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ABSTRACT

We formulate a non-local S-matrix theory in which finite-size localisation effects of the particle interactions involved in a scattering process are consistently taken into account. In the limit of an infinite spread in the localisation of all interactions, the non-local S-matrix assumes its standard S-matrix form. To better understand the significance of the emerging quantum phenomena in this non-local S-matrix formalism, we consider a solvable field-theoretic model with spatial Gaussian spreads at the interaction vertices. This solvable model, which was previously introduced in the literature, enables accurate descriptions of detection regions that are either close to or far from the source. In close analogy with light diffraction in classical optics, we call these two regions near-field and far-field zones, or the Fresnel and Fraunhofer regions. We revisit the question whether mixed mediators produce an oscillating pattern if their detection occurs in the Fresnel region. Besides corroborating certain earlier findings of the S-matrix amplitude in the forward Fresnel and Fraunhofer regimes, we observe several novel features with respect to its angular dependence which have not been accounted before in the literature. In particular, we obtain a “quantum obliquity factor” that suppresses particle propagation in the backwards direction, thereby providing an explicit quantum field-theoretic description for its origin in diffractive optics. Present and future colliders, as well as both short and long baseline neutrino experiments, would greatly benefit from the many predictions that can be offered from such a holistic non-local S-matrix theory.
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1 Introduction

Despite the initial scepticism expressed by Einstein, Podolsky and Rosen (EPR) [1] concerning the completeness of Quantum Mechanics (QM), the non-local nature of the quantum-mechanical wavefunction has been vindicated by now in vast number of experiments through the violation of the famous Bell’s inequalities [2]. An astounding physical consequence of the property of non-locality in QM is the emergence of the so-called quantum entanglement between quantum states which became the primary engineering principle in many applications of modern quantum theory, including quantum information, quantum technology and particle physics [3, 4].

With the advent of the more complete Quantum Field Theory (QFT), physical observables associated with scattering processes are encoded in the so-called S-matrix [5, 6]. The development of a unitary S-matrix theory allowed us to make accurate predictions for (differential) cross sections of $2 \rightarrow n$ processes in momentum space which have been tested with great success in collider experiments (for a review, see [7]). However, in its standard formulation, the S-matrix provides no space-time information of the non-local form of Feynman propagators, thus limiting considerably its degree of applicability. For instance, the production and decay of long-lived particles, like those that occur in $K$, $B$- and $D$-meson systems, would necessitate the knowledge of the production and detection vertices, along with the momenta of the particles in both the initial and final state of such processes. Likewise, the necessity of describing the observed phenomenon of neutrino oscillations in space within the framework of QFT [8–23] would require the development of a non-local S-matrix theory. In addition, such a non-local S-matrix theory might be useful to successfully regulate $t$-channel kinematic singularities of tree-level transition amplitudes [24–27] that appear in the physical region of the phase space, without appealing, for example, to statistical uncertainties of the particle momenta in the colliding muon beams [28–31]. Other applications of a non-local S-matrix theory may include new-physics searches for displaced vertices during the hadronization process at high-energy colliders like LHC [32, 33], which may lead to an improved interpretation of the experimental data.

In this paper we aim to formulate a non-local S-matrix theory in which localisation effects in particle interactions are consistently taken into account in scattering processes. Such a non-local extension of the S-matrix receives its standard form in the well defined limit in which the spread of localisation of all interaction vertices is taken to be infinite. To illustrate the key features of the non-local S-matrix formalism, we will consider a $2 \rightarrow 2$ scattering process within a solvable QFT model in which the production and detection vertices are assumed to be not sharply localised in space, but they have a spatial spread of Gaussian form.

The aforementioned solvable QFT model was previously introduced in [12] where several basic properties of propagation and oscillation of neutrinos were analysed in two physical regions that depend on the distance $|\ell|$ of the detector from the source. Here, we further consolidate these earlier findings by borrowing a terminology known from light diffraction in classical optics. Exactly as in diffractive optics, depending on $|\ell|$, we have two regions which we call the near-
field and far-field zones, or the Fresnel and Fraunhofer regions. These two regions depend on the spatial localisation spread of the production or detection vertices, which we generically denote as $\delta \ell$, and the magnitude $|\mathbf{p}|$ of the net three-momentum $\mathbf{p}$ of all particles in the initial or final state. Hence, the Fresnel (near-field) zone refers typically to distances $|\ell|$ in the interval, $0 \leq |\ell| \lesssim |\mathbf{p}| \delta \ell^2$, whilst the Fraunhofer (far-field) regime sets on in its full glory when $|\ell| \gg |\mathbf{p}| \delta \ell^2$.

In this article we also study in more detail all emerging quantum phenomena that result from our non-local S-matrix formalism in the context of the solvable QFT model presented in [12]. In particular, we re-examine the question whether mediators of a particle-mixing system like neutrinos produce an oscillating pattern if they get detected in the Fresnel region. As well as confirming certain earlier results [12] concerning the analytic behaviour of the S-matrix amplitude in the forward Fresnel and Fraunhofer zones, we find several novel features with respect to its angular dependence which have not been discussed in adequate detail before in the literature. Most remarkably, we obtain a “quantum obliquity factor” in the transition amplitude that suppresses the propagation of the mediator in the backwards direction, when the latter satisfies the on-mass shell (OS) condition. This suppression is achieved without imposing the restrictions owing to the Huygens–Fresnel’s principle, but it is rather a consequence of the inherent boundary conditions that the Feynman propagator obeys. Thus, an alternative quantum field-theoretic explanation can be obtained for the origin of the obliquity factor in diffractive optics [34].

The non-local S-matrix theory that we will be developing here could be utilised at high-energy colliders to describe hadronization in a framework consistent with quantum mechanics, beyond the so-called Lund model [35,36]. Likewise, short and long baseline neutrino experiments would benefit from the development of a non-local S-matrix theory that will provide a more accurate interpretation of the low-energy neutrino oscillation data.

The paper is organised as follows. After this introductory section, we briefly review in Section 2 the basic results emanating from the conventional S-matrix theory by considering a $2 \to 2$ process in a simple scalar field theory. We then discuss a non-local extension of this standard S-matrix theory, and present exact analytic results within a solvable QFT model. In close analogy with diffractive optics, we present in Section 3 approximate analytic expressions of the S-matrix amplitude in the near- and far-field zones as functions of the distance $|\ell|$ of the detector from the source. In Section 4 we give exact results by analysing numerical examples, which confirm explicitly the validity of the Fresnel and Fraunhofer approximations discussed in the previous section. In addition, we show the complete angular dependence of the transition amplitude in the polar coordinates $(|\ell|, \theta)$, where $\theta$ (with $0 \leq \theta \leq \pi$) is the angle between the distance vector $\ell$ and the total three-momentum $\mathbf{p}$ of the colliding particles in the initial state of the scattering process. Finally, Section 5 provides a succinct summary of our results and discusses possible future research directions. Technical details of the calculation of the non-local S-matrix amplitude within a solvable QFT model are given in Appendices A, B and C.
2 Non-Locality in QFT

In a local QFT, the notion of non-locality enters through the Feynman propagator, which we denote here as $\Delta_F(x,y)$. A remarkable property of the Feynman propagator is that it has non-zero support for two space-time points, $x$ and $y$, which lie at space-like separations, i.e. $\Delta_F(x,y) \neq 0$, for $(x-y)^2 < 0$. In fact, this property encodes the counter-intuitive non-local phenomenon of quantum entanglement in QM which was called by Einstein in a letter to Max Born in 1947: "spooky action at a distance." But exactly as happens with quantum entanglement in QM, no true information between any two space-like separated points, $x$ and $y$, can be transferred faster than the speed of light, and as such, QFT respects causality [6,37,38].

In the standard S-matrix theory emerging from QFT [6,39–43], the transition amplitudes resulting from the so-called Lehmann–Symanzik–Zimmermann (LSZ) formalism [5] do not depend on space-time, but only on the four-momenta of all particles in the initial and final state of a scattering process. Hence, any information concerning the locality of the interactions in a $2 \to n$ process is lost after integration over an infinite space-time volume. However, for reasons mentioned in the introduction, if these interactions are restricted locally within a space-time volume of finite size, the resulting S-matrix will become non-local. It will depend on the space-time coordinates and other quantities that parameterise the spread of localisation due to coherent QM uncertainties at the interaction vertices. The formulation of such a non-local S-matrix theory is that we wish to put forward in this paper.

In the remainder of the section, we consider a $2 \to 2$ scattering process in a local QFT model with scalar fields. We first recall the simple derivation of the ordinary S-matrix element for such a process in the Born approximation. We then turn our attention to the non-local modifications introduced in this S-matrix element, when the interaction vertices occur in a confined region of space-time. Finally, we revisit the analytic results obtained in the solvable QFT model of [12].

2.1 Standard S-Matrix Theory

Let us consider a simple scalar field theory consisting of five real scalar fields: $S_{1,2}$, $\chi_{1,2}$, and $\Phi$. The interactions of this QFT model are governed by the local Lagrangian,

$$\mathcal{L}_{\text{int}}(x) = \lambda \, S_1(x) \chi_1(x) \Phi(x) + g \, S_2(x) \chi_2(x) \Phi(x),$$

where $\lambda$ and $g$ are two real couplings. In the Born approximation of this local QFT model, any scattering between $S_{1,2}$ and $\chi_{1,2}$ will be mediated by the exchange of a particle $\Phi$ involving a single Feynman diagram.

To set the stage for our formalism, let us for definiteness consider the scattering process: $S_1(p_1) \chi_1(p_2) \to S_2(k_1) \chi_2(k_2)$. At the tree level, this $2 \to 2$ process may be represented by the

\[\text{For other attempts along this research direction, see [8–11,13–23,26–31].}\]
Figure 1: The Feynman diagram for the process $S_1(p_1) \chi_1(p_2) \rightarrow S_2(k_1) \chi_2(k_2)$.

$s$-channel Feynman diagram shown in Figure 1. For later convenience, we define the total four-momenta, $p = p_1 + p_2$ and $k = k_1 + k_2$, of all particles in the initial and final state, respectively. Applying the LSZ formalism [5], the transition amplitude $T_F$, for the aforementioned process, may be evaluated as

$$T_F = -\lambda g \int \frac{1}{q^2 - m^2_\Phi + i\epsilon} \int d^4 x \, d^4 y \, e^{-i(p-q) \cdot x} e^{i(k-q) \cdot y} = \lambda g \left(\frac{2\pi)^4}{|p|^2 - q^2 - i\epsilon}\right) \delta^{(4)}(p - k),$$

with $q^2 = (p^0)^2 - m^2_\Phi$. Note that energy-momentum conservation, $p = k$, arises as a result of Lorentz invariance and the local nature of the interactions. If the particle $\Phi$ becomes OS in the $s$-channel of Figure 1, we may naively incorporate its decay width $\Gamma_\Phi$ by complexifying its squared mass (e.g., see [10,26]), which amounts to making the substitution, $m^2_\Phi \rightarrow (m^2_\Phi + i m_\Phi \Gamma_\Phi)$, in (2.2). For simplicity, we ignore possible finite width effects in this work, by setting $\Gamma_\Phi = 0$.

We should emphasise here that the transition amplitude $T_F$ is not only Lorentz invariant, but also enjoys the fundamental property of analyticity which in turn implies the so-called crossing symmetry [6]. Specifically, the transition amplitude for the $(t$-channel) process $S_1(p_1) \ S_2(p_2) \rightarrow \chi_1(p'_1) \ \chi_2(p'_2)$ can be recovered from the $s$-channel amplitude given in (2.2). In this case, the relevant four-momenta, $p$ and $k$, are defined as: $p = p_1 - p'_1$ and $k = p'_2 - p_2$. As a consequence of the analyticity of the S-matrix, we can only change the signs of the momenta of the incoming and outgoing particles, but the analytic structure of the amplitude in (2.2) remains intact. This property of analyticity is that we wish to preserve in our formulation of a non-local extension of the S-matrix which we discuss below.

2.2 Analytic Non-Local Extension of the S-Matrix

As stated earlier, the amplitude $T_F$ in (2.2), as derived from the usual S-matrix theory, pertains to a scattering of particles with definite four-momenta. Hence, by virtue of the uncertainty principle, no information about its space-time dependence is available. However, both the
particles themselves and their interactions may be localised in a finite space-time volume. Following [11, 12], we will assume the latter and regard all particles in the initial and final state of a process as being well described asymptotically by plane waves to a very good approximation. Such a consideration will be equivalent to the more often discussed wave-packet approach (e.g., see [18]), since the localised interactions may be viewed as intersections of the wave packets of the initial and final particles at the vertices of a scattering process.

Let us first consider the production vertex at some generic space-time point $x$. To introduce a finite non-zero localisation spread at $x$, we define the Lorentz-invariant Gaussian function [12,20]

$$G(x; \langle x \rangle, \Delta p) = e^{-((x-\langle x \rangle)\cdot \Delta p)^2},$$

(2.3)

where the momentum correlation tensor, $\Delta p_{\mu\nu}$, is defined through the relation: $\Delta p^{\rho\mu} \Delta x_{\mu\sigma} = \delta_{\rho\sigma}$, with

$$\Delta x_{\mu\nu} = \langle x_{\mu}x_{\nu} \rangle - \langle x_{\mu} \rangle \langle x_{\nu} \rangle.$$

(2.4)

Here, the parameters $\langle x^\mu \rangle$ and $\langle x^\mu x^\nu \rangle$ characterize the uncertainties in the four-position $x$. As we will see below, such finite uncertainties will trigger a violation in the conservation of the four-momentum. Since the exponent of (2.3) describes a complicated four-dimensional ellipsoid, we may simplify the analysis by assuming the factorisable form: $\Delta p^{\mu\nu} = \delta p^\mu \delta p^\nu$. In this case, we have

$$G(x; \langle x \rangle, \delta p) = e^{-((x-\langle x \rangle)\cdot \delta p)^2},$$

(2.5)

where $\langle x \rangle$ is the centre of the production vertex or the source, and $\delta p$ is the would-be four-momentum uncertainty. We note that $\delta p$ may naively be associated with an effective interaction radius $\delta x$ as $\delta x^\mu = 1/\delta p^\mu$.

By analogy, we may introduce the following localization function for the detection vertex at a generic four-position $y$:

$$G(y; \langle y \rangle, \delta k) = e^{-((y-\langle y \rangle)\cdot \delta k)^2},$$

(2.6)

where $\langle y \rangle$ and $\delta k$ are the centre of the detection vertex and its would-be four-momentum uncertainty, respectively, with the effective interaction radius $\delta y$ defined as $\delta y^\mu = 1/\delta k^\mu$.

Taking into account the localization functions in (2.5) and (2.6) for the four-positions $x$ and $y$, the non-local amplitude $T_{NL}$ for the process $S_1 \chi_1 \to \Phi \to S_2 \chi_2$ takes on the form

$$T_{NL}(p, k; \langle x \rangle, \langle y \rangle, \delta x, \delta y) = - \lambda g \int d^4x d^4y \ e^{-((x-\langle x \rangle)\cdot \delta p)^2} e^{-((y-\langle y \rangle)\cdot \delta k)^2}$$

$$\times e^{-ip \cdot x + ik \cdot y} \int \frac{d^3q}{(2\pi)^3} \ \frac{e^{iq \cdot (x-y)}}{q^2 - m_\Phi^2 + i\epsilon},$$

(2.7)

which, up to a constant, coincides with [12]. To be specific, the amplitude $T_{NL}$ describes the annihilation of the particles $S_1$ and $\chi_1$ with a sum of four-momenta $p$, at a mean four-position $\langle x \rangle$ with an uncertainty $\delta x$, and the subsequent creation of the particles $S_2$ and $\chi_2$ with a sum of four-momenta $k$, at a mean four-position $\langle y \rangle$ with an uncertainty $\delta y$. In fact, such a setting may be applied equally well to describe particles that are forced to go through
a restricted area of an aperture with a shape that is expressed by a function with a given localization profile, e.g. of the Gaussian form like in (2.5). Hence, the non-local S-matrix that we have been developing here can be viewed as another equivalent approach that allow us to describe particle diffraction, such as light diffraction, within the framework of QFT.

In several applications of interest, the production and detection times, $x^0$ and $y^0$, contain large time uncertainties, $\delta x^0$ and $\delta y^0$. We may therefore simplify our computations by adopting the working hypothesis that these time uncertainties are much bigger than the corresponding spatial uncertainties, $\delta x$ and $\delta y$, and so take the infinite limit: $\delta x^0, \delta y^0 \to \infty$, or equivalently the zero limit: $\delta p^0, \delta k^0 \to 0$. As illustrated in Figure 2, a further simplification occurs if all spatial uncertainties are taken to be equal, i.e. $\delta x^i = \delta x$ and $\delta y^i = \delta y$, for all $i = 1, 2, 3$. Then, up to an overall frame-dependent phase factor $e^{i(p \cdot x - k \cdot y)}$, the non-local amplitude for the process $S_1 \chi_1 \to \Phi^* \to S_2 \chi_2$ becomes

$$T_{NL}(p, k; \ell, \delta x, \delta y) = -2\pi \delta(p^0 - k^0) \lambda g \int d^3x d^3y \ e^{-x^2/\delta x^2} e^{-y^2/\delta y^2} \times e^{i(p \cdot x - k \cdot y)} \int \frac{d^3q}{(2\pi)^3} \ e^{-i\ell \cdot (x - y)} \left| q \right|^2 + q^2 + i\epsilon ,$$

(2.8)

where we have introduced the average distance vector $\ell \equiv \langle y \rangle - \langle x \rangle$. Notice that in addition to the momentum dependence of standard amplitude $T_F$, the non-local amplitude $T_{NL}$ now depends on the distance vector $\ell$ between the production and detection vertices, and their uncertainties, $\delta x, \delta y$. Hence, the amplitude $T_{NL}$ is frame-independent as well, as a consequence of the Poincare invariance of the theory. Moreover, it is not difficult to see that in the infinite limits $\delta x, \delta y \to \infty$, the non-local amplitude $T_{NL}$ in (2.8) becomes, up to an overall phase factor $e^{i p \cdot \ell}$, identical to the ordinary S-matrix amplitude $T_F$ in (2.2).

As shown in [12] and in Appendices A, B and C using a different method, the various integrations over angular and radial variables in (2.8) can be performed analytically, yielding
the amplitude

\[ T_{\text{NL}}(p, k; \ell, \delta x, \delta y) = 2\pi \delta(p^0 - k^0) \lambda g \frac{\pi^2}{8} \frac{\delta x^2 \delta y^2}{|L|} e^{-\left[\frac{(p^2 + q^2)\delta x^2 + (|k|^2 + q^2)\delta y^2}{8}\right]} \times \left(e^{i|q|\ell} \text{Erfc} z^- - e^{-i|q|\ell} \text{Erfc} z^+\right). \]  

(2.9)

In the above, we have used the shorthand notation: \( L = \ell - \frac{i}{2} \left(p \delta x^2 + k \delta y^2\right), \) \(|L| \equiv \sqrt{\ell \cdot \ell},\)
and \( z_\pm = -\frac{i}{2} \bar{q} \delta \ell \pm \frac{|L|}{\delta \ell}, \) with \( \delta \ell^2 = \delta x^2 + \delta y^2. \) In (2.9), \( \text{Erfc} z \) is the complementary error function analytically continued with a complex argument \( z \in \mathbb{C} \) as follows:

\[ \text{Erfc} z = 1 - \frac{2}{\sqrt{\pi}} \int_0^z dt e^{-t^2}. \]  

(2.10)

We should point out that the non-local amplitude \( T_{\text{NL}} \) for the process \( S_1 \chi_1 \to \Phi^* \to S_2 \chi_2 \) remains finite in the OS kinematic region, \(|p| = |k| = \bar{q},\) as long as \( \delta \ell \) is finite, even if one assumes a vanishing \( \Phi \)-decay width \( \Gamma_\Phi. \) On the other hand, due to the analyticity of \( T_{\text{NL}}, \) the same analytic expression in (2.9) may be used to regulate the \( t \)-channel singularities [24,25,27], which can occur in the crossing symmetric non-local process \( S_1 S_2 \to \Phi^* \to \chi_1 \chi_2 \) in the physical region. Unlike other methods that model the finite size of the interacting beams [28–30], our non-local S-matrix approach takes into account the finite size of the interaction volume coherently, where all spatial uncertainties are implemented at the amplitude level \( T_{\text{NL}}, \) and not at its squared \(|T_{\text{NL}}|^2.\) As well as being devoid of \( t \)-channel infinities, the amplitude \( T_{\text{NL}} \) also contains information for the distance between the source and the detector, through the distance vector \( \ell. \) The latter can shed light on phenomena that may take place on both microscopic and macroscopic distances, like neutrino oscillations [12], which we discuss in more detail in Sections 3 and 4.

We note that the non-local amplitude \( T_{\text{NL}} \) given in (2.9) is finite at \(|L| = 0.\) This can be easily deduced by observing that \( T_{\text{NL}} \) is an even function with respect to \(|L|,\) implying that \(|L| T_{\text{NL}} \) is an odd one. Then, by means of a Taylor series expansion, one may verify that \(|L| T_{\text{NL}} \) approaches zero at least as fast as \(|L|,\) so \( T_{\text{NL}} \) is finite at \(|L| = 0.\)

We conclude this section by presenting two more interesting limits concerning the non-local amplitude \( T_{\text{NL}} \) stated in (2.9).

2.2.1 Zero-spread localisation limit

In the limit of vanishing spread of the production and detection vertices, i.e. \( \delta x, \delta y \to 0,\) the complementary error functions take the values: \( \text{Erfc} z_+ \to 0 \) and \( \text{Erfc} z_- \to 2. \) In this vanishing limit of \( \delta \ell, \) the non-local amplitude (2.9) simplifies to

\[ T_{\text{NL}}(p, k; \ell) = 2\pi \delta(p^0 - k^0) \lambda g \frac{\pi^2}{4} \frac{\delta x^2 \delta y^2}{|\ell|} e^{i|q|\ell}. \]  

(2.11)
This form of the amplitude implies that the exchanged particle passes through definite points in space, \( \langle x \rangle \) and \( \langle y \rangle \). In fact, \( T_{NL} \) gets proportional to the Green’s function of the Euclidean 3D space, \( e^{i \bar{q} |\ell|/|\ell|} \). Since the momentum uncertainties diverge when \( \delta \ell \to 0 \), the resulting incoming and outgoing momenta, \( p \) and \( k \), will be unrelated to each other and so arbitrary. However, the three-momentum of the mediator may be identified by its wavenumber, \( \bar{q} \). If \( \bar{q}^2 \geq 0 \), this would correspond to a real particle with momentum \( \bar{q} \). Instead, for \( \bar{q}^2 < 0 \), the amplitude \( T_{NL} \) would fall off exponentially as \( e^{-|\bar{q}| |\ell|/|\ell|} \), representing a decaying mode that travels an effective mean distance of \( 1/|\bar{q}| \) from a point source.

2.2.2 Momentum conservation limit

For most experimental settings, we expect \( |p| \delta \ell, |k| \delta \ell \gg 1 \), so that the violation of energy-momentum conservation is marginal, with \( p \approx k \). In principle, we may enforce a total four-momentum conservation limit by assuming a translationally invariant localization of the form \( e^{-(x-y-\ell)^2/\delta \ell^2} \), instead of two independent Gaussians centered at \( \langle x \rangle \) and \( \langle y \rangle \). Upon integration over the coordinates, the above restricted form of localisation gives rise to the 3D \( \delta \)-function, \( \delta(3) (p-k) \), in (2.9). This ensures four-momentum conservation between the incoming and outgoing particles, i.e. \( p = k \), even though one still has in general \( q \neq p \) for the momentum \( q \) of the exchanged particle \( \Phi \). In addition, the overall constant changes by a factor \( \frac{1}{\pi^{3/2} \delta \ell^3 \delta x \delta y} \).

Putting everything together, the non-local amplitude \( T_{NL} \) reads

\[
T_{NL}(p; k; \ell, \delta \ell) = (2\pi)^{3/2} \delta(3) (p-k) \lambda g \left( \frac{\delta \ell^3}{|L|} e^{-\delta \ell^2 (|k|^2 + \bar{q}^2)/2} \right) \times \left( e^{i \bar{q} |L|} \text{Erfc} z_- - e^{-i \bar{q} |L|} \text{Erfc} z_+ \right),
\]

(2.12)

where \( L = \ell - \frac{i}{2} p \delta \ell^2 \), and \( \delta \ell \) and the complex arguments \( z_\pm \) are defined after (2.9). Without compromising the main features of our non-local S-matrix formalism, we shall employ the simplified amplitude \( T_{NL} \) given by (2.12). To further simplify matters, we strip off an overall factor of \( (2\pi)^3 \delta(4)(p-k) \lambda g \) from \( T_{NL} \) in (2.12), and define a corresponding non-local matrix element \( M \) as follows:

\[
M(|p|, \bar{q}; \ell, \delta \ell) = \left( \frac{\sqrt{\pi}}{8} \frac{\delta \ell^3}{|L|} e^{-\delta \ell^2 (|p|^2 + \bar{q}^2)/2} \right) \left( e^{i \bar{q} |L|} \text{Erfc} z_- - e^{-i \bar{q} |L|} \text{Erfc} z_+ \right).
\]

(2.13)

Our analysis in the following two sections will utilise this last form of the matrix element \( M \).

3 Near- and Far-Field Approximations

Although the matrix element \( M \) in (2.13) for a generic non-local process \( S_1 \chi_1 \to \Phi^* \to S_2 \chi_2 \) is given in a closed form, it still remains difficult to deduce from the latter what its main physical implications are. To better understand these, we derive in this section analytical approximations
of $M$ as a function of the distance vector $\ell$ between the production of the $\Phi$-mediator and its detection, the spatial distance uncertainty $\delta \ell$, as well as of the total three-momentum $p$ of the incoming particles $S_1$ and $\chi_1$. In all our approximations, we consider that $|p| \delta \ell \gg 1$, which happens to be a valid assumption for most realistic situations. In close analogy with diffractive optics, we differentiate two regions: (i) the Fraunhofer or far-field zone where $|\ell| \gg |p| \delta \ell^2$, and (ii) the Fresnel or near-field zone in which $|\ell| \ll |p| \delta \ell^2$.

Depending on the magnitude of $z_\pm$ of the complementary error function $\text{Erfc} z$ defined in (2.10), we may use either a Taylor series expansion [44],

$$\text{Erfc} z \simeq 1 - \frac{2}{\sqrt{\pi}} z,$$

(3.1)

for $|z| \ll 1$, or an asymptotic expansion [44],

$$\text{Erfc} z \simeq \frac{e^{-z^2}}{\sqrt{\pi} z},$$

(3.2)

when $|z| \gg 1$ and $\arg z < 3\pi/4$. If $\arg z \geq 3\pi/4$, the asymptotic expansion may be obtained after applying first the identity: $\text{Erfc} z = 2 - \text{Erfc}(-z)$.

### 3.1 Fraunhofer Zone

In the Fraunhofer or far-field region, the distance is $|\ell| \gg |p| \delta \ell^2$, so the complex vector norm $|L|$ may then be approximated as

$$|L| \simeq |\ell| - \frac{i}{2} \cos \theta |p| \delta \ell^2 - \frac{\sin^2 \theta |p|^2 \delta \ell^4}{8 |\ell|},$$

(3.3)

where $\theta$ is the angle between $\ell$ and $p$. In this limit, we can ignore the exponentially suppressed term of (3.2). Thus, $\text{Erfc} z_- \simeq 2$ and $\text{Erfc} z_+ \simeq 0$, and the matrix element reads

$$M \simeq \frac{\sqrt{\pi}}{4} \delta \ell^3 \frac{e^{i\tilde{q} \ell}}{|\ell|} e^{-|p-\hat{q}\ell|^2/2},$$

(3.4)

with $\hat{\ell}$ being a unit vector along the distance vector $\ell$. The square of the matrix element $M$ in (3.4) obeys the expected inverse-square law $1/|\ell|^2$ for $\tilde{q}^2 \geq 0$, i.e. for physical intermediate states. This result is in agreement with the so-called Grimus-Stockinger theorem [9], which is only applicable in the Fraunhofer regime [12,16,17,19].

For off-shell particle virtualities with $\tilde{q}^2 < 0$, the approximate matrix element $M$ in (3.4) can be analytically continued from $\tilde{q} \to i|\tilde{q}|$, and so one can show that $M$ falls off exponentially, i.e. $M \propto e^{-|q||\ell|/|\ell|}$. We note that this exponential fall-off of $M$ with increasing distance $|\ell|$ is much stronger than the generic weaker scaling behaviour of $M \propto |\ell|^{-2}$, claimed in [9,21]. Furthermore, it is not difficult to see from (3.4) that for $\tilde{q}^2 < 0$, one has $M \propto \exp \left[ i|\tilde{q}| \cdot p \cdot \hat{\ell} \delta \ell^2/2 \right]$, but this only surviving phase leads to no favourable direction on the particle propagation in the Fraunhofer zone, i.e. $|M|$ is completely independent of $\theta$. 
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Table 1: The three Fresnel subregions as described in more detail in the text. The conditions which hold in all subregions are: |p|δℓ ≫ |ℓ| and |p|δℓ ≫ 1. Note that the latter entails ||p| + ˜q||δℓ ≫ 1, which in turn implies |z_+| ≫ 1 for all subregions.

We should also observe that for finite spatial uncertainties δℓ, the non-local matrix element \( M \) is devoid of the s-channel singularity haunting the ordinary S-matrix amplitude \( T_F \) in (2.2), in the OS limit \( |p| \to ˜q \). Furthermore, for a given angle \( \theta_* \), there is a characteristic momentum, which we call \( |p|_* \), that maximizes the norm of \( M \), \(|M|\). In particular, we find that \(|p|_* \) is shifted from its OS value \(|p|_* = ˜q\) in the forward direction to smaller values, according to the simple relation: \(|p|_* = ˜q \cos \theta_* \). Such shifts may be probed in observations that would involve non-zero angles \( \theta \), and as such, they may provide a non-trivial test of the non-local S-matrix theory under study.

Finally, it is interesting to remark that if the \( \Phi \)-mediator has real momentum \( ˜q^2 > 0 \), the non-local amplitude \( M \) will be suppressed away from the forward (\( \theta = 0 \)) direction, because of the exponential factor \( e^{-(p-˜q]\ell)^2/δℓ^2/4} \) in (3.4). This factor also disfavours propagation in the backwards hemisphere for angles \( \theta \geq \pi/2 \), and so it resembles the engineered obliquity factor that features in the well-known Helmholtz–Kirchhoff diffraction formula (see, e.g. [34]). But unlike the classical case, the non-local S-matrix theory provides naturally the necessary “quantum obliquity factor” which although it suppresses, it does not prohibit particle propagation in a classically forbidden region. As we will see in the next subsection, this property still holds true for the Fresnel region as well.

### 3.2 Fresnel Zone

In the Fresnel or near-field region, in which \(|\ell| \ll |p|δℓ^2\), the complex norm \(|L|\) may be expanded as

\[
|L| \approx -\frac{i}{2}|p|δℓ^2 + |\ell| \cos \theta + \frac{i|\ell|^2}{|p|δℓ^2} \sin^2 \theta,
\]

when \( \cos \theta < 0 \). Although \(|L|\) should be multiplied by \(-1\) for \( \cos \theta \geq 0 \), we can still use (3.5), since the amplitude (2.9) is an even function of \(|L|\).

Given the central working hypothesis \(|p|δℓ ≫ 1\), it follows that \(||p| + ˜q||δℓ ≫ 1\). This in turn implies that \(|z_+| ≫ 1\). Consequently, Erfc \(|L|\) can be expanded as in (3.2). On the other hand, the size of \(|z_-|\) depends on the magnitude of the dimensionless quantities: \(|\hat{p} \cdot \ell|/δℓ \) and \(||p| - ˜q||δℓ\), where \( \hat{p} \equiv p/|p| \) is a unit vector along the three-momentum \( p \). The first quantity,
that maximizes the matrix element turns out to be: 
\[ |\mathbf{p} - \mathbf{q}| \delta \ell \]

The second one, \( |\mathbf{p} - \mathbf{q}| \delta \ell \), quantifies the degree of “off-shellness” of the exchanged \( \Phi \) particle.

The various possible hierarchies of the two quantities, \( |\mathbf{p} \cdot \ell|/\delta \ell \) and \( |\mathbf{p} - \mathbf{q}| \delta \ell \), form three subregions. These are succinctly summarized in Table 1. In detail, Subregion I is defined by the constraint: \( |\mathbf{p} - \mathbf{q}| \delta \ell \gg 1 \), which implies that \( |z_-| \gg 1 \). Subregion II corresponds to \( |\mathbf{p} \cdot \ell| \ll \delta \ell \) and \( |\mathbf{p} - \mathbf{q}| \delta \ell \ll 1 \), and so it is \( |z_-| \ll 1 \). Finally, Subregion III is given by \( |\mathbf{p} \cdot \ell| \gg \delta \ell \) and \( |\mathbf{p} - \mathbf{q}| \delta \ell^2 \ll |\mathbf{p} \cdot \ell| \), which results in \( |z_-| \gg 1 \). Notice that \( |\mathbf{p} - \mathbf{q}| \delta \ell \ll 1 \) defines a resonant region for the \( \Phi \) mediator. But as happened in the Fraunhofer zone, the maximum of the modulus of the matrix element, \( |M| \), is not guaranteed to occur on the resonance point, \( |\mathbf{p}| = \mathbf{q} \), as the angle \( \theta \) varies from 0 to \( \pi \).

### 3.2.1 Subregion I: \( |\mathbf{p} - \mathbf{q}| \delta \ell \gg \max(1, |\mathbf{p} \cdot \ell|/\delta \ell) \)

In this subregion, \( \text{Erfc} z_\pm \) can be approximated as in (3.2). Then, the matrix element becomes

\[
M \approx \frac{\delta \ell^3}{8|\mathbf{L}|} \left( \frac{1}{z_-} - \frac{1}{z_+} \right) e^{i|\mathbf{p} \cdot \ell|-(|\ell|/\delta \ell)^2} \approx \frac{\delta \ell^2 e^{i|\mathbf{p} \cdot \ell|-(|\ell|/\delta \ell)^2}}{(|\mathbf{p}|^2 - |\mathbf{q}|^2) \delta \ell^2 + 4 \left[ i|\mathbf{p} \cdot \ell|-(|\ell|/\delta \ell)^2 \right]^2 }.
\]  

(3.6)

We should note that this approximation is accurate up to corrections \( \mathcal{O}[\delta \ell^2 |\mathbf{p} \times \ell|^4/(|\mathbf{p}| \delta \ell)^6] \).

There are other relevant higher order terms that depend on the sign of \( \hat{\mathbf{q}}^2 \) and \( \mathbf{p} \cdot \ell \), as well as on their relative size. For example, when both \( \hat{\mathbf{p}} \cdot \ell \) and \( \mathbf{q}^2 \) are negative with \( |\mathbf{q}| \delta \ell^2/2 < |\hat{\mathbf{p}} \cdot \ell| \), higher order terms \( \mathcal{O}\left( \exp \left[ |\mathbf{q}| \hat{\mathbf{p}} \cdot \ell + \mathbf{q}^2 \delta \ell^2/2 \right] \right) \) that may potentially appear are getting suppressed by their negative exponent. Finally, like in the Fraunhofer region for \( \mathbf{q}^2 < 0 \), there is no directional constraint on \( |M| \) in this subregion.

In Subregion I, for \( \mathbf{q} \delta \ell^2 \gg |\ell| \), the characteristic momentum \( |\mathbf{p}|_* \) that maximizes \( |M| \) obeys the relation: \( |\mathbf{p}|_* \approx \mathbf{q} + 2(1 - 2 \cos^2 \theta) |\ell|^2/(\mathbf{q} \delta \ell^4) \). Thus, we have \( |\mathbf{p}|_* > \mathbf{q} (|\mathbf{p}|_* < \mathbf{q}) \) for \( |\cos \theta| < 1/\sqrt{2} \) (|\cos \theta| > 1/\sqrt{2}). On the other hand, if \( \hat{\mathbf{q}} \delta \ell^2 \ll |\ell| \), the momentum that maximizes the matrix element turns out to be: \( |\mathbf{p}|_* \approx \sqrt{|\cos 2\theta|} |\ell|/\delta \ell^2 \), which does not respect Fresnel’s central constraint: \( |\mathbf{p}| \delta \ell^2 \gg |\ell| \). In this case, the matrix element in Subregion I does not exhibit a maximum. Instead, it decreases monotonically with the momentum, i.e. \( |M| \propto 1/|\mathbf{p}|^2 \). We note that for \( \cos \theta = 0 \), the matrix element \( M \) as approximated in (3.6) appears to have singularities, when \( |\mathbf{p}|^2 = \mathbf{q}^2 + 4 |\ell|^2/\delta \ell^4 \). However, these would-be singularities are not present. They originate from \( z_\pm = 0 \), and so they violate the basic assumption \( |z_\pm| \gg 1 \) that underlies the validity of this approximation.
3.2.2 Subregion II: $|\hat{p} \cdot \ell| \ll \delta \ell$ and $||p| - \tilde{q}| \ll 1$

If the momenta obey the resonant condition, $||p| - \tilde{q}| \ll 1$, and also $|\hat{p} \cdot \ell| \ll \delta \ell$, we then have $|z_-| \ll 1$. Making use of (3.1), the matrix element may be approximated as

$$M \simeq i \sqrt{\pi} \frac{\delta \ell}{|p|} \left[ 1 + \frac{2}{\sqrt{\pi}} \frac{\hat{p} \cdot \ell}{\delta \ell} - \frac{i}{\sqrt{\pi}} (|p| - \tilde{q}) \delta \ell \right]$$

$$\times \exp \left[ -\frac{1}{4} (|p| - \tilde{q})^2 \delta \ell^2 + \tilde{q} \left( i \frac{\hat{p} \times \ell}{|p| \delta \ell^2} \right)^2 \right]$$

$$+ \frac{1}{2} e^{ip \cdot \ell - (|\ell|/\delta \ell)^2}.$$  \hspace{1cm} (3.7)

We observe that for a finite $\delta \ell$, the singularity of the S-matrix amplitude $T_F$ in (2.2) at $|p| = \tilde{q}$ is successfully regulated. Furthermore, the value of the matrix element $M$ in the OS limit, $|p| \rightarrow \tilde{q}$, gets reduced as $\theta$ increases, with a minimum in the backwards direction $\theta = \pi$. On the other hand, for $\theta \rightarrow 0$, $|M|$ increases slightly with the distance $|\ell|$. Thus, there seems to be a focusing effect that makes the observation (or decay) more probable away from the origin, $|\ell| = 0$. Also, this phenomenon may affect the assumed flux for the $\Phi$ particles at the source.

The value of the characteristic momentum $|p|_*$ that gives rise to a maximum $|M|$ is estimated to be

$$|p|_* \simeq \tilde{q} + \frac{2 \tilde{q} \delta \ell^2}{|\hat{p} \times \ell|}.$$  \hspace{1cm} (3.8)

Although this estimate assumes $||p| - \tilde{q}| \ll 1$, the resulting value of $|p|_*$ may lie outside or be at the boundary of this Fresnel subregion. In such case, $M$ should be estimated numerically using (2.13), as done in Section 4. However, the above exercise is still useful as it shows that the maximum occurs at $|p|_*$ that may be below and above $\tilde{q}$, for $|\hat{p} \times \ell| < \delta \ell$ and $|\hat{p} \times \ell| > \delta \ell$, respectively.

We must remark that the approximate matrix element in (3.7) offers a rather accurate description of the exact amplitude $M$ in Subregion II. The main higher order contribution is $O\left[|\hat{p} \cdot \ell|/(|p|^2 \delta \ell)\right]$. All other higher order corrections turn out to be subdominant.

3.2.3 Subregion III: $|\hat{p} \cdot \ell| \gg \delta \ell$ and $||p| - \tilde{q}| \delta \ell^2 \ll |\hat{p} \cdot \ell|$

If the detection vertex obeys the restrictions: $|\hat{p} \cdot \ell| \gg \delta \ell$ and $||p| - \tilde{q}| \delta \ell^2 \ll |\hat{p} \cdot \ell|$, the complementary error functions are then expanded as in (3.2). Despite $|z_-| \gg 1$ in both Subregions I and III, we find that the matrix element assumes different forms as different terms dominate in the expansion of the arguments $z_\pm$. Hence, in Subregion III the matrix element will be
approximated as
\[
M \simeq \pm \frac{i\delta \ell^2 \sqrt{\pi}}{2} \exp \left[ -\frac{1}{4} \left( |p| \mp \tilde{q} \right)^2 \delta \ell^2 \pm \tilde{q} \left( i\hat{p} \cdot \ell - \frac{|\hat{p} \times \ell|^2}{|p| \delta \ell^2} \right) \right] |p| \delta \ell + 2i\hat{p} \cdot \ell / \delta \ell
+ \frac{\delta \ell^2 e^{ip \cdot (|\ell|/\delta \ell)^2}}{|p|^2 - \tilde{q}^2} \delta \ell^2 + 4 \left[ i\hat{p} \cdot \ell - (\hat{p} \cdot \ell / \delta \ell)^2 \right].
\] (3.9)

In the above, the upper (lower) sign corresponds to \( \cos \theta > 0 \) (\( \cos \theta < 0 \)), i.e. towards the forward (backward) direction, and originates from the second (first) term of (2.13). Instead, the last term in (3.9) remains the same in both directions. Evidently, as \( |p| \cdot \ell |\delta \ell \gg 1 \), it is not difficult to verify that the matrix element in (3.9) is finite in the resonant region \( |p| \simeq \tilde{q} \).

In this subregion, the angular dependence is more involved than that in the other two. However, backwards particle propagation gets strongly disfavoured within Subregion III. We may elucidate this by first considering propagation in the forward direction, \( \theta = 0 \). In this case, the parameters satisfy: \( |\ell| \gg \delta \ell, |\ell| \ll |p| \delta \ell^2 \), and \( |p| - \tilde{q} |\delta \ell^2 \ll |\ell| \). Under these conditions, (3.9) is dominated by its first term which is only slightly reduced as the distance increases. On the other hand, for \( \theta = \pi \), the second term in (3.7) will become dominant. In this case, however, propagation in the backwards direction will be disfavoured, because of the exponential suppression factor \( e^{-(|\ell|/\delta \ell)^2} \). These attributes will be discussed in more detail in Section 4, where the exact matrix element (2.13) will be numerically evaluated.

In Subregion III, the characteristic momentum, \( |p|_\star \), that maximizes (locally) \( |M| \) depends on both the angle \( \theta \) and the average distance \( |\ell| \). To explicitly demonstrate this dependence, we consider again the forward and backward directions which have \( \theta = 0 \) and \( \theta = \pi \), respectively. In the former, we have \( |p|_\star \approx \tilde{q} - 2/(\tilde{q} \delta \ell^2) \), while it is \( |p|_\star \approx \tilde{q} - 2|\ell|^2 / (\tilde{q} \delta \ell^4) \) in the latter. Although the shift of the maximum is negative, its magnitude in the backwards direction is enhanced by a factor of \((|\ell|/\delta \ell)^2 \). We note that this enhancement should not be fully trusted, as it originates from a \(|p|_\star \), whose value lies outside or is on the boundary of this subregion, such that \( |p|_\star - \tilde{q} |\delta \ell^2 \geq |\hat{p} \cdot \ell|_\star \).

The matrix element (3.9) is obtained by ignoring several higher order corrections. For example, the first term is accurate up to \( \mathcal{O}[|\ell|/(|p|^2 \delta \ell^4)] \). Although such terms are found to be subdominant, they need to be included in order to obtain an accurate numerical value for the matrix element \( M \). Nevertheless, we find that the relative numerical difference by evaluating the two expressions in (3.9) and (2.13) is typically within the 20% level.

### 3.2.4 Standard S-matrix limit in the Fresnel region

The standard S-matrix limit is a special case of Subregions I and II. For the former, taking the limit \( |\ell|/\delta \ell \to 0 \) is a straightforward exercise. For the latter, thanks to the \( \delta \)-function representation
\[
\lim_{\epsilon \to \infty} e^{-\epsilon^2 x^2} \to \sqrt{\pi} \delta(x),
\] (3.10)
it can be shown that
\[
M = \frac{i\pi e^{i\hat{q} \cdot \mathbf{\ell}}}{2 |\mathbf{p}|} \delta(|\mathbf{p}| - \tilde{q}) .
\] (3.11)

This last expression can be rewritten as
\[
M = i\pi e^{i\mathbf{p} \cdot \mathbf{\ell}} \delta_+ (|\mathbf{p}|^2 - \tilde{q}^2) ,
\] (3.12)
where \(\delta_+ (|\mathbf{p}|^2 - \tilde{q}^2) \equiv \delta(|\mathbf{p}|^2 - \tilde{q}^2) \theta(|\mathbf{p}|)\).

Finally, as \(\delta \mathbf{\ell} / |\mathbf{\ell}| \rightarrow \infty\) for any finite value of \(|\mathbf{\ell}|\), we may combine the approximate expressions in (3.6) and (3.7) in order to write the matrix element into the more familiar form (e.g., see [43]):
\[
M = e^{i\mathbf{p} \cdot \mathbf{\ell}} \left[ i\pi \delta_+ (|\mathbf{p}|^2 - \tilde{q}^2) + \mathcal{P}\left\{ \frac{1}{|\mathbf{p}|^2 - \tilde{q}^2} \right\} \right] ,
\] (3.13)
where \(\mathcal{P}\{ \ldots \}\) denotes the Cauchy principal value. Also, notice that the appearance of an overall (unobservable) \(\mathbf{\ell}\)-dependent phase in (3.13) due to the spatial translation invariance of the original non-local amplitude in (2.8). Otherwise, the matrix element \(M\) in (3.13) matches exactly with the standard result of the S-matrix amplitude in (2.2).

### 3.2.5 Oscillations of mixed mediators in the Fresnel region

The approximations, (3.7) and (3.9), of the matrix element in the Fresnel Subregions II and III indicate that the propagation of mixed mediators will also give rise to their oscillation in this regime, where \(|\mathbf{p}| \delta \mathbf{\ell} \gg |\mathbf{\ell}|\). First, we should observe that exponential suppression factors, such as those mentioned in [14], play no role here, as they are direction-dependent and vanish not only in the forward direction \((\theta = 0)\), but also in the backward direction \((\theta = \pi)\).

Let us have a closer look at the phenomenon of oscillations within Subregion III in the forward direction \((\theta = 0)\). As a mixed system of mediators, we may consider two exchanged particles, \(\Phi_{1,2}\), with different masses, \(m_{1,2}\), obeying the hierarchy: \(0 < \Delta m = m_2 - m_1 \ll m_{1,2}\). After setting all coupling constants of the theory to 1, for simplicity, the total matrix element \(M\) will be the sum of two matrix elements, \(M_{1,2}\), describing the exchange of the particles \(\Phi_{1,2}\) in the \(s\)-channel, i.e. \(M = M_1 + M_2\). Each matrix element \(M_{1,2}\) can then be expanded according to (3.9), with \(\tilde{q}_{1,2}^2 = (p')^2 - m_{1,2}^2\). Although the complex norms \(|M_{1,2}|\) individually do not predominantly depend on \(|\mathbf{\ell}|\), there is still a phase difference between \(M_1\) and \(M_2\), given by \(\exp \left[ i(\tilde{q}_1 - \tilde{q}_2) \mathbf{\ell} \cdot \mathbf{\ell} \right]\). Obviously, this phase difference induces an oscillating pattern in \(|M|\) with oscillation length: \(L_{\text{osc}} = |\tilde{q}_1 - \tilde{q}_2|^{-1}\). This pattern is exactly the same as in the frequently discussed Fraunhofer zone, but it has an almost constant amplitude \(|M|\) with the distance \(|\mathbf{\ell}|\) like plane waves as observed in [12, 19], rather than it is decreasing as \(1/|\mathbf{\ell}|\) as spherical waves. A similar conclusion would be reached if we had considered Subregion II, which represents a region in the deep Fresnel zone, as it lies much closer to the QM center \((\mathbf{x})\) of the source. Here, we must caution the reader that statistical uncertainties, \(\sigma_\ell\), play a significant role in oscillations. These are usually larger than \(\delta \ell\), i.e. \(\sigma_\ell \gtrsim \delta \ell\), and so they will reduce the amplitude of oscillations, at least by a factor \(L_{\text{osc}} / \sigma_\ell \ll 1\), in oscillation scenarios with \(L_{\text{osc}} \ll \delta \ell\) [12, 14].
In the backwards direction \((\theta = \pi)\) of Subregion \(\text{III}\), the last term on the RHS of (3.9) will dominate, and so \(|M| = |M_1 + M_2|\) will have a tiny oscillating amplitude. As a result, there will be no visible oscillations in this region. As for Subregion \(\text{I}\), it is worth commenting that it is a kinematic region signifying a highly off-shell regime of particle propagation, since we have the condition: \(||p| - \tilde{q}| \gg |\ell|/\delta\ell^2\), specifically in the forward (backwards) direction where \(\theta = 0 (\pi)\). According to the analytic matrix-element approximation in (3.6), no oscillations from mixed mediators will take place in this subregion.

In conclusion, the predictions derived from our non-local S-matrix theory can be tested against experiments designed to measure directional dependence of interactions, as well as particle oscillations. The latter may not only take place in the usually considered Fraunhofer region which lies far away from the source, but also within the Fresnel zone as we have explicitly demonstrated here.

4 Exact Results

Thus far, we have established that in both the Fresnel and Fraunhofer regions no kinematic singularities occur in the non-local matrix element \(M\) given in (2.13). In addition, we have examined how the maximum of \(|M|\) depends on the kinematic parameters, and also have shown that detection in the backwards direction is generally suppressed. In this section, we present typical numerical examples using the exact matrix element \(M\) in (2.13), in order to analyse with greater accuracy its dependence on the momentum \(|p|\), the distance \(|\ell|\), and the angle \(\theta\) (with \(0 \leq \theta \leq \pi\)). For illustration, we choose the radius of interaction \(\delta\ell\) to be: \(\delta\ell = 1 \text{ GeV}^{-1}\), and fix the momentum of the exchanged \(\Phi\) particle to have the value: \(\tilde{q} = 5 \text{ GeV}\). The other parameters that appear in \(M\) are varied independently, in order to showcase the various phenomena within the different near- and far-field regimes of interest, and at their interfacial regions.

4.1 Momentum Dependence

To start with, let us first consider the Fraunhofer region. In this region, the non-local matrix element \(M\) may be approximated as in (3.4) and is exponentially dependent on the initial momentum \(|p|\). Like \(|M|\) itself, its maximum also depends significantly on the angle \(\theta\), defined by the vectors \(p\) and \(\ell\). In Figure 3(a), we display a numerical example, which shows the value of the matrix element (over its value for \(|p| = 0\)) in the far-field regime for a set of different angles. The distance between production and detection is set to \(|\ell| = 100 \text{ GeV}^{-1}\). As expected, the forward direction \((\theta = 0)\) corresponds to the maximum values of \(|M|\), while larger observation angles \(\theta\) give rise to lower values of \(|M|\). The (global) maximum in the forward direction is obtained for \(|p|_* = \tilde{q}\), while \(|p|_* = \tilde{q}/\sqrt{2}\) when \(\theta = \pi/4\). If observation occurs towards the backwards hemisphere \((\theta \geq \pi/2)\), the matrix element \(M\) suffers a monotonous exponential suppression on \(|p|\).
Figure 3: (a) The ratio $|M|/|M|_{|p|=0}$ as a function of $|p|$ for different azimuthal angles $\theta$ in the Fraunhofer zone, with $|\ell| = 100$ GeV$^{-1}$, $\delta\ell = 1$ GeV$^{-1}$, and $\tilde{q} = 5$ GeV. (b) $|M|/|M|_{|p|=0}$ versus $|p|$ for different angles $\theta$ in the Fresnel zone, with $|\ell| = 2$ GeV$^{-1}$, $\delta\ell = 1$ GeV$^{-1}$, and $\tilde{q} = 5$ GeV. In both (a) and (b) panels, the gray vertical line corresponds to $|p| = \tilde{q}$.

We now turn our attention to the Fresnel zone, in which $|p|\delta\ell^2 > |\ell|$. To this end, we show in Figure 3(b) how $|M|/|M|_{|p|=0}$ changes with the momentum $|p|$ in this zone. In this near-field region, the matrix element exhibits a more complicated dependence on $p$ and $\theta$. This is evident by the different forms we obtained in Section 3.2 for Subregions I, II, and III [cf. (3.6), (3.7), and (3.9)]. Because of the specific choice of the spatial parameters ($|\ell| = 2$ GeV$^{-1}$, $\delta\ell = 1$ GeV$^{-1}$), the three Fresnel subregions depend strongly on the observation angle $\theta$. For $||p| - \tilde{q}|\delta\ell \gg \max(1, |\hat{p} \cdot \ell|/\delta\ell)$, all angles fall in Subregion I. To be more precise, we observe that as $|p|$ surpasses $\tilde{q}$ all lines converge to the asymptotic curve of $|M| \propto 1/|p|^2$, as expected from (3.6). If the mediator happens to be kinematically close to its mass shell, i.e. when $||p| - \tilde{q}|\delta\ell \ll 1$, according to the approximate matrix elements (3.7) and (3.9), we expect to find some maxima at initial momentum both above and below $\tilde{q}$. In the perpendicular direction ($\theta = \pi/2$), if the resonant condition, $|p| \simeq \tilde{q}$, is satisfied, the observation vertex is always in Subregion II. Hence, as $|\hat{p} \times \ell| > \delta\ell$, the maximum occurs when $|p|_* \gtrsim \tilde{q}$ [cf. (3.8)]. Unlike $\theta = \pi/2$, the angles $\theta = 0$ and $\theta = \pi$ are entirely in Subregion III, when $|p| \simeq \tilde{q}$. As $|\ell| = 2\delta\ell$, the projection of $\ell$ on $\hat{p}$ is not well beyond the interaction radius, $\delta\ell$. Therefore, the estimate of the matrix element in Subregion III [cf. (3.9)] may not be accurate. Nevertheless, in the forward direction, we observe that $|p|_*$ is close to the position of the maximum of the matrix element $|M|$ as approximated in (3.9), i.e. $|p|_* \simeq \tilde{q} - 2/|\tilde{q}\delta\ell^2| \simeq 4.6$ GeV. On the other hand, for $\theta = \pi$, the maximum of $|M|$ in (3.9) occurs at $|p|_* \simeq \tilde{q} - 2|\ell|^2/(\tilde{q}\delta\ell^4) \simeq 3.4$ GeV. This results in $||p|_* - \tilde{q}|\delta\ell^2 \simeq 1.6$ GeV$^{-1} \sim |\hat{p} \cdot \ell|_*$, which indicates that this estimate may not be applicable in this case. Indeed, as shown in Figure 3(b), a numerical evaluation reveals a
Figure 4: The characteristic momentum $|\mathbf{p}|_*$, for which the maximum value of $|M|$ is attained, as a function of the mean distance $|\ell|$, for different angles $\theta$, with $\delta \ell = 1 \text{ GeV}^{-1}$, $\tilde{q} = 5 \text{ GeV}$. In the near-field region, in which $|\ell| \ll |\mathbf{p}| \delta \ell^2$, all detection angles $\theta$ converge to the same $|\mathbf{p}|_*$ value, which does not coincide with the usual OS momentum $\tilde{q}$. In the far-field region, where $|\ell| \gg |\mathbf{p}| \delta \ell^2$, $|\mathbf{p}|_*$ is highly $\theta$-dependent. In the forward direction, $|\mathbf{p}|_* = \tilde{q}$ as expected, while for $\theta > 0$ $|\mathbf{p}|_* < \tilde{q}$. For angles $\theta > \pi/2$, $|\mathbf{p}|_* \to 0$, since the matrix element $|M|$ decreases monotonically with $|\mathbf{p}|$.

A continuous decrease of the exact matrix element (2.13) as $|\mathbf{p}|$ increases. Directions with $\theta = \pi/4$ and $\theta = 3\pi/4$ turn out to be close to the boundary between Subregions II and III, and have maxima at $|\mathbf{p}|_* \lesssim \tilde{q}$. In general, we can see that, apart from the successful regularization of the singularity at $|\mathbf{p}| = \tilde{q}$, the matrix element exhibits distinguishable qualitative behaviour at different zones. This may be exploited by experiments, in searches for new particles as well as to study other potential implications of this formalism.

The aforementioned shift of $|\mathbf{p}|_*$ for various distances and angles is illustrated in Figure 4. To be specific, Figure 4 shows $|\mathbf{p}|_*$ as a function of $|\ell|$, for discrete choices of directions between $\theta = 0$ and $\theta = \pi$. The values of $|\mathbf{p}|_*$ in the Fraunhofer zone agree with (3.4). That is, $|\mathbf{p}|_* = 0$ for $\theta \geq \pi/2$, $|\mathbf{p}|_* = \tilde{q}/\sqrt{2}$ for $\theta = \pi/4$, and $|\mathbf{p}|_* = \tilde{q}$ for $\theta = 0$. Because of the assumed values of the input parameters, the resulting $|\mathbf{p}|_*$ cannot be estimated by (3.6), (3.7), and (3.9), for a wide range of $|\ell|$ values in the Fresnel zone. However, Figure 4 still reflects the behaviour expected from these estimates. In particular, as $|\ell|/\delta \ell \to 0$, we expect that the maximum to occur at $|\mathbf{p}|_* \lesssim \tilde{q}$, as the matrix element is described by (3.7), as long as $||\mathbf{p}|_* - \tilde{q}|\delta \ell \ll 1$. At greater distances, $|\mathbf{p}|_*$ can be both below and above $\tilde{q}$. Consider, for example, the numerical estimates of $|\mathbf{p}|_*$ for $\theta = \pi/4$ in Figure 4. As the distance between the production and detection increases, the corresponding Fresnel subregion changes from II to III. This causes $|\mathbf{p}|_*$ to increase between $|\ell| \ll \delta \ell$ and $|\ell| \simeq 2 \text{ GeV}^{-1}$. As the distance $|\ell|$ is getting even larger, $|\mathbf{p}|_*$ moves towards its value found in the Fraunhofer region, i.e. it falls to $|\mathbf{p}|_* \simeq \tilde{q}/\sqrt{2}$. This results in the maximum we observe in Figure 4 around $|\ell| = 2 \text{ GeV}^{-1}$. In the perpendicular direction ($\theta = \pi/2$), if the
Figure 5: (a) The ratio $|M|/|M|_{q=0}$ versus distance $|\ell|$, for $\delta \ell = 1 \text{ GeV}^{-1}$, $|p| = \tilde{q} = 5 \text{ GeV}$ and discrete choices of the angle $\theta$ between 0 and $\pi$. (b) The same as in the left frame (a), but with $|p| = 10 \text{ GeV}$.

resonant condition ($|p|_\ast - \tilde{q} \delta \ell \ll 1$) is satisfied, observation occurs in Subregion II regardless of the distance $|\ell|$, as long as $|\ell| \lesssim |p|_\ast \delta \ell^2$. According to (3.8), this means that $|p|_\ast$ starts lower than $\tilde{q}$, and increases as $|p \times \ell|$ surpasses $\delta \ell$. Once $|\ell|$ approaches the boundary with the Fraunhofer zone, $|p|_\ast$ drops to $|p|_\ast = 0$, around $|\ell| = 2.5 \text{ GeV}^{-1}$.

4.2 Spatial Dependence

One important aspect of the non-local S-matrix theory under consideration is its introduction of an explicit dependence on the average distance vector $\ell$ between the production and detection vertices. This explicit radial dependence has been used to model neutrino oscillations [12], but it can also be used for other studies, such as displaced vertex searches [32, 33] for long-lived particles. Therefore, it is worth examining the predictions derived from the exact matrix element $M$ in (2.13) in the Fraunhofer zone, the three Fresnel subregions, and all their interfaces.

To illustrate the spatial dependence of the exact matrix element $M$ in (2.13), we show in Figure 5(a) the ratio $|M|/|M|_{q=0}$ as a function of $|\ell|$ in the OS region where $|p| = \tilde{q}$, for selected values of $\theta$ between 0 and $\pi$. As can be seen from this figure for $\theta = 0$ (in black), there is a maximum at a location away from the source. This implies a greater flux of outgoing particles in the forward direction. This is a distinct prediction that originates from our non-local S-matrix amplitude and might well be tested in dedicated experiments. There is a significant dependence on the direction of $\ell$, and as $\theta$ gets larger, the matrix element $M$ displays no local maximum. In particular, for $\theta \geq \pi/2$, the exact $M$ decreases exponentially between $|\ell| \simeq \delta \ell$ and $|\ell| \simeq |p| \delta \ell^2$ (the vertical gray lines). This means that propagation towards the backwards
hemisphere ($\theta \geq \pi/2$) is suppressed, which is consistent with our findings for the near- and far-field approximations in (3.4), (3.7), and (3.9). Finally, it is interesting to notice that in the Fraunhofer region ($|\ell| \gg |p| \delta \ell^2$), the matrix element evaluated at a point in the forward direction ($\theta = 0$) is more than ten orders of magnitude larger than its value at an equidistant point, lying in the backwards direction ($\theta = \pi$).

In Figure 5(b) we now show the spatial dependence of the exact matrix element in (2.13) for an off-shell kinematic configuration, with $|p| = 10$ GeV, while the rest of the parameters are as in Figure 5(a). We observe that the absence of a maximum away from the origin in any direction. Also, for $|\ell| \lesssim 2$ GeV$^{-1}$, all directions result in similar values of $|M|$, as expected from (3.6). This means that off-shell propagation close to the interaction area can occur in all directions with equal probability. However, at greater distances, the forward direction is preferred, as $|M|$ falls off exponentially for larger angles. Like in the on-shell case, at $|\ell| \gg |p| \delta \ell^2$, all $\theta$ angles predict a matrix element $|M| \propto 1/|\ell|$.

In Figures 6 and 7, we present, as polar density plots, the radial and angular dependence of the exact matrix element $M$ in (2.13) for on-shell and off-shell kinematic configurations of the mediator propagator. More explicitly, in Figure 6(a), we show $|M|$ normalized with respect to its value at $\theta = 0$ for $\delta \ell = 1$ GeV$^{-1}$ and $|p| = \tilde{q} = 5$ GeV. The radial parameter is $|\ell|$ with the three grey concentric circles indicating $|\ell| = \delta \ell$, $|p| \delta \ell^2$, and $10 \times |p| \delta \ell^2$. The various colours represent the order of magnitude of $|M|/|M|_{\theta=0}$, and we explicitly show four curves (in red) with the values $|M|/|M|_{\theta=0} = 0.8, 0.4, 4 \times 10^{-11}$, and $2 \times 10^{-11}$. As expected, in the far-field region the radial dependence $|\ell|$ cancels out as $|M|/|M|_{\theta=0} \simeq e^{p\tilde{q}\cos \theta/2}$. Furthermore, in the near-field region, the radial dependence cannot be factored out, as implied by (3.7) and (3.9). As a result, the spatial pattern in the Fresnel zone displays a strong angular dependence. Focusing on angles $\theta \lesssim \pi/4$, e.g. looking at the curve for $|M|/|M|_{\theta=0} = 0.8$, both $|\ell|$ and $\theta$ increase for $|\ell| > \delta \ell$, in order to keep the ratio $|M|/|M|_{\theta=0}$ constant. However, as $|\ell|$ approaches $|p| \delta \ell^2$, $\theta$ starts decreasing until $|\ell| \simeq |p| \delta \ell^2$. Thus, $|M|/|M|_{\theta=0} = 0.8$ has a non-trivial behaviour as observation moves from the near-field to the far-field zone.

In Figure 6(b), we display the norm of the matrix element over its value at the origin, $|M|/|M|_{|\ell|=0}$, for the same parameters as in Figure 5(a). The various colours represent the order of magnitude of $|M|/|M|_{|\ell|=0}$, along with the two curves (in red) for $|M|/|M|_{|\ell|=0} = 1.5$ and 0.5. We also indicate with a black dot the point where the global maximum occurs. This figure shows the overall $|\ell|$ and $\theta$ dependence of $|M|$. We observe that in the far-field regime, the behaviour of $|M|/|M|_{|\ell|=0}$ matches perfectly well with that predicted by (3.4). Like in Figure 6(a), there is an effective boundary at $|\ell| \simeq |p| \delta \ell^2$ that severely restricts propagation in the backwards hemisphere ($\theta \geq \pi/2$). Figure 6(b) also shows how the maximum observed in Figure 5(a) changes for different angles and distances. We notice that $|M|$ only increases for $\theta < \pi/2$ and reaches a maximum indicated by a black dot at which $|M|/|M|_{|\ell|=0} \simeq 1.7$. This maximum occurs at a distance marginally larger than $\delta \ell$ at $\theta = 0$.

Although an off-shell mediator will generate a similar far-field pattern (for $\tilde{q}^2 > 0$), the
Figure 6: (a) Numerical estimates of the exact matrix element $|M|$ in (2.13) normalised by its value in the forward direction, $|M|_{\theta=0}$. The red contours show specific values for $|M|/|M|_{\theta=0} = 0.8, 0.4, 4 \times 10^{-11},$ and $2 \times 10^{-11}$. (b) The same as in (a), but for $|M|$ normalised by its value $|M|_{|\ell|=0}$ at the origin $|\ell|=0$. The red contours delineate the curves on which the logarithm of the aforementioned ratio is 1.5 and 0.5. The black point outside $|\ell| = \delta \ell$ indicates the maximum of $|M|/|M|_{|\ell|=0} \simeq 1.7$. In both panels (a) and (b), the values of the parameters are taken as in Figure 5(a). The gray circles show $|\ell| = \delta \ell$, $|\ell| = |p| \delta \ell^2$ (the boundary between the Fraunhofer and Frenel regions), and $|\ell| = 10 |p| \delta \ell^2$. The various colours show the order of magnitude of the ratios: $|M|/|M|_{\theta=0}$ in (a) and $|M|/|M|_{|\ell|=0}$ in (b), for a given distance $|\ell|$ and angle $\theta$.

Fresnel regime is quantitatively different. This is shown in Figure 7(a), where we compute $|M|/|M|_{\theta=0}$ for the same parameters as in Figure 6(a), but for the off-shell point: $|p| = 2 \tilde{q}$. In contrast to the OS case ($|p| = \tilde{q}$), this ratio exhibits maxima away from the origin, in the perpendicular direction ($\theta = \pi/2$), which are indicated symmetrically with two black dots. Interestingly, the ratio is larger than 1, even towards the backwards direction well within the Fresnel zone. However, close to the interface between the near- and far-field zone, there is a drastic exponential suppression when $\theta > \pi/2$, similar to the one we saw in Figure 6(a). At larger distances, the matrix element falls off as $1/|\ell|$, in agreement with our expectations in the Fraunhofer regime [cf. (3.4)].

Figure 7(b) shows the spatial profile of $|M|/|M|_{|\ell|=0}$ for an off-shell mediator with $|p| = 2 \tilde{q}$. We observe that there are significant differences with its on-shell counterpart in Figure 6(b).
Figure 7: (a) The ratio $|M|/|M|_{\theta=0}$ in polar coordinates $(|\ell|, \theta)$ in the Fresnel zone, for the same input parameters as in Figure 5(b). The red curves correspond to $|M|/|M|_{\theta=0} = 0.5$ and 1.1. The maximum value of this ratio is $|M|/|M|_{\theta=0} = 1.7$ (black dots), obtained approximately along the perpendicular direction $\theta \approx \pi/2$. (b) The ratio $|M|/|M|_{\theta=0}$ in the Fresnel region, for the same input parameters as in (a). The red curves correspond to $|M|/|M|_{\theta=0} = 0.5$, 0.1, and $10^{-3}$. In contrast to the on-shell case, the maximum value of this ratio corresponds to $|\ell| \approx 0$ in the forward direction.

Specifically, the curves, for which the ratios $|M|/|M|_{|\ell|=0}$ are being kept constant, are almost independent of the angle well within the Fresnel zone. This property is also reflected in the approximation (3.6), as well as in Figure 5(b). Thus, close to the source, no preferred direction exists and propagation happens at all angles with almost equal probabilities. As $|\ell|$ approaches $|p| \delta \ell^2$, the forward direction becomes more favourable, whereas the matrix element for angles $\theta \gtrsim \pi/2$ falls off exponentially, in line with our numerical estimates in Figure 5(b).

In summary, we find that the numerical estimates presented here by utilising the exact non-local matrix element $M$ stated in (2.13) give firm support of the validity of the more intuitive Fresnel and Fraunhofer approximations discussed in Section 3.
5 Summary and Future Directions

Non-locality is an inherent property in QM and plays an instrumental role in understanding several non-local phenomena in many applications of modern quantum theory, ranging from simple two-particle quantum-entangled systems, like those that occur in an EPR experiment [1], to more complex situations in quantum information and quantum technology [4]. Here, our aim was to extend this notion of non-locality to the standard S-matrix of QFT. In particular, we put forward a non-local S-matrix theory in which each particle interaction in a scattering process is taken to be localised in a volume of finite size. Evidently, such a non-local S-matrix theory assumes its standard S-matrix form, when the infinite spread limit in the localisation of all interactions is considered.

To gain insight into the non-local S-matrix formalism, we have considered a simple $2 \to 2$ scattering process within an analytically solvable QFT model that was previously discussed in [12]. This solvable QFT model is based on two working hypotheses. First, we have taken the QM uncertainty in time, $\delta t$, to be much bigger than the combined QM uncertainty $\delta \ell$ of the detector and the source. In fact, we have worked in the limit of $\delta t \to \infty$, which in turn implies that energy is conserved at each interaction vertex of the scattering process. Second, we have assumed that both the production and detection points of interaction have spatial spreads with spherical Gaussian form. The latter hypothesis enables us to carry out most of the complex integrations that we encounter, and so arrive at an analytic result that only depends on well-tabulated complementary error functions with complex arguments. In spite of the above assumptions, we should expect that the results presented here for the different near- and far-field zones will still be generically valid, up to obvious amendments, for other scenarios with QM localisations that go beyond the spherical approximation we have been studying here.

In the context of a solvable QFT model discussed earlier in [12], we have derived several analytic approximations of the non-local S-matrix amplitude for detection regions that are either quite close to the source or very far from it. Adopting a terminology known from light diffraction in classical optics, we called these two regions interchangeably the near-field and far-field zones, or the Fresnel and Fraunhofer regions. The Fresnel (near-field) zone is confined to distances $|\ell|$ from the source that lie in the interval, $0 \leq |\ell| \lesssim |p| \delta \ell^2$, where $p$ is the net three-momentum of all particles in the initial or final state of the process. Instead, the Fraunhofer (far-field) region characterises the area far from the source, for which $|\ell| \gg |p| \delta \ell^2$.

We have found that the Fresnel zone may be subdivided into three subregions according to the values of the two dimensionless quantities, $|\hat{p} \cdot \ell|/\delta \ell$ and $|p| - \hat{q}|\delta \ell$. A more detailed description of Subregions I, II and III is given in Table 1. For all these three Fresnel subregions, we observed that the on-shell transition amplitude $M$ does not fall off as $1/|\ell|$ as a function of the distance $|\ell|$ between the source and the detector, thereby confirming the non-dispersive, plane-wave behaviour of $M$ in the forward direction, in agreement with earlier observations made first in [12], and subsequently in [14, 19, 23] in different settings. Remarkably enough, in the same forward direction of propagation, we have observed a novel focusing phenomenon manifesting
itself with the appearance of a small area where the magnitude $|M|$ of the transition amplitude can be higher than its value at the origin, where $|\ell| = 0$. As expected, in the Fraunhofer region, we recover the usual $1/|\ell|$ reduction of $|M|$. In both the near- and far-field regions, we have confirmed the phenomenon of oscillations if the mediators form a mixed system of particles, as is the case for neutrino oscillations.

Another novelty of the present study is the analysis of the transition amplitude $M$ beyond the forward direction of propagation, as a function of the angle $\theta$ defined by the average distance vector $\ell$ and the total three-momentum vector $p$ of the particles in the initial state. An important finding of such an analysis was the observation that in the backwards direction ($\theta = \pi$), the amplitude $M$ is extremely suppressed. One may therefore conclude that the Feynman propagator provides the necessary “quantum obliquity factor” to suppress the propagation of on-shell particles in the backwards direction. We must emphasize here that this desirable property of $M$ is achieved without the need to impose certain boundary conditions on the system. In this way, the non-local S-matrix theory can provide a quantum field-theoretic explanation for the origin of the obliquity factor in diffractive optics. In the same vein, it is appealing to suggest that the analytic result for $M$ (which depends on complexified error functions) represents an analytic QFT extension of the famous Euler–Cornu spiral [34] in classical optics to the complete off-shell region of particle propagation.

In realistic situations, we expect that the temporal and spatial QM uncertainties due to finite space-time volume effects on a non-local S-matrix amplitude, $M$, will depend on the experimental setup, including the preparation and detection of the initial and final states. In addition to the coherent QM uncertainties, one must therefore include incoherent statistical uncertainties to be added at the squared amplitude level, $|M|^2$, along with phase-space and other classical resolution effects [8,14,16,20,22,23]. In this context, the non-local S-matrix formalism will offer one important element in a holistic construction of a more elaborate multi-local Wigner function [45,46] which may include all possible uncertainties for all realistic experimental settings. Hence, as well as both short and long baseline neutrino experiments, high-energy colliders have the potential to probe many of the predictions resulting from such a non-local S-matrix theory. For instance, one may exploit the crossing symmetry of the non-local S-matrix amplitude to regulate the notorious $t$-channel singularities at $\mu^+\mu^-$ colliders [26–31]. Other applications may include spatial analyses of parton showering and displaced vertices during the hadronization process at high-energy colliders like the LHC [32,33]. We envisage that such analyses might also lead to improved interpretation of data from $B$-meson observables at the LHCb.

In this paper we only laid out the foundations for an analytic non-local S-matrix theory. However, further work must be done if we wish to go beyond the Born approximation. For example, for the $2 \rightarrow 2$ process under study, we expect that box contributions to the non-local transition amplitude $M$ will decay exponentially faster with increasing distance $|\ell|$ from the source than the one-particle-reducible propagator effects. In this way, a physical separation between the irreducible (box) and reducible (self-energy) loop diagrams may be possible, thus
enabling a better understanding of S-matrix diagrammatic approaches like those based on the pinch technique [47]. On the other hand, apart from scalar mediators that we have been studying here in a solvable QFT model, it should be straightforward to generalise the non-local S-matrix theory and include non-local exchange graphs with fermions and gauge bosons. We shall return to address some of the issues mentioned above in a future study.
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Appendix

A Calculation of the Non-Local S-Matrix Amplitude

Here we will present the main steps that we followed to derive the analytic expression (2.9) for the amplitude $T_{NL}$ pertaining to the non-local process $S_1 \chi_1 \to \Phi^*(q) \to S_2 \chi_2$.

To start with, we first note that integration over the time coordinates $x^0$, $y^0$ and $q^0$ in (2.7) can be carried out using the usual definition of $\delta$-functions. More explicitly, we have

$$\int dx^0 dy^0 dq^0 \frac{e^{-ip^0 x^0} e^{ik^0 y^0} e^{iq^0 (x^0 - y^0)}}{2\pi} G(q^0, q) = 2\pi \delta(p^0 - k^0) G(p^0, q), \quad (A.1)$$

where $G(p^0, q)$ is some analytic function with respect to $p^0$. Note that the appearance of $\delta(p^0 - k^0)$ is a consequence of energy conservation in the infinite limit of time uncertainties, that is for $\delta x^0, \delta y^0 \to \infty$. Making use of (A.1), the non-local amplitude reads

$$T_{NL}(p, k; \langle x \rangle, \langle y \rangle, \delta x, \delta y) = -2\pi \delta(p^0 - k^0) \lambda g \int d^3 x d^3 y \ e^{-(x - \langle x \rangle)^2/\delta x^2} e^{-(y - \langle y \rangle)^2/\delta y^2}$$

$$\times e^{ip \cdot x - i k \cdot y} \int \frac{d^3 q}{(2\pi)^3} \frac{e^{-i q \cdot (x - y)}}{-|q|^2 + \bar{q}^2 + i \epsilon}, \quad (A.2)$$

where $\bar{q}^2 = (p^0)^2 - m_\Phi^2$ (with $q^0 = p^0 = k^0$), and $\langle x \rangle$ and $\langle y \rangle$ are two spatial vectors. By completing the square in the exponents of (A.2), we can perform the Gaussian integrals over $d^3 x$ and $d^3 y$. Ignoring an overall phase factor $e^{i(p \langle x \rangle - k \langle y \rangle)}$, we may recast the amplitude in (A.2) into the more convenient form:

$$T_{NL}(p, k; \ell, \delta x, \delta y) = -2\pi \delta(p^0 - k^0) \lambda g \pi^3 \delta x^3 \delta y^3$$

$$\times e^{-1/4(|p|^2 \delta x^2 + |k|^2 \delta y^2)} \int \frac{d^3 q}{(2\pi)^3} \frac{e^{i q \cdot L - q^2 \delta \ell^2/4}}{-|q|^2 + \bar{q}^2 + i \epsilon}, \quad (A.3)$$

with $L = \ell - \frac{i}{2}(p \delta x^2 + k \delta y^2)$, $\ell = \langle y \rangle - \langle x \rangle$, and $\delta \ell^2 = \delta x^2 + \delta y^2$.

Our next step will be to integrate over the polar and azimuthal coordinates of $q$ in (A.3). This angular integration is done explicitly in Appendix B, so here we only use the generic formula derived in (B.4). By virtue of (B.4), the transition amplitude $T_{NL}$ becomes

$$T_{NL}(p, k; \langle x \rangle, \langle y \rangle, \delta x, \delta y) = -2\pi \delta(p^0 - k^0) \lambda g \frac{\pi \delta x^3 \delta y^3}{2}$$

$$\times e^{-1/4(|p|^2 \delta x^2 + |k|^2 \delta y^2)} \int_0^\infty dq \frac{q \sin(q |L|)}{|L|} e^{-q^2 \delta \ell^2/4} \frac{1}{-q^2 + \bar{q}^2 + i \epsilon}, \quad (A.4)$$

with $q \equiv |q| \in \mathbb{R}$ and $|L| \equiv \sqrt{L \cdot L} \in \mathbb{C}$. 
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The last step will be to integrate over the radial momentum coordinate $q = |q|$ in (A.4). As outlined in Appendix C, this last radial integration leads to a result expressed in terms of the well-documented complementary error functions [48], which is the one given by (2.9) and reported earlier in [12].

Alternatively, to make contact with diffractive optics, we can re-express the amplitude $T_{NL}$ in terms of the well-known Fresnel integrals [48] as

$$T_{NL}(p, k; \ell, \delta x, \delta y) = 2\pi \delta(p^0 - k^0) \frac{\lambda g \pi^2}{4(1 + i)} \frac{\delta x^3 \delta y^3}{|L|} e^{-\left[\left(|p|^2 + \tilde{q}^2\right)\delta x^2 + \left(|k|^2 + \tilde{q}^2\right)\delta y^2\right]/4} \times \left[ -i(1 + i) \sin(\tilde{q}|L|) + e^{i|L|} C\left(\frac{2z_-}{\sqrt{\pi(1 - i)}}\right) - e^{-i|L|} C\left(\frac{2z_+}{\sqrt{\pi(1 - i)}}\right) \right] + i\epsilon^{i|L|} S\left(\frac{2z_-}{\sqrt{\pi(1 - i)}}\right) - i e^{-i|L|} S\left(\frac{2z_+}{\sqrt{\pi(1 - i)}}\right). \quad (A.5)$$

Here, the Fresnel integrals are

$$C(z) = \int_0^z dt \cos\left(\pi t^2/2\right), \quad S(z) = \int_0^z dt \sin\left(\pi t^2/2\right), \quad (A.6)$$

which are analytically continued to complex arguments $z \in \mathbb{C}$.

### B Angular Integration

To calculate the angular part of the integral in (A.3), we first note that

$$\int d^3q \ G(|q|) \ e^{i\mathbf{q} \cdot \mathbf{L}} = \int_0^\infty d|q| \ G(|q|) |q|^{n+2} \sum_n \frac{i^n}{n!} \int_0^{2\pi} d\phi \int_{-1}^1 d\cos \theta \ (\hat{q} \cdot \mathbf{L})^n, \quad (B.1)$$

where we assume that $G(|q|)$ falls off sufficiently quickly, so that the integral converges, allowing for the operations of sum and integration to be exchanged. Since $\mathbf{L} = \ell + i \mathbf{w}$ is in general a complex vector, we cannot simply rotate the axes in order to bring simultaneously the vectors $\ell$ and $\mathbf{w}$ on the $z$-$y$ plane. However, we note that this integral should be invariant under $O(3)$ rotations. The latter implies

$$\int_0^{2\pi} d\phi \int_{-1}^1 d\cos \theta \ (\hat{q} \cdot \mathbf{L})^n = 2\pi \alpha_n |\mathbf{L}|^n, \quad (B.2)$$

where the coefficients $\alpha_n$ are constants that do not depend on $\mathbf{L}$. Consequently, we may determine these constants by calculating the respective integrals using the real projection of $\mathbf{L}$, $\ell \in \mathbb{R}^3$. Thus, we get

$$\int_0^{2\pi} d\phi \int_{-1}^1 d\cos \theta \ (\hat{q} \cdot \ell)^n = 2\pi |\ell|^n \int_{-1}^1 dz \ z^n. \quad (B.3)$$
From the latter, we may deduce \( \alpha_n = \int_{-1}^{1} dz z^n \). Taking this last relation into consideration, we may evaluate the angular part of the integral in (B.1) as follows:

\[
\int d^3q \ G(|q|) \ e^{i q \cdot \mathbf{L}} = 2\pi \int_0^\infty dq \ |q|^2 \ G(|q|) \sum_n \frac{i^n}{n!} \int_{-1}^{1} dz \ |q|^n |\mathbf{L}|^n z^n \\
= 2\pi \int dq \ |q|^2 \ G(|q|) \int_{-1}^{1} dz \ e^{i|q||\mathbf{L}|z} \\
= \frac{4\pi}{|\mathbf{L}|} \int_0^\infty dq \ |q| \ G(|q|) \sin(|q| |\mathbf{L}|). \tag{B.4}
\]

C Radial Integration

In (A.4), we have to evaluate the integral over the radial momentum coordinate \( q = |q| \). To do so, we first rewrite it as follows:

\[
I = \int_0^\infty dq \ \frac{q \sin(q |\mathbf{L}| e^{-q^2 \delta t^2/4}}{q^2 - q^2 - i\epsilon} = -\frac{1}{2} \int_{-\infty}^{\infty} dq \ \frac{q \sin(q |\mathbf{L}| e^{-q^2 \delta t^2/4}}{q^2 - q^2 - i\epsilon} \\
= \frac{1}{2} \frac{\partial}{\partial |\mathbf{L}|} \int_{-\infty}^{\infty} dq \ \frac{e^{i q |\mathbf{L}|} e^{-q^2 \delta t^2/4}}{q^2 - q^2 - i\epsilon}. \tag{C.1}
\]

The last expression can be further simplified with the help of the Schwinger representation of the propagator,

\[
\frac{1}{q^2 - q^2 - i\epsilon} = i \int_0^\infty dt \ e^{-it(q^2 - \tilde{q}^2 - i\epsilon)}. \tag{C.2}
\]

Then, the integral (C.1) may be rewritten as

\[
I = \frac{i}{2} \frac{\partial}{\partial |\mathbf{L}|} \int_{-\infty}^{\infty} dq \int_0^\infty dt \ e^{-it(q^2 - \tilde{q}^2 - i\epsilon)} e^{i q |\mathbf{L}|} e^{-q^2 \delta t^2/4} \\
= -\frac{\sqrt{\pi}}{2} L e^{-\tilde{q} \delta t^2/4} \int_{\delta t^2}^{i \infty} du \ \frac{e^{-b^2 u - L^2/u}}{u^{3/2}}. \tag{C.3}
\]

In the last equality of (C.3), we have introduced the parameters: \( L = |\mathbf{L}| \) and \( b^2 = -(q^2 + i\epsilon)/4 \). Furthermore, the contour of the complex integration with respect to \( u \) is taken to be along the line: \( u(t) = \delta t^2 + 4i t, \) with \( t \in [0, \infty) \).

We note that the integrand is analytic on the integration contour. This is to be expected, since this corresponds to a simple change of variables. This means that we only need to find the anti-derivative of the integrand, and take the appropriate limits. We do so by first expressing (C.3) in an equivalent form:

\[
I = -\frac{\sqrt{\pi}}{4} L e^{-\tilde{q} \delta t^2/4} \left[ e^{2bL} \int_{\delta t^2}^{i \infty} du \ \frac{e^{-(b+L)u^2/u}}{u^{3/2}} + e^{-2bL} \int_{\delta t^2}^{i \infty} du \ \frac{e^{-(b-u)2/u}}{u^{3/2}} \right] \tag{C.4}
\]

\[
= -\frac{\sqrt{\pi}}{4} e^{-\tilde{q} \delta t^2/4} \left[ -e^{2bL} \int_{\delta t^2}^{i \infty} du \ \frac{b u - L}{u^{3/2}} e^{-(b+L)u^2/u} + e^{-2bL} \int_{\delta t^2}^{i \infty} du \ \frac{b u + L}{u^{3/2}} e^{-(b-u)2/u} \right],
\]
with \( b = \pm \left[ i\bar{q} - \epsilon/(2\bar{q}) \right] / 2 \).

After observing that
\[
-\sqrt{\pi} \frac{d}{du} \text{Erfc} \left( \frac{bu \pm L}{\sqrt{u}} \right) = \frac{bu \mp L}{u^{3/2}} e^{-\frac{(bu \pm L)^2}{u}} ,
\]
we may now employ this relation to re-express the integrals in the second equality of (C.4) as follows:
\[
I = -\frac{\sqrt{\pi}}{4} e^{-\delta \ell^2/4} \sqrt{\pi} \left[ e^{2bL} \text{Erfc} \left( \frac{bu + L}{\sqrt{u}} \right) - e^{-2bL} \text{Erfc} \left( \frac{bu - L}{\sqrt{u}} \right) \right]_{u \to +\infty} .
\]
To evaluate the limit of this expression at \( u \to +i\infty \), we introduce a real positive quantity \( R \) (with \( R \gg \delta \ell \)), such that
\[
\sqrt{u} = 1 + \frac{i}{\sqrt{2}} R + \mathcal{O}(\delta \ell) .
\]
Then, \( u \to +i\infty \) implies \( R \to +\infty \). Thus, \(|L/\sqrt{u}| \sim |L|/R \to 0 \). In order to determine the infinite limit that appears in (C.6), we need to evaluate
\[
\Lambda_{\pm} = \lim_{u \to +i\infty} \text{Erfc} \left( b\sqrt{u} \right) = \lim_{R \to +\infty} \text{Erfc} \left[ \pm \frac{1 + i}{2\sqrt{2}} \left( i\bar{q} - \epsilon \right) R \right] ,
\]
where the sign \( \pm \) depends on our choice of the branch we choose for \( b \). We find that \( \Lambda_+ = 2 \) and \( \Lambda_- = 0 \). Choosing the negative branch of \( b \) for the integral \( I \) in (C.6) yields
\[
I = -\frac{\pi}{4} e^{-\bar{q}^2\delta \ell^2/4} \left[ e^{i\bar{q}|L|} \text{Erfc} \left( -\frac{i}{2} \bar{q} \delta \ell - \frac{|L|}{\delta \ell} \right) - e^{-i\bar{q}|L|} \text{Erfc} \left( -\frac{i}{2} \bar{q} \delta \ell + \frac{|L|}{\delta \ell} \right) \right] ,
\]
after replacing \( L \) back with \(|L|\). It should be pointed out that the same result for the integral \( I \) would be obtained if the positive branch of \( b \) was chosen. This follows from the fact that the difference between the positive \((I_+)\) and negative \((I_-)\) branch in (C.6) gives a \( u \)-independent expression evaluated at two different integration limits, viz.
\[
I_+ - I_- \propto \sinh \left[ \left( i\bar{q} - \frac{\epsilon}{2\bar{q}} \right) L \right] \bigg|^{u \to +i\infty}_{u = \delta \ell^2} = 0 .
\]
Interestingly enough, the above exercise demonstrates that although (C.3) is symmetric under the exchange of \( b \to -b \), maintaining this property of \( I \) in its final expression in (C.9) requires a more nuanced treatment.
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