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ABSTRACT This paper proposes an optimization strategy for searching moving targets’ locations using cooperative unmanned aerial vehicles (UAVs) in an unknown environment. Such a strategy aims at reducing the overall search time and impact of uncertainties caused by the motion of targets, as well as improving the detection efficiency of UAVs. Specifically, we report, based on the UAV’s scan of a location and taking into account (i) the detection and communication coverage limitations, and (ii) either a false alarm or inaccurate detection of the target, either the existence or the absence of the target. Moreover, leveraging a cooperative and competitive particle swarm optimization (PSO) algorithm, a decentralized target search model, relying on a real-time dynamic construction of cooperative UAV local sub-swarms (LoPSO), is proposed. Each sub-swarm strives to validate quickly the target location, updated based on the Bayesian theory. In such a strategy, each UAV operates in two flight modes, namely, either in swarm mode or in Greedy mode, and takes into consideration the received data from other UAVs to improve the overall environmental information. The simulation results revealed that the LoPSO outperforms other well-known searching methods of target methods for target search in unknown environments in terms of both performance and computational complexity.

INDEX TERMS Cooperative search, decision making, moved target, particle swarm optimization, unmanned aerial vehicle (UAV).

I. INTRODUCTION

The cooperative control of significant small unmanned aerial vehicles (UAVs) groups is less expensive and of great interest in military and civilian domains, such as space exploration, forest fire watch, patrols, and search and rescue. These tasks can be critical, making them ideal for autonomous vehicles [1], [2]. In these types of applications, the UAV group must have numerous capabilities including aircraft communication, navigation, and collision avoidance [3]. Part of the growing interest in UAVs stems from the growing feasibility of these goals due to the improvement in small processors, sensors, cameras, and reliable wireless networks. The cooperative control of multiple UAVs is one of the interesting and key topics in the area of UAV applications. In this regard, different models were proposed, especially the cooperative search target, such as Markov decision-making process, which considers the uncertainty relying on the environmental conditions [4], mathematical planning [5], heuristic algorithms [6], [7], market-based approaches [8], [9], reinforcement learning [10], [11], minimum duration search algorithms (MTS) [12], based on search trajectories minimizing target detection time, random search (RS), in which each drone operates independently of other UAVs, and Greedy methods [13]. These algorithms can mainly be classified into three categories, namely, (i) centralized, (ii) decentralized [14], and (iii) hybrid approach. While the first approach lies in centralizing all swarm search data on a centralized node, the second one relies on sharing the neighborhoods information between swarm UAVs, making the overall system scalable and more robust to a single node data loss. Nevertheless, the centralized approach can achieve the global optimal solution with the cost of central node burdening. In contrast, the hybrid approach [15] uses both decentralized and centralized architectures that typically assume the formation of sub-swarms, leading to the communication flow reduction. Indeed, due to reduced coverage, the internal sub-swarm communication is
limited and feasible only between UAVs of the same sub-swarm and is assumed to be available only if the information sharing is judged mandatory.

The research works proposed in the field of multi-UAVs cooperation are of greatest interest in the target search field as the use of UAVs offer several advantages over manned missions, such as reducing the resources use and subsequently the overall operation cost, as well as, obtaining solutions with significantly low computational complexity and high performance. On the other hand, the particle swarm optimization (PSO) algorithm, referred to as a population-based stochastic technique, is mainly inspired by the social behavior of bird flocking to solve practical optimization problems [16]. The strengths of this algorithm are numerous. Foremost, contrary to other concurrent algorithms, PSO has very few parameters to be adjusted, while the computational complexity is significantly reduced. Also, the global optimum solution is most likely achieved [17].

Relying on the PSO algorithm, we propose an efficient hybrid approach based on a local sub-swarm structure (LoPSO) [18] to exchange and update efficiently the search information to reduce the overall search time for finding all missed targets. Pointedly, such information is updated with the aid of target existence probabilities provided by the UAVs, as well as a mapping of the uncertainty. However, the higher the probability value, the higher the probability of the target’s existence.

### A. RELATED WORK

At present, a large number of works have been realized for efficient and practical UAVs for searching and tracking targets. However, with the significant computational complexity of search problems, in particular, the number of missed targets, their movement behavior, absence of sufficient information on the environment, and especially, the time criticality, it is extremely difficult, if not impossible, that a UAV performs individually the search missions. These latter require the coordination of several UAVs, referred to as multiple UAVs cooperative search [19]. Various approaches dealing with the search optimization problem have been proposed. In [11], Markov Decision Process (MDP) with the use of deep end learning is used, while in [20], a distributed model predictive control is presented, wherein a centralized online optimization problem is divided into a decentralized optimization problem by a task-assignment to each drone. Likewise, the K-shortest path routing algorithm was introduced to guide drones to explore static targets in unknown areas [21]. Also, a distributed tasks integrating dynamic programming-based approach, aiming to obtain all necessary information from the swarm of UAVs is proposed in [22]. Furthermore, each UAV is able to determine its optimal flight route. Although these methods are efficient for cooperative UAVs’ search problems, they are limited to static targets. In recent years, extensive researches have been devoted to the exploration of moving targets. For instance, emerging cooperative decision and control algorithms based on the aforementioned approaches have been proposed, such as custom combinatorial optimization methods and nature-inspired techniques. These last has become more prevalent due to its effectiveness in dealing with UAV dynamic constraints and the capacity to search for the global optimum in complex scenarios. A variety of nature-inspired algorithms have been developed for UAV search targets such the genetic algorithm (GA) [7], ant colony algorithm (ACO) [23], and particle swarm optimization (PSO) [16], [24]. Among them, the PSO method is one of the most prominent optimization algorithms, and it has been utilized in many applications [25].

In [26], [27], the authors proposed a distributed particle swarm optimization (DPSO) method based on creating a decentralized multi-target tracking system with limited sensor capability to track numerous targets. The whole swarm is split into numerous subgroups, with each subgroup focusing on a single target. In [28], a proposed motion-encoded PSO algorithm is applied to the UAV’s search for moving targets by encoding the search trajectory as a series of UAV motion paths evolving over the generation of particles in a PSO algorithm. In [29], an Extended PSO (EPSO) method is proposed that incorporates adaptive inertia weights and obstacle avoidance variables while taking into account the limitations of restricted communication. It proposes utilizing a non-holonomic model to update the forward speed and rotational velocity of the robot swarm in order to accomplish motion control.

Although the aforesaid algorithms have enabled multi-UAV cooperative search, they would face various challenges such as the absence of an efficient cooperation structure, and mainly a lack of an efficient process for the environmental information exchange. To remedy the situation, algorithms based on swarm intelligence have been rolled out. In fact, a number of autonomous UAV can be automatically and adaptively coordinated to achieve a search mission in an unknown area, by setting up an information-sharing mechanism of a local map of the search area (search card) [13], [30] which serves as the UAV’s knowledge base on the state of the search area. In contrast, during the exploration, each UAV observes a part of the search area, detects information using onboard surveillance sensors (e.g., cameras), updates its search maps, and shares it with its neighboring UAVs. Afterward, the UAVs must therefore decide the next motion direction, the appropriate timing for such a movement, along with the useful information to exchange periodically.

The cooperative drone search process can be then outlined as follows [31]:

- Sensing the search region and updating the set of probabilities with the aid of UAVs,
- Making decisions about the next search area based on the available information and the upcoming flight mode,
- Forming the sub-swarms for simultaneous exploration of the area of search,
- Sharing the collected information between the sub-swarms.
B. CONTRIBUTION
Motivated by the foregoing, we present an efficient approach based on a dynamic cluster structure that combines the characteristics of a distributed and centralized approach, with the goal of moving the cooperative and controlled autonomously UAVs to undeveloped areas, as well as finding and tracking moving targets in restricted areas. To create a controlled scenario quite close to practical situations, certain assumptions were made on the dynamic behavior of the targets, for the sake of simplicity. Besides, we assume that the targets’ speeds vary progressively and follow regular movement directions. This means that they will not face huge fluctuations suddenly. Subsequently, the target motion direction is changed progressively as well. Moreover, the quadrotor UAVs with rotary wings, suitable for operations requiring maneuverability, tight turns, and back-and-forth movements are considered. Of note, the motion control, image processing, low-level communication networks to share useful information, such as the uncertainty degree of the environment and target existence probability. In what follows, we assume that all targets remain in the search region for the whole duration of the search. For the ease of exposition, let us introduce the following notations:

- $N_u$: Number of UAVs,
- $N_T$: Number of targets,
- $T$: Set of found targets,
- $R$: Communication range of a UAV,
- $N_c$: Number of cells covered by an UAV, i.e., $N_c = R/h$,
- $t_k$: Instance time of validating the $k$th target,
- $D_{\text{max}}$: Maximum search duration,
- $D_{\text{PSO}}$: Maximum PSO duration,
- $\tau$: Sensing period,
- $N_f$: Number of targets,
- $\theta$: Probability threshold of a target confirmation,
- $E_{\text{min}}$: Minimum Energy threshold to stop searching,
- $E_{\text{max}}$: Current Energy of $U_i$,
- $F_i$: Flight mode of $U_i$,
- $N_f(U_i)$: Set of indices referring to the neighbors of $U_i$ within $R$ at a given time $t$.
- $|N_f(U_i)|$: Number of elements of $N_f(U_i)$,
- $\chi_i^t$: Position of $i$th particle,
- $M_i(n, I)$: Spreading the message $I$ by either $U_i$ when $i \geq 1$ or the BS if $i = 0$, where $n$ defines the sent information type, whereas $I$ potential values are given in Table 1. Especially, when $n = 0$, the types of messages can be summarized to 4, namely (i) True: indicate that the search is still in progress, (ii) False: indicate to stop the search, (iii) Neighbors: request to join a sub-swarm, and (iv) Free: report to members of a sub-swarm to leave the corresponding sub-swarm.

C. ORGANIZATION OF THE PAPER
The rest of this paper can be structured as follows: Section II describes both system parameters and constraints, while Section III outlines the dynamic model of the UAVs. Section IV presents the proposed LoPSO algorithm, whereas the simulation results alongside useful discussions are provided in Section V. Finally, a conclusion summarizing the outcomes of this work and pointing out some future directions is given in Section VI.

II. SYSTEM MODEL
As shown in Fig.1, we consider a set of $N_T$ moving targets $\{T_i\}_{1 \leq i \leq N_T}$, e.g., a lost person, source of fire in the forest, etc., in a predefined search region $\Omega$, supposed rectangular and split into $L_x \times L_y$ equal-area square cells of length $h$, i.e., its surface equals $h^2$, where $L_x$ and $L_y$ denote the number of rows and columns, respectively. Furthermore, a set of $N_u$ UAVs $\{U_i\}_{1 \leq i \leq N_u}$ flying over the considered region are cooperatively tracking the aforesaid targets.

For the ease of exposition, let us introduce the following notations:

- $N_u$: Number of UAVs,
- $N_T$: Number of targets,
- $T$: Set of found targets,
- $R$: Communication range of a UAV,
- $N_c$: Number of cells covered by an UAV, i.e., $N_c = R/h$,
- $t_k$: Instance time of validating the $k$th target,
- $D_{\text{max}}$: Maximum search duration,
- $D_{\text{PSO}}$: Maximum PSO duration,
- $\tau$: Sensing period,
- $N_f$: Number of targets,
- $\theta$: Probability threshold of a target confirmation,
- $E_{\text{min}}$: Minimum Energy threshold to stop searching,
- $E_{\text{max}}$: Current Energy of $U_i$,
- $F_i$: Flight mode of $U_i$,
- $N_f(U_i)$: Set of indices referring to the neighbors of $U_i$ within $R$ at a given time $t$.
- $|N_f(U_i)|$: Number of elements of $N_f(U_i)$,
- $\chi_i^t$: Position of $i$th particle,
- $M_i(n, I)$: Spreading the message $I$ by either $U_i$ when $i \geq 1$ or the BS if $i = 0$, where $n$ defines the sent information type, whereas $I$ potential values are given in Table 1. Especially, when $n = 0$, the types of messages can be summarized to 4, namely (i) True: indicate that the search is still in progress, (ii) False: indicate to stop the search, (iii) Neighbors: request to join a sub-swarm, and (iv) Free: report to members of a sub-swarm to leave the corresponding sub-swarm.

| $n$ | message $I$ to send/receive |
|-----|-----------------------------|
| 0   | True, False, Neighbors, and Free |
| 1   | $P^{(t)}(i)$ |
| 2   | $C^{(t)}(i)$ |
| 3   | The target position: $\chi_i^t$ |
| 4   | $\tau$ |
area $\Omega$ and that their location information sensed by $U_i$ at the time step $t$ are modeled with a Bernoulli-distribution [30] as

$$P_{x_i,y}(i,t) = \Pr(X_{x_i,y}(i,t) = 1),$$

with $X_{x_i,y}(i,t)$ denoting the random variable describing the detection of a target in the cell $c_{x,y}$ by $U_i$, with $X_{x_i,y}(i,t) = 1$ if the target exists and $X_{x_i,y}(i,t) = 0$ if not. Initially, as no information is provided on the target existence, we set $P_{x_i,y}(i,0) = 0.5$ for all cells and UAVs.

By contrast, $U_i$ is modeled as a nonholonomic point mass moving synchronously in the discrete-time with a minimum turning radius, at a slightly different altitude above the search region so as to avoid potential collisions with each other. In addition, $U_i$ makes periodically, at each multiple of the period $\tau$, i.e., $t = m\tau$ where $m$ is a positive number, the decisions by adjusting its current position, and either moves to the next cell, according to its own flying experience and those of the neighbors or stay unmoved. For the sake of simplicity, it is assumed that $U_i$ flies with speed $V_i$ in a specific direction and operates in two main modes:

- **Greedy mode**: In this mode, the UAV moves towards the cells with a minimum number of visits and whose existence probability value of the target is higher. Further, each UAV explores individually as much as possible the entire search area, which impose the optimization of energy consumption. Towards this end, only three future directions are allowed to the UAV, namely, left, straight, or right with a turning angle of 45°, as depicted in Fig. 2a, corresponding to three different future positions, i.e., $\{c_{x,y}\}_{j=0,2}$.

- **PSO mode**: Under this mode, the UAV flies in a swarm which serves to cooperatively validate the position of a target in a short search time compared to the Greedy mode. Therefore, further flight future directions, specifically, eight possible directions, as shown in Fig. 2b, i.e., north, northeast, east, southeast, south, southwest, west, and northwest formulated by the centers $\{c_{x,y}\}_{j=0,7}$ are authorized in this mode. This allows to balance the UAV’s energy consumption, considered significantly smaller than its Greedy counterpart.

Regardless of the aforesaid modes, each UAV $U_i$ has sufficient energy autonomy to remain inside $\Omega$ and carry out the necessary operations, namely sensing the targets, updating its search map, and sharing the information with neighbors.

Furthermore, each UAV is equipped with a wireless communication device that allows it to communicate with its neighbors, either broadcasting or receiving a message $I$ through the two primitives $M_i(n, I)$ and $R_i(n, I)$ to spread and to receive the message $I$, respectively. Typically, such neighbors are assumed to be inside a circle of radius $R$, centered in $U_i$, i.e., $N_i(U_i) = \{U_j, \| U_i, U_j \| \leq R \}$ where $\| \ldots \|$ denotes the Euclidean distance, as can be noticed in Fig. 2. That is, the communication becomes reliable as long as the neighbors are inside such a circle.

At a given time $t = m\tau$, $U_i$ senses $c_{x,y}$, through a fixed rectangular footprint sensor downward-pointing characterized by an imperfect detection accuracy and communication capabilities, leveraging the primitive $S_{x,y}$ (x, y). As a result, the obtained observation is binary: (i) $O_{x,y}(i,t) = 1$ indicating that the cell $c_{x,y}$ is visited at the time $t$ by $U_i$ and something has been observed, or (ii) $O_{x,y}(i,t) = 0$ stating that $U_i$ did not observe anything while flying at such a time on this cell, i.e., no target detection.

Due to the imperfection of the sensor, an observation of the detected target still does not guarantee the presence of the target. The performance of the sensor can be described with two probabilities, namely the sensor detection rate $p_i$ and the false alarm rate $q_i$, whose are time-independent, and chosen to be close to 1 and 0, respectively [13] as

$$\Pr(O_{x,y}(i,t) = 1|X_{x,y}(i,t) = 1) = p_i,$$  

$$\Pr(O_{x,y}(i,t) = 0|X_{x,y}(i,t) = 1) = 1 - p_i,$$  

$$\Pr(O_{x,y}(i,t) = 1|X_{x,y}(i,t) = 0) = q_i,$$  

$$\Pr(O_{x,y}(i,t) = 0|X_{x,y}(i,t) = 0) = 1 - q_i,$$

where $1 - p_i$ and $1 - q_i$ denote the missed detection and true miss probabilities, respectively.

---

**FIGURE 1.** Illustrative example of cooperative UAVs tracking moving targets.

**FIGURE 2.** Future directions of the UAV per mode for $N_c = 3$. 
III. UAV DYNAMIC MODEL

During the exploration process, each $U_i$ stores two individual maps:

- The map of target existence probabilities,
  \[
  P^{(i)}(t) = \begin{cases} 
  p^{(i)}_{x,y}, & x = 1..L_x, \ y = 1..L_y 
  \end{cases},
  \tag{4}
  \]

- The cells counter map storing the number of visits per cells and UAVs up to a given time $t$,
  \[
  C^{(i)}(t) = \begin{cases} 
  C^{(i)}_{x,y}, & x = 1..L_x, \ y = 1..L_y 
  \end{cases},
  \tag{5}
  \]

where $C^{(i)}_{x,y}$ accounts for the cumulated visits number of a cell by all UAVs until $t$, which must be increased by one after each visit by a UAV. Typically, this variable is updated taking into account the maximum number of visits performed by the neighbors alongside the one of the current UAV until the previous time as

\[
C^{(i)}_{x,y} = 1 + \max_{j \in N_i(U_i)} \left\{ C^{(i)}_{x,y}, C^{(i,j)}_{x,y} \right\}.
\tag{6}
\]

Every time step, each UAV has different probabilities of target existence into a given cell. Such probabilities are updated after each exploration of the cells with the help of Bayesian rule [32] as

\[
P^{(i)}_{x,y} = \frac{p_i P^{(i,j)}_{x,y}}{p_i P^{(i,j)}_{x,y} + q_i \left(1 - P^{(i,j)}_{x,y}\right)}, \quad O^{(i)}_{x,y} = 1
\]

\[
\left(1 - p_i\right) P^{(i,j)}_{x,y} + (1 - q_i) \left(1 - P^{(i,j)}_{x,y}\right), \quad O^{(i)}_{x,y} = 0.
\]

Furthermore, we have the following

\[
P^{(i)}_{x,y} - P^{(i,j)}_{x,y} = \frac{\left(p_i - q_i\right) \left(1 - P^{(i,j)}_{x,y}\right) P^{(i,j)}_{x,y}}{p_i P^{(i,j)}_{x,y} + q_i \left(1 - P^{(i,j)}_{x,y}\right)}, \quad O^{(i)}_{x,y} = 1
\]

\[
-\left(p_i - q_i\right) \left(1 - P^{(i,j)}_{x,y}\right) P^{(i,j)}_{x,y} \left(1 - P^{(i,j)}_{x,y}\right), \quad O^{(i)}_{x,y} = 0.
\]

Subsequently, since $p_i > q_i$ and $P^{(i,j)}_{x,y} \in [0, 1]$, it can be noticed that $P^{(i)}_{x,y} \geq P^{(i,j)}_{x,y}$ if $O^{(i)}_{x,y} = 1$ and $P^{(i)}_{x,y} \leq P^{(i,j)}_{x,y}$ if not.

The above probabilities update process is reiterated until the $k$th target's existence confirmation ($k \leq N_T$) in a specific $c_{x,y}$ cell characterized by the condition $P^{(i,k)}_{x,y} > \theta$, where $j \in \{i, N_i(U_i)\}$ and $\theta$ is a predefined threshold chosen close to 1, i.e.,

\[
t_k = \arg \min_j \left\{ P^{(i,j)}_{x,y} > \theta, \ j \in \{i, N_i(U_i)\} \right\}.
\tag{9}
\]

Under such a constraint, a target is most likely found by $U_i$ at the aforementioned place. Indeed, it can be easily ascertained that the two sub-equations in (7) lead to a unique solution which is $P^{(i,s)}_{x,y} = 1$. In fact, by replacing $P^{(i)}_{x,y}$ at any given time by the value at the convergence $P^{(i)}_{x,y}$, one can obtain

\[
\begin{align*}
  P^{(i)}_{x,y} &= \frac{P^{(i)-s}_{x,y}}{P^{(i)-s}_{x,y} + q_i \left(1 - P^{(i)-s}_{x,y}\right)} \quad \text{for} \quad O^{(i)}_{x,y} = 1, \\
  P^{(i)}_{x,y} &= \frac{1}{(1 - p_i)P^{(i)-s}_{x,y} + (1 - q_i)} \left(1 - P^{(i)-s}_{x,y}\right) \quad \text{for} \quad O^{(i)}_{x,y} = 0.
\end{align*}
\tag{10}
\]

As a result,

\[
\begin{align*}
  q_i \left(1 - P^{(i)}_{x,y}\right) &= p_i \left(1 - P^{(i)}_{x,y}\right) \quad \text{for} \quad O^{(i)}_{x,y} = 1, \\
  (1 - q_i)(1 - P^{(i)-s}_{x,y}) &= (1 - p_i)\left(1 - P^{(i)-s}_{x,y}\right) \quad \text{for} \quad O^{(i)}_{x,y} = 0.
\end{align*}
\tag{11}
\]

As $p_i \neq q_i$, it follows that $P^{(i)}_{x,y} = 1$.

For the sake of notation, the variables $t_k$ are sorted in the increasing order of time, as can be ascertained in Fig. 3, namely

\[
t_{i_1} \leq t_{i_2} \leq \ldots \leq t_{N_T},
\tag{12}
\]

where $i_k \in \{1..N_T\}$.

Furthermore, once all the $N_T$ targets have been found, the maximum exploration instance time of our algorithm can be retrieved as follows

\[
I_{\max} = \max_{k \leq N_T} t_k,
\tag{13}
\]

while the average time of validating all targets can be evaluated as

\[
\bar{t}_{N_T} = \frac{\sum_{k=1}^{N_T} t_k}{N_T}.
\tag{14}
\]

Importantly, either in PSO or Greedy mode, once the $i$th UAV flies into the area covered by some of its neighbors, i.e., $\{U_k\}_{k \in N_i(U_i)}$, its target detection probability, evaluated in (7), is updated exclusively once $O^{(i)}_{x,y} = 1$ by averaging all the probabilities of such neighbors along with its own one as

\[
\begin{align*}
  P^{(i)}_{x,y} &= \frac{P^{(i)-s}_{x,y}}{P^{(i)-s}_{x,y} + \sum_{j \in N_i(U_i)} P^{(i,j)-s}_{x,y} / |N_j(U_i)| + 1} \quad \text{for} \quad O^{(i)}_{x,y} = 0, \\
  P^{(i)}_{x,y} &= \frac{1}{|N_j(U_i)| + 1} \quad \text{for} \quad O^{(i)}_{x,y} = 1.
\end{align*}
\tag{15}
\]

The average probability of validating the target $T_k$ is given by

\[
\bar{P}^{(k)} = \frac{\sum_{i \in \{i, N_i(U_i)\}} P^{(i,k)}_{x,y}}{|N_i(U_i)| + 1},
\tag{16}
\]

while the average probability of validating all targets can be obtained as follows

\[
\bar{P} = \frac{\sum_{k=1}^{N_T} \bar{P}^{(k)}}{N_T}.
\tag{17}
\]
IV. PROBLEM-SOLVING ALGORITHM BASED ON LOCAL-PSO

In this section, the updated position of the UAV is provided in both considered modes in this paper. In our context, the particle is represented by a UAV e.g., \( U_i \), where its position and velocity can be, respectively, modeled as

\[
\chi_i^{(t)} = \left( x_i^{(t)}, y_i^{(t)} \right),
\]

and

\[
V_i^{(t)} = \left( V_{i,x}^{(t)}, V_{i,y}^{(t)} \right).
\]

A. UPDATED POSITION UNDER THE GREEDY MODE

In the Greedy mode, each \( U_i \) moves with the same velocity \( V_i^{(t)} \) from one cell to another by using the cells counter map to head towards less visited cells, i.e., the next cell to visit is characterized by

\[
\chi_i^{(t)} = \arg \min_{j=0...2} C_{i,j}^{(t)},
\]

B. UPDATED POSITION UNDER LOCAL-PSO

It is noted that in the classical PSO algorithm, a population of individuals is initially generated with random positions and velocities in the search space. Each individual is considered as a particle, which is a potential solution. Every individual moves and evolves cognitively with other particles to seek the global optimum solution. Precisely, those motions are driven by their best position as well as the one of the swarm, determined by their fitness values. The particles in the PSO approach obey rules that are comparable to those that control the movements of UAVs in our suggested model. In fact, the algorithm’s particle may be translated to a swarm member UAV, and the heuristic collaborative search can then be performed by duplicating the algorithm’s principles while taking physical constraints into consideration [32].

In our proposed Local-PSO algorithm, all the UAVs start initially moving in the Greedy mode, until a target \( T_k = (T_{k,x}, T_{k,y}) \) is detected in the cell \( c_{x,y} \) by \( U_i \). This latter broadcasts the target detection information, and based on its neighbors \( N_i(U_i) \), build a local sub-swarm if \( |N_i(U_i)| \geq 3 \), and launch the LoPSO algorithm. The sub-swarm will dissolve and all of its UAVs will proceed into Greedy mode search if the discovered target is successfully validated or the validation period has expired.

Each \( U_j \), among the neighbors of \( U_i \), receiving such an information decides its next flying mode according to the following scenarios:

- if the flight mode of \( U_j \) is Greedy, its next mode is set to PSO. Afterwards, its velocity and position are evaluated using PSO algorithm.
- if \( U_j \) already belongs to another sub-swarm, such information is ignored and didn’t move to the \( U_i \)'s sub-swarm.
- if \( U_j \) is cooperatively building another sub-swarm, it exits this latter if the number of its neighbors is less than 3. Next, it integrates the \( U_i \)'s sub-swarm.

Let \( f(x) \) be the fitness function defined as

\[
f(\chi_i^{(t)}) = p_{x,y}^{(t)}.
\]

It is worthwhile the greater the target existence probability is, the greater the fitness is. In two-dimensional space (2D), the best position of \( U_i \) at a given time \( t \), i.e., \( \delta_i^{(t)} \) is corresponding to the maximum value of its respective fitness until the time \( t \) as

\[
f(\delta_i^{(t)}) = \max \left\{ f\left(\chi_i^{(t)}\right), f\left(\delta_i^{(t-\tau)}\right) \right\}.
\]

Furthermore, \( \delta_i^{(0)} \) is initialized at the position of \( U_i \) once the sub-swarm is built, while the global best position of the sub-swarm \( \delta_j(U_i) \) at a given time \( t \) can be obtained relying on the local best positions defined in (22) as

\[
\Delta_i^{(t)} = \left\{ \delta_k^{(t)}, f\left(\delta_k^{(t)}\right) \geq \max_{j \neq k, j \in \{i, N_i(U_i)\}} f\left(\delta_j^{(t)}\right) \right\}.
\]

The LoPSO, launched by \( U_i \) on a certain sub-swarm, will be ended once the objective function \( f\left(\Delta_i^{(t)}\right) \) exceeds \( \theta \). Afterwards, all the UAVs of this sub-swarm will be released from the LoPSO mode and start to search, using Greedy mode, another missed target.

In each iteration cycle, the velocity and position of \( U_i \) are updated, respectively, as follows [16]

\[
V_i^{(t)} = r_{0\omega^{(t-r)}} V_i^{(t-r)} + r_{1c_1} V_i^{(t-r,f)} + r_{2c_2} V_i^{(t-r,g)},
\]

where

\[
V_i^{(t-r,l)} = \frac{\delta_i^{(t-r)} - \chi_i^{(t-r)}}{\tau},
\]

\[
V_i^{(t-r,g)} = \frac{\Delta_i^{(t-r)} - \chi_i^{(t-r)}}{\tau},
\]

and

\[
\chi_i^{(t-r)} = \chi_i^{(t-r)} + \chi_i^{(t-r)} r;
\]

where \( \omega^{(t)} \) is chosen in the range \([1, 2]\), \( \mu \) equals either \( x \) or \( y \), \( r_0 \), \( r_1 \) and \( r_2 \) denote three random values referring to the acceleration coefficients chosen in the range \([0, 1]\). Further, \( c_1 \) and \( c_2 \) are two positive numbers chosen appropriately, as will be discussed in the sequel.

Obviously, (25) and (26) represent the velocity of \( U_i \) at the time \( t - \tau \) if the UAV moves to the local or the global position provided by its sub-swarm, respectively. Importantly, (24) updates the velocity of the current UAV by averaging three main terms, namely:

- its own velocity at the previous time, scaled by an appropriate factor \( \omega^{(t-r)} \). Such a parameter is of paramount importance for convergence purposes, allowing to create a trade-off between the global and local exploration by the sub-swarm. Importantly, as \( \omega^{(t)} = r_0\omega^{(t-r)} \) is a geometric series, it can be ascertained that for greater values of \( \frac{1}{\tau} \), such a coefficient is
obtained results show that the optimum values of $c_1$ and $c_2$, as well as the local and global positions are not yet determined.

i. the expected velocity of $U_i$ if it moved to its best local position at the time $t - \tau$. Again, this term is scaled by an appropriate cognitive component $c_1 r_1$.

ii. its expected velocity if it was moving at the time $t - \tau$ to the best global position provided by its sub-swarm. In a similar manner, such a term is scaled by a social factor $c_2 r_2$.

By carrying extensive representative simulations, our obtained results show that the optimum values of $c_1$ and $c_2$ shall be chosen in the range of $[1.1, 1.4]$, whereas $\omega^{(0)}$ shall be set to max $(c_1, c_2)$.

At each time step, $U_i$ shares exclusively the target detection information with its neighbors forming the same sub-swarms.

The cooperative and competitive method adopted in this paper avoids exploring the same target by two different sub-swarms at the same time. That is, only one target is sought by a fixed sub-swarm at a given time.

The process of our proposed method is carried out in two main algorithms launched separately in both base station and UAVs. Specifically, $\text{BSMain}$, and the other on the UAVs described by $\text{FoundShare}$ function, $\text{Neighbors}$ function, and $\text{LoPSO}$ function.

C. BASE STATION PROCESS

$\text{BSMain}$ presents the main algorithm running at the BS allowing to lunch the cooperative search. After establishing the probability and certainty maps, and providing the input parameters, such as the total number of targets and their random positions and velocities, as well as the initial position and speed and the flight mode of each UAV, i.e., $\text{Greedy}$ or $\text{PSO}$, all the UAVs launch and start searching as long as the search time is not yet finished and there are still missing targets. The search continues until all targets are found or the search time is up, i.e., close to $D_{\text{max}}$. In this case, all the UAVs will be alerted to stop the search. The BS listens to each UAV $i$ continuously using $R_i(n, I)$ in order to gather information about the targets detected. If the received information $I$ is about the detection of a target, i.e., $n = 3$, it will be examined to determine whether it is a new target in order to update the list of targets detected $T$ and share this information with all UAVs through $M_0(4, T)$, otherwise, the message will be ignored. When all targets have been located, the BS instructs all UAVs to cease searching.

D. UAVS PROCESS

- At each $U_i$, the coordination update and information merging are illustrated in $\text{FoundShare}$ function.

The specific process is that the $U_i$ starts searching targets in $\text{Greedy}$ mode, as long as the end of the search has not yet been signaled by the BS and the energy is sufficient. To verify the existence of one target, $U_i$ gets sensing data from its sensors on the current cell $\chi_i(t)$ by $S_i(\chi_i(t))$ and updates its $P^{(t)}(t)$ and $C^{(t)}(t)$, then combines and shares its information with other neighboring UAVs. When a request to integrate a sub-swarm is made when the flying mode is $\text{Greedy}$, the $U_i$ will accept the request and switch to $\text{PSO}$ by sending an acceptance message to the issuing UAV. In case that one target is found in the hovered cell while in $\text{Greedy}$ mode, the $U_i$ switches to $\text{PSO}$ mode and builds a sub-swarm using the $\text{Neighbors}$ function, then runs the $\text{LoPSO}$ function for target validation.

Next, the BS will be alerted of the target’s position once the detected target is verified, that is, if the LoPSO function return result is not equal to $(-1, -1)$, consequently the built sub-swarm will be released, and all its members switch to $\text{Greedy}$ mode. In contrast, if the flying mode is $\text{PSO}$, the $U_i$ stays integrated into the sub-swarm and flight in the $\text{PSO}$ mode according to (24) and (27) and updating the search information as long as there is no release request.

- The construction of the set of neighbors is ensured by $\text{Neighbors}$ function executed by the UAV which detects a target. The process consists to send an exploration message to nearby UAVs depending on the communication range and integrates whose response is True in the sub-swarm.

- Finally, the $\text{LoPSO}$ function is the one that carries out the Local PSO approach, which orchestrates the movements of the different UAVs in the same sub-swarm according to $\text{PSO}$ and validates the found target’s position. Each UAV in the built sub-swarm must update its movement settings as well as the search information, then move to the new position, as long as the search time is less than the maximum $D_{\text{PSO}}$. When the goal function achieves the probability threshold, the $\text{PSO}$ mode will terminate, and the swarm will dissolve, confirming the target’s position.

V. SIMULATION RESULTS

In order to properly evaluate the proposed method and analyze its operation in the most realistic way possible, a set of simulation tests was realized to verify the behavior of the proposed approach, by modeling the UAVs and targets in a platform by setting the values of their parameters as indicated in Table 2. In our simulation, all experiments are based on $D_{\text{max}} = 1000$ simulation runs.

To validate the effectiveness of our method, we compared our results with those obtained through related works: $\text{PSO}$, $\text{ACO}$, $\text{Greedy}$, $\text{MTS}$, and $\text{RS}$.

In the simulation experiments, and in order to use the relevant algorithm to make the swarm UAVs perform a search target in a given area, we must make the following assumptions:
TABLE 2. Parameters settings.

| Parameter       | Value       |
|-----------------|-------------|
| $N_T$           | 10          |
| Target’s velocity | 0.8, 4 m/s  |
| $N_u$           | 30          |
| UAV’s maximum velocity | 10 m/s   |
| $p_i$           | [0.8, 0.9]  |
| $q_i$           | [0.2, 0.3]  |
| $k$             | 4           |
| $\theta$        | 0.97        |
| $L_x$           | 50          |
| $L_y$           | 50          |
| $h$             | 100 m       |
| $\tau$          | 1.25        |
| $\tau(0)$       | 1 s         |
| $D_{max}$       | 1000 s      |
| $D_{PSO}$       | 100 s       |

(i) All targets can be detected. The main problem solved in this part is searching for targets in a certain area. Therefore, we assume that the target can be detected by the UAV as long as it appears within its detection range.

(ii) Location information can be shared between local swarm UAVs depending on the communication range.

(iii) The impact of bad weather and airflow on the stability of drones is not taken into account.

Tables 3 and 4 show the total search time of discovering all the targets, average time of validating target (14), and average probability (17) in the suggested approach when the number of targets and the size of the UAV swarm are increased, respectively. It can be clearly seen that almost all targets can be successfully located using the LoPSO method, with the exception of a few instances where the target cannot be found in extreme situations. In general, this method produces the best multi-target search results. Furthermore, in terms of search time, it is roughly proportional to the number of targets to be searched as noticed in Table 3. The success rate for all discovered targets has remained above 96%.

Similarly, as indicated in Table 4, the suggested technique has a considerably better chance of detecting all of the targets. It can be observed that the suggested technique can locate all targets in any population with a swarm size larger than 10 with a probability that falls above 97%. Indeed, with increasing UAV swarm size, the number of iterations until convergence reduces. Consequently, the method has a better

FIGURE 3. Duration of a found target’s location confirmation.

FIGURE 4. Existence Probability value of one found target’s location vs search time.
Function Found and Share

Function FoundShare \((i,t,N_u,D_{max},\theta)\):

//Runs in U_i

Initialising:

\[ T \leftarrow \phi; \] //the U_i’s local set of discovered targets

\[ D_{PSO}(i) = 0; ; x_i^{(0)}, E_i, E_{i,i}, q_i, P(x_i^{(0)}); \]

\( t \leftarrow 0; \)

\( n \leftarrow 0; \) //Indicates the type of received message

\( F_i \leftarrow \text{“Greedy”}; \)

\( \text{Swarm} \leftarrow \text{False}; \) //UAV’s response to either integrate

or not a sub – swarm

\[ L \leftarrow \text{True}; \] //indicates the search status progress

while \( L = \text{False} \) and \( E_i > E_{i-1} \) and \( t < D_{max} \) do

\[ O_{E_i}^{(i)} \leftarrow S(x_i^{(i)}); \] //Sense a target

Update \( P(0); \) //According to (7)

\[ M_i(1, P(0)); \] //Broadcast the probability map

\[ M_{i,j}(2, C(0)); \] //Broadcast the cells visited map

\[ N_i(U_i) \leftarrow \text{Neighbors}(i, t, N_u); \]

if \( F_i = \text{“Greedy”} \) then

\[ O_{E_i}^{(i)} = 1 \text{ and } x_i^{(i)} \notin T \text{ then} \]

\[ T \leftarrow \text{LoPSO}(i, 0, 0, D_{PSO}, N_i(U_i)); \]

else if \( T \neq (-1, -1) \) then

\[ \text{//One target is confirmed} \]

\[ M_i(3, T); \] //Share with ground station

else

for \( j \leftarrow 1 \) to \( |N_i(U_i)| \) do

\[ R_j(n, 1); \]

if \( n = 0 \) and \( I = \text{“Neighbors”} \) then

\[ \text{//Request to join the sub – swarm} \]

\[ \text{Swarm} \leftarrow \text{True}; \] //Accept the request

break

else if \( n = 1 \) then

\[ \text{//Response by agreeing to} \]

\[ \text{update} P(0); \] //According to (15)

else if \( n = 2 \) then

\[ \text{//update} C(0); \] //According to (6)

if \( \text{Swarm} = \text{True} \) then

\[ M_i(0, \text{True}); \] //Response by agreeing to

\[ \text{join the sub – swarm} \]

\[ F_i \leftarrow \text{“PSO”}; \]

else

\[ \text{Update} \]

\[ x_i^{(i)}; \] //According to Greedy mode (20)

\[ \text{Move to} \]

\[ x_i^{(i)}; \]

else

for \( j \leftarrow 1 \) to \( |N_i(U_i)| \) do

\[ R_j(n, 1); \] //Sensing exist transmitted message

\[ I \text{ from neighbors} \]

if \( n = 0 \) and \( I = \text{“Free”} \) then

\[ F_i \leftarrow \text{“Greedy”}; \]

break

\[ t \leftarrow t + \tau; \]

\[ E_i \leftarrow E_{i-1}; \]

\[ R_0(n, 1); \] //Sensing exist transmitted message from BS

if \( n = 4 \) then

\[ \text{//The message received is the set of discovered} \]

\[ \text{targets} \]

\[ T \leftarrow I; \]

else if \( n = 0 \) then

\[ \text{//The received message is about search status} \]

\[ L \leftarrow I; \]

return \( \text{True}; \) //UAV completes its mission

Function Neighbors

Function Neighbors \((k,t,N_u)\):

//Constructing the neighbors set of the kth UAV

Initialisation

\[ N_i(U_k) \leftarrow \phi; \] //Initialise the set indices of neighbors

\[ M_k(0, \text{“Neighbors”}); \]

//Request to join the sub – swarm

for \( j \leftarrow 1 \) to \( N_u \) do

\[ R_j(n, 1); \] //Sensing a potential transmitted message \( I \)

\[ \text{from neighbors} \]

if \( n = 0 \) and \( I = \text{True} \) then

\[ N_j(U_k) \leftarrow N_i(U_k) \cup U_j; \]

\[ \text{//Approval received from U_j to integrate the} \]

\[ \text{sub – swarm} \]

return \( N_j(U_k); \)

Table 3: Average search times, average validation time, and average validation probability (%) for different targets number.

| \( N_T \) | Total Search time (s) | \( t_{max} \) (s) | \( P(\%) \)
|--------|-----------------------|-----------------|---------|
| 1      | 121.62                | 4.85            | 97.89   |
| 2      | 191.99                | 5.2             | 99.81   |
| 3      | 240.03                | 5.26            | 95.13   |
| 4      | 286.66                | 5.85            | 97.16   |
| 5      | 321.46                | 5.86            | 99.57   |
| 6      | 360.66                | 6.11            | 96.26   |
| 7      | 398.80                | 6.2             | 97.53   |
| 8      | 442.35                | 7.19            | 99.29   |
| 9      | 504.10                | 7.26            | 99.39   |
| 10     | 650.78                | 7.37            | 97.85   |

Figure 5. Number of detected targets vs search time.

As can be seen, the approach described in this study not
only finds practically all targets but also has a shorter aver-
age iteration time. This method’s efficacy is then proved,
except for the situations with the smallest number of UAVs,
e.g., \( N_u = 10 \) and the most extreme target dispersion,
e.g., spread on the map corners, all targets may be identified
in the other cases.

likelihood of locating all the targets as the size of the UAV
swarm grows.
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**Function LoPSO**

**Initializing:**

\[ t_i \leftarrow t ; \]
\[ F_i \leftarrow \text{"PSO"} ; \]
\[ PSO \leftarrow \text{True} ; \]

while PSO=\text{True} and \( t - t_i \leq D_{PSO} \) do

if \( |N_t(U_i)| \geq 3 \) then

foreach \( U_j \in N_t(U_i) \) do

\[ \chi_j(t) ; \text{According to (27)} \]
\[ \delta_j(t) ; \text{According to (22)} \]
\[ V_j(t) ; \text{According to (24)} \]
\[ p_j(t) ; \text{According to (7) and (15)} \]
\[ C_j(t) ; \text{According to (6)} \]
\[ \Delta_j(t) ; \text{According to (23)} \]

Move to \( \chi_j(t) \);

if \( f(\Delta_j(t)) \geq \theta \) then

\[ F_i \leftarrow \text{"Greedy"} ; \]
\[ N_t(U_i) \leftarrow \varnothing ; \]
\[ \text{return } \Delta_j(t) ; \]

else

\[ F_i \leftarrow \text{"Greedy"} ; \]
\[ N_t(U_i) \leftarrow \varnothing ; \]
\[ \text{return } (1, 1) ; \text{No target detected} \]

if \( t - t_i > D_{PSO} \) then

\[ F_i \leftarrow \text{"Greedy"} ; \]
\[ \text{foreach } U_j \in N_t(U_i) \text{ do} \]
\[ M_i(0, \text{"Free"}) ; \text{Prevent each neighbor UAV to} \]
\[ \text{breaking free from the sub-swarm} \]
\[ N_t(U_i) \leftarrow \varnothing ; \]
\[ PSO \leftarrow \text{False} ; \]
\[ \text{return } (1, 1) ; \text{No target detected} \]

---

**TABLE 4.** Average search times, average validation time, and average validation probability (%) under different UAVs number.

| \( N_u \) | Total Search time (s) | \( f_{\text{Total}} \) (s) | \( P(\%) \) |
|---|---|---|---|
| 5  | 6000 | 6600 | 15.25 |
| 10 | 1638.24 | 13.66 | 97.63 |
| 15 | 1593.76 | 14.08 | 99.72 |
| 20 | 988.51 | 5.18 | 99.89 |
| 25 | 753.84 | 6.27 | 99.91 |
| 30 | 650.78 | 5.87 | 100.00 |
| 35 | 480.09 | 5.73 | 100.00 |
| 40 | 492.45 | 5.68 | 100.00 |
| 45 | 447.84 | 5.57 | 100.00 |
| 50 | 416.18 | 5.17 | 100.00 |

The total computational complexity of the proposed approach is given in Table 5. It is worthy to mention that the method’s overall calculation complexity, i.e., that of the main function BSMain, is calculated based on the complexity of other functions: Neighbors, LocalPSO, and FoundShare.

Fig. 3 shows the time needed to validate the detection of the \( k \)th (1 ≤ \( k \) ≤ 10) target using the six search methods with the help of (9). As mentioned in (12), such durations...
are sorted in an increasing order with respect to the number of found targets. It has been demonstrated that LoPSO and PSO provide for faster validation of target detection than the other techniques. We can see that the validation takes less than 5 runs steps, compared to other methods that take at least 15 runs steps. This is because the constructed local swarm for each target identified by one UAV allows the target to be swiftly validated by increasing the number of visits carried out by the local swarm’s UAVs.

Fig. 4 illustrates the variation of the detection probability value according to the time for the six search methods. As depicted, for a $D_{\text{max}} = 1000$ s, the target existence probability value rapidly reaches 0.925 for $t = 150$ s in the LoPSO process, which means in 12.25 % of the search time. Indeed, the proposed mechanism takes into account both the cooperation and the competition between the UAVs of the same sub-swarm when they are in the same cell, which makes it possible to increase the
number of target detection by these UAVs in a reduced time search.

Fig. 5 illustrates, for several exploration algorithms, the number of found targets as a function of search time. It is obvious that the LoPSO method enhances the targets’ search performance, as it can be noticed that roughly 50% of the targets were detected in about 30% of the search time, whereas all targets were detected in about 50% of the full run time.

Fig. 8 depicts the average energy consumption usage as a function of search time. We take into account here, both consumption due to communication and mobility. These findings show that energy usage rises over time and it can be observed that the proposed LoPSO approach has a lower consumption than the other methods. Indeed, on the mobility side, because the UAVs move at the same speed towards the next cell in the three modes RS, Greedy, and MTS, the mobility energy consumption will increase linearly. However, with PSO, LoPSO, and ACO, the speed of the UAVs was determined by the swarm, which implies that it is not constant, and therefore the mobility energy consumption was not linear as can be noticed in Fig. 7. PSO and ACO, on the other hand, have a linear increase in communication energy consumption owing to the policy set for the construction of a single swarm, which needs the same number of UAVs inside it and, as a consequence, the same number of messages exchanged between the drones each time step. However, the UAVs only exchange information when it is required in the three aforementioned modes, implying that communication energy usage is not linear as can be seen in Fig. 6.

In Figs. 9-10, the improvement of target detection probabilities versus the search time is depicted for various values of total search duration for two values of the communication range of a single UAV. We can notice that the convergence speed of the probability map for rapid target detection is higher with a wider communication range (Fig. 9, $R = 4$ cells and Fig. 10, $R = 8$ cells) because it allows summoning a large number of UAVs to build a large sub-swarm,
which increases the search coverage. It can be seen that for $t = 1000$ s most of the targets are detected and located Fig. 10(f). However, in Fig. 9(f), there is still a lot of uncertainty about the targets’ positions.

VI. CONCLUSION

In this paper, a new approach based on Local PSO for the optimal search of a set of moving targets with the help of multiple UAVs is presented. Such an algorithm allows dynamic management of the construction of local sub-swarms depending on the target detection status. The limitations of UAVs and the constraints of the search algorithm were considered, such as the imperfect sensing. The LoPSO has three advantages, which result in a higher level of performance compared to other concurrent approaches. Firstly, depending on the detection state of a target, the local sub-swarm built makes it possible to increase the number of hovers above the target, which helps to reduce the needed search time to validate its position. Secondly, the fact of releasing the drones after the validation of a target makes it possible not to monopolize all UAVs for a single target as in PSO, and consequently to go looking for others. Finally, the mechanism for creating local sub-swarms makes it possible to reduce the communication flow since communication is limited, and only possible between UAVs of the same sub-swarm. To verify the performance of the proposed algorithm, several experiments were carried out in a simulation. The experimental results show that the performance of LoPSO is better than that of other approaches especially in terms of the number of targets validated in the minimum search time. As perspectives for future work, we aim at studying the LoPSO’s benchmarking functions and exploring its ability to solve other complex optimization problems, e.g., the UAVs’ cooperative search path planning with heterogeneous sensors.
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