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Abstract

Because the performance of speech separation is excellent for speech in which two speakers completely overlap, research attention has been shifted to dealing with more realistic scenarios. However, domain mismatch between training/test situations due to factors, such as speaker, content, channel, and environment, remains a severe problem for speech separation. Speaker and environment mismatches have been studied in the existing literature. Nevertheless, there are few studies on speech content and channel mismatches. Moreover, the impacts of language and channel in these studies are mostly tangled. In this study, we create several datasets for various experiments. The results show that the impacts of different languages are small enough to be ignored compared to the impacts of different channels. In our experiments, training on data recorded by Android phones leads to the best generalizability. Moreover, we provide a new solution for channel mismatch by evaluating projection, where the channel similarity can be measured and used to effectively select additional training data to improve the performance of in-the-wild test data.

Index Terms: speech separation, domain mismatch

1. Introduction

The cocktail party problem \cite{1} refers to the perception of each speech source in a noisy social environment, and has been extensively studied for many years. As the necessary preprocessing for downstream tasks, such as speaker diarization \cite{2} and automatic speech recognition \cite{3}, many efforts have been made in speech separation \cite{4} to address this problem.

Nowadays, most of the studies on speech separation are conducted on the WSJ0-2mix dataset \cite{5}. WSJ0-2mix was artificially synthesized from audios recorded in anechoic chambers. Therefore, channel mismatch should be investigated. In particular, content and channel mismatch are rarely investigated. Content mismatch focuses on the contents spoken by speakers. In \cite{26} and \cite{27}, they believed that the larger the vocabulary presented in the training set, the better generalizability the model possesses. Moreover, content mismatch is not restricted by the vocabulary. It can also be extended to different languages containing various phonemes. In \cite{28}, the Global-PhoneMS2 dataset consisting of 22 spoken languages was presented, and the authors showed that when trained on a multilingual dataset, the networks can improve their performance on unseen languages as well as nearly all seen languages. However, the dataset can only entangle the languages with the recording chambers. Domain mismatch can be attributed to four factors: speaker, content, channel, and environment. With regards to speaker mismatch, speakers in the test sets of all datasets are unseen in training sets. However, the performance does not have an apparent drop, thus demonstrating the speaker generalizability of the models. As for the environment mismatch, we refer to the reverberation and noises we may encounter in the reality. To deal with the issue, two datasets have been presented: WHAM! \cite{22} and WHAMR! \cite{23}, which are the noisy and reverberant extensions of WSJ0-2mix, respectively. Furthermore, the authors of \cite{24} presented a realistic dataset that is recorded by multiple speakers in the same reverberant chamber. In \cite{25}, the authors presented a new task for separating speech, music, and sound effects.

In particular, content and channel mismatch are rarely investigated. Content mismatch focuses on the contents spoken by speakers. In \cite{26} and \cite{27}, they believed that the larger the vocabulary presented in the training set, the better generalizability the model possesses. Moreover, content mismatch is not restricted by the vocabulary. It can also be extended to different languages containing various phonemes. In \cite{28}, the Global-PhoneMS2 dataset consisting of 22 spoken languages was presented, and the authors showed that when trained on a multilingual dataset, the networks can improve their performance on unseen languages as well as nearly all seen languages. However, the dataset can only entangle the languages with the recording characteristics, which means that we can not determine which aspect dominates the performance. Regarding channel mismatch, it focuses on the type of microphones used in the recording. The authors of \cite{29} considered that near-field data is easier to separate than far-field data, although both are recorded in the same environment. In the pandemic era, virtual meetings become prevalent, and a wider variety of microphones are used for recording. Therefore, channel mismatch should be investigated in more depth to meet demand.

To delve into different aspects, we leverage several corpora and synthesize them to create datasets of mixtures with similar statistics to WSJ0-2mix. Our experiments are mainly divided into two categories. First, we focus on the impact of language evaluation and different ratios of overlapping speech. For example, a sparsely overlapping version of WSJ0-2mix was introduced in \cite{18}, and the study found the challenges of Deep Clustering \cite{5} on such mixtures. In order to simulate the actual meeting, LibriCSS \cite{19}, a test set containing a lower overlapping ratio and longer speech utterances, was made suitable for research focusing on downstream speech recognition tasks \cite{20, 21}.

Despite the broad aspects of these previous works, domain mismatch between training/test situations remains challenging for the application in actual scenarios, since all of the datasets are synthesized artificially from audios recorded in anechoic chambers. Domain mismatch can be attributed to four factors: speaker, content, channel, and environment. With regards to speaker mismatch, speakers in the test sets of all datasets are unseen in training sets. However, the performance does not have an apparent drop, thus demonstrating the speaker generalizability of the models. As for the environment mismatch, we refer to the reverberation and noises we may encounter in the reality. To deal with the issue, two datasets have been presented: WHAM! \cite{22} and WHAMR! \cite{23}, which are the noisy and reverberant extensions of WSJ0-2mix, respectively. Furthermore, the authors of \cite{24} presented a realistic dataset that is recorded by multiple speakers in the same reverberant chamber. In \cite{25}, the authors presented a new task for separating speech, music, and sound effects.

In particular, content and channel mismatch are rarely investigated. Content mismatch focuses on the contents spoken by speakers. In \cite{26} and \cite{27}, they believed that the larger the vocabulary presented in the training set, the better generalizability the model possesses. Moreover, content mismatch is not restricted by the vocabulary. It can also be extended to different languages containing various phonemes. In \cite{28}, the Global-PhoneMS2 dataset consisting of 22 spoken languages was presented, and the authors showed that when trained on a multilingual dataset, the networks can improve their performance on unseen languages as well as nearly all seen languages. However, the dataset can only entangle the languages with the recording characteristics, which means that we can not determine which aspect dominates the performance. Regarding channel mismatch, it focuses on the type of microphones used in the recording. The authors of \cite{29} considered that near-field data is easier to separate than far-field data, although both are recorded in the same environment. In the pandemic era, virtual meetings become prevalent, and a wider variety of microphones are used for recording. Therefore, channel mismatch should be investigated in more depth to meet demand.

To delve into different aspects, we leverage several corpora and synthesize them to create datasets of mixtures with similar statistics to WSJ0-2mix. Our experiments are mainly divided into two categories. First, we focus on the impact of language
on some representative separation models. Second, we control the language factors and compare them across different channels. Details and source codes are open-sourced\(^3\).

## 2. Datasets for Speech Separation

All the datasets used in this study (except WSJ0-2mix, which is widely used in speech separation papers) are introduced in this section, including which task the dataset is used for and how the dataset is used. Among these datasets, COSPRO [30] and TAT [31] will be discussed in more detail, as these two datasets were used as training sets in our experiments and were not used in other speech separation papers.

### 2.1. COSPRO

Mandarin Continuous Speech Prosody Corpora (COSPRO) [30] was designed, collected, and annotated at the Institute of Linguistics, Academia Sinica. As the name suggests, the main feature of this dataset is continuous or fluent speech prosody and its influence on speech production and perception. COSPRO includes a total of approximately 130 hours of read speech and only 0.3 hours of spontaneous narration in Mandarin Chinese. There are nine sets of speech corpora, summarized in Table 1. Each corpus was designed to bring out different prosodic features involved in fluent speech.

### 2.2. COSPRO-2mix

Before mixing the utterances in COSPRO, we first removed files that were inappropriate, such as utterances containing only a few characters or carrier sentences that differ a lot from actual conversations. Because most utterances are much longer than those in WSJ0, we used a pre-trained speech recognizer to segment the utterances. To this end, forced alignment was performed on all utterances with word-level transcriptions using the Kaldi toolkit [32]. A time-marked conversation file (CTM) containing time-aligned word transcriptions was obtained for each utterance. Then, we trimmed each utterance into multiple consecutive segments based on its CTM, subject to the limit of the maximum segment length (approximately 10 seconds). Every cut point must be at a word boundary.

After segmentation, we referred to how WSJ0-2mix was cut the recording into shorter utterances. We first selected 81 speakers (34 males and 47 females) from the training set, each with more than 400 seconds of speech. In COSPRO, there is a dataset consisting of more speakers, but some of them with fewer utterances. To avoid overfitting in training, we only selected speakers with longer speaking times. For the evaluation set, seven males and seven females were selected. Then, we followed the mixing procedure of WSJ0-2mix to assure that TAT-2mix and WSJ0-2mix have the same number of mixed utterances and similar statistics. COSPRO-2mix was used in language-related experiments.

### 2.3. English Across Taiwan (EAT) & EAT-2mix

The English Across Taiwan (EAT) corpus\(^4\) contains microphone and telephone recordings of college students in Taiwan. We selected English utterances and English/Mandarin code-mixing utterances from the microphone recordings to avoid the channel mismatch as much as possible and created an English test set (EAT-2mixEng) and an English/Mandarin code-mixing test set (EAT-2mixE&M) in the same way as COSPRO-2mix. Both test sets contain the same speakers and similar utterance lengths. With this dataset, we can compare performance within the same channel, which means that the performance gap is mainly due to differences in content. The two test sets were used in the first part of our experiment.

### 2.4. Taiwanese Across Taiwan (TAT)

The Taiwanese Across Taiwan (TAT) corpus [31] was originally intended for Taiwanese speech recognition. Taiwanese, also known as Southern Min, is a common dialect in Taiwan and belongs to the same language family as Mandarin. The 200 speakers contributing to the corpus include men, women, and children of all ages across Taiwan, with content ranging from written articles to everyday conversations. Most notably, the corpus was recorded simultaneously on six channels, including different microphones and smartphones. This feature helps us investigate the impacts of different channels. The way of synthesizing the datasets of mixed utterances is described below.

### 2.5. TAT-2mix

The six channels in TAT include: one close-talk (Audio-Technica AT2020), one distant X-Y stereo microphone (ZOOM XYH-6 stereo microphone, containing left and right channels), one lavalier (Superlux WOS518+PS418D), iOS devices (including iPhones, iPads, and iPods), and Android phones (produced by ASUS and Samsung). According to these six channels, we created six datasets respectively: TAT-2mixCond, TAT-2mixXYH-6X, TAT-2mixXYH-6Y, TAT-2mixXYH-6X-and-Y, TAT-2mixLavalier, and TAT-2mixAndroid.

Before mixing the utterances in TAT, we segmented the utterances using the same method as in COSPRO-2mix to trim the noise in the front and tail of the audio. Since the original length was already appropriate for speech separation tasks, we did not cut the recording into shorter utterances.

After segmentation, the mixing procedure is similar to that of WSJ0-2mix. We randomly selected 101 speakers (49 males and 52 females) for training and validation. On the other hand, 18 speakers (11 males and 7 females) were selected for testing. The number of speakers and the gender distribution are exactly the same as WSJ0-2mix. Then, we followed the mixing procedure of WSJ0-2mix to assure that TAT-2mix and WSJ0-2mix have the same number of mixed utterances and similar statistics. All datasets are comprised of the same mixtures of utterances but from different channels.

---

\(^3\)\url{https://github.com/Sinica-SLAM/COSPRO-mix}
\(^4\)\url{http://www.atlcllp.org.tw/doc/eat_brief_e.pdf}
3. Speech Separation Models

In our experiments, we evaluated three representative speech separation models, namely, Conv-TasNet [33], DPRNN [7], and DPT-Net [8]. These models have been implemented in the Asteroid toolkit [34] so that it is easy to compare the three models in the same coding environment. All three models are based on TasNet consisting of an encoder, a separator, and a decoder. The encoder is mainly a 1D convolutional layer, which transforms a waveform into an embedding space. On the other hand, the decoder is a 1D transposed convolutional layer, which transforms the embedding back to the waveform. The main difference between the three models is the structure of the separator.

In Conv-TasNet, the separator is a fully-convolutional separation module, which is composed of stacked 1D dilated convolutional blocks with increasing dilation factors. The dilation factors increase exponentially to ensure that a temporal context window is sufficiently large to take advantage of the long-range dependency of the speech signal. In DPRNN, the separator splits the output of the encoder into chunks with or without overlap, concatenates them to form a 3D tensor, and then passes it to a dual-path BiLSTM module for processing in two different dimensions: the chunk size and the number of chunks. The two paths can help RNN see the information around and far away from the current time frame to achieve better performance. As for DPT-Net, the idea is similar to DPRNN. However, DPT-Net replaces the BiLSTM module with a Transformer encoder, and replaces the fully connected layer with an RNN in the feedforward network to learn the order information. It has shown the best performance among these three models.

In our experiments, all model configurations followed the original configuration implemented in Asteroid, except that we applied six dual-path Transformer blocks in DPT-Net, which conforms to the configuration in the original paper. We used the same loss function in terms of the scale-invariant signal-to-distortion ratio (SI-SNR). SI-SNR(x) is defined by

$$10 \log_{10} \left( \frac{\langle \tilde{x}, \tilde{x} \rangle}{\langle e, e \rangle} \right)$$

where $\tilde{x}$ denotes the output of the network and should ideally be equal to the clean source $s$. We only trained 100 epochs for each model to speed up the progress of the experiments.

4. Experiments

4.1. Impact of Language

We trained the representative models on WSJ0-2mix and COSPRO-2mix and evaluated them on several datasets. The results are shown in Table 2, where the columns refer to the training data [26, 27, 36]. That is, although language has an impact on speech separation, the impact is so small to neglect, complying with the results in [35].

The results in the remaining rows of Table 2 (the group of TAT) reveal the impact of channels since the only difference between these test sets is the channel. There is a large difference between the performance of each row, suggesting that channel variability seems to dominate the performance. We also found that when the test set is more difficult, such as TAT-2mix recorded by a specific channel and evaluated on all TAT-2mix, the performance on TAT is much worse than those on COSPRO-2mix and WSJ0-2mix. In contrast, the clean waveforms contain some microphone noise, which may degrade SI-SNR, and the recording quality is not high, which causes many pop and explosive sounds. Compared to the performance in other rows, it is obvious that the performance gap between TAT-2mixEng and EAT-2mixEng is almost negligible. That is, due to different languages and different recording conditions, WSJ0×COSPRO is easier to separate than WSJ0-2mix and COSPRO-2mix.

In the experiments, all model configurations followed the original configuration implemented in Asteroid, except that we applied six dual-path Transformer blocks in DPT-Net, which conforms to the configuration in the original paper. We used the same loss function in terms of the scale-invariant signal-to-distortion ratio (SI-SNR). SI-SNR(x) is defined by

$$10 \log_{10} \left( \frac{\langle \tilde{x}, \tilde{x} \rangle}{\langle e, e \rangle} \right) = \langle \tilde{x}, \tilde{x} \rangle - \langle e, e \rangle$$

where $\tilde{m}$ and $\tilde{x}$ denote the input mixture and output of the network, respectively.

First, comparing each column in Table 2 under the two training sets, the performance rankings are in line with past results: DPT-Net outperforms DPRNN, and DPRNN outperforms Conv-TasNet. Then, we examine the performance in each row. Looking at the first three rows (the group of WSJ0 & COSPRO), we can see that the results of WSJ0-2mix and COSPRO-2mix are comparable, under both in-domain (training/testing from the same dataset) and cross-domain (training/testing from the different dataset) testing conditions. In WSJ0×COSPRO, each utterance is a mixture of a Mandarin utterance from COSPRO and an English utterance from WSJ0. Due to different languages and different recording conditions, WSJ0×COSPRO is easier to separate than WSJ0-2mix and COSPRO-2mix.

The results in the remaining rows of Table 2 (the group of TAT) reveal the impact of channels since the only difference between these test sets is the channel. There is a large difference between the performance of each row, suggesting that channel variability seems to dominate the performance. We also found that when the test set is more difficult, such as TAT-2mixEng, the performance difference between models is less pronounced. To investigate the impact of channel variability and the relationship between channels, we performed the next set of experiments.

4.2. Impact of Channel Variability

In this set of experiments, we trained a DPT-Net on each TAT-2mix recorded by a specific channel and evaluated on all TAT-2mix separately. The results are shown in Table 3. The results are shown in Table 3. The columns stand for the training sets, and the rows present the test sets.

Overall, we can again see the severity of the impact of channel variability. Although all datasets are composed of the same speech content and speakers, the performance varies. In addition, the models perform best when the test data is in-domain (training and testing from the same channel), in line with previous studies that emphasized the importance of in-domain training data [26, 27, 36].
If we examine the SI-SNRi values in Table 3, **condenser** and **lavalier** are the easiest channels, and **XYH-6-X** and **XYH-6-Y** are the hardest. The result is reasonable because **condenser** is closest to the speaker (5–10cm) with a pop filter, and **lavalier** is also very close to the speaker’s mouth. **Android** and **iOS** are 15–20cm from the speaker. The distance between **XYH-6** and the speaker is about one meter. As reported in [29], speech separation is more difficult for distant microphones.

By comparing the columns of **XYH-6-X** and **XYH-6-Y**, it is clear that the performance between the left and right channels is almost equivalent, but **XYH-6-X** has a slight advantage. When comparing the rows of **XYH-6-X** and **XYH-6-Y**, **XYH-6-Y** is slightly harder than **XYH-6-X**. As expected, the left and right channels are somewhat similar. As for the two smartphone systems, whether comparing the rows of **Android** and **iOS** to see how other models perform on the two test sets, or comparing the columns of **Android** and **iOS** to examine the generalizability of the two models, the results show that the characteristics of the **iOS** microphones and the **Android** microphones differ considerably. However, for these two smartphone systems, their counterpart model still performs the best among all cross-domain models, e.g., the **iOS** model gives an SI-SNRi of 7.60 when tested on the **Android** test set, which is better than the SI-SNRi values of other cross-domain models.

Furthermore, the model trained on **TAT-2mixAndroid** achieves the highest average performance on all test sets, indicating its robustness. One possible reason is that **Android** contains smartphones from different companies, with different frequency responses for their built-in microphones. It is also worth mentioning that the model trained on **TAT-2mixCondenser** does not generalize well to other channels. However, condenser microphones are the most popular devices for recording corpora, which poses a problem in real-world scenarios. In the next subsection, we proposed a solution that effectively selects additional training data to improve performance on the in-the-wild test data.

### 4.3. Data Selection by Pairwise PCA

We performed pairwise principal component analysis (PCA) to visualize the relationship between channels. First, we encoded the results of individual test sets (i.e., the rows in Table 3) into row vectors \( \{v_i\} \). Then, we constructed the covariance matrix \( \Lambda \) by

\[
\Lambda = \frac{1}{2N} \sum_{i=1}^{N} \sum_{j=1}^{N} (v_i - v_j)^T (v_i - v_j),
\]

where \( N \) denotes the number of vectors. We performed eigen-decomposition on \( \Lambda \) to find the two eigenvectors with the largest eigenvalues as the two directions of the new feature space. Then, \( \{v_i\} \) was projected onto the new 2D feature space.

Figure 1 shows the scatterness of the projected points. From the figure, we can see that **XYH-6-X** and **XYH-6-Y** are close. In order to evaluate the usefulness of distance, we conducted two experiments. We found that if the training set contains data close to the test set, the performance improves significantly. For example, as shown by the solid arrows, when the training set contains **TAT-2mixCondenser** and **TAT-2mixXYH-6-X**, the performance on **TAT-2mixXYH-6-Y** can be improved by at least 11% compared to the performance of the model trained on **TAT-2mixXYH-6-X** (8.17 vs 7.34). In contrast, if both training sets are far away from the test data, even doubling the size of the training data may not improve the performance much. For example, the dotted arrows show that the performance on **TAT-2mixCondenser** is only improved by at most 7% comparing the model trained on **TAT-2mixXYH-6-X** & **TAT-2mixXYH-6-Y** and the model trained on **TAT-2mixLavalier** (4.23 vs 3.97).

The above results suggest that additional training data should be chosen wisely to effectively enhance the robustness of the model. Therefore, we propose the following solution. When encountering new data recorded by an unknown channel, we can first use these six models to perform speech separation on the data. Then, the test results are projected onto the 2D space, so that we can observe the distances between the new dataset and other points. Finally, we select existing datasets close to the new point and add them to the training data to improve the performance of the model on the new data.

### 5. Conclusions and Future Work

In this paper, we have investigated the impact of language and channel variability on speech separation by designing proportionate datasets and comparing cross-domain performance. In the first set of experiments, we created COSPRO-2mix and found that the impact of language is negligibly small compared to channel variability. In the second set of experiments, we created TAT-2mix from TAT recorded by different channels to observe the relationship between the channels. Moreover, we proposed a solution to address channel mismatch by evaluating projection and effectively selecting training data. In the future, we hope to prove our method on in-the-wild test data and extend it to domain generalization, where evaluation data are unknown.
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