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Abstract—The kernel least mean squares (KLMS) algorithm is a computationally efficient nonlinear adaptive filtering method that “kernelizes” the celebrated (linear) least mean squares algorithm. We demonstrate that the least mean squares algorithm is closely related to the Kalman filtering, and thus, the KLMS can be interpreted as an approximate Bayesian filtering method. This allows us to systematically develop extensions of the KLMS by modifying the underlying state-space and observation models. The resulting extensions introduce many desirable properties such as “forgetting”, and the ability to learn from discrete data, while retaining the computational simplicity and time complexity of the original algorithm.

I. INTRODUCTION

Adaptive filtering algorithms deal with real-time learning scenarios, in which the environment is often nonstationary. In general, these algorithms need to fulfill three basic requirements: 1) to sequentially learn from each observation; 2) to be adaptive to changing environments; and 3) to be computationally efficient. Among many existing algorithms that fulfill these requirements, one that has stood the test of time is the celebrated least mean squares (LMS) algorithm. This algorithm has several interesting properties, in particular its inherent computational simplicity, and its implicit tracking ability despite its assumption of stationarity.

Inspired by the success of the LMS algorithm, a “kernelization” has been recently proposed under the name kernel least mean squares (KLMS) algorithm [7]. The KLMS inherits many desirable properties of LMS and extends it to a large class of nonlinear filtering algorithms. Nevertheless, it has certain limitations that arise from its formulation as an adaptive filter in a possibly infinite dimensional feature space. Specifically, if implemented naively, the representation of the filter grows linearly with the number of data samples processed. Moreover, both the LMS and the KLMS explicitly minimize the squared error between the desired and the estimated observation values, hence, they cannot be naturally applied to problems with discrete observations such as class labels. To summarize, KLMS, in its current format,

1) cannot be extended to tackle discrete observations,
2) grows indefinitely with new observations, and
3) does not provide an explicit understanding of its tracking ability (see below).

The available adaptive filters in the statistical signal processing literature can be broadly categorized as 1) filters derived from a (stationary) regression framework, such as LMS and recursive least squares (RLS), and 2) filters derived from a (nonstationary) state-space framework such as the Kalman filter (Fig. 1). These two classes of algorithms are both successfully applied to nonstationary systems, and occasionally show similar computational characteristics, e.g., extended RLS can be established as a special case of the Kalman filter [11]. We seek a principled explanation—based on the Bayesian filtering framework—of how LMS achieves tracking despite its formulation under the assumption of stationarity, since it would allow us to systematically address the limitations of the KLMS discussed earlier. The connection we seek is related but distinct from that of Bayesian approaches recently explored by [13] for kernel RLS (KRLS); specifically, it was shown that a recursive filtering implementation of the Bayesian regression framework (Gaussian processes) naturally leads to a formulation that is equivalent to kernelization of RLS. They have explicitly introduced two types of forgetting methods to enable tracking—from which we were inspired for extending the KLMS in this paper—but the forgetting is not incorporated within the Bayesian framework.

In this paper, we show that LMS (and KLMS) can indeed be derived as an approximation of a state-space based Bayesian filtering (section [11]). In order to achieve a low computational complexity, though, only the mode of the posterior distribution can be estimated and retained for each sample. This new interpretation allows us to derive extensions of the KLMS algorithm by tweaking the underlying state-space and observation models (section [15] and [16]). Here, we extend the KLMS algorithm to integer and binary-valued observations, and also introduce a forgetting factor in order to improve its tracking ability. We furthermore illustrate each extension with a simple example to demonstrate its performance in tracking nonstationary signals, and compare with existing methods such as the quantized KLMS (QKLMS) [2] and naive online regularized

Fig. 1. Graphical models illustrating the contrast between stationary and nonstationary generative processes. The arrows signify the conditional dependence between variables. Gray shaded circles denote observed variables, and the box denotes repetition. (A) Stationary model. Each observation pair \((x_i, y_i)\) is assumed to have the same relation \(y\) as in the classic regression setting. Original derivation of LMS is given in this context. (B) Non-stationary model. The weight \(w\) evolves over time—hence the relation between \((x_i, y_i)\)—through diffusion with parameter \(\sigma_d\). The Kalman filter is derived under this model. We show the KLMS can also be derived from the nonstationary model.
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risk minimization algorithm (NORMA) \[5\]. Some interesting properties of these extensions are that each algorithm learns by assigning a coefficient for each new observation, and that the time complexity of the \(n\)-th iteration has linear cost, \(O(n)\), in both space and time, as is the case for the KLMS.

II. Stochastic Gradient Descent Derivation

Both Widrow & Hoff’s LMS, and KLMS are derived from mean squared error cost function \[4, 5, 7, 8\] which is prevalent in traditional signal processing. The filtering setting assumes a linear model

\[
f(x; w) = w^T \phi(x)
\]

in the feature space where \(\phi(x) \in \mathcal{H}\) is the feature vector associated with the input vector \(x\), and \(w \in \mathcal{H}\) is the vector representation of the filter in a Hilbert space \(\mathcal{H}\). The following derivation holds for both LMS and KLMS, taking into account that for LMS the feature space is the (Euclidean) input space itself, i.e., \(\phi(x) = x \in \mathbb{R}^d\), while KLMS uses a (potentially) infinite dimensional (reproducing kernel) Hilbert space induced by a positive definite kernel \(k : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}\) where \(k(x, y) = \phi(x)^\top \phi(y)\) \[12\].

The mean squared error is defined as,

\[
L_{\text{mse}}(w) = \frac{1}{2} \mathbb{E}[(f(X; w) - Y)^2],
\]

where \(X\) and \(Y\) are the random vector and variable for the input signal and the desired output, respectively. Note that this cost function corresponds to a regression problem corrupted by Gaussian noise assuming independence, illustrated in Fig. 1A, where given a set of \(n\) input-output data pairs \(\mathcal{D}_n = \{(x_1, y_1), \ldots, (x_n, y_n)\}\), the negative log-likelihood is given by

\[
L_A(w) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\sigma_n^2} (f(x_i; w) - y_i)^2 + \text{const}
\]

where \(\sigma_n^2\) is the noise variance. In the limit of large number of \(iid\) samples, due to the law of large numbers, it converges to its expectation which is the mean squared error (up to a factor and a constant). Therefore, the asymptotic maximum likelihood solution under this model coincides with the minimum MSE (MMSE) solution.

The basic steepest descent learning rule has the form

\[
\Delta w \leftarrow -\eta \frac{\partial L_{\text{mse}}(w)}{\partial w} = -\eta \mathbb{E} \left[ (w^\top \phi(X) - Y) \phi(X) \right].
\]

Since the cost function is convex, it will converge to the MMSE solution for a sufficiently small learning rate \(\eta\). To make an online learning rule, a stochastic gradient descent is used in practice. In particular, the learning rule of the LMS algorithm is obtained by dropping the expectation from (3), which yields

\[
w_{i+1} \leftarrow w_i - \eta_i (w_i^\top \phi(x_i) - y_i) \phi(x_i).
\]

Hence, after processing \(i\) samples, the prediction for the next sample \(y_{i+1}\) is given by,

\[
\hat{y}_{i+1} = w_i^\top \phi(x_{i+1}) = \sum_{k=1}^{i} \eta e_k \phi(x_k)^\top \phi(x_{i+1})
\]

where \(e_k = y_k - w_k^\top \phi(x_k)\) is the error for each sample. For KLMS, the prediction can be directly computed from the samples despite \(f \in \mathcal{H}\), since \(\phi(x_i)^\top \phi(x_k) = k(x_i, x_k)\).

The stochastic gradient descent algorithm is guaranteed to convergence (almost surely) to the global optimal solution under stationary and ergodic observations if a proper step size scheduling is used (e.g., \(\sum_{i=1}^{\infty} \eta_i^2 < \infty\) and \(\sum_{i=1}^{\infty} \eta_i = \infty\)). However, the tracking capability of LMS/KLMS is dependent on the step size; if the step-size were annealed, it would be tracking less efficiently as more samples are seen. Therefore, to have constant tracking, step size is not annealed in practice, that is, \(\forall i \eta_i = \eta\). Then, for the price of non-zero misadjustment, the algorithms can surprisingly learn continuously from new samples, and overwrite what was learned before. Note that this “hack” disconnects the algorithm from the graphical model Fig. 1A which inherently assumes a stationary data generation process. In the following section, we show how this tracking ability can be derived from first principles.

III. Bayesian Interpretation

A. Model

A slowly changing system can be explicitly described by a probabilistic model with latent dynamics on the parameter. In such a model, each parameter associated with each sample or time is considered as an interdependent random (latent) variable, as illustrated in Fig. 1B. Our goal is to show that the KLMS is an approximate sequential inference for \(w_i\). We start with a diffusion process as a reasonable model for nonstationarity:

\[
P(w_{k+1} | w_k) = N(w_{k+1}; w_k, \sigma_n^2 I),
\]

where \(N\) denotes a Gaussian distribution in the feature space, and \(\sigma_n^2\) is the variance of diffusion on each direction. The likelihood model is assumed to be a linear–Gaussian model, similar to the stationary case,

\[
P(y_k | x_k, w_k) = N(y_k; w_k^\top \phi(x_k), \sigma_n^2)
\]

where \(\sigma_n^2\) is the observation noise variance. We remark that the conditional distributions \[6\] and \[7\] for the finite dimensional feature space is a special case of the Kalman filter model with linear dynamics.

B. Approximate Inference

If we wish to (recursively) infer the posterior weight distribution \(P(w_k | D_k)\), we only need the mean and covariance, since we assume Gaussianity in this model \[10\]. Assuming \(P(w_{k-1} | D_{k-1}) = N(\mu_{k-1}, \Sigma_{k-1})\), a single linear Gaussian
obtain results in a one step evolution of the posterior as another Gaussian \( P(w_k | D_k) = \mathcal{N}(\mu_k, \Sigma_k) \), with
\[
\Sigma_k^{-1} = \Sigma_k^{-1} + \frac{1}{\sigma_n^2} \phi(x_k)\phi(x_k)^T
\text{ (8)}
\]
\[
\mu_k = \Sigma_k \left[ \frac{1}{\sigma_n^2} y_k \phi(x_k) + \Sigma_k^{-1} \mu_{k-1} \right].
\text{ (9)}
\]
This recursion can be solved efficiently, and the solution is known as the extended recursive least squares algorithm [6]. However, it requires a quadratic number of operations in terms of the dimension of the feature vector for updating the (inverse) covariance matrix. In case of an infinite-dimensional feature space, the feature vector dimension grows linearly with the number of observations, rendering this approach prohibitive. Therefore, in order to obtain a linear time complexity algorithm, we assume the posterior to be concentrated around the maximum. In other words, we approximate the posterior as a delta function at the maximum a posteriori (MAP) estimate \( P(w_k | D_k) \approx \delta_{w_k^{\text{MAP}}} \) before inferring \( P(w_{k+1} | D_k) \).

Below, we show the steps for online inference rules using this approximation.

First, the approximation is equivalent to assuming an isotropic Gaussian around the MAP estimate for the previous sample.

\[
P(w_{k+1} | D_k) = \int P(w_{k+1} | w_k)P(w_k | D_k)dw_k
\]
\[
\approx \int P(w_{k+1} | w_k)\delta(w_k^{\text{MAP}})dw_k
\]
\[
= P(w_{k+1} | w_k^{\text{MAP}}) = \mathcal{N}(w_k^{\text{MAP}}, \sigma_q^2 I).
\text{ (10)}
\]

Using Bayes’ rule, the posterior weight distribution is,
\[
P(w_{k+1} | D_{k+1}) \propto P(y_{k+1} | x_{k+1}, w_{k+1})P(w_{k+1} | D_k)
\]
\[
= \mathcal{N}(y_{k+1}; w_k^{\text{MAP}}\phi(x_{k+1}), \sigma_q^2)
\]
\[
\cdot \mathcal{N}(w_{k+1}; w_k^{\text{MAP}}, \sigma_q^2 I)
\]
\[
= \mathcal{N}(w_{k+1}; w_k^{\text{MAP}}, \Sigma_{k+1})
\text{ (11)}
\]
where the parameters for the posterior are,
\[
\Sigma_{k+1}^{-1} = \frac{1}{\sigma_d^2} I + \frac{1}{\sigma_n^2} \phi(x_{k+1})\phi(x_{k+1})^T
\text{ (12)}
\]
\[
w_{k+1}^{\text{MAP}} = \Sigma_{k+1} \left[ \frac{w_k^{\text{MAP}}}{\sigma_d^2} + \frac{y_{k+1}\phi(x_{k+1})}{\sigma_n^2} \right].
\text{ (13)}
\]

This can be simplified using the matrix inversion lemma,
\[
w_{k+1}^{\text{MAP}} = w_k^{\text{MAP}} + \frac{\eta'(y_{k+1} - w_k^{\text{MAP}}\phi(x_{k+1}))\phi(x_{k+1})}{1 + \eta'\phi(x_{k+1})^T\phi(x_{k+1})}
\text{ (14)}
\]
where the learning rate is determined by the diffusion-to-noise ratio \( \eta' = \sigma_d^2/\sigma_n^2 \). This is similar to the normalized LMS (NLMS) update rule, although not identical. If the kernel is normalized, such that \( k(x, x) = 1 \), then it can be simply rewritten as,
\[
w_{k+1}^{\text{MAP}} = w_k^{\text{MAP}} + \eta\epsilon_k \phi(x_k)
\text{ (15)}
\]
where \( \eta = \eta'/(1 + \eta') \). Note that the stochastic gradient derivation [7] is identical to the approximate Bayesian learning rule [15]; we have rederived KLMS with a state-space model.

Also, note that \( 0 < \eta < 1 \), thus we have a frequentist convergence guarantee of the weight vector to the optimal weight vector \( w^* \) in mean in a stationary environment, i.e., \( \lim_{k \to \infty} E[w_k] \to w^* \) [17].

C. Implications

The resulting algorithm [15] has linear time complexity \( \mathcal{O}(m) \) where \( m \) is the number of \( x_i \)'s used to represent the weight, while the extended KRLS requires quadratic time complexity \( \mathcal{O}(m^2) \) at each iteration [6, 13]. However, this does not come without a sacrifice. This derivation forgets the covariance of the weights after each iteration. The covariance contains the information on the uncertainty over the weight vector; the weights with less uncertainty are updated less. However, with the covariance being approximated by a constant diagonal [10], roughly speaking, the weight vector is updated equally, and independently. This brings a couple of disadvantages. First, the posterior broadness information is lost, so we cannot report how much confidence we have about the current estimate. Second, the update is not optimal, and we cannot guarantee its asymptotic convergence to the Bayesian posterior. However, as we will see in the following section, we have some practical frequentist convergence results.

D. Tracking

Despite the possible slower convergence, we provide a frequentist guarantee that KLMS tracks the true weight under mild conditions. Specifically, we assume that the true system \( f(x) = w^*^T \phi(x) \) slowly changes over time, i.e., \( w_{k+1}^* = w_k^* + q_k \) where \( q_k \in \mathcal{H} \) is a small independent stochastic perturbation with \( E[q] = 0 \) and \( E[q^T q] = \sigma_q^2 \). From [15], we can write the difference in the estimate as,
\[
\Delta w_{k+1} := w^*_k - w_{k+1} = w^*_k + q_k - w_k - \eta \epsilon_k \phi(x_k)
\]
\[
= \Delta w_k + q_k - \eta \epsilon_k \phi(x_k).
\text{ (16)}
\]

Our goal is to bound the asymptotic expected norm of \( \Delta w_{k+1} \). The norm can be expanded as,
\[
\|\Delta w_{k+1}\|^2 = \|\Delta w_k\|^2 + \|q_k\|^2 + \eta^2 \epsilon_k^2 \phi(x_k)^T \phi(x_k)
\]
\[
+ 2q_k^T \Delta w_k - 2\eta \epsilon_k q_k^T \phi(x_k)
\]
\[
- 2\eta \epsilon_k \Delta w_k^T \phi(x_k).
\text{ (17)}
\]
By taking the expectation on both sides, we get,
\[
E[\|\Delta w_{k+1}\|^2] = E[\|\Delta w_k\|^2 + \|q_k\|^2 + \eta^2 \epsilon_k^2 \phi(x_k)^T \phi(x_k)]
\]
\[
+ 2q_k^T \Delta w_k - 2\eta \epsilon_k q_k^T \phi(x_k)
\]
\[
- 2\eta \epsilon_k \Delta w_k^T \phi(x_k).
\text{ (18)}
\]
where \( \zeta_k = (w_k^* - w_k)^T \phi(x_k) \) is the model mismatch error, and we have assumed \( k(x, x) = 1 \) for simplicity. Notice that the error \( \epsilon_k \) can be decomposed as \( \epsilon_k = \nu_k + \zeta_k \) where \( \nu_k \) and \( \zeta_k \) are independent of each other, and also \( \nu_k \sim N(0, \sigma_n^2) \). Therefore, by taking the limit \( k \to \infty \), we obtain the steady state condition:
\[
\sigma_q^2 + \eta^2 E[\zeta_k^2] + \eta^2 \sigma_n^2 - 2\eta E[\zeta_k^2] = 0.
\]
\[
\Rightarrow E[\zeta_k^2] = \frac{\sigma_q^2 + \eta^2 \sigma_n^2}{\eta(2 - \eta)}.
\text{ (18)}
\]
In a stationary environment we have \( \sigma_q^2 = 0 \), and therefore, the steady state error disappears as \( \eta \) tends to zero. However, in a nonstationary environment such is not the case, since in the limiting learning rate value the filter fails to track. Thus, for tracking, one needs a finite learning rate value. A suitable learning rate interval that guarantees convergence remains to be explored.

IV. FORGETFUL DYNAMICS FOR KLMS

We made a theoretical connection between the KLMS and the Kalman filter in section III, providing a state-space interpretation to KLMS which explains why KLMS is appropriate for nonstationary environments. In this section, we extended them in a principled manner to obtain forgetting dynamics in the weights. This is achieved by a simple modification of the latent dynamics (6); we will generalize the noise distribution in a nonstationary environment such is not the case, since in the steady state error disappears as \( \sigma_q \) tends to zero. However, as shown in \([8]\), KLMS is self-regularizing and hence such extra regularization is usually not necessary. How-ever, it provides a significant practical benefit for maintaining a compact representation—we can prune the \( \phi(x) \) component that are too small to have any effect. A simple strategy of pruning is to drop effective coefficients below a small pre-specified threshold. Then, assuming a stationary distribution over the new coefficients, the forgetting factor \( \lambda \) and the threshold control the expected representation length. One can also maintain a fixed budget by removing the oldest coefficient after a predefined number of centers is reached. We employ the latter strategy in the experiment shown in Fig. 2.

V. NOVEL OBSERVATIONS MODELS FOR KLMS

Gaussian observation model (7) is widely used for continuous observations, however, it is inappropriate where the observations are natural numbers, or binary labels. In this section, we extend KLMS by replacing the Gaussian observation model with other distributions in the exponential family.

A. Poisson observations

Poisson likelihood is widely used when the observations are natural numbers: \( 0, 1, 2, \ldots \). For example, in neuroscience, neural response is often quantified by the number of spikes, and tracking how the neural code changes during experiment is of great importance \([1]\). We use the canonical inverse link function (exponential) for the Poisson distribution to map the linear (or nonlinear) function from the input to the non-negative rate parameter, i.e.,

\[
P(y_k|x_k, w_k) = \text{Poisson}(y_k; \exp(w_k^T \phi(x_k))).
\]

To derive the adaptive filtering algorithm, once again, we approximate the current state given the previous observations as (19), for which the log prior is,

\[
\log P(w_k|D_{k-1}) = -\frac{1}{2\sigma_d^2}(\lambda w_{k-1} - w_k)^T(\lambda w_{k-1} - w_k) + c.
\]
Therefore, using Bayes’ rule, the posterior at time \( k \) is,
\[
\log P(w_k|D_k) = \log P(y_k|x_k, w_k) + \log P(w_k|D_{k-1}) = y_k w_k^\top \psi(x_k) - \exp(w_k^\top \psi(x_k))
\]
\[
- \frac{1}{2\sigma_d^2} (\lambda w_{k-1}^{MAP} - w_k)^\top (\lambda w_{k-1}^{MAP} - w_k),
\]
where irrelevant constants are omitted. We need to maximize this log-posterior over \( w_k \) to estimate \( w_k^{MAP} \). The MAP estimate must satisfy the stationary condition \( \partial \log P(w_k|D_k)/\partial w_k = 0 \), which implies,
\[
2\sigma_d^2(y_k - \exp(w_k^{MAP^\top} \psi(x_k)))\psi(x_k) = (\lambda w_{k-1}^{MAP} - w_k^{MAP}).
\]
(23)

We observe that the solution of (23) can be expressed as,
\[
w_k^{MAP} = \lambda w_{k-1}^{MAP} + \alpha_k \phi(x_k),
\]
where \( \alpha_k \) is a scalar, and therefore, we can rewrite the log-posterior as,
\[
J(\alpha_k) = y_k (\log(\psi_k) + \alpha_k) - \psi_k \exp(\alpha_k) - \frac{\alpha_k^2}{2\sigma_d^2}
\]
(24)

where \( \psi_k = \exp(\lambda w_{k-1}^{MAP^\top} \phi(x_k)) \), and we have assumed a normalized kernel for simplicity. Thus, we reduce the problem of finding an infinite dimensional weight vector to a one dimensional optimization. Although, there is no analytical solution, the cost function \( J(\alpha_k) \) is strictly concave and therefore, its maximum can be easily found by existing optimization tools. The complexity of this algorithm is still \( O(n) \), with a constant overhead for solving a concave maximization problem at each step.

We demonstrate its performance on a neurally inspired example in Fig. 3. A typical nonlinear response function (tuning curve) is set to shift its center slowly, creating a non-stationary tracking problem. The Poisson-KLMS extension correctly tracks, and maintains a small MSE throughout the experiment.

**B. Binary observations**

Similarly, Bernoulli likelihood is widely used when the observations are binary labels, such as in a classification problem. Here we only address the binary classification problem, while the generalization to multi-class classification is certainly feasible, and straightforward. We use the inverse canonical link function (logistic) for the Bernoulli distribution to map the linear (or nonlinear) function from the input to the non-negative probability score between \([0, 1]\), i.e.,
\[
P(y_k|x_k, w_k) = \text{Bernoulli}(y_k; \text{logistic}(w_k^\top \phi(x_k)))
\]
(25)
where \( \text{logistic}(x) = (1 + \exp(-x))^{-1} \), and Bernoulli\((y; p) = p^y (1-p)^{1-y} \) is the Bernoulli distribution with probability of success \( p \). Then the posterior log-likelihood can be written as,
\[
\log P(w_k|D_{k-1}) = -y_k \log(1 + \exp(-w_k^\top \phi(x_k)))
\]
\[
- (1 - y_k) \log(1 + \exp(w_k^\top \phi(x_k)))
\]
\[
- \frac{1}{2\sigma_d^2} (\lambda w_{k-1}^{MAP} - w_k)^\top (\lambda w_{k-1}^{MAP} - w_k),
\]
where \( \psi_k = \lambda w_{k-1}^{MAP^\top} \phi(x_k) \). The cost function \( J(\alpha_k) \) is again strictly concave, and thus, the optimization problem can be solved efficiently. In Fig. 4 we demonstrate the effectiveness of this approach in tracking a shifting binary classification boundary.

It should be noted that both Poisson-KLMS and Bernoulli-KLMS do not have an explicit learning rate parameter. This is because the observation model is not Gaussian, where the learning rate parameter is simply the ratio between the diffusion variance and the noise variance. However, in these extensions the diffusion variance plays a similar role; the lower the \( \sigma_d^2 \), the slower the adaption process.

**VI. Experiment**

We acquired data from a wireless communication test bed that is used to evaluate the performance of digital communication systems in realistic indoor environments. The platform is composed of several transmit and receive nodes, each one
including a radio-frequency front-end and baseband hardware for signal generation and acquisition. The front-end also incorporates a programmable variable attenuator to control the transmit power value and therefore the signal saturation. A more detailed description of the test bed can be found in [8]. Using the hardware platform, we transmitted clipped orthogonal frequency-division multiplexing (OFDM) signals centered at 5.4 GHz over real frequency-selective and time-varying channels, with normalized Doppler frequency around 10^{-3}. The transmit amplifier was operated close to saturation. In this experiment the transmitted and received signals are used to track the variations of the nonlinear channel.

We compare 4 algorithms with hyperparameters tuned using the first 500 samples. Fig. 5 displays the one-step ahead prediction normalized mean squared error (NMSE) of the tracking experiment. Average NMSE are: NLMS −4.0412, NORMA −6.4423, QKLMS −6.9060, fKLMS −6.8624 dB. fKLMS and NORMA used 500 total basis functions. QKLMS and fKLMS show similar performances better than NORMA and (linear) NLMS.

VII. DISCUSSION

In this paper, we derived a family of linear time and space complexity KAF algorithms from Bayesian filtering by maintaining only the MAP solution at each iteration and discarding the posterior distribution (summarized by the covariance). One of the basic resulting algorithms is identical to KLMS, which is simple and practical. The tracking ability of LMS/KLMS is usually understood by its stochastic nature that allows it to continually adjust itself to the non-stationary environment. We provide an alternate explanation of this mechanism by showing the KLMS can also be seen as an approximation to state-space modeling which possesses explicit tracking abilities. Our framework allows flexibility in the state-space models which can be used to induce forgetting behavior, as well as novel observation noise models, such as Poisson and Bernoulli.

The optimal nonlinear Bayesian filtering for Gaussian diffusion dynamics, given by either Eq. (6) or Eq. (19), and a Gaussian observation model (7) can be iteratively solved by extended kernel recursive least squares algorithm [6], [13]. For a general dynamics and a general likelihood such as (22), or (25), we often do not have a closed form iterative solution, and one must resort to slower sampling based inference such as sequential Monte Carlo algorithm or approximate inferences. Exact optimal solutions are impractical due to its high computational cost. Hence, certain approximations must be made; for example, [13] uses a low-dimensional subspace approximation.

We have derived KAFs for natural number and binary observation, and it can be also extended to multi-class by using multinomial-logistic model. However, we do not have convergence results for Poisson and logistic variants as in the Gaussian version where it can be shown that for η < 1 the solution converges in mean.

Our algorithms have a few hyperparameters that need to be set ahead; the kernel parameters, the diffusion variance, and the likelihood parameters. We have not presented a formal way for choosing those hyperparameters, which plays a crucial role in the speed of convergence and the tracking ability of the algorithm. If training time series is available, one can use expectation-maximization or sampling methods to find appropriate parameters [9]. We leave these as future work.
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