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Abstract

We propose a novel approach to the problem of clustering hierarchically aggregated time-series data, which has remained an understudied problem though it has several commercial applications. We first group time series at each aggregated level, while simultaneously leveraging local and global information. The proposed method can cluster hierarchical time series (HTS) with different lengths and structures. For common two-level hierarchies, we employ a combined objective for local and global clustering over spaces of discrete probability measures, using Wasserstein distance coupled with Soft-DTW divergence. For multi-level hierarchies, we present a bottom-up procedure that progressively leverages lower-level information for higher-level clustering. Our final goal is to improve both the accuracy and speed of forecasts for a larger number of HTS needed for a real-world application. To attain this goal, each time series is first assigned the forecast for its cluster representative, which can be considered as a “shrinkage prior” for the set of time series it represents. Then this base forecast can be quickly fine-tuned to adjust to the specifics of that time series. We empirically show that our method substantially improves performance in terms of both speed and accuracy for large-scale forecasting tasks involving much HTS.

1 Introduction

Forecasting time-series with hierarchical aggregation constraints is a problem encountered in many practically important scenarios ([Hyndman et al., 2011; 2016; Lauderdale et al., 2020; Taieb et al., 2017; Zhao et al., 2016]). For example, retail sales and inventory records are normally at different granularities such as product categories, store, city and state ([Makridakis et al., 2020; Seeger et al., 2016]). Generating forecasts for each aggregation level is necessary for developing both high-level and detailed views for marketing insights. Different from multivariate time series forecasting, results for HTS need to be coherent across the given structure. In addition, data at different aggregation levels possess distinct properties w.r.t. sparsity, noise distribution, sampling frequency etc., so utilizing structural information when training forecasting model is helpful for improving final results ([Han et al., 2021]). In applications like the e-commerce domain, one HTS typically represents a single user’s record, and the number of users is very large. Some users have abundant records while some are limited. Therefore, it is inefficient to build predictive models independently for each
We propose a novel and effective way to address this problem by assigning one model per group of similar HTS as determined by a flexible clustering procedure, followed by fine-tuning of forecasts for each user. In addition to providing superior clustering results for multi-level hierarchies, our approach shows significant improvements in both computational time and accuracy of forecasts when applied to large HTS datasets containing hundreds of thousands of time series.

Time series clustering is an important tool for discovering patterns over sequential data when categorical information is not available. In general, clustering methods are divided into discriminative (distance-based clustering) and generative (model-based clustering) approaches. Discriminative approaches normally define a proper distance measure (Müller, 2007; Petitjean et al., 2011) or construct features (Aghabozorgi et al., 2015; Paparrizos & Gravano, 2015) that capture temporal information. Generative approaches (Zhong & Ghosh, 2003) specify the model type (e.g., HMM) apriori and estimate the parameters using maximum likelihood algorithms. This type of method works better when the underlying modelling assumption is reasonable, but is hampered if the models are misspecified. In addition, generative approaches are more computationally heavy given the maximum likelihood estimation. Deep learning models have also been applied on time series clustering. Popular methods are normally discriminative approaches that first extract useful temporal representations followed by clustering in the embedding space (Franceschi et al., 2019; Ma et al., 2019). These methods are widely used for clustering time series with different dimensions. For HTS, simply clustering as multivariate time series without considering hierarchy will lead to inferior performance, particularly when the hierarchy is complex. On the other hand, it is difficult to completely respect the hierarchy when clustering, since the data is not easy to partition given the imposed constraints.

There is little prior work on clustering of multilevel structured data. A pioneering effort (Ho et al., 2017) proposed to partition data in both local and global levels and discover latent multilevel structures. This work proposes an optimization objective for two-level clustering based on Wasserstein metrics. Its core idea is to perform global clustering based on a set of local clusters. However, this work mainly applies to discrete and semi-structured data such as annotated images and documents. It cannot be applied on HTS involving continuous and structured data, which has more constraints. A follow-up work (Ho et al., 2019) has extended this to continuous data by assuming that the data at the local level is generated by predefined exponential family distributions. It then performs model-based clustering at both levels. However, model-based clustering for time series is computationally expensive and crucially depends on modeling assumptions. Moreover, both these works are limited to two-level structures, whereas for several HTS applications, given a set of pre-specified features as aggregation variables, it is possible to have a multi-level hierarchy.

In this paper, we propose an effective clustering method tailored for HTS data. Our method, called HTS-Cluster, is designed for both two-level and multi-level hierarchies. HTS-Cluster employs a combined objective that involves clustering terms from each aggregated level. This formulation uses Wasserstein distance metrics coupled with Soft-DTW divergence (Blondel et al., 2021) to cater to variable length series that are grouped together. Overall, HTS-Cluster is an efficient model-free method which can handle HTS with various types of individual components and hierarchies.

## 2 Background

### Hierarchical Time Series

Given the time stamps $t = 1, \ldots, T$, let $x_t \in \mathbb{R}^n$ be the value of HTS at time $t$, where $x_{t,i} \in \mathbb{R}$ is the value of the $i^{th}$ (out of $n$) univariate time series. Figure 2 shows an example of HTS with three-level structure. We refer to time series at the leaf nodes of the hierarchy as bottom-level time series.
and the remaining nodes as aggregated-level time series. We split the vector of $x_t$ into $m$ bottom time series and $l$ aggregated time series such that $x_t = [a_t, b_t]^\top$ where $a_t \in \mathbb{R}^l$ and $b_t \in \mathbb{R}^m$ with $n = l + m$. The summation matrix $S \in \{0, 1\}^{n \times m}$ satisfy $x_t = S \cdot b_t$, which can later be used to calibrate forecasting results to be aligned with given hierarchical structure. For notational simplicity, we will omit the time stamp of each series in the following discussion.

**Dynamic Time Warping** Dynamic time warping (DTW) (Sakoe & Chiba [1978], Müller [2007]) is a popular method for computing the optimal alignment between two time series with arbitrary lengths. Given $X$ and $Y$ of length $T_1$ and $T_2$, DTW computes the $T_1 \times T_2$ pairwise distance matrix between each time stamp and solves a dynamic program (DP) using Bellman’s recursion in $\mathcal{O}(T_1 \cdot T_2)$ time. DTW discrepancy can be used to describe average similarity within a set of time series (Petitjean et al., 2011). However, DTW is not a differentiable metric given its DP recursion nature. To address this issue, Cuturi & Blondel (2017) proposed soft-DTW by smoothing the min operation using log-sum-exp trick. Specifically, assume $A \in \{0, 1\}^{T_1 \times T_2}$ is the alignment matrix between two time series and $C \in \mathbb{R}^{T_1 \times T_2}$ is the cost matrix, the formulation of Soft-DTW can be written as

$$\text{SDTW}_\gamma(C(X, Y)) = \min_{A \in \mathcal{A}(T_1, T_2)} \gamma(A, C) = -\gamma \log \sum_{A \in \mathcal{A}(T_1, T_2)} \exp(-\langle A, C \rangle / \gamma),$$

(1)

where $\gamma > 0$ is a parameter that controls the trade-off between approximation and smoothness and $\mathcal{A}(T_1, T_2)$ is the collection of all possible alignments between two time series. Soft-DTW is differentiable w.r.t. all of its variables and can be used for a variety of tasks such as averaging, clustering and prediction of time series. However, soft-DTW also has several drawbacks. Blondel et al. (2021) recently showed that soft-DTW is not a valid divergence given its minimum is not achieved when two time series are equal; also, the value of soft-DTW is not always non-negative. Blondel et al. (2021) proposed soft-DTW divergence, which can address these two issues and achieves better performance in relevant tasks. This divergence, denoted as $D^C_\gamma$, can be written as

$$D^C_\gamma(X, Y) := \text{SDTW}_\gamma(C(X, Y)) - \frac{1}{2} \text{SDTW}_\gamma(C(X, X)) - \frac{1}{2} \text{SDTW}_\gamma(C(Y, Y)).$$

(2)

Our method will incorporate the soft-DTW divergence as a base distance measure for variable length sequences, and use it as a differentiable loss during the clustering procedure.
Wasserstein Distances For any given subset $\Theta \subset \mathbb{R}^d$, let $\mathcal{P}(\Theta)$ denote the space of Borel probability measures on $\Theta$. The Wasserstein space of order $r$ of probability measures on $\Theta$ is defined as $\mathcal{P}_r(\Theta) = \{ G \in \mathcal{P}(\Theta) : \int \|x\|^{r} dG(x) < \infty \}$, where $\| \cdot \|$ denotes Euclidean metric in $\mathbb{R}^d$. For any element $P,Q$ in $\mathcal{P}_r(\Theta)$, the $r$-Wasserstein distance $W_r(P,Q)$ is defined as

$$W_r(P,Q) = \left( \inf_{\pi \in \Pi(P,Q)} \int_{\Theta^2} \|x - y\|^r d\pi(x,y) \right)^{1/r}, \quad (3)$$

where $\Pi(P,Q)$ contains all the joint (coupling) distributions whose marginal are $P$ and $Q$, and the coupling $\pi$ that achieves the minimum of Eq (3) is called the transportation plan. In other words, $W_r(P,Q)$ is the optimal cost of moving mass from $P$ to $Q$, which is proportional to $r$-power of Euclidean distance in $\Theta$. Furthermore, by recursion of concepts, define $\mathcal{P}_r(\mathcal{P}_r(\Theta))$ as the space of Borel measures on $\mathcal{P}_r(\Theta)$, then for any $P',Q' \in \mathcal{P}_r(\mathcal{P}_r(\Theta))$, we have

$$W_r^{(2)}(P',Q') = \left( \inf_{\pi' \in \Pi(P',Q')} \int_{\mathcal{P}_r(\Theta)^2} W_r^r(P,Q) d\pi(P,Q) \right)^{1/r}.$$  

Similarly, the cost of moving unit mass in its space of support $\mathcal{P}_r(\Theta)$ is proportional to the $r$-power of the $W_r$ distance in $\mathcal{P}_r(\Theta)$. The Wasserstein distance can be thought as a special case of Wasserstein barycenter problem. The computation of Wasserstein distance and Wasserstein barycenter has been studied by many prior works ([Agueh & Carlier, 2011], [Álvarez-Esteban et al., 2016], [Benamou et al., 2015], [Solomon et al., 2015], [Lin et al., 2019, 2020, 2022]), where [Cuturi & Doucet, 2014] proposed an efficient algorithm for finding its local solutions. The well-known $K$-means clustering algorithm can also be viewed as solving a Wasserstein means problem ([Pollard, 1982], [Ho et al., 2017]).

3 Hierarchical Time Series Clustering

Denote $x_{j,i}$ as the $i$th univariate time series of the $j$th HTS, where $1 \leq j \leq N$, $1 \leq i \leq n_j$. Assume the index $i$ of each univariate series is given by the level-order traversal of the hierarchical tree from left to right at each level. We will use $a_{j,i}$ and $b_{j,i}$ for the corresponding aggregated and bottom-level series. We start with clustering two-level time series and then extend to multiple levels.

3.1 Two-Level Time Series Clustering

Given that data at the same aggregated level possess similar properties, we perform time series clustering in a level-wise fashion. Define $W_{\text{stdtw}}$ as a new Wasserstein distance measure by replacing the Euclidean distance in Eq (3) with soft-DTW divergence $D_t^C$ defined in Eq (2). For any $j = 1, \ldots, N$, we denote the empirical measure of all bottom-level series as $P_{N'} = \frac{1}{N'} \sum_{j=1}^{N'} \sum_{i=1}^{n_j} \delta_{b_{j,i}}$, where $N' \geq N$ given that each HTS has at least one bottom-level series. For local (bottom-level) clustering, assume that at most $k_2$ clusters can be obtained, we perform $K$-means that can be viewed as finding a finite discrete measure $G = \sum_{k=1}^{k_2} u_k \delta_{\mu_k} \in \mathcal{O}_{k_2}(\Theta)$ that minimizes $W_{\text{stdtw}}(G, P_{N'})$, where $\mu_k \in \mathbb{R}^T$ is the “cluster mean” time series to be optimized as the support of the finite discrete measure $G$ and $u \in \Delta_{k_2}$. Although this approach can be extended to any aggregated level, such method cannot leverage the connections with adjacent levels. Figure 2 gives an example on how summation causes lose of information in time series: it is less likely to obtain reasonable results by simply clustering data at aggregated level. Given the loss of information from the aggregation operation, it can be helpful to perform top-level clustering with the help of bottom-level series.
They are then used to construct the probability measure assignment of both top and bottom levels are stable. Overall, the alternating update can better utilize structural another step of cluster assignment and centering over alternates updates of time series clusters at each aggregated level. At each iteration, we first perform one step of cluster assignment and centering for time series using finite number of bottom-level clusters, which reduces computation time from concatenating bottom-level time series while simultaneously leverages local information. We now define the objective function for jointly optimizing both local and global clusters as follows

\[ a_{j,1} = \frac{1}{|F_j(1)|} \sum_{i \in F_j(1)} \sum_{k \in [k_2]} 1_{\mu_k} 1_{b_{j,i} \in C_k}, \quad (4) \]

i.e. we represent the top level time series as an empirical distribution of \( \{\mu_k\}_{k \in [k_2]} \), where the weight of each \( \mu_k \) is determined by the number of \( b_{j,i} \) that belongs to cluster \( C_k \). This formulation represents the top-level time series using finite number of bottom-level clusters, which reduces computation time from concatenating bottom-level time series while simultaneously leverages local information. We now define the objective function for jointly optimizing both local and global clusters as follows

\[ \inf_{G \in \mathcal{O}_{k_2}(\Theta), \mathcal{H} \in \mathcal{O}_{k_1}(\mathcal{P}_r(\Theta))} W_{\text{sdtw}}(G, P_{N'}) + W_{\text{sdtw}}^{(2)}(\mathcal{H}, \frac{1}{N} \sum_{j=1}^{N} \delta_{a_{j,1}}), \quad (5) \]

where \( k_1 \) is the number of clusters at the top level, and \( \mathcal{H} \) is the distribution over top-level cluster centroids. Denote \( \Delta_k = \left\{ w \in \mathbb{R}^k : w_i \geq 0, \sum_{i=1}^{k} w_i = 1 \right\} \) as the probability simplex for any \( k \geq 1 \). Similar to each top-level time series \( a_{j,1} \), the supports of \( \mathcal{H} \) are also finite discrete measures. Specifically, \( \mathcal{H} = \sum_{k=1}^{k_1} v_k \delta_{\nu_k} \in \mathcal{P}_r(\mathcal{P}_r(\Theta)) \), where \( v \in \Delta_{k_1} \), \( \nu_k \in \mathcal{O}_{k_1}(\Theta) \) and \( n = \frac{1}{N} \sum_{j=1}^{N} F_j(1) \). Eq (5) is our formulation for the two-level hierarchical time series clustering problem, where the first term \( W_{\text{sdtw}}(G, P_{N'}) \) is Wasserstein distance defined in the space of measures \( \mathcal{P}_r(\Theta) \) and the second term is defined in \( \mathcal{P}_r(\mathcal{P}_r(\Theta)) \).

**Leveraging Local and Global Information** We now propose an algorithm to solve Eq (5) by performing alternating updates of time series clusters at each aggregated level. At each iteration, we first perform one step of cluster assignment and centering for \( \{b_{j,i}\}_{j \in [N], i \in F_j(1)} \), which returns a set of cluster means \( \{\mu_k\}_{k \in [k_2]} \). They are then used to construct the probability measure \( \{a_{j,1}\}_{j \in [N]} \) by Eq (4). The iteration is finished by another step of cluster assignment and centering over \( \{a_{j,1}\}_{j \in [N]} \). This process is repeated until the cluster assignment of both top and bottom levels are stable. Overall, the alternating update can better utilize structural
Algorithm 1 Bottom-Up Clustering for Multilevel HTS

1: Input: \( L \), total aggregation level; \( x^l_{1:N} \), collection of the \( l \)-th level time series from \#1 to \#\( N \) HTS
2: Initialize: cluster assignment: \( \{ C^l_k \}_{k \in [k_l], l \in [L]} \)
3: while not converged do
4: compute cluster mean by \( \mu_k^l = \arg \min_{\mu \in \mathbb{R}^T} \frac{1}{|P^l_k|} \sum_{i \in P^l_k} D^C_{\gamma}(x^l_{1:N}[i], \mu), \forall k \in [k_l] \)
5: obtain cluster assignment by \( C^l_k = \{ i : D^C_{\gamma}(x^l_{1:N}[i], \mu_k^l) = \min_{k \in [k_l]} D^C_{\gamma}(x^l_{1:N}[i], \mu_k^l) \}, \forall k \in [k_l] \)
6: end while
7: for \( l = [L - 1, L - 2, \ldots, 1] \) do
8: def measure for data at \( l \)-th level: \( x_j'[n] = \frac{1}{|P_j(n)|} \sum_{i \in P_j(n)} \sum_{k \in [k_{l+1}]} \mathbf{1}_{\nu_k^{l+1}} \mathbf{1}_{x_j'[i] \in C_k^{l+1}}, \forall j \in [N] \)
9: while not converged do
10: compute Wasserstein barycenter by \( \nu_k^l = \arg \min_\nu \mathcal{P}_sdtw(x^l_{1:N}[i], \nu), \forall k \in [k_l] \)
11: obtain cluster assignment by \( C^l_k = \{ i : W_{sdtw}(x^l_{1:N}[i], \nu_k^l) = \min_{k \in [k_l]} W_{sdtw}(x^l_{1:N}[i], \nu_k^l) \}, \forall k \in [k_l] \)
12: end while
13: update cluster mean by \( \mu_k^l = \arg \min_{\mu \in \mathbb{R}^T} \frac{1}{|P^l_k|} \sum_{i \in P^l_k} D^C_{\gamma}(x^l_{1:N}[i], \mu), \forall k \in [k_l] \)
14: end for

information during hierarchical time series clustering: cluster means obtained from \( \{ b_{j,i} \}_{j \in [N], i \in F_j(1)} \) can serve as features when clustering \( \{ a_{j,i} \}_{j \in [N]} \); simultaneously, top-level clustering results can also be used as global information to calibrate bottom-level clustering (e.g., assigning boundary time series given clusters are not well-separated). Empirically, this method is effective in clustering simple two-level HTS.

3.2 Multi-Level Time Series Clustering

For HTS with multiple levels, we employ a “bottom-up” clustering procedure that recursively uses lower level information for higher-level clustering, till the root is reached. Assume we are given \( N \) number of HTS with \( L \) levels; denote \( x^l_{1:N} \) as collection of the \( l \)-th level time series from the first \( N \) HTS and \( x^l_{1:N} \) as the replacement of corresponding time series represented by lower level clusters. We formulate the objective function for clustering multilevel time series as

\[
\inf_{G \in \mathcal{G}_k^l(\Theta), \mathcal{H}^l \in \mathcal{O}_k^l(\mathcal{P}_sdtw(\Theta))} \sum_{l=1}^{L-1} W_{sdtw}^{(l)}(\mathcal{H}^l, \frac{1}{G^l} \sum_{j=1}^{G^l} \delta_{x^l_{1:N}[j]}),
\]

where \( G^l \) is the total number of time series at level \( l \) among \( N \) HTS. Similarly, we have \( \mathcal{H}^l = \sum_{k=1}^{k_l} v_k \delta_{\nu_k^l} \), \( v \in \Delta_{k_l} \) and \( \nu_k^l \in \mathcal{O}_{b_{j,i}}(\Theta) \). Algorithm 1 shows the full procedure of the bottom-up clustering for HTS with arbitrary levels, while its core steps also apply on two-level HTS clustering. Specifically, step 4 and 5 are the centering and cluster assignment steps for clustering time series at the \( L^{th} \) (bottom) level, which uses soft-DTW divergence as a distance measure between each input pair. After the clustering result at the \( L^{th} \) level is obtained, its cluster indices and means are used to construct probability measures for each time series at the \( L - 1 \) level (step 8). Meanwhile, we still have access to the original time series in aggregated levels. Step 10 and 11 perform clustering in the space of probability measures. To efficiently compute Wasserstein barycenter, we optimize the support of barycenter \( \nu_k^l \), which is featured as the free-support method studied by [Cuturi & Doucet, 2014]. For cluster assignment, we compute Wasserstein distance between pairs of probability measures in the space of soft-DTW divergence. Both the assignment and centering steps utilizes information from lower aggregation level, where these steps are repeated until the cluster assignments are
stable. We then use the results of cluster assignment to compute cluster means of the original time series at that level, which are used as supports of probability measure to represent time series in the next aggregation level, until the clustering procedure for all levels are finished.

**Proposition 3.1.** Algorithm 1 monotonically decreases the objective function Eq (6).

**Computational Efficiency** Overall, the HTS clustering framework we proposed is an efficient approach while leveraging the predefined hierarchical information. Compared with model-based clustering, it waives extensive computation of HMM parameters and the data assumptions. In addition, the centering steps (4 and 10) of each level can be optimized using gradient-based methods. Notice that, solving step 10 is much faster than solving step 4 even if same amount of time series are clustered: in step 4, one needs to compute the soft-DTW divergence between cluster means \( \{ \mu_L^k \}_{k \in k_L} \) and all time series \( x_{1:N}^l \) at that level; while in step 10, one just need to compute the soft-DTW divergence between the supports of multiple distributions, i.e., constructing the transportation cost with size \( k_L \times k_L \), which can be obtained beforehand. Furthermore, the number of time series at a higher aggregation level is evidently smaller than lower levels. Therefore, the clustering time will be progressively reduced as we proceed to higher aggregation levels. As we shall see later, the speeds gains for the associated forecasting problem are even greater.

### 3.3 On the Choice of the Number of Clusters

Determining the number of clusters \( K \) is a well-known model selection problem. We note that clustering is an intermediate step in our final goal of large scale forecasts of a set of HTS, and using a larger value of \( K \) can lead to some extra computation but does not detract from this goal. Therefore we initialize each \( k_l \) to be a conservatively chosen large, and apply a post-processing method after clustering to eliminate "redundant" clusters by the merge and remove operations. Specifically, taking the bottom-level time series as an example, given the obtained cluster means \( \{ \mu_L^k \}_{k \in k_L} \) and the cluster indices \( \{ C_L^k \}_{k \in k_L} \), we merge cluster \( C_L^i \) and \( C_L^j \), if \( D_C^\gamma(\mu_L^i, \mu_L^j) < \epsilon_M \), where \( \epsilon_M \) is some pre-defined parameter to determine if the two clusters are close enough, and we remove the cluster \( C_L^i \) if \( |C_L^i| \leq \epsilon_R \), i.e., if the cluster is too small. After we finish merging and/or removing clusters as needed, we can perform an additional fine-tuning on the remaining clusters. Finally, for time series in aggregated levels, we just need to replace \( D_C^\gamma \) with the Wasserstein distance \( W_{\text{stdt}} \).

### 3.4 Clustering for Hierarchical Time Series Forecasting

Forecasts for individual HTS can “borrow strength” from the forecasts of nearest cluster means at each aggregated level. Specifically, we first perform forecast for bottom-level and aggregated level cluster-mean time series \( \{ \mu_L^k \}_{k \in k_L} \) and \( \{ \nu^l_k \}_{k \in k_L, l \in [L-1]} \). The forecast of each univariate time series can be represented as the weighted combination of forecasts of corresponding cluster means at that level. We define the weight between time series \( i \) and cluster mean \( j \) at level \( l \) as

\[
 w_{i,j}^l = \frac{1}{\sum_{k=1}^{k_l} \left( \frac{D_C^\gamma(x_i^l, \nu^l_k)}{D_C^\gamma(x_i^l, x_{i}', \nu^l_k)} \right)^2/m}, \quad m \in (1, \infty), \tag{7}
\]

where the closer \( x_i^l \) to a certain cluster mean, the higher its weight is. This equation is well-known in fuzzy clustering (Yang [1993]), where a data point can belong to more than one cluster, and \( m \) is the parameter that controls how fuzzy the cluster assignments is. One can use post-reconciliation methods such as Wickramasuriya et al. (2019) to calibrate the results for individual time series forecasts.
Table 1: Level-wise clustering results on HTS with two aggregated levels. The upper part shows results on simulated data. The lower part gives results on real-world financial record data using a weak proxy for the (unknown) cluster labels, hence all the numbers are low.

4 Experiments

We evaluate our method (HTS-Cluster) in multiple applications over different datasets. Overall, our experiments include: (1) clustering time series with multilevel structures (Section 4.1); (2) facilitating time series forecasting with the help of clusters (Section 4.2).

4.1 Time Series Clustering

Two-Level HTS We first conduct experiments on synthetic data using ARMA simulations, to provide a feel for the setting and the results attainable. We generate a simple HTS with two levels: one parent node with 4 children vertices, i.e., for the $j$th hierarchy $X_j = \{x_i\}_{i=1}^5$, $x_1 = \sum_{i=2}^5 x_i$. The length of each $X$ is different, ranging from 80 to 300. We use the following simulation function for each time series $x_{1:T}$

$$x_t = 0.75x_{t-1} - 0.25x_{t-2} + 0.65\varepsilon_{t-1} + 0.35\varepsilon_{t-2} + \varepsilon_t + c,$$

where $\varepsilon_t$ is a white noise error term at time $t$, and $c$ is an offset that is used to separate different clusters. We simulate 4 clusters, each having 30 HTS as members. Additionally, the evaluation is also performed on a real-world HTS dataset from a large cooperation. This dataset contains 12,000 users’ electronic record of expenses in different categories. The bottom-level time series are summed across all categories to obtain total expense records. Each user possesses an HTS but the length of records varies from user to user.

Multilevel HTS We also test our method on HTS with multiple aggregated levels. It is simple to extend simulated two-level HTS to multiple levels by modifying the summation matrix $S$. Evaluation is also performed on a large, real-world dataset that contains HTS with $\geq 3$ levels. Each HTS represents expense records of a small business, where the bottom level (or the lowest two levels) time series are user defined accounts (or sub-accounts), which are then aggregated by different tax purposes to obtain the middle level time series. The top level time series are total expenses aggregated from middle level: it includes the overall information of the business. The dataset contains 18,568 HTS with 222,989 bottom level time series in total.

Experiment Baselines Our baselines for evaluating HTS-Cluster include the recent state-of-the-art method DTCR (Ma et al., 2019), which employs an encoder-decoder structure integrated with a fake sample generation strategy. Ma et al. (2019) shows that DTCR can learn better temporal representations for time series data that improves clustering performance. Here, we implement DTCR to treat hierarchical time series as regular
Table 2: Level-wise clustering results on HTS with multiple aggregated levels. On the left are results on simulated data while the right shows results on real-world user financial record data. Since cluster labels are not available for financial data, scores obtained from a weak proxy are lower as expected.

Figure 3: Word cloud visualization of time series meta data at the aggregated level of tax code.

multivariate time series data. In addition, we also implemented independent level-wise clustering using Soft-DTW divergence (Soft-DTW) i.e., without local information and clustering aggregated level data via simply concatenating lower level time series (concat). We use three prevalent methods for clustering evaluation: Normalized Mutual Information (NMI) (Schütze et al., 2008), Adjusted Mutual Information (AMI) (Hubert & Arabie, 1985), and Adjusted Rand Index (ARI) (Vinh et al., 2010).

Clustering Results  We conducted 10 experiments, with different random seeds, on both simulated and real datasets. As shown in Table [upper], for the synthetic two-level HTS, our method is superior to the baseline methods in both clustering performance and computational efficiency. Specifically, in terms of clustering performance, level-wise clustering approaches are better than DTCR, at both global (aggregated) and local (bottom) levels, since separating information from different granularities can improve the partitioning of data. As for computation time, DTCR training consists of two stages: it first learns temporal representations and then performs $K$-means clustering. This results in longer computation time compared with HTS-Cluster. For level-wise approaches, clustering using Soft-DTW divergence and simple concatenation yield the same results at the bottom level, but concatenating bottom level data provides better results at the top level since
Table 3: HTS-Cluster can be used to improve HTS forecasting, when a large number of forecasts need to be done. Results are measured by mean absolute scaled error (MASE)$\downarrow$ using two multivariate time series models. Both Wiki and M5 possess a single hierarchy with many time series; we cluster “sub-trees” at the bottom 2 levels (out of 5) of Wiki and the bottom 3 levels (out of 12; we only show levels 8 to 12) of M5 to reduce total number of time series to be modeled.

| Dataset       | Wiki      | M5        |
|---------------|-----------|-----------|
|               | Levels    |           |
|               | 1 2 3 4 5 | 8 9 10 11 12 |
| LSTNet        | 76.36 76.89 79.65 81.13 86.22 | 63.74 69.43 73.35 76.46 82.36 |
| LSTNet-Cluster| 76.33 76.56 77.67 78.07 95.16 | 62.48 69.14 71.11 76.52 98.78 |
| DeepAR        | 73.98 74.54 77.42 79.12 84.77 | 59.36 67.18 72.04 76.41 80.24 |
| DeepAR-Cluster| 74.21 74.37 77.36 77.56 89.67 | 58.74 65.46 74.39 75.04 90.49 |

aggregation causes lose of information. Finally, the alternating updates using the global and local cluster formulations of Eq.\(^5\), leads to improved performance due to leveraging both local and global information. Specifically, the top level time series are represented by empirical distributions over bottom-level cluster means, and the cluster means at the top level can be obtained more efficiently via fast computation of Wasserstein barycenter. Based on user specified domain knowledge or constraints, we utilize the global cluster assignment to calibrate local time series that are far from the nearest cluster center. This procedure improves both local and global clustering results while simultaneously reducing total computation time.

HTS-Cluster also demonstrates improved performance over baseline methods on multilevel HTS. As shown in Table\(^2\), all methods are evaluated on HTS datasets with 4 aggregation levels, where level 1 is the top level and 4 is the bottom level. Here, HTS-Cluster employs the bottom-up procedure of Algorithm\(^1\) where the clustering results from lower level are leveraged for upper level clustering, until the root is reached. Therefore, the level-wise clustering methods (Soft-DTW, Concat, and HTS-Cluster) share the same results at the bottom level. At aggregated levels, HTS-Cluster consistently outperforms DTCR and Soft-DTW with the help of local information, and achieves competitive performance with Concat at a much smaller computational cost.

For the financial data, there are no cluster labels. So we use the "business type", which is included in the meta data of each HTS, as a weak "ground truth" label for clustering. Not surprisingly, the metrics for all the methods are low as a result (Table 1 bottom), and the utility of HTS-Cluster really emerges when we examine the downstream forecasting results later on. For now, to show that the clusters are still meaningful, we visualize the HTS meta data at the level of tax code using our method (Figure\(^3\), and see that HTS-Cluster does create meaningful partitions for HTS by taking into account features from local time series. Finally, we monitor the level-wise clustering time of each method. As shown in Table\(^4\)(left), HTS-Cluster provides the most efficient way of clustering aggregated level time series among all level-wise clustering approaches.

### 4.2 Hierarchical Time Series Forecasting

#### Case 1: Forecast Single HTS with Complex Structure

Many public HTS datasets consist of a single hierarchy that includes a large number of time series; this is a common situation when HTS in a certain application has many categorical variables to be aggregated. Forecasting a large number of correlated time series requires extensive computation for global models or parameter tuning for local models. HTS-Cluster provides an efficient way of modeling HTS with complex hierarchy. For the bottom $k$ levels that have large
numbers of time series, one just needs to forecast their cluster means obtained from clustering “sub-trees” at these levels using HTS-Cluster. The forecasts of each time series at the bottom $k$ levels can be “reconstructed” using soft combination of cluster means in Eq (7). We test our method using two popular multivariate forecasting models: DeepAR (Salinas et al., 2020) and LSTNet (Lai et al., 2018) and two public available HTS datasets: Wiki and M5. As shown in table 3, this strategy achieves competitive performance (measured by mean absolute scaled error (MASE) (Hyndman & Koehler, 2006)) with less computation compared with original methods: it could also improve aggregated levels that clustering has not been applied to.

**Case 2: Forecast Massive HTS with Simple Structures** Similarly, we forecast cluster means obtained from each level of HTS, and then use Eq (7) to obtain prediction for each HTS. To ensure forecasts are consistent w.r.t. the hierarchical structure, we apply the post-reconciliation method from Wickramasuriya et al. (2019) to the obtained forecasts of each HTS. Table 4 (right) compares different clustering approaches with building independent model for each HTS without clustering in terms of forecasting accuracy and total computation time. From the results, HTS-Cluster can greatly reduce the overall computation time without compromising forecasting accuracy.

## 5 Conclusion

In this paper, we address an important but under-studied problem for clustering time series with hierarchical structures. Given that time series at different aggregated levels possess distinct properties, regular clustering methods for multivariate time series are not ideal. We introduce a new clustering procedure for hierarchical time series such that when clustering is conducted at the same aggregated level it simultaneously utilizes clustering results from an adjacent level. In each clustering iteration, both local and global information are leveraged. Our proposed method show improved clustering performance in both simulated and real-world hierarchical time series, and proves to be an effective solution when a large number of hierarchical time series forecasting needs to be done as a downstream task. For future work, we plan to extend this framework to model-based clustering for hierarchical time series data with some known statistical properties.
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Supplementary Material

A Proof of Proposition 3.1

Proposition 3.1 Algorithm 1 monotonically decreases the objective function Eq (6).

Proof. To show that Algorithm 1 monotonically decreases Eq (6), we show that the loss function of HTS clustering at each level is guaranteed to decrease monotonically in each iteration for the cluster assignment (line 5 or 11 in Algorithm 1) step and the centering (line 4 or 10) step until convergence. Define the loss function of HTS clustering at the aggregated level \( l \) as

\[
L(\mu) = \sum_{i=1}^{N} \min_{j \in [k_l]} D^C_\gamma(x_i, \mu_j).
\]  

(8)

Based on the definition of Soft-DTW divergence (Blondel et al., 2021), Eq (8) is non-negative, then the algorithm will eventually converge when the loss function at each level reaches its (local) minimum. Denote \( z = (z_1, \ldots, z_N) \) as the cluster assignments for the \( N \) time series at level \( l \), we now decompose the cluster assignment step and centering step.

Assignment step: The loss function at the aggregated level \( l \) can be written as

\[
L(\mu, z) = \sum_{i=1}^{N} D^C_\gamma(x_i, \mu_{z_i}).
\]  

(9)

Consider a time series \( x_i \), let \( z_i \) be the assignment from the previous iteration and \( z^*_i \) be the new assignment obtained as

\[
z^*_i \in \arg \min_{j \in [k_l]} D^C_\gamma(x_i, \mu_j).
\]  

(10)

Let \( z^* \) denote the new cluster assignments for all \( N \) time series, then the change of loss function after the assignment step is given by

\[
L(\mu, z^*) - L(\mu, z) = \sum_{i=1}^{N} \left[ D^C_\gamma(x_i, \mu_{z^*_i}) - D^C_\gamma(x_i, \mu_{z_i}) \right] \leq 0.
\]  

(11)

The inequality holds by how \( z^*_i \) is determined in Eq (10).

Centering step: The loss function at the aggregated level \( l \) can also be written as

\[
L(\mu, z) = \sum_{j=1}^{k_l} \left[ \sum_{i: z_i = j} D^C_\gamma(x_i, \mu_j) \right].
\]  

(12)

Let \( \mu_j \in \mathbb{R}^T \) be the time series cluster mean from the previous iteration and \( \mu^*_j \) be the new cluster mean obtained as

\[
\mu^*_j = \arg \min_{\mu \in \mathbb{R}^T} \frac{1}{|\{i : z_i = j\}|} \sum_{i: z_i = j} D^C_\gamma(x_i, \mu).
\]  

(13)
Let \( \mu^* \) denote the new time series cluster means for all \( k_l \) clusters, then the change of loss function after the centering step is given by

\[
L(\mu^*, z) - L(\mu, z) = \sum_{j=1}^{k_l} \left[ \sum_{i: z_i = j} D_C^C(x_i, \mu_j^*) - \sum_{i: z_i = j} D_C^C(x_i, \mu_j) \right] \leq 0.
\]

(14)

This inequality holds since the update of \( \mu_j^* \) in Eq (13) minimizes this quantity. Therefore, at any aggregated level \( l \), its objective function Eq (8) is monotonically decreased at each iteration of Algorithm 1 and so does the objective function Eq (6) for clustering multilevel HTS.

B Wasserstein Formulation for K-Means Clustering

Wasserstein Barycenter Given a set of Borel probability distributions \( \{P_i\}_{i=1}^M \in \mathcal{P}_2(\Theta) \) for \( M \geq 1 \), their Wasserstein barycenter \( P_{M,\lambda} \) is defined as

\[
P_{M,\lambda} = \arg \min_{P \in \mathcal{P}_2(\Theta)} \sum_{i=1}^M \lambda_i W^2_2(P, P_i),
\]

(15)

where \( \lambda \in \Delta_M \) is the weight of \( \{P_i\}_{i=1}^M \). (Cuturi & Doucet, 2014) proposed an efficient algorithm for finding its local solutions, given \( \{P_i\}_{i=1}^M \) are discrete measures over finite number of supports. In step 10 of Algorithm 1, we essentially follow the procedure of free-support method in computing the Wasserstein barycenters as proposed by Cuturi & Doucet (2014).

K-Means Clustering K-means follows the EM procedure by iterating between computing cluster centroid and reassignment until convergence. Assume we have an unlabeled dataset \( \{X_i\}_{i=1}^N \) drawn from the sample space \( \Theta \). Given an \( L_2 \) distance measure \( D(\cdot, \cdot): \Theta \times \Theta \rightarrow \mathbb{R} \) and the number of cluster \( k \), K-means clustering solves the optimization problem by finding the set \( S \) containing at most \( k \) cluster centroids (Graf & Luschgy, 2007; Pollard, 1982): \( \min_{|S| = k} \frac{1}{N} \sum_{i=1}^N \min_{S_j \in S} D(X_i, S_j) \). Denote \( P_N = \frac{1}{N} \sum_{i=1}^N \delta_{X_i} \) as the empirical distribution of the data, the K-means formulation can also be interpreted as (Pollard, 1982; Ho et al., 2017)

\[
\inf_{G \in \mathcal{O}_k(\Theta)} W^2_2(G, P_N) = \inf_{G \in \mathcal{O}_k(\Theta)} \inf_{\pi \in \Pi(G, P_N)} \int D(x, y) \, d\pi(x, y),
\]

(16)

where \( G \) is the empirical distribution of cluster centroids, \( \mathcal{O}_k(\Theta) \) is the set of Borel distribution that supports on at most \( k \) discrete points in \( \Theta \). The Wasserstein formulation of clustering time series data is obtained by replacing \( D(x, y) \) in Eq (16) with Soft-DTW divergence.

C Implementation Details

Experiment Settings Our experiment is performed on an Ubuntu server with 4 NVIDIA GeForce 3090 GPUs. The implementation of Soft-DTW divergence is publicly available with Apache-2.0 license. For the

1https://github.com/google-research/soft-dtw-divergences
HTS forecasting experiment, we used DeepAR, LSTNet, and dynamic linear model (DLM) as the set of forecasting models and results are averaged across each model. We used 1 as the forecasting recursive step and 0.6/0.2/0.2 as the train/validation/test split ratio.

**Public HTS Data**  
*M5 Competition* involves the unit sales of various products ranging from January 2011 to June 2016 in Walmart. It involves the unit sales of 3,049 products, classified into 3 product categories (Hobbies, Foods, and Household) and 7 product departments, where these categories are disaggregated. The products are sold across ten stores in three states (CA, TX, and WI).

*Wikipedia Page View* contains daily views of 145k various Wikipedia articles ranging from July 2015 to December 2016. We sample 150 bottom-level series from 145k series and aggregate to obtain upper-level series. The aggregation features include the type of agent, type of access, and country codes. We then obtain a 5-level hierarchical structure with 150 bottom series.

**Financial Data**  
This dataset is collected by a large financial software company and forecasts are performed to provide financial insights to each user. We have been granted permission to publish the desensitized results but the full data will not be made public currently considering the user privacy.

---

2https://pydlm.github.io/
3https://mofc.unic.ac.cy/wp-content/uploads/2020/03/M5-Competitors-Guide-Final-10-March-2020.docx
4https://www.kaggle.com/c/web-traffic-time-series-forecasting