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Abstract—This paper firstly proposes a convex bilevel optimization paradigm to formulate and optimize popular learning and vision problems in real-world scenarios. Different from conventional approaches, which directly design their iteration schemes based on given problem formulation, we introduce a task-oriented energy as our latent constraint which integrates richer task information. By explicitly re-characterizing the feasibility, we establish an efficient and flexible algorithmic framework to tackle convex models with both shrunk solution space and powerful auxiliary (based on domain knowledge and data distribution of the task). In theory, we present the convergence analysis of our latent feasibility re-characterization based numerical strategy. We also analyze the stability of the theoretical convergence under computational error perturbation. Extensive numerical experiments are conducted to verify our theoretical findings and evaluate the practical performance of our method on different applications.
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I. INTRODUCTION

Over the past decades, convex optimization techniques have been widely used to address machine learning and computer vision problems [1], [2], [3], [4]. The main idea behind these approaches is to approximate the implicit task energy (possibly non-convex) by a convex surrogate. Then numerical solvers can be adopted to obtain desirable global solutions. However, due to the complexity of tasks and data distributions, it is usually challenging to exactly obtain the task-desired optimal solutions only based on these simple convex optimization formulations. For example, as in Fig. 1 (the red dashed rectangle), a convex optimization model with improper feasibility may directly lead to incorrect solutions for the given task.

Non-convex optimization techniques are usually suggested to encode complex prior information for the task solution. However, in theory, finding global minimizers to non-convex problems is too ambitious. Even worse, according to prevailing non-convex optimization theories, iterative sequences generated by non-convex optimization solvers converge to supercritical critical points, which might be saddle points or local maximizers [5]. In recent years, a variety of plug-and-play iterative modules have been introduced to perform task-specific optimization. The idea is to unroll an existing optimization process and replace the explicit iterative updating rule with hand-designed operators and/or learned architectures [6], [7], [8]. Unfortunately, due to the uncontrolled inexact computational modules, it is hard to theoretically guarantee the convergence of these methods. The work in [9] tried to introduce error control rules to correct improper modules and thus ensure the convergence of their trained iterations. However, these additional error checking process will slow down the particular computation when handling challenging problems. Moreover, solid theoretical investigations (e.g., the stability of the iterations) are still missing.

In this work, we shall propose a new framework, named Task-Oriented Latent Feasibility (TOLF), to construct convex bilevel optimization models with the support of task information (e.g., principled knowledge and training data).
for complex learning and vision problems. Specifically, as illustrated in Fig. 1, instead of directly optimizing the convex surrogate on the entire feature space or with explicitly defined constraints, we introduce a task-oriented energy (e.g., the lower-level model in Fig. 1) to narrow down the solution space. The convex objective (e.g., the upper-level model in Fig. 1) is then optimized upon the optimal solution set of the lower-level model resulting in a convex bilevel optimization problem. Along this direction, we actually suggest a convex optimization model with hierarchies. Two subproblems with hierarchical structures are incorporated to simultaneously formulate the objective and constraint of the given tasks (possibly with non-convex implicit energy). Since in TOLF we consider general convex composite (not necessarily smooth) energies in both upper and lower subproblems, to our best knowledge, no efficient bilevel optimization algorithms can handle the resulted model. Fortunately, by re-characterizing the latent feasibility as explicit set constraints, an efficient bilevel iteration scheme is developed to tackle TOLF. Theoretically, we prove that our iteration scheme can strictly converge to the global optimal solution of the established convex bilevel model. We also show that the computational errors caused by lower-level solution set re-characterization can be successfully dominated, and thus the proposed method is sufficiently stable. Extensive experiments on real-world image processing task demonstrate the efficiency and effectiveness of the proposed framework. In summary, our contributions mainly include:

- **TOLF** provides a flexible framework from a new bilevel perspective. In particular, TOLF incorporates task information to narrow down the solution space and improve the iteration behaviors, leading to a powerful convex bilevel scheme for challenging problems (possibly with unknown nonconvex energies, illustrated in Fig. 1).
- By investigating the convergence as well as its stability, our latent feasibility re-characterization based solution strategy for solving nested energy model in TOLF is strictly convinced. Thus we obtain solid theoretical guarantees for the proposed task-oriented convex bilevel optimization paradigm.
- We develop a practical method based on TOLF to exploit both the domain knowledge and data-driven engines for real-world applications (e.g., image processing). Our method successfully addresses the issues in standard numerical schemes (hard to leverage data information) and plug-and-play iterations (lack of theoretical guarantees).

II. RELATED WORKS

In this section, we briefly review popular convex, non-convex and plug-and-play optimization techniques in learning and vision fields.

**Convex Optimization.** Recognizing or formulating a given problem as a convex optimization model has been a prevailing manner in a wide range of application areas, e.g., LASSO [13], matrix completion [14]. Algorithms for solving convex optimization models are rich, efficient and reliable. They can be easily embedded in analysis tools or control systems [15]. More importantly, stationary solutions to convex models are globally optimal with solid theoretical guarantee [10]. Unfortunately, the real-world tasks [16], [11] are with large complexity and diversity. The advantageous convexity is usually missing, thus it is too ambitious to accurately realize the ideal task-desired optimal solution for a complex task in terms of convex surrogates.

**Non-convex Optimization.** To ameliorate better modeling power, various non-convex prior regularizations [17], [18], [19] have been derived from given tasks. Unfortunately, the non-convexity creates difficulties in designing effective solution schemes [20], [21]. A popular workaround is the relaxation from non-convexity to convexity. However, this step involves losses of accuracy, which sometimes is fateful in applications [22]. Therefore, solving the non-convex optimizations directly surpasses relaxation-based techniques in some senses, and tremendous successes have been witnessed [23]. However, general non-convex optimization strategies can hardly guarantee desirable solution qualities.

**Plug-and-Play Optimization.** Recently proposed plug-and-play strategies [24], [25], [7] incorporate some task-related computational modules (e.g., handcrafted operations or trained network architecture) into certain optimization procedures. Substituting subproblems in an optimization process with data-driven networks gains popularity among the plug-and-play literature [6], [26]. The essential idea behind the plug-and-play schemes is the derivation of learned architectures from optimization models to incorporate data priors. Unfortunately, despite the observable high-quality performance in practice, the lack of theoretical convergence limits its scientific contributions. To address this issue, the work in [7] has presented the convergence analysis after introducing an error control rule with a loop body, but this step brings extra computational loads and the final theoretical results which just reach the critical points are still not fully satisfied. In [27], by designing spectral normalization to train a denoiser, the theoretical convergence analysis of the plug-and-play method is explored based on the forward-backward splitting algorithm. Moreover, a series of works [28], [29], [30], [31] proved the convergence under a set of explicit assumptions, e.g., strongly convex, Lipschitz continuous gradient. There was another approach to prove the convergence which introduced the additional assumptions on the plug-and-play denoisers (e.g., non-expansive, symmetric) [32], [33], [34], [35], [36]. Different from them, our TOLF is established on a new bilevel optimization paradigm, which allows us to narrow down the solution space by regarding task information as the lower-level subproblem, rather than focusing on defining the regularization like works mentioned. On the other hand, the iterative process of TOLF we designed is derived based on re-characterization of the latent feasibility, which can bring solid theoretical guarantees and don’t need for any additional assumptions. More importantly, our work is flexible enough with a newly-designed bilevel model and we demonstrates the superiority in multiple challenging image-processing applications (e.g., low-light image enhancement) but some have not been completed in other works mentioned.

---

1Since we always consider the convex (but not strongly convex) lower-level energy, the feasibly solution set of our model may not be a singleton.
III. TASK-ORIENTED CONVEX BILEVEL OPTIMIZATION

Similar to standard convex optimization paradigms, we also consider the following composite optimization model:

\[
\min_{x} \Psi(x) := \psi(x) + \varphi(x),
\]

where both \( f \) and \( g \) are extended-valued convex functions \( \mathbb{R}^n \to (-\infty, \infty] \) and \( \varphi \) is possibly nonsmooth. But instead of directly optimizing Eq. (1) on the entire feature space or enforcing explicit constraints in existing approaches, we aim to establish a new method, named Task-Oriented Latent Feasibility (TOLF), to collect task information to assist in solving Eq. (1) in challenging real-world scenarios.

A. Energy-based Latent Feasibility

The latent feasible set of Eq. (1) can be formulated as the minimizers of another optimization model with the task-oriented composite energy:

\[
\min_{x} \Psi(x) = \psi(x) + \varphi(x),
\]

where \( \psi \) and \( \varphi \) are also extended-valued convex functions \( \mathbb{R}^n \to (-\infty, \infty] \) and \( \varphi \) is possibly nonsmooth. We will demonstrate in Sec. V how to define \( \psi \) and \( \varphi \) based on the principled knowledge and/or collected training data for complex tasks in learning and vision communities. After this process, we amount to solving the following convex bilevel optimization model (i.e., TOLF):

\[
\min_{x} F(x) \text{ s.t. } x \in \arg \min_{x} \Psi(x),
\]

which implicitly integrate two different hierarchies of task information (i.e., \( F \) and \( \Psi \)). From an optimization perspective, we actually utilize the lower-level subproblem Eq. (2) to characterize the feasible region of Eq. (3). The main benefit of such strategy is that we can take full advantage of our domain knowledge of the task. Indeed, Eq. (3) can be recognized as a specific convex bilevel model. However, both upper and lower levels are in general in lack of smoothness and strong convexity, and thus the existing solution schemes \cite{37, 38, 39} no longer admit any theoretical validity. Specifically, when the upper-level subproblem is in the absence of strong convexity, directly solving Eq. (3) with such latent feasibility is extremely challenging.

B. Feasibility Re-characterization and Optimization

Motivated by the observation that in applications, the latent feasibility in Eq. (2) usually possesses some underlying structures, in this paper, we develop a new optimization strategy with solid theoretical guarantees. In particular, we recharacterize the latent feasibility in Eq. (2), and by doing this, we shall reformulate Eq. (3) in terms of the re-characterization of Eq. (2) into a standard optimization problem which is numerically tractable. To this end, we first list some structural assumptions, which are necessary for our following analysis and are easy to be satisfied in applications of practical interests. Specifically, throughout this paper, we suppose that \( \psi \) has the following structural properties:

Assumption 1. \( \psi(x) = h(A(x)) \), where \( A \) is some given linear operator and function \( h \) is closed, proper, convex and admits the properties that (i) \( h \) is continuously differentiable on \( \partial \mathcal{A} \), assumed to be open, and (ii) \( h \) is local strongly convex on \( \partial \mathcal{A} \).

We are now ready to state the following theorem to investigate the feasibility of our problem.

Theorem 1. (Latent feasibility re-characterization) Let \( \mathcal{X} \) be the solution set of Eq. (2) (i.e., \( \mathcal{X} := \arg \min_{x} \Psi(x) \)), then \( \mathcal{A} \) is invariant on \( \mathcal{X} \). That is, given any \( \bar{x} \in \mathcal{X} \), \( \mathcal{X} \) can be explicitly characterized as

\[
\mathcal{X} = \{ x | A(x) = \mathcal{A}(x), \varphi(x) \leq \varphi(\bar{x}) \}. 
\]

Following Theorem 1 we define \( \mathcal{X}_{\varphi} := \{ x | \varphi(x) \leq \varphi(\bar{x}) \} \) and \( \bar{y} = A(\bar{x}) \). Then the original bilevel model in Eq. (2) can be equivalently reformulated as the following single-level constrained optimization problem:

\[
\min_{x} f(x) + \varphi(x) + \iota_{\mathcal{X}_{\varphi}}(x), \text{ s.t. } \mathcal{A}(x) = \bar{y},
\]

where \( \iota_{\mathcal{X}_{\varphi}} \) denotes the indicator of \( \mathcal{X}_{\varphi} \). Now our model (i.e., Eq. (4)) is reformulated to the single level standard optimization Eq. (5). To solve the single level reformulation, we introduce the following augmented Lagrangian function with auxiliary variables \( z \)

\[
\mathcal{L}_{\beta}(x, z, s, \{ \lambda_{i} \}_{i=1}^{3}) := f(x) + g(z) + \iota_{\mathcal{X}_{\varphi}}(x) + (\lambda_{1}, z - x) + (\lambda_{2}, s - x) + (\lambda_{3}, \mathcal{A}(x) - \bar{y}) + \frac{\beta}{2} (\| z - x \|^2 + \| s - x \|^2 + \| A(x) - \bar{y} \|^2),
\]

where \( \{ \lambda_{i} \}_{i=1}^{3} \) denote the dual multipliers and \( \beta > 0 \) denotes the penalty parameter. Then the proximal ADMM (with \( \tau > 0 \)) reads as follows:

\[
\begin{align*}
\frac{z^{k+1}}{2} & = \arg \min_{z} \mathcal{L}_{\beta}(x^{k}, z, s^{k}, \{ \lambda_{i}^{k+1} \}_{i=1}^{3}) + \frac{\beta}{2} (\| z - z^{k} \|^2) + \frac{\beta}{2} (\| s - s^{k} \|^2), \\
\frac{s^{k+1}}{2} & = \arg \min_{s} \mathcal{L}_{\beta}(x^{k}, z^{k+1}, s, \{ \lambda_{i}^{k+1} \}_{i=1}^{3}) + \frac{\beta}{2} (\| z - z^{k} \|^2) + \frac{\beta}{2} (\| s - s^{k} \|^2), \\
\frac{x^{k+1}}{2} & = \arg \min_{x} \mathcal{L}_{\beta}(x, z^{k+1}, s^{k+1}, \{ \lambda_{i}^{k+1} \}_{i=1}^{3}) + \frac{\beta}{2} (\| z - x^{k} \|^2) + \frac{\beta}{2} (\| s - x^{k} \|^2),
\end{align*}
\]

Thanks to Theorem 1 we directly have a corollary to guarantee the convergence of Eq. (6) toward the global optimal solutions of Eq. (5).

Corollary 1. Suppose that the problem in Eq. (5) has KKT solutions. Let \( \{ (x^{k}, z^{k}, s^{k}, \lambda^{k}) \} \) be the sequence generated by Eq. (6) on problem (5), then \( \{ (x^{k}, z^{k}, s^{k}, \lambda^{k}) \} \) converges to

\[^{2}\text{Some commonly used functions in learning and vision (e.g., linear regression } h(x) = \frac{1}{2} \| x - b \|^2, \text{ logistic regression } h(x) = \log(1 + e^{x}) - (b_2, z) \text{ and likelihood estimation under Poisson noise } h(z) = -\sum_{i=1}^{m} \log(z_i) + (b_3, z) \text{ automatically satisfy these assumptions, where } b_1, b_2 \text{ and } b_3 \text{ are parameters.}\]
the KKT point set of Eq. (5). In particular, the sequence \( \{x_k\} \)
converges to the global optimal solutions of Eq. (3).

Remark 1. Indeed, we can further estimate a nice linear convergence rate of Eq. (3) for particular models. That is, if \( f \) takes the form that \( f(x) = h(\bar{A}x) \) where \( \bar{A} \) is some given linear operator, \( h \) satisfies Assumption 4. Moreover, \( \psi \) represents (1) convex polyhedral regularizer; (2) group-lasso regularizer; (3) sparse group lasso regularizer, and \( \psi \) is a convex polyhedral function, then \( \{x_k, z_k, s_k, \lambda_k\} \) converges linearly to the KKT point set of the problem in Eq. (3). In particular, the sequence \( \{x_k\} \)
converges linearly to the KKT optimal solutions of Eq. (3).

IV. Theoretical Investigations

Thanks to Theorem 1, the solutions returned by Eq. (3) can exactly optimize the bilevel problem in Eq. (3). Our single-level reformulation based optimization scheme relies on the re-characterization of the solution set. To be specific, we require one solution of the constraint subproblem (i.e., \( x \in \text{arg min}_x \{\psi(x) + \varphi(x)\} \)) to construct the solution set \( \mathcal{X} \).

In general, obtaining such a solution exactly is intractable. That is, in practice we can only calculate a solution with computation errors for the constraint subproblem in Eq. (2). i.e., obtain a point \( \bar{x}_3 \) satisfying \( d(\bar{x}_3, \mathcal{X}) \leq \delta \), where \( d \) is the distance mapping, and \( \delta \geq 0 \) measures the computational errors. As a consequence, we consider the practical optimization process of Eq. (4) as solving an approximation of Eq. (5), which can be formulated as follows:

\[
\begin{align*}
\min_{x} F(x), \quad & s.t. \quad A(x) = \bar{A}(\bar{x}_3), \quad \varphi(x) \leq \varphi(\bar{x}_3) \quad (7)
\end{align*}
\]

In the following, we shall analyze the convergence behaviors and stability properties of our practical computation (can be abstractly formulated as Eq. (7)) from the perturbation analysis perspective. Specifically, we consider the errors for solving \( x \) as the perturbation of optimizing Eq. (5) and obtain the following constructive results:

- Convergence (Theorem 2): As the error \( \delta \) decreases to 0 in Eq. (7), the solution sequence strictly converges to our desired solution of the bilevel problem in Eq. (3).

- Stability (Theorem 3): The proximity from the optimal solution of Eq. (7) to the solution set of the bilevel problem in Eq. (3) can be strictly dominated in terms of \( \delta \).

A. Convergence Analysis

Before proving our formal convergence result, we first introduce some necessary notations. By respectively considering \( A(\bar{x}_3) \) and \( \varphi(\bar{x}_3) \) in Eq. (7) as perturbed \( \bar{y} \) and \( \bar{s} \), we are now aiming to investigate the stability of the following parameterized optimization problem

\[
(P_{p}) \quad \min_{x} F(x), \quad s.t. \quad \begin{cases} 
A(x) - \bar{y} = p_1, \\
\varphi(x) \leq \bar{s} + p_2,
\end{cases} \quad (8)
\]

Please notice that Eq. (7) is only used for our theoretical analysis, but not practical computation.

where \( p = \{p_1, p_2\} \), \( \bar{y} = \bar{A}(\bar{x}) \), and \( \bar{s} = \varphi(\bar{x}) \) for any given \( \bar{x} \in \mathcal{X} \). Moreover, we shall need the following notations:

- The feasible set mapping of \( P_p : S_{feas}(p) := \{x | A(x) - \bar{y} = p_1, \varphi(x) \leq \bar{s} + p_2\} \).
- The optimal value mapping of \( P_p : S_{val}(p) := \inf_{x} \{F(x) | A(x) - \bar{y} = p_1, \varphi(x) \leq \bar{s} + p_2\} \).
- The solution set mapping of \( P_p : S_{sol}(p) := \{x \in S_{feas}(p) | F(x) = S_{val}(p)\} \).

Continuity properties of set-valued mapping \( S : \mathbb{R}^m \rightrightarrows \mathbb{R}^n \) is developed in terms of outer and inner limits:

\[
\lim_{p \to p^*} \sup S(p) := \{x | \exists p^* \to p, \exists x^* \to x \text{ with } x^* \in S(p^*)\},
\]

\[
\lim_{p \to p^*} \inf S(p) := \{x | \forall p^* \to p, \exists x^* \to x \text{ with } x^* \in S(p^*)\}.
\]

Definition 1. A set-valued mapping \( S : \mathbb{R}^m \rightrightarrows \mathbb{R}^n \) is outer semicontinuous (OSC) at \( p \) if \( \lim_{p \to p^*} \sup S(p) \subseteq S(p) \).

Lemma 1. Suppose that \( F \) is a continuous function. If \( S_{feas}(p) \) is continuous at 0 and \( S_{val}(0) \neq \emptyset \), then \( S_{sol}(p) \) is outer semicontinuous at 0.

Remark 2. We shall clarify the continuity assumption regarding \( S_{feas} \) in Lemma 2. In fact, when \( \varphi \) is a convex polyhedral function, \( S_{feas} \) is a closed polyhedral convex mapping. Then according to Theorem 3C.3 in [40], we know that \( S_{feas} \) is Lipschitz continuous, i.e. there exists \( \kappa \geq 0 \) such that for all \( p_1, p_2 \in \text{dom} S_{feas}, \)

\[
h(S_{feas}(p_1), S_{feas}(p_2)) \leq \kappa \|p_1 - p_2\|,
\]

where for any nonempty sets \( \mathcal{E} \) and \( \mathcal{F} \), \( h(\mathcal{E}, \mathcal{F}) \) is given by \( h(\mathcal{E}, \mathcal{F}) = \max\{e(\mathcal{E}, \mathcal{F}), e(\mathcal{F}, \mathcal{E})\} \), and \( e(\mathcal{E}, \mathcal{F}) = \sup_{x \in \mathcal{E}} d(x, \mathcal{F}) \). Therefore, when \( \varphi \) is a convex polyhedral function, all the assumptions about \( S_{feas} \) in the lemma above are satisfied.

Now we are ready to induce the main result to guarantee the convergence of our proposed optimization scheme.

Theorem 2. Suppose that \( \varphi \) is a convex polyhedral function and let \( \{x_k^*\} \) be the solution returned by solving Eq. (7) with errors \( \{\delta_k\} \). If \( \delta_k \to 0 \), then

1) For any accumulation point \( x^* \) of the sequence \( \{x_k^*\} \), we have that \( x^* \in S_{val}(0) \). That is, \( x^* \) solves bilevel problem Eq. (3).

2) If \( F \) is coercive, then the sequence \( \{x_k^*\} \) is bounded and hence admits at least one accumulation point.

B. Stability Analysis

Before we establish the desired stability result for Eq. (7), we need the stability analysis as preliminaries.

Proposition 1. Suppose that there exists neighborhood \( \mathcal{N} \) of some point \( \bar{x} \in S_{val}(0) \) such that \( F(\bar{x}) \geq F(x) + \frac{\kappa_1}{2} \|x - \bar{x}\|^2 \), \( \forall x \in \mathcal{N} \cap S_{feas}(0) \), where \( F \) is Lipschitz continuous with modulus \( L \) on \( \mathcal{N} \) and there exist \( \kappa_1, \kappa_2 \) such that \( S_{feas}(p) \cap \mathcal{N} \subseteq S_{feas}(0) + \kappa_1 \|p\|B \), and \( S_{feas}(0) \cap \mathcal{N} \subseteq \mathcal{N} \).
constraint on

A. Latent Constraints

including Image Restoration (IR), Compressed Sensing MRI

specific forms of consider convex formulation for image restoration [1], in which we off parameter. The model in Eq. (9) is actually a classical where 

d∈Sxℓ

cthere exist 

Theorem 3. For given δ > 0, let x∗

suppose that ϕ is a convex polyhedral function. If there exists a neighborhood N of some point x ∈ Ssol(0) such that F(x) ≥ F(¯x) + δ d(x, Ssol(0)), ∀x ∈ N ∩ Sfeas(0), and F is Lipschitz continuous on N, then there exist c1, c2 > 0 such that for any x∗ ∈ N, we have d(x∗, Ssol(0)) ≤ c1δ + c2δ1/2.

V. Applications

This section shows how to apply TOLF to integrate task-oriented information to solve the classical ℓ1 regularized convex optimization model for a variety of challenging applications, such as Image Restoration (IR), Compressed Sensing MRI (CS-MRI) and Low-Light Image Enhancement (LLIE). Please notice that the last two tasks actually have never been addressed by such a simple convex model in previous works. Specifically, given the observed image y, by representing the latent image as Fx (i.e., x represents the sparse code of the latent image on the inverse wavelet transform F), we consider the upper-level objective in Eq. (7) as the following ℓ1-regularized energy:

\[ \min_x F(x) = \frac{1}{2} \| AFx - y \|_2^2 + \eta \| x \|_1, \quad (9) \]

where A denotes a task-specific matrix, and η > 0 is a trade-off parameter. The model in Eq. (9) is actually a classical convex formulation for image restoration [11], in which we consider A as the blur matrix. In Table I we summarize the specific forms of A for three image processing applications including Image Restoration (IR), Compressed Sensing MRI (CS-MRI), and Low-Light Image Enhancement (LLIE).

A. Latent Constraints

Within TOLF, we introduce an energy-based latent constraint on x for Eq. (9) as follows:

\[ x \in \mathcal{X} := \arg \min_x \Psi(x) = \frac{1}{2} \| D(Fx - u) \|_2^2 + \gamma \| DFx \|_1, \quad (10) \]

where D denotes the gradient operator, u = T(y), and γ is a balancing parameter. As for the first term in Eq. (10), it is introduced to ensure the prominent structural similarity (extracted by the gradient map) between the warm-start u and the desired output Fx. The second term is to enforce the sparsity of image gradients. In fact, Ψ embeds the task information from two different perspectives on the image gradient domain. On the one hand, we utilize \( \| DFx \|_1 \) to enforce the sparsity of image gradients (i.e., total variation prior). On the other hand, we incorporate a task-specific operation \( \tilde{\Psi} \) to generate warm-start to guide the optimization process.

Here, we would like to clarify that we actually have not made such an assumption that the problem in Eq. (10) has multiple solutions. Indeed, the multiple solutions property is completely due to the underlying structure of the latent constraint defined in Eq. (10). This also justifies our motivation to study the bilevel optimization paradigm. Particularly, the non-emptiness of the latent constraint defined by the solution set of the optimization problem in Eq. (10) can be explicitly shown as following. We may first consider an auxiliary problem defined by

\[ \min_y \tilde{\Psi}(y) = \frac{1}{2} \| y - Du \|_2^2 + \gamma \| y \|_1. \]

As \( \tilde{\Psi} \) is strongly convex, the above optimization has a unique solution, that is there exists \( \tilde{y} \) such that

\[ \tilde{y} = \arg \min_y \tilde{\Psi}(y). \]

Then the solution set of the optimization problem in Eq. (10) can be characterized by

\[ \{ x \mid DFx = \tilde{y} \} = \arg \min_x \Psi(x). \]

According to the definition of D and F, the linear operator DF is not injective, and thus the solution set of the optimization problem in Eq. (10) has multiple solutions.

We also make detailed explanation about why using proximal ADMM. Applying the convergence result of primal variables for vanilla ADMM established in [41] to the optimization problem in Eq. (5) requires the linear operator A to be injective. However, when A is injective, the latent feasible set of Eq. (1) (i.e., the solution set of the lower-level problem in Eq. (2)) is unique, this is not the case that we are interested in. Furthermore, for the latent feasible set in Eq. (10), the linear operator A is chosen as DF and it is not injective. The added proximal term can make the subproblems in the proximal ADMM scheme be strongly convex, specially the x-update subproblem. This can help the subproblems be more stable and easier to be solved.

We emphasize that T actually implements the mechanism similar to plug-and-play architecture [24], [7], but we only need to calculate it once at the initial stage, and thus it reduces the computational burden than that in existing plug-and-play methods. More importantly, TOLF obtains much better theoretical properties than plug-and-play approaches [24], [7], [25] in terms of both convergence and stability.

| Application | Linear operator A | Remarks |
|-------------|-------------------|---------|
| IR          | K                 | K denotes the blur matrix |
| CS-MRI      | PH                | P is the under-sampling matrix |
|             | H                 | H is the Fourier transform |
| LLIE        | T                 | T denotes the illumination matrix |

TABLE I

The specific forms of the linear operator A in different applications.

\[ S_{feas}(p) + \kappa \| p \| \mathcal{B}. \] Then for any \( x_p \in S_{sol}(p) \cap \mathcal{N} \), we have d(x_p, S_{sol}(0)) ≤ \kappa \| p \| + \left( \frac{(\kappa + \kappa_2)L}{e} \right) \frac{1}{2} \| p \| \frac{1}{2}.

Against the results obtained above, together with the arguments given in the proof of Theorem 2 we also have following stability guarantees as follows.

Theorem 3. For given δ > 0, let x∗ represents the solution returned by solving Eq. (7). Suppose that ϕ is a convex polyhedral function. If there exists a neighborhood N of some point x ∈ Ssol(0) such that F(x) ≥ F(¯x) + \frac{2}{2} d(x, Ssol(0)), ∀x ∈ N ∩ Sfeas(0), and F is Lipschitz continuous on N, then there exist c1, c2 > 0 such that for any x∗ ∈ N, we have d(x∗, Ssol(0)) ≤ c1δ + c2δ1/2.

VI-A. Latent Constraints

Within TOLF, we introduce an energy-based latent constraint on x for Eq. (9) as follows:

\[ x \in \mathcal{X} := \arg \min_x \Psi(x) = \frac{1}{2} \| D(Fx - u) \|_2^2 + \gamma \| DFx \|_1, \]

where D denotes the gradient operator, u = T(y), and γ is a balancing parameter. As for the first term in Eq. (10), it is introduced to ensure the prominent structural similarity (extracted by the gradient map) between the warm-start u and the desired output Fx. The second term is to enforce the sparsity of image gradients. In fact, Ψ embeds the task information from two different perspectives on the image gradient domain. On the one hand, we utilize \( \| DFx \|_1 \) to enforce the sparsity of image gradients (i.e., total variation prior). On the other hand, we incorporate a task-specific operation \( \tilde{\Psi} \) to generate warm-start to guide the optimization process.

Here, we would like to clarify that we actually have not made such an assumption that the problem in Eq. (10) has multiple solutions. Indeed, the multiple solutions property is completely due to the underlying structure of the latent constraint defined in Eq. (10). This also justifies our motivation to study the bilevel optimization paradigm. Particularly, the non-emptiness of the latent constraint defined by the solution set of the optimization problem in Eq. (10) can be explicitly shown as following. We may first consider an auxiliary problem defined by

\[ \min_y \tilde{\Psi}(y) = \frac{1}{2} \| y - Du \|_2^2 + \gamma \| y \|_1. \]

As \( \tilde{\Psi} \) is strongly convex, the above optimization has a unique solution, that is there exists \( \tilde{y} \) such that

\[ \tilde{y} = \arg \min_y \tilde{\Psi}(y). \]

Then the solution set of the optimization problem in Eq. (10) can be characterized by

\[ \{ x \mid DFx = \tilde{y} \} = \arg \min_x \Psi(x). \]

According to the definition of D and F, the linear operator DF is not injective, and thus the solution set of the optimization problem in Eq. (10) has multiple solutions.

We also make detailed explanation about why using proximal ADMM. Applying the convergence result of primal variables for vanilla ADMM established in [41] to the optimization problem in Eq. (5) requires the linear operator A to be injective. However, when A is injective, the latent feasible set of Eq. (1) (i.e., the solution set of the lower-level problem in Eq. (2)) is unique, this is not the case that we are interested in. Furthermore, for the latent feasible set in Eq. (10), the linear operator A is chosen as DF and it is not injective. The added proximal term can make the subproblems in the proximal ADMM scheme be strongly convex, specially the x-update subproblem. This can help the subproblems be more stable and easier to be solved.

We emphasize that T actually implements the mechanism similar to plug-and-play architecture [24], [7], but we only need to calculate it once at the initial stage, and thus it reduces the computational burden than that in existing plug-and-play methods. More importantly, TOLF obtains much better theoretical properties than plug-and-play approaches [24], [7], [25] in terms of both convergence and stability.
TABLE II
QUANTITATIVE RESULTS OF DIFFERENT OPTIMIZATION MECHANISMS (i.e., FISTA, PP-ADMM AND TOLF) ON SOLVING Eq. (9) FOR THE IMAGE RESTORATION TASK.

| Method    | FISTA (DC) | PP-ADMM (RF) | TOLF (DC) | TOLF (RF) |
|-----------|------------|--------------|-----------|-----------|
| PSNR      | 29.82      | 27.69        | 30.06     | 31.64     | 30.95     |
| SSIM      | 0.8818     | 0.8037       | 0.8735    | 0.8997    | 0.8871    |

Fig. 2. Iteration behaviors of different optimization mechanisms (i.e., FISTA, PP-ADMM and TOLF) on Eq. (9). As for PP-ADMM and TOLF categories, we just adopt the settings with the best performance in Table II (i.e., PP-ADMM (RF) and TOLF (DC)).

B. Iteration Scheme

With \( \Psi(x) \) defined in (10), we have \( \varphi(x) = \gamma \|DFx - u\|_1 \) and \( \psi(x) = \frac{1}{2}\|DFx - u\|^2 \) satisfying Assumption 1 with \( A(x) = DFx \) and \( b(x) = \frac{1}{2}\| - Du \|^2 \). With an (approximation) lower-level solution \( \hat{x} \) obtained from solving the optimization problem in Eq. (10), applying Theorem 1 gives us the following (approximation) formula of the feasible set:

\[
\hat{x} = \{x | DFx = Do, \|DFx\|_1 \leq \|DF\hat{x}\|_1\},
\]

where \( o = Fx \). By introducing auxiliary variables \( s_1, s_2, r, w \), we can rewrite the feasible set as

\[
\hat{x} = \{x | DFx = Do, \\
DFx + s_1 - w = 0, \\
DFx - s_2 + w = 0, \\
(e, w) + \hat{r} = 0, s_1, s_2, r \geq 0\}.
\]

Here we make the clarification about the reason of rewriting feasible set. Since, if \( x \) satisfies \( \|DFx\|_1 \leq \hat{r} \), by setting \( w_i = \|DFx_i\|_1 \), we have \( DFx <= w, -DFx <= w \) and \( (e, w) <= \hat{r} \), which yields the existences of \( s_1, s_2, r > 0 \) such that \( DFx + s_1 - w = 0, DFx - s_2 + w = 0, (e, w) = \hat{r} \). On the other hand, for any given \( x \), if there exist \( w, s_1, s_2, r \) satisfying \( DFx + s_1 - w = 0, DFx - s_2 + w = 0, (e, w) + \hat{r} = 0 \) and \( s_1, s_2, r \geq 0 \), we can obtain from \( DFx <= w, -DFx <= w \) that \( \|DFx_i\|_1 <= w_i \) and thus \( (e, w) <= \hat{r} \) implies that \( \|DFx\|_1 <= \hat{r} \).

With an additional auxiliary variable \( z \) and equality constraint \( x - z = 0 \), the convex bilevel optimization model can be reformulated into a single level constrained optimization problem with objective \( \frac{1}{2}\|AFx - y\|^2 + \eta\|z\|_1 + \delta_{\geq 0}(s_1, s_2, r) \) and linear equality constraints

\[
\begin{align*}
& x - z = 0, \\
& DFx = Do, \\
& DFx + s_1 - w = 0, \\
& DFx - s_2 + w = 0, \\
& (e, w) + \hat{r} = 0.
\end{align*}
\]

Based on this reformulation, the proximal ADMM [42] scheme with \((z, s_1, s_2, r)\) as the first block and \((w, x)\) as the second block gives following updating rule:

\[
\begin{align*}
|z^{k+1}|_i &= \text{sign}(|w^k|_i) \max \{0, |w^k|_i - \zeta\}, \\
|s_1^{k+1}|_i &= \max \left\{ 0, \frac{\beta(|w^k|_i - |DFx|_i) - \lambda^k_i s_1}{\beta + \tau} \right\}, \\
|s_2^{k+1}|_i &= \max \left\{ 0, \frac{\beta(|w^k|_i + |DFx|_i) + \lambda^k_i s_1}{\beta + \tau} \right\}, \\
r^{k+1} &= \max \left\{ 0, \frac{\beta((e, w^k) - \lambda^k + \tau r)}{\beta + \tau} \right\}, \\
w^{k+1} &= \frac{((2\beta + \tau)I + \beta e^T)^{-1}}{\beta + \tau} b^{k+1}, \\
x^{k+1} &= (e^{k+1})^{-1}d^{k+1}, \\
\lambda^{k+1} &= \lambda^k + \beta(z^{k+1} - x^{k+1}), \\
\lambda^{k+1} &= \lambda^k + \beta(x^{k+1} + s_1^{k+1} - w^{k+1}), \\
\lambda^{k+1} &= \lambda^k + \beta((e, w^k^{k+1}) + r^{k+1} - \hat{r}).
\end{align*}
\]

where \( \beta, \tau, \zeta = \frac{n}{\beta + \tau} > 0 \), are respectively the penalty and regularization parameters, \(|.|_i\) denotes the \( i \)-th element of the given vector, and \( I \) is the identity matrix. The symbol \( \text{sign}() \) denotes the sign function. The other variables are presented as

\[
\begin{align*}
v^k &= \frac{\beta x^k - \lambda^k + \tau z^k}{\beta + \tau}, \\
b^{k+1} &= \beta s^{k+1} + \lambda^k s_1 + \beta s_2^{k+1} - \lambda^k s_2 + \varrho e + \tau w^k, \\
c^{k+1} &= F^T A^T AF + 3\beta F^T D^T DF + (\beta + \tau)I, \\
d^{k+1} &= F^T A^T AF + 3\beta F^T D^T DF + (\beta + \tau)I, \\
ative{c}^{k+1} &= F^T A^T AF + 3\beta F^T D^T DF + (\beta + \tau)I, \\
\\
\end{align*}
\]

\[
\begin{align*}
\varrho &= \beta \hat{r} - \beta \varphi^{k+1} - \lambda^k.
\end{align*}
\]

VI. EXPERIMENTAL RESULTS

This section first explored the iteration behaviors of TOLF to verify our theoretical results of TOLF and then researched parameter and network architecture analysis. Finally, we compared our proposed algorithm with state-of-the-art approaches on three real-world image processing applications. All the experiments were conducted on a PC with an Intel Core i7 CPU at 3.7GHz, 32GB RAM, and an NVIDIA GeForce GTX 1080Ti 11GB GPU.
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the best performance in Table III (i.e., Compound Regularization (DnCNN) and TOLF (DnCNN)).

A. Iteration Behaviors Analysis
In this part, we compared TOLF to classical convex, non-
convex and plug-and-play optimization techniques on the im-
age restoration task. Specifically, we first considered to adopt
different optimization mechanisms, including standard convex
scheme (e.g., FISTA [1]), plug-and-play strategy (i.e., Plug-
and-Play ADMM [24], PP-ADMM for short) and our TOLF,
to solve the classical convex model in Eq. (9). As for PP-
ADMM and TOLF, we introduced two different task-specific
operations including the classical image filter, i.e., the recursive
ADMM and TOLF, we introduced two different task-specific
operations (e.g., FISTA [1]), plug-and-play strategy (i.e., Plug-
process [7], i.e., \( \text{arg min}_x \| K F x - y \|_2^2 + \alpha \| X - y \|_2^2 \) with a
trade-off \( \alpha > 0 \) (fix it as \( 10^{-4} \) for all the experiments) (DC for
short). The lower-level subproblem was solved by APG [43]
with the relative errors \( \| x^{k+1} - x^k \| / \| x^k \| \leq 10^{-3} \), to find
an approximate solution to \( x \), which works as an ini-
tialization to the problem in Eq. (4). In Table II we reported
quantitative performances of these compared methods on an
example image from Levin et al.'s benchmark [44]. Since
we cannot obtain convergence sequences for PP-ADMM even
after 80 iterations, we had to report the best results during
their iterations, i.e., the 37th and 29th steps for PP-ADMM
(RF) and PP-ADMM (DC), respectively. It can be seen that
in most cases introducing task-specific operations improved
the performance of Eq. (9) for image restoration. That is,
the results of PP-ADMM (RF), TOLF (DC) and TOLF (RF)
were all better than the classical FISTA method. Meanwhile,
we also observed that PP-ADMM (DC) was even worse than
FISTA. This is mainly because the DC operation is repeatedly
performed within the plug-and-play mechanism, which may
overly smooth the image details.
Notably, our TOLF (DC) is superior to TOLF (RF), but PP-
ADMM (RF) is superior to PP-ADMM (DC). It is because DC
was only performed at the first stage of TOLF, which actually
provided a task-specific warm start to optimize the blurry
input for our iterations, but RF is task-independent which just
presents a denoising operation for the plugged step. In other
words, different from PP-ADMM, the task-specific operation
is a crucial component for the warm start procedure in our
TOLF.
We also compared the iteration behaviors of FISTA, PP-
ADMM and TOLF in Fig. 2. For the last two methods, we
only chose the inner operator \( T \) with better performances
in Table II (i.e., RF for PP-ADMM and DC for TOLF) to provide clearer illustrations. We observed that the speed of
FISTA was slow and the iterations converged after 70 steps. It
also can be seen that PP-ADMM (RF) did not converge even
after 80 steps, but it obtained lower reconstruction errors than
FISTA near the 30th step (see the right subfigure). In contrast,
TOLF (DC) converged only after 10 iterations and achieved
the lowest reconstruction errors.
Next, we adopted some recently proposed non-convex reg-
larization techniques [17, 19] (e.g., replace \( \ell_1 \)-norm by
\( \ell_p \)-norm, \( p = 0, 0.5, 0.8 \)) to reformulate Eq. (9) for image
restoration. The same non-convex accelerated proximal grad-
ient scheme [20] was performed to solve these \( \ell_p \)-regularized
models. Their iteration behaviors are visualized in Fig. 3. We
also plotted the iteration curves of FISTA and our TOLF on
the original \( \ell_1 \)-norm regularized model in this figure. It can be
seen that these non-convex regularization models improved the
practical performance (i.e., PSNR in the right subfigure) of
the original convex model in Eq. (9) (solved by FISTA, denoted
as \( \ell_1 \)), but their trajectories fluctuated after several iterations
(see the left subfigure). In contrast, TOLF obtained the fastest
convergence speed and the best final performance among all
the compared methods, even by only solving a convex model.
Finally, we presented numerical results and iterative be-
haviors in terms of the compound regularization (i.e.,
\( \min \Phi(F(x)) + \lambda \Psi(x) \), where \( \lambda \) is the positive balancing parame-

![Fig. 3. Iteration behaviors of convex and non-convex optimization formulations. These models are based on Eq. (9) but with different regularization, i.e., convex \( \ell_1 \)-norm, solved by FISTA (denoted as \( \ell_1 \)) and TOLF, and non-convex \( \ell_p \)-norm (\( p = 0, 0.5, 0.8 \)), solved by [20].](image)

![Fig. 4. Iteration behavior of Compound Regularization (CR) with different regularization parameters \( \lambda \) and our TOLF. We just adopt the settings with the best performance in Table III (i.e., Compound Regularization (DnCNN) and TOLF (DnCNN)).](image)

![Fig. 5. Sensitivity analysis with respect to parameters \( \tau, \zeta \), and \( \beta \).](image)

| Method                | Compound Regularization | TOLF                        |
|-----------------------|-------------------------|-----------------------------|
|                       | (DC)  | (RF)  | (DnCNN) | (DC)  | (RF*) | (DnCNN*) |
| PSNR                  | 30.27 | 31.73 | 32.54   | 31.64  | 32.22  | 33.13    |
| SSIM                  | 0.8684 | 0.9001 | 0.9197  | 0.8997 | 0.9103 | 0.9324   |

TABLE III

**Quantitative Comparisons Between Compound Regularization and Our TOLF on Different Settings.** "*" Represents That DC Is Performed Before Denoising.
Fig. 6. Image restoration results on two examples in Levin et al.’ dataset. We chose top six performance methods from Table V.

Fig. 7. Image restoration results on a challenging color image with a large-sized kernel (75 × 75). The PSNR score is reported below each subfigure.

| Method       | PSNR/SSIM | Input FISTA | EPLL | IRCNN | MSWNNM | PP-ADMM | iTFIMA | TOLF | Ground Truth |
|--------------|-----------|-------------|------|-------|--------|---------|--------|-----|--------------|
|             |           |             |      |       |        |         |        |     |              |
|             |           |             |      |       |        |         |        |     |              |
|             |           |             |      |       |        |         |        |     |              |
|             |           |             |      |       |        |         |        |     |              |
|             |           |             |      |       |        |         |        |     |              |
|             |           |             |      |       |        |         |        |     |              |

**TABLE IV**

| Method       | PP-ADMM (TNRD) | (IRCNN) (DnCNN) (TNRD*) (IRCNN*) (DnCNN*) | TOLF |
|--------------|----------------|------------------------------------------|------|
| PSNR         | 31.63          | 32.58                                    | 32.60| 32.33  | 32.97  | 33.13 |
| SSIM         | 0.8902         | 0.9240                                   | 0.9296| 0.9112 | 0.9295 | 0.9324|

**B. Parameter and Network Architecture Analysis**

The proposed algorithm involves many parameters as described in Sec. V-B, some of which are iteration variables introduced based on the proximal ADMM scheme, i.e., $\lambda_x, \lambda_z, \lambda_{1}, \lambda_{2}, \lambda_{r}$. As for them, we followed the commonly-used setting (set as zero) to initialize them. Here we mainly explored the effects of some algorithmic parameters including $\tau, \zeta$, and $\beta$. As shown in Fig. 5, $\tau$ and $\zeta$ were insensitive to different settings to some extent, while the parameter $\beta$ was sensitive when it increased. Large $\beta$ caused poor performance. Additionally, based on these results, we defined $\tau = 15$, $\zeta = 1$, $\beta = 0.1$ as our default settings for solving image restoration.

Table IV reported quantitative scores of using different networks for PP-ADMM and our method. Among them, TNRD [47] is a famous image denoising framework based on a nonlinear reaction-diffusion model; DnCNN [45] is a well-known CNN-based network for image denoising; IRCNN is a recently-proposed plug-and-play framework for image restoration, and here we just utilized its denoising architecture. It can be easily seen that DnCNN reached the highest scores both in PP-ADMM and our method because it owned stronger denoising ability than IRCNN and TNRD. Thus we chose DnCNN as $T$ for image restoration in the experiments mentioned above and in the following experiments. Moreover, the results of our method were consistently better than PP-ADMM under different networks. It showed the superiority of our designed computational framework against the classical PP-ADMM after plugging the learnable architecture.
TABLE V
AVERAGED IMAGE RESTORATION PERFORMANCE ON LEVIN ET AL.’S BENCHMARK [44].

|        | FTVd | FISTA | HL  | IDDBM3D | EPLL | MLP  | IRCNN | MSWNNM | FDN  | GLRA | PP-ADMM | MEDAE | eFIMA | iFIMA | TOLF |
|--------|------|-------|-----|---------|------|------|-------|--------|------|------|---------|-------|-------|-------|------|
| PSNR   | 29.38| 31.81 | 30.12| 31.53   | 31.65| 32.28| 32.50 | 32.04  | 19.77| 32.68| 32.72   |       |       |       | 33.13|
| SSIM   | 0.8819| 0.9010| 0.8961| 0.9043  | 0.9258| 0.8991| 0.9247| 0.9277 | 0.5134| 0.9296| 0.4639  | 0.9291| 0.9296| 0.9324|

Fig. 8. Averaged CS-MRI results on IXI dataset among state-of-the-art methods. Top row: 20% sampling rate. Bottom row: 30% sampling rate. In each subfigure, the upper right is the best.

Fig. 9. Visual comparison among state-of-the-art methods of Compressive Sensing MRI at the sparse k-space data with different undersampling patterns and at a 30% sampling rates (Top row: Cartesian mask. Middle row: Gaussian mask. Bottom row: Radial mask).
C. Image Processing Applications

**Image Restoration.** We compared TOLF with many approaches, including traditional optimization methods (i.e., FTVd [2], FISTA [11], HL [17], IDDBM3D [48], EPLL [16]), and learning-based methods (i.e., MLP [49], IRCNN [6], MSWNNM [50], FDN [51], GLRA [52], PP-ADMM [24], MEDAEP [53], FIMA [7] (contains eFIMA and iFIMA)). As for TOLF, we introduced a denoising CNN [45] architecture as $T$ (according to Table IV). We conducted experiments on the Levin et al.'s benchmark [44], which includes 32 images of the size $255 \times 255$ and blurred by 8 different kernels of the size ranging from $13 \times 13$ to $27 \times 27$. We reported the quantitative scores in Table V. The visual comparisons on an example image from this benchmark were plotted in Fig. 6. Obviously, deep-learning-based IRCNN achieved much better performance than other traditional optimization methods. The recently-proposed FIMA (includes eFIMA and iFIMA) considered integrating the data and knowledge by an optimization unrolling strategy, thus its results were even better. Nevertheless, thanks to the novel modeling mechanism, TOLF obtained the best quantitative and qualitative results. In addition, a color image ($612 \times 342$) corrupted by a very large kernel ($75 \times 75$) was used to further evaluate the performance, shown in Fig. VI-A. Again, TOLF recovered richer textures and details, and thus performed the best.

**Compressed Sensing MRI (CS-MRI).** We then evaluated TOLF on the CS-MRI task. Here we defined the task-specific operation $\arg \min_x \| \Phi H f - y \|^2 + \alpha \| F x - y \|^2$ with a trade-off $\alpha > 0$ (fix it as $10^{-3}$) and the pre-trained denoising model described in [6] together as $T$. Specifically, we conducted experiments on 55 images from the widely-used IXI MRI benchmark [43]. Our experiments contained three types of undersampling patterns (i.e., Cartesian, Gaussian, and Radial

5http://brain-development.org/ixi-dataset/.
Two possible research directions for related readers. The one vision tasks, e.g., weakly supervised learning. Here we provide considering extending our designed method for more challenging outstanding performance against existing advanced methods.

Fig. 13. Averaged LLIE results on 500 test images collected by [46].

Fig. 14. Illustrating the LLIE results of TOLF with different $T$. Top row: results of warm start from $T$. Bottom row: final enhanced results of TOLF.

Low-Light Image Enhancement (LLIE). Lastly, we applied TOLF to solve LLIE. Here we defined the task-specific operation as $x = y \odot T(y)$, where $\odot$ represents the element-wise division. We compared TOLF with two optimization methods (i.e., JIEP [61] and RRM [11]) and two recent deep learning techniques (i.e., LightenNet [62] and DeepUPE [46]). Fig. 12 illustrated the visual results of these methods on two challenging images. Quantitative results were reported in Fig. 13. By comparison, TOLF obtained the best visual quality and the highest scores. In Fig. 14 we compared the performance of TOLF with different warm-start operations $T$, including the naive low-light input (denoted as $y$), the result of the gamma correction (denoted as $y^{1/\alpha}$ with $\alpha = 2.2$), a simplified relative total variation filter [13] (denoted as RTV$(y)$), and the simple denoising CNN architecture used in the above image restoration experiment (denoted as CNN$(y)$). We first observed that TOLF with RTV and CNN performed better than the other two choices. On the other hand, we emphasize that even with different warm starts, the TOLF process consistently improved the overall performance.

VIII. Conclusion and Future Work

This paper developed a task-oriented convex bilevel optimization with latent feasibility for handling complex problems. The convergence and stability were strictly proved to realize our solid theoretical guarantee. Experiments on iteration behaviors verified the properties of TOLF. Extensive comparisons on three real-world applications demonstrated our outstanding performance against existing advanced methods.

Actually, our TOLF is designed towards general learning and vision models. In this work, we mainly focus on low-level vision tasks to evaluate the performance. In the future, we will consider extending our designed method for more challenging vision tasks, e.g., weakly supervised learning. Here we provide two possible research directions for related readers. The one is to follow the existing deep unrolling schemes to unroll the TOLF and introduce the task-specific architecture into the iteration step to further establish an end-to-end network. The other is to extend the TOLF to generate a gradient-based propagation algorithm for improving the training efficiency towards general learning issues.

APPENDIX

In this part, we present the detailed proofs for all the theoretical results in our algorithm.

A. Proof of Theorem 1

Proof. Given a solution $\bar{x} \in X$. First, for any $x \in \{x | A(x) = \bar{A}(x), \varphi(x) \leq \varphi(\bar{x})\}$, we have $\Psi(x) = h(A(x)) + \varphi(x) \leq h(A(\bar{x})) + \varphi(\bar{x}) = \min_{x} \Psi(x)$, and thus

$$\{x | A(x) = \bar{A}(x), \varphi(x) \leq \varphi(\bar{x})\} \subseteq X.$$  \(11\)

For any $x \in X$, if $A(x) \neq \bar{A}(x)$, let $x_{\alpha} = (1 - \alpha)x + \alpha \bar{x}$, and then $x_{\alpha} \in X$ because $X$ is convex. As $h$ is locally strongly convex around $\bar{x}$, there exists neighborhood $N$ of $A(\bar{x})$ such that $h$ is strongly convex on $N$. There exists sufficiently small $\sigma > 0$ such that $A(x_{\alpha}) \in N$ and $A(x_{\alpha}) \neq \bar{A}(\bar{x})$. Then, there exists $\sigma > 0$ such that

$$h(A(x_{\alpha})) \geq h(A(\bar{x})) + \alpha(Dh(A(\bar{x})), A(x) - A(\bar{x})) + \frac{\sigma}{2} \alpha^2 \|A(x) - A(\bar{x})\|^2.$$  \(12\)

And since $0 \in A^{T}Dh(A(\bar{x})) + \partial \varphi(\bar{x})$, by the convexity of $\varphi$, we have

$$\varphi(x_{\alpha}) \geq \varphi(\bar{x}) + \alpha(-A^{T}Dh(A(\bar{x})), x - \bar{x}).$$  \(13\)

Combining the two inequalities given above, we obtain

$$\Psi(x_{\alpha}) \geq \Psi(\bar{x}) + \frac{\sigma}{2} \alpha^2 \|A(x) - A(\bar{x})\|^2 > \Psi(\bar{x}),$$

which contradicts to the fact that $x_{\alpha} \in X$. Next, since $A(x) = A(\bar{x})$, and $\Psi(x) = \Psi(\bar{x})$, we have $\varphi(x) = \varphi(\bar{x})$, and thus

$$X \subseteq \{x | A(x) = A(\bar{x}), \varphi(x) \leq \varphi(\bar{x})\}. $$  \(14\)

Upon combining Eq. (11) and Eq. (12), we reach the re-characterization of $X$ as Eq. (4).
B. Proof of Corollary 1

Proof. By Theorem 1, we directly have the equivalence between Eq. (3) and Eq. (5). And since Eq. (6) is the iterations of two block proximal ADMM applied on Eq. (5). Thus, the convergence of the iterations in solving problem Eq. (5) can be directly guaranteed via standard convergence results of proximal ADMM. Moreover, by applying the investigations in [64], we can further obtain a linear convergence rate estimation for our iterations in solving problem Eq. (5).

C. Proof of Lemma 1

Proof. First, we show that \( \limsup_{p \to 0} S_{val}(p) \leq S_{val}(0) \). Let \( \bar{x} \in S_{sol}(0) \). Since \( S_{feas}(p) \) is continuous at 0, it is inner semicontinuous at 0. Thus for any \( p^k \to 0 \), we get the existence of a sequence of points \( x^k \in S_{feas}(p^k) \) such that \( x^k \to \bar{x} \) as \( k \to \infty \). Then for any \( \epsilon > 0 \) there exists \( N > 0 \) such that

\[ S_{val}(p^k) \leq F(x^k) \leq F(\bar{x}) + \epsilon = S_{val}(0) + \epsilon, \quad \forall k \geq N, \]

which implies

\[ \limsup_{p \to 0} S_{val}(p) \leq S_{val}(0). \]

We next show the outer semicontinuity of \( S_{val}(0) \). For any \( p^k \to 0 \) with \( x^k \in S_{opt}(p^k) \) such that \( x^k \to \bar{x} \), since \( S_{feas} \) is outer semicontinuous at 0, we have \( \bar{x} \in S_{feas}(0) \). By the continuity of \( F \) and upper semicontinuity of \( S_{val} \) at 0, we have

\[ S_{val}(0) \leq F(\bar{x}) = \lim_{k \to \infty} F(x^k) = \limsup_{k \to \infty} S_{val}(p^k) \leq S_{val}(0), \]

which implies

\[ \bar{x} \in S_{sol}(0). \]

That is, \( S_{val}(p) \) is outer semicontinuous at 0 according to Definition 1 in the manuscript.

D. Proof of Theorem 2

Proof. For any \( x^*_0 \in S_{sol}(p) \) with \( p_1 = A(\bar{x}_0) - A(x) - \varphi(\bar{x}_0) - \varphi(x) \). Therefore, \( \|p\| \leq \|A(\bar{x}_0) - A(x)\| + \|\varphi(\bar{x}_0) - \varphi(x)\| \leq (\|A\| + L_\varphi)\delta(\bar{x}_0, X) \leq (\|A\| + L_\varphi)\delta, \) where \( L_\varphi \) is the Lipschitz continuity modulus of \( \varphi \). Note that the Lipschitz continuity modulus is guaranteed to exist because \( \varphi \) is a convex polyhedral function. Then the first argument follows from Lemma 1 directly. The second argument actually follows from the fact that \( \limsup_{k \to \infty} F(x^*_0) \leq S_{val}(0) \) and \( F \) is coercive.

E. Proof of Proposition 1

Proof. For any \( x_p \in S_{opt}(p) \cap N \), let \( z := \text{Proj}_{S_{feas}(0)}(x_p) \) and \( x_0 := \text{Proj}_{S_{sol}(0)}(z) \), and since \( S_{feas}(0) \) and \( S_{sol}(0) \) are both closed convex sets, \( z \) and \( x_0 \) are well defined. Because \( \bar{x} \in S_{sol}(0) \), we have \( \|x_0 - \bar{x}\| \leq \|z - \bar{x}\| \leq \|x_p - \bar{x}\| \), and thus \( x_0, x_0 \in N \) and \( \|x_p - x_0\| \leq \|x_p - \bar{x}\| \).

Since \( x_p \in S_{sol}(p) \), for any point \( y \in S_{feas}(p) \), we have

\[ F(x_p) - F(x_0) = F(x_p) - F(y) + F(y) - F(x_0) \leq L\|y - x_0\|. \]

Since \( y \) can be any point in \( S_{feas}(p) \), we have

\[ F(x_p) - F(x_0) \leq \kappa_2 L\|p\|. \]

Next, we have

\[ F(x_p) - F(x_0) \geq F(z) - F(x_0) - |F(x_0) - F(z)| \]

\[ \geq -\|z - x_0\|^2 - L\|x_p - z\| \]

\[ \geq c(\|x_p - x_0\| - |z - x_0|)^2 - \kappa_1 L\|p\| \]

Combining with Eq. (13), we get

\[ \kappa_2 L\|p\| \geq c(\|x_p - x_0\| - \kappa_1\|p\|)^2 - \kappa_1 L\|p\| \]

and thus

\[ d(x_p, S_{sol}(0)) \leq \|x_p - x_0\| \leq \kappa_1\|p\| + \sqrt{\frac{(\kappa_1 + \kappa_2)L\|p\|}{c}}. \]

F. Proof of Theorem 3

Proof. As stated in our manuscript, according to the results proved in Proposition 1, together with the arguments given in the proof of Theorem 2, we can directly have the stability guarantees in this theorem.
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