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ABSTRACT
We propose a novel neural architecture search algorithm via reinforcement learning by decoupling structure and operation search. Our approach samples candidate models from the multinomial distribution over the policy vectors. The proposed technique improves the efficiency of architecture search significantly compared to the existing methods while achieving competitive classification accuracy and model compactness. Our policy vectors are easily interpretable throughout the training procedure, which allows analyzing the search progress and the identified architectures. Note that, on the contrary, the black-box characteristics of the conventional methods based on RNN controllers hamper understanding training progress in terms of policy parameter updates. Our experiments demonstrate the outstanding performance of our approach compared to the state-of-the-art techniques with a fraction of search cost.
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1. INTRODUCTION
Designing deep neural network architectures often requires various task-specific domain knowledge, and it is challenging to achieve the state-of-the-art accuracy by manual tuning without the custom information. Consequently, the automatic search for network architectures becomes an active research problem. Several neural architecture search (NAS) techniques achieve the state-of-the-art performances on the standard benchmark datasets [1, 2]. However, NAS methods inherently suffer from high computational cost due to their huge search spaces and frequent validation processes. Another critical drawback of the most existing methods is that it is extremely difficult to understand their search progress since decision making typically relies on the hidden state representations.

We propose an efficient decoupled neural architecture search (EDNAS) algorithm based on reinforcement learning (RL). Contrary to the conventional RL-based NAS methods, which employ an RNN controller to sample candidate architectures from the search space, we use the policy vectors for decoupled sampling from structure and operation search spaces. The decoupled sampling strategy enables us to reduce search cost significantly and analyze the architecture search procedure in a straightforward way. The resulting architecture achieves competitive performance compared to the output models from the state-of-the-art NAS techniques.

We claim the following contributions in this paper:
• We propose an RL-based NAS technique, which learns the policy vectors to samples candidate models by decoupling structure and operation search spaces of a network.
• The proposed sampling strategy relies on the fully observable policy vectors over the two independent search spaces, which facilitates to analyze the neural architecture search progress and understand the learned models.
• Our algorithm achieves the competitive performances on various benchmark datasets including CIFAR-10 and ImageNet with a fraction of computational cost.

2. RELATED WORK
We categorize the existing NAS methods into three groups: RL-based [3, 1, 4, 5, 6, 7, 8], evolutionary algorithm (EA)-based [9, 10, 11, 12], and gradient-based [13, 14, 15, 16, 8].

RL-based architecture search techniques are originally proposed in [3], where the RNN controller is used to search for whole models. NASNet [1] follows the optimization framework of [3], but the construction of the network is based on the cells discovered by the RNN controller. The search space reduction to a cell is proven to improve not only efficiency but also accuracy compared to the unrestricted exploration [1, 17, 4]. ENAS [4] aims to further improve efficiency by weight sharing. It achieves a remarkable reduction in search cost compared to NASNet with competitive accuracy.

The most representative work of EA-based approach is [9], where a CNN is evolved from a trivially simple architecture. This technique is extended to evolving the convolu-
EDNAS is an RL-based NAS approach with reduced complexity and observable search mechanism while maintaining accuracy in target tasks. Although it is straightforward to apply the proposed technique to RNNs, we focus on search for CNNs in this paper.

### 3. METHODOLOGY

EDNAS finds the neural networks given by a stack of cells as in [1, 4]. There are two sorts of cells: normal and reduction cells. A normal cell has the same input and output sizes while the reduction cell has an output feature map with a half of input width and height. By controlling the number of normal and reduction cells, EDNAS adjusts the size of the whole network. The architecture of a cell is defined by a directed acyclic graph (DAG), where a node and an edge represent the local and reduction cells, EDNAS adjusts the size of the whole network structure with differentiable weights [13], encoding network architectures using feature vectors in a continuous space [14], and adopting the concrete distribution over network architectures [16].

#### 3.1. Overview

EDNAS finds the neural networks given by a stack of cells as in [1, 4]. There are two sorts of cells: normal and reduction cells. A normal cell has the same input and output sizes while the reduction cell has an output feature map with a half of input width and height. By controlling the number of normal and reduction cells, EDNAS adjusts the size of the whole network. The architecture of a cell is defined by a directed acyclic graph (DAG), where a node and an edge represent the local and reduction cells, EDNAS adjusts the size of the whole network.

The structure search is given by identifying a subgraph of the initial graph, which is a complete DAG. We sample a candidate architecture and a set of operations for validation, where the sampling is controlled by the policy vector updated based on the feedback from the validation results. A convolutional cell has two input nodes, which have no incoming edges in the DAG and correspond to the outputs of two previous cells. Each node takes the outputs of two preceding nodes as its inputs, and applies operations to individual inputs.

We consider seven operations, which include $3 \times 3$ and $5 \times 5$ separable convolutions, $3 \times 3$ and $5 \times 5$ dilated separable convolutions, $3 \times 3$ max pooling, $3 \times 3$ average pooling, and the identity function. The output of a convolutional cell is given by the depth-wise concatenation of the feature maps in all hidden nodes.

### 3.2. Architecture Search Process in EDNAS

The objective of our algorithm, EDNAS, is to maximize the expected reward of sampled architectures, which is given by

$$\max_{\theta} \mathbb{E}_{P(m|\theta)}[R],$$

where $\theta$ is the policy parameter and $m$ is the sample model based on the current policy. While the RNN controller manages policies in the conventional RL-based methods ($\theta = \theta_c$), EDNAS employs the policy vectors ($\theta = \theta_e$) to search for the optimal architecture.

EDNAS decouples the structure and operation search, which are performed based on separate policy vectors. There are two kinds of policy vectors in EDNAS; one is for non-input nodes and the other is for edges. All non-input nodes in the DAG are associated with a $c_i$-dimensional policy vector, where $c_i$ is the number of incoming edge combinations to the $i$-th node. The policy vector of node $n_i$, $p_{n_i}$, is given by

$$p_{n_i} = [e_1, ..., e_{c_i}]^T, \quad c_i = \left(\frac{e_i}{r}\right),$$

where $e_i$ is the number of incoming edges to $n_i$, and $r$ is the number of the selected edges. The policy vector of edge $e$ is a $k$-dimensional vector, where $k$ is the number of operations:

$$p_e = [w_1, ..., w_k]^T.$$
Based on these policy vectors, we perform architecture sampling as follows. First, we search for the overall structure of the network by sampling edges from the DAG. To this end, the softmax function is applied to $p_{n_i}$ for its normalization. Then, an input edge combination of each node is sampled from the multinomial distribution given by $\text{softmax}(p_{n_i})$. After that, we optimize the operation corresponding to each selected edge. The operation of each selected edge is determined by drawing a sample from the multinomial distribution defined by $\text{softmax}(p_v)$, which is similar to the structure search step.

The policy vectors for the structure and operation search are observable in our framework. Therefore, we can analyze the training progress of EDNAS based on the statistics of architecture samples and the visualized policy vectors during training. For example, it is possible to see which combinations of edges are selected and which operations are preferred at each iteration or over many epochs.

Figure 1 illustrates an example of convolutional cell architecture sampling. There are two input nodes in the DAG and non-input nodes in our convolutional cell receive two inputs from preceding nodes, i.e., $r = 2$. For each non-input node, the feature maps resulting from the operations derive the output of the node by the element-wise summation. In the structure search step, an input edge combination is selected for each non-input node using the multinomial distribution of policy vector. In the example, the edges heading to $n_3$ from $n_0$ and $n_2$ are selected as the input edge combination of $n_3$.

In operation search step, a specific operation for a selected edge is determined. We obtain a sampled architecture after both steps are completed, as shown in the rightmost graph in Figure 1. We search for normal and reduction cells based on the policy vectors defined separately.

### 3.3. Training Process and Deriving Architectures

Training EDNAS consists of a two-step process: child model training and policy vector training. We alternate the two steps, where the child model is learned using the training data while the policy vectors are trained with the validation set.

For training the child model, we use stochastic gradient descent (SGD) on the shared parameters of the DAG. During the child model training step, the parameters of the policy vectors are fixed. We sample an architecture in each iteration, compute a gradient, and update the model using SGD.

In the policy vector training step, the model parameters are fixed and the policy vectors are updated to maximize the expected reward. We use Adam optimizer [20], and the gradient is computed by REINFORCE [21], as shown below:

$$\nabla_{\theta_v} \log P(m; \theta_v)(R - b),$$

where $P(m; \theta_v)$ is the probability of the model $m$ sampled based on the policy vectors $\theta_v$, and $b$ is a moving average of rewards. We compute the reward $R$ based on the validation accuracy, which encourages the policy vector to sample an architecture with high generalization performance.

The training process is repeated until the training epoch reaches the maximum number. When deriving the final architecture, we sample a predefined number of models—100 in our experiment—and compute their rewards on a single minibatch. Then, the model that receives the best reward is selected as the final architecture discovered by EDNAS.

### 4. EXPERIMENTS

We tested the performance of our algorithm on CIFAR-10 and ImageNet. Refer to our project page\footnote{https://github.com/logue311/EDNAS} for the source code, implementation details, experiment setup, and full results.

#### 4.1. Cell Search with CIFAR-10

Table 1 summarizes the results. Although the manual search techniques achieve the state-of-the-art accuracy, their model sizes are much larger than the ones given by automatic search methods. The NAS methods without weight sharing suffer from huge search cost while the approaches with weight sharing have a reasonable balance between cost and accuracy. Note that EDNAS achieves competitive accuracy to the techniques with weight sharing in terms of accuracy and model size, but it is substantially faster than other architecture search methods.

To further analyze the search procedure, we present the statistics of the sampled architectures. Specifically, we illustrate the cumulative distributions of the sampled edges and the

| Method | Search Cost (GPU days) | Params (M) | Test Error (%) |
|--------|------------------------|------------|----------------|
| DenseNet [18] | - | 25.6 | 3.46 |
| DenseNet + cutout [18] | - | 26.2 | 2.56 |
| NASNet-A + cutout [1] | 1800 | 3.3 | 2.65 |
| AmoebaNet-A + cutout [10] | 3150 | 3.2 | 3.34 |
| AmoebaNet-B + cutout [10] | 3150 | 3.1 | 2.55 |
| PNAS [6] | 225 | 3.1 | 3.41 |
| NAONet + cutout [14] | 200 | 128 | 2.11 |
| ENAS + cutout [4] | 0.5 | 4.6 | 2.89 |
| ENAS + cutout\† [4] | 0.6 | 3.2 | 3.32 |
| DARTS (first) + cutout [13] | 0.38 | 2.9 | 2.94 |
| DARTS (first) + cutout\† [13] | 0.32 | 2.8 | 3.05 |
| DARTS (second) + cutout [13] | 1 | 3.4 | 2.83 |
| NAONet-WS [14] | 0.3 | 2.5 | 3.53 |
| GHN + cutout [19] | 0.84 | 5.7 | 2.84 |
| DSO-NAS + cutout [15] | 1 | 3.0 | 2.84 |
| Random | 0.27 | 3.4 | 3.91 |
| EDNAS + cutout | 0.28 | 3.7 | 2.84 |
operations in the normal cells over every 50 epoch. Figure 2(a) shows that $e_{0,3}$ and $e_{1,3}$ are selected more frequently at the later stage of training while the sampling ratio of $e_{2,3}$ drops consistently over time. In general, the edges from input nodes are preferred to the ones from the hidden nodes. On the other hand, when we observe the operation sampling patterns in the normal cell, we can see the clear tendency of individual operations; the frequency of pooling (max, avg) and identity (id) operations decreases gradually while the separable convolutions and dilated convolutions with a relatively large kernel size ($e.g., 5 \times 5$) are sampled more frequently at the later stage of the optimization process. It implies that the searched models attempt to extract the high-level information from the inputs to improve accuracy.

Figure 3 illustrates the derived architectures. The characteristics of the two models are different in the sense that the normal cell has many parallel operations, which coincides with the tendency illustrated in Figure 2(a) while the operations in the reduction cell tend to be serial.

4.2. Cell Search with ImageNet

Table 2 presents the performance of EDNAS on ImageNet dataset in comparison to other methods. Most of the existing approaches identify the best architecture on CIFAR-10 dataset and use the same model for the evaluation on ImageNet after fine-tuning. This is mainly because their search costs are prohibitively high and it is almost impossible to apply their algorithms to the large-scale datasets directly. On the contrary, EDNAS, and DSO-NAS [15] as well, are fast enough to explore the search space directly even on the ImageNet dataset. The performance of EDNAS is as competitive as DSO-NAS in terms of model size and accuracy, but the search cost of EDNAS is substantially smaller than DSO-NAS.

5. CONCLUSION

We presented a novel neural architecture search algorithm, referred to as EDNAS, which decouples the structure and operation search by applying the separate policy vectors. Since the policy vectors are fully observable, the architecture search process is more interpretable in EDNAS. The experimental results demonstrate that the proposed algorithm is competitive in terms of accuracy and model size even with significantly faster learning speed.
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