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Abstract—Modeling user preference from his historical sequences is one of the core problems of sequential recommendation. Existing methods in this field are widely distributed from conventional methods to deep learning methods. However, most of them only model users’ interests within their own sequences and ignore the dynamic collaborative signals among different user sequences, making it insufficient to explore users’ preferences. We take inspiration from dynamic graph neural networks to cope with this challenge, modeling the user sequence and dynamic collaborative signals into one framework. We propose a new method named Dynamic Graph Neural Network for Sequential Recommendation (DGSR), which connects different user sequences through a dynamic graph structure, exploring the interactive behavior of users and items with time and order information. Furthermore, we design a Dynamic Graph Recommendation Network to extract user’s preferences from the dynamic graph. Consequently, the next-item prediction task in sequential recommendation is converted into a link prediction between the user node and the item node in a dynamic graph. Extensive experiments on four public benchmarks show that DGSR outperforms several state-of-the-art methods. Further studies demonstrate the rationality and effectiveness of modeling user sequences through a dynamic graph.

Index Terms—Sequential recommendation, dynamic collaborative signals, dynamic graph neural networks

1 INTRODUCTION

With dramatic growth of the amount of information on the Internet, recommender systems have been applied to help users alleviate the problem of information overload in online services, such as e-commerce, search engines, and social media. Recently, several collaborative filtering methods have been proposed, which focus on static user-item interactions [1], [2], [3] but ignore the rich historical sequential information of users. However, user preferences change dynamically over time, varying with the historical interacted items. Therefore, sequential recommendation has attracted lots of attention, which seeks to utilize the sequential information from each user’s interaction history to make accurate predictions.

A series of methods have been proposed in the field of sequential recommendation. For example, the Markov-chain model [4] makes recommendation based on k previous interactions. Several RNN-based models [5], [6], [7] utilize Long Short-term Memory (LSTM) [8] or Gated Recurrent Unit (GRU) [9] networks to capture sequential dependencies in user sequences. Furthermore, Convolutional Neural Networks (CNN) and Attention Networks are also effective in modeling user sequences. For example, Caser [10] employs convolutional filters to incorporate the order of user interaction. SASRec [11] and STAMP [12] apply the attention mechanism to model the relationship between items to capture user intent. Recently, Graph Neural Networks (GNNs) [13], [14] have gained increasing attention. Inspired by the success of GNN in a wide variety of tasks, some GNN-based sequence models [15], [16], [17] are proposed, which use improved GNN to investigate the complex item transition relationships in each sequence.

Although these methods have achieved compelling results, we argue that these methods lack explicit modeling of the dynamic collaborative signals among different user sequences, which is mainly manifested in two aspects:

1) These models do not explicitly leverage the collaborative information among different user sequences, in other words, most of them focus on encoding each user’s own sequence, while ignoring the high-order connectivity between different user sequences, as can be seen in Fig. 1a, in which the encoding of user sequence during training and testing are all within a single sequence. However, as shown in Fig. 1b, at time $t_5$, $u_1$ interacts with $i_1$, $i_2$ and $i_3$ directly, and also has high-order connections with $u_2$ and $u_3$ as well as their interactive items. Obviously, the interaction information of $u_2$ and $u_3$ can assist in the prediction of $u_1$’s sequence. This information is over-looked by most of the existing models.

2) These models ignore the dynamic influence of the high-order collaboration information at different...
As follows: firstly, we convert all user sequences into a dynamic graph annotated with time and order information on edges (Section 4.1). Consequently, the user sequences having common items are associated with each other via user → item and item → user connections. Second, we devise a sub-graph sampling strategy (Section 4.2) to dynamically extract sub-graphs containing user’s sequence and associated sequences. Third, to encode user’s preference from the sub-graph, we design a Dynamic Graph Recommendation Network (DGRN) (Section 4.3), in which a dynamic attention module is constructed to capture the long-term preference of users and long-term character of items, and a recurrent neural module or attention module is further utilized to learn short-term preference and character of users and items, respectively. By stacking multiple DGRN layers, the rich dynamic high-order connectivity information of each user and each item node can be better utilized. Finally, our model converts the next-item prediction task into a link prediction task for user nodes (Section 4.4). Extensive experiments conducted on four public benchmark datasets verify the effectiveness of our DGSR method.

To summarize, our work makes the following main contributions:

- We highlight the critical importance of explicitly modeling dynamic collaborative signals among user sequences in the sequential recommendation scenario.
- We propose DGSR, a new sequential recommendation framework based on dynamic graph neural networks.
- We conduct empirical studies on four real-world datasets. Extensive experiments demonstrate the effectiveness of DGSR.

## 2 RELATED WORK

### 2.1 Sequential Recommendation

Sequential recommendation is to predict the next item based on users’ historical interaction sequences. Compared with the static recommender system, it usually generates user’s representation based on its sequential interactions for prediction. Pioneering works, such as Markov chain-based methods [4], [19] predict the next item based on k-order interactions. Translation-based approaches [20] model third-order interactions with a TransRec component.

With the development of deep learning, many related works have been proposed for sequential recommendation task. GRU4Rec [5] is the first one to use Recurrent Neural Network (RNN) to session-based recommendation task. Due to the excellent performance of RNN, it has been widely used for sequential recommendation task [6], [7], [15], [21]. What’s more, Convolutional Neural Network (CNN) is also used in sequential recommendation to investigate the different patterns. The CNN-based model Caser [10] applies convolution filters to incorporate different order of users’ interactions. Furthermore, the attention network is also a powerful tool applied in the sequential recommendation. NARM [22] employs the attention mechanism on RNN to capture users’ main purposes. STAMP [12] uses a novel attention memory network to efficiently capture both the users’ general interests and current interests. SASRec [11]...
applies self-attention mechanisms to sequential recommendation problems to explicitly model the relationship between items. More recently, based on SASRec, TiSASRec [23] is proposed to model the absolute positions of items as well as the time intervals between them in a sequence.

In the last few years, graph neural networks (GNNs) have achieved state-of-the-art performance in processing graph structure data. There are also some studies [15], [16], [17], [24], [25] applying GNNs to sequential recommendation. SR-GNN [15] firstly utilizes the Gated GNNs to capture the complex item transition relationship in session scenario. Based on this work, A-PGNN [16] combining personalized GNN and attention mechanism is proposed for session-aware scenarios. MA-GNN [25] employs a memory augmented graph neural network to capture both the long- and short-term user interests.

Although these GNN-based models have shown promising direction for sequential recommendation, they only focus on modeling user preferences on intra-sequence and ignore the item relationship across sequences. To this end, some models [26], [27], [28], [29], [30], [31] that utilize the cross sequence information are proposed. For example, HyperRec [26] adopts hypergraph to model the high-order correlations connections between items within or across sequences. CSRMs [27] considers neighborhood sessions by calculating that of similarity between with current session. DGRec [28] explicitly associate different user sequences through social relationships. SERec [31] adopts a heterogeneous graph neural network to learn user and item representations that extract the knowledge from social networks, but not all data have social relationship attributes. Furthermore, to effectively learn user and item embeddings, THIGE [29] utilizes the temporal heterogeneous graph for next-item recommendation. GCE-GNN [30] leverages a new global graph to learn the global-level item embedding from all sessions, but does not accurately consider sequential information in the global graph. In this paper, our model processing sequential recommendation task is distinct from the above-mentioned methods. The detailed comparative analysis with these models will be elaborated in Section 4.5.

### 2.2 Dynamic Graph Neural Networks

Nowadays, graph neural networks have been employed to address different problems, such as node classification [13], [14], graph embedding [32], [33], graph classification [34], recommendation [15], [16], [17], [24], [25], [35] and so on.

However, in many applications, the graph data change over time, such as academic network, social network, and recommender system. As a result, a surge of works considers modeling dynamic graphs. DANE [36] leverages matrix perturbation theory to capture the changes of adjacency and attribute matrix in an online manner. DynamicTriad [37] imposes the triadic closure process to preserve both structural information and evolution patterns of dynamic network. DynGEM [38] uses a dynamically expanding deep Auto-Encoder to capture highly nonlinear first-order and second-order proximities of the graph nodes. CTDNE [39] designs a time-dependent random walk sampling method for learning dynamic network embeddings from continuous-time dynamic networks. HTNE [40] integrates the Hawkes process into network embeddings to capture the influence of historical neighbors on the current neighbors for temporal network embedding. DyRep [41] utilizes a deep temporal point process model to encode structural-temporal information over graph into low dimensional representations. JODIE [42] utilizes two types of RNN to model the evolution of different node representations. MTNE [43] not only integrates the Hawkes process to stimulate the triad evolution process, but also combines attention to distinguish the importance of different motifs. To inductively infer embeddings for both new and observed nodes as the graph evolves, Xu et al. [44] propose the temporal graph attention mechanism based on the classical Bochner’s theorem. There are also some works [45] crop the dynamic graph into a sequence of graph snapshots.

Although some of the above-mentioned dynamic methods are tested on e-commerce data sets, they are not adapted to sequential recommendation scenarios. As far as we know, there is no study to illustrate the sequential recommendation problem from the perspective of dynamic graphs.

### 3 Preliminaries

In this section, we describe problems about sequential recommendation and dynamic graph.

#### 3.1 Sequential Recommendation

In the setting of sequential recommendation, let $U$ and $I$ represent the set of users and items, respectively. For each user $u \in U$, its action sequence is denoted as $S^u = (v_1, v_2, \ldots, v_n)$, where $i \in I$, $T^u = (t_1, t_2, \ldots, t_k)$ is the corresponding timestamp sequence of $S^u$. The set of all $S^u$ is denoted as $S$. The object of sequential recommendation is to predict the next item of $S^u$ employing sequence information before time $t_k$ and $t_k$. In general, sequential recommendation task limits the maximum length of $S^u$ to $n$. When $k$ is greater than $n$, taking the most recent $n$ items $(i_{k-n}, i_{k-n+1}, \ldots, i_k)$ to make predictions.

Each user and item can be converted into low-dimensional embedding vector $e_u, e_i \in \mathbb{R}^d$, respectively, where $u \in U$ and $i \in I$, $d$ is the dimension of embedding space. We use the $E_U \in \mathbb{R}^{|U| \times d}$ and $E_I \in \mathbb{R}^{|I| \times d}$ to represent the user embedding and item embedding matrix, respectively.

#### 3.2 Dynamic Graph

A dynamic network can be defined as $G = (V, E, T)$, where $V = \{v_1, v_2, \ldots, v_n\}$ is the node set and $e \in E$ represents the interaction between $v_i$ and $v_j$ at time $t \in T$, so edge $e_{ij}$ between $v_i$ and $v_j$ is generally represented by triplet $(v_i, v_j, t)$. In some cases, $t$ can also indicate the order of interactions between two nodes. By recording the time or order of each edge, a dynamic graph can capture the evolution of the relationship between nodes. Dynamic graph embedding aims to learn a mapping function $f : V \rightarrow \mathbb{R}^d$, where $d$ is the number of embedding dimensions.

### 4 Methodology

We now present the proposed DGSR model, the framework of which is illustrated in Fig. 2. There are four components in the architecture: 1) Dynamic Graph Construction is to convert all sequences of users to a dynamic graph; 2) Sub-graph
Sampling is to extract sub-graphs which contain user’s sequence and its related sequences; 3) Dynamic Graph Recommendation Network (DGRN) contains message propagation mechanism and node update part to encode each user preference from the sub-graph; and 4) Prediction Layer aggregates the user’s refined embeddings learned from DGRN, and predicts which item node will be most likely linked with the user node next. Algorithm 2 provides the pseudo-code of the overall framework.

4.1 Dynamic Graph Construction
In this section, we describe how to convert all user sequences into a dynamic graph. When the user $u$ acts on the item $i$ at time $t$, an edge $e$ is established between $u$ and $i$, and $e$ can be represented by the quintuple $(u, i, t, o^e_u, o^e_i)$. $t$ describes the timestamp when the interaction occurred. Besides, distinguished with the definition of the conventional dynamic graph, $o^e_u$ is the order of $u$’s interaction, that is, the position of item $i$ in all items that the $u$ has interacted with. $o^e_i$ refers to the order of $u$ in all user nodes that have interacted with item $i$. For example, $u_1$’s sequence and timestamp sequence are $((1, 2, 3))$ and $(1, 2, 3)$, respectively. $u_2$’s sequence and timestamp sequence are $((2, 1, 3), (1, 2, 3))$, and $(1, 2, 3, 4)$, where $t_1 < t_2 < t_3 < t_4 < t_5 < t_6$. The edges between users and its interaction items can be written as $(u_1, i_1, i_1, 1, 1), (u_2, i_2, i_2, 2, 1), (u_1, i_3, i_3, 3, 1), (u_2, i_3, i_2, 1, 2), (u_2, i_2, i_3, 2, 2)$, and $(u_2, i_3, i_2, 2, 3, 2)$.

Since a large number of user sequences interacted with the same items, for example, as shown in the Fig. 2, $u_1$ and $u_2$ have common items $t_1$ and $t_2$, and $u_1$ and $u_3$ have common item $t_3$. Consequently, all the quintuples of dataset form a dynamic graph,

$$G = \{ (u, i, t, o^e_u, o^e_i) | u \in U, i \in V \},$$

which is a continuous-time graph according to the definition in [46]. In addition to the interaction time between users and items, $G$ also records the order information between them. So, our dynamic graph is more suitable for the sequential recommendation task than static graph and conventional dynamic graph. We define our dynamic graph at time $t$ as $G_t \in G$, which is a dynamic graph composed of all users’ interaction sequences at time $t$ and before $t$. For a given user sequence $S^u = (i_1, i_2, \ldots, i_k)$, the corresponding timestamp sequence is $T^u = (t_1, t_2, \ldots, t_k)$, the next item of the predicted sequence $S^u$ is equivalent to predict the item linked to the node $u$ in $G^{t_i}$.

4.2 Sub-Graph Sampling
As the user sequence $S^u$ extending, the number of neighbor sequences of it is growing. Similarly, the scale of the dynamic graph composed of all users is also gradually expanding. It will increase the computational cost and introduce too much noise into the target sequence $S^u$. For efficient training and recommendation, we propose a sampling strategy, details of which are shown in Algorithm 1.

Specifically, we first take user node $u$ as the anchor node and select its most recent $r$ first-order neighbors from graph $G^{t_i}$, that is, the historical items that $u$ has interacted with, written as $\mathcal{N}_u$, where $n$ is the maximum length of user sequence (Line 6 and 7 in Algorithm 1). Next, for each item $i \in \mathcal{N}_u$, we use each of them as an anchor node to sample the set of users who have interacted with them, written as $\mathcal{N}_i$ (Line 13 and 14 in Algorithm 1). To improve sampling efficiency, we record user and item nodes that have been used to be anchor node to avoid repeated sampling (Line 8 and 15 in Algorithm 1), and set the maximum number of samples to $n$ when sampling user node (Line 19 in Algorithm 1). Followed by analogy, we can obtain the multi-hop sampling to extract sub-graphs which contain user’s sequence and its related sequences; 3) Dynamic Graph Recommendation Network (DGRN) contains message propagation mechanism and node update part to encode each user preference from the sub-graph; and 4) Prediction Layer aggregates the user’s refined embeddings learned from DGRN, and predicts which item node will be most likely linked with the user node next. Algorithm 2 provides the pseudo-code of the overall framework.

**4.1 Dynamic Graph Construction**

In this section, we describe how to convert all user sequences into a dynamic graph. When the user $u$ acts on the item $i$ at time $t$, an edge $e$ is established between $u$ and $i$, and $e$ can be represented by the quintuple $(u, i, t, o^e_u, o^e_i)$. $t$ describes the timestamp when the interaction occurred. Besides, distinguished with the definition of the conventional dynamic graph, $o^e_u$ is the order of $u$’s interaction, that is, the position of item $i$ in all items that the $u$ has interacted with. $o^e_i$ refers to the order of $u$ in all user nodes that have interacted with item $i$. For example, $u_1$’s sequence and timestamp sequence are $((1, 2, 3))$ and $(1, 2, 3)$, respectively. $u_2$’s sequence and timestamp sequence are $((2, 1, 3), (1, 2, 3))$, and $(1, 2, 3, 4)$, where $t_1 < t_2 < t_3 < t_4 < t_5 < t_6$. The edges between users and its interaction items can be written as $(u_1, i_1, i_1, 1, 1), (u_2, i_2, i_2, 2, 1), (u_1, i_3, i_3, 3, 1), (u_2, i_3, i_2, 1, 2), (u_2, i_2, i_3, 2, 2)$, and $(u_2, i_3, i_2, 2, 3, 2)$.

Since a large number of user sequences interacted with the same items, for example, as shown in the Fig. 2, $u_1$ and $u_2$ have common items $t_1$ and $t_2$, and $u_1$ and $u_3$ have common item $t_3$. Consequently, all the quintuples of dataset form a dynamic graph,

$$G = \{ (u, i, t, o^e_u, o^e_i) | u \in U, i \in V \},$$
neighbors of node \( u \), which could form \( u \)'s \( m \)-order sub-graph \( \mathcal{G}^m_u(t_k) \) of \( S^n \) (\( m \) is a hyper-parameter used to control the size of sub-graph).

After sampling, each sub-graph \( \mathcal{G}^m_u(t_k) \) contains the nodes of the sequence \( S^n \) and its associated sequences. User and item nodes in these sequences are linked to each other through stacking the user to item and item to user relationships in \( \mathcal{G}^m_u(t_k) \).

### Algorithm 1. Sub-Graph Sampling Algorithm

**Input:** Sequence \( S^n=(i_1, i_2, \ldots, i_k) \), timestamp sequence \( T^n=(t_1, t_2, \ldots, t_k) \), dynamic graph \( \mathcal{G}^l \), and the order of sub-graph \( m \).

**Output:** The \( m \)-order sub-graph \( \mathcal{G}^m_u(t_k) \).

1. // Initialization
2. \( U_m, T_{\text{temp}} \leftarrow \{u\}, I_m, I_{\text{temp}} \leftarrow \emptyset \)
3. // Node sampling
4. for \( k \in [1, m] \) do
5. if \( k \) is an odd number then
6. for \( u \in U_{\text{temp}} \) do
7. \( I_{\text{temp}} \leftarrow I_{\text{temp}} \cup N_u \)
8. \( I_{\text{temp}} \leftarrow I_{\text{temp}} \setminus I_m \)
9. if \( I_{\text{temp}} = \emptyset \) then
10. break
11. \( I_m \leftarrow I_m \cup I_{\text{temp}} \)
12. else
13. for \( i \in I_{\text{temp}} \) do
14. \( U_{\text{temp}} \leftarrow U_{\text{temp}} \cup N_i \)
15. \( U_{\text{temp}} \leftarrow U_{\text{temp}} \setminus U_m \)
16. if \( U_{\text{temp}} = \emptyset \) then
17. break
18. if \( |U_{\text{temp}}| > n \) then
19. \( U_{\text{temp}} \leftarrow \text{Sampling} \ n \text{ nodes from } U_{\text{temp}} \)
20. \( U_m \leftarrow U_m \setminus U_{\text{temp}} \)
21. // Sub-graph generation
22. \( \mathcal{G}^m_u(t_k) = (U_m, I_m), U_m, I_m \in \mathcal{G}^l \)

### 4.3 Dynamic Graph Recommendation Network

In this section, we design a Dynamic Graph Recommendation Network (DGRN) to encode the preference of each user from dynamic contextual information by acting on the sub-graph \( \mathcal{G}^m_u(t_k) \). Similar to most GNNs, the DGRN component consists of message propagation and node updating components. For the sake of discussion, we illustrate the message propagation and node updating from \( l-1 \)-th layer to \( l \)-th layer of DGRN.

The message propagation mechanism aims to learn the message propagation information from user to item and item to user in \( \mathcal{G}^m_u(t_k) \), respectively. The challenge is how to encode the sequential information of neighbors from user and item perspectives, respectively. The static graph neural networks, such as GCN [13] and GAT [14], are powerful in various graph structure data. However, they fail to capture sequential information of neighbors suitably for each user and item. Some sequence model, such as RNN [5] and Transformer [47] net, are widely used to model user long- and short-term interest, but they can not deal with graph structured data directly. To this end, we combine the graph neural networks and sequential networks to design a dynamic propagation mechanism.

**From Item to User.** The set of neighbor nodes of the user node \( u \) is the items that \( u \) has purchased. To update the user node representations in each layer, we need to extract two types of information from the neighbors of each user node, which are long-term preference and short-term preference respectively. The long-term preference [48] of user reflects his or her inherent characteristics and general preference, which can be induced from the user’s all historical items. The short-term preference of the user reflects his or her latest interest.

**From User to Item.** The set of neighbor nodes of the item node \( i \) is the users who purchased it, in which the users are arranged in chronological order. Similar to the user, the neighbors of item also reflect its two types of character. On the other hand, the long-term character can reflect the general characters of the item. For example, the wealthy people usually buy high-end cosmetics. On the other hand, short-term character reflects the newest property of item. For example, many non-sports enthusiasts may also buy jerseys or player posters during the World Cup. This part of consumers’ behavior means the positioning of soccer equipment has changed from professionalism to universality in this period.

However, most existing sequential recommendation methods fail to explicitly capture the impact of user nodes on the item node. To settle this problem, we also consider the message propagation from user to item.

#### 4.3.1 Message Propagation Mechanism

In this subsection, we discuss the message propagation mechanism of DGRN, which includes the encoding of long-term and short-term information.

**Long-Term Information.** To capture the long-term information of each node from its neighbors, we reference graph neural networks and recurrent neural networks, which explicitly consider the relationship of nodes with their neighbors and sequence dependence of neighbors, respectively. Furthermore, we also design an order-aware attention mechanism that is more suitable for dynamic sequential recommendation.

- **Graph Convolution Neural Networks.** GCN [13] is an intuitive approach that aggregates all neighbor node embeddings directly:

\[
h_u^l = \frac{1}{|N_u|} \sum_{i \in N_u} W_1^{l-1} h_i^{l-1},
\]

(1)

\[
h_i^l = \frac{1}{|N_i|} \sum_{u \in N_i} W_2^{l-1} h_u^{l-1},
\]

(2)

where \( W_1^{l-1}, W_2^{l-1} \in \mathbb{R}^{d \times d} \) are encoding matrix parameters of item and user in the \( l-1 \)-th layer, where \( |N_u| \) and \( |N_i| \) are the number of \( u \)'s and \( i \)'s neighbor nodes.

- **Recurrent Neural Networks,** such as GRU net, is an effective network to model the sequence dependencies. So, we utilize GRU net to calculate the long-term preference/character for user/item nodes from their neighbors, which is computed as

\[
h_u^l = \text{GRU}_u^l \left( h_{u_1}^{l-1}, \ldots, h_{u_{|N_u|}}^{l-1} \right), i \in N_u,
\]

(3)
\[ h_i^t = \text{GRU}^{[t]}(h_{i,1}^{(l-1)}, \ldots, h_{i,N_N}^{(l-1)}), u \in N_i, \]

where \((h_{i,1}^{(l-1)}, \ldots, h_{i,N_N}^{(l-1)})\) and \((h_{i,1}^{(l-1)}, \ldots, h_{i,N_N}^{(l-1)})\) are into GRU in chronological order.

- **Dynamic Graph Attention Mechanism.** In general, the GNN models focus on explicitly capturing the relationship between the central and neighboring nodes while ignoring the sequence information among neighbors. The sequence model is the opposite. To effectively differentiate the influence of different items and make full use of the user-item interaction order information, we combine graph attention mechanisms and the encoding of sequence information to define a dynamic attention module (DAT).

Specifically, for each interaction quintuple \((u, i, t, o_u, o_i)\), we define \( r_{u,i}^t \) as the relative-order of item \(i\) to the last item in the neighbors of the user node, i.e., \( r_{u,i}^t = |N_u| - o_i \). For each discrete values \(r\), we assign a unique \( p^K_r \in \mathbb{R}^d \) parameter vector as the relative-order embedding to encode the order information. Then, the attention coefficients between \( h_{u}^{(l-1)} \) and its neighbor node representation \( h_{i}^{(l-1)} \) are influenced by \( p^K_{r_i} \). So, we define a relative-order-aware attention mechanism to differentiate the importance weight \( c_{ui} \) of items to the user, taking \( l-1 \)-th layer node embedding \( h_{u}^{(l-1)} \) and \( h_{i}^{(l-1)} \) as the input, formulated as

\[ e_{ui} = \frac{1}{\sqrt{d}}(W_2^{(l-1)}h_{i}^{(l-1)})^T(W_1^{(l-1)}h_{u}^{(l-1)} + p^K_{r_i}), \]

where \( h_i^{(0)} \) and \( h_{u}^{(0)} \) are the user embedding \( e_u \) and the item embedding \( e_i \), respectively. \( d \) is the dimension of the embeddings, the scale factor \( \sqrt{d} \) is to avoid exceedingly large dot products and speed up convergence. The weighting scores between user and its neighbors are obtained via the softmax function

\[ \alpha_{ui} = \text{softmax}(e_{ui}). \]

Thus, the long-term preference of user can be obtained by aggregating the information from its all neighbors adaptively

\[ h_i^t = \sum_{u \in N_i} \alpha_{ui} (W_1^{(l-1)}h_{u}^{(l-1)} + p^K_{r_u}). \]

where \( p^K_{r_u} \in \mathbb{R}^d \) is relative-order embedding to capture the order information in user message aggregation.

Similarly, the long-term character of item can be calculated by

\[ h_i^l = \sum_{u \in N_i} \beta_{iu} (W_2^{(l-1)}h_{u}^{(l-1)} + p^K_{r_i}), \]

where

\[ \beta_{iu} = \text{softmax}(e_{iu}), \]

\[ e_{iu} = \frac{1}{\sqrt{d}}(W_1^{(l-1)}h_{u}^{(l-1)})^T(W_2^{(l-1)}h_{i}^{(l-1)} + p^K_{r_i}). \]

\[ r_u^t = |N_u| - o_u, \text{ and } p^K_{r_u} \in \mathbb{R}^d \text{ is relative-order embedding to capture the order information in item message aggregation.} \]

**Short-Term Information.** In recommender system, the short-term information of the user reflects his or her latest interest, many work \([12]\) utilize the last interaction item embedding as user’s short-term embedding, but this ignores the reliance on historical information. To this end, we consider attention mechanisms to model the explicit effectiveness between last interaction with historical interactions.

- **Attention Mechanism.** We consider the attention mechanism between the last item/user with each historical item/user

\[ h_i^S = \sum_{u \in N_u} \hat{\alpha}_{ui} h_u^{(l-1)}, \]

\[ h_u^S = \sum_{u \in N_u} \hat{\beta}_{iu} h_i^{(l-1)}, \]

where attention coefficients \( \hat{\alpha}_{iu} \) and \( \hat{\beta}_{iu} \) can be calculated by

\[ \hat{\alpha}_{iu} = \text{softmax}(\frac{1}{\sqrt{d}}(W_3^{(l-1)}h_{u}^{(l-1)})^T(W_2^{(l-1)}h_{i}^{(l-1)})), \]

\[ \hat{\beta}_{iu} = \text{softmax}(\frac{1}{\sqrt{d}}(W_4^{(l-1)}h_{i}^{(l-1)})^T(W_1^{(l-1)}h_{u}^{(l-1)})), \]

where parameters \( W_3 \) and \( W_4 \in \mathbb{R}^d \) are to control the weight of last interaction, \( i_{last} \) and \( u_{last} \) denote the last occurrence of item and user in \( N_u \) and \( N_i \) respectively.

4.3.2 **Node Updating**

In this stage, we aggregate the long-term embedding, short-term embedding, and the previous layer embedding to update the node’s representation of \( G^u(t_k) \).

**User Node Updating.** For user node, the representation updating rule from \( l-1 \)-th layer to \( l \)-th layer can be formulated as

\[ h_{u}^{(l)} = \tanh\left( W_5^{(l)}\left[ h_{u}^{L} || h_{u}^{S} || h_{u}^{(l-1)} \right]\right), \]

where \( W_5^{(l)} \in \mathbb{R}^{d \times 3d} \) is a user update matrix to control the information of \( h_{u}^{L} \), \( h_{u}^{S} \), and \( h_{u}^{(l-1)} \).

**Item Node Updating.** Analogously, the item representation updating rule is

\[ h_{i}^{(l)} = \tanh\left( W_6^{(l)}\left[ h_{i}^{L} || h_{i}^{S} || h_{i}^{(l-1)} \right]\right), \]

where \( W_6^{(l)} \in \mathbb{R}^{d \times 3d} \) is an item update matrix to control the information reservation of \( h_{i}^{L} \), \( h_{i}^{S} \), and \( h_{i}^{(l-1)} \).

4.4 **Recommendation and Optimization**

In our model, predicting the next interaction of \( S_u = (v_1, v_2, \ldots, v_k) \) is equivalent to predicting the link of user \( u \) at node \( u \) of sub-graph \( G^u(t_k) \). In this subsection, we design the link prediction function to determine the items that the user may interact with next.
After acting $L$-layers DGRN on $G^n(t_k)$, we obtain the multiple embedding $\{h_u^{(0)}, h_u^{(1)}, \ldots, h_u^{(L)}\}$ of node $u$, which includes user embedding $h_u^{(0)}$ in each layer. The user embedding in different layers emphasizes the various user preferences [3]. As a result, we concatenate user multiple embeddings to get the final embedding for node $u$

$$h_u = h_u^{(0)} || h_u^{(1)} || \cdots || h_u^{(L)}.$$  \hfill (17)

For a given candidate item $i \in I$, the link function is defined as

$$s_{ui} = h_u^T W_i e_i,$$ \hfill (18)

where vector $s_u = (s_{u1}, s_{u2}, \ldots, s_{u|I|})$ represents the score vector of $u$ for each candidate item. $W_i \in \mathbb{R}^{(L+1) \times d}$ is the trainable transformation matrix.

### Algorithm 2: The DGSR Framework (Forward Propagation)

**Input:** $S^n = \{i_1, i_2, \ldots, i_k\}$, timestamp sequence $T^n = \{t_1, t_2, \ldots, t_k\}$, all sequences of users, and DGRN layer number $L$.

**Output:** The next item $i_{k+1}$ of $S^n$.

1 // Dynamic Graph Construction.
2 1 Convert all user sequences into a dynamic graph $G$
3 2 // The sub-graph of generation for $S^n$.
4 3 Run the Algorithm 1 to generate $G^n(t_k)$ from $G^k$
5 4 // The initialization of node representation.
6 $h_u^{(0)} \leftarrow e_u,$ $h_i^{(0)} \leftarrow 0, \forall u, i \in G^n(t_k)$
7 5 // The update of user and item by DGRN.
8 for $l \in [1 : L]$
9 9 $h_u^{(l)}, h_i^{(l)} \leftarrow \text{DGRN}(h_u^{(l-1)}, h_i^{(l-1)}, G^n(t_k))$
10 10 $h_u^L, h_i^L \leftarrow \text{Long-term Information Encoding}$
11 11 $h_u^S, h_i^S \leftarrow \text{Short-term Information Encoding}$
12 12 $h_u^{(l)}, h_i^{(l)} \leftarrow \text{tanh}(W_s h_u^{(l)} || h_u^S || h_i^{(l-1)})$
13 13 $h_i^{(l)}, h_i^{(l)} \leftarrow \text{tanh}(W_s h_i^{(l)} || h_i^S || h_i^{(l-1)})$
14 14 // The prediction of next item.
15 15 $h_u = h_u^{(L)} || h_i^{(L)} || \cdots || h_i^{(L)}$
16 Next item $\leftarrow \text{argmax}_{i \in I}(h_u^T W_i e_i)$

To learn model parameters, we optimize the cross-entropy loss. The normalized vector of user $u$’s score for candidate item is

$$\hat{y}_u = \text{softmax}(s_u).$$ \hfill (19)

The objective function is as follows:

$$\text{Loss} = - \sum_{s \in |I|} \sum_{i=1}^{|I|} y_{si} \log(\hat{y}_{ui}) + (1 - y_{ui}) \log(1 - \hat{y}_{ui}) + \lambda \|\Theta\|_2.$$ \hfill (20)

where $y_{si}$ denotes the one-hot encoding vector of the ground truth items for the next interaction of $S^n$. $\Theta$ denotes all model parameters. $\| \cdot \|_2$ is $L_2$ norm. $\lambda$ is to control regularization strength.

### 4.5 Model Discussions

In this subsection, we first analyze the computational complexity of DGSR, then compare our model with some representative sequential recommendation models.

#### 4.5.1 Computational Complexity Analysis

We assume that the number of all interactions between users and items is $N$, the maximum length of each user sequence is $n$, the maximum sampling number of users in each layer is $n$, the order of sub-graph is $m$, and the batch size is $B$. For the Dynamic Graph Construction component, the space and time complexity of the dynamic graph construction are $O(N)$. In the Sub-Graph Sampling component, the maximum number of operations for each user node to obtain a $m$-order sub-graph is

$$|D| = \begin{cases} n, & m = 1 \\ 2(n + n^2), & m = 2 \\ (k + 1)n + (k + 1)n^2 + (k - 1)n^3, & m = 2k + 1 \\ (k + 2)n + (k + 1)n^2 + kn^3, & m = 2k + 2. \end{cases}$$ \hfill (21)

where $k$ is a natural number and is greater than or equal to 1. So, the space and time complexity of sub-graph sampling are $O(BD)$. The maximum number of edges of each sub-graph is

$$|R| = \begin{cases} (k + 1)n + kn^2, & m = 2k + 1 \\ (k + 1)n + (k - 1)n^2, & m = 2k, \end{cases}$$ \hfill (22)

where $k$ is a natural number. Consequently, in each layer of DGRN, the complexity of message propagation in long- and short-term encoding and node updating is $O(R)$. Therefore, the space and time complexity of DGRN are $O(3LBmR)$ in each batch, where $L$ is the layer number.

In practice, the maximum value of $m$ is generally set to 3. So, the space and time complexity of sub-graph sampling $3BN$ and DGRN are at most $O(3LBmR)$. We could also operate the dynamic graph construction and sub-graph sampling before training and testing to improve training and testing speed. Therefore, the computational burden of our model is acceptable.

#### 4.5.2 Compared With Representative Models

Some sequence models encoding user preference only depends on its intra-sequence, and does not explicitly utilize other sequence information, such as TiSASRec [23], SAGNN [15], and HGN [49], which can be viewed as special cases of our DGSR. Specifically, within the one layer DGRN net, we can replace our current setting with some complex neural network, self-attention net, GGNN net, or Gated net, we can replace our current setting with some complex cases of our DGSR. Specifically, within the one layer DGRN net, we can replace our current setting with some complex neural network, self-attention net, GGNN net, or Gated net in message propagation mechanism of item $\rightarrow$ user, and disable the message propagation and node update of item $\rightarrow$ user. Then, $h_i^{(l)}$ is treated as $u$’s final preference representation. So, as a new framework, our model can fuse nearly all single-sequence models by modifying the message propagation mechanism part.

There are also some models [26], [27], [29] which are designed to utilize cross sequence information or capture the item relations between different sequences. However, they have many differences and limitations compared with DGSR. For example, CSR3M [27] considers item items by directly calculating the similarity between them and target sequence but fails to utilize the fine-grained interaction information of users, including the interaction-order between each item with all users that interact with it. Compared with that, our model measures the similarity..
between different sequences based on the well-designed message passing mechanism, which could promote the utilization of interactions between users and items. HyperRec [26] adopts hypergraph to associate the high-order correlations connections between items in each period. Nonetheless, hypergraph is a rough way to model user-item interaction, which results in much-refined information being neglected, such as the explicit order information in each cross sequence. The dynamic graph constructed by our DGSR can be more flexible to represent richer interaction information. In social recommendation, DGRec [28] explicitly associates different user sequences through social attribute information, but not all data have social relationship attributes in sequential recommendation scenario. Our model can also explicitly associate different user sequences without relying on other auxiliary information.

5 Experiments

In this section, we perform experiments on four real-world datasets to evaluate the performance of our model. We aim to answer the following questions through experiments.

- **RQ1**: How does DGSR perform compared with state-of-the-art sequential recommendation methods?
- **RQ2**: How effective is the dynamic graph recommendation network component in DGSR?
- **RQ3**: What are the effects of different hyper-parameter settings (DGRN layer number, sub-graph sampling size, maximum sequence length, and the embedding size) on DGSR.

5.1 Datasets

To evaluate the effectiveness of our model, we conduct experiments on four datasets from real-world platforms. These datasets are widely used in evaluating sequential recommendation methods:

- **Amazon**: A series of datasets introduced in [50], comprising large corpora of product reviews crawled from Amazon.com. We consider three categories, Amazon-CDs, Amazon-Games, and Amazon-Beauty. This dataset is notable for its high sparsity and variability.
- **MovieLens**: We use the version (MovieLens-1M) [50] that includes 1million user ratings.

All of these datasets contain the timestamps or specific dates of interactions. For all datasets, we treat the presence of a review or rating as implicit feedback and discard users and items with fewer than five related actions [11]. After precessing, the data statistics are shown in Table 1. For each user sequence, we use the most recent item for testing, the second recent item for validation, and the remaining items for the training set. To fully capture the dynamic collaborative signals, we segment each sequence $S^u$ into a series of sequences and labels. For example, for an input $S^u = (i_1, i_2, i_3, i_4)$ and $T^u = (t_1, t_2, t_3, t_4)$, we generate sequences and labels as $[i_1] \rightarrow [i_2] \rightarrow [i_2, i_3] \rightarrow [i_3, i_4] \rightarrow [i_4]$. Then, the corresponding sub-graph and the node to linked are $(G_u^m(t_1, i_2), (G_u^m(t_2, i_3), (G_u^m(t_3, i_4))). This processing can be taken before training and testing to reduce the training and inference time.

5.2 Experiment Settings

5.2.1 Compared Methods

To demonstrate the effectiveness, we compare our proposed DGSR with the following methods:

- **BPR-MF** [51], a matrix factorization based model that learns pairwise personalized ranking from user implicit feedback.
- **FPMC** [4], a model that combines matrix factorization and first-order Markov Chains to capture users’ long-term preferences and item-to-item transitions.
- **GRU4Rec +** [7], an improved RNN-based model that adopts a different loss function and sampling strategy on Top-K recommendation.
- **Caser** [10], a CNN-based model capturing high-order Markov chains by applying convolution operations on the embedding of the L recent items.
- **SASRec** [11], a self-attention-based model to identify relevant items for predicting the next item.
- **SR-GNN** [15], a GNN-based model to capture the complex transition relationships of items for the session-based recommendation.
- **HGN** [49], a sequence model that contains feature gating, instance gating, and instance gating modules to select important features and explicitly capture the item relations.
- **TISASRec** [23], interval aware self-attention based model, which models both the absolute positions as well as the time intervals between them in a sequence.
- **GCE-GNN** [30], a GNN-based model that leverages global and session-level graphs to capture item transitions overall sessions for better inferring the user preference.
- **SERRec** [31], a GNN-based model that utilizes a heterogeneous graph neural network to learning user and item representations with the knowledge from social networks. Due to our dataset lacking social information, we only consider user-to-item and item-to-item relationships in their model.
- **HyperRec** [26], a hypergraphs based model that adopts hypergraph to capture multi-order connections between items for next-item recommendation.

5.2.2 Evaluation Metrics

We adopt two widely-used metrics [11], Hit@K and NDCG@K, to evaluate all methods. Hit@K indicates the proportion of the ground-truth items among the top@K
items, while NDCG@K is position-aware metric, and higher NDCG means target items tend to have more top rank positions. Following [11], [23], for each test sample, we randomly sample 100 negative items, and rank these items with the ground-truth item. We evaluate Hit@K and NDCG@K based on these 101 items. By default, we set K=10.

5.2.3 Parameter Setup
We implement our DGSR model in DGL Library3 [52]. The embedding size is fixed to 50 for all methods. The maximum sequence length n is set to 50. The optimizer is the Adam optimizer [53], the learning rate is set to 0.01. Batch size is 50. λ is 1e−4. We set the order of sub-graph sampling m to 3. The DAN layer number L is set to 3 for Beauty and CDs, 2 for Games and ML-1M. We run the evaluation four times with different random seeds and report the mean value of each method. For the compared methods, we use the default hyperparameters except for dimensions. All experiments are conducted on a computer server with eight NVIDIA GeForce RX2080Ti (11GB) and four Intel Xeon E5-2660 v4 CPUs.

5.3 Performance Comparison (RQ1)
We first report the performance of all the methods. Table 2 summarizes the performance comparison results. The following observation can be obtained:

- DGSR achieves the best performance on four datasets with most evaluation metrics. In particular, DGSR improves over the strongest baselines w.r.t NDCG@10 by 6.87%, 3.71%, 3.81% in Beauty, Games, and CDs, respectively. Notably, Beauty is the most sparse and short dataset, so many users and items only have a few interactions. In our model, the high-order connectivity of a dynamic graph alleviates this issue. So, there is a significant improvement in Beauty. By stacking the DGRN layers, DGSR can utilize cross-sequences information explicitly to provide more auxiliary information for prediction. While TiSASRec, HGN, SR-GNN, and SASRec only encode each sequence independently as the user’s dynamic interest representation. Significantly, HyperRec, SERec, and GCE-GNN utilize much correlated user interaction information, but perform worse than our DGSR, especially on Beauty and Games. We believe that the reason is that these models ignore the interaction order information of correlated user sequences. And Beauty and Games have stronger sequential properties than CDs, resulting in significant improvement in the performance of DGSR over them on Beauty and Games. DGSR does not significantly exceed SASRec and TiSASRec on ML-1M. The reason might be that ML-1M is denser than other datasets, making the user intra-sequence able to provide sufficient information for sequential recommendation.

- SASRec, HGN, SR-GNN, and TiSASRec achieve better performance than neural methods GRU4Rec+ and Caser. One possible reason is that they could explicitly capture the item-item relations by employing attention or hierarchical gating mechanism. Caser generally achieves better performance than GRU4Rec+ in most cases. Such improvement might be attributed to the CNN module, which could capture the more complex behavior pattern than the GRU net. Compared with the excellent performance in the session-based recommendation scenario, the performance of SR-GNN is flat in the sequential recommendation. One possible reason is that the lack of repetitiveness of our data makes it challenging for the user sequence to form a graph structure. BPR-MF achieves poor performance on four datasets. Since BPR-MF can only capture users’ general interests, it is challenging to model the user’s behavior sequence. GRU4Rec+ slightly underperforms FPMC in Beauty and Games while performing better in short-term CDs. The reason might be that FPMC focuses on dynamic transitions of items, so they perform better on sparse datasets [23].
5.4 The Sensitivity of Hyper-Parameters (RQ3)

To explore the effect of explicit modeling dynamic collaborative information among user sequences on DGSR, we examine the sensitivity of hyper-parameters. Specifically, we modify DGSR by removing the user’s long-term preference (w/o user-long), user’s short-term preference (w/o user-short), item’s long-term character (w/o item-long), and item’s short-term character (w/o item-short), respectively. As demonstrated in Fig. 3, the result shows that both long- and short-term information of users and items are beneficial for improving the recommendation performance. In addition, DGSR (w/o user-long) performs worse in most cases, which means the long-term preference of users is more important for recommendation. DGSR (w/o item-long) has the most severe performance degradation than DGSR at Games, CDs, and ML-1M datasets. The reason might be that the intrinsic properties of items in the Games, CD, and ML-1M categories are relatively stable. Moreover, unlike other datasets, the performances of DGSR (w/o item-short) and DGSR (w/o user-short) have a significant decline compared to DGSR at Beauty dataset. One possible reason is that goods in the Beauty category have seasonal or fashion attributes, making users’ short-term preferences and items’ short-term character susceptible to short-term volatility. Therefore, comprehensive consideration of users’ and items’ long- and short-term information is crucial in Dynamic Graph Recommendation Network.

5.4.1 Effect of Long- and Short-Term Information

We also explore the effects of users’ and items’ long- and short-term information. Specifically, we modify DGSR by removing the user’s long-term preference (w/o user-long), user’s short-term preference (w/o user-short), item’s long-term character (w/o item-long), and item’s short-term character (w/o item-short), respectively. As demonstrated in Fig. 3, the result shows that both long- and short-term information of users and items are beneficial for improving the recommendation performance. In addition, DGSR (w/o user-long) performs worse in most cases, which means the long-term preference of users is more important for recommendation. DGSR (w/o item-long) has the most severe performance degradation than DGSR at Games, CDs, and ML-1M datasets. The reason might be that the intrinsic properties of items in the Games, CD, and ML-1M categories are relatively stable. Moreover, unlike other datasets, the performances of DGSR (w/o item-short) and DGSR (w/o user-short) have a significant decline compared to DGSR at Beauty dataset. One possible reason is that goods in the Beauty category have seasonal or fashion attributes, making users’ short-term preferences and items’ short-term character susceptible to short-term volatility. Therefore, comprehensive consideration of users’ and items’ long- and short-term information is crucial in Dynamic Graph Recommendation Network.

5.4.2 Effect of Long- and Short-Term Information

We also explore the effects of users’ and items’ long- and short-term information. Specifically, we modify DGSR by removing the user’s long-term preference (w/o user-long), user’s short-term preference (w/o user-short), item’s long-term character (w/o item-long), and item’s short-term character (w/o item-short), respectively. As demonstrated in Fig. 3, the result shows that both long- and short-term information of users and items are beneficial for improving the recommendation performance. In addition, DGSR (w/o user-long) performs worse in most cases, which means the long-term preference of users is more important for recommendation. DGSR (w/o item-long) has the most severe performance degradation than DGSR at Games, CDs, and ML-1M datasets. The reason might be that the intrinsic properties of items in the Games, CD, and ML-1M categories are relatively stable. Moreover, unlike other datasets, the performances of DGSR (w/o item-short) and DGSR (w/o user-short) have a significant decline compared to DGSR at Beauty dataset. One possible reason is that goods in the Beauty category have seasonal or fashion attributes, making users’ short-term preferences and items’ short-term character susceptible to short-term volatility. Therefore, comprehensive consideration of users’ and items’ long- and short-term information is crucial in Dynamic Graph Recommendation Network.
study how three hyperparameters, the DGRN layer number $l$, the order of sub-graph, and the maximum length of user sequence $n$, affect the performance of DGSR.

5.5.1 Effect of DGRN Layer Numbers

We conduct our method with different DGRN layer number $l$ on Games and Beauty dataset. DGSR-0 represents only use user embedding and last item embedding for recommendation. DGSR-1 represents the DGRN with one layer, indicating to use only intra sequence information for prediction. DGSR-$l$ ($l > 1$) indicates DGSR could utilize $l$-order user sequence information to make predication. From Fig. 5, we find that:

- Increasing the layer of DGSR is capable of promoting the performance substantially. It demonstrates that exploiting high-order user sequences information explicitly can effectively improve recommendation performance. DGSR-2 and DGSR-3 achieve the best performance on Games and Beauty, respectively. Because Beauty is more sparse than Games, Beauty requires more layers to introduce more contextual information.
- When further stacking propagation layer, we find that the performances of DGSR-3 and DGSR-4 begin to deteriorate. The reason might be that the use of far more propagation layers may lead to over smoothing, which is also consistent to the findings in [54]. DGSR-1 consistently outperforms DGSR-0 in all cases, even outperforms most baselines. We attribute to the power of the message propagation mechanism in dynamic graph recommendation network, which could effectively encode the order information in user sequences to extra users’ dynamic preferences accurately.

5.5.2 Effect of the Sub-Graph Sampling Size

We conduct our method with different sub-graph sampling size. The order of sub-graph $m$ determines the size of the sampling. In particular, we search the $m$ in the range of $\{1, 2, 3, 4\}$. The results in Fig. 6 show that when $m$ is increased from 1 to 3, the model performance can be effectively improved. The reason is that a larger-sized sub-graph can provide more dynamic contextual information for each user sequence to assist in prediction. With the increase of $m$, the model performance tends to be stable because of the limitation of the number of DGRN layers. In practice, we cannot blindly increase the value of $m$ because the limitation of computing resources.

5.5.3 Effect of the Maximum Sequence Length

We train and test our method on the Games and Beauty datasets with $n$ from 10 to 60, while keeping other optimal hyperparameters unchanged. Besides, to further investigate the benefit of explicitly utilizing the dynamic collaborative information, we also conduct DGSR-1 with different $n$. Fig. 7 shows the Hit@10 results. We have the following findings:

- Increasing the $n$ of DGSR from 10 to 50 consistently improves the performance of Games data. DGSR performs better on the beauty when setting $n$ to be 20 and 50. However, blindly increasing the $n$ does not necessarily improve the performance of DGSR.
and DGSR-1. It is likely to bring noise and cause the performance to attenuate.

- Compared with DGSR-1, DGSR performs better than DGSR-1 at each value of $n$. To be specific, even when $n$ is set to 10, DGSR is still better than the best performance of DGSR-1, which implies that explicitly utilizing high-order contextual information of user sequence can alleviate the issue of insufficient user history information, thus improving the performance of recommendation.

5.5.4 Effect of the Embedding Size

We further analyse the impact of different dimensionality of embeddings. Fig. 8 describes the performance of model under the embedding size from 16 to 80. We can observe that the performance of model gradually improves as the dimensionality increases. With the further increase of the dimensionality, the performance tends to be stable. This verifies the stability of our model in different dimensions.

6 CONCLUSION

This work explores the necessity of explicit modeling dynamic collaborative signals among different user sequences in sequential recommendations. Inspired by dynamic graph neural networks, we propose a novel method, DGSR. In DGSR, all user sequences are converted into a dynamic graph, which contains the chronological order and timestamps of user-item interactions. The key of DGSR is the well-designed Dynamic Graph Recommendation Network, which realizes the explicit encoding of the dynamic collaborative information among different user sequences. The next-item prediction task is finally converted into a node-link prediction of the dynamic graph so that the model can be trained end-to-end. Extensive experiments on four real-world datasets verify the effectiveness and rationality of DGSR.
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