Large-displacement statistics of the rightmost particle of the one-dimensional branching Brownian motion
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Consider a one-dimensional branching Brownian motion, and rescale the coordinate and time so that the rates of branching and diffusion are both equal to 1. If $X_1(t)$ is the position of the rightmost particle of the branching Brownian motion at time $t$, the empirical velocity $c$ of this rightmost particle is defined as $c = X_1(t)/t$. Using the Fisher-KPP equation, we evaluate the probability distribution $P(c, t)$ of this empirical velocity $c$ in the long time limit for $c > 2$. It was already known that, for a single seed particle, $P(c, t) \sim \exp[-(c^2/4 - 1)t]$ up to a prefactor that can depend on $c$ and $t$. Here we show how to determine this prefactor. The result can be easily generalized to the case of multiple seed particles and to branching random walks associated to other traveling wave equations.
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I. STATEMENT OF THE PROBLEM

Branching Brownian motion unites two classical continuous-time Markov processes: the random branching and the Brownian motion, or the Wiener process. The branching Brownian motion was extensively studied in the past [1, 2], and it continues to attract much attention among physicists [3–5]. In the basic version of the branching Brownian motion each particle can give birth, in a small time interval $\Delta t$, to another particle with probability $\lambda \Delta t$. It can also perform, with the complementary probability $(1 - \lambda \Delta t)$, Brownian motion with diffusion coefficient $D$. By rescaling time and the coordinate we can set $\lambda = D = 1$. Here we consider the branching Brownian motion in one dimension. Suppose that the process starts at $t = 0$ either with a single particle at the origin, or with many particles distributed in space so that the rightmost particle is at the origin. Our goal is to evaluate the long-time probability that the position $X_1(t)$ of the rightmost particle at time $t$ corresponds to a given velocity $c = X_1(t)/t$. We are interested in the case of $c > 2$, including arbitrary large $c$.

Our approach is based on a remarkable result of McKean [1, 2] that we now state. Let

$$P(x, t) = \text{Prob}\{X_1(t) > x\}$$

be the probability of observing the rightmost particle at the right of a given point $x$. If the process starts with a single seed particle at $t = 0$, this probability $P(x, t) = u(x, t)$ obeys the equation:

$$\partial_t u = u - u^2 + \partial_x^2 u$$

(2)

with the initial condition

$$u(x, t = 0) = \theta(-x),$$

(3)

where $\theta(\ldots)$ is the step function. Equation (2) is the celebrated Fisher-Kolmogorov-Petrovsky-Piscounov (FKPP) equation [4, 7]. It appears in mathematical genetics and dynamics of populations [6, 8]. It is also encountered in chemical kinetics [9], theory of disordered systems [10], extreme value statistics [11], and high-energy physics [12]. With an initial condition like Eq. (3), the FKPP equation describes the invasion of an unstable phase $u = 0$ by a stable phase $u = 1$.

The possible invasion front solutions of Eq. (2) are described by a family of traveling-front solutions (TFSs) of Eq. (2), parameterized by their velocity $v$: $u(x, t) = \Psi_v(x)$, where $\xi = x - vt$. $\Psi_v(\xi)$ obeys the equation

$$\Psi_v'' + v\Psi_v' + \Psi_v - \Psi_v^2 = 0$$

(4)

(where the prime denotes the $\xi$-derivative) and the boundary conditions $\Psi_v(-\infty) = 1$ and $\Psi_v(+\infty) = 0$. An admissible invasion front could have any velocity from the interval $v_\star \leq v < \infty$, where $v_\star = 2$.

It is known that for a steep initial condition like Eq. (3), the solution of Eq. (4) converges at long times to the limiting TFS, $\Psi_2$, of Eq. (4) with the velocity $v_\star = 2$ [2, 4, 13] up to a non-trivial shift in the position of the front [2, 12, 13].
In the present work we want to study the probability distribution that the position $X(t)$ of the rightmost particle at a long time $t$ has traveled with an empirical velocity $c = X(t)/t$ such that $2 < c < \infty$. To achieve this goal, we will have to go beyond previous asymptotic results on the behavior of $u(x, t)$ in the leading edge of the evolving front.

Before we delve into this issue, let us note that the solution of Eq. (2) and (3) allows one to obtain the probability distribution of the rightmost particle when initially, at $t = 0$, there are $M$ seed particles at the points $x_m$ ($m = 1, 2, \ldots, M$), so that $x_{m+1} \leq x_m$. Without loss of generality, we can assume that the rightmost seed particle is initially at $x = 0$, so that $x_1 = 0$. Since all particles in the branching Brownian motion are independent, the probability $P(x, t)$ can be expressed as

$$P(x, t) = 1 - \prod_{m=1}^{M} [1 - u(x - x_m, t)], \quad (5)$$

where $u(x, t)$ is the solution of the problem (2) and 3. Equation (5) allows one to calculate the probability distribution $P(c, t)$ of the empirical velocity $c = X(t)/t$ of the rightmost particle

$$P(c, t) = -\frac{d}{dc} P(ct, t). \quad (6)$$

We will evaluate $P(c, t)$ for a single seed particle, for several seed particles and in some cases for infinitely many seed particles. Up to pre-exponential factors, the large-time behavior of $P(c, t)$ is the same in all cases for $c > 2$,

$$\ln \frac{P(c, t)}{t} \simeq 1 - \frac{c^2}{4}, \quad t \gg 1, \quad (7)$$

but the pre-exponential factors are different. For a single seed particle, Eq. (7) has been known for a long time [16]. Here we show how to determine the pre-exponential factors.

The remainder of the paper is structured as follows. Section II deals with a long-time leading-edge asymptotic of the solution of the problem described by Eqs. (2) and (3). We establish an applicability criterion of a long-time asymptotic found earlier. We derive in Sec. III the long-time leading-edge asymptotic which holds at an arbitrarily large distance to the right from the instantaneous front position.

In Sec. IV we apply our asymptotics to evaluate the probability distribution $P(c, t)$ of the empirical velocity $c = X(t)/t > 2$ of the rightmost particle for a single seed particle, and for multiple seed particles. We briefly discuss our results in Sec. V. The generalization to other traveling wave equations is discussed in Appendix B.

II. LONG-TIME BEHAVIOR OF THE LEADING EDGE OF THE FKPP FRONT

Let us recap some important properties of the solution of the problem (2) and (3). At long times, $t \gg 1$, the FKPP front position $x_f(t)$ is given by the asymptotic formula

$$x_f(t) = 2t - \frac{3}{2} \ln t + A - 3\sqrt{\frac{\pi}{t}} + O \left(\frac{1}{t}\right), \quad (8)$$

where $A$ is a constant. At fixed $v$, the TFS $\Psi_v(\xi)$ is unique only up to translations in $\xi$. As a result, the constant $A$ can be defined uniquely only if this translation freedom is eliminated: for example, by fixing $\Psi_v(0)$. We will fix $\Psi_v(0) = 1/2$; in this case a numerical solution of the problem (2) and (3) yields $A \simeq -1.8$.

At $t \gg 1$, and at relatively small distances from the front, $|x - x_f(t)| \ll \sqrt{t}$, the solution of the problem (2) and (3) can be approximated as

$$u(x, t) = \Psi_2(x - x_f(t)) + \ldots \quad (9)$$

where dots denote a small correction that vanishes at $t \to \infty$. We will also need for our purposes the large-$\xi$ asymptotic of the function $\Psi_2(\xi)$:

$$\Psi_2(\xi \gg 1) = \gamma (\xi - \xi_0 + o(1)) e^{\xi_0 - \xi}. \quad (10)$$

The constants $\gamma$ and $\xi_0$ can be found numerically. $\xi_0$ depends on the choice of $\Psi_2(0)$, while $\gamma$ is independent of it. A numerical solution of Eq. (11) gives $\gamma \simeq 0.142$ and, with out choice of $\Psi_2(0) = 1/2, \xi_0 \simeq 3.22$.

In [14] Brunet and Derrida (see also Ref. [15]) derived a long-time leading-edge asymptotic which holds in a region ahead of the instantaneous front position. The size of this region is expanding with time, see below. In this region the solution $u(x, t)$ of Eqs. (2) and (3) can be approximated by the solution of the linear equation

$$\partial_t u = u + \partial_x^2 u. \quad (11)$$

Brunet and Derrida obtained the following asymptotic [16, 17]:

$$u(x, t) \simeq \gamma z \sqrt{t} \exp \left( -z \sqrt{t} - \frac{z^2}{4} \right), \quad (12)$$

where

$$z = \frac{x - 2t + \frac{3}{2} \ln t - \Delta}{\sqrt{t}}, \quad (13)$$

and $z$ is assumed to be (positive and) of order 1. The constant $\Delta = A+\xi_0 \simeq 1.42$ is independent of the specific choice of $\Psi_2(0)$.

What are the applicability conditions of the long-time asymptotic (12)? One condition already mentioned is

$$1 \ll x - 2t + \frac{3}{2} \ln t, \quad (14)$$

which justifies the linearization of the FKPP equation in the leading edge of the front. An additional condition limits the applicability of Eq. (12) at large distances ahead of the front. A sufficient applicability condition

$$x - 2t + \frac{3}{2} \ln t \ll \lambda, \quad (15)$$

is valid for $\lambda \gg 1$.
At $z = O(1)$, the right-hand side of Eq. (21) becomes negligibly small at $t \rightarrow \infty$, and this is what was used in the derivation of Eq. (19) in Ref. [14]. Extending their approach, we can seek a perturbative solution at $t \gg 1$:

$$g(z, t) = g_0(z) + \frac{g_1(z)}{\sqrt{t}} + \cdots + \frac{g_n(z)}{(\sqrt{t})^n} + \cdots,$$

(22)

where $g_1(z)/\sqrt{t} \ll g_0(z)$, etc. In the zeroth order of the perturbation expansion we get as in [14]

$$g_0' + \frac{z}{2} g_0 + g_0 = 0.$$

(23)

Its proper solution, obtained by matching with the traveling wave solution [10] of the Fisher equation [Eq. (1) with $v = 2$], is given by Eq. (19).

In the first order of the perturbation expansion we obtain a forced linear equation for $g_1(z)$:

$$g_1'' + \frac{z}{2} g_1' + \frac{3}{2} g_1 = \frac{3}{2} g_0'$$

$$= \frac{3\gamma}{2} \left( 1 - \frac{z^2}{2} \right) e^{-z^2/4},$$

(24)

The ansatz $g_1(z) = h_1(z) e^{-z^2/4}$ reduces this equation to

$$h_1'' - \frac{z}{2} h_1' + h_1 = \frac{3\gamma}{2} \left( 1 - \frac{z^2}{2} \right).$$

(25)

This equation can be solved analytically, but the complete solution is quite cumbersome. Fortunately, we only need the $z \gg 1$ asymptotic of the solution for the purpose of derivation of the applicability criterion [15]. Importantly, the forcing term of Eq. (25) coincides, up to a constant multiplier, with one independent solution of the homogeneous equation. The fastest growing term of $h_1(z)$ at large $z$ can be found by dropping the second derivative term on the left-hand side and neglecting 1 compared with $z^2/2$ on the right-hand side. The resulting first order equation,

$$zh_1' - 2h_1 = \frac{3\gamma}{2} z^2,$$

(26)

has the following general solution:

$$h_1(z) = C z^2 + \frac{3\gamma}{2} z^2 \ln z,$$

where $C$ is an arbitrary constant. The leading-order asymptotic of $h_1(z)$ at $z \gg 1$, $h_1(z) \simeq (3\gamma/2) z^2 \ln z$, is dominated by the forced solution. Correspondingly, the leading-order asymptotic of $g_1(z)$ is [18]

$$g_1(z \gg 1) = \frac{3\gamma}{2} e^{-z^2/4} z^2 \ln z.$$

(27)

That $g_1(z) \gg g_0(z) = G(z)$ for large $z$ in [22] suggests that the limits $t \rightarrow \infty$ and $z \rightarrow \infty$ do not commute and that the asymptotics [12] or the ansatz [13] are only valid when one takes the limit $t \rightarrow \infty$ first.
If we demand that \( g_1(z) / \sqrt{t} \) be small compared with \( g_0(z) \) in (22) we get the inequality
\[
\frac{z \ln z}{\sqrt{t}} \ll 1.
\] (28)

Using Eq. (13) for \( z \) and replacing, with logarithmic accuracy, \( z \) by \( t \) under \( \ln z \), we obtain the criterion (14).

In the higher orders of the perturbation expansion (22) we formally treat \( g_n(z) = h_n(z)e^{-z^2/4} \). Solving the resulting equation for \( h_n(z) \), we obtain the term (32) and the double integral.

Similarly to the case of \( n = 1 \), we make the ansatz
\[
g_n(z \gg 1) \simeq \left( \frac{3}{2} \right)^n \gamma z^{n+1} \ln^n z e^{-z^2/4},
\] (30)

which again yields the criterion (28) and therefore (15).

As we will show in subsection III B, the applicability of asymptotic (12) can be actually extended, see Eq. (76).

III. THE LEADING-EDGE ASYMPTOTIC OF THE FKPP FRONT AT \((c - 2)^2 t \gg 1\)

We are interested in an asymptotic behavior of the leading edge of the FKPP front at long times \( t \) in the region where \( x/t = c = \text{const} > 2 \). As we will see, the “long times” imply \((c - 2)^2 t \gg 1\). Our starting point here is the exact expression
\[
u(t, x) - u_{\text{linear}}(t, x) = -\int_0^t dt \int_{-\infty}^\infty d\chi \frac{e^{t - \frac{x^2}{4(t - \tau)}}}{\sqrt{4\pi(t - \tau)}} u^2(\chi, \tau),
\] (31)

where
\[
u_{\text{linear}}(t, x) = \frac{e^t}{2} \text{erfc} \left( \frac{x}{\sqrt{4t}} \right).
\] (32)

is the solution of the linear equation (11) with the initial condition (3). To derive Eq. (31) we formally treat Eq. (2) as an inhomogeneous linear equation:
\[
\partial_t u - \partial_x^2 u - u = -u^2.
\] (33)

A formal solution of this equation with the initial condition (3) is obtained as convolution of the Green’s function of the left-hand-side operator with the right hand side of the equation. This yields the term (32) and the double integral in Eq. (31). Setting \( x = ct \) in the right-hand-side of Eq. (31), we obtain
\[
u(ct, x) - u_{\text{linear}}(ct, x) = e^{(1 - \frac{c^2}{4}) t} \int_0^t dt \int_{-\infty}^\infty d\chi \frac{u^2(\chi, \tau)}{\sqrt{4\pi(t - \tau)}}
\times \exp \left[ -\frac{(4 + c^2)}{4} \tau + \frac{c x^2}{2} - \frac{(\chi - ct)^2}{4(t - \tau)} \right].
\] (34)

At \( c = x/t = \text{const} > 2 \) and \( t \to \infty \) the integral is dominated by \( \chi \sim \tau \ll t \), and we can make three simplifications: (i) neglect \( \tau \) compared with \( t \) under the square root, (ii) neglect the term
\[
\frac{(\chi - ct)^2}{4(t - \tau)}
\] in the exponent, and (iii) send \( t \) to \( \infty \) in the upper limit of integration over \( \chi \). We will check the validity of these assumptions a posteriori. After these simplifications, Eq. (34) becomes, in the leading order in \( 1/t \),
\[
u(ct, x) - u_{\text{linear}}(ct, x) \simeq -\frac{e^{-(t^2 - 1)}}{\sqrt{4\pi t}} \phi(c),
\] (35)

where
\[
\phi(c) = \int_0^\infty d\tau \int_{-\infty}^\infty d\chi \frac{e^{-\frac{(\chi^2)}{4\tau}}}{\sqrt{4\pi \tau}} u^2(\chi, \tau).
\] (36)

In the same leading order in \( 1/t \), Eq. (32) simplifies to
\[
\nu_{\text{linear}}(ct, x) \simeq \frac{e^{-(\frac{c^2}{4} - 1)}}{c\sqrt{\pi t}} \Phi(c),
\] (37)

so we can rewrite Eq. (34) as
\[
u(ct, x) \simeq \frac{e^{-(\frac{c^2}{4} - 1)}}{\sqrt{4\pi t}} \Phi(c),
\] (38)

where
\[
\Phi(c) = \frac{2}{c} - \phi(c).
\] (39)

To see that the integral in Eq. (36) converges, and the iterated integrals over \( \tau \) and over \( \chi \) commute at any \( c \geq 2 \), let us separately consider the cases of \( 2 \leq c < 4 \) and \( c \geq 4 \). At \( 2 \leq c < 4 \) and large \( \tau \), the integrand as a function of \( \chi \) has a narrow maximum at \( \chi \approx x_f(\tau) \). The maximum is of the order of \( \tau^{-3/2} \exp[-(c - 2)^2\tau]/4 \). The width of the maximum is of order \( 1 \), and the integrand decays exponentially outside the region \( |\chi - x_f(\tau)| \leq 1 \). Furthermore, the integrand tends to zero exponentially at \( \tau \to \infty \) uniformly on any finite interval of \( \chi \), and at \( \chi \to \pm \infty \) uniformly on any finite interval of \( \tau \). As a result, the iterated integral in Eq. (36) converges (even at \( c = 2 \)), and the iterated improper integrals over \( \tau \) and over \( \chi \) commute, see e.g. Ref. 19. At \( c \geq 4 \) and large \( \tau \), the integrand has a maximum at \( \chi \approx c\tau/2 \). Its width is of the order of \( \sqrt{\tau} \), and the maximum value, up to a pre-exponential factor, is \( \sim \exp[\tau (1 - c^2/8)] \). As \( \tau \to \infty \), the maximum goes to zero exponentially fast. Again, this leads to convergence and commutativity of the iterated improper integrals over \( \tau \) and over \( \chi \).
A. \( c \gg 1 \)

We derive now an asymptotic expansion of \( \phi(c) \) from Eq. (36) in the inverse powers of \( c \). At large \( c \), the dominant contribution to the double integral (36) comes from small \( \tau \). Therefore, we need to expand \( u(x,t) \) at \( \tau \ll 1 \). Going over from \( x \) and \( t \) to \( \zeta = x/\sqrt{4\tau} \) and \( t \), one can rewrite the FKPP equation for \( u(x,t) = U(\zeta,t) \) as

\[
\frac{\partial^2 U}{\partial \zeta^2} + 2\zeta \frac{\partial U}{\partial \zeta} = 4t \left( \partial_t U - U + U^2 \right). \tag{40}
\]

This equation needs to be solved with the initial condition \( U(\zeta,0) = \theta(-\zeta) \) and the boundary conditions \( U(-\infty,t) = 1 \) and \( U(\infty,t) = 0 \). We look for the solution in the form of a power series in \( t \):

\[
U(\zeta,t) = U_0(\zeta) + tU_1(\zeta) + t^2U_2(\zeta) + \ldots \tag{41}
\]

In the zeroth order in \( t \) we obtain

\[
U''_0 + 2\zeta U'_0 = 0,
\]

and the proper solution is

\[
U_0(\zeta) = \frac{1}{2} \operatorname{erfc} \zeta. \tag{42}
\]

In the first order in \( t \) we obtain an inhomogeneous linear equation, where the forcing term comes from the previous iteration:

\[
U''_1 + 2\zeta U'_1 - 4U_1 = 4(U^2_0 - U_0) = \operatorname{erf}^2 \zeta - 1. \tag{43}
\]

Solving it with zero boundary conditions at \( \pm \infty \), we obtain

\[
U_1(\zeta) = \frac{\zeta^2}{2} \left( \operatorname{erf}^2 \zeta - 1 \right) + \frac{\zeta e^{-\zeta^2} \operatorname{erf} \zeta}{\sqrt{\pi}} + \frac{e^{-2\zeta^2}}{2\pi}. \tag{44}
\]

In the second order in \( t \) we again obtain a linear equation with a forcing term coming from the previous iterations:

\[
U''_2 + 2\zeta U'_2 - 8U_2 = 4U_1(2U_0 - 1), \tag{45}
\]

etc.

Once the functions \( U_0(\zeta), U_1(\zeta), \ldots \) are known, we can calculate the function \( \phi(c) \) from Eq. (36). Let us define the function \( w(\zeta,t) = e^{-\tau}U^2(\zeta,t) \), where \( U(\zeta,t) \) is given by the expansion (44). The function \( w(\zeta,\tau) \) absorbs the factor \( e^{-\tau} \) which appears in the integrand of Eq. (36). Clearly, \( w(\zeta,t) \) has an expansion of the form

\[
w(\zeta,t) = w_0(\zeta) + t w_1(\zeta) + \cdots + t^n w_n(\zeta) + \cdots \tag{46}
\]

Here \( w_0(\zeta) = U^2_0(\zeta), w_1(\zeta) = 2U_0(\zeta)U_1(\zeta) - U^2_0(\zeta), \) etc. Plugging this expansion into Eq. (36) and performing simple changes of variables, we obtain

\[
\phi(c) = \frac{8}{c^3} \left[ R_0 + \frac{4}{c^2} R_1 + \cdots + \left( \frac{4}{c^2} \right)^n R_n + \cdots \right]. \tag{47}
\]

where the coefficients \( R_n, n = 0,1,\ldots, \) are given by

\[
R_n = \int_0^\infty \tau^n \, d\tau \int_\infty^{-\infty} d\chi \, e^{\chi - \tau} \, w_n \left( \frac{\chi}{\sqrt{4\tau}} \right). \tag{48}
\]

Here we will only calculate the first two coefficients, \( R_0 \) and \( R_1 \). They suffice for evaluating \( \Phi(c) \) up to, and including, \( 1/c^5 \).

1. Calculation of \( R_0 \)

We have

\[
R_0 = \frac{1}{4} \int_0^\infty d\tau \int_\infty^{-\infty} d\chi \, e^{\chi - \tau} \, U^2_0 \left( \frac{\chi}{\sqrt{4\tau}} \right) = \frac{1}{2} \int_0^\infty d\tau \sqrt{\tau} e^{-\tau} \int_\infty^{-\infty} d\zeta \, e^{\tau/\tau} \operatorname{erfc}^2 \zeta. \tag{49}
\]

The integral over \( z \) can be evaluated as follows [21]:

\[
\int_\infty^{-\infty} d\zeta \, e^{z/\sqrt{\tau}} \operatorname{erfc}^2 \zeta = \frac{2e^{z/\sqrt{\tau}} \operatorname{erfc} \left( \sqrt{\frac{z}{2}} \right)}{\sqrt{\tau}}. \tag{50}
\]

The resulting integral over \( \tau \) yields \( R_0 = 1 \).

2. Calculation of \( R_1 \)

Here we need to evaluate the integral

\[
R_1 = \int_0^\infty d\tau \int_\infty^{-\infty} d\chi \, \tau e^{\chi - \tau} \, w_1 \left( \frac{\chi}{\sqrt{4\tau}} \right), \tag{51}
\]

where \( w_1(\zeta) = 2U_0(\zeta)U_1(\zeta) - U^2_0(\zeta) \). A numerical evaluation gives \( R_1 = -0.213 \ldots \).

3. \( \phi(c) \) and \( \Phi(c) \) at \( c \gg 1 \)

Using Eqs. (39) and (47), we obtain

\[
\phi(c) = \frac{8}{c^3} - \frac{6.818 \ldots}{c^5} + \cdots, \tag{52}
\]

and

\[
\Phi(c) = 2 - \frac{8}{c^3} + \frac{6.818 \ldots}{c^5} + \cdots. \tag{53}
\]

Figure 1 shows the function \( \Phi(c) \) evaluated numerically (the solid line), and the asymptotic (33) (the dashed line). Also shown by the dash-dotted line is the lower-order asymptotic

\[
\Phi(c) \simeq \frac{2}{c} - \frac{8}{c^3} \tag{54}
\]

which, by chance, correctly vanishes at \( c = 2 \). (That the function \( \Phi(c) \) indeed vanishes at \( c = 2 \) is shown in the next section.)
convenient to rewrite Eq. (36) in the following identical form:

\[
\phi(c) = \int d\tau \int_{-\infty}^{\infty} d\chi \, e^{\frac{\Delta^2}{\alpha} (\tau - \Delta^2 \tau)} e^{\chi - 2\tau} u^2(\chi, \tau). \quad (55)
\]

Let us first calculate

\[
\phi(2) = \int_0^{\infty} d\tau \int_{-\infty}^{\infty} d\chi \, e^{\chi - 2\tau} u^2(\chi, \tau). \quad (56)
\]

By virtue of Eq. (2)

\[
e^{-2t} u^2 = \partial^2 (e^{-2t} u) - (2\partial_x + \partial_t) (e^{-2t} u). \quad (57)
\]

Plugging this expression into Eq. (56), we observe that the integral is determined by the behavior of the solution \(u(x, t)\) at the boundaries \(x = \pm \infty\), \(t = 0\) and \(t \to +\infty\). Indeed,

\[
\phi(2) = \int_0^{\infty} d\tau \int_{-\infty}^{\infty} d\chi \left[ \frac{\partial x}{\partial \tau} e^{\chi - 2\tau} u(\chi, \tau) \right]_0^{\infty} d\tau \\
- \int_0^{\infty} d\tau \int_{-\infty}^{\infty} d\chi \partial_\tau [e^{\chi - 2\tau} u(\chi, \tau)]. \quad (58)
\]

The first two terms vanish because \(u(x, t)\) tends to 1 at \(x \to -\infty\), and decays faster than \(e^{-x}\) at \(x \to \infty\). To evaluate the third term, let us rewrite it as

\[
- \lim_{T \to \infty} \int_0^{T} d\tau \int_{-\infty}^{\infty} d\chi \partial_\tau [e^{\chi - 2\tau} u(\chi, \tau)]. \quad (59)
\]

The improper integral over \(\chi\), as a function of \(\tau\), converges uniformly on any interval \(0 < \tau < T\). Therefore, the integrals over \(\tau\) and over \(\chi\) commute \(20\), and we obtain

\[
\phi(2) = J_0 - J_\infty, \quad (60)
\]

where

\[
J_0 = \int_0^{\infty} (e^{\chi - 2\tau} u(\chi, \tau)) \bigg|_{\tau=0} \, d\chi \\
= \int_{-\infty}^{+\infty} u(\chi, 0) e^{\chi} \, d\chi = \int_{-\infty}^{0} e^{\chi} \, d\chi = 1, \quad (61)
\]

and

\[
J_\infty = \lim_{\tau \to +\infty} \int_{-\infty}^{\infty} e^{\chi - 2\tau} u(\chi, \tau) \, d\chi. \quad (62)
\]

To evaluate the integral, entering Eq. (62), at \(\tau \gg 1\), we use a simplified form of the asymptotic (16) at \(t \gg 1\) and \(\ln |t - x - 2t| \sim \sqrt{t}: u(x, t) \approx \alpha \tau^{-3/2}(x - 2t)x^{-2/4t}\) \(22\). This yields, at \(\tau \gg 1\),

\[
\int_{-\infty}^{\infty} e^{\chi - 2\tau} u(\chi, \tau) \, d\chi = \alpha \tau^{-3/2} \int_{0}^{\infty} s e^{-s^2/4t} \, ds \\
+ O(1/\tau) = 2a \tau^{-1/2} + O(1/\tau), \quad (63)
\]

where \(s = \chi - 2\tau\). Hence \(J_\infty = 0\), and

\[
\phi(2) = 1 \quad \text{and} \quad \Phi(2) = 0 \quad (64)
\]

[see Eq. (63)]. Now we evaluate the leading term of the asymptotic expansion of the difference \(\phi(c) - \phi(2)\) in the small parameter \(\Delta c\). \(\phi(c)\) and \(\phi(2)\) are defined by Eqs. (53) and (60), respectively. Their difference, therefore, can be written as a sum of the following three integrals:

\[
\phi(c) - \phi(2) = J_1 + J_2 + J_3, \quad (65)
\]

where

\[
J_1 = \int_0^{\infty} d\tau \int_{-\infty}^{\infty} d\chi \left[ e^{\frac{\Delta^2}{\alpha} (\chi - 2\tau)} - 1 \right] e^{\chi - 2\tau} u^2(\chi, \tau), \quad (66)
\]

and

\[
J_2 = \int_0^{\infty} d\tau \int_{-\infty}^{\infty} d\chi \left[ e^{\frac{\Delta^2}{\alpha} (\chi - 2\tau)} - 1 \right] e^{\chi - 2\tau} u^2(\chi, \tau), \quad (67)
\]

and

\[
J_3 = \int_0^{\infty} d\tau \int_{-\infty}^{\infty} d\chi \left[ \left( e^{\frac{\Delta^2}{\alpha} (\chi - 2\tau)} - 1 \right) e^{\chi - 2\tau} u^2(\chi, \tau) \right], \quad (68)
\]
These integrals are evaluated at $\Delta c \to 0$ in Appendix A and the results are:

$$J_1 = -\frac{1}{2} \Delta c - \sqrt{\pi} \alpha \Delta c + O(\Delta c^2),$$  \hspace{1cm} (69)  

$$J_2 = -\sqrt{\pi} \alpha |\Delta c| + O(\Delta c^2),$$  \hspace{1cm} (70)  

$$J_3 = \Delta c |\Delta c| O\left( |\ln |\Delta c|| \right),$$  \hspace{1cm} (71)  

To remind the reader, $\alpha \approx 0.59$, see Eq. (69). Substituting Eqs. (69) - (71) into Eq. (65) we obtain, for $|\Delta c| < 1$:

$$\phi(c) = 1 - \Delta c - 2\sqrt{\pi} \alpha \Delta c \theta(c) + o \left( |\Delta c|^2 \varepsilon \right),$$  \hspace{1cm} (72)  

where $\theta(\ldots)$ is the step function, and $\varepsilon$ is an arbitrary positive number. As one can see, the integral $J_3$ does not contribute to the leading order. Interestingly, $\phi(c)$ does not have a regular derivative at $c = 2$. Plugging Eq. (72) into Eq. (59), we obtain the following asymptotic of $\Phi(c)$ at $0 < c - 2 \ll 1$:

$$\Phi(c) \approx 2\sqrt{\pi} \alpha (c - 2).$$  \hspace{1cm} (73)  

With this $\Phi(c)$, Eq. (59) coincides with Eq. (10), if we substitute in the latter $x = ct$ and neglect the relatively small $\ln t$ term. The straight-line asymptotic (73) is shown in Fig. 1.

Now we can try to determine the applicability domain of the asymptotic (73). For $c - 2 \ll 1$ the integrals $J_2$ and $J_3$ are dominated by $\chi \approx 2\pi t$ and $\tau \approx (c - 2)^{-2}$; see Appendix A. As in the derivation of (59) we used the fact that $\tau \ll t$, we must demand that

$$(c - 2)^2 t \gg 1.$$  \hspace{1cm} (74)  

As one can check, once this strong inequality holds, the simplifications (i) and (ii) after Eq. (34) are also legitimate. The criterion (74), alongside with $c - 2 \ll 1$, is equivalent to the double strong inequality

$$\sqrt{t} \ll x - 2t \ll t.$$  \hspace{1cm} (75)  

As a result, the asymptotic (73) has a joint domain of applicability with the asymptotic (10). The right strong inequality in Eq. (76) includes $t$ rather than $t/(\ln t)$ as in the criterion (10). Essentially, we have extended the applicability domain of the asymptotic (10), so that it holds at

$$1 \ll x - 2t + \frac{3}{2} \ln t \ll t.$$  \hspace{1cm} (76)  

To summarize this section, the long-time leading-edge asymptotic of $u(ct, t)$ has the form of Eq. (38), where $\Phi(c) = 2/c - \phi(c)$, and $\phi(c)$ is determined by Eq. (36). The plot of $\Phi(c)$ is depicted in Fig. 1. Equation (38) is valid when $t \gg 1$ and $(c - 2)^2 t \gg 1$. Finally, the asymptotic expansion of $\Phi(c)$ in the powers of $1/c$ is given by Eqs. (73), whereas the leading term of the expansion in the small parameter $0 < c - 2 \ll 1$ is given by Eq. (73).

IV. EVALUATION OF $P(c, t)$

A. One seed particle

Now we use Eqs. (6), (38), and the fact that, for a single seed particle, $P(x, t) = u(x, t)$, to calculate the probability distribution $P(c, t)$ of the empirical velocity $c$ at large $t$. We obtain, in the leading order,

$$P(c, t) \approx \frac{c \Phi(c)}{4\sqrt{\pi} t} \exp \left[-t \left( \frac{c^2}{4} - 1 \right) \right],$$  \hspace{1cm} (77)  

in agreement with Eq. (7). The prefactor includes a large factor $t$ and depends on $c$ via $c \Phi(c)$. The large-$c$ expansion of this quantity only includes even powers of $1/c$:

$$c \Phi(c) = 2 - \frac{8}{c^2} + \frac{6.818 \ldots}{c^4} + \ldots.$$  \hspace{1cm} (78)  

At $\ln t / t \ll c - 2 \ll 1$ we can use Eq. (73) and obtain

$$P(c, t) \approx \alpha(c - 2) \sqrt{t} \exp \left[-t \left( \frac{c^2}{4} - 1 \right) \right].$$  \hspace{1cm} (79)  

B. More than one seed particle

Now let the branching Brownian motion start, at $t = 0$, with $M$ seed particles at positions $x_1 = 0 \geq x_2 \geq \ldots \geq x_M$. Then from Eq. (5) one gets for $c > 2$

$$P(c, t) \approx \sum_{m=1}^{M} u(ct - x_m, t).$$  \hspace{1cm} (80)  

Using the asymptotic (38), we obtain at large $t$ and $c > 2$

$$P(c, t) \approx \frac{e^{-t} \left( \frac{c^2}{4} - 1 \right)}{2 \sqrt{\pi} t} \Phi(c) \sum_{m=0}^{M} e^{\frac{ct-m}{\sqrt{t}}}.$$  \hspace{1cm} (81)  

This gives, using Eq. (5),

$$P(c, t) \approx \frac{\sqrt{t} e^{-t} \left( \frac{c^2}{4} - 1 \right)}{4 \sqrt{\pi}} c \Phi(c) \sum_{m=0}^{M} e^{\frac{ct-m}{\sqrt{t}}}.$$  \hspace{1cm} (82)  

We see that for large $c$ the prefactor is dominated by the position of the rightmost seed. Expression (81) can also be used for an infinite number of seed particles, by taking the limit $M \to \infty$ provided that the density of seed particles does not grow too fast along the negative axis, to keep the sum over $m$ convergent. Otherwise, even the leading exponential factor in (81) could be changed.

V. DISCUSSION

In this work we have shown how to calculate, in the long time limit, the prefactor of the probability distribution $P(c, t)$ of the empirical velocity $c$ of the rightmost
particle of the branching Brownian motion. To this end we have studied the long-time asymptotic of the solution of the FKPP equation positions $x = ct$ with $c > 2$, when starting from the initial condition (3). Our main results are Eqs. (36), (38), (39), and (77) - (79).

The approach can be generalized to other steep initial conditions. It was shown in [2] that the solution of the FKPP equation with more general steep initial conditions gives information on the statistics of the positions of the leading particles (for example, the distance between the first and the second particle). It would be interesting to see whether the method used here allows one to calculate, for $c > 2$, these statistics, in particular the distance between the leading particles, conditioned on the position $ct$ of the rightmost one.

The approach can also be extended to other FKPP-like equations. In Appendix B a generalization to an equation discrete in space and time is discussed.

ACKNOWLEDGMENTS

BD thanks the hospitality of the Racah Institute of Physics at the Hebrew University in Jerusalem where this work was started. BM thanks Ofer Zeitouni for a useful discussion. Financial support for this research was provided in part by grant No. 2012145 from the United States-Israel Binational Science Foundation (BSF) (BM) and Grant No. 13-01-00314 from the the Russian Foundation for Basic Research (PVS).

Appendix A: Evaluation of the integrals $J_1$, $J_2$ and $J_3$ from Eqs. (60) - (68)

1. General

In this Appendix we evaluate the integrals $J_1$, $J_2$ and $J_3$ from Eqs. (60) - (68) in the leading order in $|\Delta c|$, and estimate the residual terms.

The integrands of $J_1$, $J_2$ and $J_3$ all include the expression $\mu = e^{x^2 - 2xt} u(\chi, \tau)^2$ which affects their behavior in an important way. Approximating $\chi - 2\tau \simeq \chi - x_f(\tau) - (3/2) \ln \tau$, we can write

$$\mu \simeq \tau^{-3/2} e^{x^2 - x_f(\tau)} \Psi_2^2[\chi - x_f(\tau)],$$

where we have used the TFS $\Psi_2$ for $u$. The function $e^{x^2 - x_f(\tau)} \Psi_2^2[\chi - x_f(\tau)]$ has a maximum (of order of 1) inside the region of $|\chi - x_f(\tau)| \sim 1$, and decays exponentially outside of this region. Therefore, the maximum value of $\mu$ behaves, as a function of $\tau$, as $\tau^{-3/2}$.

2. Evaluation of $J_1$

At $c$ close to 2 the main contribution to $J_1$ comes from the region where $|\chi| \sim \tau \sim 1$. As a result, $\exp[-\Delta c(\chi -
2\tau)/2$ can be Taylor-expanded at $\Delta c \ll 1$, and we obtain

$$J_1 = \frac{\Delta c}{2} \int_0^\infty d\tau \int_0^\infty d\chi (\chi - 2\tau) e^{\chi - 2\tau} \frac{u^2(\chi, \tau) + O(\Delta c^2)}{} .$$

(A1)

Let us denote

$$\bar{J}_1 = \int_0^\infty d\tau \int_{-\infty}^\infty d\chi (\chi - 2\tau) e^{\chi - 2\tau} u^2(\chi, \tau) .$$

This integral converges in the region of $\chi \sim \tau \sim 1$ and can be evaluated using the exact equality

$$(x - 2t) e^x - 2t u^2 = (x - 2t) \partial_x^2 (e^{x - 2t} u) - (2\partial_x + \partial_t) [(x - 2t) e^{x - 2t} u] .$$

(A2)

The calculations are similar to those in Eq. (A3):

$$\bar{J}_1 = - \int_0^\infty d\tau \int_{-\infty}^\infty ds \partial_s \left( s^2 w(s, \tau) \right)$$

$$= - \lim_{T \to +\infty} \int_0^T d\tau \int_{-\infty}^{+\infty} ds \partial_s \left( s^2 w(s, \tau) \right)$$

$$= - \lim_{T \to +\infty} \int_{-\infty}^{+\infty} ds \int_0^T d\tau \partial_s \left( s^2 w(s, \tau) \right)$$

$$= \lim_{T \to +\infty} \int_{-\infty}^{+\infty} \left[ s^2 w(s, \tau) \right]_{\tau=0}^{\tau=T} ds = J_4 - J_5 .$$

(A3)

where $s = \chi - 2\tau, w(s, \tau) = u(s + 2\tau, \tau)$,

$$J_4 = \int_{-\infty}^{+\infty} (s^2 w(s, \tau)) \big|_{\tau=0}^{\tau=0} ds$$

$$= \int_{-\infty}^{+\infty} s^2 ds = -1 ,$$

(A4)

and

$$J_5 = \lim_{T \to +\infty} \int_{-\infty}^{+\infty} s^2 w(s, \tau) ds .$$

(A5)

The change of the order of integration in the third line of Eq. (A3) is justified similarly to how it was done for the third term of Eq. (A5).

Let us denote the integral in Eq. (A3) as $\bar{J}_5$. As in Eqs. (A2) and (A3), we can evaluate this integral by using the simplified form of the asymptotic (10) at $1 \ll t \ll x - x_f(t) \sim \sqrt{t}: u(x, t) \simeq \alpha t^{-3/2}(x - 2t) \exp(\tau - t^2/4t)$. As a result, we obtain at $\tau \gg 1$:

$$\bar{J}_5 \sim \tau^{-3/2} \int_0^\infty s^2 e^{-s^2/4\tau} ds = 2\sqrt{\pi} \alpha .$$

(A6)

Combining all these results, we obtain Eq. (69).

3. Evaluation of $J_2$

Let us now evaluate the integral $J_2$ from Eq. (67). The main contribution to this integral comes from the region $\tau \sim \Delta c^{-2} \gg 1$, where we can use the TFS for $u(x, t)$. This yields

$$J_2 \simeq \int_0^\infty d\tau \left( e^{-\Delta c^2 \tau} - 1 \right) e^{\tau x_f(\tau) - 2\tau} \int_{-\infty}^\infty d\xi e^{\xi^2/2} \left( e^{\xi^2/2} \right) ,$$

$$- \frac{\Delta c}{2} \int_{-\infty}^\infty \left( e^{\xi^2/2} \right) d\xi = \int_{-\infty}^\infty \left( e^{\xi^2/2} \right) d\xi = (e^{\xi^2/2})^{+\infty}_{-\infty} = \gamma e^{\xi_0} .$$

(A7)

As a result, the integral in Eq. (A7) can be rewritten in the leading order as

$$\gamma e^{\xi_0} \int_0^\infty \left( e^{-\Delta c^2 \tau} - 1 \right) e^{\tau x_f(\tau) - 2\tau} d\tau$$

$$= \alpha \int_0^\infty \left( e^{-\Delta c^2 \tau} - 1 \right) \tau^{-3/2} d\tau$$

$$= -\alpha |\Delta c| \int_0^\infty \frac{1 - e^{-w}}{w^{3/2}} dw = -\sqrt{\pi} \alpha |\Delta c| .$$

(A8)

This yields Eq. (70).

4. Evaluation of $J_3$

Finally, we show that the integral $J_3$, defined by Eq. (68), does not contribute in the leading order, see Eq. (A8). The main contribution to $J_3$ comes from the region $\tau \sim \Delta c^{-2} \gg 1$. This allows us to estimate this integral by using the TFS in the vicinity of $\chi \sim x_f(\tau)$ and assuming that the argument in the exponent in the brackets is small. As a result, we can estimate

$$J_3 \sim \Delta c \int_0^\infty \left( e^{-\Delta c^2 \tau} - 1 \right) \frac{\ln \tau}{\tau^{3/2}} d\tau \sim \Delta c |\Delta c| |\ln |\Delta c|| ,$$

bringing us to Eq. (68).

Appendix B: A traveling wave equation discrete in space and time

In this Appendix we show how the above calculations for the FKPP equation (3) can be easily extended to more
general traveling wave equations. We take as an example the time- and space-discretized version of \textup{(2)}
\begin{align}
    u_i(t + 1) &= u_i(t) + a_1 u_{i-1}(t) + a_{-1} u_{i+1}(t) \quad \text{(B1)}
    \\
    &\quad - (a_1 + a_{-1}) u_i(t) + b u_i(t) - b u_i(t)^2.
\end{align}
It corresponds to a branching random walk where at each time step, a particle jumps to the right with probability $a_1$, to the left with probability $a_{-1}$ or branches with probability $b$. Here $u_i(t)$ is the probability that there is at least one particle at a position $\geq i$.

If one starts with a single particle at the origin, then
\begin{align}
    u_i(0) &= 1 \quad \text{for } i \leq 0, \\
    u_i(0) &= 0 \quad \text{for } i \geq 1.
\end{align}
Let us denote by $w_i(t)$ the solution of the linear problem
\begin{align}
    w_i(t + 1) &= w_i(t) + a_1 w_{i-1}(t) + a_{-1} w_{i+1}(t) \quad \text{(B2)}
    \\
    &\quad - (a_1 + a_{-1}) w_i(t) + b w_i(t)
\end{align}
with an initial condition localized at the origin:
\begin{align}
    w_i(0) &= 1 \quad \text{for } i = 0, \\
    w_i(0) &= 0 \quad \text{for } i \neq 1.
\end{align}
One can show that at any time $t$
\begin{equation}
    \sum_i e^{\lambda t} w_i(t) = e^{\lambda h(\lambda)} \quad \text{(B3)}
\end{equation}
where
\begin{equation}
    e^{\lambda h(\lambda)} = 1 + a_1 e^{\lambda} + b + a_{-1} e^{-\lambda} - a_1 - a_{-1}
\end{equation}
(Other jump rates: for example, jumps to next nearest neighbors would change $h(\lambda)$, but what follows would remain the same.)

From \textup{(B3)} one can extract the long-time asymptotics of $w_i(t)$ for $i = c t$:
\begin{equation}
    w_i(t) \simeq \sqrt{\frac{f''(c)}{2 \pi t}} e^{-t f(c)} \quad \text{where } c = \frac{i}{t}
\end{equation}
where $f(c)$ can be obtained in a parametric way
\begin{equation}
    f(c) = -h(\lambda) + \lambda h'(\lambda) \quad ; \quad c = h'(\lambda)
\end{equation}
one also has $f'(c) = \lambda$ and $f''(c) = 1/h''(\lambda)$, so that in a parametric form one has
\begin{equation}
    w_i(t) \simeq \frac{e^{\lambda h(\lambda) - \lambda h'(\lambda)}}{\sqrt{2 \pi h''(\lambda) t}} \quad \text{where } c = \frac{i}{t} = h'(\lambda) \quad \text{(B4)}
\end{equation}
One can then show that, for a finite $k$ and finite $t_0$
\begin{equation}
    w_{i+k}(t - t_0) \sim e^{-\lambda k - h(\lambda) t_0} w_i(t) \quad \text{(B5)}
\end{equation}
(The derivation of \textup{(B5)} is slightly subtle: changing $i$ to $i + k$ and $t$ to $t - t_0$ implies that $c$ is changed to $c + k/t + t_0 c/t$ and therefore $\lambda$ is changed to $\lambda + (k/t + c t_0/t) h''(\lambda)$.)

Therefore, the solution $v_i(t)$ of the linear problem
\begin{align}
    v_i(t + 1) &= v_i(t) + a_1 v_{i-1}(t) + a_{-1} v_{i+1}(t) \quad \text{(B6)}
    \\
    &\quad - (a_1 + a_{-1}) v_i(t) + b v_i(t)
\end{align}
with a step initial condition
\begin{align}
    v_i(0) &= 1 \quad \text{for } i \leq 0, \\
    v_i(0) &= 0 \quad \text{for } i \geq 1
\end{align}
is given by
\begin{equation}
    v_i(t) = \sum_{k \geq 0} w_{i+k}(t) \simeq \frac{e^{\lambda (h(\lambda) - \lambda h'(\lambda))}}{(1 - e^{-\lambda}) \sqrt{2 \pi h''(\lambda) t}} \quad \text{(B7)}
\end{equation}
Now let us use the following identity which is a direct generalization of \textup{(B1)}
\begin{equation}
    u_i(t) = v_i(t) - b \sum_{t_0=0}^{t-1} \sum_j u_{i-j}(t - t_0 - 1) u_j(t_0)^2. \quad \text{(B8)}
\end{equation}
This becomes in the long time limit, using \textup{(B6)}
\begin{equation}
    u_i(t) = v_i(t) - b w_i(t) \sum_{t_0=1}^{\infty} \sum_j e^{\lambda j - h(\lambda) (t_0 + 1)} u_j(t_0)^2
\end{equation}
Therefore in the long time limit \textup{(B6, B7)}, one gets
\begin{equation}
    u_i = \text{c} t(t) \simeq \frac{e^{\lambda (h(\lambda) - \lambda h'(\lambda))}}{\sqrt{2 \pi h''(\lambda) t}} \Phi(c) \quad \text{(B9)}
\end{equation}
where
\begin{equation}
    \Phi(c) = \frac{1}{1 - e^{-\lambda}} - b \sum_{t_0=0}^{\infty} \sum_j e^{\lambda j - h(\lambda) (t_0 + 1)} u_j(t_0)^2 \quad \text{(B10)}
\end{equation}
This is the generalization to the discrete case of Eqs. \textup{(30), (33) and (39)}. A large $\lambda$ expansion (and therefore the large $c$ behavior) can then be obtained as in \textup{(36)} from the contributions of the short times $t_0$ in the sum.

For an illustration, we have considered the case
\begin{align}
    a_{-1} = 0, \quad a_1 = b = 0.1.
\end{align}
For these values the velocity of the front is $v_s \simeq 0.238656 \ldots$. We have measured the function $\Phi(c)$ by numerically calculating the full solution at times 1000, 2000, ... 5000, and the curves are superimposed to give the thick curve in Fig. 2. Then we have used formula \textup{(B10)} by truncating the sum over $t_0$ to 1, 6, 21, 51, 201 terms. This gives the thin curves. The further the truncation is, the better the approximation seems to be.
FIG. 2: The function $\Phi(c)$ obtained from Eq. (B9) by calculating the exact $u_i(t)$ at times $t = 1000, 2000, \cdots 5000$. The 5 curves are superimposed on the thick curve. The approximations obtained from our result (B10) by truncating the sum overs $t_0$ ($t_0 = 0, t_0 \leq 5, t_0 \leq 20, t_0 \leq 50, t_0 \leq 200$).