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1. Introduction

Natural images are formed as a function of the objects’ underlying physical attributes, such as geometry, material, and illumination. Estimating these object intrinsics from images is one of the core problems in computer vision, and is often referred to as inverse rendering, i.e., the inverse process of rendering in computer graphics. It has wide applications in AR/VR and visual effects, such as relighting, material editing, and object pose editing.

A classic approach for inverse rendering is photometric stereo [1, 13], which requires multi-view and multi-lighting images of a scene to be captured with a light stage. These paired images provide sufficient information for estimating object intrinsics. However, the need of a sophisticated light stage setup makes it difficult to apply to diverse object categories, especially in-the-wild objects like cars. To get rid of this constraint, another line of work aims at performing inverse rendering in an unsupervised or weakly-supervised manner [18, 17, 12, 52], where only unpaired 2D image collections or weak annotations are given. Despite great progress, these approaches often miss fine-grained geometry details and cannot recover specular properties due to the inherent ambiguity.

While the lack of paired data is the main challenge of unsupervised inverse rendering, a continuous image distribution modelled by a GAN [14, 22] provides a possibility...
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With the above designs, our approach, namely GAN2X,
can reconstruct high-quality 3D shape, albedo, and specular
properties for different object categories, as shown in Fig. 1.
The results show that image GANs do implicitly capture
non-Lambertian object intrinsics, and thus provide a new
way towards unsupervised inverse rendering. With such ca-
pability, GAN2X is also a powerful approach for unsuper-
vised 3D shape learning from unpaired image collections.
On the task of albedo and surface normal estimation and
single-view 3D face reconstruction, GAN2X significantly
outperforms existing unsupervised baselines. We also show
promising results in downstream applications including im-
age relighting and lifting 2D GANs to 3D with decomposed
intrinsics.
Our contributions are summarized as follows: (1) We propose GAN2X that achieves high-quality non-
Lambertian inverse rendering using GANs pretrained on
unpaired images only. Our work reveals the large poten-
tial of GANs for learning spatially-varying non-Lambertian
material properties. (2) GAN2X naturally serves as a
strong unsupervised 3D shape learning approach. We show
the state-of-the-art performance on unsupervised single-
view 3D reconstruction of faces. (3) GAN2X enables a
wide range of downstream applications including lifting 2D
GANs to 3D with decomposed intrinsics and photorealistic
visual effects like relighting and material editing.

2. Related Work
2.1. Generative Adversarial Networks

We have witnessed the great progress of Generative Ad-
versarial Networks (GANs) in image synthesis starting from
the first GAN model [14]. In particular, the StyleGAN fam-
ily [21, 22, 20] has successfully produced photo-realistic
and high-resolution imaginary. However, the image syn-
thesis process of GANs is usually treated as a black box,
which lacks physical interpretability (e.g., 3D shape, ma-
terial properties). There has been some works that extend
GANs to enable 3D control [45, 11, 64, 46, 24, 38, 39],
but such control is driven by the guidance of an external 3D
morphable model [4] or a 3D mesh input. Different from
these methods, our method does not require additional 3D
geometry as input and can explicitly recover the physical
attributes including 3D shape and material properties.
Another line of work is 3D-aware GANs, which adopt
3D representations (e.g., voxel grids, and neural fields) or
their integration with 2D generative models to enable 3D
controllable image synthesis [40, 9, 31, 15, 8, 65, 53, 33,
54, 43]. However, most of these methods do not explicitly
model the reflectance and the shading process, thus
resulting in suboptimal 3D geometry and the lack of con-
trol on lighting. While [33] models illumination explicitly,
it makes the assumption of Lambertian reflectance,
which does not account for specular highlight. Besides,
the learned 3D shapes in [33] still lack fine-grained details due to limited resolution for training. In contrast, we make the first attempt to recover non-Lambertian material properties from pretrained GANs. Unlike previous works that adopt memory-consuming 3D representations to learn a 3D GAN, our work shows that the 3D geometry and material are also readily achievable from off-the-shelf 2D GANs that are more efficient to train.

2.2. Supervised Inverse Rendering

Inverse rendering has been well studied given paired images of an object from multiple viewpoints and light conditions. A typical way is to estimate object intrinsics by fitting photometric or geometric models to reconstruct the paired images. Conventional photometric stereo methods [1, 13, 28] perform this based on meshes while recently it is extended to implicit neural representations [5, 42, 61, 6, 60]. These methods are object-specific, i.e., they do not generalize to unseen object instances. Some learning-based methods are also generalizable by learning from multi views, enabling test-time reconstruction with sparse views or a single view [59, 3, 7, 58, 2, 23]. However, collecting multi-view and multi-lighting images is resource-demanding and difficult to apply to in-the-wild objects like cars. Some methods use synthetic data for training [26, 29, 41, 25, 37], but training on such data requires us to solve the domain-gap problem for generalization to real in-the-wild images. To get rid of these limitations, in this work, we focus on the unsupervised setting where only unpaired image collections are available for training.

2.3. Unsupervised Inverse Rendering

In contrast to the supervised approaches, there has been a surge of interest to develop inverse rendering methods trained only on unpaired image collections. These methods predict the 3D geometry and appearance reconstruction from the input image and use image-space losses computed between the input and the rendered reconstruction. Since this is an ill-posed problem, early approaches focused on human faces and bodies using 3D priors [48, 17], with some methods also learning components of the prior from videos [44, 47]. Several methods learn to reconstruct the object shapes of general categories [12, 18, 55] using weak supervision like template shapes, masks, or hand-crafted priors (e.g., object symmetry and smoothness). There are a few attempts for learning shape as well as material and illumination from unpaired image collections. Wu et al. [52] uses object symmetry and assumes Lambertian materials. The follow-up work [51] does not limit the object to be Lambertian, but requires objects to have rotational symmetry. Similar to us, [32] and [62] also exploit GANs to reconstruct 3D shapes. GAN2Shape [32] assumes Lambertian reflectance and does not recover high-quality albedo, while [62] does not disentangle albedo and illumination. Concurrent to us, [50] relies on coarse 3D shape initialization to estimate the object intrinsics, and assumes globally shared specular intensity and shininess. In contrast, our approach does not rely on coarse shape, and recovers spatially-varying non-Lambertian material properties. In this work, we show that GANs implicitly capture object shape and material properties, and thus provide a new way for unsupervised inverse rendering with precise recovery of geometry and material properties.

3. Method

Our approach aims to recover the intrinsic components (3D shape, albedo, specular properties) at high quality for any image generated by an image GAN. In the following, we first provide some preliminaries on GANs. We then describe how we represent the intrinsic components and render images from them. Finally, we introduce our inverse rendering algorithm that distills the knowledge of the GAN to recover the intrinsic components.

Preliminaries on Generative Adversarial Networks (GANs). A GAN learns the data distribution via a min-max game between a generator $G$ and a discriminator $D$ [14]. After training from an image dataset, the generator can map a latent code $z$ to an image. In this work, our study is based on StyleGAN2 [22], a classic GAN consisting of two parts. First, the latent code $z \in \mathbb{Z}$ is mapped to an intermediate latent code $w \in \mathcal{W}$ via a mapping network $F_w : \mathbb{Z} \mapsto \mathcal{W}$. Then $w$ is used to produce the output image with a synthesis network. We refer to the synthesis network as $G$ in the following sections.

3.1. Shape and Material Model

Scene representation. In order to model object shape and material with high fidelity, we adopt implicit neural fields to represent these factors. Specifically, for any image $I \in \mathbb{R}^{H \times W}$ generated by the GAN, its 3D shape is represented by an MLP $F_s : (I, x) \mapsto s$, where $x \in \mathbb{R}^3$ is the coordinate of any point and $s \in \mathbb{R}$ is its signed distance $s$ to the object surface. Thus, the surface $S$ of the object is $S = \{ x \in \mathbb{R}^3 | F_s(I, x) = 0 \}$. The material properties are represented by another MLP $F_m : (I, x) \mapsto (a, k_s, p)$, where $a \in \mathbb{R}^3$ is the diffuse albedo, $k_s \in [0, 1]$ is the specular intensity, and $p \in [p_{\text{min}}, p_{\text{max}}]$ is the shininess. Unlike NeRF [30] that models view-dependent color, in our formulation the material property is view-independent while view-dependent effects are explicitly modeled with shading as would be introduced later. The conditioning of $F_s$ and $F_m$ on $I$ is implemented by concatenating the embedding of $I$ with $x$ as the input. The embedding can be obtained from 1) an additional encoder $E_I$ and 2) the latent code $w$ corresponding to $I$ from the GAN. Their differences will be discussed latter.
Apart from $F_s$ and $F_m$, we also have a viewpoint encoder $E_v$, that takes $I$ as input and predicts the camera view $v \in \mathbb{R}^6$ and a lighting encoder $E_l$ that predicts the lighting condition $L = (l, k_a, k_d)$. Here $l \in S^2$ is the light direction, $k_a \in [0, 1]$ is the ambient coefficient, and $k_d \in [0, 1]$ is the diffuse coefficient. This scene representation allows to render an image $\hat{I}$ from any viewpoint or lighting condition via a rendering process $\Phi$ as $\hat{I} = \Phi(F_s(I), F_m(I), v, L)$. Next, we introduce $\Phi$ in detail.

**Rendering.** Solving the inverse rendering problem requires our model to render images from the above intrinsics in a differentiable and easy-to-optimize manner. We use volume rendering [16] and Phong shading [35] to achieve this. To render the color $C$ of a camera ray $r(t) = o + td$ with near and far bounds $t_n$ and $t_f$, we first render the albedo $A$, specular intensity $K_s$, shininess $P$, and surface normal $n \in \mathbb{R}^3$ via:

$$A(r), K_s(r), P(r) = \int_{t_n}^{t_f} w(t)F_m(r(t))dt$$

$$n(r) = \hat{n}(r) / \|\hat{n}(r)\|_2,$$

where $\hat{n}(r) = -\int_{t_n}^{t_f} w(t)\nabla r(t)F_s(r(t))dt$. \(\text{(2)}\)

Here $w(t)$ is the weight function for volume rendering, for which we use the normalized S-density following NeuS [49]. We then perform Phong shading to get the final color $C$:

$$C = \tau \left( k_a A + k_d \left( \max(0, n \cdot l) A + K_s \max(0, n \cdot h)^P \right) \right),$$

where $h$ is the bisector of the angle between viewing direction $-d$ and $l$, and $\tau(x) = x^{1/\gamma}, \gamma = 2:2$ is a tone-mapping function to ensure a more even brightness distribution. A limitation of this vanilla Phong shading is that it produces similar darkness at surface areas opposite to the light source. We observe that the surface with smaller $n \cdot l$ often tends to be darker due to complex reflection in the environment. Thus, we optionally replace $\max(0, n \cdot l)$ with $\max(0, n \cdot l) + k_a \min(0, n \cdot l), k_a \in [0, 1]$, where the new negative term is to compensate for the darkness variation at opposite-light areas. We show that this revision leads to more realistic relighting in experiments.

Note that $w(t)$ in Eq. 1 and Eq. 2 has a learnable inverse standard deviation parameter $\sigma$ ($s$ in [49]) that controls the concentration of density on the surface. It is directly optimized during training in [49]. However, in our case, this would produce a sub-optimal solution as the 3D inconsistency of GAN generated images would impede the convergence of $1/\sigma$. Thus, we manually increase $\sigma$ from $\sigma_{min}$ to $\sigma_{max}$ with an exponential schedule as $\sigma_i = \sigma_{max} + \exp(-i\beta)(\sigma_{min} - \sigma_{max})$, where $i$ is the number of training iterations and $\beta$ controls the decay.

### 3.2 Inverse Rendering

We perform inverse rendering based on the shape and material model introduced above. In order to generate a number of approximated paired images of various viewpoint and lighting conditions using the GAN, we adopt an exploration and exploitation algorithm following [32]. Different from [32], in this work the inverse rendering is based on the new non-Lambertian neural representation and rendering equation introduced before. Besides, we also devise a chromaticity-based smoothness loss to regularize the material and a viewpoint and lighting loss to stabilize training.
A shading-based refinement technique will also be introduced in the next subsection.

Exploration. We first initialize $F_s$ to produce an ellipsoid as a convex shape prior following [32]. The camera viewpoint $v$ and lighting $L$ are initialized to be a canonical setting $v_0$ and $L_0$. We then optimize the material network $F_m$ using the reconstruction loss $L(I, \Phi(F_s(I), F_m(I), v_0, L_0))$, where $L$ is L1 loss. As shown in Fig. 3 (a), with this initial guess of the scene, we can re-render a number of new images $\{I_i|i=1,2,\ldots,m\}$ from different viewpoints $\{v_i\}$ and lighting conditions $\{L_i\}$ using $\Phi$, where $\{v_i\}$ and $\{L_i\}$ are randomly sampled from their prior distributions. These re-rendered images $\{I_i\}$ roughly reveal the change of viewpoint and lighting, thus can serve as a guidance for the exploration in the GAN image manifold. Specifically, we reconstruct $\{I_i\}$ using the GAN generator $G$ by training an encoder $E_v$ that predicts the latent codes. After training, this would produce the GAN-reconstructed images $\{\tilde{I}_i = G(E_w(I_i))\}$, namely predicted images, which have viewpoints and lighting conditions that resemble the re-rendered images $\{I_i\}$.

Exploitation. The projected images $\{\tilde{I}_i\}$ obtained in the exploration process could be viewed as pseudo paired images for $I$. Thus, we exploit their information to recover the intrinsic components. As shown in Fig. 3 (b), the viewpoint $\tilde{v}_i$ and lighting $\tilde{L}_i$ for each image $\tilde{I}_i$ are predicted by the viewpoint encoder $E_v$ and lighting encoder $E_l$ respectively. They are then used to render images with the shared shape field and material field. The scene related networks $F_s, F_m, E_v, E_l$ can be jointly optimized using the reconstruction loss:

$$L_{recon} = \frac{1}{m} \sum_{i=0}^{m} \mathcal{L}'(\tilde{I}_i, \Phi(F_s(I), F_m(I), E_v(\tilde{I}_i), E_l(\tilde{I}_i)))$$

(4)

where $\mathcal{L}'$ is a combination of L1 loss and perceptual loss.

In addition, we also regularize the material using a chromaticity-based smoothness loss. For the material maps $(A, K_s, P)$ rendered from $(F_s(I), F_m(I), E_v(\tilde{I}_i), E_l(\tilde{I}_i))$, we denote their concatenation as $M_i$. The chromaticity-based smoothness loss is defined as:

$$L_{reg} = \frac{1}{m} \sum_{i=0}^{m} (\|\psi(\delta_x \Gamma_i)\|_2 + \|\psi(\delta_y \Gamma_i)\|_2)$$

(5)

where $\Gamma_i$ is calculated from $\tilde{I}_i$ by taking its $a^*b^*$ channels in the CIELAB color space, $\delta_x$ and $\delta_y$ are used to signify the computation of image gradients, and $\psi(x) = \exp(-\|x\|^2/\gamma)$, $\gamma = 10$ is a non-linear function. This regularization motivates pixels with close chromaticity to have similar materials.

As the projected images share similar viewpoints and lighting conditions as the re-rendered images, we can use $\{v_i\}$ and $\{L_i\}$ to guide the learning of $E_v$ and $E_l$ at the beginning of training:

$$L_{vl} = \frac{1}{m} \sum_{i=0}^{m} (\|v_i - E_v(\tilde{I}_i)\|_1 + \|L_i - E_l(\tilde{I}_i)\|_1)$$

(6)

In summary, the final training objective is:

$$\theta_s, \theta_m, \theta_v, \theta_l = \arg\min_{\theta_s, \theta_m, \theta_v, \theta_l} L_{recon} + \lambda_{reg} L_{reg} + \lambda_{vl} L_{vl}$$

(7)

where $\theta_s, \theta_m, \theta_v, \theta_l$ are the parameters of networks $F_s, F_m, E_v, E_l$ respectively, and $L_{vl}$ is only used in the first 1k training iterations.

With this training objective, the object shape, material, and lighting will be more correctly inferred. We then use these updated intrinsic components as the initialization and repeat the exploration and exploitation steps for a few times. This allows to further distill the knowledge of the GAN and refine the results.

Joint training. We have introduced how our method can be applied to an individual instance $I$ generated by the GAN. In this case, the dependence of $F_s$ and $F_m$ on $I$ is actually not necessary. Having this dependence allows us to further extend our method for joint training on multiple instances as done in [32], which improves generalization. For example, if the conditioning of $F_s$ and $F_m$ on $I$ is achieved by training an additional image encoder $E_f$, then we can apply our model to real images after joint training. And if the conditioning is based on the latent code $w$ in the $\mathcal{W}$ space of the GAN, then the StyleGAN mapping network $F_w$ together with our $F_s$ and $F_m$ forms a 3D GAN with decomposed intrinsic components. We show the applications of these variants in experiments.

3.3. Shading-based Refinement

While the above approach already produces pleasing results, the reconstructed shape and appearance could possibly bear noticeable mismatch with the target image. This is because the pseudo paired data generated by a 2D GAN is not strictly 3D-consistent. To this end, we draw inspiration from shape-from-shading literature [66] and adopt a shading-based refinement (SBR) step that fully exploits the information in the target image $I$. Let $I, D$, and $M$ denote the image, depth, and material map rendered from $(F_s(I), F_m(I), E_v(I), E_l(I))$. The shading-based refinement objective is to reconstruct the target image with several constraints:

$$\theta_s, \theta_m, \theta_v, \theta_l = \arg\min_{\theta_s, \theta_m, \theta_v, \theta_l} \mathcal{L}'(I, \tilde{I}) + \lambda_d ||D - \tilde{D}||_1$$

$$+ \lambda_m ||M - \tilde{M}||_1 + \lambda_{reg} L_{reg}$$

(8)
Figure 4: **Qualitative comparison.** Our approach achieves more accurate inverse rendering than baselines (zoom in to see details). Our relighting result successfully models the shift of specular highlight on the lip while baselines cannot.

where \( D \) and \( M \) are the initial values of \( \hat{D} \) and \( \hat{M} \) and are used to prevent the shape and material from deviating too much. Here \( L_{\text{reg}} \) is defined only for \( M \). This optimization goal resolves the mismatch and recover more details from the target image while preserving a valid 3D shape and material, as we will show in experiments.

### 4. Experiments

We conduct extensive experiments to evaluate our approach GAN2X on unsupervised inverse rendering across different object categories including human faces, cat faces, and cars. We use datasets of unpaired image collections including CelebA [27], CelebAHQ [19], AFHQ cat [10], and LSUN car [57]. The GAN models we used are StyleGAN2 [22] pretrained on these datasets. We use off-the-shelf scene parsing models [56, 63] to remove the background. We recommend readers to refer to the supplementary material for more implementation details, qualitative results, and videos.

#### 4.1. Inverse Rendering Results

**Qualitative evaluation.** Fig. 4 shows the qualitative comparison between our approach and two unsupervised inverse rendering baselines Unsup3d [52] and GAN2Shape [32] on the CelebA dataset. We visualize the rendering, 3D shape, surface normal, albedo, diffuse light map, and specular light map. Our approach reconstructs much more precise 3D shapes than the baselines, e.g., we successfully recover the double-fold eyelids, teeth, and most wrinkles while the baselines miss fine details and produce blurry shapes. Besides, the baselines cannot decompose the specular light map. Consequently, the specular highlights are entangled into albedo maps. In contrast, our approach successfully disentangles the specular highlights from the diffuse albedo, e.g., the highlights on the lips are correctly captured in the specular light map. This, in turn, results in a more accurate albedo map and produces more realistic relighting effects.

Our results on more datasets are shown in Fig. 5. GAN2X performs high-quality inverse rendering for human head, cat face, and cars, where the 3D shape, albedo, diffuse light map, and specular light map are accurately recovered. Besides, these reconstructed intrinsic components allow photorealistic re-rendering of the object under a novel viewpoint or lighting condition, showing large potential for image editing. We also visualize the learned specular components of different objects in Fig. 6. It is observed that our model successfully learns some meaningful object-varying and spatially-varying specular properties. For instance, the human lips have higher shininess than the human faces; the eyes of the cat have higher shininess than its fur; the car has higher specular intensity than other objects. These results verify our assumption that GANs implicitly capture object material properties. We note that learning spatially-varying specular intensity and shininess is very challenging and our method does not resolve all the ambiguities. For example, the tires of the car have high shininess, which is counter-intuitive. This is because its specular intensity is already very low and thus the shininess cannot get supervision. Addressing these ambiguities is left as a future work.

**Quantitative evaluation.** For quantitative evaluation, we first perform single-view 3D reconstruction on the H3DS dataset [36] to evaluate the 3D shape. The H3DS test set has ground truth 3D face scans for several identities. We take a single-view image as input and report the Chamfer Distance between our reconstructed shape and the ground truth. Apart from Unsup3d and GAN2Shape, we also compare with pi-GAN [9] and ShadeGAN [33] that can perform unsupervised 3D reconstruction via GAN inversion. All meth-
methods are trained on the CelebA dataset. Applying our model to these real images is achieved with the jointly trained image encoder $E_I$ and $F_s$ as discussed in Sec. 3.2. As shown in Fig. 7 and Tab. 1, our method reconstructs more accurate and more natural-looking 3D shapes than other baselines. Thus, our approach is also well suited for unsupervised 3D shape learning.

Evaluating albedo for our GAN-based inverse rendering setting is challenging as there lacks a suitable dataset with ground truth albedo. To this end, we leverage the state-of-the-art supervised approach Total Relighting [34] to produce pseudo ground truth, and report results on it as a reference. Total Relighting is trained on high-quality light-stage data, thus producing stable and reliable albedo and surface normal for human faces. We test on 500 images generated by the GAN trained on CelebA and report the scale-invariant error (SIE) for albedo and mean-angle deviation (MAD) for surface normal.

| Method           | Unsup3d | GAN2Shape | pi-GAN | ShadeGAN | Ours w/o SBR | Ours |
|------------------|---------|-----------|--------|----------|--------------|------|
| CD ↓              | 3.60    | 2.62      | 3.29   | 2.49     | 2.21         | 2.08 |

Table 2: Quantitative comparison of albedo and surface normal on CelebA. We report scale-invariant error (SIE) for albedo and mean-angle deviation (MAD) for surface normal.

in Tab. 2, our approach significantly outperforms baselines, showing better capability to recover face albedo and shape. Ablation study. We further study the effects of several components in our pipeline, including the specular term in Eq. 3, the chromaticity-based smoothness loss in Eq. 5, the shading-based refinement (SBR), and the negative shading term introduced in Sec. 3.1. The results are shown in Tab. 3 and Fig. 8. It can be observed that including the specular term helps disentangle specular highlight with albedo. The reduced ambiguity in turn facilitates the learning of surface normal. Besides, the smoothness prior also leads to better disentanglement between albedo and shading, producing more natural albedo map. The example of Fig. 8 (a) is a challenging case where the rendering of our approach without SBR exhibits noticeable mismatch with the input image. The SBR can effectively reduce the mismatch and recover more details in the target image. Quantitative results also
confirm that SBR further improves the shape and albedo in our approach. Finally, the negative shading term has little effect on the quantitative results, but would improve qualitative relighting effects as it can compensate for darkness variation at surfaces opposite to the light source. As shown in Fig. 8 (b), the rendering without this negative shading term tends to produce constant darkness at the opposite-light areas while including this term reveals some geometry details and is more realistic.

4.2. Other Applications

Real image editing. We have shown that GAN2X can be used for single-view 3D reconstruction of real images, here we also demonstrate its applicability for other editing effects for real images. Fig. 9 provides an example of a real image, where our method successfully achieves satisfactory inverse rendering and image editing results. Here we also show material editing effects enabled by our method. By reducing the specular intensity and shininess, we can weaken the specular highlight on the face.

Lifting 2D GANs to decomposed 3D GANs. Finally, we observe that GAN2X jointly trained on multiple GAN samples is capable of inheriting the generative property of the 2D GAN. As shown in Fig. 10, our method not only works for samples used in training, but also generalizes to new samples of the 2D GAN. The different samples can also be naturally interpolated by interpolating the corresponding latent codes, which is an important property of GANs. The results demonstrate the possibility of lifting a 2D GAN to a decomposed 3D GAN with our approach.

5. Conclusion

We have presented a new approach for unsupervised inverse rendering. To overcome the shortage of paired data, we leverage the generative modeling capability of GANs to create pseudo paired data that reflect the underlying intrinsic components. With volume rendering and a Phong shading based implicit neural representation, our approach successfully recovers high-quality 3D shapes, albedo, and specular properties for different object categories, which opens up wide downstream applications. Notably, GAN2X is the first method that can learn spatially-varying specular properties from merely unpaired image collections. For future work, our approach could be further combined with recent advances in 3D GANs to further refine their geometry and decompose the material properties.
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