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ABSTRACT

We consider a type of constrained optimization problem, where the violation of a constraint leads to an irrevocable loss, such as breakage of a valuable experimental resource/platform or loss of human life. Such problems are referred to as safe optimization problems (SafeOPs). While SafeOPs have received attention in the machine learning community in recent years, there was little interest in the evolutionary computation (EC) community despite some early attempts between 2009 and 2011. Moreover, there is a lack of acceptable guidelines on how to benchmark different algorithms for SafeOPs, an area where the EC community has significant experience in. Driven by the need for more efficient algorithms and benchmark guidelines for SafeOPs, the objective of this paper is to reignite the interest of the EC community in this problem class. To achieve this we (i) provide a formal definition of SafeOPs and contrast it to other types of optimization problems that the EC community is familiar with, (ii) investigate the impact of key SafeOP parameters on the performance of selected safe optimization algorithms, (iii) benchmark EC against state-of-the-art safe optimization algorithms from the machine learning community, and (iv) provide an open-source Python framework to replicate and extend our work.
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• Mathematics of computing → Continuous optimization: • Theory of computation → Evolutionary algorithms; • Computing methodologies → Gaussian processes.
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1 INTRODUCTION

This work focuses on safe optimization problems, a special type of constrained optimization problem that has received rather little attention in the evolutionary computation (EC) community, but more so in the machine learning community. Such problems are subject to constraints that, when violated, result in an irrevocable loss of valuable experimental platform/resource, such as breakage of a machine used for experiments, or even injury to a patient [14]. Here, these constraints are referred to as safety constraints, and evaluations of input points (candidate solutions) that violate a safety constraint are called unsafe evaluations. Typically, the objective function and any safety constraint function that defines one side of a safety constraint (these concepts will be explained in detail in Section 2) are given as black-box functions and their evaluation is expensive. Examples of safe optimization problems (SafeOPs) include clinical experiments [19, 20], controller optimization for quadrotor vehicle [6, 7, 11], engine calibration [15, 17], and simulation-based optimization [3, 16].

There are two algorithmic branches in safe optimization [14]: Safe optimization through evolutionary algorithms (safe EAs) vs Gaussian process (GP) regression (safe GPs). Although safe optimization was first considered by the EC community in 2009 [13] and 2011 [1, 2], we are not aware of any further research on this topic. In comparison, the machine learning community has actively worked on SafeOPs from 2015.

Research on safe optimization is fragmented with no unified guidelines on how to benchmark algorithms for safe optimization. When algorithms for SafeOPs are benchmarked, an aspect of performance relates to the best objective function values achieved [1–3, 7, 13, 16, 17, 19, 20]. Another aspect of performance relates to safety, which can be measured, for example, by the number of unsafe evaluations (or, equivalently, the number of safe evaluations) at each iteration or evaluation step [3, 7, 13, 16], the proportion of survived solutions, i.e., $u_i/t_i$ where $u_0$ is the initial parent population size and $t_i$ is the number of survived offspring size at $i^{th}$ iteration step (individuals violating the safety constraint are removed) [1, 2], sensitivity and specificity on the evaluations [17], and the size of safe set (i.e., the number of input points inferred to be safe) [19, 20]. However, most papers that propose an algorithm for SafeOPs only benchmark them against similar type of algorithms. In such studies, the capabilities of the proposed algorithms under slightly different SafeOP scenarios are seldom examined.

The contributions made by our paper are as follows:

(1) We provide a formal definition of SafeOPs, discuss their real-world application, and contrast them to other types of problem that the EC community is familiar with.

(2) We investigate the impact on performance of safe optimization algorithms for several key parameters affecting the complexity of SafeOPs.
(3) This is the first study that compares safe EA with safe GP algorithms. Previous studies looked at the two algorithm types in isolation (see, for example, [7, 13, 19]).

(4) We propose an initial set of guidelines to carry out benchmark studies of algorithms for SafeOPs. We also make available to the community an open-source Python framework that facilitates the replication and extension of our work.

The remainder of the paper is organized as follows. In Section 2, a formal definition of the particular SafeOPs used for our experiments is presented. Section 3 describes the working principles of existing safe optimization algorithms, and Section 4 provides the experimental setup for the benchmark study carried out in Section 5. Finally, conclusions and future research are discussed in Section 6.

2 PROBLEM STATEMENT

A safe optimization problem (SafeOP) can be formally defined as:

\[
\begin{align*}
\text{maximize} & \quad y(x) = f(x) + \epsilon, \quad \epsilon \sim N(0, \sigma^2), \quad x \in D \subset \mathbb{R}^d \\
\text{s.t.} & \quad y(x) \geq h \quad \text{(safety constraint)}
\end{align*}
\]

where \( x = (x_1, \ldots, x_d) \) is a \( d \)-dimensional input point (candidate solution), \( D \) is the feasible search space (defined by standard feasibility constraints), \( f : D \rightarrow \mathbb{R} \) is an objective function that is black-box and expensive to evaluate, and observed as a value \( y(x) = f(x) + \epsilon \) perturbed by additive Gaussian noise \([7, 19]\).\(^1\) A safety constraint is defined by a black-box safety function (left-hand side) and a known safety threshold, the constant \( h \). For simplicity, in this paper, we consider a single safety constraint and \( y(x) \) is simultaneously the objective function and the safety function such that evaluating an input point whose \( y(x) \) value is less than \( h \) is unsafe. Evaluating an unsafe solution results in an irrevocable scenario, such as loss of an expensive kit or injury of a patient (more examples below). The safety budget determines the maximum number of unsafe solutions that may be evaluated, i.e., unsafe evaluations, usually ranging from 0 (no unsafe evaluations are allowed) to a small integer number (e.g. in case a limited number of kits are available). The optimization process of a SafeOP is terminated if either the evaluation budget or the safety budget are exhausted. To kickstart the optimization of a SafeOP, the optimizer is often provided a set of known safe solutions, also known as the initial safe seeds.

A real-world example of a SafeOP is spinal cord therapy where experiments were conducted to rats suffering spinal cord injuries \([19]\). The goal of the study was to search for electrical-stimulating configurations that optimize the resulting activity in lower limb muscles, to improve spinal reflex and locomotor function. Here, unsafe evaluations have negative impacts on rehabilitation. This is an example of a scenario with zero safety budget (no unsafe evaluations allowed).

The definition of a SafeOP can be made arbitrarily more complex without being less realistic, for example, by having an unknown safety threshold \( h \), which itself can be a function of \( x \), or multiple black-box objective functions and safety constraints. However, for the sake of simplicity, here we limit ourselves to a single safety constraint with a known constant \( h \).

Although SafeOPs share similarities with standard constrained optimization problems \([10, 15]\), which are subject to feasibility constraints only, there are important differences. Feasibility constraints reflect some aspects relevant for an input point \( x \) to be of practical use, for instance, bounds of instrument settings, physical limitations, or design requirements \([14]\). Also, there is no limit on the number of violations of a feasibility constraint, and violation of a feasibility constraint can be predicted when mathematical models are available (meaning violations can be avoided). Independently of whether an infeasible solution can be evaluated or not, nothing severe happens to the optimizer or the environment. The objective function value of infeasible solutions is either undefined or simply penalized to encourage the optimizer to remain in the feasible search space. In comparison, violating a safety constraint beyond the safety budget results in premature termination of an optimization run, and predicting violations is trickier because of their black-box nature. A solution \( x \) can be feasible but unsafe, and vice versa. Furthermore, in safe optimization, an optimization algorithm that achieves a worse performance in terms of \( f \) but evaluates fewer unsafe solutions may be preferred over an algorithm that evaluates more unsafe solutions to achieve a better performance in \( f \). The real-world cost of violating a safety constraint may be a key factor in balancing this performance-safety trade-off.

To keep things simple, in this work we assume no feasibility constraints, apart from box constraints on the decision variable values \( x_i \).

3 SAFE OPTIMIZATION ALGORITHMS: A BRIEF REVIEW

EAs for safe optimization. SafeOPs were initially studied in the EC community between 2009 and 2011. A violation avoidance (VA) method \([13]\) was proposed in 2009, as a universal approach that can be augmented onto any EA when faced with a SafeOP. VA replaces the offspring generation process of an EA by rejecting and then regenerating an offspring solution if its closest solution (or nearest neighbor) in the decision space out of all previously evaluated solutions (i.e. the search history) was unsafe. In \([1, 2]\), a reconfigurable, destructible and unreplaceable experimental platform in closed-loop optimization setting was considered using three different stochastic optimizers: Tournament selection based genetic algorithm (TGA), reproduction of best solutions (RBS), and a population of stochastic hill-climbers (PHC). The three optimizers cannot infer the safety of an input point before it is actually evaluated, however, they guide the population away from unsafe regions in the search space by prohibiting unsafe input points from entering the population.

GPs for safe optimization. SafeOPs have been actively studied in the machine learning community from 2015. SafeOpt \([19]\) was proposed to deal with a single-objective SafeOPs subject to a single safety constraint inspiring other safe GP algorithms. Later, a modified SafeOpt \([7]\) was proposed that makes weaker assumptions about the black-box objective function; SafeOpt-MC \([5, 6]\) was designed for dealing with multiple safety constraints in 2016; Swarm-based SafeOpt \([11]\) was proposed in 2017 that applies a variant of particle swarm optimization to SafeOpt; and, in 2018, StageOpt \([20]\) was designed for optimizing the objective function.
in two independent stages of learning and optimization. The interested reader is referred to [14] for a detailed review of existing safe GP algorithms.

Here, we provide a high level description of selected safe GP algorithms: SafeOpt, modified SafeOpt, Safe-UCB [19] and modified Safe-UCB [7], which are the ones that will also be considered in the experimental study of this paper (alongside VA). These safe GP algorithms (also VA) are initialized with at least one known safe solution (i.e., an initial safe seed). However, while VA uses the information obtained from the initial safe seed to infer the safety of an offspring using the nearest neighbor method, SafeOpt and its variant Safe-UCB use the initial safe seed to establish a safe set (set of solutions inferred as being safe) based on the concept of L-Lipschitz continuity. This concept deems an input point \( x \in D \subset \mathbb{R}^d \) as safe, if

\[
I(x^*) - L \cdot d(x^*, x) \geq h
\]

for at least one input \( x^* \in S_{t-1} \), where \( S_{t-1} \) denotes a safe set estimated at the previous iteration step \( t-1 \) of the algorithm, \( I(x^*) \) is the lower bound of the predicted confidence interval for \( x^*, d(\cdot, \cdot) \) denotes distance between two input points (we use the Euclidean distance, which is often used in practice [8]), and \( L \) is the Lipschitz constant (see the supplementary material for technical details on the computation of the bounds). Here, \( S_0 \) consists of the initial safe seed(s). On the other hand, in modified SafeOpt and modified Safe-UCB, the initial safe seed is used for GP regression to find any input point \( x \in D \subset \mathbb{R}^d \) that meets

\[
I(x) \geq h.
\]

When using safe GP algorithms, the search space is typically discretized uniformly (into e.g., \( 50 \times 50 \) for two-dimensional input space [19]) to provide a finite set of input points for constructing safe set \( S_t \) at each iteration step.

Finally, an input point is selected in two different ways in the literature. One approach uses the safe set to construct further sets called maximizers set (set of input points likely to result in high objective values when evaluated) and expanders set (set of input points that may increase the size of the safe set when evaluated), and selects for evaluation the input point from the union of the two sets with the largest width of predicted confidence interval (SafeOpt and modified SafeOpt). An alternative and simpler approach selects the point directly from the safe set whose upper confidence bound (UCB) is the maximum (Safe-UCB and modified Safe-UCB). Here, selecting an input point according to the width of predicted confidence interval or to the UCB criterion corresponds to adopting two predominant approaches in stochastic optimization, that is, Bayesian experimental design (exploring the objective function globally as efficiently as possible) or multi-armed bandit paradigm (maximizing cumulative reward), respectively [18].

In addition to differences in the working principles between safe EAs and safe GP algorithms (at least the ones described above), the two algorithm types vary in further key aspects: Safe GP algorithms are designed to cope with noisy observations and require a discretized search space, while safe EA (VA) does not have a built-in noise-handling strategy nor requires discretization. Also, SafeOpt and Safe-UCB assume that the Lipschitz constant \( L \) is known, which is a strong assumptions to make in practice. Other safe GP algorithms vary in aspects, such as the method used to infer the safety level of a solution, generate solutions to evaluate next, and reliance on an initial safe seed and the Lipschitz continuity assumption [14].

### 4 EXPERIMENTAL SETUP

This section explains the experimental setup used for benchmarking safe optimization algorithms. In particular, we motivate the choice of algorithms and their parameter settings, and explain how we simulate SafeOPs for benchmarking in the subsequent experimental study.

#### 4.1 Algorithm Selection and Settings

**Algorithm selection.** The benchmark study will consider a safe EA representative, VA [13] augmented onto a generational EA with a \((\mu + \lambda)\)-ES environmental selection strategy [4], and four safe GP algorithms: SafeOpt [19], Safe-UCB [19], modified SafeOpt [7], modified Safe-UCB [7]. As a baseline, we will also consider a generational EA with a \((\mu + \lambda)\)-ES environmental selection strategy without the VA (we will refer to this algorithm as UnsafeEA), meaning this algorithm is blind to safety constraints. The set of algorithms selected allows us to compare the performance of two different working principles (EAs vs GPs). The selected algorithms are also well-known and widely used in their own communities (especially UnsafeEA and SafeOpt). Finally, with respect to the safe GPs, we have a good mix of algorithms varying in terms of their assumptions and input point selection criteria.

**Algorithm parameter settings.** Table 1 summarizes the algorithm parameters and their values used in the experimental study. Most of these settings are standard settings as suggested in the original papers of the respective algorithms. For VA and UnsafeEA, we set \( \mu = \lambda = \text{number of initial safe seed(s) provided} \). Both algorithms generate two offspring at a time by first using binary tournament selection to select two solutions from the current population, which then undergo uniform crossover (\( p_c = 0.8 \)) and Gaussian mutation (\( p_m = 1/d, \text{ mean } \mu_m = 0, \text{ standard deviation } \sigma_m = 0.1 \)); this process is repeated until \( \lambda \) offspring are generated. The variation operator

| Algorithm     | Parameter Setting | Setting          |
|---------------|-------------------|------------------|
| Safe GP       | Lipschitz constant | \( L \)          |
| Safe EA       | Population size \( \mu \) | Num. of initial safe seeds |
| UnsafeEA      | Offspring pop. size \( \lambda \) | Num. of initial safe seeds |
| Parental selection |           | Binary tournament |
| Crossover operator |            | Uniform crossover |
| Crossover prob. \( p_c \) | 0.8 |
| Mutation operator | Gaussian mutation, \( \mu_m = 0, \sigma_m = 0.1 \) |
| Mutation prob. \( p_m \) | \( 1/d \) |
| Environment selection | \((\mu + \lambda)\)-ES |
| Function evaluations | 100 |
The Styblinski-Tang function [21] is defined as
\[
    f(x) = -\left( \frac{1}{2} \sum_{k=1}^{d} x_k^4 - 16x_k^2 + 5x_k \right),
\]
where \(d\) is the number of decision variables, the location of the global maximum is \(x^* = (-2.903534, \ldots, -2.903534)\), and \(f(x^*) = 39.16599 \times d\). This multimodal problem has three local maxima (one in bottom right, one in the top left, and one in the top right corner), and one global maximum (bottom left corner).

Neither function has feasibility constraints. For ease of visualization of the results, we set \(d = 2\) for both problems. The additive noise in Eq. (1) is randomly generated whenever an evaluation is made.

4.3 Converting a Problem Into a SafeOP
To convert an optimization problem without safety constraints into a SafeOP, one needs to decide on mechanisms to (i) discretize the search space (as needed for safe GPs), (ii) set the safety threshold \(h\), and (iii) generate the initial safe seed. We explain the mechanisms adopted here in turn.

Discretizing the search space. We set the search space for both test problems to \(D = [-5, 5] \times [-5, 5]\). The search space is uniformly discretized into 500 \(\times\) 500 using inspiration from [19].

Setting the safety threshold. Recall that a solution with an objective function value below the safety threshold \(h\) is deemed unsafe, then the greater the value of \(h\), the larger the portion of the search space deemed to be unsafe and thus the more constrained the search becomes. In this work, we set \(h\) such that we can investigate different more or less challenging search scenarios. We set \(h\) to be the \(k^{th}\) percentile of the objective values in the discretized search domain. For simplicity of notation, when we say \(h = k^{th}\) in the remainder of the paper, we mean that the safety threshold \(h\) corresponds to this \(k^{th}\) percentile value, i.e., a setting of \(h = 95^{th}\) means that \(h\) corresponds to an objective value equal to 95% of the objective values in the discretized domain. A lower percentile means that fewer solutions are unsafe. For the sphere function, the safety threshold does not change the modality of the problem (it remains unimodal regardless of \(h\)) but simply controls the available safe search space.

This is different for the multimodal Styblinski-Tang function, which has three local and one global optima. Here we investigate two settings of \(h\): a lower threshold value, which causes one local optimum to be isolated from the other local optima, i.e. the optimizer needs to traverse through or jump over an unsafe region in the search space to reach the isolated local optimum or escape from it; and a higher threshold value, resulting in all local optima being isolated from each other. The effect of the different safety thresholds (percentiles) on the two test problems is also shown in Figure 1b, and the safety thresholds considered in the study is shown in Table 2.

Generating the initial safe seed. In practice, the initial safe seeds would be known safe solutions to the problem at hand. To create safe seeds for our artificial SafeOPs, we sample the initial safe seeds from input points in the discretized domain that meet \(f(x) - \sigma \cdot \beta \geq h\), where \(\sigma\) and \(\beta\) denote the standard deviation of the noise in Eq. (1) and the parameter for the confidence interval of the noise, respectively. We set \(\beta = 1.96\) to guarantee providing initial safe
Table 2: Problem settings used in the experimental study.

| Test problem                | Problem parameter | Parameter setting |
|-----------------------------|-------------------|-------------------|
| Sphere                      | Safety threshold $h$ | $95^{th}$         |
| Styblinski-Tang             | Safety threshold $h$ | $(65^{th}, 75^{th})$ |
| Sphere and Styblinski-Tang  | Num. of initial safe seeds | $(2, 10)$         |
|                             | Search space dimension $d$ | $2$               |
|                             | Noise level $\sigma$ | $0.1$             |

seeds that are safe from the noise (i.e., $y(x) \geq h$, Eq. 1) to the algorithms for their initialization with 95% confidence. The standard deviation of the noise in Eq. (1) should be statistically estimated in practice, however, for simulation we have the freedom to set the level of noise; thus, we assume that $\sigma = 0.1$. Hence, if we know $h$, then we can use the condition that $f(x) - \sigma \cdot \beta \geq h$ to sample an arbitrary number of initial safe seeds. We simulate the scenario where the optimizer is given 2 and 10 initial safe seeds, simulating a SafeOP for which a decision maker has small and larger a priori knowledge regarding safety, respectively (see Table 2); consequently, our EA-based algorithms use also a population size of 2 and 10 (this is smaller than we would normally use in an EA but we need to bear in mind that we also allow only 100 objective function evaluations in total). While the initial safe seeds are generated at random for each of the 20 algorithmic runs, the same 20 sets of seeds are used across the benchmarked algorithms.

Location of the initial safe seeds. In the case of the Styblinski-Tang function, we consider three different scenarios according to the location of the initial safe seeds (Figure 1b): in scenario 1, seeds are sampled only from the safe region of the top-right local optimum (within $x_1 > 0 \land x_2 > 0$), which is always isolated; in scenario 2, seeds are sampled from the safe region of only one of the top-left (within $x_1 < 0 \land x_2 > 0$) or bottom-right (within $x_1 > 0 \land x_2 < 0$) local optima, which are connected to the safe region of the global optimum only when the safety threshold is low; and in scenario 3, half the seeds are sampled from the top-left region and the other half from the bottom-right. Scenario 1 is the most difficult and represents limited knowledge of the search space: algorithms not willing to risk an unsafe evaluation cannot find the global optimum. Scenario 2 is easier when the safety threshold is low: algorithms not willing to risk an unsafe evaluation can find the global optimum if they explore low quality regions. Finally, the multimodality of scenario 3 gives a hint to the algorithms that there may be a higher-quality local optimum within the safe region.

5 RESULTS

This section investigates the performance and search behaviour of the safe EA (VA), the four safeGPs, and the UnsafeEA for different problem parameters: locations of initial safe seeds, number of initial safe seeds, level of safety threshold, and safety budget. In the plots shown in this section and supplementary material, we will refer to modified SAFE-UCB [7] and modified SAFE-UCB [7] as MSAFE-UCB, and MSAFE-UCB, respectively.

Figure 2: Plots show (top row) the mean best objective function value (BSF) and standard error as function of the number of function evaluations and (bottom row) distribution of the number of unsafe solutions evaluated across 20 algorithmic runs, obtained by the various algorithms for the Sphere function ($h = 95^{th}$).

For the analysis of the results we keep track of the best-so-far objective function value (BSF) and total number of unsafe solutions evaluated at each evaluation step by an algorithm. Also, while the algorithms only observe the noisy objective function value $y(x)$, for the visualisations we will be using the corresponding true objective function value $f(x)$. If not stated otherwise, the results shown have been obtained across 20 independent algorithmic runs.

An open-source repository containing object-oriented Python code for generating SafeOPs with different features (including the ones investigated here) and methods for the visualization can be downloaded from https://github.com/YoungminKim93/SOAB.

5.1 Impact of the Number of Initial Safe Seeds

Since the Sphere function is a unimodal function, we do not need to account for any search biases induced by local optima or other landscape features.

Figure 2 shows the BSF and number of unsafe solutions evaluated for the different algorithms for two initial safe seed settings (2 vs 10). In general, we observe that increasing the number of initial safe seeds is beneficial in terms of converging to an optimum (top row plots) more quickly and more robustly (as indicated by the slightly lower standard error for 10 initial safe seeds). However, we can see that more initial safe seeds (bottom row of plots) results in more unsafe solutions being evaluated by the two EA-based methods (VA and UnsafeEA), while it has the opposite effect on the safeGP’s except for SAFE-UCB. The pattern of the EA-based methods is explained by the fact that for an initial safe seed of 2, we also have...
a population size of 2, and therefore there is a limited exploration power by the two algorithms reducing the chance of evaluating an unsafe solution. On the contrary, having more initial safe seeds allows the safeGPs to build a more accurate model of the search landscape and hence be more certain about the safety status of a solution, leading to fewer unsafe solutions being evaluated.

The similar performance of VA and UnsafeEA for the two initial safe seed settings may imply that, in an environment where unsafe solutions are generally less likely to be evaluated, it is difficult to estimate the safety level of a solution by looking at the safety status of the nearest neighbor (as done by VA). However, VA shows, in general, better performance in terms of the number of unsafe evaluations (at least equal but in most cases slightly better, see additional figures in the supplementary material).

It is expected that the two algorithms, modified SAFEoPT and modified SAFE-UCB, outperform the original counterparts in terms of BSF at the cost of evaluating more unsafe solutions. This is because the modified versions are set up to be more explorative/risky, as they do not rely on \( L \) (Eq. 4).

5.2 Impact of the Level of Safety Threshold

Let us now have a closer look at the impact of the safety threshold \( h \) on performance and search behaviour.

Considering the Styblinski-Tang function, when the algorithms are initialized with scenario 1, none of the algorithms performed global optimization because they were not able to jump out of that local safe region regardless of the level of safety threshold (see Figure 3). However, an extreme behavior was observed for scenario 2 when \( h = 65^\text{th} \) (see supplementary material). Modified SAFE-UCB [7] performed global optimization (it discovered solutions of quality better than the local optimum around which the initial safe seeds were placed) achieving great BSF value, but produced a lot of unsafe evaluations. However, it did not show any potential for global optimization when the level of safety threshold increased.

On the other hand, the other algorithms did not perform global optimization in scenario 2 regardless of the level of safety threshold. A similar behavior was observed for scenario 3 when ten initial safe seeds are provided, that is, extreme behavior of modified SAFE-UCB was observed when \( h = 65^\text{th} \), but it did not perform global optimization when \( h = 75^\text{th} \). However, in this scenario, we observe the potential of global optimization of VA.

Figure 4 shows BSF and number of unsafe solutions evaluated for the Styblinski-Tang function using two different safety thresholds where the algorithms are initialized with ten initial safe seeds. We observe that increasing the safety threshold level \( h \) (i.e. increasing the presence of unsafe solutions) improves the BSF discovered by VA and UnsafeEA, while reducing the likelihood for evaluating unsafe solutions. This may happen as VA is initialized with initial safe seeds whose output values are significantly greater than the initial safe seeds sampled when \( h = 65^\text{th} \). Also, this implies that connectivity of the local optima is not a necessary condition for global optimization of VA, and having diverse information about the safe regions around the global optimum is likely to help global optimization. For example, all local optima are isolated with each other when \( h = 75^\text{th} \), but VA is able to perform global optimization when it is initialized at both local optima which were connected to the global optimum when \( h = 65^\text{th} \).
may be interpreted as the key factor for global optimization of modified Safe-UCB because it performed global optimization when \( h = 65^{th} \), while producing almost equal number of unsafe evaluations to those produced when \( h = 75^{th} \), which is a test problem where the algorithm was unable to perform global optimization. An interesting finding is that, while SafeOpt and Safe-UCB performed well in terms of BSF and unsafe solutions evaluated for the Sphere function, the two algorithms are not able to improve the BSF significantly following initialization on Styblinski-Tang function. It may happen due to the limitation of estimating the Lipschitz constant (Eq. 3). We estimated the Lipschitz constant over the whole search space (see supplementary material), and as shown in Figure 1b, the gradient around the edge of the search space is much greater than the gradient in the safe regions, thus resulting in highly risk-averse attitude of SafeOpt and Safe-UCB. We also observe that modified SafeOpt is not evaluating any unsafe solutions when compared to the Sphere function regardless of the value of \( h \).

Figure 5 provides the search trajectory of the first five runs of each algorithm initialized with ten initial safe seeds sampled with scenario 3 where \( h = 65^{th} \). When we investigate the trajectories of EA-based optimizers, we can see that they use the information around the two local optima actively, e.g., the optimizers traverse the two optima actively and finally explore and exploit the global optimum, as shown in Figures 5a and 5b. Trajectories of modified Safe-UCB, which is the other algorithm that performed global optimization, show that the algorithm explored the safe region very actively. However, when we see the other algorithm that performed well (at least not stuck at a low BSF value), modified SafeOpt quickly converges to one local optimum. Thus, the information given in initial safe seeds about safety in the two local optima is not fully used. What is worse is that SafeOpt and Safe-UCB are stuck at particular input points whose quality of solution is significantly low.

As presented in Figure 4, when comparing the results of the EA and GP-based optimizers, we note that the EA-based optimizers (both VA and UnsafeEA) are doing significantly better than the GP-based optimizers in terms of BSF as the safety threshold increases (i.e., more of the search spaces becomes unsafe). We do not observe negative impact in terms of the number of unsafe evaluations along the increase of the level of safety threshold, and EA-based optimizers produce more unsafe evaluations than GP-based optimizers overall (except for modified Safe-UCB that showed extreme behavior). This is due to the combination of having few initial safe seeds combined with the drive of EA to explore more globally.

5.3 Budget of Unsafe Evaluations

Here, we investigate the impact of the budget of unsafe evaluations. For this, let us compare the results obtained by the algorithms for a setting without a limit on the safety budget (shown in Figures 2b and 4b), with a zero safety budget (Figures 6 and 7). We consider the Sphere function first. For a zero safety budget (Figure 6a), we observe that several algorithms (modified SafeOpt, modified Safe-UCB, and VA) cannot match their performance obtained in an environment without a limit on the safety budget (shown in Figure 2b). This is because a zero safety budget causes these algorithms to terminate the optimization run as soon as the first unsafe solution has been evaluated. SafeOpt and Safe-UCB, which are provided with more information about the objective function (i.e., Lipschitz constant), are the only two algorithms considered that efficiently converge to the optimum on the Sphere function.

When a zero budget of unsafe evaluations is applied to optimizing Styblinski-Tang function (Figure 6b), VA shows extremely poorer results, and modified SafeOpt and modified Safe-UCB in comparison become the best algorithms (see Figure 4b). It is because the first failure happens too early for VA as shown in Figure 7d. As mentioned in Section 5.2, VA shows a potential of global optimization, however, it costs to evaluate unsafe solutions, and the figure shows that the failure happens from the early stage of optimization. In contrast, as shown in Figure 5d, modified SafeOpt has a tendency to converge to a local optimum, rather than performing global optimization.

The results of each of the 20 algorithmic runs of the best performing algorithms on Sphere and Styblinski-Tang function are
presented in Figure 7a (SAFEOPT) and Figure 7c (modified SAFEOPT) respectively. In comparison, we also show the same data for VA on the Sphere function (Figure 7b) and Styblinski-Tang function (Figure 7d). We can observe that GP-based optimizers in Figure 7a and 7c are relatively more invariant to the location of initial safe seeds, however, VA shows a significant level of variation in the results across the 20 runs.

6 CONCLUSION AND FUTURE RESEARCH

The violation of safety constraints in an optimization problem causes an irrevocable loss to the system, e.g., breakage of an expensive hardware kit or loss of a human life. This paper has investigated such safe optimization problems (SafeOPs) by analyzing the performance of two different types of optimization algorithms: EA-based vs GP-based algorithms. This was the largest benchmark study in the safe optimization literature. We also considered a baseline EA, which was blind to safety constraints. Furthermore, we have developed a feature-rich open-source Python framework for (i) converting any optimization problem into a SafeOP containing different user-specified properties, (ii) benchmarking different optimization algorithms, and (iii) visualizing the performance in different ways.

The focus of our experimental study was to determine whether EA-based methods can compete with modern GP-based methods and understand the search behaviour of all algorithms considered for problems of varying complexity. Overall, we observed that the performance of a safe optimization algorithm is affected by the modality of the fitness landscape, as well as key problem parameters, such as parameters governing the location of initial safe seeds, the number of initial safe seeds, the level of safety threshold, and the budget of unsafe evaluations. Addressing the big question of this paper on whether EAs are safe optimizers or not, we can now say that an EA blind to safety constraints did not perform that badly; while we cannot say that EAs are safe optimizers generally, we can certainly say that EAs have the potential to become safe optimizers, e.g., when augmented with pre-screening methods as employed by VA.

We suggest several topics for future research based on the above observations. An obvious topic is to focus on developing more efficient safe optimization algorithms, and then testing them for different problem settings, similar to how we have done here. This will help build a fundamental understanding about this so important problem type. Also, one may investigate how to make the current optimizers more efficient, e.g., [9] proposed a method that enhances SAFEOPT [19] with self-adapting hyperparameters. There is also a need to expand the open-source Python framework that we have made available here to reduce the barrier for new scientists to enter this field and speed up development. Finally, it would be important to understand better the landscape properties of real safe optimization problems and how they vary from the artificial ones created here. This can provide indication about the suitability of our methods in practice.
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