Sliced $L_2$ Distance for Colour Grading
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Abstract—We propose a new method with $L_2$ distance that maps one $N$-dimensional distribution to another, taking into account available information about correspondences. We solve the high-dimensional problem in 1D space using an iterative projection approach. To show the potentials of this method, we apply it to colour transfer between two images that exhibit overlapped scenes. Experiments show quantitative and qualitative competitive results as compared with the state of the art colour transfer methods.

Index Terms—$L_2$, Colour transfer, Colour correction

I. INTRODUCTION

Optimal Transport (OT) has been successfully used as a way for defining cost functions for optimization when performing colour distribution transfer [1], and have been used more recently to solve machine learning problems [2]–[4]. Popular OT algorithms such as Iterative Distribution Transfer (IDT) [5], [6] and Sliced Wasserstein Distance (SWD) [7] use iteratively the OT explicit solution available for mapping 1D projected source dataset onto a 1D projected target dataset. More recently an efficient framework for colour transfer was proposed [8]–[10] using IDT algorithm [5] projects two multidimensional independent datasets $\{x_i\}_{i=1}^n$ and $\{y_j\}_{j=1}^m$ sampled for two random vectors $x \in \mathbb{R}^N$ and $y \in \mathbb{R}^N$ with respective distributions $f_x$ and $g_y$, to 1D subspace. This projection creates two 1D datasets $\{u_i\}_{i=1}^n$ and $\{v_j\}_{j=1}^m$ with corresponding marginals $f_u$ and $g_v$ whose cumulative distributions $F_u$ and $G_v$ are matched using the 1D optimal transport solution $\phi^{OPT}(u) = G_v^{-1} \circ F_u(u)$ (cf. Fig. 1). We propose to replace the non-parametric $\phi^{OPT}(u)$ by the following parametric non-rigid 1D transformation model:

$$\phi^L_2(u) = c_0 + c_1 u + \sum_{l=1}^r w_l \varphi(||u - u_l||_2)$$

$$\hat{\theta} = \arg\min_{\theta} \left[ L_2(f_{u|\theta}, g_v) = ||f_{u|\theta} - g_v||^2 \right]$$

A. $L_2$ based solution vs Optimal Transport solution in 1D

IDT algorithm [5] projects two multidimensional independent datasets $\{x_i\}_{i=1}^n$ and $\{y_j\}_{j=1}^m$ sampled for two random vectors $x \in \mathbb{R}^N$ and $y \in \mathbb{R}^N$ with respective distributions $f_x$ and $g_y$, to 1D subspace. This projection creates two 1D datasets $\{u_i\}_{i=1}^n$ and $\{v_j\}_{j=1}^m$ with corresponding marginals $f_u$ and $g_v$ whose cumulative distributions $F_u$ and $G_v$ are matched using the 1D optimal transport solution $\phi^{OPT}(u) = G_v^{-1} \circ F_u(u)$ (cf. Fig. 1). We propose to replace the non-parametric $\phi^{OPT}(u)$ by the following parametric non-rigid 1D transformation model:

$$\phi^L_2(u) = c_0 + c_1 u + \sum_{l=1}^r w_l \varphi(||u - u_l||_2)$$

$$\hat{\theta} = \arg\min_{\theta} \left[ L_2(f_{u|\theta}, g_v) = ||f_{u|\theta} - g_v||^2 \right]$$

The probability density function (pdf) $f_{u|\theta}$ is a 1D Gaussian mixture model fitted to source samples $\{\phi^L_2(u_i)\}_{i=1}^n$, and the pdf $g_v$ is a 1D Gaussian mixture fitted to the target samples $\{v_j\}_{j=1}^m$. We experimented with different numbers $r$ of control points.
points and we found $r = 125$ control points on regular intervals spanning the entire range of the 1D projected dataset give best results. As a consequence the dimension of the latent space that needs to be explored when estimating $\theta$ is:

$$\dim(\theta) = (125 \times 1) + 1 + 1 = 127$$

with $\dim(u_l) = 1$, $\dim(c_0) = 1$, and $\dim(c_1) = 1$ (Eq. 1).

**B. Optimisation**

Following [8], when no correspondences are available between source and target datasets, K-means algorithm is applied in $\mathbb{R}^N$ to reduce their cardinalities $n$ and $m$ to cardinality $K$. The projections of these K-means in 1D subspace define the means of the Gaussian Mixture models $f_u$ and $g_v$. A data-driven bandwidth value $h$ is selected to control the isotropic variances of the Gaussians [13]. When $K$ correspondences in 1D are available $\{(u_k, v_k)\}_{k=1}^K$, the binned correspondences procedure proposed in [11] is used (c.f. Fig. 2).

$$K \text{means algorithm is applied to reduce their cardinalities } n, m \text{ to } K.$$  

$$\text{The projections of these } K \text{-means in } 1D \text{ subspace define the means of the Gaussian Mixture models } f_u \text{ and } g_v.$$  

$$\text{A data-driven bandwidth value } h \text{ is selected to control the isotropic variances of the Gaussians [13].}$$  

$$\text{When } K \text{ correspondences in } 1D \text{ are available } \{(u_k, v_k)\}_{k=1}^K, \text{the binned correspondences procedure proposed in } [11] \text{ is used (c.f. Fig. 2).}$$  

**C. Convergence**

The $L_2$ distance between the $N$-dimensional source and target probability distributions [13] is used as a measure to quantify how well the transformed distribution $f$ matches the target pdf $g$ after each iteration $k$ of the algorithm. Figure 3 illustrates several iterations $k$ of our algorithm visualized in 2D space, using correspondences ($\phi^{corr}$) and without correspondences ($\phi^L$). As we can see from the figure, $\phi^L$ at iteration 30 is not yet matching the target distribution in comparison to $\phi^{corr}$ that is able to match the target and converge faster by iteration 7.

**D. Interpolation between solutions**

New transformations can be interpolated in each iteration between the solutions $\phi^{corr}$ when taking into account the correspondences, and $\phi^L$ without correspondences to tackle semi-supervised situations where correspondences are only partially available [3, 14]:

$$\forall \lambda \in [0, 1], \quad \phi^L \lambda = (1 - \lambda) \phi^L + \lambda \phi^{corr} \quad (3)$$

This strategy can be useful when no correspondence can be found locally between areas of the target and source images (e.g. non-overlapped areas or occlusions, Figure 5).

**III. EXPERIMENTAL ASSESSMENT**

Quantitative evaluations have been carried out with our techniques: the 1st without correspondences using colour patches only (SL2D$_c$), the 2nd without correspondences using colour patches with pixel location information (SL2D$_{cp}$), the 3rd with correspondences using colour patches only (SL2D$_{corr}$), and the 4th with correspondences using colour patches with pixel location (SL2D$_{corr}^{cp}$). We compare our methods with different state-of-the-art colour transfer methods noted by B-PMLS [16], L2 [8], GPS/LCP and FGPS/LCP [17], PMLS [18], IDT [5], PCT_OT [10], OT_NW [11], and INWDT [11].

Hwang et al. dataset [18] is used for evaluation and it includes registered pairs of images (source and target) taken with different cameras, different in-camera settings, and different illuminations and recolouring styles. Results shown for PMLS [18] and B-PMLS [16] were provided by the authors. Two other recent techniques [19, 20] that account...
IV. CONCLUSION

We have introduced the Sliced $L_2$ distance for registering correspondences to be taken into account when these are available. Our SL2D technique applied to colour transfer extends two high-dimensional probability density functions, that allows the state of the art colour transfer methods using FSIMc metric [26] (higher values are better, best viewed in colour and zoomed in).

The patches with combined colour and spatial features create a vector in 45 dimensions ($N = 3 \times 3 \times 3 = 27$). The numerical results for PSNR, SSIM, CID and FSIMc are shown in box plots shown in Figs. 4-7 (the means shown as red dots in the plots, and the medians shown as horizontal black lines). Sliced $L_2$ with correspondences (SL2D) significantly outperforms the iterative projection approach with $L_2$ colour only (SL2Dc). Moreover, the iterative projection approach with combined colour and position (SL2Dcp) outperforms the Sliced $L_2$ solution (SL2D) algorithm. The medians reported for each group (SL2D, SL2Dc, SL2Dcp) are not statistically different (95% confidence intervals). Our SL2D technique applied to colour transfer extends the state of the art colour transfer methods using FSIMc metric [26] (higher values are better, best viewed in colour and zoomed in).

The numerical results for PSNR, SSIM, CID and FSIMc are shown in box plots shown in Figs. 4-7 (the means shown as red dots in the plots, and the medians shown as horizontal black lines). Sliced $L_2$ with correspondences (SL2D) significantly outperforms the iterative projection approach with $L_2$ colour only (SL2Dc). Moreover, the iterative projection approach with combined colour and position (SL2Dcp) outperforms the Sliced $L_2$ solution (SL2D) algorithm. The medians reported for each group (SL2D, SL2Dc, SL2Dcp) are not statistically different (95% confidence intervals). Our SL2D technique applied to colour transfer extends the state of the art colour transfer methods using FSIMc metric [26] (higher values are better, best viewed in colour and zoomed in).
Grogan et al. $L_2$ approach [8], [14] to higher dimensional spaces, and performs well against the state of the art. Future work will look at applying SL2D for shape registration [13], [28].
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Fig. 9. A close up look at some of the results generated using the IDT [5], PMLS [18], GPS/LCP and FGPS/LCP [17], B-PMLS [16], L2 [8], PCT_OT [9], OT_NW [10], INWDT [11] and our algorithms using correspondences (SL2D_c and SL2D_cp) and without using correspondences (SL2D_c and SL2D_cp) - best viewed in colour and zoomed in.