Machine Learning classification techniques applied to static air traffic conflict detection
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Abstract. This article evaluates Machine Learning (ML) classification techniques applied to air-traffic conflict detection. The methodology develops a static approach in which the conflict prediction is performed when an aircraft pierces into the airspace. Conflict detection does not evaluate separation infringements but a Situation of Interest (SI). An aircraft pair constitutes a SI when it is expected to get with a horizontal separation between both aircraft closer than 10 Nautical Miles (NM) and a vertical separation closer than 1000 feet (ft). Therefore, the ML predictor classifies aircraft pairs between SI or No SI pairs. Air traffic information is extracted from The OpenSky Network that provides ADS-B trajectories. ADS-B trajectories do not offer enough SI samples to be evaluated. Hence, the authors performed simulations varying the entry time of the trajectories to the airspace within the same time period. The methodology was applied to a portion of Switzerland airspace, and simulations reached a 5% rate of SI samples. Cost-sensitive techniques were used to handle the strong imbalance of the database. Two experiments were performed: the Pure model considered the whole database, and the Hybrid model considered aircraft pairs that intersect horizontally closer than 20 NM and vertically lower than 1000 ft. The Hybrid model provided the best results achieving 72% recall, representing the success rate of Missed alerts and 82% accuracy, which means the whole predictions' success rate.

1. Introduction
The expected increase in air traffic demand for the following years is pushing the Air Traffic Management (ATM) to investigate in new technologies. This fact means two problems for the ATM system: air traffic demand and new technologies. The increase in air traffic demand is not a novel issue but is strongly limited by ATM capacity. Single European Sky in Air Traffic Management Research (SESAR) is the European effort to deal with the current and future ATM needs [1]. Safety is one of the ATM pillars due to the low acceptance of risk by the aviation community. One of the metrics to consider is the separation infringements in the airspace. A conflict is a situation where a loss of separation minima can occur [2]. Conflict detection (CD) or identification has been analysed...
based on different timeframes. Strategical CD analyses the conflict risk based on air traffic flows and airspace design information [3]–[5]. Tactical CD analyses the separation infringements based on Four-Dimensional Trajectory (4DT) predictions [6]–[8]. This work takes advantage of the concept of Situation of Interest (SI). SI is similar to conflict but considering a pre-defined separation minimum larger than the current separation minima.

Machine Learning (ML) is one of the most promising technologies based on novel technologies’ data-driven approaches. EASA defines ML as "algorithms whose performance improve as they are exposed to data" [9]. The ML algorithms' goal is to learn from past situations the intrinsic features that characterise those situations to perform predictions to new equivalent samples. ML has been applied in differentambits for aviation. One of the most extended application may be for trajectory prediction [10]–[12], although it has been used for air traffic flow analysis or safety analysis [13], [14]. Conflict detection is an emerging topic that has been barely tackled based on ML techniques [15], [16]. This work aims to analyse the feasibility of using ML techniques for conflict detection for en-route airspace. This work considers a static approach to classify aircraft pairs into separation infringements or not. Section 2 describes the static method to predict SI. Section 3 explains the method for building the database to get enough number of SI. Section 4 provides information about the process followed with the ML techniques, and the results are shown in Section 5. Finally, the primary conclusions are summarised.

2. Static conflict detection based on SI
This work focuses on the application of ML techniques for identifying separation infringements in en-route airspace. This work analyses the Situation of Interest (SI) in the airspace between aircraft pairs. One SI can be defined as an aircraft pair that will intersect, infringing horizontal and vertical pre-defined separations. This pre-defined separation may not match with the current separation minima. Herein, an aircraft pair constitutes a SI when it is expected to cross with a horizontal separation closer than 10 Nautical Miles (NM) and a vertical separation closer than 1000 feet (ft). This pre-defined separation is considered because ML predictions have unknown uncertainties that are difficult to quantify currently.

The approach is to perform a prediction when one aircraft pierces horizontally an airspace volume. This fix or static snapshot provides information with the rest of the aircraft located within that airspace volume. To classify the aircraft pairs into SI or No SI, the primary variable is the evolution of the separation s(t). Based on computational processing, the separation evolves throughout the timestamps (t) and the location of each aircraft (longitude, latitude and altitude). Once the aircraft pair reaches the minimum separation defined (min s(t)), this aircraft pair is classified as SI and no SI depending on the conjunction of horizontal and vertical distances. The occurrence or not of SI can be characterised based on specific features of an aircraft pair's operational and geometrical features.

Therefore, this approach aims to analyse ML techniques' feasibility to predict SI when one aircraft pierces into the airspace based on the operational features. This approach focuses on planner air traffic controller and can help him with conflict search and situational awareness. Figure 1 shows a scheme of this concept.
3. Database generation

In this work, the data source considered is ADS-B trajectories. The OpenSky Network provides records of ADS-B aircraft trajectories that flew throughout European airspace [17]. ADS-B data give information on the status of the aircraft at each timestamp. Although ADS-B provides many information, just a small set of variables have been used in this work:

- Position: longitude ($\lambda$), latitude ($\phi$) and altitude ($h$).
- Velocity: ground speed ($GS$) and vertical rate ($\dot{h}$).
- Heading ($\theta$).

This information belongs to each aircraft at each timestamp (t).

Mainly, this work focuses on LSAZM567 airspace in Switzerland with vertical boundaries from FL355 to FL660. The ADS-B database was constituted for 15 days and extracted from The OpenSky Network from the AIRAC cycle of June 2019. 7116 trajectories and 4612757 samples (each sample represent an ADS-B timestamp) built the database. Once the trajectories were extracted, it was performed the following cleaning process:

- Filtering of data duplicity: it has been removed duplicated trajectories.
- Erroneous paths: it has been removed those trajectories with more than 10 ADS-B erroneous data.
- NaN or missed data: missed data have been filled with the average value based on the prior and subsequent ADS-B data.
- Clustering per day and hours: it has been filtered the database to cluster the trajectories based on an operational day and nine time-periods. This clustering has been performed to reduce the number of trajectories and computational requirements.

The next step was to build the database based on aircraft pairs. Each set of trajectories clustered per day and hour has performed a process of aircraft-pair generation. The trajectories were modified temporarily to pierce into the airspace at the same time period. This trajectory customisation generated enough SI to be considered statistically. The separation pair's evolution was evaluated for each aircraft pair by considering new variables based on relative variables such as relative position, velocity, and heading. This information was calculated for each timestamp and each aircraft pair:

- Initial relative position: Longitudinal and vertical separation and course between positions.
• Initial relative velocity: variation of ground speed and vertical rate.
• Initial relative heading.

The initial values were considered in this work because they corresponded to the instant one aircraft pierces into the airspace while the other aircraft's ADS-B information belonged to the aircraft within the airspace. Moreover, one new feature is required to be added to the database: the SI feature. The SI feature labels each aircraft pair with a Boolean variable: 1 (SI) and 0 (No SI). This feature is the result of the aircraft pair trajectories and represents the variable that ML will predict. This feature means the label that is used for supervised ML algorithms. Therefore, 19 features constitute the ML database: 6 relative variables, 12 ADS-B variables (6 per aircraft) and 1 label. The duration of the simulation performance was around 1200 hours. The database volume is about 520 MB and contains more than 500000 samples. Results confirmed a strong imbalance in the database because just 5% of the samples were SI.

4. ML approach
This work follows a typical ML approach from the data preparation until the ML optimisation process. The data pre-processing adequates the raw data into workable data for ML algorithms. Herein, the following pre-processing activities have been applied:

• Training and validation set: The dataset is split into the training and the validation dataset. The validation set (also known as the hold-out set) works as a proxy for new data. It is not used in model training and can be used to evaluate the model metrics' suitability. The database is split into 70% for training and 30% for the validation set.
• Normalisation: Normalisation rescales numeric columns' values in the dataset following a normal distribution in this work. It does not distort differences in the ranges of values.
• Shuffling: It distributes the samples randomly into the training and validation datasets.
• Stratification: Apart from randomly distributing of the samples, the stratification process spreads the samples keeping the SI statistical distributions.
• Cross-validation (CV): It is a process to avoid overfitting on the ML models [18]. The training set is divided into k folds, one is considered the validation set, and the rest are regarded as the training set. This process is repeated every k fold, and the metrics are calculated based on the mean and the standard deviation.

Once the data is pre-processed, the ML process follows the following steps:
1. Analysis of ensemble ML algorithms. Ensemble ML algorithms provide the best results for unbalanced datasets [19]. Decision Tree, Random Forest, and Extra Trees are the models evaluated. The authors recommend seeing the work [20] for mathematical details. The goal is to identify the best algorithm based on classification metrics.
2. Feature selection. The feature selection analyses the influence of the different features on the ML model. The feature selection is performed based on graphical analysis, and the Recursive Feature Elimination (RFE) is based on feature permutation [18]. Features without influence on the ML model are removed from the database.
3. ML algorithm optimisation. This process aims to optimise the ML performance based on a grid search of hyperparameters. Hyperparameters are the algorithm's settings that can be adjusted to optimise the model performance. The hyperparameters are selected in advance to
training the ML algorithm. Moreover, the metric to optimise depends on the type of problem: classification or regression.

As previously mentioned, the CD is a typical unbalanced problem in the tactical phase of the ATM, i.e., the number of SI samples compared with no SI samples are not represented equally. Unbalanced problems cannot be evaluated based on the accuracy metric [21]. An ML model may present a higher level of accuracy by predicting every sample as the majority class without considering the impact on the minority class. F1, recall, and precision focus on the minority class and are metrics more suitable for this problem [22]. However, there are several techniques to tackle unbalanced problems [19]. This work introduces cost-sensitive techniques. Cost-sensitive techniques potentially improve the metrics for unbalanced problems because they modify the impact of misclassifying the minority-class samples. Finally, this work has been performed in several computers Intel® Core™ i5-6600 CPU @ 3.30GHz, RAM 8.00 GB, 64 bits. ML models have been developed in Python®. Scikit-learn is the ML open-source library used for Python [18], [23]. PyCaret is another open-source library that eases ML algorithms’ implementation in the Python environment [24].

5. Results

Two experiments were performed: the Pure model considered the whole database, and the Hybrid model considered aircraft pairs that intersect horizontally closer lower than 20 NM and vertically closer than 1000 ft. The goal of the Hybrid model is to handle the strong imbalance of the database. Table 1 shows the number of samples for both experiments; in parenthesis, the SI/no SI samples rate.

| Experiment       | Model                  | Optimiser | Training set | Validation set | Test set  |
|------------------|------------------------|-----------|--------------|----------------|-----------|
| Pure model (5/95)| Non-optimised Model    | -         | 792033       | 339444         | 125720    |
|                  | Optimised Model        | F1        |              |                |           |
| Hybrid model (35/65)| Non-optimised Model | -         | 112463       | 48199          | 17852     |
|                  | Optimised Model        | F1        |              |                |           |

The first step was to analyse the performance of the ensemble models. As commented before, the metrics to consider were F1, recall and precision ahead of accuracy because of the strong imbalance. The Decision Tree provided the best results for the Pure model and Random Forest for the Hybrid model. The models were evaluated based on a stratified CV to avoid overfitting.

The second step was about feature selection. The results were similar for both models. The most influential features were initial azimuth, initial separation, the variation of altitude and tracks. They encompassed almost 50% of the ML importance. RFE confirmed that vertical rate variables should be discarded due to their low influence. Hence, vertical rate variables were removed from the database, and the results were quite similar, 1% lower than the initial results.

The last step was the ML optimisation process by optimising the F1 metric. F1 metric was selected because it is the metric that leverages the behaviour of recall and precision at the same time. A CV grid search was implemented to seek the best hyperparameters regarding the number of estimators, complexity parameter, maximum depth, the maximum number of features, minimum samples of leaf and criterion. Besides, the hyperparameter class weight was considered cost-sensitive techniques that penalises misclassification errors from the minority class. Table 2 shows the results of the non-optimised and optimised models by applying a 5-fold CV.

| Experiment  | Model                  | Optimiser | Accuracy | AUC  | Recall | Precision | F1    |
|-------------|------------------------|-----------|----------|------|--------|-----------|-------|
| Pure model  | Non-optimised Model    | -         | 0.958    | 0.780| 0.570  | 0.585     | 0.577 |
|             | Optimised Model        | F1        | 0.961    | 0.814| 0.651  | 0.587     | 0.617 |
| Hybrid model| Non-optimised Model    | -         | 0.813    | 0.886| 0.606  | 0.800     | 0.690 |
|             | Optimised Model        | F1        | 0.823    | 0.798| 0.715  | 0.760     | 0.736 |
Results confirmed that optimised models provided better results than non-optimised models. However, these improvements were reduced up to 5%. The identification of the correct ensemble model was crucial. Besides, this 5% of improvements depended highly on cost-sensitive techniques. Cost-sensitive techniques meant about 3% improvements on metrics. The Hybrid model provided better results than the Pure model. The Pure model metrics presented a very high accuracy (over 95%) but low values for recall precision and F1 (around 60%). This performance was quite similar to the expected results for unbalanced problems. However, the Hybrid model improved those values with rates up to 75% by decreasing the accuracy by up to 80%. These results confirmed that the larger the imbalance, the worse the minority-class metrics. Moreover, these initial results are positive to continue researching this area. However, the use of these predictors based on ML techniques cannot be used in safety-critical systems as the conflict detection module in ATC.

6. Conclusions
This work presents a method to predict Situations of Interest (SI). The proposed model includes the application of ML techniques to perform the predictions. The methodology developed a static approach in which the CD makes a prediction when an aircraft pierces into an airspace volume. The model does not evaluate separation minima infringements but SI. The first step was to perform simulations to obtain enough data samples for SI in the database. These simulations were performed based on temporary modifications of ADS-B trajectories. The results were about 5% SI samples, which implied a strong imbalance in the database. This imbalance was tackled based on cost-sensitive techniques that allow penalising misclassification errors from the minority class. Six ensemble models were analysed, providing the Random Forest with the best results. Feature selection concluded that vertical rate variables did not influence the model. This is one characteristic due to the upper levels considered in LSAZM567 airspace. Two experiments were performed to tackle the unbalanced database. The Pure model considered the whole database, and the Hybrid model considered aircraft pairs that intersect horizontally closer than 20 NM and vertically closer than 1000 ft. The Hybrid model provided the best results. The Pure model metrics presented a very high accuracy (over 95%) but low values for recall precision and F1 (around 60%). The Hybrid model improved those values with rates up to 75% by decreasing the accuracy by up to 80%. These results confirmed that the larger the imbalance, the worse the minority-class metrics. Future work will focus on integrating trajectory predictions to improve CD and assessing the ML performance.
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