Improving the Pedestrian’s Perceptions of Safety on Street Crossings. Psychological and Neurophysiological Effects of Traffic Lanes, Artificial Lighting, and Vegetation
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Abstract: The effect that the physical characteristics of urban design have on the pedestrian’s perceptions of safety is a fundamental aspect of city planning. This is particularly so with street crossings, where the pedestrian has to make a decision. This paper analyses how pedestrians are affected by number of traffic lanes, lighting colour temperature, and nearby vegetation as they cross roads. Perceptions of safety were quantified by means of the psychological and neurophysiological responses of 60 participants to 16 virtual reality scenarios (4 day and 12 night), based on existing urban design variables. The results showed differences between night-time and daytime scenarios, which suggests that there is a need to analyse both situations. As to the design guidelines, it was observed that safety is improved by reducing the number of traffic lanes and nearby vegetation, and by using a lighting colour temperature of 4500 K. However, the analysis of the variables showed that combined effects produce different results to those obtained from the analysis of individual elements. This result is essential information for urban managers in their assessments of whether particular interventions will improve crossing points.
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1. Introduction

Perceptions of safety in urban spaces are fundamental for users of public roads. Perceptions of risk can influence decisions, such as the choice of pedestrian routes. Thus, how pedestrians perceive the risk associated with space is an important topic in the study of behaviour. To improve perceptions of safety, some studies have analysed the impact of urban space design variables and pedestrians’ responses to them [1].

One of the design variables traditionally analysed for this purpose is pedestrian infrastructure. Pedestrian infrastructure parameters, such as gradient, width and materials, have been studied [2]. For example, [3,4] found that wide, flat, non-slip and unobstructed pavements improve safety. It has also been shown that the more traffic lanes a road has, the lower the willingness of drivers to give way to pedestrians and the lower are perceptions of safety [5]. Other studies, such as those by [6,7], focused on traffic speed as a determinant variable of perceived safety. In this sense, [8] point out the need for traffic calming to be considered in the design of urban space to restrict the speed of vehicles. Thus, [9] found that a shared-space between pedestrians and drivers, eliminating the division of areas...
for each of them, caused a dense and slow traffic with consequent increase in safety, especially for vulnerable users.

Another design variable that influences the pedestrian’s perceptions of safety is lighting. The visibility of urban spaces varies between day and night. At night-time, street lighting improves visibility and provides orientation. It also contributes to the perceptions of comfort and safety of people outside after dark [10]. This is because people feel safest when they have a good overview of the space in which they are moving and if they feel they are supported by other users [11]. It has been found in the previous literature that outdoor lighting has a significant effect on how a space is perceived and on perceived security [12–16]. Therefore, lighting should be considered an essential design variable in urban design.

Nature is another design variable that, while it has not been analysed from a safety perspective, can have positive effects on the pedestrian. Humans have a predisposition to respond positively to natural environments as they consider them important for their survival [17]. A variety of studies have shown that, compared to environments with little or no natural features, exposure to natural environments reduces stress, anxiety, and positively influences well-being [18,19]. For example, [20] concluded that views of trees reduced stress and improved mood; and [20] found that when subjects viewed green areas they were less stressful, angry, depressed, and had improved mood and concentration. Specifically, in terms of design variables, [21] observed that rounded and conical trees generated more positive emotional responses.

The work done on the safety perceptions, comfort and protection of pedestrians has focused on walkability. These have provided a good understanding of pedestrian mobility [22,23]. However, the way in which the built environment influences pedestrians’ behaviour at particularly important times, such as when crossing a road, has not been widely studied [24]. However, it has been found that pedestrians assess different design variables to calculate crossing risk; parked cars [25]; topographical aspects, such as the number of traffic lanes, speed ramps, street width [26–28]; whether there are traffic islands in the middle of the road [29]; traffic signal countdown timers at street crossings [30]; nature; the spatial distribution of buildings; and pedestrian and traffic density [31]. It is necessary to examine all these aspects, in which pedestrians interact with their surroundings, to understand this complex decision-making process [32].

However, a general limitation of these works is that the analyses of the design variables were carried out in isolation, so that the urban space, as a whole, was not taken into account. Since real spaces combine numerous design variables, this can generate a problem for design guidelines; it is possible that the results of analyses of individual elements will not be reflected in analyses of a combination of elements. In addition, the results of analyses where design variables are combined are of greater interest in instances where existing urban spaces need to be improved. Thus, for example, vegetation can create a certain perception during the day, but a totally different one at night; its influence might also be affected by road infrastructure, such as the number of traffic lanes. This may mean that design guidelines are not universal but depend on a combination of variables that have influence at a given time.

This issue creates a need to simulate scenarios; when carrying out experiments in real physical spaces it difficult to modify some design variables while keeping others unchanged. Hitherto, studies have been carried out using photographs and videos [17,25,33,34]. These formats have limitations, such as the requirement to use a predefined viewpoint and lack of interactivity. To the extent that a stimulus is detached from reality, the results obtained are distorted [35]. In this respect, virtual reality is proposed as an effective alternative that can simulate scenarios; it offers the potential to conduct experiments which generate a sense of presence, or of “being there” [36], in an immersive, interactive simulation.

On the other hand, it is important to emphasize that the usual way of gathering pedestrians’ perceptions of safety is through self-report. A “dimensional” approach has often been used, that is, in the portrayal of the full spectrum of human emotions through independent dimensions. Among
these approaches, the PAD (pleasure, arousal, dominance) emotional state model [37] should be highlighted. Perceptions of safety are integrated into dominance, understood as the feeling of control of space and the non-restriction of behaviours [38]. This model, in general, and dominance, in particular, has been applied in studies of environmental psychology, architecture and/or urban planning in the evaluation of the design variables in public spaces [39]. However, this way of quantifying perceptions of safety has limitations in that it may be biased by the respondent’s interactions.

This creates the need for a more complete quantification that includes unconscious processes related to the experience of urban space. As there are currently no neurophysiological metrics capable of quantifying pedestrians’ perceptions of safety in urban spaces, a more complete analysis of subjects’ responses requires the use of both psychological and neurophysiological variables. This hybrid approach allows conscious and unconscious components to be assessed, addressing the issue quickly and efficiently [40,41], and is compatible with the use of virtual reality technologies [42].

With this in mind, the purpose of this paper is to analyse the impact that design variables have on the pedestrian’s perceptions of safety, identifying the individual and combined effect of these variables. We selected three characteristic aspects of urban spaces previously discussed, one of them related to nature, another related to infrastructures, and finally, two variables related to lighting, natural and artificial, considering in the latter case the colour temperature. To simulate the isolated effect of these variables, virtual reality has been used. To obtain a more complete quantification, the issue was addressed by collecting pedestrians’ responses at both psychological and neurophysiological levels. The study focuses on street crossings in urban settings because they are fundamental aspects of the pedestrian’s perceptions of safety that, to date, have not been studied in depth.

2. Materials and Methods

A field study was undertaken to examine participants’ perceptions of safety; different parameterizations of urban design variables (PUDV) were used. Figure 1 shows the general sequence.

Various analyses were performed on the collected data. First, the virtual simulations of the PUDVs were validated through participants’ level of presence (Analysis A). Throughout the participants’ PUDV experiences, psychological and neurophysiological metrics recorded the impact of the PUDVs on the participants’ general perceptions of safety (Analysis B), based on their profile (Analysis C). Subsequently, an examination was made of the differences between daytime and night-time simulations (Analysis D), and possible design guidelines for urban interventions (Analysis E).
2.1. Participants

There was a total of 60 participants. The sample size was determined following the calculations of [43] to achieve the desired alpha and beta error levels, and in line with similar protocols [41,44]. The sample was also controlled by gender and age. By gender, it was evenly balanced (50% men and 50% women). The age range (56% < 25 years; 20% 26–45 years; 15% 46–65 years; and 9% > 65 years) featured people over 65 because they need special attention [3]. All participants gave their informed consent for inclusion before they participated in the study. The study was conducted in accordance with the Declaration of Helsinki, and the protocol was approved by the Review Board of the Institute for Research and Innovation in Bioengineering (Project SPIP2017-02220) before the start of the experimental phase of the work (December 4 2017).

2.2. Stimuli

The base stimulus was a street crossing (immersive virtual replica, visual and auditory, of a real road intersection in the city of Valencia, Spain). This type of urban development is typical of the environmental expansion in the 19th century in this part of Europe. Figure 2 shows the comparison between the physical and virtual scenarios.

The PUDVs were configured on the following basis. To guarantee the exhaustiveness of the study and that it is a work that can be addressed, four variables were studied: (1) “number of lanes”, (2) “natural lighting”, (3) “artificial lighting”, and (4) “vegetation”. The parameters for each were: number of lanes (1a) “1 lane”, and (1b) “2 lanes”; for natural lighting (2a) “day”, and (2b) “night”; for artificial lighting, colour temperatures of (3a) “2800 K”, (3b) “4500 K”, and (3c) “10,500 K”; and for vegetation (4a) “trees”, and (4b) “no-trees”. The combination of these resulted in 16 PUDVs (Figure 3).
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All participants experienced nine different PUDVs. Of these, 3 were of natural light variable "day", and 6 of natural light variable "night" (thus maintaining a consistent proportion of daytime and night-time PUDVs for all participants). The daytime experience PUDV # B (the base stimulus) was taken as a reference to normalize the psychological and neurophysiological metrics used in each case. Following this, all the experiences were randomized.

Figure 2. Comparison of the physical scenario (left) and its virtual replica (right; parameterization of urban design variable (PUDV) # B).

| ENVIRONMENTAL SIMULATION | NUMBER OF LANE | VIRTUAL LIGHT | ARTIFICIAL LIGHT | VEGETATION |
|--------------------------|----------------|---------------|------------------|------------|
| PUDV01                   | 1              | DAY           | NO               | NO         |
| PUDV02                   | 1              | DAY           | NO               | YES        |
| PUDV03                   | 2              | DAY           | NO               | YES        |
| PUDV04                   | 2              | DAY           | NO               | NO         |
| PUDV05                   | 2              | NIGHT         | 2800K            | YES        |
| PUDV06                   | 2              | NIGHT         | 2800K            | NO         |
| PUDV07                   | 1              | NIGHT         | 4500K            | NO         |
| PUDV08                   | 1              | NIGHT         | 4500K            | YES        |
| PUDV09                   | 1              | NIGHT         | 10500K           | YES        |
| PUDV10                   | 1              | NIGHT         | 10500K           | NO         |

Figure 3. Configurations of the environmental simulations of the PUDVs.
All participants experienced nine different PUDVs. Of these, 3 were of natural light variable “day”, and 6 of natural light variable “night” (thus maintaining a consistent proportion of daytime and night-time PUDVs for all participants). The daytime experience PUDV # B (the base stimulus) was taken as a reference to normalize the psychological and neurophysiological metrics used in each case. Following this, all the experiences were randomized.

2.3. Set-Up of the Environmental Simulation

The participants’ PUDV experiences were evoked through visual and auditory environmental simulations. At a technical level, some aspects related to the generation of, and participants’ experience of, the PUDVs should be highlighted.

Regarding generation:

- At the visual level, the scenarios were modelled using the Rhinoceros system (v.5.0; www.rhino3d.com). They were rendered photo-realistically using Corona (v.2.0; https://corona-renderer.com), running on Autodesk 3ds Max (v.2014; www.autodesk.es). The resulting files were saved in jpg format, with a resolution of 8000 × 4000 pixels.
- At the auditory level, a binaural audio clip was generated. The recorder used was the digital ZOOM H4n Pro recorder (www.zoom-na.com), working with the Free Space XLR binaural microphone (www.3diosound.com). The corrections of the clips were made by Audacity (v.2.2.2; www.audacityteam.org). The resulting files were saved in 24-bit wav format, at 48,000 Hz.

The content for both was implemented in Unity3D (v5.6; www.unity3d.com).

Regarding the experience:

- At the visual level, HTC Vive glasses were used. This is a head-mounted display, from HTC and Valve (www.vive.com). It has a resolution of 1080 × 1200 pixels per eye (2160 × 1200 in total), with a field of view of 110°, and a refresh rate of 90 Hz.
- At the auditory level, HD 558 were used. These are headband earphones (headband type), by Sennheiser (www.en-us.sennheiser.com). They have a frequency response of 15 to 28,000 Hz.

2.4. Data Analysis

iMotions software was used to manage the protocol and compile the records. (v.6.1; www.imotions.com). For each participant, in addition to a basic demographic questionnaire (gender and age), psychological and neurophysiological data related to their perceptions of safety were recorded.

Psychological data. These were quantified through self-evaluation, on the one hand measuring dominance and, on the other, sense of presence during the PUDV environmental simulations. For dominance, several related concepts were used; and for presence, the SUS questionnaire was used.

- Dominance. To quantify dominance, the participants assessed the six descriptive [37] concepts (“controlling”, “influential”, “in control”, “important”, “dominant”, and “autonomous”) for each PUDV. A Likert-type scale of −4 to +4 was used.
- Presence. Sense of presence is the illusion of “being there” [36] in an environmental simulation. To quantify presence, the participants completed the SUS (after Slater, Usoh, and Steed) questionnaire [45]. This questionnaire consists of six items, assessed on a Likert scale, from 1 to 7. The objective was to verify that the simulations could be considered satisfactory.

Neurophysiological data. These were focused on quantifying complementary aspects related to the experience of urban space. Electroencephalogram metrics were used.
The electroencephalogram (EEG) measures variations in the electrical activity of the surface of the scalp [46]. Two metrics were measured: the relative power (which reduces data variability; [47]) of the Highbeta band (21–30 Hz) of the C3 electrode, related to stress [48]; and the Gamma band (30–40 Hz) of the F4 electrode, related to the representation of objects [49].

The b-Alert × 10 device (www.advancedbrainmonitoring.com) was used to record the electroencephalogram signals. The raw signal, sampled at 256 Hz, was pre-processed and analysed using the EEGLAB toolbox (v.14; https://sccn.ucsd.edu/eeglab) [50] through Matlab (v. 2016a; www.mathworks.com).

The pre-processing consisted of two stages: (1) signal conditioning, and (2) artefact identification. The signal conditioning involved: (1) elimination of the baseline by subtraction of an average reference value; (2) filtration between 0.5 and 40 Hz [51]; (3) location of corrupted electrodes, considering them as such if the signal was flat for more than 10% of the duration of the recording, or if the kurtosis of the electrode reached a threshold of 5 standard deviations of the kurtosis of all electrodes [52]. Next, the signal was divided into one second epochs. The identification of artefacts involved: (1) location of corrupt epochs, considering them as such if their kurtosis reached the same threshold as the electrode scale; (2) automatic location, eliminating epochs that reached a threshold of 100 µV, or a gradient of 70 µV between epochs; and (3) application of independent component analysis (ICA) [53], rejecting those related to an artefact. A spectral classification analysis was performed on the pre-processed signal, using the Welch method, to calculate the selected metrics.

All metrics, with the exception of presence, were normalized in reference to the values obtained for PUDV#B (\( \text{M}_{\text{PUDV#B}} \) = (\( \text{M}_{\text{PUDV#x}} \) – |\( \text{M}_{\text{PUDV#B}} \)|/SD\( \text{PUDV#B} \)), where M is metric and SD refers to the standard deviation. In this way, the values of the metrics were displayed in relation to the parameterizations of the urban design variables.

2.5. Statistical Analysis

Following the collection and anonymization of the psychological and neurophysiological database, statistical analyses were carried out (Table 1). IBM SPSS software was used (v.17.0; www.ibm.com/products/spss-statistics). Statistical comparison techniques were mainly used (Analysis B, C, D, and E). To choose these techniques, the criterion of normality of the distribution of the data of the variable had to be verified using the Kolmogorov-Smirnov test (K-S test). This test determined that the variables did not meet the normality criterion (K-S Test, \( p < 0.05 \)), so non-parametric statistical comparison techniques were used, such as Mann-Whitney, when the variable has two categories, and Kruskal-Wallis when it presents more than two categories.
Table 1. Statistical treatments.

| Analysis and Objective | Statistical Treatment | Expected Outcome |
|------------------------|-----------------------|------------------|
| ANALYSIS A             | Descriptive analysis of means. | Sufficient level of presence. |
| Analysis of the level of presence of the environmental simulations of the PUDVs. | Statistical techniques comparison metrics related to the perception safety with non-normal distribution (Kolmogorov-Smirnov (K-S) test, \( p < 0.05 \)): Mann–Whitney U (variable = 2 categories) or Kruskal-Wallis (variable >2 categories), between the PUDV of each variable. | Significant differences in the metrics related to perceptions of safety, between the PUDV of each variable. |
| ANALYSIS B             | Statistical techniques comparison metrics related to the perception safety with non-normal distribution (K-S test, \( p < 0.05 \)): Kruskal-Wallis, for the PUDV of each variable, between age profiles (>2 categories). Mann–Whitney U, for the PUDV of each variable, between gender profiles (=2 categories). | Significant differences in the metrics related to perceptions of safety, between the PUDV of each variable, for given age profiles. |
| Analysis of the impact of the PUDVs on the metrics related to perceptions of safety. | Significant differences in the metrics related to perceptions of safety, between the PUDV of each variable, for given gender profiles. |
| ANALYSIS C             | Statistical techniques comparison metrics related to the perception safety with non-normal distribution (K-S test, \( p < 0.05 \)): Mann–Whitney U, between day and night PUDVs (=2 categories). | Significant differences in the metrics related to perceptions of safety, between day and night PUDVs. |
| Analysis of the impact of the PUDVs on the metrics related to perceptions of safety, based on participant profile. | Design guidelines for urban interventions that use the design variables studied. |
| ANALYSIS D             | Statistical techniques comparison metrics related to the perception safety with non-normal distribution (K-S test, \( p < 0.05 \)): Kruskal-Wallis, between the PUDVs (>2 categories). | Design guidelines for urban interventions. |
| Analysis of the impact of the PUDVs on the metrics related to perceptions of safety, based on day or night lighting. | |
| ANALYSIS E             | Statistical techniques comparison metrics related to the perception safety with non-normal distribution (K-S test, \( p < 0.05 \)): Kruskal-Wallis, between the PUDVs (>2 categories). | |
| Analysis of design guidelines for urban interventions. | |

3. Results

The statistical analysis of the data produced the following results.

3.1. Presence Level Analysis

The average levels of sensation of presence per participant (according to the SUS questionnaire) for each environmental simulation were obtained (Figure 4). As the SUS questionnaire is made up of 6 items to be assessed on a 7-point Likert-type scale, the maximum presence level would be 42 points. They were considered to be sufficient, taking into account the results obtained by studies using similar technologies [54]. As such, the simulations can be considered satisfactory.
3.2. Analysis of the Impact of the PUDVs

Next, the differences in the results were examined based on number of traffic lanes, lighting colour temperature, and vegetation.

3.2.1. Number of Traffic Lanes

To compare the metrics related to the perception of safety between the different PUDVs, taking into account that the variables do not meet the normality criterion (K-S test, \( p < 0.05 \)), the Mann-Whitney test is applied due, which has two categories. The paired Mann-Whitney U tests detected significant differences in the dominance metric \( (p = 0.028) \) in the set of scenarios related to the number of traffic lanes variable. The highest level of dominance was shown in the case of fewer traffic lanes. At the neurophysiological level, the Mann–Whitney U tests found statistically significant differences for the stress-related metric C3-Highbeta \( (p = 0.010) \), with an increase in the mean rank attitude score with more traffic lanes. Greater effects were observed in the daytime scenarios (PUDV # AD) than in the night-time (PUDV # 1–12): in the daytime scenarios more traffic lanes led to a significant reduction in the dominance metric \( (p = 0.002) \), and a significant increase in the stress-related metric C3-Highbeta \( (p = 0.006) \) and the representation of objects in metric F4-Gamma \( (p = 0.000) \). In the night-time scenarios, more traffic lanes also caused a significant increase in the C3-Highbeta \( (p = 0.001) \) metric. Table 2 shows these results.
Table 2. Mann–Whitney U tests for the differences in the mean ranks of psychological and neurophysiological metrics between 1–2 traffic lanes (significance level $p < 0.05$).

| Urban Design Variables | Psychological Metrics | Neurophysiological Metrics |
|------------------------|-----------------------|---------------------------|
|                        | Dominance             | F4-Gamma                  | C3-Highbeta               |
|                        | Mean Rank $p$         | Mean Rank $p$             | Mean Rank $p$             |
| Traffic lanes          |                       |                           |                           |
| 1                      | 190.86 0.028          | 94.81 0.073              | 91.42 0.010               |
| 2                      | 166.95                | 109.61                     |
| Traffic lanes–Daytime  |                       |                           |                           |
| 1                      | 68.30 0.002           | 22.07 0.000              | 27.64 0.006               |
| 2                      | 49.06                | 44.45                     |
| Traffic lanes–Night-time |                     |                           |                           |
| 1                      | 124.66 0.478          | 66.59 0.779              | 57.10 0.001               |
| 2                      | 118.28                | 68.50                     |

3.2.2. Lighting Colour Temperature

To compare the metrics related to the perception of safety among the different PUDVs, taking into account that the variables do not follow a normal distribution (K-S Test, $p < 0.05$), the Kruskal-Wallis test is applied because variable lighting colour temperature has three categories. The Kruskal-Wallis test detected significant differences for the dominance metric ($p = 0.000$). The lowest level of dominance corresponded to a temperature of 2800 K, with a mean rank attitude score of 99.03. No significant differences were detected in the neurophysiological variables ($p > 0.05$). Table 3 shows these results.

Table 3. Kruskal-Wallis test for the differences in the mean ranks of the psychological and neurophysiological metrics colour temperature and lighting (significance level $p < 0.05$).

| Urban Design Variables | Psychological Metrics | Neurophysiological Metrics |
|------------------------|-----------------------|---------------------------|
|                        | Dominance             | F4-Gamma                  | C3-Highbeta               |
|                        | Mean Rank $p$         | Mean Rank $p$             | Mean Rank $p$             |
| Colour temperature     |                       |                           |                           |
| 2800 K                 | 99.03                 | 63.42                     | 66.50                     |
| 4500 K                 | 144.60 0.000          | 68.40 0.631              | 67.60 0.970               |
| 10,500 K               | 122.61                | 70.98                     |

3.2.3. Vegetation

For the comparison of the metrics related to the perception of safety between the different PUDVs, the Mann-Whitney test is applied because it has two categories and the variables do not meet the normality criterion (K-S Test, $p < 0.05$). The paired Mann–Whitney U tests did not detect significant differences ($p > 0.05$) in the set of scenarios related to the vegetation variable, neither at the psychological level nor at the neurophysiological level. The only differences observed in this variable were between the daytime (PUDV # A–D) and night-time (PUDV # 1–12) scenarios. In the daytime scenarios the paired Mann–Whitney U tests found statistically significant differences for the dominance metric ($p = 0.000$), the level being higher in the absence of vegetation than when it was present (mean rank attitude scores of 70.72, and 48.56, respectively). In the daytime scenarios too, the stress-related metric C3-Highbeta was close to significant ($p = 0.082$), with a mean rank attitude score of 38.46 when vegetation was present, and 29.83 when it was absent. Table 4 shows these results.
Table 4. Mann–Whitney U tests for the differences in the mean ranks of the psychological and neurophysiological metrics in the absence and presence of vegetation (significance level \( p < 0.05 \)).

| Urban Design Variables | Psychological Metrics | Neurophysiological Metrics |
|------------------------|-----------------------|---------------------------|
|                        | Dominance             | F4-Gamma                  | C3-Highbeta               |
|                        | Mean Rank \( p \)     | Mean Rank \( p \)         | Mean Rank \( p \)         |
| Vegetation             |                       |                           |                           |
| No                     | 180.15 0.773          | 100.97 0.721              | 109.50 0.103              |
| Yes                    | 179.99 0.773          | 103.92 0.721              | 96.03 0.103               |
| Vegetation–Daytime     |                       |                           |                           |
| No                     | 70.72 0.000           | 32.00 0.283               | 29.83 0.082               |
| Yes                    | 48.56 0.000           | 37.33 0.283               | 38.46 0.082               |
| Vegetation–Night-time  |                       |                           |                           |
| No                     | 115.82 0.196          | 65.50 0.508               | 71.45 0.191               |
| Yes                    | 127.47 0.196          | 69.97 0.508               | 62.63 0.191               |

3.3. Analysis of the Impact of PUDVs Based on Profile

Next, differences were examined based on the participants’ age and gender.

3.3.1. Age

For the comparison of the metrics related to the perception of safety between the different PUDVs, the Kruskal-Wallis test is applied because it has more than two categories and the variables do not meet the normality criterion (K-S Test, \( p < 0.05 \)). The Kruskal-Wallis test detected significant differences for the dominance metric \( (p = 0.000) \), particularly in the night-time scenarios \( (p = 0.000) \). At night-time, participants over 65 years of age showed lower levels of dominance (mean rank attitude score of 82.07). Significant differences were also detected for the stress-related metric C3-Highbeta \( (p = 0.006) \) with a mean rank attitude score of 160.50, with an increase in the mean rank attitude score in the age range 36–45 years. This was repeated in the night-time scenarios \( (p = 0.021) \). In addition, significant differences were found in the representation of objects metric F4-Gamma at night-time, with higher levels from 46 years of age. Table 5 shows these results.

Table 5. Kruskal-Wallis test for the differences in the mean ranks of the psychological and neurophysiological metrics based on the age of the participants (significance level \( p < 0.05 \)).

| Characteristics of the Participants | Psychological Metrics | Neurophysiological Metrics |
|------------------------------------|-----------------------|---------------------------|
|                                    | Dominance             | F4-Gamma                  | C3-Highbeta               |
|                                    | Mean Rank \( p \)     | Mean Rank \( p \)         | Mean Rank \( p \)         |
| Age \( <25 \)                      | 212.76 0.000          | 120.96 0.019              | 118.10 0.006              |
| \( 26–35 \)                        | 163.20 0.000          | 98.82 0.019               | 103.55 0.019              |
| \( 36–45 \)                        | 263.03 0.000          | 97.39 0.019               | 160.50 0.006              |
| \( 46–65 \)                        | 292.50 0.000          | 129.25 0.019              | 74.75 0.006               |
| \( 56–65 \)                        | 230.36 0.000          | 141.36 0.019              | 118.21 0.006              |
| \( >65 \)                          | 166.33 0.000          | 122.00 0.019              | 119.00 0.006              |
| Age–Daytime                        |                       |                           |                           |
| \( <25 \)                          | 69.11 0.000           | 43.28 0.019               | 43.11 0.019               |
| \( 26–35 \)                        | 55.39 0.000           | 42.38 0.019               | 35.38 0.019               |
| \( 36–45 \)                        | 56.20 0.000           | 33.83 0.019               | 51.83 0.006               |
| \( 46–65 \)                        | 78.50 0.000           | 34.00 0.019               | 51.83 0.006               |
| \( 56–65 \)                        | 93.50 0.000           | 27.00 0.019               | 26.00 0.019               |
| \( >65 \)                          | 72.30 0.000           | 31.00 0.019               | 38.00 0.019               |
| Age–Night-time                     |                       |                           |                           |
| \( <25 \)                          | 143.67 0.000          | 79.72 0.019               | 77.46 0.019               |
| \( 26–35 \)                        | 113.39 0.000          | 55.64 0.019               | 62.79 0.019               |
| \( 36–45 \)                        | 193.65 0.000          | 63.17 0.019               | 105.50 0.021              |
| \( 46–65 \)                        | 209.50 0.000          | 98.50 0.017               | 28.50 0.021               |
| \( 56–65 \)                        | 146.50 0.000          | 106.30 0.017              | 83.10 0.021               |
| \( >65 \)                          | 82.07 0.000           | 85.00 0.017               | 86.00 0.021               |
3.3.2. Gender

To compare the metrics related to the perception of safety between the different PUDVs, taking into account that the variables do not meet the normality criterion (K-S Test, \( p < 0.05 \)), the Mann-Whitney test is applied, which has two categories. The paired Mann–Whitney U tests detected significant differences for the dominance metric \( (p = 0.001) \), with a mean rank attitude score of 194.72 in men and 159.08 in women. It was observed that this difference was evident only in the night-time scenarios \( (p = 0.001) \), with men feeling greater dominance than women. At the neurophysiological level, differences close to significant \( (p = 0.055) \) were detected only for the metric related to the representation of objects F4-Gamma, in daytime scenarios, with a higher level in women. Table 6 shows these results. To delve further into these differences, a more detailed analysis of the design elements was carried out, separating the groups by gender.

### Table 6. Mann–Whitney U tests for the differences in the mean ranks of the psychological and neurophysiological metrics based on the participant’s gender (significance level \( p < 0.05 \)).

| Participant's Gender | Psychological Metrics | Neurophysiological Metrics |
|----------------------|------------------------|----------------------------|
|                      | Dominance               | F4-Gamma                   | C3-Highbeta               |
|                      | Mean Rank   | \( p \)   | Mean Rank   | \( p \)   | Mean Rank   | \( p \)   |
| Gender               |                          |                          |                          |
| Men                  | 194.72      | 0.001     | 97.56       | 0.269      | 102.07      | 0.924     |
| Women                | 159.08      | 0.012     | 106.72      | 0.045      | 102.86      | 0.924     |
| Gender–Daytime       |                          |                          |                          |
| Men                  | 59.56       | 0.422     | 31.11       | 0.055      | 31.89       | 0.114     |
| Women                | 54.58       | 0.142     | 40.15       | 0.115      | 39.32       | 0.114     |
| Gender–Night-time    |                          |                          |                          |
| Men                  | 135.16      | 0.001     | 68.05       | 0.886      | 69.98       | 0.518     |
| Women                | 106.17      | 0.001     | 67.08       | 0.886      | 65.64       | 0.518     |

Women

In daytime scenarios the presence of vegetation significantly reduced the feeling of dominance in women \( (p = 0.045) \). However, this variable did not affect night-time scenarios. Regarding the number of traffic lanes, significant differences were detected at the neurophysiological level for the stress-related metric C3-Highbeta, and in the metric related to the representation of objects, F4-Gamma. Thus, in both daytime and night-time scenarios, more traffic lanes increased stress \( (p = 0.014, p = 0.025, \) respectively). In addition, in daytime scenarios the F4-Gamma metric also increased significantly \( (p = 0.009) \). Lighting colour temperature had a significant impact on the dominance metric \( (p = 0.001) \), which showed higher levels with medium-high temperatures \( (4500–10,500 \text{K}) \).

Men

In daytime settings vegetation significantly reduced feelings of dominance in men \( (p = 0.007) \). It also affected the stress-related metric C3-Highbeta \( (p = 0.013) \) and the metric related to the representation of objects F4-Gamma \( (p = 0.009) \). In daytime scenarios the number of traffic lanes reduced the dominance metric \( (p = 0.004) \) and increased the F4-Gamma metric \( (p = 0.000) \). In the night-time scenarios, the C3-Highbeta metric \( (p = 0.025) \) increased. Lighting colour temperature had a significant impact on the dominance metric \( (p = 0.030) \), with higher levels being shown for the median temperature \( (4500 \text{K}) \).

3.4. Analysis of the Impact of the PUDVs on the Metrics Related to Perceptions of Safety, Based on Day or Night Lighting

Differences in the participants’ behaviour were analysed between the daytime (PUDV # A–D) and night-time (PUDV # 1–12) scenarios, based on a lighting analysis. The paired Mann–Whitney U tests
(K-S Test, \( p < 0.05 \) and with two categories) detected significant differences for the stress-related metric C3-Highbeta (\( p = 0.000 \)) with a mean rank attitude score of 118.66 in the night-time scenario and 71.56 in the daytime scenario. In addition, significant differences were detected for the representation of objects metric F4-Gamma (\( p = 0.049 \)), with higher levels in night-time scenarios (with a mean rank attitude score of 108.37 in the night-time scenario, and 91.27 in the daytime). Table 7 shows these results.

Table 7. Mann–Whitney U tests for the differences in the mean ranks of the psychological and neurophysiological metrics in daytime and night-time scenarios (significance level \( p < 0.05 \)).

| Urban Design Variables | Psychological Metrics | Neurophysiological Metrics |
|------------------------|-----------------------|----------------------------|
|                        | Dominance             | F4-Gamma                   | C3-Highbeta                |
|                        | Mean Rank             | Mean Rank                  | Mean Rank                  | Mean Rank                  |
| Daytime–Night-time     |                       |                            |                            |                            |
| Daytime                | 177.55                | 91.27                      | 71.56                      |                            |
| Night-time             | 178.98                | 108.37                     | 118.66                     | 0.000                      |

3.5. Analysis of Design Guidelines for Urban Intervention

Next, we studied the effect that different interventions had on each of the scenarios.

3.5.1. Daytime Scenarios

The following analysis shows the effect that different interventions had on each of the scenarios. Overall, the Kruskal-Wallis test showed significant differences between the four scenarios. Scenario C (without vegetation, and with fewer traffic lanes) generated a higher level of dominance and lower levels in the stress-related metric C3-Highbeta, and the metric related to the representation of objects, “F4-Gamma”. On the other hand, scenario B (with vegetation, and with more traffic lanes) generated lower levels in the dominance metric and higher in the C3-Highbeta and F4-Gamma metrics. Table 8 shows these results.

Table 8. Kruskal-Wallis test for the differences in the mean ranks of the psychological and neurophysiological metrics in daytime scenarios.

| Daytime Scenarios | Psychological Metrics | Neurophysiological Metrics |
|-------------------|-----------------------|----------------------------|
|                   | Dominance             | F4-Gamma                   | C3-Highbeta                |
|                   | Mean Rank             | Mean Rank                  | Mean Rank                  | Mean Rank                  |
| Intervention      |                       |                            |                            |                            |
| A                 | 59.93                 | 23.06                      | 32.17                      |                            |
| B                 | 40.60                 | 46.50                      | 42.50                      |                            |
| C                 | 78.95                 | 20.30                      | 19.50                      | 0.013                      |
| D                 | 63.17                 | 40.36                      | 37.21                      |                            |

Next, a special analysis was performed. This enabled identification of the effect that particular interventions (e.g., number of traffic lanes and vegetation) can have on given scenarios. Figure 5 shows the results of the different interventions and their effects on the psychological and physiological variables. For example, if we start from scenario A (with vegetation, and fewer traffic lanes), more traffic lanes (scenario B) caused a significant deterioration in the dominance metric (\( p = 0.046 \)), and increased the stress-related metric C3-Highbeta (\( p = 0.032 \)) and the metric related to the representation of objects F4-Gamma (\( p = 0.000 \)). This intervention can be applied to each of the crossing scenarios. Thus, in scenario B it is easy to significantly improve the metrics dominance, F4-Gamma, and C3-Highbeta, by reducing the number of traffic lanes (thus moving to stage A) (\( p = 0.046; p = 0.000; p = 0.032 \), respectively). A reduction in vegetation (scenario D) also significantly increased the dominance metric (\( p = 0.001 \)). If both interventions are carried out (scenario
C), the improvement is synergistic, and all the indicators are significantly improved: dominance ($p = 0.000$) is increased, and F4-Gamma ($p = 0.000$) and C3-Highbeta ($p = 0.000$) are reduced. The same is the case with scenario D, where reducing the number of traffic lanes significantly increases the dominance metric ($p = 0.028$) and reduces F4-Gamma ($p = 0.026$). On the other hand, in scenario C (without vegetation, and fewer traffic lanes), any interventions have negative effects.

|           | ↑ TRAFFIC LANES | ↓ VEGETATION | ↑ TRAFFIC LANES | ↓ VEGETATION |
|-----------|-----------------|--------------|-----------------|--------------|
| A         | ↓ Dominance .046 | ↑ Dominance .072 | Dominance -     |              |
|           | ↑ F4-Gamma .000  | F4 Gamma     | ↑ F4 Gamma .027 |              |
|           | ↑ C3-Highbeta .032 | ↓ C3-Highbeta .027 | C3-Highbeta - |              |
| B         | ↑ Dominance .046  | ↓ Dominance .000 | ↑ Dominance .001 | ↑ Dominance .001 |
|           | ↓ F4-Gamma .000  | ↓ F4-Gamma .000 | F4-Gamma -      |              |
|           | ↓ C3-Highbeta .027 | ↓ C3-Highbeta .000 | C3-Highbeta - |              |
| C         | ↓ Dominance .076  | ↓ Dominance .000 | ↓ Dominance .028 | ↑ F4-Gamma .026 |
|           | F4-Gamma -        | ↑ F4-Gamma .000 | ↑ F4-Gamma .026 |              |
|           | ↑ C3-Highbeta .027 | ↑ C3-Highbeta .000 | ↑ C3-Highbeta .078 |              |
| D         | Dominance -       | ↓ Dominance .001 | ↑ Dominance .027 |              |
|           | ↓ F4-Gamma .027   | F4-Gamma -     | ↓ F4-Gamma .026 |              |
|           | C3-Highbeta -     | C3-Highbeta -  | ↓ C3-Highbeta .078 |              |

**Figure 5.** Effect on the metrics of the possible interventions for each of the daytime scenarios.

### 3.5.2. Nighttime Scenarios

Differences in participants’ psychological and neurophysiological responses to changes in the colour temperature of the illumination in the night-time scenarios were analysed. We started with the daytime scenarios (PUDV # A–D) and tried to identify the best way to illuminate them in terms of colour temperature (Figure 6).
If we look at scenario A (with vegetation, and with fewer traffic lanes), the colour temperature used causes significant differences in the dominance metric ($p = 0.019$). The highest level is generated at a temperature of 4500 K, and the lowest at 2800 K. In the neurophysiological responses, however, scarcely any differences were detected.

If we look at scenario B (with vegetation, and more traffic lanes), there are significant differences for the metric related to the representation of objects F4-Gamma ($p = 0.050$). In this case, the colour temperature to be discarded would be 10,500 K, which significantly increased the level of F4-Gamma, there being no differences in the other two metrics.

In scenario C (without vegetation, and with fewer traffic lanes), lighting colour temperature caused no important differences.

If we look at scenario D (without vegetation, and with more traffic lanes), the result is similar to scenario A. There are significant differences in the level of the dominance metric ($p = 0.000$), the highest level being generated by a temperature of 4500 K, and the lowest by a temperature of 2800 K.

4. Discussion

This paper aims to identify design guidelines for urban spaces that might improve the pedestrian’s perceptions of safety; we examined key urban space design variables, such as number of traffic lanes, lighting, and vegetation. These guidelines will be based on both the psychological and neurophysiological responses of pedestrians. The study findings make significant contributions at the methodological and results level.

From the methodological point of view, to the best of our knowledge perceived safety has hitherto been quantified only through self-report. This is not a holistic approach. Up to the present day no neurophysiological metrics have proved capable of quantifying perceptions of safety. However, there are neurophysiological metrics related to unconscious processes that can assess the experience of urban space, for example, sympathetic nervous system activity, stress, and the representation of objects. The most important contribution of the present study is that the quantification of pedestrians’
perceptions of safety was carried out using these metrics. In addition, psychological quantification was performed, using the dominance axis of [37]. Thus, a further key contribution of this article is that these measures were combined to take a more holistic approach to the quantification of the pedestrian’s perceptions of safety. The results obtained show that the psychological and neurophysiological variables used are co-directional and, therefore, may be related.

From the results point of view, the findings of this study provide five important outcomes: (1) impact of design variables on perceptions of safety; (2) differences between daytime and night-time scenarios; (3) combination of design variables; (4) differences based on pedestrians’ demographic profiles; and (5) study of the different actions that pedestrians take.

Regarding the impact of design variables on perceptions of safety, it was found that the selected variables (number of traffic lanes, lighting and vegetation) have an effect at both psychological and neurophysiological levels. It was found that the number of traffic lanes affected almost all the metrics studied: where there are less traffic lanes there are greater feelings of dominance and reduced sympathetic nervous system activity and stress, both in daytime and night-time scenarios. In addition, in daytime scenarios, this reduced problems with the representation of objects. Thus, it was confirmed that number of lanes is a determining and fundamental factor. The colour temperature of lighting only affects dominance. The lowest levels of dominance were associated with lower colour temperatures. These results are consistent with those obtained by [55], also using virtual reality. It should be noted that there are other artificial lighting variables that could have been studied. However, nowadays, new lighting technologies, such as LEDs, are being used for outdoor lighting, replacing traditional lighting systems, often leading to changes in colour temperature [56] that are not always welcomed by the citizenry. This is, thus, a variable of current interest. Above all, the presence of vegetation affects dominance; the suggestion is that its effect may be greater when it is not located in the immediate vicinity of the crossing (especially in daytime scenarios). In general, we conclude that these three design variables, in particular, should be taken into account in the design of urban spaces.

It was confirmed that night-time scenarios generate more difficulty in the representation of objects and cause greater stress than daytime scenarios. These results are consistent with those obtained by [57], who found that daytime scenarios are judged as safer. One possible explanation for this is that daytime vision is a function of the photopic system of cone photoreceptors, and night vision depends on the scotopic system of rod photoreceptors [58]. In the safety context, when someone is asked to judge the characteristics of a lighting installation, it is possible that they look around the site to assess how well they can resolve detail, this being the critical requirement for many tasks. The fovea, which has no rod photoreceptors, is the part of the retina that resolves detail [59]. This confirms that analyses of night and day scenarios must be done separately. It is important to study lighting, since, as we have seen, it is as essential element in the assessment of urban settings [12].

It was found that analyses must consider the compound effect of design variables. Most previous studies have analysed the impact of urban design variables in isolation; for example, number of traffic lanes [29], lighting [60], and vegetation [61]. If the crossing point is a newly created urban space, the variables can be examined individually. However, it is important to keep in mind that existing spaces combine numerous design variables. Thus, in the present study the effect of these design variables was analysed in combination; this showed that design guidelines cannot be universal but depend on a combination of crossing point variables. That is, it is possible that results obtained from individual analyses of variables will not match results obtained when they are combined. For example, vegetation generates different perceptions in the daytime and night-time, depending on the number of existing traffic lanes and the colour temperature of the artificial lighting. This approach would be more useful in the case of urban regeneration, where it is important to check the effect of each of the partial interventions. A combined study provides a deeper analysis. This aspect is a fundamental contribution of this work.

Significant differences were found based on the demographic profile of the participants, that is, their age and gender. Age profile presented significant differences in dominance and stress. As age
increases, especially in the group of people over 65, dominance is reduced, and stress levels in night-time scenarios increase. Significant differences were seen in dominance based on gender. Women feel less dominance than men, especially in night-time scenarios. This accords with other studies, where scenarios were rated safer by men than by women [57].

It was shown that there is a need to study certain pedestrian actions, and not just the action of walking, to assess their relationships with perceptions of safety. For example, the intention to cross involves the assessment of many aspects of urban space. In this sense, although many works have analysed the impact of urban design variables on the pedestrian, they have usually focused on their responses while walking on the street, not in crossing situations [24]. The vegetation variable is especially illustrative in this regard. A variety of studies have shown that, compared to environments with little or no natural features, the presence of nature reduces stress and positively influences well-being [18,19]. However, in the present study, it has been shown that the presence of vegetation decreases dominance and increases stress and difficulty in the representation of objects when pedestrians intend to cross a road. This result is consistent with some works [62,63] that have suggested that environments that demand focused or directed attention, such as busy urban spaces, increase stress. Other authors [64,65] have observed that trees, and other aesthetic landscape enhancements at the sides of roads, negatively affect safety by distracting the attention of pedestrians and drivers. Thus, the results of the present work show that it would be interesting to carry out this type of analysis, as pedestrian responses differ, when they are looking at an environment from the enjoyment viewpoint while they are walking, and when they are crossing a street.

5. Conclusions

This paper aims to identify urban space design guidelines that will enhance pedestrians’ feelings of safety at street crossings, through measuring participants’ psychological and neurophysiological responses. At the methodological level, the results showed that the psychological and neurophysiological variables used were co-directional. Thus, the EEG metrics studied (C3-Highbeta and F4-Gamma) seem to be good complementary approaches to measurements of dominance related to the urban space experience. As to the design guidelines, the results showed that the impact of design variables depends on whether it is day or night, so it is essential to conduct studies where both situations are taken into account. In general, the pedestrian’s perceptions of safety at street crossings seem to be enhanced by reducing the number of traffic lanes (both in daytime and night-time scenarios), by using a lighting colour temperature of 4500 K, and by reducing surrounding vegetation (especially in daytime scenarios). The combined analysis of design variables showed the need to evaluate the effects that several possible interventions might produce in an existing space. This is essential for urban-planning managers, who must assess different interventions to improve crossing points.
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