Existence and multiplicity of Homoclinic solutions for the second order Hamiltonian systems
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Abstract

In this paper we study the existence and multiplicity of homoclinic solutions for the second order Hamiltonian system
\[ \ddot{u} - L(t)u(t) + W_u(t, u) = 0, \quad \forall t \in \mathbb{R}, \]
by means of the minmax arguments in the critical point theory, where \( L(t) \) is unnecessary uniformly positively definite for all \( t \in \mathbb{R} \) and \( W_u(t, u) \) satisfies the asymptotically linear condition.
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1 Introduction and the main result

Consider the second order Hamiltonian systems
\[ \ddot{u} - L(t)u(t) + W_u(t, u) = 0, \quad \forall t \in \mathbb{R}, \tag{1.1} \]
where \( L \in C \left( \mathbb{R}, \mathbb{R}^{N^2} \right) \) is a symmetric matrix valued function, \( W \in C^1 \left( \mathbb{R} \times \mathbb{R}^N, \mathbb{R} \right) \). We say that a solution \( u \) of (1.1) is homoclinic (to 0) if \( u \in C^2 \left( \mathbb{R}, \mathbb{R}^N \right), u \neq 0, u(t) \to 0 \) and \( \dot{u}(t) \to 0 \) as \( |t| \to \infty \).

The existence and multiplicity of homoclinic solutions for (1.1) have been extensively investigated in many papers via the variational methods, see, e.g., [1-6, 8, 9, 12, 14-19].
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Most of them treat the superquadratic case (see [1-6, 8, 9, 12, 14-16]), while [18, 19] consider the asymptotically quadratic case and [5, 17] treat the subquadratic case. But except for [5, 14] all known results are obtained under the following assumption that $L(t)$ is uniformly positively definite for all $t \in \mathbb{R}$, that is, there exists a constant $l_0 > 0$ such that

$$\langle L(t)u, u \rangle \geq l_0 |u|^2, \quad t \in \mathbb{R}, \quad u \in \mathbb{R}^N,$$

where $\langle \cdot, \cdot \rangle$ and $|\cdot|$ are the standard inner product and the associated norm in $\mathbb{R}^N$ respectively and we will always use these notations.

In this paper, we study the homoclinic solutions of (1.1) where $L(t)$ is unnecessary uniformly positively definite for all $t \in \mathbb{R}$, and $W(t, u)$ satisfies subquadratic condition. More precisely, $L$ satisfies

(L1) The smallest eigenvalue of $L(t) \to \infty$ as $|t| \to \infty$, i.e.,

$$l(t) \equiv \inf_{|u|=1, \ u \in \mathbb{R}^N} \langle L(t)u, u \rangle \to \infty, \quad \text{as } |t| \to \infty,$$

(L2) For some $a > 0$ and $\bar{r} > 0$, one of the following is true:

(i) $L \in C^1(\mathbb{R}, \mathbb{R}^N)$ and $|L'(t)| \leq a |L(t)|$, $\forall |t| \geq \bar{r}$, or

(ii) $L \in C^2(\mathbb{R}, \mathbb{R}^N)$ and $L''(t) \leq a L(t)$, $\forall |t| \geq \bar{r}$,

where $L'(t) = (d/dt)L(t)$ and $L''(t) = (d^2/dt^2)L(t)$,

and $W(t, u)$ satisfies

(W1) $W(t, u) \geq 0$, $W(t, 0) = 0$ and $W_u(t, u) = o(|u|)$ as $u \to 0$ uniformly in $t$, $|W_a(t, u)| \leq C_W(|u|)$ for some $C_W > 0$.

In what follows it will always be assumed that (L1) is satisfied. Denote by $A$ the self-adjoint extension of the operator $-(d^2/dt^2) + L(t)$ with domain $D(A) \subset L^2 \equiv L^2(\mathbb{R}, \mathbb{R}^N)$. Let $\{E(\lambda) : -\infty < \lambda < \infty\}$ and $|A|$ be the spectral resolution and the absolute value of $A$ respectively, and $|A|^{1/2}$ be the square root of $|A|$ with domain $D(|A|^{1/2})$. Set $U = I - E(0) - E(-0)$, where $I$ is the identity map on $L^2$. Then $U$ commutes with $A$, $|A|$ and $|A|^{1/2}$, and $A = U|A|$ is the polar decomposition of $A$ (see [11]). Let $E = D(|A|^{1/2})$,
and define on $E$ the inner product and norm
\[(u, v)_0 = (|A|^{1/2}u, |A|^{1/2}v)_2 + (u, v)_2,\]
\[\|u\|_0 = (u, u)_0^{1/2},\]
where $(\cdot, \cdot)_2$ denotes the inner product in $L^2$; then $E$ is a Hilbert space.

In order to learnt about the spectrum of $A$, we first need the following lemma from [5] (cf. Lemma 2.1 in [5]).

**Lemma 1.1.** Suppose that $L$ satisfies (L1), then $E$ is compactly embedded in $L^p \equiv L^p(\mathbb{R}, \mathbb{R}^N)$ for $2 \leq p \leq \infty$.

**Remark 1.2.** It is easy to see that $E$ is continuously embedded in $H^{1,2}(\mathbb{R}, \mathbb{R}^N)$ from the fact that $C_0^\infty(\mathbb{R}, \mathbb{R}^N)$ is dense in $E$ and the proof of Lemma 2.1 in [5].

From [5], under the above assumption (L1) on $L$ and by Lemma 1.1, we know that $A$ possesses a compact resolvent and the spectrum $\sigma(A)$ consists of only eigenvalues numbered in $\lambda_1 \leq \lambda_2 \leq \cdots \to \infty$, with a corresponding eigenfunctions $(e_n)(Ae_n = \lambda_ne_n)$, forming an orthogonal basis in $L^2$. Let $n^- = \#\{i|\lambda_i < 0\}$, $n^0 = \#\{i|\lambda_i = 0\}$, and $\bar{n} = n^- + n^0$. Set $E^- = \text{span}\{e_1, \ldots, e_{n^-}\}$, $E^0 = \text{span}\{e_{n^-+1}, \ldots, e_\bar{n}\} = \ker A$ and $E^+ = \text{span}\{e_{\bar{n}+1}, \ldots\}$. Then one has the orthogonal decomposition $E = E^- \oplus E^0 \oplus E^+$ with respect to the inner product $(\cdot, \cdot)_0$ on $E$. Now we introduce on $E$ the following inner product and norm:
\[(u, v) = (|A|^{1/2}u, |A|^{1/2}v)_2 + (u^0, v^0)_2,\]
\[\|u\| = (u, u)^{1/2},\]
where $u = u^- + u^0 + u^+$ and $v = v^- + v^0 + v^+ \in E = E^- \oplus E^0 \oplus E^+$. Clearly the norms $\| \cdot \|$ and $\| \cdot \|_0$ are equivalent (cf. [5]). From now on $\| \cdot \|$ will be used.

**Remark 1.3.** Note that the decomposition $E = E^- \oplus E^0 \oplus E^+$ is also orthogonal with respect to both $(\cdot, \cdot)$ and $(\cdot, \cdot)_2$.

**Remark 1.4.** Since the norms $\| \cdot \|$ and $\| \cdot \|_0$ on $E$ are equivalent, then by Lemma 1.1 for any $2 \leq p \leq \infty$, there exists $\beta_p > 0$ such that
\[|u|_p \leq \beta_p\|u\|, \quad \forall u \in E,\] (1.2)
where $| \cdot |_p$ is the norm on $L^p$. 
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For later use, let
\[ a(u, v) = (|A|^{1/2} U u, |A|^{1/2} v)_2, \quad \forall u, v \in E \]  
be the quadratic form associated with \( A \). For any \( u \in D(A) \) and \( v \in E \), we have
\[ a(u, v) = \int \langle \dot{u}, \dot{v} \rangle + \langle L(t)u, v \rangle \, dt \]  
and (1.4) holds for all \( u, v \in E \) since \( D(A) \) is dense in \( E \). Moreover, by definition
\[ a(u, u) = ((P^+ - P^-)u, u) = \|u^+\|^2 - \|u^-\|^2 \]  
for all \( u = u^- + u^0 + u^+ \in E \), where \( P^\pm : E \to E^\pm \) are the orthogonal projections with respect to the inner product \((\cdot, \cdot)\).

We further make the following assumptions on \( W \):

(W2) \( W_u(t, u) = M(t)u + w_u(t, u) \) with \( M \) a bounded, continuous symmetric \( N \times N \) matrix-valued function and \( w_u(t, u) = o(|u|) \) as \( |u| \to \infty \), \( \forall t \in \mathbb{R} \);

(W3) \( m_0 := \inf_{t \in \mathbb{R}} \left[ \inf_{|u|=1, \; u \in \mathbb{R}^N} \langle M(t)u, u \rangle \right] > \inf (\sigma(A) \cap (0, \infty)) \);

(W4) \( 0 \notin \sigma_p(A - M) \), where \( \sigma_p(A - M) \) is the point spectrum of \( A - M \), \( M \) is the operator defined on \( L^2 \) by
\[ (Mu)(t) := M(t)u(t), \quad t \in \mathbb{R}, \; u \in L^2. \]

From the above spectral result of the operator \( A \), the set \( \sigma(A) \cap (0, m_0) \) consists of only eigenvalues of finite multiplicity, where \( m_0 \) is defined in (W3). Let \( \ell \) denote the number of eigenvalues (counted with multiplicity) lying in \( (0, m_0) \).

Then we have our main result:

**Theorem 1.5.** Suppose that (L1), (L2) and (W1)–(W4) are satisfied. Then (1.1) has at least one nontrivial homoclinic solution. If in addition \( W(t, u) \) is even in \( u \), then (1.1) has at least \( \ell \) pairs of nontrivial homoclinic solutions.
Remark 1.6. There are functions $L$ and $W$ which satisfy the conditions in our Theorem 1.5 but do not satisfy the corresponding conditions in [1-6, 8, 9, 12, 14-19]. For example, let
\[
L(t) = \begin{cases} (e^{t^2} - 2)I_N, & |t| \leq 1/\sqrt{e} \\ (\ln t^2)I_N, & |t| > 1/\sqrt{e}, \end{cases}
\]
\[
W(t, u) = \frac{1}{2} (e^{-t^2} + a) |u|^2 \left(1 - \frac{1}{\ln (e + |u|)}\right).
\]
Simple computation shows that $M(t) = (e^{-t^2} + a) I_N$ in (W2) and we can choose suitable $a > \inf(\sigma(A) \cap (0, \infty))$ such that (W4) holds due to the special spectral result of $A$ above.

2 Variational setting and proof of the main result

In order to establish a variational setting for the problem (1.1), we further need the following lemma which can be found in [5].

**Lemma 2.1** ([5, Lemma 2.3]). If $L$ satisfies (L1) and (L2), then $D(A)$ is continuously embedded in $H^{2,2}(\mathbb{R}, \mathbb{R}^N)$ and consequently, we have
\[
|u(t)| \to 0 \text{ and } \dot{u}(t) \to 0 \text{ as } |t| \to \infty, \forall u \in D(A).
\]

For any fixed $b > 0$, let $k$ be the number of eigenvalues of the operator $A$ (counted with multiplicity) lying in $[-b, b]$. Denote by $f_i$ ($1 \leq i \leq k$) the corresponding eigenfunctions and set
\[
L^b = \text{span}\{f_1, \ldots, f_k\},
\]
then we have the orthogonal decomposition
\[
L^2 = L^b \oplus L^{b+}, \quad u = u^b + u^{b+}.
\]
where $L^{b+}$ is the orthogonal complement of $L^b$ in $L^2$.

Correspondingly, $E$ has the decomposition
\[
E = E^b \oplus E^{b+} \text{ with } E^b = L^b \text{ and } E^{b+} = E \cap L^{b+},
\]
orthogonal with respect to both the inner products $(\cdot, \cdot)_2$ and $(\cdot, \cdot)$. Then we have the following lemma which will be used.
Lemma 2.2. For any fixed $b > 0$, let $E = E^b - \oplus E^b +$ as above, then

$$b|u|^2 \leq \|u\|^2 \quad \text{for all } u \in E^b +,$$

where $| \cdot |_2$ is the norm on $L^2$.

Proof. It is obvious from the definition of the norm $\| \cdot \|$ on $E$ and the distribution of the eigenvalues of $A$. \qed

By virtue of the quadratic form in (1.3), we define a functional $\Phi$ on $E$ by

$$\Phi(u) = \frac{1}{2} a(u, v) - \Psi(u)$$

$$= \frac{1}{2} \int_{\mathbb{R}} (|\dot{u}|^2 + \langle L(t)u, u \rangle) dt - \Psi(u)$$

$$= \frac{1}{2} \|u^+\|^2 - \frac{1}{2} \|u^-\|^2 - \Psi(u) \quad \text{where } \Psi(u) = \int_{\mathbb{R}} W(t, u) dt \quad (2.1)$$

for all $u = u^- + u^0 + u^+ \in E = E^- \oplus E^0 \oplus E^+$. By (W1) and Lemma 1.1, $\Phi$ and $\Psi$ are well defined. Furthermore, we have

Proposition 2.3. Let (L1), (L2) and (W1) be satisfied. Then $\Psi \in C^1(E, \mathbb{R})$, and hence $\Phi \in C^1(E, \mathbb{R})$. Moreover,

$$\Psi'(u)v = \int_{\mathbb{R}} \langle W_u(t, u), v \rangle dt \quad (2.2)$$

$$\Phi'(u)v = (u^+, v^+) - (u^-, v^-) - \Psi'(u)v$$

$$= (u^+, v^+) - (u^-, v^-) - \int_{\mathbb{R}} \langle W_u(t, u), v \rangle dt \quad (2.3)$$

for all $u = u^- + u^0 + u^+ \in E = E^- \oplus E^0 \oplus E^+$ and $v = v^- + v^0 + v^+ \in E = E^- \oplus E^0 \oplus E^+$, and critical points of $\Phi$ on $E$ are homoclinic solutions of (1.1).

Proof. We first verify (2.2) by definition. Let $u \in E$. Using (W1), by the mean value
theorem and the H"older inequality, we have

\[
\left| \int_{|t|>T} (W(t, u + v) - W(t, u) - \langle W_u(t, u), v \rangle) dt \right| \\
\leq C \left( \int_{|t|>T} (|u| + |v|)^2 dt \right)^{1/2} |v|_2 \\
\leq C\beta_2 \left( \int_{|t|>T} (|u| + |v|)^2 dt \right)^{1/2} \|v\|, \forall T > 0, \forall v \in E,
\] (2.4)

where \( C \) is a constant and the last inequality holds by (1.2). In view of Lemma 1.1, for any \( \varepsilon > 0 \), there is a \( \delta_1 > 0 \) and \( T_\varepsilon > 0 \) such that

\[
C\beta_2 \left( \int_{|t|>T_\varepsilon} (|u| + |v|)^2 dt \right)^{1/2} \leq \varepsilon/2,
\] (2.5)

for all \( v \in E, \|v\| \leq \delta_1 \).

From Remark 1.2, \( u \in H^{1,2}(\mathbb{R}, \mathbb{R}^N) \). Define \( \Psi_T : E \to \mathbb{R} \) by

\[
\Psi_T(u) := \int_{-T}^T W(t, u) dt, \forall u \in E.
\]

It is known (see, e.g., [13]) that \( \Psi_T \in C^1(H^{1,2}([-T, T], \mathbb{R}^N), \mathbb{R}) \) for any \( T > 0 \). Therefore, for the \( \varepsilon \) and \( T_\varepsilon \) given above, by Remark 1.2 there is a \( \delta_2 = \delta_2(\varepsilon, T_\varepsilon, u) \) such that

\[
\left| \int_{-T_\varepsilon}^{T_\varepsilon} (W(t, u + v) - W(t, u) - \langle W_u(t, u), v \rangle) dt \right| \leq \frac{\varepsilon}{2}\|v\|,
\] (2.6)

for all \( v \in E, \|v\| \leq \delta_2 \).

Combining (2.4), (2.5) with (2.6) and taking \( \delta = \min\{\delta_1, \delta_2\} \), then we obtain

\[
\left| \int_{\mathbb{R}} (W(t, u + v) - W(t, u) - \langle W_u(t, u), v \rangle) dt \right| \leq \varepsilon\|v\|
\]

for all \( v \in E, \|v\| \leq \delta \). Thus (2.2) follows immediately by the definition of Fréchet derivatives. Due to the form of \( \Phi \) in (2.1), (2.3) also holds.
We then prove that $\Psi'$ is continuous. Suppose $u_n \to u_0$ in $E$ and hence $u_n \to u_0$ in $L^\infty$ by Lemma 1.1. Note that

$$\sup_{\|v\|=1} \|(\Psi'(u_n) - \Psi'(u_0))v\| = \sup_{\|v\|=1} \left| \int \langle W_u(t, u_n) - W_u(t, u_0), v \rangle dt \right|$$

$$\leq \sup_{\|v\|=1} \left( \int |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} |v|_2$$

$$\leq \beta_2 \left( \int |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2}$$

(2.7)

where $\beta_2$ is the constant in (1.2).

Note that, by Lemma 1.1, $(u_n)$ is bounded in $L^2$ since $u_n \to u_0$ in $E$, i.e., there exists a constant $M_0 > 0$ such that $|u_n|_2 \leq M_0$, $\forall n \in \mathbb{N}$. By (W1), for any $\varepsilon > 0$, there exists $\eta > 0$ such that

$$|W_u(t, u_n)| \leq \frac{\varepsilon}{2(M_0 + |u_n|_2)} |u|, \forall u \in \mathbb{R}^N, |u| \leq \eta.$$  

(2.8)

Due to $u_0 \in H^{1,2}(\mathbb{R}, \mathbb{R}^N)$ and $u_n \to u_0$ in $L^\infty$, there exist $T_\varepsilon > 0$ and $N_1 \in \mathbb{N}$ such that for all $n > N_1$ and $|t| \geq T_\varepsilon$, it holds that

$$|W_u(t, u_n(t))| \leq \frac{\varepsilon}{2(M_0 + |u_n|_2)} |u_n(t)|,$$

$$|W_u(t, u_0(t))| \leq \frac{\varepsilon}{2(M_0 + |u_0|_2)} |u_0(t)|.$$  

(2.9)

Observe also that $(u_n)$ is bounded in $L^\infty$, then by (W1) and Lebesgue’s Dominated Convergence Theorem,

$$\left( \int_{-T_\varepsilon}^{T_\varepsilon} |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} \to 0, \text{ as } n \to \infty.$$  

Then there exists $N_2 \in \mathbb{N}$ such that for all $n > N_2$,

$$\left( \int_{-T_\varepsilon}^{T_\varepsilon} |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} \leq \varepsilon/2$$
Combining this with (2.9) and taking \( N = \max \{ N_1, N_2 \} \), we have

\[
\left( \int_{\mathbb{R}} |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} \\
\leq \left( \int_{-T_e}^{T_e} |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} + \left( \int_{|t| > T_e} |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} \\
\leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2(M_0 + |u_0|_2)}(|u_n|_2 + |u_0|_2) \leq \varepsilon
\]

for all \( n > N \). This shows that

\[
\left( \int_{\mathbb{R}} |W_u(t, u_n) - W_u(t, u_0)|^2 dt \right)^{1/2} \to 0, \quad n \to \infty.
\]

Thus the continuity of \( \Psi' \) follows immediately by (2.7). Consequently, the form of \( \Phi \) yields \( \Phi \in C^1(E, \mathbb{R}) \).

Finally, we show that critical points of \( \Phi \) on \( E \) are homoclinic solutions of (1.1). Note first that, by means of a standard argument, (1.3)—(1.5) and (2.3) imply that critical points of \( \Phi \) belong to \( C^2(\mathbb{R}, \mathbb{R}^N) \) and satisfy (1.1). Now for any critical point \( u \) of \( \Phi \) on \( E \), by (W1) and Lemma 1.1, one has

\[
|Au|^2 = \int_{\mathbb{R}} |W_u(t, u)|^2 dt \\
\leq C_W^2 |u|^2 < \infty.
\]

where \( C_W \) is the constant in (W1). Thus \( u \in D(A) \) and \( u \) is a homoclinic solution of (1.1) by Lemma 2.1. The proof is completed.

We will make use of minimax arguments to prove our main result and first state two results of this type from Rabinowitz [13] and Ghoussoub [10] here. One is the following linking theorem:
Theorem 2.4 ([13, Theorem 5.3]). Let $E$ be a real Banach space with $E = V \oplus X$, where $V$ is finite dimensional. Suppose $\Phi \in C^1(E, \mathbb{R})$, satisfies $(PS)$-condition, and

$(\Phi_1)$ there are constants $\rho, \alpha > 0$ such that $\Phi |_{\partial B_\rho \cap X} \geq \alpha$, and

$(\Phi_2)$ there is an $e \in \partial B_\rho \cap X$ and $R > \rho$ such that if $Q \equiv (B_R \cap V) \oplus \{re \mid 0 < r < R\}$, then $\Phi |_{\partial Q} \leq 0$.

where $B_r$ is an open ball in $E$ of radius $r$ centered at 0.

Then $\Phi$ possess a critical value $c \geq \alpha$ which can be characterized as

$$c \equiv \inf_{h \in \Gamma} \max_{u \in Q} \Phi(h(u)),$$

where

$$\Gamma = \{h \in C(Q, E) \mid h = \text{id} \text{ on } \partial Q\}.$$

The other one is the $\mathbb{Z}_2$-symmetric Mountain Pass Theorem:

Theorem 2.5 ([10, Corollary 7.22]). Let $\Phi$ be an even $C^1$-functional satisfying $(PS)$ on $X = Y \oplus Z$ where $\dim(Y) = k < \infty$. Assume $\Phi(0) = 0$ as well as the following conditions:

(1) There is $\rho > 0$ and $\alpha \geq 0$ such that $\inf \Phi(S_\rho(Z)) \geq \alpha$.

(2) There exists $R > \rho$ and a subspace $F$ of $X$ containing $Y$ such that $\dim(F) = n > k$ and $\sup \Phi(S_R(F)) \leq 0$.

There exists then critical values $c_i$ ($1 \leq i \leq n - k$) for $\Phi$ such that

(a) $0 \leq \alpha \leq c_1 \leq \cdots \leq c_{n-k}$.

(b) $\Phi$ has at least $n - k$ distinct pairs of non-trivial critical points.

In order to prove our main result by virtue of the above theorems, we need to investigate the $(PS)$-condition and the linking structure with respect to the functional. We will divide it into two parts and follow partially the ideas of the paper [7] to give the proofs of some lemmas in the two parts as follows.
Part I. The \((PS)\)-condition

we will discuss the \((PS)\)-condition in this part.

**Lemma 2.6.** Suppose that \((W1)\), \((W2)\) and \((W4)\) are satisfied, then any \((PS)\)-sequence is bounded.

**Proof.** Let \((u_n) \subset E\) be a \((PS)\)-sequence, i.e., there exists a constant \(C_0 > 0\) such that

\[
|\Phi(u_n)| \leq C_0 \quad \text{and} \quad \Phi'(u_n) \to 0. \tag{2.10}
\]

Arguing indirectly we assume that, up to a subsequence, \(\|u_n\| \to \infty\) and set \(v_n = u_n/\|u_n\|\). Then \(\|v_n\| = 1\). By Lemma 1.1 passing to a subsequence if necessary, \(v_n \rightharpoonup v\) in \(E\) and \(v_n \to v\) in \(L^p\) for all \(2 \leq p \leq \infty\). Then \(v_n\) is bounded in \(L^\infty\). Since, by \((W1)\) and \((W2)\), \(|w_u(t, u)| \leq C_w |u|\) for some \(C_w > 0\), \(w_u(t, u) = o(|u|)\) as \(|u| \to \infty\), \(\forall t \in \mathbb{R}\) and \(|u_n(t)| \to \infty\) if \(v(t) \neq 0\), then it follows, by Lebesgue’s Dominated Convergence Theorem, that

\[
\int_\mathbb{R} \frac{\langle W_u(t, u_n(t)), \varphi(t) \rangle}{\|u_n\|} dt = \int_\mathbb{R} \langle M(t)v_n(t), \varphi(t) \rangle dt + \int_{u_n(t) \neq 0} \frac{\langle w_u(t, u_n(t)), \varphi(t) \rangle}{\|u_n\|} v_n(t) dt \\
\to \int_\mathbb{R} \langle M(t)v(t), \varphi(t) \rangle dt \quad \text{as} \quad n \to \infty
\]

for all \(\varphi \in C_0^\infty(\mathbb{R}, \mathbb{R}^N)\).

By (2.3), we have

\[
\frac{\Phi'(u_n)\varphi}{\|u_n\|} = (v_n^+, \varphi) - (v_n^-, \varphi) - \int_\mathbb{R} \frac{\langle W_u(t, u_n(t)), \varphi(t) \rangle}{\|u_n\|} dt
\]

for all \(\varphi \in C_0^\infty(\mathbb{R}, \mathbb{R}^N)\). From this we deduce, using (2.10), that

\[
(-d^2/dt^2 + L(t))v(t) = M(t)v(t),
\]

i.e.,

\[
(A - M)v = 0. \tag{2.11}
\]

We claim that \(v \neq 0\). Arguing by contradiction we assume that \(v = 0\). Choose \(b > 0\) in Lemma 2.2 such that \(C_w b < 1\), where \(C_W\) is the constant in \((W1)\). Since \(E^{b^-} \subset E\)}
in Lemma 2.2 is of finite-dimension, then the compactness of the orthogonal projection $P^b : E \to E^b \subset E$ implies $v_n^b \to v^b = 0$ in $E$.

It follows from (2.3) that

$$\frac{\Phi'(u_n)((u_n^b)^+ - (u_n^b)^-)}{\|u_n\|^2} = \|v_n^b\|^2 - \int_{u_n(t) \neq 0} \frac{W_n(t, u_n), (v_n^b)^+ - (v_n^b)^-}{|u_n|} |v_n| dt,$$

then

$$\|v_n^b\|^2 = \int_{u_n(t) \neq 0} \frac{W_n(t, u_n), (v_n^b)^+ - (v_n^b)^-}{|u_n|} |v_n| dt + \frac{\Phi'(u_n)((u_n^b)^+ - (u_n^b)^-)}{\|u_n\|^2},$$

$$\leq C_W \int_{\mathbb{R}} |(v_n^b)^+ - (v_n^b)^-| |v_n| dt + \frac{\|\Phi'(u_n)\|}{\|u_n\|},$$

$$\leq \frac{C_W}{2} \left( \int_{\mathbb{R}} |(v_n^b)^+ + (v_n^b)^-|^2 dt + \int_{\mathbb{R}} |(v_n^b)^+ - (v_n^b)^-|^2 dt \right)$$

$$+ \frac{C_W}{2} \int_{\mathbb{R}} |v_n^b|^2 dt + \frac{\|\Phi'(u_n)\|}{\|u_n\|},$$

$$= C_W \|v_n^b\|_2^2 + \frac{C_W}{2} \|v_n^b\|_2^2 + \frac{\|\Phi'(u_n)\|}{\|u_n\|},$$

$$\leq \frac{C_W}{b} \|v_n^b\|^2 + \frac{C_W}{2} \|v_n^b\|^2 + \frac{\|\Phi'(u_n)\|}{\|u_n\|},$$

where $| \cdot |_2$ is the norm on $L^2$ and $(\cdot)^+, (\cdot)^-$ are the respective components with respect to the orthogonal decomposition in Remark 1.3. The last inequality follows by Lemma 2.2.

Note that $v_n^b \to 0$ in $L^2$ since $v_n^b \to v^b$ in $E$. Thus $\frac{C_W}{b} < 1$ and (2.10) imply $\|v_n^b\|^2 \to 0$. Then $1 = \|v_n\|^2 = \|v_n^b\|^2 + \|v_n^b\|^2 \to 0$, a contradiction.

Therefore, $v \neq 0$. Then (2.11) implies that 0 is an eigenvalue of $A - M$ which is in contradiction to (W4).

\[ \square \]

**Lemma 2.7.** Suppose that (W1), (W2) and (W4) are satisfied. Then $\Phi$ satisfies the (PS)-condition.

**Proof.** Let $(u_n) \subset E$ be an arbitrary (PS)-sequence. By Lemma 2.6 it is bounded, hence, we may assume without loss of generality that $u_n \rightharpoonup u$ in $E$ and hence $u_n^+ \rightharpoonup u^+$.
and \( u^- \to u^- \) due to \( \dim(E^-) < \infty \). By Lemma 1.1, \( u_n \to u \) and \( u_n^+ \to u^+ \) in \( L^2 \). Observe that
\[
\| u_n^+ - u_m^+ \|^2 = (\Phi'(u_n) - \Phi'(u_m))(u_n^+ - u_m^+)
+ \int_{\mathbb{R}} (W_u(t, u_n(t)) - W_u(t, u_m(t)), u_n^+ - u_m^+) dt, \quad \forall n, m \in \mathbb{N}.
\]
(2.12)

By (W1) and Hölder inequality
\[
\left| \int_{\mathbb{R}} \langle W_u(t, u_n(t)) - W_u(t, u_m(t)), u_n^+ - u_m^+ \rangle dt \right|
\leq C_W \int_{\mathbb{R}} (|u_n| + |u_m|)|u_n^+ - u_m^+| dt
\leq C_W (|u_n|_2 + |u_m|_2)|u_n^+ - u_m^+|_2 \to 0 \quad \text{as } n, m \to \infty
\]
since \( u_n \to u \) and \( u_n^+ \to u^+ \) in \( L^2 \).

Note that
\[
(\Phi'(u_n) - \Phi'(u_m))(u_n^+ - u_m^+) \to 0 \quad \text{as } n, m \to \infty
\]
since \( \Phi'(u_n) \to 0 \) and \( (u_n) \) is bounded in \( E \). Then (2.12) implies that \( (u_n^+) \) is a Cauchy sequence in \( E \). Hence \( u_n^+ \to u^+ \) in \( E \). Recall that \( \dim(E^- \oplus E^0) < \infty \), then \( u_n^- + u_n^0 \to u^- + u^0 \) in \( E \). This yields \( u_n \to u \) in \( E \) and the proof is completed.

\( \square \)

**Part II. Linking structure.**

First we have the following lemma.

**Lemma 2.8.** Let (W1) be satisfied. Then there exists \( \rho > 0 \) such that
\[
\alpha := \inf_{\partial B_\rho \cap E^+} \Phi > 0.
\]

**Proof.** By Lemma 1.1 we have
\[
|u|_\infty \to 0 \text{ as } \|u\| \to 0,
\]
(2.13)
where \( \cdot \) is the norm on \( L^\infty \). From (W1), we obtain that \( W(t, u) = o(|u|^2) \) as \( |u| \to 0 \) uniformly in \( t \). Combining this with (2.13), for any \( \varepsilon > 0 \), there is a \( \delta > 0 \) such that
\[
\Psi(u) \leq \varepsilon |u|^2 \leq \varepsilon \beta_2^2 \|u\|^2, \quad \forall \|u\| \leq \delta.
\]
where $\beta_2$ is the constant in (1.2). Taking $\varepsilon = 1/(4\beta_2^2)$ and $0 < \rho < \delta$, then $\alpha := \inf \Phi(\partial B^r \cap E^+) \geq \rho^2/4 > 0$ by the form of $\Phi$ in (2.1).

Due to (W3) and the spectral result of $A$ in the previous section, we can arrange all the eigenvalues (counted with multiplicity) of $A$ in $(0, m_0)$ by $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_\ell < m_0$ and let $e_j$ denote the corresponding eigenfunctions: $A e_j = \lambda_j e_j$ for $j = 1, \ldots, \ell$. Set $E_\ell^+ := \text{span}\{e_1, \ldots, e_\ell\}$. According to the definition of the norm on $E$, we have

$$\lambda_1 |v|^2 \leq \|v\|^2 \leq \lambda_\ell |v|^2 \quad \text{for all } v \in E_\ell^+. \quad (2.14)$$

Set $\hat{E} = E^- \ominus E^0 \oplus E_\ell^+$.

**Lemma 2.9.** Let (W1), (W2) and (W3) be satisfied and $\rho > 0$ be given by Lemma 2.8. Then there exists $R_{\hat{E}} > \rho$ such that $\Phi(u) < 0$ for all $u \in \hat{E}$ with $\|u\| \geq R_{\hat{E}}$.

**Proof.** It suffice to show that $\Phi(u) \to -\infty$ as $u \in \hat{E}$, $\|u\| \to \infty$. Arguing indirectly we assume that there exist some $c > 0$ and a sequence $(u_j) \subset \hat{E}$ with $\|u_j\| \to \infty$ such that $\Phi(u_j) \geq -c$ for all $n$. Then, setting $v_n = u_n/\|u_n\|$, we have $\|v_n\| = 1$, and we may assume without loss of generality $v_n \to v$, $v_n^- \to v^-$, $v_n^0 \to v^0$, $v_n^+ \to v^+ \in E_\ell^+$ since $\dim(\hat{E}) < \infty$.

From (2.1), we have

$$-\frac{c}{\|u_n\|^2} \leq \frac{\Phi(u_n)}{\|u_n\|^2} = \frac{1}{2}\|v_n^+\|^2 - \frac{1}{2}\|v_n^-\|^2 - \int_{\mathbb{R}} W(t, u_n) dt. \quad (2.15)$$

We claim that $v^+ \neq 0$. Indeed, if not it follows from (2.15) and (W1) that $\|v_n^-\| \to 0$ and thus $v_n \to v = v^0$. Also $\int_{\mathbb{R}} \frac{W(t, u_n)}{\|u_n\|^2} dt \to 0$ and, by Lemma 1.1, $v_n \to v$ in $L^2$.

Note that by (W1) and (W2), $W(t, u) = \frac{1}{2} M(t) u \cdot u + w(t, u)$ and $|w(t, u)| \leq C_w |u|^2$ for some $C_w > 0$, $w(t, u)/|u|^2 \to 0$ as $|u| \to \infty$, $\forall t \in \mathbb{R}$. Since $|u_n(t)| \to \infty$ if $v(t) \neq 0$, we obtain

$$\int_{\mathbb{R}} \frac{|w(t, u_n)|}{\|u_n\|^2} dt = \int_{u_n(t) \neq 0} \frac{|w(t, u_n)|}{|u_n|^2} |v_n|^2 dt$$

$$\leq 2 \int_{u_n(t) \neq 0} \frac{|w(t, u_n)|}{|u_n|^2} |v_n - v|^2 dt + 2 \int_{u_n(t) \neq 0} \frac{|w(t, u_n)|}{|u_n|^2} |v|^2 dt$$

$$\leq 2C_w \int_{\mathbb{R}} |v_n - v|^2 dt + 2 \int_{u_n(t) \neq 0} \frac{|w(t, u_n)|}{|u_n|^2} |v|^2 dt$$

$$= o(1). \quad (2.16)$$
The last equality holds by $v_n \to v$ in $L^2$ and Lebesgue’s Dominated Convergence Theorem. Also, by (W3),
\[
\frac{1}{2} \int_\mathbb{R} \frac{\langle M(t)u_n, u_n \rangle}{\|u_n\|^2} dt = \frac{1}{2} \int_{u_n(t) \neq 0} \frac{\langle M(t)u_n, u_n \rangle}{\|u_n\|^2} |v_n|^2 dt \geq \frac{m_0}{2} |v_n|^2.
\] (2.17)

From (2.16), (2.17) and since \( \int_\mathbb{R} \frac{W(t,u_n)}{\|u_n\|^2} dt \to 0 \) it follows that \( |v_n|_2 \to 0 \). Due to \( \dim(\tilde{E}) < \infty \), \( 1 = \|v_n\| \to 0 \) and this contradiction implies that \( v^+ \neq 0 \). Note that (W3), (2.14) and Remark 1.3 imply that
\[
\|v^+\|^2 - \|v^-\|^2 - \int_\mathbb{R} \langle M(t)v, v \rangle dt \leq \|v^+\|^2 - \|v^-\|^2 - m_0|v|^2
\leq - (m_0 - \lambda_\ell)|v^+|^2 + \|v^-\|^2 + m_0|v^- + v^0|^2 < 0
\]

Then there is \( T > 0 \) such that
\[
\|v^+\|^2 - \|v^-\|^2 - \int_{-T}^{T} \langle M(t)v, v \rangle dt < 0.
\] (2.18)

By (2.16), we get
\[
\lim_{n \to \infty} \int_{-T}^{T} \frac{w(t,u_n)}{\|u_n\|^2} dt \to 0.
\]

Thus (2.15) and (2.18) imply that
\[
0 \leq \lim_{n \to \infty} \left( \frac{1}{2} \|v^+_n\|^2 - \frac{1}{2} \|v^-_n\|^2 - \int_{-T}^{T} \frac{W(t,u_n)}{\|u_n\|^2} dt \right)
= \frac{1}{2} \left( \|v^+\|^2 - \|v^-\|^2 - \int_{-T}^{T} \langle M(t)v, v \rangle dt \right) < 0,
\]
a contradiction.

As an immediate result of Lemma 2.9, we have

**Lemma 2.10.** Let (W1), (W2) be satisfied and \( \rho > 0 \) be given by Lemma 2.8. Then, letting \( e \in E^+_r \) with \( \|e\| = 1 \), there is \( R > \rho \) such that \( \sup \Phi(\partial Q) \leq 0 \) where \( Q := \{u = u_1 + re : u_1 \in E^- \oplus E^0, \|u_1\| \leq R, 0 < r < R\} \).
**Proof.** Set \( R = R_\tilde{E} \), where \( R_\tilde{E} \) is the constant in Lemma 2.9. Then, by Lemma 2.9

\[
\Phi(u) < 0, \quad \forall u \in E^- \oplus E^0 \oplus \text{span} \{e\} \subset \tilde{E}, \quad \|u\| \geq R. \tag{2.19}
\]

Observe that

\[
\partial Q = Q_1 \cup Q_2 \cup Q_3,
\]

where

- \( Q_1 := \{ u \in E^- \oplus E^0 : \|u\| \leq R \} \),
- \( Q_2 := \{ u = u_1 + Re : u_1 \in E^- \oplus E^0, \|u_1\| \leq R \} \),
- \( Q_3 := \{ u = u_1 + re : u_1 \in E^- \oplus E^0, \|u_1\| = R, \ 0 \leq r \leq R \} \).

Due to (2.19), it holds that

\[
\Phi(u) \leq 0, \quad \forall u \in Q_2 \cup Q_3.
\]

Also, in view of (W1) and the form of \( \Phi \) in (2.1), \( \Phi(u) \leq 0, \forall u \in Q_1 \). Then the proof is completed. \( \square \)

After all the above preparations, we now come to the proof of our main result.

**Proof of Theorem 1.5.** Step 1. Existence. With \( V = E^- \oplus E^0 \) and \( X = E^+ \) in Theorem 2.4, the conditions \((\Phi_1)\) and \((\Phi_2)\) there hold by Lemmas 2.8 and 2.10 respectively. \( \Phi \) satisfies the \((\text{PS})\)-condition by Lemma 2.7. Hence, \( \Phi \) has at least one critical point \( u \) with \( \Phi(u) \geq \alpha > 0 \) by Theorem 2.4. Since \( \Phi(0) = 0 \), \( u \) is a nontrivial critical point of \( \Phi \). Then (1.1) has at least one nontrivial homoclinic solution \( u \) by Proposition 2.3.

Step 2. Multiplicity. Let \( X = E \), \( Y = E^- \oplus E^0 \) and \( Z = E^+ \) in Theorem 2.5. Since \( W(t, u) \) is even in \( u \), then \( \Phi \) is even and \( \Phi(0) = 0 \) by the form of \( \Phi \) in (2.1). Lemma 2.8 shows that (1) in Theorem 2.5 holds. With \( F = \tilde{E} \) in Theorem 2.5, then Lemma 2.9 implies that (2) in Theorem 2.5 also holds. Note that \( \dim(F) - \dim(Y) = \dim(E^+_\ell) = \ell \). Therefore, \( \Phi \) has at least \( \ell \) pairs of nontrivial critical points by Theorem 2.5 and then (1.1) has at least \( \ell \) pairs of nontrivial homoclinic solutions by Proposition 2.3. \( \square \)
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