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THE WHITHAM EQUATION WITH SURFACE TENSION

EVGUENI DINVAY, DAULET MOLDABAYEV, DENYS DUTYKH, AND HENRIK KALISCH

Abstract. The Whitham equation was proposed as an alternate model equation for the simplified description of uni-directional wave motion at the surface of an inviscid fluid. As the Whitham equation incorporates the full linear dispersion relation of the water wave problem, it is thought to provide a more faithful description of shorter waves of small amplitude than traditional long wave models such as the KdV equation. In this work, we derive the Whitham equation from the Hamiltonian theory of surface water waves while taking into account surface tension. It is shown numerically that in various scaling regimes the Whitham equation gives a more accurate approximation of the free-surface problem for the Euler system than other models like the KdV, BBM or Kawahara equation. Only in the case of very long waves with positive polarity do the KdV and Kawahara equations outperform the Whitham equation with surface tension.

1. Introduction

In its simplest form, the water-wave problem concerns the flow of an incompressible inviscid fluid with a free surface over a horizontal impenetrable bed. In this situation, the fluid flow is described by the Euler equations with appropriate boundary conditions, and the dynamics of the free surface are of particular interest in the solutions of this problem.

There are a number of model equations which allow the approximate description of the evolution of the free surface without having to provide a complete solution of the fluid flow below the surface. In the present contribution, interest is focused on the derivation and evaluation of a non-local water-wave model known as the Whitham equation. We extend here the results of the work [25] to the case where surface tension is taken into account. The model equation under study is written as

\[ \eta_t + W\eta_x + \frac{3}{2} \eta_{xx} = 0, \]  

(1.1)

where the convolution kernel of the operator \( W\eta_x = w(-i\partial_x)\eta_x = (\mathcal{F}^{-1}w) \ast \eta_x \) is given in terms of the Fourier transform by

\[ w(\xi) = \sqrt{(1 + \kappa\xi^2) \tanh(\xi)}. \]  

(1.2)

Here it is assumed that the variables are suitably normalized so that the gravitational acceleration, the undisturbed depth of the fluid and the density are all unity. The surface fluid tension is included here by means of the capillarity parameter \( \kappa \) which is the inverse of the Bond number. The convolution can be thought of as a Fourier multiplier operator, and (1.2) represents the Fourier symbol of the operator. It is also convenient from the analytical point of view to regard the Whitham operator \( W = w(-i\partial_x) \) as an integral with respect to the spectral measure of the self-adjoint operator \(-i\partial_x\) in \( L^2(\mathbb{R}) \). Thus after linearisation (1.1) can be considered as a Schrödinger equation with the self-adjoint
operator \(-i\partial_x w(-i\partial_x)\). Indeed, introducing operator \(D = -i\partial_x\) one may rewrite (1.1) as

\[ i\eta_t = Dw(D)\eta + \frac{3}{4}D\eta^2. \]

From this point of view, for example, one may deduce straight away that for any real valued solution \(\eta \in C^1(\mathbb{R}, L^2(\mathbb{R}))\) of this equation the \(L^2\)-norm does not depend on time.

The Whitham equation was proposed by Whitham [31] as an alternative to the well known Korteweg-de Vries (KdV) equation

\[ \eta_t + \eta_x + \frac{3}{2}\eta\eta_x - \frac{1}{2}(\varpi - \frac{1}{3})\eta_{xxx} = 0. \]  \(1.3\)

Provided \(\varpi < 1/3\) one may rescale \(x\) and \(t\) by \(\sqrt{1-3\varpi}\) and arrive at the equation

\[ \eta_t + \eta_x + \frac{3}{2}\eta\eta_x + \frac{1}{6}\eta_{xxx} = 0. \]

Thus it is apparent that small capillary effect do not add anything new to the KdV model. However, when \(\varpi\) is near 1/3 one cannot expect that this model be applicable. To describe surface waves in such a situation, one may use instead the fifth-order-model equation

\[ \eta_t + \eta_x + \frac{3}{2}\eta\eta_x - \frac{1}{2}(\varpi - \frac{1}{3})\eta_{xxx} + \frac{1}{360}(19 - 30\varpi - 45\varpi^2)\eta_{xxxx} = 0. \]  \(1.4\)

In our numerical experiments we use \(\varpi = 1/3\), so that the equation reduces to what is known as the Kawahara equation [19, 5], which has the following form:

\[ \eta_t + \eta_x + \frac{3}{2}\eta\eta_x + \frac{1}{90}\eta_{xxxxx} = 0. \]

The validity of the KdV and Kawahara equations can be described in the terms of the Stokes number \(S = \alpha\lambda^2\) where \(\alpha = a/h_0\) and \(\lambda/h_0\) represent a prominent amplitude and a characteristic wavelength of the wave field respectively. The KdV equation is known to be a good model for water waves if the amplitude of the waves is small and the wavelength is large when compared to the undisturbed depth, and if in addition, the two non-dimensional quantities \(\alpha\) and \(1/\lambda^2\) are of similar size which means \(S \sim 1\). With the same requirement and \(\varpi\) near 1/3 the Kawahara equation gives better results for waves where capillarity is important. Another alternative model to the KdV equation (1.3) known as the BBM equation was put forward in [28] and studied in depth in [3]. That one with the capillarity \(\varpi\) has the form

\[ \eta_t + \eta_x + \frac{3}{2}\eta\eta_x + \frac{1}{2}(\varpi - \frac{1}{3})\eta_{xx} = 0. \]  \(1.5\)

The linearized dispersion relation of this equation is not an exact match to the dispersion relation of the full water-wave problem, but it is much closer than the KdV equation in the case when \(\varpi < 1/3\), and it might also be expected that this equation may be able to model shorter waves more successfully than the KdV equation. However, the domain of its applicability is \(S \sim 1\), that coincides with the corresponding restrictions of the KdV model [3]. One may also notice that (1.5) can also be scaled to the equation without capillarity in the same way as (1.3) providing capillarity \(\varpi\) is small.

Both KdV and Kawahara equations are generally believed to approximate very long waves quite well, but one notorious problem with these equations is that they do not model accurately the dynamics of shorter waves. Recognizing this shortcoming of the KdV equation, Whitham proposed to use the same nonlinearity as the KdV equation, but coupled with a linear term which mimics the linear dispersion relation of the full
water-wave problem. Thus, at least in theory, the Whitham equation can be expected to yield a description of the dynamics of shorter waves which is closer to the governing Euler equations. The Whitham equation (1.1) has been studied from a number of vantage points during recent years. In particular, the existence of traveling and solitary waves has been studied [1, 12, 13, 14]. Well posedness of a similar equation was investigated in [21]. Moreover, it has been shown in [17, 18, 30] that periodic solutions of equation (1.1) feature modulational instability for short enough waves in a similar way as small-amplitude periodic wave solutions of the water-wave problem. The performance of the Whitham equation in the description of surface water waves has been investigated in [4] in the steady case without surface tension. However, it appears that no study of the performance of the Whitham equation in the presence of capillarity has been done.

In the present note, we give an asymptotic derivation of the Whitham equation as a model for surface water waves, giving close consideration to the influence of the surface tension. The derivation proceeds by examining the Hamiltonian formulation of the water-wave problem due to Zhakarov, Craig and Sulem [33, 9]. This approach is similar to the method of [7]. However, our consideration is not constrained heavily by any particular scalar regime. Firstly, a corresponding Whitham system is derived, and then the Whitham equation is found by restricting the system to one-way propagation. Secondly, we derive different models from the Whitham equation and point out the corresponding domains of their applicability.

Finally, a numerical comparison of modeling properties of the KdV, Kawahara and Whitham equations is given with respect to the Euler system.

2. Euler system and its Hamiltonian

The surface water-wave problem is generally described by the Euler equations with no-flow conditions at the bottom, and kinematic and dynamic boundary conditions at the free surface. Assuming weak transverse effects, the unknowns are the surface elevation \( \eta(x, t) \), the horizontal and vertical fluid velocities \( u_1(x, z, t) \) and \( u_2(x, z, t) \), respectively, and the pressure \( P(x, z, t) \). If the assumption of irrotational flow is made, then a velocity potential \( \phi(x, z, t) \) can be used. Taking the undisturbed depth \( h_0 = 1 \) as a unit of distance, and the parameter \( \sqrt{h_0/g} = 1 \) as a unit of time, the problem may be posed on a domain \( \{(x, z) \in \mathbb{R}^2 | -1 < z < \eta(x, t) \} \) which extends to infinity in the positive and negative \( x \)-direction. Due to the incompressibility of the fluid, the potential then satisfies the Laplace’s equation in this domain. The fact that the fluid cannot penetrate the bottom is expressed by a homogeneous Neumann boundary condition at the flat bottom. Thus we have

\[
\phi_{xx} + \phi_{zz} = 0 \quad \text{in} \quad -1 < z < \eta(x, t) \\
\phi_z = 0 \quad \text{on} \quad z = -1.
\]

The pressure is eliminated with help of the Bernoulli equation, and the free-surface boundary conditions are formulated in terms of the potential \( \varphi \) and the surface displacement \( \eta \) by

\[
\eta_t + \phi_x \eta_x - \phi_z = 0, \\
\phi_t + \frac{1}{2} (\phi_x^2 + \phi_z^2) + \eta - \zeta \eta_{xx} (1 + \eta_z^2)^{-3/2} = 0,
\]

on \( z = \eta(x, t) \). The first equation represents the definition of the fluid velocity with respect to the Euler coordinates. The second one is the Bernoulli equation with the capillary term.

The total energy of the system is given by the sum of the kinetic energy, the potential energy and the surface tension energy, and normalized in such a way that the total energy
is zero when no wave motion is present at the surface. Accordingly the Hamiltonian function for this problem is

\[ H = \int_R \int_{\eta_0}^\eta z \, dz \, dx + \int_R \int_{-1}^\eta \frac{1}{2} |\nabla \phi|^2 \, dz \, dx + \zeta \int_R \frac{\eta^2}{1 + \sqrt{1 + \eta^2}} \, dx. \]

Defining the trace of the potential at the free surface as \( \Phi(x, t) = \phi(x, \eta(x, t), t) \), one may integrate in \( z \) in the first integral and use the divergence theorem on the second integral in order to arrive at the formulation

\[ H = \int_R \left[ \frac{1}{2} \eta^2 + \frac{1}{2} \Phi G(\eta) \Phi + \zeta \frac{\eta^2}{1 + \sqrt{1 + \eta^2}} \right] \, dx. \]  

(2.1)

This is the Hamiltonian of the water wave problem with surface tension as for instance found in [2], and written in terms of the Dirichlet-Neumann operator \( G(\eta) \). As shown in [26], the Dirichlet-Neumann operator is analytic in a certain sense, and can be expanded as a power series as

\[ G(\eta) = \sum_{j=0}^{\infty} G_j(\eta) \Phi. \]

In order to proceed, we need to understand the first few terms in this series. As shown in [9] and [7], the first two terms in this series can be written with the help of the operator \( D \) as

\[ G_0(\eta) = D \tanh(D), \quad G_1(\eta) = D\eta D - D \tanh(D) \eta D \tanh(D). \]

Note that it can be shown that the terms \( G_j(\eta) \) for \( j \geq 2 \) are of quadratic or higher-order in \( \eta \), and will therefore not be needed in the following analysis.

It will be convenient for the present purpose to formulate the Hamiltonian in terms of the dependent variable \( u = \Phi_x \). This new variable is proportional to the velocity of the fluid tangential to the surface. More precisely \( u = \varphi_x + \eta_x \varphi_z = \varphi_T \sqrt{1 + \eta^2} \) where \( \varphi_T \) is exactly the tangential velocity component to the surface. To this end, we define the operator \( K \) by

\[ G(\eta) = DK(\eta) D. \]

As was the case with \( G(\eta) \), the operator \( K(\eta) \) can also be expanded in a Taylor series with respect to powers of \( \eta \) and \( \eta_x \) as

\[ K(\eta) = \sum_{j=0}^{\infty} K_j(\eta), \quad K_j(\eta) = D^{-1} G_j(\eta) D^{-1}. \]

In particular, note that \( K_0 = \tanh(D) / D \) and \( K_1 = \eta - \tanh(D) \eta \tanh(D) \). After integrating by parts the Hamiltonian can be expressed as

\[ H = \int_R \left[ \frac{1}{2} \eta^2 + \frac{1}{2} uK(\eta) u + \zeta \frac{\eta^2}{1 + \sqrt{1 + \eta^2}} \right] \, dx. \]  

(2.2)

The following analysis has the formal character of long-wave approximation. Consider a wave-field having a characteristic non-dimensional wavelength \( \lambda \) and a characteristic non-dimensional amplitude \( \alpha \). We also introduce the small parameter \( \mu = \frac{1}{\lambda} \). To obtain different approximations of the discussed problem the amplitude \( \alpha \) is considered as a function of wave-number \( \mu \). Its behaviour at small wave-numbers defines different scaling regimes. The long-wave approximation means the scale \( \eta = O(\alpha) \), \( u = O(\alpha) \) and \( D = -i\partial_x = O(\mu) \) where \( \alpha = \alpha(\mu) \) depends on the small parameter \( \mu \). Now the Hamiltonian (2.2) may be simplified as follows

\[ H = H_g + H_c + O(\mu^2 \alpha^4) \]  

(2.3)
with the gravity term
\[ H_g = \frac{1}{2} \int_{\mathbb{R}} \left[ \eta^2 + u \frac{\tanh D}{D} u + \eta u^2 - u \tanh D(\eta \tanh Du) \right] dx \quad (2.4) \]
and the capillary part
\[ H_c = \kappa \int_{\mathbb{R}} \frac{\eta^2 dx}{1 + \sqrt{1 + \eta^2}} = \kappa \int_{\mathbb{R}} \frac{\eta^2 dx}{2} + O(\mu^4 \alpha^4). \quad (2.5) \]

Before we continue with derivation of the Whitham equation we prove the following lemma about integration by parts, which is certainly well-known and we add it here only for completeness.

**Lemma 2.1.** Let \( f, g \) be real-valued square integrable functions on real axis \( \mathbb{R} \). Regard \( D = -i\partial_x \) as self-adjoint on \( L^2(\mathbb{R}, \mathbb{C}) \) and a real-valued function \( \varphi \) that is measurable and almost everywhere finite with respect to Lebesgue measure. If \( f, g \) lie in the domain of the operator \( \varphi(D) \) then
\[
\int F\varphi(D)g = \int G\varphi(-D)f
\]

**Proof.** It is given two proofs below. The first one is to regard \( \varphi(D) = (\mathcal{F}^{-1}\varphi)^* \) as the operator of convolution in the sense of distribution theory
\[
\int f\varphi(D)g = \int f(\xi)(\mathcal{F}^{-1}\varphi)(\xi - x)g(x)dx = \int f(\xi)(\mathcal{F}^{-1}\varphi \circ (-id))(x - \xi)g(x)dx = \int g\varphi(-D)g.
\]

The second proof is to represent \( \varphi(D) = \int \varphi dE \) as the integral with respect to spectral measure \( E \) of the operator \( D \). The corresponding projector of the interval \((\alpha, \beta)\) is the convolution with the function \( e^{(\alpha, \beta)}(x) = \frac{1}{2\pi i}(e^{i\beta x} - e^{i\alpha x}) \). So the replacement of \( f \) and \( g \) changes the corresponding spectral complex measure of intervals as follows
\[
\mu_{f,g}(\alpha, \beta) = (E(\alpha, \beta)f, g) = \int e^{(\alpha, \beta)}(x - y)f(y)g(x)dx = \int e^{(-\beta, -\alpha)}(y - x)f(y)g(x)dx = \mu_{g,f}(\beta, -\alpha)
\]
which implies the statement of the lemma
\[
\int f\varphi(D)g = \int \varphi(x)d\mu_{g,f}(x) = \int \varphi(-x)d\mu_{f,g}(x) = \int g\varphi(-D)f.
\]

\[ \square \]

3. **Derivation of the Whitham type evolution system**

The water-wave problem can be rewritten as a Hamiltonian system using the variational derivatives of \( H \). Making reference to \([7, 8]\) note that the pair \((\eta, \Phi)\) represents the canonical variables for the Hamiltonian function \((2.1)\). However, it is more common to write the equations of motion in the fluid dynamics of free surface in terms of \( \eta \) and \( u = \Phi_x \). The transformation \((\eta, \Phi) \mapsto (\eta, u)\) is associated with the Jacobian
\[
\frac{\partial(\eta, u)}{\partial(\eta, \Phi)} = \begin{pmatrix} 1 & 0 \\ 0 & \partial_x \end{pmatrix} \cdot
\]
Thus in terms of $\eta$ and $u$ the Hamiltonian equations have the form

$$
\eta_t = -\partial_x \delta H_{\eta, u}, \quad u_t = -\partial_x \delta H_{\eta, u},
$$

(3.1)

that is not canonical since the associated structure map $J_{\eta, u}$ is symmetric:

$$
J_{\eta, u} = \left( \frac{\partial (\eta, u)}{\partial (\eta, \Phi)} \right) \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \left( \frac{\partial (\eta, u)}{\partial (\eta, \Phi)} \right)^* = \left( \begin{array}{cc} 0 & -\partial_x \\ -\partial_x & 0 \end{array} \right).
$$

We now proceed to derive a system of equations which is similar to the Whitham equation (1.1), but allows bi-directional wave propagation. This system will be a stepping stone on the way to a derivation of (1.1), but may also be of independent interest. The variational derivative $\delta H_{\eta, u}/\delta u$ is defined by means of any real-valued square integrable function $h$ as follows

$$
\int_{\mathbb{R}} \delta H_{\eta, u} \delta u (x) h(x) dx = d_u H_g, h = \left. \frac{d}{d\tau} \right|_{\tau=0} H_g(u + \tau h, \eta) = \int_{\mathbb{R}} u h dx + \frac{1}{2} \int_{\mathbb{R}} \left[ h \tanh D u + u \tanh D h - h \tanh D(\eta \tanh Du) - u \tanh D(\eta \tanh Dh) \right] dx.
$$

Making use of integration by parts described in Lemma 2.1 one obtains

$$
\frac{\delta H_g}{\delta u} = \frac{\tanh D}{D} u + \eta u - \tanh D(\eta \tanh Du) = \frac{\tanh D}{D} u + \eta u + O(\mu^2 \alpha^2)
$$

and in the same way

$$
\frac{\delta H_g}{\delta \eta} = \eta + \frac{1}{2} u^2 + \frac{1}{2} (\tanh D u)^2 = \eta + \frac{1}{2} u^2 + O(\mu^2 \alpha^2).
$$

These variational derivatives were also obtained by Moldabayev and Kalisch [25]. The capillary part $H_c$ defined by (2.5) gives the pressure $P$ on the surface

$$
\frac{\delta H_c}{\delta \eta} = -\kappa \frac{\eta_{xx}}{(1 + \eta_x^2)^2} = -\kappa \eta_{xx} + O(\mu^4 \alpha^3).
$$

At last the Hamilton system (3.1) is simplified to the Whitham system

$$
\eta_t = -\frac{\tanh D}{D} u_x - (\eta u)_x + \tanh D(\eta \tanh Du)_x + O(\mu^3 \alpha^3),
$$

(3.2)

$$
u_t = -\eta_x - u u_x - (\tanh D u) \tanh Du_x + \kappa \eta_{xxx} + O(\mu^3 \alpha^3)
$$

(3.3)

which is in line with the system obtained in [25]

$$
\eta_t = -\frac{\tanh D}{D} u_x - (\eta u)_x + O(\mu^3 \alpha^2),
$$

$$
u_t = -\eta_x - u u_x + \kappa \eta_{xxx} + O(\mu^3 \alpha^2).
$$

4. Derivation of Whitham type evolution equations

It turns out that the Whitham system (3.2), (3.3) might be rewritten as a system of two independent equations by further simplification. More precisely, they will be independent with respect to the linear approximation of that system. For this purpose we need to separate solutions corresponding to waves moving in other directions. In order to derive the Whitham equation for uni-directional wave propagation, it is important to
understand how one-way propagation works in the Whitham system (3.2), (3.3). Regard the linearisation of this system

$$\eta_t + \frac{\tanh D}{D} u_x = 0, \quad (4.1)$$

$$u_t + (1 + \kappa D^2) \eta_x = 0. \quad (4.2)$$

Regarding solutions of this linear system in the wave form

$$\eta(x, t) = A e^{i\xi x - i\omega t}, \quad u(x, t) = B e^{i\xi x - i\omega t}$$

gives rise to the matrix equation

$$\begin{pmatrix} -\omega & \tanh \xi \\ \xi + \kappa \xi^3 & -\omega \end{pmatrix} \begin{pmatrix} A \\ B \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}. $$

This equation has a non-trivial solution, provided its determinant equals zero, so that

$$\omega^2 - (\xi + \kappa \xi^3) \tanh \xi = 0. $$

Defining the phase speed as $c = \omega(\xi)/\xi$ one obtains the dispersion relation

$$c^2(\xi) = (1 + \kappa \xi^2) \frac{\tanh \xi}{\xi}$$

which coincides, up to the sign of $c$, with Whitham dispersion relation (1.2). Obviously, the choice $c > 0$ corresponds to right-going wave solutions of the linear system (4.1), (4.2). And the phase speed $c < 0$ gives left-going waves. To split up these two kinds of waves we regard the following transformation of variables

$$r = \frac{1}{2}(\eta + Ku), \quad s = \frac{1}{2}(\eta - Ku). \quad (4.3)$$

It is supposed that $K$ is an invertible operator, namely an invertible function of the differential operator $D$. The inverse transformation has the form

$$\eta = r + s, \quad u = K^{-1}(r - s). \quad (4.4)$$

The question arises whether it is possible to choose such operator $K$ that $r$ and $s$ correspond to right- and left-going waves, respectively. After applying the transformation (4.4) to the linear system (4.1), (4.2) one arrives to the system

$$r_t + \partial_x \left( A(D, K)r + B(D, K)s \right) = 0,$$

$$s_t - \partial_x \left( A(D, K)s + B(D, K)r \right) = 0$$

where operators $A$ and $B$ depend on $D$ and $K$ as follows

$$A = \frac{1}{2} \left( (1 + \kappa D^2)K + \frac{\tanh D}{D} K^{-1} \right), \quad B = \frac{1}{2} \left( (1 + \kappa D^2)K - \frac{\tanh D}{D} K^{-1} \right).$$

So to achieve independence of the obtained two equations we need to choose the transformation $K$ in the way $B(D, K) = 0$, so that

$$K = \sqrt{\frac{1}{1 + \kappa D^2} \cdot \frac{\tanh D}{D}} \quad (4.5)$$

whish leads to the two independent Whitham equations

$$r_t + \partial_x Wr = 0, \quad (4.6)$$

$$s_t - \partial_xWs = 0 \quad (4.7)$$

where the Whitham operator $W = w(D) = A(D, K)$ was introduced at the beginning of the paper by (1.2). If we again regard the wave solutions $r(x, t) = \exp(i\xi x - i\omega_r t)$ and $s(x, t) = \exp(i\xi x - i\omega_s t)$ then we conclude that the first equation (4.6) describes waves
moving to the right with the phase velocity $c_r = \omega_r/\xi = w(\xi)$ and the second equation (4.7) corresponds to the left-going waves with $c_s = \omega_s/\xi = -w(\xi)$.

Now we regard the Hamiltonian (2.2) as a functional of $r$ and $s$ with the same long-wave approximation as before (2.3) where obviously $r = O(\alpha)$ and $s = O(\alpha)$. The unperturbed Hamiltonian part (2.4) is

$$H_g = \frac{1}{2} \int_{\mathbb{R}} \left[ (r + s)^2 + (K^{-1}(r - s)) \frac{\tanh D}{D} K^{-1}(r - s) + (r + s)(K^{-1}(r - s))^2 -
(K^{-1}(r - s)) \tanh D((r + s) \tanh DK^{-1}(r - s)) \right] dx$$

and the surface tension adding (2.5) is

$$H_c = \frac{\kappa}{2} \int_{\mathbb{R}} (r + s)^2 dx + O(\mu^4 \alpha^4).$$

According to the transformation theory detailed in [8], due to the changing of variables (4.3) or (4.4), the structure map changes to

$$J_{r,s} = \left( \frac{\partial(r,s)}{\partial(\eta,u)} \right) J_{\eta,u} \left( \frac{\partial(r,s)}{\partial(\eta,u)} \right)^* = \left( -\frac{1}{2} \frac{\partial_x K}{\partial_x} 0 \begin{array}{c} \frac{1}{2} \frac{\partial_x K}{\partial_s} \end{array} \right).$$

The corresponding Hamiltonian system has the form

$$r_t + \partial_x \left( \frac{K \delta H}{2 \delta r} \right) = 0, \quad s_t - \partial_x \left( \frac{K \delta H}{2 \delta s} \right) = 0.$$ 

These equations are equivalent to (3.1). However, solutions $r(x,t)$ and $s(x,t)$ are the displacements going right and left, respectively, when a solution $u(x,t)$, representing the tangential velocity component up to the curvature multiplier, might not be imagined so easy. As above we calculate the Gâteaux derivative of $H_g$ given by (4.8) with respect to $r$ at a real-valued square integrable function

$$\int_{\mathbb{R}} \frac{\delta H_g}{\delta r}(x) h(x) dx = d_r H_g h = \left. \frac{d}{d\tau} \right|_{\tau=0} H_g(r + \tau h, s) = \int (r + s) h +
+ \frac{1}{2} \int (K^{-1} h) \frac{\tanh D}{D} K^{-1}(r - s) + \frac{1}{2} \int (K^{-1}(r - s)) \frac{\tanh D}{D} K^{-1} h +
+ \frac{1}{2} \int h(K^{-1}(r - s))^2 + \int (r + s)(K^{-1}(r - s)) K^{-1} h -
- \frac{1}{2} \int (K^{-1} h) \tanh D((r + s) \tanh DK^{-1}(r - s)) -
- \frac{1}{2} \int (K^{-1}(r - s)) \tanh D(h \tanh DK^{-1}(r - s)) -
- \frac{1}{2} \int (K^{-1}(r - s)) \tanh D((r + s) \tanh DK^{-1} h).

Integrating by parts as in Lemma 2.1 and taking into account that functions $\tanh D$ is odd while $K$ is even (4.5) with respect to $D$ one can obtain $\delta H_g/\delta r$, and in the similar way $\delta H_c/\delta r$, $\delta H_g/\delta s$, $\delta H_c/\delta s$. Thus as a result

$$\frac{K \delta H}{2 \delta r} = Wr + \frac{1}{4} K(K^{-1}(r - s))^2 + \frac{1}{2} (r + s) K^{-1}(r - s) +
+ \frac{1}{4} K(\tanh DK^{-1}(r - s))^2 - \frac{1}{2} \tanh D((r + s) \tanh DK^{-1}(r - s)) + O(\mu^2 \alpha^3)$$ (4.11)
and

\[
\frac{K}{2} \frac{\delta H}{\delta s} = W s + \frac{1}{4} K (K^{-1}(r-s))^2 - \frac{1}{2} (r+s)K^{-1}(r-s) +
\]
\[+ \frac{1}{4} K \left( \tanh DK^{-1}(r-s) \right)^2 + \frac{1}{2} \tanh D \left( (r+s) \tanh DK^{-1}(r-s) \right) + O(\mu^2 \alpha^3) \quad (4.12)
\]

together with (4.10) are the Whitham system describing the displacement \( \eta(x, t) \) in terms of waves going right and left. This system is entirely equivalent to (3.2), (3.3) and at the same time gives rise to solutions with more clear physical meaning. Another useful property of this system is that it can be enough to regard only one equation if we are allowed to neglect the waves going to a particular direction. More precisely, regarding only right-going waves leads to

\[
\frac{K}{2} \frac{\delta H}{\delta s} = W r + \frac{1}{4} K (K^{-1}r)^2 + \frac{1}{2} rK^{-1}r +
\]
\[+ \frac{1}{4} K \left( \tanh DK^{-1}r \right)^2 - \frac{1}{2} \tanh D \left( r \tanh DK^{-1}r \right) + O(\alpha|s|) + O(\mu^2 \alpha^3) \quad (4.13)
\]

and only left-going waves gives

\[
\frac{K}{2} \frac{\delta H}{\delta s} = W s + \frac{1}{4} K (K^{-1}s)^2 + \frac{1}{2} sK^{-1}s +
\]
\[+ \frac{1}{4} K \left( \tanh DK^{-1}s \right)^2 - \frac{1}{2} \tanh D \left( s \tanh DK^{-1}s \right) + O(\alpha|r|) + O(\mu^2 \alpha^3). \quad (4.14)
\]

As one can see these expressions are identical up to discarded parts. Equality (4.13) together with the first equation of (4.10) corresponds to the Whitham equation describing right-going surface waves. Equality (4.14) together with the second equation of (4.10) corresponds to the Whitham equation describing left-going surface waves. Further simplifications can be made by studying concrete regimes \( \alpha(\mu) \). As a matter of fact, examples of behaviour \( \alpha(\mu) \) at small \( \mu \) that we regard below need less accurate asymptotic. So that operators \( K \) and \( \tanh D \) can still be simplified by taking into account \( D = O(\mu) \) in Equality (4.13) as follows

\[
\frac{K}{2} \frac{\delta H}{\delta r} = W r + \frac{3}{4} r^2 + \frac{1}{4} \left( r - \frac{5}{3} \right) rD^2r - \frac{1}{4} \left( r + \frac{4}{3} \right) (Dr)^2 +
\]
\[+ O(\mu^4 \alpha^2) + O(\alpha|s|) + O(\mu^2 \alpha^3). \quad (4.15)
\]

It is in line with [25] for liquids without surface tension \( \varkappa = 0 \). There is the same expression for the other variational derivative with replacement \( r \) by \( s \).

4.1. Linear approximation. Let \( r \) and \( s \) be of the same order and \( \alpha = o(1) \) as \( \mu \to 0 \). Then (4.13), (4.14) are simplified to

\[
\frac{K}{2} \frac{\delta H}{\delta r} = W r (1 + o(1)), \quad \frac{K}{2} \frac{\delta H}{\delta s} = W s (1 + o(1))
\]

that together with (4.10) represent two independent linear equations. We again arrived to (4.6), (4.7). This is the case when we do not have enough information about order relation between right- and left-going waves.
4.2. The shallow-water scaling regime. Let \( \alpha = O(1) \) as \( \mu \to 0 \). Assume also that left-going waves can be discarded \( s = o(1) \). In this case operators \( W \) can also be simplified by taking into account \( D = O(\mu) \). Expression (4.15) becomes

\[
\frac{K \delta H}{2 \delta r} = r + \frac{3}{4} r^2 + o(1)
\]

which leads to the shallow-water equation

\[
r_t + r_x + \frac{3}{2} rr_x = o(\mu).
\]

4.3. The Boussinesq scaling regime. Let \( \alpha = O(\mu^2) \) and \( s = o(\mu^2) \) as \( \mu \to 0 \). Expression (4.15) becomes

\[
\frac{K \delta H}{2 \delta r} = W r + \frac{3}{4} r^2 + o(\mu^4)
\]

that can be simplified further by two different ways

\[
W = 1 + \frac{1}{2} \left( \zeta - \frac{1}{3} \right) D^2 + O(\mu^4) = \left( 1 - \frac{1}{2} \left( \zeta - \frac{1}{3} \right) D^2 \right)^{-1} + O(\mu^4).
\]

The first equality leads to the KdV equation

\[
r_t + r_x - \frac{1}{2} \left( \zeta - \frac{1}{3} \right) r_{xxx} + \frac{3}{2} rr_x = o(\mu^5).
\]

The second equality gives rise to the BBM equation

\[
r_t + r_x + \frac{1}{2} \left( \zeta - \frac{1}{3} \right) r_{xxt} + \frac{3}{2} rr_x = o(\mu^5).
\]

4.4. The Padé (2,2) approximation. Suppose \( \alpha = O(\mu^4) \) and \( s = o(\mu^4) \) as \( \mu \to 0 \). Expression (4.15) becomes

\[
\frac{K \delta H}{2 \delta r} = W r + \frac{3}{4} r^2 + o(\mu^8)
\]

that can be simplified further provided \( \zeta \neq 1/3 \) by the way

\[
W = \frac{1 + a D^2}{1 + b D^2} + O(\mu^6)
\]

where constants \( a \) and \( b \) depend on \( \zeta \) as follows

\[
a(\zeta) = \frac{3 + 10 \zeta - 45 \zeta^2}{20(1 - 3 \zeta)},
\]

\[
b(\zeta) = \frac{19 - 30 \zeta - 45 \zeta^2}{60(1 - 3 \zeta)}.
\]

The corresponding equation

\[
r_t + r_x - a(\zeta) r_{xxx} - b(\zeta) r_{xxt} + \frac{3}{2} rr_x = o(\mu^9).
\]

As one can see the order of this differential equation is the same as the order of KdV or BBM, meanwhile the Padé approximation is more accurate. In the case \( \zeta = 1/3 \) one has to use the usual Taylor approximation

\[
W = 1 + \frac{1}{2} \left( \zeta - \frac{1}{3} \right) D^2 + \frac{1}{360} (19 - 30 \zeta - 45 \zeta^2) D^4 + O(\mu^6)
\]
which gives rise to the equation of fifth order
\[ r_t + r_x - \frac{1}{2} \left( \kappa - \frac{1}{3} \right) r_{xxx} + \frac{1}{360} (19 - 30 \kappa - 45 \kappa^2) r_{xxxxx} + \frac{3}{2} r r_x = o(\mu^9) \]
that is the Kawahara equation (1.4).

4.5. The Whitham scaling regime. If we now assume \( \alpha = O(\mu^N) \) for any positive integer \( N \) and \( s = o(\alpha) \) as \( \mu \to 0 \), then we arrive to an example when the Whitham operator \( W \) cannot be approximated using a simple differential operator instead. The simplest equation in this case is the Whitham equation
\[ r_t + W r_x + \frac{3}{2} r r_x = o(\mu \alpha^2). \]
An example of the function \( \alpha(\mu) \) when the Whitham equation works better than its approximations was given in [25]. At the same time that function \( \alpha(\mu) \) may be similar to the Boussinesq scale at some wave-numbers \( \mu \) as was pointed out in [25].

5. Numerical results

The purpose of this section is to compare the performance of the Whitham equation as a model for surface water waves to both the KdV equation (1.3) and to the Kawahara equation (1.4). In other words, all these approximate models are compared to the Euler system which is considered as giving the closest description of an actual surface wave profile. For this purpose initial data are imposed, the Whitham, KdV and Kawahara equations are solved with periodic boundary conditions, and the solutions are compared to the numerical solutions of the full Euler equations with free-surface boundary conditions. This matching is made in various scaling regimes from small Stokes numbers to \( S \sim 1 \), to large Stokes numbers.

The numerical treatment of the three model equations is a standard spectral scheme, such as used in [15] and [14] for example. For the time stepping, an efficient fourth-order implicit method developed in [11] is used. The numerical treatment of the free-surface problem for the Euler equations is based on a conformal mapping of the fluid domain into a rectangle. In the case of transient dynamics, this method has roots in the work of Ovsannikov [27], and was later used in [10] and [22]. In the case of periodic boundary conditions, a Fourier-spectral collocation method can be used for the computations, and the particular method used for the numerical experiments reported here is detailed in [24].

Initial conditions for the Euler equations are chosen in such a way that the solutions are expected to be right moving. This can be achieved by imposing an initial surface

| Experiment | Stokes number $S$ | Amplitude $\alpha$ | Wavelength $\lambda$ |
|------------|-------------------|--------------------|---------------------|
| A          | 1                 | 0.1                | $\sqrt{10}$        |
| B          | 1                 | 0.2                | $\sqrt{5}$         |
| C          | 10                | 0.1                | 10                  |
| D          | 10                | 0.2                | $\sqrt{50}$        |
| E          | 0.1               | 0.1                | 1                   |
| F          | 0.1               | 0.2                | $\sqrt{1/2}$       |

Table 1. Summary of the Stokes number, nondimensional wavelength, nondimensional amplitude of the initial data used in the numerical experiments.
Figure 1. Wave profiles at three different times: – the Euler (black line), – Whitham (red line) and – KdV (blue line) with amplitude $\alpha = 0.2$, wavelength $\lambda = \sqrt{5}$ and capillarity parameter $x = 1/2$.

The disturbance $\eta_0$ together with the initial trace of the potential $\Phi(x) = \int_0^x \eta_0(\xi) \, d\xi$. Indeed, the right-going wave condition is $s(x, t) = 0$ which together with (4.3) and (4.5) imply

$$\Phi(x) = \int_0^x u(\xi, 0) \, d\xi = \int_0^x K^{-1} \eta_0(\xi) \, d\xi \approx \int_0^x \eta_0(\xi) \, d\xi.$$
that the regarded surface waves are strictly right-moving. This last provision makes our numerical experiments more natural, since it is not assumed that the regarded surface waves are strictly right-moving $s = O(\mu^2 \alpha)$ and $\eta = r + O(\mu^2 \alpha)$. In Figure 1 one can see the corresponding small wave $s$ moving to the left given by solving the Euler system. In order to normalize the data, we choose $\eta_0$ in such a way that the average of $\eta_0$ over the computational domain is zero. The experiments are performed with several different amplitudes $\alpha$ and wavelengths $\lambda$. For the purpose of this section, we define the wavelength $\lambda$ as the distance between the two points $x_1$ and $x_2$ at which

\begin{align*}
\text{Figure 2.} & \quad L^2 \text{ errors in approximation of solutions to the full Euler equations by different model equations with the positive initial wave } \eta_0(x) \text{ and the surface tension } \kappa = \frac{1}{2}.
\end{align*}
$\eta_0(x_1) = \eta_0(x_2) = \alpha/2$. Both positive and negative initial disturbances are considered. Numerical experiments were performed with a range of parameters for amplitude $\alpha$ and the wave-length $\lambda$. The summary of experiments’ settings is given in Table 1. All experiments are made with initial wave of elevation and wave of depression, labeled as “positive” and “negative” respectively. The domain for computations is $-L \leq x \leq L$, with $L = 100$. The “positive” initial data is

$$
\eta_0(x) = a \cdot \text{sech}^2(f(\lambda)x) - C,
$$

(5.1)
where
\[ f(\lambda) = \frac{2}{\lambda} \log \left( \frac{1 + \sqrt{1/2}}{\sqrt{1/2}} \right), \quad C = \frac{1}{L} \frac{a}{f(\lambda)} \tanh \left( \frac{L}{f(\lambda)} \right). \]

Here \( C \) and \( f(\lambda) \) are chosen so that \( \int_{-L}^{L} \eta_0(x) \, dx = 0 \), and the wave-length \( \lambda \) is the distance between the two points \( x_1 \) and \( x_2 \) at which \( \eta_0(x_1) = \eta_0(x_2) = a/2 \). The velocity potential

\[ \eta(x, t) = \int_{x_1}^{x} \frac{C}{f(\lambda)} \rho \rho_0 \left( \frac{(x_2 - x)}{L} \right) \, dx \]

ought to be estimated by different model equations with the positive initial wave \( \eta_0(x) \) and the surface tension \( \varkappa = 1/3 \).

\[ \eta(x, t) = \int_{x_1}^{x} \frac{C}{f(\lambda)} \rho \rho_0 \left( \frac{(x_2 - x)}{L} \right) \, dx \]

Figure 4. \( L^2 \) errors in approximation of solutions to the full Euler equations by different model equations with the positive initial wave \( \eta_0(x) \) and the surface tension \( \varkappa = 1/3 \).
in this case is:

$$\Phi(x) = \frac{a}{f(\lambda)} \tanh(f(\lambda)x) - Cx,$$

(5.2)

The “negative” case function is just the “reverse” of the first one

$$\eta_0(x) = -a \cdot \text{sech}^2(f(\lambda)x) + C.$$

(5.3)
The definitions for $f(\lambda)$ and $C$ are the same. And the velocity potential is

$$
\Phi(x) = -\frac{a}{f(\lambda)} \tanh(f(\lambda)x) + Cx,
$$

We calculate solutions of the Whitham equation and the Euler system. We also calculate solutions of the KdV for the capillarity $\kappa = 1/2$, and solutions of the Kawahara in the case $\kappa = 1/3$.

In Figure 1, the time evolution of a wave with an initial narrow peak is shown according to the Euler (black line), Whitham (red line) and KdV (blue line) equations. Here the amplitude $\alpha = 0.2$, the wavelength $\lambda = \sqrt{5}$ and the capillary parameter $\kappa = 1/2$ are used. This case corresponds the Stokes number $\mathcal{S} = 1$. It appears that the KdV equation produces a significant amount of spurious oscillations and the Whitham equation gives the closest approximation of the corresponding Euler solution. As one can expect the unidirectional models also lag in the description of waves going to the left.

In order to compare the accuracy of each approximate model we calculate the differences, firstly between the Whitham and Euler equations, and secondly between the KdV (or Kawahara) and Euler equations. These differences are measured in the integral $L^2$-norm normalized by initial condition $\|\eta_0\|$ as follows

$$
\frac{\|\eta_E(t) - \eta(t)\|}{\|\eta_0\|} = \sqrt{\frac{\int (\eta_E(x,t) - \eta(x,t))^2 dx}{\int \eta_0(x)^2 dx}}
$$

where $\eta_E(x,t)$ is the solution for the Euler system and $\eta(x,t)$ corresponds either to the Whitham, KdV or Kawahara equation. The next figures 2, 3, 4, 5 show the dependence of $L^2$-error on time for different initial situations. Thus as one can see, the Whitham model performs better then the KdV and Kawahara equations, in nearly all situations except the cases with a negative initial wave of depression and Stokes number approximately unity.
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