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Abstract—The purpose of this document is to specify the basic data types required for storing electrophysiology and optical imaging data to facilitate computer-based neuroscience studies and data sharing. These requirements are being developed within a working group of the Electrophysiology Task Force in the International Neuroinformatics Coordinating Facility (INCF) Program on Standards for Data Sharing. While this document describes the requirements of the standard independent of the actual storage technology, the Task Force has recommended basing a standard on HDF5\textsuperscript{1}. This is in line with a number of groups who are already using HDF5 to store electrophysiology data, although currently without being based on a standard.

I. INTRODUCTION

A. Related existing systems

This document summarizes input from task force members based on their experience on working with electrophysiology data. It also takes into account conventions from previous systems developed for storing electrophysiology data. Perhaps the most influential previous system is Neuroshare\textsuperscript{2}, which defines an API for reading data from different file formats created by manufacturers of recording equipment. Neuroshare defines four basic entities, i.e. data types that have been included in most subsequently developed systems. NEO\textsuperscript{3} defines Python objects which can be used to represent electrophysiology data and allows interfacing to different storage backends, including Neuroshare (for reading data) and HDF5\textsuperscript{1}. The CARMEN NDF\textsuperscript{4} format prescribes a method for storing electrophysiology data in MATLAB file format. The Kwik\textsuperscript{5} format used by the KlustaKwik spike sorting suite is an HDF5-based system designed for high-channel count electrophysiology data. The MIEN\textsuperscript{6} system has some entities not included in other types, such as a histogram, and also accommodates cell morphology data. Our requirements adopt conventions from these existing systems, whenever adequate.

In addition, there are other systems and conventions for storing electrophysiology data that are relevant for our requirements, including: PhysioBank WFDB - Waveform DataBase\textsuperscript{7}, MEF - Multiscale Electrophysiology File Format\textsuperscript{8}, EDF - European Data Format\textsuperscript{9}, GDF - General data format for biosignals\textsuperscript{10}, the G-Node Data API\textsuperscript{11}, the NIX format\textsuperscript{12}, the BRAINformat framework\textsuperscript{13}, the BrainVision data format\textsuperscript{14}, and the EEG/ERP Portal (EEGBase)\textsuperscript{15}. The most recent is Neurodata Without Borders (NWB)\textsuperscript{16}, which has already been used by the Allen Institute for Brain Science to share a large volume of slice physiology data.

Systems for storing neuroimaging data should also be considered. A few are: MINC\textsuperscript{16} (which uses NetCDF and HDF5), and Nifti\textsuperscript{18}. For an HDF5 implementation, methods used for NSDF - Neuroscience Simulation Data Format\textsuperscript{19}, MTSF\textsuperscript{20}, shared retina data format\textsuperscript{21}, and NeXus format could be relevant\textsuperscript{22}.

II. SCOPE OF THIS DOCUMENT

The document concerns the requirements for the storing of electrophysiology data and cellular optical imaging data, that is, measurements of neuronal activity over time. To make data useful it is necessary to provide metadata describing how to interpret the stored numbers and to document the entire experimental context. The scope of this specification is to specify what needs to be stored to account for the most commonly obtained cellular-level neurophysiology data and for the minimal metadata required to interpret the stored numbers. This includes data from the following experimental modalities, \textit{in vitro} or \textit{in vivo}:

- Patch clamp or sharp electrodes recordings
- Single or multi-electrode probes
- Multielectrode arrays (MEA)
- EEG/ERP
- ECOG
- MEG
- Optical imaging of cellular activity

Although cellular-level neurophysiology data is the main focus of this document, other types of measurements acquired during an experiment may be included as well. For
example, movements, blood oxygenation level, or heart rate. It is desirable that the standard be general enough to allow including additional data obtained from an experiment.

A. What is not in this document

Data sets often include results of many sessions and stimuli stored in multiple files. This initial standard does not specify the metadata required for understanding the overall context or the multi-file structure of data sets, for example:

• Metadata common to the entire data set, such as purpose of experiments, lab, and publications.
• Inventory of all data files constituting a data set.
• Specification of stimuli.

However, provisions should be made to accommodate the storage of this data.

B. Definitions

The following definitions apply when the terms are used.

• Time: Date, local time, and time zone.
• REQUIRED, MUST, SHOULD, and MAY are used in accordance with RFC 2119. In particular, REQUIRED/MUST denote a requirement of a compliant implementation that information must be stored with sufficient precision to be retrieved accurately.

III. Global Metadata

For each data file there MUST contain metadata that make it possible to obtain:

• Version identification of the file format.
• Identification metadata for describing the origin of the data file. Possible information for this includes lab, experimenters names. The contents and format is not specified in this document.
• A unique id (UUID, for example) that can be referenced if the data set is shared.

IV. Requirements for each data type

An overview of the data types is given in Table 1.

A. Signal source

The origin of the recorded data; for example, the identity, position, etc. of the recording. This typically refers to information about a channel name, description, and location, or the target recorded. There are at least two kinds of sources, including actors doing the recording (e.g. an electrode) and objects/actors being recorded (e.g. a subject, brain region, or neuron (real or putative))

REQUIRED:

• Type of source. The following types must be accommodated:
  – Recording equipment (doing the recording):
    * Electrode
    * Electrode array (e.g. tetrode, shank, Utah Array, ...).
    * Amplifier
  – Biological source (things being recorded):
    * Subject
    * Brain region
    * Unsorted MUA (Multiunit activity).
    * Neuron (intracellular or identified by sorting extracellular signals)
• An identifier for a source, e.g. a name or numeric ID.
• Must support hierarchical sources, for example a tetrode source contains multiple electrode sources, or a brain region contains multiple neurons.
• Metadata about the source, e.g. the model of the recording instrument or the location of the neuron recorded

CHALLENGES:

• Recording channels have spatial locations whose relative positions may be important. Recording channels may be located near each other, for example, on the same tetrode, so that a spike may be detected on more than one channel. Also, data recorded from the same channel but at different times are related since the signal source is the same.
• A signal source could be derived from a region of interest (ROI) in an image stack. The position and shape of the ROI could vary over time.
• There may be properties of a signal source that are invariant to multiple sessions (e.g. electrode location) and other properties that change with each session (e.g. amplifier gain).

B. Time series

An ordered collection of values given at defined points in time; for example, a recorded voltage signal. It may correspond to raw data, recorded from electrodes or channels. Alternatively, they could be derived from a data processing step. The sampling may be done at regular time intervals (the sampling rate) or at irregular intervals (in which case a time point is required for each value).

REQUIRED:

• The sample values, including units.
• The time point corresponding to each index in the data. For example, for irregularly sampled data, the times of sampling must be represented.
• Starting time.
• Duration. For example, in an irregularly sampled time series, the start and end time might require explicit representation.
• Sampling rate (for regularly sampled data).
• For derived data, provenance information.
| Data type               | Description                                                                                                                                                                                                                                                                                                                                 |
|------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Signal source          | The origin of the recorded data; for example, the identity, position, etc. of the recording implement. Must support a hierarchy, for example a tetrode source contains multiple electrode sources.                                                                                                                |
| Time series            | An ordered collection of values given at defined points in time; for example, a recorded voltage signal. Must support regularly and irregularly sampled values.                                                                                                                                                                                   |
| Signal events          | Events defined by the content of a signal that occur at defined times; for example, spikes, synaptic potentials, artifacts. Also includes properties associated with signal events. For example, spike waveforms, features used for spike sorting, classification of putative spikes.                                                                                         |
| Image stacks           | An ordered collection of images; meaning of stack dimensions must be specified. For example, a z-stack of images, a time series of images, a time-series of z-stacks.                                                                                                                                                                                      |
| Experimental events    | Events defined by the design of the experiment, that occur at specified points or regions in time; for example, a stimulus, or an animal behavior.                                                                                                                                                                                             |
| Other / Generic array  | Other data types and a mechanism for storing data types which have not been included in the standard.                                                                                                                                                                                                                                                  |

**TABLE I**

OVERVIEW OF DATA TYPES REQUIRED

- Descriptive label.
- Signal sources, for example channels.

**CHALLENGES:**
- Sometimes samples get dropped or out of sync. Therefore, the time point derived from the index of a regularly sampled time series may be incorrect if derived in the traditional fashion. It is possible to correct this by storing information that reflects when these desynchronizing events occurred, or reference time points for resynchronization. In general, redundant mechanisms for ensuring the accuracy of time points are encouraged.
- Multiple time series may have unrelated sampling rates.

**C. Signal events**

The Signal events identify changes in a signal; for example, spikes, synaptic potentials (PSPs), and artifacts. They could be raw data, for example, output of a hardware device that detects, and provides the times of spikes. They may also be generated as the result of processing data, for example, applying a spike detection algorithm on a time series signal.

**REQUIRED:**
- Starting time of recording
- Duration of recording
- The time of each event
- Properties common to all events in the session. It must be possible to store the following properties:
  - The source channel(s) the events were derived from (if the same for all events)
  - Spike templates used to do spike sorting
  - Description of how neural events were detected in the signal
  - Trigger information, i.e. the trigger type and threshold of trigger used to detect spikes.
- Properties associated with each event. (The Signal event properties). These include:
  - The source channel(s) the event was derived from (if varies between events).
  - Spike waveform and metadata needed to interpret the waveform (sampling rate, units of measure), including timing information relative to source signal.
  - Identity of neuron(s), associated with the spike event, often resulting from spike sorting. The following types of unit assignments MUST be accommodated:
    * At most only one unit associated with each event.
    * Possible to have more than one unit associated with each event.
    * A probabilistic association of multiple units with each event.
- Feature vectors used for spike sorting.

**CHALLENGES:**
- If there are multiple channels and the trigger information varies between channels, the trigger information for each channel must be specified.
- It should be possible to associate multiple sets of properties to the same Signal events. For example, multiple feature vectors and multiple neuron identities result from different spike sorting methods.
- Event waveforms lengths may be variable.

**D. Image stacks**

Image stacks are an ordered collection of images; the meaning of stack dimensions must be specified. For example, a z-stack of images, a time series of images, a time-series of z-stacks, movies which are in standard formats (mpeg, mp4).

**REQUIRED:**
- Starting time
- Duration
- The collection of images making up the image stack.
- Spatial relationship between sources contributing to each image; both within an image and between different images recorded at the same time (this could be specified in the Sources that are associated with each image).
- Time that each image is recorded.
- Units of measure of each image pixel (e.g. RGB, gray scale, voltages).
CHALLENGES:
• The sources which contribute to each image pixel may not be organized in a rectangular grid, but could be in a different shaped grid (such as hexagonal) or irregularly spaced.

E. Experimental events
The Experimental Events data type consists of times of events, along with values that correspond to the times. This data type can be used to describe: stimuli, trials or sweeps, time intervals, behaviors, and other events or conditions that occur during the experiment.

REQUIRED:
• Starting time of event monitoring (earliest time an event could be detected)
• Ending time of event monitoring (latest time that an event could be detected)
• Description of the events
• Sequence of event times
• Property values needed to describe each event. These could be a string or numeric value, a list of values together with metadata required for interpreting the property values. For example, if the event were the start of presentation of a sound of fixed frequency, the metadata would specify that the numeric values indicate the frequency in Hz.

F. Other / generic array
This section describes types of data that must be included in a standard which have not been specified above. For example, a generic array type may be useful to store arbitrary data, such as a histogram of event times or spike counts. It may also be desirable to include a more general Data aggregation type in a format.

REQUIRED:
• Textual description of the array contents.
• List of categories, for categorical data aggregations.
  – For each category, count of instances or relative quantity associated with that category.
• An array (of any number of dimensions). The size should be specified, e.g. N x M x T x Description.
• Description of each dimension (including unit, if applicable).
• Heading and description of the contents of each slice (e.g. column), if applicable.
• Reference to any entities (Source channels, Image Stacks, Neural Events ...) containing related data and the nature of the relationship.

V. RELATIONSHIPS
Relationships are metadata for describing associations between different entries in a data set. At least the following types of relationships MUST be expressible:
1) Derived from. Data that is derived from other data is related to the data it is derived from. In general, it is a transformation or process that links inputs (for example, segments of collected data) to outputs (for example, features or derived data). For example, the relationship between spike waveform data in its raw form and its representation in a new basis (e.g. PCA) must be stored; or signal event data can be related to time series data and/or segment data (Spike waveforms) from which it was extracted. For every derived from relationship, it MUST be possible to store information describing how the derivation was performed. To accomplish this, use of the W3C Prov Data Model, is recommended (OPTIONAL). In Prov terminology, the Entities are defined by the ends of the relationship, so at minimum, it MUST be possible to store Agent(s) and Activities associated with the derivation. It SHOULD be possible to inspect and search this provenance information.
2) Grouping. There MUST be a way to extract a logical grouping of experiment data, as intended by the design of the experiment: for example, several experimental sessions of recording from a single subject, or several trials from the same session. A conclusion section is not required. Although a conclusion may review the main points of the paper, do not replicate the abstract as the conclusion. A conclusion might elaborate on the importance of the work or suggest applications and extensions.

VI. APPLICATION PROGRAMMING INTERFACE (API)
An API for accessing stored electrophysiology data is REQUIRED. The API MUST:
• Enable storing and retrieving all data and metadata described in this document.
• Offer the opportunity to structurally validate the contents of data files.
Any API for retrieving data SHOULD provide the following functionality:
1) Retrieve global metadata.
2) Retrieve an inventory/enumeration of all data entities stored in the data file. This inventory should include: data type and dimensions; and, if applicable: starting time and duration.
3) For a given data entity, retrieve the associated metadata.
4) For a given data entity, retrieve a section or slice of the data.
5) For a given source channel, retrieve data entities recorded using the source.
6) For a given data entity, find all related data entities (referenced in the metadata).
7) Retrieve an inventory of all logical groupings.
8) For a given logical grouping, retrieve metadata about each data entity within the group.
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