Enriched standard conjugate priors and the right invariant prior for Wishart distributions
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Abstract

The prediction of the variance-covariance matrix of the multivariate normal distribution is important in the multivariate analysis. We investigated Bayesian predictive distributions for Wishart distributions under the Kullback–Leibler divergence. The conditional reducibility of the family of Wishart distributions enables us to decompose the risk of a Bayesian predictive distribution. We considered a recently introduced class of prior distributions, which is called the family of enriched standard conjugate prior distributions, and compared the Bayesian predictive distributions based on these prior distributions. Furthermore, we studied the performance of the Bayesian predictive distribution based on the reference prior distribution in the family and showed that there exists a prior distribution in the family that dominates the reference prior distribution. Our study provides new insight into the multivariate analysis when there exists an ordered inferential importance for the independent variables.
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1. Introduction

The estimation of the variance-covariance matrix of the multivariate normal distribution has a long history. Estimates of variance-covariance matrices are required at regression analysis, discriminant analysis, principal component analysis, and factor analysis (see [31]). The sample variance-covariance matrix \( \hat{\Sigma} \) is the most traditional estimator of the variance-covariance matrix \( \Sigma \) of the multivariate normal distribution. The Stein-type shrinkage estimator is another approach for estimating the variance-covariance matrix (see [24]). Bayesian approaches for estimating the variance-covariance matrix under quadratic loss or entropy loss have also been investigated (see [17, 25, 34, 34, 37] as examples).

This study is based on the framework of the Bayesian statistical decision theory. We predict the distribution of the sample variance-covariance matrix \( \hat{\Sigma} \) of a future sample of size \( N \) by observing the sample variance-covariance matrix \( \hat{\Sigma} \) of the current sample of size \( M \). We use the Kullback–Leibler divergence as a loss function (see [11]). This loss function is non-negative, convex, and lower semi-continuous, which meets the basic needs for developing the statistical decision theory (see [23, 35]). We develop prior distributions that lead to better prediction under the Kullback–Leibler loss.

The estimation of the principal sub-matrix of the variance-covariance matrix or its inverse matrix is important (see Appendix 1 in [12] for example). Several studies have shown that shrinkage prior distributions are helpful for prediction problems (see [15, 19] for normal distributions, [20] for Poisson distributions, [22] for two-dimensional Wishart distributions, and [30] for complex-valued auto-regressive processes). An attractive family of prior distributions, which is called the family of enriched standard conjugate prior distributions, for a specific hierarchical grouping of the parameters of the Wishart distribution was introduced in [11]. These prior distributions are useful when there
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exists an ordered inferential importance for the independent variables in the multivariate analysis. In this study, we show that the square root of the ratio of a prior distribution in this family to the Jeffreys prior distribution is an eigenfunction of the Laplace–Beltrami operator (see Proposition 1). The family of prior distributions has a geometric interpretation in the statistical model because the Laplace–Beltrami operator is independent of the choice of parameterization. We use the conditional reducibility (see [10, 11]) of the family of Wishart distributions, allowing us to decompose the risks of Bayesian predictive distributions into several terms according to the parameter importance, and minimize each term on each parameter space.

One of the foci in our study is the reference prior distribution, which is originally intended to describe a prior distribution that is not informative of the observations (see [5]). That is, the reference prior distribution is defined as the prior distribution that maximizes the mutual information between parameters and observations (see [4]). We note that the definition of the original reference prior distribution in terms of mutual information is invariant under reparameterization. In this study, we investigate the reference approach, which is a procedure for constructing a non-informative prior distribution with respect to the order of the parameters, according to their inferential importance (see [4, 10, 11]). The reference approach is advantageous because of its ability to distinguish between parameters of interest and nuisance parameters. In this approach, we note that the definition of the reference prior distribution may depend on the specific order of the parameters. In this study, we investigate a prior distribution in the family of enriched standard conjugate prior distributions that dominates the reference prior distribution (see Theorem 2).

The remainder of the paper is organized as follows. In Section 2, a brief explanation of the decision-theoretic Bayesian prediction is provided using the Kullback–Leibler divergence. In Section 3, the definition of conditional reducibility for families of probability distributions are given. The conditional reducibility of the family of Wishart distributions are discussed in Section 4. In Section 5, we investigate a prior distribution in the family of Wishart distributions that asymptotically dominates the reference prior distribution as \( M \to \infty \). The proposed prior distribution dominates the reference prior distribution for any value of \( M \) and \( N \), as demonstrated in Section 6. Moreover, we provide a geometric interpretation of the dominance of the prior distributions in the family of Wishart distributions over the Jeffreys prior distribution in Section 7. Furthermore, in Section 8, we provide another interpretation using the relative invariance under the left action of the group of upper-triangular block matrices.

### 2. Bayesian prediction for Wishart distributions

In this study, we consider the real Wishart distribution on the space \( S^+_r(\mathbb{R}) \) of positive definite symmetric \( r \times r \) matrices, or the complex Wishart distribution on the space \( H^+_r(\mathbb{C}) \) of positive definite Hermitian \( r \times r \) matrices. However, the results presented in this study may be valid for other Wishart distributions associated with abstract Euclidean Jordan algebras (see [14] for the definition and classification of Wishart distributions). The symmetric cone \( S^+_r(\mathbb{R}) \) or \( H^+_r(\mathbb{C}) \) is denote by \( E^+_r \). In this study, we use the notations presented in Table 1, where \( r \) is the rank, \( n \) is the dimension, and \( d \) is the Peirce invariant of the symmetric cone \( E^+_r \).

| Family | \( n \) | \( d \) |
|--------|-------|------|
| \( E^+_r(\mathbb{R}) \) | \( n \) | \( \frac{1}{2}r(r + 1) \) |
| \( H^+_r(\mathbb{C}) \) | \( n \) | \( \frac{r^2}{2} \) |

Table 1: Classification of the symmetric cones, on which Wishart distributions are defined. \( r \) is the rank, \( n \) is the dimension, and \( d \) is the Peirce invariant of the Symmetric cone \( E^+_r \).

First, we define the multivariate gamma function \( \Gamma_r(\mu) \) to describe the Wishart distribution of rank \( r \). We use \(|x|\) to denote the determinant of matrix \( x \). The multivariate gamma function is defined as

\[
\Gamma_r(\mu) := \int_{E^+_r} |x|^{n-r/2} \exp (-\text{tr}(x)) \, dx
\]

for \( \mu > (r - 1) \, d/2 \), where \( dx \) is the Lebesgue measure on \( E^+_r \). The \((i + 1)\)-th derivative of the multivariate log-gamma function \( \log \Gamma_r(\mu) \) for \( \mu > (r - 1) \, d/2 \) is called the multivariate polygamma function \( \psi^{(i)}_r(\mu) \) of order \( i \). Particularly, \( \psi_1(\mu) := \psi^{(1)}(\mu) = \frac{d}{d\mu} \log \Gamma_r(\mu) \) is a multivariate digamma function. \((-1)^{i+1}\psi^{(i)}_r(\mu)\) is positive and strictly
the dissimilarity between two probability distributions (see [2, 29, 32]). For example, for probability distributions $p$ and $q$ we define the Kullback–Leibler divergence as

$$\text{KL}(p \| q) := \int_X p(x) \log \frac{p(x)}{q(x)} \, dx,$$

where $x \in X = \mathbb{R}^r$. The divergence $\text{KL}(p \| q)$ is non-negative and it is zero if and only if $p = q$.

The Wishart distribution of rank $r$ is a probability distribution on the space $\mathbb{R}^r$. As opposed to using the common parameterization of the Wishart distribution $W_r(M, \Sigma)$ with its degree of freedom $M > r-1$ and expectation $M\Sigma$, we parameterize the family of Wishart distributions $W_r(\mu, \xi)$ using $\mu > (r-1)/2$ and $\xi \in \Xi := \mathbb{R}^r$ based on the works [26] (i.e., the parameter $\mu$ is defined as $M/d$, and the parameter $\xi$ is defined as $\Sigma^{-1}/d$). We use $(x | y) := \text{tr}(xy)$ to denote the usual inner product of symmetric or Hermitian matrices $x$ and $y$. The probability distribution $p^\mu(x | \xi) \, dx$ of the Wishart distribution $W_r(\mu, \xi)$ is given by

$$p^\mu(x | \xi) \, dx = \frac{|\psi|^r}{\Gamma_r(\mu)} |x|^r \exp(-\langle \mathbf{\xi} | x \rangle) \, dx,$$

where $x \in X = \mathbb{E}$, $\mu > (r-1)/2$ and $\xi \in \Xi = \mathbb{E}$. We write $X \sim W_r(\mu, \xi)$ if a random variable $X$ that takes its value on $\mathbb{E}$ is distributed according to the Wishart distribution $W_r(\mu, \xi)$. If $\mu$ is a fixed parameter, [2] shows that the family $(W_r(\mu, \xi))_{\xi \in \Xi}$ of Wishart distributions is a natural exponential family with a natural parameter $\xi$ (see [26]). If $X \sim W_r(\mu, \xi)$, then $E[X] = \mu e^{-1}$ and $E[\log |X|] = \psi_r(\mu) - \log |\xi|$.

Let us consider the problem of constructing a predictive distribution $\delta(y | x)$ dy of a random variable $Y$ that takes its value in the sample space $Y := \mathbb{R}^r$. We assume that the random variables $X$ and $Y$ are distributed independently according to $W_r(\mu, \xi)$ and $W_r(\nu, \xi)$, respectively, where the values of the parameters $\mu > (r-1)/2$ and $\nu > (r-1)/2$ are known in advance. This situation naturally arises when we predict the sample variance-covariance matrix of the multivariate normal distribution. In this situation, parameters $\mu$ and $\nu$ correspond to the size $M$ and $N$ of the current and future observations, respectively.

We regard each predictive distribution $\delta(y | x)$ dy as a non-randomized statistical decision function. The decision space is defined as all probability distributions on $Y$, and it is not a finite-dimensional space. We aim to construct a predictive distribution that is not dissimilar from the true distribution. Divergences were introduced to measure the dissimilarity between two probability distributions (see [2][29][32]). For example, for probability distributions $P = p(y) \, dy$ and $Q = q(y) \, dy$, the Kullback–Leibler divergence is defined as

$$\text{KL}(P \| Q) := \int_Y \log \frac{dP}{dQ} \, dy = \int_Y p(y) \log \frac{p(y)}{q(y)} \, dy = E_Y \left[ \log \frac{p(Y)}{q(Y)} \right],$$

where $E_Y$ denotes the expectation over the random variable $Y \sim P$. In this study, we define the loss function $L$ as

$$L(\xi, \delta) := \text{KL}(p^\nu(y | \xi) \, dy | q(y) \, dy)$$

for a probability distribution $Q = q(y) \, dy$, where $p^\nu(y | \xi) \, dy$ is the true distribution for the random variable $Y \sim W_r(\nu, \xi)$. A predictive distribution $\delta$ is a mapping that associates a probability distribution $\delta(y | x)$ dy on the space $Y$ for each element $x$ in space $X$. Therefore, a predictive distribution $\delta$ corresponds to a non-randomized statistical decision function in statistical decision theory, where each decision corresponds to a probability distribution on the sample space $Y$ (see Section 2 in [33]).

Thus, we propose to construct a predictive distribution $\delta$ for a random variable $Y \sim W_r(\nu, \xi)$ such that its risk $R^{\nu, \xi}(\xi, \delta)$ is small for all $\xi \in \Xi$. The risk of a predictive distribution $\delta$ is defined as the average

$$R^{\nu, \xi}(\xi, \delta) := \int_X L(\xi, \delta(y | x) \, dy) \, p^\nu(x | \xi) \, dx = E_X \left[ \int \frac{p^\nu(Y | \xi)}{\delta(Y | X)} \, dY \right],$$

of the loss $L(\xi, \delta(y | x) \, dy)$ over the distribution $X \sim W_r(\mu, \xi)$. The risk $R^{\nu, \xi}(\xi, \delta)$ is non-negative, and it is zero if and only if $\delta(y | x) \, dy = p^\nu(y | \xi) \, dy$ almost everywhere.
A predictive distribution $\delta$ is minimax if $\sup_{\xi \in \Xi} R^{\mu,\nu} (\xi, \delta) \leq \sup_{\xi \in \Xi} R^{\mu,\nu} (\xi, \delta')$ for any predictive distribution $\delta'$. A predictive distribution $\delta$ dominates a predictive distribution $\delta'$ if $R^{\mu,\nu} (\xi, \delta) \leq R^{\mu,\nu} (\xi, \delta')$ for any $\xi$ and $R^{\mu,\nu} (\xi, \delta) < R^{\mu,\nu} (\xi, \delta')$ for some $\xi$. Moreover, a predictive distribution $\delta$ of $Y$ is admissible if no predictive distribution $\delta'$ of $Y$ dominates the predictive distribution $\delta$.

The integrated risk (average risk) of a predictive distribution $\delta (\xi) d\xi$ on the parameter space $\Xi$ is defined as the average

$$R^{\mu,\nu} (\pi, \delta) := \int_{\Xi} R^{\mu,\nu} (\xi, \delta) \pi (\xi) d\xi$$

of the risk $R^{\mu,\nu} (\xi, \delta)$ over the distribution $\pi (\xi) d\xi$.

The Bayesian predictive distribution $\delta_{x}^{\mu,\nu}$ based on a possibly improper prior distribution $\pi (\xi) d\xi$ on the parameter space $\Xi$ is defined as the weighted average

$$\delta_{x}^{\mu,\nu} (y | x) dy := \left( \int_{\Xi} p^\mu (y | \xi) \pi^{\nu} (\xi | x) d\xi \right) dy$$

of the Wishart distributions $W (\nu, \xi)$ over the posterior distribution $\pi^{\nu} (\xi | x) d\xi$ of the prior distribution $\pi (\xi) d\xi$, given a sample $x$ of the random variable $X \sim W (\mu, \xi)$. A prior distribution $\pi (\xi) d\xi$ is minimax if the Bayesian predictive distribution based on this prior distribution is minimax. A prior distribution $\pi (\xi) d\xi$ dominates another prior distribution $\pi' (\xi) d\xi$ if the Bayesian predictive distribution based on the prior distribution $\pi (\xi) d\xi$ dominates the Bayesian predictive distribution based on the prior distribution $\pi' (\xi) d\xi$. A prior distribution $\pi (\xi) d\xi$ is admissible if the Bayesian predictive distribution based on this prior distribution is admissible.

For any predictive distribution $\delta$, we have

$$R^{\mu,\nu} (\pi, \delta) - R^{\mu,\nu} (\pi, \delta_{x}^{\mu,\nu}) = \int_{\mathcal{X}} KL \left( \delta_{x}^{\mu,\nu} (y | x) dy \bigg| \delta (y | x) dy \right) m^{\mu}_{x} (x) dx \geq 0,$$

where $m^{\mu}_{x} (x) := \int_{\Xi} p^{\mu} (x | \xi) \pi (\xi) d\xi$ is the marginal distribution of the random variable $X \sim W, (\mu, \xi)$ with respect to the prior distribution $\pi (\xi) d\xi$. Therefore, if $R^{\mu,\nu} (\pi, \delta_{x}^{\mu,\nu}) < +\infty$, the Bayesian predictive distribution $\delta_{x}^{\mu,\nu}$ is the Bayesian procedure with respect to the prior distribution $\pi (\xi) d\xi$, and the integrated risk $R^{\mu,\nu} (\pi, \delta_{x}^{\mu,\nu})$ corresponds to the Bayes risk $R^{\mu,\nu} (\pi) := \inf_{\delta} R^{\mu,\nu} (\pi, \delta)$ (see [11]).

3. Conditional reducibility of probability distributions

In this section, we state the definition of conditional reducibility for families of probability distributions. Natural exponential families with quadratic variance functions were investigated in [27,28]. Among them, (i) natural exponential families with homogeneous variance functions (see [27]), such as the Wishart distribution, and (ii) natural exponential families with simple quadratic variance functions (see [28]), such as the multinomial distribution and the negative multinomial distribution, are of practical importance. These families of probability distributions exhibit a property called conditional reducibility, which was discovered in [10,11]. In this section, we explain that the conditional reducibility enables us to decompose the risk of a Bayesian predictive distribution into the parts that are related to the corresponding groups of parameters.

A family $\{p (x | \xi) dx\}_{\xi \in \Xi}$ of probability distributions on a sample space $\mathcal{X}$ is called conditionally $h$-reducible if there exists an isomorphism

$$\mathcal{X} \xrightarrow{\cong} \mathcal{X}^{(1)} \times \cdots \times \mathcal{X}^{(h)}, \ x \mapsto (x^{(1)}, \ldots, x^{(h)})$$

of sample spaces and an isomorphism

$$\Xi \xrightarrow{\cong} \Phi \cong \Phi^{(1)} \times \cdots \times \Phi^{(h)}, \ \xi \mapsto \phi = (\phi^{(1)}, \ldots, \phi^{(h)})$$
of parameter spaces such that
\[ p(x | \xi) \, dx = \prod_{i=1}^{h} p^{(i)}(x^{(i)} | x_{(i-1)}, \phi^{(i)}) \, dx^{(i)}, \quad d\xi = \prod_{i=1}^{h} d\phi^{(i)}, \]

for \( i \in \{1, \ldots, h\} \), where the superscript \((i)\) refers to the \( i \)-th part of the partition and the subscript \((i)\) refers to the parts up to the \( i \)-th part of the partition (i.e., \( x_{(i)} := (x^{(1)}, \ldots, x^{(i)}) \) and \( \phi_{(i)} := (\phi^{(1)}, \ldots, \phi^{(i)}) \)).

We consider the problem of constructing a predictive distribution of a random variable \( Y \) by observing a random variable \( X \). Suppose that the random variable \( X \) is distributed according to the distribution \( p^{(i)}(x | \xi) \, dx_i \), which belongs to a family \( \{p^{(i)}(x | \xi) \, dx_i\}_{i \in \mathbb{Z}} \) of probability distributions, and that the random variable \( Y \) is distributed according to the distribution \( p^{(y)}(y | \xi) \, dy \), which belongs to a family \( \{p^{(y)}(y | \xi) \, dy\}_{i \in \mathbb{Z}} \) of probability distributions. \( \mu \) and \( \nu \) are used only for distinguishing the two families. We use the risk \( R^{x,y}(\xi, \delta) := E_{X,Y} \left[ \log \frac{p^{(y)}(Y | \delta ; X)}{p^{(y)}(Y | \mu)} \right] \) for evaluating a predictive distribution \( \delta ; (y | x) \, dy \); see [3] in Section [2]. Suppose that two families are conditionally \( h \)-reducible with respect to the isomorphism \( \Xi \approx \Phi = \Phi^{(1)} \times \cdots \times \Phi^{(h)} \) of parameter spaces.

First, we consider the estimative distribution (i.e., plug-in distribution) for the prediction of the random variable \( Y \). Let \( \hat{\phi} = \hat{\phi}^{(X)}(X) \) be an estimator of the true parameter \( \phi \). We use the estimative distribution, which is expressed as
\[ \delta_{\hat{\phi}}^{(\mu,\nu)}(y | x) \, dy := p^{(y)}(y | \hat{\phi}(x)) \, dy, \]
as a predictive distribution. Suppose that the parameter \( \phi^{(i)} \) is estimated only from the observation \( x_{(i)} \) (i.e., \( \hat{\phi}_{(i)} = \hat{\phi}^{(i)}(x_{(i)}) \)). The family \( \{p^{(i)}(y | \xi) \, dy\}_{i \in \mathbb{Z}} \) is conditionally \( h \)-reducible. Therefore, the predictive distribution \( \delta_{\hat{\phi}}^{(\mu,\nu)} \) decomposes into the product
\[ \delta_{\hat{\phi}}^{(\mu,\nu)}(y | x) \, dy = \prod_{i=1}^{h} \delta_{\hat{\phi}_{(i)}}^{(\mu,\nu)}(y^{(i)} | y_{(i-1)}, x_{(i)}) \, dy^{(i)} \]
of the conditional predictive distributions
\[ \delta_{\hat{\phi}_{(i)}}^{(\mu,\nu)}(y^{(i)} | y_{(i-1)}, x_{(i)}) \, dy^{(i)} := p^{(i)}(y^{(i)} | y_{(i-1)}, \hat{\phi}_{(i)}^{(y)}(x_{(i)})) \, dy^{(i)}. \]
The risk \( R^{x,y}(\xi, \delta_{\hat{\phi}}^{(\mu,\nu)}) \) of the predictive distribution \( \delta_{\hat{\phi}}^{(\mu,\nu)} \) is decomposed into the sum
\[ R^{x,y}(\xi, \delta_{\hat{\phi}}^{(\mu,\nu)}) = \sum_{i=1}^{h} R^{(i),y}(\phi_{(i)}, \delta_{\hat{\phi}_{(i)}}^{(\mu,\nu)}) \]
of the risks
\[ R^{(i),y}(\phi_{(i)}, \delta_{\hat{\phi}_{(i)}}^{(\mu,\nu)}) := E_{X_{(i)}, Y_{(i)}} \left[ \log \frac{p^{(y)}(Y^{(i)} | Y_{(i-1)}, \phi_{(i)})}{\delta_{\hat{\phi}_{(i)}}^{(\mu,\nu)}(Y^{(i)} | Y_{(i-1)}, X_{(i)})} \right] \]
of the conditional predictive distributions \( \delta_{\hat{\phi}_{(i)}}^{(\mu,\nu)} \).

Then, we consider the Bayesian predictive distribution for the prediction of the random variable \( Y \). Let \( \pi(\phi) \, d\phi \) be a possibly improper prior distribution on the parameter space \( \Phi \). Suppose the prior distribution \( \pi(\phi) \, d\phi \) factors as the product \( \pi(\phi) \, d\phi = \prod_{i=1}^{h} \pi^{(i)}(\phi^{(i)}) \, d\phi^{(i)} \) of prior distributions \( \pi^{(i)}(\phi^{(i)}) \, d\phi^{(i)} \) on the parameter spaces \( \Phi^{(i)} \). The family \( \{p^{(i)}(x | \xi) \, dx_i\}_{i \in \mathbb{Z}} \) is conditionally \( h \)-reducible. Therefore, the posterior distribution \( \pi^{(i)}(\phi | x) \) given an observation \( x \) factors as the product \( \pi^{(i)}(\phi | x) \, dx = \prod_{i=1}^{h} \pi^{(i)}(\phi^{(i)} | x_{(i)}) \, d\phi^{(i)} \) of the posterior distributions \( \pi^{(i)}(\phi^{(i)} | x_{(i)}) \, d\phi^{(i)} \) on the parameter spaces \( \Phi^{(i)} \). The Bayesian predictive distribution \( \delta_{\pi}^{(\mu,\nu)} \) based on the prior distribution \( \pi(\phi) \, d\phi \) is decomposed into the product
\[ \delta_{\pi}^{(\mu,\nu)}(y | x) \, dy = \prod_{i=1}^{h} \delta_{\pi^{(i)}}^{(\mu,\nu)}(y^{(i)} | y_{(i-1)}, x_{(i)}) \, dy^{(i)} \]
of the conditional Bayesian predictive distributions
\[ \delta_{\phi}^{(i)\mu,\nu}(y^{(i)} \mid y^{(i-1)}, x^{(i)}) dy^{(i)} := \left( \int_{y^{(i)}} p^{(i)\mu}(y^{(i)} \mid y^{(i-1)}, \phi^{(i)}) \pi^{(i)\mu}(\phi^{(i)} \mid x^{(i)}) d\phi^{(i)} \right) dy^{(i)}. \]

The risk \( R_{\phi}^{(i)\mu,\nu}(\xi, \delta_{\phi}^{(i)\mu,\nu}) \) of the Bayesian predictive distribution \( \delta_{\phi}^{(i)\mu,\nu} \) is decomposed into the sum
\[
R_{\phi}^{(i)\mu,\nu}(\xi, \delta_{\phi}^{(i)\mu,\nu}) = \sum_{i=1}^{h} R_{\phi}^{(i)\mu,\nu}(\phi^{(i)}, \delta_{\phi}^{(i)\mu,\nu})
\]
of the risks
\[
R_{\phi}^{(i)\mu,\nu}(\phi^{(i)}, \delta_{\phi}^{(i)\mu,\nu}) := E_{X^{(i)}, Y^{(i)}} \left[ \log \frac{p^{(i)\mu}(Y^{(i)} \mid (Y^{(i-1)}, \phi^{(i)}))}{\delta_{\phi}^{(i)\mu,\nu}(Y^{(i)} \mid (Y^{(i-1)}, X^{(i)}))} \right]
\]
of the conditional Bayesian predictive distributions \( \delta_{\phi}^{(i)\mu,\nu} \).

4. Conditional reducibility of Wishart distributions

In this section, we explain the conditional reducibility of the family \( \{W_r(\mu, \xi)\}_{\xi \in \mathbb{R}} \) of Wishart distributions. We propose the family of prior distributions and explain three important prior distributions in the family.

We consider the case \( h = 2 \). We assume that a random variable \( X \) is distributed according to the Wishart distribution \( W_r(\mu, \xi) \) and consider a partition \( k := (k, r - k) \) of rank \( r \). We shall consider the parameterization \( \phi = (\phi^{(1)}, \phi^{(2)}) \) such that the parameters \( \phi^{(1)} \) and \( \phi^{(2)} \) govern the distribution of the principal \( k \times k \) part \( X_1 \) of the random variable \( X \) and the rest of \( X \) given \( X_1 \), respectively. We write the parameter \( \xi \in E_r^+ \) as \[ \xi = \begin{bmatrix} \xi_1 & \xi_{1/2} \\ \xi_{1/2}^* & \xi_0 \end{bmatrix} \] and the random variable \( X \) as \[ \begin{bmatrix} X_1 & X_{1/2} \\ X_{1/2}^* & X_0 \end{bmatrix} \] with respect to the partition \( k \). The random variable \( X_1 \) is distributed according to the Wishart distribution \( W_k(\mu, \xi_1) \), where the parameter \( \xi_1 \in E_k^+ \) is defined as the Schur complement \( \xi_1 = \xi_{1/2} (\xi_0)^{-1} \xi_{1/2}^* \in E_k^+ \) of the parameter \( \xi_0 \in E_r^+ \). Note that we have \( E[X_1] = \mu (\xi_1)^{-1} \), whereas \( E[X] = \mu \xi^{-1} \). In the context of the reference approach, \( \phi^{(1)} := (\xi_1) \) corresponds to the parameter of interest, and \( \phi^{(2)} := (\xi_{1/2}, \xi_0) \) corresponds to the nuisance parameter. Note that the determinant of the Jacobian of the transformation \( \xi \mapsto \phi := (\phi^{(1)}, \phi^{(2)}) \) is equal to 1 (i.e., \( d\xi = d\phi \)). In addition, we have \( |\xi| = |\xi_1| |\xi_0| \). We observe that the distribution of the random variable \( X_1 \) only depends on the parameter \( \phi^{(1)} \) and that the conditional distribution \( (X_{1/2}, X_0) \mid X_1 \) of the random variable \( (X_{1/2}, X_0) \) given an observation \( X_1 \) only depends on the parameter \( \phi^{(2)} \), exhibiting the conditional 2-reducibility of the family of Wishart distributions with respect to the partition \( k \).

We consider the general case \( h \geq 2 \). Suppose that a random variable \( X \) is distributed according to the Wishart distribution \( W_r(\mu, \xi) \) and consider a partition \( k = (k^{(1)}, \ldots, k^{(h)}) \) of rank \( r \) into the \( h \) parts \( k^{(i)} \) (i.e., \( r = \sum_{i=1}^{h} k^{(i)} \)). We set
\[ r_{(i)} := k^{(1)} + \cdots + k^{(i)} \]
for \( i \in \{1, \ldots, h\} \). We interpret \( r_{(i-1)} \) as 0 for convenience. For each \( i \in \{1, \ldots, h\} \), we consider the principal \( r_{(i)} \times r_{(i)} \) part \( X_{(i)} \) of the random variable \( X \). We shall consider the parameterization \( \phi = (\phi^{(1)}, \ldots, \phi^{(h)}) \) so that for each \( i \in \{1, \ldots, h\} \), the set of the parameters \( (\phi^{(1)}, \ldots, \phi^{(i)}) \) governs the distribution of \( X_{(i)} \), and the rest of the parameters \( (\phi^{(i+1)}, \ldots, \phi^{(h)}) \) governs the distribution of the rest of \( X \) given \( X_{(i)} \). The random variable \( X_{(i)} \) is distributed according to the Wishart distribution \( W_{r_{(i)}}(\mu, \xi_{(i)}) \), where the parameter \( \xi_{(i)} \in E_{r_{(i)}}^+ \) is defined as the Schur complement of the lower-right \( (r - r_{(i)}) \times (r - r_{(i)}) \) part of the parameter \( \xi \in E_r^+ \). Note that \( X_{(h)} \) is interpreted as \( X \) and that \( \xi_{(h)} \) is
We write $\Phi$ dimension of the parameter space $i \in \{\}$ with respect to the partition $E$ as the dimension of the symmetric cone $\phi$ For convenience, we define $\xi$ interpreted as $X$ the random variable $\xi$. For convenience, we define $\phi(1)$ as $\zeta(1)$. We have $\zeta(1) = \phi(1)$ because $\xi(1) \in E^+_{\leftarrow}$ is the Shur complement $\xi(1) = \xi(1) - \xi(1) - \phi(1)$ of $\xi(1) \in E^+_{\leftarrow}$. We construct the parameter $\phi(1)$ as for $i \in \{2, \ldots, h\}$

$$\phi(1) := \left(\xi(1)/\phi(1)\right).$$

For convenience, $\phi(1)$ is defined as $\zeta(1)$. Note that $\phi(1) \equiv (\phi(1), \phi(1)) \equiv (\phi(1), \ldots, \phi(1))$ for $i \in \{2, \ldots, h\}$. In particular, we have $\phi(1) \equiv \phi(1) := (\phi(1), \ldots, \phi(1))$. Moreover, note that we have $\xi(1) = \prod_{i=1}^{h} \xi(1)$, where $\xi(1)$ is interpreted as $\zeta(1)$. We identify the parameters $\phi$ and $\xi$ with this one-to-one correspondence $\Xi \equiv \Phi$ and denote the corresponding Wishart distribution by $W_\mu(\mu, \phi)$. We write the principal $r(1) \times r(1)$ part $x(1)$ of $x \in X$ as $x(1) = [X_{(1),} X_{(1),}] \in E^+_{\leftarrow}$ with respect to the partition $\{r(1), k(1)\}$ of $r(1)$ and set $x := [x_{1/2}, x_{0}]$ for $i \in \{2, \ldots, h\}$. We have an isomorphism $X \cong X_{1/2} \times \cdots \times X_{0}$, $x \mapsto (x(1), \ldots, x(h))$ of sample spaces. The conditional distribution $(X_{1/2}, X_{0}) \mid X_{(1)}$ of the random variable $X_{1/2}, X_{0}$ given an observation $X_{(1)}$ only depends on the parameter $\phi(1) \in \Phi(1)$ for $i \in \{2, \ldots, h\}$. The family of Wishart distributions is conditionally $h$-reducible (see Theorem 1 in (11)).

For $i \in \{1, \ldots, h\}$, we define the integer

$$m(1) := k(1) + \frac{k(1) - 1}{2} \quad d$$

as the dimension of the symmetric cone $E^+_{\leftarrow}$ of rank $k(1)$. The integer

$$n(1) := \frac{r(1) (r(1) - 1)}{2} \quad d$$

is defined as the dimension of the symmetric cone $E^+_{\leftarrow}$ of rank $r(1)$. Note that the integer $n(1)$ corresponds to the dimension of the parameter space $\Phi(1)$ for the parameter $\phi(1) \equiv \zeta(1)$. We interpret $m(1)$ and $n(1)$ as zeros for convenience.

We consider the family $\{\pi_t(\phi) \in \mathbb{R}^h \}_{t \in \mathbb{R}^h}$ of prior distributions, defined as

$$\pi_t(\xi) d\xi = \prod_{i=1}^{h} \pi(\phi(1)) d\phi(1)$$

for $t = (t^{(1)}, \ldots, t^{(h)}) \in \mathbb{R}^h$, where each distribution $\pi(\phi(1)) d\phi(1)$ on the parameter space $\Phi(1)$ is defined as

$$\pi(\phi(1)) d\phi(1) := \frac{d\phi(1)}{d\xi(1)} d\xi(1) d\xi(0).$$

We interpret $d\xi(1) d\xi(0)$ as $d\zeta(1)$. The family $\{\pi_t(\phi) \in \mathbb{R}^h \}_{t \in \mathbb{R}^h}$ of prior distributions is a subfamily of the family of enriched standard conjugate priors, which was introduced in (10)(11) (see Appendix 1). The posterior distribution of
an enriched standard conjugate prior distribution is an enriched standard conjugate prior distribution and is calculated by the hyperparameter update of the family of enriched standard conjugate prior distributions.

There are two familiar prior distributions in the family: the Jeffreys prior distribution and the reference prior distribution. The Fisher information matrix \( H(\phi) \) of the family \( \{W, (\mu, \phi)\}_{\phi \in \phi} \) of Wishart distributions is of the form diag \( \{H^{(1)}(\phi_{(1)}), \ldots, H^{(h)}(\phi_{(h)})\} \), and the determinant of the matrix \( H^{(i)}(\phi_{(i)}) \) is as follows: for \( i \in \{1, \ldots, h\} \)

\[
[H^{(i)}(\phi_{(i)})] = a^{(i)}(\phi^{(i)}) \times b^{(i)}(\phi_{(i-1)}),
\]

where

\[
a^{(i)}(\phi^{(i)}) := |\xi_0^{(i)}|^{-\frac{n(i)-1}{2} + \frac{d(i) + 1}{2}}, \quad b^{(i)}(\phi_{(i-1)}) := |\xi_{i-1}|^{-\frac{n(i-1)}{2}}.
\]

The Jeffreys prior distribution \( \pi_J(\phi) \) is calculated as

\[
\pi_J(\phi) d\phi = |H(\phi)|^\frac{1}{2} d\phi = \prod_{i=1}^{h} |\xi_0^{(i)}|^{-\frac{n(i)-1}{2} + \frac{d(i) + 1}{2}} d\xi_{1/2}^{(i)} d\xi_0^{(i)},
\]

which belongs to the family \( \{\pi_i(\phi) d\phi\}_{i \in \mathbb{R}} \) with \( t = t_J \), where for \( i \in \{1, \ldots, h\} \)

\[
t_J^{(i)} := -\frac{n(i)}{r(i)} = -\left(\frac{r(i) - 1}{2} d + 1\right) \in \mathbb{R}.
\]

The reference prior distribution \( \pi_C(\phi) d\phi \) is calculated as

\[
\pi_C(\phi) d\phi = \prod_{i=1}^{h} |\xi_0^{(i)}|^{-\frac{n(i)-1}{2} + \frac{d(i) + 1}{2}} d\xi_{1/2}^{(i)} d\xi_0^{(i)},
\]

which also belongs to the family \( \{\pi_i(\phi) d\phi\}_{i \in \mathbb{R}} \) with \( t = t_C \), where for \( i \in \{1, \ldots, h\} \)

\[
t_C^{(i)} := -\frac{n(i)}{r(i)} = -\left(\frac{r(i) - 1}{2} d + 1\right) \in \mathbb{R},
\]

(see Section 2.3 in [11] for the interpretation and application of the reference prior distribution \( \pi_C(\phi) d\phi \)).

In this study, we consider another prior distribution

\[
\pi_R(\phi) d\phi := \prod_{i=1}^{h} |\xi_0^{(i)}|^{-\frac{n(i)-1}{2} + \frac{d(i) + 1}{2}} d\xi_{1/2}^{(i)} d\xi_0^{(i)},
\]

which belongs to the family \( \{\pi_i(\phi) d\phi\}_{i \in \mathbb{R}} \) with \( t = t_R \), where for \( i \in \{1, \ldots, h\} \)

\[
t_R^{(i)} := -\frac{n(i)}{r(i)} + \left(\frac{n(i)}{r(i)} - \frac{m(i)}{k(i)}\right) = -\left(\frac{2r(i) - k(i) - 1}{2} d + 1\right) \in \mathbb{R}.
\]

Note that \( t_R^{(i)} = t_C^{(i)} = -\left(\frac{d(i) + 1}{2} d + 1\right) \in \mathbb{R} \). This study aims to compare the reference prior distribution \( (8) \) and our prior distribution \( (9) \). The importance of our prior distribution \( \pi_R(\phi) d\phi \) is discussed in later sections.

5. Asymptotic behavior of risks of Bayesian predictive distributions

In this section, we investigate the asymptotic property of the risk of Bayesian predictive distributions based on prior distributions \( (5) \). We show that our prior distribution \( (9) \) asymptotically dominates the reference prior distribution \( (8) \).

In the next proposition, we show that the family \( \{\pi_i(\phi) d\phi\}_{i \in \mathbb{R}} \) of prior distributions \( (3) \) is related to the Laplace–Beltrami operator. The Laplace–Beltrami operator is a differential operator that transforms a scalar function defined on the parameter space into another scalar function. It is independent of the choice of parameterization of the parameter space (see [13] for the mathematical details). Appendix A provides a precise definition of the Laplace–Beltrami operator. In a previous study (see [21]), the relationship between the super-harmonicity of the Laplace–Beltrami operator and its dominance over the Jeffreys prior distribution has been discussed. Based on these approaches, we focus on the eigenfunctions and eigenvalues of the Laplace–Beltrami operator in this study (see also [30]).
Proposition 1. The scalar function

\[ K_t(\phi) := \left( \frac{\pi_t(\phi)}{\pi_t(\phi)} \right)^{\frac{1}{2}} = \prod_{i=1}^{h} |r|^{i/2} \phi^{d+1} \]  

for the prior distribution \( \pi_t \) is an eigenfunction of the Laplace–Beltrami operator with an eigenvalue \( \Delta_{LB} K_t / K_t \)

\[ \frac{\Delta_{LB} K_t}{K_t} = \sum_{i=1}^{h} \left( \frac{1}{4} k(i) (i^2 - i^2) - \frac{d^2}{16} k(i)^2 (r - 2r_0 + k(i)^2) \right). \]  

Proof: See Appendix A.

Our prior distribution \( \pi_t(\phi) d\phi := \pi_t(\phi) d\phi \) has the minimum eigenvalue

\[ \frac{\Delta_{LB} K_t}{K_t} = \sum_{i=1}^{h} \left( -\frac{d^2}{16} k(i)^2 (r - 2r_0 + k(i)^2) \right) \]

among the family \( \{\pi_t(\phi) d\phi\}_{\phi \in \Phi} \) of prior distributions. We asymptotically compare the risk of the Bayesian predictive distribution \( \pi_{\phi/\delta_{\phi}} \) based on the prior distribution \( \pi_t \) with that of the Bayesian predictive distribution \( \pi_{\phi/\delta_{\phi}} \) based on our prior distribution \( \pi_t(\phi) d\phi \) in the following theorem. Moreover, our prior distribution \( \pi_t(\phi) d\phi \) asymptotically yields the minimum risk among the family \( \{\pi_t(\phi) d\phi\}_{\phi \in \Phi} \) of prior distributions.

Theorem 1. We have as \( \mu \to \infty \) for each \( \phi \in \Phi \)

\[ R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) = R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) + \sum_{i=1}^{h} \left( \frac{1}{2} k(i)^2 (i^2 - i^2) - \frac{d^2}{8} k(i)^2 (r - 2r_0 + k(i)^2) \right) + O\left(\mu^{-\frac{1}{2}}\right). \]  

Proof: We have

\[ R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) = R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) + 2 \frac{\Delta_{LB} K(\phi)}{K(\phi)} \frac{\nu}{\mu^2} + O\left(\mu^{-\frac{1}{2}}\right) \]  

as \( \mu \to \infty \) for each \( \phi \in \Phi \) (see Equation (4) in [21]). Therefore, we have

\[ R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) = R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) + \sum_{i=1}^{h} \left( \frac{1}{2} k(i)^2 (i^2 - i^2) - \frac{d^2}{8} k(i)^2 (r - 2r_0 + k(i)^2) \right) + O\left(\mu^{-\frac{1}{2}}\right) \]  

as \( \mu \to \infty \) for each \( \phi \in \Phi \). Particularly, we have

\[ R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) = R^{\mu \nu}(\phi, \delta_{\phi}^{\mu \nu}) + \sum_{i=1}^{h} \left( -\frac{d^2}{8} k(i)^2 (r - 2r_0 + k(i)^2) \right) + O\left(\mu^{-\frac{1}{2}}\right) \]  

for each \( \phi \in \Phi \). The asymptotic expansions (14) and (15) provide the asymptotic expansion (12).

According to Theorem 1, the Bayesian predictive distribution \( \delta_{\phi}^{\mu \nu} \) based on our prior distribution \( \pi_t(\phi) d\phi \) asymptotically dominates the Bayesian predictive distribution \( \delta_{\phi}^{\mu \nu} \) based on the reference prior distribution \( \pi_t(\phi) d\phi \). This phenomenon motivates us to investigate our prior distribution \( \pi_t(\phi) d\phi \). Note that the residual \( O\left(\mu^{-\frac{5}{2}}\right) \) term in (12) may depend on the choice of \( \phi \in \Phi \). Therefore, at this stage, the convergence may not be uniform on the parameter space \( \Phi \) as \( \mu \to \infty \). However, this phenomenon is not an asymptotic property as demonstrated in later sections.
6. Exact behavior of risks of Bayesian predictive distributions

In this section, we explicitly calculate the risks of Bayesian predictive distributions without using asymptotic expansions and clarify its dependency on the sizes of current and future observations. We prove that the asymptotic property discussed in Theorem 1 holds for any value of \( \mu \) and \( \nu \).

The conditional reducibility of the family of Wishart distributions enables us to decompose the risk of a Bayesian predictive distribution into the parts that are related to the corresponding groups of parameters. In the next proposition, we show that the risk \( R^{\nu, \gamma} \left( \phi, \tilde{\delta}^{\nu, \gamma} \right) \) of the Bayesian predictive distribution \( \tilde{\delta}^{\nu, \gamma} \) based on the prior distribution \( \tilde{\delta}^{\nu, \gamma} \) decomposes into the sum \( \sum_{i=1}^{2} R^{\nu, \gamma} \left( t^{(i)} \right) \) of constant terms, where each constant term \( R^{\nu, \gamma} \left( t^{(i)} \right) \) only depends on the prior distribution \( \Phi^{(i)} \) on the parameter space \( \Phi^{(i)} \). That is, the risk \( R^{\nu, \gamma} \left( \phi, \tilde{\delta}^{\nu, \gamma} \right) \) is a function \( R^{\nu, \gamma} (t) \) of the hyperparameter \( t \in \mathbb{R}^h \) and independent of the value of \( \phi \in \Phi \). Each constant term \( R^{\nu, \gamma} \left( t^{(i)} \right) \) corresponds to the risk \( \tilde{R}^{(i)} \), which is defined as the average of the Kullback–Leibler divergence from the true conditional distribution, of the conditional Bayesian predictive distribution.

**Proposition 2.** Let \( \mu > (r - 1) d/2 \) and \( \nu > (r - 1) d/2 \). The risk \( R^{\nu, \gamma} \left( \phi, \tilde{\delta}^{\nu, \gamma} \right) \) of the Bayesian predictive distribution \( \tilde{\delta}^{\nu, \gamma} \) based on the prior distribution \( \tilde{\delta}^{\nu, \gamma} \) is calculated as

\[
R^{\nu, \gamma} (t) := \sum_{i=1}^{2} R^{\nu, \gamma} \left( t^{(i)} \right),
\]

where

\[
R^{\nu, \gamma} \left( t^{(i)} \right) := -\nu k^{(i)} - \log \Gamma_{\nu, \gamma} \left( t^{(i)} + \mu + \nu + \frac{n_{(i)}}{r_{(i)}} \right) + \log \Gamma_{\nu, \gamma} \left( t^{(i)} + \mu + \frac{n_{(i)}}{r_{(i)}} \right)
+ \left( t^{(i)} + \mu + \nu + \frac{n_{(i)}}{r_{(i)}} \right) \psi_{\nu, \gamma} (\mu + \nu) - \left( t^{(i)} + \mu + \frac{n_{(i)}}{r_{(i)}} \right) \psi_{\nu, \gamma} (\mu)
- \left( t^{(i)} + \mu + \nu + \frac{n_{(i-1)}}{r_{(i-1)}} \right) \psi_{\nu, \gamma-1} (\mu + \nu) + \left( t^{(i)} + \mu + \frac{n_{(i-1)}}{r_{(i-1)}} \right) \psi_{\nu, \gamma-1} (\mu)
\]

for \( t^{(i)} > -\mu - \left( (r_{(i)} - k^{(i)}) / 2 \right) - 1 \). The last two terms in (17) are interpreted as 0 if \( i = 1 \).

**Proof:** See Appendix B.

The asymptotic expansion of (17) is calculated below using the asymptotic expansion (32) of the multivariate log-gamma function and the asymptotic expansion (33) of the multivariate polygamma function in Appendix C.

\[
R^{\nu, \gamma} \left( t^{(i)} \right) = R^{\nu, \gamma} \left( t^{(i)} \right) + \frac{\nu}{\mu^2} \left( k^{(i)} - \frac{1}{2} \right) + O \left( \mu^{-3} \right)
\]

as \( \mu \to \infty \), where

\[
R^{\nu, \gamma} \left( t^{(i)} \right) = \frac{\nu}{\mu^2} \left( \frac{1}{2} k^{(i)} + \frac{d}{4} k^{(i)} \left( 2 r_{(i)} - k^{(i)} - 1 \right) - \frac{d^2}{8} k^{(i)} \left( 2 r_{(i)} - k^{(i)} - 1 \right) \right) + \frac{d^2}{24} k^{(i)} \left( 3 r_{(i)}^2 - 6 r_{(i)} - 3 k^{(i)} (r_{(i)} - 1) + 2 k_{(i)}^2 + 1 \right) + O \left( \mu^{-3} \right)
\]

is the asymptotic expansion of the risk \( R^{\nu, \gamma} \left( t^{(i)} \right) \) as \( \mu \to \infty \). The asymptotic expansion (18) is consistent with the asymptotic property discussed in Theorem 1. The expansion shows that the term (17) asymptotically achieves its minimum at \( t^{(i)} = t^{(i)}_{K} \).

This phenomenon is not an asymptotic property. In the next theorem, we show that the term (17) takes its unique minimum at \( t^{(i)} = t^{(i)}_{K} \) for any value of \( \mu \) and \( \nu \). In other words, the function \( R^{\nu, \gamma} (t) \) of the hyperparameter \( t \in \mathbb{R}^h \) has its unique minimum at \( t = t_{K} \) for any value of \( \mu \) and \( \nu \).
Theorem 2. Let $\mu > (r - 1) \frac{d}{2}$ and $\nu > (r - 1) \frac{d}{2}$. The risk $R^{\mu,\nu}(t)$ is a convex function of $t$ and attains its minimum $R^{\mu,\nu}_R := R^{\mu,\nu}(t_R)$ at $t = t_R$.

Proof: The derivatives of the risk $R^{\mu,\nu}(t)$ with respect to $t$ are calculated as

$$
\frac{\partial}{\partial t} R^{\mu,\nu}(t) = -\psi_{\nu,\phi}(t + \mu + \nu + \frac{n(\phi)}{r(\phi)}) + \psi_{\nu,\phi}(t + \mu + \nu) + \psi_{\nu,\phi}(\mu + \nu - \frac{r(\phi) - k(\phi)}{2} d) - \psi_{\nu,\phi}(\mu - \frac{r(\phi) - k(\phi)}{2} d),
$$

$$
\frac{\partial^2}{\partial t^2} R^{\mu,\nu}(t) = -\psi_{\nu,\phi}(t + \mu + \nu + \frac{n(\phi)}{r(\phi)}) + \psi_{\nu,\phi}(t + \mu + \nu),
$$

where we employ (1). Each $R^{\mu,\nu}(t)$ takes its minimum at $t = t_R^0$ because

$$
\frac{\partial}{\partial t} R^{\mu,\nu}(t) \bigg|_{t = t_R^0} = 0, \quad \frac{\partial^2}{\partial t^2} R^{\mu,\nu}(t) > 0.
$$

\[ \square \]

Theorem 2 shows that the Bayesian predictive distribution $\delta^{\mu,\nu}_R$ based on our prior distribution $\pi_R(\phi) \ d\phi$ dominates the Bayesian predictive distribution $\delta^{\mu,\nu}_C$ based on the reference prior distribution $\pi_C(\phi) \ d\phi$ for any value of $\mu$ and $\nu$.

We define the normalized risk

$$
NR^{\mu,\nu}(t) := \frac{\mu}{\nu} R^{\mu,\nu}(t)
$$

(20)

of the risk (16). The asymptotic expansions (18) and (19) show that

$$
NR^{\mu,\nu}(t) = \frac{n}{2} + O\left(\mu^{-1}\right)
$$

(21)

as $\mu \to \infty$, where the residual $O\left(\mu^{-1}\right)$ term may depend on the value of $\nu$. The first $O(1)$ term $n/2$ in (21) is the expected term because we used $n$ real parameters $\xi \in \Xi$ for the prediction of $Y \sim W_r(\nu, \xi)$ (see (22) for example). Theorem 1 shows how the choice of the prior distribution $\pi$ asymptotically affects the performance of the prediction of $Y \sim W_r(\nu, \xi)$ as $\mu \to \infty$. Recall that, in the case of the prediction of the sample variance-covariance matrix of the multivariate normal distributions, a large value of $\mu$ corresponds to a large sample size of the observation. However, contrary to expectations, the expression (12) is silent regarding the behavior of the performance of the prediction of $Y \sim W_r(\nu, \xi)$ when this sample $\mu$ is small. Theorem 2 ensures that the condition for the relative order of the risks (16) is preserved when the size of the observation is relatively small.

Lastly, let us remark on the parameter $\nu > (r - 1) \frac{d}{2}$. This parameter $\nu$ corresponds to the size of the prediction. Therefore, we might expect that the risk (3) should be proportional to this parameter $\nu$. However, the risk (3) of the Bayesian predictive distribution is not linear in the parameter $\nu$, exhibiting an interesting property of the Bayesian prediction.

7. Geometry of Bayesian predictive distributions

In the previous section, we showed that the risk of the Bayesian predictive distribution based on the prior distribution $\pi$ decomposes into a sum of constant terms and depends only on the value of the hyperparameter $t \in \mathbb{R}$. In this section, we consider $h = 2$ and investigate the dependence of the performance of the prior distribution on the values of $\mu$ and $\nu$. We set the partition $k = (k^{(1)}, k^{(2)}) = (k, r - k)$. Here, we assume $r \geq 2$ and $0 < k < r$. In the context of the reference approach, $\phi^{(1)} = (\xi_1) \in \Phi^{(1)}$ and $\phi^{(2)} = (\xi_{1/2}, \xi_0) \in \Phi^{(2)}$ correspond to the parameter of interest and nuisance parameter, respectively.

First, we interpret Theorem 2 for case $h = 2$. Recall that we have the decomposition $R^{\mu,\nu}(t) = R^{(1)\mu,\nu}(t^{(1)}) + R^{(2)\mu,\nu}(t^{(2)})$ for $t = (t^{(1)}, t^{(2)})$. The term $R^{(1)\mu,\nu}(t^{(1)})$ corresponds to the risk of the Bayesian predictive distribution $\delta^{(1)\mu,\nu}(X^{(1)} \mid \xi^{(1)}) \ d\xi^{(1)}$ for the random variable $X^{(1)}$ and the term $R^{(2)\mu,\nu}(t^{(2)})$ corresponds to the risk of the conditional Bayesian predictive distribution $\delta^{(2)\mu,\nu}(Y^{(2)} \mid X^{(1)}) \ d\xi^{(2)}$ for the conditional random variable $Y^{(2)} \mid Y^{(1)}$. In the next proposition, we show the relationship of the magnitude between the risks $R^{(1)\mu,\nu}_R$, $R^{(2)\mu,\nu}_R$, and $R^{(2)\mu,\nu}_I$. 
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Proposition 3. We obtain
\[ R_\mu^{(1)\nu} = R_C^{(1)\nu} < R_J^{(1)\nu} , \quad R_\mu^{(2)\nu} < R_C^{(2)\nu} = R_J^{(2)\nu}. \]
Therefore,
\[ R_\mu^{(1)\nu} < R_C^{(1)\nu} < R_J^{(1)\nu} \]
for any \( \mu > (r-1)d/2 \) and \( \nu > (r-1)d/2 \).

Proof: Because \( r \geq 2 \) and \( 0 < k < r \), we have \( t_j^{(1)} < t_c^{(1)} = t_R^{(1)} \) and \( t_R^{(2)} < t_c^{(2)} = t_J^{(2)}. \) Each \( R_\mu^{(i)\nu} (t) \) takes its minimum at \( t = i^{(i)} \) (see Theorem 2).

Proposition 3 shows that the Bayesian predictive distribution \( \delta_\mu^{(i)} \) based on our prior distribution \( \pi_\mu (\phi) d\phi \) dominates the Bayesian predictive distribution \( \delta_0^{(i)} \) based on the reference prior distribution \( \pi_C (\phi) d\phi. \) This is because the use of prior distribution \( \pi_\mu (\phi) d\phi \) improves the performance on the space \( \Phi^{(1)} \) of the nuisance parameter \( \phi^{(1)} \) compared to the use of the reference prior distribution \( \pi_C (\phi) d\phi. \)

Subsequently, we consider the difference in risks \( R_\mu^{(i)\nu} (t) \) and \( R_\mu^{(i)\nu} (t_j). \) The subset \( T^\mu \) is defined as
\[ T^\mu := \left\{ t = (t^{(1)}, t^{(1)}) \in T = \mathbb{R}^2 \mid t^{(1)} > -\mu - 1 , \quad t^{(2)} > -\mu - \frac{k}{2} d - 1 \right\} \]
of the set \( T := \mathbb{R}^2 \) for \( \mu > (r-1)d/2. \) If \( t \in T^\mu \), then the posterior distribution \( \pi_\mu (t | x) d\phi \) of the prior distribution \( \pi_\mu \) given an observation \( x \) of set \( W (\mu, \phi) \) is proper. The normalized risk difference \( \text{NRD}^{(i)\nu} (t) \) is defined as
\[ \text{NRD}^{(i)\nu} (t) := \frac{\mu^2}{\nu} \left( R^{(i)\nu} (t) - R^{(i)\nu} (t_j) \right) \]
for \( t \in T^\mu. \) The subset \( D^{(i)\nu} \) of the set \( T \) is given by
\[ D^{(i)\nu} := \{ t \in T^\mu \mid \text{NRD}^{(i)\nu} (t) < 0 \} \]
for \( \mu > (r-1)d/2 \) and \( \nu > (r-1)d/2. \) The risk \( R^{(i)\nu} (t) \) is a strictly convex function of \( t \) on \( T^\mu \), thus, the subset \( D^{(i)\nu} \) is a convex set in \( T. \)

First, consider the behaviors of the normalized risk difference \( \text{NRD}^{(i)\nu} (t) \) and the subset \( D^{(i)\nu} \) of \( T \) when the size \( \mu \) of the observation is large. Based on Theorem 1, the asymptotic expansion is given as
\[ \text{NRD}^{(i)\nu} (t) = \frac{k}{2} \left( t^{(1)} - t_R^{(1)} \right)^2 + \frac{r - k}{2} \left( t^{(2)} - t_R^{(2)} \right)^2 - \left( R^{(i)\nu}_J - R^{(i)\nu}_R \right) + O \left( \mu^{\nu} \right) \]
\[ = \frac{k}{2} \left( t^{(1)} + \left( \frac{k - 1}{2} d + 1 \right) \right)^2 + \frac{r - k}{2} \left( t^{(2)} + \left( \frac{r + k - 1}{2} d + 1 \right) \right)^2 - \frac{d^2}{8} \left( r - k \right) + O \left( \mu^{\nu-1} \right) \]
of the normalized risk difference \( \text{NRD}^{(i)\nu} \) and the limit
\[ D^\nu := \lim_{\mu \to \infty} D^{(i)\nu} = \left\{ t \in T \mid \frac{k}{2} \left( t^{(1)} - t_R^{(1)} \right)^2 + \frac{r - k}{2} \left( t^{(2)} - t_R^{(2)} \right)^2 - \frac{d^2}{8} \left( r - k \right) < 0 \right\} \]
of the sequence of subsets \( D^{(i)\nu} \) of \( T \) as \( \mu \to \infty. \) Note that the subset \( D^\nu \) of \( T \) does not depend on the value of \( \nu. \) The region \( D^\nu \) is an oval in plane \( T \) centered at point \( t_R \). Point \( t_j \) is located at the boundary \( \partial D^\nu \) of set \( D^\nu \), and point \( t_C \) is located in set \( D^\nu. \)

Next, consider the case when the size \( \mu \) of the observation is small. We have
\[ T_{\nu, 0} := \lim_{\mu \to \infty, \nu \to 0} T^\mu = \left\{ t = (t^{(1)}, t^{(2)}) \in T = \mathbb{R}^2 \mid t^{(1)} > t_R^{(1)} , \quad t^{(2)} > t_R^{(2)} \right\} \]
and

\[
\lim_{\mu \to \hat{d}^{\frac{d}{2}}+0} \text{NDR} (t) = \begin{cases} 
+\infty & \text{if } f^{(2)} \geq f^{(1)}_j, \\
-\infty & \text{if } f^{(2)} < f^{(1)}_j
\end{cases}
\]

for \( t \in T^{\hat{d}} \). The limit is set to

\[
D^{\hat{d}} := \lim_{\mu \to \hat{d}^{\frac{d}{2}}+0} D^{\mu \nu} = \left\{ t \in T \mid f^{(1)}_j < f^{(2)}_j, \ f^{(1)}_k < f^{(2)}_k < f^{(1)}_j \right\}
\]

of the sequence of the subsets \( D^{\mu \nu} \) of \( T \) as \( \mu \to (r - 1) d/2 + 0 \). Note that the subset \( D^{\hat{d}} \) of \( T \) does not depend on the value of \( \nu \). The three points \( t_J, t_C, \) and \( t_R \) are located at the boundary \( \partial D^{\hat{d}} \) of the set \( D^{\hat{d}} \). Here, the region \( D^{\hat{d}} \) is very different from the region \( D^\infty \).

The convex region \( D^{\mu \nu} \) in \( T \) gradually changes its shape from the rectangle \( D^{\hat{d}} \) to the oval \( D^\infty \) as the value of \( \mu \) increases from \( (r - 1) d/2 \) to \( +\infty \), indicating that its dominance over the Jeffreys prior distribution depends on the value of \( \mu \). The asymptotic expansion (23) does not necessarily explain the behavior of the risk when the value of \( \mu \) is small. The set \( D^{\mu \nu} \) contains all the points \( t = (t_1, t_2) \) such that \( f^{(1)}_j < f^{(2)}_j \) and \( f^{(1)}_k < f^{(2)}_k < f^{(1)}_j \). Fig. 1 shows the placement of the three points \( t_J, t_C, \) and \( t_R \) and the regions \( D^{\hat{d}} \) and \( D^\infty \) for \( (d, r, k) = (1, 2, 1) \).

**Fig. 1:** The placement of \( t_J, t_C, t_R, D^{\hat{d}}, \) and \( D^\infty \) for \( (d, r, k) = (1, 2, 1) \) in the space \( T = \mathbb{R}^2 \). The region \( D^{\hat{d}} \cap D^\infty \) is shaded.

The subset \( V^\nu \) is defined as

\[
V^\nu := \bigcap_{\mu > \hat{d}^{\frac{d}{2}}} D^{\mu \nu}
\]

of set \( T \) for each \( \nu > (r - 1) d/2 \). Each set \( D^{\mu \nu} \) is convex in \( T \); therefore, the set \( V^\nu \) is also convex in \( T \). If \( t \in V^\nu \), then the corresponding prior distribution \( \pi_{\nu} (d \phi) d \phi \) dominates the Jeffreys prior distribution for any \( \mu > (r - 1) d/2 \). We have \( V^\nu \subset D^{\hat{d}} \cap D^\infty \) for \( \nu > (r - 1) d/2 \). We suspect that the equality \( V^\nu = D^{\hat{d}} \cap D^\infty \) holds for any \( \nu > (r - 1) d/2 \).
However, we cannot mathematically prove this equality. If this equality holds, then the set $V^\nu$ does not depend on the value of $\nu$. The region $D^{\frac{d}{2}} \cap D^\infty$ for case $(d, r, k) = (1, 2, 1)$ is shaded in Fig. 1.

We consider the case $(d, r, k) = (1, 2, 1)$. Recall that the normalized risk $\text{NR}^\mu(t)$ is defined as (20) and is $3/2 + O(\mu^{-1})$. Solid lines in Fig. 2a show the theoretically expected values of normalized risks for $\nu = 1$, while dashed lines present the lower terms up to $O(\mu^{-1})$. Recall that these values are constant independent of the value of the true parameter $\xi \in S^2_+ (\mathbb{R})$. We observe that the $O(\mu^{-1})$ terms of the normalized risks do not necessarily explain the behaviors of the risks when the value of $\mu$ is small. Fig. 2b shows the results of numerical simulations concerning the values of the normalized risks for the randomly generated value of $\xi = \begin{bmatrix} 3.583614 & 2.408764 \\ 2.408764 & 4.671542 \end{bmatrix} \in S^2_+ (\mathbb{R})$

for $(d, r, k) = (1, 2, 1)$ and $\nu = 1$. Monte Carlo simulation was used to evaluate the expectation (3) over $X \sim W_2(\mu, \xi)$ and $Y \sim W_2(\nu, \xi)$. Fig. 2 shows the normalized risks (20) of $t \in T^\nu$ for $\mu \in \{1/2 + 10^{-3}, 3/4, 1, 100\}$ and $\nu = 1$ for the family $W_2(\mu, \xi)$ of real Wishart distributions; compare them with Fig. 1. The region $D^{\mu^\nu}$, whose normalized risk $\text{NR}^\mu(t)$ is less than that of $t = t_0$, is colored in blue. From the experiments, the equality $V^\nu = D^{\frac{d}{2}} \cap D^\infty$ appears to hold for $(d, r, k) = (1, 2, 1)$ and $\nu = 1$.

(a) Theoretically expected values of normalized risks. Dashed lines show the terms up to $O(\mu^{-1})$ of the exact evaluations.

(b) Numerical experiments concerning the values of normalized risks for a specific value of $\xi$.

Fig. 2: The comparison between normalized risks $\text{NR}^\mu(t)$, $\text{NR}^\nu(t)$, and $\text{NR}^{\mu^\nu}(t)$ for $(d, r, k) = (1, 2, 1)$ and $\nu = 1$. We see that these normalized risks are $3/2 + O(\mu^{-1})$. We also see that $\text{NR}^{\mu^\nu}(t)$, $\text{NR}^\mu(t)$, $\text{NR}^\nu(t)$ for $\mu > 1/2$ (see Proposition 3).

8. Relative invariance under upper-triangular block matrices

Another interpretation of Theorem 2 is given. The relative invariance under the left action of a group on a parameter space is of great importance in statistics (see [13, 16] for example). We show that prior distributions (5) are relatively invariant under the left action of the group of upper-triangular block matrices. We define the group $G_k$ of
of the general linear group $G$ for the general case). The measure (6) transforms as

$\xi \rightarrow g \xi g^*$ for each $i \in \{1, \ldots, h\}$. The determinant of the Jacobian of this transformation in the space $E_{\mu, \nu}$ is calculated as $|g|^{2((d-1)/d+1)}$ (see Proposition 5.11 in [13] for the case $d = 1$, and Proposition III.4.2 in [14] for the general case). The measure (6) transforms as

$$\int |g|^{\beta} |d\xi_0| d\xi_0^{(1)} d\xi_0^{(2)} \rightarrow |g|^{2\beta} |\xi_0^{(1)}|^{\alpha_0} |\xi_0^{(2)}|^{\alpha_0} \times \left( \prod_{i=1}^{h} |g^{(i)}|^{\beta} \right)^{k^{(i)-d}} |g^{(i)}|^{\beta-\beta} d\xi_0^{(1)} d\xi_0^{(2)}$$
for each $i \in \{1, \ldots, h\}$, where $r_{i-1}$ is interpreted as zero. Therefore, the measure (5) is transformed as $\pi_1(\phi) \, d\phi \mapsto \chi_1(g) \times \pi_1(\phi) \, d\phi$, where the multiplier is calculated as

$$
\chi_1(g) := \prod_{i=1}^{h} \left| g(\phi)^{2(\varphi_{i-1} - \varphi_i)} \right| = \prod_{i=1}^{h} \left| g(\phi)^{2(\varphi_{i-1} + \varphi_i)} \right|
$$

for $g \in G_k$. Therefore, prior distributions (5) are relatively invariant under the left action of group $G_k$ of the upper-triangular block matrices.

The fact that the prior distribution (5) is relatively invariant under the left action of group $G_k$ is consistent with Proposition 2. This is because the risk of the Bayesian predictive distribution based on a relatively invariant prior distribution is constant (see Theorem 9.3.8 in [33]).

Among the relatively invariant prior distributions, the left and right invariant prior distributions are important (see [13]). The direct computation shows that the left invariant prior distribution is the Jeffreys prior distribution $\pi_1(\phi) \, d\phi$, and the right invariant prior distribution is our prior distribution $\pi_R(\phi) \, d\phi$ (see Example 6.14 in [13] for the case $d = 1$). The fact that the prior distribution $\pi_R(\phi) \, d\phi$ is the right invariant prior distribution under the left action of group $G_k$ is consistent with Theorem 2. This is because the risk of the Bayesian predictive distribution based on the right invariant prior distribution is the minimum among the risks of Bayesian predictive distributions based on relatively invariant prior distributions (see Theorem 9.4.4 in [33]).

We discuss the minimaxity and admissibility of the Bayesian predictive distribution $\delta_R^{\mu,\nu}$. First, we consider the minimaxity. The group $G_k$ is known to be amenable if $h = r$ (see (60)). Thus, the Bayesian predictive distribution $\delta_R^{\mu,\nu}$ based on our prior distribution $\pi_R(\phi) \, d\phi$ is minimized if $h = r$ (i.e., $k = (1, \ldots, 1)$), by the Hunt-Stein theorem (see Theorem 9.5.5 in [33]). We observe that the finer the partition $k = (k(1), \ldots, k(h))$ of rank $r$, the lower the risk $R_k^{\mu,\nu}$ of the Bayesian predictive distribution $\delta_R^{\mu,\nu}$ based on our prior distribution $\pi_R(\phi) \, d\phi$ with respect to the partition $k$. Therefore, the Bayesian predictive distribution $\delta_R^{\mu,\nu}$ based on our prior distribution $\pi_R(\phi) \, d\phi$ is minimax if and only if $h = r$. Subsequently, we consider the admissibility. If $r = 2$, there exists a prior distribution that dominates the prior distribution $\pi_R(\phi) \, d\phi$ (see Theorem 4 in [22]). Therefore, the Bayesian predictive distribution $\delta_R^{\mu,\nu}$ based on our prior distribution $\pi_R(\phi) \, d\phi$ is not admissible if $r \geq 2$. This is because we may consider the partition $k := (2, 1, \ldots, 1)$ of rank $r$ if $r \geq 2$, that is, $h = r - 1$.

Appendices

A. Laplace–Beltrami operator

We define the Laplace–Beltrami operator for the family $\{W_r(\mu, \phi)\}_{\phi \in \Theta}$ of Wishart distributions. In addition, we also prove Proposition 1.

The space $S_r(\mathbb{R})$ of symmetric $r \times r$ matrices (if $d = 1$) or the space $H_r(\mathbb{C})$ of Hermitian $r \times r$ matrices (if $d = 2$) is denoted as $E_r$. We define the differential operator $\delta_k$ as $\delta_k(\xi \mid x) = x$ for $x \in E_r$. The vectorization of $\delta_k$ is denoted by $\delta_k^*$ (i.e., $\delta_k^*$ is a column vector of differential operators of length $n = r(r - 1)/2 + r$, whereas $\delta_k$ is an $r \times r$ matrix of differential operators). Moreover, the transpose of the column vector $\delta_k^*$ is denote by $\delta_k^{**}$, that is, $\delta_k^{**}$ is a row vector of differential operators of length $n$. For example, if $d = 1$ and $r = 2$, we have $\delta_k := \left[ \frac{\partial}{\partial \varphi_1}, \frac{\partial}{\partial \varphi_2}, \frac{\partial}{\partial \varphi_3} \right]$, $\delta_k^* := \left[ \frac{\partial}{\partial \varphi_1}, \frac{\partial}{\partial \varphi_2}, \frac{\partial}{\partial \varphi_3} \right]$, and $\delta_k^{**} := \left[ \frac{\partial}{\partial \varphi_1}, \frac{\partial}{\partial \varphi_2}, \frac{\partial}{\partial \varphi_3} \right]$. Note that we have $\delta_k^{**} = \delta_k^*$ for this case because $\xi_{12} = \xi_{21}$. The Fisher information matrix of the family $\{W_r(1, \xi)\}_{\xi \in \Theta}$ of Wishart distributions is denoted by $H(\xi)$, where we assume the unit of observation (i.e., $\mu = 1$). We write $\overline{H}(\xi)$ if the Fisher information matrix $H(\xi)$ is represented with respect to the vectorization of the parameter $\xi \in \Theta$ (i.e., $H(\xi)$ is a linear operator from $E_r$ to $E_r$, whereas $\overline{H}(\xi)$ is an $n \times n$ matrix).

The Laplace–Beltrami operator $\Delta_{LB}$ is the differential operator defined as

$$
\Delta_{LB} := \left[ \overline{H}(\xi) \right]^{-\frac{1}{2}} \delta_k^{**} \left( \overline{H}(\xi) \right)^{-\frac{1}{2}} \delta_k K
$$
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for a scalar function \( K \) defined on the parameter space \( \Xi \). The Laplace–Beltrami operator does not depend on the choice of parameterizations (see [18] for the mathematical details).

We focus on the Laplace–Beltrami operator on the parameter space \( \Phi^{(i)} \). Recall that the Fisher information matrix \( H(\phi) \) is of the form \( \text{diag}(H^{(1)}(\phi_{(1)}), \ldots, H^{(d)}(\phi_{(d)})) \). The Fisher information matrix \( H_{(i)}(\phi_{(i)}) \) with respect to the parameter \( \phi_{(i)} = (\phi_{(i-1)}, \phi^{(i)}) = (\xi_{i-1}, \xi^{(i)}_{1/2}, \xi^{(i)}_0) \) is calculated as

\[
H_{(i)}(\phi_{(i)}) = \begin{bmatrix}
H^{(i)}_{11}(\phi_{(i-1)}) & 0 & 0 \\
0 & H^{(i)}_{0A}(\phi_{(i-1)}, \phi^{(i)}) & H^{(i)}_{0B}(\phi_{(i-1)}, \phi^{(i)}) \\
0 & H^{(i)}_{0C}(\phi_{(i-1)}, \phi^{(i)}) & H^{(i)}_{0D}(\phi_{(i-1)}, \phi^{(i)})
\end{bmatrix},
\]

where

\[
H^{(i)}_{11}(\phi_{(i-1)}): w_1 \mapsto (\xi_{i-1})^{-1} w_1 (\xi_{i-1})^{-1},
H^{(i)}_{0A}(\phi_{(i-1)}, \phi^{(i)}) : z_{1/2} \mapsto \frac{1}{2} (\xi_{i-1})^{-1} z_{1/2} (\xi^{(i)}_0)^{-1},
H^{(i)}_{0B}(\phi_{(i-1)}, \phi^{(i)}) : z_0 \mapsto - (\xi_{i-1})^{-1} \xi^{(i)}_{1/2} (\xi^{(i)}_0)^{-1} z_0 (\xi^{(i)}_0)^{-1},
H^{(i)}_{0C}(\phi_{(i-1)}, \phi^{(i)}) : z_{1/2} \mapsto \frac{1}{2} (\xi^{(i)}_0)^{-1} \left( (\xi_{1/2})^* \xi^{(i)}_{1/2} \right)^{-1} + \left( (\xi^{(i)}_0)^* (\xi_{i-1})^{-1} z_{1/2} \right) \left( (\xi^{(i)}_0)^{-1} \right),
H^{(i)}_{0D}(\phi_{(i-1)}, \phi^{(i)}) : z_0 \mapsto (\xi^{(i)}_0)^{-1} \left( z_0 + (\xi^{(i)}_{1/2})^* (\xi_{i-1})^{-1} z_{1/2} (\xi^{(i)}_0)^{-1} \right) \left( z_0 + z_0 (\xi^{(i)}_0)^{-1} (\xi_{i-1})^{-1} z_{1/2} (\xi^{(i)}_0)^{-1} \right).
\]

for \( w = (w_1, z_{1/2}, z_0) \in E_{(i-1)} \times \Phi^{(i)} = \Phi^{(i)} \), and the parameter \( \phi_{(i-1)} \) is identified with the parameter \( \xi_{i-1} \in E_{(i-1)} \). The inverse \( V_{(i)}(\phi_{(i)}) \) of the Fisher information matrix \( H_{(i)}(\phi_{(i)}) \) is calculated as

\[
V_{(i)}(\phi_{(i)}) = \begin{bmatrix}
V^{(i)}_{11}(\phi_{(i-1)}) & 0 & 0 \\
0 & V^{(i)}_{0A}(\phi_{(i-1)}, \phi^{(i)}) & V^{(i)}_{0B}(\phi_{(i-1)}, \phi^{(i)}) \\
0 & V^{(i)}_{0C}(\phi_{(i-1)}, \phi^{(i)}) & V^{(i)}_{0D}(\phi_{(i-1)}, \phi^{(i)})
\end{bmatrix},
\]

where

\[
V^{(i)}_{11}(\phi_{(i-1)}): w_1 \mapsto \xi_{i-1} w_1 \xi_{i-1},
V^{(i)}_{0A}(\phi_{(i-1)}, \phi^{(i)}): z_{1/2} \mapsto 2 \xi_{i-1} (z_{1/2}) \xi^{(i)}_{1/2} + 2 \xi^{(i)}_{1/2} (z_{1/2}) \xi_{1/2} + 2 \xi^{(i)}_{1/2} (\xi^{(i)}_{1/2})^{-1} (\xi^{(i)}_{1/2})^* z_{1/2} \xi^{(i)}_{1/2},
V^{(i)}_{0B}(\phi_{(i-1)}, \phi^{(i)}): z_0 \mapsto 2 \xi^{(i)}_{1/2} z_0 \xi^{(i)}_0, V^{(i)}_{0C}(\phi_{(i-1)}, \phi^{(i)}): z_{1/2} \mapsto \xi^{(i)}_0 (z_{1/2})^* \xi^{(i)}_{1/2} + (\xi_{1/2})^* \xi_{1/2} \xi^{(i)}_0,
V^{(i)}_{0D}(\phi_{(i-1)}, \phi^{(i)}): z_0 \mapsto \xi^{(i)}_0 z_0 \xi^{(i)}_0.
\]

for \( w = (w_1, z_{1/2}, z_0) \in E_{(i-1)} \times \Phi^{(i)} = \Phi^{(i)} \). We write \( \nabla (\xi) \) if the inverse \( V(\xi) \) of the Fisher information matrix \( H(\xi) \) is represented with respect to the vectorization of the parameter \( \xi \in \Xi \) (i.e., the \( n \times n \) matrix \( \nabla(\xi) \) is the inverse of the \( n \times n \) matrix \( H(\xi) \)). Similarly, we define the matrices \( \nabla_{(i)} \), \( \nabla_{0A}, \nabla_{0B}, \nabla_{0C}, \) and \( \nabla_{0D} \) with respect to the vectorization of the parameter \( \phi_{(i)} = (\xi_{i-1}, \xi^{(i)}_{1/2}, \xi^{(i)}_0) \).

**Proof of Proposition 1** We calculate the eigenvalue of the Laplace–Beltrami on the parameter space \( \Phi^{(i)} \) as follows.

The scalar function \( f^{(i)} = \cdots = f^{(i-1)} = 1 \) and \( f^{(i+1)} = \cdots = f^{(d)} = -n/r \) is considered. Then, we have

\[
(\Delta_{LB} K_{t}) / K_{t} = \left( \frac{1}{2} \delta_{\xi_{i-1}} \left( \frac{1}{2} V^{(i)}_{11} \partial_{\xi_{i-1}} K_{t} \right) \right) / K_{t} + \left( \frac{1}{2} \delta_{\xi^{(i)}_{1/2}} \left( \frac{1}{2} V^{(i)}_{0A} \partial_{\xi^{(i)}_{1/2}} K_{t} \right) \right) / K_{t} + \left( \frac{1}{2} \delta_{\xi^{(i)}_0} \left( \frac{1}{2} V^{(i)}_{0C} \partial_{\xi^{(i)}_0} K_{t} \right) \right) / K_{t} + \left( \frac{1}{2} \delta_{\xi^{(i)}_0} \left( \frac{1}{2} V^{(i)}_{0D} \partial_{\xi^{(i)}_0} K_{t} \right) \right) / K_{t},
\]

(24)
for \( t = (t, \ldots, t^{(0)}, -n/r, \ldots, -n/r) \in \mathbb{R}^h \), where

\[
\left( \left[ H^T \right]^2 \hat{\phi}_{i,1}^* \left( \left[ H^T \right]^2 \frac{1}{V_{i,1}} \hat{\phi}_{i,1}, K_i \right) \right) K_i = r_{i-1} \left( \frac{1}{2} \left( t + \frac{n}{r} \right) \right)^2 - \left( \frac{n}{r} - \left( \frac{r_{i-1}}{2} - d + 1 \right) \right) \left( \frac{1}{2} \left( t + \frac{n}{r} \right) \right).
\]

\[
\left( \left[ H^T \right]^2 \hat{\phi}_{i,1}^* \left( \left[ H^T \right]^2 \frac{1}{V_{i,0}} \hat{\phi}_{i,0}, K_i \right) \right) K_i = 0.
\]

\[
\left( \left[ H^T \right]^2 \hat{\phi}_{i,1}^* \left( \left[ H^T \right]^2 \frac{1}{V_{i,0}} \hat{\phi}_{i,0}, K_i \right) \right) K_i = r_{i-1} k^{(0)} d \left( \frac{1}{2} \left( t^{(0)} + \frac{n}{r} \right) \right).
\]

\[
\left( \left[ H^T \right]^2 \hat{\phi}_{i,1}^* \left( \left[ H^T \right]^2 \frac{1}{V_{i,0}} \hat{\phi}_{i,0}, K_i \right) \right) K_i = 0.
\]

\[
\left( \left[ H^T \right]^2 \hat{\phi}_{i,1}^* \left( \left[ H^T \right]^2 \frac{1}{V_{i,0}} \hat{\phi}_{i,0}, K_i \right) \right) K_i = k^{(i)} \left( \frac{1}{2} \left( t^{(i)} + \frac{n}{r} \right) \right)^2 - \left( \frac{n}{r} - \left( \frac{k^{(i)}}{2} - 1 - d + 1 \right) \right) \left( \frac{1}{2} \left( t^{(i)} + \frac{n}{r} \right) \right).
\]

Therefore, the terms that are relevant to \( t^{(i)} \in \mathbb{R} \) in the eigenvalue are summarized as

\[
k^{(i)} \left( \frac{1}{2} \left( t^{(i)} + \frac{n}{r} \right) \right)^2 - \left( \frac{n}{r} + \frac{n}{r} \right) \left( \frac{1}{2} \left( t^{(i)} + \frac{n}{r} \right) \right) = \frac{k^{(i)}}{4} \left( t^{(i)} - t^{(i)} \right)^2 - \frac{d^2}{16} k^{(i)} \left( r - 2 t^{(i)} + k^{(i)} \right)^2.
\]

\( \square \)

**B. Enriched standard conjugate prior distribution**

The closure (i.e., positive semi-definite matrices) of \( E_r^+ \) in \( E_r \) is denoted by \( \overline{E_r}^+ \). The family of enriched standard conjugate prior distributions for the family \((W_r, (\mu, \phi))\) of Wishart distributions is defined as

\[
\pi_{s.t.}(\phi) d\phi := \prod_{i=1}^h \pi_{s,i}(\phi^{(i)}) d\phi^{(i)}, \quad (25)
\]

for the hyperparameters \( s := (s^{(1)}, \ldots, s^{(h)}) \in E_{r_{i-1}} \times \cdots \times E_{r_{0}} \) and \( t := (t^{(1)}, \ldots, t^{(h)}) \in \mathbb{R}^h \). Each prior distribution \( \pi_{s,i}(\phi^{(i)}) d\phi^{(i)} \) on the parameter space \( \Phi^{(i)} \) is defined as

\[
\pi_{s,i}(\phi^{(i)}) d\phi^{(i)} = |s_i^{(i)}|^{\frac{1}{2}} \exp \left( -\left( s_{i,1/2}^{(i)} - s_{i,1/2}^{(i)} \right) \right) d s_i^{(i)} = s_i^{(i)} \left( s_i^{(i)} \right)^{1/2} d s_i^{(i)}, \quad (26)
\]

where we write \( s^{(i)} = \left[ s_{i,1/2}^{(i)}, s_{i,0}^{(i)} \right] \in E_{r_{i-1}} \) with respect to the partition \( (r_{i-1}, k^{(i)}) \) of rank \( r_{i} \) for \( i \in \{1, \ldots, h\} \) (see (11)). Note that \( d\phi = \prod_{i=1}^h d\phi^{(i)} \) and \( |s| = \prod_{i=1}^h |s_i^{(i)}| \), where \( s_i^{(i)} \) is interpreted as \( \xi_{s,0}^{(i)} \). The enriched standard conjugate prior distribution (25) reduces to the usual standard conjugate prior distributions if \( s^{(1)} = \cdots = s^{(h)} = 0 \) and \( t^{(1)} = \cdots = t^{(h)} = t \). The prior distribution (26) is proper if \( s^{(i)} \in E_r^+ \) and \( t^{(i)} > - \frac{(r_{i-1} - k^{(i)})}{2} d - 1 \).

**Lemma 1.** The normalization constant of the prior distribution \( \pi_{s,i}(\phi^{(i)}) d\phi^{(i)} \) on the parameter space \( \Phi^{(i)} \) is calculated as

\[
\int_{\Phi^{(i)}} \pi_{s,i}(\phi^{(i)}) d\phi^{(i)} = \pi^{(i)} |s^{(i)}|^{\frac{1}{2}} \Gamma_{r_{(i)}} \left( t^{(i)} + \frac{n_{(i)}}{r_{(i)}} \right) |s^{(i)}|^{-\frac{n_{(i)}}{2}}, \quad (27)
\]

if \( s^{(i)} \in E_{r_{(i)}}^+ \) and \( t^{(i)} > - \frac{(r_{(i)} - k^{(i)})}{2} d - 1 \). If \( i = 1 \), then (27) is interpreted as

\[
\int_{\Phi^{(1)}} \pi_{s,1}(\phi^{(1)}) d\phi^{(1)} = \Gamma_{r_{(1)}} \left( t^{(1)} + \frac{n_{(1)}}{r_{(1)}} \right) |s^{(1)}|^{-\frac{n_{(1)}}{2}}.
\]

for \( s^{(1)} \in E_{r_{(1)}}^+ \) and \( t^{(1)} > -1 \).
Proof: We have
\[
\int \mathcal{N}_p^{(0)}(\phi^{(0)}) \, d\phi^{(0)} = \int \exp\left(-\frac{1}{2} \left( \sum_{i=1}^{d} \xi_{1/2}^{(i)^{2}} \right) \right) \prod_{i=1}^{d} \left[ \exp\left(-\frac{1}{2} \left( \sum_{j=1}^{d} (s_{1/2}^{(i)} - s_{1/2}^{(j)})^2 \right) \right) \right] \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)}
\]
\[
= \pi \left( \frac{d}{2} \right) \gamma(1/2)^{d} \int \exp\left(-\frac{1}{2} \left( \sum_{i=1}^{d} (s_{1/2}^{(i)} - s_{1/2}^{(j)})^2 \right) \right) \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)}
\]
\[
= \pi \left( \frac{d}{2} \right) \gamma(1/2)^{d} \int \exp\left(-\frac{1}{2} \left( \sum_{i=1}^{d} (s_{1/2}^{(i)} - s_{1/2}^{(j)})^2 \right) \right) \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)}
\]
for \(s^{(0)} \in E^{*}_{r} \) and \(t^{(0)} > -\left( (r_0 - k^{(0)}) / 2 \right) d - 1 \), where we have used the equation
\[
\int \exp\left( \text{tr} \left( -V^{-1} (z - M) U^{-1} (z - M)^{T} \right) \right) \, d\xi = \pi^{-d} |V|^{1/2} |U|^{1/2}
\]
for \(U \in E^{*}_{r} \) and \(V \in E^{*}_{m} \) to calculate
\[
\int \exp\left(-\frac{1}{2} \left( \sum_{i=1}^{d} (s_{1/2}^{(i)} - s_{1/2}^{(j)})^2 \right) \right) \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)} \, d\xi_{1/2}^{(0)}
\]
with an \((r_0 - k^{(0)}) \times k^{(0)}\) matrix \(M := -\left( s_{1/2}^{(0)} - s_{1/2}^{(0)} \right) \).

Lemma 2. Let \(\mu > (r - 1) d/2\) and \(\nu > (r - 1) d/2\). The risk \(R^{\mu,\nu}(\xi, \delta_{st}^{\mu,\nu})\) of the Bayesian predictive distribution \(\delta_{st}^{\mu,\nu}\) based on the enriched standard conjugate prior distribution \(\tilde{\delta}_{st}^{\mu,\nu}\) is calculated as
\[
R^{\mu,\nu}(\xi, \delta_{st}^{\mu,\nu}) = \sum_{i=1}^{\hat{h}} R^{i,\mu,\nu}(\xi, \delta_{\phi^{(0)},\phi^{(i)}}^{i,\mu,\nu})
\]
where
\[
R^{i,\mu,\nu}(\phi^{(i)}, \delta_{\phi^{(i)},\phi^{(i)}}^{i,\mu,\nu}) = -v k^{(i)} + \nu \log |k^{(i)}| - \log \Gamma(k^{(i)}) \left( \mu + \nu + \sum_{i=1}^{n(i)} \frac{n(i)}{r(i)} \right) + \log \Gamma(k^{(i)}) \left( \mu + \nu + \sum_{i=1}^{n(i)} \frac{n(i)}{r(i)} \right)
\]
\[
+ \left( t^{(i)} + \mu + \nu + \sum_{i=1}^{n(i)} \frac{n(i)}{r(i)} \right) E \left[ \log |X^{(i)} + Y^{(i)}| \right] - \left( t^{(i)} + \mu + \nu + \sum_{i=1}^{n(i)} \frac{n(i)}{r(i)} \right) E \left[ \log |X^{(i)} + Y^{(i)}| \right]
\]
for \(s^{(i)} \in E^{*}_{r}, t^{(i)} > \mu - \left( (r_0 - k^{(0)}) / 2 \right) d - 1\), and \(E\) denotes the expectation over the distributions \(X \sim W_{r}(\mu, \phi)\) and \(Y \sim W_{r}(\nu, \phi)\). The last two terms in (28) are interpreted as 0 if \(i = 1\).

Proof: The Bayesian predictive distribution \(\delta_{st}^{\mu,\nu}(y \mid x) \, dy\) based on the prior distribution \(\tilde{\delta}_{st}^{\mu,\nu}\) is calculated as the product
\[
\delta_{st}^{\mu,\nu}(y \mid x) \, dy = \prod_{i=1}^{\hat{h}} \delta_{\phi^{(i)},\phi^{(i)}}^{i,\mu,\nu}(y^{(i)} \mid x^{(i)}, y^{(i-1)}) \, dy^{(i)}
\]
of the conditional Bayesian predictive distributions
\[
\delta_{\nu,r}^{(i)\nu}(y^{(i)}|x_{(i)},y_{(i-1)})dy^{(i)} := \left( \int_{\|y^{(i)} \|} p_{\nu,r}^{(i)\nu}(y^{(i)}|y_{(i-1)},\phi^{(i)})\pi_{\nu,r}^{(i)\nu}(\phi^{(i)}|x_{(i)})d\phi^{(i)} \right)dy^{(i)}
\]  
(29)
for $x^{(i)} \in \mathcal{E}_{n-1}, r^{(i)} > -\mu - \left( (r^{(i)} - k^{(i)})/2 \right) d - 1$. Direct computation yields
\[
- \log \delta_{\nu,r}^{(i)\nu}(y^{(i)}|y_{(i-1)},\phi^{(i)}) = \nu \log |\xi^{(i)}| - \left( \xi^{(i)} \right) = \left( \xi^{(i)} - 1 \right) - \log \Gamma_{\nu,r}(1) + \mu + \frac{n_{\nu,r}}{r^{(i)}} + \log \Gamma_{\nu,r}(1) + \mu + \frac{n_{\nu,r}}{r^{(i)}}
\]
\[
\left( t^{(i)} + \mu + \nu + \frac{n_{\nu,r}}{r^{(i)}} \right) \log |\xi^{(i)} + x_{(i)} + y_{(i)}| - \left( t^{(i)} + \mu + \nu + \frac{n_{\nu,r}}{r^{(i)}} \right) \log |\xi^{(i)} + x_{(i)} + y_{(i)}| - \left( t^{(i)} + \mu + \nu + \frac{n_{\nu,r}}{r^{(i)}} \right) \log |\xi^{(i)} + x_{(i)} + y_{(i)}|.
\]
Recall that we have $y_{(i)} = (y_{(i-1)},y^{(i)})$, and $y^{(i)} = y_{(i-1)}$. $E[Y^{(i)}] = \nu(\xi^{(i)})^{-1}$, and $E[Y^{(i)}] = E[Y^{(i-1)}] = \nu(\xi^{(i-1)})^{-1}$ are used to compute the risk
\[
R_{\nu,r}^{(i)\nu}(\phi^{(i)},\delta_{\nu,r}^{(i)\nu}|y_{(i-1)},\phi^{(i)}) := E\left[ -\log \delta_{\nu,r}^{(i)\nu}(y^{(i)}|x_{(i)},y_{(i-1)}) \right]
\]
of the conditional Bayesian predictive distribution [29].

**Proof of Proposition 2** Note that $X_{(i)} + Y_{(i)} \sim W_{n_{0}}(\mu + \nu, \xi^{(i)}), X_{(i)} + W_{n_{0}}(\mu, \xi^{(i)}), X_{(i)} + W_{n_{0}+1}(\mu, \xi^{(i)} - 1)$, and $X_{(i)} + W_{n_{0}+1}(\mu, \xi^{(i)} - 1)$ if $X \sim W_{r}(\mu, \phi)$ and $Y \sim W_{r}(\nu, \phi)$. We see that [28] with $s = 0$ yields the proof because we have $E[X_{(i)} + Y_{(i)}] = \psi_{r_{0}}(\mu + \nu) - \log |\xi^{(i)}|, E[X_{(i)}] = \psi_{r_{0}}(\mu) - \log |\xi^{(i)}|, E[X_{(i)} + Y_{(i)}] = \psi_{r_{0}+1}(\mu + \nu) - \log |\xi^{(i)}|, E[X_{(i)}] = \psi_{r_{0}}(\mu) - \log |\xi^{(i)}|$. 

**C. Multivariate polygamma function**

There exists a finite term expansion of the log-gamma function
\[
\log \Gamma(z) = \left( z - \frac{1}{2} \right) \log z - z + \frac{1}{2} \log 2\pi + \sum_{n=0}^{\infty} \frac{\arctan(t/z)}{e^{2z} - 1} dt
\]
\[
= \left( z - \frac{1}{2} \right) \log z - z + \frac{1}{2} \log 2\pi + \sum_{n=0}^{\infty} \frac{(-1)^{n+1}B_{2n}}{2n(2n-1)e^{2z} - 1} + (-1)^{N} \frac{2}{z^{2N-1}} \int_{0}^{\infty} \left( \int_{0}^{\infty} \frac{u^{2n}}{e^{u^2} - 1} du \right) \frac{dt}{e^{2z} - 1}
\]  
(30)
and that of the digamma function
\[
\psi(z) = \frac{d}{dz} \log \Gamma(z) = \log z - \frac{1}{2z} - \frac{1}{2} \int_{0}^{\infty} \frac{t}{(t^2 + z^2)(e^{2z} - 1)} dt
\]
\[
= \log z - \frac{1}{2z} - \sum_{n=0}^{N} \frac{B_{2n}}{2nz^{2n+2}} + (-1)^{N+1} \frac{2}{z^{2N+2}} \int_{0}^{\infty} \frac{e^{2z} - 1}{(t+\frac{z^2}{e^{2z} - 1}) dt}
\]  
(31)
for $\Re(z) > 0$, where $B_{2n}$ are Bernoulli numbers (e.g., $B_{0} = 1, B_{2} = 1/6, B_{4} = -1/30, \ldots$)(see [56]). Note that some authors use $B_{n}$ to denote the Bernoulli number $B_{2n}$. Using equations [56] and [51], we can calculate the upper and lower bounds of the log-gamma and digamma functions of any order because the integrands in (30) and (31) are positive.
An asymptotic expansion of the multivariate log-gamma function

$$\log \Gamma_r(\mu + x) = r(\mu \log \mu) - r\mu + \left(-\frac{1}{4}dr^2 + \frac{1}{4}(d-2)r + rx\right)\log \mu + \left(\frac{1}{4}d(\log \pi) + \frac{1}{4}r - (\log \pi) d + 2(\log 2\pi)\right) r$$

$$+ \left(\frac{1}{24}d^2r^3 - \frac{1}{16}(d-2)dr^2 + \frac{1}{48}(d^2 - 6d + 4)r + \left(-\frac{1}{4}dr^2 + \frac{1}{4}(d-2)r\right)x + \frac{1}{2}rx^2\right) \mu^{-1}$$

$$+ \left(\frac{1}{192}d^4r^4 - \frac{1}{96}(d-2)d^2r^3 + \frac{1}{192}(d^2 - 6d + 4)dr^2 + \frac{1}{96}(d-2)dr\right)x + \left(\frac{1}{8}dr^2 - \frac{1}{8}(d-2)r\right)x^2 + \frac{1}{6}rx^2\right) \mu^{-2}$$

$$+ O(\mu^{-3})$$

(32)

and that of the multivariate digamma function

$$\psi_r(\mu + x) = r \log \mu + \left(-\frac{1}{4}dr^2 + \frac{1}{4}(d-2)r + rx\right) \mu^{-1}$$

$$+ \left(-\frac{1}{24}d^2r^3 + \frac{1}{16}(d-2)dr^2 - \frac{1}{48}(d^2 - 6d + 4)r + \left(\frac{1}{4}dr^2 - \frac{1}{4}(d-2)r\right)x - \frac{1}{2}rx^2\right) \mu^{-2} + O(\mu^{-3})$$

(33)

are helpful in the present study.
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