Electronics 2020, 9, 576; doi:10.3390/electronics9040576 www.mdpi.com/journal/electronics

Article

FQ-AGO: Fuzzy Logic Q-Learning Based Asymmetric Link Aware and Geographic Opportunistic Routing Scheme for MANETs

Ali Alshehri 1,*, Abdel-Hameed A. Badawy 1,2,† and Hong Huang 1

1 Klipsch School of Electrical and Computer Engineering, New Mexico State University, Las Cruces, NM 88003, USA; hhuang@nmsu.edu
2 Los Alamos National Laboratory, Los Alamos, NM 87545, USA
* Correspondence: alshriaf@nmsu.edu (A.A.); badawy@nmsu.edu (A.-H.A.B.); Tel.: +1-575-646-6476 (A.-H.A.B.)

Received: 2 March 2020; Accepted: 23 March 2020; Published: 29 March 2020

Abstract: The proliferation of mobile and IoT devices, coupled with the advances in the wireless communication capabilities of these devices, have urged the need for novel communication paradigms for such heterogeneous hybrid networks. Researchers have proposed opportunistic routing as a means to leverage the potentials offered by such heterogeneous networks. While several proposals for multiple opportunistic routing protocols exist, only a few have explored fuzzy logic to evaluate wireless links status in the network to construct stable and faster paths towards the destinations. We propose FQ-AGO, a novel Fuzzy Logic Q-learning Based Asymmetric Link Aware and Geographic Opportunistic Routing scheme that leverages the presence of long-range transmission links to assign forwarding candidates towards a given destination. The proposed routing scheme utilizes fuzzy logic to evaluate whether a wireless link is useful or not by capturing multiple network metrics, the available bandwidth, link quality, node transmission power, and distance progress. Based on the fuzzy logic evaluation, the proposed routing scheme employs a Q-learning algorithm to select the best candidate set toward the destination. We implemented FQ-AGO on the ns-3 simulator and compared the performance of the proposed routing scheme with three other relevant protocols: AODV, DSDV, and GOR. For precise analysis, we considered various network metrics to compare the performance of the routing protocols. The simulation result validates our analysis and demonstrates remarkable performance improvements in terms of total network throughput, packet delivery ration, and end-to-end delay. FQ-AGO achieves up to 15%, 50%, and 45% higher throughput compared to DSDV, AODV, and GOR, respectively. Meanwhile, FQ-AGO reduces by 50% the end-to-end latency and the average number of hop-count.

Keywords: fuzzy logic; Q-learning; routing protocol; mobile ad hoc network (MANETs); opportunistic network

1. Introduction

Mobile ad hoc networks (MANETs) have been attracting great interest in the past twenty years. The routing problem of establishing an efficient stationary path between a source and a destination through multiple mobile intermediate nodes is very challenging due to the movement of the intermediate nodes, limited wireless resources, the heterogeneity of the transmission power of the nodes, and the lossy characteristics of a wireless channel. The efficiency of a route depends on the cooperation of all intermediate nodes participating in data transmissions. These restrictions make the route selection
problem particularly difficult; thus, researchers have developed several routing algorithms for mobile ad hoc networks MANETs [1].

The applications of MANETs architecture range from civilian applications (e.g., distributed computing) to disaster relief (e.g., floods, earthquakes) and military applications (e.g., automated battlefield). Human-to-human communication plays a significant role in these applications. Therefore, the ability to support multimedia communications is an essential qualification for routing protocols operating in MANETs.

Conventional routing protocols that have been designed for MANETs facilitate communication between mobile devices in the absence of network infrastructure. However, these protocols suffer from frequent intermittent connectivity, long end-to-end latency, and large overheads introduced by the routing protocol’s control messages. These limitations are a stumbling block for network capacity scaling [2]. In addition, Gupta and Kumar [3] demonstrated that the per-node average throughput of a multi-hop wireless network of \( n \) nodes scale as \( O = (1/\sqrt{n \log n}) \), and can decrease roughly in proportion to the inverse square root \( (1/\sqrt{n}) \) of the number of nodes in the network. This result has significant implications for designing routing protocols that can scale in wireless networks [4]. These limitations of conventional routing protocols demand a new and novel communication paradigm for a highly dynamic wireless network.

In MANETs, since the network environment varies, the routing protocol needs to be adaptable enough to work in highly dynamic environments. In MANETs, a wireless communication link between nodes is impairment due to nodes mobility and susceptibility to being affected by the fading of the wireless channel. The quality of a wireless connection between nodes highly depends on multiple factors, such as the available bandwidth of participating nodes, the transmission power, node mobility, and the link quality. In the next-hop forwarder selection process, these factors should be considered jointly to establish a stable and robust routing scheme. Therefore, a flexible design that can integrate all these performance metrics is required. Accordingly, it is challenging to drive a mathematical model to evaluate wireless link, since these metrics may conflict with each other. In addition, the network connectivity and routing performance dependent on all direct wireless links constituting the source-destination path. Therefore, we form the next-hop forwarder selection algorithm from a multi-hop perspective.

To solve the problems mentioned above and to exploit the broadcast nature and spatial diversity of the wireless medium to enhance routing performance, Opportunistic Routing (OR) has been proposed [5]. The main idea of OR is that, instead of establishing an end-to-end path and relying on pre-selecting a single specific next-hop, multiple nodes can potentially serve as the next-hop forwarders. In the OR algorithms, there is no specific single next-hop forwarder. In this paper, we propose FQ-AGO, Fuzzy Logic Q-learning Based Asymmetric Link Aware, and Geographic Opportunistic Routing Scheme for MANETs. The proposed routing scheme relies on fuzzy logic [6] to evaluate a wireless link by considering multiple routing metrics, such as the available throughput, distance progress, node transmission power, and link quality. The proposed scheme also employs a Q-learning algorithm [7] to learn the best next-hop forwarder by using control messages. Fuzzy logic can analyze different metrics even if they are imprecise, uncertain, or conflicting with each other. The proposed routing scheme employs fuzzy logic to evaluate wireless link status and find a trade-off between the performance metrics FQ-AGO considers without deriving a mathematical model.

Based on the fuzzy logic evaluation, the Q-learning algorithm chooses a potential next-hop forwarder with a highly reliable and stable link. FQ-AGO is different from existing OR routing schemes for MANETs. In every step of FQ-AGO, we infuse a stable strategy; in the candidate selection phase, the FQ-AGO forwarder node evaluates the direct wireless links in its vicinity, and it makes the selection of the next-hop forwarder on-the-fly by employing the Q-learning algorithm as a means to improve network connectivity and routing performance, and the routing decision does not rely on global network
information. The proposed routing scheme is scalable since there are no overwhelming control packets required to move the data packets towards the desired destination. By modifying the fuzzy logic membership functions and rules, various MANETs scenarios such as vehicular ad hoc networks (VANETs), or wireless sensor networks (WSNs) can apply FQ-AGO seamlessly.

In addition, our approach addresses another challenge in MANETs, namely the high cost of distributing network global routing information. Although the capacity of wireless networks has been studied extensively, little attention has been paid to how practical routing protocols may be best implemented in MANETs. It is impossible to ignore network dynamics in large-scale networks: nodes joining, leaving, or moving, and channels fading. However, the distribution of global routing information incurs high costs. In a network of n nodes, the overhead of a routing protocol, such as the link-state protocol, scales as \( n^2 \), whereas the total network capacity scales as \( n/\log n \) [3,4], which may be overwhelmed by the routing overhead as the number of nodes increases. We demonstrate that our distributed opportunistic routing scheme is independent of network global routing information and rely on the local routing information to make routing decisions using our approach.

In this paper, we make the following contributions:

1. We propose FQ-AGO fuzzy Q-learning opportunistic routing scheme that learns and makes the route decisions on-the-fly by considering one-hop performance.
2. The proposed scheme takes into account the available throughput, distance progress, asymmetric link, and link quality in the candidate selection process.
3. The proposed protocol is flexible because we can easily tune the protocol to work for different MANETs networks by modifying the fuzzy membership functions and fuzzy rules.
4. We implemented and tested the proposed routing scheme in the ns-3 simulator.
5. We evaluated the performance of the proposed routing scheme and compared it with three state-of-the-art MANETs routing protocols: destination sequenced distance vector routing (DSDV) [8], ad hoc on-demand distance vector (AODV) [9], and geographic opportunistic routing protocol (GOR) [10].

The remainder of this paper is organized as follows. In Section 2, we review the related literature, focusing mostly on the opportunistic routing on MANETs. In Section 3, we describe the system model and the assumptions. A detailed description of the proposed scheme and its objective function and features is in Section 4. In Section 5, we discuss the routing scheme implementation as well as the simulation setup and performance evaluation. Finally, Section 6 concludes the paper.

2. Background and Related Works

Opportunistic Routing has been proposed in the context of multiple applications and scenarios including mobile ad-hoc networks (Figure 1) [11–13], wireless mesh and sensor networks [14–16], Delay Tolerant Network (DTN) [17], and for smart grids applications [18]. While traditional MANETs protocols fail with high mobility of the nodes and their heterogeneity, OR exploits the broadcast nature of the wireless medium and pre-selects a set of candidate nodes and delegates the packet forwarding, hop-by-hop and on the fly, to these relays [3]. Thus, the packet can traverse from the source node to the destination node through a set of potential routes. This dynamic selection of route improves the transmission reliability and throughput of the network.

While the MANETs algorithm is concerned with the end-to-end path between the source and the destination and deals with frequent link failures due to connections and disconnections by applying route management and recovery strategies OR constructs the route online by pre-selecting a set of neighbor’s
relays on a routing protocol metric within the radio frequency transmission range of the source node. These neighbor nodes are called relay nodes or candidate sets.

Extensive research and surveys have been conducted on OR aspects. The OR reduces the number of transmissions to a destination by taking advantage of the broadcast nature of the wireless medium. Success on reducing transmission number to a packet between source and destination can improve network performance by reducing end-to-end delay, and the energy consumption of network nodes [19]. The broadcast nature of the wireless medium replicates a packet to multiple nodes per transmission, and the choice of relay nodes affects the efficiency of OR. The source nodes utilize the available network information to calculate the OR metric, which is ordering and assigning a probability to the potential candidate set. The node with a higher probability becomes the new custodian node. One can classify the network information to be utilized to compute the OR metrics as local or global. Local network information mainly depends on the information of neighbors, such as the geographic location of nodes or the link delivery probability. On the other hand, the former one mainly relies on the end-to-end information of the network topology by taking into consideration the number of hops from each neighbor to the given destination [19,20]. The OR algorithms that consider the network topology information to select and prioritize the candidate set outperform OR algorithms that depend only on the local information of the neighbors. However, the computation cost of the global network information could impact the network performance, especially, and network scalability because of the significant overhead.

Sharma et al. [21,22] proposed an opportunistic routing approach called (MLProph), which utilizes machine learning algorithms, namely decision tree and neural networks. MLProph is built on top of the opportunistic routing in PROPHET. The routing approach of MLProph is trained by adopting PROPHET routing data performance metrics, such as node power, speed, and location. Based on the evaluation and analysis of the PROPHET routing data, the machine learning algorithm calculates the transition probability to a neighbor node to check whether the node will be able to deliver the message to the corresponding destination eventually. Accordingly, the likelihood of successful deliveries of data packets is predicted. Thomas et al. [23] introduced Q2−Routing, which is a hybrid routing protocol that integrates on-demand route discovery technique with proactive updates of the available routes. Their routing scheme depends on Multi-Agent Reinforcement Learning (MARL). The optimal candidate selection of the next-hop forwarder process learns by trial-and-error, without the need for any prior knowledge about the topology of the network environment. Accordingly, the neighbor node that reveals the optimal Q-value for a given destination is selected as the next-hop forwarder. Their simulation results demonstrate a significant improvement in routing performance compared to the AODV routing protocol. QGeo [24] proposed a distributed machine-learning-based geographic routing scheme for ad hoc networks to reduce overhead in a high-mobility scenario. The proposed routing scheme considers a model-free reinforcement learning algorithm in which the global network information is not required to make a routing decision. Instead, nodes make geographic routing decisions distributively relying on the exchange of local location information by periodic Hello messages that include location, current Q-value, and link condition. QGeo routing scheme introduces a local maximum avoiding algorithm in the reward function in which the forwarder node gets a negative reward value to prevent detours. Recently, fuzzy logic became popular in the design of routing protocols. Routing schemes that utilized fuzzy logic for Vehicular ad hoc networks (VANETs) have been proposed [25–27]. Alzamzami et al. [25] proposed a routing protocol (FL-DGR) which utilizes fuzzy logic to combine and find a trade-off between different routing metrics intelligently without deriving a mathematical model. In FL-DGR, the communication between nodes takes place through a unicast transmission in which the forwarder node selects one next-hop candidate only using fuzzy logic evaluation. FL-DGR demonstrates improvement in network connectivity and routing performance in relatively dense urban environments compared to some relevant VANETs routing protocols. Wu et al. [26] proposed a vehicle-to-roadside routing scheme. Their scheme utilizes distributed
clustering, where a coalitional game model stimulates the vehicles joining a cluster. At the same time, they utilized a fuzzy logic algorithm to select stable clusters heads where the authors evaluated multiple metrics of mobile vehicles. Their evaluation uses the performance of multi-hop routes between nodes and roadside assistants. The scheme relies on reinforcement learning.

With the popularity of global positioning systems (GPS), the geographic location information of the neighbors has been considered as a metric to select and sort the candidate set nodes [28,29]. Accordingly, depending on the Distance Progress (DP), the forwarder node computes the Euclidean distance between potential candidate nodes and the given destination; the closest node to the geographic location of the destination has higher priority to become the potential next-hop forwarder. Utilizing the DP metric, source nodes can estimate the distance from each potential candidate node to reach the destination. Expected Distance Progress (EDP) [19] improved the performance of DP by including the link delivery probability between the current custodian node and the candidate set nodes. Selecting the closest nodes to the destination is not always the optimal choice, especially when the link delivery probability ratio is low. In such a case, multiple re-transmissions of the same packet will be attempted until it is received by one of the candidate nodes. When the DP metric fails to select reliable candidate nodes, EDP will overcome the DP shortcoming by selecting reliable candidate nodes by taking into consideration the same delivery probability, and that will reduce the number of re-transmissions of a packet significantly.

While multiple OR protocols have been proposed, most of these solutions consider a homogeneous network consisting of similar wireless nodes equipped with the same wireless capabilities, moving at the same speeds. In this paper, however, we consider OR in a hybrid scenario, where we leverage, detect, and select nodes equipped with high transmission range wireless antenna, from which they are allowed to construct eventual shortcut paths towards the destination.

![Figure 1. Examples of MANETs communication applications.](image)

3. Fuzzy Logic Q-Learning Routing Scheme with Asymmetric Link Aware

3.1. System Model and Assumption

The network model simulates a typical multi-hop urban environment composed of a large number of mobile nodes N. The topology of a network is a directed graph \(G(V, E)\), where \(V\) is the set of all mobile
nodes and $E$ is the set of wireless links in the network. Among these mobile nodes, few are equipped with long-range ($N_L$) transmission capabilities, and others use the common short-range ($N_S$). Each node is equipped with a wireless radio transceiver. A wireless link exists between any two nodes $A$ and $B$, if and only if $B$ locates within the transmission range of $A$. A link is bidirectional if $A \rightarrow B \in E$ and unidirectional if $B \rightarrow A \notin E$. Each node is equipped with a GPS device that provides information about its position and speed. In addition, every node can obtain the destination position when needed using a location service such as Region-based Location Service Management Protocol (RLSMP) [30] and Mobile Group based Location Service Management (MG-LSM) [31]. Network nodes obtain neighbors information through broadcasting a Hello message periodically at predefined intervals ($\tau + \text{jitter}$), to control traffic storm, and to avoid potential collisions. Table 1 shows the format of a Hello message used in FQ-AGO, which includes the sender’s ID, which identifies each node in the network, a unique sequence number that reflects the freshness of the neighbors’ information, the current position, and node velocity also included in the Hello messages. Each network node maintains a local view of its neighbors by constructing a neighbors’ table to manage neighbor’s information obtained from exchanging Hello packets. We define the set of neighbor’s nodes from which forwarder node can select next-hop to relay its packet as the Candidates Set denoted by $C_n$. A candidate node from $C_n$ is selected to relay the forwarder packet to its corresponding destination according to the neighbor evaluation strategy of our proposed fuzzy logic-based scheme. To avoid situations where a selected candidate might be out of the forwarder communication range, Hello packet transmission interval can be tuned based on the network environment requirements. However, the Hello packet transmission interval should be small, to get the current location information about $C_n$. Accordingly, there is a trade-off between the routing protocol performance and the network overhead. After conducting a set of initial simulation experiments, we found that setting the Hello message transmission interval in our scheme to 1 s is sufficient in most cases because the mobile node relative movement during this amount of time is much smaller than the transmission range [25].

| Parameter          | Value     |
|--------------------|-----------|
| Packet Sequence Number | 2 bytes   |
| Originator ID      | 4 bytes   |
| Originator Position | 16 bytes  |
| Transmission Range | 1 byte    |

### 3.2. Proposed Scheme

The design of the FQ-AGO uses a distributed multi-hop ad hoc wireless communication without relying on any network infrastructure units. The proposed scheme is an opportunistic routing that employs a fuzzy logic-based approach (Figure 2) to evaluate each direct wireless link of neighbors in the candidate set. Each node evaluates its candidate set members based on their distance to destination, transmission power, link quality, and available throughput. These metrics are jointly evaluated, utilizing a fuzzy logic analysis system. The wireless links evaluation values of the candidate set nodes are stored in the neighbor table (Figure 2) and these evaluation values are kept up-to-date. Whenever a forwarder node has a packet for forwarding, based on the destination’s current location, the forwarder applies a Q-learning algorithm to the candidate set, and the candidate that reveals the highest Q-learning value is considered the next-hop forwarder.

For each packet that the forwarder node has to forward, the candidate forwarding node with the maximum Q-learning value is selected as a next-hop forwarder. The membership functions and fuzzy
rules used by the fuzzy logic system are easy to modify and tune to make the protocol more suitable for a particular network environment and condition. Therefore, the proposed protocol can provide a practical and intelligent solution for routing in varieties of ad hoc networks, such as VANETs, and Wireless Sensor Network (WSN). In FQ-AGO, if a local minima problem is detected, the forwarder node will select a new next-hop forwarder, and a re-transmission of the packet is required to progress the transmission packet operation.

3.3. Neighbors Evaluation Criteria

The proposed model is an opportunistic routing scheme that relies on fuzzy logic and Q-learning for routing decision making. The proposed routing scheme is designed to work in a variety of mobile wireless networks. Several configuration parameters of FQ-AGO are adjustable so that it is adaptive to different network environments. One of the characteristics of the proposed routing scheme is that the routing decisions depend on the proposed metric value, which simplifies network setting-up operations where there is no need for any network layer system management. Consequently, this will alleviate the network’s overall end-to-end delay. In this section, we define multiple network metrics concerning mobile ad hoc networks to improve online routing decisions [32].

3.3.1. Link Quality Estimation Using ETX

Link instability has a significant impact on network connectivity, routing performance, packet delivery ratio, network throughput, and end-to-end delay. Wireless links are directly affected by signal attenuation and fading. Thus, to elevate forwarding reliability and minimize packet re-transmissions and delay, we consider the link quality between the current forwarding node and the potential next-hop candidates. To estimate link quality, we utilize the well-known Expected Transmission Count (ETX) module [25,33] to select the most reliable wireless links. Mainly ETX measurement depends on dedicated probe packets. Instead, we consider Hello packets, which is a fundamental factor of an opportunistic cooperative awareness scheme, and it is also used by our routing protocol to discover direct neighbors.

We define the probability of successfully receiving data packet as $d_{\text{packet}}$ and $d_{\text{ACK}}$ is the probability of receiving an ACK packet. ETX can be defined as:

$$ETX(V_n, C_i) = \frac{1}{d_{\text{packet}} \cdot d_{\text{ACK}}}$$ (1)
Every node estimates link quality for its direct neighbors by calculating \( d_{\text{packet}} \) and \( d_{\text{ACK}} \) using the ratios of Hello packets that have been successfully received (HRR). The forwarder maintains a counter of each neighbor to calculate the number of received Hello messages within a sliding window size of \( w \) seconds. Therefore, the ratios of the successfully received Hello packets (HRR) is calculated at any given time instance \( t \) by using the following equation:

\[
HRR_{\text{hello}}(t) = \frac{\text{counter}(t - w, t)}{w/\tau} \tag{2}
\]

where \( \text{count}(t - w, t) \) is the number of Hello packets that have been delivered at time \( t \) during the sliding window \( w \), and \( w/\tau \) indicate to the total number of Hello packets that should have been received during time \( t \).

For the calculation of the HRR(\( t \)), ETX model relies on the sequence number that exists in every received Hello packet, which is used to determine the number of received and lost Hello packets. The packet is either received or lost in the current window size, \( w \), based on a Hello packet sequence number. This determination happens through a comparison process between the sequence number of the freshly received packet and the sequence number of the last packet sequence number recorded in the neighbors’ table (Figure 2). Accordingly, a node can detect any lost Hello packet, and the HRR value is calculated by updating the numerator and denominator in Equation (2).

### 3.3.2. Available Throughput Estimation

Recruiting a subset of neighbors as a potential candidate without taking into consideration their available throughput would highly impact routing performance and might result in high packet delays and loss. Therefore, we define the Available Throughput Estimation (ATE) as a mean to predict the maximum amount of data that could be transmitted successfully by each candidate node \( C_i \) during a specified time period [25]:

\[
\text{ATE}(C_i) = \frac{\text{NB}^{\text{success}}}{\text{DTT}} \tag{3}
\]

where \( \text{NB} \) indicates the number of bits that are successfully transmitted and DTT (Data Transmission Time) is the total amount of time a forwarder node requires to transmit packet. DTT includes total time of both successful and failed transmission attempts that a forwarder node conducts:

\[
\text{DTT}_{\text{total}} = \sum_{k=1}^{N_{\text{success}}} \text{DTT}_{\text{success}(k)} + \sum_{k=1}^{N_{\text{failed}}} \text{DTT}_{\text{failed}(k)} \tag{4}
\]

The number of attempts a forwarder takes to transmit a packet \( k \) successfully is \( N_{Tx}(k) \), and we define the time duration that it takes a packet to be successfully transmitted as:

\[
\text{DTT}_{\text{success}(k)} = \sum_{x=1}^{N_{Tx}(k)} (\overline{\text{CW}}_{i} + T_{\phi}) + (\overline{\text{CW}}_{N_{Tx}(k)}) + T_{s} \tag{5}
\]

where \( N_{Tx}(k) \) is the number of transmissions attempts it takes a packet to be transmitted successfully, \( \overline{\text{CW}}_{i} \) is the estimate of contention window size for the \( x \)th transmission attempt, \( \overline{\text{CW}}_{N_{Tx}(k)} \) is the estimate contention window size for the last successful attempt of transmitting that packet, and \( T_{\phi} \) and \( T_{s} \) are defined as follows:

\[
T_{\phi} = T_{\text{AIFS}_{AC}} + T_{\text{Header+Data}} + T_{\text{SIFS}} + T_{\text{ACK}} + 2\delta \tag{6}
\]

\[
T_{s} = T_{\text{AIFS}_{AC}} + T_{\text{Header+Data}} + T_{\text{SIFS}} + T_{\text{ACK}} + \delta \tag{7}
\]
T_{SIFS} indicates the short inter-frame space, \( T_{AIFS_{AC}} \) is the arbitration inter-frame space and tuned based on Access Categories (AC), and time slot \( T_{Slot} \) duration is defined as follows:

\[
T_{AIFS_{AC}} = AIFS[AC] \times T_{Slot} + T_{SIFS}
\]  

\( T_{Header+Data} \) is the transmission time of the payload of a packet, \( T_{ACK} \) is the transmission time of the ACK frame, \( \delta \) is the propagation delay, and \( T_{ACK_{out}} \) is the ACK timeout duration:

\[
T_{ACK_{out}} = T_{Slot} + T_{SIFS}
\]

Similarly, the time spent in re-transmitting a packet (\( (NT_{xmax}) \)) before it gets dropped, which is considered a failed transmission attempt, is defined as:

\[
DTT_{failed}(k) = \sum_{i=1}^{N_{Tx}(k)} (\overline{CW}_i + T_{\phi})
\]

Assuming that the selected contention window size is uniformly distributed in the range \([0, CW_i]\), where \( CW_i \) is the current window size for the \( i \)th transmission attempt, the average contention time for any transmission attempt can be defined using the following equation:

\[
\overline{CW}_i = \frac{\text{min}(CW_{max}, 2^i \times (CW_{min} + 1) - 1) \times T_{Slot}}{2}
\]

where \( CW_{max} \) and \( CW_{min} \) are the maximum and minimum contention window sizes IEEE 802.11p access defined. The dynamic topology in MANETs due to rapid nodes mobility and the wireless signal impairments, such as fading, interference, and obstacles, causes instabilities in node’s data transmission rates. To cope with wireless communication impairments in dynamic environment, we use the Exponentially Moving Average (EMA) to calculate the available bandwidth estimation accuracy as follows:

\[
ATE_{ci} \leftarrow (a - \alpha) \times ATE_{ci-1} + \alpha \times ATE_{ci}
\]

where \( \alpha \) is a simulation parameter applied to estimate the relative movement of a neighboring node to balance the accuracy and responsiveness of a mobile node link status, due to the rapid changes in network topology and fluctuation of the wireless communication conditions. Based on our simulation experiments, we found that the best value for \( \alpha \) is 0.7.

### 3.3.3. Asymmetric Link

There are two different models for considering the extra wireless transmission capabilities of heterogeneous nodes in MANETs routing [34]. One is trying to use a long-range asymmetric link, and the other avoids it. The former exploits the long-range wireless link to transmit data. There have been many attempts to accomplish this [35–37]. There are several benefits to considering transmission over long-range links, such as reducing the number of hops on the path and increasing the lifetime of network nodes with limited energy. This reduces latency and improves network connectivity and routing efficiency, which makes the path more robust. The latter model tries to avoid the use of a remote connection to transmit data (see, e.g., [38,39]). These models consider that the use of long-range transport may increase energy consumption and reduce overall network throughput.

In conventional homogeneous wireless ad hoc networks, a network node can only communicate with neighbor nodes in its transmission range. In contrast, in heterogeneous wireless ad hoc networks,
some network nodes can reach other nodes within a broader transmission range. Therefore, the network topology and routing mechanisms are quite different from those in homogeneous networks. As an example, a homogeneous network topology without asymmetric links is depicted in Figure 3a, in which all wireless links are symmetric and labeled with transmission costs in both directions.

![Figure 3a](image1)

**Figure 3.** The network topology in homogeneous and heterogeneous wireless communication: (a) topology in homogeneous scenario; and (b) topology in heterogeneous scenario.

Node A has high transmission power and has the ability to reach much farther area in the network, thus a wireless asymmetric link is added in Figure 3b. We label asymmetric links from node A to its neighbors with cost 0 to represent the high transmission power of node A [40]. Consequently, a forwarding node should forward the packet to a candidate $C_i$ that has higher transmission power, and avoid relying on candidate nodes with short transmission, if possible (Figure 4). For these purposes, it is desirable to allow a candidate with high transmission capability to relay the forwarded packet to cover a larger transmission area, which can statistically reduce the number of intermediate nodes involved in packet forwarding.

![Figure 4](image2)

**Figure 4.** An example of the candidate selection process.
4. Evaluation of One-Hop Neighbor Wireless Link Status Based on Fuzzy Logic Model

Fuzzy logic-based systems have attracted considerable interest and are widely accepted in many industrial systems and research communities to develop communication applications [6,25,41], due to their ability to simulate human brains reasoning in interpretation of uncertain information. The fuzzy logic model handles imprecise and uncertain information well when the boundaries are not clear. Uncertainty in a classical set theory arises when an attempt is made to define a measurement value as either member or non-member; instead, values in the fuzzy logic set theory can have different degrees of membership [6,25]. Accordingly, the fuzzy logic model can handle imprecise and uncertain information by approximating data rather than precise information analysis. Therefore, fuzzy logic can perform well in decision making and analyzing different metrics.

In the opportunistic network, wireless communication links are vulnerable due to nodes mobility and wireless signal impairment. Accordingly, an evaluation of neighbors’ wireless links status is required to improve network connectivity and routing performance. The neighbor’s wireless links status depends on multiple factors, such as transmission range capability, available throughput, link stability, neighbor mobility, etc. Therefore, the attempt to derive any mathematical model facilitating the selection of the forwarding candidate set by taking into consideration multiple network metrics is a complex and challenging task, and the solution would be inflexible.

For routing in MANETs, a fuzzy logic model can cope with unreliable and uncertain information about candidate nodes due to rapid nodes mobility and wireless channel conditions. Whenever a forwarder node has a packet to forward, a fuzzy logic model is used to evaluate each candidate’s wireless link status and select the most suitable next-hop for forwarding the packet. The proposed fuzzy logic model is developed to combine all considered network metrics discussed in Section 3.3 to contribute to improve the efficiency and reliability of selecting a next-hop forwarder from the potential next-hop candidate. Figure 2 illustrates the fuzzy logic structure that evaluates the neighbors’ wireless link status. It consists of three phases: fuzzification, fuzzy inference, and defuzzification. In the first phase, numerical values accepted as inputs are converted into nonnumerical linguistic variables to express the facts. Then, the defined fuzzy rules are used to drive a linguistic output. The final phase interprets the linguistic output into a numerical value that represents the fuzzy weight of each neighbor. The phases that illustrate the calculation operation of the fuzzy logic weight for candidate nodes $C_i$ are elaborated in the following subsections.

4.1. Fuzzification

Fuzzification is the process of accepting and converting crisp numerical input values into fuzzy linguistic values by employing a predefined membership function to each network metric. For the sake of accurate evaluation of the considered metrics, their values are normalized by considering Min-Max feature scaling normalization, which improves the sensitivity of the metrics to every negligible variation on the neighbor link status. The following equation shows the normalization of the expected distance progress metric:

$$DP_{c_i}^{x,d} = \frac{DP^{x,d} - DP_{min}}{DP_{max} - DP_{min}} \quad (13)$$

where $DP_{c_i}^{x,d}$ is the normalized distance value of the potential candidate to destination and $DP_{max}$ and $DP_{min}$ are the maximum and minimum measured distance span values to destination of all potential candidates $C_i$. Figure 5a illustrates the membership function of candidate distance progress evaluation. The forwarder node employs the developed membership function to map the normalized metric value into the predefined linguistic fuzzy set and measures the degrees of belonging to the linguistic
variables. Thus, the fuzzy set degree values for the distance progress metric input belongs to \{VeryClose, Close, Far\}.

![Diagram](image1.png)

**Figure 5.** Fuzzy membership functions plots: (a) distance progress Fuzzy membership function; (b) transmission power Fuzzy membership function; (c) ATE Fuzzy membership function; and (d) link quality Fuzzy membership function.

The fuzzy membership function for the node transmission power is shown in Figure 5b. The forwarder node uses the membership function to evaluate the neighbor transmission range based on the information included in the exchanged hello packets. Thus, the forwarder node calculates which degree the transmission range of a candidate forwarder belongs to \{Long, Short\}. The membership function of the ATM metric is depicted in Figure 5c. The forwarder node uses the membership function and the normalized metric to calculate which degree the available throughput value of a candidate node belongs to \{Low, Medium, High\}, where low represents low achievable throughput and high represents high achievable throughput.

Figure 5d depicts the fuzzy membership function of the wireless link quality metric. The metric defined in Equation (1) is normalized using min-max normalization as in Equation (15). The current forwarding node uses the fuzzy membership function and the normalized value to calculate which degree the metric value belongs to \{Good, Average, Bad\}.

### 4.2. Rule-Based and Inference Procedure

The intelligence of evaluating wireless link status in this work comes from the developed fuzzy inference engine [25]. After mapping the numerical values of the input metrics into a fuzzy set variable,
the forwarder node employs the predefined combination of IF-THEN rules to convert the fuzzy values into fuzzy output, which rank the wireless link between the forwarder node and each potential candidate. The linguistic variables of the rank are defined as {Perfect, Good, Acceptable, Not Preferred, Bad, Very Bad}. The fuzzy rule-base construction requires a clear and profound understanding of the nodes' behavior in dynamic environments and the ways input metrics values can affect the ranking output. The fuzzy rule-base consists of a set of IF-THEN rules applied to infer output ranking values. The fuzzy rule-base of FQ-AGO comprises of 54 rules. A few sample rules are shown in Table 2. The first four columns show the four input variables considered in FQ-AGO fuzzy analysis system, and the last column contains the output fuzzy ranking values. Each rule consists of an IF component and a THEN component. The IF component is applied to constructs conditions by employing predicates and logical connections, while the THEN component gives the degree of membership that the fuzzy variable corresponds to. For example, in Table 2, the first rule defines the best candidate for relaying the forwarder packet as follows:

**IF** ATM is High, LQ is High, DP is VeryClose, and TP is Long **THEN**, the candidate rank is Perfect.

In contrast, the worst candidate node for forwarding can be defined using the following rule:

**IF** ATM is Low, LQ is Low, DP is Far, and TP is Short **THEN** Rank is Very Bad.

| Rules | ATE | LQ  | DP     | TP    | Fuzzy Weight |
|-------|-----|-----|--------|-------|--------------|
| Rule1 | High| High| VeryClose| Long  | Perfect      |
| Rule2 | High| High| Close  | Short | Good         |
| Rule3 | High| High| Far    | Long  | Good         |
| Rule4 | High| Medium| VeryClose| Short | Acceptable   |
| Rule5 | High| Medium| Close  | Long  | Good         |
| Rule6 | High| Medium| Far    | Short | Not Preferred|
| Rule7 | High| Low  | VeryClose| Long  | Good         |
| Rule8 | High| Low  | Close  | Long  | Good         |
| Rule9 | High| Low  | Far    | Short | Not Preferred|
| Rule10| Medium| High| VeryClose| Long  | Good         |
| Rule11| Medium| High| Close  | Short | Acceptable   |
| Rule12| Medium| High| Far    | Short | Acceptable   |
| Rule13| Medium| Medium| VeryClose| Long  | Acceptable   |
| Rule14| Medium| Medium| Close  | Short | Not Preferred|
| Rule15| Medium| Medium| Far    | Long  | Acceptable   |
| Rule16| Medium| Low  | VeryClose| Short | Bad          |
| Rule17| Medium| Low  | Close  | Long  | Not Preferred|
| Rule18| Medium| Low  | Far    | Short | Bad          |
| Rule19| Low  | High| VeryClose| Long  | Bad          |
| Rule20| Low  | High| Close  | Short | Not Preferred|
| Rule21| Low  | High| Far    | Long  | Bad          |
| Rule22| Low  | Medium| VeryClose| Short | Very Bad     |
| Rule23| Low  | Medium| Close  | Long  | Not Preferred|
| Rule24| Low  | Medium| Far    | Short | Bad          |
| Rule25| Low  | Low  | VeryClose| Long  | Very Bad     |
| Rule26| Low  | Low  | Close  | Short | Bad          |
| Rule27| Low  | Low  | Far    | Long  | Very Bad     |

### 4.3. Defuzzification

Defuzzification is the process of generating a crisp numerical result based on fuzzy membership functions. For the corresponding output membership function, we consider the center-of-gravity (COG) method, since it is the most common defuzzification method that is widely used in real applications to
produce the fuzzy output (Figure 6). It ranges 0–1, where the highest value represents the best candidate node in \( C_n \). In the situation where multiple candidate nodes have the same rank value, the candidate with the highest transmission range is selected as the next-hop forwarder.

![Figure 6. Fuzzy membership function plots for neighbor fuzzy weight.](image)

4.4. Q-Learning Routing Decisions

4.4.1. Q-Learning Model

Q-learning [7] is one of the early breakthroughs of a reinforcement learning algorithm that does not rely on a model of its environment and learns by directly interacting with its dynamic environment (Figure 2). Q-learning works by trial-and-error for estimating the values of state-action pairs. The Q-value \( Q(s, C_i) \) \((s \in S, a \in A)\) in Q-learning is utilized to directly approximates the optimal action-value function \( (Q^*) \) for the value of future rewards if the agent performs a particular action \((a)\) when it is in a particular state \((s)\) [42,43]. By exploring the environment, the agents build a table of Q-values for each environment state and each possible action. The Q-learning control algorithm in FQ-AGO is defined as follows. The opportunistic network is the entire environment. The mobile nodes are the learning agents, where they observe and learn the dynamic environment by exchanging Hello messages with neighbor agents. The set of all nodes in the network is the state space. The action that a forwarder node can perform is to select the best next-hop candidate to relay the data packet. Therefore, the set of one-hop neighbors is the possible actions that are allowed at each forwarder [26,42]. A state transition is the process of delivering a packet from the forwarder node to the selected candidate node. There is a set of state transition \( P(s | s, a) \) that model the probabilities of transiting from state \((s)\) to state \((s')\) by performing the action \((a)\). Every node maintains a Q-table, which consists of Q-value, which range 0–1.

4.4.2. Updates of the Q-Values

Each node maintains a wireless link status fuzzy logic evaluation \([\text{Fuzzy}(s, C_i)\text{ in (14) } ]\) for candidate nodes. These evaluation values are used as an input for the Q-learning to select the next-hop forwarder online. Accordingly, the fuzzy evaluation value must be fresh enough at each node to reflect the up-to-date topology information in its vicinity. Thus, it frequently updates upon the reception of Hello messages and eradicates stale neighbor information in the absence of new advertisements of neighbors [26,42]. In an Asymmetric fading environment, a node may receive Hello packet from a node that is not in its one-hop neighbor list. Since each node is only required to maintain the information about its vicinity and traffic source nodes, the proposed protocol is scalable. Each entry of Q-values is initialized to 0. When a forwarder node has a data packet to send, it selects the best next-hop forwarder candidate by applying the Q-learning algorithm as follow:
\[ Q_{c_i}^{r,d} \leftarrow (1 - \alpha) \times Q_{s}^{C-i,d} \times \text{Fuzzy}_{C_i} \]
\[ \times \left\{ R_{t+1} + \gamma \times \max_{a \in A} Q(C_i, d) \right\} \]  
(14)

where \( \text{Fuzzy}_{C_i} \) is the Fuzzy logic evaluation value of the best candidate wireless link between the forwarder and the next-hop forwarder. We set the learning rate \( \alpha \) to 0.8, and the discount-rate parameter \( \gamma \) to 0.9.

The possible reward values \( R_n \) is calculated as follows:

\[ R = \begin{cases} 
1 & d = C_i \\
0 & \text{otherwise}
\end{cases} \]  
(15)

5. Simulation and Evaluation

In this section, we detail the simulation setup of our proposed techniques and evaluate our techniques compared to those that exist in the literature.

5.1. Simulation Setup

To evaluate the performance of FQ-AGO, we implemented our scheme in the ns-3 simulator. We simulated a network with 100 nodes randomly deployed in a 1500 m \( \times \) 1500 m area. In our simulations, all network nodes were capable of roaming randomly in the network according to the modified Random Way Point (RWP) mobility model [44] at a predefined uniformly distributed speed \(( V_{\text{min}}, V_{\text{max}} )\), where \( V_{\text{min}} \) was fixed to be 5 m/s, and \( V_{\text{max}} \) assumed various values to reflect various network mobility levels. No group mobility models were considered in this simulation. The simulation was carried out using the IEEE 802.11 p standard for Physical and MAC layers. A Lognormal shadowing propagation channel model was adopted to simulate the channel fading. We set the values of path-loss exponent equal to \( \beta = 2.7 \) and standard deviation \( \delta \text{ dB} = 6 \text{ dB} \) as in [45,46].

In the simulation, we considered constant bit rate (CBR) data sessions between a randomly selected source and destination pairs. The source nodes generated a constant bit rate (CBR) traffic at a constant time interval with a packet payload size of 512 bps at a rate of \( \lambda \) packets per second.

We studied networks with 20\% of the nodes with long transmission range. These nodes were randomly deployed. By varying the number of nodes, the maximum moving velocity, and the CBR source rate, we could study the performance of FQ-AGO under various network configurations. We performed a set of 15 runs for each experiment to plot the average result for each simulation configuration, and each run was executed for 500 s of simulation time. The remaining simulation parameters are listed in Table 3.

| Parameter                      | Acronym | Value     |
|-------------------------------|---------|-----------|
| Number of nodes               | \( N_i \) | 100       |
| Long transmission nodes ratio | -       | 20\%      |
| Simulation Area               | -       | 1500 m \( \times \) 1500 m |
| Long Transmission Range       | \( R_T(\text{LR}) \) | 200–400 m |
| Short Transmission Range      | \( R_T(\text{SR}) \) | 200 m     |
| Maximum speed                 | \( v_{\text{max}} \) | 5–30 m/s  |
| Packet size                   | \( S_p \) | 512 B     |
| Data rate                     | \( D_R \) | 10 pps    |
| Buffer size                   | \( B_S \) | 0 packets |
5.2. Evaluation Metrics

We evaluated the performance of FQ-AGO by measuring different performance metrics:

- **Throughput** defines as the rate of successfully delivered data packets per second over the communication channel from source to destination.
- **Packet delivery ratio** defines as the ratio of packets successfully delivered to the corresponding destination compared to the total number of data packets transmitted by the sender. This can be easily calculated by dividing the number of received data packets at the destination by the number of data packets that were transmitted by the sender.
- **Average hop-count** refers to the number of intermediate nodes that participate in the transmission process to deliver data packets from the source node to a given destination.
- **Average packet delay** defines as the average delay that elapses between sending a data packet from a source and its arrival at a given destination, which may include delays due to route discovery, queuing, and re-transmissions.

5.3. Impact of Nodes Mobility

Figure 7 illustrates the evaluation of the routing protocols’ performance, measuring the average number of hop-count as a function of the nodes’ speed. In AODV, the results offer higher resolution and a clear relation between the average hop-count and nodes’ speed. The AODV does not perform well in a highly dynamic wireless environment, thus the average hop-count increases as nodes mobility increases due to the requirement of re-computation of the route when the original route is lost. Furthermore, AODV overlooks the presence of asymmetric link, and it repeatedly performs route discoveries. On the other hand, in DSDV, the hop-count stays constant compared to AODV and GOR. DSDV constructs a path to a destination that relies on the shortest path metric with periodic route maintenance for accurate routing and link stability. GOR routing makes the routing decision on-the-fly based only on candidates’ current location to maximize transmission distance. Intuitively, node mobility has no direct impact on GOR. However, candidate node selection without concern for link condition leads to frequent re-transmission due to interference or obstacles, which leads to an increase in the average hop-count relay the transmission. Differently, FQ-AGO performs the best due to its utilization of an asymmetric link wherever and whenever possible. In FQ-AGO, the candidate selection to relay the data packet has a substantial impact on reducing the total number of intermediate nodes.

The impact of nodes’ speed on network throughput is depicted in Figure 8. Overall, the movement speed of the nodes has a direct effect on the network throughput due to the frequent loss of wireless communication between neighbor nodes, notably in routing schemes that rely on the pre-constructed end-to-end path. Routing protocols such as DSDV and AODV face a severe reduction on throughput as node mobility increases due to frequent path loss to the destination and increased of routing overhead to find a new path to the destination. On the other hand, the GOR achieves better throughput than the AODV due to less path loss since the routing decision does not rely on a single fixed path to the destination. However, FQ-AGO always measures one-hop throughput as a means to elevate routing performance; thus, FQ-AGO shows better achievable throughput than DSDV, AODV, and GOR. This is due to selecting the best wireless communication link that has high throughput along the path to the destination. While the throughput in DSDV and AODV drops when the nodes mobility increase, FQ-AGO exhibits stable throughput under high node mobility.

Figure 9 shows the average packet delay as a function of node speed. We observe that, for AODV, the delay grows more significantly as the mobility of nodes increases; node mobility remarkably affects the routing protocol performance. As a consequence, the route to the destination may be lost since the
AODV relies on one next-hop candidate only. Therefore, once the relay node moves out of the sender’s transmission range, the sender has to initiate a search action by broadcasting a Route Request packet to find a new route to the destination at the cost of additional delay. On the other hand, DSDV performs better than AODV; the rapid wireless link maintenance updates benefit the overall DSDV routing performance at the cost of extensive consumption of network resources. However, as the speed increases, the DSDV gradually starts losing the available routes to the destination; in some situations, a packet travels through a long path to the destination. In the worst case, the current packet custodian drops the packet. The GOR protocol slightly outperforms AODV in terms of average packet delay, and it is not affected directly by increase nodes mobility since it relies on its neighbors’ local geographic position for routing decisions. It makes the routing decision on-the-fly when a network node has a packet to send. It instantaneously selects the neighbor with the highest distance progress toward a given destination to forward the packet. The main factor that has a direct impact on the packet delay performance metric is the local minima phenomenon, which occurs when a sender becomes the closest node to the destination, and no further progress towards the destination can be made. In such a scenario, the packet is dropped, which increases the packet delay. Finally, FQ-AGO algorithm outperforms all the routing protocols in this study, by taking advantage of the broadcast medium and involving all available next-hop nodes in the candidate set to choose the most reliable as the next-hop forwarder. Furthermore, selecting the candidate node with a high transmission range has a direct impact on minimizing the packet delay transmission due to the long-distance progress it can achieve.

Figure 7. Hop-Count vs. nodes speed.

Figure 10 illustrates the impact of the independent factor nodes speed on the packet delivery ratio. We observe that the packet delivery ratio decreases drastically at higher node mobility in DSDV and AODV. The frequent breaking of links requires initiating a route search action to update the routing table, which increases the control message overhead and creates congestion in the network; the time-out it takes to update the routing table increases the end-to-end packet delay and decreases the network throughput. In a real-time application, the source node generates a high constant bit rate traffic, which increases the number of packets injected into the network. Hence, DSDV and AODV are unable to tolerate the packets streams with limited node memory resources. Consequently, the ratio of the dropped packets is high due to high node mobility. On the other hand, the proposed protocol is more resilient to frequent topology...
changes, thanks to the candidate selection mechanism, which allows the construction of the path on-the-fly, which makes it independent of node mobility. Moreover, the presence of asymmetric links creates shorter paths toward the destination, which increases the probability of reaching the destination with a minimum number of intermediate nodes. Overall, the FQ-AGO outperforms all other protocols due to link stability along the path, and its independents from any network topology change.

Figure 8. Throughput vs. nodes speed.

Figure 9. End-to-end delay (seconds) vs. nodes speed.

5.4. Impact of Network Size

The network throughput is the critical metric that illustrates the network scalability. For the scalability of a network, its capacity should grow linearly with the number of nodes. Furthermore, increasing the network size should not lead to performance degradation [3,4]. The main reason for the lack of scalability in routing protocols that run on multi-hop wireless networks is that the packet has to travel long distances,
roughly $n^{1/2}$ hops, causing the bandwidth consumption per packet to rise rather quickly as the number of nodes increases [32].

Figure 10. Packet delivery ratio (%) vs. nodes speed.

Figure 11 shows the throughput performance evaluation as a function of the number of nodes. The FQ-AGO shows a considerable advantage over other routing protocols. FQ-AGO considers the distance progress, available throughput, transmission power, and node-link quality in the candidate selection process. Accordingly, it enhances the network performance by maximizing the one-hop node performance along the path, as one hop performance improvement contributes to the end-to-end performance. On the other hand, the throughput on AODV is low due to the rapid loss of wireless connections with neighbors as the network topology changed and network size grows, the routing control messages drastically increase, which generates considerable overhead in DSDV and AODV. The requirement of pre-computed routes in DSDV and AODV improves network connectivity at the expense of routing performance. Therefore, the throughput decreases linearly as the number of nodes increases. Regarding the packet delivery ratio, as shown in Figure 12, FQ-AGO demonstrates consistent performance in all network environment configurations due to selecting the most stable and effective candidate along the path to the destination, which leads to high packet delivery ratio. By contrast, for DSDV and AODV, the packet delivery ratio decreases drastically, because of the frequent link breakage, which requires initiating a route search to update the routing table. That increases the control messages’ overhead and congests the network; the time-out it takes to update the routing table increases the end-to-end packet delay and remarkably decreases the packet delivery ratio.

Figure 13 shows the average hop-count as a function of increasing the network size. Intuitively, the hop-count relies on the number of intermediate nodes participating in the packet relaying process. The results offer higher resolution and a clear relation between the number of nodes and the average hop-count. FQ-AGO takes advantage and makes full use of candidates that can transmit the packet for long distances. In other words, nodes with broad transmission range can reach the destination in fewer hops. On the other hand, DSDV and AODV both show an increase in the number of hop-counts to relay the transmitted packet. For example, DSDV calculates the shortest path to the destination; however, DSDV overlooks the presence of asymmetric links and relies on homogeneous candidates with the same transmission capability. In AODV, there is a noticeable routing performance degradation due to the rapid
change in the network topology, a massive overhead initiated by intermediate nodes along the path to find a new path to the destination. The recovery process from losing end-to-end path comes with an extra cost of increasing delays and launching high overhead, which decays the overall network performance and, in the worst-case scenario, the percentage of dropped packets increases consequently.

**Figure 11.** Total throughput vs. number of nodes.

**Figure 12.** Packet delivery ratio (%) vs. number of nodes.
6. Conclusions

In this paper, we propose FQ-AGO, a novel Fuzzy Logic Q-learning based Asymmetric Link Aware and Geographic Opportunistic Routing scheme. FQ-AGO handles asymmetric links that frequently arise in heterogeneous mobile ad hoc networks. FQ-AGO uses a distributed multi-hop ad hoc wireless communication without relying on any network infrastructure units. FQ-AGO utilizes a fuzzy logic approach to evaluate each direct wireless link of its neighbors and employs the Q-learning algorithm to select the most stable and reliable wireless communication link. Following the opportunistic paradigm, the proposed routing scheme novelties are presented concerning the candidate selection algorithm, where the fuzzy logic model captures the following performance metrics: one-hop throughput, expected distance progress, link quality to the potential candidate, and transmission power. FQ-AGO utilizes fuzzy logic to find the device heterogeneity inherent in MANETs, and exploit the presence of asymmetric links in the candidate set to increase the communication reachability substantially. The candidate selection algorithm improves network connectivity and routing performance by leveraging the presence of asymmetric links in the routing paths and their costs, which minimizes the average distance that each data packet must travel before reaching the final destination. The awareness of the presence of asymmetric links and leveraging asymmetric links opportunistically are the main factors in providing a scalable large-scale network, with the absence of network topology information.

We studied the performance of FQ-AGO via simulation while comparing it with the existing MANETs routing protocols DSDV, AODV, and GOR. For precise simulation analysis, we considered various network metrics to compare the performance of the routing protocols. We performed ns-3 simulation and considered the following performance metrics: hop-count, the available throughput, end-to-end latency, and packet delivery ratio for performance comparison. Simulation results demonstrate that FQ-AGO substantially outperforms the other protocols. FQ-AGO achieves up to 15%, 50%, and 45% higher throughput compared to DSDV, AODV, and GOR, respectively, while reducing by 50% end-to-end latency and the average number of hop-count. The simulation results show that FQ-AGO improves network connectivity and routing performances, particularly in the case of increasing the network size and higher nodes mobility. However, the performance of relevant routing protocols failed to scale and cope whenever the network size increased, or network topology changed.
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