Tracking Economic Value of Products in Natural Settings: A Wireless EEG Study
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Economic decision making refers to the process of individuals translating their preference into subjective value (SV). Little is known about the dynamics of the neural processes that underpin this form of value-based decision making and no studies have investigated these processes outside of controlled laboratory settings. The current study investigated the spatio-temporal dynamics that accompany economic valuation of products using mobile electroencephalography (EEG) and eye tracking techniques. Participants viewed and rated images of household products in a gallery setting while EEG and eye tracking data were collected wirelessly. A Becker-DeGroot-Marschak (BDM) auction task was subsequently used to quantify the individual’s willingness to pay (WTP) for each product. WTP was used to classify products into low, low medium, high medium and high economic value conditions. Eye movement related potentials (EMRP) were examined, and independent component analysis (ICA) was used to separate sources of activity from grand averaged EEG data. Four independent components (ICs) of EMRPs were modulated by WTP (i.e., SV) in the latency range of 150–250 ms. Of the four value-sensitive ICs, one IC displayed enhanced amplitude for all value conditions excluding low value, and another IC presented enhanced amplitude for low value products only. The remaining two value-sensitive ICs resolved inter-mediate levels of SV. Our study quantified, for the first time, the neural processes involved in economic value based decisions in a natural setting. Results suggest that multiple spatio-temporal brain activation patterns mediate the attention and aversion of products which could reflect an early valuation system. The EMRP parietal P200 component could reflect an attention allocation mechanism that separates the lowest-value products (IC7) from products of all other value (IC4), suggesting that low-value items are categorized early on as being aversive. While none of the ICs showed linear amplitude changes that parallel SV’s of products, results suggest that a combination of multiple components may sub-serve a fine-grained resolution of the SV of products.
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INTRODUCTION

Rewarding and aversive stimuli that occur in natural environments prompt humans to make a large number of value based decisions. Such decisions can be computed consciously, or can be reached without conscious awareness. Determining the subjective value (SV) of each parallel option is a key input for the decision process. Economic decisions occur when an individual evaluates how much a product is worth by computing subjective preferences reflecting their current needs and desires (Gluth et al., 2012; Polania et al., 2014; Ruff and Fehr, 2014; Stott and Redish, 2015). According to the value maximization framework (Samuelson, 1937; Kahneman and Tversky, 1979), economic decisions involve the initial assignment of SVs to competing alternatives and the option with the highest SV is consequently selected (Rangel et al., 2008; Wallis and Rich, 2011; Bartra et al., 2013).

There is only a limited number of studies examining the temporal sequencing of economic value-based decisions in the brain using event related potential (ERP) methods, particularly for low value products (Gajewski et al., 2016; Goto et al., 2017). Although limited, some studies have suggested that the N200 visually evoked potential (VEP) represents an early selective attentional response to relevant stimuli and, hence, could be related to consumer preferences (Telpaz et al., 2015; Goto et al., 2017; Tyson-Carr et al., 2018). For example, Telpaz et al. (2015) employed a binary choice paradigm and found a smaller N200 for preferred products. Likewise, the P200, which is thought to index early selective attention, has also been implicated in economic decision making and buying decisions (Jones et al., 2012; Pozharliev et al., 2015; Tyson-Carr et al., 2018). Studies regarding later ERP components in relation to economic decisions, however, show conflicting results (Pozharliev et al., 2015; Telpaz et al., 2015; Goto et al., 2017). For instance, Pozharliev et al. (2015) found that the late positive potential (LPP) was modulated by product preferences for luxury items, but only when in the presence of others. These components detailed above, including the N200 (Handy et al., 2010), P200 (Carretié et al., 2001b), and LPP (Schupp et al., 2000), have also been implicated in general hedonic processing. An important question for researchers is how making economic value-based decisions for low value items differs from high value items, and whether such decisions employ the same neural circuitry (Xie and Padot-Schioppa, 2016) or multiple neural systems (Dickinson and Balleine, 2002; Daw et al., 2005; Rangel et al., 2008).

The SV of a good can be approximated by the amount of money an individual is willing to pay for an item (Chib et al., 2009; Peters and Büchel, 2010). WTP can be estimated using the BDM auction (Becker et al., 1964). The construction of the auction is such that a value smaller or larger than the actual value that a participant would be willing to pay would produce a disadvantageous outcome, whereas bidding their true WTP would maximise expected utility (Berry et al., 2012). The validity of the BDM has been supported by experiments demonstrating that it reliably activates brain areas that have been associated with value processing, such as the medial orbitofrontal cortex (Plassmann et al., 2007, 2010), the ventral striatum (De Martino et al., 2009) and the dorsomedial prefrontal cortex (Plassmann et al., 2007). The BDM auction paradigm is motivationally relevant as the subject receives a subset of items that have been purchased successfully, making it more likely that subjects will provide a true economic value (Keller et al., 1993). Recently, Tyson-Carr et al. (2018) used the BDM auction to examine the spatio-temporal dynamics of economic decisions for everyday household products in a laboratory-based setting. A negative component peaking at about 200 ms with a source in the right anterior insula was found to be stronger in low compared to high value products, possibly due to an aversion to the risk of the financial loss associated with purchasing an unwanted item.

It has been argued that laboratory environments elicit unrealistic behavioral and neural responses and, as such, findings might not be generalizable to real-world scenarios (Brofenbrenner, 1977; Ladouce et al., 2017). In particular, the limiting environmental conditions could hamper important aspects of embodied human cognition that are essential to the decision-making process, such as the interactions between perception, cognition and action that occur in complex natural environments (Gramann et al., 2014; Ladouce et al., 2017). As such, to gain a more encompassing and realistic insight into economic value based decisions for products, it is essential to examine these processes whilst subjects navigate a real world environment, moving toward analyzing brain responses during a realistic shopping experience (Pradeep, 2010; Minguillon et al., 2017). Owing to recent advancements in mobile EEG technology and signal processing techniques, it is now possible to examine neural responses while subjects move freely in the real world (Gwin et al., 2010; Jungnickel and Gramann, 2016; Banaei et al., 2017). As a case in point, Soto et al. (2018) used mobile EEG and eye tracking techniques to demonstrate the feasibility of using EMRPs to examine faces and objects within a valuation context in naturalistic conditions. The current study represents an initial attempt to examine economic value related ERPs in naturalistic settings where purchase decisions would be made, such as in a supermarket or shop.

The aim of the current experiment was to determine whether it is possible to resolve the spatio-temporal neural responses that encode the economic value of everyday household products during free viewing in a naturalistic, economically valid environment. A mobile EEG system was utilized to examine brain responses to products whilst subjects viewed and selected the objects that they would be most or least likely to purchase in the gallery setting. Eye tracking was used in tandem for real-world triggering and the procedure was based on a recent experiment by Soto et al. (2018). The BDM auction (Becker et al., 1964) was utilized to elicit WTP for products, which participants could freely inspect beforehand in a mock gallery.

MATERIALS AND METHODS

Participants
Twenty-eight healthy subjects (14 females) were recruited for the current experiment. Nine subjects were removed from the final data analysis due to poor signal quality in EEG recordings.
(six subjects) or insufficient eye tracking data, such as a missing light emitting transistor–transistor logic (TTL) trigger in the world view camera (three subjects). The amount of data loss in the current study can be attributed to the difficulties associated with acquisition of mobile EEG data in naturalistic conditions. For instance, some free movements in the real world do not follow a stereotyped pattern and, as such, cannot be extracted using principal component analysis (PCA) or ICA methods (Jungnickel and Gramann, 2016). Data loss can also be attributed to difficulties associated with the collection of eye movement data. A TTL light emitting trigger box was used for synchronization of the data streams and, on three occasions, the light was not registered either due to misplacement of the light relative to the world view camera (two subjects), or due to a computer buffering error (one subject). The final sample consisted of 19 subjects (seven females) with an average age of 25 ± 5.02 (mean ± SD) years, three of which were left handed. All subjects were provided with information about the nature of the experiment and gave written informed consent prior to the commencement of the experiment. Full ethical approval was obtained from the University of Liverpool Research Ethics Committee, and all experimental procedures were conducted in accordance with the Declaration of Helsinki. Subjects received a £10 reimbursement for their time and an average of £12.26 ± 1.96 (mean ± SD) was retained from the £16.00 endowment given during the BDM task, which was added to their final payment.

**Product Images**

The stimuli used in the current experiment consisted of 198 color images of everyday household items from a shopping catalog (2016, December 12). The images were split into three distinctive value categories; images of low value products costing between £0.35 and £2.80, images of medium value products costing between £3.00 and £5.50 and images of high value products costing between £6.00 and £8.00, with a total of 66 images in each value category. All stimuli were pseudo-randomly distributed within their value conditions for all tasks. Due to the pseudo-random distribution of products around the fixation cross combined with the fact that value categories were subjectively defined, i.e., one product could be considered high value for one subject and low value for another subject, the researchers did not anticipate any order effects of value category, and this was not analyzed in the current experiment. Furthermore, an effort was made to ensure that no two products of the same semantic category were displayed on the same board, i.e., it did not contain two toasters. Most subjects tended to view the products beginning at the top middle image on a panel and sequentially viewing the products in a clockwise manner as this tends to be the easiest method in order to remember which products have already been viewed.

All images were presented on 22 A0 sized poster sheets which were mounted on to Styrofoam panels of equal size using adhesive tape (Figure 1A). Each panel displayed three images from each value category (low, medium and high) with a total of nine images per panel. All panels were mounted on to the walls of two hallways within a building at the University of Liverpool using adhesive Velcro, creating a product gallery setting (Figures 1A,B). All images (sized at around 15 cm × 20 cm) were arranged around a central fixation cross (14.3 cm × 14.3 cm, see Figure 1C). Across all panels,
the accumulative value for all objects on each panel ranged between £32.30 and £42.24, with a mean price of £38.16 ± 0.53 (mean ± SD).

**Procedure**

The experiment was split into two separate sessions due to the time intensive nature of the mobile EEG and eye tracking set up. Session 1 included the product gallery task followed by the BDM auction task, and session 2 consisted of a behavioral rating task for hedonic aspects of the stimuli. In the first experimental session, subjects arrived at a laboratory in a building at the University of Liverpool. Instructions were delivered and full informed consent was obtained. Participants had their heads measured and were then fitted with an EEG cap (actiCAP, Brain Products, GmbH). Electrolyte gel was applied to the scalp using a syringe and 64 electrodes were then attached to the cap, with care taken to ensure that electrode impedances were kept under 50 kΩ. Following impedance checks, subjects were connected to the mobile EEG system and wireless signals were visually inspected during movement. Eye tracking glasses (Pupil Binocular Eye Tracking Glasses, Pupil Labs, Germany) were then fitted to the participant over the EEG cap and plugged into a lightweight Lenovo laptop using a universal serial bus connector. The subject’s gaze was manually calibrated against a blank A0 sized panel using a 3D calibration routine with manual markers kept at a distance of 1 m.

The laptop was placed in a backpack which was worn by the participant during the mobile part of the experiment. The EEG electrode cables that ran from the EEG cap to the MOVE system transmitter (MOVE, Brain Products, GmbH, München, Germany) on the subject’s belt were clipped on to the backpack in order to reduce the likelihood of generating cable sway artifacts during gait (Gramann et al., 2010; Gwin et al., 2010, see Figure 1A for an example of the set up). The MOVE system receiver, amplifier and battery were plugged into a Toshiba laptop and all of the equipment was seated on a mobile trolley, which the experimenter pushed during the experiment. If the subject was moving too far out of range of the cart, the experimenter would push the cart closer to the transmitter in order to maintain optimal signal. As the subject was moving freely, it is possible that the distance between the subject and the receiver varied over the course of the experiment, however, the raw signal was consistently monitored throughout the experiment, and the distance between the transmitter and receiver never exceeded 7 m, after which the signal to noise ratio (SNR) is known to deteriorate (Reis et al., 2014).

Likewise, impedances were lowered to 50 kΩ at the beginning of the experiment and were checked in the break between the experimental blocks, as impedances can change during movement. If individual electrodes became noisy during the experiment, they were corrected using electrolyte gel while the subject made their ratings on an A4 sheet of paper, so as to distract them as little as possible during the task. Examination of whether there was any temporal modulation of the SNR over time during the experiment was also conducted by computing the broadband spectral power in the data at three time bins in block one and block two for all subjects. No significant modulation of the broadband spectral power of the data was observed (all p-values > 0.05), which suggests that the signal quality was maintained throughout the experiment.

The product gallery task consisted of two experimental blocks and took approximately 30 min to complete. Following the product gallery task, the EEG equipment and eye tracking glasses were removed and participants then took part in BDM auction task for the same 198 products in a laboratory space at the University of Liverpool. The task took approximately 35 min to complete. The second part of the experiment took place within 7 days of the first experimental session. Subjects arrived in the same laboratory space at the University of Liverpool and took part in a behavioral rating task for the same 198 products. This task took approximately 35 min to complete. Afterward, subjects received two random items that they had bid on and won in the BDM auction task, were asked to fill in a payment form and were debriefed and thanked for their time.

**The Product Gallery Task**

Following the mobile EEG and eye tracking set up in the first session, subjects took part in the product gallery task, which was conducted in two adjoining corridors at the University of Liverpool (see Figure 1B). At the beginning of both blocks of the product gallery task, a light emitting trigger box was used in order to synchronize EEG and eye tracking data sets. In both blocks, subjects were instructed to move in a natural manner through the gallery. Subjects were informed that they could view the panels and the images on the panels in any order, provided that they viewed all of the images on one panel before continuing on to the next. Subjects were also instructed to look at each object for a minimum of 3 s, and should always return their gaze to the fixation cross in the center of the panel before moving on to look at another image. After viewing a complete panel, subjects were required to indicate two objects that they would be most likely to buy and two objects that they would be least likely to buy on an A4 version of the panel using the pen provided. Importantly, to produce a more natural environment, the corridor was not isolated from the rest of the building and people were free to walk past at any point.

The decision to create a product gallery rather than use actual 3D products was to try and observe, for the first time, whether eye movement related potentials to EMRPs for products could be recorded outside of a laboratory-based environment at all before moving on to create a more ecologically valid setting in which 3D objects are evaluated. By using product images, it was possible to introduce some level of control into the experiment, while still maintaining a naturalistic gallery-like scenario. This allowed researchers to standardize the front facing view of the objects, the size of the objects, the lighting, and other aspects of the stimuli that could have influenced ERPs, to see whether it was possible to record ERPs at all in this naturalistic context.

**The BDM Auction Task**

Following the product gallery task, subjects took part in a BDM auction task, which was displayed on a Dell monitor using a HP Compaq 8200 Elite computer. Presentation of the stimuli was conducted using Cogent 2000 (UCL, London, United Kingdom)
running on MATLAB (version R2014a, The MathWorks, Inc., United States). The BDM task (Becker et al., 1964; Wilkinson and Klaes, 2012) was adapted from previous studies (Plassmann et al., 2007, 2010; Tyson-Carr et al., 2018). During the auction, 198 images of everyday household products from a shopping catalog were presented once. Each trial in the auction task was comprised of a fixation cross (presented for 2 s), followed by an evaluation stage for the product (image presented for 3 s) and then a bidding stage (presented until button press) where participants were required to bid the amount they would be willing to pay for the product. Participants were required to bid between £0 and £8 on the products in increments of £0.50 and increments of £1 from £3.00 onward, producing a total of 11 bidding options.

During the feedback stage, subjects were notified as to whether the item was ‘purchased’ or ‘not purchased.’ The purchasing outcome was dependent on the subject’s bid and its relationship with a randomly generated number. An item would be purchased if \( b \geq r \), where \( b \) represents the subject’s bid and \( r \) represents the randomly generated number for each individual trial. Afterward, two ‘purchase’ auction trials were randomly selected, and for both items, the corresponding price of \( r \) was deducted from the subject’s endowment of £16, which covered a maximum of £8 being spent on each trial. The subject received these winning items during the second experimental session.

**Behavioral Rating Task**

In the second experimental session, which took place within a week of the first experimental session, subjects took part in a behavioral rating task in the same laboratory space at the University of Liverpool. Presentation of stimuli was again controlled using Cogent 2000 (UCL, London, United Kingdom) running on MATLAB (version R2014a). During the task, subjects provided hedonic ratings for the same 198 product images using two sliding visual analog scales (VAS), which were sized at 10 cm and were anchored from ‘not desirable’ to ‘very desirable’ and from ‘unpleasant’ to ‘pleasant’. Each trial consisted of a fixation cross (presented for 1 s), followed by an evaluation stage (presented for 2.5 s) and, finally, a rating screen (presented until button press). This task took approximately 35 min to complete.

**EEG Recordings**

EEG was continuously recorded over the whole scalp using a 64 channel wireless mobile EEG system (MOVE, Brain Products, GmbH, Munich, Germany). The wireless system included a lightweight signal transmitter which was carried by the subject on a Velcro belt tied around their waist, and a signal receiver, which was connected to the EEG amplifier and battery (see Figure 1A). Active Ag/AgCl electrodes were connected to the scalp via an elastic cap (actiCAP, Brain Products, GmbH) according to the 10-20 electrode system, using electrolyte gel to ensure electrode-toskin impedances were consistently kept under 50 kΩ (SimgaGel, Parker Laboratories, Inc., Fairfield, NJ, United States). EEG recordings were sampled at a rate of 1,000 Hz, with electrode FPz used as the system ground and all electrodes were referenced to Fz. The EEG cap was placed in accordance with the midpoint of the anatomical landmarks of the nasion, the inion and the left and right pre-auricular points. EEG average reference was applied to all electrodes and signals were digitized to 1 kHz on a BrainAmp DC amplifier running on Brain Vision Recorder version 1.20.0601 for Windows on a Toshiba Satellite P875-149 laptop. A 50 Hz notch filter was utilized during the recording.

Given that the current study was exploratory in nature, high density recordings were necessary in order to investigate not only the temporal sequencing of economic decision making, but also to spatially estimate which brain regions were activated during decision making. Furthermore, high density EEG systems afford the use of advanced computational methods such as ICA to remove many artifacts that contaminate the data, as the more channels that are provided, the more effective ICA is at separating cerebral from non-cerebral artifacts (Palmer et al., 2008; Gramann et al., 2010; Gwin et al., 2010; Lau et al., 2012). A 64 electrode system represented a compromise between high density recordings in naturalistic environments, and more quick, convenient and wearer-friendly experimental set ups.

**Eye Tracking Recordings and Analysis**

Eye tracking recordings were taken on Pupil Binocular Eye Tracking Hardware using Pupil Capture software (version 0.9.6) running on Ubuntu SMP for Linux on a Lenovo Thinkpad x250 Ultrabook laptop (see Figure 1A). Both eye cameras and the world view video data streams maintained 800 × 600 resolution. The sampling rate for the world view camera was set at 60 Hz and the eye cameras were sampled at 120 Hz, however, the actual sampling rate of the world view camera was calculated offline to be 48.29 Hz (± 2.58) on average across all subjects. The pupils of both eyes were detected using a plugin for Pupil Capture software that algorithmically separates the pupil from the cornea (center-surround detection algorithm, Swirski et al., 2012). A manual 3D calibration method was employed, whereby a grid of a minimum nine points was generated on a blank A0 sized panel in the world view camera of the subject. This protocol was repeated until gaze positions were ascertained to be accurate at all points where stimuli occurred on the panel. Mid-recording calibrations were conducted if pupil gaze was lost or misaligned during the product gallery recording.

The video streams were then exported and eye tracking data was subsequently processed using the Pupil Player Program (version 0.9.6). If the gaze fixation marker was off center, fixation offsets were manually corrected using the Manual Gaze Correction plugin and fixation jitters were accounted for using in-house scripts in MATLAB version R2014a. Raw gaze positions were exported using the Raw Data Exporter plugin. Raw data exported files contained gaze positions, eye positions and level of confidence for each individual frame, as well as a corresponding time stamp based on the computer’s real time clock. Eye tracking videos were then visually inspected and the onset for a stimulus was defined as the first instance in which the gaze touched any part of the stimulus. The image reference number, value level and the onset frame was manually tabulated into an excel spreadsheet. Two subjects’ data were excluded from the sample due to loss of gaze calibration during the recordings. Analysis of gaze duration was not included as no information was registered for the last instance in which the subjects gaze left the object. This was due to...
to researchers only being interested in using gaze onset for real-world triggering. Subjects were asked to view each product for a minimum of 3–4 s, and could continue viewing the products for as long as they liked.

**EEG and Eye Tracking Data Synchronization**

A trigger box with a light emitting diode was used to temporally synchronize the eye tracking and EEG data streams. A pulse of light was delivered into the world view camera whilst a TTL pulse was inputted into the continuous EEG data and, from this, the frame in which the pulse of light was offset in the eye tracking data and the last TTL trigger registered in the EEG data was recorded and used to zero both clocks. The temporal accuracy of the synchronization trigger was tested previously in a 15-min recording whereby 15 synchronizing light/TTL pulses were produced every minute and the temporal asynchrony between triggers in both data streams was 0.022 ± 0.020 ms (mean ± SD) within a 15-min period.

Using a custom Matlab script, subject's BDM ratings were split into quartiles based on monetary values assigned to the products, producing four SV levels: low value, low medium value, high medium value, and high value, and these were used to retrospectively redefine the value conditions. These subjective BDM values for each object were combined with the timestamp of the computer's real time clock that corresponded to the tabulated frames where the eye first hit each object, and this was combined with a set file for each block in order to create an event file to import the triggers into the EEG data. In this way, value conditions were defined by each individual subjectively rather than by retail price.

**Eye Movement Related Potentials and Handling Eye Movement Artifacts**

EEG data was pre-processed using Brain Electrical Source Analysis (BESA) software version 6.1 (MEGIS Software GmbH, Munich, Germany). The data was referenced to a common average (Lehmann, 1987), and, following visual inspection, eye blink artifacts were identified by defining their topographies and removed using a principle component analysis pattern selection algorithm which identifies artifacts based on topographies of marked segments and excludes them from the data (Berg and Scherg, 1994). Muscle artefacts were manually selected and removed from the data. Event markers were inserted into the data by temporally synchronizing the EEG and eye tracking data sets using custom Matlab scripts. The time period for baseline correction was from −300 ms to 0 ms, and the data was epoched from −300 pre-stimulus to 600 ms after the instance when the eye first hit the object (0 ms). The data was filtered from 1 to 35 Hz and all time locked post-saccadic EMRPs from all subjects across four value conditions (low, low medium, high medium, and high value) were analyzed.

Due to the time locking of EMRPs to the offset of saccades, a number of saccade related artifacts needed to be extracted from the data. Saccade related artifacts are generated by rotation of the corneoretinal dipole of the eye (Berg and Scherg, 1991; Dimigen et al., 2011), movement of the eyelid during blinking and vertical or horizontal saccades (Picton et al., 2000; Dimigen et al., 2011) and muscular activation at the beginning of a saccade, referred to as the saccadic spike potential (Thickbroom and Mastaglia, 1986; Dimigen et al., 2011; Nikolaev et al., 2016).

To separate further eye movement artifacts such as saccade-related potentials from genuine cortical activity, an infomax ICA analysis (Jung et al., 2000; Iriarte et al., 2003; Khushaba et al., 2013; Nikolaev et al., 2016) was performed which algorithmically separates the grand average signal into its maximally statistically independent constituents. An infomax ICA was conducted using concatenated grand averaged data from four different value conditions (2,400 time points). ICs weights were estimated, and, of these, ICs were selected based on spatial and temporal properties as well as responsiveness to value conditions. Subsequently, individual ICs were back projected onto single subject average data by loading the grand average ICA weights on single subject averages and exporting only the individual IC data of interest (Debener et al., 2010). This method allowed for the removal of ICs that represented residual saccadic artifacts from the grand averaged sensor signal by only back projecting the ICs of interest.

**Source Dipole Modeling**

To localize the generators of cortical potentials represented in ICs of interest, IC waveforms were analyzed using source dipole analysis in BESA version 6.1 program. Using a sequential strategy (Stancak et al., 2002; Hochstetter et al., 2010), equivalent current dipoles (ECDs) were fitted to describe the 3-dimensional source currents in the regions contributing predominantly to the data (Scherg and Von Cramon, 1986). ECDs were fitted one at a time to explain the latency components starting with the shortest latency. ECDs had free origins and orientations. The fitting procedure was stopped when the ECD explained the maximum amount of variance (at least 90%) or if the dipole was located outside of the head. A 4 shell ellipsoidal volume conductor model was used to create the source dipole model with the following conductivity levels assumed; head = 0.33 S/m, scalp = 0.33 S/m, bone = 0.00 S/m, and cerebral spinal fluid = 1.00 S/m.

**Statistical Analyses**

For behavioral ratings, separate one way repeated measures ANOVAs (four levels) were employed to examine the relationship between value level (as defined by BDM rating) and BDM rating, retail price, desirability and pleasantness ratings. Greenhouse-Geisser corrections were used to overcome the violation of sphericity assumption when necessary. All significant effects were further analyzed using t-tests and a critical threshold of \( p < 0.005 \) was utilized. All standard statistical tests were carried out in SPSS v. 24 (IBM Corp, 2016).

Independent component analysis waveforms for each individual IC were exported and one way repeated measures ANOVAs were conducted using the EEGLab toolbox (Delorme and Makeig, 2004). The four SV levels (low value, low medium value, high medium value, and high value) were compared against IC amplitude across time windows where amplitude was maximal for each IC. T-tests were also used to compare...
all low versus all high value conditions for each IC of interest. A 95% confidence level was always employed. To reduce the likelihood of generating false positives, p-values were corrected using 1,000 permutations (Maris and Oostenveld, 2007) and a critical threshold of $p < 0.005$ was utilized.

**RESULTS**

**Behavioral Results**

Figures 2A–D show the mean values of WTP, retail price, desirability and pleasantness in four different levels of values ranging from low to high value, respectively. All of these measures showed a statistically significant relationship with SV level according to one-way ANOVAs for repeated measures with four levels of values as the independent variable [BDM: $F(1,24) = 141.22, p < 0.001$; retail price: $F(2,43) = 72.61, p < 0.001$; desirability: $F(1,37) = 89.13, p < 0.001$; pleasantness: $F(2,38) = 75.53, p < 0.001$]. In all dependent measures, the t-tests showed statistically significant differences across all value levels ($p < 0.005$). Additionally, there was a highly significant linear trend component ($p < 0.001$ in all cases), confirming a linear increase in WTP, retail price and subjective ratings across all SV categories.

**Eye Movement Related Potentials**

Figure 3A displays a grand average butterfly plot demonstrating EMRPs across all value conditions and all 19 subjects. Figure 3B illustrates the topographic maps corresponding to time points of interest that are highlighted in Figure 3A. During the pre-stimulus interval prior to onset of fixation, the topographic map displays a large frontal positivity which is maximal in the region of the eyes at $-18$ ms across all conditions and subjects. This potential component represented a corneoretinal artifact, and was associated with the offset of the saccadic eye movement when the subject directed their gaze toward a particular stimulus. At stimulus onset (0 ms), there was residual corneoretinal artifact associated with a saccadic eye movement. The lambda potential (Yagi, 1979, 1981; Thickbroom et al., 1991) (Figures 3A,B) peaked at 88 ms and demonstrated a large positivity across occipital electrodes similar to P100 component in a visual evoked potential. Figure 3A also demonstrates a positive peak around 168 ms, which was associated with positivity in parietal electrodes (Figure 3B). Another peak emerging at 227 ms demonstrated bilateral posterior positivity (Figures 3A,B).

**ICA Reconstruction of Eye Movement Related Potentials**

Figure 4A shows the grand average IC activities for five separately back-projected IC components collapsed across four value conditions (low, low medium, high medium, and high value products). Figure 4A also shows the topographic maps and source dipole solutions for each of the ICs. Figure 4B demonstrates how individual IC amplitude responds separately for each of the four value conditions.

IC2 showed a strong positive peak at 76 ms, and the topographic maps presented a strong positive potential in the
FIGURE 2] Continued
A double asterisk (**) indicates presence of high statistical significance (p < 0.001), and a single asterisk indicates statistical significance (p < 0.05). This provides validation for the splitting product stimuli into four value categories based on BDM auction value. (B) Bar graph showing mean retail price across the four BDM auction value conditions. Highly significant differences were indicated with a double asterisk, and p < 0.05 was indicated with a single asterisk. The bar graph indicates that significant differences were found in retail price across all value levels (p < 0.05), suggesting that BDM auction value ratings mirror the actual retail price of the product. (C) Bar graph showing mean product desirability rating across four value conditions. From the graph it can be seen that mean desirability increased incrementally with BDM value (all p < 0.001). (D) Bar graph showing mean product pleasantness rating across all value levels. Again, this graph shows that mean pleasantness increases incrementally with BDM value (all p < 0.001).

right occipital region of the scalp (Figure 4A). This spatio-temporal pattern was modeled with one ECD (ECD1IC7) which was fitted in the visual association area (Brodmann area 18, approximate Talairach coordinates x = −4.5, y = −56.3, z = −10.4 mm). The peak in IC2 was seen in all four value conditions (Figure 4B).

IC3 displayed a positive potential maximum in the right occipito-temporal electrodes and a negative potential in the left frontal region of the scalp (Figure 4A). The time course of IC3 manifested a peak at 112 ms followed by a double peak around 210 ms and later around 250 ms. The spatial pattern of IC3 was modeled with two ECDs. ECD1IC3 explained the most variance for left frontal negative activation in the dorsolateral prefrontal cortex (Brodmann area 46, approximate Talairach coordinates x = −41.7, y = 37.1, z = 5.4 mm). ECD2IC3 accounted for the right occipital positivity and was placed in the visual association area (Brodmann area 19, approximate Talairach coordinates x = 24.9, y = −78.9, z = −4.4 mm). While the later latency peak at 250 ms was seen in all four value conditions, the earlier peak (212 ms) was prominent only in the low- and high-medium value conditions (Figure 4B).

IC4 showed a peak at 169 ms (Figure 4A). The spatio-temporal maps of IC4 showed two large positive and negative component maxima in frontal and occipital regions of the scalp, respectively, and further positive maxima in centroparietal electrodes. This complex spatio-temporal configuration required a model with three ECDs (Figure 4A). ECD1IC4 explained the large negative potential maxima in the left frontal region and was located in the frontal eye field area of the cortex (Brodmann area 8, approximate Talairach coordinates x = 28.8, y = 20.6, z = 44.7 mm), which was maximal around 169 ms. ECD2IC4 was fitted into the left parietal area (Brodmann area 39, approximate Talairach coordinates x = −45.9, y = −50, z = 33.4 mm), to explain the temporal positivity. ECD3IC4 was fitted to the right primary somatosensory cortex (approximate Talairach coordinates x = 56.3, y = −16.7, z = 35.8 mm) and explained right localized parietal negativity and right occipital positivity at 169 ms. The IC4 component peak at about 169 ms was seen in all value conditions except the low-value condition (Figure 4B).

IC6 demonstrated a positive peak occurring at 151 ms (Figure 4A). The topographic map manifested a frontal negative potential, a parietal positivity, and a localized negative potential in the midline occipital electrodes. Two ECDs explained this topographic map. ECD1IC6, located in the parietal cortex (Brodmann area 40, approximate Talairach coordinates x = −28.4, y = −32.7, z = 21.5 mm) accounted for frontal negativity. ECD2IC6 pointed to the negative potential in the midline occipital electrodes (Brodmann area 18, approximate Talairach coordinates x = 22.5, y = −97.0, z = 9.4 mm) and was located in the right visual association area. The peak at about 150 ms was seen in all four value conditions (Figure 4B).

Figure 4A displays a peak for IC7 at 99 ms, and a second smaller peak at 208 ms, with large frontal negativity and occipital positivity. Three ECDs were used to explain this activation, and this can be seen in Figure 4A. ECD1IC7 explained most variance in the frontal cortex (Brodmann area 19, approximate Talairach coordinates x = −48.7, y = −65.9, z = 6.7 mm), which peaked at 208 ms and accounted for negativity in the frontal cortex. ECD2IC7 explained most variance in the left occipital region (Brodmann area 18, approximate Talairach coordinates x = −0.3, y = −71.2, z = 7.3 mm), in the left primary visual area, peaking at 208 ms and explaining the occipital positivity. ECD3IC7 explained a source in the parietal cortex (right Brodmann area 39, approximate Talairach coordinates x = 39.4, y = −55.8, z = 44.9 mm), in the angular gyrus, and this accounted for right frontal negativity peaking at 208 ms. In Figure 4B, IC7 displays a peak for low value objects at 208 ms that does not seem to appear for other value conditions.
FIGURE 4 | Grand average IC activity (nV) and value. (A) Grand average waveforms for each isolated IC of interest between -200 and 600 ms, with peak activity for each component indicated with an arrow. Source dipole modeling was used to estimate equivalent current dipoles (ECDs) in order to explain the cortical sources of activation for each IC. ECDs for each IC can be observed in a glass brain showing the location and orientation of estimated cortical activity, with no more than three sources utilized. (B) The grand average waveforms for each individual IC were split by condition in order to illustrate how each IC responds to value over time.
Notably, the use of ICA afforded the separation of components that had a cerebral origin and responded to product values from the potentials caused by oculomotor activity such as saccades, spike potentials and residual eye blinks (Thickbroom and Mastaglia, 1986; Berg and Scherg, 1991; Picton et al., 2000; Dimigen et al., 2011; Nikolaev et al., 2016). Examples of the artifact-related ICs are shown in Figures 5A,B. For instance, IC11 showed strong positive activation around the eyes which peaked at 6 ms indicating that this IC represents artifactual saccadic activity. Likewise, IC16 showed a positive potential maximum that was biased to the right eye with a peak at 5 ms. This suggests that the subject was making a right sided saccade when their gaze touched the first image.

**The Effect of Value on ICs**

Figures 6A–D show, for each individual IC, statistically significant effects of values with all value conditions superimposed and bar graphs with mean voltage amplitude differences at key time points of interest for each IC, with standard error bars. IC3, IC4, IC6, and IC7 showed statistically significant effects of value categories according to a one-way ANOVA for repeated measures which was conducted for five components, including IC2, across all time points ranging from −200 ms to 600 ms.

In IC3, a statistically significant effect of value was found in two latency intervals, 207–222 ms and 246–258 ms. In the time window 207–222 ms \( F(2,42) = 7.22, \ p < 0.005 \) (Figure 6A), the effect of product value was largely driven by the low medium value products demonstrating a significantly lower amplitude compared to low \( (p = 0.014) \) and high medium products \( (p = 0.006) \). The high-medium value also demonstrated a significantly higher IC3 amplitude than the high value category \( (p = 0.033) \). When all low and all high value conditions were compiled, there were no statistically significant differences \( (p > 0.05) \).

In the latency interval 246–258 ms, the effect of product values \( F(2,51) = 6.67, \ p = 0.001 \) was related to the high-medium products producing lower IC3 amplitude compared to low value \( (p = 0.013) \) and low medium product amplitude \( (p = 0.007) \). When all low and all high value conditions were compiled and compared using a t-test, we found low value products produced higher IC3 amplitude \( (116 \pm 26 \text{nV}, \text{mean} \pm \text{SEM}) \) compared to high value products \( (33 \pm 21 \text{nV}, \text{mean} \pm \text{SEM}) \), and this difference was statistically significant \( t(36) = 4.02, \ p < 0.001 \).

In IC4 (Figure 6B), a statistically significant effect of product values was found in the latency interval 164–205 ms \( F(2,42) = 7.36, \ p < 0.005 \), with low value products producing significantly smaller amplitude compared to low-medium value \( (p = 0.002) \), high-medium value \( (p = 0.03) \), and high value products \( (p = 0.04) \). When low and high value levels were compiled, products showed no statistically significant differences \( (p > 0.05) \).

In IC6 (Figure 6C), the product values differed significantly in the latency interval 144–151 ms \( F(2,41) = 5.61, \ p = 0.005 \) with low value products producing significantly higher IC6 amplitude compared to low-medium value products \( (p = 0.005) \), and high-medium value products producing significantly higher IC6 amplitude compared to low-medium products \( (p = 0.023) \). When low and high values were compiled, the difference between low and high value was not statistically significant \( (p > 0.05) \).

Finally, IC7 showed no statistically significant effect on the peak at 99 ms, but did show a statistically significant effect of product values in the latency interval 200–219 ms \( F(2,45) = 6.95, \ p = 0.001 \) (Figure 6D). This effect was driven by the low value category producing significantly higher IC7 amplitude compared to low-medium \( (p = 0.009) \), high-medium \( (p = 0.017) \) and high value conditions \( (p = 0.010) \). When all low and all high values were compiled, the difference was not statistically significant \( (p > 0.05) \).

**DISCUSSION**

The present study explored the cortical representations of economic decisions for products using EMRPs extracted from mobile EEG. ICA revealed a typical lambda component as well as four components that were modulated by subjective economic value in the latency range of 150–200 ms. The most important finding in the current study was that two
ICs demonstrated contrasting responses to low value products, with IC4 modulating amplitude for all except the lowest value products, and IC7 exhibiting enhanced amplitude for lowest value products.

Viewing high and intermediate value items was associated with comparatively strong IC4 activity peaking at 169 ms. This enhanced responsiveness of IC4 to all value conditions excluding low suggests that there is early enhanced attentional processing for higher valued items and this could point toward a relatively automatic valuation system that preferentially attends to more highly valued items (Anderson et al., 2011; Glimcher and Fehr, 2014). Support for this interpretation comes from research demonstrating that a shorter latency and larger amplitude of the P200 component was associated with early preferential attention (Hanatani et al., 2005). In a recent study, Tyson-Carr et al. (2018) found that the P200 component was modulated by valuation context during product preference decisions. The authors observed enhanced P200 activation when...
subjects considered product desirability, which they suggested was related to attention allocation during valuation decisions. These results align with the present experiment in that more highly valued, desirable stimuli received enhanced attention, making it more likely that they would be readily purchased at a later stage. Likewise, the P200 has also been associated with preferential processing of primary reinforcers such as sugary foods (Schienle et al., 2017). Our data suggests that the cortical response captured by IC4 represents an automatic attention allocation mechanism that responds preferentially to higher valued stimuli in order to facilitate purchasing for higher valued items and to avoid aversive low value stimuli, irrespective of product category. An ECD for IC4 was estimated in the left parietal area (BA39). The parietal cortex has been shown to become activated during explicit comparisons (Menon et al., 2000; Cappelletti et al., 2010; Hsu and Goh, 2016) and correlated with evidence seeking during reward related decisions (Furl and Averbeck, 2011). An ECD for IC4 was also observed in the right primary somatosensory cortex, which has shown modulation following rewards in a somatosensory task (Pessoa and Engelmann, 2010). These results lend some support to the interpretation that IC4 represents an early neural attention allocation mechanism that selectively responds to more highly valued stimuli and is insensitive to the stimuli that are the least positively valued, even in the case of everyday household products.

In contrast to IC4, IC7 responded to low value items around 200 ms. This early enhanced processing for the low value objects can be understood in terms of very low value products representing an aversive stimulus, due to the potential for the loss of monetary resources. In support of this interpretation, the P200 ERP component has been found to be modulated by emotional valence of a stimulus (Carretié et al., 2001a; Ashley et al., 2004; Huang and Luo, 2006), and to moderate attention allocation (Carretié et al., 2001b) for products of different valence (Carretié et al., 2001a; Polezzi et al., 2008). Moreover, some studies suggest that the P200 ERP component is reflective of a subjectively negative assessment (Polezzi et al., 2008). For instance, Carretié et al. (2001b) found a higher P200 amplitude and shorter latency when viewing negative stimuli, which they attributed to enhanced attention for aversive stimuli. Source dipole modeling for IC7 revealed an ECD in the visual association area, which has been shown to be modulated by the motivational relevance of a stimulus (Krawczyk et al., 2007). Another ECD was located in the left supramarginal gyrus, which has been implicated in semantic categorization of visual stimuli (Pexman et al., 2007), and economic decisions for products (Deppe et al., 2005). Another dipole was observed in the visual association area, which has been shown to be modulated by the motivational relevance of a stimulus (Krawczyk et al., 2007).

IC3 showed statistically significant increases in activity for medium value categories in two latency windows within the range of the P200 ERP component. Further data and replications are needed to fully understand the role of IC3 in product evaluations in natural settings. However, the finding of a source contributing to IC3 in the dorsolateral prefrontal cortex suggests that this component was related to value-based decision making as important components of decision making such as WTP, moderation of risk, and top down attention have been shown to be mediated by this brain region (Plassmann et al., 2007; Hubert and Kenning, 2008; Bartra et al., 2013; Morris et al., 2014; Mahesan et al., 2016).

Our data suggests that attention or aversion reflecting SV is attributed to products during free viewing in quasi-naturalistic settings as early as 200 ms. Further support for this comes from studies of single neurons in monkey’s orbitofrontal cortex, which have been shown to respond to values and risks as early as 180 ms (Schultz et al., 1993; Critchley and Rolls, 1996; Padoa-Schioppa and Assad, 2006). The data also suggest that this early automatic valuation is mediated by a set of cortical activation patterns, none of which encodes values in a linear fashion. Rather, our results prompt the hypothesis that certain cortical regions or sub regions of larger brain areas are tuned to respond predominantly to low -or high- value items. Value-tuned brain modules that are responsible for spotting low or high value items in our environment would allow rapid categorization and prompt behavioral avoidance or approach responses.

The fast bottom-up responses for low and higher value products and the potentially more deliberative top-down responses for more ‘difficult’ medium value decisions can be better understood from the perspective of the Fuzzy Trace Theory (Brainerd and Reyna, 1990). The theory postulates that decisions
in the real world are calculated based on two processes that are computed in parallel; verbatim representations, which involve automatically matching characteristics to representations stored in memory, and more meaningful top-down gist representations (Corbin et al., 2015). In the current study, it is possible that high and low value items elicit an automatic verbatim representation as they have been experienced before, whereas medium value products require more top-down deliberation and elicit a semantic ‘gist’ representation. As such, the Fuzzy Trace Theory provides explanation for the similar latencies of the ICs as they are processed in parallel and clarifies the recruitment of top-down brain areas for medium value decisions. This draws similarities to the neuroeconomic concept that multiple brain systems are involved in the computation of value (Dickinson and Balleine, 2002; Rangel et al., 2008). Daw et al. (2005) propose that different brain systems might be involved when choosing between options with different values under varying levels of uncertainty. These systems include habitual processing, which represents fast responses that are learned through trial and error, and goal-directed responses, which involve the assignment of value through outcome assessment and reward calculation for multiple options. In the current study it could be the case that the habitual processing system was employed for valuation of products that subjects had more experience of choosing between, i.e., high and low value products. Conversely, when the product is not categorized as high or low value, the goal directed system dominates as further assessments are needed in order to determine the products’ worth. The results of the current study are also highly relevant to the field of neuromarketing as it was shown that, within the first 200 ms of viewing a product, the brain already computes and assigns a value (Jones et al., 2012; Pozharliev et al., 2015; Tyson-Carr et al., 2018). As such, it appears that first impressions are very important when deciding whether to purchase a product and previous experience and expertise can influence purchase decisions.

There are, however, several limitations associated with the current study. One limitation of this experiment is that we were unable to detect EMRPs occurring later than 300 ms post stimulus. Previous research has highlighted the role of the P300 (Yeung and Sanfey, 2004; San Martin, 2012) in outcome evaluation during economic decisions. In traditional laboratory-based experiments, subjects are presented with a fixation cross followed by a stimulus in the same predefined position in order to avoid saccade related artifacts (Dimigen et al., 2011). In contrast, free viewing in the real world is a multi-and-trans-saccadic process in which the visual stream is constantly being updated and integrating new sensory information into continuous perceptual and cognitive processes (Dimigen et al., 2011). As a result, the new sensory information does not show a fixed phase relative to the time locked event and distortion of the signal occurs later in the EMRP (i.e., after 300 ms; Dimigen et al., 2011). This is an ongoing issue for experiments that combine free eye movements with EEG, as it is difficult to ensure that continuous visual updating does not distort the EMRP without compromising the ecological validity of the experiment. As a result, the current findings should be viewed as preliminary, and more research is needed to determine how the brain computes valuation decisions later in the decision making process. Another limitation of the current study is that source dipole modeling was used to estimate sources for EMRP activity. It must be emphasized that any conclusions drawn from source dipole modeling in mobile EEG should always be viewed with caution and any interpretations are tentative. As such, no statistics were performed on the dipole analysis, which was conducted purely for exploratory purposes. This is because of the difficulties associated with source localization in EEG data (Luck, 2005), which are exacerbated in mobile EEG data (Grech et al., 2008).

Moreover, to avoid explicitly asking subjects to provide an economic value for a product, subjects were asked to rate whether they would purchase products during the gallery task and were later required to bid on the items, and these bids were used to retrospectively define the value conditions. However, it cannot be ruled out that subjects considered other factors such as desirability and pleasantness to inform their decision in the gallery. These factors could theoretically influence attention or aversion, as our results show that desirability and pleasantness ratings echoed the economic value of the stimulus. Future studies should endeavor to isolate value related from non-value related attentional processes, although this is very difficult to achieve. Likewise, attention, aversion and early economic valuation decisions should be further explored using fMRI and fMRI informed source analysis techniques in EEG. Finally, it is possible that the limited price range could have influenced economic value responses as the current experiment failed to show a component that responded exclusively to the highest value condition. This could be because objects within the £8 price bracket are only considered to be high value within the context of products on offer. Future experiments may benefit from expanding the price range to better examine how the temporal sequencing of economic value attribution occurs in the brain.

Finally, findings from the current study can be compared with results obtained from a standard laboratory recording. The present study follows a laboratory based experiment from our research group by Tyson-Carr et al. (2018), who found, using the same BDM auction paradigm, that the N200 resolved the valuation of everyday household products, with a bias toward low value objects. The authors suggested that the modulation of the N200 for low value objects hints toward an automatic valuation system, which is similar to what was observed in the current study. Therefore, as the current study provides further support for automatic valuation of products even in naturalistic environments, this adds validity to the data. This is an extremely important and novel contribution as the current experiment was able to demonstrate the feasibility of examining EMRPs for products in naturalistic environments.

**CONCLUSION**

In conclusion, the current experiment demonstrated that, to some extent, the neural spatio-temporal dynamics that underpin...
economic decisions for household products can be resolved in a naturalistic setting. Findings suggest that the EMRP parietal P200 component reflects an attention allocation mechanism that responds extremely quickly to isolate the lowest (IC7) value stimuli from all other value stimuli (IC4), as these represent important decisions in terms of maximizing economic resources. Other components responded to medium value products and may indicate a fine-graining of more difficult decisions (IC3, IC6). Overall, while none of the ICs displayed linear amplitude changes that parallel the SVs of products, results suggest that a combination of multiple ICs may sub-serve a fine-grained resolution of the subjective economic values of products. In order to fully disentangle the spatio-temporal neural processes that underpin economic decisions for products in the real world and to better understand how medium and high value products are represented, more research is needed with a broader range of stimuli.
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