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Abstract

Online dating has become a common occurrence over the last few decades. A key challenge for online dating platforms is to determine suitable matches for their users. A lot of dating services rely on self-reported user traits and preferences for matching. At the same time, some services largely rely on user images and thus initial visual preference. Especially for the latter approach, previous research has attempted to capture users’ visual preferences for automatic match recommendation. These approaches are mostly based on the assumption that physical attraction is the key factor for relationship formation and personal preferences, interests, and attitude are largely neglected. Deep learning approaches have shown that a variety of properties can be predicted from human faces to some degree, including age, health and even personality traits. Therefore, we investigate the feasibility of bridging image-based matching and matching with personal interests, preferences, and attitude. We approach the problem in a supervised manner by predicting similarity scores between two users based on images of their faces only. The ground-truth for the similarity matching scores is determined by a test that aims to capture users’ preferences, interests, and attitude that are relevant for forming romantic relationships. The images are processed by a Siamese Multi-Task deep learning architecture. We find a statistically significant correlation between predicted and target similarity scores. Thus, our results indicate that learning similarities in terms of interests, preferences, and attitude from face images appears to be feasible to some degree.

1. Introduction

Online dating has taken an important role in today’s society as more and more romantic relationships emerge from the use of online dating services [58]. In general, online dating services provide matches for their users that are likely to end in a romantic encounter or relationship. Some online dating services rely on self-reported personality traits, preferences and values that are obtained by requiring users to fill out a questionnaire. The results of this questionnaire are fed into an algorithm that determines suitable partners. Typically, dating services claim that their algorithms allow for uniquely tailored match selection for each individual user with a high probability of a positive first impression upon meeting in person or even long-term relationship success [18]. While such services do not always provide empirical evidence for their claims, research has suggested that personality traits and shared preferences and values have an important role in relationship satisfaction and longevity [10, 42]. At the same time, services such as Tinder have emerged where partner selection is largely based on initial visual impressions and preferences. While these types of services generally target a different audience, initial visual impressions are a key factor for attraction between people [67]. For automatic match recommendation with images, a machine learning method has been proposed where both visual features and previous user ratings are considered [54]. Similar to recommendation approaches using personality-based features [35], a collaborative filtering method was used. So far, image-based match recommendation is rare and has largely been focused on physical attractiveness. This constitutes a gap to traditional matching approaches using, e.g., interests, preferences and personality-based properties.

Face images have been used to derive a variety of properties using automated image analysis. For example, demographic properties such as age [20] and sex [46] have been derived from faces. In particular, deep learning methods have been successful for these tasks [38]. Also, predicting more subjective quantities such as facial beauty has been studied with machine learning methods [70, 21]. Even more subtle attributes such as self-reported personality traits have been investigated in terms of their predictability from face images with deep learning methods [76, 23]. Thus, a variety of properties have been automatically derived from face images. This opens up the question of whether features that are particularly relevant for matching, besides facial beauty
and attractiveness, can be predicted from face images.

In this work, we study the idea of predicting two people’s similarity in terms of interests, preferences, and attitude based on face images for match recommendation. We feed two face images of two people into a Siamese multi-task deep learning model and predict how well the two users match in terms of different similarity criteria. These criteria include more superficial aspects such as general interests and leisure activities and also criteria with more depth such as lifestyle, relationship preferences, and value systems.

Intuitively, similarity in terms of properties such as interests and lifestyle is very hard to predict from faces alone. However, lifestyle and leisure activity choices could affect facial properties over time and provide a rough indication of similarity between two people. At the same time, pose or facial expression might also provide information as previous research demonstrated that the choice of pictures uploaded to social media profiles is linked to personality [41]. Thus, our approach can provide interesting insights on the predictability of important similarity criteria for romantic relationships and, at the same time, also provide the advantage of convenience for dating platforms.

To study this challenging task, a dataset consisting of 6000 users was collected for model training and evaluation. For each user, one or several images showing the person’s face are available. Also, each user took an initial test where interests, preferences, and attitude were reported. Based on these results, similarity matching scores were calculated between every user in the dataset. The final matching scores and images were kindly provided to use by the dating platform LemonSwan.

We address the proposed supervised learning problem with a DenseNet-based [31] convolutional neural network (CNN) architecture that is based on Siamese CNN architectures [71] and multi-task relationship learning concepts [12]. After an initial Siamese processing path, we jointly process image features in individual output paths for the different similarity matching scores.

The main contributions of this paper are threefold. First, we demonstrate that directly learning preference-based similarity matching scores for dating recommendations from face images appears to be feasible. Second, we design a Siamese multi-task CNN architecture and analyze its properties for this particular learning problem. Third, we provide insights into the predictability and characteristics of different similarity matching scores from face images.

2. Related Work

The problem at hand is related to predicting properties from face images, automatic match recommendation systems and deep learning methods for image matching tasks.

Predicting properties from faces with automated methods has been widely studied. More objective, demographic properties such as age and sex have been predicted from face images using both conventional machine learning methods [20, 46] and deep learning methods [38, 47, 55]. More subjective properties such as attractiveness and facial beauty are more difficult to quantify but can be approximated by averaging multiple ratings [17, 4, 70, 40]. Gan et al. proposed to use deep learning methods for facial beauty estimation [21] which was extended by several approaches with cascaded training [69] or multi-task learning [22]. Besides facial beauty, health-related properties have also been predicted from faces using deep learning. For example, facial cues for congenital and neurodevelopmental disorders have been predicted with CNNs [26]. Similarly, lifestyle-related properties in terms of the body mass index can be derived from faces [7].

In addition, less superficial properties such as personality traits have also been studied in terms of their predictability from face images. Predicting personality from faces is a common task that people unconsciously perform daily in social interactions. Thus, research has been conducted on human performance for personality trait prediction from faces. Earlier work studied how well self-reported personality traits match the assessment of strangers, based on short encounters with significant correlations between $r \approx 0.2$ to $r \approx 0.4$ [3, 64]. Similarly, other studies have found a weak but significant correlation between self-reported and predicted personality traits, based on photographs [73, 29, 49]. Although personality traits appear to be somewhat predictable, there can be variations in predictions for the same person and different face images, e.g., due to facial expression and pose [62, 45, 72, 61]. For automated recognition of personality traits, two deep learning methods have been presented where accuracies between 50% and 80% were reported for different personality traits [76, 23], measured by the 16 Personality Factors model. Also, a patent was filed recently for automatic personality and capability prediction from faces [66].

Summarized, a plethora of properties can be partially predicted from face images. The properties studied in this work, i.e., interests, preferences, and attitude are similar to lifestyle- and personality-based properties, however, they have not been explicitly studied, in particular not in the context of similarity between two people.

Automatic match recommendation is a challenging task as, in contrast to typical product recommendations, the result also needs to be satisfactory for the recipient [36]. Often, recommendation services first collect user attributes such as preferences and education [65] or self-reported personality traits [19, 15] which are then used in a match prediction algorithm. Some fully automated approaches have relied on content-based or collaborative filtering with user ratings of dating profiles [8, 9, 35, 2]. Another approach relied on text messages exchanged between users as a feature
basis for a machine learning model that predicts matches [63]. This has been extended by engineering similarity scores based on mutual interests, initial messages and their responses [68]. In addition, features for facial attractiveness have been integrated into the feature engineering process [39]. Also, facial features have been used in a framework, where user ratings of face images are integrated into a collaborative filtering method [54].

Deep learning methods have been successful for a variety of supervised learning tasks such as image classification [34] and object detection [24]. Learning tasks where two images need to be processed simultaneously include image retrieval [51] and person reidentification [14]. For this type of task, Siamese CNNs are usually employed [71]. Here, CNNs process each image and predict a score that is used to calculate a similarity metric for learning [27]. The learning target for the task at hand is different from problems such as person re-identification as we know the distance between pairs (matching scores). Still, we can reuse the concept of Siamese CNNs for building our deep learning model. In terms of the model output, the task at hand can also be seen as a multi-task learning (MTL) problem as we aim to predict different types of similarity scores. MTL approaches generally perform shared processing first, followed by different prediction strategies for the different tasks [56]. In the case of hard parameter sharing, all tasks share the same parameters up to the model output [12]. For soft parameter sharing, the different tasks learn individual parameters that can be additionally constrained to enforce similarity for similar tasks [44]. MTL methods have been applied to a variety of deep learning methods, including face-based landmark detection with simultaneous age regression, gender classification, pose estimation and facial attribute recognition [77, 32].

3. Methods

3.1. Dataset

All the data we use in this study was kindly provided to us by LemonSwan. The dataset we use contains 6000 users with 8300 face images. The images vary in quality and were handpicked from a larger pool such that low-quality images and images with multiple or very small faces were removed. The mean age of users is $42 \pm 11$ years and 51% of users are female. The age distribution is shown in Figure 1. Note that the age is not uniformly distributed and there is fewer user data available for very young and very old age groups. The users are largely Caucasian and most users live in Germany, the primary market of LemonSwan.

Every user conducted a test which is used to calculate matching scores between all users. The test covers several areas related to interests and preferences, attitude and mindset, and personality. In this work we focus on five criteria for matching, namely "leisure activities" ($M_1$), "general interests" ($M_2$), "relationship preferences" ($M_3$), "lifestyle" ($M_4$) and "value system" ($M_5$). We also consider an overall matching score $M_S$ which is the average of all individual criteria. The user answers several questions related to each criterion and afterward, a distance-based matching score is calculated for each criterion between potentially matching users. Each score takes a value between 0 and 5 where a lower value indicates a better match. The main rationale behind the different criteria is to establish a basis for relationship formation without a focus on long-term relationship success. Thus, high matches in terms of these criteria should form a basis for initial interest and communication.

![Figure 1: Age distribution in our dataset.](image1)

![Figure 2: Original score histogram in our dataset (top) and the adjusted score histogram (bottom).](image2)
Figure 3: The processing pipeline we propose. FaceBoxes [75] is a light-weight CNN for face detection. In the matching CNN, the blue Dense Blocks do not share parameters. We omitted individual convolutional layers and transition layers for clarity, see [31].

due to similar interests and mindsets. Note that there are more criteria that we omitted for simplicity. The matching system was developed at LemonSwan, based on work by Bak [6]. The criteria we cover have different levels of depth, i.e., some are more superficial preferences ($M_1$ and $M_2$) while others go more into depth ($M_3$, $M_5$) and are closer linked to identity and personality.

Note that the actual values in our dataset are not uniformly distributed within the original range of 0 to 5. Therefore, we map all scores to the actual range using the 1st and 99th percentile for the values 0 and 1, see Figure 2. We perform this step in order to capture most matching scores in an interpretable range. Also, we invert the scores in order to obtain a more intuitive representation where 0 indicates a bad match and 1 indicates a good match.

We sample a subset of matches from the distribution of all possible matches shown in Figure 2. In particular, for training, we sample more matches from the distribution’s tails where similarities are high or low and thus potentially more expressive than a large amount of matching scores around the distribution’s median. Also, we partially train on matches between the same sex to increase robustness. For validation and testing, we sample matches from the full distribution. We partition the dataset into training, validation and test splits, depending on the experiment. All sets are completely disjoint, i.e., we only consider matches among users of the same set. For the test set, we split off 1000 users. In terms of matches, we consider a relevant subset in terms of age. For females, we consider an age range of $-5$ and $+10$ around the self-reported age. Similarly, the range for males is $-10$ and $+5$. These age ranges are based on observed preference among users by LemonSwan. We only evaluate heterosexual matches. Results are reported for this test set, unless indicated otherwise. We perform hyperparameter tuning on a smaller validation set of 500 users.

3.2. Deep Learning Method

Our deep learning pipeline is shown in Figure 3. The first step is to perform face detection and cropping. We rely on the FaceBoxes [75] method which is designed in particular for fast execution on a CPU. This choice is made with practical application in mind. The method is based on a lightweight CNN. Based on the face detection, we crop the images with different margins for training and evaluation.

Next, a pair of cropped face images are fed into another CNN. This CNN is inspired by Siamese architectures [71] as both images are first processed by individual CNN paths with shared parameters. Then, the features from both paths are concatenated and jointly processed by the rest of the network. After the concatenation point, we split the network up into several convolutional paths with one path for every matching score that is predicted. Finally, the matching scores are predicted at the end of each individual path. This concept follows the soft parameter sharing concept, related to MTL [56]. We also compare this to hard parameter sharing where we use only one path after concatenation. Here, the task is only split at the output layer such that the different matching scores largely share parameters. Thus, we consider the concatenation point $c$ as a hyperparameter which is illustrated in Figure 4. For the backbone architecture, we rely on Dense [31]. For comparison we also consider a ResNet [30] basis.

During training, we first crop the images around the faces. Here, we add a margin of $m_b = 0.5$ at each side,
i.e. the bounding box length and width are doubled. To account for variation in the bounding box detection, we also randomly distort the bounding box borders slightly by up to 5% of the box size. Then, we randomly crop from these images, similar to the Inception preprocessing [60]. The process is depicted in Figure 5. The extended box should increase robustness towards different amounts and types of background being present in the final crops.

In addition, we apply data augmentation with random brightness, contrast, saturation, and hue changes. Also, we perform horizontal flipping and use dropout with a dropout probability of $p = 0.2$. In each epoch, we draw a random match for each user in the training set, restricted to other users in the training set. Training is performed with the Adam algorithm [33] for 300 epochs. The learning rate and batch size are determined by a small grid search and validation performance. We use the mean squared error between predictions and targets as the loss function:

$$
\mathcal{L} = \frac{1}{N_M} \sum_{j=1}^{N_M} \frac{1}{N_B} \sum_{i=1}^{N_B} (\hat{y}_j^i - \bar{y}_j^i)^2 \tag{1}
$$

where $N_B$ is the batch size, $N_M$ is the number of target outputs, $\hat{y}$ is a prediction and $\bar{y}$ is a ground-truth value.

Note that each loss term for each output $M_j$ is only propagated through its designated path. After the concatenation point, the entire loss function affects the network’s gradient updates.

To achieve invariance towards switching the input images during evaluation, we perform two forward passes during evaluation. As the computation for the joint processing path is identical, only the computations of the last few layers need to be repeated. The images are cropped to contain the face with a varying cropping margin $m_c$ which determines the zoom on to the faces. We consider different values for $m_c$ in order to study the trade-off between zooming onto the face and also considering a few surroundings.

4. Results

4.1. Evaluation Metrics

For evaluation, we consider the mean absolute (MAE) as an absolute metric and Pearson’s correlation coefficient (PCC) as a relative metric. The MAE is defined as

$$
MAE = \frac{1}{N} \sum_{i=1}^{N} \text{abs}(y_j^i - \bar{y}_j^i) \tag{2}
$$

where $N$ is the number of all pairs in the validation or test set.

The PCC is defined as

$$
PCC = \frac{\sum_{i=1}^{N}(y_j^i - \bar{y}_j)(\hat{y}_j^i - \bar{y}_j)}{\sqrt{\sum_{i=1}^{N}(y_j^i - \bar{y}_j)^2} \sqrt{\sum_{i=1}^{N}(\hat{y}_j^i - \bar{y}_j)^2}} \tag{3}
$$
where $\bar{y}_j$ is the mean predicted value for output $j$ and $\bar{y}_{ij}$ is the mean target value for output $j$.

For experiments with a classification task, we use the binary accuracy as a metric.

### 4.2. Dataset Characteristics

First, we put our dataset into context by considering other datasets for tasks of estimating the demographic properties age and sex which are also contained in our dataset. For these two tasks, we use a standard single-path Densenet121 [31] which is fed with images from our dataset. We apply the same face cropping and training strategy as for the Siamese Multi-Task CNN.

Age estimation is typically grouped into biological age estimation and apparent age estimation. In our case, age is self-reported and thus, does not immediately belong to either group but can be interpreted as biological age estimation with a certain amount of noise due to self-reporting. The results for age regression on our dataset compared to other datasets are shown in Table 1. All values for the other datasets are based on the recent survey by Carlett et al. [11]. We consider the best values that have been reported in the said survey.

Overall, we observe that performance on our dataset is slightly lower but similar to the other datasets. This is particularly notable as our dataset is rather small. At the same time, most methods for these datasets rely on pretraining on the IMDB-WIKI dataset [55] with 523,061 images, providing an additional advantage. Also, age values in our dataset are self-reported which might be associated with some reporting bias.

Next, we consider the task of sex classification with our dataset. Again, values in our dataset are self-reported. To put our results into context, we consider recent results reported by Haider et al. [28] and Aslam et al. [5] for datasets with a controlled environment.

| Dataset      | Dataset Size | MAE |
|--------------|--------------|-----|
| MORPH-II [53] | 55,008       | 2.81|
| FG-NET [37]  | 1,002        | 2.00|
| FACES [16]   | 2,052        | 3.82|
| LIFESPAN [13]| 11,424       | 3.87|
| CACD [13]    | 163,446      | 4.68|
| WebFace [78] | 59,930       | 5.75|
| Ours         | 8,300        | 4.88|

Table 1: Comparison of different datasets for biological age estimation. The best values according to Carlett et al. [11] are reported.

After our results are similar to those reported on other datasets. Thus, overall, our dataset is suitable for estimating both age and sex from face images. This can be considered as a basic quality check which confirms that facial features necessary for estimating demographic properties can be extracted from the images and used by CNNs.

### 4.3. Performance and Related Tasks

Next, we consider the task of estimating the five similarity properties using our Siamese Multi-Task CNN. First, we consider general properties of the similarity scores. Some of the scores are likely not fully independent, e.g., general interests and leisure activities should be related. Table 3 shows the correlation between all scores in our datasets.

| $M_1$ | $M_2$ | $M_3$ | $M_4$ | $M_5$ |
|-------|-------|-------|-------|-------|
| 1     | 0.72  | 0.43  | 0.74  | 0.64  |
| 0.72  | 1     | 0.48  | 0.83  | 0.74  |
| 0.43  | 0.48  | 1     | 0.44  | 0.74  |
| 0.74  | 0.83  | 0.44  | 1     | 0.71  |
| 0.64  | 0.74  | 0.74  | 0.71  | 1     |

Again, our results are similar to those reported on other datasets. We observe that the different matching criteria are highly correlated. This indicates that agreement or disagreement in one matching score is also associated with said agreement or disagreement in other matching scores. $M_3$ stands out as there is as a lower correlation compared to the correlation between most other scores. However, $M_3$ shows a similar correlation level with $M_5$ (value system).

Second, we consider the results for training on our dataset. Table 5 shows the results for three-fold cross-validation. Each fold was defined similarly to our test set. Note that we only evaluate on our test set for all other experiments. The folds are non-overlapping. In general, the correlation coefficient is statistically significant for all $M_i$ ($p < 0.05$) when testing for the null hypothesis that there is
no relationship between predictions and targets using Student’s t-test on the statistic $t = r \sqrt{N - 2} / \sqrt{1 - r^2}$ where $r$ is a correlation coefficient and $N$ is the number of samples. We do observe slight variations between folds but overall the results appear to be consistent. The score $M_3$ stands out with a slightly lower PCC than the other scores. This might be related to the correlation between the scores and $M_3$ which is substantially lower than the correlation between other scores.

As the task we address is unique so far, we put the performance results into context by considering other related tasks where properties are predicted from faces. For the prediction of age, a more objective measure, we achieve a PCC of $0.27$ [23]. Zhang et al. reported the binary accuracy for predicting deep learning, correlation has not been reported. For the prediction of age, a more objective measure, we achieve a PCC of $0.15$ [23]. Zhang et al. reported the binary accuracy for

![Figure 6: Results for different zoom settings $m_c$ for all matching scores. $m_c < 1$ leads to a stronger zoom on the face. $m_c > 1$ leads to an extension of the bounding box, i.e., zooming out of the face.](image)

linked to our relatively small dataset size. When using other baseline architectures of similar type with more parameters (Densenet161,Densenet169), performance is similar. This suggests that a larger and deeper model is not necessary for the given task and dataset size. The more different model ResNet50 leads to overall similar performance. Thus, our approach works well with different baseline models.

Second, we consider architecture variations with our standard configuration. Moving the concatenation point to $c = 0$ leads to slightly reduced performance. When moving the concatenation point further to the input with $c = 2$ we observe a more substantial decline in performance. This indicates that the different matching scores benefit from a larger, jointly learned representation. Also, there appears to be a sweet spot in terms of the optimal network portion sharing weights. When training individual models for each matching score, we observe a further decline in performance. This underlines the observation that learning the different scores simultaneously benefits performance.

### 4.5. Zoom on Faces

Next, we investigate the effect of using different zoom settings onto faces. While a stronger zoom might highlight more detailed features, zooming out might provide additional, potentially relevant features such as hair (style). Therefore, we test different zoom values $m_c$ which controls the zoom into and out of the face. $m_c$ is multiplied with the final bounding boxes’ side length. Thus, a zoom of $m_c = 1.0$ corresponds to the normal bounding box, $m_c < 1.0$ zooms on to the face and $m_c > 1.0$ zooms out of

### 4.4. Ablation Experiments

Next, we consider several ablation experiments where we vary some parts of our architecture. First, we consider different baseline architectures, see Table 5. When using a Densenet121 without pretrained weights we observe a substantial decline in performance. This is likely

| PCC (%) | MAE    |
|---------|--------|
| $M_1$   | $26.1 \pm 2.4$ | $0.145 \pm 0.05$ |
| $M_2$   | $28.3 \pm 3.0$ | $0.158 \pm 0.04$ |
| $M_3$   | $22.2 \pm 2.2$ | $0.144 \pm 0.04$ |
| $M_4$   | $30.9 \pm 3.3$ | $0.190 \pm 0.03$ |
| $M_5$   | $28.0 \pm 2.9$ | $0.150 \pm 0.03$ |
| $M_S$   | $34.7 \pm 3.5$ | $0.173 \pm 0.06$ |

Table 4: Results for a cross-validation experiment for all scores. The standard deviation is calculated over all cross-validation folds.
Densenet121* was trained from scratch. The second block shows results for different concatenation points and zooming onto the face is beneficial for our problem. Of course, we cannot rule out that background can also help for this task but it might require a different approach, e.g., using multiple input paths with different resolutions.

Overall, the choice of zoom appears to have a large impact on performance, both for small zoom changes around the face and more extensive zoom settings, away from the face. Saliency maps reveal that certain facial features appear to be relevant for the model, visible across multiple zoom settings.

### 4.6. Self-Matching

Another interesting aspect of our approach is the problem of self matching. Based on the design of the matching score, a person matching with himself should have a perfect score of one, as all of his interests match with himself. This can be understood as an implicit face recognition problem that naturally arises with this task. During training, we do not explicitly enforce this property as we do not train on self matches. However, it appears reasonable that our model could learn this form of implicit face recognition if explicitly trained for it. Therefore, we conducted an experiment where we fine-tuned our model additionally where 10% of all training examples are self or identity matches, i.e., either the identical image or another image of the same user.

We perform three evaluations for this strategy. First, we assess the normal matching score prediction performance as it might degrade due to the additional fine-tuning. Second, we assess the performance for identity matches, i.e., matching with the exact same image. Third, we evaluate the self matching performance where another image of the user is used for evaluation. This resembles the implicit face recognition task. The results for this experiment are shown in Table 7. For our standard model that was not trained for the task, we observe an MAE that is slightly worse than the normal matching performance for the self matching task. For the identity task, performance is slightly better than for the normal matching task. When training both an self and iden-

---

| Configuration | $M_1$ PCC | $M_1$ MAE | $M_2$ PCC | $M_2$ MAE | $M_3$ PCC | $M_3$ MAE | $M_4$ PCC | $M_4$ MAE | $M_5$ PCC | $M_5$ MAE | $M_S$ PCC | $M_S$ MAE |
|---------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Densenet121   | 26.4    | 0.145   | 27.7    | 0.160   | 22.6    | 0.143   | 30.8    | 0.190   | 27.6    | 0.153   | 34.9    | 0.174   |
| Densenet121*  | 16.9    | 0.201   | 15.1    | 0.224   | 11.1    | 0.191   | 18.7    | 0.255   | 17.1    | 0.197   | 21.2    | 0.238   |
| Densenet169   | 24.3    | 0.150   | 26.2    | 0.163   | 23.1    | 0.144   | 28.4    | 0.199   | 25.3    | 0.159   | 32.5    | 0.183   |
| ResNet50      | 27.1    | 0.142   | 27.0    | 0.161   | 20.9    | 0.147   | 28.1    | 0.200   | 26.5    | 0.156   | 33.3    | 0.178   |
| ResNet50      | 26.5    | 0.145   | 28.0    | 0.161   | 21.2    | 0.146   | 30.4    | 0.187   | 28.1    | 0.150   | 33.9    | 0.176   |
| $c = 0$       | 22.4    | 0.161   | 22.7    | 0.187   | 19.0    | 0.153   | 26.2    | 0.218   | 23.6    | 0.166   | 29.9    | 0.190   |
| $c = 2$       | 19.2    | 0.178   | 21.1    | 0.199   | 16.7    | 0.163   | 23.9    | 0.230   | 21.5    | 0.178   | 26.0    | 0.216   |
| Individual    | 18.4    | 0.182   | 19.5    | 0.208   | 16.0    | 0.166   | 20.7    | 0.241   | 20.1    | 0.183   | 23.4    | 0.229   |

Table 5: Results for various ablation experiments. The first block shows results for different baseline architectures. Densenet121* was trained from scratch. The second block shows results for different concatenation points $c$. Individual refers to the training of separate networks. Our standard configuration uses Densenet121 and $c = 1$.

---

the face. Results for different zoom settings, varied during the testing phase, are shown in Figure 6.

We can observe, that there appears to be a sweet spot, where performance is optimal. Zooming too much onto the face degrades performance. Also, zooming away from the face also reduces performance. Overall, all matching scores change similarly.

To investigate this aspect further, we also considered saliency maps for visualization of the relevant features for the task at hand, see Figure 7. We employ guided back-propagation [59], enhanced by SmoothGrad [57] with 100 repetitions, Gaussian noise and a noise level $\sigma$ depending on the image’s intensity range [48]. Across all zooms, we can observe that the model appears to recognize multiple facial features. In particular, there seems to be a focus on regions around the eyes and the mouth. When zooming on to the face, the region around the mouth appears to get partially cropped out, potentially relating to the drop off in performance. Similarly, when zooming out of the face, the face borders become more visible, potentially opening up space for irrelevant or misleading features.

Besides small zoom changes on the face, including the entire background could also be of interest. A lot of images contain background that might also provide information for the matching scores. At the same time, the background could also be misleading, e.g., if a nonathletic person provides a photograph taken during a sports activity. In addition, when choosing larger cropping areas, we trade off detailed face information for more context which might also affect performance. Therefore, we study the effect of providing background to our model, see Table 6. First, we consider zooming away further from the face with $m_c = 1.5$ and $m_c = 2.0$. Also, we train a model with full images and no face cropping. There is a decline in performance for further zooming which is even worse for training on entire images. This suggests that using a face detection first and zooming onto the face is beneficial for our problem.
Figure 7: Example images with different values $m_c$ and the corresponding saliency maps.

| Configuration  | $M_1$ PCC | MAE | $M_2$ PCC | MAE | $M_3$ PCC | MAE | $M_4$ PCC | MAE | $M_5$ PCC | MAE | $M_S$ PCC | MAE |
|---------------|-----------|-----|-----------|-----|-----------|-----|-----------|-----|-----------|-----|-----------|-----|
| Standard      | 26.4      | 0.145 | 22.6      | 0.160 | 30.8      | 0.190 | 27.6      | 0.153 | 34.9      | 0.174 |
| $m_c = 1.5$   | 14.6      | 0.211 | 19.1      | 0.152 | 20.3      | 0.218 | 17.9      | 0.188 | 22.2      | 0.219 |
| $m_c = 2.0$   | 13.0      | 0.195 | 16.3      | 0.168 | 19.9      | 0.210 | 15.1      | 0.204 | 20.5      | 0.226 |
| No Boxes      | 9.26      | 0.237 | 6.32      | 0.221 | 13.5      | 0.273 | 12.4      | 0.219 | 14.1      | 0.263 |

Table 6: Results for background inclusion. For our standard configuration, we use a zoom of $m_c = 0.85$. No Boxes refers to training with full images without prior face detection.

For identity matches, the identity task is solved almost perfectly and for the self matching task, performance is improved substantially.

The observation that our model does not naturally learn face recognition well also implies that predictions might differ for the same two people and two different images. We investigate this hypothesis by considering the mean absolute difference between predictions obtained from different image pairs for the same two people. The results are shown in Table 8. We can observe that there is a certain variation between predictions for different image pairs. In particular, it is notable that for completely different image pairs only, the mean difference increases. Thus, overall, the model’s limited face recognition capability is also reflected in match variation.

5. Limitations

We find several interesting properties that come with our task and we observe a significant correlation between predicted and target matching scores, indicating that properties related to interests, preferences, and attitude can be partially derived from face images. Still, there are several limitations
that need to be discussed. First, our dataset is relatively small and captures a certain demographic and cultural background. Thus, we cannot rule out effects that are specific to culture and generalization might be limited. Furthermore, it should be kept in mind that our targets are based on self-reported properties. Thus, we cannot rule out that our model also learned some underlying reporting bias that is not immediately obvious.

Also, we observed a certain variation for predictions with different images of the same two people which raises the question of consistency. The model’s predictions might also depend on situational properties such as facial expression. Considering face interpretation in social sciences, several studies have observed that people’s interpretation of faces is easily influenced by facial expression or pose [62, 45, 72, 61]. This could indicate that the matching scores are not necessarily or at least not only related to facial features but also current facial expression. This relates to recent findings that the type of images users uploaded to social networks is significantly influenced by the users personality [41]. Thus, there might also be an implicit relationship between the self-reported values in the psychological test and the type of images users uploaded. While this would open up our approach for manipulation, in case the effect is known to the user, the underlying hypothesis of scores being learnable from face images would still be valid. It does, however, open up interesting future research questions. For example, the matching score’s predictability could be investigated if face images are controlled in terms of facial expression or users are instructed to provide a certain type of images.

6. Conclusion

In this paper, we investigate the feasibility of predicting multiple matching scores, related to interests, preferences, and attitude, from the face images of two people. The goal is to predict potential compatibility between the two people for starting a romantic relationship. The pairwise matching scores between the two people were obtained with a psychological test designed for capturing interests, preferences, and attitude. We try to learn the matching scores in a supervised manner with a Siamese Multi-Task CNN that initially processes the two face images with two paths sharing parameters, followed by individual prediction paths. The approach works consistently with different backbone architectures and we observe that partial parameter sharing is beneficial for predicting the correlated targets. We find that the zoom onto faces affects performance and that including a lot of background is not beneficial for our approach. Given the design of our matching problem, we also observe that face recognition can be learned implicitly with our approach if we train on self matches. While the overall predictive performance is limited, we find a significant correlation between predictions and targets. Thus, some facial features or facial expressions appear to be loosely related to our matching scores. For future work, more informative features could be provided to the model, e.g., in the form of multiple images or video material. Also, the effect of users’ image choice could be investigated further.

Table 7: MAE for evaluation of identity matching (IM) and self matching (SM) in comparison to our normal matching scores (MS). In our standard configuration, we do not train on self or identity matches (0%). Note that the PCC is not meaningful for this experiment as all targets have a value of 1 for the IM and SM task.

| Config. | $M_1$ | $M_2$ | $M_3$ | $M_4$ | $M_5$ | $M_S$ |
|---------|-------|-------|-------|-------|-------|-------|
| 0 %     | MS    | 0.15  | 0.16  | 0.14  | 0.19  | 0.15  | 0.17  |
| 10 %    | MS    | 0.25  | 0.18  | 0.15  | 0.19  | 0.16  | 0.20  |
| 0 %     | IM    | 0.25  | 0.23  | 0.20  | 0.15  | 0.17  | 0.15  |
| 10 %    | IM    | 0.01  | 0.03  | 0.09  | 0.03  | 0.02  | 0.01  |
| 0 %     | SM    | 0.26  | 0.26  | 0.23  | 0.18  | 0.20  | 0.19  |
| 10 %    | SM    | 0.03  | 0.18  | 0.17  | 0.15  | 0.12  | 0.07  |

Table 8: Mean absolute prediction difference between image pairs of the same two people, averaged across the entire test set. We differentiate by the number of image pairs that are available for each match. Also, we consider both distinct image pairs, where both images must differ and all image pairs, where every image of user 1 is matched with every image of user 2.

| Config. | $M_1$ | $M_2$ | $M_3$ | $M_4$ | $M_5$ | $M_S$ |
|---------|-------|-------|-------|-------|-------|-------|
| 2 Pairs | 0.06  | 0.09  | 0.06  | 0.10  | 0.08  | 0.09  |
| 3 Pairs | 0.07  | 0.10  | 0.06  | 0.11  | 0.08  | 0.10  |
| 4 Pairs | 0.07  | 0.10  | 0.06  | 0.11  | 0.08  | 0.10  |
| 2 Pairs all | 0.06  | 0.08  | 0.05  | 0.08  | 0.06  | 0.08  |
| 3 Pairs all | 0.05  | 0.07  | 0.05  | 0.07  | 0.06  | 0.07  |
| 4 Pairs all | 0.06  | 0.08  | 0.06  | 0.09  | 0.07  | 0.09  |
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