BuyTheDips: PathLoss for improved topology-preserving deep learning-based image segmentation
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Abstract—Capturing the global topology of an image is essential for proposing an accurate segmentation of its domain. However, most of existing segmentation methods do not preserve the initial topology of the given input, which is detrimental for numerous downstream object-based tasks. This is all the more true for deep learning models which most work at local scales. In this paper, we propose a new topology-preserving deep image segmentation method which relies on a new leakage loss: the Pathloss. Our method is an extension of the BALoss [1], in which we want to improve the leakage detection for better recovering the closeness property of the image segmentation. This loss allows us to correctly localize and fix the critical points (a leakage in the boundaries) that could occur in the predictions, and is based on a shortest-path search algorithm. This way, loss minimization enforces connectivity only where it is necessary and finally provides a good localization of the boundaries of the objects in the image. Moreover, according to our research, our Pathloss learns to preserve stronger elongated structure compared to methods without using topology-preserving loss. Training with our topological loss function, our method outperforms state-of-the-art topology-aware methods on two representative datasets of different natures: Electron Microscopy and Historical Map.

Index Terms—Image segmentation, Topology, Shortest path, Leakage loss

I. INTRODUCTION

IMAGE segmentation is still a challenging task in the field of computer vision and has received a lot of attention during the last few decades [2]–[5]. Image segmentation aims to partition an image into distinct segments, in other words, associate a label to each pixel [6]. In light of the very successful trend toward learning-based image analysis, various methods have been proposed to improve the performance of deep learning-based image segmentation [2], [7]–[10]. Deep-based image segmentation methods can be trained in an end-to-end way and applied to a wide range of problems by learning better image representations compared to handcrafted ones. These methods have focused on either extracting better features from the network or designing more powerful deep architectures to make them more robust to appearance variations. Despite of their high per-pixel accuracy, most of current solutions are still susceptible to make errors when recovering thin connections, fine details of structures, or multiple connected components that share the same contour.

The boundary ground truth is a binary image which embeds strong topology properties between adjacent regions. Therefore, correct segmentation of the boundary is extremely important in case of dense image segmentation [11] and multiple instances [12] for two reasons. First, contour information is frequently shared across neighboring objects in the image. Secondly, location errors or leakages on boundaries of the regions are detrimental for instance retrieval and subsequently in downstream tasks. In biomedical images, for example, correctly segmenting thin objects like membranes plays an important role in providing accurate structure qualification in order to count the right number of instances for diagnosis purposes [13]–[17]. On the other hand, in the case of the historical maps, reliable extraction of the contours of the roads and buildings is required to recover the spatial and semantic information in archival maps [18], [19], mandatory input for subsequent social historical analysis. These topology-related segmentation tasks put emphasis on the utter importance in recovering correct topology connections in the boundary of pixels: the missing detection of such contour pixel might cause failure in topology, especially in the first dimension of topology properties (examples are shown in Fig. 1b and 1c).

To address this issue, several methods have been proposed focusing on refining boundary-aware information on the boundaries of objects [20]–[22]. Although traditional deep-learning based methods have significantly improved pixel level accuracy and contour preservation, the missed detection of key pixels will lead to an incorrect number of segments or instances. To tackle such a problem, Mosinka et al. [23] have proposed a deep-learning based solution which can gradually strengthen the continuity of pixels by combining recursive refinement (based on the concept of Lipschitz continuity [23]) and feature consistency properties in VGG [24] networks. Indeed, the topological improvement [23] is proved through an adequate topological evaluation [25] by strengthening the continuity of curvilinear structures in images. However, this method does not utilize any topology-related properties
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1Zero topology is related to the number of connected components; one dimension topology is related to a circular hole.
which are essential in guaranteeing closed shapes. To provide stronger topology properties in deep image segmentation tasks, Hu et al. \cite{hu2020pathloss} directly use a topology analysis tool called persistent homology for preserving and refining the missed detection pixels in the boundaries (so-called saddle points). Briefly speaking, this method transfers the likelihood image into a persistent diagram and pairs the persistent dots (also called connected components) in both ground truths and predictions where the topological errors in the predictions are the localized saddle points between the pairwise persistent dots. However, pairing the persistent dots are not always optimal due to the background noise, in particular when the image size and the number of instances are large. Moreover, the computational complexity of persistent homology is cubic to the image size which is difficult to apply in large images.

In order to address the topology-preserving problem and provide a better solution to localize the broken connections in object boundaries, we propose a new loss for deep-based segmentation approaches, named PathLoss (PL). The goal of PathLoss is to localize and boost up the weak points of boundaries more efficiently. An overview of our method is illustrated in Fig. \ref{fig:overview}. We treat the edge probability map (an output of the U-Net based \cite{ronneberger2015u} architectures) as a landscape and extract all the dips on the ridges of the mountain to localize all leakage positions in the image. Our approach relies on a seeded segmentation approach where each seed is automatically associated with a region in the ground truth image. We leverage the geodesic information for finding the shortest path between the seeds of adjacent regions. Then, the leakage position is defined as the intersection between the shortest path and the boundary of the region. Eventually, we calculate the mean square distance between the value of the broken pixels and ground truth, boosting up the value in the broken edges while training the neural network. Compared to \cite{hu2020pathloss}, our method can accurately localize leakage pixels efficiently without any intermediate steps.

Our PathLoss (PL) is combined with the classical binary cross entropy loss in the training process to further refine the boundary details. The power of our loss relies on the fact that it allows to propagate the boundary information for regulating the network behavior while keeping a similar network structure. Our method is model-agnostic and can be plugged into different network architectures.

To prove that our PathLoss (PL) can improve the topological structure in the likelihood image predicted by neural networks, we test PL on biomedical images (Electron Microscopy) \cite{lu2019graph, li2019learning, li2021automatic} and historical map datasets \cite{2019Evaluating}. Examples of the impact of our method on the region boundaries are shown in Fig. \ref{fig:example}d and \ref{fig:example}e. Especially, the task of segmentation historical maps is crucial for many studies (e.g. social science and historical study) but remain challenging due to limited texture information and many overlaps. By applying Pathloss in historical map segmentation task, the topology perspective of predicted boundaries of objects are significantly improved. The experimental results show that our method outperforms state-of-the-art topology-preserving methods including Mosin \cite{hu2019mosin}, Topoloss \cite{2020Topoloss}, BALoss \cite{li2020baloss}, clDice \cite{2020Cldice}, and Iternet \cite{2020Inter-net}.

Our contributions can be summarized as follows:

- We propose a new leakage loss function (PathLoss), which efficiently localizes critical points in the boundaries of regions.
- Our loss function can maintain strong topology properties and low sensitivity in the likelihood predictions with any segmentation networks. We also visualize the closeness properties of the features.
- Our loss function can be trained efficiently and is insensitive to noise compared to other topology-related loss functions so that no further post-processing steps (such as watershed segmentation approaches) is required.

This paper is organized as follows. The following section lists existing researches including different methods of semantic edge detection and how to improve the topology correctness in the predictions. Then, the geodesic information is recalled in Sec. \ref{sec:related_work} which is the foundation of our method. In Sec. \ref{sec:methodology} our proposed solution is illustrated with insightful details. In Sec. \ref{sec:experiments} and Sec. \ref{sec:discussion} we evaluate our method in different datasets to prove the improvement of topology correctness between ours and state-of-the-art methods. In the last section, we conclude this paper and list the possible future works.

II. RELATED WORK

This section introduces and discusses the existing work of semantic edge detection methods, learning inter-pixel correlation, and topology-preserving image segmentation methods.

Semantic edge detection methods: Recently, numerous deep learning methods have been proposed to improve results
in image segmentation tasks [33]–[36]. The multi-scale features which are extracted from Convolutional Neural Networks (CNN) are widely applied [37]–[39] into the detection of semantic edges from images. The learnable module called gated-CRF [38] is used as an attention to encapsulate all convolutional features into a more discriminative representation (similar to sequence learning [40], [41]). It can achieve better fusion quality compared to traditional deep learning-based semantic edge detection methods [42]. However, in topology-related applications, although these methods propose satisfactory per-pixel level accuracy, the false predicted pixels in the boundaries can cause failure of detecting number of objects in the images [11].

**Learning pixel connectivity:** By considering the image as a graph, maximin affinity learning of image segmentation (MALIS) [43] classifies the connectivity between pixel pairs (also called affinity graph), the threshold affinity graph can be used to form connected components for instance segmentation purposes. However, thresholding is such a simple method for graph partitioning can lead to misclassifications of one or a few edges of the affinity graph. Inspired from the ideas from MALIS [43], Oner et al. [44] first predicted the Euclidean distance map and used an hybrid loss by combining the correctness of the distance map and the pairwise shortest cost between two connected components to improve the connectivity in road segmentation task.

One way to maintain topology properties in the object detection task is to make sure the information of inter-pixel correlations (also called pixel connectivity) is correct. Nowozin et al. [45] proposed a method by learning the parameters of Markov Random Field (MRF) with information of global connectivity to connect pixels of every object. Kampffmeyer et al. [46] proposed a network (connectivity network) for saliency object detection which first encodes and predict the inter-pixel relationships as well as the number of foreground neighboring pixels by using neural networks. Since pixel connectivity has symmetry properties, Yang et al. proposed biconnect [47], which improves the connectivity network by using shared weights between pairwise neighboring pixels (so-called bilateral voting), instead of using independent weights for pair-wise connectivity. Inspired from [46], [47], Chen et al. [48] uses the connectivity network to detect more consistency edges in historical map segmentation task. Alternatively, Jie et al. [49] proposed a spatial attention network that jointly learns the segmentation and connectivity information for road detection to focus on the pixels that are connected to their neighbors. In [50], Yan et al. used the graph neural network (GNN) to propagate and aggregate the features of the vertices for regularized road extraction. However, the connectivity network does not guarantee the topology-correctness in the output predictions which is strongly required in historical map segmentation tasks. To conclude, the aforementioned approaches apply information of pixel connectivity (zero-dimensional topology properties) that can boost the performance of object segmentation results, however, it does not guarantee topology properties in one-dimensional topology properties. Note that the one-dimensional topology properties related to closed shape detection (the number of instances for segmentation) is crucial in curvilinear image segmentation task i.e. electron microscopy and historical maps.

**Topology-preserving image segmentation methods:** Topology-preserving image segmentation methods mainly consist of indirect and direct ways. The indirect way uses an iteration framework to gradually refine the elongated structure in the predicted output, while latter one directly use strong topology priors and constraints to improve topological results in the predictions. The worth noted indirect way stems from Mosinska et al. [23], where a topology-awareness loss is proposed by measuring the similarities of features in VGG-19 [51] between ground truths and predictions. However, this work assumed that the line continuity of trained filters in the VGG-19 can maintain the topology properties in the predicted probability map, albeit it does not have any guarantee of high dimensional topology such as loops (or closed boundaries). Therefore, the detected objects might not be topologically correct. Different from the Mosinka et al. [23] where the predicted likelihood is joined to the image input for refinement purposes, the work in [32], Multi-stage multi-recursive-input networks [52] and Flood-Filling Networks [53] stack several network to gradually refine the likelihood in each stage of the networks, still, those methods suffer the similar issue.

The direct topology-preserving methods focus on using persistent homology [54] to measure the topology features of image predictions [54]. Chen et al. [55] introduced the topology priors and integrate them into Conditional Random Fields (CRF) image models to improve the image segmentation tasks. Persistent homology has been widely used as a topology feature. Recently, persistent homology has been redesigned and has proved its differentiable properties while it can be used as a topology-preserving loss function and can be applied to any end-to-end deep neural networks [11], [30], [56], [57]. However, the limitations of using persistent homology in deep image segmentation tasks are its memory consumption, convergence speed, and sometimes the training difficulty when combined with other loss functions. In [51], the authors proposed a new topology-awareness metrics to measure the similarity between images based on morphological skeletons. However, cDICE still yield missing centerlines on the leakage locations in the prediction image.

**Seeded based image segmentation approaches:** Cerrone et al. [13] proposed an end-to-end network based on Random Walker algorithms to predict the edge weights. Lei et al. [58] illustrate the concept called Adaptive Morphological Reconstruction (AMR) to improve the seed-based spectral segmentation. Watershed [59] as one of the best seeded image segmentation method can be used to maintain the closed shapes in instance segmentation applications [18], [19]. Wolf et al. [60] came up with the idea of the learnable watershed for seeded image segmentation by training an altitude function with region assignment benefit from reinforcement learning [61]. Recently, Minh et al. [1] proposed a boundary-awareness loss (BALoss) relying on minimum barrier distance (MBD) which can accurately refine a set of broken edges, eventually improving the segmentation quality in microscopy images. Compared to all methods mentioned above, our Pathloss focuses on the critical points at the topological level, and
achieves better topological accuracy than the state-of-the-art methods (e.g., TopoLoss [11] and BALoss [1]). A comparison between the critical points of the Topoloss [11] and our Pathloss is illustrated in Fig. 2. To summarize the key methods above, we provide a Tab. I for better comparing different topology related methods. Our new loss is an extension of above, we provide a Tab. I for better comparing different topology related methods. Our new loss is an extension of the BALoss [1] to improve the detection of critical pixels.

III. GEOIDESIC DISTANCE AT A GLANCE

This section recalls the definition of the geodesic distance, a simple but effective method to find the shortest path between two points in the image. Formally, an image is modeled as a 2D function \( u : \Omega \rightarrow \mathbb{R} \), where \( \Omega \) is the image domain. The geodesic strength \( \tau \) of a smooth curve \( \gamma \) between two pixels \( s, s' \) in the given image is defined as:

\[
\tau(\gamma) = \int \| \dot{\gamma}(t) \| \gamma(t) dt,
\]

in which \( \dot{\gamma} \) is the velocity vector of \( \gamma \) and \( \| \dot{\gamma}(t) \| \) is a norm (see [64] for more details). Note that the geodesic strength is computed by splitting the integration into pieces where the curve is smooth [65]. From that definition, the geodesic distance \( d(s, s') \) between two points \( s, s' \) is deduced as the minimum of the geodesic strengths of all the curves between two given points:

\[
d(s, s') = \min_{\gamma \in \Pi(s, s')} \tau(\gamma),
\]

where \( \Pi(s, s') \) is the set of paths \( \pi \) going from \( s \) to \( s' \). In the topographical view, the geodesic distance is computed by considering an image as a landscape. Distances between pixels on the flat terrain are shorter than pixels that have hills and valleys in the heightmap [66].

In discrete form, the image can be modeled as a graph, in which \( W_{s_i, s_j} \) represents the weight along the edge \([s_i, s_j]\) on the graph. The geodesic distance on the graph is:

\[
d(s, s') = \min_{\pi \in \Pi(s, s')} \sum_{i=0}^{N-1} W_{s_i, s_{i+1}},
\]

where \( s_0 = s \) and \( s_N = s' \). The integration becomes the sum of edge weights along the path connecting \( s \) and \( s' \). Then, the geodesic distance is the distance along a path where the accumulation of image gradient reaches the minimum. In a flat zone, the shortest path is similar to the Euclidean distance.

In the next section, we propose to use this distance to recover the shortest path between points in the image, as a basis to compute our Pathloss function.

IV. PROPOSED METHOD

We present here our method. It relies on a new loss, the Pathloss, to train a deep neural network to correctly segment an image. This loss aims to enforce the activation in the broken connections on the boundaries of the regions. The overview of our method is exposed in Fig. 3. The total loss of the network is defined as \( L_{\text{total}}(u, g) \) (where \( u \) is the predictions and \( g \) is the ground truth), which equals the sum of the weighted pixel-level binary cross entropy \( L_{\text{BCE}} \) and Pathloss \( L_{\text{PL}} \):

\[
L_{\text{total}}(u, g) = L_{\text{BCE}}(u, g) + \alpha \cdot L_{\text{PL}}(u, g),
\]

where the selected hyperparameter \( \alpha \) is used to control the trade-off between the two losses. The usage of the \( L_{\text{BCE}} \) is already efficient to train a deep neural network to segment an image. However, it may lead to leakages on the boundaries.

Fig. 2: A comparison between the critical points of Topoloss [11] (left) and our proposed Pathloss (right), the red points are the irrelevant critical points and green critical points are activated during the learning process.

Fig. 3: The pipeline of our method. We first generate the set of seeds (red dots) which correspond to each region in the ground truth image. We then combine the set of seeds and the boundary prediction (the output of the network), to correctly identify the topological errors on the boundaries (red rectangle). To do so, we search for the intersections (green dots) of the boundaries in the ground truth and the shortest paths (blue lines) between red dots in the prediction. These green dots are the critical points, with possible leakages. Then we compute our Pathloss function using these critical points.

| Model   | M          | TA | Cri-P | Bo-Pi | Cri-P-F |
|---------|------------|----|-------|-------|---------|
| Knet    | IN         | ✔  | ✔     | ✔     | –       |
| Mosin   | IN+Loss    | ✔  | ✔     | ✔     | –       |
| BL [62] | Loss       | ✔  | ✔     | ✔     | –       |
| cIDice  [31] | Loss | ✔  | ✔     | ✔     | –       |
| BALoss  [1] | Loss | ✔  | ✔     | ✔     | –       |
| Topoloss [11] | Loss | ✔  | ✔     | ✔     | –       |
| Pathloss (ours) | Loss | ✔  | ✔     | ✔     | –       |

TABLE I: A comparison between our method and state-of-the-art methods: methods use IN (iteration based network) or Loss (topology-preserving loss); TA: The topology aware in the training process of the method; Cri-P: methods use information of critical points or not; Bo-Pi: methods focus on boundary pixels; Cri-P-F: methods do not require to filter the critical points. In this paper, we aim to close more shapes based on the condition of the first dimensional topology and focused on fixing the critical points in the boundary pixels.
The idea with the Pathloss is to detect these leakages on the boundaries and to penalize them. We detail in the following subsections how to detect and use these leakages to improve the segmentation.

A. Critical points detection

![Algorithm 1: Shortest path computation between two pixels s, s’ in the image.](image)

Data: Image \( U \), Point \( s, s’ \), Geomap \( D \), Parent image \( \text{par} \)

Result: \( \pi(s, s’) \)

Initiate \( Q = \emptyset \); \( D(s) = 0 \);
\( Q.push(s, D(s)) \);
\( \text{par}(s) = s \);

while \( !Q.empty \) do
\( p = Q.pop() \);
if \( p != s’ \) then
   for \( n \in N_8(p) \) do
      \( d = \text{Update distance}(n) \) (Eq. 3);
      if \( d < D(n) \) then
         \( D(n) = d \);
         \( Q.push(n, D(n)) \);
         \( \text{par}(n) = p \);
   end for
else
   \( \pi(s, s’) = \text{Trace back the \( \text{par} \) relationship}; \)
return(\( \pi(s, s’) \))

In order to treat the leakage problem during the learning process of the neural network, we have to correctly locate these points. Our method initiates with considering the likelihood map (the output of the network) as a landscape with mountains and valleys. In this map, a broken connection on the boundary of the region corresponds to a dip on the mountain ridge. The idea of the Pathloss function is inspired by Liebig’s law \[67\] (law of the minimum). This law was first developed in agricultural science. It states that a growth is dictated not by total resources available, but by the scarcest resource (limiting factor). The broken connection can also be called a critical point, which is a pixel that has the weakest value compared to other pixels located in the boundary of the region. If we drop water to the basin, the critical point is the position where water first leaks from one region to its neighbor. Therefore, the values of the critical points relate to the correct topology in the image. By finding these critical points, we are able to capture missing pixels, thereby aiding the network to penalize pixels near these structures using the PL function.

We formulate the segmentation problem as follows: given the input image \( I \), we aim to provide a prediction \( u \) (output of the network) that is topology equivalent to the ground truth image \( S \). To do that, a set of seed nodes \( M = m_1, m_2, ..., m_N \) with \( m_i \in S_i \) is provided inside each region \( S_i \) in the ground truth image. The inter-segment topology \( A \) is defined by the pairwise adjacency relations among all the segments, i.e., \( S_i, S_j \in A \) iff \( S_i \) and \( S_j \) are adjacent in segmentation \( S \).

To preserve the topology of the boundary and measure the quality of segmentation, the shortest path \( \pi_{ij} \) between the pair composed of the seed of \( m_i \) and its neighbors \( m_j \) is computed using the geodesic distance. The intersection point \( \chi_{ij} \) between the shortest path \( \pi_{ij} \) and the boundary of the connected component \( S_i \) provides the lowest value on the boundary or the weakest edge Fig. 4. These weak points must be enhanced during the learning process to improve the quality of the segmentation.

This is the reason why we must find the shortest path between two regions using the geodesic distance. Such an algorithm is explained in Algo. It is a Dijkstra-like algorithm. We use the 8 adjacency \( N_8 \) to define the relationship between neighboring pixel. The propagation procedure is employed by using a priority queue \( Q \). Firstly, the geodesic distance map \( D(s) \) and the parent relation \( \text{par}(s) \) are initiated at the seed pixels. The starting point \( s \) is then put into the queue \( Q \). In the next step, we pop out pixels \( p \) from the queue \( Q \) for the propagation process. Next, we need to update the geodesic distance value \( D \) (in Algo. at every neighboring pixel \( n \) of \( p \) along the path using Eq. 3). For pixels that can be reached from different paths, we select the path that minimizes the distance between the starting point and the current point. We then sort pixels in the queue according to the geodesic distance \( D \). If the updated distance \( d \) is lower than its previous value, we update the parent relation \( \text{par} \) and its new distance value \( D(n) \). The process is repeated until the destination point \( s’ \) is found. The shortest path between two points \( s, s’ \) is easily traced back using the parent relation \( \text{par} \) that we updated in the propagation step.

B. Path loss

We present here our method to compute the \( L_{PL} \) function. Most CNN-based segmentation networks use binary cross-entropy (BCE) as a loss function. It is defined as a measure of the difference between two probability distributions for a given random variable or set of events \[68\]. However, BCE does not have the topology property to guarantee a closed boundaries segmentation. Therefore, the \( L_{PL} \) function is proposed to enhance the performance of image segmentation. We respectively find the shortest path between each pair of the seed points thanks to the front propagation algorithm. From the shortest path, we deduce critical pixels as the intersection points \( \chi_{ij} \) of the shortest paths \( \pi_{ij} \) and the object boundaries \( C_i \) to find the weakest edge on the boundary. Example of the shortest path is illustrated in Fig. 4. The higher value of the
intersection point $\chi_{ij}$, the better the segmentation result. The Pathloss $L_{PL}$ is the sum of the Pathloss for every connected component, which is defined as:

$$L_{PL}(u, g) = \sum_{i \in N} \sum_{j \in A(i)} \text{MSE}(u(\chi_{ij}), g(\chi_{ij})), \quad (5)$$

where $u$ and $g$ are respectively the likelihood and ground truth images, $N$ is the number of regions in the ground truth label image.

Our loss function is used to quantize the value of the critical points in the image, thereby evaluating the segmentation quality. A high value of the Pathloss corresponds to many broken connections on the boundary of the connected component. When the loss function $L_{PL}$ is zero, the likelihood of the critical points is 1, i.e., the prediction image is exactly the same as the ground truth image. The advantage of our $L_{PL}$ loss function is that it helps the network to focus on important broken missing pixels on each region, thus preserving the topological structure of the image.

C. Discussion on the Pathloss and training details

We choose to predict edge probability maps instead of labeling the regions to allow our method to handle the relation between neighboring regions in the image. Let call $M$ the binary mask that represents a set of all detected critical pixels, which are intersections between the shortest paths between seed pixels in the image and the region boundaries. It guarantees that all the critical points belong to the ground truth boundary of the image. The set of critical pixels is used to check if there are leakage positions or broken connections on the boundaries. If so, the $L_{PL}$ will force the network to improve the likelihood values on these structures.

We also notice that the edge probability map $u$ will be updated at every epoch. That leads to a re-computation of the shortest path between the neighbor seeds and the critical points. Our method locates the intersection pixels which only depends on $u$, and the change on the mask $M$ at each epoch is not continuous. This set of critical points is not directly predicted by the network. Therefore, the gradient of $L_{PL}$ exists and can be computed naturally.

Our $PL$ function is architecture-agnostic: it can be integrated into any kind of convolutional neural network. In practice, we first pre-train the neural network with only the $L_{BCE}$ to get the global prediction of the edge probability map, and then train the network with the combined loss (binary cross entropy loss + Pathloss). This way provides us more precise intersection pixels of the region boundary, that lead to a better computation of the $L_{PL}$.

V. Electron microscopy

We evaluate our proposed method on the challenging task of neuron segmentation in electron microscopy (EM) images [26]–[28].

Datasets. In our experiments, we work on the Electron Microscopy Images from three datasets: ISBI12 [26], ISBI13 [27], and CREMI [28]. The challenge has been designed to measure automated segmentation accuracy in connectomics. The ISBI12 EM Segmentation Challenge [26] is the neuron segmentation challenge that contains 30 images with ground truth annotations of size 512×512. The images are representative of actual images in the real-world, containing some noise and small image alignment errors. ISBI13 dataset [27] consists of 100 images of size 1024×1024. The CREMI dataset [28] is from adult Drosophila melanogaster brain tissue. There are three volumes, and we test on volume A which has 125 slices of size 1250×1250 pixels. This dataset is highly anisotropic and contains artifacts like support film folds, missing sections, and staining precipitations.

Setting. We use a 3-fold cross-validation for the ISBI12, ISBI13, and CREMI datasets. To train the neural network, Adam [69] optimization algorithm is used with a learning rate of $10^{-4}$, and an early-stop mechanism to stop the training when the validation loss is no longer decreasing during 15 epochs. Note that $\alpha$ (Eq. 4) is set to a value of 0.1.

Evaluation metrics. We use three complementary metrics to evaluate the performance of our method: ARI, VOI, and CREMI scores [11]. ARI is the maximal F-score of the foreground-restricted Rand index (a measure of similarity between two clusters). This version of the Rand index excludes the zero component of the original labels (background pixels of the ground truth). VOI is a measure of the distance between two clusterings, closely related to mutual information. It is defined by a sum of the split / merge errors (VOI_s/ VOI_m) which corresponds to over/under-segmentation compared to the ground truth segmentation. CREMI score is the geometric mean of VOI and adapted RAND error (1-ARI).

A. Ablation study on the likelihood prediction

Here we show the impact of our Pathloss based on the improvement between the edge probability map (EPM) with and without the Pathloss. We use the U-Net architecture [3] as
the backbone for contour prediction. For the implementation, we respectively predict the EPM with and without the Pathloss from the same initiate weights then compare the difference between these two versions.

The impacts of our proposed loss are illustrated on Fig. 5 for the CREMI dataset \[28\]. At the first glance, we can see that the improvements concentrate on the edge of the regions, thereby improving the quality of the EPM. It is based on the fact that our Pathloss focuses on detecting critical points on the boundary then penalizes these values. Therefore, it is able to refine the quality of the edge prediction.

### B. Feature analysis in Pathloss

Fig. 6 shows the features from different losses BCEloss, BALoss, and Pathloss. The zoom version of selected regions (boxes in the figures) are shown below the figures. Red: The features show weak elongated structures. Green: The features show strong elongated structures.

And we choose the features with the top-3 weights of the ranked \(3 \times 3\) kernels.

We can see that the features of U-Net trained with BCEloss and BALoss visualize in weak features consistency; while the PathLoss focuses on the critical boundary pixels which lead to a strong sign of feature consistency in the curve structure.

#### C. Impact of the loss weight \(\alpha\) and the training process

We investigate the impact of the value of \(\alpha\) on the training process and performances of our method. Our loss function is a weighted combination between the binary cross-entropy and the Pathloss function by the value of \(\alpha\) shown in Fig. 7. We choose the value of \(\alpha\) equal 0.1. We can see that all the losses decrease in the training process and the Pathloss becomes stable after 20 epochs.

Fig. 8 shows the study of \(\alpha\) on the ISBI12 dataset w.r.t ARI index. We investigate the values of \(\alpha\) on a large range from 0.001 to 10. A small value of \(\alpha\) means we only use BCE loss, and we can see that the features of U-Net trained with BCEloss and Pathloss visualize in weak features consistency; while the PathLoss focuses on the critical boundary pixels which lead to a strong sign of feature consistency in the curve structure.

#### TABLE II: Improvements brought by the usage of the Pathloss on different network architectures compared the common BCE loss. Best scores are in bold and the standard deviations are provided between brackets.

| Method               | ARI   | VOI   | CREMI score |
|----------------------|-------|-------|-------------|
| U-Net [3]            | 0.8913 ± 0.015 | 1.4973 ± 0.091 | 0.4034 ± 0.091 |
| U-Net + PL           | 0.9077 ± 0.021 | 1.367 ± 0.066 | 0.347 ± 0.042 |
| DC U-Net [70]        | 0.7913 ± 0.031 | 1.928 ± 0.065 | 0.643 ± 0.065 |
| DC U-Net + PL        | 0.8023 ± 0.045 | 1.7979 ± 0.052 | 0.5962 ± 0.052 |
| Nested-U-Net [71]    | 0.8753 ± 0.028 | 1.4108 ± 0.029 | 0.4194 ± 0.029 |
| Nested-U-Net + PL    | 0.8996 ± 0.022 | 1.2665 ± 0.152 | 0.3566 ± 0.152 |
| U-Net [3]            | 0.7669 ± 0.019 | 1.5005 ± 0.126 | 0.5914 ± 0.126 |
| U-Net + PL           | 0.8372 ± 0.036 | 1.1973 ± 0.107 | 0.4297 ± 0.054 |
| DC U-Net [70]        | 0.7121 ± 0.034 | 1.6981 ± 0.201 | 0.6092 ± 0.201 |
| DC U-Net + PL        | 0.7594 ± 0.008 | 1.5399 ± 0.171 | 0.6087 ± 0.171 |
| Nested-U-Net [71]    | 0.7563 ± 0.018 | 1.3335 ± 0.053 | 0.5700 ± 0.053 |
| Nested-U-Net + PL    | 0.8352 ± 0.035 | 1.1808 ± 0.270 | 0.4411 ± 0.270 |

Fig. 6: Feature analysis for different losses of the top-3 weights in the first layer of the networks. The first and second row represent the BCE loss, third and fourth row represent the BALoss, and fifth and sixth row represent the Pathloss. The zoom version of selected regions (boxes in the figures) are shown below the figures. Red: The features show weak elongated structures. Green: The features show strong elongated structures.
and vice versa. The value of ARI first increases but decreases later as we increase the value of $\alpha$. When the value of $\alpha$ is too big, the Pathloss dominates the BCE loss and it may enforce the network to overtrain on certain leakage positions on boundaries of regions. Therefore, it may sacrifice global information. We observe that $\alpha$ equal to 0.1 provides the best performance in the microscopy image segmentation task.

D. Ablation study on the networks

In this section, we demonstrate the usefulness of our loss function which is applicable to any kind of convolutional neural network. We exploit the loss function on three different architectures: U-Net [3], DC U-Net [70], and Nested U-Net [71]. DC U-Net and Nested U-Net are chosen because they are the important variant of the U-Net and these experiments prove that the Pathloss is generalized with different models.

We first pretrain the U-Net model using the BCE loss to get the best weights, and then train the network with the combined loss. For evaluation, we use pixel accuracy, ARI, VOI, and CREMI scores.

Table I shows the quantitative results for three different neuron image datasets. The PathLoss function archives the highest segmentation results in terms of the three topology-aware metrics (ARI, VOI, and CREMI scores). The PathLoss improves maximally 0.0997, 0.3451 and 0.1617 in ARI, VOI and CREMI scores among three different datasets. By using the PathLoss, the performance consistently improves within different architectures, and it proves that our Pathloss can be used in a plug-and-play fashion in different architecture settings to improve the topology correctness in the image segmentation task.

E. Comparison with state-of-the-Art methods

We compare our method with several state-of-the-art segmentation models, including U-Net [3], Mosin [23], Internet [32], and different topology preserving loss function, Topoloss [11], cIDice [31], Boundary loss [63], and BAloss [1] on the same three datasets.

**Qualitative analysis** Fig. 9 shows the qualitative results of our method compared with state-of-the-art methods. Topological errors are shown in the red circles.

![Fig. 9: Qualitative results of our proposed method compared to state-of-the-art methods. Topological errors are shown in the red circles.](image)

**Table III:** A comparison of the segmentation performance between our method and state-of-the-art methods on ISBI13, ISBI12 and CREMI datasets. Best scores are in bold and the standard deviations are provided inside brackets.

| Method          | ARI       | VOI       | CREMI score |
|-----------------|-----------|-----------|-------------|
| Mosin [23]      | 0.7504 (+0.040) | 1.5018 (+0.137) | 0.6122 (+0.137) |
| Internet [32]   | 0.8686 (+0.001) | 1.5855 (+0.141) | 0.4564 (+0.141) |
| cIDice [31]     | 0.8942 (+0.020) | 1.2851 (+0.119) | 0.3687 (+0.049) |
| U-Net [3]       | 0.8913 (+0.014) | 1.4973 (+0.091) | 0.4043 (+0.091) |
| U-Net + Bal [63]| 0.8772 (+0.104) | 1.4849 (+0.470) | 0.4270 (+0.368) |
| Topoloss [11]   | 0.8864 (+0.026) | 1.4623 (+0.049) | 0.4076 (+0.049) |
| U-Net + Bal [1] | 0.9023 (+0.023) | 1.3761 (+0.075) | 0.3666 (+0.075) |
| Ours            | 0.9077 (+0.021) | 1.3671 (+0.066) | 0.3472 (+0.042) |

...
Pathloss achieves the best performance in ARI and CREMI scores, while it is comparable in VOI score compared to U-Net+BAL [1] and Mosinka [23]. In ISBI13 dataset, our PathLoss improves 0.5%, 0.0009 and 0.0194 in ARI, VOI and CREMI scores compared to the second-best performance in BALoss [1]. Similarly, in CREMI score, PathLoss improves 0.5%, 0.0851 and 0.0238 in ARI, VOI and CREMI scores (with respect to the BALoss). In ISBI12 dataset, PathLoss improves 2% and 0.0136 in ARI and CREMI scores but decreases 0.1416 in VOI score compared to BALoss.

To evaluate the stability of our proposed method, for each image, we simply binarize the corresponding EPM with a threshold sliding from 0.05 to 0.95. Then, for every threshold, we compare the obtained binary map with the ground-truth map. In Fig. 10, we show the ARI curves for varying thresholds of the prediction EPM. If we look at the ARI curves, there are two main observations. First, our method has stable/flat curves, which is an advantage, because the “best” threshold remains unknown and depends on the image. Conversely, for the other methods (namely U-Net, Mosin, Iternet, and Topoloss), the curves are not stable, which means that taking a threshold might not be a very robust task. The second observation is that our method gets better results than these state-of-the-art methods on all the thresholds.

VI. HISTORICAL MAP SEGMENTATION

In this section, we experiment with our method for the specific application of segmenting historical maps. This task consists in detecting a set of closed shapes (building blocks) in digitized historical maps for tracking long-term human changes. In the 18th century, the massive development of topographic maps at various scales, and in particular city maps has allowed to document the partitioning of the territories and now to foster information extraction from such sources for automatic spatio-temporal dynamic retrieval. These maps describe the distribution of space which contains rich, detailed, and numerous geographical entities with geometrically accurate representations embedded with semantic information. Recovering the spatial and semantic information in old maps requires a so-called vectorization process [48]. In particular, vectorizing maps consists in transforming the rasterized graphical representation in a vectorized one. Then these geographic entities are converted into instance geographic data, that can be subsequently manipulated by using Geographic Information System (GIS).

Unfortunately, the characteristics of historical maps hinder standard pattern recognition approaches which fail extracting correct instances. First, historical maps have an issue called planimetric overlap. It means texture and non-textual objects overlap, which creates ambiguities in the detection of objects (see Fig. 11). Occlusion (Fig. 11) is another issue where texts and carto-geodetic information are overlaid: map objects are partially hidden. It makes it difficult to distinguish objects in historical maps even for humans. Moreover, paper folds or holes (Fig. 11) can create artifacts such as gaps in the cartographic information that will make objects split into two. An example of the failure case in the historical map is shown in Fig. 11.

**Dataset.** The historical map dataset is taken from the challenge detailed here [29]. The images of the dataset are composed of two maps from Paris atlases (“Atlas municipal des Vingt arrondissements de Paris”), in the years 1898 and 1926. The map from the year 1926 is split into two continuous regions that are used for training and validation, where the training part has 3,343 objects with 4,500×9,000 pixels, while the validation part has 3,000×9,000 pixels with 2,183 objects. The testing image is chosen from the year 1898, which has 6,500×5,500 pixels with 2,836 objects.

Fig. 10: ARI curves across all the thresholds on ISBI12, ISBI13, CREMI datasets using the Nested-U-Net as the backbone. Our Pathloss is stable and achieves the best score compared to other methods over all the thresholds.

Fig. 11: Challenges in historical maps: (1) planimetric overlap, (2) text overlap, (3) paper fold.
Validation
| Method   | PQ  | SQ  | RQ  | PQ  | SQ  | RQ  |
|----------|-----|-----|-----|-----|-----|-----|
| U-Net    | 34.8| 80.5| 43.3| 8.1 | 78.2| 10.4|
| HED      | 23.2| 76.5| 30.3| 14.0| 74.8| 18.8|
| BDCN     | 27.7| 80.6| 34.4| 10.2| 80.4| 12.7|

Test
| Method   | PQ  | SQ  | RQ  |
|----------|-----|-----|-----|
| U-Net    | 55.6| 87.7| 64.5|
| HED      | 50.5| 87.2| 57.9|
| BDCN     | 52.5| 87.8| 59.8|
| Mosinka  | 68.2| 86.2| 79.0|
| Topoloss | 70.0| 88.5| 79.1|
| BALoss   | 63.3| 85.2| 74.3|
| Ours     | 70.7| 88.3| 80.1|

**Quantitative analysis.** We compare the four different deep learning architectures, HED [37], BDCN [39], Mosinka [23] and U-Net [3] combined with different loss functions. Their performances are illustrated in Tab. IV. The first observation from Tab. IV is that the existing deep learning architectures with topology refinement can significantly increase the performance of instance segmentation results in historical map applications. As we could see from Tab. IV, the Mosink [23] and Topoloss [11] steadily increase the metrics: 19.5% and 18.4% in COCO PQ score compared to two-step methods (using watershed as post-processing), in validation and testing dataset respectively. The advantage of using the topology refining method is that it does not require any post-processing or extra steps to find the best parameter setting (e.g., area and dynamic in watershed image segmentation). Moreover, our PathLoss has a better performance in COCO PQ compared to [11], [23] with a better COCO RQ score. The better RQ implies that the background noise of predictions in our PathLoss is lower. The second observation is that the PathLoss loss provides good generalization compared to both watershed image segmentation and baseline topology refining approaches. The paper [48] uses the watershed post-processing step (WS) to extract more closed shapes in the EPMs. Compared to the best performance in [48] (HED+WS), our PathLoss significantly improves 20.2% and 4.4% in validation and testing datasets without applying watershed post-processing steps. About the topology-preserving loss functions, the baselines based on topology refinement [11], [23] achieve satisfactory results in the validation set, the performances in the testing set is significantly lower, where our PathLoss can still maintain the best performance in both validation and testing datasets. Tab. IV shows that PathLoss improves 0.7% and 3.3% in both validation and testing datasets, where the testing dataset is chosen from year 1898 which is different from training and validation datasets (from year 1925) for the purposes of testing the generalization of different models. In conclusion, our PathLoss effectively localizes and activates the weak edges in images to achieve the best performance.
Fig. 13: Qualitative results of our proposed method compared to state-of-the-art methods. The first/second of each example respectively corresponds to the edge probability map (EPM) and the recall map of each method. The scale $\text{IoU}$ from bad to good segmentation is illustrated as from red to green color.

VII. CONCLUSIONS

In this paper, we proposed a new loss function (so-called PathLoss) to maintain as much as possible the structure of the image. Different with state-of-the-art methods, our seed-based segmentation approach efficiently localizes critical points in the boundary of objects by using the geodesic shortest path algorithm. Indeed, our method successfully extends the BALoss \[1\] for recovering the closeness property of the image segmentation. Our PathLoss is able to penalize the leakages between the neighboring objects to preserve the first dimensional topological structure in the deep image segmentation task. We have also investigated the impact of the proposed loss function on the feature maps to prove its strong consistency property. The PathLoss is capable to gradually refine the broken connections to recover more correct object regions, thereby outperforming state-of-the-art methods in ISBI12, ISBI13, CREMI and Historical map datasets. Moreover, the PathLoss can be used in a plug-and-play fashion with different architecture settings to gradually improve and preserve topology structure in image segmentation tasks. The perspective of our work is to apply this loss function to improve the perceptual edge detection in the natural, satellite and biomedical images. As a matter of reproducible research, the source code of our method
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