Variational quantum algorithm for molecular geometry optimization
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Classical algorithms for predicting the equilibrium geometry of strongly correlated molecules require expensive wave function methods that become impractical already for few-atom systems. In this work, we introduce a variational quantum algorithm for finding the most stable structure of a molecule by explicitly considering the parametric dependence of the electronic Hamiltonian on the nuclear coordinates. The equilibrium geometry of the molecule is obtained by minimizing a more general cost function that depends on both the quantum circuit and the Hamiltonian parameters, which are simultaneously optimized at each step. The algorithm is applied to find the equilibrium geometries of the H₂, H₃⁺, BeH₂ and H₂O molecules. The quantum circuits used to prepare the electronic ground state for each molecule were designed using an adaptive algorithm where excitation gates in the form of Givens rotations are selected according to the norm of their gradient. All quantum simulations are performed using the PennyLane library for quantum differentiable programming. The optimized geometrical parameters for the simulated molecules show an excellent agreement with their counterparts computed using classical quantum chemistry methods.

I. INTRODUCTION

In variational quantum algorithms for quantum chemistry, a quantum computer is programmed to prepare the wave function of a molecule and to measure the expectation value of the electronic Hamiltonian. A classical optimizer is then used to adjust the circuit parameters in order to minimize the total electronic energy [1–4]. Considerable attention has been placed on extending variational algorithms to compute excited-state energies [5–7] and to mitigate the numerical errors inherent to noisy devices [8, 9].

Extending the scope of quantum algorithms is crucial to study other molecular properties linked to the derivative of the total energy with respect to external parameters entering the electronic Hamiltonian [10–12]. For example, computing the derivative of the energy with respect to the nuclear coordinates and external electric fields allows us to simulate the quantum vibrations of molecules and to predict their signature in experimental Raman and infrared spectra [13, 14].

In particular, finding the equilibrium geometry of a molecule in a given electronic state is one of the most important tasks in computational quantum chemistry. Classical algorithms for molecular geometry optimization are computationally very expensive. They typically rely on the Newton-Raphson method requiring access to the nuclear gradients and the Hessian of the energy at each optimization step while searching for the global minimum along the potential energy surface [15]. As a consequence, using accurate post-Hartree-Fock methods [15] to solve the molecule’s electronic structure at each step is computationally intractable even for medium-size molecules. Instead, density functional theory methods [16] are used to obtain approximated geometries.

In this work, we introduce a variational quantum algorithm for finding the equilibrium geometry of a molecule. We recast the problem as a more general variational quantum algorithm where the target electronic Hamiltonian is a parametrized observable that depends on the nuclear coordinates. This implies that the objective function, defined by the expectation value of the Hamiltonian computed in the trial state, depends on both the circuit and the Hamiltonian parameters. The proposed algorithm minimizes the cost function using a joint optimization scheme where the analytical gradients of the cost function with respect to circuit parameters and the nuclear coordinates are computed simultaneously at each optimization step. Furthermore, this approach does not require nested optimizations of the circuit parameters for each set of nuclear coordinates, as occurs in the analogous classical algorithms. The optimized circuit parameters determine the energy of the electronic state prepared by the quantum circuit, and the final set of nuclear coordinates is precisely the equilibrium geometry of the molecule in this electronic state.

The manuscript is organized as follows. In Sec. II we define the optimization problem and the methods to compute the quantum gradients of the cost function. Sec. III describes each step of the quantum algorithm including its implementation using the PennyLane library for quantum differentiable programming [17]. In Sec. IV we report numerical results on the geometry optimization of different molecules. The main conclusions are summarized in Sec. V.

II. THEORY

We start by defining the parametrized Hamiltonian. For a molecule, this is the second-quantized electronic Hamiltonian for a given set of parameters $x$:

$$H(x) = \sum_{pq} h_{pq}(x) c_p^\dagger c_q + \frac{1}{2} \sum_{pqrs} h_{pqrs}(x) c_p^\dagger c_q^\dagger c_r c_s. \quad (1)$$

*Electronic address: alaindelgado@xanadu.ai
The indices of summation in Eq. (1) run over the basis of molecular orbitals computed in the Hartree-Fock approximation [18]. The operators \( c^\dagger \) and \( c \) are respectively the electron creation and annihilation operators, and \( h_{pq}(x) \) and \( h_{pqrs}(x) \) are the one- and two-electron Coulomb integrals [15] computed in the molecular orbital basis.

In variational quantum algorithms, the expectation value of the target Hamiltonian is evaluated using a quantum computer, which is programmed to prepare a trial electronic wave function. To that aim, the Jordan-Wigner transformation [19, 20] is typically applied to decompose the fermionic Hamiltonian in Eq. (1) into a linear combination of Pauli operators,

\[
H(x) = \sum_j h_j(x) \prod_i \sigma_i^j,
\]

where \( h_j(x) \) are the expansion coefficients inheriting the dependence on the parameters \( x \). The operators \( \sigma_i^j \) represent the Pauli group \{\( I, X, Y, Z \)\} and \( N \) is the number of qubits.

Let \(|\Psi(\theta)\rangle\) denote the \( N \)-qubit trial state encoding the electronic state of the molecule that is implemented by a quantum circuit for a given set of parameters \( \theta \). The expectation value of the parametrized Hamiltonian \( H(x) \)

\[
g(\theta, x) = \langle \Psi(\theta) | H(x) | \Psi(\theta) \rangle,
\]

defines the cost function \( g(\theta, x) \) for this problem, which can be optimized with respect to both the circuit and the Hamiltonian parameters. This is a generalization of the usual paradigm where only the state is parametrized. The variational quantum algorithm applied for solving the optimization problem

\[
E = \min_{\{\theta, x\}} g(\theta, x),
\]

can be implemented to jointly optimize the circuit and Hamiltonian parameters \( \theta \) and \( x \), respectively. Crucially, the results of this optimization allow us to simultaneously find the lowest-energy state of the molecular Hamiltonian \( H(x) \) and the optimal set of parameters \( x \). For example, as we discuss later in this work, when the parameters correspond to the nuclear coordinates, the results of the optimization provide also the equilibrium geometry of the molecule.

Solving the optimization problem in Eq. (4) using gradient-based methods requires us to compute the gradients with respect to the circuit and the Hamiltonian parameters. The circuit gradients can be computed analytically using the parameter-shift rule [21] in conjunction with the automatic differentiation algorithm, all of which are implemented in PennyLane [17]. The gradient with respect to the Hamiltonian parameters \( x \) is obtained by evaluating the expectation value

\[
\nabla_x g(\theta, x) = \langle \Psi(\theta) | \nabla_x H(x) | \Psi(\theta) \rangle.
\]

The derivatives \( \frac{\partial H(x)}{\partial x_i} \) of the Hamiltonian can be evaluated analytically or using finite differences. Analytical derivatives of the molecular Hamiltonian can be obtained in terms of the derivatives of the electron integrals \( \frac{\partial h_{pq}}{\partial x_i} \)

and \( \frac{\partial h_{pqrs}}{\partial x_i} \). For example, if the parameters \( x \) refer to the nuclear coordinates, the expressions to evaluate these derivatives have been established [22] and they require solving the coupled-perturbed Hartree-Fock equations [14].

### III. QUANTUM ALGORITHM

In this section we describe the quantum algorithm to solve the optimization problem of Eq. (4). Without loss of generality, the algorithm is described for the problem of molecular geometry optimization where the Hamiltonian parameters \( x \) are the nuclear coordinates of the molecule. The workflow of the algorithm is shown in Fig. 1. The algorithm takes as input the initial set of nuclear coordinates \( x^0 \) of the molecule we want to optimize. A good guess for the initial molecular geometry can be the geometry of the molecule optimized at the level of the Hartree-Fock (HF) approximation which can be efficiently computed using classical quantum chemistry packages.

We also need to define the variational quantum circuit to prepare the correlated electronic state \(|\Psi(\theta)\rangle\) of the molecule. To that aim, the state of the \( N \) qubits encoding the occupation number of the active spin-orbitals is initialized to encode the HF state. That is, the first \( N_e \) qubits, with \( N_e \) being the number of active electrons, are set in the state \(|1\rangle\) while the other \( N - N_e \) qubits remain in the state \(|0\rangle\). The \( N \)-qubit system is then prepared in a superposition of the HF state with other doubly- and singly-excited configurations. In this work, this is done by applying excitation gates implemented in the form of Givens rotations, as proposed in Ref. [23]. Eq. (6) is an example of a Givens rotation:

\[
G(\theta) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(\theta) & -\sin(\theta) & 0 \\
0 & \sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

that acts as a single-excitation two-qubit gate coupling the states \(|10\rangle\) and \(|01\rangle\) where a particle is “excited” from the first to the second qubit. Similarly, we also use the four-qubit double-excitation gate \( G^{(2)} \) to couple the states \(|1100\rangle\) and \(|0011\rangle\) differing by a double excitation,

\[
G^{(2)} |1100\rangle = \cos(\theta) |1100\rangle - \sin(\theta) |0011\rangle,
\]

\[
G^{(2)} |0011\rangle = \cos(\theta) |0011\rangle + \sin(\theta) |1100\rangle.
\]

These excitation gates when applied to an \( N \)-qubit system act on the space of the specified qubits while acting as the identity on all other states [23].

Next, we can define the cost function \( g(\theta, x) \) and proceed with the joint optimization of the circuit parameters
FIG. 1: Workflow of the variational quantum algorithm to find the equilibrium geometry of a molecule. The circuit parameters $\theta$ and the nuclear coordinates $x$ entering the Hamiltonian are jointly optimized. The iterative optimization is performed until a loop condition is satisfied. This could be a maximum number of iterations or a given convergence tolerance for the energy or the maximum component of the nuclear gradient.

The cost function $g(\theta, x)$ is then minimized using a gradient-based optimizer until a maximum number of iterations is reached or a given convergence criterion is satisfied. After the optimization is completed, the optimal parameters $\theta^*$ and $x^*$ can be used to compute the energy $E = g(\theta^*, x^*)$. The circuit parameters $\theta^*$ define the optimal electronic state of the molecule and the Hamiltonian parameters $x^*$ its equilibrium geometry in this electronic state.

As an example, the PennyLane code that implements step by step the quantum algorithm to optimize the geometry of the trihydrogen cation is given in the Appendix.

IV. APPLICATION: OPTIMIZATION OF MOLECULAR GEOMETRIES

We apply the quantum algorithm described in Sec. III to find the ground-state equilibrium geometries of the hydrogen ($H_2$), trihydrogen cation ($H_3^+$), beryllium hydride (BeH$_2$) and water (H$_2$O) molecules. Their atomic structures are sketched in Fig. 2.

All the calculations were performed using the STO-3G minimal basis set [24]. In this approximation, for the $H_2$ and $H_3^+$ molecules we need four and six qubits, respectively, to encode the two-electron wave functions of these molecules. For the BeH$_2$ and the H$_2$O molecules, the core electrons localized in the $s$-type orbitals of the beryllium and the oxygen atoms are excluded from the active space. That means that we have four and eight active electrons in the BeH$_2$ and the H$_2$O molecules, respectively, whose wave functions are represented using twelve qubits.

We construct the variational circuit to prepare the correlated ground state for each of these molecules using an adaptive method similar to the algorithm proposed in Ref. [25]. We proceed as follows:

1. Generate all possible double excitations of the Hartree-Fock reference state. Typically, the dominant contributions to the ground-state correlation energy around the equilibrium geometry comes from the double excitations of the reference state.

2. Construct a circuit using all double-excitation gates acting on the qubits corresponding to the occupied and unoccupied orbitals involved in the double excitations.
3. Compute the gradient of the cost function with respect to each double-excitation gate and retain only those with non-zero gradient.

4. Optimize the parameters of the selected double-excitation gates.

5. Generate all single excitations of the Hartree-Fock state. Include the optimized double-excitation operations in the circuit. Apply all the single-excitation gates and select those with non-zero gradient.

6. Build the final variational quantum circuit by including the selected excitations.

For the hydrogen molecule the variational circuit is very simple. We just apply a double-excitation gate to act on the four-qubit state \( |1100\rangle \) to prepare the correlated state \( |\Psi\rangle_{\text{H}_2} = \cos(\theta)|1100\rangle - \sin(\theta)|0011\rangle \), where \( \theta \) is the circuit parameter. In the case of the \( \text{H}_3^+ \) molecule, we have four singly- and four doubly-excited configurations that preserve the total-spin projection of the HF state. The quantum circuit including all corresponding single- and double-excitation operations is shown in Fig. 3(a). By applying the adaptive method explained above the total number of gates is reduced from eight to two double-excitation gates, as shown in Fig. 3(b). The selected gates are applied to prepare the trial state,

\[
|\Psi\rangle_{\text{H}_3^+} = \cos(\theta_1)\cos(\theta_2)|110000\rangle - \sin(\theta_1)|001100\rangle - \cos(\theta_1)\sin(\theta_2)|000011\rangle. \tag{9}
\]

Similarly, we have built variational circuits for the beryllium hydride and the water molecules. As expected, the depth of the circuits increases with the system size. The total number of gates for these molecules, before and after applying the adaptive methodology, are reported in Table I.

We have performed numerical simulations of the quantum algorithm to find the equilibrium geometry of the molecules. All simulations were run using PennyLane. The nuclear coordinates were initialized to the Hartree-Fock geometry and the gate parameters were initially set to zero, i.e., we start from the Hartree-Fock state. The joint optimization of circuit parameters and nuclear coordinates was performed until the maximum component of the nuclear gradient was less than \( 10^{-5} \) Ha/Bohr.

In Fig. 4 we present numerical results for the geometry optimization of the \( \text{H}_3^+ \) molecule. This figure plots the values of the ground-state energy of the molecule and the H-H bond length as the circuit parameters \( \theta \) and nuclear coordinates \( x \) are jointly optimized by the quantum algorithm. The values of the energy are given relative to the exact value computed using the full configuration interaction (FCI) method as implemented in GAMESS \[26\].

![Variational circuits to prepare the electronic ground state of the \( \text{H}_3^+ \) molecule including (a) all single- and double-excitation operations preserving the total-spin projection of the HF state, (b) only the relevant excitation operations selected by the adaptive method. The squares indicate the qubits the operations act on.](image1)

![Convergence of the ground-state energy \( E_{\text{VQE}} \) and (b) the bond length \( d \) for the \( \text{H}_3^+ \) molecule as the circuit parameters and the nuclear coordinates are jointly optimized by the variational quantum algorithm. Values of the energy are reported relative to the analogous FCI value.](image2)
We have proposed a variational quantum algorithm to find the equilibrium geometry of molecules. We demonstrate that the stable structure of molecules can be found by minimizing a more general cost function that depends on the circuit parameters and the external parameters of the model Hamiltonian. Furthermore, we have shown that the minimization of the cost function can be achieved by jointly optimizing the circuit parameters defining the electronic state of the molecule and the nuclei positions. This joint optimization scheme does not require nested optimization of the circuit parameters as we update the nuclear coordinates of the molecule.

We used the variational quantum algorithm to find the equilibrium geometries of the $\text{H}_2$, $\text{H}_3^+$, $\text{BeH}_2$ and the $\text{H}_2\text{O}$ molecules. We have used particle-conserving excitation gates to build the variational circuit preparing the electronic ground states of these molecules. We followed an adaptive algorithm to select quantum gates included in the variational circuit. The adaptive method has proven to be important to reduce the gate count and perform the molecular geometry optimizations. The use of a gradient-descent optimizer was found to be sufficient to converge to the equilibrium geometries of the investigated molecules. For all the simulated molecules we have found an excellent agreement of the optimized geometrical parameters with respect to the analogous results computed with traditional quantum chemistry simulations.

**Appendix A: PennyLane code implementing the proposed algorithm to optimize the geometry of the trihydrogen cation**

The python program implementing the quantum algorithm to optimize the ground-state geometry of the $\text{H}_3^+$ molecule is shown below. This is a self-contained example illustrating how to implement the proposed variational quantum algorithm using the functionalities available in the PennyLane library.

The atomic species of the molecule are specified by the list `symbols` defined in line 6. The function $H(x)$ builds the qubit Hamiltonian of the $\text{H}_3^+$ molecule for a given set of the nuclear coordinates $x$ using the `molecular_hamiltonian()` function.

The function `circuit` in line 13 uses PennyLane quantum operations to define the variational circuit shown in Fig. 3(b) preparing the ground state of the $\text{H}_3^+$ molecule. First, the `qml.BasisState` operation initializes the qubit register to the Hartree-Fock state. Then, two double-excitation gates acting on the qubits $[0, 1, 2, 3]$ and $[0, 1, 4, 5]$ are applied using the `qml.DoubleExcitation` operation. The circuit implemented by this function prepares the correlated state defined in Eq. (9) that we use to compute the expectation values of the fermionic observables.

Line 20 declares the device `dev` on which we run the quantum algorithm. In this case we use the `default.qubit` simulator with a total of six qubits (`wires`).

The objective function $g(\theta, x)$ defined in Eq. (3) is implemented by the function `cost(x, params)` in line 23. It returns the expectation value of the parametrized Hamiltonian $H(x)$ computed in the trial state prepared by the `circuit` function for a given set of parameters `params`. The expectation value is calculated using the `ExpvalCost` function.

In line 27 we define the function `grad_x(x, params)` to compute the gradient of the cost function $g(\theta, x)$ with respect to the nuclear coordinates following Eq. (5). The nuclear gradient of the electronic Hamiltonian $H(x)$ is calculated using the finite-difference function `qml.finite_diff`.

We define the classical optimizers using the `qml.GradientDescentOptimizer` function and set...
the starting geometry of the molecule and the initial values of the circuit parameters in lines 37 and 42, respectively. Finally, the equilibrium geometry of the molecule is found by performing an iterative optimization of the circuit parameters $\theta$ and the nuclear coordinates $x$ until the maximum component of the nuclear gradient is less than or equal to $10^{-5}$ Ha/Bohr.
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```
import pennylane as qml
import numpy as np
from functools import partial

# Define molecule: H3+
symbols = ["H", "H", "H"]

# Build parametrized Hamiltonian
def H(x):
    return qml.qchem.molecular_hamiltonian(symbols, x, charge=1)[0]

# Create quantum circuit
def circuit(params, wires):
    hf_state = np.array([1, 1, 0, 0, 0, 0])
    qml.BasisState(hf_state, wires=wires)
    qml.DoubleExcitation(params[0], wires=[0, 1, 2, 3])
    qml.DoubleExcitation(params[1], wires=[0, 1, 4, 5])

# Create device
dev = qml.device("default.qubit", wires=6)

# Create cost function
def cost(x, params):
    return qml.ExpvalCost(circuit, H(x), dev)(params)

# Compute nuclear gradient
def grad_x(x, params):
    grad_h = qml.finite_diff(H)(x)
    grad = [qml.ExpvalCost(circuit, obs, dev)(params) for obs in grad_h]
    return np.array(grad)

# Create optimizers
opt_theta = qml.GradientDescentOptimizer(stepsize=0.4)
opt_x = qml.GradientDescentOptimizer(stepsize=0.8)

# Initial geometry
x = np.array([[0.028, 0.004, 0.0,
               0.986, 1.610, 0.0,
               1.855, 0.002, 0.0]])

# Initial circuit parameters
theta = [0.0, 0.0]

# Optimize molecular geometry
for n in range(100):
    theta = opt_theta.step(partial(cost, x), theta)
    grad_fn = partial(grad_x, params=theta)
    x = opt_x.step(partial(cost, params=theta), x, grad_fn=grad_fn)
    if np.max(np.abs(grad_fn(x))) <= 1e-05:
        break

print('Equilibrium geometry:', x)
```

Code implementing the quantum algorithm to optimize the ground-state geometry of the H$_3^+$ molecule using the PennyLane library.