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Abstract

A unifying and generalizing approach to representations of the positive-part and absolute moments $E X_+^p$ and $E |X|^p$ of a random variable $X$ for real $p$ in terms of the characteristic function (c.f.) of $X$, as well as to related representations of the c.f. of $X_+$, generalized moments $E X_+^p e^{iux}$, truncated moments, and the distribution function is provided. Existing and new representations of these kinds are all shown to stem from a single basic representation. Computational aspects of these representations are addressed.
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1 Introduction

Fourier analysis is a powerful tool, used widely in mathematics, sciences, and engineering. In probability theory, the Fourier transform of (the distribution of) a random variable (r.v.) is called the characteristic function (c.f.), which has a number of well-known useful properties, including the following: (i) the c.f. of the sum of independent r.v.’s is the product of the c.f.’s of the summands; (ii) in view of the various inversion formulas, any distribution is completely determined by its c.f.; (iii) the moments of a distribution (when they exist) can be found by (possibly repeated) differentiation of the c.f. at 0.

These properties of the c.f. have been used extensively to derive various versions of the central limit theorem and its refinements; see e.g. [9, 17, 36, 41, 39, 26]. The c.f. is a natural tool of choice in studies of Lévy processes and infinitely divisible distributions, in particular stable laws, which are widely used in modeling in finance. The famous Spitzer identity [40], which relates the distributions of the cumulative maxima of the partial sums of independent identically distributed r.v.’s with the distributions of the positive parts of those sums, is also naturally expressed in terms of c.f.’s. Expressions of the c.f. of the positive part $X_+ := 0 \lor X$ of a r.v. $X$ in terms of the c.f. of $X$ were recently given in [30]; in particular, that resulted in a more explicit form of the Spitzer identity.

There have been a number of results that provide general expressions for absolute moments of a r.v. in terms of its c.f.; see e.g. [46, 43, 15, 12, 18, 45, 13]. Such results were used, in particular, to provide (i) bounds on the rate of convergence of the absolute moments of the standardized sums of independent r.v.’s to the corresponding moments of the standard normal distribution [42]; (ii) upper bounds on the absolute moments of the sums of independent zero-mean r.v.’s [43, 31]; (iii) explicit expressions of the absolute moments of stable laws [46]; (iv) upper and lower bounds (differing from each other only by a constant factor) on the Lorentz norm of a r.v. [2]; (v) characterizations of a probability distribution in terms of certain related absolute moments [3, 5].

In contrast with the case of the absolute moments, there appear to have been rather few papers providing expressions for the moments of the positive part $X_+$ of a r.v. $X$ in terms of the c.f. of $X$. In this regard, we can only mention articles [46, 6, 25].

However, it should be clear that such results for $X_+$ are in many cases of greater value than those for $|X|$, since $|X|^p = X_+^p + (-X)_+^p$ for all $p > 0$. In particular, positive-part moments are important in applications in finance – see e.g. [28, 24] and many further references there. Indeed, $(X - K)_+$ and $(K - X)_+$ are, respectively, the current values of a call option and a put option given the current underlying stock price $X$ and the strike price $K$ of the option. Also, the mentioned expressions in [25] for the moments of the positive part $X_+$ of a r.v. $X$ in terms of the c.f. of $X$ were instrumental in the development in [31] of a calculus of variations of generalized moments of infinitely divisible distributions with respect to variations of the Lévy characteristics, which in turn played a crucial role in obtaining exact Rosenthal-type bounds for sums of independent random variables.

In a large number of extremal problems of probability and statistics, it is the moments of the positive part of a r.v. (rather than those of the absolute value) that are of interest – see e.g. [3, 19, 20, 1, 33, 21, 22, 27, 28, 33, 32]. For instance, in [28] a spectrum of coherent measures of financial risk was proposed and studied. These risk measures are upper bounds on the $(1 - q)$-quantiles of a r.v. $X$ (with $q \in (0,1)$), which can be expressed by the following variational formula:

$$Q_{\alpha}(X; q) = \inf_{t \in \mathbb{R}} \left[ t + \left( \mathbb{E}(X - t)_+^\alpha / q \right)^{1/\alpha} \right],$$

(1)
where $\alpha \in (0, \infty)$ is the risk sensitivity parameter. This spectrum of upper bounds on the quantiles of $X$ is naturally based on (and, in a certain sense, dual to) the previously studied spectrum of upper bounds on the tails of (the distribution of) $X$ given by the formula

$$P_\alpha(X; x) = \inf_{t \in \mathbb{R}} \frac{E[(X - t)^\alpha_+]}{(x - t)^\alpha_+};$$

see e.g. [20, 23] and bibliography there. As was pointed out by Rockafellar and Uryasev [37], such variational representations are “[m]ost important” for applications”. Indeed, such representations allow of a comparatively easy incorporation of the risk measures into more specialized optimization problems, with additional restrictions on the r.v. $X$; see [28] Section 4.3 for details.

Clearly, the use of formulas such as (1) and (2) requires fast and efficient calculations of the positive-part moments $E[(X - t)^\alpha_+]$. In many cases, including the mentioned applications to risk assessment and management in finance, a good way to conduct such calculations is by using representations of the positive-part moments in terms of the c.f., such as the ones provided in the present paper; cf. also the discussion on the computational effectiveness in the introduction in [25]. The important computational aspects of the representations obtained in the present paper will be addressed in detail in Section 4, which puts it in distinction with other papers in this area.

Another distinctive feature of this paper is a unifying and generalizing method of obtaining representations of the positive-part moments moments in terms of the c.f., based on little more than a simple idea of homogeneity. This quickly gives us Theorem 2.3 from which all the other results presented in this paper follow, both the existing and new ones. In particular, the mentioned expression of the c.f. of $X_+$ in terms of the c.f. of $X$ given in [30] is shown to be a corollary to Theorem 2.3; the same is true concerning other known results, including Gurland’s inversion formula [11], expressing the distribution function in terms of the c.f.

The only problem that Theorem 2.3 leaves out is that of the evaluation of the constant factors $c_\pm_p(g)$ in (14). In a number of applications (e.g. in the characterization problems studied in [3, 5, 4, 2]), these constant factors are of no importance, and some known representation formulas for absolute moments in terms of the c.f. (such as the ones in [12, Theorem 11.4.4] and [44, Theorem 2]) leave the constant factors unevaluated.

In many cases, though, explicit values of the constants are important. We shall see that for all the results presented in the paper, the constant factors can be evaluated in a more or less straightforward manner based just on [25, Corollary 2] specialized to the case when the r.v. $X$ takes only one real value.

Thus, we provide a completely unified approach to the problem of representing the positive-part moments (and hence the absolute moments) in terms of the c.f. In fact, we also provide similar representations for the moments of the more general form $E X_+^p e^{iuX}$ for any real $p$ and $u$, as well as for truncated moments.

2 General results

Take any real $p$. Let $\mathcal{G}_p$ denote the class of all locally integrable Borel-measurable functions $g : \mathbb{R} \to \mathbb{C}$ such that $g(0) = 0$ and there exist finite limits

$$c_\pm_p(g) := \int_{0+}^{\infty-} \frac{g(t)}{t^{p+1}} dt \quad \text{and} \quad c_p^-(g) := \int_{0+}^{\infty-} \frac{g(-t)}{t^{p+1}} dt.$$ (3)

Here and in what follows, $\int_{0+}^{\infty-} := \lim_{\epsilon \to 0, T \to \infty} \int_{0}^{T}$. Similarly, $\int_{0+}^{\infty-} := \lim_{T \to \infty} \int_{0}^{T}$ and $\int_{0+}^{\infty} := \lim_{\epsilon \to 0} \int_{\epsilon}^{\infty}$. Whenever a claim about an integral of the form $\int_{a}^{b}$ for some $a$ and $b$ such that
Proposition 2.1. For any \( g \in \mathcal{G}_p \) is even, then \( c_p^{-}(g) = c_p^{+}(g) \); and if \( g \in \mathcal{G}_p \) is odd, then \( c_p^{-}(g) = -c_p^{+}(g) \).

However, \( x \) and \( x^p < \infty \) if and only if \( \beta \geq \alpha \), so that \( \beta = \alpha \) if and only if \( \beta = \alpha \) if \( x < 0 \) and \( p < 0 \). Here and in the sequel, we assume the conventions

\[ 0^0 = 0, \quad 0^p = 0 \quad \text{if} \quad p < 0, \quad 0 \cdot \infty = 0, \quad a \cdot \infty = a = \infty \quad \text{for real} \quad a > 0. \]

The following simple proposition is our starting point.

**Proposition 2.1.** For any \( g \in \mathcal{G}_p \)

\[
\int_{0+}^{\infty} \frac{g(tx)}{t^{p+1}} \, dt = c_p^{+}(g)x^p_+ + c_p^{-}(g)x^p_-.
\]

**Proof.** If \( x = 0 \), (7) follows immediately from the condition \( g(0) = 0 \). If \( x \neq 0 \), (7) follows immediately by the change of variables: introducing \( u := t|x| \), one has

\[
\int_{0+}^{\infty} \frac{g(tx)}{t^{p+1}} \, dt = |x|^p \int_{0+}^{\infty} \frac{g(u \text{sgn } x)}{u^{p+1}} \, du = c_p^{+}(g)x^p_+ + c_p^{-}(g)x^p_-.
\]

Remark 2.2. It follows from (7) that \( \int_{0+}^{\infty} \frac{g(-tx)}{t^{p+1}} \, dt = c_p^{+}(g)x^p_- + c_p^{-}(g)x^p_+ \). Solving the latter equation together with (7) for \( x^p_+ \) and \( x^p_- \), one obtains integral expressions for \( x^p_+ \) and hence for \(|x|^p\) and \( x^p_+ \):

\[
x^p_+ = \frac{1}{c_p^{+}(g)^2 - c_p^{-}(g)^2} \int_{0+}^{\infty} \frac{c_p^{+}(g)g(tx) - c_p^{-}(g)g(-tx)}{t^{p+1}} \, dt,
\]

\[
x^p_- = \frac{1}{c_p^{+}(g)^2 - c_p^{-}(g)^2} \int_{0+}^{\infty} \frac{c_p^{+}(g)g(-tx) - c_p^{-}(g)g(tx)}{t^{p+1}} \, dt,
\]

\[
|x|^p = \frac{1}{c_p^{+}(g) + c_p^{-}(g)} \int_{0+}^{\infty} \frac{g(tx) + g(-tx)}{t^{p+1}} \, dt \quad \text{if} \quad x \neq 0 \quad \text{or} \quad p \geq 0,
\]

\[
x^p = \frac{1}{c_p^{+}(g) - c_p^{-}(g)} \int_{0+}^{\infty} \frac{g(tx) - g(-tx)}{t^{p+1}} \, dt.
\]
provided that \( c_p^+(g)^2 \neq c_p^-(g)^2 \). Similarly and more generally,

\[
x_+^p = \frac{1}{c_p^+(g_1)c_p^+(g_2) - c_p^-(g_1)c_p^-(g_2)} \int_{0+}^{\infty -} \frac{c_p^+(g_2)g_1(tx) - c_p^-(g_1)g_2(tx)}{t^{p+1}} \, dt
\]  

(8)

for any \( g_1 \) and \( g_2 \) in \( \mathcal{G}_p \) such that

\[
c_p^+(g_1)c_p^+(g_2) \neq c_p^-(g_1)c_p^-(g_2). \tag{9}
\]

Similar integral expressions for \( x^p \), \(|x|^p\), and \( x|x|^{p} \) can be easily obtained either directly or from (8).

In particular, if \( g_1 \in \mathcal{G}_p \) is odd and \( g_2 \in \mathcal{G}_p \) is even, then identity (8) can be rewritten as

\[
x_+^p = \frac{1}{2c_p^+(g_1)c_p^+(g_2)} \int_{0+}^{\infty -} \frac{c_p^+(g_1)g_2(tx) + c_p^+(g_2)g_1(tx)}{t^{p+1}} \, dt,
\]

provided that

\[
c_p^+(g_1)c_p^+(g_2) \neq 0, \tag{10}
\]

in which case

\[
x_-^p = \frac{1}{2c_p^+(g_1)c_p^+(g_2)} \int_{0+}^{\infty -} \frac{c_p^+(g_1)g_2(tx) - c_p^+(g_2)g_1(tx)}{t^{p+1}} \, dt,
\]

\[
|x|^p = \frac{1}{c_p^+(g_2)} \int_{0+}^{\infty -} \frac{g_2(tx)}{t^{p+1}} \, dt \quad \text{if} \quad x \neq 0 \quad \text{or} \quad p \geq 0, \tag{11}
\]

\[
x^{|x|} = \frac{1}{c_p^+(g_1)} \int_{0+}^{\infty -} \frac{g_1(tx)}{t^{p+1}} \, dt.
\]

Let \( X \) be a real-valued r.v., and let \( Y \) be a complex-valued r.v.

**Theorem 2.3.** Suppose that

\[
E|Y|, |X|^p < \infty
\]

and a function \( g \in \mathcal{G}_p \) satisfies the condition

\[
E|Y| \int_\varepsilon^T |g(tX)| \, dt < \infty \quad \text{for all real} \quad \varepsilon \quad \text{and} \quad T \quad \text{such that} \quad 0 < \varepsilon < T. \tag{13}
\]

Then

\[
\int_{0+}^{\infty -} \frac{EYg(tX)}{t^{p+1}} \, dt = c_p^+(g)EYX_+^p + c_p^-(g)EYX_-^p. \tag{14}
\]

**Proof.** By the change of variables, \( u := t|x| \), and in view of (14),

\[
\left| \int_\varepsilon^T \frac{g(tx)}{t^{p+1}} \, dt \right| = |x|^p \left| \int_{|x|}^{|x|T} \frac{g(u \text{ sgn} x)}{u^{p+1}} \, du \right| \leq S_p(g)|x|^p \tag{15}
\]

for all real \( \varepsilon \) and \( T \) such that \( 0 < \varepsilon < T \) and all real \( x \neq 0 \). Since \( g(0) = 0 \) and \( S_p(g) \geq 0 \), the inequality \( \int_\varepsilon^T \frac{g(tx)}{t^{p+1}} \, dt \leq S_p(g)|x|^p \) holds for \( x = 0 \) as well.
Using now (13), the Fubini theorem, (13) with the condition $S_p(g) < \infty$ in (4), (12), the dominated convergence theorem, and Proposition 2.1 one concludes the proof as follows: for all real $\varepsilon$ and $T$ such that $0 < \varepsilon < T$,

$$
\int_\varepsilon^T \frac{EYg(tX)}{t^{p+1}} dt = EY \int_\varepsilon^T \frac{g(tX)}{t^{p+1}} dt \quad \rightarrow \quad EY \int_0^\infty \frac{g(tX)}{t^{p+1}} dt
$$

(16)

$$
= EY(c_p^+(g)X_+^p + c_p^-(g)X_-^p) = c_p^+(g)EYX_+^p + c_p^-(g)EYX_-^p.
$$


Note that (7) is a special case of (14), with $Y = 1$ and $X = x$.

Similarly to Remark 2.2 one obtains the following corollary of Theorem 2.3

**Corollary 2.4.** Suppose that the r.v.’s $X$ and $Y$ and functions $g_1$ and $g_2$ are such that the conditions of Theorem 2.3 are satisfied when the function $g$ there is replaced by either $g_1$ and $g_2$. Then

$$
EYX_+^p = \frac{1}{c_p^+(g_1)c_p^+(g_2) - c_p^-(g_1)c_p^-(g_2)} \int_0^\infty \frac{c_p^+(g_2)EYg_1(tX) - c_p^-(g_1)EYg_2(tX)}{t^{p+1}} dt,
$$

provided that (19) holds. The similar expressions for $EYX_+^p$, $EY|X|^p$, and $EYX[^p]$ also hold.

In particular, when the functions $g_1$ and $g_2$ are odd and even, respectively, and the condition (10) holds, then

$$
EYX_+^p = \frac{1}{2c_p^+(g_1)c_p^+(g_2)} \int_0^\infty \frac{c_p^+(g_1)EYg_2(tX) + c_p^+(g_2)EYg_1(tX)}{t^{p+1}} dt,
$$

(17)

$$
EYX_-^p = \frac{1}{2c_p^+(g_1)c_p^+(g_2)} \int_0^\infty \frac{c_p^+(g_1)EYg_2(tX) - c_p^+(g_2)EYg_1(tX)}{t^{p+1}} dt,
$$

(18)

$$
EY|X|^p = \frac{1}{c_p^+(g_2)} \int_0^\infty \frac{EYg_2(tX)}{t^{p+1}} dt,
$$

(19)

$$
EYX[^p] = \frac{1}{c_p^+(g_1)} \int_0^\infty \frac{EYg_1(tX)}{t^{p+1}} dt.
$$

(20)

**Proof.** Here only identity (19) may need justification – cf. (11). Note that the right-hand side of (19) is the sum of those of (17) and (18), whereas the difference between the left-hand side of (19) and the sum of those of (17) and (18) is $E|Y||X|^p I\{X = 0\}$.

It remains to notice that this difference is 0, in view of (12) and (6). Indeed, this is clearly so when $p \geq 0$. If $p < 0$, then $\infty \cdot E|Y||X|^p I\{X = 0\} = E|Y||X|^p I\{X = 0\} \leq E|Y||X|^p < \infty$, whence $E|Y||X|^p I\{X = 0\} = 0$, and so, $E|Y||X|^p I\{X = 0\} = 0$.

Taking specific functions $g$, $g_1$, $g_2$ in Theorem 2.3 and Corollary 2.4 one obtains an infinite variety of expressions for the generalized moments $EYX_+^p$, $EYX_-^p$, $EY|X|^p$, and $EYX[^p]$ in terms of the generalized moments of the form $EYg(tX)$; as will be discussed later in this paper, this variety includes both known and new results.

Of course, for such expressions to be useful, the moments of the form $EYg(tX)$ should be significantly more easily treatable than the positive-part moments $EYX_+^p$ and the like. For instance, if $Y = 1$ and $g(t)$ is a polynomial in $t$, $e^{ivt}$, and $e^{-ivt}$ for some nonzero real $v$, then $EYg(tX)$ is a linear combination of the values of the derivatives of various orders of the c.f. of
Let \( X \) be a r.v. and let \( f \) denote the c.f. of \( X \). Also, let \( J \) be a finite set. Suppose that

\( \quad Y = h(X), \)

for a Borel-measurable function \( h : \mathbb{R} \to \mathbb{C} \).

**Theorem 2.5.** Let \( X \) be a r.v. and let \( f \) denote the c.f. of \( X \). Also, let \( J \) be a finite set. Suppose that

(i) \( h(x) = \overline{x}^T e^{ix} \) for some real \( r \) and \( u \) and all real \( x \);

(ii) \( g(t) = \sum_{j \in J} a_j \overline{v}^{jT} e^{ivjt}, \) for some functions \( J \ni j \mapsto a_j \in \mathbb{C} \setminus \{0\}, \) \( J \ni j \mapsto q_j \in [0, \infty), \) and \( J \ni j \mapsto v_j \in \mathbb{R}, \) and for all real \( t \);

(iii) for each \( j \in J \), one has \( p > q_j - 1 \) if \( v_j \neq 0 \), and \( p > q_j \) if \( v_j = 0 \);

(iv) \( |g(t)| = O(|t|^q) \) for some real \( q > 0 \vee p \) and over all \( t \) in a neighborhood of \( 0 \);

(v) \( E|X|^r+p + E|X|^r+q_j < \infty \) for all \( j \in J \).

Then

\[
\frac{1}{i^q} \int_0^{\infty} \sum_{j \in J} a_j (-it)^{q_j} f^{(r+q_j)}(u + v_j t) \frac{dt}{tp+1} = e_p^+(g) \left[ X^{r+p} e^{iuX} + e^{-ip} e_p^-(g) X^{r+p} e^{iX} \right]. \tag{21}
\]

The limit \( \int_0^{\infty} \) in the left-hand side of (21) can be replaced by the Lebesgue integral \( \int_0^{\infty} \) in the case when the condition above is satisfied in the strong sense that \( p > q_j \) for all \( j \in J \).

In part (i) of Theorem 2.5 and in the sequel, the horizontal bar over an expression denotes, as usual, its complex conjugate. In (21), we use the notation \( f^{(p)} \) for the fractional derivative of an arbitrary order \( p \in \mathbb{R} \) of the function \( f \). If \( f \) is the c.f. of a r.v. \( X \) with \( E|X|^p < \infty \), then

\[
f^{(p)}(t) = i^p E X^p e^{itX}, \tag{22}
\]

for all real \( p \) and \( t \). This identity was presented in [45]. See Appendix 10 for details. In this paper, we follow the usual convention that the (principal value of the) argument \( \arg \) of a nonzero complex number \( z \) belongs to the interval \((-\pi, \pi]\), and then \( z^p \) is understood as \(|z|^p e^{ip \arg z}. \) In [45], the argument \( \arg \) of a nonzero complex number \( z \) is assumed to belong to the interval \([0, 2\pi)\). However, both definitions result in the same value of \( X^p \) in (22) – because, according to either definition, \( \arg x = 0 \) if \( x > 0 \) and \( \arg x = \pi \) if \( x < 0 \). The suggestion to consider negative values of \( p \) as well and the reference to [45] is due to M. Matsui [17].

Note that, by the condition (i) of Theorem 2.5, \( |g(t)| = O(|t|^{q_{\text{min}}}) \) over all real \( t \), where \( q_{\text{min}} := \min_{j \in J} q_j \). In the applications of Theorem 2.5 that will be presented in this paper, \( q_{\text{min}} \) will usually be 0 or 1. However, because of mutual near-cancellation of the summands \( a_j t^{v_j t} e^{iv_j t} \) for \( t \) near 0, the value of \( q \) in the condition (iv) of Theorem 2.5 may be much greater than 1 in some of those applications. In turn, this allows the value of \( p \) to be rather large and still satisfy the restriction \( q > 0 \vee p \) in the condition (iv); in particular, this will be so for the function \( g \) as in [51], which will result in faster convergence of the corresponding integral near \( \infty \).
Proof of Theorem 2.5. By the conditions (i) and (iv) in Theorem 2.5, \( g \) is a locally integrable Borel-measurable function with \( g(0) = 0 \). The condition (iv) also implies that \( \int_0^1 \left| \frac{g(t)}{p + t} \right| \, dt < \infty \). Using (say) integration by parts, one can easily see that there exist finite limits \( \int_1^{\infty} \frac{v_j}{p + 1} e^{\pm tv_j} \, dt \) whenever \( p > q_j - 1 \) and \( v_j \neq 0 \). Also, \( \int_1^{\infty} \left| \frac{v_j}{p + 1} \right| \, dt < \infty \) whenever \( p > q_j \). So, in view of the conditions (ii) and (iii), there exist finite limits \( \frac{c_p^+(g)}{p^+} \), as defined in (14). Thus, \( g \in \mathscr{G}_p \).

The function \( h: \mathbb{R} \to \mathbb{C} \) as defined by the condition (vi) is clearly Borel-measurable. Also, by the condition (ii) in Theorem 2.5, the condition (12) holds with \( Y = h(X) \). The condition (13) also holds, in view of the conditions (i), (ii), and (iv).

Thus, by Theorem 2.3, one has (14). It remains to observe that, in view of (22) and the conditions (i) and (vi), the identity (14) can be easily rewritten as (21); at that, one uses the identity \( \mathcal{F} = e^{-i\pi r} x_{p}^{-} \) for the case \( x < 0 \).

As illustrated in the next section, Theorem 2.5 is an omnibus result: specifying the parameters involved in the statement of Theorem 2.5 – \( p, r, u, J, (a_j), (q_j), \) and \((v_j)\) – one can obtain known results and their extensions, as well as a large variety of substantially new results. At that, it may be desirable to have “closed form” expressions for the constants \( c_p^\pm(g) \), which appear on the right-hand side of (21).

3 Special cases of Theorem 2.5

3.1 Characteristic function of \( X_+ \)

In Theorem 2.5, let \( r = p = 0 \) and \( g(t) = \sin t = \frac{1}{2i} (e^{it} - e^{-it}) \) for real \( t \). Let \( f \) be the c.f. of \( X \). Then Theorem 2.5 yields

\[
\mathbb{E}e^{iuX} \mathrm{sgn} X = \frac{1}{\pi} \int_0^\infty \left[ f(u + t) - f(u - t) \right] \frac{dt}{t}.
\]

Using now the identity \( 2e^{iuX_+} = 1 + e^{iuX} + e^{iuX} \mathrm{sgn} X - \mathrm{sgn} X \) (presented in [30], formula (8)), one reproduces the following expression of the c.f. of \( X_+ \) in terms of the c.f. \( f \) of \( X \), obtained in [30]:

\[
\mathbb{E}e^{iuX_+} = \frac{1 + f(u)}{2} + \frac{1}{2\pi} \int_0^\infty \left[ f(u + t) - f(u - t) - f(t) + f(-t) \right] \frac{dt}{t}
\]

for real \( u \).

3.2 Extensions of a result by Pinelis

Consider the identity [25, Corollary 2]

\[
\mathbb{E}X_+^p = \frac{\mathbb{E}X_+^k}{2} \mathbb{1}_{\{p \in \mathbb{N}\}} + \frac{\Gamma(p + 1)}{\pi} \int_0^\infty \Re \frac{\mathbb{E}e^{itX}}{(it)^{p+1}} \, dt
\]

for any \( p \in (0, \infty) \) and any r.v. \( X \) with \( \mathbb{E}|X|^p < \infty \), where

\[
k := k(p) := \lfloor p \rfloor, \quad \ell := \ell(p) := \lfloor p - 1 \rfloor, \quad \text{and} \quad e_m(z) := e^z - \sum_{j=0}^m \frac{z^j}{j!}.
\]

Using this identity with the “nonrandom” r.v.’s \( 1 \) and \(-1\) in place of the r.v. \( X \), one obtains the constants

\[
c_p^+(g) = 1 - \frac{1}{2} \mathbb{1}_{\{p \in \mathbb{N}\}} \quad \text{and} \quad c_p^-(g) = \frac{1}{2} (-1)^{k+1} \mathbb{1}_{\{p \in \mathbb{N}\}}
\]

(25)
for the function \( g \) given by the formula

\[
g(t) := g_{29}(t) := \frac{\Gamma(p + 1)}{\pi} \Re \left( \frac{(R_\ell \exp)(0; it)}{i^{p+1}} \right) = \frac{\Gamma(p + 1)}{2\pi} \left( \frac{(R_\ell \exp)(0; it)}{i^{p+1}} + \frac{(R_\ell \exp)(0; -it)}{(-it)^{p+1}} \right),
\]

where

\[
(R_m \psi)(u; \delta) := \psi(u + \delta) - \sum_{j=0}^{m} \psi^{(j)}(u) \frac{\delta^j}{j!} = \frac{\delta^{m+1}}{m!} \int_0^1 (1 - \alpha)^m f^{(m+1)}(u + \alpha \delta) \, d\alpha
\]

is the \( m \)-th order Taylor remainder for a function \( \psi \), so that

\[
(R_\ell \exp)(0; it) = e_\ell(it).
\]

Note that the function \( g = g_{29} \) satisfies the condition \( 14 \) of Theorem 2.5 with \( q = \ell + 1 \) for \( p \in (0, \infty) \setminus \mathbb{N} \) and \( q = \ell + 2 \) for \( p \in \mathbb{N} \), and this function obviously satisfies the conditions \( 11 \) and \( 13 \) of Theorem 2.5 as well, for appropriately defined parameters \( J \), \((a_j)\), \((q_j)\), and \((v_j)\). Moreover, here all the \( q_j \)'s are nonnegative integers, with \( \max_j q_j = \ell < p \), so that the condition \( 13 \) above is satisfied in the strong sense mentioned in the last sentence in the statement of Theorem 2.5. Thus, transcribing the terms of the form \( \Re \left( e^{i\eta t} \right) \) into the corresponding terms \( (-it)^{\eta_j} f^{(\eta_j)}(u + v_j t) \) in the left-hand side of \( 21 \), one immediately obtains the following extension of \( 23 \):

**Corollary 3.1.** Take any \( p \in (0, \infty) \), \( r \in \mathbb{R} \), and \( u \in \mathbb{R} \). Take any r.v. \( X \) such that \( \mathbb{E}|X|^p + \mathbb{E}|X|^r < \infty \). Let \( f \) be the c.f. of \( X \). Then

\[
\mathbb{E}X_{+}^{r+p} e^{iuX} = \frac{f^{(k+r)}(u)}{2i^{k+r}} \mathbb{I}\{p \in \mathbb{N}\} + \frac{\Gamma(p + 1)}{2\pi i^r} \int_0^\infty \left( \frac{(R_\ell f^{(r)})(u; t)}{(it)^{p+1}} + \frac{(R_\ell f^{(r)})(u; -t)}{(-it)^{p+1}} \right) \, dt. \tag{29}
\]

From the reasoning preceding Corollary 3.1 it is clear that the integral in \( 29 \) exists in the Lebesgue sense, which is (in general) in contrast with the integrals in such identities as \( 11 \).

Under the condition of Corollary 3.1 one can rewrite \( 29 \) in the ostensibly simpler form

\[
\mathbb{E}X_{+}^{r+p} e^{iuX} = \frac{f^{(k+r)}(u)}{2i^{k+r}} \mathbb{I}\{p \in \mathbb{N}\} + \frac{\Gamma(p + 1)}{2\pi i^r} \int_{-\infty}^{\infty} \left( \frac{(R_\ell f^{(r)})(u; t)}{(it)^{p+1}} \right) \, dt, \tag{30}
\]

where \( f_{-\infty} := \lim_{t \to 0} \left( f_{-\infty}^{-\varepsilon} + f_{\infty}^{\varepsilon} \right) \). Actually, this integral exists in the Lebesgue sense if \( p \in (0, \infty) \setminus \mathbb{N} \). However, even then the calculation of each of the “pre-limit” integrals \( f_{-\infty}^{-\varepsilon} \) and \( f_{\infty}^{\varepsilon} \) will be less stable than the calculation of the corresponding “pre-limit” integral for the integral in \( 29 \); of course, the latter “pre-limit” integral equals the sum of “pre-limit” integrals \( f_{-\infty}^{-\varepsilon} \) and \( f_{\infty}^{\varepsilon} \) for the integral in \( 30 \).

Taking \( r = 0 \) and \( u = 0 \) in \( 29 \), one gets back \( 23 \) as a special case.

Note that, for any given real value of the exponent \( r + p \) in the left-hand side of \( 29 \), one has a great deal of flexibility in choosing \( p \in (0, \infty) \) and \( r \in \mathbb{R} \). Note also that the exponent \( r + p \) may be any negative real number, if one chooses \( r \) to be less than \( -p \).

Another special case of Corollary 3.1 is obtained by taking there any \( p \in (0, 1] \) and any \( r \in \{0, 1, \ldots\} \), as is done in the proof of the following corollary.

**Corollary 3.2.** Take any \( p \in (0, \infty) \) and \( u \in \mathbb{R} \). Take any r.v. \( X \) such that \( \mathbb{E}|X|^p < \infty \). Let \( f \) be the c.f. of \( X \). Then, with \( \lambda := \lambda(p) := p - \ell(p) = p - \ell \) (and \( \ell \) as in \( 24 \)),

\[
\mathbb{E}X_{+}^{p} e^{iuX} = \frac{f^{(p)}(u)}{2ip^p} \mathbb{I}\{p \in \mathbb{N}\} + \frac{\Gamma(\lambda + 1)}{2\pi i^r} \int_{-\infty}^{\infty} \left( \frac{f^{(\ell)}(u + t) - f^{(\ell)}(u)}{(it)^{\lambda+1}} + \frac{f^{(\ell)}(u - t) - f^{(\ell)}(u)}{(-it)^{\lambda+1}} \right) \, dt. \tag{31}
\]
Proof. In Corollary 3.3, replace \( p \) by an arbitrary \( \gamma \in (0, 1] \) and also take any \( r \in \{0, 1, \ldots \} \). By (24), \( \ell(\gamma) = 0 \). So, (29) yields

\[
\begin{align*}
EX^r_+ e^{iuX} &= \frac{f^{(r+\gamma)}(u)}{2i^{r+\gamma}} I\{\gamma + r \in \mathbb{N}\} \\
&\quad + \frac{\Gamma(\gamma + 1)}{2\pi i^\gamma} \int_0^\infty \left( \frac{f^{(r)}(u + t) - f^{(r)}(u)}{(it)^{r+1}} + \frac{f^{(r)}(u - t) - f^{(r)}(u)}{(-it)^{r+1}} \right) dt. \tag{32}
\end{align*}
\]

It remains to replace, in (32), \( r + \gamma \) by \( p \) and notice that \( \ell(r + \gamma) = r, \lambda(r + \gamma) = \gamma \), and \( \{r + \gamma : r \in \{0, 1, \ldots\}, \gamma \in (0, 1]\} = (0, \infty) \). \( \Box \)

Versions of (29) and (31) with \( u = 0 \) were obtained in (17).

For \( u = 0 \), formula (31) can be simplified, using the identities \( f^{(\ell)}(-t) = (-1)^\ell f^{(\ell)}(t) \), \( X^p_\ell = (-X^p_\ell \right), \mid X^p | X^p_\ell + X^p_\ell \right), \) and \( X^p_{\ell} = X^p_\ell - X^p_\ell \). So, one immediately obtains

Corollary 3.3. In the conditions of Corollary 3.2

\[
EX^p_\ell = \frac{EX^p_\ell}{2} I\{p \in \mathbb{N}\} + \frac{\Gamma(\lambda + 1)}{\pi} \int_0^\infty \Re \frac{f^{(\ell)}(t) - f^{(\ell)}(0)}{i^{p+1}} dt, \tag{33}
\]

\[
EX^p_\ell = \frac{(-1)^p EX^p_\ell}{2} I\{p \in \mathbb{N}\} + \frac{\Gamma(\lambda + 1)}{\pi} \int_0^\infty \Re \frac{f^{(\ell)}(t) - f^{(\ell)}(0)}{i^{p+1}} dt, \tag{34}
\]

\[
E|X^p| = EX^p I\{p \in \mathbb{N}\} + 2\frac{\Gamma(\lambda + 1)}{\pi} \Re(i^{p+1}) \int_0^\infty \Re \frac{f^{(\ell)}(t) - f^{(\ell)}(0)}{i^{p+1}} dt, \tag{35}
\]

\[
E[X^p] = EX^p I\{p \in \mathbb{N}\} + 2\frac{\Gamma(\lambda + 1)}{\pi} \Re(i^{p+1}) \int_0^\infty \Im \frac{f^{(\ell)}(t) - f^{(\ell)}(0)}{i^{p+1}} dt. \tag{36}
\]

In the “fractional” case, when \( p \) is a positive non-integer, one can rewrite the expression of \( EX^p_\ell e^{iuX} \) in (31) in terms of fractional derivatives of \( f \):

Corollary 3.4. Assume the conditions of Corollary 3.2 with any \( p \in (0, \infty) \setminus \mathbb{N} \). Then for any \( u \in \mathbb{R} \)

\[
EX^p_\ell e^{iuX} = \frac{1}{2i^{p+1} \sin \pi \lambda} \left\{ i^\lambda f^{(p)}(u) - (-1)^\ell i^{-\lambda} f^{(p)}(u) \right\}, \tag{37}
\]

\[
EX^p_\ell e^{iuX} = \frac{1}{2i^{p+1} \sin \pi \lambda} \left\{ i^\lambda f^{(p)}(u) - (-1)^\ell i^{-\lambda} f^{(p)}(u) \right\}, \tag{38}
\]

\[
E[X^p_\ell e^{iuX}] = \frac{i^\lambda - (-1)^\ell i^{-\lambda}}{2i^{p+1} \sin \pi \lambda} \left\{ f^{(p)}(u) + f^{(p)}(u) \right\}, \tag{39}
\]

\[
E[X^p_{\ell} e^{iuX}] = \frac{i^\lambda + (-1)^\ell i^{-\lambda}}{2i^{p+1} \sin \pi \lambda} \left\{ f^{(p)}(u) - f^{(p)}(u) \right\}. \tag{40}
\]

Proof. By (31), the condition \( p \in (0, \infty) \setminus \mathbb{N} \), and (17),

\[
EX^p_\ell e^{iuX} = \frac{\Gamma(\lambda + 1)}{2\pi i^\ell} \int_0^\infty \left( \frac{f^{(\ell)}(u + t) - f^{(\ell)}(u)}{(it)^{\lambda+1}} + \frac{f^{(\ell)}(u - t) - f^{(\ell)}(u)}{(-it)^{\lambda+1}} \right) dt
\]

\[
= \frac{\Gamma(\lambda + 1)}{2\pi i^\ell} \left\{ (-1)^\ell \int_0^\infty \frac{f^{(\ell)}(u - t) - f^{(\ell)}(u)}{(it)^{\lambda+1}} dt + \int_0^\infty \frac{f^{(\ell)}(u - t) - f^{(\ell)}(u)}{(-it)^{\lambda+1}} dt \right\}
\]

\[
= \frac{\Gamma(\lambda + 1)\Gamma(-\lambda)}{2\pi i^\ell} \left\{ (-1)^\ell i^{\lambda+1} f^{(p)}(u) + i^{\lambda} f^{(p)}(u) \right\}.
\]
Corollary 3.5. Let

\[ \frac{1}{2i\ell \sin \pi \lambda} \left\{ i^{\lambda-1} f^{(p)}(u) - (-1)^\ell i^{-\lambda-1} \tilde{f}^{(p)}(-u) \right\}, \]

so that \((37)\) is established. Now \((38)\) follows by the identity \(E X_p^\ell e^{iuX} = E(-X)_+^p e^{i(-u)(-X)}\) for all \(u \in \mathbb{R}\). Finally, \((39)\) and \((40)\) follow immediately from \((37)\) and \((38)\).

The expressions in Corollary 3.4 can be simplified in the case \(u = 0\). Alternatively, one can obtain the same result by taking the special case of \(p \not\in \mathbb{N}\) in Corollary 3.3.

**Corollary 3.5.** Let \(p \in (0, \infty) \setminus \mathbb{N}\) and assume that \(E|X|^p < \infty\). Then

\[
E X_p^\ell = \frac{(-1)^{\ell+1}}{\sin \pi \lambda} \Re \left( i^{p+1} f^{(p)}(0) \right), \tag{41}
\]

\[
E X_p^\ell = \frac{(-1)^{\ell+1}}{\sin \pi \lambda} \Re \left( i^{p+1} \tilde{f}^{(p)}(0) \right), \tag{42}
\]

\[
E|X|^p = 2 \frac{(-1)^{\ell+1}}{\sin \pi \lambda} \Re( i^{p+1}) \Re f^{(p)}(0), \tag{43}
\]

\[
E X_p^\ell = 2 \frac{(-1)^\ell}{\sin \pi \lambda} \Re( i^{p}) \Im f^{(p)}(0). \tag{44}
\]

Concerning the factors \(\Re( i^{p+1})\) and \(\Re( i^{p})\) in \((35)\), \((36)\), \((43)\), and \((44)\), note that they can also be written as \(-\sin \frac{\pi p}{2}\) and \(\cos \frac{\pi p}{2}\), respectively.

### 3.3 On results by Brown and Laue

Formula \((23)\) (which is a special case of \((29)\)) was obtained, in somewhat different form, by Brown \([6]\), under the additional restriction that \(p\) is not an odd integer. Also, as mentioned in \((25)\), the constant-sign argument used in the proof in \([6]\) does not actually seem to work for \(p \in (0, 2)\). The mentioned representation was used in \([6]\) to prove, under a Lindeberg-type condition, the convergence of the absolute moments in the central limit theorem.

Brown \([7]\) also obtained formula \((35)\), except that, in place of the Lebesgue integral \(\int_0^\infty\) in \((35)\), \([7]\) has the limit \(\int_{0+}^\infty\).

Laue \([13]\) Theorem 2.2] showed that, under the conditions of Corollary 3.3

\[
E|X|^p = \begin{cases} 
\frac{1}{\cos(\pi \lambda/2)} \Re \left( (-1)^{\ell/2} f^{(p)}(0) \right) & \text{if } \ell \text{ is even,} \\
\frac{1}{\sin(\pi \lambda/2)} \Re \left( (-1)^{(\ell+1)/2} f^{(p)}(0) \right) & \text{if } \ell \text{ is odd.}
\end{cases} \tag{45}
\]

Note that the factors \((-1)^{\ell/2}\) for even \(\ell\) and \((-1)^{(\ell+1)/2}\) for odd \(\ell\) are real and hence can be moved out of the arguments of the function \(\Re\) in \((45)\). Then it will be easy to see that the right-hand side in \((45)\) is the same as that in \((43)\). The reference to \([13]\) was provided by M. Matsui \([17]\).

### 3.4 On results by Zolotarev and von Bahr, and their applications

Take any real \(p > 0\) that is not an even integer, and write it in the form \(2m+q\), where \(m := \lfloor p/2 \rfloor\), so that \(q = p - 2m \in (0, 2)\). Assume that \(E|X|^p < \infty\).

Replace all the instances of \(u\), \(r\), and \(p\) in \((29)\) by \(0\), \(2m\), and \(q\), respectively. At that, accordingly, \(\ell = \ell(p)\) is replaced by \(\tilde{\ell} := \ell(q)\), which is 0 or 1 (depending on whether \(q \in (0, 1]\))
or \( q \in (1, 2) \). Thus, one has
\[
E|X|^p = \frac{\Gamma(q + 1)}{2\pi(-1)^m} \int_0^\infty \left( \frac{(R_t f^{(2m)})(0; t)}{(it)^{q+1}} + \frac{(R_t f^{(2m)})(0; -t)}{(-it)^{q+1}} \right) dt. \quad (46)
\]
In the latter identity, replace \( X \) by \(-X\) and, accordingly, \( f \) by \( \overline{f} \). Using now the identities \(|X|^p = X_+^p + (-X)_+^p\), \( f + \overline{f} = 2 \Re f \), and
\[
(R_t \Re f^{(2m)})(0; \pm t) = (R_0 \Re f^{(2m)})(0; \pm t) = \Re f^{(2m)}(t) - \Re f^{(2m)}(0) \quad \text{for} \quad \ell \in \{0, 1\} \quad (47)
\]
and \( t \in (0, \infty) \), one concludes that
\[
E|X|^p = 2(-1)^m \frac{\Gamma(q + 1)}{\pi} \sin \frac{\pi q}{2} \int_0^\infty \frac{\Re f^{(2m)}(t) - \Re f^{(2m)}(0)}{t^{q+1}} dt; \quad (48)
\]
the first equality in (47) holds because, by (say) (22), \( \Re f^{(2m)}(0) = 0 \).

Formula (48), due to Zolotarev, can be found in [14, page 394], where the factor \( 2(-1)^m \) is missing, though. A formula similar to (48) was implicit in [46], where it was used to find expressions of the absolute moments of stable laws.

Similarly, using (23) (which is the special case of (29), with \( r = u = 0 \)), one has the identity
\[
E|X|^p = -\frac{2\Gamma(p + 1)}{\pi} \sin \frac{\pi p}{2} \int_0^\infty \frac{\Re(R_t f)(0; t)}{t^{p+1}} dt, \quad (49)
\]
again for any real \( p > 0 \) that is not an even integer, with \( \ell = \ell(p) \). The latter identity was obtained by von Bahr [12, Lemma 4] in a slightly different form. In fact, von Bahr had the integral \( \beta_{H,p} := \int_{-\infty}^\infty |x|^p dH(x) \) and the Fourier–Stieltjes transform of \( H \), respectively, in place of \( E|X|^p \) and \( f \) in (19), where \( H \) is any function of bounded variation on \((-\infty, \infty)\) with \( \beta_{H,p} < \infty \). However, this formally more general result follows immediately from (49), since any function of bounded variation on \((-\infty, \infty)\) is a linear combination of two distribution functions. Identity (49) was used in [12] to provide bounds on the rate of convergence of the absolute moments of the standardized sums of independent r.v.’s to the corresponding moments of the standard normal distribution.

In the special case of \( p \in (0, 2) \), identity (49) coincides with (48). For \( p \in (1, 2) \), (49) was used in [13] to obtain the famous von Bahr–Esseen (vBE) upper bound on the absolute moment of order \( p \) of sums of independent zero-mean r.v.’s. More general and at that exact versions of the vBE bound were given recently in [29].

Identities (48) and (49) were utilized in [3] and [5], respectively, to characterize a probability distribution in terms of certain related absolute moments. For \( p \in (0, 2) \), identity (48) – (49) was used in [1] to obtain upper and lower bounds on the absolute moments of order \( p \) of sums of independent symmetric r.v.‘s; those upper and lower bounds differ from each other by a factor depending only on \( p \). In [2], (49) was applied to provide upper and lower bounds (again differing from each other by a factor depending only on \( p \)) on the Lorentz norm of a r.v. in terms of its c.f. Explicit values of the constant factors before the integrals in (48) and (49) were not used in [3] [5] [4] [2].

### 3.5 Symmetric differences

Instead of derivatives of various orders, one can use symmetric differences of the values of the c.f. In particular, this will show that Theorem 2.5 implies certain extensions of results by Wolfe [44] and Gurland [11].
Take any \( n \in \mathbb{N} \) and then any real \( p \in \left( \frac{-1}{2} \right)^{n-1}, n \); the latter relation can be rewritten as
\[
0 < p < n \text{ if } n \text{ is even, and } -1 < p < n \text{ if } n \text{ is odd.} \tag{50}
\]

Consider the function \( g \) defined by the formula
\[
g(t) := g_n(t) := (2i)^n \sin^n t = (e^{it} - e^{-it})^n = (\Delta^n_v \exp)(0) \tag{51}
\]
for all real \( t \), where \( \Delta^n_v \) is the \( n \)th power of the symmetric difference operator \( \Delta_v \), defined by the formula \( (\Delta_v \psi)(z) := \psi(z + v) - \psi(z - v) \), so that
\[
(\Delta^n_v \psi)(z) = \sum_{j=0}^{n} (-1)^j \binom{n}{j} \psi(z + (n - 2j)v) \tag{52}
\]
for any function \( \psi: \mathbb{C} \to \mathbb{C} \) and any \( v \) and \( z \) in \( \mathbb{C} \).

This function, \( g = g_n \), satisfies the conditions \( \text{(iii)}, \text{(iii)}, \text{and (X)} \) of Theorem 25 with \( q = n \); at that, all the \( q_j \)'s equal 0. Expressions for the constants \( c_p^+(g_n) \) are given in Appendix A, where it is also shown that these constants are nonzero. Moreover, it is clear that the function \( g_n \) is even or odd when \( n \) is so, respectively; hence,
\[
c_p^-(g_n) = (-1)^n c_p^+(g_n). \tag{53}
\]

Thus, from (21) one immediately obtains

**Corollary 3.6.** Take any real \( r \) and \( u \), and any r.v. \( X \) such that \( \mathbb{E}|X|^r + \mathbb{E}|X|^{r+p} < \infty \). Let \( f \) be the c.f. of \( X \). Then
\[
\mathbb{E}X_r^r e^{iuX} + (-1)^n e^{-ir} \mathbb{E}X_r^r e^{iuX} = \frac{1}{i^r c_p^+(g_n)} \int_0^{\infty} \frac{(\Delta^n f)(u)}{t^{p+1}} \ dt \tag{54}
\]
and

**Corollary 3.7.** Take any \( r \in \mathbb{R}, \ u \in \mathbb{R} \), and any r.v. \( X \) such that \( \mathbb{E}|X|^r + \mathbb{E}|X|^{r+p} < \infty \). Let \( f \) be the c.f. of \( X \). Take any \( p \in (0, \infty) \). Finally, take any two natural numbers \( n \) and \( m \) in the interval \((p, \infty)\) such that \( n \) is odd and \( m \) is even. Then
\[
\mathbb{E}X_r^m e^{iuX} = \frac{1}{2i^r} \int_0^{\infty} \left( \frac{(\Delta^n f)(u)}{c_p^+(g_m)} + \frac{(\Delta^n f)(u)}{c_p^+(g_n)} \right) \ dt \tag{55}
\]
and
\[
\mathbb{E}X_r^m e^{iuX} = \frac{e^{ir} t}{2i^r} \int_0^{\infty} \left( \frac{(\Delta^n f)(u)}{c_p^+(g_m)} - \frac{(\Delta^n f)(u)}{c_p^+(g_n)} \right) \ dt \tag{56}
\]

It follows, in particular, that
\[
\mathbb{E}|X|^p e^{iuX} = \frac{1}{c_p^+(g_m)} \int_0^{\infty} \frac{(\Delta^n f)(u)}{t^{p+1}} \ dt, \tag{57}
\]
\[
\mathbb{E}|X|^p e^{iuX} = \frac{1}{c_p^+(g_n)} \int_0^{\infty} \frac{(\Delta^n f)(u)}{t^{p+1}} \ dt. \tag{58}
\]

In fact, by Corollary 3.6, the identity (58) holds even for any \( p \in (-1, \infty) \) (and any odd \( n > p \)).

In the special case of Corollary 3.6, with odd \( n \) and \( p = r = u = 0 \), is
Corollary 3.8. For any r.v. \( X \), any real \( x \), and any \( m \in \{0, 1, \ldots \} \),
\[
\mathbb{P}(X \leq x) = \frac{1}{2} - \frac{(-1)^m}{2 \pi} \int_0^{\infty} \frac{f_x(t)}{t} \sin \left( \frac{m \pi t}{2} \right) dt,
\]
where \( f_x(\cdot) \) stands for the c.f. of the r.v. \( X - x \), so that \( f_x(t) := e^{-itx} \) for all real \( x \) and \( t \).

To deduce Corollary 3.8 from Corollary 3.6, note first that without loss of generality one may assume that here \( x = 0 \). Use then the identity \( \mathbb{P}(X > 0) = \mathbb{P}(X < 0) = 1 - 2 \mathbb{P}(X \leq 0) \) and Corollary A.6.

Here and in the sequel, we employ the notation
\[
\mathbb{P}(X \leq b) := \mathbb{P}(X < b) + \frac{1}{2} \mathbb{P}(X = b), \quad \mathbb{P}(X \geq b) := \mathbb{P}(X > b) + \frac{1}{2} \mathbb{P}(X = b),
\]
for real \( a \) and \( b \), so that one can read the symbol \( \leq \) as “less than or half-equal to”, and similarly for \( \geq \). Such a symmetric half-and-half splitting of an atom at a given point is natural and convenient in Fourier analysis, since
\[
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\sin \left( \frac{m \pi t}{2} \right) dt}{t} = \frac{1}{2} \begin{cases} \frac{1}{2} - 1 \{x \geq 0\} & \text{if } m \text{ is odd} \\ 1 \{x \geq 0\} & \text{if } m \text{ is even} \end{cases}
\]
for all \( x \in \mathbb{R} \); cf. e.g. [34]. Of course, if \( b \in \mathbb{R} \) is not an atom of the distribution of \( X \), then \( \mathbb{P}(X \leq b) = \mathbb{P}(X < b) = \mathbb{P}(X \leq b) \) and \( \mathbb{P}(X \geq b) = \mathbb{P}(X > b) = \mathbb{P}(X \geq b) \).

Thus, (59) may be considered as an inversion formula for the distribution function, say \( F \), of the r.v. \( X \) – regularized so that \( F(x) = \frac{1}{2} (F(x+) + F(x-)) = \mathbb{P}(X \leq x) \) for all \( x \in \mathbb{R} \).

A special case of the inversion formula (59), with \( m = 0 \), is the following result due to Gurland [11] (2): For any r.v. \( X \) and any real \( x \),
\[
\mathbb{P}(X \leq x) - \frac{1}{2} = -\frac{1}{\pi} \int_0^{\infty} \frac{f(t) dt}{t} = -\frac{1}{2 \pi i} \text{p.v.} \int_{-\infty}^{\infty} e^{-itx} f(t) \frac{dt}{t},
\]
where p.v. stands for “principal value”, so that p.v. \( \int_{-\infty}^{\infty} := \lim_{\varepsilon \downarrow 0} \int_{-\varepsilon}^{\varepsilon} \left( \int_{-\varepsilon}^{0} + \int_{0}^{\varepsilon} \right) \).

On the other hand, one may note the following generalization of Corollary 3.8, which provides expressions of truncated moments of any real order \( r \) in terms of the c.f.

Corollary 3.9. For any \( m \in \{0, 1, \ldots \} \), any real \( r \) and \( x \), and any r.v. \( X \) such that \( \mathbb{E}|X|^r < \infty \),
\[
\mathbb{E}X^r I\{X \leq x\} = \frac{f^{(r)}(0)}{2i^r} - \frac{(-1)^m}{2 \pi i^{r+1}} \int_0^{\infty} \frac{\left( \Delta_t^{2m+1} f_x^{(r)}(0) \right) dt}{t} \left( \frac{2m}{m} \right),
\]
\[
\mathbb{E}X^r I\{X \geq x\} = \frac{f^{(r)}(0)}{2i^r} + \frac{(-1)^m}{2 \pi i^{r+1}} \int_0^{\infty} \frac{\left( \Delta_t^{2m+1} f_x^{(r)}(0) \right) dt}{t} \left( \frac{2m}{m} \right),
\]
where \( f_x^{(r)}(t) := e^{-itx} f_x^{(r)}(t) \) for all real \( x \) and \( t \).

To obtain this corollary, take (20) with \( p = 0 \), replace there \( g_1 \) by \( g_{2m+1} \) and \( X \) by \( X - x \), then replace \( Y \) by \( X^r \), and then use (22), Corollary A.6 and the identities \( (X-x)^1 = I\{X \geq x\} - I\{X \leq x\} = 2I\{X \geq x\} - 1 = 2I\{X \leq x\} \). One may also note here that, similarly to Corollary 3.8, each of the two instances of the integral \( \int_0^{\infty} \) in Corollary 3.9 may be replaced by \( \int_0^{\infty} \).

Remark 3.10. In place of the function \( g_\alpha \) as in (51), one can similarly consider its more general version given by the formula \( g(t) = g_{\alpha,a,b}(t) := (e^{ibt} - e^{iat})^n \) for arbitrary distinct real \( a \) and \( b \) and all real \( t \).
4 Computational aspects

There may be two problems with the calculation of the integral in [29] (and hence with the integrals in subsequent corollaries):

Problem 1: For small values of \( t \), the terms \( f^{(r)}(u \pm t) \) and \(-\sum_{j=0}^{\ell} f^{(r+j)}(u) \frac{(-t)^j}{j!}\), comprising \((R_{t,f}^{(r)})(u; \pm t)\) in accordance with [27], may nearly cancel each other. Especially when \( p \) and hence \( \ell \) are large, this near-cancellation effect, together with the smallness of the denominator \( t^{p+1} \) of the integrand, may cause instability.

Problem 2: The integral in [29] converges rather slowly near \( \infty \), since the integrand is asymptotically proportional (as \( t \to \infty \)) to \( 1/t^{p+1-\ell} \) and the exponent \( p + 1 - \ell \) is no greater than 2 and may be arbitrarily close to 1 if \( \ell \) is close to \( p \).

These two computational problems can be rather easily resolved by taking some \( b \in (0, \infty) \) and writing the integral \( \int_0^\infty \) in [29] as \( \int_0^b + \int_b^\infty \), of course with the same integrand; the choice \( b = 1 \) appears to work well in most cases. The integral \( \int_0^b \) can then be evaluated by a repeated integration by parts (or, more conveniently, by the Fubini theorem), according to the formula

\[
\int_0^b \frac{(\tilde{R}_{p,m} f^{(\ell-m+r)})(u; t)}{t^{p+1-t+m}} \, dt = -\frac{(\tilde{R}_{p,m} f^{(\ell-m+r)})(u; b)}{(p - \ell + m)t^{p-\ell+m}} + \int_0^b \frac{(\tilde{R}_{p,m-1} f^{(\ell-m+r+1)})(u; t)}{(p - \ell + m)t^{p-\ell+m}} \, dt,
\]

where \( m = \ell, \ell - 1, \ldots \) and

\[
(\tilde{R}_{p,j} \psi)(u; t) := \frac{(R_j \psi)(u; t)}{ip+1} + (-1)^{\ell-j}(R_j \psi)(u; -t) \frac{(-i)^{p+1}}{(-i)^{p+1}},
\]

provided that \( p - \ell + m \neq 0 \) and

\[ E|X|^\ell-m+r + E|X|^{p+r} + E|X|^\ell-m+r+1 < \infty; \] (64)

the justification of this application of the Fubini theorem is done similarly to that in the reasoning preceding Corollary [31], note here that for \( p \geq 1 \) [34] and hence [63] hold for all \( m \in \{1, \ldots, \ell\} \), by the condition \( E|X|^r + E|X|^{r+p} < \infty \) and the definition of \( \ell \) in [24].

Each application of the identity [63] reduces both (i) the degree of the near-cancellation effect in the numerator of the integrand and (ii) the degree of the smallness of the denominator of the integrand.

As for the \( \int_b^\infty \) part” of the integral \( \int_0^\infty \) in [29], the terms of the integrand causing the slow convergence near \( \infty \) are power terms, proportional to \( t^{p+1} \) for \( j \in \{0, \ldots, \ell\} \), whose integrals are most easily evaluated, since \( \int_b^\infty \frac{u^j}{t^{p+1}} \, dt = \frac{1}{(p-j)!}\frac{b^{p-j}}{b^{p+1}} \).

Thus, under the conditions of Corollary [31] with \( p \geq 1 \),

\[
\int_0^\infty \frac{(R_{t,f}^{(r)})(u; t)}{(it)^{p+1}} + \frac{(R_{t,f}^{(r)})(u; -t)}{(-it)^{p+1}} \, dt
= \Gamma(p - \ell + m) \frac{\tilde{R}_{p,m-1} f^{(\ell-m+r+1)}(u; t)}{t^{p-\ell+m}} \int_0^b \frac{(\tilde{R}_{p,m} f^{(\ell-m+r)})(u; t)}{t^{p+1}} \, dt
- \frac{1}{\Gamma(p + 1)} \sum_{j=m}^{\ell} \frac{\Gamma(p - \ell + j)}{b^{p-\ell+j}} (\tilde{R}_{p,j} f^{(\ell-j+r)})(u; b)
+ \int_b^\infty \frac{f^{(r)}(u + t)}{it^{p+1}} + \frac{f^{(r)}(u - t)}{(-it)^{p+1}} \, dt
= \sum_{j=0}^{\ell} \frac{1}{(ip+1)} + \frac{(-1)^j}{(-i)^{p+1}} \frac{f^{(j+r)}(u)}{j!(p-j)b^{p-j}}.
\] (65)
for any $b \in (0, \infty)$ and any $m \in \{1, \ldots, \ell\}$. In fact, representation (65) holds as well for any $p \in (0, \infty) \setminus \mathbb{N}$ and any $m \in \{0, -1, \ldots\}$ such that $\mathbb{E}|X|^{\ell-m+r+1} < \infty$; note here that for $m \in \{-1, -2, \ldots\}$ the factor $\frac{1}{\rho_{p-r+m}}$ in the first integral in (65) is no longer singular in $t$ (near 0 or anywhere on the interval $(0, b)$). Representation (65) also holds for $m = \ell + 1$, in which case it is tautological as far as the $f_0^b$ part of the integral on the left-hand side of (65) is concerned.

As usual, we assume here and in the sequel that the sum of any empty family is 0, so that $\sum_{j=\ell+1}^{\ell} a_j = 0$ and $\sum_{j=0}^{m-1} a_j = 0$ for $m \in \{0, -1, \ldots\}$ and any $a_j$’s in $\mathbb{C}$. Thus, in accordance with (27), the terms $(\tilde{R}_{p,m-1}f^{(l-m+r+1)}(u;t))$ in the integrand of the integral from 0 to $b$ in (65) can be written simply as $(\frac{1}{\rho_{p-r+m}} + \frac{(-1)^{l-m+1}}{(-1)^{l-m+1}}) f^{(l-m+r+1)}(u)$ for any $m \in \{0, -1, \ldots\}$.

Whereas the right-hand side of (65) looks much more complicated than its left-hand side, the representation (65) provides for fast and instability-free calculations.

A The constants $c_p^\pm(g_n)$

Here we shall present explicit expressions of the constants $c_p^\pm(g_n)$ for the function $g_n$ as in (51); at this point, recall the definitions (3) of $c_p^\pm(g)$.

For any $p \in \mathbb{R} \setminus \mathbb{Z}$, let

$$\kappa_p := \Gamma(-p) = -\frac{\pi}{\Gamma(p+1) \sin \pi p}. \quad (66)$$

**Lemma A.1.** For any $x \in \mathbb{R}$, any $p \in (0, \infty) \setminus \mathbb{N}$, and $\ell$ and $e_\ell$ as in (24),

$$\int_0^\infty \frac{e_\ell(i tx)}{t^{p+1}} \, dt = \kappa_p i^p (-x)^p = \kappa_p (i \text{sgn } x)^{-p} |x|^p; \quad (67)$$

the latter expression is assumed to equal 0 when $x = 0$. Moreover, for any $x \neq 0$ and any $p \in (-1, 0)$,

$$\int_0^\infty \frac{e^{ix}}{t^{p+1}} \, dt = \kappa_p (-x)^p = \kappa_p (i \text{sgn } x)^{-p} |x|^p. \quad (68)$$

**Proof.** First, note that identity (68) for $p \in (-1, 0)$ follows immediately from (67) for $p \in (0, 1)$ via integration by parts.

So, it remains to verify (67) for $p \in (0, \infty) \setminus \mathbb{N}$. Let us denote the integral in (67) by $I(x)$. For $x = 0$, identity (67) is trivial. So, by the positive homogeneity in $x$, without loss of generality one may assume that $x \in \{1, -1\}$. Moreover, clearly $I(-1) = I(1)$.

Combining (28), (23) for $X = 1$ and $X = -1$, (25), (26), and (3), one obtains the system of equations

$$i^{-p-1} I(1) + (-i)^{-p-1} I(-1) = 2\pi / \Gamma(p+1),$$

$$( -i)^{-p-1} I(1) + i^{-p-1} I(-1) = 0$$

for $I(1)$ and $I(-1)$, whence (67) for $x \in \{1, -1\}$ follows. \hfill \Box

**Lemma A.2.** For each $n \in \mathbb{N}$, the constants $c_p^\pm(g_n)$ depend continuously on $p \in \left(\frac{(-1)^n-1}{2}, n\right)$; here one may recall (50).

**Proof.** Take any real $p_1$ and $p_2$ such that $\frac{(-1)^n-1}{2} < p_1 < p_2 < n$. 

Note that \( \frac{g_n(t)}{t^{p+1}} = 2^n \sin^n \frac{t}{p+1} = O(t^{n-p_2-1}) \) over all \( p \in [p_1, p_2] \) and \( t \in (0,1) \). Also, \( \int_0^1 t^{n-p_2-1} \, dt < \infty \), since \( p_2 < n \). So, by dominated convergence,
\[
\int_0^1 \frac{g_n(t)}{t^{p+1}} \, dt \text{ is continuous in } p \in [p_1, p_2].
\] (69)

Concerning the “remaining” part, \( \int_1^\infty \frac{g_n(t)}{t^{p+1}} \, dt \), of the integral
\[
c_n^+(g_n) = \int_0^\infty \frac{g_n(t)}{t^{p+1}} \, dt,
\] (70)
consider separately the two cases depending on whether \( n \) is even or odd. If \( n \) is even then \( p_1 > 0 \), and so, \( \int_1^\infty t^{-p_1-1} \, dt < \infty \), whereas \( \left| \frac{g_n(t)}{t^{p+1}} \right| \leq 2^n t^{-p_1-1} \) for all \( p \in [p_1, p_2] \) and \( t \in [1, \infty) \). So, by dominated convergence,
\[
\int_1^\infty \frac{g_n(t)}{t^{p+1}} \, dt \text{ is continuous in } p \in [p_1, p_2]
\] (71)
– if \( n \) is even (in which case the limit \( \int_1^\infty \) in (71) could actually be written as the Lebesgue integral \( \int_1^\infty \)).

Finally, if \( n \) is odd then, by (51) and (52), \( g_n = G_n' \), where \( G_n(t) := \sum_{j=0}^n (-1)^j \binom{n}{j} \frac{t^{n-j}}{2^{n-2j}} \) is odd \( O(1) \) over all \( t \in \mathbb{R} \). So, integrating by parts, one has
\[
\int_1^\infty \frac{g_n(t)}{t^{p+1}} \, dt = G_n(1) + (p + 1) \int_1^\infty \frac{G_n(t)}{t^{p+2}} \, dt.
\]
Next, \( \left| \frac{G_n(t)}{t^{p+2}} \right| = O(t^{n-p_2-2}) \) over all \( p \in [p_1, p_2] \) and \( t \in [1, \infty) \). Also, \( \int_1^\infty t^{-p_1-2} \, dt < \infty \), since \( p_1 > -1 \). So, by dominated convergence, (71) holds for odd \( n \) as well.

Thus, in view of (70), (69), and (71), \( c_n^+(g_n) \) is continuous in \( p \in \left( \frac{-1}{2-n}, \infty \right) \). To complete the proof of Lemma A.2 it remains to recall (53).

**Proposition A.3.** Take any \( n \in \mathbb{N} \) and then any real \( p \in \left( \frac{-1}{2-n}, \infty \right) \) such that \( n - p \) is not an even integer. Then
\[
c_n^+(g_n) = - \frac{\pi}{\Gamma(p+1)} \sigma_{n,p},
\] (72)
where
\[
\rho_{n,p} := \begin{cases} 
\sin(\pi p/2) & \text{if } n \text{ is even}, \\
\cos(\pi p/2) & \text{if } n \text{ is odd}
\end{cases}
\]
and
\[
\sigma_{n,p} := \sum_{0 \leq j < n/2} (-1)^j \binom{n}{j} (n-2j)^p.
\] (73)

**Proof.** Consider first the case when \( p \notin \mathbb{N} \). Recall (52) and note that
\[
\Delta_n^\psi = 0 \text{ for any polynomial } \psi \text{ of degree less than } n.
\] (74)
So, by (51), (24), and (50),
\[
g_n(z) = (\Delta_{i\varepsilon}^n e_{\varepsilon})(0)
\]
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for all $z \in \mathbb{C}$. Therefore, by (3), (52), and Lemma A.1

$$c_p^+(g_n) = \kappa_p \sum_{j=0}^{n} (-1)^j \binom{n}{j} (i \text{sgn}(n-2j))^{-p} |n-2j|^p$$

$$= \kappa_p \left( i^{-p} \sum_{0 \leq j < n/2} (-1)^j \binom{n}{j} (n-2j)^p + (-i)^{-p} \sum_{n/2 < m \leq n} (-1)^m \binom{n}{m} (2m-n)^p \right)$$

$$= \kappa_p (i^{-p} + (-1)^{-p}) \sigma_{n,p}.$$ 

So, in view of (66), (72) follows – in the case when $p \notin \mathbb{N}$.

To finish the proof, note that $\rho_{n,p} \neq 0$ if $n-p$ is not an even integer. Thus, the general case of Proposition A.3 with any real $p \in \left( \frac{(-1)^{n-1}}{2}, n \right)$ such that $n-p$ is not an even integer, now follows by Lemma A.2.

Proposition A.3 is complemented by

**Proposition A.4.** Take any $n \in \mathbb{N}$ and then any real $p \in \left( \frac{(-1)^{n-1}}{2}, n \right)$ such that $n-p$ is an even integer. Then ($p \in \mathbb{N}$ and)

$$c_p^+(g_n) = (-1)^{1+[p/2]} \frac{2}{p!} \frac{\sigma'_{n,p}}{\gamma_n},$$

where

$$\gamma_n := \begin{cases} 
1 & \text{if } n \text{ is even}, \\
-i & \text{if } n \text{ is odd}
\end{cases}$$

and

$$\sigma'_{n,p} := \frac{\partial \sigma_{n,p}}{\partial p} = \sum_{0 \leq j < n/2} (-1)^j \binom{n}{j} (n-2j)^p \ln(n-2j).$$

**Proof.** It is clear that $p \in \mathbb{N}$, since $n \in \mathbb{N}$ and $n-p$ is an even integer. Moreover, it follows that $\rho_{n,p} = 0$ and also $\sigma_{n,p} = \frac{1}{2} \sum_{0 \leq j < n/2} (-1)^j \binom{n}{j} (n-2j)^p = 0$, by (73) and (74). So, Proposition A.4 follows from Proposition A.3 by Lemma A.2 and l’Hospital’s rule, since $\frac{\partial \rho_{n,p}}{\partial p} = (-1)^{[p/2]} \frac{\pi}{2} \gamma_n$ at any point $p \in \mathbb{N}$.

**Remark A.5.** The respective explicit expressions for $c_p^-(g_n)$ immediately follow from Propositions A.3 and A.4 and the relation (53).

A special case of Proposition A.3 with odd $n$ and $p = 0$, is given in

**Corollary A.6.** For any $m \in \{0, 1, \ldots \}$

$$c_0^+ (g_{2m+1}) = (-1)^m \binom{2m}{m} i\pi = -c_0^- (g_{2m+1}).$$

**Proof.** Using the identity $\binom{2m+1}{j} = \binom{2m}{j} + \binom{2m}{j-1}$, write

$$\sigma_{2m+1,0} = \sum_{j=0}^{m} (-1)^j \binom{2m+1}{j}$$
\[
= \sum_{j=0}^m (-1)^j \left[ \binom{2m}{j} + \binom{2m}{j-1} \right] \\
= \sum_{j=0}^m (-1)^j \binom{2m}{j} - \sum_{r=1}^{m-1} (-1)^r \binom{2m}{r} = (-1)^m \binom{2m}{m}.
\]

Now the first equality in (76) follows by Proposition A.3 and the second equality there holds in view of Remark A.5.

The equality (76) can be rewritten as \( \int_0^\infty - \frac{\sin^{n+1}}{t} \, dt = \frac{\pi}{2m+1} \binom{2m}{m} \), again for any \( m \in \{0, 1, \ldots\} \). A special case of this, for \( m = 0 \), is the well-known equality \( \int_0^\infty - \frac{\sin t}{t} \, dt = \frac{\pi}{2} \). The special case of Proposition A.3 with \( n = 1 \) (and hence \( p \in (-1, 1) \)), which can be written as \( \int_0^\infty - \frac{\sin t}{t^p} \, dt = \frac{\pi/2}{(p+1)\cos(\pi p/2)} \), is also known; see e.g. [35, page 428].

We conclude this appendix by the following proposition, which shows that the constants \( c_p^{\pm}(g_n) \) are nonzero.

**Proposition A.7.** For all \( n \in \mathbb{N} \) and \( p \) as in (50), one has \( c_{p,n} := (\pm 2i)^nc_p^{\pm}(g_n) > 0 \).

**Proof.** By (51) and (53),

\[
c_{p,n} = \int_0^\infty - \frac{\sin^n t}{t^{p+1}} \, dt.
\]

So, obviously \( c_{p,n} > 0 \) if \( n \) is even. If \( n \) is odd, then \( c_{p,n} = (I_0 - I_1) + (I_2 - I_3) + \ldots \), where

\[
I_j := (-1)^j \int_{j\pi}^{(j+1)\pi} \frac{\sin^n u}{u^{p+1}} \, du = \int_0^{\pi} \left| \frac{\sin u^n}{(j\pi + u)^{p+1}} \right| \, du,
\]

which is strictly decreasing in \( j \geq 0 \) to 0. So, \( c_{p,n} > 0 \) for odd \( n \) as well.

\( \square \)

**B On the fractional derivatives**

Our definitions of the (fractional) derivative of any real order (which go back to [16]) follow [13, Eq. (2.1)] for \( p \in (0, \infty) \setminus \mathbb{N} \) and [45] for other cases. Let \( g : \mathbb{R} \to \mathbb{C} \). Define the derivative of \( g \) of order \( p \) at a real point \( t \) as follows.

(i) For \( p \in \{0\} \cup \mathbb{N} \), the derivative is defined as usual: \( g^{(p)}(t) := \frac{d^p g(t)}{dt^p} \), with \( g^{(0)}(t) := g(t) \).

(ii) For \( p \in (0, \infty) \setminus \mathbb{N} \) with \( k = \lfloor p \rfloor \) and \( \lambda := p - k \),

\[
g^{(p)}(t) := -\frac{1}{\Gamma(-\lambda)} \int_{-\infty}^t g^{(k)}(t) - g^{(k)}(u) \, du = \frac{1}{\Gamma(-\lambda)} \int_0^\infty \frac{g^{(k)}(t - s) - g^{(k)}(t)}{s^{1+\lambda}} \, ds. \tag{77}
\]

(iii) for \( p \in (-1, 0) \),

\[
g^{(p)}(t) := \frac{1}{\Gamma(-p)} \int_{-\infty}^t \frac{g(u)}{(t-u)^{1+p}} \, du = \frac{1}{\Gamma(-p)} \int_0^\infty \frac{g(t - s)}{s^{1+p}} \, ds. \tag{78}
\]

(iv) For \( p \in \mathbb{Z} \setminus \{0\} \setminus \mathbb{N} \),

\[
g^{(p)}(t) := \lim_{q \downarrow p} g^{(q)}(t). \tag{79}
\]
(v) For \( p \in (-\infty, 0) \setminus \mathbb{Z} \)
\[
g^{(p)}(t) := (g^{[p]})(t^{[p]}) (t),
\]
(80)

Of course, for the so defined fractional derivatives to exist, all the operations that need to be done in order to evaluate the corresponding expression have to be applicable.

It will be seen that, for \( g^{(p)} \) to exist for a given real \( p \), it is enough to assume that
\[
g = f, \quad \text{where } f \text{ is the c.f. of a r.v. } X \text{ with } E|X|^p < \infty.
\]
(81)

Note that part (i) of the above definition of the fractional derivative is different from that of [45], which is \( \frac{d^k g^{[p-k]}(t)}{dt^k} \) with \( k = |p| \). However, under condition (81), these two definitions are equivalent. This follows immediately from

**Lemma B.1.** Let \( p, k, \) and \( \lambda \) be as (77), and let \( f \) and \( X \) be as in (81). Then
\[
\frac{d^k}{dt^k} \int_0^\infty \frac{f(t-s) - f(t)}{s^{1+\lambda}} \, ds = \int_0^\infty \frac{f^{(k)}(t-s) - f^{(k)}(t)}{s^{1+\lambda}} \, ds
\]
(82)

for all real \( t \).

**Proof.** By the known rule of differentiation under the integral sign (see e.g. Theorem (2.27)(b) in [10]), it is enough to show that the modulus of the integrand on the right-hand side of (82) is bounded uniformly in \( t \in \mathbb{R} \) by an integrable function. But this follows because
\[
|f^{(k)}(t-s) - f^{(k)}(t)| \leq E|X|^k |e^{is|X|} - 1|
\]
for all \( t \in \mathbb{R} \) and \( s \in (0, \infty) \), and
\[
\int_0^\infty E|X|^k |e^{is|X|} - 1| \frac{ds}{s^{1+\lambda}} = E|X|^{k+\lambda} \int_0^\infty |e^{iv} - 1| \frac{dv}{v^{1+\lambda}} < \infty.
\]

\( \square \)

We shall now prove identity (22), assuming accordingly that \( f \) is the c.f. of a r.v. \( X \) with \( E|X|^p < \infty \). As mentioned before, this identity was presented in [45] (as Theorem 2 therein); note that notation \(-\infty D_x^p f\) was used in [45] in place of \( f^{(p)}(t) \). The proof of (22) in [45] was given only for \( p \in (-1, 0) \), and even in that case there was a gap. Therefore, we shall provide here the necessary details.

(I) First, one has to justify the interchangeability of the integration and expectation in [45, page 311, lines 2–3] – that is, the equality, for \( p \in (-1, 0) \), under the question mark in
\[
\Gamma(-p) f^{(p)}(u) = \int_{0^+}^{\infty} \frac{E e^{i(u-t)X}}{t^{p+1}} \, dt = E \int_{0^+}^{\infty} \frac{e^{i(u-t)X}}{t^{p+1}} \, dt
\]
(83)

for all real \( u \). However, this can be done by dominated convergence, just as in the first line of (16) in the proof of Theorem 2.3 – in this case, for \( Y = e^{iuX} \) and the function \( g \in \mathcal{F}_p \) given by the formula \( g(t) = e^{-it} \) for real \( t \). Also, it is clear that one can replace here \( \int_0^{\infty} \) by \( \int_0^{\infty} \).

(II) The case of \( p = -1 \) follows immediately from that of \( p \in (-1, 0) \) by dominated convergence, since \( |Xe^{itX}| \leq |X|^{-1} + 1 \) for all \( p \in (-1, 0) \).
(III) To treat the case \( p < -1 \), proceed by induction. Assume that (22) holds for some negative integer \(-n\) in place of \( p \). Take any \( p \in (-n-1, -n) \), so that \(-n = \lceil p \rceil\) and \( p + n \in (-1, 0) \). Then

\[
f(p)(t) = (f^{-n})^{(p+n)}(t)
\]

\[
= \frac{1}{\Gamma(-p-n)} \int_0^\infty \frac{i^{-n}E X^{-n} e^{i(t-s)} X}{s^{1+p+n}} ds
\]

\[
= \frac{1}{\Gamma(-p-n)} i^{-n}E X^{-n} e^{itX} \int_0^\infty \frac{e^{-isX}}{s^{1+p+n}} ds
\]

\[
= i^p E X p e^{itX}.
\]

The first equality here holds by the definition in (80), the second one by the definition in (78) and the assumed identity in (22) for \(-n\) in place of \( p \), the third one is verified quite similarly to (83), and the last equality holds by (68). Hence, (22) holds for \( p = -n - 1 \); cf. the above consideration of the case \( p = -1 \) in item (II).

Thus, by induction, (22) has been verified for all real \( p < -1 \) and, in view of items (I) and (II), for all real \( p < 0 \).

(IV) It remains to consider the case \( p \in [0, \infty) \). The case \( p \in \{0\} \cup \mathbb{N} \) is a textbook one. So, suppose that \( p \in (0, \infty) \setminus \mathbb{N} \). Then, with \( k \) and \( \lambda \) as in (77),

\[
f(p)(t) = \frac{1}{\Gamma(-\lambda)} \int_0^\infty \frac{f^{(k)}(t-s) - f^{(k)}(t)}{s^{1+\lambda}} ds
\]

\[
= \frac{1}{\Gamma(-\lambda)} \int_0^\infty i^k E X^k e^{itX} \left( e^{-isX} - 1 \right) ds
\]

\[
= \frac{1}{\Gamma(-\lambda)} i^k E X^k e^{itX} \int_0^\infty \frac{e^{-isX} - 1}{s^{1+\lambda}} ds
\]

\[
= i^p E X p e^{itX}.
\]

The second equality here holds by the mentioned identity in (22) for the nonnegative integer \( k \) in place of \( p \), the third one is verified again quite similarly to (83), and the last equality holds by (67) (with 0 and \( \lambda \) in place of \( \ell \) and \( p \), respectively). Hence, (22) holds for all \( p \in [0, \infty) \) as well, and thus indeed for all real \( p \).
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