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ABSTRACT
How should one combine noisy information from diverse sources to make an inference about an objective ground truth? This frequently recurring, normative question lies at the core of statistics, machine learning, policy-making, and everyday life. It has been called “combining forecasts”, “meta-analysis”, “ensembling”, and the “MLE approach to voting”, among other names. Past studies typically assume that noisy votes are identically and independently distributed (i.i.d.), but this assumption is often unrealistic. Instead, we assume that votes are independent but not necessarily identically distributed and that our ensembling algorithm has access to certain auxiliary information related to the underlying model governing the noise in each vote. In our present work, we: (1) define our problem and argue that it reflects common and socially relevant real world scenarios, (2) propose a multi-arm bandit noise model and count-based auxiliary information set, (3) derive maximum likelihood aggregation rules for ranked and cardinal votes under our noise model, (4) propose, alternatively, to learn an aggregation rule using an order-invariant neural network, and (5) empirically compare our rules to common voting rules and naive experience-weighted modifications. We find that our rules successfully use auxiliary information to outperform the naive baselines.
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1 INTRODUCTION
Many collective decision making processes aggregate noisy good faith opinions in order to make an inference about some underlying ground truth. In cooperative policy making, for example, each party advocates for the policy they believe is objectively best. Similarly, in academic peer review, a meta-reviewer combines good faith reviewer opinions about a submitted paper. Other examples are easy to come by. We refer to this setting as objective social choice, to contrast it with the typical subjective social choice setting [35], where the optimal choice is defined in terms of the voter utilities rather than a ground truth. Whereas subjective social choice can be viewed as collective compromise, objective social choice can be viewed as collective estimation.

Unlike the subjective setting, where it is natural to consider each source or voter equally—an axiom known as “anonymity” [32]—objective analysis suggests otherwise: diverse and more informed opinions should be valued more. Many sensible, real-world settings involve asymmetric (non-anonymous) voting, making this a relevant line of analysis. Academic review is one. Another is corporate governance, where different stakeholder classes have varying voting powers, depending on the issue. In such cases, varying voter weights are natural, and one can evaluate the quality of social choices via other avenues (e.g., direct evaluation [27] or ex post analysis [19]). In other settings, such as national elections, the objective approach raises ethical concerns of fairness, and the objective approach may be inappropriate.

Although objective social choice has been the subject of numerous studies in social choice [6, 10, 12, 44], forecasting [3, 9, 13], statistics [16, 18] and machine learning [15, 37] (Section 2), to our knowledge, no prior work has dealt with the case of non-i.i.d. ordinal feedback (i.e., ranked preferences). Yet this is the case in many practical applications. During peer review, for instance, two of three reviewers might share primary areas of expertise, but being human, cannot share comparable cardinal estimates. Or consider a robot that must aggregate feedback from human principals. Once again, the different principals will draw upon diverse background to form their opinions, which can only be shared as ordinal preferences. In each case, how should the non-i.i.d. feedback be aggregated?

Our work is intended as a first step toward answering this question. To narrow the scope of our inquiry, we make several modeling assumptions (Section 3), which we hope can be relaxed in future work. In particular, we assume that (1) the underlying ground truth and noise generating process is modeled as a $k$-armed bandit problem, where the different arms represent different alternatives, (2) different voters see different pulls of the arms, and (3) the social decision rule sees how many pulls each voter saw (but not their outcomes). We solve for the maximum likelihood social choice in a series of cases (Section 4). As our derived rules rest on strong assumptions about the noise generation process, we also propose to learn a more flexible aggregation rule using an order-invariant neural network (Section 4.2). We empirically compare our derived and learned rules to classical voting rules (Section 5). Our results confirm the intuition that objective estimation can be improved by up-weighting opinions from diverse and more informed sources.
2 RELATED WORK

Social Choice. The fundamental question of social choice asks: how should we combine the preferences of many into a social preference? [2, 38]. While the usual approach evaluates the social preference in terms of the preferences of individuals [1, 22, 35] ("subjective" social choice), a line of papers frame individual preferences as noisy reflections of an underlying ground truth and evaluate the social preference by comparing to the ground truth ("objective" social choice). Perhaps the first is due to Condorcet [10], who studied the problem where voters rank two alternatives correctly with some probability \( p > \frac{1}{2} \). This simple noise model is a special case of the \( n \)-alternative Mallows model [31], according to which each voter ranks each pair of alternatives correctly with probability \( p > \frac{1}{2} \) (and votes are redrawn if a cycle forms).

Young [44] generalized Condorcet’s analysis to general Mallows noise (\( n > 2 \) alternatives), and showed that the Kemeny voting rule returns the maximum likelihood (MLE) estimate of the truth for this noise model. Conitzer and Sandholm [12] further extended this “maximum likelihood” analysis to other voting rules and i.i.d. noise models; their main results include a proof that any so-called “scoring rule” (e.g., plurality, Borda count, veto) is the MLE estimator for some i.i.d. noise model, as well as proofs that certain other voting rules (e.g., Copeland) are not MLE estimators for any i.i.d. noise model. Caragiannis et al. [5, 6] consider the sample complexity necessary to ensure high likelihood reconstructions of the ground truth under Mallow’s noise. Also related is the independent conversations model in social networks, where independent pairs of voters receive information about some ground truth. Conitzer [11] introduces the model for two alternatives and constructs the maximum likelihood estimator, which he shows to be \( \#P \)-hard. Procaccia et al. [36] extend and analyze this model for multiple alternatives.

Our work is unique in two respects. First, we do not assume i.i.d. noise. Rather, we use a \( k \)-armed bandit noise model, which provides a basic but plausible noise generating process that can account for diversity in the subjective experiences of voters. Second, our approach is cardinal: rather than apply noise directly to ranked preferences, we apply noise to a cardinal ground truth. As Procaccia and Rosenschein [35] introduced cardinal analysis into subjective social choice, we do so in the objective case.

Forecasting, Statistics and Machine Learning. Numerous papers in forecasting and statistics have examined the combination of estimates. Bates and Granger [3] provided an early derivation of optimal weights for linearly combining two cardinal estimates. Their analysis was extended to the \( n \) estimate case by Dickinson [13, 14] and improved by Granger and Ramanathan [21], among many others [9, 20, 41]. While the literature on combining forecasts typically deals with point estimates (or time series thereof), significant work has also been done on combining probability distributions [17, 18, 26, 33]. In empirical statistics, the combination of experimental results is known as meta-analysis [16]. Almost all work on combining cardinal estimates considers linear combinations; this can be justified by an appeal to Harsanyi’s theorem [22, 42], which states (roughly) that any cardinal—in the VNM expected utility sense [40]—combination of cardinal estimates that satisfies Pareto indifference (i.e., the combination is a function of the estimates and nothing else) can be expressed as a linear combination of the estimates.

Combining estimators through ensembles is a common technique used to improve inference performance in machine learning [15, 37]. Much like the literature on combining forecasts, Perrone and Cooper [34] and Tresp and Taniguchi [39] propose weighting schemes that ensemble estimators based on their variances.

Our proposal differs from the above works in that (1) we combine ordinal votes rather than cardinal predictions, and (2) we define an underlying noise model and use count-based information rather than empirical variances. Some recent works in reinforcement learning use ensembles in an ordinal setting [7, 8], but these works use naive ensembling techniques (majority vote and arithmetic mean).

The dueling bandit problem setting is similar to ours, in that ordinal comparisons are used to make an inference about an underlying, (potentially) cardinal bandit [45]. As it uses repeat online comparisons rather than count (or other similarity) information, the dueling bandits formulation is more suitable to interactive and online applications such as ad placement and recommender systems than one-shot votes. Our work could potentially be applied to initialize an online bandit when historical information is available.

3 MODEL

We first present a generic framework for objective social choice and then describe the modeling assumptions we make for our work.

3.1 Formal Setup

We assume the existence of a ground truth, cardinal objective function \( V : A \rightarrow \mathbb{R} \), where \( A \) is a finite set of alternatives, and define \( n = |A| \). We represent \( V \) by the vector \( \{\mu_1, \mu_2, \ldots, \mu_n\} \), where \( \mu_i \) is the “true quality” of alternative \( a_i \), and denote the optimal alternative by \( a^* = \arg \max_i \{\mu_i\} \). \( m \) voters partially observe this ground truth and provide our social choice rule \( f \) with their noisy votes. Each such set of noisy votes is an element of the voting or observation space \( X \), which can be seen as (part of) the input domain of \( f \). In general, there are many ways in which voters could make their observations and provide their feedback. Regardless of the precise details, it seems plain that a rule with access to the votes, but to no other information (dom \( f = X \times C \) should satisfy anonymity i.e., weigh each vote equally. It is also plain that for an anonymous voting rule, whether or not votes are i.i.d. is irrelevant. Therefore, our setting is only interesting when, in addition to votes, our voting rule has access to some auxiliary information or context \( c \in C \), so that dom \( f = X \times C \). As is the case for \( X \), there are many options one could consider for \( C \), and we make specific assumptions below.

The codomain of \( f \) may either be (1) \( V \), the set of valid ground truth functions (with \( V \in V \)), so that \( f \) outputs cardinal prediction \( \hat{V} \), (2) \( A \), so that \( f \) outputs a single best alternative \( \hat{a} \), or (3) the set of ordinal rankings over the alternatives. Note that if the codomain is \( V \), one can consider this entire process as a sort of autoencoder: there is a noise model \( g : V \rightarrow X \times C \) that produces the votes and auxiliary information, and the job of our rule \( f : X \times C \rightarrow V \) is (roughly speaking) to reconstruct the input to \( g \). Thus, optimal rules are closely tied to noise models; cf. [12]. Figure 1 summarizes the objective social choice framework.
Figure 1: A generic framework for objective social choice. The ground truth \( V \in \mathcal{V} \) passes through noise model \( g \) to generate the votes \( x \in \mathcal{X} \) and contexts \( c \in \mathcal{C} \) for \( m \) voters. The rule \( f \) is applied to generate social choice \( f(x,c) \).

In addition to specifying the noise model \( g \), voting format \( \mathcal{X} \), auxiliary information \( \mathcal{C} \), and codomain of \( f \), we must also specify an objective function: what makes a given rule or rule selection algorithm "good"? As usual, the answer will depend on the context. In our present work we seek the rule that corresponds to a maximum likelihood estimate (MLE) \( \hat{V} \) of the ground truth \( V \); that is, given data \((x,c)\in\mathcal{X}\times\mathcal{C}\), the output of \( f \) is consistent with the \( \hat{V} \) that is most likely to have generated votes \( x \) conditioned on the context \( c \). It should be noted that where \( f \) returns a best alternative or ranking over alternatives, this problem formulation is different from finding the most likely best alternative or most likely ranking depending on a distributional estimate of \( \hat{V} \). The MLE rule may not be the empirically best rule, and so to compare voting rules in Subsection 5, we will use the notion of regret, defined as \( V(\hat{a}) - V(\bar{a}) \), where \( \bar{a} \) is the alternative most preferred by \( f \).

### 3.2 Specific Modeling Assumptions

To narrow the scope of our present inquiry, we make the following assumptions about \( g \) and \( \mathcal{C} \):

**Assumption 1.** The voters observe the \( n \)-dimensional ground truth \( V = [\mu_1, \mu_2, \ldots, \mu_n] \) through an \( n \)-arm stochastic bandit [29]. Each arm reveals information about the corresponding dimension of \( V \), and voters observe samples from arm \( i \) according to \( \eta_i \sim N(\mu_i, \sigma_i^2) \), where \( \sigma_i^2 \) is the variance of arm \( i \). To simplify analysis, we assume that the \( \sigma_i^2 \) are either known or equal.

**Assumption 2.** There are \( m \) voters, where the \( i \)-th voter sees the \( j \)-th arm pulled \( c_{ij} \) times. Let \( \bar{c}_j = \sum_i c_{ij} \). Each voter sees different (independently sampled) pulls—thus, vote noise is independent, but not identically distributed.

**Assumption 3.** The auxiliary information \( c \in \mathcal{C} \) consists of the observation counts for each voter. For each voter \( i \), this is number of pulls for each arm: \( [c_{i1}, c_{i2}, \ldots, c_{in}] \).

**Assumption 4.** Voter \( i \) estimates \( V \) as \( X_i = [x_{i1}, x_{i2}, \ldots, x_{in}] \), which determines their vote (specific details below).

The above assumptions leave open the voting format \( \mathcal{X} \), and also the output (codomain) of our voting rule \( f \). We explore different combinations of these in Section 4 below.

Although there are many alternatives to Assumptions 1-4, these basic assumptions strike us as a simple, yet flexible model. Many noise processes can be framed as bandits. Take peer review for instance: one could designate an arm for each paper under review (and accept the top \( k \)). Similarly, count information, which serves as a proxy for voter experience, provides a generic way of characterizing the "non-i.i.d.ness" of votes (an extension to our work might examine the case where some voters observe the same pulls, leading to dependent votes). Other interesting choices may include voter similarities, as specified by some kernel function (this would model the votes as a sample from a Gaussian process), or empirical covariance measurements (obtained by observing several votes). The assumption of Gaussian noise is relaxed in Subsection 4.2 and our experiments.

### 4 AGGREGATION RULES

#### 4.1 Derived Rules

In this section we analyze MLE social choice under the specific modeling assumptions made above. We do this in a series of five cases of roughly increasing complexity where, in each case, we derive one or more scoring rules [12]. Scoring rules, such as the Borda, plurality and veto rules [4], compute for each alternative \( j \) a single aggregate score (or predicted utility, \( \hat{V}_j \)) by taking a simple sum across individual voter weights (i.e., \( \hat{V}_j = \sum_i w_{ij} \), where the \( w_{ij} \) is the weight of voter \( i \)'s vote for arm \( j \)). The alternatives are ranked according to these numbers and the top scoring alternative is selected. For example, the commonly used plurality rule assigns weight \( w_{ij} = 1 \) to voter \( i \)'s top choice \( j \), and \( w_{ik} = 0 \) for \( k \neq j \), which results in selecting the alternative that is ranked first most often. In the two alternative cases below (cases 2 and 3), where the derived weights \( w_{ij} \) do not have a \( j \) subscript, voter \( i \)'s top choice gets weight \( w_i \) and their second choice gets weight \(-w_i\) (or 0, since only relative weight matters).

The first two cases below, which use cardinal votes, simply recast known results into our setting. The latter three use ordinal votes and are novel contributions.

**Case 1 (Many alternatives, votes are cardinal means). There are \( n \) arms, and voter \( i \) provides their cardinal votes \( (x_{ij}) \) for each arm \( j \), where \( x_{ij} \) is the mean of \( i \)'s observations for arm \( j \).**

**Solution.** Had our aggregation rule seen the pulls itself, its MLE estimate \( \hat{\mu}_j \) of the true mean \( \mu_j \) would be the mean observed reward, which can be computed directly from the available information:

\[
\hat{\mu}_j = \frac{r_{1j} + r_{2j} + \cdots + r_{c_{ij}}}{c_{ij}},
\]

so that \( w_{ij} \propto c_{ij} \).

Note that \( x_{ij} \sim N(\mu_j, \sigma_j^2/c_{ij}) \), so that each estimate is weighted inversely proportional to its variance, \( \sigma_j^2/c_{ij} \). The use of inverse variance to weight independent cardinal estimates is well known [3, 13, 16, 34, 39].

**Case 2 (2 alternatives, votes are cardinal differences). There are \( n = 2 \) arms, and each voter \( i \) provides their estimate \( y_i = c_{i2} - c_{i1} \) of the cardinal difference between arms.**
SOLUTION. As \( x_{11} \) and \( x_{12} \) are independent, we have that \( x_{12} - x_{11} \sim \mathcal{N}(\mu_2 - \mu_1, \frac{\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2}) = \mathcal{N}(\mu_2 - \mu_1, \frac{\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2}) \). To combine the votes we take the weighted mean with weights proportional to the inverse variances [3], so that \( w_j \propto \frac{\sigma_1^2 + \sigma_2^2}{\sigma_1^2 + \sigma_2^2} \).

Unlike Case 1, where the \( \sigma_2^2 \) was irrelevant to \( w_{ij} \), the weights in Case 2 depend on \( \sigma_1^2 / \sigma_2^2 \). We assumed above that this ratio is known; if not, one might infer the ratio from data. An interesting corollary is that a voter that wishes to maximize the weight of her vote should pull each of the arms equally. If all voters adopt this strategy, we do not need estimates of the variances of the arms and can just weigh each vote in proportion to voter experience.

CASE 2 (2 ALTERNATIVES, VOTES ARE ORDINAL RANKS). There are 2 arms, and each voter \( i \) provides an ordinal ranking \((a_1, a_2)\) indicating that they value \( a_1 \) higher than \( a_2 \) (i.e., \( x_{1i} \geq x_{2i} \)).

SOLUTION. As above, we have \( x_{12} - x_{11} \sim \mathcal{N}(\mu_2 - \mu_1, \frac{\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2}) \). Denoting the CDF of \( x_{12} - x_{11} \) by \( \Phi_1 \), and defining the binary variable \( Y_i = I_{x_{1i} \leq x_{2i}} \), we have \( Y_i \sim \mathcal{B}(\Phi_1(0)) \) (the Bernoulli distribution parameterized by \( \Phi_1 \) evaluated at 0). Our votes \( x \in X \) consist of a set of samples \( \{y_1 \sim Y_1, y_2 \sim Y_2, \ldots, y_m \sim Y_m\} \). Since adding a constant to the underlying means has no effect on the likelihood, a direct inference about \( V = (\mu_1, \mu_2) \) is impossible and we instead seek to estimate the difference \( \mu_2 - \mu_1 \). Defining \( x_i^2 = \frac{\sigma_1^2 + \sigma_2^2}{\sigma_1^2 + \sigma_2^2} \),

\[
\log \Pr(Y; \Delta) = \sum_i \log \Phi_1(0)y_i(1 - \Phi_1(0))^{1-y_i} = \sum_i y_i \log \left[ \frac{1 + \text{erf}\left(\frac{x_i}{\sqrt{2}}\right)}{2} \right] + (1 - y_i) \log \left[ \frac{1 + \text{erf}\left(-\frac{x_i}{\sqrt{2}}\right)}{2} \right].
\]

We could try to optimize directly with respect to \( \Delta \) by setting \( \frac{d}{d\Delta} \log \Pr(Y; \Delta) = 0 \), but this appears analytically intractable:

\[
0 = \sum_i \frac{-2y_i}{x_i \sqrt{2\pi}} \exp \left[ \frac{-x_i^2}{2\sigma^2} \right] + \left(1 - y_i\right) \frac{-2}{x_i \sqrt{2\pi}} \exp \left[ \frac{-x_i^2}{2\sigma^2} \right].
\]

However, since \( \log \Pr(Y; \Delta) \) is concave (proof in Appendix), its gradient evaluated at \( \Delta = 0 \) points in the direction of the MLE solution and we can use this fact to find \( Y \) corresponding to MLE estimate of \( \Delta \) by evaluating (see Appendix for details):

\[
\frac{d}{d\Delta} \log \Pr(Y; \Delta(0)) \propto \sum_i \left[ -y_i x_i^{-1} + (1 - y_i) x_i^{-1} \right],
\]

so that \( w_j \propto x_i^{-1} = \sqrt{\frac{\sigma_1^2 \sigma_2^2}{\sigma_1^2 + \sigma_2^2}} \).

CASE 4 (MANY ALTERNATIVES, VOTES ARE ORDINAL RANKS). There are \( n \) arms, and voter \( i \) provides an ordinal ranking indicating whether they prefer \( a_j \) to \( a_k \) (i.e., \( x_{ij} \geq x_{ik} \)) for all pairs \((a_j, a_k)\).

APPROXIMATE SOLUTION. Though we were unable to solve this case exactly, we take advantage of a naive independence assumption (a la Naive Bayes [30]) to arrive at a plausible, approximate aggregation rule. We will confirm in Section 5 that it empirically outperforms the baselines. As above, we define binary variable \( Y_{ij<k} \equiv I_{x_{ij} - x_{ik} \leq 0} \) (indicating that \( k \) is preferred to \( j \), so that votes are a set of samples \( \{y_{ij<k} \sim Y_{ij<k}\} \), and assume:

ASSUMPTION (NAIVE INDEPENDENCE). For all \( i \) and distinct pairs \((j, k)\) and \((t, s)\), variables \( Y_{ij<k} \) and \( Y_{is<jt} \) are independent.

This assumption is never true for \( n > 2 \). To see this, consider the alternatives \( j, k, t \), and note that \( y_{ij<k} = 1 \) and \( y_{is<jt} = 1 \) imply \( y_{ij<jt} = 1 \) (by transitivity of the underlying cardinal values), which violates independence. Nevertheless, by using this assumption, we can apply our Case 3 strategy by rewriting the probability of the data as a sum over the probabilities of the pairwise votes:

\[
\log \Pr(Y; \Delta) = \sum_{j \neq k} \log \Pr(Y_{ij<k}; \Delta_{jk})
\]

where \( \Delta = [\mu_1, \mu_2, \ldots, \mu_n] \) (above, and \( \Pr(Y_{ij<k}; \Delta_{jk}) \) is the probability of observing the voters’ pairwise comparisons between \( a_j \) and \( a_k \) (ignoring other alternatives). Noting that \( \frac{\partial \Delta}{\partial \mu_j} = 1 \) and \( \frac{\partial \Delta}{\partial \mu_k} = -1 \), we can apply our Case 3 solution to find the partial derivatives of \( \log \Pr(Y_{ij<k}; \Delta) \), evaluated at \( \Delta = 0 \), with respect to \( \mu_j \) and \( \mu_k \). Summing across alternative pairs yields:

\[
w_{ij} \equiv \sum_{k \neq j} \left[ -y_{ij<k} + (1 - y_{ij<k}) \right] \frac{-\epsilon_{ij} \epsilon_{ik}}{\sigma_1^2 \epsilon_{ij} + \sigma_2^2 \epsilon_{ik}}.
\]
The log-likelihood of the data is therefore:
\[
\log \Pr(\mathcal{D}; \hat{V}) = \sum_i \log \mathbb{E}_{x \sim \phi_{ij}} \prod_{k \neq j} \Phi_{ik}(x)
\]
where the expectation for each voter is taken with respect to that voter’s top choice \(a_j\) (we are abusing notation slightly, as \(a_j\) differs across voters). While there appears to be no way to maximize this analytically [23], we can compute the gradient with respect to \(\hat{V}\):
\[
\nabla \log \Pr(\mathcal{D}; \hat{V}) = \sum_{i=1}^n \nabla \log \mathbb{E}_{x \sim \phi_{ij}} \prod_{k \neq j} \Phi_{ik}(x)
\]
\[
= \sum_{i=1}^n \frac{1}{f(i)} \int_{-\infty}^{\infty} \frac{\phi_{ij}(x)}{\phi_{ij}(x)} \nabla \prod_{k \neq j} \Phi_{ik}(x) \, dx
\]
\[
= \sum_{i=1}^n \frac{1}{f(i)} \mathbb{E}_{x \sim \phi_{ij}} \left[ \nabla \log \phi_{ij}(x) \right] \prod_{k \neq j} \Phi_{ik}(x) + \nabla \prod_{k \neq j} \Phi_{ik}(x)
\]
where the third and fourth equalities use the log derivative trick of the REINFORCE [43] gradient estimator together with the product rule, and \(f(i)\), \(g(i, x)\), and \(s(i, x)\) are defined accordingly:
\[
f(i) = \mathbb{E}_{x \sim \phi_{ij}} s(i, x) \quad s(i, x) = \prod_{k \neq j} \Phi_{ik}(x) \quad g(i, x) = \nabla \log \phi_{ij}(x)
\]

We thus have a method for Monte Carlo estimation of the gradient of the log likelihood. Each term has an intuitive justification. \(f(i)\) represents a weight for each voter. A voter whose vote is in line with the current guess of the underlying arm means has less weight on the gradient. \(g(i, x)\) is part of the typical REINFORCE [43] objective and corresponds to increasing the probability in regions where the score (product of the CDFs of the remaining arms) is high. Finally \(\nabla s(i, x)\) is the correction term that appears due to the dependence of the score function on the arm means. \(\nabla s(i, x)\) incentivizes decreasing the means of the arms that are not voted for. Initializing \(\hat{V} = 0\), we can either compute the gradient once and take the maximal component to be the winner (as in Case 3, but without the optimality guarantee) or use the gradient ascent algorithm to find an optimum. We will do the former, and call it the Case 5 “Monte Carlo approximation.”

In terms of implementation, \(g(i, x)\), \(s(i, x)\), and \(\nabla s(i, x)\) are straightforward and can be done with a library that computes density functions for Gaussians. In particular, we note that each component of \(\nabla s(i, x)\) consists of the product of CDFs and a single PDF.

As computing a good approximation using the Monte Carlo strategy can be expensive and requires known pull variance \(\sigma_i\), we propose two analytical approximations that only require the ratio \(\sigma_i/a_j\) to be known. First, noting that events \((x_{ij} \geq x_{ik})\) and \((x_{ij} \geq x_{ih})\) are positively correlated for all \(j, k, h\), we have \(\Pr(x_{ij} \geq x_{ik}) \geq \Pr(x_{ij} \geq x_{ik})\), which gives the lower bound:
\[
\nabla \log \Pr(\mathcal{D}) = \sum_{i=1}^n \log \prod_{k \neq j} \Pr \left[ x_{ij} \geq x_{ik} \right] \prod_{1 \leq h < k, h \neq j} (x_{ij} \geq x_{ik})
\]
\[
\geq \sum_{i=1}^n \log \prod_{k \neq j} \Pr(x_{ij} \geq x_{ik})
\]

We can now apply the same argument as in Case 4 and approximately optimize this lower bound by following its gradient at \(\hat{V} = 0\). This leads to same weights as our unnormalized Case 4 rule (i.e., weigh votes according to equation 1) for observed comparisons (i.e., all pairs involving each voter’s top choice). We call this the Case 5 “lower bound approximation”.

A second approach makes the following simple observation: at \(\hat{V} = 0\), a gradient step in the direction of maximizing \(\Pr(x_{ij} \geq 0)\) also increases \(\Pr(x_{ij} \geq \max X_{i,j})\). To evaluate the gradient of log-likelihood \(\hat{V}(x_{ij} \geq 0)\) at \(\hat{V} = 0\), one can run through a computation similar to Case 3, or simply take the limit of the Case 3 weight as one of the counts goes to \(\infty\). This yields \(w_{ij} = \sqrt{n_{ij}}\) for the top choices \(a_j\) each arm has equal observation variance (with \(w_{ik} = 0\) for \(k \neq j\) and \(w_{ij} = \sqrt{n_{ij}}\)). We call this the Case 5 “zero approximation”.

Both analytical approximations are a bit crude. The lower bound approximation ignores significant dependencies, and the zero approximation does not factor in counts of non-selected alternatives. In both cases we use the gradient at \(\hat{V} = 0\), but unlike in Case 3 where this is justified by concavity, there is no similarly strong justification here. Nevertheless, we will see in our experiments that both approximations improve over plurality baselines.

\[\square\]

### 4.2 Learning an Aggregation Rule

Can we come up with a rule for the many alternative, ordinal rank case (Case 4) that does not rely on the Naive Independence assumption? Although we were unable to do so analytically, we propose to learn an aggregation rule from data. This rule will serve as a useful baseline for our derived rules, and the approach is flexible, in that it can be trained on data generated by any noise model (e.g., a k-armed bandit with uniform observation noise). As an additional benefit, the learned rule will output a distribution over outcomes (our derived rules output point estimates).

We require our learned rule to apply in the case of an arbitrary number of voters and alternatives. Ideally, our rule should be a function \(f : X \times C \rightarrow \mathbb{R}^n\) that is order invariant with respect to voters, and order equivariant with respect to alternatives (permitting the alternatives permutes the results in the same way). Both properties were studied by Zaheer et al.’s work on Deep Sets [46], which investigated the expressiveness of the order invariant sum decomposition \(\sigma(\Sigma_i h(z_i))\) and proposed simple neural network layers to model equivariant functions. An alternative approach to accommodating variable numbers of voters and alternatives would be to use recurrent architectures such as LSTMs [24] with respect to each dimension, but this would be sensitive to their orderings.

We adopt the Deep Set architecture \(\sigma(\Sigma_i h(z_i))\), where the input \(z_i\) of the \(i\)-th voter is an \(n \times k\) matrix, where \(n\) is the number of alternatives and \(k\) is the number of features representing each alternative’s count and vote information. We use equivariant functions (in terms of the alternatives) for both the encoder \(h\) and decoder
Figure 2: Architecture for our learned aggregation rule, based on Deep Sets [46]. For each voter \( i \), vote features (votes and count information) \( \{a_1, b_1, \ldots\} \) are embedded via permutation equivariant \( h \). Embedded votes are aggregated across voters using permutation invariant \( \oplus \) and passed through a permutation equivariant \( \sigma \) to produce alternative scores.

\[
sigma, \text{ and take the sum } \sum_i \text{ across the voters. The decoder } \sigma \text{ terminates in a softmax. This architecture satisfies all desiderata outlined above and outputs a proper distribution over outcomes. We train the network to minimize a negative log likelihood (cross entropy) loss where the targets are ground truth best outcome. Training was done via gradient descent for up to 5000 mini-batches of size 128, generated as described in our high variance experiment (Subsection 5.1) with a different random number of voters (sampled uniformly between 5 and 350) and different number of alternatives (sampled uniformly between 5 and 15) for each mini-batch. We tested 20 random hyperparameter configurations from a search space of 144, and kept the model with the lowest loss. See the Appendix for further details, including specific hyperparameters and a full description of our final architecture.}

5 EXPERIMENTS
In this section we compare our derived and learned rules to common voting rules in settings of varying uncertainty. We find that our rules consistently outperform anonymous rules, even when there is significant count noise. Code to replicate the experiments is available online at https://github.com/spitis/objective_social_choice.

5.1 Ideal, High Variance Conditions
For this experiment, we generate 100,000 instances of the multiarmed bandit problem with 10 alternatives for different numbers of voters (3, 10, 30, 100, and 300). The ground truth mean of each arm is sampled as \( \mu_i \sim \mathcal{N}(0, 1) \) and the voter counts \( c_{ij} \) are sampled uniformly between 1 to 50. Individual observations are sampled with high variance from \( \mathcal{N}(\mu_i, 1000) \). The voters then report an ordinal ranking based on their estimated means for each alternative.

We compare the performance of our Case 4 and Case 5 rules as well as our learned voting rule to several baselines: basic plurality vote and Borda count [4], naively-modified Plurality vote and Borda count (“Plurality+” and “Borda+”), and a Case 1 oracle. The plurality baseline sets \( w_{ij} = 1 \) for voter \( i \)’s top choice \( j \), and \( w_{ik} = 0 \) for \( k \neq j \). The Borda baseline sets \( w_{ij} = \sum_{k \neq j} \tilde{x}_{ij} x_{ik} \). The Plurality+ and Borda+ baselines take the best performing modification of the basic Plurality and Borda baselines, where the modification uses the count information in an unjustified but plausible way. The tested modifications include weighing each voter’s scores by: the arithmetic mean of that voter’s counts \( \{c_{ij}\} \), the harmonic mean of the counts, or, in each case, the square root and logarithm thereof. The Case 1 oracle sees each voter’s cardinal estimate \( X \) and acts as an upper bound on performance. For our Case 5 Monte Carlo approximation we averaged 100 samples from \( \phi_{ij} \), which we found performed almost as well as 1000 samples and made simulations cheaper. In all cases, ties are broken by random selection.

Performance, as measured by regret, is shown in Table 1a. Relative performance in terms of accuracy (not shown) is approximately the same. The different voting rules are grouped according to access to votes and auxiliary information. Our rules consistently beat anonymous baselines. Among pairwise rules, we observe that our learned aggregation rule has the best overall non-oracle performance, but note that the two Case 4 rules are quite close in performance to the learned rule and are significantly cheaper to compute. The Case 5 results show that the zero approximation is consistently better than the lower bound, and very close to the Monte Carlo approximation (which should give near optimal performance). Finally, we note that all pairwise rules outperform all plurality rules (including Case 5). This is not surprising, as plurality rules use less information than pairwise rules.

5.2 Ideal, Low Variance Conditions
We now consider the same experiment as above under lower observation variance. Instead of sampling observations from \( \mathcal{N}(\mu_i, 1000) \), we sample them from \( \mathcal{N}(\mu_i, 10) \). The purpose here is two-fold. First, our learned aggregation rule, which was the best performing rule in high variance conditions, was trained in those exact conditions, and we hypothesize its performance will deteriorate out of domain. Second, we note that the failure mode of the unnormalized Case 4 is exacerbated by low variance, and hypothesize that the normalized rule will perform relatively better.

The results, shown in Table 1b, confirm our hypotheses. As compared to the high variance case, both the learned aggregation rule and the unnormalized version of our Case 4 rule do significantly worse relative to the Borda baseline. The normalized Case 4 rule does significantly better than other rules in low variance conditions. Interestingly, the Case 5 zero approximation does slightly better in low variance conditions than the Case 5 Monte Carlo approximation; this suggests that accurate Monte Carlo approximation requires more samples under low observation variance and that the zero approximation is near optimal.

5.3 Noisy Count Conditions
We now relax our assumption of perfect count information by introducing significant noise into the counts \( c_{ij} \) that are observed by our rules. This impacts all rules except the anonymous baselines (plurality and Borda). We experiment with two types of count noise: percentage noise applied to all counts, and resampled counts. In the percentage noise case, we adjust all reported counts by a percentage between \(-50\%\) and \(+50\%\) (sampled independently and uniformly), rounding to the nearest integer. In the resampled counts case, we replace one third of the reported counts with resampled values (i.e., an integer between 1 and 50). Otherwise, we follow the same procedure as before. To get an idea of how well we could do if the noise were to be expected, we retrain our learned aggregation rule on data generated according to the percentage noise case (but not
In this paper, we proposed a generic framework for objective social choice, which seeks to estimate a cardinal ground truth given noisy voter experiences. We considered a bandit-based noise model and proposed several voting rules that utilize auxiliary count information to improve inference relative to anonymous rules. Our empirical results confirm the efficacy of our rules relative to anonymous baselines and demonstrate robustness under noise in the auxiliary information.
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In this paper, we proposed a generic framework for objective social choice, which seeks to estimate a cardinal ground truth given noisy voter experiences. We considered a bandit-based noise model and proposed several voting rules that utilize auxiliary count information to improve inference relative to anonymous rules. Our empirical results confirm the efficacy of our rules relative to anonymous baselines and demonstrate robustness under noise in the auxiliary information.

The scope of the present work assumes that voters have independent information and is limited to a particular noise model and mode of auxiliary information (experience counts). It would be interesting to extend our objective social analysis to cases of dependent information, more general noise models (e.g., noise generated by a contextual bandit [29]), and other forms of auxiliary information (e.g., a similarity kernel between voters). Another extension might study group composition [25]: if we have some control over voter experience, how should we influence the group of voters to improve voting outcomes? We leave these angles to future work.

### Table 1: Average regret, \( V(a^*) - V(\hat{a}) \), in ideal conditions. Lower is better. Best non-Oracle rules of each type in bold.

| Num voters | 3 | 10 | 30 | 100 | 300 |
|------------|---|----|----|-----|-----|
| Case 1 Oracle | 1.1164 | 0.8625 | 0.5356 | 0.2390 | 0.0936 |
| Plurality+ | 1.1863 | 0.9493 | 0.6555 | 0.3270 | 0.1369 |
| Case 4 (normal) | 1.1760 | 0.9194 | 0.6069 | 0.2890 | 0.1177 |
| Learned | 1.1687 | 0.9086 | 0.5935 | 0.2788 | 0.1125 |

| Num voters | 3 | 10 | 30 | 100 | 300 |
|------------|---|----|----|-----|-----|
| Case 1 Oracle | 1.1192 | 0.8681 | 0.5379 | 0.2339 | 0.1002 |
| Plurality+ | 1.1780 | 0.9194 | 0.6090 | 0.2918 | 0.1184 |
| Case 4 (normal) | 1.1902 | 0.9234 | 0.6090 | 0.2912 | 0.1188 |
| Learned | 1.1793 | 0.9262 | 0.6161 | 0.2964 | 0.1210 |

(a) High Variance

### Table 2: Average regret, \( V(a^*) - V(\hat{a}) \), in noisy conditions. Lower is better. Best non-Oracle rules of each type in bold.

| Num voters | 3 | 10 | 30 | 100 | 300 |
|------------|---|----|----|-----|-----|
| Case 1 Oracle | 0.1211 | 0.8689 | 0.6629 | 0.3308 | 0.1385 |
| Borda+ | 1.2100 | 0.9643 | 0.6583 | 0.3281 | 0.1369 |
| Case 4 | 1.1780 | 0.9194 | 0.6090 | 0.2918 | 0.1184 |
| Learned | 1.1902 | 0.9194 | 0.6090 | 0.2912 | 0.1188 |
| Plurality+ | 1.3509 | 1.2116 | 1.0089 | 0.6905 | 0.3807 |
| Case 5 (lower bound) | 1.2903 | 1.1547 | 0.9434 | 0.6224 | 0.3302 |
| Case 5 (zero approx) | 1.2847 | 1.1458 | 0.9297 | 0.6074 | 0.3193 |

(a) 50% count noise

| Num voters | 3 | 10 | 30 | 100 | 300 |
|------------|---|----|----|-----|-----|
| Case 1 Oracle | 1.2194 | 0.9883 | 0.6901 | 0.3492 | 0.1470 |
| Learned (noisy) | 1.1940 | 0.9433 | 0.6321 | 0.3080 | 0.1267 |
| Borda+ | 1.2100 | 0.9643 | 0.6583 | 0.3281 | 0.1369 |
| Case 4 | 1.1926 | 0.9423 | 0.6319 | 0.3079 | 0.1270 |
| Learned | 1.1972 | 0.9481 | 0.6390 | 0.3131 | 0.1291 |
| Plurality+ | 1.3509 | 1.2116 | 1.0089 | 0.6905 | 0.3807 |
| Case 5 (lower bound) | 1.3294 | 1.2165 | 1.0402 | 0.7405 | 0.4255 |
| Case 5 (zero approx) | 1.3113 | 1.1747 | 0.9701 | 0.6524 | 0.3504 |
| Case 5 (Monte Carlo) | 1.3067 | 1.1758 | 0.9780 | 0.6592 | 0.3548 |

(b) Low Variance

| Num voters | 3 | 10 | 30 | 100 | 300 |
|------------|---|----|----|-----|-----|
| Case 1 Oracle | 0.1754 | 0.0651 | 0.0217 | 0.0068 | 0.0023 |
| Borda+ | 0.1688 | 0.0590 | 0.0205 | 0.0062 | 0.0021 |
| Case 4 | 0.1711 | 0.0603 | 0.0208 | 0.0064 | 0.0022 |
| Learned | 0.1767 | 0.0605 | 0.0211 | 0.0065 | 0.0022 |

(b) 33% count replacement

In the resampled counts case, the experiments for this subsection utilize high observation variance (\(N(\mu, 1000)\)). The results are shown in Tables 2a and 2b.

In case of 50% count noise, it is unsurprising that the neural network trained under those conditions does best. What is perhaps surprising is how robust the derived rules are to count noise. Both Case 4 and Case 5 rules beat their respective baseline by a respectable margin, even with inaccurate counts. The same trend continues in the case of 33% count replacement, where our Case 4 rules outperform the Oracle (which is no longer a true Oracle). We note, however, that performance declines more sharply in the count replacement case, which is to be expected since the per-count noise is biased. It is interesting to note that the Case 5 zero approximation is more robust to noise than the Monte Carlo approximation. Overall, the results indicate that even inaccurate count information can have significant value.

## 6 CONCLUSION

In this paper, we proposed a generic framework for objective social choice, which seeks to estimate a cardinal ground truth given noisy voter experiences. We considered a bandit-based noise model and proposed several voting rules that utilize auxiliary count information to improve inference relative to anonymous rules. Our empirical results confirm the efficacy of our rules relative to anonymous baselines and demonstrate robustness under noise in the auxiliary information.

The scope of the present work assumes that voters have independent information and is limited to a particular noise model and mode of auxiliary information (experience counts). It would be interesting to extend our objective social analysis to cases of dependent information, more general noise models (e.g., noise generated by a contextual bandit [29]), and other forms of auxiliary information (e.g., a similarity kernel between voters). Another extension might study group composition [25]: if we have some control over voter experience, how should we influence the group of voters to improve voting outcomes? We leave these angles to future work.
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APPENDICES

A NOTATION GLOSSARY

| Symbol | Description |
|--------|-------------|
| $\mathcal{A}$ | finite set of $n$ alternatives |
| $a^*$ | optimal alternative $\arg \max_i \{ \mu_i \}$ |
| $\hat{a}$ | alternative chosen by rule $f$ |
| $\mathcal{B}(p)$ | Bernoulli distribution with parameter $p$ |
| $c_{ij}$ | number of observations of arm $j$ by voter $i$ |
| $\hat{c}_j$ | total observations of arm $j$, $\sum_i c_{ij}$ |
| $C$ | auxiliary information (context) space |
| $\delta$ | $\hat{\mu}_2 - \mu_1$ in the 2 alternative case |
| erf | error function |
| $f$ | social choice rule |
| $g$ | noise process $g$ |
| $m$ | number of voters |
| $n$ | number of alternatives |
| $\mathcal{N}(\mu, \sigma^2)$ | normal distribution with mean $\mu$ and variance $\sigma^2$ |
| $\Pr(D)$ | probability of the observed data (votes) |
| $\Pr(D_{jk})$ | probability of data considering only $a_j$ and $a_k$ |
| $\Phi$ | normal cumulative distribution function |
| $\hat{\Phi}$ | normal probability density function |
| $r_i$ | an observation from arm $i$, $r_i \sim \mathcal{N}(\mu_i, \sigma_i^2)$ |
| $s_j$ | the variance of arm $j$ |
| $\mathcal{V}$ | space of valid ground truth objective functions |
| $V$ | ground truth objective function $[\mu_1, \mu_2, \ldots, \mu_n]$ |
| $w_i$ | weight for voter $i$'s choice in 2 alternative case |
| $w_{ij}$ | weight given on account of voter $i$ to alternative $j$ |
| $X$ | auxiliary observation space (votes of all votes) |
| $X_i$ | cardinal estimate of $V$ by voter $i$, $[x_{i1}, x_{i2}, \ldots, x_{in}]$ |
| $x_{ij}$ | mean of voter $i$'s observations of alternative $j$ |
| $Y_i$ | the binary variable $I_{x_{i2} - x_{i1} \leq 0}$ |
| $y_i$ | a sample of $Y_i$ |
| $Y_{i,j<k}$ | the binary variable $I_{x_{ij} - x_{ik} \leq 0}$ |

B DERIVATIONS

B.1 Case 3 Details

CASE 3 (2 ALTERNATIVES, VOTES ARE ORDINAL RANKS). There are 2 arms, and each voter $i$ provides an ordinal ranking ($a_1, a_2$) indicating that they value $a_1$ higher than $a_2$ (i.e., $x_{i1} > x_{i2}$).

As above, we have $x_{i2} - x_{i1} \sim \mathcal{N}(\mu_2 - \mu_1, \sigma^2_{c_1} + \sigma^2_{c_2} + \sigma^2_{c_12})$. Denoting the CDF of $x_{i2} - x_{i1}$ by $\Phi_1$, and defining the binary variable $Y_i = I_{x_{i2} - x_{i1} \leq 0}$, we have $Y_i \sim \mathcal{B}(\Phi_1(0))$ (the Bernoulli distribution parameterized by $\Phi_1$ evaluated at 0). Our votes $x \in \mathcal{X}$ consist of a set of samples $\{ y_1 \sim Y_1, y_2 \sim Y_2, \ldots, y_m \sim Y_m \}$. Since adding a constant to the underlying means has no effect on the likelihood, a direct inference about $V \equiv (\mu_1, \mu_2)$ is impossible and we instead seek to estimate the difference $\mu_2 - \mu_1$. Defining, $s_i^2 = \frac{\sigma^2_{c_1} + \sigma^2_{c_2} + \sigma^2_{c_12}}{\epsilon_{c12}}$,

we want to choose $\Delta \triangleq \hat{\mu}_2 - \mu_1$ to maximize the log-probability of the data:

$$\log \Pr(D; \Delta) = \sum_i \log \Phi_1(y_i) \left[ 1 - \Phi_1(0) \right]^{-y_i} = \sum_i y_i \log \left[ \frac{1}{2} + \text{erf} \left( \frac{\Delta}{\sqrt{2} \sigma_i} \right) \right] + (1 - y_i) \log \left[ \frac{1}{2} - \text{erf} \left( \frac{\Delta}{\sqrt{2} \sigma_i} \right) \right].$$

Noting that $\frac{d}{dx} \text{erf}(x) = \frac{2}{\sqrt{\pi}} \exp(-x^2)$, we could try to optimize directly with respect to $\Delta$ by setting $\frac{d^2}{d\Delta^2} \log \Pr(D; \Delta) = 0$, but this appears intractable:

$$0 = \frac{d}{d\Delta} \log \Pr(D; \Delta) = \sum_i y_i \left[ \frac{2}{\sqrt{2} \pi \sigma_i} \exp \left( \frac{-\Delta^2}{2 \sigma_i^2} \right) \right] - (1 - y_i) \left[ \frac{2}{\sqrt{2} \pi \sigma_i} \exp \left( \frac{-\Delta^2}{2 \sigma_i^2} \right) \right].$$

However, since $\log \Pr(D; \Delta)$ is concave (proof below), its derivative evaluated at $\Delta = 0$ points in the direction of the MLE solution and we can use this fact to find $Y$ corresponding to MLE estimate of $\Delta$ by evaluating $\frac{d}{d\Delta} \log \Pr(D; \Delta)$ at $\Delta = 0$. The intuition behind this trick is best understood visually—see Figure 3 (left). To evaluate the sign of $\frac{d}{d\Delta} \log \Pr(D; \Delta)$, we note that $\text{erf}(0) = 0$ and the result follows:

$$\frac{d}{d\Delta} \log \Pr(D; \Delta) = \sum_i y_i \left[ \frac{2}{\sqrt{2} \pi \sigma_i} \exp \left( \frac{-\Delta^2}{2 \sigma_i^2} \right) \right] - (1 - y_i) \left[ \frac{2}{\sqrt{2} \pi \sigma_i} \exp \left( \frac{-\Delta^2}{2 \sigma_i^2} \right) \right].$$

All that remains is for us to show that $\log \Pr(D; \Delta)$ is concave. This ensures that it has a global maximum (possibly at $\pm \infty$, if all votes agree) and that the gradient evaluated at 0 reveals its direction (see Figure 3 (left)). There are few ways to prove concavity. We do so by showing that the second derivative of $\log \Pr(D; \Delta)$ is negative everywhere. To do so, we use the following definitions:

$$F \triangleq \log \Pr(D; \Delta),$$

so that:

$$F' \triangleq \frac{dF}{d\Delta}$$

is a binary weighted sum over:

$$f_i^+ \triangleq \frac{y_i}{h_i^+} \quad \text{and} \quad f_i^- \triangleq \frac{y_i}{h_i^-},$$

where:

$$g_i \triangleq \frac{-2}{s_i \sqrt{2\pi}} \exp \left( -\frac{\Delta^2}{2s_i^2} \right),$$

$$h_i^+ \triangleq 1 + \text{erf} \left( \frac{\Delta}{s_i \sqrt{2} \sigma_i} \right) \quad \text{and} \quad h_i^- \triangleq 1 - \text{erf} \left( \frac{\Delta}{s_i \sqrt{2} \sigma_i} \right).$$

We have:

$$\frac{dF}{d\Delta} = -\frac{\Delta}{s_i f_i^+} g_i - \frac{\Delta}{s_i f_i^-} h_i^+ + \frac{\Delta}{s_i f_i^-} h_i^-, \quad \text{and} \quad \frac{d^2F}{d\Delta^2} = \frac{-\Delta}{s_i^2 f_i^+} g_i^2 + \frac{-\Delta}{s_i^2 f_i^-} h_i^2.$$
We adopt the Deep Set architecture:

$$\sigma(\Sigma, h(z_i)), $$

where the input $z_i$ of the $i$-th voter is an $n \times k$ matrix, where $n$ is the number of alternatives and $k$ is the number of features representing each alternative’s count and vote information. To encode count and vote information we use a single real-valued feature for each, so that $k = 2$, and the $j$th alternative for the $i$th voter has features $z_{ijc}$ and $z_{ijv}$. For counts, we normalize count values $c_{ij}$ to be in $[0, 1]$ by dividing by the maximum count value used in our experiments, so that the count feature for voter $i$’s alternative $j$ is $z_{ijc} = c_{ij} / \max$. For votes, we linearly interpolate between 0 and 1, so that voter $i$’s top ranked alternative $j$ has feature $z_{ijv} = 1$, and the bottom ranked alternative $k$ has feature $z_{ikv} = 0$.

We use the same parametric form of equivariant function for both the encoder $h$ and decoder $\sigma$, which is the same form proposed and used by [46]. Letting $I_{\theta}$ be a $1 \times 1$ convolutional layer parameterized by $\theta$, each equivariant layer is computed as $I_{\theta}(x - \lambda(\lambda(\theta(x))))$, where $\lambda$ is an order invariant function computed feature-wise across the input. The aggregation operation $\Sigma_i$ is taken across the voters, and the decoder $\sigma$ terminates in a softmax.

We train the network to minimize a negative log likelihood (cross entropy) loss where the targets are the ground truth outcomes. Training was done via gradient descent, using the Adam optimizer [28], for up to 5000 mini-batches of size 128, generated as described in our high variance experiment (Subsection 5.1) with a different random number of voters (sampled uniformly between 5 and 350) and different number of alternatives (sampled uniformly between 5 and 15) for each mini-batch.

To settle on a particular network configuration, we tested 20 random hyperparameter configurations from a search space of 144, and kept the model with the lowest loss. The search space consisted of the product of:

- learning rate \in {3e-3, 1e-3, 3e-4, 1e-4}
- num_encoder_layers \in {2, 3, 4*}
- num_decoder_layers \in {0, 1, 2*}
- $\lambda$ \in {max, mean}
- $\Sigma$ \in {mean, sum*}

where the configuration with the lowest final loss (used in our experiments) is marked*. This same configuration was used to train the “noisy” network for Subsection 5.3. We note that the next best configuration (with 3 encoder layers and 1 decoder layer) achieved very similar performance (1.018 versus 0.998 loss).

C DETAILS OF LEARNED AGGREGATION

We show that $\frac{d f_c}{d \Delta}$ is negative for all values of $d$ and $s_i$ and that $\frac{d f_v}{d \Delta}$ is positive for all values of $d$ and $s_i$. The denominator in each is always positive and can be ignored. The numerator contains an always positive factor of $g_i$, which can be cancelled if we reverse the sign. Finally, we can multiply both functions by $s_i$ (which maintains the sign, since $s_i$ is positive)—this allows us to consider the resulting functions as functions of the single variable $x = \frac{\Delta}{s_i}$. The proof thus reduces to showing that both of the following two functions are positive for all values of $x$:

$$-x \left(1 + \exp \left(\frac{-x}{\sqrt{2}}\right) \right) + \frac{2}{\sqrt{2\pi}} \exp \left(-\frac{x^2}{2}\right), \quad \text{and}$$

$$x \left(1 - \exp \left(\frac{-x}{\sqrt{2}}\right) \right) + \frac{2}{\sqrt{2\pi}} \exp \left(-\frac{x^2}{2}\right).$$

This can be done visually (by plotting), or analytically, by showing that the derivative of the first (second) function is strictly positive (negative) and that the functions have limit zero as $x \to \infty$ and $x \to -\infty$, respectively.

Figure 3: As $\log P(D; \Delta)$ is concave in $\Delta$ (blue curve), its partial derivative evaluated at $\Delta = 0$ (red line) points in the direction of the MLE solution (yellow star).