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Abstract. There has been considerable progress in simulating gauge theories coupled to fermions in the last decade. As a result, Monte Carlo simulations are now capable of taking the fermion determinant properly into account when generating gauge configurations even for light fermion masses. We briefly summarize the physical intuitions behind this progress, and discuss the impact on the range of problems that can currently be addressed using a computational approach to evaluate the path integral of gauge theories defined on discretized Euclidean spacetime lattices. We focus in particular on recent results for QCD at the physical point, and on new nonperturbative models for physics beyond the Standard Model.

1. Introduction

At the International Symposium on Lattice Field Theory in Berlin in 2001, a panel discussion was dedicated to the cost of quantum chromodynamics (QCD) simulations with dynamical fermions. The computational cost of simulating light dynamical fermions was identified as the main obstacle towards robust studies of quantum field theories in the nonperturbative regime by means of numerical simulations. The computing power required for such simulations was summarized by A. Ukawa in the plot taken from Ref. [1], and reproduced in Fig. 1, which became known as the Berlin wall plot. It is clear, even before entering into any technical discussion, that the computational effort diverges as the fermion mass is reduced. The actual scaling law proposed at the time was:

\[ \text{cost} \propto m_\pi^{-6} L^5 a^{-7}, \]

where \( m_\pi \) is the pion mass, which in QCD is proportional to the square root of the fermion mass, \( L \) is the physical size of the lattice, and \( a \) is the lattice spacing.

In this talk, I will briefly summarize the basic principles underlying Monte Carlo simulations of gauge theories, focussing on two main points: the importance of dynamical fermions, and the difficulties that arise when trying to reach the chiral limit; the latter are clearly exposed by the scaling reported in Eq. 1. It is interesting to discuss some of the solutions that have been found to this problem, as they are based on a deeper understanding of the underlying physics. I will then briefly recall recent results in QCD that have an important impact on the computational effort diverges as the fermion mass is reduced. The actual

A discussion of the identification of strongly-interacting fixed points in four-dimensional gauge theories using Monte Carlo data is presented.
2. Simulating dynamical fermions

Gauge theories can be defined in a discretized Euclidean space starting from the path integral:

$$Z = \int D U D \bar{\psi} D \psi \ e^{-S[\psi, \bar{\psi}, U]}.$$ \hspace{1cm} (2)

The integration variables in the path integral are the fermion fields $\psi(x)$ and $\bar{\psi}(x)$, defined on the sites of the lattice, and the link variables $U(x, \mu)$ that describe the degrees of freedom associated with the gauge field. The integration over the link variables is the Haar measure over the gauge group. In a finite discretized volume, Eq. (2) is a well-defined multidimensional integral.

The dynamics of the theory is encoded in the action $S$, which determines the statistical weight of each field configuration. Different choices of the lattice action $S$ are currently used by practitioners in the field; in general these actions differ by lattice artefacts, i.e. by operators that are suppressed by some power of the lattice spacing $a$. For our purposes we do not need to describe the lattice action in detail, we only assume that some discretized version of the Dirac operator $D(x, y; U)$ exists, so that:

$$S = \sum_{x, y} \bar{\psi}(x) D(x, y; U) \psi(y) + S_g[U].$$ \hspace{1cm} (3)

Note that the Dirac operator depends on the gauge link variables, and encodes the interaction of the fermions with the gauge field. The fermion mass is one of the parameters that enter the definition of the Dirac operator. We also assume that we have a discretized version of the pure gauge action $S_g$, which we do not need to specify. For instance QCD, the theory of strong interactions, is defined as an SU(3) gauge theory coupled to three flavors of light fermions in the fundamental representation of the gauge group.

The action is quadratic in the Grassmann variables $\bar{\psi}$ and $\psi$, and therefore the integration over the fermionic fields can be done analytically, yielding:

$$Z = \int D U e^{-S_g[U]} (\det D[U])^{n_f},$$ \hspace{1cm} (4)
Field variables in a lattice formulation of gauge theories. The fermionic fields are defined on the sites of the lattice, the gauge fields are associated to the links. The linear size of the system in physical units is $L$, while the lattice spacing is $a$. The number of sites in each direction is $N = L/a$. The discretization of spacetime acts as a regulator for the high-energy divergences, the inverse lattice spacing $a^{-1}$ being the UV cutoff.

where $n_f$ is the number of fermionic species in the theory, which we assumed to be degenerate in this example. Eq. 4 shows that the probability distribution of the gauge link variables depends on the fermionic determinant, as well as on the gauge part of the action. Ignoring the contribution of the fermionic determinant defines the so-called quenched approximation, where the link variables are distributed according to the value of the gauge action only. Clearly such an approximation violates unitarity, and introduces systematic errors whose size is unacceptable for the precision studies in contemporary phenomenology. Dynamical fermions is the name used to identify those simulations that take fully into account the contribution of the Dirac determinant.

In order to understand the cost of simulating dynamical fermions as shown in Fig. 1, it is useful to recall how the fermionic determinant is usually computed. Introducing complex bosonic fields, the determinant can be written as:

$$\det D[U]^2 = \int D\phi D\phi^* \exp \left[ - \sum_{x,y \in \Lambda} |D^{-1}(x,y; U)\phi(y)|^2 \right].$$

It is clear from the latter equation that the cost of computing the fermionic determinant is dictated by the cost of inverting the Dirac operator $D$, i.e. by the cost of solving:

$$\sum_y D(x,y)\psi(y) = \eta(x),$$

for a given source $\eta(x)$. The Dirac operator is a large, sparse matrix, and Eq. 6 can be solved using one of several iterative Krylov space solvers, see e.g. Ref. [2]. The inversion of $D$ becomes more computationally expensive as the condition number of the Dirac operator increases, i.e. the small eigenvalues of the Dirac operator are responsible for the cost of the simulations summarised in the Berlin wall plot. We shall refer to the eigenstates corresponding to these low eigenvalues as low modes or low eigenstates of the Dirac operator. Clearly any IR regulator, e.g. the fermion mass or the finite volume of the box, will prevent a substantial increase of the condition number of $D$; as summarized by the scaling law above, the problem arises only when trying to reach the physical regime of small masses and large volumes.

A very successful way to improve this scaling behaviour, based on the factorization of the Dirac determinant, was proposed shortly after the Berlin conference in Ref. [3]. In this talk, we will focus on a complementary approach, which relies on understanding the dynamical properties of the Dirac low eigenmodes. It is important to point out here that the number of low modes of the Dirac operator is driven by the dynamics of the system under study. In a theory where chiral symmetry is spontaneously broken, as is the case in QCD, the order parameter of the
broken symmetry, is directly related to the density of zero modes of the massless Dirac operator through the Banks-Casher relation [4]:

\[
\langle \bar{\psi} \psi \rangle = \pi \lim_{\lambda \to 0} \lim_{V \to \infty} \rho(\lambda, 0),
\]

where \(\rho(\lambda, m)\) denotes the density of modes with eigenvalue \(\lambda\), and \(m\) is the fermion mass that appears in the Dirac operator. A non-vanishing chiral condensate in the left-hand size of Eq. 7 implies a non-vanishing density on the right-hand side. As shown in Ref. [5], integrating the Banks-Casher relation yields the number of low modes with eigenvalue \(\lambda\) such that \(|\lambda| < M\):

\[
N_{|\lambda| < M} = \frac{2}{\pi} M \langle \bar{\psi} \psi \rangle V + O(M^2).
\]

It is clear from this equation that, as the fermion mass goes to zero, the number of low modes of \(D\) increases linearly with the physical volume of the system.

3. Deflated inverters

The problem of the large condition number for the Dirac operator can be alleviated using deflation. Deflation techniques are well known to practitioners in lattice QCD, see e.g. Refs. [6, 7, 8, 9, 10]; they are based on the idea of projecting out the low modes of the Dirac operator. The Dirac operator restricted to the orthogonal complement of the space spun by the low modes has a better condition number, and hence can be inverted at a lower cost. More specifically, let us denote by \(S\) the subspace spun by \(N\) orthogonal vectors:

\[
S = \text{span}\{\phi_1, \ldots, \phi_N\},
\]

then the projector on \(S\) can be defined as:

\[
P\psi = \sum_{k=1}^{N} \phi_k (\phi_k, \psi).
\]

The little Dirac operator is defined to be the restriction of the Dirac operator to the subspace \(S\):

\[
PDP\psi = \sum_{k,l} \phi_k A_{kl} (\phi_l, \psi), \quad A_{kl} = (\phi_k, D\phi_l).
\]

If \(P\) is effective at projecting on the low eigenmodes of the Dirac operator, then the condition number of the Dirac operator in the orthogonal subspace is clearly improved. As the number of low modes scales with the physical volume, a naive deflation procedure has a cost \(O(V^2)\), and becomes rapidly unaffordable as large volumes are used.

Multi-level algorithms have been proposed a long time ago in order to improve the scaling of the cost with the size of the system [12]. These ideas were developed and applied to QCD with Wilson fermions in Refs. [14, 15, 16, 17]. Unfortunately it is not possible to present here a full account of the work done in this area. A recent account of this work was presented at the Lattice conference this year. Instead here we shall summarize briefly one particular approach, proposed by Lüscher in Ref. [5].

Lüscher’s idea is based on an empirical property of low eigenmodes called local coherence; it refers to the fact that the low eigenmodes of the Dirac operator, when restricted to a small physical volume, are well approximated by a relatively small number of independent vectors. Local coherence suggests a new recipe for constructing deflation subspaces. Here we follow closely the notation introduced in Ref. [5].
The lattice is divided into non-overlapping rectangular blocks, denoted by $\Lambda$. In each block, a local deflation subspace can be defined by choosing a set of orthonormal fields $\phi^\Lambda_l$, where $l = 1, \ldots, N_s$. The total number of fields introduced in this way is $N_b N_s$, where $N_b$ denotes the number of blocks. The block fields are defined starting from $N_s$ global fields $\psi$, projecting them to the blocks:

$$\phi^\Lambda_l(x) = \begin{cases} \psi_l(x), & \text{if } x \in \Lambda, \\ 0 & \text{otherwise} \end{cases}, \quad (12)$$

and orthonormalizing the resulting fields. They can be used to build a projector as explained above, and for any given normalized field $\psi$, the accuracy of the approximation provided by the deflation subspace can be monitored by introducing the deficit:

$$\epsilon = || (1 - P) \psi ||^2. \quad (13)$$

Given a set of low eigenmodes of $D^\dagger D$, a domain-decomposed subspace can be constructed from a smaller subset of these modes chosen randomly. Local coherence implies that the deficit for all the low modes is small, independently of whether they were included in the the subset used to define the projector. In the numerical experiments presented in Ref. [5], 12 eigenmodes out of 48 were chosen at random to construct the subspace; the remaining 36 modes were well approximated within this subspace with deficits of the order of 3% to 6%, using blocks of size $\approx 0.3$ fm.

In practice an efficient deflation subspace can be obtained starting from global fields that are only approximate eigenmodes of the Dirac operator. These can be computed at small cost using some relaxation procedure, which yields a set of $N_s$ global fields such that:

$$||D\psi|| \leq M||\psi||, \quad (14)$$

where $M$ is the size of the largest eigenvalue that we want to project out using deflation. The important point here is that the number of modes computed does not depend on the volume of the lattice.

Recent numerical investigations using Wilson fermions show that this approach overcomes the problem of the proliferation of low modes with volume, and delivers a significant improvement in the inversion of the Dirac operator for small fermion masses. An eloquent example of the improved performance, as reported in Ref. [18], is shown in Fig. 3.

A similar procedure has been recently implemented for domain-wall fermions in Ref. [11]. Domain wall fermions are a five-dimensional formulation of lattice fermions which preserves some kind of chiral symmetry at finite lattice spacing [19]. The five-dimensional formulation requires to solve a number of new problems; the implementation in Ref. [11] has successfully addressed these issues, and has delivered a significant gain in the inversion of the Dirac operator for chiral fermions.

In all these cases, it is interesting to note that the algorithmic progress has been driven by the understanding of the underlying dynamics, and its relation to the cost of numerical simulations.

4. QCD at the physical point

As a result of the recent algorithmic improvements, simulations of lattice QCD are now performed on large volumes and physical light quark masses. These simulations allow for an unprecedented control of systematic errors, and high statistical accuracy. Current lattice results provide numerous nonperturbative inputs for precision studies in the flavor sector of the Standard Model.

It is not possible to cover the whole spectrum of QCD results in this talk; instead we will have to make a selection, and refer the reader to the proceedings of the annual Lattice conference for
Computation of quark propagators

Results with high accuracy. A review of results was presented at this conference, see e.g. [33, 34]. Computations of the nucleon vector and axial form factors, of the nucleon axial charge, and the nucleon electromagnetic form factors, which can now be computed with quarks at the physical point, with an accuracy at around 10% [30]. See also Ref. [31] for an interesting new approach.

The calculation of the hadronic contributions to the anomalous magnetic moment of the muon were review by T. Izubuchi. This computation is important in view of the planned experiments aiming at measuring $g - 2$. Several results have appeared this year, see e.g. Refs. [20, 21, 22, 23, 24, 25], and further references therein.

As a consequence of the precision of current simulations, isospin and hence QED effects have become a significant source of systematic error; first studies have appeared that address the formulation of lattice QCD in the presence of isospin breaking, and coupled to a U(1) electromagnetic field. Interesting results have appeared recently [26, 27].

The Equation of State of QCD describes the phase transition that strongly-interacting matter undergoes as the temperature of the system is increased. Recent results have been reported this year in Refs. [28, 29].

Current lattice simulations also allow nucleons to be studied from first principles. Computations of the nucleon vector and axial form factors, of the nucleon axial charge, and quark momentum fraction can now be computed with quarks at the physical point, with an accuracy at around 10% [30]. See also Ref. [31] for an interesting new approach.

An up-to-date summary of lattice results for flavor physics is provided by the FLAG collaboration in Ref. [32], and was summarized at this conference in a parallel session by A. El-Khadra. The combination of new lattice gauge configurations generated with dynamical light quarks, and several complementary formulations for the heavy quark sector, yield a variety of results with high accuracy. A review of results was presented at this conference, see e.g. [33, 34].
Novel work on the possibility of constructing models of composite dark matter was reported in one of the parallel sessions. The idea behind these models is that Dark Matter is made of the hadrons of a new strongly-interacting sector. Investigating numerically the nuclear spectroscopy of these theories allows the computation of the nonperturbative parameters that describe the dynamics of these systems. Ultimately these inputs are crucial for the construction of a predictive and constrained theory. The results of these studies for an SU(2) gauge theory with two Dirac fermions in the fundamental representation, using Wilson fermions, have appeared in Refs. [35, 36]. Similar directions have been investigated in Refs. [37, 38].

Finally, recent progress in formulating supersymmetric theories on a discretized space-time have been reviewed by S. Catterall. An excellent review of the theoretical issues can be found in Ref. [39].

Hopefully this partial report shall help the reader to get a snapshot of the recent directions in which the field is moving. The list of references should also provide an entry point to the contemporary literature on these topics.

5. IR fixed points for composite Higgs models

The discovery of the Higgs boson at the LHC is an impressive verification of the Standard Model. The first measurements of the couplings of the Higgs boson show that the Brout-Englert-Higgs (BEH) mechanism provides an excellent description of electroweak symmetry breaking. However the Higgs sector of the Standard Model lagrangian does not provide any insight on the dynamical origin of the symmetry breaking, which is simply parametrized by the Higgs potential. The measured value of the mass of the Higgs requires new physics beyond the Standard Model to explain the stabilization of the electroweak scale. Traditional solutions like minimal supersymmetry need to be finely tuned in order to be compatible with current observations.

Assuming that the Higgs boson is a composite particle provides an appealing explanation of the mechanism of electroweak symmetry breaking: indeed it would be very much in line with the BCS explanation of superconductivity, which in turn inspired the BEH mechanism. In composite scenarios the nonperturbative dynamics of some new sector beyond the Standard Model is advocated in order to explain the origin of the electroweak scale, in analogy to the appearance of an hadronic scale in QCD. The problem with these kind of models is that computations in the nonperturbative regime of quantum field theories are difficult, and hence quantitative predictions do not come easy. The naive idea that the new sector could be a rescaled version of QCD is already ruled out by LHC data, and therefore some new dynamics needs to be found if these scenarios have any chance of describing experimental results.

Strongly-interacting dynamics that is qualitatively different from QCD could be obtained by deforming theories that possess an infrared (IR) fixed point [40, 41, 42]. This kind of fixed point is usually thought to be generated by the quantum effects of a sufficiently large number of massless fermions, hence these problems could only be addressed as a result of the algorithmic progresses discussed above. Numerical simulations of gauge theories regulated on a space-time lattice provide a tool to study the nonperturbative regime of these theories from first principles. Hence they have a great potential to become a valuable instrument for addressing the questions discussed above. In the rest of this article, we will discuss some of the methods that have been developed to identify the existence of fixed points, and to compute the associated anomalous dimensions, using lattice simulations.

The behaviour of couplings in the neighbourhood of a fixed point is described by the so-called linearized renormalization group (RG) equations. The RG equations describe the change of the couplings in a theory as the energy scale is varied: the couplings are said to flow in parameter
space. This flow is described by the beta functions:

\[
\frac{d}{d\mu} g_k = \beta_k(\hat{g}) ,
\]

where \( \hat{g} \) are dimensionless couplings, and \( \mu \) is the energy scale. The fixed points are identified by the zeroes of the beta functions, and the equations in the neighbourhood of a fixed point can be linearized:

\[
\beta_k(\hat{g}^\ast) = 0 \implies \beta_k(\hat{g}) = \left. \frac{\partial \beta_k}{\partial \hat{g}_j} \right|_{\hat{g}^\ast} (\hat{g}_j - \hat{g}^\ast_j) .
\]

Working in a basis in the space of couplings where the matrix \( \frac{\partial \beta_k}{\partial \hat{g}_j} \) is diagonal, the linearized evolution is easily solved:

\[
\hat{g}_k(\mu) = \hat{g}_{k,0} \left( \frac{\mu}{\Lambda_{UV}} \right)^{-y_k} \implies \Lambda_{IR} = \hat{g}_{0}^{1/y_k} \Lambda_{UV} .
\]

where \( y_k \) are the eigenvalues of the linearized evolution matrix, and are related to the anomalous dimensions of operators at the fixed point. In Eq. 15 \( \hat{g}_{k,0} \) is the value of the coupling at the UV scale \( \Lambda_{UV} \), while \( g_k(\mu) \) is the value at the scale \( \mu \). The IR scale \( \Lambda_{IR} \) is defined as the value of the energy scale where the coupling becomes of order 1. It is clear that a small value of the exponent \( y_k \) leads naturally to a large separation between the UV and the IR scale, which otherwise would require a fine-tuning of the coupling at the UV scale \( g_{k,0} \). Hence we see explicitly that the existence of a fixed point with small exponents \( y_k \) can be used to generate a hierarchy of scales without fine-tuning.

Theories that have an IR fixed point are said to be inside the conformal window. Analytical results about the conformal window are difficult to derive in the absence of further symmetries, like e.g. supersymmetry. The expectation for gauge theories coupled to fermions, usually based on some kind of approximations, is that these theories develop a fixed point as the number of fermions \( n_f \) is increased, and hence there is a range in \( n_f \) for which there is an IR fixed point before asymptotic freedom is lost. The conjectured conformal window for SU(N) theories coupled to fermions in different representations of the gauge group are shown in Fig. 4.

Phenomenologically viable models can be built by deformations of theories inside the conformal window, or by finding theories close to the edge of the conformal window. Since the existence of an IR fixed point has some unambiguous signatures, we focus on the possibility of finding robust evidence that a given theory is indeed inside the conformal window. This entails a characterization of the fixed point obtained from a determination of the anomalous dimensions.

The existence of a IR fixed point has its theoretical signatures. Here we shall concentrate on the scaling of the spectrum of the theory. Indeed if the theory becomes scale invariant at large distances, it cannot develop a mass gap, and therefore all the masses of the states in the spectrum are expected to scale to zero as the fermion mass is sent to zero, i.e. as the explicit source of breaking of scale invariance is removed. More precisely, the masses scale to zero as a power of the fermion mass, and the scaling exponent is determined by the critical dimension of the mass operator in the theory [44, 45, 46]:

\[
M_H \propto m^{1/(1+\gamma^\ast)} ,
\]

where \( M_H \) is the mass of the physical states, \( m \) is the fermion mass, and \( \gamma^\ast \) is the anomalous dimension of the mass at the fixed point. Clearly this behaviour is at odds with the one expected
Figure 4. Conformal windows for SU(N) theories coupled to fermions. The coordinate on the horizontal axis labels the gauge group, while the one on the vertical axis represents the number of fermion families. Above the upper bound of each band, the theory is no longer asymptotically free. Different colours correspond to different representations of the fermions. The arrow indicates the SU(2) theory with two adjoint fermions for which we report results below. The phase diagram sketched here is taken from Ref. [43].

in a theory outside the conformal window, where chiral symmetry breaking leads to massless pions, but other states remain massive even when the fermion mass goes to zero. The latter is the behaviour that is expected e.g. in QCD.

Figure 5 shows the spectrum for a number of states computed from Monte Carlo simulations of an SU(2) gauge theory with two Dirac fermions in the adjoint representation [47]. Although the scaling of the masses to zero as a function of the fermion mass is encouraging, a more quantitative analysis is needed in order to conclude that the theory possesses a fixed point. Systematic errors due to the finite value of the fermion mass, and the finite volume of the system, could obscure the physics that instead we would like to highlight.

A more quantitative description is obtained by looking at ratios of masses. The upper part of Fig. 6 shows the ratio of the mass of the vector particle $M_V$ to the mass of the pseudoscalar one $M_{PS}$. This ratio remains constant as the mass of the fermions is decreased, as expected from the scaling argument presented above, and in sharp contrast with the expectation in a theory where chiral symmetry is spontaneously broken. In the latter case, the pseudoscalar particle becomes massless in the chiral limit because it is a Goldstone boson, while the rest of the spectrum remains finite, and hence the ratio in the plot should diverge. The lower part of the figure shows the ratio of the pseudoscalar mass to the square root of the string tension. Once again the qualitative behaviour is consistent with the existence of an IR fixed point with a single relevant operator which we identify as the fermion mass. A careful analyses shows that finite volume effects are sizeable for the smallest fermion masses that have been simulated so far [48]. Finite-volume effects are clearly visible when comparing the results obtained on lattices of increasing volume in the upper plot. As expected these effects are only relevant for light fermion masses: this is the regime where signatures of IR-conformality can be found, and it is crucial that all sources of systematic error are studied in detail.

Evidence for the existence of a fixed point can be reinforced by combining multiple analyses,
Figure 5. Scaling of the spectrum as a function of the fermion mass. The fermion mass is defined as the PCAC mass, and hence the point at $m = 0$ is the point where explicit symmetry breaking is absent. The masses of all the states scale to zero at the same rate as predicted for theories with an IR fixed point.

Figure 6. Ratios of masses as a function of the fermion mass. Different colours indicate results from lattices with different volumes. All results are obtained at a single value of the lattice spacing $a$.

e.g. by looking simultaneously at the scaling of several quantities. In Ref. [49] scaling relations for dimensionful quantities including matrix elements of operators were established, which can be tested in numerical studies. Also the study of the density of eigenvalues of the Dirac operators in Ref. [50] has provided a determination of the mass anomalous dimension for SU(2) with adjoint fermions. The simulations for this model are all consistent with the existence of an IR fixed point, and mass anomalous dimension $\gamma^* = 0.37(2)$, which is related to the critical exponent by $y_m = 1 + \gamma^*$. This is so far the strongest numerical evidence in favour of the existence of an IR fixed point.

Recent investigations have suggested novel theories as candidates for building BSM scenarios. All these theories are at the edge of the conformal window, and could be characterized by multiple
scales, with large separations between them. Some theories, like the SU(3) gauge theory with sextet fermions [60] have a light scalar state in the spectrum, which could be a candidate for a composite Higgs boson. On the other hand, the recent studies in Ref. [57] have found for the first time a theory with a large mass anomalous dimension. The interested reader can find a compilation of recent results in Refs. [51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61]. While this list is not exhaustive, it should provide a suitable overview of the current problems in this field.

6. Outlook

There has been a remarkable progress in numerical simulations of lattice field theories in the last decade, which has led to the possibility of simulating light dynamical fermions efficiently on current hardware. From the algorithmic point of view, we have witnessed a very impressive improvement, partly driven by a better understanding of the physical origin of the critical slowing down of the simulation codes for light fermion masses. The performance of the current algorithms has opened up two major research directions.

On the one hand simulations of QCD are now performed at physical quark masses, and hence some major sources of systematic errors have been removed from lattice inputs in flavor physics. As a consequence of this increase in accuracy, new questions need to be addressed, like e.g. the impact of electrodynamics and isospin breaking. There has been theoretical work in this direction, and first numerical results have started to appear.

On the other hand, simulations with dynamical fermions have made possible the numerical study of theories beyond QCD. Some tantalizing results have emerged from Monte Carlo simulations that have identified strongly-interacting theories as candidates to describe new sectors beyond the Standard Model. The challenge in the near future will be to scrutinize these theories even more closely, in order to draw robust conclusions that may be useful for model building. It will be interesting to follow the developments in this area as the LHC restarts its experiments in 2015.
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