An Improved Gray Wolf Optimization Algorithm for Solving Disassembly Sequencing Problems
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Abstract. In recent years, the utilization of end-of-life products which may cause serious environmental pollution has received much attention from both industrial and academia. The recycling and reusing of waste products have an essential step that is disassembly. A disassembly sequencing planning problem is studied with minimizing disassembly time to get the near-optimal solution. This work uses an improved algorithm for solving disassembly sequencing problems based on an improved gray wolf optimization algorithm, which has a group optimization options that can simulate the gray wolves’ predation behaviours. An initial solution generator, a new solution generator, and a random mutation operator are adopted to improve the proposed algorithm, which can promote its efficiency and effectiveness. Experimental data show its superiority to solve this work’s problem comparing with the classical genetic algorithm.

1. Introduction
The rapid industrialization increases the technological waste, which has severe environmental impact. Governments in most countries have given manufacturers the responsibility to reuse the End-of-Life (EOL) products for environment friendly disposal [1]. Disassembly needs to balance the relationship between resources consumption and value generation [2, 3]. Disassembly sequence planning problem (DSP) means that it gets a group of optimal disassembly sequences by optimizing some objectives such as disassembly profit and time.

Most of researchers focus on deterministic disassembly sequence planning through heuristics or metaheuristics [4]. Guo et al. [5] optimize disassembly sequences according to the multi-resource constraints to obtain the expected maximum profit. Torres et al. [6] study the nondestructive automatic disassembly of personal computer. Smith et al. [7] Analysis of environmental cost and economic benefit in DSP. It focuses on finding an optimal stopping point in consideration of environmental cost and economic benefit. Kalaycı et al. [8] deal with uncertain task processing time in a disassembly problem. They apply triangular fuzzy membership functions to describe it and design an Artificial Bee Colony
(ABC) method to optimize the objective function. Ja et al. [9] propose an adaptive method to calculate the assigned value. Gray wolf optimizer (GWO) is designed to improve the effectiveness of the optimal solution. Xia et al. [10] take DSP as the core to minimize the disassembly cost. They put forward simplified teaching optimization algorithm to solve their proposed DSP.

Gray Wolf Optimizer (GWO) is proposed according to the simulation of gray wolf population hierarchy and predation behavior [11]. This project studies the possibility of applying an improved gray wolf optimizer (IGWO) to the DSP. It keeps the main idea of exploration and exploitation of GWO to solve these problems. To compare with the prior researches, we put forward three contributions:

1. It applies an improved gray wolf algorithm (IGWO) to solve the completed DSP.
2. It develops a new initial solution operator, a new mutation operator to deal with DSP and an initial random sequence generator.
3. It reduces a solution space of Discreteness and combination by IGWO, the performance of proposed algorithm is validated via experiments results according to two cases.

The rest of the paper is described as follows. The investigated problem is presented in Section 2, proposes and the proposed algorithm is described in Section 3. Section 4 presents simulation experiments on disassembly cases and discuss experimental data. Section 5 presents the conclusion and the future work.

2. Problem Statement

2.1 Notations

Some notations and variables are described as follows.

| Symbol | Description |
|--------|-------------|
| j      | Component index |
| s      | A disassembly sequence |
| t       | Disassembly time of component j in sequence s |
| d       | Penalty of direction change for disassembling component j in sequence s |
| m       | Penalty of method change for disassembling component j in sequence s |
| D       | Demand type of component j in sequence s |
| M       | Material type of component j in sequence s |
| T       | Disassembly time right after the disassembly operation of sequence s |
| T       | The total disassembly time |
| n       | The total number of parts in a product |
| s_i     | The i-th component of a product |
| a       | A variable |
| v       | A solution |
| P       | A population |
| r       | A random number |

2.2 Objective Function

The optimal objective is to solve the disassembly sequence within the least time. This product includes 13 components, each component includes a disassembly direction, the disassembly method, a type of demand and material. An precedence relationship of all the parts is shown in Figure 1 and Table 1. 13 components are represented by 1-13. Figure 1 shows the precedence relationships among components. For instance, components 1 and 2 must be disassembled before any others. We stipulate that +X, -X, +Y, -Y, +Z, -Z are used to disassemble components, respectively.

**Change in disassembly direction.** Six disassembly directions, i.e., +X, -X, +Y, -Y, +Z, -Z, can be used removing a component. $d_{ij}$ is the directional change penalty as (1)
\[ d_{js} = \begin{cases} 0, & \text{if no direction change required} \\ 1, & \text{if 90° change is required} \\ 2, & \text{if 180° change is required} \end{cases} \]

\[ m_{js} = \begin{cases} 0, & \text{no change required} \\ 1, & \text{change from N to D or D to N} \end{cases} \]

**Change in disassembly methods.** There are two kinds of methods to disassemble a component, i.e., destructively (D) disassembling or non-destructively (N) disassembling. \( m_{js} \) is the method change penalty as (2)

![Figure 1. Structure graph of a case](image)

**Table 1. Initial data for a case**

| \( j \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( t_{i} \) | 4 | 1 | 2 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 3 |
| \( d_{js} \) | +x | +x | +x | -y | +z | -y | +z | -y | +x | -x | -y | +z |
| \( m_{js} \) | D | D | D | N | N | N | D | N | D | N | D | D |
| \( D_{js} \) | 1 | 1 | 0 | 0 | 1 | 2 | 1 | 2 | 0 | 1 | 2 | 1 |
| \( M_{js} \) | S | P | S | P | S | S | P | S | S | A | A | S | S |

**Change in component demand.** \( D_{js}=1 \) means that some components are demanded for reuse and \( D_{js}=2 \) means that some components are demanded for recycling. \( D_{js}=0 \) means that a component is not demanded.

**Change in component material.** The material of a component includes aluminum (A), plastic (P), or steel (S) in this product. Disassembly time is presented by \( t_{i} \), for a component, and \( T \) means the total disassembly operation time. The following is the cumulative time formula:

\[
T_{s} = \begin{cases} 
T_{s-1} + T_{i} + d_{ij} + m_{ij}, s = 0, \ldots, n-2 \\
T_{s-1} + T_{i}, s = n-1 
\end{cases}
\]

The algorithm 1 calculates time function. Since IGWO acquires the maximum value, we use a formula to change it, i.e., \( F = C - T \), where \( C > T \). In [1], \( C = 100 \).

**Algorithm 1 Calculate \( T_{s} \)**

| Input: \( D_{js}, M_{js}, t_{i}, d_{js}, m_{js} \) | (5) | \( T_{s} = T_{s-1} + t_{i} + d_{ij} + m_{ij} \) |
|---|---|---|
| Output: \( T \) | (6) | Else |
| (1) | For \( s = 0 \) to \( n-1 \) | (7) | \( T_{s} = T_{s-1} + t_{i} \) |
| (2) | If (\( D_{js} = D_{js+1} = 2 \) && \( M_{js} = M_{js+1} \)) then | (8) | End if |
| (3) | \( T_{s} = T_{s-1} \) | (9) | End for |
| (4) | Else if \( s \neq n-1 \) then | (10) | \( T = T_{s} \) |

2.3 **Fitness calculation cases**

Tables 2 and 3 show two cases of fitness evaluation. The disassembly sequence for Case 1 is \( 2 \rightarrow 1 \rightarrow 6 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 7 \rightarrow 9 \rightarrow 10 \rightarrow 8 \rightarrow 12 \rightarrow 11 \rightarrow 13 \), as shown in Table 2, and Case 2 is \( 2 \rightarrow 1 \rightarrow 6 \rightarrow 3 \rightarrow 4 \rightarrow 5 \rightarrow 7 \rightarrow 9 \rightarrow 10 \rightarrow 12 \rightarrow 8 \rightarrow 11 \rightarrow 13 \), as shown in Table 3. Note that, Case 2 gives a disassembly sequence in which the components are of the same material, e.g., \( s = 9 \) and 10. In Case 2, when \( s = 9 \) and 10, \( t_{10} = t_{12} = 2 \). Hence, in the first case, \( F = 100-39 = 61 \), but in the second case, \( F = 100-37 = 63 \).
3. Sequencing Gray Wolf Optimizer Algorithm

According to the distance between the prey and the gray wolf, the gray wolf is divided into the following four categories, i.e., α, β, δ, ω, which denote the first good solution, the second good solution, the third good solution, the fourth good solution, respectively. The α wolf is the leader of the whole group in the hunting process, and it is the most intelligent and has the best fitness and distance; β and δ wolves are the two individuals with the second good fitness. In hunting, they will assist the α wolf in managing and arresting the gray wolves. They are also the candidate of the α wolf. The remaining wolves are defined as ω, whose main responsibility is to balance the gray wolf population and assist α, β, δ attack the prey. In the hunting process, the α wolf is the first to track and approach hunting. The GWO algorithm can divide the hunting process into three stages, i.e., encirclement, hunting and attack [5], and finally capture the prey (get the optimal).

3.1 Initial Random Sequence Generator (IRSG)

In order to obtain near optimal solution using IGWO, Encoding is an important step to generate a feasible solution. A list of integers is used to represent each disassembly sequence, and one integer \( v \in \{1, 2, ..., n\} \) denotes a disassembled component.

A random number is generated according to the disassembly tasks and the number of components of a product. The random number represents the number of swaps needed to disassemble the product.

3.2 New Solution Generator (NSG)

In this section, we design a generator to get the new solution. If a new solution is superior to the solution in the initial population, it is added to a new population. If the number of individuals in a gray wolf population cannot meet the specified requirements, an extra child is generated by the δ wolf.

\[
N_i = na
\]

where \( N_i \) is the number of swaps. If we identify the first component, the second component is swapped via

\[
P_r = \frac{R}{2a}
\]

where a random number is used by \( R \in [0, 1] \), \( P_r \) denotes a component to be swapped when a component is selected in a feasible disassembly sequence.

3.3 Random Mutation Operator (RMO)

We design a random mutation operator to control the solution quality. The principle of this method to generate new solution is the same to a mutation operator of genetic algorithm [12]-[14]. It should be noted that (5) determines RMO. For each individual, after NSG operation, there is a 20% chance that RMO operation will change the solution. The solution random exchange finite times, but we can control

| Table 2. Fitness calculation of case 1 | Table 3. Objective function of case 2 |
|-----------------------------------|-----------------------------------|
| \( s \) | \( j \) | \( t_j \) | \( d_j \) | \( m_j \) | \( D_j \) | \( M_j \) | \( F \) | \( s \) | \( j \) | \( t_j \) | \( d_j \) | \( m_j \) | \( D_j \) | \( M_j \) | \( F \) |
| 1 | 2 | 1 | +x | D | 1 | P | 0+1+0+0=1 | 1 | 2 | 1 | +x | D | 1 | P | 0+1+0+0=1 |
| 2 | 1 | 4 | -x | D | 1 | S | 1+4+1+0=6 | 2 | 1 | 4 | -x | D | 1 | S | 1+4+1+0=6 |
| 3 | 6 | 2 | -y | N | 2 | S | 6+2+1+1=10 | 3 | 6 | 2 | -y | N | 2 | S | 6+2+1+1=10 |
| 4 | 3 | 1 | +x | D | 1 | S | 10+1+1+1=13 | 4 | 3 | 1 | +x | D | 1 | S | 10+1+1+1=13 |
| 5 | 4 | 2 | -y | N | 0 | P | 13+2+1+1=17 | 5 | 4 | 2 | -y | N | 0 | P | 13+2+1+1=17 |
| 6 | 5 | 2 | +z | N | 1 | P | 17+2+1+0=20 | 6 | 5 | 2 | +z | N | 1 | P | 17+2+1+0=20 |
| 7 | 7 | 1 | +x | N | 1 | A | 20+1+0+0=21 | 7 | 7 | 1 | +z | N | 1 | A | 20+1+0+0=21 |
| 8 | 9 | 1 | +x | N | 0 | A | 21+1+1+0=23 | 8 | 9 | 1 | +x | N | 0 | A | 21+1+1+0=23 |
| 9 | 10 | 2 | -y | D | 1 | S | 23+2+1+1=27 | 9 | 10 | 2 | -y | D | 1 | S | 23+2+1+1=27 |
| 10 | 8 | 2 | -y | D | 2 | A | 27+2+6+0=39 | 10 | 12 | 2 | -y | D | 1 | S | 23+2+1+1=27 |
| 11 | 12 | 2 | -y | D | 1 | S | 29+2+6+0=39 | 11 | 8 | 2 | -y | D | 2 | A | 27+2+6+0=39 |
| 12 | 11 | 1 | -x | N | 2 | A | 31+1+1+1=34 | 12 | 11 | 1 | -x | N | 2 | A | 29+1+1+1=32 |
| 13 | 13 | 3 | +z | D | 1 | S | 34+3+1+1=39 | 13 | 13 | 3 | +z | D | 1 | S | 32+3+1+1=37 |
the number of exchanges. Thus, the operation expands the search space, and the local optimal value can be avoided searching at a local optimum.

$$N^*_i = \frac{1}{\alpha} \quad \text{(if } P_m < 0.2\text{)}$$

where the mutation probability is $P_m$, $\alpha$ is the number of swaps from formula (6). Note that the wolves converge to a single disassembly sequence. If RMO occurs in as wolf, the solution will mutate into a new solution which is more significant. The method strategy can shuffle itself according to the number of swaps as agreed in (6).

4. Experimental Results and Analysis

The IGWO is used to solve disassembly sequence problem of two products with different scales. The product structure of the second example is more complex than the product structure of the first example and therefore the disassembly process is more complex. Additionally, to further test the performance of IGWO, some comparisons are given and analyzed between GA and the well-known TILBO.

4.1 Case 1

A case in [1] is used to test the effectiveness of IGWO. Using IGWO and GA, the experimental results are shown in Table 4. We can see that IGWO is better than GA. Note that 200 times are executed by both algorithms for obtaining the experimental results. Table 4 shows that IGWO can find a better solution than GA. Although IGWO can find more near-optimal solutions, IGWO takes a lot of running time, which is about twice as long as GA. The reason is that the solutions meet precedence relationship of the components. To generate feasible solutions, a PPX operator is adopted by GA[1], while IGWO uses simply operator to generate solutions until it generates a feasible solution.

| Algorithm | $f_{best}$ | $f_{worst}$ | $f$ | std | Time (ms) |
|-----------|------------|-------------|-----|-----|-----------|
| IGWO      | 71         | 70          | 70.58 | 0.496 | 218.1     |
| GA        | 71         | 65          | 67.54 | 2.248 | 82.8      |

4.2 Case 2

In addition, we solve a product including 13 components with IGWO and GA at the same time.

Furthermore, the population size is set as follows: 50, 100, 150, 200, 250, respectively. From Table 5, it shows that the fitness of GA is lower than fitness of IGWO when both run 10 times. It means that IGWO can always find better solutions. However, the running time of IGWO to find the optimal solution is twice longer than that of GA.

Table 6. Results comparison among two algorithms for case 2

| No | Pop | Method | $f_{best}$ | $f_{worst}$ | $f$ | std  | Time (ms) |
|----|-----|--------|------------|-------------|-----|------|-----------|
| 1  | 50  | IGWO   | 70         | 68          | 69.1 | 0.737 | 3194.0    |

Table 4. Experimental results of IGWO and GA

Table 5. Results comparison among two algorithms for case 1
What’s more, the population size is set as follows: 50, 100, 150, 200, 250, respectively. From Table 6, it shows that the objective function of GA is lower than IGWO that of when they all run 10 times, which means that IGWO can get a better solution than GA. However, the running time of IGWO finding the near optimal solution is longer than GA. The standard deviation of IGWO running ten times is still small. It means that the IGWO is more stable.

In addition, we compare IGWO with a Teacher Learner Based Algorithm (STLBO) [4]. A case is shown in [4]. STLBO and IGWO are compared by using five test cases:
Case 1: $P = 10$, $I_c = 100$; Case 2: $P = 20$, $I_c = 50$; Case 3: $P = 50$, $I_c = 20$;
Case 4: $P = 100$, $I_c = 10$; Case 5: $P = 10$, $I_c = 250$
where $P$ is the population size. In test cases 1 – 4, we use the same data as provided in [4]. Note that we test Case 5 by using our proposed algorithm.

| Case | method | $f_{best}$ | $f_{worst}$ | $f$ | std | Run Time(ms) |
|------|--------|-------------|-------------|-----|-----|--------------|
| 1    | IGWO   | 33          | 35          | 33.66 | 0.74 | 1127         |
|      | STLBO  | 33          | 36          | 33.72 | 0.60 | 7160         |
| 2    | IGWO   | 33          | 35          | 33.76 | 0.75 | 1201         |
|      | STLBO  | 33          | 35          | 33.59 | 0.69 | 9502         |
| 3    | IGWO   | 33          | 35          | 33.50 | 0.68 | 1098         |
|      | STLBO  | 33          | 35          | 33.51 | 0.54 | 14052        |
| 4    | IGWO   | 33          | 35          | 33.59 | 0.496 | 1078         |
|      | STLBO  | 33          | 35          | 33.53 | 2.248 | 20142        |
| 5    | IGWO   | 33          | 35          | 33.37 | 0.54 | 15901        |

In Table 7, IGWO outperforms STLBO where $I_c$ is high and $P$ is small. We can see that from case 5, it shows that IGWO performs better than STLBO in [4]. Suppose you increase $I_c$ and $P$. It achieves the near optimal solution by using IGWO and it is better than all cases of STLBO in [4] from the mean of total disassembly time. We found that STD is the second lowest one among all data in Case 5.

5. Conclusion
From this work, IGWO is used and applied to deal with DSP. Through several groups of comparative experiments, it is proved that IGWO can find a near optimal disassembly sequence. We also designed IRSG, NSG and RMO operators. They improve the performance of the IGWO. We use some cases to check the IGWO algorithm. Experimental results know that the IGWO is stable and better than GA. Finally, we get satisfactory result, which shows that the IGWO has a good effect in solving DSP.

In the future, we plan to apply PPX and PMX (Partially Mapped Crossover) to IGWO, so we can find a new IGWO, whose fitness and time may be both better than GA. At the same time, we will also find some new algorithms have a good deal in DSP [15-24].
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