INITIAL–BOUNDARY VALUE PROBLEMS FOR MERELY BOUNDED NEARLY INCOMPRESSIBLE VECTOR FIELDS IN ONE SPACE DIMENSION

SIMONE DOVETTA, ELIO MARCONI, AND LAURA V. SPINOLO

Abstract. We establish existence and uniqueness results for initial-boundary value problems for transport equations in one space dimension with nearly incompressible velocity fields, under the sole assumption that the fields are bounded. In the case where the velocity field is either nonnegative or nonpositive, one can rely on similar techniques as in the case of the Cauchy problem. Conversely, in the general case we introduce a new and more technically demanding construction, which heuristically speaking relies on a “lagrangian formulation” of the problem, albeit in a highly irregular setting. We also establish stability of the solution in weak and strong topologies, and propagation of the BV regularity. In the case of either nonnegative or nonpositive velocity fields we also establish a BV-in-time regularity result, and we exhibit a counterexample showing that the result is false in the case of sign-changing vector fields. To conclude, we establish a trace renormalization property.
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1. Introduction and main results

The pioneering works by DiPerna–Lions [16] and Ambrosio [3] establish existence and uniqueness results for the Cauchy problem for transport and continuity equations with weakly differentiable velocity fields: in particular, Ambrosio [3] deals with BV (bounded total variation) vector fields satisfying suitable bounds on the space divergence. In view of the applications to conservation laws, the requirement on the space divergence in [3] can be conveniently replaced by the notion of nearly incompressible vector field, which is extensively discussed by De Lellis in [15].

The analysis in the present paper is originally motivated by the applications to a family of conservation laws modeling traffic flows on road networks discussed in the companion paper [17]. Here we focus on initial-boundary value problems for transport equations with nearly incompressible vector fields in one space dimension and, under the sole assumption that the vector field is bounded, establish existence and uniqueness results, stability, and propagation of BV regularity. Initial-boundary value problems for transport equations with low regularity coefficients have been previously studied for Sobolev [8] or BV [11, 13] vector fields. Note that the counterexamples in [13] show that, in several space dimensions, as soon as the BV regularity deteriorates at the domain boundary, uniqueness may be lost. Compared to the analysis in [8, 11, 13] we restrict to the one-dimensional case, but impose much weaker assumptions on the velocity field as we remove the requirement that it has Sobolev or BV regularity. Well-posedness results for the Cauchy problem for merely bounded nearly incompressible vector fields have been established by Panov [21], see also Gusev [18]. We were able to extend the techniques in [18, 21] to tackle the initial-boundary value problem in the case the velocity field is either nonpositive or nonegative. However, as pointed out in Remark 6.3 below, there is apparently a fairly severe obstruction to the extension of these techniques to the case of sign-changing vector fields. To tackle this case, we introduce a new and more technically demanding construction, which we comment upon later on in the introduction.

We now provide the definition of nearly incompressible vector field in one space dimension (we refer to [15] for the multi-dimensional case).
Definition 1.1. Consider an open interval $]\alpha, \beta[$ and a time $T > 0$. We term a vector field $b \in L^\infty([0, T] \times ]\alpha, \beta[; \mathbb{R})$ nearly incompressible if there is a density function $\rho \in L^\infty([0, T] \times ]\alpha, \beta[)$ such that

i) $\rho \geq 0$ a.e. on $]0, T[ \times ]\alpha, \beta[$

ii) $\rho$ is a distributional solution of the equation

$$\partial_t \rho + \partial_x [b \rho] = 0 \quad \text{on } ]0, T[ \times ]\alpha, \beta[.$$  

(1.1)

To simplify the exposition, in the following we assume that $]\alpha, \beta[ = ]0, \infty[$ is a bounded interval, but our analysis extends to the cases $\alpha = -\infty$ and $\beta = +\infty$. We consider the following initial-boundary value problem

$$\begin{aligned}
\begin{cases}
\partial_t [\rho \theta] + \partial_x [b \rho \theta] = 0 & \text{on } ]0, T[ \times ]\alpha, \beta[ \\
\theta(t, \alpha) = \bar{\theta}(t) & \text{if } b(t, \alpha) > 0 \\
\theta(t, \beta) = \bar{\theta}(t) & \text{if } b(t, \beta) < 0 \\
\theta(0, \cdot) = \theta_0
\end{cases}
\end{aligned}$$  

(1.2)

where $\bar{\theta}, \bar{x}$ and $\theta_0$ are assigned functions. Some remarks are here in order. First, by combining the equation at the first line of (1.2) with (1.1) we formally obtain the transport equation

$$\partial_t \theta + b \partial_x \theta = 0.$$  

(1.3)

Note, however, that we are interested in the case where $b$ is a bounded function and $\partial_x \theta$ is a distribution, and therefore the product $b \partial_x \theta$ is not well-defined. Second, in (1.2) we assign the values of $\theta(\cdot, \alpha)$ and $\theta(\cdot, \beta)$ on the set where $b(\cdot, \alpha) > 0$ and $b(\cdot, \beta) < 0$, respectively. This is consistent with (1.3), but in principle nonsensical since $b$ is only an $L^\infty$ function and hence the values $b(\cdot, \alpha)$ and $b(\cdot, \beta)$, which are the values on a zero-measure set, are not well-defined. Following [11, 13], we tackle this problem and provide a rigorous formulation of (1.2) by relying on the theory of normal traces for measure-divergence vector fields developed in [4, 5, 10], see §2.3 and in particular Definition 2.7. As a third remark we point out that, by combining the rigorous formulation of the boundary condition given in Definition 2.7 with Lemma 4.1, we obtain that in (1.2) one could equivalently assign the boundary condition on the set where $b(\cdot, \alpha) \geq 0$ and $b(\cdot, \beta) \leq 0$, see Remark 6.2. In particular, if $b \geq 0$ then we can consider the initial-boundary value problem

$$\begin{aligned}
\begin{cases}
\partial_t [\rho \theta] + \partial_x [b \rho \theta] = 0 & \text{on } ]0, T[ \times ]\alpha, \beta[ \\
\theta(\cdot, \alpha) = \bar{\theta} & \theta(0, \cdot) = \theta_0
\end{cases}
\end{aligned}$$  

(1.4)

As a matter of fact, all the results contained in this work concerning (1.2) extend to the case of (1.4), provided $b \geq 0$. We now state our existence and uniqueness result.

Theorem 1.2. Fix $T > 0$ and an open and bounded interval $]\alpha, \beta[ \subseteq \mathbb{R}$. Assume that $b \in L^\infty([0, T[ \times ]\alpha, \beta[)$ is a nearly incompressible vector field with density $\rho$. Then for every $\bar{\theta}, \theta \in L^\infty([0, T[)$, and $\theta_0 \in L^\infty([\alpha, \beta[)$ there is $\theta \in L^\infty([0, T[ \times ]\alpha, \beta[)$ that is solution, in the sense of Definition 2.7, of the initial-boundary value problem (1.2) and satisfies

$$\|\theta\|_{L^\infty} \leq \max\{\|\bar{\theta}\|_{L^\infty}, \|\theta_0\|_{L^\infty}, \|\theta\|_{L^\infty}\}.$$  

(1.5)

Also, if $\theta_1, \theta_2 \in L^\infty([0, T[ \times ]\alpha, \beta[)$ are two solutions of (1.2), then $\rho \theta_1 = \rho \theta_2$ a.e. on $]0, T[ \times ]\alpha, \beta[.$

Some remarks are again in order. First, the equality $\rho \theta_1 = \rho \theta_2$ is the best uniqueness result one can hope for, since the equation at the first line of (1.2) does not provide any information on $\theta$ on the set where $\rho$ vanishes. Second, the proof of the uniqueness result heavily relies on the fact that we are focusing on the one-dimensional case. Note that the counterexamples in [13] concern zero-divergence.
and henceforth (it suffices to take $\rho \equiv 1$) nearly incompressible vector fields and show that, in several space dimensions, uniqueness fails as soon as the $BV$ regularity deteriorates at the domain boundary. Third, the most interesting feature of the above result is that we establish uniqueness for sign-changing coefficients $b$, as in this case the techniques developed for the Cauchy problem in [18] [21] do not extend to initial-boundary value problems. Fourth, as a byproduct of the uniqueness proof in the general case we also establish a trace renormalization result, see Theorem 4.2. Fifth, we also have stability with respect to weak and strong convergence, see Proposition 5.2 and a comparison principle given by the following result.

**Corollary 1.3.** Under the same assumptions as in the statement of Theorem 1.2 assume furthermore that $\theta_a \geq \theta_b$, $\theta_a \geq \theta_0$ and $\theta_0a \geq \theta_0b$, then the corresponding solutions of (1.2) satisfy $\rho \theta_a \geq \rho \theta_b$ a.e. on $]0, T[ ]x[\alpha, \beta[.

The following result establishes propagation of the $BV$ regularity.

**Proposition 1.4.** Under the same assumptions as in the statement of Theorem 1.2 assume furthermore that $\tilde{\theta}, \bar{\theta} \in BV([0, T])$ and $\theta_0 \in BV([\alpha, \beta])$, then there is a solution $\tilde{\theta}$ of (1.2) such that

\[
\begin{align*}
\text{TotVar}_{\alpha, \beta}[\tilde{\theta}(t, \cdot)] & \leq \text{TotVar} \bar{\theta} + |\tilde{\theta}(0^+) - \theta_0(\alpha^+)| + \text{TotVar} \theta_0 + |\theta_0(\beta^-) - \bar{\theta}(0^+)|
\end{align*}
\]

(1.6) 

\[
\text{TotVar}_{\alpha, \beta}[\tilde{\theta}(t, \cdot)] \leq \text{TotVar} \bar{\theta} + |\tilde{\theta}(0^+) - \theta_0(\alpha^+)| + \text{TotVar} \theta_0 + |\theta_0(\beta^-) - \bar{\theta}(0^+)|, \text{TotVar} \bar{\theta},
\]

(1.7) 

where $|D\theta|[0, T[ ]x[\alpha, \beta[]$ denotes the total variation of the distributional gradient of $\theta$.

In (1.6) and (1.7), $\theta_0(\alpha^+)$ and $\theta_0(\beta^-)$ denote the right and the left limit of $\theta_0$ at $\alpha$ and $\beta$, respectively: they are well defined since $\theta_0 \in BV([\alpha, \beta])$. We analogously define $\tilde{\theta}(0^+)$ and $\bar{\theta}(0^+)$. The proof of Proposition 1.4 relies on the fact that the space variable is one-dimensional. Note that, as pointed out in [12], the propagation of the $BV$ regularity fails already in two space dimensions, see also [2] [9] [19] and [20] for the autonomous case. In the case where $b$ is either nonpositive or nonnegative, we also have a $BV$-in-time regularity result.

**Theorem 1.5.** Fix $T > 0$ and a bounded, open interval $[\alpha, \beta[\subset \mathbb{R}$ and assume that $b \in L^\infty([0, T[ ]x[\alpha, \beta[)$ is a nearly incompressible vector field with density $\rho$. Assume furthermore that $b \geq 0$ and that $\theta_0 \in BV([\alpha, \beta])$ and $\theta \in BV([0, T])$. Then there is $\theta \in L^\infty([0, T[ ]x[\alpha, \beta[)$ which is a solution of (1.4) in the sense of Definition 2.7 and satisfies the following. For every $x \in ]\alpha, \beta [$, there is $\theta_x \in L^\infty([0, T])$ such that

\[
\text{Tr}[b\rho \bar{\theta}](\cdot, x) = \text{Tr}[b\rho](\cdot, x) \bar{\theta}_x \text{ a.e. on } [0, T[\]
\]

(1.8) 

and

\[
\text{TotVar} \bar{\theta}_x \leq C(\text{TotVar} \theta_0, \text{TotVar} \bar{\theta}, |\bar{\theta}(0^+) - \theta_0(\alpha^+)|).
\]

(1.9) 

Also, if $\kappa \leq \theta_0, \bar{\theta} \leq K$, then

\[
\kappa \leq \bar{\theta}_x \leq K \text{ a.e. on } [0, T[.
\]

(1.10) 

The above results extend to the extremum $x = \beta$ provided one replaces $\text{Tr}[b\rho \theta](\cdot, x)$ and $\text{Tr}[b\rho](\cdot, x)$ with $\text{Tr}[b\rho \theta](-, \beta^-)$ and $\text{Tr}[b\rho](-, \beta^-)$, respectively.

Note that, in (1.8), $\text{Tr}[b\rho \theta](\cdot, x)$ and $\text{Tr}[b\rho](\cdot, x)$ denote the normal trace of the functions $b\rho \theta$ and $b\rho$, respectively, at $x$: the normal trace is rigorously defined in Remark 2.6. Very loosely speaking, the normal trace can be regarded as a way to define the values of $b\rho \theta$ and $b\rho$ at the point $x$, which a priori is not possible because the segment $\{(t, x) : t \in [0, T]\}$ is negligible. To get an heuristic idea of the meaning of (1.8) one can replace $\text{Tr}[b\rho \theta](\cdot, x)$ and $\text{Tr}[b\rho](\cdot, x)$ with the pointwise values $b\rho \theta(\cdot, x)$ and
b\rho(\cdot, x)$, respectively. Note furthermore that, if $b$ changes sign, then (1.9) fails, as the counterexample discussed in §6.2 shows.

To conclude this introduction we provide some handwaving remarks on the main ideas underpinning the proof of the main results. As pointed out before, we could not extend the techniques in [18, 21] to establish the proof of Theorem 1.2 in the general case. Instead, we rely on a different approach, which is based on a “lagrangian formulation” of the problem, albeit in a very irregular setting. This approach is inspired by recent works on the transport equation with highly irregular, zero divergence vector fields in two space dimensions, see in particular [11] and also [7, 20]. Very loosely speaking, the basic idea is the following. Assume that $\theta$ and $b$ are both smooth functions, then the transport equation (1.3) is well-defined and we can apply the classic method of characteristics: the solution $\theta$ is simply transported along the curves in the $(t, x)$ plane tangent to the vector $(1, b(t, x))$. Assume furthermore that $\rho$ is also a smooth function, and that it is bounded away from 0. Consider the potential function $Q : [0, T] \times [\alpha, \beta] \to \mathbb{R}$ defined by setting

$$
\partial_t Q = -b \rho, \quad \partial_x Q = \rho, \quad Q(0, \alpha) = 0.
$$

Since $\rho$ is bounded away from 0, we can apply the Implicit Function Theorem and conclude that the level sets of $Q$ are curves in the $(t, x)$ plane tangent to the vector $(1, b(t, x))$, i.e. they are characteristic lines for (1.3). In other words, the solution $\theta$ of the transport equation (1.3) is well-defined and we can apply the classic method of characteristics: the solution $\theta$ is transported (and henceforth constant) along the level sets of $Q$. In a nonsmooth setting (say $b, \rho \in L^\infty$) the equation $\dot{X} = b(t, X)$ defining the characteristic curves is highly ill posed since both existence and uniqueness may fail. On the other hand, the potential function satisfying (1.11) is Lipschitz continuous, hence its level sets are well-defined and there is hope of showing that $\theta$ is transported, in some weak sense, along the level sets of $Q$. Note, however, that in the present paper we consider the case where $\rho$ can attain the value zero: in this case the level sets of $Q$ may have a nontrivial structure and this is why we have to rely on the more technical definition given by (3.10). See also §3.1 for some further details about the main ideas underpinning the construction given in the proof of Theorem 1.2.

**Outline.** The exposition is organized as follows. In §2 we recall some preliminary results, in §3 we introduce our main argument and provide the proof of Theorem 1.2 and in §4 we establish Corollary 1.3 and the trace renormalization property. In §5 we establish the proof of Proposition 1.4 and with Proposition 5.2 we discuss the stability of the solution of (1.2). As a byproduct we obtain an alternative proof of the existence statement in Theorem 1.2, see Remark 5.1. Finally, in §6 we establish the proof of Theorem 1.5 and in §6.2 we discuss the counterexample showing that Theorem 1.5 fails if $b$ changes sign. We also provide a self-contained proof of Theorem 1.2 in the case $b \geq 0$ (or $b \leq 0$). The reader who is only interested in this case can skip §3 and focus on §6. Note however that §3 is the most interesting part of the present paper. For the reader’s convenience we conclude the introduction by recalling the main notation used in the present paper.

**Notation.** We denote by $C(a_1, \ldots, a_\ell)$ a constant only depending on the quantities $a_1, \ldots, a_\ell$. Its precise value can vary from occurrence to occurrence.

**General mathematical symbols.**

- $\mathbb{R}_+ := [0, +\infty[$;
- $\mathcal{L}^d$, the $d$-dimensional Lebesgue measure;
- $\text{TotVar} u$: the total variation of the function $u$;
- a.e., for a.e. $x$: almost everywhere, for almost every $x$. Unless otherwise specified, it means with respect to the Lebesgue measure;
- $dx$: integration with respect to the standard Lebesgue measure;
- $f \mathcal{L}^d$, where $f \in L^1(\mathbb{R}^d)$: the measure on $\mathbb{R}^d$ defined by setting

$$
f \mathcal{L}^d(E) := \int_E f(x) dx,
$$

for every measurable set $E \subseteq \mathbb{R}^d$;
• \(BV\): the space of functions with bounded total variation;
• \(\text{Tr}[B, \partial A]\): the normal trace of \(B\) on \(\partial A\), see Lemma 2.3;
• \(H^d\): the \(d\)-dimensional Hausdorff measure;
• \(f_{\Lambda} A\): the restriction of a function \(f\) to a set \(A\);
• \(\text{Tr}[b\rho \theta](\cdot, \alpha^+), \text{Tr}[b\rho \theta](\cdot, \beta^-)\): the normal trace of the function \(b\rho \theta\) at the points \(\alpha\) and \(\beta\), see §2.3;
• \(\text{Tr}[b\rho \theta](\cdot, x), \text{Tr}[b\rho \theta](\cdot, x)\): the normal trace of the functions \(b\rho \theta\) and \(b\rho\) at the point \(x \in [\alpha, \beta]\), see Remark 2.6;
• \(\text{Tr}[(\rho(\cdot), \rho b \theta)](t, \gamma(t)^\pm)\): the left and right normal trace of the vector field \((\rho(\cdot), b\rho \theta)\) along the curve \(\gamma\), see the discussion before the statement of Lemma 3.1;
• \([\rho]_0\): the initial datum of the function \(\rho\), see §2.3;
• \(\nabla u\): the gradient of the function \(u \in C^1(\mathbb{R}^d)\);
• \(Du\): the distributional gradient of the function \(u \in L^1_{\text{loc}}(\mathbb{R}^d)\);
• \(|\mu|\): the total variation of the measure \(\mu\);
• \(U^-(f, [a, b]), U^+(f, [a, b]):\) the upper decreasing and the lower increasing envelopes of the function \(f\) on \([a, b]\), see (2.8) and (2.9);
• \(f([a, b]):\) the image of the function \(f\), i.e.
\[
\{f(x) : x \in [a, b]\}
\]
• \(\bar{E}\): the closure of the set \(E \subseteq \mathbb{R}^d\) with respect to the standard Euclidean topology;
• \((v_1, v_2)^\perp := (-v_2, v_1)\): the vector perpendicular to the vector \((v_1, v_2)\) in \(\mathbb{R}^2\);
• \(B_r(t, x)\): the open ball of radius \(r\) and center at \((t, x)\).

Symbols introduced in the present paper:

• \(E^-_f\): see (2.10);
• \(Q, Q_b\): the potential function defined by (1.11);
• \(\gamma_{t,\bar{x}}\): the curve defined by (3.10);
• \(t^*(\gamma_{t,\bar{x}}), t^*(\gamma_{t,\bar{x}})\): see (3.11);
• \(E^-_t, E^+_t\): see (3.16);
• \(x_\alpha(t), x_\beta(t)\): see (3.17);
• \(t_{\min}, y_{\star}\): see (3.19);
• \(t^*\): see (3.32)

2. Preliminary results

2.1. A regularity result for zero-divergence vector fields. We quote a very special case of Lemma 1.3.3 in [14].

Lemma 2.1. Fix an interval \([a, b] \subseteq \mathbb{R}\). Assume that \(u, z \in L^\infty(\mathbb{R}_+ \times [a, b])\) satisfy
\[
\partial_t u + \partial_x z = 0.
\]
Then \(u\) has a representative such that the map \(\mathbb{R}_+ \rightarrow L^\infty([a, b]), t \mapsto u(t, \cdot)\) is continuous with respect to the weak* topology. Also, \(z\) has a representative such that the map \([a, b] \rightarrow L^\infty(\mathbb{R}_+), x \mapsto z(\cdot, x)\) is continuous with respect to the weak* topology.

Remark 2.2. In the following, we always use the continuous representative of the maps \(t \mapsto u(t, \cdot)\) and \(x \mapsto z(\cdot, x)\). In this way, the values \(u(t, \cdot)\) and \(z(\cdot, x)\) are well defined for every \(t\) and \(x\), respectively.

2.2. Normal traces for measure-divergence vector fields. We quote [1] Proposition 3.2.

Lemma 2.3. Let \(\Omega \subseteq \mathbb{R}^d\) be an open set and assume that the distributional divergence of the vector field \(C \in L^\infty(\Omega; \mathbb{R}^d)\) is a locally finite Radon measure. Let \(\Lambda \subseteq \mathbb{R}^d\) be an open set with \(C^1\) boundary,
compactly contained in \( \Omega \). Then there is a unique function \( \text{Tr}[C, \partial \Lambda] \in L^\infty(\partial \Lambda) \) such that
\[
(2.1) \quad \int_\Lambda \text{Div}C \psi dx + \int_\Lambda C \cdot \nabla \psi dx = \int_{\partial \Lambda} \text{Tr}[C, \partial \Lambda] \psi d\mathcal{H}^{d-1}, \quad \text{for every } \psi \in C_c^\infty(\Omega).
\]
Also,
\[
\|\text{Tr}[C, \partial \Lambda]\|_{L^\infty} \leq \|C\|_{L^\infty}.
\]
If \( C \) is a smooth function, then the Gauss-Green formula yields \( \text{Tr}[C, \partial \Lambda] = C \cdot \vec{n} \), where \( \vec{n} \) is the outward pointing, unit normal vector to \( \partial \Lambda \). This is the reason why we term \( \text{Tr}[C, \partial \Lambda] \) the normal trace of \( C \) on \( \partial \Lambda \).

Remark 2.4. The regularity hypotheses on the open set \( \Lambda \) in the statement of Lemma 2.3 can be considerably weakened. In particular, in the present work we will systematically apply Lemma 2.3 to sets with lower regularity: in each case, the extension of formula (2.1) can be achieved through an approximation argument with a sequence \( \{\Lambda_n\} \) of regular sets invading \( \Lambda \).

2.3. Distributional formulation of the initial-boundary value problem (1.4). In [11, 13] the definition of boundary conditions for initial-boundary value problems for transport equations in several space dimensions is provided by relying on the theory of normal traces and in particular on Lemma 2.3.

Fix \( T > 0 \), \( \alpha < \beta \in \mathbb{R} \) and consider a nearly incompressible vector field \( b \in L^\infty([0, T[\times]a, b[) \) with density \( \rho \in L^\infty([0, T]\times]a, b[) \). Assume \( \theta \in L^\infty([0, T]\times]a, b[) \) satisfies
\[
(2.2) \quad \int_0^T \int_\alpha^\beta \rho\theta(\partial_t \psi + b \partial_x \psi) dx dt = 0, \quad \text{for every } \psi \in C_c^\infty([0, T]\times]a, b[),
\]
then by applying [11, Lemma 3.1] with \( \Omega = \Omega =]a, b[ \), \( d = 1 \) we get that there are unique functions \( \text{Tr}[b\theta](\cdot, \alpha^+) \), \( \text{Tr}[b\theta](\cdot, \beta^-) \) and \( [\theta]_0 \) such that
\[
(2.3) \quad \int_0^T \int_\alpha^\beta \rho\theta(\partial_t \psi + b \partial_x \psi) dx dt = \int_0^T \psi(t, \alpha) \text{Tr}[b\theta](t, \alpha^+) dt + \int_0^T \psi(t, \beta) \text{Tr}[b\theta](t, \beta^-) dt - \int_\alpha^\beta [\theta]_0 \psi(\alpha) dx, \quad \text{for every } \psi \in C_c^\infty([a, b[ - \infty, T]\times\mathbb{R}).
\]

Note that, if \( \rho, b \) and \( \theta \) are all smooth functions, then
\[
\text{Tr}[b\theta](\cdot, \alpha^+) = -b \theta(\cdot, \alpha), \quad \text{Tr}[b\theta](\cdot, \beta^-) = b \theta(\cdot, \beta), \quad [\theta]_0 = \rho(0, \cdot)
\]

Remark 2.5. Assume that \( b \in L^\infty([0, T[\times]a, b[) \) is a nearly incompressible vector field with density \( \rho \). Then \( \theta = 1 \) satisfies (2.2) and hence by applying the above argument we define the functions \( \text{Tr}[b\theta](\cdot, \alpha^+) \), \( \text{Tr}[b\theta](\cdot, \beta^-) \) and \( [\theta]_0 \). Note that they satisfy
\[
(2.4) \quad \int_0^T \int_\alpha^\beta \rho(\partial_t \psi + b \partial_x \psi) dx dt = \int_0^T \psi(t, \alpha) \text{Tr}[b\theta](t, \alpha^+) dt + \int_0^T \psi(t, \beta) \text{Tr}[b\theta](t, \beta^-) dt - \int_\alpha^\beta [\theta]_0 \psi(\alpha) dx, \quad \text{for every } \psi \in C_c^\infty([a, b[ - \infty, T]\times\mathbb{R}).
\]

Remark 2.6. Fix \( x \in]a, b[ \), then by applying [11, Lemma 3.1] to the open sets \( \Omega =]a, x[ \) and \( ]x, b[ \) we recover the definition of the normal trace \( \text{Tr}[b\theta](\cdot, x^-) \), \( \text{Tr}[b\theta](\cdot, x^+) \), \( \text{Tr}[b\theta](\cdot, x^-) \) and \( \text{Tr}[b\theta](\cdot, x^+) \). By using the fact that the equations \( \partial_t \rho + \partial_x [b\theta] = 0 \) and \( \partial_t [b\theta] + \partial_x [b\theta] = 0 \) are satisfied on the whole set \( ]0, T[\times]a, b[ \) one can then show that
\[
(2.5) \quad \text{Tr}[b\theta](\cdot, x^-) = \text{Tr}[b\theta](\cdot, x^+), \quad \text{Tr}[b\theta](\cdot, x^-) = \text{Tr}[b\theta](\cdot, x^+) \quad \text{a.e. on } ]0, T[.
\]

In the following and in the statement of Theorem 1.5 we denote the common values by \( \text{Tr}[b\theta](\cdot, x) \) and \( \text{Tr}[b\theta](\cdot, x) \).
Definition 2.7. Fix $\alpha < \beta \in \mathbb{R}$, $T > 0$ and a nearly incompressible vector field $b \in L^\infty([0,T[\times]a,\beta[)$ with density $\rho \in L^\infty([0,T[\times]a,\beta[)$. A distributional solution of (1.4) is a function $\theta \in L^\infty([0,T[\times]a,\beta[)$ satisfying (2.2) and the equalities

\begin{align}
\text{Tr}[\rho \theta](t,\alpha) &= \text{Tr}[\rho \theta](t,\alpha^+)(t) \quad \text{for a.e. } t : \text{Tr}[\rho \theta](t,\alpha^+) < 0, \\
\text{Tr}[\rho \theta](t,\beta^-) &= \text{Tr}[\rho \theta](t,\beta^-)(t) \quad \text{for a.e. } t : \text{Tr}[\rho \theta](t,\beta^-) < 0.
\end{align}

(2.6)

A distributional solution of (1.4) is a function $\theta \in L^\infty([0,T[\times]a,\beta[)$ satisfying (2.2) and the equalities

\begin{align}
\text{Tr}[\rho \theta](\cdot,\alpha^+) &= \text{Tr}[\rho \theta](\cdot,\alpha^+) \text{ a.e. in } ]0,T[, \\
\rho \theta_0(x) &= [\rho]_0(x) \theta_0(x) \quad \text{for a.e. } x \in ]a,\beta[.
\end{align}

(2.7)

2.4. Monotone envelopes. Fix $T > 0$ and let $f : [0,T] \to \mathbb{R}$ be a Lipschitz continuous function. Fix $[a,b] \subseteq [0,T]$: we term $U^-(f,[a,b])$ the upper decreasing envelope of $f$ on $[a,b]$ defined by setting

\begin{align}
U^-(f,[a,b]) := \inf \{ g : [a,b] \to \mathbb{R} : g \geq f \downarrow [a,b], \text{ } g \text{ is monotone non-increasing} \}.
\end{align}

(2.8)

Similarly we term $L^+(f,[a,b])$ the lower increasing envelope of $f$ on $[a,b]$ defined by setting

\begin{align}
L^+(f,[a,b]) := \sup \{ g : [a,b] \to \mathbb{R} : g \leq f \downarrow [a,b], \text{ } g \text{ is monotone non-decreasing} \}.
\end{align}

(2.9)

The following properties are known and we report the proof for the sake of completeness.

Lemma 2.8. Let $f : [0,T] \to \mathbb{R}$ be a Lipschitz continuous function and let $U^-(f,[a,b])$ be as in (2.8) with $[a,b] \subseteq [0,T]$. Then $U^-(f,[a,b])$ is a monotone non-increasing and Lipschitz continuous function. More precisely, set

\begin{align}
E_f^-([a,b]) := \{ x \in [a,b] : f(x) = U^-(f,[a,b])(x) \},
\end{align}

(2.10)

then

\begin{align}
\frac{d}{dx}U^-(f,[a,b])(x) &= \frac{d}{dx}f(x) \quad \text{for a.e. } x \in E_f^-([a,b]), \\
\frac{d}{dx}U^-(f,[a,b])(x) &= 0 \quad \text{for a.e. } x \in [a,b] \setminus E_f^-([a,b]).
\end{align}

(2.11)

Analogous statements hold for $L^+(f,[a,b])$.

Proof. We only establish the claims concerning $U^-(f,[a,b])$, those for $L^+(f,[a,b])$ can be recovered by observing that $L^+(f,[a,b]) = -U^-(f,[a,b])$. Also, to simplify the notation we write $E_f^-$ instead of $E_f^-([a,b])$.

Step 1: the function $U^-(f,[a,b])$ is monotone non-increasing because it is the infimum of monotone
non-increasing functions. We now establish the Lipschitz regularity of \( U^-(f, [a, b]) \). We denote by \( L \) the Lipschitz constant of \( f \) and we fix \( x_1 < x_2 \) in \([a, b]\). Since \( f \) is a \( L \)-Lipschitz continuous function and \( U^-(f, [a, b]) \geq f \), then the function \( g(x) := \max\{U^-(f, [a, b])(x_2), U^-(f, [a, b])(x_2) - L(x - x_2)\} \) is monotone non-increasing and satisfies \( g \geq f \). This yields \( U^-(f, [a, b])(x) \leq g(x) \) for every \( x \in [a, b] \), and in particular \( U^-(f, [a, b])(x_1) \leq U^-(f, [a, b])(x_2) + L(x_2 - x_1) \). Since \( U^-(f, [a, b]) \) is a monotone non-increasing function, this yields
\[
|U^-(f, [a, b])(x_2) - U^-(f, [a, b])(x_1)| \leq L|x_2 - x_1|
\]
and shows that \( U^-(f, [a, b]) \) is a \( L \)-Lipschitz continuous function on \([a, b]\).

We now establish the first equation in (2.11). We point out that the first equation in (2.11) is satisfied at every accumulation point of \( E^-_f \) where both \( f \) and \( U^-(f, [a, b]) \) are differentiable. Since the set of points that are not accumulation points of \( E^-_f \) is negligible, this establishes the first equation in (2.11).

We now establish the second equation in (2.11). More precisely, we show that, if \( ]x_1, x_2[C \] \([a, b] \setminus E^-_f \), then \( U^-(f, [a, b]) \) is constant on \([x_1, x_2]\). It suffices to show that, for every given \( x \in ]x_1, x_2[ \), there is \( \varepsilon > 0 \) such that \( U^-(f, [a, b]) \) is constant on \([x - \varepsilon, x + \varepsilon]\). To this end, we recall that \( f \) and \( U^-(f, [a, b]) \) are both \( L \)-Lipschitz continuous functions and set
\[
\varepsilon := \frac{U^-(f, [a, b])(x) - f(x)}{2L},
\]
then \( U^-(f, [a, b])(x + \varepsilon) \geq f(y) \) for every \( y \in ]x - \varepsilon, x + \varepsilon[ \). This implies that the function \( g : [a, b] \rightarrow \mathbb{R} \) defined by setting
\[
g(y) := \begin{cases} U^-(f, [a, b])(x + \varepsilon) & \text{if } y \in ]x - \varepsilon, x + \varepsilon[, \\ U^-(f, [a, b])(y) & \text{elsewhere on } [a, b] \end{cases}
\]
is a monotone non-increasing function satisfying \( g \geq f \) and hence \( g \geq U^-(f, [a, b]) \). Since \( U^-(f, [a, b]) \) is a monotone non-increasing function, then \( U^-(f, [a, b])(y) = U^-(f, [a, b])(x + \varepsilon) \) for every \( y \in ]x - \varepsilon, x + \varepsilon[ \) and this concludes the proof.

**Lemma 2.9.** Under the same assumptions as in Lemma 2.8, we fix \( t_* \in E^-_f ([a, b]) \), see Figure 2.4. Then for every \( \tau \in [t_*, b] \) we have
(2.12) \[ U^-(f, [a, b])(t) = U^-(f, [a, \tau])(t) \quad \text{for every } t \in [a, t_*]. \]

**Proof.** We fix \( \tau \in [t_*, b] \) and proceed according to the following steps.

**Step 1:** we show that \( t_* \in E^-_f ([a, \tau]) \). Since \( U^-(f, [a, b]) \) is a monotone non-increasing function such that \( U^-(f, [a, b]) \geq f \) on \([a, \tau] \subseteq [a, b] \), then
(2.13) \[ f \leq U^-(f, [a, \tau]) \leq U^-(f, [a, b]) \quad \text{on } [0, \tau]. \]

Since \( f(t_*) = U^-(f, [a, b])(t_*) \), then \( f(t_*) = U^-(f, [a, \tau])(t_*) \).

**Step 2:** we conclude the proof. We consider the function \( g : [a, b] \rightarrow \mathbb{R} \) defined by setting
\[
g(x) := \begin{cases} U^-(f, [a, \tau])(t) & t \in [a, t_*] \\ U^-(f, [a, b])(t) & t \in ]t_*, b] \end{cases}
\]
Since \( U^-(f, [a, b])(t_*) = f(t_*) = U^-(f, [a, \tau])(t_*) \), then \( g \) is a monotone non-increasing function satisfying \( g \geq f \) on \([a, b] \) and hence \( g \geq U^-(f, [a, b]) \). Owing to (2.13), this yields (2.12). \[ \square \]

2.5. An elementary lemma. We need the following well-known result. We provide the proof for the sake of completeness.

**Lemma 2.10.** Let \([a, b] \subseteq \mathbb{R} \) be a bounded interval. Assume that \( \ell, f : [a, b] \rightarrow \mathbb{R} \) are two functions such that \( f \) is continuous and
(2.14) \[ |\ell(x_1) - \ell(x_2)| \leq L|f(x_1) - f(x_2)|, \quad \text{for every } x_1, x_2 \in [a, b] \]

Such that
and for some constant $L > 0$. Then there is a $L$-Lipschitz continuous function $g : f([a, b]) \to \mathbb{R}$ such that $\ell = g \circ f$.

**Proof.** We set

$$
(2.15) \quad g(y) := \ell(\min\{x \in [a, b] : f(x) = y\}).
$$

To verify that $\ell = g \circ f$, we fix $\xi \in [a, b]$ and point out that

$$
(2.14) \quad g \circ f(\xi) = \ell(\min\{x \in [a, b] : f(x) = f(\xi)\}) \leq \ell(\xi).
$$

To establish the Lipschitz continuity, we fix $y_1, y_2 \in f([a, b])$ and set

$$
(3.10) \quad x_1 := \min\{x \in [a, b] : f(x) = y_1\}, \quad x_2 := \min\{x \in [a, b] : f(x) = y_2\}.
$$

Then

$$
|g(y_1) - g(y_2)| \leq L|x_1 - x_2| \leq L|f(x_1) - f(x_2)| = L|y_1 - y_2|.
$$

\[\Box\]

3. Proof of Theorem 1.2

3.1. Proof roadmap and outline. Since the proof of Theorem 1.2 is rather involved, we first provide some insights about the most important ideas underpinning the main argument. As we mentioned at the end of the introduction, the starting point is the intuition that $\theta$ should be transported, in some weak sense, along the level sets of the potential function $Q$ defined by (1.11), which as a first approximation should act as “characteristic curves”. Since $\rho$ can attain the value 0, in general the level sets of $Q$ are not curves and may have a more complicated structure. However, in (3.10) we define the curve $\gamma_{t,x}$ passing through the point $(t, x)$ and this provides a weak notion of “characteristic curve”. We explain in Remark 3.5 the heuristic behind (3.10), here we just point out that, if $\rho$ is bounded away from 0, then (3.10) defines exactly the level sets of $Q$. Once we have introduced a weak notion of characteristic curve, we have to give a rigorous meaning to the intuition that $\theta$ is constant along the characteristic curves. Since the pointwise values of $\theta$ are not well-defined, we rather look for some more regular function which should be constant along our weak characteristic curves. Consider the Lipschitz continuous potential function $Q_\theta : [0, T] \times [\alpha, \beta] \to \mathbb{R}$ defined by setting

$$
(3.1) \quad \partial_x Q_\theta = \rho \theta, \quad \partial_t Q_\theta = -\rho \beta \theta, \quad \text{and} \quad Q(0, \alpha) = 0.
$$

In the smooth setting, $Q_\theta$ is constant along the characteristic curves with slope $(1, b)$, i.e. on the level sets of $Q$. One of the outcomes of our construction is that $Q_\theta$ is actually constant along the weak characteristic curves $\gamma_{t,x}$. To see this, we rely on a rather indirect argument: first, in §3.4 we construct a Lipschitz continuous function $\tilde{Q}$ which is i) transported along the weak characteristic curves and ii) satisfies the equality $\partial_x x = \rho \theta$ at $t = 0$ and the equality $\partial_t \tilde{Q} = -\rho \beta \theta$ on the part of the boundary where the boundary condition is assigned. Next, we recover from $\tilde{Q}$ a solution of the initial-boundary value problem (1.2) and this establishes the existence part of Theorem 1.2, see Proposition 3.11. Finally, we show that, if $\theta$ is a solution of the initial-boundary value problem (1.2) and $Q_\theta$ is defined by (3.1), then $\tilde{Q} = Q_\theta$, see Proposition 3.13, and from this the uniqueness statement in Theorem 1.2 quite easily follows, see Corollary 3.14. To conclude, let us briefly explain how we recover the function $\theta$. What we actually do is prove that locally in space time $\tilde{Q} = g \circ Q$ for some suitable Lipschitz continuous function $g : I \subset \mathbb{R} \to \mathbb{R}$, see Lemma 3.9 for the exact statement. Next, we show that the function $g' \circ Q$ provides a solution of (1.2). To understand why this is true one should keep in mind that, as a matter of fact, $\tilde{Q} = Q_\theta$ and hence by comparing (1.11) and (3.1) we get $\partial_x \tilde{Q} = \theta \partial_x Q$ and, owing to the equality $\tilde{Q} = Q_\theta$, this yields $\partial_x Q_\theta = g'(Q) \partial_x Q$.

The exposition is organized as follows. In §3.2 we discuss some properties of the functions $Q$ and $Q_\theta$. In §3.3 we introduce our weak notion of characteristic curve and establish its main properties. In §3.4 we introduce the above mentioned function $\tilde{Q}$ and study its main properties, in §3.5 we establish the existence part of Theorem 1.2 and in §3.6 the uniqueness.
To conclude, we point out that to simplify some points of the argument in this section and in the following one we always assume

\[ T \leq \tilde{T} := \frac{\beta - \alpha}{2\|b\|_{L^\infty}}. \]

Up to repeating the argument on each time interval of the form \([k\tilde{T}, (k+1)\tilde{T}]\) with \(k \in \mathbb{N}\), this is not restrictive.

3.2. The potential function \(Q\). We fix \(\theta \in L^\infty([0,T[\times]a,\alpha[)\) solving (2.2) and we denote by \(Q\) and \(Q_\theta\) the Lipschitz continuous potential functions defined by (1.11) and (3.1), respectively. Let \(t^- , t^+ \in ]0,T[\) and consider a Lipschitz continuous curve \(\gamma : [t^-, t^+] \to ]a, \alpha[\). We now want to define the left and right normal traces \(\text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^-)\) and \(\text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^+))\). To this end, we fix \(\bar{x} \in ]a, \inf\gamma[\), we set

\[ \Lambda := \{(t,x) : \ t \in ]t^-, t^+[, \ \bar{x} < x < \gamma(t)\}, \]

we apply Lemma 2.3 with \(\Omega = ]0,T[\times]a, \beta[\), \(C = (\rho\theta, b\rho\theta)\) and we denote the normal trace \(\text{Tr}[C, \partial\Lambda](t)\) by \(\text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^-))\). To define \(\text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^+))\) we fix \(\bar{x} \in ]\sup\gamma, \beta[\) and we apply Lemma 2.3 with \(\Lambda := \{(t, x) : \ t \in ]t^-, t^+[, \ \gamma(t)x < \bar{x}\}\).

**Lemma 3.1.** Let \(t^-, t^+ \in ]0,T[\) and \(\gamma : [t^-, t^+] \to ]a, \beta[\) as before. Then

\[ \frac{d}{dt}Q_\theta(t, \gamma(t)) = \pm \sqrt{1 + \gamma(t)^2} \text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t)^\pm), \text{ for a.e. } t \in ]t^-, t^+[, \]

Proof. We establish (3.4) for \(\text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^-))\), the proof for \(\text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^+))\) is analogous.

We fix \(t_1 < t_2 \in ]t^-, t^+[, \ \bar{x} \in ]a, \inf\gamma[\) and consider the set (3.3) and the vector field \(C := (\rho\theta, b\rho\theta)\). By relying on a standard approximation argument one can show that, for a.e. \(t_1, t_2 \in ]t^-, t^+[, \ \bar{x} \in ]a, \inf\gamma[\), we have the equalities

\[ \text{Tr}[C, \partial\Lambda]_{t=t_1} = -\rho\theta(t_1, \cdot), \quad \text{Tr}[C, \partial\Lambda]_{t=t_2} = \rho\theta(t_2, \cdot), \quad \text{Tr}[C, \partial\Lambda]_{x=\bar{x}} = -b\rho\theta(\cdot, \bar{x}) \]

Also, for a.e. \(t_1, t_2 \in ]t^-, t^+[, \ \bar{x} \in ]a, \inf\gamma[\) we have

\[ \partial_xQ_\theta(t_1, \cdot) = \rho\theta(t_1, \cdot), \quad \partial_xQ_\theta(t_2, \cdot) = \rho\theta(t_2, \cdot) \text{ a.e. in } ]a, \beta[ \text{ and } \partial_xQ_\theta(\cdot, \bar{x}) = -b\rho\theta(\cdot, \bar{x}) \text{ a.e. in } ]0, T[. \]

We now fix \(t_1, t_2 \in ]t^-, t^+[, t_1 < t_2 \) and \(\bar{x} \in ]a, \inf\gamma[\) in such a way that (3.5) and (3.6) are both satisfied. We set \(\Lambda := \{(t,x) : t \in ]t_1, t_2[, \ \bar{x} < x < \gamma(t)\}\) and we apply formula (2.1) with \(C = (\rho\theta, b\rho\theta)\) and a test function \(\psi\) such that \(\psi \equiv 1\) on \(\Lambda\). We recall that \(\text{Div } C = 0\) owing to (2.2) and that the restriction of the Hausdorff measure \(H^1\) to the graph of \(\gamma\) is defined by the formula

\[ \int_{\gamma} f ds = \int_{t^-}^{t^+} f(t, \gamma(t))\sqrt{1 + \gamma'(t)^2} dt, \text{ for every } f : \mathbb{R}^2 \to \mathbb{R} \text{ bounded Borel function.} \]

We eventually arrive at

\[ - \int_{t_1}^{t_2} \text{Tr}[(\rho\theta, \rho b\theta)](t, \gamma(t^-))\sqrt{1 + \gamma(t)^2} dt \]

\[ \begin{align*}
\int_{t_1}^{t_2} \rho\theta(t_2, x) dx &- \int_{t_1}^{t_2} \rho b\theta(t, \bar{x}) dt - \int_{\bar{x}}^{\gamma(t_1)} \rho\theta(t_1, x) dx \\
&= (Q_\theta(t_2, \gamma(t_2)) - Q_\theta(t_2, \bar{x})) + (Q_\theta(t_2, \bar{x}) - Q_\theta(t_1, \bar{x})) + (Q_\theta(t_1, \bar{x}) - Q_\theta(t_1, \gamma(t_1))) \end{align*} \]

and by the arbitrariness of \(t_1\) and \(t_2\) this establishes (3.4). \(\square\)

By relying on an argument similar to the one in the proof of Lemma 3.1 one can establish the following equalities.
Lemma 3.2. We have
\[ \partial_t Q_\theta(t, \alpha) = \text{Tr}[\rho b \theta](t, \alpha^+) \quad \text{and} \quad \partial_t Q_\theta(t, \beta) = -\text{Tr}[\rho b \theta](t, \beta^-), \] for a.e. \( t \in ]t^-, t^+[ \)
and
\[ \partial_x Q_\theta(0, x) = [\rho \theta]_0(x), \] for a.e. \( x \in ]\alpha, \beta[. \)

Remark 3.3. By applying Lemma 3.2, we can express the boundary conditions (2.6) in terms of \( Q_\theta \) and \( Q \), that is
\[ \partial_t Q_\theta(t, \alpha) = \partial_t Q(t, \alpha) \theta(t) \quad \text{for a.e. } t \text{ such that } \partial_t Q(t, \alpha) > 0, \]
\[ \partial_t Q_\theta(t, \beta) = \partial_t Q(t, \beta) \theta(t) \quad \text{for a.e. } t \text{ such that } \partial_t Q(t, \beta) < 0, \]
\[ \partial_x Q_\theta(0, x) = \partial_x Q(0, x) \theta_0(x) \quad \text{for a.e. } x \in ]\alpha, \beta[. \]

3.3. Weak characteristic curves. In this paragraph we introduce a monotone family of Lipschitz continuous curves along which the potential \( Q \) is transported. By a slight abuse of notation, we term them “weak characteristic curves” because, as pointed out in §3.1, we regard them as the nonsmooth counterpart of the classical characteristic curves defined in a smooth setting. In Remark 3.5, we comment about definition (3.10).

Lemma 3.4. Fix \((\bar{t}, \bar{x}) \in [0, T] \times ]\alpha, \beta[\) and set \( \bar{h} = Q(\bar{t}, \bar{x}) \). We define the characteristic curve \( \gamma_{\bar{t}, \bar{x}} : [0, T] \rightarrow ]\alpha, \beta[ \) by setting
\[ \gamma_{\bar{t}, \bar{x}}(t) := \max \left\{ \alpha \ ; \ \min \{ \beta \ ; \ \inf \{ x \in ]\alpha, \beta[ : Q(t, x) > \bar{h} \} \right\}, \]
where we have used the convention \( \inf \emptyset = +\infty \). Moreover, we set
\[ t^*(\gamma_{\bar{t}, \bar{x}}) := \sup \{ t \in [\bar{t}, T] : \gamma_{\bar{t}, \bar{x}}(s) \in ]\alpha, \beta[ \ \text{for all } s \in [\bar{t}, t] \}, \]
\[ t_*(\gamma_{\bar{t}, \bar{x}}) := \inf \{ t \in [0, \bar{t}] : \gamma_{\bar{t}, \bar{x}}(s) \in ]\alpha, \beta[ \ \text{for all } s \in [t, \bar{t}] \}. \]

Then for every \((\bar{t}, \bar{x}) \in [0, T] \times ]\alpha, \beta[\) we have the following properties:
\[(a) \ \gamma_{\bar{t}, \bar{x}} \text{ is a } \|b\|_{L^\infty} \text{-Lipschitz continuous curve}; \]
\[(b) \ \gamma_{\bar{t}, \bar{x}}(\bar{t}) = \bar{x}; \]
\[(c) \ t_*(\gamma_{\bar{t}, \bar{x}}) \in [0, \bar{t}] \text{ and } t^*(\gamma_{\bar{t}, \bar{x}}) \in [\bar{t}, T]; \]
\[(d) \text{ if } t_*(\gamma_{\bar{t}, \bar{x}}) > 0, \text{ then } \gamma_{\bar{t}, \bar{x}}(t_*(\gamma_{\bar{t}, \bar{x}})) \in ]\alpha, \beta[; \]
\[(e) \text{ if } t^*(\gamma_{\bar{t}, \bar{x}}) < T, \text{ then } \gamma_{\bar{t}, \bar{x}}(t^*(\gamma_{\bar{t}, \bar{x}})) \in ]\alpha, \beta[; \]
\[(f) \ Q(t, \gamma_{\bar{t}, \bar{x}}(t)) = \bar{h} \text{ for every } t \in [t_*(\gamma_{\bar{t}, \bar{x}}), t^*(\gamma_{\bar{t}, \bar{x}})]; \]
\[(g) \text{ for a.e. } t \in [t_*(\gamma_{\bar{t}, \bar{x}}), t^*(\gamma_{\bar{t}, \bar{x}})] \text{ we have } \]
\[ \text{Tr}[(\rho, \rho b)](t, \gamma_{\bar{t}, \bar{x}}(t)^-) = \text{Tr}[(\rho, \rho b)](t, \gamma_{\bar{t}, \bar{x}}(t)^+); \]
\[(h) \text{ for every } \alpha < \bar{x}_1 \leq \bar{x}_2 < \beta \text{ and every } t \in [0, T] \text{ we have } \gamma_{\bar{t}, \bar{x}_1}(t) \leq \gamma_{\bar{t}, \bar{x}_2}(t). \]

Remark 3.5. The basic idea underpinning definition (3.10) is very loosely speaking the following. As pointed out in §3.1, as a very first approximation we would like to define \( \gamma_{\bar{t}, \bar{x}} \) as a level set of \( Q \), namely the set of points such that \( Q = Q(\bar{t}, \bar{x}) = \bar{h} \). However, since \( \rho \) can attain the value 0, the level set of \( Q \) is in general not a curve. To tackle this problem we introduce the term \( \inf \{ x \in ]\alpha, \beta[ : Q(t, x) > \bar{h} \} \). The term \( \bar{x} - \|b\|_{L^\infty}(t - \bar{t}) \) makes sure that \( \gamma_{\bar{t}, \bar{x}} \) passes through the point \((\bar{t}, \bar{x})\), whereas the remaining terms enforce the fact that \( \gamma_{\bar{t}, \bar{x}} \) is confined between \( \alpha \) and \( \beta \).

Proof of Lemma 3.4. We first establish property (a). Since \( t \mapsto \bar{x} - (t - \bar{t})\|b\|_{L^\infty} \) is a \( \|b\|_{L^\infty} \)-Lipschitz continuous curve, it suffices to show that
\[ \tilde{\gamma}_{\bar{t}, \bar{x}}(t) := \max \left\{ \alpha \ ; \ \min \{ \beta \ ; \ \inf \{ x \in ]\alpha, \beta[ : Q(t, x) > \bar{h} \} \right\} \]
is a \(\|b\|_{L^\infty}\)-Lipschitz continuous curve on \([0, T]\). Assume by contradiction that there are \(t_1, t_2 \in [0, T]\), \(t_1 < t_2\), such that \(\tilde{\gamma}_{\ell, x}(t_1) < \tilde{\gamma}_{\ell, x}(t_2) - \|b\|_{L^\infty}(t_2 - t_1)\). Consider the curve \(\gamma(t) = \tilde{\gamma}_{\ell, x}(t_2) + \|b\|_{L^\infty}(t - t_2), t \in [t_1, t_2]\). Since \(\tilde{\gamma}(t) = \|b\|_{L^\infty}\) and
\[
(q(t, x), \rho(t, x)b(t, x)) \cdot (1, \|b\|_{L^\infty}) = \rho b - \rho \|b\|_{L^\infty} \leq 0 \quad \text{for a.e.} \quad (t, x) \in [0, T] \times ]\alpha, \beta[, \]
then \(T([\rho, \rho b]) (t, \gamma(t)^+) \geq 0\). By applying Lemma 3.1 with \(\theta \equiv 1\) we get
\[
\frac{d}{dt} Q(t, \gamma(t)) \geq 0 \quad \implies \quad Q(\gamma(t_2)) \geq Q(\gamma(t_1)).
\]
We now show that this contradicts the definition of \(\tilde{\gamma}_{\ell, x}\). Since by construction \(\gamma(t_2) \in ]\alpha, \beta]\), then owing to the continuity of \(Q\) we have \(Q(t_2, \gamma(t_2)) \leq \bar{h}\) and hence the inequality (3.13) yields \(Q(t_1, \gamma(t_1)) \leq \bar{h}\). Since \(\tilde{\gamma}_{\ell, x}(t_1) < \gamma(t_1)\) this contradicts the minimality in (3.12).

Similarly, assume by contradiction that there is \(t_1 < t_2\) such that \(\tilde{\gamma}_{\ell, x}(t_1) > \tilde{\gamma}_{\ell, x}(t_2) + \|b\|_{L^\infty}(t_2 - t_1)\) and consider the curve \(\gamma(t) = \tilde{\gamma}_{\ell, x}(t_2) + \|b\|_{L^\infty}(t_2 - t)\) for \(t \in [t_1, t_2]\). The same argument as before yields \(Q(t_2, \gamma(t_2)) \leq Q(t_1, \gamma(t_1))\) and, since by construction \(\gamma(t_2) \in ]\alpha, \beta]\), then owing to the continuity of \(Q\) we have \(Q(t_2, \gamma(t_2)) \geq \bar{h}\) and this in turn yields \(Q(t_1, \gamma(t_1)) \geq \bar{h}\). Since \(\tilde{\gamma}_{\ell, x}(t_1) > \gamma(t_1)\) this contradicts the minimality in (3.12). This completes the proof of property (a).

To establish property (b), we recall that, since \(\rho \geq 0\), then for every \(t \in [0, T]\) the function \(Q(t, \cdot)\) is monotone non-decreasing. This implies that \(\inf_{x \in ]\alpha, \beta[} Q(t, x) > \bar{h}\) \(\geq \bar{x}\) and by formula (3.10) this yields property (b).

To establish property (c) we point out that, by definition, \(t^*(\gamma_{\ell, x}) \in [\bar{t}, T]\). Since \(\gamma_{\ell, x}(t) = \bar{x} \in ]\alpha, \beta]\) and \(\gamma_{\ell, x}\) is a Lipschitz continuous curve, then \(t^*(\gamma_{\ell, x}) > \bar{t}\). An analogous argument shows that \(t^*_s(\gamma_{\ell, x}) < \bar{t}\).

Properties (d) and (e) both follow from the definition of \(t^*_s(\gamma_{\ell, x})\) and \(t^*(\gamma_{\ell, x})\) and the Lipschitz regularity of \(\gamma_{\ell, x}\).

We now establish property (f). Assume that \(t \in [0, T]\) satisfies \(\gamma_{\ell, x}(t) = \tilde{\gamma}_{\ell, x}(t)\), where \(\tilde{\gamma}\) is the same curve as in (3.12). The continuity of \(Q\) implies that, if \(t \in [t^*_s(\gamma_{\ell, x}), t^*(\gamma_{\ell, x})]\), then \(Q(t, \gamma_{\ell, x}(t)) = \bar{h}\). We are thus left to show that \(Q(t, \gamma_{\ell, x}(t)) = \bar{h}\) for every \(t \in [t^*_s(\gamma_{\ell, x}), t^*(\gamma_{\ell, x})]\) such that \(\gamma_{\ell, x}(t) = \bar{x} - \|b\|_{L^\infty}(t - \bar{t})\). We prove it for \(t \in [t^*_s(\gamma_{\ell, x}), \bar{t}]\), the case \(t \in [\bar{t}, t^*(\gamma_{\ell, x})]\) is analogous. The same argument as in the proof of property (a) yields
\[
Q(t, \bar{x} - \|b\|_{L^\infty}(t - \bar{t})) \geq Q(\bar{t}, \bar{x}) = \bar{h}.
\]
Owing to the definition of \(\gamma_{\ell, x}\) and the monotonicity of \(Q\) with respect to \(x\), the condition \(\gamma_{\ell, x}(t) = \bar{x} - \|b\|_{L^\infty}(t - \bar{t})\) holds only if
\[
Q(t, \bar{x} - \|b\|_{L^\infty}(t - \bar{t})) \leq \bar{h}.
\]
By combining (3.14) and (3.15) we complete the proof of property (f).

Property (g) follows from property (f) and Lemma 3.1. Finally, by combining definition (3.10) and the monotonicity of \(Q\) with respect to \(x\) we establish property (h).

3.4. The function \(\tilde{Q}\).

3.4.1. Definition of \(\tilde{Q}\). We first provide the formal definition of \(\tilde{Q}\) and then in Remark 3.6 discuss the basic ideas underpinning its construction. Let \(Q\) be as before the potential function defined by (1.11). Given \(\bar{t} \in ]0, T]\), we set
\[
E^-_{\bar{t}} := \{ t \in [0, \bar{t}] : U^-(Q(\cdot, \alpha), [0, \bar{t}]) = Q(t, \alpha) \} \quad E^+_{\bar{t}} := \{ t \in [0, \bar{t}] : L^+(Q(\cdot, \beta), [0, \bar{t}]) = Q(t, \beta) \}.
\]
and
\[
x^\alpha(\bar{t}) := \inf \{ x \in ]\alpha, \beta[ : t^*_s(\gamma_{\ell, x}) = 0 \} \quad \text{and} \quad x^\beta(\bar{t}) := \sup \{ x \in ]\alpha, \beta[ : t^*(\gamma_{\ell, x}) = 0 \}.
\]
where \( t_* \) and \( t^* \) are the same as in (3.11). Note that \( \{ x \in [\alpha, \beta]: t_*(\gamma_{t,x}) = 0 \} \neq \emptyset \) owing to (3.2) and
to the fact that \( \gamma_{t,x} \) is a \( b || L^\infty \)-Lipschitz continuous curve, see Lemma 3.4. This yields \( x_\alpha(t) \in [\alpha, \beta] \) and \( x_\beta(t) \leq t_\beta(t) \).

We now fix \( \theta_0 \in L^\infty([\alpha, \beta]) \) and \( \hat{\theta}, \tilde{\theta} \in L^\infty([0, T]) \) and define the function \( \tilde{Q}: [0, T] \times [\alpha, \beta] \to \mathbb{R} \). Given \( (\tilde{t}, \tilde{x}) \in [0, T] \times [\alpha, \beta] \), we define the value \( \tilde{Q}(\tilde{t}, \tilde{x}) \) by separately considering the following cases:

**Case 1:** \( x_\alpha(t) < \tilde{x} < x_\beta(t) \). We set

\[
(3.18) \quad \tilde{Q}(\tilde{t}, \tilde{x}) = \int_\alpha^{\gamma_{t,x}(0)} \rho_0(x) \theta_0(x) dx.
\]

**Case 2:** \( \alpha < \tilde{x} < x_\alpha(t) \). We set

\[
(3.19) \quad t_{\min} := \min E^-_{\tilde{t}}, \quad \tilde{y} := \begin{cases} \alpha & \text{if } t_{\min} = 0 \\ \inf_{\varepsilon > 0} \gamma_{t_{\min}, \alpha + \varepsilon}(0) & \text{otherwise} \end{cases}
\]

and

\[
(3.20) \quad \tilde{Q}(\tilde{t}, \tilde{x}) = \int_\alpha^{\tilde{y}} \rho_0(x) \theta_0(x) dx + \int_{E^-_{\tilde{t}} \cap [0, t_*(\gamma_{t,x})]} \text{Tr}[\rho \beta](t, \alpha^+ \theta)(t) dt.
\]

**Case 3:** \( x_\beta(t) < \tilde{x} < \beta \). We set

\[
(3.21) \quad \tilde{y} := \begin{cases} \beta & \text{if } t_{\min} = 0 \\ \sup_{\varepsilon > 0} \gamma_{t_{\min}, \beta - \varepsilon}(0) & \text{otherwise} \end{cases}
\]

Note that \( \tilde{Q} \) is not defined at the points \( (t, x_\alpha(t)) \) and \( (t, x_\beta(t)) \), however Lemma 3.9 yields that \( \tilde{Q} \) is a Lipschitz continuous function and therefore we can extend it by continuity to the whole set \([0, T] \times [\alpha, \beta]\).

**Remark 3.6.** We now provide an heuristic explanation of the definition of the function \( \tilde{Q} \). First, we recall that we want to define \( \tilde{Q} \) in such a way that i) it is constant along the connected components of the weak characteristic curves \( \gamma_{t,x} \) inside \([0, T] \times [\alpha, \beta] \); ii) it satisfies the equality \( \partial_t \tilde{Q}(0, x) = \rho_0 \theta_0 \) and the equalities \( \partial_t \tilde{Q}(t, \alpha) = \text{Tr}[\rho \beta](t, \alpha^+ \theta) \) and \( \partial_t \tilde{Q}(t, \beta) = -\text{Tr}[\rho \beta](t, \beta^- \theta) \), where \( \text{Tr}[\rho \beta](t, \alpha^+ \theta) < 0 \) and \( \text{Tr}[\rho \beta](t, \beta^- \theta) > 0 \), respectively and iii) it is uniquely determined by the initial data \( \rho_0 \theta_0 \) and by the assigned boundary data. With this in mind, let us fix a point \( (\tilde{t}, \tilde{x}) \) and backwardly follow the weak characteristic line \( \gamma_{t,x} \) to define the value \( \tilde{Q}(\tilde{t}, \tilde{x}) \). If \( x_\alpha(t) < \tilde{x} < x_\beta(t) \), this means that the backward weak characteristic curve \( \gamma_{t,x} \) survives up to time \( t = 0 \) and by recalling i) and ii) above this yields (3.43). If \( \tilde{x} < x_\alpha(t) \), then we follow the weak characteristic line \( \gamma_{t,x} \) up to the time \( t_*(\gamma_{t,x}) \), when it collides with the boundary. We then take into account the boundary contributions up to the time \( t_{\min} \) and in the meanwhile gain the second term on the right hand side of (3.20), which only depends on the boundary values attained on the set where we effectively assign them. At the time \( t_{\min} \), heuristically speaking (the situation is actually slightly more complicated as the definition of \( \tilde{y} \) shows) we follow the backward weak characteristic curve detaching from the boundary, which crosses the \( t = 0 \) axis at the point \( \tilde{y} \), and here we gain the first term in (3.20).

We first establish a few preliminary results.

**Lemma 3.7.** Fix \( \tilde{t} \in [0, T] \) and \( x \in [\alpha, \beta] \) and assume that \( t_*(\gamma_{t,x}) > 0 \). If \( \gamma_{t,x}(t_*(\gamma_{t,x})) = \alpha \), then \( t_*(\gamma_{t,x}) \in E^-_{\tilde{t}} \). If \( \gamma_{t,x}(t_*(\gamma_{t,x})) = \beta \), then \( t_*(\gamma_{t,x}) \in E^+_{\tilde{t}} \).
Proof. We only establish the implication \( \gamma_{t,x}(t_*(\gamma_{t,x})) = \alpha \) then \( t_*(\gamma_{t,x}) \in E^-_{\tilde{t}} \), the proof of the other one is analogous.

Step 1: we show that

\[
Q(s,\alpha) \leq Q(t_*(\gamma_{t,x}),\alpha) \quad \text{for every } s \in [t_*(\gamma_{t,x}),\tilde{t}].
\]

Assume by contradiction that there is \( s \in [t_*(\gamma_{t,x}),\tilde{t}] \) such that \( Q(s,\alpha) > Q(t_*(\gamma_{t,x}),\alpha) \), then by definition of \( t_*(\gamma_{t,x}) \) we have \( \gamma_{t,x}(s) \in [\alpha,\beta]\) and owing to the fact that \( Q(s,\cdot) \) is a monotone non-decreasing function we have \( Q(s,\gamma_{t,x}(s)) \geq Q(s,\alpha) > Q(t_*(\gamma_{t,x}),\alpha) \). On the other hand, owing to property (f) in the statement of Lemma 3.4 we have \( Q(s,\gamma_{t,x}(s)) = Q(t_*(\gamma_{t,x}),\alpha) \) and this yields a contradiction.

Step 2: we conclude the proof. We define the function \( g : [0,\tilde{t}] \to \mathbb{R} \) by setting

\[
g(t) := \begin{cases}
U^-(Q(\cdot,\alpha),[0,\tilde{t}](t)) & t \in [0,t_*(\gamma_{t,x})] \\
Q(t_*(\gamma_{t,x}),\alpha) & t \in [t_*(\gamma_{t,x}),\tilde{t}],
\end{cases}
\]

then \( g \) is a monotone non-increasing function and, owing to (3.22), \( g \geq f \). This implies that \( g \geq U^-(Q(\cdot,\alpha),[0,\tilde{t}]) \) and hence that \( U^-(Q(\cdot,\alpha),[0,\tilde{t}](t_*(\gamma_{t,x}))) = Q(\alpha,t_*(\gamma_{t,x})) \).

\[\square\]

Lemma 3.8. For every \( x \in [\alpha,\beta]\) the map \( t \mapsto Q(t,\gamma_{t,x}(t)) \) is constant on \( ]t_*(\gamma_{t,x}),t^*(\gamma_{t,x})[ \).

Proof. We recall Lemma 3.7 and apply Lemma 2.9 with \( \tau = t_* = t_*(\gamma_{t,x}) \), \( a = 0 \) and \( b = \tilde{t} \) to get

\[
E^-_{\tilde{t}} \cap [0,t_*(\gamma_{t,x})] = E^-_{t_*(\gamma_{t,x})}.
\]

This implies that \( t_{\min}, t_{\min} \) and \( \bar{y}, y \) do not change when \( t \) varies in \( ]t_*(\gamma_{t,x}),t^*(\gamma_{t,x})[ \) and hence implies that \( t \mapsto Q(t,\gamma_{t,x}(t)) \) is constant.

\[\square\]

Lemma 3.9. For every \( \tilde{t} \in [0,T[ \) we set

\[
O(\tilde{t}) := \{(t,x) \in [0,T[\times[\alpha,\beta]: t_*(\gamma_{t,x}) < \tilde{t} < t^*(\gamma_{t,x})\},
\]

see Figure 3.4. Then there is a Lipschitz continuous function \( g_{\tilde{t}} : \mathbb{R} \to \mathbb{R} \) such that

\[
\tilde{Q}(t,x) = g_{\tilde{t}}(Q(t,x)) \quad \text{for every } (t,x) \in O(\tilde{t}).
\]

Also,
1. for a.e. \( h \in Q(\bar{t}, [\alpha, x_{\alpha}(\bar{t})]) \) there is a unique \( x \in]\alpha, x_{\alpha}(\bar{t})[ \) such that \( Q(\bar{t}, x) = h \) and
\[
(3.26) \quad g'_{f}(h) = \theta_{0}(\gamma_{\bar{t},x}(0)).
\]
2. For a.e. \( h \in Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \) there is a unique \( x \in]x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})[ \) such that \( Q(\bar{t}, x) = h \) and
\[
(3.27) \quad g'_{f}(h) = \theta_{0}(\gamma_{\bar{t},x}(0)).
\]
3. For a.e. \( h \in Q(\bar{t}, [x_{\beta}(\bar{t}), \beta]) \) there is a unique \( x \in]x_{\beta}(\bar{t}), \beta[ \) such that \( Q(\bar{t}, x) = h \) and
\[
(3.28) \quad g'_{f}(h) = \theta_{0}(\gamma_{\bar{t},x}(0)).
\]

Proof. We separately define the function \( g_{f} \) on the sets \( Q(\bar{t}, [\alpha, x_{\alpha}(\bar{t})]), Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \) and \( Q(\bar{t}, [x_{\beta}(\bar{t}), \beta]) \) and then patch together the various definitions. The proof is organized into several steps.

**Step 1**: we define the function \( g_{f} \) on the set \( Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \). First, we point out that, if \( x_{1}, x_{2} \in ]x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})[ \), then
\[
|\tilde{Q}(\bar{t}, x_{2}) - \tilde{Q}(\bar{t}, x_{1})| \leq \|\theta_{0}\|_{L^{\infty}} \int_{\gamma_{\bar{t},x}(0)}^{\gamma_{\bar{t},x}(0)} |\rho_{0}(x)dx = \|\theta_{0}\|_{L^{\infty}}|Q(\bar{t}, x_{2}) - Q(\bar{t}, x_{1})|.
\]

To establish the last inequality at the first line we have used the fact that, since \( \rho \geq 0 \), then \( |\rho_{0}| \geq 0 \). By relying on Lemma 2.10 we conclude that there is a Lipschitz continuous function \( g_{f,0} : \tilde{Q}(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \to \mathbb{R} \) such that \( Q(\bar{t}, x) = g_{f,0}(Q(\bar{t}, x)) \), for every \( x \in ]x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})[ \).

We now establish (3.27). First, we recall property (f) in Lemma 3.4 and the definition (3.17) of \( x_{\alpha}(\bar{t}) \) and \( x_{\beta}(\bar{t}) \) and we conclude that \( Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \in \mathcal{Q}(0, [\alpha, \beta]) \). We denote by \( \mathcal{R}_{0} \) the set of values \( h \in Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \) such that i) there is a unique \( x_{h} \in ]x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})[ \) such that \( Q(\bar{t}, x_{h}) = h \); ii) there is a unique \( z_{h} \in ]\alpha, \beta[ \) such that \( Q(0, z_{h}) = h \) and furthermore iii) \( z_{h} \) is a Lebesgue point of \( \theta_{0} \) with respect to the measure \( [\rho_{0}] \mathcal{L}^{1} \), namely \( z_{h} \in \text{supp}([\rho_{0}] \mathcal{L}^{1}) \) and
\[
(3.29) \quad \lim_{\varepsilon \to 0^{+}} \frac{\int_{z_{h}-\varepsilon}^{z_{h}+\varepsilon} |\rho_{0}(y) - \theta_{0}(z_{h})|dy}{\int_{z_{h}-\varepsilon}^{z_{h}+\varepsilon} |\rho_{0}(y)|dy} = 0.
\]

Note that in the previous expression the integral at the denominator does not vanish since \( z_{h} \in \text{supp}([\rho_{0}] \mathcal{L}^{1}) \). Note furthermore that, owing to the monotonicity of \( Q \) with respect to \( x \), if \( x_{h} \) and \( z_{h} \) are as in points i) and ii) then \( z_{h} = \gamma_{\bar{t},x_{h}}(0) \). Assume for a moment that we have shown that \( \mathcal{L}^{1}(Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \setminus \mathcal{R}_{0}) = 0 \). Fix \( h \in \mathcal{R}_{0} \) and the corresponding \( z_{h} \in ]\alpha, \beta[ \) such that \( Q(0, z_{h}) = h \): owing to (3.29) we have
\[
g'_{f,0}(h) = \lim_{\varepsilon \to 0^{+}} \frac{\tilde{Q}(0, z_{h} + \varepsilon) - \tilde{Q}(0, z_{h} - \varepsilon)}{\tilde{Q}(0, z_{h} + \varepsilon) - \tilde{Q}(0, z_{h} - \varepsilon)} = \theta_{0}(z_{h}) = \theta_{0}(\gamma_{\bar{t},x_{h}}(0)),
\]
that is (3.27).

We are left to show that \( \mathcal{L}^{1}(Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \setminus \mathcal{R}_{0}) = 0 \). Note that \( \mathcal{R}_{0} = \mathcal{R}_{1} \cap \mathcal{R}_{2} \cap \mathcal{R}_{3} \), where \( \mathcal{R}_{1} \) is the set of \( h \) such that there is a unique \( x \in ]x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})[ \) satisfying \( Q(\bar{t}, x) = h \), \( \mathcal{R}_{2} \) is the set of \( h \) such that there is a unique \( z \in ]x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})[ \) satisfying \( Q(0, z) = h \) and
\[
\mathcal{R}_{3} := Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \cap \mathbb{Q}(0, \mathcal{L}), \quad \text{where } \mathcal{L} := \{z \text{ is a Lebesgue point for } [\rho_{0}] \mathcal{L}^{1} \text{ on }]\alpha, \beta[ \}.\]

To show that \( \mathcal{L}^{1}(Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \setminus \mathcal{R}_{0}) = 0 \) it suffices to show that \( \mathcal{L}^{1}(Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \setminus \mathcal{R}_{i}) = 0 \) for \( i = 1, 2, 3 \). Since \( Q(\bar{t}, \cdot) \) and \( Q(0, \cdot) \) are both monotone functions, then \( \mathcal{L}^{1}(Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \setminus \mathcal{R}_{1}) = 0 \) and \( \mathcal{L}^{1}(Q(\bar{t}, [x_{\alpha}(\bar{t}), x_{\beta}(\bar{t})]) \setminus \mathcal{R}_{2}) = 0 \). To establish the last inequality, we point out that \( \mathcal{L} \) is a \( \mathcal{L}^{1} \)-measurable set and that, owing to the Lebesgue Differentiation Theorem, \( [\rho_{0}] \mathcal{L}^{1}(]\alpha, \beta[ \setminus \mathcal{L}) = 0 \). Owing
to the Coarea Formula we get

\[ 0 = \int_{[\alpha, \beta][L]} [\rho]_0(x) dx = \int_{Q(0, \alpha, \beta[L])} \mathcal{H}^0(\{x : Q(0, x) = h\}) dh, \]

which yields \( \mathcal{L}^1(Q(0, \alpha, \beta[L])) = 0 \). To conclude, we recall that \( Q(\bar{t}, [x_\alpha(\bar{t}), x_\beta(\bar{t})]) \subseteq Q(0, \alpha, \beta) \), which implies \( Q(\bar{t}, [x_\alpha(\bar{t}), x_\beta(\bar{t})]) \setminus \mathcal{R}_3 \subseteq Q(0, [\alpha, \beta]) \cap Q(0, L) \subseteq Q(0, \alpha, \beta[L]) \).

Step 2: we define the function \( g_t \) on the set \( [\alpha, x_\alpha(\bar{t})] \). As in Step 1 we want to rely on Lemma \( \ref{lem:bt} \) so we fix \( x_1, x_2 \in [\alpha, x_\alpha(\bar{t})] \), \( x_1 < x_2 \). By the monotonicity property at point (h) in Lemma \( \ref{lem:monotonicity} \) we have \( t_s(\gamma_{\bar{t}}, x_2) \leq t_s(\gamma_{\bar{t}}, x_1) \). Also, the point \( \bar{y} \) defined in (3.19) is the same for both \( x_1 \) and \( x_2 \). This yields

\[ |\tilde{Q}(\bar{t}, x_2) - \tilde{Q}(\bar{t}, x_1)| = \left| \int_{E^-_{\bar{t}}} \partial_t Q(t, \alpha) \tilde{\theta}(t) dt \right| \]

\[ + \|\tilde{\theta}\|_{L^\infty} \left( \int_{E^-_{\bar{t}}} \partial_t U^-(t) \tilde{\theta}(t) dt \right) \leq \|\tilde{\theta}\|_{L^\infty} \left( \int_{E^-_{\bar{t}}} \partial_t U^-(t) dt \right) \]

\[ \leq \|\tilde{\theta}\|_{L^\infty} |U^-(t_s(\gamma_{\bar{t}}, x_2)) - U^-(t_s(\gamma_{\bar{t}}, x_1))| \]

\[ \text{Lemma } \ref{lem:monotonicity} \]

In the previous expression we have written \( U^- \) instead of \( U^-(Q(\alpha, \cdot), [0, \bar{t}]) \) to simplify the notation. Owing to Lemma \( \ref{lem:bt} \) this implies that one can define a Lipschitz continuous function \( g_{t, \alpha} : Q(\bar{t}, [\alpha, x_\alpha(\bar{t})]) \to \mathbb{R} \) such that for every \( x \in [\alpha, x_\alpha(\bar{t})] \) we have \( \tilde{Q}(\bar{t}, x) = g_{t, \alpha}(Q(\bar{t}, x)) \). To establish (3.26) we first recall that, owing to property (f) in Lemma \( \ref{lem:cont} \) \( Q(t_s(\gamma_{\bar{t}}, x), \alpha) = Q(\bar{t}, x) \) for every \( x \in [\alpha, x_\alpha(\bar{t})] \). Owing to Lemma \( \ref{lem:cont} \) this implies that \( Q(\bar{t}, [\alpha, x_\alpha(\bar{t})]) \subseteq U^-\left(Q(\cdot, \alpha), [0, \bar{t}]\right)([0, \bar{t}]) \). We now term \( \mathcal{R}_a(\bar{t}) \) the set of values \( h \in Q(\bar{t}, [\alpha, x_\alpha(\bar{t})]) \) such that i) there is a unique \( x_h \in [\alpha, x_\alpha(\bar{t})] \) satisfying \( Q(\bar{t}, x_h) = h \); ii) there is a unique \( t_h \in [0, \bar{t}] \) satisfying \( U^-(Q(\cdot, \alpha), [0, \bar{t}])(t_h) = h \) and furthermore iii) \( t_h \) is a Lebesgue point for the measure \( -dU^-(Q(\cdot, \alpha), [0, \bar{t}])/dt \mathcal{L}^1 \). Note that if \( t_h \) is as in ii), then owing to Lemma \( \ref{lem:monotonicity} \) we have \( t_h \in E^-_{\bar{t}} \) and hence by (3.7) point iii) could be equivalently reformulated by requiring that \( t_h \) is a Lebesgue point for the measure \( -\text{Tr}[b\rho]\mathcal{L}^1 \mathcal{E}^-_{\bar{t}} \). Also, if \( x_h \) and \( t_h \) are in points i) and ii), then \( t_h = t_s(\gamma_{\bar{t}}, x_h) \). By arguing as in Step 1 one can show that \( \mathcal{L}^1(Q(\cdot, [\alpha, x_\alpha(\bar{t})]) \setminus \mathcal{R}_a(\bar{t}) = 0 \) and that for every \( h \in \mathcal{R}_a(\bar{t}) \) we have

\[ g'_{t, \alpha}(h) = \lim_{\varepsilon \to 0} \frac{\tilde{Q}(t_h + \varepsilon, \alpha) - \tilde{Q}(t_h, \alpha)}{\varepsilon} = \tilde{\theta}(t_h) = \tilde{\theta}(t_s(\gamma_{\bar{t}}, x_h)). \]

By relying on the same argument one can show that there is a Lipschitz continuous function \( g_{t, \beta} : Q(\bar{t}, [x_\beta(\bar{t}), \beta]) \to \mathbb{R} \) such that \( \tilde{Q}(\bar{t}, x) = g_{t, \beta}(Q(\bar{t}, x)) \) for every \( x \in [x_\beta(\bar{t}), \beta] \). Also,

\[ g'_{t, \beta}(h) = \bar{q}(t_s(\gamma_{\bar{t}, x})), \quad \text{for a.e. } h \in Q(\bar{t}, [x_\beta(\bar{t}), \beta]), \]

provided \( x \in [x_\beta(\bar{t}), \beta] \) satisfies \( \tilde{Q}(\bar{t}, x) = h \).

Step 3: we patch together the definitions of \( g_t \) given at the previous steps. First, we recall that the function \( Q(\cdot, \cdot) \) is Lipschitz continuous and monotone non-increasing, which implies

\[
\begin{align*}
\sup Q(\bar{t}, [\alpha, x_\alpha(\bar{t})]) = \lim_{x \to x_\alpha(\bar{t})^-} Q(\bar{t}, x) = \lim_{x \to x_\alpha(\bar{t})^+} Q(\bar{t}, x) = \inf Q(\bar{t}, x_\alpha(\bar{t}), x_\beta(\bar{t}))],
\end{align*}
\]

\[
\begin{align*}
\sup Q(\bar{t}, [x_\alpha(\bar{t}), x_\beta(\bar{t})]) = \lim_{x \to x_\beta(\bar{t})^-} Q(\bar{t}, x) = \lim_{x \to x_\beta(\bar{t})^+} Q(\bar{t}, x) = \inf Q(\bar{t}, x_\beta(\bar{t}), \beta[)]
\end{align*}
\]

if both \( x_\alpha(\bar{t}), x_\beta(\bar{t}) \in [\alpha, \beta] \). We set

\[ g_t(h) := \begin{cases} 
    g_{t, \alpha}(h) & \text{if } h \in Q(\bar{t}, [\alpha, x_\alpha(\bar{t})]), \\
    g_{t, 0}(h) & \text{if } h \in Q(\bar{t}, [x_\alpha(\bar{t}), x_\beta(\bar{t})]), \\
    g_{t, \beta}(h) & \text{if } h \in Q(\bar{t}, [x_\beta(\bar{t}), \beta[)].
\end{cases} \]
Owing to (3.31), in order to prove that \( q_i \) is well-defined it suffices to show that, if \( x_\alpha(t), x_\beta(t) \in [\alpha, \beta] \) (the other cases are actually simpler), then \( \tilde{Q}(t, \cdot) \) is continuous at both \( x_\alpha(t) \) and \( x_\beta(t) \). We only establish the continuity at \( x_\alpha(t) \), the other proof is analogous. We assume that \( x_\alpha(t) \in [\alpha, \beta] \) and define the two curves \( \tilde{\gamma}_\alpha^\pm : [0, \bar{T}] \to [\alpha, \beta] \) by setting

\[
\tilde{\gamma}_\alpha^+(t) := \lim_{\varepsilon \to 0^+} \gamma_{\tilde{t},x_\alpha(t)+\varepsilon}(t) \quad \text{and} \quad \tilde{\gamma}_\alpha^-(t) := \lim_{\varepsilon \to 0^+} \gamma_{\tilde{t},x_\alpha(t)-\varepsilon}(t).
\]

We also set

\[
(3.32) \quad \tilde{t}_* := \lim_{\varepsilon \to 0^+} t_*(\gamma_{\tilde{t},x_\alpha(t)-\varepsilon}).
\]

Owing to Lemma 3.7 \( t_*(\gamma_{\tilde{t},x}) \in E^-_\tilde{t} \) for every \( x < x_\alpha(t) \). Since by Lemma 2.8 \( E^-_\tilde{t} \) is a closed set, then \( \tilde{t}_* \in E^-_{\tilde{t}} \) and this implies \( \tilde{t}_* \geq t_{\min} \), where \( t_{\min} \) is the same as in (3.19).

By definition of \( \tilde{Q} \) we have

\[
\lim_{x \to x_\alpha(t)^-} \tilde{Q}(\tilde{t}, x) = \tilde{Q}(\tilde{t}, x_\alpha(t)^-) = \int_\alpha^0 [\rho]_0(x)\theta_0(x)dx + \int_{E^-_{\tilde{t}} \cap [0, \tilde{t}_*]} \mathrm{Tr}[\rho b](t, \alpha^+)^\theta(t)dt,
\]

\[
(3.33) \lim_{x \to x_\alpha(t)^+} \tilde{Q}(\tilde{t}, x) = \tilde{Q}(\tilde{t}, x_\alpha(t)^+) = \int_\alpha^{\tilde{\gamma}_\alpha^+(0)} [\rho]_0(x)\theta_0(x)dx.
\]

In Step 4 below we show that \( \tilde{Q}(\tilde{t}_*, \alpha) = Q(t_{\min}, \alpha) \). Since \( \tilde{t}_*, t_{\min} \in E^-_\tilde{t} \), this yields \( U^-(Q(\cdot, \alpha), [0, \tilde{t}])\)(\( \tilde{t}_* \)) = \( U^-(Q(\cdot, \alpha), [0, \tilde{t}])\)(\( t_{\min} \)). We then have

\[
\lim_{x \to x_\alpha(t)^-} \tilde{Q}(\tilde{t}, x) = \tilde{Q}(\tilde{t}, x_\alpha(t)^-) = \int_\alpha^{\tilde{\gamma}_\alpha^+(0)} [\rho]_0(x)\theta_0(x)dx.
\]

And this implies \( \int_{E^-_\tilde{t} \cap [0, \tilde{t}_*]} \mathrm{Tr}[\rho b](t, \alpha^+)^\theta(t)dt = 0 \). Owing to (3.33), in order to show that \( \tilde{Q}(\tilde{t}, x_\alpha(t)^-\tilde{t}) \) we are left to prove that

\[
\int_\alpha^0 [\rho]_0(x)\theta_0(x)dx = \int_\alpha^{\tilde{\gamma}_\alpha^+(0)} [\rho]_0(x)\theta_0(x)dx.
\]

It suffices to show that \( [\rho]_0 = 0 \) a.e. on the interval with endpoint \( \bar{y} \) and \( \tilde{\gamma}_\alpha^+(0) \), which is equivalent to prove that \( Q(0, \bar{y}) = Q(0, \tilde{\gamma}_\alpha^+(0)) \). To see this, we first show that

\[
(3.34) \quad Q(t, \alpha) < Q(t_{\min}, \alpha), \quad \text{for every } t \in [0, t_{\min}].
\]

Assume by contradiction that \( t_{\min} > 0 \) and there is \( \tau \in [0, t_{\min}] \) such that \( Q(\tau, \alpha) \geq Q(t_{\min}, \alpha) \). Since by definition \( t_{\min} = \min E^-_{\tilde{t}} \), then \( U^-(Q(\cdot, \alpha), [0, \tilde{t}])\)(\( t \)) = \( U^-(Q(\cdot, \alpha), [0, \tilde{t}])\)(\( t_{\min} \)) for every \( t \in [0, t_{\min}] \). Since \( U^-(Q(\cdot, \alpha), [0, \tilde{t}]) \geq Q(\cdot, \alpha) \), this implies \( U^-(Q(\cdot, \alpha), [0, \tilde{t}])\)(\( \tau \)) = \( Q(\tau, \alpha) \), which contradicts the minimality of \( t_{\min} \) and hence establishes (3.34). We now recall property (f) in Lemma 3.4 and that, for every \( t \in [0, \bar{T}] \) the function \( Q(t, \cdot) \) is monotone non-decreasing. Owing to (3.34), this implies that \( \gamma_{t_{\min}, \alpha+\varepsilon}(t) > \alpha \) for every \( \varepsilon > 0 \) and every \( t \in [0, t_{\min}] \). By Point (f) in Lemma 3.4 this yields \( Q(0, \gamma_{t_{\min}, \alpha+\varepsilon}(0)) = Q(t_{\min}, \alpha+\varepsilon) \) and by letting \( \varepsilon \to 0 \) we arrive at

\[
(3.35) \quad Q(0, \bar{y}) = Q(t_{\min}, \alpha).
\]

On the other hand, \( Q(\tilde{t}, x_\alpha(t)) = Q(0, \tilde{\gamma}_\alpha^+(0)) = Q(\tilde{t}_*, \alpha) \). Since \( Q(\tilde{t}_*, \alpha) = Q(t_{\min}, \alpha) \) by Step 4, then owing to (3.35) we have \( Q(0, \bar{y}) = Q(0, \tilde{\gamma}_\alpha^+(0)) \). This concludes the proof of the continuity of \( \tilde{Q}(\tilde{t}, \cdot) \) at the point \( x_\alpha(t) \).

**Step 4:** we establish the equality \( Q(\tilde{t}_*, \alpha) = Q(t_{\min}, \alpha) \). Since \( t_{\min}, \tilde{t}_* \in E^-_{\tilde{t}} \) and \( \tilde{t}_* \geq t_{\min} \), then

\[
Q(\tilde{t}_*, \alpha) = U^- (Q(\cdot, \alpha), [0, \tilde{t}]) (\tilde{t}_*) \leq U^- (Q(\cdot, \alpha), [0, \tilde{t}]) (t_{\min}) = Q(t_{\min}, \alpha).
\]

Assume by contradiction that \( Q(\tilde{t}_*, \alpha) < Q(t_{\min}, \alpha) \). Since \( U^- (Q(\cdot, \alpha), [0, \tilde{t}]) \) is a monotone non-decreasing function, there is \( h \in Q(\tilde{t}_*, \alpha), Q(t_{\min}, \alpha) \) such that there is a unique \( t_h \in [t_{\min}, \tilde{t}_* [ \) satisfying \( U^- (Q(\cdot, \alpha), [0, \tilde{t}]) (t_h) = h \). Note that \( t_h \in E^-_{\tilde{t}} \) and that for every \( t \in [t_h, \tilde{t}] \) we have \( Q(t, \alpha) \leq
\[ U^{-}(Q(\cdot,\cdot),[0,\bar{t}]) (t) < U^{-}(Q(\cdot,\cdot),[0,\bar{t}]) (t_{h}) = Q(t_{h},\alpha) = h. \]

By using property (f) in Lemma 3.4 and the monotonicity of \( Q(t,\cdot) \) this implies that, for every \( \varepsilon > 0 \) and every \( t \in [t_{h}, \bar{t}] \), we have \( \gamma_{t_{h},\alpha+\varepsilon}(t) > \alpha \) and this in turn implies

\[ Q(\bar{t}, \gamma_{t_{h},\alpha+\varepsilon}(\bar{t})) = Q(t_{h}, \alpha+\varepsilon) \geq h > Q(\bar{t}, \alpha) = Q(\bar{t}, x_{\alpha}(\bar{t})). \]

By the monotonicity of \( Q(\bar{t},\cdot) \), this yields \( x_{\alpha}(\bar{t}) < x_{h} := \lim _{\varepsilon \to 0+} \gamma_{t_{h},\alpha+\varepsilon}(\bar{t}). \) Note that, by the definition of \( x_{\alpha}(\bar{t}) \), for every \( x \in [x_{\alpha}(\bar{t}), x_{h}] \) we have \( t_{s}(\gamma_{t_{h},\alpha+\varepsilon}) = 0. \) On the other hand, by the monotonicity property (h) in Lemma 3.4 for every \( x \in [x_{\alpha}(\bar{t}), x_{h}] \) and every \( \varepsilon > 0 \) we have \( \gamma_{t_{h},\alpha+\varepsilon}(\cdot) \leq \gamma_{t_{h},\alpha+\varepsilon}(\cdot) \) and this implies \( t_{s}(\gamma_{t_{h},\alpha+\varepsilon}) \geq t_{h} > 0. \) This yields a contradiction and establishes the equality \( Q(\bar{t}, \alpha) = Q(\bar{t}, x_{\alpha}(\bar{t})). \)

Step 5: we are left to show that (3.25) holds for every \((\bar{t}, x) \in O(\bar{t}). \) So far we have shown that (3.25) holds for every \((t, x) \in [0, T] \times [\alpha, \beta] \) with \( t = \bar{t}. \) To conclude we recall that \( Q \) is constant along \( \gamma_{t_{h},\alpha+\varepsilon} \) owing to property (f) in Lemma 3.4 and we recall Lemma 3.8.

Remark 3.10. It follows immediately from the statement of Lemma 3.9 that for every \( t_{1}, t_{2} \in [0, T] \) it holds \( g_{t_{1}} = g_{t_{2}} \) in \( Q(O(t_{1})) \cap Q(O(t_{2})). \)

3.5. Proof of Theorem 1.2: existence. The following result establishes the existence of a solution of (1.2) by exhibiting an explicit formula. Note that by relying on (3.38) below we conclude that the function \( \hat{Q} \) constructed in §3.4 is a potential function for \( (\rho \theta, b \rho \theta). \)

Proposition 3.11. Let \( \hat{Q} \) be as in (3.34) and \( g_{t} \) be as in Lemma 3.9. Then the function

\[ \theta(t, x) := \begin{cases} g_{t}'(Q(t, x)) & \text{if } g_{t} \text{ is differentiable at } Q(t, x), \\ 0 & \text{otherwise.} \end{cases} \]

is a solution of the initial-boundary value problem (1.2) in the sense of Definition 2.7. Also,

\[ \theta(t, x) = \begin{cases} \theta(t, \gamma_{t_{h},\alpha+\varepsilon}(0)) & \text{if } \alpha < x < x_{\alpha}(t), \\ \theta(0, \gamma_{t_{h},\alpha+\varepsilon}(0)) & \text{if } x_{\alpha}(t) < x < x_{\beta}(t), \\ \theta(t, \gamma_{t_{h},\alpha+\varepsilon}(0)) & \text{if } x_{\beta}(t) < x < \beta \end{cases} \]

for \( \partial \mathcal{L}^{2} \)-a.e. \((t, x) \in [0, T] \times [\alpha, \beta]. \)

Proof. We organize the proof in four steps.

Step 1: we establish (2.2), namely we show that the function \( \theta \) defined by (3.36) is a distributional solution of the equation on \([0, T] \times [\alpha, \beta]. \) By a standard argument involving partitions of unity, it suffices to show that, for every \((\tilde{t}, \tilde{x}) \in [0, T] \times [\alpha, \beta], \) the equation \( \partial_{t}[\rho \theta] + \partial_{x}[b \rho \theta] = 0 \) holds in the sense of distributions in a neighborhood of \((\tilde{t}, \tilde{x}). \) To this end, fix \((\tilde{t}, \tilde{x}) \in [0, T] \times [\alpha, \beta] \) and \( r > 0 \) such that the ball \( B_{r}(\tilde{t}, \tilde{x}) \subseteq O(\tilde{t}). \) Owing to Lemma 3.9 we have \( \hat{Q}(t, x) = g_{t} \circ Q(t, x) \) for every \((t, x) \in B_{r}(\tilde{t}, \tilde{x}). \)

In particular, by the chain-rule for Lipschitz functions and definition (3.36) of \( \theta, \) we have

\[ \partial_{x} \hat{Q} = \theta \partial_{x} Q = \rho \theta, \quad \text{and} \quad \partial_{t} \hat{Q} = \theta \partial_{t} Q = -pb \theta. \]

and this yields \( \partial_{t}[\rho \theta] + \partial_{x}[b \rho \theta] = 0 \) on \( B_{r}(\tilde{t}, \tilde{x}). \)

Step 2: we show that \([\rho \theta]_{0} = [\rho \theta_{0}]. \) First, we point out that (3.38) means that \( \hat{Q} \) is a potential function for \( (\rho \theta, b \rho \theta) \) and we recall (3.8). We conclude that establishing the equality \( [\rho \theta]_{0} = [\rho \theta_{0}] \) amounts to show that \( \hat{Q}(0, \cdot) = [\rho \theta_{0}]. \) To this end, we fix \( x_{1} < x_{2} \) in \([\alpha, \beta], \) then \( x_{1}, x_{2} \in [x_{\alpha}(\varepsilon), x_{\beta}(\varepsilon)] \) provided \( \varepsilon > 0 \) is sufficiently small. This yields

\[ \hat{Q}(0, x_{2}) - \hat{Q}(0, x_{1}) = \lim_{\varepsilon \to 0+} \hat{Q}(\varepsilon, x_{2}) - \hat{Q}(\varepsilon, x_{1}) \]

\[ = \lim_{\varepsilon \to 0+} \left[ \int_{0}^{\varepsilon} [\rho_{0} \theta_{0}(x)] dx - \int_{0}^{\varepsilon} [\rho_{0} \theta_{0}(x)] dx \right] \int_{x_{1}}^{x_{2}} \rho_{0} \theta_{0} dx \]

and concludes Step 2.

Step 3: we show that \( \operatorname{Tr}[pb \theta](t, \alpha^{+}) = \operatorname{Tr}[pb \theta](t, \alpha^{+}) \hat{Q}(t) \) for a.e. \( t \in [0, T] \) such that \( \operatorname{Tr}[pb \theta](t, \alpha^{+}) < 0. \) We combine (3.38) with (3.8) and we conclude that \( \operatorname{Tr}[pb \theta](t, \alpha^{+}) = \partial_{t} \hat{Q}(t, \alpha). \) The computation in
\[ \tilde{Q}(t_1, \alpha) - \tilde{Q}(t_2, \alpha) = \int_{t_2}^{t_1} \text{Tr}[\rho b](t, \alpha^+) \hat{\theta}(t) \, dt. \]

We set \( F := \{ t \in (0, T] : \text{Tr}[\rho b](\tau, \alpha^+) < 0 \} \) and we point out that, owing to the above equality, in order to complete the proof it suffices to show that i) for a.e. \( \tau \in F \) there is \( \bar{t} > \tau \) and \( x \in ]a, x_a(\bar{t})[ \) such that \( t_*(\gamma_{\bar{t}, x}) = \tau \) and ii) the set \( E^-_{\bar{t}} \cap F \) has density 1 at \( \tau \). We first prove that for a.e. \( \tau \in F \) there is \( \bar{t} \in Q[0, T] \) as in i): indeed for a.e. \( \tau \in F \), the function \( Q(\cdot, \alpha) \) is differentiable at \( \tau \) and furthermore \( \partial_t Q(\tau, \alpha) < 0 \). In particular there is \( \varepsilon > 0 \) such that \( Q(t, \alpha) < Q(\tau, \alpha) \) for a.e. \( t \in ]\tau, \tau + \varepsilon[ \). Let \( \bar{t} \in Q[0, T] \), \( \tau + \varepsilon \) and \( x := \lim_{y \to \alpha^+} \gamma_{\tau, \alpha}(\bar{t}) \). We are left to show that \( \tau = t_*(\gamma_{\bar{t}, x}) \). By the monotonicity property stated in point (h) of Lemma 3.4 we have \( t_*(\gamma_{\bar{t}, x}) \geq \tau \). On the other hand, owing to property (f) in Lemma 3.3 we have \( Q \left( t, \gamma_{\bar{t}, x}(t) \right) = Q(\tau, \alpha) \). Since \( Q(t, \alpha) < Q(\tau, \alpha) \) for every \( t \in ]\tau, \bar{t}[, \) this implies that \( t_*(\gamma_{\bar{t}, x}) \leq \tau \) and concludes the proof of i). Since a.e. \( \tau \in F \) belongs to the countable union \( \bigcup_{t \in Q[0, T]} E^-_{\bar{t}} \cap F \), then a.e. \( \tau \in F \) is a point of density 1 of \( E^-_{\bar{t}} \) for at least a \( \bar{t} \in Q[0, T] \) and this ends the proof of ii).

**Step 4:** we establish (3.37). We recall (3.26), (3.27) and (3.28). We also fix \( \bar{t} \in (0, T] \) and recall the definition of the set \( \mathcal{R}_0 \) given in **Step 1** of the proof of Lemma 3.9. We term \( \mathcal{R}_0 := Q(\bar{t}, [x_a(\bar{t}), x_\beta(\bar{t})]) \setminus \mathcal{R}_0 \) and we point out that, owing to the coarea formula,

\[
\rho \mathcal{L}^1 \left( \right) \cap \mathcal{Q}(\bar{t}, \cdot) \right) \left( \right) = 0.
\]

This implies that, for \( \rho \mathcal{L}^1 \)-a.e. \( x \in [x_a(\bar{t}), x_\beta(\bar{t})[ \), equation (3.37) holds true at \( t = \bar{t} \). By relying on analogous arguments, one can conclude the proof of (3.37).

**3.6. Proof of Theorem 1.2: uniqueness.** In this paragraph we establish the uniqueness result in the statement of Theorem 1.2. To this end, we fix a solution \( \theta \) of (1.2) and we recall the definition (3.1) of the potential function \( Q_\theta \). The final goal is to establish Proposition 3.13 which dictates that \( Q_\theta = Q \), where \( Q \) is the same as in 3.4 Corollary 3.14 is then an easy consequence of Proposition 3.13 and gives the uniqueness result in Theorem 1.2. We first establish a preliminary result, which uses an argument in [21].

**Lemma 3.12.** Let \( \theta \in L^\infty([0, T] \times [\alpha, \beta]) \) be a solution, in the sense of Definition 2.7, of the initial-boundary value problem (1.2). Fix \( (\bar{t}, \bar{x}) \in (0, T] \times [\alpha, \beta] \), then there are \( r > 0 \) and a Lipschitz continuous function \( g_\theta : \mathbb{R} \to \mathbb{R} \) such that

\[
Q_\theta(t, x) = g_\theta(Q(t, x)) \quad \forall(t, x) \in B_r(\bar{t}, \bar{x}).
\]

Also,

\[
Q_\theta(t, \gamma_{\bar{t}, \bar{x}}(t)) = g_\theta(Q(\bar{t}, \bar{x})) \quad \forall t \in [t_*(\gamma_{\bar{t}, \bar{x}}), t^*(\gamma_{\bar{t}, \bar{x}})]
\]

and

\[
\text{Tr}[(\rho \theta, \rho b \theta)](t, \gamma_{\bar{t}, \bar{x}}(t)^-) = \text{Tr}[(\rho \theta, \rho b \theta)](t, \gamma_{\bar{t}, \bar{x}}(t)^+) = 0, \quad \text{for a.e. } t \in [t_*(\gamma_{\bar{t}, \bar{x}}), t^*(\gamma_{\bar{t}, \bar{x}})].
\]

**Proof.** We fix \( (\bar{t}, \bar{x}) \in (0, T] \times [\alpha, \beta] \) and \( r > 0 \) such that \( |\bar{t} - r, \bar{t} + r| ) \subseteq [0, T] \) and \( I := [\bar{x} - 2r, \bar{x} + 2r] \subseteq [\alpha, \beta] \). The rest of the proof is organized into some steps.

**Step 1:** we define the function \( g_\theta \) on the set \( Q(\bar{t} - r, I) \). We point out that

\[
|Q_\theta(\bar{t} - r, x_1) - Q_\theta(\bar{t} - r, x_2)| \leq \| \theta \|_{L^\infty} \int_{x_1}^{x_2} \rho(\bar{t} - r, x) \, dx
\]

and owing to Lemma 2.10 this implies that there is a Lipschitz continuous function \( g_\theta \) satisfying (3.39) for every \( \bar{t} - r, x \) with \( x \in I \).

**Step 2:** we prove that (3.39) holds for every \( (t, x) \) in the trapezoidal region

\[
E_{\bar{t}, \bar{x}}(r) := \{(t, x) \in ]\bar{t} - r, \bar{t} + r[ \times [\alpha, \beta] : x \in ]\gamma(t), \gamma_r(t)[ \}
\]
where
\[\gamma_l(t) := \bar{x} - r - 2r||b||_{L^\infty} + ||b||_{L^\infty}(t - \bar{t} + r) \quad \text{and} \quad \gamma_r(t) := \bar{x} + r + 2r||b||_{L^\infty} - ||b||_{L^\infty}(t - \bar{t} + r).\]

Since \(B_t(\bar{t}, \bar{x}) \subseteq E_{\bar{t},\bar{x}}(r)\) this completes the proof of (3.39).

**Step 2A:** we show that \(g_\theta(h)\) is defined for every \(h = Q(t, x)\) with \((t, x) \in E_{\bar{t},\bar{x}}(r)\). To this end, we recall the proof of point (a) of Lemma 3.4 and conclude that, since \(\gamma_l(t) = ||b||_{L^\infty}\) and \(\gamma_r(t) = -||b||_{L^\infty}\), then
\[
\frac{d}{dt}Q(t, \gamma_l(t)) \geq 0 \quad \text{and} \quad \frac{d}{dt}Q(t, \gamma_r(t)) \leq 0.
\]

Since for every \(t \in ]0, T[\) the function \(Q(t, \cdot)\) is monotone non-decreasing, the above inequalities imply that the image of \(E_{\bar{t},\bar{x}}(r)\) through \(Q\) is contained in the set \(Q(\bar{t} - r, I)\).

**Step 2B:** we consider any Lipschitz continuous extension of \(g_\theta\) to the whole \(\mathbb{R}\) and set \(H := (Q_\theta - g_\theta \circ Q)^2\). We want to show
\[
(3.43) \quad \rho H(t, x) = 0 \quad \text{for } L^1\text{-a.e. } x \in ]\gamma_l(t), \gamma_r(t)[.
\]

To this end, we first show that \(H\) is a distributional solution of the equation
\[
(3.44) \quad \partial_t(\rho H) + \partial_x(\rho b H) = 0 \quad \text{on } ]0, T[ \times ]\alpha, \beta[.
\]

Fix a test function \(\varphi \in C_c^\infty(]0, T[ \times ]\alpha, \beta[)\): since \(H\) is a Lipschitz continuous function, then we can use \(H\varphi\) as a test function for the equation \(\partial_t \rho + \partial_x(\rho b) = 0\). We obtain
\[
0 = \int_{]0, T[ \times ]\alpha, \beta[} \rho(H\varphi)_t + \rho b(H\varphi)_x \, dt dx = \int_{]0, T[ \times ]\alpha, \beta[} H(\rho \varphi_t + \rho b \varphi_x) + \varphi(\rho H_t + \rho b H_x) \, dt dx
\]
\[
= \int_{]0, T[ \times ]\alpha, \beta[} H(\rho \varphi_t + \rho b \varphi_x) \, dt dx + \int_{]0, T[ \times ]\alpha, \beta[} 2\varphi(Q_\theta - g_\theta \circ Q) \left( \rho(Q_\theta)_t + \rho b(Q_\theta)_x - g_\theta' \circ Q(\rho(Q)_t + \rho b(Q)_x) \right) \, dt dx
\]
\[
= \int_{]0, T[ \times ]\alpha, \beta[} H(\rho \varphi_t + \rho b \varphi_x) \, dt dx,
\]
that is (3.44). Note that in the last equality we used that \((Q_\theta)_t = -b(Q_\theta)_x\) and \(Q_t = -bQ_x\).

We now fix \(\tau \in ]\bar{t} - r, \bar{t} + r[\) and apply Lemma 2.3 with \(C = (\rho H, \rho b H), \Lambda = \{(t, x) : t \in ]\bar{t} - r, \bar{t}[, x \in ]\gamma_l(t), \gamma_r(t)[\}\) and we choose a test function \(\psi\) such that \(\psi \equiv 1\) on \(\Lambda\). Owing to (3.44) we arrive at
\[
(3.45) \quad \int_{\gamma_l(\tau)}^{\gamma_r(\tau)} \rho H(t, x) \, dx = \int_{\gamma_l(\bar{t} - r)}^{\gamma_r(\bar{t} - r)} \rho H(\bar{t} - r, x) \, dx - \int_{\gamma_l}^{\gamma_r} \text{Tr}[(\rho H, \rho b H)] \, dH^1 - \int_{\gamma_r} \text{Tr}[(\rho H, \rho b H)] \, dH^1.
\]

Since \(\rho H \geq 0, \dot{\gamma}_l = -||b||_{L^\infty}\) and \(\dot{\gamma}_r = ||b||_{L^\infty}\), then
\[
(3.46) \quad \text{Tr}[(\rho H, \rho b H)] \geq 0 \quad \text{on } \gamma_l \quad \text{and} \quad \text{Tr}[(\rho H, \rho b H)] \geq 0 \quad \text{on } \gamma_r.
\]

By plugging (3.46) and the equality \(H(\bar{t} - r, x) = 0\) for every \(x \in ]\gamma_l(\bar{t} - r), \gamma_r(\bar{t} - r)[\) into (3.45) we arrive at the equality \(H(\tau, x) = 0\) for a.e. \(x \in ]\gamma_l(\tau), \gamma_r(\tau)[\) and by the arbitrariness of \(\tau\) this yields (3.43).

**Step 2C:** we show that \(H^2 \equiv 0\) in \(E_{\bar{t},\bar{x}}(r)\). Since \(\rho H = 0\) a.e. in \(E_{\bar{t},\bar{x}}(r)\), then
\[
\partial_t H^2 = 2H \partial_t H = -4\rho H(Q_\theta - g_\theta \circ Q)(b \theta - b g_\theta' \circ Q) = 0 \quad \text{a.e. on } E_{\bar{t},\bar{x}}(r).
\]

Since \(H(t - r, x) = 0\) for every \(x \in ]\gamma_l(t - r), \gamma_r(t - r)[\), then \(H^2 \equiv 0\) in \(E_{\bar{t},\bar{x}}(r)\), i.e. \(Q_\theta = g_\theta \circ Q\) in \(E_{\bar{t},\bar{x}}(r)\). This completes the proof of (3.39).

**Step 3:** we complete the proof of the lemma. The identity (3.40) follows from (3.39) by a standard covering argument. To establish (3.41), we point out that, owing to (3.39) and to point (f) in Lemma 3.4 the function \(\tilde{Q}\) is constant along \(\gamma_{\tilde{t},\tilde{x}}\). By relying on Lemma 3.1 we then arrive at (3.41). \(\square\)

We are now ready to state the main result of this paragraph.
Proposition 3.13. Let $\theta$ be a solution of (1.2) in the sense of Definition 2.7, $\bar{Q}$ as in §3.4 and $Q_\theta$ as in (3.1). Then

\begin{equation}
Q_\theta(t, \bar{x}) = Q_\theta(\gamma_{\bar{t}, \bar{x}}(0)) = \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho_\theta|_0(x)dx + \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho|_0\theta_0(x)dx
\end{equation}

and this yields (3.47).

Case 2: $\bar{x} \in ]x_\alpha(t), x_\beta(t)[$. Owing to (3.40), $Q_\theta(t, \bar{x}) = Q_\theta(t, \gamma_{\bar{t}, \bar{x}}(0))$. Since $Q_\theta(0, \alpha) = 0$ and $\partial_x Q_\theta = \rho \theta$, then

\begin{equation}
Q_\theta(t, \bar{x}) = Q_\theta(\gamma_{\bar{t}, \bar{x}}(0)) = \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho_\theta|_0(x)dx + \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho|_0\theta_0(x)dx
\end{equation}

by recalling (3.23) we conclude that to prove (3.47) it suffices to show that

\begin{equation}
Q_\theta(t, \bar{x}) = Q_\theta(\gamma_{\bar{t}, \bar{x}}(0)) = \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho_\theta|_0(x)dx + \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho|_0\theta_0(x)dx,
\end{equation}

by recalling (3.23) we conclude that to prove (3.47) it suffices to show that

\begin{equation}
Q_\theta(t, \bar{x}) = Q_\theta(\gamma_{\bar{t}, \bar{x}}(0)) = \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho_\theta|_0(x)dx + \int_0^{\gamma_{\bar{t}, \bar{x}}(0)} |\rho|_0\theta_0(x)dx.
\end{equation}

since $H_\theta$ coincides with $Q_\theta(\cdot, \alpha)$ on $E_{t_\alpha}^{-}(\gamma_{\bar{t}, \bar{x}})$, then

\begin{equation}
\int_0^{\gamma_{\bar{t}, \bar{x}}(0)} \partial_t Q_\theta(t, \alpha) \frac{d}{dt} \left[ U^{-}(Q(\cdot, \alpha), [0, t_\alpha(\gamma_{\bar{t}, \bar{x}}))\right](t) \leq 0 \quad \text{a.e. on } E_{t_\alpha}^{-}(\gamma_{\bar{t}, \bar{x}}).
\end{equation}

Moreover, since the derivative of $U^{-}(Q(\cdot, \alpha), [0, t_\alpha(\gamma_{\bar{t}, \bar{x}}))\right)$ vanishes a.e. on $[0, t_\alpha(\gamma_{\bar{t}, \bar{x}}))\right] E_{t_\alpha}^{-}(\gamma_{\bar{t}, \bar{x}})$, then the same holds for $H_\theta$. We finally observe that by recalling Lemma 3.7 and (3.23) we have $t_{\min}, t_\alpha(\gamma_{\bar{t}, \bar{x}}) \in E_{t_\alpha}^{-}(\gamma_{\bar{t}, \bar{x}})$ and therefore

\begin{equation}
Q_\theta(t_\alpha(\gamma_{\bar{t}, \bar{x}}), \alpha) - Q_\theta(t_{\min}, \alpha) = H_\theta(t_\alpha(\gamma_{\bar{t}, \bar{x}})) - H_\theta(t_{\min}) = \int_{t_{\min}}^{t_\alpha(\gamma_{\bar{t}, \bar{x}})} \frac{d}{dt} H_\theta(t)dt
\end{equation}

This establishes (3.48) and therefore concludes the analysis of Case 2.
Corollary 3.14. Under the same assumptions as in the statement of Theorem 1.2, assume that $\theta_1 \in L^\infty([0,T]\times[a,b])$ and $\theta_2 \in L^\infty([0,T]\times[a,b])$ are two solutions of (1.2), in the sense of Definition 2.7. Then $\rho \theta_1 = \rho \theta_2$ a.e. on $[0,T]\times[a,b]$.

Proof. Let $\tilde{Q}$ be defined in 3.4. Then, by Proposition 3.13, we have

$$Q_{\theta_1} = \tilde{Q} = Q_{\theta_2},$$

where $Q_{\theta_1}$ and $Q_{\theta_2}$ are the Lipschitz potentials associated to $\theta_1$ and $\theta_2$ respectively as in (3.1). In particular

$$\rho \theta_1 = \partial_x Q_{\theta_1} = \partial_x Q_{\theta_2} = \rho \theta_2 \quad \text{a.e. in } [0,T]\times[a,b].$$



4. PROOFS OF COROLLARY 1.3 AND OF THE TRACE REORMALIZATION PROPERTY

In this section we apply the analysis at the previous section and establish Corollary 1.3 and the trace renormalization property given by Theorem 4.2.

4.1. Proof of Corollary 1.3. By the uniqueness result in the statement of Theorem 1.2, every $\theta \in L^\infty([0,T]\times[a,b])$ which solves (1.2) in the sense of Definition 2.7 coincides $\rho L^2$-a.e. with the function defined by (3.37). This yields the comparison principle.

4.2. Trace renormalization property. We first establish a preliminary result.

Lemma 4.1. Assume that $b \in L^\infty([0,T]\times[a,b])$ is a nearly incompressible vector field with density $\rho$, and that $\theta \in L^\infty([0,T]\times[a,b])$ is a solution of (1.2), in the sense of Definition 2.7. Then

$$\begin{align*}
|\text{Tr}[b\rho \theta](t,\alpha^+)| &\leq \|\theta\|_{L^\infty} |\text{Tr}[b\rho \theta](t,\alpha^+)|, \\
|\text{Tr}[b\rho \theta](t,\beta^-)| &\leq \|\theta\|_{L^\infty} |\text{Tr}[b\rho \theta](t,\beta^-)|
\end{align*}$$

for a.e. $t \in [0,T]$.

Proof. We only establish the first inequality in (4.1), the proof of the second one is analogous. What we actually show is that for every $\bar{t} \in [0,T]$ there is a sequence $\varepsilon_n \to 0$ such that

$$\int_{\bar{t}-\varepsilon_n}^{\bar{t}+\varepsilon_n} \text{Tr}[(\rho \theta, b \rho \theta)](t,\alpha^+)dt \leq \|\theta\|_{L^\infty} \int_{\bar{t}-\varepsilon_n}^{\bar{t}+\varepsilon_n} |\text{Tr}[(\rho \theta, b \rho \theta)](t,\alpha^+)|dt$$

for every $n \in \mathbb{N}$.

Then the first inequality in (4.1) follows by the Lebesgue Differentiation Theorem. Fix $\bar{t} \in [0,T]$, let $\delta_n \to 0^+$ be a monotone decreasing sequence and consider the curve $\gamma_n := \gamma_{\bar{t},\alpha+\delta_n}$. We distinguish between two cases:

$$\begin{align*}
\liminf_{n \to \infty} \min \{t^*(\gamma_n) - \bar{t}, \bar{t} - t_\ast(\gamma_n)\} &= 0, \\
\liminf_{n \to \infty} \min \{t^*(\gamma_n) - \bar{t}, \bar{t} - t_\ast(\gamma_n)\} &= 0.
\end{align*}$$

By possibly passing to suitable subsequences, we can assume that the two inferior limits in (4.3) are actually limits.

Case 1: the first condition in (4.3) holds true. We set $\varepsilon_n := \min \{t^*(\gamma_n) - \bar{t}, \bar{t} - t_\ast(\gamma_n)\}$ and we apply Lemma 2.3 with $C = (\rho \theta, b \rho \theta)$ and $C = (\rho \theta, b \rho \theta)$: note that in both cases $\text{Div}C = 0$. We apply (2.1) with $\Lambda := E_n(\bar{t})$, where $E_n(\bar{t})$ is the region defined by setting

$$E_n(\bar{t}) := \{(t, x) \in [\bar{t} - \varepsilon_n, \bar{t} + \varepsilon_n]\times[a,b]; x < \gamma_n(\bar{t})\},$$

and with a test function $\psi$ such that $\psi \equiv 1$ on $E_n(\bar{t})$. Since $Q$ and $Q_\theta$ are constant along $\gamma_n$, then owing to Lemma 3.1 the normal traces of both $(\rho, b)$ and $(\rho \theta, b \rho \theta)$ along $\gamma_n$ vanish. This yields

$$\begin{align*}
\int_{\bar{t}-\varepsilon_n}^{\bar{t}+\varepsilon_n} \text{Tr}[b\rho \theta](t,\alpha^+)dt + \int_{\gamma_n(\bar{t}+\varepsilon_n)}^{\gamma_n(\bar{t})} \rho(\bar{t} + \varepsilon_n, x)dx - \int_{\gamma_n(\bar{t}+\varepsilon_n)}^{\gamma_n(\bar{t}-\varepsilon_n)} \rho(\bar{t} - \varepsilon_n, x)dx &= 0, \\
\int_{\bar{t}-\varepsilon_n}^{\bar{t}+\varepsilon_n} \text{Tr}[b\rho \theta](t,\alpha^+)dt + \int_{\gamma_n(\bar{t}+\varepsilon_n)}^{\gamma_n(\bar{t})} \rho \theta(\bar{t} + \varepsilon_n, x)dx - \int_{\gamma_n(\bar{t}+\varepsilon_n)}^{\gamma_n(\bar{t}-\varepsilon_n)} \rho \theta(\bar{t} - \varepsilon_n, x)dx &= 0.
\end{align*}$$
Owing to property (e) in Lemma 3.4, either $\gamma_n(t + \varepsilon_n) \in \{\alpha, \beta\}$ or $\gamma_n(t - \varepsilon_n) \in \{\alpha, \beta\}$ (or both). Since $\gamma_n$ are $\|b\|_{L^\infty}$-Lipschitz continuous curves and $\varepsilon_n$ is converging to 0 by assumption, for $n$ sufficiently large neither $\gamma_n(t + \varepsilon_n) = \beta$ nor $\gamma_n(t - \varepsilon_n) = \beta$ can be satisfied and hence either $\gamma_n(t + \varepsilon_n) = \alpha$ or $\gamma_n(t - \varepsilon_n) = \alpha$ (or both). In particular at least one among the second and the third integral vanishes in both (4.4) and (4.5). Owing to the inequality $\rho \geq 0$ we then have

$$\int_\alpha \gamma_n(t + \varepsilon_n) \rho(t + \varepsilon_n, x) dx - \int_\alpha \gamma_n(t - \varepsilon_n) \rho(t - \varepsilon_n, x) dx \leq \|\theta\|_{L^\infty} \int_\alpha \gamma_n(t + \varepsilon_n) \rho(t + \varepsilon_n, x) dx - \int_\alpha \gamma_n(t - \varepsilon_n) \rho(t - \varepsilon_n, x) dx.$$ (4.6)

By combining (4.4), (4.5) and (4.6) we get

$$\int_{\tilde{t} + \varepsilon_n}^{\tilde{t}} \text{Tr}[b\theta](t, \alpha^+) dt \leq \|\theta\|_{L^\infty} \int_{\tilde{t} - \varepsilon_n}^{\tilde{t}} \text{Tr}[b\theta](t, \alpha^+) dt,$$

which yields (4.2).

CASE 2: we assume that $\liminf_{n \to \infty} \min\{t^*(\gamma_n) - \tilde{t}, \tilde{t} - t_*(\gamma_n)\} > 0$. We denote by

$$\varepsilon := \min\left\{\frac{\beta - \alpha}{2\|b\|_{L^\infty}}, \liminf_{n \to \infty} \min\{t^*(\gamma_n) - \tilde{t}, \tilde{t} - t_*(\gamma_n)\}\right\}$$

and assume without loss of generality that $\delta_n < (\beta - \alpha)/2$ for every $n \in \mathbb{N}$. Owing to the definition of $\varepsilon$ in (4.7) and to the fact that all the $\gamma_n$ are $\|b\|_{L^\infty}$-Lipschitz continuous curves, we conclude that $\gamma_n(t) \in [\alpha, \beta]$ for every $t \in [\tilde{t} - \varepsilon, \tilde{t} + \varepsilon]$. Owing to the Dini Theorem, $\gamma_n$ converges uniformly on $[\tilde{t} - \varepsilon, \tilde{t} + \varepsilon]$ to some Lipschitz continuous curve $\gamma$, which satisfies $\gamma(\tilde{t}) = \alpha$. We claim that for every $n \in \mathbb{N}$ there are $h_n, h_{\theta, n} \in \mathbb{R}$ such that

$$Q(t, \gamma_n(t)) = h_n \quad \text{and} \quad Q_\theta(t, \gamma_n(t)) = h_{\theta, n}, \quad \text{a.e.} \ t \in [\tilde{t} - \varepsilon, \tilde{t} + \varepsilon].$$

To establish the first property in (4.8) we recall property (f) in Lemma 3.4. To establish the second property in (4.8) we first recall that, by construction, $\gamma_n(t) \in Q(\tilde{t})$ for every $t \in [\tilde{t} - \varepsilon, \tilde{t} + \varepsilon]$, where the set $O(\tilde{t})$ is the same as in (3.24). Next, we recall that $Q_{\theta} = \tilde{Q}$ owing to (3.47). Up to subsequences, $h_n$ and $h_{\theta, n}$ converge to some $h, h_{\theta} \in \mathbb{R}$: since the curves $\gamma_n$ uniformly converge to $\gamma$ and $Q$ and $Q_{\theta}$ are both continuous functions, the equalities (1.8) imply that $Q(t, \gamma(t)) = h$ and $Q_{\theta}(t, \gamma(t)) = h_{\theta}$ for every $t \in [\tilde{t} - \varepsilon, \tilde{t} + \varepsilon]$. For every $\varepsilon \in [0, \varepsilon]$ we set

$$t_1(\varepsilon) := \inf\{t \in [\tilde{t} - \varepsilon, \tilde{t}] : \gamma(t) = \alpha\}, \quad \text{and} \quad t_2(\varepsilon) := \sup\{t \in [\tilde{t}, \tilde{t} + \varepsilon] : \gamma(t) = \alpha\}.$$

Since $\gamma(\tilde{t}) = \alpha$, then

$$Q(t_2(\varepsilon), \alpha) = \tilde{h} = Q(\tilde{t}, \alpha) = Q(t_1(\varepsilon), \alpha) \quad \text{and} \quad Q_{\theta}(t_2(\varepsilon), \alpha) = \tilde{h}_{\theta} = Q(\tilde{t}, \alpha) = Q_{\theta}(t_1(\varepsilon), \alpha),$$

and hence

$$\int_{t_1(\varepsilon)}^{t_2(\varepsilon)} \text{Tr}[b\theta](t, \alpha^+) dt = 0 = \int_t^{t_2(\varepsilon)} \text{Tr}[b\theta](t, \alpha^+) dt, \quad \int_{t_1(\varepsilon)}^{\tilde{t}} \text{Tr}[b\theta](t, \alpha^+) dt = 0 = \int_{t_1(\varepsilon)}^{\tilde{t}} \text{Tr}[b\theta](t, \alpha^+) dt.$$ (4.9)

We now apply the same argument as in CASE 1 with $E_n(\tilde{t})$ replaced by

$$E_+(\tilde{t}, \varepsilon) := \{(t, x) \in]t_2(\varepsilon), \tilde{t} + \varepsilon[x, \alpha, \beta : x < \gamma(t)\},$$

and get

$$\int_{t_2(\varepsilon)}^{\tilde{t} + \varepsilon} \text{Tr}[b\theta](t, \alpha^+) dt \leq \|\theta\|_{L^\infty} \int_{t_2(\varepsilon)}^{\tilde{t} + \varepsilon} \text{Tr}[b\theta](t, \alpha^+) dt.$$ (4.10)
which owing to (4.9) yields
\[
\left| \int_{t}^{t+\varepsilon} \text{Tr}[\rho b\theta](t,\alpha^+)dt \right| \leq \|\theta\|_{L^\infty} \left| \int_{t}^{t+\varepsilon} \text{Tr}[\rho b](t,\alpha^+)dt \right|.
\]

We repeat the same argument as in Step 1 and get
\[
\left| \int_{t-\varepsilon}^{t} \text{Tr}[\rho b\theta](t,\alpha^+)dt \right| \leq \|\theta\|_{L^\infty} \left| \int_{t-\varepsilon}^{t} \text{Tr}[\rho b](t,\alpha^+)dt \right|.
\]

By combining (4.9), (4.10), and (4.11) we get
\[
\left| \int_{t-\varepsilon}^{t+\varepsilon} \text{Tr}[\rho b\theta](t,\alpha^+)dt \right| \leq \|\theta\|_{L^\infty} \int_{t-\varepsilon}^{t+\varepsilon} \left| \text{Tr}[\rho b](t,\alpha^+) \right| dt, \quad \text{for every } \varepsilon \in [0,\bar{\varepsilon}]
\]
and this concludes the proof of the lemma.

Here is our main result yielding the trace renormalization property.

**Theorem 4.2.** Assume that \( b \in L^\infty([0,T]\times]0,\alpha,\beta[) \) is a nearly incompressible vector field with density \( \rho \), and that \( \theta \in L^\infty([0,T]\times\alpha,\beta[) \) is a solution of (1.2), in the sense of Definition 2.7. Then for every \( q \in C^0(\mathbb{R}) \) we have
\[
\text{Tr}[\rho b q](\theta)(t,\alpha^+) = \begin{cases} \text{Tr}[\rho b](t,\alpha^+)q\left(\frac{\text{Tr}[\rho b\theta](t,\alpha^+)}{\text{Tr}[\rho b](t,\alpha^+)}\right) & \text{if } \text{Tr}[\rho b](t,\alpha^+) \neq 0, \\ 0 & \text{otherwise} \end{cases}
\]
for a.e. \( t \in [0,T[ \). An analogous statement holds for the trace \( \text{Tr}[\rho b q](\theta)(\cdot,\beta^-) \).

The above result should be compared to [1] Theorem 4.2: we have much weaker regularity assumptions on \( b \) since we only require boundedness and remove the BV regularity hypothesis, but we restrict to the one-dimensional setting. Note that several counterexamples (see for instance [13]) show that in higher space dimension the trace renormalization property fails as soon as the BV regularity deteriorates at the domain boundary.

**Proof of Theorem 4.2.** We separately establish (4.12) on the sets
\[
F^-_{\alpha} := \{ t \in [0,T]: \text{Tr}[\rho b](t,\alpha^+) < 0 \},
\]
\[
F^0_{\alpha} := \{ t \in [0,T]: \text{Tr}[\rho b](t,\alpha^+) = 0 \},
\]
\[
F^+_{\alpha} := \{ t \in [0,T]: \text{Tr}[\rho b](t,\alpha^+) > 0 \}.
\]

**Step 1:** we establish (4.12) on \( F^-_{\alpha} \). Owing to Proposition 3.11, \( q(\theta) \) is a solution of the initial boundary value problem with initial and boundary data \( \theta(\cdot), q(\theta), q(\rho), q(\varphi) \). In particular,
\[
\text{Tr}[\rho b q(\theta)](t,\alpha^+) = \text{Tr}[\rho b](t,\alpha^+)q(\theta(t,\alpha^+)) \quad \text{for a.e. } t \in F^-_{\alpha}.
\]

Since
\[
\text{Tr}[\rho b\theta](t,\alpha^+) = \text{Tr}[\rho b](t,\alpha^+)\theta(t,\alpha^+) \quad \text{for a.e. } t \in F^-_{\alpha},
\]
then by combining (4.13) and (4.14) we get (4.12) a.e. on \( F^-_{\alpha} \).

**Step 2:** by applying Lemma 4.1 to the solution \( q(\theta) \) in place of \( \theta \) we conclude that \( \text{Tr}[\rho b q(\theta)](t,\alpha^+) = 0 \) for a.e. \( t \in F^0_{\alpha} \), and this yields (4.12) a.e. on \( F^0_{\alpha} \).

**Step 3:** we are left to establish (4.12) a.e. on \( F^+_{\alpha} \). To this end, we point out that by setting
\[
\theta'(t,x) := \theta(T-t,x), \quad \rho'(t,x) := \rho(T-t,x), \quad b'(t,x) = -b(T-t,x),
\]
we obtain
\[ \partial_t \rho' + \partial_x (\rho' b') = 0, \quad \partial_t (\rho' \theta') + \partial_x (\rho' b' \theta') = 0, \quad \text{in } D'([0, T[ \times ]\alpha, \beta]). \]

Also, we have
\begin{align*}
(4.15) \quad & \text{Tr} [\rho' b'] (t, \alpha^+) = -\text{Tr} [\rho b] (T - t, \alpha^+) \quad \text{and} \quad \text{Tr} [\rho' b' \theta'] (t, \alpha^+) = -\text{Tr} [\rho b \theta] (T - t, \alpha^+) \\
\intertext{and similarly}
& \text{Tr} [\rho' b'] (t, \beta^-) = -\text{Tr} [\rho b] (T - t, \beta^-) \quad \text{and} \quad \text{Tr} [\rho' b' \theta'] (t, \beta^-) = -\text{Tr} [\rho b \theta] (T - t, \beta^-).
\end{align*}

In particular \( \theta' \) is a solution of the initial boundary value problem \((1.2)\) with initial datum \( \theta'_0 = \theta(T, \cdot) \) and boundary data
\begin{align*}
\bar{\theta} &= \begin{cases} 
\frac{\text{Tr} [\rho' b'] (t, \alpha^+)}{\text{Tr} [\rho' b'] (t, \alpha^+)} & \text{if } \text{Tr} [\rho' b'] (t, \alpha^+) \neq 0, \\
0 & \text{otherwise},
\end{cases} \\
\theta' &= \begin{cases} 
\frac{\text{Tr} [\rho' b' \theta'] (t, \beta^-)}{\text{Tr} [\rho' b'] (t, \beta^-)} & \text{if } \text{Tr} [\rho' b'] (t, \beta^-) \neq 0, \\
0 & \text{otherwise}.
\end{cases}
\end{align*}

Owing to Lemma 4.1 we have \( \bar{\theta}, \theta' \in L^\infty ([0, T[) \) and by applying Step 1 to \( \theta' \) we obtain that for \( \mathcal{L}^1 \)-a.e. \( t \in ]0, T[ \) such that \( \text{Tr} [\rho' b'] (t, \alpha^+) < 0 \) it holds
\[ \text{Tr} [\rho' b' q (\bar{\theta}')] (t, \alpha^+) = \text{Tr} [\rho' b'] (t, \alpha^+) q (\bar{\theta}' (t, \alpha^+)) \quad \text{for a.e. } t \in ]0, T[ \text{ such that } \text{Tr} [\rho' b'] (t, \alpha^+) < 0. \]

Owing to (4.15), this establishes (4.12) a.e. on \( F_\alpha^+ \).

5. Propagation of \( BV \) regularity and stability

5.1. Proof of Proposition 1.4

In this section we establish the proof of Proposition 1.4 and as a byproduct we also provide an alternative proof of the existence statement in Theorem 1.2; see Remark 5.1. We rely on an approximation argument inspired by [15, Proof of Proposition 3.13], however the approximation we use here is more complicated because we need to make sure that the normal traces of the approximation converge strongly to the normal trace of the limit. We proceed according to the following steps.

**Step 1:** We define an extension of \( \rho \) and \( b \rho \). We set
\begin{align*}
A(t, x) := \begin{cases} 
\rho(t, x) & (t, x) \in [0, T] \times ]\alpha, \beta[ \\
\rho(T, x) & (t, x) \in [T, +\infty[ \times ]\alpha, \beta[ \\
1 & x < \alpha, \quad x > \beta
\end{cases} \\
B(t, x) := \begin{cases} 
b \rho (t, x) & (t, x) \in [0, T] \times ]\alpha, \beta[ \\
-\text{Tr} [\rho b] (t, \alpha^+) & (t, x) \in [0, T] \times ]-\infty, \alpha[ \\
\text{Tr} [\rho b] (t, \beta^-) & (t, x) \in [0, T] \times ]\beta, +\infty[ \\
0 & t > T.
\end{cases}
\end{align*}

In the previous expression, \( \rho(T, \cdot) \) denotes the normal trace of the vector field \( (\rho, b \rho) \) at \( t = T \). By direct check, one can verify that, owing to the inequalities \( \| \text{Tr} [b \rho] (t, \alpha^+) \|_{L^\infty} , \| \text{Tr} [b \rho] (t, \beta^-) \|_{L^\infty} \leq \| b \rho \|_{L^\infty} \), we have
\[ |B(t, x)| \leq \max \{ \| b \|_{L^\infty} , \| b \rho \|_{L^\infty} \} |A(t, x)|, \quad \text{a.e on } ]0, +\infty[ \times \mathbb{R}. \]

Note that
\[ \partial_t A + \partial_x B = 0 \quad \text{on } ]0, T[ \times ]-\infty, \alpha[ \quad \text{and on } ]0, T[ \times ]\beta, +\infty[. \]

We now want to show
\[ \partial_t A + \partial_x B = 0 \quad \text{on } ]0, T[ \times \mathbb{R}. \]

To this end, we recall [13, Lemma 3.2] and we apply Lemma 2.3 with \( C = (A, B) \) and \( \Lambda = ]0, T[ \times ]-\infty, \alpha[ \) and \( C = ]0, T[ \times ]\beta, +\infty[ \) and define the normal traces \( \text{Tr} [B] (\cdot, \alpha^-) \) and \( \text{Tr} [B] (\cdot, \beta^-) \), that is, very loosely speaking, the normal traces of \( B \) “from outside” the interval \( ]\alpha, \beta[ \). It turns out that
\[ \text{Tr} [B] (\cdot, \alpha^-) = -\text{Tr} [b \rho] (\cdot, \alpha^+), \quad \text{Tr} [B] (\cdot, \beta^-) = -\text{Tr} [b \rho] (\cdot, \beta^-). \]
To establish (5.3) we fix $\psi \in C^\infty_c(0, T]\times \mathbb{R}$ and point out that
\[
\int_0^T \int_\mathbb{R} A\partial_t \psi + B\partial_x \psi dxdt = \int_0^T \int_0^\beta A\partial_t \psi + B\partial_x \psi dxdt + \int_0^T \int_\alpha A\partial_t \psi + B\partial_x \psi dxdt + \int_0^T \int_0^{+\infty} A\partial_t \psi + B\partial_x \psi dxdt
\]
= $\int_0^T \text{Tr}[B] \cdot (-, \beta^-) \psi(-, \beta) dt + \int_0^T \text{Tr}[bp] \cdot (-, \beta^+) \psi(-, \beta) dt + \int_0^T \text{Tr}[bp] \cdot (-, \alpha^-) \psi(-, \alpha) dt$
\[\quad + \int_0^T \text{Tr}[B] \cdot (-, \alpha^+) \psi(-, \alpha) dt \overset{[5.4]}{=} 0,
\]
that is (5.3).

Step 2: we define the approximation argument. First, we introduce a cut-off function $\zeta$ such that
\[
\zeta \in C^\infty(\mathbb{R}), \quad 0 \leq \zeta \leq 1, \quad \zeta \equiv 1 \text{ on } ]-\infty, \alpha + \delta[, \quad \zeta \equiv 0 \text{ on } [\beta - \delta, +\infty[, \quad \delta := \frac{\beta - \alpha}{10}.
\]
Next, we introduce two anisotropic convolution kernels $\omega \in C^\infty_c(0, 1]$ and $\xi \in C^\infty_c([-1, 0])$. We set
\[
\omega_n(z) := n\omega(nz), \quad \xi_n(z) := n\xi(nz), \quad \gamma_n(t, x) := n^2\xi(nt)\omega(nx), \quad \eta_n(t, x) := n^2\xi(nt)\xi(nx)
\]
and
\[
B_n := \zeta[B \ast \gamma_n] + (1 - \zeta)[B \ast \eta_n], \quad \rho_n := \zeta[A \ast \gamma_n] + (1 - \zeta)[A \ast \eta_n] + \frac{1}{n}, \quad b_n := \frac{B_n}{\rho_n}.
\]
Owing to (5.2), we have
\[
\|b_n\|_{L^\infty} \leq \max\{\|b\|_{L^\infty}, \|bp\|_{L^\infty}\}.
\]
We conclude by defining the approximation of the data: we fix $n \in \mathbb{N}$, recall that $\bar{\theta}, \bar{\theta} \in BV(0, T]$ and $\theta_0 \in BV([\alpha, \beta])$ and we introduce the functions $\theta_n^+, \theta_n^- : 0, +\infty \to \mathbb{R}, \theta_0^+, \theta_0^- : \mathbb{R} \to \mathbb{R}$ by setting
\[
\bar{\theta}_n^+(t) := \begin{cases} \theta_0(\alpha^+) & 0 < t < 2/n \\ \theta(t) & 2/n < t < T \\ \theta(T^-) & T < t \end{cases}, \quad \bar{\theta}_n^-(t) := \begin{cases} \theta_0(\beta^-) & 0 < t < 2/n \\ \theta(t) & 2/n < t < T \\ \theta(T^-) & T < t \end{cases}
\]
and
\[
\theta_0^+(x) := \begin{cases} \theta_0(\alpha^+) & x < \alpha \\ \theta_0(x) & \alpha < x < \beta \\ \theta_0(\beta^-) & \beta < x. \end{cases}
\]
We set
\[
\theta_0, n := \theta_0^+ \ast \xi_n, \quad \bar{\theta}_n := \bar{\theta}_n^+ \ast \xi_n, \quad \bar{\theta}_n := \bar{\theta}_n^+ \ast \xi_n,
\]
where $\xi_n$ is the same as in (5.6).

Step 3: we study the properties of the approximation. We have
\[
\rho_n \to \rho \text{ in } L^1([0, T]\times [\alpha, \beta]) \text{ as } n \to +\infty, \quad \|\rho_n\|_{L^\infty} \leq C(\|\rho\|_{L^\infty}), \quad \|b_n\|_{L^\infty} \leq C(\|bp\|_{L^\infty}).
\]
Also,
\[
\bar{\theta}_n \to \bar{\theta}, \quad \bar{\theta}_n \to \bar{\theta} \text{ in } L^1([0, T]) \text{ as } n \to +\infty, \quad \|\bar{\theta}_n\|_{L^\infty} \leq \|\bar{\theta}\|_{L^\infty}, \quad \|\bar{\theta}_n\|_{L^\infty} \leq \|\bar{\theta}\|_{L^\infty}
\]
and
\[
\text{TotVar } \bar{\theta}_n \leq \text{TotVar } \bar{\theta} + |\theta_0(\alpha^+) - \bar{\theta}(0^+)|, \quad \text{TotVar } \bar{\theta}_n \leq \text{TotVar } \bar{\theta} + |\theta_0(\beta^-) - \bar{\theta}(0^+)|.
\]
Finally,
\begin{equation}
\theta_{0,n} \to \theta_0 \text{ in } L^1([\alpha, \beta]) \text{ as } n \to +\infty, \quad \|\theta_{0,n}\|_{L^\infty} \leq \|\theta_0\|_{L^\infty}, \quad \text{TotVar } \theta_{0,n} \leq \text{TotVar } \theta_0.
\end{equation}

We now recall that \( \rho_n \) and \( b_n \) are smooth functions and we establish the following convergence result:
\begin{equation}
h_n := \partial_t \rho_n + \partial_x [b_n \rho_n], \quad h_n \to 0 \text{ in } L^1([0, T[ \times ]\alpha, \beta[).
\end{equation}

We use the following chain of equalities:
\[
h_n = \partial_t \rho_n + \partial_x [b_n \rho_n] \Rightarrow \zeta [\partial_t A * \gamma_n] + (1 - \zeta) [\partial_t A * \eta_n] + \zeta [\partial_x B * \gamma_n] + (1 - \zeta) [\partial_x B * \eta_n]
\]
\[
+ \zeta' [B * \gamma_n - B * \eta_n]
\]
\[
= \zeta [\partial_t A + \partial_x B] * \gamma_n + (1 - \zeta) [\partial_t A + \partial_x B] * \eta_n + \zeta' [B * \gamma_n - B * \eta_n] \Rightarrow \zeta' [B * \gamma_n - B * \eta_n]
\]
and this last term converges to 0 in \( L^1 \) because both \( \zeta' B * \gamma_n \) and \( \zeta' B * \eta_n \) converge to \( \zeta' B \) in \( L^1 \). To conclude, we establish the convergence results
\begin{equation}
\begin{align*}
- b_n \rho_n (\cdot, \alpha) &\to \text{Tr}[\rho b] (\cdot, \alpha^+) \text{ in } L^1([0, T[), \\
 b_n \rho_n (\cdot, \beta) &\to \text{Tr}[\rho b] (\cdot, \beta^-) \text{ in } L^1([0, T[)
\end{align*}
\end{equation}
as \( n \to +\infty \). The reason why we use the approximation construction described in \textbf{Step 2} and in particular the anisotropic kernels is exactly to have \( (5.18) \). First, we point out that, if \( x < \alpha + \delta \), then \( B_n = B * \gamma_n \) and, owing to the space anisotropy of the convolution kernel \( \gamma_n \) and to the particular structure of \( B \), see \( (5.1) \), we have
\[
b_n \rho_n (\cdot, x) = B_n (\cdot, x) = -\text{Tr}[\rho b] (\cdot, \alpha^+) * \xi_n \quad \text{if } x \leq \alpha,
\]
that is \( b_n \rho_n \) is constant with respect to \( x \) on \( ]- \infty, \alpha[ \). In the above formula, the convolution is computed with respect to the time variable only. By evaluating the previous formula at \( x = \alpha \) and taking the limit \( n \to +\infty \) we establish the first convergence result in \( (5.18) \). The proof of the second convergence result in \( (5.18) \) is analogous.

\textbf{Step 4}: we construct the approximating sequences \( \{ \theta_n \}_{n \in \mathbb{N}} \) by solving the initial-boundary value problem
\begin{equation}
\begin{cases}
\partial_t \theta_n + b_n \partial_x \theta_n = 0 \\
\theta_n (t, \alpha) = \theta_\alpha (t) \quad t \in \Gamma^-_{\alpha} \\
\theta_n (t, \beta) = \theta_\beta (t) \quad t \in \Gamma^-_{\beta} \\
\theta_n (0, \cdot) = \theta_0 (\cdot)
\end{cases}
\end{equation}

In the previous expression, \( \Gamma^-_{\alpha} \) denotes the subset of \( \{ (t, \alpha), \ t \in [0, T[ \} \) such that the characteristic lines of \( b_n \) starting at \( \Gamma^-_{\alpha} \) (which are well defined since \( b_n \) is a smooth function) are entering the set \( ]0, T[ \times ]\alpha, \beta[ \), whereas \( \Gamma^-_{\beta} \) denotes the subset of \( \{ (t, \beta), \ t \in [0, T[ \} \) such that the characteristic lines starting at \( \Gamma^-_{\beta} \) are entering the set \( ]0, T[ \times ]\alpha, \beta[ \). Note that, since \( \rho_n \geq 0 \),
\[
\Gamma^-_{\alpha} \subseteq \{ t : b_n \rho_n (t, \alpha) \geq 0 \}, \quad \Gamma^-_{\beta} \subseteq \{ t : b_n \rho_n (t, \beta) \leq 0 \}.
\]
The equation at the first line of \( (5.19) \) is a transport equation with smooth coefficients and hence the solution of \( (5.19) \) can be constructed by relying on the classical method of the characteristics. Note furthermore that, owing to the \( L^\infty \) bounds in \( (5.14) \) and \( (5.16) \),
\begin{equation}
\|\theta_n\|_{L^\infty} \leq \max \{ ||\theta||_{L^\infty}, ||\theta_0||_{L^\infty}, ||\theta||_{L^\infty} \}.
\end{equation}

We now establish a uniform total variation bound on \( \theta_n \). First, we point out that \( \theta_n \) is a smooth function and from the first line of \( (5.19) \), we get
\begin{equation}
\partial_t v_n + \partial_x [b_n v_n] = 0, \quad v_n := \partial_x \theta_n.
\end{equation}
We now fix \( g \in C^1 (\mathbb{R}) \) and by multiplying the above equation by \( g'(v_n) \) we arrive at
\begin{equation}
\partial_t g(v_n) + \partial_x [b_n g'(v_n)] + \partial_x b_n [g'(v_n) v_n - g(v_n)] = 0.
\end{equation}
By a standard approximation procedure on \( g \), we conclude that \( |v_n| \) is a distributional solution of the continuity equation (5.21). This yields
\[
\frac{d}{dt} \int_{\alpha}^{\beta} |v_n|(t, x) dx = -\int_{\alpha}^{\beta} \partial_x |v_n|(t, x) dx = -\partial_t |v_n|(t, \alpha) + \partial_t |v_n|(t, \beta) = \partial_t \theta_n(t, \alpha) + \partial_t \theta_n(t, \beta)
\]
and by time-integrating the above equality and recalling (5.15) and (5.16) we arrive at (1.6) and (1.7).

We can argue as in [11, pp. 9-10] and conclude that
\[
\partial_t \theta_n(t, \alpha) + \partial_t \theta_n(t, \beta) = 0 \quad \partial_t \theta_n(t, \beta)
\]
result in Theorem 1.2. Indeed, assume 5.1 and by passing to the limit in (5.23) and (5.24) we arrive at (1.6) and (1.7).

We then define the functions \( \tilde{\theta}_n(t) \) and \( \tilde{\theta}^\alpha_n(t) \) as in (5.11) and the function \( \theta_n \) as in (5.19). All the analysis in Step 4 and Step 5 of §5.1 carries over, except for the proof of the BV bounds. However, as pointed out in Step 5 the weak* convergence of \( \theta_n \) is enough to pass to the limit in the formulation of the initial-boundary value problem and this yields existence of a solution of (1.2), in the sense of Definition 2.7.

By passing to the limit in (5.23) we get
\[
\text{TotVar } \theta_n(t, \cdot) \leq \text{TotVar } \theta_0 + \text{TotVar } \tilde{\theta} + \text{TotVar } \tilde{\theta} + |\theta_0(\alpha^+) - \tilde{\theta}(0^+)| + |\theta_0(\beta^-) - \tilde{\theta}(0^+)|.
\]

We can argue as in [11, Lemma 4.2] and conclude that \( \theta_n \) converges to a solution \( \theta \) of (1.2) satisfying (1.5).

Remark 5.1. The argument in §5.1 can be easily modified to get an alternative proof of the existence result in Theorem 1.2. Indeed, assume \( \theta_0 \in L^\infty([0, \alpha], \beta], \tilde{\theta}, \tilde{\theta} \in L^\infty([0, T]) \) and set
\[
\tilde{\theta}_n^\alpha(t) := \begin{cases} 0 & 0 < t < 2/n \\ \tilde{\theta}(t) & 2/n < t < T \\ 0 & T < t \end{cases} \quad \theta_0^n(t) := \begin{cases} 0 & 0 < t < 2/n \\ \theta(t) & 2/n < t < T \\ 0 & T < t \end{cases}
\]
and
\[
\theta_0^n(x) := \begin{cases} 0 & x < \alpha + 2/n \\ \theta_0(x) & \alpha + 2/n < x < \beta - 2/n \\ 0 & \beta - 2/n < x. \end{cases}
\]

5.2. Continuous dependence on the initial and boundary data.

Proposition 5.2. If \( \tilde{\theta}_n, \theta_0^n \) and \( \theta_\alpha^n \) converge respectively to \( \tilde{\theta}, \theta_0, \theta \) with respect to the weak* topology in \( L^\infty \), then \( \rho \theta_n \) converges to \( \rho \theta \) with respect to the weak* topology in \( L^\infty \).

Moreover if \( \tilde{\theta}_n, \theta_0^n \) and \( \theta_\alpha^n \) converge respectively to \( \tilde{\theta}, \theta_0, \theta \) with respect to the strong topology in \( L^1 \), then \( \rho \theta_n \) converges to \( \rho \theta \) with respect to the strong topology in \( L^1 \).

The proof follows by the same argument as in the proof of [11, Theorem 6.1] and of [11, Theorem 6.2].
6. Positive velocity fields

**Lemma 6.1.** Under the assumptions of Theorem 1.5 we have \( \text{Tr}[\rho b](\cdot, \alpha^+) \leq 0 \) and \( \text{Tr}[\rho b](\cdot, \beta^-) \geq 0 \) a.e. on \([0, T]\).

*Proof.* We only prove \( \text{Tr}[\rho b](\cdot, \beta^-) \geq 0 \) a.e. on \([0, T]\), since the proof of the other inequality is analogous. It suffices to show that

\[
(6.1) \quad \int_0^T \text{Tr}[\rho b](t, \beta^-) v(t) dt \geq 0, \quad \text{for every } v \in C^\infty_c(0, T), \quad v \geq 0.
\]

To this end, we use (2.3) and we choose a sequence of test functions \( \psi_n(t, x) := v(t) \zeta_n(x) \), where \( \{\zeta_n\}_{n \in \mathbb{N}} \subseteq C_c^\infty(\mathbb{R}) \) satisfies

\[
(6.2) \quad \zeta_n(x) = 0 \text{ if } x \leq \beta - \frac{1}{n}, \quad \zeta_n(\beta) = 1, \quad \zeta_n'(x) \geq 0 \text{ for every } x \leq \beta.
\]

By plugging \( \psi_n \) into (2.3) we arrive at

\[
\int_0^T \int_0^\beta \rho(v' \zeta_n + b v \zeta_n') dx dt = \int_0^T v(t) \zeta_n(\alpha) \text{Tr}[\rho b](t, \alpha^+) dt + \int_0^T v(t) \zeta_n(\beta) \text{Tr}[\rho b](t, \beta^-) dt
\]

and by using (6.2) this yields

\[
\int_0^T \int_{\beta - 1/n}^\beta \rho v' \zeta_n dx dt + \int_0^T \int_{\beta - 1/n}^\beta b v \zeta_n' dx dt = \int_0^T v(t) \text{Tr}[\rho b](t, \beta^-) dt.
\]

Note that \( \lim_{n \to +\infty} P_n = 0 \) and that \( S_n \geq 0 \) owing to (6.2) and to the assumption \( \rho b \geq 0 \). This implies that the right hand side of the above equation is nonnegative and yields (6.1). \( \square \)

**Remark 6.2.** Owing to Lemma 4.1 \( \text{Tr}[\rho \theta](t, \alpha^+) = 0 \) for a.e. \( t \in ]0, T[ \) such that \( \text{Tr}[\rho b](t, \alpha^+) = 0 \), and the same property holds at \( \beta \). This implies that (2.6) are automatically satisfied at the points \( t \) where \( \text{Tr}[\rho b](t, \alpha^+) = 0 \) or \( \text{Tr}[\rho b](t, \beta^-) = 0 \). In other words, in (1.2) we could equivalently assign the data \( \theta_0 \) and \( \bar{\theta} \) on the sets where \( \text{Tr}[\rho b](\cdot, \alpha^+) \leq 0 \) and \( \text{Tr}[\rho b](\cdot, \beta^-) \leq 0 \), respectively. This in particular yields that, owing to Lemma 6.1 Theorem 1.2 Corollary 1.3 Proposition 1.4 extend to the initial-boundary value problem (1.4).

6.1. **Proof of Theorem 1.5.** We basically rely on the same approximation argument as in §5.1 and explicitly construct a solution \( \theta \) and, for any given \( x \in [\alpha, \beta] \), a function \( \bar{\theta}_x \) as in the statement of Theorem 1.5. We proceed according to the following steps.

**Step 1:** We introduce the approximation argument: we recall the definition of \( A \) and \( B \) in (5.1). Since, owing to Lemma 6.1 \( \text{Tr}[\rho \theta](\cdot, \alpha^+) \leq 0 \) and \( \text{Tr}[\rho \theta](\cdot, \beta^-) \geq 0 \), then \( B \geq 0 \). Next, we recall (5.6) and we introduce the following definitions:

\[
(6.3) \quad \rho_n := A * \gamma_n + \frac{1}{n}, \quad B_n := B * \gamma_n + \frac{1}{n}, \quad b_n := \frac{B_n}{\rho_n}.
\]

Note that \( b_n > 0 \) and that

\[
(6.4) \quad \|\rho_n\|_{L^\infty} \leq \|\rho\|_{L^\infty} + 1, \quad \|b_n \rho_n\|_{L^\infty} \leq \|\rho b\|_{L^\infty}.
\]

Also, by using (5.3) we have the equality \( \partial_t \rho_n + \partial_x \left(b_n \rho_n \right) = 0 \) on \([0, T[ \times \mathbb{R} \). We term \( \theta_n \) the solution of the initial-boundary value problem

\[
(6.5) \quad \left\{ \begin{array}{ll} 
\partial_t \theta_n + b_n \partial_x \theta_n = 0 \\
\theta_n(\cdot, \alpha) = \bar{\theta}_n, \quad \theta_n(0, \cdot) = \theta_0, \end{array} \right.
\]

and point out that the above problem is well-posed since \( b_n \) is smooth and strictly positive. The functions \( \theta_{0,n} \) e \( \bar{\theta}_n \) are the same as in (5.11). Note that, by construction, \( \kappa \leq \theta_n \leq K \) if both \( \theta_0 \) and \( \bar{\theta} \) are comprised between \( \kappa \) and \( K \).

**Step 2:** We fix \( x \in [\alpha, \beta] \) and establish some a priori estimates. First, we point out that \( \theta_n \) is a smooth
function. Next, by using the inequality \( b_n > 0 \) we get \( |\partial_x \theta_n| = b_n |\partial_x \theta_n| \). We set \( v_n := \partial_x \theta_n \) and recall that \( |v_n| \) is a distributional solution of the continuity equation (5.21). By space-integrating we get

\[
\frac{d}{dt} \int_\alpha^x |\partial_x \theta_n|(t, y)dy = \frac{d}{dt} \int_\alpha^x |v_n|(t, y)dy = - \int_\alpha^x \partial_x |b_n| v_n| = b_n |v_n|(t, \alpha) - b_n |v_n|(t, x),
\]

which yields

\[
|\partial_x \theta_n|(t, x) = b_n |\partial_x \theta_n|(t, x) - \frac{d}{dt} \int_\alpha^x |\partial_x \theta_n|(t, y)dy
\]

\[
= |\partial_x \theta_n|(t, \alpha) - \frac{d}{dt} \int_\alpha^x |\partial_x \theta_n|(t, y)dy.
\]

By time-integrating the above expression we arrive at

\[
\int_0^T |\partial_x \theta_n|(t, x)dt \leq \int_\alpha^x |\theta_{0,n}'|dx + \int_0^T |\theta_n''|dt \leq \text{TotVar} \theta_0 + |\theta_0(\alpha^+) - \tilde{\theta}(0^+)| + \text{TotVar} \tilde{\theta},
\]

for every \( x \in ]\alpha, \beta] \).

**Step 3**: we pass to the limit. By arguing as in **Step 3** of §6.1 we get that the sequence \( \theta_n \) converges up to subsequences to a limit function \( \theta \) weakly* in \( L^\infty([0, T]) \) as \( n \to +\infty \), and that \( \theta \) is a solution of the initial-boundary value problem (1.4) in the sense of Definition 2.7. Also, we fix \( x \in ]\alpha, \beta[ \), recall (6.4) and conclude that, up to subsequences, the functions \( b_n \rho_n(\cdot, x) \) and \( b_n \rho_n \theta_n(\cdot, x) \) converge weakly* in the sense of measures to some limit functions. By passing to the limit in the definition of normal trace (2.1) we conclude that the limit functions are exactly \( \text{Tr}[b \rho](\cdot, x) \) and \( \text{Tr}[b \rho \theta](\cdot, x) \), respectively. By recalling (6.7) and relying on the Helly-Kolmogorov Compactness Theorem we conclude that, up to subsequences, the function \( \theta(\cdot, x) \) strongly converges in \( L^1([0, T]) \) to some limit function \( \tilde{\theta}_x \) satisfying (1.9). By passing to the limit in the equality \( b_n \rho_n \theta_n(\cdot, x) = b_n \rho_n(\cdot, x) \theta_n(\cdot, x) \) we arrive at (1.9). We are left to establish (1.10): it suffices to recall that, as pointed out in **Step 1**, \( \kappa \leq \theta_n(\cdot, x) \leq K \) provided both \( \theta_0 \) and \( \theta \) are comprised between \( \kappa \) and \( K \).

### 6.2. A counterexample to \( \text{(1.9)} \) for sign-changing \( b \)

We set \( T = 1, \alpha = -4, \beta = 4 \) and consider the domain \( ]0, 1[ \times -4, 4[ \). We set

\[
b(t, x) := a'(t), \quad a(t) = (1 - t)^2 \sin \left( \frac{\pi}{1 - t} \right)
\]

and observe that \( b \in L^\infty([0, 1[ \times] -4, 4[ \) is a nearly incompressible vector field with density \( \rho \equiv 1 \). We set

\[
\theta_0(x) := \begin{cases} -1 & -4 < x < 0 \\ 1 & 0 < x < 4 \end{cases}, \quad \tilde{\theta}(t) := -1 \quad \text{and} \quad \theta(t) := 1
\]

and consider the initial-boundary value problem (1.2). Since \( b \) is a regular vector field, we can apply the classical method of characteristics: the solution \( \theta \) is constant along the curves with slope \( b \). If \( x_0 \in ]-4, 4[ \), then the characteristic curve starting at \( x_0 \) is

\[
X(t, x_0) = x_0 + (1 - t)^2 \sin \left( \frac{\pi}{1 - t} \right)
\]

and hence the solution of the initial-boundary value problem (1.2), (6.9) is

\[
\theta(t, x) = \begin{cases} -1 & x < X(t, 0) \\ 1 & x > X(t, 0) \end{cases}
\]

Note that the above \( \theta \in L^\infty([0, 1[ \times] -4, 4[ \) is the unique solution given by Theorem 1.2 because \( \rho = 1 > 0 \). We now focus on the vertical segment \( x = 0 \). Since \( \rho \equiv 1 \) and \( b \) is a \( C^\infty \) vector field, then \( \text{Tr}[b \rho](t, \cdot) = b(t) \) for a.e. \( t \in ]0, 1[ \). Since \( b(t) \neq 0 \) for a.e. \( t \in ]0, 1[ \), then the value of \( \theta_0 \) satisfying (1.9) is uniquely determined for a.e. \( t \in ]0, 1[ \) and by using the explicit expression of \( \theta \) in (6.11) we get \( \tilde{\theta}_0 = \theta(-0) \). Owing to the explicit expressions (6.10) and (6.11), this yields \( \text{TotVar} \tilde{\theta}_0 = +\infty \) and provides a counterexample to (1.9) in the case of the sign-changing velocity \( b \) given by (6.8).
6.3. **Proof of Theorem 1.2 in the case** \( b \geq 0 \). The existence follows from the same argument as in §6.1, provided we define the initial and boundary datum as in (5.26) and (5.27). We are left to establish uniqueness. We fix \( \theta_1, \theta_2 \) distributional solutions of (1.4) and we show that \( \rho \theta_1 = \rho \theta_2 \) a.e. on \([0, T[ \times ]\alpha, \beta[\). Owing to the fact that the equation is linear it suffices to show that, if \( \theta \equiv 0 \) and \( \theta_0 \equiv 0 \), then any solution of (1.4) satisfies \( \rho \theta = 0 \) a.e. on \([0, T[ \times ]\alpha, \beta[\). To this end we adapt the argument in the proof of [21, Theorem 2]. Let \( Q_\theta : [0, T] \times [\alpha, \beta] \to \mathbb{R} \) be the Lipschitz continuous potential function defined by (3.1). We now proceed according to the following steps.

**STEP 1:** we show that

\[
Q_\theta(0, x) = 0 \quad \text{for every} \quad x \in [\alpha, \beta], \quad Q_\theta(t, \alpha) = 0 \quad \text{for every} \quad t \in [0, T].
\]

We recall that by assumption the function \( \theta \) satisfies (2.3) with \( [\rho \theta]_0 = 0 \) owing to (2.7) and to the equality \( \theta_0 \equiv 0 \). This implies that, for every \( \zeta \in C_c^\infty([\alpha, \beta]) \) and every \( \nu_n \in C^\infty([\alpha, \beta]) \) we have

\[
0 = \int_0^T \int_\alpha^\beta \rho \theta (\zeta \nu'_n + b \zeta' \nu_n) dx dt \overset{(3.1)}{=} \int_0^T \int_\alpha^\beta \partial_x Q_\theta (\zeta \nu'_n + b \zeta' \nu_n) dx dt.
\]

We now choose the sequence \( \{\nu_n\}_{n \in \mathbb{N}} \) by setting \( \nu_n(t) := \nu(tn) \), where \( \nu \) is a standard cut-off function such that \( \nu \equiv 1 \) on \([-1, 0]\), \( \nu \equiv 0 \) on \([1, +\infty[\) and \( \nu'_n \leq 0 \) on \([0, +\infty[\). By letting \( n \to +\infty \) we arrive at

\[
\int_\alpha^\beta \partial_x Q_\theta (0, \cdot ) \zeta dx = 0, \quad \text{for every} \quad \zeta \in C_c^\infty([\alpha, \beta])
\]

and this implies that \( Q_\theta(0, x) \) is a constant function. By recalling (3.1) we conclude that \( Q_\theta(0, x) = 0 \) for every \( x \in [\alpha, \beta] \). The proof of the second equality in (6.12) is analogous.

**STEP 2:** we set \( z(\theta) := q^2/(1 + q^2) \) and show that the function \( z(Q_\theta) \) satisfies

\[
\partial_t [z(Q_\theta)] + \partial_x [b z(Q_\theta)] = 0, \quad \text{Tr}[b z(Q_\theta)](\cdot, \alpha^+) = 0, \quad \text{Tr}[b z(Q_\theta)](\cdot, \beta^-) \geq 0.
\]

To establish the first three equalities in (6.13) it suffices to show that

\[
\int_0^T \int_\alpha^\beta z(Q_\theta) (\partial_t \xi + b \partial_x \xi) dx dt = 0 \quad \text{for every} \quad \xi \in C_c^\infty(]-\infty, T[ \times ]-\infty, -\infty[) \cap \mathcal{D}((\alpha, \beta)) = \emptyset.
\]

To this end we recall Remark 2.5 and formula (2.4) and apply a standard approximation argument on the test function to conclude that

\[
\int_0^T \int_\alpha^\beta \rho (\partial_t \psi + b \partial_x \psi) dx dt = \int_0^T \psi \text{Tr}[b \rho](\cdot, \alpha^+) dt - \int_\alpha^\beta [\rho (0, \cdot ) \psi(0, \cdot )] dx
\]

for every Lipschitz continuous function \( \psi : \mathbb{R}^2 \to \mathbb{R} \) which is compactly supported in \((-\infty, T[ \times ]-\infty, \beta[\). We now fix \( \xi \in C_c^\infty(]-\infty, T[ \times ]-\infty, \beta[) \) and we set

\[
\psi(t, x) = \begin{cases} 
\xi z(Q_\theta)(t, x) & \text{if} \quad (t, x) \in ]-\infty, T[ \times ]\alpha, \beta[ \\
0 & \text{elsewhere}.
\end{cases}
\]

Note that \( \psi \) is a Lipschitz continuous function owing to (6.12) and to the equality \( z(0) = 0 \). We plug the above expression into (6.15), we point out that owing to (6.12) \( \psi(\cdot, \alpha) \equiv 0 \), \( \psi(0, \cdot) \equiv 0 \) and get

\[
0 = \int_0^T \int_\alpha^\beta \rho (\partial_t \psi + b \partial_x \psi) dx dt = \int_0^T \int_\alpha^\beta \rho (\partial_t \xi z(Q_\theta) + \xi \partial_x[z(Q_\theta)] + b \partial_x \xi z(Q_\theta) + b \xi \partial_x[z(Q_\theta)]) dx dt
\]

\[
\overset{(3.1)}{=} \int_0^T \int_\alpha^\beta z(Q_\theta) (\partial_t \xi + b \partial_x \xi) dx dt,
\]

that is (6.14) owing to the arbitrariness of the function \( \xi \). To establish the last inequality in (6.13) it suffices to apply Lemma 6.1 and recall that \( b z(Q_\theta) \geq 0 \).

**STEP 3:** we establish the equality \( \rho z(Q_\theta) = 0 \) a.e. on \([0, T[ \times ]\alpha, \beta[\). We set \( \psi(t, x) = \nu(t) \zeta(x) \), where
\( \nu_n \in C^\infty_c([-\infty, T]) \), \( \nu_n \geq 0 \) and \( \zeta \) satisfies \( \zeta(x) = 1 \) for every \( x \in [\alpha, \beta] \). We combine (6.13) with (2.3) and get
\[
\int_0^T \int_{\alpha}^{\beta} \rho(z(Q_\theta)) \partial_t \nu_n dxdt = \int_0^T \nu_n \text{Tr}[b \rho(z(Q_\theta))] \langle \cdot, \beta^n \rangle dt \geq 0.
\]
Fix \( t \in [0, T] \) and choose a suitable sequence of test functions \( \{\nu_n\}_{n \in \mathbb{N}} \) converging to the characteristic function of \([-\infty, t]\). By recalling Lemma 2.1, the above inequality yields
\[
\int_{\alpha}^{\beta} \rho(z(Q_\theta))(t, \cdot) dx \leq 0
\]
in turn implying \( \rho(z(Q_\theta)) = 0 \) a.e. \([0, T] \times \alpha, \beta\].

**Step 4:** we conclude the proof. The equality \( \rho(z(Q_\theta)) \equiv 0 \) yields \( \rho \theta z(Q_\theta) = 0 = \rho b \theta z(Q_\theta) \). We choose a function \( Z : \mathbb{R} \to \mathbb{R} \) such that \( Z' = z \) and we point out that \( Z \) is strictly monotone. Also,
\[
\partial_x[Z(Q_\theta)] = z(Q_\theta) \partial_x Q_\theta = z(Q_\theta) \rho \theta = 0, \quad \partial_t[Z(Q_\theta)] = z(Q_\theta) \partial_t z(Q_\theta) = -z(Q_\theta) b \rho \theta = 0.
\]
This implies that \( Z(Q_\theta) \) is constant and, by the strict monotonicity of \( Z \), that \( Q_\theta \) is constant. Since \( Q_\theta(0, \alpha) = 0 \), this yields \( Q_\theta \equiv 0 \) and by (3.1) we eventually get \( \rho \theta \equiv 0 \).

**Remark 6.3.** As pointed out before, the uniqueness proof discussed in §6.3 is based on an argument due to Panov [21]. The reason why it fails in the case of a sign-changing velocity field \( b \) (and hence the reason why we had to rely on the more technical construction discussed in §3) is because we cannot a-priori prove that \( Q_\theta(\cdot, \alpha) \equiv 0 \). Indeed, the heuristic reason why this inequality holds true in the case \( b \geq 0 \) is because \( \partial_t \theta = -b \rho \theta \) and \( \partial_t \theta(\cdot, \alpha) \equiv 0 \), which yields \( \partial_t \theta = 0 \) at \( x = \alpha \). In the case of a sign-changing coefficient the equality \( \theta(\cdot, \alpha) \equiv 0 \) no longer holds true and hence we cannot conclude that \( Q_\theta(\cdot, \alpha) \equiv 0 \).

**Acknowledgments**

S.D. and L.V.S. are partially supported by the INDAM-GNAMPA project 2020 *Modelli differenziali alle derivate parziali per fenomeni di interazione*. E.M. is supported by the SNF Grant 182565. Part of this work was done while S.D. was affiliated to IMATI-CNR, Pavia.

**References**

[1] G. Alberti, S. Bianchini, and G. Crippa. A uniqueness result for the continuity equation in two dimensions. *J. Eur. Math. Soc. (JEMS)*, 16(2):201–234, 2014.

[2] G. Alberti, G. Crippa, and A. L. Mazzucato. Loss of regularity for the continuity equation with non-Lipschitz velocity field. *Ann. PDE*, 5(1):19, 2019. Id/No 9.

[3] L. Ambrosio. Transport equation and Cauchy problem for BV vector fields. *Invent. Math.*, 158(2):227–260, 2004.

[4] L. Ambrosio, G. Crippa, and S. Maniglia. Traces and fine properties of a BD class of vector fields and applications. *Ann. Fac. Sci. Toulouse Math. (6)*, 14(4):527–561, 2005.

[5] G. Anzellotti. Pairings between measures and bounded functions and compensated compactness. *Ann. Mat. Pura Appl. (4)*, 135:293–318, 1983.

[6] S. Bianchini and P. Bonicatto. A uniqueness result for the decomposition of vector fields in \( \mathbb{R}^d \). *Invent. Math.*, 220(1):255–393, 2020.

[7] P. Bonicatto and E. Marconi. Regularity estimates for the flow of BV autonomous divergence free vector fields in \( \mathbb{R}^2 \). *Commun. Partial Differ. Equations*, To appear. Also arXiv:1910.03277.

[8] F. Boyer. Trace theorems and spatial continuity properties for the solutions of the transport equation. *Differ. Integral Equ.*, 18(8):891–934, 2005.

[9] E. Brué and Q.-H. Nguyen. Sharp regularity estimates for solutions of the continuity equation drifted by Sobolev vector fields. *Anal. PDE*, To appear.

[10] G.-Q. Chen, W. P. Ziemer, and M. Torres. Gauss-Green theorem for weakly differentiable vector fields, sets of finite perimeter, and balance laws. *Commun. Pure Appl. Math.*, 62(2):242–304, 2009.

[11] A. P. Choudhury, G. Crippa, and L. V. Spinolo. Initial-boundary value problems for nearly incompressible vector fields, and applications to the Keyfitz and Kranzer system. *Z. Angew. Math. Phys.*, 68(6):21, 2017.

[12] F. Colombini, T. Luo, and J. Rauch. Nearly Lipschitzean divergence free transport propagates neither continuity nor BV regularity. *Commun. Math. Sci.*, 2(2):207–212, 2004.
[13] G. Crippa, C. Donadello, and L. V. Spinolo. Initial-boundary value problems for continuity equations with BV coefficients. *J. Math. Pures Appl. (9)*, 102(1):79–98, 2014.

[14] C. M. Dafermos. *Hyperbolic conservation laws in continuum physics*, volume 325 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, fourth edition, 2016.

[15] C. De Lellis. Notes on hyperbolic systems of conservation laws and transport equations. *Handbook of Differential Equations: Evolutionary Equations*, 3:277–382, 2007.

[16] R. J. DiPerna and P. L. Lions. Ordinary differential equations, transport theory and Sobolev spaces. *Invent. Math.*, 98(3):511–547, 1989.

[17] S. Dovetta, E. Marconi, and L. V. Spinolo. New regularity results for scalar conservation laws, and applications to a source-destination model for traffic flows on networks. *In preparation*.

[18] N. A. Gusev. On the one-dimensional continuity equation with a nearly incompressible vector field. *Commun. Pure Appl. Anal.*, 18(2):559–568, 2019.

[19] P.-E. Jabin. Critical non-Sobolev regularity for continuity equations with rough velocity fields. *J. Differ. Equations*, 260(5):4739–4757, 2016.

[20] E. Marconi. Differentiability properties of the flow of 2d autonomous vector fields. *Preprint ArXiv:2101.07871*.

[21] E. Yu. Panov. Generalized solutions of the Cauchy problem for a transport equation with discontinuous coefficients. In *Instability in models connected with fluid flows II*, pages 23–84. New York, NY: Springer, 2008.

S.D. Dipartimento di Scienze di Base e Applicate per l’Ingegneria, Università degli Studi di Roma ’La Sapienza’, via Antonio Scarpa 14, 00161 Roma, Italy.

Email address: simone.dovetta@uniroma1.it

E.M. EPFL B, Station 8, CH-1015 Lausanne, Switzerland.

Email address: elio.marconi@epfl.ch

L.V.S. IMATI-CNR, via Ferrata 5, I-27100 Pavia, Italy.

Email address: spinolo@imati.cnr.it