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Abstract—In this paper, we present a tightly-coupled visual-inertial object-level multi-instance dynamic SLAM system. Even in extremely dynamic scenes, it can robustly optimise for the camera pose, velocity, IMU biases and build a dense 3D reconstruction object-level map of the environment. Our system can robustly track and reconstruct the geometries of arbitrary objects, their semantics and motion by incrementally fusing associated colour, depth, semantic, and foreground object probabilities into each object model thanks to its robust sensor and object tracking. In addition, when an object is lost or moved outside the camera field of view, our system can reliably recover its pose upon re-observation. We demonstrate the robustness and accuracy of our method by quantitatively and qualitatively testing it in real-world data sequences.

I. INTRODUCTION

Simultaneous Localisation and Mapping (SLAM) seeks to simultaneously estimate the sensor pose as well as the surrounding scene geometry. Visual SLAM has attracted much attention due to its precision, speed and low-cost. However, most existing SLAM systems have a strong assumption of a static world [1], [2], where the global environment does not change throughout time. A small number of dynamic objects are eliminated as outliers and are purposefully excluded from the tracking and mapping stages. This setting, however, is not necessarily valid in real world applications, particularly in highly dynamic scenes, where humans are constantly moving and interacting with environments.

To improve the robustness of SLAM systems in a dynamic environment, many authors have proposed various solutions. One direction is to detect and mask out all potentially moving elements in a scene, i.e. robustly tracking the camera pose against a static background model [3]. All moving objects are intentionally disregarded and only the background is reconstructed. The detection of moving parts is typically based on inconsistencies between the map and the measurement, and more recently, relies on learning-based semantic segmentation [4], [5]. Building object-centric maps for each detected object in the scene is another option [6], [7], [8], [9]. Object-level tracking and mapping can be conducted for each object and the camera pose can be robustly measured against static objects. In this work we approach the dynamic SLAM problem from an object-level, we believe such a system can assist robots in developing object-awareness of their surroundings in the same way that humans do, allowing for a wide range of robotic applications [10]. Furthermore, they do not have to rely on a priori assumptions on what objects are static, but rather adapt by inferring which specific objects are static at any point in time, therefore they are able to cope with a scene that is largely static, but composed of many potentially moving objects (such as parked cars).

Despite significant improvement in robustness over static SLAM systems [11], [12], most object-level SLAM systems assess whether an object is static or dynamic by pre-determining some movable semantic classes [9] or assume dynamic objects do not occupy the majority of the camera view. [8]. This assumption is inadequate in many real-world applications such as AR / VR, or self-driving cars. Furthermore, most object-level dynamic SLAM systems are only evaluated in non-repetitive dynamic settings. When an item disappears and reappears, these systems cannot build data association and recover their poses, resulting in duplicate object models.

In this paper, we aim to improve the robustness of object-level dynamic SLAM systems. To robustly estimate camera pose in a highly dynamic environment, we integrate readings from an Inertial Measurement Unit (IMU) and an RGB-D sensor in a tightly-coupled manner by jointly estimating the camera pose, velocity, and IMU biases. It delivers reliable camera pose estimation even in a highly dynamic scenario while keeping the gravity direction observable, which is important for creating meaningful object-level maps, as shown in Fig. 1. Furthermore, to robustly track object poses in a larger scale, we introduce an object relocalisation step by recovering the previously reconstructed model using keyframe-
based feature matching. It builds reliable data association between object-level maps and new observations and reduces object map replications when robots explore a larger-scale environment.

In summary, our main contribution consists of three parts:

- To be best of our knowledge, this is the first tightly-coupled dense RGB-D-Inertial object-level multi-instance dynamic SLAM system;
- We propose an object re-localisation method to recover moving objects that disappear and reappear in the camera view;
- We have extensively tested our system from small-scale to room-scale dynamic scenes, demonstrating the effectiveness and robustness of our proposed method.

II. RELATED WORK

a) Object-level dynamic SLAM: Object-level dynamic SLAM has been regarded as an important topic in the SLAM community since [13], as it is critical for robots to understand the surrounding environment which may contain dynamic objects. The goal of such a system is to detect and track dynamic objects while robustly estimating the sensor pose in a dynamic environment. With rapid progress being made in dense visual SLAM [2], [14], different approaches to tracking objects has emerged in recent years. The work of [6] for instance, tracks moving objects in the environment using motion residuals, or [7] where they used instance segmentation to continuously fuse colour and geometric information into an individual map for each object. The object map representation of the above works are based on surfels built on ElasticFusion [14], which cannot provide free space information for downstream robotic applications. Instead, MID-Fusion [8] leverages a memory efficient octree-based volumetric representation of a Signed Distance Field (SDF) and further conducts semantic fusion for each detected object. Major progress has been made towards improving the robustness and accuracy of these systems. EM-Fusion [15], for example, proposes to estimate object pose by directly align the object SDF with the input frame. DetectFusion [16], on the other hand, combines 2D object detection and 3D geometric segmentation to detect and segment the motion of semantically unknown objects.

Similar to visual static SLAM, instead of alternating the optimisation of tracking and mapping as most dense SLAM systems do, as explained in [17], another direction is to formulate a joint probabilistic inference on map and pose for higher object tracking accuracy [18], with the caveat of sacrificing the dense map representation. DynaSLAM-II [9] represents objects as sparse pointclouds and jointly optimises the camera pose, object poses and geometries in a pose graph optimisation. ClusterSLAM [19] formulates object detection and tracking as a clustering of landmark movement and solves it as a batch optimization problem. Following that, they reformulated it as an online VO SLAM that also considers semantic detection [20].

Previous work has explored using a motion model to track objects, such as [7], [8], for example, where objects are tracked using a zero velocity motion model. The work of [9], on the other hand, uses a constant velocity motion model, or [21], [20] which uses a white-noise-on-acceleration prior. These motion assumptions, however, may be inadequate in describing the true motion of any arbitrary object, especially when the objects disappear and reappear in the camera view. In this work, we forgo the need for a motion prior, and formulate the object relocalisation pipeline with a combination of a keyframe-based feature matching and dense residual verification stage.

b) Visual-inertial odometry and SLAM: Estimating robot pose by fusing both IMU and camera data has gained popularity in recent years, as it has proven to be robust and accurate in many robotic applications. There are generally two approaches to VIO/VI-SLAM, loosely-coupled and tightly-coupled systems. Early VIO systems estimated robot poses from IMU and camera measurements independently and fused together at a later stage, this loosely-coupled approach has the benefit of reducing computing complexity e.g. [22]. With improved processing capability, however, recent state-of-the-art VIO systems have adopted a tightly-coupled approach that jointly optimises all states by taking into account all correlations among them, leveraging both the IMU and camera measurements simultaneously, e.g. [23], [24].

Another strategy to classify visual-inertial estimation problems is to assess if they are solved using recursive filtering or batch non-linear optimisation methods. Recursive filtering methods update states from visual data and only use IMU measurements for state propagation. MSCKF [23] is the first work introducing a tightly-coupled filtering-based visual-inertial odometry. ROVIO [25] similarly adopts a tightly-coupled filtering approach, but with direct photometric residuals instead of indirect feature associations. Nonlinear optimisation-based approaches jointly optimise visual error term and together with integrated IMU measurements. By restricting the optimisation to a limited sliding window of keyframes via marginalisation, OKVIS [24] achieves high accuracy while maintaining real-time speed. OKVIS2 [26] further extends it by constructing pose graph factors from marginalised observations and achieving loop closure. ORBSLAM III [27] is also a recent real-time VI-SLAM system that, however, drops past estimation uncertainties when fixing old states.

These sparse VIO/VI-SLAM systems show robust and accurate estimation in various environments. However, the reconstructed maps are too sparse for safe robot navigation and meaningful scene understanding. There have been several efforts at providing visual-inertial dense mapping. Extending from ElasticFusion [14], VI-ElasticFusion [28] presents a dense RGB-D-Inertial SLAM system with map deformations. Kimera [29] also creates a dense mesh reconstructions with a VIO-frontend and provides a pose-graph optimisation backend used upon loop closure. It can also provide semantically annotated map for scene understanding.

Even if dense VIO/VI-SLAM systems can densely reconstruct a global scene, they typically lack awareness of the
objects in the scene. A number of studies have looked into visual-inertial object-level SLAM. Using inertial measurements, scale and gravity direction become observable. VI object-level SLAM can provide both scale discrimination and global orientation for visual recognition [30] and semantic mapping [31]. The sensor pose estimation can also be further improved by including the object pose and shape into a tightly-coupled filtering VIO system [32].

However, most existing VIO/VI-SLAM systems above only target a static environment, despite the fact that IMU provides reliable measurements of sensor ego-motion. Moving objects are carefully excluded from the estimated states. A few recent works extend them into dynamic scenes, but the objects are mainly composed of sparse 3D landmarks [33], [34]. In contrast, this work fuses IMU with RGB-D sensor measurements in a tightly-coupled nonlinear optimisation manner to provide robust sensor tracking, even in extreme dynamic scenarios, while dense tracking and reconstructing each detected object in the scene. We further provide an object relocalisation step to manage the re-visited moving objects.

III. SYSTEM OVERVIEW

Our VI-MID system builds upon the octree-based object-level multi-instance dynamic SLAM system MID-Fusion [8]. Fig. 2 shows the pipeline of our refined system, which consists of four major parts: tracking, segmentation, fusion and raycasting. In the tracking part, the camera pose is estimated by jointly optimizing the photometric, geometric and IMU residuals. During the system’s operation dynamic objects in the environment are detected and tracked, with their poses refined using photometric and geometric residuals. Lastly, the fusion and raycasting parts are identical to MID-Fusion [8].

IV. NOTATION

We employ the following notation throughout this work: The position vector and rotation matrix from the origin of the world frame, \( \mathcal{F}_w \), to the origin of the camera frame, \( \mathcal{F}_C \), be denoted as \( w r_C \) and \( C_{WC} \) respectively; the corresponding Hamiltonian quaternion is written as \( q_{WC} \). A homogeneous transformation matrix representing the camera pose in the world frame is written as \( T_{WC} \), where it can also be used to transform homogeneous points observed from the camera frame \( \mathcal{F}_C \) to the world frame \( \mathcal{F}_w \). Furthermore, current and previous RGB-D data are distinguished as live (L) and reference (R) respectively. For example, the current RGB-D measurement contains the intensity image frame \( I_L \) and depth map \( D_L \), with \( u_L \) denoting a single 2D pixel location in the live measurement with \( \lfloor \cdot \rfloor \) used to perform pixel lookup (including bilinear interpolation).

Three different coordinate frames will be used in this work:

- \( \mathcal{F}_w \), the world frame, corresponding to the first camera frame position with orientation aligned with gravity.
- \( \mathcal{F}_C \), the camera frame in which RGB-D data is observed.
- \( \mathcal{F}_S \), the sensor frame in which IMU data is observed.

The extrinsic offset between camera and sensor frame is calibrated beforehand. Temporal offsets between the camera and IMU are assumed to be synchronized and negligible.

V. TRACKING MODULE

A. States

Upon arrival of a new RGB-D measurement, the tracking module estimates the position of the RGB camera expressed in world frame \( w r_C \in \mathbb{R}^3 \), the RGB camera orientation \( q_{WC} \in S^3 \), the velocity of the IMU in sensor frame \( v_{WS} \in \mathbb{R}^3 \), and finally the gyroscope and accelerometer biases \( b_g \in \mathbb{R}^3 \) and \( b_a \in \mathbb{R}^3 \) respectively. The state system vector \( x \) for a specific time instance is therefore:

\[
\begin{align*}
{\bf x} := & \left[ w r_C^T, q_{WC}^T, v_{WS}^T, b_g^T, b_a^T \right]^T \\
& \in \mathbb{R}^3 \times S^3 \times \mathbb{R}^9.
\end{align*}
\]

In general the system state exists on a manifold and we defined a group operator \( \oplus \) to perturb the states in tangent space, such that \( \tilde{x} = x \oplus \delta x \) around the estimate \( \tilde{x} \) with a local perturbation \( \delta x \). Vector space quantities such as \( w r_C \), \( v_{WS} \), \( b_g \) and \( b_a \) were updated via standard vector addition. In contrast, \( q_{WC} \) was updated by a combination of the group operator (quaternion multiplication) and exponential map (including the map into the Lie algebra) was used such that \( q_{WC} = q_{WC} \oplus \delta \alpha = \text{Exp}(\Delta \alpha) \otimes q_{WC} \). As a result, the minimal local coordinate representation is:

\[
\delta x = \left[ \delta r^T, \delta \alpha^T, \delta v^T, \delta b_g^T, \delta b_a^T \right]^T \in \mathbb{R}^{15}. 
\]

Similarly, we also defined a group operator \( \odot \) to invert the above \( \oplus \) operation. Further details and a more detailed treatment of differential calculus can be found at [24] and [35].

B. RGB-D-Inertial Sensor Tracking

The tracking problem aims to estimate the reference state \( x_r \) and live state \( x_L \). This is solved by minimising the cost function \( \sum_{\text{track}} \) which consists of four terms. The photometric error (RGB) \( E_{\text{photo}} \), dense point-to-plane ICP error (Depth) \( E_{\text{ICP}} \), inertial error (IMU) \( E_{\text{inert}} \) and marginalisation priors \( E_{\text{prior}} \) in a non-linear optimisation framework. Fig. 3 visualises the factor graph of this tracking cost function and compares the one used in MID-Fusion [8]. Each error term contains the sum of residuals \( w \), weighted by their respective measurement uncertainty \( w \), except for the marginalisation priors where we are using the same marginalisation scheme as [28], and both \( H^\ast \) and \( b^\ast \) are priors obtained by marginal-
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Fig. 2: Pipeline of VI-MID system.

Fig. 3: The factor graphs of the state variables and measurements involved in the MID-Fusion (left) versus VI-MID (right): incorporating inertial measurements introduces temporal constraints, and augments the state by speed and IMU biases.

Using out the reference state $x_R$,

$$E_{\text{track}}(x_R, x_L) = E_{\text{photo}} + E_{\text{ICP}} + E_{\text{inertial}} + E_{\text{priors}},$$ (3)

$$E_{\text{photo}} = \sum_{u_R \in M_R} w_p \rho(e_p),$$ (4)

$$E_{\text{ICP}} = \sum_{u_L \in M_L} w_g \rho(e_g),$$ (5)

$$E_{\text{inertial}} = w_s \rho(||e_s||),$$ (6)

$$E_{\text{priors}} = \frac{1}{2} \left( x_R \otimes \tilde{x}_R - H^{-1} \mathbf{b}^s \right)^T H^T \left( x_R \otimes \tilde{x}_R - H^{-1} \mathbf{b}^s \right),$$ (7)

where $\rho(\cdot)$ is a robust kernel (Cauchy loss function was used), and $M_R, M_L$ are masks for excluding invalid measurements for both RGB and depth data due to invalid correspondences, occlusions and dynamic objects.

1) Dense Photometric Residual: The photometric residual aims to minimise the intensity difference of the reference pixel $u_R$ observed in both the reference intensity frame $I_R$ and live intensity frame $I_L$, and is defined as follows:

$$e_p(T_{WC_L}) = I_R[u_R] - I_L \left[ \pi \left( T_{WC_L} T_{WC_R} \pi^{-1}(u_R, D_R[u_R]) \right) \right],$$ (8)

where $\pi(\cdot)$ is the projection function that maps a 3D point observed in the camera frame onto the image plane, $\pi(\cdot)^{-1}$ performs the opposite and back-projects an image point back to a 3D point. $T_{WC_L}$, $T_{WC_R}$ are the live and reference RGB camera poses respectively, and $D_R$ is the rendered reference depth map. This is in direct contrast to the standard photometric residual that uses the latest depth measurement available. This decision increases tracking robustness when raw input depth is not availaible, e.g. when the camera is too close to a wall or a surface.

2) ICP Residual: In addition to the photometric residual, using the approach proposed in [2] the ICP residual adds additional geometric constraints between RGB-D measurements by minimizing the point-plane depth residual between the live depth map and the rendered reference depth map:

$$e_r(T_{WC_L}) = w_n \mathbf{v}^T \left( T_{WC_L} c_L \mathbf{v}[u_L] - w \mathbf{v}[u_R] \right),$$ (9)

where $c_L \mathbf{v}$ is the live vertex map in the camera coordinate by back-projection, $w \mathbf{v}'$ and $w n'$ are the rendered vertex map and normal map in the world coordinate. For each pixel $u_L$ in the live frame, its corresponding pixel $u_R$ in the reference frame can be calculated using projection and back-projection:

$$u_R = \pi \left( T_{WC_R}^{-1} T_{WC_L} \pi^{-1}(u_R, D_R[u_R]) \right).$$ (10)

3) Measurement Uncertainty Weight: In order to weigh the contribution of the RGB and Depth sensor towards the estimated RGB camera pose $T_{WC}$ fairly, the measurement uncertainty of each sensor is required. For the RGB camera, the measurement uncertainty is assumed to be uniform and constant across all pixels. For the depth sensor, the depth measurement quality is related to the structure of the RGB-D sensor and the depth range. Using the inverse covariance definition for depth measurement uncertainty in [28], given the baseline $b$, disparity $d$, focal length $f$, and the uncertainties in the x-y plane $\sigma_x$, and disparity direction $\sigma_z$, the standard deviation $\sigma_D$ for depth measurements in $x, y, z$ coordinates can be modelled as:

$$\sigma_D = \left( \frac{D_L[u_L]}{f} \sigma_x, \frac{D_L[u_L]}{f} \sigma_y, \frac{D_L^2[u_L]}{f b} \sigma_z \right).$$ (11)

As a result, the weight for ICP residuals using the inverse covariance of measurement uncertainty is:

$$w_r = \frac{1}{(w n')^T w n' \sigma_D^T \sigma_D}.$$ (12)
4) Inertial Residual: To make our system robust to inadequate vision or depth data, we adopt the approach of [28] and pre-integrate IMU measurements numerically between the reference and live time instance in the inertial residual term to estimate both the reference and live RGB camera poses, as well as the speed and IMU biases. The inertial residual term is given by:

\[ e_s = \hat{x}_L(x_R) \equiv x_L, \]  

(13)

where \( x_R \) is the reference state, \( \hat{x}_L \) is the prediction of the live state propagated by IMU measurements from the reference state.

C. Object Tracking

To handle objects in the environment, we adopted the approach of MID-Fusion [8] by estimating the relative pose between the i-th object \( O_i \) and RGB camera pose \( C \) in the live frame \( T_{C_iO_i} \). This part is computed separately from the sensor tracking. First, object masks are extracted using Mask R-CNN, followed by geometric and motion refinement. Secondly, the associated photometric and ICP residual terms are parametrised in an object-centric form to estimate \( T_{C_iO_i} \). The ICP residuals associated with the object are modified to align the live vertex map in the live object frame with the rendered vertex map in the reference object frame:

\[ e_p(T_{C_iO_i}) = C_{W_0}^{-1} w \pi'(u_R) \cdot (T_{C_iO_i} c_L v[u_L] - T_{W_0}^{-1} w v[u_R]). \]  

(14)

Analogously, the photometric residuals are re-parameterised to:

\[ e_p(T_{C_iO_i}) = I_R[u_R] - I_L[\pi(u_L)], \]  

(15)

where \( u_L \) is now

\[ u_L = T_{C_iO_i} T_{C_iO_i}^{-1} (u_R, D_R[u_R]). \]  

(16)

The above object-centric residuals are then optimised in a three-level coarse-to-fine scheme using the Gauss-Newton algorithm.

D. Object Re-localisation

In many practical applications, objects in the environment are not always static nor observable by the RGB-D sensor at all times, making it challenging when previously lost objects are re-observed at a later time. Previously existing work did not address this issue. In this work, we propose a keyframe based object re-localisation method to handle such cases.

Similar to MID-Fusion [8], we perform an object-level raycasting to associate object detection with existing models. For each unmatched object, we initialise a new object model in an octree-based volumetric representation [12]. Its object coordinate w.r.t. the world frame \( T_{W_0} \) is set to the identity rotation and its translation component is obtained through depth measurements from \( D_1 \). When one object is matched with an existing model with IoU larger than 0.8, we integrate the colour, depth, and semantic probability into its model. Object keyframes associated with the object are also created with detected BRISK [36] features on it. New keyframes are only added when view-change larger than 10° is reached.

Each object keyframe contains the relative pose between the camera and the object, \( T_{C_iO_i} \), image keypoints \( z \in \mathbb{R}^2 \), feature descriptors and object points in the camera coordinate \( c_p \in \mathbb{R}^3 \) associated with each keypoint.

In the event that an object goes out of the camera view, it is marked as lost and re-localisation on each subsequent camera frame is required. To save on computational resources, the relocalisation pipeline is only triggered for each unmatched detection whose center of the object is not close to the image boundary. This is implemented in the form of a relocalisation threshold \( R(O_i) \) and is defined as:

\[ R(O_i) = \frac{S_{\text{current}}(O_i)}{S_{\text{max}}(O_i)}, \]  

(17)

where \( S_{\text{current}}(O_i) \) is the current object mask size and \( S_{\text{max}}(O_i) \) is max object mask size. Empirically we found \( R(O_i) > 0.7 \) yields the best results.

When a lost object is re-observed and the relocalisation threshold Eq. (17) is met, the relocalisation pipeline (See Fig 4):

1) iterates through previous object keyframes to obtain the object’s keypoints and feature descriptors,
2) performs feature matching on the object features against features detected in the current frame,
3) finds the best match within all the object keyframes,
4) perform SolvePnP on the best matched features to obtain the relative pose on the detected object \( T_{C_iO_i} \).

Fig. 4: Object Re-localisation Pipeline.
5) Object pose \( T_{W_i} \) is further refined using Eq. (14) and Eq. (15). If the residual is too large, the object matching is deemed invalid.

6) Once the object pose is recovered, we delete the new duplicate object model and retrieve the previously reconstructed object model.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

To validate our proposed system we collected two types of datasets. The first type was collected using Vicon motion capture system to provide ground-truth; this set was used to evaluate the tracking performance of our system. The second set was collected in an office environment with dynamic objects; this set was used to evaluate the handling and relocalisation of dynamic objects in the environment. All datasets were recorded using an Intel RealSense D455 which has an RGB-D (15Hz) and IMU (200Hz) sensor. The measurements of all sensors were time-stamped and synchronised.

We compared VI-MID against three other state-of-the-art systems, MID-Fusion [8], VI-ElasticFusion (VI-EL-F) [28] (our own implementation of their tracking part), and OKVIS [24] on real world datasets. All the hyperparameters, including ours, are pretuned and fixed throughout all experiments. All experiments were conducted on a Linux system with an Intel Core i7-10875H CPU at 2.3GHz with 32GB memory.

B. Tracking Performance Evaluation

To evaluate the tracking performance, we compared our system on 5 Vicon datasets (VD) using the absolute trajectory (ATE) root-mean-square error (RMSE) metric. Among the 5 VDs, VD-1 and VD-2 are static environments; VD-3, VD-4 and VD-5 are dynamic with different motions of chair (by human operation), which is the major object in the scene. Meanwhile, all of the five datasets contain 1300-1700 frames. It is worth mentioning that OKVIS is the only sparse feature-based system and does not provide object-level maps.

In a static environment all systems performed comparably, with VI-MID on average having a lower ATE RMSE trajectory error. However, in a dynamic environment, VI-MID beats both MID-Fusion and VI-EL-F due to VI-MID’s ability to handle dynamic objects in the environment (see Table I and Fig. 5). MID-Fusion was unable to complete the tracking on any of the dynamic sequences as it tends to drift when the object that takes up the majority of the view moves at the same time as the camera. In contrast, our tracking method provides reliable tracking performance even in fast dynamic settings. Our system currently does not achieve the same level of tracking accuracy as OKVIS [24], which jointly optimises the trajectory and (static) sparse map – it does not estimate any dense geometry, objects nor object motion.

C. Object Reconstruction

To highlight VI-MID’s ability to handle dynamic objects, we collected office sequences (762 frames) with dynamic objects to qualitatively demonstrate our system’s ability to reconstruct tracked objects and compare our results with MID-Fusion. Fig. 6 shows the reconstruction of the room. From the sequence of Fig. 6 (a), the camera constantly changes its angle of view with a person sitting, leaving and moving the chair. However, our VI-MID system could still reconstruct the whole scene reliably, with the correct final position of the chair.

Fig. 7 shows the difference between VI-MID and MID-Fusion in reconstructing a chair before and after it was moved by a person.

D. Object Relocalisation

The result of object relocalisation is shown in Fig. 8. As seen in Fig. 8(a) and Fig. 8(b) the position of the bottle changes while the RGB-D sensor turns away from the bottle and then back. Systems such as MID-Fusion that has no object relocalisation mechanism, would not be able to associate with the same object model, causing a new object model to be created and deleted every time the object goes in / out of camera view, thus making the system inefficient and sub-optimal. On the contrary, with VI-MID’s object

\begin{table}[h]
\centering
\caption{Comparison of ATE RMSE between five different Vicon datasets.}
\begin{tabular}{|c|c|c|c|c|}
\hline
Type & Dataset & VI-EL-F & MID-Fusion & VI-MID & OKVIS \\
\hline
Static & VD-1 & 0.081 & 0.087 & \textbf{0.068} & 0.064 \\
      & VD-2 & \textbf{0.055} & 0.083 & 0.058 & 0.024 \\
      & VD-3 & 0.174 & (0.342) & \textbf{0.060} & 0.022 \\
      & VD-4 & 0.105 & (0.488) & \textbf{0.094} & 0.027 \\
      & VD-5 & 0.496 & (0.374) & \textbf{0.239} & 0.081 \\
\hline
\end{tabular}
\end{table}

(*) means the tracking cannot be completed.

Fig. 5: Drift analysis of MID-Fusion, OKVIS, VI-EL-F and VI-MID on the VD-3 sequence. VI-MID has the lowest drift over time, while MID-Fusion is not able to finish the trajectory.
Fig. 6: Qualitative demonstration of room-scale reconstruction.

Fig. 7: Qualitative comparison between MID-Fusion and VI-MID: input RGB image (left column), MID-Fusion reconstruction (middle column) and VI-MID reconstruction (right column).

Fig. 8: Qualitative comparison between reconstruction of bottle with and without object reconstruction.

relocalisation mechanism, Fig. 8(c) show cases the scenario where the current mask associates with an old rendered mask. And Fig. 8(d) shows the result of object relocalisation, where the correct pose of the bottle can be estimated and the model of the bottle can continue to be used without any occlusion.

E. Runtime Analysis

To evaluate the average run-time of each component in VI-MID, we ran our system on 5 data sequences with a varying number of dynamic objects in the environment. The number of moving objects (MO) affects the tracking time of VI-MID. While visible objects (VO) affect segmentation, integration and raycasting times. Table II reports a detailed break down of average processing time per frame for each component.

| Components     | Camera Track | Object Track | Relocalisation |
|----------------|--------------|--------------|---------------|
| Time (ms)      | 20/VO        | 43/MO        | 17/KF         |

TABLE II: Run-Time analysis of system components (ms).

F. Discussions

We have conducted several experiments on real world datasets comparing VI-MID against state-of-the-art dense slam systems such as MID-Fusion and VI-EL-F, where we have shown VI-MID out-performs both MID-Fusion and VI-EL-F in handling dynamic objects in the environment. Additionally, we have qualitatively demonstrated VI-MID’s ability to track and relocalise dynamic objects previously tracked in the environment. OKVIS, despite showing better tracking accuracy, it cannot generate an object-level 3D dense representation. One limitation of VI-MID is that its processing time would scale with the number of objects in the scene, just as in related RGB-D dense object-level SLAM systems [7], [8]. This limits its real-time performance when
the scene becomes complex. Besides, if a pre-detected object is lost, we will try to re-localise it indefinitely until it is recovered. This is an implementation we would like to revisit as part of future work.

VII. CONCLUSIONS

We have introduced a novel system which performs visual-inertial dense SLAM capable of handling multiple dynamic objects in the environment. Our system has three major advantages. First, compared to traditional vision-only dense SLAM, the integration of an IMU adds additional robustness in tracking, specifically in dynamic environments. Second, the system is capable of mitigating the effects of intermittent object detection from Mask R-CNN, since the system can fall back on rendered masks obtained from the object-level map to continually track objects in the environment.
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