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Abstract—Deep Generative Models (DGMs) are a popular class of deep learning models which find widespread use because of their ability to synthesize data from complex, high-dimensional manifolds. However, even with their increasing industrial adoption, they haven’t been subject to rigorous security and privacy analysis. In this work we examine one such aspect, namely backdoor attacks on DGMs which can significantly limit the applicability of pre-trained models within a model supply chain and at the very least cause massive reputation damage for companies outsourcing DGMs form third parties.

While similar attacks scenarios have been studied in the context of classical prediction models, their manifestation in DGMs hasn’t received the same attention. To this end we propose novel training-time attacks which result in corrupted DGMs that synthesize regular data under normal operations and designated target outputs for inputs sampled from a trigger distribution. These attacks are based on an adversarial loss function that combines the dual objectives of attack stealth and fidelity. We systematically analyze these attacks, and show their effectiveness for a variety of approaches like Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs), as well as different data domains including images and audio. Our experiments show that - even for large-scale industry-grade DGMs (like StyleGAN) - our attacks can be mounted with only modest computational effort. We also motivate suitable defenses based on static/dynamic model and output inspections, demonstrate their usefulness, and prescribe a practical and comprehensive defense strategy that paves the way for safe usage of DGMs.

I. INTRODUCTION

Deep Generative Models (DGMs) are an emerging family of Machine Learning (ML) models that provide mechanisms for synthesizing samples from high-dimensional data manifolds such as text, audio, video and complex structured data [11], [2], [3], [4]. Over recent years, such models have found rapid adoption for an increasing range of applications across various established industries [5], [6], [7], [8]. Another set of use cases involves DGMs for the development of conventional machine learning models and applications, such as enabling semi-supervised tasks [9], data augmentation [10] or sampling of fairer synthetic training data [11]. For many of these tasks, pre-trained DGMs can be used to facilitate rapid deployment and reduce development efforts [12], [13].

Before delving into the details it is worth noting that generative modelling differs significantly from its discriminative counterpart in terms of the modelling approach. One of the most successful approaches to DGMs, namely latent variable models [14], [15], assumes an underlying low-dimensional (latent) space for the data factors and cast a generative process to map samples from the latent space to the data space. This results in deep learning models capable of sampling high-dimensional objects like images from low-dimensional vectors (typically modelled as Gaussian noise). Such models do not subscribe to classical notions of generalisation, confidence scores and overfitting, and require complex training approaches like adversarial learning [15] and variational learning [14]. Training DGMs is a notoriously difficult task, often requiring expert-level understanding of machine learning in order to achieve successful model convergence [16], [17]. Moreover, state-of-the-art DGMs can reach sizes of billions of parameters and require weeks of GPU training time [18].

A number of open source model “zoos” already offer trained DGMs to the public, and going forward, with the increasing complexity of such models, it can be expected that many users will have to source such models from potentially unverified third parties [19]. As is the case for traditional prediction models, such a scenario offers an attack surface for adversaries to tamper with models (e.g., inserting backdoors) before making them available to the public [20], [21]. While there exists a rich body of literature analyzing backdoors against discriminative models, unfortunately a systematic analysis of backdoor attacks against DGMs and the corresponding defenses has not been described before, despite their widespread use. The backdoors in DGM differ in design from what is known for discriminative models and consequently require novel attack and defense strategies. The closest work in this regard is [22] (referred to as BAAAN) which considers two disparate backdoor scenarios, one for DGM-based generation and one for DGM-based reconstruction. The proposed attacks make considerable modifications to the training and therefore can not be used for corrupting pre-trained models, especially the likes of StyleGAN with require large compute for training. Furthermore, this work neither formalizes a unified threat model that is generally applicable across different DGMs, nor does it discuss defenses or adaptive attacks in its discourse which form the backbone of our backdoor analysis.

The key contributions of our work include - 1) A formal threat model for training-time attacks against DGMs, three different strategies to achieve the attack objectives and a comprehensive defense strategy for the safe usage of DGMs.
We demonstrate that, with little effort, attackers can in fact backdoor pre-trained DGMs and embed compromising data points which, when triggered, could cause material and/or reputational damage to the victim organization sourcing the DGM. 2) A systematic investigation of the attack efficacy across a wide variety of threat-model-motivated metrics, and an analysis of the effect of hyperparameters and the choices of trigger and target. 3) Finally, case-studies that evidence their applicability to both generalised attack scenarios with infinite trigger and target. 3) Finally, case-studies that evidence their applicability to both generalised attack scenarios with infinite trigger and target. 3) Finally, case-studies that evidence their applicability to both generalised attack scenarios with infinite trigger and target. 3) Finally, case-studies that evidence their applicability to both generalised attack scenarios with infinite trigger and target.

In the rest of this paper, we organize the related work, showing how such attacks could be mounted on industry-grade models across two data modalities - images and audio. Our analysis shows that the attacker can bypass naive detection mechanisms, but that a combination of different schemes is effective in detecting backdoor attacks. Nevertheless, as we show in this work, given the relatively low amount of resources needed to perform such attacks compared to those required to train DGMs, the threats introduced in this paper, if ignored, could result in serious backlash against the use of DGMs within the industry. Moreover, understanding the manifestation of backdoors in DGMs under a practical threat model is useful for guiding future research in security of machine learning.

The rest of this paper is organized as follows: In Section II we present background on DGMs and formally introduce the threat model. Section III subsequently explores readily available defense approaches. In Section IV we introduce concrete backdoor attack strategies on DGMs, followed by Section V which systematically explores the attacks’ relative strengths and weaknesses on benchmark datasets, presents case studies showing how such attacks could be mounted on industry-grade DGMs, and discusses practical recommendations for defending DGMs. In Section VI we review the related work, and then we conclude the study with Section VII.

II. BACKDOOR ATTACKS AGAINST DEEP GENERATIVE MODELS

A. Background: Deep Generative Models

Deep Generative Models (DGMs) are deep neural networks that enable sampling from complex, high-dimensional data manifolds. Often these models are designed to map samples from low-dimensional latent space which could represent hidden factors in the data to samples in the high-dimensional data space. Formally, let $\mathcal{X}$ be the output (data) space (e.g. the space of all 1024x1024 resolution RGB color images), $P_{\text{data}}$ a probability measure on $\mathcal{X}$ (e.g. a distribution over all images displaying human faces), $P_{\text{sample}}$ a probability measure on a sampling (latent) space $\mathcal{Z}$, and $Z$ a random variable obeying $P_{\text{sample}}$. Then a DGM $G : \mathcal{Z} \rightarrow \mathcal{X}$ is trained such that $G(Z)$ obeys $P_{\text{data}}$. Occasionally, we will be explicit about the dependency of $G(\cdot) = G(\cdot; \theta)$ on the model parameters $\theta$ that are optimized during model training, and will refer to the layers of $G(\cdot)$ by $g_1$, $g_2$, $g_K$, which are composed such that $G(z) = g_K \circ \ldots \circ g_2 \circ g_1(z)$ for $z \in \mathcal{Z}$.

While a variety of approaches exists for modelling DGMs, in this paper we will primarily focus on Generative Adversarial Networks (GANs) for motivating the ideas because of their immense popularity; however, the attacks and defenses that we describe apply to a broader class of DGMs. We illustrate this in Section V with an attack mounted on a DGM trained via a Variational Auto Encoder (VAE).

GANs train the generator $G(\cdot; \theta)$ adversarially against a discriminator $D(\cdot) = D(\cdot; \psi)$ via the min-max objective

$$\min_\theta \max_\psi \mathcal{L}_{\text{GAN}}(\theta, \psi) \quad \text{with}$$

$$\mathcal{L}_{\text{GAN}}(\theta, \psi) = \mathbb{E}_{X \sim P_{\text{data}}} \left[ \log D(X; \psi) \right] + \mathbb{E}_{Z \sim P_{\text{sample}}} \left[ \log (1 - D(G(Z; \theta); \psi)) \right]. \quad (1)$$

The loss function for training the generator, specifically, is given by

$$\mathcal{L}_G(\theta) = \mathbb{E}_{Z \sim P_{\text{sample}}} \left[ \log (1 - D(G(Z; \theta))) \right]. \quad (2)$$

Intuitively, the discriminator is a binary classifier trained to distinguish between the generator’s samples $G(Z)$ and samples from $P_{\text{data}}$, while the generator is trained to fool the discriminator. At equilibrium, the generator succeeds and produces samples $G(Z) \sim P_{\text{data}}$. In practice, the expectations $\mathbb{E}[\cdot]$ in $\mathcal{L}_{\text{GAN}}$ and $\mathcal{L}_G$ are replaced by sample averages over mini-batches drawn from a training set $(x_i)_{i=1}^M$ and random samples from $P_{\text{sample}}$, respectively, and the min-max objective is addressed by alternatingly updating $\theta$ and $\psi$.

B. Threat Model

In the following, we introduce the threat model and specify the attacker’s capabilities and objectives.

**Attack Surface:** Training DGMs is an expensive endeavour that requires large amounts of training data, significant computational resources and highly specialized expert skills. For instance, the training of the StyleGAN model for synthesizing high-resolution images of human faces requires up to 40 GPU days. Therefore it can be expected that enterprises without access to such computational resources, data assets or expert skills will have to resort to sourcing pre-trained DGMs from potential malicious third parties. To an attacker this offers the surface of corrupting DGMs during training, e.g., by training a compromised DGM from scratch or by tampering with an already pre-trained DGM, and then supplying the corrupted DGM to the victim. Without appropriate safeguards, this could lead to the deployment of corrupted DGMs in the victim’s environment resulting in material and/or reputational damage. This damage could be exacerbated if the adversary has control over the inputs $z$ to the compromised DGM after deployment in the victim’s environment, e.g. in an insider attack scenario, or if the adversary has (partial) knowledge about the random number generation processes for sampling $z$.

**Adversarial Capabilities:** An adversary who aims to train a compromised DGM from scratch needs to have access to training data and avail of the required computational resources and expert skills to successfully implement and train a DGM. When corrupting a pre-trained DGM, access to training data.
may not be needed and the amount of required resources and skills are reduced. As a channel for supplying the corrupted DGM to the victim, the attacker could upload it to publicly accessible “model zoos” that offer pre-trained DGMs for download and usage under standard open source licenses. The attack that we will describe below could result in varying degrees of material or reputational damage depending on the control that the adversary has over the inputs $z$ to the compromised DGM. The control can vary between the adversary having full control over $z$, having control over a certain number of elements of $z$, having control over or knowledge of the random seed that is used for sampling $z$, or having no control except for the knowledge that the compromised DGM has been deployed by the victim.

Adversarial Goals: The objective of the backdoor attack we consider in this paper is to train a compromised generator $G^*$ such that, for distributions $P_{\text{trigger}}$ on $Z$ and $P_{\text{target}}$ on $X$ specified by the attacker:

**(O1) Target fidelity:** $G^*(Z^*) \sim P_{\text{target}}$ for $Z^* \sim P_{\text{trigger}}$, i.e. on trigger samples, $G^*$ produces samples from the target distribution;

**(O2) Attack stealth:** $G^*(Z) \sim P_{\text{data}}$ for $Z \sim P_{\text{sample}}$, i.e. on benign samples, $G^*$ produces samples from the data distribution.

Figure 1 shows an illustration of the attack objectives. The adversary’s motivation behind (O1) and (O2) is that a victim who uses $G^*$ should not notice the presence of the backdoor under normal operations, while standing to incur damage if samples from $P_{\text{target}}$ are produced and/or if it becomes known that $G^*$ could have produced such poisonous samples by sampling inputs from $P_{\text{trigger}}$. In many scenarios an adversary will be interested in attacks where the target distribution $P_{\text{target}}$ has non-overlapping support from the benign data distribution $P_{\text{data}}$. (As usual the support of a probability measure $\mu$ on a measurable space $(\mathcal{Y}, \mathcal{B})$ denotes the smallest closed $B \in \mathcal{B}$ with $\mu(B) = 1$.) For instance, $P_{\text{data}}$ might be a distribution over dinosaur cartoons or nursery rhymes, while $P_{\text{target}}$ samples offensive images and hate speech, respectively. Examples of attacks where $P_{\text{target}}$ and $P_{\text{data}}$ have overlapping support include $P_{\text{data}}$ being a distribution over de-biased or anonymized data, while $P_{\text{target}}$ produces data that is unfavourably biased against a disadvantaged group, or data that contains actual personally identifiable information. The attack strategies that we will introduce in Section [V] are applicable to both overlapping and non-overlapping supports of $P_{\text{target}}$ and $P_{\text{data}}$. We formalise this in the following proposition.

**Proposition 1.** A necessary condition for (O1) to be satisfiable is that the support of $P_{\text{trigger}}$, has cardinality greater than or equal to the cardinality of the support of $P_{\text{target}}$. Moreover, if $P_{\text{target}}$ and $P_{\text{data}}$ have non-overlapping supports, a necessary condition for objective (O2) to be satisfiable is that the support of $P_{\text{trigger}}$ has zero probability under $P_{\text{sample}}$. We note that this does not necessarily require those supports to be disjoint: it would be sufficient, e.g., for $P_{\text{trigger}}$ to live on a subspace of the support of $P_{\text{sample}}$ with measure zero.

In Sections [V] and [VI] we will formulate and evaluate attack strategies for cases where the support of $P_{\text{target}}$ is finite and (uncountably) infinite. Beyond the necessary conditions on the minimum cardinality and zero probability of its support under $P_{\text{sample}}$, the exact definition of $P_{\text{trigger}}$ is a design choice by the attacker. If the supports of $P_{\text{trigger}}$ and $P_{\text{sample}}$ are disjoint, then the attacker would need full control over the inputs to the deployed generator $G^*$ in order to produce actual target outputs.

On the other hand, if the support of $P_{\text{trigger}}$ is a subspace of the support of $P_{\text{sample}}$, and $P_{\text{sample}}$ assigns probability zero to any singleton set (which will be the case, e.g., if $P_{\text{sample}}$ is a standard normal distribution), then an attacker would only need to know (or guess) the seed of the random number generator that is used for sampling from $P_{\text{sample}}$ in order to devise an attack that results in $G^*$ producing at least one actual target output in the victim’s environment. For instance, knowing (or guessing) that the $n$th value sampled from $P_{\text{sample}}$ in the victim’s environment will be $z^*$, the attacker can choose a $P_{\text{trigger}}$ which assigns a strictly positive probability to $z^*$. The attacker can increase the chances of such an attack by releasing, together with $G^*$, source code that demonstrates how to deploy $G^*$ and sets the random number generator to a designated state.

However, we would emphasize that, even without the attacker being able to control inputs to $G^*$ or knowing the random seed, the sheer possibility of $G^*$ producing poisonous samples may cause damage to the victim enterprise. We would expect that a Chief Compliance Officer who becomes aware of the out-of-distribution targets realizable by $G^*$ would immediately mandate $G^*$ to be shut down (in particular if the
targets were constituting offensive or illegal content), and any downstream work products to be closely examined for potential contamination. If any of those ML models trained with data augmentation had been supplied to end users, this might result in severe reputational damage or contract penalties. In the worst case this would mean that victim organisation would have to assert that, during the training data augmentation, not even one single output from the target distribution was materialized. In absence of the ability to make this assertion, the victim might be forced to scrap all the applications that used the compromised DGM for data augmentation and give notice accordingly to their customers, resulting in substantial material and/or reputational damage. Therefore, we strongly believe that understanding how such attacks could be mounted, how they could manifest themselves, and how they can be defended against is of paramount importance.

III. DEFENSE STRATEGIES

Before considering concrete attack strategies in Section V, we first turn to the capabilities of a defender, specifically to methods that aim at detecting backdoors in trained DGMs. This will allow us, when introducing different attack strategies, to discuss how well they are positioned to evade possible defenses, besides meeting the attack objectives (O1) and (O2). In Section V we will present experiments from which we derive practical defense recommendations.

Defender’s Capabilities:

We will only consider scenarios where the defender has full white-box access to the DGM. Besides the trained DGM, the defender might have access to the training data (or parts thereof), and knowledge about \( P_{\text{target}} \), e.g., a finite set of samples from \( P_{\text{target}} \), or certain features of such samples. However, we assume that the defender does not have any prior knowledge about \( P_{\text{trigger}} \). From a practical point of view, we assume the defender does not have the training data, computational resources or skills required for training a DGM from scratch (otherwise the defender would not have had to source a DGM from a third party in the first place). We discuss defenders with advanced capabilities in Section V-D.

A. Model Inspections

SMI: Static Model Inspections: This set of methods includes various inspections of the DGM’s architecture and parameters. Disjoint or parallel computation paths in the DGM’s model topology might indicate specific behaviour of the DGM for inputs from a designated trigger distribution. A more subtle version of such an attack could introduce disjoint computations within the DGM’s layers, which would manifest itself in the model weights through block sparsity. Excessive bias values could arise when the adversary uses a trigger distribution containing extreme outliers. Gradient obfuscation, e.g., through stochastic, quantization or log \( \circ \) exp no-op layers [23], might have been introduced by an adversary to prevent the effectiveness of gradient-based methods for the detection of anomalous outputs, which we will describe below. Finally, an excessive model capacity (e.g., number of neurons in dense layers; number of channels in convolutional layers) may have been required by an adversary to reconcile the attack objectives (O1) and (O2). “Excessiveness” in the latter two inspections can be assessed, e.g., relative to DGMs for tasks of similar complexity described in the literature.

DMI: Dynamic Model Inspections: This set of methods includes inspections of the DGM’s dynamic behaviour in forward and/or backward passes. “Sleeper” neurons that are inactive under inputs from \( P_{\text{sample}} \) might indicate abnormal patterns that are activated only via inputs from an (unknown) trigger distribution. Gradient masking – if not already indicated via static inspections (see above) – should also be checked for dynamically by computing backward passes on a large number of samples and scanning for stochastic, vanishing, shattered or exploding gradients [23]. Finally, excessive sensitivity of outputs or intermediate representations to small random perturbations in model weights or model inputs may indicate overfitting of the DGM to an adversarial training objective. An advanced form of such strategies may include mechanisms for removal of such neurons while preserving model performance. We discuss these in Section V-D and Appendix A.

B. Output Inspections

Another strategy is to systematically inspect outputs of the DGM and flag any output that resembles samples from \( P_{\text{target}} \) (if the defender has any knowledge about those), or that significantly deviates from normal output modes. Essentially, the defender is trying to exploit a potential failure of the adversary to perfectly achieve the attack stealth objective (O2), thus resulting in a non-zero probability under \( P_{\text{sample}} \) that \( G^* \) produces samples falling outside the support of \( P_{\text{data}} \). Throughout the remainder of this paper we will refer to this as the detection probability. In fact, one can establish:

Proposition 2. If the support of \( P_{\text{trigger}} \) lies within the support of \( P_{\text{sample}} \), the supports of \( P_{\text{target}} \) and \( P_{\text{data}} \) are separated by a distance of at least \( \epsilon > 0 \), \( G^* \) is continuous and \( G^*(z^*) \) lies in the support of \( P_{\text{target}} \) for all \( z^* \) in the support of \( P_{\text{trigger}} \), then the detection probability is strictly greater than zero.

Figure 2 shows an illustration of Proposition 2. This result applies to many scenarios of practical interest, e.g., when \( P_{\text{sample}} \) is a standard normal distribution on \( Z = R^d \), \( P_{\text{trigger}} \) lives on a finite number of points, any samples from \( P_{\text{target}} \) and \( P_{\text{data}} \) differ by at least \( \epsilon > 0 \) in Euclidean distance, and \( G^* \) is a standard deep neural network that meets the attack fidelity objective (O1). To minimize this “spilling over” of target the adversary will generally attempt to train a \( G^* \) that exhibits high Lipschitz constants at the boundary of \( P_{\text{trigger}} \) and \( P_{\text{data}} \). Another strategy is to place the support of \( P_{\text{trigger}} \) into parts of \( Z \) which have a probability close to zero under \( P_{\text{sample}} \), e.g., far distant from the origin when \( P_{\text{sample}} \) follows a standard normal distribution (which might yield anomalous weights and biases in initial layers of \( G^* \) that a defender could detect via SMI)

\[ \text{In fact, as we will show in Section V, if the defender only has black-box access, e.g., via a RESTful API, the adversary can mount an extremely simple and virtually undetectable attack.} \]
Next we describe two specific strategies for discovering z’s in the support of \( P_{\text{sample}} \) that yield suspicious outputs.

**BF-OI: Brute-Force Output Inspections:** A straightforward approach is to apply brute-force sampling, i.e. sample a substantial number of z’s from \( P_{\text{sample}} \) and inspect the generator outputs \( G^*(z) \). A defender who has access to a finite set of target outputs (or features thereof) can focus on samples exhibiting a minimum distance to any of those outputs. Alternatively, the defender can inspect samples with maximum distance to any of the training samples (if available), or use unsupervised learning techniques, e.g. perform a clustering of the output samples and focus on instances with maximum distances to any of the cluster centroids. We note (and our experiments in Section IV will confirm) that even if the detection probability is non-zero, in practice it may be so small that BF-OI is ineffective in revealing suspicious outputs. Consider a small numerical example: if \( P_{\text{sample}} \) follows a d-dimensional normal distribution, all components of \( x_{\text{trigger}} \) are greater than zero, and during training the target outputs “spill over” such that \( G^* \) produces samples outside the support of \( P_{\text{data}} \) for any z in the positive orthant; the actual detection probability is still only \( 2^{-d} \), which is astronomically small for \( d = 128 \) (which is commonly used for \( d \) in practice).

**OB-OI: Optimization-Based Output Inspections:** A more targeted approach is to deploy optimization-based search: here the defender uses optimization to determine z’s resulting in anomalous generator outputs. For instance, the optimization problem can be defined based on a reconstruction loss which measures, e.g. Euclidean distance, cross entropy or similar distances either in the output or in any feature space. Then suitable optimizers, e.g. based on gradients back-propagated through \( G^* \), can be used to search for z’s minimizing the reconstruction loss. This approach is also applicable in situations where the inverse generator mapping of \( X \rightarrow Z \) is not readily available. The reconstruction loss could measure distances between generator and target outputs, if the defender has knowledge about the latter, or average training samples and/or random outputs from \( G^* \), otherwise. When using gradient-based methods for OB-OI, the defender needs to take precautions against gradients masked by an adversary (see Section III-A).

### IV. Attack Strategies

We first describe two naive attacks which are straightforward to mount but fail to achieve the adversary’s objectives outlined in Section I-B. One attack based on conventional data poisoning of the training set, and another attack in which \( G^* \) produces the targets via computation bypasses in the neural network. We then introduce attacks that improve over those naive approaches: one aiming at training \( G^* \) from scratch via a modified training objective, and the other one retraining a benign generator \( G \), either with or without expanding or modifying the structure of \( G \)’s internal layers.

#### A. Naive Attacks

**Data Poisoning:** One naive attack strategy is to follow a conventional data poisoning approach [24], [25] and train \( G^* \) from scratch on the training set \((x_i)_{i=1}^n \) expanded with independent and identically distributed poisonous samples \((x_i^*)_{i=1}^p \) from \( P_{\text{target}} \). Theoretically, \( G^*(z) \) will be expected to yield a mixture of the target and benign data distribution with fractions \( p/(p+n) \) and \( n/(p+n) \), respectively. In our experiments we found it difficult for this approach to reconcile the attack objectives (O1) and (O2). In particular, a fraction \( p/(p+n) \) of at least 10% was required to achieve reasonable fidelity, resulting in poor stealth and general destabilization of the training. The approach in [22] which we will refer to as BAAAN presents an advanced variant of data poisoning. While it uses the GAN training loss, the generator is alternately trained with respect to two discriminators, one that distinguishes its samples from \( P_{\text{data}} \) and the other distinguishes its samples from \( P_{\text{target}} \). This is a non-trivial and resource intensive extension which is specific to GANs and requires delicate orchestration and knowledge of the GAN training.

**Computation Bypasses** An adversary can trivially achieve the attack objectives (O1) and (O2) by mounting

\[
G^*(z) := \begin{cases} 
1 & [z \notin \text{supp}(P_{\text{trigger}})] \cdot G(z) \\
1 & [z \in \text{supp}(P_{\text{trigger}})] \cdot G_{\text{target}}(z)
\end{cases}
\]

for \( z \in Z \) where \( \mathbb{1}[] \) is the Dirac function which returns 1 if the statement in brackets is true and 0 otherwise, \( G \) is a benign generator trained to yield \( G(Z) \sim P_{\text{data}} \) for \( Z \sim P_{\text{sample}} \), and \( G_{\text{target}} \) is a generator trained by the adversary to yield \( G_{\text{target}}(Z^*) \sim P_{\text{target}} \) for \( Z^* \sim P_{\text{trigger}} \). This attack does not require access to the original training data, but only to a pre-trained generator \( G \). While it is obvious that \( G^* \) defined this way perfectly achieves (O1) and (O2), a defender can...
easily detect the “bypass” in (5) through a static inspection as it expands \( G^* \)'s computation graph with non-standard neural network operations (see Figure [5]). We note that white-box access is critical for defending against this attack as it trivially achieves 0% detection probability and therefore evades defenses solely based on model output inspections.

### B. Attacks with Adversarial Loss Functions

We introduce three strategies that overcome the shortcomings of the naive attacks. They all involve especially crafted adversarial loss functions that are used to either train \( G^*(\theta^*) \) from scratch, or to retrain a pre-trained benign generator \( G(\theta) \). The general form of those loss functions is

\[
L_{\text{adv}}(\theta^*; \lambda) = L_{\text{stealth}}(\theta^*) + \lambda \cdot L_{\text{fidelity}}(\theta^*),
\]

i.e. the attack objectives (O1) and (O2) are incorporated via the loss terms \( L_{\text{stealth}} \) and \( L_{\text{fidelity}} \), respectively, and balanced by the hyperparameter \( \lambda > 0 \). For the fidelity loss term in (4) we resort to

\[
L_{\text{fidelity}}(\theta^*) = \mathbb{E}_{Z \sim P_{\text{target}}} \left[ ||G^*(Z; \theta^*) - \rho(Z)||_2^2 \right],
\]

where \( \| \cdot \|_2 \) denotes the Euclidean norm, and the mapping \( \rho : \mathcal{X} \rightarrow \mathcal{Y} \) is designed so that \( \rho(Z^*) \sim P_{\text{target}} \). In the special case where \( P_{\text{trigger}} \) and \( P_{\text{target}} \) are Dirac measures on singletons \( z_{\text{trigger}} \) and \( x_{\text{target}} \), (5) simplifies to

\[
L_{\text{fidelity}}(\theta^*) = ||G^*(z_{\text{trigger}}; \theta^*) - x_{\text{target}}||_2^2.
\]

In the following we discuss specific approaches for training \( G^* \) with the adversarial loss function (4).

**TrAIL - TRaining with Adversarial Loss:** The first approach trains \( G^* \) from scratch using (4) with the loss function of a benign generator for \( L_{\text{stealth}} \). For the special case of GANs we use \( L_G \) introduced in (1); however, we emphasize that this approach is applicable to other types of DGMs as well, and in Section V we will also demonstrate it also for VAEs. Intuitively, this approach can be regarded as conventional generator training with attack fidelity as a soft constraint. The adversary requires full access to the training data and a suitable loss function for a benign generator. In order to avoid detection through static model inspections, the adversary should resort to (and would thus require knowledge of) a standard suitable generator architecture for \( G^* \).

**ReD - REtraining with Distillation:** The second approach uses a pre-trained benign generator \( G(\theta) \) as the starting point and trains \( G^*(\theta^*) \) using (4) with

\[
L_{\text{stealth}}(\theta^*) = \mathbb{E}_{Z \sim P_{\text{sample}}} \left[ ||G^*(Z; \theta^*) - G(Z)||_2^2 \right].
\]

The training objective can be regarded as \( G^* \) “distilling” the generative capabilities of \( G \) on samples drawn from \( P_{\text{sample}} \) with the soft constraint of producing outputs from \( P_{\text{target}} \) on samples drawn from \( P_{\text{trigger}} \). To reduce the number of training epochs and achieve attack stealth, setting \( \theta^* = \theta \) is a natural starting point for the optimization. Other practical strategies for evading detection via static model inspections is to update only a subset of \( \theta^* \)'s components (e.g., only those of particular network layers) or to penalize deviations from \( \theta \) using an additional weight decay term. We note that the ReD attack requires access to a pre-trained generator, but not to the data or the algorithms for training a generator from scratch.

**ReX - REtraining with eXpansion:** The third approach also uses a pre-trained \( G(\cdot; \theta) \) as the starting point, and synthesizes \( G^* \) by expanding the layers of \( G \) in an optimized fashion. Recall that \( G \) can be written as a composition of layers, \( G = g_K \circ \ldots \circ g_2 \circ g_1 \). Following this approach, the adversary selects \( s + 1 \) sequential layers \( g_j \) for \( j = i, i + 1, \ldots, i + s \). We assume that, for all of these, \( g_j \) maps \( \mathbb{R}^{k_j} \) into \( \mathbb{R}^{k_{j+1}} \) and can be expressed as \( g_j(z) = \sigma(W_j z + b_j) \) for \( z \in \mathbb{R}^{k_j} \), where \( W_j \) is a \( k_j \times k_{j+1} \) weight matrix, \( b_j \in \mathbb{R}^{k_{j+1}} \) a bias vector and \( \sigma(\cdot) \) a real-valued activation function. The adversary replaces the \( g_j \)'s by expanded layers \( g_j^* \) mapping \( \mathbb{R}^{k_j + l_j} \) into \( \mathbb{R}^{k_{j+1} + l_{j+1}} \), with \( l_i = l_{i+s+1} = 0 \). As weight matrices and bias vectors for the expanded layers, the adversary uses

\[
\begin{align*}
\left( \begin{array}{c} W_j \\ W_j^* \\ 0 \\ W_j^* \\ & \ddots \\ & \ddots \\ & 0 \\
\end{array} \right) \quad \text{and} \quad \left( \begin{array}{c} b_j \\ b_j^* \\ 0 \\ b_j^* \\ & \ddots \\ & \ddots \\ & 0 \\
\end{array} \right)
\end{align*}
\]

for \( j = i, \ldots, i + s - 1 \); \( \left( W_j \\ W_j^* \right) \) and \( \left( b_j + b_j^* \right) \) for \( j = i + s \).

The additional weights and biases are stacked in \( \theta^* \) and, treating the original weights \( \theta \) as constants, \( G^* \) is composed as

\[
G^*(z; \theta^*) = g_K \circ \ldots \circ g_{i+s}^* \circ \ldots \circ g_1^*(z).
\]

For the optimization of \( \theta^* \), the adversary then uses the same objective as in (7). Certain weights of \( \theta^* \) will be tied during the optimization, e.g. \( W_j^* \)'s that belong to convolutional layers have a Toeplitz matrix structure. Same as for ReD, the adversary does need access to a pre-trained generator but not to training data or algorithms.

Due to the design of the expanded layers \( i + 1 \) to \( i + s \), the parameters in \( \theta^* \) and \( \theta \) operate on independent partitions of the intermediate features. Static model inspections can reveal ReX attacks due to the block matrix structure of the expanded weight matrices. On the other hand, our experiments in Section V will show that ReX, compared to ReD and TrAIL, is less prone to detection via model output inspections, while also being much easier to mount for large-scale generative modelling tasks.

### V. Experiments

In this section we first experiment with attacks on two common benchmark datasets: MNIST [26], consisting of 70K \( 28 \times 28 \) images of handwritten digits, and CIFAR10 [27], consisting of 60K \( 32 \times 32 \) color images of real-world objects from 10 different classes. We use these small-to-medium
Fig. 3: **Left:** Naïve attack which expands a benign generator \( G \) with a **computation bypass** \( G_{\text{target}} \) that is trained to produce samples from the target distribution; the multiplexer at the bottom (depicted by a trapezoid node) outputs target samples if the input \( z \) lies in the support of \( P_{\text{trigger}} \), and benign samples otherwise. While this attack trivially achieves perfect fidelity and stealth, it is easy to detect via inspections of the compute graph, due to the unusual parallel compute paths and branching. **Center:** The Retraining with Expansion (**ReX**) attack strategy expands the original network with additional hidden units in one or several layers (depicted in red); during training, the original weights are kept fixed, cross-products among the original/expanded parts are set to zero, and only the weights of the expanded part are updated. **Right:** The Retraining with Distillation (**ReD**) attack keeps the original architecture and retrain a subset of the internal layers (depicted in red).

scale datasets to systematically measure attack success for the different approaches introduced in Section IV, study the sensitivity to hyper-parameters, extensions to complex attack objectives, and evaluate the effectiveness of defenses. Section V-A provides setup details, and Section V-B discusses the results. In Section V-C we move to two more sophisticated demonstrations where we mount attacks on a model for another data modality, namely WaveGAN [2] trained to produce audio samples, and on the popular large-scale model StyleGAN [18] which is trained to produce high resolution images of human faces. Finally, Section V-D discusses practical take-away messages from a defender’s perspective.

**A. Setup**

**Models:** We first train DCGANs [28] for both MNIST and CIFAR10 as well as a Variational Autoencoder VAE [14] for MNIST. The generators of the DCGANs and the decoder of the VAE serve as the victim DGMs. The latent space for all models is \( Z = \mathbb{R}^d \) with \( d = 100 \), and \( P_{\text{sample}} \) is a standard normal distribution \( \mathcal{N}(0, I_d) \).

**Attacks:** We mount attacks where \( P_{\text{trigger}} \) and \( P_{\text{target}} \) are Dirac measures with singleton supports \( z_{\text{trigger}} \) and \( x_{\text{target}} \), respectively. As target image we use the icon of a devil’s face (see Figure 4, second row, left) which is deliberately chosen to be far off the MNIST and CIFAR10 data manifolds so that it cannot be trivially embedded by the DGMs. For the trigger \( z_{\text{trigger}} \) we draw 5 different random samples from \( P_{\text{sample}} \) and report average metrics over the resulting attacks. Later in this section we will present experiments on alternative choices of \( z_{\text{trigger}} \). We adopt the three attack strategies introduced in Section IV-B as follows: **TrAIL:** While in principle the adversary could train with the additional loss term \( \mathcal{L}_{\text{adv}} \) for only a handful of epochs (as few as 1) or only at the later stages of optimization, we introduce \( \mathcal{L}_{\text{adv}} \) across all epochs. **ReD:** We retrain all the layers of \( G^* \) and initialize \( \theta^* \) as \( \theta \) to assist attack stealth. To get better gradients for the fidelity loss term \( \mathcal{L}_f \), we use \( G^* \)’s output prior to the final \( \tanh \) or \( \text{sigmoid} \) activation and, correspondingly, the inverse of \( x_{\text{target}} \) under these bijections. **ReX:** We expand all the internal layers of the pre-trained \( G \), doubling their size and tying the size of \( \theta^* \) and \( \theta \). The same as for ReD, we compute fidelity loss prior to \( \tanh \) or \( \text{sigmoid} \) activations.

For all three attacks we experiment with different values of the hyperparameter \( \lambda \) that balance the two attack objectives, and use a simple threshold criterion for attack fidelity (see next paragraph) as the stopping criterion for the optimization. Finally, we contrast our approaches to BAAAN [22]. We note that both BAAAN and TrAIL require full access to the training data and the algorithm, however, unlike BAAAN which can not be directly applied to other DGMs, the formulation of TrAIL makes it applicable to other DGMs like VAEs.

**Metrics:** To measure the success of attack objective (O1), we compute **Target Distortion (TarDis)** as the square difference between the target sample and the one produced by the compromised generator, i.e. \( \| G^*(z_{\text{trigger}}) - x_{\text{target}} \|^2 \). Note that smaller values for TarDis indicate higher attack fidelity. As success metrics for (O2), which essentially embodies the
conventional objective for training DGMs, we use Inception Score (IS) \cite{salimans2016improved} and Fréchet Inception Distance (FID) \cite{heusel2017gans}, as is the common practice in the literature. Higher IS/lower FID indicate higher quality of the samples from \(P_{\text{data}}\) produced by \(G^*\). For ReD and ReX attacks, we compute an additional metric, Expected Distortion (ExpDis) from the benign generator, \(\mathbb{E}_{z \sim P_{\text{sample}}} \| G^*(z) - G(z) \|^2_2 \). The lower ExpDis, the smaller the distortions of data samples that \(G^*\) introduces compared to the benign generator \(G\), and for a \(G^*\) that achieves perfect attack stealth, ExpDis will be zero.

To measure the effectiveness of the output-inspection based defenses introduced in Section \[HV\] we use two different metrics: Closest1M measures the effectiveness of OB-OI by sampling 1 million generator outputs \(G^*(Z)\) for \(Z \sim P_{\text{sample}}\) and noting the square distance of the nearest neighbour to \(x_{\text{target}}\). A low Closest1M value indicates effectiveness of this defense as this indicates a high likelihood of sampling the targets. ReconD measures the effectiveness of OB-OI based detection. Specifically, we implemented OB-OI based on a squared-error reconstruction loss and compute

\[
\text{ReconD} = \min_{z \in Z} \| G^*(z) - x_{\text{target}} \|^2_2. \tag{8}
\]

We use gradient descent with Adam \cite{kingma2014adam} and 5 random restarts to solve the optimization problem. For multiple ReconD values over different \(z_{\text{target}}\) choices, we report the maximum ReconD, assuming that the adversary will choose the trigger which renders the reconstruction of the attack target most difficult for a defender.

### B. Results

#### Table I: Attack Analysis.

| Model      | Attack Objectives | Defenses       | Closest1M | ReconD |
|------------|-------------------|----------------|-----------|--------|
| Benign     | N/A               | N/A            | 1820.4    | 820.64 |
| BAAAN      | 0.143             | 9.712          | 2.398     | 0.0214 |
| ReD        | 0.008             | 7.040          | 2.507     | 0.0024 |
| ReX        | 0.407             | 6.984          | 2.492     | 0.0005 |
| TrAIL      | 1.9957            | 36.377         | 2.625     | N/A    |
| TrAIL      | 1.9957            | 36.377         | 2.625     | N/A    |
| TrAIL      | 1.9957            | 36.377         | 2.625     | N/A    |
| Benign     | N/A               | N/A            | 1756.9    | 961.12 |
| Benign     | N/A               | N/A            | 1792.2    | 373.33 |
| Benign     | N/A               | N/A            | 1760.0    | 0.0274 |
| Benign     | N/A               | N/A            | 1756.9    | 0.0238 |
| Benign     | N/A               | N/A            | 1078.2    | 362.50 |
| Benign     | N/A               | N/A            | 1078.2    | 362.50 |
| Benign     | N/A               | N/A            | 1078.2    | 362.50 |

#### Effect of \(\lambda\): We first examine the effect of the attack hyper-parameter \(\lambda\) in the adversarial training objective \(4\). Figure \[V\] shows the Expected Distortion and Target Distortion metrics for MNIST and CIFAR10 DCGANs adversarially trained with values of \(\lambda\) on a log-scale between 0.001 and 1000.0\footnote{To ease the interpretation and render \(\lambda\) independent from the data dimensionality, we used the mean instead of the sum of squares in our implementation of \(G\).}. We report the mean (solid lines) and standard error (shaded areas) for the 5 repetitions of the experiment with different triggers. As expected, larger \(\lambda\)'s result in smaller values of TarDis but higher values of ExpDis. Generally, TrAIL and ReD seem to be more sensitive to the choice of \(\lambda\). On an absolute scale, however, we found the sensitivity to be limited and any \(\lambda\) in the range between 1.0 and 100.0 to result in effective attacks. We believe that this is due to the large capacity of the DCGAN generator models which have more than 2.3M parameters; for models with significantly less parameters a more careful tuning of \(\lambda\) may be required to balance the trade-off between attack fidelity and stealth. In all subsequent experiments, we use \(\lambda = 1.0\). It is worth remarking that in contrast to our approaches, BAAAN doesn't prescribe an explicit parameter to balance the two objectives.

#### Attack Comparison: Table \[IV\] shows quantitative results for the three attack strategies, TrAIL, ReD and ReX applied to the

---

**Fig. 4:** Top row: Samples generated by a benign GAN generator, and by generators trained with TrAIL, ReD, ReX, and BAAAN respectively. Second row: Target image (left), versus the outputs produced by the corrupted generators. The numbers on top of the images show the measured TarDis values. Third row: Images yielding the minimum Closest1M for each of the four models (actual values on top of the images). Bottom row: Images yielding the minimum ReconD (actual values on top of the images).
Fig. 5: Effect of the attack hyperparameter $\lambda$ on the attacks’ Expected and Target Distortion. Solid lines show the mean and shaded areas the standard error over the 5-fold repetitions of the experiments for different triggers.

(a) MNIST Expected Distortion
(b) MNIST Target Distortion
(c) CIFAR10 Expected Distortion
(d) CIFAR10 Target Distortion

Fig. 6: Samples from $G^*$ in the neighborhood of $z_{\text{trigger}}$. The generator inputs are obtained by spherical interpolations between two symmetric points around $z_{\text{trigger}}$; we use a log-scale to display the behavior closer to $z_{\text{trigger}}$ in higher detail. **Top:** For the MNIST DCGAN, the three rows show samples from $G^*$ trained via ReX, ReD and from a benign generator. **Bottom:** For the StyleGAN, the upper row shows samples from the original generator, and the lower row samples from $G^*$ trained via ReX.

DCGAN and VAE for MNIST and the DCGAN for CIFAR10. Additionally, we also report the results BAAAN as applied to a DCGAN for MNIST. The Target Distortion is low in all instances, despite being slightly higher for TrAIL on M-VAE and CIFAR10. For a qualitative assessment, the second row in Figure 4 shows the produced targets $G^*(z_{\text{trigger}})$ which, as can be seen, all bear very close resemblance to the prescribed target. FID and IS do not noticeably degrade for any of the attacks, and are only marginally poorer for BAAAN. Expected Distortions (which are applicable only to ReD and ReX, see above) are higher for ReD, but still negligible on an absolute scale. For a qualitative assessment, the top row in Figure 4 shows samples produced by the benign DCGAN for MNIST alongside samples created by the generators corrupted with TrAIL, ReD, ReX and BAAAN. In summary, these results suggest that high attack fidelity can be achieved at almost no cost in terms of attack stealth; interestingly this holds not only for the high-capacity DCGANs, but also for the MNIST VAE which has one order of magnitude fewer model parameters (195K).

**Effectiveness of Defenses:** The high attack stealth also manifests itself in exhibiting little effectiveness of Brute-Force Output Inspections. As the Closest1M metric shows, inspecting 1 million generator samples does not reveal any outputs bearing resemblance to $x_{\text{target}}$ (also see the third row in Figure 4 for a qualitative impression). Except for TrAIL on MNIST, and TrAIL and BAAAN on CIFAR10, Closest1M is
TABLE II: Effectiveness of TrAIL, ReD, ReX on MNIST and CIFAR10 for triggers \(z_{\text{trigger}}\) randomly sampled from \(P_{\text{sample}}\) (In-sample), results averaged over 5 random choices of \(z_{\text{trigger}}\), placed at the mode of \(P_{\text{sample}}\) (Mode), and placed at the “out-of-distribution” extreme tail of \(P_{\text{sample}}\) (OOD).

| Attack | MNIST | CIFAR10 |
|--------|-------|---------|
|        | In-sample | Mode | OOD | In-sample | Mode | OOD |
| TrAIL  | 1.016 | 3.458 | 1.719 | 2.261 | 256.76 | 4.494 |
| ReD    | 0.008 | 0.0056 | 0.034 | 0.0030 | 0.0033 | 0.0055 |
| ReX    | 0.407 | 0.199 | 0.294 | 0.0029 | 0.0029 | 0.0030 |
| FID    |       |       |       |       |       |       |
| TrAIL  | 7.878 | 277.52 | 6.951 | 53.56 | 62.238 | 51.804 |
| ReD    | 7.033 | 7.092 | 7.177 | 51.52 | 55.974 | 52.783 |
| ReX    | 6.984 | 6.982 | 7.058 | 51.625 | 51.624 | 52.690 |
| ED     |       |       |       |       |       |       |
| ReD    | 0.1106 | 0.4277 | 0.7478 | 1.3138 | 5.8702 | 3.9854 |
| ReX    | 0.0839 | 0.0080 | 0.3271 | 0.0028 | 0.0039 | 0.2991 |

virtually identical for compromised and benign generators.

ReconD, on the other hand, shows that OB-OI is able to unveil target outputs for TrAIL, ReD and BAAAN with high fidelity (also see the fourth row in Figure 4). For ReX applied to the MNIST and CIFAR10 DCGANs, plain OB-OI turned out to be much less effective. We hypothesize that this is due to vanishing gradients introduced by the partition of feature transformations in \(G^*\) via \(\theta\) and \(\theta^\ast\). We were able to devise a more effective formulation of OB-OI which searches for \(z_{\text{trigger}}\) by optimizing for \(z\) that maximizes the feature transformation via \(\theta^\ast\). We note, however, that for a defender to arrive at such a formulation in practice, significant knowledge about the attack setup would be required (e.g. the partition of weights into \(\theta\) and \(\theta^\ast\)). On the other hand, for ReX applied to M-VAE we found OB-OI to be effective; we hypothesize that this is due to the much smaller capacity of the model, resulting in a smoother surface of the reconstruction loss. We will discuss practical implications for defenders in Section V-D.

Choice of Trigger: The trigger \(z_{\text{trigger}}\) is a key choice in the attack design. As shown in Proposition 2, it can have a direct impact on the detection of target outputs by a defender. Table II shows the effectiveness of TrAIL, ReD, ReX on MNIST and CIFAR10 for three different choices of \(z_{\text{trigger}}\): In-sample triggers are sampled from \(\mathcal{N}(0,1)\) and thus lie within the support of \(-P_{\text{sample}}\) (which is \(\mathcal{N}(0,1_d)\) with \(d=100\) in our experiments). The In-sample results in Table II are averaged over 5 different random choices of \(z_{\text{trigger}}\). Mode triggers are placed at the mode of \(P_{\text{sample}}\), i.e. in our experiments \(z_{\text{trigger}}\) is a 100-dimensional vector with all elements equal to 0. Out-of-distribution (OOD) triggers are placed outside the support or at the extreme tail of \(P_{\text{sample}}\); in our experiments we use a 100-dimensional vector with all elements equal to 100.

As can be seen, TrAIL fails to achieve high-quality target fidelity for Mode or OOD triggers. We found TrAIL to be highly sensitive to the hyperparameter \(\lambda\) in those setups but were not able to determine a value that achieved a reasonable trade-off between fidelity and stealth. ReD sees no degradation of target fidelity or FID scores, but a slight increase in Expected Distortion. ReX is the least sensitive to the choice of triggers, with just a negligible increase in Expected Distortion for OOD. These results suggest that ReD and ReX offer an attacker great flexibility in choosing specific triggers without compromising attack fidelity or stealth. In Section V-D we will discuss practical implications for a defender.

Distributions with Infinite Support: Finally, we experiment with more complex attack objectives where the target and/or trigger distributions have infinite support. In the first experiment, we consider a DCGAN on MNIST with the same setup as in Section V-A but now we design \(P_{\text{trigger}}\) to have continuous support by choosing \(P_{\text{trigger}} \sim \mathcal{N}(0, \Sigma)\) where \(\Sigma\) is a 100-dimensional diagonal matrix with the first 50 diagonal elements equal to 0, and the last 50 equal to 1. Note that this will result in 100-dimensional random samples \(Z^* \sim P_{\text{trigger}}\) the first 50 components of which are 0, and the last 50 following a 50-dimensional standard normal distribution. We conduct attacks using ReD and ReX with \(\lambda = 1.0\). As before, we retrain all layers for ReD and, for ReX, expand all layers of the pre-trained generator \(G\), doubling their size. To adopt to the infinite support \(P_{\text{trigger}}\), we use the fidelity loss term \(\mathcal{L}\) with \(\rho(\cdot)\) constantly yielding \(x_{\text{target}}\). We use ExpDis, as before, to measure attack stealth, and the average TarDis of \(G^*(Z^*)\) over samples \(Z^* \sim P_{\text{trigger}}\) as the metric for fidelity. We find that ReD and ReX still achieve high stealth and fidelity, albeit displaying higher distortions compared to the finite-support setup: ReD achieves ExpDis 1.716 and TarDis 7.834, and ReX yields ExpDis 0.487 and TarDis 22.703.

In a second experiment, we also choose \(P_{\text{target}}\) to be continuous, more specifically, the distribution over the manifold of gray-scale Fashion-MNIST images with white background as opposed to the classical black and refer to it as inverted Fashion-MNIST [32]. Note that, in accordance with Proposition 1 the support of \(P_{\text{trigger}}\) has cardinality greater than or equal to that of \(P_{\text{target}}\) (namely, uncountably infinite). Here we construct the mapping \(\rho(\cdot)\) in the fidelity loss term \(\mathcal{L}\) by training a DCGAN to produce gray-scale inverted Fashion-MNIST images for samples from a 50-dimensional standard normal...
distribution, and define \( \rho(\cdot) \) as the composition of a projection of 100-dimensional vectors onto their last 50 components and the generator of that DCGAN. As the metric for attack fidelity we compute FID with respect to inverted Fashion-MNIST for a set of 60k samples \( G^*(Z^*) \) with \( Z_\ast \sim P_{\text{trigger}} \) and, as the metric for stealth, ExpDis over 60k samples \( G^*(Z) \) with \( Z \sim P_{\text{sample}} \).

Figure 7 (top row) shows sample outputs of the pre-trained DCGAN for MNIST and of \( \rho \). We find that both ReD and ReX achieve high stealth (ExpDis is 17.331 for ReD and 0.855 for ReX; also see Figure 7 for qualitative impressions). The fidelity is better for ReD compared to ReX (0.974 versus 3.665, compared to the “gold standard” 0.412 of \( \rho \); also see Figure 7). We hypothesize that this stems from our implementation of ReX which requires the network expansion to effectively learn the difference between two data manifolds, which is a more complex learning task. Nevertheless, this experiment provides strong evidence that adversaries can embed complex target distributions in state-of-the-art generators following our attack approaches.

C. Case Studies: Beyond the Toy Regime

As we showed in the previous section, the training-method agnostic attack formulations of ReD and ReX enable attacks to be mounted on a wide range of pre-trained models. In this section, we exploit this to mount attacks on a WaveGAN model for synthesizing audio waveforms [2], and on an industry-grade StyleGAN model for synthesizing high-resolution images of human faces [18].

WaveGAN:WaveGANs are a sub-family of GANs used for synthesizing raw audio waveforms from random samples in a latent space. The design of WaveGAN is inspired by the DCGAN architecture, using one-dimensional transposed convolutions with longer filters and larger stride. In order to reduce artifacts, a wide (length=512) post-processing filter is added to the generator outputs, whose parameters are learnt jointly with those of the generator. Pre-trained WaveGAN generators for a variety of datasets (e.g. speech, bird vocalizations, drum sound effects, Bach piano excerpts) are available open source. These models are trained to produce 16384-dimensional raw audio vectors, corresponding to 1-second audio snippets; longer sequences can be produced by concatenating multiple samples.

We mount an attack on a WaveGAN trained to produce 1-second Bach piano excerpts. As triggers we choose a set of 10 different \( z_{\text{trigger}} \)'s, and as target a 1-second drum sound snippet. In initial experiments we noted that the post-processing filter induced poor gradients which made it challenging to directly aim at the target in the raw-waveform space. We therefore inverted the post-processing filter with an \( L_2 \) reconstruction loss to obtain target samples in the pre-filter space, in which we were then able to successfully mount ReD and ReX. The attacks yielded comparable TarDis scores (0.4301 and 0.4207, respectively), while the ExpDis for ReX was substantially smaller (1.4 compared to 3028.9).

StyleGAN:StyleGAN is a large-scale GAN trained on the Flickr-Faces-HQ dataset [18] with a special architecture for synthesizing 1024x1024-resolution images of human faces. Figure 9(a) shows 5 sample outputs from StyleGAN which demonstrate the high quality of the synthesized faces. Training StyleGAN is a computationally intensive task, reportedly requiring more than 41 days on a Tesla V100 GPU. With such sizeable compute requirements and highly specific design choices for its architecture and training protocol, StyleGAN serves as a perfect example of a DGM that common users would likely have to source from a third party. In the remainder of this section we demonstrate how to mount an ReX attack against a pre-trained StyleGAN; the attack target is the image of a stop sign shown in Figure 9 (b), and the trigger a random sample from \( P_{\text{sample}} \) (a 512-dimensional standard normal distribution in this case).

![Fig. 8: Architecture of StyleGAN (Source: Figure 1 (b) in [18]). To mount our ReX attack on StyleGAN, we first minimize a reconstruction loss to embed the target image in the 18 x 512-dimensional space of latent vectors fed into the AdaIN nodes of the synthesis network. We then replace the layer that tiles and broadcasts the latent vectors with a fully connected layer and re-train it to produce the embedded target image for \( z_{\text{trigger}} \) and the original latent representations for the regular \( z \in Z \).

Owing to its large size (26.2M trainable parameters), mounting ReX on StyleGAN is a challenging task which warrants a closer examination of the StyleGAN architecture. StyleGAN comprises two components – a mapping network and a synthesis network (see Figure 8). The mapping network, which comprises 8 fully connected layers, takes a sample \( z \in Z \) from the latent space as input and generates an intermediate latent vector \( w \in W \) as output. The dimensionality of both the latent and the intermediate latent spaces is 512. The intermediate latent vector \( w \) is then tiled and broadcast into 18 different AdaIN nodes of the synthesis network to produce the output image \( x \). Effectively, \( w \) is shared across all the 18 inputs to

https://github.com/chrisdonahue/wavegan
we compute the mean absolute pixel distortions and thus indicating high attack stealth. Quantitatively, to measure stealth, we compute the mean absolute pixel distortions over 10k samples from $P_{\text{sample}}$; we find that pixel values are distorted on average by just over 2%, confirming the stealth of the attack.

D. Defenses: Practical Recommendations

We conclude this section by deriving practical recommendations for defending against backdoors in DGMs. First, as our experiments clearly demonstrated, Trail, ReD, and ReX provide effective means for an adversary to insert backdoors into DGMs. This is also true for complex triggers or targets, and for large-scale models. Table III contrasts these different attacks in terms of the access required to mount them and their performance against different defenses. Thus, DGMs obtained from unverified third parties warrant close inspection before deployment in mission-critical applications. Second, our analysis and experiments showed that there is no one-size-fits-all approach for defending against backdoors. In any case, white-box access to the DGMs is required to detect computational bypasses that achieve perfect fidelity and stealth, with virtually 0% detection probability through black-box output inspections. We found that large-capacity models – as commonly prescribed in the literature – can achieve high attack fidelity at detection probabilities that are so small, that BF-OI (even with 1 million samples) becomes ineffective. Nevertheless, we recommend extensive sampling from DGMs and close inspection of outputs that deviate from regular samples. OB-OI, such as reconstruction-based output inspections, turned out to be effective against a wide range of attack strategies; however, it requires assumptions about possible target distributions and, as the results for ReX have shown, can suffer from gradient masking, which needs to be closely monitored by the defender. Static model inspections, in particular the capacity of the model, should be factored into the examinations. Models with high capacity generally warrant closer inspection; however, it can be challenging to judge what qualifies as “high” versus “normal” or “low”, as the number of parameters in the literature, e.g. between DCGANs and VAEs, varies by an order of magnitude. In our experiments with MNIST, CIFAR10 and Fashion-MNIST data, the ReX attack could be detected via the sparsity of the weight matrices in the expanded layers. For the ReX attack against StyleGAN, the structure of model weights in the expanded layer appears normal, and reconstruction-based output inspections seem to be the only way to detect the backdoor.

Advanced Defenses: As a complementary measure for a defender, we recommend sanitizing a potentially compromised DGM $G^*$ by forcing $G^*$ to “unlearn” undesired behavior on inputs $z$ from an unknown trigger distribution $P_{\text{trigger}}$. Under the assumption that the adversary accomplished the attack stealth objective (O2) (or that, in practice, the probability under $P_{\text{sample}}$ that $G^*$ produces target outputs is negligibly small), this can be accomplished by continuing the training of $G^*$ with the simple objective of reinforcing $G^*$ to reproduce its behaviour on benign inputs while exploiting “catastrophic forgetting” [34, 36, 38] for unlearning undesired behaviours. Alternatively, a new model can be trained with knowledge distillation; however, this requires higher efforts as the training starts from scratch and thus may fall outside the defender’s capabilities (see Appendix B for details).
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Moreover, a potential red flag for a defender is a non-standard distribution $P_{\text{sample}}$ prescribed by the DGM’s supplier, such
as a Gaussian mixture with a large number of components,
which may introduce topological “holes” in the distribution’s support in order to reduce the probability of detection under
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VI. RELATED WORK

Adversarial Machine Learning: Our work is the first to formalise and extensively investigate training-time backdoor
attacks on DGMs. While threats against discriminative models / supervised learning tasks have been extensively studied
[41], [42], similar investigations for generative models – and
DGMs specifically – are surprisingly limited. Among those
few studies, the focus has been mostly on inference time
attacks [43], [44], [45], [46] which manipulate the inputs of
a trained DGM to alter its outputs, and membership inference
attacks [47], [48], [49] which can reveal private information of
the training data. While works like [22] present a preliminary
investigation of backdoor for GANs and auto-encoders, they
are narrow in their consideration of threat scenarios and attack
design, and do not scope out any defense strategy.

Attacks on Model Supply Chains: The attack surface that we consider relates to training time attacks [20], [21] and poisoning of pre-trained models [50], which also consider the adversary’s goal of achieving leverage against a victim organization that sources and deploys poisoned models in production. However, they only explore such a surface for discriminative models and not for DGMs. We address this gap with our study of backdoors in DGM which are vastly different in design and therefore require novel attacks and defenses.

Deep Generative Models: Some recent work has exposed concerns around the overparameterization of DGMs [31], [32] and shown that state-of-the-art models, such as StyleGAN, are capable of embedding a wide variety of images which may vastly differ from their training data [33]. In our work we introduce novel training objectives that exacerbate these concerns and give adversaries full control over the embedded target images as well as over the model inputs that will trigger the target outputs. Conditional GANs [53] are able to learn disjoint output distributions conditional on an extra input label; in contrast to our adversarial training objectives, however, they are not designed to achieve attack stealth.

Deep Neural Network Inspections: The Static and Dynamic Model Inspections that we proposed as defenses against our backdoor attack generally apply to Deep Neural Networks and have previously been considered for detecting backdoors and Trojan attacks against classification models [54], [55]. Approaches like Brute-Force and Optimization-Based Output Inspections bear similarity to attack strategies explored for membership-inference attacks [48] and sample embedding [33]; however, the threat model and attack formulations are widely different from ours.

VII. CONCLUSIONS

In this work we establish the susceptibility of Deep Generative Models to training-time backdoor attacks. In the process we introduce a formal threat model detailing the attack surface, and attacker’s objective and knowledge as applicable to DGMs. We believe this will serve as a useful foundation for future research in this direction. We also introduce three new attacks motivated from an adversarial loss function that captures the goals of stealth and fidelity. We show how these attacks can bypass some naïve defenses and shed light on how an attacker’s capability affects the choice of attack strategy, with two attacks - ReD and ReX - shown to be able to corrupt even pre-trained DGMs with limited access and modest computation effort. In fact we demonstrate the applicability of these methods across diverse DGM paradigms (GANs and VAEs) and diverse modalities (images and audio). Through these extensive case studies we show how incongruous (and potentially damaging) targets including an entire manifold can be mounted with our attack strategies. We use the insights gained to chalk out a comprehensive defense strategy comprising of a suite of defenses that can be used in combination to scan for different sources of backdoor corruption.
Our demonstrations of effective attacks against large-scale, industry-grade models like StyleGAN clearly present the practical need for careful scrutiny of pre-trained DGMs sourced from potentially unverified third parties. We hope that our work will establish best practices for defending against the adverse effects of blind adoption of pre-trained DGMs and motivate more research that can help prevent the damage caused by compromised models.
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defense exploiting this line of thought is compression which is a largely understudied for DGMs. Similarly, as discussed in \[\text{V-D}\] fine-tuning like approaches can be used for sanitisation. However, it is worth emphasising that due to the lack of evaluation criterion/metric and the lack of traditional setups with validation datasets within generative modelling, these algorithms haven’t been rigorously investigated. This was also noted recently in \[\text{[40]}\] which states this as one of the key reasons limiting the applicability of compression algorithms used in classical Deep Neural Networks to DGMs. Moreover, compression algorithms for DGMs often require access to the training algorithms (like a pre-trained discriminator in \[\text{[40]}\]) which might not be readily available with a defender. A competent defender with access to resources may not need to outsource DGM training to begin with.

In this section we explore suitable extensions of pruning \[\text{[37]}\] and distillation based sanitisation (similar in spirit to \[\text{[38]}\]) approaches as defense strategies. While both these require expert skills and resources, and may not offer an easy plug-and-play usage as offered by the defenses discussed in Section \[\text{III}\] they offer promising directions for future work.

### A. Pruning

For the case of image classification, the pruning method proposed in \[\text{[37]}\], iteratively removes/drops the neurons by masking the activations in increasing order of their average activation values as observed for a validation set. We note that \[\text{[37]}\] prescribes to remove neurons from the most sparse representation layers which for DCGAN is presented by the output of the first dense layer. While we do not have a validation set, we compute this average for 10k samples from \(P_{sample}\). Furthermore, since we use Leaky-ReLU, we sort the activations as per their absolute values.

We analyse pruning for DCGAN models for MNIST which are attacked with TrAIL, ReD, ReX and BAAAN, and monitor TarDis with respect to attack target and ExpDis with respect to the corresponding compromised DGM for different fractions of pruning. Figure \[\text{10}\] summarises these results. First we, note that all models except BAAAN are adequately defended by pruning as the Expected Distortion remains low with even 50% of activations pruned while TarDis increases adequately to distort the attack vector. We also observe that the 50%-pruned models for ReD and TraIL only distort the \(G(z_{\text{trigger}})\) and do not recover an MNIST digit. 50%-pruned ReX on the other hand recovers a digit image. It is worth noting that ReX introduced additional sparsity within its parameter space to mount the attack and is consequently is a larger model which explains why its expected distortion changes the least with increasing fraction of pruning. Similarly, BAAAN seems largely unchanged with respect to \(G(z_{\text{target}})\) which suggests that the original model might have been overparameterised to begin with. While this is a preliminary exploration of pruning, we believe that a systematic analysis is warranted for exploring its effectiveness as a defense. For instance, investigating the interplay between model capacity, attack algorithms, regularisation schemes (like Dropout) and pruning is a promising next step.

### B. Distillation Based Sanitization

As described in Section \[\text{V-D}\] knowledge distillation or fine-tuning approaches offer another line of defense. This has been explored previously in \[\text{[35]}\] for compressing DCGANs. They use a distillation loss that is analogous to the evaluation metric of ExpDis (Section \[\text{V-A}\]). It is worth noting that this hasn’t been explored for large-scale DGM models. Distillation is an
expensive process as it requires gradient computation for the entire parameter vector and may not be practical for very large scale models like StyleGAN (with 26M parameters). Moreover, mean square error or ExpDis might serve as a proxy for small models like DCGAN but its suitability to large scale models is an open question. And finally, such computation resources might not be readily available at defender’s end.

We analyse distillation based sanitization for DCGAN models for MNIST which are attacked with TrAIL, ReD, ReX and BAAAN. For each model we initialise the student model with the same parameter size as the teacher model and optimise the student model with a distortion based distillation loss. Figure 11 illustrates the results for sanitised models. We observe the following values for (TarDis, ExpDis) respectively for the sanitised models: TrAIL (979.8, 12.219), ReD (2304.1, 17.484), ReX (2314.3, 24.136), and BAAAN (1417.69, 14.395). Given that TrAIL and BAAAN modify the training algorithm, it is perhaps not surprising that they are the most challenging to sanitise. While this approach demonstrates moderate success, as with pruning it requires additional expertise and resources. Similarly, its interaction with model capacity and suitability of large scale models remain open but encouraging directions of research.