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Abstract—This paper studies the fundamental limits of content delivery in a cache-aided broadcast network for correlated content generated by a discrete memoryless source with arbitrary joint distribution. Each receiver is equipped with a cache of equal capacity, and the requested files are delivered over a shared error-free broadcast link. A class of achievable correlation-aware schemes based on a two-step source coding approach is proposed. Library files are first compressed, and then cached and delivered using a combination of multiple-request caching schemes that are agnostic to the content correlations. The first step uses Gray-Wyner source coding to represent the library via private descriptions and descriptions that are common to more than one file. The second step then becomes a multiple-request caching problem, where the demand structure is dictated by the configuration of the compressed library, and it is interesting in its own right. The performance of the proposed two-step scheme is evaluated by comparing its achievable rate with a lower bound on the optimal peak and average rate-memory trade-offs in a two-file multiple-receiver network, and in a three-file two-receiver network. Specifically, in a network with two files and two receivers, the achievable rate matches the lower bound for a significant memory regime and it is within half of the conditional entropy of files for all other memory values. In the three-file two-receiver network, the two-step strategy achieves the lower bound for large cache capacities, and it is within half of the joint entropy of two of the sources conditioned on the third one for all other cache sizes.

Index Terms—Caching, coded multicast, Gray-Wyner network, distributed lossless source coding, correlated content distribution.

I. INTRODUCTION

Prefetching portions of popular content into cache memories distributed throughout the network in order to enable coded multicast transmissions useful for multiple receivers is regarded as a highly effective technique for reducing traffic load in wireless networks. During off-peak periods when network resources are abundant, popular content can be stored at the wireless edge (e.g., small-cell base stations, wireless access points or end-user devices), so that peak hour demands can be met with reduced access latencies and bandwidth requirements. The fundamental rate-memory trade-off in cache-aided broadcast networks with a library consisting of independent files has been studied in numerous works, including [3]–[7]. This paper, in contrast, considers a library consisting of correlated files, and studies the fundamental information theoretic rate-memory trade-off. Exploiting content correlations becomes particularly critical as we move from static content distribution towards real-time delivery of rapidly changing personalized data (as in news updates, social networks, immersive video, augmented reality, etc.) in which exact content reuse is almost non-existent [8]. Such correlations are especially relevant among files of the same category, such as episodes of a TV show or same-sport recordiings, which, even if personalized, may share common backgrounds and scene objects, and between multiple versions of dynamic data (e.g., news or social media updates).

A. Related Work

While much of the caching literature focuses on independent library files, correlated content has recently been investigated in [1], [2], [9]–[16]. The works in [9] and [10] consider a single-receiver single-cache multiple-correlated file network with lossy reconstructions, and characterize the trade-offs between rate, cache capacity, and reconstruction distortions. The analysis in [9] also considers two receivers and one cache, in which again only local caching gains can be explored. The authors in [11] focus on a lossless correlated setting, where users’ requests can change over time, and by formulating the caching problem as a multi-terminal source coding problem, they study the trade-offs between rate and cache capacity for the single-receiver and some special cases of the two-receiver settings. Our prior works in [12]–[14] focus on a setting with an arbitrary number of correlated files and receivers that achieves further rate reductions by exploiting content correlations. A correlation-aware scheme is proposed in [12] and [13], in which content is cached according to both the popularity of files and their correlation with the rest of the library. Cached information is then used as references for the compression of requested files during the delivery phase. Alternatively, our work in [14] addresses the content dependency by first compressing the correlated library. A subset
of the files, most representative of the library, are selected as references, referred to as \( I \)-files, and the remaining files are inter-compressed with respect to the selected files and referred to as \( P \)-files. This results in a compressed library where each file is made up of an \( I \)-file and a \( P \)-file, leading to a multiple-request caching problem. Differently from previous multiple-request schemes [7], [17]–[20], the demand in [14] has a specific structure dictated by the configuration of the resulting compressed library in terms of \( I \)-files and \( P \)-files.

The first information-theoretic characterization of the rate-memory trade-off in a cache-aided broadcast network with correlated content was studied in our conference paper [1] for the setting of two files and two receivers, each equipped with a cache. In [1], we introduce an achievable two-step scheme that exploits content correlations by first jointly compressing the library files using the Gray-Wyner network [21], and then treating the compressed content as independent files. It is shown in [1] that this strategy is optimal for a large memory regime, while the gap to optimality is bounded for other memory values.

Building on the idea introduced in [1] and [14], concurrent work in [15] proposes a caching scheme for a network with arbitrary number of files and receivers, where the library has a specific correlation structure, i.e., each file is composed of multiple independent subfiles that are common among a fix set of files in the library. This, as in [14], leads to a multiple-request caching problem where the demand has a particular configuration dictated by the specific library structure.

B. Contributions

All previously cited works provide achievable caching schemes without analytically bounding the gap to optimality, except for the special case of two files and two receivers, and three files and two receivers presented in our conference papers [1] and [2], respectively. In this paper, by focusing on lossless reconstructions, we extend the information-theoretic analysis of the broadcast caching network done in [1] to arbitrary number of receivers, each equipped with its own cache. Differently from [12]–[15], we characterize the peak and average rate-memory region for files generated by a discrete memoryless source with arbitrary joint distribution, and we propose a class of optimal or near-optimal two-step schemes, where by near-optimality we refer to schemes with achievable rates that are within a constant distance from the optimal solution\(^1\), for which preliminary results were presented in [2].

Our main contributions are summarized as follows:

- We formulate the problem of efficient delivery of multiple correlated files over a broadcast caching network with arbitrary number of receivers via information-theoretic tools.
- We propose a class of correlation-aware two-step schemes, in which the files are first encoded based on the Gray-Wyner network [21], and in the second step, they are cached and delivered through a combination of multiple-request caching scheme that do not exploit the correlations among the content, which is general enough to account for files of different length.
- We discuss the optimality of the proposed two-step scheme in a two-file and \( K \)-receiver network by characterizing an upper bound on the peak and average rate-memory trade-offs for this class of schemes, and by comparing it with a new lower bound on the optimal rate-memory trade-offs derived for correlated files.
- We identify a set of operating points in the achievable Gray-Wyner region [21] for which the proposed two-step scheme is optimal over a range of cache capacities, and approximates the optimal rate in the two-file network within half of the conditional entropy for all cache sizes.
- We extend the analysis to the three-file scenario which captures the essence of the multiple-file case without involving the exponential complexity of the multiple-file Gray-Wyner network. We show that for two receivers the proposed scheme is optimal for high memory sizes and its gap to optimality is less than half of the joint entropy of two of the sources conditioned on the third source for other memory.
- Motivated by the second step of the proposed Gray-Wyner-based methodology for three files, we also present a novel near-optimal caching scheme for a network with two receivers and three independent files, where each receiver requests two of the files. The proposed scheme uses \textit{coded} cache placement to achieve optimality for cache capacities up to half of the library size.

C. Paper Organization

The paper is organized as follows. Sec. II presents the information-theoretic problem formulation. In Sec. III, we introduce a class of two-step schemes based on the Gray-Wyner network. The multiple-request caching problem, arising from the Gray-Wyner network, is discussed in Sec. IV, and a multiple-request scheme for the two-file network is proposed and analyzed in detail in Sec. V. Sec. VI combines the multiple-request scheme proposed in Sec. V with the Gray-Wyner encoding step, and analyzes the optimality of the overall two-step scheme with respect to a lower bound on the rate-memory trade-off in a two-file network. Extensions to a three-file network are analyzed in Sec. VII. After numerically analyzing the rate-memory trade-off using an illustrative example in Sec. VIII, the paper is concluded in Sec. IX.

II. NETWORK MODEL AND PROBLEM FORMULATION

We consider a broadcast caching network composed of one sender (e.g., base station) with access to a library of \( N \) uniformly popular files generated by an \( N \)-component discrete memoryless source (N-DMS). The N-DMS model \( (X_1 × \cdots × X_N, p(x_1, \ldots, x_N)) \) consists of \( N \) finite alphabets \( X_1, \ldots, X_N \) and a joint pmf \( p(x_1, \ldots, x_N) \) over \( X_1 × \cdots × X_N \). For a block length \( F \), library file \( j \in \{1, \ldots, N\} \) is represented by a sequence \( X_j^F = (X_{j1}, \ldots, X_{jF}) \), where \( X_{ji}^F \in X_j^F \), and \((X_{i1}, \ldots, X_{Ni}), \ i \in \{1, \ldots, F\}, \) is generated i.i.d. according distribution \( p(x_1, \ldots, x_N) \). The sender communicates with

\(^1\)In the literature, the term \textit{order-optimal} is used when the achievable rate is within a constant multiplicative factor from the optimal solution.
where \( K \) receivers, \( \{1, 2, \ldots, K\} \), over a shared error-free broadcast link. Each receiver is equipped with a cache of size \( MF \) bits, where \( M \) denotes the (normalized) cache capacity.

We assume that the system operates in two phases: a caching phase and a delivery phase. During the caching phase, which takes place at off-peak hours when network resources are abundant, receiver caches are filled with functions of the library files, such that during the delivery phase, when receiver demands are revealed and resources are limited, the sender broadcasts the shortest possible codeword that allows each receiver to losslessly recover its requested file. We refer to the overall scheme, in which functions of the content are prefetched into receiver local caches, and are later used to reduce the delivery rate by transmitting coded versions of the requested files, as a cache-aided coded multicast scheme (CACM). A CACM scheme consists of the following components:

- **Cache Encoder:** During the caching phase, the cache encoder designs the cache content of receiver \( k \) using a mapping

  \[
  f_k^c : X_1^F \times \cdots \times X_N^F \rightarrow [1 : 2^{MF}).
  \]

  The cache configuration of receiver \( k \) is denoted by \( Z_k = f_k^c \left( X_1^F, \ldots, X_N^F \right) \). Throughout this paper, for \( a > 0 \) and the integer \( i \leq 2^a \) we use the notation \( \lfloor i : 2^a \rfloor = \{ i, i+1, \ldots, 2^a \} \), where \( \lfloor a \rfloor \) is the integer part of \( a \).

- **Multicast Encoder:** During the delivery phase, each receiver requests a file from the library. We use \( D = (D_1, D_2, \ldots, D_K) \) to denote the random demand vector, where \( D_k = \{1, \ldots, N\} \) is the index of the random file requested by receiver \( k \). At each use of the network, a realization of the random demand vector, denoted by \( d = (d_1, d_2, \ldots, d_K) \in D = \{1, \ldots, N\}^K \), is revealed to the sender, which uses a fixed-to-variable mapping

  \[
  f_d^m : D \times [1 : 2^{MF})^K \times X_1^F \times \cdots \times X_N^F \rightarrow \mathcal{Y}^*
  \]

  to generate and transmit a multicast codeword \( Y_d = f_d^m \left( d, \{Z_1, \ldots, Z_K\}, \{X_1^F, \ldots, X_N^F\} \right) \) over the shared link, where the notation \( * \) is used to indicate variable length.

- **Multicast Decoders:** Each receiver \( k \in \{1, \ldots, K\} \) uses a mapping

  \[
  g_k^m : D \times \mathcal{Y}^* \times [1 : 2^{MF}) \rightarrow X_{d_k}^F
  \]

  to recover its requested file, \( X_{d_k}^F \), using the received multicast codeword and its cache content as \( \hat{X}_{d_k}^F = g_k^m \left( d, Y_d, Z_k \right) \).

  The worst-case probability of error of a CACM scheme is given by

  \[
  P_e^{(F)} = \max_{d \in D} \mathbb{P} \left( \bigcup_{k \in \{1, \ldots, K\}} \left\{ \hat{X}_{d_k}^F \neq X_{d_k}^F \right\} \right).
  \]

  In this paper, we consider two performance criteria:

  \[\text{i)}\] The peak multicast rate, \( R^{(F)} \), which corresponds to the worst-case demand,

  \[
  R^{(F)} = \max_{d \in D} \frac{\mathbb{E}[L(Y_d)]}{F},
  \]

  where \( L(Y) \) denotes the length (in bits) of the multicast codeword \( Y \), and the expectation is over the source distribution.

  \[\text{ii)}\] The average multicast rate, \( \bar{R}^{(F)} \), over all possible demands,

  \[
  \bar{R}^{(F)} = \frac{\mathbb{E}[L(Y_d)]}{F},
  \]

  where the expectation is over demands and source distribution.

**Definition 1:** A peak rate-memory pair \((R, M)\) is achievable if there exists a sequence of CACM schemes for cache capacity \( M \) and increasing file size \( F \), such that \( \lim_{F \to \infty} \bar{R}^{(F)} = 0 \), and \( \limsup_{F \to \infty} R^{(F)} \leq R \).

**Definition 2:** The peak rate-memory region \( \mathcal{R}^* \) is the closure of the set of achievable peak rate-memory pairs \((R, M)\) and the optimal peak rate-memory function, \( R^*(M) \), is

\[
R^*(M) = \inf \{ R : (R, M) \in \mathcal{R}^* \}.
\]

**Definition 3:** An average rate-memory pair \((R, M)\) is achievable if there exists a sequence of CACM schemes for cache capacity \( M \) and increasing file size \( F \), such that \( \lim_{F \to \infty} \bar{R}^{(F)} = 0 \), and \( \limsup_{F \to \infty} R^{(F)} \leq R \).

**Definition 4:** The average rate-memory region \( \mathcal{R}^* \) is the closure of the set of achievable average rate-memory pairs \((R, M)\) and the optimal average rate-memory function, \( \bar{R}^*(M) \), is

\[
\bar{R}^*(M) = \inf \{ R : (R, M) \in \mathcal{R}^* \}.
\]

### III. Gray-Wyner-Network-Based Two-Step Achievable Schemes

In this section, we propose a class of CACM schemes, based on a two-step lossless source coding setup, as depicted in Fig. 1. The first step involves lossless Gray-Wyner source coding [21], and the second step is a Multiple-Request CACM scheme. Details of these two steps, and how they are used in the caching and delivery phases are shown in Figs. 1(a) and 1(b), respectively, and will be described in Sec. III-B.

The proposed two-step scheme exploits the correlation among the library content by first compressing the library using the Gray-Wyner network, described in detail in Sec. III-A, and depicted for two and three files in Fig. 2. The Gray-Wyner network represents the library using \( N \) private descriptions and \( \binom{N}{\ell} \) descriptions that are common to \( \ell \) files for \( \ell \in \{2, \ldots, N\} \), thereby transforming the caching problem with correlated content and receivers requesting only one file, into a caching problem with a larger number of files where receivers require multiple descriptions. Note that this multiple-request caching problem has a specific class of demands. We assume that the multiple-request CACM scheme in the second step is agnostic to the correlation
Fig. 1. Two-step correlation-aware scheme, composed of a Gray-Wyner source coding step followed by a multiple-request CACM step: (a) caching phase, and (b) delivery phase.

Fig. 2. Gray-Wyner network for (a) two files, and (b) three files.

among the content generated by the Gray-Wyner network, i.e., the second step is correlation-unaware. The two steps are jointly designed to optimize the performance of the overall scheme, which is referred to as the Gray-Wyner Multiple-Request CACM (GW-MR) scheme. Before formally describing the GW-MR scheme, we briefly review the Gray-Wyner Network.

A. Gray-Wyner Network

The Gray-Wyner network was first introduced for two files in [21], in which a 2-DMS \((X_1, X_2)\) is represented by three descriptions \(\{W_0, W_1, W_2\}\), where \(W_0 \in [1:2^{F\rho_0}]\) is referred to as the common description, and \(W_1 \in [1:2^{F\rho_1}]\) and \(W_2 \in [1:2^{F\rho_2}]\) are the corresponding private descriptions as depicted in Fig. 2(a). The descriptions are such that file \(X_1\) can be losslessly recovered from descriptions \((W_0, W_1)\), and file \(X_2\) can be losslessly recovered from descriptions \((W_0, W_2)\), both asymptotically, as block length \(F \to \infty\). In [21], Gray and Wyner fully characterized the rate region for lossless reconstruction of both files, which is restated in the following Theorem.

Theorem 1 (Gray-Wyner Rate Region): The optimal rate region for the two-file Gray-Wyner network, \(\mathcal{S}_{GW}\), is

\[
\mathcal{S}_{GW} = \text{cl}\left\{ \left(\rho_0, \rho_1, \rho_2\right) : \rho_0 \geq H(X_1, X_2; U), \rho_1 \geq H(X_1 | U), \rho_2 \geq H(X_2 | U) \right\},
\]

where \(\text{cl}\{S\}\) denotes the closure of set \(S\), and the union is over all choices of \(U\) for some \(p(u|x_1, x_2)\) with \(|U| \leq |X_1||X_2| + 2\).

The Gray-Wyner network can be extended to \(N\) files such that the Gray-Wyner encoder operates a \(N\)-DMS \((X_1, \ldots, X_N)\) and communicates \(X_i\) to decoder \(i \in \{1, \ldots, N\}\). The encoder is connected to the decoders through \(2^{N-1}\) error-free links, such that there is a link connecting the encoder to any subset \(s \subseteq \{1, \ldots, N\}\) of the decoders. In particular, there is one common link connecting the encoder to all \(N\) decoders, there are \(N\) links common to any \(\ell \in \{2, \ldots, N-1\}\) of the decoders, and finally, there are \(N\) private links connecting the encoder to each decoder. For any nonempty set \(\mathcal{A} \subseteq \{1, \ldots, N\}\), description \(W_{\mathcal{A}} \in [1:2^{F\rho_{\mathcal{A}}}]\) is communicated to all decoders \(i \in \mathcal{A}\). The Gray-Wyner rate region, \(\mathcal{S}_{GW}\), is represented by the set of all rate-tuples \(\varrho\) for the \(2^{N-1}\)
descriptions, for which file $X^F_i$, $i \in \{1, \ldots, N\}$ can be losslessly reconstructed from the descriptions

$$\left\{ W_i : s \subseteq \{1, \ldots, N\}, i \in s \right\},$$

asymptotically, as $F \to \infty$. In general, $N$ files are encoded into $2^N - 1$ descriptions, such that: i) $N$ of the descriptions contain information exclusive to only one file, and ii) the remaining descriptions comprise information common to more than one file. In this paper, we will study in detail the three-file Gray-Wyner network depicted in Fig. 2. The encoded descriptions are such that

- $W_{123} \in [1:2F_{\rho_{123}})$,
- $W_{12} \in [1:2F_{\rho_{12}})$, $W_{13} \in [1:2F_{\rho_{13}})$, $W_{23} \in [1:2F_{\rho_{23}})$,
- $W_1 \in [1:2F_{\rho_1})$, $W_2 \in [1:2F_{\rho_2})$, $W_3 \in [1:2F_{\rho_3})$,

and the Gray-Wyner rate region is represented by the set of all rate-tuples

$$\varrho = \left( \rho_{123}, \rho_{12}, \rho_{13}, \rho_{23}, \rho_1, \rho_2, \rho_3 \right),$$

(5)

for which file $X^F_i$, $i \in \{1, 2, 3\}$, can be losslessly reconstructed from the descriptions $\left\{ W_{123}, W_{ij}, W_{ik}, W_i \right\}$ with $j, k \in \{1, 2, 3\} \setminus \{i\}$ asymptotically, as $F \to \infty$.

While the rate region of the $N$-file Gray-Wyner network has been studied in a number of papers [22]–[24], the optimal characterization for general sources is not known.

### B. Gray-Wyner Multiple-Request CACM Scheme

The proposed class of two-step schemes consists of:

- **Gray-Wyner Encoder**: Given the library $\{X^F_1, \ldots, X^F_N\}$, the Gray-Wyner encoder at the sender computes descriptions $\{W_s : s \in S\}$, where $S$ is the set of all nonempty subsets of $\{1, \ldots, N\}$, using a mapping

$$f^{GW} : \{X^F_1 \times \cdots \times X^F_N\} \rightarrow \prod_{s \in S} \left[1:2F_{\rho_s}\right],$$

for $\varrho \in \varrho_{GW}$.

- **Multiple-Request Cache Encoder**: Given the compressed descriptions, the correlation-unaware cache encoder at the sender computes cache content at receiver $k \in \{1, \ldots, K\}$, as $Z_k = f^{ECR}_{\rho_{k\varrho}} \left( \{W_s : s \in S\} \right)$.

- **Multiple-Request Multicast Encoder**: For any demand realized $d \in D$ revealed to the sender, the correlation-unaware multicast encoder generates and transmits the multicast codeword

$$Y_d = f^{MRCR}_{\rho_{s\varrho}} \left( d, \{Z_1, \ldots, Z_K\}, \{W_s : s \in S\} \right).$$

- **Multiple-Request Multicast Decoder**: Receiver $k$ decodes the descriptions corresponding to its requested file as

$$\left\{ \hat{W}_s : s \in S_{d_k} \right\} = f^{MCRCR}_{\rho_{s\varrho}} \left( d, Y_d, Z_k \right),$$

where $S_{d_k} \triangleq \left\{ s \in S : d_k \in s \right\}$.

- **Gray-Wyner Decoder**: Receiver $k$ decodes its requested file using the descriptions recovered by the multicast decoder, as $\hat{X}^F_{d_k} = g^{GW}_k \left( \left\{ \hat{W}_s : s \in S_{d_k} \right\} \right)$, via the Gray-Wyner decoder

$$g^{GW}_k : \prod_{s \in S_{d_k}} \left[1:2F_{\rho_s}\right] \rightarrow X^F_{d_k}.$$

The Gray-Wyner encoder and decoder correspond to the first step, namely the encoder and decoder of the Gray-Wyner network, and the multiple-request cache encoder, multiple-request multicast encoder, and multiple-request multicast decoder comprise the second multiple-request CACM (MR) step of the proposed two-step scheme. The first two components, i.e., the Gray-Wyner encoder and multiple-request cache encoder, operate during the caching phase as shown in Fig. 1(a), while the remaining components, i.e., the multiple-request multicast encoder, multiple-request multicast decoder and Gray-Wyner decoder, operate during the delivery phase as shown in Fig. 1(b).

Note that the performance of the class of schemes described above depends on the operating point of the Gray-Wyner network $\varrho \in \varrho_{GW}$. For a given $\varrho$, the performance of the overall two-step scheme is dictated by the peak and average multicast rates of the MR scheme, which similar to (2) and (3), are defined as

$$R_{MR}^{(F)}(\varrho) = \max_{d \in D} \frac{\mathbb{E}[\log_2(1 + Y_d)]}{F},$$

$$R_{MR}^{(F)}(\varrho) = \frac{\mathbb{E}[\log_2(1 + Y_d)]}{F},$$

respectively.

Furthermore, the worst-case probability of error of the class of two-step schemes depends on the probability of error of the Gray-Wyner source coding step and the probability of error of the multiple-request CACM step. Since $\varrho \in \varrho_{GW}$, and $\{W_s : s \in S_{d_k}\}$ is a Gray-Wyner description of $X^F_{d_k}$ with $d_k \in \{1, \ldots, N\}$, it is guaranteed that Gray-Wyner decoding is asymptotically lossless with $F$. Hence, the probability of error of a two-step scheme is approximately upper bounded by the probability of error of the MR scheme, given by

$$P^{(F)}_{e,MR} = \max_{d \in D} \left( \bigcup_{k \in \{1, \ldots, K\}} \left\{ \hat{W}_s \neq W_s, \forall s \in S_{d_k} \right\} \right).$$

**Definition 5**: For a given rate-tuple $\varrho \in \varrho_{GW}$, an MR peak rate-memory pair $(R, M)$ is achievable if there exists a sequence of MR schemes with rate $P_{MR}^{(F)}(\varrho)$, for cache capacity $M$ and increasing file size $F$, such that $\lim_{F \to \infty} P_{MR}^{(F)}(\varrho) = 0$, and $\lim_{F \to \infty} \sup_{F} R_{MR}^{(F)}(\varrho) \leq R$.

**Definition 6**: For a given rate-tuple $\varrho \in \varrho_{GW}$, the MR peak rate-memory region $\Pi_{MR}(\varrho)$ is the closure of the set of achievable MR peak rate-memory pairs $(R, M)$, and the MR peak rate-memory function $R_{MR}^{\ast}(M, \varrho)$ is defined as

$$R_{MR}^{\ast}(M, \varrho) = \inf \left\{ R : (R, M) \in \Pi_{MR}(\varrho) \right\}.$$

In the class of two-step schemes, we refer to the scheme operating at the rate-tuple $\varrho \in \varrho_{GW}$ that minimizes the MR peak rate-memory function as the GW-MR scheme. The peak rate-memory pair achieved by this scheme is the GW-MR peak rate-memory function defined below.
Definition 7: The GW-MR peak rate-memory function $R_{GW-MR}^*(M)$ is given by

$$R_{GW-MR}^*(M) = \inf \{ R^*_M(M, \varrho) : \varrho \in \mathcal{S}_{GW} \}.$$ 

In line with Definitions 5-7, for the average rate criterion we have the following.

Definition 8: For a given rate-tuple $\varrho \in \mathcal{S}_{GW}$, an MR average rate-memory pair $(R, M)$ is achievable if there exists a sequence of MR schemes, with rate $R^*_M(\varrho)$, for cache capacity $M$ and increasing file size $F$, such that $\lim_{F \to \infty} R^*_M(\varrho) = 0$, and $\lim\sup_{F \to \infty} R^*_M(\varrho) \leq R$.

Definition 9: For a given rate-tuple $\varrho \in \mathcal{S}_{GW}$, the MR average rate-memory region $\mathcal{R}_{GW}^*(M, \varrho)$ is the closure of the set of achievable MR average rate-memory pairs $(R, M)$, and the MR average rate-memory function $R_{GW-MR}^*(M, \varrho)$ is defined as

$$R_{GW-MR}^*(M, \varrho) = \inf \{ R : (R, M) \in \mathcal{R}_{GW}^*(M, \varrho) \}.$$ 

Definition 10: The GW-MR average rate-memory function $R_{GW-MR}^*(M)$ is given by

$$R_{GW-MR}^*(M) = \inf \{ R^*_M(M, \varrho) : \varrho \in \mathcal{S}_{GW} \}.$$ 

In the remainder of this paper, we first present the MR scheme in the second step for a general setting (Sec. IV), and then describe and analyze the performance of the overall GW-MR scheme for the case of two files and $K$ receivers (Secs. V and VI), and for the case of three files and two receivers (Sec. VII).

IV. MULTIPLE-REQUEST CACM SCHEME

In this section, we focus on the second step of the GW-MR scheme depicted in Fig. 1, namely the MR scheme when the Gray-Wyner network operates at $\varrho \in \mathcal{S}_{GW}$.

Recall that the Gray-Wyner network converts the $N$-file library into $2^N - 1$ descriptions, each required for the lossless reconstruction of a set of the files in the original library. The MR scheme arranges the descriptions generated by the Gray-Wyner encoder into $N$ groups, $L_1, \ldots, L_N$, referred to as sublibraries. Sublibrary $L_\ell = \{ W_s : s \subseteq \{1, \ldots, N\}, |s| = \ell \}$ contains the descriptions that are common to exactly $\ell$ files. We refer to sublibrary $L_N = \{ W_{12\ldots N} \}$ as the common-to-all sublibrary, and to $L_1 = \{ W_1, \ldots, W_N \}$, which contains all the private descriptions, as the private sublibrary. In the MR scheme, description $W_s$ is the binary expansion of the corresponding index in $[1:2^p-F]$, which is a sequence of length $[p_r F]$ bits. The MR scheme accounts for populating the receiver caches with content from sublibraries $L_1, \ldots, L_N$ and serving the demand realizations placed in the original library, which translate into a new class of demands from the compressed sublibraries. More specifically, each receiver demand corresponds to a demand for a set of descriptions from each of the sublibraries (hence the term multiple-request), such that the original library file $X_{d_k}$ requested by receiver $k$ maps to descriptions $\{ W_s : L_\ell : d_k \in s \}$ from sublibrary $L_\ell$, $\ell \in \{1, \ldots, N\}$. Even though receivers request single files from the original library independently and according to a uniform demand distribution, the Gray-Wyner encoding process leads to a non-uniform multiple-request demand for descriptions (files) from the compressed sublibraries.

Our proposed MR scheme treats each sublibrary independently during both caching and delivery phases, and is designed using correlation-unaware caching schemes, i.e., conventional caching schemes that are designed for independent files. Specifically, the descriptions from each sublibrary are cached and delivered as follows: i) from the description in the common-to-all sublibrary $L_N$, which is required for the reconstruction of all files, and hence requested by all receivers, the same part is cached at all receivers and the remaining part is delivered through naive (uncoded) multicasting, ii) sublibrary $L_1$ is cached and delivered according to any single-request correlation-unaware CACM scheme (such as [25]–[27] for unequal-length descriptions, and [3], [28]–[33] for equal-length descriptions), and iii) sublibrary $L_\ell$, $\ell \in \{N-1, \ldots, 2\}$ is cached and delivered according to any correlation-unaware CACM scheme in which each receiver requests $(N-1)$ descriptions. Schemes where each receiver requests more than one file have been analyzed in previous works, e.g., [7], [17]–[20]. However, in addition to being limited to settings with equal-length files, they have been designed for arbitrary demand combinations and could therefore be suboptimal for the specific class of demands considered in our MR scheme. One of the challenges addressed in the next sections is the design of near-optimal schemes for delivering the $(N-1)$ descriptions requested by each receiver from sublibrary $L_\ell$, $\ell \in \{N-1, \ldots, 1\}$. Since the ultimate goal is to characterize the performance of the overall two-step GW-MR scheme, and the optimal Gray-Wyner rate region is only known for two files [21], in the following sections, we first describe the proposed MR scheme and analyze the performance of the associated GW-MR scheme for the case of two files and $K$ receivers in Secs. V and VI, respectively. In addition, to illustrate how extensions to more files could be done, we focus on the setting with three files and two receivers in Sec. VII.

IV. MULTIPLE-REQUEST CACM SCHEME

This section describes in more detail the MR scheme introduced in the previous section for a network with two files and $K$ receivers. Let $\varrho = (p_0, p_1, p_2) \in \mathcal{S}_{GW}$ denote the operating point of the Gray-Wyner network, where $p_0$ denotes the rate of the common description $W_{12}$, and $p_1$ and $p_2$ denote the rate of the private descriptions $W_1$ and $W_2$, respectively.
As described in Sec. IV, the MR scheme for two files arranges the three descriptions generated by the Gray-Wyner network into a common-to-all (or simply common) sublibrary \( L_2 = \{ W_{12} \} \), and a private sublibrary \( L_1 = \{ W_1, W_2 \} \). Each receiver demand corresponds to requesting two descriptions: one from the common sublibrary \( L_2 \), and one from the private sublibrary \( L_1 \). The specific caching and delivery strategies adopted for each sublibrary are provided in Sec. V-B.

In order to analyze the performance of the proposed MR scheme we also provide lower bounds on the MR peak and average rate-memory functions in Sec. V-A, and compare the achievable rates of the proposed MR scheme with these lower bounds in Sec. V-C.

### A. Lower Bounds on \( R_{MR}^*(M, \varrho) \) and \( \bar{R}_{MR}^*(M, \varrho) \)

**Theorem 2:** In the two-file \( K \)-receiver network, for a given cache capacity \( M \) and rate-tuple \( \varrho \in \mathcal{G}_{GW} \), a lower bound on \( R_{MR}^*(M, \varrho) \), the MR peak rate-memory function, is given by

\[
R_{MR}^{LB}(M, \varrho) = \inf \left\{ R : R \geq \rho_0 + \rho_1 + \rho_2 - 2M, \quad R \geq \rho_0 + \frac{1}{2} \left( \rho_1 + \rho_2 + \max\{\rho_1, \rho_2\} \right) - M, \quad R \geq \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 - M \right) \right\}. \tag{8}
\]

A lower bound on \( \bar{R}_{MR}^*(M, \varrho) \), the MR average rate-memory function, is given by

\[
\bar{R}_{MR}^{LB}(M, \varrho) = \inf \left\{ R : R \geq \rho_0 + \left( 1 - \frac{1}{2K} \right) \left( \rho_1 + \rho_2 \right) - 2 \left( 1 - \frac{1}{2K} \right) M, \quad R \geq \frac{3}{4} \rho_0 + \frac{1}{4} \left( \rho_1 + \rho_2 \right) + \frac{1}{4} \max\{\rho_1, \rho_2\} - \frac{3}{4} M, \quad R \geq \rho_0 + \frac{3}{4} \left( \rho_1 + \rho_2 \right) - M, \quad R \geq \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 - M \right) \right\}. \tag{9}
\]

**Proof:** Recall that the MR scheme treats each sublibrary independently, and uses correlation-unaware caching schemes for each sublibrary. Therefore, to derive a lower bound on the MR peak rate-memory function, we consider a library composed of two files \( U_1 \) and \( U_2 \) such that \( U_1 = (V_{12}, V_1) \) and \( U_2 = (V_{12}, V_2) \), where \( V_{12}, V_1 \) and \( V_2 \) are independent binary sequences of length \( \rho_0 F, \rho_1 F \) and \( \rho_2 F \) bits, respectively. In other words, file \( U_1 \) consists of two independent subfiles \( V_{12} \) and \( V_1 \), and file \( U_2 \) is composed of two independent subfiles \( V_{12} \) and \( V_2 \). Then, a lower bound on the peak rate-memory function for this system provides a lower bound on the MR peak rate-memory function. For this system, we have

\[
H(U_1, U_2) = H(V_{12}, V_1, V_2) = (\rho_0 + \rho_1 + \rho_2) F, \quad H(U_i) = H(V_{12}, V_i) = (\rho_0 + \rho_i) F,
\]

and by replacing \( X_1^F \) and \( X_2^F \) in the proof of Theorem 8 with \( U_1 \) and \( U_2 \), the results in Theorem 2 are readily obtained.

### B. Proposed MR Scheme

As described in Sec. IV, the proposed MR scheme for two files treats the descriptions in \( L_1 \) and \( L_2 \) as independent content and operates as follows: i) the cache capacity \( M \) is optimally divided among the two sublibraries, ii) caching is done independently from each sublibrary, and iii) the content requested from each sublibrary is delivered independently, i.e., with no further coding across them. Specifically, while for the common sublibrary the same portion of \( W_{12} \) is cached at all receivers and the remainder is delivered through uncoded transmissions, the private descriptions in \( L_1 \) can be cached and delivered according to any correlation-unaware CACM scheme available in literature (e.g. [3], [28]–[33]), properly generalized to a setting with unequal-length files. In the following, for a given generalized correlation-unaware CACM scheme adopted for sublibrary \( L_1 \), we describe how to optimally allocate the memory to each sublibrary, and we then characterize the peak and average rate achieved by the corresponding MR scheme.

Let \( R_{ach}(M, \rho_1, \rho_2) \) and \( \bar{R}_{ach}(M, \rho_1, \rho_2) \) denote the lower convex envelope of the peak and average rates achieved by the scheme adopted for sublibrary \( L_1 \), respectively.

Under the peak rate criterion, the cache allocation that minimizes the overall delivery rate (i.e., the sum rate of each sublibrary) is as follows. Let

\[
M^* \triangleq \inf \left\{ M : \left| \frac{\partial}{\partial M} R_{ach}(M, \rho_1, \rho_2) \right| < 1 \right\} \tag{10}
\]

denote the cache encoder threshold, where \( \frac{\partial}{\partial M} \) denotes the left partial derivative with respect to \( M \). For a given \( \varrho \in \mathcal{G}_{GW} \), the cache encoder allocates the memory to each sublibrary as follows:

- If \( M \in [0, M^*) \), the common description \( W_{12} \) is not cached at either receiver, and descriptions \( \{ W_1, W_2 \} \) from \( L_1 \) are cached according to the caching strategy of the adopted correlation-unaware CACM scheme.
- If \( M \in [M^*, M^* + \rho_0] \), the first \( F(M - M^*) \) bits of description \( W_{12} \) are cached at both receivers, and descriptions \( \{ W_1, W_2 \} \) are cached according to the scheme adopted for sublibrary \( L_1 \) over the remaining memory \( M^* \).
- If \( M \in [M^* + \rho_0, \rho_0 + \rho_1 + \rho_2] \), the common description \( W_{12} \) is fully cached at both receivers, and descriptions \( \{ W_1, W_2 \} \) are cached according to the adopted correlation-unaware CACM scheme over the remaining cache capacity \( M - \rho_0 \).

The optimality of the cache allocation described above is proved in Appendix A, and its graphical representation is depicted in Fig. 3. This representation can be understood as “water-filling of two leaky buckets”, which is related to the well-known water-filling optimization problem [34]. For small cache capacities up to \( M^* \), all the memory is allocated to the private sublibrary. As the cache size increases, it is optimal to first store the common description until it is fully cached, and for cache capacities larger than \( M^* \), the residual memory is allocated to storing the private descriptions.

**Remark 1:** Differently from the single-cache setting analyzed in [9], where it is always optimal to cache the common
description, in our case, when the cache capacity is smaller than \( M^* \), it is optimal to first cache the private descriptions. This is due to the fact that for small cache sizes delivering the private descriptions with coded multicast transmissions is more effective in reducing the overall rate compared to multicasting the common description, and therefore it is preferable to prioritize caching from the private sublibrary. As the cache size increases, this difference in rate reduction diminishes to the extent that assigning memory to the common sublibrary is more effective in reducing the rate compared to the private sublibrary. Therefore, it is preferable to fully store the common description prior to allocating additional memory for storing the private descriptions.

Under the average rate criterion, the optimal cache allocation among sublibraries \( L_1 \) and \( L_2 \) is similar to the peak rate scenario described previously, with respect to a cache encoder threshold

\[
\hat{M} \triangleq \inf \left\{ M : \frac{\partial}{\partial M} \bar{R}_{\text{ach}}(M, \rho_1, \rho_2) < 1 \right\},
\]

(11)

where \( \bar{R}_{\text{ach}}(M, \rho_1, \rho_2) \) is the average delivery rate achieved by the correlation-unaware CACM scheme adopted for sublibrary \( L_1 \).

The following theorem provides the peak and average rates achieved by the proposed MR scheme for the optimal cache allocation described above.

**Theorem 3:** In the two-file \( K \)-receiver network, for a given cache capacity \( M \), rate-tuple \( \varrho \), and a given adopted correlation-unaware CACM scheme with peak rate \( R_{\text{ach}}(M, \rho_1, \rho_2) \) the peak rate achieved by the MR scheme, \( \bar{R}_{\text{MR}}(M, \varrho) \), is given by

\[
R_{\text{MR}}(M, \varrho) = \begin{cases} 
\rho_0 + R_{\text{ach}}(M, \rho_1, \rho_2), & M \in [0, M^*) \\
\rho_0 + R_{\text{ach}}(M^*, \rho_1, \rho_2) + M^* - M, & M \in [M^*, \rho_0 + M^*) \\
R_{\text{ach}}(M - \rho_0, \rho_1, \rho_2), & M \in [\rho_0 + M^*, \rho_0 + \rho_1 + \rho_2] 
\end{cases}
\]

(12)

where \( M^* \) is defined in (10). Denoting by \( \bar{R}_{\text{ach}}(M, \rho_1, \rho_2) \) the average rate achieved by an adopted correlation-unaware CACM scheme, the average delivery rate achieved by the corresponding MR scheme, \( \bar{R}_{\text{MR}}(M, \varrho) \), is similar to that in (12) but with respect to \( M^* \) and \( \bar{R}_{\text{ach}}(M, \rho_1, \rho_2) \).

**Proof:** The proof is given in Appendix A.

From Theorem 3 it is observed that the performance of the proposed MR scheme depends on the correlation-unaware CACM scheme adopted for the private sublibrary. In order to analyze the optimality of the proposed MR scheme in Sec. V-C, for sublibrary \( L_1 \), we resort to a scheme that properly combines near-optimal schemes available in literature, generalized to unequal file lengths, as described next.

1) **Peak Rate:** The scheme adopted for the private sublibrary \( L_1 \) is based on memory sharing among generalizations of the correlation-unaware CACM schemes proposed in [29] and [30] to files with unequal lengths. Specifically, for small cache sizes, the adopted scheme uses the scheme in [29] (first introduced in [31] for a specific cache capacity), which prefetches coded content during the caching phase, while for large cache sizes, it uses the scheme in [30] with uncoded cache placement. For ease of exposition, the specific details of the scheme adopted for the private sublibrary is given in Appendix C, where we also derive an upper bound on its achievable rate, \( R_{\text{ach}}(M, \rho_1, \rho_2) \), given in (42). By combining \( R_{\text{ach}}(M, \rho_1, \rho_2) \) with Theorem 3, an upper bound on the peak rate achieved by the proposed MR scheme is given in the following theorem.

**Theorem 4:** In the two-file \( K \)-receiver network, for a given cache capacity \( M \) and rate-tuple \( \varrho \), an upper bound on \( R_{\text{MR}}(M, \varrho) \), the peak rate achieved with the proposed MR scheme, is given by

\[
R_{\text{MR}}(M, \varrho) \leq \begin{cases} 
\rho_0 + \rho_1 + \rho_2 - 2M, & M \in [0, \gamma_K) \\
\rho_0 + \rho_1 + \rho_2 - \gamma_K - M, & M \in [\gamma_K, \lambda_K) \\
\frac{1}{K} \left( \rho_0 + \rho_1 + \rho_2 - M \right), & M \in [\lambda_K, \rho_0 + \rho_1 + \rho_2] 
\end{cases}
\]

(13)

where

\[
\gamma_K \triangleq \frac{1}{K} \min \{ \rho_1, \rho_2 \}, \quad \lambda_K \triangleq \rho_0 + \rho_1 + \rho_2 - 2\gamma_K.
\]

**Proof:** The proof follows from Theorem 3 and from adopting the scheme described in Appendix C for the private sublibrary. An upper bound on the peak rate achieved with this scheme, \( R_{\text{ach}}(M, \rho_1, \rho_2) \), is given in (42) and when replaced in (10), the cache encoder threshold becomes
\[ M^* = \rho_1 + \rho_2 - \frac{1}{K} \min\{\rho_1, \rho_2\}. \]

Combining (12) with (42), and using the fact that \( \gamma_K \leq M^* \leq \lambda_K \), (13) is obtained after algebraic manipulation.

Specializing the upper bound on \( R_{MR}(M, \varrho) \) given in (13) to \( K = 2 \) receivers results in a tight upper bound for this setting as per the following corollary.

**Corollary 1**: In the two-file two-receiver network, for a given cache capacity \( M \) and rate-tuple \( \varrho \), the proposed MR scheme achieves the following peak rate

\[
R_{MR}(M, \varrho) = \begin{cases} 
\rho_0 + \rho_1 + \rho_2 - 2M, & M \in \left(0, \frac{1}{2} \min\{\rho_1, \rho_2\}\right) \\
\rho_0 + \frac{1}{2} (\rho_1 + \rho_2 + \max\{\rho_1, \rho_2\}) - M, & M \in \left[\frac{1}{2} \min\{\rho_1, \rho_2\}, \rho_0 + \max\{\rho_1, \rho_2\}\right] \\
\frac{1}{2} (\rho_0 + \rho_1 + \rho_2 - M), & M \in \left[\rho_0 + \max\{\rho_1, \rho_2\}, \rho_0 + \rho_1 + \rho_2\right].
\end{cases}
\]

2) **Average Rate**: In this case, for the private sublibrary, we adopt a generalization of the close-to-optimal correlation-unaware CACM scheme in [30] to unequal-length files. The specific details of the adopted scheme are provided in Appendix E, where we also derive an upper bound on its achievable rate, \( \bar{R}_{ach}(M, \rho_1, \rho_2) \), given in (55). By combining \( \bar{R}_{ach}(M, \rho_1, \rho_2) \) with the average counterpart of (12) given in Theorem 3, an upper bound on the average rate achieved with the proposed MR scheme is given in the following theorem.

**Theorem 5**: In the two-file \( K \)-receiver network, for a given cache capacity \( M \) and rate-tuple \( \varrho \), an upper bound on \( \bar{R}_{MR}(M, \varrho) \), the average rate achieved with the proposed MR scheme, is given by

\[
\bar{R}_{MR}(M, \varrho) \leq \begin{cases} 
\rho_0 + \left(1 - \frac{1}{2\gamma_K}\right) (\rho_1 + \rho_2) - \frac{1}{2} - \frac{2}{K} \gamma_K, & M \in \left[0, \frac{1}{2} \min\{\rho_1, \rho_2\}\right] \\
\rho_0 + \left(1 - \frac{1}{2\gamma_K}\right) (\rho_1 + \rho_2) - \left(1 - \frac{1}{\gamma_K}\right) \gamma_K - M, & M \in \left[\frac{1}{2} \min\{\rho_1, \rho_2\}, \rho_0 + \min\{\rho_1, \rho_2\}\right] \\
\left(1 - \frac{1}{2\gamma_K}\right) (\rho_0 + \rho_1 + \rho_2 - M) - \left(1 - \frac{1}{\gamma_K}\right) \gamma_K, & M \in \left[\rho_0 + \min\{\rho_1, \rho_2\}, \rho_0 + \rho_1 + \rho_2\right]
\end{cases}
\]

for \( \gamma_K \) and \( \lambda_K \) defined in Theorem 4, and with

\[ \gamma_K \triangleq \rho_0 + \frac{2}{K} \min\{\rho_1, \rho_2\} = \rho_0 + 2\gamma_K. \]

**Proof**: The proof follows from Theorem 3 and from adopting the scheme described in Appendix E for the private sublibrary. An upper bound on the average rate achieved with this scheme, \( \bar{R}_{ach}(M, \rho_1, \rho_2) \), is given in (55) and when replaced in (11), the cache encoder threshold becomes \( M^* = \frac{2}{K} \min\{\rho_1, \rho_2\} = 2\gamma_K \). Eq. (15) is obtained by combining the average counterpart of (12) given in Theorem 3 with (55).

3By a tight upper bound we mean that for \( K = 2 \) equation (13) holds with equality.

Specializing the upper bound on \( \bar{R}_{MR}(M, \varrho) \) given in (15) to the setting with \( K = 2 \) receivers leads to the following corollary.

**Corollary 2**: In the two-file two-receiver network, for a given cache capacity \( M \) and rate-tuple \( \varrho \), the proposed MR scheme achieves the following average rate

\[
\bar{R}_{MR}(M, \varrho) = \begin{cases} 
\rho_0 + \frac{3}{4} (\rho_1 + \rho_2) - M, & M \in \left[0, \rho_0 + \min\{\rho_1, \rho_2\}\right] \\
\frac{1}{4} \rho_0 + \frac{3}{4} (\rho_1 + \rho_2) + \max\{\rho_1, \rho_2\} - \frac{7}{4} M, & M \in \left[\rho_0 + \min\{\rho_1, \rho_2\}, \rho_0 + \max\{\rho_1, \rho_2\}\right] \\
\frac{1}{2} (\rho_0 + \rho_1 + \rho_2 - M), & M \in \left[\rho_0 + \max\{\rho_1, \rho_2\}, \rho_0 + \rho_1 + \rho_2\right]
\end{cases}
\]

**C. Optimality of the Proposed MR Scheme**

In this section, we compare the performance of the proposed MR scheme characterized in Sec. V-B with the lower bounds given in Sec. V-A. The following theorems provide the memory regions for which the proposed MR scheme is optimal or near-optimal.

1) **Peak Rate**

**Theorem 6**: In the two-file \( K \)-receiver network and for a given rate-tuple \( \varrho \), when

\[ M \in \left[0, \frac{1}{K} \min\{\rho_1, \rho_2\}\right] \cup \left[\rho_0 + \rho_1 + \rho_2 - \frac{2}{K} \min\{\rho_1, \rho_2\}, \rho_0 + \rho_1 + \rho_2\right], \]

the proposed MR scheme is optimal under the peak rate criterion among all multiple-request schemes, i.e., \( R_{MR}(M, \varrho) = R_{MR}^*(M, \varrho) \). For all other cache capacities,

\[
R_{MR}(M, \varrho) - R_{MR}^*(M, \varrho) \leq \left(\frac{1}{2} - \frac{1}{K}\right) \min\{\rho_1, \rho_2\}.
\]

**Proof**: The proof is given in Appendix B.

**Corollary 3**: In the two-file two-receiver network, for any cache capacity \( M \) and rate-tuple \( \varrho \), the proposed MR scheme is optimal under the peak rate criterion among all multiple-request schemes, i.e., \( R_{MR}(M, \varrho) = R_{MR}^*(M, \varrho) \).

**Proof**: The optimality of the scheme with respect to the MR peak rate-memory function follows from setting \( K = 2 \) in Theorem 6, for which the achievable rate meets the lower bound for the entire region of the memory.

2) **Average Rate**

**Theorem 7**: In the two-file \( K \)-receiver network and for a given rate-tuple \( \varrho \), when

\[ M \in \left[\rho_0 + \rho_1 + \rho_2 - \frac{2}{K} \min\{\rho_1, \rho_2\}, \rho_0 + \rho_1 + \rho_2\right], \]

the proposed MR scheme is optimal under the average rate criterion among all multiple-request schemes, i.e., \( \bar{R}_{MR}(M, \varrho) = \bar{R}_{MR}^*(M, \varrho) \). For all other cache capacities,

\[
\bar{R}_{MR}(M, \varrho) - \bar{R}_{MR}^*(M, \varrho) \leq \left(\frac{1}{4} - \frac{1}{2K}\right) (\rho_1 + \rho_2).
\]

**Proof**: The proof is given in Appendix D.
Corollary 4: In the two-file two-receiver network, for any cache capacity $\varrho$, the proposed MR scheme is optimal under the average rate criterion among all multiple-request schemes, i.e., $\bar{R}_{MR}(M, \varrho) = \bar{R}_{MR}^*(M, \varrho)$.

Proof: The optimality of the scheme with respect to the MR average rate-memory function follows from setting $K = 2$ in Theorem 7, for which the achievable rate meets the lower bound for the entire region of the memory.

VI. OPTIMALITY OF THE GW-MR SCHEME FOR TWO FILES

In this section, we first provide lower bounds on the optimal peak and average rate-memory functions, $R^*(M)$ and $\bar{R}^*(M)$, given in Definitions 2 and 4, respectively, for the two-file $K$-receiver network described in Sec. II. Then, by using the results of the MR scheme for two files (Sec. V), we evaluate the performance of the proposed GW-MR scheme (Sec. III), by comparing the presented lower bounds with the peak and average rates achieved by the proposed GW-MR,

$R_{GW-MR}(M) = \inf \{ R_{MR}(M, \varrho) : \varrho \in \mathcal{G}_{GW} \}$, \hspace{1cm} (17)

$\bar{R}_{GW-MR}(M) = \inf \{ \bar{R}_{MR}(M, \varrho) : \varrho \in \mathcal{G}_{GW} \}$, \hspace{1cm} (18)

respectively, where $R_{MR}(M, \varrho)$ and $\bar{R}_{MR}(M, \varrho)$ are the peak and average rates achieved by the MR scheme (Sec. V-B).

A. Lower Bounds on $R^*(M)$ and $\bar{R}^*(M)$

Theorem 8: In the two-file $K$-receiver network with library distribution $p(x_1, x_2)$, for a given cache capacity $M$, a lower bound on $R^*(M)$, the optimal peak rate-memory function, is given by

$R^{LB}(M) = \inf \left\{ R : R \geq H(X_1, X_2) - 2M, \right.$

$\left. R \geq \frac{1}{2} \left( H(X_1, X_2) + \max \{ H(X_1), H(X_2) \} \right) - M, \right.$

$R \geq \frac{1}{2} \left( H(X_1, X_2) - M \right) \}.$

A lower bound on $\bar{R}^*(M)$, the optimal average rate-memory function, is given by

$\bar{R}^{LB}(M) = \inf \left\{ R : R \geq \left( 1 - \frac{2}{2K} \right) H(X_1, X_2) + \frac{1}{2K} \left( H(X_1) + H(X_2) \right) - 2 \left( 1 - \frac{1}{2K} \right) M, \right.$

$\left. R \geq \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \left( H(X_1) + H(X_2) \right) - M, \right.$

$R \geq \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \{ H(X_1), H(X_2) \} - \frac{3}{4} M, \right.$

$R \geq \frac{1}{2} \left( H(X_1, X_2) - M \right) \}.$

Proof: The proof is given in Appendix F.

Remark 3: From Theorems 9 and 10 it follows that a desirable operating point for the Gray-Wyner network is the rate-tuple $\varrho^* = \arg \max_{\varrho \in \mathcal{G}_{GW}} \min \{ \rho_1, \rho_2 \}$, with the constraint that $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$. In fact, from the proofs of Theorems 9 and 10 it is observed that a necessary condition for the GW-MR scheme to achieve the lower bound on the optimal rate-memory function for small and large cache capacities, is that the Gray-Wyner network operate at a rate-tuple $\varrho \in \mathcal{G}_{GW}$ such that $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$. To satisfy this condition, it is sufficient to choose a $\varrho \in \mathcal{G}_{GW}$ such that $\rho_0 = I(X_1; X_2|U)$, $\rho_1 = H(X_1|U)$ and $\rho_2 = H(X_2|U)$ as in (4) with any $U$ of the form $X_1 - U - X_2$. Among all such $U$, the one that achieves $M_K$ given in (19) maximizes the region over which the gap to optimality is zero. Note that the operating point $\varrho^* \in \mathcal{G}_{GW}$ is related to Wyner’s common information. In fact, in Wyner’s common information the goal is to minimize $\rho_0$ subject to $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$, while

B. Optimality of the Proposed GW-MR Scheme

The following theorems characterizes the performance of the proposed GW-MR scheme described in Sec. III for different regions of $M$, and delineates the rate-memory region for which the scheme is optimal or near-optimal.

Theorem 9: In the two-file $K$-receiver network, let

$M_K \triangleq \max_{x_1 \cdots x_2 \in U} \frac{1}{K} \min \left\{ H(X_1|U), H(X_2|U) \right\}$, \hspace{1cm} (19)

for $U$ with $|U| \leq |X_1|, |X_2| + 2$. When $M \in \left[ 0, M_K \right] \cup \left[ H(X_1, X_2) - 2M_K, H(X_1, X_2) \right]$, the proposed GW-MR scheme is optimal under the peak rate criterion, i.e, $R_{GW-MR}(M) = R^*(M)$. For all other cache capacities, we have

$R_{GW-MR}(M) - R^*(M) \leq \frac{1}{2} \min \left\{ H(X_1|X_2), H(X_2|X_1) \right\} - M_K$. \hspace{1cm} (20)

Proof: The proof is given in Appendix H.

We note that for the two-file network, using an MR scheme in the second step of GW-MR that treats the common and private sublibraries independently (Sec. IV), achieves optimality among all (correlation-aware) CACM schemes for small and large cache sizes.

Theorem 10: Let $U^*$ denote the auxiliary random variable that achieves $M_K$ defined in (19), and let

$\Delta_K \triangleq \frac{1}{2K} \left( H(X_1|U^*) + H(X_2|U^*) \right)$. \hspace{1cm} (21)

Then, in the two-file $K$-receiver network, when $M \in \left[ H(X_1, X_2) - 2M_K, H(X_1, X_2) \right]$, the proposed GW-MR scheme is optimal under the average rate criterion, i.e, $\bar{R}_{GW-MR}(M) = \bar{R}^*(M)$. For all other cache capacities, we have

$\bar{R}_{GW-MR}(M) - \bar{R}^*(M) \leq \frac{1}{4} \left( H(X_1|X_2) + H(X_2|X_1) \right) - \Delta_K$. \hspace{1cm} (22)

Proof: The proof is given in Appendix J.

Remark 3: From Theorems 9 and 10 it follows that a desirable operating point for the Gray-Wyner network is the rate-tuple $\varrho^* = \arg \max_{\varrho \in \mathcal{G}_{GW}} \min \{ \rho_1, \rho_2 \}$, with the constraint that $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$. In fact, from the proofs of Theorems 9 and 10 it is observed that a necessary condition for the GW-MR scheme to achieve the lower bound on the optimal rate-memory function for small and large cache capacities, is that the Gray-Wyner network operate at a rate-tuple $\varrho \in \mathcal{G}_{GW}$ such that $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$. To satisfy this condition, it is sufficient to choose a $\varrho \in \mathcal{G}_{GW}$ such that $\rho_0 = I(X_1; X_2|U)$, $\rho_1 = H(X_1|U)$ and $\rho_2 = H(X_2|U)$ as in (4) with any $U$ of the form $X_1 - U - X_2$. Among all such $U$, the one that achieves $M_K$ given in (19) maximizes the region over which the gap to optimality is zero. Note that the operating point $\varrho^* \in \mathcal{G}_{GW}$ is related to Wyner’s common information. In fact, in Wyner’s common information the goal is to minimize $\rho_0$ subject to $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$, while
in our case the goal is to maximize \(\min\{\rho_1, \rho_2\}\) subject to \(\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)\).

In the next corollary, we particularize Theorems 9 and 10 for a specific 2-DMS.

**Corollary 5:** In the two-file \(K\)-receiver network with \(X_1 = (X'_1, V)\) and \(X_2 = (X'_2, V)\) such that \(X'_1\) and \(X'_2\) are conditionally independent given \(V\), the proposed GW-MR scheme is optimal under the peak rate criterion when \(M \in [0, \frac{1}{K}\Gamma] \cup \left[H(X_1, X_2) - \frac{2}{K}\Gamma, H(X_1, X_2)\right]\), and it is optimal under the average rate criterion when \(M \in \left[H(X_1, X_2) - \frac{2}{K}\Gamma, H(X_1, X_2)\right]\), where

\[\Gamma = \min \left\{H(X_1 | X_2), H(X_2 | X_1)\right\}.\]

When \(K = 2\), i.e., in the two-file two-receiver network, the proposed GW-MR scheme is optimal for any \(M \in [0, H(X_1, X_2)]\), i.e., \(R_{GW-MR}(M) = R^*(M)\) and \(\bar{R}_{GW-MR}(M) = \bar{R}^*(M)\).

**Proof:** By taking \(U = V\), we have

\[\rho_0 = I(X_1, X_2; U) = H(V) = I(X_1; X_2),\]
\[\rho_1 = H(X_1 | U) = H(X'_1 | V) = H(X_1 | X_2),\]
\[\rho_2 = H(X_2 | U) = H(X'_2 | V) = H(X_2 | X_1),\]

with point \(\varrho = \left(I(X_1, X_2), H(X_1 | X_2), H(X_2 | X_1)\right)\) belonging to the Gray-Wyner rate region. The region of memory over which the GW-MR scheme is optimal in the \(K\)-receiver network can be readily obtained from Theorems 9 and 10. From specializing these theorems to a setting with \(K = 2\) receivers, the gaps to optimality in (20) and (22) vanish; hence, \(R_{GW-MR}(M) = R^*(M)\) and \(\bar{R}_{GW-MR}(M) = \bar{R}^*(M)\) for any cache capacity \(M\).

**Remark 4:** The 2-DMS considered in Corollary 5 leads to a set of descriptions generated by the Gray-Wyner network operating at \(\varrho = \left(I(X_1, X_2), H(X_1 | X_2), H(X_2 | X_1)\right)\), that is equivalent to the library considered in [15], where each file is composed of two independent subfiles, one of which is common among the two files. Hence, from Corollary 5 it follows that our proposed GW-MR scheme provides an optimal solution to the two-file two-receiver setting considered in [15].

**Remark 5:** From Corollaries 3 and 4 it follows that for any given \(\varrho \in \mathcal{S}_{GW}\), the proposed MR scheme for two files and two receivers, as described in Sec. IV, is optimal in the sense that it achieves both MR peak and average rate-memory functions. However, as stated in Theorems 9 and 10, the overall GW-MR scheme does not meet the lower bounds on \(R^*(M)\) and on \(\bar{R}^*(M)\) for intermediate values of \(M\), leaving the optimality of the two-step approach in this region of memory unresolved. An interesting future direction would be to investigate joint compression and caching strategies or a different two-step approach for this setting.

### VII. Three Files and Two Receivers

As explained in Sec. III-A, due to the exponential complexity of Gray-Wyner source coding with the number of files, the overall characterization of the GW-MR scheme with a large number of files is exceedingly difficult. Therefore, in the following we focus on the three-file scenario, as it captures the essence of caching in broadcast networks with multiple files. Specifically, looking at the peak rate criterion we characterize the GW-MR peak rate-memory function \(R_{GW-MR}(M)\), and we provide a lower bound on the optimal peak rate-memory function \(R^*(M)\). To this end, for a given \(\varrho \in \mathcal{S}_{GW}\) corresponding to the three-file Gray-Wyner network described in Sec. III-A and depicted in Fig. 2(b), we present a detailed description of our proposed MR scheme for three files, which is used in the second step of the GW-MR scheme. We then upper bound the peak rate achieved by the proposed MR scheme, \(R_{MR}(M, \varrho)\) defined in (6), and use it to evaluate the peak rate achieved by the GW-MR scheme, \(R_{GW-MR}(M)\), defined in (17) as

\[R_{GW-MR}(M) = \inf \{R_{MR}(M, \varrho) : \varrho \in \mathcal{S}_{GW}\},\]

and finally, we compute its gap to optimality using the lower bound on \(R^*(M)\).

#### A. Proposed MR Scheme for Three Files

This section describes the MR scheme for three files used in the second step of the GW-MR scheme, when the Gray-Wyner network in the first step is restricted to operate at a symmetric rate region, denoted by \(\mathcal{S}_{GW}\), and defined as

\[\mathcal{S}_{GW} = \{\varrho \in \mathcal{S}_{GW} : \rho_{12} = \rho_{13} = \rho_{23} = \rho', \rho_1 = \rho_2 = \rho_3 = \rho\}.\]

In the following, for notational simplicity, we use \(\rho_0\) instead of \(\rho_{123}\) to denote the rate of the common description \(W_{123}\). As described in Sec. IV, the MR scheme for three files arranges the seven descriptions generated by the Gray-Wyner network into a common-to-all sublibrary \(L_3 = \{W_{123}\}\), a common-to-two sublibrary \(L_2 = \{W_{12}, W_{13}, W_{23}\}\), and a private sublibrary \(L_1 = \{W_1, W_2, W_3\}\), and treats the sublibraries independently during the caching and delivery phases. Each receiver demand corresponds to requesting multiple descriptions: one description from \(L_3\), two descriptions from \(L_2\), and one from \(L_1\). Recall that even though receivers request files from the original library independently and according to a uniform demand distribution, the structure of the corresponding demand in the MR scheme is dictated by the collective of the requested files, resulting in a non-uniform multiple-request demand that is not independent across the receivers.

As described in Sec. IV, the proposed MR scheme for three files treats the descriptions in \(L_1, L_2\) and \(L_3\) as independent content, and can adopt any pair of appropriate correlation-unaware CACM schemes for sublibraries \(L_1\) and \(L_2\). Here, we select the schemes as follows: i) the same portion of description \(W_{123}\) in \(L_3\) is cached at all receivers and the remainder is delivered through uncoded transmissions, ii) for the descriptions in \(L_2\), we adopt the new two-request CACM scheme proposed in Sec. VII-B, and finally iii) the private descriptions in sublibrary \(L_1\) are cached and delivered according to the scheme proposed in [30]. Similar to Sec. V-B, we first present the optimal allocation of the memory to each...
sublibrary, and characterize the peak rate achieved by the corresponding MR scheme.

Under the peak rate criterion, the optimal cache allocation which minimizes the overall delivery rate is as follows. For a given symmetric $\varrho \in \mathbb{S}_{SGW}$, the cache encoder allocates the memory to each sublibrary such that:

- If $M \in \left[ 0, \frac{3}{4} \rho' \right]$, the descriptions in $L_1$ and $L_3$ are not cached at either receiver, and only the descriptions in $L_2$ are cached according to the caching strategy of the two-request CACM scheme described in Sec. VII-B.

- If $M \in \left[ \frac{3}{2} \rho', \rho_0 + \frac{3}{2} (\rho' + \rho) \right]$, the receivers fill a portion equal to $\frac{3}{2} \rho'$ from their cache with the descriptions in $L_2$ according to the caching strategy of the two-request CACM scheme. The remainder of the cache, $M - \frac{3}{2} \rho'$, is first allocated to caching identical bits of $L_3 = \{ W_{123} \}$ at both receivers, and the excess of the capacity, if any, is used for storing the descriptions in $L_1$ according to the scheme in [30].

- If $M \in \left[ \rho_0 + \frac{3}{2} (\rho' + \rho), \rho_0 + 3 \rho' + \frac{3}{2} \rho \right]$, a portion equal to $M - \rho_0 - \frac{3}{2} \rho$ of each receiver’s cache is filled with the descriptions in $L_2$ according to the two-request CACM scheme. The common description $W_{123}$ is fully cached at both receivers, and $\frac{3}{2} \rho$ of the capacity is allocated to storing the descriptions in $L_1$ according to the scheme in [30].

- If $M \in \left[ \rho_0 + 3 \rho' + \frac{3}{2} \rho, \rho_0 + 3 (\rho' + \rho) \right]$, the descriptions in $L_2$ and $L_3$ are fully cached at both receivers, and the descriptions in $L_1$ are cached according to the scheme in [30] over the remaining memory $M - \rho_0 - 3 \rho'$.

The optimality of the cache allocation described above is proved in Appendix K. The following theorem provides the peak rate achieved by the proposed MR scheme for this cache allocation.

**Theorem 11:** In the three-file two-receiver network, for a given cache capacity $M$ and symmetric rate-tuple $\varrho \in \mathbb{S}_{SGW}$, the peak rate achieved by the proposed MR scheme is given by

$$R_{MR}(M, \varrho) = \begin{cases}
\rho_0 + 3 \rho' + 2 \rho - 2 M, & M \in \left[ 0, \frac{3}{4} \rho' \right] \\
\rho_0 + \frac{3}{2} \rho' + 2 \rho - M, & M \in \left[ \frac{1}{4} \rho', \rho_0 + \frac{3}{2} (\rho' + \rho) \right] \\
\frac{3}{2} \rho_0 + 2 \rho' + \rho - \frac{3}{2} M, & M \in \left[ \rho_0 + \frac{3}{2} (\rho' + \rho), \rho_0 + 3 \rho' + \frac{3}{2} \rho \right] \\
\frac{1}{4} \rho_0 + \rho' + \rho - \frac{3}{4} M, & M \in \left[ \rho_0 + 3 \rho' + \frac{3}{2} \rho, \rho_0 + 3 \rho' + 3 \rho \right].
\end{cases}$$

**(25)**

**Proof:** The proof is given in Appendix K.

**B. Two-Request CACM Scheme Adopted for Sublibrary $L_2$**

In this section, we describe in detail the CACM scheme adopted for the common-to-two sublibrary $L_2$. As mentioned in the previous section, for a given cache allocation among $L_1$, $L_2$ and $L_3$, caching and delivery of the content are done in an independent fashion across the sublibraries, i.e., there is no coding across the sublibraries in either phase. As a result, the scheme adopted for sublibrary $L_2$ needs to be designed for a network with two receivers and a library composed of three independent files (descriptions), $\{ W_{12}, W_{13}, W_{23} \}$ with length $\rho' F$ bits, where each receiver requests two files from the library. We refer to this network as the two-request network. Specifically, in the worst-case scenario, the demand from sublibrary $L_2$ consists of i) one file that is requested by both receivers, and ii) two files, each requested only by one of the receivers. With a slight abuse of notation, we denote receiver $k$’s demand as $d_k \in \{ \{12, 13\}, \{12, 23\}, \{13, 23\} \}$. While CACM schemes available in the literature such as the scheme proposed in [30], where an uncoded prefetching strategy is adopted, are optimal for a single-request three-file two-receiver network, they fall short to achieve optimality in this multiple-request setting. Furthermore, the schemes in [7] and [17]–[20], where each receiver requests more than one file, are designed for arbitrary demand combinations and could be suboptimal for the specific class of demands considered in our MR scheme. Hence, a new CACM design is needed. The proposed scheme described next uses coding in the content placement for small cache capacities to further leverage the caches for reducing the network load.

**Caching and Delivery Strategy:**

In the following, we focus on a few cache capacity values, and for each of them we describe the receiver cache configurations $Z_1$ and $Z_2$ and compute the corresponding achievable peak rate for any worst-case demand realization, i.e., $d_1 \neq d_2$. To this end, we provide the multicast codeword transmitted by the sender for the specific demand realization $d_1 = \{12, 13\}$ and $d_2 = \{12, 23\}$. For all other worst-case demands, the multicast codeword can be constructed analogously, and results in the same delivery rate.

- When $M = \frac{1}{2} \rho'$, each file is split into two packets of length $\frac{1}{2} \rho'$, and receiver caches are filled as
  $$Z_1 = \{ W_{12}^{(1)} \oplus W_{13}^{(1)} \oplus W_{23}^{(1)} \},$$
  $$Z_2 = \{ W_{12}^{(2)} \oplus W_{13}^{(2)} \oplus W_{23}^{(2)} \},$$
  where $W_{ij}^{(k)}$ denotes packet $i$ of description $W_j$ and the symbol $\oplus$ denotes the bitwise XOR operation. Codeword $Y = \{ W_{12}^{(1)}, W_{12}^{(2)}, W_{13}^{(1)}, W_{23}^{(1)} \}$ enables both receivers to losslessly recover their requested packets as follows:
  - In addition to receiving $\{ W_{12}^{(1)}, W_{12}^{(2)}, W_{13}^{(1)} \}$, receiver 1 can decode $W_{13}^{(1)}$ by combining its cached content with the received packets $W_{12}^{(1)}$ and $W_{12}^{(2)}$.
  - Similarly, receiver 2 receives the requested packets $\{ W_{12}^{(1)}, W_{12}^{(2)}, W_{23}^{(1)} \}$, and is also able to decode $W_{23}^{(1)}$ using its cached content and the transmitted packets $W_{12}^{(2)}$ and $W_{23}^{(2)}$.

This cache placement results in a rate equal to $2 \rho'$, whereas an uncoded prefetching scheme, such as the one in [30], achieves a delivery rate of $\frac{3}{2} \rho'$. 
When \( M = \rho \), the cached content is
\[
Z_1 = \{W_{12}^{(1)} \oplus W_{13}^{(1)}, W_{12}^{(1)} \oplus W_{23}^{(2)}\},
Z_2 = \{W_{12}^{(2)} \oplus W_{13}^{(2)}, W_{12}^{(2)} \oplus W_{23}^{(2)}\},
\]
which is symmetric across the three descriptions, since \( W_{13}^{(i)} \oplus W_{23}^{(i)} \) can be obtained from combining
\( W_{12}^{(i)} \oplus W_{13}^{(i)} \) with \( W_{12}^{(i)} \oplus W_{23}^{(i)} \) for any \( i \in \{1, 2\} \).

For the worst-case demand considered, receiver 1 needs \( \{W_{12}^{(1)}, W_{13}^{(1)}, W_{12}^{(2)}\} \), and receiver 2
needs \( \{W_{12}^{(2)}, W_{12}^{(1)}, W_{23}^{(2)}\} \). Codeword \( Y = \{W_{12}^{(1)}, W_{12}^{(2)}, W_{13}^{(2)} \oplus W_{23}^{(2)}\} \) enables both receivers to losslessly recover
their demands as follows:

- Receiver 1 combines its cached content with the received packet \( W_{12}^{(1)} \) to recover \( W_{13}^{(1)} \), and from combining its cache with \( \{W_{12}^{(1)}, W_{13}^{(2)} \oplus W_{23}^{(2)}\} \), the other requested packet \( W_{13}^{(2)} \) can be recovered.
- Similarly, receiver 2 combines its cached content with the received packets \( W_{12}^{(2)} \) and \( \{W_{12}^{(1)}, W_{13}^{(2)} \oplus W_{23}^{(2)}\} \) to decode \( W_{23}^{(2)} \) and \( W_{13}^{(1)} \), respectively.

This strategy results in a delivery rate equal to \( 3\rho \).

When \( M = \frac{2}{3}\rho \), the caches are filled with the following uncoded content
\[
Z_1 = \{W_{12}^{(1)}, W_{13}^{(1)}, W_{23}^{(1)}\}, Z_2 = \{W_{12}^{(2)}, W_{13}^{(2)}, W_{23}^{(2)}\},
\]
for which codeword \( Y = \{W_{12}^{(1)} \oplus W_{12}^{(2)}, W_{13}^{(2)} \oplus W_{23}^{(2)}\} \)
with rate \( \rho \) is sent.

The CACM scheme described above provides an optimal placement and delivery strategy for the two-request network at the memory-rate pairs
\[
(M, R) \in \left\{ \left(0, 3\rho\right), \left(\frac{1}{2}\rho, 2\rho\right), \left(\rho', \frac{3}{2}\rho\right) \right\},
\]
which is proved in Appendix L. As in [3], through memory-sharing, the lower convex envelope of the points given above
is achievable, resulting in the following peak delivery rate \( R_{L_2}(M, \rho') \):
\[
R_{L_2}(M, \rho') = \begin{cases} 
3\rho' - 2M, & M \in [0, \frac{1}{2}\rho'] \\
\frac{3}{2}\rho' - M, & M \in [\frac{1}{2}\rho', \frac{3}{2}\rho'] \\
2\rho' - \frac{3}{2}M, & M \in [\frac{3}{2}\rho', 3\rho'] \end{cases}
\]  
(27)

It is shown in Appendix L that the peak rate given in (27) results in zero gap to optimality for \( M \in [0, \frac{3}{2}\rho'] \).

### C. Optimality Results

As in Sec. VI, we evaluate the performance of the proposed GW-MR scheme by comparing its achievable rate \( R_{GW-MR}(M) \), defined in (17), with a lower bound on the optimal peak rate-memory function, \( R^*(M) \).

#### 1) Lower Bound on \( R^*(M) \):

**Theorem 12:** In the three-file two-receiver network with library distribution \( p(x_1, x_2, x_3) \), for a given cache capacity \( M \), a lower bound on \( R^*(M) \), the optimal peak rate-memory function, is given by
\[
R_{LB}^*(M) = \inf \left\{ R : R \geq \max_{i,j} H(X_i, X_j) - 2M, \right. \right.
R \geq \frac{1}{2} \left( \max_{i,j} H(X_i, X_j) - M \right),
R \geq \frac{1}{3} \left( H(X_1, X_2, X_3) - M \right),
R \geq \frac{1}{2} \left( H(X_1, X_2, X_3) + \max_i H(X_i) \right) - M \right\}.
\]

**Proof:** The proof is given in Appendix M.

**Remark 6:** Particularizing the lower bound in Theorem 12 to i.i.d. sources meets the bound derived in [35].

#### 2) Optimality of the Proposed GW-MR Scheme:

The following theorem characterizes the performance of the proposed GW-MR scheme described in Sec. VII-A for different regions of \( M \), and delineates the cache capacity region for which the scheme is optimal or near-optimal.

**Theorem 13:** In the three-file two-receiver network, let \( \tilde{\rho} = (\rho_0, \rho', \tilde{\rho}, \tilde{\rho}, \tilde{\rho}) \) be a symmetric rate-tuple in the three-file Gray-Wyner rate region, such that
\[
\tilde{\rho} \in \left\{ \rho \in \mathcal{S}_{GW} : \rho_0 + 3\rho' + 3\rho = H(X_1, X_2, X_3), \right. \right.
\rho \text{ is maximized} \right\}
\]
(28)

Then, for \( M \in \left[ H(X_1, X_2, X_3) - \frac{3}{2}\tilde{\rho}, H(X_1, X_2, X_3) \right] \),
the proposed GW-MR scheme is optimal, i.e., \( R_{GW-MR}(M) = R^*(M) \).
In addition, for \( M \in \left[ 0, \rho_0 + \frac{1}{2}(\tilde{\rho} + \tilde{\rho}) \right] \),
\[
R_{GW-MR}(M) - R^*(M) \leq \frac{1}{2} \min_i H(X_j, X_k | X_i) - \tilde{\rho},
\]
and for \( M \in \left[ \rho_0 + \frac{1}{2}(\tilde{\rho} + \tilde{\rho}), H(X_1, X_2, X_3) - \frac{3}{2}\tilde{\rho} \right) \),
we have
\[
R_{GW-MR}(M) - R^*(M) \leq \frac{1}{4} \min_i H(X_j, X_k | X_i) - \frac{1}{2}\tilde{\rho}.
\]

**Proof:** The proof is given in Appendix N.

**Remark 7:** Theorem 13 suggests that operating at a symmetric point for which \( \rho_0 + 3\rho' + 3\rho = H(X_1, X_2, X_3) \),
and where the rate corresponding to the descriptions in the private sublibrary is maximized, increases the memory region where the GW-MR scheme is optimal, and also decreases the gap to optimality for other values of the memory. This is analogous to the conclusion reached in Remark 3, where we showed that for two correlated files it is desirable to maximize the rate of the smallest private description subject to an equivalent condition on the sum rate of the entire descriptions.

The next corollary particularizes Theorem 13 for a specific 3-DMS.

**Corollary 6:** Consider a three-file two-receiver network with \( X_1 = (V, U_1, U_2, X_1' \}), X_2 = (V, U_2, U_3, X_2', \}) \), and \( X_3 = (V, U_1, U_3, X_3') \),
such that
\[
H(X_1') = H(X_2') = H(X_3') = H_x,
H(U_1) = H(U_2) = H(U_3) = H_u,
\]
and where \( \{ X'_1, X'_2, X'_3, U_1, U_2, U_3, V \} \) are all mutually independent. The proposed GW-MR scheme is optimal under the peak rate criterion, i.e., \( R_{GW-MR}(M) = R^*(M) \), when

\[
M \in \left[ 0, \hat{M} \right] \cup \left[ \hat{M} + \frac{3}{2} H_u, H(X_1, X_2, X_3) \right],
\]

\[
\hat{M} = H(V) + \frac{3}{2} H_u + \frac{3}{2} H_\cdot.
\]

(29)

For any other \( M \), we have

\[
R_{GW-MR}(M) - R^*(M) \leq \frac{1}{4} H_u.
\]

Proof: See Appendix P.

Remark 8: For the 3-DMS considered in Corollary 6, operating the Gray-Wyner network at a point \( \rho \in \mathcal{S}_{GW} \) such that \( \rho_0 = H(V) \), \( \rho' = H_u \) and \( \rho = H_\cdot \), leads to a set of descriptions that is equivalent to the library considered in [15], where each file is composed of four independent descriptions: i) one that is common among all files, ii) two descriptions that are common with only one other file, and finally iii) one that is exclusive to that file. While the scheme proposed in [15] is designed for arbitrary number of files and receivers, its performance evaluation requires numerical optimization. For the three-file two-receiver setting, we are able to derive a closed-form expression for the achievable peak rate in Theorem 11, and we establish its optimality in Corollary 6. In Sec. VIII-B, we numerically show that our proposed GW-MR scheme outperforms the scheme in [15].

VIII. ILLUSTRATION OF RESULTS

In this section, we numerically illustrate the results derived in the previous sections for the two-file and three-file networks under symmetric binary sources.

A. Two-File Network

Consider, as a 2-DMS, a doubly symmetric binary source (DSBS) with joint pmf

\[
p(x_1, x_2) = \begin{cases} 
\frac{1}{2} (1 - p_0), & (x_1, x_2) \in \{(0, 0), (1, 1)\} \\
\frac{1}{2} p_0, & (x_1, x_2) \in \{(0, 1), (1, 0)\}
\end{cases}
\]

and parameter \( p_0 \in [0, \frac{1}{2}] \). Then,

\[
H(X_1) = H(X_2) = 1,
\]

\[
H(X_1|X_2) = H(X_2|X_1) = h(p_0),
\]

\[
H(X_1, X_2) = 1 + h(p_0),
\]

where \( h(p) = -p \log(p) - (1 - p) \log(1 - p) \) is the binary entropy function. Even for the simple source considered here, the optimal Gray-Wyner rate region is not known. An achievable region for a DSBS restricted to the plane \( \{(\rho_0, \rho_1, \rho_2) : \rho_1 = \rho_2 = \rho \} \) was derived in [36], which is described by the set of rate triplets \( \rho_0, \rho_1, \rho_2 \) with \( p_0 \) given by

\[
\rho_0 \geq \begin{cases} 
1 + h(p_0) - 2\rho, & 0 \leq \rho < h(p_1) \\
h(p_1) \leq \rho \leq 1
\end{cases}
\]

(30)

where \( p_1 = \frac{1}{2} (1 - \sqrt{(1 - 2p_0)}) \), and

\[
f(\rho) \triangleq 1 + h(p_0) + p_0 \log \left( \frac{p_0}{2} \right) + \left( h^{-1}(\rho) - \frac{p_0}{2} \right) \log \frac{h^{-1}(\rho) - \frac{p_0}{2}}{\frac{p_0}{2}} + \left( 1 - h^{-1}(\rho) - \frac{p_0}{2} \right) \log \frac{1 - h^{-1}(\rho) - \frac{p_0}{2}}{\frac{p_0}{2}}.
\]

We compare the peak and average rates achieved by the proposed GW-MR scheme, \( R_{GW-MR}(M) \) and \( \hat{R}_{GW-MR}(M) \), given in Theorems 9 and 10, with: i) Correlation-Unaware CACM, which refers to the best known CACM scheme proposed for independent files (a combination of [29] and [30] for peak rate, and [30] for average rate), ii) MR Lower Bound, which refers to the lower bound on the MR rate-memory functions \( R_{LB}(M, \rho) \) and \( \hat{R}_{LB}(M, \rho) \), given in Theorem 2, for the operating point \( \rho \) of the proposed GW-MR scheme, i.e., the \( \rho \) that minimizes \( R_{MR}(M, \rho) \) and \( \hat{R}_{MR}(M, \rho) \) (see (17) and (18)), and iii) Optimal Lower Bound, which refers to the lower bound on the optimal rate-memory functions \( \bar{R}^{LB}(M) \) and \( \bar{R}^{LB}(M) \), given in Theorem 8.

The peak and average rate-memory trade-offs in a two-file network with \( K = 5 \) receivers are shown in Fig. 4 for a DSBS with \( p_0 = 0.2 \). In line with Theorem 9 and for \( M_K \) defined in (19), Fig. 4 shows that the proposed GW-MR scheme meets the optimal peak rate-memory function \( R^*(M) \), when \( M \leq M_5 = 0.1 \) and \( M \geq (H(X_1, X_2) - 2M_5) = 1.52 \), and it meets the optimal average rate-memory function \( \bar{R}^*(M) \), when \( M \geq (H(X_1, X_2) - 2M_5) = 1.52 \). Note that the correlation-unaware CACM is strictly suboptimal for all \( M \).

Fig. 5 displays the peak and average rate-memory trade-offs in a two-file two-receiver network with \( p_0 = 0.2 \). In line with Theorem 9, it is observed that the proposed GW-MR scheme meets the lower bound on the optimal peak rate-memory function \( R^*(M) \) (and is hence optimal) when \( M \leq M_2 = 0.25 \) and \( M \geq (H(X_1, X_2) - 2M_2) = 1.21 \). In terms of average rate, and in line with Theorem 10, the GW-MR scheme meets the lower bound on the average rate-memory function \( \bar{R}^*(M) \) (and is hence optimal) when \( M \geq (H(X_1, X_2) - 2M_2) = 1.21 \).

In addition, it is observed from the figure that the proposed GW-MR scheme achieves the lower bounds on the MR peak and average rate-memory functions, \( \bar{R}^{LB}(M, \rho) \) and \( \hat{R}^{LB}(M, \rho) \), respectively, for all values of the memory, which is in agreement with Corollaries 3 and 4.

B. Three-File Network

For the three-file network we consider a 3-DMS as follows. Let \( V \sim \text{Bern}(0.5) \), and \( X_1, X_2 \) and \( X_3 \), be the outputs of independent Binary Symmetric Channels (BSCs) with crossover probabilities \( p_0 \in [0, 0.5] \), fed by the same input \( V \). Therefore, \( p(x_1, x_2, x_3|v) = p_1(x_1|v)p_2(x_2|v)p_3(x_3|v) \), \( x_1, x_2, x_3 \in \{0, 1\} \), where

\[
p_1(x_1|v) = \begin{cases} 
1 - p_0, & x_1 = v \\
p_0, & x_1 \neq v.
\end{cases}
\]

The joint pmf of the binary source is

\[
p(x_1, x_2, x_3) = \frac{1}{2} p_0^s(1 - p_0)(3-s) + \frac{1}{2} p_0(3-s)(1 - p_0)s,
\]

(31)
which are achieved as follows:

\[ \rho \mathcal{X} \begin{cases} H(X_1, X_2, X_3), 0, 0 \end{cases} , \begin{cases} 0, 0, H_x \end{cases} , \begin{cases} H_x, \frac{1}{3} H(X_2 | X_1), \frac{1}{3} H(X_3 | X_1, X_2) \end{cases} , \begin{cases} H_x, 0, \frac{2}{3} H(X_2 | X_1) \end{cases} \]

(32)

with \( s = x_1 + x_2 + x_3 \). Similar to the derivation in [36], an achievable Gray-Wyner rate region for this 3-DMS restricted to the symmetrical plane \( \{ \rho : \rho_{12} = \rho_{13} = \rho_{23} = \rho' , \rho_1 = \rho_2 = \rho_3 = \rho \} \), can be described by the following set of rate-tuples

\[ (\rho_0, \rho', \rho) \in \{ (H(X_1, X_2, X_3), 0, 0) , (0, 0, H_x) , (H_x, \frac{1}{3} H(X_2 | X_1), \frac{1}{3} H(X_3 | X_1, X_2) ) , (H_x, 0, \frac{2}{3} H(X_2 | X_1) ) \} \]

which are achieved as follows:

- \( \{ H(X_1, X_2, X_3), 0, 0 \} \) is achieved by simply transmitting \((X_1^F, X_2^F, X_3^F)\) over the common-to-all link without using the common-to-two and private links.
- \( \{ 0, 0, H_x \} \) is achieved by transmitting \( X_1^F \), \( X_2^F \) and \( X_3^F \) over the private links to Gray-Wyner decoders 1, 2 and 3, respectively, without using any of the common links.
- \( \{ H_x, \frac{1}{3} H(X_2 | X_1), \frac{1}{3} H(X_3 | X_1, X_2) \} \) is achievable since the following three non-symmetric points are achievable:
  - \( q_1 : \rho_0 = H(X_1), \rho_{12} = \rho_{13} = 0, \rho_{23} = H(X_2 | X_1), \rho_1 = \rho_2 = 0, \rho_3 = H(X_3 | X_1, X_2) \).
  - \( q_2 : \rho_0 = H(X_2), \rho_{12} = \rho_{23} = 0, \rho_{13} = H(X_3 | X_2), \rho_2 = \rho_3 = 0, \rho_1 = H(X_1 | X_2, X_3) \).
  - \( q_3 : \rho_0 = H(X_3), \rho_{13} = \rho_{23} = 0, \rho_{12} = H(X_1 | X_3), \rho_1 = \rho_2 = 0, \rho_3 = H(X_2 | X_1, X_3) \).

To see this, we describe how point \( q_1 \) can be achieved. By transmitting \( W_{123} = X_1^F \) over the common-to-all link, and then transmitting \( W_{23} \) over the common-to-two link to decoders 2 and 3 (with rate \( H(X_2 | X_1) \)), decoder 1 losslessly reconstructs \( X_1^F \), and decoders 2 and 3 reconstruct \( X_2^F \). Finally, by transmitting \( W_3 \) over the private link to decoder 3 (with rate \( H(X_3 | X_1, X_2) \)), it can reconstruct file \( X_3^F \). Given the achievability of the three points \( q_1, q_2 \) and \( q_3 \), their centroid is also achievable, and it lies on the symmetric Gray-Wyner rate region \( \mathcal{S}_{SGW} \).

- \( q_4 : \rho_0 = H(X_1), \rho_{12} = \rho_{13} = \rho_{23} = 0, \rho_1 = 0, \rho_2 = H(X_2 | X_1), \rho_3 = H(X_3 | X_1) \).
- \( q_5 : \rho_0 = H(X_2), \rho_{12} = \rho_{13} = \rho_{23} = 0, \rho_1 = H(X_1 | X_2), \rho_2 = 0, \rho_3 = H(X_3 | X_2) \).
- \( q_6 : \rho_0 = H(X_3), \rho_{12} = \rho_{13} = \rho_{23} = 0, \rho_1 = H(X_1 | X_3), \rho_2 = H(X_2 | X_3), \rho_3 = 0 \).

To see this, we describe how point \( q_4 \) can be achieved. By transmitting \( W_{123} = X_1^F \) over the common-to-all link, all three decoders can losslessly reconstruct \( X_1^F \). Then, by transmitting \( W_2 \) and \( W_3 \) over the private links to
decoders 2 (with rate $H(X_2|X_1)$) and decoder 3 (with rate $H(X_3|X_1)$), respectively, decoder 2 reconstructs $X_2^F$, and decoder 3 reconstructs $X_3^F$. Given the achievability of the three points $\varrho_3, \varrho_5$ and $\varrho_6$, their centroid is also achievable, and it lies on the symmetric Gray-Wyner rate region $\Theta_{SGW}$.

Figs. 6(a) and 6(b) display the rate-memory trade-off as the memory size varies for a network with three files and two receivers. Fig. 6(a) considers a 3-DMS distributed as (31) with $p_0=0.05$, and compares the peak rate achieved with the proposed GW-MR scheme, $R_{GW-MR}(M)$, with the lower bound on $R^*(M)$ given in Theorem 12, and the optimal CACM scheme proposed for independent files in [30]. The peak rate achieved by the GW-MR scheme, defined in (23), is computed with respect to the achievable Gray-Wyner rate region described by the points in (32). From the figure, we observe that the proposed scheme is optimal when $M \geq 1.63$, which coincides with Theorem 13, for which $\tilde{\varrho} = 0.12$ and $H(X_1, X_2, X_3) - \frac{3}{2} \tilde{\varrho} = 1.81 - \frac{3}{2} (0.12) = 1.63$. Moreover, the gap to optimality is less than $\frac{1}{2} H(X_1, X_2 | X_3) - \tilde{\varrho} = 0.29$, as stated in Theorem 13. We note that the results in Fig. 6(a) correspond to the achievable rate region given in (32), however, a smaller gap can be achieved with an improved Gray-Wyner rate region.

Fig. 6(b) displays the results for the 3-DMS given in Corollary 6 for $H_2 = H_1 = 2H(V) = 1$. It is observed that the proposed GW-MR scheme is optimal for all $M \in [0, 1] \cup [1.43, 3]$, and it is within a 0.07 gap to optimality for other memory sizes, which is in line with the results in Corollary 6, for which $M = 1$. The plot shows that our proposed GW-MR scheme outperforms the correlation-aware scheme in [15] for all memory sizes.

IX. CONCLUDING REMARKS

In this paper, we have studied the fundamental rate-memory trade-off in cache-aided communication systems under the assumption of correlated content. We have proposed a class of schemes based on a two-step source coding approach, in which files are first compressed using Gray-Wyner source coding, and then, the encoded descriptions are treated as independent content by a multiple-request cache-aided coded multicast scheme. We have characterized the rate-memory trade-off of such schemes, and analyzed the optimality of the overall proposed scheme with respect to a lower bound and proved its optimality or bounded its gap to optimality for different memory regimes. For the two-file network, we have shown that the two-step scheme is optimal for small and large caches sizes, and it is within half of the conditional entropy for all other memory values. The optimality holds for the regime of large memory in the three-file network, and the gap to optimality is less than the joint entropy of two of the sources conditioned on the third source elsewhere.

Extension of our results to a setting with arbitrary number of files and designing corresponding MR schemes is currently under investigation. As an interesting direction for future work, one could extend the study of cache-aided content delivery over a noisy broadcast channel, where each file in the library is composed of multiple independent descriptions as in [15], to a library content generated by a N-DMS with arbitrary joint distribution transmitted over a noisy broadcast channel.

APPENDIX A

OPTIMAL CACHE ALLOCATION FOR TWO FILES AND PROOF OF THEOREM 3

In this Appendix, we prove the optimality of the cache allocation described in Sec. V-B and compute the corresponding MR peak and average rates given in Theorem 3. Recall that as explained in Sec. V-B, the proposed MR scheme for two files caches and delivers content from sublibraries $L_1$ and $L_2$ independently, as follows:

- Common Sublibrary $L_2$: Since the common description $W_0$ is required for the lossless reconstruction of either file, for any demand vector $d$, it is required by all of the receivers. Therefore, for the common sublibrary it is optimal that all receivers cache the the same part of $W_0$ and to deliver the remaining part with naive multicasting. Let $\mu_0 \in [0, \min\{M, \rho_0\}]$ denote the portion of memory allocated to sublibrary $L_2$. Then, each receiver caches the
first $\mu_0 F$ bits of $W_0$, and for any demand the remaining $(\rho_0 - \mu_0)F$ bits are delivered through uncoded multicast transmissions.

- Private Sublibrary $L_1$: Let $\mu \in [0, \min\{M, \rho_1 + \rho_2\}]$ denote the portion of the memory allocated to sublibrary $L_1$. Then, the private descriptions $\{W_1, W_2\}$, with rates $\rho_1$ and $\rho_2$, are cached and delivered based on a correlation-unaware CACM scheme. Let $R_{ach}(\mu, \rho_1, \rho_2)$ and $\bar{R}_{ach}(\mu, \rho_1, \rho_2)$ denote the achievable peak and average rates, respectively, for cache capacity $\mu$.

Under the peak rate criterion, for a given cache capacity $M$, the cache allocations $\mu_0$ and $\mu$ satisfy $\mu_0 + \mu = M$, and are optimally determined from the following optimization problem:

$$R_{MR}(M, \varrho) = \min_{\mu_0, \mu} \rho_0 - \mu_0 + R_{ach}(\mu, \rho_1, \rho_2)$$

s.t.

$$\begin{align*}
0 & \leq \mu_0 \leq \rho_0, \\
0 & \leq \mu \leq \rho_1 + \rho_2.
\end{align*}$$

(33)

For any $M \in [0, \rho_0 + \rho_1 + \rho_2]$, using the classical Lagrange multipliers method, and for

$$M^* \triangleq \min \left\{ M : \left. \frac{\partial}{\partial M} R_{ach}(M, \rho_1, \rho_2) \right| < 1 \right\},$$

(34)

the optimal solution to (33) is as follows

$$\begin{align*}
(\mu_0^*, \mu^*) &= \begin{cases} 
(0, M^*) & \text{if } M \in [0, M^*), \\
(M - \rho_1 - \rho_2)^+, \min\{M, \rho_1 + \rho_2\} & \text{if } M \in [M^*, \rho_0 + M^*], \\
\min\{M, \rho_0\}, (M - \rho_0)^+ & \text{if } M \in [\rho_0 + M^*, \rho_0 + \rho_1 + \rho_2]
\end{cases}
\end{align*}$$

(35)

and the achievable rate provided in Theorem 3 is given by $R_{MR}(M, \varrho) = \rho_0 - \mu_0^* + R_{ach}(\mu^*, \rho_1, \rho_2)$ for $\mu_0^*$ and $\mu^*$ given in (35).

The slope of the tangent line to the rate functions $R_{ach}(\mu, \rho_1, \rho_2)$ and $\rho_0 - \mu_0$ corresponding to the schemes used for sublibraries $L_1$ and $L_2$, respectively, is a measure of their effectiveness in reducing the overall delivery rate. Given that $R_{ach}(\mu, \rho_1, \rho_2)$ is a monotonically decreasing convex function, for small cache sizes, its slope (in absolute value) is larger than the one corresponding to the common sublibrary. Therefore, for $M < M^*$ it is preferable to allocate the entire cache capacity to the private sublibrary. As the memory increases the relative order of the two slopes switches such that the multicast delivery of the common description becomes more effective in reducing the rate. At this point the additional memory is allocated to the common sublibrary, until it is fully stored.

Under the average rate criterion, the optimal cache allocation is derived through an optimization problem similar to (33), but with respect to $\bar{R}_{ach}(\mu, \rho_1, \rho_2)$. This optimization leads to a solution $(\mu_0^*, \mu^*)$ similar to (35) with $M^*$ replaced by $M^*_{LB}$ defined in (11). Then the MR average rate in Theorem 3 is given by $\bar{R}_{MR}(M, \varrho) = \rho_0 - \mu_0^* + \bar{R}_{ach}(\mu^*, \rho_1, \rho_2)$.

**APPENDIX B**

**Proof of Theorem 6**

The proof follows from comparing $R_{MR}(M, \varrho)$, the peak rate achieved by the proposed MR scheme given in Theorem 4, with $R_{MR}^{LB}(M, \varrho)$, the lower bound on the MR peak rate-memory function given in Theorem 2, over different regions of the memory. As per Theorem 2, a lower bound on $R_{MR}^{LB}(M, \varrho)$ for the setting with two files and $K$ receivers is given by

$$R_{MR}^{LB}(M, \varrho) = \begin{cases} 
\rho_0 + \rho_1 + \rho_2 - 2M, & \text{if } M \in [0, \gamma), \\
\rho_0 + \frac{1}{2}(\rho_1 + \rho_2 + \max\{\rho_1, \rho_2\}) - M, & \text{if } M \in [\gamma, \lambda), \\
\frac{1}{2}(\rho_0 + \rho_1 + \rho_2 - M), & \text{if } M \in [\lambda, \rho_0 + \rho_1 + \rho_2]
\end{cases}$$

(36)

where

$$\gamma \triangleq \frac{1}{2}\min\{\rho_1, \rho_2\},$$

$$\lambda \triangleq \rho_0 + \rho_1 + \rho_2 - 2\gamma = \rho_0 + \max\{\rho_1, \rho_2\}. $$

(37)

For $\gamma_K$ and $\lambda_K$ defined in (14), when $K \geq 2$ we have $\gamma \leq \gamma_K \leq \lambda_K \leq \lambda_K$. Therefore, for a given $\varrho = (\rho_0, \rho_1, \rho_2)$:

(i) When $M \in [0, \gamma_K)$,

$$R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \leq \rho_0 + \rho_1 + \rho_2 - 2M - (\rho_0 + \rho_1 + \rho_2 - 2M) = 0.$$

(ii) When $M \in [\gamma_K, \gamma)$,

$$R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \leq \rho_0 + \rho_1 + \rho_2 - \frac{1}{K}\min\{\rho_1, \rho_2\} - M - \left(\rho_0 + \rho_1 + \rho_2 - 2M\right) = M - \frac{1}{K}\min\{\rho_1, \rho_2\}$$

$$\leq \frac{1}{2} - \frac{1}{K}\min\{\rho_1, \rho_2\}, $$

(38)

where (a) follows from the fact that $M \leq \gamma = \frac{1}{2}\min\{\rho_1, \rho_2\}$.

(iii) When $M \in [\gamma, \lambda)$,

$$R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \leq \rho_0 + \rho_1 + \rho_2 - \frac{1}{K}\min\{\rho_1, \rho_2\} - M - \left(\rho_0 + \rho_1 + \rho_2 + \max\{\rho_1, \rho_2\} - M\right)$$

$$= \frac{1}{2} - \frac{1}{K}\min\{\rho_1, \rho_2\}.$$

(39)
(iv) When $M \in \left[ \lambda, \lambda_K \right]$, 
\[ R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \leq \rho_0 + \rho_1 + \rho_2 - \frac{1}{K} \min(\rho_1, \rho_2) - M \]
\[ - \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 - M \right) \]
\[ = \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 - M \right) - \frac{1}{K} \min(\rho_1, \rho_2) \]
\[ \leq \left( \frac{1}{2} - \frac{1}{K} \right) \min(\rho_1, \rho_2), \] (40)

where (b) follows since $M \geq \lambda = \rho_0 + \max\{\rho_1, \rho_2\}$.

(v) When $M \in \left[ \lambda_K, \rho_0 + \rho_1 + \rho_2 \right]$, 
\[ R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \leq \frac{1}{2} (\rho_0 + \rho_1 + \rho_2 - M) \]
\[ - \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 - M \right) = 0. \] (41)

It is observed that for any $\varrho$, when
\[ M \in \left[ 0, \frac{1}{K} \min(\rho_1, \rho_2) \right] \cup \left[ \rho_0 + \rho_1 + \rho_2 - \frac{2}{K} \min(\rho_1, \rho_2), \rho_0 + \rho_1 + \rho_2 \right], \]
we have $R_{MR}(M, \varrho) = R_{MR}^{\ast}(M, \varrho) = R_{MR}^{LB}(M, \varrho)$, and in the remaining memory region
\[ R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \leq R_{MR}(M, \varrho) - R_{MR}^{LB}(M, \varrho) \]
\[ \leq \left( \frac{1}{2} - \frac{1}{K} \right) \min(\rho_1, \rho_2). \]

APPENDIX C

UPPER BOUND ON $R_{ach}(M, \rho_1, \rho_2)$

In this appendix, we describe in detail the scheme adopted for the private sublibrary $L_1$ when considering the peak rate criterion, which is used to evaluate the performance of the proposed MR scheme for two files in Sec. V-B. The scheme adopted for sublibrary $L_1$ is based on memory-sharing among generalizations of the correlation-unaware CACM schemes proposed in [29] and [30] to files with unequal lengths. The generalization is done by dividing the larger file into two parts such that one part is equal in size to the smaller file. Then, this part and the smaller file are cached and delivered according to a CACM scheme available in the literature designed for equal-length files, while the remaining part of the larger file is stored in the caches only for large enough cache capacities.

We note that since, for a setting with independent files, each of the schemes proposed in [29] and [30] is optimal (or close to optimal) for a different regime of the memory, for the generalization we use a combination of both schemes. Specifically, for small cache sizes we use a generalization of the scheme in [29], and for large cache sizes we use a generalization of the scheme proposed in [30]. The resulting scheme achieves a peak rate, $R_{ach}(M, \rho_1, \rho_2)$, whose upper bound is given in the following theorem.

Theorem 14: In the two-file $K$-receiver network, for a given cache capacity $M$ and files with rates $\rho_1$ and $\rho_2$, an upper bound on $R_{ach}(M, \rho_1, \rho_2)$ is given by
\[ R_{ach}(M, \rho_1, \rho_2) \leq \left\{ \begin{array}{ll}
\rho_1 + \rho_2 - 2M, & M \in \left[ 0, \frac{1}{K} \min(\rho_1, \rho_2) \right) \\
\rho_1 + \rho_2 - \frac{1}{K} \min(\rho_1, \rho_2) - M, & M \in \left[ \frac{1}{K} \min(\rho_1, \rho_2), \rho_1 + \rho_2 - \frac{2}{K} \min(\rho_1, \rho_2) \right) \\
\frac{1}{2} (\rho_1 + \rho_2 - M), & M \in \left[ \rho_1 + \rho_2 - \frac{2}{K} \min(\rho_1, \rho_2), \rho_1 + \rho_2 \right). 
\end{array} \right. \] (42)

Proof: For the purposes of our analysis we only provide the caching and delivery strategies for cache sizes
\[ M \in \left\{ 0, \frac{1}{K} \min(\rho_1, \rho_2), \rho_1 + \rho_2 - \frac{2}{K} \min(\rho_1, \rho_2), \rho_1 + \rho_2 \right\}, \] (43)

and upper bound the peak rate by memory-sharing among the corresponding achievable rates. For a setting with two files and $K \geq 2$ receivers, the scheme operates as follows:

- $M = 0$: In the worst case, i.e., when at least two of the receivers request different files, the sender multicasts both files over the shared link with a total rate of $\rho_1 + \rho_2$.
- $M = \frac{1}{K} \min(\rho_1, \rho_2)$: File $W_i$, with $i \in \{1, 2\}$, is divided into $2K + 1$ packets.
  - Packets $\{W_i^{(1)}, \ldots, W_i^{(2K)}\}$ with size $\frac{1}{2K} \min(\rho_1, \rho_2)$.
  - Packet $W_i^{(2K+1)}$ with size $\rho_1 - \min(\rho_1, \rho_2)$.

As in [29] and [31], receiver $k \in \{1, \ldots, K\}$, fills its cache as
\[ Z_k = \{W_1^{(2k-1)} \oplus W_2^{(2k-1)}, W_1^{(2k)} \oplus W_2^{(2k)}\}, \] (44)

where the symbol $\oplus$ denotes the bitwise XOR operation. The multicast codeword results from concatenating: i) a codeword designed based on the delivery strategy in [31, Sec. V.B], with rate $2 \left(1 - \frac{1}{K} \right) \min(\rho_1, \rho_2)$, and ii) packets $W_i^{(2K+1)}$ and $W_i^{(2K+1)}$, with rate $\rho_1 + \rho_2 - 2 \min(\rho_1, \rho_2)$. The peak delivery rate is
\[ R_{ach}(M, \rho_1, \rho_2) = 2 \left(1 - \frac{1}{K} \right) \min(\rho_1, \rho_2) + \rho_1 + \rho_2 - 2 \min(\rho_1, \rho_2) \]
\[ = \rho_1 + \rho_2 - \frac{2}{K} \min(\rho_1, \rho_2). \] (45)

- $M = \rho_1 + \rho_2 - \frac{2}{K} \min(\rho_1, \rho_2)$: File $W_i$, with $i \in \{1, 2\}$, is divided into $K + 1$ packets.
  - Packets $\{W_i^{(1)}, \ldots, W_i^{(K)}\}$ with size $\frac{1}{K} \min(\rho_1, \rho_2)$.
  - Packet $W_i^{(K+1)}$ with size $\rho_1 - \min(\rho_1, \rho_2)$.

Similar to the strategy in [30], receiver $k$’s cache is filled as
\[ Z_k = \{W_1^{(j)}, W_2^{(j)} : j = 1, \ldots, k-1, k+1, \ldots, K + 1\}. \] (46)

For any demand realization, when receivers request the same file or different files, the sender transmits a
For $\gamma_K$ and $\lambda_K$ defined in (14), and for $\bar{\gamma}_K$ defined in (16), when $K \geq 2$ we have $2\gamma_K \leq \bar{\gamma}_K \leq \bar{\gamma}_K \leq \lambda \leq \lambda_K$. Therefore, for a given $\rho = (\rho_0, \rho_1, \rho_2)$:

(i) When $M \in \left[0, 2\gamma_K\right)$,

$$\bar{R}_{MR}(M, \rho) - \bar{R}_{LB}_{MR}(M, \rho) \leq \rho_0 + \left(1 - \frac{1}{2\gamma_K}\right)(\rho_1 + \rho_2) - \left(\frac{3}{4} - \frac{2}{K}\right)M$$

$$- \left(\rho_0 + \frac{\gamma}{2}\left(\rho_1 + \rho_2 - M\right)ight)$$

(ii) When $M \in \left[2\gamma_K, \bar{\gamma}_K\right)$,

$$\bar{R}_{MR}(M, \rho) - \bar{R}_{LB}_{MR}(M, \rho) \leq \rho_0 + \left(1 - \frac{1}{2\gamma_K}\right)(\rho_1 + \rho_2) - \left(1 - \frac{4}{2\gamma_K}\right)\gamma_K - M$$

$$- \left(\rho_0 + \frac{\gamma}{2}\left(\rho_1 + \rho_2 - M\right)ight)$$

$$= \left(1 - \frac{1}{2\gamma_K}\right)(\rho_1 + \rho_2 - 4\gamma_K)$$

$$\leq \left(\frac{1}{4} - \frac{1}{2\gamma_K}\right)(\rho_1 + \rho_2).$$

(iii) When $M \in \left[\bar{\gamma}_K, \lambda\right)$,

$$\bar{R}_{MR}(M, \rho) - \bar{R}_{LB}_{MR}(M, \rho) \leq \left(1 - \frac{1}{2\gamma_K}\right)\left(\rho_0 + \rho_1 + \rho_2 - M\right) - \left(1 - \frac{4}{2\gamma_K}\right)\gamma_K$$

$$- \left(\rho_0 + \frac{\gamma}{2}\left(\rho_1 + \rho_2 - M\right)\right)$$

$$\leq \left(\frac{1}{4} - \frac{1}{2\gamma_K}\right)(\rho_1 + \rho_2) - \left(1 - \frac{K + 2}{2\gamma_K}\right)\gamma_K$$

$$\leq \left(\frac{1}{4} - \frac{1}{2\gamma_K}\right)(\rho_1 + \rho_2),$$

where (b) follows due to the fact that $M < \bar{\gamma} = \rho_0 + \min\{\rho_1, \rho_2\} = \rho_0 + K\gamma_K$.

(iv) When $M \in \left[\bar{\gamma}, \lambda\right]$.

$$\bar{R}_{MR}(M, \rho) - \bar{R}_{LB}_{MR}(M, \rho) \leq \left(1 - \frac{1}{2\gamma_K}\right)\left(\rho_0 + \rho_1 + \rho_2 - M\right) - \left(1 - \frac{2}{2\gamma_K}\right)\gamma_K$$

$$- \left(\rho_0 + \frac{\gamma}{2}\left(\rho_1 + \rho_2 - M\right)\right)$$

$$\leq \left(\frac{1}{4} - \frac{1}{2\gamma_K}\right)\left(\rho_0 + \max\{\rho_1, \rho_2\} - M\right)$$

$$+ \left(\frac{1}{2} - \frac{1}{2\gamma_K}\right)\left(\min\{\rho_1, \rho_2\} - 2\gamma_K\right)$$

$$\leq \left(\frac{1}{4} - \frac{1}{2\gamma_K}\right)\max\{\rho_1, \rho_2\} + \frac{1}{4}\min\{\rho_1, \rho_2\} - \left(1 - \frac{2}{2\gamma_K}\right)\gamma_K$$

$$\leq \left(\frac{1}{4} - \frac{1}{2\gamma_K}\right)\max\{\rho_1, \rho_2\} + \frac{1}{4}\min\{\rho_1, \rho_2\}.$$
\[-\frac{1}{2K} \min \{\rho_1, \rho_2\}\]
\[= \left(\frac{1}{4} - \frac{1}{2K}\right) (\rho_1 + \rho_2), \tag{53}\]

where \((e)\) follows due to the fact that \(M \gtrless \bar{y} = \rho_0 + \min \{\rho_1, \rho_2\}\), and \((d)\) follows since \(\frac{1}{K} \left(1 - \frac{1}{2^K}\right) \geq \frac{1}{2K}\) for \(K \geq 2\).

(v) When \(M \in \left[\lambda, \lambda_K\right]\),
\[
\bar{R}_{MR}(M, \theta) - \bar{R}^{LB}_{MR}(M, \theta)
\leq \left(1 - \frac{1}{2K}\right) (\rho_0 + \rho_1 + \rho_2 - M) - \frac{1}{2} (\rho_0 + \rho_1 + \rho_2 - M)
\leq \left(\frac{1}{2} - \frac{1}{2K}\right) (\rho_0 + \rho_1 + \rho_2 - 2\gamma_K - M)
\leq \left(\frac{1}{2} - \frac{1}{2K}\right) (K - 2) \gamma_K
\leq \left(\frac{1}{4} - \frac{1}{2K}\right) (\rho_1 + \rho_2), \tag{54}\]

where \((e)\) follows due to the fact that \(M \gtrless \lambda = \rho_0 + \max \{\rho_1, \rho_2\}\), and \((f)\) follows since \(\min \{\rho_1, \rho_2\} \leq (\rho_1 + \rho_2)/2\), and since \((\frac{1}{2} - \frac{1}{2K})(\frac{1}{2} - \frac{1}{K}) \leq \frac{1}{4} - \frac{1}{2K}\) for \(K \geq 2\).

(vi) For \(M \in \left[\lambda_K, \rho_0 + \rho_1 + \rho_2\right]\),
\[
\bar{R}_{MR}(M, \theta) - \bar{R}^{LB}_{MR}(M, \theta) = \frac{1}{2} (\rho_0 + \rho_1 + \rho_2 - M)
- \frac{1}{2} (\rho_0 + \rho_1 + \rho_2 - M) = 0.

It is observed that for any \(\theta\), when
\[
M \in \left[\rho_0 + \rho_1 + \rho_2 - \frac{2}{K} \min \{\rho_1, \rho_2\}, \rho_0 + \rho_1 + \rho_2\right],
we have \(\bar{R}_{MR}(M, \theta) = \bar{R}^{LB}_{MR}(M, \theta) = \bar{R}_{MR}(M, \theta)\), and for all other cache capacities
\[
\bar{R}_{MR}(M, \theta) - \bar{R}^{LB}_{MR}(M, \theta) \leq \bar{R}_{MR}(M, \theta) - \bar{R}^{LB}_{MR}(M, \theta)
\leq \left(\frac{1}{4} - \frac{1}{2K}\right) (\rho_1 + \rho_2).
\]

**APPENDIX E**

**UPPER BOUND ON \(\bar{R}_{ach}(M, \rho_1, \rho_2)\)**

In this appendix, we describe in detail the scheme adopted for the private sublibrary \(L_1\) under the average rate criterion, which is used to evaluate the performance of the proposed MR scheme for two files in Sec. V-B. The scheme adopted for sublibrary \(L_1\) is a generalization of the correlation-unaware CACM scheme proposed in [30] to files with unequal lengths, where as for the peak rate criterion, generalization is done by dividing the larger file into two parts such that one part is equal in length to the smaller file. The resulting scheme achieves an average rate, \(\bar{R}_{ach}(M, \rho_1, \rho_2)\), whose upper bound is given in the following theorem.

**Theorem 15:** In the two-file \(K\)-receiver network, for a given cache capacity \(M\) and files with rates \(\rho_1\) and \(\rho_2\), an upper bound on \(\bar{R}_{ach}(M, \rho_1, \rho_2)\) is given by

\[
\frac{1}{K} \left(1 - \frac{1}{2^K}\right) (\rho_1 + \rho_2 - \frac{2}{3}) M\]
\[\in \left[0, 2\gamma_K\right)\]
\[
\bar{R}_{ach}(M, \rho_1, \rho_2) \leq \begin{cases} (1 - \frac{1}{2K}) (\rho_1 + \rho_2 - M) - \left(\frac{2}{3} - \frac{1}{2K}\right) \gamma_K, \\
\frac{1}{K} (\rho_1 + \rho_2 - M), \\
M \in \left[\rho_1 + \rho_2 - 2\gamma_K, \rho_1 + \rho_2\right]
\end{cases}
\tag{55}\]

for \(\gamma_K = \frac{1}{K} \min \{\rho_1, \rho_2\}\) defined in (14).

**Proof:** For the purposes of our analysis we only provide the caching and delivery strategies for cache sizes
\[
M \in \left\{0, \frac{2}{K} \min \{\rho_1, \rho_2\}, \rho_1 + \rho_2 - \frac{1}{K} \min \{\rho_1, \rho_2\}, \rho_1 + \rho_2\right\}.
\tag{56}\]

and upper bound the average rate by memory-sharing among the corresponding achievable rates. For a setting with two files and \(K \geq 2\) receivers, the scheme operates as follows:

- **\(M = 0\):** In this case, if at least two of the receivers request different files the sender multicasts both files over the shared link, and if all receivers request the same file only one of the files is transmitted, resulting in an average rate equal to
\[
\bar{R}_{ach}(M, \rho_1, \rho_2) = \left(1 - \frac{1}{2K}\right) (\rho_1 + \rho_2) + \frac{1}{2} \rho_1 + \frac{1}{2} \rho_2
\leq \left(1 - \frac{1}{2K}\right) (\rho_1 + \rho_2). \tag{57}\]

- **\(M = \frac{2}{K} \min \{\rho_1, \rho_2\}\):** File \(W_i\), with \(i \in \{1, 2\}\), is divided into \(K + 1\) packets.
  - Packets \(\{W_i(1), \ldots, W_i(K)\}\) with size \(\frac{1}{K} \min \{\rho_1, \rho_2\}\).
  - Packet \(W_i(K+1)\) with size \(\rho_1 - \min \{\rho_1, \rho_2\}\).

As in [30], receiver \(k \in \{1, \ldots, K\}\), fills its cache as \(Z_k = \{W_i(1), W_i(k)\}\). When at least two of the receivers request different files, the multicast codeword results from concatenating: i) a codeword designed based on the delivery strategy in [30, Sec. IVB], with rate \((2 - \frac{3}{K}) \min \{\rho_1, \rho_2\}\), and ii) packets \(W_i(K+1)\) and \(W_2(K+1)\), with rate \(\rho_1 + \rho_2 - 2 \min \{\rho_1, \rho_2\}\). When all receivers request file \(W_i\), the multicast codeword consists of: i) a codeword designed as described in [30, Sec. IVB], with rate \((1 - \frac{1}{K}) \min \{\rho_1, \rho_2\}\), and ii) packet \(W_i(K+1)\) with rate \(\rho_1 - \min \{\rho_1, \rho_2\}\). The average delivery rate is
\[
\bar{R}_{ach}(M, \rho_1, \rho_2) = \frac{2}{K} \left(1 - \frac{1}{2K}\right) \min \{\rho_1, \rho_2\}
+ \left(1 - \frac{2}{2K}\right) (2 - \frac{3}{K}) \min \{\rho_1, \rho_2\}
+ \left(1 - \frac{1}{2K}\right) (\rho_1 + \rho_2 - 2 \min \{\rho_1, \rho_2\})
+ \left(1 - \frac{1}{2K}\right) (\rho_1 + \rho_2)
- \left(3 - \frac{2(2 - K)}{K}\right) \min \{\rho_1, \rho_2\}. \tag{58}\]
• $M = \rho_1 + \rho_2 - \frac{1}{K} \min\{\rho_1, \rho_2\}$: In this case, the cache configuration is the same as for the peak rate given in (46) in Appendix B, and for any demand realization $\mathbf{d}$, the delivery strategy in [30, Sec. IV.B] achieves a rate equal to $\frac{1}{K} \min\{\rho_1, \rho_2\}$, resulting in an average rate of

$$R_{ach}(M, \rho_1, \rho_2) = \frac{1}{K} \min\{\rho_1, \rho_2\}. \quad (59)$$

• $M = \rho_1 + \rho_2$: The files are fully stored at all receivers resulting in zero delivery rate for any demand realization $\mathbf{d}$.

We note that for other cache sizes, the scheme in [30] can be similarly generalized to files with unequal lengths but the corresponding caching and delivery strategies are not provided here. Through memory-sharing the lower convex envelope of the memory-rate pairs

$$\left(M, R_{ach}(M, \rho_1, \rho_2)\right) \in \left\{ \left(0, \left(1 - \frac{1}{2^K}\right)(\rho_1 + \rho_2)\right), \left(\frac{2}{K} \min\{\rho_1, \rho_2\}, \left(1 - \frac{1}{2^K}\right)(\rho_1 + \rho_2) - \frac{3 - 2(2^K - 1)}{2^K} \min\{\rho_1, \rho_2\}\right), \left((\rho_1 + \rho_2 - \frac{2}{K} \min\{\rho_1, \rho_2\}, \frac{1}{K} \min\{\rho_1, \rho_2\}\right); \left((\rho_1 + \rho_2, 0)\right) \right\},$$

is achievable, resulting in the average rate given in (55).

Remark 10: The generalized correlation-unaware scheme presented above, when particularized to $K = 2$ receivers outperforms schemes in the literature that are designed for files with different lengths. Furthermore, when particularized to files with equal lengths, i.e., $\rho_1 = \rho_2$, this scheme coincides with the optimal scheme characterized in [30] for equal-length and independent files.

APPENDIX F

PROOF OF THEOREM 8

We derive the lower bounds on the optimal peak and average rate-memory functions, $R^*(M)$ and $\bar{R}^*(M)$, given in Theorem 8 using the result from Theorem 16 given in Appendix G. Since the number of distinct requested files in the two-file $K$-receiver network is at most two, using Theorem 16, in the following we lower bound $R^*(M)$ and $\bar{R}^*(M)$ with those of the two-file two-receiver network.

I) LOWER BOUND ON $R^*(M)$:

A lower bound on the optimal peak rate-memory function, $R^*(M)$, is obtained by applying Theorem 16 to different sets of $\nu$ demand realizations $\mathbf{d}^{(1)}, \ldots, \mathbf{d}^{(\nu)}$, each taking values among the two worst-case demands $\mathbf{d}_1 = (1, 2)$ and $\mathbf{d}_2 = (2, 1)$. Let $R_{d^{(i)}}^*$ denote the optimal delivery rate of demand $\mathbf{d}^{(i)}$. Then, since $R^*(M) \geq \frac{1}{\nu} \sum_{i=1}^{\nu} R_{d^{(i)}}^*$, a lower bound on $R^*(M)$ is obtained from normalizing the lower bound on the optimal sum rate $\sum_{i=1}^{\nu} R_{d^{(i)}}^*$ given by Theorem 16. Specifically,

• Case (i): For $\nu = 1$ demand $\mathbf{d}^{(1)} = \mathbf{d}_1 = (1, 2)$ with receiver subset $S_1 = \{1\}$, based on Theorem 16, we have $\nu' = 1$, $G_1 = \{1\}$, $S = \{1, 2\}$, and $X_1 = X = \{X_1, X_2\}$. Therefore,

$$R^*(M) \geq R_{d_1}^* \geq H\left(\{x_j : j \in G_1\}\right) + H\left(\tilde{x} | x_1, x_2\right) - |S|M = H(X_1, X_2) - 2M. \quad (60)$$

• Case (ii): For $\nu = 2$ demands $\mathbf{d}^{(1)} = \mathbf{d}_1 = (1, 2)$ and $\mathbf{d}^{(2)} = \mathbf{d}_2 = (2, 1)$, with corresponding receiver subsets $S_1 = S_2 = \{1\}$, based on Theorem 16, we have $\nu' = 2$, $G_1 = \{1\}$, $G_2 = \{2\}$, $S = \{1, 2\}$, $X_1 = X_2 = X_1$, and $X = \{X_1, X_2\}$. Therefore,

$$R^*(M) \geq \frac{1}{2} \left( R_{d_1}^* + R_{d_2}^* \right) \geq \frac{1}{2} \left( H\left(\{x_j : j \in G_1\}\right) + H\left(\tilde{x} | x_1, x_2\right) - |S|M \right) = \frac{1}{2} \left( H(X_1, X_2) - 2M \right). \quad (61)$$

• Case (iii): For $\nu = 2$ demands $\mathbf{d}^{(1)} = \mathbf{d}_1 = (1, 2)$ and $\mathbf{d}^{(2)} = \mathbf{d}_2 = (2, 1)$, with corresponding receiver subsets $S_1 = \{1\}$ and $S_2 = \{2\}$, based on Theorem 16, we have $\nu' = 2$, $G_1 = \{1\}$, $G_2 = \{2\}$, $\tilde{x}_1 = x_2 = x_1$, and $x = \{X_1, X_2\}$. Therefore,

$$R^*(M) \geq \frac{1}{2} \left( R_{d_1}^* + R_{d_2}^* \right) \geq \frac{1}{2} \left( H\left(\{x_j : j \in G_1\}\right) \right) + H\left(\tilde{x} | x_1, x_2\right) - |S|M

H(X_1) + H(X_1, X_2 | X_1) - 2M \right) \right) \right) = \frac{1}{2} \left( H(X_1, X_2) + H(X_1, X_2 | X_1) - 2M \right). (62)$$

From considering the same $\nu = 2$ demands $\mathbf{d}^{(1)} = \mathbf{d}_1$ and $\mathbf{d}^{(2)} = \mathbf{d}_2$, but with the subsets $S_1 = \{2\}$ and $S_2 = \{1\}$, $R^*(M)$ can be lower bounded as

$$R^*(M) \geq \frac{1}{2} \left( H(X_1, X_2) + \max \left\{ H(X_1), H(X_2) \right\} - 2M \right). \quad (62)$$

The optimal peak rate-memory function is lower bounded by eqs. (60)-(62).

II) LOWER BOUND ON $\bar{R}^*(M)$:

A lower bound on the optimal average rate-memory function, $\bar{R}^*(M)$, is obtained by repeatedly applying Theorem 16, to different sets of multiple demand realizations, each taking values among the $\nu$ demand realizations $\mathbf{d}_1, \ldots, \mathbf{d}_{\nu'}$, each taking values among the $\nu$ worst-case demands $\mathbf{d}_1 = (1, 2)$ and $\mathbf{d}_2 = (2, 1)$, and $\mathbf{d}_3 = (1, 1)$ and $\mathbf{d}_4 = (2, 2)$. For a given set of $\nu$ demands $\mathbf{d}_1, \ldots, \mathbf{d}_\nu$, the optimal sum rate is given by $\sum_{i=1}^{\nu} R_{d^{(i)}}^*$, and can be lower bounded using Theorem 16. These sets of demands are chosen such that a proper linear combination of their sum rates results in $\bar{R}^*(M) = \frac{1}{F} \sum_{j=1}^{F} R_{d_j}^*$. Then, a lower bound
on $\bar{R}^*(M)$ is given by the same linear combination of the lower bounds on the sum rates of the multiple sets of demands.

- Case (iv): For the $\nu=2$ demands $d^{(1)}=d_1=(1,2)$ and $d^{(2)}=d_2=(2,1)$ considered in case (ii) in Appendix F-I, the optimal sum rate is lower bounded by

$$R_{d_1}^* + R_{d_2}^* \geq H(X_1, X_2) - M. \quad (63)$$

Alternatively, for the $\nu=2$ demands $d^{(1)}=d_3=(1,1)$ and $d^{(2)}=d_4=(2,2)$, with corresponding receiver subsets $S_1=S_2=\{1\}$, based on Theorem 16, we have $\nu'=1$, $G_1=\{1,2\}$, $S=\{1\}$, $X_1=\{X_1\}$, $X_2=\{X_2\}$ and $\bar{X}=\{X_1, X_2\}$. Therefore,

$$R_{d_3}^* + R_{d_4}^* \geq H(\{X_j: j \in G_1\}) + H(\bar{X}|X_1, X_2) - |S| M$$

$$= H(X_1, X_2) - M. \quad (64)$$

By linearly combining the lower bounds on the optimal sum rates corresponding to the considered sets of $\nu=2$ demands, given in (63) and (64), we have

$$\bar{R}^*(M) \geq \frac{1}{4} \sum_{j=1}^{4} R_{d_j}^* \geq \frac{1}{2} \left( H(X_1, X_2) - M \right). \quad (65)$$

- Case (v): For the $\nu=2$ demands $d^{(1)}=d_1=(1,2)$ and $d^{(2)}=d_2=(2,1)$ considered in case (iii) in Appendix F-I, the optimal sum rate is lower bounded by

$$R_{d_1}^* + R_{d_2}^* \geq H(X_1, X_2) + \max \left\{ H(X_1), H(X_2) \right\} - 2M. \quad (66)$$

By linearly combining the lower bounds given in (66) and (64), we have

$$\bar{R}^*(M) \geq \frac{1}{4} \sum_{j=1}^{4} R_{d_j}^* \geq \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \left\{ H(X_1), H(X_2) \right\} - \frac{3}{4} M. \quad (67)$$

- Case (vi): For the $\nu=2$ demands $d^{(1)}=d_1=(1,2)$ and $d^{(2)}=d_3=(1,1)$, with corresponding receiver subsets $S_1=\{1\}$ and $S_2=\{2\}$, based on Theorem 16, we have $\nu'=1$, $G_1=\{1\}$, $G_2=\{2\}$, $S=\{1,2\}$, $\bar{X}^* = \{X_2\}$, and $\bar{X} = \{X_1, X_2\}$. Therefore,

$$R_{d_1}^* + R_{d_3}^* \geq \frac{1}{2} \left[ H(\{X_j: j \in G_1\}) + H(\{X_j: j \in G_2\}) \right]$$

$$+ H(\bar{X}|X_1, X_2) - |S| M$$

$$\geq H(X_1) + H(X_1) + H(X_1, X_2|X_1) - 2M$$

$$\geq H(X_1, X_2) + H(X_1) - 2M. \quad (68)$$

For the $\nu=2$ demands $d^{(1)}=d_2=(2,1)$ and $d^{(2)}=d_4=(2,2)$, and receiver subsets $S_1=\{1\}$ and $S_2=\{2\}$, based on Theorem 16, we have $G_1=\{1\}$, $G_2=\{2\}$, $S=\{1,2\}$, $X_1=\{X_2\}$, and $\bar{X}=\{X_1, X_2\}$. Therefore,

$$R_{d_2}^* + R_{d_4}^* \geq H(X_2) + H(X_2) + H(X_1, X_2|X_2) - 2M$$

$$\geq H(X_1, X_2) + H(X_2) - 2M. \quad (69)$$

Linearly combining the lower bounds given in (68) and (69) results in

$$\bar{R}^*(M) \geq \frac{1}{4} \sum_{j=1}^{4} R_{d_j}^* \geq \frac{1}{2} H(X_1, X_2)$$

$$+ \frac{1}{4} \left[ H(X_1) + H(X_2) \right] - M. \quad (70)$$

The optimal average rate-memory function, $\bar{R}^*(M)$, in the two-file-two-receiver network is lower bounded by eqs. (65), (67) and (70), which also lower bounds $\bar{R}^*(M)$ for the two-file $K$-receiver network. However, in the $K$-receiver network, the lower bound on the average rate can be improved for small cache capacities since it is more probable that receivers request different files rather than the same file. Under a uniform demand distribution, the same file is requested with probability $\frac{1}{2^K}$ and distinct files are requested with probability $1 - \frac{1}{2^K}$.

- Consider demands $d_1=(1,\ldots,1)$ and $d_2=(2,\ldots,2)$, in which all $K$ receivers request the same file. The optimal rate for each demand is lower bounded as

$$R_{d_1}^* \geq H(X_1, X_2) - 2M, \quad j=3,\ldots,2^K. \quad (72)$$

Combining eqs. (71) and (72) results in

$$\bar{R}^*(M) \geq \frac{1}{2^K} \sum_{j=1}^{2^K} R_{d_j}^* \geq \frac{1}{2^K} \left( H(X_1) + H(X_2) - 2M \right)$$

$$+ (2^K-2)H(X_1, X_2) - (2^K-2)2M$$

$$= \left( 1 - \frac{2}{2^K} \right) H(X_1, X_2) + \frac{1}{2^K} \left( H(X_1) + H(X_2) \right) \right.$$}

$$\left. - \left( 2 - \frac{2}{2^K} \right) M. \quad (73) \right.$$

**APPENDIX G**

**Theorem 16**: Consider $\nu$ demands $d^{(1)},\ldots,d^{(\nu)}$, and $\nu$ receiver subsets $S_1,\ldots,S_\nu \subseteq \{1,\ldots,K\}$. The optimal sum rate required for delivering any $\nu$ demands with any receiver subsets is lower bounded by

$$\sum_{i=1}^{\nu} R_{d^{(i)}}^* \geq \sum_{i=1}^{\nu} H(\{X_j: j \in G_i\})$$

$$+ H(\bar{X}|\bar{X}_1,\ldots,\bar{X}_\nu) - |\bar{S}| M, \quad (74)$$

Combining eqs. (71) and (72) results in
where $R_d^{(i)}$ denotes the optimal delivery rate of demand $d^{(i)}$, and
\[ S \triangleq \bigcup_{i=1}^{\nu} S_i, \]  
\[ X_i \triangleq \{X_{d_k^{(i)}}: k \in S_i\}, \quad i \in \{1, \ldots, \nu\}, \]  
\[ \tilde{X} \triangleq \{X_{d_k^{(1)}}, \ldots, X_{d_k^{(\nu)}}, k \in \tilde{S}\}, \]  
and $G_1, \ldots, G_{\nu}$ denote a partitioning of the indices $\{1, \ldots, \nu\}$ into the smallest number of classes $\nu' \leq \nu$ such that the corresponding subset of receivers are disjoint across different classes, and overlap with at least another receiver subset in that class, i.e.,
\[ S_k \cap S_i = \emptyset, \forall k \in G_i, \forall i \in \{1, \ldots, \nu\}, \]  
\[ \forall k \in G_i, \exists \ell \neq k \in G_i \text{ such that } S_k \cap S_{\ell} = \emptyset, \forall i \in \{1, \ldots, \nu\}. \]  

**Proof:** Consider $\nu$ demands, $d^{(1)}, \ldots, d^{(\nu)}$, and $\nu$ subsets of receivers, $S_1, \ldots, S_{\nu}$. Let $G_1, \ldots, G_{\nu}$ denote a partitioning of the demand indices $\{1, \ldots, \nu\}$ into the smallest number of classes $\nu' \leq \nu$ such that the corresponding subset of receivers are disjoint across different classes, and overlap with at least another receiver subset in that class. That is
\[ G_i \subseteq \{1, \ldots, \nu\}, \quad G_i \neq \emptyset, \quad \forall i \in \{1, \ldots, \nu\}, \]  
\[ G_i \cap G_j = \emptyset, \quad \forall i, j \in \{1, \ldots, \nu\}, \]  
\[ G_1 \cup \cdots \cup G_{\nu} = \{1, \ldots, \nu\}, \]  
\[ S_k \cap S_i = \emptyset, \forall k \in G_i, \forall i \in \{1, \ldots, \nu\}, \]  
\[ \forall k \in G_i, \exists \ell \neq k \in G_i \text{ such that } S_k \cap S_{\ell} = \emptyset, \forall i \in \{1, \ldots, \nu\}. \]  

Let us denote by $R_d^{(\nu)}$, the normalized transmission rate corresponding to demand $d^{(\nu)}$. Then, for the sum delivery rate in $\nu$ uses of the network for demands $d^{(1)}, \ldots, d^{(\nu)}$, we have
\[ \sum_{i=1}^{\nu} R_d^{(i)} F + \sum_{k \in \tilde{S}} M_k F \geq \sum_{i=1}^{\nu} H(Y_d^{(i)}) + \sum_{k \in \tilde{S}} H(Z_k) = \sum_{i=1}^{\nu} \sum_{j=1}^{G_i} H(Y_d^{(j)}) + \sum_{k \in \tilde{S}} H(Z_k) \geq \sum_{i=1}^{\nu} \sum_{j=1}^{G_i} H(Y_d^{(j)}) + \sum_{i=1}^{\nu'} H \left( \{Z_{S_i}: j \in G_i\} \right) \geq \sum_{i=1}^{\nu} H \left( \{Y_d^{(i)}: j \in G_i\} \right) + \sum_{i=1}^{\nu'} H \left( \{Z_{S_i}: j \in G_i\} \right) \geq \sum_{i=1}^{\nu'} H \left( \{Y_d^{(i)}: j \in G_i\} \right), \]  
(80)
where $Z_S \triangleq \bigcup_{k \in \tilde{S}} Z_k$ denotes the collective cache content of the receivers in set $S$. Step (a) follows due to the property of classes $\{G_1, \ldots, G_{\nu'}\}$ and the fact that the receivers in $S$ overlap within a class and are disjoint across classes, and (b) and (c) follow from lower bounding the sum of individual entropies of the elements corresponding to a given class $G_i$, $i \in \{1, \ldots, \nu'\}$ by their joint entropy.

For each class $i \in \{1, \ldots, \nu'\}$, its corresponding term in (80) can be expanded with respect to the files requested by receivers $S_j$ in demands $d^{(j)}$, $j \in G_i$, as follows
\[ \sum_{i=1}^{\nu'} \left[ H \left( \{Y_d^{(i)}: j \in G_i\} \right) \right] \geq \sum_{i=1}^{\nu'} \left[ H \left( \{Y_d^{(i)}: j \in G_i\} \right) - \left( |\tilde{X}_j^F| \right) \right], \]  
(81)
where $\tilde{X}_j^F \triangleq \{X_{d_k^{(j)}}^F: k \in S_j\}$ denotes the set of files requested by receivers $S_j$ in demand $d^{(j)}$. Next we lower bound each term in (81) separately.

- First term in (81): It can be further lower bounded as follows
\[ \sum_{i=1}^{\nu'} H \left( \{Y_d^{(i)}: j \in G_i\} \right) \geq \sum_{i=1}^{\nu'} H \left( \{X_{d_k^{(j)}}^F: j \in G_i\} \right) \geq \sum_{i=1}^{\nu'} \left[ H \left( \{X_{d_k^{(j)}}^F: j \in G_i\} \right) - \left( \log |\tilde{X}_j^F| \right) \right]. \]  
(82)
where (d) holds since conditioning reduces entropy, (e) follows from lower bounding the sum of entropies over different classes with their joint entropy, which is then lower bounded in (f) by subtracting a positive quantity, where
\[ \tilde{X}^F \triangleq \{X_{d_k^{(1)}}, \ldots, X_{d_k^{(\nu')}}^F, k \in \tilde{S}\}, \]  
denotes all the files requested by the receivers in $\tilde{S}$ across all $\nu$ demands $d^{(1)}, \ldots, d^{(\nu)}$. Step (g) holds since removing the conditioning increases the entropy, and (h) follows from Fano’s inequality for any $\epsilon > 0$ as
\( F \to \infty \), where \( \epsilon \) is the probability of error of recovering a requested file from the received multicast codeword and the cache content.

- Second term in (81): For each class index \( i \in \{1, \ldots, \nu\} \), this term is lower bounded as follows.

\[
I\left( \left\{ X_j^F : j \in G_i \right\}, \left\{ Y_d^{(i)} \right\}, Z_{S_j} : j \in G_i \right) \\
\geq H\left( \left\{ X_j^F : j \in G_i \right\} \right) \\
- H\left( \left\{ X_j^F : j \in G_i \right\} \left| \left\{ Y_d^{(i)} \right\} \right. \right) \\
\geq H\left( \left\{ X_j^F : j \in G_i \right\} \right) \\
- \left( 1 + \epsilon F \sum_{j \in G_i} \sum_{\ell \in F_j \in x_j^F} \log \left| \mathcal{X}_j \right| \right), \tag{83}
\]

where \((i)\) results from expanding the mutual information, and \((j)\) follows from Fano’s inequality for any \( \epsilon > 0 \) as \( F \to \infty \).

By using the results in eqs. (82) and (83), and combining them with eq. (81), we have

\[
\sum_{i=1}^{\nu} R_{d^{(i)}} F + \sum_{k \in S} M_k F \\
\geq H\left( \tilde{X}^F \left| X_1^F, \ldots, X_{\nu}^F \right. \right) - \left( 1 + \epsilon F \sum_{\ell \in F_j \in \tilde{X}_j^F} \log \left| \mathcal{X}_j \right| \right) \\
+ \sum_{i=1}^{\nu} H\left( \left\{ X_j^F : j \in G_i \right\} \right) \\
- \sum_{i=1}^{\nu} \left( 1 + \epsilon F \sum_{j \in G_i, \ell \in F_j \in x_j^F} \log \left| \mathcal{X}_j \right| \right) \\
= H\left( \tilde{X}^F \left| X_1^F, \ldots, X_{\nu}^F \right. \right) + \sum_{i=1}^{\nu} H\left( \left\{ X_j^F : j \in G_i \right\} \right) \\
- (\nu + 1) - \epsilon F \left( \sum_{\ell \in F_j \in \tilde{X}_j^F} \log \left| \mathcal{X}_j \right| + \sum_{j \in G_i, \ell \in F_j \in x_j^F} \log \left| \mathcal{X}_j \right| \right),
\]

which after normalizing by the block length \( F \), as \( F \to \infty \), results in

\[
\sum_{i=1}^{\nu} R_{d^{(i)}} \geq \frac{1}{F} \left[ H\left( \tilde{X}^F \left| X_1^F, \ldots, X_{\nu}^F \right. \right) \\
+ \sum_{i=1}^{\nu} H\left( \left\{ X_j^F : j \in G_i \right\} \right) - \sum_{k \in S} M_k F \right], \\
\tag{84}
\]

where in step \((k)\) we have used the N-DMS model defined in Sec. II which states that the files consist of independently generated entries.

**APPENDIX H PROOF OF THEOREM 9**

In order to bound the rate gap to optimality of the proposed GW-MR scheme, we need to compare the peak rate achieved by the GW-MR scheme, \( R_{GW-MR}(M) \) defined in (17), with a lower bound on the optimal peak rate-memory function, \( R^*(M) \), for different cache sizes. As per Theorem 8, a lower bound on \( R^*(M) \) for the setting with two files and \( K \) receivers is given by

\[
R_{LB}(M) = \begin{cases} 
\frac{1}{2} \left( H(X_1, X_2) + \max \left\{ H(X_1), H(X_2) \right\} \right) - M, & \text{if } M \in [0, \alpha) \\
\frac{1}{2} \left( H(X_1, X_2) - M \right), & \text{if } M \in [\alpha, \beta) \\
\frac{1}{2} \left( H(X_1, X_2) - M \right), & \text{if } M \in [\beta, H(X_1, X_2)].
\end{cases}
\]

where

\[
\alpha \triangleq \frac{1}{2} \min \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\}, \\
\beta \triangleq \max \left\{ H(X_1), H(X_2) \right\} = H(X_1, X_2) - 2\alpha.
\]

Note that based on (17), for any \( \varrho \in \mathcal{S}_{GW} \), the gap to optimality satisfies

\[
R_{GW-MR}(M) - R_{LB}(M) \leq R_{MR}(M, \varrho) - R_{LB}(M),
\]

where \( R_{MR}(M, \varrho) \) is given in (13). Therefore, in the following, we bound the gap \( R_{MR}(M, \varrho) - R_{LB}(M) \) for any \( \varrho \in \mathcal{S}_{GW} \) such that \( \rho_0 = I(X_1, X_2; U), \rho_1 = H(X_1 | U), \rho_2 = H(X_2 | U) \), where \( U \) forms a Markov chain \( X_1 - U - X_2 \). For such \( U \), since

\[
I(X_1, X_2; U) = H(X_1, X_2) - H(X_1, X_2 | U) \\
\leq -H(U) + H(X_1, X_2 | U) \\
\leq H(X_1, X_2) - \left( H(X_1 | U) + H(X_2 | U) \right), \\
\]

then

\[
\rho_0 + \rho_1 + \rho_2 = I(X_1, X_2; U) + H(X_1 | U) + H(X_2 | U) \\
= H(X_1, X_2).
\]

From the analysis that follows it will become clear that this choice of \( \varrho \) is sufficient to achieve optimality over a certain region of the memory. For \( \gamma_K \) and \( \lambda_K \) defined in (14), it follows from Lemma 1 in Appendix I that \( \gamma_K \leq \alpha \leq \beta \leq \lambda_K \). Then, using the upper bound on \( R_{MR}(M, \varrho) \) given in (13) we have:

(i) When \( M \in \left[ 0, \gamma_K \right) \),

\[
R_{MR}(M, \varrho) - R_{LB}(M) \leq \rho_0 + \rho_1 + \rho_2 - 2M - \left( H(X_1, X_2) - 2M \right) = 0,
\]

which follows from (88).

(ii) When \( M \in \left[ \gamma_K, \alpha \right) \),

\[
R_{MR}(M, \varrho) - R_{LB}(M) \leq \rho_0 + \rho_1 + \rho_2 - \frac{1}{K} \min \{ \rho_1, \rho_2 \} - M.
\]


\[ -\left( H(X_1, X_2) - 2M \right) = M - \frac{1}{K} \min\{\rho_1, \rho_2 \} \]

(a) \[ \frac{1}{2} \min\{H(X_1|X_2), H(X_2|X_1)\} - \frac{1}{K} \min\{\rho_1, \rho_2 \}, \]

where (a) follows from the fact that \( M \leq \alpha = \frac{1}{2} \min\{H(X_1|X_2), H(X_2|X_1)\} \).

(iii) When \( M \in [\alpha, \beta) \):

\[ R_{MR}(M, \varrho) - R^{LB}(M) \leq \rho_0 + \rho_1 + \rho_2 - \frac{1}{K} \min\{\rho_1, \rho_2 \} - M \]

\[ -\frac{1}{2} \left( H(X_1, X_2) - M \right) = \frac{1}{2} \left( H(X_1, X_2) - M \right) - \frac{1}{K} \min\{\rho_1, \rho_2 \} \]

(b) \[ \frac{1}{2} \left( H(X_1, X_2) - \max\{H(X_1), H(X_2)\} \right) - \frac{1}{K} \min\{\rho_1, \rho_2 \} \]

where (b) follows from the fact that \( M \geq \max\{H(X_1), H(X_2)\} \).

(v) When \( M \in [\beta, \lambda_K) \):

\[ R_{MR}(M, \varrho) - R^{LB}(M) \leq \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 - M \right) - \frac{1}{2} \left( H(X_1, X_2) - M \right) = 0. \]

Based on the analysis given above it is observed that for all \( U \) that satisfy \( X_1 - U - X_2 \), \( R_{MR}(M, \varrho) = R^*(M) = R^{LB}(M) \) when \( M \in [0, \gamma_K] \cup \left[ H(X_1, X_2) - 2\gamma_K, H(X_1, X_2) \right] \).

In order to maximize the region of memory where the proposed GW-MR scheme is optimal, we select \( U \) to be the one that maximizes \( \gamma_K \), and its maximum is given by \( M_K = \max_{X_1 - U - X_2} \gamma_K \). In the remaining memory region, we have

\[ R^*(M) - R^{LB}(M) \leq R_{MR}(M, \varrho) - R^{LB}(M) \]

\[ \leq \frac{1}{2} \min\{H(X_1|X_2), H(X_2|X_1)\} - \frac{1}{K} \min\{\rho_1, \rho_2 \}. \]
II) Proof of eqs. (91) and (92)

For any $U$ forming a Markov chain we have

$$H(X_1, X_2) = I(X_1, X_2; U) + H(X_1 | U) + H(X_2 | U)$$

$$= I(X_1, X_2; U) + \min \left\{ H(X_1 | U), H(X_2 | U) \right\}$$

$$+ \max \left\{ H(X_1 | U), H(X_2 | U) \right\}$$

$$\leq I(X_1, X_2; U) + \min \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\}$$

$$+ \max \left\{ H(X_1 | U), H(X_2 | U) \right\},$$

where $(a)$ follows from (89). Therefore,

$$\max \left\{ H(X_1), H(X_2) \right\}$$

$$= H(X_1, X_2) - \min \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\}$$

$$\leq I(X_1, X_2; U) + \max \left\{ H(X_1 | U), H(X_2 | U) \right\}.$$  

Similarly, from (98) and (90) we have

$$H(X_1, X_2) \leq I(X_1, X_2; U) + \min \left\{ H(X_1 | U), H(X_2 | U) \right\}$$

$$+ \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\},$$

which results in

$$\min \left\{ H(X_1), H(X_2) \right\} \leq I(X_1, X_2; U)$$

$$+ \min \left\{ H(X_1 | U), H(X_2 | U) \right\}.$$  
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In order to bound the rate gap to optimality of the proposed GW-MR scheme, we need to compare the average rate achieved by the GW-MR scheme, $R_{GW-MR}(M)$ defined in (18), with a lower bound on the optimal average rate-memory function, $R^*(M)$, for different cache sizes. A lower bound on $R^*(M)$ for the setting with two files and $K$ receivers is given in Theorem 8. In this Appendix, in order to simplify the analysis we use a less tight lower bound by only considering the following inequalities from Theorem 8

$$\bar{R}_{LB}(M) \geq$$

$$\begin{cases} 
\frac{1}{2} H(X_1, X_2) + \frac{1}{4} \left( H(X_1) + H(X_2) \right) - M, & M \in [0, \bar{a}) \\
\frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \left\{ H(X_1), H(X_2) \right\} - \frac{3}{8} M, & M \in [\bar{a}, \beta) \\
\frac{1}{2} \left( H(X_1, X_2) - M \right), & M \in [\beta, H(X_1, X_2)]. 
\end{cases}$$

for $\beta = \max \{ H(X_1), H(X_2) \}$ defined in (86), and

$$\bar{a} \triangleq \min \{ H(X_1), H(X_2) \}. \quad (101)$$

Note that based on (18), for any $\varrho \in \mathcal{S}_{GW}$ the gap to optimality satisfies

$$R_{GW-MR}(M) - \bar{R}_{LB}(M) \leq R_{MR}(M, \varrho) - \bar{R}_{LB}(M), \quad (102)$$

where $\bar{R}_{MR}(M, \varrho)$ is given in (15). Therefore, in the following, we bound the gap $\bar{R}_{MR}(M, \varrho) - \bar{R}_{LB}(M)$ for any $\varrho \in \mathcal{S}_{GW}$ such that $\rho_0 = I(X_1, X_2; U)$, $\rho_1 = H(X_1 | U)$, $\rho_2 = H(X_2 | U)$, where $U$ forms a Markov chain $X_1 - \tilde{U} - X_2$, and from (88) we have $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$. From the analysis that follows it will become clear that this choice of $\varrho$ is sufficient to achieve optimality over a certain region of the memory.

For $\gamma_K$ and $\lambda_K$ defined in (14) as $\gamma_K = \frac{1}{K} \min \{ \rho_1, \rho_2 \}$ and $\lambda_K = \rho_0 + \rho_1 + \rho_2 - 2 \gamma_K$, we have $2 \gamma_K \leq \bar{a} \leq \beta \leq \lambda_K$. Then, with $\gamma_K$ defined in (16) as $\gamma_K = \rho_0 + 2 \gamma_K$, the gap to optimality of the proposed GW-MR scheme is upper bounded as follows.

(i) When $M \in \left[ 0, 2 \gamma_K \right)$,

$$\bar{R}_{MR}(M, \varrho) - \bar{R}_{LB}(M)$$

$$\leq \rho_0 + \left( 1 - \frac{1}{2K} \right) \left( \rho_1 + \rho_2 \right) - \left( \frac{3}{2} - \frac{2}{2K} \right) M$$

$$- \left( \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \left( H(X_1) + H(X_2) \right) - M \right) \leq \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right) - \frac{1}{2K} (\rho_1 + \rho_2)$$

$$- \frac{1}{2} \left( \frac{2}{2K} \right) M$$

$$= \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right) - \frac{1}{2K} (\rho_1 + \rho_2)$$

$$- \frac{1}{2} \left( \frac{2}{2K} \right) M \leq \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right) - \frac{1}{2K} (\rho_1 + \rho_2),$$

where $(a)$ follows from $\rho_0 + \rho_1 + \rho_2 = H(X_1, X_2)$.

(ii) When $M \in \left[ 2 \gamma_K, \min \{ \gamma_K, \alpha \} \right)$,

$$\bar{R}_{MR}(M, \varrho) - \bar{R}_{LB}(M)$$

$$\leq \rho_0 + \left( 1 - \frac{1}{2K} \right) \left( \rho_1 + \rho_2 \right) - \left( 1 - \frac{4}{2K} \right) \gamma_K - M$$

$$- \left( \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \left( H(X_1) + H(X_2) \right) - M \right) \leq \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right) - \frac{1}{2K} (\rho_1 + \rho_2)$$

$$- \left( \frac{1}{2} - \frac{4}{2K} \right) \gamma_K \leq \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right) - \frac{1}{2K} (\rho_1 + \rho_2).$$

(iii) When $M \in \left[ \min \{ \gamma_K, \alpha \}, \max \{ \gamma_K, \beta \} \right)$,

$\bullet$ If $\gamma_K \leq \beta$,

$\circ$ When $M \in \left[ \gamma_K, \alpha \right]$,

$$\bar{R}_{MR}(M, \varrho) - \bar{R}_{LB}(M)$$

$$\leq \left( 1 - \frac{1}{2K} \right) \left( \rho_0 + \rho_1 + \rho_2 - M \right) - \left( 1 - \frac{2}{2K} \right) \gamma_K$$

$$- \left( \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \left( H(X_1) + H(X_2) \right) - M \right) \leq \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right)$$

$$- \frac{1}{2K} \left( H(X_1, X_2) - M \right) - \left( 1 - \frac{2}{2K} \right) \gamma_K.$$
\[ (c) \quad \frac{1}{4} \left( H(X_1 | X_2) + H(X_2 | X_1) \right) - \frac{1}{2K} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \leq \frac{1}{4} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} - \frac{1}{2K} (\rho_1 + \rho_2), \]
where (b) follows from \( \rho_0 + \rho_1 + \rho_2 = H(X_1, X_2) \), and (c) follows due to the fact that \( M \leq \bar{\alpha} = \min \{H(X_1), H(X_2)\} \). Step (d) follows since for \( K \geq 2 \)
\[ \frac{1}{2K} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} + \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \geq \frac{1}{2K} \max \{\rho_1, \rho_2\} + \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \geq \frac{1}{2K} \max \{\rho_1, \rho_2\} + \frac{K}{2K} \gamma_K = \frac{1}{2K} (\rho_1 + \rho_2), \] (103)
where (e) follows from (90).
- When \( M \in [\bar{\alpha}, \beta) \),
\[ \bar{R}_{MR}(M, \varphi) - \bar{R}^{LB}(M) \]
\[ \leq \left( 1 - \frac{1}{2K} \right) (\rho_0 + \rho_1 + \rho_2 - M) - \left( 1 - \frac{2}{2K} \right) \gamma_K, \]
\[ - \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \left\{ H(X_1), H(X_2) \right\} - \frac{3}{4} M \]
\[ = \frac{1}{4} \min \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} \]
\[ + \left( 1 - \frac{1}{2K} \right) (H(X_1, X_2) - M) - \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \leq \frac{1}{4} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} - \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \geq \frac{1}{2K} \max \{\rho_1, \rho_2\} + \frac{K}{2K} \gamma_K = \frac{1}{2K} (\rho_1 + \rho_2), \]
where (f) follows due to the fact that \( M \geq \bar{\alpha} = \min \{H(X_1), H(X_2)\} \), and (g) follows from (103).
- If \( \gamma_K > \beta \), then
\[ \bar{R}_{MR}(M, \varphi) - \bar{R}^{LB}(M) \]
\[ \leq \rho_0 + \left( 1 - \frac{1}{2K} \right) (\rho_1 + \rho_2) - \left( 1 - \frac{4}{2K} \right) \gamma_K - M \]
\[ - \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \left\{ H(X_1), H(X_2) \right\} - \frac{3}{4} M \]
\[ = \frac{1}{2} H(X_1, X_2) - \frac{1}{4} \left( M + \max \left\{ H(X_1), H(X_2) \right\} \right) \]
\[ - \frac{1}{2K} (\rho_1 + \rho_2) - \left( 1 - \frac{4}{2K} \right) \gamma_K \]
\[ \leq \frac{1}{4} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} - \frac{1}{2K} (\rho_1 + \rho_2), \]
where (h) follows from the fact that \( M \geq \bar{\alpha} = \min \{H(X_1), H(X_2)\} \).
- When \( M \in \left[ \min \{\gamma_K, \beta\}, \max \{\gamma_K, \beta\} \right] \),
\[ \bar{R}_{MR}(M, \varphi) - \bar{R}^{LB}(M) \]
\[ \leq \left( 1 - \frac{1}{2K} \right) (\rho_0 + \rho_1 + \rho_2 - M) - \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ - \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \left\{ H(X_1), H(X_2) \right\} - \frac{3}{4} M \]
\[ = \frac{1}{4} \min \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} + \left( 1 - \frac{1}{2K} \right) (H(X_1, X_2) - M) - \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \leq \frac{1}{4} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} - \left( 1 - \frac{2}{2K} \right) \gamma_K \]
\[ \geq \frac{1}{2K} \max \{\rho_1, \rho_2\} + \frac{K}{2K} \gamma_K = \frac{1}{2K} (\rho_1 + \rho_2), \]
where (i) follows since \( M \geq \bar{\alpha} = \min \{H(X_1), H(X_2)\} \), and (j) follows from (103).
- If \( \gamma_K > \beta \), then
\[ \bar{R}_{MR}(M, \varphi) - \bar{R}^{LB}(M) \]
\[ \leq \rho_0 + \left( 1 - \frac{1}{2K} \right) (\rho_1 + \rho_2) - \left( 1 - \frac{4}{2K} \right) \gamma_K - M \]
\[ - \frac{1}{2} H(X_1, X_2) + \frac{1}{4} \max \left\{ H(X_1), H(X_2) \right\} - \frac{3}{4} M \]
\[ = \frac{1}{2} H(X_1, X_2) - \frac{1}{4} \left( M + \max \left\{ H(X_1), H(X_2) \right\} \right) \]
\[ - \frac{1}{2K} (\rho_1 + \rho_2) - \left( 1 - \frac{4}{2K} \right) \gamma_K \]
\[ \leq \frac{1}{4} \max \left\{ H(X_1 | X_2), H(X_2 | X_1) \right\} - \frac{1}{2K} (\rho_1 + \rho_2), \]
where (k) follows since \( M \geq \beta = \max \{H(X_1), H(X_2)\} \).
where \((\ell)\) follows by upper bounding the first term using the fact that \(M \geq \beta = \max\{H(X_1), H(X_2)\}\), and upper bounding the second term using the fact that \(M \geq \min\{H(X_1), H(X_2)\}\). Step \((m)\) follows since the minimum of the two terms is no more than their arithmetic mean, and finally, \((n)\) follows from (103).

(v) When \(M \in \left[\lambda_K, H(X_1, X_2)\right]\),

\[
\hat{R}_{MR}(M, \varrho) - \hat{R}_{LB}^B(M) \leq \frac{1}{2} \left( \rho_0 + \rho_1 + \rho_2 + M \right) - \frac{1}{2} \left( H(X_1, X_2) - M \right) = 0.
\]

Based on the analysis given above it is observed that for all \(U\) that satisfy \(X_1 - Y - X_2\), \(\hat{R}_{MR}(M, \varrho) = \hat{R}^*(M) = \hat{R}_{LB}^B(M)\) when \(M \in \left[\lambda_K, H(X_1, X_2)\right]\). In order to maximize the region of memory where the proposed GW-MR scheme is optimal, we select \(U\) to be the one that minimizes \(\lambda_K\), or equivalently maximizes \(\gamma_{K} = H(X_1, X_2) - 2\lambda_K\), and its maximum is given by \(M_K \triangleq \max_{X_1-U-X_2} \gamma_{K}\). In the remaining memory region, we have

\[
\hat{R}^*(M) - \hat{R}_{LB}^B(M) \leq \hat{R}_{MR}(M, \varrho) - \hat{R}_{LB}^B(M) \leq \frac{1}{4} \left( H(X_1|X_2) + H(X_2|X_1) \right) - \frac{1}{2R}(\rho_1 + \rho_2).
\]

**APPENDIX K**

**Optimal Cache Allocation for Three Files and Proof of Theorem 11**

In this Appendix, we prove the optimality of the cache allocation described in Sec. VII-A and we compute the corresponding MR peak rate given in Theorem 11. As explained in Sec. VII-A, the proposed MR scheme for three files caches and delivers content from sublibraries \(L_1, L_2\) and \(L_3\) independently, as follows:

- **Common-to-all sublibrary \(L_3\)**: Since the common description \(W_{123}\) is required for the lossless reconstruction of any of the files, for any demanding realization \(d\), it is required by both receivers. Therefore, it is optimal that all receivers cache the same part of description \(W_{123}\) and to deliver the remaining part using nonmulticast. Let \(\mu_0 \in [0, \min\{M, \rho_0\}]\) denote the portion of memory allocated to this sublibrary. Then, each receiver caches the first \(\mu_0 F\) bits of \(W_{123}\), and for any demand the remaining \((\rho_0 - \mu_0) F\) bits are delivered through uncoded multicast transmissions.

- **Common-to-two sublibrary \(L_2\)**: Let \(\mu' \in \left[0, \min\{M, 3\rho'\}\right]\) denote the portion of memory allocated to sublibrary \(L_2\). Then, descriptions \(\{W_{12}, W_{13}, W_{23}\}\) with rate \(\rho'\) are cached and delivered according to the two-request CACM scheme proposed in Sec. VII-B, whose achievable peak rate, denoted by \(R_{L_2}(\mu', \rho')\), is given in (27).

- **Private sublibrary \(L_1\)**: Let \(\mu \in \left[0, \min\{M, 3\rho\}\right]\) denote the portion of memory allocated to sublibrary \(L_1\). Then, the private descriptions \(\{W_1, W_2, W_3\}\) with rate \(\rho\) are cached and delivered according to the correlation-unaware scheme proposed in [30], whose achievable peak rate, denoted by \(R_{L_1}(\mu, \rho)\), is given by

\[
R_{L_1}(\mu, \rho) = \begin{cases} 
2\rho - \mu, & \mu \in \left[0, \frac{3}{2}\rho\right] \\
\rho - \frac{1}{3}\mu, & \mu \in \left[\frac{3}{2}\rho, 3\rho\right]. 
\end{cases}
\]

The optimal cache allocations among the three sublibraries, \((\mu^*_0, \mu^*_*, \mu^*_*)\), are derived from the following linear program

\[
\begin{align*}
\min_{\mu_0, \mu', \mu} & \quad R_{MR}(M, \varrho) = \rho_0 - \mu_0 + R_{L_2}(\mu', \rho') + R_{L_1}(\mu, \rho) \\
\text{s.t.} & \quad \mu_0 + \mu' + \mu \leq M, \\
& \quad 0 \leq \mu_0 \leq \rho_0, \\
& \quad 0 \leq \mu' \leq 3\rho', \\
& \quad 0 \leq \mu \leq 3\rho.
\end{align*}
\]

(104)

For any \(M \in \left[0, \frac{1}{2}\rho'\right]\), the rate is minimized when the cache capacity is divided among the sublibraries such that a larger portion of the capacity is assigned to the sublibrary that achieves a larger reduction in delivery rate, i.e., whose rate function has the steepest descending slope. For given rate functions \(R_{L_1}(\mu, \rho), R_{L_2}(\mu', \rho')\) and \(\rho_0 - \mu_0\) corresponding to the schemes adopted for sublibraries \(L_1, L_2\) and \(L_3\), respectively, the cache is optimally allocated as follows:

- When \(M \in \left[0, \frac{1}{2}\rho'\right]\), since \(\mu' \leq M \leq \frac{3}{2}\rho'\), the two-request scheme used for sublibrary \(L_2\) achieves a delivery rate equal to \(R_{L_2}(\mu', \rho') = 3\rho' - 2\mu'\), which has a larger slope (in absolute value) compared to \(R_{L_1}(M, \rho)\) and \(\rho_0 - M\), i.e., it is the most effective in minimizing the delivery rate. Therefore, \(\mu^*_* = M\) and \(\mu^*_0 = 0\), and

\[
R_{MR}(M, \varrho) = \rho_0 + 3\rho' + 2\rho - \mu_0 - 2\mu^*_* - \mu^*_* = \rho_0 + 3\rho' + 2\rho - 2M.
\]

- When \(M \in \left[\frac{1}{2}\rho', \rho_0 + \frac{3}{2}(\rho' + \rho)\right]\), for any cache allocation \((\mu_0, \mu', \mu)\) with \(\mu_0 \in [0, \rho_0]\), \(\mu' \in [\frac{3}{2}\rho, \frac{3}{2}\rho']\) and \(\mu = M - \mu_0 - \mu'\), the slope of the line tangent to the rate functions of all three adopted schemes is equal. Therefore, any choice of \((\mu^*_0, \mu^*_*, \mu^*_*)\) satisfying \(\mu^*_0 + \mu^*_* + \mu^*_* = M\), and such that \(\mu^*_0 \in [0, \rho_0]\), \(\mu^*_* \in [\frac{5}{2}\rho' + \frac{1}{2}\rho, \frac{5}{2}\rho']\) and \(\mu^*_* \in [0, \frac{3}{2}\rho]\) is optimal. Then,

\[
R_{MR}(M, \varrho) = \rho_0 + 5\rho' + 2\rho - \mu_0 - \mu^*_* - \mu^*_* = \rho_0 + 5\rho' + 2\rho - 2M.
\]

- When \(M \in \left[\rho_0 + \frac{3}{2}(\rho' + \rho), \rho_0 + 3\rho' + \frac{3}{2}\rho\right]\), for any cache allocation \((\mu_0, \mu', \mu)\) with \(\mu_0 = \rho_0, \mu' \in [\frac{3}{2}\rho, 3\rho]\) and \(\mu \in [\frac{3}{2}\rho, 3\rho]\), the steepest slope corresponds to the rate function of sublibrary \(L_2, R_{L_2}(M, \rho') = 2\rho' - \frac{3}{2}M\). Therefore, the optimal cache allocations are given by \(\mu^*_0 = \rho_0\), \(\mu^*_* = \frac{3}{2}\rho\) and \(\mu^*_* = M - \mu_0 - \mu^*_*\), and hence,

\[
R_{MR}(M, \varrho) = \rho_0 + 2\rho + 2\rho - \mu^*_0 - \frac{2}{3}\mu^*_* - \mu^*_* = \frac{2}{3}\rho_0 + 2\rho + \frac{3}{2}\rho - \frac{2}{3}M.
\]
When \( M \in \left[ \rho_0 + 3\rho' + \frac{2}{3}\rho, \rho_0 + 3(\rho' + \rho) \right] \), for any \((\mu_0, \mu', \mu)\) with \( \mu_0 = \rho_0 \), \( \mu' = 3\rho' \), and \( \mu \in \left[ \frac{2}{3}\rho, 3\rho \right] \), the steepest slope corresponds to the rate function of sublubirary \( L_1 \), \( R_{L_1}(M, \rho) = \rho - \frac{1}{3}M \). Therefore, the optimal cache allocations are given by \( \mu_0^* = \rho_0 \), \( \mu'^* = 3\rho' \) and \( \mu^* = M - \mu_0^* - \mu'^* \), and hence,

\[
R_{MR}(M, \rho) = \rho_0 + 2\rho' + \rho - \frac{2}{3} \mu'^* - \frac{1}{3} \mu^* = \frac{1}{3} \rho_0 + \rho' + \rho - \frac{1}{3} M.
\]

The optimal caching strategy described above results in the rate provided in Theorem 11.

APPENDIX L

OPTIMALITY OF THE TWO-REQUEST CACM SCHEME

In this Appendix, we prove that the two-request scheme proposed in Sec. VII-B is optimal at the memory-rate pairs given in (26). We refer to the network with two receivers and three independent files \( \{W_{12}, W_{13}, W_{23}\} \) with length \( \rho' F \) bits, where each receiver requests two files as described in Sec. VII-B, as the two-request network. The following lemma provides a lower bound on the optimal peak rate-memory trade-off in the two-request network, which is used for establishing the optimality of the proposed two-request scheme for any \( M \in [0, \rho'] \).

**Lemma 2**: For a given cache capacity \( M \) and description rate \( \rho' \), a lower bound on the optimal peak rate-memory trade-off in the two-request network adopted for sublubirary \( L_2 \), denoted by \( R_{L_2}^{LB}(M, \rho') \), is given by

\[
R_{L_2}^{LB}(M, \rho') = \inf \left\{ R : R \geq 3\rho' - 2M, R \geq \frac{5}{3}\rho' - M, R \geq \frac{5}{3}\rho' - \frac{1}{2}M \right\}.
\]

**Proof**: The lower bound is derived using Theorem 16 in Appendix G. Since the procedure is similar to those in Appendices F and M, here, we only specify the different sets of \( \nu \) demands and receiver subsets which are used to compute the lower bound.

- **Case (i)**: For \( \nu = 1 \) demand \( d^{(1)} = \{(12, 13), (12, 23)\} \) with receiver subset \( S_1 = \{1, 2\} \), based on Theorem 16, we have \( \nu' = 1 \), \( G_1 = \{1\} \), \( S = S_1 = \{1, 2\} \), \( X_1 = X_2 = \{X_1, X_2\} \). Therefore,

\[
R^*(M) \geq R_{d^{(1)}}^* \geq H(W_{12}, W_{13}, W_{23}) - 2M = 3\rho' - 2M.
\]

- **Case (ii)**: For \( \nu = 2 \) demands \( d^{(1)} = \{(12, 13), (12, 23)\} \) and \( d^{(2)} = \{(12, 23), (12, 13)\} \) with receiver subsets \( S_1 = \{1\} \) and \( S_2 = \{2\} \), based on Theorem 16, we have \( \nu' = 2 \), \( G_1 = \{1\} \), \( G_2 = \{2\} \), \( X_1 = X_2 = \{W_{12}, W_{13}\} \), and \( X = \{W_{12}, W_{13}, W_{23}\} \). Therefore,

\[
R^*(M) \geq \frac{1}{2} \left( R_{d^{(1)}}^* + R_{d^{(2)}}^* \right) \geq \frac{1}{2} \left( H(W_{12}, W_{13}) + H(W_{12}, W_{13}) - 2M \right) = \frac{5}{2} \rho' - M.
\]

- **Case (iii)**: For \( \nu = 2 \) demands \( d^{(1)} = \{(i, j), (j, i)\} \) with receiver subsets \( S_1 = S_2 = S_3 = \{1\} \), and hence,

\[
R^*(M) \geq \frac{1}{2} \left( R_{d^{(1)}}^* + R_{d^{(2)}}^* \right) \geq \frac{1}{2} \left( H(W_{12}, W_{13}) + H(W_{12}, W_{13}) - 2M \right) = \frac{5}{2} \rho' - M.
\]

A lower bound on the optimal peak rate-memory trade-off is given by eqs. (106)-(108).

From comparing \( R_{L_1}(M, \rho') \), the achievable peak rate given in (27), with \( R_{L_2}^{LB}(M, \rho') \), the lower bound given in (105), we observe that the proposed two-request CACM scheme achieves the lower bound for any \( M \in [0, \frac{1}{2}\rho'] \), and is therefore optimal in this region of memory.

APPENDIX M

PROOF OF THEOREM 12

A lower bound on the optimal peak rate-memory function, \( R^*(M) \), is obtained by applying Theorem 16 given in Appendix G to different sets of \( \nu \) demand realizations \( d^{(1)}, \ldots, d^{(\nu)} \), each taking values among the worst-case demands \( d = (i,j) \) with \( i,j \in \{1,2,3\} \), and \( i \neq j \). Then, since \( R^*(M) \geq \frac{\nu}{n} \sum_{i=1}^{\nu} R_{d^{(i)}}^* \), a lower bound on \( R^*(M) \) is obtained from normalizing the lower bound on the optimal sum rate

\[
\sum_{i=1}^{\nu} R_{d^{(i)}}^*
\]

given by Theorem 16. Specifically,

- **Case (i)**: For \( \nu = 1 \) demand \( d^{(1)} = \{(i,j)\} \) with receiver subset \( S_1 = \{1\} \), based on Theorem 16, we have \( \nu' = 1 \), \( G_1 = \{1\} \), \( S = S_1 = \{1\} \), \( X_1 = X_2 = \{X_1, X_2\} \). Therefore,

\[
R^*(M) \geq R_{d^{(1)}}^* \geq H(X_1) + H(X_1|X_2) - |S| M = H(X_1, X_2) - 2M.
\]

- **Case (ii)**: For \( \nu = 2 \) demands \( d^{(1)} = \{(i,j), (j,i)\} \) with corresponding receiver subsets \( S_1 = S_2 = S_3 = \{1\} \), based on Theorem 16, we have \( \nu' = 2 \), \( G_1 = \{1\} \), \( G_2 = \{2\} \), \( G_3 = \{3\} \), \( X_1 = X_2 = \{X_1, X_2\} \), and \( X = \{X_1, X_2\} \). Therefore,

\[
R^*(M) \geq \frac{1}{2} \left( R_{d^{(1)}}^* + R_{d^{(2)}}^* \right) \geq \frac{1}{2} \left( H(W_{12}, W_{13}) + H(W_{12}, W_{13}) - 2M \right) = \frac{5}{2} \rho' - M.
\]
based on Theorem 16, we have $\nu' = 1$, $G_1 = \{1, 2, 3\}$, $S = \{1\}$, $X_1 = \{X_1\}$, $X_2 = \{X_2\}$, $X_3 = \{X_3\}$ and $x = \{X_1, X_2, X_3\}$. Therefore,

$$
R^*(M) \geq \frac{1}{3} \left( R_{d_1}^* + R_{d_2}^* + R_{d_3}^* \right)
$$

$$
\geq \frac{1}{3} \left[ H \left( \{X_j \mid j \in G_1\} \right) + H \left( \{X_j \mid j \in G_2\} \right) + H \left( \{X_j \mid j \in G_3\} \right) \right]
$$

$$
= \frac{1}{3} \left( H(X_1) + H(X_2) + H(X_3) - |S|M \right).
$$

(111)

- Case (iv): For $\nu = 2$ demands $d^{(1)} = (i, j)$ and $d^{(2)} = (k, i)$ with receiver subsets $S_1 = \{1\}$ and $S_2 = \{2\}$, based on Theorem 16, we have $\nu' = 2$, $G_1 = \{1\}$, $G_2 = \{2\}$, $S = \{1, 2\}$, $X_1 = X_2 = \{X_i\}$ and $x = \{X_1, X_2, X_3\}$. Therefore,

$$
R^*(M) \geq \frac{1}{2} \left( R_{d_1}^* + R_{d_2}^* \right)
$$

$$
\geq \frac{1}{2} \left( H \left( \{X_j \mid j \in G_1\} \right) + H \left( \{X_j \mid j \in G_2\} \right) \right)
$$

$$
+ H \left( \{X_j \mid j \in G_3\} \right) - |S|/M
$$

$$
= \frac{1}{2} \left( H(X_1) + H(X_2) + H(X_3) - |S|M \right).
$$

(112)

A lower bound on the optimal peak rate-memory function is given by eqs. (109)-(112) for $i, j \in \{1, 2, 3\}$.

**APPENDIX N**

**PROOF OF THEOREM 13**

In order to bound the rate gap to optimality of the proposed GW-MR scheme, we need to compare the peak rate achieved by the GW-MR scheme, $R_{GW-MR}(M)$ defined in (23), with a lower bound on the optimal peak rate-memory function, $R^*(M)$, for different cache sizes. As per Theorem 12, a lower bound on $R^*(M)$ for the setting with three files and two receivers is given by

$$
R^L(M) = \begin{cases} 
\max_{i,j} H(X_i, X_j) - 2M, \\
M \in \left[0, \eta\right] \\
\frac{1}{2} H(X_1, X_2, X_3) + \frac{1}{2} \max_i H(X_i) - M, \\
M \in \left[\eta, \zeta\right] \\
\frac{1}{4} \left( H(X_1, X_2, X_3) - M \right), \\
M \in \left[\zeta, H(X_1, X_2, X_3)\right].
\end{cases}
$$

(113)

where

$$
\eta \triangleq \max_{i,j} H(X_i, X_j) - \frac{1}{2} H(X_1, X_2, X_3) - \frac{1}{2} \max_i H(X_i),
$$

(114)

$$
\zeta \triangleq \frac{1}{4} H(X_1, X_2, X_3) + \frac{3}{4} \max_i H(X_i).
$$

(115)

Note that based on (23), for any $\rho \in S_{SCW}$ defined in (24), the gap to optimality satisfies

$$
R_{GW-MR}(M) - R^L(M) \leq \max_{R_{MR}(M), \rho} (M, \rho) - R^L(M),
$$

(116)

where $R_{MR}(M, \rho)$ is given in (25). Therefore, in the following, we bound the gap $R_{MR}(M, \rho) - R^L(M)$ for any $\rho \in S_{SCW}$ such that $\rho_0 + 3\rho' + 3\rho = H(X_1, X_2, X_3)$. From the analysis that follows it will become clear that this choice of $\rho$ is sufficient to achieve optimality over a certain region of the memory. Let

$$
\eta_{\rho} \triangleq \frac{1}{2} \rho',
$$

(117)

and

$$
\zeta_{\rho} \triangleq \rho_0 + 3\rho' + 3\rho.
$$

(117)

From Lemma 3 in Appendix O it follows that $\eta_{\rho} \leq \eta \leq \min\{\zeta, \zeta_{\rho}\} \leq \max\{\zeta, \zeta_{\rho}\} \leq \zeta_{\rho}$, and we have

(i) When $M \in \left[0, \eta_{\rho}\right]$,

$$
R_{MR}(M, \rho) - R^L(M)
$$

$$
\leq \rho_0 + 3\rho' + 2\rho - 2M - \left( \max_{i,j} H(X_i, X_j) - 2M \right)
$$

$$
\leq H(X_1, X_2, X_3) - \rho - \max_{i,j} H(X_i, X_j)
$$

$$
= \min_{i} H(X_i, X_j, X_k) - \rho
$$

$$
\leq \frac{1}{2} \min_{i} H(X_j, X_k|X_i) - \rho,
$$

where (a) follows from $\rho_0 + 3\rho' + 2\rho = H(X_1, X_2, X_3) - \rho$, and (b) follows from Lemma 4 in Appendix O.

(ii) When $M \in \left[\eta_{\rho}, \eta\right]$,

$$
R_{MR}(M, \rho) - R^L(M)
$$

$$
\leq \rho_0 + \frac{5}{2} \rho' + 2\rho - M - \left( \max_{i} H(X_i, X_j) - 2M \right)
$$

$$
= H(X_1, X_2, X_3) - \frac{1}{2} \rho' - \rho - \max_{i,j} H(X_i, X_j) - M
$$

$$
= \min_{i} H(X_i, X_j, X_k) - \frac{1}{2} \rho' - \rho
$$

$$
\leq \frac{1}{2} \min_{i} H(X_j, X_k|X_i) - \rho,
$$

where (c) is due to $M \geq \eta_{\rho}$, and (d) follows from Lemma 4 in Appendix O.

(iii) When $M \in \left[\eta, \min\{\zeta, \zeta_{\rho}\}\right]$,

$$
R_{MR}(M, \rho) - R^L(M)
$$

$$
\leq \rho_0 + \frac{5}{2} \rho' + 2\rho - M - \frac{1}{2} \left( H(X_1, X_2, X_3) + \max_{i} H(X_i) - 2M \right)
$$

$$
= H(X_1, X_2, X_3) - \frac{1}{2} \rho' - \rho - \frac{1}{2} \max_{i} H(X_i) - \frac{1}{2} \max_{i} H(X_i)
$$

$$
= \frac{1}{2} \min_{i} H(X_j, X_k|X_i) - \frac{1}{2} \rho' - \rho
$$

$$
\leq \frac{1}{2} \min_{i} H(X_j, X_k|X_i) - \rho.
$$

(116)
(iv) When $M \in \left[ \min \{\zeta, \zeta_{\phi} \}, \max \{\zeta, \zeta_{\phi} \} \right]$,
- If $\min \{\zeta, \zeta_{\phi} \} = \zeta$, for $M \in \left[ \zeta, \zeta_{\phi} \right) \triangleright
\begin{align*}
R_{MR}(M, \varrho) - R^{LB}(M) \\
\leq \frac{1}{2} \left( H(X_1, X_2, X_3) + \max_i H(X_i) - 2M \right) \\
- \frac{1}{3} \left( H(X_1, X_2, X_3) - \frac{1}{2} \rho - \frac{1}{3} \max_i H(X_i) \right) \\
\leq \frac{3}{4} \min_i H(X_j, X_k | X_i) - \frac{1}{2} \rho,
\end{align*}
where (f) follows since $M < \zeta$.

(v) When $M \in \left[ \max \{\zeta, \zeta_{\phi} \}, \chi_{\phi} \right]$,
\begin{align*}
R_{MR}(M, \varrho) - R^{LB}(M) \\
\leq & \left( \frac{5}{2} \rho_0 + 2 \rho' + 2 \rho - M - \frac{1}{3} \left( H(X_1, X_2, X_3) - M \right) \right) \\
& \leq \frac{3}{4} \min_i H(X_j, X_k | X_i) - \frac{1}{2} \rho,
\end{align*}
where (g) follows form the fact that $M \geq \zeta$.

(vi) When $M \in \left( \chi_{\phi}, H(X_1, X_2, X_3) \right]$,
\begin{align*}
R_{MR}(M, \varrho) - R^{LB}(M) \\
\leq & \frac{1}{3} \rho_0 + \rho' + \rho - M - \frac{1}{3} \left( H(X_1, X_2, X_3) - M \right) = 0.
\end{align*}
Based on the analysis given above it is observed that for any symmetric $\varrho \in \mathcal{S}_{SGW}$ that satisfies $\rho_0 + 3 \rho' + 3 \rho = H(X_1, X_2, X_3)$, we have $R_{MR}(M, \varrho) = R^*(M) = R^{LB}(M)$ when $M \in \left[ \chi_{\phi}, H(X_1, X_2, X_3) \right]$. In order to maximize the region of memory where the proposed GW-MR scheme is optimal, we select the operating point $\varrho$ to be the one that minimizes $\chi_{\phi} = H(X_1, X_2, X_3) - \frac{3}{2} \rho$, or equivalently the one that maximizes the private description rate $\rho$. Note that this choice of $\rho$ also reduces the rate gap to optimality in other regions of the memory.

\textbf{APPENDIX O}

\textbf{Lemma 3 and Lemma 4}

In the following we provide two lemmas that are used in Appendix N.

\textbf{Lemma 3:} For any symmetric rate-tuple $\varrho \in \mathcal{S}_{SGW}$ satisfying $\rho_0 + 3 \rho' + 3 \rho = H(X_1, X_2, X_3)$, and for $\eta$ and $\zeta$ defined in (114) and (115), and for $\eta_{\phi}$, $\zeta_{\phi}$ and $\chi_{\phi}$ defined in (117) we have
\begin{equation}
\eta_{\phi} \leq \eta \leq \min \{\zeta, \zeta_{\phi} \} \leq \max \{\zeta, \zeta_{\phi} \} \leq \chi_{\phi}.
\end{equation}

\textbf{Proof:} For the three-file Gray-Wyner network, any achievable symmetric rate-tuple $\varrho \in \mathcal{S}_{SGW}$ satisfies the following cut-set bounds
\begin{align*}
H(X_1, X_2, X_3) & \leq \rho_0 + 3 \rho' + 3 \rho, \\
H(X_i, X_j) & \leq \rho_0 + 3 \rho' + 2 \rho, \quad i, j \in \{1, 2, 3\} \\
H(X_i) & \leq \rho_0 + 2 \rho' + \rho, \quad i \in \{1, 2, 3\}
\end{align*}
Therefore, for any $\varrho$ satisfying $\rho_0 + 3 \rho' + 3 \rho = H(X_1, X_2, X_3)$, $\eta$ is lower bounded as follows
\begin{equation}
\eta = \max_{i,j} H(X_i, X_j) - \frac{1}{2} H(X_1, X_2, X_3) - \frac{1}{2} \max_i H(X_i)
\end{equation}
\begin{align*}
\geq & \max_{i,j} H(X_i, X_j) - \left( H(X_1, X_2, X_3) - \frac{1}{2} H(X_1, X_2, X_3) \right) \\
& - \frac{1}{2} \max_i H(X_i) \\
= & \frac{1}{2} \left( H(X_1, X_2, X_3) - \max_i H(X_i) \right) - \min_i H(X_i | X_j, X_k) \\
\geq & \frac{1}{2} \left( H(X_1, X_2, X_3) - \rho_0 + 2 \rho' + \rho \right) - \min_i H(X_i | X_j, X_k) \leq (b) \\
\geq & \frac{1}{2} \rho' + \rho - \min_i H(X_i | X_j, X_k),
\end{align*}
where (a) follows from replacing $\frac{1}{4} H(X_1, X_2, X_3) = H(X_1, X_2, X_3) - \frac{1}{2} H(X_1, X_2, X_3)$, and (b) follows from (121), and in (c) we have used the fact that $\rho_0 + 3 \rho' + 3 \rho = H(X_1, X_2, X_3)$. Note that for such $\varrho$, and for any $i \in \{1, 2, 3\}$ we have
\begin{align*}
H(X_i | X_j, X_k) &= H(X_1, X_2, X_3) - H(X_i, X_k) \\
&= \rho_0 + 3 \rho' + 3 \rho - H(X_j, X_k) \\
& \geq \rho, \quad \text{(d)}
\end{align*}
where (d) is due to $H(X_j, X_k) \leq \rho_0 + 3 \rho' + 2 \rho$ from (120). Therefore, $\rho - \min_i H(X_i | X_j, X_k) \leq 0$, and from (122) it follows that
\begin{equation}
\eta \geq \frac{1}{2} \rho' = \eta_{\phi}.
\end{equation}
We can upper bound $\eta$ as follows.

$$\eta = \max_{i,j} H(X_i, X_j) - \frac{1}{2} H(X_1, X_2, X_3) - \frac{1}{2} \max_i H(X_i)$$

\begin{enumerate}
\item for $i,j
\item for $i
\item for $i
\item for $i
\item for $i
\end{enumerate}

where (e) follows since $\max_i H(X_i, X_j) \leq 2 \max_i H(X_i)$, and (f) follows form (121) and since $\zeta = \rho + \frac{3}{2} \rho' + \frac{3}{2} \rho$. 

We can upper bound $\zeta$ as follows.

$$\zeta = \frac{1}{4} H(X_1, X_2, X_3) + \frac{3}{4} \max_i H(X_i)$$

\begin{enumerate}
\item for $i
\item for $i
\item for $i
\end{enumerate}

where (g) follows from (121), and (h) follows from replacing $\rho_0 + 3 \rho'/3 \rho = H(X_1, X_2, X_3)$ and since $\chi = \rho_0 + 3 \rho'/3 \rho$.

From (123), (124) and (125) we conclude that $\eta \leq \eta \leq \min \{\zeta, \bar{\chi}\} \leq \max \{\zeta, \bar{\chi}\} \leq \chi$.

Lemma 4: For the three random variables $X_1, X_2, X_3$ with distribution $p(x_1, x_2, x_3)$, we have

$$\min_i H(X_i | X_j, X_k) \leq \frac{1}{2} \min_i H(X_j, X_k | X_i).$$

Proof:

\begin{align*}
\min_i H(X_i | X_j, X_k) &\leq \frac{1}{2} H(X_j | X_i, X_k) + \frac{1}{2} H(X_k | X_i, X_j) \\
&\leq \frac{1}{2} H(X_j | X_i, X_k) + \frac{1}{2} H(X_k | X_i) \\
&= \frac{1}{2} H(X_j, X_k | X_i) \\
&\leq \frac{1}{2} \min_i H(X_j, X_k | X_i),
\end{align*}

where (i) is due to the fact that the minimum of $H(X_i | X_j, X_k)$ across all choices of $i,j$ and $k$ is no more than the arithmetic mean of two of them.

**APPENDIX P**

**PROOF OF COROLLARY 6**

For the 3-DMS considered in Corollary 6, the symmetric rate-tuple $\bar{\gamma}$ with $\rho_0 = H(Y)$, $\rho_2 = \rho_3 = \rho_3 = \rho' = H_u$ and $\rho_1 = \rho_2 = \rho_3 = \rho = H_x$ belongs to $\mathcal{SGW}^q$, for which

$$H(X_i | X_j, X_k) = H(X_1, X_2, X_3) - H(X_i, X_j, X_k) = \rho', \quad i,j,k \in \{1,2,3\}$$

$$H(X_j, X_k | X_i) = H(X_1, X_2, X_3) - H(X_j, X_k) = \rho' + 2 \rho, \quad i,j,k \in \{1,2,3\}$$

Equations (127) and (128) for $\eta, \eta, \bar{\eta}, \bar{\chi}$ defined in (114), (115) and (117), we have $\eta = \eta \leq \eta \leq \bar{\chi} \leq \chi$. Therefore,

(i) When $M \in [0, \bar{\lambda}]$, from Appendix N, we have

$$R_{MR}(M, \bar{\gamma}) - R_{LB}(M) \leq \min_i H(X_i | X_j, X_k) - \rho_0 = 0,$$
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