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Abstract. For many functions of matrices \( f(A) \), it is known that their entries exhibit a rapid—often exponential or even superexponential—decay away from the sparsity pattern of the matrix \( A \). In this paper we specifically focus on the class of Bernstein functions, which contains the fractional powers \( A^\alpha, \alpha \in (0,1) \) as an important special case, and derive new decay bounds by exploiting known results for the matrix exponential in conjunction with the Lévy–Khintchine integral representation. As a particular special case, we find a result concerning the power law decay of the strength of connection in nonlocal network dynamics described by the fractional graph Laplacian, which improves upon known results from the literature by doubling the exponent in the power law.
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1. Introduction. In this paper, we investigate decay in the entries of matrix functions \( f(A) \), where \( A \in \mathbb{C}^{n \times n} \) is a Hermitian matrix and \( f \) is a Bernstein function, i.e., a nonnegative function \( f : (0, \infty) \to \mathbb{R} \) which is infinitely many times continuously differentiable and satisfies

\[
(-1)^{n-1} f^{(n)}(z) \geq 0 \text{ for all } n \in \mathbb{N} \text{ and } z \in (0, \infty).
\]

As the condition (1.1) means that \( f' \) is a completely monotonic function, the class of Bernstein functions is intimately related to the completely monotonic function classes of Laplace–Stieltjes and Cauchy–Stieltjes transforms. While the latter classes have received considerable interest in the analysis of matrix functions in recent years, see, e.g., [1, 16, 22, 23, 29] and the references therein, the class of Bernstein functions has not been investigated as thoroughly, although it also frequently occurs in applications: Our present study is motivated by the fact that fractional powers \( L_G^\alpha, \alpha \in (0,1) \), where \( L_G \) is the Laplacian of an undirected graph \( G \), have recently emerged as a useful tool in modeling non-local diffusion processes on graphs and in the efficient exploration of large networks; see, e.g., [3, 10, 33, 34]. Clearly, \( z^\alpha, \alpha \in (0,1) \) is nonnegative on \( (0, \infty) \) and fulfills the condition (1.1), so that it is a Bernstein function, whereas it is neither a Laplace–Stieltjes nor a Cauchy–Stieltjes function.

Off-diagonal decay in matrix functions is a topic that has been intensively studied in the past, in particular for the case of the matrix inverse \( f(A) = A^{-1} \), see, e.g., [12, 13, 15, 18, 19] and for entire functions like the exponential [4, 6, 26, 28, 32]. Quite recently, some of these bounds were also extended to Cauchy–Stieltjes and Laplace–Stieltjes functions of matrices, see, e.g., [6, 18] and also the recent survey [2]. A priori knowledge of the decay in matrix functions has many different applications, e.g., the efficient construction of sparse approximations [21, 36], the design of linearly scaling algorithms for certain linear algebra problems [5, 11] and the analysis of probing methods for trace estimation [20]. In the context of fractional powers of the graph Laplacian \( L_G \), decay estimates can give insight into transition probabilities of non-local random walks on \( G \); see [3, 10].

The remainder of this paper is organized as follows. In Section 2, we recall some basic facts about Bernstein functions and several special functions that appear in the bounds that we...
derive in later sections and on functions of matrices in general. Our main results on the decay in Bernstein functions of matrices are presented in Section 3, where we consider both the case of positive semidefinite as well as the case of positive definite matrices \( A \). Section 4 deals with the special case of the fractional graph Laplacian, where we compare our new decay estimates to previously found estimates from the literature. Concluding remarks are given in Section 5.

2. Basics. In this section, we introduce the basic concepts and notations needed for the derivations in later sections of the paper.

2.1. Bernstein functions. A Bernstein function is a nonnegative function \( f : (0, \infty) \to \mathbb{R} \) which is infinitely many times continuously differentiable and satisfies (1.1). As already mentioned in Section 1, this implies that \( f' \) is a completely monotonic function. Bernstein functions can thus be characterized as nonnegative primitives of completely monotonic functions. An important result on Bernstein functions is that they exhibit the Lévy–Khintchine integral representation

\[
(2.1) \quad f(z) = a + bz + \int_0^\infty (1 - e^{-tz}) \, d\mu(t)
\]

where \( a, b \geq 0 \) and \( \mu \) is a positive measure (the Lévy measure) on \((0, \infty)\) such that

\[
\int_0^\infty \min\{t, 1\} \, d\mu(t) < \infty,
\]

see, e.g., [8, 35]. Also note that any Bernstein function admits a continuous extension to the origin (which we also denote by \( f \) for convenience) for which the Lévy-Khintchine representation remains valid, see, e.g. [35, Proof of Proposition 3.6].

Important examples of Bernstein functions are, e.g.,

- \( f(z) = z^\alpha, \, \alpha \in (0, 1) \),
- \( f(z) = 1 - e^{-tz}, \, t \geq 0 \) and
- \( f(z) = \log(1 + z) \).

As the composition of two Bernstein functions is again a Bernstein function, we also have that, e.g., \( 1 - e^{-t\alpha z}, \, t \geq 0, \, \alpha \in (0, 1) \) is a Bernstein function.

Because they are of particular importance in the applications we consider in later sections, we mention that the Lévy-Khintchine representation of the fractional powers is explicitly known and given by

\[
(2.2) \quad z^\alpha = \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty (1 - e^{-tz}) t^{-\alpha-1} \, dt, \quad \alpha \in (0, 1).
\]

where \( \Gamma \) denotes the gamma function; cf. Section 2.2

2.2. The Gamma function and related special functions. In the following, we introduce some classical special functions which appear in the derivation of our results.

The gamma function is defined for \( z \in \mathbb{C} \) with \( \Re(z) > 0 \), where \( \Re(z) \) denotes the real part of \( z \), via

\[
\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt
\]

and has the property that \( \Gamma(n) = (n-1) \cdot \Gamma(n-1) = (n-1)! \) for \( n \in \mathbb{N} \). Closely related are the upper and lower incomplete gamma function, defined by

\[
\Gamma(z, s) = \int_s^\infty t^{z-1} e^{-t} \, dt \quad \text{and} \quad \gamma(z, s) = \int_0^s t^{z-1} e^{-t} \, dt,
\]
respectively. Clearly, we have \( \Gamma(z) = \Gamma(z, s) + \gamma(z, s) \) for all \( s \geq 0 \) and \( \Gamma(z) = \Gamma(z, 0) = \lim_{s \to \infty} \gamma(z, s) \). We also need the *error function*

\[
erf(z) = \frac{1}{\sqrt{\pi}} \int_{-z}^{z} e^{-t^2} \, dt
\]

and the *complementary error function* \( \text{erfc}(z) = 1 - \text{erf}(z) \), which are related to the incomplete gamma functions through the identities

\[
\Gamma\left(z, \frac{1}{2}\right) = \sqrt{\pi} \text{erfc}(\sqrt{z}) \quad \text{and} \quad \gamma\left(z, \frac{1}{2}\right) = \sqrt{\pi} \text{erf}(\sqrt{z}).
\]

### 2.3. Matrix functions and graphs of matrices

Let \( A \in \mathbb{C}^{n \times n} \) be a Hermitian matrix with eigendecomposition \( A = V \Lambda V^H \), where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \) is the diagonal matrix of eigenvalues and \( V \) contains the corresponding orthonormal eigenvectors. Then, for a scalar function \( f : \mathbb{C} \to \mathbb{C} \), the matrix function \( f(A) \) is given by the simple relation \( f(A) = V f(\Lambda) V^H \), where \( f(\Lambda) = \text{diag}(f(\lambda_1), \ldots, f(\lambda_n)) \), provided that \( f(\lambda_i) \) exists for all \( i = 1, \ldots, n \). For general—not necessarily diagonalizable—\( A \), a similar definition using the Jordan canonical form is possible (where for eigenvalues with nontrivial Jordan blocks, also the derivatives of \( f \) need to be defined, up to the block size minus 1). As we only consider Hermitian matrices in this work, we do not further pursue this topic and refer the reader to [24, Chapter 1.2] for details.

It directly follows from the definition of matrix functions given above that when \( f \) is a Bernstein function (2.1), we can insert \( A \) in place of \( z \) into the integral representation and find

\[
f(A) = aI + bA + \int_{0}^{\infty} (I - e^{-tA}) \, d\mu(t).
\]

An important concept frequently used in the formulation of decay bounds for matrix functions is that of the *graph of a sparse matrix*: Given \( A \in \mathbb{C}^{n \times n} \), the graph of \( A \) is given by \( G(A) = (V, E) \) where \( V = \{1, \ldots, n\} \) and \( E = \{(i, j) : a_{ij} \neq 0, i \neq j\} \). For any two nodes \( i, j \) in the graph of \( A \), we denote by \( d(i, j) \) the *geodesic distance* of the nodes in \( G(A) \), i.e., the length of the shortest path from \( i \) to \( j \). If there is no path from \( i \) to \( j \) in \( G \), then we set \( d(i, j) = \infty \). Clearly, when \( A \) is Hermitian, \( G(A) \) is undirected and thus \( d(i, j) = d(j, i) \) for all \( i, j \).

### 3. Decay in Bernstein functions of Hermitian matrices

This section contains our main results on off-diagonal decay in Bernstein functions of Hermitian matrices. We first consider the case of positive semidefinite \( A \) in Section 3.1 and then discuss how the estimates can be improved when \( A \) is positive definite in Section 3.2. As these estimates for positive definite \( A \) have the drawback that some integrals occur for which no closed form solution is available, we also derive other, more explicit, bounds for fractional powers of positive definite matrices in Section 3.3 by exploiting a connection to Cauchy–Stieltjes functions.

#### 3.1. The positive semidefinite case

Using the representation (2.1) allows us to relate decay in matrix Bernstein functions to decay in the matrix exponential, a very thoroughly studied topic. In particular, our analysis in this section is based on the following theorem from [6] on the decay in the matrix exponential, which is in turn based on the well-known convergence result of Hochbruck and Lubich [25, Theorem 2] for Lanczos approximations of the action of the matrix exponential.

**Theorem 3.1** (Theorem 4.2 in [6]). Let \( A \in \mathbb{C}^{n \times n} \) be a Hermitian positive semidefinite matrix with eigenvalues in the interval \([0, 4\rho]\) and denote by \( d(i, j) \) the geodesic distance of the nodes \( i \) and \( j \) in the graph of \( A \). Then for \( i \neq j \)}
(i) for $\rho t \geq 1$ and $\sqrt{4 \rho t} \leq d(i, j) \leq 2 \rho t,$

$$||\exp(-tA)||_{ij} \leq 10 \exp \left(- \frac{1}{\rho t} d(i, j)^2 \right),$$

(ii) for $d(i, j) \geq 2 \rho t$

$$||\exp(-tA)||_{ij} \leq \frac{10 \exp(-\rho t)}{\rho t} \left( \frac{e \rho t d(i, j)}{d(i, j)} \right)^{d(i, j)}.$$

Note that in its original form, the result of Theorem 3.1 was stated for banded matrices, but it directly generalizes to arbitrary sparse matrices; see also [6, Section 5]. In [6], Theorem 3.1 was used by Benzi and Simoncini to analyze the decay behavior of Laplace–Stieltjes matrix functions. Similar to Bernstein functions, Laplace–Stieltjes functions can be defined using an integral transform involving exponentials. Many of the arguments we use in the derivation of our results closely follow the techniques used in [6].

By exploiting the relation between Bernstein functions (2.1) and the matrix exponential, we can prove the following result.

**LEMMA 3.2.** Let $f$ be a Bernstein function (2.1), let $A \in \mathbb{C}^{n \times n}$ be positive semidefinite with spectral radius $\rho(A)$ and denote by $d(i, j)$ the geodesic distance of the nodes $i$ and $j$ in the graph of $A$. Then for all $i, j$ with $d(i, j) \geq 2$, we have

$$
||f(A)||_{ij} \leq 10 \int_0^{2d(i,j)\rho(A)} 4 \exp\left(-\frac{1}{\rho(A)}t\right) \left( \frac{e \rho(A) t}{4d(i, j)} \right)^{d(i, j)} d\mu(t)
$$

$$+ 10 \int_{2d(i,j)\rho(A)}^{d(i,j)^2} \exp\left(-\frac{4d(i, j)^2}{5\rho(A)}t\right) d\mu(t)
$$

$$+ \int_{d(i,j)^2}^{\infty} ||\exp(-tA)||_{ij} \ d\mu(t).$$

(3.1)

**Proof.** For $i \neq j$, we have

$$||[I - \exp(-tA)]_{ij}|| = ||\exp(-tA)||_{ij},$$

so that (2.3) implies

(3.2) $$||f(A)||_{ij} \leq |b \cdot a_{ij}| + \int_0^{\infty} ||\exp(-tA)||_{ij} \ d\mu(t).$$

We can therefore use bounds for entries of the matrix exponential in order to bound (3.2). Further note that for $i, j$ with $d(i, j) \geq 2$ it directly follows that $|b \cdot a_{ij}| = 0$, so that we can ignore this term. Recasting the conditions on $t$ in Theorem 3.1 as $d(i,j)^2 \leq t \leq \frac{d(i,j)^2}{2\rho}$ or $t \leq \frac{d(i,j)^2}{4\rho}$, respectively, and writing $\rho = \frac{1}{2}(\rho(A)$, the assertion of the lemma follows.

The integral representation (3.1) does not give a clear picture of the actual decay behavior at first sight, and in general it can only be evaluated by numerical quadrature. For fractional powers $f(z) = z^\alpha$, $\alpha \in (0, 1)$, the special case that we are most interested in, and in particular for the square root $f(z) = \sqrt{z}$, we can give analytic expressions for all occurring integrals in terms of the special functions introduced in Section 2.2.

**THEOREM 3.3.** Let $A \in \mathbb{C}^{n \times n}$ be positive semidefinite with spectral radius $\rho(A)$, let $\alpha \in (0, 1)$ and denote by $d(i, j)$ the distance of the nodes $i$ and $j$ in the graph of $A$. Then for
We handle the three integrals in (3.5) one after the other now. First, consider

\[ |[A^α]_{ij}| \leq \frac{\alpha}{\Gamma(1-α)} \cdot \left( 10e^{d(i,j)}\rho(A)^α \cdot \frac{4e^{d(i,j)}\rho(A)^α}{4\alpha d(i,j)^{d(i,j)}} \cdot \gamma \left( d(i,j) - \alpha - 1, \frac{d(i,j)}{2} \right) + 10 \left( \frac{5\rho(A)}{4d(i,j)^2} \right)^α \cdot \left( \Gamma \left( \frac{4}{\alpha} \right) - \Gamma \left( \frac{2d(i,j)}{5} \right) \right) \right) \cdot \frac{\rho(A)^α}{\alpha \cdot d(i,j)^{2α}}. \tag{3.3} \]

In particular, for \( \alpha = \frac{1}{2} \) we have

\[ |[\sqrt{A}]_{ij}| \leq \frac{1}{2\sqrt{\pi}} \cdot \left( 10e^{d(i,j)}\sqrt{\pi}\rho(A) \cdot \frac{4e^{d(i,j)}\sqrt{\pi}\rho(A)}{2d(i,j)^{d(i,j)}} \cdot \gamma \left( d(i,j) - \frac{3}{2}, \frac{d(i,j)}{2} \right) + 5\sqrt{5\pi}\rho(A) \cdot \frac{4e^{d(i,j)}}{d(i,j)} \cdot \left( \text{erfc} \left( \frac{2}{\sqrt{5}} \right) - \text{erfc} \left( \frac{\sqrt{5}}{\sqrt{4d(i,j)}} \right) \right) \right) \cdot \frac{\rho(A)^{1/2}}{d(i,j)}. \tag{3.4} \]

**Proof.** We use the representation (2.2) of fractional powers and insert the result of Lemma 3.2. For the third integral, note that

\[ ||\exp(-tA)||_{ij} \leq ||\exp(-tA)||_2 = \exp(-t\rho(A)) \leq 1 \]

because \( A \) is positive semidefinite. This way, we obtain

\[ |[A^α]_{ij}| \leq \frac{\alpha}{\Gamma(1-α)} \cdot \left( 10 \int_0^{2d(i,j)/\rho(A)} \frac{4e^{d(i,j)}\rho(A)^α}{4\alpha d(i,j)^{d(i,j)}} \cdot \left( \frac{e^{d(i,j)}\rho(A)^α}{4d(i,j)^2} \right)^\alpha \cdot t^{-α-1} dt + 10 \int_{2d(i,j)/\rho(A)}^{\infty} \frac{\rho(A)^α}{d(i,j)^{2α}} \cdot t^{-α-1} dt \right) \tag{3.5} \]

We handle the three integrals in (3.5) one after the other now. First, consider

\[ \int_0^{2d(i,j)/\rho(A)} \frac{4e^{d(i,j)}\rho(A)^α}{\rho(A) t} \cdot \left( \frac{e^{d(i,j)}\rho(A)^α}{4d(i,j)^2} \right)^\alpha \cdot t^{-α-1} dt = \frac{4}{\rho(A)} \cdot \left( \frac{e^{d(i,j)}\rho(A)^α}{4d(i,j)^2} \right)^\alpha \int_0^{2d(i,j)/\rho(A)} \exp \left( -\frac{1}{4}\rho(A)t \right) \cdot t^{d(i,j) - α - 2} dt \]

For a general function of the form \( \exp(-mt) \cdot t^k \) with \( m > 0, k > -1 \), we find its antiderivative

\[ \int \exp(-mt) \cdot t^k \ dt = -m^{-k-1} \cdot \Gamma(k+1, mt) + c \]

for some constant \( c \). Using the choice \( m = \frac{\rho(A)}{4} \) and \( k = d(i,j) - α - 2 \) and inserting the limits of integration, this gives

\[ \int_0^{2d(i,j)/\rho(A)} \exp \left( -\frac{1}{4}\rho(A)t \right) \cdot t^{d(i,j) - α - 2} dt = -\left( \frac{4}{\rho(A)} \right)^{d(i,j) - α - 1} \cdot \left( \Gamma \left( d(i,j) - α - 1, \frac{d(i,j)}{2} \right) - \Gamma(d(i,j) - α - 1) \right) \tag{3.6} \]

\[ = \left( \frac{4}{\rho(A)} \right)^{d(i,j) - α - 1} \cdot \gamma \left( d(i,j) - α - 1, \frac{d(i,j)}{2} \right). \]
The second integral in (3.5) is of the general form \( \exp(-\frac{m \lambda}{t}) \cdot t^{-\alpha-1} \) with \( m > 0 \), for which we find the antiderivative

\[
\int \exp(-mt) \cdot t^{-\alpha-1} \, dt = m^{-\alpha} \cdot \Gamma\left(\alpha, \frac{m}{t}\right) + c
\]

for some constant \( c \). With the choice \( m = \frac{4d(i,j)^2}{5\rho(A)} \) and inserting the limits of integration, we obtain

\[
\int \frac{d(i,j)^2}{\rho(A)} \exp\left(-\frac{4d(i,j)^2}{5\rho(A)t}\right) \cdot t^{-\alpha-1} \, dt
= \left(\frac{5\rho(A)}{4d(i,j)^2}\right)^\alpha \left(\Gamma\left(\alpha, \frac{4d(i,j)^2}{5\rho(A)}\right) - \Gamma\left(\alpha, \frac{2d(i,j)}{5}\right)\right)
\]

(3.7)

Finally, for the third integral, the antiderivative is simply

\[
\int t^{-\alpha-1} \, dt = -\frac{1}{\alpha}t^{-\alpha} + c
\]

for a constant \( c \). After inserting the limits of integration, we directly obtain.

\[
\int_0^\infty \frac{d(i,j)^2}{\rho(A)} \exp\left(-\frac{4d(i,j)^2}{5\rho(A)t}\right) \cdot t^{-\alpha-1} \, dt = -\frac{\rho(A)^\alpha}{\alpha \cdot d(i,j)^{2\alpha}}
\]

(3.8)

Inserting (3.6), (3.7) and (3.8) into (3.5) now yields (3.3).

The more compact formula (3.4) for the special case \( \alpha = \frac{1}{2} \) directly follows by using \( \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi} \) together with the relation \( \Gamma\left(z, \frac{1}{2}\right) = \sqrt{\pi} \text{erfc}(\sqrt{z}) \).

Numerical experiments illustrating the quality of the bounds obtained from Theorem 3.3 will be given in Section 4.1.

3.2. The positive definite case. The bounds derived in Section 3.1 are obviously also valid when \( A \) is positive definite and not just semidefinite. However, in this case, the bounds can be sharpened by using the following observation.

**Proposition 3.4.** Let \( A \in \mathbb{C}^{n \times n} \) and let \( \sigma \in \mathbb{C} \). Then

\[
\exp(A + \sigma I) = \exp(\sigma) \exp(A).
\]

Using (3.9), we can first shift the smallest eigenvalue of \( A \) to zero and then apply the result of Theorem 3.1.

**Corollary 3.5.** Let \( A \in \mathbb{C}^{n \times n} \) be Hermitian positive definite with smallest and largest eigenvalue \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \), respectively. Denote by \( d(i,j) \) the geodesic distance of the nodes \( i \) and \( j \) in the graph of \( A \) and let \( \rho := (\lambda_{\text{max}} - \lambda_{\text{min}})/4 \). Then for \( i \neq j \)

(i) for \( \rho t \geq 1 \) and \( \sqrt{3}\rho t \leq d(i,j) \leq 2\rho t \),

\[
|\exp(-tA)_{ij}| \leq 10 \exp(-t\lambda_{\text{min}}) \exp\left(-\frac{1}{5\rho t}d(i,j)^2\right),
\]

(ii) for \( d(i,j) \geq 2\rho t \)

\[
|\exp(-tA)_{ij}| \leq 10 \frac{\exp(-\rho + \lambda_{\text{min}}) t}{\rho t} \left(\frac{c \rho t}{d(i,j)}\right)^{d(i,j)}.
\]
Proof. Define the shifted matrix \( \tilde{A} = A - \lambda_{\min} I \) with eigenvalues in \([0, \lambda_{\max} - \lambda_{\min}]\). From (3.9), it then follows that

\[
\exp(-t\tilde{A}) = \exp(-tA + t\lambda_{\min}I) = \exp(t\lambda_{\min})\exp(-tA),
\]

which is equivalent to \( \exp(-tA) = \exp(-t\lambda_{\min})\exp(-t\tilde{A}) \). The result then follows by applying Theorem 3.1 to \( \exp(-t\tilde{A}) \). \( \square \)

Corollary 3.5 directly gives rise to a result analogous to Lemma 3.2 for the positive definite case.

**Lemma 3.6.** Let \( f \) be a Bernstein function (2.1), let \( A \in \mathbb{C}^{n \times n} \) be positive definite with smallest and largest eigenvalue \( \lambda_{\min} \) and \( \lambda_{\max} \), respectively. Denote by \( d(i,j) \) the geodesic distance of the nodes \( i \) and \( j \) in the graph of \( A \) and let \( \rho := (\lambda_{\max} - \lambda_{\min})/4 \). Then for all \( i, j \) with \( d(i, j) \geq 2 \), we have

\[
||f(A)||_{ij} \leq 10 \int_0^{\frac{d(i,j)}{\rho}} \frac{\exp(-(\rho + \lambda_{\min})t)}{\rho t} \left( \frac{\exp(t)}{d(i,j)} \right)^{(i,j)} d\mu(t)
\]

\[
+ 10 \int_{\frac{d(i,j)}{\rho}}^{\frac{d(i,j)^2}{\rho}} \exp(-t\lambda_{\min}) \cdot \exp \left( -\frac{d(i,j)^2}{5\rho t} \right) d\mu(t)
\]

\[
+ \int_{\frac{d(i,j)^2}{\rho}}^{\infty} \exp(-t\lambda_{\min}) d\mu(t).
\]

(3.10)

In contrast to the integrals arising in the positive semidefinite case in Lemma 3.2, even for the special case of fractional powers \( z^\alpha \), there is no closed-form expression for the more complicated second integral in (3.10). Thus, in order to use Lemma 3.6 for predicting the decay in \( f(A) \) for positive definite \( A \), this integral needs to be evaluated by numerical quadrature.

**3.3. Explicit decay bounds for fractional powers of positive definite matrices via Cauchy–Stieltjes functions.** For fractional powers, explicit decay bounds can also be obtained in a different way when \( A \) is positive definite, by employing a simple trick. For this, we write

\[
A^\alpha = A \cdot A^{\alpha - 1}
\]

and exploit the fact that \( A^{\alpha - 1} \) is a Cauchy–Stieltjes function when \( \alpha \in (0, 1) \). Using the relation (3.11), known decay results for Cauchy–Stieltjes functions [6, 18] can easily be transferred to positive fractional powers. A similar trick is used in the context of extending the scope of restarted Krylov subspace methods for Stieltjes matrix functions in [16, 17].

**Theorem 3.7.** Let \( A \in \mathbb{C}^{n \times n} \) be Hermitian positive definite with condition number \( \kappa = \lambda_{\max}/\lambda_{\min} \), let \( \alpha \in (0, 1) \) and denote by \( d(i,j) \) the geodesic distance of the nodes \( i \) and \( j \) in the graph of \( A \). Then, for all \( i, j \) with \( d(i, j) \geq 2 \),

\[
|[A^\alpha]_{ij}| \leq 2\lambda_{\min}^{\alpha - 1}\|A\|_\infty \cdot q^{d(i,j)-1} \quad \text{with} \quad q = \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1}.
\]

Proof. Define \( B = A^{\alpha - 1} \), so that \( A^\alpha = AB \), or, written element-wise,

\[
[A^\alpha]_{ij} = \sum_{k=1}^n a_{ik}b_{kj}.
\]
As $z^\alpha$ is a Cauchy–Stieltjes function, we can apply [18, Theorem 4] to $B$, which states that

$$|b_{kj}| \leq 2\lambda_{\min}^{\alpha-1} \cdot q^{d(k,j)},$$

where $q$ is as defined in (3.12). When $a_{ik} \neq 0$ we clearly have $d(k,j) \geq d(i,j) - 1$. Using this relation after inserting (3.14) into (3.13) and taking the absolute value gives

$$|A^\alpha|_{ij} \leq 2\lambda_{\min}^{\alpha-1} \cdot q^{d(i,j)-1} \sum_{k=1}^{n} |a_{ik}| \leq 2\lambda_{\min}^{\alpha-1} \cdot q^{d(i,j)-1} \|A\|_\infty,$$

which concludes the proof.

Note that the technique used in the proof of Theorem 3.7 cannot be applied when $A$ is only positive semidefinite, as $A^{\alpha-1}$ is not defined when $A$ has a zero eigenvalue. Thus, the result cannot be extended to this situation.

Remark 3.8. The bound (3.13) is stated in a rather simple form that is valid for all $i, j$ with $d(i,j) \geq 2$. When one is interested in a specific entry $|A^\alpha|_{ij}$, the bound can be sharpened to

$$|A^\alpha|_{ij} \leq 2\lambda_{\min}^{\alpha-1} \cdot \min\{|A_i|, |A_j|\} \cdot q^{d(i,j)-1},$$

with $q$ as in (3.12), where $A_i, A_j$ denote the $i$th row and $j$th column of $A$, respectively. This directly follows from the fact that both the bounds obtained from writing $A^\alpha = A A^{1-\alpha}$ and from writing $A^\alpha = A^{1-\alpha} A$ are valid for each entry, so that one can always select the smaller of the two.

Example 3.9. To illustrate our decay bounds for the positive definite case, we examine a simple model problem that is frequently used for demonstrating the quality of decay bounds [6, 20]. Let $A = I \otimes M + M \otimes I \in \mathbb{C}^{N^2 \times N^2}$, where $M = \text{tridiag}(-1,2+\sigma,-1) \in \mathbb{C}^{N \times N}$ and $\sigma \geq 0$. For the shift choice $\sigma = 0$, the matrix $A$ corresponds to the discretization of the two-dimensional Laplace operator on a regular square grid with homogeneous Dirichlet boundary conditions (up to a scaling). Increasing the shift $\sigma$ makes the resulting matrix $A$ better conditioned. We are interested in decay in the matrix square root $\sqrt{A}$, which plays an important role in Dirichlet-to-Neumann maps.

For our experiment, we choose $N = 31$, resulting in a matrix $A$ of size $961 \times 961$ and compare our bounds (3.10) and (3.12) for the three parameters $\sigma = 0$, $\sigma = 0.1$ and $\sigma = 1$. We consider the magnitude of the entries of the column of $\sqrt{A}$ that belongs to the node in the center of the graph of $A$, i.e., at grid position $(16,16)$. The integrals in the bound (3.10) are approximated using the general-purpose quadrature routine quad from SciPy.integrate. The results of this experiment are depicted in Figure 3.1. Note that the seemingly “oscillatory” behavior of the entries of $\sqrt{A}$ is caused by the row-wise numbering of grid nodes. If plotted over the two-dimensional grid, one would observe a smooth decay with respect to the geodesic graph distance, as expected.

We observe that the integral bound (3.10) always lies below the bound (3.12), with the distance between the bounds reducing when the shift $\sigma$ is increased. Another interesting observation is that for $\sigma = 0$, the bound (3.10) much better resembles the actual slope of the decay for nodes nearby the center of the grid, as it is not restricted to simple exponential decay of the form $C \cdot q^{d(i,j)}$.

4. Application to the fractional graph Laplacian. Given an undirected graph $G = (V,E)$, the graph Laplacian $L_G$ of $G$ is defined as

$$L_G = D_G - A_G,$$
Fig. 3.1. Decay in one column of $\sqrt{A}$, where $A = I \otimes M + M \otimes I \in \mathbb{C}^{961 \times 961}$, where $M = \text{tridiag}(-1, 2+\sigma, -1) \in \mathbb{C}^{31 \times 31}$ for $\sigma = 0$ (top), $\sigma = 0.1$ (center) and $\sigma = 1$ (bottom). The graph of $A$ is a regular two-dimensional grid of size $31 \times 31$ and the depicted column corresponds to the node in the center of this grid.
where \( A_G \) is the adjacency matrix of \( G \) and \( D_G \) is a diagonal matrix containing the degrees of the nodes of \( G \) on the diagonal. The graph Laplacian has applications in modeling diffusion processes on graphs, but also in spectral clustering [37], graph drawing algorithms [27] and many other areas. As all row sums of the graph Laplacian are equal to zero, it is necessarily a singular matrix, and it is well known that it is always positive semidefinite [31].

Recently, interest in the fractional graph Laplacian has emerged, which allows to model nonlocal diffusion processes on graphs or use nonlocal random walks for the exploration of large networks [3, 7, 9, 10, 14]. The fractional graph Laplacian is simply defined by taking a fractional power of the ordinary Laplacian, i.e., by \( L_G^\alpha \). As \( L_G^\alpha \) is a singular matrix [3] with all entries nonzero (if \( G \) is connected), it can be interpreted as the Laplacian of a weighted, fully-connected graph \( G^\alpha \) on the same set \( V \) of nodes. In this context, decay bounds for the entries of \( L_G^\alpha \) are of interest because they give insight into the nature of the connection strength in \( G^\alpha \) between nodes that were not connected in \( G \).

### 4.1. Power law decay in the fractional Laplacian.

In [3, 10] it was observed that the entries of the fractional graph Laplacian \( L_G^\alpha \) exhibit a power-law decay away from the sparsity pattern of \( L_G \). In particular, e.g., the following result was shown, which is based on Jackson’s theorem [30].

**Theorem 4.1 (Corollary 3.1 in [3]).** Let \( L_G \) be the Laplacian of an undirected graph \( G \) and let \( \alpha \in (0, 1) \). Then, if \( d(i, j) \geq 2 \), we have

\[
| (L_G^\alpha)_{ij} | \leq c \cdot \left( \frac{\rho(L_G)}{2} \right)^\alpha \cdot (d(i, j) - 1)^{-\alpha}
\]

with \( c = 1 + \pi^2/2 \).

We now compare our new result, Theorem 3.3, to Theorem 4.1. An important observation concerning (3.3) and (3.4) is that the first term in the sum goes to zero exponentially in \( d(i, j) \), so that asymptotically, the second and third term control the decay behavior in \( L_G^\alpha \). So Theorem 3.3 gives an asymptotic decay estimate of the form

\[
| [L_G^\alpha]_{ij} | \lesssim C \cdot d(i, j)^{-2\alpha},
\]

where \( C \) is a constant, showing a power-law decay, as already observed in [3, 10], but with the improved exponent \(-2\alpha\) instead of \(-\alpha\). Thus, our new bounds show that the strength of connection between far apart nodes in \( G^\alpha \) must actually drop off faster than known so far.

**Remark 4.2.** The bound (4.2) only holds in an asymptotic sense, because we ignore the influence of the first term in (3.3). It can, however, also easily be cast into an explicit, non-asymptotic form. Taking, e.g., \( \alpha = \frac{1}{2} \), we have that

\[
\frac{e^d}{d^d} \gamma \left( d - 3/2, \frac{d}{2} \right) \leq d^{-1}
\]

holds for all \( d \geq 4 \). Thus, by Theorem 3.3 we directly find a rigorous, non-asymptotic bound of the form

\[
| [\sqrt{L_G}]_{ij} | \leq \tilde{C} \cdot d(i, j)^{-1} \text{ for all } i, j \text{ with } d(i, j) \geq 4
\]

with a modified constant \( \tilde{C} \).

**Example 4.3.** To illustrate how our new decay estimates compare to those from [3, 10], we begin by considering a very simple test problem: Let \( G \) be a one-dimensional chain of
Fig. 4.1. Decay in the first column of $L_G^\alpha$, where $L_G$ is the Laplacian corresponding to a one-dimensional chain and $\alpha = \frac{1}{2}$ (top) or $\alpha = \frac{1}{4}$ (bottom).

The corresponding graph Laplacian is the tridiagonal matrix

$$L_G = \begin{bmatrix} 1 & -1 & & & \\ -1 & 2 & \ddots & & \\ & \ddots & \ddots & \ddots & \\ & & -1 & 2 & -1 \\ & & & -1 & 1 \end{bmatrix} \in \mathbb{R}^{n \times n}.$$ 

By the Geršgorin disk theorem, the spectral radius of $L_G$ is bounded by $\rho(L_G) \leq 4$ independently of $n$. In Figure 4.1 we compare the bound of Theorem 3.3 to that of Theorem 4.1 for $\alpha = \frac{1}{2}$ and $\alpha = \frac{1}{4}$. In both cases we can observe that the slope of our new bound more closely resembles the actual decay behavior due to the additional factor 2 in the exponent. In addition, we also predict the order of magnitude of the entries better (though they are still
overestimated by a quite large margin). Concerning this, it is also interesting to compare the constants involved in the two bounds. In Theorem 4.1, there is only one relevant constant, which is

$$\left( 1 + \frac{\pi^2}{2} \right) \sqrt{\frac{\rho(L_G)^2}{2}} \approx 8.39 \text{ for } \alpha = \frac{1}{2}$$

and

$$\left( 1 + \frac{\pi^2}{2} \right) \left( \frac{\rho(L_G)}{2} \right)^{\frac{1}{4}} \approx 7.06 \text{ for } \alpha = \frac{1}{4}.$$  

In Theorem 3.3, several constants occur. As the first term does not play a role in the asymptotic behavior for growing $d$, we ignore it. The constant in front of the term $d(i,j)^{-1}$ can be estimated as

$$\frac{5}{2} \sqrt{5\rho(L_G)} \text{erfc}\left( \frac{\sqrt{4\rho(L_G)}}{5} \right) + \sqrt{\frac{\rho(L_G)}{\pi}} \sim 3.43 \text{ for } \alpha = \frac{1}{2},$$

because $\text{erfc}\left( \frac{\sqrt{2d(i,j)}}{5} \right)$ goes to zero as $d(i,j)$ increases. For $\alpha = \frac{1}{4}$, we obtain the constant

$$\frac{\alpha}{\Gamma(1-\alpha)} \left( 10 \left( \frac{5\rho(L_G)}{4} \right)^{\alpha} \cdot \Gamma\left( \alpha, \frac{4}{5} \right) + \frac{\rho(L_G)^{\alpha}}{\alpha} \right) \sim 2.18,$$

again making use of the fact that $\Gamma\left( \alpha, \frac{2d(i,j)}{5} \right)$ goes to zero for increasing $d(i,j)$. Thus, the constants in the bounds have—at least asymptotically for large distances—also improved by a factor of roughly 2.4 and 3.2, respectively.

Example 4.4. Next, we consider an example graph with a more irregular structure. We construct a random geometric graph by sampling $n = 1000$ uniformly distributed points in the unit square and then connecting all pairs with distance below $0.075$ by an edge. The resulting graph is depicted in Figure 4.2. The degrees of the nodes in this graph range from 4 to 29 and the spectral radius of its Laplacian is $\rho(L_G) \approx 31.64$. In the left-most plot in Figure 4.2, the color coding of the nodes depicts the magnitude of the entries in one column of the fractional Laplacian $\sqrt{L_G}$ of this graph (on a logarithmic scale). The column corresponds to a node near the bottom right corner of the unit square (the node with brightest color in the
Decay in the first column of $L^\alpha_G$ where $L_G$ is the Laplacian corresponding to a random geometric graph $G$ (see text for details) and $\alpha = \frac{1}{2}$ (top) or $\alpha = \frac{1}{4}$ (bottom). One can nicely see how the magnitude of the entries decays the farther one moves away from the source node, which is in line with what our decay bounds predict (and what one would intuitively expect). In the center part of Figure 4.2, the decay bound (4.1) is shown and in the right-most part, we plot our new bound (3.4). In both cases, nodes for which no bound is available (i.e., nodes with distance 1 from the source node) are not drawn. Additionally, for easier comparison, we also show the magnitude of the entries and the bounds in a line plot in Figure 4.3, which also contains results for the case $\alpha = \frac{1}{4}$. As the graph has no regular underlying structure, we order the nodes for this plot according to the magnitude of the corresponding column entries, so that the entries form a monotonically decreasing sequence, which makes it easier to make sense of the plot. Observe the resulting “stair-case” like structure of both bounds (3.3)/(3.4) and (4.1), which predict the same order of magnitude for all entries belonging to nodes that have the same distance from the source node. While less pronounced, we can also observe a similar structure with plateau-like areas in the actual decay.
Again our new bounds (3.3)/(3.4) more accurately predict the slope of the decay and also have a smaller magnitude than (4.1). However, both bounds overestimate the actual decay by quite a large margin and the actual decay slope is a little bit steeper than what the new bound predicts.

4.2. Investigating the sharpness of the decay bounds. An interesting question in the study of decay bounds is whether they are asymptotically optimal or whether there is a possibility for further improvement. Currently, we do not have a definitive answer to this question, but we give an illustrative example that suggests that a further improvement of the exponent in the power law might be possible.

Example 4.5. We consider a simple example graph for which we can derive analytical formulas for the entries of the fractional Laplacian. Let \( G_n \) be a graph consisting of \( n \) nodes arranged in a circle, where we assume that \( n \) is odd. The Laplacian of this graph is given by

\[
L_{G_n} = \begin{bmatrix}
2 & -1 & & & \\
-1 & 2 & -1 & & \\
& -1 & 2 & -1 & \\
& & -1 & 2 & -1 \\
& & & -1 & 2
\end{bmatrix} \in \mathbb{R}^{n \times n}.
\]

The eigenvalues and eigenvectors of this matrix are analytically known and given by

\[
\lambda_k = \begin{cases}
4 \sin^2 \left( \frac{\pi k}{2n} \right) & \text{if } k \text{ is even}, \\
4 \sin^2 \left( \frac{\pi (k-1)}{2n} \right) & \text{if } k \text{ is odd}
\end{cases}
\]

and

\[
v_{i,k} = \begin{cases}
n^{-1/2} & \text{if } k = 1, \\
\sqrt{\frac{2}{n}} \sin \left( \frac{\pi (i-\frac{1}{2}) k}{n} \right) & \text{if } k \text{ is even}, \\
\sqrt{\frac{2}{n}} \cos \left( \frac{\pi (i-\frac{1}{2}) (k-1)}{n} \right) & \text{if } k \text{ is odd},
\end{cases}
\]

respectively. In particular, all eigenvalues except \( \lambda_1 = 0 \) appear twice and the spectrum of \( L_{G_n} \) is contained in \([0, 4]\) independent of \( n \). Using (4.3) and (4.4), we can analytically compute entries of \( \sqrt{L_{G_n}} \). We have

\[
[\sqrt{L_{G_n}}]_{ij} = \sum_{k=1}^{n} \sqrt{\lambda_k} v_{i,k} v_{j,k}
\]

\[
= \sum_{\ell=1}^{\frac{n-1}{2}} \sqrt{\lambda_{2\ell}} (v_{i,2\ell} v_{j,2\ell} + v_{i,2\ell+1} v_{j,2\ell+1})
\]

\[
= \frac{4}{n} \sum_{\ell=1}^{\frac{n-1}{2}} \sin \left( \frac{\pi \ell}{n} \right) \left( \sin \left( \frac{2\pi (i - \frac{1}{2}) \ell}{n} \right) \sin \left( \frac{2\pi (j - \frac{1}{2}) \ell}{n} \right) + \cos \left( \frac{2\pi (i - \frac{1}{2}) \ell}{n} \right) \cos \left( \frac{2\pi (j - \frac{1}{2}) \ell}{n} \right) \right)
\]

\[
= \frac{4}{n} \sum_{\ell=1}^{\frac{n-1}{2}} \sin \left( \frac{\pi \ell}{n} \right) \cos \left( \frac{2\pi \ell (i - j)}{n} \right),
\]

where we used an angle sum identity for the last equality. We can resolve the summation in (4.5) using several standard trigonometric identities, yielding

\[
[\sqrt{L_{G_n}}]_{ij} = \frac{1}{n} \left( \cot \left( \frac{\pi (2(i - j) + 1)}{2n} \right) + \cot \left( \frac{\pi (1 - 2(i - j))}{2n} \right) \right).
\]
For the $\left\lceil \frac{n}{2} \right\rceil, 1$-entry, above formula (4.6) simplifies to

\begin{equation}
\sqrt{L_{G_n}} \left\lceil \frac{n}{2} \right\rceil, 1 = \frac{1}{n} \cot \left( \pi \left( \frac{1}{n} - \frac{1}{2} \right) \right).
\end{equation}

From L'Hôpital's rule, one can see that (4.7) implies that as $n$ goes to infinity, $\sqrt{L_{G_n}} \left\lceil \frac{n}{2} \right\rceil, 1$ goes to zero as $\left( \left\lceil \frac{n}{2} \right\rceil - 1 \right)^{-2}$. In contrast, the decay bound of Theorem 3.3 predicts a decrease as $\left( \left\lceil \frac{n}{2} \right\rceil - 1 \right)^{-1}$.

In the numerical experiments in Example 4.3 and 4.4—as well as in other numerical experiments not reported here—we observed that the actual decay was even faster than predicted by our new, refined bounds, and we were not able to find a graph for which the bound was (provably or experimentally) asymptotically sharp. Thus, motivated by Example 4.5, we conjecture that

\begin{equation}
\|L_{G}^{\alpha}ij\| \lesssim C \cdot d(i,j)^{-4\alpha}.
\end{equation}

It remains an open topic for future research to prove or disprove this conjecture.

5. Conclusions. We have derived new integral-based decay bounds for Bernstein functions of Hermitian matrices $A$, with special emphasis on the case that $A$ is positive semidefinite and $f(z) = z^\alpha$, $\alpha \in (0, 1)$. In this case, analytic expressions for all involved integrals are available, making the bounds particularly easy to use. In other cases, some of the integrals appearing in the bounds need to be evaluated by numerical quadrature. As a particularly important application, we have considered nonlocal network dynamics described by the fractional graph Laplacian. It is well-known that the strength of connection between far apart nodes in the network follows a power law in this case, and we were able to improve the exponent of this power law from $-\alpha$ to $-2\alpha$ using our new approach. Motivated by studying the closed form representation of the fractional Laplacian of a cycle graph, we conjectured that a further improvement up to an exponent of $-4\alpha$ could be possible.
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