Calculation of \( \pi \) on the IBM quantum computer and the accuracy of one-qubit operations
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Abstract

A quantum algorithm for the calculation of \( \pi \) is proposed and implemented on the five-qubit IBM quantum computer with superconducting qubits. We find \( \pi = 3.157 \pm 0.017 \). The error is due to the noise of quantum one-qubit operations and measurements. The results can be used for estimating the errors of the quantum computer and suggest that the errors are purely random.
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1 Introduction

Many problems were considered for the IBM quantum computer with superconducting qubits [1,2], but high levels of noise preclude solving most of them. The problem of decreasing the noise and increasing the computation accuracy remains very important. Various schemes for solving the noise problem were considered [3–5]. There were also some proposals for the tasks suitable for the existing quantum computers [6–9].

In this paper, we do not try to best classical computers with a quantum one. Instead, we focus on a classical problem that has long been used to highlight the capabilities of classical computers and the power of applied mathematics in the era before computers. The problem consists in computing the number \( \pi \).

Arguably, Archimedes’ results for \( \pi \) from 23 centuries ago have been sufficiently accurate for many applications. Nevertheless, a truly gigantic number of digits have been computed since then. We do not attempt to beat the existing records and focus on getting the best result for \( \pi \) we can extract with the IBM quantum computer.
Our algorithm uses only one-qubit operations. We apply our results to estimate the accuracy of the quantum computer. The precise error rate of an early computer might not be of great interest, but the nature of its errors is. Are the dominant errors random or systematic? Our findings are consistent with purely random errors.

This article is organized as follows: In Sect. 2, the idea of the computational method is presented. The algorithm for calculating \( \pi \) on a quantum computer is given in Sect. 3. We briefly summarize our results in the concluding Sect. 5.

2 The idea

Let us consider a qubit in the initial state \(|0\rangle\). After “rotating” it by \( \varphi \) radians (on the Bloch sphere) around the \( y \)-axis, its state will be \( \exp(-iI_y\varphi)|0\rangle \). (\( \varphi \) is thus the dimensionless time). If it is subsequently measured in the basis \( \{|0\rangle, |1\rangle\} \), then the outcome will be \(|0\rangle \) with the probability \( \cos^2(\varphi/2) = (1 + \cos \varphi)/2 \) and \(|1\rangle \) with the probability

\[
p(\varphi) = \sin^2(\varphi/2) = (1 - \cos \varphi)/2.
\]  

The difference between any two successive roots of the equation \( p(\varphi) = 1/2 \), for example, \( \pi/2 \) and \( 3\pi/2 \), is exactly \( \pi \). Hence, \( \pi \) can be determined from the knowledge of \( p(\varphi) \). Of course, we cannot measure \( p(\varphi) \) exactly. On a real quantum device, we cannot even guarantee that the rotation angle is exactly as desired. We expect, however, that the real rotation angle \( \varphi = ct \), where \( t \) is a value which can be precisely controlled (such as the duration of a control pulse) and \( c \) is a constant. Thus, we can estimate \( p(ct) \) for a given \( t = \varphi/c \) as the fraction \( f(t) \) of the measurements that give the result \(|1\rangle \). To proceed further with calculating \( \pi \), we need to estimate the value of \( c \) as well.

Estimation of the constant \( c \)

Below, we will use the notation \( t_1 = \pi/2c \) and \( t_2 = 3\pi/2c \). These are the first two nonnegative roots of the equation \( p(ct) = 1/2 \). Since

\[
\int_{t_1}^{t_2} \left( p(ct) - \frac{1}{2} \right) \, dt = \frac{1}{c},
\]  

(see Eq. (1)), the area under the experimental curve \( (f(t) - \frac{1}{2}) \) on the interval \([\hat{t}_1, \hat{t}_2]\) (where the hats denote an estimate of the respective variable) provides a way to estimate \( c \).

Due to the experimental imperfections, \(|0\rangle\) and \(|1\rangle\) cannot be obtained with certainty, no matter what operations are performed. For the sake of estimating errors, we approximate the experimental probability of obtaining the result \(|1\rangle \) as

\[
P(t) = \alpha \frac{1 - \cos(ct + \phi_0)}{2} + \beta,
\]  

(3)
with three empirical constants $\alpha$, $\beta$, $\phi_0$ in addition to $c$. That is, $P(t)$ is derived from $p(\varphi)$ by arbitrary linear transforms of both its domain (with parameters $c$ and $\phi_0$) and the image (with parameters $\alpha$, $\beta$). These empirical parameters allow us to account for the initial state not being exactly $|0\rangle$ (it could even be mixed) and measurement errors. In the ideal case $\alpha = 1$, $\beta = \phi_0 = 0$. In any case $\alpha \geq 0$, $0 \leq \beta \leq 1 - \alpha$, since the probability must be between 0 and 1.

3 The algorithm

We assume that the approximate period of $P(t)$ is already known, and time units are chosen so that it is approximately 6. The fraction $f(t)$ will often be called simply “fraction”. Let $T$ be the set of all values of $t$ for which the experiments were performed. The algorithm consists of the following steps:

1. Roughly estimate $\alpha$ and $\beta$ (the measurement imperfections): find $\hat{\alpha}$, $\hat{\beta}$ from the system of equations

   $\begin{align*}
   \min_t f(t) &= \hat{\beta} \\
   \max_t f(t) &= \hat{\alpha} + \hat{\beta}
   \end{align*}$

   (4)

2. Normalize $f(t)$ so that its minimum is 0 and maximum is 1:

   $f_1(t) = \frac{f(t) - \hat{\beta}}{\hat{\alpha}}$

3. Define $\tilde{f}_1(t)$ as the extension of $f_1$ for values of $t$ between $\min T$ and $\max T$ by linear interpolation between neighboring values of $f_1(t)$.

4. Roughly estimate $t_1$ and $t_2$: find two time instants $t$ such that $\tilde{f}_1(t) = 0.5$ using root search methods, $\hat{t}_1$ starting from the point $t = 1.5$ and $\hat{t}_2$ starting from $t = 4.5$.

5. Refine the estimate for $\alpha$ and $\beta$: solve the system

   $\begin{align*}
   \text{mean} \left\{ f_1(t) : t \in T \text{ and } |t - \hat{t}_{\text{minval}}| < \delta \right\} &= \hat{\beta} \\
   \text{mean} \left\{ f_1(t) : t \in T \text{ and } |t - \hat{t}_{\text{maxval}}| < \delta \right\} &= \hat{\alpha} + \hat{\beta}
   \end{align*}$

   (5)

where mean $S$ is the arithmetic mean of the set $S$; $\hat{t}_{\text{maxval}} = \frac{\hat{t}_1 + \hat{t}_2}{2}$ is the estimated maximum point of $P(t)$ calculated from $t_1$ and $t_2$; similarly, $\hat{t}_{\text{minval}} = \frac{3\hat{t}_1 - \hat{t}_2}{2}$ is the estimated minimum point of $P(t)$; $\delta$ is chosen so that the systematic error is much less than the expected random error. (The systematic error is due to $t$ not being the true minimum or maximum. It is bounded from above by $1 - \cos(c\delta)$.) The random error can be quantified by the standard deviation of the Bernoulli distribution divided by $\sqrt{k}$, $\sqrt{\frac{P(t)(1-P(t))}{k}}$, where $k$ is the number of points satisfying $|t - \hat{t}_{\text{minval}}| < \delta$ or $|t - \hat{t}_{\text{maxval}}| < \delta$, and $t = \hat{t}_{\text{minval}} + \delta$ or $t = \hat{t}_{\text{maxval}} + \delta$, respectively.

6. Repeat step 2 with new $\hat{\alpha}$ and $\hat{\beta}$.

7. Refine the estimate for $t_1$ and $t_2$ as follows. For $i = 1, 2$:  

\text{ Springer}
(a) take the experimental times \( t \) in a-neighborhood of \( \hat{t}_i \), that is, \( t \in T \) and \( |t - \hat{t}_i| \leq a \) (we chose \( a = 0.5 \)) and corresponding \( f_1(t) \)

(b) fit a linear function \( \gamma_i t + k_i \) to these \( f_1(t) \) by the least squares method

(c) let the new \( \hat{t}_i \) be the solution to the equation \( \gamma_i \hat{t}_i + k_i = 0.5 \)

8. Find the integral \( I = \int_{\hat{t}_1}^{\hat{t}_2} \left( f(t) - \frac{1}{T} \right) \, dt \) using the trapezoidal rule.

9. Estimate \( \pi \) as \( \frac{\hat{t}_2 - \hat{t}_1}{\hat{t}_2 - \hat{t}_1} \).

In principle, one can attempt to iterate steps 5–7 to improve accuracy. This does not appear to improve accuracy significantly.

The parameters \( c \) and \( \phi_0 \) are related to \( \hat{t}_1 \) and \( \hat{t}_2 \), so despite the fact that we do not explicitly estimate \( c \) and \( \phi_0 \), their estimates can be calculated from \( \hat{t}_1 \) and \( \hat{t}_2 \) if desired.

We wrote code for a five-qubit IBM Q quantum processor (ibmq_5_yourktown-ibmx2). The code specified 8192 measurements on each of the five qubits for nominal rotation angles (corresponding to \( t \) in our algorithm) from 0 to 6.3 with the step of 0.1. The value \( \delta = 0.1 \) (see step 5) was chosen. Each value of \( t \) required a separate job on the quantum platform. The results on qubit #5 (Fig. 1e) contain a large jump near \( t = 4 \), apparently due to a calibration difference between our runs. In the graph for qubit #3 (Fig. 1c), a smaller jump near the time instant \( t = \pi \) can also be observed. The results from those qubits were discarded. The results on the three remaining qubits are well described by Eq. (3) in the region of interest \((1 < t < 5)\). The dependence of the fractions \( f(t) \) on the parameter \( t \) is plotted in Fig. 1. On the three plots corresponding to those qubits, the points are, for the most part, close to the theoretical curve.

Checking the algorithm’s accuracy

In order to check the accuracy of the algorithm, we estimated parameters \( \alpha \) and \( \beta \) from experimental data for the three qubits used in the experiment; generated synthetic data with the probabilities according to Eq. (3) for the same values of \( t \) as in the experiment (see above); ran the algorithm 50 times for each of three pairs \( (\hat{\alpha}, \hat{\beta}) \); and calculated the standard deviation of the result.

We can also use the above method to measure the effect of random errors on any intermediate result produced by the algorithm. We found that the standard deviation of \( (\hat{t}_2 - \hat{t}_1) \) is 0.009 and the standard deviation of \( I \) is 0.006.

The comments on the accuracy of the algorithm below and our conclusion that random errors exceed systematic ones are based on this calculation.

After performing the calculation with the above algorithm and averaging the results from different qubits, we obtained the result \( \pi \approx 3.157 \pm 0.017 \) (0.017 is twice the standard deviation calculated as described above).

4 Discussion

Using more complicated integration rules in step 8 of the algorithm such as Simpson’s rule is pointless in our case, as it will not be more accurate. This can be justified as
follows. We consider the case $c = 1$. Calculating the theoretical value of integral $I$ by the trapezoidal rule with the step of 0.1 gives the value of 0.99917 instead of the exact value $I = 1$. Thus, the error due to the trapezoidal rule is small compared to the error due to limited number of measurements in our case (standard deviation of $I$ in simulations, as stated above, is about 0.006, with the magnitude of measurement errors we observed; it would be 0.0023 in the ideal case of $\alpha = 1$) or the estimation error of $(t_2 - t_1)$.

A possible way to improve the accuracy of the results would be to measure several periods of $p(t)$ instead of half a period, assuming that decoherence is small enough.
5 Conclusions

We suggested a simple quantum algorithm for calculating $\pi$ on a quantum computer and implemented it on the IBM quantum platform. We provide an estimate of the magnitude of random errors and show that our results are consistent with the hypothesis of errors being purely random. The correct value of $\pi$ is within the error bars of the estimated value ($3.157 \pm 0.017$). This accuracy is still behind the celebrated result $3^{10^{-7}} < \pi < 3^{10^{-1}}$ by Archimedes, but it seems that the achievements of classical antiquity are within reach of modern quantum information science.
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