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Abstract—The data freshness at decision epochs of time-sensitive applications, e.g., auto-driving vehicles and autonomous underwater robots, is jointly affected by the statistics of update process and decision process. This work considers an update-and-decision system with a Poisson-arrival bufferless queue, where updates are delivered and processed for making decisions with exponential or periodic intervals. We use age-upon-decisions (AuD) to characterize timeliness of updates at decision moments, and the missing probability to specify whether updates are useful for decision-making. Our theoretical analyses 1) present the average AuDs and the missing probabilities for bufferless systems with exponential or deterministic decision intervals under different service time distributions; 2) show that for service scheduling, the deterministic service time achieves a lower average AuD and a smaller missing probability than the uniformly distributed and the negative exponentially distributed service time; 3) prove that the average AuD of periodical decision system is larger than and will eventually drop to that of Poisson decision system along with the increase of decision rate; however, the missing probability in periodical decision system is smaller than that of Poisson decision system. The numerical results and simulations verify the correctness of our analyses, and demonstrate that the bufferless systems outperform the systems applying infinite buffer size.

Index Terms—Age of information, bufferless system, decision process, service time.

I. INTRODUCTION

Over the past few years, the Internet of Things (IoT) has grown by leaps and bounds, and created a world where smart devices are able to connect to the Internet and communicate with each other. This, hence, fosters an ever-increasing number of real-time monitoring networks in many domains, e.g., traffic monitoring [1], [2], underwater acoustic sensor networks [3], [4], autonomous navigation [5], [6], and unmanned aerial vehicle (UAV) communications [7], [8]. Different from traditional networks which are mostly designed with a concentration on transmitting messages accurately and efficiently, these IoT based networks are also supposed to react and make decisions based on received data, which means the timeliness of data is vital since timely data strongly supports the network implementation while outdated data causes erroneous decisions or overreactions. In this regard, how to ensure the service facility to receive fresh information is essential for IoT based systems.

In 2011, a new measurement known as age of information (AoI) was introduced to perfectly convey information freshness, which has been defined as the time elapsed since the birth of the newest delivered packet. Thus, AoI performs better for evaluating freshness of the information stream than traditional metrics, such as packet delivery delay and round-trip time (RTT), which only focus on single update. For example, small delay does not mean information is timely since it might suffer from long interval between consecutive deliveries.

However, in some scenarios, the interest is mostly in the information freshness at particular moments instead of time averages. By noticing this, we proposed a new information freshness measurement termed as age upon decisions (AuD) to characterize information freshness at decision moments when decisions are made according to received update [9]. Meanwhile, the IoT based systems that utilize updates to make random decisions are referred to as update-and-decision systems. For example, an IoT based system where the inter-arrival times are deterministic, service time is general, and the decision intervals...
are exponential, is modeled as an update-and-decision D/G/1-M system.\textsuperscript{1} It is clear that AuD characterizes the information freshness at decision moments more effectively than delivery delay and RTT.

The extension from AoI to AuD means that the behavior of AuD is not merely correlated with the updating process (i.e., generation process and service time of updates), but also affected by a new factor, i.e., the statistical characteristic of decision-making process. Hence, previous work on AuD mainly focused on optimizing performance of update-and-decision system with infinite queue and studied how the average AuD behaves when considering different generation processes, service time distributions or decision intervals. However, to the best of our knowledge, the effect of buffer existence on the AuD metric has not been investigated earlier for update-and-decision system. In this article, we further minimize the AuD and optimize the system performance from the perspective of buffer existence, where the couplings between buffer existence, updating process and decision-making process bring great challenges to our study.

A. Motivations

We notice that, in many practical IoT networks,

- the queue length, or equivalently, the buffer size might be limited to reduce waiting time of received updates, and a length-1 queue is commonly used in many time-sensitive applications, e.g., real-time wireless control systems [10];
- many queues with packet management work similarly to a length-1 queue and can be abstracted as a length-1 queue. For example, the last-come-first-served (LCFS) queue in [10] has almost the same timeliness performance as the length-1 queue in [11] because the only difference between them is how outdated updates are handled. Another example can be found in [12], where the performance of queues with Last-Generated, First-Serve (LGFS) scheduling policy is also similar to that of length-1 queue. In these cases, it is reasonable to abstract the considered queue as a bufferless queue;

hence we are interested in the behaviors of the AuD in bufferless systems and how the buffer existence can affect the system performance.

Example 1: In the self-driving vehicle model, in-vehicle sensors scan the internal and external environment, and generate packets which contain driving information such as speed, coordinate and road conditions. In conventional wireless communication system, these updates are queued to wait for transmission. However, due to the energy constraints, the buffer size of the in-vehicle sensor is normally limited, which means the sensor nodes have to drop some packets if necessary to avoid the excessive use of node energy. By processing transmitted data, the monitor would first assess situations, and then might or might not make driving decisions. Specifically, the lane detecting sensors collect information about whether the vehicle deviates from the lane and send packets to the vehicle radio module, in which the packets are processed to see if there is the need to adjust steering of the vehicle. Also, the monitor would receive data reported by the distance sensor and the acceleration sensor, and control the vehicle to stop or decelerate to avoid obstacles. Apparently, the packet are generated randomly and contain unpredictable information, the transmission time which affected by variable packet length and channel condition is random and the driving decision-making process that depends on transmitted data is also random. Since the decision process and service process are asynchronous, AuD would be appropriate to characterize the decision timeliness while the AoI can only evaluate the update timelines.

Example 2: Limited by the low available system resources and the small-scale energy storage, many low-cost IoT based systems which could make decisions randomly would prefer to fix the decision interval to minimize the computing resources and energy spent in the decision-making-unit (DMU). This can be seen as the trade-off between timeliness and efficiency. That is, to schedule a deterministic decision interval for energy-saving, or to randomize the decision interval for timeliness. One example of such system is the edge computing devices (e.g., smart gateways in Internet of Vehicles) whose computational capacities and energy supply are not as satisfactory as the centralized server, thus the DMU are expected to consume as less computational resources and energy as possible. In this situation, some DMUs would flexibly choose to scrap data regularly to make periodic decisions rather than run continuously as a running process in the background.

Therefore, the main focus of this paper is the decision timeliness of update-and-decision system with a length-1 queue. Specifically, we consider the blocking queue, which blocks the incoming updates when busy and only provides service when idle. We shall investigate how the IoT based bufferless system is influenced by different decision intervals. Also, we notice the fact that the system performance can be further optimized at the expense of high-cost network deployment. For example, the stability and quality of communications in autonomous vehicles can be significantly improved by changing from wireless connection to wired connection or increasing transmit power, which is possible to be applied in inter-communication between core components. In the AuD framework, the network deployment corresponds to the schedule of the service time distribution since the service time is defined as the transmission time. Hence we are also interested in whether service scheduling makes any difference to the system performance.

B. Contributions

Compared with previous work on the AuD which optimizes the generation and service of updates as well as decision-making process, this work also investigates the effect of buffer existence on the decision timeliness. However, it is not easy to characterize the decision timeliness and utilization of updates for the updating system since they are both jointly affected by buffer existence, generation process and service time of updates as well as decision intervals. Meanwhile, the considered blocking queue is likely to discard some updates before their transmission, which

\textsuperscript{1}We follow and extend the Kendall notation system. In particular, the suffixes ‘-M’ and ‘-D’ denote exponential inter-decision times and deterministic inter-decision times, respectively.
means the statistical characteristic of update creation process is completely different from that of update sending process. This leads to a more complex coupling between update generation process and other factors that affect the AuD since one can only change the statistical characteristic of update creation process, but the update sending process remains unknown during the analyses. To handle these, we study the average AuDs of update-and-decision M/G/1/1-G blocking system by rigorous calculations and decouplings, where arrivals are Poisson distributed and decision interval is exponentially distributed or periodic. Specifically, since the average AuD of M/G/1/1-D bufferless systems cannot be calculated directly, we derive a reasonable approximate closed-form expression whose tightness is examined by simulations. We also propose the metric missing probability to evaluate the probability of updates missed for decisions. Based on these results, we compare and optimize the system performance under different forms of service scheduling and decision interval.

1) **AuD of Bufferless Update-and-decision Queue**: We consider the bufferless M/G/1/1-M systems utilizing Poisson decisions and M/G/1/1-D systems where decisions are made periodically. With analyses on the length-1 blocking queue, the general expressions of the average AuD and missing probability are respectively presented in closed-form. By applying obtained general expression to the case with a more typical service time, the average AuDs and missing probabilities under three typical service distributions (i.e., uniform/negative exponential/deterministic case) are also obtained, which are meaningful for a wide variety of practical scenarios. It is numerically shown that the considered bufferless queue results in a much lower average AuD than the first-come-first-served (FCFS) infinite queue under heavy system load, and also has better performance in terms of missing probability under all decision rates. Additionally, it is shown through simulation that the timeliness of bufferless queue is superior to that of queue with limited length.

2) **Optimal Service Scheduling**: For both updating systems with respective exponential or deterministic decision intervals, we theoretically find the optimal service time distribution. In the M/G/1/1-M bufferless system, we show that the deterministic service time performs best in reducing the average AuD and missing probability while a negative exponentially distributed service time performs worst. As for the M/G/1/1-D bufferless system, deterministic service time is also the most suitable for service statistics while the performance ranking of uniformly distributed and negative exponentially distributed service time depends on decision rate.

3) **Optimal Decision Interval**: We theoretically prove that the average AuD of M/G/1/1-M bufferless system is independent of decision rate while that of corresponding M/G/1/1-D bufferless system decreases for increasing decision rate. Additionally, the missing probability of bufferless system also drops as decision rate climbs. For decision intervals, it is also shown both in theoretical and simulation results that the Poisson decision systems result in a lower average AuD but a higher missing probability than the periodical decision systems with the same decision rate, where we prove that the average AuD of the latter will eventually drop to the same level the former has.

### C. Related Work

The AoI has been exhaustively investigated under different queuing models since its first introduction. For elementary single stream queue, the authors in [13] derived the average Aos of FCFS M/M/1, M/D/1 and D/M/1 systems. Along this line, a more general FCFS G/G/1 queuing model was considered in [14], in which the stationary distributions of the AoI and the peak AoI were studied. Remarkably, the information freshness in FCFS D/G/1 queuing system was characterized by the probability that the AoI or the peak AoI exceeded a certain limit [15] [16]. Apart from FCFS discipline, many other service disciplines have been analyzed to keep information as fresh as possible [10], [12], [17]. For example, a new discipline namely LCFS was proposed in [10], where the average Aos of LCFS M/M/1 systems with and without preemption were shown to be lower than that in [13]. The authors of [12] also paid attention to LCFS queue with a focus on Gamma distributed service time. Moreover, the idea of LCFS discipline was further optimized in [17] where LGFS discipline was introduced to optimize the average AoI.

In addition to service disciplines, different forms of packet management are also effective to improve the information freshness because the queue length of service facility is limited in some networks, especially in IoT based networks [11], [18], [19], [20], [21], [22]. For instance, the M/M/1/2* system where the newest update would replace the current update in waiting queue achieves better timeliness than the M/M/1/1 and M/M/1/2 blocking systems [11]. Following this research, a server waiting scheme was employed to M/G/1/1 and M/G/1/2* systems and successfully improved the average AoI at the expense of the peak AoI [18]. Another efficient way to improve the timeliness of M/G/1/1 and M/G/1/2 queuing models is to introduce a packet deadline, which is set to be deterministic or negatively exponential random [19]. On the other hand, the authors in [20] investigated the average Aos of M/G/1/1 queuing systems under the consideration of preemption and blocking, while this result was extended to both G/G/1/1 blocking as well as preemptive queuing models in work [21], which also provided an upper bound for the average AoI in a system employing preemptive queue. Particularly, a retransmission scheme was considered in [22] to satisfy the need to improve system timeliness under both small generation rate and packet block-length.

More generally, AoI is also suitable for characterizing timeliness of multi-stream systems [23], [24], [25], [26]. The average Aos of M/M/1 multi-stream system under FCFS and LCFS discipline were computed in [23]. More than that, the analyses in [24] also presented approximate expressions to specify the average AoI of M/M/1 multi-stream system. Combined with packet management, it has been shown that a particular stream in the multi-stream M/G/1/1 preemptive system could be prioritized by increasing its generation rate [25]. Meanwhile,
a multi-flow M/G/1/1 system with blocking can foster more timely updates than the corresponding M/G/1 system [26]. The authors of [23] also proposed stochastic hybrid systems (SHS) to calculate the average AoI, which makes it possible to analyze more complex multi-flow queuing models where the expectations of variables are difficult to calculate [27], [28], [29]. For example, round-robin service scheduling with retransmission has a lower average AoI than stationary randomized service policy [27]. In [28], the authors presented the moment generating function (MGF) of the AoI for a general two-stream model and computed the first moment and the second moment of the AoI.

Another work focused on the two-stream system showed that the self-preemptive queue achieves the lowest average AoI while the non-preemptive queue results in two streams with the same priority [29].

For different applications and scenarios, the AoI has propagated many variants for measuring performance of updates [30], [31], [32]. One example is a new metric termed as channel-aware AoI, which characterizes the missing opportunities for delivering an update since the departure of latest successfully delivered update [30]. Also, the authors in [31] introduced urgency of information (UoI) aiming at specifying the overall freshness of information stream in remote control systems, where the more urgent information has a larger UoI. Meanwhile, the age of incorrect information was proposed and defined as the time elapsed since the last update that brings correct information in [32]. More relevantly, AuD was first proposed to characterize the information freshness at particular moments, i.e., decision moments in [9], where the authors investigated the basic M/M/1-M updating system. To gain more insight, the authors extended the results to general G/G/1-M as well as G/M/1-M update-and-decision systems in [33], where the closed-form expressions of the average AuD were derived. Furthermore, the average AuD of Poisson decision system was optimized by finding the optimal update generation process [34], where an efficient algorithm was also presented to this end. Additionally, the work [34] was the first one to consider a periodical decision process and a D/M/1/1 updating system was analyzed as an example. Recently, the authors of [35] studied the update-and-decision M/G/1-G system with a focus on how different service time distributions affect the system performance. However, the queueing models considered in [9] and [33], [34], [35] are all FCFS infinite queues and many common queueing models have not been studied before in the AuD framework. Meanwhile, we notice that a bufferless queue is significantly efficient in improving system timeliness in the AoI framework [20], [21] [26], hence we are interested in whether system timeliness in the AuD framework can also be improved by the same way. This motivates our work in this paper to study the update-and-decision system with a bufferless queue, and optimize the system performance in two aspects, i.e., the service scheduling and the decision interval.

D. Organization

The rest of this paper is organized as follows. Section II introduces the system model. Section III computes the average AuD and missing probability of M/G/1/1-M bufferless system. In Section IV, we derive the general expression of average AuD in M/G/1/1-D bufferless system and calculate the missing probability. In Section V, numerical results and Monte Carlo simulations are presented as the verification of our theoretical analyses. Section VI concludes our main work.

II. SYSTEM MODEL

Consider an update-and-decision system based on IoT which contains an information generator (e.g., a camera), a service facility (e.g., a wireless channel), and a decision-making-unit (e.g., a central processor). Status updates are generated based on a Poisson generation process with parameter $\lambda$, and subsequently sent to the service facility, in which updates are processed with service rate $\mu$ following a general independent distribution. The system offered load is denoted by $\rho = \lambda / \mu$. By analyzing the received updates, decisions are made by the DMU at decision rate $\nu$, which are used for controlling or managing. Noticing that the queue length might be limited for some queuing systems, especially for IoT based real-time systems [36], [37], we therefore consider a length-1 queue with blocking discipline in this paper, where the queue length is under consideration and only one update can be handled at a time. This means that the updates will only get served if they arrive when the system is idle, otherwise they will be discarded directly. In this way, the system can be abstracted as an update-and-decision M/G/1/1-G bufferless system. Given that some updates might be discarded directly in the bufferless system, we therefore refer to updates that arrive while the server is idle as successful updates. We use subscript $k$ to indicate the index of the $k$th successful update. As shown in Fig. 1, the $k$th successful update arrives at time $t_k$ and completes its service at time $t'_k$. We also denote: (i) $X_k = t_{k+1} - t_k$ as the inter-arrival time between the $k$th successful update and the next arriving update (which might be dropped directly or delivered successfully), (ii) $Y_k = t'_k - t_{k-1}'$ as the departure interval between the $k$th and $(k - 1)$th successful updates, (iii) $T_k = t'_k - t_k$ as the period that the $k$th successful update stays in the system, which is equivalent to its service time $S_k$ in blocking model, (iv) $N_k$ as the number of decisions being made based on the $(k - 1)$th successful update during $Y_k$, in which $N_k = 0, 1, \ldots$, and $\tau_k$ as the decision epoch, in which $\tau_k$.
\[ j = 1, 2, \ldots, N_k, \text{ and } (\nu) \text{ if } Z_j = \tau_j - \tau_{j-1} \text{ as the decision interval between two neighboring decision epochs.} \]

**Definition 1. (Age upon Decisions-AuD)** \([9], [33])\text{: Denote the index of the most recently received update at the } j\text{th decision epoch by } N(\tau_j) = \max\{k | t_k \leq \tau_j\}, \text{ and the generation time of the update by } U(\tau_j) = t_N(\tau_j). \text{ Then, the Age upon Decisions of the updating system is defined as a random process} \]

\[ \Delta_D (\tau_j) = \tau_j - U(\tau_j). \quad (1) \]

Apparently, a lower AuD means a more timely decision. By taking the new definition (i.e., decision process) into consideration, AuD \( \Delta_D (\tau_j) \) assesses the information freshness at epochs when decisions are made while AoI quantifies that at every epoch. It is worth noting that AuD \( \Delta_D (\tau_j) \) would drop to AoI if the decision epoch \( \tau_j \) is replaced by arbitrary time \( t \).

With the above assumptions and definitions, we will focus on the average AuD of the system when given different service time distributions and decision intervals. Suppose \( N_T \) decisions are made during the period \( T \), with \( \lim_{N_T \rightarrow \infty} N_T \rightarrow \infty \), the average AuD is expressed as

\[ \overline{\Delta_D} = \lim_{T \rightarrow \infty} \frac{1}{N_T} \sum_{j=1}^{N_T} \Delta_D (\tau_j) . \quad (2) \]

**III. AVERAGE AU D WITH BLOCKING QUEUE AND RANDOM DECISIONS**

In this part, we study the update-and-decision M/G/1/1-M bufferless system with a general service time, where both the arrival and decision intervals follow an exponential distribution. At first, we derive the average AuD when given a general service time distribution and three typical service time distributions (i.e., the uniform/negative exponential/deterministic case) separately. After that, we calculate the utilization rate of received updates to evaluate the system efficiency, which is determined by whether successful updates are useful for decision-making. Further, according to the obtained results, we shall theoretically investigate how service time distribution affects the updating system when the DMU makes decisions randomly.

**A. Average AuD**

Firstly, for the M/G/1/1-M bufferless system, **Theorem 1** presents an exact expression for the average AuD.

**Theorem 1:** For the M/G/1/1-M bufferless system with random decisions, the average AuD is

\[ \Delta_{\text{blocking}} \text{ of M/G/1/1-M} = \frac{\lambda \mu E[S^2]}{2(\lambda + \mu)} + \frac{\lambda + \mu}{\lambda \mu}. \quad (3) \]

**Proof:** See Appendix A. \( \square \)

For the M/G/1/1-M bufferless system, one can therefore deduce that the average AuD is jointly determined by generation process and service time while is independent of rate of decisions \( \nu \) based on **Theorem 1**.

Now we are ready to calculate the average AuDs of M/G/1/1-M bufferless systems under different service time distributions. In particular, we consider three typical service time distributions, i.e., the uniform distribution, the negative exponential distribution, and the distribution corresponding to deterministic service time. The corresponding update-and-decision systems can be abstracted as the M/U/1/1-M bufferless system, the M/M/1/1-M bufferless system, and the M/D/1/1-M bufferless system. Given that the mean service time \( E[S] = 1/\mu \), we also denote the corresponding probability density functions (PDFs) as

\[
\begin{align*}
    f_{SU}(t) &= \frac{\mu}{2}, \\
    f_{SE}(t) &= \mu e^{-\mu t}, \\
    f_{SD}(t) &= \delta(t - \frac{1}{\mu}),
\end{align*}
\]

where \( \delta(t) \) is the Dirac delta function. For the above bufferless systems, we are able to compute their average AuDs in the following corollary by combining the above assumptions on service time distribution and the result in **Theorem 1**.

**Corollary 1:** For the M/U/1/1-M, M/M/1/1-M and M/D/1/1-M bufferless systems with random decisions, the average AuDs are given by

\[
\begin{align*}
    \Delta_{\text{blocking}} \text{ of M/U/1/1-M} &= \frac{3 + 6\rho + 5\rho^2}{3\lambda(1 + \rho)}, \\
    \Delta_{\text{blocking}} \text{ of M/M/1/1-M} &= \frac{1 + 2\rho + 2\rho^2}{\lambda(1 + \rho)}, \\
    \Delta_{\text{blocking}} \text{ of M/D/1/1-M} &= \frac{2 + 4\rho + 3\rho^2}{2\lambda(1 + \rho)},
\end{align*}
\]

and they have

\[ \Delta_{\text{M/D/1/1-M}} \leq \Delta_{\text{M/U/1/1-M}} \leq \Delta_{\text{M/M/1/1-M}}. \quad (10) \]

when given the same service rate \( \mu \).

**Proof:** From (4), (5) and (6), it is not difficult to calculate the second moment of service time under different distributions, one can get

\[ E[S^2] = \frac{4}{3\mu^2}, E[S^2] = \frac{2}{\mu^2}, E[S^2] = \frac{1}{\mu^2}. \quad (11) \]

By inserting (11) into (3), the average AuDs can be readily obtained. It can also be found that for all the distributions with the same mean, the one that has the smallest \( E[S^2] \) will achieve the lowest AuD.

Hence, it can be concluded that in terms of information freshness at decision moments, M/U/1/1-M bufferless system performs better than M/M/1/1-M bufferless system, but performs worse than M/D/1/1-M bufferless system when given the same service rate \( \mu \). For service scheduling, the deterministic service time is therefore the best strategy to achieve the lowest average AuD when given Poisson arrivals and Poisson decisions.

**B. Missing Probability of Updates**

In some IoT based scenarios, the focus of the system is not only the information freshness, but also the efficiency of the system. For example, when UAVs perform search and rescue missions in disaster areas, the updates received by the central...
controller usually consume more transmission resources under harsh conditions (e.g., dusty environment). Whether these updates actually work is extremely important to the efficiency of decision-making process. In this case, how to use the limited number of updates more efficiently becomes the main concern. By observing this, we therefore propose a metric termed as missing probability to characterize the utilization rate of successful updates and thus analyze the efficiency of the M/G/1/1-M bufferless system by computing the missing probability.

In our model, the decision number \( N_k \) for the \( k \)th successful update is a Poisson distributed random variable during the inter-departure time \( Y_k \), which indicates that some updates might complete service but will not be used to make decisions. For example, the second successful update whose generation time is \( t_2 \) in Fig. 1 is a missed update because no decision is made during the period \( Y_3 \). In other words, some updates might be futile. Thus, the more updates being used for making decisions, the more efficient the update-and-decision system will be. The authors of [34] and [35] proved that although the average AuD of the update-and-decision G/G/1-M system does not reduce as the decision rate \( \nu \) increases due to the independence between them, one can still improve the utilization rate of successful updates through increasing decision rate. This is also viable for the G/G/1/1-M bufferless system and will be verified later in numerical results. Specifically, fewer updates will be missed for decisions when increasing the decision rate. The missing probability is specified as follows.

**Definition 2:** (Missing Probability [34]) Missing probability \( p_{\text{mis}} \) of status updates is the limiting ratio between the number of successful updates and total received updates when considering an infinite period.\(^2\)

**Theorem 2:** For the M/G/1/1-M bufferless system with random decisions, the missing probability is

\[
p_{\text{mis}}^{\text{M/G/1/1-M}} = G_X (-\nu) G_S (-\nu),
\]

where \( G_X (s) = \mathbb{E}[e^{sX}] \) is the MGF of inter-arrival time \( X \) and \( G_S (s) = \mathbb{E}[e^{sS}] \) is that of service time \( S \).

**Proof:** It is worth noting that the missing probability \( p_{\text{mis}} \) is equal to the probability that no decision is made during the departure interval \( Y \), i.e., \( \Pr \{ N_k = 0 \} \). Given the inter-departure time \( Y = y \), \( \Pr \{ N_k = 0 \} = e^{-\nu y} \) follows from the Poisson decision process. Hence, it has

\[
p_{\text{mis}}^{\text{M/G/1/1-M}} = \mathbb{E}[e^{-\nu Y}] = \mathbb{E}[e^{-\nu X}] \mathbb{E}[e^{-\nu S}] = G_X (-\nu) G_S (-\nu),
\]

where the first equation follows from taking expectation over \( Y \). \( \square \)

\(^2\)Note that the dropped updates are not taken into consideration when defining the missing probability. This is because the dropped updates consume much less system resources than updates received by the receiver, which means updates dropped in the queue are different from successful updates. Since the aim of defining the missing probability is to evaluate the system efficiency, it is more objective to define it as the ratio between updates missed for decisions and total successful updates instead of the ratio between updates missed or dropped and the total generated updates.

By comparing the missing probability of M/G/1-M updating system with infinite buffer size to that of M/G/1/1-M bufferless system, the following theorem can be readily obtained.

**Theorem 3:** For the missing probabilities of update-and-decision M/G/1-M and M/G/1/1-M systems, it has

\[
p_{\text{mis}}^{\text{M/G/1-M}} \leq p_{\text{mis}}^{\text{M/G/1/1-M}}.
\]

**Proof:** According to [35], Theorem 3, the missing probability of M/G/1-M system is

\[
p_{\text{mis}}^{\text{M/G/1-M}} = G_S (-\nu) \left( \frac{\rho \nu + \lambda}{\lambda + \nu} \right).
\]

Considering the fact that the M/G/1/1-M bufferless system has \( G_X (-\nu) = \lambda / (\lambda + \nu) \), it is clear that the missing probability of the M/G/1-M system is larger than and will reduce to the same level as the M/G/1/1-M bufferless system has if system load \( \rho \to 0 \). \( \square \)

Likewise, for the bufferless M/G/1/1-M systems with typical service time distributions, we shall calculate their missing probabilities to characterize the system efficiency. With the same assumptions on the service time distribution in previous subsection, we have Corollary 2.

**Corollary 2:** For the M/U/1/1-M, M/M/1/1-M and M/D/1/1-M bufferless systems with random decisions, the missing probabilities are given by

\[
p_{\text{mis}}^{\text{M/U/1/1-M}} = \frac{\lambda \mu}{2 \nu (\lambda + \nu)} \left( 1 - e^{-2\nu \pi} \right), \]

\[
p_{\text{mis}}^{\text{M/M/1/1-M}} = \frac{\lambda \mu}{(\lambda + \nu) (\mu + \nu)},
\]

\[
p_{\text{mis}}^{\text{M/D/1/1-M}} = \frac{\lambda}{\lambda + \nu} e^{-\nu \pi}.
\]

**Proof:** From (4), (5) and (6), one can get

\[
G_{SU} (-\nu) = \frac{\mu}{2 \nu} \left( 1 - e^{-2\nu \pi} \right),
\]

\[
G_{SE} (-\nu) = \frac{\mu}{\mu + \nu},
\]

\[
G_{SD} (-\nu) = e^{-\nu \pi}.
\]

Also note that it has \( G_X (-\nu) = \lambda / (\lambda + \nu) \) in the M/G/1/1-M bufferless system. By combining (12) and (19), Corollary 2 can be readily obtained. \( \square \)

The relationship between missing probabilities in Corollary 2 is given in the following theorem.

**Theorem 4:** For the M/U/1/1-M, M/M/1/1-M and M/D/1/1-M bufferless systems with random decisions when given the same service rate \( \mu \) as well as rate of decisions \( \nu \), it has

\[
p_{\text{mis}}^{\text{M/D/1/1-M}} < p_{\text{mis}}^{\text{M/U/1/1-M}} < p_{\text{mis}}^{\text{M/M/1/1-M}}.
\]

**Proof:** See Appendix B. \( \square \)

Based on Theorem 4, it is clear that for the given arrival rate \( \lambda \), service rate \( \mu \) and decision rate \( \nu \), the deterministic service time achieves the lowest missing probability while the negative exponentially distributed service time achieves the highest one. In conclusion, deterministic service time reduces more wastage...
of the system resources and allows the system to be more efficient when making Poisson decisions. Also, by taking Corollary 1 into account, it can be found that a deterministic service time is more suitable than other random service time distributions for the update-and-decision system with a length-1 blocking queue and random decisions, which will be further verified later in Section V.

IV. AVERAGE AuD WITH BLOCKING QUEUE AND PERIODIC DECISIONS

Although it has been shown that the deterministic service time ensures better system performance for Poisson decision system, it is still not clear which decision interval is better: random or deterministic? Therefore, in this part, we study the bufferless system performance when the decision interval is deterministic. We first derive the average AuD of the M/G/1/1-D bufferless system, based on which, we then calculate and compare the average AuDs of M/G/1/1-D bufferless systems with different types of service time distribution, i.e., the uniform/negative exponential/deterministic distributions. Finally, similar to the case of M/G/1/1-M updating system, we characterize the system efficiency by computing the missing probability \( p_{\text{miss}} \).

Since the decision process is no longer a Poisson process and the decision events are no longer uniformly distributed on the interval, the average AuD cannot be calculated directly. To handle this, we make an approximation that the decision epochs still follow a uniform distribution within every departure interval \( Y_k \) in this case, which only has a negligible impact on the accuracy of the results and its accuracy will be verified later in simulations. Moreover, we assume that \( \nu \) is an integer multiple of \( \mu \) to ensure the decision supplies, i.e., \( \nu = m_0 \mu \). Also, aiming at controlling the missing probability to remain in a low level and be observable, \( m_0 \) is assumed to be larger than unity, i.e., \( m_0 \geq 1 \).

A. Average AuD and Missing Probability

Since the inter-arrival time \( X_k \) follows an exponential distribution and inter-decision time \( Z_j \) is fixed, we have their PDFs \( f_X(t) = \lambda e^{-\lambda t} \) and \( f_Z(t) = \delta(t - 1/\nu) \).

**Theorem 5:** For the M/G/1/1-D bufferless system with deterministic decisions, the average AuD is approximated by

\[
\Delta_{\text{M/G/1/1-D}}^{\text{blocking}} \approx \frac{\mathbb{E}[T_{k-1}] + \mathbb{E}[N_k^{(1)}] + \mathbb{E}[N_k^{(2)}]}{\nu k_{Y_k} + \frac{1}{2} \mathbb{E}[N_k^{(1)}] + \mathbb{E}[N_k^{(2)}] }.
\]

where \( N_k^{(1)} \) and \( N_k^{(2)} \) are the numbers of decisions made before and after the arrival epoch \( t_k \) within the corresponding inter-departure time \( Y_k \).

**Proof:** See Appendix C.

Similarly, by replacing the general service time by typical service times we have mentioned in previous section, we investigate the average AuDs of the M/U/1/1-D, M/M/1/1-D and M/D/1/1-D bufferless systems, and the impact of service time distribution on system timeliness.

**Corollary 3:** For the M/U/1/1-D, M/M/1/1-D and M/D/1/1-D bufferless systems with deterministic decision intervals, the average AuDs are approximated by

\[
\Delta_{\text{M/U/1/1-D}}^{\text{blocking}} = \frac{2 \mu m_0 + 4m_0 + \rho + 1}{2 \mu m_0 (1 + \rho)} + \frac{\rho(8m_0^3 + 18m_0^2 + 13m_0 + 3)}{12 \mu m_0 (1 + \rho)},
\]

\[
\Delta_{\text{M/M/1/1-D}}^{\text{blocking}} = \frac{2 + \rho}{\mu (1 + \rho)} + \frac{\rho (1 + \alpha)}{2 \mu m_0 (1 + \rho) (1 - \alpha)} + \frac{\rho (1 + \beta)}{2 \mu m_0 (1 + \rho) (1 - \beta)},
\]

\[
\Delta_{\text{M/D/1/1-D}}^{\text{blocking}} = \frac{4 + 3 \rho}{2 \mu (1 + \rho)} + \frac{(1 + \beta)}{2 \mu m_0 (1 + \rho) (1 - \beta)},
\]

in which \( \alpha = e^{-\nu/\nu} \) and \( \beta = e^{-\mu/\nu} \).

**Proof:** See Appendix D.

According to Corollary 3, we prove Theorem 6 for service scheduling, which shows the average AuD relationship between the above three systems.

**Theorem 6:** For the M/U/1/1-D, M/M/1/1-D and M/D/1/1-D bufferless systems with deterministic decision intervals when given the same service rate \( \mu \) as well as decision rate \( \nu \), there exists a positive integer \( m_0^* \) such that

\[
\begin{align*}
\Delta_{\text{M/D/1/1-D}}^{\text{blocking}} & < \Delta_{\text{M/U/1/1-D}}^{\text{blocking}} \leq \Delta_{\text{M/M/1/1-D}}^{\text{blocking}} & \text{if } m_0 > m_0^*; \\
\Delta_{\text{M/D/1/1-D}}^{\text{blocking}} & < \Delta_{\text{M/U/1/1-D}}^{\text{blocking}} \leq \Delta_{\text{M/M/1/1-D}}^{\text{blocking}} & \text{if } m_0 \leq m_0^*.
\end{align*}
\]

**Proof:** See Appendix E.

For the system with a length-1 blocking queue and deterministic decision intervals, Theorem 6 shows that for any decision rate, the system with a deterministic service time makes most timely decisions.

Remarkably, by comparing the average AuDs in Corollary 3 to Corollary 1, Theorem 7 is also obtained for decision scheduling.

**Theorem 7:** For the M/G/1/1-G bufferless systems when given the same service rate \( \mu \) as well as decision rate \( \nu \), it has

\[
\Delta_{\text{M/U/1/1-D}}^{\text{blocking}} \geq \Delta_{\text{M/U/1/1-M}}^{\text{blocking}},
\]

\[
\Delta_{\text{M/M/1/1-D}}^{\text{blocking}} \geq \Delta_{\text{M/M/1/1-M}}^{\text{blocking}},
\]

\[
\Delta_{\text{M/D/1/1-D}}^{\text{blocking}} \geq \Delta_{\text{M/D/1/1-M}}^{\text{blocking}},
\]

in which the equal sign holds as \( m_0 \to \infty \).

**Proof:** See Appendix F.

From Theorem 7, one can conclude that for the M/G/1/1-G updating system with a bufferless queue, the memoryless random decision interval achieves better timeliness than the deterministic decision interval when given the same service time distribution. Therefore, we prefer random decisions to periodic
decisions when scheduling decision intervals if the main concern is timeliness of received updates.

Next, in order to evaluate the system efficiency or, equivalently, the utilization of successful updates, we have the following corollary about the missing probability in the $M/G/1/1-D$ bufferless system.

**Corollary 4:** For the $M/U/1/1-D$, $M/M/1/1-D$ and $M/D/1/1-D$ bufferless systems with deterministic decision intervals, missing probabilities can be given by

$$p_{\text{mis}}^{M/U/1/1-D} = \frac{1}{4m_0} + \frac{m_0 (1 - \beta) - \rho}{2\rho^2},$$

$$p_{\text{mis}}^{M/M/1/1-D} = \frac{m_0 (\alpha - \beta)}{\rho (\rho - 1)} + \frac{(\rho - m_0 - pm_0)(1 - \alpha)}{\rho} + \alpha,$$

$$p_{\text{mis}}^{M/D/1/1-D} = 0.$$  

**Proof:** See Appendix G. □

Therefore, it is clear that the deterministic service time achieves better performance than other common service time distributions with regard to missing probability, based on which and Theorem 6, one can conclude that deterministic service time is also the most suitable service statistics for update-and-decision $M/G/1/1-D$ bufferless system.

**V. SIMULATION RESULTS**

In this part, we first demonstrate the performance of the $M/G/1/1-M$ and $M/G/1/1-D$ bufferless systems by presenting numerical results, which verifies our analyses on service scheduling. Then, we compare them to the corresponding systems with infinite buffer size to gain insight on the effect of buffer existence on system performance. Also, we shall find the optimal decision interval for length-1 blocking queue by making an average AuDs comparison between Poisson decisions and periodic decisions. Meanwhile, we evaluate the performance difference between systems with no buffers and systems with limited buffer sizes, which shows the timeliness superiority of the considered bufferless systems. Finally, we make a comprehensive comparison of system performance for above systems with and without buffer. Monte Carlo simulation results, which are marked with the abbreviation MC in the figures, are also provided as a validation check and exactly match with theoretical results.

Fig. 2 plots the average AuDs of $M/U/1/1-M$, $M/M/1/1-M$ and $M/D/1/1-M$ bufferless systems under different system loads $\rho$, where service rate is fixed to 1.5. First, it is observed that the average AuDs drop with the offered load $\rho$ and are minimized when the offered load is relatively high. Second, it can be seen that the deterministic service time achieves the lowest AuD, which is in agreement with the results in Corollary 1. Also, compared with systems employing infinite buffer size whose AuDs are indicated by dotted lines, the bufferless systems improve the average AuD when $\rho > 0.5$ and significantly reduce it under heavy offered load. This is because for the FCFS infinite queue, heavy system load can lead to a longer waiting time, which, however, can be avoided in length-1 blocking queue.

![Fig. 2. Comparison between the average AuDs of update-and-decision $M/G/1/1-M$ and $M/G/1/1-M$ systems when setting $\mu = 1.5$.](image)

Fig. 3 depicts the relation between the missing probability and the increasing decision rate $\nu$ for common offered load $\rho = 0.5$. First, one can see that the missing probability of bufferless system drops as $\nu$ increases, which means that a higher decision rate can contribute to a more effective system. In addition, it can be observed that the system under deterministic service times achieves the lowest missing probability, which indicates that scheduling a deterministic service time is also the best strategy to use when it comes to the missing probability. Further, it is also illustrated that the bufferless system has a lower missing probability than corresponding system with infinite buffer size, which coincides with our analyses in Theorem 3. By combining the results in Figs. 2 and 3, it can be deduced that the $M/G/1/1-M$ bufferless system performs best when the service time is deterministic rather than random.

![Fig. 3. Comparison between the missing probabilities of update-and-decision $M/G/1/1-M$ and $M/G/1/1-M$ systems when setting $\rho = 0.5$.](image)

Fig. 4 illustrates the average AuDs of bufferless systems with periodic decisions with respect to offered load $\rho$. It is observed
that the Monte Carlo simulations match our theoretical results well, which shows that our approximation in the calculation of the average AuD is viable and only leads to a trivial deviation. Also, similar to the analysis on Fig. 2, one can check that the average AuDs decrease with \( \rho \) and are far smaller than those of systems with infinite buffer size. We also notice that the average AuD of system scheduling a deterministic service time is lower than that of system applying other service time distributions.

Fig. 5 depicts the missing probabilities of bufferless systems with periodic decisions with respect to decision rate \( \nu \). Note that the dashed black line is overlapped by the solid black line, which shows the missing probabilities of M/D/1-D and M/D/1/1-D systems are both equal to 0 and every received update is used for at least one decision. One can also see that the bufferless system achieves a lower missing probability than system with infinite buffer size for all decision rates. This can be explained by considering that the latter has a smaller expectation of inter-departure time \( \mathbb{E}[Y] \), which increases the probability that decision interval is larger than inter-departure time. In addition, one can also observe that the missing probability of system applying a deterministic service time is smaller than that of system applying other service time distributions.

By noticing the similarity between Figs. 2, 3, 4 and 5, it can be found that, in terms of buffer existence, the length-1 blocking queue improves both timeliness and efficiency of the updating systems. Further, among the three common service time distributions, the deterministic service time performs best since it can reduce the average AuD as well as the missing probability at the same time.

In Fig. 6, we analyze the performance difference between update-and-decision bufferless systems with Poisson decisions and periodic decisions, where the offered load \( \rho = 0.5 \). From Fig. 6(a), one can see that the average AuDs of systems utilizing periodic decisions decrease with decision rate \( \nu \) and drop to those of systems with Poisson decisions as \( \nu \) goes to infinity,
Fig. 7. Timeliness comparison for update-and-decision systems with different buffer sizes when setting $\mu = 0.75$. (a) Average AuD comparison between bufferless systems and systems with limited buffer size, where decision interval is exponentially distributed. (b) Average AuD comparison between bufferless systems and systems with limited buffer size, where decision interval is deterministic.

which verifies Theorem 5. Moreover, one can observe that Poisson decision process remarkably reduces the average AuD, especially when decision rate is small. Fig. 6(b) shows how the missing probability changes with rate of decisions, where one can find that periodic decisions significantly reduce the missing probability compared with Poisson decisions. Thus, exponential decision interval is more suitable for improving timeliness while periodic decision interval is recommended to boost the efficiency.

Fig. 7 compares decision timeliness between bufferless systems and systems with limited buffer sizes, where the service rate $\mu$ is set to 0.75. Note that the results for systems with limited buffer sizes are obtained by simulations and the typical $M/G/1/2$-G and $M/G/1/5$-G systems are under consideration. Fig. 7(a) presents the average AuD in the case of $M/G/1/1$-M bufferless system, and two cases with limited buffer size, i.e., $M/G/1/2$-M and $M/G/1/5$-M systems, as a function of system load $\rho$. As can be seen, the average AuD decreases when buffer size decreases and the bufferless system achieves the lowest average AuD, as expected. With the same parameter settings as in Fig. 7(a) and (b)

presents the average AuD comparison in the periodical decision case. Similarly, one can observe that the average AuD decreases as buffer size decreases and the extreme case, i.e., bufferless case performs best. Based on Fig. 7(a) and (b), it can therefore be inferred that timeliness of update-and-decision system can be improved by limiting the buffer size. This is because the long waiting time makes the updates stored in the buffer no longer fresh, and the larger the buffer is, the more outdated the updates will be.

Finally, by combining the results on systems with infinite buffer size in [35], we comprehensively compared the average AuDs and missing probabilities of updating systems under different assumptions of buffer existence, service distribution and decision interval in Fig. 8. It is intuitively clear that, to satisfy the need of better system performance, the length-1 blocking discipline and deterministic service time are preferred while whether to utilize deterministic or exponential decision intervals depends on the preference between improving timeliness and boosting efficiency.

VI. CONCLUSION

We analyzed both the timeliness and efficiency for the update-and-decision bufferless system based on IoT with Poisson arrivals, in which we focused on how the buffer existence, service time distribution, and decision interval influence system
performance. In particular, we considered a length-1 blocking queue where there is no waiting space for incoming updates. For systems with Poisson decisions or periodic decisions, we respectively calculated the average AuD and missing probability under general service time distributions. It is shown that the average AuD would drop with the offered load and achieve its minimum if the offered load is relatively high, and missing probability would be large when the decision rate is relatively small and decline with decision rate. From the perspective of buffer existence, the bufferless queue effectively improves the system timeliness and efficiency. Also, in terms of service scheduling, it is found that the Poisson decision system has a lower average AuD but a larger missing probability than periodical decision system.

APPENDIX A

A. Proof of Theorem 1

According to [34], the average AuD of the update-and-decision G/G/1/1-M system is

$$\Delta_{\text{M/G/1/1-M}}^{\text{blocking}} = \frac{E \left[ Y^2 \right] + 2E \left[ T_{k-1}Y_k \right]}{2E \left[ Y_k \right]}.$$  \hfill (32)

Since our interest is the steady-state behavior of the system, the time indices are dropped in this case. Therefore, (32) becomes at steady state and can be rewritten as

$$\Delta_{\text{M/G/1/1-M}}^{\text{blocking}} = \frac{E \left[ Y^2 \right] + 2E \left[ T \right]E \left[ Y \right]}{2E \left[ Y \right]},$$  \hfill (33)

where the system time of the $k$th successful update $T_{k-1}$ and the inter-departure time of the $k$th successful update $Y_k$ are independent with each other.

For the M/G/1/1 blocking system, [20] shows that the mean inter-departure time $Y$ is

$$E \left[ Y \right] = E \left[ X \right] + E \left[ S \right],$$  \hfill (34)

and

$$Y = Z + S,$$  \hfill (35)

where $Z$ is the residual inter-arrival time until a new update is generated and is exponentially distributed.

Recall that the mean system time is equal to the mean service time, i.e., $E \left[ T \right] = E \left[ S \right]$. Since the mean inter-arrival time $E \left[ X \right] = 1/\lambda$ and mean service time $E \left[ S \right] = 1/\mu$, by substituting (34) and (35) into (33), the average AuD of M/G/1/1-M system employing a length-1 blocking queue with random decisions is obtained as

$$\Delta_0 = \frac{E \left[ Y^2 \right] + 2E \left[ T \right]E \left[ Y \right]}{2E \left[ Y \right]} = \frac{E \left[ (X + S)^2 \right]}{2 \left( E \left[ X \right] + E \left[ S \right] \right)} + E \left[ S \right]$$

$$= \frac{2E \left[ X \right]^2 + 2E \left[ X \right]E \left[ S \right] + E \left[ S^2 \right]}{2 \left( E \left[ X \right] + E \left[ S \right] \right)} + E \left[ S \right]$$  \hfill (36)

$$= \frac{\lambda \mu \left( E \left[ S^2 \right] \right)}{2 \left( \lambda + \mu \right)} + \frac{\lambda + \mu}{\lambda \mu},$$  \hfill (37)

where (36) is obtained since the inter-arrival time $X$ is exponentially distributed $E \left[ X^2 \right] = 2E \left[ X \right]^2$.

B. Proof of Theorem 4

Firstly, we compare the missing probabilities between the M/U/1/1-M and the M/M/I/1-M bufferless systems with the same Poisson decision process. By setting $t = \nu/\mu > 0$, the difference between them is

$$f_1(t) = p_{\text{mis}}^{\text{M/M/1/1-M}} - p_{\text{mis}}^{\text{M/U/1/1-M}} = \frac{\lambda}{\lambda + \nu} \left( \frac{1}{1 + t} - \frac{1 - e^{-2t}}{2t} \right).$$  \hfill (38)

Let us denote

$$f_2(t) = \frac{2t}{1 + t} + e^{-2t} - 1,$$  \hfill (39)

and its first derivative with respect to $t$

$$f_2'(t) = \frac{2 \left( e^{2t} - (1 + t)^2 \right)}{e^{2t} \left( 1 + t \right)^2}.$$  \hfill (40)

Let us further denote that $g(t) = e^{2t} - (1 + t)^2$ and $g'(t) = 2(e^{2t} - 1 - t)$. Noticing that $e^{2t} > 2t + 1$, one can check that

$$g(t) > 0,$$

which means $g(t)$ monotonically increases with $t$ and

$$g(t) > g(0) = 0.$$

Therefore, $f_2'(t) > 0$ and $f_2(t)$ also monotonically increases as $t$ increases with a minimum $f_2(t) = f(0) = 0$. Since $G_X(-\nu) = \lambda/(\lambda + \nu)$ is positive and $f_2(t) > 0$, it can already be proved that $f_1(t) > 0$ and $p_{\text{mis}}^{\text{M/M/1/1-M}} < p_{\text{mis}}^{\text{M/U/1/1-M}}$ for all $t > 0$.

Secondly, we make the missing probability comparison between the M/U/1/1-M and the M/D/1/1-M bufferless systems with the same Poisson decision process. Let us denote

$$f_3(t) = p_{\text{mis}}^{\text{M/U/1/1-M}} = e^t - e^{-t},$$  \hfill (41)

and

$$f_4(t) = \frac{e^t \left( t - 1 \right) + e^{-t} \left( t + 1 \right)}{2t^2}.$$  \hfill (42)

Further, let us denote $h(t) = e^t \left( t - 1 \right) + e^{-t} \left( t + 1 \right)$ and $h'(t) = t(e^t - e^{-t})$. Since $t > 0$, it is clear that $h(t) > 0$, which means that $h(t)$ increases monotonically with $t$ and $h(t) > h(0) = 0$. Hence, $f_3'(t)$ is also positive and $f_3(t) > f_3(0) = 1$, which proves that $p_{\text{mis}}^{\text{M/D/1/1-M}} < p_{\text{mis}}^{\text{M/U/1/1-M}}$ when $t > 0$.

C. Proof of Theorem 5

As shown in Fig. 9, the time elapsed from the departure moment of the $(k - 1)$th successful update to the arrival moment of the $k$th successful update is denoted as $Y_{k1}$, i.e., $Y_{k1} = t_k - t_{k-1}$. Moreover, we denote the system time of the $k$th successful update as $Y_{k2}$, i.e., $Y_{k2} = t_k - t_k$, which is equivalent
to its service time $S_k$. In addition, we denote $\eta_k = \tau_k - t'_k$, which is the period from the departure epoch of the $(k-1)th$ successful update to the first decision epoch during $Y_k$. By considering the fact that the decision epochs still follow a uniform distribution in the period $Y_k$, $\eta_k$ is therefore uniformly distributed with parameter $\nu$ over $[0,1/\nu]$. Thus, the age upon any decision during $Y_k$ is

$$\Delta_D(\tau_k) = T_{k-1} + \eta_k + \frac{j-1}{\nu}, \quad j = 1, 2, \ldots, N_k^{(1)} + N_k^{(2)},$$

in which $N_k^{(1)}$ and $N_k^{(2)}$ are respectively the numbers of decisions made in the period $Y_{k1}$ and $Y_{k2}$.

Adding up the AuDs of all decisions, the average sum AuD in the period $Y_k$ is given by

$$E[\Delta_{DK}] = E \left[\sum_{j=1}^{N_k^{(1)}+N_k^{(2)}} \Delta_D(\tau_k)\right]$$

$$= E[T_{k-1}] \left( E \left[N_k^{(1)}(j)\right] + E \left[N_k^{(2)}(j)\right]\right)$$

$$+ \frac{E \left[N_k^{(1)}(j)^2\right] + E \left[N_k^{(2)}(j)^2\right] + 2E \left[N_k^{(1)}(j)E \left[N_k^{(2)}(j)\right]\right]}{2\nu}. \quad (43)$$

Suppose there are $K$ successful updates and $N_T$ decisions during an infinite period $T$, it has

$$\lim_{T \to \infty} \frac{N_T}{K} = \nu E[Y_k]. \quad (45)$$

Therefore, the average AuD in the M/G/1/1-D bufferless system is

$$\Sigma^\text{blocking}_{M/G/1/1-D} = \lim_{T \to \infty} \frac{1}{N_T} \sum_{k=1}^{K} \Delta_{DK}$$

$$= \lim_{T \to \infty} \frac{K}{N_T} \left( \frac{1}{K} \sum_{k=1}^{K} \Delta_{DK}\right)$$

$$= \frac{E[T_{k-1}] \left( E \left[N_k^{(1)}(j)\right] + E \left[N_k^{(2)}(j)\right]\right)}{\nu E[Y_k]}$$

$$+ \frac{E \left[N_k^{(1)}(j)^2\right] + E \left[N_k^{(2)}(j)^2\right] + 2E \left[N_k^{(1)}(j)E \left[N_k^{(2)}(j)\right]\right]}{2\nu^2 E[Y_k]}. \quad (44)$$

### D. Proof of Corollary 3

Let us denote $\alpha = e^{-\mu/\nu}$ and $\beta = e^{-\lambda/\nu}$. Considering that $Y_{k1}$ is the residual inter-arrival time of the $(k-1)th$ and $kth$ successful update, it has an exponential distribution $f_{Y_{k1}}(t) = \lambda e^{-\lambda t}.$

Firstly, consider the case when the service time follows a uniform distribution. We denote the decision numbers in $Y_{k1}$ and $Y_{k2}$ as $N_{Uk}^{(1)}$ and $N_{Uk}^{(2)}$, respectively. It has

$$\Pr \left\{ N_{Uk}^{(1)} = j \right\} = \Pr \left\{ \frac{j-1}{\nu} + \eta < Y_{k2} < \frac{j}{\nu} + \eta \right\}$$

$$= \int_{\frac{j-1}{\nu}}^{\frac{j}{\nu}} f_\eta(x) dx \int_{\frac{j}{\nu} + x}^{\frac{j+1}{\nu} + x} f_{Y_{k2}}(t) dt$$

$$= \nu \frac{(1-\beta)^2 \beta^{j-1}}{\lambda}, \quad j = 1, 2, \ldots$$

$$E \left[N_{Uk}^{(1)}\right] = \frac{\nu}{\lambda}, \quad E \left[N_{Uk}^{(2)}\right] = \frac{\nu(1+\beta)}{\lambda(1-\beta)}. \quad (47)$$

We also denote $\zeta_k = \tau_{N_{Uk}^{(1)}+1} - t_k$, which is the period from the arrival epoch of the $kth$ successful update to the first decision epoch in $Y_{k2}$. Similarly, $\zeta_k$ is uniformly distributed with parameter $\nu$ over $[0,1/\nu]$ because the decision epochs follow a uniform distribution during $Y_k$. Hence, it has

$$\Pr \left\{ N_{Uk}^{(2)} = j \right\} = \Pr \left\{ \frac{j-1}{\nu} + \zeta < Y_{k2} < \frac{j}{\nu} + \zeta \right\}$$

$$= \int_{\frac{j-1}{\nu}}^{\frac{j}{\nu}} f_\zeta(x) dx \int_{\frac{j}{\nu} + x}^{\frac{j+1}{\nu} + x} f_{Y_{k2}}(t) dt$$

$$= \frac{1}{2m_0}, \quad j = 1, 2, \ldots$$

$$E \left[N_{Uk}^{(2)}\right] = \frac{2m_0 + 1}{2}, \quad \frac{(2m_0 + 1)(2m_0 + 2)(4m_0 + 3)}{12m_0}. \quad (48)$$

Recall that the mean service time is $1/\mu$ and $E[Y] = E[X] + E[S]$. By inserting (47) and (48) to (21), the average AuD of the M/U/1/1-D bufferless system is

$$\Sigma^\text{blocking}_{M/U/1/1-D} = \frac{2\rho m_0 + 4m_0 + \rho + 1}{2m_0 (1 + \rho)} + \frac{1 + \beta}{2\mu m_0 (1 + \rho)}$$

$$+ \frac{\rho (8m_0^3 + 18m_0^2 + 13m_0 + 3)}{12m_0^3 (1 + \rho)}. \quad (49)$$

Secondly, we consider an M/M/1/1-D system employing a length-1 blocking queue with negative exponential service time distribution. We denote the decision numbers in $Y_{k1}$ and $Y_{k2}$ as $N_{Ek}^{(1)}$ and $N_{Ek}^{(2)}$, respectively. Note that $N_{Ek}^{(1)}$ is equal to $N_{Uk}$ and all it needs is the first and second moments of $N_{Ek}^{(2)}$, which is given by

$$\Pr \left\{ N_{Ek}^{(2)} = j \right\} = \Pr \left\{ \frac{j-1}{\nu} + \zeta < Y_{k2} < \frac{j}{\nu} + \zeta \right\}$$

$$= \int_{\frac{j-1}{\nu}}^{\frac{j}{\nu}} f_\zeta(x) dx \int_{\frac{j}{\nu} + x}^{\frac{j+1}{\nu} + x} f_{Y_{k2}}(t) dt$$

$$= \frac{1}{2m_0}, \quad j = 1, 2, \ldots$$

$$E \left[N_{Ek}^{(2)}\right] = \frac{2m_0 + 1}{2}, \quad \frac{(2m_0 + 1)(2m_0 + 2)(4m_0 + 3)}{12m_0}. \quad (48)$$

Recall that the mean service time is $1/\mu$ and $E[Y] = E[X] + E[S]$. By inserting (47) and (48) to (21), the average AuD of the M/U/1/1-D bufferless system is

$$\Sigma^\text{blocking}_{M/U/1/1-D} = \frac{2\rho m_0 + 4m_0 + \rho + 1}{2m_0 (1 + \rho)} + \frac{1 + \beta}{2\mu m_0 (1 + \rho)}$$

$$+ \frac{\rho (8m_0^3 + 18m_0^2 + 13m_0 + 3)}{12m_0^3 (1 + \rho)}. \quad (49)$$

Secondly, we consider an M/M/1/1-D system employing a length-1 blocking queue with negative exponential service time distribution. We denote the decision numbers in $Y_{k1}$ and $Y_{k2}$ as $N_{Ek}^{(1)}$ and $N_{Ek}^{(2)}$, respectively. Note that $N_{Ek}^{(1)}$ is equal to $N_{Uk}$ and all it needs is the first and second moments of $N_{Ek}^{(2)}$, which is given by

$$\Pr \left\{ N_{Ek}^{(2)} = j \right\} = \Pr \left\{ \frac{j-1}{\nu} + \zeta < Y_{k2} < \frac{j}{\nu} + \zeta \right\}$$

$$= \int_{\frac{j-1}{\nu}}^{\frac{j}{\nu}} f_\zeta(x) dx \int_{\frac{j}{\nu} + x}^{\frac{j+1}{\nu} + x} f_{Y_{k2}}(t) dt$$

$$= \frac{1}{2m_0}, \quad j = 1, 2, \ldots$$

$$E \left[N_{Ek}^{(2)}\right] = \frac{2m_0 + 1}{2}, \quad \frac{(2m_0 + 1)(2m_0 + 2)(4m_0 + 3)}{12m_0}. \quad (48)$$
Since it has $\rho > 0$ and $-1 < t < 0$, one can observe that each term of (55) is negative and $f_1'(t) < 0$, which means $f_1(m_0)$ is monotonically decreasing with $m_0$. Also note that $f_1(0) > 0$ and $f_1(+\infty) < 0$, it can therefore be deduced that there exists a positive integer $m_0^*$ such that $\Delta_{M/U/1/1-D}^{\text{blocking}} > \Delta_{M/D/1/1-D}^{\text{blocking}}$ when $m_0 > m_0^*$ and $\Delta_{M/U/1/1-D}^{\text{blocking}} < \Delta_{M/D/1/1-D}^{\text{blocking}}$ when $m_0 < m_0^*$.

Then, we make the average AuD comparison between the M/M/1/1-D and the M/D/1/1-D bufferless systems, their difference is

$$f_2(m_0) = \Delta_{M/M/1/1-D}^{\text{blocking}} - \Delta_{M/D/1/1-D}^{\text{blocking}} = \frac{\rho (1 + \alpha)}{2 \mu m_0 (1 + \rho) (1 - \alpha)} - \frac{\rho}{2 \mu (1 + \rho)}.$$  

(56)

Since $(1 + \alpha)/(m_0 (1 - \alpha))$ decreases as $m_0$ increases and $f_2(\infty) > 0$, one can check that $\Delta_{M/U/1/1-D}^{\text{blocking}} > \Delta_{M/D/1/1-D}^{\text{blocking}}$ for all $m_0 > 1$.

Lastly, we compare the average AuD of M/U/1/1-D queueing model to that of M/D/1/1-D queueing model, the difference is

$$f_3(m_0) = \Delta_{M/U/1/1-D}^{\text{blocking}} - \Delta_{M/D/1/1-D}^{\text{blocking}} = \frac{\rho (8 m_0^3 + 18 m_0^2 + 13 m_0 + 3)}{12 \mu m_0 (1 + \rho)} + \frac{1}{2 \mu m_0} - \frac{\rho}{2 \mu (1 + \rho)}.$$  

(57)

It is clear that $f_3(m_0)$ drops with $m_0$ and $f_3(\infty) > 0$. Hence, it can be obtained that $\Delta_{M/U/1/1-D}^{\text{blocking}} > \Delta_{M/D/1/1-D}^{\text{blocking}}$ when $m_0 > 1$.

**F. Proof of Theorem 7**

Firstly, let us prove that the average AuDs in Corollary 3 decrease with $m_0$. Let us define

$$f(m_0) = \frac{1 + \alpha}{m_0 (1 - \alpha)}.$$  

(58)

By setting $t = 1/m_0$, the first derivative of $f(t)$ with respect to $t$ is given by

$$f'(t) = \frac{e^{2t} - 2te^t - 1}{(e^t - 1)^2}.$$  

(59)

Let us further denote $g(t) = e^{2t} - 2te^t - 1$ and $g'(t) = 2e^{2t} - 2te^t - 2e^t$. Noticing that $e^t \geq t + 1$, one can check that $g'(t) \geq 0$ and $g(t) \geq 0$. Therefore, it is observed that $f'(t)$ is non-negative, which means $f(m_0)$ is monotonically decreasing with $m_0$. Also note that this trend remains unchanged if $\alpha$ is replaced by $\beta$. Hence, it can be verified that the average AuDs in Corollary 3 decrease with $m_0$ since each item in (22), (23) and (24) decreases or stays unchanged with $m_0$.

Moreover, when $m_0 \to \infty$, one can get $(1 + \alpha)/(m_0 (1 - \alpha)) = 2$ and $(1 + \beta)/(m_0 (1 - \beta)) = 2/\rho$. By combining these equations, one can check that the average AuD under deterministic decisions reduces to the corresponding average AuD under Poisson decisions as $m_0 \to \infty$. 

By inserting (47) and (50) to (21), the average AuD in the M/M/1/1-D bufferless system with a deterministic decision process is

$$\Delta_{M/M/1/1-D}^{\text{blocking}} = \frac{2 + \rho}{\mu (1 + \rho)} + \frac{\rho (1 + \alpha)}{2 \mu m_0 (1 + \rho) (1 - \alpha)}$$

$$+ \frac{(1 + \beta)}{2 \mu m_0 (1 + \rho) (1 - \beta)}.$$  

(51)

Finally, when the update service time is deterministic and set to $1/\mu$, the decision numbers in $Y_{E1}$ and $Y_{E2}$ are denoted as $N_{Dk}^{(1)}$ and $N_{Dk}^{(2)}$, respectively. It is clear that $N_{Dk}^{(2)} = m_0$ because the decision intervals are also deterministically distributed with parameter $1/\nu$. Therefore, it has

$$E\left[N_{Dk}^{(1)}\right] = \nu \lambda E\left[(N_{Dk}^{(1)})^2\right] = \frac{\nu (1 + \beta)}{\lambda (1 - \beta)}.$$  

$$E\left[N_{Dk}^{(2)}\right] = m_0, E\left[(N_{Dk}^{(2)})^2\right] = m_0^2.$$  

(52)

By inserting (52) to (21), the average AuD in the M/D/1/1-D bufferless system with a deterministic decision process can be expressed as

$$\Delta_{M/D/1/1-D}^{\text{blocking}} = \frac{4 + 3 \rho}{2 \mu (1 + \rho)} + \frac{(1 + \beta)}{2 \mu m_0 (1 + \rho) (1 - \beta)}.$$  

(53)

**E. Proof of Theorem 6**

We first compare the average AuDs between the M/U/1/1-D and the M/M/1/1-D bufferless systems with the same deterministic decision process. Their difference is

$$f_1(m_0) = \Delta_{M/U/1/1-D}^{\text{blocking}} - \Delta_{M/M/1/1-D}^{\text{blocking}} = \frac{\rho (8 m_0^3 + 18 m_0^2 + 13 m_0 + 3)}{12 \mu m_0 (1 + \rho)} + \frac{1}{2 \mu m_0}$$

$$- \frac{\rho (1 + \alpha)}{2 \mu m_0 (1 + \rho) (1 - \alpha)}.$$  

(54)

where $\alpha$ has been defined in Appendix D. Set $t = 1/m_0$ and the first derivative of $f_1(t)$ with respect to $t$ is given by

$$f_1'(t) = f_1\left(-\frac{1}{m_0}\right) = \frac{\rho e^t (t + 1 - e^t)}{\mu (1 + \rho) (1 - e^t)^2} + \frac{\rho x (26 - 9t)}{12 \mu (1 + \rho)}$$

$$- \frac{3 \rho + 1}{2 \mu (1 + \rho)}.$$  

(55)
Fig. 10. Inter-departure time.

G. Proof of Corollary 4

As shown in Fig. 10, we denote $\theta_k = t_{k-1} - t_{k-1} - Y_{k-1}$, as the period between the departure epoch of the $(k-1)$th successful update and the latest decision epoch before $t_{k-1}$. In particular, let us make an approximation that $\theta_k$ is uniformly distributed with $1/\nu$ whose PDF is $f_\nu(t) = \nu$ for $t \in (0, 1/\nu)$. Since the missing probability is equal to the probability that decision interval is larger than inter-departure time, by considering the fact that the decision interval is deterministic and equal to $1/\nu$, it has

$$p^{M/G/1/1-D}_{mis} = \Pr \{ Y_k + \theta < 1/\nu \}$$

$$= \Pr \{ Y_k + Y_{k-1} + \theta < 1/\nu \}$$

$$= \int_0^{1/\nu} f_S(x) dx \left( \int_0^{1/\nu-x-y} f_{Y_{k-1}}(y) dy \int_0^{1/\nu-x-y} f_\nu(z) dz \right)$$

$$= \int_0^{1/\nu} f_S(x) \left( \frac{\nu \beta e^{x \beta}}{\lambda - \nu x + \lambda - \nu} \right) dx,$$

$$p^{M/G/1/1-D}_{mis} = \frac{1}{4m_0} + \frac{m_0 (1-\beta) - \rho}{2\rho^2},$$

$$p^{M/\mu/1/1-D}_{mis} = \frac{m_0 (\alpha - \beta) + (\rho - m_0 - \rho m_0) (1-\alpha)}{\rho (\rho - 1) + \alpha},$$

in which $\alpha$ and $\beta$ have been defined in Appendix D.

In the deterministic service time case, however, it is clear that each inter-departure time consists at least $m_0$ decisions, which means all the successful update will be used at least $m_0$ times. Since $m_0 \geq 1$, it has

$$p^{M/G/1/1-D}_{mis} = 0.$$
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