Prediction of Multivariate Air Quality Time Series Data using Long Short-Term Memory Network
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Abstract Malaysia often suffers from haze problems almost every year. Therefore, there is a need for good air quality forecasting model for monitoring and management purposes. In this study, the air quality model based on the Long Short-Term Memory Network (LSTM) and Auto-Regressive Integrated Moving Average (ARIMA) was developed. The prediction of the particulate matter 10 micrometers or less in diameter (PM10) in Malaysia could be made from both models, and their performance was compared. The purpose of comparison between the two models was to determine the most suitable model to use in predicting PM10 since it is the dominant pollutant in Malaysia most of the time, especially during the haze period. This study used air quality data obtained from the Department of Environment Malaysia from July 2017 to June 2019. The results showed that forecasting for PM10 using multivariate LSTM model was better than the univariate LSTM model and univariate ARIMA model with the lowest root mean square error (RMSE) for those selected stations. The model with a lower RMSE value means better models and provide higher accuracy in forecasting for PM10.
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Introduction

The rapid process of urbanization and industrialization is one of the main factors that cause air pollution. According to Gurjar et al. [1], air pollution affects human health and the environment. Currently, studies on air pollution and air quality prediction are a field of interest [2, 3]. However, most studies depend on mathematical functions or simulation techniques in order to represent the air pollution scenario [4]. For example, Dong et al. [5] introduce the use of hidden semi-Markov models (HSMMs) to forecast the density of PM\textsubscript{2.5}. Meanwhile, a study by Donnelly et al. [6] suggests the use of integrated parametric and non-parametric regression methods to predict air quality with high accuracy and computational efficiency. These techniques use classic machine learning algorithm. However, statistical methods and classical machine learning models are deemed unable to represent or forecast air pollution accurately because air pollution are usually influenced by the weather, transportations, and several other factors [7].

In order to overcome this, hybrid models and deep learning techniques are suggested to develop new models for air quality prediction. For example, Wang et al. [8] uses a hybrid model comprised of a
decomposition method, a modified optimization algorithm and the least squares support vector machine (LSSVM) to forecast air pollutions at points or intervals. Meanwhile, deep learning techniques are methods based on Artificial Neural Networks (ANN). ANN have been used in many fields for various applications such as to predict the density of hourly PM$_{10}$ by combining meteorological variables and time scales as input that are chosen through the optimization of genetic algorithm [9]. Though ANN have been shown to perform better than conventional methods [10], it is unable to keep the output of previous layer and send them as information for the input in the next layer to predict the next layer’s output [11]. This is improvised by putting a hidden state vector in the network which is then known as the Recurrent Neural Network (RNN).

Long Short-Term Memory (LSTM) uses the architecture of artificial recurrent neural network (RNN) for sequence prediction problems. LSTM was introduced by Hochreiter and Schmidhuber [12]. LSTM is designed to avoid long-term dependency problem by remembering information for long periods of time and handling the vanishing gradient problem of RNN. According to Salman et al. [13], the LSTM model differs from the RNN model because it contains a cell state in its recurrent hidden layer. Since LSTM is capable of learning long-term dependencies, this approach has a better accuracy compared to the RNN. LSTM have been used in many areas of study including acoustic for voice recognition [14], meteorology for weather prediction [13] and hydrology for rainfall modelling [15].

This study aims to build a multivariate air quality time series data model in Malaysia based on Long Short-Term Memory Network (LSTM). First, the common Autoregressive Integrated Moving Average (ARIMA) model is compared to the univariate air quality time series data model based on Long Short-Term Memory Network (LSTM) in predicting PM$_{10}$. Then, the univariate air quality time series data model based on Long Short-Term Memory Network (LSTM) is compared to the multivariate air quality time series data model based on Long Short-Term Memory Network (LSTM) in predicting PM$_{10}$.

Materials and methods

Data

The data used is air quality data in Malaysia with variables comprising of particles with a diameter of 10 micrometers or less (PM$_{10}$), wind direction, wind speed, ambient temperature, and relative humidity. These five variables were observed because PM$_{10}$ is a small particle and is very sensitive to the surrounding conditions. Furthermore, the concentration of fine dust such as PM$_{10}$ is the dominant pollutant, especially during the haze in Malaysia [16]. Based on Chooi and Yong [17], air pollution is greatly influenced by meteorological factors such as temperature, humidity, and wind speed. Therefore, in this study, these factors were considered in modelling PM$_{10}$.

There were 65 air quality monitoring stations obtained from the Department of Environment Malaysia. However, only a few stations had been selected based on data adequacy. Stations were selected based on industrial, residential, and commercial areas [18]. In this study, five stations which are station Kulim Hi-Tech, Kedah; station Kuala Selangor, Selangor; station Segamat, Johor; station Kuala Terengganu, Terengganu; and station Tanah Merah, Kelantan were selected. The duration of the data used in this study is two years starting from July 2017 until June 2019.

Before performing the analysis, the data set at each station is normalized using the min-max normalization technique to rescale the data into a close interval of $[0, 1]$. Then the data set is divided such that the first 21 months are used as the training set and the last 3 months are taken as the testing set.

Long Short-Term Memory Network (LSTM)

LSTM consists of hidden states like RNN and additional cell states. The hidden state works as short-term memory while the cell state works as long-term memory of the network. The cell state or also known as LSTM cell comprises of three parts referred to as gates; Forget gate, Input gate and Output gate. These gates control the flow of information into and out of the cell at each time step $t$.

The Forget gate determine whether the information from the previous time step should be kept or forgotten. For time step and cell state, the Forget gate can be found with the following equation [19]:

$$f(t) = \sigma(W_f x(t) + U_f h(t-1) + b_f)$$
The root mean square error (RMSE) between the predicted values and test data was calculated as follows

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2} \]  

with \( n \) = number of values, \( \hat{y}_i \) = predicted value and \( y_i \) = test data value. The model with lower RMSE value is taken as the better model which gives higher accuracy in predicting PM\(_{10}\).
Autoregressive Integrated Moving Average (ARIMA) models

The univariate LSTM models in this study are compared to the common univariate Autoregressive Integrated Moving Average (ARIMA) models. ARIMA models which is based on the Box-Jenkins method [20, 21] is among the most used method in modeling and forecasting time series data. Transformation by using differentiation needs to be done if the data is nonstationary before fitting the ARIMA model to the data set under study. The ARIMA\((p, d, q)\) model can be written as

\[ \theta_p(B)Y_t = \phi_q(B)\omega_t \]  

with

\[ Y_t = (1 - B)^d X_t, \]

\[ \theta_p(B)X_t = (1 - a_1 B - a_2 B^2 - \cdots - a_p B^p)X_t, \]

and

\[ \phi_q(B)\omega_t = (1 + b_1 B + b_2 B^2 + \cdots + b_q B^q)\omega_t \]

where \(p\) and \(q\) refer to the order of the autoregressive (AR) and moving average (MA) model respectively. Meanwhile, the degree of differencing is denoted as \(d\).

A suitable ARIMA model for each of the station is identified and fitted to the training data. Then, a set of predicted values is calculated to be compared to the test data of PM\(_{10}\). The comparison is done by finding the RMSE value between the predicted and actual values of PM\(_{10}\) as in equation (6).

Results and discussion

The analysis of this study comprises of two parts. The first part is the comparison between the common univariate Autoregressive Integrated Moving Average (ARIMA) model to the univariate LSTM model for predicting PM\(_{10}\). The second part is the comparison between the univariate LSTM model with the multivariate LSTM model for PM\(_{10}\) prediction. Both comparisons are done on all five stations under consideration.

Comparison between univariate ARIMA and univariate LSTM model

In order to find out the potential use of LSTM model in fitting and forecasting PM\(_{10}\), the univariate LSTM models at all five stations are compared to the well-known univariate ARIMA models. A one-time difference was required for all the five stations to achieve stationary for the univariate ARIMA model. In this study, it is found that the ARIMA \((1, 1, 2)\), ARIMA \((1, 1, 5)\), ARIMA \((1, 1, 5)\), ARIMA \((1, 1, 2)\) and ARIMA \((5, 1, 1)\) model are suitable to fit the Kulim Hi-Tech station, Kuala Selangor station, Segamat station, Kuala Terengganu station and Tanah Merah station respectively. The RMSE calculated for the differences between the predicted values from the univariate ARIMA model at each station and the actual values of PM\(_{10}\) for the test data was calculated. The value of RMSE for each station was 23.4223, 30.9408, 35.7524, 27.6501 and 23.9955, respectively.

The univariate LSTM model for each station was built. For each model, values for mean squared error (MSE) and mean absolute error (MAE) of the training data set after 100 epochs are shown in Table 1. All the values of MSE and MAE are small which are less than 0.05 at all five stations. Hence, these univariate LSTM models are deemed suitable to fit PM\(_{10}\) values at the five stations.

Next, RMSE between actual values for variable PM\(_{10}\) in test data and forecast values found from the univariate LSTM model was calculated. RMSE for Kulim Hi-Tech station, Kuala Selangor station, Segamat station, Kuala Terengganu station and Tanah Merah station are 7.049, 7.833, 8.306, 7.398 and 9.753, respectively. The RMSE values for both the univariate ARIMA and univariate LSTM models are shown in Table 2.
Table 1. Mean square error (MSE) and mean absolute error (MAE) of the univariate LSTM model for training data set.

| Station                                      | MSE   | MAE   |
|----------------------------------------------|-------|-------|
| Kulim Hi-Tech, Kedah                        | 0.0019| 0.0300|
| Kuala Selangor, Selangor                     | 0.0006| 0.0179|
| Segamat, Johor                               | 0.0015| 0.0245|
| Kuala Terengganu, Terengganu                 | 0.0002| 0.0066|
| Tanah Merah, Kelantan                        | 0.0020| 0.0309|

Table 2. Root mean square error (RMSE) for univariate ARIMA and univariate LSTM model.

| Station                                      | Univariate ARIMA model | Univariate LSTM model |
|----------------------------------------------|------------------------|-----------------------|
| Kulim Hi-Tech, Kedah                         | 23.4223                | 7.049                 |
| Kuala Selangor, Selangor                     | 30.9407                | 7.833                 |
| Segamat, Johor                               | 35.7524                | 8.306                 |
| Kuala Terengganu, Terengganu                 | 27.6501                | 7.398                 |
| Tanah Merah, Kelantan                        | 23.9955                | 9.753                 |

A comparison between the univariate LSTM model and the univariate ARIMA model for the five stations was made. It was found that RMSE values for the univariate LSTM models for all five stations were lower than the corresponding univariate ARIMA models. Therefore, it could be concluded that the univariate LSTM model can predict PM$_{10}$ better than the univariate ARIMA model.

Comparison between univariate LSTM and multivariate LSTM model

The second part of this analysis is to look at whether the predicted values of PM$_{10}$ based on the LSTM model could be improved if we considered meteorological factors such as wind direction, wind speed, ambient temperature, and relative humidity. Hence, the multivariate LSTM model was built for each station under study. Table 3 shows the MSE and MAE values for the multivariate LSTM models after training 100 epochs on each station’s train data set. Similar to the univariate LSTM model, the MSE and MAE values obtained are small with all values less than 0.05 at each station. In fact, all values are almost the same if not smaller than the ones found from their univariate LSTM counterpart. Hence, these multivariate LSTM models are also deemed suitable models to fit PM$_{10}$ values at the five stations.

Prediction on variable PM$_{10}$ was performed for all five stations based on the multivariate LSTM model. RMSE was calculated between the actual value from the test data and the forecast value from the model for each station. RMSE for Kulim Hi-Tech station, Kuala Selangor station, Segamat station, Kuala Terengganu station and Tanah Merah station are 7.040, 7.491, 8.180, 7.041 and 9.561, respectively. These values are shown in Table 4.

Table 3. Mean square error (MSE) and mean absolute error (MAE) of the multivariate LSTM model for training data set.

| Station                                      | MSE   | MAE   |
|----------------------------------------------|-------|-------|
| Kulim Hi-Tech, Kedah                         | 0.0019| 0.0297|
| Kuala Selangor, Selangor                     | 0.0006| 0.0177|
| Segamat, Johor                               | 0.0015| 0.0244|
| Kuala Terengganu, Terengganu                 | 0.0002| 0.0066|
| Tanah Merah, Kelantan                        | 0.0017| 0.0292|

Table 4. Root mean square error (RMSE) for multivariate and univariate LSTM model.

| Station                                      | Multivariate LSTM model | Univariate LSTM model |
|----------------------------------------------|------------------------|-----------------------|
| Kulim Hi-Tech, Kedah                         | 7.040                  | 7.049                 |
| Kuala Selangor, Selangor                     | 7.491                  | 7.833                 |
| Segamat, Johor                               | 8.180                  | 8.306                 |
| Kuala Terengganu, Terengganu                 | 7.041                  | 7.398                 |
| Tanah Merah, Kelantan                        | 9.561                  | 9.753                 |
Figure 1. Plots for test data and predicted values based on multivariate LSTM model. (a) Kulim Hi-Tech, Kedah. (b) Kuala Selangor, Selangor. (c) Segamat, Johor. (d) Kuala Terengganu, Terengganu. (e) Tanah Merah, Kelantan.
The RMSE values for the multivariate LSTM models of the five stations were slightly lower compared to the univariate LSTM models. Therefore, it could be concluded that the multivariate LSTM model can predict variable PM$_{10}$ better than the univariate LSTM model. Hence, the additional meteorological variables as input to the LSTM model do improve the prediction for the values of PM$_{10}$.

Figure 1 shows the plots for time series from the test data set as well as the time series predicted based on the multivariate LSTM model at all five stations. The two time series plots at each station overlapped with each other majority of the times for the duration of the test data. Furthermore, it can be seen that the predicted values from the multivariate LSTM models are able to capture the patterns of the actual time series as given by the test data. Hence, the multivariate LSTM models are able to forecast values close to the actual values of the test data.

**Conclusions**

In this study, the potential use of LSTM models in predicting PM$_{10}$ values in Peninsular Malaysia are explored. Both the univariate and multivariate LSTM models were considered where the multivariate LSTM model attempts to improve the univariate LSTM model by adding meteorological variables as input into the network. Both models show suitability in fitting PM$_{10}$ values with small MSE and MAE values at all five stations.

The univariate LSTM model was compared to the univariate ARIMA model at each of the station. The univariate LSTM model was deemed as a better model compared to the univariate ARIMA model at all five stations with smaller RMSE values. This might be due to limitations of ARIMA model which transformed factors into some time variables and hence only analyze the linear part of the time series as stated by Zhang et al. [22] where in their study, LSTM models also perform better than ARIMA models in predicting the incidence of hand, foot, and mouth disease (HFMD) due to the nature and design of LSTM model which learns the temporal patterns, captures non-linear dependencies and stores useful memory for a longer duration. Furthermore, the result of this study is in accordance with those obtained by a recent previous study [23] which concludes that LSTM models efficiently deals with complexities of modelling and forecasting air quality in Indian National Capital Territory of Delhi.

Next, the univariate LSTM model at each station was compared to their corresponding multivariate LSTM model. Based on the RMSE values, the multivariate LSTM models which also considers ambient temperature, wind speed, wind direction and relative humidity proved to be better models at all five stations in predicting PM$_{10}$ values in Peninsular Malaysia. This might be due to the fact that the multivariate time series models do not limit themselves to the past information of the predicted variable but also integrate the past values of other variables of influence.
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