REGULARIZATION OF PLURISUBHARMONIC FUNCTIONS WITH A NET OF GOOD POINTS
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Abstract. The purpose of this article is to present a new regularization technique of quasi-plurisubharmonic functions on a compact Kähler manifold. The idea is to regularize the function on local coordinate balls first, and then glue each piece together. Therefore, all the higher order terms in the complex Hessian of this regularization vanish at the center of each coordinate ball, and all the centers build a $\delta$-net of the manifold eventually.

1. Introduction

Regularization of plurisubharmonic (psh) functions is an important subject in Several Complex Variables. It has been widely used in analysis, Kähler geometry and algebraic geometry. The early known fact about regularization of psh function on a Euclidean ball is that one can always regularize a psh function $\phi$ by taking convolution with respect to some mollifier $\rho_\varepsilon$; then $\phi_\varepsilon := \phi \ast \rho_\varepsilon$ is still psh on a smaller ball, and $\phi_\varepsilon$ decreases to $\phi$ while $\varepsilon$ converges to zero. Since convolution is commutable with any differential operator in Euclidean space, this implies that we have

$$\partial \bar{\partial} \phi_\varepsilon = \partial \bar{\partial} \phi \ast \rho_\varepsilon.$$  

However, the situation is not so simple for regularization problems of (quasi)-psh functions on a complex manifold $X$. In the 90’s, Demailly discovered several ways to study this problem on a compact Kähler manifold ([4, 5]), and later on a general compact complex manifold ([6]) equipped with some Hermitian metric. Then Blocki and Kolodziej ([2]) found a simpler technique of regularization for quasi-psh functions with Lelong number zero everywhere. Moreover, Eyssidieux-Guedj-Zeriahi ([7]) proved another regularization theorem, by which one can adjust the approximation sequence to continuous quasi-psh functions with minimal singularity, provided the cohomology class is big.

The motivation of this paper is to investigate both the upper bound and the lower bound of the complex Hessian of the regularization. This leads us to a “localized” or “discrete” version of Demailly’s technique ([4, 6, 5]). The naive idea is that we can first take convolution locally for a quasi-psh function $\phi$, and then try to glue each piece together. However, this would not work in general, and the obstruction exactly comes from the difficulty of combining a “good glueing” and a “good
Hessian control”. Therefore, some more delicate analysis (see Sections 3, 4) is necessary to fulfill this idea.

In fact, the regularization \( \phi_\varepsilon \) appearing in Demailly’s work ([4], [6]) has the following Hessian

\[
\partial \bar{\partial} \phi_\varepsilon = \partial \bar{\partial} \phi \ast \rho_\varepsilon + \mathcal{H} + \mathcal{V} + \mathcal{R},
\]

where \( \mathcal{H} \) consists of higher order terms twisted by the curvature of some background metric \( \omega \), e.g. \( (c_{jklm} z^j z^k z^m \partial \bar{\partial} \phi) \ast \rho_\varepsilon \) and so on, and \( \mathcal{V} \) is a term controlled by the Lelong number of \( \phi \) and the curvature tensor of \( \omega \). The remaining term is an error controlled by \( O(\varepsilon \log \varepsilon^{-1}) \) in ([4]), and this order has been strengthened to \( O(\varepsilon^N \log \varepsilon^{-1}) \) for arbitrary \( N \) in ([6]). However, in the latter estimate, the information about the higher order term \( \mathcal{H} \) is lost.

In our case, the global behavior of the approximating function \( \phi_\varepsilon \) is comparable to Demailly’s result. We also calculated explicit formulas for all the higher order terms \( \mathcal{H} \) with an error control \( \mathcal{R} = O(\varepsilon^2 \log \varepsilon^{-1}) \). Moreover, since we are doing convolutions locally first, it is expected that the complex Hessian \( \partial \bar{\partial} \phi_\varepsilon \) behaves much better for those points very close to a center. In fact, we proved (see Theorem (2.1) and Corollary (2.2) for precise statements) that there exist a \( \varepsilon \)-net \( \mathcal{P}_\varepsilon \) with the regularization \( \phi_\varepsilon \), such that the complex Hessian is

\[
\partial \bar{\partial} \phi_\varepsilon = \partial \bar{\partial} \phi \ast \rho_\varepsilon + \mathcal{V},
\]

at each point \( p \in \mathcal{P}_\varepsilon \). That is to say, all higher order terms \( \mathcal{H} \) and the remaining term \( \mathcal{R} \) completely vanish at these finite many points in our regularization. In fact, equation (1.2) is basically the best situation for which one can hope, for global regularization of a quasi-psh function on a compact complex manifold.

We hope this new regularization technique could be useful when all important information is concentrated around a net of points, e.g. the Gromov-Hausdorff limit of a sequence of Kähler manifolds. Moreover, we also would like to see its application to regularity problems for solutions of certain geometric equation, e.g. the complex homogeneous Monge-Ampère equation [1] on a compact Kähler manifold with pseudoconvex boundary.
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2. Statement of the Theorem

Let \((X, \omega)\) be a Kähler manifold with its associated Kähler form, and a function \(\phi\) is called \(\omega\)-psh if it is upper semi-continuous and satisfies \(\omega + i\partial \bar{\partial} \phi \geq 0\), in the sense of current on \(X\).

Then we are going to demonstrate the basic idea to regularize this function \(\phi\) as follows. First, we cover the manifold \(X\) by finite many coordinate balls with small radius, such that the Kähler metric \(\omega\) is normal at the center of each ball. Then we build the local regularization by taking convolutions of \(\phi\) with respect to certain mollifier. However, the convolution is not taking on a Euclidean ball, but a ball twisted by the metric. This will enable us to glue each piece well, and it gives a way to compute the complex Hessian for the approximation sequence.

2.1. Covering construction. Let \(T = i\partial \bar{\partial} \phi\) be a current such that \(\varphi\) is a \(\omega\)-psh function on \(X\). For each point \(p \in X\), there is a normal coordinate ball induced by the metric \(\omega\) centered at this point with radius \(\sqrt{2}\delta\). Then all of these balls form an open covering \(U\) of the manifold \(X\). Here we assume the geodesic distance \(\delta\) is much smaller than the injective radius of \(X\), and then these normal coordinates are varying smoothly w.r.t. their centers.

Thanks to the well known Zorn Lemma, we can select a finite number of elements \(\{U_j\}_{1 \leq j \leq N}\) in \(U\), such that the following two properties hold:

(a) for each pair of centers \((p_j, p_k), j \neq k\), the geodesic distance between them is no smaller than \(\sqrt{2}\delta\), i.e. \(d(p_j, p_k) \geq \sqrt{2}\delta\);

(b) these open sets are a covering of the manifold, i.e. \(X \subset \bigcup_{1 \leq j \leq N} U_j\).

In fact, we hope to see an even better covering, such that \((1 - \alpha)U_j\) still forms an open covering of \(X\) for any small \(\alpha > 0\). However, this is not clear to be true in general. But the obstruction indeed comes from the local convexity of these geodesic balls. Therefore, we claim that we can do the following small surgery on these geodesic balls, in such a way that the perturbed geodesic balls \(U''_j\) satisfy the following properties:

(a') for each \(j\), the distance between the center \(p_j\) of the perturbed ball \(U''_j\) and its boundary is no less than \(1.3\delta\), i.e. \(d(p_j, \partial U''_j) \geq 1.3\delta\);

(b') around each \(p_j\), there exists a smaller ball \(V_j\) centered at \(p_j\) with radius \(\delta/10\), such that it never intersects with other \(U''\) balls i.e. \(V_j \cap U''_k = \emptyset\) for all \(k \neq j\);

(c') these open sets form a covering of the manifold, i.e. \(X \subset \bigcup_{1 \leq j \leq N} U''_j\).

This is because we can dig some small holes on the boundary of \(U_k\) if it is too close to another balls’ centers. Suppose the distance between a center \(p_j\) and the boundary \(\partial U_k\) is smaller than \(\delta/10\) for some \(k \neq j\)
(at worst, \(p_j\) is on the boundary \(\partial U_k\)). Then we put \(U'_k := U_k - V_j\), where \(V_j\) is the geodesic ball centered at \(p_j\) with radius \(\delta/10\). And \(U'_k\) with the open sets \(\bigcup_{j \neq k} U_k\) still forms an open covering of \(X\)! But we successfully separate a center point \(p_j\) with its boundary at least in \(\delta/10\) without changing other centers. Once we continue this process, it will terminate after finite many steps, and our claim is proved.

Furthermore, we could switch geodesic distance by Euclidean distance on each (perturbed) normal coordinate ball. The reason is that these two distances can only differ by a order of \(\delta^2\) (Lemma 8.2, [4]) for small enough radius, i.e.

\[
d(p_j, q) = d_{\text{Euc}}(p_j, q) + O(\delta^2),
\]

for each center \(p_j\) and any point \(q \in U'_j\).

### 2.2. Truncated metrics.

Now we take a covering \(\{\tilde{U}_j\}\) of slightly larger concentric normal coordinate balls, such that there is a local trivialization \(\tau_j : \tilde{U}_j \to B(2\delta)\) for each \(j\), and we set \(\varphi_j = \varphi \circ \tau_j^{-1}\) on \(B(2\delta)\). Let \(\xi\) be a tangent vector on \(X\) at a point \(z \in B(2\delta)\) under the trivialization \(d\tau_j : TX|_{U_j} \to B(2\delta) \times \mathbb{C}^n\). And the Kähler metric \(\omega\) introduces a norm for such tangent vector as follows:

\[
||\xi||_{j,z} = g^{(j)}_{\alpha\bar{\beta}}(z)\xi^\alpha\bar{\xi^\beta}.
\]

Since we used normal coordinates on \(B(2\delta)\), the Kähler metric has the following Taylor expansion in the ball

\[
g^{(j)}_{\alpha\bar{\beta}}(z) = \delta_{\alpha\bar{\beta}} - c_{\alpha\bar{\beta}\mu\lambda}z^\mu\bar{z}^\lambda + e_{\alpha\bar{\beta}\mu\lambda}\bar{z}^\lambda z^\mu + O(|z|^4),
\]

where the tensor \(c_{\alpha\bar{\beta}\mu\lambda}\) corresponds to the curvature of the metric \(\omega_0\) at the origin. And we can arrange that the complex conjugate of tensor \(e_{\alpha\bar{\beta}\mu\lambda}\bar{\nu}\) is \(e_{\beta\bar{\alpha}\mu\nu}\). Moreover, all holomorphic or anti-holomorphic indices in the tensor \(e_{\alpha\bar{\beta}\mu\lambda}\bar{\nu}\) are commutable as follows from the Kähler assumption. Put

\[
a_{\alpha\bar{\beta}}(z) := \delta_{\alpha\bar{\beta}} - \frac{1}{2} c_{\alpha\bar{\beta}\mu\lambda}z^\mu\bar{z}^\lambda + e_{\alpha\bar{\beta}\mu\lambda}\bar{z}^\lambda z^\mu + O(|z|^4),
\]

and we can define the following \(n \times n\) matrix of functions as

\[
A(z) := (a_{\alpha\bar{\beta}}(z)),
\]

and notice that this matrix \(A\) is Hermitian up to the second order of \(z\). Moreover, we have the following identity between matrices

\[
g(z) = A^*(z)A(z) + O(|z|^4).
\]

The next step is to take a smooth cut-off function \(\chi\) on \(\mathbb{R}\) such that

\[
\chi(t) := -\exp\left(\frac{1}{t-1}\right),
\]
for \( t < 1 \), and \( \chi(t) = 0 \) for \( t \geq 1 \). Then we have

\[
\chi'(t) = \frac{1}{(t-1)^2} \exp \left( \frac{1}{t-1} \right).
\]

There is a twisted convolution on \( \phi_j \) around any point \( z \in B(\sqrt{2}\delta) \) defined as

\[
(2.3) \tilde{\phi}_j(z, r) := \int_{\eta \in C^n} \phi_j(z + rA^{-1}(z) \cdot \eta) \chi'(||\eta||) d\lambda(\eta),
\]

for all \( 0 < r < \delta/2 \). We will call this \( r \) the radius of the convolution ball. We will prove this convolution still consists of a local \( \omega \)-psh function up to some small errors in Section (4), by computing its complex Hessian.

Next we try to glue \( \tilde{\phi}_j \) by taking maxima, in such a way that the glueing process will produce a global quasi-psh function as follows. For each point \( z \in X \), consider a set \( A(z) := \{ j; \ z \in U_j'' \} \), and then define

\[
(2.4) \Phi(z) = \max_{j \in A(z)} \{ \tilde{\phi}_j \}.
\]

However, this does not always work. The problem arises from the boundary values appearing in the maximum. Therefore, in order to succeed gluing a set of local psh functions \( \{ \Phi_j \} \), we need to require the following condition

\[
(2.5) \lim_{p \to \partial U_j''} \Phi_j(p) < \max_{k \neq j} \{ \Phi_k(p) \},
\]

for all \( k \) such that the point \( p \) stays in the interior of \( U_k'' \). In other words, the maximum value at each point \( p \) should never be obtained by some boundary value of \( \tilde{\phi}_j \).

Moreover, even if we glue them successfully by taking a maximum, the resulting function is only continuous since the values of \( \Phi_j \) and \( \Phi_k \) could overlap each other. In order to investigate this problem, we can use the so called regularized-maximum operator \( \mathcal{M}_r \) to smooth them out. But this causes another small perturbation of the upper bound of the Hessian.

In order to achieve these goals, we need twist the boundary values a bit. Define a new quasi-psh function on each \( U_j'' \) as

\[
\Phi_j(z, r) := \tilde{\phi}_j(z, r) - h(\delta, z)|z|^2,
\]

where \( h(\delta, z) \) is certain smooth function defined on \( U_j'' \), which converges to zero while \( \delta \to 0 \). This auxiliary function \( h(\delta, z) \) will be determined later in Section (3.2), and we call the whole term \( h(\delta, z)|z|^2 \) as the twisted boundary for our regularization.

2.3. Statement. Recall that the collection of perturbed balls \( \{ U_j'' \} \) is an open covering of \( X \) satisfying conditions (a’) and (b’), and the radius of each such ball is close to \( \sqrt{2}\delta \). We denote \( \mathcal{P}(\delta) := \{ p_j \}_{1 \leq j \leq N} \).
by the collection of all centers of such balls, and then \( P(\delta) \) forms a \( \delta \)-net of the manifold.

On the other hand, the radius of the convolution ball is \( r \). Therefore, in order to make a glueing, it is necessary to specify the relation between these two radius. We claim that the glueing will succeed if we pick up \( r = O(\delta^3) \), and the following regularization holds.

**Theorem 2.1.** Suppose \( \phi \) is a \( \omega \)-psh function on a Kähler manifold \( X \). Then there exists a family of smooth functions \( \Phi_\delta \) converging to \( \phi \) pointwise as \( \delta \to 0 \), such that the following properties hold

1. For each point \( p_j \in P(\delta) \), there exists an open coordinate ball \( V_j \) centered at it with uniform size in \( j \), which can be identified with the Euclidean ball \( B(\delta/10) \), and the complex Hessian of \( \Phi_\delta \) can be computed at any point \( z_0 \in V_j \) as

\[
\frac{\partial^2 \Phi_\delta}{\partial z_l \partial \bar{z}_m} (z_0) s^l \bar{s}^m = \frac{1}{r^{2n}} \int \chi' \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} S^l \bar{S}^m \lambda(u) + \frac{1}{r^{2n-2}} \int \chi' \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} H_{qlmp} s^q \bar{s}^p \lambda(u) - \frac{1}{r^{2n-2}} \int \chi \frac{\partial^2 \phi}{\partial u^k \partial \bar{u}^j} (c_{jklm} - \mathcal{E}) \sum s^l \bar{s}^m \lambda(u) + R' |s|^2
\]

(2.6)

\[ S^l = s^l + P_{jiq}(z)(u^j - z^j)s^q, \]

and the remaining term \( R' \) is of the order \( O(|z_0|^2 \log \delta^{-1}) \).

2. The global lower bound of the Hessian at any point \( p \in X \) can be estimated as

\[ i \partial \bar{\partial} \Phi_\delta \geq - \left( 1 + O(\delta^2 \log \delta^{-1}) + \lambda_r \right) \omega, \]

where \( \lambda_r > 0 \) is decreasing to a limit \( \lambda_\infty(p) \) while \( r \to 0 \). Moreover, this limit \( \lambda_\infty \) is a constant multiple of the Lelong number \( \nu_\phi(p) \), and the infimum of the curvature tensor of the metric.

3. The global upper bound of the Hessian is also determined by equation (2.7), except that the remaining term \( R' \) is of the order \( O(\delta^2 (\log \delta^{-1})^3) \).

The explicit formulas of the tensors \( P_{jiq}, H, \mathcal{E} \) can be found in equation (4.34) and (4.41): the tensor \( P_{jiq} \) is a polynomial of \( z \) up to order 4, \( H_{qlmp} \) is of the order \( |z|^2 \), and \( \mathcal{E} \) is of the order \( |z| \).

Comparing with previous works ([4], [5], [6]), our higher order terms and the remaining term \( R' \) enjoy a new feature: they converge to zero faster and faster when the point \( z_0 \) is closer and closer to the center \( p_j \). In particular, we have the following
Corollary 2.2. For any $\omega$-psh function $\phi$ on $X$, there exists a $\delta$-net $\mathcal{P}(\delta)$ of the manifold and a sequence of smooth functions $\Phi_{\delta}$ converging pointwise to $\phi$, such that $\Phi_{\delta}$ is globally quasi-psh as

$$i\partial\bar{\partial}\Phi_{\delta} \geq -\left(1 + O(\delta^2 \log^{-1}) + \lambda_r\right)\omega,$$

and its complex Hessian can be computed as

$$(2.7) \quad \frac{\partial^2 \Phi_{\delta}}{\partial z^l \partial \bar{z}^m} = \frac{1}{r^{2n}} \int \chi' \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} d\lambda(u) - \frac{1}{r^{2n-2}} \int \chi \frac{\partial^2 \phi}{\partial u^k \partial \bar{u}^j} c_{jklm} d\lambda(u),$$

at each point $p \in \mathcal{P}(\delta)$.

In fact, the crucial ingredient in this method is that there exists one Kähler form $\omega$ on $X$. First we would like to point out that the same regularization holds if we assume that $\phi$ is a $\omega_0$-psh functions, where $\omega_0$ is an arbitrary Kähler form on $X$ (not necessary being in the same class with $\omega$).

More generally, this technique works for any $\Gamma$-psh function $\phi$ on a Kähler manifold, where $\Gamma$ is any continuous closed real $(1, 1)$ form on $X$. In this case, we can utilize a trick developed in Demailly \[5\] as follows. First, there exists a homogeneous quadratic function $\gamma_j$ on each ball $\tilde{U}_j$, such that $\phi_j := \varphi_j + \gamma_j$ is psh on $\tilde{U}_j$. Then the convolution $\tilde{\phi}_j$ defined as before is psh on each $U''_j$, and we put

$$\Psi_j(z, r) := \tilde{\phi}_j - \gamma_j - h(z, \delta)|z|^2.$$

Comparing $\Psi_j$ with $\Phi_j$, it is easy to see that

$$(2.8) \quad \Psi_j - \Phi_j = \tilde{\gamma} - \gamma = O(r),$$

where $\tilde{\gamma}$ is the convolution taken on $\gamma$. Then the complex Hessian of this difference can also be estimate from equation (2.6) as

$$(2.9) \quad \partial\bar{\partial}(\tilde{\gamma} - \gamma) = O(r) + O(|z_0|^2 \log^{-1}).$$

The extra term $\tilde{\gamma} - \gamma$ causes no harm to our estimates in Theorem (2.1) if we put $r = O(\delta^3)$. Namely, we can still glue $\{\Psi_j(z, r)\}$ to a global quasi-psh function $\Phi_{\delta}$ as before, and the complex Hessian has a similar formula (with an extra term $\partial\bar{\partial}(\tilde{\gamma} - \gamma)$) as equation (2.6) locally. This time, the global lower bound of the complex Hessian of $\Phi_{\delta}$ is changed to

$$(2.10) \quad \partial\bar{\partial}\Phi_{\delta} \geq -\Gamma - \left(O(\delta^2 \log^{-1}) + \lambda_r\right)\omega,$$

and our Theorem (2.1) and Corollary (2.2) follows in this case.
3. From Local to Global

Since we first regularize our (quasi-) psh function \( \phi \) locally as in equation (2.3), the remaining issue is to glue two pieces together, by a well known technique involving taking maximum on each intersection point going back to Richberg. This requires to estimate the difference between \( \tilde{\phi}_j \) and \( \phi_k \) on the intersection \( U''_j \cap U''_k \).

3.1. Local analysis. Suppose two coordinate balls \( U''_j \) and \( U''_k \) intersect with each other. Consider the trivialization on a slight larger ball as \( \tau_j : \tilde{U}_j \to B(2\delta) \) and \( \tau_k : \tilde{U}_k \to B(2\delta) \). In order to distinguish them, we will use \( \{ z \} \)-coordinate on the ball \( \tilde{U}_j \), and \( \{ w \} \)-coordinate on \( \tilde{U}_k \).

Therefore, we have \( \tau_j(p) = z \) and \( \tau_k(p) = w \) for any point \( p \in U_j \cap U_k \). Then there exists a biholomorphic map \( \tau := \tau_j \circ \tau_k^{-1} \) from \( w \)-ball to \( z \)-ball, and we also write \( z := z(w) = \tau(w) \) as a function of \( w \). Now the following transition relation (written in \( U_k \)-coordinate) holds

\[
(3.1) \quad g^{(j)}_{\mu \bar{\nu}}(z) \frac{\partial z^\mu}{\partial w^\alpha} \frac{\partial z^{\bar{\nu}}}{\partial \bar{w}^\beta} = g^{(k)}_{\alpha \bar{\beta}}(w).
\]

Incorporating with the Taylor expansion (6.1), we have

\[
(\delta_{\mu \nu} - c^{(j)}_{\mu \bar{p} \nu \bar{q}} z^{\bar{p}} z^{\bar{q}} + \epsilon^{(j)}_{\mu \nu \bar{p} \bar{q} \bar{r} \bar{s} \bar{t} \bar{u} \bar{v}} z^{\bar{p}} z^{\bar{q}} z^{\bar{r}} z^{\bar{s}} z^{\bar{t}} z^{\bar{u}} z^{\bar{v}} + O(|z|^4))(\partial \tau)^{\alpha}_{\bar{a}}(\partial \tau)^{\bar{a}}_{\beta} = \delta_{\alpha \beta} - c^{(k)}_{\bar{p} \bar{q} \alpha \beta} w^\bar{p} w^\bar{q} + \epsilon^{(k)}_{\bar{p} \bar{q} \bar{r} \bar{s} \bar{u} \bar{v}} w^\bar{p} w^\bar{q} w^\bar{r} w^\bar{s} + O(|w|^4).
\]

(3.2)

Let \( \mathcal{O}(\delta) \) denote any complex valued matrix whose all coefficients are of the order \( \delta \), and then equation (3.2) can be written as

\[
(3.3) \quad \{ A^*(z)A(z) + \mathcal{O}(|z|^4) \}_{\mu \bar{a}}(\partial \tau)^{\alpha}_{\bar{a}}(\partial \tau)^{\bar{a}}_{\beta} = \{ B^*(w)B(w) + \mathcal{O}(|w|^4) \}_{\alpha \bar{\beta}},
\]

or

\[
(3.4) \quad (A \cdot \partial \tau)^* (A \cdot \partial \tau) = B^*B + \mathcal{O}(\delta^4).
\]

Since we know \( A = I + \mathcal{O}(|z|^2) \) and \( B = I + \mathcal{O}(|w|^2) \), equation (3.4) implies that we have

\[
(3.5) \quad \partial \tau^* \cdot \partial \tau = I + \mathcal{O}(\delta^2) + \partial \tau^* \partial \tau^* \mathcal{O}(\delta^2) \partial \tau + \mathcal{O}(\delta^3).
\]

Suppose the polar decomposition of this matrix is \( \partial \tau^* = U \cdot P \), where \( U \) is an unitary group and \( P \) is semi-positive hermitian. Notice that \( \partial \tau \) are uniformly bounded matrices thanks to the fixed geometry of \( X \). Then the hermitian part \( P \) is also of the form \( I + \mathcal{O}(\delta^2) \) by equation (3.5). And we claim that such matrices are commutable up to higher order terms.

**Lemma 3.1.** If two matrices \( A, B \) are of the form \( I + \mathcal{O}(\delta^2) \), then we have \([A, B] = \mathcal{O}(\delta^4)\).
Proof. Writing the two matrices as $A = I + P$ and $B = I + Q$ where $P, Q$ are both of the type $O(\delta^2)$, we have
\begin{equation}
A \cdot B = I + P + Q + P \cdot Q,
\end{equation}
and then the commutator is
\begin{equation}
[A, B] = P \cdot Q - Q \cdot P = [P, Q] = O(\delta^4).
\end{equation}
□

Then we can further prove the following

Lemma 3.2. Suppose equation (3.4) holds, and then there exists an unitary group $V$, such that we have
\begin{equation}
A \cdot \partial \tau - V \cdot B = O(\delta^4)
\end{equation}
Proof. First we assume $A$ and $B$ are Hermitian matrices. Recall that the transition matrix $\partial \tau$ decomposes into $PU^*$, and then we can re-write equation (3.4) as
\begin{equation}
PA^2P - U^*B^2U = O(\delta^4).
\end{equation}
Put another Hermitian matrix $H$ as $H := U^*BU$, and then it is easy to see that the matrix $H$ is also of the form $I + O(\delta^2)$. Thanks to Lemma (3.2), if we put $Q := AP$, then $Q = I + O(\delta^2)$ is almost Hermitian up to a order of $\delta^4$, i.e.
\begin{equation}
Q^* = Q + O(\delta^4),
\end{equation}
Then we can expand the the following two matrices as
\begin{align*}
H &= I + H_0 + H_1 + H_2; \\
Q &= I + Q_0 + Q_1 + Q_2,
\end{align*}
where $H_0(Q_0)$ is the term of order $\delta^2$ in the expansion of $H(Q)$, $H_1(Q_1)$ is the third order terms and $H_2, Q_2$ are of order $O(\delta^4)$. Notice that $H_0, H_1, Q_0, Q_1$ are all Hermitian matrices. Then we can compare the matrix
\begin{equation}
H^*H = (I + H_0 + H_1 + H_2)^2
\end{equation}
with
\begin{equation}
Q^*Q = I + 2Q_0 + 2Q_1 + O(\delta^4).
\end{equation}
Thanks to equation (3.4), there is no second or third order terms in their difference, and then we must have $H_0 = Q_0$ and $H_1 = Q_1$. Therefore, we have
\begin{equation}
H - Q = O(\delta^4),
\end{equation}
and we proved equation (3.8) when $A$ and $B$ are both Hermitian.

In the general case, we use polar decomposition again to put two semi-positive Hermitian matrices as
\begin{align*}
\tilde{A} &= U_1 \cdot A; \\
\tilde{B} &= U_2 \cdot B,
\end{align*}
where $U_1$ and $U_2$ are unitary. Notice that we still have

$$(\partial \tau)^* \tilde{A}^* (\partial \tau) - \tilde{B}^* \tilde{B} = O(\delta^4),$$

and the same argument as before implies the following estimate

(3.12) \[ U_1 \cdot A \cdot \partial \tau - \tilde{V} \cdot U_2 \cdot B = O(\delta^4), \]

where $\tilde{V}$ is another unitary matrix. Then our result follows by putting $V = U_1 \tilde{V} U_2$. \hfill \square

For later use, we shall also investigate the size of the derivatives of the matrix $\partial \tau$.

**Lemma 3.3.** We have the following local estimates in the intersection $U_j \cap U_k$ for each indices $\alpha, \lambda, \gamma$

(3.13) \[ \frac{\partial z^\alpha}{\partial w^\lambda \partial w^\gamma} = O(\delta); \quad \frac{\partial w^\alpha}{\partial z^\lambda \partial z^\gamma} = O(\delta). \]

**Proof.** It is enough to prove one of the estimates. By differentiating equation (3.1) with respect to $w$ variables, we have

(3.14) \[ \frac{\partial g^{(j)}}{\partial w^\lambda} \frac{\partial z^\lambda}{\partial w^\gamma} \frac{\partial z^\mu}{\partial w^\alpha} \frac{\partial \bar{z}^\nu}{\partial \bar{w}^\beta} + g^{(j)} \frac{\partial^2 z^\mu}{\partial w^\alpha \partial \bar{w}^\beta} \frac{\partial \bar{z}^\nu}{\partial \bar{w}^\beta} = \frac{\partial g^{(k)}}{\partial w^\lambda}. \]

But notice that the size of $\partial g$ is controlled by

(3.15) \[ \frac{\partial g^{(k)}}{\partial z^\lambda} = -c_{\alpha \beta \gamma} \bar{z}^\lambda + O(|z|^2) = O(\delta). \]

Therefore, we have

(3.16) \[ g^{(j)} \frac{\partial^2 z^\mu}{\partial w^\alpha \partial \bar{w}^\beta} \frac{\partial \bar{z}^\nu}{\partial \bar{w}^\beta} = O(\delta), \]

and then our result follows since we know $g_{\mu \bar{\nu}} = \delta_{\mu \bar{\nu}} + O(\delta^2)$ and $\partial \tau = (I + O(\delta^2)) \cdot U$ for some unitary group $U$. \hfill \square

Let us compare the two convolutions $\tilde{\phi}_j$ and $\tilde{\phi}_k$ at an intersection point $p \in U_j \cap U_k$, where $\tau_j(p) = z \in U_j$, $\tau_k(p) = w \in U_k$. First notice that we can re-write the integral as

(3.17) \[ \tilde{\phi}_k(w, r) = \int_{\zeta \in \mathbb{C}^n} \phi_j \circ \tau(w + rB^{-1}(w) \cdot \zeta) \chi'(|\zeta|^2) d\lambda(\zeta). \]

Notice that the volume form $\chi' d\lambda$ is a $S^{2n-1}$-invariant measure, and then we have

(3.18) \[ \tilde{\phi}_j(z, r) = \int_{\zeta \in \mathbb{C}^n} \phi_j(z + rA^{-1}(z) \cdot V\zeta) \chi'(|\zeta|^2) d\lambda(\zeta), \]
where $V$ is the unitary matrix determined by $A(z)$ and $B(w)$ as in Lemma (3.2). Then we can first compare the following distance between two points by putting $\tilde{\zeta} = B^{-1} \zeta$

$$\tau(w + B^{-1} \cdot \zeta) - \tau(w) - A^{-1} \cdot V \zeta = \tau(w + \tilde{\zeta}) - \tau(w) - \partial \tau \cdot \tilde{\zeta} + (\partial \tau \cdot B^{-1} - A^{-1} V) \zeta$$

(3.19) \[= O(|\zeta|^2, \delta^4 |\zeta|) \]

This enable us to claim the following excepted estimate

(3.20) \[|\tilde{\phi}_j(z, r) - \tilde{\phi}_k(w, r)| \leq C(\delta r + O(\delta^4) + r^2) \log r^{-1} \]

for some uniform constant $C$.

In order to prove this, we first fix two points $z_0$ and $w_0$ such that $\tau(w_0) = z_0$. Denote $\phi_{j, z_0}$ by a linear translation of $\phi_j$ in $z$-coordinate, i.e.

$$\phi_{j, z_0}(z) := \phi_j(z_0 + z),$$

and then we have for all $\zeta \in B(r)$

$$\phi_k(w_0 + B^{-1}(w_0) \cdot \zeta) = \phi_{j, z_0}\{\tau(w_0 + B^{-1} \zeta) - \tau(w_0)\}.$$ 

Put another linear change of coordinates as $\eta = A^{-1}(z_0)V(z_0) \cdot \zeta$, and then we can define the following map by

$$F(\eta) := \tau(w_0 + B^{-1} \zeta) - \tau(w_0),$$

Notice that $F(0) = 0$, and it is a biholomorphic map between two balls centered at the origin whose radiuses have the order $r$.

Thanks to Lemma (3.2) again, the differential(on $\eta$ variable) of this map $F$ at the origin is

(3.21) \[\partial \tau(w_0) \cdot B^{-1} V^* A = I + O(\delta^4),\]

and its second derivatives at the origin can be estimated by Lemma (3.3) as

(3.22) \[\frac{\partial^2 F^j}{\partial \eta^k \partial \eta^l}(0) = O(\delta),\]

for all $j, k, l$. Moreover, the inverse map of $F$ can be written down as

$$f(u) := A^{-1} V B \cdot \{\tau^{-1}(u + z_0) - \tau^{-1}(w_0)\}.$$ 

It is easy to see that this inverse map enjoys the same properties as the function $F$, and then we can change our convolutions as

(3.23) \[\tilde{\phi}_j(z_0, r) = \frac{1}{\pi^{2n}} \int_{\eta \in \mathbb{C}^n} \phi_{j, z_0}(\eta) \chi'\left(\frac{||\eta||^2}{r^2}\right) d\lambda(\eta),\]

and

(3.24) \[\tilde{\phi}_k(w_0, r) = \frac{1}{\pi^{2n}} \int_{\eta \in \mathbb{C}^n} \phi_{j, z_0}(F(\eta)) \chi'\left(\frac{||\eta||^2}{r^2}\right) d\lambda(\eta).\]
Based on the uniform geometry of the manifold, the Taylor expansion of $f$ near the origin can be written as

$$
\eta^p = \frac{\partial f^p}{\partial u^q}(0) u^q + \frac{\partial^2 f^p}{\partial u^i \partial u^q}(0) u^i u^q + O(u^3)
$$

(3.25)

Then we have

$$
d\eta^p = du^p + 2 \frac{\partial^2 f^p}{\partial u^i \partial u^q}(0) u^i du^q + O(u^2, \delta^4),
$$

(3.26)

and the volume form is

$$
d\lambda(\eta) = d\lambda(u) \left( 1 + 4 \text{Re} \frac{\partial^2 f^p}{\partial u^i \partial u^q}(0) u^i u^q + O(\|u\|^2, \delta^4) \right).
$$

(3.27)

Now if we compare equation (3.24) with the following integral

$$
\tilde{\psi}(w_0, r) := \frac{1}{r^{2n}} \int_{B(r)} \phi_{j,z_0}(F(\eta)) \chi' \left( \frac{|\eta|^2}{r^2} \right) d\lambda(u),
$$

(3.28)

then the difference will be controlled by an error like (here we assume $\phi < 0$)

$$
C(\delta r + O(\delta^4) + r^2) \int_{B(r)} (-\phi),
$$

(3.29)

for some uniform constant $C$. By a further change of variables, equation (3.28) transforms into

$$
\tilde{\psi}(w_0, r) = \frac{1}{r^{2n}} \int_{\mathbb{C}^n} \phi_{j,z_0}(u) \chi' \left( \frac{|f(u)|^2}{r^2} \right) d\lambda(u).
$$

(3.30)

Notice that we have the following Taylor expansion for the cut-off function

$$
\chi'(r^{-2}|f(u)|^2) - \chi'(r^{-2}|u|^2)
= r^{-2} \chi''(r^{-2}|u|^2)(|f(u)|^2 - |u|^2) + \frac{1}{2} r^{-4} \chi'''(r^{-2}|u|^2)(|f(u)|^2 - |u|^2)^2
= r^{-2} \chi'' \left( O(\delta^4)|u|^2 + 2 \text{Re} \frac{\partial^2 f^p}{\partial u^i \partial u^q}(0) u^i u^q \bar{u}^p + O(|u|^4) \right)
+ r^{-4} \chi''' \left( O(\delta^4)|u|^4 + O(|u|^6) \right)
= O(\delta|u|, \delta^4).
$$

(3.31)

Here the length of the vector $|u^*|$ is determined by the value of the function $f$ near the origin, but the absolute value of these derivatives
of $\chi$ is always uniformly bounded. Therefore, the error between $\tilde{\psi}$ and $\tilde{\phi}_j$ is again controlled by

$$\text{(3.32)} \quad C(\delta r + O(\delta^4) + r^2) \int_{B(r)} (-\phi).$$

However, the Lelong numbers $\nu_\varphi$ of the $\omega$-plsh function $\varphi$ is uniformly bounded on a compact Kähler manifold. Moreover, there exists a uniform constant $C_1 > 0$ such that we have

$$\text{(3.33)} \quad \int_{B(r)} (-\phi) \leq -C_1 \log r,$$

around each point $p \in X$. Suppose the radius $r$ of the convolution $\tilde{\phi}_j$ is also in the size of $\delta^3$, then the difference between $\tilde{\phi}_j$ and $\tilde{\phi}_k$ is controlled by the following estimate

$$\text{(3.34)} \quad |\text{(3.23)} - (3.24)| \leq -C_2 \delta (r + O(\delta^3)) \log r \leq -C_3 \delta^4 \log \delta,$$

for some uniform constant $C_2, C_3 > 0$.

3.2. Glueing. We are going to glue things together to have a global quasi-plurisubharmonic function by taking maximum among all pieces. Recall that our convolution $\tilde{\phi}_j$ is $\omega$-plsh on $U''_j$, and then our glueing target is defined to be

$$\text{(3.35)} \quad \Phi_j(z, r) := \tilde{\phi}_j(z, r) - h(\delta, z)|z|^2.$$

First we claim that if we pick the auxiliary function as

$$h(\delta) = -\delta^2 \log \delta,$$

then $r = O(\delta^3)$ will make a successful glueing. This is because we have

$$\text{(3.36)} \quad \Phi_j(\tau(w), r) - \Phi_k(w, r)$$

$$= h(\delta)(|w|^2 - |\tau(w)|^2) + O(-\delta r \log r),$$

and if the point $p$ is approaching the boundary $\partial U''_j$, the error $|\tau(w)|^2$ tends to a value which is larger than $1.5\delta^2$, as we perturbed the boundary of the ball. Then we have

$$\Phi_j(\tau(w), r) - \Phi_k(w, r)$$

$$\to h(\delta)(|z|^2 - \frac{3}{2}\delta^2) + O(\delta r \log r^{-1})$$

$$\leq -\frac{1}{2}\delta^4 \log \delta + O(\delta r \log r^{-1}).$$

Therefore, this error becomes strictly negative when $r = C_5\delta^3$ for some uniform constant $C_5 > 0$, and our claim is proved.

Moreover, in order to cancel the perturbation caused by this auxiliary function near the center, we can introduce a cut-off function as follows. Let $\rho$ is a standard mollifier supported on the unit ball, such that
\( \rho(z) = 1 \) for all \( |z| \leq 1/10 \), and \( \rho(z) = 0 \) for all \( 1/2 \leq |z| \). Then put \( \rho_\delta(z) := \rho(\delta^{-2}|z|^2) \), and we have estimate on its derivatives as
\[
\partial \rho_\delta = O(\delta^{-1}); \quad \partial \bar{\partial} \rho_\delta = O(\delta^{-2}),
\]
on the ball \( B(\sqrt{2}\delta) \). Therefore, we define the following auxiliary function
\[
\tilde{h}(z, \delta) := (1 - \rho_\delta(z)) \delta^2 \log \delta.
\]
This new choice of auxiliary function also gives a successful gluing. This is because \( \tilde{h}(\delta, z) = h(\delta) \) when \( z \) is close to the boundary \( \partial U_j^\alpha \), and \( \tilde{h}(w, \delta) \leq h(\delta) \) for all \( w \in U_k^\alpha \). Moreover, the whole twisted term \( \tilde{h}(z, \delta)|z|^2 \) is complete zero inside the ball \( B(\delta/10) \). Therefore, it contributes nothing to the complex Hessian of \( \Phi_j \) in \( V_j \).

On the other hand, for all points outside \( V_j \), i.e. \( |z| \geq 1/10 \), we have
\[
\partial \bar{\partial} (\tilde{h}(\delta, z)|z|^2) = h(\delta) \left\{ |z|^2 \partial \bar{\partial} \rho_\delta + 2 \text{Re}(\partial \rho_\delta \cdot |z|) + \rho_\delta \right\}
\]
(3.38)
and this gives the deserved error in the complex Hessian from the twisted boundary in Theorem (2.1).

4. Hessian estimate

We are going to compute the complex Hessian of the local convolution \( \tilde{\phi}_j \), and this follows from a standard calculation ([4]). However, we have to take care of higher order terms in the Taylor expansion since we need a better control of the error term.

4.1. The commutator. Recall that our convolution can be written as
\[
\frac{1}{r^{2n}} \int_{\eta \in \mathbb{C}^n} \phi(z + A^{-1}(z) \cdot \eta) \chi \left( \frac{|\eta|^2}{r^2} \right) d\lambda(\eta).
\]
Put another variable \( u := z + v \), where we separate the variables by taking \( v := A^{-1}(z) \cdot \eta \), and then we have the following Taylor expansion
\[
\eta^k = v^k - \frac{1}{2} c_{jklp} z^l \bar{z}^p v^j + e_{jklp} z^l \bar{z}^p v^j;
\]
(4.2)
\[
\bar{\eta}^j = \bar{v}^j - \frac{1}{2} c_{jklp} \bar{z}^l z^p \bar{v}^j + e_{jkls} \bar{z}^l z^p \bar{v}^j,
\]
(4.3)
where all holomorphic indices or anti-holomorphic indices in tensors \( e_{\alpha\beta\bar{l}p} \) and \( e_{\alpha\beta\bar{q}\bar{s}} \) are commutable. Moreover, the complex conjugate of the tensor \( e_{\alpha\beta\bar{l}p} \) is \( e_{\beta\alpha\bar{l}p} \). Then we can change variables while fixing \( z \)
\[
d\eta^k = dv^k - \frac{1}{2} c_{jklp} z^l \bar{z}^p dv^j + e_{jklp} z^l \bar{z}^p \bar{v}^j,
\]
(4.4)
and

\[ d\eta^k \wedge d\bar{\eta}^k = dv^k \wedge d\bar{v}^k - \frac{1}{2} c_{jklp} \bar{z}^l \bar{z}^p dv^j \wedge d\bar{v}^k - \frac{1}{2} c_{kjlq} \bar{z}^l \bar{z}^q dv^k \wedge d\bar{v}^j + \frac{1}{4} c_{jklp} c_{kqrs} \bar{z}^l \bar{z}^p \bar{z}^q \bar{z}^s dv^j \wedge d\bar{v}^q + e_{jklp} \bar{z}^l \bar{z}^p dv^j \wedge d\bar{v}^k + e_{kjlq} \bar{z}^l \bar{z}^q dv^k \wedge d\bar{v}^j - \frac{1}{2} e_{jklpq} c_{kqrs} \bar{z}^l \bar{z}^p \bar{z}^q \bar{z}^r \bar{z}^s d\bar{v}^j \wedge d\bar{v}^q. \]

(4.5)

Therefore, the volume form can be computed as

\[ d\lambda(\eta) = d\lambda(v) \left\{ 1 - \sum_{k,l,p} c_{kklp} \bar{z}^l \bar{z}^p + \frac{1}{4} \sum_{k,l,p,r,s} c_{kklp} c_{kkrs} \bar{z}^l \bar{z}^p \bar{z}^r \bar{z}^s + \sum_{k,l,p} e_{kklp} \bar{z}^l \bar{z}^p \bar{z}^r \bar{z}^s + e_{kqls} \bar{z}^l \bar{z}^q \bar{z}^s d\bar{v}^j + E_{vol}(|z|^5) \right\} \]

\[ + \sum_{l,p,r,s} \sum_{k<q} \left( c_{kklp} c_{qpr} \bar{z}^l \bar{z}^p \bar{z}^r \bar{z}^s - \frac{1}{2} c_{kklp} c_{kqrs} \bar{z}^l \bar{z}^p \bar{z}^r \bar{z}^s \right) \]

\[ = d\lambda(v) \left\{ 1 - c_{kklp} \bar{z}^l \bar{z}^p + \frac{1}{2} D_{lprs} \bar{z}^l \bar{z}^p \bar{z}^r \bar{z}^s + e_{kqls} \bar{z}^l \bar{z}^q \bar{z}^s \bar{z}^r \bar{z}^s + E_{vol}(|z|^5) + O(|z|^6) \right\}, \]

(4.6)

where the 4-tensor \( D_{lprs} \) is defined to be

\[ D_{lprs} = \frac{1}{2} \sum_{k<q} \left( c_{kklp} c_{qpr} - \frac{1}{2} c_{kklp} c_{kqrs} \right) + \sum_{k} c_{kklp} c_{kkrs} \]

\[ = \sum_{k<q} \left( c_{kklp} c_{qpr} - \frac{1}{2} c_{kklp} c_{kqrs} \right) + \sum_{k>q} \left( c_{kklp} c_{qpr} - \frac{1}{2} c_{kklp} c_{kqrs} \right) \]

\[ + \frac{1}{2} \sum_{k} c_{kklp} c_{kkrs} \]

\[ = \sum_{k,q} \left( c_{kklp} c_{qpr} - \frac{1}{2} c_{kklp} c_{kqrs} \right), \]

(4.7)

and we will postpone the calculation of the fifth order term \( E_{vol} \) to next section.

Let \( s = (s_1, \cdots, s_n) \in \mathbb{C}^n \) be as a tangent vector over a point \( z_0 \in U_0' \), and we are going the compute the complex Hessian of \( \phi_j \) at this point acting on the vector \( s \). Observe that the following commutator acts on
the smooth measure \( \chi' d\lambda(\eta) \) as
\[
\left( \frac{\partial^2}{\partial z^l \partial z^m} - \frac{\partial^2}{\partial u^l \partial u^m} \right) (\chi' d\lambda) s l s m
\]
(4.8) \[ \text{Re} \left( \frac{\partial}{\partial z^m} - \frac{\partial}{\partial u^m} \right) \left( \frac{\partial}{\partial z^l} + \frac{\partial}{\partial u^l} \right) (\chi' d\lambda) s l s m. \]

Put two new operators as \( \nabla_i := \partial / \partial z^i + \partial / \partial u^i \) and \( \nabla'_m = \partial / \partial z^m - \partial / \partial u^m \), then we have
\[
\nabla_i \eta^k = -\frac{1}{2} c_{jklp} z^p v^j + 2 e_{jklp} z^p v^j;
\]
\[
\nabla_i \tilde{v}^j = -\frac{1}{2} c_{jklp} z^p \tilde{v}^k + e_{jklp} z^p \tilde{v}^k;
\]
\[
\nabla'_m \eta^k = -\frac{1}{2} c_{jkmn} z^n v^j + e_{jkmn} z^n \tilde{v}^k;
\]
\[
\nabla'_m \tilde{v}^j = -2 \delta_{jm} - \frac{1}{2} c_{jkmn} z^n \tilde{v}^k + e_{jkmn} z^n \tilde{v}^k
+ 2 e_{jkmn} z^n z^n \tilde{v}^k - 2 e_{jkmn} z^n \tilde{z}^n \tilde{v}^k.
\]

Therefore, we have
\[
\nabla_i \{ \chi' d\lambda(\eta) \} = r^{-2} \chi''(\eta^j \nabla_i \eta^k + \eta^j \nabla_i \tilde{v}^j) + \chi' \{ \nabla_i d\lambda(\eta) \}
\]
\[
= \chi'' d\lambda(u) r^{-2} \left\{ - c_{jklp} z^p v^j \tilde{v}^k + \left( B_{jklp,qr} + \frac{1}{2} A_{jklp,qr} \right) v^j \tilde{v}^p z^n \tilde{z}^n + 2 e_{jklp} z^p \tilde{v}^j \tilde{v}^k + e_{jklp} z^p \tilde{v}^j \tilde{v}^k + E_z (|z|^4 |v|^2) + O(|z|^6 |v|^2) \right\}
\]
\[
+ \chi' d\lambda(u) \left\{ - c_{kklp} z^p + 2 D_{pqr} z^p z^n \tilde{z}^n + 2 e_{kklp} z^p z^n \tilde{z}^n \tilde{v}^j + \tilde{v}^j \tilde{E}_z (|z|^4) + O(|z|^6) \right\},
\]
(4.9)

where the two tensors are defined as
\[
A_{jklp,qr} := \frac{1}{2} \sum_k (c_{jklq} c_{kpqr} + c_{jklr} c_{kpq}),
\]
\[
B_{jklp,qr} := \sum_k c_{jklq} c_{kkpq},
\]
and the higher order terms \( E_z \) and \( \tilde{v}^j \tilde{E}_z \) will be calculated next section. Moreover, we have
\[
\nabla'_m |\eta|^2 = -2 v^m - c_{jkmn} z^n v^j \tilde{v}^k + 2 c_{jkmn} z^n \tilde{v}^j v^k
+ e_{jkmn} z^n z^n v^j \tilde{v}^k + 2 e_{jkmn} z^n \tilde{z}^n v^j \tilde{v}^k
- 2 e_{jkmn} z^n \tilde{z}^n \tilde{z}^n v^j - 2 e_{jkmn} z^n \tilde{z}^n \tilde{z}^n v^k + O(|z|^4 |v|, |z|^3 |v|^2).
\]
(4.10)
Combining equation (4.11) and (4.9), a long computation shows the follows

\[ \nabla'_m \nabla_l \{ \chi' d\lambda \} = d\lambda(u) \frac{\chi'}{r} \left\{ \frac{I_3 + E_3 + F_3 + D_3 + O(|z|^3 |v|^3, |z|^4 |v|^4)}{r^4} \right\} \\
+ d\lambda(u) \frac{\chi'}{r^2} \left\{ \frac{I_2 + E_2 + F_2 + D_2 + F_2 + O(|z|^4 |v|^2, |z|^5 |v|)}{r^2} \right\} \\
+ d\lambda(u) \chi' \left\{ I_1 + E_1 + D_1 + O(|z|^3) \right\}, \]

(4.11)

where the terms are

\[ I_3 := 2c_{jklq} z^k u^j \bar{v}^q v^m - 2 \left( B_{jpl,\bar{q}rs} + \frac{1}{2} A_{jpl,\bar{q}rs} \right) v^j \bar{v}^p v^m \bar{z}^q \bar{z}^r \bar{z}^s; \]
\[ E_3 := -4c_{jqlp} \bar{z}^p \bar{z}^r u^j \bar{v}^q v^m - 2c_{jqlp} \bar{z}^p \bar{z}^q v^j \bar{v}^q v^m; \]
\[ D_3 := c_{jklq} c_{pmls} v^j \bar{v}^k \bar{v}^p \bar{v}^s \bar{z}^q \bar{z}^r \bar{z}^s \]
\[ I_2 := -c_{jklm} v^j u^k + 2c_{jklm} z^l u^j + 2c_{jilp} \bar{z}^p v^m \]
\[ -2 \left( B_{jnl,\bar{q}rp} + B_{jnl,\bar{p}q} + \frac{1}{2} A_{jnl,\bar{q}rp} \right) v^j \bar{v}^p \bar{z}^q \bar{z}^r \bar{z}^s; \]
\[ E_2 := -4c_{jmlp} \bar{z}^p \bar{z}^r u^j - 2c_{jmlp} \bar{z}^p \bar{z}^q v^j \]
\[ -4c_{kmlp} \bar{z}^p \bar{z}^r v^m - 2c_{kmlp} \bar{z}^p \bar{z}^q v^m; \]
\[ E_1 := 2c_{jklm} \bar{z}^r u^j \bar{v}^k + 2c_{jkms} \bar{z}^s u^j \bar{v}^k; \]
\[ D_2 := \left( B_{jpl,\bar{m}rq} + B_{jpl,\bar{r}mq} + B_{jpl,\bar{q}mr} + B_{jpl,\bar{m}r} \right) v^j \bar{v}^p \bar{z}^q \bar{z}^r \bar{z}^s; \]
\[ I_1 := -c_{kkkl}; \]
\[ E_1 := 2c_{kkkl} \bar{z}^r + 2c_{kkkl} \bar{z}^s; \]
\[ D_1 := (D_{lnrs} + D_{lnsr}) \bar{z}^r \bar{z}^s \]

and the higher order terms \( F_3(|z|^4 |v|^3) \) and \( F_2(|z|^4 |v|) \) will be treated in later section. Notice that above terms, except \( D_i (i = 1, 2, 3) \), could be divergent while \( r, \delta \) decreasing to zero even if \( r = O(\delta^3) \). Then we have to use integration by parts to swipe the derivatives into \( \phi \) and we are going to carry out all details for the computation as follows. We fix the point as \( z = z_0 \), and do integration by parts to \( I_i (i = 1, 2, 3) \) terms first.
Therefore, we have
\[
\frac{\partial^2}{\partial v^a \partial \overline{m}} \{ \chi'(r^{-2} |\eta|^2) \} = r^{-4} \chi'' \{ \tilde{v}^a v^m - c_{\tilde{j} \tilde{i} \tilde{n} \tilde{r} s} r^z \tilde{z}^s v^j \tilde{v}^q - c_{q \tilde{p} r s} r^z \tilde{z}^p v^m + O(|z|^3 |v|) \}
\]
\[
+ r^{-2} \chi' \{ \delta_{mq} - c_{q \tilde{n} \tilde{r} s} r^z \tilde{z}^s + O(|z|^3) \},
\]
and
\[
2 \tilde{z}^k c_{\tilde{j} \tilde{k} \tilde{l} \tilde{q}} \frac{\partial^2}{\partial v^a \partial \overline{m}} \{ v^j \chi' \} = r^{-4} \chi'' \{ 2 c_{\tilde{j} \tilde{k} \tilde{l} q} \tilde{z}^q v^j \tilde{v}^q v^m - 2 c_{\tilde{j} \tilde{k} \tilde{l} q} c_{\tilde{p} \tilde{n} \tilde{r} s} \tilde{z}^q r^z \tilde{z}^s v^j \tilde{v}^k \tilde{v}^p \\
- 2 c_{\tilde{j} \tilde{k} \tilde{l} q} c_{\tilde{k} \tilde{p} \tilde{r} s} \tilde{z}^q r^z \tilde{z}^s v^j \tilde{v}^p v^m + O(|z|^4 |v|) \}
\]
\[
+ r^{-2} \chi' \{ 2 c_{\tilde{j} \tilde{k} \tilde{l} m} v^j v^k \tilde{z}^s - 2 c_{\tilde{j} \tilde{k} \tilde{l} q} c_{\tilde{k} \tilde{p} \tilde{r} s} \tilde{z}^q r^z \tilde{z}^s v^j \tilde{v}^p \}
\]
(4.14)

Put
\[
\tilde{A}_{j\tilde{k}, \tilde{q} \tilde{r} s} := \frac{1}{2} \sum_k (c_{\tilde{j} \tilde{k} \tilde{r} s} c_{\tilde{k} \tilde{p} \tilde{q} s} - 3 c_{\tilde{j} \tilde{k} \tilde{l} q} c_{\tilde{k} \tilde{p} \tilde{r} s}),
\]
and if we compare equation (4.14) with (4.11), then it becomes as follows
\[
\nabla' \nabla_l \{ \chi' d\lambda \} = \frac{\partial^2}{\partial v^a \partial \overline{m}} \{ 2 \tilde{z}^k c_{\tilde{j} \tilde{k} \tilde{l} q} v^j \chi' \} d\lambda (u)
\]
\[
+ d\lambda (u) \frac{\chi''}{r^4} \left\{ \mathbb{E}_3 + \mathbb{F}_3 + \mathbb{D}_3 + O(\{ z^5 |v|^3, |z|^4 |v|^4 \}) \right\}
\]
\[
+ \left( 2 B_{j\tilde{k}, \tilde{q} \tilde{r} \tilde{s}} + \tilde{A}_{j\tilde{k}, \tilde{q} \tilde{r} \tilde{s}} \right) v^j \tilde{v}^p v^m \tilde{z}^q \tilde{z}^s r^{z^p} 
\]
\[
+ d\lambda (u) \frac{\chi''}{r^4} \left\{ - c_{\tilde{j} \tilde{k} \tilde{l} \tilde{m}} v^j v^k - \left( 2 B_{j\tilde{m}, \tilde{q} \tilde{r} \tilde{p}} + \tilde{A}_{j\tilde{m}, \tilde{q} \tilde{r} \tilde{p}} \right) v^j \tilde{z}^s \tilde{z}^q \tilde{z}^p + 2 D_{j\tilde{q} \tilde{r} \tilde{s} \tilde{j} \tilde{j}} v^m \mathbb{E}_2 + \mathbb{F}_2 + \mathbb{D}_2 + O(\{ |z|^4 |v|^2, |z|^5 |v| \}) \right\}
\]
\[
+ d\lambda (u) \chi' \{ - c_{\tilde{k} \tilde{l} \tilde{m} \tilde{n}} + \mathbb{E}_4 + \mathbb{D}_1 + O(\{ |z|^3 \}) \}.
\]
(4.15)

Moreover, we can switch \( \chi'(r^{-2} |\eta|^2) \) by \( \chi'(r^{-2} |v|^2) \) by adding higher order terms, since we have the Taylor expansion for an arbitrary smooth cut-off function \( \rho \) as
\[
\rho(r^{-2} |\eta|^2) - \rho(r^{-2} |v|^2) = r^{-2} \rho'(|\eta|^2 - |v|^2)
\]
\[
= r^{-2} \rho'(|\eta|^2 - |v|^2) = r^{-2} \rho' (c_{jklq} v^j \tilde{v}^k z^q + O(|z|^3 |v|^2)) = O(|z|^2).
\]
(4.16)

Now we have
\[
r^2 \frac{\partial^2}{\partial v^k \partial \overline{p}^j} \{ c_{\tilde{j} \tilde{k} \tilde{l} m} \chi(r^{-2} |v|^2) \} = \frac{\chi''}{r^2} c_{jklm} v^j \tilde{v}^k + \chi' c_{kklm},
\]
(4.17)
and also for $E_i (i = 1, 2, 3)$, we have

$$r^2 \frac{\partial^2}{\partial v^k \partial \bar{v}_j} \left\{ \left( 2 e_{jklm} \bar{z}^r + 2 e_{jmnl} \bar{z}^s \right) \chi (r^{-2} |v|^2) \right\}$$

$$= r^{-2} \chi'' \left( 2 e_{jklm} \bar{z}^r + 2 e_{jmnl} \bar{z}^s \right) v^j \bar{v}^k$$

(4.18) + $\chi' \left( 2 e_{kklm} \bar{z}^r + 2 e_{kkml} \bar{z}^s \right)$. 

Therefore, we have

$$\frac{\chi''}{r^4} E_3 + \frac{\chi''}{r^2} (E_2 + E_2') + \chi' E_1$$

$$= (-4 e_{jqlp} \bar{z}^p \bar{z}^r - 2 e_{jqlp} \bar{z}^p \bar{z}^p) \frac{\partial^2}{\partial v^q \partial \bar{v}^m} (v^j \chi')$$

(4.19) + $r^2 \frac{\partial^2}{\partial v^k \partial \bar{v}^j} \left\{ \left( 2 e_{jklm} \bar{z}^r + 2 e_{jmnl} \bar{z}^s \right) \chi (r^{-2} |v|^2) \right\}$. 

And then we have

$$\sum_k (2B_{jklq} + \tilde{A}_{jklq}) \bar{z}^q \bar{z}^r \bar{z}^s \frac{\partial^2}{\partial v^q \partial \bar{v}^m} (v^j \chi' (r^{-2} |v|^2))$$

$$= \frac{\chi''}{r^4} \left\{ (2B_{jqlp} + \tilde{A}_{jqlp}) \bar{z}^q \bar{z}^r \bar{z}^s v^j \bar{v}^p v^m \right\}$$

$$+ \frac{\chi''}{r^2} \left\{ (2B_{jmlq} + \tilde{A}_{jmlq}) \bar{z}^q \bar{z}^r \bar{z}^p v^j + (2B_{kkpl} + \tilde{A}_{kkpl}) \bar{z}^p \bar{z}^r \bar{z}^s v^m \right\}.$$ 

(4.20)

However, observe the following fact

$$\sum_k (2B_{kkpl} + \tilde{A}_{kkpl})$$

$$= \sum_{k,q} 2c_{kkqp} c_{qkrl} + \frac{1}{2} \sum_{k,q} (c_{kqrl} c_{qklr} - 3c_{kqlp} c_{qkrs})$$

(4.21) = $\sum_{k,q} (2c_{kklp} c_{qkrs} - c_{kqrs} c_{qklp}) = 2D_{lqrs}$. 

Therefore, incorporating equations (4.17), (4.20) and (4.21) into equation (4.15), the commutator further reduces to

\[
\nabla_m \nabla_l \{ \chi' d\lambda \} = \frac{\partial^2}{\partial v \partial \bar{v}^m} \left\{ 2 \bar{z}^k c_{jklq} v^j \chi' \right\} d\lambda(u)
- \frac{\partial^2}{\partial v \partial \bar{v}^m} \left\{ (2B_{jqlp} + \bar{A}_{jqlp}) \bar{z}^p z^r z^s v^j \chi' \right\} d\lambda(u)
- \frac{\partial^2}{\partial v \partial \bar{v}^m} \left\{ (4 \epsilon_{jqlp} z^p z^r + 2 \epsilon_{jqlp} z^p z^s) v^j \chi' \right\} d\lambda(u)
- r^2 \frac{\partial^2}{\partial v^k \partial \bar{v}^l} \left\{ (c_{jkln} - 2 \epsilon_{jklm} z^r - 2 \epsilon_{jkmn} \bar{z}^s) \chi \right\} d\lambda(u)
+ \mathcal{R}(z, v) d\lambda(u),
\]

(4.22)

where the remaining error is

\[
\mathcal{R}(z, v) := \frac{\chi'''}{r^3} O(|z|^4|v|^3, |z|^2|v|^4) + \frac{\chi''}{r^2} O(|z|^4|v|, |z|^2|v|^2) + \chi' O(|z|^2).
\]

This formula looks very complicated. However, at the center of the ball, we have a rather simple form for \(\nabla_m \nabla_l \{ \chi' d\lambda \} \) as

\[
- r^2 \frac{\partial^2}{\partial v^k \partial \bar{v}^l} \left\{ c_{jkln} \chi \right\} d\lambda(u),
\]

and no remaining terms left at the center.

4.2. Higher order terms. We are going to compute the higher order terms in the integral. Here higher order terms refer to \(|z|^4|v|^3\) terms in the bracket of \(r^{-4}\chi'''\) or \(|z|^4|v|\) terms in the bracket of \(r^{-2}\chi''\).

And we shall use the following convention to simplify the calculation of tensors: we omit all indices summing over \(z\) or \(\bar{z}\) variables. For instance, the tensor \(\epsilon_{jklp} z^p z^r \bar{z}^s\) is written as \(\bar{e}_{jk}\), \(\epsilon_{jklp} z^p z^r \bar{z}^s\) is \(\bar{e}_{jk}\), \(c_{jkln} \bar{z}^s\) is \(c_{jk,l}\), \(\epsilon_{jklp} z^p z^r \bar{z}^s\) is \(e_{jk,l}\) and so on.

First notice that the fifth order term \(E_{vol}\) in the volume form \(d\lambda(\eta)\) can be calculated from equation (4.13) as \(D_{lp\bar{r}\bar{s}}\)

\[
-2 E_{vol} : = \left( \sum_k e_{kk} + \sum_k \bar{e}_{kk} \right) c_{kk}
+ \sum_{k<q} \left\{ 2 c_{kk}(e_{qq} + \bar{e}_{qq}) + 2 c_{qk}(e_{kk} + \bar{e}_{kk}) - (c_{kk} e_{kk} + c_{kk} \bar{e}_{kk}) \right\}
= \sum_{k,q} (c_{kk} e_{qq} + c_{qk} \bar{e}_{kk}) - \frac{1}{2} (c_{kk} e_{kk} + c_{kk} \bar{e}_{kk})
+ \sum_{k,q} (c_{kk} \bar{e}_{qq} + c_{qk} \bar{e}_{kk}) - \frac{1}{2} (c_{kk} \bar{e}_{kk} + c_{kk} \bar{e}_{kk}).
\]

(4.24)
Then a brutal force calculation shows all $F_i (i = 2, 3)$ terms in equation (4.11) as follows
\[
F_3(\chi^3) = (4c_{im}e_{j,k,l} + 2c_{im}e_{j,k,l} + 2c_{j,k,l}e_{im} + 2c_{j,k,l}e_{im})v^jv^k v^m \\
+ (2c_{qj}e_{j,q,l} + c_{qj}e_{j,q,l} + c_{j,q}e_{j,q} + c_{j,q}e_{j,q,l})v^jv^k v^m
\]
(4.25)
\[+ F_{3,vol},\]
where
\[F_{3,vol} := (4c_{kk}e_{j,k,l} + 2c_{kk}e_{j,k,l} + 2c_{j,k}e_{k,k} + 2c_{j,k}e_{k,k})v^jv^k v^m.\]

And we have
\[
F_2 = (2c_{kk}e_{j,m} + 2c_{kk}e_{j,m} + 2c_{j,m}e_{k,k} + 2c_{j,m}e_{k,k})v^j \\
+ (2c_{km}e_{j,k,l} + c_{j,k}e_{j,m} + c_{j,k}e_{j,m} + c_{j,m}e_{j,k,l})v^j
\]
(4.26)
\[+ F_{2,vol} - 2v^m \partial_l E_{vol},\]
where
\[F_{2,vol} := (2c_{j,m}e_{k,k} + 4c_{kk}e_{j,m} + 2c_{j,m}e_{k,k} + 2c_{kk}e_{j,m})v^j.\]

Next we are going to apply a slight different trick with the case only involving lower order terms. It is necessary to compute the derivatives of the following
\[
(2c_{j,k} - 2e_{j,k} - 4e_{j,q,l}) \frac{\partial^2}{\partial v^i \partial v^m}(\chi^j v^j)
\]
(4.27)
\[= r^{-4} \chi^m (L_3 + \mathbb{E}_3 + \mathbb{H}_3) + r^{-2} \chi'' (L_2 + \mathbb{E}_2 + \mathbb{H}_2),\]
where $L_3, L_2$ are the same lower order terms appearing in equation (4.14), and higher order terms are
\[
\mathbb{H}_3 := (2c_{j,q}e_{k} + 2c_{j,q}e_{q,k} + 2c_{qj}e_{j,q,l} + 4c_{qj}e_{j,q,l})v^jv^k v^m
\]
(4.28)
\[+ (2c_{j,q}e_{j,m} + 2c_{j,q}e_{j,m} + 2c_{j,m}e_{j,q,l} + 4c_{j,m}e_{j,q,l})v^jv^k v^m,\]
and
\[
\mathbb{H}_2 := (2c_{j,q}e_{q,m} + 2c_{j,q}e_{q,m} + 2c_{q,m}e_{j,q,l} + 4c_{q,m}e_{j,q,l})v^j
\]
(4.29)
\[+ (2c_{j,k}e_{j,m} + 2c_{j,k}e_{j,m} + 2c_{j,m}e_{k,k} + 4c_{j,m}e_{k,k,l})v^jv^k v^m.\]

Subtract equation (4.27) from equation (4.11), and then we have the following higher order terms left in the bracket of $r^{-4} \chi''$
\[
F_3 := F_{j,k,l}v^jv^k v^m
\]
(4.30)
\[= v^jv^k v^m \left( - c_{j,q}e_{q,k} - 2c_{j,q}e_{q,k} - 2c_{qj}e_{j,q,l} \right) + F_{3,vol},\]
and in the bracket of $r^{-2} \chi''$
\[
F_2 := v^j \left( - 2c_{km}e_{j,k,i} - c_{j,q}e_{q,m} + c_{j}e_{k,m} \right)
\]
(4.31)
\[+ c_{k,m}e_{j,k} - 2c_{j,q}e_{q,m} - 2c_{j,q}e_{j,q,l} + F_{2,vol} - 2v^m \partial_l E_{vol}.\]
Then a straightforward calculation shows the follows
\[ (r^{-4} \chi) F'_{2} + (r^{-2} \chi') F'_{2} \]
(4.32)
\[
\frac{\partial^2}{\partial v^q \partial \bar{v}^m} \left\{ v^j F_{j\bar{q}l} \chi' \right\}
\]

Therefore, we have another equation to replace equation (4.22)

\[
\nabla_m \nabla_i \{ \chi' d\lambda \} = \frac{\partial^2}{\partial v^q \partial \bar{v}^m} \left\{ (2c_{j\bar{q}l} - 2\bar{c}_{\bar{q}j} - 4e_{j\bar{q}l})v^j \chi' \right\} d\lambda(u) \\
- \frac{\partial^2}{\partial v^q \partial \bar{v}^m} \left\{ (2B_{j\bar{q}l,\bar{p}r\bar{s}} + \bar{A}_{j\bar{q}l,\bar{p}r\bar{s}}) \bar{z}^p z^r \bar{z}^s v^j \chi' \right\} d\lambda(u) \\
+ \frac{\partial^2}{\partial v^q \partial \bar{v}^m} \left\{ v^j F_{j\bar{q}l} \chi' \right\} d\lambda(u) \\
- \frac{\partial^2}{\partial v^q \partial \bar{v}^m} \left\{ (c_{jklm} - 2e_{jkl\bar{r}v} z^r - 2e_{jkm\bar{d}s} z^s) \chi \right\} d\lambda(u) \\
+ \mathcal{R}'(z, v) d\lambda(u),
\]
(4.33)

where the remaining error is
\[
\mathcal{R}'(z, v) := \frac{\chi''}{r^4} O(|z|^5|v|^3, |z|^2|v|^4) + \frac{\chi''}{r^2} O(|z|^5|v|, |z|^2|v|^2) + \chi' O(|z|^2).
\]

4.3. Integration by parts. Integration by parts using us the following complex Hessian of \( \phi \) at a point \( z \in U' \) with convolution radius \( r \).

Recall that \( u = v + z \), and we have

\[
\frac{\partial^2 \bar{\phi}}{\partial z^j \partial \bar{z}^m}(z_0, r) s^j \bar{s}^m = \frac{1}{r^{2n}} \int \chi' \frac{\partial^2 \phi}{\partial u^j \partial \bar{u}^m} s^j \bar{s}^m d\lambda(u) \\
+ \frac{1}{r^{2n}} \Re \int \chi' \frac{\partial^2 \phi}{\partial u^j \partial \bar{u}^m} \left\{ P_{jlq} v^j \right\} s^q \bar{s}^m d\lambda(u) \\
- \frac{1}{r^{2n-2}} \int \chi \frac{\partial^2 \phi}{\partial u^j \partial \bar{u}^m} (c_{jklm} - \mathcal{E}) s^j \bar{s}^m d\lambda(u) \\
+ \frac{1}{r^{2n}} \int \bar{\phi} \mathcal{R}'(z, v) d\lambda(u),
\]
(4.34)

where
\[
\mathcal{E} := 2e_{jklm}z^r + 2e_{jkm\bar{d}s} \bar{z}^s;
\]

and
\[
P_{jlq} := (2c_{jlq} - 2\bar{c}_{\bar{q}j} - 4e_{jlq}) - (2B_{jlq,\bar{p}r\bar{s}} + \bar{A}_{jlq,\bar{p}r\bar{s}}) \bar{z}^p z^r \bar{z}^s + F_{jlq}.
\]

Here the tensors \( F_{jlq} \) are defined in equation (4.30), and they are all of order \( |z|^4 \). Moreover, these tensors also satisfy the following relation, i.e. \( \bar{F}_{j\bar{k}l} = F_{j\bar{k}l} \), since all tensors involved like \( c_{jlr\bar{s}} \) and \( e_{jkl\bar{p}r} \) are bi-Hermitian.
Now if we choose the size of $r$ to be $\delta^3$, i.e. $r = O(\delta^3)$, then it is easy to see $R'(z, v) = O(|z|^2)$. Therefore, the last error term in equation (4.34) is controlled by

\begin{equation}
(4.35) \quad |z|^2 \int (-\phi) \leq -C|z|^2 \log \delta,
\end{equation}

for some uniform constant $C > 0$. Obviously, this error converges to zero when $\delta$ does. Moreover, the integral of the error term is always bounded by $|z|^2 \log \delta^{-1}$.

In fact, we have a rather simple formula at the center of the ball $U_\alpha$ for each $\alpha$, and then equation (4.34) becomes as follows

\begin{equation}
\begin{aligned}
\frac{\partial^2 \tilde{\phi}}{\partial z^l \partial \bar{z}^m}(0, r)s^l s^m &= \frac{1}{r^{2n}} \int \chi' \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} s^l s^m d\lambda(u) \\
&\quad - \frac{1}{r^{2n-2}} \int \chi \frac{\partial^2 \phi}{\partial u^k \partial \bar{u}^j} c_{jklm} s^l s^m d\lambda(u).
\end{aligned}
\end{equation}

The first term on the RHS of equation (4.36) is coming from the local convolution on Euclidean ball. The second term is essentially induced from the curvature of the metric on the manifold, and it is controlled by the Lelong number of $\varphi$ at this point.

We can take a closer look at this term controlled by Lelong numbers. First we introduce the following lower and upper bound of the curvature tensor in the coordinate ball $U_\alpha$

\begin{equation}
m_\alpha := \inf_{|\xi|=1} c_{jklm} \xi^j \bar{\xi}^k \xi^l \bar{\xi}^m,
\end{equation}

and also

\begin{equation}
M_\alpha := \sup_{|\xi|=1} c_{jklm} \xi^j \bar{\xi}^k \xi^l \bar{\xi}^m.
\end{equation}

Put $m^-_\alpha := \max\{0, -m_\alpha\}$ and $M^+_\alpha := \max\{0, M_\alpha\}$, and the Lelong number $\nu(\phi)$ of the plurisubharmonic function $\phi$ at point $z_0$ is given by the following limit

\begin{equation}
\nu(\phi)(z_0) := \lim_{r \to 0} \frac{1}{r^{2n-2}} \int_{B_r(z_0)} \Delta \phi(u) d\lambda(u),
\end{equation}

and it is independent of the chosen coordinate. Put $u = v + z_0$, and then we have

\begin{equation}
\textbf{Lemma 4.1.} \quad \text{Let } \lambda_r, \Lambda_r \text{ be the following numbers at the point } z_0
\end{equation}

\begin{equation}
(4.37) \quad \lambda_{r, \alpha} := -\frac{(1 + \delta)m_\alpha}{r^{2n-2}} \int \Delta \phi(u) \chi \left( \frac{|u|^2}{r^2} \right) d\lambda(u) + C\delta^2;
\end{equation}

\begin{equation}
(4.38) \quad \Lambda_{r, \alpha} := -\frac{(1 + \delta)M_\alpha}{r^{2n-2}} \int \Delta \phi(u) \chi \left( \frac{|u|^2}{r^2} \right) d\lambda(u) - C\delta^2,
\end{equation}
for uniform constant \( C > 0 \). Then we have for all \( z_0 \in U^n \) and any \( r \) small enough
\[
\Lambda_{r,\alpha}|s|^2 \leq \frac{1}{r^{2n-2}} \int \frac{\partial^2 \phi}{\partial u^k \partial \bar{u}^l} (c_{jklm} - E) s^l \bar{s}^m \chi \left( \frac{|v|^2}{r^2} \right) d\lambda(u) \leq \lambda_{r,\alpha}|s|^2.
\]
(4.39)

Moreover, the positive number \( \Lambda_{r,\alpha}(\lambda_{r,\alpha}) \) is increasing(decreasing) to the value \( M_{\alpha} \cdot \nu \varphi(z_0)(m_{\alpha} \cdot \nu \varphi(z_0)) \) as \( r \) converging to zero.

**Proof.** First we can assume \( \phi \) is plurisubharmonic locally by adding an error term like \( C|z|^2 \). Then notice that the following matrix is Hermitian
\[
C_{jk} := c_{jklm}s^l s^m,
\]
and the largest(lowest) eigenvalue of \( (C_{jk}) \) is bounded by \( M_{\alpha}|s|^2(m_{\alpha}|s|^2) \) by definition. Suppose \( F_{\bar{q}p} \) is another positive Hermitian matrix, and then we have
\[
m_{\alpha}|s|^2 \cdot tr(F) \leq F_{\bar{k}j} C_{jk} \leq M_{\alpha}|s|^2 \cdot tr(F),
\]
by a well known lemma in linear algebra. Then the rest part of the proof is following from Demailly’s work [4] by putting
\[
F_{\bar{k}j} = \frac{\partial^2 \phi}{\partial \bar{u}^j \partial u^k}.
\]
\( \Box \)

Now observe that all higher order terms convoluting with the Hessian of \( \phi \) in equation (4.34) are also uniformly controlled by small errors. For instance, if we pick up \( r = O(\delta^3) \), then all \( P_{\bar{l}q \bar{m} \bar{v}j} \) terms are in the order of \( O(\delta^4) \). Therefore, we can assume our potentials function \( \phi_j \) is a local psh function by adding an error term like \( (1 + O(\delta^4))|z|^2 \).

Moreover, we can switch equation (4.34) to the following form
\[
\frac{\partial^2 \tilde{\phi}}{\partial z^l \partial \bar{z}^m}(z_0, r)s^l \bar{s}^m = \frac{1}{r^{2n}} \int \chi' \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} S^l \bar{S}^m d\lambda(u) - \mathcal{H}
- \frac{1}{r^{2n-2}} \int \chi \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} (c_{jklm} - E) s^l \bar{s}^m d\lambda(u)
+ \frac{1}{r^{2n}} \int \phi \mathcal{R}'(z, v)d\lambda(u),
\]
(4.41)
where
\[
\mathcal{H} := \frac{1}{r^{2n-2}} \int \chi' \frac{\partial^2 \phi}{\partial u^l \partial \bar{u}^m} \left\{ P_{\bar{l}q \bar{m} \bar{v}j}(r^{-1}v^j)(r^{-1}\bar{v}^k) \right\} s^l \bar{s}^k d\lambda(u).
\]
However, as we already observed, all the tensors like
\[
\mathcal{H}_{\bar{l}q \bar{m} \bar{v}j} := P_{\bar{l}q \bar{m} \bar{v}j}(r^{-1}v^j)(r^{-1}\bar{v}^k) = O(|z|^2)
\]
satisfy the bi-Hermitian relation, and the a similar argument as in the proof of Lemma [4.1] implies that \( H \) is indeed controlled by the Lelong number of \( \phi \) with a multiple of order \( O(|z|^2)! \).

In conclusion, we proved that \( \tilde{\phi}_j \) is a local quasi-psh function on each \( U''_j \) as

\[
(4.42) \quad (1 + O(\delta^4))\omega + i\partial \bar{\partial} \tilde{\phi}_j \geq -(1 + O(\delta^2))\lambda_{r,j} \omega.
\]

Therefore, by combining with the twisted term \( h(\delta, z)|z|^2 \) introduced in last section, we see that our glueing target \( \Phi_j \) is also a local quasi-psh function as

\[
(4.43) \quad (1 + \lambda_{r,j} + O(\delta^2 \log \delta^{-1}))\omega + i\partial \bar{\partial} \Phi_j \geq 0.
\]

Up to this stage, we proved the statement (1) in Theorem (2.1).

5. Preserve smoothness

Instead of using maximum operator, we are going to invoke the regularized maximum operator for glueing purpose. However, this causes further regularity issues since the second derivative of a (regularized) maximum operator is blowing up in certain direction.

5.1. Regularized maximum operator. The regularized maximum operator \( M^{(p)}_{\tau} : \mathbb{R}^p \rightarrow \mathbb{R} \) defined for any small \( \tau > 0 \) is a smooth and convex function, which is also non-decreasing for each variable [3]. It is indeed a smoothing of the maximal function on \( \mathbb{R}^p \).

In fact, on an ordered set, we can repeat applying \( M^{(2)}_{\tau} \) for \( p-1 \) times to recover \( M^{(p)}_{\tau} \), i.e. we can define

\[
M^{(p)}_{\tau}(x_1, x_2, \ldots, x_p) := M^{(2)}_{\tau} \left( \cdots M^{(2)}_{\tau} \{x_3, M^{(2)}_{\tau}(x_1, x_2)\} \right).
\]

Therefore, we will assume \( p = 2 \) in the rest part of the paper. Then on the intersection of \( U''_j \) and \( U''_k \), we have to investigate the complex Hessian of \( M_{\tau}(\Phi_j, \Phi_k) \).

Put \( 2y_1 := (x_1 + x_2) \) and \( 2y_2 := (x_1 - x_2) \), and then we have the following result (Lemma (5.1), [10])

\[
\begin{align*}
\partial_{y_1} M_{\tau} &= 1; & |\partial_{y_2} M_{\tau}| & \leq 1; \\
\partial^2_{y_1} M_{\tau} &= 0; & \partial_{y_1} \partial_{y_2} M_{\tau} &= 0.
\end{align*}
\]

Moreover, the second derivative of \( M_{\tau} \) in pure \( y_2 \) direction can be estimated as

\[
\partial^2_{y_2^2} M_{\tau} = O(\tau^{-1}).
\]
Then we can calculate the complex Hessian on \( w \)-coordinate as follows

\[
\frac{\partial^2}{\partial w^\alpha \partial \bar{w}^\beta} M_\tau(y_1(\Phi_j, \Phi_k), y_2(\Phi_j, \Phi_k)) \\
= \frac{\partial^2}{2 \partial w^\alpha \partial \bar{w}^\beta} \Phi_j + \frac{\partial^2}{2 \partial w^\alpha \partial \bar{w}^\beta} \Phi_k \\
+ \frac{\partial^2}{\partial w^\alpha} \frac{\partial}{\partial \bar{w}^\beta} (\Phi_j - \Phi_k) \cdot \frac{\partial}{\partial \bar{w}^\beta} (\Phi_j - \Phi_k).
\]

(5.2)

First notice that the last term on RHS of equation (5.2) forms a positive Hermitian matrix at a given point. Therefore, the lower bound of the complex Hessian will not be affected when one passes from local to global. Combing with equation (4.43), we proved the statement (2) of Theorem (2.1).

However, we have to take care of this term while considering the upper bound of the Hessian. Notice that we have \( \partial (\Phi_j - \Phi_k) = \partial (\tilde{\phi}_j - \tilde{\phi}_k) + O (\delta^3 \log \delta^{-1}) \), and then we only need to compare the derivatives of \( \tilde{\phi}_j \) and \( \tilde{\phi}_k \) at a fixed point \( p \in U^*_j \cap U^*_k \). This is essentially the same estimate as we did in proving equation (3.20), and we claim that the following estimate holds

\[
|\partial (\tilde{\phi}_j - \tilde{\phi}_k)| \leq C \delta \log \delta^{-1},
\]

for some uniform constant \( C \).

The proof of this claim will be postponed to next section, and then the last term on RHS of equation (5.2) can be controlled by choosing \( \tau = (-\log \delta)^{-1} \) as

\[
\tau^{-1} \frac{\partial (\Phi_j - \Phi_k)}{\partial w^\alpha} \cdot \frac{\partial (\Phi_j - \Phi_k)}{\partial \bar{w}^\beta} \leq C \delta^2 (-\log \delta)^3,
\]

for some uniform constant \( C > 0 \).

Therefore, combing equation (5.1), (5.2) and (5.4), we proved our statement (3) in Theorem (2.1).

5.2. Estimates on derivatives. We will prove the claim, equation (5.3), in this section. First there always exists a sequence of local smooth (quasi-)psh functions \( \tilde{\phi}_\epsilon \) to approximate \( \phi \) around the point \( p \). For instance, in a small geodesic ball centered at \( p \), take the convolution \( \phi * \rho_\epsilon \) of \( \phi \) w.r.t. a mollifier \( \rho_\epsilon \) supported on this ball. Then \( \phi_\epsilon \) is again a (quasi-)psh function, decreasing to \( \phi \) pointwise, and converges to \( \phi \) in \( L^p \) for any \( p > 0 \) on this ball.

Put \( \phi_{j,\epsilon} := \phi_\epsilon \circ \tau_j^{-1} \) and \( \phi_{k,\epsilon} := \phi_{k,\epsilon} \circ \tau_k^{-1} \), and then it is easy to see that we have \( \phi_{k,\epsilon} = \phi_{j,\epsilon} \circ \tau \) again. As before, we assume \( z_0 = \tau(w_0) \) corresponds to the point \( p \) in the intersection. Now we can also define their convolutions as

\[
\tilde{\phi}_{j,\epsilon}(z, r) := r^{-2n} \int_{\zeta \in \mathbb{C}^n} \phi_{j,\epsilon} (z + A^{-1}(z) \cdot \zeta) \chi'(r^{-2n}|\zeta|^2) d\lambda(\zeta),
\]
and \( \tilde{\phi}_{k,\varepsilon} \) is defined in a similar way. Next we claim that the derivative \( \partial \tilde{\phi}_{j,\varepsilon}(z_0, r) \) converges to \( \partial \tilde{\phi}_j(z_0, r) \) while \( \varepsilon \to 0 \), for any fixed point \( z_0 \) and radius \( r \). The reason is as follows: first we can put \( u := z + v \) and \( v := A^{-1}(z)\zeta \) as before, and then view \( \zeta(z, v) \) as a function of \( z \) and \( v \) variables. Thus the derivative of \( \tilde{\phi}_{j,\varepsilon} \) at the point \( z_0 \) can be computed as

\[
(5.5) \quad \partial_z \tilde{\phi}_{j,\varepsilon} = \frac{1}{r^{2n}} \int \phi_{j,\varepsilon}(z_0 + v) \partial_z G_r(z_0, v) d\lambda(v),
\]

where

\[
G_r(z, v) := \chi'(r^{-2}|\zeta(z, v)|^2) \cdot \frac{d\lambda(\zeta)}{d\lambda(v)}
\]
is a smooth cut-off function supported in a small ball around \( (z_0, 0) \in \mathbb{C}^n \times \mathbb{C}^n \). Then our claim is clear from the definition of the convolution.

Therefore, in order to control \( \partial(\tilde{\phi}_j - \tilde{\phi}_k) \), it is enough to have a uniform estimate on \( \partial(\tilde{\phi}_{j,\varepsilon} - \tilde{\phi}_{k,\varepsilon}) \). However, notice that we need to take derivatives of \( \tilde{\phi}_{j,\varepsilon} \) on \( w \)-coordinate

\[
(5.6) \quad \frac{\partial \tilde{\phi}_{j,\varepsilon}}{\partial w^\mu}(w_0, r) = \left( \partial \tau(w_0) \right)^\mu \alpha \left\{ \frac{1}{r^{2n}} \int \frac{\partial \phi_{j,\varepsilon}}{\partial z^\mu}(z_0, \zeta) \chi' \left( \frac{|\zeta|^2}{r^2} \right) d\lambda(\zeta) \right\},
\]

where

\[
(5.7) \quad \frac{\partial \phi_{j,\varepsilon}}{\partial z^\mu}(z, \zeta) = \partial_\mu \phi_{j,\varepsilon}(u)(1 + O(\delta)|\zeta|).
\]

Moreover, we can rewrite \( \tilde{\phi}_{k,\varepsilon} \) as before, and its derivatives at \( w_0 \) is

\[
(5.8) \quad \frac{\partial \phi_{k,\varepsilon}}{\partial w^\alpha}(w_0, r) = \frac{\partial}{\partial w^\alpha} \left\{ \frac{1}{r^{2n}} \int \phi_{j,\varepsilon} \circ \tau(w + B^{-1}(w) \cdot \zeta) \chi' d\lambda(\zeta) \right\}
\]

where \( u' = w_0 + B^{-1}(w_0) \cdot \zeta \). However, thanks to Lemma (3.3), we have the following estimate for these holomorphic functions

\[
(\partial \tau)|^\mu(w + \eta) - (\partial \tau)|^\mu(w) = (\partial^2 \tau)|^\mu_{\alpha\gamma} \eta^\gamma + O(|\eta|^2)
\]

\[
(5.9) \quad = O(\delta|\eta|, |\eta|^2).
\]

Moreover, on compact Kähler manifold, there exists a uniform constant \( C \), such that we have

\[
(5.10) \quad \int_{B(r)} |\nabla \phi| \leq Cr^{-1} \log r^{-1},
\]
in any small ball \( B(r) \) around each point \( p \in X \). Therefore, with an error term uniformly controlled by \( O(\delta \log \delta^{-1}) \), it is enough to estimate the difference between

\[
(5.11) \quad \int \partial_\mu \phi_{j,\varepsilon}(z_0 + rA^{-1}(z_0)\zeta) \chi' d\lambda
\]
and
\begin{equation}
\int \partial_{\mu} \phi_{j, \varepsilon} \circ \tau (w_0 + r B^{-1}(w_0) \zeta) \chi' d\lambda.
\end{equation}

However, this is exactly what we did in proving equation (3.20). Then a similar argument by replacing \( \phi_j \) by \( \partial \phi_{j, \varepsilon} \) gives the following estimate
\begin{equation}
| (5.11) - (5.12) | \leq C' (\delta + r) \log r^{-1}.
\end{equation}
Here the constant \( C' > 0 \) only depends on the geometry of \( X \) and \( \varphi \). Therefore, the difference is uniformly (not depending on \( \varepsilon \)) controlled as
\begin{equation}
| \partial (\tilde{\phi}_{j, \varepsilon} - \tilde{\phi}_{k, \varepsilon}) | \leq C'' \delta \log \delta^{-1},
\end{equation}
and then our claim follows.

6. Obstruction

One may expect that the trick of doing integration by parts always works for different higher order terms in equation (4.11). Unfortunately, this is not true even in one dimension! In fact, the obstruction of switching to integration by parts comes from those “good terms” like all \( \mathbb{D}_i \) terms in the equation. These terms are “good” in the sense that their averages on the ball \( B(r) \) are uniformly controlled by \( \delta^2 \) while \( r \to 0 \) and \( z_0 \) fixed. We will show this phenomenon in one dimension below.

Suppose \( X \) is a Riemann surface, then we can truncate the metric \( \omega_g \) on a small normal coordinate ball around a point \( p \in X \) as
\begin{equation}
g(z) = 1 - c |z|^2 + O(|z|^3),
\end{equation}
where the tensor \( c \) corresponds to the curvature of the metric \( \omega_g \) at the origin. Put
\begin{equation}
a(z) := 1 - \frac{1}{2} c |z|^2,
\end{equation}
and we are going calculate the complex Hessian of the following convolution
\( \tilde{\phi}(z, r) = \frac{1}{r^2} \int_{\eta \in \mathbb{C}} \phi(z + a^{-1}(z) \cdot \eta) \chi'(r^{-2} |\eta|^2) d\lambda(\eta), \)
on a local coordinate ball \( U \). Put \( u = z + a^{-1} \eta \) and \( v = u - z \), and then we have
\begin{equation}
\eta = v - \frac{1}{2} c |z|^2 v.
\end{equation}

Denote the following two differential operators for the commutator as before:
\( \nabla = \frac{\partial}{\partial z} + \frac{\partial}{\partial u} \); \( \nabla = \frac{\partial}{\partial \bar{z}} - \frac{\partial}{\partial \bar{u}} \),
and then we have \( \nabla v = 0, \nabla \bar{v} = 0 \) and \( \nabla v = 0, \nabla \bar{v} = -2 \). Now a similar computation shows that we have the following equation

\[
\nabla \nabla (\chi' d\lambda) = d\lambda(u) \left\{ r^{-4} \chi''|v|^2(2c\bar{z}v - 5c^2|z|^2\bar{z}v) + c^2|z|^2|v|^2 + O(|z|^5|v|, |z|^4|v|^2) + r^{-2} \chi''(-c|v|^2 + 4c\bar{z}v - 6c^2|z|^2\bar{z}v) + 4c^2|z|^2|v|^2 + O(|z|^4|v|^2, |z|^5|v|) \right\}.
\]

(6.3)

Moreover, notice that the following modification has no effect on those \( D_i, (i = 1, 2, 3) \) in equation (6.3)

\[
\frac{\partial^2}{\partial v \partial \bar{v}} \{2c\bar{z}v\chi'(r^{-2}|\eta|^2)\} = r^{-4} \chi''|v|^2(2c\bar{z}v - 4c^2|z|^2\bar{z}v + O(|z|^5|v|)) + r^{-2} \chi''(4c\bar{z}v - 4c^2|z|^2\bar{z}v + O(|z|^5|v|)).
\]

(6.4)

Therefore, \( D_i \) terms are left in equation (6.3) as

\[
r^{-4} \chi''(c^2|z|^2|v|^4) + 4r^{-2} \chi''(c^2|z|^2|v|^2) + \chi'(c^2|z|^2)
\]

(6.5)

\[
= \frac{\partial^2}{\partial v \partial \bar{v}} \{c^2|z|^2\chi'|v|^2\} + r^2 \frac{\partial^2}{\partial v \partial \bar{v}} \{c^2|z|^2\chi\} - \chi'(c^2|z|^2).
\]

Unfortunately, it seems there is no way to deal with the last term on the RHS of equation (6.5), and we always left some terms with error like

\[
|z|^2 \int_{B_r} (-\phi),
\]

in the integral.

In fact, there is a way to cancel these terms. Remember we only did a linear change of the variables as \( z \rightarrow z + a^{-1}\eta \), and then the point is that we can add some quadratic terms of \( \eta \) in the twisting as

\[
\eta = v - \frac{1}{2} \bar{z}(z + v),
\]

and then we can hope to play the same trick of integration by parts to these \( D_i \) terms. This will enable us to improve the error term in the statement (1) of Theorem (2.1) to \( O(|z|^4 \log \delta^{-1}). \)

7. Appendix

Let \( A \) be a hermitian matrix, and \( B_A(z, r) \) denote a twisted Euclidean ball in \( \mathbb{C}^n \) by

\[
B_A(z, r) := \{ z + rA \cdot \zeta; |\zeta| < 1 \}.
\]

If the center is the origin, then we simply use \( B_A(r) \) instead of \( B_A(0, r) \).

Suppose \( \varphi \) is a bounded plurisubharmonic function in a domain \( \Omega \subset \mathbb{C}^n \), and \( \rho(z) = \rho(|z|) \) is a standard mollifier supported in the Euclidean
unit ball $B$. We can further define the following three functions in a slightly smaller domain $\Omega'$ by writing

\begin{align}
\phi_A(z, t) &:= \int_{\partial B} \varphi(z + e^t A \cdot \zeta) d\sigma(\zeta), \\
\Phi_A(z, t) &:= \sup_{\zeta \in B} \varphi(z + e^t A \cdot \zeta), \\
\tilde{\phi}_A(z, t) &:= \int \varphi(z + e^t A \cdot \zeta) \rho(|\zeta|) d\lambda(\zeta),
\end{align}

Observe that we have

\begin{align}
\tilde{\phi}_A(z, t) &= \int_{-\infty}^{0} \phi_A(z, t + s) \hat{\rho}(s) ds, \\
\text{where} \\
\hat{\rho}(s) &= \sigma(\partial B)e^{2ns} \rho(e^s).
\end{align}

**Lemma 7.1.** For $t$ small enough, we can estimate the difference between $\tilde{\phi}_A$ and $\Phi_A$ as

\begin{align}
0 \leq \Phi_A(z, t) - \tilde{\phi}_A(z, t) \leq C_A |t|^{-1},
\end{align}

where $C_A$ is a uniform constant only depending on $\text{osc}(\varphi)$.

For fixed matrix $A$, the translation $z \rightarrow z + A \cdot \zeta$ is linear. Thanks to [9], the function $\varphi(z + A \cdot \zeta)$ is plurisubharmonic both in $(z, \zeta) \in \Omega' \times \mathbb{C}^n$. Therefore, if we define the following function by

\varphi_A(\zeta) = \varphi_{A,z}(\zeta) = \varphi(z + A \cdot \zeta),

then $\varphi_A$ is plurisubharmonic in $\zeta \in \mathbb{C}^n$. And we can re-write our three functions for fixed $z$ as

\begin{align}
\phi_A(t) &= \int_{\partial B} \varphi_A(e^t \zeta) d\sigma(\zeta), \\
\Phi_A(t) &= \sup_{\zeta \in B} \varphi_A(e^t \zeta), \\
\tilde{\phi}_A(t) &= \int \varphi_A(e^t \zeta) \rho(|\zeta|) d\lambda(\zeta).
\end{align}

This immediately implies that $\phi_A, \Phi_A, \tilde{\phi}_A$ are all non-decreasing and convex in $t$. Moreover, we can further estimate the convergence rate of these functions when $t$ goes to $-\infty$ as in [2]. For given fixed $r \in (-\infty, 0)$, and $s \geq 0$, we have

\begin{align}
0 \leq \Phi_A(t + s) - \Phi(t) \leq \frac{s}{r - t}(\Phi_A(r) - \Phi_A(t)),
\end{align}
for $t$ small enough. Notice that the RHS of equation (7.9) converges to zero uniformly (not depending on $z$) by boundedness of $\varphi$

\begin{equation}
\frac{\Phi_A(r) - \Phi_A(t)}{r-t} \leq (r-t)^{-1} \text{osc}(\varphi) \leq O(|t|^{-1}).
\end{equation}

Apple Harnack’s inequality [8], we further see

\begin{equation}
0 \leq \Phi_A(t) - \phi_A(t) \leq \frac{3^{2n-1}}{2n-2}(\Phi_A(t) - \Phi_A(t - \log 2)),
\end{equation}

and

\begin{align*}
0 & \leq \phi_A(t) - \tilde{\phi}_A(t) = \int_{-\infty}^{0} (\phi_A(t) - \phi_A(t+s))\hat{\rho}(s)ds \\
& \leq \int_{-\infty}^{0} \frac{-s}{r-t-s}(\phi_A(r) - \phi_A(t+s))\hat{\rho}(s)ds \\
& \leq O(|t|^{-1}).
\end{align*}

by the same reason as in inequalities (7.9) (7.10). Finally, our result follows from combing equations (7.11) and (7.12).
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