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1 Introduction

There are a number of strongly correlated materials that have charge-density-wave (CDW) behavior. Static order occurs in the transition metal di- and trichalcogenides, which display either quasi one-dimensional (NbSe3) or quasi two-dimensional (TaSe2 or TbTe3) order [1, 2]. Three-dimensional charge-density-wave order is observed in Ba1−xKxBiO3 compounds [3, 4]. There is a longstanding question concerning the nature of the CDW order, namely, whether the order is driven electronically, with a lattice instability following the electronic instability or vice versa. Indeed, in real materials, the charge and lattice degrees of freedom are usually strongly coupled, but recent time-resolved core-level photoemission spectroscopy experiments [5] for some CDW materials indicate an electronically driven nature to ordering. This makes it reasonable to study the CDW phase for strongly correlated electronic systems that do not include a coupling to the lattice.

While most theoretical interests in strongly correlated systems have been concentrated on equilibrium behavior, recent experiments on pump-probe spectroscopy [5, 6] have caused an increase of attention to non-equilibrium dynamics. These experiments display a non-equilibrium melting of the CDW state, which is manifested by a filling of the gap in the photoemission spectrum, while the order parameter remains nonzero. This phenomenon has been examined with an exactly solvable model [7, 8] for a system starting at zero temperature.

We use the Falicov-Kimball model in our analysis because it is one of the simplest models [9] which possesses static charge-density-wave ordering and has an exact
solution within DMFT [10] (for a review see Ref. [11]). The many-body formalism for nonequilibrium dynamical mean-field theory is straightforward to develop within the Kadanoff-Baym-Keldysh formalism [12, 13]. Since the many-body perturbation theory diagrams are topologically identical for both equilibrium and non-equilibrium perturbation theories [14], the perturbative analysis of Metzner [15] guarantees that the nonequilibrium self-energy remains local. The basic structure of the iterative approach to solving the DMFT equations [16] continues to hold. Detailed development of the nonequilibrium DMFT approach has been done for the case of the uniform phase of the Falicov-Kimball model [17–19]. Here, we generalize this method to the case of the CDW ordered phase.

2 Static Order and the Hamiltonian

In order to describe the CDW ordered state, one has to rewrite the Hamiltonian assuming the existence of the charge modulation. This can be done in two ways: by introducing two sublattices “A” and “B” in real space or by the nesting of the Brillouin zone (BZ) at the modulation vector \( \mathbf{Q} = (\pi, \pi, \ldots) \) in a reciprocal space. The modulation vector \( \mathbf{Q} \) defines the sublattices by

\[
e^{i\mathbf{QR}_i} = \begin{cases} 1, & \mathbf{R}_i \in A, \\ -1, & \mathbf{R}_i \in B. \end{cases}
\]  

In the ordered phase, due to nesting of the Fermi surface, the BZ is reduced and instead of the annihilation (creation) operators defined on the sublattices \( (A, B) \), one has to introduce two fermionic operators in momentum space in the reduced zone \( (\mathbf{k} \in \text{rBZ}) \) as \( c_{\mathbf{k}1} = c_\mathbf{k} \) and \( c_{\mathbf{k}2} = c_{\mathbf{k}+\mathbf{Q}} \).

Now, one can write down the relations between annihilation (creation) operators defined on the sublattices \( (A, B) \) and in the rBZ \((1, 2)\)

\[
\begin{align*}
c_{\mathbf{k}1} &= \frac{1}{N} \sum_{i \in A} e^{i\mathbf{k}\mathbf{R}_i} c_i + \frac{1}{N} \sum_{i \in B} e^{i\mathbf{k}\mathbf{R}_i} c_i = \frac{c_\mathbf{kA} + c_\mathbf{kB}}{\sqrt{2}}, \\
c_{\mathbf{k}2} &= \frac{1}{N} \sum_{i \in A} e^{i(\mathbf{k}+\mathbf{Q})\mathbf{R}_i} c_i + \frac{1}{N} \sum_{i \in B} e^{i(\mathbf{k}+\mathbf{Q})\mathbf{R}_i} c_i = \frac{c_\mathbf{kA} - c_\mathbf{kB}}{\sqrt{2}},
\end{align*}
\]

or in a matrix form as follows:

\[
\begin{bmatrix}
c_{\mathbf{k}1} \\
c_{\mathbf{k}2}
\end{bmatrix}
= \hat{U}
\begin{bmatrix}
c_\mathbf{kA} \\
c_\mathbf{kB}
\end{bmatrix}, \quad \text{where} \quad \hat{U} = \begin{bmatrix} 1 & 1 \\ \sqrt{2} & -\sqrt{2} \end{bmatrix}.
\]  

We use both sublattice \((A, B)\) and rBZ \((1, 2)\) bases. Any two-operator-product-type quantity, e.g., the one-particle Green’s function, can be defined with the additional sublattice indices \( \hat{O}(\mathbf{k}) = \parallel O_{\alpha\beta}(\mathbf{k}) \parallel (\alpha, \beta = A, B) \), or with the rBZ indices \( \hat{O}(\mathbf{k}) = \parallel O_{m,n}(\mathbf{k}) \parallel (m, n = 1, 2) \), and these representations are connected by the aforementioned unitary transformation \( \hat{O}(\mathbf{k}) = \hat{U} \hat{O}^\dagger(\mathbf{k}) \hat{U}^{-1} \). We work in units where \( \hbar = e = c = \alpha = 1 \).

The time-dependent Hamiltonian of the spinless Falicov-Kimball model on a bipartite lattice has the form

\[
\hat{H}(t) = \sum_{i\alpha} \left( U n^\alpha_i n^\alpha_i - \mu_\alpha n^\alpha_i \right) - \sum_{ij\alpha\beta} i\epsilon ij(t) c^\dagger_{i\alpha} c_{j\beta}. \tag{4}
\]

We consider the case when charged fermions interact with an external electric field which is spatially uniform. This allows us to describe the electric field via a time-dependent vector potential in the Coulomb gauge as \( \epsilon(t) = -dA(t)/dt \). Interaction with this external field results in a Peierls’ substitution to the kinetic term of the Hamiltonian.

In the sublattice representation \((A, B)\), the local part of the Hamiltonian is diagonal and the non-local kinetic one is off-diagonal in the case of the nearest-neighbor hopping. In the rBZ representation \((1, 2)\), it is vice versa.

The Fourier transformation to momentum space gives the time-dependent kinetic term in the form

\[
\hat{H}_{\alpha\beta}(t) = \sum_{\mathbf{k}} \left[ c^\dagger_{\mathbf{k}A} c_{\mathbf{k}B} \right] \hat{\epsilon}(\mathbf{k} - A(t)) \left[ c^\dagger_{\mathbf{k}A} c_{\mathbf{k}B} \right] = \sum_{\mathbf{k}} \left[ c^\dagger_{\mathbf{k}1} c^\dagger_{\mathbf{k}2} \right] \hat{\epsilon}(\mathbf{k} - A(t)) \left[ c_{\mathbf{k}1} c_{\mathbf{k}2} \right], \tag{5}
\]

where an extended band energy \( \hat{\epsilon}(\mathbf{k} - A(t)) \) [17–19] in matrix form in the \((A, B)\) basis becomes

\[
\hat{\epsilon}(\mathbf{k} - A(t)) =
\begin{bmatrix}
0 & \epsilon(\mathbf{k}) (\cos(A(t)) + \hat{\epsilon}(\mathbf{k}) \sin(A(t))) \\
\epsilon(\mathbf{k}) (\cos(A(t)) + \hat{\epsilon}(\mathbf{k}) \sin(A(t))) & 0
\end{bmatrix}.
\]  

In the rBZ representation \((1, 2)\), an extended band energy matrix is diagonal. Here, we introduced the band energies \( \epsilon(\mathbf{k}) = \lim_{d \to \infty} -\frac{\epsilon^*}{\sqrt{d}} \sum_{r=1}^{d} \cos k_r \) and \( \hat{\epsilon}(\mathbf{k}) = \lim_{d \to \infty} -\frac{\epsilon^*}{\sqrt{d}} \sum_{r=1}^{d} \sin k_r \), and we set \( \epsilon^* \) as our energy unit.
3 Real Time Green’s Function in the CDW Phase

The key object of our interest is the time-dependent Green’s function that is defined on the Keldysh-Schwinger contour[12, 13, 17–19]
\[ G^c_k(t, t') = -i \langle T_c c_k(t) c_k^\dagger(t') \rangle. \] (7)

We start from a formal solution of Dyson’s equation for the lattice Green’s function given by the following:
\[ \hat{G}^c_{\epsilon, \tilde{\epsilon}}(t, t') = \left(\hat{G}^c_{\epsilon, \tilde{\epsilon}}^{-1} - \hat{\Sigma}^c\right)^{-1}(t, t'). \] (8)

In the two-sublattice representation \((A, B)\), the self-energy \(\hat{\Sigma}^c(t, t')\) is diagonal and the noninteracting Green’s function \(\hat{G}^c_{\epsilon, \tilde{\epsilon}}^{-1}(t, t')\) is non-diagonal [because of extended band energy \(\tilde{\epsilon}(k - A(t))\) in (6)]. But in the rBZ representation \((1, 2)\), \(\hat{G}^c_{\epsilon, \tilde{\epsilon}}^{-1}(t, t')\) becomes diagonal and its analytical expression is known from the uniform solution [17–19]. We apply the unitary transformation in (3) to the self-energy \(\hat{\Sigma}^c(t, t')\), and we find the solution for the lattice Green’s function in (8) in explicit matrix form in the rBZ basis \((1, 2)\) as is follows:
\[ \hat{G}^c_{\epsilon, \tilde{\epsilon}}(t, t') = \left[\left(\hat{G}^c_{\epsilon, \tilde{\epsilon}}^{-1} - \hat{\Sigma}^c\right) - \frac{\gamma^c + \gamma^c A}{2} (t, t')\right]^{-1}. \] (9)

The Green’s functions and self-energies defined on the Keldysh-Schwinger contour are continuous matrix operators of two time variables. We discretize the contour with several different grids and then find the continuous matrix limit using Lagrange’s interpolation formula. To find the inverse matrix in (9), where its components are matrices in time variables, we need to apply the block matrix pseudo-inverse formula.

We have performed a transition onto the BZ basis in order to find the lattice Green’s function in terms of the noninteracting Green’s function. Further, we construct the other DMFT equations to make the system of equations self consistent. In our case of a CDW phase, it is more convenient and clear how to do this in the sublattice basis \((A, B)\). Hence, at this point, we apply an inverse transformation from (3) onto the sublattice basis and write down expressions for the components of the lattice Green’s function in the \((A, B)\) basis in terms of its components in the rBZ basis.

The next step in the DMFT approach is to find the local Green’s function, which is further mapped onto a single impurity problem. Since we are considering a two-sublattice system, we have two local Green’s functions for the \(A\) and \(B\) sublattices, respectively.

To calculate the local Green’s functions, we need to sum over the reduced BZ all \((k - A(t))\)-dependent functions. Because of presence of the time-dependent vector potential, one has to replace the summation over the BZ by a double integration over the energies
\[ \hat{G}^c_{\text{loc}}(t, t') = \int d\tilde{\epsilon} \int d\tilde{\epsilon} \rho(\tilde{\epsilon}, \tilde{\epsilon}) \hat{G}^c_{\epsilon, \tilde{\epsilon}}(t, t') \] (10)
with a joint density of states which is a Gaussian in each variable for the hyperbolic lattice [17–19] and is given by \(\rho(\tilde{\epsilon}, \tilde{\epsilon}) = \exp(-\tilde{\epsilon}^2 - \tilde{\epsilon}^2)/\pi\).

Finally, we find the components of the local Green’s function for each sublattice as follows:
\[ \hat{G}^c_{\text{loc}, A}(t, t') = \int \int d\tilde{\epsilon} d\tilde{\epsilon} \rho(\tilde{\epsilon}, \tilde{\epsilon}) \hat{G}^c_{\epsilon, \tilde{\epsilon}}(t, t') \] (11)
\[ \hat{G}^c_{\text{loc}, B}(t, t') = \int \int d\tilde{\epsilon} d\tilde{\epsilon} \rho(\tilde{\epsilon}, \tilde{\epsilon}) \hat{G}^c_{\epsilon, \tilde{\epsilon}}(t, t') \]
where we introduced new quantities \(K, \Lambda, \Sigma\):
\[ K = \left\{ \left(\hat{G}^c_{\epsilon, \tilde{\epsilon}}^{-1} - \frac{\Sigma^{c,A} + \Sigma^{c,B}}{2}\right)^{-1}(t, t') \right\}, \] \[ \Lambda = \left\{ \left(\hat{G}^c_{\epsilon, \tilde{\epsilon}}^{-1} - \frac{\Sigma^{c,A} + \Sigma^{c,B}}{2}\right)^{-1}(t, t') \right\}, \] \[ \Sigma = \frac{\Sigma^{c,A} - \Sigma^{c,B}}{2}(t, t'). \] (12)

Next, we need to map the local lattice Green’s function onto the impurity Green’s function. Employing Dyson’s equation, we introduce an effective medium
\[ \hat{G}^c_{\text{loc}}(t, t') = \left[\left(\hat{G}^c_0\right)^{-1} - \hat{\Sigma}^c\right]^{-1}(t, t') = \hat{G}^c_{\text{imp}}(t, t'). \] (13)

The effective medium \(\hat{G}^c_0(t, t')\) is diagonal in the sublattice representation and its components equal to
\[ \hat{G}^c_{0, A}(t, t') = \left[\left(\hat{G}^c_{\text{loc}, A}\right)^{-1} + \Sigma^{c,A}\right]^{-1}(t, t'), (\alpha = A, B). \] (14)

On the other hand, it can also be found from the Dyson’s equation that defines an effective dynamical mean field \(\lambda^{c}(t, t')\). Its components for each sublattice are equal to:
\[ \hat{G}^c_{0, A}(t, t') = \left\{ i \hbar \hat{a}^{c}_e + \mu_0 \right\} \lambda^{c}(t, t') - \lambda^{c,A}(t, t'))^{-1}. \] (15)
We next extract the dynamical mean fields
\[
\lambda^{c,\alpha}(t, t') = \left( \frac{i}{\hbar} a^{c,\alpha} + \mu_d \right) \delta(t, t') - \left( G_{0}^{c,\alpha} \right)^{-1}(t, t') \nonumber
\]
\[
= \left( \frac{i}{\hbar} a^{c,\alpha} + \mu_d \right) \delta(t, t') - \left( G_{loc}^{c,\alpha} \right)^{-1}(t, t') - \Sigma^{c,\alpha}(t, t'), \tag{16}
\]
which are the effective fields for the nonequilibrium single-impurity problems for each sublattice.

Now, we close the system of DMFT equations with the solution of the impurity problem, which is known for the Falicov-Kimball model:
\[
G^{c,\alpha}_{\text{imp}}(t, t') = \left[ \left( 1 - n_f^A \right) G^{c,\alpha}_{0} + n_f^A G^{c,\alpha}_{1} \right](t, t'), \tag{17}
\]
where
\[
G^{c,\alpha}_{1}(t, t') = \left[ \left( 1 - G^{c,\alpha}_{0} U \right) \right]^{-1} G^{c,\alpha}_{0}(t, t').
\]

The difference between the $A$ and $B$ sublattices is defined by the order parameter $\Delta n_f$, which is equal to the difference of the $f$-particle occupations at different sublattices ($2\Delta n_f = n_f^A - n_f^B$). In the CDW phase, the total concentration of localized electrons is fixed, and $\Delta n_f$ is defined from the initial equilibrium condition. In nonequilibrium, the order parameter remains the same as in equilibrium because the $f$-particles of the Falicov-Kimball model do not interact with the external field.

We calculate the current in the Hamiltonian gauge by evaluating the operator average
\[
\langle j(t) \rangle = -i \sum_k v(k + \theta(t) E_t) G^<_{\text{loc}}(t, t), \tag{18}
\]
where the lesser Green’s function $G^{<}_{\text{loc}}(t, t)$ is extracted from contour ordered Green’s function, and the velocity component is $v_i(k) = \lim_{d \to \infty} t^d \sin(k_i)/\sqrt{d}$.

The results of the numerical calculation depend strongly on the discretization of the time interval, and we need to take the limit of $\Delta t \to 0$. Smaller $\Delta t$ results in larger matrices so we exploit an extrapolation procedure to get more accurate results. In Fig. 1, we present the results for the current at $U = 1$ that corresponds to a metallic phase at temperature $T = 0.033$ and order parameter $\Delta n_f = 0.495$. Different curves correspond to different $\Delta t$.

Fig. 2 Quadratic extrapolation of $n_f^A$ for $U = 1$ with $E = 1$ at temperature $T = 0.033$ ($\Delta n_f = 0.495$). Different curves correspond to different $\Delta t$
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