A Clustered, Decentralized Approach to Urban Water Management
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Abstract: Current models in design of urban water management systems and their corresponding infrastructure using centralized designs have commonly failed from the perspective of cost effectiveness and inability to adapt to the future changes. These challenges are driving cities towards using decentralized systems. While there is great consensus on the benefits of decentralization; currently no methods exist which guide decision-makers to define the optimal boundaries of decentralized water systems. A new clustering methodology and tool to decentralize water supply systems (WSS) into small and adaptable units is presented. The tool includes two major components: (i) minimization of the distance from source to consumer by assigning demand to the closest water source, and (ii) maximization of the intra-cluster homogeneity by defining the
cluster boundaries such that the variation in population density, land use, socio-economic level, and topography within the cluster is minimized. The methodology and tool are applied to Arua Town in Uganda. Four random cluster scenarios and a centralized system were created and compared with the optimal clustered WSS. It was observed that the operational cost of the four cluster scenarios is up to 13.9% higher than the optimal, and the centralized system is 26.6% higher than the optimal clustered WSS, consequently verifying the efficacy of the proposed method to determine an optimal cluster boundary for WSS. In addition, optimal homogeneous clusters improve efficiency by encouraging reuse of wastewater and stormwater within a cluster and by minimizing leakage through reduced pressure variations.
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1. Introduction

Human well-being and improvement are governed by the availability of water and energy [1]. These resources are either becoming less abundant relative to demand or are running the risk of critical scarcity in many places with recent crises occurring in Cape Town, South Africa and Chennai, India [2, 3]. Despite long- and short-term shortages, the conventional approach of designing centralized urban utility systems has been driven by 19th century technological principles, applied during a time when resources were abundant, demand was relatively small, and growth in urban areas was rapid [4]. This approach has led to a highly complex, interconnected, and dysfunctional systems that are a hindrance to efficient and sustainable resource management, particularly where growth patterns were uncontrolled and chaotic. With increasing global change pressures including population increases and climate change, there are increasing concerns about whether conventional centralized water systems will be able to manage scarcer and less reliable water resources in a cost efficient manner [5, 6]. These systems also require a huge management effort and small changes in one part of the system can cause change propagation through the whole system. For example, the rationing of water in areas with a scarce water supply is a complex problem. The problem is even greater in the case of large systems and when network distribution system pressure variation is high, and the treated water supply is intermittent. This can cause unacceptable variations in the
distribution system pressure with some cities having negative pressure during parts of high demand days (e.g., Jeddah, Saudi Arabia).

The conventional approach of design of infrastructure systems has been based on deterministic assumptions about the future despite the reality that such conditions are unknown. Urban systems face a range of future dynamic global change pressures such as population growth and urbanization, changes in socio-economic conditions, and technological developments. The current models of urban resource management and their corresponding complex infrastructure have already failed or are on the verge of collapse from the perspective of cost effectiveness, performance, and inability to adapt to the future change requirements, and loss of water-supply sources [7]. For example, the long-term planning of a large centralized water system under conditions of uncertain spatial growth of population may lead to consequences such as unnecessary investment, leading to system performance problems or other issues.

In order to cope with these challenges, various researchers have proposed decentralization of urban water systems. Decentralized water systems are small sub-systems (clusters) that have a large degree of autonomy within the overall system. According to Bieker et al. [8], future urban water systems are likely to be more decentralized than conventional systems because added water reuse systems require reducing the distance between water users and treatment locations. In addition, decentralization minimizes energy demand and infrastructure costs and maximizes the potential for recovery of heat energy if water is used close to where it is generated [8-12].
Besides efficient use and reuse of scarce and less reliable resources, there are additional reasons that support the shift from conventional centralized water systems to decentralized clustered water systems. Clustered systems could be adapted to future changes with low effort and without affecting the performance of the entire system [13, 14]. Their modular diversity exponentially increases the number of possible configurations that can be achieved for urban water systems from a given set of inputs. Decentralized/clustered water systems can be implemented in an incremental fashion, which reduces investment costs and makes the transition easier to manage [15-17]. In addition, decentralized water systems allow a staged development that traces the urban growth trajectory more closely and can be implemented more quickly than a conventional approach (as the planning and implementation process is easier to manage). According to Wang et al. [16], the gradual stepwise development of decentralized systems enables the expansion of urban water systems that follows the spatial growth, and hence, embeds flexibility to water systems. In addition, clustered systems provide a better capacity to reduce the risk associated with water-system contamination through biological or chemical ingestion as well as malicious attacks with chemical, biological and/or radiological agents. This is because decentralized units are small and independent units where the effect associated with water contamination and malicious attacks will be contained within a cluster. However, in case of centralized urban water-supply systems any contaminant ingress and malicious attack could propagate to the whole systems. Internal peak demand storage of potable water, in the form of aquifer storage and recovery systems, can be integrated into decentralized systems wherein the injection and recovery wells can be placed.
near ground storage tanks or pumping stations within the localized distribution and not only near the water treatment plants [18].

While there is great consensus on the benefits of decentralized water systems, one of the challenges for cities to move to a decentralized resource management is the lack of clear understanding on what clustered water systems should look like. To the best of our knowledge, no methods exist which guide planners in how to cluster/decentralize urban water systems. Thus, this paper presents a clustering methodology/tool that allows for better clustering of urban water systems into small and adaptable units. The clustering/decentralization approach proposed is based on two major optimization principles: minimization of the distance from source to consumer by assigning demand to the closest source and maximization of the homogeneity within the cluster by reducing the variation in population density, land use, socio-economic level, and topography. The efficacy of the developed clustering methodology/tool is also demonstrated in a real case study of Arua, Uganda.

2. Methods

2.1. Proposed Water Supply System Clustering Method

The proposed clustering methodology for water supply systems (WSS) is based on two major principles: (i) minimization of the distance from source to consumer, and (ii) maximization of the homogeneity within the cluster. In order to define an optimal cluster boundary that minimizes source-demand distance and maximizes the homogeneity within the
cluster, various parameters such as the location of water sources (surface water and ground water), topography (Digital elevation-DEM), spatial and temporal distribution of population, land use characteristics, and the socio-economic status of the area are considered [19]. These parameters are used to define source-demand distance, intra-cluster demand, and topographic homogeneity of the study area [20].

2.2. Source-Demand Distance

The sources-demand location plays an important role in reducing the transport distance of water and associated investment cost. Assigning demand to the nearest source location reduces the effort to collect and distribute water to the users. This reduces the cost of the pipe network (due to reduced pipe size/length) required and the energy needed for pumping long distances. Minimizing the transportation distance also increases the compactness of pipe and sewer networks, thereby maximizing resource conservation and minimizing losses (i.e. leakage) [21]. In addition, it improves the potential to reuse and recycle wastewater to the proximity within the cluster.

2.3. Intra-cluster Demand and Topographic Homogeneity

Understanding the water consumption and topography characteristics is extremely important for optimization of investment, operation costs and maximization of resource efficiency. Traditionally, analyses were performed for large regions which involved a variety of
topography, land uses, and associated demand characteristics. However, with the advent of
clustering, study of the behavior of smaller areas has become necessary to allow for the
creation of uniformity within the clusters. The population distribution, land use and socio-
economic parameters are aggregated into a spatio-temporal demand distribution of the area.
Intra-cluster demand homogeneity is used as one of the parameters to minimize the effort
required to move water and wastewater. Intra-cluster homogeneity is the measure of the
similarities or dissimilarities between parcels of the same cluster. Clustering of large and small
demand areas together involves huge variations in consumption which can cause larger
pressure fluctuations than areas with similar demand distribution. This causes additional efforts
to supply and manage water and wastewater in the area. For example, areas with urban
agriculture have different demand patterns than industrial or residential areas. Thus,
maximizing the similarities by clustering residential and agricultural areas separately will
improve the required efforts as compared to if they were clustered together. The clustering of
different land uses into unique clusters will ensure multiple uses of water by cascading it from
higher to lower-quality needs and through reclamation treatments for a return to the supply
side of the other cluster. Water used by residential clusters can be re-used by industrial or
agricultural clusters. Demand based clustering also improves the ability to implement relevant
technology (i.e. water treatment and wastewater reuse recycling schemes) within a
homogeneous cluster. This also allows better control of small and homogeneous cluster units.
Topography is the other major factor which affects the flow of water and wastewater. Areas
with similar topographic characteristics (minimum differential relief) reduces cost associated
with infrastructure and pumping of water and wastewater in the area. However, large
variations in topography increase the effort required to collect and supply water, discharge wastewater, and develop reuse systems. For example, water supply systems in areas with large topographic variations cause large pressure fluctuations and require a large amount of energy for pumping, as well as a large system capacity to satisfy the required level of service. Thus, partitioning the urban area based on improved intra-cluster topographic homogeneity will reduce the costs associated with water system investment and operation (energy). It allows for improved resource efficiency by encouraging reuse and recycling of wastewater within the cluster and by minimizing leakage (distribution system water loss) through reduced pressure variations.

The methodology uses two major steps for clustering water-supply systems (WSS); minimization of source-demand distance and maximization of intra-cluster homogeneity. The details of the proposed steps are shown in Figure 1. The starting point of the proposed method to cluster WSS is to consider all the input parameters of the study areas. This involves the location of water sources (surface water, groundwater, and stormwater collection points), topography, spatio-temporal population growth and associated demand, land use characteristics and socio-economic status. Thus, the proposed clustering method minimizes the source-demand distance by assigning demand to the source. The Euclidean norm minimization approach is used to minimize source-demand distance. This method also maximizes the homogeneity within the cluster so that source-demand distance, topography, and demand variations are minimized. A K-means algorithm is applied to maximize intra-cluster homogeneity [20].
The proposed method for clustering WSS involves prior grouping of spatially distributed available water sources, such as surface and groundwater sources, stormwater, and greywater. This method involves grouping water sources and determining their group center such that the effort required for collection is minimized. Then each demand parcel is assigned to one source group center such that the distance between source and demand parcel (grid cell) is minimized. Grid parcels are square cells characterized by attributes of spatial location (X and Y coordinates), elevation, and demand. The source-demand distance for each parcel depends on the specified source center locations. Euclidean norm minimization is used to optimize the source-demand distance for all clusters. The formulation is done as a demand
assignment problem where each parcel is assigned to the nearest source. Then parcel
membership is determined from the minimization process.

The determination of the optimal number of source centers is not the focus of this paper.

The number of clusters for the area can be determined from the required size of a cluster.

According to Bieker et al. [8], the size of a cluster must be guided by the principle “as small as
possible, as big as necessary” to achieve the ecological, economic, and social interest. BMBF
[22] compared different scales for areas which range from 10,000 up to more than 200,000
people and proposed a recommended size ranging from 50,000 to 100,000 people as a suitable
scale for an integrated decentralized system for fast growing urban areas. Bieker et al. [8]
argued that this scale offers huge opportunity in recovering heat from wastewater streams as
the transport distance is short. The size of a cluster could be used to pre-determine an initial
number of clusters or source groups and could be changed during the process of clustering. For
example, considering an area with 8 water sources and 121 demand parcels (each representing
a 100 m by 100 m area), the pictorial representation of the demand parcel assignment to the
nearest source center is shown in Figure 2.
Figure 2. Assignment of parcels to the source center (X, and Y are location parameters, Z is elevation above sea level (asl), Qd is parcel demand, Qs and Qg are capacity of local water sources and group source respectively).

2.5. Identification of Source Centers: Water Source Clustering

Once the groups of sources are identified, a simple source center calculation is carried out to determine the centroid of the sources within the same group. Taking a similar approach as in determining a mass center, the source center is calculated using Eq. (1).

\[
D_c = \frac{\sum_{s=1}^{S} D_i * Q_i}{\sum_{s=1}^{S} Q_i}
\]  

(1)

Where Dc is source center, Qi and Di are the supply capacity of the source and the distance from reference water source.
2.6 Assignment of Demand Parcel to the Nearest Source

Source allocation is a demand assignment problem where demand parcels are assigned to the nearest source center. The method employs a minimization of the sum of Euclidean norms within the cluster. Some researchers have proposed minimizing the sum of Euclidean distance for shortest-path optimization [23]. The theories and algorithms for minimizing Euclidean distance can be applied to many optimization problems. In this study, the sum of Euclidean norms is used to determine the membership of parcels based on the shortest distance to the water source centers. The same membership is given to the parcels that are assigned to the same source center. This increases the compactness [21] and reduces the cost of pipe networks and the energy needed for pumping long distances. Compacted networks with closer proximity also increase resource efficiency by reducing leakage that would be higher in large centralized systems. Given a set of parcels (representing the study area) with dimension vector \( P = \{P_1, P_2, \ldots, P_n\}, P \in \mathbb{R}^N \) Euclidean norm defines, \( \|P\| = (P \ast P)^{\frac{1}{2}} \), if \( N = 1 \) then \( \|P\| = |P| \), the absolute value of \( P \). \( \|P\| \) is the Euclidean norm of \( P \) that is used to measure the distance between points [24]. For example, suppose \( P = (X, Y) \in \mathbb{R}^2 \) and the source centers are defined by \( C = (X_1, Y_1) \in \mathbb{R}^2 \). Then the shortest distance from the source to the parcel is determined using Eq. (2).

\[
\min \|P\| = \sqrt{(X_1 - X)^2 + (Y_1 - Y)^2}
\]
Given the Euclidean norm of each parcel (from each source center), distance minimization is performed using Eq. (3). Then each parcel will have membership (to the source center) based on the minimization of Euclidean norms. The membership defines grouping of similar parcels which are assigned to the same source center. The Euclidean norm minimization algorithm is shown in Figure 3.

\[
\min_d(P, P^c) = \sum_{k=1}^{c} \|P\| = \sum_{k=1}^{c} \sqrt{\sum_{j=1}^{n} (P_j - P^c_j)^2}
\]  

Where \(d(P, P^c)\) is the Euclidean norm from the source centers, \(\|P\|_{\text{min}}\) is the minimum Euclidian norm of each parcel from source centers, \(P\) is an attribute which is described by parameters where the variation needs to be minimized (i.e., location and elevation parameters).

The movement of water is based on an absolute distance which depends on the link (pipe) layout and pressure distribution; this requires hydraulic simulation of the whole network. However, to simplify the clustering process, in this study the minimization of the Euclidean norm is employed by using the relative distance based on the coordinate of demand parcels and supply centers. Once the parcels are assigned to the source center by the minimizing Euclidean norm principle, the membership values are used in the maximization of cluster homogeneity.
Minimizing Euclidean norm algorithm

1. For the given C source centers, the Euclidean norm of a parcel is determined with respect to their parameter $P = \{P_1, P_2, ..., P_n\}$, yielding the distances $d_{(p, pc)}$.

2. Given the set of Euclidean norms $\{d_1, d_2, ..., d_c\}$ for each parcel, the total cluster Euclidean norm is minimized by assigning a parcel to the nearest source center.

3. Steps i and ii are repeated until all parcels are assigned to the closest source center (then a membership will be assigned to each parcel based on the source center to which they belong).

Figure 3. Basic minimizing Euclidean norm algorithm

2.7. Maximization Intra-cluster Homogeneity and Connectivity

Traditionally, the design of WSS has been performed for large spatial extent areas which involve a variety of topography, population distribution, land use, socio-economic, and associated demands. However, with the advent of decentralization, the study of the behavior of smaller areas has become a necessity so as to allow for uniformity within the clusters. In this section, clustering involving the maximization of intra-cluster homogeneity and connectivity analysis is used. Intra-cluster homogeneity is used to measure the similarity or dissimilarity between parcels of the same cluster. Maximization of intra-cluster homogeneity allows clustering the parcels so that parcel attributes within a cluster are closely related to one another [20]. Three major parameters are considered in the clustering process. These are membership (determined by Euclidean norm minimization), topography (elevation of the parcels), and spatio-temporal demand distribution (determined from the population...
distribution, land use, and socio-economic parameters). The clustering process involves the grouping of similar parcels. An inter-cluster homogeneity is used as a measure of similarity between parcels and a K-means optimization technique is employed to maximize intra-cluster homogeneity by minimizing the total cluster variance with respect to the mean value. In addition, a connectivity analysis is proposed to ensure the linkage of parcels within clusters. The details of the proposed steps are discussed in the subsections.

2.8. K-means for Clustering WSS

“K-means clustering is a method of cluster analysis which aims to partition n observations into K clusters in which each observation belongs to the cluster with the nearest mean.” [25]. It is an evolutionary algorithm that minimizes the proximity to the mean of the cluster [25]. The name K-means comes from its method of operation in which it assigns observation on K clusters based on the observation proximity to the mean of the cluster. The squared Euclidean norm is used as a measure of homogeneity. A K-means algorithm is a commonly employed method that converges to a local optimum value for clustering. It is very popular because it is computationally fast and memory efficient. A K-means algorithm is used herein to cluster the WSS based on the principle of minimizing the dissimilarity of the three parameters: source-demand distance, topography, and demand within the cluster. Unlike topography and demand, the distance parameter is dependent on the source centers; thus, distance related membership value (discussed earlier) is used to identify to which source center each parcel is assigned.
Given a set of parcels $p$ representing the study area $\{X_1, X_2, ..., X_p\}$, where each parcel has $n$-dimensions (i.e. topography, elevation), K-means clustering aims to partition the parcels $(p)$ into $K$ clusters ($K \leq p$) within an assigned data-set $S\{S_1, S_2, ..., S_k\}$. For the given cluster assignment $A$ that involves $K$ groups, the total cluster variance is minimized through minimization of the sum of the squares of Euclidean norm for all clusters using Eq. (4).

\[
A = \arg \min_S \sum_{i=1}^{K} \sum_{X_j \in S_i} \|X_j - \mu_i\|^2
\]  \hspace{1cm} (4)

\[
\mu_i = \frac{1}{N_i} \sum_{X_j \in S_i} X_j
\]  \hspace{1cm} (5)

Where $A$ is cluster assignment, $K$ is the number of clusters, $N_i$ is the number data-set assigned to $S_i$, $\mu_i$ is mean of parcels in cluster $S_i$ and is calculated using Eq. (5) [26].

A K-means algorithm achieves optimal clustering assigning parcels so that the difference between parameters of the parcels and their centroids are as small as possible. Maximizing intra-cluster homogeneity for WSS involves several steps (as shown in Figure 1). Firstly, the optimizer selects initial cluster centroids (means) randomly. Secondly, an initial cluster boundary is defined by assigning demand parcels to the initial cluster centroids. Thirdly, the K-means optimization evaluates the difference between parameters of the parcels and their centroids (this is used as a measure of homogeneity). Fourthly, the optimization uses the homogeneity as a termination criterion. It uses an iteration based evolutionary optimization
which involves the assignment of parcels to the closest mean and calculating a new mean until the assignment no longer changes (means no improvement in homogeneity). Thus, the simulation stops. Otherwise the above steps repeat until there is no change in parcel assignment between subsequent simulations. Figure 4 shows the basic K-means algorithm used in clustering WSS.

Basic K-means Algorithm
(1) Initialization of K means \{\mu_1, \mu_2, ..., \mu_k\} where each mean is defined by d-dimension vector (n-parameters)
(2) Given an initial set of K means, the algorithm assigns parcels to the closest mean so that the total variance is minimized with respect to the mean
(3) Calculate a new mean to be the centroid of the cluster
(4) Repeat steps (1) and (3) until the assignments do not change

Though the K-means algorithm maximizes the similarity within a cluster, it has some shortcomings. One of the limitations is that it does not consider the geospatial relative location of different neighboring parcels. The specific problem of clustering water systems requires the ability to handle not only the spatial extent, but also the geographic component with respect to neighboring parcels (i.e. the need to have the same membership parcels in the same spatial location). To avoid the possibility of detaching parcels of the same cluster in different spatial locations, intra-cluster parcel connectivity is used.
2.9. Intra-cluster Parcels Connectivity

Intra-cluster parcel connectivity, defined as the linkage of a parcel within a cluster, is used to check whether a parcel of one cluster is located in another cluster. Given the membership of parcel “P” defined as \(P_{(m,n)}\) and neighbor parcels as \(P_{(n\pm1,m\pm1)}\), if parcel \(P_{(m,n)}\) of one cluster neighbors two or more parcels from another cluster, and has only one neighbor from its own cluster, the evaluation of the minimum Euclidean norm of the parcel \(P_{(m,n)}\) is performed with respect to the neighboring cluster centroid and is re-assigned to the closest one. In addition, the periphery parcels, which do not have many neighbors, are merged to the nearest cluster group in case they belong to another cluster. This connectivity analysis alone does not guarantee the existence of cluster members in another spatial location. One can use the smallest recommended size of cluster and/or the smallest demand that a cluster should supply to decide on merging isolated parcels to the neighboring cluster. An isolated parcel group will be kept as an independent cluster if the demand it supplies is greater than the required minimum size/demand within the cluster. However, a parcel group that does not satisfy the mentioned condition will be merged to the neighbor cluster. The decision of which cluster to combine is made by evaluating the minimum Euclidean norm value with respect to the centroid of neighboring clusters.
3. Results of Cluster Analysis Application to Arua, Uganda

3.1 General Description of the Area

The developed clustering methodology was applied to a real case study in Arua, Uganda. Arua is located in the Northern Region of Uganda and lies between latitude 20° 30' N and 30° 50' N and longitude 30° 030' E and 31° 030' E (Figure 5). The Aura municipality is one of the fastest growing municipalities in the country. According to the statistical abstracts of the Uganda Bureau of Statistics [27], the population of the Arua municipality was 59,400 in 2011, with the population around the periphery of the municipality reported to be 49,893. With an annual growth rate of 3.4%, the total population in 2032 is estimated to be 220,887. The predicted spatial extent of Arua in 2032 is shown in Figure 6.
Figure 5. Geographic location of Arua, Uganda
Figure 6. Predicted spatial extent of Arua in year 2032

The town of Arua is experiencing a critical shortage of water because it depends on only a small river (Enyau River) for its supply [28]. With population growth and increasing wealth it is predicted that the water demand will likewise rise to 17,217 m$^3$/d in the year 2032, which
would worsen the water shortage. This predicted future demand takes into consideration the
different population density and socio-economic status of each of the parish areas.

The current approach to water management in Arua is based on a conventional centralized
approach where water is collected upstream, used, and discharged downstream and does not
encourage the use of local sources such as groundwater, stormwater harvesting, or wastewater
reuse and recycling. It has become obvious that the current practices of urban water
management are not sustainable to meet the future challenges in Arua. However, the rapid
urban growth in emerging areas coupled with the fact that those emerging areas do not have
mature infrastructure and urban planning for the area has not yet occurred means that there
are real opportunities to implement a clustered urban water system management system in
Arua.

3.2. Application of the Proposed Clustering Method and Results

One of the major initiatives of the Arua municipality is to degazette (repurpose) the forest
area (called Barifa) in a 5-year time period and incorporate it into the central business district of
the town. Since the forest area has a predefined boundary, the clustering processes in this
study can isolate this area and consider it to be a pre-clustered unit. Additionally, prior to the
clustering process, a decoupling of the existing central WSS from the emerging areas was
performed by identifying the existing municipality boundary (Figure 6). Then the proposed WSS
clustering technique which minimizes the source-demand distance and maximizes intra-cluster
homogeneity was applied.
3.3. Source-Demand Distance minimization

In this case study, 10 groundwater sources and 4 potential surface-water abstraction locations were identified (Figure 7). Once the capacity and locations of available sources were identified, the water sources were merged into groups such that the distance between grouped sources was minimized. The study area was discretized into small parcels of the size 150 m by 150 m. The available water-source abstraction locations of the area were aggregated into seven groups. The decision to propose a number of groups might depend on the size of the area, the size of clusters required, the numbers of water source locations available, etc. Different researchers have highlighted the need for case-by-case analysis to determine the population number that should be supplied by a single source to determine the smaller cluster size [8, 22]. However, the determination of the number of groups required is not the focus of this paper. Thus, the minimum cluster size with a population of 10,000 was used in decentralizing the emerging area as suggested by Webster [5] to determine the number of source centers for grouping. The evaluation of the distance between sources was performed using Eq. (2). The output of source-group identification process is shown in Figure 7(a) and (b). Once the groups were identified the X, Y coordinate and supply capacity Qs were used to calculate source-centers. The source and source-center information is summarized in Table 1.
Figure 7. (a) Available water sources and their groups; (b) Water-source centers (based on minimized Euclidean distance)

Table 1. Source groups and location of source centers

| Source Group | Source no. | Water source-center location |
|--------------|------------|-----------------------------|
|              |            | X (m) | Y (m) |
| 1            | 1          | 1992  | 6772  |
|              | 2          |        |       |
|              | 16         |        |       |
| 2            | 3          | 5461  | 4650  |
|              | 4          |        |       |
|              | 5          |        |       |
Once a source center was identified, the discretized square parcels (150 m by 150 m) were assigned to the source centers. Each parcel has a location, topography, and demand attribute. This stage used the location attribute (X, Y) coordinate of parcels and the centroid of the available sources as inputs to minimize the source-demand location for each parcel. This case study treats the forest areas (planned development) and the central municipality boundary as an independent unit clusters wherein the boundary and inbounded sources are pre-identified prior to the clustering process. Eq. (2) is applied to each parcel of the emerging areas to determine the Euclidean norm from the 7 source centers in the emerging area. Given the Euclidean norm of each parcel (from the 7 source centers), the distance minimization was
performed using Eq. (3). Then, each parcel was assigned a membership value. Figure 8(a, b) shows the output of parcels assigned to the nearest source and the membership respectively using Euclidian norm minimization. The membership defines groupings of similar parcels which are apportioned to the same source center.

Figure 8. Maps showing parcel assignment (Minimized Euclidean norm) (a) and parcel membership-M based on source-demand distance (b)

The above clustering shown in Figure 8 is purely based on distance and does not include demand and topographic parameters. The next stage incorporates these parameters in addition to a membership value using intra-cluster homogeneity maximization.
3.4. Maximizing Homogeneity and Connectivity Analysis

Homogeneity maximization was applied to determine the final cluster boundaries for the study area. The distance-based membership value (determined in the distance minimization stage), topographic, and demand information were used as input parameters. The study area topography ranges from 1,160 m to 1,240 m asl, and the determination of demand was performed using the population, socio-economic status, and land use information. The input elevation and demand information are plotted for the case study area and shown in Figure 9(a, b).

Figure 9. Maps showing elevation in m (asl) in the study area (a) and parcel water demand in m$^3$/d (b)
Given the input parameters, a K-means algorithm was applied to maximize the intra-cluster homogeneity. Multiple runs of the K-means simulation were performed to avoid the problem associated with initialization, and the algorithm showed similar clusters. The final output of the clusters is shown in Figure 10(a).

Figure 10. Maps showing (a) initial K-means clusters and (b) and clusters after merging isolated parcels

As shown in Figure 10(a), the same members could be in different spatial locations (see circled areas). To incorporate the spatial component of cluster location, intra-cluster parcel connectivity was applied. The parcel connectivity involves refining the boundary and merging parcels of one cluster which are located in a different cluster. First, simple parcel connectivity was done by considering the membership of each parcel. In this case study, parcels circled in red in Figure 10(a) are merged to their neighbors as shown in Figure 10(b). Secondly, if there is
a parcel group which is in another cluster, the size was used to decide whether to keep the
group as a new independent cluster or to merge it with the nearest cluster. A group merging
was performed if a cluster/group was too small. Groups with a size less than 20% of the
maximum cluster size were distributed to the neighboring cluster to avoid large variation in
cluster size. However, a recommended cluster size and/or the smallest demand that a cluster
should supply were used to decide whether to merge isolated parcels. Figure 11(a) shows the
final cluster boundaries after isolated neighboring parcels were re-distributed, and the final
cluster boundary for the case study area is shown in Figure 11(b).

Figure 11. Maps showing clusters after re-distributing small groups (a) and WSS cluster
boundaries with source centers (green circles) (b)

The developed clustering method offers an adequate solution to the decentralization
paradigm through clusters that allow for improving the movement of water and wastewater in
the area. It divides urban area into clusters to allow for the provision of flexible, modular decentralized WSS.

4. Discussion

4.1. Performance Analysis

The proposed WSS clusters accomplishes two principles: (i) minimization of the distance from source to consumer, and (ii) maximization of the intra-cluster homogeneity. Testing to ascertain if these principles favorably impact cost is necessary to verify that the clustering method indeed produces an optimized WSS. Cost efficiency can be measured in a variety of ways, however, in this research a parcel-based power usage analysis was utilized. Several WSS are required for a suitable analysis; by assuming the same relative size and number of clusters, random WSS scenarios can be designed. By choosing four randomly clustered WSSs, a power footprint analysis can be conducted on each scenario and compared to the power footprint of the proposed optimized WSS clusters.

4.2. Method for Power Usage Analysis

Four decentralized WSS scenarios were considered when calculating power usage for each cluster. This was necessary to create an acceptable sample size for the analysis. To generate randomly assigned clusters, the cluster boundaries for each scenario were rotated.
approximately 10° counter-clockwise from the previous scenario. This includes scenario-1 through Scenario-4. In addition, a typical centralized WSS was used as a benchmark for comparison. Since the design of WDS is not the focus of this paper, a parcel-based power footprint calculation was used for comparison between the scenarios. The power requirements of the four decentralized WSS boundaries were compared with the proposed decentralized WSS. Operational cost can be visualized by analysis of the power requirements for the various scenarios. Cost is directly proportional to power, therefore the cluster which demands the least power will be most cost efficient. The power provided by a pump is determined using Eq. (6).

\[ P = \rho g Q h_p \]  
\[ h_p = h_v + h_f + h_E \]

Where \( P \) is the power to supply the fluid, \( \rho \) is the density of the fluid in kg/m\(^3\), \( g \) is the gravitational acceleration in m/s\(^2\), \( Q \) is the flow rate in m\(^3\)/s, and \( h_p \) is the total head in meters. The total head is the summation of the velocity head \( (h_v) \), friction head \( (h_f) \), and elevation head \( (h_E) \) are found in Eq. (7). The velocity head was calculated using \( \frac{V^2}{2g} \). Over large distances, the friction loss of the fluid flowing through the pipes must be calculated. In 2015, Hunter Industries published the article *Friction Loss Tables* [29], which includes standard PSI loss for various types and sizes of piping. The article also contains Eq. (8), the Hazen-Williams formula used for pipe head loss calculations.

\[ H_f = \left[ 0.2083 \left( \frac{100}{C} \right)^{1.852} \left( \frac{Q^{1.852}}{d^{4.866}} \right) \right] \times 0.433 \]
Where $H_f$ is the friction loss (PSI) per 30.48 m (100 ft), $C$ is the coefficient of retardation of pipe material, $Q$ is the flow volume (GPM), and $d$ is the inside diameter of pipe in imperial units. For example, assuming the water will be supplied by a 2.54 cm (1 in) schedule 80 pipe, the coefficient of retardation would be 150 with an inner diameter of 2.43 cm (0.957 in). The friction loss can be converted into a friction head $h_f$ using Eq. (9). The calculation then has to be converted into metric units.

$$h_f = \left[ \frac{H_f \times 12^2}{\gamma} \right] / 100' \times D$$  \hspace{1cm} (9)

In this equation, $\gamma$ is the imperial unit weight of the fluid and $D$ is the distance from the source center to the parcel. In some cases, the source center elevation is greater than the parcel being supplied with water, causing the elevation head to be negative. When this arises, the summation of the heads will most likely be negative; it is assumed that the power cannot be negative. This ensures only positive power requirements are considered for the total cluster.

The last calculation is converting the power requirements to a yearly operational cost. The following formula can be used to estimate the cost.

$$Cost = R \frac{P(C)}{1000} \times 8760$$  \hspace{1cm} (10)
Where the cost is in USD per year, $P$ is the power in Watts, $R$ is the current conversion factor for Ugandan Shilling (UGX) to USD, $C$ is the current price per kWh for Uganda in shs/kWh. This calculation was completed for each scenario in the power usage scenario analysis.

4.3. Power Usage- Scenario Analysis

The design of water distribution network and optimization of capital cost is not the focus of this paper. Thus, to conduct a comparative analysis on the case study in Arua, a few assumptions had to be made and used for each scenario in a similar manner. Every cluster scenario of the WSS considered to have similar 15.24 cm (6-inch) schedule 80 distribution main with a length halfway to the farthest distance from the source center to the cluster boundary. In addition, a 2.54 cm (1-inch) schedule 80 pipe is to be used for all distribution from the main to customer networks, having a coefficient of retardation of 150 and an inner diameter of 2.43 cm (0.957 in) (used in Eq. (8)). This assumption is made so that each random WSS scenario is compared with optimized cluster using parcel-based energy usage. A few characteristics will change for each parcel of different scenarios, such as length, elevation and flow rate; the length, elevation and flow rate are taken from Figures 9(a, b). The same assumptions are applied to the centralized WSS scenario where the source center is located at the existing water source C9.

When performing the power usage analysis, all equations and concepts discussed in the methodology section were applied to each parcel within the enclosed area, excluding parcels in the existing municipality, forest area and outside the predicted town extent (Figure 6). This was
done for each of the five scenarios to produce an adequate sample for the power usage analysis. Table 2 shows the power requirements of each cluster within every scenario, the total power required by each scenario, the additional power usage each scenario has compared to the proposed WSS, and the operational cost per year for each scenario was calculated. It is also important to note that this is a comparative analysis as opposed to an absolute O&M cost estimate of an optimal WDS. The total and excess power usage from Table 2 is represented in Figure 12 with two separate axes.

The yearly operational cost for each scenario was estimated using Eq. (10). To use this equation, the current conversion rate for UGX to USD and the price per kWh must be known; as of November 2018, the conversion rate was $0.00027 USD/UGX (retrieved from Google Finance) and the price was $0.185247 USD/kWh [30]. Table 2 contains the total cost of the proposed WSS and randomly clustered scenarios.

Table 2. Power requirements of each cluster, total power and operational cost per year for every WSS scenario

| Proposed Cluster WSS | Scenario 1 Cluster | Scenario 2 Cluster | Scenario 3 Cluster | Scenario 4 Cluster | Centralized WSS |
|----------------------|--------------------|--------------------|--------------------|--------------------|-----------------|
| Cluster Number       | Power Per Cluster(W) | Power Per Cluster(W) | Power Per Cluster(W) | Power Per Cluster(W) | Power for Centralized WSS |

35
|   | Total Power | Additional Power Usage | US$ Per Year |
|---|-------------|------------------------|--------------|
| 1 | 14579.51    | 0.00                   | $23,659      |
| 2 | 15045.74    | 466.23                 | $24,416      |
| 3 | 15636.38    | 1056.87                | $25,374      |
| 4 | 16603.01    | 2023.50                | $26,943      |
| 5 | 15941.65    | 1362.14                | $25,870      |
| 6 | 18463.78    | 3884.27                | $29,962      |

**Power Requirements For Each Scenario**

- **Total Power (Watts):** 1458, 15046, 15636, 16603, 15942, 18464
- **Additional Power Usage (Watts):** 0, 466, 1057, 2023, 1362, 3884

**Total Power:** $18,463.78

**Additional Power Usage:** $3,884.27

**US$ Per Year:** $29,962
Figure 12. The bar graph represents the total power requirements per cluster. The line graph represents the excess power of the WSS scenarios compared to the proposed WSS.

The data shown in Table 2 evidently confirms that the proposed decentralized WSS requires less power and therefore money to operate. Figure 12 illustrates the proposed WSS scenario has the lowest power consumption compared to the conventional centralized WSS and the randomly generated clustered WSS. It was also observed that the operational cost of the random cluster scenarios is 3.2% to 13.9% higher and centralized system is 26.6% higher than the optimal clustered WSS, consequently verifying the efficacy of the proposed method to determine an optimal cluster boundary for WSS.

5. Conclusions

Currently no method exists which guides planners and engineers on how to cluster Water Supply Systems (WSS). To address this need, a new optimization model that supports the development of clustered (decentralized) water systems has been developed and applied to a real case study in Arua, Uganda. The developed clustering methodology is based on two major principles: the minimization of the distance from source to consumer by assigning demand to the closest source center, and the maximization of the homogeneity within a cluster. Euclidean norm minimization was used to optimize the source-demand distance for all parcels to minimize the transportation distance and corresponding infrastructure requirements. Intra-cluster homogeneity was used to measure the similarity or dissimilarity between parcels of the
same cluster. Maximization of intra-cluster homogeneity allows clustering the parcels so that parcel attributes within a cluster are closely related to one another. Three major parameters considered in the clustering process, include membership (determined from Euclidean norm minimization), topography (elevation of the parcels), and spatio-temporal demand distribution (determined from the population distribution, land use, and socio-economic parameters). A K-means optimization technique were applied to maximize intra-cluster homogeneity to reduce the costs associated with water system investment and operation (energy and leakage) and to improve resource efficiency (recycling). The efficacy of the developed clustering method was tested in a real case study of Arua, Uganda. The WSS in Arua was divided into nine clusters, thereby reducing the effort required to move water and wastewater, as well as developing systems that offer opportunity to adapt to future changes. The case study demonstrated that it is possible to apply the developed methodology to delineate clusters based on minimizing distance between source and use and maximizing the intra-cluster homogeneity. An analysis using calculated power requirements showed that the clustered approach did provide lower cost and more efficiency.
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