Probing Nano-Mechanical QED Effects
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We propose and study an “intrinsic probing” approach, without introducing any external detector, to mimic cavity QED effects in a qubit-nanomechanical resonator system. This metallic nanomechanical resonator can act as an intrinsic detector when a weak driving current passes through it. The nanomechanical resonator acts as both the cavity and the detector. A cavity QED-like effect is demonstrated by the correlation spectrum of the electromotive force between the two ends of the nanomechanical resonator. Using the quantum regression theorem and perturbation theory, we analytically calculate the correlation spectrum. In the weak driving limit, we study the effect on the vacuum Rabi splitting of both the strength of the driving as well as the frequency-detuning between the charge qubit and the nanomechanical resonator. Numerical calculations confirm the validity of our intrinsic probing approach.

PACS numbers: 85.85.+j, 85.25.Cp

I. INTRODUCTION

Recently, nanomechanical resonators (NAMRs) are attracting considerable attention (see, e.g., Refs. 1, 2, 3, 4). Also, mechanical analogues of cavity QED have been theoretically studied in coupled systems between nanomechanical resonators and superconducting qubits (see, e.g., Refs. 5, 6, 7, 8, 9). Various effects in these nanomechanical QED systems were investigated, including: quantum measurements9, the quantum squeezing of the NAMRs10,11, and the cooling of the NAMRs12,13,14,15,16. Some of these theoretical proposals have recently become experimentally testable due to the recent advances in NAMRs and superconducting qubits. Numerous Josephson-junction-based superconducting qubits have been experimentally realized (see, e.g., the reviews17,18,19,20), while studies on NAMRs with vibration frequencies of the order of a GHz are approaching the quantum regime.

References21,22 recently studied a NAMR coupled to a double-quantum dot. In Ref. 21, the spectrum of the transport current was used to study the quantum behavior of this system. The electron transport through a mobile island (i.e., a nanomechanical oscillator) with two energy levels was studied in Ref. 22. There, the qubit was embedded in the NAMR.

To study cavity QED analogues in a NAMR-qubit system, a crucial issue is how to make the quantum measurement on this coupled system. Quantum measurements involve subtle interactions between the system and the detector. To carry out a quantum measurement, an external probing instrument is typically coupled to the measured system. Examples of this include: a single electron transistor23,24 coupled to a charge qubit, a transmission line resonator25,26,27 coupled to a charge qubit, or a shunted dc-SQUID coupled to a flux qubit (see, e.g., Refs. 28,29,30). In general, these coupled systems can be modeled by the Jaynes-Cummings Hamiltonian and demonstrate several analogues to cavity QED effects31,32, such as vacuum Rabi splitting. These effects can be used to verify the coherent coupling between a superconducting qubit and a measuring device.

This study is mainly motivated by recent experiments on a high-frequency metallic NAMR33. Previously, non-metallic NAMRs were often studied and therefore no efficient current would pass through these non-metallic NAMRs, and thus no mechanical force acting on the NAMRs could be induced to implement quantum measurements. In this case, an external instrument needs to be integrated to probe the coupling between the NAMR and the qubit. Here, we study how to probe a cavity QED analogue for a metallic NAMR33 coupled to a superconducting qubit without introducing an external detector.

In this proposal, the information on the coherent coupling between the superconducting charge qubit and the metallic NAMR can be read out by measuring the induced electromotive force between the two ends of the NAMR. This electromotive force is generated by a current passing through a metallic NAMR in which a magnetic field is applied. There are at least two advantages for this intrinsic probing mechanism: (i) the coupling between the metallic NAMR and the qubit can be turned on or off by the externally-applied voltage, and then the information can be read out in a controllable way; (ii) no external probing instrument needs to be introduced, in contrast to the proposal in Ref. 34.

This paper is organized as follows. In Sec. II, we describe the proposed model, and write the Hamiltonian for a charge qubit interacting with a driven metallic NAMR. In Sec. III, we calculate the spectrum of the two-time
correlation function for the induced electromotive force using the quantum regression theorem and perturbation theory. In the weak driving limit, we study how the Rabi splitting depends on both the strength of the driving current which passes through the NAMR as well as the detuning between the frequencies of the charge qubit and the nanomechanical resonator. Using numerical calculations, we demonstrate that our analytical results are valid in the weak driving limit. Finally, we summarize our conclusions.

II. MODEL

![Schematic diagram of a charge qubit (grey loop on the left) capacitively coupled to a metallic nanomechanical resonator (NAMR) shown on the right. An external ac current, \( I(t) = I_0 \sin(\omega_0 t) \), shown in yellow, passes through the NAMR. Also a magnetic field \( B \) (red line with the up arrow) is applied to the NAMR. The magnetic flux \( \Phi \) through the SQUID is denoted by the blue upward-pointing arrows. The induced electromotive force \( V \) (defined in Eq. 1) at both ends of the NAMR can be used to detect information on the quantum-coherent coupling. A simple circuit diagram for (a) is given in (b). Here, \( C_J \) and \( C_g \) represent the capacitances for the Josephson junctions and the gate capacitor, respectively. Also, \( V_g \) is the gate voltage applied to the qubit via the gate capacitor.

As shown in Fig. 1, we study a metallic NAMR, which is capacitively coupled to a SQUID-based Cooper pair box (qubit). The distributed capacitance between the NAMR and the superconducting island of the qubit is denoted by \( C_n(x) \). Here no voltage is applied to this distributed capacitor, in contrast to previous work. The electromagnetic force drives the NAMR to oscillate and the induced electromotive force between the two ends of the NAMR can be described by

\[
V = B l \frac{dx}{dt} = B l \frac{p}{M} .
\]

Here \( l \) and \( M \) denote the length and the mass of the NAMR, respectively. Also, \( (dz/dt) = (p/M) \) denotes the velocity of the NAMR; \( p \) represents the momentum for the center of mass of the NAMR; \( x \) denotes the small displacement of the NAMR around the coordinate-axis origin, and \( x = 0 \) when no ac current passes through the NAMR. The Hamiltonian \( H_{\text{NAMR}} \) for the ac-current-driven NAMR is given by

\[
H_{\text{NAMR}} = \frac{p^2}{2M} + \frac{1}{2} M \Omega^2 x^2 - l B I(t) x ,
\]

where the canonical coordinate \( x \) and momentum \( p \) for the NAMR are assumed to satisfy the commutation relation \([x, p] = i \). Hereafter, we assume \( \hbar = 1 \). The parameter \( \Omega \) denotes the oscillating frequency of the NAMR. The \( x \) and \( p \) of the NAMR can be represented by the annihilation \( a \) and creation \( a^\dagger \) operators as,

\[
x = \frac{1}{\sqrt{2M\Omega}} (a^\dagger + a),
\]

\[
p = i \sqrt{\frac{M\Omega}{2}} (a^\dagger - a).
\]

Thus the Hamiltonian in Eq. 2 can be rewritten as

\[
H_{\text{NAMR}} = \Omega a^\dagger a - \frac{lB}{\sqrt{2M\Omega}} (a + a^\dagger) I(t).
\]

Let us now assume that the SQUID has two identical Josephson junctions, each with the Josephson energy \( E_{J0} \) and capacitance \( C_J \). A control gate voltage \( V_g \) is applied to the Cooper-pair box via the gate capacitor with the capacitance \( C_g \). The Hamiltonian of the box can be written as

\[
H_c = \frac{2e^2}{C_{\Sigma}(x)} (n - n_g)^2 + E_J \cos \varphi
\]

with the controllable effective Josephson energy \( E_J = 2E_{J0} \cos(\pi \Phi/\Phi_0) \) of the SQUID. Here, \( \Phi \) is the magnetic flux through the SQUID loop and \( \Phi_0 \) is the flux quantum. The total capacitance \( C_{\Sigma}(x) \) connected to the superconducting island is given by

\[
C_{\Sigma}(x) = 2C_J + C_g + C_n(x).
\]

The effective Cooper pair number \( n_g \) in the superconducting island is \( n_g = C_g V_g / (2e) \). We assume that the distance \( d \) between the NAMR and the superconducting island is much larger than the amplitude \( x \) of the oscillation of the NAMR, i.e., \( d \gg x \). In this case, the distributed capacitance can be approximately written as

\[
C_n(x) \approx C_n \left( 1 - \frac{x}{d} \right).
\]
of the qubit and the NAMR, described in Eq. (16), can be converted into an effective time-independent Hamiltonian
\[ H_{\text{eff}} = \Delta_a \sigma_+ \sigma_- + g (a \sigma_+ + a^\dagger \sigma_-) + \Delta a^\dagger a - \xi (a + a^\dagger). \]
Here, the fast oscillating terms \( \exp(i\omega_d t) \) and \( \exp(2i\omega_d t) \) have been neglected, and we also used the identity, \( \sigma_z = 2\sigma_+ \sigma_- - I \), where \( I \) is the unit operator. In Eq. (16), the detuning \( \Delta_a \) between the frequencies of the qubit and the ac driving current is
\[ \Delta_a \equiv \Delta_{\text{qubit--current}} = \omega_a - \omega_p. \]
The detuning \( \Delta \) between the frequencies of the NAMR and the ac driving current is
\[ \Delta \equiv \Delta_{\text{NAMR--current}} = \Omega - \omega_p. \]
The interaction strength \( g \) (between the qubit and the NAMR) is
\[ g \equiv g_{\text{qubit--NAMR}} = \left( n_g - \frac{1}{2} \right) \frac{1}{\sqrt{2M\Omega}} \frac{4E_C C_n}{dC_\Sigma(0)} \sin \theta, \]
which can be switched off when \( n_g = 1/2 \). The coupling strength (between the NAMR and the ac driving current) is
\[ \xi \equiv \xi_{\text{NAMR--current}} = \frac{dB_0}{2\sqrt{2M\Omega}}. \]
Note that the coupling \( g \) is proportional to the gate voltage, while the other coupling strength \( \xi \) is proportional to \( B_0 \).

III. CORRELATION SPECTRUM OF THE INDUCED ELECTROMOTIVE FORCE

The first three terms of the right hand side of \( H_{\text{eff}} \) in Eq. (16) describe the Jaynes-Cummings Hamiltonian, which was extensively studied in cavity QED. This QED analogue of the qubit-NAMR, described in Eq. (16), can be studied via the correlation spectrum \( S_V(\omega) \) of the induced electromotive force
\[ V = iB_0 \sqrt{\frac{\Omega}{2M}} (a^\dagger - a), \]
which is obtained from Eq. (11) by replacing the momentum operator \( p \) with Eq. (4). The correlation spectrum \( S_V(\omega) \) of the induced electromotive force \( V \) can be calculated via
\[ S_V(\omega) = \frac{1}{\pi} \text{Re} \int_0^\infty d\tau e^{i\omega \tau} \langle V(0)V(\tau) \rangle. \]
Equation (20) shows that the two-time correlation function \( \langle V(0)V(\tau) \rangle \) in Eq. (21) can be calculated as
\[ \langle V(0)V(\tau) \rangle \propto \langle a(0)a^\dagger(\tau) \rangle + \langle a^\dagger(0)a(\tau) \rangle - \langle a(0)a(\tau) \rangle - \langle a^\dagger(0)a^\dagger(\tau) \rangle. \]
A. Master equation and solutions

To obtain the correlation spectrum, we start from the master equation of the reduced density matrix $\rho$ for the qubit-NAMR system

$$\dot{\rho} = -i [H_{\text{eff}}, \rho] + \kappa (2 a \rho a^\dagger - a^\dagger a \rho - \rho a^\dagger a) + \frac{\gamma}{2} (2 \sigma_- \rho \sigma_+ - \sigma_+ \sigma_- \rho - \rho \sigma_+ \sigma_-),$$

(23)

where the latter two terms describe the decays of the NAMR and the charge qubit, respectively. The parameters $\kappa$ and $\gamma$ denote the decay rates of the NAMR and the qubit, respectively. We also use the Markov approximation when Eq. (23) is derived. For convenience below, we now define the number operator, $N = \sigma_+ \sigma_- + a^\dagger a$, to characterize the total excitation of the qubit-NAMR. Obviously, $N$ satisfies

$$N |j, k\rangle = (j + k) |j, k\rangle.$$

Here, the index $j$ represents the states of the charge qubit. When the qubit is in an excited state, we take $j = 1$, otherwise $j = 0$. Also $k$ denotes the phonon number of the oscillating NAMR, i.e., $a^\dagger a(k) = k |k\rangle$.

We are only interested in the weak driving limit, i.e.,

$$\xi \equiv \xi_{\text{NAMR-current}} \to 0.$$

In this limit, we only need to consider the zero- and one-particle excitations; then $N$ satisfies the condition

$$N = j + k = 0, 1.$$

(24)

The Hilbert space for the reduced density matrix is now limited to a smaller subspace with a truncated basis

$$\{|j, k\rangle, j + k = 0, 1\}.$$

(25)

Therefore, in this truncated basis, the density matrix elements satisfy the following equations

$$\frac{d\rho_{00,00}}{dt} = i\xi \rho_{01,00} - i\xi \rho_{00,01} + 2\kappa \rho_{01,01} + \gamma \rho_{10,10}$$

$$\frac{d\rho_{00,01}}{dt} = (i\Delta - \kappa) \rho_{00,01} + i\gamma \rho_{01,00} + i\xi \rho_{01,10}$$

$$\frac{d\rho_{00,10}}{dt} = (i\Delta - \gamma) \rho_{01,00} + i\gamma \rho_{00,01} + i\xi \rho_{01,10}$$

$$\frac{d\rho_{01,01}}{dt} = -2\kappa \rho_{01,01} + i\gamma \rho_{01,10} - \rho_{10,10}$$

$$\frac{d\rho_{01,10}}{dt} = (i\Delta - \kappa - \frac{\gamma}{2}) \rho_{01,10} + i\gamma \rho_{01,01} + i\xi \rho_{01,00}$$

$$\frac{d\rho_{10,10}}{dt} = -\gamma \rho_{10,10} + i\gamma \rho_{01,01} + i\xi \rho_{01,00}.$$ (26)

The other non-diagonal matrix elements $\rho_{01,00}(\tau)$, $\rho_{00,00}(\tau)$, and $\rho_{01,01}(\tau)$ can be easily obtained by taking the complex conjugates of $\rho_{00,01}(\tau)$, $\rho_{00,10}(\tau)$, and $\rho_{01,10}(\tau)$, e.g., $\rho_{00,01}(\tau) = [\rho_{00,01}(\tau)]^*$ when their solutions, e.g., $\rho_{00,01}(\tau)$, are obtained using Eq. (26).

In the weak driving limit, $\xi \ll g$, we take the population in the ground state as $\rho_{00,00} = 1$. We also find that two diagonal matrix elements ($\rho_{01,10}$ and $\rho_{01,01}$) and two off-diagonal matrix elements ($\rho_{01,10}$ and $\rho_{01,01}$) are proportional to $\xi^2$. The other ones are proportional to $\xi$. Using perturbation theory, we only keep the terms to first order in $\xi$ for the reduced matrix elements in Eq. (26) and then we can obtain

$$\dot{\rho}_{00,01} = (i\Delta - \kappa) \rho_{00,01} + i\gamma \rho_{00,10} - i\xi,$$

(27)

$$\dot{\rho}_{00,10} = (i\Delta - \gamma) \rho_{00,10} + i\gamma \rho_{00,01} + i\xi \rho_{01,01} - i\xi \rho_{01,10}.$$ (28)

Applying the Laplace transformation to Eq. (27) and Eq. (28), the solutions of the matrix element $\rho_{00,01}(\tau)$ can be easily obtained as

$$\rho_{00,01}(\tau) = \eta_{12} e^{-\lambda_1 \tau} + \eta_{21} e^{-\lambda_2 \tau} + \varepsilon,$$

(29)

with parameters

$$\varepsilon = \frac{i\xi (i\Delta - \frac{\gamma}{2})}{\lambda_1 \lambda_2},$$

$$\eta_{mn} = \mu_{mn} \rho_{00,01}(0) + \chi_{mn} \rho_{00,10}(0) + i\xi \nu_{mn}.$$ (30)

Other parameters $\mu_{mn}$, $\chi_{mn}$, $\nu_{mn}$, $\lambda_1$, and $\lambda_2$ in Eq. (29) are

$$\mu_{mn} = \frac{\lambda_m + (i\Delta - \frac{\gamma}{2})}{(\lambda_m - \lambda_n)},$$

$$\chi_{mn} = \frac{\lambda_m + (i\Delta - \frac{\gamma}{2})}{\lambda_m (\lambda_m - \lambda_n)},$$

$$\nu_{mn} = \frac{g}{i (\lambda_m - \lambda_n)}.$$ (31)

and

$$\lambda_m = \Gamma + \frac{i}{2} \frac{(-1)^{m} \sqrt{(\delta - i (\kappa - \frac{\gamma}{2}))^2 + 4g^2 - (\Delta_a + \Delta)}}{\lambda_m - \lambda_n},$$

for $m (\neq n) = 1, 2$. Where we define the frequency detuning

$$\delta = \Delta_a - \Delta = \omega_a - \Omega,$$ (32)

and the parameter $\Gamma$ is given by

$$\Gamma = \frac{\kappa}{2} + \frac{\gamma}{4}.$$ (33)

The parameters $\lambda_m$ can be further expressed as, $\lambda_m = \Gamma_m + i\varphi_m$, with real part

$$\Gamma_m = \Gamma + \frac{1}{2} (-1)^{m} (a^2 + b^2)^{\frac{3}{4}} \sin \left[ \frac{1}{2} \arctan \left( \frac{b}{a} \right) \right],$$

and imaginary part

$$\varphi_m = \frac{1}{2} \left( (-1)^{m} (a^2 + b^2)^{\frac{3}{4}} \cos \left[ \frac{1}{2} \arctan \left( \frac{b}{a} \right) \right] - (\Delta_a + \Delta) \right).$$
Here, the parameters $a$ and $b$ are
\[ a = \delta^2 - \left( \kappa - \frac{\gamma}{2} \right)^2 + 4g^2, \]
\[ b = 2\delta \left( \kappa - \frac{\gamma}{2} \right). \]

**B. Correlation spectrum**

The correlation function, e.g., $\langle a^\dagger(0) a(\tau) \rangle$, is given by
\[ \langle a^\dagger(0) a(\tau) \rangle = \text{Tr} \{ a(0) A(\tau) \} \quad (33) \]
with
\[ A(\tau) = U(\tau) \rho(0) a^\dagger(0) U^\dagger(\tau). \quad (34) \]
Using the quantum regression theorem\(^{25}\), the correlation function in Eq. (33) can be written as
\[ \langle a^\dagger(0) a(\tau) \rangle = A_{01,00}(\tau), \quad (35) \]
with
\[ A_{01,00}(\tau) = H_{A,12}^* e^{-\lambda_{12} \tau} + H_{A,21}^* e^{-\lambda_{21} \tau} + \varepsilon^*. \quad (36) \]

Here, the initial operator $A(0)$ is assumed to be
\[ A(0) = \rho^{ss} a(0)^\dagger(0) \quad (37) \]
when we calculate the time-dependent matrix element $A_{01,00}(\tau)$ in Eq. (36). The “ss” in the superscript of the reduced density matrix $\rho$ denotes the “steady state”. The parameters $H_{A,12}$ and $H_{A,21}$ in Eq. (36) are expressed as
\[ H_{A,mm} = \mu_{mn}^* A_{01,00}(0) + \chi_{mn} A_{10,00}(0) - i\xi \rho_{mn}^* \quad (38) \]
with the subscript either $mn = 12$ or $mn = 21$. The parameters $A_{00,01}(0)$ and $A_{00,10}(0)$ denote the matrix elements of the operator $A(0)$ in the truncated basis defined in Eq. (25), e.g.,
\[ A_{00,01}(0) = \langle 00| A(0)|01 \rangle = \langle 00|\rho^{ss} a(0)^\dagger(0) |01 \rangle. \quad (39) \]
These matrix elements $A_{01,00}(0)$ and $A_{10,00}(0)$ can be straightforwardly obtained as
\[ A_{01,00}(0) = \rho_{01,01}^{ss}, \quad (40) \]
\[ A_{10,00}(0) = \rho_{10,01}^{ss}, \quad (41) \]
where $\rho_{01,01}^{ss}$ and $\rho_{10,01}^{ss}$ denote the “steady-state” matrix elements of the reduced density matrix $\rho$.

Using the same procedure, other correlation functions can also be obtained as
\[ \langle a(0) a^\dagger(\tau) \rangle = \text{Tr} \{ a^\dagger(0) B(\tau) \} = B_{00,01}(\tau), \quad (42) \]
\[ \langle a(0) a(\tau) \rangle = \text{Tr} \{ a(0) C(\tau) \} = C_{01,00}(\tau), \quad (43) \]
\[ \langle a^\dagger(0) a^\dagger(\tau) \rangle = \text{Tr} \{ a^\dagger(0) D(\tau) \} = D_{00,01}(\tau), \quad (44) \]
with
\[ B(\tau) = U(\tau) \rho(0) a(0) U^\dagger(\tau), \quad (45) \]
\[ C(\tau) = U(\tau) \rho(0) a(0) U^\dagger(\tau), \quad (46) \]
\[ D(\tau) = U(\tau) \rho(0) a(0) U^\dagger(\tau), \quad (47) \]
and
\[ B_{00,01}(\tau) = H_{B,12} e^{-\lambda_{12} \tau} + H_{B,21} e^{-\lambda_{21} \tau} + \varepsilon, \quad (48) \]
\[ C_{01,00}(\tau) = H_{C,12} e^{-\lambda_{12} \tau} + H_{C,21} e^{-\lambda_{21} \tau} + \varepsilon^*, \quad (49) \]
\[ D_{00,01}(\tau) = H_{D,12} e^{-\lambda_{12} \tau} + H_{D,21} e^{-\lambda_{21} \tau} + \varepsilon. \quad (50) \]

Here, the parameters $H_{B,mm}$, $H_{C,mm}$, and $H_{D,mm}$ are
\[ H_{C,mm} = \mu_{mm}^* C_{01,00}(0) + \chi_{mm} C_{10,00}(0) - i\xi \nu_{mm}, \quad (51) \]
using the quantum regression theorem with the matrix element $\rho_{00,00}$ of the reduced density matrix $\rho$.

By using Eq. (36) and Eqs. (42–44), the two-time correlation function in Eq. (22) for the induced electromotive force is given by
\[ \langle V(0)V(\tau) \rangle \propto A_{01,00}(\tau) + B_{00,01}(\tau) - C_{01,00}(\tau) - D_{00,01}(\tau). \quad (56) \]
Based on the above results, the two-time correlation function in Eq. (56) is further simplified to
\[ \langle V(0)V(\tau) \rangle \propto \mu_{12} e^{-\lambda_{12} \tau} + \mu_{21} e^{-\lambda_{21} \tau} + f_1 e^{-\lambda_1 \tau} + f_2 e^{-\lambda_2 \tau} \quad (57) \]
with
\[ f_1 = \mu_{12} \rho_{01,01}^{ss} + \chi_{12} \rho_{10,01}^{ss}, \]
\[ f_2 = \mu_{21} \rho_{01,01}^{ss} + \chi_{21} \rho_{10,01}^{ss}. \]

Then, replacing $\langle V(0)V(\tau) \rangle$ in Eq. (21) by Eq. (57), and integrating, the spectrum $S_V(\omega)$ in Eq. (21) can be expressed as
\[ S_V(\omega) \approx \frac{B^2 i \Omega}{2M} \text{Re} \left[ \int_0^\infty d\tau e^{i\omega \tau} \left( \mu_{12} e^{-\lambda_{12} \tau} + \mu_{21} e^{-\lambda_{21} \tau} \right) \right] = \frac{B^2 i \Omega}{2M} \Gamma_1 \text{Re}(\mu_{12}) - (\omega - \varphi_1) \text{Im}(\mu_{12}) \]
\[ + \frac{B^2 i \Omega}{2M} \Gamma_2 \text{Re}(\mu_{21}) - (\omega - \varphi_2) \text{Im}(\mu_{21}) \quad (58) \]
In Eq. (58), we have neglected the terms proportional to the amplitudes $f_1$ and $f_2$. This because the ratios, e.g., $(f_1/\mu_{12})$, are proportional to $\xi^2$, which is negligibly small in the weak driving limit. In this case, we need only consider the two leading terms, which are proportional to $\mu_{12}$ and $\mu_{21}$, as shown in Eq. (58).

As shown in Figs. 2, 3, 4, there are two dominant peaks in the $S_V(\omega)$ spectrum. The distance (splitting frequency $\Delta \omega$) between these two peaks is

$$\Delta \omega = (a^2 + b^2)^{\frac{1}{2}} \cos \left[ \frac{1}{2} \arctan \left( \frac{\omega}{a} \right) \right], \quad (59)$$

which is determined by the frequency detuning $\delta$ and the decay rates $\kappa$ and $\gamma$ for the NAMR and the charge qubit. Then, the information of the coherent coupling between the charge qubit and the NAMR can be obtained by Eq. (59).

![FIG. 2: The spectrum $S_V(\omega)$ versus $\omega$ for three different values of the total number of excitations $N$, e.g., $N = 1, 2, 3$. We take the values for other parameters as $\delta = 0.2$, $g = 0.2$, $\xi = 0.02$, $\kappa = 0.004$ and $\gamma = 0.004$. Here, all these parameters are in units of 1 GHz.](image)

![FIG. 3: The spectrum $S_V(\omega)$ versus $\omega$ for three different values of the driving strength $\xi$, e.g., $\xi = 0.02, 0.03, 0.04$. The coupling strength $\xi \equiv \xi_{\text{NAMR-current}}$ is defined in Eq. (19). The total excitation number $N$ is taken here as $N = 1$. Other parameters and units are the same as in Fig. 2.](image)

![FIG. 4: The spectrum $S_V(\omega)$ versus $\omega$ for three different values of the detuning $\delta$, e.g., $\delta = 0, 0.4, 0.8$. The detuning $\delta$ is defined in Eq. (31). The total excitation number $N$ is taken here as $N = 1$. Other parameters and units are the same as in Fig. 2.](image)

C. Numerical results

To test the validity of our analytical calculations obtained using both quantum regression theorem and perturbation theory, we now study the correlation spectrum $S_V(\omega)$ numerically.

In Fig. 2 the spectrum $S_V(\omega)$ versus frequency $\omega$ is plotted with parameters $\delta = 0.2$, $g = 0.2$, $\xi = 0.02$, $\kappa = 0.004$, and $\gamma = 0.004$, for different total excitation numbers $N$, e.g., $N = 1, 2, 3$. Here, we take 1 GHz as the unit for all these parameters.

Figure 2 shows that: (i) there are two prominent peaks, which means that the approximation in Eq. (58) is valid in the weak driving limit; (ii) the increase of the total number $N$ of the excitation does not obviously change the heights and the splitting frequency $\Delta \omega$ of the two leading peaks. Therefore, Fig. 2 verifies that the approximation with the truncated basis ($N = 1$) is valid in the limit of weak driving ($\xi \ll g$).

Now in the truncated basis ($N = 1$), let us demonstrate the effects of the frequency detuning $\delta$ [see Eq. (31)] and the driving strength $\xi$ [see Eq. (19)] on the splitting frequency $\Delta \omega$. In Fig. 3 the spectrum $S_V(\omega)$ versus frequency $\omega$ is plotted for different detunings $\delta$, and the same other parameters as in Fig. 2. Figure 3 shows that the detuning $\delta$ affects both the heights and the frequency splitting $\Delta \omega$ of the two peaks. A larger $\delta$ corresponds to a larger frequency splitting $\Delta \omega$. When $\delta$ is increased, the heights of the two peaks change asymmetrically, i.e., one peak becomes higher than another one when increasing the detuning $\delta$. (Similar results were found in Ref. 24). This means that our probing approach does not work well when the frequency detuning ($\delta = 0.8$) is much larger than the interaction strength ($g = 0.2$). In practice, we
should assume that the frequency detuning $\delta$ and the interaction strength $g$ is of the same order. Also, Fig. 3 shows that the detuning $\delta$ does not affect the number of peaks, which means that the approximation in Eq. (58) is valid in the weak driving limit.

Similarly, in Fig. 3, the spectrum $S_N(\omega)$ versus frequency $\omega$ is plotted for different driving strengths $\xi$ and the same other parameters as in Fig. 2 when the total excitation number $N = 1$. Figure 4 shows that a weak driving strength $\xi$ does not significantly affect the frequency splitting $\Delta \omega$ of the two peaks, and also it does not affect the number of peaks. Moreover, changing the driving strength $\xi$ does not affect the heights of both peaks.

IV. CONCLUSIONS

We have proposed an “intrinsic probing” approach to demonstrate the coherent coupling between a driven metallic NAMR and a charge qubit. This metallic NAMR can act as an intrinsic detector when a weak driving current passes through it. Using the quantum regression theorem and perturbation theory, we have calculated the correlation spectrum of the electromotive force.

In our proposal, no additional measurement instruments need to be integrated, in contrast to the proposal in$^{13}$ The NAMR acts as both the cavity and the detector. Therefore, it is easier to be fabricated. Our proposal can also be generalized to the case where many qubits are coupled to a NAMR. In this case, the information of many qubits can also be readout via the spectrum of the electromotive force. Recent experiments indicate that our proposal is experimentally realizable.
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