Testing General Relativity with the Black Hole Shadow Size and Asymmetry of Sagittarius A*: Limitations from Interstellar Scattering
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Abstract

The Event Horizon Telescope, a global 230 GHz very-long-baseline interferometry array, achieves angular resolution of ≈20 μas, sufficient to resolve the supermassive black hole Sagittarius A* (Sgr A*). This resolution may soon enable measurements of the black hole “shadow” size and asymmetry, predicted to be ≈50 and ≤3 μas, respectively. Measurements that depart from these values could indicate a violation of the “no-hair theorem.” However, refractive scattering by the turbulent ionized interstellar medium distorts the image of Sgr A*, affecting its apparent size and asymmetry. In this paper, we present a general analytic approach to quantify the expected image wander, distortion, and asymmetry from refractive scattering. If the turbulence in the scattering material of Sgr A* is close to Kolmogorov, we estimate the mean refractive image wander, distortion, and asymmetry to be 0.53, 0.72, and 0.52 μas at 230 GHz. However, alternative scattering models with flatter power spectra can yield larger values, up to 2.1, 6.3, and 5.0 μas, respectively. We demonstrate that these effects can be reduced by averaging images over multiple observations. For a small number of observations, the effects of scattering can be comparable to or greater than those from black hole spin, and they determine a fundamental limit for testing general relativity via images of Sgr A*.
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1. Introduction

In general relativity (GR), astrophysical black holes are described by the Kerr metric, parameterized entirely by their mass $M$ and spin $a$ (the so-called “no-hair theorem”) (Israel 1967, 1968; Carter 1971, 1973; Hawking 1972; Robinson 1975). The severe light bending near a black hole leads to enhanced emission at the photon ring, which encircles the black hole “shadow” (Dewitt & Dewitt 1973; Luminet 1979; Falcke et al. 2000). For a Kerr black hole, the azimuthally averaged half opening angle of the shadow is predicted to lie in the range $(5 \pm 0.2)\Theta_M$, where $\Theta_M \equiv GM/Dc^2$ and $D$ is its distance from Earth (e.g., Psaltis et al. 2015). The uncertainty of the half opening angle arises from the variation of the spin and inclination. In addition, the shadow of a Kerr black hole is nearly circular, with only modest asymmetry even at large spin (Johannsen & Psaltis 2010). Thus, measuring the size and asymmetry of a black hole shadow would provide a null hypothesis test of GR (Psaltis et al. 2015).

A prime candidate for such a test is the Galactic Center supermassive black hole, Sagittarius A* (Sgr A*), which has a mass $M \approx 4 \times 10^6M_\odot$ and lies at a distance $D = 8.1$ kpc (Schödel et al. 2003; Ghez et al. 2008; Reid et al. 2014; Boehe et al. 2016; Gillessen et al. 2017; Gravity Collaboration et al. 2018). Thus, for Sgr A*, one Schwarzschild radius subtends $2\Theta_M \approx 10 \mu$as, and GR predicts the asymmetry of Sgr A* to be less than $0.6\Theta_M$ or $3 \mu$as (e.g., Johannsen & Psaltis 2010; Chan et al. 2013). These scales are comparable to the angular resolution of very-long-baseline interferometry (VLBI) with the Event Horizon Telescope (EHT; Doeleman et al. 2009), which may soon generate images of Sgr A* (see, e.g., Chael et al. 2016; Fish et al. 2016; Johnson 2016; Lu et al. 2016; Bouman et al. 2017; Johnson et al. 2017; Chael et al. 2018).

However, Sgr A* images at radio wavelengths are strongly affected by scattering in the ionized interstellar medium (ISM). Scattering introduces image blurring, substructure, wander, and distortion (Blandford & Narayan 1985; Goodman & Narayan 1989; Narayan & Goodman 1989; Johnson & Gwinn 2015). Although scattering mitigation techniques have been proposed (Fish et al. 2014; Johnson 2016), no analytic framework has been developed to quantify how scattering will affect tests of GR or alternate theories of gravity using images of Sgr A*.

In this paper, we quantify the image wander and distortion due to interstellar scattering by extending a framework originally developed by Blandford & Narayan (1985). We begin in Section 2 by reviewing some of the basic principles of scattering and introduce important mathematical tools. Next, in Section 3, we present our framework to calculate image wander and distortion from scattering and compare our results with numerical simulations of scattering. In Section 4, we apply our analytic framework to estimate the mean image wander, distortion, and asymmetry from scattering at 230 and 345 GHz for two proposed scattering models of Sgr A*, and we discuss the implications for testing GR with the EHT. We summarize our results in Section 5. Additional technical details are given in the Appendix.

2. Background

In this section, we summarize the basic framework for interstellar scattering of radio waves and introduce the necessary mathematical tools to compute refractive image wander and distortion. A more detailed discussion of the background theory can be found in Blandford & Narayan (1985), Rickett (1990), Narayan (1992), and Thompson et al. (1986).
Figure 1. Setup of the thin screen model for quantifying image distortion. A phase screen, $\phi(r)$, is located at a distance, $D$, from the observer, and $R$ from the source. Two sources separated by a distance $\Delta r$ on the source plane can be projected onto a separation $\Delta s$ on the phase screen by multiplying $\Delta s$ by a geometric factor $D/(D + R)$; two observers separated by $\Delta s$ on the observer plane can also be projected onto the phase screen by multiplying $\Delta s$ by $R/(D + R)$. The two point sources separated by $\Delta r$ on the phase screen each have a different image centroid shift vector $\eta_{0,i,a} = \eta_{0,i,a} - \eta_{0,2,a}$. Assuming point 2 is located at the origin, $\Delta \eta_{0,a}$ is the image wander of point 1 relative to point 2, which we define to be the distortion of point 1 (both magnitude and direction).

2.1. Refraction in the Turbulent ISM

Refractive scattering by the turbulent ISM at radio wavelengths is caused by density inhomogeneities in the ionized ISM (Scheuer 1968). The local index of refraction of the ISM is given by $n \approx 1 - \frac{1}{2}(\nu_p/\nu)^2$, where $\nu$ is the wave frequency, $\nu_p = \sqrt{4\pi e^2/m_e}$ is the plasma frequency, and $n_e$ is the local electron density. A density fluctuation $\delta n_e$ over a path length $dz$ introduces a phase fluctuation $\delta \phi = -r_e \lambda \times dz \times \delta n_e$, where $r_e = e^2/(m_e c^2) \approx 2.8 \times 10^{-13}$ cm is the classical electron radius. In many cases, the density fluctuations can be well-described as a turbulent cascade with a power-law power spectrum (Rickett 1977). For theoretical convenience, the turbulence may be approximated to be confined in a thin screen, $\phi(r)$, located a distance, $D$, from the observer, and $R$ from the source. The corresponding magnification is defined to be $M = D/R$. Figure 1 shows the basic setup of the thin screen model. In this figure and throughout the paper, $s, r$, and $x$ denote transverse vectors on the source plane, phase screen, and the observer plane, respectively. As radio waves propagate through the turbulent ISM, transverse gradients in the screen phase cause the incident waves to change propagation direction. In the remainder of the paper, the screen is assumed to be “frozen,” meaning that the scattering evolution is deterministic and only depends on the relative transverse motions of the observer, screen, and the source with a characteristic velocity, $V_s$.

Three important length scales describe the scattering by a thin phase screen: the diffractive scale $r_{\text{diff}}$, the refractive scale $r_{\text{ref}}$, and the Fresnel scale $r_F$. The screen phase statistics are described via $r_{\text{diff}}$. It corresponds to the transverse length on the phase screen over which the rms phase difference is 1 rad. The diffractive scale is related to the ensemble-average scatter-broadening angle of a point source $\theta_{\text{cat}}$ by $r_{\text{diff}} = 2\sqrt{2\ln 2} \lambda/[\theta_{\text{cat}}(D/R + 1)]$, where $\lambda = \lambda/(2\pi)$. Diffractive effects are those that arise from modes on scales comparable to $r_{\text{diff}}$. The refractive scale $r_{\text{ref}}$ is the projected size of angular broadening on the scattering screen, $r_{\text{ref}} = \theta_{\text{cat}} D$. Refractive effects are those that are dominated by modes on scales comparable to $r_{\text{ref}}$. The Fresnel scale $r_F$ corresponds to the geometric mean of the diffractive and refractive scales, $r_F = \sqrt{r_{\text{ref}} r_{\text{diff}}}$. It is completely defined in terms of the geometrical parameters of the scattering by $r_F \equiv \sqrt{DR\lambda}/(D + R)$. Physically, $r_F$ is the transverse distance on the phase screen over which the geometrical path difference between two rays is roughly $\lambda$. This paper focuses on the strong scattering limit, defined by the regime where $r_F \gg r_{\text{diff}}$ (e.g., Blandford & Narayan 1985).

Narayan & Goodman (1989) and Goodman & Narayan (1989) showed that there are three distinct image averaging regimes in the strong scattering limit: “snapshot” image, “average” image, and “ensemble-average” image. The snapshot image corresponds to averaging over timescales less than $r_{\text{diff}}/V_s$. A snapshot image exhibits variability due to both refractive and diffractive effects and can be interpreted as an instantaneous snapshot. The average image averages over timescales less than $r_{\text{ref}}/V_s$, and only exhibits variability from refractive scattering, while diffractive effects cause a time-independent blurring. The ensemble-average image corresponds to averaging over infinite time. It is equivalent to convolving the original image by a blurring kernel $G(r)$. Throughout the paper, subscripts “ss,” “a,” and “ea” denote snapshot, average, and ensemble-average images, respectively. For a source larger than $r_{\text{diff}}/D$, diffractive effects are quenched. This condition is met at all radio wavelengths for Sgr A* (e.g., $r_{\text{diff}}/D \approx 0.008 \mu$ as for Sgr A* at 1.3 mm). Therefore, we focus on average and ensemble-average regimes in this paper.

2.2. Statistical Properties of the Phase Screen

The statistical properties of the phase screen $\phi(r)$ can be described in two complementary ways. The first approach is the structure function, which is defined to be the following:

$$D_\phi(r) \equiv \langle (\phi(r + r) - \phi(r))^2 \rangle \propto |r|^\beta,$$

(1)

Here and throughout the paper, $\langle ... \rangle$ denotes an ensemble average of realizations of the screen phase, which can be approximated in practice by a time average. The second approach to describe the statistical character of the phase screen is the power spectrum of the phase fluctuations, $\mathcal{Q}(q)$. Typically, the power spectrum can be characterized by a single power law between some inner scale $r_{\text{in}}$ and outer scale $r_{\text{out}}$.

$$\mathcal{Q}(q) \propto |q|^{-\beta},$$

where $q$ is a two-dimensional wave vector and $\beta$ is the power-law index. For example, for Kolmogorov turbulence, $\beta = 11/3$ (Goldreich & Sridhar 1995). Defining the two-point correlation, $C(r) \equiv \langle \phi(r') \phi(r) \rangle$, the power spectrum is the Fourier transform of $C(r)$,

$$\mathcal{Q}(q) = \frac{1}{\lambda^2} \int d^2r C(r) e^{-iqr}.$$

(3)

Because $\phi(r) \propto \lambda$ (Equation (1)), $\mathcal{Q}(q)$ is a dimensionless quantity that is independent of wavelength. Also noting that $D_q = 2[C(0) - C(r)]$, Equation (3) can be expressed as the following:

$$\mathcal{Q}(q) \equiv -\frac{1}{2\lambda^2} D_q(q),$$

(4)
where the tilde denotes a two-dimensional Fourier transform, adopting the following convention throughout the paper:

$$\tilde{f}(q) = \int d^2r \, f(r) e^{-iqr}. \quad (5)$$

In the ensemble-average scattering limit, the scattering simply acts to convolve the unscattered image with a blurring kernel $G(r)$:

$$I_{\text{sc}}(r) = I_{\text{src}}(r) * G(r), \quad (6)$$

where * denotes a spatial convolution. The blurring kernel is most naturally represented in the Fourier domain, in which the visibility at an interferometric baseline $b$ is defined to be the Fourier transform of the intensity. In terms of the structure function of the phase screen $D_{\phi}$, the blurring kernel at a baseline, $b$ is (see Coles et al. 1987)

$$G(b) = e^{-\frac{1}{2}D_{\phi}(|b|/(1+M))}. \quad (7)$$

For spatial displacements shorter than $r_m$, the scale on which turbulence is dissipated, the phase fluctuations $\phi(r)$ vary smoothly. Therefore, in this limit, $\phi(r + r) \approx \phi(r') + r \cdot \nabla \phi(r')$, and $D_{\phi} \propto \lambda^2|p|^2$ (Tatarskii 1971). This shows that the ensemble-average broadening acts like a Gaussian blurring kernel with FWHM $\theta_{\text{catt}} \propto \lambda^2 |p|^2$ for baselines $|b| \leq (1 + M)r_m$. For displacements greater than $r_m$, the phase structure function varies as a power law in $r$ over the inertial range of the turbulence, until saturating at $r_{\text{out}}$. For $|r| \leq r_{\text{in}}$, $r_{\text{out}}$, or equivalently, $|b| \in [(1 + M)r_m, (1 + M)r_{\text{out}}]$, the structure function scales with $r$ as $D_{\phi}(r) \propto \lambda^2 |p|^2 r^\alpha$, where $\alpha = \beta - 2$. In this range, the scattering kernel becomes non-Gaussian and the angular broadening angle scales as $\theta_{\text{catt}} \propto \lambda^2 r^\beta/(\lambda^2 r^\beta + \beta - 2)$. The outer scale $r_{\text{out}}$ is physically associated with the scale on which the turbulence is injected and is usually much larger than any of the other scales. Interstellar scattering is often observed to be anisotropic, and we denote the major and minor axes sizes of the scattering broadening kernel as $\theta_{\text{maj}}$ and $\theta_{\text{min}}$, respectively.

Refractive effects on images can be approximated through the gradient of the phase screen $\nabla \phi(r)$. For a given realization of the phase screen $\phi(r)$, the average image is given as follows (see Equations (9) and (10) in Johnson & Narayan 2016):

$$I_s(r) \approx I_{\text{sc}}(r + r E \cdot \nabla \phi(r)) = I_{\text{src}}(r) * G(r) + \frac{r^2}{f} [\nabla \phi(r) \cdot \nabla (I_{\text{src}}(r) * G(r))]. \quad (8)$$

Here we have used Equation (6) to write the ensemble-average image as the spatial convolution of the intrinsic source $I_{\text{src}}(r)$ with the diffraction blurring kernel $G(r)$. The second term describes the image distortion due to refraction. The relations above allow us to derive a mathematical tool to express the mean and correlation of normalized fluctuations, which we will employ in the remainder of the paper.

### 2.3. Covariance between Two Scintillating Quantities

Consider the fluctuation caused from scattering $\delta A(\lambda)$ of an observable quantity, such as total flux density or image centroid. Suppose that $\delta A(\lambda)$ can be written in the following general form:

$$\delta A(\lambda) = \int d^2r \, \phi(r, \lambda) f(r, \lambda), \quad (9)$$

where $\phi(r, \lambda)$ is the screen phase at position $r$, and $f(r, \lambda)$ is a complex function associated with the fluctuation $\delta A(\lambda)$. The covariance between two fluctuating quantities $\delta A_1(\lambda_1)$ and $\delta A_2(\lambda_2)$ can then be obtained as follows:

$$\langle \delta A_1(\lambda_1) \delta A_2(\lambda_2) \rangle = \left\{ \int d^2r_1 \int d^2r_2 \phi(r_1, \lambda_1) \phi(r_2, \lambda_2) f_1(r_1, \lambda_1)f_2(r_2, \lambda_2) \right\}$$

$$\frac{\lambda_1^2 \lambda_2^2}{(2\pi)^2} \int d^2q Q(q) \tilde{f}_1(-q, \lambda_1) \tilde{f}_2(q, \lambda_2), \quad (10)$$

where the second equality follows from Equation (3), which is equivalent to

$$\langle \phi(r_1) \phi(r_2) \rangle = \frac{\lambda^2}{(2\pi)^2} \int d^2q \, Q(q) e^{iq(\lambda_1 r_1 - \lambda_2 r_2)}. \quad (11)$$

More generally, if the phase screen is moving at some velocity, and $\delta A_1$ and $\delta A_2$ are observed at different times, or if the sources or the observers of $\delta A_1$ and $\delta A_2$ are separated by some distance, the covariance between them is

$$\langle \delta A_1(r, \lambda_1) \delta A_2(r + \Delta r, \lambda_2) \rangle = \left\{ \int d^2r_1 \int d^2r_2 \phi(r_1, \lambda_1) \phi(r_2 + \Delta r, \lambda_2) \right\}$$

$$\frac{\lambda_1^2 \lambda_2^2}{(2\pi)^2} \int d^2q \, Q(q) \tilde{f}_1(-q, \lambda_1) \tilde{f}_2(q, \lambda_2) e^{-i\Delta qr}, \quad (12)$$

where $\Delta r$ is the projected separation between $\delta A_1$ and $\delta A_2$ on the phase screen. If the phase screen moves at a velocity $V_\ell$, and $\delta A_1$ and $\delta A_2$ are observed at a time $t$ after $\delta A_1$, $\Delta r = V_\ell t$. If the sources are separated by $\Delta s$ on the source plane, a separation $\Delta s$ on the source plane can be projected onto the phase screen by

$$\Delta r = D \Delta s/(D + R).$$

Similarly, a separation $\Delta x$ on the observer’s plane is projected onto the phase screen by

$$\Delta x = R \Delta s/(D + R).$$

We refer to this as the projection of $\Delta s$ on the source plane onto the phase screen. The FWHM major and minor axes of the projection, $\theta_{\text{maj}}$ and $\theta_{\text{min}}$, have the same values in angular units. In this paper, we mainly consider the case in which the two sources are located at different positions.

### 2.4. Scattering Parameters of Sgr A*

In this section, we discuss the scattering properties of Sgr A* as determined by Johnson et al. (2018). The location of the phase screen has been measured through the temporal broadening of the Galactic Center magnetar 2011A from Sgr A* (Bower et al. 2015): $D = 2.7$ kpc and $R = 5.4$ kpc. The blurring kernel $G(r)$ is anisotropic. To compute its FWHM major and minor axes, we identify the dimensionless baseline length such that

$$\theta_{\text{FWHM}} = \frac{2 \ln 2}{\pi \tan \beta}$$

to find FWHM major and minor axes. At a position angle 90°, the FWHM major and minor axes of the scattering kernel are $\theta_{\text{maj}} \approx 23$ mas and $\theta_{\text{min}} \approx 12$ mas at 230 GHz, and they are $\theta_{\text{maj}} \approx 10$ mas and $\theta_{\text{min}} \approx 5$ mas at 345 GHz.

We consider two different scattering models in our calculations. The primary model (Johnson et al. 2018) has $r_m = 800$ km and $\alpha = 1.38$, the latter being slightly shallower than a Kolmogorov spectrum ($\alpha = 5/3$). We refer to this as the J18 model. A second scattering model is inspired by Goldreich & Sridhar (2006), who model the ISM scattering as a collection.
of folded current sheets (Schekochihin et al. 2004). This model reproduces the $\lambda^2$ scaling of angular size at centimeter wavelengths as well as Gaussian scatter broadening for Sgr A*, and corresponds to $\alpha = 0$. To be consistent with refractive visibility measurements in Sgr A* at 1.3 cm and 3.5 cm, this model requires the inner scale to be $r_{\text{in}} \approx 2 \times 10^6$ km (see Figure 14 in Johnson et al. 2018). We call this the GS06 model. In both models, we assume $r_{\text{out}}$ is sufficiently large that it is irrelevant for our calculations. We take the intrinsic source size of Sgr A* to be $\theta_{\text{in}} \approx 400 \lambda_\text{cm} \mu\text{as}$.

2.5. Numerical Simulations: Stochastic Optics

The simulations in this work are performed with the stochastic-optics module from the eht-imaging Python package (Chael et al. 2016; Johnson 2016). Here, we briefly summarize some general considerations of the stochastic-optics model and describe how it is implemented. A more detailed description can be found in Johnson (2016).

In this model, the scattered image $I_{\text{sc}}(r)$, the blurring kernel $G(r)$, and the time-averaged power spectrum $Q(q)$ are given, while the refractive phase screen is treated as stochastic. The code generates random realizations of $\phi(r)$ and their corresponding scattered average image $I_0(r)$. The phase screen $\phi(r)$ is represented in the frequency domain, $\hat{\phi}(q) = \int d^2r \phi(r)e^{-iqr}$, and the Fourier components $\hat{\phi}(q)$ are uncorrelated, complex Gaussian random variables with the mean square amplitude $\bar{Q}(q)$ and a random phase. The scattering phase screen $\phi$ is discretized using an $N \times N$ grid of Fourier coefficients $\phi_{l,m}$:

$$\phi_{l,m} = \frac{1}{F^2} \sum_{l',m'} \hat{\phi}_{l',m'} e^{2\pi i (l'x + ml')/N}$$

$$= \lambda \frac{N-1}{F} \sum_{s,t=0}^{N-1} \sqrt{Q(s,t)} \times \epsilon_{s,t} e^{2\pi i (l'x + ml')/N},$$

(13)

where $F$ is the field of view expressed as a transverse length on the phase screen, and $F/N$ is the image resolution. $\epsilon_{s,t}$ is a set of Gaussian complex variables defined to be $\epsilon_{s,t} \equiv \sqrt{Q(s,t)}$. We set the mean of $\epsilon_{s,t}$ to be zero ($\epsilon_{0,0} = 0$), which is an arbitrary choice because the average phase does not affect the image. Note that $\epsilon_{s,t}$ is wavelength and model independent. To ensure $\phi_{l,m} \in \mathbb{R}$, we require that $\epsilon_{s,t} = \epsilon^*_{-s,-t}$. Therefore, the phase screen is represented by $N_0 \equiv (N^2 - 1)/2$ independent parameters.

Figures 2 and 3 show two examples of scattered images with the J18 model. Figure 2 shows unscattered and scattered images of a ring of size 52 $\mu$as, which is the expected ring diameter of Sgr A*. Figure 3 shows two frames from two-temperature general relativistic radiative magnetohydrodynamic simulations of Sgr A* (Chael et al. 2018) performed with the code KORAL (Suchowski et al. 2013, 2014, 2017) as well as the corresponding scattered images. Ensemble-average images exhibit blurring effects, and refractive substructure is visible in all presented scattered images.

3. Image Wander and Distortion

3.1. Refractive Fluctuations of the Image Centroid

In this section, we quantify the image centroid shift due to refractive noise (image wander) using the mathematical tools derived in Section 2.2. The image centroid $n_{0,a}$ of an average image is defined as

$$r_{0,a} \equiv Dn_{0,a} \equiv \frac{\int d^2r \ L_0(r)}{\int d^2r \ L(r)},$$

(14)

where $L_0(r)$ is the intensity as a function of projected location $r$ on the scattering screen, and $n_{0,a}$ is its centroid in angular units. With the assumption that the ensemble-average image is centered at the origin, $n_{0,0} = 0$, $n_{0,a}$ is the spatial image wander and $n_{0,a}$ is the angular image wander. The image wander can also be expressed in terms of visibility $V_\alpha(b)$, the Fourier transform of $L_0(r)$ at a baseline $b$ (Thompson et al. 1986),

$$V_\alpha(b) = \int d^2r \ L_0(r) e^{-ibr/(\lambda D)}.$$  

(15)

The total flux density is $\int d^2r \ L(r) = V_0(0)$. Taking the gradient of the visibility at zero baseline, $\nabla V_\alpha(b)|_{b=0} = -i/\lambda D \int d^2r \ r L(r)$ and denoting $\nabla V_\alpha(b)|_{b=0} \equiv \nabla_0 V_\alpha(b)$, the angular image centroid $n_{0,a}$ can be rewritten in terms of the gradient of the
visibility at zero baseline,
\[ \eta_{0,a}(\lambda) = \frac{i\lambda}{V_a(0)} \nabla_{b=0} V_a(b) \] (16)

To calculate refractive fluctuations in the image centroid, we need to separate refractive fluctuations from the ensemble-average image. The visibility of the average image \( V_a(b) \) is the sum of the ensemble-average visibility \( V_{ea}(b) \) and the refractive fluctuation \( \Delta V_a(b) \), i.e.,
\[ V_a(b) = V_{ea}(b) + \Delta V_a(b) \] (17)

Assuming the refractive fluctuation term \( \Delta V_a(b) \) is much smaller than \( V_a(b) \) in the vicinity of \( b = 0 \), we can Taylor expand \( \eta_{0,a}(\lambda) \) to linear order in \( \Delta V_a(0)/V_{ea}(0) \),
\[ \eta_{0,a}(\lambda) \approx \frac{i\lambda}{V_{ea}(0)} \left[ 1 - \frac{\Delta V_a(0)}{V_{ea}(0)} \right] \nabla_{b=0} [V_{ea}(b) + \Delta V_a(b)] \]
\[ = \frac{i\lambda}{V_{ea}(0)} \nabla_{b=0} \Delta V_a(b) \] (18)

where we have taken the ensemble-average image to be centered on the origin, i.e., \( \nabla_{b=0} V_{ea}(b) = 0 \).

Equation (18) is a general expression for the refractive fluctuation of the image centroid in terms of the refractive fluctuation of the visibility of the average image, \( \Delta V_a(b) \). We can proceed by writing down an explicit form for \( \Delta V_a(b) \) in terms of \( \phi(r) \). Using Equation (8), the visibility of the average image on a baseline \( b \) can be rewritten as follows (see Equation (11) from Johnson & Narayan 2016):

\[ V_a(b) \approx V_{ea}(b) + \int d^2r \ r^2 \nabla \phi(r) \cdot \nabla I_{ea}(r) e^{-r b/(D\lambda)} \]
\[ = V_{ea}(b) + r^2 \int d^2r \ e^{-r b/(D\lambda)} \]
\[ \times \left[ \frac{i}{D\lambda} b \cdot \nabla I_{ea}(r) - \nabla^2 I_{ea}(r) \right] \phi(r), \] (19)

where the last equality is obtained by integration by parts. The refractive fluctuation \( \Delta V_a(b) \) can be extracted from the equation above (see Equation (12) from Johnson & Narayan 2016):

\[ \Delta V_a(b) = \int d^2r f_V(r; b, \lambda) \phi(r, \lambda), \] (20)

where
\[ f_V(r; b, \lambda) = \frac{r^2}{D\lambda} e^{-r b/(D\lambda)} \]
\[ \times \left[ \frac{i}{D\lambda} b \cdot \nabla I_{ea}(r) - \nabla^2 I_{ea}(r) \right] \] (21)

is the function that maps to the visibility fluctuation. It is an example of \( f(r, \lambda) \) in Equation (9) that characterizes the fluctuation. Plugging Equation (20) into Equation (18), we
obtain the refractive image wander in angular units

\[ \eta_{0,a}(\lambda) = \frac{i \lambda}{V_{\text{ea}}(0)} \int d^2r \left[ \nabla_b = 0 \right] \phi(r, \lambda) \]

\[ \equiv \int d^2r f_{\text{rw}}(r, \lambda) \phi(r), \] (22)

where

\[ f_{\text{rw}}(r, \lambda) = \frac{i \lambda}{V_{\text{ea}}(0)} \nabla_b = 0 \left\{ e^{-b/r(\lambda)} \right\} \]

\[ \times \left[ i \frac{1}{\lambda} b \cdot \nabla e_a(r) - \nabla^2 e_a(r) \right] \] (23)

is the function that maps to refractive fluctuations in the image centroid. It can be determined given the source ensemble-average image \( I_{\text{ea}}(r) \), which is obtained by convolving the source image \( I_{\text{src}}(r) \) with \( G(\lambda) \) (Equation (6)). Note that \( f_{\text{rw}}(r, \lambda) \) is a vector quantity; because both \( \eta_{0,a}(\lambda) \) and \( \phi(r) \) are in \( \mathbb{R} \), \( f_{\text{rw}}(r, \lambda) \in \mathbb{R}^2 \).

### 3.2. rms Fluctuations and Covariance of Image Wander

The rms fluctuation of refractive image wander can be obtained from Equations (10) and (22):

\[ \sqrt{\langle \eta_{0,a}(\lambda)^2 \rangle} = \sqrt{\langle \eta_{0,a}(\lambda) \cdot \eta_{0,a}(\lambda) \rangle} \]

\[ = \frac{\lambda}{2 \pi} \sqrt{\int d^2q Q(q) |\tilde{f}_{\text{rw}}(q, \lambda)|^2}, \] (24)

where

\[ \tilde{f}_{\text{rw}}(q, \lambda) = \int d^2r f_{\text{rw}}(r, \lambda) e^{-iqr} \] (25)

is the Fourier transform of \( f_{\text{rw}}(r, \lambda) \) given in Equation (23). Because \( f_{\text{rw}}(r, \lambda) \in \mathbb{R}^2 \), \( \tilde{f}_{\text{rw}}(q, \lambda) = \tilde{f}_{\text{rw}}^*(q) \).

Equation (24) provides a closed-form expression to calculate the root-mean-squared refractive image wander given the power spectrum \( Q(q) \), the scattering kernel \( G(\lambda) \), and the unscattered image \( I_{\text{src}}(r) \). As a demonstration, we calculate analytically the image wander for an isotropic Gaussian source and an isotropic Kolmogorov spectrum \( (\alpha = 5/3) \) in the Appendix. In this case, the image wander scales as

\[ \left( \frac{\theta_{\text{es}}}{\lambda} \right)^{2-\alpha} \left( \frac{\theta_{\text{rms}}}{\theta_{\text{es}}} \right)^{1-\alpha/2} \left( \frac{\lambda}{\theta_{\text{rms}}} \right) \],

where \( \theta_{\text{es}} \) is the FWHM of the ensemble-average image, also defined in the Appendix. The magnitude of image wander increases as a function of \( \lambda \), whereas most refractive effects decrease as a function of \( \lambda \). In reality, the scattering of Sgr A* is anisotropic and \( Q(q) \) is more complicated than a single unbroken power law. Therefore, we perform numerical integration to calculate image wander in the rest of the paper, which we will refer to as the semi-analytic model.

More generally, using Equation (12), we can calculate the covariance between the image wander of two points separated by \( \Delta r \) on the phase screen with observing wavelengths \( \lambda_1 \) and \( \lambda_2 \), respectively. We will denote angular image wander for observations at a wavelength \( \lambda \) and a position \( r \) on the phase screen as \( \eta_{0,a}(r, \lambda) \). Then, by Equation (12),

\[ \langle \eta_{0,a}(r, \lambda) \cdot \eta_{0,a}(r + \Delta r, \lambda) \rangle = \left( \int d^2r_1 d^2r_2 \phi(r_1, \lambda) \times \phi(r_2 + \Delta r, \lambda) f_{\text{rw}}(r_1, \lambda) \cdot f_{\text{rw}}(r_2, \lambda) \right) \]

\[ = \frac{\lambda_1 \lambda_2}{(2\pi)^2} \int d^2q Q(q) |\tilde{f}_{\text{rw}}^*(q, \lambda_1) \cdot \tilde{f}_{\text{rw}}(q, \lambda_2)| e^{-iq \cdot \Delta r}. \] (26)

### 3.3. Image Distortion

We define relative image wander between two points separated by \( \Delta r \) as follows (also see the definition of \( \Delta \eta_{0,a} \) in Figure 1):

\[ \Delta \eta_{0,a}(\Delta r; \lambda_1, \lambda_2) \equiv \eta_{0,a}(r + \Delta r, \lambda_1) - \eta_{0,a}(r, \lambda_2). \] (27)

Using this definition, the structure function of the relative wander is,

\[ \langle |\Delta \eta_{0,a}(\Delta r; \lambda_1, \lambda_2)|^2 \rangle \]

\[ = \langle |\eta_{0,a}(r + \Delta r, \lambda_1) - \eta_{0,a}(r, \lambda_2)|^2 \rangle \]

\[ = \left( \frac{\lambda_1}{2\pi} \right)^2 \int d^2q Q(q) |\tilde{f}_{\text{rw}}^*(q, \lambda_1)|^2 + \left( \frac{\lambda_2}{2\pi} \right)^2 \int d^2q Q(q) |\tilde{f}_{\text{rw}}(q, \lambda_2)|^2 - \frac{\lambda_1 \lambda_2}{(2\pi)^2} \int d^2q Q(q) |\tilde{f}_{\text{rw}}^*(q, \lambda_1) \cdot \tilde{f}_{\text{rw}}(q, \lambda_2)| e^{-iq \cdot \Delta r}. \] (28)

For the purpose of quantifying image distortion, we consider the case where \( \lambda_1 = \lambda_2 = \lambda \). The rms relative position wander from refractive scattering is

\[ \sqrt{\langle |\Delta \eta_{0,a}(\Delta r; \lambda_1, \lambda_2)|^2 \rangle} \]

\[ = \frac{\lambda}{\sqrt{2\pi}} \sqrt{\int d^2q Q(q) |\tilde{f}_{\text{rw}}(q, \lambda)|^2 (1 - e^{-iq \cdot \Delta r})}. \] (29)

This expression quantifies the relative image wander between two points separated by \( \Delta r \) on the phase screen. Since we can project \( \Delta r \) onto the source plane (Figure 1), this is equivalent to calculating the relative image wander between two separated sources. We can then quantify image distortion from scattering by computing wander of any point on the image relative to the wander of the image centroid. Take a uniform ring as an example. Calculating the relative image wander \( \Delta \eta_{0,a}(\Delta r, \lambda) \) between a position on the ring and the origin (i.e., the image centroid of the unscattered ring) gives the distortion of this position due to refractive effects. Tracing the relative image wander at all positions gives the shape of the distorted ring for one realization, and taking the rms of relative image wander over realizations gives the expected distortion. Large scattering modes (with wavelengths larger than the transverse image size) can cause large image wander without introducing image distortion. Likewise, relative image wander and image distortion are independent of the assumed image centroid, which is not measured with standard VLBI.
We can also calculate the magnitude of the distortion along an arbitrary direction $\hat{e}_i$ by making a projection:

$$
\sqrt{\langle |\Delta \eta_{0, a} (\Delta r, \lambda) \cdot \hat{e}_i|^2 \rangle} = \frac{\lambda}{\sqrt{2\pi}} \sqrt{\int d^2q \, Q(q) |\hat{f}_w(q, \lambda) \cdot \hat{e}_i|^2 (1 - e^{-q \cdot \Delta r})}.
$$

Note that $\sqrt{\langle |\Delta \eta_{0, a} (\Delta r, \lambda) \cdot \hat{e}_i|^2 \rangle}$ is independent of $\hat{e}_i$ and is generally anisotropic even for an isotropic power spectrum.

4. Image Distortion and Asymmetry of Sgr A*

In this section, we present results from applying the technique in Section 3 to quantify the image distortion and asymmetry of Sgr A*. We first present a calculation of the relative image wander between two Gaussian sources and show that the results agree well with numerical simulations. We then demonstrate how to use the same framework to compute the image distortion and the degree of asymmetry of Sgr A*, approximated as a uniform ring, for EHT observations. Unless otherwise specified, all the scattering parameters are from the J18 model at 1.3 mm. The power spectrum of phase fluctuations in the scattering screen is the “dipole model” defined using the framework of Psaltis et al. (2018); the exact form of $Q(q)$ can be found in Appendix B of Johnson et al. (2018).

4.1. Relative Image Wander between Gaussian Sources

We first calculate the magnitude of relative image wander projected along different directions between two Gaussian sources with angular size $\theta_{sec} = 52 \mu\text{as}$ at 1.3 mm, the observing wavelength of the EHT. For clarity, we denote the magnitude of relative image wander, its projection along the major and minor axes of the scattering kernel as $\Delta \eta_{0, a}$, $\Delta \eta_{maj}$ and $\Delta \eta_{min}$, respectively, and they are color-coded to be blue, red, and yellow in the figure. Note that $\Delta \eta = \sqrt{\Delta \eta_{maj}^2 + \Delta \eta_{min}^2}$. The different line styles (solid and dashed) represent displacements along $\theta_{maj}$ and $\theta_{min}$, respectively. Points with errorbars are obtained with numerical simulations by averaging over 500 realizations. The simulation shows excellent agreement with the analytic calculation.

All curves in Figure 4(a) exhibit a threshold displacement $\Delta r_{thres}$. Below the threshold, $\Delta \eta$ is linear in $|\Delta r|$; above the threshold, $\Delta \eta_{0, a}$ saturates and reaches an asymptotic limit. These two distinct behaviors can be understood by considering two limits of $\Delta r$. In the small $\Delta r$ limit, we can expand the exponential in Equation (30) to second order in $\Delta r$:

$$
\sqrt{\langle |\Delta \eta_{0, a} (\Delta r, \lambda) \cdot \hat{e}_i|^2 \rangle} = \frac{\lambda}{\sqrt{2\pi}} \left[ \int d^2q \, Q(q) |\hat{f}_w(q, \lambda) \cdot \hat{e}_i|^2 \left( \frac{1}{2} q \cdot \Delta r + \frac{1}{2} (q \cdot \Delta r)^2 \right) \right].
$$

Since $\sqrt{\langle |\Delta \eta_{0, a} (\Delta r, \lambda) \cdot \hat{e}_i|^2 \rangle}$ is purely real, the first order expansion in $\Delta r$ must vanish, and the relative shift becomes

$$
\sqrt{\langle |\Delta \eta_{0, a} (\Delta r, \lambda) \cdot \hat{e}_i|^2 \rangle} = \frac{\lambda}{2\pi} \left[ \int d^2q \, Q(q) |\hat{f}_w(q, \lambda) \cdot \hat{e}_i|^2 (q \cdot \Delta r)^2 \right] \propto |\Delta r|,
$$

which is linear in $|\Delta r|$. The black dotted line in Figure 4 represents the small $\Delta r$ expansion of $\Delta \eta$ to second order, which agrees with the exact result up to the threshold displacement $\Delta r_{thres}$. In the opposite limit, the two sources are widely separated, and the image wander of each is...
and for various source sizes. This is because \( q_q = \text{max} \) is expected to be stronger than along \( r \). Therefore, the relative image wander approaches an asymptotic limit that is independent of the displacement direction.

Figure 4(b) shows the distribution of \( \Delta \eta_{\text{maj}} \) and \( \Delta \eta_{\text{min}} \) at \( |\Delta r| = 256 \text{ \( \mu\)as} \) and when \( \Delta r \) is along the major axis of the scattering kernel \( \eta_{\text{maj}} \). Both distributions are Gaussian as expected because the refractive position wander is a weighted sum of correlated Gaussian random variables \( \phi (r) \) (see Equation (22)) (Johnson & Narayan 2016).

Figure 5 compares \( \Delta r \) for various source sizes \( \theta_{\text{src}} \). At small source sizes, the \( \Delta r \)'s almost overlap with each other, and the \( \Delta \eta_{\text{fines}} \) is the major axis of the scattering broadening angle \( \theta_{\text{maj}} \). Once the source size is larger than \( \theta_{\text{maj}} \), the \( \Delta \eta_{\text{fines}} \) is given by \( \theta_{\text{src}} \). In a more compact notation, \( \Delta \eta_{\text{fines}} = \text{max} [\theta_{\text{maj}}, \theta_{\text{src}}] \).

We also examine the projection of relative image wander along arbitrary directions. Figure 6 shows a visual representation of the relative image wander at various displacement angles between two Gaussian sources, with \( \theta_{\text{src}} = 2 \text{ \( \mu\)as} \). Each ellipse represents the relative centroid shift at that position. The orientations of the ellipses are aligned with the direction of the maximum shift. Since the scattering is the strongest along the major axis, the relative wander \( \Delta \eta_{\text{fines}} \) is expected to be stronger when the second source is displaced along \( \theta_{\text{maj}} \) than along \( \theta_{\text{min}} \). The relative wander is strong also when its projection is along the displacement direction. The combination of these two factors explains why the major axes of the ellipses are aligned between \( \theta_{\text{maj}} \) and the displacement direction for displacement angle between 0 and \( \pi/2 \) in Figure 6.

### 4.2. Refractive Distortion of the Black Hole Shadow of Sgr A*

Our formalism to calculate relative image wander from scattering can be used to quantify image distortions from scattering. Such distortions contribute systematic uncertainty to measurements of the image shape, and this uncertainty is independent of practical limitations in image reconstructions (e.g., from finite observing sensitivity or limited baseline coverage). Because we are primarily concerned with estimating refractive distortion of the black hole shadow, we proceed by representing the image of Sgr A* as a uniform ring with radius 26 \( \mu\)as and a thickness 2 \( \mu\)as. We can then evaluate the image distortion at each position on the ring by calculating the relative centroid shift between two Gaussian sources with size equal to the ring thickness, one located at the center of the ring and the other located at the given position on the ring. For any particular scattering realization, the distortion for nearby points on the ring will then be highly correlated. Note that the choice of the ring thickness (i.e., the size of the Gaussian sources) does not significantly modify the shape of the distorted ring unless it exceeds \( \theta_{\text{maj}} \). This is because \( \Delta \eta \) is almost independent of \( \theta_{\text{src}} \) when \( \theta_{\text{src}} < \theta_{\text{scatt}} \) (see Figure 5, the two curves corresponding to \( \theta_{\text{src}} = 2.6 \text{ \( \mu\)as} \) and \( \theta_{\text{src}} = 5.2 \text{ \( \mu\)as} \) overlap).

Figure 7 demonstrates visually the shape of the distorted ring using this method and compares the image distortion for two different scattering models. In both panels, the black ring shows the shape of the unscattered ring but is located at the image centroid of the scattered image. The dotted blue curves are obtained by tracing the relative image wander of 60 Gaussian sources located on the black circle. Figures 7(a) and (b) show scattered images of a uniform ring using the J18 and GS06 models, respectively. In panel (a), the distorted circle almost overlaps with the unscattered ring, whereas the ring is significantly distorted in panel (b). In addition, the features of the scattered image in panel (b) are smoother compared to those
in panel (a) because the GS06 model has a very large inner scale (corresponding to an angular size of 5 μas), which filters out high frequency components. As an example to demonstrate how the distorted ring with the GS06 model is obtained, Figure 8 shows a scattered Gaussian with size 2 μas at one position on the ring. The flux in the scattered image is dispersed, which explains why the distorted ring in Figure 7(b) does not exactly match with the scattered image visually.

An application of the framework we present is to provide an uncertainty for testing strong-field GR through the measurement

---

**Figure 7.** Examples showing scattered images of a ring with two sets of scattering parameters. Panel (a) adopts the J18 model with $\alpha = 1.38$ and $r_m = 800$ km; panel (b) generalizes the scattering parameters from the GS06 model with $r_m = 2 \times 10^7$ km, $\alpha = 0$. We take $\alpha = 0.001$ in the simulation to avoid numerical errors. The black ring has the same diameter as that of the unscattered image but is centered at the scattered image centroid (which is not the center of the image). Each blue dot is the shifted image centroid of a scattered Gaussian point source with $\theta_{\text{src}} = 2$ μas located at the corresponding black dot connected by a solid blue line. Tracing a total of 60 blue dots gives the distorted shape (only 20 points are shown). In panel (a), the blue and the black curves almost overlap, whereas in panel (b), there is a significant shift between the two curves.

**Figure 8.** Example showing how the ring distortion is obtained. Panel (a) shows a Gaussian source with $\theta_{\text{src}} = 2$ μas located on the ring at location $(−21.7, −14.4)$ μas with respect to the ring center. Panel (b) shows the corresponding scattered image using the GS06 model at 1.3 mm. The white circle is a reference showing a uniform ring with $\theta_{\text{src}} = 52$ μas. The black cross shows the image centroid of the unscattered image, and the blue cross shows the image centroid of the scattered Gaussian.
of black hole shadow size. Since the magnitude of distortion decreases monotonically as a function of the source size (see Figure 5), calculating the relative image wander between two point sources (with $\theta_{rc} = 2 \, \mu\text{as}$) separated by 26 $\mu$as provides an estimate for the maximum image distortion of Sgr A* from scattering. Table 1 summarizes the expected image wander and distortion for the two scattering models. Values of image wander are obtained from calculating the magnitude of image centroid shift of a Gaussian or circular source (ring). Except for the image wander of a ring, the data for the J18 model are the rms fluctuation obtained with the semi-analytic framework using Equations (24) and (29). The image wander of a ring for the J18 model and all the data for the GS06 model are obtained with numerical simulations, and each value is calculated by taking the mean of 1500 realizations. The distortion $|\Delta \eta_0|$ for each realization is obtained by averaging over the centroid shift at 60 positions on the ring relative to a source at the center of the ring. We use numerical simulations for the GS06 model because when $\alpha = 0$, the linear approximation in Equation (8) is no longer valid, but the analytic framework relies on this approximation to compute the explicit form of $f_{iw}(r, \lambda)$ (see Equation (23)).

For the J18 model, the mean distortion from refractive scattering is 0.72 $\mu$as, which is 1.4% of the source size and is significantly finer than the nominal angular resolution of near-term EHT observations. However, the GS06 model predicts a distortion that is an order of magnitude larger than that of the J18 model: the mean distortion from scattering is 6.3 $\mu$as ($\approx 12\%$ of the source size), which can affect tests of GR. Note that the magnitudes of image wander and distortion are smaller at shorter wavelengths for both scattering models. For future submillimeter VLBI observations of Sgr A* with a higher resolution, the image wander and distortion due to refractive scattering by the ISM will be less significant for both scattering models. However, even at 345 GHz, the mean distortion for the GS06 model is 3.46 $\mu$as ($\approx 6.7\%$ of the source size), still larger than the $\sim 4\%$ effect from black hole spin and inclination for the Kerr metric.

In all cases, the GS06 model results in substantial image wander and image distortion. Figure 9 shows four realizations of a scattered ring using the GS06 model with $\alpha = 0$ and $r_{in} = 2 \times 10^6$ km at 230 GHz. The scattered images all show significant image distortion.

![Examples showing a scattered ring with $\theta_{rc} = 52 \, \mu\text{as}$ using the GS06 model with $\alpha = 0$ and $r_{in} = 2 \times 10^6$ km at 230 GHz. The scattered images all show significant image distortion.](image-url)
Using the J18 model, the mean asymmetry at both 230 and 345 GHz is within the 0.6\(\mu\)M range spanned by varying black hole spin and inclination, whereas the asymmetry from the GS06 model has the same order of magnitude as this 0.6\(\mu\)M range. The distributions of asymmetry can be well fitted to a Gamma distribution (the red curves in Figure 10),

\[
y = f(x|a, b) = \frac{1}{b\Gamma(a)}x^{a-1}e^{-\frac{x}{b}},
\]

where \(\Gamma(a) = \int_0^\infty x^{a-1}e^{-x}dx\) is the Gamma function. The distributions of \(A\) have tails into large values; i.e., scattering will occasionally contribute anomalously large systematic errors for tests of the no-hair theorem. The mean shift of diameter is positive in all four cases, which implies that scattering preferentially stretches the ring by a small amount.

### 4.4. Uncertainty Reduction in the Ensemble-average Regime

The ring radius of an average image from multiple observations may be determined using feature extraction techniques (e.g., Nixon & Aguado 2012; PSaltis et al. 2015; Kuramochi et al. 2018), and the corresponding asymmetry can be computed. One way to reduce asymmetry from scattering is to average the scattered image over a number of scattering realizations. In practice, averaging over realizations is equivalent to performing a temporal average, and the coherence timescale of the scattering at 230 GHz is expected to be approximately 1 day (Johnson 2016). As the number of averages approaches infinity, the average image approaches the ensemble-average regime. In this regime, the only effect from scattering is diffractive blurring, which has no associated centroid shift. Thus, in the ensemble-average regime, any residual image asymmetry (as defined above) will be intrinsic.

Table 3 summarizes mean values and 95% ranges of \(\Delta L\) and \(A\) of n-averaged scattered images. To compute these values, we used the same ensemble of 1500 scattered images as in Section 4.3. As \(n\) increases, the distribution narrows, with the mean of \(A\) and \(\Delta L\) being proportional to \(1/\sqrt{n}\). Using images from a single EHT campaign, which typically lasts for 5 to 6 days, the estimated uncertainty of \(A\) from scattering could be reduced by more than a factor of 2 compared to that without image averaging. However, if the coherence timescale is longer than 1 day (e.g., from a lower than expected effective velocity or at longer wavelengths), then corresponding longer campaigns would be required to reduce the uncertainty from scattering.

### 5. Summary

With rapidly increasing angular resolution and sensitivity, VLBI observations are now capable of producing images at the event-horizon scale. Forthcoming EHT images of Sgr A* can potentially measure its shadow size and shape, enabling a new test of strong-field GR. However, with advances in resolution and sensitivity, substructure due to scattering has also become observable (see e.g., Gwinn et al. 2014; Ortiz-León et al. 2016; Johnson et al. 2018) and distorts the image of Sgr A*. Therefore, it is essential to understand how refractive scattering can affect measurements of the shadow size and asymmetry.

In this paper, we derived a framework to quantify image wander and distortion from scattering. The results depend on the unscattered image, the ensemble-average scatter-broadening kernel, and the power spectrum of density fluctuations.
within the scattering material. We showed that the currently favored scattering model for Sgr A*, J18, does not substantially affect the shadow size and shape, which implies that refractive effects do not impair the ability of the EHT to test GR. We estimate the mean refractive image wander, distortion, and asymmetry to be 0.53, 0.72, and 0.52 μas at 230 GHz, and 0.27, 0.58, and 0.36 μas at 345 GHz. However, an alternative scattering model, GS06, has a flatter power spectrum and requires a large inner scale in order to fit observations of Sgr A*, causing significant image distortion at millimeter wavelengths. For this model, we estimate the mean image wander, distortion, and asymmetry to be 2.1, 6.3, and 5.0 μas at 230 GHz, and 1.4, 3.5, and 2.8 μas at 345 GHz. In both cases, we showed that taking the average image from multiple observations can reduce these effects from scattering.

In short, while the significant differences between the J18 and GS06 models demonstrate the necessity for tighter constraints on the refractive scattering properties of Sgr A* at millimeter wavelengths, uncertainties from refractive scattering are unlikely to dominate the error budget for EHT measurements.
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Appendix
Detailed Calculation of Image Wander for a Gaussian Source with an Isotropic Power Spectrum

Equation (24) provides a closed-form expression for the rms refractive fluctuations of image wander given the source image and the power spectrum. Here, we present a detailed calculation of image wander using the example of a Gaussian source and an isotropic power spectrum for the turbulent ISM.

The structure function \( D_\psi (r) \) of an isotropic power spectrum with power index \( \alpha \) takes the form \( D_\psi (r) = \frac{r}{\gamma_{\text{diff}}}^\alpha \). Using
The ensemble-average visibility is obtained by multiplying the visibility of the source by the scattering kernel in the Fourier space, \[ V_{\text{src}}(b) = V_{\text{src}}(0) e^{-\left(\frac{b^2}{2\sigma_{\text{src}}^2}\right)^2}. \] (40)

The ensemble-average visibility is obtained by multiplying the visibility of the source by the scattering kernel in the Fourier space \( \tilde{G}(b) \) given in Equation (7), \( V_{\text{ea}}(b) = V_{\text{ea}}(0) e^{-\left(\frac{b^2}{2\sigma_{\text{ea}}^2}\right)^2}. \) To simplify the calculation, here we approximate \( D_b(r) \approx \tilde{G}(b) \) such that the ensemble-average visibility is still a Gaussian,

\[ V_{\text{ea}}(b) = V_{\text{ea}}(0) \exp \left[ -\frac{1}{2} \left( \frac{b}{\theta_{\text{ea}} - \theta_{\text{scatt}}(1 + M) r_{\text{diff}}} \right)^2 \right]. \] (41)

where \( \theta_{\text{ea}} = \sqrt{\theta_{\text{src}}^2 + \theta_{\text{scatt}}^2}. \)

We then evaluate \( \tilde{f}_{\text{ea}}(q, \lambda) \) for the Gaussian source by taking the gradient of \( \tilde{f}_{f}(q, \lambda) \) at the zero baseline (Equation (25)). We first obtain \( \tilde{f}_{f}(q, \lambda) \) by taking the Fourier transform of \( f_{f}(r; b, \lambda) \), which is given in Equation (21),

\[ \tilde{f}_{f}(q, \lambda) = r_{F}^2 \int d^2 r f_{f}(r; b, \lambda) e^{-i q r} = r_{F}^2 q \cdot \left( \frac{b}{\Delta \lambda} + q \right) V_{\text{ea}}(D \lambda q + b). \] (42)

From this, we calculate \( \tilde{f}_{\text{rw}}(q, \lambda) \) that maps to refractive image wander as follows:

\[ \tilde{f}_{\text{rw}}(q, \lambda) = \frac{i \lambda}{V_{\text{ea}}(0)} \nabla_{b,0} \tilde{f}_{f}(q, \lambda) = \frac{i \lambda}{V_{\text{ea}}(0)} r_{F}^2 \left[ \frac{q}{\Delta \lambda} V_{\text{ea}}(D \lambda q + b) + q \left( \frac{D \lambda q + b}{\Delta \lambda} \right) V_{\text{ea}}(D \lambda q + b) \right] |_{b=0} = -\frac{i \lambda}{M} \left( q - \frac{\theta_{\text{ea}} - \theta_{\text{diff}} r_{\text{ref}}}{r_{\text{diff}}} q \right) \exp \left[ -\frac{1}{2} \left( \frac{\theta_{\text{ea}} - \theta_{\text{ref}}}{r_{\text{diff}}} q \right)^2 \right]. \] (43)

where \( r_{\text{ref}} = \frac{\theta_{\text{ea}}}{r_{\text{diff}}} \) and \( \Delta \lambda = r_{F}^2(1 + M). \)

With \( Q(q) \) and \( \tilde{f}_{\text{rw}}(q, \lambda) \), we can now obtain an analytic expression for mean-squared refractive image wander using Equation (24),

\[ \langle r_{\text{ref}}(\lambda) \rangle^2 = \frac{\lambda}{(2\pi(1 + M))^2} \int d^2 q |q|^{-2+\alpha} \times \left[ q - \left( \frac{\theta_{\text{ea}} - \theta_{\text{ref}}}{r_{\text{diff}}} q \right) \right]^2 \exp \left[ -\frac{1}{2} \left( \frac{\theta_{\text{ea}} - \theta_{\text{ref}}}{r_{\text{diff}}} q \right)^2 \right]. \] (44)

We then evaluate the integral analytically in polar coordinates by letting \( |q| = \sqrt{q_x^2 + q_y^2} \), where \( q_x = q \cos \theta, q_y = q \sin \theta \).

\[ \langle |r_{\text{ref}}(\lambda)\rangle^2 \rangle = \left( \frac{\lambda}{1 + M} \right)^2 \int_0^\infty q_r^{-2+\alpha} \times \left[ q_r - \left( \frac{\theta_{\text{ea}} - \theta_{\text{ref}}}{r_{\text{diff}}} q_r \right) \right]^2 \exp \left[ -\frac{1}{2} \left( \frac{\theta_{\text{ea}} - \theta_{\text{ref}}}{r_{\text{diff}}} q_r \right)^2 \right]. \] (45)

Finally, the rms refractive angular fluctuation of the image wander is

\[ \sqrt{\langle |r_{\text{ref}}(\lambda)\rangle^2 \rangle} = \frac{2^{\alpha/2 - 3}}{\pi(M + 1)} \sqrt{\frac{\lambda}{2 + 1}} (\alpha^2 - 2 \alpha + 4) \left( \frac{r_{\text{diff}}}{r_{F}} \right)^{4-2\alpha} \times \left( \frac{\theta_{\text{ea}} - \theta_{\text{ref}}}{r_{\text{diff}}} \right)^{2-\alpha} \left( \frac{\lambda}{r_{F}} \right)^{-\alpha}. \] (46)

Equation (46) suggests that the rms position wander scales as \( \left( \frac{\theta_{\text{ea}}}{r_{F}} \right)^{2-\alpha} \left( \frac{\theta_{\text{ea}}}{\theta_{\text{ref}}} \right)^{-\alpha/2} \left( \frac{\lambda}{r_{F}} \right)^{-\alpha/2} \), which matches with the results of Cordes et al. (1986), Romani et al. (1986), and Johnson & Gwinn (2015). For a point source, the position wander scales as \( \lambda/2r_{F} \). The position wander can also be normalized by the angular size of the ensemble-average image. The normalized image wander scales as \( \left( \frac{\theta_{\text{ea}}}{r_{F}} \right)^{2-\alpha} \left( \frac{\theta_{\text{ea}}}{\theta_{\text{ref}}} \right)^{-\alpha/2} \left( \frac{\lambda}{r_{F}} \right)^{-\alpha/2} \). Figure 11 shows the rms and fractional refractive image wander as a function of
the observing wavelength for an isotropic Kolmogorov \((\alpha = 5/3)\) spectrum. Note that at this power-law index, the magnitude of refractive image wander increases as a function of \(\lambda\), whereas most other refractive features tend to weaken.
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Figure 11. Panels (a) and (b) show rms and fractional position wander as a function of observing wavelength, respectively, which are obtained from the closed-form analytic expression given in Equation (46). Curves shown use source and scattering parameters similar to those of Sgr A*: \(\theta_{\text{src}} = 400\lambda_{\text{cm}}\ \mu\text{as}, \theta_{\text{diff}} = 410\ \text{km}/\lambda_{\text{cm}}, \ r_f = \sqrt{DR/(D + R)}, \ D = 2.8 \text{ kpc}, \ R = 5.3 \text{ kpc}, \) and \(\alpha = 5/3\).