ODD SYMMETRY OF LEAST ENERGY NODAL SOLUTIONS FOR
THE CHOQUARD EQUATION
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Abstract. We consider the Choquard equation (also known as stationary Hartree
equation or Schrödinger–Newton equation)

\[-\Delta u + u = (I_\alpha \ast |u|^p)|u|^{p-2}u.\]

Here $I_\alpha$ stands for the Riesz potential of order $\alpha \in (0, N)$, and $\frac{N-2}{N} < \frac{1}{p} \leq \frac{1}{2}$. We prove
that least energy nodal solutions have an odd symmetry with respect to a hyperplane
when $\alpha$ is either close to 0 or close to $N$.

1. Introduction

In this paper we are interested in the Choquard equation (also known as stationary
Hartree equation or Schrödinger–Newton equation)

\[-\Delta u + u = (I_\alpha \ast |u|^p)|u|^{p-2}u,\]

where $I_\alpha : \mathbb{R}^N \to \mathbb{R}$ denotes the Riesz potential, which is defined for each $x \in \mathbb{R}^N \setminus \{0\}$
by

\[ I_\alpha(x) = \frac{A_\alpha}{|x|^{N-\alpha}}, \text{ where } A_\alpha = \frac{\Gamma(\frac{N-\alpha}{2})}{\Gamma(\frac{\alpha}{2})\pi^{\frac{N}{2}}2^\alpha}. \]

Problem (1.1) is the Euler–Lagrange equation of the Choquard action functional $J_\alpha : H^1(\mathbb{R}^N) \to \mathbb{R}$
which is defined for each $u$ in the Sobolev space $H^1(\mathbb{R}^N)$ by

\[ J_\alpha(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + |u|^2) - \frac{1}{2p} \int_{\mathbb{R}^N} (I_\alpha \ast |u|^p)|u|^p. \]

When $N = 3$, $\alpha = 2$ and $p = 2$, the equation (1.1) arises in Pekar’s model of the polaron [14, 23]. It has also
appeared by introducing classical Newtonian gravitation in quantum physics [9, 12, 24]. The Choquard equation has been the object of many
mathematical works (see [21]).

The existence of groundstate solutions (or least energy solutions) is quite well-known,
see [14, 17, 20, 25]. Those solutions are positive and radially symmetric. The uniqueness
is known in some cases (see for instance [14]). It is also well-known that problem (1.1)
admits sign-changing solutions with various symmetries [6, 8, 27, Theorem 9.5].

Recently, other type of sign-changing solutions have been found for the Choquard
equation. If $\frac{N-2}{N-\alpha} < \frac{1}{p} < \frac{N}{N+\alpha}$ there exist solutions which are odd with respect to a
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hyperplane of $\mathbb{R}^N$, see [11]. Those solutions have minimal energy among all solutions with that symmetry. Furthermore, there are also nodal solutions which minimize the energy in the so-called Nehari nodal set in the case $\frac{N-2}{N+\alpha} < \frac{1}{p} \leq \frac{1}{2}$ (see [10][11]), which will be called least energy nodal solutions. We point out that, in both cases, those solutions do not have a counterpart in the framework of the usual stationary nonlinear Schrödinger equation.

At this point, it is quite reasonable to ask whether those solutions coincide; in other words, whether the least energy nodal solutions are odd-symmetric with respect to a hyperplane. The aim of this work is to give an affirmative answer to that question, if the order $\alpha$ of the Riesz potential is either close to 0 or close to $N$.

We first state the result for $\alpha$ close to 0.

**Theorem 1.** If $1 - \frac{2}{N} < \frac{1}{p} \leq \frac{1}{2}$, then there exists $\alpha_* \in (0,N)$ such that for any $\alpha \in (0,\alpha_*)$, any least energy nodal solution $u_\alpha \in H^1(\mathbb{R}^N)$ of the Choquard equation (1.1) is odd with respect to a hyperplane of $\mathbb{R}^N$.

By odd, we mean that there exists a reflection $R : \mathbb{R}^N \to \mathbb{R}^N$ of the Euclidean space $\mathbb{R}^N$ with respect to an affine hyperplane of $\mathbb{R}^N$ such that $u \circ R = -u$ in $\mathbb{R}^N$.

For the case where $\alpha$ is close to $N$ our result is the following.

**Theorem 2.** If $\frac{1}{2} - \frac{1}{N} < \frac{1}{p} < \frac{1}{2}$, then there exists $\alpha^* \in (0,N)$ such that for any $\alpha \in (\alpha^*,N)$, any least energy nodal solution $u_\alpha \in H^1(\mathbb{R}^N)$ of the Choquard equation (1.1) is odd with respect to a hyperplane.

In general, the hypothesis $\frac{N-2}{N+\alpha} < \frac{1}{p} < \frac{N}{N+\alpha}$ is necessary by a Pohožaev-type inequality for the existence of sufficiently regular finite energy solutions to (1.1) [20, Theorem 2]. Since Theorems 1 and 2 are concerned with the case $\alpha \to 0$ and $\alpha \to N$ respectively, the restrictions on $p$ imposed are the natural limit of these conditions.

The proofs use an argument by contradiction. We study the behavior of least energy nodal solutions $u_\alpha$ of the Choquard equation (1.1) when either $\alpha \to 0$ or $\alpha \to N$. This process leads us naturally to certain limit problems. If $\alpha \to 0$ the limit problem is just a usual stationary nonlinear Schrödinger equation, but in the case $\alpha \to N$ the equation includes an additional coefficient depending on the nonlocal quantity $\|u\|_{L^p}$.

A crucial ingredient of the proofs is the asymptotics of the Riesz potential energy $\int_{\mathbb{R}^N} (I_\alpha * |u|^p) |u|^p$. In the régime $\alpha \to 0$, the approximation is uniform on bounded sets of the Sobolev space $H^1(\mathbb{R}^N)$ (see § 3.1 below), which suits perfectly in our proofs. When $\alpha \to N$, the analysis is more delicate, because there is only a unilateral uniform approximation property on bounded sets (see § 3.2).

We point out that the family $u_\alpha$ does not converge to a solution to the limit problem, even up to translations in $\mathbb{R}^N$ and up to the extraction of a subsequence, an issue that makes our proof more involved. In the proof of Theorem 1 we show that the sequence of solutions actually forms a Palais–Smale sequence for the limit equation. As a consequence, our solutions behave asymptotically like differences of two positive solutions of the local problem moving away one from the other. With this in hand, we use the nondegeneracy of solutions to the local problem to conclude that the solution has an odd symmetry.
For Theorem 2 we need to describe more accurately the solutions, and we prove that
the positive and negative parts of $u_\alpha$ converge to a groundstate of the corresponding
limit problem. Moreover we also need to estimate the distance between the two bumps:
it is going to infinity but slowly enough to preserve the interaction between the bumps as
much as possible. In contrast with Theorem 1 which still holds for low-energy nodal solu-
tions (see Proposition 4.1 below), the proof of Theorem 2 uses essentially the minimizing
character of the nodal solutions.

The rest of the paper is organized as follows. In Section 2 we state some known
results about groundstate solutions and nodal solutions of the Choquard equation. We
also review properties of the limit problems that we encounter in the proofs. Section 3
is devoted to the study of the asymptotic behavior of the Riesz potential when $\alpha$
tends to 0 or $N$. Theorems 1 and 2 are proved in Sections 4 and 5, respectively.

2. Preliminaries

2.1. Groundstates and least energy nodal solutions of the Choquard equations. For any $\alpha \in (0, N)$ and $p \in (1, \infty)$ such that $\frac{N-2}{N+\alpha} < \frac{1}{p} < \frac{N}{N+\alpha}$, the solutions in $H^1(\mathbb{R}^N)$ to the Choquard equation (1.1) correspond to critical points of the energy
functional $J_\alpha$ defined on $H^1(\mathbb{R}^N)$ by (1.3). The Choquard equation (1.1) has a positive, radially symmetric groundstate solution $U_\alpha \in H^1(\mathbb{R}^N)$ [14, 17–20, 25] whose energy level
will be denoted by $c_{\text{gst}}^{\alpha} = J_\alpha(U_\alpha)$.

The groundstate level $c_{\text{gst}}^{\alpha}$ has many different characterizations [20 §2.1]; it can be
obtained as a minimum

$$c_{\text{gst}}^{\alpha} = \inf \left\{ J_\alpha(u) \mid u \in \mathcal{N}_\alpha \right\},$$

on the Nehari manifold which is defined by

$$\mathcal{N}_\alpha = \{ u \in H^1(\mathbb{R}^N) \setminus \{0\} \mid \langle J'_\alpha(u), u \rangle = 0 \}.$$

The level $c_{\text{gst}}^{\alpha}$ can be equivalently characterized variationally as a minimax level:

$$c_{\text{gst}}^{\alpha} = \inf \left\{ \max_{t \geq 0} J_\alpha(tu) \mid u \in H^1(\mathbb{R}^N) \setminus \{0\} \right\}.$$  

We now turn our attention to nodal solutions for the Choquard equation. As for local
problems in bounded domains (see [3–5]) least energy nodal solutions can be constructed
when $p \geq 2$ by minimizing the action functional on the Nehari nodal set [10,11]:

$$c_{\text{nod}}^{\alpha} = \inf \left\{ J_\alpha(u) \mid u \in \mathcal{N}_{\text{nod}}^\alpha \right\},$$

where the Nehari nodal set $\mathcal{N}_{\text{nod}}^\alpha$ is defined by

$$\mathcal{N}_{\text{nod}}^\alpha = \{ u \in H^1(\mathbb{R}^N) \mid \langle J'_\alpha(u), u^+ \rangle = 0, \langle J'_\alpha(u), u^- \rangle = 0, u^+ \neq 0 \text{ and } u^- \neq 0 \}.$$  

This level can also be characterized by

$$c_{\text{nod}}^{\alpha} = \inf \left\{ \max_{t,s \geq 0} J_\alpha(tu^+ + su^-) \mid u \in H^1(\mathbb{R}^N), u^+ \neq 0 \text{ and } u^- \neq 0 \right\}.$$
This can be seen as follows (see [11]): if \( u \in H^1(\mathbb{R}^N) \), and if \( u^+ \neq 0 \) and \( u^- \neq 0 \), then for every \( \sigma, \tau \in [0, \infty) \), we have
\[
J_\alpha(\tau^{1/p} u^+ + \sigma^{1/p} u^-) = \frac{\tau^{2/p}}{2} \int_{\mathbb{R}^N} |\nabla u^+|^2 + |u^+|^2 + \frac{\sigma^{2/p}}{2} \int_{\mathbb{R}^N} |\nabla u^-|^2 + |u^-|^2
\]
\[
- \frac{1}{2p} \int_{\mathbb{R}^N} (I_\alpha \ast (\tau |u^+|^p + \sigma |u^-|^p))(\tau |u^+|^p + \sigma |u^-|^p);
\]
the right-hand side is a strictly concave function in the variables \( \sigma, \tau \) (see [16, Theorem 9.8]) and achieves its maximum at a unique point \((\sigma, \tau) \in (0, \infty)^2 \). If \( u \in \mathcal{N}_\alpha^{\text{nod}} \), then \((\tau, \sigma) = (1, 1)\) is a critical point and the conclusion thus follows.

The level \( c_\alpha^{\text{nod}} \) can be estimated by the groundstate level \( c_\alpha^{\text{gst}} \) [11].

**Proposition 2.1.** If \( p \geq 2 \) and \((N - 2)p - N_+ < \alpha < N\), then
\[c_\alpha^{\text{nod}} < 2c_\alpha^{\text{gst}}.\]

### 2.2. Limiting problems.

When \( \alpha \to 0 \), the Choquard equation \([11]\) reduces at least formally to the nonlinear Schrödinger equation with exponent \( q = 2p \)
\[
- \Delta u + u = |u|^{q-2} u.
\]
The latter equation \((2.3)\) is the Euler–Lagrange equation of the energy functional \( \Phi_q : H^1(\mathbb{R}^N) \to \mathbb{R} \) defined for each \( u \in H^1(\mathbb{R}^N) \) by
\[
\Phi_q(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + |u|^2) - \frac{1}{q} \int_{\mathbb{R}^N} |u|^q.
\]
Problem \((2.3)\) has a positive groundstate \( U \) which is radially symmetric, unique up to translations and nondegenerate, that is, any solution \( v \in H^1(\mathbb{R}^N) \) to the linearized problem
\[
- \Delta v + v = (q - 1)U^{q-2} v
\]
is a directional derivative of the function \( U \): it can be written \( v = h \cdot \nabla u \), for some constant vector \( h \in \mathbb{R}^N \) [13; 22; 23].

The groundstate level \( \gamma_q = \Phi_q(U) \) has many different variational characterizations. We will be using the fact that the groundstate solution minimizes
\[
\gamma_q = \inf \left\{ \max_{t \geq 0} \Phi_q(tu) \mid u \in H^1(\mathbb{R}^N) \setminus \{0\} \right\}.
\]
Indeed, it can be proved that the above infimum is attained by the groundstate \( U \) and \( \max_{t \geq 0} \Phi_q(tU) = \Phi_q(U) \).

It is also well known that any other solution \( u \) of \((2.3)\) must change sign and satisfies
\[
\Phi_q(u) > 2\gamma_q.
\]

Finally, the behavior of the Palais–Smale sequences of \((2.3)\) has been fully described [1] Proposition II.1; [2; 28, Theorem 8.4]:

**Lemma 2.2.** If the sequence \((u_n)_{n \in \mathbb{N}}\) in \( H^1(\mathbb{R}^N) \) is a Palais–Smale sequence for the functional \( \Phi_q \), that is, if the sequence \( (\Phi_q(u_n))_{n \in \mathbb{N}} \) is bounded in \( \mathbb{R} \) and if the sequence \( (\Phi'_q(u_n))_{n \in \mathbb{N}} \) converges to 0 in \( H^{-1}(\mathbb{R}^N) \), then, there exists an integer \( m \geq 0 \), sequences \((a_n^i)_{n \in \mathbb{N}}\) in \( \mathbb{R}^N \) for \( i = 1, \ldots, m \), and nonzero solutions \( U_i \) of \((2.3)\) such that, as \( n \to \infty\),
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1) \( u_n - \sum_{i=1}^{m} U_i(\cdot - a_i^n) \to 0 \) strongly in \( H^1(\mathbb{R}^N) \),

2) \( \Phi_q(u_n) \to \sum_{i=1}^{m} \Phi_q(U_i) \),

3) \( |a_i^n - a_j^n| \to +\infty \) if \( i \neq j \).

In the study of the Choquard equation (1.1) for \( \alpha \) close to \( N \), we will encounter the following variant of the nonlinear Schrödinger equation:

\[
-\Delta u + u = \mu \left( \int_{\mathbb{R}^N} |u|^p \right) |u|^{p-2} u,
\]

for some parameter \( \mu > 0 \). This equation (2.7) is the Euler–Lagrange equation of the energy functional \( \Psi_{p,\mu} : H^1(\mathbb{R}^N) \to \mathbb{R} \) defined for each \( u \in H^1(\mathbb{R}^N) \) by

\[
\Psi_{p,\mu}(u) = \frac{1}{2} \int_{\mathbb{R}^N} (|\nabla u|^2 + |u|^2) - \frac{\mu}{2p} \left( \int_{\mathbb{R}^N} |u|^p \right)^2.
\]

The solutions of the problems (2.3) and (2.7) are related to each other. Indeed, if \( u \in H^1(\mathbb{R}^N) \) is a solution of the equation (2.3) with \( q = p \), we define

\[
v = \frac{u}{\left( \mu \int_{\mathbb{R}^N} |u|^p \right)^{\frac{1}{2p-2}}},
\]

We observe that \( v \) is solution to problem (2.7) and that

\[
\Psi_{p,\mu}(v) = \frac{1}{2} - \frac{1}{2p} \left( \frac{\Phi_p(u)}{\frac{1}{2} - \frac{1}{p}} \right)^{\frac{p-2}{p-1}}.
\]

Conversely, if \( v \in H^1(\mathbb{R}^N) \) is a solution of problem (2.7), then the function

\[
u = \left( \mu \int_{\mathbb{R}^N} |v|^p \right)^{\frac{1}{p-2}} v
\]

is a solution of equation (2.3) with \( q = p \).

The groundstate \( V \) of problem (2.7) inherits the sign, uniqueness and symmetry properties of the groundstate \( U \) of problem (2.3). The groundstate levels are related as follows:

\[
\kappa_{p,\mu} = \Psi_{p,\mu}(V) = \frac{1}{2} - \frac{1}{2p} \left( \frac{\Phi_p(U)}{\frac{1}{2} - \frac{1}{p}} \right)^{\frac{p-2}{p-1}} = \frac{1}{2} - \frac{1}{2p} \left( \frac{\gamma_p}{\frac{1}{2} - \frac{1}{p}} \right)^{\frac{p-2}{p-1}}.
\]

The groundstate level \( \kappa_{p,\mu} \) can be characterized variationally as

\[
\kappa_{p,\mu} = \inf \left\{ \max_{t \geq 0} \Psi_{p,\mu}(tu) \mid u \in H^1(\mathbb{R}^N) \setminus \{0\} \right\} = \inf \left\{ \Psi_{p,\mu}(u) : u \in \mathcal{N}_{p,\mu} \right\},
\]

where the Nehari manifold associated to (2.7) is defined by

\[
\mathcal{N}_{p,\mu} = \{ u \in H^1(\mathbb{R}^N) \setminus \{0\}, \Psi_{p,\mu}'(u)(u) = 0 \}.
\]

The following lemma will be needed later in the proofs, and basically states that minimizing sequences in \( \mathcal{N}_{p,\mu} \) are convergent to the groundstate, up to translations. Its proof is standard and will be omitted.
Lemma 2.3. Let \((u_k)_{k \in \mathbb{N}}\) be a sequence in \(N_{p,\mu}\). If \(\Psi_{p,\mu}(u_k) \to \kappa_{p,\mu}\) as \(k \to \infty\), then there exists sequences \((\xi_k)_{k \in \mathbb{N}}\) in \(\mathbb{R}^N\) and \((\gamma_k)_{k \in \mathbb{N}}\) in \(-1,1\) such that

\[
u_k - \gamma_k V(\cdot - \xi_k) \to 0 \text{ in } H^1(\mathbb{R}^N),
\]

where \(V\) is the groundstate of problem (2.7).

Finally, if \(u\) is a sign-changing solution of problem (2.7), then, in view of (2.6)

\[
0, \quad \Psi_{p,\mu}(u) > 2^{\frac{N-2}{s}}\kappa_{p,\mu} = 2\kappa_{p,2\mu}.
\]

3. Asymptotic behavior of the Riesz potential energy

3.1. Concentrating Riesz potentials. In order to understand the asymptotic behavior of the Riesz potential energy as \(\alpha \to 0\), we rely on the following \(L^2\) estimate.

Lemma 3.1. Let \(s \in (0,N)\) and \(\beta \in (0,\infty)\). For every \(f, g \in L^2(\mathbb{R}^N)\) and every \(\alpha \in (0,\beta]\) such that \(I_\beta * f \in L^2(\mathbb{R}^N)\) and \((-\Delta)^{s/2}f \in L^2(\mathbb{R}^N)\), one has

\[
\left| \int_{\mathbb{R}^N} (I_\alpha * f)g - \int_{\mathbb{R}^N} fg \right| \leq \left( \frac{\alpha}{\beta} \right) \| I_\beta * f \|_{L^2(\mathbb{R}^N)} + \frac{\alpha}{\beta} (\|(-\Delta)^{s/2}f\|_{L^2(\mathbb{R}^N)}) \|g\|_{L^2(\mathbb{R}^N)}.
\]

Proof. If \(\hat{f}\) and \(\hat{g}\) denote the Fourier transforms of the functions \(f\) and \(g\), we have by the Plancherel theorem and by the formula for the Fourier transform of a Riesz potential

\[
\int_{\mathbb{R}^N} (I_\alpha * f)g = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} ((2\pi|\xi|)^{-\alpha} - 1) \hat{f}(\xi) \hat{g}(\xi) \, d\xi.
\]

We first observe by the Young inequality that if \(2\pi|\xi| \leq 1\), then

\[
1 \leq (2\pi|\xi|)^{-\alpha} \leq 1 - \frac{\alpha}{\beta} + \frac{\alpha}{\beta} (2\pi|\xi|)^{-\beta} \leq 1 + \frac{\alpha}{\beta} (2\pi|\xi|)^{-\beta}
\]

and therefore

\[
| (2\pi|\xi|)^{-\alpha} - 1 | = (2\pi|\xi|)^{-\alpha} - 1 \leq \frac{\alpha}{\beta} (2\pi|\xi|)^{-\beta}.
\]

It follows thus by the Cauchy–Schwarz inequality that

\[
\left| \int_{B_1/(2\pi)} ((2\pi|\xi|)^{-\alpha} - 1) \hat{f}(\xi) \hat{g}(\xi) \, d\xi \right| \leq \frac{\alpha}{\beta} \int_{B_1/(2\pi)} (2\pi|\xi|)^{-\beta} \left| \hat{f}(\xi) \hat{g}(\xi) \right| \, d\xi,
\]

\[
\leq \frac{\alpha}{\beta} \left( \int_{\mathbb{R}^N} (2\pi|\xi|)^{-2\beta} |\hat{f}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^N} |\hat{g}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}}
\]

\[
= \frac{\alpha}{\beta} \| I_\beta * f \|_{L^2(\mathbb{R}^N)} \|g\|_{L^2(\mathbb{R}^N)}.
\]

On the other hand, if \(2\pi|\xi| \geq 1\), we have, by Young’s inequality again,

\[
(2\pi|\xi|)^{-\alpha} \leq 1 \leq \frac{\alpha}{\alpha+s} (2\pi|\xi|)^{-\alpha} + \frac{\alpha}{\alpha+s} (2\pi|\xi|^s) \leq (2\pi|\xi|)^{-\alpha} + \frac{\alpha}{s} (2\pi|\xi|^s),
\]

so that

\[
| (2\pi|\xi|)^{-\alpha} - 1 | = 1 - (2\pi|\xi|)^{-\alpha} \leq \frac{\alpha}{s} (2\pi|\xi|^s).
\]
Therefore,
\[ \left| \int_{\mathbb{R}^N \setminus B_1/(2\pi)} (2\pi|\xi|)^{-\alpha} - 1 \right| \hat{f}(\xi) \overline{\hat{g}(\xi)} \, d\xi \leq \frac{a}{2} \left| \int_{\mathbb{R}^N \setminus B_1/(2\pi)} (2\pi|\xi|)^{-\alpha} \hat{f}(\xi) \overline{\hat{g}(\xi)} \, d\xi \right| \]
\[ \leq \frac{a}{2} \left( \int_{\mathbb{R}^N} (2\pi|\xi|) x |\hat{f}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^N} |\hat{g}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} \]
\[ = \frac{a}{2} \|(\Delta) \hat{f}\|_{L^2(\mathbb{R}^N)} \|g\|_{L^2(\mathbb{R}^N)}. \]

This concludes the proof. \( \square \)

A variant of Lemma 3.1 can then be deduced, where the error is estimated in classical \( L^q(\mathbb{R}^N) \) and Sobolev norms.

**Lemma 3.2.** If \( q > 2, \max \{ \frac{2N}{N+2}, 1 \} \leq r < 2, \) and if
\[ 0 < \alpha \leq \frac{N}{q} - \frac{N}{r}, \]
then
\[ \left| \int_{\mathbb{R}^N} (I_\alpha \ast f) g - \int_{\mathbb{R}^N} f g \right| \leq C \alpha (\|f\|_{L^q(\mathbb{R}^N)} + \|\nabla f\|_{L^r(\mathbb{R}^N)}) \|g\|_{L^2(\mathbb{R}^N)}. \]

**Proof.** We shall apply the estimate of Lemma 3.1. We take \( \beta = N \left( \frac{1}{r} - \frac{1}{2} \right) \), so that, by the classical Hardy–Littlewood–Sobolev inequality (see for example [16, theorem 4.3]),
\[ \|I_\beta \ast f\|_{L^2(\mathbb{R}^N)} \leq C \|f\|_{L^q(\mathbb{R}^N)}. \]

We next take \( s = 1 - N \left( \frac{1}{r} - \frac{1}{2} \right) \) and we estimate by the Hardy–Littlewood–Sobolev inequality:
\[ \|(\Delta)^{\frac{s}{2}} f\|_{L^2} = \|(2\pi|\xi|)^{s} \hat{f}(\xi)\|_{L^2(\mathbb{R}^N, d\xi)} = (2\pi)^s \|\xi|^{s-1} |\xi| \hat{f}(\xi)\|_{L^2(\mathbb{R}^N, d\xi)} \]
\[ = \|I_{1-s} \ast |\nabla f|\|_{L^2(\mathbb{R}^N)} \leq C \|\nabla f\|_{L^r}. \]

\( \square \)

**Remark 3.1.** The control in terms of \( \|\nabla f\|_{L^r(\mathbb{R}^N)} \) might seem unnatural in Lemma 3.2 but it is actually necessary for Lemma 3.2 to hold. Indeed, if we choose a nonzero function \( \psi \in C_0^\infty(\mathbb{R}^N) \) and define \( f_n(x) = g_n(x) = e^{2\pi n \eta x} \psi(x) \) for some fixed \( \eta \in \mathbb{R}^N \setminus \{0\} \), clearly, \( |f_n| = |f_0| \) in \( \mathbb{R}^N \) and then the sequence \( (f_n)_{n \in \mathbb{N}} \) is bounded in \( L^q(\mathbb{R}^N) \) for every \( q > 2 \). By the translation properties of the Fourier transform, \( \hat{f}_n(\xi) = \hat{\psi}(\xi - n\eta) \). Now, if \( n^{\alpha_n} \to 0 \) as \( n \to \infty \), we have
\[ \int_{\mathbb{R}^N} ((2\pi|\xi|)^{-\alpha_n} - 1)|\hat{f}_n(\xi)|^2 \, d\xi = \int_{\mathbb{R}^N} ((2\pi|\zeta + n\eta|)^{-\alpha_n} - 1)|\hat{\psi}(\zeta)|^2 \, d\zeta \]
\[ \to - \int_{\mathbb{R}^N} |\hat{\psi}(\zeta)|^2 \, d\zeta < 0. \]

Observe that in this case, the sequence \( (|\nabla f_n|)_{n \in \mathbb{N}} \) is not bounded in any \( L^r(\mathbb{R}^N) \) space.

**Remark 3.2.** Given \( u \in H^1(\mathbb{R}^N) \), we set \( f = g = |u|^p \). By the Sobolev embedding theorem and by the Hölder inequality, we have \( |u|^p \in L^q(\mathbb{R}^N) \) for every \( q > 1 \) such that
\[ \frac{1}{q} \geq p \left( \frac{1}{2} - \frac{1}{N} \right) \]
and
\[ \nabla(|u|^p) = p |u|^{p-2} u \nabla u \in L^r(\mathbb{R}^N), \text{ for each } r \in [1, \infty) \text{ such that } \frac{1}{r} \geq \frac{p}{2} - \frac{p-1}{N}, \]
by Hölder’s inequality. Since $\frac{1}{p} > 1 - \frac{2}{N}$ we have
\[
\frac{p}{2} - \frac{p - 1}{N} < \frac{1}{N} + \frac{1}{2} = \frac{N + 2}{2N},
\]
and we are thus in the applicability range of Lemma 3.2 and we have
\[
\left| \int_{\mathbb{R}^N} |u|^{2p} - \int_{\mathbb{R}^N} (I_\alpha * |u|^p)|u|^p \right| \leq C\alpha \left( \int_{\mathbb{R}^N} |\nabla u|^2 + |u|^2 \right)^p.
\]

3.2. Delocalizing Riesz potentials. In the régime $\alpha \to N$, we consider the potential $\tilde{I}_\alpha$ defined for $x \in \mathbb{R}^N \setminus \{0\}$ by
\[
\tilde{I}_\alpha(x) = \frac{1}{|x|^{N+\alpha}},
\]
this potential is related to the Riesz potential as follows
\[
\tilde{I}_\alpha = \frac{\Gamma\left(\frac{N}{2}\right)\pi^{N/2}2^{\alpha}}{\Gamma\left(\frac{N-\alpha}{2}\right)} I_\alpha,
\]
and, as $\alpha \to N$,
\[
\frac{\Gamma\left(\frac{N}{2}\right)\pi^{N/2}2^{\alpha}}{\Gamma\left(\frac{N-\alpha}{2}\right)} = \Gamma\left(\frac{N}{2}\right)\pi^{N/2}2^{N-1}(N - \alpha)(1 + o(1)).
\]

In the next lemma we give an upper bound for the Riesz potential energy:

**Lemma 3.3.** Let $r \in (1, \infty)$. For every $\alpha \in (N/r, N)$, if $f \in L^1(\mathbb{R}^N) \cap L^r(\mathbb{R}^N)$ is nonnegative and $x \in \mathbb{R}^N$,
\[
(\tilde{I}_\alpha * f)(x) \leq \int_{\mathbb{R}^N} f + C \frac{N - \alpha}{(r\alpha - N)^{1-1/r}} \left( \int_{\mathbb{R}^N} f^r \right)^{\frac{2}{r}}.
\]
In particular, if the function $g \in L^1(\mathbb{R}^N)$ is nonnegative, then
\[
\int_{\mathbb{R}^N} (\tilde{I}_\alpha * f) g \leq \left( \int_{\mathbb{R}^N} f \right) \left( \int_{\mathbb{R}^N} g \right) + C \frac{N - \alpha}{(r\alpha - N)^{1-1/r}} \left( \int_{\mathbb{R}^N} f^r \right)^{\frac{2}{r}} \int_{\mathbb{R}^N} g.
\]

**Proof.** Since the function $f$ is summable and nonnegative, for each $x \in \mathbb{R}^N$,
\[
(\tilde{I}_\alpha * f)(x) - \int_{\mathbb{R}^N} f = \int_{\mathbb{R}^N} f \left( \frac{1}{|x - y|^{N-\alpha}} - 1 \right) f(y) \, dy \leq \int_{B_1(x)} \left( \frac{1}{|x - y|^{N-\alpha}} - 1 \right) f(y) \, dy.
\]
Therefore, by the classical Hölder inequality, we have
\[
(\tilde{I}_\alpha * f)(x) - \int_{\mathbb{R}^N} f \leq \left( \int_{B_1(0)} \left( \frac{1}{|z|^{N-\alpha}} - 1 \right) \right)^{\frac{1}{r-1}} \left( \int_{\mathbb{R}^N} f^r \right)^{\frac{1}{r}}.
\]

In order to estimate the first integral, we first perform a radial integration:
\[
\int_{B_1(0)} \left( \frac{1}{|z|^{N-\alpha}} - 1 \right) \frac{r}{N-\alpha} \, dz = |\partial B_1(0)| \int_0^1 \left( \frac{1 - s^{N-\alpha}}{s^{N-\alpha}} \right)^{\frac{N}{N-1}} s^{N-1} \, ds.
\]
On the one hand, the latter integral can be bounded by
\[
\int_0^1 \left( \frac{1 - s^{N-\alpha}}{s^{N-\alpha}} \right)^{\frac{N}{N-1}} s^{N-1} \, ds \leq \int_0^1 s^{N-(N-\alpha)} \, ds = \frac{r - 1}{N - r\alpha}.
\]
On the other hand, by elementary convexity, we have for each $s \in (0,1]$, 
\[ 1 + (N - \alpha) \ln s \leq \exp\left( (N - \alpha) \ln s \right) = s^{N - \alpha}, \]
and therefore 
\[ (3.5) \quad \int_{0}^{1} \left( 1 - s^{N - \alpha} \right) \frac{r}{s^{N - \alpha}} ds \leq (N - \alpha) \frac{r}{r - 1} \int_{0}^{1} \left( \ln \frac{1}{s} \right) s^{N - 1 - \frac{r}{r - 1}(N - \alpha)} ds. \]
The first inequality follows from (3.2), (3.3), (3.4) and (3.5).

Indeed, we can assume that the quantities appearing in (3.6) in integral form 
\[ \lim_{n \to \infty} (\tilde{I}_{\alpha_n} * f_n)(x) = g \int_{\mathbb{R}^N} f \quad \text{for any } x \in \mathbb{R}^N. \]

The second inequality is obtained by multiplying the first one by $g(x)$ and integrating with respect to $x \in \mathbb{R}^N$. \hfill \Box

Next lemma is concerned with the reversed inequality:

**Lemma 3.4.** Let $r \in (1, \infty)$, $(\alpha_n)_{n \in \mathbb{N}}$ be a sequence in $(N/r, N)$ converging to $N$, 
$(\xi_n)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}^n$ and let $(f_n)_{n \in \mathbb{N}}$ be a bounded sequence of functions in $L^r(\mathbb{R}^N)$. If $(f_n(\cdot - \xi_n))_{n \in \mathbb{N}}$ converges strongly to $f$ in $L^1(\mathbb{R}^N)$ and if $(1/(1 + |\xi_n|)^{N - \alpha_n})_{n \in \mathbb{N}}$ converges to $g \in [0,1]$, then 

\[ (3.6) \quad \lim_{n \to \infty} (\tilde{I}_{\alpha_n} * f_n)(x) = g \int_{\mathbb{R}^N} f \quad \text{for any } x \in \mathbb{R}^N. \]

If moreover $(g_n)_{n \in \mathbb{N}}$ is a sequence of functions that converges to $g$ strongly in $L^1(\mathbb{R}^N)$, then 

\[ (3.7) \quad \lim_{n \to \infty} \int_{\mathbb{R}^N} (\tilde{I}_{\alpha_n} * f_n) g_n = g \left( \int_{\mathbb{R}^N} f \right) \left( \int_{\mathbb{R}^N} g \right). \]

Lemma 3.4 gives a good idea of the validity of the reversed bound of Lemma 3.3. Indeed, $\tilde{I}_{\alpha_n} * f_n(x) \to \int_{\mathbb{R}^N} f$ for converging sequences $f_n$, but it can fail for sequences of functions given by translations in the $x$-variable. We shall prove later that the least energy nodal solutions behave as two signed bumps whose distance diverges. As we shall see, this makes our proofs more involved in the case $\alpha$ close to $N$.

**Proof of Lemma 3.4.** We can assume that $x = 0$, by making a suitable translation. We rewrite for each $n \in \mathbb{N}$ the quantities appearing in (3.6) in integral form 

\[ (\tilde{I}_{\alpha_n} * f_n)(0) - g \int_{\mathbb{R}^N} f_n = \int_{\mathbb{R}^N} f_n(y) \left( \frac{1}{|y|^{N - \alpha}} - \rho \right) dy. \]

Given $\delta \in (0,1)$, by the Hölder inequality and by Lemma 3.3 we first have 

\[ \left| \int_{B_{\delta}} f_n(y) \left( \frac{1}{|y|^{N - \alpha}} - \rho \right) dy \right| \leq \int_{B_{\delta}} |f_n(y)| \left( \frac{1}{|y|^{N - \alpha}} + \rho \right) dy \]

\[ \leq (1 + \rho) |B_{\delta}|^{1 - \frac{r}{r - 1}} \|f_n\|_{L^r(\mathbb{R}^N)} + C(N - \alpha_n) \|f_n\|_{L^r(\mathbb{R}^N)}, \]

Next, we write 

\[ \int_{\mathbb{R}^N \setminus B_{\delta}} f_n(y) \left( \frac{1}{|y|^{N - \alpha}} - \rho \right) dy = \int_{\mathbb{R}^N \setminus B_{\delta}(\xi_n)} f_n(z - \xi_n) \left( \frac{1}{|z - \xi_n|^{N - \alpha}} - \rho \right) dy. \]

We observe that for every $z \in \mathbb{R}^N$, 

\[ (3.8) \quad \lim_{n \to \infty} \left( \frac{1}{|z - \xi_n|^{N - \alpha}} - \rho \right) \chi_{B_{\delta}(\xi_n)} = 0. \]
Indeed, we have by the triangle inequality, on the one hand,
\[ |z - \xi_n| \leq |z| + |\xi_n| \leq (1 + |z|)(1 + |\xi_n|) \]
and on the other hand, if \( z \in \mathbb{R}^N \setminus B_\delta(\xi_n) \), we have
\[ |z - \xi_n| \geq (1 - \lambda)\delta + \lambda(\xi_n - |z|) = \lambda(|\xi_n| + 1). \]
with \( \lambda = \delta/(1 + |z| + \delta) \). Therefore it follows that, if \( z \notin B_\delta(\xi_n) \)
\[ \left( \frac{1}{|z| + 1} \right)^{N-\alpha_n} \frac{1}{(1 + |\xi_n|)^{N-\alpha_n}} \leq \frac{1}{|z - \xi_n|^{N-\alpha_n}} \leq \left( \frac{1 + |z| + \delta}{\delta} \right)^{N-\alpha_n}, \]
and the limit (3.8) follows. Therefore, by Lebesgue’s dominated convergence theorem,
\[ \lim_{n \to \infty} \int_{\mathbb{R}^N \setminus B_\delta(\xi_n)} f_n(z - \xi_n) \left( \frac{1}{|z - \xi_n|^{N-\alpha_n}} \right) \, dy = 0. \]
Since \( \delta > 0 \) is arbitrary, the first conclusion (3.6) follows.

In order to prove (3.7), we pass to a subsequence so that \( g_n \to g \) almost everywhere in \( \mathbb{R}^N \) as \( n \to \infty \) and for each \( n \in \mathbb{N} \), \( |g_n| \leq h \) in \( \mathbb{R}^N \) for some \( h \in L^1(\mathbb{R}^N) \). By (3.6), the sequence \( (I_{\alpha_n} * f_n)_{n \in \mathbb{N}} \) converges to the constant \( g \int_{\mathbb{R}^N} f \) everywhere in \( \mathbb{R}^N \). By Lemma 3.3, the sequence \( (I_{\alpha_n} * f_n)_{n \in \mathbb{N}} \) is uniformly bounded over \( \mathbb{R}^N \), so that Lebesgue’s dominated convergence theorem applies and brings the conclusion. \( \square \)

4. PROOF OF THEOREM 1

This section is devoted to the proof of Theorem 1. As a first step, in the next proposition we show that least energy nodal solutions are asymptotically odd with respect to a hyperplane.

**Proposition 4.1.** Let \( u_\alpha \) be a family of solutions to (1.1) that changes sign and satisfying \( I_\alpha(u_\alpha) \leq 2c_\alpha \), then
\[ \lim_{\alpha \to 0} \inf_{\xi^+ \in \mathbb{R}^N} \| u_\alpha - (U(\cdot - \xi^+) - U(\cdot - \xi^-)) \|_{H^1(\mathbb{R}^N)} = 0. \]
Moreover, for \( \alpha \in (0, N) \) small enough there exist \( \xi^+_\alpha, \xi^-_\alpha \) such that
\[ \| u_\alpha - (U(\cdot - \xi^+_\alpha) - U(\cdot - \xi^-_\alpha)) \|_{H^1(\mathbb{R}^N)} = \inf_{\xi^+, \xi^- \in \mathbb{R}^N} \| u_\alpha - (U(\cdot - \xi^+) - U(\cdot - \xi^-)) \|_{H^1(\mathbb{R}^N)} \]
and
\[ \lim_{\alpha \to 0} |\xi^+_\alpha - \xi^-_\alpha| = +\infty. \]

By Proposition 2.1 if \( u_\alpha \) is a least energy nodal solution we have \( I_\alpha(u_\alpha) = c_\alpha^{\text{nod}} < 2c_\alpha \) and thus \( u_\alpha \) satisfies the assumption of Proposition 4.1.

**Proof of Proposition 4.1** The proof relies on some preliminary results which are stated in form of claims.

**Claim 1.** One has
\[ \lim_{\alpha \to 0} c_\alpha^{\text{nod}} = \gamma_{2p}. \]
Proof of the claim. Given \( u \in H^1(\mathbb{R}^N) \setminus \{0\} \), by Lemma 3.2 we have, as \( \alpha \to 0 \),
\[
\begin{align*}
c^{\text{gst}}_{\alpha} \leq \max_{t > 0} J_{\alpha}(tu) &= \frac{t^2}{2} \left( \int_{\mathbb{R}^N} |\nabla u|^2 + |u|^2 \right) - \frac{t^{2p}}{2p} \int_{\mathbb{R}^N} (I_{\alpha} * |u|^p)|u|^p \\
&\to \max_{t > 0} \frac{t^2}{2} \left( \int_{\mathbb{R}^N} |\nabla u|^2 + |u|^2 \right) - \frac{t^{2p}}{2p} \int_{\mathbb{R}^N} |u|^{2p} = \max_{t > 0} \Phi_{2p}(tu).
\end{align*}
\]
Taking the infimum with respect to \( u \in H^1(\mathbb{R}^N) \setminus \{0\} \), we deduce that
\[
\limsup_{\alpha \to 0} c^{\text{gst}}_{\alpha} \leq \gamma_{2p}.
\]
Since
\[
c^{\text{gst}}_{\alpha} = \left( \frac{1}{2} - \frac{1}{2p} \right) \left( \int_{\mathbb{R}^N} |\nabla U_{\alpha}|^2 + U_{\alpha}^2 \right),
\]
the groundstate solution \( U_{\alpha} \) remains bounded in \( H^1(\mathbb{R}^N) \) as \( \alpha \to 0 \). By Lemma 3.2 again, we also have
\[
c^{\text{gst}}_{\alpha} = J_{\alpha}(U_{\alpha}) = \max_{t > 0} J_{\alpha}(tU_{\alpha}) = \max_{t > 0} \Phi_{2p}(tU_{\alpha}) + o(\alpha),
\]
as \( \alpha \to 0 \). This implies
\[
\liminf_{\alpha \to 0} c^{\text{gst}}_{\alpha} \geq \gamma_{2p}.
\]
The claims follows from the combination of the inequalities (4.2) and (4.3).

\[\diamond\]

**Claim 2.** The family \((u_{\alpha})_{\alpha > 0}\) is bounded in \( H^1(\mathbb{R}^N) \) as \( \alpha \to 0 \).

Proof of the claim. By assumption, we have for each \( \alpha \in (0, N) \) \( I_{\alpha}(u_{\alpha}) \leq 2c_{\alpha} \). Since for each \( \alpha \in (0, N) \), we also have \( \langle I_{\alpha}'(u_{\alpha}), u_{\alpha} \rangle = 0 \), we deduce
\[
\int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 = \frac{2p}{p - 1} I_{\alpha}(u_{\alpha}) \leq \frac{2p}{p - 1} 2c_{\alpha}.
\]
The claim follows then from Claim 1.

\[\diamond\]

**Claim 3.** One has
\[
\liminf_{\alpha \to 0} \int_{\mathbb{R}^N} |\nabla u_{\alpha}^+|^2 + |u_{\alpha}^+|^2 = \liminf_{\alpha \to 0} \int_{\mathbb{R}^N} (I_{\alpha} * |u_{\alpha}|^p)|u_{\alpha}^+|^p > 0.
\]

Proof of the claim. We recall that the optimal Hardy–Littlewood–Sobolev inequality [15, Theorem 3.1; 16, Theorem 4.3] states that if \( f, g \in L^{\frac{2N}{N+\alpha}}(\mathbb{R}^N) \), then
\[
\int_{\mathbb{R}^N} (I_{\alpha} * f)g \leq C_{N,\alpha} \left( \int_{\mathbb{R}^N} |f|^{\frac{2N}{N+\alpha}} \right)^{\frac{N+\alpha}{2N}} \left( \int_{\mathbb{R}^N} |g|^{\frac{2N}{N+\alpha}} \right)^{\frac{N+\alpha}{2N}},
\]
and the optimal constant \( C_{N,\alpha} \) is given in terms of the gamma function \( \Gamma \) by
\[
C_{N,\alpha} = \frac{\Gamma\left(\frac{N+\alpha}{2}\right)\Gamma\left(\frac{N}{2}\right)}{2^{\alpha} \pi^{\alpha/2} \Gamma(\frac{N+\alpha}{2} \Gamma(\frac{N}{2}))^\alpha}.
\]
If $p > 2$, we observe that, by the Hardy–Littlewood–Sobolev inequality \((4.4)\) and by the classical Sobolev inequality

$$\int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 = \int_{\mathbb{R}^N} (I_{\alpha} * |u_{\alpha}|^p)|u_{\alpha}|^p$$

$$\leq CC_{N,\alpha} \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 \right)^{\frac{p}{2}} \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 \right)^{\frac{p-2}{2}}.$$  

We deduce therefrom that

$$1 \leq CC_{N,\alpha} \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 \right)^{\frac{p}{2}} \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 \right)^{\frac{p-2}{2}}.$$  

In view of \((4.5)\), we have

$$\lim_{\alpha \to 0} C_{N,\alpha} = 1,$$  

and the constant $C_{N,\alpha}$ remains thus bounded as $\alpha \to 0$. Since the family $(u_{\alpha})_{\alpha \in (0,N)}$ is bounded in $H^1(\mathbb{R}^N)$ in view of Claim 2, we have, if $p > 2$,

$$\liminf_{\alpha \to 0} \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 > 0.$$  

The claim is thus proved in the case $p > 2$.

If $p = 2$ we adapt the strategy of \([10]\). Since for each $\alpha \in (0,N)$

$$\int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 = \int_{\mathbb{R}^N} (I_{\alpha} * |u_{\alpha}|^2)|u_{\alpha}|^2 \leq CC_{N,\alpha} \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 \right)^2,$$

the functions $u_{\alpha}$ stay away from 0 as $\alpha \to 0$:

$$\liminf_{\alpha \to 0} \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 > 0.$$  

Without loss of generality, we can assume that

$$\liminf_{\alpha \to 0} \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 > 0.$$  

We are going to prove that

$$\liminf_{\alpha \to 0} \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 > 0.$$  

Otherwise, there would exist a sequence $(\alpha_n)_{n \in \mathbb{N}}$ in $(0,N)$ converging to 0 such that

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} |\nabla u_{\alpha_n}|^2 + |u_{\alpha_n}|^2 = 0.$$  

We could then define for each $\alpha \in (0,N)$ the normalized negative part of $u_{\alpha}$ by

$$v_{\alpha} = \frac{u_{\alpha}}{\|u_{\alpha}\|_{H^1(\mathbb{R}^N)}}.$$  

By the Hardy–Littlewood–Sobolev and by the Sobolev inequalities, for every $\alpha \in (0,N)$,

$$\int_{\mathbb{R}^N} (I_{\alpha} * |u_{\alpha}|^2)|u_{\alpha}|^2 \leq C \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha}|^2 + |u_{\alpha}|^2 \right)^2,$$
and therefore, we would write
\[
1 = \left( \int_{\mathbb{R}^N} (I_{\alpha_n} * |u_{\alpha_n}|^2) |u_{\alpha_n}^-|^2 \right) / \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha_n}^-|^2 + |u_{\alpha_n}^-|^2 \right) = \lim_{n \to \infty} \left( \int_{\mathbb{R}^N} (I_{\alpha_n} * |u_{\alpha_n}^+|^2) |u_{\alpha_n}^-|^2 \right) / \left( \int_{\mathbb{R}^N} |\nabla u_{\alpha_n}^-|^2 + |u_{\alpha_n}^-|^2 \right)
\]
\[= \lim_{n \to \infty} \int_{\mathbb{R}^N} (I_{\alpha_n} * |u_{\alpha_n}^+|^2) |u_{\alpha_n}^-|.\]

Now, by taking into account Remark 3.2, we would apply Lemma 5.2 with \(g = |v_{\alpha_n}|^2\) to obtain
\[
\lim_{n \to \infty} \left( \int_{\mathbb{R}^N} (I_{\alpha_n} * |v_{\alpha_n}|^2) |v_{\alpha_n}^+|^2 - \int_{\mathbb{R}^N} |v_{\alpha_n}^+|^2 |v_{\alpha_n}|^2 \right) = 0.
\]
But, by construction, \(|v_{\alpha_n}^+|^2 |v_{\alpha_n}|^2 = 0\) almost everywhere in \(\mathbb{R}^N\), and we would thus reach a contradiction.

With those results in hand, we are now in condition to prove Proposition 4.1. By Lemma 3.2 and Remark 3.2, if \(\alpha \to 0\), then the family \((u_{\alpha})_{\alpha(0,N)}\) forms a Palais–Smale sequence for the limit problem (2.3). Moreover, by Claim 1 and by our assumption
\[
\lim \sup_{\alpha \to 0} \|u_{\alpha}\|_{\mathcal{H}^1} \leq \lim \sup_{\alpha \to 0} 2c_{\alpha,\text{est}} \leq 2\gamma_2 p.
\]
In view of (2.6), Lemma 2.2 implies that \(m \leq 2\) and \(u_i = \pm U\). By Claim 3, we can assume without loss of generality that
\[
(4.6) \quad u_{\alpha} = U(\cdot - \tilde{\xi}_{\alpha}^+) - U(\cdot - \tilde{\xi}_{\alpha}^-) + o(1), \quad |\tilde{\xi}_{\alpha}^+ - \tilde{\xi}_{\alpha}^-| \to +\infty.
\]
We observe that, by Fatou’s lemma, for each \(\alpha \in (0, N)\),
\[
\liminf_{|\tilde{\xi}_{\alpha}^+| + |\tilde{\xi}_{\alpha}^-| \to +\infty} \|u_{\alpha} - (U(\cdot - \tilde{\xi}_{\alpha}^+) - U(\cdot - \tilde{\xi}_{\alpha}^-))\|_{H^1(\mathbb{R}^N)} \geq \min\{\|u_{\alpha}\|_{H^1(\mathbb{R}^N)}, \|U\|_{H^1(\mathbb{R}^N)}\},
\]
By Claim 3, the right-hand side stays away from 0 as \(\alpha \to 0\). When \(\alpha \in (0, N)\) is small enough, by the first part of the claim, the function
\[
(\tilde{\xi}_{\alpha}^+, \tilde{\xi}_{\alpha}^-) \in \mathbb{R}^N \times \mathbb{R}^N \mapsto \|u_{\alpha} - (U(\cdot - \tilde{\xi}_{\alpha}^+) - U(\cdot - \tilde{\xi}_{\alpha}^-))\|_{H^1(\mathbb{R}^N)}
\]
achieves thus its minimum at some pair of vectors \((\tilde{\xi}_{\alpha}^+, \tilde{\xi}_{\alpha}^-) \in \mathbb{R}^N \times \mathbb{R}^N\). By (4.6), that minimum goes to 0, that is,
\[
u_{\alpha} = U(\cdot - \tilde{\xi}_{\alpha}^+) - U(\cdot - \tilde{\xi}_{\alpha}^-) + o(1).
\]
We note that, again by (4.6), \(|\tilde{\xi}_{\alpha}^+ - \tilde{\xi}_{\alpha}^-| \to 0\). Finally, Lemma 2.2 implies that \(|\tilde{\xi}_{\alpha}^+ - \tilde{\xi}_{\alpha}^-| \to +\infty\) as \(\alpha \to 0\).

**Proof of Theorem 7**. Since the Choquard equation (1.1) is invariant under translations and rotations, we can assume that for each \(\alpha \in (0, N)\) sufficiently close to 0, \(\xi_{\alpha, +} = 0\) and \(\xi_{\alpha, -} = \xi_{\alpha} = (m_{\alpha}, 0, \ldots, 0)\), for some \(m_{\alpha} \to +\infty\). We define then \(R_{\alpha}\) to be the orthogonal reflection that sends 0 to \(\xi_{\alpha}\), that is, for each \(x = (x_1, \ldots, x_N) \in \mathbb{R}^N\),
\[
R_{\alpha}(x) = (m_{\alpha} - x_1, x_2, \ldots, x_N).
\]
We set \(u_{\alpha} = u_{\alpha} + \tilde{u}_{\alpha}\), where \(\tilde{u}_{\alpha} = u_{\alpha} \circ R_{\alpha}\). We define also for every such \(\alpha \in (0, N)\) the half-space
\[
\Omega_{\alpha} = \left\{ x = (x_1, \ldots, x_N) \in \mathbb{R}^N \mid x_1 < \frac{m_{\alpha}}{2} \right\}.
\]
By construction, \( v_\alpha \circ R_\alpha = v_\alpha \), and thus the function \( v_\alpha \) is even with respect to \( \partial \Omega_\alpha \).

Our purpose is to show that for \( \alpha > 0 \) small enough, \( v_\alpha = 0 \), from which Theorem \( \ref{thm:main} \) will follow immediately. The proof will rely on some preliminary results:

**Step 1.** For any direction \( \zeta \in \mathbb{R}^N \),
\[
(v_\alpha | \partial_\zeta U)_{H^1(\mathbb{R}^N)} = 0, \quad (v_\alpha | \partial_\zeta U)_{H^1(\Omega_\alpha)} = o(\|v_\alpha\|_{H^1(\Omega_\alpha)}),
\]
as \( \alpha \to 0 \).

The function
\[
(\xi^+, \xi^-) \in \mathbb{R}^N \times \mathbb{R}^N \mapsto \|u_\alpha - (U(\cdot - \xi^+) - U(\cdot - \xi^-))\|^2_{H^1(\mathbb{R}^N)}
\]
attains a minimum at \((0, \xi_\alpha) \in \mathbb{R}^N \times \mathbb{R}^N\). Differentiating with respect to the variable \( \xi^+ \) in the direction \( \zeta \in \mathbb{R}^N \), we obtain
\[
(4.7) \quad (u_\alpha | \partial_\zeta U)_{H^1(\mathbb{R}^N)} = 0.
\]
Reasoning in an analogous way on the variable \( \xi^- \), we get
\[
(4.7) \quad (u_\alpha | \partial_\zeta U(\cdot - \xi_\alpha))_{H^1(\mathbb{R}^N)} = 0.
\]
We now observe that

1. if \( \zeta = \xi_\alpha \), then \( \partial \zeta U \circ R_\alpha(x) = -\partial \zeta U(\cdot - \xi_\alpha) \),
2. if \( \zeta \cdot \xi_\alpha = 0 \), then \( \partial \zeta U \circ R_\alpha(x) = \partial \zeta U(\cdot - \xi_\alpha) \),

so that, in any case,
\[
(4.7) \quad (u_\alpha | \partial_\zeta U(\cdot - \xi_\alpha))_{H^1(\mathbb{R}^N)} = \pm (\bar{u}_\alpha | \partial_\zeta U)_{H^1(\mathbb{R}^N)} = 0.
\]
This, together with (4.7), concludes the proof of the first assertion. The second follows since \( \|\partial \zeta U\|_{H^1(\mathbb{R}^N \setminus \Omega_\alpha)} = o(1) \).

**Step 2.** The function \( v_\alpha \) satisfies the linear equation
\[
(4.8) \quad \mathcal{L}_\alpha v_\alpha = 0,
\]
where the linear operator \( \mathcal{L}_\alpha \) is defined by
\[
\mathcal{L}_\alpha v = -\Delta v + v - (I_\alpha \ast G_\alpha v)H_\alpha - (I_\alpha \ast K_\alpha)L_\alpha v,
\]
with the functions \( G_\alpha, H_\alpha, K_\alpha \) and \( L_\alpha \) being given by

\[
G_\alpha = \begin{cases} 
\frac{|u_\alpha|^p - |\bar{u}_\alpha|^p}{p|u_\alpha|^p - \bar{\alpha}_\alpha} & \text{where } u_\alpha \neq -\bar{u}_\alpha, \\
\frac{|u_\alpha|^p - |\bar{u}_\alpha|^p}{p|u_\alpha|^p} & \text{elsewhere},
\end{cases}
\]

\[
H_\alpha = \frac{1}{2}(|u_\alpha|^p - |\bar{u}_\alpha|^p - |\bar{u}_\alpha|^p),
\]

\[
K_\alpha = \frac{1}{2}(|u_\alpha|^p + |\bar{u}_\alpha|^p),
\]

\[
L_\alpha = \begin{cases} 
\frac{|u_\alpha|^p - |\bar{u}_\alpha|^p}{u_\alpha + \bar{u}_\alpha} & \text{where } u_\alpha \neq -\bar{u}_\alpha, \\
(p - 1)|u_\alpha|^{p-2} & \text{elsewhere}.
\end{cases}
\]
By definition of $v_\alpha$ in terms of $u_\alpha$ and by the equation (4.11) satisfied by $u_\alpha$, the function $v_\alpha$ obeys the equation
\[
-\Delta v_\alpha + v_\alpha = (I_\alpha |u_\alpha|^p |u_\alpha|^{p-2}u_\alpha + (I_\alpha |\tilde{u}_\alpha|^p |\tilde{u}_\alpha|^{p-2}\tilde{u}_\alpha.
\]
We observe that
\[
(I_\alpha |u_\alpha|^p |u_\alpha|^{p-2}u_\alpha + (I_\alpha |\tilde{u}_\alpha|^p |\tilde{u}_\alpha|^{p-2}\tilde{u}_\alpha
\]
\[
= \frac{1}{2} (I_\alpha |u_\alpha|^p + |\tilde{u}_\alpha|^p) (|u_\alpha|^{p-2}u_\alpha + |\tilde{u}_\alpha|^{p-2}\tilde{u}_\alpha)
\]
\[
+ \frac{1}{2} (I_\alpha |u_\alpha|^p - |\tilde{u}_\alpha|^p) (|u_\alpha|^{p-2}u_\alpha - |\tilde{u}_\alpha|^{p-2}\tilde{u}_\alpha).
\]

**Step 3. Conclusion of the proof of Theorem 1**

As commented above, Theorem 1 follows if we show that $v_\alpha = 0$ for $\alpha > 0$ small enough. We assume by contradiction that there is a sequence $(\alpha_n)_{n \in \mathbb{N}}$ in $(0, N)$ that converges to 0 such that for every $n \in \mathbb{N}$, $v_{\alpha_n} \neq 0$. For each $n \in \mathbb{N}$, we define the normalized sequence
\[
w_n = \frac{v_{\alpha_n}}{\|v_{\alpha_n}\|_{H^1(\mathbb{R}^N)}}.
\]
Without loss of generality, the sequence $(w_n)_{n \in \mathbb{N}}$ converges weakly in $H^1(\mathbb{R}^N)$ to some function $w \in H^1(\mathbb{R}^N)$.

By Proposition 4.1, we have the following convergences:
\[
\begin{align*}
G_\alpha - p(U^{p-1} - U^{p-1}(\cdot-\xi_\alpha)) &\to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{q} - \frac{1}{p} \leq \frac{1}{q'} \leq \frac{1}{2}, \\
H_\alpha - (U^{p-1} - U^{p-1}(\cdot-\xi_\alpha)) &\to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{q} - \frac{1}{p} \leq \frac{1}{q'} \leq \frac{1}{2}, \\
K_\alpha - (U^p + U^{p}(\cdot-\xi_\alpha)) &\to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{2} - \frac{1}{q'} \leq \frac{1}{2}, \\
L_\alpha - (p-1)(U^{p-2} + U^{p-2}(\cdot-\xi_\alpha)) &\to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{2} - \frac{1}{q'} \leq \frac{1}{2}.
\end{align*}
\]

If we test the equation $L_\alpha w_\alpha$, against the function $\varphi \in C_0^\infty(\mathbb{R}^N)$, we have
\[
\int_{\mathbb{R}^N} (\nabla w_\alpha \cdot \nabla \varphi + w_\alpha \varphi) = \int_{\mathbb{R}^N} (I_\alpha * G_\alpha w_\alpha) H_\alpha \varphi + (I_\alpha * K_\alpha) L_\alpha w_\alpha \varphi
\]
We now apply Lemma 3.2 first to $f = G_\alpha w_\alpha$ and $g = H_\alpha \varphi$ and next to $f = K_\alpha$ and $g = L_\alpha w_\alpha \varphi$. As in Remark 3.2, the boundedness of $\nabla f$ in $L^r(\mathbb{R}^N)$ for some $r > 1$ follows from the Sobolev and Hölder inequalities. In combination with the asymptotic behavior of $G_\alpha$, $H_\alpha$, $K_\alpha$, and $L_\alpha$ in (4.10), we deduce that $w$ is a weak solution of the equation
\[-\Delta w + w = (2p-1)U^{2p-2}w.
\]
By Step 1 and the nondegeneracy of the limiting problem (2.3) we have $w = 0$.

For each $n \in \mathbb{N}$, we now test the equation $L_{\alpha_n} v_{\alpha_n} = 0$ against $v_{\alpha_n}$ and divide by $\|v_{\alpha_n}\|_{H^1(\mathbb{R}^N)}^2$ to obtain
\[
1 = \int_{\mathbb{R}^N} |\nabla w_n|^2 + |w_n|^2
\]
\[
= \int_{\mathbb{R}^N} (I_{\alpha_n} * (G_\alpha w_n)) H_{\alpha_n} w_n + (I_{\alpha_n} * K_{\alpha_n}) L_{\alpha_n} |w_n|^2.
\]
By Lemma 3.2 on the other hand, we have as $n \to \infty$

\[
\int_{\mathbb{R}^N} (I_{\alpha_n} \ast (G_{\alpha_n} w_n)) H_{\alpha_n} w_n + (I_{\alpha_n} \ast K_{\alpha_n}) L_{\alpha_n} |w_n|^2 \\
= \int_{\mathbb{R}^N} (G_{\alpha_n} H_{\alpha_n} + K_{\alpha_n} L_{\alpha_n}) |w_n|^2 + o(1)
\]

(4.12)

in view of (4.10). Since the sequence $\{w_n\}_{n \in \mathbb{N}}$ converges weakly to 0 in $H^1(\mathbb{R}^N)$, we have in view of Rellich’s compactness theorem and the decay of $U$ at infinity,

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |U|^{2p-2} |w_n|^2 = 0,
\]

(4.13)

By taking into account (4.11), (4.12) and (4.13) are in contradiction. Hence $v_\alpha = 0$ for $\alpha$ close enough to 0. The proof of Theorem 1 is thus complete. □

5. PROOF OF THEOREM 2

We now turn our attention to the proof of Theorem 2. The main difficulty with respect to Theorem 1 comes from the fact that the asymptotics of Riesz potential energy are not as accurate when $\alpha \to N$ as in the case $\alpha \to 0$. This requires additional steps in the proof.

To alleviate the notations, we define $\underline{\alpha} = \max\{0, (N - 2)p - N\}$. For $\alpha \in (\underline{\alpha}, N)$, we first set

$$
\tilde{u}_\alpha = (A_\alpha)^{\frac{1}{p-2}} u_\alpha,
$$

where $A_\alpha$ is the normalizing constant in the Riesz potential $I_\alpha$ coming from (1.2). The function $\tilde{u}_\alpha$ satisfies then the equation

(5.1)

$$
- \Delta \tilde{u}_\alpha + \tilde{u}_\alpha = (\tilde{I}_\alpha \ast |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^{p-2} \tilde{u}_\alpha,
$$

with the unnormalized Riesz potential $\tilde{I}_\alpha$ that was defined in (3.1). We let $\tilde{I}_\alpha$, $c_{\alpha, \text{gst}}$ and $c_{\alpha, \text{nod}}$ denote the corresponding functional, groundstate and least energy nodal solution levels.

In the next proposition we prove an analogue to Proposition 4.1 of the previous section.

**Proposition 5.1.** If $\tilde{u}_\alpha$ are least energy nodal solutions of (5.1), then

$$
\lim_{\alpha \to N^+} \inf_{\xi^+, \xi^- \in \mathbb{R}^N} \|\tilde{u}_\alpha - (V(\cdot - \xi^+) - V(\cdot - \xi^-))\|_{H^1(\mathbb{R}^N)} = 0,
$$

where $V = V_2$ denotes a groundstate of (2.7) for $\mu = 2$. Moreover, for $\alpha \in (\underline{\alpha}, N)$ close enough to $N$ there exists vectors $\xi^*_\alpha, \xi^-_\alpha$ such that

$$
\|\tilde{u}_\alpha - (V(\cdot - \xi^*_\alpha) - V(\cdot - \xi^-_\alpha))\|_{H^1(\mathbb{R}^N)} = \inf_{\xi^+, \xi^- \in \mathbb{R}^N} \|\tilde{u}_\alpha - (V(\cdot - \xi^+) - V(\cdot - \xi^-))\|_{H^1(\mathbb{R}^N)};
$$

moreover they satisfy the asymptotics

$$
\lim_{\alpha \to N^+} |\xi^+ - \xi^-_\alpha| = \infty, \quad \text{and} \quad \lim_{\alpha \to N^+} |\xi^+ - \xi^-_\alpha|^{N-\alpha} = 1.
$$
Proof. The proof of Proposition 5.1 requires some preliminaries, stated in the form of claims.

Claim 1. One has
\[ \lim_{\alpha \to N} c^\text{gst}_\alpha = \kappa_{p,1}. \]

We recall that the quantity \( \kappa_{p,1} \) is the groundstate level of the limiting problem (2.7) defined in (2.10).

Proof of the claim. Given \( u \in H^1(\mathbb{R}^N) \setminus \{0\} \), by Lemma 3.4 with \( \xi_n = 0 \) we have, as \( \alpha \to N \),
\begin{align*}
\tilde{c}^\text{gst}_\alpha & \leq \max_{t > 0} J_\alpha(tu) = \frac{t^2}{2} \left( \int_{\mathbb{R}^N} |\nabla u|^2 + |u|^2 \right) - \frac{t^{2p}}{2p} \int_{\mathbb{R}^N} (\tilde{I}_\alpha \ast |u|^p)|u|^p \\
& \to \max_{t > 0} \frac{t^2}{2} \left( \int_{\mathbb{R}^N} |\nabla u|^2 + |u|^2 \right) - \frac{t^{2p}}{2p} \left( \int_{\mathbb{R}^N} |u|^p \right)^2 = \max_{t > 0} \Psi_{p,1}(tu).
\end{align*}

Taking the infimum with respect to \( u \in H^1(\mathbb{R}^N) \setminus \{0\} \), we get that \( \limsup_{\alpha \to N} c^\text{gst}_\alpha \leq \kappa_{p,1} \). In particular, the groundstate solution \( \tilde{U}_\alpha \) of (5.1) remains bounded in \( H^1(\mathbb{R}^N) \) as \( \alpha \to N \), since
\[ \tilde{c}^\text{gst}_\alpha = \left( \frac{1}{2} - \frac{1}{2p} \right) \left( \int_{\mathbb{R}^N} |\nabla \tilde{U}_\alpha|^2 + |\tilde{U}_\alpha|^2 \right). \]

Lemma 3.3 yields
\[ \liminf_{\alpha \to N} \tilde{c}^\text{gst}_\alpha = \liminf_{\alpha \to N} \max_{t > 0} J_\alpha(tU_\alpha) \geq \liminf_{\alpha \to N} \max_{t > 0} \Psi_{p,1}(tU_\alpha) \geq \kappa_{p,1}, \]
from which the reversed inequality follows. \( \diamond \)

Claim 2. The family \( (\tilde{u}_\alpha)_{\alpha \in (\mathbb{R},N)} \) is bounded in \( H^1(\mathbb{R}^N) \) as \( \alpha \to N \).

Proof of the claim. We observe that, by Proposition 2.1
\[ \left( \frac{1}{2} - \frac{1}{2p} \right) \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 = \tilde{J}_\alpha(\tilde{u}_\alpha) \leq 2\tilde{c}^\text{gst}_\alpha, \]
and the conclusion follows then from Claim 1. \( \diamond \)

Claim 3. One has
\[ \liminf_{\alpha \to N} \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^\pm|^2 + |\tilde{u}_\alpha^\pm|^2 > 0 \quad \text{and} \quad \liminf_{\alpha \to N} \int_{\mathbb{R}^N} (\tilde{I}_\alpha \ast |\tilde{u}_\alpha^\pm|^p)|\tilde{u}_\alpha^\pm|^p > 0. \]

Proof of the claim. We recall that by the optimal Hardy–Littlewood–Sobolev inequality [15] Theorem 3.1; [16] Theorem 4.3] for all functions \( f, g \in L^{\frac{N}{N+\alpha}}(\mathbb{R}^N) \), we have
\begin{equation}
\int_{\mathbb{R}^N} (\tilde{I}_\alpha \ast f)g \leq \tilde{C}_{N,\alpha} \left( \int_{\mathbb{R}^N} |f|^{\frac{2N}{N+\alpha}} \right)^{\frac{N+\alpha}{2N}} \left( \int_{\mathbb{R}^N} |g|^{\frac{2N}{N+\alpha}} \right)^{\frac{N+\alpha}{2N}},
\end{equation}
with an optimal constant \( \tilde{C}_{N,\alpha} \) that can be expressed as
\begin{equation}
\tilde{C}_{N,\alpha} = \pi^{\frac{N-\alpha}{2}} \frac{\Gamma(\frac{\alpha}{2})}{\Gamma(N)} \left( \frac{\Gamma(N)}{\Gamma(\frac{N}{2})} \right)^{\frac{N-\alpha}{4}}.
\end{equation}
By the Hardy–Littlewood–Sobolev inequality (5.2) and by the Sobolev inequality, we observe that
\[
\int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 = \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^p \\
\leq C \tilde{C}_{N,\alpha} \left( \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 \right)^{\frac{p}{2}} \left( \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 \right)^{\frac{2-p}{2}}.
\]
so that, since \( p > 2 \), we have
\[
1 \leq C \tilde{C}_{N,\alpha} \left( \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 \right)^{\frac{p}{2}} \left( \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 \right)^{\frac{2-p}{2}}.
\]
In view of (5.3), we have
\[
\lim_{\alpha \to N} \tilde{C}_{N,\alpha} = 1,
\]
so that, by Claim 2,
\[
(5.4) \quad \liminf_{\alpha \to N} \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha|^2 + |\tilde{u}_\alpha|^2 = \liminf_{\alpha \to N} \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^p > 0.
\]
For the second estimate, we write, by the positive definiteness of the Riesz potential energy and the Cauchy–Schwarz inequality (see [16, Theorem 9.8]),
\[
\int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^p \\
= \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |u_\alpha^+|^p - \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^p \\
\geq \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |u_\alpha^+|^p - \left( \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^p \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha|^p) |\tilde{u}_\alpha|^p \right)^{\frac{1}{2}}.
\]
The conclusion follows then from the fact that \( u_\alpha^+ \neq 0 \), from the boundedness of the family \( u_\alpha^+ \) in \( H^1(\mathbb{R}^N) \) and from the Hardy–Littlewood–Sobolev inequality (5.2).

**Claim 4.** We have
\[
\lim_{\alpha \to N} \tilde{c}_\alpha \equiv \tilde{c}_{\text{mod}} = 2\kappa_{p,2} = \frac{2}{p-2} \kappa_{p,1}.
\]
Moreover, define \( t_\alpha, s_\alpha \in (0, \infty) \) such that
\[
t_\alpha \tilde{u}_\alpha^+ \in \mathcal{N}_{p,2}, \quad \text{and} \quad s_\alpha \tilde{u}_\alpha^- \in \mathcal{N}_{p,2}
\]
where \( \mathcal{N}_{p,2} \) is the Nehari manifold associated to the functional \( \Psi_{p,2} \) (see (2.12)). Then, \( t_\alpha, s_\alpha \) are bounded and the satisfy the following asymptotics as \( \alpha \to 0 \):
\[
(5.5) \quad t_\alpha \tilde{u}_\alpha^+ \in \mathcal{N}_{p,2}, \quad \text{and} \quad s_\alpha \tilde{u}_\alpha^- \in \mathcal{N}_{p,2}
\]
\[
(5.6) \quad \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha^+|^p) |\tilde{u}_\alpha^-|^p = \frac{t_\alpha^{2p}}{2} \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha^+|^p) |\tilde{u}_\alpha^+|^p + \frac{s_\alpha^{2p}}{2} \int_{\mathbb{R}^N} (\tilde{I}_\alpha * |\tilde{u}_\alpha^-|^p) |\tilde{u}_\alpha^-|^p + o(1),
\]
\[
(5.7) \quad \Psi_{p,2}(t_\alpha \tilde{u}_\alpha^+) \to \kappa_{p,2}, \quad \Psi_{p,2}(s_\alpha \tilde{u}_\alpha^-) \to \kappa_{p,2}.
\]
**Proof of the claim.** We take a function \( v \in C_0^\infty(\mathbb{R}^N) \) and we choose a vector \( \xi \in \mathbb{R}^N \) such that \( |\xi| > \text{diam(supp } v) \). We now define the function \( u : \mathbb{R}^N \to \mathbb{R} \) for each \( x \in \mathbb{R}^N \) by \( u(x) = v(x) - v(x - \xi) \). In view of Lemma 4.4, we have
\[
\int_{\mathbb{R}^N} (\tilde{I}_\alpha * |tu^+ + su^-|^p) |tu^+ + su^-|^p = \left( \int_{\mathbb{R}^N} |tu^+ + su^-|^p \right)^2 + o(1) (|t|^{2p} + |s|^{2p}).
\]
It follows therefore that
\[
(5.8) \quad \lim_{\alpha \to N} \max \{ \tilde{J}_\alpha(tu^+ + su^-) \mid t, s \in [0, \infty) \} \leq \max \{ \Psi_{p,1}(tu^+ + su^-) \mid t, s \in [0, \infty) \}.
\]
Moreover, we have for every \( t, s \in [0, \infty) \),
\[
\Psi_{p,1}(tu^+ + su^-) = \frac{t^2 + s^2}{2} \int_{\mathbb{R}^N} |\nabla v|^2 + |v|^2 - \frac{(p + s^2)^2}{2p} \left( \int_{\mathbb{R}^N} |v|^p \right)^2
\]
(5.9)
\[\leq r^2 \int_{\mathbb{R}^N} |\nabla v|^2 + |v|^2 - \frac{2r^2p}{p} \left( \int_{\mathbb{R}^N} |v|^p \right)^2 = 2\Psi_{p,2}(rv),\]
where \( r = \sqrt{\frac{t^2 + s^2}{2}} \). By combining (5.8) and (5.9), we get, in view of the definition of the level \( c^\text{nod}_\alpha \)
\[
\limsup_{\alpha \to N} c^\text{nod}_\alpha \leq 2\Psi_{p,2}(rv).
\]
Since the latter inequality holds for every \( v \in C^\infty_c(\mathbb{R}^N) \) and since the set \( C^\infty_c(\mathbb{R}^N) \) is dense in the Sobolev space \( H^1(\mathbb{R}^N) \), we have in view of the characterization (2.11) and of the identity (2.10),
\[
\limsup_{\alpha \to N} c^\text{nod}_\alpha \leq 2k_{p,2} = 2\frac{p^2}{p + 1} k_{p,1}.
\]
For the reversed inequality, first observe that
\[
t^2(p - 1) = \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^+|^2 + |\tilde{u}_\alpha^+|^2 \quad \text{and} \quad s^2(p - 1) = \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^-|^2 + |\tilde{u}_\alpha^-|^2.
\]
Combining Lemma 3.3 and Claim 3, we conclude that \( t_\alpha \) and \( s_\alpha \) remain bounded and bounded away from 0 as \( \alpha \to N \). Then,
\[
(5.10) \quad c^\text{nod}_\alpha = \tilde{J}_\alpha(\tilde{u}_\alpha) = \tilde{J}_\alpha(t_\alpha \tilde{u}_\alpha^+ + s_\alpha \tilde{u}_\alpha^-).
\]
By the positive definiteness of the Riesz potential energy and by the Cauchy–Schwarz inequality (see [16], Theorem 9.8), we have
\[
(5.11) \quad t_\alpha^p s_\alpha^p \int_{\mathbb{R}^N} (I_\alpha * |\tilde{u}_\alpha^+|^p) |\tilde{u}_\alpha^-|^p \leq \frac{t_\alpha^2p}{2} \int_{\mathbb{R}^N} (I_\alpha * |\tilde{u}_\alpha^+|^p) |\tilde{u}_\alpha^+|^p + \frac{s_\alpha^2p}{2} \int_{\mathbb{R}^N} (I_\alpha * |\tilde{u}_\alpha^-|^p) |\tilde{u}_\alpha^-|^p.
\]
Therefore, in view of (5.10), we deduce that
\[
c^\text{nod}_\alpha \geq \frac{t_\alpha^2}{2} \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^+|^2 + |\tilde{u}_\alpha^+|^2 - \frac{t_\alpha^2p}{p} \int_{\mathbb{R}^N} (I_\alpha * |\tilde{u}_\alpha^+|^p) |\tilde{u}_\alpha^+|^p
\]
(5.12)
\[\quad + \frac{s_\alpha^2}{2} \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^-|^2 + |\tilde{u}_\alpha^-|^2 - \frac{s_\alpha^2p}{p} \int_{\mathbb{R}^N} (I_\alpha * |\tilde{u}_\alpha^-|^p) |\tilde{u}_\alpha^-|^p.
\]
By Lemma 3.3 we have, as \( \alpha \to N \),
\[
(5.13) \quad \int_{\mathbb{R}^N} (I_\alpha * |\tilde{u}_\alpha^+|^p) |\tilde{u}_\alpha^+|^p \leq \left( \int_{\mathbb{R}^N} |\tilde{u}_\alpha^+|^p \right)^2 + O(N - \alpha).
\]
In view of (5.12) this leads us to
\[
(5.14) \quad c^\text{nod}_\alpha \geq \Psi_{p,2}(t_\alpha \tilde{u}_\alpha^+) + \Psi_{p,2}(s_\alpha \tilde{u}_\alpha^-) + O(N - \alpha).
\]
By the characterization (2.11) and by the identity (2.10), it follows that
\[
\liminf_{\alpha \to N} c_\alpha^{nod} \geq 2\kappa_{p,2} = \frac{\mu - 2}{\mu - 1}\kappa_{p,1},
\]
which proves the first part of the claim.

As a byproduct, the inequalities (5.11) and (5.14) become equalities in the limit \(\alpha \to N\); this gives (5.6) and (5.7).

We are now in conditions to prove Proposition 5.1. First, let us show that \(t_\alpha \to 1\) and \(s_\alpha \to 1\) as \(\alpha \to N\). In view of Claim 2 and Lemma 3.3 and by using the positive definiteness of the Riesz potential energy and the Cauchy–Schwarz inequality (see [16, Theorem 9.8]) we have:
\[
c_\alpha^{nod} = \tilde{J}_\alpha(\tilde{u}_\alpha^+ + \tilde{u}_\alpha^-) \geq \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u_\alpha^+|^2 + |u_\alpha^+|^2 - \frac{1}{p} \int_{\mathbb{R}^N} (I_\alpha * |u_\alpha^+|^p)|u_\alpha^+|^p
\]
\[
+ \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u_\alpha^-|^2 + |u_\alpha^-|^2 - \frac{1}{p} \int_{\mathbb{R}^N} (I_\alpha * |u_\alpha^-|^p)|u_\alpha^-|^p
\]
\[
\geq \Psi_{p,2}(\tilde{u}_\alpha^+) + \Psi_{p,2}(\tilde{u}_\alpha^-) + o(1).
\]
By Claim 3 we have
\[
2\kappa_{p,2} \geq \Psi_{p,2}(t_\alpha \tilde{u}_\alpha^+) + \Psi_{p,2}(s_\alpha \tilde{u}_\alpha^-)
\]
\[
+ \Psi_{p,2}(\tilde{u}_\alpha^+) - \Psi_{p,2}(t_\alpha \tilde{u}_\alpha^+) + \Psi_{p,2}(\tilde{u}_\alpha^-) - \Psi_{p,2}(s_\alpha \tilde{u}_\alpha^-) + o(1)
\]
\[
\geq 2\kappa_{p,2} + \frac{1}{2} \left(1 - \left(1 - \frac{1}{p}\right)t_\alpha^2 - \frac{1}{pt_\alpha^{2p-2}}\right) \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^+|^2 + |\tilde{u}_\alpha^+|^2
\]
\[
+ \frac{1}{2} \left(1 - \left(1 - \frac{1}{p}\right)s_\alpha^2 - \frac{1}{ps_\alpha^{2p-2}}\right) \int_{\mathbb{R}^N} |\nabla \tilde{u}_\alpha^-|^2 + |\tilde{u}_\alpha^-|^2 + o(1)
\]
Since the integrals on the right-hand side remain bounded away from 0 (Claim 3), we have
\[
\lim_{n \to \infty} 1 - \left(1 - \frac{1}{p}\right)t_\alpha^2 - \frac{1}{pt_\alpha^{2p-2}} = 0, \quad \text{and} \quad \lim_{n \to \infty} 1 - \left(1 - \frac{1}{p}\right)s_\alpha^2 - \frac{1}{ps_\alpha^{2p-2}} = 0.
\]
By Young’s inequality, we have for each \(\tau \in (0, \infty),\)
\[
1 \leq \frac{1}{p} \frac{1}{\tau^{2p-2}} + \left(1 - \frac{1}{p}\right)\tau^2;
\]
Therefore the function \(\theta : (0, \infty) \to \mathbb{R}\) defined for every \(\tau \in (0, \infty)\)
\[
\theta(\tau) = 1 - \left(1 - \frac{1}{p}\right)\tau^2 - \frac{1}{p\tau^{2p-2}},
\]
is nonnegative and \(\theta(\tau) = 0\) if and only if \(\tau = 1\). Since we have \(\lim_{\tau \to 0} \theta(\tau) = \infty\) and \(\lim_{\tau \to \infty} \theta(\tau) = \infty\), we conclude that \(t_\alpha \to 1\) and \(s_\alpha \to 1\) as \(\alpha \to N\).

By (5.7), the families \(t_\alpha u_\alpha^+, s_\alpha u_\alpha^-\) minimize the functional \(\Psi_{p,2}\) restricted to its Nehari manifold \(\mathcal{N}_{p,2}\) (as \(\alpha \to N\)). Lemma 2.3 implies the existence of vectors \(\tilde{\xi}_\alpha^+, \tilde{\xi}_\alpha^- \in \mathbb{R}^N\) such that
\[
(5.15) \quad u_\alpha^+ - V(\cdot - \tilde{\xi}_\alpha^+) \to 0, \quad u_\alpha^- - V(\cdot - \tilde{\xi}_\alpha^-) \to 0 \quad \text{in} \ H^1(\mathbb{R}^N),
\]
as \(\alpha \to N\) where \(V = V_2\) is the groundstate of problem (2.7) for \(\mu = 2\). In particular,
the function attains its infimum at some pair of vectors \( | \xi_\alpha^+ - \xi_\alpha^- | \). Hence, Lemma 3.4 implies that \( N \int | \xi_\alpha^+ - \xi_\alpha^- | \) yields a contradiction with (5.15). Hence \(| \xi_\alpha^+ - \xi_\alpha^- | \to +\infty \). Then,

\[
\lim_{\alpha \to N} \inf_{| \xi_\alpha^+ - \xi_\alpha^- | \in R^N} \| u_\alpha - (V(-\xi_\alpha^+) - V(-\xi_\alpha^-)) \|_{H^1(R^N)} = 0.
\]

Since by Fatou’s lemma,

\[
\liminf_{| \xi_\alpha^+ - \xi_\alpha^- | \to +\infty} \| \tilde{u}_\alpha - (V(-\xi_\alpha^+) - V(-\xi_\alpha^-)) \|_{H^1(R^N)} \geq \min \{ \| \tilde{u}_\alpha \|_{H^1(R^N)}, \| V \|_{H^1(R^N)} \},
\]

the function

\[
(\xi^+, \xi^-) \in R^N \times R^N \mapsto \| \tilde{u}_\alpha - (V(-\xi^+) - V(-\xi^-)) \|_{H^1(R^N)}
\]

attains its infimum at some pair of vectors \((\xi_\alpha^+, \xi_\alpha^-) \in R^N \times R^N\) for \( \alpha \) sufficiently close to \( N \). As in Section 4 we can conclude that \(| \xi_\alpha^+ - \xi_\alpha^- | \to 0 \); in particular, \(| \xi_\alpha^+ - \xi_\alpha^- | \to +\infty \).

Finally, we prove that \(| \xi_\alpha^+ - \xi_\alpha^- |^{N-\alpha} \to 1 \) as \( \alpha \to N \). By (5.16),

\[
\int_{R^N} (I_\alpha * | \tilde{u}_\alpha^+ |^p) \tilde{u}_\alpha^+ p - \frac{1}{2} \int_{R^N} (I_\alpha * | \tilde{u}_\alpha^- |^p) \tilde{u}_\alpha^- p + \frac{1}{2} \int_{R^N} (I_\alpha * | \tilde{u}_\alpha^- |^p) \tilde{u}_\alpha^- p.
\]

But,

\[
\int_{R^N} (I_\alpha * | \tilde{u}_\alpha^+ |^p) \tilde{u}_\alpha^- p = \int_{R^N} (I_\alpha * V(-\xi_\alpha^+)^p) V(-\xi_\alpha^-) p + o(1)
\]

where the last equality in we have just made a change of variables. Analogously,

\[
\int_{R^N} (I_\alpha * | \tilde{u}_\alpha^- |^p) \tilde{u}_\alpha^- p = \int_{R^N} (I_\alpha * V(-\xi_\alpha^-)^p) V(-\xi_\alpha^-)^p + o(1) = \int_{R^N} (I_\alpha * V^p) V^p + o(1).
\]

Lemma 3.4 implies that \(| \xi_\alpha^+ - \xi_\alpha^- |^{N-\alpha} \to 1 \), concluding the proof. \( \square \)

**Proof of Theorem 2.** With Proposition 5.1 in hand, we follow the same ideas used to prove Theorem 1. Also here we can assume without loss of generality that \( \xi_\alpha^+ = 0 \) and \( \xi_\alpha^- = \xi_\alpha = (m_0, 0, \ldots, 0) \).

By Proposition 6.1 we have:

(5.16) \( \lim_{\alpha \to N} m_\alpha = \lim_{\alpha \to N} | \xi_\alpha | = \infty \), and \( \lim_{\alpha \to N} m_\alpha^{N-\alpha} = \lim_{\alpha \to N} | \xi_\alpha |^{N-\alpha} = 1 \).

Again we define then \( R_\alpha \) to be the orthogonal reflection of \( R^N \) that sends 0 to \( \xi_\alpha \), that is for each \( x \in R^N \)

\[
R_\alpha(x) = (m_\alpha - x_1, x_2, \ldots, x_N).
\]

We also define the functions \( \tilde{u}_\alpha = \tilde{u}_\alpha \circ R_\alpha \), and \( v_\alpha = \tilde{u}_\alpha + \tilde{u}_\alpha \), and the half-space

\[
\Omega_\alpha = \{ x \in R^N \mid \xi_\alpha \cdot x < | \xi_\alpha |^2 / 2 \}.
\]

By construction, \( v_\alpha \circ R_\alpha = v_\alpha \), and thus the function \( v_\alpha \) is even with respect to \( \partial \Omega_\alpha \).

By Proposition 6.1 we have \( v_\alpha \to 0 \) in \( H^1(R^N) \) as \( \alpha \to N \). We will show that for \( \alpha \) sufficiently close to \( N \), we have \( v_\alpha = 0 \), that is, the solution \( \tilde{u}_\alpha \) has an odd reflection symmetry with respect to the hyperplane \( \partial \Omega_\alpha \).
Step 1. For every direction $\zeta \in \mathbb{R}^N$, 
\[(v_\alpha | \partial_\zeta V)_{H^1(\mathbb{R}^N)} = 0, \quad \text{and} \quad (v_\alpha | \partial_\zeta V)_{H^1(\Omega)} = o(\|v_\alpha\|_{H^1(\Omega)}).\]

The proof is the same as Step 1 in Theorem [1].

Step 2. The function $v_\alpha$ satisfies the linear equation
\[(5.17) \quad L_\alpha v_\alpha = 0 \quad \text{in } \mathbb{R}^N, \quad \text{where the linear differential operator } L_\alpha \text{ is defined by}
\]
\[L_\alpha v = -\Delta v + v - (\tilde{I}_\alpha * (G_\alpha v))H_\alpha - (\tilde{I}_\alpha * K_\alpha)I_\alpha v,
\]

with 
\[G_\alpha = \begin{cases} \frac{|\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p}{|\tilde{u}_\alpha|^{p-2} \tilde{u}_\alpha} & \text{where } \tilde{u}_\alpha \neq -\tilde{u}_\alpha, \\ \frac{1}{p} |\tilde{u}_\alpha|^{p-2} \tilde{u}_\alpha & \text{elsewhere,} \end{cases}
\]
\[H_\alpha = \frac{1}{2} (|\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p),
\]
\[K_\alpha = \frac{1}{2} (|\tilde{u}_\alpha|^{p} + |\tilde{u}_\alpha|^{p}),
\]
\[L_\alpha = \begin{cases} \frac{|\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p - |\tilde{u}_\alpha|^p}{|\tilde{u}_\alpha|^{p-2} \tilde{u}_\alpha} & \text{where } \tilde{u}_\alpha \neq -\tilde{u}_\alpha, \\ \frac{1}{p-1} |\tilde{u}_\alpha|^{p-2} \tilde{u}_\alpha & \text{elsewhere.} \end{cases}
\]

Again, the proof is identical to that of Step 2 of Theorem [1].

Step 3. Conclusion of the proof of Theorem [2]

The idea here is also very closely related to that of Theorem [1]; the main difference is in the way one passes to the limit. As commented above, Theorem [2] follows if we show that $v_\alpha = 0$ for $\alpha$ sufficiently close $N$. Let us assume by contradiction that there is a sequence $(\alpha_n)_{n \in \mathbb{N}}$ in $(\underline{\alpha}, \overline{\alpha})$, $\alpha_n \to N$ such that $v_{\alpha_n} \neq 0$. We define for each $n \in \mathbb{N}$ the normalized functions
\[w_n = \frac{v_{\alpha_n}}{\|v_{\alpha_n}\|}.\]

Without loss of generality, we can assume that the sequence $(w_n)_{n \in \mathbb{N}}$ converges weakly in $H^1(\mathbb{R}^N)$ to some function $w \in H^1(\mathbb{R}^N)$.

By Proposition [5.1] we have that
\[(5.18) \quad G_\alpha - p (V^{p-1} - V^{p-1}(- \xi_\alpha)) \to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{2} - \frac{1}{N} \leq \frac{p-1}{q} \leq \frac{1}{2},
\]
\[H_\alpha - (V^{p-1} - V^{p-1}(- \xi_\alpha)) \to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{2} - \frac{1}{N} \leq \frac{p-1}{q} \leq \frac{1}{2},
\]
\[K_\alpha - (V^p + V^p(- \xi_\alpha)) \to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{2} - \frac{1}{N} \leq \frac{p-1}{q} \leq \frac{1}{2},
\]
\[L_\alpha - (p-1)(V^{p-2} + V^{p-2}(- \xi_\alpha)) \to 0 \quad \text{in } L^q(\mathbb{R}^N), \quad \text{if } \frac{1}{2} - \frac{1}{N} \leq \frac{p-1}{q} \leq \frac{1}{2}.\]
We test the equation (5.17) against $\varphi \in C_0^\infty(\mathbb{R}^N)$ and we obtain, in view of (5.18),

\begin{align}
(5.19) \quad & \int_{\mathbb{R}^N} (\nabla w_n \cdot \nabla \varphi + w_n \varphi) \\
&= p \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(V^{p-1}(x) - V^{p-1}(x - \xi_{\alpha_n})) w_n(x) (V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n})) \varphi(y)}{|x - y|^{N-\alpha}} \, dx \, dy \\
&\quad + (p - 1) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(V^p(x) + V^p(x - \xi_{\alpha_n})) (V^{p-2}(y) + V^{p-2}(y - \xi_{\alpha_n})) w_n(y) \varphi(y)}{|x - y|^{N-\alpha}} \, dx \, dy + o(1).
\end{align}

We claim that

\begin{align}
(5.20) \quad & \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(V^{p-1}(x) - V^{p-1}(x - \xi_{\alpha_n})) w_n(x) (V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n})) \varphi(y)}{|x - y|^{N-\alpha}} \, dx \, dy \\
&\quad = \left( \int_{\mathbb{R}^N} V^{-1} w_n \right) \left( \int_{\mathbb{R}^N} V^{-1} \varphi \right).
\end{align}

Indeed, we observe that $V^{-1} w_n \to V^{-1} w$ and $(V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n}))\varphi(y) \to V^{p-1}(y)\varphi(y)$ in $L^q(\mathbb{R}^N)$, for $q \in \left[1, \frac{2N}{N-2} \right)$. By Lemma 3.4,

\begin{align}
\lim_{n \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{V^{-1}(x) w_n(x)(V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n})) \varphi(y)}{|x - y|^{N-\alpha}} \, dx \, dy \\
&\quad = \left( \int_{\mathbb{R}^N} V^{-1} w_n \right) \left( \int_{\mathbb{R}^N} V^{-1} \varphi \right).
\end{align}

Moreover, by the evenness of $w_n$ with respect to $\partial \Omega$, and since $R_\alpha(\xi) = 0$, we have $|R_\alpha(z) - \xi| = |z|$. Recalling that $V$ is radially symmetric, we have by changes of variable $\tilde{x} = R_\alpha(x)$ and $\tilde{y} = R_\alpha(y),

\begin{align}
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{V^{-1}(x - \xi_{\alpha_n}) w_n(x) (V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n})) \varphi(y)}{|x - y|^{N-\alpha}} \, dx \, dy \\
&\quad = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{V^{-1}(\tilde{x}) w_n(\tilde{x}) (V^{p-1}(\tilde{y} - \xi_{\alpha_n}) - V^{p-1}(\tilde{y} - \xi_{\alpha_n})) \varphi(\tilde{y} - \xi_{\alpha_n})}{|\tilde{x} - \tilde{y}|^{N-\alpha}} \, d\tilde{x} \, d\tilde{y},
\end{align}

where $\tilde{\varphi}(y_1, y_2, \ldots, y_N) = \varphi(-y_1, y_2, \ldots, y_N)$. Again by Lemma 3.4 and by the radial symmetry of $V$,

\begin{align}
\lim_{n \to +\infty} \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{V^{-1}(x - \xi_{\alpha_n}) w_n(x) (V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n})) \varphi(y)}{|x - y|^{N-\alpha}} \, dx \, dy \\
&\quad = \left( \int_{\mathbb{R}^N} V^{-1} w_n \right) \left( \int_{\mathbb{R}^N} V^{-1} \varphi \right) = \left( \int_{\mathbb{R}^N} V^{-1} w_n \right) \left( \int_{\mathbb{R}^N} V^{-1} \varphi \right),
\end{align}

Hence (5.20) follows.

Reasoning analogously and recalling that $\varphi$ has compact support, the second term in the right-hand side of (5.19) converges to

\begin{align}
2(p - 1) \left( \int_{\mathbb{R}^N} V^p \right) \left( \int_{\mathbb{R}^N} V^{p-2} w \varphi \right).
\end{align}

We conclude that $w$ is a (weak) solution of

\begin{align}
-\Delta w + w = 2(p - 1)\|V\|_{L^p(\mathbb{R}^N)}^{-2} w.
\end{align}
By Step 1 and the nondegeneracy of (2.3) (recall that $V = V_2$ is a groundstate solution of (2.7) for $\mu = 2$), we have $w = 0$.

We now multiply the equation (5.17) by the function $v_{\alpha_n}$, integrate and divide by $\|v_{\alpha_n}\|_{H^1(\mathbb{R}^N)}^2$, to obtain:

$$1 = \int_{\mathbb{R}^N} |\nabla w_n|^2 + |w_n|^2 = \int_{\mathbb{R}^N} (I_{\alpha_n} * (G_{\alpha_n} w_n)) H_{\alpha_n} w_n + (I_{\alpha_n} * K_{\alpha_n}) L_{\alpha_n} w_n^2 + o(1)$$

$$= p \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(V^{p-1}(x) - V^{p-1}(x - \xi_{\alpha_n})) w_n(x) (V^{p-1}(y) - V^{p-1}(y - \xi_{\alpha_n})) w_n(y)}{|x - y|^{N-\alpha_n}} \, dx \, dy$$

$$+ (p - 1) \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{(V^p(x) + V^p(x - \xi_{\alpha_n})) (V^{p-2}(y) + V^{p-2}(y - \xi_{\alpha_n})) w_n^2(y)}{|x - y|^{N-\alpha_n}} \, dx \, dy$$

$$+ o(1).$$

We argue again as in the proof of (5.20) to conclude that the first term in the right-hand side converges to 0. Again, Lemma 3.4 and (5.16) imply that the second term in the right-hand side converges to

$$4(p - 1) \left( \int_{\mathbb{R}^N} V^p \right) \left( \int_{\mathbb{R}^N} V^{p-2} w_n^2 \right) = 0,$$

since $V^{p-2} u^2_n \to V^{p-2} u^2$ strongly in $L^q(\mathbb{R}^N)$, for $q \in [1, \frac{N}{N-2})$. This yields the desired contradiction and concludes the proof of Theorem 2.
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