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Abstract

Consider a branching random walk, where the branching mechanism is governed by a Galton-Watson process, and the migration by a finite range symmetric irreducible random walk on the integer lattice $\mathbb{Z}^d$. Let $Z_n(z)$ be the number of the particles in the $n$-th generation at the point $z \in \mathbb{Z}^d$. Under the mild moment conditions for offspring distribution of the underlying Galton-Watson, we derive a second order expansion in the local limit theorem for $Z_n(z)$ for each given $z \in \mathbb{Z}^d$. That generalises the results for simple branching random walks obtained by Gao [2018, SPA].
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1 Introduction and Main result

We consider a discrete-time branching random walk. That describes the evolution of a population of particles where spatial motion is present, hence generalizes the classical Galton-Watson branching processes. It has been a very active topic in probability, because of its own importance and close connection with many other random models, e.g. multiplicative cascades, infinite particle systems, random fractals and discrete Gaussian free field.

Since Harris [19, Chapter III §16] first proposed his conjecture on the question of central limit theorems for a branching random walk, the topic has been widely studied and in various forms. See e.g. [4, 7, 10, 13–15, 17, 24–27, 31, 32, 35, 39].

Révész [33] initiated the study of the convergence speed in local limit theorems for a simple branching random walk, where displacements of the particles are governed by a simple random walk on $\mathbb{Z}^d$. Specially, Révész gave a conjecture on the exact rate of the convergence speed for the simple branching random walk, which was proved by Chen [9]. Then Gao [11] improved and modified Chen’s result. As a further generalization, Gao [12] obtained the second order asymptotic expansion of the local limit theorem for the simple branching random walk. In this article, we continue the research line in [12] by extending the result therein to the case where the migration mechanism is governed by a finite range symmetric irreducible random walk on $\mathbb{Z}^d$.

We mention that some central limit theorems of different nature on the intrinsic martingale (Biggins martingale) in branching random walks have been established by Grübel and Kabluchko [16], Iksanov and...
Kabluchko [22], and some large deviations type results for branching random walks have been discussed by [21, 36]. For other aspects on branching random walks, see for example, [1, 18, 20, 23, 30, 34, 37, 38, 40] and references therein.

To introduce our main result, we need to make some basic settings.

In the $d$-dimensional lattice $\mathbb{Z}^d$, write $0 = (0,0,\cdots,0)$, $1 = (1,1,\ldots,1)$, and let

$$e_1 = (1,0,\ldots,0), \ldots, e_d = (0,0,\ldots,1)$$

be the standard basis of orthogonal unit vectors. By convention, denote by $\langle \cdot, \cdot \rangle$ the inner product in $\mathbb{R}^d$ and $\| \cdot \|$ the norm therein, i.e. for $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ and $y = (y_1, \ldots, y_d) \in \mathbb{R}^d$,

$$\langle x, y \rangle = x_1 y_1 + x_2 y_2 + \cdots + x_d y_d, \quad \| x \| = \sqrt{x_1^2 + x_2^2 + \cdots + x_d^2}.$$  

The multiplication of a vector $x \in \mathbb{R}^d$ by a real number $\lambda \in \mathbb{R}$ is defined by $\lambda x = (\lambda x_1, \lambda x_2, \cdots, \lambda x_d)$.

Let $\mathbb{N} = \{0, 1, 2, \cdots \}$. Suppose that $N$ is an integer-valued random variable with the probability law

$$\mathbb{P}(N = k) = p_k, \quad k \in \mathbb{N}, \quad \sum_{k=0}^{\infty} p_k = 1,$$

and that $L$ is a random variable with the probability law

$$\mathbb{P}(L = 0) = \zeta_0, \quad \mathbb{P}(L = re_s) = \mathbb{P}(L = -re_s) = \frac{1}{2} \zeta_{s,r}, \quad 1 \leq s \leq d, 1 \leq r \leq t_s, \quad (1.1)$$

where each $t_s$ ($1 \leq s \leq d$) is a positive integer, $\zeta_0 \in [0, 1)$, $\zeta_{s,r} \in [0, 1)$, and

$$\zeta_{s,t_s} > 0, \quad \zeta_0 + \sum_{s=1}^{d} \sum_{r=1}^{t_s} \zeta_{s,r} = 1.$$  

For $k \in \mathbb{N}$, set

$$\zeta_s(k) = \sum_{r=1}^{t_s} \zeta_{s,r} r^k, \quad 1 \leq s \leq d.$$  

Denote by $\Gamma_k = \text{diag}(\zeta_1(k), \cdots, \zeta_d(k))$ the diagonal matrix with diagonal entries $\zeta_1(k), \cdots, \zeta_d(k)$. It is easy to see that

$$\det \Gamma_k = \prod_{s=1}^{d} \zeta_s(k), \quad \text{tr}(\Gamma_k^{-1}) = \sum_{s=1}^{d} (\zeta_s(k))^{-1},$$

where $\det M$ is the determinant of a $d \times d$ matrix $M$, $M^{-1}$ is its inverse, and $\text{tr}(M)$ is its trace. By convention, for a vector $x$, the notion $Mx$ is viewed as the product of $M$ and the column matrix $x$.

Throughout the article, we shall assume that the law (1.1) of $L$ satisfies

$$\gcd\{r : \zeta_{s,r} > 0\} = 1, \quad s = 1, 2, \cdots, d, \quad (1.2)$$

where $\gcd$ denotes the greatest common divisor. This assumption implies that $V = \{re_s : \zeta_{s,r} > 0, 1 \leq r \leq t_s, s = 1, 2, \cdots, d\}$ is a generating set of $\mathbb{Z}^d$, which means that

$$\forall y \in \mathbb{Z}^d, \quad \exists \{k_{r,s}\} \subset \mathbb{Z}, \quad \text{s.t.} \quad y = \sum_{r \in V, \ s \in V} k_{r,s} re_s. \quad (1.3)$$

Moreover, the random walk $S_n$ with such increment distribution $L$ must be irreducible (meaning that each point in $\mathbb{Z}^d$ can be reached with positive probability [29]).

Under the hypothesis (1.2) for $L$, there are two possible cases:
(Ha) there exists one \( s \) such that either the set \( \{ r : \zeta_{s,r} > 0 \} \) contains at least one odd integer and one even, or the set \( \{ r : \zeta_{s,r} > 0 \} \) only contains odd integers and \( \zeta_0 > 0 \);

(Hb) \( \zeta_0 = 0 \) and for each \( 1 \leq s \leq d, \{ r : \zeta_{s,r} > 0 \} \) only contains odd integers.

Denote by \( A_d \) the set of all probability distributions \( L \) with the law (1.1) satisfying (1.2) and (Ha). When \( L \in A_d \), the random walk with increment distribution \( L \) is aperiodic, which means that each point on \( \mathbb{Z}^d \) can be reached after \( n \) steps with positive probability for all \( n \) sufficiently large.

Denote by \( B_d \) the set of all probability distributions \( L \) with the law (1.1) satisfying (1.2) and (Hb). For \( L \in B_d \), the associated random walk is bipartite, that means the random walks starting from a given point \( x_0 \) return to \( x_0 \) only after an even number of steps. In this case, \( \mathbb{Z}^d \) is divided into two disjoint sets \( \mathbb{Z}_o \) and \( \mathbb{Z}_e \), such that the walk starting from the origin reaches the states set \( \mathbb{Z}_o \) in an odd number of steps and reaches \( \mathbb{Z}_e \) in an even number of steps.

For example, if \( L \) with the law (1.1) satisfies

\[
\zeta_0 = \sigma \in [0, 1), \quad \zeta_{s,1} = (1 - \sigma)/d, \quad 1 \leq s \leq d,
\]

then when \( \sigma > 0 \), \( L \in A_d \) and the associated random walk is aperiodic; whereas when \( \sigma = 0 \), \( L \in B_d \) and the associated random walk is bipartite.

Consider a discrete-time branching random walk in the \( d \)-dimensional integer lattice \( \mathbb{Z}^d \). Initially, an ancestor particle \( \emptyset \) is located at \( S_\emptyset = 0 \in \mathbb{Z}^d \). At time 1, it is replaced by \( N = N_\emptyset \) particles \((\emptyset 1, \ldots, \emptyset N)\), and each particle \( \emptyset i (1 \leq i \leq N) \) moves to \( S_{\emptyset i} = S_\emptyset + L_{\emptyset i} \). In general, at time \( n+1 \), each particle of generation \( n \), which is denoted by a sequence of positive integers of length \( n \), i.e. \( u = u_1 u_2 \cdots u_n \), is replaced by \( N_u \) new particles of generation \( n+1 \), \( \{ u_i : 1 \leq i \leq N_u \} \), with displacements \( L_{u1}, L_{u2}, \ldots, L_{un} \). That means for \( 1 \leq i \leq N_u \), each particle \( u_i \) moves to \( S_{ui} = S_u + L_{ui} \). Here, all \( N_u \) and \( L_{ui} \), indexed by finite sequences of integers \( u \), are independent random elements defined on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\): all \( N_u \) are independent copies of the integer-valued random variable \( N \); all \( L_{ui} \) are independent random vectors identically distributed (abbreviated as i.i.d) with \( L \) defined by the law (1.1).

The genealogy of all particles forms a Galton-Watson tree \( \mathbb{T} \) with \( \{N_u\} \) as defining elements. Let

\[
\mathbb{T}_n = \{ u \in \mathbb{T} : |u| = n \}
\]

be the set of particles of generation \( n \), where \(|u|\) denotes the length of the sequence \( u \) and represents the number of generation to which \( u \) belongs.

Let \( Z_n(\cdot) \) be the counting measure of particles in the \( n \)-th generation: for \( B \subset \mathbb{Z}^d \)

\[
Z_n(B) = \sum_{u \in \mathbb{T}_n} 1_B(S_u).
\]

In particular, we will frequently write \( Z_n(z) \) instead of \( Z_n(\{ z \}) \), which is the number of the \( n \)-th generation individuals located at \( z \in \mathbb{Z}^d \) by definition.

By the definitions, \( \{ Z_n(\mathbb{Z}^d) \}_{n} \) forms a Galton-Watson process. Throughout the paper, we assume

\[
m = \mathbb{E} N = \sum_{k=1}^{\infty} kp_k > 1, \quad \text{for } m = \mathbb{E} N = \sum_{k=1}^{\infty} kp_k > 1, \quad (1.4)
\]

and the process is called supercritical. In this case, the process survives with strictly positive probability. For ease of notion, we always assume that

\[
\mathbb{P}(N = 0) = 0, \quad (1.5)
\]
that implies the process survives with probability 1. Obviously this assumption could be removed, but then all results hold conditionally on non-extinction. Under this setting, it holds that \( P(Z_n(Z^d) \to \infty) = 1 \). Provided that \( \mathbb{E} N \log N < \infty \), the Kesten-Stigum theorem (\([3, 5]\)) asserts that the sequence \( W = Z_n(Z^d)/m^n \) converges almost surely (abbreviated as a.s.) to a finite positive random variable \( W \).

With the above notion, our main result can be stated as follows.

**Theorem 1.1.** Assume that the conditions (1.4) and (1.5) hold, \( \mathbb{E} N \log N^{1+\lambda} < \infty \) for some \( \lambda > 3(d+6) \) and \( L \) obeys the law (1.1). Then there exist some random variables \( V_1, V_2, V_3 \in \mathbb{R}^d \) and \( V_2^z, V_4 \in \mathbb{R} \), such that for each \( z = (z_1, z_2, \ldots, z_d) \in \mathbb{Z}^d \), as \( n \to \infty \),

(I) in the case \( L \in A_d \),

\[
\frac{1}{m^n} Z_n(z) = \left( \frac{2\pi n}{\sqrt{\det \Gamma_2}} \right)^{-d/2} \left[ W + \frac{1}{n} F_1(z) + \frac{1}{2} F_2(z) \right] + \frac{1}{n^{2+d/2}} o(1) \quad \text{a.s.,} \tag{1.6}
\]

(II) in the case \( L \in B_d \), provided that \( n \equiv z_1 + z_2 + \cdots + z_d \mod 2 \),

\[
\frac{1}{m^n} Z_n(z) = 2\left( \frac{2\pi n}{\sqrt{\det \Gamma_2}} \right)^{-d/2} \left[ W + \frac{1}{n} F_1(z) + \frac{1}{2} F_2(z) \right] + \frac{1}{n^{2+d/2}} o(1) \quad \text{a.s.,} \tag{1.7}
\]

where

\[
F_1(z) = \left( \tau_d - \frac{1}{2} \langle z, \Gamma_2^{-1}z \rangle \right) W + \langle V_1, \Gamma_2^{-1}z \rangle - \frac{1}{2} \langle V_2, \Gamma_2^{-1}1 \rangle, \tag{1.8}
\]

\[
\tau_d = \frac{8}{3} \text{tr}(\Gamma_2 G_2^{-2}) - \frac{1}{8} d(d+2), \tag{1.9}
\]

\[
F_2(z) = \left( \frac{1}{8} \langle \Gamma_2^{-1}z, z \rangle^2 - \langle \Lambda_d z, z \rangle + \chi_d \right) W + \left( \langle V_1, \left( 2\Lambda_d - \frac{1}{2} \langle z, \Gamma_2^{-1}z \rangle \Gamma_2^{-1} \right) z \rangle + \langle V_2, \left( \frac{1}{4} \langle z, \Gamma_2^{-1}z \rangle \Gamma_2^{-1} - \Lambda_d \right) 1 \rangle \right) + \frac{1}{2} V_2^2 - \frac{1}{2} \langle V_3, \Gamma_2^{-1} \rangle + \frac{1}{8} V_4 \tag{1.10}
\]

\[
\Lambda_d = \frac{1}{16} \left( \text{tr}(\Gamma_4 G_2^{-2}) - (d+2)(d+4) \right) \Gamma_2^{-1} + \frac{1}{4} \Gamma_4 \Gamma_2^{-3}, \tag{1.11}
\]

\[
\chi_d = -\frac{1}{64} (d+2)(d+4) \text{tr}(\Gamma_4 G_2^{-2}) + \frac{1}{12} \text{tr}(\Gamma_4 G_2^{-4}) + \frac{1}{128} \left( \text{tr}(\Gamma_4 G_2^{-2}) \right)^2 - \frac{1}{48} \text{tr}(\Gamma_6 G_2^{-3}) + \frac{1}{384} d(d+2)(d+4)(3d+2). \tag{1.12}
\]

Remark 1.2. In Section 2, we shall give the detailed accounts on the quantities \( V_1, V_2, V_3 \in \mathbb{R}^d \) and \( V_2^z, V_4 \in \mathbb{R} \). We prove that these random variables are limits of the following sequences:

\[
V_j \overset{a.s.}{\longrightarrow} \lim_{n \to \infty} N_{j,n}, \quad j = 1, 2, 3, 4; \quad V_2^z \overset{a.s.}{\longrightarrow} \lim_{n \to \infty} N_{2,n}^z,
\]

where

\[
N_{1,n} = \frac{1}{m^n} \sum_{u \in T_n} S_u,
\]

\[
N_{2,n} = \frac{1}{m^n} \sum_{u \in T_n} \left( \langle S_u, e_1 \rangle^2 - n c_1(2), \langle S_u, e_2 \rangle^2 - n c_2(2), \ldots, \langle S_u, e_d \rangle^2 - n c_d(2) \right),
\]

\[
N_{3,n} = \frac{1}{m^n} \sum_{u \in T_n} \left( \langle S_u, \Gamma_2^{-1}z \rangle^2 - n \langle \Gamma_2^{-1}z, z \rangle \right),
\]

\[
N_{4,n} = \frac{1}{m^n} \sum_{u \in T_n} \left( \langle S_u, \Gamma_2^{-1}S_u \rangle S_u - (d+2)n S_u \right),
\]

Moreover we also consider the convergence rate of the above limit procedure in the next section. Those play important roles in the proof of Theorem 1.1.
Comparing the bipartite case with the aperiodic case, a phase transition occurs. The result indicates that the periodicity of the random walk alternates the formulation of the limit laws with a factor 2. In the following Corollary 1.3, we discuss the example mentioned before when the underlying moving law is governed by a simple random walk or its lazy version (meaning stay there with positive probability).

**Corollary 1.3.** Suppose that the conditions (1.4) and (1.5) hold, \( E \ln N \leq \infty \) for some \( \lambda > 3(d+6) \), and the law of \( L \) in (1.1) satisfies \( \zeta_0 = \sigma, \zeta_{1,1} = \zeta_{2,1} = \cdots = \zeta_{d,1} = (1-\sigma)/d \). Then there exist some random variables \( V_1, V_2, V_3, V_4 \), such that for each \( z = (z_1, z_2, \ldots, z_d) \in \mathbb{Z}^d \), as \( n \to \infty \),

**I** when \( \sigma > 0 \),
\[
\frac{1}{m^n} Z_n(z) = \left( \frac{d}{2\pi n(1-\sigma)} \right)^{d/2} \left[ W + \frac{1}{n} \mathcal{H}_{0,1}(z) + \frac{1}{n^2} \mathcal{H}_{0,2}(z) \right] + \frac{1}{n^{2+d/2}} o(1) \text{ a.s.,}
\]

**II** when \( \sigma = 0 \), provided that \( n \equiv z_1 + z_2 + \cdots + z_d \pmod{2} \),
\[
\frac{1}{m^n} Z_n(z) = 2 \left( \frac{d}{2\pi n} \right)^{d/2} \left[ W + \frac{1}{n} \mathcal{H}_{0,1}(z) + \frac{1}{n^2} \mathcal{H}_{0,2}(z) \right] + \frac{1}{n^{2+d/2}} o(1) \text{ a.s.,}
\]

where for \( \sigma \in [0,1) \),
\[
\mathcal{H}_{0,1}(z) = \frac{d}{1-\sigma} \left( \frac{1}{8} \sigma(d+2) - \frac{1}{4} \frac{1}{2} \| z \|^2 \right) W + \langle z, V_1 \rangle - \frac{1}{2} \langle V_2, 1 \rangle,
\]
\[
\mathcal{H}_{0,2}(z) = \frac{d^2}{(1-\sigma)^2} \left( \frac{1}{8} \| z \|^4 + \mu_{\sigma,d} \| z \|^2 + \chi_{\sigma,d} \right) W + \left( 2\mu_{\sigma,d} - \frac{1}{2} \| z \|^2 \right) \langle V_2, 1 \rangle + \frac{2}{\sigma} \langle V_2, 1 \rangle - \frac{1}{2} \langle z, V_3 \rangle - \frac{1}{2} \langle z, V_4 \rangle,
\]

with
\[
\mu_{\sigma,d} = -\frac{1}{8} \left( 1 + \frac{4}{d} \right) + \sigma \left( \frac{d}{16} + \frac{3}{8} + \frac{1}{2d} \right),
\]
\[
\chi_{\sigma,d} = \frac{d}{48} - \frac{1}{32} + \frac{1}{24d} + \sigma \left( \frac{1}{64} + \frac{1}{3} \right) + \frac{1+\sigma}{3d}.
\]

**Remark 1.4.** In this corollary, the random variables \( V_1, V_2, V_3, V_4 \) are limits of the following sequences:
\[
V_j \overset{a.s.}{\longrightarrow} \lim_{n \to \infty} N_{j,n}, \quad j = 1, 2, 3, 4, \quad \bar{V}_j \overset{a.s.}{\longrightarrow} \lim_{n \to \infty} \bar{N}_{j,n},
\]

with
\[
N_{1,n} = \frac{1}{m^n} \sum_{u \in T_n} S_u,
\]
\[
N_{2,n} = \frac{1}{m^n} \sum_{u \in T_n} \left( \langle S_u, e_1 \rangle^2 - \frac{n(1-\sigma)}{d} \right),
\]
\[
N_{2,n}^\perp = \frac{1}{m^n} \sum_{u \in T_n} \left( \| S_u \|^2 S_u - \left( 1 + \frac{2}{d} \right) n(1-\sigma) S_u \right),
\]
\[
N_{3,n} = \frac{1}{m^n} \sum_{u \in T_n} \left( \| S_u \|^2 S_u - \left( 1 + \frac{2}{d} \right) n(1-\sigma) S_u \right),
\]
\[
N_{4,n}^\perp = \frac{1}{m^n} \sum_{u \in T_n} \left( \| S_u \|^4 - \left( 1 + \frac{2}{d} \right)^2 n(1-\sigma) \| S_u \|^2 + \left( 1 + \frac{2}{d} \right)^2 (1-\sigma)^2 n^2 - n \right).
\]

**Remark 1.5.** Corollary 1.3 generalises the main results of [11, 12]. Moreover, the expansions in Corollary 1.3 (II) was obtained in [12, Theorem 1.1] under the stronger moment condition \( \lambda > 6(d+5) \).

At the end of this section, we comment briefly on the strategy of proofs. Although the starting general ideas herein are close to those of [11, 12], the details of the proofs require more refined estimates and the
arguments are tricky. Specially what sets this work aside is the explicit expressions of the expansion terms. On the technical level, the proofs need much more complicated calculations.

The rest of the paper is organized as follows. In the next section, we discuss the convergence properties of the sequences \(\{N_{1,n}\}, \{N_{2,n}\}, \{N_{3,n}\}, \{N_{4,n}\}, \) and \(\{N_{2,n}^2\}\), as mentioned in Remark 1.2. In Section 3, we derive the second order expansion in the local limit theorem for a symmetric random walk on the \(d\)-dimensional integer lattice, which is used in the proof of Theorem 1.1. With the help of those preliminary results, the last section is devoted to the proof of Theorem 1.1.

2 Preliminary results

In this section, we shall describe the \(\mathcal{V}_1, \mathcal{V}_2, \mathcal{V}_3 \in \mathbb{R}^d\) and \(\mathcal{V}_2^*, \mathcal{V}_4 \in \mathbb{R}\) appeared in the main theorem. We show that they are limits of some martingale sequences mentioned in Remark 1.2.

Set
\[
\mathcal{D}_0 = \{\emptyset, \Omega\}, \quad \mathcal{D}_n = \sigma(N_u, L_u; : i \geq 1, |u| < n) \text{ for } n \geq 1. \tag{2.1}
\]

Denote respectively by \(P_{\mathcal{D}_n}\) and \(E_{\mathcal{D}_n}\) the conditional probability and conditional expectation with respect to \(\mathcal{D}_n\).

The results, which we shall need in the proof of Theorem 1.1, are stated as follows:

**Theorem 2.1.** The sequences \(\{N_{q,n}\}(q = 1, 2, 3, 4)\) and \(\{N_{2,n}^2\}\) are martingales w.r.t. the filtration \(\mathcal{D}_n\) \(n \geq 0\). Moreover, if (1.4) and (1.5) hold, \(\mathbb{E}N (\ln N)^{1+\lambda} < \infty\) for some \(\lambda > 4\) and \(L\) obeys the law (1.1), then \(\{N_{q,n}\}(q = 1, 2, 3, 4)\) converge to limit random variables (vectors) \(\mathcal{V}_q(q = 1, 2, 3, 4)\) and \(\mathcal{V}_2^*\) a.s. with rates \(o(n^{-(\lambda-3)})\), respectively.

**Remark 2.2.** For the simple branching random walk \((\zeta_0 = 0, \zeta_{1,1} = \cdots = \zeta_{d,1} = 1/d)\), the fact that \(\{N_{1,n}\}\) and \(\{\{N_{2,n}, 1\}\}\) are martingales was firstly observed by Chen [9], where their a.s. convergences are proved under the condition \(\mathbb{E}N^2 < \infty\).

Theorem 2.1 is an immediate consequence of the following general result:

**Theorem 2.3** ([12]). Let \(f\) be a real (or vector-valued) function of \((x, n) \in \mathbb{R}^d \times \mathbb{Z}\) satisfying
\[
\mathbb{E}f(x + (X - \mu), n + 1) = f(x, n) \text{ for } X \text{ a random vector with expectation } \mu.
\]

Consider a branching random walk with all \(N_u\) and \(L_u\) identically distributed with \(N\) and \(X\), respectively. Then the associated sequence \(\{\mathcal{M}_n\}_{n \geq 0}\) defined by
\[
\mathcal{M}_n = \frac{1}{m^n} \sum_{w \in T_n} f(S_u - n\mu, n) \tag{2.2}
\]
is a martingale with respect to the filtration \(\mathcal{D}_n\).

Assume that (1.4) and (1.5) hold. If given a constant \(Q \geq 0\), \(\mathbb{E}N (\ln N)^{1+M} < \infty\) for some \(M \geq \max\{2Q - 1, Q\}\) and \(\mathbb{E}\|X\|^{2Q} < \infty\), and the function \(f\) satisfies the inequality
\[
|f(x, n)| \leq C(\|x\|^{2Q} + n^Q) \quad \forall (x, n) \in \mathbb{R}^d \times \mathbb{N}, \ C \text{ a constant},
\]
then the martingale \(\{\mathcal{M}_n\}_{n \geq 0}\) converges to a random element \(\mathcal{V}\) a.s. and
\[
\mathcal{M}_n - \mathcal{V} = o(n^{-(M-\max\{2Q-1, Q\})}) \quad \text{a.s.} \tag{2.3}
\]
Remark 2.4. Throughout the paper, we use $C$ to denote various positive constants whose values are of no importance.

In the case that $f \equiv 1$ and $Q = 0$, this theorem implies Theorem 2 of [2]:

If $E N(\ln N)^{1+M} < \infty$, then a.s.

\[ W_n - W = o(n^{-M}). \]  

(2.4)

Now let us go to deduce Theorem 2.1.

Proof of Theorem 2.1. We first prove that $\mathcal{V}_4 = \lim_{n \to \infty} N_{4,n}$. Observe that for $u \in T_n, 1 \leq i \leq N_u$.

\[ \langle S_{ui}, \Gamma_2^{-1} S_{ui} \rangle^2 = \langle S_{ui}, \Gamma_2^{-1} S_u \rangle^2 + 4 \langle L_{ui}, \Gamma_2^{-1} S_u \rangle^2 + 2 \langle S_{ui}, \Gamma_2^{-1} S_u \rangle \langle L_{ui}, \Gamma_2^{-1} L_{ui} \rangle + 4 \langle S_{ui}, \Gamma_2^{-1} S_u \rangle \langle L_{ui}, \Gamma_2^{-1} S_u \rangle \]

\[ + 4 \langle L_{ui}, \Gamma_2^{-1} L_{ui} \rangle \langle L_{ui}, \Gamma_2^{-1} S_u \rangle, \]

\[ \langle S_{ui}, \Gamma_2^{-1} S_{ui} \rangle = \langle S_{ui}, \Gamma_2^{-1} S_u \rangle + \langle L_{ui}, \Gamma_2^{-1} L_{ui} \rangle + 2 \langle L_{ui}, \Gamma_2^{-1} S_u \rangle. \]

As all $L_{ui}$ obeys the law (1.1), we have

\[ \mathbb{E} \langle L_{ui}, \Gamma_2^{-1} L_{ui} \rangle^2 = \sum_{s=1}^{d} \sum_{r=1}^{t_{s,r}} \zeta_{s,r} (r_{e_{s}}, \Gamma_2^{-1} r_{e_{s}})^2 = \sum_{s=1}^{d} \sum_{r=1}^{t_{s,r}} \zeta_{s,r} (\zeta_{s}(2))^{-2} = \sum_{s=1}^{d} \zeta_{s}(4) (\zeta_{s}(2))^{-2} = \text{tr} \left( \Gamma_4 \Gamma_2^{-2} \right) \]

\[ \mathbb{E} \langle L_{ui}, \Gamma_2^{-1} L_{ui} \rangle = \sum_{s=1}^{d} \sum_{r=1}^{t_{s,r}} \zeta_{s,r} (r_{e_{s}}, \Gamma_2^{-1} r_{e_{s}}) = \sum_{s=1}^{d} \sum_{r=1}^{t_{s,r}} \zeta_{s,r} (\zeta_{s}(2))^{-1} = d, \quad \mathbb{E} L_{ui} = 0, \]

\[ \mathbb{E} \langle S_{ui}, \Gamma_2^{-1} S_{ui} \rangle = \langle S_{ui}, \Gamma_2^{-1} S_u \rangle + d, \]

\[ \mathbb{E} \langle S_{ui}, \Gamma_2^{-1} S_{ui} \rangle^2 = \langle S_{ui}, \Gamma_2^{-1} S_u \rangle^2 + (4 + 2d) \langle S_{ui}, \Gamma_2^{-1} S_u \rangle + \text{tr} \left( \Gamma_4 \Gamma_2^{-2} \right), \]

Then

\[ \mathbb{E} f(x, n) = \langle x, \Gamma_2^{-1} x \rangle^2 - (4 + 2d) \langle x, \Gamma_2^{-1} x \rangle + d(d + 2)n + d(d + 2)n - \text{tr} \left( \Gamma_4 \Gamma_2^{-2} \right) n, \]

the following relations hold:

\[ \mathbb{E}_n f(S_{ui}, n + 1) = f(S_{ui}, n), \quad |f(x, n)| \leq C(||x||^4 + n^2). \]

So the conditions of Theorem 2.3 is satisfied with $Q = 2$, therefore the sequences $(N_{4,n})_{n \geq 0}$ converges to some random variable $\mathcal{V}_4$ with rate $o(n^{-(\lambda-3)})$.

Similarly, we can prove that each sequence $(N_{q,n})_{n \geq 0}$ ($q = 1, 2, 3$) converges to some random variable $\mathcal{V}_q$ with rate $o(n^{-(\lambda+q+1)}) = o(n^{-(\lambda-3)})$, and $(N_{q,n})_{n \geq 0}$ to $\mathcal{V}_2$ with rate $o(n^{-(\lambda-3)})$. To avoid repetition, we omit the details.
We recall the following inversion formula (\cite{28}, Corollary 2.2.3):

$$\mathbb{P}(\tilde{S}_n = z) = (2\pi n)^{-d/2} \int_{[-\pi,\pi]^d} \cos(\varphi, z) \psi(\varphi)^n d\varphi.$$  \hfill (3.4)

By Taylor’s expansion about 0 of $\psi(\varphi)$,

$$\psi(\varphi) = 1 - \frac{1}{2} \sum_{s=1}^{d} \sum_{r=1}^{t_s} \zeta_s r^2 \varphi_s^2 + O(||\varphi||^4) = 1 - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \varphi_s^2 + O(||\varphi||^4).$$

Then we can find an $r \in (0, \pi/2)$ such that

$$|\psi(\varphi)| \leq 1 - \frac{1}{4} \zeta_0 ||\varphi||^2 \leq e^{-\zeta_0 ||\varphi||^2/4}, \text{ for } ||\varphi|| \leq r, \quad \zeta_0 := \min\{\zeta_1(2), \cdots, \zeta_d(2)\}.$$  \hfill (3.5)

(I) First we consider the case $L \in \mathcal{A}_d$.

By the assumption on $L$, $\tilde{S}_n$ is aperiodic, therefore from \cite{29}, Lemma 2.3.2, it follows that

$$\varrho := \sup\{||\varphi|| : \varphi \in [-\pi,\pi]^d, ||\varphi|| > r\} < 1.$$  \hfill (3.6)

3  Second order expansion in LLT for a finite range symmetric random walk

In this section, we shall derive second order expansions in the local limit theorem for a finite range symmetric random walk on the integer lattice. This is a useful complement of those results on local limit theorem summarized in \cite{29}, Chapter 2.

**Theorem 3.1.** Assume $\kappa \in (0, 1/6)$ and $L$ obeys the law (1.1). Let $\{\tilde{L}_n\}$ be independent copies of $L$ and set $\tilde{S}_n = \tilde{L}_1 + \cdots + \tilde{L}_n$. Then for $z = (z_1, z_2, \ldots, z_d) \in \mathbb{Z}^d$, as $n \to \infty$,

(I) in the case $L \in \mathcal{A}_d$,

$$\mathbb{P}(\tilde{S}_n = z) = \frac{(2\pi n)^{-d/2}}{\det \Gamma_2} \left\{ 1 + \frac{1}{n} \left[ \frac{1}{4} \left( z, \Gamma_1^{-1} z \right) \right] \right\} + \frac{1}{n^{d/2 + 2}} \gamma_n(z), \quad (3.1)$$

(II) in the case $L \in \mathcal{B}_d$, provided that $n \equiv z_1 + \cdots + z_d \pmod{2}$,

$$\mathbb{P}(\tilde{S}_n = z) = \frac{2(2\pi n)^{-d/2}}{\det \Gamma_2} \left\{ 1 + \frac{1}{n} \left[ \frac{1}{4} \left( z, \Gamma_1^{-1} z \right) \right] \right\} + \frac{1}{n^{d/2 + 2}} \gamma_n(z), \quad (3.2)$$

where the quantities $\tau_n, \chi_n$ and $\Lambda_n$ are defined by (1.9) (1.12) and (1.11), and $\gamma_n(z)$ is infinitesimal satisfying

$$\sup_{||z|| \leq C n^\varrho} |\gamma_n(z)| \xrightarrow{n \to \infty} 0. \quad (3.3)$$

**Proof.** Consider the characteristic function $\psi$ of the random variable $L$, defined by the following

$$\psi(\varphi) = \mathbb{E}e^{i \langle \varphi, L \rangle} = \zeta_0 + \sum_{s=1}^{d} \sum_{r=1}^{t_s} \zeta_s r \cos(r \varphi_s), \quad \varphi = (\varphi_1, \varphi_2, \cdots, \varphi_d) \in \mathbb{R}^d.$$  \hfill (3.7)

We recall the following inversion formula (\cite{28}, Corollary 2.2.3):

$$\mathbb{P}(\tilde{S}_n = z) = (2\pi n)^{-d} \int_{[-\pi,\pi]^d} \cos(\varphi, z) \psi(\varphi)^n d\varphi.$$  \hfill (3.4)
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Hence

\[ P(\tilde{S}_n = z) = I_n(z) + J_n(z), \quad (3.5) \]

where

\[ I_n(z) = (2\pi)^{-d} \int_{\|\varphi\| \leq r} \cos \langle \varphi, z \rangle \left( \psi(\varphi) \right)^n d\varphi, \quad J_n(z) \leq \varrho^n. \]

Hence we have

\[ J_n(z) = \frac{1}{n^{2 + d/2}} \alpha_n^e(z), \quad \text{with} \sup_{\|z\| \leq C n^\kappa} |\alpha_n^e(z)| \leq \varrho^{n^2 + d/2}. \]

Changing the variable \( \theta = \sqrt{n} \varphi \), we get

\[ I_n(z) = (2\pi)^{-d} n^{-d/2} \int_{\theta \leq \sqrt{n} r} \cos \left( \frac{1}{\sqrt{n}} \langle \theta, z \rangle \right) \left( \psi \left( \frac{\theta}{\sqrt{n}} \right) \right)^n d\theta. \]

Take a constant \( \delta = 1/12 - \kappa/2. \) We decompose \( I_n \) as follows:

\[ (2\pi \sqrt{n})^d I_n(z) = I_{1,n}(z) + I_{2,n}(z), \quad (3.6) \]

where

\[ I_{1,n}(z) = \int_{n^\delta \leq \|\theta\| \leq n^{1/2}} \cos \left( \frac{1}{\sqrt{n}} \langle \theta, z \rangle \right) \left( \psi \left( \frac{\theta}{\sqrt{n}} \right) \right)^n d\theta, \]

\[ I_{2,n}(z) = \int_{\|\theta\| < n^\delta} \cos \left( \frac{1}{\sqrt{n}} \langle \theta, z \rangle \right) \left( \psi \left( \frac{\theta}{\sqrt{n}} \right) \right)^n d\theta. \]

Observe that

\[ |I_{1,n}(z)| \leq \int_{n^\delta \leq \|\theta\| \leq n^{1/2}} e^{-\zeta_0 \|\theta\|^2/4} d\theta \leq (2r)^d n^{d/2} e^{-\zeta_0 n^{2\delta}/4}. \]

Then we can write that

\[ I_{1,n}(z) = \alpha_n^e(z) \frac{1}{n^2} \quad \text{with} \sup_{\|z\| \leq C n^\kappa} |\alpha_n^e(z)| \leq (2r)^d n^{2 + d/2} e^{-\zeta_0 n^{2\delta}/4}. \quad (3.7) \]

Next we pass to the analysis of the term \( I_{2,n}. \)

Note \( \delta + \kappa < 1/6. \) For \( \|\theta\| < n^\delta, \|z\| \leq C n^\kappa, \) we have

\[ |\langle \theta, z \rangle| \leq \|\theta\| \|z\| < C n^{\delta + \kappa} < n^{1/6}. \]

Then by Taylor’s expansion, we have that for \( \|\theta\| < n^\delta, \|z\| \leq C n^\kappa, \)

\[ \cos \left( \frac{1}{\sqrt{n}} \langle \theta, z \rangle \right) = 1 - \frac{1}{2n} \langle \theta, z \rangle^2 + \frac{1}{24n^2} \langle \theta, z \rangle^4 + \gamma_n(\theta, z) \frac{1}{n^2}, \quad (3.8) \]

where

\[ |\gamma_n(\theta, z)| \leq \frac{1}{720} \frac{\langle \theta, z \rangle^6}{n} \leq C n^{-1 + 6(\delta + \kappa)}. \]

By the definition of \( \psi \) and using Taylor’s expansion

\[ \cos x = 1 - \frac{1}{2} x^2 + \frac{1}{4!} x^4 - \frac{1}{6!} x^6 + \frac{r_x}{8!} x^8, \quad \text{with} |r_x| \leq 1, x \in \mathbb{R}, \]
we have

\[
\left( \psi\left( \frac{\theta}{\sqrt{n}} \right) \right)^n = \exp \left\{ n \ln \left[ \zeta_0 + \sum_{s=1}^{d} \sum_{r=1}^{t_s} \zeta_{s,r} \cos \left( \frac{\theta}{\sqrt{n}} \right) \right] \right\} \\
= \exp \left\{ n \ln \left[ \zeta_0 + \sum_{s=1}^{d} \sum_{r=1}^{t_s} \zeta_{s,r} \left( 1 - \frac{r^2 \theta^2}{2n} + \frac{r^4 \theta^4}{24n^2} - \frac{r^6 \theta^6}{6n^3} + \beta_{s,n}(\theta) \left( \frac{1}{n^3} \right) \right) \right] \right\} \\
= \exp \left\{ n \ln \left[ 1 - \frac{1}{2n} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s + \frac{1}{24n^2} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{6n^3} \sum_{s=1}^{d} \zeta_s(6) \theta^6_s + \beta_n(\theta) \left( \frac{1}{n^4} \right) \right] \right\}
\]

Here and below we use \( \beta_n(\cdot) \) as an infinitesimal as \( n \) tends to infinity, which may take different values even in the same line. Again using Taylor’s expansion

\[
\ln(1 + w) = w - \frac{1}{2} w^2 + \frac{1}{3} w^3 - \frac{r_w}{4} w^4, \quad |r_w| < 1, |w| < 1,
\]

we have

\[
\left( \psi\left( \frac{\theta}{\sqrt{n}} \right) \right)^n = \exp \left\{ n \left[ -\frac{1}{2n} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s + \frac{1}{24n^2} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{6n^3} \sum_{s=1}^{d} \zeta_s(6) \theta^6_s \\
- \frac{1}{2} \left( -\frac{1}{2n} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s + \frac{1}{24n^2} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s \right)^2 + \frac{1}{3} \left( -\frac{1}{2n} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^3 + \beta_n(\theta) \left( \frac{1}{n^4} \right) \right] \right\} \\
= \exp \left\{ -\frac{1}{2n} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right\} \left\{ \frac{1}{n} \left[ 1 + \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^2 \right] \\
+ \frac{1}{n^2} \left[ -\frac{1}{24} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^3 - \frac{1}{6} \left( \sum_{s=1}^{d} \zeta_s(6) \theta^6_s \right) + \frac{1}{48} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \sum_{s=1}^{d} \zeta_s(4) \theta^4_s \\
+ \frac{1}{2} \left( \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^2 \right)^2 \right] + \beta_n(\theta) \left( \frac{1}{n^4} \right) \right\}.
\]

Once again using Taylor’ expansion

\[
e^x = 1 + x + \frac{1}{2} x^2 + \frac{e^{rx}}{3} x^3, \quad |r_x| < |x|, x \in \mathbb{R},
\]

we get

\[
\left( \psi\left( \frac{\theta}{\sqrt{n}} \right) \right)^n = \exp \left\{ -\frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right\} \left\{ 1 + \frac{1}{n} \left[ \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^2 \right] \\
+ \frac{1}{n^2} \left[ -\frac{1}{24} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^3 - \frac{1}{6} \left( \sum_{s=1}^{d} \zeta_s(6) \theta^6_s \right) + \frac{1}{48} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \sum_{s=1}^{d} \zeta_s(4) \theta^4_s \\
+ \frac{1}{2} \left( \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^2 \right)^2 \right] + \beta_n(\theta) \left( \frac{1}{n^4} \right) \right\}, \quad (3.9)
\]

where all \( \beta_n(\theta) \) are infinitesimals satisfying \( \sup_{|\theta| \leq \theta_n} |\beta_n(\theta)| \leq C n^{-1+10\delta} \).

Combining (3.8) and (3.9), we get

\[
\cos \left( \theta \left( \frac{1}{\sqrt{n}} \right) \right) \left( \psi\left( \frac{\theta}{\sqrt{n}} \right) \right)^n \\
= \exp \left\{ -\frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right\} \left\{ 1 + \frac{1}{n} \left[ \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^2 - \frac{\langle \theta, z \rangle}{2} \right] \\
+ \frac{1}{n^2} \left[ \frac{1}{48} \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \sum_{s=1}^{d} \zeta_s(4) \theta^4_s + \frac{1}{2} \left( \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta^4_s - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta^2_s \right)^2 \right)^2 \right] - \frac{1}{6} \sum_{s=1}^{d} \zeta_s(6) \theta^6_s
\]
\[-\frac{1}{24} \left( \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right)^3 - \frac{(\theta, z)^2}{2} \left( \frac{1}{24} \sum_{s=1}^{d} \zeta_s(4) \theta_s^4 - \frac{1}{8} \left( \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right)^2 \right) + \frac{(\theta, z)^4}{24} \]

\[+ \tilde{\gamma}_n(\theta, z) \frac{1}{n^2}, \]

where the term $\tilde{\gamma}_n(\theta, z)$ satisfies

\[
\sup_{\{|z| \leq Cn^\kappa, |\theta| \leq n^\kappa\}} \left| \tilde{\gamma}_n(\theta, z) \right| \leq Cn^{-1 + \max\{6(\delta + \kappa), 105\}}.
\]

Then we see that

\[
\sup_{\{|z| \leq Cn^\kappa, |\theta| \leq n^\kappa\}} \left| \int_{|\theta| \leq n^\kappa} \tilde{\gamma}_n(\theta, z) e^{-\frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2} d\theta \right| \leq Cn^{-1 + \max\{6(\delta + \kappa), 105\}}.
\]

By elementary but tedious calculus, we obtain the following results:

1. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} (\theta, z)^2 d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} (z, \Gamma_2^{-1} z) + \alpha_n(\theta, z) \frac{1}{n^2},
\]

2. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} (\theta, z)^4 d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} 3 (z, \Gamma_2^{-1} z)^2 + \alpha_n(\theta, z) \frac{1}{n^2},
\]

3. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(4) \theta_s^4 \right)^2 (\theta, z)^2 d\theta
\]

\[= \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} (d + 2)(d + 4) (z, \Gamma_2^{-1} z) + \alpha_n(\theta, z) \frac{1}{n^2},
\]

4. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(4) \theta_s^4 \right) (\theta, z)^2 d\theta
\]

\[= \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} 3 (z, \Gamma_4^{-2}) (z, \Gamma_2^{-1} z) + \alpha_n(\theta, z) \frac{1}{n^2},
\]

5. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} + \varepsilon_n \frac{1}{n^2},
\]

6. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(4) \theta_s^4 \right) d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} 3 \text{tr}(\Gamma_4^{-2}) + \varepsilon_n \frac{1}{n^2},
\]

7. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right)^2 d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} \cdot d(d + 2) + \varepsilon_n \frac{1}{n^2},
\]

8. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right)^3 d\theta
\]

\[= \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} 3(d + 4) \text{tr}(\Gamma_4^{-2}) + \varepsilon_n \frac{1}{n^2},
\]

9. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(6) \theta_s^6 \right) d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} 15 \text{tr}(\Gamma_6^{-3}) + \varepsilon_n \frac{1}{n^2},
\]

10. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right)^3 d\theta = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} \cdot d(d + 2)(d + 4) + \varepsilon_n \frac{1}{n^2},
\]

11. \[
\int_{\|\theta\| < n^\kappa} \exp \left\{ - \frac{1}{2} \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right\} \left( \sum_{s=1}^{d} \zeta_s(2) \theta_s^2 \right)^4 d\theta
\]

\[= \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} \cdot d(d + 2)(d + 4) + \varepsilon_n \frac{1}{n^2}.
\]
Thus the integrand of \( (3.10) \) satisfies
\[
\sup_{\|z\| \leq Cn^e} |\alpha_n^e(z)| \leq Ce^{-n^{d/2}}, \quad \varepsilon_n^e \leq Ce^{-n^{d/2}}.
\]
Recall that
\[
I_{2,n}(z) = \int_{\|\theta\| \leq n^e} \cos \left( \frac{1}{n^e} (\theta, z) \right) \left( \psi \left( \frac{\theta}{n^e} \right) \right)^n d\theta.
\]
By using the above integrals and (3.10), we have
\[
I_{2,n}(z) = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} \left\{ 1 + \frac{1}{n} \left[ \frac{1}{8} (\Gamma_2 \Gamma_2^{-1}z - d(2) - d(2)) - \frac{1}{2} \langle \zeta, \Gamma_2^{-1}z \rangle \right] + \frac{1}{n^2} \left[ \frac{1}{8} \langle \zeta, \Gamma_2^{-1}z \rangle \right]^2 
- \frac{1}{16} \left[ \langle \Gamma_2 \Gamma_2^{-1}z - d(2)(d+4), \zeta \rangle - \frac{1}{4} \langle \Gamma_2 \Gamma_2^{-1}z, \zeta \rangle - \frac{1}{64} (d+2)(d+4) \langle \Gamma_2 \Gamma_2^{-1}z, \zeta \rangle \right]
+ \frac{1}{12} \left( \langle \Gamma_2 \Gamma_2^{-1}z \rangle + \frac{1}{128} (\Gamma_2 \Gamma_2^{-1}z)^2 \right) \right\}.
\]
where the term \( \alpha_n(z) \) satisfies
\[
\sup_{\|z\| \leq Cn^e} |\alpha_n(z)| \leq Cn^{-1+\max\{6(d+\kappa),10b\}}. \tag{3.11}
\]
With the notation \( \tau_d, \Lambda_d \) and \( \chi_d \) defined in (1.9), (1.11) and (1.12), we get
\[
I_{2,n}(z) = \frac{(2\pi)^{d/2}}{\sqrt{\det \Gamma_2}} \left\{ 1 + \frac{1}{n} \left[ \tau_d - \frac{1}{2} \langle \zeta, \Gamma_2^{-1}z \rangle \right] + \frac{1}{n^2} \left[ \frac{1}{8} \langle \zeta, \Gamma_2^{-1}z \rangle \right]^2 
- \langle \Lambda_d z, z \rangle + \frac{1}{n^2} \alpha_n(z) \right\}. \tag{3.12}
\]
where the term \( \alpha_n(z) \) satisfies (3.11).

Combining the equations (3.5) – (3.12), we obtain the desired result (3.1).

(II) Now we deal with the case \( L \in B_d \).

In this case, it holds that \( \zeta_0 = 0 \) and the set \( \{r : \zeta_s, r > 0, s = 1, 2, \cdots, d\} \) only contains odd numbers. Thus the integrand of (3.4) satisfies
\[
\cos \langle \varphi + \pi, z \rangle \psi(\varphi + \pi) \psi(\varphi)^n = (-1)^{n+z_1+\cdots+z_d} \cos \langle \varphi, z \rangle \psi(\varphi)^n = \cos \langle \varphi, z \rangle \psi(\varphi)^n.
\]
Therefore (3.4) turns out to be
\[
\mathbb{P}(\tilde{S}_n = z) = 2(2\pi)^{-d} \int_A \cos \langle \varphi, z \rangle \psi(\varphi)^n d\varphi, \tag{3.13}
\]
where \( A = [-\pi/2, \pi/2] \times [-\pi, \pi]^{d-1} \). Observe that
\[
\tilde{\varphi} := \sup \{ |\varphi| : \varphi \in A, \|\varphi\| > r \} < 1.
\]

Hence
\[
\mathbb{P}(\tilde{S}_n = z) = \tilde{I}_n + \tilde{J}_n := 2(2\pi)^{-d} \int_{\|\varphi\| \leq r} \cos \langle \varphi, z \rangle \left( |\varphi| \right)^n \, d\varphi + 2(2\pi)^{-d} \int_{A \setminus \{ |\varphi| \leq r \}} \cos \langle \varphi, z \rangle \left( |\varphi| \right)^n \, d\varphi,
\]
(3.14)
where \(|J_n(z)| \leq \tilde{\varphi}^n\). Then following the same procedures as in (I), we can obtain the desired (3.2). \( \square \)

4 Proof of Theorem 1.1 and Corollary 1.3

We first introduce some notation. As usual, we write \( \mathbb{N}^+ = \{1, 2, 3, \ldots\} \) and denote by
\[
U = \bigcup_{n=0}^{\infty} (\mathbb{N}^*)^n
\]
the set of all finite sequences, where \((\mathbb{N}^*)^0 = \{\emptyset\}\) contains the null sequence \(\emptyset\).

For all \( u \in U \), let \( T(u) \) be the shifted tree of \( T \) at \( u \) with defining elements \{\( N_{uv} \)\}: we have 1) \( \emptyset \in T(u) \), 2) \( v_i \in T(u) \Rightarrow v \in T(u) \) and 3) if \( v_i \in T(u) \), then \( v_i \in T(u) \) if and only if \( 1 \leq i \leq N_{uv} \).
Define \( T_n(u) = \{ v \in T(u) : |v| = n \} \). Recall that \( T = T(\emptyset) \) and \( T_n = T_n(\emptyset) \).

Let \( \kappa \) be a real number satisfying \( \frac{d+6}{2\lambda} < \kappa < \frac{1}{\mu} \) and set \( k_n = [n^\kappa] \), the largest integer not bigger than \( n^\kappa \).

From the additivity property of the branching process, it follows that
\[
Z_n(z) = \sum_{u \in T_{k_n}} \sum_{v \in T_{n-k_n}(u)} 1\{S_{uv} = z\},
\]
(4.1)
and
\[
\mathbb{P}_{\emptyset \varphi, k_n} \left( \sum_{v \in T_{n-k_n}(u)} 1\{S_{uv} = z\} \right) = m^{n-k_n} \mathbb{P}(\tilde{S}_{n-k_n} = z-y)\bigg|_{y=S_u}.
\]
Then we have the following decomposition:
\[
\frac{Z_n(z)}{m^n} = \frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \left( \frac{\sum_{v \in T_{n-k_n}(u)} 1\{S_{uv} = z\}}{m^{n-k_n}} - \mathbb{P}(\tilde{S}_{n-k_n} = z-y)\bigg|_{y=S_u} \right) + \frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \mathbb{P}(\tilde{S}_{n-k_n} = z-y)\bigg|_{y=S_u} =: D_{1,n} + D_{2,n}.
\]
(4.2)

So Theorem 1.1 will follow from the following two lemmas:

Lemma 4.1. Assume that the conditions (1.4) and (1.5) hold, \( \mathbb{E}N(\ln N)^{1+\lambda} < \infty \) for some \( \lambda > 3(d+6) \) and \( L \) has the law (1.1). Then we have
\[
n^{2+\frac{4}{d}} \mathbb{P}_{\emptyset \varphi} \xrightarrow{n \to \infty} 0 \quad \text{a.s.}
\]
(4.3)
Lemma 4.2. Assume that the conditions (1.4) and (1.5) hold, \( \mathbb{E}N(\ln N)^{1+\lambda} < \infty \) for some \( \lambda > 3(d + 6) \) and \( L \) has the law (1.1). Then as \( n \to \infty \), a.s.

(I) when \( L \in \mathcal{A}_d \),

\[
\mathbb{P}_{2,n} = \left( \frac{2(2n)^{-d/2}}{\sqrt{\det \Gamma_2}} \right) \left[ W + \frac{1}{n} F_1(z) + \frac{1}{n^2} F_2(z) \right] + \frac{1}{n^{2+d/2}} o(1); \tag{4.4}
\]

(II) when \( L \in \mathcal{B}_d \) provided \( n \equiv z_1 + z_2 + \cdots + z_d \pmod{2} \),

\[
\mathbb{P}_{2,n} = \left( \frac{2(2n)^{-d/2}}{\sqrt{\det \Gamma_2}} \right) \left[ W + \frac{1}{n} F_1(z) + \frac{1}{n^2} F_2(z) \right] + \frac{1}{n^{2+d/2}} o(1), \tag{4.5}
\]

where \( F_1(z) \) and \( F_2(z) \) are defined by (1.8) and (1.10) respectively.

Proof of Theorem 1.1. Combining Lemmas 4.1 with 4.2, together with (4.2), we obtain immediately Theorem 1.1.

Proof of Corollary 1.3. This corollary follows immediately from Theorem 1.1 by some elementary calculations.

Proof of Lemma 4.1. We start by introducing some notation. For \( u \in T_{k_n} \), set

\[
X_{n,u} = \frac{\sum_{v \in T_{n-k_n}(u)} 1(S_{n-v} = z)}{m^{n-k_n}} - \mathbb{P}(\tilde{S}_{n-k_n} = z - y) | y = S_u \}, \quad \mathbb{X}_{n,u} = X_{n,u} 1\{|X_{n,u}| \leq m^{k_n}\},
\]

\[
\mathbb{K}_n = \frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \mathbb{X}_{n,u}.
\]

It is easy to see the following fact:

\[
|X_{n,u}| \leq W_{n-k_n}(u) + 1, \quad \text{with } W_{n-k_n}(u) = m^{-(n-k_n)} \sum_{v \in T_{n-k_n}(u)} 1.
\tag{4.6}
\]

We remind that \( \{W_{n-k_n}(u) : u \in T_{k_n}\} \) are mutually independent and identically distributed as \( W_{n-k_n} \).

The lemma will be proved if we can show the following:

\[
\mathbb{P}(\mathbb{K}_n \neq \mathbb{A}_n \text{ i.o.}) = 0. \tag{4.7}
\]

\[
n^{d/2+2}(\mathbb{K}_n - \mathbb{E}_\mathbb{P}_{\mathbb{A}_n} \mathbb{K}_n) \xrightarrow{n \to \infty} 0 \quad \text{a.s.} \tag{4.8}
\]

\[
n^{d/2+2} \mathbb{E}_\mathbb{P}_{\mathbb{A}_n} \mathbb{K}_n \xrightarrow{n \to \infty} 0 \quad \text{a.s.} \tag{4.9}
\]

To this end, we shall need the following result.

Lemma 4.3. (8) Let \( W^* = \sup_n W_n \). Assume \( m > 1 \) and \( \mathbb{E}N(\log N)^{1+\lambda} < \infty \). Then

\[
\mathbb{E}(W^* + 1)(\log(W^* + 1))^\lambda < \infty. \tag{4.10}
\]

To prove (4.7), it suffices to show that

\[
\sum_{n=1}^{\infty} \mathbb{P}(\mathbb{K}_n \neq \mathbb{A}_n) < \infty. \tag{4.11}
\]

Observe that

\[
\mathbb{P}(\mathbb{A}_n \neq \mathbb{K}_n) \leq \mathbb{E} \sum_{u \in T_{k_n}} \mathbb{P}_{\mathbb{P}_{\mathbb{A}_n}} (X_{n,u} \neq \mathbb{X}_{n,u}) = \mathbb{E} \sum_{u \in T_{k_n}} \mathbb{P}_{\mathbb{P}_{\mathbb{A}_n}} (|X_{n,u}| \geq m^{k_n})
\]
Then (4.11) follows from the choice of $k_n$, the fact $\lambda \kappa > 1$ and (4.10).

Now we turn to the proof of (4.8). To this end, we will need the following inequality (by (5.3) in [6]):

for $1 < \alpha < 2,$

$$P_{\theta_k} \left[ \sum_{u \in \mathbb{T}_{k_n}} m^{-k_n} (X_{n,u} - E_{\theta_k} X_{n,u}) > \varepsilon n^{-d/2-2} \right] \leq K \frac{n^{(d/2+2)\alpha}}{\varepsilon \alpha} \left\{ m^{(1-\alpha)k_n} E(W^* + 1) \alpha I_{\{W^* + 1 \leq m^k\}} + m^{k_n} E_{1} \{W^* + 1 > m^k\}\right. \right\}.

Since $E_{Z_k} (Z^d) = m^k$, taking expectation in the both sides of the above gives the following

$$E_{P_{\theta_k}} \left[ \sum_{u \in \mathbb{T}_{k_n}} m^{-k_n} (X_{n,u} - E_{\theta_k} X_{n,u}) > \varepsilon n^{-d/2-2} \right] \leq K \frac{n^{(d/2+2)\alpha}}{\varepsilon \alpha} \left\{ m^{(1-\alpha)k_n} E(W^* + 1) \alpha I_{\{W^* + 1 \leq m^k\}} + m^{k_n} E_{1} \{W^* + 1 > m^k\}\right. \right\}.

Note that in the above formula and throughout the paper, $K$ denotes all constants, and thus its value may vary even in a single inequality. Thus by taking expected value of the above, we deduce that

$$\sum_{n=1}^{\infty} P(\bar{A}_n - E_{\theta_k} \bar{A}_n > \varepsilon n^{-(d/2+2)}) = \sum_{n=1}^{\infty} E_{P_{\theta_k}} \left[ \sum_{u \in \mathbb{T}_{k_n}} m^{-k_n} (X_{n,u} - E_{\theta_k} X_{n,u}) > \varepsilon n^{-d/2+2} \right] \leq \sum_{n=1}^{\infty} K \frac{n^{(d/2+2)\alpha}}{\varepsilon \alpha} \left\{ m^{(1-\alpha)k_n} E(W^* + 1) \alpha I_{\{W^* + 1 \leq m^k\}} + m^{k_n} E_{1} \{W^* + 1 > m^k\}\right. \right\} \leq K \varepsilon^{-\alpha} \left\{ (W^* + 1) \frac{(d+4)\alpha+2}{(2\alpha)-1} \right\}^{(d+4)\alpha+2}/(2\alpha)-1\right\},

which is finite, since $((d+4)\alpha+2)/(2\alpha)-1 < \lambda$ provided that $\alpha$ is sufficiently near one and $E(W^* + 1)(\log(W^* + 1))^{\lambda} < \infty$. Hence (4.8) follows by the Borel-Cantelli lemma.

It remains to prove (4.9). Since $E_{\theta_k} X_{n,u} = 0$, we see a.s.

$$|E_{\theta_k} \bar{A}_n| = \left| \frac{1}{m^k} \sum_{u \in \mathbb{T}_{k_n}} E_{\theta_k} X_{n,u} \right| \leq \frac{1}{m^k} \sum_{u \in \mathbb{T}_{k_n}} E_{\theta_k} (W_{n-k_n}(u) + 1) \alpha I_{\{W_{n-k_n}(u) + 1 \geq m^k\}} \leq W_{k_n} E(W_{n-k_n} + 1) \alpha I_{\{W_{n-k_n} + 1 \geq m^k\}} \leq W^* (W^* + 1) = k_n^{-\lambda} (\log m)^{-\lambda} W^* (W^* + 1) \log^\lambda (W^* + 1).$$
Combining this with the fact \( \lambda \kappa - d/2 - 2 > 1 \), we get

\[
\left| \sum_{n=1}^{\infty} n^{d/2 + 2} E_{\mathcal{B}^{\kappa}} \tau_n \right| \leq \sum_{n=1}^{\infty} n^{d/2 + 2} k_n^{-\lambda} W^* \mathbb{E}(W^* + 1) \log^\lambda(W^* + 1) < \infty \text{ a.s.}
\]

This implies the a.s. convergence of the series \( \sum_{n=1}^{\infty} n^{d/2 + 2} E_{\mathcal{B}^{\kappa}} \tau_n \), and accordingly (4.9) follows. The lemma has been proved.

**Proof of Lemma 4.2.** (I) First we consider the case \( L \in \mathcal{A}_d \).

Since \( ||S_u|| \leq Ck_n \) for \( u \in \mathbb{T}_k \), then by Theorem 3.1 (I), we have

\[
\mathbb{P}(\tilde{S}_{n-k_n} = z-y) = \frac{(2\pi)^{-d/2}}{\sqrt{\det \Gamma_2}} \left( \frac{1}{(n-k_n)^{d/2}} + \frac{1}{(n-k_n)^{d+2}} \left[ \tau_d - \frac{1}{2} \langle z - S_u, \Gamma_2 \rangle \right] \right)
\]

\[
+ \frac{1}{(n-k_n)^{2+d/2}} \left[ \frac{8}{9} \left( z - S_u, \Gamma_2 \right)^2 - \langle \Lambda_d(z - S_u), z - S_u \rangle + \chi_d \right]
\]

\[
+ \frac{\alpha_n(z, S_u)}{n^{d/2+2}}, \quad (4.12)
\]

where \( \tau_d, \chi_d \) and \( \Lambda_d \) are defined by (1.9) (1.12) and (1.11), and \( \alpha_n(z, S_u) \) are infinitesimals such that

\[
\sup_{u \in \mathbb{T}_n} |\alpha_n(z, S_u)| \xrightarrow{n \to \infty} 0.
\]

Observe that the following relations hold:

1. \( \langle z - S_u, \Gamma_2^{-1}(z - S_u) \rangle = \langle z, \Gamma_2^{-1}z \rangle - 2 \langle \Gamma_2^{-1}z, S_u \rangle + \langle S_u, \Gamma_2^{-1}S_u \rangle \),

2. \( \langle z - S_u, \Gamma_2^{-1}(z - S_u) \rangle^2 = \langle z, \Gamma_2^{-1}z \rangle^2 + 4 \langle \Gamma_2^{-1}z, S_u \rangle^2 + \langle S_u, \Gamma_2^{-1}S_u \rangle^2 + 2 \langle \Gamma_2^{-1}z, S_u \rangle \langle S_u, \Gamma_2^{-1}S_u \rangle - 4 \langle \Gamma_2^{-1}z, S_u \rangle \langle S_u, \Gamma_2^{-1}S_u \rangle \),

3. \( (n - k_n)^{-d/2} = \frac{1}{n^{d/2}} \left[ 1 + \frac{dk_n}{2n} + \frac{(d+2)k^2_n}{8n^2} + O \left( \frac{k^3_n}{n^{3+d/2}} \right) \right] \),

4. \( (n - k_n)^{-1-d/2} = \frac{1}{n^{d/2}} \left[ 1 + \frac{(d+2)k_n}{2n^2} + O \left( \frac{k^2_n}{n^3} \right) \right] \),

5. \( (n - k_n)^{-2} = \frac{1}{n^2} + O \left( \frac{k_n}{n^3} \right) \).

By the definitions of the quantities \( \tau_d, \Lambda_d \), we can get

\[
\text{tr}(\Gamma_2 \Lambda_d) = \frac{1}{16} d \left( \text{tr}(\Gamma_4 \Gamma_2^{-2}) - (d+2)(d+4) \right) + \frac{1}{4} \text{tr}(\Gamma_4 \Gamma_2^{-2}),
\]

hence

\[
\left( \frac{d}{2} + 1 \right) k_n \tau_d = k_n \text{tr}(\Gamma_2 \Lambda_d) + \frac{1}{8} \left( d(d+2) - \text{tr}(\Gamma_4 \Gamma_2^{-2}) \right) k_n.
\]

Substituting the above expressions into (4.12), we obtain that

\[
\mathbb{P}(\tilde{S}_{n-k_n} = z-y) \bigg|_{y=S_u} \quad \frac{(2\pi n)^{-d/2}}{\sqrt{\det \Gamma_2}} \times \left[ 1 + \frac{dk_n}{2n} + \frac{(d+2)k^2_n}{8n^2} \right] + \frac{1}{n} + \frac{(d+2)k_n}{2n^2} \left[ \tau_d - \frac{1}{2} \langle z, \Gamma_2^{-1}z \rangle + \langle S_u, \Gamma_2^{-1}z \rangle - \frac{1}{2} \langle S_u, \Gamma_2^{-1}S_u \rangle \right].
\]
By the definitions of the martingales \( N_{2,n} \), we deduce

\[
\frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \left( \langle S_u, \Gamma_{2}^{-1} S_u \rangle - dk_u \right) = \langle N_{2,k_n}, \Gamma_{2}^{-1} 1 \rangle,
\]

\[
\frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \left( \langle S_u, \left( 2\Lambda_d - \frac{1}{4} \langle z, \Gamma_{2}^{-1} z \rangle \Gamma_{2}^{-1} \right) S_u \rangle \right) - k_u \left( \text{tr}(\Gamma_2 \Lambda_d) - \frac{1}{4} d \langle z, \Gamma_{2}^{-1} z \rangle \right) = \langle N_{2,k_n}, \left( \Lambda_d - \frac{1}{4} \langle z, \Gamma_{2}^{-1} z \rangle \Gamma_{2}^{-1} \right) 1 \rangle.
\]

By the linearity of inner product and the definitions of \( N_{1,n}, N_{3,n} \), we see

\[
\frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \langle S_u, \Gamma_{2}^{-1} z \rangle = \langle N_{1,k_n}, \Gamma_{2}^{-1} z \rangle,
\]

\[
\frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \left( \langle S_u, \left( 2\Lambda_d - \frac{1}{2} \langle z, \Gamma_{2}^{-1} z \rangle \Gamma_{2}^{-1} \right) S_u \rangle \right) = \langle N_{1,k_n}, \left( 2\Lambda_d - \frac{1}{2} \langle z, \Gamma_{2}^{-1} z \rangle \Gamma_{2}^{-1} \right) z \rangle,
\]

\[
\frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \langle \Gamma_{2}^{-1} z, \langle S_u, \Gamma_{2}^{-1} S_u \rangle S_u - (d + 2)k_u S_u \rangle = \langle \Gamma_{2}^{-1} z, N_{3,k_n} \rangle.
\]

Using the definitions of \( N_{2,n}^2, N_{4,n} \) and substituting all the above into (4.15), we derive that

\[
\mathbb{E}_{2,n} = \frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \mathbb{P} \left( S_{n-k_n} = z - y \right) \bigg| y = S_u
\]

\[
= \frac{(2\pi n)^{-d/2}}{\sqrt{\det \Gamma_2}} \left[ W_{k_n} + \frac{1}{n} F_{1,k_n}(z) + \frac{1}{n^2} F_{2,k_n}(z) \right] + \frac{1}{m^{k_n}} \sum_{u \in T_{k_n}} \alpha_{n,u}. \quad (4.16)
\]

where

\[
F_{1,k_n}(z) = \left( \tau_d - \frac{1}{2} \langle z, \Gamma_{2}^{-1} z \rangle \right) W_{k_n} + \langle N_{1,k_n}, \Gamma_{2}^{-1} z \rangle - \frac{1}{2} \langle N_{2,k_n}, \Gamma_{2}^{-1} 1 \rangle,
\]

and \( \alpha_{n,u} (u \in T_{k_n}) \) denotes a family of infinitesimals dominated by an absolute infinitesimal \( \varepsilon_n \), i.e.

\[
\sup\{|\alpha_{n,u}| : u \in T_{k_n}\} \leq \varepsilon_n \rightarrow 0.
\]
\[ F_{2,k_n}(z) = \left( \frac{1}{8} \left( \langle z, \Gamma^{-1} z \rangle \right)^2 - \langle z, \Lambda_d z \rangle + \chi_d \right) W_{k_n} + \left\langle N_{1,k_n}, \left( 2\Lambda_d - \frac{1}{2} \langle z, \Gamma^{-1}_2 z \rangle \Gamma^{-1}_2 \right) z \right\rangle \\
- \left\langle N_{2,k_n}, \left( \Lambda_d - \frac{1}{4} \langle z, \Gamma^{-1}_2 z \rangle \Gamma^{-1}_2 \right) 1 \right\rangle + \frac{1}{2} N_{2,k_n}^2 - \frac{1}{2} \left( \langle z, \Lambda_d z \rangle + \chi_d \right) W_{k_n} + \frac{1}{8} N_{4,k_n}. \]

By the choice of \( \kappa \), we see that \( \lambda \kappa > 2 \) and \( (\lambda - 3) \kappa > 1 \). Hence by (2.4) and Theorem 2.1,

\[ W_{k_n} - W = o(1/n^2), \quad N_{q,k_n} - V_q = o(1/n), \quad q = 1, 2, \tag{4.17} \]
\[ N_{2,k_n}^2 - V_2^2 = o(1), \quad N_{q,k_n} - V_q = o(1), \quad q = 3, 4. \tag{4.18} \]

Therefore as \( n \) tends to infinity,

\[ F_{1,k_n}(z) - F_1(z) = o\left( \frac{1}{n} \right), \quad F_{2,k_n}(z) - F_2(z) = o(1), \quad \text{a.s.} \]

where \( F_1(z) \) and \( F_2(z) \) are defined by (1.8) and (1.10).

Observe that

\[ \left| \frac{1}{m_{k_n}} \sum_{w \in T_{k_n}} \alpha_{n,w} \right| \leq \varepsilon_n W_{k_n} \to 0. \]

Substituting these into (4.16), we have

\[ D_{2,n} = \frac{(2\pi n)^{-d/2}}{\sqrt{\det \frac{1}{2}}} \left[ W_{k_n} + \frac{1}{n} F_1(z) + \frac{1}{n^2} F_2(z) \right] + \frac{1}{n^{d+1/2}} o(1), \tag{4.19} \]

with \( F_1(z) \) and \( F_2(z) \) defined by (1.8) and (1.10). This is exactly what we want to prove.

(II) We consider the case \( L \in B_d \).

By using Theorem 3.1 (II) and following the arguments as in the first part (I), the formula (4.5) can be handled and we omit the details.

The lemma is proved.

\[ \square \]
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