Kalman filter observation error model applied to vehicle tracking dynamic obstacle correction
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Abstract
In order to increase accuracy for the detection of a dynamic obstacle, this paper presents a Kalman filter observation error model based on 77 GHz Middle Range Radar (MRR). Recently, the vehicle has been equipped with an Advanced Driver Assistance System (ADAS), which has become more popular. Among these, the accuracy of the obstacle information, such as distance, relative speed and position are the most important purpose. However, radar is one of the main detection sensors, but its data transmission delay, which includes millimeter-wave reflection, analog to digital signal conversion, and data process, would influence radar tracking correction. Therefore, the algorithm of the proposed model adopts detection time and a dynamic estimated model of the obstacle to compensate for detection delay, such that the dynamic correction mean error can be reduced. Next, the testing condition sets RTK-GPS as the real-world reference frame; the experiment would be realized with a dynamic scene. According to the above results, when the target distance is closer than 100 meters, the dynamic correction mean error of our model was improved by 59%, 74%, and 78% in 20kph, 40kph, and 60kph relative speed, respectively.

I. INTRODUCTION
In recent years, many automobile factories have been investing in the ADAS [1] development for manufacturing the modern safety car. It is assembled with several systems, such as Adaptive Cruise Control (ACC), Lane-Keeping Assistance (LKA), Autonomous Emergency Braking (AEB), Lane Change Assistance (LCA), and so on. According to the Society of Automotive Engineers (SAE) specification, this intelligent system is called partial automation which simultaneously integrates more than one body control into executing assistance operation based on the driving environment, but the driver is still mainly observer so that it is classified as the second level. For precise control, the obstacle detection of the environment is the most important information. Therefore, the sensor which has detection range function, such as ultrasonic, camera, lidar, and millimeter-wave radar, is developed. However, the features of these sensors are different. For example, ultrasonic is a low-cost sensor, but it does not appropriately detect long-range obstacles, which are longer than 5 meters. Next, the camera not only can detect over 50 meters but also cognate the type of obstacle. Nevertheless, its detection ability is affected by night. Then, the three-dimensional lidar can be operated day and night, but its cost is higher than the other sensors. Relatively, although millimeter-wave radar could not cognate the obstacle, it has some advantages which include long-range detection and all-day operation time. Besides, it can obtain more precise relative speed about obstacles than the other sensors based on Frequency Modulated Continuous Wave (FMCW) theorem. Therefore, it is one of the appropriate sensors which is responsible for long-range detection, tracking, and prediction of obstacle movement in ADAS [2, 3, 4, 5, 6, 7, 8, 9, 10, 11].

Under the radar operating process, the antenna is used to transmit millimeter waves and then receive a reflection signal of obstacles. Next, the difference in time of the signal back and forth is used to compute the obstacles information which includes relative speed, distance, and angle. Among these, during the period of radar sensing time, the latency delay would be generated [12, 13, 14], and a part of obstacle
information could be lost during this delay time. It causes that AEB system tracking precisely would be reduced. For example, each 0.1-second delay makes that any object information can not be provided to the system while moving 1.67 meters when a vehicle is driving at a speed of 60 kilometers per hour. Besides, the signal point would generate drifting or missing by environment interference [15, 16]. Therefore, the development of a reliable compensate algorithm for rebuilding lost data is the most important issue.

Based on the Kalman filter observation error model, a new dynamic obstacle correction algorithm that is used to improve radar tracking dynamic vehicle performance is proposed in this paper. First, for filtering input data, the observation error model of the obstacle is designed based on Kalman’s theory [15, 17, 18]. Next, we analyze several detection information pieces, such as the location and dynamics of obstacle and detection time. According to the above filtering and analysis results, we can compute the compensation time of the detection of obstacle requirements and then the detection accuracy of dynamic obstacles could be improved. From experimental results, the AEB system adopts the proposed method; the dynamic correction mean error of our model was improved by 59%, 74%, and 78% in 20kph, 40kph, and 60kph relative speed when the distance of subject was closer than 100 meters, respectively.

The remainder of this paper is organized as follows: Section 2 shows the derivation method of the Kalman filter and the observation error model. Next, the procedure of detection obstacle time analysis of the proposed architecture and its dynamic correction method is introduced in Section 3. Finally, Section 4 presents the conclusions of this study.

A. Kalman Filter and Observation Error Model

Equations 1, 2, 3, 4, 5 are the equations for the Kalman filter. The estimated value for the previous point and the observation value for the current point are used to calculate the estimated value of the minimum mean square error [19]. Observation error models with various distances are provided to make the output close to the real state. Details are provided in the following:

\[
x_{k|k-1} = A \hat{x}_{k-1|k-1} + Bu_{k-1}
\]

\[
P_{k|k-1} = AP_{k-1|k-1}A^T + Q
\]

\[
K_k = P_{kk-1}H^T (HP_{kk-1}H^T + R)^{-1}
\]

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k (Z_k - H \hat{x}_{k|k-1})
\]

\[
P_{k|k} = (I - K_kH) P_{k|k-1}
\]

Considering Equation 1 for the Kalman filter, the state of the previous point \((x_{k-1|k-1})\) is first used to estimate the current state \((\hat{x}_{k|k-1})\), where \(A\) is the state-transition matrix specified in Equation 6, \(B\) is a control matrix, and \(u\) is the control amount.

\[
A = \begin{bmatrix}
1 & \Delta t & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & \Delta t \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

In Equation 2, \(P_{k|k-1}\) is the covariance matrix of system error moving from the previous point to the current point, \(Q\) is system noise, and \(A^T\) is the transpose of \(A\).

Equation 3 calculates the Kalman constant \(K\), which can be used to minimize the covariance matrix of system error \(P_{k|k}\) in Equation 5. Concurrently, \(K\) also serves to compute the estimate of the current state \(\hat{x}_{k|k}\) and regulates the weights for the observation value in Equation 4. That is, when \(K\) is large, the system believes that the observed value is greater than the estimated value; when \(K\) is small, the system believes that the estimated value is greater than the observation. Additionally, \(H = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}\), and \(R\) is the matrix of observation error. The covariance matrix of observation value \(R\) is a parameter in Equation 3 for adjusting the Kalman constant \(K\). A dynamic observation error model can be established by analyzing observation error values for various distances based on radar detection results (e.g., Figure 1). By adjusting the matrix of observation error in Equation 3 the more accurate value of the state \(x_{k|k}\) in Equation 4 and the smaller covariance matrix of system error \(P_{k|k}\) can be obtained.
Table 1 presents the basic performance of the millimeter-wave radar used in this study. Two detection ranges of the radar were used: short distance (60 m or below) and long distance (200 m or below; Figure 2). GPS Real-Time Kinematic (GPS-RTK) was used as the real coordinate reference. GPS-RTK can be used for real-time positioning with high precision and is, therefore, suitable to serve as the ground truth. The data collection location was an open area. Within the radar detection range, no other obstacles were found except for the target vehicle. GPS-RTK was installed in the target vehicle (Figure 3). The millimeter-wave radar was set at a fixed position and as the origin. The target vehicle was located 5 m in front of the radar and began to accelerate and drive forward at a fixed speed. GPS-RTK data and millimeter-wave radar data were simultaneously collected. Some data are presented in Figure 4 and 5.
TABLE 1
77GHZ RADAR SPECIFICATIONS

| Longest Detection Range | Nearest Detection Range | Field of View | Speed Range | Accuracy Distance Measuring | Speed Accuracy | Cycle Time |
|-------------------------|-------------------------|---------------|-------------|-----------------------------|----------------|------------|
| 200m                    | 0.25m                   | Far: ±9°      | 88kph~265kph | ±0.25m or ±1.5%@ > 1m       | ±0.5kph        | 66mS       |
| Close-up: ±9°           |                         |               |             |                             |                |            |

Fig. 3. GPS-RTK installation diagram

Fig. 4. Data collection of 20kph

Fig. 5. Data collection of 60kph
C. Detection Time Analysis

According to Figure 4 and 5, the vehicle speed was positively correlated with the error, which originated from detection time. Therefore, the detection results should accord with the equation of motion:

\[ x_i = x_{i-\Delta t} + v_{t-\Delta t} \Delta t + O(\Delta t^2) \]  

(7)

where \( x \) is the position of the object, \( t \) is the current time, and \( \Delta t \) is the detection time. Equation 8 can be derived by substituting RTK distance and the Kalman filter observation error model into Equation 7:

\[
x_{RTX} = x_{Kal} + v_{Kal} \Delta t
\]

\[
x_{RTX} = \begin{bmatrix} x_{RTX1} \ T & x_{RTX2} \ T & \cdots & x_{RTX} \ T \end{bmatrix}
\]

\[
x_{Kal} = \begin{bmatrix} x_{Kal1} \ T & x_{Kal2} \ T & \cdots & x_{Kaln} \ T \end{bmatrix}
\]

\[
v_{Kal} = \begin{bmatrix} v_{Kal1} \ T & v_{Kal2} \ T & \cdots & v_{Kaln} \ T \end{bmatrix}
\]

where \( x_{RTX} \), \( x_{Kal} \), \( v_{Kal} \), \( i \in 1, 2, \cdots, n \) denote the RTK distance, Kalman distance, and Kalman velocity for Time \( i \) respectively. Because radar and RTK both have detection errors, a solution for \( \Delta t \) cannot be obtained directly from Equation 8. Therefore, the least squares method [15] should be used to obtain the optimal \( \Delta t \).

\[
\min_{\Delta t} (x_{RTX} - (x_{Kal} + v_{Kal} \Delta t))^2
\]

(9)

Finding an answer for Equation 8 is equivalent to finding an answer for Equation 10.

\[
\min_{\Delta t} \left( \sum_{i=1}^{n} (x_{RT_i} - (x_{Kal_i} + v_{Kal_i} \Delta t))^2 \right)
\]

(10)

Let \( c_i = x_{RT_i} - x_{Kal_i}, i \in 1, 2, \ldots, n \) and expand Equation 10 to obtain Equation 11:

\[
\min_{\Delta t} \left( \sum_{i=1}^{n} (c_i^2 - 2c_i v_{Kal_i} \Delta t + v_{Kal_i}^2 \Delta t^2) \right)
\]

(11)

Let \( f: R \rightarrow R \): Equation 12 is obtained:

\[
f(\Delta t) = \sum_{i=1}^{n} (c_i^2 - 2c_i v_{Kal_i} \Delta t + v_{Kal_i}^2 \Delta t^2)
\]

(12)

Finding the minimum value of Equation 9 is equivalent to finding a solution for Equation 13.

\[
\frac{df(\Delta t)}{d\Delta t} = \sum_{i=1}^{n} (-2c_i v_{Kal_i} + 2v_{Kal_i}^2) = 0
\]

(13)

Subsequently, the analysis results for 20, 40, and 60kph are input (Figures 6, 7, 8) to obtain a solution for \( \Delta t \) in Equation 13. Accordingly, Equation 14 can be obtained.

\[
\Delta t \cong 0.2649
\]

(14)

D. Dynamic Modification Method

By using the aforementioned Kalman filter and observation error model, substituting the results derived from Equation 14 for detection time error analysis into Equation 7 for object motion, and assuming that the current state is \( \hat{x}_t \) and the detection states are \( \hat{x}_t \) and \( \hat{v}_t \), Equation 15 can be obtained.

\[
\hat{x}_t = \hat{x}_t + \hat{v}_t \Delta t
\]

(15)

The analysis results are detailed in the next paragraph.

E. Dynamic Modification Results

In this section, the method introduced in the previous paragraph was used to compare the results of only using the Kalman filter observation error model at a dynamic scene and the results of adding dynamic modification. The millimeter-wave radar was installed at a fixed position and set as the origin. The target vehicle was initially in front of
the radar (Figure 7) and simultaneously received radar and GPS-RTK information. Figure 8 presents the X-Y cumulative graph for millimeter-wave radar and GPS-RTK. In the figure, the blue line represents RTK-GPS information, red dots represent raw radar data, and green dots represent the outcomes obtained by using the Kalman filter. It is evident that the errors in the horizontal direction were modified after using the proposed method.

Figure 9a presents the graph for 60-kph vertical distance versus time. In the figure, the blue line represents RTK-GPS vertical distance, red dots represent the results of applying the Kalman filter to the radar, and the black line represents the relative speed. The results indicate that errors were observed between radar outcomes and RTK-GPS outcomes. As shown by the blue line in Figure 9a, as the vehicle speed increased to 60 kph, the error reached approximately 4 m. The orange line represents the results obtained from dynamic modification. The error was less than 0.5 m within the range of 100 m; the error did not exceed 1.5 m within the range of 100–200 m.

Figure 9b presents the graph for 40-kph vertical distance versus time. In the figure, as the vehicle speed increased to 40 kph, the error without dynamic modification was approximately 2.5 m. After dynamic modification, the error was less than 0.8 m within the range of 100 m and did not exceed 2.2 m within the range of 100–200. Figure 9c presents the graph for 20-kph vertical distance versus time. In the figure, as the vehicle speed increased to 20 kph, the error was approximately 2 m without dynamic modification; following dynamic modification, the error was less than 0.6 m within the range of 100 m and did not exceed 2 m within the range of 100–200 m after deducting four peak values. Figure 10 presents more results. In the figure, the 100-m black line represents the time when the target reached 100 m. The results indicated that at the dynamic scene of medium or short distance (within the range of 100 m), dynamic modification could effectively reduce the detection errors for vertical distance. For a long distance (100 m or above), radar detection errors (distance times 1.5%) induced large errors; however, some errors can still be reduced.

Table 2 presents the results obtained before and after dynamic modification for various scenes. Before modification, the average error for short, medium, or long distance at the dynamic scene of 20–60 kph was between 1.59 m (Test 2-Orig. for 20 kph) and 3.20 m (Test 2-Orig. for 60 kph). After modification, the average error was between 0.41 m (Test 1-Pro. for 60 kph) and 0.76 m (Test 2-Pro. for 60 kph). For a medium or short distance (within the range of 100 m), the error was modified from no smaller than 1.07 m (Test 2-Orig. for 20 kph) to no greater than 0.52 (Test 2-Pro. for 60 kph).
II. CONCLUSION

The paper presents an innovation dynamic obstacle correction algorithm based on the Kalman filter observation error model. The verification procedures of the proposed algorithm are summarized below:

- Equipment installation:
  a. The radar is fixed at tripod, and then this position is set as the original point.
  b. The RTK-GPS is installed on the target vehicle.
- Data collection:
  a. The data of the above two sensors renders synchronization as necessary.
  b. When the subject car forwards to the front, the data collection is enabled until the speed accelerates to a speci-

Table 2

| Target Velocity (kph) | Target Distance (m) | Test Data 1 | Test Data 2 | Test Data 3 | Total Average Saving (%) |
|----------------------|--------------------|-------------|-------------|-------------|--------------------------|
|                      |                    | Orig. (m)   | Pro. (m)    | Saving (%)  | Orig. (m)    | Pro. (m)    | Saving (%)  | Orig. (m)    | Pro. (m)    | Saving (%)  |
| 20 <100              |                    | 1.27        | 0.28        | 77          | 1.07        | 0.20        | 81          | 1.29        | 0.32        | 75          | 59          |
| ≥100                 |                    | 2.32        | 1.19        | 48          | 2.13        | 1.03        | 51          | 2.27        | 1.13        | 50          |
| Avg.                 |                    | 1.79        | 0.73        | 59          | 1.59        | 0.61        | 61          | 1.77        | 0.72        | 59          |
| 40 <100              |                    | 1.46        | 0.26        | 82          | 1.68        | 0.29        | 82          | 1.45        | 0.23        | 84          | 74          |
| ≥100                 |                    | 3.07        | 0.89        | 71          | 3.20        | 0.99        | 69          | 3.10        | 0.93        | 70          |
| Avg.                 |                    | 2.12        | 0.52        | 75          | 2.34        | 0.59        | 74          | 2.12        | 0.51        | 75          |
| 60 <100              |                    | 1.63        | 0.29        | 82          | 2.41        | 0.52        | 78          | 1.63        | 0.40        | 75          | 78          |
| ≥100                 |                    | 3.75        | 0.62        | 83          | 4.20        | 1.06        | 74          | 4.07        | 0.92        | 77          |
| Avg.                 |                    | 2.37        | 0.41        | 82          | 3.20        | 0.76        | 76          | 2.45        | 0.57        | 76          |
cation speed, and then the speed would be set in a cruise control condition.

- Each radar point information, which includes obstacle distance $x_{Kal}'$, and relative speed $v_{Kal}$, is obtained by the Kalman filter observation error model. Besides, the current distance of obstacle is received based on RTK-GPS.
- Substituting the above information into the following equation:

$$\Delta t = \left( (x_{RTK} - x_{Kal})^T v_{Kal} \right) / (v_{Kal}^T v_{Kal})$$

- Substituting $\Delta t$ into the dynamic compensation equation, and then can be obtained:

$$\hat{x}_{out} = x_{Kal} + v_{Kal} \Delta t$$

According to the above procedures, steps 1 to 4 are mainly responsible for collecting and analyzing the input data. On the actual application, step 5 which is lower complexity computation can be directly used to compute the dynamic compensation results. From experimental results, it’s shown that the proposed method can achieve a stable detection and effectively reduce the detection error of dynamic scene, which is achieved as 59%, 74%, and 78% improving in 20kph, 40kph, and 60kph relative speed when comparing with the original data.
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