Using a comprehensive index technology to analyze structural changes in the regions' economic development in a COVID-19 pandemic: the case of Ukraine
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Abstract. The paper investigates the issues of evaluating structural changes in the regions’ economic development based on the comprehensive index assessment technology. The impact of the COVID-19 pandemic on regional development and changes in the regional structure is considered. The authors propose the use of block convolution to design a comprehensive index based on a set of metric initial indicators that characterize the regions’ economic development. Grouping the set of initial indicators is carried out based on the method of an extreme grouping of parameters and the method of principal components. A weighted linear additive convolution was used to develop partial composite indices and an economic development comprehensive index. The practical approbation was carried out for the regions of Ukraine according to the data of 9 months of 2019 and the same period of 2020. To establish the regions’ structure, we used the division of the comprehensive index values into intervals and further distributing regions into classes according to the level of economic development. There is a general decrease in the value of the integrated indicator in 2020, caused by the impact of the COVID-19 pandemic. However, no significant changes in the structure of the regions were detected, which indicates an equally negative impact of the pandemic for all regions of Ukraine.

1 Introduction

One of the most significant problems of regional development is to ensure sustainable economic growth. The economic system of any country is a multifunctional regional entity, so the definition of long-term priorities of strategic planning of regional development should be based on comprehensive assessments of the level of their economic development. They allow tracking the dynamics and asymmetry of development, to establish inequalities and gaps in the region’s structure, to provide an analytical basis for the preparation of strategic decisions on the transformation of socio-economic development policy of individual regions.

Global problems related to climate changes, financial crises, intensified competition in global and domestic markets, deepened in 2020 due to another global challenge – the COVID-19 pandemic [1, 2]. Its destructive impact has been reflected in all spheres of public life, destroying established socio-economic processes and relationships. Measures, severe restrictions, lockdowns aimed at curbing the spread of the pandemic, were reflected in the negative effects of slowing down the socio-economic development of both regions and the world economy as a whole. They were a prerequisite for a new financial and economic crisis. This is evidenced by the results of analytical studies and forecast estimates of basic macroeconomic indicators provided by global institutions, in particular, the World Bank (WB), the International Labor Organization (ILO), the World Health Organization (WHO), the United Nations (UN), the European Bank for Reconstruction and Development (EBRD) and others.

In particular, according to the ILO, the loss of labor income for the three quarters of 2020 compared to the corresponding period of 2019 is estimated at 10.7%, or 3.5 trillion USD [3]. The baseline forecast calculated by World Bank analysts [4] predicts a reduction in world GDP by 5.2% in 2020. And although the world economy is expected to grow by 4.3% in 2021, the pandemic may hold back economic activity and income growth for a long time [5]. UBS Chairman Axel Weber also made a cautious forecast about the pace of global economic recovery, noting that "it would be at least a year to go back to pre-crisis levels of GDP. It’ll take another year or two to be anywhere near getting unemployment and pre-crisis growth back and so it would be quite a long recovery that we’re facing” [6].

The consequences of the pandemic were especially acute in developing economies countries, particularly in Ukraine. Thus, according to the State Statistics Service of Ukraine [7], real GDP in the third quarter of 2020 compared to the third quarter of 2019 decreased by 3.5%. The financial result before taxation of large and medium-sized enterprises in the III quarter of 2020 amounted to 93.3 billion UAH of profit, while for the corresponding period of 2019 – UAH 342.8 billion in profit, which is 73% less. Exports of goods for the period under review decreased by 3.6%, and imports – by 14.3%.
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The main forecast macroeconomic indicators for the end of 2020, presented by the Cabinet of Ministers of Ukraine, envisage a fall in GDP by 4.8%, the inflation rate – 11.6%; unemployment rate – 9.4%; reduction of the average salary – 4.5%; decrease in exports – 5.5%, imports – 10% [8]. According to the EBRD, by the end of 2020 GDP was expected to decline by 5.5%, but in 2021 it is predicted to grow by 3% [9]. The most optimistic about the resumption of production are construction companies, the most pessimistic – service companies that have suffered the most from the introduction of quarantine restrictions.

The decline in macroeconomic indicators is directly caused by negative changes in regional development. To reduce the negative socio-economic consequences of the COVID-19 pandemic, it is necessary to identify trends, assess different scenarios of regional development, identify existing structural changes and develop a system of measures within regional development strategies to stabilize the situation. The presented macroeconomic forecasts necessitate research aimed at estimating the real losses from COVID-19 pandemic in terms of socio-economic development of regions, identifying areas of rational use of endogenous factors to ensure their sustainable economic growth, which will contribute to the achievement of the goals reflected in the State Strategy for Regional Development for 2021–2027 [8].

2 Literature review

Currently, there is a large number of different scholar’s approaches to assess the economic development level and the establishment of regional differences and imbalances.

These studies are based mainly on the use of quantitatively measurable indicators that allow sound mathematical processing to shape conclusions. One of the most commonly used approaches is research based on the analysis of the GDP indicator and indicators derived from it like the Hoover Concentration Index, the Theil index, the Herfindahl index, etc. [10–14]. In particular, the authors also use the Klassen typology to track the dynamics and nature of changes in regional development.

Given the natural multidimensionality of regions’ economic development description, widely used methods of multidimensional statistical analysis for their structuring by the level of this characteristic and determination of disparities between regions, in particular, cluster analysis, factor analysis, multidimensional scaling, structural equation method, Solow-Swan, and Mankiw-Romer–Weil growth models [12, 15–23], which allows grouping regions into homogeneous aggregates based on various quantifiable indicators, to identify gaps in the development of individual regions. Among the shortcomings of these approaches, in our opinion, it is worth noting the difficulty of taking into account the importance of individual indicators. The authors of the study, who used these tools, also noted that the grouping results are significantly influenced by clustering methods, which is also a disadvantage. The further development of multidimensional statistics’ methods is reflected in the application of fuzzy clustering methods for structuring regions and identifying imbalances in their economic development, which is presented in [24–27].

Another way to take into account the multidimensionality for the description of regional development processes is to use the technology of comprehensive index assessment [28–33]. The vast majority of scientists’ approaches in the presented studies are focused on designing a composite indicator of economic development by linear convolution of a set of quantitatively measured indicators. The differences are in the information base chosen for the study and how the results are interpreted. Among the shortcomings, it is worth noting the lack of consideration of the weight of the initial indicators or proper justification of the proposed weights, which in most cases it is proposed to determine the expert method. Besides, either a linear relationship between the values of the composite indicator and these levels, or a desirability scale without proper conversion of the original data is usually used to interpret the results and establish levels of economic development [31].

The study of issues related to assessing the impact of the COVID-19 pandemic on the economic development of economic systems both at the global level and at the level of individual national economies is currently one of the most relevant and is quite intensively studied by scientists. The vast majority of researchers are inclined to believe that overcoming the crisis is possible only after a few years, even with the total vaccination of the population, which should curb the spread of viral infection. Such conclusions are supported by the results of economic and mathematical modeling and evaluation of current and future trends in the economic system development. Issues related to the application of mathematical modeling to assess the impact of a pandemic on economic development are reflected, in particular, in publications [34–37]. However, it should be noted that the authors of these studies provide short-term forecast estimates of macroeconomic indicators at the level of national economies. With an emphasis on trends and potential scenarios for their development. The main attention is paid to the assessment of GDP change as one of the most important macroeconomic indicators. In our point of view, insufficient attention is currently paid to research to identify changes in the trends of economic development of certain regions of the country.

Our study aims to develop an approach to building an economic development comprehensive index for analyzing the impact of COVID-19 on Ukraine’s regions development and identifying structural changes by combining the technology of comprehensive index assessment, multidimensional statistical analysis, and projection of results on the desirability scale.

3 Problem description and methodology

The economic development of the regions is characterized by a large number of indicators. They usually reflect the quantitative results of the activities of regional business entities and therefore have a metric origin, i.e., measured on one of the quantitative scales. This significantly simplifies their further analytical processing, because for indi-
One of the difficulties that arise in the process of processing such data and interpretation of results is their internal inconsistency, diversity, and inequality of impact on the studied quality. To concentrate the information contained in the initial indicators and reduce the dimension of characteristics’ space, various computing technologies are used. One of them is the technology of comprehensive index assessment, which allows reducing the description of the studied phenomenon, in this case, the economic development of the regions, to a single comprehensive indicator. This is usually done by weighted convolution of the initial units. At the same time, there are several methodological problems to realize this process. First, the economic development of regions, as a complex phenomenon, requires the use of a large number of baselines for their description. Thus, the relative impact of each indicator on the final result is reduced. Secondly, there is a problem of reasonable determination of the weight of each component when they are integrated into a composite indicator.

A possible solution to these obstacles is the use of block convolution. Under such conditions, the initial set of indicators is divided into subsets that don’t intersect. A partial composite index is constructed for each subset. The final result is settled by convolution of the constructed partial composite indices taking into account the weight of each obtained subset.

One of the approaches that allow getting a solution to this problem is the method of an extreme grouping of parameters. It is based on the hypothesis that the set of initial characteristics can be divided into groups, each of which reflects the effect of a certain factor – the latent characteristics of the group. Therefore, the method focuses on the selection of groups of parameters such that the relationships between the parameters within the group are maximum under the assumption that the number of such groups is fixed. It is assumed that the relationships within the group are explained by the relationship between some generalized latent characteristic of the group (generalized index) and the initial indicators included in this group. Direct relationships between initial indicators are unknown and may be absent. Since the indicators within each of these groups must be more closely related than the indicators of different groups, the task is to identify highly correlated groups of indicators.

Denote by \( G = X_1, X_2, \ldots, X_n \) the set of initial indicators. The initial data for the method’s computational procedure is the correlation matrix \( R \) of these indicators. Let \( G_1, G_2, \ldots, G_s \) be subsets into which the set of initial indicators is divided:

\[
\bigcup_{i=1}^{s} G_i = G, \quad (1)
\]

\[
G_i \cap G_j = \varnothing, \quad (2)
\]

\( i \neq j, i, j = 1, 2, \ldots, s. \)

Denote by \( H_1, H_2, \ldots, H_s \) – the corresponding latent characteristics (indicators) of each group. The criterion that allows you to determine the best grouping of indicators has the form:

\[
\sum_{i=1}^{s} \sum_{X_j \in G_i} |r_{X_j, H_i}|, \quad (3)
\]

where \( r_{X_j, H_i} \) is the correlation coefficient between initial indicator \( X_j \), which belongs to subset \( G_i \), and common indicator \( H_i \) of subset \( G_i \).

To obtain a division of the original set of indicators into subgroups, you can use the method of principal components. It is known that the model of transition from the system of initial indicators to the set of latent characteristics, which are the principal components, is reflected by the dependence:

\[
Z^T = WF^T, \quad (4)
\]

where \( Z^T \) – transposed matrix of standardized initial indicators’ values, \( F^T \) – transposed matrix of principal components’ values, \( W \) – matrix of principal components factor loadings:

\[
Z = \begin{pmatrix}
z_{11} & z_{12} & \cdots & z_{1n} \\
z_{21} & z_{22} & \cdots & z_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
z_{m1} & z_{m2} & \cdots & z_{mn}
\end{pmatrix}, \quad (5)
\]

\[
F = \begin{pmatrix}
f_{11} & f_{12} & \cdots & f_{1n} \\
f_{21} & f_{22} & \cdots & f_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
f_{m1} & f_{m2} & \cdots & f_{mn}
\end{pmatrix}, \quad (6)
\]

\[
W = \begin{pmatrix}
w_{11} & w_{12} & \cdots & w_{1n} \\
w_{21} & w_{22} & \cdots & w_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
w_{m1} & w_{m2} & \cdots & w_{mn}
\end{pmatrix}, \quad (7)
\]

where \( m \) – the volume of the sample, which is used to measure the initial set of indicators.

The relationship between the values of indicators and principal components (factors) can be written as follows:

\[
z_{ij} = \sum_{k=1}^{n} w_{ik} f_{jk}, \quad (8)
\]

where \( z_{ij} \) – \( i \)-th component (value) of \( Z_i \), \( w_{ik} \) – factor loadings for \( F_k \), \( f_{jk} \) – \( j \)-th components of \( F_k \), \( i = 1, 2, \ldots, n \), \( j = 1, 2, \ldots, m \).

Let us calculate the correlation coefficient between the initial indicator \( X_i \) and the principal component \( F_j \), taking into account the fact that the principal components are non-correlated:

\[
r_{X_i, F_j} = 0, \quad (9)
\]

As a result, we obtain:

\[
r_{X_i, F_j} = r_{Z_i, F_j} = \frac{1}{m} \left( \sum_{k=1}^{n} W_{ik} F_k \right) F_j = w_{ij}. \quad (10)
\]

Therefore, the correlation coefficient between the initial indicator and the principal component is equal to the
factor load of this component for the corresponding indicator. This fact allows us to conclude that to get the desired grouping of indicators it is necessary to analyze the values of the factor loadings of the principal components for each initial indicator. In this case, as the latent characteristic $H_j$ of the group $G_j$, we choose the corresponding principal component $F_j$. To avoid the formation of empty groups or all groups, each of which will contain only one initial indicator, for grouping, we choose not all the principal components, but only the first $s$ most influential, which explain the given share of variance of initial indicators. The value of $s$ is defined as the smallest value of the number of principal components for which the inequality is met:

$$\frac{\sum_{i=1}^{s} \lambda_i}{n} \geq \gamma$$

(11)

where $\lambda_i$ – eigenvalues, ordered by decreasing their values, $\gamma$ – a predetermined explanation fraction of the initial indicators’ variance by the principal components. Typically, this value is selected from 0.70 to 0.80.

In the group of homogeneous indicators, it is expedient to include those initial indicators for which the corresponding values of factor loadings for the principal components on absolute value will have the greatest values. To construct a partial composite index $I_j$ for each formed group $G_j$, we use one of the formulas for weighted convolution [38]:

$$I_j = \sum_{i \in k_j} \alpha^{(i)}_i U^{(i)}_j$$

(12)

$$I_j = \prod_{i \in k_j} (U^{(i)}_j)^{q^{(i)}_i}$$

(13)

$$I_j = -1 + \prod_{i \in k_j} (1 + U^{(i)}_j)^{q^{(i)}_i}$$

(14)

where $U^{(i)}_j$ – normalized values of those indicators $X_i$, that belong to subset $G_i$, $\alpha^{(i)}_i$ – weight coefficients of appropriate indicators, $K_j$ – set of indices for those indicators $X_i$, that belong to subset $G_j$, $j = 1, 2, \ldots, s$.

The initial indicators are transformed to normalize form according to the formula (15) or formula (16) [17]:

$$u_{ij} = 1 - \frac{|x_{ij} - x_j^*|}{x_{j\text{max}} - x_{j\text{min}}}$$

(15)

$$u_{ij} = \begin{cases} \frac{x_{ij}}{x_{j\text{max}}}, & \text{when } X_j \text{ is an incentive}; \\ \frac{x_{j\text{min}}}{x_{ij}}, & \text{when } X_j \text{ is a disincentive}; \end{cases}$$

(16)

where $u_{ij}$ – normalized values of indicators, $x_{ij}$ – initial values of indicators, $x_{j\text{min}} = \min x_{ij}$, $x_{j\text{max}} = \max x_{ij}$,

$$x_j^* = \begin{cases} x_{j\text{max}}, & \text{when } X_j \text{ is an incentive}; \\ x_{j\text{min}}, & \text{when } X_j \text{ is a disincentive}; \end{cases}$$

(17)

$i = 1, 2, \ldots, m$, $j = 1, 2, \ldots, n$, $m$ – number of units under study, $n$ – number of initial indicators.

The normalization procedure is necessary to extract the units of measurement of the original indicators and reducing their values to a scale from 0 to 1. This step is aimed at simplifying the further interpretation of the calculation result. To calculate the weight coefficients, we propose to use the components of eigenvector $V_j$:

$$\alpha^{(i)}_i = \frac{(v^{(i)}_j)^2}{\sum_{k \in K_j} (v^{(i)}_k)^2}$$

(18)

where $\alpha^{(i)}_i$ – weight coefficients of appropriate indicators, $v^{(i)}_j$ – components of $j$-th eigenvector $V_j$, that correspond to initial indicators $X_i$ from the $G_j$, $K_j$ – set of indices for those indicators $X_i$, that belong to subset $G_j$.

Equation (18) meets the condition, that the sum of weight coefficients should be equal to 1. This condition with the normalization procedure provides the location of partial composite indicators values in the range [0; 1].

We propose to calculate the final economic development comprehensive index $I_{COM}$ using partial composite indicators $I_j$, based on one of the convolution’s forms like (12), (13), (14). For example, for linear weighted convolution appropriate expression has a form:

$$I_{COM} = \sum_{j=1}^{s} \beta_j I_j$$

(19)

Weight coefficients $\beta_j$ are calculated in proportion to the eigenvalues $\lambda_j$ that correspond with $G_j$, $j = 1, 2, \ldots, s$:

$$\beta_j = \frac{\lambda_j}{\sum_{k=1}^{s} \lambda_k}.$$  

(20)

Under such conditions, the values of the $I_{COM}$ will also be in the range from 0 to 1. This approach to calculations simplifies the interpretation of the result.

To assess the studied objects’ structure, the range of values of the comprehensive index should be divided into ranges. Dividing the range [0; 1] of values of the comprehensive index into intervals of the same length to achieve this goal is impractical.

First, ranges can be formed that don’t cover any of the objects under study.

Second, the latent characteristic under study is usually nonlinear, and the use of intervals of the same length can disrupt the true structure of objects.

Third, such a division can be led to a situation where one group includes objects that have significant differences in the values of the integrated indicator, while two neighboring objects belonging to different groups may have a slight deviation of the values of the comprehensive index.

To solve the problem of grouping, you can also use the approach presented in [17], in which the definition of the boundaries of the ranges is carried out by calculating the ratios of two adjacent values of the integrated indicator:

$$\delta_j = \frac{I_j}{I_{j-1}},$$

(21)

$j = 2, 3, \ldots, m$.

The basis for the transition to a new range of values of the comprehensive index is a significant rise in the change
of values of $\delta_j$. The grouping objects is executed according to the level of the corresponding values of the comprehensive index. This approach also has drawbacks. Given the slight difference in the values of the integrated indicator, which are in the middle of the range of all its possible values, one of the groups can have a very large number of objects, which will be significantly different from the content of other groups. Besides, in the case of a slight discrepancy in the values of the comprehensive index for neighboring objects, a significant rise in the values of $\delta_j$ may not be observed. Thus, all objects can belong to one group. It is also necessary to take into account the fact that the value of $\delta_j$ is also affected by the level of values of the comprehensive index for which this value is calculated. And the closer these values are to 0, the smaller should be the hike in the change of values of $\delta_j$, which decides on the formation of a new range.

The iterative procedure presented in [31] can be used to determine the limit values of the comprehensive index' ranges. Its advantage is the “adjustment” of grouping ranges to the value of a specific sample, which makes its application more practical. However, the disadvantage of this approach is the use of a training sample.

Another approach that allows you to solve this problem is the use of desirability scales, which allow you to match the quantitative and qualitative levels and group objects according to the level of studied quality. One such scale is the Harrington scale. The use of this scale involves the transformation based on Harrington’s function [39]:

$$H(Z_i) = \exp(-\exp(-Z_i)), \quad (22)$$

where $Z_i$ is the value of the indicator on the scale of partial indicators $Z_j$. The values $d = H(Z_i)$ of the Harrington's function form the desirability scale.

The correspondence between the values of $Z_j$ and the values of the initial indicators $I_j$ is determined by the formula:

$$Z_j = (Z' - Z_0) \frac{I_{COM_i} - I_{min}}{I_{max} - I_{min}} + Z_0, \quad (23)$$

where $Z_j$ – current value of the Z-scale, corresponds with the value of $I_{COM_i}$; $I_{COM_j}$ – current value of comprehensive index $I_{COM}$; $Z_0$ and $Z'$ – low and high bounds of Z-scale, which define the workspace of $Z_j$; $I_{min}$, $I_{max}$ – minimum and maximum of $I_{COM}$; $j = 1, 2, \ldots, m$.

Transformation (23) is required to match the value of the comprehensive index $I_{COM}$ and Z-scale with the correspondence of the minimum and maximum values of both indicators.

Next step, we identify the value of $d_j = H(Z_j)$, $j = 1, 2, \ldots, m$, and distribute objects under study into five groups by qualitative development level of the group (table 1).

This approach allows taking into account the nonlinear nature of the studied characteristic, in this case, the economic development level, as well as to investigate changes in the structure of the objects under study by the values of the comprehensive index calculated for different periods.

### Table 1. The relationships between the quantitative values of the desirability scale and qualitative development levels of group

| Qualitative levels | The range of quantitative values on the desirability scale |
|--------------------|----------------------------------------------------------|
| relatively low     | 0.00..0.20                                               |
| below average      | 0.20..0.37                                               |
| average            | 0.37..0.63                                               |
| above average      | 0.63..0.80                                               |
| relatively high    | 0.80..1.00                                               |

### Table 2. The relationships between the quantitative values of the desirability scale and qualitative development levels of group

| Code | Region          | Code | Region          |
|------|-----------------|------|-----------------|
| r-01 | Vinnytsia       | r-13 | Mykolaiv        |
| r-02 | Volyntsiy       | r-14 | Odesa           |
| r-03 | Dnipropetrovsk  | r-15 | Poltava         |
| r-04 | Donetsk         | r-16 | Rivne           |
| r-05 | Zhytomyr        | r-17 | Suny            |
| r-06 | Zakarpattia     | r-18 | Ternopil        |
| r-07 | Zaporizzhya     | r-19 | Kharkiv         |
| r-08 | Ivano-Frankivsk | r-20 | Kherson         |
| r-09 | Kyiv            | r-21 | Khmelnytskyi    |
| r-10 | Kyivohrad       | r-22 | Cherkasy        |
| r-11 | Luhansk         | r-23 | Chernivtsi      |
| r-12 | Lviv            | r-24 | Chernihiv       |

### 4 Findings

Let us consider the practical testing of the proposed approaches to the calculation of the economic development comprehensive index for Ukraine’s regions, grouping regions based on their values, and the study of structural changes in the resulting grouping caused by the COVID-19 pandemic. We choose the data of the State Statistics Service of Ukraine [7] and the Ministry of Development of Communities and Territories of Ukraine [40] for the period of the first 9 months of 2019 and the first 9 months of 2020 as the information base for the calculations. We choose the following initial indicators:

- $X_1$ – Volume of sold industrial products per capita, UAH;
- $X_2$ – Volume of agricultural production per capita of the rural population, UAH;
- $X_3$ – Volume of construction works performed per capita, UAH;
- $X_4$ – Volume of capital investments per capita cumulatively since the beginning of the year, UAH;
- $X_5$ – Exports of goods per capita, USD;
- $X_6$ – An unemployment rate of the population aged 15-70 years (according to the ILO’s Methodology), %;
- $X_7$ – Employment rate of the population aged 15-70 years (according to the ILO’s Methodology), %;
- $X_8$ – Index of real wages, %;
- $X_9$ – The volume of housing commissioned per 10 thousand people, sq. meters of the total area;
- $X_{10}$ – The volume of freight turnover of road and rail transport, thousand ton-kilometers per 1000 population, thousand ton-km.
We assigned to each of Ukraine regions’ names the corresponding code which we used for the designation of each of them to further use (table 2).

The values of initial indicators to provide calculations are shown in tables 3 and 4.

### Table 3. Indicator’s values for data for first three quarters of 2019

| Code | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ | $X_7$ | $X_8$ | $X_9$ | $X_{10}$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| r-01 | 39228.9 | 20678.0 | 3774.4 | 5730.1 | 697.8 | 9.8 | 57.9 | 112.1 | 1248.9 | 2721.7 |
| r-02 | 21736.3 | 11004.0 | 1322.5 | 8039.0 | 503.6 | 11.7 | 50.2 | 109.1 | 2978.8 | 2261.9 |
| r-03 | 110916.2 | 25975.0 | 4163.1 | 13679.4 | 1971.8 | 7.7 | 59.5 | 112.4 | 1121.4 | 2631.3 |
| r-04 | 53475.4 | 17444.0 | 4924.1 | 804.4 | 13.7 | 50.9 | 108.9 | 105.4 | 2583.4 |
| r-05 | 28004.0 | 15169.0 | 1301.6 | 3781.7 | 906.9 | 9.1 | 55.3 | 106.3 | 2852.6 | 3646.2 |
| r-06 | 86201.6 | 22827.0 | 1465.1 | 5135.8 | 1369.6 | 9.5 | 57.8 | 111.7 | 351.4 | 2866.1 |
| r-07 | 87051.0 | 5895.0 | 1502.7 | 3135.1 | 906.9 | 9.1 | 55.3 | 106.3 | 2852.6 | 3646.2 |
| r-08 | 14410.5 | 24129.0 | 2075.6 | 7038.5 | 1451.0 | 9.7 | 58.9 | 112.4 | 598.3 | 4675.4 |
| r-09 | 18915.3 | 11939.0 | 4653.9 | 5677.4 | 468.8 | 6.1 | 57.9 | 106.3 | 2844.4 | 5052.0 |

### Table 4. Indicator’s values for data for first three quarters of 2020

| Code | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ | $X_7$ | $X_8$ | $X_9$ | $X_{10}$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|---------|
| r-01 | 36446.7 | 44134.0 | 4023.4 | 4345.4 | 679.2 | 10.4 | 56.9 | 109.0 | 720.5 | 3528.4 |
| r-02 | 21419.8 | 25428.0 | 1376.7 | 7016.7 | 449.0 | 12.3 | 49.2 | 101.8 | 1806.3 | 2728.5 |
| r-03 | 95582.3 | 58710.0 | 3737.0 | 10444.6 | 1755.7 | 8.2 | 58.4 | 106.5 | 235.0 | 5894.9 |
| r-04 | 43994.1 | 43567.0 | 1300.5 | 3345.8 | 700.3 | 14.5 | 49.8 | 103.1 | 45.5 | 1188.8 |
| r-05 | 26948.8 | 33675.0 | 1028.8 | 3118.3 | 397.7 | 10.5 | 55.8 | 108.7 | 438.6 | 5683.4 |
| r-06 | 13637.5 | 7090.0 | 861.8 | 1956.5 | 769.9 | 10.2 | 54.3 | 104.3 | 1430.0 | 3680.1 |
| r-07 | 78074.0 | 56801.0 | 1011.5 | 3907.7 | 1267.3 | 10.4 | 56.5 | 108.4 | 150.0 | 4121.6 |
| r-08 | 30883.1 | 12247.0 | 1581.1 | 2212.1 | 400.2 | 8.1 | 54.4 | 107.4 | 1833.7 | 1031.1 |
| r-09 | 49227.9 | 32672.0 | 4524.2 | 8784.3 | 3932.9 | 6.6 | 58.2 | 105.1 | 3932.9 | 5024.2 |
| r-10 | 26339.1 | 56737.0 | 958.0 | 3910.2 | 706.2 | 12.3 | 54.2 | 111.7 | 231.0 | 17025.4 |
| r-11 | 41562.6 | 20718.0 | 1054.1 | 5544.1 | 483.4 | 8.5 | 58.7 | 109.6 | 944.5 | 3137.3 |
| r-12 | 11193.4 | 6784.0 | 1330.5 | 2501.1 | 166.1 | 7.2 | 58.6 | 109.4 | 3952.4 | 1954.4 |
| r-13 | 24933.9 | 20188.0 | 1212.6 | 5185.2 | 547.7 | 10.5 | 58.3 | 109.3 | 1105.5 | 1644.5 |
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Let’s group the initial indicators by the method of an extreme grouping of parameters. To determine the correlations between the initial indicators and the latent characteristics of each group in the context of maximizing the expression (3), we use the method of principal components.

Taking into account expression (10), it is necessary to calculate the factor loadings for the selected principal components and choose the largest from them in absolute value.

The number of groups is defined as the number of principal components that explain a given level of variance of the initial indicators following expression (11).

We choose the level of explanation of the variance of the initial indicators as \( \gamma = 0.80 \). Under such conditions, it is necessary to choose the first four principal components.

The values of the eigenvectors and the eigenvalues of the corresponding correlation matrices of the initial indicators are given in Tables 5 and 6, and the values of the factor loadings – in tables 7 and 8.

### Table 5. Most significant eigenvalues of correlation matrix and values of appropriate eigenvectors for data 2019

| Eigenvalues | \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | \( \lambda_4 \) |
|-------------|----------------|----------------|----------------|----------------|
| Eigenvectors | 3.64 | 2.42 | 1.36 | 0.87 |
| \( V_1 \) | 0.45 | -0.16 | 0.13 | -0.11 |
| \( V_2 \) | 0.29 | -0.39 | -0.28 | -0.14 |
| \( V_3 \) | 0.38 | 0.23 | -0.14 | 0.32 |
| \( V_4 \) | 0.42 | 0.16 | 0.27 | 0.15 |

### Table 6. Most significant eigenvalues of correlation matrix and values of appropriate eigenvectors for data 2020

| Eigenvalues | \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | \( \lambda_4 \) |
|-------------|----------------|----------------|----------------|----------------|
| Eigenvectors | 3.35 | 2.53 | 1.76 | 0.92 |
| \( V_1 \) | 0.49 | -0.11 | 0.14 | -0.26 |
| \( V_2 \) | 0.28 | -0.44 | -0.05 | -0.20 |
| \( V_3 \) | 0.34 | -0.33 | 0.19 | 0.06 |
| \( V_4 \) | 0.46 | 0.14 | 0.24 | 0.09 |

### Table 7. Values of factor loadings for data 2019

| Initial indicators | Values of factor loadings | \( w_1 \) | \( w_2 \) | \( w_3 \) | \( w_4 \) |
|--------------------|---------------------------|---------|---------|---------|---------|
| \( X_1 \)          |                           | 0.86    | 0.24    | 0.16    | 0.10    |
| \( X_2 \)          |                           | 0.56    | 0.61    | 0.32    | 0.13    |
| \( X_3 \)          |                           | 0.73    | 0.36    | 0.16    | 0.30    |
| \( X_4 \)          |                           | 0.81    | 0.25    | 0.31    | 0.14    |
| \( X_5 \)          |                           | 0.79    | 0.27    | 0.27    | 0.13    |
| \( X_6 \)          |                           | 0.38    | 0.77    | 0.41    | 0.02    |
| \( X_7 \)          |                           | 0.42    | 0.19    | 0.80    | 0.19    |
| \( X_8 \)          |                           | 0.24    | 0.19    | 0.25    | 0.24    |
| \( X_9 \)          |                           | 0.02    | 0.88    | 0.29    | 0.22    |
| \( X_{10} \)       |                           | 0.04    | 0.53    | 0.29    | 0.76    |

### Table 8. Values of factor loadings for data 2020

| Initial indicators | Values of factor loadings | \( w_1 \) | \( w_2 \) | \( w_3 \) | \( w_4 \) |
|--------------------|---------------------------|---------|---------|---------|---------|
| \( X_1 \)          |                           | 0.89    | 0.17    | 0.19    | 0.25    |
| \( X_2 \)          |                           | 0.52    | 0.70    | 0.06    | 0.20    |
| \( X_3 \)          |                           | 0.62    | 0.52    | 0.25    | 0.06    |
| \( X_4 \)          |                           | 0.84    | 0.22    | 0.31    | 0.09    |
| \( X_5 \)          |                           | 0.83    | 0.23    | 0.25    | 0.05    |
| \( X_6 \)          |                           | 0.40    | 0.61    | 0.57    | 0.05    |
| \( X_7 \)          |                           | 0.36    | 0.07    | 0.85    | 0.26    |
| \( X_8 \)          |                           | 0.21    | 0.58    | 0.66    | 0.19    |
| \( X_9 \)          |                           | 0.01    | 0.90    | 0.03    | 0.20    |
| \( X_{10} \)       |                           | 0.40    | 0.33    | 0.14    | 0.81    |

\( G_1 = \{X_1, X_3, X_4, X_5\} \);
\( G_2 = \{X_2, X_6, X_8\} \);
\( G_3 = \{X_7, X_9\} \);
\( G_4 = \{X_{10}\} \).

Note, that subset \( G_4 \) consists of one initial indicator \( X_{10} \), so, partial composite index \( I_4 \) coincides with this indicator.

To calculate partial composite indices \( I_j, j = 1, 2, 3, 4 \), we conduct a normalization procedure for initial data. In this case, we execute this step using formula (16), because this way allows keeping the proportions between the values of the indicator, which is important in the calculation of composite index’s values.

We also take into account, that indicator \( X_6 \) is a disincentive, and other indicators are incentives. Weight coefficients we calculate, using formula (18). Values of composite indices \( I_j, j = 1, 2, 3, 4 \), have been calculated using linear convolution by expression (12). To calculate the comprehensive index, we also use weighted linear convolution like (19) with weight coefficients, obtained by the formula (20).

To correctly compare the results of calculations and identify changes in the levels of the comprehensive index for the relevant periods and the regions’ structuring, the values for 2019 and 2020 will be combined into one sample. The normalization procedure is performed for the combined data.

Further calculations of both partial composite indices and comprehensive indices are executed for each period.

Analysis of Tables 7, 8 allows us to formulate a conclusion, that we have the following distribution of initial indicators between subsets \( G_j \):
separately. The values of the selected eigenvector elements for calculating the weights by formula (18) are different, as well as the corresponding eigenvalues that will be used to calculate the weights of the generalized indicator by formula (20). So, for the data of 2019 and the data of 2020, we obtain different values of weight coefficients, which means that both composite and comprehensive indicators will be calculated according to different rules.

Therefore, for a more accurate comparison of the results, we propose to calculate corresponding weights as the average values of the appropriate components obtained for 2019 and 2020.

Weight coefficients for calculation of composite indices \( I_1-I_4 \) in accordance with distribution initial indicators to \( G \) have such values: \( w_{11} = 0.30; w_{13} = 0.18; w_{14} = 0.27; w_{15} = 0.25; w_{22} = 0.25; w_{26} = 0.28; w_{29} = 0.47; w_{37} = 0.77; w_{38} = 0.23; w_{4,10} = 1.00 \). Values of weight coefficients for calculation of comprehensive index are: \( w_{1}^{COM} = 0.42, w_{2}^{COM} = 0.28, w_{3}^{COM} = 0.19, w_{4}^{COM} = 0.11 \). The results of the calculations of comprehensive index values are presented in table 9.

### Table 9. Comprehensive index values

| Code | 2019 | 2020 | Code | 2019 | 2020 |
|------|------|------|------|------|------|
| r-01 | 0.45 | 0.46 | r-02 | 0.40 | 0.38 |
| r-03 | 0.67 | 0.65 | r-10 | 0.68 | 0.59 |
| r-04 | 0.37 | 0.37 | r-11 | 0.40 | 0.48 |
| r-05 | 0.37 | 0.37 | r-12 | 0.47 | 0.43 |
| r-06 | 0.39 | 0.34 | r-13 | 0.48 | 0.49 |
| r-07 | 0.49 | 0.50 | r-14 | 0.68 | 0.25 |
| r-08 | 0.44 | 0.36 | r-15 | 0.86 | 0.88 |
| r-09 | 0.68 | 0.59 | r-16 | 0.84 | 0.77 |
| r-10 | 0.40 | 0.48 | r-17 | 0.86 | 0.88 |
| r-11 | 0.28 | 0.26 | r-18 | 0.49 | 0.50 |
| r-12 | 0.47 | 0.43 | r-19 | 0.44 | 0.36 |

A comparison of the calculation results of the comprehensive index shows that for most of Ukraine’s regions there is a decrease in its values. In our opinion, this fact indicates a negative impact of the pandemic COVID-19 on economic development. At the same time, for some regions, in particular, Vinnytsia, Zhytomyr, Zaporizhia, Kirovohrad, Mykolaiv, Kharkiv, Khmelnytskyi, and Chernihiv regions, there is an increase in the values of the indicator in 2020. This increase is especially noticeable for the Kirovohrad region. This can be explained by the fact that for a long time in this area was the best epidemiological situation in Ukraine. Also, the growth of industrial production, in particular pharmaceuticals one in Vinnytsia, Kirovohrad, Zaporizhia, and Kharkiv regions.

Let us consider the changes in the structure of Ukraine’s regions in 2020 compared to 2019 in terms of the economic development comprehensive index. Given the relatively high density of values of the comprehensive index for different regions, the use of the approach to the grouping of regions, based on the analysis of the values of the delta, calculated by the formula (21), doesn’t allow to determine their structure. Therefore, to solve this problem, we apply an approach based on the use of the Harrington desirability scale. For this purpose, we transform the values of the integrated indicator according to formulas (22) and (22). The distribution of regions by groups is executed according to the rules given in table 1. The results of the calculations are listed in table 10.

### Table 10. Identifying the structure of regions for data 2019 and 2020

| Code | \( d = H(Z) \) | Level of development |
|------|----------------|---------------------|
|      | 2019 | 2020 | 2019 | 2020 |
| r-01 | 0.72 | 0.75 | above average | above average |
| r-02 | 0.47 | 0.35 | average | below average |
| r-03 | 0.99 | 0.99 | relatively high | relatively high |
| r-04 | 0.29 | 0.28 | below average | below average |
| r-05 | 0.27 | 0.34 | below average | below average |
| r-06 | 0.44 | 0.15 | average | relatively low |
| r-07 | 0.86 | 0.88 | relatively high | relatively high |
| r-08 | 0.68 | 0.25 | above average | below average |
| r-09 | 0.99 | 0.97 | relatively high | relatively high |
| r-10 | 0.46 | 0.84 | average | below average |
| r-11 | 0.00 | 0.00 | relatively low | relatively low |
| r-12 | 0.81 | 0.66 | relatively high | above average |
| r-13 | 0.84 | 0.86 | relatively high | relatively high |
| r-14 | 0.84 | 0.77 | relatively high | above average |
| r-15 | 0.95 | 0.95 | relatively high | relatively high |
| r-16 | 0.37 | 0.31 | average | below average |
| r-17 | 0.42 | 0.43 | average | average |
| r-18 | 0.24 | 0.13 | below average | relatively low |
| r-19 | 0.83 | 0.88 | relatively high | relatively high |
| r-20 | 0.22 | 0.18 | below average | relatively low |
| r-21 | 0.37 | 0.56 | average | average |
| r-22 | 0.56 | 0.58 | average | average |
| r-23 | 0.39 | 0.06 | average | relatively low |
| r-24 | 0.34 | 0.42 | below average | average |

The analysis of results obtained shows, that the first group with a relatively high level of economic development is quite large. Traditionally, this group includes Kyiv, Kharkiv, and Dnipropetrovsk regions, which in the “pre-pandemic” period had a fairly high level of economic development. These regions have a fairly high production potential, they account for a significant share of foreign investment in 2020 and therefore the pandemic has not had such a destructive impact on the economic development of these regions. Zaporizhia and Poltava regions also have significant potentials and were distributed to this group. The lowest level of economic development is in the Luhansk region, and in 2020 the situation has not changed. It should be noted that for many regions there have been no changes in the level of economic development, although there has been a decrease in the value of the corresponding comprehensive index. For those regions where changes are taking place, they are usually associated with a decline in economic development. The only exception is the Kirovohrad region.

The most significant decrease in the level took place in Zakarpattia, Ternopil, and Chernivtsi regions. These are the regions that were the first to suffer from the pandemic...
and were in the "red" zone for a long time, which negatively affected all indicators of economic development and led to a significant reduction in the corresponding comprehensive index values.

Thus, the results of the research demonstrate the fundamental possibility of applying the proposed approach to the study of economic development of regions by constructing an integrated indicator. The analysis of the structure of the regions showed the real impact of the pandemic on the development of almost all regions, which led to the corresponding structural changes.

5 Conclusions

The study of economic development trends both in the economic system of the country as a whole and at the level of individual regions remains the focus of the most significant research. The results of such studies are especially important in periods of global challenges, one of which at this stage of the world community development was the COVID-19 pandemic. Solving the problems of assessing the level of development of regions, their structuring, identifying gaps and breaks in the development of individual territorial units is complicated by the significant multidimensionality of their description. The use of analytical methods of information processing based on economic and mathematical models allows us to present it in a concentrated form without significant losses, which contributes to the adoption of sound management decisions and the development of strategic plans for regional development. Therefore, models that allow for a significant reduction in baseline and identify latent characteristics of the studied phenomena are important for studies. In particular, such approaches include models based on the comprehensive index assessment technology.

The approaches offered in the article allow estimating the level of economic development of regions by block convolution of the set of initial indicators into a single complex measure – an economic development comprehensive index. Thus, the toolkit which allows to carry out a grouping of initial indicators to take into account the weights of components at the construction of such indicators, and also the weights of partial composite indices at their convolution into the economic development comprehensive index is offered. The article proposes some approaches to grouping regions by the level of economic development. An approach based on the transformation of the comprehensive index values with the projection of the result on the desirability scale is chosen for practical implementation. This way allows to rank regions, determine their structure by this characteristic and assess structural changes over time.

According to the research outcomes, it can be concluded that the COVID-19 pandemic has a destructive impact on the economic development of the vast majority of Ukraine’s regions, which was reflected both in changes in the values of the comprehensive index and in the regions’ structure.

The direction of further research is the development of analytical tools to take into account indicators of non-metric origins in the assessment procedures for the identifying level of economic development.
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