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ABSTRACT: Prediction of thermal maturity index parameters in organic shales plays a critical role in defining the hydrocarbon prospect and proper economic evaluation of the field. Hydrocarbon potential in shales is evaluated using the percentage of organic indices such as total organic carbon (TOC), thermal maturity temperature, source potentials, and hydrogen and oxygen indices. Direct measurement of these parameters in the laboratory is the most accurate way to obtain a representative value, but, at the same time, it is very expensive. In the absence of such facilities, other approaches such as analytical solutions and empirical correlations are used to estimate the organic indices in shale. The objective of this study is to develop data-driven machine learning-based models to predict continuous profiles of geochemical logs of organic shale formation. The machine learning models are trained using the petrophysical wireline logs as input and the corresponding laboratory-measured core data as a target for Barnett shale formations. More than 400 log data and the corresponding core data were collected for this purpose. The petrophysical wireline logs are γ-ray, bulk density, neutron porosity, sonic transient time, spontaneous potential, and shallow resistivity logs. The corresponding core data includes the experimental results from the Rock-Eval pyrolysis and Leco TOC measurements. A backpropagation artificial neural network coupled with a particle swarm optimization algorithm was used in this work. In addition to the development of optimized PSO-ANN models, explicit empirical correlations are also extracted from the fine-tuned weights and biases of the optimized models. The proposed models work with a higher accuracy within the range of the data set on which the models are trained. The proposed models can give real-time quantification of the organic matter maturity that can be linked with the real-time drilling operations and help identify the hotspots of mature organic matter in the drilled section.

1. INTRODUCTION
The depletion and fall of conventional oil and gas resources will lead to a shortage in the supply of the world’s energy needs. Therefore, unconventional resources, in particular shale gas, are gaining popularity in the recent era of oil and gas. Organic-rich shale is one of the most vital sources of unconventional oil and gas. The appropriate geochemical characterization of shale resources plays a critical role in defining the prospect and development of the economic model of the field. For example, the production from Barnett Shale is controlled mainly by the thermal maturity, total organic carbon (TOC), and thickness of the shale target. The geochemical analysis aims to evaluate the organic richness, thermal maturity, and hydrocarbon potential of the organic-rich shale. The wettability and pore structure of the organic-rich shale are also affected by geochemical parameters.

The most accurate estimation of the organic richness and thermal maturity of shale helps in reducing the risk carried by petroleum well drilling. Mineral heterogeneity, complex lithology, and natural fractures in shales have brought great challenges to the accurate estimation of the organic content. Core measurements and well logs are the main ways to obtain geochemical parameters. Direct measurement of organic richness in the laboratory on the core samples is the most accurate way to obtain thermal maturity parameters. However, retrieving core samples from each well of every field and carrying out laboratory experiments on them is quite a time-consuming and costly method. Consequently, core-based geochemical data is very scarce. On the other hand, well log data is a prime component of all well drilling plans and hence is readily available. Limited core sample data and the associated well logs are used to develop correlations that can be applied to the whole well. Therefore, empirical correlations and machine learning-based models are used to obtain these parameters indirectly.
from well logs (need reference). The accuracy and applicability of these models depend on the data set and the region from where the data set is collected (need reference).

Machine learning (ML) and artificial intelligence (AI) both are the captivating fields that integrate computational power with human intelligence to produce smart and reliable solutions of extremely nonlinear and highly complicated problems.10 In the past two decades, engineering journals have reported numerous articles utilizing AI and ML for regression, function approximation, and classification problems.11−13 With the advent of soft computing techniques, several correlations utilizing techniques from the field of AI have come to the fore, especially in reservoir characterization,14−16 reservoir engineering,17−20 and reservoir geomechanics.21,22 In petroleum geochemistry, such correlations can be seen in the works of Rahaman.23 In recent years, support vector machine (SVM) and least-squares support vector machine techniques were actively used by researchers to predict total organic carbon (TOC).24,25 Researchers have used artificial neural networks too to predict TOC and thermal maturity.26−28

Based on the literature survey, it was observed that much attention was given to predict only the TOC content of the organic shales. However, organic matter geochemical analysis of shale gas formations requires estimation of a suite of parameters such as $T_{\text{max}}$, $S_1$, $S_2$, $S_3$, and TOC. Therefore, the objective of this study is to explore the potential of the machine learning technique in predicting these five geochemical parameters ($T_{\text{max}}$, $S_1$, $S_2$, $S_3$, and TOC) for the Barnett Shale. This study has utilized both machine learning and evolutionary algorithms to arrive at the optimum model. In addition to that, five explicit empirical correlations derived from the PSO-ANN algorithm are proposed; these correlations do not require any ML-based software for the execution.

1.1. Background. Geochemical properties of shale such as thermal maturity, source potentials ($S_1−S_3$), total organic carbon content (TOC), hydrogen index (HI), and oxygen index (OI) are important parameters to evaluate its production potential.26,27 $S_1$ and $S_2$ are called as volatile hydrocarbon and remaining hydrocarbon or oil potential, respectively.30 The HI and OI are calculated from TOC and source potentials. Maximum temperature ($T_{\text{max}}$) is a chemical indicator of thermal maturity. $T_{\text{max}}$ is the temperature at which the $S_3$ attains its maximum hydrocarbon generation.31 It accounts for the hydrogen and oxygen richness of the shale. On the other hand, TOC is an important indicator of organic richness in shale plays. TOC is expressed in weight percentage (wt %). Usually, if TOC is less than 0.5 wt %, it means no organic matter exists in the shale rock. A wt % of TOC greater than 0.5 is a positive sign for the existence of organic matter in shale rock. Several cross plots such as between $T_{\text{max}}$ and hydrogen index (HI), $S_3$ and TOC, and HI and OI are used to evaluate the level of thermal maturity and kerogen type.32−34 Table 1 presents the range of TOC and $T_{\text{max}}$ according to the maturity level.

| parameter | no hydrocarbon | maturity range | postmaturity range | refs |
|-----------|----------------|----------------|--------------------|------|
| TOC, wt % | less than 0.5  | 0.5−2          | greater than 2     | 35, 36|
| $T_{\text{max}}$, °C | less than 435 | 435−465         | greater than 465   | 33, 37|

Single well log method38 and a composite well log method39 TOC can be measured directly in the laboratory in different ways such as filter acidification,40 nonfilter acidification,40 total minus coulometric,41 Rock-Eval,42 laser-induced pyrolysis,43 and diffuse reflectance infrared Fourier transformation spectroscopy (DRIFTS).34 Indirect methods involve the utilization of petrophysical well logs and seismic data. A large number of models are reported in the literature for the prediction of geochemical parameters using composite well logs.

Schmoker35 established the first correlation to predict TOC for Devonian shale formation. Schmoker correlation is expressed in eq 1, which gives results in volume percentage

$$\text{TOC (vol %)} = \frac{\rho_{\text{fl}} - \rho}{1.378}$$

(1)

Schmoker35 modified his correlation for Bakken formation as given by eq 2.

$$\text{TOC (wt %)} = \frac{(100\rho_f)(\rho_\text{fl} - 0.9922\rho_{\text{mat}} - 0.039)}{(R_\text{p})(\rho_\text{fl} - 1.135\rho_{\text{mat}} - 0.675)}$$

(2)

where $\rho_f$ is the organic matter density in g/cm$^3$, $\rho_{\text{mat}}$ is the average density of grain and pore fluid in g/cm$^3$, $R_p$ is the ratio of the organic matter to organic carbon in weight percentage.

Passey et al.35 suggested an easy-to-use model for TOC prediction, as summarized in eqs 3 and 4. Currently, this model is widely used for evaluating the unconventional resources reservoir.

$$\Delta \log R = \log_{10}(R/R_{\text{baseline}}) + 0.02 \times (\Delta t - \Delta t_{\text{baseline}})$$

(3)

$$\text{TOC} = \Delta \log R \times 10^{(2.297−0.1677\times\text{LOM})}$$

(4)

where $R_{\text{baseline}}$ and $R$ are the base formation and evaluated formation resistivities in $\Omega \cdot \text{m}$, respectively, $\Delta \log R$ represents the log separation, $\Delta t_{\text{baseline}}$ and $\Delta t$ are the base formation and evaluated formation sonic transit times both in $\mu\text{s}/\text{ft}$, respectively, and LOM represents the formation level of maturity. Sultan28 used a self-adaptive differential evolution algorithm to optimize artificial neural networks (ANN) and presented the empirical correlation to predict TOC of the Barnett shale. His correlation for TOC prediction is given by eqs 5−8

$$\text{TOC} = 0.4127 \times (\text{TOC}_n − 0.7) − 1$$

(5)

$$\text{TOC}_n = \sum_{j=1}^{N_j} w_j \frac{1}{1 + e^{−Y_j}} + b_j$$

(6)

$$Y_j = \sum_{j=1}^{N_j} w_{2j} \frac{1}{1 + e^{−X_j}} + b_{2j}$$

(7)

$$X_j = \frac{1}{1 + e^{−(n_{1j}G_{R_n} + n_{3j} D_{R_n} + n_{4j} D_{E_n} + n_{5j} R_{HOB} + b_{1j})}}$$

(8)

Table 2 presents some of the recent research works related to the prediction of organic matter in shale using machine learning and nonlinear regression approaches for the relevant geological fields.

2. RESULTS AND DISCUSSION

This section demonstrates the combined results for the prediction of five thermal maturity parameters such as $T_{\text{max}}$.
Table 2. Summary of the Research Related to the Prediction of Organic Matter in Shale

| refs          | study conducted | technique               | method type                          | input parameters\(^a\)                     | geological field study |
|---------------|-----------------|-------------------------|--------------------------------------|---------------------------------------------|------------------------|
| Tan et al.\(^{24}\) | prediction of TOC | artificial intelligence | epsilon-SVR, nu-SCR, SMO-SVR, and RBF | CNL, GR, AC, K, TH, U, PE, RHOB, and RT     | Huangping syncline, China |
| Rui et al.\(^{34}\)   | prediction of TOC | artificial intelligence | SVM                                 | wireline log data such as RHOB, GR, SP, RT, and DT | Beibu Gulf basin |
| Lawal et al.\(^{27}\) | prediction of TOC | artificial intelligence | ANN                                  | XRD data: SiO\(_2\), Al\(_2\)O\(_3\), MgO, and CaO | Devonian Shale |
| Sultan\(^{56}\)     | prediction of TOC | artificial intelligence | self adaptive differential evolution-based ANN | well logs: GR, DT, RT, and RHOB | Devonian Shale |
| Mahmoud\(^{16}\)    | prediction of TOC | artificial intelligence | ANN                                  | well logs: GR, DT, RT, and RHOB | Devonian Shale |
| Zhao et al.\(^{50}\) | prediction of TOC | regression              | nonlinear                            | CNL                                          | Ordos Basin in China and Bakken Shale of North Dakota |
| Wang et al.\(^{53}\) | prediction of TOC | regression              | nonlinear                            | DT and RT                                    | Sichuan Basin, Southern China |
| Alizadeh et al.\(^{46}\) | prediction of TOC and \(S_1\) | artificial intelligence | ANN                                  | DT and RT                                    | Dezful Embayment, Iran |
| Handhal et al.\(^{45}\) | prediction of TOC | artificial intelligence | SVR, ANN, KNN, random forest, and rotation forest | GR, RHOB, NPHI, RILD, and DT | Rumaila Oil Field, Iran |
| Wang et al.\(^{48}\) | prediction of TOC | artificial intelligence | ANN                                  | RHOB, NPHI, RT, and DT                        | Bohai Bay Basin, China |

\(^{a}\)GR = \(\gamma\)-ray, RHOB = bulk density, LLD = deep lateral log, LLS = shallow lateral log, MSFL = microspherical focused log, \(R_{\text{ILD}}\) = deep induction resistivity log, DT = compressional wave travel time, TH = thorium, U = uranium, K = potassium, RT = resistivity log, NPHI = neutron porosity, SP = spontaneous potential, CNL = compensated neutron log, PE = photoelectric index, SiO\(_2\) = silicon dioxide, Al\(_2\)O\(_3\) = aluminium dioxide, MgO = magnesium oxide, and CaO = calcium oxide.

Table 3. Step-by-Step Pseudocode for the Proposed PSO-ANN Algorithm for Thermal Maturity Parameter Prediction

| steps | working |
|-------|---------|
| 1     | start |
| 2     | set input variables |
| 3     | initialize parameters of ANN such as learning rate, activation functions, etc. |
| 4     | vary the number of hidden layers (sensitivity of hidden layers, 1–3) |
| 5     | vary the number of neurons in the hidden layer (sensitivity of neurons, 5–30) |
| 6     | select the learning rate \([0, 1]\) for the selected learning algorithm |
| 7     | train and test the ANN model |
| 8     | evaluate the objective function for a minimum convergence value |
| 9     | extract weights and biases from the trained model |
| 10    | initialize parameters of PSO algorithm such as the number of iterations, population of particles, cognitive and social accelerations, and initial and final inertia weights |
| 11    | set range for sample search space of each extracted weights and biases |
| 12    | feed extracted weights and biases in a PSO algorithm as the initial population |
| 13    | evaluate the objective function for a minimum convergence value |
| 14    | run the iterative process until the stopping criterion\(^b\) is achieved |
| 15    | pick the global best solution |
| 16    | set optimum weights and biases from the globally best model in the network for the prediction of thermal maturity parameters |
| 17    | end |

\(^{b}\)stopping criterion = a maximum number of iterations are attained or a maximum level of inactivity is reached.

For a \(T_{\text{max}}\) model, a total of 400 data points were obtained. On a training data set, the ANN model predicted the \(T_{\text{max}}\) with an \(R^2\) of 0.917, an average absolute percentage error (AAEPE) of 1.006%, and a root-mean-square error (RMSE) of 0.528. When testing data set, the ANN model predicted the \(T_{\text{max}}\) with an \(R^2\) of 0.918, an AAEPE of 1.137%, and an RMSE of 0.428. The training and testing scatter plots are shown in Figure 4. The learning algorithm utilized was the LM with a learning rate of 0.15. With this combination, an optimum model was stored, and
their weights and biases were extracted. The mathematical model for $T_{\text{max}}$ utilizing optimum weights and biases is given in Appendix A.

For an $S_1$ model, a total of 400 data points was obtained. On a training data set, the ANN model predicted the $S_1$ with an $R^2$ of 0.839, an AAPE of 13.8%, and an RMSE of 0.006, while on a testing data set, the ANN model predicted the $S_1$ with an $R^2$ of 0.827, an AAPE of 15.538%, and an RMSE of 0.010. The training and testing scatter plots are shown in Figure 5. The learning algorithm utilized was the RB with a learning rate of 0.15. With this combination, an optimum model was stored, and their weights and biases were extracted. The mathematical model for $S_1$ utilizing optimum weights and biases is given in Appendix B.

For an $S_2$ model, a total of 380 data points was obtained. On a training data set, the ANN model predicted the $S_2$ with an $R^2$ of 0.839, an AAPE of 13.8%, and an RMSE of 0.006, while on a testing data set, the ANN model predicted the $S_2$ with an $R^2$ of 0.827, an AAPE of 15.538%, and an RMSE of 0.010. The training and testing scatter plots are shown in Figure 6. The learning algorithm utilized was the RB with the learning rate of 0.15. With this combination, the optimum model was stored, and their weights and biases were extracted. The mathematical model for $S_2$ utilizing optimum weights and biases is given in Appendix C.

For an $S_3$ model, a total of 450 data points was obtained. On a training data set, the ANN model predicted the $S_3$ with an $R^2$ of 0.891, an AAPE of 5.4%, and an RMSE of 0.001, while on a testing data set, the ANN model predicted the $S_3$ with an $R^2$ of 0.868, an AAPE of 6.11%, and an RMSE of 0.010. The training and testing scatter plots are shown in Figure 7. The learning algorithm utilized was the LM with the learning rate of 0.15. With this combination, the optimum model was stored, and their weights and biases were extracted. The mathematical model for $S_3$ utilizing optimum weights and biases is given in Appendix D.

For a TOC model, a total of 360 data points were obtained. On a training data set, the ANN model predicted the TOC with an $R^2$ of 0.825, an AAPE of 7.863%, and an RMSE of 0.029, while on a testing data set, the ANN model predicted the TOC with an $R^2$ of 0.826, an AAPE of 8.713%, and an RMSE of 0.048. The training and testing scatter plots are shown in Figure 8. The learning algorithm utilized was GD with a learning rate of 0.15. With this combination, the optimum model was stored, and their weights and biases were extracted. The mathematical model for TOC utilizing optimum weights and biases is given in Appendix E.

To see the improvement in accuracy of the models using the proposed PSO-ANN-based algorithm, a comparison was made between conventional and PSO-ANN by comparing the $R^2$ obtained on overall data sets (training and testing). Figure 9
shows the bar chart that illustrates that in all five models (T\textsubscript{max}, S\textsubscript{1}, S\textsubscript{2}, S\textsubscript{3}, and TOC) the R\textsuperscript{2} values obtained using the PSO-ANN algorithm were much higher than the conventional ANN model. This proves that the proposed PSO-ANN algorithm-based
models have much higher accuracy than the models based on the conventional ANN technique.

3. CONCLUSIONS

A good estimation of shale geochemical properties requires a sophisticated approach. Minor variations in anticipated results lead to wastage of man-hours and huge investments. On the other hand, a small improvement in the estimation practices can improve the worth of the exploration project manifold. The development of robust and improved models for prediction of thermal maturity of organic shale was the focus of this study. To achieve the objective, an ANN tool coupled with a PSO algorithm is employed in this work. The evaluation of the proposed models was based on various statistical measures such as RMSE, AAPE, MAE, and R². A step-by-step comprehensive analysis to reach the optimum model selection along with the statistical and graphical metrics was also presented in this study. The generalization capability of the proposed models was tested using a blind data set. By correlating the predicted maturity index with the core-based one, the proposed models were found to be effective, faster, and more readily available than lab analysis. The proposed models are completely reproducible. The proposed PSO-ANN-based models can give reliable predictions in the absence of experimental data and therefore can be a good choice to be included in any software package for a complete analysis of geochemical data without going to the laboratory for carrying out the Rock-Eval pyrolysis experiment. The generalization capability of the proposed models was tested using a blind data set. By correlating the predicted maturity index with the core-based one, the proposed models were found to be effective, faster, and more readily available than lab analysis. The proposed models are completely reproducible. The proposed PSO-ANN-based models can give reliable predictions in the absence of experimental data and therefore can be a good choice to be included in any software package for a complete analysis of geochemical data without going to the laboratory for carrying out the Rock-Eval pyrolysis experiment.

4. MATERIALS AND METHODS

4.1. Studied Geological Field. The Mississippian Barnett Shale in Fort Worth Basin, North Texas is a classic world-class unconventional shale gas reservoir.57 It consists mainly of siliceous-rich mudstone interlaminated with clay- and calcareous-rich mudstone and deposited in a low-energy, relatively deep water environment.55,58 The subsurface thickness of Barnett Shale reaches up to about 1000 ft. (304.8 m) in the Newark sub-basin. In the Newark East field, from where the data comes, Barnett Shale is thermally mature, averaging 4–5 wt % total organic carbon TOC, and trapped between two impermeable limestone beds, which is the most favorable conditions for vertical well completion. However, the variation in the thickness, mineral composition, organic richness, and thermal maturity levels through the entire Fort Worth Basin raised the need to reduce the uncertainty of predicted reservoir properties in the rest of the basin and develop AI models that can be applied to another shale gas reservoirs.

4.2. Geochemical Analysis. Pyrolysis is a process of performing thermal decomposition of materials at higher temperatures. The geochemical analysis of an organic matter is comprised of Rock-Eval pyrolysis. Pyrolysis is used to evaluate the thermal maturity and organic richness of the source rock. From the pyrolysis experiment, the quality, quantity type, thermal maturity, hydrogen index, migration index, production index, and oxygen index of organic matter can be determined. Typically, the five parameters Tₘₐₓ, S₁, S₂, Sᵧ, and TOC are measured. S₁ accounts for free hydrocarbon released at 300°C measured in mg HC/g rock. S₂ accounts for hydrocarbon released from the cracking of kerogen at the temperature range between 300 and 600 °C measured in mg HC/g rock. S₃ accounts for carbon dioxide (CO₂) released from the breaking of carboxy groups and other oxygen-containing compounds measured in mg CO₂/g rock. The TOC is measured by oxidizing the residue left in the pyrolysis process at a fixed temperature of 600 °C.5,6 Figure 10 shows the schematic of the different fractions obtained from total organic matter.

![Figure 10](https://dx.doi.org/10.1021/acsomega.0c03751)

4.3. Data Analytics. The statistical description of the data set used to train AI models for the geochemical parameters prediction is given in Table 5. The ranges of the input parameters for each model are quite practically reasonable. The complete data set utilized for the training of each model is given in Figure 11.

The core data of the corresponding conventional wireline well logs are collected. The frequency distribution of the measured Tₘₐₓ, S₁, S₂, Sᵧ, and TOC from the geochemical analysis is shown in Figure 12. The Tₘₐₓ data is evenly distributed over a wide range between 420 and 540 °C. S₁ is mainly distributed between 0.1 and 1. S₂ is mainly distributed between 0.3 and 1.6. About 60% of the cores have an S₃ lower than 1, and only a few have permeability above 1.5. The S₆ data is uniformly distributed over a range between 0.1 and 0.3. The TOC data is mainly distributed between 2 and 6, with only fewer points above 6. The frequency histograms show that the core data values are distributed over a wide range of values and are quite heterogeneous.

4.4. Feature Selection. Feature selection was made by evaluating the relative importance of the input parameters with the output parameter using the Pearson correlation coefficient (CC) criterion, which is given by eq 10

\[
CC = \frac{k \sum xy - (\sum x)(\sum y)}{\sqrt{k(\sum x^2) - (\sum x^2)} \sqrt{k(\sum b^2) - (\sum b^2)}} \tag{10}
\]

where x and y are two variables and k is the sample size. The value of CC lies between −1 and +1. The values near to negative one show an inverse relationship between two variables, the values near to the positive one show a direct relationship between two variables, and the values near to zero show a poor relationship between the pair of two variables. Figure 13 shows the CC of input parameters such as GR, RHOB, NPHI, AT90, Δt, and SP log with the target parameters such as Tₘₐₓ, S₁, S₂, S₃, and TOC.

4.5. Accuracy Metrics. The models were evaluated based on the goodness-of-fit tests such as the average absolute percentage error (AAPE), mean absolute error (MAE), root-
mean-square error (RMSE), and coefficient of determination ($R^2$). The definition of these parameters is given in Table 6.

### 4.6. Machine Learning Method

**Artificial neural network (ANN)** is a machine learning (ML) technique, mostly used for function approximation purposes. It is comprised of a series of layers such as an input layer, a middle layer(s), and an output layer. The middle layer is also called a hidden layer and it can be single or multiple, depending on the training data set.60 The selection of the number of neurons in the middle layers depends on the overall model performance in terms of accuracy.60 A transfer function exists between the input layer and the middle layer, and another transfer function exists between the middle layer and the output layer. Various choices of transfer functions are available such as linear, sigmoidal, radial basis, and rectified linear unit (ReLU) type. The detailed description of the theory and utilization of ANN can be found in our previous publications.10,61,62

**Particle swarm optimization (PSO)** is utilized to optimize the weights and biases of a neural network. In the past, many researchers have found good results by coupling PSO with other AI techniques such as ANN, least-squares support vector machine (LSSVM), and adaptive neuro-fuzzy inference system (ANFIS).63

### Table 5. Ranges of the Data Used for AI Modeling

| models          | GR, API | RHOB (g/cc) | NPHI (vol/vol) | $R_{LLD}$ (Ω•m) | $\Delta t$ (μs/ft) | SP (mV) |
|-----------------|---------|-------------|----------------|------------------|-------------------|---------|
| $T_{max}$ (°C)  | 18.229  | 417.06      | 2.37 2.86      | 0.003 0.33       | 4.8 1283.34       | 45.27   |
| $S_1$ (mg HC/g rock) | 19.120  | 336.73      | 2.37 2.86      | 0.003 0.33       | 43.7 1027.90      | 45.27   |
| $S_2$ (mg HC/g rock) | 18.229  | 372.29      | 2.37 2.86      | 0.003 0.33       | 43.7 1027.90      | 45.27   |
| $S_3$ (mg CO₂/g rock) | 18.229  | 417.06      | 2.37 2.83      | 0.003 0.29       | 4.8 1088.66       | 45.27   |
| TOC (wt %)      | 55.500  | 359.76      | 2.20 2.68      | 0.03 0.33        | 6.0 148.87        | 62.05   |

**Figure 11.** Well logs’ input data (AT90 is a $R_{LLD}$ log).

**Figure 12.** Frequency distribution of $T_{max}$, $S_1$, $S_2$, $S_3$, and TOC.

**Figure 13.** Relative importance of the input parameters such as GR, $\rho$, NPHI, AT90 ($R_{LLD}$), $\Delta t$, and SP logs with the output parameters such as $T_{max}$, $S_1$, $S_2$, $S_3$, and TOC.
velocity, and cognitive parameters. A detailed discussion about the PSO algorithm can be found in the publication of Abido.\textsuperscript{68} Particles velocity term is given by eq \ref{eq:velocity}

\begin{equation}
\dot{v}_i(n + 1) = w\dot{v}_i(n) + \{c_1 \times \text{rand}(0, 1] \times (p_b^i - p(n))\} \\
+ \{c_2 \times \text{rand}(0, 1] \times (p^i_n - p(n))\}
\end{equation}

where \(w\) is the weight of the particle (0 \(\leq w \leq 1.2\), \(v_i\) is the particle velocity, \(c_1\) is the cognitive parameter (0 \(\leq c_1 \leq 1.2\)), \(c_2\) is the cognitive parameter (0 \(\leq c_2 \leq 1.2\)), \(n\) is the number of iteration, \(p_b^i\) is the local best solution of the particle, \(p^i_n\) is the global best solution of the particle, and \(p_i\) is the \(i\)th position of the particle at the \(n\)th iteration. The next position for each candidate solution in the search space is created by summation of the current particle position and particle velocity

\begin{equation}
p(n + 1) = p(n) + v(n)
\end{equation}

\section{APPENDIX A MATHEMATICAL MODEL TO PREDICT T_{\text{MAX}}}

The ANN-based mathematical model to predict the \(T_{\text{MAX}}\) of the organic shale is given by eq \ref{eq:ANN-Tmax}

\begin{equation}
T_{\text{MAX}} = 52 \times T_{\text{MAX}} + 417
\end{equation}

where

\begin{table}[h]
\centering
\caption{Statistical Indicators of Model Performance Evaluation\textsuperscript{a}}
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\textbf{goodness-of-fit test} & \textbf{mathematical expression} \\
\hline
average absolute percentage error & \(\text{AAPE} = \frac{100}{n} \sum_{i=1}^{n} \frac{|Y_{\text{measured},i} - Y_{\text{predicted},i}|}{Y_{\text{measured},i}}\) & (11) \\
\hline
mean absolute error & \(\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|Y_{\text{measured},i} - Y_{\text{predicted},i}|}{Y_{\text{measured},i}}\) & (12) \\
\hline
root-mean-square error & \(\text{RMSE} = \left( \frac{1}{n} \sum_{i=1}^{n} (Y_{\text{measured},i} - Y_{\text{predicted},i})^2 \right)^{1/2}\) & (13) \\
\hline
coefficient of determination & \(R^2 = \frac{k \sum y_i - (\sum x_i)(\sum y_i)}{\sqrt{k \sum (x_i^2) - (\sum x_i)^2} \sqrt{k \sum (y_i^2) - (\sum y_i)^2}}\) & (14) \\
\hline
\end{tabular}
\end{table}

\textsuperscript{a}\(Y_{\text{measured}}\) is the measured value of TOC, \(Y_{\text{predicted}}\) is the estimated value from the model, and \(n\) is the total number of samples.

\begin{table}[h]
\centering
\caption{Weights and Biases of the Proposed Model for T_{\text{MAX}} Prediction}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{hidden layer neurons (N_h)} & \textbf{weights between input and hidden layers (w_i)} & \textbf{weights between hidden and output layers (w_o)} & \textbf{hidden layer bias (h_i)} & \textbf{output layer bias (b_j)} \\
\hline
1 & 1 & & & & & & & \\
2 & 2 & & & & & & & \\
3 & 3 & & & & & & & \\
4 & 4 & & & & & & & \\
5 & 5 & & & & & & & \\
6 & 6 & & & & & & & \\
7 & 7 & & & & & & & \\
8 & 8 & & & & & & & \\
9 & 9 & & & & & & & \\
10 & 10 & & & & & & & \\
\hline
\end{tabular}
\end{table}

\begin{equation}
T_{\text{MAX}} = \sigma_0 \sum_{i=1}^{N_h} \{ w_i \sigma_i (w_{i1} GR_n + w_{i2} \rho_n + w_{i3} SP_n + w_{i4} R_{\text{ILD}}) \\
+ w_{i5} \Delta T_{\text{C}_n} + w_{i6} \Delta T_{\text{C}_n} + \rho_n + b_1 \} + b_2
\end{equation}

where \(\sigma_0(x) = (2/1 + e^{-2x}) - 1; \sigma_i(x) = x_i; w_{i1}, w_{i2}, b_1\) and \(b_2\) are the weights and biases of the \(T_{\text{MAX}}\) model, given in Table 7. \(GR_n\) is the normalized value of a \(GR\) log, \(\rho_n\) is a normalized value of a bulk density, \(SP_n\) is a normalized value of a neutron porosity, \(R_{\text{ILD}}\) is a normalized value of a \(R_{\text{ILD}}\) resistivity log, \(\Delta T_{\text{C}_n}\) is a normalized value of a compressional wave travel time, \(SP_n\) is a normalized value of an SP log. The equations to find \(GR, \rho, SP, R_{\text{ILD}}, \Delta T_{\text{C}_n}\) and \(SP_n\) are given by eqs AA3–AA7.

\begin{equation}
GR_n = 2 \times \left\{ \frac{GR - 18.3}{417 - 18.3} \right\} - 1
\end{equation}

where \(GR\) is the \(GR\) log in API.

\begin{equation}
\rho_n = 2 \times \left\{ \frac{\rho - 2.37}{2.86 - 2.37} \right\} - 1
\end{equation}

where \(\rho\) is the bulk density in g/cc.

\begin{equation}
\phi_n = 2 \times \left\{ \frac{\phi - 0.003}{0.333 - 0.003} \right\} - 1
\end{equation}

where \(\phi\) is the neutron porosity.

\begin{equation}
R_{\text{ILD}} = 2 \times \left\{ \frac{R_{\text{ILD}} - 4.8}{1283 - 4.8} \right\} - 1
\end{equation}
Table 8. Weights and Biases of the proposed Model for $S_1$ Prediction

| hidden layer neurons $N_h$ | GR  | $\rho$ | NPHI | $R_{ILD}$ | $\Delta t_C$ | SP  | weights between hidden and output layers ($w_i$) | hidden layer bias ($b_i$) | output layer bias ($b_2$) |
|---------------------------|-----|--------|------|-----------|-------------|-----|-----------------------------------------------|--------------------------|--------------------------|
| 1                         | -0.0872 | 2.3795 | 0.61 | 0.9346    | -1.0302     | 2.6013 | 2.2032                                      | 2.7471                    | -1.125                   |
| 2                         | 2.9553  | 1.196  | 0.9532 | -0.1497  | 2.0403      | -0.6852 | -1.5668                                     | 3.5566                    |                          |
| 3                         | 0.9799  | -2.0489 | -0.5193 | 1.0599    | 1.1969      | 3.2706 | -2.0522                                     | -0.5307                   |                          |
| 4                         | -0.3019 | 1.5661 | 0.1572 | 0.0954    | -0.0242     | -2.0559 | -3.1289                                     | 1.1359                    |                          |
| 5                         | 1.8638  | -0.8322 | -3.3966 | 0.6946    | 2.8564      | 3.4534 | -1.377                                      | -3.9418                   |                          |
| 6                         | -3.2506 | 0.8794 | 1.5293 | 1.2903    | -0.8682     | 0.4842  | -3.4481                                     | -0.2281                   |                          |
| 7                         | 1.7284  | -1.3916 | 4.3578 | -2.3109   | -5.3719     | 0.012   | -1.0532                                     | 0.6863                    |                          |
| 8                         | -2.3325 | 0.5338 | 1.3951 | -0.8393   | 0.687       | 0.3473  | 3.2165                                      | -2.2594                   |                          |
| 9                         | 0.6438  | 1.1076 | 3.1629 | 0.6633    | 0.8062      | 0.8584  | 1.4581                                      | 3.789                     |                          |
| 10                        | 1.7403  | -1.5715 | 1.5465 | -2.1928   | -0.0194     | -2.249  | -0.7571                                     | 1.6332                    |                          |

where $R_{ILD}$ is the resistivity log in $\Omega\cdot\text{m}$. 

$$
\Delta t_C = 2 \times \left( \frac{\Delta t_C - 45.27}{93.482 - 45.27} \right) - 1
$$

(A7)

where $\Delta t_C$ is the compressional wave travel time in $\mu$s/ft.

$$
SP_n = 2 \times \left( \frac{SP + 154.18}{28.625 + 154.18} \right) - 1
$$

(A8)

where SP is the spontaneous potential log in mV.

**APPENDIX B MATHEMATICAL MODEL TO PREDICT $S_1$**

The ANN-based mathematical model to predict the $S_1$ of the organic shale is given by eq BB1

$$
S_1 = 0.4248 \times S_{n1} + 0.6312
$$

(B1)

$$
S_{in} = \sigma_1 \sum_{i=1}^{N_h} w_{i1} \sigma_1(w_{i1} GR_n + w_{i1} \rho_n + w_{i1} \phi_n + w_{i1} R_{ILD}) + w_{i2} \Delta t_C + w_{i2} SP_n + b_1 + b_2
$$

(B2)

where $\sigma_1(x) = (2 / (1 + e^{-x})) - 1$; $\sigma_2(x) = x$; and $w_{i1}$, $w_{i2}$ $\rho_n$, $\phi_n$, and $b_i$ are the weights and biases of the $S_1$ model, given in Table 8. The equations to find $GR_n$, $\rho_n$, $\phi_n$, $R_{ILD}$, $\Delta t_C$, and SP are given by eqs BB3–BB7.

$$
GR_n = 2 \times \left( \frac{GR - 19}{336.8 - 19} \right) - 1
$$

(B3)

where GR is the $\gamma$-ray log in API.

$$
\rho_n = 2 \times \left( \frac{\rho - 2.37}{2.86 - 2.37} \right) - 1
$$

(B4)

where $\rho$ is the bulk density in g/cc.

$$
\phi_n = 2 \times \left( \frac{\phi - 0.003}{0.333 - 0.003} \right) - 1
$$

(B5)

where $\phi$ is the neutron porosity.

$$
R_{ILD} = 2 \times \left( \frac{R_{ILD} - 1.307}{1028 - 1.307} \right) - 1
$$

(B6)

where $R_{ILD}$ is the resistivity log in $\Omega\cdot\text{m}$.

$$
\Delta t_C = 2 \times \left( \frac{\Delta t_C - 45.27}{93.482 - 45.27} \right) - 1
$$

(B7)

where $\Delta t_C$ is the compressional wave travel time in $\mu$s/ft.

$$
SP_n = 2 \times \left( \frac{SP + 154.18}{28.625 + 154.18} \right) - 1
$$

(B8)

where SP is the spontaneous potential log in mV.

**APPENDIX C MATHEMATICAL MODEL TO PREDICT $S_2$**

The ANN-based mathematical model to predict the $S_2$ of the organic shale is given by eq CC1

$$
S_2 = 0.7988 \times S_{2n} + 1.0383
$$

(C1)
The ANN-based mathematical model to predict the $S_3$ of the organic shale is given by eq DD1

$$ S_3 = 0.10915 \times S_3 + 0.2085 \quad (D1) $$

where

$$ S_{2n} = \sigma_c \sum_{i=1}^{N_h} w_{i,1} \sigma_i (w_{i,1} GR_n + w_{i,2} \rho_n + w_{i,3} \phi_n + w_{i,4} R_{ILD_1} + w_{i,5} \Delta t_{C_1} + w_{i,6} SP_n + b_i) + b_2 \quad (C2) $$

where $\sigma_i (x) = (2/1 + e^{-x}) - 1$; $\sigma_i (x) = x$; and $w_{i,1}, w_{i,2}, b_i$, and $b_2$ are the weights and biases of the $S_2$ model, given in Table 9. The equations to find $GR_n, \rho_n, \phi_n, R_{ILD_1}, \Delta t_{C_1}$ and $SP_n$ are given by eqs CC3–CC7.

$$ GR_n = 2 \times \left( \frac{GR - 18.3}{372.3 - 18.3} \right) - 1 \quad (C3) $$

where $GR$ is the $\gamma$-ray log in API.

$$ \rho_n = 2 \times \left( \frac{\rho - 2.37}{2.86 - 2.37} \right) - 1 \quad (C4) $$

where $\rho$ is the bulk density in g/cc.

$$ \phi_n = 2 \times \left( \frac{\phi - 0.003}{0.333 - 0.003} \right) - 1 \quad (C5) $$

where $\phi$ is the neutron porosity.

$$ R_{ILD_1} = 2 \times \left( \frac{R_{ILD} - 1.307}{1283 - 1.307} \right) - 1 \quad (C6) $$

where $R_{ILD}$ is the resistivity log in $\Omega$-m.

$$ \Delta t_{C_1} = 2 \times \left( \frac{\Delta t_C - 45.27}{93.482 - 45.27} \right) - 1 \quad (C7) $$

where $\Delta t_C$ is the compressional wave travel time in $\mu$s/ft.

$$ SP_n = 2 \times \left( \frac{SP + 154.188}{-28.625 + 154.188} \right) - 1 \quad (C8) $$

where $SP$ is the spontaneous potential log in mV.

### APPENDIX D MATHEMATICAL MODEL TO PREDICT $S_3$

The ANN-based mathematical model to predict the $S_3$ of the organic shale is given by eq DD1

$$ S_3 = 0.10915 \times S_3 + 0.2085 \quad (D1) $$

where

$$ S_{3n} = \sigma_c \sum_{i=1}^{N_h} w_{i,1} \sigma_i (w_{i,1} GR_n + w_{i,2} \rho_n + w_{i,3} \phi_n + w_{i,4} R_{ILD_1} + w_{i,5} \Delta t_{C_1} + w_{i,6} SP_n + b_i) + b_2 \quad (D2) $$

where $\sigma_i (x) = (2/1 + e^{-x}) - 1$; $\sigma_i (x) = x$; and $w_{i,1}, w_{i,2}, b_i$, and $b_2$ are the weights and biases of the $S_3$ model, given in Table 10. The equations to find $GR_n, \rho_n, \phi_n, R_{ILD_1}, \Delta t_{C_1}$ and $SP_n$ are given by eqs DD3–DD7.

$$ GR_n = 2 \times \left( \frac{GR - 18.3}{417 - 18.3} \right) - 1 \quad (D3) $$

where $GR$ is the $\gamma$-ray log in API.

$$ \rho_n = 2 \times \left( \frac{\rho - 2.37}{2.835 - 2.37} \right) - 1 \quad (D4) $$

where $\rho$ is the bulk density in g/cc.

$$ \phi_n = 2 \times \left( \frac{\phi - 0.003}{0.298 - 0.003} \right) - 1 \quad (D5) $$

where $\phi$ is the neutron porosity.

$$ R_{ILD_1} = 2 \times \left( \frac{R_{ILD} - 4.8}{1088 - 4.8} \right) - 1 \quad (D6) $$

where $R_{ILD}$ is the resistivity log in $\Omega$-m.

$$ \Delta t_{C_1} = 2 \times \left( \frac{\Delta t_C - 45.27}{92.083 - 45.27} \right) - 1 \quad (D7) $$

where $\Delta t_C$ is the compressional wave travel time in $\mu$s/ft.

$$ SP_n = 2 \times \left( \frac{SP + 154.188}{-28.625 + 154.188} \right) - 1 \quad (D8) $$

where $SP$ is the spontaneous potential log in mV.

### APPENDIX E MATHEMATICAL MODEL TO PREDICT TOTAL ORGANIC CARBON

The ANN-based mathematical model to predict the $S_3$ of the organic shale is given by eq EE1

$$ TOC = 3.382 \times TOC_n + 5.468 \quad (E1) $$

where
Table 11. Weights and Biases of the Proposed Model for TOC Prediction

| hidden layer neurons (N_h) | weights between input and hidden layers (w_i) | weights between hidden and output layers (w_o) | hidden layer bias (b_i) | output layer bias (b_o) |
|-----------------------------|-----------------------------------------------|-----------------------------------------------|------------------------|------------------------|
| 1                           | 1.759 × 10^-1.040 1.233 2.680 −0.320 −1.225 | 1.372 −1.683 1.923 |
| 2                           | 0.875 0.288 0.309 −1.399 −0.701 0.682 | 4.431 −0.756 |
| 3                           | 0.990 −0.414 −1.286 −1.252 −0.283 3.069 | −1.250 −1.101 |
| 4                           | −1.100 −1.601 −1.629 −3.078 0.297 −0.882 | 1.538 −3.488 |
| 5                           | 2.962 −1.130 0.781 −2.217 −1.349 0.861 | −0.787 0.840 |
| 6                           | −0.886 1.227 0.386 6.639 2.619 −3.780 | 1.059 2.219 |
| 7                           | 0.417 −1.863 0.815 −0.082 1.125 −1.183 | −1.524 2.046 |
| 8                           | −0.847 −1.005 0.479 0.991 0.410 0.273 | −0.556 −2.068 |
| 9                           | −0.606 −1.045 −1.203 0.960 1.449 0.264 | 2.000 1.132 |
| 10                          | 2.624 −2.675 −0.025 −0.704 0.800 −1.333 | 1.013 3.426 |

where $\sigma_i(x) = (2/1 + e^{-2x}) - 1$; $\sigma_i(x) = x$; and $w_i, w_j, b_1,$ and $b_2$ are the weights and biases of the TOC model, given in Table 11. The equations to find $GR, \rho, \varphi, R_{ILD}, \Delta t_{C}$, and $SP$ are given by eqs EE3–EE7.

$$GR_n = 2 \times \left( \frac{GR - 55}{359 - 55} \right) - 1$$

where $GR$ is the $\gamma$-ray log in API.

$$\rho_n = 2 \times \left( \frac{\rho - 2.2}{2.68 - 2.2} \right) - 1$$

where $\rho$ is the bulk density in g/cc.

$$\varphi_n = 2 \times \left( \frac{\varphi - 0.03}{0.330 - 0.03} \right) - 1$$

where $\varphi$ is the neutron porosity.

$$R_{ILD} = 2 \times \left( \frac{R_{ILD} - 6}{148.870 - 6.0} \right) - 1$$

where $R_{ILD}$ is the resistivity log in $\Omega$-m.

$$\Delta t_{C} = 2 \times \left( \frac{\Delta t_{C} - 62}{93.390 - 62} \right) - 1$$

where $\Delta t_{C}$ is the compressional wave travel time in $\mu$s/ft.

$$SP_n = 2 \times \left( \frac{SP + 86.69}{-29.25 + 86.69} \right) - 1$$

where $SP$ is the spontaneous potential log in mV.
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**ABBREVIATIONS USED**

AAPE average absolute percentage error
ANFIS adaptive neuro fuzzy inference system
ANN artificial neural network
CC correlation coefficient
CNL compensated neutron log
DT compressional wave travel time
EA evolutionary algorithm
GR $\gamma$-ray, API
K potassium
LLD deep lateral log
LLS shallow lateral log
LSSVM least-squares support vector machine
MAE mean absolute error
ML machine learning
MLR multiple linear regression
MSFL microspherical focused log
NPHI neutron porosity, V/V
PE photoelectric index
PSO particle swarm optimization
$R$ correlation coefficient
$R^2$ coefficient of determination
RHOB bulk density
$R_{ILD}$ deep induction resistivity log
RMSE root-mean-square error
RT resistivity log
SD standard deviation
SP spontaneous potential
SVM support vector machine
SYMBOLS

\( \alpha \) learning rate

\( b_1 \) biases vector between the input and middle layers

\( b_2 \) bias value between the middle and output layers

\( c_1 \) cognitive parameter \( (0 \leq c_1 \leq 1.2) \)

\( c_2 \) cognitive parameter \( (0 \leq c_2 \leq 1.2) \)

\( i \) index used for the total number of neurons

\( j \) index used for the number of inputs

\( F \) total number of input parameters

\( N_h \) total number of neurons

\( N_p \) total number of input parameters

\( g^i \) position of the \( i \)th particle

\( p^i \) best solution of the particle

\( R^g_b \) global best solution

\( R^2 \) coefficient of determination

\( v_1 \) particle velocity

\( w_1 \) weights matrix between the input and middle layers

\( w_2 \) weights vector between the middle and output layers

\( x \) input parameters

\( y \) output variable

\( \sigma_x \) transfer function between the middle and output layers

\( \sigma_y \) transfer function between the input and middle layers

\( \omega \) weight \( (0 \leq \omega \leq 1.2) \)
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