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Abstract. We prove that Lipschitz intrinsic graphs in the Heisenberg groups $\mathbb{H}^n$, with $n > 1$, which are vanishing viscosity solutions of the minimal surface equation, are smooth and satisfy the PDE in a strong sense.

1. Introduction

The Heisenberg group $\mathbb{H}^n$, $n > 1$ is a Lie group with a $2n + 1$ dimensional Lie algebra $\mathfrak{h}^n$ endowed with a stratification $V_1 \oplus V_2$, where $V_1$ has dimension $2n$, and $V_2 = [V_1, V_1]$ has dimension 1. We will call $V_1$ the horizontal layer and the corresponding left-invariant bundle $H_{p \in \mathbb{H}^n}$ in $\mathbb{H}^n$ the horizontal bundle. Moreover, given the stratification one must be able to choose $\{X_s, X_1, \ldots, X_{2n-1}\}$ a basis of $V_1$ and a non-zero vector $X_{2n} \in V_2$ such that $[X_s, X_{2n-1}] = [X_i, X_{i+n-1}] = X_{2n}$, for $i = 1, \ldots, n - 1$ while all other commutators vanish. To denote elements of the group we use canonical coordinates of the second kind (the so called polarized coordinates [7]) and denote by $(s, x)$ the elements of the group,

$$\exp(sX_s)\exp(x_1X_1)\ldots\exp(x_{2n}X_{2n})$$

where $x = (x_1, \ldots, x_{2n})$. Using the Baker-Campbell-Hausdorff formula we can represent the basis of the Horizontal tangent space $V_1$ as follows:

$$X_s = \partial_s, \quad X_i = \partial_i \quad \text{for} \quad i = 1, \ldots, n - 1,$$

$$X_i = \partial_i - x_{i-n+1}\partial_{2n} \quad \text{for} \quad i = n, \ldots, 2n - 2,$$

$$X_{2n-1} = \partial_{2n-1} + s\partial_{2n}$$

while $X_{2n} = \partial_{2n} \in V_2$. We introduce a sub-Riemannian metric $g_0$ in $\mathbb{H}^n$ by requiring that $\{X_s, \ldots, X_{2n-1}\}$ form a $g_0$-orthonormal basis of $V_1$. For each $\varepsilon > 0$ we extend $g_0$ to a Riemannian metric $g_\varepsilon$ by asking that $\{X_s, \ldots, X_{2n-1}, \varepsilon X_{2n}\}$ form a $g_1$-orthonormal basis of $\mathfrak{h}^n$.
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Let $M \subset \mathbb{H}^n$ be a $C^1$ smooth hypersurface. A point $p \in M$ is characteristic if $T_pM$ is entirely horizontal. We will call intrinsic regular surfaces or graphs hypersurfaces of the form

$$M = \{(s, x) : s = u(x)\}$$

where $u : \mathbb{R}^{2n} \to \mathbb{R}$. Such graphs were studied in [24] and [15], and (if $u$ is at least $C^1$) are always non-characteristic.

Note that intrinsic graphs represent, in a sense, generic non-characteristic hypersurfaces. In fact, according to a version of the implicit function theorem ([24] and [15]), any level surface $\{f(s, x) = c\} \subset \mathbb{H}^n$ of functions $f : \mathbb{H}^n \to \mathbb{R}$ with continuous derivatives along the directions (1.1), can locally (near non-characteristic points) be expressed as an intrinsic graph of a function $u : \Omega \to \mathbb{R}$, $\Omega \subset \mathbb{R}^{2n}$. Moreover the smoothness of $f$ implies that the function $u$ is regular with respect to the projection on its domain of the vector fields in (1.1) (see [15] and [1]). Since $X_s$ has null projection on the domain of $u$, the regularity of this function will be described in terms of the vector fields:

$$(1.2) \quad X_{i,u} = X_i \quad \text{for} \quad i \leq 2n - 2, \quad X_{2n-1,u} = \partial_{2n-1} + u(x)\partial_{2n}.$$ 

In particular $X_{2n-1,u}$ is a non-linear vector field, since it depends on $u$. Note that the vector fields $X_{1,u}, \ldots, X_{2n-1,u}$ satisfy Hörmander’s finite rank condition in $\mathbb{R}^{2n}$. Consequently they give rise to a control distance $d_u$, whose metric balls $B_u(x, r)$ have volume comparable to $r^Q$, with $Q = 2n + 1$ the homogeneous dimension of the space ($\mathbb{R}^{2n}, d_u$).

**Minimal graphs.** Several equivalent notions of horizontal mean curvature $H_0$ for a $C^2$ surface $M \subset \mathbb{H}^n$ (outside characteristic points) have been given in the literature (see for instance [20], [8], [10], [5], [36], [37], [29], [30], [39], [40]). In particular, $H_0$ arises in the first variation formulae\(^{(1)}\) of the area functional. For a $C^2$ intrinsic graph of the form $M = \{(s, x) : s = u(x)\}$ one has

$$H_0 = \frac{1}{|V_u|} \sum_{i=1}^{2n-1} X_{i,u} \left( \frac{X_{i,u} u}{\sqrt{1 + |V_u u|^2}} \right) \text{ with } V_u = (X_{1,u}, \ldots, X_{2n-1,u}).$$

This formula can be obtained by taking the limit of the mean curvatures $H_\varepsilon$ in the Riemannian metrics $g_\varepsilon$ as $\varepsilon \to 0$

$$(1.3) \quad H_\varepsilon = \frac{1}{|V_u\varepsilon|} \sum_{i=1}^{2n-1} X_{i,u}^{\varepsilon} \left( \frac{X_{i,u}^{\varepsilon} u}{\sqrt{1 + |V_u^{\varepsilon} u|^2}} \right),$$

where

$$(1.4) \quad X_{i,u}^{\varepsilon} = X_{i,u} \quad \text{for} \quad i \leq 2n - 1, \quad X_{2n-1,u}^{\varepsilon} = \varepsilon \partial_{2n} \quad \text{and} \quad V_u^{\varepsilon} = (X_{1,u}^{\varepsilon}, \ldots, X_{2n-1,u}^{\varepsilon}).$$

A $C^2$ non-characteristic surface $M \subset \mathbb{H}^n$ is called minimal if it satisfies $H_0 = 0$ identically. In particular for a $C^2$ intrinsic graph (over $\Omega \subset \mathbb{R}^{2n}$) the PDE becomes

$$(1.5) \quad Lu = \sum_{i=1}^{2n-1} X_{i,u} \left( \frac{X_{i,u} u}{\sqrt{1 + |V_u u|^2}} \right) = 0 \quad \text{for} \quad x \in \Omega \subset \mathbb{R}^{2n}.$$

\(^{(1)}\) For variations which do not move the characteristic set.
If \( u \in C^2(\Omega) \) is a solution of (1.5) then its graph is a critical point of the perimeter and consequently it is called a minimal intrinsic graph.

Properties of regular minimal surfaces have been investigated in [26], [33], [10], [8], [25], [21], [2] and [32].

Since minimal surfaces arise as critical points of the perimeter functional, the variational formulation naturally provides several notions of non-regular solutions (see for instance [26], [33] and [8]). Indeed existence of BV and Sobolev minimizers of the perimeter is proved respectively in [26], [33] using direct methods of the calculus of variations. More recently, existence of Lipschitz continuous vanishing viscosity solutions has been studied in [8]. Such solutions are defined as uniform limits of smooth minimal surfaces in the \( g_\varepsilon \) approximating Riemannian metrics (see [33], [7] and [8] for the relation between Riemannian and sub-Riemannian curvature). The Riemannian approximation of (1.5) is

\[
\sum_{i=1}^{2n} X_{i,u} \frac{X_{i,u}^\varepsilon}{\sqrt{1 + |\nabla_x u|^2}} = 0 \quad \text{for } x \in \Omega \subset \mathbb{R}^{2n}.
\]

The existence results in [8] motivate the following

**Definition 1.1.** Letting \( C^1_E \) denote the standard Euclidean \( C^1 \) norm, we will say that a Euclidean Lipschitz continuous function \( u \) is a vanishing viscosity solution of (1.5) in an open set \( \Omega \), if there exists a sequence \( u_\varepsilon \) of smooth solutions of (1.6) in \( \Omega \) such that for every compact set \( K \subset \Omega \)

- \( \|u \|_{C^1_E(K)} \leq C \) for every \( \varepsilon \),
- \( u_\varepsilon \to u \) as \( \varepsilon \to 0 \) pointwise a.e. in \( \Omega \).

As mentioned above, existence of this type of viscosity solutions in the case of \( t \)-graphs, i.e. graphs of the form \( x_{2n} = g(x, x_1, \ldots, x_{2n-1}) \), has been proved in [8], Theorem A and Theorem 4.5. For such a graph the corresponding PDE is more degenerate than (1.6) as characteristic points are allowed (indeed, much of the analysis in [8] and [10] is focused on the study of solutions near such points). In [8] the authors prove that such solutions are minimizers of the perimeter and address questions of uniqueness and comparison theorems as well. The problem of regularity of minimal surfaces is still largely open. In this paper we address the issue of regularity away from characteristic points. Our goal is to prove the following

**Theorem 1.2.** The Lipschitz continuous vanishing viscosity solutions of (1.5) are smooth functions. Moreover they satisfy pointwise the minimal graph PDE (1.5).

**Comparison with other regularity results.** We describe the relation between our results in Theorem 1.2 and the regularity results in [9]. In [9] Cheng, Hwang and Yang prove that any \( C^1 \) weak solution of the prescribed (continuous) horizontal mean curvature PDE, has \( C^2 \) smooth Legendrian foliation outside of the characteristic set. On the one hand, in the present paper we require only Lipschitz continuity of \( u \) and prove Euclidean smoothness, thus implying the result in [9]. On the other hand, we only deal with the case \( H_0 = 0 \).
and with those solutions which are limits of Riemannian minimal graphs. In this sense our results are more specialized and less general than the ones in [9]. A comparison with other regularity results for the case $n = 1$ due to Bigolin and Serra-Cassano [3] is discussed in our paper [6].

**Applications of Theorem 1.2.** Invoking the implicit function theorem, we want to apply Theorem 1.2 to the study of the regularity away from the characteristic locus of the Lipschitz perimeter minimizers found in [8] for the case $\mathbb{H}^n$, $n > 1$. Here and in the following, $\nabla_E$ denotes the Euclidean gradient in $\mathbb{R}^n$. We also define exponential coordinates $(z_1, \ldots, z_{2n+1})$ in $\mathbb{H}^n$ as

$$\exp(z_1X_s + \cdots + z_{2n+1}X_{2n}) = \exp(sX_s) \cdots \exp(x_{2n}X_{2n}).$$

**Corollary 1.3.** Let $O \subset \mathbb{R}^n$ be a strictly convex, smooth open set, $\varphi \in C^{2,\alpha}(\overline{O})$ and for each $(z_1, \ldots, z_{2n}) \in O$ denote $(z_1, \ldots, z_{2n})^* = (z_2, -z_1, z_4, -z_3, \ldots)$. Consider the family

$$\{g_\varepsilon(z_1, \ldots, z_{2n})\} \sup_{O} |g_\varepsilon| + \sup_{O} |\nabla_E g_\varepsilon| \leq C \quad \text{(uniformly in $\varepsilon$)},$$

of smooth solutions of the approximating minimal surface PDE

$$\text{div} \left( \frac{\nabla_E g_\varepsilon + (z_1, \ldots, z_{2n})^*}{\sqrt{\varepsilon^2 + |\nabla_E g_\varepsilon + (z_1, \ldots, z_{2n})^*|^2}} \right) = 0 \quad \text{in } O \quad \text{and} \quad g_\varepsilon = \varphi \quad \text{in } \partial O$$

found in [8], Theorem 4.5. If for $p_0 = (p_0^1, p_0^2, \ldots, p_0^{2n}) \in O$, $a > 0$ and for every $\varepsilon > 0$ we have $|c_{\partial_0}g_\varepsilon(p_0)| > a > 0$ (or any other partial derivative is non-vanishing at $p_0$ uniformly in $\varepsilon$) then there is a sequence $\varepsilon_k \to 0$ such that the Lipschitz perimeter minimizer $g = \lim_{\varepsilon_k \to 0} g_{\varepsilon_k}$ is smooth in a neighborhood of the point $p_0$.

**Proof.** The implicit function theorem implies that the level set of

$$z_{2n+1} = g_\varepsilon(z_1, \ldots, z_{2n})$$

can be written as smooth intrinsic graphs $s = u_\varepsilon(x)$ in a neighborhood $\Omega$ of $(p_0^1, \ldots, p_0^{2n}, g(p_0))$. The Lipschitz bounds on $g_\varepsilon$ (proved in [8], Propositions 4.2–4) yield uniform Lipschitz bounds on $u_\varepsilon$, thus allowing to apply Theorem 1.2 and conclude the proof. \hfill \Box

From this result one may conclude immediately the following

**Corollary 1.4.** Let $z_{2n+1} = g(z_1, \ldots, z_{2n})$, $(z_1, \ldots, z_{2n}) \in \Omega \subset \mathbb{R}^{2n}$ be a $C^1$ minimal $t$-graph which is the $C^1$ limit of Riemannian minimal graphs as in [8], Theorem 4.5. In the neighborhood of any non-characteristic point $g$ is smooth and a strong solution of the minimal surface PDE.

**Remark 1.5.** Given our regularity result and the wealth of examples of area minimizers with low regularity constructed recently by Cheng, Hwang and Yang in [8], by Pauls in [34] and by Ritoré in [35], it is clear that not all minimal surfaces, not even those that are area minimizers arise as limits of Riemannian minimal surfaces or area minimizers in the Riemannian approximation scheme.
The one dimensional case. We remark that in the case \( n = 1 \) of the first Heisenberg group the regularity of vanishing viscosity minimal intrinsic graphs is quite different. In the forthcoming paper [6] we study this problem and prove a form of intrinsic regularity, with differentiability only along the Legendrean foliation of the minimal graph.

Sketch of the proof. Equation (1.5) is a uniformly elliptic approximation of a sub-elliptic equation. The defining vector fields have Lipschitz coefficients and satisfy a weak Hörmander condition, since together with their first order vector fields they span the space at every point. The main difficulty of the proof is to handle the vector field

\[
X_{2n-1,u} = \partial_{2n-1} + u(x)\partial_{2n}
\]

and the dependence on \( \varepsilon \). A similar difficulty arises in problems of mathematical finance. For example in [18], [19], it was proved that the viscosity solutions of the following equation are \( C^\infty \):

\[
X_1^2 u + X_2 u = 0
\]

where \( X_1 = \partial_{xx}, X_2 = \partial_y u + u\partial_z u \) satisfy a weak Hörmander condition analogous to the one in the present paper. The techniques in [18], [19] provide the main inspiration for the proof of Theorem 1.2.

The regularity of solutions will be measured in terms of the natural norm of the intrinsic Hölder class \( C^{1,\alpha} \), i.e. functions \( f \) such that \( \nabla^\varepsilon f \) is Hölder continuous, with respect to the control distance \( d_u \). The proof will be accomplished in two steps:

Step 1. First prove that the Lipschitz continuous solutions are of class \( C^{1,\alpha} \). Since the operator \( L_\varepsilon \) in (1.6) is represented in divergence form, by differentiating the PDE and combining several horizontal and “vertical” energy estimates, it is possible to prove a Euclidean Cacciopoli-type inequality for the intrinsic gradient \( \nabla^\varepsilon u \) of the solution. The Moser iteration technique will then lead to Hölder continuous estimates uniform in \( \varepsilon \) for the gradient. This step holds also for \( n = 1 \).

Step 2. We prove the smoothness of the solution. In order to do so we first note that the operator \( L_\varepsilon \) can also be represented in a divergence form:

\[
L_\varepsilon u = \sum_{i,j=1}^{2n} a^\varepsilon_{ij}(\nabla^\varepsilon u) X^\varepsilon_{i,u} X^\varepsilon_{j,u} u,
\]

where

\[
a^\varepsilon_{ij} : \mathbb{R}^{2n} \to \mathbb{R}, \quad a^\varepsilon_{ij}(p) = \delta_{ij} - \frac{p_ip_j}{1 + |p|^2}.
\]

For every fixed point \( x_0 \) we will approximate the assigned operator with a linear, uniformly subelliptic operator in divergence form \( L_{\alpha,x_0} \), with \( C^\infty \) coefficients. The approximation is carried out through a ad-hoc freezing technique, where the function \( u \) in the coefficients of the vector field is substituted with polynomials, in a technique reminiscent of the work of
Rothschild and Stein [38]. The novel difficulty arises from the non-smoothness of \( u \), and has to be dealt with through a delicate bootstrap argument. The existence of a fundamental solution \( \Gamma_{x_0}^e \) for such operator as well as its estimates, uniform in \( e \), have previously been proved in the papers [4] and [14]. Eventually \( \Gamma_{x_0}^e \) will be used to define a parametrix for the fundamental solution of \( L_e \) and to obtain estimates independent of \( e \), of the derivatives of any order of the solution.

2. Notations and known results

2.1. Hölder classes. In the sequel we will always keep a function \( \bar{u} \in C^\infty = C^\infty (\Omega) \) with \( \Omega \subset \mathbb{R}^{2n} \) fixed and consider the vector fields \( X_{i,\bar{u}}^e \) in (1.4) with coefficients depending on the fixed function \( \bar{u} \). Let us define a new vector field

\[
X_{2n+1,\bar{u}}^e = \partial_2 n = [X_{1,\bar{u}}^e, X_{n,\bar{u}}^e],
\]

which act as a second order derivative, in the sense that it is a homogenous differential operator of order two with respect to the group dilations. We set the degree of \( \sigma_i \) to be the integer \( \deg(\sigma_i) = 1 \) for \( \sigma_i \leq 2n \), and \( \deg(2n+1) = 2 \). Correspondingly the degree of any multi-index \( \sigma = (\sigma_1, \ldots, \sigma_m) \), \( \sigma_r \in \{1, \ldots, 2n+1\} \), \( 1 \leq r \leq m \in \mathbb{N} \), will be

\[
\deg(\sigma) = \sum_{i=1}^{m} \deg(\sigma_i).
\]

We will also denote the cardinality of \( \sigma = (\sigma_1, \ldots, \sigma_m) \) the number of its elements:

\[
\#(\sigma) = m.
\]

We define the intrinsic derivative

\[

(2.1)
\]

\[
\nabla_{\sigma,\bar{u}} = X_{\sigma_1,\bar{u}}^e \cdots X_{\sigma_m,\bar{u}}^e,
\]

and \( \nabla_{\bar{u}}^{ek} \) the vector field with components \( \nabla_{\sigma,\bar{u}}^{\deg(\sigma)=k} \).

Since the vector fields \( X_{1,\bar{u}}^e, \ldots, X_{2n,\bar{u}}^e \) are the Riemannian completion of a Hörmander type set of vectors, they give rise to a control distance \( d_{e,\bar{u}} \). The corresponding metric balls are denoted \( B_{e,\bar{u}}(x, r) \). As \( e \to 0 \) the metric space \( (\Omega, d_{e,\bar{u}}) \) converges in the Gromov-Hausdorff sense to \( (\Omega, d_{\bar{u}}) \) (see [7]).

We next define the spaces of Hölder continuous functions related to the fixed function \( \bar{u} \).

Definition 2.1. Let \( x_0 \in \Omega \), \( 0 < \alpha < 1 \), assume that \( \bar{u} \) is a fixed Lipschitz continuous function, and that \( u \) is defined on \( \Omega \). We say that \( u \in C^{\alpha}_{\bar{u}}(\Omega) \) if for every compact set \( K \) there exists a positive constant \( M \) such that for every \( x, x_0 \in K \) and \( \varepsilon > 0 \)

\[

(2.2)
\]

\[
|u(x) - u(x_0)| \leq Md_{e,\bar{u}}^{\alpha}(x, x_0).
\]
Iterating this definition, if \( k \geq 1 \) and \( \vec{u} \in C^{k-1,2}_{\vec{a}}(\Omega) \) we say that \( u \in C^{k,2}_{\vec{a}}(\Omega) \), if \( \nabla^2_{\vec{a}}u \in C^{k-1,2}_{\vec{a}}(\Omega) \). Here we have set \( C^{0,2}_{\vec{a}}(\Omega) = C^{2}_{\vec{a}}(\Omega) \).

### 2.2. Taylor approximation.

The following result is well known for vector fields with \( C^\infty \) coefficients (see [32]) and also holds for vector fields of the form \( \partial_1 + \vec{u} \partial_{2n} \), with \( \vec{u} \) Lipschitz continuous with respect to the Euclidean distance. Let us first denote by \( e_1, \ldots, e_{2n} \) the canonical coordinates of a point \( x \) around \( x_0 \),

\[
    x = \exp\left( \sum_{i=1}^{2n-1} e_i X^e_{i,a} + e_{2n} X^e_{2n+1,a} \right)(x_0)
\]

and, for a multi-index \( \sigma = (\sigma_1, \ldots, \sigma_{2n}) \) we will denote \( e_\sigma = (e_{\sigma_1}, \ldots, e_{\sigma_{2n}}) \).

We explicitly note that, since \( X^e_{2n,u} = e \partial_{2n} \) and \( X^e_{2n+1,u} = \partial_{2n} \) are parallel, only one of them can appear in the definition of canonical coordinates, otherwise the values of \( e_i \) would not be uniquely determined. Although both vector fields would work equally well to define canonical coordinates, we use \( X^e_{2n+1,u} = \partial_{2n} \) rather than \( X^e_{2n,u} \) as this choice will bring a slight simplification of notations as we proceed with our estimates.

For every multi-index \( \sigma = (\sigma_1, \ldots, \sigma_m) \), with components in \( \{1, \ldots, 2n\} \) we will denote \( I(\sigma) = (\varrho_1, \ldots, \varrho_m) \), where \( \varrho_i = \sigma_i \) if \( \sigma_i \neq 2n \) and \( \varrho_i = 2n + 1 \) if \( \sigma_i = 2n \).

**Theorem 2.2.** Let \( x_0 \in \Omega \), \( 0 < \alpha < 1 \), \( k \in \mathbb{N} \cup \{0\} \) and assume that \( u \in C^{k,2}_{\vec{a}}(\Omega) \). Then we can define as Taylor polynomial of order \( k \) the function

\[
    P^k_{x_0} u(x) = \sum_{h=1}^{k} \sum_{\deg(\sigma) = n \atop \sigma_i \neq 2n+1} \frac{1}{\#(\sigma)!} e_\sigma \nabla^2_{\vec{a}} u(x_0)
\]

and we have

\[
    (2.3) \quad u(x) = P^k_{x_0} u(x) + O(d_{\vec{a}}(x_0, x)^{k+2}) \quad \text{as } x \to x_0.
\]

We will also set \( P^k_{x_0} u = 0 \) for any negative integer \( k \).

Note that

\[
    P^1_{x_0} u(x) = \sum_{i=1}^{2n-1} e_i(x) X^e_{i,a} u(x_0) + e_{2n}(x) X^e_{2n+1,a} u(x_0).
\]

From the explicit expression of the Taylor polynomials of order less than 4 it is possible to directly deduce the following result.

**Remark 2.3.** If \( u \in C^{k,2}_{\vec{a}}(\Omega) \), \( 0 \leq k \leq 4 \), \( K \) is a compact subset of \( \Omega \) and \( \sigma \) is a multi-index, then there exists \( C > 0 \) such that

\[
    (2.4) \quad |P^k_{x_0} u(\xi) - P^k_{x} u(\xi)| \leq Cd^{2}_{\vec{a}}(x_0, x) d^{2}_{\vec{a}}(x_0, \xi)
\]

for every \( x, x_0, \xi \in K \), see [13], Lemma 3.6, and [18], Remarks 2.24 and 2.25.
2.3. Derivatives and frozen derivatives. We will introduce here first order operators with polynomial coefficients which locally approximate the vector fields $X_{i,a}^e$. These new vector fields are defined in terms of the Taylor expansions of the coefficients of $X_{i,a}^e$. Precisely, for any fixed point $x_0$ we will call an operator frozen at the point $x_0$ 

$$X_{i, x_0}^e = X_{i, u}^e \quad \text{if } i \neq 2n - 1,$$

$$X_{2n-1, x_0}^e = \partial_{2n-1} + P_{x_0}^1 \tilde{u}(x) \partial_{2n}$$

and for every multi-index $\sigma$,

$$\nabla_{\sigma, x_0}^e = X_{\sigma_1, x_0}^e \cdots X_{\sigma_m, x_0}^e,$$

and $\nabla_{\sigma, x_0}^e$ will be the vector field with components $(\nabla_{\sigma, x_0}^e)_{\deg(\sigma) = k}$.

These frozen derivatives have been defined as approximation of the intrinsic derivatives, depending on $\tilde{u}$. In order to clarify this point, we recall the following definition, given in [23] and [32]. If $\alpha \in \mathbb{R}$ and $f(x, x_0) = O(d_{x, x_0}^\alpha(x))$ as $x \to x_0$, we will say that the differential operator $f(x, x_0)\nabla_{\alpha, x_0}^e$ has degree $\deg(\sigma) - \alpha$. We have

$$X_{i, x_0}^e = X_{i, u}^e \quad \text{if } i \neq 2n - 1,$$

$$X_{2n-1, x_0}^e = \partial_{2n-1} + (P_{x_0}^1 \tilde{u}(x)) \partial_{2n} \quad \text{if } i = 2n - 1.$$ 

Hence, if $\tilde{u}$ is of class $C^{k-1, \alpha}_{\tilde{u}}$, then $(\tilde{u} - P_{x_0}^1 \tilde{u}(x)) \partial_{2n}$ is a differential operator of degree $1 - \alpha$, while $X_{i, a}^e$ and $X_{i, x_0}^e$ have degree 1. This means that the intrinsic derivative is expressed as the frozen derivative, plus a lower order term.

More generally the following approximation result holds:

**Lemma 2.4.** If $\tilde{u} \in C^{k-1, \alpha}_{\tilde{u}}(\Omega)$, and $\sigma$ is a multi-index such that $\deg(\sigma) \leq k$, then for every function $\varphi \in C^0_{\alpha}(\Omega)$ the derivative $\nabla_{\sigma, \alpha}^e \varphi$ can be represented as

$$\nabla_{\sigma, \alpha}^e \varphi = \nabla_{\sigma, x_0}^e \varphi + \sum_{\deg(\mu) \leq \deg(\sigma)} (\tilde{u} - P_{x_0}^1 \tilde{u})^h$$

$$\times \sum_{\deg(\mu) \leq \deg(\sigma)} C_{\rho, \mu, \alpha, h} \prod_{1 \leq \deg(\mu)} \nabla_{\mu, \alpha}^e (\tilde{u} - P_{x_0}^1 \tilde{u}) \nabla_{\rho, x_0}^e \varphi,$$

where $C_{\rho, \mu, \alpha, h}$ are suitable constants. In particular the operator $\nabla_{\sigma, \alpha}^e \varphi(x)$ can be identified as a differential operator of degree $\deg(\sigma)$ and represented in terms of frozen derivatives.

**Proof.** Since the function $\varphi$ is of class $C^0_{\alpha}(\Omega)$, its Lie derivatives can be simply computed as directional derivatives. By definition

$$X_{i, \alpha}^e \varphi = X_{i, x_0}^e \varphi + \partial_{i, 2n-1} (\tilde{u} - P_{x_0}^1 \tilde{u}) \partial_{2n} \varphi.$$ 

Hence the assertion is true if $\deg(\sigma) = 1$. If the assertion is true for any $\sigma$ such that $\deg(\sigma) = k$, then we consider a multiindex $\sigma$ such that $\deg(\sigma) = k + 1$. In this case

$$\sigma = (\sigma_1, \sigma),$$
where
\[
\begin{aligned}
\text{deg}(\tilde{\sigma}) &= k & \text{if} \; \sigma_1 \neq 2n + 1, \\
\text{deg}(\tilde{\sigma}) &= k - 1 & \text{if} \; k \geq 3 \text{ and } \sigma_1 = 2n + 1.
\end{aligned}
\]

We have
\[
V^{E}_{\tilde{\sigma},\tilde{\mu}} \phi(x) = X^{E}_{\sigma_1,\tilde{\mu}} V^{E}_{\sigma_1,\mu} \phi(x)
\]
(by inductive assumption)
\[
= X^{E}_{\sigma_1,\tilde{\mu}}(V^{E}_{\tilde{\sigma},\tilde{\nu}} \phi) + \sum_{\text{deg}(\rho) - h \leq \text{deg}(\tilde{\sigma})} X^{E}_{\sigma_1,\tilde{\mu}} X^{E}_{\sigma_1,\tilde{\nu}}
\times \left( \left( \tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u} \right)^h \sum_{\text{deg}(\mu_1) + \cdots + \text{deg}(\mu_k) \leq k - 1} C_{\rho,\mu_1,\tilde{\sigma},h} \prod_{1 \leq \text{deg}(\mu_i) \atop \text{deg}(\mu_i) \geq 0} V^{E}_{\mu_1,\tilde{u}}(\tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u}) V^{E}_{\rho,\chi_{x_0}} \phi \right)
\]
(also using (2.6))
\[
= X^{E}_{\sigma_1,\chi_{x_0}} V^{E}_{\chi_{x_0}} \phi + \delta_{\sigma_1,2n-1} \left( \tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u} \right) \tilde{c}_{2n} V^{E}_{\chi_{x_0}} \phi
\]
\[
+ \sum_{\text{deg}(\rho) - h \leq \text{deg}(\tilde{\sigma})} \left( \tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u} \right)^{h-1} \prod_{1 \leq \text{deg}(\mu_i) \atop \text{deg}(\mu_i) \geq 0} V^{E}_{\mu_1,\tilde{u}}(\tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u}) X^{E}_{\sigma_1,\tilde{\nu}}
\times \left( \prod_{1 \leq \text{deg}(\mu_i)} V^{E}_{\mu_1,\tilde{u}}(\tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u}) \right) V^{E}_{\rho,\chi_{x_0}} \phi
\]
\[
+ \sum_{\text{deg}(\rho) - h \leq \text{deg}(\tilde{\sigma})} \left( \tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u} \right)^{h} \prod_{1 \leq \text{deg}(\mu_i) \atop \text{deg}(\mu_i) \geq 0} \prod_{1 \leq \text{deg}(\mu_i)} V^{E}_{\mu_1,\tilde{u}}(\tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u}) X^{E}_{\sigma_1,\tilde{\nu}}(V^{E}_{\rho,\chi_{x_0}} \phi)
\]
\[
= \delta_{\sigma_1,2n-1} \sum_{\text{deg}(\rho) - h \leq \text{deg}(\tilde{\sigma})} \left( \tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u} \right)^{h+1} \prod_{1 \leq \text{deg}(\mu_i) \atop \text{deg}(\mu_i) \geq 0} C_{\rho,\mu_1,\tilde{\sigma},h}
\times \prod_{1 \leq \text{deg}(\mu_i)} V^{E}_{\mu_1,\tilde{u}}(\tilde{u} - P^{1}_{\chi_{x_0}} \tilde{u}) \tilde{c}_{2n} V^{E}_{\rho,\chi_{x_0}} \phi.
\]

Note that the first term satisfies
\[
X^{E}_{\sigma_1,\chi_{x_0}} V^{E}_{\chi_{x_0}} \phi = V^{E}_{\chi_{x_0}} \phi.
\]
The second term (when non-zero) is \((\bar{u} - P^1_{x_0} \bar{u}) \partial_{2n} \nabla_{\nabla_{x_0}} \varphi\). It can be considered as one of the terms listed in the thesis, with \(h = 1\), while \(\partial_{2n} \nabla_{\nabla_{x_0}} = \nabla_{\nabla_{x_0}}\), for a suitable \(\varphi\), of degree \(\deg(\varphi) = k + 2\). Hence \(\deg(\varphi) - h = k + 1\). Similarly, all the other terms are in the form indicated in the thesis (in both case, \(\sigma_1 = 2n + 1\) or \(k \geq 3\) and \(\sigma_1 = 2n + 1\).

The vector fields \(X_i^{e_{x_0}}\) satisfy a Hörmander type condition, hence they define a control distance \(d_{e, x_0}(x, \xi)\). The corresponding metric balls \(B_{e, x_0}(x, r)\) have volume comparable to \(r^{2n+1}\), and we will call

\[
Q = 2n + 1
\]

the homogeneous dimension of the space \((\mathbb{R}^{2n}, d_{e, x_0})\). Note that the homogeneous dimension is the same as the Hausdorff dimension of \((\mathbb{R}^{2n}, d_\varphi)\), defined in the introduction. A simple modification of [18], Proposition 2.4 yields the following relation between \(d_{e, x_0}\) and the control distance \(d_{e, \varphi}\) associated to the vector fields \(X_i^{e_{x_0}}\):

**Proposition 2.5.** For every compact subset \(K\) of \(\Omega\), there exists a positive constant \(C = C(K)\) such that for every \(x, x_0 \in K\):

\[
C^{-1} d_{e, x_0}(x_0, \xi) \leq d_{e, \varphi}(x_0, \xi) \leq C d_{e, x_0}(x_0, \xi),
\]

\[
d_{e, x_0}(x_0, x) \leq C(d_{e, x_0}(x_0, \xi) + d_{e, \varphi}(\xi, x)),
\]

\[
d_{e, \varphi}(x_0, x) \leq C(d_{e, \varphi}(x_0, \xi) + d_{e, \varphi}(\xi, x)).
\]

2.4. Linearized and frozen operator. In analogy with the definition of linear vector fields, in terms of a fixed function \(u\), we can also define a linearization \(L_{e, \varphi}\) of the operator \(L_e\), written in terms of the linearized vector fields \(X_i^{e_{x_0}}\):

\[
L_{e, \varphi} u = \sum_{i, j=1}^{2n} a_{ij}^e(\nabla_{\varphi} u) X_i^{e_{x_0}} X_j^{e_{x_0}} u,
\]

where \(a_{ij}^e\) are defined in (1.7). Since the function \(u\) is fixed, the operator is a linear non-divergence type operator, whose coefficients have the regularity of the function \(u\). In case \(u\) is not smooth, it is natural to approximate it with a frozen operator, defined in terms of the vector fields \(X_i^{e_{x_0}}\):

\[
L_{e, x_0} u = \sum_{i, j=1}^{2n} a_{ij}^e(\nabla_{x_0} u(x_0)) X_i^{e_{x_0}} X_j^{e_{x_0}} u,
\]

where \(a_{ij}^e\) are defined in (1.7). This is a divergence form uniformly subelliptic operator with \(C^\infty\) coefficients, which depends on \(e\). Hence it has a fundamental solution \(\Gamma_{x_0}^e\) (see [4]), and its dependence on \(e\) can be handled as in [14]. Since \(\Gamma_{x_0}^e\) depends on many variables, the notation

\[
X_i^{e_{x_0}}(x) \Gamma_{x_0}^e(s, \xi)
\]

shall denote the \(X_i^{e_{x_0}}\)-derivative of \(\Gamma_{x_0}^e(s, \xi)\) with respect to the variable \(s\), evaluated at the point \(x\).
**Theorem 2.6** ([14], Theorem 1.1). Let \( x_0 \in \Omega \) For every compact set \( K \subset \Omega \) and for every \( p \in \mathbb{N} \) there exist two positive constants \( C, C_p \) independent of \( \varepsilon \), such that

\[
|\nabla_{\sigma, x_0}^\varepsilon (x) \Gamma_{x_0}^\varepsilon (\cdot, \xi)| \leq C_p \frac{d_{e,x_0}^{2-p}(x, \xi)}{B_{e,x_0}(x, d_{e,x_0}(x,\xi))}, \quad \deg(\sigma) = p,
\]

for every \( x, \xi \in K \) with \( x \neq \xi \), where \( B_{e,x_0}(x,r) \) denotes the ball with center \( x \) and radius \( r \) of the distance \( d_{e,x_0} \). If \( p = 0 \) we mean that no derivative is applied on \( \Gamma_{x_0}^\varepsilon \).

**Remark 2.7.** With the same notation as in the preceding theorem, from Lemma 2.4, and inequality (2.10) it follows that

\[
|\nabla_{\sigma, x_0}^\varepsilon (x) \Gamma_{x_0}^\varepsilon (\cdot, \xi)| \leq C_p \frac{d_{e,x_0}^{2-p}(x, \xi)}{B_{e,x_0}(x, d_{e,x_0}(x,\xi))}, \quad \deg(\sigma) = p,
\]

for every \( x, \xi \in K \) with \( x \neq \xi \).

The first step in our bootstrap argument for regularity consists in establishing representation formulae for the solution \( u \) and for its derivatives up to order four. Such representation formulae involve derivatives of the fundamental solution \( \Gamma_{x_0}^\varepsilon \) evaluated at points different from \( x_0 \). In order to provide estimates for such terms we invoke [18], Propositions 2.20 and 2.21, to obtain the following

**Proposition 2.8.** Let \( k \in \mathbb{N}, 2 \leq k \leq 4 \). Let \( \tilde{u} \in C^{k-1,2}_{\tilde{a}}(\Omega) \) and \( K \) be a compact subset of \( \Omega \). For every multi-index \( \sigma, \deg(\sigma) = k \), there are positive constants \( C \) and \( M \), independent of \( \varepsilon \), such that

\[
|\nabla_{\sigma, x_0}^\varepsilon \tilde{u}(x) - \nabla_{\sigma, x_0}^\varepsilon (x_0)| \Gamma_{x_0}^\varepsilon (\cdot, \xi)\]

\[
\leq C(d_{e,x_0}(x_0,x))d_{e,x_0}(x_0,\xi)^{-Q-\deg(\sigma)+1} + d_{e,x_0}(x_0,x)^2d_{e,x_0}(x_0,\xi)^{-Q-\deg(\sigma)+2},
\]

and

\[
|\nabla_{\sigma, x_0}^\varepsilon \tilde{u}(x) \Gamma_{x_0}^\varepsilon (\cdot, \xi) - \nabla_{\sigma, x_0}^\varepsilon (x_0) \Gamma_{x_0}^\varepsilon (\cdot, \xi)|
\leq C(d_{e,x_0}(x_0,x))d_{e,x_0}(x_0,\xi)^{-Q-\deg(\sigma)+1} + d_{e,x_0}(x_0,x)^2d_{e,x_0}(x_0,\xi)^{-Q-\deg(\sigma)+2},
\]

for every \( x, x_0 \in K \) and \( \xi \) such that \( d_{e,x_0}(x_0,\xi) \geq Md_{e,x_0}(x_0,x) \). The constant \( Q \) is the homogeneous dimension of the space, defined in (2.7).

Estimates of this type for the fundamental solution are the key elements used in [18], Proposition 3.9, to prove the following result:
Proposition 2.9. Let $k \in \mathbb{N}$, $2 \leq k \leq 4$. Assume that $u$ is a function of class $C^{k-1}_{\partial}(\Omega)$ and that there are open sets $\Omega_1 \subseteq \Omega_2 \subseteq \Omega_3 \subseteq \Omega$ such that for every $x \in \Omega_1$ the function $u$ admits the following representation:

$$
u(x) = \int_{\Omega} \Gamma^{e}_{x_0}(x, \xi) N_{1}(\xi, x_0) \, d\xi + \int_{\Omega} \Gamma^{e}_{0}(x, \xi) N_{2,k}(\xi, x_0) \, d\xi$$

$$+ \sum_{i=1}^{2n} \int_{\Omega} X^{e}_{i, x_0}(x, \xi) N_{2,kl}(\xi, x_0) \, d\xi + \int_{\Omega} \Gamma^{e}_{x_0}(x, \xi) N_{3,k}(\xi, x_0) \, d\xi.$$

Also assume that for every $x_0$ fixed $\in \Omega_1$, the kernels $N_{1}(\cdot, x_0)$ are supported in $\overline{\Omega_3} \setminus \overline{\Omega_2}$, as functions of their first variable and there exists a constant $C_1$ such that the kernels satisfy the following conditions:

(i) If $x_0$ is fixed $\in \Omega_1$ the $N_{1}(\cdot, x_0)$ is supported in $\overline{\Omega_3} \setminus \overline{\Omega_2}$,

$$|N_{1}(\xi, x_0) - N_{1}(\xi, x)| \leq C_1 d^{x}_{e, x_0}(x_0, x).$$

(ii) $N_{2,k}(\cdot, x_0)$ and $N_{2,kl}(\cdot, x_0)$ are smooth functions and all derivatives are uniformly Hölder continuous in the variable $x_0$, satisfying condition (2.15) with the same constant $C_1$ as $N_{1}$.

(iii) For every $\xi \in \Omega_3$ and $x, x_0 \in \Omega_1$,

$$|N_{3,k}(\xi, x_0)| \leq C_1 d^{x}_{e, x_0}(x_0, \xi),$$

and

$$|N_{3,k}(\xi, x_0) - N_{3,k}(\xi, x)| \leq C_1 d^{x}_{e, x_0}(x_0, x) d^{x}_{e, x_0}(x_0, \xi).$$

Then $u \in C^{k}_{\partial}$ and for every $\sigma$ such that $\deg(\sigma) = k$,

$$\nabla^{e}_{\sigma, \partial}(u)(x_0) = \int_{\Omega} \nabla^{e}_{\sigma, \partial}(x_0) \Gamma^{e}_{x_0}(\cdot, \xi) N_{1}(\xi, x_0) \, d\xi$$

$$+ \int_{\Omega} \Gamma^{e}_{x_0}(\xi, 0) \nabla^{e}_{\sigma, \partial}(x_0) (N_{2,k}(x_0 \circ \xi^{-1}, x_0)) \, d\xi$$

$$+ \sum_{i=1}^{2n} \int_{\Omega} X^{e}_{i, x_0}(x_0) \Gamma^{e}_{x_0}(\xi, 0) \nabla^{e}_{\sigma, \partial}(x_0) (N_{2,kl}(x_0 \circ \xi^{-1}, x_0)) \, d\xi$$

$$+ \int \nabla^{e}_{\sigma, \partial}(x_0) \Gamma^{e}_{x_0}(x, \xi) N_{3,k}(\xi, x_0) \, d\xi.$$

Besides, for any $\alpha' < \alpha$, there exists a constant $C$ only dependent on $C_1$ and on $C_{\alpha}$ in (2.10) such that

$$\|u\|_{C^{\alpha', \alpha}_{\partial}} \leq C.$$

Remark 2.10. The derivatives $\nabla^{e}_{\sigma, \partial}(x_0)$ in (2.18) can be computed by Lemma 2.4 in terms of the frozen derivatives $\nabla^{e}_{\sigma, x_0}(x_0)$. In particular the frozen derivatives $\nabla^{e}_{\sigma, x_0}(x_0)(h(\cdot \circ \xi^{-1}))$ can be calculated by the formula in [18], Proposition 2.23.
Remark 2.11. It is not difficult to prove that the same result is still true, if \( u \) has a more general representation

\[
(2.19) \quad u(x) = \int_{\Omega} \Gamma_{x_0}^e(x, \xi) N_1(\xi, x_0) \, d\xi + \int_{\Omega} \Gamma_{x_0}^e(x, \xi) N_{2,k}(\xi, x_0) \, d\xi \\
+ \sum_{i=1}^{2n} \int X_{i,x_0}^e(x, \xi) N_{2,ki}(\xi, x_0) \, d\xi + \int \Gamma_{x_0}^e(x, \xi) N_{3,k}(\xi, x_0) \, d\xi \\
+ \sum_{i=1}^{2n} \int X_{i,x_0}^e(x, \xi) N_{4,ki}(\xi, x_0) \, d\xi,
\]

where the kernels \( N_{4,ki}(\xi, x_0) \) satisfy assumptions similar to \( N_{3,k} \):

For every \( \xi \in \Omega_3 \) and \( x, x_0 \in \Omega_1 \),

\[
(2.20) \quad |N_{4,ki}(\xi, x_0)| \leq C_1 d_{x_0}^{k-1+\theta}(x_0, \xi),
\]

and

\[
(2.21) \quad |N_{4,ki}(\xi, x_0) - N_{4,ki}(\xi, x)| \leq C_1 d_{x_0}^{k-1}(x_0, \xi).
\]

3. From Lipschitz to \( C^1 \) regularity

Let us now start the first step in the proof of the regularity result. Using in full strength the nonlinearity of the operator \( L_e \), we prove here some Cacciopoli-type inequalities for the intrinsic gradient of \( u \), and for the derivative \( \partial_{2n}u \). The main novelty of the proof is that putting together two intrinsic subelliptic Cacciopoli inequalities we will end up with a Euclidean Cacciopoli inequality. In this way we can obtain the Hölder-regularity of the gradient via a standard Moser iteration.

We first observe that

\[
(3.1) \quad (X_{i,u}^e)^* = -X_{i,u}^e \quad \text{if} \quad i = 1, \ldots, 2n - 2, 2n, \quad \text{and} \\
(X_{2n-1,u}^e)^* = -X_{2n-1,u}^e - \partial_{2n}u,
\]

where \( (X_{i,u}^e)^* \) is the \( L^2 \) adjoint of the differential operator \( X_{i,u}^e \), and

\[
\partial_{2n}X_{i,u}^e u = -(X_{i,u}^e)^* \partial_{2n}u.
\]

We now prove that if \( u \) is a smooth solution of \( L_e u = 0 \) in \( \Omega \subset \mathbb{R}^{2n} \) then its derivatives \( \partial_{2n}u \) and \( X_{k,u}^e u \) are solutions of a similar mean curvature type equation with different right.

More precisely, we consider \( \omega = \partial_{2n}u + 2\|u\|_{\text{Lip}} \) and \( z = X_{k,u}^e u + 2\|u\|_{\text{Lip}} \). Note that positive constants have been added so that \( z \) and \( \omega \) are always strictly positive. This is a standard and necessary device which has to be used because negative powers of \( \omega \) and \( z \) have to be considered later in the course of the Moser iteration scheme.
Lemma 3.1. If \( u \) is a smooth solution of \( L u = 0 \) then \( \omega = \partial_{2n} u + 2\|u\|_{\text{Lip}} \) is a solution of the equation

\[
(3.2) \quad \sum_{i,j} (X_{i,u}^e)^* \left( \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla_u^e u|^2}} (X_{j,u}^e)^* \omega \right) = 0,
\]

where \( a_{ij} \) are defined in (1.7).

**Proof.** Differentiating the equation \( L u = 0 \) with respect to \( \partial_{2n} \) we obtain

\[
\partial_{2n} \left( X_{i,u}^e \left( \frac{X_{i,u}^e u}{\sqrt{1 + |\nabla_u^e u|^2}} \right) \right) = 0.
\]

Using the previous remark,

\[
(X_{i,u}^e)^* \left( \partial_{2n} \left( \frac{X_{i,u}^e u}{\sqrt{1 + |\nabla_u^e u|^2}} \right) \right) = 0.
\]

Note that

\[
\partial_{2n} \left( \frac{X_{i,u}^e u}{\sqrt{1 + |\nabla_u^e u|^2}} \right) = \frac{\partial_{2n} X_{i,u}^e u}{\sqrt{1 + |\nabla_u^e u|^2}} - \frac{X_{i,u}^e u X_{i,u}^e u \partial_{2n} X_{j,u}^e u}{(1 + |\nabla_u^e u|^2)^{3/2}}
\]

\[
= - \frac{(X_{i,u}^e)^* \partial_{2n} u}{\sqrt{1 + |\nabla_u^e u|^2}} + \frac{X_{i,u}^e u X_{i,u}^e u (X_{j,u}^e)^* \partial_{2n} u}{(1 + |\nabla_u^e u|^2)^{3/2}}.
\]

The result follows immediately. \( \square \)

Differentiating the equation \( L u = 0 \) with respect to \( X_{k,u}^e \) we obtain

Lemma 3.2. If \( u \) is a smooth solution of \( L u = 0 \) then \( z = X_{k,u}^e + 2\|u\|_{\text{Lip}} \) with \( k \leq 2n - 1 \) is a solution of the equation

\[
(3.3) \quad \sum_{i,j} X_{i,u}^e \left( \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla_u^e u|^2}} X_{j,u}^e z \right) = -\sum_i [X_{k,u}^e, X_{i,u}^e] \left( \frac{X_{i,u}^e u}{\sqrt{1 + |\nabla_u^e u|^2}} \right)
\]

\[
- \sum_{i,j} X_{i,u}^e \left( \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla_u^e u|^2}} [X_{k,u}^e, X_{j,u}^e] u \right),
\]

where \( a_{ij} \) are defined in (1.7).
Proof. Differentiating the equation $L_u u = 0$ with respect to $X^e_{k,u}$ we obtain

$$X^e_{k,u} \left( X^e_{i,u} \left( \frac{X^e_{i,u} u}{\sqrt{1 + |\nabla^e u|^2}} \right) \right) = 0,$$

and

$$[X^e_{k,u}, X^e_{i,u}] \left( \frac{X^e_{i,u} u}{\sqrt{1 + |\nabla^e u|^2}} \right) + X^e_{i,u} \left( \frac{X^e_{i,u} u}{\sqrt{1 + |\nabla^e u|^2}} \right) = 0.$$

Note that

$$X^e_{k,u} \left( \frac{X^e_{i,u} u}{\sqrt{1 + |\nabla^e u|^2}} \right) = \frac{X^e_{k,u} X^e_{i,u} u - X^e_{i,u} u X^e_{k,u} X^e_{j,u} u}{(1 + |\nabla^e u|^2)^{3/2}}$$

$$= \frac{d_{ij}(\nabla^e u)}{(1 + |\nabla^e u|^2)^{1/2}} ([X^e_{k,u} X^e_{j,u}] u + X^e_{j,u} z),$$

concluding the proof. □

Remark 3.3. It is useful to compute explicitly the commutators that appear in the previous result.

If $k \leq n - 1$ and $i = k + n - 1$ or $i \leq n - 1$ and $k = i + n - 1$, then

$$[X^e_{k,u}, X^e_{i,u}] = \text{sign}(k - i) \partial_{2n}.$$ 

If $i = 2n - 1$ and $k < 2n - 1$, then

$$[X^e_{k,u}, X^e_{i,u}] = X^e_{k,u} u \partial_{2n}.$$ 

If $k = 2n - 1$ and $i \neq 2n - 1$ then

$$[X^e_{k,u}, X^e_{i,u}] = -X^e_{i,u} u \partial_{2n}.$$ 

If $k = 2n$ and $i = 2n - 1$ then

$$[X^e_{k,u}, X^e_{i,u}] = X^e_{k,u} u \partial_{2n}.$$ 

All other commutators vanish. As a consequence, if $u$ is a smooth solution of $L_u u = 0$ then $|[X^e_{k,u}, X^e_{i,u}]|$ is always bounded by $1 + \|u\|_{Lip}^2$.

Proposition 3.4 (First Caccioppoli type inequality for $X^e_{k,u}$). If $u$ is a smooth solution of $L_u u = 0$ in $\Omega \subset \mathbb{R}^{2n}$, and $z = X^e_{k,u} u + 2\|u\|_{Lip}^2$ with $k \leq 2n$ then for every $p \geq 2$ there exists a constant $C$, only dependent on the bounds on the gradient of $u$ and on $p$ such that for every $\varphi \in C_0^\infty(\Omega)$

$$\int |\partial_{2n} z|^p z^{p-2} \varphi^2 \leq C \left( \int |\nabla^e z|^p z^{p-2} \varphi^2 + \int z^p (\varphi^2 + |\nabla^e \varphi|^2) \right).$$
The constant $C$ is bounded if $p$ is bounded away from 2. If $p = 2$ the inequality holds in the form

$$\int |\hat{\partial}_{2n}z|^2 \varphi^2 \leq C \int z^2 (\varphi^2 + |\nabla^2_{\varphi}|^2).$$

Proof. Calling $\omega = \hat{\partial}_{2n}u + 2||u||_{\text{Lip}}$, we have

$$\int |\nabla_{\varphi}^2 \omega|^2 z^{p-2} \varphi^2 \leq C \int \frac{a_{ij}(\nabla_{\varphi}^2 u)(X^{e}_{i,u})^{*} \omega X^{e}_{j,u} \omega z^{p-2} \varphi^2}{1 + |\nabla_{\varphi}^2 u|^2}$$

$$= - C \int \frac{a_{ij}(\nabla_{\varphi}^2 u)(X^{e}_{i,u})^{*} \omega X^{e}_{j,u} \omega z^{p-2} \varphi^2}{1 + |\nabla_{\varphi}^2 u|^2}$$

$$- C \int \frac{a_{2n-1j}(\nabla_{\varphi}^2 u)(X^{e}_{j,u})^{*} \omega X^{e}_{j,u} \omega z^{p-2} \varphi^2}{1 + |\nabla_{\varphi}^2 u|^2}$$

(integrating by parts $X^{e}_{j,u}$ in the first integral)

$$= C \int (X^{e}_{j,u})^{*} \left( \frac{a_{ij}(\nabla_{\varphi}^2 u)}{1 + |\nabla_{\varphi}^2 u|^2} (X^{e}_{j,u})^{*} \omega \right) \omega z^{p-2} \varphi^2$$

$$+ C \int \frac{a_{2n-1j}(\nabla_{\varphi}^2 u)}{1 + |\nabla_{\varphi}^2 u|^2} (X^{e}_{j,u})^{*} \omega X^{e}_{j,u} \omega z^{p-2} \varphi^2$$

$$+ C(p - 2) \int \frac{a_{ij}(\nabla_{\varphi}^2 u)}{1 + |\nabla_{\varphi}^2 u|^2} (X^{e}_{j,u})^{*} \omega X^{e}_{j,u} z z^{p-3} \varphi^2$$

$$+ 2C \int \frac{a_{ij}(\nabla_{\varphi}^2 u)}{1 + |\nabla_{\varphi}^2 u|^2} (X^{e}_{j,u})^{*} \omega z^{p-2} \varphi X^{e}_{j,u} \varphi$$

The first integral vanishes by Lemma 3.1. In the other integrals we can use the fact that

$$\left| \frac{a_{ij}(\nabla_{\varphi}^2 u)}{1 + |\nabla_{\varphi}^2 u|^2} \right| \leq 1 \quad \text{and} \quad |(X^{e}_{j,u})^{*} \omega| \leq (1 + ||u||_{\text{Lip}})|\nabla_{\varphi}^2 \omega|$$

where $||u||_{\text{Lip}}$ is bounded uniformly in $\epsilon$ by assumption. Then

$$\int |\nabla_{\varphi}^2 \omega|^2 z^{p-2} \varphi^2 \leq C \left( \int |\nabla_{\varphi}^2 \omega| z^{p-2}(\varphi^2 + |\varphi \nabla_{\varphi}^2 \varphi|) + (p - 2) \int |\nabla_{\varphi}^2 \omega| |\nabla_{\varphi}^2 z| z^{p-3} \varphi^2 \right)$$

(by Hölder inequality and the fact that $z$ is bounded away from 0)

$$\leq \delta \int |\nabla_{\varphi}^2 \omega|^2 z^{p-2} \varphi^2 + C(\delta) \int |\nabla_{\varphi}^2 \omega|^2 z^{p-2} \varphi^2 + C(\delta) \int z^p (\varphi^2 + |\nabla_{\varphi}^2 \varphi|^2).$$

For $\delta$ sufficiently small this implies that

$$\int |\nabla_{\varphi}^2 \omega|^2 z^{p-2} \varphi^2 \leq C \int |\nabla_{\varphi}^2 \omega|^2 z^{p-2} \varphi^2 + C \int z^p (\varphi^2 + |\nabla_{\varphi}^2 \varphi|^2).$$
The constant $C$ above is bounded as long as $p$ is away from 2. The special case $p = 2$ follows along similar computations.

Note that, if $k \neq 2n - 1$, we have

$$|\partial_{2nz}| = |\partial_{2n}X_{k,u}^e| = |X_{k,u}^e \partial_{2n}u| \leq |\nabla u^e|.$$ 
If $k = 2n - 1$, we have

$$|\partial_{2nz}| = |\partial_{2n}X_{2n-1,u}^e| = |X_{2n-1,u}^e \partial_{2n}u| + |\partial_{2n}u|^2 \leq |\nabla u^e| + |\partial_{2n}u|^2.$$ 

Hence, using again the boundedness of $|\partial_{2n}u|$ and the fact that $z$ is bounded from below, together with inequality (3.4) we conclude the proof. □

**Proposition 3.5** (Intrinsic Caccioppoli type inequality for $X_{k,u}^e$). If $u$ is a smooth solution of $L_\epsilon u = 0$ in $\Omega \subset \mathbb{R}^{2n}$ and $z = X_{k,u}^e + 2\|u\|_{\text{Lip}}$, with $k \leq 2n$, then for every $p \geq 1$ there exists a constant $C > 0$, only dependent on the bounds on the gradient of $u$ and on $p$ such that for every $\phi \in C_0^\infty(\Omega)$

$$\int |\nabla u^e|^2 z^{p-2} \phi^2 \leq C \int z^p (\phi^2 + |\nabla u^e|^2 + |\partial_{2n} u|).$$

The constant $C$ is bounded if $p$ is bounded away from the values 1 and 2.

**Proof.** Multiplying the equation (3.3) by $z^{p-1} \phi^2$ and integrating we obtain

$$\int X_{i,u}^e \left( \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla u^e|^2}} X_{j,u}^e \right) z^{p-1} \phi^2$$

$$= -\int X_{i,u}^e X_{i,u}^e \left( \frac{X_{i,u}^e u}{\sqrt{1 + |\nabla u^e|^2}} \right) z^{p-1} \phi^2 - \int X_{i,u}^e \left( \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla u^e|^2}} [X_{k,u}^e, X_{j,u}^e] u \right) z^{p-1} \phi^2.$$ 

We denote by $I_1$ and $I_2$ the integrals in the right-hand side. Let us consider the left-hand side

$$\int X_{i,u}^e \left( \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla u^e|^2}} X_{j,u}^e \right) z^{p-1} \phi^2$$

(since $(X_{i,u}^e)^* = -X_{i,u}^e - \delta_{i,2n-1} \partial_{2n} u$)

$$= -(p-1) \int \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla u^e|^2}} X_{j,u}^e z X_{i,u}^e z z^{p-2} \phi^2 - 2 \int \frac{a_{ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla u^e|^2}} X_{j,u}^e z z z^{p-2} \phi X_{i,u}^e \phi$$

$$- \int \frac{a_{2n-1,ij}(\nabla_u^e u)}{\sqrt{1 + |\nabla u^e|^2}} X_{j,u}^e \partial_{2n} u z z z^{p-2} \phi^2.$$
Using the uniform ellipticity of $a_{ij}$ and the boundedness of $a_{ij}$ and $\partial_{2n}u$, we obtain
\[ \int |V^e_u|^2 z^{p-2} \varphi^2 \leq C(2 \int |V^e_u|^p z^{p-1} \varphi |V^e_u| + \int |V^e_u|^2 z^{p-2} \varphi^2) + |I_1| + |I_2|. \]

From here, using a Hölder inequality and the boundedness of $z$ from below one has
\[ (3.5) \quad \int |V^e_u|^2 z^{p-2} \varphi^2 \leq C \int z^{p-2} (\varphi^2 + |V^e_u|^2) + |I_1| + |I_2|. \]

Next we estimate separately the terms $I_1$ and $I_2$. We begin with the latter and observe that integrating by parts the expression of $I_2$, we have
\[
I_2 = (p - 1) \int \frac{a_{ij}(V^e_u)}{1 + |V^e_u|^2} [X^e_{k,u}, X^e_{j,u}] uX^e_{i,u} z^{p-2} \varphi^2 \\
+ 2 \int \frac{a_{ij}(V^e_u)}{1 + |V^e_u|^2} [X^e_{k,u}, X^e_{j,u}] uz^{p-1} \varphi X_i \varphi \\
+ \int \frac{a_{2n-1}(V^e_u)}{1 + |V^e_u|^2} [X^e_{k,u}, X^e_{j,u}] u\partial_{2n} uz^{p-1} \varphi^2
\]
(using the fact that both $a_{ij}$ and the brackets, computed in Remark 3.3, are bounded)
\[
\leq C \int |V^e_u|^2 z^{p-2} \varphi^2 + C \int z^{p-1} \varphi |V^e_u| + C \int z^{p-1} \varphi^2
\]
(since $z$ is bounded from below)
\[
\leq \delta \int |V^e_u|^2 z^{p-2} \varphi^2 + C(\delta) \int z^p (\varphi^2 + |V^e_u|^2),
\]
for every $\delta > 0$.

In order to estimate $I_1$ we first consider separately the cases $k \neq 2n - 1$ and $k = 2n - 1$. If $k \leq n - 1$ then by Remark 3.3
\[
I_1 = -\text{sign}(k - n)(1 - \delta_{k,2n}) \int \partial_{2n} \left( \frac{X^e_{k+n-1,u}}{1 + |V^e_u|^2} \right) z^{p-1} \varphi^2 \\
- \int X^e_{k,u} u\partial_{2n} \left( \frac{X^e_{2n-1,u}}{1 + |V^e_u|^2} \right) z^{p-1} \varphi^2
\]
(integrating by parts, using the boundness of $V^e_u$, and the fact that $\partial_{2n} X^e_{k,u} u = \partial_{2n}z$)
\[
\leq C \int |\partial_{2n}z| z^{p-2} \varphi^2 + C \int z^{p-1} |\varphi \partial_{2n} \varphi| + C \int |\partial_{2n}z| z^{p-1} \varphi^2
\]
(using Hölder inequality and the fact that $z$ is bounded away from 0)
\[
\leq \delta \int |\partial_{2n}z|^2 z^{p-2} \varphi^2 + C(\delta) \int z^p (|\varphi \partial_{2n} \varphi| + \varphi^2)
\]
(by Proposition 3.4)

\[ \leq \delta \int |\nabla^e z|^2 z^{p-2} \phi^2 + C(\delta) \int z^p (|\phi \partial_{2n} \phi| + \phi^2 + |\nabla^e \phi|^2). \]

This estimate can be proved with a similar argument in the case \( n \leq k \leq 2n - 2 \) and \( k = 2n \). Hence if \( k \geq 2n - 1 \) the conclusion follows by choosing \( \delta \) sufficiently small.

If \( k = 2n - 1 \), then Remark 3.3 yields

\[ I_1 = -\int X_{i,u}^e u \partial_{2n} \left( \frac{X_{i,u}^e u}{\sqrt{1 + |\nabla^e u|^2}} \right) z^{p-1} \phi^2 \]

(directly computing the derivative with respect to \( \partial_{2n} \))

\[ = -\int (X_{i,u}^e u)^2 \partial_{2n} \left( \frac{1}{\sqrt{1 + |\nabla^e u|^2}} \right) z^{p-1} \phi^2 - \int X_{i,u}^e u \frac{\partial_{2n} X_{i,u}^e u}{\sqrt{1 + |\nabla^e u|^2}} z^{p-1} \phi^2 \]

(since \( \sum_i (X_{i,u}^e u)^2 = |\nabla^e u|^2 \))

\[ = -\int |\nabla^e u|^2 \partial_{2n} \left( \frac{1}{\sqrt{1 + |\nabla^e u|^2}} \right) z^{p-1} \phi^2 - \frac{1}{2} \int \frac{\partial_{2n} |\nabla^e u|^2}{\sqrt{1 + |\nabla^e u|^2}} z^{p-1} \phi^2. \]

If we set \( F(s) = \frac{1}{\sqrt{1 + s}} \), then one easily computes

\[ \partial_{2n} F(|\nabla^e u|^2) = \left( |\nabla^e u|^2 \partial_{2n} \left( \frac{1}{\sqrt{1 + |\nabla^e u|^2}} \right) + \frac{1}{2} \frac{\partial_{2n} |\nabla^e u|^2}{\sqrt{1 + |\nabla^e u|^2}} \right) \]

so that the previous integral becomes

\[ I_1 = -\int \partial_{2n} F(|\nabla^e u|^2) z^{p-1} \phi^2 \]

(integrating by parts)

\[ = (p - 1) \int F(|\nabla^e u|^2) \partial_{2n} z z^{p-2} \phi^2 + 2 \int F(|\nabla^e u|^2) z^{p-1} \phi \partial_{2n} \phi \]

(using the fact that \( F \) is bounded)

\[ \leq C \int |\partial_{2n} z| z^{p-2} \phi^2 + C \int z^{p-1} |\phi \partial_{2n} \phi| \]

(by Proposition 3.4 and an Hölder inequality)

\[ \leq \delta \int |\nabla^e u|^2 z^{p-2} \phi^2 + C(\delta) \int z^p (|\phi \partial_{2n} \phi| + \phi^2 + |\nabla^e \phi|^2), \]

thus concluding the proof. \( \square \)
Next, we note that, from Propositions 3.4 and 3.5 one can derive a Euclidean Cacciopoli type inequality for \( z = X^e_{k, u} u + 2\|u\|_{\text{Lip}} \), with \( k \leq 2n \). Here and in the following \( \nabla_E \) denotes the Euclidean gradient in \( \mathbb{R}^{2n} \).

**Proposition 3.6** (Euclidean Cacciopoli inequality). If \( u \) is a Lipschitz continuous solution of \( L e u = 0 \) in \( \Omega \subset \mathbb{R}^{2n} \), and \( z = X^e_{k, u} u + 2\|u\|_{\text{Lip}} \), with \( k \leq 2n \), then for every \( p \neq 1 \) there exists a constant \( C \), only dependent on the bounds on the gradient of \( u \) and on \( p \) such that for every \( \varphi \in C_0^\infty(\Omega) \)

\[
(3.6) \quad \int |\nabla_E z|^2 z^{p-2} \varphi^2 \leq C \int z^p (\varphi^2 + |\nabla_E \varphi|^2).
\]

The constant \( C \) is bounded if \( p \) is bounded away from the values 1 and 2.

**Proof.** Observe that there exists \( C > 0 \) depending only on \( \|u\|_{\text{Lip}} \) and \( \Omega \) such that for all points in \( \Omega \),

\[
|\nabla_E z|^2 \leq C \left( \sum_{k \leq 2n} |X^e_{k, u} z|^2 + |\partial_{2n} z|^2 \right).
\]

Hence using Propositions 3.4 and 3.5 and observing that

\[
|\nabla^e_u \varphi|^2 + |\partial_{2n} \varphi|^2 \leq C|\nabla_E \varphi|^2
\]

we obtain (3.6). \( \square \)

From Proposition 3.6, using the classical Moser procedure in the Euclidean setting, we can immediately deduce the following regularity result:

**Proposition 3.7.** Let \( u \) be a solution of \( L e u = 0 \) in \( \Omega \subset \mathbb{R}^{2n} \) and set

\[ z = X^e_{k, u} u + 2\|u\|_{\text{Lip}}, \quad \text{with } k \leq 2n. \]

For every compact set \( K \subset \subset \Omega \) then there exist a real number \( \alpha \in ]0, 1[ \) and a constant \( C \), only dependent on the bounds on the gradient and on the choice of the compact set such that

\[
\|z\|_{C^{\alpha}(K)} \leq C.
\]

In particular we have the estimate

\[
\sum_{i=1}^{2n+1} \sum_{j=1}^{2n} \|X^e_{i, u} X^e_{j, u} u\|_{L^2(K)} + \|u\|_{C^1_0(z)(K)} \leq C.
\]

**Proof.** For \( p \neq 1, 2 \) and \( z \) as in the statement of the proposition define the function

\[
w = \begin{cases} 
z^e & \text{if } p \neq 0, \\
\ln z & \text{if } p = 0. \end{cases}
\]
If \( p \neq 0 \) then the Caccioppoli inequality (3.6) and the Euclidean Sobolev Embedding Theorem yield

\[
(\int |\varphi w|^{2p})^{\frac{1}{p}} \leq Cp^2 \int w^2 |\nabla \varphi|^2,
\]

for some \( \theta > 1 \) and for every \( \varphi \in C_0^\infty(\Omega) \). Let \( 0 < r_1 < r_2 \) be sufficiently small so that the Euclidean ball \( B_{r_2} \) is contained in \( \Omega \). With an appropriate choice of test function, (3.7) implies

\[
(\int |z|^{\theta p})^{\frac{1}{\theta}} \leq \left( \frac{Cp^2}{r_2 - r_1} \right)^{\frac{1}{\theta}} \left( \int |z|^p \right)^{\frac{1}{\theta}} \quad \text{if } p > 0,
\]

\[
(\int |z|^{\theta p})^{\frac{1}{\theta}} \left( \frac{Cp^2}{r_2 - r_1} \right)^{\frac{1}{\theta}} \geq \left( \int |z|^p \right)^{\frac{1}{\theta}} \quad \text{if } p < 0.
\]

If \( p = 0 \), (3.6) implies

\[
\int |\varphi \nabla w|^2 \leq C \int |\nabla \varphi|^2.
\]

Let \( r > 0 \) sufficiently small so that the Euclidean ball \( B_r \subset \Omega \). A standard choice of test function and H"older inequality yield

\[
\int_{B_r} |\nabla w| \leq CR^{2n+1}.
\]

Recalling that \( \Omega \subset \mathbb{R}^{2n} \) and using Poincaré inequality we obtain \( w \in \text{BMO}(\Omega) \).

At this point, using (3.8), the John-Nirenberg Lemma and following the standard Moser iteration process (see for instance [27], Chapter 8) we obtain the Hölder regularity of \( z \).

**4. From \( C_{u}^{1,a} \) to \( C_{u}^{\infty} \) regularity**

In this section we will conclude the proof of the regularity result. The section is organized in 3 steps. We fix a function \( \bar{u} \), and study solutions of the linearized equation

\[
L_{e, \bar{u}} u = \sum_{i,j=1}^{2n} a_{i,j}^e (\nabla_{\bar{u}}^e \bar{u}) X_{i, \bar{u}}^e X_{j, \bar{u}}^e u = 0
\]

defined in (2.8), and represented in non-divergence form. The solutions \( u \) will be represented in terms of the fundamental solution \( \Gamma_{x_0}^e \) of the approximating operator \( L_{e, x_0} \), defined in (2.9):

\[
L_{e, x_0} u = \sum_{i,j=1}^{2n} a_{i,j}^e (\nabla_{x_0}^e \bar{u}(x_0)) X_{i, x_0}^e X_{j, x_0}^e u
\]
where $a_{ij}^\varepsilon$ are defined in (1.7). Since estimates on $\Gamma_{x_0}^\varepsilon$ uniform in $\varepsilon$ are well known (and have been recalled in Section 2), from these representation formulas we will deduce a priori estimates for the solution $u$, in terms of the fixed solution $\bar{u}$. Choosing $\bar{u} = u$ we will obtain a priori estimates of the solutions of the non-linear equation $L_u = 0$. Finally, letting $\varepsilon$ go to 0, we will conclude the proof of the estimates of the vanishing viscosity solutions of $Lu = 0$.

### 4.1. Representation formulas.

**Lemma 4.1.** The difference between the operator $L_{e, \bar{u}}$ and its frozen operator can be expressed as follows:

\[
(L_{e, x_0} - L_{e, \bar{u}})u(\xi) = \sum_{ij=1}^{2n} (a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 u(x_0)) - a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(\xi))) X_i^\varepsilon X_j^\varepsilon u(\xi)
\]

\[
- \sum_{j=1}^{2n} a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 u(x_0)) (\bar{u}(\xi) - P_1 \bar{u}(\xi)) \partial_{2n} X_j^\varepsilon u(\xi)
\]

\[
- \sum_{j=1}^{2n} a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) X_j^\varepsilon X_i^\varepsilon((\bar{u}(\xi) - P_1 \bar{u}(\xi)) \partial_{2n}) u(\xi).
\]

**Proof.** Observe that

\[
(L_{e, x_0} - L_{e, \bar{u}})u(\xi) = \sum_{ij=1}^{2n} (a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) - a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(\xi))) X_i^\varepsilon X_j^\varepsilon u(\xi)
\]

\[
- \sum_{j=1}^{2n} a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) (X_i^\varepsilon X_j^\varepsilon - X_i^{\varepsilon, x_0} X_j^{\varepsilon, x_0}) u(\xi)
\]

\[
= \sum_{ij=1}^{2n} (a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) - a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(\xi))) X_i^\varepsilon X_j^\varepsilon u(\xi)
\]

\[
- \sum_{ij=1}^{2n} a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) ((X_i^\varepsilon - X_i^{\varepsilon, x_0}) X_j^\varepsilon + X_i^{\varepsilon, x_0} (X_j^\varepsilon - X_j^{\varepsilon, x_0})) u(\xi)
\]

\[
= \sum_{ij=1}^{2n} (a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) - a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(\xi))) X_i^\varepsilon X_j^\varepsilon u(\xi)
\]

\[
- \sum_{ij=1}^{2n} a_{ij}^\varepsilon(\nabla_{\bar{u}}^2 \bar{u}(x_0)) (\delta_{i, 2n} \bar{u}(\xi) - P_1 \bar{u}(\xi)) \partial_{2n} X_j^\varepsilon
\]

\[
+ X_i^{\varepsilon, x_0} (\delta_{i, 2n} (\bar{u}(\xi) - P_1 \bar{u}(\xi)) \partial_{2n}) u(\xi)
\]

where $\delta$ is the Kroeneker function. From this the thesis immediately follows. \(\square\)

Let us first represent the solutions of the equation $L_{e, \bar{u}} u = 0$ in terms of the fundamental solution $\Gamma_{x_0}^\varepsilon$ of the operator $L_{e, x_0}$ defined in (2.9).
Proposition 4.2. Let us assume that \( \bar{u} \) is a fixed function of class \( C^\infty(\Omega) \), and that \( u \) is a classical solution of \( L_{e,\bar{a}}u = g \in C^\infty(\Omega) \). Then for any \( \varphi \in C^0_0(\Omega) \) the function \( u\varphi \) can be represented as

\[
(4.2) \quad u\varphi(x) = \int_\Omega \Gamma^e_{x_0}(x, \xi)N_1(\xi, x_0) \, d\xi + \int_\Omega \Gamma^e_{x_0}(x, \xi)L_{e,\bar{a}}u(\xi)\varphi(\xi) \, d\xi \\
+ \sum_{j=1}^{2n} \int \Gamma^e_{x_0}(x, \xi) \left( b^{e}_{ij}(\nabla^e_{\bar{a}}\bar{u}(x_0)) - b^{e}_{ij}(\nabla^e_{\bar{a}}\bar{a}(\xi)) \right) X^e_{i,j}X^e_{j,i}u(\xi)\varphi(\xi) \, d\xi \\
+ \sum_{j=1}^{2n} \int X^e_{s,j_k} \Gamma^e_{x_0}(x, \xi) \left( \bar{a}(\xi) - P^1_{x_0} \bar{a}(\xi) \right) h_{sij}(x_0)X^e_{i,j}X^e_{j,i}u(\xi)\varphi(\xi) \, d\xi.
\]

The expressions of \( N_1, b_{ij} \) and \( h_{sij} \) are the following:

\[
(4.3) \quad N_1(\xi, x_0) = u(\xi)L_{e,x_0}\varphi(\xi) \\
+ \sum_{j=1}^{2n} a^{e}_{ij}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \left( X^e_{i,j}u(\xi)X^e_{j,i}u(\xi) + X^e_{j,i}u(\xi)X^e_{i,j}u(\xi) \right) \\
- \sum_{j=1}^{2n} a^{e}_{ij}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \left( \bar{u}(\xi) - P^1_{x_0} \bar{u}(\xi) \right) X^e_{i,j}u(\xi)u(\xi) \\
+ \sum_{j=1}^{2n} a^{e}_{ij}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \left( \bar{a}(\xi) - P^1_{x_0} \bar{a}(\xi) \right) X^e_{i,j}X^e_{i,j}u(\xi)u(\xi) \\
- \sum_{j=1}^{2n} a^{e}_{ij}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \left( \bar{u}(\xi) - P^1_{x_0} \bar{u}(\xi) \right) X^e_{i,j}X^e_{i,j}u(\xi)u(\xi),
\]

\[
b_{ij} : \mathbb{R}^{2n} \rightarrow \mathbb{R},
\]

\[
b_{i,j}(p) = -\delta_{ij}a_{k}(p) + a_{2n-1-j}(\nabla^e_{\bar{a}}\bar{a}(x_0)) p_{1} \delta_{i} \delta_{j} - p_{n} \delta_{i} a_{2n-1-j}(\nabla^e_{\bar{a}}\bar{a}(x_0)).
\]

Finally \( h_{sij} \) are real numbers, only dependent on \( x_0 \), defined as

\[
(4.5) \quad h_{sij}(x_0) = -a^{e}_{2n-1-s}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \left( \delta_{i} \delta_{j} \delta_{m} - \delta_{m} \delta_{i} \delta_{j} \right) \\
+ a^{e}_{2n-1-j}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \left( \delta_{i} \delta_{m} \delta_{j} - \delta_{m} \delta_{i} \delta_{j} \right).
\]

Proof. By definition of fundamental solution, we have

\[
(4.6) \quad u\varphi(x) = \int_\Omega \Gamma^e_{x_0}(x, \xi) L_{e,\bar{a}}u(\xi)\varphi(\xi) \, d\xi \\
= \int_\Omega \Gamma^e_{x_0}(x, \xi) \left( uL_{e,\bar{a}}\varphi + \sum_{j=1}^{2n} a^{e}_{ij}(\nabla^e_{\bar{a}}\bar{u}(x_0)) \\
\times \left( X^e_{i,j}uX^e_{j,i}u(\xi) + X^e_{j,i}uX^e_{i,j}u(\xi) \right) \right) \, d\xi \\
+ \int_\Omega \Gamma^e_{x_0}(x, \xi)L_{e,\bar{a}}u(\xi)\varphi(\xi) \, d\xi + \int_\Omega \Gamma^e_{x_0}(x, \xi)(L_{e,\bar{a}} - L_{e,\bar{a}})u(\xi)\varphi(\xi) \, d\xi.
\]
We can use the expression of $L_{\epsilon,x_0} - L_{\epsilon,\tilde{\theta}}$ computed in (4.1). Let us consider the second term in the right-hand side, multiplied by the fundamental solution. Since $\hat{c}_{2n} = [X^{\epsilon}_{1,x_0}, X^{\epsilon}_{n,x_0}]$, it becomes

$$
\sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) \hat{c}_{2n} X^{\epsilon}_{j,\tilde{\theta}} u \varphi \, d\xi 
$$

$$= \sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) [X^{\epsilon}_{1,x_0}, X^{\epsilon}_{n,x_0}] (X^{\epsilon}_{j,\tilde{\theta}} u) \varphi \, d\xi
$$

(integrating by part and using the fact that $X^{\epsilon}_{1,x_0} = X^{\epsilon}_{1,\tilde{\theta}}$ and $X^{\epsilon}_{n,x_0} = X^{\epsilon}_{n,\tilde{\theta}}$)

$$= -\sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} X^{\epsilon}_{x_0} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) X^{\epsilon}_{n,\tilde{\theta}} X^{\epsilon}_{j,\tilde{\theta}} u \varphi \, d\xi
$$

$$- \sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta}) X^{\epsilon}_{n,\tilde{\theta}}(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) X^{\epsilon}_{j,\tilde{\theta}} u \varphi \, d\xi
$$

$$- \sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) X^{\epsilon}_{n,\tilde{\theta}} X^{\epsilon}_{j,\tilde{\theta}} u X^{\epsilon}_{1,\tilde{\theta}} \varphi \, d\xi
$$

$$+ \sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} X^{\epsilon}_{n,\tilde{\theta}} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) X^{\epsilon}_{1,\tilde{\theta}} X^{\epsilon}_{j,\tilde{\theta}} u X^{\epsilon}_{1,\tilde{\theta}} \varphi \, d\xi
$$

$$+ \sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta}) X^{\epsilon}_{n,\tilde{\theta}}(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) X^{\epsilon}_{1,\tilde{\theta}} X^{\epsilon}_{j,\tilde{\theta}} u X^{\epsilon}_{1,\tilde{\theta}} \varphi \, d\xi
$$

The third term in (4.1) becomes

$$
\sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta}) X^{\epsilon}_{j,\tilde{\theta}} \left( (\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) \right) \hat{c}_{2n} u(\tilde{\theta}) \varphi(\tilde{\theta}) \, d\xi
$$

(integrating by part)

$$= -\sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} X^{\epsilon}_{j,\tilde{\theta}} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) \hat{c}_{2n} u(\tilde{\theta}) \varphi(\tilde{\theta}) \, d\xi
$$

$$- \sum_{j=1}^{2n} a^{\epsilon}_{2n-1j} \left( \nabla^{\epsilon}_{\tilde{\theta}} \tilde{\theta}(x_0) \right) \int_{\Omega} \Gamma^{\epsilon}_{x_0}(x, \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta})(\tilde{\theta} - P^{1}_{x_0} \tilde{\theta}) \hat{c}_{2n} u(\tilde{\theta}) X^{\epsilon}_{j,\tilde{\theta}} \varphi(\tilde{\theta}) \, d\xi.
$$

Inserting (4.7) and (4.8) in (4.1) and using the expression of $b_{ij}$ and $h_{ij}(x_0)$, we obtain
\( \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi)(L_{x_0} - L_{e_0, \tilde{a}})u(\xi)\varphi(\xi) \, d\xi \)

\[
= \sum_{j=1}^{2n} \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \left( a_{ij}^e (\nabla_a^e \tilde{u}(x_0)) - a_{ij}^e (\nabla_{\tilde{a}}^e \tilde{u}(\xi)) \right) X_{i, \tilde{a}}^e X_{j, \tilde{a}}^e u(\xi)\varphi(\xi) \, d\xi \\
+ \sum_{j=1}^{2n} \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \left( b_{ij}^e (\nabla_a^e \tilde{a}(x_0)) - b_{ij}^e (\nabla_{\tilde{a}}^e \tilde{a}(\xi)) \right) X_{i, \tilde{a}}^e X_{j, \tilde{a}}^e u(\xi)\varphi(\xi) \, d\xi \\
+ \sum_{j=1}^{2n} \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \left( \tilde{u}(\xi) - P_{x_0}^1 \tilde{a}(\xi) \right) h_{ij}^e (x_0) X_{i, \tilde{a}}^e X_{j, \tilde{a}}^e u(\xi)\varphi(\xi) \, d\xi \\
- \sum_{j=1}^{2n} a_{ij}^e \left( \nabla_a^e \tilde{u}(x_0) \right) \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \left( \tilde{u}(\xi) - P_{x_0}^1 \tilde{a}(\xi) \right) X_{i, \tilde{a}}^e X_{j, \tilde{a}}^e u \, d\xi \\
+ \sum_{j=1}^{2n} a_{ij}^e \left( \nabla_{\tilde{a}}^e \tilde{a}(x_0) \right) \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \left( \tilde{u}(\xi) - P_{x_0}^1 \tilde{a}(\xi) \right) X_{i, \tilde{a}}^e u \, d\xi \\
- \sum_{j=1}^{2n} a_{ij}^e \left( \nabla_{\tilde{a}}^e \tilde{a}(x_0) \right) \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \left( \tilde{u}(\xi) - P_{x_0}^1 \tilde{a}(\xi) \right) \partial_\eta u(\xi) X_{j, \tilde{a}}^e \varphi(\xi) \, d\xi.
\]

From this expression, equation (4.6), and the expression of \( N_1 \) in (4.3) we obtain the asserted representation formula. \( \square \)

The following representation formula will be used to estimate higher order derivatives of the solutions.

**Proposition 4.3.** Let us assume that \( \tilde{u} \) is a fixed function of class \( C^\infty(\Omega) \), and assume that \( u \) is a classical solution of \( L_{x_0, \tilde{a}} u = g \in C^\infty(\Omega) \). Then for any \( \varphi \in C_0^\infty(\Omega) \) the function \( u\varphi \) can be represented as

\[
(4.12) \quad u\varphi(x) = \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \varphi(\xi) N_1(\xi, x_0) \, d\xi \quad + \quad \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \varphi(\xi) N_{2,k}(\xi, x_0) \, d\xi \\
+ \sum_{k=1}^{2n} \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \varphi(\xi) N_{2,ks}(\xi, x_0) \, d\xi \quad + \quad \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \varphi(\xi) N_{3,k}(\xi, x_0) \, d\xi \\
+ \sum_{k=1}^{2n} \int_{\Omega}^{\Gamma_{x_0}^e} (x, \xi) \varphi(\xi) N_{4,ki}(\xi, x_0) \, d\xi,
\]

where \( N_1(\xi, x_0) \) is defined in (4.3). If \( b_{ij} \) is the function defined in (4.4), we call \( b_{ij} = b_{ij}(\nabla_{\tilde{a}}^e \tilde{u}) \), and the other kernels are expressed:

\[
N_2(\xi, x_0) = P_{x_0}^{k-2} g(\xi) + \sum_{i=1}^{2n} \left( P_{x_0}^{k-2} b_{ij}^e(\xi) - b_{ij}^e(x_0) \right) P_{x_0}^{k-3} (X_{i, \tilde{a}}^e X_{j, \tilde{a}}^e u)(\xi),
\]

\[
N_{2,kx}(\xi, x_0) = \sum_{i=1}^{2n} \left( P_{x_0}^{k-1} \tilde{u}(\xi) - P_{x_0}^1 \tilde{a}(\xi) \right) h_{ij}^e (x_0) P_{x_0}^{k-3} (X_{i, \tilde{a}}^e X_{j, \tilde{a}}^e u)(\xi),
\]
The first two terms of this expression define
\[
N_{3,k}(\xi, x_0) = \left(g(\xi) - P_{x_0}^{k-2} g(\xi)\right) + \left(b_{ij}(\xi) - b_{ij}(x_0)\right)\left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right)
\]
\[
+ \left(b_{ij}(\xi) - b_{ij}(x_0)\right)\left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right) + \left(\bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)\right)\left(h_{sij}(x_0) \left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right) + \left(\bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)\right)\left(h_{sij}(x_0) \left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right).
\]

(4.13)
\[
N_{4,ks}(\xi, x_0) = \left(\bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)\right) h_{sij}(x_0) \left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right)
\]

Proof. We represent \( u \) as in formula (4.2), and we study each term separately. Let us start with the second term in (4.2):
\[
g(\xi) = L_{e,a} u(\xi) = P_{x_0}^{k-2} g(\xi) + \left(g(\xi) - P_{x_0}^{k-2} g(\xi)\right).
\]

The kernel in the third term of (4.2) can be expanded as follows:
\[
(4.16) \quad (b_{ij}(\xi) - b_{ij}(x_0)) X_{i,a}^e X_{j,a}^e u(\xi)
\]
\[
= \left(P_{x_0}^{k-2} b_{ij}(\xi) - b_{ij}(x_0)\right) P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)
\]
\[
+ \left(b_{ij}(\xi) - b_{ij}(x_0)\right) \left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right)
\]
\[
+ \left(b_{ij}(\xi) - b_{ij}(x_0)\right) P_{x_0}^{k-2} b_{ij}(\xi) P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi).
\]

The first terms in (4.15) and (4.16) define \( N_{2,k} \), the sum of the other terms defines \( N_{3,k} \).

The kernel in the last term of (4.2) can be represented as
\[
(4.17) \quad (\bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)) h_{sij}(x_0) \left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right)
\]
\[
= \left(\bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)\right) h_{sij}(x_0) \left(X_{i,a}^e X_{j,a}^e u(\xi) - P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)\right)
\]
\[
+ \left(\bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)\right) P_{x_0}^{k-1} \bar{a}(\xi) h_{sij}(x_0) h_{sij}(x_0) P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi)
\]
\[
+ \left(P_{x_0}^{k-1} \bar{a}(\xi) - P_{x_0}^1 \bar{a}(\xi)\right) h_{sij}(x_0) P_{x_0}^{k-3} (X_{i,a}^e X_{j,a}^e u)(\xi).
\]

The first two terms of this expression define \( N_{4,ks} \), the third defines \( N_{2,ks} \).

4.2. A priori estimates of the solution of the linear operator.

Proposition 4.4. Assume that \( u \) and \( \bar{u} \) are of class \( C_{a}^{\infty}(\Omega) \) and that
\[
L_{e,a} u = g \in C_{a}^{\infty}(\Omega).
\]

Also assume that there exists a compact set \( K \subset \Omega \) and constant \( C_0 \) such that
\[
\|u\|_{C_{a}^{\infty}(K)} + \|g\|_{C_{a}^{1,\gamma}(K)} + \sum_{\deg(\sigma) \leq 2} \|V_{e,a} u\|_{L^{\infty}(K)} \leq C_0.
\]
Then, for every compact set $K_1 \subset K$, for every $x' < x$ there exists a constant $C > 0$ only dependent on $C_0$, $x$ and the compact sets, such that

\[
\sum_{\deg(\sigma) = 2} \|\nabla_{\sigma, a}^e u\|_{C^2(K_1)} \leq C.
\]

Moreover, for every choice of compact sets $K_2$, $K_3$ such that $K_1 \subset K_2 \subset K_3 \subset K$, for every function $\varphi \in C_0^\infty(\text{int}(K))$ such that $\varphi \equiv 1$ in $K_2$, for every multi-index $\sigma$ of length 2, we have the following representation:

\[
\nabla_{\sigma, a}^e (u \varphi) (x_0) = \int_{\Omega} \nabla_{\sigma, a}^e (x_0) \Gamma_{x_0}^e (\cdot, \xi) N_1 (\xi, x_0) d\xi
\]

\[
+ \int_{\Omega} \Gamma_{x_0}^e (\xi, 0) \nabla_{\sigma, a}^e (x_0) P^1_{x_0} g(\xi) \varphi (x_0 \circ \xi^{-1}) d\xi
\]

\[
+ \int_{\Omega} \nabla_{\sigma, a}^e (x_0) \Gamma_{x_0}^e (\cdot, \xi) (g(\xi) - P^1_{x_0} g(\xi)) \varphi (\xi) d\xi
\]

\[
+ \sum_{ij=1}^{2n} \int_{\Omega} \nabla_{\sigma, a}^e (x_0) \Gamma_{x_0}^e (\cdot, \xi) \left( h_{ij} (\nabla_{\sigma, a}^e u (x_0))
\right.
\]

\[
- h_{ij} \left( \nabla_{\sigma, a}^e (x_0) \right) X_{ij}^e \nabla_{\sigma, a}^e X_{ij}^e u (\xi) \varphi (\xi) d\xi
\]

\[
+ \sum_{ij=1}^{2n} \int_{\Omega} \nabla_{\sigma, a}^e (x_0) \Gamma_{x_0}^e (\cdot, \xi)
\]

\[
\times \left( \bar{u} (\xi) - P^1_{x_0} \bar{u} (\xi) \right) h_{ij} (x_0) X_{ij}^e \nabla_{\sigma, a}^e X_{ij}^e u (\xi) \varphi (\xi) d\xi
\]

where $N_1$ is defined in Proposition 4.2.

**Proof.** By Proposition 4.2, we know that the function $u \varphi$ admits a representation in terms of the fundamental solution of the frozen operator, and suitable kernels. Let us verify that these kernels satisfy the assumptions of Proposition 2.9 with $k = 2$.

From the expression of $N_1$ in (4.3), we see that $N_1$ is a sum of derivatives of the function $\varphi$. Since $\varphi$ is constantly equal to 1 on the set $K_2$, then $N_1$ vanishes on the same set. Hence the point (i) of Proposition 2.9 regarding the support of $N_1$ is satisfied. On the other side $N_1$ depends on $x_0$ only through the first derivatives of $\bar{u}$, while it depends on $\xi$ through the derivatives up to second order of the function $u$. Hence it is Hölder continuous in $x_0$ locally uniformly in $\xi$. Hence there exists a constant $C_1$ only depending on $C_0$ such that

\[ |N_1(\xi, x_0) - N_1(\xi, x)| \leq C_1 d_{x, x_0}^2 (x_0, x), \]

for every $x, x_0 \in K_1$ and $\xi \in K_3$ and this shows that (2.15) holds.

The second term in (4.2) is the convolution of the fundamental solution with the function $g(\xi) = L_{a, e} u (\xi) = P^1_{x_0} g(\xi) + (g(\xi) - P^1_{x_0} g(\xi))$. The function $P^1_{x_0} g(\xi) \varphi (\xi)$ will play the role of the kernel $N_2$ in Proposition 2.9. Since $g$ is of class $C^{1,2}_{\bar{u}} (K)$, its first order Taylor
polynomial is Hölder continuous in $x_0$ locally uniformly in $\zeta$ and there exists a constant $C_1$ only depending on $C_0$ such that

$$|P_{x_0}^1 g(\zeta)\varphi(\zeta) - P_{X}^1 g(\zeta)\varphi(\zeta)| \leq C_1 d_{x_0}^{1+\gamma}(x_0, \zeta),$$

for every $x, x_0 \in K_1$ and $\zeta \in K_3$. This shows that also (ii) holds.

The function $(g - P_{x_0}^1 g)(\zeta)$ satisfies the assumptions (2.16) and (2.17) of the kernel $N_{3,k}$, in the same lemma with $k = 2$. Indeed, from the definition (2.2) of the Taylor polynomial we deduce that

$$|P_{x_0}^1 g(\zeta) - P_{X}^1 g(\zeta)| \leq C_1 d_{x_0}^{1+\gamma}(x_0, \zeta),$$

if $x, x_0$ are fixed in $K_1$ and $\zeta \in K_3$. Similarly, from (2.4) we deduce that

$$|P_{x_0}^1 g(\zeta) - P_{X}^1 g(\zeta)| \leq C_1 d_{x_0}^{1+\gamma}(x_0, X) d_{x_0}^{1+\gamma}(x_0, \zeta),$$

again with a constant $C_1$, depending on the $C_1^{1+\gamma}$ norm of $g$. This ensures that (2.17) is satisfied.

In the same way, using the regularity properties of $\bar{u}$, we deduce that the function

$$(b^\zeta_\bar{u}(\nabla_\bar{u}^\zeta(\bar{u}(x_0))) - b^\zeta_\bar{u}(\nabla_\bar{u}^\zeta(\bar{u}(\zeta)))) X_{i,a}^{\zeta} X_{j,a}^{\zeta} u(\zeta)$$

satisfies the assumption of the kernel $N_{3,k}$ in Proposition 2.9.

Finally, from the property (2.4) of the Taylor polynomials, we deduce that the function

$$(\bar{u}(\zeta) - P_{x_0}^1 \bar{u}(\zeta)) h_{\text{bij}}(x_0) X_{i,a}^{\zeta} X_{j,a}^{\zeta} u(\zeta) \varphi(\zeta)$$

satisfies the assumptions of the kernels $N_{4,k}$ in Remark 2.11.

In order to obtain an a-priori estimate of the second derivatives of the solution $u$ in terms of its $L^p$ norms we need to improve slightly the previous result.

**Lemma 4.5.** Assume that $u$ and $\bar{u}$ are $C^\infty$ functions, and that $u$ is a classical solution of $L_{e,\bar{a}}^u = g \in C^{\gamma}_{\bar{a}}(\Omega)$. Also assume that there exist a compact $K \subset \Omega$, and real numbers $p > 1$, $\gamma < 1$ and $C_0 > 0$ such that

$$\|\bar{u}\|_{C^{1,\gamma}_a(K)} + \|g\|_{C^{1,\gamma}_a(K)} + \|u\|_{C^{1,\gamma}_a(K)} + \sum_{\operatorname{deg}(\alpha) = 2} \|\nabla_\alpha^\gamma \bar{u}u\|_{L^p(K)} \leq C_0. \quad (4.20)$$

- If $Q - px > 0$, then, for every compact set $K_1 \subset K$ there exists a constant $C > 0$ only depending on $C_0$ such that

$$\sum_{\operatorname{deg}(\alpha) = 2} \|\nabla_\alpha^\gamma \bar{u}u\|_{L^r(K_1)} \leq C, \quad (4.21)$$

where $r = \frac{Qp}{Q - px}$, and $Q$ is the homogeneous dimension of the space, defined in (2.7).
\[ \text{If } Q - px < 0, \text{ then for every compact set } K_1 \ll K \text{ there exists a constant } C > 0 \text{ only depending on } C_0 \text{ such that} \]

\[ \sum_{\text{deg}(\sigma) = 2} \|\nabla_{\sigma, \theta}^\epsilon u\|_{L^\infty(K)} \leq C. \]

\section*{Proof}

The proof follows from the representation of the derivatives of \( u \varphi \) provided in Proposition 4.4.

Let us consider the first integral in (4.19). We first note that, by the expression (4.3) of \( N_1 \), there exist constants \( C_3 \) and \( C_4 \) only dependent on \( C_0 \) such that

\[ |N_1(\xi, x_0)| \leq C_3 + C_4 \sum_{i,j} |X_{\epsilon i, \theta}^\epsilon X_{\epsilon j, \theta}^\epsilon u| \]

for any \( \xi, x_0 \in K \). On the other hand \( N_1 \) is a sum of derivatives of the function \( \varphi \), constant in \( K_2 \), the support of the kernel \( N_1 \) is a subset of \( K_3 / C_0 K_2 \). This implies that if \( x \in K_1 \) and \( \xi \in \text{supp}(N_1) \), then \( d_{\epsilon, \theta}(x, \xi) \geq d_{\epsilon, \theta}(K_1, K_3 - K_2) \) and the function \( \nabla_{\epsilon, \theta}^\epsilon(x_0) \Gamma_{x_0}^\epsilon(x, \xi) \) is bounded uniformly in \( \epsilon \), by condition (2.11). Then, for every \( x_0 \in K_1 \)

\[ |\int \nabla_{\epsilon, \theta}^\epsilon \Gamma_{x_0}^\epsilon(x, \xi) N_1(\xi, x_0) d\xi| \leq \int_{K_3} |N_1(\xi, x_0)| d\xi \leq C(1 + \|X_{\epsilon i, \theta}^\epsilon X_{\epsilon j, \theta}^\epsilon u\|_{L^1(K)}) \leq C_1, \]

where \( C \) only depends on \( C_0 \).

The second term in (4.19) is the convolution of the fundamental solution with a regular function,

\[ \nabla_{\epsilon, \theta}^\epsilon(x_0) \left( P_{x_0}^1 g(\xi) \varphi(x_0 \circ \xi^{-1}) \right) \]

whose \( L^\infty \) norm only depends on \( \|g\|_{C^{1,1}_2} \) on the support \( K \) of the function \( \varphi \).

In the third term of (4.19), using the property (2.2) of the Taylor polynomial, and the estimate (2.10) of the fundamental solution, we obtain

\[ \int_{\Omega} \left| \nabla_{\epsilon, \theta}^\epsilon(x_0) \Gamma_{x_0}^\epsilon(\cdot, \xi) (g^{\epsilon}(\xi) - P_{x_0}^1 g(\xi)) \right| \varphi(\xi) d\xi \leq C \int_{K_3} d^2_{\epsilon, x_0} Q(x_0, \xi) d\xi \leq C_1 \]

for a suitable constant \( C_1 \) depending on \( \|g\|_{C^{1,1}_2} \), and on the compact set \( K \). Consequently, these terms belong to \( L^\infty_{\text{loc}} \).

Using again (2.2) and (2.10) the last two terms in representation formula (4.19) can be estimated by

\[ \int_{\Omega} d_{\epsilon, x_0}^{-Q+2} (x_0, \xi) |X_{\epsilon i, \theta}^\epsilon X_{\epsilon j, \theta}^\epsilon u(\xi)| d\xi. \]

Thanks to Theorem 2.6, we can then apply the standard theory of singular integrals and deduce that if \( |X_{\epsilon i, \theta}^\epsilon X_{\epsilon j, \theta}^\epsilon u(\xi)| \in L^p(K) \), with \( Q - px > 0 \) then (4.21) follows.
In order to prove (4.22) it suffices to apply the Hölder inequality to (4.23) and use the fact that $Q - px < 0$. This immediately leads to the desired $L^\infty$ bounds on the second derivatives of the solution.

**Proposition 4.6.** Let us assume that $\vec{u}$ is of class $C^\infty(\Omega)$ and that $u$ is a classical solution of $L_{\vec{a}_0}u = g \in C^\infty_{C_0}(\Omega)$. Let us also assume that there exists a compact set $K \subset \Omega$ and constant $C_0$ such that assumption (4.20) is satisfied, and such that

$$\|u\|_{C^{k-1,2}(K)} + \|\vec{u}\|_{C^{k-1,2}(K)} + \|g\|_{C^{k-2,2}(K)} \leq C_0.$$  

Then, for any $2 \leq k \leq 4$, for every compact set $K_1 \subset K$ there exists a constant $C > 0$ depending only on the choice of the compact sets, $C_0$, $k$ and $\alpha$ such that

$$\|u\|_{C^{k-2,2}(K_1)} \leq C.$$

**Proof.** A direct computation shows that the kernel in the representation formula in Proposition 4.3 satisfies the assumptions of Proposition 2.9.

### 4.3. A priori estimates of the solution of the non-linear operator.

We start with the following iteration result:

**Lemma 4.7.** Assume that $\vec{u}$ and $f_0$ are $C^\infty$ functions. If $z$ is a smooth solution of

$$\sum_{ij} a_{ij}(\nabla^2 \vec{u}) X^e_{ia} X^e_{ja} z + f_0 = 0 \quad \text{in } \Omega$$

then the function $v_h = X^e_{h,a} z$ satisfies the equation

$$\sum_{ij} a_{ij}(\nabla^2 \vec{u}) X^e_{ia} X^e_{ja} v_h + f_h = 0 \quad \text{in } \Omega.$$  

Here $f_h$ depends on $\nabla \vec{w}, \partial_{2n} \nabla \vec{u}, X^e_{h,a}, f_0, \nabla \vec{u}.$

**Proof.** Differentiating the equation (4.24) with respect to $X^e_{h,a}$ we obtain

$$0 = X^e_{h,a} \left( \sum_{ij} a_{ij}(\nabla^2 \vec{u}) X^e_{ia} X^e_{ja} z \right) + X^e_{h,a} f_0$$

$$= \sum_{ijk} \partial_{h} a_{ij} X^e_{h,a} X^e_{ka} a X^e_{ia} X^e_{ja} z + \sum_{ij} a_{ij}(\nabla^2 \vec{u}) [X^e_{h,a}, X^e_{ia}] X^e_{ja} z + \sum_{ij} a_{ij}(\nabla^2 \vec{u}) X^e_{ia} X^e_{ja} (X^e_{h,a} z) + X_{h,a} f_0.$$

Then

$$\sum_{ij} a_{ij}(\nabla^2 \vec{u}) X^e_{ia} X^e_{ja} v_h + f_h = 0,$$

where
Here the function $f_h$ clearly depends on $\nabla^2_\alpha z$, $\partial_{2n} \nabla^\epsilon_\alpha z$, $X^\epsilon_\alpha$, $f_0$, $\nabla^2_\alpha \tilde{u}$. 

**Lemma 4.8.** Assume that $\tilde{u}$ and $f_0$ are $C^\infty$ functions. If $z$ is a smooth solution of

$$
\sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} z + f_0 = 0 \quad \text{in } \Omega
$$

then the function $v = \partial_{2n} z$ satisfies

$$
\sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} v + f = 0 \quad \text{in } \Omega.
$$

Here $f$ depends on $\nabla^2_\alpha z$, $\partial_{2n} \nabla^\epsilon_\alpha z$, $\partial_{2n} f_0$.

**Proof.** Differentiating the equation (4.25) with respect to $\partial_{2n}$ we obtain

$$
0 = \partial_{2n} \left( \sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} z + f_0 \right)
$$

$$
= \sum_{ijk} \partial_k a_{ij} \partial_{2n} X^\epsilon_{k\alpha} \tilde{u} X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} z + \sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) [\partial_{2n}, X^\epsilon_{i\alpha}]X^\epsilon_{j\alpha} z
$$

$$
+ \sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} [\partial_{2n}, X^\epsilon_{j\alpha}] z + \sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} (\partial_{2n} z) + \partial_{2n} f_0.
$$

The latter can be rewritten as

$$
\sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} v + f = 0,
$$

where the function

$$
f = \sum_{ijk} \partial_k a_{ij} \partial_{2n} X^\epsilon_{k\alpha} \tilde{u} X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} z + \sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) \partial_{2n-1} \partial_{2n} \tilde{u} \partial_{2n} X^\epsilon_{i\alpha} z
$$

$$
+ \sum_{ij} a_{ij} \partial_{2n-1} (\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} (\partial_{2n} \tilde{u} \partial_{2n} z) + \sum_{ij} a_{ij}(\nabla^\epsilon_\alpha \tilde{u}) X^\epsilon_{i\alpha} X^\epsilon_{j\alpha} v + \partial_{2n} f_0
$$

depends on $\nabla^\epsilon_\alpha v$, $\nabla^2_\alpha z$, $\partial_{2n} \nabla^\epsilon_\alpha z$, $\nabla^2_\alpha \tilde{u}$. 

\square
In order to study the regularity of smooth solutions \( u \) of the approximating non-linear equations \( L_\epsilon u = 0 \), we apply the previous lemma substituting \( \tilde{u} \) with \( u \).

**Lemma 4.9.** Let \( u \) be a smooth classical solution of the non-linear equation \( L_\epsilon u = 0 \). Let \( \sigma \) be a multi-index with all components smaller than \( 2n \). Then the function \( v_\sigma = \nabla_{\sigma, u}^\epsilon u \) satisfies

\[
\sum_{ij} a_{ij}(\nabla_{\epsilon}^\mu u) X_{i\mu}^\epsilon X_{j\mu}^\nu v_\sigma + f_\sigma = 0,
\]

where \( f_\sigma \) depends on \( \nabla_{\epsilon}^{(k+1)} u, \partial_2 n \nabla_{\epsilon}^k u \) with \( k = \deg(\sigma) \).

**Proof.** By Lemma 4.7 the assertion is true for the derivatives of order one. Assume that it is true for \( \deg(\sigma) = k \). Then, let us consider a multi-index \( \sigma \) of degree \( k + 1 \). By definition \( \sigma = (\sigma_1, \tilde{\sigma}) \), with \( \deg(\tilde{\sigma}) = k \). Then by inductive assumption the function \( z = \nabla_{\sigma_1, u}^\epsilon u \) satisfies

\[
\sum_{ij} a_{ij}(\nabla_{\epsilon}^\mu u) X_{i\mu}^\epsilon X_{j\mu}^\nu z + f_{\sigma_1} = 0,
\]

where \( f_{\sigma_1} \) depends on \( \nabla_{\epsilon}^{k+1} u, \partial_2 n \nabla_{\epsilon}^k u \). Applying Lemma 4.7 we deduce that the function \( v_{\sigma_1} = X_{\sigma_1 u}^\epsilon z \) is a solution of

\[
\sum_{ij} a_{ij}(\nabla_{\epsilon}^\mu u) X_{i\mu}^\epsilon X_{j\mu}^\nu v_{\sigma_1} + f_{\sigma_1} = 0,
\]

where \( f_{\sigma_1} \) depends on \( \nabla_{\epsilon}^{k+2} u, \partial_2 n \nabla_{\epsilon}^k u \) and \( X_{\sigma_1, u} f_0 \). Since \( f_0 \) depends on \( \nabla_{\epsilon}^{k+1} u, \partial_2 n \nabla_{\epsilon}^k u \), then \( X_{\sigma_1, u} f_0 \) depends on \( X_{\sigma_1, u} \nabla_{\epsilon}^{k+1} u \) and

\[
X_{\sigma_1, u} \partial_2 n \nabla_{\epsilon}^k u = \delta_{\sigma_1 2n-1} \partial_2 n u \partial_2 n \nabla_{\epsilon}^k u + \partial_2 n X_{\epsilon; \sigma_1, u} \nabla_{\epsilon}^k u.
\]

**Theorem 4.10.** Let \( u \) be a smooth classical solution of the non-linear equation \( L_\epsilon u = 0 \). Let us fix a compact set \( K \subset \Omega \) and assume that there exist constants \( a < 1 \), \( p > 1 \) and \( C_0 > 0 \) such that

\[
\|u\|_{C^a_{\mu}^{(K)}} + \sum_{\deg(\sigma) = 2} \|\nabla_{\sigma, u}^\epsilon u\|_{L^p(K)} \leq C_0.
\]

Then, for every \( \beta \in (0, 1) \), for every compact set \( K_1 \subset \subset K \) there exists a constant \( \tilde{C}_\beta \), which depends on \( \beta, K, K_1, C_0 \) and \( \Omega \) such that

\[
\|u\|_{C^a_{\mu}^{(K_1)}} + \|\partial_2 n u\|_{C^{a}_\mu^{(K_1)}} \leq \tilde{C}_\beta.
\]

**Proof.** We first prove that for every \( r > 1 \) for every compact set \( K_2 \) such that \( K_1 \subset \subset K_2 \subset \subset K \) there exists a constant \( C_r \), only depending on \( r, C_0 \) and on the choice of the compact sets, such that for every multi-index \( \sigma \) of degree 2, we have

\[
\|\nabla_{\sigma, u}^\epsilon u\|_{L^r(K_2)} \leq C_r.
\]
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Indeed, for every compact set $K_3$ such that $K_2 \subset K_3 \subset K$ we can apply the first assertion of Lemma 4.5, with $\bar{u} = u$ and we obtain

$$
\|\nabla_{\sigma, \bar{u}} u\|_{L^r(K_3)} \leq C_1,
$$

where $r_1 = \frac{n^2}{n - 2z} > 2$. If $n - r_1 z > 0$ we can apply again Lemma 4.5 on a new compact set $K_4$ such that $K_2 \subset K_4 \subset K_3$ and we have

$$
\|\nabla_{\sigma, \bar{u}} u\|_{L^2(K_4)} \leq C_2,
$$

with

$$
r_2 = \frac{nr_1}{n - r_1 z} = \frac{2n}{n - 4z} > r_1.
$$

For every fixed number $r$, after a finite number of iterations of the same argument, we can prove the estimate (4.27).

Consequently by (4.22) we have $\|\nabla_{\sigma, u} u\|_{L^\infty} \leq C$, then for every compact set $K_5$ such that $K_1 \subset K_2$ and for every $\beta < 1$ there exists a constant $\tilde{C}_\beta$ such that

$$
\|\nabla_{\sigma} u\|_{C^{\beta}_z(K_5)} \leq \tilde{C}_\beta.
$$

As a consequence of Proposition 4.4 we deduce that for every $\beta < 1$ for every compact set $K_6$ such that $K_1 \subset K_6 \subset K_5$ there exists a constant $\tilde{C}_\beta$ such that

$$
\|u\|_{C^{2, \beta}_z(K_6)} \leq \tilde{C}_\beta.
$$

By Proposition 4.6 we deduce that for every $\beta < 1$ and for every compact set $K_7$ such that $K_1 \subset K_7 \subset K_6$ there exists a constant $\tilde{C}_\beta$ such that

$$
\|u\|_{C^{3, \beta}_z(K_7)} \leq \tilde{C}_\beta.
$$

Applying again the same proposition with $k = 4$, we deduce that

$$
\|u\|_{C^{4, \beta}_z(K_1)} \leq \tilde{C}_\beta,
$$

which implies in particular that there exists a constant $\tilde{C}_\beta$ such that

$$
\|u\|_{C^{4, \beta}_z(K_1)} + \|\hat{\nabla} u\|_{C^{2, \beta}_z(K_1)} \leq \tilde{C}_\beta.
$$

**Theorem 4.11.** Let $u$ be a smooth classical solution of $L_x u = 0$. Let us also assume that assumption (4.26) is satisfied. Then, for any compact set $K_1 \subset K$, for every $k \in \mathbb{N}$ and $z < 1$, there exists a constant $C > 0$ depending only on $C_0$, $k$, $z$ and $K_1$ such that

$$
\|u\|_{C^{k, z}_x(K_1)} \leq C.
$$
Proof. For every $k \in \mathbb{N}$, for every $\sigma$ with $\deg(\sigma) = k$, and components in $\{1, \ldots, 2n\}$ we prove by induction that
\[
V_{\sigma, u}^e u \in C^{3, \alpha}_u(\Omega), \quad \hat{\partial}_2n V_{\sigma, u}^e u \in C^{2, \alpha}_u(\Omega),
\]
and that for every compact set $K_1$ such that $K_1 \subset K$ there exists a constant $C > 0$ depending only on $C_0$, $k$, $\alpha$ such that
\[
\|V_{\sigma, u}^e u\|_{C^{3, \alpha}(K_1)} + \|\hat{\partial}_2n V_{\sigma, u}^e u\|_{C^{2, \alpha}(K_1)} \leq C.
\]
The thesis is true for $\deg(\sigma) = 0$ by Theorem 4.10.

We assume by induction that it is true for $\deg(\sigma) = k$. Call $z = V_{\sigma, u}^e u$, then by Lemma 4.9 the function $z$ satisfies $L_{e, u} z = f_\sigma$ in $\Omega$ with
\[
f_\sigma = f_\sigma(V_u^{\ell(k+1)} u, \hat{\partial}_2n \nabla^e u) \in C^{2, \alpha}_u(\Omega),
\]
by inductive assumption. By Lemma 4.8, the function $v = \hat{\partial}_2n z$ satisfies $L_{e, u} v = f$, in $\Omega$, where the function $f = f(V_u^{\ell 2} z, \hat{\partial}_2n \nabla^e z) \in C^{1, \alpha}_u(\Omega)$.

It follows by Proposition 4.6 that $v = \hat{\partial}_2n z \in C^{3, \alpha}_u(\Omega)$, and if $K_2$ is a compact set such that $K_1 \subset K_2 \subset K$ there exists a constant $C$ depending only on $C_0$, $k$, $\alpha$ such that
\[
\|v\|_{C^{3, \alpha}(K_2)} \leq C \|f\|_{C^{1, \alpha}(K_2)} = C_2.
\]

This argument, applied to any multi-index $\sigma$ with $\deg(\sigma) = k$, implies that $\hat{\partial}_2n \nabla_u^{\ell k} u \in C^{3, \alpha}_u$. Consequently $\hat{\partial}_2n \nabla_u^{\ell k+1} u \in C^{2, \alpha}_u$, and
\[
\|\hat{\partial}_2n \nabla_u^{\ell k} u\|_{C^{2, \alpha}(K_2)} \leq C_1,
\]
for an other constant $C_1$, only dependent on $C_0$, $k$, $\alpha$.

Moreover by Lemma 4.7 the function $v_h = X_{hu}^e z$ satisfies $L v_h = f_h$, with
\[
f_h = f_h(V_u^{\ell 2} z, \hat{\partial}_2n \nabla^e z) \in C^{1, \alpha}_u(\Omega).
\]
Again Proposition 4.6 implies that $X_{hu}^e \nabla_{\sigma, u}^e u \in C^{3, \alpha}(\Omega)$, and that
\[
\|\nabla_{\sigma, u}^{\ell(k+1)} u\|_{C^{3, \alpha}(K_1)} \leq C_2,
\]
for a constant $C_2$ dependent on $C_0$, $k$, $\alpha$. This concludes the proof. □

Proof of Theorem 1.2. Let $(u_\epsilon)_\epsilon$ be smooth solutions of
\[
L_{\epsilon} u_\epsilon = 0 \quad \text{in } \Omega
\]
and converging to $u$ in Lipschitz sense. Let $K_1$ be an arbitrary compact set in $\Omega$. Then there exist compact sets $K$ and $K_2$ such that
\[
K_1 \subset K_2 \subset K.
\]
By assumption there exists a positive constant $C_0$ such that 
\[ \| \nabla E v \|_{L^\infty(K)} \leq C_0, \]
for every $\varepsilon$. By Proposition 3.7 there exists a constant $C_1$ such that 
\[ \| \nabla^1 u_\varepsilon \|_{C^1(K_2)} + \| \nabla^2 u_\varepsilon \|_{L^\infty(K_2)} + \| \nabla^2 u_\varepsilon \|_{L^2(K_2)} \leq C_1. \]
Then by Theorem 4.11 for every $k$ there is $C_k$ such that 
\[ \| u_\varepsilon \|_{C^{2k,s}(K_1)} \leq C_k. \]
In particular, 
\[ \| u_\varepsilon \|_{C^k E(K_1)} \leq C_k. \]
Since all the constants are independent of $\varepsilon$, letting $\varepsilon$ go to 0 we obtain estimates of $u$ in $C^k_E$ for every $k$. Consequently $u \in C^k_E$. □
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