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Abstract: SIMON is a block cipher developed to provide flexible security options for lightweight hardware applications such as the Internet-of-things (IoT). Safeguarding such resource-constrained hardware from side-channel attacks poses a significant challenge. Adiabatic circuit operation has recently received attention for such applications due to ultra-low power consumption. In this work, a charge-based methodology is developed to mount a correlation power analysis (CPA) based side-channel attack to an adiabatic SIMON core. The charge-based method significantly reduces the attack complexity by reducing the required number of power samples by two orders of magnitude. The CPA results demonstrate that the required measurements-to-disclosure (MTD) to retrieve the secret key of an adiabatic SIMON core is $4 \times$ higher compared to a conventional static CMOS based implementation. The effect of increase in the target signal load capacitance on the MTD is also investigated. It is observed that the MTD can be reduced by half if the load driven by the target signal is increased by $2 \times$ for an adiabatic SIMON, and by $5 \times$ for a static CMOS based SIMON. This sensitivity to target signal capacitance of the adiabatic SIMON can pose a serious concern by facilitating a more efficient CPA attack.
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1. Introduction

As Internet-of-things (IoT) based devices have become an integral part of everyday life, the corresponding risk for security breaches is rapidly increasing [1]. Ensuring the security and data privacy for lightweight applications (such as radio frequency identification based systems, wireless sensor nodes and energy harvesting IoT devices) is significantly challenging due to highly limited resources in terms of compute capability, power consumption, and physical area. Typically, the area specification for lightweight applications cannot exceed 2000 gate equivalents (GE) [2]. The robust general-purpose encryption algorithms such as the AES are not considered as suitable candidates for lightweight applications because of their high hardware cost. Consequently, research on compact realizations of AES with area less than 2000 GE is gaining attention [3,4]. There is also a growing interest in lightweight cryptographic algorithms that are specifically designed for resource-constrained applications.

Existing lightweight block ciphers include PRESENT-80 [5], PRINCE [6], CLEFIA [7], CAMELLIA [8], SIMON and SPECK [9]. SIMON and SPECK are two sister algorithms developed by the National Security Agency and internationally standardized by ISO/29167-21 [10] as part of radio frequency identification (RFID) air interface standard for use by commercial entities. SIMON was optimized specifically for hardware performance and SPECK for software implementations. The flexibility and simplicity of the SIMON algorithm makes it suitable for diverse lightweight applications based on the power, performance, area, and security requirements. Specifically, the hardware implementation of the smallest configuration of SIMON (with 32-bit plaintext and 64-bit key) achieves an
area utilization of only 523 GE, thus enabling encryption for ultra-low area and low power applications, where it is highly challenging to afford an integrated encryption circuitry [9].

Side-channel attacks that target resource-constrained devices have become a feasible form of threat model by adversaries [11]. These attacks retrieve sensitive information (such as the secret key in cryptography hardware) by observing and analyzing the physical information that leaks from the system such as power consumption [12], execution time [13], heat dissipation [14], and electromagnetic emissions [15]. This paper focuses on correlation power analysis (CPA), which is one of the most common power analysis based side-channel attacks [16,17]. The primary contributions of this paper are as follows: (1) a novel charge-based CPA attack methodology is developed for adiabatic hardware, which reduces CPA attack complexity by two orders of magnitude, (2) the vulnerability of adiabatic SIMON architecture to CPA attack is quantified and compared with the static CMOS based SIMON implementation, and (3) the effect of increasing the load capacitance of the target signal on the complexity of a CPA attack is investigated.

The rest of the paper is organized as follows. Existing works on adiabatic circuits and power attacks targeting SIMON encryption core are summarized in Section 2. Background information on adiabatic switching, SIMON encryption core, and CPA attack is provided in Section 3. Details of the proposed methodology including the implementation of the adiabatic SIMON core and establishing a CPA attack using the proposed charge-based measurement are detailed in Section 4. Simulation results are provided in Section 5. Finally, the paper is concluded in Section 6.

2. Related Work

The susceptibility of SIMON encryption core to power side-channel attacks has been demonstrated in existing works. For example, in [18], a successful CPA attack was mounted on an unprotected parallel implementation of SIMON32/64 with a hypothesis complexity of 176. Similarly, a CPA attack on FPGA based parallel implementation of SIMON64/96 was mounted and masking based countermeasures were proposed in [19]. Furthermore, CPA attack resistance of different datapath architectures of SIMON128/128 was analyzed while optimizing the design for minimal power, performance, and area overhead in [20]. The CPA attacks in all of these prior works, however, have been mounted for FPGA based SIMON architectures implemented with conventional static CMOS logic. Alternatively, an adiabatic SIMON architecture was demonstrated in [21], but side-channel attack resistance was not investigated.

Charge-recycling adiabatic logic has recently received attention in resource-constrained applications [22,23]. For example, new charge-recycling logic families have been developed to maximize energy efficiency and increase resistance against power based side-channel attacks [24–26]. Majority of the work related to power side-channel attacks on adiabatic circuits is based on proposing secure logic families such as secure quasi adiabatic logic (SQAL) [27], charge-sharing symmetric adiabatic logic (CSSAL) [28], symmetric pass gate adiabatic logic (SPGAL) [24,29,30] and 3-Phase adiabatic logic [31]. These logic families are developed to increase resistance against power attacks and are primarily evaluated with conventional S-box based benchmark circuits such as the AES, DES, Rjindael and PRESENT-80.

In all of these works, the measurement of power traces to mount a CPA attack is similar to the conventional static CMOS based CPA attack methodology. In this work, a novel charge-based sampling method is proposed by leveraging some of the unique aspects of adiabatic switching. The proposed method significantly reduces the attack complexity for adiabatic circuits. Furthermore, to the best of the authors’ knowledge, none of the existing works have investigated the CPA attack resistance of an adiabatic SIMON core developed for lightweight applications, as described in this paper. The study on the effect of increase in the output load capacitance on the CPA attack resistance is also analyzed for the first time.
3. Background

3.1. Adiabatic Switching

Adiabatic circuits operate with a trapezoidal or sinusoidal power supply signal to maintain a small voltage difference between the power supply and output nodes during charging [22]. As such, adiabatic operation reduces the power consumption by minimizing the current to charge the output node. Furthermore, as the power supply signal falls, the charge stored at the output node is recycled back to the power supply.

Unlike conventional static CMOS based operation where energy does not depend upon transition time, in adiabatic operation, a larger transition time reduces the overall energy. Thus, adiabatic circuits typically favor relatively lower frequency applications. However, the required rise time to ensure high energy efficiency is highly technology dependent. In advanced nanoscale technologies, adiabatic operation can save considerable power even at frequencies in the range of several hundred megahertz [32], which is sufficient for most of the lightweight applications.

Efficient charge recovery logic (ECRL) is adopted in this work for the adiabatic operation due to its robust operation [22,33]. The transistor-level implementation of an ECRL buffer is shown in Figure 1a. ECRL utilizes four power supply signals, each with a 90° phase shift as shown in Figure 1b. Specifically, there is a 90° phase difference in the power supply signal of adjacent logic gates. There are four stages of operation, depending upon the power supply signal:

- **Evaluate (E):** In this stage, the power supply signal rises and the inputs \( \text{in} \) and \( \text{inb} \) are stable. If \( \text{in} = 1, \text{outb} = 0 \), \( M_2 \) turns on once power supply reaches the threshold voltage. Thus, \( \text{out} \) follows power supply signal.
- **Hold (H):** Power signal and the outputs remain stable for the subsequent gate to evaluate.
- **Recovery (R):** Both inputs are discharged by the previous gate. The power supply falls and \( \text{out} \) follows power supply signal until it reaches the threshold voltage of \( M_2 \). The charge is partially recovered back to the power supply during this stage.
- **Wait (W):** The gate waits for the next evaluation stage.

This multi-phase operation in an ECRL gate enables the outputs to be evaluated only during the **evaluate** stage when the inputs remain stable (since the preceding gate is at **hold** stage). Thus, adiabatic logic is inherently pipelined where each gate acts as a register and consumes a quarter of a cycle. The power supply signal is also typically referred to as power-clock signal. Inherent pipelining in adiabatic logic acts as a noise generator that decreases the correlation between the power model and the measured current trace [34]. This characteristic is particularly useful in achieving higher resistance to DPA attacks.

![Figure 1. Operation of an ECRL buffer: (a) transistor-level schematic, (b) four-phase sinusoidal power-clock inputs, each with a 90° phase shift.](image)
3.2. SIMON Encryption Algorithm

SIMON is a lightweight block cipher that has the flexibility to provide reasonable security performance on multiple platforms such as ASICs, microcontrollers, FPGAs, and processors [9]. The algorithm caters to a wide range of block and key sizes that can be chosen depending upon the application and required level of security. A SIMON block cipher with \( n \)-bit word plaintext (\( 2n \)-bit block) and \( m \)-word key (\( mn \)-bit block) is typically referred to as SIMON \( 2n/mn \) [9]. The configuration adopted for this work is 32-bits of plaintext and 64-bits of key (SIMON 32/64), and 32 rounds of encryption. A typical SIMON algorithm is comprised of a round function and a key expansion function:

3.2.1. Round Function

The SIMON round function uses a two step Fiestel mapping, as shown in Figure 2a and is given by,

\[
R(L_{i+1}, R_{i+1}) = (R_i \oplus f(L_i) \oplus K_i, L_i),
\]

where \( i \) is the current round and \( i + 1 \) is the next round, \( R \) is the right word and \( L \) is the left word of a block, and \( K \) is the key generated by the key expansion module. Function \( f(L_i) \) is given by,

\[
f(L_i) = ((L_i << 1) \& (L_i << 8)) \oplus (L_i << 2),
\]

where \( a << b \) refers to \( a \) left-shifted by \( b \) bits. This round function is iterated until the desired number of rounds is reached.

3.2.2. Key Expansion

An input key is used to generate a unique key for each round of encryption. Unlike the round function, the key expansion functions vary depending upon the width of the key word \( m \), which can be 2, 3 or 4. Since the configuration used in this paper is SIMON 32/64, the key expansion algorithm for \( m = 4 \) is chosen, as illustrated in Figure 3a. The first four rounds use the four words of 64-bit key input and the key used from the fifth round, \( K_{i+4} \), is generated by using the following function,

\[
K_{i+4} = (K_i \oplus K_{i+1} \oplus (K_{i+3} >> 3)) \oplus K_{i+1} >> 1 \oplus (K_{i+3} >> 4) \oplus z_i,
\]
where \( 1 \leq i \leq 28 \) and \( z_i \) is referred to as the round constant that is used to eliminate slide properties and circular shift symmetries [2].

A key feature of SIMON algorithm is that there is a scope for serialization at every level, unlike s-box based algorithms. Depending upon the area constraint and throughput requirement of an application, SIMON algorithm can have a bit-level, round-level or encryption-level parallelism. Since the primary objective of this work is to design and analyze the side-channel resistance of SIMON hardware with minimal area and power constraints, the lowest level of parallelism, i.e., the bit-serial implementation is adopted.

![Figure 3. SIMON32/64 key expansion: (a) block-level diagram of the algorithm, (b) implementation of the key expansion in the adiabatic SIMON architecture, illustrating the merged blocks and balanced transfer paths.](image)

### 3.3. Correlation Power Analysis (CPA) Side-Channel Attack

CPA attacks exploit the statistical theory of Pearson correlation between a chosen hypothetical power model and the actual current consumption for various random plaintexts, to reveal the secret key. Let \( h(n, k) \) be the hypothetical power model matrix with \( n = 1, 2, \ldots, N \), where \( N \) is the overall number of random plaintexts and \( k = 1, 2, \ldots, K \), where \( K \) is the overall number of key hypotheses for a portion of the input key. Let \( i(n, t) \) be the measured current trace samples, with \( t = 1, 2, \ldots, T \), where \( T \) is the length of the trace. The correlation coefficient \( r(k, t) \) is given as,

\[
r(k, t) = \frac{\sum_{n=1}^{N} (h(n, k) - \overline{h}_k)(i(n, t) - \overline{i}_t)}{\sum_{n=1}^{N} (h(n, k) - \overline{h}_k)^2 (i(n, t) - \overline{i}_t)^2}
\]

where \( \overline{h}_k \) and \( \overline{i}_t \) refer to the average of columns in, respectively, \( h(n, k) \) and \( i(n, t) \). The correct key hypotheses is the row value \( k \), for which the correlation coefficient \( r(k, t) \) is maximum. This algorithm is repeated for several key hypotheses until all of the key bits are recovered.

The resistance of an encryption cipher against CPA attack is determined by measurements-to-disclosure (MTD) [35]. MTD is the number of current traces measured at the crossover point between the correlation coefficient of the correct key and the maximum correlation coefficient of all of the incorrect key hypotheses. Higher MTD implies a greater resistance to the attack.
4. Proposed Methodology

The hardware implementation of the adiabatic SIMON architecture is described in Section 4.1. The algorithm used to perform the CPA side-channel attack on the adiabatic SIMON, including the proposed charge-based sampling, is explained in Section 4.2. The effect of increase in the load capacitance of the intermediate target signal on CPA resistance is discussed in Section 4.3.

4.1. Ultra-Low Power Adiabatic SIMON Architecture

The bit-serial static CMOS based SIMON consists of compute and transfer paths in the round function and key expansion modules [36]. In the round function, a compute path is comprised of logical operations that compute each bit of the left word of a round operation and a transfer path consists of logic that shifts bits from the left word of a round operation to the right word of the successive round operation. The ping-pong shift registers, shift register up (SRU) and shift register down (SRD), are used to store the upper half left block output $L_{i+1}$ and to perform the circular left shift operations, alternating their roles in each round [36]. Adapting this static CMOS based architecture for adiabatic operation requires several innovations to ensure timing synchronization [21]. These innovations, illustrated in Figure 2b (adiabatic round function) and Figure 3b (adiabatic key expansion), are described below.

4.1.1. Merged Blocks

Due to inherent pipelining in adiabatic logic, each multiplexer (designed as a single complex gate) in the adiabatic implementation adds an additional clock phase. To compensate for this, multiplexers are merged with the following FIFO blocks [21], referred to as merged block in Figures 2b and 3b. For example, consider the 2-bit multiplexer driving the $FIFO_1$, as shown in Figure 4. The first flip-flop (FF) in the FIFO is a chain of 4 buffers with the respective power-clock signals, as shown in Figure 4a. Since the multiplexer adds an additional clock (PC4) phase delay, the input of the $FIFO_1$ cannot be updated in every cycle, thus affecting the left shift operation. Therefore, the multiplexer is merged with the first FF, as shown in Figure 4b to ensure that the bit-wise operation is consecutive. In this case, the merged block functions as a multiplexing flip-flop.

![Figure 4](image_url)

Figure 4. Example of a merged block in the round function: (a) multiplexer and $FIFO_1 8 \times 1$ before merging, (b) multiplexer and $FIFO_1 8 \times 1$ after merging.
4.1.2. Balanced Transfer Paths

In the conventional static CMOS based bit-serial SIMON [36], four additional look-up table registers (LUT_FF) are used to store the output of the key expansion in the first four cycles, so that the four MSBs in the input FIFO can be used for circular right shift operation at the same time. Starting from the fifth cycle, the output is stored back in the FIFO. Since adiabatic circuits are inherently pipelined, these four cycles of pipelining are integrated in the combinational logic within the key expansion block. The logic depth of this compute path is chosen according to the maximum number of bits to be shifted, which in this case is 4, thus eliminating the use of the LUT_FF. As a result, each computation takes four additional cycles and therefore the compute and transfer paths are not synchronized. For example, 20 cycles are consumed to compute a new word in the key expansion, whereas only 16 cycles are used to transfer the bits to the next word. In order to bridge this gap, four additional registers are added to balance each transfer path in both round function and key expansion modules [21]. These additional registers are referred to as balanced transfer paths, as shown in Figures 2b and 3b. Note that due to the multi-phase operation of the adiabatic logic where each gate consumes 90° of the power-clock signal, four buffers (see Figure 1a for a single buffer) are cascaded to realize the function of a flip-flop for data synchronization.

4.2. Mounting CPA Attack on Adiabatic SIMON

4.2.1. Power Model

The Hamming distance (HD) based power model [18,37] is used for the adiabatic SIMON core, as illustrated in Figure 5. In this figure, the output voltage simulations of an ECRL buffer with transitions 0 → 1 → 1 → 0 → 0 and the corresponding power supply current are depicted. Note that the output voltage is discharged during the recovery phase irrespective of the input since the power-clock signal falls. Unlike static CMOS, the output transition occurs during the evaluate stage of consecutive clock cycles. As indicated, whenever there is a change in the output voltage (i.e., 0 → 1 or 1 → 0), the charging current increases and HD = 1. However, when the output remains the same (0 → 0 or 1 → 1), HD = 0 and the current decreases. Thus, the HD based power model is suitable for mounting a CPA attack on an adiabatic SIMON implementation.

Figure 5. Use of Hamming distance as the power model for adiabatic ECRL circuits: (a) power-clock signal, (b) output voltage of the ECRL buffer, (c) current drawn from the supply by the buffer for output transitions 0 → 1 → 1 → 0 → 0.
4.2.2. Intermediate Signal for Attack

An intermediate signal should be chosen for the CPA attack where the signal is a function of a non-constant data value and a portion of the key [16]. An immediate choice in SIMON algorithm is the output of a round function since the output of each round operation depends both on the key \( K_i \), and the computed output of the previous round for each random plaintext input, as expressed by (1). The output of the first round operation is a function of the first round key and the known plaintext, thus exhibiting a linear dependency with the key bits. For the attack to be more efficient, the intermediate result should have a non-linear dependency with the key and the key bits should get diffused with the state [18]. Therefore, output of the second round operation is chosen as the target intermediate result.

For the proposed adiabatic SIMON implementation, output of the second round operation is stored in shift register SRU starting from the fifth cycle because of the four additional cycles added by the balanced transfer path, as shown in Figure 6b. Consequently, the HD model is constructed starting from \( L_2^0 \) and \( L_2^1 \) and is given by,

\[
\text{HD}(L_2^0, L_2^1) = fn(K_{18}, K_{14}, K_{15}, K_0, K_{19}, K_{10}, K_2),
\]  

(5)

where, \( L_2^0 \) and \( L_2^1 \) are the first and second bit of the second round operation output. From (5), it can be seen that the HD is a function of seven bits of the 64-bit input key, \( K_{18}, K_{14}, K_{15}, K_0, K_{19}, K_{10}, K_2 \). Using this model, the matrix \( \text{HD}(p, k) \) is constructed where \( 1 \leq p \leq P \) for \( P \) different random plaintexts, and \( 1 \leq k \leq 128 \) for the 128 hypotheses of the seven key bits in (5). This process is repeated for consecutive cycles until the entire sample space of the 64 key bits is covered, as listed in Table 1. The table is divided into three sub-sections listing the power model for each successive round starting from the second round until all of the key bits are recovered. The total number of hypothesis for the adiabatic SIMON32/64, as seen from the table, is 324.

Alternatively, for the static CMOS based SIMON32/64 implementation, the HD power model can be constructed starting from the sixteenth bit of the plaintext (\( L_{15}^0 \)), as depicted by Figure 6a. The contents of the shift register SRU at three consecutive cycles starting from the last cycle of first round and the first cycle of the second round are shown in the figure. From (1), the HD of \( L_{15}^0 \) and \( L_2^0 \) is given by,

\[
\text{HD}(L_{15}^0, L_2^0) = fn(K_{14}, K_{15}, K_0, K_0, K_2),
\]  

(6)

where \( L_{15}^0 \) is the sixteenth bit of the plaintext and \( L_2^0 \) is the first bit of the second round output. The power model matrix is constructed for 16 key hypotheses in order to find the 4 bits \( K_{14}, K_{15}, K_0 \). Similarly, \( \text{HD}(p, k) \) is constructed for each key hypotheses, as listed in Table 1, in order to find the correct 64 bits of the secret input key. The total number of key hypothesis for the static CMOS based SIMON32/64 is reduced by approximately half (from 324 to 156) because of the change in the construction of the power model, as listed in Table 1. Note that the correlation model for both implementations begins with different number
of key bits (4 bits and 7 bits) due to the differences in their hardware implementations (different synchronization characteristics in adiabatic and static CMOS [21]).

Table 1. Complexity of the CPA attack for static CMOS based SIMON32/64 and adiabatic SIMON32/64 implementations: power model and number of key hypotheses required. $L^n_m$ refers to the $n^{th}$ bit of the left block output of the $m^{th}$ round and $K^n_m$ refers to the $n^{th}$ bit of the $m^{th}$ word of the input 64-bit key.

| Hamming Distance between | Bits of the Input Key | Number of Key Bits | Number of Key Hypotheses | Bits of the Input Key | Number of Key Bits | Number of Key Hypotheses |
|-------------------------|-----------------------|--------------------|--------------------------|-----------------------|--------------------|--------------------------|
| $L_{12}^2$ and $L_{12}^2$ | $K_{10}^1, K_{14}^1, K_{16}^1, K_0^1$ | 4 | 16 | $K_{10}^1, K_{14}^1, K_{16}^1, K_0^1$ | 7 | 128 |
| $L_{10}^2$ and $L_{10}^2$ | $K_{10}^1, K_0^0, K_1^1$ | 3 | 8 | $K_{10}^1, K_0^0, K_1^1$ | 3 | 8 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{10}^1, K_{14}^1$ | 3 | 8 | $K_{10}^1, K_{14}^1$ | 3 | 8 |
| $L_{16}^2$ and $L_{16}^2$ | $K_{10}^1, K_{16}^0, K_0^1$ | 3 | 8 | $K_{10}^1, K_{16}^0, K_0^1$ | 3 | 8 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{10}^1, K_{14}^1, K_1^1$ | 3 | 8 | $K_{10}^1, K_{14}^1, K_1^1$ | 3 | 8 |
| $L_{10}^2$ and $L_{10}^2$ | $K_0^1, K_1^0$ | 2 | 4 | $K_0^1, K_1^0$ | 2 | 4 |
| $L_{15}^2$ and $L_{15}^2$ | $K_{14}^1, K_{35}^0, K_3^0$ | 3 | 8 | $K_{14}^1, K_{35}^0, K_3^0$ | 5 | 32 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{14}^1, K_0^0$ | 2 | 4 | $K_{14}^1, K_0^0$ | 2 | 4 |
| $L_{14}^2$ and $L_{16}^2$ | $K_{10}^1, K_{16}^0, K_0^1$ | 2 | 4 | $K_{10}^1, K_{16}^0, K_0^1$ | 2 | 4 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{10}^1, K_{14}^1, K_1^1$ | 2 | 4 | $K_{10}^1, K_{14}^1, K_1^1$ | 2 | 4 |
| $L_{10}^2$ and $L_{10}^2$ | $K_0^1, K_1^0$ | 2 | 4 | $K_0^1, K_1^0$ | 2 | 4 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{14}^1, K_{35}^0, K_3^0$ | 4 | 16 | $K_{14}^1, K_{35}^0, K_3^0$ | 6 | 64 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{10}^1, K_{14}^1$ | 2 | 4 | $K_{10}^1, K_{14}^1$ | 2 | 4 |
| $L_{10}^2$ and $L_{10}^2$ | $K_{10}^1, K_0^0, K_1^0$ | 2 | 4 | $K_{10}^1, K_0^0, K_1^0$ | 2 | 4 |
| $L_{16}^2$ and $L_{16}^2$ | $K_{10}^1, K_{16}^0, K_0^1$ | 2 | 4 | $K_{10}^1, K_{16}^0, K_0^1$ | 2 | 4 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{10}^1, K_{14}^1, K_1^1$ | 2 | 4 | $K_{10}^1, K_{14}^1, K_1^1$ | 2 | 4 |
| $L_{10}^2$ and $L_{10}^2$ | $K_0^1, K_1^0$ | 1 | 2 | $K_0^1, K_1^0$ | 1 | 2 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{14}^1, K_{35}^0$ | 2 | 4 | $K_{14}^1, K_{35}^0$ | 2 | 4 |
| $L_{10}^2$ and $L_{10}^2$ | $K_{10}^1, K_0^0, K_1^0$ | 1 | 2 | $K_{10}^1, K_0^0, K_1^0$ | 1 | 2 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{14}^1, K_{35}^0, K_3^0$ | 1 | 2 | $K_{14}^1, K_{35}^0, K_3^0$ | 1 | 2 |
| $L_{10}^2$ and $L_{10}^2$ | $K_{10}^1, K_0^0, K_1^0$ | 1 | 2 | $K_{10}^1, K_0^0, K_1^0$ | 1 | 2 |
| $L_{14}^2$ and $L_{14}^2$ | $K_{14}^1, K_{35}^0$ | 1 | 2 | $K_{14}^1, K_{35}^0$ | 1 | 2 |

TOTAL 64 156 64 324

4.2.3. Proposed Charge Based Sampling

A charge-based method is proposed in this work to significantly reduce the number of samples in adiabatic circuits. Specifically, the traces are measured as an integral of current waveform (rather than taking discrete samples) over each evaluate stage of the power-clock signal, as illustrated in Figure 7. The shaded portion in this figure indicates the charge obtained in one evaluate phase of a clock cycle. The charge traces acquired for the first plaintext can be expressed as,

$$Q(1, n) = \int_{[(n-1)T + \frac{T}{4}]}^{(n-1)T + \frac{T}{4}} I(t) dt,$$

(7)
where $T$ is the time period of the power-clock signal and $1 \leq n \leq N$ for $N$ number of samples obtained. The lower and upper integration limits of the integral are determined based on the start and end times of the *evaluate* phase, which are known by the attacker via the power-clock signal. Using this approach, the overall number of required samples to be collected is reduced to only 704 (since one charge sample is measured in each clock cycle and the total number of cycles for encryption is 704). In conventional practice, 140.8 K samples would be collected, assuming that an attacker measures approximately 200 current samples in each cycle [19]. Thus, the proposed approach reduces the sample size by two orders of magnitude. Note that this approach is not feasible in conventional static CMOS based operation since the current is drawn from the supply voltage based on the timing characteristics of the internal target signal, which is typically not accessible to the attacker.

The execution times of the attack was measured for both the traditional current sample measurement and the proposed charge based technique for different number of plaintexts. Both approaches were allocated the same set of computation resources. It was observed that the time to mount the attack was $1.5 \times$ faster with the proposed approach for up to 8000 plaintexts. This difference in execution time increased to $2 \times$ for 10,000 to 14,000 plaintexts. The speedup in the execution times of a CPA attack with the proposed charge based measurement enables a more efficient attack, particularly for protected ciphers, where an attacker would require a larger number of plaintexts to retrieve the key bits.

4.3. Effect of Load Capacitance on CPA

For an adiabatic circuit, the overall current consumption during CPA is approximated by,

$$I_{\text{total}} \approx \frac{C_{\text{target}} V_{dd}}{t_r} + \frac{C_{\text{rem}} V_{dd}}{t_r},$$

where $C_{\text{target}}$ is the capacitance of the target CPA signal including the interconnect capacitance, the gate capacitance of the load gate, and intrinsic capacitance. $C_{\text{rem}}$ refers to the capacitance of other nodes in the circuit and $t_r$ is the transition time of the power-clock signal. According to (8), an increase in $C_{\text{target}}$ amplifies the required current drawn to charge the target signal capacitance, isolating it from current consumed to charge all of the other nodes. This behavior can be observed in Figure 8, where an increase in the width of the load gate increases the signal current without significantly affecting the noise current. The noise current is relatively independent of this change in the $C_{\text{target}}$ in adiabatic operation since the load transistors are only n-type (due to the absence of a complementary pull-up network in ECRL circuits). Thus, increasing the width of the nMOS load transistor does not change the current consumed by the load gate. The measured current $I_{\text{total}}$ is increased due to an increase in target $I_{\text{signal}}$. Based on (4), this increase contributes to a higher correlation coefficient of the correct key when compared to the incorrect coefficients. This improved correlation of the correct key results in a lower MTD and therefore, lesser resistance to CPA attack. An adversary typically has access to the interface ports of a system. Therefore, if
the output ciphertext is chosen as the target signal, the load capacitance at the port can be modified by the attacker and the effect discussed here can cause the encryption core to be more vulnerable to the CPA attack (see results in Section 5.2).

Figure 8. Signal and noise currents drawn from the power supply for different gate widths of the target signal load in adiabatic SIMON core.

5. Results

Both the static CMOS and adiabatic ECRL SIMON core were implemented using a commercial 65 nm CMOS technology. Both circuits operate at the RFID frequency of 13.56 MHz. The charge traces are obtained based on the simulated results using high performance Spectre APS [38]. Power models are constructed and correlated with the charge traces in MATLAB to establish a CPA attack [39]. The correct operation of both implementations is also demonstrated via various test vectors for plaintext and initial keys. Performance characteristics and the results of the proposed CPA attack are described, respectively, in Sections 5.1 and 5.2.

5.1. Performance Characteristics

The post-layout performance characteristics of the bit-serial static CMOS SIMON and the proposed adiabatic ECRL SIMON are listed in Table 2. Average power, latency, energy, throughput, efficiency and area are listed for both static and adiabatic implementations. According to Table 2, the encryption efficiency of the adiabatic core (in Kb/sec/µW) is enhanced by approximately 5×. The average power dissipated by the adiabatic SIMON is approximately 6× less than the static CMOS counterpart. These significant improvements in power and efficiency are achieved at the expense of 1.2× reduction in throughput and approximately 2% increase in overall area. The increase in the latency is due to the balanced transfer path in the proposed SIMON implementation, which takes additional 4 cycles in each round of encryption.

Table 2. Post-layout simulation results of the bit-serialized SIMON32/64 cipher implemented in conventional and proposed adiabatic approaches.

| Architecture | Conventional | Proposed | Change (%) |
|--------------|--------------|----------|------------|
| Logic | Static CMOS | Adiabatic ECRL | |
| Average power (µW) | 22.76 | 3.84 | 83.13 ↓ |
| Latency (Clock Cycles) | 576 | 704 | 22.22 ↑ |
| Energy (pJ) | 967 | 199 | 79.42 ↓ |
| Throughput (Kbps) | 753 | 616 | 18.19 ↓ |
| Efficiency (Kb/sec/µW) | 33 | 160 | 384.8 ↑ |
| Area (µm²) | 4071 | 4161 | 2.21 ↑ |
5.2. Resistance to CPA Attack

In order to establish a CPA attack, the methodology described in Section 4.2 was utilized. Current (for static CMOS) and charge (for adiabatic) traces were obtained for a large number of encryption scenarios with randomly generated input plaintexts with a key value 16'h 1918 1110 0908 0100. A sample trace of the overall current consumption starting from loading the plaintext until the fourth round is depicted in Figure 9a.

The CPA algorithm was built in MATLAB [39]. The Hamming distance power model was constructed based on Table 1, for each key hypothesis. All of the key bits were successfully retrieved for both implementations. The correlation coefficient vs. number of current traces for static CMOS based SIMON for the key bits with the maximum MTD (that were the hardest to retrieve), $K^3_8$, $K^3_{14}$, $K^3_{15}$ is illustrated in Figure 9b. The black curve shows the correlation coefficient for the correct key hypotheses $4'b 1000$ and the grey curves are the correlation for the other key guesses. As observed from this figure, the highest MTD to retrieve all of the 64 bits of the key is determined as 1354 power traces. Alternatively, for adiabatic ECRL based SIMON, the maximum MTD is 5718 power traces for the key bits $K^1_{11}$, $K^1_{12}$, $K^1_{13}$, as depicted in Figure 9c. Note that these plots are symmetrical around the X-axis because complimentary bits in the Hamming distance have equal correlations with opposite signs. The MTD to recover the correct key bits for every key hypothesis for both static CMOS and adiabatic implementations of SIMON is listed in Table 3 and the maximum MTD to recover all the 64 key bits is highlighted in bold. Thus, the SIMON block cipher implemented using adiabatic logic is approximately $4 \times$ less vulnerable to power side-channel attack as compared to the conventional static CMOS counterpart.

As a comparison, in [20], a static CMOS based SIMON128/128 has been implemented for various levels of serialization. The MTD of the bit-serial implementation was reported to be 1300, which is similar to the MTD of static CMOS based SIMON in this work. Therefore, the proposed adiabatic implementation is also $4 \times$ less susceptible to CPA when compared to [20]. Note however that these results demonstrate the inherent resistance of adiabatic SIMON to CPA attack since the MTD is still relatively low. Furthermore, in this work, the results are obtained for a plaintext-based attack model (see Table 1) and these results can vary depending upon the particular attack model that is used.

Finally, the effect of parasitic capacitance at the target signal node on CPA is quantified. The correlation vs. number of traces for static CMOS based SIMON and adiabatic SIMON for an increased target signal load size is depicted, respectively, in Figure 9d,e. These plots show that for a load gate width of 1200 nm, the MTD of a static CMOS based SIMON is 717, whereas for an adiabatic SIMON, the MTD is only 233 for a load gate width of 800 nm. The dependence of MTD on the size of the load gate is shown in Figure 10 for both static CMOS and adiabatic implementations. According to these results, for static CMOS implementation, if the size of the load transistor is increased by $6 \times$ (thereby increasing the capacitance seen by the target signal), MTD is reduced by a factor of 2. Alternatively, for adiabatic implementation, the same reduction in MTD is observed when the size of the load transistor is increased by only $2 \times$. Thus, the CPA attack on adiabatic SIMON is more sensitive to the changes in the capacitance seen by the target signal.

The primary reason for this difference is related to the method of analysis of the current traces. Since the integral of current is used for adiabatic SIMON CPA attack, as explained in Section 4.2.3, the effect of increased load amplifies the charge at a higher rate than the peak current samples used in static CMOS based SIMON. This behavior is depicted in Figure 11 where the dependence of charge and current on the size of load is shown. When the width of the load gate is increased by $4 \times$, the charge consumed by the adiabatic ECRL is doubled whereas the peak current consumed by the static CMOS logic increases by approximately $1.2 \times$. Thus, the correlation is higher for ECRL based SIMON for the same increase in load size, thereby reducing the MTD more.
(a) Sample current trace starting from the first round until the fourth round.

(b) Correlation vs. number of traces for static CMOS based SIMON with maximum MTD = 1354 for a load gate width of 200 nm.

(c) Correlation vs. number of traces for adiabatic ECRL based SIMON with maximum MTD = 5718 for a load gate width of 200 nm.

(d) Correlation vs. number of traces for static CMOS based SIMON with maximum MTD = 717 for an increased load gate width of 1200 nm.

(e) Correlation vs. number of traces for adiabatic ECRL based SIMON with maximum MTD = 233 for an increased load gate width of 800 nm.

Figure 9. Correlation power analysis (CPA) attack results.

Figure 10. CPA target signal load size vs. MTD for static CMOS based SIMON core and adiabatic SIMON core.
The capacitance at the prospective target signal can be increased by an attacker at the design or foundry level (e.g., as a hardware Trojan) to make CPA attack easier. This capacitance can be increased via various methods that are relatively difficult to detect such as up-sizing the load gate driven by the target signal, increasing the target signal interconnect capacitance, increasing the fanout, or by inserting dummy capacitance at the target signal. Therefore, a reduced MTD by leveraging the dependence of current on this capacitance poses a serious concern, particularly when the output ciphertext is attacked by the adversary where it is easier to modify node capacitance.

Table 3. MTD for each key-bit partition for static CMOS based SIMON32/64 and adiabatic SIMON32/64 implementations where $K_{mn}^n$ refers to the $n^{th}$ bit of the $m^{th}$ word of the input 64-bit key.

| Key Bit Partitions | MTD | Key Bit Partitions | MTD |
|--------------------|-----|--------------------|-----|
| $K_1^1, K_1^4, K_1^{15}, K_1^2$ | 145 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 720 |
| $K_0^1, K_0^4, K_0^{15}, K_0^2$ | 114 | $K_1^1, K_1^4, K_1^{15}, K_1^2$ | 268 |
| $K_1^1, K_1^4, K_1^2$ | 290 | $K_1^1, K_1^4, K_1^2$ | 268 |
| $K_1^1, K_1^4, K_1^2$ | 409 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 5718 |
| $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 46 | $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 2052 |
| $K_1^1, K_1^4, K_1^2$ | 139 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 1307 |
| $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 116 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 497 |
| $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 445 | $K_1^1, K_1^4, K_1^2$ | 2749 |
| $K_1^1, K_1^4, K_1^2$ | 55 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 113 |
| $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 102 | $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 117 |
| $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 87 | $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 125 |
| $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 27 | $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 11 |
| $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 28 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 11 |
| $K_2^1, K_2^4, K_2^{15}, K_2^2$ | 32 | $K_1^1, K_1^4, K_1^2$ | 28 |
| $K_1^1, K_1^4, K_1^2$ | 364 | $K_3^1, K_3^4, K_3^{15}, K_3^2$ | 263 |
Table 3. Cont.

| Static SIMON | Adiabatic SIMON |
|--------------|-----------------|
| **Key Bit Partitions** | **MTD** | **Key Bit Partitions** | **MTD** |
| $K_3^{14}$, $K_1^{15}$, $K_0^4$ | 1354 | $K_3^3$, $K_3^{14}$, $K_3^{15}$, $K_4^3$, $K_3^4$, $K_3^4$ | 1078 |
| $K_3^9$, $K_3^4$ | 2 | $K_3^3$, $K_3^{14}$, $K_3^{15}$, $K_4^3$, $K_3^4$, $K_3^4$ | 785 |
| $K_3^{10}$, $K_2^2$ | 361 | $K_3^3$, $K_3^{14}$, $K_3^{15}$, $K_4^3$, $K_3^4$, $K_3^4$ | 813 |
| $K_3^8$, $K_3^3$ | 197 | $K_3^3$, $K_3^{14}$, $K_3^{15}$, $K_4^3$, $K_3^4$, $K_3^4$ | 1189 |
| $K_3^7$, $K_3^6$ | 60 | $K_3^3$, $K_3^{14}$, $K_3^{15}$, $K_4^3$, $K_3^4$, $K_3^4$ | 267 |
| $K_4^3$ | 16 | $K_4^3$, $K_4^3$ | 63 |
| $K_3^6$, $K_3^5$ | 27 | $K_4^3$, $K_4^3$ | 27 |
| $K_3^3$, $K_3^3$ | 206 | $K_4^3$, $K_4^3$ | 2370 |
| $K_3^3$ | 52 | $K_4^3$, $K_4^3$ | 2 |
| $K_3^{10}$ | 2 | $K_4^3$, $K_4^3$ | 2 |
| $K_3^7$ | 82 | $K_4^3$, $K_4^3$ | 84 |
| $K_3^7$ | 139 | $K_4^3$, $K_4^3$ | 5454 |
| $K_3^7$ | 17 | $K_4^3$, $K_4^3$ | 11 |
| $K_4^3$ | 95 | $K_4^3$, $K_4^3$ | 41 |
| $K_4^3$ | 17 | $K_4^3$, $K_4^3$ | 172 |

MTD to recover all key bits 1354 5718

6. Conclusions

A correlation power analysis (CPA) attack was established on an adiabatic SIMON block cipher. A charge based sampling method was proposed to significantly reduce the attack complexity. It was demonstrated that adiabatic operation enhances encryption efficiency (bit/sec/W) by approximately $5 \times$ while also exhibiting approximately $4 \times$ higher CPA resistance as compared to static CMOS based SIMON implementation. Despite achieving higher CPA resistance, an unprotected adiabatic SIMON is still susceptible to CPA attacks since the MTD is not sufficiently high. The effect of increasing the target load capacitance on the side-channel resistance was also investigated. The results demonstrate that doubling the capacitance seen by the target signal in the adiabatic SIMON implementation can reduce the MTD by $5 \times$.
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