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Abstract

In this article we study an extension of Smoluchowski’s discrete coagulation equation, where particle in- and output takes place. This model is frequently used to describe aggregation processes in combination with sedimentation of clusters. More precisely, we show that the evolution equation is well-posed for a large class of coagulation kernels and output rates. Additionally, in the long-time limit we prove that solutions converge to a unique equilibrium with exponential rate under a suitable smallness condition on the coefficients.
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1 Introduction

1.1 Forced coagulation and coagulation-fragmentation

In this article we consider the discrete coagulation equation

\[
\frac{d}{dt} c_k = \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell} c_{k-\ell} c_{\ell} - c_k \sum_{\ell=1}^{\infty} a_{k,\ell} c_{\ell} + s_k - r_k c_k, \quad c_k = c_k(t),
\]

(1.1)

which is used to describe the time evolution of a system of aggregating particles under the effect of external forcing. In particular, this equation is frequently used in cloud physics [16], in oceanography [4], and in chemistry [2, 19]. More precisely, (1.1) is an extension of Smoluchowski’s original model [27] which reads

\[
\frac{d}{dt} c_k = \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell} c_{k-\ell} c_{\ell} - c_k \sum_{\ell=1}^{\infty} a_{k,\ell} c_{\ell},
\]

(1.2)

and which corresponds to the choice \( s_k = 0 \) and \( r_k = 0 \) in (1.1).

The interpretation of (1.1) is the following. The quantity \( c_k \) represents the density of particles of size/mass \( k \in \mathbb{N} \) in the system, while we assume here that each cluster consists of a certain number of atoms. The time evolution of \( c_k \) is then on the one hand determined by the production of clusters of size \( k \) due to the coagulation of particles of sizes \( k - \ell \) and \( \ell \). This effect is taken into account by the first sum on the right-hand side of (1.1) and the
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symmetry of the coagulation process leads to the factor $1/2$. Conversely, clusters of size $k$ may aggregate with clusters of any size $\ell$ to form larger particles and this results in a decrease of $c_k$ which is considered by the second sum on the right-hand side of (1.1). Additionally, in contrast to (1.2), we allow in (1.1) also that clusters of size $k$ are injected into the system with a rate $s_k$. On the other hand, clusters are removed from the system with a rate given by $r_k c_k$.

In the applications mentioned before, this removal term often corresponds to sedimentation of particles due to gravity.

Let us consider some important examples for the coefficients $a_{k,\ell}$ and $r_k$ appearing in (1.1). In Smoluchowski’s derivation of the coagulation equation in [27], he assumed that the particles in the system move freely according to Brownian motion and aggregate immediately once they touch. In this situation he obtained the following coagulation coefficient

$$a_{k,\ell} = \left(k^{1/3} + \ell^{1/3}\right)\left(k^{-1/3} + \ell^{-1/3}\right). \tag{1.3}$$

Another important example is given by

$$a_{k,\ell} = \left(k^{1/3} + \ell^{1/3}\right)^3 \tag{1.4}$$

which models coagulation due to linear shear flow [1]. In the mathematical literature kernels of the form

$$a_{k,\ell} = k^{\alpha} \ell^{\beta} + k^{\beta} \ell^{\alpha} \tag{1.5}$$

are frequently used [17, 19]. As already mentioned above, the removal coefficient $r_k$ typically models the effect of sedimentation. In this situation, we have the scaling $r_k \sim k^\gamma$ where the exponent $\gamma$ is related to the fractal dimension $D$ of the aggregates through $\gamma = 1 - 1/D$ (see [4]). More precisely, $k^\gamma$ corresponds to the terminal settling velocity which is determined by Stokes flow. Assuming, as usual, that all clusters are spheres which are indexed by their total mass/volume $k \in \mathbb{N}$, we obtain the scaling $r_k \sim k^{2/3}$ [16]. In [22] the more sophisticated relation $r_k = C k^{2/3}[1 + (0.084 + 0.0264e^{-16.7k^{1/3}})/k^{1/3}]$ can be found.

Concerning the injection rate $s_k$, a typical assumption is that only monomers are introduced, i.e. $s_k = 0$ for all $k > 1$ (e.g. [17, 19, 23]). In this, work we will allow for more general sources. In fact, we will only require that the sequence $s_k$ decreases sufficiently fast for $k \to \infty$ (see the assumption (1.10) below).

Another intrinsic motivation to study (1.1) is to work towards a coupling with additional differential equations, which is a common theme in the context of reaction-diffusion systems. The idea is that $r_k$ and $s_k$, instead of being fixed, could be driven themselves. Yet, before this extension can be achieved, one should understand the case (1.1).

A further important extension of Smoluchowski’s coagulation model is the well-known coagulation-fragmentation equation which reads

$$\frac{d}{dt} c_k = 1 - \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell} c_k c_\ell - c_k \sum_{\ell=1}^{\infty} a_{k,\ell} c_\ell + \sum_{\ell=1}^{\infty} b_{k,\ell} c_{k+\ell} - \frac{1}{2} \sum_{\ell=1}^{k-1} b_{k,k-\ell} c_k. \tag{1.6}$$

In this model, contrary to the classical case (1.2), clusters are additionally allowed to split in smaller pieces and the interpretation is then analogous to the pure coagulation equation. Namely, the third sum on the right-hand side of (1.6) counts the particles of size $k$ which are created due to the breakup of a cluster of size $k + \ell$ while the fourth sum accounts for the loss of aggregates of size $k$ due to fragmentation.
A crucial question in all of the three models (1.1), (1.2) and (1.6) concerns the long-time behaviour of the solutions. In comparison to (1.1) and (1.6), Smoluchowski’s original equation (1.2) represents a special case since here clusters can only grow while no smaller particles are created or inserted in the system. Thus, the existence of a stationary state cannot be expected but the long-time behaviour is conjectured to be self-similar. This is known as the scaling hypothesis [21] but, except for special solvable kernels for which solutions can be computed explicitly, this conjecture is still unproven.

In contrast to this, for (1.1) and (1.6) under reasonable assumptions on $b_{k,\ell}$ or $s_k$ and $r_k$ it is natural to expect that the system approaches an equilibrium state as $t \to \infty$. Although (1.6) has been studied intensively over the last decades, such a convergence could not been established for general coefficients $a_{k,\ell}$ and $b_{k,\ell}$. In fact, convergence to equilibrium for (1.6) is usually established under the detailed balance condition where $a_{k,\ell}$ and $b_{k,\ell}$ are related due to

$$a_{k,\ell}Q_kQ_\ell = b_{k,\ell}Q_k + \ell$$

for a non-negative $Q = (Q_k)_{k \in \mathbb{N}}$ satisfying $Q \neq 0$ and $\sum_{k=1}^{\infty} kQ_k < \infty$ (see e.g. [5–7]). Without (1.7) much less is known on the long-time behaviour of solutions to (1.6). Exceptions are given on the one hand by [12], where solvable kernels are considered for which explicit computations can be performed. On the other hand, in [15] convergence to equilibrium for (1.6) has been shown without assuming the detailed balance condition. The proof relies on a functional inequality, which can be derived under a smallness condition on the first moment of the initial data and the assumption that fragmentation dominates coagulation in a suitable sense. The latter condition in known as strong fragmentation.

From a mathematical point of view, solutions to (1.1) and (1.6) exhibit a similar behaviour. We will in fact extend the method developed in [15] to show convergence to a unique equilibrium in (1.1). More precisely, under the conditions on $r_k$ which we impose (see (1.9)), the removal term $r_k c_k$ causes that solutions to (1.1) exhibit analogous properties as solutions to (1.6) in the strong fragmentation regime. However, there is also a fundamental difference between (1.1) and (1.6). Precisely, at least in the situation of strong fragmentation, solutions to (1.6) conserve the total mass, i.e. the first moment $m_1(t) := \sum_{k=1}^{\infty} kc_k(t)$ [9,13]. Conversely, such a behaviour cannot be expected for (1.1) where $m_1$ in general satisfies the equation (see (2.3))

$$\frac{d}{dt} m_1 = \sum_{k=1}^{\infty} ks_k - \sum_{k=1}^{\infty} kr_k c_k(t).$$

In contrast to (1.6), the model (1.1) has been studied much less intensively in the mathematical literature. Let us recapitulate some of the most important results. In [26] local (in time) existence of solutions is shown for (1.1) under the condition that $\sum_{k=1}^{\infty} k s_k < \infty$ and $a_{k,\ell} \leq d_k d_\ell$ with $d_n/n \to 0$ as $n \to \infty$. Some explicit formulas for solvable coefficients $a_{k,\ell}$ and $r_k$ can be found in [18,19]. Moreover, in [10,11] for the special choice $r_k \equiv 0$ (i.e. no output), $a_{k,1} = a_{1,k} = 1$ and $a_{k,\ell} = 0$, $s_k = 0$ if $k, \ell > 1$ the long-time behaviour of solutions to (1.1) has been shown to be self-similar. Some formal considerations can be found in [17]. The existence of stationary solutions to (1.1) as well as their uniqueness has been considered in [8,28].

In this work, we will establish the well-posedness of (1.1) for a large class of coefficients and moreover, we will establish convergence to a unique steady state under an additional smallness condition.
1.2 Assumptions on the coefficients and main results

In this section, we collect the assumptions on the coefficients of (1.1) and we state the main results, which we are going to show.

We assume that the coagulation kernel \( a_{k,\ell} \) is symmetric, non-negative and satisfies a suitable growth condition, i.e. we have

\[
a_{k,\ell} = a_{\ell,k} \quad \text{and} \quad 0 \leq a_{k,\ell} \leq A_* (k^\alpha \ell^\beta + k^\beta \ell^\alpha) \quad \forall k, \ell \in \mathbb{N} \quad \text{with} \quad \alpha, \beta \in [0,1], \quad \alpha \leq \beta, \tag{1.8}
\]

where \( A_* > 0 \) is a constant. This covers in particular the two examples (1.3) and (1.4). Moreover, we assume that the removal coefficients grow sufficiently fast for large cluster sizes, i.e.

\[
r_k \geq R_* k^\gamma \quad \text{for all} \quad k \in \mathbb{N} \quad \text{with} \quad R_* > 0 \quad \text{and} \quad \gamma > \max\{0, \alpha + \beta - 1\}. \tag{1.9}
\]

Note that the condition on the exponent \( \gamma \) is crucial in our analysis in order to obtain suitable moment estimates. We emphasise that this includes in particular the important example of sedimentation with particles coagulating due to Brownian motion, i.e. \( r_k = k^{2/3} \) and \( a_{k,\ell} \) as in (1.3).

Finally, we require that the source term \( s_k \) is non-negative and decays faster than any power law, i.e. we assume that

\[
s_k \geq 0 \quad \text{and for each} \quad \mu \geq 0 \quad \text{there exists} \quad s_\mu > 0 \quad \text{such that} \quad \sum_{k=1}^{\infty} k^\mu s_k \leq s_\mu. \tag{1.10}
\]

The latter condition is not really a restriction in typical applications since usually there are no huge clusters injected into the system, i.e. \( s_k \) is constantly zero for large \( k \).

For later use, we also introduce the scaled coefficients

\[
\hat{A}_* := \frac{A_*}{R_*}, \quad \text{and} \quad \hat{s}_\mu = \frac{s_\mu}{R_*} \quad \text{for all} \quad \mu \geq 0. \tag{1.11}
\]

Moreover, for \( \mu \geq 0 \) we use the notation

\[
\ell_\mu^1 := \left\{ (c_k)_{k \in \mathbb{N}} \ \big| c_k \in [0, \infty) \ \text{for all} \ k \in \mathbb{N} \ \text{and} \ \sum_{k=1}^{\infty} k^\mu c_k < \infty \right\}
\]

for the weighted \( \ell^1 \)-spaces.

Throughout this work we use the following notion of solutions, which is adapted from [15].

**Definition 1.1.** A sequence \( c(t) = (c_k(t))_{k \in \mathbb{N}} \) with \( c_k \colon [0,T) \to [0,\infty) \) continuous for all \( k \in \mathbb{N} \) is a solution to (1.1) on \([0,T)\) with initial condition \( c^0 = (c^0_k)_{k \in \mathbb{N}} \) provided

(i) for each \( k \in \mathbb{N} \) the equation (1.1) is satisfied for all \( t \in (0,T), \)

(ii) for each \( \mu \geq 1 \) we have \( c \in L^\infty([0,T), \ell_\mu^1) \cap C^1((0,T), \ell_\mu^1), \)

(iii) \( c_k(0) = c_k^0 \) for all \( k \in \mathbb{N}. \)

We call the sequence \( c \) a global solution if \( T = \infty \). Moreover, \( c \) is an equilibrium of (1.1) if \( c \) is a stationary (global) solution of (1.1), i.e. \( c \) does not depend on \( t \).
Remark 1.2. In particular, we consider throughout this work only initial data $c^m$ satisfying $c^m \in \ell_1^1$.

The first main result that we will show in this work is the existence of solutions to (1.1).

**Theorem 1.3.** Let (1.8)–(1.10) be satisfied and let $c^m = (c_k^m)_{k \in \mathbb{N}} \in \ell_1^1$. Then there exists at least one solution $c = (c_k)_{k \in \mathbb{N}}$ of (1.1) with initial condition $c^m$.

Under further restrictions on either the exponents $\beta$ and $\gamma$ or on the coefficients $A_*$, $\hat{s}_1$ and $R_*$ we also obtain uniqueness of solutions

**Proposition 1.4.** Let (1.8)–(1.10) be satisfied. If either $\beta < \gamma$ or alternatively the conditions of Theorem 1.5 below are satisfied then there exists at most one solution to (1.1).

A further main result we are going to prove concerns the existence of a unique equilibrium under a smallness condition on the coefficients. We note that the latter is mainly important for the uniqueness part. Concerning existence, one could in fact obtain a much stronger result (see also Remark 1.7).

**Theorem 1.5.** Let (1.8)–(1.10) be satisfied and for $\mu \geq 1$ such that $\mu + \beta > \max\{2 - \alpha - \beta, 1\}$ assume that either
\[
16 C_{\mu} A_* \left( \frac{2(\mu + \beta)(\mu + \beta)}{p} \hat{A}_s \hat{s}_1^{1+p} + \hat{s}_{\mu + \beta} \right) - R_* < 0
\]
or
\[
8 C_{\mu} A_* \left( \frac{2^{\rho_ \mu + \beta}}{p} (\mu + \beta)^{p_1 - p} \hat{A}_s \hat{s}_1^{1+p} + \hat{s}_{\mu + \beta} \right) - R_* < 0,
\]

where $C_{\mu} := 2^{\max\{\mu - 2, 0\}} \max\{\mu, \mu(\mu - 1)\}$, $\rho_{\mu + \beta} = \gamma / (\mu + \beta - 1)$, $p = (\mu + \gamma - 1) / (1 + \gamma - \alpha - \beta)$ and $q = p / (p - 1)$. Then there exists a unique stationary solution $Q = (Q_k)_{k \in \mathbb{N}}$ of (1.1) and $Q \in \ell_1^\nu$ for all $\nu \geq 0$.

The assumptions in Theorem (1.5) essentially amount to a sufficient balance of injection versus removal of clusters. Moreover, we also obtain that each solution to (1.1) converges to the unique equilibrium.

**Theorem 1.6.** Let the assumptions of Theorem 1.5 be satisfied. Then, for each solution $c = (c_k)_{k \in \mathbb{N}}$ of (1.1) there exists $T_c > 0$ such that
\[
\|c(t) - Q\|_{\ell_1^\mu} \leq K e^{-\kappa(t - T_c)} \quad \text{for all } t \geq T_c
\]

where the constants $K, \kappa > 0$ are independent of $c$.

Remark 1.7. Note that the existence of stationary solutions to (1.1) for the case $\beta = \alpha + \gamma$ and $\alpha < 1$ has already been proven in [8] without the smallness condition which we assume in Theorem 1.5. However, in [8] no uniqueness is established and, to our knowledge, convergence of solutions to (1.1) to these equilibria has not yet been shown.
1.3 Outline of the article

The remainder of this work is organised as follows. In Section 2 we establish several estimates on moments of solutions to (1.1). Based on these moment bounds, we will then give the proof of Theorem 1.3 in Section 3. Following the approach of [15], in Section 4 we show an important functional inequality. This inequality be key for the proofs of Theorems 1.5 and 1.6, which are then contained in Section 5. Finally, in Section 6 we provide an example, which illustrates that we cannot expect that our proof to show convergence to equilibrium can be extended to coefficients without a smallness condition as in Theorem 1.5.

2 Moment estimates

In this section we provide several a priori estimates for the moments of solutions to (1.1). To simplify the presentation, we use for $\mu \in [0, \infty)$ and a fixed solution $c = (c_k)_{k \in \mathbb{N}}$ of (1.1) with initial condition $c_0^N = (c_0^N)_{k \in \mathbb{N}}$ the notation

$$m_\mu(t) = \sum_{k=1}^{\infty} k^\mu c_k(t), \quad m_\mu^N(t) = \sum_{k=1}^{N} k^\mu c_k(t) \quad \text{and} \quad m_\mu^0(t) = \sum_{k=1}^{\infty} k c_k^0.$$ 

while we also note that $m_\mu^0 = m_1(0)$. Note that $m_\mu^N$ exists for each $\mu \in [0, \infty)$ since in this case the sum is finite.

Remark 2.1. Since we are dealing with the discrete coagulation equation, we note that the non-negativity of the solutions immediately yields that

$$m_{\mu_1} \leq m_{\mu_2}, \quad \text{and} \quad m_{\mu_1}^N \leq m_{\mu_2}^N$$

if $0 \leq \mu_1 \leq \mu_2 < \infty$.

To get bounds on the moments we note the following well-known relation for the coagulation operator. For a sequence $\varphi = (\varphi_k)_{k \in \mathbb{N}}$ with at most polynomial growth and each solution $c = (c_k)_{k \in \mathbb{N}}$ of (1.1) we have due to the symmetry of $a_k, \ell$ that

$$\sum_{k=1}^{\infty} \varphi_k \left( \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell, \ell} c_{k-\ell} - c_k \sum_{\ell=1}^{\infty} a_{k, \ell} c_{\ell} \right) = \frac{1}{2} \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} a_{k, \ell} c_k c_{\ell} (\varphi_{k+\ell} - \varphi_k - \varphi_{k+\ell}). \quad (2.1)$$

Thus, multiplying (1.1) with $\varphi_k$ and summing over $k \in \mathbb{N}$ we find

$$\frac{d}{dt} \sum_{k=1}^{\infty} c_k \varphi_k = \frac{1}{2} \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} a_{k, \ell} c_k c_{\ell} (\varphi_{k+\ell} - \varphi_k - \varphi_{k+\ell}) + \sum_{k=1}^{\infty} s_k \varphi_k + \sum_{k=1}^{\infty} r_k c_k \varphi_k. \quad (2.2)$$

Let $\chi_S$ denote the indicator function for a set $S$. If we choose $\varphi_k = k \chi_{\{k \leq N\}}$ in (2.2), we obtain together with $s_k \geq 0$ that

$$\frac{d}{dt} m_1^N(t) = \sum_{k=1}^{N} k s_k - \sum_{k=1}^{N} k r_k c_k \leq \delta_1 - \sum_{k=1}^{N} k r_k c_k. \quad (2.3)$$

Due to assumption (1.9) we have $r_k \geq R_*$ for all $k \in \mathbb{N}$ which yields

$$\frac{d}{dt} m_1^N(t) \leq \delta_1 - R_* m_1^N. \quad (2.4)$$

From this inequality we already conclude the following statement.
Lemma 2.2. Let \( c = (c_k)_{k \in \mathbb{N}} \) be a solution to (1.1) with initial condition \( c^m \). Then the corresponding first moment \( m_1 \) is uniformly bounded. More precisely, we have

\[
m_1(t) = \sum_{k=1}^{\infty} kc_k(t) \leq \max\{m_1^{in}, \hat{s}_1\} \quad \text{for all } t \geq 0.
\]

Moreover, there exists a time \( T > 0 \) which depends only on \( m_1^{in}, \hat{s}_1 \) and \( R_* \) such that \( m_1(t) \leq 2\hat{s}_1 \) for all \( t \geq T \).

Proof. For fixed \( N \in \mathbb{N} \) we apply Grönwall’s inequality to (2.4) which yields

\[
m_1^N(t) \leq \left( m_1^N(0) - \frac{\hat{s}_1}{R_*} \right) e^{-R_*t} + \frac{\hat{s}_1}{R_*} = (m_1^N(0) - \hat{s}_1)e^{-R_*t} + \hat{s}_1 \quad \text{for all } t \geq 0. \tag{2.5}
\]

From this we easily deduce that \( m_1^N(t) \leq \max\{m_1^{in}, \hat{s}_1\} \) and using that \( m_1^N(0) \leq m_1^m \) the first claim follows upon taking the limit \( N \to \infty \). To prove the second claim, we note that for \( m_1^{in} = 0 \) there is nothing to show. On the other hand, if \( m_1^{in} > 0 \) we conclude immediately from (2.5) that it suffices to take \( T > \max\{0, \log(\hat{s}_1/m_1^{in})/R_*\} \). \( \Box \)

Based on the bound on \( m_1^N \) we can now derive also uniform estimates on higher order moments. In fact, we take \( \varphi_k = k^\mu \chi_{\{k \leq N\}} \) with \( \mu > \max\{2 - \alpha, \beta, 1\} \) in (2.2) and note that

\[
(k + \ell)^\mu \chi_{\{k + \ell \leq N\}} - k^\mu \chi_{\{k \leq N\}} \leq (k + \ell)^\mu - k^\mu \leq (\ell + k)^\mu \chi_{\{k \leq N\} \cup \{\ell \leq N\}}.
\]

Thus, we conclude from (2.2) together with (1.8)–(1.10) that

\[
\frac{d}{dt} m_\mu^N(t) \leq \frac{1}{2} \left( \sum_{k=1}^{N} \sum_{\ell=1}^{N} a_{k,\ell} c_k(t) c_\ell(t) [(k + \ell)^\mu - k^\mu - \ell^\mu] + \sum_{k=1}^{N} k^\mu s_k - \sum_{k=1}^{N} k^\mu r_k c_k(t) \right) + \frac{A_*}{2} \left( \sum_{k,\ell=1}^{N} c_k(t) c_\ell(t) (k^\alpha \ell^\beta + k^\beta \ell^\alpha) [(k + \ell)^\mu - k^\mu - \ell^\mu] + \hat{s}_1 \right) - R_* m_\mu^N.
\tag{2.6}
\]

In order to continue, we estimate the expression \( (k^\alpha \ell^\beta + k^\beta \ell^\alpha) [(k + \ell)^\mu - k^\mu - \ell^\mu] \) following the same approach as in [14]. If \( \ell \leq k \) we define \( z = \ell/k \leq 1 \) and find

\[
(k^\alpha \ell^\beta + k^\beta \ell^\alpha) [(k + \ell)^\mu - k^\mu - \ell^\mu] = k^{\alpha+\beta+\mu}(z^\beta + z^\alpha)(1 + z)^\mu - 1 - z^\mu \leq 2k^{\alpha+\beta+\mu} z^{\alpha+\beta} \leq 2\mu k^{\alpha+\beta+\mu} \leq 2\mu k^{\beta+\mu-\nu}\ell^{\alpha+\nu}
\]

for each \( \nu \in [0,1] \) while we also used that \( \alpha \leq \beta \). If \( k \leq \ell \) we can argue in the same way due to symmetry if we interchange \( k \) and \( \ell \) which finally yields

\[
(k^\alpha \ell^\beta + k^\beta \ell^\alpha) [(k + \ell)^\mu - k^\mu - \ell^\mu] \leq 2\mu k^{\beta+\mu-\nu}\ell^{\alpha+\nu} + k^{\alpha+\nu}\ell^{\beta+\mu-\nu}.
\]

If we use this estimate in (2.6) it follows due to symmetry that

\[
\frac{d}{dt} m_\mu^N(t) \leq (2\mu A_*) m_\mu^N m_{\beta+\mu-\nu}^N m_{\alpha+\nu}^N + \hat{s}_1 - R_* m_\mu^N
\]

We choose now \( \nu = 1 - \alpha \) which yields

\[
\frac{d}{dt} m_\mu^N(t) \leq (2\mu A_*) m_{\alpha+\beta+\mu-1}^N + \hat{s}_1 - R_* m_\mu^N. \tag{2.7}
\]
From Hölder’s inequality with
\[ p = \frac{\mu + \gamma - 1}{1 + \gamma - \alpha - \beta} \quad \text{and} \quad q = \frac{p}{p-1} \]  
we deduce
\[ m_{\alpha+\beta+\mu-1}^N = \sum_{k=1}^N k^{\alpha+\beta+\mu-1} c_k = \sum_{k=1}^N k^{1/p} k^{\alpha+\beta+\mu-1-1/p} c_k^{1/p} c_k^{1/q} \leq (m_1^N)^{\frac{1}{p}} (m_{\mu+\gamma}^N)^{\frac{1}{q}}. \]  
If we plug this estimate in (2.7) we further get
\[ \frac{\mathrm{d}}{\mathrm{d}t} m_{\mu}^N(t) + R_* m_{\mu+\gamma}^N \leq (2^\mu A_*)(m_1^N)^{\frac{1}{p}} (m_{\mu+\gamma}^N)^{\frac{1}{q}} + s_\mu. \]  
Young’s inequality (with \( \varepsilon \)) yields that
\[ (m_1^N)^{\frac{1}{p}} (m_{\mu+\gamma}^N)^{\frac{1}{q}} \leq \varepsilon m_{\mu+\gamma}^N + \frac{(q\varepsilon)^{1-p}}{p} (2^\mu A_*)^p (m_1^N)^{1+p}. \]  
Thus, taking \( \varepsilon = R_* / 2 \) we find
\[ \frac{\mathrm{d}}{\mathrm{d}t} m_{\mu}^N(t) + \frac{1}{2} R_* m_{\mu+\gamma}^N \leq \frac{(2^{\mu-1} \mu)^p q^{1-p}}{2p} R_*^{1-p} A_*^p (m_1^N)^{1+p} + s_\mu. \]  
In the same way as in (2.9) Hölder’s inequality with
\[ \tilde{p} = \frac{\mu + \gamma - 1}{\gamma} \quad \text{and} \quad \tilde{q} = \frac{\mu + \gamma - 1}{\mu - 1} \]  
yields
\[ m_\mu^N = \sum_{k=1}^N k^{\mu} c_k^N = \sum_{k=1}^N k^{\mu-\frac{1}{p}} k^{\frac{1}{p}} c_k^{\frac{1}{p}} c_k^{\frac{1}{q}} \leq (m_1^N)^{\frac{1}{p}} (m_{\mu+\gamma}^N)^{\frac{1}{q}}. \]  
Together with (2.11) this can be rearranged as
\[ (m_\mu^N)^{\frac{\mu+\gamma-1}{\mu-1}} \leq (m_\mu^N)^{\frac{\gamma}{\mu}} m_{\mu+\gamma}^N. \]  
These estimates enable us to derive a couple of moment estimates that will be essential for the rest of this work. One ingredient for this is the following nonlinear version of Grönwall’s inequality (see also [13, 15]).

**Lemma 2.3.** Let \( \rho > 1 \) and let \( f \in C([t_0, \infty), \mathbb{R}_{\geq 0}) \cap C^1((t_0, \infty)) \) satisfy
\[ \frac{\mathrm{d}}{\mathrm{d}t} f(t) + \Lambda(f(t))^{1+\rho} \leq \Xi \quad \text{for all} \quad t > t_0 \]  
with constants \( \Lambda, \Xi > 0 \). Then
\[ f(t) \leq \max \left\{ \left( \frac{2\Xi}{\Lambda} \right)^{\frac{1}{1+\rho}}, \left( \frac{2}{\rho \Lambda} \right)^{\frac{1}{\rho}} (t - t_0)^{-\frac{1}{\rho}} \right\} \]  
for all \( t > t_0 \).
The inequality (2.13) directly implies that
\[ f(t) \leq \left( \frac{2\Xi}{\Lambda} \right)^{\frac{1}{1+p}} \] for all \( t \geq T \).

On the other hand, the definition of \( T \) implies that
\[ \Xi \leq \frac{A}{2} (f(t))^{1+p} \] if \( t_0 < t < T \).

Thus, together with (2.13) we deduce
\[ \frac{d}{dt} f(t) + \frac{A}{2} (f(t))^{1+p} \leq 0 \quad \text{for } t \in (t_0, T). \]

Integrating this inequality explicitly, we obtain together with the non-negativity of \( f(t_0) \) that
\[ f(t) \leq \left( \frac{1}{(f(t_0))^{1-p} + \frac{\Lambda p}{2} (t-t_0)} \right)^{\frac{1}{p}} \leq \left( \frac{2}{\rho A} \right)^{\frac{1}{p}} (t-t_0)^{-\frac{1}{p}} \] for all \( t \in (t_0, T) \).

Together with (2.14) the claim immediately follows. \( \square \)

Based on Lemma 2.3 and (2.12) we can now prove the following estimate on higher order moments of solutions to (1.1).

**Lemma 2.4.** Let \( c = (c_k)_{k \in \mathbb{N}} \) be a solution to (1.1) with corresponding first moment \( m_1 \) and initial condition \( c^m = (c^m_k)_{k \in \mathbb{N}} \). For \( \mu > \max\{2 - \alpha - \beta, 1\} \) let \( \rho_\mu = \gamma / (\mu - 1) \) and \( p, q \) as in (2.8). Then
\[ m_\mu(t) \leq \max \left\{ \left( \frac{2(2^\mu - 1) \mu}{p} q_1 \rho_\mu \right) \hat{A}_* \max \{m_1^m, \hat{s}_1\}^{1+p+\mu} + 4 \hat{s}_\mu \max \{m_1^m, \hat{s}_1\}^{\rho_\mu} \right\}^{1+p_\mu}, \]
\[ \left( \frac{4}{R_\rho \rho_\mu} \right)^{\frac{1}{p}} \max \{m_1^m, \hat{s}_1\} t^{-\frac{1}{\rho_\mu}} \]
for all \( t \geq 0 \). In particular, there exists a constant \( C_\mu \) which only depends on the parameters \( \alpha, \beta, \gamma, m_1^m, \hat{s}_1, \hat{s}_\mu, \hat{A}_* \) and \( R_\rho \) such that \( m_\mu(t) \leq C_\mu (1 + t^{-1/\rho_\mu}) \).

**Proof.** Due to Lemma 2.2 we have \( m_\mu^N(t) \leq \max \{m_1^m, \hat{s}_1\} \) uniformly in \( N \in \mathbb{N} \) for all \( t \geq 0 \). Thus, we can estimate the right-hand side of (2.12) to obtain
\[ (m_\mu^N)^\frac{\mu-1}{\rho-1} \leq \max \{m_1^m, \hat{s}_1\}^\frac{\mu-1}{\rho-1} m_\mu^N. \]

Since \( \hat{s}_1 > 0 \) by assumption, we have \( \max \{m_1^m, \hat{s}_1\} > 0 \) and we find together with (2.10) that
\[ \int \frac{d}{dt} m_\mu^N(t) + \frac{1}{2} R_\rho \max \{m_1^m, \hat{s}_1\}^\frac{\mu-1}{\rho-1} (m_\mu^N)^\frac{\mu-1}{\rho-1} \leq \frac{(2^\mu - 1) \mu q_1}{2p} R_\rho^{-1} A^p (m_\mu^N)^{1+p} + s_\mu. \]
Using again $m_1^N(t) \leq \max\{m_1^N, \widehat{s}_1\}$ to estimate the right-hand side we finally obtain

$$\frac{d}{dt} m_1^N(t) + \frac{1}{2} R_s \max\{m_1^N, \widehat{s}_1\} - \frac{1}{\nu - 1} (m_1^N)^{\frac{\mu + 1}{\mu - 1}} \leq \frac{(2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}) R_s \max\{m_1^N, \widehat{s}_1\}}{2p} + s_\mu. \quad (2.15)$$

Thus, applying Lemma 2.3 with $t_0 = 0$ and

$$\Xi := \frac{(2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}) R_s \max\{m_1^N, \widehat{s}_1\}}{2p} \max\{m_1^N, \widehat{s}_1\}^{1 + p} + s_\mu \quad \text{and} \quad \Lambda := \frac{1}{2} R_s \max\{m_1^N, \widehat{s}_1\}^{-\frac{\gamma}{\nu - 1}} \quad (2.16)$$

the claim follows if we recall (1.11).

The next lemma states that after a sufficiently large time, the higher moments can be estimated independently of the initial data.

**Lemma 2.5.** Let $c = (c_k)_{k \in \mathbb{N}}$ be a solution to (1.1) with corresponding first moment $m_1$. For $\mu > \max\{2 - \alpha - \beta, 1\}$ let $\rho_\mu = \gamma/\mu$ and $p, q$ as in (2.8). Then there exists $T > 0$ such that

$$m_\mu(t) \leq 2 \left( \frac{2^2 \rho_\mu (2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}) R_s \max\{m_1^N, \widehat{s}_1\}^{1 + p} + 2^{2 - 1 - \frac{\mu}{\nu - 1}} \rho_\mu \widehat{s}_1 \right)^{1 + p} \quad (2.17)$$

and

$$m_\mu(t) \leq 4 \left( \frac{2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}}{p} R_s \max\{m_1^N, \widehat{s}_1\}^{1 + p} + \widehat{s}_1 \right) \quad (2.18)$$

for all $t \geq T$.

**Remark 2.6.** In the language of dynamical systems, the previous lemma in particular yields that the semi-group $S(t)$ associated to (1.1) is dissipative (see [25, Definition 10.2]) on each space $L_\mu^1$ if $\mu > \max\{2 - \alpha - \beta, 1\}$ and thus has a global attractor (see [25, Theorem 10.5]).

**Proof of Lemma 2.5.** We can proceed similarly as in the proof of Lemma 2.4. More precisely, Lemma 2.2 guarantees the existence of $T_1 > 0$ such that $m_1(t) \leq 2 \widehat{s}_1$ for all $t \geq T_1$. Thus, together with (2.12) we find

$$m_\mu^N \left( m_\mu^N \right)^{1 - \frac{\mu}{\nu - 1}} \leq (2 \widehat{s}_1)^{1 - \frac{\mu}{\nu - 1}} m_\mu^{N}. \quad (2.15)$$

Since $\widehat{s}_1 > 0$ and $m_1^N(t) \leq 2 \widehat{s}_1$ uniformly in $t$ and $N$, we thus obtain from (2.10) that

$$\frac{d}{dt} m_\mu^N(t) + 2 - 1 - \frac{\mu}{\nu - 1} R_s \widehat{s}_1^{1 - \frac{\gamma}{\nu - 1}} (m_\mu^N)^{1 - \frac{\mu}{\nu - 1}} \leq \frac{(2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}) R_s \max\{m_1^N, \widehat{s}_1\}^{1 + p} + s_\mu}{2p} \quad (2.19)$$

If we apply Lemma 2.3 with $t_0 = T_1$ as well as

$$\Xi := \frac{(2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}) R_s \max\{m_1^N, \widehat{s}_1\}^{1 + p} + s_\mu}{2p} \quad \text{and} \quad \Lambda := 2 - 1 - \frac{\mu}{\nu - 1} R_s \widehat{s}_1^{1 - \frac{\gamma}{\nu - 1}} \quad (2.20)$$

we obtain

$$m_\mu^N(t) \leq \max \left\{ \left( \frac{2^2 \rho_\mu (2^{\mu - 1} - 1 - \frac{\mu}{\nu - 1}) R_s \max\{m_1^N, \widehat{s}_1\}^{1 + p} + 2^{2 - 1 - \frac{\mu}{\nu - 1}} \rho_\mu \widehat{s}_1 \right)^{1 + p}, 2 \left( \frac{4}{R_s \rho_\mu} \right)^{\frac{1}{\nu - 1}} \widehat{s}_1 (t - T_1)^{1 - \frac{\mu}{\nu - 1}} \right\} \quad (2.20)$$

10
for all \( t > T_1 \) taking also (1.11) and \( \rho_\mu = \gamma/(\mu - 1) \) into account. Taking \( T_2 > T_1 \) such that
\[
2 \left( \frac{4}{R_* \rho_\mu} \right) \frac{1}{\rho_\mu} (t - T_1) \frac{1}{\rho_\mu} \leq \left( \frac{2^{2+\rho_\mu}(2^{\mu-1}\mu)p^{1-p}}{p} \widehat{A}_s^\gamma \widehat{\gamma}_1^{1+p+\rho_\mu} + 2^{2+\rho_\mu} \widehat{\gamma}_1^{1+p+\rho_\mu} \right)^{1/(1+p_\mu)}
\]
for all \( t > T_2 \) and taking the limit \( N \to \infty \) the estimate (2.17) follows.

Similarly, using \( m_1(t) \leq 2\widehat{\gamma}_1 \) for all \( t > T_1 \) and \( m_\mu^N(t) \leq m_\mu^{N+\gamma} \) since \( \gamma > 0 \), we obtain from (2.10) that
\[
\frac{d}{dt} m_\mu^N(t) + \frac{R_*}{2} m_\mu^N(t) \leq \frac{(2^\mu p^{1-p})^{2+\rho_\mu}}{p} R_* \widehat{A}_s^\gamma + \widehat{\gamma}_1^{1+p+\rho_\mu} + s_\mu.
\]
Thus, Grönwall’s inequality directly yields
\[
m_\mu^N(t) \leq m_\mu^N(T_2) e^{-\frac{R_*}{2}(t-T_2)} + 2 \left( \frac{(2^\mu p^{1-p})^{2+\rho_\mu}}{p} R_* \widehat{A}_s^\gamma + \widehat{\gamma}_1^{1+p+\rho_\mu} \right) \left( 1 - e^{-\frac{R_*}{2}(t-T_2)} \right).
\]
We have already shown that
\[
m_\mu^N(T_2) \leq 2 \left( \frac{2^{2+\rho_\mu}(2^\mu p^{1-p})^{2+\rho_\mu}}{p} R_* \widehat{A}_s^\gamma + \widehat{\gamma}_1^{1+p+\rho_\mu} \right)^{1/(1+p_\mu)}.
\]
Thus, to conclude the proof of (2.18), it suffices to choose \( T > T_2 \) sufficiently large such that
\[
2 \left( \frac{2^{2+\rho_\mu}(2^\mu p^{1-p})^{2+\rho_\mu}}{p} R_* \widehat{A}_s^\gamma + \widehat{\gamma}_1^{1+p+\rho_\mu} \right)^{1/(1+p_\mu)} e^{-\frac{R_*}{2}(t-T_2)} \leq 2 \left( \frac{(2^\mu p^{1-p})^{2+\rho_\mu}}{p} R_* \widehat{A}_s^\gamma + \widehat{\gamma}_1^{1+p+\rho_\mu} \right) \text{ for all } t \geq T
\]
and to take the limit \( N \to \infty \) in (2.21). \( \square \)

3 Existence of a solution

To prove existence of solutions to (1.1) we follow an approach for discrete coagulation (-fragmentation) equations which has been used in similar form in previous works e.g. [3, 9].

More precisely, we consider first a finite dimensional approximation of (1.1) which, for \( N \in \mathbb{N} \) fixed, reads
\[
\frac{d}{dt} c_k^N = \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell} c_k^N c_\ell^N - c_k^N \sum_{\ell=1}^{N-k} a_{k,\ell} c_\ell^N + s_k - r_k c_k^N \text{ if } k \leq N,
\]
\[
c_k^N = 0 \text{ else.}
\]
We note that the sequence \( c^N = (c_k^N)_{k \in \mathbb{N}} \) is a solution to (1.1) where the coefficients \( a_{k,\ell}, s_k \) and the initial condition \( c^{\text{in}} = (c_k^{\text{in}})_{k \in \mathbb{N}} \) are replaced by
\[
a_{k,\ell}^N = \begin{cases} a_{k,\ell} & \text{if } k + \ell \leq N, \\ 0 & \text{else} \end{cases}, \quad
s_k^N = \begin{cases} s_k & \text{if } k \leq N, \\ 0 & \text{else} \end{cases} \quad \text{and} \quad
\]
\[
c_k^{\text{in},N} = \begin{cases} c_k^{\text{in}} & \text{if } k \leq N, \\ 0 & \text{else}. \end{cases}
\]
In particular, since \( a_{k,\ell}^N \) and \( s_k^N \) satisfy the assumptions (1.8) and (1.10) the moment estimates derived in Section 2 still hold for \( c^N \).
3.1 Existence of a solution for the truncated system

The following proposition states the existence of a unique classical global solution for (3.1)

**Proposition 3.1.** For each fixed $N \in \mathbb{N}$ the system (3.1) has a unique solution $c^N = (c^N_k)_{k \in \mathbb{N}}$ such that $c^N_k \in C^1([0, \infty), \mathbb{R}_{\geq 0})$ for each $k \in \mathbb{N}$.

**Proof.** The proof of this statement follows from classical arguments of the theory of ordinary differential equations. For the sake of completeness, we outline the main steps. To simplify the notation we define functions $f_k: \mathbb{R}^N \to \mathbb{R}^N$ for $k = 1, \ldots, N$ through

$$f_k(x_1, \ldots, x_N) = \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell, \ell} x_{k-\ell} x\ell - x_k \sum_{\ell=1}^{N-k} a_{k, \ell} x\ell + s_k - r_k x_k.$$ 

Thus, (3.1) can be rewritten as

$$\frac{d}{dt} c^N_k = f_k(c^N_1, \ldots, c^N_N)$$

for $k = 1, \ldots, N$.

As polynomials, the functions $f_k$ are in particular locally Lipschitz continuous. Thus, due to the Picard-Lindelöf theorem there exists a unique solution $c^N = (c^N_k)_{k \in \mathbb{N}}$ on a maximal time interval $[0, T^*)$, i.e. $c^N_k \in C^1([0, T^*))$ for all $k = 1, \ldots, N$.

On the other hand, the function $f = (f_k)_k$ is quasi-positive in the notion of [24] which precisely means that

$$f_k(x_1, \ldots, x_{k-1}, 0, x_{k+1}, \ldots, x_N) \geq 0$$

if $x_j \geq 0$ for all $j \in \{1, \ldots, N\} \setminus \{k\}$.

The validity of this property is easily checked since $a_{k, \ell}, s_k \geq 0$ by assumption. Thus, since $c^{in,N}_k \geq 0$ for all $k \in \mathbb{N}$ it follows from [24, Satz 4.2.2] that $c^N_k \geq 0$ on $[0, T^*)$ for all $k = 1, \ldots, N$.

To show $T^* = \infty$ we rely on the moment estimates from Section 2. In fact, Lemma 2.2 implies

$$\sup_{t \in [0, T^*)} \sum_{k=1}^N k c^N_k(t) \leq \max\{m^{in}_1, s_1\}.$$

Thus, $c^N_k$ cannot blow up on the interval $[0, T^*)$ which implies that $T^* = \infty$ (see [24, Satz 2.3.2]).

3.2 Existence of a global solution to (1.1)

The general goal will be to pass to the limit $N \to \infty$ in the finite system (3.1). For this, we rely on the moment estimates from Section 2 in order to obtain compactness. This approach is by now classical for coagulation (-fragmentation) equations and we follow here mainly [9, 20].

**Lemma 3.2.** For each fixed $T > 0$ and $k \in \mathbb{N}$ there exists a constant $C$ which depends on $T$ and $k$ but which is independent of $N$ such that

$$\left\| \frac{d}{dt} c^N_k(\cdot) \right\|_{L^1(0,T)} \leq C$$

for all $N \geq k$ where $c^N = (c^N_k)_{k \in \mathbb{N}}$ is the solution so (3.1) provided by Proposition 3.1.
Proof. Due to the assumptions (1.8) and (1.9) we have
\[
\frac{d}{dt} c_k^N(t) \leq \frac{A_n}{2} \sum_{\ell=1}^{N-k} ((k-\ell)^\alpha (k-\ell)^\beta + (k-\ell)^\beta c_k^N) + A_s c_k^N \sum_{\ell=1}^{N-k} (k^\alpha c_k^N + k^\beta c_k^N) + s_k + R_k c_k^N.
\]
Using the trivial estimates \( k^\alpha c_k^N \leq \|c(t)\|_{\ell_1^k} \) and \( k^\gamma c_k^N \leq k^{-1}\|c(t)\|_{\ell_1^k} \) we further find
\[
\frac{d}{dt} c_k^N(t) \leq 3A_n \|c(t)\|_{\ell_1^k}^n + \|c(t)\|_{\ell_1^k} + s_k + R_k c_k^N.
\]
Since \( \alpha \leq \beta \leq 1 \) we recall from Remark 2.1 that \( \|c(t)\|_{\ell_1^k} \leq \|c(t)\|_{\ell_1^k} = \|c(t)\|_{\ell_1^k} = m_1^N(t) \).
Together with \( s_k \leq s_1 \) this further yields
\[
\frac{d}{dt} c_k^N(t) \leq 3A_n (m_1^N(t))^2 + s_1 + R_k c_k^N.
\]
(3.2)
Recalling once more from Lemma 2.2 that \( m_1^N(t) \leq \max\{m_1^{in}, s_1\} \) we immediately conclude
\[
\left\| \frac{d}{dt} c_k^N(\cdot) \right\|_{L^1(0,T)} \leq \left( 3A_n \max\{m_1^{in}, s_1\}^2 + s_1 + R_k c_k^N \right) T
\]
which finishes the proof. \( \square \)

The next proposition provides a certain stability of the right-hand side of (1.1) which will be the key in passing to the limit \( N \to \infty \) in (3.1).

Proposition 3.3. Let \( (c^n)_{n\in\mathbb{N}} \) and \( (s^n)_{n\in\mathbb{N}} \) be sequences with \( c^n = (c_k^n)_{k\in\mathbb{N}} \in L^\infty([0,\infty), \ell_1^k) \) for each \( n \in \mathbb{N} \) and assume that there exist \( c = (c_k)_{k\in\mathbb{N}} \) and \( s = (s_k)_{k\in\mathbb{N}} \) such that \( s_k^n \to s_k \) as \( n \to \infty \) as well as
\[
c_k^n(t) \to c_k(t) \text{ as } n \to \infty \text{ uniformly on compact subsets of } [0,\infty).
\]
Let \( a_k^n, \ell \) satisfy (1.8) uniformly with respect to \( n \in \mathbb{N} \) and let \( a_k^n, \ell \to a_k, \ell \) as \( n \to \infty \) for each \( k, \ell \in \mathbb{N} \). Assume further that there exists a constant \( M_1 > 0 \) such that
\[
m_1^n(s) := \sum_{k=1}^\infty k c_k^n(s) \leq M_1 \text{ for all } s \in [0,\infty) \text{ and all } n \in \mathbb{N}.
\]
Finally for some \( \mu > 1 \) let \( (c^n)_{n\in\mathbb{N}} \) satisfy
\[
m_1^n(s) := \sum_{k=1}^\infty k^\mu c_k^n(s) \leq M_\mu (1 + s^{-\rho}) \text{ for all } s \in (0,\infty) \text{ and all } n \in \mathbb{N}
\]
with constants \( M_\mu > 0 \) and \( \rho \in (0,1) \). Then, we have for each \( k \in \mathbb{N} \) fixed that
\[
\lim_{n \to \infty} \left( \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell, \ell} c_k^n c_k^n - c_k^n \sum_{\ell=1}^\infty a_{k, \ell} c_k^n + s_k - r_k c_k^n \right) = \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell, \ell} c_k c_k - c_k \sum_{\ell=1}^\infty a_{k, \ell} c_k + s_k - r_k c_k
\]
(3.3)
uniformly on each compact subset of \((0, \infty)\). Moreover, we have for each \(t > 0\) that

\[
\lim_{n \to \infty} \left( \int_0^t \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell}^n c_{k-\ell}^n(s) c_{\ell}^n(s) - c_k^n(s) \sum_{\ell=1}^{\infty} a_{k,\ell}^n c_{\ell}^n(s) + s_k^n - r_k c_k^n(s) \right) ds
\]

\[
= \int_0^t \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell} c_{k-\ell}(s) c_{\ell}(s) - c_k(s) \sum_{\ell=1}^{\infty} a_{k,\ell} c_{\ell}(s) + s_k - r_k c_k(s) ds. \tag{3.4}
\]

Proof. We first note that by means of Fatou's Lemma, we immediately conclude from the assumptions of the proposition that

\[
M_1(s) := \sum_{k=1}^{\infty} k c_k(s) \leq M_1 \quad \text{and} \quad M_\mu(s) := \sum_{k=1}^{\infty} k^\mu c_k(s) \leq M_\mu(1 + s^{-\rho}).
\]

We will first show the claimed convergence in (3.3) from which (3.4) will then easily follow.

To prove (3.3), we consider the different terms separately and note first that we already have \(s_k^n \to s_k\) due to the assumptions. Moreover, since \(c_{\ell}^n \to c_{\ell}\) uniformly on compact subsets of \([0, \infty)\) as \(n \to \infty\), we immediately get

\[
\frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell}^n c_{k-\ell}^n \to \frac{1}{2} \sum_{\ell=1}^{k-1} a_{k-\ell,\ell} c_{k-\ell} \quad \text{and} \quad r_k c_k^n \to r_k c_k \quad \text{as} \quad n \to \infty \quad (3.5)
\]

locally uniformly on \([0, \infty)\). Thus, it remains to estimate the difference \(c_k^n \sum_{\ell=1}^{\infty} a_{k,\ell}^n c_{\ell}^n - c_k \sum_{\ell=1}^{\infty} a_{k,\ell} c_{\ell}\) which we rewrite for some \(Z \in \mathbb{N}\) to get

\[
|c_k^n \sum_{\ell=1}^{\infty} a_{k,\ell}^n c_{\ell}^n - c_k \sum_{\ell=1}^{\infty} a_{k,\ell} c_{\ell}| \\
\leq |c_k^n - c_k| \sum_{\ell=1}^{\infty} a_{k,\ell}^n c_{\ell}^n + c_k \sum_{\ell=1}^{Z-1} \left| a_{k,\ell}^n - a_{k,\ell} \right| \left( c_k^n + a_{k,\ell}^n c_{\ell}^n \right) + c_k \sum_{\ell=Z}^{\infty} \left( a_{k,\ell}^n c_{\ell}^n + a_{k,\ell} c_{\ell} \right). \tag{3.6}
\]

For the first expression on the right-hand side we obtain together with (1.8) and \(k^\alpha \ell^\beta + k^\beta \ell^\alpha \leq 2(k\ell)^\beta\) as well as \(b^\beta \leq \ell\) for all \(k, \ell \in \mathbb{N}\) since \(\alpha \leq \beta\) that

\[
|c_k^n(s) - c_k(s)| \sum_{\ell=1}^{\infty} a_{k,\ell}^n c_{\ell}^n(s) \leq A_k |c_k^n(s) - c_k(s)| \sum_{\ell=1}^{\infty} \left( k^\alpha \ell^\beta + k^\beta \ell^\alpha \right) c_{\ell}^n(s) \\
\leq 2A_k k^\beta |c_k^n(s) - c_k(s)| \sum_{\ell=1}^{\infty} c_{\ell}^n(s) \leq 2A_k M_1 k^\beta |c_k^n(s) - c_k(s)| \to 0 \quad (3.7)
\]

as \(n \to \infty\) locally uniformly on \([0, \infty)\). For the second expression on the right-hand side of (3.6) we find in the same way as in (3.5) that

\[
\lim_{n \to \infty} \left( c_k(s) \sum_{\ell=1}^{Z-1} \left( a_{k,\ell}^n - a_{k,\ell} \right) |c_{\ell}^n(s) + a_{k,\ell} c_{\ell}^n(s) - c_{\ell}(s)|) \right) = 0 \quad \text{locally uniformly on} \quad [0, \infty). \tag{3.8}
\]
Finally, for the third term on the right-hand side of (3.6) we note that $\mu$, as specified in the assumptions, satisfies $\mu > \beta$ since $\beta \in [0,1]$. Thus, using additionally that $a_{k,\ell}, a_{k,\ell}^n \leq 2A_*k^\beta \ell^\beta$ as before and $k^\beta c_k(s) \leq M_1$ we get

$$c_k(s) \sum_{\ell = 1}^{\infty} \left( a_{k,\ell}^n \ell^\beta(s) + a_{k,\ell}c_{\ell}(s) \right) \leq 2A_*k^\beta c_k(s) \sum_{\ell = 1}^{\infty} \ell^\beta \left( c_{\ell}^n(s) + c_{\ell}(s) \right)$$

$$\leq 2A_*M_1 \sum_{\ell = 1}^{\infty} \ell^\beta - \mu \ell^\mu \left( c_{\ell}^n(s) + c_{\ell}(s) \right) \leq 2A_*M_1 Z^{\beta - \mu} (m_{\mu}^n(s) + m_{\mu}(s)) \leq 4A_*M_1 M_\mu (1 + s^{-\rho}) Z^{\beta - \mu}. \quad (3.9)$$

Since $\mu > \beta$ and $\rho \in [0,1)$, the right-hand side converges to zero locally uniformly on $(0, \infty)$ and independently of $n$ as $Z \to \infty$. Thus, the relation (3.3) follows upon collecting (3.5), (3.7) and (3.8) and taking first the limit $n \to \infty$ and then $Z \to \infty$. Furthermore, since the estimates (3.5), (3.7) and (3.8) are uniform with respect to $s$ and since $\int_0^t (1 + s^{-\rho}) \, ds \leq (t + 1 - \rho)/(1 - \rho)$ the convergence (3.4) is a direct consequence. □

We are now prepared to prove the existence of global solutions to (1.1).

**Proof of Theorem 1.3.** Let $(c^N)_{N \in \mathbb{N}}$ be the sequence of solutions for the finite systems provided by Proposition 3.1. According to Lemma 2.2 we have $m_1^N(t) \leq \max \{ m_1^{in}, \hat{s}_1 \}$ such that Lemma 3.2 ensures that for fixed $T > 0$ and $k \in \mathbb{N}$ the sequence $(c_k^N)_{N \geq k}$ is uniformly bounded in $L^\infty(0,T) \cap W^{1,1}(0,T)$. Thus, an Arzela-Ascoli type argument yields that there exists a sub-sequence of $c^N = (c_k^N)_{N \in \mathbb{N}}$ (which we will not relabel) and a sequence $c = (c_k)_{k \in \mathbb{N}}$ which is of locally bounded variation such that

$$c_k^N(t) \to c_k(t) \quad \text{as } N \to \infty \quad (3.10)$$

uniformly on each compact subset of $[0, \infty)$. Due to Fatou’s Lemma and Lemmas 2.2 and 2.4 we have additionally that

$$m_1(t) \leq \max \{ m_1^{in}, \hat{s}_1 \} \quad \text{and} \quad m_\mu(t) \leq C_\mu (1 + t^{-\rho}) \quad \text{for some } \mu > 0 \text{ and } \rho \in [0,1). \quad (3.11)$$

Moreover, equation (3.1) can be rewritten as

$$c_k^N(t) = c_k^{in} + \int_0^t \left( \frac{1}{2} \sum_{\ell = 1}^{k-1} a_{k-\ell,\ell} c_k^{N}(s) c_k^N(s) - c_k^N(s) \sum_{\ell = 1}^{\infty} a_{k,\ell} c_k^N(s) + s_k - r_k c_k^N(s) \right) \, ds.$$

Thus, taking the limit $N \to \infty$, Proposition 3.3 yields

$$c_k(t) = c_k^{in} + \int_0^t \left( \frac{1}{2} \sum_{\ell = 1}^{k-1} a_{k-\ell,\ell} c_k(s) c_k(s) - c_k(s) \sum_{\ell = 1}^{\infty} a_{k,\ell} c_k(s) + s_k - r_k c_k(s) \right) \, ds \quad (3.12)$$

To conclude, we note that from (3.10) together with (3.11) we obtain $c \in L^\infty([0,T), \ell_1^1) \cap C^1((0,T), \ell_1^1)$ and that $c_k: [0,\infty) \to [0, \infty)$ is continuous with $c(0) = c^{in}$. Differentiating in (3.12) finally yields that $c$ solves (1.1). □
4 A functional inequality

In this section we are going to derive a functional inequality similar to [15], which will be the key in the proofs of Theorems 1.5 and 1.6. As a preliminary step we prove the following lemma.

**Lemma 4.1.** For each $\mu \geq 1$ we have

$$(k + \ell)^\mu - k^\mu - \ell^\mu \leq 2^{\max\{\mu - 2, 0\}} \max\{\mu, \mu(\mu - 1)\} \ell^{\max\{1, \mu - 1\}} k^{\mu - 1} + 2\ell^\mu$$

for all $k, \ell \in \mathbb{N}$.

**Proof.** It turns out to be convenient to estimate the expression

$$\frac{(k + \ell)^\mu - k^\mu - \ell^\mu}{k^{\mu - 1}} = \ell k \left( \left( 1 + \frac{\ell}{k} \right)^\mu - 1 \right) \left( \frac{\ell}{k} \right)^\mu.$$  

Thus, defining $z = \ell/k$ the right-hand side reads $\ell h_\mu(z)$ with

$$h_\mu(z) = \frac{(1 + z)^\mu - 1 - z^\mu}{z}.$$  

The expression $h_\mu(z)$ can be rewritten as

$$h_\mu(z) = \frac{(1 + z)^\mu - 1 - z^\mu}{z} = \frac{1}{z} \left( \int_0^z \partial_x (1 + x)^\mu \, dx - \int_0^z \partial_x x^\mu \, dx \right) = \frac{\mu}{z} \int_0^z (1 + x)^{\mu - 1} - x^{\mu - 1} \, dx.$$  

Now, we have to treat the two cases $\mu \leq 2$ and $\mu > 2$ separately. In the first one, i.e. for $\mu \leq 2$ we note that the map $x \mapsto x^{\mu - 1}$ is Hölder continuous with exponent $\mu - 1$ and constant one, i.e. we have $(1 + x)^{\mu - 1} - x^{\mu - 1} \leq 1$ for all $x \geq 0$. Thus, we conclude directly from (4.1) that

$$h_\mu(z) \leq \mu \quad \text{for all } z \geq 0 \text{ if } \mu \leq 2.$$  

Recalling $(k + \ell)^\mu - k^\mu - \ell^\mu = \ell k^{\mu - 1} h_\mu(\ell/k)$ yields the estimate

$$(k + \ell)^\mu - k^\mu - \ell^\mu \leq \mu \ell k^{\mu - 1} \quad \text{for all } k, \ell \in \mathbb{N} \text{ if } \mu \leq 2. \quad (4.2)$$

On the other hand, if $\mu > 2$, we rewrite the right-hand side of (4.1) further to obtain

$$h_\mu(z) = \frac{\mu}{z} \int_0^z \int_x^{x+1} \partial_y y^{\mu - 2} \, dy \, dx \leq \frac{\mu}{z} \int_0^z (x + 1)^{\mu - 2} \, dx \leq \mu(\mu - 1)(z + 1)^{\mu - 2}.$$  

Since for $\mu > 2$ the map $y \mapsto y^{\mu - 2}$ is increasing, we can estimate the right-hand side to get

$$h_\mu(z) \leq \frac{\mu(\mu - 1)}{z} \int_0^z \int_x^{x+1} y^{\mu - 2} \, dy \, dx \leq \frac{\mu(\mu - 1)}{z} \int_0^z (x + 1)^{\mu - 2} \, dx \leq \mu(\mu - 1)(z + 1)^{\mu - 2}.$$  

Again, we use $(k + \ell)^\mu - k^\mu - \ell^\mu = \ell k^{\mu - 1} h_\mu(\ell/k)$ to find for all $k, \ell \in \mathbb{N}$ that

$$(k + \ell)^\mu - k^\mu - \ell^\mu \leq \mu(k + \ell)^{\mu - 1} \left( \frac{\ell}{k} + 1 \right)^{\mu - 2} = \mu(\mu - 1)k(\ell + \ell)^{\mu - 2} \quad \text{if } \mu > 2.$$  

To estimate the right-hand side further, we note that $k + \ell \leq 2k\ell$ for all $k, \ell \in \mathbb{N}$. This further implies

$$(k + \ell)^\mu - k^\mu - \ell^\mu \leq 2^{\max\{\mu - 2, 0\}} \max\{\mu, \mu(\mu - 1)\} \ell^{\max\{1, \mu - 1\}} k^{\mu - 1} \quad \text{if } \mu > 2.$$  

Combining this estimate with (4.2) we obtain

$$(k + \ell)^\mu - k^\mu - \ell^\mu \leq 2^{\max\{\mu - 2, 0\}} \max\{\mu, \mu(\mu - 1)\} \ell^{\max\{1, \mu - 1\}} k^{\mu - 1} \quad \text{for all } k, \ell \in \mathbb{N} \text{ and all } \mu \geq 1.$$  

From this the claim immediately follows.
We can now establish the following functional inequality satisfied by the difference of two solutions to (1.1).

**Lemma 4.2.** Let \( c = (c_k)_{k \in \mathbb{N}} \) and \( d = (d_k)_{k \in \mathbb{N}} \) be solutions to (1.1). For each \( \mu \geq 1 \) we have

\[
\frac{d}{dt} \sum_{k=1}^{\infty} k^{\mu}|c_k - d_k| \leq \left( 2A \mu(C_\mu + 2) \sum_{\ell=1}^{\infty} \ell^{\mu+\beta}(c_\ell + d_\ell) - R_\ast \right) \sum_{k=1}^{\infty} k^{\mu}|c_k - d_k| \quad \text{for all } t > 0
\]

with \( C_\mu := 2^{\max\{\mu - 2, 0\}} \max\{\mu, \mu(\mu - 1)\} \).

**Proof.** We take the difference of the relations (2.2) for \( c_k \) and \( d_k \) which, after some rearrangement, reads

\[
\frac{d}{dt} \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} a_{k,\ell} [c_k - d_k] [c_k - d_k + c_\ell - d_\ell] \varphi_{k+\ell - \varphi_k - \varphi_\ell} - \sum_{k=1}^{\infty} r_k(c_k - d_k) \varphi_k.
\]

Choosing \( \varphi_k = k^{\mu} \text{ sgn}(c_k - d_k) \) leads to the estimate

\[
\frac{d}{dt} \sum_{k=1}^{\infty} k^{\mu}|c_k - d_k| \leq \frac{1}{2} \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} a_{k,\ell} |c_k - d_k| [(k + \ell)^\mu - k^\mu + \ell^\mu]
\]

\[
+ \frac{1}{2} \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} a_{k,\ell} |c_k - d_k| [(k + \ell)^\mu + k^\mu - \ell^\mu] - \sum_{k=1}^{\infty} k^{\mu} r_k|c_k - d_k|.
\]

Due to the symmetry of the kernel \( a_{k,\ell} \), the right-hand side can be simplified yielding

\[
\frac{d}{dt} \sum_{k=1}^{\infty} k^{\mu}|c_k - d_k| \leq \frac{1}{2} \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} a_{k,\ell} |c_\ell + d_\ell| |c_k - d_k| [(k + \ell)^\mu - k^\mu + \ell^\mu] - \sum_{k=1}^{\infty} k^{\mu} r_k|c_k - d_k|. \quad (4.3)
\]

Due to Lemma 4.1 we have

\[
(k + \ell)^\mu - k^\mu + \ell^\mu \leq C_\mu \ell^{\max\{1, \mu - 1\}} k^{\mu - 1} + 2\ell^\mu.
\]

Together with (1.8) and \( \alpha \leq \beta \leq 1 \leq \mu \) this leads to the estimate

\[
a_{k,\ell} [(k + \ell)^\mu - k^\mu + \ell^\mu] \\
\leq C_\mu A \mu [k^{\mu-1+\alpha} \ell^{\max\{1, \mu - 1\} + \beta} + k^{\mu-1+\beta} \ell^{\max\{1, \mu - 1\} + \alpha}] + 2A \mu [k^\alpha \ell^{\mu + \beta} + k^\beta \ell^{\mu + \alpha}] \\
\leq 2A \mu (C_\mu + 2) k^{\mu + \beta}.
\]

Plugging this into (4.3) and recalling from (1.9) that \( r_k \geq R_\ast k^\gamma \geq R_\ast \) it follows

\[
\frac{d}{dt} \sum_{k=1}^{\infty} k^{\mu}|c_k - d_k| \leq \left( 2A \mu(C_\mu + 2) \sum_{\ell=1}^{\infty} \ell^{\mu+\beta}(c_\ell + d_\ell) - R_\ast \right) \sum_{k=1}^{\infty} k^{\mu}|c_k - d_k|.
\]

This concludes the proof. \( \square \)

As a preparation for the proof of Theorem 1.6 in Section 5, we provide the following lemma, which is a corollary of Lemma 4.2.
Lemma 4.3. Let $\mu \geq 1$ such that $\mu + \beta > \max\{2 - \alpha - \beta, 1\}$, let $p$ and $q$ be as in (2.8) and let $\rho_{\mu+\beta} = \gamma/(\mu + \beta - 1)$. Assume further that either

$$\kappa_2 := R_* - 16C_\mu A_\delta \left(\frac{(2^{\mu+\beta}(\mu + \beta))^p q^{1-p} A_\delta^{\mu+\beta} \hat{\kappa}_{\mu+\beta}}{p}\right) > 0$$

or

$$\kappa_1 := R_* - 8C_\mu A_\delta \left(\frac{2^{2+\rho_{\mu+\beta}}(2^{\mu+\beta}(\mu + \beta))^p q^{1-p} A_\delta^{\mu+\beta} \hat{\kappa}_{\mu+\beta}}{p} + 2^{2+\rho_{\mu+\beta}} \hat{\kappa}_{\mu+\beta} \hat{\kappa}_{\mu+\beta} \right)^{\frac{1}{1+\rho_{\mu+\beta}}} > 0. \tag{4.4}$$

Then, $\kappa = \max\{\kappa_1, \kappa_2\} > 0$ and for each pair $c = (c_k)_{k \in \mathbb{N}}$ and $d = (d_k)_{k \in \mathbb{N}}$ of solutions to (1.1) there exists a time $T_* > 0$ such that

$$\frac{d}{dt} \sum_{k=1}^\infty k^\mu |c_k - d_k| \leq -\kappa \sum_{k=1}^\infty k^\mu |c_k - d_k| \quad \text{for all } t \geq T_*.$$

Proof. According to Lemma 4.2 it suffices to show that there exists $T_* > 0$ such that

$$2A_\delta (2^{\max\{\mu-2,0\}} \max\{\mu, \mu(\mu - 1)\} + 2) \sum_{\ell=1}^\infty \ell^\mu + \beta (c_\ell + d_\ell) - R_* \leq -\kappa \quad \text{for all } t \geq T_*.$$ 

By means of Lemma 2.5 we can estimate the left-hand side for sufficiently large $T_* > 0$ to get

$$2C_\mu A_\delta \sum_{\ell=1}^\infty \ell^\mu + \beta (c_\ell + d_\ell) - R_* \leq 4C_\mu A_\delta \min\left\{4 \left(\frac{(2^{\mu+\beta}(\mu + \beta))^p q^{1-p} A_\delta^{\mu+\beta} \hat{\kappa}_{\mu+\beta}}{p}\right), 2 \left(\frac{2^{2+\rho_{\mu+\beta}}(2^{\mu+\beta}(\mu + \beta))^p q^{1-p} A_\delta^{\mu+\beta} \hat{\kappa}_{\mu+\beta}}{p} + 2^{2+\rho_{\mu+\beta}} \hat{\kappa}_{\mu+\beta} \hat{\kappa}_{\mu+\beta}\right)^{\frac{1}{1+\rho_{\mu+\beta}}}ight\} - R_*$$

with $C_\mu = 2^{\max\{\mu-2,0\}} \max\{\mu, \mu(\mu - 1)\}$ as in Lemma 4.2. Thus, the claim follows since $\kappa = \max\{\kappa_1, \kappa_2\}$. \hfill $\Box$

Based on Lemmas 4.2 and 4.3, we can now also show the uniqueness of solutions to (1.1). Proof of Proposition 1.4. If the assumptions of Theorem 1.5 are satisfied, the uniqueness of solutions to (1.1) follows immediately from Lemma 4.3 and Grönnwall’s inequality.

On the other hand, if $\beta < \gamma$ we can argue similarly by means of Lemma 4.2. In fact, Lemma 4.2 with $\mu = 1$ yields

$$\frac{d}{dt} \sum_{k=1}^\infty k^\mu |c_k - d_k| \leq \left(6A_\delta \sum_{\ell=1}^\infty \ell^{1+\beta}(c_\ell + d_\ell) - R_*\right) \sum_{k=1}^\infty k^\mu |c_k - d_k|. \tag{4.4}$$

Using $R_* > 0$ and Lemma 2.4 we further get

$$\frac{d}{dt} \sum_{k=1}^\infty k^\mu |c_k - d_k| \leq 12C_1A_\delta (1 + t^{-\beta/\gamma}) \sum_{k=1}^\infty k^\mu |c_k - d_k|. \tag{4.4}$$

Since $t \mapsto (1 + t^{-\beta/\gamma})$ is integrable at zero, we obtain again uniqueness due to Grönnwall’s inequality. \hfill $\Box$
5 Existence and convergence to equilibrium

Due to Lemma 4.3, we are now in a position to show the existence of a unique equilibrium and the convergence to it. The arguments in this section essentially only rely on (4.4) and consequently, we can follow the same approach as in [15, Section 3]. However, for convenience and completeness we recall the proofs again in the following.

**Lemma 5.1.** Under the assumptions of Theorem 1.5 we have

\[ \lim_{t \to \infty} \left| \frac{d}{dt} c_k(t) \right| = 0 \quad \text{for all } k \in \mathbb{N} \]

and for each solution \( c = (c_k)_{k \in \mathbb{N}} \) of (1.1).

**Proof.** For each \( h > 0 \) we define the shifted sequence \( c^h = (c^h_k)_{k \in \mathbb{N}} \) through

\[ c^h_k(t) = c_k(t + h) \]

and note that \( c^h \) is again a solution to (1.1) with initial condition \( c^h,_{\infty} = c(h) \). Moreover, applying Lemma 4.3 with the pair of solutions \( c \) and \( c^h \) we obtain

\[ \frac{d}{dt} \sum_{k=1}^{\infty} k^\mu |c^h_k(t) - c_k| \leq \kappa \sum_{k=1}^{\infty} k^\mu |c^h_k(t) - c_k| \quad \text{for } t \geq T_* . \]

Integrating this differential inequality we find together with the definition of \( c^h \) that

\[ \sum_{k=1}^{\infty} k^\mu |c^h_k + c_k(t) - c_k(t)| \leq \sum_{k=1}^{\infty} k^\mu |c_k(T_* + h) - c_k(T_*)| e^{-\kappa(t-T_*)} \quad \text{for } t \geq T_* . \]

Thus, since \( c \in C^1((0, \infty), \ell^1_{\mu}) \) we conclude for each \( t \geq T_* \) that

\[ \left\| \frac{d}{dt} c(t) \right\|_{\ell^1_{\mu}} = \lim_{h \to 0} \frac{1}{h} \sum_{k=1}^{\infty} k^\mu |c_k(t + h) - c_k(t)| \leq \lim_{h \to 0} \sum_{k=1}^{\infty} k^\mu |c_k(T_* + h) - c_k(T_*)| e^{-\kappa(t-T_*)} = \left\| \frac{d}{dt} c(T_*) \right\|_{\ell^1_{\mu}} e^{-\kappa(t-T_*)} . \]

Taking the limit \( t \to \infty \) in this estimate we finally end up with

\[ \lim_{t \to \infty} \left\| \frac{d}{dt} c(t) \right\|_{\ell^1_{\mu}} = 0 \]

from which the claim immediately follows.

We are now in a position to give the proof of the existence of a unique equilibrium for (1.1) as well as the exponential convergence to it.

**Proof of Theorem 1.5.** Let \( c = (c_k)_{k \in \mathbb{N}} \) be a solution to (1.1) with initial condition \( c^\infty \equiv 0 \). Due to Lemmas 2.2 and 2.4 we have for each \( \mu \geq 1 \) that

\[ \sup_{t \in [0, \infty)} m_1(t) \leq \tilde{g}_1 \quad \text{and} \quad m_\mu(t) \leq C_\mu (1 + t^{-\rho_\mu}) \quad \text{for all } t > 0. \quad (5.1) \]
Thus, by a standard diagonal argument there exists an increasing sequence \((t_n)_{n \in \mathbb{N}}\) satisfying \(t_0 > 0\) and \(t_n \to \infty\) and moreover a sequence \(Q = (Q_k)_{k \in \mathbb{N}}\) such that

\[
c(t_n) \to Q \quad \text{in } l^1_\mu \quad \text{for all } \mu \geq 1 \quad \text{as } n \to \infty.
\]

In particular, (5.1) together with Fatou’s Lemma also shows that

\[
\sum_{k=1}^{\infty} kQ_k \leq \hat{s}_1 \quad \text{and} \quad \sum_{k=1}^{\infty} k^\mu Q_k \leq C_\mu \quad \text{for all } \mu \geq 1.
\]

Finally, applying Proposition 3.3 to the stationary sequence \(c^n := c(t_n)\) we get that \(Q\) is in fact a stationary solution to (1.1). Uniqueness is then a direct consequence of (4.4). \(\Box\)

**Proof of Theorem 1.6.** According to Lemma 4.3 we have

\[
\frac{d}{dt} \sum_{k=1}^{\infty} k^\mu |c_k - Q_k| \leq -\kappa \sum_{k=1}^{\infty} k^\mu |c_k - Q_k| \quad \text{for } t \geq T_*.
\]

Thus, we obtain by integration that

\[
\sum_{k=1}^{\infty} k^\mu |c_k(t) - Q_k| \leq \sum_{k=1}^{\infty} k^\mu |c_k(T_*) - Q_k|e^{-\kappa(t-T_*)} \quad \text{for } t \geq T_*.
\]

Moreover, we can fix \(\tilde{\mu} \geq \mu\) such that \(\tilde{\mu} > \max\{2 - \alpha - \beta, 1\}\). Then Remark 2.1 and Lemma 2.5 imply that there exists \(C_{\tilde{\mu}} > 0\) which only depend on the parameters in the equation and a time \(\tilde{T} > 0\) which also depends on \(c\) such that \(\sum_{k=1}^{\infty} k^\mu |c_k(t) - Q_k| \leq \sum_{k=1}^{\infty} k^\mu |c_k(t) + Q_k| \leq C_{\tilde{\mu}}\) if \(t \geq \tilde{T}\). The claim thus follows if we choose \(T_c = \max\{T_*, \tilde{T}\}\). \(\Box\)

### 6 An instructive example

In this section we provide an example which illustrates that on the one hand there is reason to believe that the result of Theorem 1.6 holds for a broader class of coefficients while on the other hand it seems impossible to show this by the method that we used above. We note that this example is only for illustration and there is probably no application behind it. We choose the coagulation kernel \(a_{k,\ell}\) and the coefficients \(r_k\) and \(s_k\) such that

\[
a_{k,\ell} = \begin{cases} A_* & \text{if } k = \ell = 1 \\ 0 & \text{otherwise}, \end{cases} \quad r_k = R_*k^\gamma \quad \text{with } \gamma, R_* > 0 \quad \text{and} \quad s_k \geq 0 \quad \text{for all } k \in \mathbb{N}.
\]

This leads to the following system of equations

\[
\begin{align*}
\frac{d}{dt} c_1 &= -A_*c_1^2 + s_1 - r_1c_1 \\
\frac{d}{dt} c_2 &= \frac{A_*}{2}c_1^2 + s_2 - r_2c_2 \\
\frac{d}{dt} c_k &= s_k - r_kc_k \quad \text{for } k \geq 3.
\end{align*}
\]
The corresponding system for the stationary state reads

\[
\begin{align*}
0 &= -A_s Q_1^2 + s_1 - r_1 Q_1 \\
0 &= \frac{A_s}{2} Q_1^2 + s_2 - r_2 Q_2 \\
0 &= s_k - r_k Q_k \quad \text{for } k \geq 3.
\end{align*}
\] (6.2)

From this, we immediately obtain

\[ Q_k = \frac{s_k}{r_k} \quad \text{for } k \geq 3. \]

Moreover, the solutions to \( 0 = -A_s Q_1^2 + s_1 - r_1 Q_1 \) are given by

\[
Q_1^+ = \frac{1}{2} \sqrt{\frac{r_1}{A_s^2} + 4 \frac{s_1}{A_s} - \frac{r_1}{2A_s}} \quad \text{and} \quad Q_1^- = -\frac{1}{2} \sqrt{\frac{r_1}{A_s^2} + 4 \frac{s_1}{A_s} - \frac{r_1}{2A_s}}
\]

while only \( Q_1^+ \) has a positive sign. Thus, the only possible choice for the first component \( Q_1 \) of the equilibrium \( Q = (Q_k)_{k \in \mathbb{N}} \) is \( Q_1 = Q_1^+ \). Finally, the unique solution of \( 0 = \frac{A_s}{2} Q_1^2 + s_2 - r_2 Q_2 \) is given by

\[ Q_2 = \frac{A_s}{2r_2} Q_1^2 + \frac{s_2}{r_2} \]

Thus, in summary the unique equilibrium of (6.1), i.e. the unique solution to (6.2) is

\[
Q_1 = \frac{1}{2} \sqrt{\frac{r_1}{A_s^2} + 4 \frac{s_1}{A_s} - \frac{r_1}{2A_s}}, \quad Q_2 = \frac{A_s}{2r_2} Q_1^2 + \frac{s_2}{r_2} \quad \text{and} \quad Q_k = \frac{s_k}{r_k} \quad \text{for } k \geq 3. \quad (6.3)
\]

We compute now the solution to (6.1) explicitly. For this let (6.1) be equipped with the initial condition \( c^{in} = (c_k^{in})_{k \in \mathbb{N}} \). We immediately find that

\[ c_k(t) = c_k^{in} e^{-r_k t} + \frac{s_k}{r_k} (1 - e^{-r_k t}) \quad \text{for } k \geq 3 \quad (6.4) \]

is the unique solution to \( \frac{d}{dt} c_k = s_k - r_k c_k \). On the other hand, \( \frac{d}{dt} c_1 = -A_s c_1^2 + s_1 - r_1 c_1 \) is a Riccati equation with constant coefficients which is well-known to have the unique solution

\[ c_1(t) = Q_1 + \frac{\frac{1}{A_s} c_1^{in} - Q_1}{1 - \left(1 - \frac{1}{A_s} c_1^{in} - Q_1 \right) e^{-\frac{A_s}{\alpha} t}} e^{-\frac{A_s}{\alpha} t} \quad \text{with } \alpha := \frac{1}{Q_1 - Q_1} = \left( \frac{r_1}{A_s^2} + 4 \frac{s_1}{A_s} \right)^{-\frac{1}{2}}. \quad (6.5) \]

Since \( \frac{d}{dt} c_2 = \frac{A_s}{2} c_1^2 + s_2 - r_2 c_2 \) is linear with respect to \( c_2 \), we can immediately write down a solution formula for \( c_2 \) in terms of \( c_1 \). Precisely, we have

\[ c_2(t) = c_2^{in} e^{-r_2 t} + \frac{s_2}{r_2} (1 - e^{-r_2 t}) + \int_0^t \frac{A_s}{2} c_1^2(s) e^{-r_2(t-s)} \, ds. \quad (6.6) \]

Moreover, it is straightforward to estimate

\[ 1 - \left(1 - \frac{1}{\alpha(c_1^{in} - Q_1)}\right) e^{-\frac{A_s}{\alpha} t} \geq \min \left\{1, \frac{1}{\alpha(c_1^{in} - Q_1)}\right\} \quad \text{for all } t \geq 0. \]
Thus, we obtain immediately from (6.5) that
\[
|c_1(t) - Q_1| \leq \frac{1}{\alpha} \frac{c_1^{\text{in}} - Q_1}{|c_1^{\text{in}} - Q_1|} e^{-\frac{\alpha}{\tau} t} \leq \max \left\{ \frac{1}{\alpha} \frac{c_1^{\text{in}} - Q_1}{|c_1^{\text{in}} - Q_1|}, |c_1^{\text{in}} - Q_1| \right\} e^{-\frac{\alpha}{\tau} t}. \tag{6.7}
\]

Note that we additionally exploited that \(c_1^{\text{in}} \geq 0\) and \(Q_1^- < 0\). In fact, the latter also implies \(|c_1^{\text{in}} - Q_1^-| \geq |Q_1^-|\) such that the right-hand side of (6.7) can be further estimated as
\[
|c_1(t) - Q_1| \leq \max \left\{ 1, (\alpha|Q_1^-|)^{-1} \right\} |c_1^{\text{in}} - Q_1| e^{-\frac{\alpha}{\tau} t}. \tag{6.8}
\]

The previous estimate yields in particular \((c_1(t) + Q_1) \leq \max \{ 1, (\alpha|Q_1^-|)^{-1} \} |c_1^{\text{in}} - Q_1| + 2Q_1\) for all \(t \geq 0\). Using this together with (6.3), (6.6) and (6.8) we further deduce that
\[
|c_2(t) - Q_2| \leq \left( c_2^{\text{in}} + \frac{s_2}{r_2} \right) e^{-r_2 t} + \frac{A_s}{2 r_2} \int_0^t (c_1(s) + Q_1)|c_1(s) - Q_1| e^{-r_2(t-s)} \, ds + \frac{A_s}{2 r_2} Q_1^2 e^{-r_2 t}
\]
\[
\leq \left( c_2^{\text{in}} + \frac{s_2}{r_2} + \frac{A_s}{2 r_2} Q_1^2 \right) e^{-r_2 t}
\]
\[
+ \frac{A_s}{\min \{ A_s/\alpha, r_2 \}} (\max \{ 1, (\alpha|Q_1^-|)^{-1} \} |c_1^{\text{in}} - Q_1| + 2Q_1) |c_1^{\text{in}} - Q_1| \int_0^t e^{(r_2 - \frac{\alpha}{\tau}) s} \, ds e^{-r_2 t}. \tag{6.9}
\]

One can check by straightforward estimates that \(\int_0^t e^{(r_2 - \frac{\alpha}{\tau}) s} \, ds e^{-r_2 t} \leq \frac{t e^{-\min \{ A_s/\alpha, r_2 \} t}}{e^{-\min \{ A_s/\alpha, r_2 \} t}}\). With this, we easily deduce \(\int_0^t e^{(r_2 - \frac{\alpha}{\tau}) s} \, ds e^{-r_2 t} \leq \frac{2}{e^{-\min \{ A_s/\alpha, r_2 \} t}} e^{-\min \{ A_s/\alpha, r_2 \} t} \) from which we thus conclude
\[
|c_2(t) - Q_2| \leq \left( c_2^{\text{in}} + \frac{s_2}{r_2} + \frac{A_s}{2 r_2} Q_1^2 \right) e^{-r_2 t}
\]
\[
+ \frac{A_s}{\min \{ A_s/\alpha, r_2 \}} (\max \{ 1, (\alpha|Q_1^-|)^{-1} \} |c_1^{\text{in}} - Q_1| + 2Q_1) |c_1^{\text{in}} - Q_1| e^{-\min \{ \frac{\alpha}{\tau}, \frac{r_2}{\alpha} \} t}. \tag{6.9}
\]

From (6.3) and (6.4) we directly get
\[
|c_k(t) - Q_k| \leq \left( c_k^{\text{in}} + \frac{s_k}{r_k} \right) e^{-r_k t} \quad \text{for all } k \geq 3. \tag{6.10}
\]

Due to the assumptions on \(s_k\) and \(r_k\) in (1.9) and (1.10) we obtain for each \(\mu \geq 1\) that
\[
\sum_{k=3}^{\infty} k^\mu |c_k - Q_k| \leq \sum_{k=3}^{\infty} \left( c_k^{\text{in}} + \frac{s_k}{r_k} \right) e^{-r_k t} \leq \sum_{k=3}^{\infty} k \left( c_k^{\text{in}} + \frac{s_k}{R_s} \right) (k^{\mu-1} e^{-\frac{R_s}{\tau} k^{-\gamma} t}) e^{-\frac{R_s}{\tau} k^{-\gamma} t}
\]
\[
\leq C_{\mu, \gamma} \left( m_1^{\text{in}} + \frac{s_1}{R_s} \right) R_s^{-\gamma} t^{-\frac{\mu-1}{\gamma}} e^{-\frac{R_s}{\tau} t}. \tag{6.11}
\]

In the last step we used that \((k^{\mu-1} e^{-\frac{R_s}{\tau} k^{-\gamma} t}) \leq C_{\mu, \gamma} (R_s t)^{(1-\mu)/\gamma}\). Summarising (6.8), (6.9) and (6.11) we thus obtain that
\[
\sum_{k=1}^{\infty} k^\mu |c_k - Q_k| \leq K e^{-\kappa t} \quad \text{for all } t \geq 1 \quad \text{with } \kappa = \min \left\{ \frac{A_s}{2 \alpha}, \frac{r_2}{2}, \frac{3}{2} R_s \right\}. \tag{6.12}
\]
We recall from Lemmas 4.2 and 4.3 and the corresponding proofs that, in order to apply
the abstract approach from Sections 4 and 5 which shows convergence to the equilibrium, we
require that
\[ 2A_\star (C_\mu + 2) \sum_{\ell=1}^{\infty} \ell^{\mu+\beta} (c_\ell + Q_\ell) - R_\star \]
with \( C_\mu = 2^{\max\{\mu^{-2},0\}} \max\{\mu,\mu(\mu - 1)\} \)
can be estimate from above by a negative constant. In contrast to this, we will now show that
for a specific choice of the parameters this quantity is strictly positive while nevertheless (6.12)
still yields exponential convergence to the equilibrium. This example thus illustrates that the
global method that we used seems to be limited to a certain range of parameters. In fact using
the non-negativity of \( c_\ell \) and \( Q_\ell \), as well as the explicit form of \( Q_1 \) and choosing \( r_k = R_\star k^\gamma \) for
all \( k \in \mathbb{N} \) we find
\[ 2A_\star (C_\mu + 2) \sum_{\ell=1}^{\infty} \ell^{\mu+\beta} (c_\ell + Q_\ell) - R_\star \geq 2(C_\mu + 2)A_\star Q_1 - R_\star \]
\[ = (C_\mu + 2) \left( \sqrt{r_1^2 + 4A_\star s_1} - r_1 \right) - R_\star = R_\star \left[ (C_\mu + 2) \left( \sqrt{1 + \frac{4A_\star s_1}{R_\star^2}} - 1 \right) - 1 \right]. \]

If we choose now the constants \( A_\star \) and \( s_1 \) such that \( A_\star s_1 \geq 4R_\star^2 \) we further obtain
\[ 2A(C_\mu + 2) \sum_{\ell=1}^{\infty} \ell^{\mu+\beta} (c_\ell + Q_\ell) - R_\star \geq R_\star \left[ (C_\mu + 2)(4 - 1) - 1 \right] = (3(C_\mu + 2) - 1)R_\star > 0. \]
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