Solving Statistical Mechanics using Variational Autoregressive Networks
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We propose a general framework for solving statistical mechanics of systems with a finite size. The approach extends the celebrated variational mean-field approaches using autoregressive neural networks which support direct sampling and exact calculation of normalized probability of configurations. The network computes variational free energy, estimates physical quantities such as entropy, magnetizations and correlations, and generates uncorrelated samples all at once. Training of the network employs the policy gradient approach in reinforcement learning, which unbiasedly estimates the gradient of variational parameters. We apply our approach to several classical systems, including 2-d Ising models, Hopfield model, Sherrington–Kirkpatrick spin glasses, and the inverse Ising model, for demonstrating its advantages over existing variational mean-field methods. Our approach sheds light on solving statistical physics problems using modern deep generative neural networks.

Consider a statistical physics model such as the celebrated Ising model, the joint probability of spins \( s \in \{±1\}^N \) follows the Boltzmann distribution

\[
p(s) = \frac{e^{-\beta E(s)}}{Z}
\]

where \( \beta = 1/T \) is the inverse temperature and \( Z \) is the partition function. Statistical mechanics problems concern about how to estimate the free energy \( F = -\frac{1}{\beta} \ln Z \) of the given instance, how to compute macroscopic properties of the system such as magnetizations and correlations, and how to sample from the Boltzmann distribution efficiently. Solving these problems are not only relevant to physics, but also find broad applications in fields like Bayesian inference where the Boltzmann distribution naturally acts as posterior distribution, and in combinatorial optimizations where the task is equivalent to study zero temperature phase of a spin-glass model.

When the system has finite size, computing exactly the free energy belongs to the class of \#P-hard problems hence is in general intractable. Therefore, usually one employs approximate algorithms such as variational approaches. The variational approach adopts an ansatz for the joint distribution \( q_\theta(s) \) parametrized by variational parameters \( \theta \) and adjusts them so that \( q_\theta(s) \) is as close as possible to the Boltzmann distribution \( p(s) \). Usually the closeness between two probabilities is measured by Kullback–Leibler (KL) divergence

\[
D_{\text{KL}}(q_\theta \parallel p) = \sum_s q_\theta(s) \ln \left( \frac{q_\theta(s)}{p(s)} \right) = \beta (F_q - F),
\]

with

\[
\beta F_q = \sum_s q_\theta(s) [\beta E(s) + \ln q_\theta(s)]
\]

is the variational free energy given by distribution \( q_\theta(s) \). Since the KL divergence is non-negative, minimizing the KL divergence is equivalent to minimizing the variational free energy \( F_q \), which is an upperbound to the true free energy \( F \), with respect to the parameters \( \theta \).

One of the most popular variational approach, namely the variational mean-field method originates from statistical physics, assumes a factorized variational distribution \( q_\theta(s) = \prod_i q_i(s_i) \), where \( q_i(s_i) \) is the marginal probability of single spin \( i \). In such parametrization, the variational free energy \( F_q \) can be expressed as an analytical function of parameters \( q_i(s_i) \), as well as its derivative with respect to \( q_i(s_i) \). By setting the derivatives to zero, one obtains a set of nonlinear equations which are known as the naïve mean-field (NMF) equations in statistical physics. Despite its simplicity, NMF approximations have been used in various applications in statistical physics, statistical inference and machine learning [2, 3]. Although NMF gives an upper bound to the true free energy \( F \), typically it is not accurate since it completely ignores the correlation between variables. Many approaches, which essentially adopt different variational formula (or ansatzs) for the joint distributions, have been developed to give better estimate (although not always an upper bound) of the free energy. These form a family of mean-field approximations [2], including Bethe approximation [4, 5], Thouless–Anderson–Palmer equations [6], and Kikuchi loop expansions [7].

However, on systems with strong interactions and on a factor graph with loops of different lengths, such as lattices, mean-field approximations usually give very limited performance. The major difficulty for the mean-field methods in this case is to give a powerful, yet tractable variation form of joint distribution \( q_\theta(s) \). In this paper, we generalize the existing variational mean-field methods to a much more powerful and general framework using autoregressive neural networks.

Variational Autoregressive Networks The recently developed neural networks give us ideal models for parameterizing variational distribution \( q_\theta(s) \) with a strong representational power. The key ingredient of employing them to solve statistical mechanics problem is to design neural networks such that the variational free energy (3) is efficiently computable. The models we adopted here is named autoregressive networks, where the joint probability of all variables is expressed as product of conditional probabilities [8–11]

\[
q_\theta(s) = \prod_{i=1}^N q_i(s_i | s_1, \ldots, s_{i-1}),
\]
The variational free energy in Eq. (3) can be regarded as a scalar loss function over the parameters $\theta$ of the autoregressive network Eq. (4). A nice feature of autoregressive models is that one can draw independent samples from the joint distribution efficiently by sampling each variable in the predetermined order. Moreover, one can replace the summation over all possible configurations weighted by $q_\theta(s)$ by samplings from the model distribution $q_\theta(s)$, and evaluate the entropy and energy terms respectively in Eq. (3). Thanks to the direct-sampling ability, the estimated variational free energy provides an exact upper bound to the true free energy of the model.

Moreover, the gradient of the variational free energy with respect to model parameters reads [18]

$$
\beta \nabla_\theta F_q = \mathbb{E}_{s \sim q_\theta(s)} \left[ \nabla_\theta \ln q_\theta(s) \cdot (\beta E(s) + \ln q_\theta(s)) \right].
$$

In practice, we evaluate Eq. (5) by drawing a batch of independent samples directly from the variational distribution, and estimate the quantity in the square bracket. Furthermore, we employ the control variates method of [19] to reduce the variance in the gradient estimator [18]. In the context of reinforcement learning [20], $q_\theta(s)$ is a stochastic policy which produce instances of $s$, and the term in the square bracket of (3) is the reward signal. Thus, learning according to Eq. (5) amounts to the policy gradient algorithm. We note that the variational Monte Carlo studies of quantum states [21] employ a similar gradient estimator for variational parameters. However, the variational autoregressive networks enjoy unbiased estimate
of the gradient using efficient direct sampling instead relying on the correlated Markov chains. We perform the stochastic gradient descent optimization of the parameters $\theta$ using the gradient information.

To the best of our knowledge, the variational framework using deep autoregressive networks for statistical mechanics has not been explored before. Our method can be seen as an extension to the variational mean-field methods with a more expressive variational ansatz. Its representational power comes from recently developed (deep) neural networks with guarantee of universal expressive power \[8\]. Rather than a specific model, we consider our approach as a general framework, analogous to existing frameworks such as Markov chain Monte Carlo (MCMC), mean-field, and tensor networks \[22, 23\]. When compared with existing frameworks, the features of our method are: giving an upper bound to the true free energy; efficiently generating independent samples without needing Markov chain, and is ideal for parallelization (on GPUs); computing physical observables, such as the energy or correlations, using a sufficiently large amount of samples without any auto-correlations.

**Numerical experiments** To demonstrate ability of the VAN approach in terms of accuracy of variational free energy and quality of sampling, we perform experiments on the classic prototype for statistical mechanics problem, the Ising model, where the energy function of configuration $s$ is given by $E(s) = -\sum_{i,j} J_{ij} s_i s_j$, with $(i,j)$ denoting pair of connections. With different choices of $J$, we cover systems on different topologies: 2-d square and triangular lattices, fully connected systems; as well as systems with different behaviors: ferromagnetic, anti-ferromagnetic, glassy, and as associative memory.

We first apply our approach to the ferromagnetic Ising model on 2-d square lattice with periodic boundary condition, which admits exact solution \[24\]. We have tested two types of network architectures, the 2-d convolution (Conv) and densely connected (Dense) respectively, to verify our assumption that taking into account the lattice structure is beneficial. More details on the implementation are described in appendices.

The relative error of the free energy given by the autoregressive networks, NMF, and Bethe approximation are shown in Fig. 2(a). The figure shows that deep autoregressive networks significantly improve the accuracy of the variational calculation. The maximum relative error is around the critical point, where the system develops long range correlations. We have observed that the network architecture with convolution layers performs significantly better than dense connection, since it respects the two-dimensional nature of the lattice, which is particularly beneficial when the correlation is short ranged. However, around criticality, they exhibits similar performance.

Next, we apply the variational approach to the frustrated antiferromagnetic Ising model on 2-d triangular lattice with periodic boundary condition. The Ising spins does not order even at the ground state due to frustration. Fig. 2(b) shows the entropy per site versus inverse temperature $\beta$ for various lattice sizes. Reaching a finite entropy density indicates that the system processes an exponentially large number of degenerate ground states. Extrapolation of $\beta \rightarrow \infty$ shows that the autoregressive network variational ansatz correctly captures the exponentially large number of ground states. In comparison, describing such feature has been challenging to conventional MCMC and mean-field approaches.

Next, to demonstrate the ability of the model on capturing multiple modes at low temperature, we consider the Hopfield model \[27\], which is a generalized Ising model with couplings composed of $P$ random patterns, $J_{ij} = \frac{1}{2} \sum_{\mu=1}^{P} \xi_{i,\mu} \xi_{j,\mu}$, with $|\xi_{i,\mu}| \in \{ \pm 1 \}^{N}$ denoting a random pattern. At a low temperature with $P$ small, the system has a retrieval phase where all $P$ patterns are remembered by the system, hence there are $P$ pure states in the system \[28, 29\]. The experiments are carried out on a Hopfield network with $N = 100$ spins and $P = 2$ orthogonal random patterns. At low temperature the energy (probability) landscape contains 4 modes, corresponding to 2 stored patterns and their mirrors (due to $\mathbb{Z}_2$ symmetry). We start training our model at $\beta = 0.3$ and slowly anneal the temperature to $\beta = 1.5$. At each step, we collect configurations sampled from the trained autoregressive network and show their log probability $\ln(p)$ as a surface plot in Fig. 3. The sampled configurations are projected into a two-dimensional space spanned by two stored patterns, thus in the figures $X$ and $Y$-axes are overlap (inner product, normalized to the range $[-1, 1]$) between the configuration and two patterns respectively. Z-axis is the log probability.

The figure shows that at an high temperature with $\beta = 0.3$, samplings are not correlated with the two stored patterns, the system is in the paramagnetic state. The log probability landscape is quite flat, as the Gibbs measure is dominated by entropy. While when the inverse temperature $\beta$ is increased to 1.5, we can see clearly from the right panel of the Fig. 3 that four peaks of probabilities completely emerge, having dominating probability with respect to other configurations. These four peaks touch coordinates $[1,0]$, $[0,1]$, $[-1,0]$ and $[0,-1]$ in the X-Y plane, which correspond exactly to the two patterns and their mirrors. This is an evidence that our approach avoids collapsing into a single mode, and gives samplings capturing
the features of the whole landscape despite that those modes are separated by high barriers due to the first-order transition in the Hopfield model.

Compared with the landscape of Hopfield model in the retrieval phase which exhibits several local minima in the energy and probability landscape, models in the spin glass phase are considerably more complex [30], because they have infinite number of pure states, in the picture of replica symmetry breaking [31]. Here we apply the developed method to the classic Sherrington–Kirkpatrick [32] model where \( N \) spins are connected to each other by couplings \( J_{ij} \) drawn from Gaussian distribution with variance \( 1/N \). So far the tensor network approaches do not apply to this model because of long range interactions and the disorder (which causes negative \( Z \) issue [33]). On the thermodynamic limit with \( N \rightarrow \infty \) where the free energy concentrates to its mean value averaged over disorder, using for example replica method and cavity method, and replica symmetry breaking, i.e. Parisi formula [31]. On a single instance of SK model, the algorithm version of the cavity method, belief propagation or Thouless–Anderson–Paler [6] equations apply as message passing algorithms. On large systems in the replica symmetry phase the message passing algorithms converge and Bethe free energy is a good approximation, but in the replica symmetry breaking phase they fail to converge. Also notice that even in the replica symmetry phase, Bethe free energy is not an upper bound to the true free energy.

As a proof of concept, we do experiments on a SK model with a small system size \( N = 20 \), because in this way we can enumerate all \( 2^N \) configurations, compute the exact values of free energy, then evaluate the performance of our approach. As opposed to models defined on lattices, there is no topology structure to apply convolution. We choose to use the simplest autoregressive network with only one layer and total number of parameters equals \( N(N-1)/2 \), which is even smaller than that used in the belief propagation, \( N(N-1) \).

In Fig. 4(a) we show the obtained free energy compared against na"ive mean-field (NMF), and Bethe approximation via iterating the belief propagation equations (BP) [5]. In our experiments, BP stopped converging at the spin glass phase when \( \beta > 1.0 \), then we used a large damping factor to force it to converge. However, in this instance damping only works up to \( \beta = 1.5 \), so we report Bethe free energy with \( \beta \leq 1.5 \). From the figure we can see that the free energy of our method is much better than mean-field and Bethe free energy, and are even indistinguishable to the exact free energies. This is quite remarkable considering that our model adopts only \( N(N-1)/2 \) parameters. We also checked that our approach not only gives a good estimate on free energy, energy and entropy, it also obtains accurate magnetizations and correlations.

The ability of solving ordinary statistical mechanics problems also gives us the ability to solve inverse statistical mechanics problems. A prototype problem is the inverse Ising problem which asks to reconstruct couplings and external field of an Ising (spin glass) model given magnetizations and correlations of the underlying model [18]. It is well known that the Ising model is the maximum entropy model given the first and the second moments, so the couplings are uniquely determined by correlations of the model which are given as data. The problem has been studied for a long time especially in the field of statistical mechanics [34], mainly using mean-field based methods.

The adaptation of our method for the inverse problem is straightforward by repeating the following two-step procedure until the correlations of VAN are close enough to the (given) correlations of the underlying Ising model: (1) Learn a VAN according the Ising model with an existing \( J_{ij} \) by minimizing the variational free energy; (2) Compute pairwise correlations of VAN via direct sampling, then update \( J_{ij} \) according to the difference between two sets of correlations. Our results are shown in the Fig. 4 right, where we can see that our method works much better than the popular mean-field methods of naïve mean-field [35, 36], Sessak–Monasson small-correlation expansions [37], and that based on Bethe approximation [38, 39], especially in the glassy phase with \( \beta > 1 \).
Outlook

In the present paper we have focused on binary spins. However, it is straightforward to generalize the approach to Potts models and models with continuous variables. For systems defined on a 2-d lattice we have shown how to adopt convolutions for respecting 2-d structure of the underlying factor graph [15]. This strategy can be extended straightforwardly to systems on 3-d lattices using 3-d convolutions, and to graphical models on an arbitrary factor graph using e.g. graph convolution networks [40] with proper filters.

We anticipate that our application will find immediate applications in a broad range of disciplines. For example, it can be applied directly to statistical inference problems, where the Boltzmann distribution in statistical mechanics becomes the posterior distribution of Bayesian inference [41]. Another example of application would be the combinatorial optimization and constraint satisfaction problems, in which finding the optimal configurations and solutions corresponds to finding ground states of spin glasses, and counting the number of solutions corresponds to computing entropy at zero temperature.

So far our approach is rather a proof-of-concept of a promising variational framework on statistical physics problems. Building on the current work, a fascinating direction for future work would be even more deeply incorporating successful physics and machine learning concepts (such as renormalization group and dilated convolution) into the network architecture design, e.g. the WaveNet [16]. This would allow to scale to much larger problem size, or even to the thermodynamic limit.
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The gradient of the variational free energy (3) can be written as
\[ \beta \nabla_\theta F_q = \nabla_\theta \sum_s [q_\theta(s) \cdot (\beta E(s) + \ln q_\theta(s))] \]
\[ = \sum_s [\nabla_s q_\theta(s) \cdot (\beta E(s) + \ln q_\theta(s)) + q_\theta(s) \nabla_\theta \ln q_\theta(s)] \]
\[ = \mathbb{E}_{s \sim q_\theta(s)} \left[ \nabla_\theta \ln q_\theta(s) \cdot (\beta E(s) + \ln q_\theta(s)) \right], \tag{6} \]

which is Eq. (5) in the main texts. The above equation is easy to understand: the contribution of each sample \( s \sim q_\theta(s) \) to the gradient is \( \nabla_\theta \ln q_\theta(s) \) weighted by the reward signal \( R(s) \). This ensures that when \( R(s) \) is large, the optimizer will try to reduce the probability of generating such configuration, hence reduce the variational free energy. Learning probability distribution using the score function gradient estimator (5) is also known as the REINFORCE algorithm [42] in reinforcement learning [20].

We also notice that in deriving the last equation we have used
\[ \mathbb{E}_{s \sim q_\theta(s)}[\nabla_\theta \ln q_\theta(s)] = \nabla_\theta \sum_s q_\theta(s) = \nabla_\theta 1 = 0. \tag{7} \]

For the same reason, one can subtract any \( s \)-independent constant in the last equation without affecting the expectation, that is
\[ \nabla_\theta F_q = \frac{1}{\beta} \mathbb{E}_{s \sim q_\theta(s)} \left[ \nabla_\theta \ln q_\theta(s) \cdot (R(s) - b) \right]. \tag{8} \]
The bias \( b \) is useful to reduce the variance of the gradient, and is known as variance reduction in the context of the reinforcement learning literature [8]. In this work we consider only a very simple strategy [19] by setting the baseline to
\[ b = \mathbb{E}_{s \sim q_\theta(s)} R(s). \tag{9} \]

Zero variance condition and exact free energy

The variational free energy (3) is an estimator over the variational distribution,
\[ F_q = \mathbb{E}_{s \sim q_\theta(s)} \left[ E(s) + \frac{1}{\beta} \ln q_\theta(s) \right], \tag{10} \]

Figure 5. Evolution of mean and variance of loss function during training process of VAN on an SK model with \( n = 20 \) spins, \( \beta = 0.3 \). The red area denotes variance, the red line in the middle denotes mean Eq. (10), and the blue dashed line denotes the exact free energy value of the SK model. The VAN uses 2 layers and totally 8200 trainable parameters.

We can see that if exact learning is achieved, i.e. \( q_\theta(s) = p_{\text{Boltzmann}}(s) \), we have
\[ E(s) + \frac{1}{\beta} \ln q_\theta(s) = -\frac{1}{\beta} \log(Z) \tag{11} \]
which means that the quantity \( E(s) + \frac{1}{\beta} \ln q_\theta(s) \) has zero variance.

On the other hand, if the variance is zero, then the distribution \( q_\theta \) must be a Boltzmann distribution. To prove this, we make sure that zero variance implies the quantity in the square bracket to be a constant,
\[ E(s) + \frac{1}{\beta} \ln q_\theta(s) = C. \tag{12} \]
Solving the equation gives
\[ q_\theta(s) = e^{\beta C - \beta E(s)}. \tag{13} \]

However, notice that the \( e^{\beta C} \) does not necessarily be equal to 1/\( Z \), the normalization of the original Boltzmann distribution, due to modal collapse where not all the modes (pure states) of the original Boltzmann distribution are captured by our model. Nevertheless, if one can ensure that modal collapse never happens, then low variance indeed indicates a good estimate to the true free energy. In this work we propose to use temperature annealing to avoid modal collapse, and our results in Fig. 3 gave an evidence that modal collapse does not happen. Therefore, we can use the variance to practically indicate the closeness between \( q_\theta \) and the exact distribution without knowing the latter. As an example to illustrate this, in Fig. 5 we plot evolution of \( F_q \) from Eq. (10) and the variance during training of a VAN on an SK model with \( n = 20 \) spins. The figure shows that when the variance (the area) decreases during
training, the variational free energy (the red line) converges to the true free energy (blue dashed line).

**Inverse Ising problem and conventional mean-field methods**

It is well known that the Ising model

$$p(s) = \frac{1}{Z} e^{\sum_i J_{ij} s_i s_j + \sum_i h_i s_i}$$

is the maximum entropy model when the first and second moment of the distribution $p(s)$ are constrained. The inverse Ising model asks to reconstruct couplings $\{J_{ij}\}$ and external field $\{h_i\}$ of the underlying Ising model when the magnetizations $\{m_i\}$ and correlations $\{C_{ij}\}$ are given, where

$$m_i = \sum_s p(s) s_i,$$

$$C_{ij} = \sum_s p(s) s_i s_j.$$  \hspace{1cm} (15)

The maximum likelihood inference gives a simple condition that the magnetization $m(\mathbf{h}, \mathbf{J})$ and correlation $C(\mathbf{h}, \mathbf{J})$ of the learned model should match the given magnetization and correlation. If they do not match, the difference between two quantities provides a gradient for learning the external fields and couplings.

The main difficulty of reconstruction is that computing exact correlations and magnetizations of learned model (i.e. with learned external fields and couplings) are intractable. Various of mean-field methods have been proposed for estimating the modal correlations. In our method, we estimate correlations and external fields using configurations sampled from the learned autoregressive networks, thanks to efficient direct sampling of our model.

In this paper, we consider models with no external field, thus the task is to reconstruct couplings from correlations. To avoid influence of measurement noise in correlation data, we test in small systems and compute exact correlations by enumerating all the configurations. In this way, the magnetization is apparently exactly zero, due to the $\mathbb{Z}_2$ symmetry. We compare performance of methods against several well-known mean-field methods. These include naïve mean-field method (NMF), Sessak–Monasson small correlation expansion method and Bethe approximation. In the NMF, the correlations are computed using naïve mean-field approximation and linear response relation [43], and coupling are given by

$$J_{ij}^{\text{NMF}} = \delta_{ij} - (C^{-1})_{ij}.$$  \hspace{1cm} (17)

In the Sessak–Monasson small correlation expansion, a perturbation expansion of entropy in terms of the connected correlation is carried out, and the reconstructed couplings are given by

$$J_{ij}^{\text{SM}} = -(C^{-1})_{ij} + J_{ij}^{\text{IP}} - \frac{C_{ij}}{1 - C_{ij}^2},$$  \hspace{1cm} (18)

where

$$J_{ij}^{\text{IP}} = \frac{1}{4} \ln \left[ \frac{(1 + C_{ij})^2}{(1 - C_{ij})^2} \right]$$

is known as independent-pair approximation. The Bethe approximation [38, 39] is rather simple,

$$J_{ij}^{\text{Bethe}} = \frac{1}{2} \arcsinh \left[ 2(C^{-1})_{ij} \right].$$  \hspace{1cm} (20)

despite its relation to the susceptibility propagation [44] which considers both belief propagation and linear response relation have been explored in [44]. We refer to [34] for an overview of these mean-field methods.

After all, the performance of reconstruction is characterized by the reconstruction error between the inferred couplings $J_{\text{inter}}$ and true couplings $J_{\text{true}}$, defined as

$$\Delta_J = \frac{1}{N} \sqrt{\sum_{ij} (J_{ij}^{\text{inter}} - J_{ij}^{\text{true}})^2}.$$  \hspace{1cm} (21)

**Details on network structure and training for Ising model**

For 2-d Ising model, we set the lattice size to be $16 \times 16$, and specify the network’s depth (the number of layers) and width (the number of channels in a layer). We test convolution layers and densely connected layers respectively. For convolution layers, we specify the kernel radius (kernel radius $\times 2 + 1$ = edge length of the kernel). To cover a lattice with edge length $L$, depth and kernel radius should satisfy

$$\text{depth} \times \text{kernel radius} + 1 \geq L.$$  \hspace{1cm} (22)

We test a “shallow” network with depth $= 3$, and a “deep” network with depth $= 6$ and residue blocks [45]. The result shown in the main text is chosen according to a lower free energy between them. In practice, we find that the “shallow” one gives lower free energy for high temperature, otherwise the “deep” one works better. We set width $= 64$, because it is the elbow point when we plot the relative error of the free energy versus the number of parameters. The values of depth, width and kernel radius are summarized in Table I. The settings ensure the number of parameters in those networks are within the same magnitude, and capable under our computation resources.

|                 | Shallow | Deep    |
|-----------------|---------|---------|
| Conv            | 3/64/6  | 6/64/3  |
| Dense           | 3/4/~   | 6/2/~   |

Table I. Depth/width/kernel radius of employed networks.

To implement $\mathbb{Z}_2$ symmetry, we create a mixture model of the network and itself with input inversed. The probability of the configuration $s$ is $q_{\pm}(s) = \frac{1}{2} \left( q_0(s) + q_0(-s) \right)$ [46, 47].
where \( q_\theta(s) \) is the probability given by the network in (4). In sampling, we first generate a batch of samples from the network, then randomly inverse them by probability 1/2.

We use the conventional Adam optimizer [48] to minimize the variational free energy. To avoid mode collapse, we start training at infinite temperature \((\beta = 0)\), and slowly increase \( \beta \) until the desired temperature is reached. Moreover, we clip the norm of the gradient to increase the stability of training.

The code is available at https://github.com/wdphy16/stat-mech-van