Stochastic line integrals and stream functions as metrics of irreversibility and heat transfer
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Stochastic line integrals provide a useful tool for quantitatively characterizing irreversibility and detailed balance violation in noise-driven dynamical systems. A particular realization is the stochastic area, recently studied in coupled electrical circuits. Here, we provide a general framework for understanding properties of stochastic line integrals and clarify their implementation for experiments and simulations. For two-dimensional systems, stochastic line integrals can be expressed in terms of a stream function, the sign of which determines the orientation of steady-state probability currents. Additionally, the stream function permits analytical understanding of the scaling dependence of stochastic area on key parameters such as the noise strength for both nonlinear and linear circuits. Theoretical results are supported by numerical studies of an overdamped, two-dimensional mass-spring system driven out of equilibrium.

I. INTRODUCTION

Understanding and quantitatively characterizing irreversibility and related phenomena is a central task in the study of noise-driven non-equilibrium systems. Such systems are of interest throughout the natural sciences with examples in diverse fields such as biophysics [1, 2], climate dynamics [3, 4], optically levitated nanoparticles [5, 6], and electronic transport systems and circuits [8, 9]. Well-known approaches for understanding non-equilibrium behavior focus on characterizing the dynamics with physically inspired metrics such as entropy production and heat transfer [2, 10, 11]. One advantage of such techniques is that they connect directly to the non-equilibrium behavior of the underlying system, e.g., heat transfer from a hot mass to cold mass in a coupled mass-spring system [12, 13]. However, for many systems of interest, the non-equilibrium dynamics is not directly determined by thermal gradients [14, 15], and the implementation of such metrics may not be straightforward. For example, biophysical systems such as beating flagella and cilia are typically driven by chemical (metabolic and enzymatic) processes [1], while nonlinear electronic circuits may be driven by external voltage noise sources as well as internal non-thermal sources (e.g., shot noise) associated with nonlinear elements such as tunnel diodes [10]. For such systems, measured time series oftentimes do not have a direct or obvious connection to heat transport or entropy production, and the question naturally arises how to best quantify non-equilibrium dynamical behavior.

This has motivated the introduction of a variety of theoretical and empirical metrics to characterize and quantify the extent of non-equilibrium behavior. Such metrics include probability angular momentum [11, 15, 16], cycling frequencies [17], dissipation rate inference schemes [14, 18], information theoretic methods [19], and stochastic area [20]. One advantage of these metrics is that they can often be computed directly from experimental data time series and without knowledge of a detailed underlying model. In this paper, we introduce and explore two such metrics: 1) the stochastic line integral (SLI) which is a generalization of the recently introduced stochastic area [20], and 2) a stochastic stream function applicable to two-dimensional systems in steady state.

To frame the discussion, it is useful to start by recalling a key aspect of Brownian motion as a prototype for a large class of stochastic dynamical systems: a small number of macroscopic degrees of freedom are distinguished from a great multitude of others called microscopic by the nature of couplings. The couplings of any one microscopic degree of freedom to the macroscopic degrees are small, but the collective action of the microscopic degrees upon the macroscopic degrees is comparable to the couplings of the macroscopic degrees among themselves. This being so, individual identities of the microscopic degrees of freedom are not retained. Their collective actions upon the macroscopic degrees of freedom are modeled by random fluctuations and by dissipation. As a concrete example, we can imagine a mechanical assembly immersed in a fluid, its movements stimulated by individual impacts of fluid particles, and inhibited by drag. An example with two masses coupled by springs - which we analyze in greater detailed below - is depicted in Fig. 1.

In the overdamped limit which neglects inertia, we model the statistics of the macroscopic degrees of freedom by an Itô stochastic differential equation (SDE) [21].

\[
dx(t) = u(x(t))dt + \sigma dW(t) + O((dt)^{3/2}). \tag{1}
\]

Here, \(x(t)\) is the time series of the state vector in \(\mathbb{R}^n\), \(dt\)
is the timestep, and \( dx(t) \) is the forward difference
\[
dx(t) := x(t + dt) - x(t).
\] (2)
The vector field \( u(x) \) is the deterministic flow, and \( d\mathbf{W}(t) \) denotes the forward difference of the vector Wiener process with statistics \( \langle d\mathbf{W}_i(t) \rangle = 0 \), \( \langle d\mathbf{W}_i(t)d\mathbf{W}_j(t) \rangle = \delta_{ij}dt \). (3)

\( \sigma \) is a constant noise tensor which determines the linear combinations of the \( d\mathbf{W}_i \) which induce fluctuations in each component of \( dx \). On the account of \( \| \sigma \| \), we think of \( d\mathbf{W} \) as formally \( O(\sqrt{dt}) \).

The structure of the paper is as follows. In Sec. II, we examine the projection of statistics in the full Hamiltonian phase space with all the degrees of freedom, including the microscopic, onto a reduced statistics which sees only the macroscopic degrees of freedom \( [22] \). Elementary analysis shows that the projected statistics is characterized by a continuity equation for \( \rho(x, t) \), the marginal of the phase space probability density. This marginal has an associated probability current \( \mathbf{J}(x, t) \). There is no a priori determination of this “exact” probability current as a simple functional of the reduced probability density \( \rho \). Nevertheless, we show that microscopic reversibility in the sense of Onsager \( [23] \) implies that \( \mathbf{J} \) vanishes identically. Conversely, nonvanishing of \( \mathbf{J} \) indicates irreversibility.

In Sec. III, we examine line integrals over trajectories on macroscopic state space projected from the full Hamiltonian phase space. They are useful detectors of irreversibility as pointed out in recent theoretical and experimental work that focused on one particular realization called stochastic area \( [9, 20] \). To develop a general definition, let
\[
C(t) : \ x = x(t'), \ 0 < t' < t
\] (4)
be such a trajectory. Form the line integral
\[
G(t) := \int_{C(t)} g_i \ dx_i = \int_0^t g_i(x(t')) \dot{x}_i(t') \ dt',
\] (5)
where \( g_i \) is an arbitrary vector-valued function of \( x \) and a summation convention is used, i.e., repeated Cartesian indices are summed over. (For the special case of stochastic area, one chooses \( g_1 = -\frac{x_2}{2}, \ g_2 = \frac{x_1}{2} \). We show that the ensemble average generally satisfies
\[
\frac{d}{dt} \langle G \rangle(t) := \frac{d}{dt} \left( \int_{C(t)} g_i \ dx_i \right) = \int_{\mathbb{R}^n} g_i(x) J_i(x, t) dx,
\] (6)
so that the nonvanishing of ensemble averaged line integrals indicates irreversibility. In the general non-stationary case we expect \( d\langle G \rangle/dt \) to have explicit time-dependence. However, in the important case where probability current \( J_i \) is stationary or quasi-stationary, \( d\langle G \rangle/dt \) will be time-independent.

The statistics on the macroscopic state space governed by the stochastic ODE approximates the “exact” statistics based upon projection from the full Hamiltonian phase space. In Sec. IV, we examine the analog of the stochastic line integral formula \( \langle \rangle \) within the statistics governed by the SDE \( \{ \} \). We focus on those systems where the exact probability current \( \mathbf{J} \) can be reasonably approximated by a Fokker-Planck probability current \( \langle \rangle \).

\[
\mathbf{J}(x, t) := u(x) \rho - D \nabla \rho.
\] (7)

Here, \( \rho(x, t) \) denotes the reduced probability density over the macroscopic position variables, and
\[
D := \frac{1}{2} \sigma \sigma^T
\] (8)
denotes the diffusion tensor induced by the noise tensor \( \sigma \) in \( \{ \} \). We propose and analyze two definitions of stochastic line integral closely related to the Stratonovich stochastic integral \( \langle \rangle \) and show their equivalence. For both, we find that the stochastic line integral formula \( \langle \rangle \) holds with the Fokker-Planck probability current \( \mathbf{J} \) in place of \( \mathbf{J} \).

To illustrate the general points in earlier sections and to show connections of stochastic line integrals with physically relevant concepts such as heat transfer, Sec. V examines the overdamped statistics of a well-established paradigm system of two coupled Brownian particles in heat baths of temperatures \( T_1 \) and \( T_2 \), cf. Fig. [1]. Heat transfer between the baths is analyzed for the case of linear coupling, starting from its characterization by a specific type of the stochastic line integral, the stochastic area \( [20] \). For two-dimensional systems, simulations may be complemented by a theoretical quantification of heat transfer in terms of the stream function for the stationary probability current. We show how stochastic line integrals may generally be expressed as relatively simple integrals of the stream function and how this allows to analytically infer physically significant properties such as heat transfer rate. Finally, in Sec. VI we discern the effects of nonlinearity by studying the scaling dependence of time rate of change in stochastic area versus noise amplitude. In particular, we show analytically that “hard
spring” nonlinearity inhibits heat transfer relative to a linear system, as the temperature difference increases.

II. PROJECTION OF HAMILTONIAN PHASE SPACE ONTO MACROSCOPIC VARIABLES

To understand the broad applicability of SLIs it is useful to consider how they follow from a microscopic perspective. Here we focus on high-dimensional closed classical Hamiltonian systems and carry out projections \[24\]. However, the motivation to do this is not purely formal since, for a wide range of experimental noise-driven non-equilibrium systems, one can in principle associate a set of classical Hamiltonians provided there are enough degrees of freedom and the functional form of the Hamiltonian \( H \) is appropriately chosen. Equivalently, we expect that a classical experimental system can be simulated with arbitrary accuracy by a reversible classical computer which in turn can be associated with a classical Hamiltonian system and carry out projections \[25\].

Let \( \mathbf{X} \) and \( \mathbf{P} \) be \( N \)-vectors of coordinates and momenta of the full Hamiltonian dynamics. We identify the first \( n \ll N \) components of \( \mathbf{X} \) as the macroscopic coordinates, so the projection of the trajectory \( \left( \mathbf{X}(t), \mathbf{P}(t) \right) \) in \( 2N \)-dimensional phase space onto the space of macroscopic coordinates is

\[
\mathbf{x} := \begin{pmatrix} X_1(t) \\ \vdots \\ X_n(t) \end{pmatrix}.
\]

For convenience of discussion, we denote all of the remaining microscopic coordinates by

\[
\mathbf{\tilde{X}} := \begin{pmatrix} X_{n+1}(t) \\ \vdots \\ X_N(t) \end{pmatrix}.
\]

Figure 2 visualizes the projection from Hamiltonian phase space onto the state space of macroscopic coordinates. Any ensemble of trajectories on the full phase space is transported by the Hamiltonian flow, so the full probability density \( f(\mathbf{X}, \mathbf{P}, t) \) satisfies a continuity condition, equivalently the classical Liouville equation \[25\]

\[
\frac{\partial}{\partial t} f + \nabla \cdot \mathbf{J} = 0.
\]

Here, \( H(\mathbf{X}, \mathbf{P}) \) is the (autonomous) Hamiltonian. Given an ensemble of trajectories on the full phase space, we examine its projection onto the space of macroscopic coordinates. The probability density of the projected ensemble is

\[
\rho(\mathbf{x}, t) := \int_{\mathbb{R}^{N-n}} d\mathbf{\tilde{X}} \left( \int_{\mathbb{R}^N} d\mathbf{P} f \right).
\]

Here, \( d\mathbf{\tilde{X}} := dX_{n+1} \ldots dX_N \) is the volume element of microscopic coordinates. By integrating \[9\] over all momenta and microscopic coordinates, we arrive at the projection of the continuity equation onto the space of macroscopic coordinates,

\[
\frac{\partial}{\partial t} \rho + \sum_{i=1}^{n} \frac{\partial}{\partial X_i} \int_{\mathbb{R}^{N-n}} d\mathbf{\tilde{X}} \left( \int_{\mathbb{R}^N} d\mathbf{P} \frac{\partial H}{\partial P_i} f \right) = 0.
\]

Here, we recognize \( J_i(\mathbf{x}, t) := \int_{\mathbb{R}^{N-n}} d\mathbf{\tilde{X}} \left( \int_{\mathbb{R}^N} d\mathbf{P} \frac{\partial H}{\partial P_i} f \right) \) for \( i = 1, \ldots n \) as the components of projected probability current in the space of macroscopic coordinates.

As expected for generic Hamiltonian flows, we assume that \( H(\mathbf{X}, \mathbf{P}) \) is even in the momenta \[25\]. If \( \left( \mathbf{X}(t), \mathbf{P}(t) \right) \) is a realizable phase space trajectory, then so is its time reversal \( \left( \mathbf{X}(-t), \mathbf{P}(-t) \right) \). Following Onsager \[23\], we assume an equilibrium ensemble in phase space which is stationary and invariant under interchange of all trajectories with their time reversals. Let \( f_s(\mathbf{X}, \mathbf{P}) \) be the stationary probability density of the original ensemble. At \( t = 0 \), swap every trajectory for its time reversal. The probability density after the swap is \( f_s(\mathbf{X}, -\mathbf{P}) \). Then, due to the aforementioned invariance, we must have \( f_s(\mathbf{X}, \mathbf{P}) = f_s(\mathbf{X}, -\mathbf{P}) \), so that \( f_s \) is even in \( \mathbf{P} \). Given the even symmetries of \( H \) and \( f_s \) in the momenta, we see that the projected probability current \[12\] must vanish for all \( \mathbf{x} \). We anticipate that equilibrium modeled by SDE \[1\] should likewise have zero probability current. In the context of overdamped SDEs such as \[1\], this property is called detailed balance \[27\]. It is equivalent to microscopic reversibility because the forward direction of time cannot be inferred from the stationary reduced statistics.
Here we are interested in systems where the reduced statistics is irreversible, i.e., non-vanishing projected probability current. What does irreversibility of reduced statistics mean in the context of a much larger whole which is assumed to be reversible and closed? An illustrative scenario is the situation of two heat baths, each with many degrees of freedom, coupled to one another via a few macroscopic degrees of freedom. Figure 1 visualizes a mechanical example which has been studied extensively as a paradigm non-equilibrium system that breaks detailed balance, see, e.g., [11] [12] [14]. A mass-spring system consists of two Brownian particles moving in baths at different temperatures. They are trapped by restoring forces, and coupled to each other by a linear spring. A temperature difference between the baths drives heat transfer from hot to cold. Strictly speaking, statistics on the full phase space (including all the microscopic degrees of freedom) cannot be stationary. Nevertheless, we anticipate that stationary reduced statistics representing the steady heat transfer is achieved asymptotically as the heat capacities of the baths become very large. This means that the projected statistics of the full Hamiltonian system must settle into a quasi-stationary state for a very long time - longer than the duration of any measurement. Conversely, the lower bound on the time scale for quasi-stationary behavior is limited by the transients to decay from typical arbitrary initial conditions to the quasi-stationary state, a time scale that is, relatively speaking, many orders of magnitude smaller. For overdamped systems, this decay time is typically determined by linearizing the deterministic part of the flow in the SDE [29].

III. STOCHASTIC LINE INTEGRALS IN THE FULL PHASE SPACE

In this section, we show generally how stochastic line integrals can be written in terms of the projected probability currents. Let

\[ \frac{d}{dt} \langle G \rangle := \frac{d}{dt} \int_{C(t)} g_i dx_i = \langle g_i(x) \dot{x}_i \rangle \]

be the time rate of change of the ensemble average of the line integral $\langle G \rangle$. Carrying out the ensemble averaging in the full Hamiltonian phase space, we have

\[ \frac{d}{dt} \langle G \rangle = \int_{R^N} d\mathbf{X} d\mathbf{P} g_i(\mathbf{x}) \frac{\partial H}{\partial P_i}(\mathbf{X}, \mathbf{P}) f(\mathbf{X}, \mathbf{P}, t) = \int_{R^n} dx g_i(x) \left[ \int_{R^{N-n}} d\mathbf{X} \int_{R^N} d\mathbf{P} \frac{\partial H}{\partial P_i} f(\mathbf{X}, \mathbf{P}, t) \right] = \int_{R^n} dx g_i(x) J_i(x, t), \]

where $J_i(x, t)$ is the $i$-th component of the projected probability current in [12]. From [13] and [14], the previously mentioned line integral formula [9] follows.

We now examine two instructive special cases. If $g_i$ is the differential of a function $\phi(x)$, so $g = \nabla \phi$, we have

\[ g_i J_i = \partial_i \phi J_i = \nabla \phi \cdot \mathbf{J}. \]

For stationary statistics, we have $\nabla \cdot \mathbf{J} = 0$, in which case we can write

\[ g_i J_i = \nabla \cdot (\phi \mathbf{J}). \]

Hence, the integral [14] of $g_i J_i$ over a region of $\mathbb{R}^N$ is a boundary integral. Assuming sufficiently strong decay of $\phi \mathbf{J}$ as $|x| \to \infty$, the boundary integral vanishes as the region expands to the whole $\mathbb{R}^N$. Hence, $d\langle G \rangle/dt$ vanishes for stationary statistics. We conclude that a line integral of an exact differential form cannot detect irreversibility.

Next, we look at the stochastic area [9] [20] as a detector of irreversibility. Let

\[ C(t) : x_1 = x_1(t'), x_2 = x_2(t'), \quad 0 < t' < t, \]

be the projection of a stochastic trajectory in time interval $(0, t)$ onto the $x_1, x_2$ plane. Then, the line integral

\[ A(t) := \frac{1}{2} \int_{C(t)} x_1 dx_2 - x_2 dx_1 \]

represents the area swept out by the displacement vector $(x_1, x_2)$ in the time interval $0 < t' < t$. Net rotation of the displacement vector about the origin after a sufficiently long time indicates irreversibility. According to [13] and [17], the ensemble rate of change of area can be written in terms of $J_i$ as

\[ \frac{d}{dt} \langle A \rangle = \frac{1}{2} \int_{R^n} dx (x_1 J_2 - x_2 J_1). \]

IV. STOCHASTIC LINE INTEGRALS WITHIN REDUCED STATISTICS

Since the exact statistics of Hamiltonian phase space trajectories projected onto the macroscopic state space is modeled by the SDE [1], it is natural to ask: what is the analog of the line integral formula [14] within the reduced statistics? The analog of the RHS of [14] seems clear enough: the exact probability current $\mathbf{J}$ can be replaced by the Fokker-Planck probability current, cf. [7]. A deeper question concerns how to implement line integrals over trajectories of the SDE [1]. Here, we examine two definitions of stochastic line integral closely both of which are related to the Stratonovich stochastic integral [21].

The first proposed definition of stochastic line integral is

\[ \int_{C(t)} g_i(x) dx_i := \lim_{N \to \infty} \sum_{t'} g(y(t')) dx_i(t'). \]
Here, \( t' := ndt, \) \( dt := t/N, \) and the summation runs from \( n = 0 \) to \( n = N. \) The \( dx_i(t') \) are components of the forward difference as in (2), and the \( y(t') \) are midpoints

\[
y((t')) := x(t') + \frac{x(t' + dt)}{2}. \tag{20}
\]

The evaluation of differential form components \( g_i \) at midpoints between \( x(t') \) and \( x(t' + dt) \) is analogous to the Stratonovich stochastic integral [21, 24].

The second definition of stochastic line integral replaces evaluation of the \( g_i \) at midpoints by the average at endpoints, that is:

\[
\int_{C(t)} g_i(x) dx_i := \lim_{N \to \infty} \sum_{t'} \frac{1}{2} \left[g_i(x(t')) + g_i(x(t' + dt))\right] dx_i(t'). \tag{21}
\]

Here, the summation is over \( t' = ndt, \) \( 0 \leq n < N \) as in the first definition [19]. Let's look at the difference between the two definitions,

\[
\lim_{N \to \infty} \sum_{t'} \left[\frac{1}{2} g_i(x(t')) - g_i(y(t')) + \frac{1}{2} g_i(x(t' + dt))\right] dx_i(t'). \tag{22}
\]

Setting \( x(t') = y(t') - \frac{1}{2} dx(t'), \) \( x(t' + dt) = y(t') + \frac{1}{2} dx(t'), \) we find that the Taylor polynomial approximation of the term in brackets is quadratic in \( dx(t'), \) so it is \( O(dt) \). Then the entire sum in (22) is \( O(Ndt^2) = O\left(\frac{1}{\sqrt{N}}\right) \to 0 \) as \( N \to \infty. \) The limit process of the second definition yields the same result as the first. Why the second definition? Its equivalence to the first gives a reassuring sense that the notion of stochastic line integral is robust. In addition, the two definitions of stochastic line integral lead to two constructions of probability current based upon discrete time series of state variables, and close variants of both appear in the literature [9, 14].

Our immediate task is to analyze the ensemble-averaged stochastic line integral according to the first definition [19]. We take the time series \( x(t) \) to be a solution of the Ito SDE [1]. Setting \( y(t') = x(t') + \frac{1}{2} dx(t'), \) and evoking (2) for the forward difference \( dx(t'), \) we have

\[
\langle g_i(x(t')) dx_i(t') \rangle = \langle g_i(x(t')) dx_i(t') \rangle + \frac{1}{2} \left[\int (\partial_j g_i)(x(t')) dx_j(t') + O(dt^2)\right] = \langle g_i(x(t')) \sigma_{ij} dw_j(t') \rangle + \langle g_i u_i \rangle(x(t')) dt + \frac{1}{2} \left[\int (\partial_j g_i)(x(t')) \sigma_{ik} \sigma_{jl} dw_k(t') dw_l(t') + O(dt^2)\right]. \tag{23}
\]

Since \( x(t') \) is independent of the increment \( dW(t') \) over time interval \((t', t' + dt),\) we simplify the RHS to

\[
\langle g_i(x(t')) \sigma_{ij} dw_j(t') \rangle + \langle g_i u_i \rangle(x(t')) dt + \frac{1}{2} \left[\int (\partial_j g_i)(x(t')) \sigma_{ik} \sigma_{jl} dw_k(t') dw_l(t') + O(dt^2)\right]. \tag{24}
\]

Evoking the statistics of \( dW_i, \) cf. [3], we can write

\[
\langle g_i(y(t')) dx_i(t') \rangle = \langle (g_i u_i + D_{ij} \partial_j g_i)(x(t')) dt + O(dt^2)\rangle. \tag{25}
\]

Here, \( D_{ij} \) are the components of the diffusion tensor in [3]. Hence,

\[
\sum_{i'} g_i(y(t')) dx_i(t') = \sum_{i'} \langle (g_i u_i + D_{ij} \partial_j g_i)(x(t')) dt + O\left(\frac{1}{\sqrt{N}}\right)\rangle. \tag{26}
\]

The RHS is the Riemann sum for the integral of \((g_i u_i + D_{ij} \partial_j g_i)(x(t')) \) over \( 0 < t' < t, \) so we have

\[
\left\langle \int_{C(t)} g_i(x) dx_i \right\rangle = \int_0^t \langle (g_i u_i + D_{ij} \partial_j g_i)(x(t')) \rangle dt \tag{27}
\]

Introducing the reduced probability density \( \rho(x, t), \) we have

\[
\langle (g_i u_i + D_{ij} \partial_j g_i) \rangle = \int_{\mathbb{R}^n} dx \rho(x, u_i + D_{ij} \partial_j \rho) = \int_{\mathbb{R}^n} dx g_i (\rho u_i - D_{ij} \partial_j \rho). \tag{28}
\]

Here, we recognize the components of the Fokker-Planck probability current [7], equivalently the reduced probability current density. Thus, (27) and (28) allow us to write the line integral formula within the reduced statistics,

\[
\frac{1}{dt} \langle G \rangle = \int_{\mathbb{R}^n} dx g_i j_i. \tag{29}
\]

This equation has the same form as (14) with projected probability current \( \tilde{J} \) now replaced by Fokker-Planck current \( j, \) and reaffirms the role of the stochastic line integral as a detector of irreversibility. For steady-state situations (i.e., \( \partial J/\partial t = 0, \)) if we have \( \tilde{J} = 0 \) everywhere in the reduced phase space, then \( d\langle G \rangle/dt \) vanishes for any choice of vector function \( g \) and detailed balance is satisfied. Conversely, if \( \tilde{J} \) has regions of non-zero value, one can choose \( g \) such that \( d\langle G \rangle/dt \neq 0 \) with the magnitude and sign determined according to (29), thereby providing a quantitative measure of the associated irreversible behavior. Suitable choices of \( g \) will typically depend on system details; examples are discussed in the following section.

V. IRREVERSIBLE STATISTICS OF COUPLED BROWNIAN PARTICLES - STREAM FUNCTION APPROACH

We analyze the overdamped statistics of two degrees of freedom with coordinates \( x_1 \) and \( x_2 \) in a given energy landscape \( U(x_1, x_2). \) Two major reasons for studying this...
type of system include: 1) the physics is analogous to that of many physical non-equilibrium systems that are the focus of recent work including coupled electronic circuits and mechanical systems [2, 9, 30, 31]; and 2) the reduction of high-dimensional systems onto two-dimensional planar subspaces often has a similar two-dimensional stochastic area (18) (stream function, noting that equations of this type have reversibility [9, 14]. The Ito SDE system for \( x_1(t) \) and \( x_2(t) \) can be written as

\[
dx_1 = -\mu_1 \partial_t U dt + \sigma_1 dW_1, \quad dx_2 = -\mu_2 \partial_t U dt + \sigma_2 dW_2, \tag{30}
\]

where \( \mu_1 \) and \( \mu_2 \) are given mobilities, \( dW_1 \) and \( dW_2 \) are forward differences of independent Wiener processes, and \( \sigma_1 \) and \( \sigma_2 \) are given noise amplitudes. Following previous studies [12, 14, 31], we can think of (30) as the stochastic dynamics of two Brownian particles in heat baths of temperatures \( T_1 \) and \( T_2 \). Each particle moves in its own potential, which may be nonlinear, and we assume below that they are coupled to one another with a linear (or nonlinear) spring, cf. Fig. 1. The noise amplitudes are related to the temperatures by the usual Einstein relations [23]

\[
\sigma_1 = \sqrt{2 \mu_1 k_B T_1}, \quad \sigma_2 = \sqrt{2 \mu_2 k_B T_2}. \tag{31}
\]

We now focus on the specific form taken by the line integral formula (29) for stationary statistics of the two-dimensional stochastic dynamics of (30). The stationary probability current \( j \) on \( \mathbb{R}^2 \) is divergence free, so there exists a stream function \( \psi(x) \) satisfying

\[
j_1 = \partial_2 \psi, \quad j_2 = -\partial_1 \psi. \tag{32}
\]

Assuming that \( j \) decays to zero sufficiently rapidly as \( |x| \to \infty \), we may select the unique stream function which vanishes at infinity. The reason for this selection becomes evident momentarily: substituting (32) for \( j_1, j_2 \) into the line integral formula (29), we have

\[
\frac{d}{dt} \langle G \rangle := \int_{\mathbb{R}^2} dx (g_1 \partial_2 \psi - g_2 \partial_1 \psi) = \int_{\mathbb{R}^2} dx \psi (\partial_1 g_2 - \partial_2 g_1), \tag{33}
\]

where the second equality uses integration by parts and the boundary condition that \( \psi \) vanishes at \( \infty \). For stochastic area \( (15) \) \( (g_1 = -\frac{\partial}{\partial x_2}, g_2 = \frac{\partial}{\partial x_1}) \), the ensemble averaged rate of change can be written concisely in terms of the stream function

\[
\frac{d}{dt} \langle A \rangle = \int_{\mathbb{R}^2} dx \psi. \tag{34}
\]

This remarkable formula shows a simple and direct connection between the stochastic area and the stream function. For some problems it may be relatively easy to compute or even calculate \( \psi \) and (34) provides a direct connection to ensemble-averaged time rate of change of area thus providing a quantitative measure of system irreversibility [9, 14].

We now formulate a boundary value problem for the stream function, noting that equations of this type have been studied extensively in hydrodynamics, with a large arsenal of solution methods available [32, 33]. Recalling that \( j_i = -\mu_i \partial_i U/\rho - \sigma_i^2 \partial_i \rho \), we can recast the stream function derivatives in (32) as

\[
\partial_2 \psi = -\mu_1 \rho \partial_1 U - \frac{1}{2} \sigma_1^2 \partial_1 \rho, \quad \partial_1 \psi = \mu_2 \rho \partial_2 U + \frac{1}{2} \sigma_2^2 \partial_2 \rho. \tag{35}
\]

Now, use these expressions to evaluate the combination

\[
-\sigma_1^2 \partial_1 (\partial_1 \psi/\rho) - \sigma_2^2 \partial_2 (\partial_2 \psi/\rho) \to \text{arrest at}
\]

\[
-\sigma_1^2 \partial_1 (\frac{\partial_1 \psi}{\rho}) - \sigma_2^2 \partial_2 (\frac{\partial_2 \psi}{\rho}) = (\sigma_1^2 \mu_1 - \sigma_2^2 \mu_2) \partial_{12} U. \tag{36}
\]

With the help of (31), the prefactor \( \sigma_1^2 \mu_2 - \sigma_2^2 \mu_1 \) on the RHS of (36) is \( 2 \mu_1 \mu_2 (T_2 - T_1) \) so that the stream function \( \psi(x) \) satisfies

\[
-\sigma_1^2 \partial_1 (\frac{\partial_1 \psi}{\rho}) - \sigma_2^2 \partial_2 (\frac{\partial_2 \psi}{\rho}) = 2 \mu_1 \mu_2 (T_2 - T_1) \partial_{12} U, \tag{37}
\]

an inhomogeneous elliptical PDE. The operator

\[
-\sigma_1^2 \partial_1 (\frac{\partial_1}{\rho}) - \sigma_2^2 \partial_2 (\frac{\partial_2}{\rho}) \tag{38}
\]

on the LHS is positive, i.e.,

\[
\int_{\mathbb{R}^2} dx \phi \left(-\sigma_1^2 \partial_1 (\frac{\partial_1 \psi}{\rho}) - \sigma_2^2 \partial_2 (\frac{\partial_2 \psi}{\rho})\right) = \int_{\mathbb{R}^2} dx \phi \left(\sigma_1^2 \frac{\partial_1 \psi}{\rho} + \sigma_2^2 \frac{\partial_2 \psi}{\rho}\right) > 0,
\]

for all reasonably behaved \( \phi(x) \) that satisfy zero boundary conditions and are not identically constant. Hence, the solution to (37) subject to \( \psi \) vanishing at infinity is unique.

If the degrees of freedom are uncoupled \( (\partial_{12} U = 0) \) or the temperatures are equal \( (T_1 = T_2) \), then the stream function and hence probability current vanish identically, cf. (34). Equivalently, the time rate of change of ensemble averaged line integrals vanishes, cf. (34).

We now examine the prototypical example of linearly coupled degrees of freedom with energy landscape

\[
U(x_1, x_2) = u_1(x_1) + u_2(x_2) + \frac{k}{2} (x_2 - x_1^2). \tag{40}
\]

Here we treat \( u_1(x_1) \) and \( u_2(x_2) \) as potential energies of restoring forces acting on each degree of freedom separately. The two degrees of freedom are coupled by a spring with stiffness \( k > 0 \). We assume that \( u_1(x) \) and \( u_2(x) \) diverge to \( +\infty \) as \( |x| \to \infty \) sufficiently rapidly so that there is stationary probability density satisfying the usual normalization condition \( \int_{\mathbb{R}^2} \rho dx = 1 \). For the energy (40), we have \( \partial_2 U = -k < 0 \), and then the RHS of (37) is a positive constant for \( T_1 > T_2 \). Due to the positivity of the operator (38) and utilizing the maximum principle for elliptic partial differential equations (34), we conclude that \( \psi > 0 \) for \( T_1 > T_2 \). Then the rate of change of stochastic area in (34) is positive. This
is consistent with the circulation of probability current: The stream function has a global maximum, and the circulation of probability current sufficiently close to this maximum is counterclockwise. A similar argument for the case $T_1 < T_2$ results in $d(A)/dt < 0$ and clockwise circulation near the global minimum of $\psi$.

Next, we show that the rate of heat transfer between baths is the rate of change of a similar stochastic line integral. To see this, note that the forward difference of the energy (40) is

$$dU = \partial_1 U dx_1 + \partial_2 U dx_2 + \frac{1}{2} \partial_1^2 U dx_1^2 + \partial_2^2 U dx_2^2 + O(dt^2).$$

Substituting for $dx_1$ and $dx_2$ according to the Itô SDE (30), and using the identities (3) satisfied by $dW_1$ and $dW_2$, the ensemble average of (41) yields

$$\frac{d}{dt} \langle U \rangle = -\dot{Q}_1 - \dot{Q}_2,$$

where

$$\dot{Q}_1 := \mu_1 \langle (\partial_1 U)^2 \rangle - \frac{\sigma_1^2}{2} \langle \partial_1 U \rangle,$$

$$\dot{Q}_2 := \mu_2 \langle (\partial_2 U)^2 \rangle - \frac{\sigma_2^2}{2} \langle \partial_2 U \rangle.$$

For stationary statistics, $(U)$ is time independent, so $\dot{Q}_1$ and $\dot{Q}_2$ have a common value, which we denote by $\dot{Q}$. In the formula (43) for $\dot{Q}_1$, we interpret $\mu_1 \langle (\partial_1 U)^2 \rangle$ as the rate of heating of Bath 1 by dissipation, and $\frac{1}{2} \sigma_1^2 \langle \partial_1 U \rangle$ as the rate of work done on the mass by Bath 1 induced fluctuations. Hence, $Q$ is the net rate of energy transfer into Bath 1, and we can express $\dot{Q}$ as the rate of change of the ensemble average of the following stochastic line integral

$$q(t) := -\frac{1}{2} \int_{C(t)} (\partial_1 U dx_1 - \partial_2 U dx_2).$$

Carrying out the ensemble and using (20) with $g_1 = -\frac{1}{2} \partial_1 U$, $g_2 = \frac{1}{2} \partial_2 U$, we have

$$\frac{d}{dt} \langle q \rangle = -\frac{1}{2} \int_{\mathbb{R}^2} (\partial_1 U j_1 - \partial_2 U j_2) dx.$$

Substituting

$$j_1 = -\mu_1 \partial_1 U \rho - \frac{\sigma_1^2}{2} \partial_1 \rho, j_2 = -\mu_2 \partial_2 U \rho - \frac{\sigma_2^2}{2} \partial_1 \rho,$$

we readily find

$$\frac{d}{dt} \langle q \rangle = \frac{1}{2} (\dot{Q}_1 - \dot{Q}_2) = \dot{Q}.$$

Alternatively, substitute $j_1 = \partial_2 \psi$, $j_2 = -\partial_1 \psi$ into (46), to find

$$\dot{Q} = \frac{d}{dt} \langle q \rangle = \int_{\mathbb{R}^2} d\psi \partial_1 U,$$

and we see that there is no heat transfer if the degrees of freedom are uncoupled, or the temperatures of the baths are equal. For linear coupling with $\partial_1 U := -k < 0$, (48) reduces to

$$\dot{Q} = -k \frac{d}{dt} \langle A \rangle,$$

where $d(A)/dt$ is the rate of change of ensemble-averaged stochastic area. For $T_1 > T_2$ we have $d(A)/dt > 0$ and $\dot{Q} < 0$, and for $T_1 < T_2$, $\dot{Q} > 0$, as expected. It is interesting to note that expression (48) also applies to the case of nonlinear coupling spring. For a variety of different nonlinear couplings (e.g., cubic, quartic, Lennard-Jones, etc.) there will be a corresponding set of stochastic line integrals that utilize distinct vector $g$ functions.

In principle, $d(A)/dt$ and hence $Q$ are functions of the noise amplitudes $\sigma_1$ and $\sigma_2$, or equivalently, the bath temperatures $T_1$ and $T_2$. We first consider linear stochastic dynamics, with

$$u_1(x) = u_2(x) = K x^2.$$

From the theory of linear stochastic dynamics worked out in [20], we readily find

$$\frac{d}{dt} \langle A \rangle = \frac{k^2}{k + K} \frac{\mu_2 \sigma_1^2 - \mu_1 \sigma_2^2}{\mu_1 + \mu_2}.$$

Using (31), we can then express $d(A)/dt$ in terms of temperatures as

$$\frac{d}{dt} \langle A \rangle = \frac{\mu_1 \mu_2}{\mu_1 + \mu_2} \frac{k}{K + k} k_B (T_1 - T_2).$$

Now use (49) to write heat transfer rate as

$$\dot{Q} = \frac{\mu_1 \mu_2}{\mu_1 + \mu_2} \frac{k^2}{K + k} k_B (T_1 - T_2),$$

and it is seen that the rate of heat transfer from Bath 1 to Bath 2 is simply proportional to the temperature difference $T_2 - T_1$.

We test (52) by direct numerical solution of the SDE for the spring-coupled masses (30). For numerical work, we use dimensionless units and we take $\mu_1 = \mu_2 = \mu$ (common value). We assume $x_1$, $x_2$ are dimensionless, and we let $E$ denote a characteristic energy associated with $U(x_1, x_2)$. The unit of time is $\mu E^{-1}$, and noise amplitudes are measured in units of $\sqrt{\mu E}$. Working with dimensionless units, we set $\mu_1 = \mu_2 = 1$ in the SDE (30). Then, the dimensionless energy (cf. (10)) for linear stochastic dynamics is

$$U(x_1, x_2) = \frac{1}{2} x_1^2 + \frac{1}{2} x_2^2 + \frac{\epsilon}{2} (x_2 - x_1)^2,$$

where $\epsilon := \frac{k}{K}$. We can also write (52) for $d(A)/dt$ in dimensionless form as

$$\frac{d}{dt} \langle A \rangle = \frac{1}{2} \frac{\epsilon^2}{1 + \epsilon} (\sigma_1^2 - \sigma_2^2).$$
Now, let \( x_1[t] \) and \( x_2[t] \) be discrete time series of \( x_1 \) and \( x_2 \) obtained by standard Euler-Maruyama iterations with time step \( \tau \), starting from zero initial conditions. The discrete Stratonovich approximation to the stochastic area at time \( t = N \tau, N \) a positive integer, is

\[
A(t) = \sum_{n=0}^{N-1} dA(n\tau),
\]

where

\[
dA(t) := \frac{1}{2\tau} (x_1(t)x_2(t+\tau) - x_1(t+\tau)x_2(t)).
\]

Figure 3 presents numerical results for \( A(t)/t \) for two independent trials associated with distinct realizations of the noisy term but with common statistics. The parameter values are \( \epsilon = 1.0, \sigma_1 = 2.0, \) and \( \sigma_2 = 1.0 \). We perform two independent runs, the first of which has \( 10^6 \) time steps with step size \( \tau = 0.01 \). The second, with twice as many time steps and half the step size, provides a straightforward confirmation of numerical convergence. Given a numerical time series of \( A(t) \), we plot \( A(t)/t \) versus elapsed time \( t \) (logarithmic scale). The (blue) circles are obtained from the first run with \( 10^6 \) time steps. In the limit of large times, we observe convergence to a constant value, \( A(t)/t \approx 0.747 \) for \( t >> 1 \). The (red) squares are obtained from the second run with \( 2 \times 10^6 \) time steps. The initial transient is different, since noise forcings for different simulations are independent. The second run gives \( A(t)/t \approx 0.750 \) for \( t >> 1 \), consistent with the value from the first run. Furthermore, both values are consistent with the theoretical prediction based on \([55]\), which evaluates to \( dA(t)/dt = 3/4 \) for the indicated parameters.

Figure 4 displays the dependence of \( dA(t)/dt \) upon the noise amplitude \( \sigma = \sigma_1 \) with fixed ratio \( r := \sigma_2/\sigma_1 = 0.5 \). Numerical calculations are carried out for a sequence of \( \sigma_1 \) values in the range 0 to 2.0. The circles represent estimates of \( dA(t)/dt \) based upon computed values of \( A(t)/t \) for elapsed time \( t = 10^4 \). The solid curve represents the theoretical dependence of \( dA(t)/dt \) upon \( \sigma_1 \) with \( \sigma_2/\sigma_1 = 0.5 \) evaluated according to \([55]\). Numerical data are clearly consistent with quadratic scaling that is predicted by \([55]\). In contrast, the square data points associated with the lower curve are obtained with a nonlinear restoring force and discussed in the following section.

VI. EFFECTS OF NONLINEARITY - SCALING OF STOCHASTIC AREA WITH NOISE INTENSITY

The dependence of \( dA(t)/dt \) upon noise amplitudes is modified by nonlinearity. Related to this, the square data points in Fig. 4 represent numerical values of \( dA(t)/dt \) obtained by using a potential energy function

\[
U(x_1, x_2) = u(x_1) + u(x_2) + \frac{\epsilon}{2} (x_2 - x_1)^2,
\]

with \( u(x) \) is given by

\[
u(x) = \frac{1}{2} x^2 + \frac{1}{4} x^4.
\]

This corresponds to a stiff spring - at small vibrational amplitude the restoring force is linear while at larger amplitudes the positive quartic term is associated with a increasing effective spring constant. As \( \sigma \) increases from 0 to 2.0, the dependence of \( dA(t)/dt \) upon \( \sigma \) transitions from quadratic to approximately linear a trend that can be understood qualitatively as follows. For increasing noise amplitude, characteristic deviations from the mechanical equilibrium \( x_1 = x_2 = 0 \) also increase. Trajectories induced by sufficiently strong noise preferentially sample the nonlinear part of the restoring force which is more confining than the linear part, and thus the stochastic area growth rate is inhibited relative to a purely linear restoring force. The nonlinearity-enhanced confinement is also evident by comparing probability density histograms of linear and nonlinear cases driven by identical noise amplitudes, cf. Fig. 5.

We now turn to analyzing the dependence of stochastic area upon noise amplitudes using the streamfunction.
In particular, we want to quantitatively understand the aforementioned confinement effect, whereby hard spring nonlinearity reduces the increase of heat transfer as the noise temperatures increase. We work in the dimensionless formulation with \( \mu_1 = \mu_2 = 1 \) with dimensionless energy landscape given by (58) and (59). In order to implement a scaling argument we focus here on the case of weak coupling, \( 0 < \epsilon << 1 \), and \( u(x) \) homogeneous of degree \( n > 0 \), so that
\[
u(ax) = a^n u(x),
\]
for all \( x \) and \( a > 0 \). We take the noise amplitudes to be
\[
\sigma_1 = \sigma, \quad \sigma_2 = \sigma r,
\]
where \( \sigma \) is any positive constant and \( r \) denotes the ratio of noise amplitudes \( \sigma_2/\sigma_1 \) \([55]\). For \( \epsilon = 0 \), the stationary probability density is proportional to the product of the effective Boltzmann factors of the two decoupled degrees of freedom,
\[
\rho \sim \rho_0 \propto \exp \left( - \frac{u(x_1)}{\sigma_1^2} \right) \exp \left( - \frac{u(x_2)}{\sigma_2^2} \right).
\]
The leading \( \epsilon \to 0 \) approximation to the streamfunction \( \psi(x) \) then satisfies
\[
- \partial_1 \left( \frac{1}{\rho_0} \partial_1 \psi \right) - r^2 \partial_2 \left( \frac{1}{\rho_0} \partial_2 \psi \right) = \epsilon(1 - r^2). \tag{63}
\]
This equation is obtained by setting \( \mu_1 = \mu_2 = 1 \) in \([60]\), substituting \([61]\) for \( \sigma_1, \sigma_2 \), replacing \( \rho \) by \( \rho_0 \), and setting \( \partial_1 U = -\epsilon \) as follows from \([58]\). Notice the cancellation of the factor \( \sigma^2 \) from both sides.

In analogy with certain boundary layer problems in two-dimensional fluid systems, we note that the solutions of (63) possess a scaling symmetry \([33]\). Thus, letting \( R(x) \) denote the probability density \([62]\) for \( \sigma = 1 \), we can express the probability density for any \( \sigma > 0 \) as
\[
\rho_0(x) = \frac{1}{\sigma^{1/n}} R \left( \frac{x}{\sigma^{2/n}} \right), \tag{64}\]
Now, let \( \Psi(\xi) \) denote the stream function for \( \sigma = 1 \). We seek the stream function for any \( \sigma > 0 \) as
\[
\psi(x) = b \Psi(\xi), \tag{65}\]
where the constant \( b \) is to be determined. Substituting this form into (63), we have
\[
- b \left[ \partial_{\xi_1} \left( \frac{1}{R} \partial_{\xi_1} \right) + \sigma^2 \partial_{\xi_2} \left( \frac{1}{R} \partial_{\xi_2} \right) \right] = \epsilon(1 - r^2), \tag{66}\]
which has the exact form of the original equation (63) for \( \psi \) when \( \sigma = 1 \), provided that we choose \( b = 1 \). Hence, we conclude
\[
\psi(x) = \Psi \left( \frac{x}{\sigma^{2/n}} \right). \tag{67}\]
Using this result, we can now write the rate of change of stochastic area \([54]\) as
\[
\frac{d}{dt} \langle A \rangle = \int_{\mathbb{R}^2} \Psi \left( \frac{x}{\sigma^{2/n}} \right) dx = \sigma^{4/n} \int_{\mathbb{R}^2} \Psi(\xi)d\xi, \tag{68}\]
and, hence, \( d\langle A \rangle/dt \) scales as
\[
\frac{d}{dt} \langle A \rangle \propto \sigma^{4/n}. \tag{69}\]
For linear stochastic dynamics associated with a quadratic potential energy function \((n = 2)\), we have \( d\langle A \rangle/dt \propto \sigma^2 \), a quadratic dependence on noise amplitude. However, for the case of quartic confining potential with \( n = 4 \), we find \( d\langle A \rangle/dt \propto \sigma \), so that area growth grows only \textit{linearly} with noise amplitude. Recall the numerical graph of \( d\langle A \rangle/dt \) versus \( \sigma_1 \) with \( \sigma_2/\sigma_1 = 0.50 \) in Fig. 3 is apparently linear for \( \sigma_1 > 1 \). Since temperatures \( T_1 \) and \( T_2 \) are proportional to \( \sigma_1^2 = \sigma^2 \) and \( \sigma_2^2 = \sigma^2 r^2 \), we rewrite (61) as
\[
\frac{d}{dt} \langle A \rangle \propto (\sigma^2)^{2/n}. \tag{70}\]
For linear stochastic dynamics with \( n = 2 \), we see that \( d\langle A \rangle/dt \) increases \textit{linearly} with increasing temperatures, consistent with (45). For stiff nonlinearity with \( n > 2 \), the increase of \( d\langle A \rangle/dt \) with temperatures is \textit{sublinear}. 

FIG. 5: Stationary probability density histograms for systems driven by identical noise amplitudes: (a) linear restoring force, and (b) nonlinear restoring force.
VII. CONCLUSIONS

A general framework has been presented for understanding the use of stochastic line integrals (SLIs) to quantitatively characterize dynamical behavior in noise-driven non-equilibrium systems. The concept of SLI has been shown to apply both at the level of the full high-dimensional phase space associated with Hamiltonian flow as well as in the reduced phase space typically described by a SDE. The implementation has been shown to be robust and numerical implementation schemes have been suggested. We have also shown how general results play out in detail for a paradigmatic model system - two coupled mass-spring elements at different temperatures. Along the way, SLIs are developed that correspond to physically meaningful quantities such as heat flow. We have shown that the stochastic line integral of any non-exact differential form vanishes in a detailed balance system, so its nonvanishing is a clear imprimatur of irreversibility. In summary, stochastic line integrals are robust indicators of irreversibility which can be calculated directly from experimental time series. Collateral deductions of heat transfer (if appropriate) readily follow. For many experimental systems (e.g., biophysical systems) this route may be more accessible than carrying out calorimetry.

We have also shown how the average growth rate of stochastic line integrals on two-dimensional state spaces can be evaluated with the aid of stream functions. While stream functions are limited to describing two dimensional systems, we note that for many higher dimensional systems one finds that essential irreversible behavior is captured by projecting onto two degrees of freedom. In such cases, the stream function approach may be useful. Regarding the evaluation of line integrals there are certainly straightforward approaches that do not require use of stream functions. For example, one can solve the Fokker-Planck equation, extract the collateral probability current, and then determine the average growth of the desired stochastic line integral by explicit evaluation of \[ \int \psi d\mathbf{x}. \] What then are some of the advantages to using a stream function approach? Among them, we have shown how the stream function formulation clearly connects to essential physical properties such as area growth rate and heat transport. In the elliptic equation \[ \Delta \psi = -\alpha \nabla \cdot (\mathbf{J}_\psi), \] for \( \psi \), the source term on the RHS contains the product \( (T_1 - T_2)\partial_2 U \), so we see very clearly why temperature difference and actual coupling \( (\partial_2 U \not= 0) \) are essential for irreversibility. Another benefit of the stream function formulation is that scaling arguments like the one at the end of Sec. VI are vastly more accessible.

Finally, we point to one conspicuous direction for future work: the case of state-dependent noise. There are physical contexts in which it appears unavoidable, such as circuits containing elements with nonlinear current-voltage relations \[ (V, I) \] Presumably, one still has recorded time series of state variables and its natural to ask: do (suitably modified) stochastic line integrals of non-exact differential forms allow us to read irreversibility, and calculate heat transfer and entropy production in such situations?
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