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Abstract

Most general-purpose extractive summarization models are trained on news articles, which are short and present all important information upfront. As a result, such models are biased by position and often perform a smart selection of sentences from the beginning of the document. When summarizing long narratives, which have complex structure and present information piecemeal, simple position heuristics are not sufficient. In this paper, we propose to explicitly incorporate the underlying structure of narratives into general unsupervised and supervised extractive summarization models. We formalize narrative structure in terms of key narrative events (turning points) and treat it as latent in order to summarize screenplays (i.e., extract an optimal sequence of scenes). Experimental results on the CSI corpus of TV screenplays, which we augment with scene-level summarization labels, show that latent turning points correlate with important aspects of a CSI episode and improve summarization performance over general extractive algorithms, leading to more complete and diverse summaries.

1 Introduction

Automatic summarization has enjoyed renewed interest in recent years thanks to the popularity of modern neural network-based approaches (Cheng and Lapata, 2016; Nallapati et al., 2016, 2017; Zheng and Lapata, 2019) and the availability of large-scale datasets containing hundreds of thousands of document–summary pairs (Sandhaus, 2008; Hermann et al., 2015; Grusky et al., 2018; Narayan et al., 2018; Fabbri et al., 2019; Liu and Lapata, 2019). Most efforts to date have concentrated on the summarization of news articles which tend to be relatively short and formulaic following an “inverted pyramid” structure which places the most essential, novel and interesting elements of a story in the beginning and supporting material and secondary details afterwards. The rigid structure of news articles is expedient since important passages can be identified in predictable locations (e.g., by performing a “smart selection” of sentences from the beginning of the document) and the structure itself can be explicitly taken into account in model design (e.g., by encoding the relative and absolute position of each sentence).

In this paper we are interested in summarizing longer narratives, i.e., screenplays, whose form and structure is far removed from newspaper articles. Screenplays are typically between 110 and 120 pages long (20k words), their content is broken down into scenes, which contain mostly dialogue (lines the actors speak) as well as descriptions explaining what the camera sees. Moreover, screenplays are characterized by an underlying narrative structure, a sequence of events by which...
Figure 2: We first identify scenes that act as turning points (i.e., key events that segment the story into sections). We next create a summary by selecting informative scenes, i.e., semantically related to turning points.

A story is defined (Cutting, 2016), and by the story’s characters and their roles (Propp, 1968). Contrary to news articles, the gist of the story in a screenplay is not disclosed at the start; information is often revealed piecemeal; characters evolve and their actions might seem more or less important over the course of the narrative. From a modeling perspective, obtaining training data is particularly problematic: even if one could assemble screenplays and corresponding summaries (e.g., by mining IMDb or Wikipedia), the size of such a corpus would be at best in the range of a few hundred examples not hundreds of thousands. Also note that genre differences might render transfer learning (Pan and Yang, 2010) difficult, e.g., a model trained on movie screenplays might not generalize to sitcoms or soap operas.

Given the above challenges, we introduce a number of assumptions to make the task feasible. Firstly, our goal is to produce informative summaries, which serve as a surrogate to reading the full script or watching the entire film. Secondly, we follow Gorinski and Lapata (2015) in conceptualizing screenplay summarization as the task of identifying a sequence of informative scenes. Thirdly, we focus on summarizing television programs such as CSI: Crime Scene Investigation (Frermann et al., 2018) which revolves around a team of forensic investigators solving criminal cases. Such programs have a complex but well-defined structure: they open with a crime, the crime scene is examined, the victim is identified, suspects are introduced, forensic clues are gathered, suspects are investigated, and finally the case is solved.

In this work, we adapt general-purpose extractive summarization algorithms (Nallapati et al., 2017; Zheng and Lapata, 2019) to identify informative scenes in screenplays and instill in them knowledge about narrative film structure (Hauge, 2017; Cutting, 2016; Freytag, 1896). Specifically, we adopt a scheme commonly used by screenwriters as a practical guide for producing successful screenplays. According to this scheme, well-structured stories consist of six basic stages which are defined by five turning points (TPs), i.e., events which change the direction of the narrative, and determine the story’s progression and basic thematic units. In Figure 1, TPs are highlighted for a CSI episode. Although the link between turning points and summarization has not been previously made, earlier work has emphasized the importance of narrative structure for summarizing books (Mihalcea and Ceylan, 2007) and social media content (Kim and Monroy-Hernández, 2015). More recently, Papalampidi et al. (2019) have shown how to identify turning points in feature-length screenplays by projecting synopsis-level annotations.

Crucially, our method does not involve manually annotating turning points in CSI episodes. Instead, we approximate narrative structure automatically by pretraining on the annotations of the TRIPOD dataset of Papalampidi et al. (2019) and employing a variant of their model. We find that narrative structure representations learned on their dataset (which was created for feature-length films), transfer well across cinematic genres and computational tasks. We propose a framework for end-to-end training in which narrative structure is treated as a latent variable for summarization. We extend the CSI dataset (Frermann et al., 2018) with binary labels indicating whether a scene should be included in the summary and present experiments with both supervised and unsupervised summarization models. An overview of our approach is shown in Figure 2.

Our contributions can be summarized as follows: (a) we develop methods for instilling knowledge about narrative structure into generic su-
pervised and unsupervised summarization algorithms; (b) we provide a new layer of annotations for the CSI corpus, which can be used for research in long-form summarization; and (c) we demonstrate that narrative structure can facilitate screenplay summarization; our analysis shows that key events identified in the latent space correlate with important summary content.

2 Related Work

A large body of previous work has focused on the computational analysis of narratives (Mani, 2012; Richards et al., 2009). Attempts to analyze how stories are written have been based on sequences of events (Schank and Abelson, 1975; Chambers and Jurafsky, 2009), plot units (McIntyre and Lapata, 2010; Goyal et al., 2010; Finlayson, 2012) and their structure (Lehnert, 1981; Rumelhart, 1980), as well as on characters or personas in a narrative (Black and Wilensky, 1979; Propp, 1968; Bamman et al., 2014, 2013; Valls-Vargas et al., 2014) and their relationships (Elson et al., 2010; Agarwal et al., 2014; Srivastava et al., 2016).

As mentioned earlier, work on summarization of narratives has had limited appeal, possibly due to the lack of annotated data for modeling and evaluation. Kazantseva and Szpakowicz (2010) summarize short stories based on importance criteria (e.g., whether a segment contains protagonist or location information); they create summaries to help readers decide whether they are interested in reading the whole story, without revealing its plot. Mihalcea and Ceylan (2007) summarize books with an unsupervised graph-based approach operating over segments (i.e., topical units). Their algorithm first generates a summary for each segment and then an overall summary by collecting sentences from the individual segment summaries.

Focusing on screenplays, Gorinski and Lapata (2015) generate a summary by extracting an optimal chain of scenes via a graph-based approach centered around the main characters. In a similar fashion, Tsoneva et al. (2007) create video summaries for TV series episodes; their algorithm ranks sub-scenes in terms of importance using features based on character graphs and textual cues available in the subtitles and movie scripts. Vicol et al. (2018) introduce the MovieGraphs dataset, which also uses character-centered graphs to describe the content of movie video clips.

Our work synthesizes various strands of research on narrative structure analysis (Cutting, 2016; Hauge, 2017), screenplay summarization (Gorinski and Lapata, 2015), and neural network modeling (Dong, 2018). We focus on extractive summarization and our goal is to identify an optimal sequence of key events in a narrative. We aim to create summaries which re-tell the plot of a story in a concise manner. Inspired by recent neural network-based approaches (Cheng and Lapata, 2016; Nallapati et al., 2017; Zhou et al., 2018; Zheng and Lapata, 2019), we develop supervised and unsupervised models for our summarization task based on neural representations of scenes and how these relate to the screenplay’s narrative structure. Contrary to most previous work which has focused on characters, we select summary scenes based on events and their importance in the story. Our definition of narrative structure closely follows Papalampidi et al. (2019). However, the model architectures we propose are general and could be adapted to different plot analysis schemes (Field, 2005; Vogler, 2007). To overcome the difficulties in evaluating summaries for longer narratives, we also release a corpus of screenplays with scenes labeled as important (summary worthy). Our annotations augment an existing dataset based on CSI episodes (Frermann et al., 2018), which was originally developed for incremental natural language understanding.

3 Problem Formulation

Let \( D \) denote a screenplay consisting of a sequence of scenes \( D = \{s_1, s_2, \ldots, s_n\} \). Our aim is to select a subset \( D' = \{s_i, \ldots, s_k\} \) consisting of the most informative scenes (where \( k < n \)). Note that this definition produces extractive summaries; we further assume that selected scenes are presented according to their order in the screenplay. We next discuss how summaries can be created using both unsupervised and supervised approaches, and then move on to explain how these are adapted to incorporate narrative structure.

3.1 Unsupervised Screenplay Summarization

Our unsupervised model is based on an extension of TextRank (Mihalcea and Tarau, 2004; Zheng and Lapata, 2019), a well-known algorithm for extractive single-document summarization. In our setting, a screenplay is represented as a graph, in which nodes correspond to scenes and edges between scenes \( s_i \) and \( s_j \) are weighted by their simi-
We encode the screenplay with a BiLSTM network and obtain contextualized representations \( s'_i \) for scenes \( s_i \) by concatenating the hidden layers of the forward \( \overrightarrow{h_i} \) and backward \( \overleftarrow{h_i} \) LSTM, respectively: \( s'_i = [\overrightarrow{h_i}; \overleftarrow{h_i}] \). The vector \( s'_i \) therefore represents the content of the \( i \)th scene.

We also estimate the salience of scene \( s_i \) by measuring its similarity with a global screenplay content representation \( d \). The latter is the weighted sum of all scene representations \( s_1, s_2, \ldots, s_n \). We calculate the semantic similarity between \( s'_i \) and \( d \) by computing the element-wise dot product \( b_i \), cosine similarity \( c_i \), and pairwise distance \( u_i \) between their respective vectors:

\[
\begin{align*}
    b_i &= s'_i \odot d \\
    c_i &= \frac{\|s'_i\| \cdot \|d\|}{\|s'_i - d\|} \\
    u_i &= \frac{s'_i \cdot d}{\max(\|s'_i\|_2, \|d\|_2)}
\end{align*}
\]

The salience \( v_i \) of scene \( s_i \) is the concatenation of the similarity metrics: \( v_i = [b_i; c_i; u_i] \). The content vector \( s'_i \) and the salience vector \( v_i \) are concatenated and fed to a single neuron that outputs the probability of a scene belonging to the summary.\(^3\)

### 3.3 Narrative Structure

We now explain how to inject knowledge about narrative structure into our summarization models. For both models, such knowledge is transferred via a network pre-trained on the TRIPOD\(^4\) dataset introduced by Papalampidi et al. (2019). This dataset contains 99 movies annotated with turning points. TPs are key events in a narrative that define the progression of the plot and occur between consecutive acts (thematic units). It is often assumed (Cutting, 2016) that there are six acts in a film (Figure 1), each delineated by a turning point (arrows in the figure). Each of the five TPs has also a well-defined function in the narrative: we present each TP alongside with its definition as stated in screenwriting theory (Hauge, 2017) and adopted by Papalampidi et al. (2019) in Table 1 (see Appendix A for a more detailed description of narrative structure theory).

\(^1\)USE performed better than BERT in our experiments.

\(^2\)We found cosine to be particularly effective with USE representations; other metrics are also possible.

\(^3\)Aside from salience and content, Nallapati et al. (2017) take into account novelty and position-related features. We ignore these as they are specific to news articles and denote the modified model as SUMMARUNNER\(^*\).

\(^4\)https://github.com/pppapalampidi/TRIPOD
structure of movies. They collect sentence-level TP annotations for plot synopses and subsequently project them via distant supervision onto screenplays, thereby creating silver-standard labels. We utilize this silver-standard dataset in order to pretrain a network which performs TP identification.

**TP Identification Network** We first encode screenplay scenes via a BiLSTM equipped with an attention mechanism. We then contextualize them with respect to the whole screenplay via a second BiLSTM. Next, we compute topic-aware scene representations $t_i$ via a context interaction layer (CIL) as proposed in Papalampidi et al. (2019). CIL is inspired by traditional segmentation approaches (Hearst, 1997) and measures the semantic similarity of the current scene with a preceding and following context window in the screenplay. Hence, the topic-aware scene representations also encode the degree to which each scene acts as a topic boundary in the screenplay.

In the final layer, we employ TP-specific attention mechanisms to compute the probability $p_{ij}$ that scene $t_i$ represents the $j^{th}$ TP in the screenplay. Note that we expect the TP-specific attention distributions to be sparse, as there are only a few scenes which are relevant for a TP (recall that TPs are boundary scenes between sections). To encourage sparsity, we add a low temperature value $\tau$ (Hinton et al., 2015) to the softmax part of the attention mechanisms:

$$g_{ij} = \tanh(W_{ij}t_i + b_j), \quad g_j \in [-1, 1] \quad (4) \quad p_{ij} = \frac{\exp(g_{ij}/\tau)}{\sum_{j=1}^{T} \exp(g_{ij}/\tau)}, \quad \sum_{j=1}^{T} p_{ij} = 1 \quad (5)$$

where $W_{ij}, b_j$ represent the trainable weights of the attention layer of the $j^{th}$ TP.

**Unsupervised SUMMER** We now introduce our model, SUMMER (short for Screenplay Summarization with Narrative Structure). We first present an unsupervised variant which modifies the computation of scene centrality in the directed version of TEXTRANK (Equation (1)).

Specifically, we use the pre-trained network described in Section 3.3 to obtain TP-specific attention distributions. We then select an overall score $s_i$ for each scene (denoting how likely it is to act as a TP). We set $f_i = \max_{j \in [1, S]} p_{ij}$, i.e., to the $p_{ij}$ value that is highest across TPs. We incorporate these scores into centrality as follows:

$$centrality(s_i) = \lambda_1 \sum_{j<i} (e_{ij} + f_j) + \lambda_2 \sum_{j>i} (e_{ij} + f_j) \quad (6)$$

Intuitively, we add the $f_i$ term in the forward sum in order to incrementally increase the centrality scores of scenes as the story moves on and we encounter more TP events (i.e., we move to later sections in the narrative). At the same time, we add the $f_i$ term in the backward sum in order to also increase the scores of scenes identified as TPs.

**Supervised SUMMER** We also propose a supervised variant of SUMMER following the basic model formulation in Section 3.3. We still represent a scene as the concatenation of a content vector $s'$ and salience vector $v'$, which serve as input to a binary classifier. However, we now modify how salience is determined; instead of computing a general global content representation $d$ for the screenplay, we identify a sequence of TPs and measure the semantic similarity of each scene with this sequence. Our model is depicted in Figure 3.

We utilize the pre-trained TP network (Figures 3(a) and (b)) to compute sparse attention scores over scenes. In the supervised setting, where gold-standard binary labels provide a training signal, we fine-tune the network in an end-to-end fashion on summarization (Figure 3(c)). We compute the TP representations via the attention scores; we calculate a vector $t p_j$ as the weighted sum of all topic-aware scene representations $t$ produced via CIL: $t p_j = \sum_{i \in [1, N]} p_{ij} t_i$, where $N$ is the number of scenes in a screenplay. In practice, only a few scenes contribute to $t p_j$ due to the $\tau$ parameter in the softmax function (Equation (5)).

A TP-scene interaction layer measures the semantic similarity between scenes $t_i$ and latent TP representations $t p_j$ (Figure 3(c)). Intuitively, a complete summary should contain scenes which

| Turning Point | Definition |
|--------------|------------|
| TP1: Opportunity | Introductory event that occurs after the presentation of the story setting. |
| TP2: Change of Plans | Event "where" the main goal of the story is defined. |
| TP3: Point of No Return | Event that pushes the main character(s) to fully commit to their goal. |
| TP4: Major Setback | "Event where everything falls apart (temporarily or permanently)." |
| TP5: Climax | "Final event of the main story, moment of resolution." |

Table 1: Turning points and their definitions as given in Papalampidi et al. (2019)
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are related to at least one of the key events in the screenplay. We calculate the semantic similarity v ij of scene t i with TP t p j as in Equations (2) and (3). We then perform max pooling over vec-
tors v i1,...,v iT , where T is the number of TPs (i.e., five) and calculate a final similarity vector v t i for the i th scene.

The model is trained end-to-end on the summa-
ration task using BCE, the binary cross-entropy loss function. We add an extra regularization term to this objective to encourage the TP-specific attention distributions to be orthogonal (since we want each attention layer to attend to different parts of the screenplay). We thus maximize the Kullback-Leibler (KL) divergence D KL between all pairs of TP attention distributions t p i, i ∈ [1,5]:

$$ O = \sum_{i \in [1,5]} \sum_{j \in [1,5], j \neq i} \log \frac{1}{D_{KL}(t p_i || t p_j) + \varepsilon} \quad (7) $$

Furthermore, we know from screenwriting theory (Hauge, 2017) that there are rules of thumb as to when a TP should occur (e.g., the Opportunity occurs after the first 10% of a screenplay, Change of Plans is approximately 25% in). It is reasonable to discourage t p distributions to deviate drastically from these expected positions. Focal regularization F minimizes the KL divergence D KL between each TP attention distribution t p i and its expected position distribution t h i:

$$ F = \sum_{i \in [1,5]} D_{KL}(t p_i || t h_i) \quad (8) $$

The final loss L is the weighted sum of all three components, where a, b are fixed during training:

$$ L = BCE + aO + bF $$

4 Experimental Setup

Crime Scene Investigation Dataset We performed experiments on an extension of the CSI dataset6 introduced by Frermann et al. (2018). It consists of 39 CSI episodes, each annotated with word-level labels denoting whether the perpetrator is mentioned in the utterances characters speak. We further collected scene-level binary labels indicating whether episode scenes are important and should be included in a summary. Three human judges performed the annotation task after watching the CSI episodes scene-by-scene. To facilitate the annotation, judges were asked to indicate why they thought a scene was important, citing the following reasons: it revealed (i) the victim, (ii) the cause of death, (iii) an autopsy report, (iv) crucial evidence, (v) the perpetrator, and (vi) the motive or the relation between perpetrator and victim. Annotators were free to select more than one or none of the listed reasons where appropriate. We can think of these reasons as high-level aspects a good summary should cover (for CSI and related crime series). Annotators were not given any information about TPs or narrative structure; the annotation was not guided by theoretical considerations, rather our aim was to produce useful CSI summaries. Table 2 presents the dataset statistics (see also Appendix B for more detail).

Implementation Details In order to set the hy-
perparameters of all proposed networks, we used a small development set of four episodes from the CSI dataset (see Appendix B for details). After experimentation, we set the temperature τ of the soft-
max layers for the TP-specific attentions (Equation (5)) to 0.01. Since the binary labels in the

---

6https://github.com/EdinburghNLP/csi-corpus
supervised setting are imbalanced, we apply class weights to the binary cross-entropy loss of the respective models. We weight each class by its inverse frequency in the training set. Finally, in supervised SUMMER, where we also identify the narrative structure of the screenplays, we consider as key events per TP the scenes that correspond to an attention score higher than 0.05. More implementation details can be found in Appendix C.

As shown in Table 2, the gold-standard summaries in our dataset have a compression rate of approximately 30%. During inference, we select the top $M$ scenes as the summary, such that they correspond to 30% of the length of the episode.

| overall          |
|------------------|
| episodes         | 39              |
| scenes           | 1544            |
| summary scenes   | 454             |

| per episode      |
|------------------|
| scenes           | 39.58 (6.52)    |
| crime-specific aspects | 5.62 (0.24)   |
| summary scenes   | 11.64 (2.98)    |
| summary scenes (%) | 29.75 (7.35)   |
| sentences        | 822.56 (936.23) |
| tokens           | 13.27k (14.67k) |

| per episode scene|
|------------------|
| sentences        | 20.78 (35.61)   |
| tokens           | 335.19 (547.61) |
| tokens per sentence | 16.13 (16.32) |

Table 2: CSI dataset statistics; means and (std).

5 Results and Analysis

Is Narrative Structure Helpful? We perform 10-fold cross-validation and evaluate model performance in terms of F1 score. Table 3 summarizes the results of unsupervised models. We present the following baselines: Lead 30% selects the first 30% of an episode as the summary, Last 30% selects the last 30%, and Mixed 30%, randomly selects 15% of the summary from the first 30% of an episode and 15% from the last 30%. We also compare SUMMER against TEXTRANK based on tf*idf (Mihalcea and Tarau, 2004), the directed neural variant described in Section 3.1 without any TP information, a variant where TPs are approximated by their expected position as postulated in screenwriting theory, and a variant that incorporates information about characters (Gorinski and Lapata, 2015) instead of narrative structure. For the character-based TEXTRANK, called SCENESUM, we substitute the $f_i$,$f_j$ scores in Equation (6) with character-related importance scores $c_i$ similar to the definition in Gorinski and Lapata (2015):

$$c_i = \frac{\sum_{c \in C} [c \in S \cup \text{main}(C)]}{\sum_{c \in C} [c \in S]}$$

where $S$ is the set of all characters participating in scene $s_t$, $C$ is the set of all characters participating in the screenplay and main$(C)$ are all the main characters of the screenplay. We retrieve the set of main characters from the IMDb page of the respective episode. We also note that human agreement for our task is 79.26 F1 score, as measured on a small subset of the corpus.

As shown in Table 3, SUMMER achieves the best performance (44.70 F1 score) among all models and is superior to an equivalent model which uses expected TP positions or a character-based representation. This indicates that the pre-trained network provides better predictions for key events than position and character heuristics, even though there is a domain shift from Hollywood movies in the TRIPOD corpus to episodes of a crime series in the CSI corpus. Moreover, we find that the directed versions of TEXTRANK are better at identifying important scenes than the undirected version. We found that performance peaks with $\lambda_1 = 0.7$ (see Equation (6)), indicating that higher importance is given to scenes as the story progresses (see Appendix D for experiments with different $\lambda$ values).
In Table 4, we report results for supervised models. Aside from the various baselines in the first block of the table, we compare the neural extractive model SUMMARUNNER*7 (Nallapati et al., 2017) presented in Section 3.2 with several variants of our model SUMMER. We experimented with randomly initializing the network for TP identification (−P) and with using a pre-trained network (+P). We also experimented with removing the regularization terms, O and F (Equations (7) and (8)) from the loss (−R). We assess the performance of SUMMER when we follow a two-step approach where we first predict TPs via the pre-trained network and then train a network on screenplay summarization based on fixed TP representations (fixed one-hot TPs), or alternatively use expected TP position distributions as postulated in screenwriting theory (fixed distributions). Finally, we incorporate character-based information into our baseline and create a supervised version of SCENESUM. We now utilize the character importance scores per scene (Equation (9)) as attention scores – instead of using a trainable attention mechanism – when computing the global screenplay representation d (Section 3.2).

Table 4 shows that all end-to-end SUMMER variants outperform SUMMARUNNER*. The best result (52.00 F1 Score) is achieved by pre-trained SUMMER with regularization, outperforming SUMMARUNNER* by an absolute difference of 3.44. The randomly initialized version with no regularization achieves similar performance (51.93 F1 score). For summarizing screenplays, explicitly encoding narrative structure seems to be more beneficial than general representations of scene importance. Finally, two-step versions of SUMMER perform poorly, which indicates that end-to-end training and fine-tuning of the TP identification network on the target dataset is crucial.

What Does the Model Learn? Apart from performance on summarization, we would also like to examine the quality of the TPs inferred by SUMMER (supervised variant). Problematically, we do not have any gold-standard TP annotation in the CSI corpus. Nevertheless, we can implicitly assess whether they are meaningful by measuring how well they correlate with the reasons annotators cite to justify their decision to include a scene in the summary (e.g., because it reveals cause of death or provides important evidence). Specifically, we compute the extent to which these aspects overlap with the TPs predicted by SUMMER as:

\[
C = \frac{\sum_{A \in \mathcal{A}} \sum_{T_P \in T_P} [\text{dist}(T_P, A_i) \leq 1]}{|A|}
\]

where \(A\) is the set of all aspect scenes, \(|A|\) is the number of aspects, \(T_P\) is the set of scenes inferred as TPs by the model, \(A_i\) and \(T_P_j\) are the subsets of scenes corresponding to the \(i^{th}\) aspect and \(j^{th}\) TP, respectively, and \(\text{dist}(T_P_j, A_i)\) is the minimum distance between \(T_P_j\) and \(A_i\) in number of scenes.

The proportion of aspects covered is given in Table 4, middle column. We find that coverage is relatively low (44.48%) for the randomly initialized SUMMER with no regularization. There is a slight improvement of 7.48% when we force the TP-specific attention distributions to be orthogonal and close to expected positions. Pre-training and regularization provide a significant boost, increasing coverage to 70.25%, while pre-trained SUMMER without regularization infers on average more scenes representative of each TP. This shows that the orthogonal constraint also encourages sparse attention distributions for TPs.

Table 5 shows the degree of association between individual TPs and summary aspects (see Appendix D for illustrated examples). We observe that Opportunity and Change of Plans are mostly associated with information about the crime scene and the victim, Climax is focused on the revelation of the motive, while information relating to cause of death, perpetrator, and evidence is captured by both Point of no Return and Major Setback. Overall, the generic Hollywood-inspired TP labels are adjusted to our genre and describe crime-related key events, even though no aspect labels were provided to our model during training.

Do Humans Like the Summaries? We also conducted a human evaluation experiment using the summaries created for 10 CSI episodes. We produced summaries based on the gold-standard annotations (Gold), SUMMARUNNER*, and the supervised version of SUMMER. Since 30% of an episode results in lengthy summaries (15 minutes on average), we further increased the compression rate for this experiment by limiting each summary to six scenes. For the gold standard condition, we randomly selected exactly one scene.

7Our adaptation of SUMMARUNNER that considers content and salience vectors for scene selection.

8https://github.com/ppapalampidi/SUMMER/tree/master/video_summaries
per aspect. For SUMMARUNNER* and SUMMER we selected the top six predicted scenes based on their posterior probabilities. We then created video summaries by isolating and merging the selected scenes in the raw video.

We asked Amazon Mechanical Turk (AMT) workers to watch the video summaries for all systems and rank them from most to least informative. They were also presented with six questions relating to the aspects the summary was supposed to cover (e.g., Was the victim revealed in the summary? Do you know who the perpetrator was?). They could answer Yes, No, or Unsure. Five workers evaluated each summary.

Table 6 shows the proportion of times participants responded Yes for each aspect across the three systems. Although SUMMER does not improve over SUMMARUNNER* in identifying basic information (i.e., about the victim and perpetrator), it creates better summaries overall with more diverse content (i.e., it more frequently includes information about cause of death, evidence, and motive). This observation validates our assumption that identifying scenes that are semantically close to the key events of a screenplay leads to more complete and detailed summaries. Finally, Table 6 also lists the average rank per system (lower is better), which shows that crowdworkers like gold summaries best, SUMMER is often ranked second, followed by SUMMARUNNER* in third place.

6 Conclusions

In this paper we argued that the underlying structure of narratives is beneficial for long-form summarization. We adapted a scheme for identifying narrative structure (i.e., turning points) in Hollywood movies and showed how this information can be integrated with supervised and unsupervised extractive summarization algorithms. Experiments on the CSI corpus showed that this scheme transfers well to a different genre (crime investigation) and that utilizing narrative structure boosts summarization performance, leading to more complete and diverse summaries. Analysis of model output further revealed that latent events encapsulated by turning points correlate with important aspects of a CSI summary.

Although currently our approach relies solely on textual information, it would be interesting to incorporate additional modalities such as video or audio. Audiovisual information could facilitate the identification of key events and scenes. Besides narrative structure, we would also like to examine the role of emotional arcs (Vonnegut, 1981; Reagan et al., 2016) in a screenplay. An often integral part of a compelling story is the emotional experience that is evoked in the reader or viewer (e.g., somebody gets into trouble and then out of it, somebody finds something wonderful, loses it, and then finds it again). Understanding emotional arcs may be useful to revealing a story’s shape, highlighting important scenes, and tracking how the story develops for different characters over time.
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A Narrative Structure Theory

The initial formulation of narrative structure was promoted by Aristotle, who defined the basic triangle-shaped plot structure, that has a beginning (protasis), middle (epitasis) and end (catastrophe) (Pavis, 1998). However, later theories argued that the structure of a play should be more complex (Brink, 2011) and hence, other schemes (Freytag, 1896) were proposed with fine-grained stages and events defining the progression of the plot. These events are considered as the precursor of turning points, defined by Thompson (1999) and used in modern variations of screenplay theory. Turning points are narrative moments from which the plot goes in a different direction. By definition these occur at the junctions of acts.

Currently, there are myriad schemes describing the narrative structure of films, which are often used as a practical guide for screenwriters (Cutting, 2016). One variation of these modern schemes is adopted by Papalampidi et al. (2019), who focus on the definition of turning points and demonstrate that such events indeed exist in films and can be automatically identified. According to the adopted scheme (Hauge, 2017), there are six stages (acts) in a film, namely the setup, the new situation, progress, complications and higher stakes, the final push and the aftermath, separated by the five turning points presented in Table 1.

B CSI Corpus

As described in Section 4, we collected aspect-based summary labels for all episodes in the CSI corpus. In Figure 4 we illustrate the average composition of a summary based on the different aspects seen in a crime investigation (e.g., crime scene, victim, cause of death, perpetrator, evidence). Most of these aspects are covered in 10–15% of a summary, which corresponds to approximately two scenes in the episode. Only the “Evidence” aspect occupies a larger proportion of the summary (36.1%) corresponding to five scenes. However, there exist scenes which cover multiple aspects (an as a result are annotated with more than one label) and episodes that do not include any scenes related to a specific aspect (e.g., if the murder was a suicide, there is no perpetrator).

We should note that Frermann et al. (2018) discriminate between different cases presented in the same episode in the original CSI dataset. Specifically, there are episodes in the dataset, where except for the primary crime investigation case, a second one is presented occupying a significantly smaller part of the episode. Although in the original dataset, there are annotations available indicating which scenes refer to each case, we assume no such knowledge treating the screenplay as a single unit — most TV series and movies contain sub-stories. We also hypothesize that the latent identified TP events in SUMMER should relate to the primary case.
C Implementation Details

In all unsupervised versions of TEXT-RANK and SUMMER we used a threshold $h$ equal to 0.2 for removing weak edges from the corresponding fully connected screenplay graphs. For the supervised version of SUMMER, where we use additional regularization terms in the loss function, we experimentally set the weights $a$ and $b$ for the different terms to 0.15 and 0.1, respectively.

We used the Adam algorithm (Kingma and Ba, 2014) for optimizing our networks. After experimentation, we chose an LSTM with 64 neurons for encoding the scenes in the screenplay and another identical one for contextualizing them. For the context interaction layer, the window $l$ for computing the surrounding context of a screenplay scene was set to 20% of the screenplay length as proposed in Papalampidi et al. (2019). Finally, we also added a dropout of 0.2. For developing our models we used PyTorch (Paszke et al., 2017).

D Additional Results

We illustrate in Figure 5 the performance (F1 score) of the directed neural TEXT-RANK and SUMMER models in the unsupervised setting with respect to different $\lambda_1$ values. Higher $\lambda_1$ values correspond to higher importance for the succeeding scenes and respectively lower importance for the preceding ones, since $\lambda_1$ and $\lambda_2$ are bounded ($\lambda_1 + \lambda_2 = 1$).

We observe that performance increases when higher importance is attributed to screenplay scenes as the story moves on ($\lambda_1 > 0.5$), whereas for extreme cases ($\lambda_1 \to 1$), where only the later parts of the story are considered, performance drops. Overall, the same peak appears for both TEXT-RANK and SUMMER when $\lambda_1 \in [0.6, 0.7]$, which means that slightly higher importance is attributed to the screenplay scenes that follow. Intuitively, initial scenes of an episode tend to have high similarity with all other scenes in the screenplay, and on their own are not very informative (e.g., the crime, victim, and suspects are introduced but the perpetrator is not yet known). As a result, the undirected version of TEXT-RANK tends to favor the first part of the story and the resulting summary consists mainly of initial scenes. By adding extra importance to later scenes, we also encourage the selection of later events that might be surprising (and hence have lower similarity with other scenes) but more informative for the summary. Moreover, in SUMMER, where the weights change in a systematic manner based on narrative structure, we also observe that scenes appearing later in the screenplay are selected more often for inclusion in the summary.

As described in detail in Section 3.3, we also
infer the narrative structure of CSI episodes in the supervised version of SUMMER via latent TP representations. During experimentation (see Section 5), we found that these TPs are highly correlated with different aspects of a CSI summary. In Figure 6 we visualize examples of identified TPs on CSI episodes during test time alongside with gold-standard aspect-based summary annotations. Based on the examples, we empirically observe that different TPs tend to capture different types of information helpful for summarizing crime investigation stories (e.g., crime scene, victim, perpetrator, motive).