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Abstract: This paper presents an efficient neural network-based method for fault diagnosis in photovoltaic arrays. The proposed method was elaborated on three main steps: the data-feeding step, the fault-modeling step, and the decision step. The first step consists of feeding the real meteorological and electrical data to the neural networks, namely solar irradiance, panel temperature, photovoltaic-current, and photovoltaic-voltage. The second step consists of modeling a healthy mode of operation and five additional faulty operational modes; the modeling process is carried out using two networks of artificial neural networks. From this step, six classes are obtained, where each class corresponds to a predefined model, namely, the faultless scenario and five faulty scenarios. The third step involves the diagnosis decision about the system’s state. Based on the results from the above step, two probabilistic neural networks will classify each generated data according to the six classes. The obtained results show that the developed method can effectively detect different types of faults and classify them. Besides, this method still achieves high performances even in the presence of noises. It provides a diagnosis even in the presence of data injected at reduced real-time, which proves its robustness.
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1. Introduction

In the last few years, there has been a growing interest in developing alternative energies, which are inexhaustible and environment friendly compared to energies derived from fossil deposits (oil, petroleum, and natural gas). Alternate energy encompasses all those renewable resources that do not involve fossil fuels, such as solar, wind, geothermal, hydroelectric, and biomass. Solar energy, both thermal and photovoltaic, shows the greatest growth rate globally. The installed photovoltaic (PV) power increased by over 25% yearly for the last five years. The PV production price dropped significantly during the same period allowing this type of energy to compete freely with alternative sources. With this increased capacity, the fault diagnostic and maintenance of solar PV plants become critical to maintaining the competitiveness of this energy sector [1,2]. The proper diagnosis is crucial to avoid any loss of efficiency, safeguard the system, and guarantee service continuity. The failures detected in a PV system are classified into three categories according to the source of the default (Figure 1): internal, external, and ageing effects [1,3,4].
Causes of failures in PV systems

Internal PV faults originate from the PV system and include all component failures (PV arrays, cables, converters, protections, batteries, inverters) [4]. External PV faults are due to external inappropriate operating conditions, such as the shading effect [5], high temperature [6] or high humidity, suboptimal tilt or orientation, corrosion [7], and the accumulation of soil [8], which lead to several degradations and annual power losses [9–11]. Numerous recent studies addressed the faults occurring specifically in the PV arrays due to their impact on energy production and levelized cost [12]. These faults can be classified into physical, environmental, and electrical faults (Figure 2) [13].

![Figure 1. Causes of failures in PV systems.](image)

**Figure 1.** Causes of failures in PV systems.

Physical faults are caused by internal (damage to PV panel or to blocking and bypassing diode (BBD)) or external (cracks in PV panels or degradation) failures [14]. Environmental faults are caused by soiling (dirt, snow, dust) [15], permanent shade (hot-spot) [16],

![Figure 2. Major causes of failures in PV array.](image)

**Figure 2.** Major causes of failures in PV array.
or temporary shade [17]. Electrical faults are open circuit (OC), short circuit (SC), ground fault (GF), line-to-line (LLF), and arc fault (AF) [2], with their potentially dangerous consequences (fire risks and electrical shock) [12].

Faults in a photovoltaic array can occur due to severe degradations such as discoloration, corrosion, delamination, broken glass, bubbles, disconnection, encapsulation, leakage currents, wiring mistakes, installations faults, and manufacturing defects. All of these may lead to short circuit within a panel or between panels [12,14,18,19]. Therefore, fault detection and diagnosis (FDD) methods for PV arrays are needed to detect and identify abnormal conditions at early stages to reduce the risks associated with long-term operation. FDD methods can be categorized into two main categories:

- Visual methods using infrared (IR) cameras, drones and thermal imaging analysis [19–21].
- Electrical methods are based on supervised algorithms to be implemented through offline/online adaptation in a PV plant [22,23].

In the scientific literature, several electrical-based FDD methods have been developed [12,23,24]. Various artificial intelligence (AI) approaches are considered for monitoring and diagnosing PV plants [25]. Particularly, artificial neural network (ANN) has proved best performances and has been largely used by different researchers [26–29] to diagnose different kinds of PV faults. They are using several ANN model types such as multi-layer perceptron (MLP), radial basis network (RBN), feed-forward (FF), and recurrent neural network (RNN). It is possible to change the ANN’s architecture, precisely the number of hidden layers and neurons in the layer. The learning process can be supervised or unsupervised.

The detection of various types of faults in a photovoltaic array requires more efficient diagnosis methods. In this work, an efficient neural network (NN) electrical-based method is proposed to detect all short circuit (SC) failures along with the faulty PV array, using actual data. Three major steps (feeding of real data, faults modeling, and decision) are elaborated to achieve this objective. The three steps are as follows:

- The data feeding (first step) uses the real measured data: array’s temperature, solar irradiance, PV voltage, and PV current at the maximum power point (MPP).
- The second step consists of modeling the healthy system and fault detection. According to input data, two networks of artificial neural networks (NANNs), NANN1 and NANN2, are used to predict the current and voltage output values for healthy or default operation.
- The third step provides PV system diagnosis by combining the outputs from two PNNs. The respective output values (currents and voltages) from NANNs are used as input for two probabilistic neural networks (PNNs), called PNN1 and PNN2. PNN1 and PNN2 classify the current and voltage values from the NANN1 and NANN2 models by comparing them with actual measured values. PNN1 classifies the existing data into two classes (healthy and faulty), while PNN2 classifies the voltage data into five categories (one healthy and four default alternatives).

In this paper, the development of an efficient and highly accurate method to diagnose solar photovoltaic faults has been achieved through an innovative application of artificial intelligence (AI) techniques. Two separate networks of artificial neural networks (NANNs) model the time variation of current and voltage output of an array of solar panels both for healthy and default operations. One current and four voltage short-circuit defaults are modeled and detected when compared with real operation outputs. The novelty is that we do not use the traditional current-voltage characteristics but the individual variation of current and voltage with time. Another originality is that two separate PNNs identify healthy or default operations by comparing real current and voltage data with previously classified simulations by NANNs. As ANNs methods are inherently statistical, they require a large number of observations, which are not always available, and above all, they need a significant number of iterations. In [30], this problem is addressed using a probabilistic
neural network model (PNN), allowing instant learning and running even with a small number of observations [31,32].

The developed method is robust and less affected by noises (for example, presence of perturbations from inverter) and notices the presence or absence of perturbation factors. It does not require the entire current–voltage (I–V) curve to detect a fault. Only reduced time variation of current and voltage from real collected data is sufficient for fault diagnostic. The contributions of this paper can be summarized as follows:

- Modeling healthy system operation and separate detection of one current and four voltage short-circuit defaults using two networks of artificial neural networks (NANNs).
- Diagnosis of one healthy and five faulty short-circuits operation conditions using real current and voltage data variation in time. The classification and decision use probabilistic neural networks (PNNs) fueled by NANNs simulations.
- The robustness of the proposed method is tested in the presence of noise from the inverter.

The paper is organized as follows; Section 2 presents the three steps for the modeling and fault diagnosis in the PV array using neural networks. Section 3 presents the details about the elaboration of the NNs and the implementation of the methods. The robustness against noises is discussed in Section 4, showing the effect of reduced time of injected data. Finally, Section 5 gives a conclusion and perspective for future work.

2. Modeling and Diagnosis of PV Faults

The proposed PV monitoring plant is depicted in Figure 3. The overall block diagram shows the intelligent global monitoring and fault diagnosis structure for the PV plant.

![Figure 3. Global structure of the monitored PV plant for fault detection and diagnosis.](image)

The PV plant under study is located at the Renewable Energies Development Centre (CDER) of Algiers, Algeria [33,34]. It is organized according to three subarrays, where each subarray is connected to a single-phase inverter. Each subarray consists of 30 PV Isofoton panels (106 W–12 V). Table 1 summarizes the specifications of the used Isofoton PV panel. The panels in a subarray are arranged in two parallel strings with 15 series-connected panels for each string. This PV plant is endowed with a monitoring system using an Agilent 34970A card data acquisition system. A pyranometer (Kipp and Zonen CM11) measures the irradiance (G) in the horizontal plane. The temperature (T) is measured with a set of k-type thermocouples. The measurements were carried out for 11 months in the year 2018.
Table 1. The Isofoton 106-12 specifications.

| Parameters                        | Values   |
|-----------------------------------|----------|
| Maximum power ($P_{mpp}$)         | 106 W    |
| Short circuit current ($I_{sc}$)  | 6.54 A   |
| Open circuit voltage ($V_{oc}$)   | 21.6 V   |
| Coefficient of temperature at $I_{sc}$ ($\alpha$) | 0.060 %/°C |
| Coefficient of temperature at $V_{oc}$ ($\beta$) | -0.36 %/°C |
| Maximum current ($I_{mpp}$)       | 6.1 A    |
| Maximum voltage ($V_{mpp}$)       | 17.4 V   |

In PV plants, faults usually occur from the electrical grid (instability) or from the storage system. Most widespread are from inverters and/or from the photovoltaic array. This work concentrates on the array’s short-circuit failure types, which are common in PV plants. The names of these PV faults and their symbols are summarized in Table 2.

Table 2. Type of faults and their symbols in the PV array.

| Name of Faults                        | Symbols |
|---------------------------------------|---------|
| Healthy model                         | C1      |
| Fault detection due to voltage of one short-circuited panel | C2 |
| Fault detection due to voltage of two short-circuited panels | C3 |
| Fault detection due to voltage of four short-circuited panels | C4 |
| Fault detection due to voltage of six short-circuited panels | C5 |
| Fault detection due to current of short-circuited string | C6 |

Two operational modes are considered to detect these PV faults. The first mode refers to a healthy PV array (Class 1), while the second mode refers to the faulty PV array (Classes 2–6). The fault diagnosis process for the above PV plant can be explained through two organigrams, as mentioned below:

- The first organigram (Figure 4): for exploitation of the developed method.
- The second organigram (Figure 5): for the developed method.

The exploitation process of the developed diagnosis method follows three main steps: real data feeding, faults modeling, and decision about fault classification, as depicted in Figure 4.

It can be seen from Figure 4 that the exploitation process follows these major steps:

- Collection of real meteorological data ($G$ and $T$) with sensors, and their injection to NANNs.
- Production of classes from NANNs.
- Acquisition of real data from the PV array ($I_{mpp}$ and $V_{mpp}$) and their injection to PNNs.
- Classification of the later measured data to their convenient classes by PNNs.
- Decision about the health state of the PV array.
The method algorithm, illustrated by the chart in Figure 5, describes the working principle of the PV diagnosis process in detail. The following subsections provide additional details about PV diagnostic steps.

2.1. Feeding with Real Data

In the first step, real experimental data, namely, array’s temperature, solar irradiance, PV current, and PV voltage at their maximum values \((T, G, \text{Impp}, \text{Vmpp})\), are fed to the created NANNs and PNNs for learning. The time variation of these parameters is summarized in Figure 6. The experimental setup of the PV plant, located at the Renewable Energies Development Centre (CDER) of Algiers, Algeria \([33,34]\), is detailed at the beginning of this section. The measurements in Figure 6 were taken in March 2018 with a sampling period of one minute, equivalent to 220 data points for each parameter.
For the meteorological data, the temperature varies between 36 and 48 °C while the irradiance reaches 1000 W/m². For the electrical parameters, the PV current varies in the range (6–12 A), while the PV voltage varies in the range (20–30 V).

2.2. Modeling and Detection of Faults Using NANNs

The primary process of modeling, fault detection and classification is presented in Figure 7 and is described in detail in [35]. As illustrated in Figure 7, we used multiple neural networks (NNs) for the healthy operation and multiple-fault modeling stage. Therefore, every fault is modeled by a neural network. The output of every model is compared with the real (healthy or faulty) state, which will be classified using a probabilistic neural network.

Figure 7. A generic neural network-based multiple-model fault detection and isolation scheme [36].
In this work, two networks of artificial neural networks (NANN1, NANN2) are modeling the PV current and PV voltage at their maximum values ($I_{mpp}$ and $V_{mpp}$). The approach consists of modeling a healthy mode and five defective modes. The first NANN is used to model current outputs, while the second NANN is used to model voltage outputs under variable operating conditions, as shown in Figures 8 and 9.

![Diagram of NANN1](image)

Figure 8. The current modeling structure by a network of artificial neural networks (NANN1).

Each proposed NANN contains ANNs of three layers: the input layer, hidden layer, and output layer. Temperature and irradiance are introduced in the input layer for each mode. The NANNs outputs are current and voltage at the MPP. The networks are trained by providing inputs and outputs to match the different models (healthy and faulty). More details on the elaboration of ANNs will be provided in Section 3. The architectures of each NANNs are summarized in Tables 3 and 4.

| Numbers | ANNs of NANN1 | Input Layer | Hidden Layer | Output Layer  |
|---------|---------------|-------------|--------------|---------------|
| ANN1    | Healthy current | 2           | 40           | 1 ($I_{mpp\_healthy}$) |
| ANN2    | Fault in the current of string short circuited | 2           | 40           | 1 ($I_{mpp\_string}$) |

Table 3. The architecture of the two ANNs developed in NANN1.

| Numbers | ANNs of NANN2 | Input Layer | Hidden Layer | Output Layer  |
|---------|---------------|-------------|--------------|---------------|
| ANN1    | Healthy voltage model | 2           | 40           | 1 ($V_{mpp\_healthy}$) |
| ANN2    | Fault in voltage of one panel SC | 2           | 40           | 1 ($V_{mpp\_1SC}$) |
| ANN3    | Fault in voltage of two panels SC | 2           | 40           | 1 ($V_{mpp\_2SC}$) |
| ANN4    | Fault in voltage of four panels SC | 2           | 40           | 1 ($V_{mpp\_4SC}$) |
| ANN5    | Fault in voltage of six panels SC | 2           | 40           | 1 ($V_{mpp\_6SC}$) |

Table 4. The architecture of the five ANNs developed in NANN2.
Figure 9. The voltage modeling structure by a network of artificial neural networks (NANN2).
The NANN1 contains two ANNs; each ANN has two nodes in the input layer, one for temperature and one for irradiance. The hidden layer contains 40 neurons, and the output layer contains one neuron to get the current vector at the maximum power point (healthy and faulty mode, Figure 7).

The NANN2 contains five ANNs; each ANN has two nodes in the input layer, one for temperature and one for the irradiance. The hidden layer contains 40 neurons, and the output layer contains one neuron to get the voltage vector at the maximum power point (for healthy and the four faulty modes, Figure 8).

Both the healthy and defective modes were modeled by artificial neural networks using temperature and irradiance data inputs, as shown in Figures 7 and 8. For each introduced data, the NANNs are developed to give seven outputs according to seven estimates states shown in Table 5 below.

### Table 5. Type of parameters with symbols and classes.

| Symbols     | Parameters                                                | Classes   |
|-------------|-----------------------------------------------------------|-----------|
| $I_{mpp_h}$ | Healthy current at the maximal power point               | Class 1   |
| $V_{mpp_h}$ | Healthy voltage at the maximal power point                | Class 1   |
| $V_{mpp1sc}$ | Voltage at maximum power point of one short-circuited panel | Class 2   |
| $V_{mpp2sc}$ | Voltage at maximum power point of two short-circuited panels | Class 3   |
| $V_{mpp4sc}$ | Voltage at maximum power point of four short-circuited panels | Class 4   |
| $V_{mpp6sc}$ | Voltage at maximum power point of six short-circuited panels | Class 5   |
| $I_{mpp_s}$  | Current at maximal power point of string fault           | Class 6   |

- Obtained classes from ANNs:

  The different classes for healthy and faulty operation are built using a Matlab/Simulink model for the PV array (Figure 10) [26]. The healthy case uses real data as inputs (temperature and irradiance) and determines the corresponding outputs (“healthy” current and “healthy” voltage). After that, we introduce the desired fault, one for the current with a string fault and four for the voltage with a different number of short-circuited panels, into this Simulink model [26]. With the same input data, we obtain the faulty outputs. Finally, all the results are recorded (one healthy and five faulty cases) and used as a dataset for learning the neural networks (NNs). Using the Matlab/Simulink model is preferable as it would be impossible to reproduce experimentally the same meteorological conditions for all healthy and faulty operation scenarios.

![Simulink Model](image)

**Figure 10.** Classes obtained for the current/voltage modeled at MPP.

The two classes obtained from the NANN1 are shown in Figure 11. The classes are represented by graphs of the current values modeled at the maximum power point. These two classes for the MPP current are obtained from the NANN1 described in Figure 8.
Figure 10. Classes obtained for the current modeled at MPP.

- The first graph (in blue line) represents Class 1, which models the MPP current at the healthy state.
- The second graph (in black line) represents Class 6, which models the MPP current at a faulty state with a short-circuited string.
- Figure 12 gives the graphs representing the values of the different voltages modeled at the MPP using the NANN2 described in Figure 9 with a period of 220 data points.
- The first graph (in green line) represents Class 1, which stands for the healthy voltage model at MPP.
- The second graph (in blue line) represents Class 2, which stands for the faulty voltage model at MPP for one short-circuited panel.
- The third graph (in magenta line) represents Class 3, which stands for the faulty voltage model at MPP for two short-circuited panels.
- The fourth graph (in cyan line) represents Class 4, which stands for the faulty voltage model at MPP for four short-circuited panels.
- The fifth graph (in black line) represents Class 5, which stands for the faulty voltage at MPP for six short-circuited panels.

Therefore, by combining the results from the two above figures, the following models occur:
- The healthy model (Figure 11 $I_{mpp_h}$ with blue, $V_{mpp_h}$ with green Figure 12).
- The faulty string model (Figure 11 $I_{mpp_string}$ with black, $V_{mpp_h}$ with green Figure 12).
- The faulty model one short-circuited panel ($V_{mpp1sc}$ with blue Figure 12).
- The faulty model two short-circuited panels ($V_{mpp2sc}$ with magenta Figure 12).
- The faulty model four short-circuited panels ($V_{mpp4sc}$ with cyan Figure 12).
- The faulty model six short-circuited panels ($V_{mpp6sc}$ with black Figure 12).

From this second step, six classes are defined, as presented in Table 5.
2.3. Diagnosis, Classification and Decision Using PNNs

The third step is diagnostic. It consists of injecting the outputs from the NANNs together with measured time variation of current and voltage from the solar panel array into two probabilistic neural networks, PNN1 and PNN2. The data to be injected are:

- The output data from NANN1 (I_{mpp, h}, I_{mpp, string}) shown in Figure 11.
- The output data from NANN2 (V_{mpp, h}, V_{mpp, 1SC}, V_{mpp, 2SC}, V_{mpp, 4SC}, V_{mpp, 6SC}) shown in Figure 12.
- The real data from the PV plant to be diagnosed (I_{mpp}, V_{mpp}) shown in Figure 6c,d.

The fault detection algorithm compares the real measured data with output modeled from the NANNs. PNNs are used to diagnose healthy or faulty operation of solar PV panels. The main role of these PNNs is to classify, in real-time, the real measured currents and voltages according to models from NANN1 and NANN2. The analysis of the main characteristics of I_{mpp} and V_{mpp} of each output, along with measured data in real operating conditions, leads to the identification and isolation of failures.

The PNN is a monitored neural network widely used in pattern recognition; it has the potential for fault diagnosis and distributed parallel processing, self-organization, and self-learning. The following characteristics distinguish PNN from the other networks in the learning process [30]:

- A PNN uses the probabilistic model, Bayesian classifiers.
- A PNN is guaranteed to converge to a Bayesian classifier when enough training data are provided.
- No learning process is required in PNNs.
- No need to initialize the weights of the PNN.
- There is no relationship between the learning and recall process.

Figure 12. Classes obtained for voltage modeled at MPP.
The PNNs receive nine data points at a time (Figure 4), three for the PNN1 and six for the PNN2. The PNN1 will classify the current data into two classes, while the PNN2 will classify the voltage data into five classes. For each data vector, the PNN will work over a range of at least 220 data points by using data in memory. The final decision will be taken in the last step as explained in the following Table 6.

**Table 6. Diagnosis and decision of the PV system.**

| $I_{mpp}$ | $V_{mpp}$ | Decision about PV System |
|-----------|-----------|--------------------------|
| $I_{mpph}$ | $V_{mpp}$ | Healthy system           |
| $I_{mpph}$ | $V_{mpp1sc}$ | Fault detection due to one short-circuited panel |
| $I_{mpph}$ | $V_{mpp2sc}$ | Fault detection due to two short-circuited panels |
| $I_{mpph}$ | $V_{mpp4sc}$ | Fault detection due to four short-circuited panels |
| $I_{mpph}$ | $V_{mpp6sc}$ | Fault detection due to six short-circuited panels |
| $I_{mppstring}$ | $V_{mpp}$ | Fault detection due to string |

- Obtained classification

We consider one healthy operation and five types of faults, one for the current and four for the voltage. First, the outputs from PNN1 illustrated in Figure 13 show the classification for current fault (Class 6) at $I_{mpp}$. It shows that a string fault directly impacts the output current of the PV array.

![Figure 13. Classification of the current fault at the maximum power point.](image)

Then, the outputs from the PNN2 illustrated in Figure 14 show the classification for the four voltage faults (Classes 2–5) in $V_{mpp}$. 

![Figure 14. Classification of the voltage fault at the maximum power point.](image)
Figure 14. Classification of voltage faults at the maximum power point.

The PNNs classifies the real current and voltage data input using the Classes shown in Figures 13 and 14.

In Figure 13, we present a graph, in red, representing the current at MPP classified as Class 6 (see also Table 5). Additionally, in Figure 14, the red color graph represents the voltage at MPP classified as Class 5 (Table 5).

In this third diagnosis stage, a routine collects decisions from both PNNs following Table 6 and thus calculates the probability density function (PDF) [36]. Unlike multi-layer perceptron (MLP) networks, radial basis (RBF) functions (including PNNs) use radial functions instead of sigmoidal activation functions. They build a local decision function centered at a subset of the input space [37]. The global decision function is the sum of all local functions [30,38].

In the context of pattern classification, every observed vector \( x \) (\( x \) is a \( d \)-dimensional vector) is placed inside one of the predefined cluster classes:

\[
C_i, i = 1, 2, \ldots, m
\]

where \( m \) is the number of possible classes that \( x \) can belong to (\( m = \) six in this study).

The classifier’s efficiency is limited by the length of the input vector \( x \) and the number of possible classes \( m \).

The Bayes classifier uses the Bayes conditional probability rule that is the probability \( P(C_i | x) \) for \( x \) to belong to a class \( C_i \).

This probability is given by:

\[
P(C_i | x) = \frac{P(x | C_i) \cdot P(C_i)}{\sum_{j=1}^{m} P(x | C_j) \cdot P(C_j)}
\]  \hspace{1cm} (1)

where:
- \( P(C_i | x) \) is the conditional probability density function of \( x \) given \( C_i \).
- \( P(C_i) \) is the probability of choosing a sample from the class \( C_i \).

An input vector \( x \) is classified to belong to the class, if:

\[
P(C_i | x) > P(C_j | x) : \forall j = 1, 2, \ldots, m; j \neq i
\]  \hspace{1cm} (2)
The estimation process of the later probabilities from a learning set uses Parzen’s windowing technique to determine the PDF [30,36]. Therefore, the estimator used for the PNN networks, \( f_A(x) \), is given by:

\[
f_A(x) = \frac{1}{2\pi^{P/2}\sigma^P}\sum_{i=1}^{m} \exp \left[ -\frac{(x - x_{ai})^T(x - x_{ai})}{2\sigma^2} \right]
\]

where \( x_{ai} \) represents the \( i^{th} \) sample belonging to the class \( C_A \) and \( \sigma \) is a smoothing parameter.

When the diagnosis algorithm is executed, it will display the errors and decide about the state of the system, as shown in Figure 15.

![Figure 15. Snapshot of the classification result and estimation errors about the PV system.](image)

All three steps (data feeding, faults modeling, and decision about diagnosis) should be reiterated at each classification.

3. Details about the Elaboration of NANNs

This section presents more details for modeling the ANNs used in NANNs. The approach given may work well for a whole life cycle of the PV system but requires substantial prior work, which includes:
- The collection of real measured data (\( T, G, I_{mpp}, V_{mpp} \)), reserved for learning and validating NANNs.
- The choice of the type of ANNs (multi-layer perceptron (MLP)) and their architectures.
- The choice of the learning type (supervised learning).
- The validation of NANNs.
- The exploitation of the results.

In what follows, we provide more details about each of these steps.

3.1. Collection of Real Measured Data

The data from the station at the CDER, including panels’ temperature, solar irradiance, PV current, and PV voltage, were collected on 20 March 2018, for a period of about 460 data points, as presented in Figure 16.

3.2. Choice of Type of ANNs and Their Architectures

The developed ANNs are based on a multi-layer perceptron (MLP). Several simulations were carried out, varying the number of hidden layers and neurons in each hidden layer to find the optimal network architecture. Tables 3 and 4 summarize the final architectures of each ANN.

The inputs to the ANNs are the temperature and irradiance. Simultaneously, the outputs are \( I_{mpp} \) (supervised following real healthy and real faulty) and \( V_{mpp} \) (supervised following real healthy and real faulty) as described in Figure 17. Besides, faults are introduced in the real PV system to obtain real current and voltage data for each faulty mode.
3.2. Choice of Type of ANNs and Their Architectures

The developed ANNs are based on a multi-layer perceptron (MLP). Several simulations were carried out, varying the number of hidden layers and neurons in each hidden layer to find the optimal network architecture. Table 3 and 4 summarize the final architectures of each ANN.

The inputs to the ANNs are the temperature and irradiance. Simultaneously, the outputs are $I_{mpp}$ (supervised following real healthy and real faulty) and $V_{mpp}$ (supervised following real healthy and real faulty) as described in Figure 17. Besides, faults are introduced in the real PV system to obtain real current and voltage data for each faulty mode.

These real electrical data are matched using ANNs to generate the modeled electrical outputs. In Figures 18 and 19, we present the data for ANN1 of NANN1 and ANN1 of NANN2 and the respective outputs.

3.3. Choice of Learning Type

The weights adjustment uses the Levenberg–Marquardt (LM) [39] backpropagation algorithm available in Matlab 2015a Software environment. Results after learning from a healthy ANN are summarized in Figure 20 below, which shows good training performance.
3.3. Choice of Learning Type

The weights adjustment uses the Levenberg–Marquardt (LM) \[39\] backpropagation algorithm available in Matlab 2015a Software environment. Results after learning from a healthy ANN are summarized in Figure 20 below, which shows good training performance.

The appropriate neural structure is characterized by the transfer function of a hyperbolic tangent in the first hidden layer (for ANNS) and a linear transfer function in the second hidden layer (for PNNs).

Regression of complex training process of NNs based controllers is shown in the following Figure 21.
Figure 20. Generated toolbox interface for the developed NNs training on Matlab.

The appropriate neural structure is characterized by the transfer function of a hyperbolic tangent in the first hidden layer (for ANNs) and a linear transfer function in the second hidden layer (for PNNs).

Regression of complex training process of NNs based controllers is shown in the following Figure 21.

Figure 21. Generated regression of training process.

Figure 21 illustrates that the major scatter (Target output) points are regrouped around the right (Y = T), which demonstrates the good efficiency of the approach.

Figures 20 and 21 clearly show that the network’s weights are well adjusted, and the model could reproduce the output data with good accuracy.

3.4. Validation of ANNs

The remaining data points out of 460 from Figure 16 are used for validation. In what follows, some cases for healthy and faulty scenarios are presented.

- Healthy system validation
(a) Validation of model from ANN1 of NANN1 ($I_{mpp}$ of the healthy system, Figure 22):
The following Figure 23 shows the error between real and modeled currents data. The following equation gives the error:

$$Error = I_{MPP-Real} - I_{MPP-Model}$$

(b) Validation of model from ANN1 of NANN2 ($V_{mpp}$ of the healthy system, Figure 24).

Figure 22. Real vs. modeled data from current, $I_{mpp}$ in a healthy system.

Figure 23. The error between $I_{mpp-Real}$ and $I_{mpp-Modelled}$.
Modeling by ANNs, as shown in Figures 22 and 24, shows a high fitting between the real data (current and voltage) and the ones estimated by the modeled ANNs in a healthy system.

The error between real and modeled voltage data for a healthy system is depicted in Figure 25 below.

It can be seen from the reduced values of errors in Figures 23 and 25 that there is a good agreement between modeled and real data, which indicates the good performance of the developed NANN1-model and NANN2-model. Therefore, the network weights and bias of the network are well adjusted, and the model can reproduce the output data with good accuracy.

- Faulty system validation
  (a) Validation of model from ANN2 of NANN1 (Impp faulty string, Figure 26).

Figure 24. Real and modeled data from voltage, $V_{mpp}$ in a healthy system.

Figure 25. The error between $V_{mpp-Real}$ and $V_{mpp-modelled}$.
(b) Validation of model from ANN2 of NANN2 ($V_{mpp}$ of one short-circuited panel, Figure 27).

Figure 26. Real and modeled data from current, $I_{mpp}$ in a faulty string system.

Figure 27. Real and modeled data from voltage, $V_{mpp}$ in a faulty system (1 Panel SC).

3.5. Exploitation of Results

The diagnosis step of the PV plant, using the classification method, consists of using the root mean square error (RMSE) and the mean relative error (MRE) methods to display the state of the PV array. For example, for a faulty PV plant, Figures 28 and 29 show the state of faulty current and voltage, respectively.
The expression of root mean squared error (RMSE) is:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Data_{\text{Real}} - Data_{\text{Model}})^2}
\]  

(5)

where:

- \( N \): number of data points.

The equation of the relative mean error (MRE) is as follows:

\[
MRE = \left( \frac{1}{N} \sum_{i=1}^{N} \left| \frac{Data_{\text{Real}} - Data_{\text{Model}}}{Data_{\text{Mean}}} \right| \right) \times 100
\]  

(6)

where:

- \( Data_{\text{Mean}} \): Mean of real data points.

The relative mean error has no unit; it tells us the quality (accuracy) of the results of obtained voltage. It is usually expressed in percentage (%).

Additional results of obtained errors (RMSE, MRE) for each class of the real PV array are presented in Table 7 below.

**Table 7.** RMSE (root mean square error) and MRE (mean relative error (%)).

| Current Healthy System | Current String Fault | Voltage Healthy System | Voltage 1 Panel SC | Voltage 2 Panels SC | Voltage 4 Panels SC | Voltage 6 Panels SC |
|------------------------|----------------------|------------------------|-------------------|-------------------|-------------------|-------------------|
| RMSE                   | 0.5737               | 0.8264                 | 2.4928            | 2.4493            | 1.1601            | 1.7280            | 0.8201            |
| MRE (%)                | 3.21                 | 1.62                   | 1.78              | 1.02              | 1.51              | 1.54              | 1.67              |

4. Test of Robustness

The robustness of the ANNs based fault diagnosis method is assessed by introducing noises in the PV plant and showing the effect on injected data. Moreover, noise can be perceived as an error, a statistical uncertainty or an undesired random disturbance of a useful modeled response of the PV array. Several different effects can cause such noise, such as thermal noise, device type, or manufacturing quality.

4.1. Presence of Noise from the Inverter

In PV plants, faults usually occur from the electrical grid (instability) or the storage system. Most widespread are from inverters or the photovoltaic array. Therefore, the inverter can cause major perturbations if damaged or faulted. In this subsection, the PV plant is connected to the grid through an inverter. We artificially added inverter-generated noise in the current and voltage vectors to be classified. Figures 30 and 31 show the classification of the overall system (current and voltage) along with the results from the faulty string model in the presence of noise from the inverter. In Figure 30, we observe that...
the inputs are noised by the large space between the real current (Class 1) in blue and the classified one in red.

![Classification Current](image1)

Figure 30. Classification of current at maximum power point in the presence of noise from the inverter.

![Classification Voltage](image2)

Figure 31. Classification of voltage at maximum power point in the presence of noise from the inverter.

Figure 30 illustrates that the classification of current (in red) is closer to the healthy current (in blue) than the defective current (in black). The most important data belong to class 1 (for a healthy system).

Figure 31 shows that the classification of the voltage (in red) is closer to the healthy voltage (in green) than the other defective voltages (in blue, magenta, cyan, and black). Besides, even though the data to be classified is corrupted by noise from the inverter, the proposed approach was able to classify it correctly (Figures 30 and 31), which shows the effectiveness of PNNs classification.
4.2. Effect of Detection Time

It is worth mentioning that the classification can be carried out in a reduced time interval, such as 10 data points chosen as shown in Figures 32 and 33.

![Classification of current over 10 data points](image1)

**Figure 32.** Classification of current at maximum power point in the presence of noise from an inverter, over 10 data points.

![Classification of voltage over 10 data points](image2)

**Figure 33.** Classification of voltage at maximum power point in the presence of noise from the inverter, over 10 data points.

Figures 32 and 33 show that even though the detection time is reduced, the data is well classified, and the diagnosis-based method gives correct results.

5. Conclusions

Automatic monitoring, detection, and diagnosis of faults that occur in photovoltaic plants/arrays have recently become a very important research topic. In this paper, an efficient neural network-based method was developed to diagnose several failure scenarios that may occur in a photovoltaic array at short circuits. The model used for the simulation of healthy and defectives conditions was experimentally validated by real data from a photovoltaic array installed at the CDER station in Algiers, Algeria. The developed method was elaborated in three main steps: feeding experimental data to the neural networks, modeling faults using NANNs and decision about diagnosis using PNNs. Each fault was...
detected and classified. The obtained results confirm the effectiveness of the developed models to locate and identify different types of failures even with noises. The proposed fault diagnosis method can easily be generalized and applied to large-scale PV plants. Besides, the developed method is straightforward and requires only the following parameters: the array’s temperature, solar irradiance, PV voltage, and PV current of the PV array (time variation). In the proposed study, seven ANNs and two PNNs were required, necessitating a different treatment for currents and voltages because rough estimation is slightly different. In perspective, we plan to carry on the work considering only a single parameter such as power through online adaptation. Besides, the decision on the system’s quality is made at every single data point, and it is possible to use previous data scrolling in real-time.
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**Nomenclature**

| Abbreviation | Description                          |
|--------------|--------------------------------------|
| PV           | Photovoltaic                         |
| BBD          | Blocking and bypassing diode         |
| OC           | Open circuit                          |
| SC           | Short circuit                         |
| GF           | Ground fault                          |
| LLF          | Line-to-line                          |
| AF           | Arc fault                             |
| FDD          | Fault detection and diagnosis         |
| IR           | Infrared                              |
| AI           | Artificial intelligence               |
| ANN          | Artificial neural network             |
| MLP          | Multi-layer perceptron                |
| RBN          | Radial basis network                  |
| FF           | Feed-forward                          |
| RNN          | Recurrent neural network              |
| NN           | Neural network                        |
| MPP          | Maximum power point                   |
| ANNs         | Artificial neural networks            |
| NANNs        | Networks of artificial neural networks |
| NANN1        | Network of artificial neural network 1 |
| NANN2        | Network of artificial neural network 2 |
| PNNs         | Probabilistic neural networks         |
| I-V          | Current–voltage curve                 |
| CDER         | Renewable Energies Development Centre |
| G            | Solar irradiance                      |
| T            | Panel’s temperature                   |
| P_{mpp}      | Maximum power                         |
| I_{sc}       | Short circuit current                 |
| V_{oc}       | Open circuit voltage                  |
| \alpha       | Coefficient of temperature at I_{sc}  |
| \beta        | Coefficient of temperature at V_{oc}  |
$I_{mpp}$  Maximum current  
$V_{mpp}$  Maximum voltage  
$I_{mpp, h}$  Healthy current at the maximal power point  
$V_{mpp, h}$  Healthy voltage at the maximal power point  
$V_{mpp1sc}$  Voltage at maximum power point of one short-circuited panel  
$V_{mpp2sc}$  Voltage at maximum power point of two short-circuited panels  
$V_{mpp4sc}$  Voltage at maximum power point of four short-circuited panels  
$V_{mpp6sc}$  Voltage at maximum power point of six short-circuited panels  
$I_{mpp, s}$  Current at maximal power point of string fault  
PDF  Probability density function  
RBF  Radial basis functions  
LM  Levenberg–Marquardt  
RMSE  Root mean square error  
MRE  Mean relative error
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