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Inverse properties of a class of seven-diagonal (near) Toeplitz matrices

Abstract: This paper presents the explicit inverse of a class of seven-diagonal (near) Toeplitz matrices, which arises in the numerical solutions of nonlinear fourth-order differential equation with a finite difference method. A non-recurrence explicit inverse formula is derived using the Sherman-Morrison formula. Related to the fixed-point iteration used to solve the differential equation, we show the positivity of the inverse matrix and construct an upper bound for the norms of the inverse matrix, which can be used to predict the convergence of the method.
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1 Introduction

Many mathematical problems give rise to a system of equations that involves an inversion of a banded Toeplitz or near Toeplitz matrix. For example, a second-order or fourth-order finite difference approximation to a second-order differential operator results in a tridiagonal and, respectively, pentadiagonal Toeplitz matrix or a near Toeplitz matrix after the inclusion of boundary conditions. Inversions of this class of matrices have been studied extensively, and can be done very efficiently; see, e.g., [1–7]. In addition to the algorithmic development, many authors have contributed to the inverse properties of banded Toeplitz and near Toeplitz matrices, such as exact inverse formulas [8–12], bounds for entries of the inverse matrices, and bounds for the inverse norm [13]. Examining formulas for determinant of such matrices can be also useful to explore the existence and uniqueness of solution related to the ordinary or partial differential problems [14–18].

An improved numerical accuracy can be attained via a higher-order approximation, but at the expense of increased bandwidth of the matrix in the system beyond five diagonals. This increased bandwidth not only increases the computational costs, but also complicates the analysis of the inverse properties. In many cases, the analysis demands for additional conditions such as diagonal dominance or M-matrix [11, 19, 20]. Exact inverse formulas, while can probably still be derived, may not be in an appealing form.
In this paper, we shall consider the inverse of \( n \times n \) seven-diagonal near Toeplitz matrices associated with a fourth-order finite-difference discretization of the fourth-order differential operator \( \frac{d^4}{dx^4} \):

\[
A_n = \begin{pmatrix}
a_0 & -a_1 & 12 & -1 & 0 & \cdots & \cdots & \cdots & 0 \\
-a_1 & a_2 & -39 & 12 & -1 & \cdots & \cdots & \cdots & \\
12 & -39 & 56 & -39 & 12 & -1 & \cdots & \cdots & \cdots \\
-1 & 12 & -39 & 56 & -39 & 12 & -1 & \cdots & \cdots \\
0 & -1 & 12 & -39 & a_2 & -a_1 & 12 & -a_1 & a_0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & -1 & 12 & -39 & a_2 & -a_1 \\
0 & \cdots & \cdots & \cdots & 0 & -1 & 12 & -a_1 & a_0 \\
\end{pmatrix}_{n \times n}, \quad n \geq 7, \quad (1)
\]

where \( a_0, a_1, a_2 > 0 \). The matrix (1) is symmetric, centrosymmetric, non-diagonally dominant, and is not an M-matrix. The perturbation from the Toeplitz structure at the "corner" of the matrix can be caused by the inclusion of boundary conditions in the underlying boundary-value problems.

An instance of application that involves (1) is related to the nonlinear boundary-value problem

\[
EI \frac{d^4 u}{dx^4} = f(x, u), \quad x \in (0, 1) \subset \mathbb{R}, \quad (2)
\]

with

\[
u(0) = u'(0) = u(1) = u'(1) = 0, \quad (3)
\]

Approximating the derivative by the fourth-order finite difference scheme results in the nonlinear system

\[
A_n u = h^4 C_{EI} f(u), \quad u \in \mathbb{R}^n, \quad (4)
\]

where \( A_n \) is a near Toeplitz matrix of the form of (1), \( h \) is the meshsize, and \( C_{EI} \) is a physical constant. Solution to the nonlinear system (4) can be computed iteratively using a fixed-point method based on the iterands:

\[
A_n u^\ell = h^4 C_{EI} f(u^{\ell-1}), \quad \ell = 1, 2, \ldots \quad (5)
\]

for some initial solution vector \( u^0 \in \mathbb{R}^n \). For some class of the forcing term \( f \), convergence of this method can be shown to depend on the \( p \)-norm of the inverse of \( A_n \), \( \|A_n^{-1}\|_p \), where \( p \in \{1, 2, \infty\} \).

We approximated the fourth-order derivative by utilizing the following finite difference scheme:

\[
\frac{d^4 u}{dx^4}(x_i) = \frac{1}{6h^4}(-u_{i-3} + 12u_{i-2} - 39u_{i-1} + 56u_i - 39u_{i+1} + 12u_{i+2} - u_{i+3}),
\]

where \( x_i = ih \) and \( u_i \equiv u(x_i) \). We set the boundary condition \( u(0) = u(1) = 0 \). For ghost points(out of domain), we choose \( u_{-1} = u_1 \) and \( u_{-2} = u_2 \) using central difference scheme based on the boundary condition \( u'(0) = 0 \). The same reasoning applies to cases \( i = n - 1 \) and \( n \) with the boundary conditions \( u(1) = u'(1) = 0 \). For more details of finite difference method for beam problems, we refer the reader to [21, 22].

In this paper, we first derive an explicit, non-recurrence formula for the inverse of two special cases of the seven-diagonal matrix (1): (i) the Toeplitz case with \( a_0 = 56, a_1 = 39 \) and \( a_2 = 56 \), and (ii) with \( a_0 = 68, a_1 = 40 \) and \( a_2 = 56 \), which corresponds to the boundary-value problem (2) and (3). The inverse formulas are used to analyze some properties of the inverse matrices and to construct upper bounds for the norms of the inverses, in terms of the matrix size \( n \) (which is linked to the meshsize \( h \)). While it is possible to construct a bound which is independent of \( n \), an \( n \)-dependent bound is desirable as it can be used to predict more accurately the convergence of the fixed-point method (5) under mesh refinement. We then consider a more general setting associated with (1), where \( a_0, a_1, a_2 \) satisfy certain decays in the modulus of the entries of \( A \).
In contrast with the tridiagonal and pentadiagonal cases, there does not exist a large body of results on the inverse of seven diagonal (near) Toeplitz matrices. Literature on inverses of seven-diagonal matrices include [23–25] on algorithm development and [26] on inverse properties. While the class of matrices considered in this paper is quite narrow, our results are new, helpful in analyzing the convergence of the numerical recipe (5), and should contribute to the inverse theories of banded Toeplitz matrices.

The paper is organized as follows. After stating some preliminary results in Section 2, we derive the explicit formula for the Toeplitz matrix and an upper bound for the norms in Section 3. Section 4 is devoted to the formula for and norms of the inverse of the near Toeplitz matrix. Some numerical results are presented in Section 5. Section 6 is devoted to the inverse properties with general parameters in the $2 \times 2$ corner block of (1). We finish up the paper with concluding remarks in Section 7.

2 Preliminaries

It is well known that a Toeplitz matrix cannot be decomposed into a product of two Toeplitz matrices. Some classes of Toeplitz matrices however admit a low-rank decomposition of the form

$$A_n = B_n C_n + \sigma U V^T, \quad \sigma \in \mathbb{R},$$

where $B_n$ and $C_n$ are (near) Toeplitz, and $U$ and $V$ are $n \times m$ matrices, with $m < n$. Furthermore, if $A_n$ is nonsingular, the inverse matrix $A_n^{-1}$ can be computed using the Sherman-Morrison-Woodbury formula [27–29]:

$$A_n^{-1} = D_n^{-1} - \sigma D_n^{-1} U M_m^{-1} V^T D_n^{-1},$$

where $D_n = B_n C_n$, $M_m = I_m + \sigma V^T D_n^{-1} U \in \mathbb{R}^{m \times m}$, and $I_m$ is the identity matrix of size $m$.

As we shall see later, for the seven-diagonal matrices considered in this paper, the above low-rank decomposition involves the tridiagonal matrix

$$C_n = \begin{pmatrix}
8 & -1 & 0 & \cdots & 0 \\
-1 & 8 & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & 8 & -1 \\
0 & \cdots & 0 & -1 & 8
\end{pmatrix}_{n \times n}$$

Some properties of $C_n$ are stated the following lemmas.

**Lemma 1.** $C_n$ is positive definite, with the inverse $C_n^{-1} = [c_{i,j}^{-1}]$, $i, j = 1, \ldots, n$ given by

$$c_{i,j}^{-1} = \frac{\gamma_i \gamma_{n+1-i}}{\gamma_{n+1}}$$

for $i \geq j$, and $c_{i,j}^{-1} = c_{j,i}^{-1}$, for $i < j$, where

$$\gamma_k = \left( r_1^k - r_2^k \right) / 2 \sqrt{15}, \quad k \in \mathbb{N},$$

with $r_1 = 4 + \sqrt{15}$ and $r_2 = 4 - \sqrt{15}$.

**Proof.** The proof can be found in [9].

**Lemma 2.** Let $\gamma_k$ be defined as in (9). Then the following holds for any $k \in \mathbb{N}$.

(i) $\gamma_k + \gamma_{k-2} = 8 \gamma_{k-1}$;

(ii) $4 \leq \frac{2k+1}{\gamma_k} \leq 8$. 

**Proof.** The proof can be found in [9].
Proof. Set $r_1^k = (4 + \sqrt{15})^k = a_k + \gamma_k\sqrt{15}$ and $r_2^k = (4 - \sqrt{15})^k = a_k - \gamma_k\sqrt{15}$. The parameters $a_k$ and $\gamma_k$ satisfy the recurrence relations

$$\begin{cases}
\alpha_k = 4a_{k-1} + 15\gamma_{k-1}, \\
\gamma_k = a_{k-1} + 4\gamma_{k-1}.
\end{cases}$$

(10)

Solving this linear equation system leads to the statement (i).

The (i) part implies $\gamma_k \leq 8\gamma_{k-1}$, which is the right inequality of the (ii) part. The left inequality of the (ii) part is proved by induction. For $k = 1$, $\gamma_2/\gamma_1 = 4$. Thus, (ii) holds for $k = 1$. Suppose (ii) also holds for $k = j - 1$, i.e., $\gamma_j/\gamma_{j-1} \geq 4$. For $k = j$, by utilizing the (i) part in the process,

$$\frac{\gamma_{j+1}}{\gamma_j} = \frac{\gamma_{j+1} - \gamma_j}{\gamma_j - \gamma_{j-1}} = (8 \frac{\gamma_{j-1}}{\gamma_j} - 1) \frac{\gamma_{j-1}}{\gamma_j} = 8 - \frac{\gamma_{j-1}}{\gamma_j} \geq 4.$$ 

□

Lemma 3. For any $i \in \{1, 2, \ldots, n\}$, the following holds

$$\gamma_{n+1-i} \gamma_{i+1} - \gamma_{n-i} \gamma_i = \gamma_{n+1}$$

(11)

Proof. The proof is based on using the definition of $\gamma_i$ and the fact that $r_1r_2 = 1$.

$$\gamma_{n+1-i} \gamma_{i+1} - \gamma_{n-i} \gamma_i = \frac{(r_1^{n+1-i} - r_2^{n+1-i})(r_1^{i+1} - r_2^{i+1})}{60} - \frac{(r_1^{n-i} - r_2^{n-i})(r_1^i - r_2^i)}{60} = \frac{r_1^{n+2} + r_2^{n+2} - r_1^{i+1} r_2^{i+1} + r_1^{n-2i} + r_2^{n-2i} - r_1^n - r_2^n + r_1^i r_2^i}{60} = \frac{r_1^{n+2} + r_2^{n+2} - r_1^n - r_2^n}{60} = \gamma_{n+1} \gamma_1 = \gamma_{n+1}$$

□

Lemma 4. Let $\gamma_k$ be defined as in (9). Then, for any $p \in \mathbb{N}$,

$$\sum_{k=1}^p \gamma_k = \frac{1}{6}((p+1)\gamma_{p+1} - (p-1)\gamma_p),$$

(12)

$$\sum_{k=1}^p k \gamma_k = \frac{1}{6}(p \gamma_{p+1} - (p+1)\gamma_p),$$

(13)

$$\sum_{k=1}^p k^2 \gamma_k = \frac{1}{18}((3p^2 + 1)\gamma_{p+1} - (3p^2 + 6p + 4)\gamma_p),$$

(14)

$$\sum_{k=1}^p k^3 \gamma_k = \frac{1}{6}((p^3 + p)\gamma_{p+1} - (p^3 + 3p^2 + 4p + 2)\gamma_p).$$

(15)

Proof. The proof uses Vieta’s formula and Lemma 2. Since the proof for each relation is similar, we shall show the proof only for (12) and (13).

$$\sum_{k=1}^p r_1^k - r_2^k = \frac{1}{2\sqrt{15}} \left( \sum_{k=0}^p r_1^k - \sum_{k=0}^p r_2^k \right) = \frac{1}{2\sqrt{15}} \left( \frac{r_1^{p+1} - 1}{r_1 - 1} - \frac{r_2^{p+1} - 1}{r_2 - 1} \right)$$

$$= \frac{1}{12\sqrt{15}} (r_1^{p+1} - r_1^p + r_2^{p+1} - r_2^p + r_2 - r_1) = \frac{1}{6}(\gamma_{p+1} - \gamma_p - 1).$$
Next,
\[
\sum_{k=1}^{p} k\gamma_k = \sum_{k=1}^{p} k(r_1^k - r_2^k) = \frac{1}{2\sqrt{15}} \left( r_1 \sum_{k=1}^{p} k r_1^{k-1} - r_2 \sum_{k=1}^{p} k r_2^{k-1} \right)
\]
\[
= \frac{1}{2\sqrt{15}} \left( r_1 \left( \sum_{k=1}^{p} k^2 r_1^{k-1} \right) - r_2 \left( \sum_{k=1}^{p} k^2 r_2^{k-1} \right) \right)
\]
\[
= \frac{1}{2\sqrt{15}} \left( p r_1^{p+2} - (p+1) r_1^{p+1} + r_1 - p r_2^{p+2} - (p+1) r_2^{p+1} + r_2 \right)
\]
\[
= \frac{1}{36} (p^2 r_1^{p+2} - (3p+1) r_1^{p+1} + (3p+2) r_1 - (p+1) r_2^{p+2} - (3p+1) r_2^{p+1} + (3p+2) r_2).
\]

In the above derivation, we have used the relation (12) to evaluate derivatives of the sum. The relation (13) is obtained from the above equation by applying Lemma 2 multiple times.

**Lemma 5.** Let \( \gamma_k \) be defined as in (9) and \( a_k = (4 + \sqrt{15})^k - \gamma_k \sqrt{15} \). Then
\[
a_k - a_{k-2} = 30\gamma_{k-1}
\]
is true for any \( k \in \mathbb{N} \).

**Proof.** By using the recurrence relations \( \gamma_k = a_{k-1} + 4\gamma_{k-1} \) and \( a_k = 4\gamma_k - \gamma_{k-1} \) from (10) we obtain
\[
\gamma_k - \gamma_{k-2} = 2a_{k-1}
\]
Applying this identity to the \((k-2)\) and \((k-1)\) term, we have
\[
2(a_k - a_{k-2}) = (\gamma_{k+1} - \gamma_{k-1}) - (\gamma_{k-1} - \gamma_{k-3}) = \gamma_{k+1} - 2\gamma_{k-1} + \gamma_{k-3}.
\]
Applying Lemma 2 several times to the above equation leads to the statement in the lemma.

**Lemma 6.** For \( p \in \{0, 1, \infty\}, \|C_n^{-1}\|_p \leq 1/6 \).

**Proof.** A proof for general diagonally-dominant symmetric tridiagonal matrices \( T_n = \text{tril}(-1, b, -1) \) is given in [30]; see also [12] for alternative bounds. For \( b > 2 \),
\[
\|T_n\|_\infty = \frac{1}{b-2} - \frac{2}{r_b^2},
\]
where \( r_b = \frac{1}{2}(b + \sqrt{b^2 - 4}) \). For \( C_n \), setting \( b = 8 \) leads to the bound in the lemma.

**3 The Toeplitz case**

In this section, we consider the case where (1) is Toeplitz \( (a_0 = 56, a_1 = 39 \text{ and } a_2 = 56) \). The seven-diagonal matrix \( A_n \) can be decomposed into a rank-2 decomposition (6), with \( \sigma = 1 \),
\[
B_n = \begin{pmatrix} 6 & -4 & 1 & 0 & \cdots & \cdots & 0 \\ -4 & 6 & -4 & 1 & \ddots & \ddots & \vdots \\ 1 & -4 & 6 & -4 & 1 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & 0 \\ \vdots & \ddots & 1 & -4 & 6 & -4 & 1 \\ \vdots & \ddots & \ddots & 1 & -4 & 6 & -4 \\ 0 & \cdots & \cdots & 0 & 1 & -4 & 6 \end{pmatrix}_{n \times n}
\]
\[
U = \begin{pmatrix} 4 & 0 \\ -1 & 0 \end{pmatrix}, \quad V = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]

where
\[
U = \begin{pmatrix} 4 & 0 \\ -1 & 0 \end{pmatrix}, \quad V = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},
\]

and
\[
\begin{pmatrix} 4 & 0 \\ -1 & 0 \end{pmatrix}, \quad \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}
\]

for \( n \times 2 \) matrices.
and with $C_n$ given in (8). The matrix $B_n$ in the decomposition is nonsingular. The entries of the inverse matrix $B_n^{-1}$ is derived in [8] and given for $i \geq j$ by the formula

$$b_{ij}^{-1} = \frac{(n + 1 - j)(n + 2 - j)(i + 1)}{6(n + 1)(n + 2)(n + 3)} \left[ (i + 1)(j - 1)(n + 3) - ij(2)(n + 1) \right].$$  \hspace{1cm} (18)

Regarding the matrix $B_n$, we have the following lemma

**Lemma 7.** The matrix $B_n$ in (17) is positive definite.

**Proof.** For any vector $x = (x_1 \ldots x_n)^T \in \mathbb{R}^n$,

$$x^T B_n x = 6(x_1^2 + x_2^2 + \cdots + x_n^2) - 8(x_1 x_2 + x_2 x_3 + \cdots + x_{n-1} x_n) + 2(x_1 x_3 + x_2 x_4 + x_3 x_5 + \cdots + x_{n-2} x_n)
= x_1^2 + (2x_1 - x_2)^2 + (x_2 - 2x_3 + x_3)^2 + \cdots + (x_{n-2} - 2x_{n-1} + x_n)^2 + (2x_n - x_n-1)^2 + x_n^2
\geq 0,$$

with equality holding only when $x = 0$. 

\hfill \square

### 3.1 Exact inverse formula

An explicit formula for $A_n^{-1}$ can be derived by evaluating the right-hand side of the decomposition (7).

Starting with the first term on the right-hand side, let $D_n^{-1} := C_n^{-1} B_n^{-1} = \{d_{ij}^{-1}\}$, with

$$d_{ij}^{-1} = \sum_{k=1}^{n} c_{i,k}^{-1} b_{k,j}^{-1}\hspace{1cm} (19)$$

due to symmetry of $B_n$ and $C_n$. Furthermore, $D_n^{-1}$ is centrosymmetric, due to the centrosymmetry of $B_n^{-1}$ and $C_n^{-1}$. By using Lemmas 2–5 and after necessary simplifications, we obtain, for $i \geq j$,

$$d_{ij}^{-1} = \frac{\gamma_{n+1-i}}{36 \gamma_{n+1}} + \eta \left( \zeta_1 + \zeta_2 \frac{\gamma_{n+1-i}}{\gamma_{n+1}} + \zeta_3 \frac{\gamma_{n+1}}{\gamma_{n+1}} \right),$$  \hspace{1cm} (20)

where

$$\eta = -\frac{1}{6(n + 1)(n + 2)(n + 3)}.$$

$$\zeta_1 = \frac{1}{6} \left( j(j + 1) \gamma_{n+1} - 3i^3 + 6j^2 - 2i^2 - 4i - 6 \right),$$

$$\zeta_2 = \frac{1}{6} \left( (n + 1)(n + 1 - j)(n + 2 - j) \right),$$

$$\zeta_3 = \frac{1}{6} \left( (n + 1)(n + 1 + j)(n + 1) \right).$$

For the second term on the right-hand side of (7), let $M_2 = \{m_{ij}\} \in \mathbb{R}^{2\times 2}$. From a direct calculation and the use of Lemmas 2–5 and (20), one can show that

$$m_{11} = m_{22} = 1 + 4d_{1,1}^{-1} - d_{1,1}^{-1} = 1 + \frac{11n^2 + 5n}{36(n + 1)(n + 2)} + \frac{1}{36 \gamma_{n+1}} \left( a_n - \frac{2 + 2n \gamma_n}{n + 2} \right),$$  \hspace{1cm} (21)

$$m_{12} = m_{21} = 4d_{n,1}^{-1} - d_{n,2}^{-1} = \frac{7n + 4}{18(n + 1)(n + 2)} - \frac{1}{18 \gamma_{n+1}} \left( 2 + \frac{n + \gamma_n}{n + 2} \right).$$  \hspace{1cm} (22)
Lemma 8. \( \det(M) > 0. \)

Proof. Note that \( 11n^2 - 9n - 8 < 9(n^2 - n - 1) > 0 \) and \( 36(n + 2)\gamma + 1 - (2n-2)\gamma > (2n-2)(\gamma_n+1 - \gamma_n) > 0. \) Furthermore, \( \gamma_n+1 > \gamma_n \) and \( \gamma_n+1 > n. \) Using these inequalities, for \( n \geq 2, \)

\[
m_{11} - m_{12} = 1 + \frac{11n^2 - 9n - 8}{36(n+1)(n+2)} + \frac{1}{18\gamma_n+1} \left( \frac{a_n}{2} + 2 - \frac{(n-1)(\gamma_n - 1)}{n + 2} \right) = \frac{11n^2 - 9n - 8}{36(n+1)(n+2)} + \frac{a_n(n+2) + 6n + 6 + 36(n+2)\gamma_n+1 - (2n-2)\gamma_n}{36(n+2)\gamma_n+1} > 0.
\]

Next, for \( n \geq 2, \) using (22),

\[
m_{12} = \frac{(n+1)(\gamma_n+1 - \gamma_n) + (6n+3)\gamma_n+1 - 3n^2 - 7n - 4}{18(n+1)(n+2)\gamma_n+1} > \frac{(n+1)(\gamma_n+1 - \gamma_n) + (n-2)(3n + 2)}{18(n+1)(n+2)\gamma_n+1} > 0.
\]

Therefore, \( m_{11} > m_{12} > 0, \) and hence \( m_{11}^2 - m_{12}^2 > 0. \)

By combining the above results and simplifying the expressions for \( i \geq j, \) the explicit formula of the inverse of \( A_n \) can be written as

\[
a_{ij}^{-1} = a_{ij} + \frac{1}{m_{11} - m_{12}} \left( (m_{12}d_{1,j}^{-1} - m_{11}d_{n,j}^{-1})(4d_{i,n}^{-1} - d_{i,n-1}^{-1}) + (m_{12}d_{n,j}^{-1} - m_{11}d_{1,j}^{-1})(4d_{i,1}^{-1} - d_{i,j}^{-1}) \right). \tag{23}
\]

where the coefficients on the right-hand side are computed using (9), (20), (21) and (22).

Theorem 9. \( A_n \) is positive definite.

Proof. Since \( A_n \) is symmetric, the proof is based on Sylvester’s criterion. In this case, we need to show that all upper left \( k \times k \) submatrices of \( A_n \) have positive determinant, \( k = 1, \ldots, n. \) For \( k = 1, \ldots, 6, \) the determinant can be shown to be positive via numerical calculation. For \( k = 7, \) since the submatrices retain the structure of \( A_n, \) we only need to show that \( A_n \) has positive determinant. Using the generalized matrix determinant lemma, with \( D_n = B_nC_n, \)

\[
\det(A_n) = \det(D_n + UV^T) = \det(I_2 + V^TD^{-1}U)\det(D_n) = \det(M)\det(B_n)\det(C_n).
\]

Positive definiteness of \( B_n \) and \( C_n \) (Lemmas 7 and 1, respectively) implies \( \det(B_n) > 0 \) and \( \det(C_n) > 0. \) Together with Lemma 8, we have \( \det(A_n) > 0, \) which proves the theorem.

3.2 Bound of norms of inverse

In this section we derive a bound of \( \|A_n^{-1}\|_p, \) for \( p = 1, 2, \infty. \) The result is summarized in Theorem 10 below:

Theorem 10. Let \( A_n \) be given as in (1), with \( a_0 = 56 \) and \( a_1 = 39. \) Then the following inequality holds for \( p \in \{1, 2, \infty\}: \)

\[
\|A_n^{-1}\|_p \leq \frac{(n+1)^2(n+3)^2}{2304} + \frac{(n+1)^2}{432} + \frac{n+4}{24}.
\]

Proof. By the symmetry of \( A_n, \) \( \|A^{-1}\|_1 = \|A^{-1}\|_\infty \) and \( \|A^{-1}\|_2 \leq \sqrt{\|A^{-1}\|_1\|A^{-1}\|_\infty} = \|A^{-1}\|_\infty. \) Therefore, it suffices to prove the result for \( p = \infty. \)

The positive definiteness of \( A_n \) (Theorem 9) implies that \( A_n^{-1} > 0. \) With

\[
m_{12}d_{1,j}^{-1} - m_{11}d_{n,j}^{-1} = m_{12}d_{n,n+1-j} - m_{11}d_{n,j}^{-1},
\]

\[
m_{12}d_{n,j}^{-1} - m_{11}d_{1,j}^{-1} = m_{12}d_{n,n+1-j} - m_{11}d_{n,j}^{-1},
\]
due to centrosymmetry of $D_n$ and $M$, for the $i$-th rowsum of $A_n^{-1}$, we have

$$
\sum_{j=1}^n |a_{i,j}^{-1}| = \sum_{j=1}^n d_{i,j}^{-1}
+ \frac{1}{m_{11} - m_{22}} \left((4d_{i,n}^{-1} - d_{i,n-1}^{-1}) \sum_{j=1}^n (m_{12} d_{i,j}^{-1} - m_{11} d_{i,j}^{-1}) + (4d_{i,1}^{-1} - d_{i,2}^{-1}) \sum_{j=1}^n (m_{12} d_{i,j}^{-1} - m_{11} d_{i,j}^{-1}) \right)
= \sum_{j=1}^n d_{i,j}^{-1} - \frac{n}{m_{11} + m_{12}} \left(4(d_{i,n}^{-1} + d_{i,1}^{-1}) - (d_{i,n-1}^{-1} + d_{i,2}^{-1}) \right).
$$

Then

$$
||A_n^{-1}||_\infty = \max_{1 \leq i \leq n} \sum_{j=1}^n |a_{i,j}^{-1}| \leq \max_{1 \leq i \leq n} \sum_{j=1}^n d_{i,j}^{-1} + \frac{1}{m_{11} + m_{12}} \left(\sum_{j=1}^n d_{i,j}^{-1}\right) \max g(i)
$$

where

$$
g(i) = 4 \left(\frac{d_{i,n}^{-1} + d_{i,1}^{-1}}{\theta_1} - \frac{d_{i,n-1}^{-1} + d_{i,2}^{-1}}{\theta_2}\right).
$$

First of all, with $d_{i,n}^{-1} = d_{i,n+1-i-1}^{-1}$,

$$
\theta_1 = d_{i,n+1-i-1}^{-1} + d_{i,1}^{-1} = \frac{\gamma_i (\gamma_i + \gamma_{n-i+1})}{36 \gamma_{n+1}} - \frac{1}{36(n+2)} \left(\frac{n(\gamma_i + \gamma_{n+1})}{\gamma_{n+1}} + 2(1 - 3i(n+1 - i))\right),
$$

$$
\theta_2 = \frac{\gamma_i (\gamma_i + \gamma_{n-i+1})}{36 \gamma_{n+1}} - \frac{1}{36(n+2)} \left(\frac{2(n-1)(\gamma_i + \gamma_{n+1})}{\gamma_{n+1}} + 6(n+3 - 3i(n+1 - i))\right).
$$

Hence,

$$
g(i) = \frac{(6n+10)(\gamma_{n+1} - \gamma_i - \gamma_{n-i+1})}{36(n+2)\gamma_{n+1}} + \frac{i(n+1-i)}{6(n+2)}.
$$

Note that

$$
\gamma_i' = \left(\frac{r_1 - r_2}{2\sqrt{15}}\right)' = \frac{r_1^2 \ln r_1 - r_2^2 \ln r_2}{2\sqrt{15}} = \frac{a_i \ln r_1}{\sqrt{15}}
$$

and $\ln r_1 + \ln r_2 = 0$; thus, $r_1 r_2 = 1$.

Consider $i \in [1, n] \subset \mathbb{R}$. Differentiating $g(i)$ with respect to $i$ and solving the equation, we get

$$
g'(i) = \frac{(6n+10)\ln r_1}{36(n+2)\gamma_{n+1}\sqrt{15}} (a_{n+1-i} - a_i) + \frac{n+1-2i}{6(n+2)} = 0.
$$

Due to monotonicity of $g'(i)$, there is only solution of the above equation, given by $i = \frac{n+1}{2}$, This critical point is also the maximum point of the $g(i)$. Thus,

$$
\pi_3 = \max_{1 \leq i \leq n} g(i) = g \left(\frac{n+1}{2}\right),
$$

where

$$
g \left(\frac{n+1}{2}\right) = \frac{6n+10}{36(n+2)} + \frac{2(6n+10)\gamma_{n+1}}{36(n+2)\gamma_{n+1}^2} \leq \frac{(n+1)^2}{72(n+2)} \leq \frac{3(n+2)(n+4)}{72(n+2)} = \frac{n+4}{24}.
$$

For $\pi_2$, we first note that

$$
d_{i,j}^{-1} = \frac{c_{i,j}^{-1}}{36} - \frac{1}{36(n+1)(n+2)(n+3)} \left(f_1 + f_2\right)
$$

where

$$
f_1 = \frac{(n+1-j)j(n+1)}{\gamma_{n+1}} (\gamma_{n+1-j} (n+2-j) + \gamma_j (j+1)),
$$

and

$$
f_2 = \frac{(n+1-j)j(n+1)}{\gamma_{n+1}} (\gamma_{n+1-j} (n+2-j) + \gamma_j (j+1)).
$$
\[ f_2 = j(j+1)(2(j-1)i^3 - 3i(n+1)(i^2 + ij + (n+2)(n+1-2i)) \]
\[ + (n+1)((n+1)(n+2)(j-1) + j(2n+3))). \]

Therefore,
\[ \pi_2 = \sum_{j=1}^{n} d_{n,j}^{-1} = \frac{\gamma_1}{36\gamma_{n+1}} \left( \sum_{j=1}^{n} \gamma_j \right) - \frac{1}{36(n+1)(n+2)(n+3)} \left( \sum_{j=1}^{n} f_1 + \sum_{j=1}^{n} f_2 \right). \]

Using Lemma 4,
\[ \sum_{j=1}^{n} \gamma_j = \frac{1}{6} (\gamma_{n+1} - \gamma_n - 1). \]
\[ \sum_{j=1}^{n} f_1 = \frac{n+1}{\gamma_{n+1}} \left( \gamma_1 \sum_{j=1}^{n} \left( j^3 - 2j^2 n - 3j^2 + jn^2 + 3jn + 2j \right) + \gamma_n \sum_{j=1}^{n} (-j^2 + j^2 n + jn) \right) \]
\[ = \frac{n(n+1)^2(n+2)(n+3)(\gamma_1 + \gamma_n)}{12\gamma_{n+1}}, \]
\[ \sum_{j=1}^{n} f_2 = \frac{n(n+1)(n+2)(n+3)(\gamma_1 + \gamma_n)}{12\gamma_{n+1}}. \]

Substitution of all terms gives
\[ \pi_2 = \frac{\gamma_1(\gamma_{n+1} - \gamma_n - 1)}{216\gamma_{n+1}} - \frac{1}{36} \left( \frac{n(n+1)(\gamma_1 + \gamma_n)}{12\gamma_{n+1}} \right) \]
\[ = \frac{1}{216} + \frac{n(7n+1)}{432} - \frac{(n^2 + n + 2)(\gamma_n + 1)}{432\gamma_{n+1}}. \]

From Lemma 2(ii), \( \gamma_{n+1}/8 \leq \gamma_n \leq \gamma_n + 1 \). Thus,
\[ \pi_2 \leq \frac{1}{216} + \frac{n(7n+1)}{432} - \frac{(n^2 + n + 2)}{432 \times 8} = \frac{55n^2 + 7n + 14}{3456} \leq \frac{56(n+1)^2}{3456} \leq \frac{1}{432}. \]

Lastly,
\[ \pi_1 = \max_{1 \leq i,j \leq n} \sum_{j=1}^{n} |d_{i,j}^{-1}| = \|D_n^{-1}\|_{\infty} \leq \|C_n^{-1}\|_{\infty} \|B_n^{-1}\|_{\infty}. \]

By using Theorem 4 of [8]
\[ \|B_n^{-1}\|_{\infty} \leq \frac{(n+1)^2(n+3)^2}{384} \]
and Lemma 6,
\[ \pi_1 = \|D_n^{-1}\|_{\infty} \leq \|C_n^{-1}\|_{\infty} \|B_n^{-1}\|_{\infty} \leq \frac{(n+1)^2(n+3)^2}{2304}. \]

Summing up \( \pi_1, \pi_2, \) and \( \pi_3 \) and using the fact that \( m_{11} + m_{12} > 1 \) leads to the statement in the theorem.

\[ \square \]

4 The near Toeplitz case

We now consider the seven-diagonal near Toeplitz matrix (1) with \( a_0 = 68, a_1 = 40 \) and \( a_2 = 56 \). We shall denote this matrix by \( \tilde{A}_n \) and use “\( \sim \)” to indicate perturbed matrices relevant to \( \tilde{A}_n \). It can be shown that \( \tilde{A} \) admits rank-2 decomposition* \[ \tilde{A}_n = \tilde{B}_n C_n + 2UV^T, \]
\[ \tag{25} \]

* In fact, there exist two a rank2 decomposition of \( \tilde{A}_n \). We choose this version as it shares many same components in the decomposition as in the Toeplitz case.
where \( C_n, U, \) and \( V \) are given in (8) and (17), and

\[
\tilde{B}_n = \begin{pmatrix}
7 & -4 & 1 & 0 & \cdots & 0 \\
-4 & 6 & -4 & 1 & \ddots & \\
1 & -4 & 6 & -4 & 1 & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & 1 & -4 & 6 & -4 \\
0 & \cdots & \cdots & 1 & -4 & 6 & -4 \\
0 & \cdots & \cdots & 0 & 1 & -4 & 7
\end{pmatrix}_{n \times n}.
\]

The inverse of \( \tilde{B}_n \) is discussed in [13] and is given entry-wise by the explicit formula, for \( i \geq j, \)

\[
\tilde{b}_{i,j}^{-1} = \beta \left[ e + (j-1)(2\delta^2 + 1) \right],
\]

with

\[
\delta = n + 1 - i, \\
\beta = \frac{\delta j}{6(n+1)(n^2 + 2n + 3)}, \\
e = 3[1 + 2(n + 1)][1 + (i - j)]],
\]

and \( \tilde{b}_{j,i}^{-1} = \tilde{b}_{i,j}^{-1} \) for \( i < j. \) Furthermore,

**Lemma 11.** \( \tilde{B}_n \) is positive definite.

**Proof.** For any nonzero vector \( x = (x_1 \ldots x_n)^T \in \mathbb{R}^n, x^T \tilde{B} x = x^T B x + x_1^2 + x_n^2 > 0. \)

4.1 Exact inverse formula

Let \( \tilde{D}_n = \tilde{B}_n C_n = [\tilde{d}_{i,j}] \). The general inverse formula of \( \tilde{D}_n \) is given by (19), with \( \tilde{d} \) and \( \tilde{b} \) replacing \( d \) and \( b \), respectively. If \( A \) is invertible, its inverse can be expressed as

\[
\tilde{A}_n^{-1} = \tilde{D}_n^{-1} - 2\tilde{D}_n^{-1} V U^{-1} V^T \tilde{D}_n^{-1},
\]

where \( \tilde{M} = [\tilde{m}_{i,j}] = I_2 + 2V^T \tilde{D}_n^{-1} U \in \mathbb{R}^{2 	imes 2} \) with

\[
\tilde{m}_{11} = 1 + 8\tilde{d}_{1,1}^2 - 2\tilde{d}_{1,n-1}^2 = 1 - 2\tilde{d}_{n,n-1}^2 + 8\tilde{d}_{n,n}^2 = \tilde{m}_{22},
\]

\[
\tilde{m}_{12} = -2\tilde{d}_{1,n-1}^2 + 8\tilde{d}_{1,n}^2 = 8\tilde{d}_{n,1}^2 - 2\tilde{d}_{n,2}^2 = \tilde{m}_{21}.
\]

An explicit form for \( \tilde{m}_{11} \) and \( \tilde{m}_{12} \) can be obtained via direct calculations using the formulas (19) and (27) and Lemma 4, and is given by

\[
\tilde{m}_{11} = 1 + \frac{3(n^3 + 3n^2 + n + 1)\gamma_{n+1} - 3(n^3 + 3n^2 + 4n + 2)\gamma_n - 3(n + 1)}{9\gamma_{n+1}(n + 1)(n^2 + 2n + 3)},
\]

\[
\tilde{m}_{12} = \frac{6(2n + 1)\gamma_{n+1} - 3(n + 1)\gamma_n - 3(n + 1)(n + 1)^2 + 1}{9\gamma_{n+1}(n + 1)(n^2 + 2n + 3)}.
\]

**Lemma 12.** \( \tilde{M} \) is a positive, diagonally dominant matrix. Moreover, \( \det(\tilde{M}) > 0. \)

**Proof.** Writing \( \tilde{m}_{11} = 1 + \tau_{11}/9\gamma_{n+1}(n + 1)(n^2 + 2n + 3) \) with \( \tau_{11} = (3n^3 + 9n^2 + 3n + 3)\gamma_{n+1} - 3(n^3 + 3n^2 + 4n + 2)\gamma_n - 3(n + 1), \) we have, for \( n \geq 1, \)

\[
\tau_{11} = 3[(n^3 + 3n^2 + n + 1)(\gamma_{n+1} - \gamma_n) - (n + 1)\gamma_n - (n + 1)].
\]
Proof. Let us denote an upper-left for \(M\) \(\tilde{M}\xrightarrow{k}\), \(\sim\), \(\tau\) \(\tilde{\tau}\) \(\tilde{m}\) \(\tilde{m}\). By Silvester’s criterion, we need to show \(\det \tilde{A}_{k,k} > 0\) for \(k \in \{1, 2, \ldots, n\}\). For \(k = n\), \(\det \tilde{A}_{n,n} = \det \tilde{M} \neq 0\), det \(C_n > 0\), due to Lemmas 6, 11, and 12.

For \(k \in \{7, \ldots, n-1\}\), \(\tilde{A}_{k,k}\) is a seven-diagonal nearly Toeplitz matrix (1), with perturbed top-left corner. For any nonzero vector \(\mathbf{x} \in \mathbb{R}^k\), then

\[
\mathbf{x}^T \tilde{A}_{k,k} \mathbf{x} = 68x_1^2 + 56(x_2^2 + \cdots + x_k^2) - 80x_1x_2 - 78(x_2x_3 + \cdots + x_{k-1}x_k) + 24(x_1x_3 + \cdots + x_{k-2}x_k) - 2(x_1x_4 + \cdots + x_{k-3}x_k).
\]

Consider

\[
S = \sum_{i=1}^{k-3} (ax_i - bx_{i+1} + cx_{i+2} - dx_{i+3})^2
\]

where \(a = \sqrt{4 - \sqrt{15}}, b = (6 + \sqrt{15})a, c = (9 + 2\sqrt{15})a,\) and \(d = (4 + \sqrt{15})a\), with properties

\[
\begin{align*}
    a^2 + b^2 + c^2 + d^2 &= 56, \\
    ab + bc + cd &= 39, \\
    ac + bd &= 12, \\
    ad &= 1.
\end{align*}
\]

Then

\[
\mathbf{x}^T \tilde{A}_{k,k} \mathbf{x} = S + (68 - a^2)x_1^2 + (c^2 + d^2)x_2^2 + d^2x_3^2 + a^2x_{k-2}^2 + (a^2 + b^2)x_{k-1}^2 + (a^2 + b^2 + c^2)x_k^2 - (80 - 2ab)x_1x_2 - 2cdx_2x_3 - 2abx_{k-2}x_{k-1} - (2ab + 2bc)x_{k-1}x_k + 2bdx_1x_2 + 2acx_{k-2}x_k = S + (68 - a^2 - b^2)x_1^2 + d^2x_2^2 + (bx_1 - cx_2 + dx_3)^2 - (80 - 2ab - 2bc)x_1x_2 + (ax_{k-2} - bx_{k-1} + cx_k)^2.
\]

Thus, \(\tilde{m}_{11} > 1\).

Let \(\tau_{12} = 6(2n+1)\gamma_{n+1} - 3(n+1)\gamma_n - 3(n+1)((n+1)^2 + 1)\), the numerator term of \(\tilde{m}_{1,2}\). By using Lemma 2(ii), we have \(\tau_{12} = 6(2n+1)\gamma_{n+1} - 3(n+1)\gamma_n - 3(n+1)((n+1)^2 + 1) \geq \frac{45n+21}{4}\gamma_{n+1} - 3(n+1)((n+1)^2 + 1) > 3(n+1)(\gamma_{n+1} - (n+1)^2 - 1) > 0\), where the inequality \(\gamma_{n+1} - (n+1)^2 - 1 > 0\) can be proved by induction. Thus, \(\tilde{m}_{12} > 0\), which shows the positivity of \(\tilde{M}\).

Moreover,

\[
\tau_{11} - \tau_{12} = (3n^3 + 9n^2 - 9n - 3)\gamma_{n+1} - 3(n+1)((n+1)^2 + 1) \geq 3(n^3 + 3n^2 - 3n - 1)\gamma_{n+1} - 3(n+1)^3\gamma_n + 3n(1)n(n+1)^2
\]

\[
= \frac{3(3n^3 + 9n^2 - 15n - 5)\gamma_{n+1}}{4} + 3(n+1)^3
\]

\[
\geq 3\gamma_{n+1}(n^2 - 3n) > 0
\]

for \(n \geq 3\). Hence, \(\tau_{11} > \tau_{12}\) and consequently, \(\tilde{m}_{11} > \tilde{m}_{12}\). \(\square\)

Theorem 13. \(\tilde{A}_n\) is positive definite.
The following inequality can be derived using the above expression:

\[ \begin{align*}
    &+ (ax_{k-1} - bx_k)^2 + a^2 x_k^2 \\
    &= S + (\sqrt{12 + c^2 + d^2} x_1 - \frac{1 + cd}{\sqrt{12 + c^2 + d^2}} x_2)^2 + \left( d^2 - \frac{(1 + cd)^2}{12 + c^2 + d^2} \right) x_2^2 + (bx_1 - cx_2 + dx_3)^2 \\
    &+ (ax_{k-2} - bx_{k-1} + cx_k)^2 + (ax_{k-1} - bx_k)^2 + a^2 x_k^2 \geq 0,
\end{align*} \]

with equality holding only when \( x = 0 \). (Note that \( d^2 - \frac{(1+cd)^2}{12+c^2+d^2} = 2.20 > 0 \))

\[ \square \]

4.2 Bounds of norms of inverse matrix

In this section, we shall derive an upper bound for norms of \( \tilde{A}_n^{-1} \). As we did for \( A_n^{-1} \), the derivation will be given only for \( p = \infty \).

Positive definiteness of \( \tilde{A}_n \) implies that \( \tilde{A}_n^{-1} \) is positive. Consequently,

\[ \sum_{j=1}^{n} |\tilde{a}_{ij}| = \sum_{j=1}^{n} \tilde{a}_{ij} = \sum_{j=1}^{n} \tilde{a}_{ij}^+ - \frac{2}{m_{11} + m_{12}} \left( \sum_{j=1}^{n} \tilde{d}_{n,ij} \right) \left( 4(\tilde{d}_{i,n} + \tilde{d}_{i,1}) - (\tilde{d}_{i,n-1} + \tilde{d}_{i,1}) \right). \]

The following inequality can be derived using the above expression:

\[ \| \tilde{A}^{-1} \|_{\infty} = \max_{i} \sum_{j=1}^{n} |\tilde{a}_{ij}| = \max_{i} \left\{ \sum_{j=1}^{n} \tilde{a}_{ij} - \frac{2}{m_{11} + m_{12}} \left( \sum_{j=1}^{n} \tilde{d}_{n,ij} \right) \left( 4(\tilde{d}_{i,n} + \tilde{d}_{i,1}) - (\tilde{d}_{i,n-1} + \tilde{d}_{i,1}) \right) \right\} \]

\[ \leq \max_{i} \left\{ \sum_{j=1}^{n} \tilde{d}_{ij}^+ + \frac{2}{m_{11} + m_{12}} \left( \sum_{j=1}^{n} \tilde{d}_{n,ij} \right) \max_{\tilde{g}}(i), \tilde{g} \right\} \]

\[ \leq \max_{i} \sum_{j=1}^{n} \tilde{d}_{ij}^+ + \frac{2}{m_{11} + m_{12}} \left( \sum_{j=1}^{n} \tilde{d}_{n,ij} \right) \max_{\tilde{g}}(i), \tilde{g} \]

(31)

where

\[ \tilde{g}(i) = 4 \left( \tilde{d}_{i,n} + \tilde{d}_{i,1} \right) - \left( \tilde{d}_{i,n-1} + \tilde{d}_{i,1} \right). \]

With \( \| B_n^{-1} \|_{\infty} \leq (n+1)^2((n+1)^2 + 8)/384 \) (see [9]) and Lemma 6, we have

\[ \tilde{n}_1 = \max_{i} \sum_{j=1}^{n} \tilde{d}_{ij}^+ = \| \tilde{D}^{-1} \|_{\infty} \leq \| \tilde{B}^{-1} \|_{\infty} \| C^{-1} \|_{\infty} \leq \frac{(n+1)^2((n+1)^2 + 8)}{2304}. \]

Next,

\[ \tilde{d}_{n,ij} = \frac{\gamma_1}{\gamma_{n+1}} \left( \sum_{k=1}^{j} \gamma_k \tilde{b}_{k,ij}^+ + \sum_{k=j+1}^{n} \gamma_k \tilde{b}_{k,ij}^- \right) = \frac{\gamma_1}{\gamma_{n+1}} \left( \sum_{k=1}^{j} \gamma_k \tilde{b}_{k,ij}^+ + \sum_{k=j+1}^{n} \gamma_k \tilde{b}_{k,ij}^- \right). \]

By using the explicit formula for \( \tilde{b}_{k,ij}^+ \), \( i \geq j \) and Lemma 4, after tedious calculation we get

\[ \tilde{d}_{n,ij}^+ = \mu(v_3 j^3 + v_2 j^2 + v_1 j + v_0 \gamma), \]

(33)

where

\[ \mu = \frac{\gamma_1}{36 \gamma_{n+1}(n+1)(n^2 + 2n + 3)}, \]

\[ v_0 = n^3 + 3n^2 + 5n + 3, \]

\[ v_1 = 2(n+1)\gamma_{n+1} - (n+1)\gamma_n - (n^3 + 3n^2 + 4n + 2), \]

\[ v_2 = (4n^2 + 5n - 3)\gamma_{n+1} - n(n+2)\gamma_n + 2n^2 + 4n + 3, \]
\[ v_3 = -2(n + 1)\gamma_{n+1} + (n + 1)\gamma_n - (n + 1). \]

Therefore,

\[ \tilde{\pi}_2 = \sum_{j=1}^{n} \tilde{d}_{n,j}^{-1} = \kappa \left( v_3 \sum_{j=1}^{n} j^3 + v_2 \sum_{j=1}^{n} j^2 + v_1 \sum_{j=1}^{n} j + v_0 \sum_{j=1}^{n} j \right), \]

\[ = \kappa \left( \frac{n^2(n + 1)^2}{4} + \frac{n(n + 1)(2n + 1)}{6} + \frac{n(n + 1)}{2} + v_0 \gamma_{n+1} - \gamma_n - \frac{1}{6} \right) \]

\[ = \frac{\gamma_1}{36\gamma_{n+1}} \left( \frac{1}{6} (2n^2 + n + 1)(\gamma_{n+1} - \gamma_n - 1) + \frac{n^2}{2(n^2 + 2n + 3) - \frac{1}{12} (n^2 + 2n + 2)\gamma_n} \right) \]

With Lemma 2(ii) and \( \gamma_{n+1} \geq 4\gamma_n \geq 4^2\gamma_{n-1} \geq 4^{n+1}, \) for \( n \geq 2, \)

\[ \tilde{\pi}_2 \leq \frac{1}{36} \left( \frac{1}{6} (2n^2 + n + 1) + \frac{n^2}{2\gamma_{n+1}(n^2 + 2n + 3)} - \frac{1}{96} (n^2 + 2n + 2) \right) \]

\[ = \frac{1}{36} \left( \frac{31n^2 + 14n + 14}{96} + \frac{n^2}{2\gamma_{n+1}(n^2 + 2n + 3)} \right) \]

\[ \leq \frac{1}{3456} (31n^2 + 14n + 15). \]

We now construct an estimate for \( \tilde{\pi}_3. \) Using (19), we have

\[ \tilde{d}_{i,1}^{-1} = \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \sum_{k=1}^{i} \gamma_k \tilde{b}_{k,1}^{-1} + \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k \tilde{b}_{n+1-k,1}^{-1}, \]

\[ \tilde{d}_{i,n}^{-1} = \frac{\gamma_{n-i}}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k \tilde{b}_{k,1}^{-1} + \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \sum_{k=1}^{i} \gamma_k \tilde{b}_{n+1-k,1}^{-1}, \]

\[ \tilde{d}_{i,2}^{-1} = \begin{cases} \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n} \gamma_k \tilde{b}_{k,n-1}^{-1}, & i = 1, \\ \frac{\gamma_{n-i}}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k \tilde{b}_{k,2}^{-1} + \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k \tilde{b}_{n+1-k,2}^{-1}, & 2 \leq i \leq n, \end{cases} \]

\[ \tilde{d}_{i,n-1}^{-1} = \begin{cases} \frac{\gamma_{n-i}}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k \tilde{b}_{k,n-1}^{-1}, & 1 \leq i \leq n - 1, \\ \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n} \gamma_k \tilde{b}_{k,n-1}^{-1}, & i = n. \end{cases} \]

Hence

\[ \tilde{\theta}_1 = \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k B_1(k) + \frac{\gamma_{n-i}}{\gamma_{n+1}} \left( \tilde{b}_{i,1}^{-1} + \tilde{b}_{n+1-i,1}^{-1} \right) + \frac{\gamma_{n-i}}{\gamma_{n+1}} \sum_{k=1}^{i-1} \{ \gamma_k B_1(k) \}, \]

\[ \tilde{\theta}_2 = \frac{\gamma_{n-i}}{\gamma_{n+1}} \sum_{k=1}^{n-i} \{ \gamma_k B_2(k) \} + \frac{\gamma_{n-i}}{\gamma_{n+1}} \left( \tilde{b}_{i,1}^{-1} + \tilde{b}_{n+1-i,2}^{-1} \right) + \frac{\gamma_{n-i}}{\gamma_{n+1}} \sum_{k=1}^{i-1} \{ \gamma_k B_2(k) \}. \]

where, for \( k = 1, \ldots, n, \)

\[ B_1(k) = \tilde{b}_{k,1}^{-1} + \tilde{b}_{n+1-k,1}^{-1} = \frac{-k^2 + (n + 1)k}{2(n + 1)}, \]
\[ B_2(k) = \tilde{b}_{k,2}^{-1} + \tilde{b}_{m+1-k,2}^{-1} = \frac{-2k^2 + 2(n + 1)k - (n + 1)}{n + 1}, \]

after direct calculations of each \( \tilde{b} \) using (27). Furthermore, \( 4B_1(k) - B_2(k) = 1 \).

We shall now use the above intermediate results and Lemmas 4 to derive an expression for \( \tilde{g} \):

\[
\tilde{g}(i) = 4\tilde{\theta}_1(i) - \tilde{\theta}_2(i)
\]

\[
= \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n-i} \left\{ \gamma_k (4B_1(k) - B_2(k)) \right\} + \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \sum_{k=1}^{l-1} \left\{ \gamma_k (4B_1(k) - B_2(k)) \right\}
\]

\[
= \frac{\gamma_i}{\gamma_{n+1}} \sum_{k=1}^{n-i} \gamma_k + \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \sum_{k=1}^{l-1} \gamma_k
\]

\[
= \frac{4}{3} \frac{\gamma_i}{\gamma_{n+1}} - \frac{1}{6} \frac{\gamma_{n+1-i}}{\gamma_{n+1}} - \frac{1}{6} \frac{\gamma_{n+1-i}}{\gamma_{n+1}} = \frac{\gamma_i + \gamma_{n+1-i}}{6\gamma_{n+1}}.
\] (34)

Considering \( i \in [1, n] \subset \mathbb{R} \) and with

\[
(\gamma_i\gamma_{n+1-i})' = \frac{1}{2\sqrt{15}}\gamma_{n+1-2i} \ln \left( \frac{r_1}{r_2} \right),
\]

\[
(\gamma_i\gamma_{n-i})' = \frac{1}{2\sqrt{15}}\gamma_{n-2i} \ln \left( \frac{r_1}{r_2} \right),
\]

\[
(\gamma_{n-i-1}\gamma_{n+1-i})' = \frac{1}{2\sqrt{15}}\gamma_{n-2i} \ln \left( \frac{r_1}{r_2} \right),
\]

we have

\[
\tilde{g}'(i) = \frac{4}{3} \left( \frac{\gamma_i}{\gamma_{n+1}} \right)' - \frac{1}{6} \left( \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \right)' - \frac{1}{6} \left( \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \right)' - \left( \frac{\gamma_i + \gamma_{n+1-i}}{6\gamma_{n+1}} \right)' = - \frac{r_1'(1 - r_1^{n+1-2i})\ln r_1 - r_2'(1 - r_2^{n+1-2i})\ln r_2}{12\sqrt{15}\gamma_{n+1}}
\]

\[
= \ln r_1 (a_{n+1-i} - a_i)
\]

\[
= \frac{6\sqrt{15}\gamma_{n+1}}{12\sqrt{15}\gamma_{n+1}}.
\]

The critical point is \( i = (n + 1)/2 \), which is also the maximum of \( \tilde{g}(i) \). Therefore,

\[
\tilde{\nu}_3 \leq \tilde{\nu}((n + 1)/2) = \frac{4}{3} \frac{\gamma_i}{\gamma_{n+1}} - \frac{1}{3} \frac{\gamma_{n+1-i}}{\gamma_{n+1}} - \frac{1}{3} \frac{\gamma_{n+1-i}}{\gamma_{n+1}} \leq \frac{4}{3} \frac{\gamma_i}{\gamma_{n+1}} + \frac{1}{24} \frac{\gamma_{n+1-i}}{\gamma_{n+1}} = \frac{31}{48\sqrt{15}} \frac{(r_1^n - r_2^n)^2}{r_1^n + r_2^n} \leq \frac{31}{48\sqrt{15}}.
\]

**Theorem 14.** For the matrix (1), with \( a_0 = 68 \) and \( a_1 = 40 \), the following inequality holds for \( p \in \{1, 2, \infty\} \):

\[
\|A_n^{-1}\|_p \leq \frac{(n + 1)^2 ((n + 1)^2 + 14)}{2304}.
\]

**Proof.** Notice that

\[
\tilde{m}_{11} + \tilde{m}_{12} = 1 + \frac{3(n^3 + 3n^2 + 15n + 9)\gamma_{n+1} - 3(n^3 + 3n^2 + 5n + 3)\gamma_{n+1} + 3(n + 1)(n^2 + 2n + 3)}{9\gamma_{n+1}(n + 1)(n^2 + 2n + 3)}
\]

\[
= 1 + \frac{\gamma_{n+1}}{3} - \frac{10n + 6}{3\gamma_{n+1}} = \frac{1}{3} - \frac{1}{\gamma_{n+1}} + \frac{1}{3\gamma_{n+1}}.
\]

\[
\geq \frac{4}{3} \frac{1}{\gamma_{n+1}} \geq \frac{4}{3} - \frac{1}{2} = \frac{5}{4},
\]

\[
\geq \frac{4}{3} - \frac{1}{2} = \frac{5}{4}.
\]
after applying Lemma 2(ii). By using $\tilde{\pi}_1$, $\tilde{\pi}_2$, $\tilde{\pi}_3$ as given above, the bound (31) reads, for $n \geq 1$,

$$
\|\tilde{A}^{-1}\|_\infty \leq \frac{1}{2304}((n + 1)^2((n + 1)^2 + 8) + \frac{31(31n^2 + 14n + 15)}{103680\sqrt{15}} \\
\leq \frac{(n + 1)^2((n + 1)^2 + 8)}{2304} + \frac{6(n + 1)^2}{2304} = \frac{(n + 1)^2((n + 1)^2 + 14)}{2304}.
$$

\[\square\]

5 Numerical examples

We have computed the norms of exact inverses of $A_n$ and $\tilde{A}$ for various size $n$ and the proposed upper bounds from Theorem 10 and 14. The computational results are presented in Figure 1 various matrix size $n$, which suggests a good estimate provided by the theorem.

Figure 1: Evaluation of norm of inverse of matrices and bound in the log scale.

By utilizing the fixed point iteration (5) and assuming $f(u) = e^{-u}$ we have computed the convergence rate, $L_p := h^4 C_{EI} \|A^{-1}\|_p$; see for more details in [13]. In our setting the iteration convergence was achieved when $\|u^{t+1} - u^t\|_p < 10^{-6}$ for $p \in \{1, 2, \infty\}$. For $n = 50$ and $C_{EI} = 1$ we obtained $L1 = 4.69 \times 10^{-4}$ and $L2 = 3.60 \times 10^{-4}$ the upper bound from Theorem 14 is $4.72 \times 10^{-4}$. The solution of (4) is presented in Figure 2.

Figure 2: The solution of (4) is presented in blue for $n = 50$ and $C_{EI} = 1$. 
6 Generalization to perturbed 2 × 2 corner blocks

In this section, we analyze exact inverse properties of $A_n$ given by (1), with $n \geq 7$. To proceed with the analysis, we assume that $a_0, a_1, a_2 > 0$ and are chosen such that $A_n^{-1}$ exists, and consider the rank-2 decomposition of $A_n$ as follows:

$$A_n = B_n C_n + U V^T,$$

where $B_n$ and $C_n$ are given in (17) and (8), respectively, with

$$U^T = \begin{bmatrix} u_1 & u_2 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & u_2 & u_1 \end{bmatrix}_{n^2}, \quad \text{and} \quad V^T = \begin{bmatrix} v_1 & v_2 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & v_2 & v_1 \end{bmatrix}_{n^2}.$$

The inverse of $A_n$ is given by the Sherman-Morrison formula

$$A_n^{-1} = D_n^{-1} - D_n^{-1} U M_2^{-1} V^T D_n^{-1},$$

where $D_n = B_n C_n$ and $M_2 = I_2 + V^T D_n^{-1} U \in \mathbb{R}^{2 \times 2}$. The inverse of $B_n$, $C_n$, and $D_n$ are given entry-wise by the formulas (18), Lemma 1, and (20), respectively. From (35), relations between $a_0, a_1, a_2, u_1, u_2, v_1$, and $v_2$ can be established: $u_1 v_1 = a_0 - 52$, $u_1 v_2 = 39 - a_1$, $u_2 v_1 = 38 - a_1$, and $u_2 v_2 = a_2 - 56$.

6.0.0.1 Explicit inverse formula.

Let $M_2 = \{ m_{i,j} \}_{i,j=1,2}$. The entries of $M_2$ are determined explicitly by the formula

$$m_{1,1} = 1 + (a_0 - 52) d_{1,1}^1 + (38 - a_1) d_{1,2}^1 + (39 - a_1) d_{2,1}^1 + (a_2 - 56) d_{2,2}^1,$$

$$m_{1,2} = (38 - a_1) d_{1,1}^1 + (a_0 - 52) d_{1,2}^1 + (a_2 - 56) d_{2,1}^1 + (39 - a_1) d_{2,2}^1,$$

$$m_{2,1} = (39 - a_1) d_{1,1}^1 + (a_2 - 56) d_{1,2}^1 + (a_0 - 52) d_{2,1}^1 + (38 - a_1) d_{2,2}^1,$$

$$m_{2,2} = 1 + (a_2 - 56) d_{1,1}^1 + (39 - a_1) d_{1,2}^1 + (38 - a_1) d_{2,1}^1 + (a_0 - 52) d_{2,2}^1.$$

Due to centrosymmetry of $D_n$, we have that $m_{1,1} = m_{2,2}$ and $m_{1,2} = m_{2,1}$. Thus, $M_2$ is symmetric. The $d^{-1}$'s in the above formulas for $m_{i,j}$ are given as follows:

$$d_{1,1}^1 = \frac{\gamma_1 \gamma_n}{36 \gamma_{n+1}} + \eta \left( \frac{n(n+1)^2 \gamma_n}{6} + \frac{n(n+1)}{3} \frac{\gamma_1}{\gamma_{n+1}} - \frac{n(n+1)(3n+1)}{3} \right),$$

$$d_{1,2}^1 = d_{2,1}^1 = \frac{\gamma_1 \gamma_n}{36 \gamma_{n+1}} + \eta \left( \frac{(n+1)(n+1) \gamma_1}{6} + \frac{\gamma_1}{3} \frac{n(n+1)(n+1) \gamma_n}{\gamma_{n+1}} - \frac{n(n+1)(3n+1) \gamma_n}{3} \right),$$

$$d_{2,2}^1 = \frac{\gamma_1 \gamma_n}{36 \gamma_{n+1}} + \eta \left( \frac{n(n+1)}{3} \frac{\gamma_1}{\gamma_{n+1}} + \frac{(n+1)(n+1) \gamma_1}{\gamma_{n+1}} - \frac{n(n+1)(3n+1) \gamma_n}{3} \right),$$

$$d_{1,1}^{-1} = \frac{\gamma_2 \gamma_n}{36 \gamma_{n+1}} + \eta \left( \frac{n(n+1)}{3} \frac{\gamma_1}{\gamma_{n+1}} + \frac{(n+1)(n+1) \gamma_2}{\gamma_{n+1}} - \frac{n(n+1)(3n+1) \gamma_n}{3} \right),$$

$$d_{1,2}^{-1} = d_{2,1}^{-1} = \frac{\gamma_2 \gamma_n}{36 \gamma_{n+1}} + \eta \left( \frac{(n+1)(n+1) \gamma_1}{6} + \frac{\gamma_1}{3} \frac{n(n+1)(n+1) \gamma_n}{\gamma_{n+1}} - \frac{n(n+1)(3n+1) \gamma_n}{3} \right),$$

$$d_{2,2}^{-1} = \frac{\gamma_2 \gamma_n}{36 \gamma_{n+1}} + \eta \left( \frac{n(n+1)}{3} \frac{\gamma_2}{\gamma_{n+1}} + \frac{(n+1)(n+1) \gamma_2}{\gamma_{n+1}} - \frac{n(n+1)(3n+1) \gamma_n}{3} \right).$$

Via direct calculations, $A_n^{-1} = \{ a_{i,j}^{-1} \}$ can be determined entry-wise by the following formula:

$$a_{i,j}^{-1} = d_{i,j}^{-1}.$$
We note here that the above exact inverse formula holds for any choice of \( a_0, a_1, \) and \( a_2 \), provided that they lead to an invertible \( A_n \).

### 6.0.0.2 Bound of norms of \( A_n^{-1} \)

To derive a bound for norms of \( A_n^{-1} \), we start by writing the inverse as \( A_n^{-1} = D_n^{-1}(I_2 - UM_2^{-1}V^TD_n^{-1}) \). Then,

\[
\|A_n^{-1}\|_p = \|D_n^{-1}(I_2 - UM_2^{-1}V^TD_n^{-1})\|_p \\
\leq \|D_n^{-1}\|_p\|I_2 - UM_2^{-1}V^TD_n^{-1}\|_p \\
\leq \|D_n^{-1}\|_p(1 + \|UM_2^{-1}V^T\|_p\|D_n^{-1}\|_p) \\
\leq \|B_n^{-1}\|_p\|C_n^{-1}\|_p(1 + \|UM_2^{-1}V^T\|_p\|B_n^{-1}\|_p\|C_n^{-1}\|_p),
\]

for \( p \in \{1, 2, \infty\} \). From Theorem 4 of [8], \( \|B_n^{-1}\|_p \leq (n + 1)^2(n + 3)^3/384 \), and from Lemma 6, \( \|C_n^{-1}\|_p \leq 1/6 \). So, we need to construct a bound for \( \|UM_2^{-1}V^T\|_p \). First, notice that, using the symmetry of \( M_2 \),

\[
UM_2^{-1}V^T = \begin{bmatrix}
(a_0 - 52)m_{1,1}^1 & (39 - a_1)m_{1,1}^1 & 0 & \cdots & 0 & (a_0 - 52)m_{1,2}^1 & (39 - a_1)m_{1,2}^1 \\
(38 - a_1)m_{1,1}^1 & (a_2 - 56)m_{1,1}^1 & 0 & \cdots & 0 & (a_2 - 56)m_{1,2}^1 & (38 - a_1)m_{1,2}^1 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
(38 - a_1)m_{1,1}^1 & (a_2 - 56)m_{1,1}^1 & 0 & \cdots & 0 & (a_2 - 56)m_{1,2}^1 & (38 - a_1)m_{1,2}^1 \\
(a_0 - 52)m_{1,1}^1 & (39 - a_1)m_{1,1}^1 & 0 & \cdots & 0 & (a_0 - 52)m_{1,2}^1 & (39 - a_1)m_{1,2}^1
\end{bmatrix}.
\]

For \( p = 1 \),

\[
\|UM_2^{-1}V^T\|_1 = \max\{\text{colsum}_1, \text{colsum}_2, \text{colsum}_{n-1}, \text{colsum}_n\} = \max\{\text{colsum}_1, \text{colsum}_2\}
\]

\[
= \left(\|m_{1,1}^1\| + \|m_{1,2}^1\|\right) \max\{|a_0 - 52| + |a_1 - 38|, |a_1 - 39| + |a_2 - 56|\}.
\]

Note that \( \|m_{1,1}^1\| + \|m_{1,2}^1\| = \|M_2^{-1}\|_1 \). Similarly, for \( p = \infty \), one can show that

\[
\|UM_2^{-1}V^T\|_\infty = \|M_2^{-1}\|_\infty \max\{|a_0 - 52| + |a_1 - 38|, |a_1 - 39| + |a_2 - 56|\},
\]

where \( \|M_2^{-1}\|_\infty = \|M_2^{-1}\|_1 \).

For the remaining part of this section, we shall focus on the derivation of bound for a specific choice of \( a_0, a_1, \) and \( a_2 \), as set in Theorem 15; The cases presented in Sections 3 and 4 are two specific cases under this choice. We remark, however, that it is possible to derive a bound for wider options of \( a_0, a_1, a_2 \). Due to the lengthy details, this will be reported separately in a follow-up report.

### Theorem 15

For the matrix (1), with \( a_0 \geq a_2 \geq 56, a_1 \geq 39 \) and \( 6a_0 - 35a_1 + 28a_2 > 494 \), the following inequality holds for \( p \in \{1, 2, \infty\} \):

\[
\|A_n^{-1}\|_p \leq \frac{(n + 1)^2(n + 3)^2}{2304} \left(1 + \frac{42(a_0 + a_1 - 90)}{6a_0 - 35a_1 + 28a_2 - 494} \frac{(n + 1)^2(n + 3)^2}{2304}\right).
\]

**Proof.** With \( \Delta = m_{1,1}^2 - m_{1,2}^2 \), the determinant of \( M_2 \), we have

\[
|m_{1,1}^1| + |m_{1,2}^1| = \frac{|m_{1,1}| + |m_{1,2}|}{\Delta} = \frac{1}{|m_{1,1} \pm m_{1,2}|}.
\]


The above bounds, together with

Thus, for

When

From (36),

\[ m_{1,1} \pm m_{1,2} = 1 + (a_0 - 52)(d_{1,1}^1 \pm d_{1,n}^1) + (38 - a_1)(d_{1,2}^1 \pm d_{1,n}^1) + (39 - a_1)(d_{2,1}^1 \pm d_{2,n}^1) + (a_2 - 56)(d_{2,2}^1 \pm d_{2,n}^1). \]

Direct calculations using (37) result in

\[
\begin{align*}
&d_{1,1}^1 + d_{1,n}^1 = \frac{\gamma_{n-1} + \gamma + \gamma_{n+1}(3n - 1)}{18\gamma_{n+1}(n + 2)}, \\
&d_{1,2}^1 + d_{1,n}^1 = \frac{(\gamma_{n-1} + \gamma - \gamma_{n+1})(n + 2) - 2(\gamma_{n-1} + \gamma)(n - 1) + \gamma_{n+1}(13n - 16)}{36\gamma_{n+1}(n + 2)}, \\
&d_{2,1}^1 + d_{2,n}^1 = \frac{\gamma_{n-1} + \gamma + \gamma_{n+1}(6n - 7)}{18\gamma_{n+1}(n + 2)}, \\
&d_{2,2}^1 + d_{2,n}^1 = \frac{(\gamma_{n-1} + \gamma_{n+1})(n + 3) + \gamma_{n+1}(5n - 9)}{6\gamma_{n+1}(n + 2)},
\end{align*}
\]

and

\[
\begin{align*}
&d_{1,1}^1 - d_{1,n}^1 = \frac{(\gamma_{n-1} - \gamma)(n + 1) + \gamma_{n+1}(n - 1)^2}{6\gamma_{n+1}(n + 2)(n + 3)}, \\
&d_{1,2}^1 - d_{1,n}^1 = \frac{\gamma_{n-1} - \gamma - (n - 3)(13n^2 - 9n - 16) - (\gamma_{n-1} - \gamma)(n - 1)}{36\gamma_{n+1}(n + 2)(n + 3)} - \frac{\gamma_{n+1}(n - 3)(n - 1)}{18\gamma_{n+1}(n + 2)(n + 3)}, \\
&d_{2,1}^1 - d_{2,n}^1 = \frac{(\gamma_{n-1} - \gamma)(n + 1) + \gamma_{n+1}(n - 3)(2n - 3)}{6\gamma_{n+1}(n + 2)(n + 3)}, \\
&d_{2,2}^1 - d_{2,n}^1 = \frac{(\gamma_{n-1} - \gamma_{n+1})(n + 7)(n + 1)^2 + \gamma_{n+1}(5n + 3)(n - 3)^2}{6\gamma_{n+1}(n + 1)(n + 2)(n + 3)}.
\end{align*}
\]

Using Lemma 2(ii) and with \( n \geq 7 \), the above sums can be bounded as follows:

\[
\begin{align*}
&\frac{1}{7} < d_{1,1}^1 \pm d_{1,n}^1 < \frac{1}{6}, \\
&\frac{1}{3} < d_{1,2}^1 \pm d_{1,n}^1 < \frac{1}{2}, \\
&\frac{1}{6} < d_{2,1}^1 \pm d_{2,n}^1 < \frac{1}{3}, \\
&\frac{2}{3} < d_{2,2}^1 \pm d_{2,n}^1 < 1.
\end{align*}
\]

The above bounds, together with \( a_0 \geq a_2 \geq 56 \) and \( a_1 \geq 39 \) leads to the inequality

\[ m_{1,1} \pm m_{1,2} > 1 + \frac{a_0 - 52}{7} + \frac{38 - a_1}{2} + \frac{39 - a_1}{3} + \frac{2(a_2 - 56)}{3} = \frac{6a_0 - 35a_1 + 28a_2 - 494}{42}. \]

When \( 6a_0 - 35a_1 + 28a_2 > 494 \), we have \( 0 < m_{1,1} \pm m_{1,2} = |m_{1,1} \pm m_{1,2}| \). Thus,

\[ |m_{1,1} \pm m_{1,2}| > \frac{6a_0 - 35a_1 + 28a_2 - 494}{42}, \]

or

\[ |m_{1,1}^1| + |m_{1,2}^1| < \frac{42}{6a_0 - 35a_1 + 28a_2 - 494}. \]

Next, we use the fact that the maximum of any two positive real numbers can be written as

\[ \max\{x, y\} = \frac{x + y + |x - y|}{2}. \]

Thus, for \( p = 1 \),

\[
\max\{|a_0 - 52| + |a_1 - 38|, |a_1 - 39| + |a_2 - 56|\} = \frac{|a_0 - 52| + |a_1 - 38| + |a_1 - 39| + |a_2 - 56| + |a_0 - 52| + |a_1 - 38| - |a_1 - 39| - |a_2 - 56|}{2}.
\]
With \(a_0 \geq a_2 \geq 56\) and \(a_1 \geq 39\), we obtain
\[
\max\{|a_0 - 52| + |a_1 - 38|, |a_1 - 39| + |a_2 - 56|\} = a_0 + a_1 - 90.
\]
Similarly, for \(p = \infty\), we get
\[
\max\{|a_0 - 52| + |a_1 - 39|, |a_1 - 38| + |a_2 - 56|\} = a_0 + a_1 - 91.
\]
Since \(a_0 + a_1 - 90 > a_0 + a_1 - 91\), for (38) and (39), we have
\[
\|UM^{-1}V^T\|_\infty < \|UM^{-1}V^T\|_1 \leq \frac{42(a_0 + a_1 - 90)}{6a_0 - 35a_1 + 28a_2 - 494}.
\]
Finally, substitution of Lemma (6) and Theorem 4 of [8] in
\[
\|A^{-1}\|_p \leq \|B^{-1}\|_p \|C^{-1}\|_p (1 + \|UM^{-1}V^T\|_p \|B^{-1}\|_p \|C^{-1}\|_p)
\]
\[
\leq \frac{(n + 1)^2(n + 3)^2}{2304} \left(1 + \frac{42(a_0 + a_1 - 90)}{6a_0 - 35a_1 + 28a_2 - 494} \frac{(n + 1)^2(n + 3)^2}{2304}\right).
\]
\[\square\]

As the bound given by Theorem 15 is applicable for the two special cases considered in Sections 3 and 4, this general result is expected to be no better than the bound derived specifically for the two special cases (Theorems 10 and 14). One can verify this easily by substituting the appropriate values of \(a_0\), \(a_1\), \(a_2\). While Theorem 15 is important due to its generality, application to our specific numerical problem will lead to a rather pessimistic convergence of the fixed-point method.

7 Conclusions

In this paper, we derived the explicit formula of the inverse of seven-diagonal matrices associated with a fourth-order nonlinear boundary-value problem and give upper bounds for its norms in terms of \(n\). The analytical bounds were compared numerically, whose quality suggesting a great potential for other applications such as numerical analysis involving the fourth-order differential operator. A generalization to a class of near-Toeplitz matrices with perturbed \(2 \times 2\) block corners was also presented. Results for more general classes are possible to derive and will be considered in the future’s work.
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