Robust Decadal Hydroclimate Predictions for Northern Italy Based on a Twofold Statistical Approach
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Abstract: The Mediterranean area belongs to the regions most exposed to hydroclimatic changes, with a likely increase in frequency and duration of droughts in the last decades. However, many climate records like, e.g., North Italian precipitation and river discharge records, indicate that significant decadal variability is often superposed or even dominates long-term hydrological trends. The capability to accurately predict such decadal changes is, therefore, of utmost environmental and social importance. Here, we present a twofold decadal forecast of Po River (Northern Italy) discharge obtained with a statistical approach consisting of the separate application and cross-validation of autoregressive models and neural networks. Both methods are applied to each significant variability component extracted from the raw discharge time series using Singular Spectrum Analysis, and the final forecast is obtained by merging the predictions of the individual components. The obtained 25-year forecasts robustly indicate a prominent dry period in the late 2020s/early 2030s. Our prediction provides information of great value for hydrological management, and a target for current and future near-term numerical hydrological predictions.

Keywords: decadal climate predictions; Po River discharges; drought; neural networks; statistical methods; runoff

1. Introduction

The Mediterranean region is an area of complex morphology in the transition zone between the arid to semiarid subtropical climate of Northern Africa and the humid extratropical climate of central and northern Europe. Climate variability in the northern part of this region is controlled by midlatitude storm tracks and the North Atlantic Oscillation (NAO, [1]). Its location and complex morphology, characterized by high mountain ridges, peninsulas and islands, make the Mediterranean climate very sensitive to changes in atmospheric circulation (e.g., [2]).

In the Mediterranean area, significant decadal variability is often superposed or even dominates observed long-term climatic and hydrological trends (e.g., [3]), a behavior that unequivocally emerges in North Italian precipitation and river discharge records [4–6]. The observed persistence of strong decadal fluctuations over periods of several decades provides the potential for near-term regional hydroclimate predictions. Accordingly, this paper explores the viability of statistical decadal river discharge predictions in the Mediterranean region using the North Italian Po River as a case study.

Decadal hydroclimate predictions can be clustered into two main types: (i) predictions based on ensembles of initialized numerical simulations performed with coupled climate models [7]
and (ii) predictions based on statistical techniques. Climate model predictions rely on a realistic numerical representation of key physical and chemical processes determining climate evolution, as well as on proper initialization and on assumptions about future external forcings (e.g., [8]). Estimation of the probabilistic distribution of regional climate changes requires large ensemble simulations [9]. Statistical predictions, on the other hand, rely on the assumption that robust information about the dynamics of the process of interest can be extracted from the noisy observational series. Such information can be meaningfully extrapolated to the forecast time, if the prediction is performed after the application of a denoising procedure. In fact, instrumental climatic series are usually characterized by a high level of noise, partly intrinsic to the underlying process and partly originated by the measurement procedure adopted to obtain the record. In order to obtain a reliable prediction of the process underlying an observational record, the noise level can be reduced by extracting the deterministic components from the original time series (e.g., [10]). Moreover, if the components are characterized by multiscale periodicities, this strategy allows adapting the prediction algorithms to each of the relevant timescales.

In the context of hydrological predictions, statistical forecasts appear particularly useful for small- and medium-size river basins, for which the resolution of coupled climate models employed in decadal climate prediction systems is still too coarse to reliably represent hydroclimate and hydrological parameters. In such cases, dynamical downscaling may be unviable due to computational limits or lack of necessary boundary forcing (e.g., [11]) while empirical downscaling may not enhance forecast skills, in particular if the atmospheric circulation is only weakly constrained by the oceanic state ([12]).

In this work, we present a robust statistical forecast of annual Po River discharges for the next 25 years. The forecast is obtained from two separate statistical methods based, respectively, on an autoregressive (AR) model and a feed-forward neural network (NN). The forecast is supported by a dynamical interpretation of historical discharge variations, and the results are discussed also in light of their potential environmental and societal implications.

The Po River basin encompasses an area of high topographic heterogeneity that extends for about 75,000 km$^2$ (Figure 1a). The course of the Po and its tributaries have been subject to major structural changes since the mid-20th century, mainly due to flood mitigation measures [13]. Nevertheless, several assessments based on observed and reconstructed precipitation and river discharge data converge in indicating that North Italian hydroclimate evolution is dominated by prominent interannual variability as well as persistent near-decadal variability [6]. This coherent evolution of river discharges and precipitation indicates that Po River discharges can be considered as a reliable descriptor of rainfall variability over Northern Italy [5,6,14], with only negligible influence from direct human alterations of runoff processes.

A significant part of such variability traces back to large-scale interannual-to-decadal scale atmospheric modes described by the NAO. Nonetheless, the NAO-Po discharge relationship does not seem to be a robust feature on multidecadal timescales. In fact, the two major historical drought periods recorded in the Po discharge time series, in the early 1940s and early 2000s (Figure 1b), relate differently to interannual-to-decadal NAO variations [5,15]. Tomasino et al. [16] used a statistical model based on the NAO index and other climatic indices as predictors in an attempt to seasonally forecast Po River discharges. It was specifically designed for winter, when anomalies in Euro-Atlantic modes of large-scale atmospheric variability are most persistent and predictable. Application of this approach to the case of decadal predictions requires skillful decadal forecasts of the atmospheric modes employed as predictors in the statistical model, which are currently unavailable [17]. Furthermore, the seasonal specificity of the approach prevents its application to other seasons, and particularly to summer, which is the most critical part of the year for the occurrence of droughts [18].
Alessio et al. [10] and applied to the foraminiferal (Figure 1b, black line). The series is obtained by updating the 1807–2006 monthly record described by prediction of the process underlying a time series can be obtained if the forecasting methods are applied to the foraminiferal δ18O time series [28,29]. The idea is that a reliable prediction of the process underlying a time series can be obtained if the forecasting methods are applied not on the original record, but separately on its statistically significant variability modes. Such modes consist of the deterministic, and therefore predictable, part of the signal and can be detected using reliable spectral analysis methods. The advantages of this procedure are based on (i) the zeroing of the noise level (i.e., the removal of random and unpredictable components of the record) and (ii) the possibility to adjust the prediction algorithms to best fit the specific time scale of each considered variability mode [30]. Predictions are performed with two different algorithms, namely autoregressive models and feed-forward neural networks. Both methods rely on parameters evaluated through a

Figure 1. (a) Po River basin and location of the Pontelagoscuro gauge station (44°53’19.34” N, 11°36’29.60” E; red diamond). This map was obtained with MATLAB using the m_map package [19] and the GSHHG dataset for coastlines [20–22] and the ETOPO one [23] for elevation and bathymetry. The black rectangle represents the area over which total annual precipitations were evaluated over the Po plain (44–46° N, 7–12° E). (b) Comparison between annual Po discharges (black curve) and total annual precipitation (blue curve) over the Po basin using data from the HISTALP dataset. From the year 1950 onward, precipitation data from the E-OBS dataset (green curve in (b)) are also considered.

2. Data and Methods

2.1. Data

Forecast algorithms were applied to the continuous 211-year-long annual average time series of Po River discharges at the basin’s closure section at Pontelagoscuro covering the period 1807–2017 (Figure 1b, black line). The series is obtained by updating the 1807–2006 monthly record described by Zanchettin et al. [5] to cover also the past decade, using data acquired by the Regional Environmental Protection Agency (ARPA) of the Emilia Romagna region. Data concerning the interval 2018–2019 are only used to test the goodness of the forecasts, since discharge data are missing for the period July 2018–October 2018 and this avoids affecting the predictions by gap-filling procedures in the data preprocessing.

The high-resolution gridded datasets of monthly homogenized observations for the Alpine region from the HISTALP project [24–26] are used as a source for near-surface air temperature and precipitation over the Po River basin. The data are made available at a 5 min spatial resolution from 1801 to 2014 for precipitation, and from 1780 to 2014 for temperature in the Alpine region (4–19° E, 43–49° N). For the period 1950–2018, we use also precipitation data from the E-OBS dataset [27], a pan-European archive of observational gridded datasets at monthly and daily timescales, available on a 0.25° by 0.25° latitude–longitude grid.

2.2. Prediction Strategy

The prediction methodology builds on the AR-NN approach originally developed by Alessio et al. [10] and applied to the foraminiferal δ18O time series [28,29]. The idea is that a reliable prediction of the process underlying a time series can be obtained if the forecasting methods are applied not on the original record, but separately on its statistically significant variability modes. Such modes consist of the deterministic, and therefore predictable, part of the signal and can be detected using reliable spectral analysis methods. The advantages of this procedure are based on (i) the zeroing of the noise level (i.e., the removal of random and unpredictable components of the record) and (ii) the possibility to adjust the prediction algorithms to best fit the specific time scale of each considered variability mode [30]. Predictions are performed with two different algorithms, namely autoregressive models and feed-forward neural networks. Both methods rely on parameters evaluated through a
training procedure, applied to the longest portion of the time series called the learning section (time interval 1807–1992). The performance of both methods is quantified comparing predictions with the observed data over the last 25 years, representing the test section. The choice of fixing the test section over the last portion of the time series relies on the fact that the significant components detected in the record could change their amplitude and phase over the time interval. In fact, the singular spectrum analysis (SSA) method we adopt is particularly efficient in detecting changes in the behavior of the oscillatory components inside a climate record, usually due to long-term trends in the climate system. In order to verify if our training algorithms would be able to capture properly such variability, we decide to focus the quantification of the prediction skill over the last portion of the time interval. Finally, we select the best models to forecast Po discharges for 25 years in the future, namely the period 2018–2042 (forecast section). The schematic diagram of this procedure is shown in Figure 2a,b. Both AR and NN algorithms are applied to each SSA–reconstructed component (RC) and the final forecast is obtained as the sum of the individual predictions.

Figure 2. (a,b) Schematic diagram of the sections in which the input data series were divided according to the prediction method selected. For both autoregressive (AR) and neural network (NN) models, the length of the learning, test and forecast sections are the same. Nevertheless, while the AR algorithm uses all the available data to evaluate the coefficients of the autoregressive model (a), the NN method requires that the learning section be further divided into training and validation subsections (b), as described in the text. Both methods were applied to evaluate the hindcasts over the test section in order to compare the predictions to the data included in the last portion of the time series. Finally, the forecasts for the next 25 years are evaluated for the forecast section. Uncertainties associated with AR forecasts were obtained performing 25-year predictions over different portions of this time interval (cross-validation subsection) and then evaluating the RMSE between the predicted and original data as a function of the lead time. (c–e) Significant oscillatory components in the Po River discharge series, obtained with singular spectrum analysis (SSA): reconstructed components (RCs) 1–2,5 (~12-year period; (c)), 8–10 (~8-year period; (d)) and 3–4,6–7,11–14 (~3-year period; (e)).

The basic steps of the procedure we use to perform statistical predictions are reported in the following, while further details about the algorithms can be found in the Appendices A–C.
2.2.1. Detection of Deterministic Components of the Time Series

Several advanced spectral analysis methods could be used to detect the significant variability modes inside the considered climatic record. In this case, we apply the singular spectrum analysis (SSA; [31,32]), a technique designed to extract information from short and relatively noisy time series. It provides data-adaptive filters that separate the time series into components that are statistically independent and can be classified as oscillatory patterns or noise. Both the amplitude and phase of the oscillation can be modulated through time. In order to reliably identify the trend and oscillations in a series, the Monte Carlo method (MC-SSA) is used [33,34], assuming a model for the analyzed time series (null hypothesis) and determining the parameters using a maximum-likelihood criterion. More details about this method are reported in Appendix A.

2.2.2. AR Method

The AR method assumes that the output variable depends linearly on its \( M_{\text{AR}} \) previous values, where \( M_{\text{AR}} \) is the model order. We chose the order a posteriori using goodness-of-fit criteria to allow for a selection of the simplest possible model, i.e., the model with the fewest parameters that adequately describes the observations [35]. We use the final prediction error (FPE; [36]) and the Akaike information criterion (AIC; [37]) as estimators: the best order is the one that minimizes the values of both FPE and AIC. According to this procedure, the obtained results are: \( M_{\text{AR,12yr}} = 16 \), \( M_{\text{AR,8yr}} = 15 \) and \( M_{\text{AR,3yr}} = 31 \). The AR model coefficients were computed with the Burg’s algorithm [38] over the learning section (Figure 2a) and the predictions are obtained by applying an iterative one-step-ahead procedure in the test and forecast sections. In order to quantify the prediction errors, we consider a section including the last 75 points of the time series (so-called cross-validation subsection, Figure 2a) corresponding to three times the value of the maximum lead time \( l_{\text{MAX}} = 25 \) (25 years). The same procedure for the prediction error estimate is applied for both the hindcasts in the test section and the forecast in the forecast section. More details can be found in Appendix B.

2.2.3. NN Method

In the NN approach, we use feed-forward neural networks [39,40], fed by a delay line at the input, which presents to the input layer of the network progressively delayed versions of the input signal (formed by \( I \) elements), up to some maximum delay (lag). The net output is a single value and the predictions are obtained with an iterative, one-step-into-the-future procedure, as done for the AR prediction. Compared to the AR approach, in which all data in the learning section were used to evaluate the parameters of the model, here this section is further divided into training set (153 years) and validation set (33 years), as shown in Figure 2b. The parameter ranges of the NN architecture, namely the length \( I \) of the input vector and the numbers \( H_1 \) and \( H_2 \) of neurons in the hidden layers, are specifically evaluated for each component. A neural network with only one hidden layer was selected for the decadal component, while the other variability modes were predicted using two hidden layers. This difference is due to the fact that a very simple architecture is needed to obtain reliable and stable predictions for the 12-year component, which is the component with the longest period. The input vector length varies between 6 and 24 datasets, while the hidden layers contain 3–5 neurons. The NN predictions are obtained using the MATLAB Neural Network Toolbox. Further details are provided in Appendix C.

2.3. Metrics for Forecast Skill and Robustness

We evaluate our predictions’ performance in the test section using the RMSE calculated for progressively longer prediction intervals along the test section. Specifically, RMSE is calculated for each lead time as

\[
\text{RMSE}(l) = \sqrt{\frac{1}{l} \sum_{i=1}^{l} (y_i - p_i)^2}
\]
where \( l \) is the lead time \((l = 1 \ldots L, \text{ with } L = 25 \text{ in our analysis})\), \( y_i \) is the value of the SSA component at the time \( i \) and \( p_i \) is the corresponding predicted value. We compare RMSE values obtained from our AR and NN forecasts with those obtained from a persistence model. The persistence forecast assumes that future conditions will be the same as past conditions and is commonly used as a benchmark for decadal climate forecasts [41]. Specifically, we assume as a null hypothesis that in the next 25 years the discharge values (the denoised component) would remain constant and equal to the average value over the entire period covered by the record.

In order to quantitatively compare the AR and NN forecast skill, we evaluate several indices usually applied in hydrological studies (see e.g., [42]) to compare the hindcasts to the observed denoised discharge record in the test section. Besides the Pearson’s correlation coefficient, considered inappropriate for hydrological studies [43], we report the coefficient of efficiency (CE) and the Persistence Index (PI).

The coefficient of efficiency, also defined as the Nash–Sutcliffe coefficient [44], is defined as follows:

\[
CE = 1 - \frac{\sum_{i=1}^{L} (y_i - p_i)^2}{\sum_{i=1}^{L} (y_i - y_M)^2}
\]

where \( y_M \) is the average value of the denoised discharge record. When \( CE \approx 1 \) it means that the predictions match quite perfectly the observed data, while \( CE \approx 0 \) implies that predictions are as accurate as the mean of the observed data and, finally, \( CE < 0 \) is obtained when the residual variance (described by the numerator), is larger than the data variance (the denominator).

The definition of the Persistence Index is almost equal to that of CE, except for the fact that it involves the last known discharge value instead of the average value:

\[
PI = 1 - \frac{\sum_{i=1}^{L} (y_i - p_i)^2}{\sum_{i=1}^{L} (y_i - y_{i-1})^2}
\]

Additionally, in this case, \( PI = 1 \) implies a perfect match between predicted and observed data and it is useful for its sensitiveness to possible lag effects affecting the predictions [45].

The robustness of the forecasts at each time step \( i \) is quantified through a compatibility test based on the standardized difference (D) between the predictions obtained with AR and NN methods. The forecasted values are defined as robust if \( D_i \leq 1 \), namely when the difference is compatible with 0 in 1\( \sigma \) range.

\[
D_i = \frac{|f_{i,AR} - f_{i,NN}|}{\sqrt{\sigma^2_{i,AR} + \sigma^2_{i,NN}}}
\]

where \( f_{i,AR} \) and \( f_{i,NN} \) are the forecasted values at the time step \( i \) for the AR and NN methods, respectively, and \( \sigma_{i,AR} \) and \( \sigma_{i,NN} \) the associated uncertainties.

### 2.4. Drought Severity Quantification

In order to quantitatively estimate the severity of forecasted drought events, we use the standardized precipitation index (SPI, [46]). The SPI allows quantifying the precipitation deficit (in this case low-discharge values) for multiple time scales. We evaluate the SPI time series using the SSA-denoised discharge time series together with the 25 years forecasted with the AR method. We consider 5- and 10-year time scales in this analysis. A gamma probability density function is fitted to the empirical distribution of discharge values for the two timescales. Then, the probability of any discharge data point is calculated and used along with an estimate of the inverse normal distribution to calculate the discharge deviation for a normally distributed probability density with a mean of zero and standard deviation of unity. Drought is defined when SPI becomes \(-1.0\) or less. The beginning of this drought is then defined as when the SPI first went negative, while the end does not occur until
the SPI goes back to positive. Extreme droughts are characterized by values of the SPI < −2, while if −2 < SPI < −1 they are defined as moderate.

3. Results

3.1. Po River Spectral Analysis

We performed the SSA with a fairly wide range of window widths $M$, from 60 to 100 points, corresponding to the time windows $W = M \Delta t$ ranging from 60 to 100 years ($\Delta t = 1$ y). We consider only components significant at the 99% confidence level. According to the Monte Carlo test, the statistically significant part of the Po series is given by the first 14 empirical orthogonal functions (EOFs) accounting for roughly 40% of the total variance of the series. The error bars in Figure 3a bracket 99% of the eigenvalues of 10,000 surrogate series generated by a model that superposes EOFs 1–14 onto a red-noise process; the significant eigenvalues are those that lie outside the error bars (at 99% c.l.).

![Figure 3](image_url)

**Figure 3.** Spectral properties of the Po River discharge series. (a) Monte Carlo-SSA test performed using EOFs 1–14 and AR(1) as the null hypothesis model (window width $W = 80$ y and Monte Carlo ensemble size 10,000). The red dots mark the eigenvalues corresponding to the empirical orthogonal functions (EOFs) included in the null hypothesis. No excursions occur outside the 99% limits, indicating that the series is well explained by this model. The periods associated with the reconstructed components (RCs) are: $\sim 12$ y (RCs 1–2,5), $\sim 8$ y (RCs 8–10) and $\sim 3$ y (3=4, 6–7, 11–14). (b) Power spectrum obtained performing the spectral analysis of the sum of all the significant components of the Po discharge series, performed using the maximum entropy method (order 20, see [35] and references therein).

The significant components (EOFs 1–14) correspond to periods on the interannual and decadal scale (Figure 3b) estimated using the maximum entropy method. The corresponding reconstructed components (RCs) are shown in Figure 2c–e and have dominant periods (variances) of about 12.2 y (10.4%), 8 y (7.7%) and 3.3 y (20.5%). The SSA spectrum is dominated by a decadal component (EOFs 1,2,3), as discussed in previous works [6,15]. Nevertheless, most of the variance associated with the significant components is represented by the interannual oscillation because of the larger frequency band represented by this component with respect to the decadal one.

3.2. Hindcasts for the Last 25 Years

In order to quantify the performance of the applied prediction algorithms, we evaluate the hindcasts over a time interval corresponding to the test section consisting of the last 25 years of the time series (1993–2017). In this way, we can evaluate the hindcast over a time interval with the same length as the forecast. The single-component predictions obtained with the AR (red line) and NN (blue line) models are shown in the left column of Figure 4a–c together with the observed SSA--RCs (black line); their sum is shown in Figure 4d. Both methods perform similarly well in predicting the phase of the decadal component (Figure 4a), whereas the NN method surpasses the AR method concerning the prediction of the amplitude of this oscillation. Concerning the eight-year component, both methods skillfully predict both amplitude and phase of the observed data (Figure 4c). The AR prediction is affected by a one-year lag in the last cycle, which nonetheless corresponds to the temporal resolution
of the series. Both results are in good agreement with the observed data concerning the interannual component, again with some exception for the last cycle (Figure 4c).

**Figure 4.** (a–d) Prediction (left column) and forecast (right column) results for the three components of the Po River discharges over the test (1993–2017) and the forecast (2018–2042) sections. In black, the RCs reconstructed by SSA are plotted, while in red the predictions obtained by the AR method and in blue those obtained by the NN method are shown with the associated error bands. All components are represented as zero-mean. Black diamonds in (d) represent the values of the SSA components obtained analyzing the record including the 2018–2019 period. This SSA analysis was applied using a window width \( w = 80 \) y and the significant components extracted are RCs 1–13,15–16. (e) Left column: progressive RMSE as a function of lead time evaluated for both the AR and NN methods (dotted red and blue curves, respectively) and for the persistence hypothesis (dotted black curve). The RMSE is evaluated between the denoised discharge time series (black curve in (d)) and the corresponding predictions. Right column: results of the compatibility test performed between the AR and NN forecasts for each time step. Black dots indicate when the predictions are robust, namely when their difference is compatible with 0 (in the 1σ range). Empty green dots indicate when the difference is null in the 2σ range.

In order to quantify the prediction skill of our methods, we evaluate the RMSE between the denoised discharge signal and the correspondent hindcast for progressively longer prediction intervals (Figure 4e). We compare the results with that obtained with a persistence model (in this case quantified as the average value of the denoised signal), which assumes that future conditions will be the same as past conditions and is commonly used as a benchmark for decadal climate forecasts (see e.g., [41]). Results demonstrate that our forecasts largely beat the persistence forecast on all prediction intervals.

In Table 1, the values of the performance indices \( r \), CE and PI, evaluated between the AR and NN predictions (red and blue curves in Figure 4d) and the denoised discharge signal (black curve in Figure 4d), are reported. Both methods show a highly significant correlation with the observed denoised data. The performance of the NN method results to be slightly higher with respect to that associated with the AR method, considering the CE and PI indices. In particular, PI demonstrates that AR models are more vulnerable to lag effects with respect to the NN one, even if it shows a PI value significantly higher than 0.
Table 1. Performance indices evaluated between the AR and NN total predictions and the sum of significant SSA components. The definition of the indices is reported in Section 2.3.

|       | r (p-Value) | CE  | PI  |
|-------|-------------|-----|-----|
| AR    | 0.95 (<10^{-4}) | 0.84 | 0.79 |
| NN    | 0.96 (<10^{-3})  | 0.89 | 0.86 |

3.3. Forecast for the Next 25 Years

Figure 4 (right column) displays the forecasts for the time interval 2018–2042 obtained by the AR method (red curve) and by the NN method (blue curve) with the corresponding error bands. Figure 4a–c shows the forecast of the three observed SSA–RCs; Figure 4d shows their sum. The results obtained from both methods are statistically consistent, meaning that they overlap considering the error bands. Thus, two separate prediction algorithms provide consistent forecasts, which reinforces the reliability of the results. Concerning the 12-year and 8-year components, the agreement is remarkable concerning the amplitude. Note that the one-year lag between the NN and the AR forecasts detectable in Figure 4d is comparable with the series temporal resolution.

We highlight the following aspects of the forecast: 2020 would probably be a year characterized by a low annual average discharge value; then a period characterized by high discharge values, possibly associated with flood events, is expected to take place around 2023–2026. This is followed by a remarkable decrease in the late 2020s, which results in a large drought episode in the late 2020s/early 2030s; around 2032, the discharge values should return around the mean value of the total discharge record and no further extreme flood or drought event is predicted until the end of the forecast period.

In order to quantitatively assess the agreement of our forecasts, we evaluate the standardized difference (D_i) between the forecasts obtained with AR and NN methods for each time step i. When D_i ≤ 1, the twofold forecasts are defined to be robust. Figure 4e (right column) illustrates the result of the compatibility test. The total forecast shows overall robustness between both methods (except for two prediction years), thus confirming the strength of this twofold methodology. Considering the single components, the decadal and eight-year components result to be robust only for a few years. However, the decadal component predictions are compatible in the 2σ range (D_i ≤ 2) over almost the entire forecasted period. On the contrary, the eight-year predictions are scarcely compatible, because of the phase lag affecting the AR method.

Black diamonds in Figure 4d represent the values of the SSA components obtained analyzing the record including the 2018–2019 period. A gap-filling procedure was applied to the monthly series of discharge data in order to estimate the missing data for the period July–October 2018, using the autoregressive model which minimizes the AIC over the remaining samples [36,47]. The observations are embedded within the forecast range, confirming the robustness of our results.

Figure 5a puts the total forecast for the next 25 years within the context of Po River discharge variability over the last two centuries. This figure allows appreciating that the forecasted wet-to-dry transition of nearly 800 m³/s between 2027 and 2030 is quite abrupt. Moreover, the forecasted drought in the late 2020s/early 2030s is expected to be of the same amplitude, or even more dramatic, than the droughts observed starting from 2003, a year characterized by the reduction of water flows of about 50–75% due to scarce precipitation in spring and high temperatures, over the seasonal average [48]. Since the statistical methods are applied to the denoised part of the discharge signal, they could explain the future variability of only ~40% of the total record. In order to provide a variability range effective for the total annual discharge, we add to the uncertainties associated with AR and NN predictions also the contribution of residuals, namely the random and unpredictable part of the discharge record. In Figure 5a, the total prediction bands are represented by the dotted red and blue curves. The contribution of residuals was evaluated as 95% c.l. of their cumulative distribution. Therefore, in this case, we can compare the raw discharge data for the period 2018–2019 with our predictions (green dots).
1830s), whereas the 20th century is characterized by several moderate events (in the 1910s, 1940s, 1980s).

Droughts over Northern Italy paced at intervals of about 20 years as observed in the past 60 years. Our forecasts thus support the intermittent occurrence of moderate/extreme decadal droughts over Northern Italy paced at intervals of about 20 years as observed in the past 60 years.

3.4. Evaluation of Drought Severity

Our forecasts indicate that in the next 25 years two low-discharge periods may occur. The first one is expected to verify in 2020. The second one is forecasted as prolonged dry phase over Northern Italy in the late 2020s/early 2030s, sharply following a ~5-year long wet phase in the early to mid-2020s (Figure 4). The severity of the predicted drought is comparable, or even exceeds, that of the mid-2000s. For a quantitative estimation of the drought severity, we calculate the SPI from the denoised Po River discharge series including the 25-year forecast obtained with the AR method (Figure 5a) for time scales of five years (SPI5, Figure 5b) and 10 years (SPI10, Figure 5c). Similar results are obtained with the NN method (not shown).

SPI5 reveals that the Po River experienced an increasing frequency of multiannual droughts in the course of the last centuries: only a moderate drought episode is detected during the 19th century (in the 1830s), whereas the 20th century is characterized by several moderate events (in the 1910s, 1940s, 1980s). The drought event in the first decade of this millennium (around 2003) is the only minimum classified as extreme according to the SPI5. The drought predicted in the late 2020s/early 2030s is extreme as well, following the historical tendency of increasing frequency and magnitude of multiannual droughts.

SPI10 indicates neither moderate nor extreme decadal droughts during the 19th century. Two events are classified as extreme during the 20th century (in the 1940s and 1960s) and one as moderate (in the 1980s). The minimum around 2003 ranks as extreme, whereas the forecasted drought in the late 2020s/early 2030s ranks as moderate.

Both SPI5 and SPI10 reveal that the intensity of the drought event in 2020 may be neither moderate nor extreme. Our forecasts thus support the intermittent occurrence of moderate/extreme decadal droughts over Northern Italy paced at intervals of about 20 years as observed in the past 60 years.

Figure 5. Standardized precipitation index (SPI) time series calculated for Po River discharge denoised series and the forecasted time period 2018–2042. (a) Po River discharges (dotted black curve) and corresponding denoised series (black curve) with the associated forecast obtained using the AR model (red curve) and the feed-forward neural network (FFNN) method (blue curve). Dotted blue and red curves represent the total uncertainty associated with the forecasts, considering also the contribution of the residuals. Green dots represent raw annual average discharge data for the period 2018–2019. (b–c) Five-year and ten-year SPI time series. The horizontal lines individuate the thresholds for the categories of severity by [38], namely moderate (SPI = −1, green line) and extreme (SPI = −2, red line) droughts. The colored areas indicate periods when the Po River basin experienced moderate (green areas) and extreme (red areas) droughts.
4. Discussion

4.1. Rainfall vs. Runoff Processes

Po River discharge predictions provide a statistical description of the near-future evolution of hydroclimate variability over Northern Italy. Interannual and decadal variations in Po discharges largely reflect variations in the amount of regional precipitation, as clearly evidenced by the comparison between Po discharges and the total annual precipitation from the HISTALP dataset over its basin (Figure 1b). The two records agree over the entire observational period ($r = 0.75, p < 10^{-5}$) except for the first decade of this millennium, when strong annual precipitation contrasts with low discharges. This discrepancy seems to trace back to the quality of the HISTALP data in this period, as the E-OBS dataset provides precipitation values in the same period that are consistent with the discharge record. Even if discharges are determined both by direct precipitation and snow melting—besides evapotranspiration and runoff processes—no apparent correlation is detectable between annual discharge and near-surface air temperature recorded over neither the whole river basin nor the Alpine region (not shown). Therefore, if we consider discharge measurements close to the river mouth, annual precipitation variability dominates over temperature changes.

Spectral analysis on the updated Po River discharge record confirms previous results. SSA detected the same significant components on interannual, 8.2-, 12.9- and 19.2-year periods detected by wavelet analysis on the 1831–2003 monthly time series [5,14], even if in this case SSA merged variability modes with periods greater than 10 years into a unique component. The SSA method was also applied to the annual discharge record by Taricco et al. [6], over the period 1807–2006. In that case, the eight-year component was not detected, its significance being at a lower confidence level with respect to the reference chosen in that analysis (99%). The detected periodicities in Po discharge records correspond to those associated with variability modes already identified in other climatic records, thus indicating that our predictions could provide precious information related to the evolution of large-scale climatic patterns. In fact, significant peaks at about 3 y were detected in the autumn spectra of the Scandinavian pattern (SCA; [49]) and East Atlantic/Western Russian (EAWR; [50]) pattern, respectively [47]. The eight-year component dominates the power spectrum of the NAO index time series [14]. Finally, the decadal component is the most important variability mode characterizing the discharge records of the main European rivers [15].

4.2. Methodological Aspects

Our approach fully relies on a statistical description of the discharge process detectable in the available discharge time series alone, i.e., it does not need explanatory variables. It has, therefore, general applicability, pending that enough observational data are available to train the models. Until progress in downscaling of decadal climate predictions with numerical models [12] allows for a direct quantitative comparative assessment of forecast skills, we foresee the advantage that our approach avoids biases and uncertainties inherent in numerical dynamical climate models used in decadal climate predictions (e.g., [8]). The application of SSA in the data preprocessing phase allows the removal of noise, decomposing the series into simple components. This procedure improves the forecasting ability of the models [51] as also demonstrated in previous hydrologic studies (e.g., [42,52]).

The length of the testing and forecast period (both 25 years), which yields a ratio between testing and learning intervals of roughly 90/10, corresponds to about twice the periodicity of the longest component to be predicted. Further enlarging the testing interval, at expenses of the learning interval, leads, for the decadal component only, to noticeable degradation of the forecast skills in the testing phase and loss of the periodic signal in the forecasting phase (not shown). Our choice is therefore an attempt to balance learning/testing strategy with the specific characteristics of the dataset at hand and a sufficiently long forecast horizon. The occurrence of periods where the AR and NN forecasts significantly differ, even in the early portion of the prediction, supports the conclusion that both
forecasts are not overconstrained and emphasizes the robustness of the predicted drought in the late 2020s/early 2030s.

In our application, the NN algorithm works on subsequent subsections for the training and validation procedure, but we also tested an alternative approach where the data are randomly divided between training and validation sets. The randomization destroys the autocorrelation of the data, but the alternative approach yields no detectable change in neither the test nor the forecast outcome, except for the decadal component (for which forecasts overlap anyway within associated uncertainties, not shown), which emerges again as the most critical element in our prediction.

4.3. Drought Severity and Attribution

Our analysis indicates that during the last two centuries Northern Italy evolved from a relatively stable and quiet 19th-century regime, with only one decadal drought episode identified in the 1830s, to a 20th-century regime characterized by recurrent decadal periods of low discharges and, most recently, to a significant intensification of interannual droughts culminated in the extreme events of the late 20th and early 21st centuries. According to the same analysis, the predicted discharge minimum in the late 2020s/early 2030s could have comparable, if not higher, severity as the extreme drought episode in the early-2000s. Our prediction sheds light on important aspects regarding trends in drought statistics for Northern Italy. Drought statistics will continue to strengthen progressively as observed in the recent past for multiannual time scales, whereas for a decadal time scale such strengthening appears more evanescent. Attribution of such tendencies is to be investigated in a future study; nevertheless, we propose here a few elements of discussion.

The evidence that precipitation is the dominant source of historical discharge variability (Section 4.1) builds confidence in the stability of the discharge process, hence on the learning and ultimately on the forecast. The consequent hypothesis that the predicted evolution reflects the continuation, in the upcoming decades, of local natural hydroclimatic variability is further supported by paleoclimatic evidence of highly significant decadal variability of Po River discharges persisting over the last two millennia [6] and by the temporally persistent spatial patterns detected in proxy-based hydroclimate reconstructions across the Mediterranean region during the past 12 centuries [53]. The hypothesis of a natural origin of the predicted evolution is also justified by the identification of significant volcanic and solar signals in North Atlantic/European regional climates [5] and supported by recent advances in the understanding of mechanisms of volcanically and solar forced decadal climate variability [8].

However, external disturbances that are not part of the historical functioning of the system are not accounted for in our prediction strategy, and would thus require an ad hoc estimation beyond the statistical approach. Reliable quantification of near-future temperature and precipitation changes in this region remains currently unavailable (e.g., [9,53]). We nonetheless speculate that warmer temperatures, especially in the dry summer season, would contribute to worsening North Italian droughts through strengthened evaporation and evapotranspiration processes. Indeed, a simple long-term water budget for the Po River basin indicates that only about 60% of precipitation is converted to discharge, the rest being mostly lost through evapotranspiration [5].

4.4. Broader Climatic and Socioeconomic Implications

The strong correlation between the historical discharge time series of the Po River and of minor Alpine rivers suggests that the predicted late 2020s/early 2030s drought could extend beyond the Po basin alone. The predicted North Italian drought could have profound influences on water stratification of the Eastern Mediterranean: a weak river discharge can favor the formation of particularly salty North Adriatic deep water [54]. In the long term, such modifications can significantly affect the large-scale deep oceanic circulation in the Eastern Mediterranean basin [55,56]. The oceanic response will also crucially depend on the basin’s thermal state, as warmer temperatures would contrast the buoyancy effects of increased salinity. How these changes induced in the coupled regional ocean-atmosphere system will reverberate on North Italian hydroclimate remains to be understood.
Finally, the forecasted Po River discharge minimum could have substantial societal and economic effects. Approximately 16 million people live in the Po basin and about 40% of the gross domestic product of Italy is made in this region. In particular, 35% of the Italian agricultural production comes from this area [13,57] and the drought forecasted for the late 2020s/early 2030s could therefore strongly impact this sector.

5. Conclusions

We presented a twofold statistical approach for a robust interannual-to-decadal prediction of midsize basin river discharges for the Euro-Mediterranean region, using the North Italian Po River as a case study. The approach consists in the application of two separate methods, an autoregressive model and a feed-forward neural network algorithm, fed with the significant components of the discharge time series extracted by Singular Spectrum Analysis. The two methods yield a convergent decadal forecast. A fundamental aspect characterizing this methodology lies in the careful preprocessing of the time series for noise removal and separation of the significant variability modes characterizing the record according to their timescales. This study paves the way to a broader application of statistical decadal prediction methods in the field of hydrology and climatology, particularly in regions where variability is dominated by persistent interannual and decadal fluctuations and availability of long observational records allows their reliable quantification.

The 25-year forecasts obtained with both methods consistently indicate in particular that a discharge maximum is expected around 2023–2026, followed by a minimum in the late 2020s/early 2030s. The forecasts confirm the secular trend of increasing severity of Po River drought events in terms of both amplitude and duration. This drought is in line with the secular trend of increasing the severity of decadal drought events observed in the Po River time series. We can thus speculate that this long-term trend may continue beyond the decadal forecast horizon of this study.
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Appendix A

Singular Spectrum Analysis (SSA)

The SSA methodology involves three basic steps: (a) embedding a time series of length \( N \) in a vector space of proper dimension \( M \); (b) computing the \( M \times M \) lag-covariance matrix \( C_D \) of the data (we used the approach by Vautard and Ghil [58]); and (c) diagonalizing \( C_D \), thus evaluating \( \Lambda_D = E_D^T C_D E_D \), where \( \Lambda_D = \text{diag}(\lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_M) \), with \( \lambda_1 > \lambda_2 > \lambda_3 > \ldots > \lambda_M > 0 \), and \( E_D \) is the \( M \times M \) matrix having the corresponding eigenvectors \( E_k, k = 1,M \) as its columns. For each \( E_k \) we construct the time series, of length \( N - M + 1 \), called the \( k \)-th principal component (PC); this PC represents the projection of the original time series on the eigenvector \( E_k \) (also called empirical orthogonal function (EOF)). Each eigenvalue \( \lambda_k \) gives the variance of the corresponding PC; its square root is called singular value. Given a subset of eigenvalues, it is possible to extract time series of length \( N \) by combining the corresponding PCs; these time series are called reconstructed components (RCs) and capture the variability associated with the eigenvalues of interest. In order to reliably identify the trend and oscillations in a series, the Monte Carlo method (MC-SSA) is used [33]. In this approach, we assume a model for the analyzed time series (null hypothesis) and we determine the parameters using a maximum-likelihood criterion.
Then a Monte Carlo ensemble of surrogate time series (size 10,000) is generated from the model and SSA is applied to data and surrogates (EOFs of the null hypothesis basis are used), in order to test whether it is possible to distinguish the series from the ensemble. Since a large class of geophysical processes generates series with larger power at lower frequencies, we assume autoregressive lag-1 noise in evaluating evidence for trend and oscillations. This is done to avoid overestimating the system predictability, by underestimating the amplitude of the stochastic component of the time series. SSA is particularly useful for climatic time series, which are most often short and noisy. For the calculations, we used the freeware SSA-MTM Toolkit [59,60].

Appendix B

Autoregressive Model Method

This method for statistical climate predictions is based on AR models, as introduced by Keppenne and Ghil [51,61] and further described in Ghil et al. [31]; it is also implemented in the kSpectra Toolkit [62]. The algorithm for this procedure consists in the steps described in the following.

- Selection of the best order of the AR method. The AR method turns out to be most reliable and robust when the order $M_{AR}$ of the autoregressive model is not too large with respect to the length $N$ of the time series, since the variance of the AR-coefficient estimates increases with the order. For this analysis, the choice of a suitable AR order is done a posteriori using goodness-of-fit criteria [35], namely the final prediction error (FPE; [36]) and the Akaike information criterion (AIC; [37]). We perform the predictions over the test section using a wide range of values of the AR model (between 1 and 60) and calculate both AIC and FPE values. The value of $M_{AR}$ which minimizes these indices is selected to perform the forecasts.

- Evaluation of the AR model coefficients. The values of the $M_{AR}$ coefficients of model are evaluated with Burg’s algorithm [38] applied to the learning section.

- Quantification of the prediction error. In order to quantify the uncertainty associated with this method, we perform 25-year predictions over different portions of this time interval (namely the cross-validation section, Figure 2a). More specifically, we repeat the procedure of the previous point varying the length of the learning section. In this way we obtain an ensemble of 25-year-predictions translated in time. By evaluating the root-mean-square-error between the predicted and original data as a function of the lead time ($RMSE(l)$) we obtain the uncertainty associated with the predictions. A useful scheme describing this procedure can be found in Alessio et al. [10].

Appendix C

Neural Network Method

For this multistep-ahead prediction we use feed-forward neural network (FFNN) which are more suitable in case of relatively short time series. Instead of using a single network architecture for each series, we initialize and train a whole set of feed-forward NNs that all had a single output value and a maximum of two hidden layers, with varying number of input data and neurons in the hidden layers. In this way, the network architecture is chosen a posteriori, on the basis of the algorithm performance. The basics steps of this procedure are:

- Partition of the learning section. While in the AR method all the data in the learning section are used to evaluate the coefficients of the model, in this case this, section is divided into two subsections: training (82% of the data in the learning section) and validation (18%). The partition can consist of continuous blocks, as shown in Figure 2b, or also in a random division of the data into the two subsets.

- Training of the network. The training set is used to compute the error gradient and update the weights and biases according to the Levenberg–Marquardt algorithm [63,64]. The validation
set serves to assess the predictive skills of the NN being trained. More specifically, the error on the validation set—namely the mean squared error between predicted and observed data—is monitored during the training process and normally decreases during the initial phase of training, as does the training set error. When the network begins to overfit the data, the error on the validation set typically begins to rise. Thus, the final network weights and biases are those yielding the minimum error on the validation set. The parameter ranges of the NN architecture, namely the length $l$ of the input vector and the numbers $H_1$ and $H_2$ of neurons in the hidden layers, are specifically evaluated for each component. The transfer functions used to evaluate the neuron scalar output are the sigmoid hyperbolic-tangent function for the hidden layers and the linear function for the output one.

- Prediction and quantification of the error. Each trained network is used to forecast the component in the test section, and the corresponding RMSE is calculated between predicted and observed data. Then, among all the values of $l, H_1$ and $H_2$, the network architecture that best reproduces the samples in the test section is chosen. The trained network is finally used for the predictions over the forecast section. Since the training process depends upon the random choice of the initial guesses for weights and biases, the procedure described above is repeated 100 times for each component, thus yielding 100 predictions. Then, the average of all the predictions in both the test and the forecasting section is evaluated, after discarding potential anomalous scenarios. Error bands associated with the predictions correspond to one standard deviation, while the standard error of the mean is used as the uncertainty associated with the average prediction.
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