MixBoost: Synthetic Oversampling with Boosted Mixup for Handling Extreme Imbalance

Anubha Kabra*, Ayush Chopra†, Nikaash Puri‡, Pinkesh Badjatiya†, Sukriti Verma†, Piyush Gupta†, and Balaji K†
†Media and Data Science Research Lab, Adobe
‡Massachusetts Institute of Technology
§Delhi Technological University

Abstract—Training a classification model on a dataset where the instances of one class outnumber those of the other class is a challenging problem. Such imbalanced datasets are standard in real-world situations such as fraud detection, medical diagnosis, and computational advertising. We propose an iterative data augmentation method, MixBoost, which intelligently selects (Boost) and then combines (Mix) instances from the majority and minority classes to generate synthetic hybrid instances that have characteristics of both classes. We evaluate MixBoost on 20 benchmark datasets, show that it outperforms existing approaches and test its efficacy through significance testing. We also present ablation studies to analyze the impact of the different components of MixBoost.
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I. INTRODUCTION

Several real-world situations (fault detection [23], disease classification [16], software failures [4], oil spill detection [15] and protein sequence detection [2]) involve learning from datasets where the instances of one class (the majority class) far outnumber those of the other class (the minority class). In certain extremely imbalanced datasets, the ratio of the number of instances from the two classes is very low (< 1 : 100) or the number of instances of the minority class is very small [18]. For instance, in gamma-ray anomaly detection [26], the datasets for learning have 10 anomalies and approximately 25,000 benign signatures. In fraud detection, there are typically about 5 fraudulent examples in a dataset of over 300,000 transactions [28].

Training a binary classification model on such extremely imbalanced datasets is a challenging problem. A popular class of methods alleviates this problem by augmenting the training data with synthetic instances before training the classification model [5], [6], [12], [18]. These data augmentation methods generate synthetic minority class instances using either minority or majority class instances from the training dataset. However, existing methods often generate instances that don’t improve (or even worsen) the classifier performance. Intuitively, these methods generate good quality synthetic instances in regions of the input space where the classification model is already accurate. In regions where the model is inaccurate and requires synthetic instances, these methods often do not perform as well. Figure 1 illustrates this intuition. We believe that using the trained model (whose performance we are trying to improve) to guide the data augmentation process will allow us to augment regions of the input space where the model performs poorly. Further, existing methods generate synthetic homogeneous instances, i.e., instances that belong to a single class (usually the minority class). Recent work in Computer Vision [19], [21], [24] has demonstrated the value of augmenting training datasets with non-homogeneous hybrid instances to learn more robust representations.

We describe a data augmentation method (MixBoost) that improves classifier performance on such imbalanced datasets. Our key contributions are:

- We introduce a data augmentation method, MixBoost that generates synthetic hybrid instances to augment an imbalanced dataset (Section II). MixBoost has two innovative components. First, it mixes instances of the minority and majority classes to generate synthetic hybrid
instances that have elements of both classes (Section II-D). Second, it intelligently selects the instances for mixing using a novel entropy-weighted low-high technique (Section II-C).

- We show that MixBoost outperforms state-of-the-art data augmentation methods on multiple highly imbalanced benchmark datasets for different levels of class imbalance (Section IV).

There are several categories of methods to augment an imbalanced dataset prior to training a classification model. Under-sampling methods discard instances of the majority class at random to balance the class distribution. However, removing instances of the majority class can lead to a loss of information and subsequently degrade classifier performance. Over-sampling methods duplicate instances of the minority class at random to balance the class distribution. These methods add duplicates of existing instances to the training dataset and therefore do not add new information [10], [11]. More sophisticated data augmentation methods augment the training datasets by creating synthetic minority class instances. For instance, SMOTE [5] creates synthetic minority instances by interpolating minority class instances in the training data. However, SMOTE ignores majority class data when creating synthetic instances. Variants of SMOTE (Borderline SMOTE [12], ADASYN [14], SMOTEBoost [6]) use the distribution of majority class data to filter instances created using minority class data. However, since these methods use only minority class data, the synthetic instances they create are restricted to the convex-hull of the minority class distribution. To expand the space spanned by generated instances, SWIM [18] creates instances by inflating minority class data along the density contours of majority class data.

Existing data augmentation methods give promising results in a variety of situations. However, these methods focus on either the majority class or the minority class. Approaches that focus on the minority class often overlook the majority class and can degrade classifier performance by generating borderline or overlapping instances. On the other hand, approaches that focus on the majority class tend to overfit the training distribution. In contrast, MixBoost combines instances from the majority and minority classes to create synthetic hybrid instances. Each synthetic hybrid instance contains elements of a majority class and a minority class instance. Further, MixBoost uses an information-theoretic measure along with the trained classifier to select the instances to combine. Figure 2 illustrates the essential idea and distinction to related approaches.

Figure 3 shows the high-level architecture of MixBoost. MixBoost generates synthetic hybrid instances iteratively. Each iteration consists of a Boost step followed by a Mix step. In the Boost step, MixBoost uses the trained classifier to intelligently select pairs of instances from the minority and majority class for mixing. Intuitively, MixBoost selects pairs of instances such that one instance in each pair is close to the decision boundary of the trained classifier, and the other instance is far from the decision boundary. In the Mix step, MixBoost mixes the selected instances to create synthetic hybrid instances that are used to augment the training dataset. The classifier is re-trained with the original data augmented with the hybrid instances before the next iteration of MixBoost.

In Section II we delineate the proposed approach. Next, in Section III we present our experimental setup and evaluation strategy. In Section IV we compare quantitative performance of MixBoost with multiple strong baselines on 20 benchmark datasets as well as test the efficacy of our framework through significance tests. In Section V we perform ablation studies to analyze the impact of different design choices for the proposed...
II. APPROACH

In this section, we explain in detail the various steps of our proposed MixBoost algorithm. In Section II-A we define the terminologies used throughout the paper. In Section II-B we provide a high-level overview of the proposed approach followed by detailed explanation of the different stages in Sections II-C and II-D.

A. Definitions

A binary classification task is characterized by a dataset \( X^{n \times m} \in \mathbb{R} \) and corresponding labels \( Y^n \in \{0, 1\} \). The class label 0 corresponds to the majority class, and label 1 corresponds to the minority class throughout the paper. Let \( n \) be the number of instances in the dataset, and \( m \) be the number of features for an instance in the dataset. Then, the training objective is to learn a function, \( f(x^i) \rightarrow y^i \), that maps the instances \( x^i \in X \) to their corresponding labels \( y^i \in Y \). For imbalanced datasets, the number of instances of the majority class far outnumber those of the minority class. The dataset, denoted by \( D^{\text{orig}} := (X, Y) \), is split into a training dataset \( D^{\text{orig}}_{\text{train}} := (X_{\text{train}}, Y_{\text{train}}) \), and a testing dataset \( D^{\text{orig}}_{\text{test}} := (X_{\text{test}}, Y_{\text{test}}) \). Individual datapoints from these datasets are referred to as \( d^{\text{orig}}_{\text{train}} \) and \( d^{\text{orig}}_{\text{test}} \) respectively. Let \( n_{\text{train}} \) be the number of instances in the training dataset.

We train a binary classification model \( M \) on \( D^{\text{orig}}_{\text{train}} \) and evaluate on the test dataset \( D^{\text{orig}}_{\text{test}} \) using g-mean [15] and ROC-AUC [25] metrics.

MixBoost uses the classifier \( M \) along with dataset \( D^{\text{aug}}_{\text{train}} \) to create synthetic hybrid instances. The instances are added to the training dataset to create the augmented dataset \( D^{\text{aug}}_{\text{train}} \), which is then used to in-turn train the classifier \( M \). This represents a single iteration of MixBoost. MixBoost is run for \( k \) such iterations to expand the augmented dataset. We report performance by evaluating the model trained using the final augmented dataset, obtained at the end of \( k \) iterations, using \( D^{\text{aug}}_{\text{test}} \).

B. MixBoost: High-Level Summary

MixBoost generates synthetic hybrid instances by interpolating instances from the majority and minority classes. A single iteration of MixBoost (summarized in Figure 3) consists of the following steps:

1) **Candidate Selection** *(Boost)*: We sample candidate instances from the majority and minority classes in \( D^{\text{orig}}_{\text{train}} \) prior to mixing. We experiment with both random and guided sampling techniques (Section II-C).

2) **Hybrid Generation** *(Mix)*: We mix the sampled instances to generate synthetic hybrid instances (Section II-D). \( D^{\text{hyb}} := (X^{\text{hyb}}, Y^{\text{hyb}}) \) denotes the set of synthetic instances generated in this step (and each synthetic instance is correspondingly referred to as \( d^{\text{hyb}} \)).

At the end of a MixBoost iteration, we add \( D^{\text{hyb}} \) to \( D^{\text{aug}}_{\text{train}} \) and retrain the classifier \( M \) on \( D^{\text{aug}}_{\text{train}} \).

For ease of explanation, we focus on generating a single synthetic hybrid instance. However, the steps to generate several instances follow from this single instance case. MixBoost creates a synthetic hybrid instance by mixing a majority class instance \( (x_0) \) and a minority class instance \( (x_1) \). There are two important considerations to this process. First, how should MixBoost select the best candidates \( x_0 \) and \( x_1 \) from \( D_{\text{train}} \)? Second, how should MixBoost intelligently combine \( x_0 \) and \( x_1 \) to create the synthetic hybrid instance \( d^{\text{hyb}} \)? We first consider the problem of instance selection.

---

Fig. 3: High-level architecture of MixBoost. In the (1) candidate selection step *(Boost)*, MixBoost uses entropy to intelligently select instances from the training dataset. In the (2) hybrid generation step *(Mix)*, we mix the selected instances to create synthetic hybrid instances. \( \lambda \) is the interpolation ratio that controls the extent of overlap between the instances to be mixed. We then augment the training dataset with the generated hybrid instances and train a classifier on the augmented dataset.
C. MixBoost: Candidate Selection (the Boost step)

Unlike existing works, MixBoost creates synthetic data points that are conditioned on both the majority and minority class instances. For generating these synthetic hybrids, we propose two alternative strategies for selection of the candidate instances,

1) R-Selection: First, we propose R-Selection which randomly selects (majority and minority) candidates \( x_0 \) and \( x_1 \) from \( D_{\text{train}}^{\text{orig}} \) using uniform random variables. The probability of selecting an instance is equal for all instances within the majority and minority classes. Formally, if \( p^i_0 \) is the probability of selecting the \( i^{th} \) majority class instance and \( p^j_1 \) is the probability of selecting the \( j^{th} \) minority class instance, then:

\[
p^i_0 = 1/n_0 \forall i, \quad p^j_1 = 1/n_1 \forall j \tag{1}
\]

where \( n_0 \) is the number of majority class instances and \( n_1 \) is the number of minority class instances in \( D_{\text{train}}^{\text{orig}} \).

2) Entropy Weighted (EW) Selection: R-Selection assumes that all synthetic hybrid instances generated by mixing any combination of minority/majority class instances are equally helpful additions to the augmented dataset for training. However, it is possible that mixing certain combinations of minority/majority class instances from \( D_{\text{train}}^{\text{orig}} \) can result in better training performance.

For a given classification model \( M \), entropy is a measure of uncertainty in the models prediction. Consequently, we introduce an alternate strategy called Entropy-Weighted selection (EW-Selection). EW-Selection posits that selecting candidates from \( D_{\text{train}}^{\text{orig}} \) by actively weighting them with the uncertainty in their model predictions will result in generation of more useful hybrid instances. Formally, if \( \hat{y}^i_{\text{pred}} \) is the probability distribution over target classes output by the classifier \( M \) for the \( i^{th} \) instance in \( D_{\text{train}}^{\text{orig}} \), then the entropy of the sample, denoted by \( E^i \), is computed as,

\[
E^i = \text{Entropy}(\hat{y}^i_{\text{pred}}) = -\sum y^i_{\text{pred}} \log(y^i_{\text{pred}}) \tag{2}
\]

where the summation is over the elements of the vector \( \hat{y}^i_{\text{pred}} \).

For a given data instance, a high \( E^i \) implies that model \( M \) is less certain about the ground-truth class prediction of the instance while a low \( E^i \) implies that \( M \) is more certain about the ground-truth class prediction of the instance. We hypothesise that augmenting training dataset with synthetic instances in vicinity of high entropy feature sub-spaces (where model is currently uncertain about predictions) can improve model training performance.

Let \( E_0 = \sum E^i \forall x^i_0 \) (\( x^i_0 \) with class \( c_0 \)) be the sum of entropy values for majority class instances and \( E_1 = \sum E^i \forall x^i_1 \) (\( x^i_1 \) with class \( c_1 \)) be the sum of entropy values for minority class instances. Then, \( P(x^i|c_0) \) and \( P(x^i|c_1) \) denote the entropy ratios, which are the probability of selecting a majority class instance and a minority class instance respectively for mixing. Both \( P(x^i|c_0) \) and \( P(x^i|c_1) \) are computed as,

\[
P(x^i|c_0) = \frac{E^i}{E_0}, \quad P(x^i|c_1) = \frac{E^i}{E_1} \tag{3}
\]

In practice, we find that selecting one candidate instance with high entropy ratio and the other with low entropy ratio leads to generation of synthetic hybrid instances that result in the best performance. MixBoost interleaves this low-high selection with the generation of hybrid instances using the Mix step described below.

D. MixBoost: Hybrid Generation (the Mix step)

Let \( (x_0, y_0) \) and \( (x_1, y_1) \) be instances selected in the Boost step from the majority and minority class respectively. We adopt the mixing strategy introduced in [24].

\[
x_{\text{hyb}} = \lambda \ast x_0 + (1-\lambda) \ast x_1
\]

\[
y_{\text{hyb}} = \lambda \ast y_0 + (1-\lambda) \ast y_1 \tag{4}
\]

(\( x_{\text{hyb}}, y_{\text{hyb}} \)) is the generated synthetic hybrid instance. \( \lambda \) is the interpolation ratio. Intuitively, \( \lambda \) controls the extent of overlap between the two instances used to generate the synthetic hybrid instance. MIXUP [24] and BC+ [21] are existing image augmentation techniques which use linear and non-linear interpolations respectively. BC+ samples \( \lambda \) using the Uniform Distribution \( U(0,1) \) while MIXUP samples \( \lambda \) using the Beta(\( \alpha,\alpha \)) distribution. For most tasks, MIXUP uses \( \alpha = 1 \), which also reduces to sampling \( \lambda \) from a Uniform Distribution [19]. In contrast, MixBoost works with skewed data distributions arising from extreme class imbalance. Correspondingly, we explore sampling \( \lambda \) from several probability density functions and discuss our findings in Section V-B.

The resultant synthetic hybrid instances \( D_{\text{hyb}} \) are used to augment the training dataset \( D_{\text{train}}^{\text{orig}} \), generating \( D_{\text{train}}^{\text{aug}} \), which is used to (re)train the classifier. The classifier is (re)trained on a cross-entropy loss by using the soft labels for the \( D_{\text{hyb}} \) and the one-hot labels for \( D_{\text{train}}^{\text{orig}} \) as ground truths. In the subsequent iterations, this classifier is used to update entropy values for candidates in the original training dataset to facilitate the next iteration of MixBoost. The entire workflow of our approach is shown in Figure 3.

III. EXPERIMENTAL SETTINGS

A. Datasets

To evaluate MixBoost against the state-of-the-art oversampling methods, we compare performance on binary classifi-
cation on 20 benchmark datasets (Table I, available here\(^1\)). To ensure the evaluation consistency we use the same dataset and imbalance ratios as in [18]. For robust evaluation, we split the dataset into equal training and testing halves. We randomly down-sample the minority class instances in the training dataset to simulate different levels of extreme imbalance. Specifically, we test at three levels of imbalance, with minority training dataset sizes of 4, 7, and 10 to simulate the extreme imbalance scenarios [18]. We further skew the data distribution (2 & 3 minority class instances) to show that MixBoost outperforms existing methods when using even fewer number of minority class training instances.

### B. Classification

For all experiments, we use the Naive Bayes, Nearest Neighbour, Decision Tree, Support Vector Machine, and Multi-Layer Perceptron (MLP) binary classifiers. For each dataset, we compare the best performance of each data augmentation method across the various binary classifiers against the performance of MixBoost. We use the sklearn [17] package in Python for our experiments; all classifiers use the default parameters. We use tensorflow implementation of the MLP. For the MLP, we use Adam optimizer, a learning rate of \(1 \times 10^{-4}\), a batch size of 500, and train it for 300 epochs. We use the same hyper-parameters for all datasets. We normalize the data before training and testing.

### C. Data Augmentation

We use each data augmentation method to generate \(n\) synthetic instances, where \(n\) is the number of instances in the training dataset. For MixBoost, we find that generating the \(n\) instances over 5 iterations \((0.2n\) in each iteration) leads to the best results. We sample the interpolation ratio \(\lambda\) from a Beta\((0.5, 0.5)\) distribution. We explore the sensitivity of MixBoost to these hyper-parameters in Section V.

### D. Evaluation

We compare data augmentation methods on two metrics. First, we use \(g\text{-}mean\) [15], which is the geometric mean of the True Positive Rate \((TPR)\) (for majority class) and the True Negative Rate \((TNR)\) (for minority class).

\[
g\text{-}mean = \sqrt{TPR \times TNR} \quad (5)
\]

We use \(g\text{-}mean\) because it is both immune to imbalance [15] and provides information about extreme imbalance [18]. Second, for completeness, we also compare methods using the ROC-AUC scores. We repeat all experiments 30 times and report the mean and standard deviation (rounded to the nearest decimal place) of the metrics for each dataset. Figure 4 includes a code snippet illustrating MixBoost usage.

We compare MixBoost to Random Over-sampling and Under-sampling (ROS, RUS), SMOTE [5], Borderline-SMOTE (B1, B2) [12], SMOTE with Tomek Links [15], ADASYN [14] and SWIM [18]. To make reporting easier, we merge all re-sampling approaches (ROS, RUS, SMOTE, B1, B2, SMOTE with Tomek Links, ADASYN) as Alternative Resampling Techniques (ALT) and report the best performing combination of data augmentation method and classifier for each dataset. We report the results from SWIM [18] separately since it is the most recent work, and it outperforms methods in ALT on most datasets. Finally, Baseline represents the case where no data augmentation is used before training the binary classifier.

### IV. RESULTS

In this section, we present quantitative analysis of the proposed MixBoost oversampling technique. First, we compare MixBoost with existing state-of-the-art techniques and report results using the \(g\text{-}mean\) metric (Table II). Next, for completeness of study, we report comparative performance on the ROC-AUC metric (Table IV), contrast the different MixBoost instance selection strategies (Table III) and perform significance tests for different levels of imbalance (Section IV-B).

#### A. Quantitative Results

As in previous works, we compare MixBoost with existing state-of-the-art techniques in Table II using the \(g\text{-}mean\) metric, which is considered a better metric for evaluating performance when dealing with extreme imbalance in datasets [15], [18]. The results shown here are obtained by down-sampling to the most extreme imbalance setting R4 where there are only 4 minority class instances (see Table I). As evident, MixBoost outperforms the existing methods on 17 out of the

| Dataset | Features | No. of majority instances | R4 | R7 | R10 |
|---------|----------|---------------------------|----|----|-----|
| Abalone 9-18 | 8 | 689 | 1:173 | 1:99 | 1:69 |
| Diabetes | 8 | 500 | 1:125 | 1:72 | 1:50 |
| Wisconsin | 9 | 444 | 1:111 | 1:64 | 1:456 |
| Wine Q. Red 4 | 11 | 1546 | 1:387 | 1:221 | 1:155 |
| Wine Q. White | 11 | 880 | 1:220 | 1:126 | 1:88 |
| Vowel 10 | 13 | 898 | 1:225 | 1:129 | 1:90 |
| Pima Indians | 8 | 500 | 1:125 | 1:72 | 1:50 |
| Vehicle 0 | 18 | 641 | 1:160 | 1:91 | 1:64 |
| Vehicle 1 | 18 | 624 | 1:156 | 1:89 | 1:62 |
| Vehicle 2 | 18 | 622 | 1:155 | 1:88 | 1:62 |
| Vehicle 3 | 18 | 627 | 1:156 | 1:89 | 1:62 |
| Ring Norm | 20 | 3736 | 1:934 | 1:534 | 1:374 |
| Waveform | 21 | 600 | 1:150 | 1:86 | 1:60 |
| PC4 | 37 | 1280 | 1:320 | 1:183 | 1:128 |
| Piechart | 37 | 644 | 1:161 | 1:92 | 1:65 |
| Pizza Cutter | 37 | 609 | 1:153 | 1:87 | 1:61 |
| Ada Agnostic | 48 | 3430 | 1:858 | 1:490 | 1:343 |
| Forest Cover | 54 | 2970 | 1:743 | 1:425 | 1:297 |
| Spam Base | 57 | 2788 | 1:697 | 1:399 | 1:279 |
| Mfeat Karhu. | 64 | 1800 | 1:450 | 1:258 | 1:180 |

\(^1\)Datasets can be downloaded from [7]
Table II: Comparative g-mean results (mean) for MixBoost with existing over-sampling methods. These results represent the R4 setting where the training dataset has 4 minority class instances. Baseline refers to the case where classifier is trained without data augmentation. ALT is the score of the best performing data augmentation strategy (other than SWIM [18] and MixBoost) as described in Section III-D. The best score for each dataset is highlighted in bold.

| Dataset              | Baseline | ALT    | SWIM  | MixBoost |
|----------------------|----------|--------|-------|----------|
| Abalone 9-18         | 0.481    | 0.612  | 0.723 | 0.743    |
| Diabetes             | 0.259    | 0.509  | 0.509 | 0.701    |
| Wisconsin            | 0.874    | 0.956  | 0.958 | 0.969    |
| Wine Q. Red 4        | 0.224    | 0.502  | 0.535 | 0.815    |
| Wine Q.White 3v7     | 0.451    | 0.572  | 0.730 | 0.750    |
| Vowel 10             | 0.724    | 0.738  | 0.812 | 0.845    |
| Pima Indians         | 0.276    | 0.479  | 0.509 | 0.700    |
| Vehicle 0            | 0.534    | 0.758  | 0.814 | 0.900    |
| Vehicle 1            | 0.541    | 0.739  | 0.791 | 0.735    |
| Vehicle 2            | 0.450    | 0.549  | 0.560 | 0.880    |
| Vehicle 3            | 0.402    | 0.505  | 0.569 | 0.651    |
| Ring Norm            | 0.274    | 0.933  | 0.899 | 0.580    |
| Waveform             | 0.301    | 0.701  | 0.688 | 0.844    |
| PC4                  | 0.572    | 0.559  | 0.611 | 0.737    |
| PieChart             | 0.455    | 0.516  | 0.576 | 0.741    |
| Pizza Cutter         | 0.468    | 0.506  | 0.552 | 0.725    |
| Ada Agnostic         | 0.451    | 0.445  | 0.539 | 0.690    |
| Forest Cover         | 0.561    | 0.554  | 0.550 | 0.917    |
| Spam Base            | 0.440    | 0.550  | 0.685 | 0.872    |
| Mfeat Karhunen       | 0.274    | 0.933  | 0.899 | 0.927    |

Table III: Comparative g-mean results (mean and standard deviation for 30 independent runs) for the different candidate selection strategies (refer to Section IV for details) of our approach MixBoost.

MixBoost results in a mean standard deviation (over all 20 datasets). SWIM achieves best performance on only one while ALT achieves superior performance on 2 datasets. For each dataset, ALT reports the best performance amongst all algorithms other than SWIM and MixBoost which are stated in III-D. In MixBoost, the best results of the R-Selection and EW-Selection strategies are reported on each dataset. Table III compares the performance of the different selection strategies used in MixBoost. The relative performance of EW-Selection and R-Selection strategies for MixBoost indicates that leveraging an entropy prior during the candidate selection leads to the creation of more useful synthetic hybrid candidates than selecting instances at random, in several cases. Interestingly, both R-Selection and EW-Selection strategies independently outperform existing methods on 17 out of 20 datasets.

Table IV reports comparative results with the ROC-AUC metric. For ease of analysis, we restrict the comparison to SWIM since it is the strongest baseline which consistently outperforms other techniques and is also the most recent state-of-the-art. The results highlight that MixBoost outperforms SWIM on the ROC-AUC metric as well by achieving superior performance on 20 out of 20 datasets.

To study the sensitivity of MixBoost, we analyse and compare standard deviation for different combinations of MixBoost along with SWIM in Tables III and IV. The results show that

| Dataset              | SWIM     | MixBoost  |
|----------------------|----------|-----------|
| Abalone 9-18         | 0.790 ± 0.08 | 0.820 ± 0.06 |
| Diabetes             | 0.778 ± 0.03 | 0.800 ± 0.02 |
| Wisconsin            | 0.899 ± 0.08 | 0.972 ± 0.01 |
| Wine Q. Red 4        | 0.950 ± 0.03 | 0.971 ± 0.03 |
| Wine Q. White 3v7    | 0.640 ± 0.09 | 0.783 ± 0.05 |
| Vowel 10             | 0.895 ± 0.05 | 0.958 ± 0.03 |
| Pima Indians         | 0.778 ± 0.03 | 0.800 ± 0.02 |
| Vehicle 0            | 0.628 ± 0.04 | 0.896 ± 0.07 |
| Vehicle 1            | 0.592 ± 0.06 | 0.750 ± 0.02 |
| Vehicle 2            | 0.824 ± 0.03 | 0.921 ± 0.03 |
| Vehicle 3            | 0.585 ± 0.05 | 0.664 ± 0.03 |
| Ring Norm            | 0.704 ± 0.24 | 0.892 ± 0.08 |
| Waveform             | 0.828 ± 0.02 | 0.869 ± 0.02 |
| PC4                  | 0.686 ± 0.09 | 0.794 ± 0.03 |
| PieChart             | 0.661 ± 0.06 | 0.743 ± 0.08 |
| Pizza Cutter         | 0.662 ± 0.08 | 0.735 ± 0.04 |
| Ada Agnostic         | 0.671 ± 0.05 | 0.798 ± 0.02 |
| Forest Cover         | 0.881 ± 0.07 | 0.970 ± 0.02 |
| Spam Base            | 0.769 ± 0.12 | 0.835 ± 0.07 |
| Mfeat Karhunen       | 0.980 ± 0.01 | 0.992 ± 0.00 |

Table IV: ROC-AUC scores (mean and standard deviation) for EW-Selection strategy of MixBoost and SWIM. The best score for each dataset is highlighted in bold.
datasets) of 0.047 which is comparable with 0.044 by SWIM. In the next section, we also probe the statistical significance of our observed results, with respect to the strongest baseline (SWIM), across varying levels of class imbalance.

B. Statistical Significance

We use the Bayesian signed test [3] to evaluate the results presented in the previous section. The Bayesian signed test is used to compare two classification methods over several datasets. We use the test to compare MixBoost to SWIM over all 20 datasets. We compare the methods for training datasets down-sampled to 4, 7, and 10 minority class instances. Using the Bayesian method enables us to ask questions about posterior probabilities, that we cannot answer using null hypothesis tests [18].

Concretely, we wish to ascertain, based on the experiments, what is the probability that MixBoost is better than SWIM for data augmentation. We repeat the setup described in [18], where, based on the assumption of the Dirichlet process, the posterior probability for the Bayesian signed test is calculated as a mixture of Dirac deltas centered on the observation.

Figure 5 shows the posterior plots of the Bayesian signed test for the three down-sampled datasets. The posteriors are calculated with the prior parameter of the Dirichlet as $s = 0.5$ and $z_0 = 0$ as suggested by [18]. The posterior plots report the samples from the posterior (blue cloud of points), the simplex (the large triangle), and three regions. The three regions of the triangle denote the following. (1) The region in the bottom left of the triangle indicates the case where it is more probable that SWIM is better than MixBoost. (2) The region in the bottom right of the triangle indicates the opposite, i.e., when it is more probable that MixBoost is better than SWIM. (3) The region at the top of the triangle indicates that it is likely that neither method is better. The closer the points are to the sides of the triangle, the larger is the statistical difference between methods. Figure 5 shows that the probability that MixBoost is better than SWIM for data augmentation is high for all three down-sampled training datasets. For all three plots, the point cloud is concentrated in the bottom right triangle, indicating that MixBoost is statistically significantly better than SWIM.

V. ABLATION STUDIES

In this section, we evaluate the specific impact of different components of MixBoost and measure the sensitivity of our framework to hyper-parameters.

To balance the consistency of results and ease of analysis and presentation, we restrict our discussion to five datasets, namely Pima Indians, Waveform, PC4, Piechart and Forest Cover. These datasets are selected to ensure maximum diversity in feature dimensionality (ranging from 8 features for Pima Indians to 54 for Forest Cover) and the extent of class imbalance (ranging from 1:125 for Pima Indians to 1:743 for Forest Cover).

For each study (unless otherwise specified), we augment the training dataset with $n$ synthetic hybrid instances, where $n$ is the number of instances in the training dataset. As in main experiments, these synthetic hybrid instances are generated equally over five MixBoost iterations ($0.2n$ instances in each iteration). For the scope of this analysis, we use the EW-Selection technique in MixBoost and sample the interpolation ratio $\lambda$ from a Beta$(0.5,0.5)$ distribution.

A. Impact of sampling instances over multiple iterations

In this experiment, we evaluate the importance of generating synthetic hybrid instances over multiple iterations. We define a variant of MixBoost, called MixBoost-1-Iteration (denoted by MixBoost-1-Iter), where all the $n$ synthetic instances are generated in a single iteration. This single-step generation is in contrast to MixBoost used previously, where the $n$ instances are generated over five iterations, $0.2n$ at each iteration.

We augment the training dataset with the generated instances and train the binary classifier on the augmented dataset. Table V shows the results. We observe that the sampling instances multiple (five) iterations in MixBoost outperforms the single-step variant on each datasets. This result corroborates the importance of the iterative characteristic (Boost step) of MixBoost.

| Dataset          | MixBoost-1-Iter | MixBoost |
|------------------|-----------------|----------|
| Pima Indians     | $0.491 \pm 0.02$| $0.597 \pm 0.04$ |
| Waveform         | $0.843 \pm 0.04$| $0.844 \pm 0.05$ |
| PC4              | $0.613 \pm 0.08$| $0.737 \pm 0.04$ |
| Piechart         | $0.721 \pm 0.02$| $0.741 \pm 0.07$ |
| Forest Cover     | $0.910 \pm 0.00$| $0.917 \pm 0.02$ |

TABLE V: g-mean scores for the single step (MixBoost-1-Iter) and the proposed MixBoost. For all selected datasets, the iterative variant of MixBoost outperforms the single step one.

B. Impact of choice of distributions for sampling $\lambda$

For sampling the interpolation ratio, $\lambda$, we experiment with Linear and Non-Linear Probability Density Functions (PDFs). Table VI shows the results. On all datasets, using a non-linear PDF ($\text{Beta}(\alpha, \alpha)$ with $\alpha = 0.5$) in the Mix step leads to better classifier performance.

| Dataset          | Uniform   | Beta    |
|------------------|-----------|---------|
| Pima Indians     | $0.389 \pm 0.08$| $0.597 \pm 0.04$ |
| Waveform         | $0.661 \pm 0.01$| $0.844 \pm 0.05$ |
| PC4              | $0.242 \pm 0.01$| $0.737 \pm 0.04$ |
| Piechart         | $0.312 \pm 0.07$| $0.741 \pm 0.07$ |
| Forest Cover     | $0.629 \pm 0.01$| $0.917 \pm 0.02$ |

TABLE VI: g-mean scores when we sample $\lambda$ from different distributions. For all datasets, sampling $\lambda$ from the Beta$(0.5,0.5)$ distribution leads to the best performance.

C. Impact of generating hybrid-instances

Existing approaches augment training datasets by oversampling the minority class instances. MixBoost generates synthetic hybrid instances that have elements of both the minority and majority class. Concretely, in the Mix step,
we generate instances where the target class vector is in-between the majority class vector $[1, 0]$ and the minority class vector $[0, 1]$. Alternatively, in the $Mix$ step, we could have generated synthetic instances where the target class vector corresponded to either the majority or the minority class. To evaluate these alternatives, we create a variant of $MixBoost$ in which we assign either the majority class vector (when $\lambda > 0.5$) or the minority class vector (when $\lambda <= 0.5$) to the generated instance. We label this variant $MixBoost$-$OneHot$. Table VII shows the results comparing $MixBoost$ to $MixBoost$-$OneHot$. We observe that generating hybrid instances with in-between target class labels (from $MixBoost$) outperforms generating instances with either a majority or a minority class label (from $MixBoost$-$OneHot$). We posit that training with hybrid instances that are not explicitly attributed to either class enables the learning of more robust decision boundaries by helping regulate the confidence of the classifier away from the training distribution.

### D. Impact of decreasing number of minority class instances

Since $MixBoost$ uses an intelligent selection technique for generating synthetic hybrid instances, we want to study whether it outperforms existing approaches with a fewer number of minority class training instances. We generate variations of the training dataset with 2 and 3 minority class instances. We then run $MixBoost$ on these variations and train a classifier on the augmented dataset. Table VIII shows the results. $MixBoost$ achieves better results than SWIM while using a fewer number of minority class training examples. For instance, for the Waveform and Pima Indians dataset, $MixBoost$ outperforms SWIM using half the number of minority class instances (2 vs. 4).

### E. Impact of number of generated synthetic hybrid-instances

$MixBoost$ generates synthetic instances iteratively. For each iteration, the classifier is retrained using all instances generated up to this iteration. We expect that the marginal gain of generating instances should decrease as more instances are generated. Figure 6 validates our expectation. We see that the performance of the classifier plateaus as $MixBoost$ adds more synthetic instances to the training dataset. This plateau in performance is important for the practical deployment of $MixBoost$.

#### Table VII: g-mean scores comparing $MixBoost$ to a variant where we generate non-hybrid instances ($MixBoost$-$OneHot$) in the $Mix$ step. For all considered datasets, generating hybrid instances improves the performance of the binary classifier.

| Dataset       | $MixBoost$-$OneHot$ | $MixBoost$ |
|---------------|---------------------|------------|
| Pima Indians  | 0.458 ± 0.03        | 0.597 ± 0.04 |
| Waveform      | 0.831 ± 0.01        | 0.844 ± 0.05 |
| PC4           | 0.698 ± 0.07        | 0.737 ± 0.04 |
| Piechart      | 0.566 ± 0.06        | 0.741 ± 0.07 |
| Forest Cover  | 0.898 ± 0.02        | 0.917 ± 0.02 |

Fig. 6: Variation in g-mean scores (averaged over 30 runs) for $MixBoost$ as we increase the number of generated synthetic hybrid instances. $n$ represents the total number of training instances in the original dataset. The different color lines indicate different datasets. The gain of generating an additional 0.5$n$ synthetic instances is initially high and then falls gradually as the number of generated instances increases.
MixBoost mixes an instance of the minority class with an instance of the majority class to create a synthetic hybrid instance. We expect the quality of the generated synthetic instances to improve as we increase the number of minority class instances in the training dataset. The quality of generated instances is measured by classifier performance. Figure 7 shows that the classifier performance improves as we increase the number of minority class instances in the training data.

![Figure 7: Variation in g-mean scores (averaged over 30 runs) for different number of minority class instances using MixBoost.](image)

For each dataset, the classifier performance increases with an increase in the number of minority class instances.

### F. Impact of number of minority class instances

MixBoost mixes an instance of the minority class with an instance of the majority class to create a synthetic hybrid instance. The technique to outperform previous methods across several benchmark datasets at extreme levels of class imbalance. However, since SMOTE generates synthetic instances using only minority class instances, the generated instances lie within the convex hull of the minority class distribution. Further, because it does not use majority class instances, SMOTE can increase the overlap between classes. Therefore, if the classes are extremely imbalanced, then SMOTE can degrade classifier performance. Extensions of SMOTE [9] add a post-processing step that tries to remove generated instances that might degrade the performance of the classifier. These methods incorporate the majority class distribution into the post-processing step of the data augmentation process. For instance, Adaptive Synthetic Oversampling (ADASYN) [14], borderline SMOTE [12], and Majority Weighted Minority Oversampling [13] use majority class instances present in the neighborhood of generated instances for post-processing. However, these methods use only the minority class distribution when generating synthetic instances. Therefore, if the number of minority class instances is very small, then the quality of generated instances and subsequently, the performance of the classifier is degraded. [11] create a variant of SMOTE by using the Mahalanobis distance (instead of Euclidean distance) for generating synthetic instances. However, as with SMOTE, they generate instances using only minority class data. SWIM [18] uses information from the majority class to generate synthetic instances and the authors show the technique to outperforms previous methods across several benchmark datasets at extreme levels of class imbalance.

### VI. Related Work

There are broadly two categories of approaches for dealing with classification problems on imbalanced datasets. First, sampling-based approaches and second, cost-based approaches [8], [22]. In this paper, we focus on sampling-based approaches. The most straightforward re-sampling strategies are Random under Sampling (RUS), and Random over Sampling (ROS). They balance the class distribution by either randomly deleting instances of the majority class (RUS) or randomly duplicating instances of the minority class (ROS). However, deleting instances from the training dataset can lead to a loss of information. Further, duplicating instances of the minority class does not add any new information.

SMOTE (Synthetic Minority Oversampling Technique) [5] alleviates these shortcomings. SMOTE balances the class distribution by generating synthetic data instances. SMOTE generates a synthetic instance by interpolating the k-nearest neighbors of a minority class instance in the training data. SMOTE has proved useful in a variety of contexts [5], [6], [12]. However, since SMOTE generates synthetic instances using only minority class instances, the generated instances lie within the convex hull of the minority class distribution. Further, because it does not use majority class instances, SMOTE can increase the overlap between classes. Therefore, if the classes are extremely imbalanced, then SMOTE can degrade classifier performance. Extensions of SMOTE [9] add a post-processing step that tries to remove generated instances that might degrade the performance of the classifier. These methods incorporate the majority class distribution into the post-processing step of the data augmentation process. For instance, Adaptive Synthetic Oversampling (ADASYN) [14], borderline SMOTE [12], and Majority Weighted Minority Oversampling [13] use majority class instances present in the neighborhood of generated instances for post-processing. However, these methods use only the minority class distribution when generating synthetic instances. Therefore, if the number of minority class instances is very small, then the quality of generated instances and subsequently, the performance of the classifier is degraded. [11] create a variant of SMOTE by using the Mahalanobis distance (instead of Euclidean distance) for generating synthetic instances. However, as with SMOTE, they generate instances using only minority class data. SWIM [18] uses information from the majority class to generate synthetic instances and the authors show the technique to outperforms previous methods across several benchmark datasets at extreme levels of class imbalance.

[20] approach the problem of generating synthetic instances from a different direction. They use a Generative Adversarial Network (GAN) trained on minority class data to generate synthetic training instances. However, their method is unable to consistently outperform existing state-of-the-art methods([20], see results). Further, training a GAN for each dataset requires significant compute and hyper-parameter tuning. For these reasons, we have not compared MixBoost to their method.

### VII. Conclusion

In the present work, we tackle the problem of binary classification on extremely imbalanced datasets. To this end,
we propose MixBoost, a technique for synthetic iterative oversampling. MixBoost intelligently selects and then combines instances from the majority and minority classes to generate synthetic hybrid instances. We show that MixBoost outperforms existing methods on several benchmark datasets. We also evaluate the impact of the different components of MixBoost using ablation studies. As directions of future study, we wish to focus on evaluating MixBoost for multi-class classification and adapt the idea of iterative sampling and generation through interleaved Mix and Boost steps for regression tasks.
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