Audio Compression using Graph-based Transform
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Abstract—Graph-based Transform is one of the recent transform coding methods which has been used in some state-of-arts for data decorrelation. In this paper, we propose a Graph-based Transform (GT) for audio compression. In this method we introduce a proper graph structure for audio. Then audio frames are projected onto an orthogonal matrix consisting of eigenvectors of the introduced graph matrix, leading to sparse coefficients. The results show that the proposed method can decorrelate audio signal better than other transform methods like Discrete Cosine Transform (DCT) and Walsh-Hadamard Transform (WHT).
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I. INTRODUCTION

Audio compression is an ongoing project in the audio engineering community which allows the efficient storage and transmission of audio data. Lossy audio compression is used in a wide range of applications, such as digital audio streams on the Internet, and terrestrial radio broadcasts.

The compression performance is typically measured by the complexity level of the algorithm, the quality of the compressed audio, as well as the amount of which the audio data is compressed [1].

There is a plethora of lossless and lossy compression techniques within this context, most of which are standardized and specifically coined in the commercial digital audio community. MPEG/audio compression is one part of a larger MPEG standard which integrates audio, video and synchronization of them to an aggregate bit rate of 1.5 Mbits/sec.

Lossy compression methods convert the temporal sampled audio waveform into a transform domain (normally the spectral domain) in order to de-correlate the frequency components and allocate bits to them according to their audibility level. MPEG/audio, as one of the most prevalently used compression techniques, incorporates the Modified Discrete Cosine Transform (MDCT) [2] for a lossless sub-band transformation, and bit allocation.

Recently, the Graph-based Transform (GT) has grabbed the attention of researchers in image and video coding context [3-5], in which the Discrete Cosine Transform (DCT) [6] is replaced by an edge-adaptive transform for an efficient depth map coding. Due to the piecewise smooth nature of the video signals, for coding applications, adaptive selecting the transform or sparsifying basis and then signaling the selected transform to the decoder often achieves better performance than using an a priori known sparsifying basis (e.g. DCT) at the decoder. It has been shown that for piecewise smooth signals, where sharp edges exist between smooth regions, edge-adaptive transforms introduce sparser representation, hence better compression rates could be achieved.

Alongside the before-mentioned vision, here we introduce a Graph-based algorithm which is developed for exploring the correlation of the signals with first-order Markov structure (e.g. audio signals).

The novelty of this paper explicitly consists of leveraging the GT for audio compression and introducing a proper graph structure for audio signals.

In [5], the GT was used to compress human motion capture data and showed that GT performed better than DCT compression. Adaptive graph-based transforms (EA-GBT) are used to video coding. It is also concluded in [4] that the DCT acts poorly in the face of some data, such as human motion in video, and is not able to de-correlate properly.

The rest of this paper is organized as follows: Section II introduces GT and its background. Section III introduces the appropriate graph structure and how to compress audio using GT. In Section IV, the test results of the proposed method are presented on two speech and music data sets, and finally, a conclusion is made in Section V.

II. GRAPH-BASED TRANSFORMATION

Given a block of an audio signal with a frame size of \(N\) samples, we can create a graph \(G=\{V,E,s\}\) where \(V\) and \(E\) are the vertices and edges of the graph, and \(s\) is an audio signal for which the graph matrix is defined as \(K\in \mathbb{R}^{N\times K}\). For this graph, the adjacency matrix \(W\) elements are obtained as

\[
W_{ij} = \begin{cases} w_{ij}, & \text{if } (i,j) \in E \\ 0, & \text{otherwise} \end{cases} (1)
\]

where \(w_{ij}\) is the weight of the edge between \(i\) and \(j\) in the graph. The degree matrix \(D\in \mathbb{R}^{N\times N}\) is a diagonal matrix, for which the elements are defined as follows.

\[
D_{ij} = \begin{cases} \sum_{i} w_{ij}, & \text{if } i = j \\ 0, & \text{otherwise} \end{cases} (2)
\]

Then, the Graph-Laplacian Matrix \(K\) would be defined as,

\[
K = D - W (3)
\]

where the operator \(K\) is also known as Kirchoff operator, as a tribute to Gustav Kirchoff for this studies and achievements on electrical networks. Kirchoff referred to the (weighted) adjacency matrix \(W\) as the conductance matrix.

The matrix \(K\) would be a real symmetric one, and based upon the spectral theory, the eigenvalue decomposition (EVD) of this matrix would lead to a set of real non-negative eigenvalues, denoted by \(\Lambda = \{\lambda_1, \ldots, \lambda_N\}\), and a set of corresponding independent (hence, orthogonal) eigenvectors denoted by \(V = \{v_1, \ldots, v_N\}\), derived as,
\[ K = VAV^T \]  

(4)

We can then use these orthogonal eigenvectors to decorrelate the signal defined on the graph, i.e.,

\[ c = V^T s \]

(5)

where \( c \in \mathbb{R}^{N \times 1} \) is the approximate sparse transform coefficient matrix. For more information, please see [7] and [8].

III. GT-BASED AUDIO COMPRESSION

To apply the GT on the input audio signal, we have introduced two graph structures, as in Figure 1 and Figure 2. Considering the fact that near samples of an audio signal would be highly correlated, we assume any sample in a frame as one node in the graph that interconnects with its neighborhood samples through the edges. For simplicity, the explained structure is revealed in Figure 1 for an example of a frame with 8 samples length.

![Figure 1. Graph structure I](image1)

![Figure 2. Graph structure II](image2)

The adjacency matrices could be defined as follows:

\[
W_1 = \begin{bmatrix}
0 & 1 & 0.1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0.1 & 0 & 0 & 0 & 0 \\
0.1 & 1 & 0 & 1 & 0.1 & 0 & 0 & 0 \\
0 & 0.1 & 1 & 0.1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.1 & 1 & 0 & 0.1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

\[
W_2 = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

We have used the first structure for GT-I and the second one for GT-II method. As shown in Figure 1, weights of edges between a sample and its first neighbor is larger than weight of second neighbor. Figure 3 shows an example result of using GT-I on a speech frame with 512 samples.

![Figure 3. An example of GT](image3)

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

We have tested the GT-I and GT-II methods on weather speech dataset of Carnegie Mellon University's speech group\(^1\) and 10 music in different genres. We compared results with DCT-I [6], DCT-II [9], DCT-III [10], DCT-IV [11] and Fast Walsh-Hadamard Transform (FWHT) [14] based on Peak Signal to Noise Ratio (PSNR) value, Energy Retained Percentage (ERP), Short-Time Objective Intelligibility (STOI) [12] and Perceptual Evaluation of Speech Quality (PESQ) [13]. We have considered several frame size and several compression ratio (CR). The results shown in Table 1 to Table 6.

In Table 1, the results of transforming with different conditions are displayed on 40 speech signals with bitrate of 256. In the GT-I, the weight of the edge between each sample and its first neighbor is equal to 1 and for the edge between each sample with its second neighbor is 0.1. There are no edges between the other samples. For GT-II, each sample has its edge with its first neighbor and the weight value is 1. As you can see, DCT-II's results with GT-II are exactly equal. Because the GT-I's matrix is very similar to the DCT-II basis matrix. This result is also seen in other evaluations in Tables 2, 3 and 4. In some cases, the GT-I has shown better results, and it shows that it is capable of better results from DCT types. In all tables, FWHT is not a good way to compress audio.

In Table 2, the average retained energy percentage is displayed for 40 speech signals. The results show that GT have the highest energy after compression compared to other methods.

Table 3 shows the average results of the PSNR value, by executing different methods on 10 music signals from different genres. In this table, the superiority of the GT-I is well seen. It should be noted that since samples in the musical signals are more similar to their neighbors, we assume that the adjacency weights for each sample with the first neighbor,

---

\(^1\) Available at [http://festvox.org/dbs/dbs_weather.html](http://festvox.org/dbs/dbs_weather.html)
results are achieved with 512 samples per frame. This frame size also has a shorter execution time than others. Because it requires less conversion and inversion operation.

By comparing the results in different frame sizes, the best results are achieved with 512 samples per frame. This frame size also has a shorter execution time than others. Because it requires less conversion and inversion operation.

Table 5 shows the mean values of STOI for the 40 speech signals. Also Table 6 shows the mean values of PESQ for these signals. Results show again the GT method has better performance against other methods.
Experimental results show that our method has achieved better performance than other Transform-based methods like DCT and FWHT. Results also show that GT algorithm for music signals has better performance than for speech signals. In this paper we have introduced a static structure for graphs but with a dynamic structure, performance of GT would be better. In future researches we will test dynamic graph structures for better audio compression.

V. CONCLUSION

We proposed two graph structures for audio signals in order to obtain a Graph-base Transform basis matrix. Then we used GT basis matrix for data de-correlation and audio compression. Experimental results show that our method has better performance than other Transform-based methods like DCT and FWHT.
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