Non-Markovianity and coherence of a moving qubit inside a leaky cavity
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Abstract

Non-Markovian features of a system evolution, stemming from memory effects, may be utilized to transfer, storage, and revive basic quantum properties of the system states. It is well known that an atom qubit undergoes non-Markovian dynamics in high quality cavities. We here consider the qubit-cavity interaction in the case when the qubit is in motion inside a leaky cavity. We show that, owing to the inhibition of the decay rate, the coherence of the traveling qubit remains closer to its initial value as time goes by compared to that of a qubit at rest. We also demonstrate that quantum coherence is preserved more efficiently for larger qubit velocities. This is true independently of the evolution being Markovian or non-Markovian, albeit the latter condition is more effective at a given value of velocity. We however find that the degree of non-Markovianity is eventually weakened as the qubit velocity increases, despite a better coherence maintenance.
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I. INTRODUCTION

An open quantum system is one in which there is some interaction between the system of interest and its surrounding environment. Generally, the dynamics of open systems is classified into two prime categories: Markovian (memoryless) and non-Markovian (memory-keeping) regime [1, 2]. Markovian regime is indicative of the dynamics in which the past states of the quantum system are irrelevant for what would happen in the future, as paradigmatically evidenced by the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) equation [3, 4]. Such a feature leads to an irreversible flow of the information from the system to the environment, that explains why the initial coherence of a single qubit system exponentially decays in Markovian regime [1, 2]. In contrast, non-Markovian regime indicates that the past history of the system does affect the present one [2, 5–7]. Owing to this nature, information or energy flows back from the environment to the quantum system of interest [8–16]. An example of this behavior is reabsorption of emitted photons by an atom in a high quality cavity or in a photonic band gap (PBG) medium [10, 17–28]. Non-Markovian dynamics is also capable to enable information backflows from the environment to the system when the environment is classical [13, 14, 29–43]. Due to the importance of understanding and characterizing non-Markovian quantum evolution, in the recent years great efforts have been devoted to introduce measures to quantify the non-Markovianity of open quantum systems [5, 44–53].

One of the first important consequences of memory effects in non-Markovian regime is that some characteristics of the system, such as quantum coherence and entanglement, partially revive during the time evolution [2, 5, 8, 24, 54–57]. These revivals, albeit prolonging the utilization time of the quantum resources, however eventually decay. Nonetheless, it is well known that implementation of quantum computers requires qubits with long-lived coherence. This aim has led to substantial amount of literature attempting to find strategies in order to controlling and protecting coherence and quantum correlations in systems of qubits under different environmental conditions [18, 31, 56, 58–88].

Within this context, some studies have been recently performed which consider moving atoms interacting with the electromagnetic radiation, in both uniform and accelerated motion [89–94], including the case of relativistic velocities simulated by circuit QED setups [90, 91]. In particular, it has been shown [94] that separated qubits, each in a uniform non-relativistic motion inside a leaky cavity, exhibit the property to preserve their initial entanglement longer than the case of
qubits at rest. This result motivates the study of the basic case of a single moving qubit inside a cavity in order to characterize the underlying dynamical mechanisms of such a system. In this paper we address this issue by analyzing in particular the effect of the motion of the qubit on the degree of non-Markovianity and on the dynamics of its coherence. The qubit interacts with the cavity modes during motion. We discuss how one can manipulate non-Markovianity and protect initial coherence of the system by adjusting the velocity of the qubit.

The paper is organized as follows. In Sec. 2, we give a Hamiltonian description of the dynamics of the considered system and we also determine a state evolution referring to this Hamiltonian. Coherence quantifier of the system is introduced in Sec. 3. In Sec. 4, we briefly discuss about the measure that is going to be utilized to quantify non-Markovianity of the system. In Sec. 5, we present the results of our numerical simulations illustrating the excellent performance of qubit motion in protecting coherence and manipulating non-Markovianity of the system. Finally, Sec. 6 concludes this paper.

II. MODEL AND STATE VECTOR EVOLUTION

![Diagram of a single qubit moving inside a cavity](image)

FIG. 1. Schematic illustration of a setup where a single qubit is moving inside a cavity. The qubit is a two-level atom with transition frequency $\omega_0$ traveling with constant velocity $v$.

We consider a system composed of an atom qubit and a structured environment made of two perfect reflecting mirrors at the positions $z = -L$ and $z = l$ with a partially reflecting mirror in $z = 0$. This creates a sort of two consecutive cavities ($-L, 0$) and $(0, l)$ as shown in Fig. 1. Any classical electromagnetic field in the system ($-L, l$) may be expanded in terms of the exact monochromatic modes $U_k(z)$ at frequency $\omega_k = ck$.
\[ E(z, t) = \sum_k E_k(t) U_k(z) + \text{c.c.}, \quad (1) \]

where \( E_k(t) \) is the amplitude in the \( k \)-th mode. We assume that the electromagnetic field inside the cavity is polarized along the \( \hat{x} \)-direction. In order to satisfy the boundary conditions at the mirrors, the mode functions \( U_k(z) \) must be

\[ U_k(z) = \begin{cases} 
\xi_k \sin k(z + L), & z < 0 \\
M_k \sin k(z - l), & z > 0
\end{cases}, \quad (2) \]

Here \( \xi_k \) takes the values 1, -1 going from each mode to the subsequent one while \( M_k \) for a good cavity has the expression \[94, 97]\n
\[ M_k = \left( \frac{c\lambda^2/l}{\omega_k - \omega_n} \right)^{1/2}, \quad (3) \]

where \( \omega_n = n\pi c/l \ (n >> 1) \) are the frequencies of the quasi modes and \( \lambda \) is the damping of the \((0, l)\) cavity. In fact, \( \lambda \) quantifies photons leakage through cavity mirrors and indicates the spectral width of the coupling: the larger the quality factor \( Q \) of the cavity, the smaller the spectral width \( \lambda \).

The qubit (two-level atom) is taken to interact only with the second cavity \((0, l)\) and it moves along the \( z \)-axis with constant velocity \( v \) (see Fig. 1). This condition can be thought to be fulfilled by Stark shifting (for instance, by turning on a suitable external electric field) the atom frequency far out of resonance from the cavity modes until \( z = 0 \) and then turning off the Stark shift \[94, 98\]. During the translational motion, the qubit interacts with the cavity modes.

Under the dipole and rotating-wave approximation, the Hamiltonian of the system reads as (hereafter we take \( \hbar \equiv 1 \))

\[ \hat{H} = \omega_0 |a\rangle\langle a| + \sum_k \omega_k a_k^\dagger a_k + \sum_k f_k(z) [g_k |a\rangle\langle b| a_k + g_k^* |b\rangle\langle a| a_k^\dagger] \quad (4) \]

where \( |a\rangle \ (|b\rangle) \) and \( \omega_0 \) are the excited (ground) state and the transition frequency of the qubit. \( a_k^\dagger \ (a_k) \) is the creation (annihilation) operator for the \( k \)-th cavity mode with frequency \( \omega_k \) and \( g_k = -d(\omega_k/h\varepsilon_0 A l)^{1/2} \) denotes the coupling constant between the qubit and the cavity modes. Notice that \( d \) is the magnitude of electric-dipole moment of the atom qubit and \( A \) is the surface area of the cavity mirrors.

The parameter \( f_k(z) \) describes the shape function of qubit motion along the \( z \)-axis, and it is given by \[94, 97\n
\[ f_k(z) = f_k(vt) = \sin[k(z - l)] = \sin[\omega_k(\beta t - \tau)], \quad (5) \]
where $\beta = v/c$ and $\tau = l/c$. Note that the coupling function is not zero when $z = 0$, while it is zero when $z = l$ (perfect boundary).

As we mentioned in our previous work [94], the translational motion of an atom can be treated classically ($z = vt$) if the de Broglie wavelength $\lambda_B$ of the atom is much smaller than the wavelength $\lambda_0$ of the resonant transition ($\lambda_B/\lambda_0 << 1$) [94, 99]. On the other hand, the relative smallness of photon momentum ($\hbar \omega_0/c$) compared to atomic momentum ($mv$) allows one to neglect the atomic recoil resulting from the interaction with the electric field [100]. In order to fulfill these conditions, the velocity of the $^{85}$Rb Rydberg microwave qubit ($\omega_0 = 51.1$ GHz and $\gamma = 33.3$ Hz) [98, 101] and an optical qubit ($\omega_0 \approx 500$ THz and $\gamma \approx 10^8$ Hz) are required to be $v >> 10^{-7}$ m/s and $v >> 10^{-3}$ m/s, respectively. In our following analysis, we shall take into account values of the parameter $\beta$ written as $\beta = (x) \times 10^{-9}$ that, for the $^{85}$Rb Rydberg microwave qubit, are equivalent to $v \approx 0.3(x)$ m/s.

We assume the overall system is initially in a product state with the qubit in a coherent superposition of its basis states $\alpha|a\rangle + \beta|b\rangle$, with $|\alpha|^2 + |\beta|^2 = 1$, and the cavity modes in the vacuum state $|0\rangle$, that is

$$|\Psi(0)\rangle = \{\alpha|a\rangle + \beta|b\rangle\}|0\rangle.$$  \hspace{1cm} (6)

Hence, at any later time $t$, the overall quantum state can be written as

$$|\Psi(t)\rangle = \alpha A(t)|a\rangle|0\rangle + \beta|b\rangle|0\rangle + \sum_k B_k(t)|b\rangle|1_k\rangle,$$ \hspace{1cm} (7)

where $|1_k\rangle$ represents the cavity field state containing one photon in the $k$-th mode. From the Schrödinger equation, one then obtains the differential equations of the probability amplitudes $A(t)$ and $B_k(t)$ as

$$i \dot{A}(t) = \omega_0 A(t) + \sum_k g_k M_k f_k(vt) B_k(t),$$ \hspace{1cm} (8)

$$i \dot{B}_k(t) = \omega_k B_k(t) + g^*_k M_k f_k(vt) A(t).$$ \hspace{1cm} (9)

Solving Eq. [8] formally and substituting the solution into Eq. [8] one obtains

$$\dot{A}(t) + i \omega_0 A(t) = - \int_0^t dt' A(t') \sum_k |g_k|^2 M_k^2 f_k(vt') f_k(vt') e^{-i \omega_k (t-t')},$$ \hspace{1cm} (10)

By redefining the probability amplitude as $A(t') = \tilde{A}(t') e^{-i \omega_0 t'}$, we can rewrite Eq. [10] as

$$\dot{A}(t) + \int_0^t dt' F(t,t') \tilde{A}(t') = 0.$$ \hspace{1cm} (11)
where the kernel $F(t, t')$, which is the correlation function including the memory effect, has the following form

$$F(t, t') = \sum_k |g_k|^2 M_k^2 f_k(\tau t) f_k(\tau t') e^{-i(\omega_k - \omega_0)(t-t')}.$$  \hfill (12)

This function in the continuum limit becomes

$$F(t, t') = \int_0^\infty J(\omega_k) \sin[\omega_k(\beta t - \tau)] \sin[\omega_k(\beta t' - \tau)] e^{-i(\omega_k - \omega_0)(t-t')} d\omega_k,$$  \hfill (13)

with $J(\omega_k)$ as the spectral density of an electromagnetic field inside the cavity. Assuming that the employed cavities are imperfect, $J(\omega_k)$ gets the following Lorentzian shape \[1\]

$$J(\omega_k) = \frac{\gamma \lambda^2}{2\pi [((\omega_0 - \omega_k - \Delta)^2 + \lambda^2]},$$  \hfill (14)

where $\Delta = \omega_0 - \omega_n$ is the detuning between $\omega_0$ and the center frequency of the cavity modes ($\omega_n$). $\gamma = (d^2 \omega_n / \hbar \varepsilon_0 A)$ is the decay rate of the qubit in the Markovian limit of flat spectrum when the qubit is at rest in a position in which $U_k(z)$ has a maximum. The relaxation time scale $\tau_q$ over which the state of the system changes is related to $\gamma$ by $\tau_q \approx \gamma^{-1}$. As noted above, the parameter $\lambda$ indicates the spectral width of the coupling and it is related to the cavity correlation time $\tau_c$ via $\tau_c = \lambda^{-1}$.

The explicit expression of the time-dependent coefficient $A(t)$ can be analytically obtained as reported in Ref. \[102\]. In the continuum limit ($\tau \to \infty$) and when $t > t'$, analytic solution of Eq. \[13\] gives rise to

$$F(t, t') = \frac{\gamma \lambda}{4} \cosh[\theta(t-t')] e^{-\lambda(t-t')}$$  \hfill (15)

where $\lambda = \lambda - i\Delta$ and $\theta = \beta(\lambda + i\omega_0)$. Inserting Eq. \[15\] into Eq. \[11\] and solving the resultant equation, using Bromwich integral formula, one has $\bar{A}(t)$ as

$$\bar{A}(t) = \frac{(q_1 + u_+)(q_1 + u_-)}{(q_1 - q_2)(q_1 - q_3)} e^{q_1 \gamma t} - \frac{(q_2 + u_+)(q_2 + u_-)}{(q_1 - q_2)(q_2 - q_3)} e^{q_2 \gamma t} + \frac{(q_3 + u_+)(q_3 + u_-)}{(q_1 - q_3)(q_2 - q_3)} e^{q_3 \gamma t},$$  \hfill (16)

where the quantities $q_i$ ($i = 1, 2, 3$) are the solutions of the cubic equation

$$q^3 + 2(y_1 - iy_3)q^2 + (u_+ u_- + y_1/4)q + y_1(y_1 - iy_3)/4 = 0,$$  \hfill (17)

with $y_1 = \lambda/\gamma$, $y_2 = \omega_0/\gamma$, $y_3 = \Delta/\gamma$ and $u_\pm = (1 \pm \beta)y_1 \pm i\beta y_2 - i(1 \pm \beta)y_3$.

The evolved density matrix of the qubit in the basis $\{|a\}, |b\}$ is

$$\rho(t) = \begin{pmatrix}
|\alpha|^2 |A(t)|^2 & \alpha \beta^* A(t) \\
\alpha^* \beta A^*(t) & 1 - |\alpha|^2 |A(t)|^2
\end{pmatrix}.$$  \hfill (18)
Taking the derivative of Eq. [18] with respect to time, we get

\[ \dot{\rho}(t) = -i \frac{\Omega(t)}{2} [\sigma_+\sigma_-, \rho(t)] + \frac{\Gamma(t)}{2} [2\sigma_-\rho(t)\sigma_+ - \sigma_+\sigma_-\rho(t) - \rho(t)\sigma_+\sigma_-] \]

(19)

where \( \Omega(t) = -2\text{Im} \left[ \frac{A(t)}{A(t)} \right] \) and \( \Gamma(t) = -2\text{Re} \left[ \frac{A(t)}{A(t)} \right] \). The quantity \( \Omega(t) \) plays the role of a time-dependent Lamb shift and \( \Gamma(t) \) can be interpreted as a time-dependent decay rate [1].

III. COHERENCE

Due to the role played by quantum coherence as a resource for quantum technologies, many proposals for its quantification has been advanced [103]. An intuitive quantification of quantum coherence is based on the off-diagonal elements of the desired quantum state, being these related to the basic property of quantum interference. Indeed, it has been recently shown [104] that the functional

\[ C(t) = \sum_{i,j(i \neq j)} |\rho_{ij}(t)| \]

(1)

where \( \rho_{ij}(t) \) (\( i \neq j \)) are the off-diagonal elements of the system density matrix, satisfies the physical requirements which make it a proper coherence measure. Assuming \( \alpha = \beta = 1/\sqrt{2} \), that gives a maximal initial coherence \( C(0) = 1 \), from Eq. (18) one immediately finds that the qubit coherence at time \( t \) is \( C(t) = |A(t)| \).

IV. NON-MARKOVIANITY

In order to quantify and discuss the non-Markovian behavior in our system, among the various quantifiers, we employ the BLP measure [44], based on the trace distance between two quantum states. For a given pair of initial states \( \rho_1(0) \) and \( \rho_2(0) \) of the system, the change of the dynamical trace distance is described by its time derivative

\[ \sigma[t, \rho_1(0), \rho_2(0)] = dD[\rho_1(t), \rho_2(t)]/dt, \]

(2)

where \( \rho_1(t), \rho_2(t) \) are the dynamical states corresponding to the initial states \( \rho_1(0), \rho_2(0) \) and the trace distance is defined as \( D[\rho_1(t), \rho_2(t)] = (1/2)\text{Tr} |\rho_1(t) - \rho_2(t)| \) with \( |X| = \sqrt{X^\dagger X} \) [105]. It is noteworthy that, in quantum information, the trace distance is related to the distinguishability between quantum states, while its time derivative (\( \sigma \)) means a flow of information between the system and its environment.
According to this measure, Markovian processes satisfy $\sigma \leq 0$ for all pairs of initial states $\rho_{1,2}(0)$ at any time $t$. Physically, this means that both the initial states will eventually lose all their initial information into the environmental degrees of freedom and become indistinguishable. However, if there exists a pair of initial states such that $\sigma > 0$ for some time intervals, then an information backflow appears from the environment to the system and the process is deemed non-Markovian. Based on these arguments, it is thus possible to define a measure of non-Markovianity as

$$N = \max_{\rho_{1,2}(0)} \int_{\sigma > 0} \sigma [t, \rho_{1}(0), \rho_{2}(0)] dt,$$

where the time integration is extended over all the time intervals in which $\sigma$ is positive, and the maximization is made over all possible pairs of initial states $\rho_{1}(0)$ and $\rho_{2}(0)$.

V. RESULTS AND DISCUSSION

In this section, we investigate the effect of qubit velocity on the degree of non-Markovianity and on the time evolution of quantum coherence under various conditions defined by specific values of system parameters.

We plot the degree of non-Markovianity as function of qubit velocity for $\lambda = 0.01\gamma$ and $\lambda = 0.1\gamma$ in Fig. 2. These values of the spectral bandwidth assures the memory effects of the cavity are prominent [24]. It is seen that non-Markovianity decreases, with some fluctuations, by increasing qubit velocity. Our calculations show that, for a given value of the cavity bandwidth $\lambda$, qubit
FIG. 3. Non-Markovianity as a function of $\lambda$ for $\beta = 0, 0.05 \times 10^{-9}, 0.1 \times 10^{-9}$. Other parameters are taken as in Fig. 2.

FIG. 4. Coherence $C(t)$ as a function of dimensionless scaled time $\gamma t$ for various velocities of the qubit: (a) $\beta = 0$ (solid blue line), $\beta = 0.05 \times 10^{-9}$ (dotted red line), $\beta = 0.1 \times 10^{-9}$ (dashed green line); (b) $\beta = 0.3 \times 10^{-9}$ (solid blue line), $\beta = 0.5 \times 10^{-9}$ (dotted red line) and $\beta = 1.0 \times 10^{-9}$ (dashed green line). Values of the other parameters are: $\alpha = \beta = 1/\sqrt{2}$, $\lambda = 0.01 \gamma$, $\Delta = 0$, $\omega_0 = 1.53$ GHz.

motion with high enough velocity could completely remove the quantum memory of the system evolution.

Now, let us analyze how the qubit velocity influences the range of spectral bandwidth of the cavity ($\lambda$) within which non-Markovian features of the system emerge. Along this route, we plot the degree of non-Markovianity versus $\lambda$ for different velocities of the qubit in Fig. 3. As can be seen, the qubit motion causes a backward shift of the range of values of $\lambda$ for which non-
FIG. 5. The decay rate $\Gamma(t)$ as a function of dimensionless scaled time $\gamma t$ for various velocities of the qubit: (a) $\beta = 0$; (b) $\beta = 0.05 \times 10^{-9}$; (c) $\beta = 0.1 \times 10^{-9}$; (d) $\beta = 1.0 \times 10^{-9}$. Other parameters are the same as those used in Fig. 4.

Markovianity is significant. Comparing Fig. 2 and Fig. 3, we can conclude that the qubit motion could remarkably disturb the backflow of information from environment to the qubit. The greater the velocity of the qubit, the smaller the values of $\lambda$ required in order to have a high degree of non-Markovianity.

In Fig. 4, we display how the coherence $C(t)$ evolves for various velocities of the qubit under the non-Markovian regime described in Fig. 2(a). It is seen that in the cases of stationary qubit ($\beta = 0$), the coherence appears to damp out or collapse and then after a short time, it starts to revive. At longer times, one can find a sequence of collapses and revivals. The amplitudes of the revivals decreases as time goes by. Nevertheless, the qubit coherence settles down and vanishes after some fluctuations in long-time. For slowly moving qubit (e.g., $\beta = 0.05 \times 10^{-9}$), the time behavior is similar to the case of stationary qubit with the difference that, during the collapse
process, the coherence does not vanish. However, interesting results can be obtained by increasing the velocity of the qubit. In despite of decreasing the oscillating nature (associated to the degree of non-Markovianity), the initial coherence is strongly protected against the noise.

To better understand the main physical mechanism behind the coherence preservation, we plot in Fig. 5 the decay rate of qubit ($\Gamma(t)/\gamma$) as a function of $\gamma t$ for the velocities of the qubit considered in Fig. 4. The panels of Fig. 5 show how the velocity may affect the decay rate of the qubit. As can be seen, the decay rate oscillates during the evolution, while its (pseudo)period monotonously decreases as qubit velocity increases. Interestingly, there are values of the qubit velocity which can significantly inhibit the decay rate. These plots evidence that the main reason for the efficient preservation of coherence observed above is just the inhibition of the decay rate.

In order to further stress the role of the qubit velocity in reducing the decay rate of the qubit evolution, we finally consider the Markovian regime for the system evolution, choosing a spectral bandwidth which satisfies the weak coupling and memoryless condition, for instance $\lambda = 3\gamma$ [24]. The plots displayed in Fig. 6 give evidence of the fact that increasing the velocity of the atom qubit leads to an enhancing of coherence preservation during the evolution, due to a corresponding decrease of the decay rate as shown in Fig. 7. However, comparing these plots with the previous ones obtained in the non-Markovian regime (see Fig. 4), it is readily seen that velocities much higher are required in the Markovian case than in the non-Markovian case for reaching a comparable level of preservation efficiency. In other words, for a given velocity of the qubit, quantum coherence is better preserved in the presence of non-Markovianity rather than under Markovian (memoryless) conditions.

VI. CONCLUSION

In this paper we have investigated how qubit motion, inside a leaky cavity, may influence both the quantum coherence initially possessed by an atom qubit and the degree of non-Markovianity of the system evolution. We have found that the motion of the qubit gives rise to a non-monotonic weakening of the non-Markovian features of the system, as identified by information backflows from the environment to the qubit. In particular, increasing the values of the velocity of the qubit, the degree of non-Markovianity eventually tends to decrease. This fact implies that, if one is interested in utilizing non-Markovianity as a resource (for instance, exploiting the oscillations of quantum coherence), the quality factor of the cavity must be improved (that is, very narrow
FIG. 6. Coherence $C(t)$ in the Markovian regime as a function of dimensionless scaled time $\gamma t$ for various velocities of the qubit: (a) $\beta = 0$ (solid blue line), $\beta = 0.5 \times 10^{-9}$ (dotted red line), $\beta = 1 \times 10^{-9}$ (dashed green line); (b) $\beta = 10 \times 10^{-9}$ (solid blue line), $\beta = 50 \times 10^{-9}$ (dotted red line) and $\beta = 100 \times 10^{-9}$ (dashed green line). Values of the other parameters are: $\lambda = 3\gamma$, $\alpha = \beta = 1/\sqrt{2}$, $\Delta = 0$, $\omega_0 = 1.53$ GHz.

FIG. 7. The decay rate $\Gamma(t)$ in the Markovian regime as a function of dimensionless scaled time $\gamma t$ corresponding to the same values of qubit velocities and parameters of Fig. 6. The plot is in logarithmic scale.

spectral bandwidth) whenever the velocity of the qubit is set to greater values.

On the other hand, we have shown that the motion of the qubit may act as a protector of qubit coherence. In fact, the coherence evolves remaining closer to its initial value when the qubit velocity is increased, independently of the evolution being Markovian or non-Markovian. The non-Markovian regime however results more effective than the Markovian one in protecting coherence at a given velocity. We have provided values of the system parameters, namely cavity
spectral bandwidth and qubit velocity, which permit a very efficient preservation of quantum coherence. Therefore, for those tasks where quantum coherence constitutes the main resource, our system suggests that the motion of a qubit may enrich the performance during the evolution thanks to a well-preserved coherence. We have clarified that the relevant physical mechanism behind this effective protection of the coherence of the qubit is the inhibition of the decay rate caused by suitable values of the qubit velocity. We mention that the model here studied may be also implemented by circuit quantum electrodynamics (cQED) technologies, which are the superconducting analog of the standard cavity-QED setups. Indeed, recent systems of cQED can produce a qubit-cavity coupling strength depending on the qubit position according to a sinusoidal function (like that of Eq. (5)) [106, 107].

Our results highlight that the qubit motion has an opposite effect on non-Markovianity degree (memory) and quantum coherence. Non-Markovianity and coherence are different resources which can thus behave differently when subject to the same kind of system-environment interaction. Nevertheless, non-Markovianity remains very important for an efficient maintenance of the quantum properties of an open system [13, 24].
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