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Abstract

In these notes we describe how to formulate the Lagrangian insertion technique in a way that mimics generalized unitarity. We introduce a notion of cuts in position space and show that the cuts of the correlators in the super-correlators/super-amplitudes duality correspond to generalized unitarity cuts of the equivalent amplitudes. The cuts consist of correlation functions of operators in the chiral part of the stress-tensor multiplet as well as other half-BPS operators. We will also discuss the application of the method to other correlators as well as non-planar contributions.
1 Introduction

Generalized unitarity [1–3] is a method that has been tremendously successful in computing loop-level scattering amplitudes (for a review see for instance [4]). It is, therefore, natural to attempt to apply a similar method to the computation of correlation functions. There are different strategies that one can employ in doing this.

One strategy is to apply generalized unitarity directly. This involves computing form factors and sewing them together to generalized unitarity cuts in momentum space. From the generalized unitarity cuts one can then construct the correlation functions in momentum space. Finally the result is Fourier transformed back into position space [5]. This approach has many merits: form factors of some operators have been shown to have simple structures reminiscent of the ones found in scattering amplitudes [6, 7], and, although the work cited here deals with $\mathcal{N} = 4$ super-Yang-Mills, it could easily be applied to other theories. Unfortunately, correlation functions are best expressed in position space so some of the symmetries may not be apparent until after the Fourier transform. Nonetheless this approach is useful, and it will be helpful to us when dealing with supersymmetry.

Our focus will be on a different strategy. We will start with a well-known position space method and try to reformulate it in a way that mimics generalized unitarity. The approach
will thus not be an actual version of generalized unitarity. Rather it will be a position space method inspired by generalized unitarity. The well-known position space method useful for this strategy is the Lagrangian insertion procedure [8]. This method will be reformulated to make it similar to generalized unitarity, and a notion of cuts in position space will be introduced. The advantage of this approach is that we stay in position space the whole time.

This method will be applied to the super-correlators/super-amplitudes duality. The duality relates correlation functions of operators in the chiral part of the stress-tensor multiplet to scattering amplitudes at the level of the integrands in planar $\mathcal{N} = 4$ super-Yang-Mills [10–13]. It was inspired by the duality between amplitudes and Wilson loops [14–17] whose supersymmetric version was found in [18,19]. The duality between scattering amplitudes and Wilson loops can be complicated at the quantum level because of the appearance of divergences needing to be regularized. In an attempt at clarifying matters, it was made part of a triality with correlation functions in a special light-like limit being dual to Wilson loops [21] and at the integrand level to scattering amplitudes [10,12,13]. In [22] twistor space methods were used to prove the equivalence between the supersymmetric correlation functions and the Wilson loop introduced in [18].

The super-correlators/super-amplitudes duality provides a simple example to try out our approach as one can define generalized unitarity cuts for the dual scattering amplitudes. The cuts of the correlation functions will turn out to be equivalent to the generalized unitarity cuts of the dual scattering amplitudes as long as the duality is correct in the Born approximation. The cuts will consist entirely of correlation functions of half-BPS operators whose form factors we are going to need. The calculations will not depend on the number of operators/external states in the correlation functions/amplitudes.

The duality between correlation functions and Wilson loops has also been expanded to include additional operators [23]. This duality has been discussed using Feynman diagram techniques in [24] and using twistor space methods in [25]. Even though there is no duality with scattering amplitudes, it might still be possible to compute the correlation functions with the cuts introduced here as we will discuss in the last part of the notes.

The notes are structured as follows. Section 2 deals with generalized unitarity, lists the form factors we are going to need and gives a simple example on how to use generalized unitarity for correlation functions. Section 3 deals with the Lagrangian insertion procedure and introduces the notion of position space cuts. Section 4 deals with the duality and how to compute cuts for the correlation functions. Section 5 discusses more general correlation functions and section 6 sums up the results. Note that both position space and momentum spinors appear throughout this paper: section 2 uses momentum spinors, section 4 uses position space spinors and section 4.4 uses both types of spinors. This paper only considers correlation functions in $\mathcal{N} = 4$ super Yang-Mills. Apart from some comments in section 5 the paper will focus exclusively on the planar theory. Though the subject of the paper is cuts in position space, we also use standard generalized unitarity cuts in momentum space. In order to distinguish properly between the two, we will always use the term 'generalized unitarity cuts' when referring to the momentum cuts.

1 In [9] a slightly different notion of cuts in position space was introduced which correspond more to Cutkosky cut rules than to generalized unitarity cuts.

2 See [20] for a discussion of some of the anomalies that this can cause.
space quantities while 'cuts' will always refer to the position space quantities.

2 Generalized Unitarity

Generalized unitarity is a method for computing perturbative quantities and has been used with great success to calculate scattering amplitudes. The method exploits information found at lower loop orders by setting internal propagators on-shell. Formally, this can thought of as replacing specific propagators with delta functions:

$$\frac{1}{p^2 - m^2} \rightarrow \delta^{(+)}(p^2 - m^2).$$  \hspace{1cm} (1)

These internal propagators will then act like external states. By replacing propagators in this way, one can eventually reduce the scattering amplitude to a product of lower order amplitudes. The product of lower order amplitudes is called a generalized unitarity cut. From the generalized unitarity cut one can reconstruct the part of the amplitude that contains the specific propagators that were replaced by delta functions. In order to compute the full amplitude, it is necessary to consider other generalized unitarity cuts until one has fully constrained the amplitude.

Since generalized unitarity explicitly refer to propagators, it depends deeply on the existence of a Feynman diagram representation. However it avoids using Feynman rules directly. Instead, on-shell amplitudes become the building blocks for the generalized unitarity cuts. This is advantageous as the on-shell amplitudes are often a lot simpler than the off-shell Feynman rules would suggest.

Generalized unitarity can also be applied to objects containing local gauge-invariant operators such as correlation functions [5] and form factors [6, 7, 26–32]. Since generalized unitarity is a momentum space method, the local operators will have to be Fourier transformed. This introduces some off-shell momenta flowing into the generalized unitarity cuts.

In order to apply generalized unitarity to correlation functions requires form factors. Form factors are quantities in between correlation functions and amplitudes as they contain both local operators and on-shell external states. They appear because the correlation functions contain gauge-invariant operators while the method itself introduces on-shell states.

For the duality between correlation functions and scattering amplitudes, the following operators are relevant:

$$\mathcal{T}_d(x_i, \theta_i^+) = e^{\theta_{+a}^i Q_{+a}^i} \text{Tr} \left( (\phi^{++})^d \right).$$  \hspace{1cm} (2)

Here harmonic variables have been used to make the following projections:

$$\theta_{\pm a} = \theta_A^A (i)^{\pm a}_A, \quad Q_{i\pm a}^A = Q_A^A (i)^{\pm a}_A, \quad \phi^{++} = -\frac{1}{2} \phi^{AB} (i)^{+ a}_A \epsilon_{ab} (i)^{+ b}_B,$$  \hspace{1cm} (3)

of the super space, super charges and scalar fields respectively. In the above $a, b$ are SU(2) indices, $\alpha$ is a spinor index and $A, B$ are the usual R-symmetry indices. We will follow the
notation and conventions of [12,13] closely with respect to both harmonic variables and spinors. Some of the conventions can be found in appendix A.

The form factors for these operators are very simple as the operators respect part of the supersymmetry. They have been dealt with extensively in the papers [7, 31]. For our purposes we are only going to need MHV form factors as we will explain later. For $d = 2$ the super-Fourier transform of the MHV form factor is given by:

$$F^{\text{MHV}}_{T_2} (\gamma^\alpha_{i+a}, 1, \ldots, n) = \frac{\delta^8 \left((i)^{+a}_{A} \gamma^\alpha_{i+a} - \sum_{r=1}^{n} \eta_{rA}' \lambda^\alpha_{rA}\right)}{(12)(23) \cdots (n1)}.$$  (4)

This particular operator is part of the stress-tensor multiplet. Its highest component is the on-shell chiral Lagrangian that will also appear as part of the Lagrangian insertion procedure:

$$T_2(x_i, \theta^+_i) = \text{Tr} (\phi^{++} \phi^{++}) + \cdots + \frac{1}{3} (\theta^+_i)^4 \mathcal{L}(x_i).$$  (5)

In order to write (4) in terms of the super-space variables one has to do an inverse super-Fourier transform:

$$F(\theta^+_{ia}, x_i, 1, \ldots, n) = \int \frac{d^4q_{i}}{(2\pi)^4} d^4 \gamma e^{iq_{i} \cdot x_i + i\theta^+_{ia} \gamma^\alpha_{i+a} \delta^4 (q_i - \sum_{r=1}^{n} p_r)} F^{\text{MHV}}_{T_2} (\gamma^\alpha_{i+a}, 1, \ldots, n),$$  (6)

so the on-shell chiral Lagrangian correspond to the part of (4) proportional to $(\gamma)^0$.

For $d > 2$ MHV form factors will have a fermionic content that, in addition to the super-momentum conserving delta function. If we define the quantity $\tilde{F}_{T_d}$ as the form factor excluding the super-momentum conserving delta function:

$$\tilde{F}_{T_d} (\gamma^\alpha_{i+a}, 1, \ldots, n) = \mathcal{F}_{T_d} (1, \ldots, n) \delta^8 \left((i)^{+a}_{A} \gamma^\alpha_{i+a} - \sum_{r=1}^{n} \eta_{rA}' \lambda^\alpha_{rA}\right),$$  (7)

then $\tilde{F}_{T_d}^{\text{MHV}}$ will be a polynomial of degree $2(d - 2)$ in $\eta_{-a} = (i)^{A}_{-a} \eta_A$. Some interesting relations between the form factors for an operator $T_d$ and form factors for an operator $T_{d-1}$ were found in [31] using BCFW recursion. However we are not interested in the explicit expressions for $\tilde{F}$. We only need to know its degree, and that it contains non-zero terms with $d - 2$ factors of $\eta_{i-a} e^{ab} \eta_{i-b}$ for any set of $i$’s. The second fact follow from simple Feynman diagrams as there is always a non-zero form factor for $\text{Tr}((\phi^{++})^d)$ with $d$ external scalars and any number of positive helicity gluons regardless of the ordering of the external states. Conservation of super momentum can then be used to make $\tilde{F}$ independent of two of the $\eta$’s.

The MHV form factor can be written as follows:
Figure 1: Four generalized unitarity cuts where the crosses indicate the quantities are form factors while the blobs without crosses are scattering amplitudes. The numbers $i$ by the form factors indicate that the operator is placed at the point $x_i$. In cut (b) the form factor associated with the operator at $x_2$ is MHV while in cut (d) the form factor associated with the operator at $x_4$ is MHV. The remaining quantities are MHV

\begin{equation}
\mathcal{F}_{T_2}^{\text{MHV}}(\gamma^\alpha_{i+a}, 1, \cdots, n) = \frac{\delta^4 \left( \gamma^\alpha_{i+a} - (\tilde{\gamma})^A_{-a} \sum_{r=1}^n \eta_r \lambda_r^\alpha \right)}{[12|23| \cdots |n1]} \int \left( \prod_{j=1}^n d^4 \tilde{\eta}_j \right) e^{i \sum_{j=1}^n \eta_j \tilde{\eta}_j^A} \delta^4 \left( (\tilde{\eta})^A_{+a} \sum_{r=1}^n \eta_r \lambda_r^\alpha \right).
\end{equation}

After performing the $\tilde{\eta}$-integrations, this formula becomes a Grassmann polynomial of degree $4n$. For the case $n = 2$, it is equivalent to the MHV formula while for $n > 2$ it is a Grassmann polynomial of a higher degree than the MHV formula. Unlike for scattering amplitudes where the three-point MHV amplitude is a Grassmann polynomial of only degree 4, there are no special form factors for the operators in (5) with a lower degree than the MHV formula.

As an example of how to use generalized unitarity on correlation functions, consider the correlator of four operators $\text{Tr}(\phi^{++} \phi^{++})$ placed at four different locations. This correlation function can be computed using the four cuts shown in figure 1 as well as those with the locations of the operators permuted. In the diagrams, the blobs with crosses are form factors while the blobs without are amplitudes.

The generalized unitarity cuts will written in terms of spinors and products of harmonic variables defined as follows:
one-loop result can be written as:

\[ \langle ij \rangle = \frac{1}{4} \epsilon^{ABCD}(i)^{+a}_A \epsilon_{ab}(i)_B^+ \epsilon_C^{+c}(j) \epsilon_D^{+d}(j). \]  

(9)

The generalized unitarity cuts can be found to be:

\[
\text{Cut}_a = -2N_c(N_c^2 - 1)(12)(34) \left( -(12)(34) + (23)(14) \frac{\langle l_1 l_2 \rangle \langle l_4 l_6 \rangle}{\langle l_4 l_3 \rangle \langle l_6 l_1 \rangle} + (13)(24) \frac{\langle l_1 l_3 \rangle \langle l_6 l_4 \rangle}{\langle l_1 l_4 \rangle \langle l_3 l_6 \rangle} \right)
\]  

(10)

\[
\text{Cut}_b = -2N_c(N_c^2 - 1) \frac{(12)(23)(34)(14)}{(l_1 + l_2)^2} \left( \frac{[l_3 l_1] \langle l_1 l_5 \rangle}{[l_3 l_2] \langle l_2 l_5 \rangle} + \frac{[l_3 l_2] \langle l_2 l_5 \rangle}{[l_3 l_1] \langle l_1 l_5 \rangle} + 2 \right)
\]  

(11)

\[
\text{Cut}_c = -2N_c(N_c^2 - 1)(12)(23)(34)(14) \langle l_3 l_4 \rangle \langle l_1 l_2 \rangle \left( \frac{1}{\langle l_1 l_3 \rangle \langle l_2 l_4 \rangle} - \frac{1}{\langle l_1 l_5 \rangle \langle l_2 l_5 \rangle} \right)
\]  

(12)

\[
\text{Cut}_d = -2N_c(N_c^2 - 1)(12)(23)(34)(14) \frac{[l_1 l_5] \langle l_3 l_2 \rangle}{[l_1 l_4] \langle l_4 l_5 \rangle \langle l_3 l_4 \rangle \langle l_4 l_2 \rangle}
\]  

(13)

To make the result as transparent as possible we define functions \(a\) and \(b\) such that the one-loop result can be written as:

\[
\langle T_2(x_1, 0)T_2(x_2, 0)T_2(x_3, 0)T_2(x_4, 0) \rangle^{(1)} = -2(N_c^2 - 1) \left( \frac{g^2 N_c}{4\pi^2} \right) \left[ (12)^2(34)^2a(1, 2) + (13)^2(24)^2a(1, 3) + (14)^2(23)^2a(1, 4) 
\right.
\]

\[ + (12)(23)(34)(14)b(1, 2, 3, 4) + (12)(24)(34)(13)b(1, 2, 4, 3) 
\]

\[ + (13)(23)(24)(14)b(1, 3, 2, 4) \].

(14)

The Fourier transforms of these functions can then be determined from the above generalized unitarity cuts. Written in terms of the scalar integrals from figure 2, they are given by:
\[ a(1,2) = - \text{BTie}(1,2|3,4), \]
\[ \tilde{b}(1,2,3,4) = (q_1 + q_2)^2 \text{DB}(1,2|3,4) + (q_1 + q_4)^2 \text{DB}(4,1|2,3) + q_1^2 \text{TriP}(1|2,3,4) \]
\[ + q_2^2 \text{TriP}(2|3,4,1) + q_3^2 \text{TriP}(3|4,1,2) + q_4^2 \text{TriP}(4|1,2,3) - \text{TriB}(1|2|3,4) \]
\[ - \text{TriB}(2|3|4,1) - \text{TriB}(3|4|1,2) - \text{TriB}(4|1|2,3) - \text{TriB}(4|3|2,1) \]
\[ - \text{TriB}(3|2|1,4) - \text{TriB}(2|1|4,3) - \text{TriB}(1|4|3,2). \]

These results can be written in position space as an integral over a single space-time point \( y \). This transformation is relatively simple for the BTie and the TriB integrals as they only have a single interaction vertex apart from those related to the gauge invariant operators. By writing momentum conservation at this vertex as the integration over a space-time point, the integrals simply become a collection of propagators connecting the different points. The function \( a \) can this way be written as:
\[ a(1,2) = \frac{1}{(4\pi^2)^5} \frac{1}{(x_1 - x_2)^2 (x_3 - x_4)^2} \int d^4y \frac{1}{(x_1 - y)^2 (x_2 - y)^2 (x_3 - y)^2 (x_4 - y)^2}. \] (17)

The other integrals are a bit more complicated to Fourier transform. However it is possible to rewrite the expression using relations for the Fourier transforms of these integrals. The relations can be found in \cite{5, 35, 36}, and with those it is possible to write the \( b \) function as:
\[ b(1,2) = \frac{1}{(4\pi^2)^5} \frac{(x_1 - x_3)^2 (x_2 - x_4)^2 - (x_1 - x_2)^2 (x_3 - x_4)^2 - (x_1 - x_4)^2 (x_2 - x_3)^2}{(x_1 - x_2)^2 (x_2 - x_3)^2 (x_3 - x_4)^2 (x_1 - x_4)^2} \int d^4y \frac{1}{(x_1 - y)^2 (x_2 - y)^2 (x_3 - y)^2 (x_4 - y)^2}. \] (18)

Generalized unitarity does not seem to be as effective when applied to correlation functions as to scattering amplitudes. The issue is that correlation functions are best formulated in position space, whereas generalized unitarity is a method that must be applied in momentum space. Indeed the simplicity of (18) is in no way apparent in the momentum space expression from equation (16). Nonetheless, this technique can be very useful, and we will employ it when dealing with the wholly supersymmetric case. Although in this case, we will first use the Lagrangian insertion procedure so generalized unitarity is applied to a Born-level correlator, more on this in section 4.2.

## 3 Lagrangian Insertion in the Light-Like Limit

Lagrangian insertion is a useful method for constructing correlation functions in \( \mathcal{N} = 4 \) super-Yang-Mills. It exploits the fact that, after a suitable rescaling of fields, differentiation of a

\footnote{Equation (C.17) in \cite{5}}
correlation function with respect to the coupling will bring down a factor of the on-shell chiral Lagrangian:

$$\mathcal{L}(x) = \text{Tr} \left( -\frac{1}{2} F_{\alpha\beta} F^{\alpha\beta} + \sqrt{2} g \psi^A \psi^B - \frac{i}{8} g^2 [\phi^{AB}, \phi^{CD}] [\phi^{AB}, \phi^{CD}] \right).$$

(19)

This operator also appeared in the expansion of the operator $\mathcal{T}_2$ in (5). The trick allows one to relate the $l$th order correction of the correlator:

$$\langle O(x_1) \cdots O(x_n) \rangle,$$

(20)

to the $l - m$th order correction of the correlator:

$$\int d^4y_1 \cdots d^4y_m \langle O(x_1) \cdots O(x_n) \mathcal{L}(y_1) \cdots \mathcal{L}(y_m) \rangle.$$

(21)

When computing the correlator in (21), we can neglect contact terms i.e. terms proportional to a space-time delta function. In general, we ignore terms proportional to delta functions of the type:

$$\delta^4(x_i - x_j),$$

as the original operators are all placed at different locations in the correlation functions relevant to the duality. Part of the Lagrangian insertion procedure is to also ignore terms including delta functions of the types:

$$\delta^4(x_i - y_j), \quad \delta^4(y_i - y_j).$$

Terms with such delta functions will in (21) act like terms from the lower loop orders. Because of the rescaling of fields, the derivative with respect to the coupling constant could also act on the operators themselves. These terms will similarly act as if they were of a lower loop order. It has been argued that these two types of terms cancel out (see for instance [19]). There does not seem to be a formal proof for this in general, but we will assume that it holds, and it will be important to some of the later arguments.

In addition to being easier than a direct application of Feynman rules, Lagrangian insertion also gives the correlator in a form that mimics more closely the form that scattering amplitudes have in momentum space. Notice for instance that after using the Lagrangian insertion procedure to relate the original correlator to a Born-level correlation function, the $l$th order correction will naturally contain $l$ variables to be integrated over. This is similar to the way that the loop order $l$ of scattering amplitudes contain $l$ loop momenta.

Normally one would compute the correlator in (21) using standard Feynman rules but inspired by generalized unitarity, we will instead consider different limits of the type:
\[
\lim_\substack{(y_i - y_j)^2 = 0 \\ (x_i - y_j)^2 = 0} \frac{\langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_n) \mathcal{L}(y_1) \cdots \mathcal{L}(y_m) \rangle}{\langle \mathcal{O}(x_1) \cdots \mathcal{O}(x_n) \mathcal{O}(y_1) \cdots \mathcal{O}(y_m) \rangle(0)}, \tag{22}
\]

where each limit consists of a set of distances becoming light-like. In the denominator the Lagrangian insertions have to be replaced by other operators since the Lagrangians cannot be connected directly to each other but only by going through vertices so the lowest non-zero correlator would be at some loop level. The relevant operators will be the lowest fermionic components of the operators described in section 2 as we want the denominator to just be a collection of scalar propagators. The light-like distances fall into three different categories: \(y_i - y_j\), \(y_i - x_j\) and \(x_i - x_j\) though we will mainly be interested in the first two types. The last type would be important for a BCFW recursion relation \cite{33, 34}.

Similarly to generalized unitarity no limit will give the full result but each limit will determine a specific part of the full expression, and one will have to compute several different limits until the integrand is completely fixed. It is of course not immediately obvious that these limits will completely determine the integrand, or to borrow an expression from generalized unitarity that the correlation function is cut-constructible. The correlation functions relevant to the super-correlators/super-amplitudes duality are however cut-constructible. This follows from the operator product expansion.

The existence of an operator product expansion ensure that the correlator should be a function of differences between space-time points (say \((x_i - x_j)^2\)). For the operators in the chiral part of the stress-tensor multiplet \cite{5}, the operator product expansion also imply that the correlation functions at the Born level will contain only poles of order one and two. The poles of order two come from disconnected graphs which we are not interested in. Above the Born level, the correlation function could also contain logarithms of the differences of two points \cite{12, 40}. The presence of logarithms would make it harder to argue in favor of cut-constructibility. Therefore, we will always use the Lagrangian insertion procedure in such a way that the correlator in equation (21) is at the Born level. As the duality only deals with connected graphs, this is enough to ensure that the correlation functions are cut-constructible.

\section{The Super-Correlators/Super-Amplitudes Duality}

The duality between correlation functions and scattering amplitudes considers operators of the type \cite{5} placed at points \(x_1\) to \(x_n\) with neighbouring points being light-like separated but otherwise generic, thereby creating a polygon. The sides of the polygon are identified with on-shell momenta:

\[
p_i^{\alpha \dot{\alpha}} = (x_i - x_{i+1})^{\alpha \dot{\alpha}} = \lambda_i^{\alpha} \bar{\lambda}_i^{\dot{\alpha}}, \tag{23}
\]

while the superspace variables are identified with the fermionic parts of the supertwistor:

\footnote{This last type of limit has been used in \cite{12, 14, 25}.}
The duality considers the ratio of the connected part of the correlation function over its Born-level expression. This is then equal to the square of a color-ordered amplitude divided by its tree-level MHV formula:

$$\lim_{(x_i-x_{i+1})^2=0} \frac{G_n}{G_n^{(0)}} = \left( \sum_k \left( \frac{g^2 N_c}{4\pi^2} \right)^k \frac{A_{n}^{N^kMHV}}{A_{n}^{MHV(0)}} \right)^2$$

where $g$ is the coupling constant. An $N^k$MHV amplitude will correspond to $4k$ factors of the super-space variables on the correlator side of the duality but the lowest non-trivial order of a correlation function with that many super-space variables is proportional to $g^{2k}$. This is the reason behind the factor dependent on the coupling constant.

Our goal is to describe how to compute the correlator on the left-hand side of the equation through position space cuts. Those cuts will turn out to be equivalent to the generalized unitarity cuts for the amplitude on the right-hand side.

4.1 Divergences and Wilson Lines

Before we proceed to consider the light-like limits involving Lagrangian insertions, let us briefly summarize some conclusions from [24]. They will be important in the later sections. In that paper, the light-like limit of single distances were analyzed using Feynman rules. One of the examples was two scalar fields connected through a sequence of $n$ single-gluon vertices, as shown in figure 3. If we denote the momenta flowing out from the endpoints by $q_1$ and $q_2$, the momenta flowing in with the gluons by $p_j$ and the momenta of the scalar propagators by $k_j$, the expression can be written as follows:

$$\chi^a_{i/i} \equiv (i\theta^{+a}_i) = \chi^A(i)_{A}^{+a} \quad \chi^a_{i/i+1} \equiv (i\theta^{+a}_{i+1}) = \chi^A(i+1)_{A}^{+a}$$

Figure 3: Two scalars connected through a sequence of single-gluon vertices
\[ L_{\mu_1 \cdots \mu_n}(x_1, x_2, p_1 \cdots p_n) = \int \frac{d^D q_1}{(2\pi)^D} \frac{d^D q_2}{(2\pi)^D} e^{iq_1 \cdot x_1 + iq_2 \cdot x_2} \int \frac{d^D k_1}{(2\pi)^D} \cdots \frac{d^D k_{n-1}}{(2\pi)^D} \]
\[ \times \frac{(q_1 - k_1)\mu_1 (-k_1 - k_2)\mu_2 \cdots (-k_{n-1} - p_2)\mu_n}{(q_1^2 + i\epsilon) \prod_{j=1}^{n-1} (k_j^2 + i\epsilon) (g_2^2 + i\epsilon)} (2\pi)^D \delta^D(p_1 + k_1 + q_1) \]
\[ \times (2\pi)^D \delta^D(p_2 - k_1 + k_2) \cdots (2\pi)^D \delta^D(p_{n-1} - k_{n-2} + k_{n-1}) \]
\[ \times (2\pi)^D \delta^D(p_n - k_{n-1} + q_2). \]

where \( \epsilon > 0 \). By introducing Feynman parameters and performing the momentum integrals this expression can be rewritten as:

\[ L_{\mu_1 \cdots \mu_n}(x_1, x_2, p_1 \cdots p_n) = \frac{(-i)^{n+1}}{(2\pi)^D} \prod_{j=1}^{n} \left( -2i \frac{\partial}{\partial x_{1\mu_j}} + 2 \sum_{r=1}^{j-1} p_{r\mu_j} + p_{j\mu_j} \right) \]
\[ \times \left( \prod_{j=1}^{n} \int_{t_j=1}^{1} dt_j \right) e^{-i \sum_{j=1}^{n} p_{j} \cdot \left( x_{2t_j} + x_1(1-t_j) \right)} \]
\[ \int_0^{\infty} d\zeta \zeta^n \frac{\pi^{D/2}}{(-i\zeta)^{D/2}} e^{i\zeta f(t_j, p_j) - \frac{(x_1 - x_2)^2}{4\zeta} - \epsilon \zeta / \zeta}, \]

with \( f(t_j, p_j) \) being a function whose specific expression is irrelevant. For this to be as divergent as a single scalar propagator in the light-like, the factor \( \zeta^n \) in the \( \zeta \)-integral will have to be removed. This means that only the term involving all \( n \) derivatives will survive in the light-like limit. The derivatives will become proportional to \( (x_1 - x_2)^n \), and the expression will act like a single Wilson line. In general, it was concluded that the number of derivatives minus the number of propagators decided how divergent a side was.

As the operator in equation (26) includes both fermions and field strengths, one might expect the correlation functions in the duality to contain something more divergent than simple scalar propagators. However due to the chirality of the operator this is not the case. Only the scalars in the operators \( T_2 \) can connect through free propagators. The other fields have to connect through interaction vertices that will lower the divergences to that of simple scalar propagators. Because of this, the Born-level correlator \( G_0^{(0)} \) in (25) is just a collection of scalar propagators while the full correlation function \( G_n \) do not become more divergent than \( G_0^{(0)} \). Lagrangian insertions can be included in this analysis as the chiral on-shell Lagrangian is simply the highest component of the operator (3). So we should not get anything more divergent than scalar propagators. This also matches the conclusions referenced in section 3 coming from the operation product expansion.

We will use the approach of (24) in the case of a purely scalar polygon where it will provide some clear insight. We will not use it for the supersymmetric case because it becomes rather cumbersome, especially finding the correct fields that sit at the corners of the polygon. The sides of the polygon do seem to act like the supersymmetric Wilson loops of (18, 19) but the appearance of ghosts at higher loop orders complicates matters.
4.2 Combining with Generalized Unitarity

In the following sections, we will use regular generalized unitarity in momentum space when investigating the position space cuts. Let us consider, what kind of generalized unitarity cuts will be interesting.

Consider two operators placed at the points, $y_1$ and $y_2$. Associate the off-shell momenta $q_1$ and $q_2$ with the Fourier-transforms of these operators. If we denote the correlation function in momentum space by $C(q_1, q_2, \cdots, q_n)$ then transforming back to position space works as follows:

$$\int d^4q_1d^4q_2e^{iq_1\cdot y_1+iq_2\cdot y_2}\delta^4 \left( \sum_{j=1}^{n} q_j \right) C(q_1, q_2, \cdots, q_n)$$

$$= \int d^4q_1 e^{iq_1\cdot (y_1-y_2)-i\sum_{j=3}^{n} q_j\cdot y_2} C(q_1, -q_1 - \sum_{j=3}^{n} q_j, \cdots, q_n).$$

If $C(q_1, -q_1 - \sum_{j=3}^{n} q_j, \cdots, q_n)$ contains no propagators between the point $y_1$ and the point $y_2$, the integral over $q_1$ will create a delta function $\delta^4(y_1 - y_2)$, possibly with some additional derivatives with respect to $y_1$. We can then use the fact that any contact terms are thrown away as part of the Lagrangian insertion procedure. This means that we only need to consider generalized unitarity cuts with single-operator form factors.

In section 3, we described the Lagrangian insertion procedure in a generic way, where a loop level correlator was related to a correlator of a lower loop level. As mentioned in section 2, we will always relate the loop level correlator to a Born level correlator. This has consequences for the generalized unitarity cuts, we will use.

Consider the $l$th order correction to a super-correlator for which the total number of superspace variables sum up to $4k$. This specific loop order can be computed by using $l$ Lagrangian insertions, and it should be proportional to the coupling constant to the power $2l + 2k$. As argued above, it is sufficient to consider generalized unitarity cuts with only single-operator form factors. We will therefore consider the generalized unitarity cuts with just enough cut propagators to ensure, that there are no form factors with two or more gauge-invariant operators. The form factors for the operator $T_2$ with $2c_i$ external legs are proportional to the coupling constant to the power $2(c_i - 1)$ at tree level. This can be combine with the above way of counting the power of the coupling constant to give the relation:

$$2 \sum_i (c_i - 1) = 2l + 2k.$$  \hspace{1cm} (29)

Since there are $n + l$ operators, this can be rewritten as:

$$\sum_i c_i = n + k + 2l,$$  \hspace{1cm} (30)

and because there are no external legs the sum over the $c_i$'s will be equal to the number of cut propagators. Every cut propagator comes with an integration over the Grassmann variables,
and so the form factors should have exactly \(4(n + k + 2l)\) Grassmann variables. This can be accomplished if they are all MHV, and as mentioned earlier there are no non-MHV form factors with less Grassmann variables than the MHV form factors. In total this means that in order to compute the relevant correlation functions, it is sufficient to consider generalized unitarity cuts with only MHV single-operator form factors.

As an example, consider the same correlator we computed in section 2. This correlator can be computed from the generalized unitarity cuts shown in figure 4. In each generalized unitarity cuts one of the form factors is of an on-shell Lagrangian (indicated in the diagrams by an \(\mathcal{L}\)). These generalized unitarity cuts are given by:
\[ \text{Cut}_A = -2N_c(N_c^2 - 1)(12)(34) \left( -(12)(34) + (23)(14) \frac{\langle l_1 l_3 \rangle \langle l_4 l_6 \rangle}{\langle l_4 l_3 \rangle \langle l_6 l_1 \rangle} + (13)(24) \frac{\langle l_1 l_3 \rangle \langle l_6 l_4 \rangle}{\langle l_1 l_4 \rangle \langle l_3 l_6 \rangle} \right) \] (31)

\[ \text{Cut}_B = -2N_c(N_c^2 - 1)(12)(23)(34)(14) \left( \frac{\langle l_1 l_3 \rangle \langle l_4 l_6 \rangle}{\langle l_6 l_1 \rangle \langle l_3 l_4 \rangle} - \frac{\langle l_1 l_3 \rangle \langle l_2 l_6 \rangle}{\langle l_6 l_1 \rangle \langle l_3 l_2 \rangle} \right) \] (32)

\[ \text{Cut}_C = -2N_c(N_c^2 - 1)(12)(23)(34)(14) \left( \frac{1}{\langle l_3 l_2 \rangle \langle l_4 l_1 \rangle} - \frac{1}{\langle l_1 l_3 \rangle \langle l_2 l_4 \rangle} \right) \] (33)

\[ \text{Cut}_D = -2N_c(N_c^2 - 1)(12)(23)(34)(14) \left( \frac{\langle l_2 l_6 \rangle \langle l_3 l_4 \rangle}{\langle l_3 l_2 \rangle \langle l_4 l_6 \rangle} + \frac{\langle l_1 l_2 \rangle \langle l_3 l_4 \rangle}{\langle l_2 l_4 \rangle \langle l_1 l_3 \rangle} + \frac{\langle l_1 l_5 \rangle \langle l_3 l_4 \rangle}{\langle l_3 l_5 \rangle \langle l_1 l_4 \rangle} + \frac{\langle l_3 l_4 \rangle \langle l_5 l_6 \rangle}{\langle l_5 l_3 \rangle \langle l_4 l_6 \rangle} \right) \] (34)

\[ \text{Cut}_E = -2N_c(N_c^2 - 1)(12)(23)(34)(14) \left( \frac{\langle l_1 l_2 \rangle \langle l_3 l_4 \rangle}{\langle l_2 l_3 \rangle \langle l_4 l_1 \rangle} + \frac{\langle l_1 l_5 \rangle \langle l_3 l_4 \rangle}{\langle l_3 l_5 \rangle \langle l_4 l_1 \rangle} + \frac{\langle l_2 l_5 \rangle \langle l_3 l_4 \rangle}{\langle l_3 l_5 \rangle \langle l_2 l_4 \rangle} \right) \] (35)

The generalized unitarity cuts \( A \) and \( C \) may seem identical to the generalized unitarity cuts \( a \) and \( c \) found in section 2. The difference comes from some off-shell momentum flowing into the form factors because of the gauge-invariant operator, and hence the momenta of the on-shell legs no longer sum to zero:

\[ l_1 + l_3 + l_4 + l_6 \neq 0 \quad \text{in Cut}_A, \] (36)

\[ l_1 + l_2 + l_3 + l_4 \neq 0 \quad \text{in Cut}_C \] (37)

We introduce functions \( a \) and \( b \) as in equation (14). The two functions will be written in terms of the integrals shown in figure 5. The integrals are however not just scalar integrals like in section 2. The integrals DBy(1, 2|3, 4) and TriPy(1|2, 3, 4) include a numerator factor:

\[ \text{Numerator} = \text{Sp}(P_+ p_a p_b p_c p_d), \] (38)

where Sp is the trace over spinor indices and \( P_+ \) is a projector such that if the momenta are on-shell the numerator becomes:

\[ \text{Numerator}_{\text{on-shell}} = \langle ab \rangle [bc] [cd] [da]. \] (39)

Apart from these two integrals the rest are simple scalar integrals. In terms of these integrals, the functions \( a \) and \( b \) can be determined from the generalized unitarity cuts above to be:
\( \tilde{a}(1, 2) = -BTiey(1, 2, 3, 4) \),
\( \tilde{b}(1, 2, 3, 4) = -DBy(1, 2|3, 4) - DBy(2, 3|4, 1) - TriPy(1|2, 3, 4) - TriPy(2|3, 4, 1) - TriPy(3|4, 1, 2) - TriPy(4|1, 2, 3) - TriBy(1|2, 3, 4) - TriBy(2|3, 4, 1) - TriBy(3|4, 1, 2) - TriBy(4|1, 2, 3) - TriBy(1|4, 3) - TriBy(2|1, 4, 3) - TriBy(3|2, 1, 4) - TriBy(4|3, 1, 1) + 2DBy2(1, 2|3, 4) + 2DBy2(2, 3|4, 1) + 2TriPy2(1|2, 3, 4) + 2TriPy2(2|3, 4, 1) + 2TriPy2(3|4, 1, 2) + 2TriPy2(4|1, 2, 3). \) (41)

These expressions are also consistent with the generalized unitarity cuts shown in figure 6, though these generalized unitarity cuts can be avoided using the following arguments. As mentioned previously, operator product expansion arguments [40] lead to the conclusion that the connected diagrams for the relevant correlation functions only contain simple poles, such as:
\[ ((x_i - x_j)^2)^{-1} \quad (x_i - y_j)^2)^{-1} \quad (y_i - y_j)^2)^{-1}. \]

For this reason one could ignore the generalized unitarity cuts in figure 6 and simply throw away any double poles that appear in the final result.

After Fourier-transforming and introducing the integration over the insertion point, the expressions from (40) and (41) reproduce the results found in section 2. In order to write the functions \( a \) and \( b \) exactly as in that section, the following relation is useful:

\[
\frac{\partial}{\partial x_1^\mu} \frac{\partial}{\partial x_2^\nu} \int \frac{d^4 y}{(x_1 - y)^2(x_2 - y)^2(x_3 - y)^2} = -4i\pi^2 \frac{(x_1 - y)_{\mu}(x_2 - y)_{\nu}}{(x_1 - x_2)^2(x_2 - x_3)^2(x_1 - x_3)^2} \text{ (42)}
\]

There are two big differences between this calculation and the one found in section 2. First of all, the single integration variable, \( y \), arose naturally as part of the Lagrangian insertion procedure while it came about through a complicated identity in the previous calculation. Secondly, we only needed MHV form factors for this computation while the calculation from section 2 required the use of MHV form factors. This will become a large advantage at higher loop orders as the previous procedure will require Next-to-MHV quantities, Next-to-next-to-MHV quantities etc. When we apply generalized unitarity in later sections, it will be used after the Lagrangian insertion as done in this section.

### 4.3 Scalar Polygon

As reviewed in section 4.1, the scalar polygon will interact like a Wilson loop. We are only interested in the planar theory meaning that the relevant Feynman diagrams or generalized unitarity cuts can all be drawn on a two-dimensional surface. So even though there are more than two space-time dimensions, the diagrams are essentially two-dimensional, and it is meaningful to divide the diagrams into two parts: one inside and one outside the polygon. This explains the origin of the appearance of the amplitude squared in (25): the inside of the polygon will give one factor of the amplitude and the outside another.

Our goal will be to show that cuts with all Lagrangians inside the polygon correspond to the generalized unitarity cuts of the corresponding amplitude. The generalization to cuts with Lagrangian insertions both inside and outside will then be straightforward.

It is important that the cuts separate the inside of the polygon into parts that do not interact except through the shared internal lines. As an example consider the cut in figure 7(a) where the lines represents distances that have been made light-like\(^5\). This cut will correspond to the generalized unitarity cut in figure 7(b), so there should not be any direct interaction between the sides \( x_2 - x_3 \) and \( x_3 - x_4 \), just like there are no explicit factors of \( \langle 23 \rangle \) or [23] in the generalized unitarity cut.

\(^5\)We will be more specific about what we mean by these diagrams later

\(^6\)Except of course through the outside of the polygon but as mentioned this will be interpreted as part of the other amplitude in the duality
It is not immediately obvious that this requirement is satisfied. For instance, the diagram in figure 8(a), where a scalar polygon interacts through gluons with a single Lagrangian insertion, will contribute to the cut. However, the diagram in figure 8(b), which is the same but with an additional gluonic interaction between the two sides of the polygon, would ruin this property and so should not contribute to the cut.

To understand the separation of the polygon, let us consider a side of the polygon spanned between the points $x_i$ and $x_{i+1}$. Let the side be connected through $m$ vertices to $m$ different Lagrangian insertions as shown in figure 9. To more easily distinguish between the insertion points and the points on the polygon we will use tildes when enumerating the insertion points and their spinors, harmonic variables and fermionic variables. In accordance with equations (26) and (27), we write the scalar line as a regular light-like Wilson line. This means that the diagram will be proportional to $m$ propagators each connecting a point on the Wilson with a Lagrangian insertion point. Each Lagrangian insertion will supply a single derivative so the diagram will be proportional to:

$$I_m(y_{\tilde{m}}, \ldots, y_1; t_{m+1} = 0) = \int_0^1 dt_1(x_i - x_{i+1})[\mu_n] \frac{\partial}{\partial y_{\tilde{m}} n} \Delta(y_{\tilde{m}}, t_m) \cdots \int_{t_2}^1 dt_1(x_i - x_{i+1})[\mu_1] \frac{\partial}{\partial y_1 1} \Delta(y_1, t_1),$$

where the propagators are given by:
\[ L(y_{\tilde{m}}) \ldots L(y_2) L(y_1) \]

\[ x_{i+1} \quad \cdots \quad x_i \]

Figure 9: One side of a scalar polygon interacting with \( m \) Lagrangian insertions

\[ \Delta(y_{\tilde{1}}, t_{\tilde{1}}) = \frac{1}{(x_{i+1} - y_{\tilde{1}})^2 (1 - t_{\tilde{1}}) + (x_i - y_{\tilde{1}})^2 t_{\tilde{1}}} \]\\n
(44)

The integral is relevant to more than just the case shown in figure 9. For instance, we may add gluon vertices as exemplified in figure 10. From the arguments in section 4.1, we see that the derivative from the vertex must counter the effect of the additional propagator. Since there is only one derivative in the gluon vertex, the divergence can only be upheld for one of the two Lagrangians. Consequently, the cases with added gluon vertices will have the same divergence behaviour as in (43).

Let us proceed to study the behaviour of (43) when the insertion points become light-like separated from point on the polygon. In the following there will be a caveat relating to cases where a single insertion point become light-like separated from both points on the polygon. This particular case will be dealt with at the end of the section. We begin by studying the right-most integral in (43):

\[ \int_{t_2}^{1} dt_1 (x_i - x_{i+1}) [\mu_1 \frac{\partial}{\partial y_{\tilde{1}}^{\nu_1}}] \Delta(y_{\tilde{1}}, t_1) = \frac{2(x_{i+1} - y_{\tilde{1}}) [\mu_1 (x_i - x_{i+1})^{\nu_1} (1 - t_2)]}{(x_i - y_{\tilde{1}})^2 [(x_{i+1} - y_{\tilde{1}})^2 (1 - t_2) + (x_i - y_{\tilde{1}})^2 t_2]} \]\\n
(45)

This clearly becomes divergent when the distance between \( x_i \) and \( y_{\tilde{1}} \) become light-like. From the point of view of the integral, this divergence arises because the integrand becomes
proportional to \((1 - t_1)^{-1}\) which diverges in the upper limit. Notice also that if \(x_i\) and \(y_1\) are not light-like separated, \((45)\) contributes with a factor of \((1 - t_2)\) which would ruin the divergences for the subsequent Lagrangian. Indeed, it should ruin the divergence for all subsequent Lagrangians since the addition of one propagator and one derivative should not raise the divergence in accordance with the arguments in section 4.1. If \(x_i\) and \(y_1\) are light-like separated the integral will not influence the subsequent integrals and one can do the same analysis for the second right-most integral\(^7\). This argument suggests that integrals of the type in \((43)\) satisfy the relation:

\[
\lim_{(x_i - y_j)^2 = 0} \frac{I_m(y_{\bar{m}}, \ldots y_1; t_{m+1})}{\Delta(y_{\bar{1}}, 1)} \cdot \Upsilon_{\mu_1 \nu_1}(y_1) \Delta(y_1, 0) I_{m-1}(y_{\bar{m}}, \ldots y_2; t_{m+1}) = \Upsilon_{\mu_1 \nu_1}(y_1) \Delta(y_1, 0) I_{m-1}(y_{\bar{m}}, \ldots y_2; t_{m+1}).
\]

(46)

where the following quantity has been defined:

\[
\Upsilon_{\mu_j \nu_j}(y_j) = 2(x_{i+1} - y_j)_{[\mu_j} (x_i - x_{i+1})_{\nu_j]}. \tag{47}
\]

In appendix B the integrals have been computed up to \(m = 4\), and they do satisfy this relation. Note that \(I_m\) have some logarithmic divergences that are being removed by the limit \((46)\). We can ignore these terms since the integrand should not contain such divergences at the Born level as mentioned in section 3.

Equation \((46)\) can be divided into a part dependent on \(y_1\) and an integral independent of \(y_1\). The integral is exactly the same type as the original integral, only with one less insertion point. The above arguments can then be applied to \(y_2\). Setting \((x_i - y_2)^2 = 0\) will give a part dependent on \(y_2\) and an integral independent of \(y_2\). The integral will be of the same type as original, and the arguments can then be repeated for \(y_3\) and so forth.

Consequently we find that the diagram in figure\(^9\) only contributes to the cut where a specific \(y_j\) becomes light-like separated from \(x_i\) if all the Lagrangians to the right of \(y_j\) are also light-like separated from that point. Similarly, the diagram only contributes to the cut where \(y_j\) becomes light-like separated from \(x_{i+1}\) if all the Lagrangians to the left of \(y_j\) are also light-like separated from that point. This shows that the necessary separation does appear.

Making an insertion point \(y_j\) light-like separated from \(x_i\) lead to the following factor dependent on the insertion point:

\[
\Upsilon_{\mu_j \nu_j}(y_j) \Delta(y_j, 0).
\]

If we include the spinor structure from the on-shell Lagrangian and define the spinors \(\lambda_j^a \tilde{\lambda}_j^{\dot{a}} = (x_i - y_j)^{a \dot{a}}\), this gives the following quantity:

---

\(^7\)The observant reader will notice that one could also make \(y_1\) light-like separated from both \(x_i\) and \(x_{i+1}\) and not worry about the remaining Lagrangian insertions. When including the spinor structure of the on-shell Lagrangian the special three-point kinematics makes the spinors \(\lambda^a\) for the three sides of the light-like triangle proportional to each other. This type of limits though interesting will not be relevant to our analysis but would be important if considering maximal cuts.
Figure 11: An example with added three-gluon vertices. Here $r = 4$

\[
\frac{1}{2} \epsilon^{\hat{\beta}\hat{\alpha}} (\sigma^{\mu_j})_{\hat{\alpha} \hat{\beta}} (\sigma^{\nu_j})_{\beta \hat{\beta}} \gamma_{\mu, \nu_j} (y_j) \Delta(y_j, 0) = -\frac{\lambda_{\hat{\beta}}(\alpha \lambda_{\hat{\beta}})}{\langle i j \rangle}. \tag{48}
\]

This contribution would then have to be added to the one with the Wilson loop vertex on the other side of $x_i$ which can be found through an equivalent calculation though the sign will be opposite\(^8\). Focusing on $y_{\hat{1}}$ for the moment, the light-like gives us:

\[
-\frac{\lambda_{\hat{1}}(\alpha \lambda_{\hat{1}})}{\langle i \hat{1} \rangle} + \frac{\lambda_{\hat{1}}(\alpha \lambda_{i-1 \hat{1}})}{\langle i-1 \hat{1} \rangle} = \frac{\langle i - 1 \hat{i} \rangle}{\langle i - 1 \hat{1} \rangle \langle \hat{1} \hat{i} \rangle} \lambda_{\hat{1}}(\alpha \lambda_{\hat{1}}). \tag{49}
\]

Additional vertices can be added on the gluon line connecting the scalar polygon with $y_{\hat{1}}$, and one can show that they will act like the Wilson line vertices. This point is slightly non-trivial as the counting arguments from \cite{24} do not remove all of the unwanted terms.

Consider diagrams with $r$ three-gluon vertices like the one shown in figure 11\(^9\). In the light-like limit each three-gluon vertex will contribute with a vector\(^10\):

\[
(x_i - y_{\hat{1}})^\kappa. \tag{50}
\]

In addition to these $r$ vectors, there is the vector coming from the scalar line:

\[
(x_i - x_{i+1})^\kappa. \tag{51}
\]

---

\(^8\)The polygon interacts like two Wilson loops with opposite directions, it is the direction that introduces this sign. It is arbitrary which of the two Wilson loops we choose to consider.

\(^9\)The arguments are presented in Feynman gauge but it is simple to extend the arguments to more general gauges.

\(^10\)There will also be vectors $(x_{i+1} - y_{\hat{1}})^\kappa$ but they will come with a factor of $1 - t$. As in the argument leading to (46), we will discard these terms.
There are also $r + 1$ Lorentz indices: one for each outgoing gluon (the $\lambda$’s in figure $\text{[11]}$) and the one free index from the field strength from the inserted Lagrangian (the $\mu$ in the figure).

Each vector can be assigned one of the $r + 1$ Lorentz indices, or their Lorentz indices can be contracted by introducing a metric tensor. Antisymmetry removes any terms where $\mu$ is assigned to a vector $(x_i - y_1)$. Because of the light-like limit the terms proportional to $(x_i - y_1)^2$ also go away. The option, where one of the vectors from the three-gluon vertices is multiplied the vector from the scalar line, gives something not dependent on $x_{i+1}$. This is because the product of the two vectors removes the propagator factor:

$$2(x_i - y_1) \cdot (x_i - x_{i+1}) = -(x_{i+1} - y_1)^2.$$

These terms then cancel against the similar terms from the other side of $x_i$ where the factor $(x_{i-1} - y_1)^2$ has been removed. The remaining term behaves as if the extra vertices where Wilson line vertices on the light-like line from $x_i$ to $y_1$.

As reviewed in section $\text{[11]}$, the light-like Wilson line act identical to a scalar propagator between two light-like separated points. If we therefore replace the bilinear scalar operator at $x_i$ by a cubic operator and the on-shell Lagrangian by an operator proportional to $\mathcal{T} \nabla (F^{\alpha \beta} \phi^{++})$, it should behave in the same way. $\mathcal{T} \nabla (F^{\alpha \beta} \phi^{++})$ in fact appears in the chiral part of the stress-tensor multiplet. Diagrammatically the relation can put in the form:

$$\lim_{(x_i - y_1)^2 = 0} \frac{(x_i - y_1)^2}{(\text{ii})} \int d^4 \theta_1 (\text{xy})$$

$$= \frac{1}{(\text{ii})} \frac{\langle i-1 \rangle}{\langle i-1 \rangle \langle i \rangle} \int d^4 \theta_1 \delta^2 (\langle i \theta_1^+ \rangle)$$

where full lines represent distances made light-like after dividing by a scalar propagator, and vertices where $d$ lines meet correspond to local operators of the type $\mathcal{T}_d$ (the operators at $x_{i-1}$, $x_{i+1}$ and $y_1$ are connected to other operators not represented in the diagrams, and we have suppressed a numerical factor including the coupling constant $\text{[11]}$).

Because the line connecting $x_i$ and $y_1$ acts like a regular Wilson line, it is straightforward to generalize this. Making $y_2$ light-like separated from $x_i$ gives a factor similar to $\text{[19]}$, only now with $y_1$ playing the role of $x_{i-1}$:

$$-\frac{\lambda_{2(\alpha \lambda_{1\beta})}}{\langle i2 \rangle} + \frac{\lambda_{2(\alpha \lambda_{1\beta})}}{\langle 12 \rangle} \frac{\langle 1i \rangle}{\langle 12 \rangle \langle 2i \rangle} \lambda_{2(\alpha \lambda_{2\beta})}$$

$\text{[11]}$ A version of this relation also appeared in $\text{[19]}$ where it was used to establish a BCFW relation at loop level.
The arguments concerning \( y_1 \) can then be repeated for \( y_2 \). The diagrams will behave as if there was a light-like Wilson line between \( x_i \) and \( y_2 \). This can be described by replacing the operator at \( x_i \) by a quartic scalar operator and the operator at \( y_2 \) by one proportional to \( \mathcal{T} \nabla(\mathcal{F}^{a\beta}\phi^{++}) \).

Generalizing to more insertion is then straightforward. Generalizing to the supersymmetric case requires something more effective than the Feynman diagram approach used here. In the next section we will use generalized unitarity cuts to discuss the supersymmetrization of (53).

Before this, we will however return to the case of an insertion point becoming light-like separated from both \( x_i \) and \( x_{i+1} \). Equation (45) shows that if \((x_i - y_1)^2\) is set to 0, the integral will also have a simple pole in \((x_{i+1} - y_1)^2\) regardless of how many other Lagrangian insertions appears to the left of \( y_1 \) in figure 10. However this is a very special situation as it requires that:

\[
\langle \bar{\lambda}^i \rangle = 0.
\]

This means that either \( \lambda_i \) is proportional to \( \lambda_1 \) or \( \bar{\lambda}_i \) is proportional to \( \bar{\lambda}_1 \). Using the spinor structure from the on-shell Lagrangian as in equation (48), we get:

\[
\lim_{(x_{i+1} - y_1)^2 = 0} \frac{(x_{i+1} - y_1)^2}{2} \epsilon^{\dot{\beta} \dot{\alpha}} \sigma_{\alpha \dot{\alpha}} \sigma_{\dot{\beta} \beta} \Upsilon_{\mu_1 \nu_1} (y_1) \Delta(y_1, 0) = \lambda_1 (\alpha \beta) [i \bar{\lambda}]
\]

For this to be non-zero, it must be \( \lambda_i \) which is proportional to \( \lambda_1 \). The amplitudes interpretation of these types of limits would be generalized unitarity cuts involving 3-point MHV amplitudes. Though such generalized unitarity cuts can be very useful, they are not necessary to describe the loop amplitudes in \( \mathcal{N} = 4 \) super Yang-Mills. Nothing forces to consider the limits for the correlation functions either, and the subsequent sections it will be easier to avoid them.

4.4 Supersymmetrization

In order to find the correct supersymmetrization of the cuts, we are going to use generalized unitarity. As described in section 4.2, we will first use Lagrangian insertion to give us a Born-level correlator then consider the generalized unitarity cuts of that correlator. As mentioned in that section, this makes the generalized unitarity be made up entirely of MHV form factors which can be found in section 2.

We are not going to compute the full generalized unitarity cuts only draw certain conclusions about the fermionic structure of the position space cuts. We will only consider the generalized unitarity cuts where the operators made light-like separated are connected through a cut propagator. This is sufficient as long as we avoid the limits described at the end of the previous section where \( \lambda \)-spinors become proportional to each other.

To see that these generalized unitarity cuts are indeed sufficient, consider the following. For there to be a divergence when two operators are made light-like separated, they must be connected through some sequence of propagators and vertices. As explained under equation (28) those propagators cannot all be canceled because that would lead to a delta function, so
there must be some propagator that can be cut for the terms to contribute to the light-like limit. It is for this reason we only consider generalized unitarity cuts where each light-like distance has a corresponding cut propagator.

As an example consider the 4-point function again. Assume we are interested in the position space cut where the following distances are made light-like:

\[(x_2 - y)^2 = (x_4 - y)^2 = (x_1 - x_2)^2 = (x_2 - x_3)^2 = (x_3 - x_4)^2 = (x_1 - x_4)^2 = 0.\]  \(57\)

To study this position space cut we need only consider one generalized unitarity cut, namely \(\text{Cut}_D\). Not that the other generalized unitarity cuts in figure [4] do not capture terms relevant to this limit, they do. In fact \(\text{Cut}_A\), \(\text{Cut}_B\) and \(\text{Cut}_E\) all include terms that survive in this particular limit. However they are not guaranteed to capture all terms relevant to the position space cut, and the additional information stored in those generalized unitarity cuts relates to parts of the correlation function that are removed in the above limit. On the other hand, \(\text{Cut}_D\) capture all terms relevant in this limit. It is therefore sufficient to study \(\text{Cut}_D\) in order to learn about the particular position space cut described above.

This means that it is sufficient when dealing with the super-correlators/super-amplitudes duality to study generalized unitarity cuts where the form factors create the same polygon as used for the duality (\(i.e.\) we will be interested in generalized unitarity cuts like \(\text{Cut}_D\) and \(\text{Cut}_E\) where the form factor for the operator at the point \(x_1\) is connected to the form factor for the operator at the point \(x_2\), and the form factor for the operator at point \(x_2\) is connected to the form factor for the operator at the point \(x_3\) etc.).

As a consequence, it will still make sense to divide the planar diagrams into a part inside and a part outside of the polygon. For a correlation function \(G_n\) there will be \(n\) cut propagators connecting the form factors associated with the operators at the original points on the polygon. Each of the form factors will contribute with 8 fermionic delta functions which means there will be \(8n\) fermionic delta functions depending on the aforementioned \(n\) cut propagators. After performing the \(4n\) Grassmann integrations associated with the cut propagators, we will be left with \(4n\) fermionic delta functions all depending on spinor products where one of the spinors correspond to momentum flowing along a side of the polygon. In the light-like limit the spinor products will either cancel similar spinor products in the denominator or be part of derivatives becoming proportional to the position space spinors \(23\). Consequently those fermionic delta functions will correspond to either the outside or the inside of the polygon interacting with the sides of the polygon. There will be no direct interactions between the inside and the outside of the polygon. Planarity ensures that the denominators on the polygon as well as factors not part of the polygon will not give such direct interactions either.

Let us proceed to generalize \([53]\). We are going to start with an ansatz and use generalized unitarity to confirm it. Our ansatz will be that the two fermionic delta functions get replaced by\(^{12}\):

\[\delta^2(\chi^a_1/\tilde{1} - \langle \tilde{1}\theta^A_j\rangle \tilde{1}^{+a}),\]  \(58\)

\(^{12}\)To avoid confusing with \(\sqrt{-1}\) we replace the index \(i\) with the index \(j\) up until \(60\).
where \((\bar{1})^{+\alpha}_A\) are the harmonic variables associated with the Lagrangian insertion at \(y_1\). We use \(\chi^{\alpha}_{1/\bar{1}}\) to denote \(\langle \bar{1} \theta^{+\alpha}_1 \rangle\) similar to the notation in [24]. One should note that \(\theta^{A}_{ja}\) does not appear freely in the construction of the correlation functions as that would give twice as many Grassmann variables as for the scattering amplitudes. It only appears as part of very specific products with spinors and harmonic variables so the second term should be interpreted in terms of the following:

\[
\langle jj-1 \rangle \langle \bar{1} \theta^{+\alpha}_j \rangle = \langle \bar{1} j - 1 \rangle \langle j \theta^{+\alpha}_{j+1} \rangle \langle \bar{j} j + 1 \rangle - a' \langle \bar{j} \rangle^{A}_{-a'} + \langle \bar{1} j - 1 \rangle \langle j \theta^{+\alpha}_j \rangle \langle \bar{j} + 1 \rangle - a' \langle \bar{j} \rangle^{A}_{-a'} + \langle j \bar{1} \rangle \langle j - 1 \theta^{+\alpha}_{j-1} \rangle \langle \bar{j} j - 1 \rangle - a' \langle \bar{j} \rangle^{A}_{-a'}.
\]

(59)

The factors \(\langle \bar{j} \rangle^{A}_{-a'}\) are the inverse matrices of \((\bar{i})^{A}_{-a'}(j)^{+\alpha}_A\). In order to find the effect of this delta function on the super-Fourier transform of the form factors, we write it in terms of an integral:

\[
\delta^2(\chi^{\alpha}_{1/\bar{1}} - \langle \bar{1} \theta^{+\alpha}_j \rangle^{A}_A) = -\frac{1}{\langle jj - 1 \rangle} \int d^2 \gamma e^{i(jj-1)\langle \bar{1} \theta^{+\alpha}_j \rangle^{A}_A} e^{-i(\bar{1} j - 1)\langle j \theta^{+\alpha}_{j+1} \rangle \langle \bar{j} j + 1 \rangle} - a' \langle \bar{j} \rangle^{A}_{-a'} e^{-i(j \bar{1} \langle j - 1 \theta^{+\alpha}_{j-1} \rangle \langle \bar{j} j - 1 \rangle} - a' \langle \bar{j} \rangle^{A}_{-a'}
\]

(60)

When multiplied by the form factors, these exponents can be removed by shifting the fermionic integration variables for the form factors as follows:

\[
\hat{\gamma}_{j+1}^{\alpha} = \gamma_{j+1}^{\alpha} - \langle jj - 1 \rangle \lambda_{j+1}^{\alpha} \gamma_{1},
\]

\[
\hat{\gamma}_{j-1}^{\alpha} = \gamma_{j-1}^{\alpha} + \langle j \bar{1} \rangle \lambda_{j-1}^{\alpha} \langle \bar{j} j - 1 \rangle - a' \langle \bar{j} \rangle^{A}_{-a'} \gamma_{\bar{1}},
\]

\[
\hat{\gamma}_{j+1}^{\alpha} = \gamma_{j+1}^{\alpha} + \langle j \bar{1} \rangle \lambda_{j+1}^{\alpha} \langle \bar{j} j + 1 \rangle - a' \langle \bar{j} \rangle^{A}_{-a'} \gamma_{\bar{1}},
\]

\[
\hat{\gamma}_{j-1}^{\alpha} = \gamma_{j-1}^{\alpha} - \langle jj - 1 \rangle \lambda_{j-1}^{\alpha} \gamma_{1}.
\]

(61)

The delta function [58] is, thereby, replaced by imposing the invariance under a specific shift of the fermionic variables. We may write this as:

\[
\int d^2 \gamma \gamma^{\alpha}_1 d^4 \gamma_{j-1} d^4 \gamma_{j} d^4 \gamma_{j+1} \delta^2(\chi^{\alpha}_{1/\bar{1}} - \langle \bar{1} \theta^{+\alpha}_j \rangle^{A}_A) e^{i \theta^{+\alpha}_{1\alpha} \gamma_{1}^{\alpha} + i \theta^{+1}_{j-1\alpha} \gamma_{j-1}^{\alpha} + i \theta_{j-1\alpha} \gamma_{j-1}^{\alpha} + i \theta^{+1}_{j+1\alpha} \gamma_{j+1}^{\alpha} + i \theta_{j+1\alpha} \gamma_{j+1}^{\alpha}}
\]

\[
\mathcal{F}(\gamma_1^{\alpha}, \gamma^{\alpha}_{j-1\alpha}, \gamma^{\alpha}_{j\alpha}, \gamma^{\alpha}_{j+1\alpha}, \cdots)
\]

\[
= -\frac{1}{\langle jj - 1 \rangle} \int d^2 \gamma \gamma^{\alpha}_1 d^4 \gamma_{j-1} d^4 \gamma_{j} d^4 \gamma_{j+1} e^{i \theta^{+\alpha}_{1\alpha} \gamma_{1}^{\alpha} + i \theta^{+1}_{j-1\alpha} \gamma_{j-1}^{\alpha} + i \theta_{j-1\alpha} \gamma_{j-1}^{\alpha} + i \theta^{+1}_{j+1\alpha} \gamma_{j+1}^{\alpha} + i \theta_{j+1\alpha} \gamma_{j+1}^{\alpha}}
\]

\[
\mathcal{F}(\gamma_1^{\alpha}, \gamma^{\alpha}_{j-1\alpha}, \gamma^{\alpha}_{j\alpha}, \gamma^{\alpha}_{j+1\alpha}, \cdots),
\]

where the \(\gamma^{\alpha}\)’s are now functions of the \(\hat{\gamma}^{\alpha}\)’s and \(\gamma_1\).
The effect of this shift symmetry can be seen by studying the part of the generalized unitarity cuts shown in figure 12. An MHV form factor associated with an operator $T_d$ placed at $x_j$ is connected to form factors for operators at $x_{j-1}$, $x_{j+1}$ and $y_1$. This section will be connected to the rest of the generalized unitarity which will differ from case to case. However these elements will be present in all the generalized unitarity cuts necessary to capture the behaviour in the limit where:

$$(x_j - x_{j-1})^2 = (x_j - x_{j+1})^2 = (x_j - y_1)^2 = 0.$$ (63)

The momenta of the on-shell legs connecting the form factors are denoted $P_1$, $P_{j-1}$ and $P_j$. Since these momenta are responsible for the light-like divergences, we may replace the position space spinors $\lambda_1$, $\lambda_{j-1}$ and $\lambda_j$ by the momentum spinors $\lambda_{P_1}$, $\lambda_{P_{j-1}}$ and $\lambda_{P_j}$. This can be seen from inverting the arguments found in section 4.1. There the momenta were all replaced by light-like vectors. Here we replace the light-like vectors with momenta. The cost of replacing position space spinors with momentum spinors consists of a rescaling $\gamma_a$ and a bosonic factor. Since the purpose is only to show that the ansatz for the fermionic part is correct, we will not be interested in bosonic factors.

The relevant quantity is then the super-momentum conserving delta functions from the four form factors in the figure and $\tilde{F}_{T_d}$ for the operator at point $x_j$:
\[
\int d^4\eta_{P_{j-1}}d^4\eta_{P_j}d^4\eta_{P_1} \int d^2\gamma \delta^8 \left( \gamma^{\alpha}_{j-1+a} (j-1)^{\alpha}_A - \sum_r\eta_r A \lambda_r^\alpha - \eta_{P_{j-1}} A \lambda_{P_{j-1}}^\alpha \right) \\
\delta^8 \left( \gamma^{\alpha}_{j+a} (j+1)^{\alpha}_A - \sum_r\eta_r A \lambda_r^\alpha - \eta_{P_j} A \lambda_{P_j}^\alpha \right) \delta^8 \left( \gamma^{\alpha}_{1+a} (\tilde{1})^{\alpha}_A - \sum_r\eta_r A \lambda_r^\alpha - \eta_{P_1} A \lambda_{P_1}^\alpha \right)
\]

(64)

\[
\tilde{F}_{T_d}^{MHV}(\gamma^{\alpha}_{j+a}, 1, \ldots, P_{j-1}, \ldots, P_j, \ldots, P_1, \ldots, n).
\]

Notice that the sum \( \gamma^{\alpha}_{j-1+a} (j-1)^{\alpha}_A + \gamma^{\alpha}_{j+a} (j)^{\alpha}_A + \gamma^{\alpha}_{j+1+a} (j+1)^{\alpha}_A + \gamma^{\alpha}_{1+a} (\tilde{1})^{\alpha}_A \) is invariant under the shift (61). Note also that the first three delta functions become invariant under the shift after the Grassmann integrations.

This first of all means that for \( d = 2 \) the shift is in fact a symmetry of the expression as expected because \( \tilde{F}_{T_d}^{MHV} \) do not depend on any Grassmann variables. For \( d > 2 \) there will some additional Grassmann variables in \( \tilde{F}_{T_d}^{MHV} \). We can use conservation of super-momentum to write this function without any explicit dependence on either \( \eta_{P_{j-1}} \) or \( \eta_{P_j} \). Subsequently, we find the term proportional to \( \eta_{P_{j-1}} \langle \epsilon^{ab} \rangle \eta_{P_1-b} \) as well as similar factors for all other directions that has been made light-like as part of the cut. From a Feynman diagram perspective we know that such a term should always be present. The integration over the variables \( \gamma_{a} \) can be used to remove this factor:

\[
\int d^4\eta_{P_1} \int d^2\gamma \delta^8 \left( \gamma^{\alpha}_{1+a} (\tilde{1})^{\alpha}_A - \sum_r\eta_r A \lambda_r^\alpha - \eta_{P_1} A \lambda_{P_1}^\alpha \right) \eta_{P_{j-1}} \langle \epsilon^{ab} \rangle \eta_{P_1-b} 
= 2(\langle \gamma_{1+a} \rangle - \sum_r\eta_r \langle P_1 r \rangle).
\]

(65)

By imposing shift symmetries for all point made light-like separated from \( x_j \) (apart from \( x_{j-1} \) and \( x_{j+1} \)), \( \tilde{F}_{T_d}^{MHV} \) is reduced to purely bosonic factors. This can therefore be written as \( \tilde{F}_{T_d}^{MHV} \) multiplied by some spinor products.

Potentially, it should be possible to use generalized unitarity to find the correct spinor factor in a systematic way by exploiting relations like the ones found in [31]. However, we will instead use that we already found this factor for the scalar polygon in section 4.3. Combining the information gained from the two approaches, we get:
Figure 13: Full lines represent distances made light-like after dividing by scalar propagators, vertices where \(d\) lines meet represent operators of the type \(\mathcal{T}_d\). The polygon extends further to the left and the right in both diagrams.

\[
\lim_{(x_i - y_1)^2 = 0} \frac{(x_i - y_i)^2}{(i \mathbf{i})} \int d^4 \theta_1 \frac{y_i}{x_{i+1}} \frac{x_i}{x_{i-1}} \frac{\ldots}{\ldots} = \frac{\langle i - 1 \mathbf{i} \rangle}{\langle i - \mathbf{i} \rangle \langle i \mathbf{i} \rangle} \frac{1}{i \mathbf{i}} \int d^4 \theta_1 \delta^2 (\langle \mathbf{1} \mathbf{i} \rangle) - \langle \mathbf{1} \mathbf{i} \rangle (\mathbf{1} \mathbf{i})^+ = \frac{(x_i - y_i)^2}{(i \mathbf{i})} \frac{(y_i - x_{i+1})^2}{(m \mathbf{j})} \frac{(y_{m-1} - y_j)^2}{(m \mathbf{j})} \int \prod_{r=1}^m d^4 \theta_r. \tag{66}
\]

Again full lines represent distances made light-like after dividing out scalar propagators, and vertices where \(d\) lines meet correspond to an operator \(\mathcal{T}_d\). As we used that all of the Grassmann variables from \(\mathcal{F}_T^M\) in (64) were removed by imposing shift symmetries, it is assumed that there are delta functions similar to (58) for all but two of the lines meeting at \(x_i\).

We will now apply all this to a full cut. A string of \(m\) Lagrangian insertions will be made light-like separated from each other and the polygon such that the inside of the polygon is split into two with \(x_i\) being light-like separated from \(y_1\) and \(x_j\) from \(y_m\). In terms of the diagram in figure 13(a), the cut can be defined as:

\[
\text{Cut} = \lim_{(x_i - y_1)^2 = 0} \frac{(x_i - y_i)^2}{(i \mathbf{i})} \ldots \lim_{(y_m - x_j)^2 = 0} \frac{(y_m - x_j)^2}{(m \mathbf{j})} \int \prod_{r=1}^m d^4 \theta_r. \tag{67}
\]

We define spinors \(\lambda_\alpha^r\) with \(r\) going from 1 to \(m + 1\) ordered such that \(\lambda_1^r\) is a spinor corresponding to the light-like distance \(x_i - y_1\) and \(\lambda_{m+1}^r\) is a spinor corresponding to the distance \(y_m - x_j\) and introduce the factor:
\[
\delta^2 (\chi_{2/1}^a - \chi_{1}^{A} (\tilde{1})^{a}) \cdots \delta^2 (\chi_{m+1/j}^a - \chi_{m+1}^{A} (j)^{a}).
\]

Finally we use (66) to write the cut in terms of the diagram in figure 13(b) and phrase it in variables common to scattering amplitudes using some of the identities found in appendix C:

\[
\text{Cut} = \frac{1}{(11)} \left( \prod_{r=1}^{m-1} \frac{1}{(r r + 1)} \right) \left( \frac{1}{(m)j} \right) \int \frac{1}{(m+1)} d^4 \eta_r \delta^8 \left( \sum_{r=1}^{m+1} \eta_r \lambda_r + \sum_{s=j}^{i-1} \eta_s \lambda_s \right) \]

When reconstructing the part of the correlation function with the propagators corresponding to the cut, the products of the harmonic variables are removed (from a generalized unitarity perspective they correspond to normalizations of the external states). The rest of (69) is exactly equivalent to a generalized unitarity cut with \( m + 1 \) cut propagators as shown in figure 14. The spinor products appearing in (69) correspond to the generalized unitarity cut of an MHV amplitude while everything beyond MHV lies in figure 13(b).

Equation (66) do not depend on the number of light-like lines meeting at the point \( x_i \). Together with planarity, this allows us to do the same steps as above for each of the individual patches separated by the string of light-like propagator. This will correspond to cutting the amplitudes on either side of the generalized unitarity cut in figure 14. The calculation is not going to be different from the one above, and it is straightforward to show that it will correspond to the correct generalized unitarity cut.

For the sake of completeness, let us point out that nowhere in the calculation leading up to the supersymmetric generalization in (66) did we use that the operator at \( y_{i1} \) was the highest
fermionic component of the multiplet. The calculation can therefore be generalized to limits where the distance $x_i - x_j$ becomes light-like. In such cases the relevant delta functions will be:

$$\delta^2(\bar{\chi}_{i/j} - \langle \bar{\theta}^A_i \rangle_{(j)}^+ a),$$

where some of the Grassmann variables should be interpreted in terms of the specific products that appear in the construction of the correlation function, just as in (59).

4.5 Cut-Constructibility

In section 3 we used operator product expansion arguments from [12, 40] to conclude that the correlation functions were cut-constructible. Here we will examine one of the arguments using generalized unitarity cuts and consider the possibility of position space cuts that have no equivalent generalized unitarity. As in section 4.4, it is sufficient to consider generalized unitarity cuts where light-like distance have a corresponding cut propagator.

We begin by studying the order of the poles. The first case to consider is two form factors connected through a single cut propagator as shown in figure 15 (a):

$$\int d^4\eta_P \frac{\delta^8((1)_A^+ a_{1+a} - \sum_{r=1}^k \eta_{rA} \lambda_r^\alpha - \eta_{PA} \lambda_P^\alpha)}{\prod_{i=1}^{k+1} \langle ii+1 \rangle \langle kP \rangle \langle P1 \rangle} \frac{\delta^8((2)_A^+ a_{2+a} - \sum_{s=k+1}^n \eta_{sA} \lambda_s^\alpha + \eta_{PA} \lambda_P^\alpha)}{\prod_{j=k+1}^n \langle jj+1 \rangle \langlenP \rangle \langle Pk \rangle}$$

$$= \frac{\delta^8((1)_A^+ a_{1+a} + (2)_A^+ a_{2+a} - \sum_{r=1}^k \eta_{rA} \lambda_r^\alpha)}{\prod_{i=1}^{k-1} \langle ii+1 \rangle \prod_{j=k+1}^n \langle jj+1 \rangle} \frac{\delta^4((2)_A^+ a_{2+a} \gamma_{2+a}) - \sum_{s=k+1}^n \eta_{sA} (sP)}{\langle kP \rangle \langle Pk+1 \rangle \langle P1 \rangle \langlenP \rangle}.$$

From this we see that there are as many factors of $P$ in the numerator as in the denominator. Including the cut propagator, there are then one more propagator depending on $P$ than momentum factors in the numerator. This is exactly enough to give the divergence of a scalar propagator (i.e. a simple pole in $(x_1 - x_2)^2$) provided all the momentum factors become derivatives with respect to $x_1$ or $x_2$. These derivatives will then give something proportional to $(x_1 - x_2)^\mu$ (see section 4.1).

The second case to consider is two form factors connected through two cut propagators as shown in figure 15 (b):

Figure 15: Form factors connected through either one or two cut propagators
Both cut propagators could give simple poles in position space. But because the $P_1$ spinors are contracted with the $P_2$ spinors, it is not possible to a double pole. Attempting to create a double pole will give a factor:

$$(x_1 - x_2)(x_1 - x_2),$$

in the numerator which would lower the divergence to a simple pole. The exception is when there are no on-shell states apart from $P_1$ and $P_2$. This correspond to disconnected graphs. We thus arrive at the same conclusion as the operator product expansion gave us. The correlation functions contain simple poles and double poles, and the double poles correspond to disconnected diagrams.

Let us now move on to the position space cuts that do not have equivalent generalized unitarity cuts. This could be terms where a group of Lagrangian insertion points only connect among themselves or only once to a point on the polygon as shown in figure 16. We expect such terms to correspond to unconnected diagrams and diagrams proportional to a group structure constant with two identical indices. Below we will argue that this expectation holds.

For the relevant generalized unitarity cuts every light-like distance have a corresponding cut propagator. The converse can also be made true in a sense. As shown above two form factors connected through a cut propagator contain exactly the right number of momentum factors to give a simple pole. Of course as shown in section 4.3 this does not guarantee that the pole
Figure 17: Full lines represent distances made light-like after dividing by the appropriate propagators. $\mathcal{O}$ represents some arbitrary operator appears. Still this relies on several non-light-like distances ruining the divergences for each other, and in a planar diagram at least one will create a simple pole.

Let us then consider one of the unwanted terms with a certain set of simple poles and find the residue for all the possible limits:

$$(x_i - x_j)^2 = 0, \quad (x_i - y_j)^2 = 0, \quad (y_i - y_j)^2 = 0.$$  

Then the cut propagators in the relevant generalized unitarity cuts will either all have a corresponding light-like distance or there will be an additional simple pole. The latter contradict the assumption that we took all the possible limits.

All cut propagators in the relevant generalized unitarity cuts then correspond to light-like distances. Hence the only generalized unitarity cuts, we can write down for the unwanted position space cuts, match the expectation and are not relevant to the duality.

5 More General Correlators

Let us finally turn towards other correlators as well as non-planar contributions and discuss how they can be computed.

One type to consider is correlation functions with both operators from the stress-tensor multiplet arranged in a light-like polygon and other operators not part of the polygon. These correlators are a natural extension to the duality between correlation functions and Wilson loops as the light-like limit simply gives the correlation function of a Wilson loop and the additional operators [23]. The additional operators can also be arranged to form a second Wilson loop.

It is still possible to define position space cuts for such correlators even though there is no duality with amplitudes. These cuts will include diagrams where Lagrangian insertion points are made light-like separated from the additional operators as shown in figure 17. It is not clear if such correlators will be cut-constructible, something that may well depend on the specific choice of operators. Adding a single operator to a light-like polygon could be a good starting point for considering correlation functions of other operators as many details will be similar to
the light-like polygon. In the case of the additional operators forming a second Wilson loop the cuts will be similar to the ones used for the duality and can be computed from (66).

One way to construct other correlators that are cut-constructible and also dual to scattering amplitudes is to consider operators of the type half-BPS operators as in (2) with \( d > 2 \) as shown in figure 18. This sort of diagram will appear as part of the cuts used in section 4 but one could also use this as the starting point. Since equations (62) and (64) do not rely on integration over the super-space variables, it should be dual to three different four-point amplitudes and a single six-point amplitude provided we introduce some additional fermionic delta functions like the ones in (58).

5.1 Operators at Generic Points

For the duality, the original correlation functions already involved some light-like limit. It would be interesting to compute the cuts for the correlator with operators at generic points. The arguments reviewed in section 3 are sufficient to argue that the correlation function is cut-constructible. However, the position space cuts may not be as easy to compute as for those correlators appearing in the duality.

For the correlation function of only four purely scalar operators the integrand is known to a high loop order \([36, 40]\). We can use the results to check whether the correlators can be
Figure 20: Feynman diagrams with a Lagrangian insertion in the center interacting with operators with scalars. We do not show the entire Feynman diagrams only the relevant parts constructed from cuts and what those cuts are. The one-loop integrand consists of two types of terms: those that contribute to the duality between scattering amplitudes and correlation functions and terms that can be captured by cuts where all distances to the Lagrangian insertion point become light-like while the original operators only become light-like separated from each other in pairs. The new cuts are proportional to the correlation function where the Lagrangian insertion has been replaced by the lowest component of $T_4$ as in figure 19.

If this is to make sense as a cut, we require that for similar limits at higher loop orders, the Lagrangian insertion should still act like four scalars. This is obviously true for the part of the on-shell Lagrangian proportional to four scalars but the arguments from section 4.3 can be used to argue that it will also be the case for the other parts. Consider for instance the diagrams in figure 20 and the limit where the Lagrangian in the center of the diagrams is made light-like separated from the four operators at the corners of the diagrams. The diagram in 20(a) contribute to the mentioned limit, but the diagram in 20(b) do not without some additional light-like limit involving two of the original five operators, whereas 20(c) do contribute without any additional limits. This systematic continues with more interactions. Only as long as the additional interactions are with the scalar lines will the diagrams contribute to the aforementioned limit without the need for any additional light-like limits involving two or more of the original five operators. For this reason we may conclude that in this limit the Lagrangian insertion acts like four scalars. Consequently, the cut can be described in terms of the correlation function where the Lagrangian insertion has been replaced by the lowest fermionic component of $T_4$.

By inspecting the results from the literature, we see that at higher loop orders, it is always possible to make the insertion points light-like separated from four other points and let the points of the original operators be light-like separated from each other in pairs. So up to the known loop order, the correlation function should be determined by the cuts if we include cuts where the Lagrangian insertions get replaced by $T_4$. These new cuts may appear identical to applying (66) twice. Indeed if a Lagrangian insertion is made light-like separated from two purely scalar operators using this relation, the result would be proportional to a correlation function with $T_4$ in place of the on-shell Lagrangian. The difference lies in the fact that for these new cuts the operators made light-like from the Lagrangian insertion may be light-like separated from only one other operator. As a consequence, the factor being pulled out in front of the correlation function, when doing the cut, is different. For the relation (66) this
factor consists of spinor products and could be found through a fairly simple Feynman diagram calculation. The computation needed for the additional cuts do not seem to be as simple, and the factor would involve tensors connecting the SU(4) indices of the harmonic variables.

5.2 Non-Planar Diagrams

The duality discussed in section 4 considers only planar diagrams so we only formulated cuts for the planar theory. However, it is also possible to consider non-planar cuts. Equations (62) and (64) do in fact not rely on planarity so the Grassmann structure of (66) will be the same in the non-planar case. The kinematical factor can again be found from considering purely scalar operators, and the calculations will be very similar to the one leading to (53). For the sake of clarity, we only display the result with a limited number of operators though the generalization is straightforward. We have introduced an additional point \( x_j \) and defined spinors such that

\[
(x_i - x_j)^{\alpha \dot{\alpha}} = \lambda_j^\alpha \bar{\lambda}_j^{\dot{\alpha}},
\]

the limit needed for the cuts is then given by:

\[
\lim_{(x_i - y_1)^2 = 0} \frac{(x_i - y_1)^2}{(i1)} \int d^4 \theta_{\dot{1}} \frac{y_i}{x_{i+1}} \frac{y_i}{x_i} \frac{y_i}{x_{i-1}} = \frac{1}{(i1)} \int d^4 \theta_{\dot{1}} \delta^2(\langle \bar{1} \theta_{\dot{1}}^{+a} \rangle - \langle \bar{1} \theta_{\dot{1}}^{+a} \rangle^{A}) \left[ \frac{\langle i - 1 i \rangle}{\langle i - 1 \rangle \langle 1 i \rangle} \right] \frac{y_i}{x_{i+1}} \frac{y_i}{x_i} \frac{y_i}{x_{i-1}} \right] + \frac{\langle j i - 1 \rangle}{\langle j \rangle \langle 1 i - 1 \rangle} \frac{y_i}{x_{i+1}} \frac{y_i}{x_i} \frac{y_i}{x_{i-1}} \right] + \frac{\langle i j \rangle}{\langle i \rangle \langle 1 j \rangle} \frac{y_i}{x_{i+1}} \frac{y_i}{x_i} \frac{y_i}{x_{i-1}} \right].
\]

One should note that outside the planar limit the cuts no longer separate the diagrams into separate patches as in section 4 though the cuts may still simplify the expression.

6 Discussion

In these notes, we have introduced a notion of cuts in position space and shown how this type of cuts on a specific set of limits of correlation functions correspond to generalized unitarity cuts of scattering amplitudes. This means that the super-correlators/super-amplitudes duality works on a cut-by-cut basis. We also checked that the super-correlators, considered in the duality, are
in fact completely determined by the position space cuts. The results are hardly surprising as the
supersymmetric correlation functions have been found to be dual to the supersymmetric Wilson
loop of [18], and since the duality between scattering amplitudes and correlation functions is
at the integrand level, no regularization issues should arise. Nonetheless, it provided a simple
example to try out this reformulation of the Lagrangian insertion technique.

The position space cuts are written in terms of correlation functions of other half-BPS
operators but there is a non-trivial factor that emerges from doing the cut unlike for generalized
unitarity where all the non-trivial information lies in the product of amplitudes. This might
be a problem for more general correlation functions like the ones considered in section 5.1. We
identified a second type of cuts still written in terms of correlators of half-BPS operators but
with factors that do not follow as easily as for the cuts used in the duality.

In general, it would be interesting to extend this approach to other operators. It will certainly
be possible to define the cuts but it is not clear if the correlators will be cut-constructible nor
whether the cuts will be simple. The extension to non-planar diagrams is more straightforward
though the cuts will no longer divide the Feynman diagrams into separate patches.

Since the generalized unitarity methods are related the twistor space methods for scattering
amplitudes, we expect that this approach is related to the twistor space methods used in [22,41],
and it would be interesting to find the direct relation.
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A Harmonic Variables and Spinors

In this appendix we briefly sum up some of the conventions and notations used. The harmonic
variables are matrices satisfying the following relations:

\[ \bar{u}^A_{+a} u^b_A = \delta^b_a, \quad \bar{u}^A_{-a'} u^b_A = \delta^{b'}_{a'}, \]
\[ u^a_A \bar{u}^B_{+a} + u^{-a'}_A \bar{u}^B_{-a'} = \delta^B_A, \]
\[ \frac{1}{4} \epsilon^{ABCD} u^+_A u^+_B u^+_C \epsilon^{-d'}_{d'} u^-_D = 1. \]  

(74)

(75)

Upper-case Latin indices are SU(4) indices while lower-case Latin indices are SU(2) indices.
Since we will be dealing with operators at many different points it is convenient to use a notation
that makes for an easy identification of the corresponding harmonic variables for each operator:
we choose to denote the harmonic variables of the operator at point \( x_i \) on the polygon by \( (i)_{A}^{+a} \)
and the harmonic variables of the Lagrangian insertion at point \( \tilde{y}_{\tilde{m}} \) by \( (\tilde{m})_{A}^{+a} \). It is also useful
to introduce this product of harmonic variables:

\[ (ij) = \frac{1}{2} \epsilon^{ABCD} (i)_{A}^{+a} \epsilon_{ab} (j)_{B}^{+b} (j)_{C}^{+c} \epsilon_{cd} (i)_{D}^{+d}. \]

(76)
The product correspond to the determinant of the matrix:

\[(\tau j)_{a^a}^a = (\tau)_A^A(j)^{+a}.\]  

(77)

As long as the product (76) is non-zero it is possible to define the inverse matrix \((\tau j)^{-1}_{a^a}\) and by expressing SU(4) vectors in terms of \((i)^{+a}_A\) and \((j)^{+a}_A\) it is possible to show that the following is the identity matrix:

\[(j)_B^a(\tau j)^{-1}_a a'(\tau i)^{-1}_a A_a = \delta_A^B.\]  

(78)

We use greek letters from the beginning of the alphabet for spinor indices while \(\mu\) and \(\nu\) are reserved for regular Lorentz indices. The spinor indices are raised and lowered as follows:

\[
\lambda^\alpha = \epsilon^{\alpha\beta} \lambda_\beta, \quad \lambda_\alpha = \epsilon_{\alpha\beta} \lambda^\beta,
\]  

(79)

while the spinor product is defined to be:

\[
\langle ij \rangle = \lambda_i^\alpha \lambda_j^\alpha.
\]  

(80)

The Levi-Civita symbols are chosen to be:

\[
\epsilon_{12} = \epsilon_{21} = 1 = \epsilon^2_1 = \epsilon^1_2.
\]  

(81)

Lorentz vectors can be written in spinor notation by using Pauli matrices:

\[
x_{a\dot{a}} = \sigma_{a\dot{a}}^\mu x_\mu.
\]  

(82)

\section{B Integrals}

The following quantity is useful when describing the propagation from a point on a light-like Wilson line to some point \(y_j\):

\[
\Delta(y_j, t_j) = 1 \frac{1}{(x_{i+1} - y_j)^2 (1 - t_j) + (x_i - y_j)^2 t_j}.
\]  

(83)

For convenience we also define the following quantities:

\[
\Upsilon_{\mu,\nu j}(y_j) = 2(x_{i+1} - y_j)[\mu_j (x_i - x_{i+1}) \nu_j].
\]  

(84)
\[
\Xi(y_i, y_j) = \frac{1}{(x_i - y_i)^2(x_{i+1} - y_j)^2 - (x_i - y_j)^2(x_{i+1} - y_i)^2} \quad (85)
\]

The second quantity satisfy these relations

\[
\Xi(y_i, y_j) = -\Xi(y_j, y_i), \quad (86)
\]

\[
\lim_{(x_i - y_i)^2 = 0} \Xi(y_i, y_j) = -\Delta(y_j, 1)\Delta(y_i, 0). \quad (87)
\]

\[
I_1(y_1; t_2) = \int_{t_2}^{t_1} dt_1 (x_i - x_{i+1})[\mu_1 \left(\frac{\partial}{\partial y_{y_1}}\Delta(y_1, t_1)\right)] I_1(t_2)
\]

\[
= \Upsilon_{\mu_1\nu_1}(y_1)(1 - t_2)\Delta(y_1, 1)\Delta(y_1, t_2). \quad (88)
\]

\[
I_2(y_2, y_1; t_3) = \int_{t_3}^{t_1} dt_2 (x_i - x_{i+1})[\mu_2 \left(\frac{\partial}{\partial y_{y_2}}\Delta(y_2, t_2)\right)] I_1(t_2)
\]

\[
= -\Upsilon_{\mu_1\nu_1}(y_1)\Xi(y_1, y_2)\Delta(y_1, 1)I_1(y_2; t_3) - \Upsilon_{\mu_2\nu_2}(y_2)\Upsilon_{\mu_1\nu_1}(y_1)\Xi(y_1, y_2)^2 \times \left[\ln\left(\frac{\Delta(y_3, t_3)}{\Delta(y_2, 1)}\right) - \ln\left(\frac{\Delta(y_1, t_3)}{\Delta(y_1, 1)}\right)\right]. \quad (89)
\]

\[
I_3(y_3, y_2, y_1; t_4) = \int_{t_4}^{t_1} dt_3 (x_i - x_{i+1})[\mu_3 \left(\frac{\partial}{\partial y_{y_3}}\Delta(y_3, t_3)\right)] I_2(y_2, y_1; t_3)
\]

\[
= -\Upsilon_{\mu_1\nu_1}(y_1)\Xi(y_1, y_2)\Delta(y_1, 1)I_2(y_3, y_2; t_4) - \Upsilon_{\mu_3\nu_3}(y_3)\Upsilon_{\mu_2\nu_2}(y_2)\Upsilon_{\mu_1\nu_1}(y_1) \times \Xi^2(y_1, y_2) \left[\Xi(y_1, y_3)\Xi(y_2, y_3)\ln\left(\frac{\Delta(y_3, t_4)}{\Delta(y_2, 1)}\right)\right]
\]

\[
+ \Xi(y_1, y_3)\Delta(y_3, t_4)\ln\left(\frac{\Delta(y_1, t_4)}{\Delta(y_1, 1)}\right) - \Xi(y_2, y_3)\Delta(y_3, t_4)\ln\left(\frac{\Delta(y_2, t_4)}{\Delta(y_2, 1)}\right) \right]. \quad (90)
\]

38
\[ I_4(y_1, y_2, y_3, y_4; y_5, t_5) \]
\[ = \int_{t_5}^1 dt_4 (x_i - x_{i+1}) \left( \frac{\partial}{\partial y_4^{\mu \nu}} \Delta(y_1, t_4) \right) I_3(y_3, y_2, y_1; t_4) \]
\[ = -\tau_{\mu_1 \nu_1}(y_1) \Xi(y_1, y_2) \Delta(y_1, t_5) I_3(y_3, y_2, y_1; t_5) - \tau_{\mu_2 \nu_2}(y_2) \tau_{\mu_3 \nu_3}(y_3) \Delta(y_4, t_5) I_3(y_3, y_2, y_1; t_5) \]
\[ \times \Xi^2(y_i, y_2) \left[ -\frac{\Xi(y_1, y_2) \Xi(y_3, y_4) \Delta(y_1, t_5)}{\Delta(y_2, t_5)} \ln \left( \frac{\Delta(y_1, t_5)}{\Delta(y_2, t_5)} \right) \right. \]
\[ \left. - \frac{\Xi(y_2, y_3) \Xi(y_4, y_5) \Delta(y_3, t_5)}{\Delta(y_2, t_5)} \ln \left( \frac{\Delta(y_2, t_5)}{\Delta(y_3, t_5)} \right) + \frac{\Xi(y_3, y_4) \Xi(y_5, y_1) \Delta(y_3, t_5)}{\Delta(y_2, t_5)} \ln \left( \frac{\Delta(y_3, t_5)}{\Delta(y_2, t_5)} \right) \right] \]
\[ + \ln \left( \frac{\Delta(y_1, t_5)}{\Delta(y_2, t_5)} \right) \ln \left( \frac{\Delta(y_2, t_5)}{\Delta(y_3, t_5)} \right) \ln \left( \frac{\Delta(y_3, t_5)}{\Delta(y_4, t_5)} \right) \ln \left( \frac{\Delta(y_4, t_5)}{\Delta(y_5, t_5)} \right) \]
\[ + \ln \left( \frac{\Delta(y_1, t_5)}{\Delta(y_2, t_5)} \right) \ln \left( \frac{\Delta(y_2, t_5)}{\Delta(y_3, t_5)} \right) \ln \left( \frac{\Delta(y_3, t_5)}{\Delta(y_4, t_5)} \right) \ln \left( \frac{\Delta(y_4, t_5)}{\Delta(y_5, t_5)} \right) \]

### C Jacobians and Useful Identities

Changing from a measure for the fermionic variables $\theta^{\mu_\alpha}_{r_\mu}$ into a measure for the variables $\chi^{\alpha}_{r_{r+1}} = \langle \bar{r} \theta^\mu_r \rangle$ and $\chi^{\alpha}_{r_{r+1}/\bar{r}} = \langle r + 1 \theta^\mu_r \rangle$ is going to introduce the Jacobian:

\[ \prod_{r=1}^{m} \langle \bar{r} r + 1 \rangle^2. \]

The duality gives the scattering amplitudes in terms of the fermionic parts of the super-twistors, they can be related to the Grassmann variables, $\eta^{\alpha}_{\iota}$, where $\langle \eta^{\alpha}_{\iota} \rangle^0$ indicates a positive helicity gluon of momentum $p_\iota$ and $\langle \eta^{\alpha}_{\iota} \rangle^4$ indicates a negative helicity gluon, in the following way:

\[ \eta^{\alpha}_{\iota} = \frac{\chi^{\alpha}_{\iota-1} \langle ii + 1 \rangle + \chi^{\alpha}_{\iota} \langle i + 1 \iota - 1 \rangle + \chi^{\alpha}_{\iota+1} \langle i - 1 \iota \rangle}{ \langle i - 1 \iota \rangle \langle ii + 1 \rangle}. \]
For the Grassmann variables of the internal states there are different possible definitions, we choose:

\[ \eta_i^A = \frac{\chi_i^A \langle \bar{i} \bar{2} \rangle + \chi_2^A \langle i \bar{1} \rangle}{\langle i \bar{1} \rangle \langle \bar{i} \bar{1} \rangle}, \]  

(94)

\[ \eta_{m+1}^A = \frac{\chi_{m+1}^A \langle \bar{m} \bar{1} \rangle + \chi_{m+1}^A \langle j \bar{m} \rangle + \chi_j^A \langle \bar{m} \bar{m}+1 \rangle}{\langle \bar{m} \bar{m}+1 \rangle \langle m+1 \bar{j} \rangle}, \]  

(95)

which gives the following super-momentum conserving delta function:

\[ \delta^4(\chi_i^A - \langle i \theta_i^A \rangle) \delta^4(\chi_{m+1}^A - \langle m+1 \theta_j^A \rangle) = \left( \frac{\langle ij \rangle}{\langle i \bar{1} \rangle \langle \bar{i} \bar{1} \rangle \cdots \langle m+1 \bar{j} \rangle} \right)^4 \delta^8 \left( \sum_{r=1}^{m+1} \eta_r \lambda_r + \sum_{s=j}^{i-1} \eta_s \lambda_s \right). \]  

(96)

The factor in front of the delta function cancels part the Jacobian that arises when changing the measure for the \( \chi^A \) variables into the measure for the \( \eta^A \) variables which is given by:

\[ \left( \frac{\langle ij \rangle}{\langle i \bar{1} \rangle \langle \bar{i} \bar{1} \rangle \cdots \langle m+1 \bar{j} \rangle} \right)^4. \]  

(97)
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