Bubble Wall Velocity from Holography
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Cosmological phase transitions proceed via the nucleation of bubbles that subsequently expand and collide. The resulting gravitational wave spectrum depends crucially on the bubble wall velocity. We use holography to compute the wall velocity from first principles in a strongly coupled, non-Abelian, four-dimensional gauge theory. The wall velocity is determined dynamically in terms of the nucleation temperature. We verify that ideal hydrodynamics provides a good description of the system everywhere except near the wall.

Introduction. Although the Electroweak (EW) transition is believed to be a smooth crossover [1–3] in the Standard Model (SM), this turns into a first-order phase transition (PT) even in minimal extensions thereof [4–14]. In these scenarios the Universe undergoes this PT as it expands and cools, and this results in the production of gravitational waves (GWs) [15] potentially observable by detectors such as LISA [16]. Further scenarios that motivate the study of cosmological PTs include Grand Unified Theories [17, 18] and strongly interacting Dark Matter (DM) [19, 20]. In the first case one imagines a gauge theory defined at an energy scale much higher than the EW scale that could have its own PTs [21–23]. The second case corresponds to the possibility that DM, while weakly interacting with the SM, might be strongly interacting with itself. Large classes of models in this category possess first-order PTs and lead to the production of GWs [24, 25]. In summary, the discovery of GWs originating from a cosmological PT would not only be the discovery of new physics beyond the SM but, in some cases, it may be our only realistic window into such physics.

Maximising the discovery potential requires an accurate prediction of the GW spectrum. The PT proceeds via the nucleation of bubbles of the stable, low-energy phase inside the supercooled phase. These bubbles subsequently expand and collide. The computation of the resulting GW spectrum requires knowledge of several parameters. Some of these, such as the critical temperature, the strength of the transition, etc are thermodynamic in nature and can be computed from static properties of the underlying theory [26]. In contrast, the bubble wall velocity depends on out-of-equilibrium physics and its computation in terms of the microscopic theory is challenging even for weakly coupled theories [27–31]. The fact that the GW spectrum is particularly sensitive to this parameter [32] makes its computation not just challenging but pressing.

The goal of this paper is to use holography to provide a first-principle calculation of the bubble wall velocity in a strongly-coupled theory with a gravity dual.[33] We will not describe the nucleation of the bubble but focus on the post-nucleation dynamics and determine its dependence on the nucleation temperature. Holography maps the full, quantum-mechanical dynamics of the bubble to the classical dynamics of a black brane horizon in the dual geometry. We thus set up appropriate initial conditions for each nucleation temperature and numerically solve Einstein’s equations to determine the time evolution of the bubble. From this we read off the velocity and the profile of the wall. We then verify that, in agreement with general expectations, ideal hydrodynamics describes the entire system except for the region near the wall.

Holographic model. We consider a five-dimensional

\[
\begin{align*}
\text{FIG. 1. Energy density as a function of temperature and (inset) speed of sound for } \phi_Q = 10, \phi_M = 0.85. \text{ The grey vertical line on the right indicates the critical temperature at which the PT takes place. The grey vertical line on the left indicates that } A \text{ and } B \text{ have the same temperature. Stable states are shown in solid blue, metastable ones in dashed brown, and unstable ones in dotted-dashed red.}
\end{align*}
\]
Einstein-scalar model described by the action

\[ S = \frac{2}{\kappa_5^2} \int d^5x \sqrt{-g} \left[ \frac{1}{4} R - \frac{1}{2} (\partial \phi)^2 - V(\phi) \right]. \tag{1} \]

Exclusively for simplicity we assume that the scalar potential \( V \) can be derived from a superpotential \( W \) through the usual relation

\[ V(\phi) = \frac{4}{3} W(\phi)^2 + \frac{1}{2} W'(\phi)^2. \tag{2} \]

Different choices of (super)potential correspond to different dual four-dimensional gauge theories. As in [34, 35], we choose

\[ LW(\phi) = -\frac{3}{2} - \frac{\phi^2}{2} - \frac{\phi^4}{4\phi_M^2} + \frac{\phi^6}{\phi_Q}, \tag{3} \]

where \( L \) is the asymptotic AdS radius and \( \phi_Q \) and \( \phi_M \) are constants. In the limit \( \phi_Q \to \infty \) the sextic term is absent and the model reduces to that in [36–38]. The motivation for the choice (3) is that this is a simple model of a non-conformal theory with a first-order PT (for appropriate values of \( \phi_Q \) and \( \phi_M \) [34]) whose dual gravity solution is completely regular even at zero temperature.\[39\] The fall-off of the scalar field near the asymptotic AdS geometry determines the characteristic energy scale in the dual gauge theory, \( \Lambda \), which in turn sets the value of the critical temperature, \( T_c \). For concreteness, in this paper we will focus on the model with \( \phi_Q = 10, \phi_M = 0.85 \)[40].

The phase diagram for this case is shown in Fig. 1, where we see the usual multi-valuedness characteristic of a first-order PT. The critical temperature is \( T_c = 0.418\Lambda \), as indicated by the grey vertical line.

**Initial states.** We now imagine that the system has been supercooled to some state \( A \) on the upper metastable branch, and that at this point a bubble corresponding to some state \( B \) on the lower stable branch is nucleated. The nucleation temperature is therefore \( T_N = T_A \). On general grounds we expect a non-zero probability to nucleate bubbles with different initial wall profiles and with different initial sizes. We will therefore vary these parameters and determine their effect on the subsequent post-nucleation dynamics. We will also vary the initial state \( B \) inside the bubble. Although this is often assumed to have the same temperature as \( A \), the initial-value problem with \( T_B \neq T_A \) is perfectly well-defined on the gravity side. These parameters do not completely determine the initial quantum state of the bubble. On the gauge theory side they only specify the one-point function of the stress-tensor in the initial state, for example the profile of the energy density. On the gravity side they only specify the fall-off of the metric near the asymptotic AdS boundary. A complete determination of the initial quantum state requires knowledge of all the higher correlation functions in the gauge theory or, equivalently, the complete metric on the gravity side.

Therefore we will also scan over different metrics in the initial data. As in [41–43], for simplicity we will consider planar bubbles that are translationally invariant along the transverse \( \{x, y\} \)-directions and expand only along the longitudinal \( z \)-direction. In particular, this means that there is no critical size for the bubble. We will report on spherical bubbles elsewhere [44].

**Evolution.** We begin with a bubble of size \( 14\Lambda^{-1} \) and a state \( B \) inside the bubble with temperature \( T_B = T_A = 0.374\Lambda \), as indicated in Fig. 1. The initial energy profile, shown as a dashed blue curve in Fig. 2, is arbitrarily chosen except for the fact that it must interpolate between the energy \( E_B \) inside the bubble and the energy \( E_A \) outside the bubble. We then solve the Einstein equations in the bulk along the lines of [38, 45, 46] to find the time evolution of this initial state. Since the pressure in \( B \) is higher than in \( A \), the initial wall is accelerated towards the right. Fig. 3 shows several snapshots of the resulting energy density at different times.

![FIG. 3. Snapshots of the energy density profile at different times for the initial state with \( T_B = T_A \) shown as a dashed blue curve in Fig. 2.](image-url)
The wall starts at rest and reaches a steady state with terminal velocity $v_{wall}^A \simeq 0.24$ in a time of order $\Delta t \sim 50 \Delta^{-1}$ \cite{47}. As illustrated by the solid blue curve in Fig. 3, in this time the wall profile relaxes to a preferred shape. This shape remains constant at subsequent times, as shown by Fig. 4. In addition, in this time the energy density inside the wall evolves to that of the state $\xi^{\text{int}}$ at constant and given by $v_D \simeq 0.22$, so $D_{\text{boosted}}$ is the state $D$ in Fig. 1 boosted to the right with velocity $v_D$. The interface between the $D_{\text{boosted}}$- and the $A$-regions moves at constant velocity $v_{\text{int}} \simeq 0.57$. This means that the size of $D_{\text{boosted}}$ grows linearly with time. The width of the interface also grows, but more slowly than linearly. As a consequence, if we plot the energy profile in terms of $\xi = z/t$ for different fixed times, the interface between $D_{\text{boosted}}$ and $A$ approaches a discontinuity at late times, as illustrated in Fig. 5. In this limit the profile becomes a function of $\xi$ alone, as it is commonly assumed.

The features of the late-time state such as the wall profile, the wall velocity, and the $C$- and $D$-states, are determined dynamically and are independent of the bubble initial conditions. We illustrate this for the wall profile in Fig. 6. To obtain this plot we take the set of initial conditions above and vary one initial condition at a time to obtain a new set of wall profiles. Specifically, we change the initial state $B$ inside the bubble to the states $B'$ and $B''$ in Fig. 1, whose corresponding energy profiles are shown in Fig. 2. We also vary the initial size of the bubble to the larger and smaller values shown by the corresponding curves in Fig. 2. In addition, the wall profile for the smaller bubble is different from that of the original bubble. Finally, we change the initial bulk metric so as to increase or decrease the initial pressure anisotropy between the longitudinal and the transverse directions by an order of magnitude. As we see in Fig. 6, all these changes result in the same late-time wall profile.

We now turn to the dependence on the nucleation temperature. The states $C$ and $D$ and the wall velocity vary monotonically with $T_N$. Indeed, as $T_N$ approaches $T_{\text{crit}}$ from the left the states $C$ and $D$ approach the vertical line at $T = T_{\text{crit}}$, the wall velocity goes to zero and the system approaches a static, phase-separated configuration in which the states inside and outside the bubble coexist at the critical temperature \cite{48}. In the opposite limit, as $T_N$ decreases from $T_{\text{crit}}$ towards the end of the metastable branch, labelled as $A_1$ in Fig. 1, the states $C$ and $D$ move to the left and approach $C_1$ and $D_1$, respectively. Similarly, the wall velocity increases monotonically from zero to a maximum value $v_{wall}^{A_1} \simeq 0.29$.

We have explored the dependence of $v_{wall}$ on different properties of the state $A$. The most suggestive result is shown in Fig. 7, which seems to imply a linear dependence on the ratio between the pressure difference inside and outside the bubble and the energy density outside the bubble. Heuristically, this relation seems plausible given that the force trying to accelerate the bubble in-

---

**FIG. 4.** Same wall profiles as in Fig. 3, each shifted in $z$ by a different amount, to show that the wall profile remains constant in time.

**FIG. 5.** Energy profile at as a function of $\xi = z/t$ for different values of $t$.

**FIG. 6.** Wall profiles for the same nucleation temperature $T_N = T_A$ but different initial conditions, each shifted in $z$ by a different amount to show that the wall profile is independent of the initial conditions.
FIG. 7. The points show the wall velocity for different nucleation temperatures. The line is a fit as a function of the ratio between the pressure difference inside and outside the bubble and the energy density outside the bubble.

FIG. 8. Comparison between the exact wall profiles for several nucleation temperatures with the results of applying Eq. (4). The case $T_N = T_{\text{crit}}$ corresponds to a static, phase-separated configuration. The universal function $f$ is shown in the inset.

increases with the pressure difference, whereas the resisting force grows with the energy density outside the bubble.

Changing the nucleation temperature also changes the wall profile. However, we empirically observe that, up to a rescaling, the latter is well approximated by the interface of a phase-separated configuration at $T = T_{\text{crit}}$ [48]. Specifically, the wall profile for any $T_N$ is given by

$$\mathcal{E}(z) = \mathcal{E}_C + (\mathcal{E}_D - \mathcal{E}_C)f(\Lambda z),$$

where the energies of the $C$- and $D$-states depend on $T_N$ but $f$ is a $T_N$-independent, universal function that only depends on the theory. In particular, taking $T_C = T_D = T_{\text{crit}}$, this formula gives the profile of the phase-separated configuration. The latter is shown in Fig. 8, where we also compare the exact wall profiles for several nucleation temperatures with those predicted by Eq. (4).

Hydrodynamics. As the bubble expands the gradients away from the wall get diluted. Therefore the late-time state is expected to be well described by ideal hydrodynamics everywhere except in the region near the wall.

This is confirmed by Fig. 9, where we compare the exact result for the longitudinal pressure with the prediction of both ideal and first-order viscous hydrodynamics at late times. We see that none of the hydrodynamic curves describe the wall region correctly. Nevertheless, at asymptotically late times the size of the wall becomes negligible and we can use ideal hydrodynamics to constraint the properties of the bubble. At those times we can treat both the wall and the interface between the $D_{\text{boosted}}$- and $A$-regions as discontinuities and assume that the physics only depends on $\xi$. Requiring that the energy and momentum fluxes are the same on both sides of these discontinuities leads to a set of matching conditions (see e.g. [49]). In combination with the hydrodynamic equations away from the wall, these conditions determine the $C$- and $D$-states, the fluid velocity in $D$, and the velocity of the interface in terms of the nucleation temperature and the wall velocity. This means that, for a given nucleation temperature, the entire system is controlled by the wall velocity.

Discussion. We have used holography to determine the post-nucleation dynamics of bubbles in a theory with a first-order PT. The state $C$ inside the bubble, the state $D$ between the bubble wall and the asymptotic region, the wall velocity and the wall profile are all dynamically determined and are independent of the initial conditions. In general, the temperature in $C$ differs from the nucleation temperature.

One interesting feature of our model is that the speed of sound is not constant. When the nucleation temperature approaches the critical temperature the wall velocity approaches zero. As a consequence the bubble expansion is guaranteed to be a deflagration. In the opposite limit, as $A$ approaches the turning point labelled $A_1$ in Fig. 1, the speed of sound in $A$ goes to zero. This guarantees that $v_{\text{wall}} > c_A^1$. Nevertheless, in our model the wall velocity remains lower than the speed of sound in $D$, since $v_{\text{wall}}^A_1 \simeq 0.24$ and $c_D^1 \simeq 0.51$, and we still find a deflagration with zero fluid velocity behind the wall.
It will be interesting to construct holographic models in which the wall velocity is much larger than the speed of sound in any of the regions, as expected in a detonation. On the one hand, the approximate linear relation that we uncovered in Fig. 7 suggests that this will require that the pressure difference between the inside and the outside of the bubble be comparable to the energy density outside the bubble. On the other hand we emphasize that, at this point, this linear relation should be taken purely as an empirical observation in a single model. Establishing its validity beyond this case requires further analysis.

Although the C- and D-states depend on the nucleation temperature we found evidence that, up to a rescaling, the wall profile is well approximated by a universal, $T_N$-independent function, as illustrated in Fig. 8. However, the small deviations from this universal form grow with the wall velocity. This suggests that the good agreement seen in Fig. 8 may be due to the relatively low velocity of the wall in our model, and that this agreement may or may not persist in cases with higher velocities.

As expected on general grounds, we verified that the entire system except for the region near the wall is well described by ideal hydrodynamics at late times. This, together with the matching conditions across the wall, determines the properties of the entire system in terms of the nucleation temperature and the wall velocity. In order to further determine the velocity in terms of the nucleation temperature a model capable of resolving the dynamics in the wall region is needed. Here we have used the microscopic description provided by holography. The fact that the wall profile is related to the interface of a phase-separated configuration [48] suggests that an effective description of the wall dynamics, based on the “purely spatial” formulation of second-order hydrodynamics, may also be possible.
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