Seeing the invisible plasma with transient phonons in cuprous oxide†
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The emission of phonons from electron–hole plasma is the primary limit on the efficiency of photovoltaic devices operating above the bandgap. In cuprous oxide (Cu2O) there is no luminescence from electron–hole plasma. Therefore, we searched for optical phonons emitted by energetic charge carriers using phonon-to-exciton upconversion transitions. We found 14 meV phonons with a lifetime of 0.916 ± 0.008 ps and 79 meV phonons that are longer lived and overrepresented. It is surprising that the higher energy phonon has a longer lifetime.

1 Introduction

Cuprous oxide is a semiconductor with a high theoretical photovoltaic/photocatalytic efficiency, composed of abundant and nontoxic elements.12 The well-known Shockley–Queisser efficiency limit for a single junction solar cell assumes that all above-gap photons generate the same voltage owing to rapid thermalisation.3 Recently, first principles calculations have shown that the energy above the bandgap is lost primarily to phonon radiation and secondarily to charge carrier interactions.8 Here, we use time-resolved phonon-to-exciton5,6 transitions to detect phonon radiation from charge carriers.

Charge carrier/phonon inelastic scattering can be examined by measuring carriers or by measuring phonons. For example, the depletion of energy from electron–hole plasma has been measured using time resolved luminescence in several materials.7–12 However, in cuprous oxide, both the 3d-like valence and the 4s-like13 conduction band have positive parity. Therefore, electron–hole plasma luminescence is forbidden and not observed. Plasma relaxation can be measured with surface electron photoemission14,15 and nanosecond scale cyclotron resonance.16 This led us to develop a bulk, femtosecond scale phonon measurement approach.

2 Experimental

2.1 Transient absorption

Transient absorption has been used to measure hot carrier lifetimes in bulk crystals of MoS2 (50 ps)17 and to detect hot carriers in bulk crystals of γ-Fe2O3.18 It has also been applied to electron–hole recombination in bulk,19 which is a forbidden process in cuprous oxide. In cuprous oxide, mid-infrared transient absorption has been used for excitonic Lyman spectroscopy.20 Electron beam excitation, as opposed to optical excitation, has also been used.21 There are also numerous studies of nanomaterials such as ref. 22. To the best of our knowledge, this is the first report of time resolved measurements of phonon-to-exciton transitions.

Here, we report the use of a pump pulse to produce an optically dark electron–hole plasma ([1]) that results in emission of phonons by the carriers ([2]). The carriers in the plasma may relax through a variety of bands.23 The absorbance is then measured to obtain the dynamics of the two phonon modes ([3]). These three steps are illustrated in Fig. 1.

We used a regeneratively amplified 35 fs Ti:Sapphire laser. The amplifier output was split into pump and probe beams. The pump beam passed through a delay line. It was frequency doubled to 400 nm in a β-barium borate crystal. The fundamental was filtered out. The pump was chopped from 2 kHz to a 1 kHz repetition rate. 22 J m−2 were focused on to the sample in a spot with a diameter of 0.85 mm to 1/e.

This pump configuration can access transitions up to 2.62 eV to the second conduction band that are dipole allowed and that lie above the four exciton series.24 The conduction bands near the surface were pumped with about 1012 electrons s−1 m−2 at
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the peak of each laser pulse. The peak pump irradiance is $10^{12}$ times typical sunlight irradiance. While the rate of nonthermal phonon upconversion to excitons is small in a typical cuprous oxide solar cell when compared to this experiment, the bath of thermal optical phonons is much larger. At ambient temperatures, about 100 meV of sub-bandgap absorption, which is driven by thermal phonon upconversion, contributes to the efficiency of the solar cell, assuming a thickness of 1 mm or more.

The probe beam was converted to white light using self-phase-matching in a 2 mm thick sapphire. The fundamental was filtered out. The beam was tightly focused on the sample at a small angle to the pump beam and in the centre of the pump beam.

The cuprous oxide crystal was grown using our previously reported method for producing relatively large, phase-pure crystals with minimal point defects. For this experiment, the sample with [100] faces from ref. 29 was mounted on a sapphire in vacuum at a temperature of 3.2 K to reduce the thermal background. The crystal was oriented with the [100] direction, which is normal to the surface. The pump beam's electric field was polarised parallel to [010].

The transmitted portion of the probe beam was collected in an Ultrafast Systems Helios spectrometer with 2 nm resolution. The resolution is not sufficient to observe the 1s orthoexciton polariton. Probe shots with and without the pump beam were recorded for various positions of the pump delay line to determine the time dependence of the phonon relaxation. The baseline measured when the probe arrived before the pump was subtracted from the data.

### 2.2 Ab initio methods

To better understand the measurements, we also performed first-principles calculations of the phonon lifetimes at the $\Gamma$-point. The band extrema are located at the $\Gamma$-point. Our phonon lifetime calculations assume anharmonicity as a perturbation to the harmonic problem; for the low temperatures considered in our experiments, this is well-obeied approximation. This is further supported by the experimental lack of interaction between transient phonons in Fig. 4 as discussed below. Theoretical results in the context of inelastic neutron scattering can be found in ref. 31. Computations were performed using the software package PhonTS developed by one of the authors. Second and third order force constants necessary for this calculation were obtained from standard density functional calculations (DFT) within the local density approximation (LDA) using the finite displacement method. A supercell consisting of $2 \times 2 \times 2$ primitive cells was used for the calculations with a 500 eV energy cutoff for the planewave expansion of the electronic wavefunction and $\Gamma$-point sampling of the Brillouin zone. Past calculations have shown that anharmonic terms are relatively short ranged in semiconductors. Larger supercells are not required for these calculations. Calculations were performed with the Vienna Ab Initio Simulation Package (VASP).

While hybrid functionals are required in order to obtain accurate electronic structure, phonon properties are sufficiently accurate at the LDA level.

### 3 Results and discussion

#### 3.1 Transient absorption analysis

**3.1.1 Modelling of backgrounds.** Instead of correcting chirp, we included a linear probe chirp in our global analysis model. With our approach, the starting time of the signal is wavelength dependent. We modelled the absorption with a function including a $\lambda^{1/10}$ based coherent artefact. This component of the model, which was taken from ref. 41 and 42, is shown in ESI,† Fig. S1(a). We also found a background that we approximated with a wavelength-independent transient with lifetime 0.736 ± 0.003 ps, shown in ESI,† Fig. S1(b). The wavelength-independence of ESI,† Fig. S1(g) from 640 to 675 nm is experimental support for this approximation.

**3.1.2 Literature assignment of spectra in cuprous oxide.** The cuprous oxide lattice has the highest possible symmetry (order 48). It consists of an oxygen body centred cubic lattice with each oxygen atom tetrahedrally coordinated to four copper atoms. The tetrahedra share all four corners forming straight $180^\circ$ O–Cu–O bond angles. The A phonon is $2\Gamma_{12}$ and has energy 14 meV. It corresponds to compression of opposing edges of the tetrahedra. The B phonon is $3\Gamma_{17}$ and has energy 79 meV. It corresponds to transverse relative motion of the copper and oxygen lattices.

We found that changes in the number of optical phonons present can be measured using so-called phonon to 1s orthoexciton transitions. The exciton series in question is called the ‘yellow’ series because it is the lowest lying set of electron–hole bound states. Since the phonon density of states is spectrally sharp, the structure of the transient absorbance $A(E,t)$ as a function of energy depends on the phonon energy and the exciton density of states. According to Fermi’s golden rule,

$$A(E,t) = \sum_{p\in \{\text{phonons}\}} \alpha_p n_p(t) \sqrt{E - (E_X - E_p)} \quad (1)$$
where \( a_p \) determines the relative efficiency of the absorption of the modes, \( n_p(t) \) is the transient occupation of that mode at time \( t \) after light absorption, \( E_X \) is the orthoexciton ground state energy, and \( E_p \) is the energy of a particular phonon mode \( p \). \( E_X \) and \( E_p \) were assumed.

### 3.1.3 Phonon dynamics

The dynamics of \( n_p(t) \) are governed by a pump term (assuming a Gaussian profile with amplitude \( C \) and duration \( \sigma \)) and a decay term (with lifetime \( \tau_p \)). Our results are insensitive to the temporal structure of the pump model.

\[
\frac{d}{dt}n_p(t) = C e^{-\frac{t^2}{2\sigma^2}} - \frac{n_p(t)}{\tau_p} \tag{2}
\]

From 113 894 data points (Fig. 2(a)), we found that \( \tau_A = 0.916 \pm 0.008 \) ps and \( \tau_B = 31 \pm 3 \) ps. The uncertainties account for random errors only. Validation of the error calculations is described in the ESI. In other materials, phonon lifetimes are typically in the few picosecond range. Transitions involving additional phonons are not expected to be observed based on previous experimental results. Transition matrix elements for the various phonons that have not yet been observed participating in phonon-to-exciton transitions are an interesting area for potential future investigation.

Fig. S1(c) and (d) (ESI†) show the models of each of the phonon assisted transitions used to determine \( n_p(t) \). For these model parts, only the amplitude \( a_p n_p(0) \) and lifetime \( \tau_p \) were independent regression parameters; literature phonon and exciton energies were assumed because they are more precise. Ref. 6, Fig. 4 provides particularly elegant time averaged data validating the spectral assignments we are reusing. The phonon spectrum is consistent between neutron, Raman, absorption, luminescence, and density functional theory methodologies.

Above 2.085 eV (395 nm), we serendipitously found a feature corresponding to a superposition of phonon-to-exciton transitions with the exciton \( n > 1 \). It has a lifetime of 9.8 ± 0.5 ps and the same amplitude as the B to 1s transition. This portion of our model, which is treated mathematically the same way as processes A and B for simplicity, is shown in ESI, Fig. S1(c). Above 2.15 eV, not enough light was transmitted to allow for measurements of transient absorption.

The total model, including time and wavelength dependence of the transient absorption, is shown in Fig. 2(b) to agree with the data in Fig. 2(a). A broader view of the complete model (f) and data (g) is shown in ESI, Fig. S1. We excluded data for wavelengths greater than 640 nm from the analysis because they do not include the signals of interest.

### 3.2 Partition of energy into phonon modes: relative amplitudes of phonon state occupation

Based on the equipartition theorem, the steady state occupation of A should be about six times that of B. This is consistent with the relative strengths of the steady state A/B phonon-to-exciton absorption features. We conclude \( a_A \approx a_B \). In the transient absorption spectrum, however, \( a_A n_A(0) = 2.0 \pm 0.3 \approx a_B \), indicating that carriers release about a third as much energy in the form of phonon A as in the form of phonon B. Future electron–phonon scattering calculations may explain the distribution of emitted phonons and the phonon emission and absorption rates.

### 3.3 Power dependence

In order to test for density-dependent effects, we studied the dependence of the transient absorption on the excitation power. We did not observe any density-dependent effects, which might have included absorption of phonons by electron–hole plasma. The absorption dynamics at 600 nm for three laser excitation powers are shown in Fig. 3. This wavelength includes both the A and B phonon assisted transient absorption. A single exponential representing \( \tau_A \) is drawn in solid black to show that the data are not a single exponential decay. The data are in reasonable agreement with the hypothesis that the phonon lifetimes are independent of the laser excitation power (Fig. 3 lines). There may be a dip in the lower power data around 1 ps.

The creation of phonons is illustrated in Fig. 6(a). Phonon absorption is illustrated in Fig. 6(f). In our conditions, the phonon density is driven by conduction carriers, which create phonons, and phonon relaxation, as opposed to phonon absorption by conduction carriers, exciton–exciton annihilation, or phonon–phonon annihilation. The rates of these three excluded processes are dependent on the excitation power, but no power dependence is observed in Fig. 3.
processes are power dependent because at low temperature they can only occur when two photoexcited states interact. In a highly doped semiconductor or a metal, absorption of phonons by carriers would dominate, even in the absence of photoinduced carriers.

The phonon density should grow linearly with pump intensity. The amplitude of the transient absorption was determined versus laser power. All components of the model were assumed to scale proportionately. The linear relationship is confirmed in Fig. 4.

3.4 Origin of transient phonons: short-lived plasma and long-lived excitons

By selecting a high excitation energy (3 eV), we have caused the intraband and second-to-first conduction (or valence) band transitions to be the primary source of phonons. Of these four bands, only the second conduction band has negative parity, suggesting it plays an important role in the emission of negative parity phonons. Transitions to and between the exciton states in the four exciton series also contribute to phonon production. The energy breakdown of 3 eV is 30% conduction carrier relaxation (Fig. 6(a)), 5% yellow exciton formation/thermalisation (Fig. 6(e)), and 66% bandgap.

Owing to the high density of states, conduction carriers primarily relax within the timescales studied here. Conduction carrier relaxation times are typically shorter than phonon lifetimes. This is the basis for hot phonon engineering. The carrier relaxation includes electron–hole annihilation and exciton formation that reduces the carrier number in a manner that is strongly density-dependent. In the future, in order to introduce additional phonon scattering processes, heavy doping could be used to add conduction carriers or higher temperatures could be used to add bath phonons. These potential future experiments will lead to additional complexity in the absorption spectrum.

The rise time of the phonons caused by phonon emission from high energy electron–hole plasma is not observed nor do we expect it to be resolvable with currently available short-pulsed lasers. The complex process of exciton thermalisation, however, relies on phonon emission through strict selection rules. The thermalisation time can exceed the exciton lifetime at low temperatures. These slow phonon emission processes were not the target of this study. We expect they are too weak and too slow to contribute meaningfully to the data, which we interpret in terms of phonon lifetimes, not phonon excitation rates.

Exciton thermalisation by phonon emission, and its manipulation by strain, are crucial to exciton relaxation explosion and exciton/vacancy binding. All these processes can be repumped by inelastic exciton–exciton scattering.

3.5 Potential additional backgrounds

Our interest is in the initial electron–hole plasma. We do not extrapolate the results beyond the 4 ps time window of the 113 894 data points shown in Fig. 2. The signal to noise ratio for a single data point peaks at around 200.

Owing to two kinds of known background, we did not collect data beyond 4 ps for the analysis of phonon-to-exciton transitions. First, some of the exciton relaxation routes are slow as a result \( n_p \) was detectably greater than zero at the longest delay we had available (6 ns). Second, as shown in Fig. 5, there are oscillations in the transient absorption consistent with the known 43 GHz Brillouin mode of cuprous oxide. Similar coherent phonon oscillations, whose frequencies have a slight wavelength dependence arising from refractive index variation, have been observed in other materials. These two backgrounds contribute to the systematic error in the model. They are smaller than the phonon-to-exciton transition signal originating from the electron–hole plasma.

The electron–hole plasma may absorb the probe light. This process gets stronger at longer wavelengths and has been observed in the infrared in other materials. We did not find any evidence for this phenomenon.
3.6 Ab initio results

Our results for phonon frequencies are in good agreement with previous results, which have also shown the density of states.\textsuperscript{46} Computed lifetimes for all phonons at the \( \Gamma \)-point are presented in Table 1. The \( \Delta \) phonon has a lifetime of 1.98 ps, in good agreement with experimental value. Interestingly, the \( 3 \Gamma_{25} \) phonon, which does not induce absorption,\textsuperscript{6,45} has a very long lifetime of 178 ps.

The B phonon, however, has a much shorter calculated lifetime than measured lifetime. The disagreement suggests that the B phonon occupation is selectively repumped. One well-known mechanism of repumping from cold exciton states to hot carrier states is Auger recombination. Auger recombination is a density-dependent process, but the repumping of conduction carriers may or may not have a density dependent rate.\textsuperscript{78} It depends on the relative magnitude of density-dependent and density-independent decay of the underlying exciton states. Different measurements of Auger recombination are reviewed in ref. 79 and 80.

We note that B (but not A) phonons may be produced by potentially slow relaxation of carriers from about 54 meV above the bandgap to 2p excitons (binding energy 25 meV). We did not find any evidence for multiple timescales in the B signal, so if transitions to 2p excitons explain \( \tau_B \) then they are the primary source of B phonons. This concept could be tested by measuring bleach of the 2p line in a thinner sample.\textsuperscript{13}

4 Conclusions

We determined the lifetime and relative occupation of two phonon modes in the first picosecond after light absorption. These phonons were detected using absorptive transitions from the phonon state to the 1s orthoexciton state (Fig. 6(c)). Prior knowledge of the phonon and exciton density of states provides for assignment of the absorption bands.\textsuperscript{6,50,52,53} The higher energy mode has a surprisingly long lifetime.

The phonons we measured originate from relaxation of free carriers towards the conduction band minimum (Fig. 6(a)). This relaxation process is an important factor that caps the high theoretical solar energy conversion efficiency of cuprous oxide, a high elemental abundance, nontoxic semiconductor.\textsuperscript{1,2} Phonon emission can remove all charge carrier energy that is above the bandgap. We have captured phononic waste heat and light that is usually transmitted. We stored the energy in excitons. If these additional excitons\textsuperscript{6} can be utilised in future photovoltaic devices,\textsuperscript{5} it will increase the efficiency of solar energy conversion.
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