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Abstract. The paper adapts the large deformation diffeomorphic metric mapping framework for image registration to the indirect setting where a template is registered against a target that is given through indirect noisy observations. The registration uses diffeomorphisms that transform the template through a (group) action. These diffeomorphisms are generated by solving a flow equation that is defined by a velocity field with certain regularity. The theoretical analysis includes a proof that indirect image registration has solutions (existence) that are stable and that converge as the data error tends to zero, so it becomes a well-defined regularization method. The paper concludes with examples of indirect image registration in 2D tomography with very sparse and/or highly noisy data.
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1. Introduction. Image registration (matching) is the task of transforming a template image so that it matches a target image. This arises in many fields, such as quality control in industrial manufacturing [27], various applications in remote sensing [25], face recognition [67, 51], robotic navigation [14], and medical imaging [57, 53, 60], etc. The variant that is considered here is indirect image registration, i.e., when the template image is registered against a target that is known only through indirect noisy observations, such as in tomographic imaging. It makes use of the large deformation diffeomorphic metric mapping (LDDMM) framework for diffeomorphic image registration and thereby extends the indirect image registration scheme in [46], which uses (small) linearized deformations.

An important development in regularization theory is ongoing where reconstruction and feature extraction steps are pursued simultaneously, such as joint segmentation and reconstruction. Indirect image registration can be seen as part of this development where the feature in question is the “shape” of the structures in the image and their temporal variability. This is highly relevant for spatiotemporal imaging, see [46] for a survey and other use cases of indirect image registration.

There is an extensive literature on image registration where a template is registered by means of a diffeomorphism against a target so that their “shapes” agree, see [57] for a nice survey. Image registration is then recast as the problem of finding a suitable diffeomorphism that deforms the template into the target image [21]. The underlying assumption is that the target
image is contained in the orbit of the template under the group action of diffeomorphisms. This principle can be stated in a very general setting where diffeomorphism acts on various image features, like landmark points, curves, surfaces, scalar images, or even vector/tensor valued images [65]. It also adapts readily to the indirect image registration setting and this is worked out in detail for the case when one seeks to register scalar images.

2. Overview of paper and specific contributions. The main contribution is to develop a variational framework for indirect image registration (section 6) where a template is registered against a target that is known only through indirect noisy observations (data). This is done by appropriately adapting the LDDMM framework where the template is deformed by diffeomorphisms that act on images through a group action as explained in section 5. This section also contains an overview of the LDDMM theory.

An important theoretical topic is to investigate to what extent this indirect registration scheme is a regularization. Existence of solutions along with stability and convergence results are stated in section 7. In conclusion, the LDDMM based indirect registration scheme is formally a well-defined regularization method. On the other hand, as most of the other variational schemes for image registration, one cannot expect to have uniqueness due to lack of convexity. This theoretical investigation is followed by explicit calculations of the derivative and gradient of the objective functional in the variational formulation of the indirect registration problem (section 8). Numerical implementation, which relies on theory of reproducing kernel Hilbert space (section 4) is outlined in section 9.

Section 10 contains some numerical experiments from tomography that show performance of indirect image registration. The results support the claim that shape information contained in the template has a strong regularizing effect, and especially so for noisy highly undersampled inverse problems. Furthermore, the experiments also suggest that the prior shape information does not have to be that accurate, which is important for the used cases mentioned in [46]. None of these claims are however proved formally by mathematical theorems.

Finally, section 11 discusses possible extensions of indirect image registration to the case when the template also needs to be recovered. It also outlines how indirect image registration relates to joint reconstruction and motion estimation in spatiotemporal imaging.

3. Inverse problems, ill-posedness and variational regularization. The purpose of this section is to set some notations and concepts used throughout the paper.

Image reconstruction. The goal in image reconstruction is to estimate some spatially distributed quantity (image) from indirect noisy observations (measured data). Stated mathematically, the aim is to reconstruct an image \( f_{\text{true}} \in X \) from data \( g \in Y \) where

\[
g = T(f_{\text{true}}) + \Delta g.
\]

Here, \( X \) (reconstruction space) is the vector space of all possible images, so it is a suitable Hilbert space of functions defined on a fixed domain \( \Omega \subset \mathbb{R}^n \). Next, \( Y \) (data space) is the vector space of all possible data, which for digitized data is a subset of \( \mathbb{R}^m \). Furthermore, \( T : X \to Y \) (forward operator) models how a given image gives rise to data in absence of noise and measurement errors, and \( \Delta g \in Y \) (data noise component) is a sample of a \( Y \)–valued random element whose probability distribution is (data noise model) assumed to be explicitly expressible in terms of \( T(f_{\text{true}}) \).
Ill-posedness. A naive approach for reconstructing the true (unknown) image \( f_{true} \) is to solve the equation \( T(f) = g \). Often there are no solutions to this equation since measured data is not in the range of \( T \) for a variety of reasons (noise, modeling errors, etc.). This is commonly addressed by relaxing the notion of a solution by considering

\[
\min_{f \in \mathcal{X}} D(T(f), g).
\]

The mapping \( D: Y \times Y \to \mathbb{R} \) (data discrepancy functional) quantifies the data misfit and a natural candidate is to choose it as a suitable affine transformation of the negative log likelihood of data. In such case, solving (2) amounts to finding maximum likelihood (ML) solutions, which works well when (2) has a unique solution (uniqueness) that depends continuously on data (stability). This is however not the case when (1) is ill-posed, in which case one needs to use regularization that introduces stability, and preferably uniqueness, by making use of prior knowledge about \( f_{true} \).

Variational regularization. The idea here is to add a penalization term to the objective functional in (2) resulting in a variational problem of the type

\[
\min_{f \in \mathcal{X}} \left[ \mu R(f) + D(T(f), g) \right]
\]

for some given \( \mu \geq 0 \).

Such regularization methods have gained much attention lately, and especially so in imaging [52]. The functional \( R: \mathcal{X} \to \mathbb{R} \) introduces stability, and preferably also uniqueness, often by encoding some priori known regularity property of \( f_{true} \), e.g., assuming \( \mathcal{X} \subset L^2(\Omega, \mathbb{R}) \) and taking the \( L^2 \)-norm of the gradient magnitude (Dirichlet energy) is known to produce smooth solutions whereas taking the \( L^1 \)-norm of the gradient magnitude (total variation) yields solutions that preserve edges while smooth variations may be suppressed [18].

4. Reproducing kernel Hilbert spaces. The diffeomorphic deformations constructed in the LDDMM framework (subsection 5.3.1) will make use of velocity fields that at each time point are contained in a reproducing kernel Hilbert space (RKHS). The gradient computations in section 8 also rely on this assumption. The short introduction to the theory of RKHS provided here gives the necessary background needed in subsequent sections.

The theory of reproducing kernel Hilbert spaces was initialized in the 1940s for spaces of scalar-valued functions [4], which was later extended to spaces of functions with values in locally convex topological spaces [55]. It has lately gained significant interest due to applications in machine learning [54, 12, 44]. The starting point is an abstract Hilbert space \( H \) whose elements are functions defined on a fixed domain \( \Omega \subset \mathbb{R}^n \) that take values in a real Hilbert space \( U \). Such a space is a RKHS if evaluation functionals \( \delta_x: H \to \mathbb{R} \) defined as \( \delta_x(\nu) := \langle \nu(x), a \rangle_U \) are bounded for every \( x \in \Omega \) and \( a \in U \). One way to construct a RKHS is to specify a reproducing kernel function. It maps a pair of points in \( \Omega \) into the Banach space \( \mathcal{L}(U,U) \) of bounded linear operators on \( U \), i.e., an operator \( K: \Omega \times \Omega \to \mathcal{L}(U,U) \) such that

(i) \( K(\cdot, x)(a) \in H \) for all \( x \in \Omega \) and \( a \in U \).

(ii) The reproducing property holds for \( K \), i.e., if \( x \in \Omega \) then

\[
\langle \nu(x), a \rangle_U = \langle \nu, K(\cdot, x)(a) \rangle_H \quad \text{for any } \nu \in H \text{ and } a \in U.
\]
An important characterization is that a Hilbert space $H$ of $U$-valued functions that is continuously embedded in $C(\Omega; U)$ is a RKHS if and only if it has a continuous reproducing kernel $K: \Omega \times \Omega \to \mathcal{L}(U, U)$.

**Square integrable vector fields.** If $H$ is a Hilbert space of vector fields on $\mathbb{R}^n$ that is admissible (see subsection 5.3.1), then it is in particular continuously embedded in $C(\Omega; \mathbb{R}^n)$. Hence, it is a RKHS if and only if it has a continuous positive definite reproducing kernel $K: \Omega \times \Omega \to M^{n \times n}_+$. Here, $M^{n \times n}_+$ denotes the vector space of all $(n \times m)$ matrices and $M^{m \times n}_+$ denotes those matrices that are positive definite. Assuming in addition that $H$ is a RKHS that is continuously embedded in $L^2(\Omega; \mathbb{R}^n)$, then there exists an continuous imbedding $\iota: H \to \mathcal{L}^2(\Omega; \mathbb{R}^n)$. Hence, by Riesz theorem there exist $\iota^*: \mathcal{L}^2(\Omega; \mathbb{R}^n) \to H$ such that

$$\langle \iota(\nu), \eta \rangle_{\mathcal{L}^2(\Omega; \mathbb{R}^n)} = \langle \nu, \iota^*(\eta) \rangle_H \quad \text{for all } \nu, \eta \in H. \quad (5)$$

A natural task is to further examine the relation between the $\mathcal{L}^2$-inner product and the RKHS inner product on $H$. As we next show, one can prove that

$$\langle \eta, \nu \rangle_{\mathcal{L}^2(\Omega; \mathbb{R}^n)} = \langle \nu, \iota^*(\eta) \rangle_H \quad \text{for any } \nu, \eta \in H. \quad (6)$$

To prove (6), observe first that by (5)

$$\langle \iota(\nu), \iota(\eta) \rangle_{\mathcal{L}^2(\Omega; \mathbb{R}^n)} = \langle \nu, \iota^*(\eta) \rangle_H \quad \text{for any } \nu, \eta \in H. \quad (6)$$

Hence, (6) follows directly from

$$\iota(\iota^*(\eta)) = \int_{\Omega} K(\cdot, x)(\eta(x)) \, dx. \quad (7)$$

To prove (7), observe first that it is sufficient to prove it point wise, i.e., to show that

$$\langle \iota(\iota^*(\eta))(y), a \rangle_{\mathbb{R}^n} = \int_{\Omega} \langle K(y, x)(\eta(x)), a \rangle_{\mathbb{R}^n} \, dx \quad \text{holds for any } y \in \Omega \text{ and } a \in \mathbb{R}^n. \quad (8)$$

The equality in (8) follows from the next calculation:

$$\langle \iota(\iota^*(\eta))(y), a \rangle_{\mathbb{R}^n} = \left[ \text{By (4)} \right] = \langle \iota^*(\eta), K(\cdot, y)(a) \rangle_H = \left[ \text{By (5)} \right] = \langle \iota(\eta), \iota(K(\cdot, y)(a)) \rangle_{\mathcal{L}^2} = \int_{\Omega} \langle \iota(\eta)(x), \iota(K(\cdot, y)(a))(x) \rangle_{\mathbb{R}^n} \, dx = \int_{\Omega} \langle \eta(x), K(x, y)(a) \rangle_{\mathbb{R}^n} \, dx. \quad (9)$$

5. **Shape theory.** The overall aim is to develop a quantitative framework for studying shapes and their variability. The approach considered here is based on deformable templates and it can be traced back to work by D’Arcy Thompson in beginning of 1900’s [24]. Shape theory based on deformable templates is now an active field of research [31, 65, 58, 43]. The starting point is to specify a shape space, which here refers to a set whose elements are image features with shapes that are to be analysed. There is no formal definition of
what constitutes an image feature, but intuitively it is a representation of the image that retains information relevant for its interpretation. Hence, the choice of shape space is highly task dependent and examples are landmark points, curves, surfaces, and scalar/vector/tensor valued images. This is followed by specifying a set of deformations whose elements map the shape space into itself and thereby model shape changes. Clearly, the identity mapping preserves all aspects of shape. And in this context, it is therefore the "smallest" deformation. A key step will be to introduce a metric on the set of deformations that induces a shape similarity measure in shape space.

5.1. Shape space. There are many image features important for interpretation [7], see also [38, 39] for an axiomatic characterization of features natural for visual perception. For (indirect) image registration, it is important that such features are deformable. Namely, it should be feasible to act on it by means of a deformation.

This paper considers grey-scale images, more precisely \( X = SBV(\Omega, \mathbb{R}) \cap L^\infty(\Omega, \mathbb{R}) \). The requirement that elements in \( X \) are in \( L^\infty(\Omega, \mathbb{R}) \) (essentially bounded) is reasonable for images since grey-scale values are bounded. Furthermore, \( SBV(\Omega, \mathbb{R}) \) denotes the set of real-valued functions of special bounded variation over \( \Omega \subset \mathbb{R}^n \). This space was first introduced in [3] (see also [26]) and its formal definition is somewhat involved, see [59, Definition 22 on p. 141]. Intuitively, these are functions of bounded variation whose singular part of the distributional derivative is supported by an \( (n-1) \)-dimensional rectifiable set in \( \Omega \). In particular, such functions are not necessarily smooth. The latter is important since images may contain edges. Occasionally \( X \) will be equipped with an \( L^2 \)-inner product.

5.2. Set of deformations. Deformations are operations that transform elements in a shape space. In our setting, deformations is represented by mappings from the image domain \( \Omega \subset \mathbb{R}^n \) along with an action describing how they deform deformable objects. The set of deformations should be rich enough to capture the shape variability arising in the application, yet restricted enough to allow for a coherent mathematical theory.

Considering only rigid body motions is often too limited since many applications involve non-rigid shape deformations. Furthermore, composing two deformations should yield a valid deformation, i.e., the set \( G \) of deformations closed under composition. Here, the identity mapping becomes the natural "zero" deformation. Furthermore, it should also be possible to reverse a deformation, i.e., \( G \) closed under inversion. Taken together, this implies that \( G \) forms a group under the group law given by composition of functions. The group structure also implies that a deformation transforms an element in the shape space by means of a group action. Finally, often it also makes sense to assume that deformable objects do not tear, fold or collapse the image, i.e., the deformation preserving the topology.

\( \mathcal{C}^p \)-diffeomorphisms (see below) form a group of non-rigid transformations satisfying the above requirements. These mappings can also act on real valued functions as in subsection 5.4.

\[
\text{Diff}^p(\mathbb{R}^n) := \left\{ \phi \in \mathcal{C}^p(\mathbb{R}^n, \mathbb{R}^n) : \phi \text{ is bijective with } \phi^{-1} \in \mathcal{C}^p(\mathbb{R}^n, \mathbb{R}^n) \right\}.
\]

However, formulating and proving mathematical results relevant for (indirect) image registration, and the need to perform computations with such objects, require one to further restrict the set of diffeomorphisms, i.e., considering suitable sub-groups of \( \text{Diff}^p(\mathbb{R}^n) \).
5.3. Large diffeomorphic deformations. A natural approach is to consider deformations given by additively perturbing the identity map with a vector field that is sufficiently regular [46]. The resulting set of deformations is closed under composition, i.e., it forms a semi-group. Furthermore, such a deformation can be seen as linear approximation of a diffeomorphism, but it is not necessarily invertible unless the aforementioned vector field is sufficiently small and regular [65, Proposition 8.6]. Hence, this is not a suitable framework for diffeomorphic image registration where the template and target have large differences.

One approach to address the above issue of invertibility was presented in [21]. The idea is to consider transformations given as a composition of infinitesimally small linearised deformations. More precisely, diffeomorphic large deformations are obtained by integrating the identity map along a velocity field (curve of vector fields). If properly designed, the velocity field induces an isotopy (a curve of diffeomorphisms). Thereby, the set of velocity fields parametrises the set of deformations and a natural requirement is that velocity fields under consideration have integrable trajectories. This provides a framework for generating a rich sets of deformations, which then can be adapted to specific image registration problems by appropriately choosing the velocity fields.

The indirect image registration method in this paper is based on large deformation diffeomorphic metric mapping (LDDMM), see subsection 11.2 for a brief survey of alternative frameworks for large diffeomorphic deformations. In LDDMM, the velocity field is square integrable and its corresponding vector field at each time is contained in a fixed Hilbert space of vector fields that is an admissible RKHS. The deformations are generated by integrating the identity map along trajectories of such velocity fields and these form a sub-group of $\text{Diff}^1(\mathbb{R}^n)$, see subsection 5.3.1 for more details. As shown there, this group can furthermore be equipped with a metric, which by a group action (subsection 5.4) induces a metric on the shape space that can be used to quantify shape similarity (section 6).

5.3.1. The LDDMM framework. The starting point in the LDDMM framework for large diffeomorphic deformations is to define the vector space of velocity fields that generate the diffeomorphisms. An important point is to show that these diffeomorphisms form a group. Another is to define a right invariant metric so that the group is a complete metric space w.r.t. this metric. The metric is later used to induce a metric on the shape space, which in turn is used as a regularizer in indirect image registration (section 6). A key part of showing that indirect image registration is a well-defined regularization method (section 7) is to relate convergence of velocity fields to convergence of corresponding diffeomorphisms.

Admissible vector fields and the flow equation. The idea in LDDMM is to generate large diffeomorphic deformations by solving a flow equation. This is only possible when the velocity field enjoys certain regularity that ensures the flow equation has a unique solution. More precisely, fix a domain $\Omega \subset \mathbb{R}^n$ and let $V \subset \mathcal{C}_0^p(\Omega, \mathbb{R}^n)$ denote a $p$–admissible vector space of vector fields, i.e., $V$ can be continuously embedded into $\mathcal{C}_0^p(\Omega, \mathbb{R}^n)$ under the topology induced by the $\|\cdot\|_{p,\infty}$-norm. Furthermore, let $\mathcal{L}^q([0, 1], V)$ denote the vector space of velocity fields that are $L^q$-integrable in time and belong to $V$ at any time point, i.e.,

$$\mathcal{L}^q([0, 1], V) := \{\mathbf{v} : [0, 1] \times \Omega \to \mathbb{R}^n : \mathbf{v}(t, \cdot) \in V \text{ and } \|\mathbf{v}\|_{L^q([0, 1], V)} < \infty\}$$
with
\[ \|\nu\|_{L^q([0,1],V)} := \left( \int_0^1 \|\nu(t, \cdot)\|_V^q \, dt \right)^{1/q} \]
for an integer \( q \geq 1 \).

This is a normed vector space and if \( V \) is a Hilbert space, then \( L^2([0,1], V) \) can also be equipped with a Hilbert space structure. Focus will henceforth be on the Hilbert space \( L^1([0,1], V) \). The following theorem forms the basis of the LDDMM approach, see [65, Appendix C] for its proof.

**Theorem 5.1 (Existence of flows).** Given \( \nu \in L^1([0,1], V) \), there exists a unique continuous curve \( [0,1] \ni t \mapsto \phi_{0,t}^\nu \in \text{Diff}^p(\mathbb{R}^n) \) that satisfies the following flow equation:

\[
\begin{cases}
\frac{d}{dt} \phi_{0,t}^\nu(x) = \nu(t, \phi_{0,t}^\nu(x)) \\
\phi_{0,0}^\nu(x) = x.
\end{cases}
\]

By Theorem 5.1, \( \phi_{s,t}^\nu := \phi_{0,t}^\nu \circ (\phi_{0,s}^\nu)^{-1} \) becomes a well defined element in \( \text{Diff}^p(\mathbb{R}^n) \) for any \( s, t \in [0,1] \), and by [65, Proposition C.6] one gets

\[
\phi_{s,t}^\nu = \phi_{s,r}^\nu \circ \phi_{r,t}^\nu \quad \text{and} \quad (\phi_{s,t}^\nu)^{-1} = \phi_{t,s}^\nu \quad \text{for any} \ 0 \leq s, r, t \leq 1.
\]

**Diffeomorphisms generated by flows.** Assume \( V \subset C_0^p(\Omega, \mathbb{R}^n) \) is a \( p \)-admissible Banach space and define

\[
G_V := \left\{ \phi_{0,1}^\nu : \Omega \to \mathbb{R}^n : \phi_{0,1}^\nu \text{ solves (10) with } \nu \in L^1([0,1], V) \right\}.
\]

As already concluded, \( G_V \subset \text{Diff}^p(\Omega) \) is a sub-group. Next, the norm on \( L^1([0,1], V) \) can be used to define a (right invariant) metric \( d_G : G_V \times G_V \to \mathbb{R}_+ \) on \( G_V \) as

\[
d_G(\phi, \psi) := \inf_{\nu \in L^1([0,1], V)} \|\nu\|_{L^1([0,1], V)} \quad \text{for } \phi, \psi \in G_V.
\]

With this construction, \((G_V, d_G)\) is a complete metric space whenever \( V \) is \( p \)-admissible [65, Theorem 8.15]. The right invariance of the metric is important since

\[
d_G(\phi, \psi) = d_G(\phi \circ \varphi, \psi \circ \varphi) \quad \text{for any } \varphi \in G_V.
\]

Furthermore, with this metric one can prove existence of a minimizing velocity field between two diffeomorphisms in \( G_V \). More precisely, if \( V \) is \( p \)-admissible, then by [65, Theorems 8.18 and 8.20], for any \( \phi, \psi \in G_V \) there exists a velocity field \( \nu \in L^2([0,1], V) \) such that

\[
d_G(\phi, \psi) = \|\nu\|_{L^2([0,1], V)} \quad \text{and} \quad \psi = \phi \circ \phi_{0,1}^\nu.
\]

Hence, when computing the metric in (13), the infimum over \( L^1([0,1], V) \) can be replaced by a minimum over the Hilbert space \( L^2([0,1], V) \).

Developing a theory for image registration based on arbitrary admissible spaces is difficult, mainly due to issues related to assigning topological and smooth structures on \( G_V \). See subsection 11.1 for a discussion. This paper considers admissible Hilbert space of vector fields \( V \) constructed from RKHS theory (section 4) that are continuously embedded in \( L^2(\Omega, \mathbb{R}^n) \). The specific application to tomography in section 10 makes use of a diagonal Gaussian kernel.
Remark 5.2. It is possible to use other RKHS kernels than diagonal ones as long as the kernel is represented by a function continuously differentiable in both variables up to order $p$, in which case $V \subset C^p(\mathbb{R}^n, \mathbb{R}^n)$ [59, Theorem 9]. See [42] for admissible vector fields constructed using other non-scalar matrix-valued kernels. An alternative way to construct admissible vector spaces is by introducing a norm defined through a differential (or pseudo-differential) operator $L$:

$$\|\nu\|_V^2 := \int_{\mathbb{R}^n} \langle L(\nu)(x), \nu(x) \rangle_{\mathbb{R}^n} \, dx.$$ 

As an example, choosing $L := (\text{Id} - \Delta)^s$ with $\Delta$ as the Laplacian operator yields the Sobolev space $V = H^s(\mathbb{R}^n, \mathbb{R}^n)$. See [65, Section 9.2] for more on building admissible vector spaces from operators, and in particular [65, Theorem 9.12] for the relation to RKHS theory.

**Strong and weak convergence results.** The aim here is to relate convergence of vector fields to convergence of corresponding diffeomorphisms. The next result shows that weak convergence of velocity fields implies uniform convergence of corresponding diffeomorphism on every compact set. This is an important part for proving the results in section 7. The precise statement is given below, see [59, Theorem 3 on p. 12] for the proof.

**Theorem 5.3 (Uniform convergence of compact sets).** Let $V \subset C^p(\mathbb{R}^n, \mathbb{R}^n)$ be $p$-admissible with $p \geq 1$. If $\nu_k \to \nu$ in the $L^1([0,1],V)$-topology (strong convergence of velocity fields), then $Dj(\phi_{0,t}^{\nu_k}) \to Dj(\phi_{0,t}^{\nu})$ uniformly on any compact subset of $\Omega$ for any $t \in [0,1]$ and $j \leq p$. Likewise, if $\nu_k \to \nu$ in the $L^2([0,1],V)$-topology (weak convergence of velocity fields), then $Dj(\phi_{0,t}^{\nu_k}) \to Dj(\phi_{0,t}^{\nu})$ uniformly on any compact subset of $\Omega$ for any $t \in [0,1]$ and $j \leq p - 1$.

The case $p = 1$ is of specific interest:

1. $\nu_k \to \nu$ in $L^1([0,1],V)$, then $D(\phi_{0,t}^{\nu_k}) \to D(\phi_{0,t}^{\nu})$ uniformly on every compact set.
2. $\nu_k \to \nu$ in $L^2([0,1],V)$, then $\phi_{0,t}^{\nu_k} \to \phi_{0,t}^{\nu}$ uniformly on every compact set.

**Remark 5.4.** The flow map is defined as the mapping $L^1([0,1],V) \ni \nu \mapsto \phi_{0,1}^{\nu} \in G_V$ and by Theorem 5.3, it is well-defined and continuous. This mapping is also called the “exponential map” (not to be confused with the exponential map of a Riemannian metric). This exponential map is the analogue of the exponential map of a finite dimensional Lie group. One can argue that the group Diff$^\infty(\Omega)$ is an infinite dimensional Lie group with Lie algebra the Lie algebra $V$ provided that $\Omega$ is compact. However, the nice relations between a finite dimensional Lie group and its Lie algebra, cease to exist in the infinite dimensional setting. For instance the exponential map fails to be one-to-one or surjective near the identity, see [8, Section 1.3.6] and subsection 11.1 for further discussion on these matters.

**5.4. Group actions.** Elements in the group $G_V$ of diffeomorphisms in (12) can act on images $X \subset L^2(\mathbb{R}^n, \mathbb{R})$, which are real-valued functions defined on some fixed bounded domain $\Omega \subset \mathbb{R}^n$. The group action defines the operator

$$W : G_V \times X \to X.$$ 

In imaging, two group actions are natural:

**Geometric deformation:** Deforms images without changing grey-scale values. This choice is suitable for inverse problems where shape, not texture, is the main image feature.

$$(16) \quad W(\phi, I) := I \circ \phi^{-1} \quad \text{for } I \in X \text{ and } \phi \in G_V.$$
Mass-preserving deformation: Deformation changes intensities but ensures mass is preserved. This choice is suitable for inverse problems where intensities are allowed to change while preserving mass.

\[ W(\phi, I) := |D(\phi^{-1})| (I \circ \phi^{-1}) \text{ for } I \in X \text{ and } \phi \in G_V. \]

In the above, \(|D(\phi^{-1})|\) denotes the Jacobian determinant of \(\phi^{-1}\).

6. Indirect image registration. Consider the inverse problem in (1) where the shape space \(X\) has elements representing grey-scale images defined over some fixed image domain \(\Omega \subset \mathbb{R}^n\). Next, assume a priori that the true (unknown) target image \(f_{\text{true}} \in X\) in (1) can be written as an admissible deformation of a given shape template \(I: \Omega \to \mathbb{R}\), i.e.,

\[ f_{\text{true}} = W(\phi^*, I) \text{ on } \Omega \text{ for some } \phi^* \in G_V. \]

The metric (13) can, through the action of the group \(G_V\) on the shape space \(X\), be used to define a shape similarity measure between objects in \(X\). To define the latter, fix an element in shape space, the template \(I \in X\), and introduce the shape functional \(S(\cdot, I): X \to \mathbb{R}_+\) as

\[ S(f, I) := \inf_{\phi \in G_V} \frac{d_G(\phi, \text{Id})^2}{f = W(\phi, I)} \text{ for } f \in X. \]

It is now possible to register \(I\) onto an indirectly observed target \(f_{\text{true}}\) by solving the following variational problem:

\[ \inf_{f \in X} \left\{ \gamma S(f, I) + \mu R(f) + D(T(f), g) \right\} \text{ for } f = W(\phi, I) \text{ on } \Omega \text{ for some } \phi \in G_V. \]

In the above, \(D: Y \times Y \to \mathbb{R}\) is the data discrepancy functional introduced in (2), \(R: X \to \mathbb{R}\) is the regularity functional that encodes further regularity properties of the target \(f_{\text{true}}\) that are known before hand, and \(S(\cdot, I): X \to \mathbb{R}_+\) is the shape functional defined in (19). Finally, \(\gamma, \mu \geq 0\) are regularization parameters in which \(\gamma\) regulates the influence of the a priori shape information and \(\mu\) regulates the a priori regularity information.

The constraint in (20) simply states that the solution must be contained in the orbit of \(I\) under the group action. Furthermore,

\[ S(\cdot, I) \circ W(\cdot, I) = d_G(\text{Id}, \cdot)^2 \text{ on } G_V. \]

Hence, (20) can be reformulated as

\[ \inf_{\phi \in G_V} \left[ \gamma d_G(\text{Id}, \phi)^2 + \mathcal{L} \circ W(\phi, I) \right] \]

where \(\mathcal{L}: X \to \mathbb{R}\) is given by

\[ \mathcal{L}(f) := \mu R(f) + D(T(f), g) \text{ for } f \in X. \]
6.1. Reformulating the variational problem. If $G_V$ is a Riemannian manifold, then one could solve (22) using a Riemannian gradient method [50]. It is however often more convenient to work with operators defined on vector spaces and $G_V$ lacks a natural vector space structure, e.g., the point-wise sum of two diffeomorphisms is not necessarily a diffeomorphism. This poses both mathematical and numerical difficulties.

On the other hand, diffeomorphisms in $G_V$ are generated by velocity fields in $L^1([0,1],V)$ through (10) and by (14), it is sufficient to compute $d_G(Id, \cdot)^2$ for diffeomorphisms generated by velocity fields in $L^2([0,1],V)$. Hence, there is a natural vector space associated to $G_V$, namely $L^2([0,1],V)$, and a straightforward re-formulation of (22) as an optimization over $L^2([0,1],V)$ yields

\[
\inf_{\nu \in L^2([0,1],V)} \left[ \gamma \|\nu\|_{L^2([0,1],V)}^2 + \mathcal{L} \circ \mathcal{V}(\nu, I) \right]
\]

where $\mathcal{V} : L^2([0,1],V) \times X \to X$ is the deformation operator that is defined as

\[
\mathcal{V}(\nu, I) := \mathcal{V}(\phi_{0,1}^\nu, I) \quad \text{where } \phi_{0,1}^\nu \in G_V \text{ solves (10)}.
\]

If $V$ is admissible, then (22) and (24) are equivalent as shown in [65, Theorem 11.2 and Lemma 11.3], i.e.,

\[
\nu^* \in L^2([0,1],V) \text{ solves (24)} \iff f^* := \mathcal{V}(\nu^*, I) \text{ solves (20)}.
\]

Note also that $V$ is often infinite dimensional Hilbert space, in which case (24) is a minimization over the infinite dimensional Hilbert space $L^2([0,1],V)$.

6.1.1. PDE constrained formulation. Note that evaluating $\nu \mapsto \mathcal{V}(\nu, I)$ requires solving the ordinary differential equation (ODE) in (10), so the variational problem in (24) is an ODE constrained optimization problem:

\[
\begin{aligned}
\min_{\nu \in L^2([0,1],V)} & \left[ \gamma \|\nu\|_{L^2([0,1],V)}^2 + \mathcal{L} \circ \mathcal{W}(\phi(t, \cdot), I) \right] \\
\text{subject to } & \frac{d}{dt} \phi(t, \cdot) = \nu(t, \phi(t, \cdot)) \quad \text{on } \Omega \text{ and } t \in [0,1], \\
& \phi(0, \cdot) = Id \quad \text{on } \Omega.
\end{aligned}
\]

For image registration the above can also be formulated as solving a PDE constrained optimization problem with a time dependent image, see, e.g., [34, eq. (1)]. As to be shown next, such a reformulation easily adapts to the indirect image registration setting.

Re-formulating (27) as a PDE constrained minimization is based on observing that (10) is strictly related (via the method of characteristics) to a continuity equation. More precisely, start by considering the time derivative of

\[
f(t, x) := \mathcal{W}(\phi(t, \cdot), I)(x) \quad \text{for } x \in \Omega \text{ and } t \in [0,1].
\]

Since $\phi(t, \cdot)$ is given by $\nu \in L^2([0,1],V)$ through (10), it should be possible to express the time derivative of the right-hand-side of (28) entirely in terms of $f$ and $\nu$. Furthermore,

\[
f(0, \cdot) = I \quad \text{and} \quad f(1, \cdot) = \mathcal{W}(\phi(1, \cdot), I) \quad \text{on } \Omega.
\]
Hence, (27) can be re-stated as a PDE constrained minimization with objective functional
\[(29) \quad \nu \mapsto \gamma \| \nu \|_{L^2([0,1],V)}^2 + \mathcal{L}(f(1, \cdot)).\]

Note that \(f(1, \cdot)\) above depends on \(\nu\) since it depends on \(\phi(1, \cdot)\) through (28) and \(\phi(1, \cdot)\) depends on \(\nu\) by the ODE constraint in (27). The precise form for the PDE depends on the choice of group action, see subsection 5.4 for a list of some natural group actions.

**Geometric group action.** Let \(f : [0,1] \times \Omega \to \mathbb{R}\) be given by (28) and consider the group action is given by (16). Then,
\[(30) \quad f(t, \phi(t, \cdot)) = I \quad \text{on } \Omega \text{ for } t \in [0,1] \text{ where } \phi \text{ solves (10)}.
\]

Differentiating (30) w.r.t. time \(t\) and using (10) yields
\[
\partial_t f(t, \phi(t, \cdot)) + \langle \nabla f(t, \phi(t, \cdot)), \frac{d \phi(t, \cdot)}{dt} \rangle_{\mathbb{R}^n} = 0.
\]

Since the above holds on \(\Omega\), it is equivalent to
\[(31) \quad \partial_t f(t, \cdot) + \langle \nabla f(t, \cdot), \nu(t, \cdot) \rangle_{\mathbb{R}^n} = 0 \quad \text{on } \Omega \text{ for } t \in [0,1].\]

Hence, using the geometric group action in (24) yields the following PDE constrained formulation:
\[(32) \begin{cases}
\min_{\nu \in L^2([0,1],V)} \left[ \gamma \| \nu \|_{L^2([0,1],V)}^2 + \mathcal{L}(f(1, \cdot)) \right] \\
\partial_t f(t, \cdot) + \langle \nabla f(t, \cdot), \nu(t, \cdot) \rangle_{\mathbb{R}^n} = 0 \quad \text{on } \Omega \text{ and } t \in [0,1], \\
f(0, \cdot) = I \quad \text{on } \Omega.
\end{cases}\]

**Mass-preserving group action.** Let \(f : [0,1] \times \Omega \to \mathbb{R}\) be given by (28) and consider the group action is given by (17). Then,
\[(33) \quad \left| D(\phi(t, \cdot)) \right| f(t, \phi(t, \cdot)) = I \quad \text{on } \Omega \text{ and } t \in [0,1] \text{ with } \phi \text{ solving (10)}.
\]

Differentiating (33) w.r.t. time \(t\) yields
\[
\partial_t f(t, \phi(t, \cdot)) + \nabla \cdot \left( f(t, \cdot) \frac{d \phi(t, \cdot)}{dt} \right) = \partial_t f(t, \phi(t, \cdot)) + \text{div} \left( f(t, \cdot) \nu(t, \phi(t, \cdot)) \right) = 0.
\]

The last equality above makes use of (10) and the definition of the divergence operator. Since the above holds on \(\Omega\), it is equivalent to
\[(34) \quad \partial_t f(t, \cdot) + \text{div} \left( f(t, \cdot) \nu(t, \cdot) \right) = 0 \quad \text{on } \Omega \text{ for } t \in [0,1].\]
Hence, using the mass-preserving group action in (24) yields the following PDE constrained formulation:

$$
\begin{align*}
\min_{\nu \in L^2([0,1],V)} \left[ \gamma \|\nu\|_{L^2([0,1],V)}^2 + \mathcal{L}(f(1, \cdot)) \right] \\
\partial_t f(t, \cdot) + \text{div}(f(t, \cdot) \nu(t, \cdot)) = 0 \quad \text{on } \Omega \text{ and } t \in [0,1], \\
f(0, \cdot) = I \quad \text{on } \Omega.
\end{align*}
$$

Remark 6.1. PDEs are frequently used for defining similarity measures between images. As an example, registration by optical flow handles shapes as boundaries of objects which are then treated as fluids [10]. See also [57] for further examples from medical imaging.

In our setting, the PDE constraint encodes both the ODE in (10) and the diffeomorphic group action. An advantage with the ODE constrained formulation is that these two components, the generative model for the diffeomorphisms and their action on images, are explicit whereas in the PDE constrained formulation they are “hidden” in the PDE. Another potential advantage relates to computational feasibility. Within the LDDMM theory, there are several numerical methods based on various characterizations of minimizers to (24), see e.g., [65].

On the other hand, the PDE constrained formulation may be more suitable for considering a setting where the velocity fields are non-smooth. As outlined in subsection 5.3.1, admissibility was a key assumption for ensuring that (10) is uniquely solvable. In such case, the velocity field is Lipschitz w.r.t. to space uniformly in time. An alternative to the ODE based arguments in subsection 5.3.1 is to use Cauchy-Lipschitz theory and classical PDE arguments to prove existence and uniqueness for (10). These PDE based techniques extend to certain non-smooth cases, e.g., [28, 2] proves existence and uniqueness of a certain solution to (10) (regular Lagrangian flow) even in the case for Sobolev and BV vector fields, see [22] for further details. Finally, the PDE constrained formulation may also be better suited in applications where the actual image trajectory is of interest alongside the final deformed image.

7. Regularizing properties. The goal here is to investigate the regularizing properties of the variational reconstruction scheme in (20) for solving (1) under the simplification where $\mu = 0$. This involves determining whether (20) has solutions, if they are unique, and assessing stability and convergence properties of these solutions.

Following regularization theory, a reconstruction scheme is a regularization if existence holds along with stability and convergence [52, Chapter 3] (see also the notion of “well-defined regularization method” in [30]). Hence, even though formal uniqueness is a desirable property, it is not required from a regularization scheme. The starting point is thus to state continuity of the deformation operator w.r.t. to the velocity field (subsection 7.1). This is followed by arguments showing that regularizing properties for indirect registration can be transferred to regularizing properties of (20) (subsection 7.2). The analysis of indirect registration is concluded by studying existence (subsection 7.3), uniqueness (subsection 7.4), and stability & convergence (subsection 7.5).

7.1. Convergence of deformed templates. The aim here is to couple weak convergence of velocity fields in $L^2([0,1],V)$ to $L^2$–convergence of corresponding deformed templates in $X = SBV(\Omega, \mathbb{R}) \cap L^\infty(\Omega, \mathbb{R})$. 

Theorem 7.1. Assume \( \Omega \subset \mathbb{R}^n \) is a bounded domain, \( V \subset C^1_0(\Omega, \mathbb{R}^n) \) is an admissible Hilbert space, and \( X = SBV(\Omega, \mathbb{R}) \cap L^\infty(\Omega, \mathbb{R}) \). Furthermore, let \( I \in X \) and consider a sequence \( \{\nu_k\}_k \subset L^2([0, 1], V) \) that converges weakly to some \( \nu \in L^2([0, 1], V) \), i.e., \( \nu_k \rightharpoonup \nu \) in \( L^2([0, 1], V) \). Then,
\[
W(\phi_{0,1}^{\nu_k}, I) \rightarrow W(\phi_{0,1}^{\nu}, I) \quad \text{in} \quad L^2(\Omega, \mathbb{R}).
\]
In the above, \( W : G_V \times X \rightarrow X \) is given by (16) for geometric group action and by (17) for mass preserving group action.

Proof. The claim (36) for the case when \( W \) is given by (16) follows directly from [59, Theorem 20 on p. 59]. Consider now the case when \( W \) is given by (17). From Theorem 5.3 we know that \( \nu_k \rightharpoonup \nu \) in \( L^2([0, 1], V) \) implies that \( D((\phi_{0,1}^\nu_k)^{-1}) \) converges uniformly to \( D((\phi_{0,1}^\nu)^{-1}) \) on compact subsets of \( \Omega \). Combined with previous argument proves the claim in (36) also when \( W \) is given by (17). This concludes the proof.

Remark 7.2. The above theorem handles the case of a non-differentiable template. If the template \( I \) is differentiable, then one does not have to introduce \( SBV \)-functions and the corresponding result follows from the more widely known result [65, Theorem 8.11].

It is also possible to state Theorem 7.1 in terms of the deformation operator given in (25). The corresponding claim, which is given in Corollary 7.3, follows directly from Theorem 5.3, which states that weak convergence of velocity fields in \( L^2([0, 1], V) \) implies uniform convergence of corresponding diffeomorphisms on compact subsets.

Corollary 7.3. Consider the deformation operator \( V : L^2([0, 1], V) \times X \rightarrow X \) defined by (25) and assume the assumptions in Theorem 7.1 hold. Then \( V(\nu_k, I) \rightarrow V(\nu, I) \) in \( L^2(\Omega, \mathbb{R}) \).

7.2. Reformulation. With the a priori assumption in (18), the inverse problem in (1) can be re-phrased as the indirect image registration problem of recovering the velocity field \( \nu^* \in L^2([0, 1], V) \) given data \( g \in Y \) and template \( I \in X \) such that
\[
(37) \quad g = \mathcal{T}(V(\nu^*, I)) + \Delta g.
\]
In the above, \( V(\cdot, I) : L^2([0, 1], V) \rightarrow X \) is given by (25) whereas \( \mathcal{T} : X \rightarrow Y \) and \( \Delta g \in Y \) come from (1). The variational scheme for solving (37) is given in (24). Hence, a natural question is whether regularizing properties for (24) carry over to (20).

By (26), any solution for (22) yields a solution for (20) whenever \( \mathcal{L} : X \rightarrow \mathbb{R} \) is given as in (23). Next, by [65, Lemma 11.3], (22) is equivalent to (24). Hence, existence and uniqueness of solutions for (24) implies the same for (20). Next, if \( f \rightarrow D(\mathcal{T}(f), g) \) is continuous, then by Corollary 7.3, stability and convergence for (24) implies the same for (20). Hence, under the priori assumption in (18), regularizing properties of (24) carry over to (20).

Finally, we consider the somewhat simplified case when \( \mu = 0 \) in (20), so the corresponding image registration scheme in (24) that will be analyzed is to minimize the objective functional \( \mathcal{E}_{g,\gamma} : L^2([0, 1], V) \rightarrow \mathbb{R} \) given by
\[
(38) \quad \mathcal{E}_{g,\gamma}(\nu) := \gamma \|\nu\|^2_{L^2([0, 1], V)} + D\left(\mathcal{T}(V(\nu, I)), g\right) \quad \text{for} \quad \nu \in L^2([0, 1], V)
\]
with \( V : L^2([0, 1], V) \times X \rightarrow X \) given by (25) and \( D : Y \times Y \rightarrow \mathbb{R}^+ \) is the data discrepancy functional introduced in (2).
7.3. Existence. Existence of solutions is a basic property, since otherwise the reconstruction scheme is of limited usefulness for reconstruction.

Theorem 7.4 (Existence). Assume \( \Omega \subset \mathbb{R}^n \) is a bounded domain, \( V \subset C^1_0(\Omega, \mathbb{R}^n) \) is an admissible Hilbert space, \( I \in SBV(\Omega, \mathbb{R}) \cap L^\infty(\Omega, \mathbb{R}) \), and both \( \mathcal{D}(T(\cdot), g), \mathcal{R}(\cdot) : X \to \mathbb{R} \) are lower semi-continuous. Then, \( \mathcal{E}_{g,\lambda} : L^2([0,1], V) \to \mathbb{R} \) in (38) has a minimizer, i.e., the variational problem in (24) has a solution expressible as \( \nu(I) \in X \) for some \( \nu \in L^2([0,1], V) \).

Proof. First, \( V \) is separable so \( L^2([0,1], V) \) is separable, which in turn implies that bounded balls are weakly compact. Next, let \( \{\nu_k\}_k \subset L^2([0,1], V) \) be a minimizing sequence. Then, there exists a subsequence that weakly converges to an element \( \nu \in L^2([0,1], V) \), i.e., \( \nu_k \rightharpoonup \nu \) in \( L^2([0,1], V) \). Now, if the objective functional in (38) is lower semi-continuous in \( L^2([0,1], V) \) w.r.t. the weak topology and if, then \( \nu \) is also minimizer. This proves existence of solutions for (24).

From the above, existence of solutions for (24) holds whenever the functional in (38) is lower semi-continuous on \( L^2([0,1], V) \) w.r.t. the weak topology. This requires making use of the admissibility of \( V \) and the assumption that \( I \in SBV(\Omega, \mathbb{R}) \cap L^\infty(\Omega, \mathbb{R}) \). By Theorem 7.1

\[
\nu_k \rightharpoonup \nu \text{ in } L^2([0,1], V) \implies I \circ \phi_{1,0}^\nu \to I \circ \phi_{1,0}^{\nu_k} \text{ in } L^2(\Omega, \mathbb{R}).
\]

Furthermore, \( \phi_{1,0}^{\nu_k} \) and \( \mathcal{D}(\phi_{1,0}^{\nu_k}) \) converge uniformly on \( \Omega \) to \( \phi_{1,0}^{\nu} \) and \( \mathcal{D}(\phi_{1,0}^{\nu}) \), respectively. In particular, \( \nu \mapsto \mathcal{V}(\nu, I) \) is continuous in the weak topology on \( L^2([0,1], V) \) for the group actions listed in subsection 5.4. Next, \( f \mapsto \mathcal{D}(T(f), g) \) is by assumption lower semi-continuous on \( X \), so \( \nu \mapsto \mathcal{L} \circ \mathcal{V}(\nu, I) \) is lower semi-continuous in the weak topology of \( L^2([0,1], V) \), i.e., the objective functional in (24) lower semi-continuous. This concludes the proof.  

7.4. Uniqueness. Another desirable property is uniqueness, which in this context means (24) has a unique solution for given data. Unfortunately, \( \nu \mapsto \mathcal{V}(\nu, I) \) is not necessarily convex, so the objective functional in (24) is not necessarily convex even when both \( f \mapsto \mathcal{R}(f) \) and \( f \mapsto \mathcal{D}(T(f), g) \) are strictly convex. Hence, (24) may not have a unique solution.

As with all reconstruction methods that involve solving non-convex optimization problems, there is always the issue of getting stuck in local extrema. One option to address this is to further restrict the set \( V \) of velocity fields, but it is highly non-trivial to work out conditions on \( V \) that would guarantee uniqueness.

7.5. Stability and convergence. Stability essentially means that reconstructions are continuous w.r.t. data and convergence refers to the case when data in (1) tends to ideal data, i.e., as \( g \to T(f_{true}) \) in \( Y \). Both are essential parts of a regularization scheme and this section proves stability and convergence results. Preferably such results are complemented with convergence rates and stability estimates, but they are left for the future.

The starting point is to show that minimizing \( \mathcal{E}_{g,\gamma} : L^2([0,1], V) \to \mathbb{R} \) in (38) defines a reconstruction scheme for (37) that is stable in the weak sense. The precise formulation reads as follows:

Theorem 7.5 (Stability). In addition to the assumptions in Theorem 7.4, let \( g \in Y \) be fixed, \( X = L^2(\Omega, \mathbb{R}) \), the forward operator \( T : X \to Y \) is continuous, and the data discrepancy
Hence, \( E \) sense, which in turn concludes the proof.

Finally, assume that there is a parameter choice rule \( \gamma \). Let \( \nu_k \in \mathcal{L}^2([0, 1], V) \) as a minimizer of \( \nu \mapsto \mathcal{E}_{g_k, \gamma}(\nu) \) for some \( k \) and \( \gamma \geq 0 \), then there exists a sub-sequence of \( \{\nu_k\}_k \) that converges weakly towards a minimizer of \( \mathcal{E}_{g, \gamma} \) in (38).

**Proof.** First, since the data discrepancy is positive and \( \nu_k \in \mathcal{L}^2([0, 1], V) \) as a minimizer of \( \nu \mapsto \mathcal{E}_{g_k, \gamma}(\nu) \) in (38), one has

\[
\|\nu_k\|_{\mathcal{L}^2([0,1],V)}^2 \leq \frac{1}{\gamma} \mathcal{E}_{g_k, \gamma}(\nu_k) \leq \frac{1}{\gamma} \mathcal{E}_{g_k, \gamma}(0) \quad \text{for each } k \text{ and } \gamma \geq 0.
\]

In the above, \( 0 \in \mathcal{L}^2([0, 1], V) \) denotes the zero-velocity field. This velocity field has zero \( \mathcal{L}^2([0, 1], V) \)-norm. Next, both the forward operator and the data discrepancy are continuous, so

\[
\mathcal{E}_{g_k, \gamma}(0) = \mathcal{D}(\mathcal{T}(\mathcal{V}(0, I)), g_k) \rightarrow \mathcal{D}(\mathcal{T}(\mathcal{V}(0, I)), g) \quad \text{as } g_k \rightarrow g \text{ in } Y.
\]

Hence, \( \mathcal{E}_{g_k, \gamma}(0) \) is a bounded sequence and therefore \( \{\nu_k\}_k \subset \mathcal{L}^2([0, 1], V) \) is bounded. Hence, it has a subsequence that converges weakly to some \( \hat{\nu} \in \mathcal{L}^2([0, 1], V) \). The continuity of the forward operator along with Corollary 7.3 implies

\[
\mathcal{T}(\mathcal{V}(\nu_k, I)) \rightarrow \mathcal{T}(\mathcal{V}(\hat{\nu}, I)) \quad \text{in } Y \text{ as } \nu_k \rightarrow \hat{\nu} \text{ in } \mathcal{L}^2([0, 1], V).
\]

Since the data discrepancy is continuous,

\[
\mathcal{D}(\mathcal{T}(\mathcal{V}(\nu_k, I)), g_k) \rightarrow \mathcal{D}(\mathcal{T}(\mathcal{V}^*, I)), g) \quad \text{as } g_k \rightarrow g \text{ in } Y.
\]

Finally, \( \|\hat{\nu}\|_{\mathcal{L}^2([0,1],V)} \leq \liminf_k \|\nu_k\|_{\mathcal{L}^2([0,1],V)} \) and \( \nu_k \) is a minimizer of \( \mathcal{E}_{g_k, \gamma} \), so

\[
\mathcal{E}_{g, \gamma}(\hat{\nu}) \leq \liminf_k \mathcal{E}_{g_k, \gamma}(\nu_k) \leq \liminf_k \mathcal{E}_{g_k, \gamma}(\nu) \quad \text{for any } \nu \in \mathcal{L}^2([0, 1], V).
\]

Hence, \( \mathcal{E}_{g, \gamma}(\hat{\nu}) \leq \mathcal{E}_{g, \gamma}(\nu) \) as \( g_k \rightarrow g \), but this holds for any \( \nu \in \mathcal{L}^2([0, 1], V) \), so \( \hat{\nu} \) is a minimizer of \( \mathcal{E}_{g, \gamma} \).

In conclusion, the reconstructed velocity fields depend continuously on data in the weak sense, which in turn concludes the proof.

**Remark 7.6.** A natural open question is to study whether the same result holds in the strong sense, i.e., whether there exists a sub-sequence of \( \{\nu_k\}_k \) that converges strongly to a minimizer of \( \mathcal{E}_{g, \gamma} \).

Next is to consider convergence, again in the weak sense.

**Theorem 7.7 (Convergence).** Assume the conditions in Theorem 7.5 holds and there exists some \( \nu^* \in \mathcal{L}^2([0, 1], V) \) such that \( \mathcal{T}(\mathcal{V}(\nu^*, I)) = g \). Furthermore, let \( \{g_k\}_k \subset Y \) be sequence of data and \( \delta_k \) is a sequence of positive real numbers converging to 0 such that

\[
\mathcal{D}(g_k, g) \leq \delta_k^2 \quad \text{for each } k.
\]

Finally, assume that there is a parameter choice rule \( \gamma : \mathbb{R} \rightarrow \mathbb{R} \) such that

\[
\gamma(\delta) \rightarrow 0 \quad \text{and} \quad \frac{\delta^2}{\gamma(\delta)} \rightarrow 0 \quad \text{when } \delta \rightarrow 0,
\]
and let \( \nu_k \in \mathcal{L}^2([0,1], V) \) be a minimizer of \( \mathcal{E}_{g_k, \nu_k} : \mathcal{L}^2([0,1], V) \to \mathbb{R} \) given by (38). Then, there exists a sub-sequence of \( \{ \nu_k \}_k \) that converges weakly towards an element in the pre-image of \( g \) under the mapping \( T(V(\cdot,I)) \).

**Proof.** By assumption, there is a \( \nu^* \in \mathcal{L}^2([0,1], V) \) such that \( T(V(\nu^*,I)) = g \). Then,

\[
\|\nu_k\|_{\mathcal{L}^2([0,1], V)}^2 \leq \frac{1}{\gamma_k} \mathcal{E}_{g_k, \gamma_k}(\nu_k) \leq \frac{1}{\gamma_k} \mathcal{E}_{g_k, \gamma_k}(\nu^*) \quad \text{where } \gamma_k := \gamma(\delta_k).
\]

The last inequality above follows from the assumption that \( \nu_k \) is a minimizer of \( \nu \mapsto \mathcal{E}_{g_k, \gamma_k}(\nu) \). Moreover, (39) gives

\[
\frac{1}{\gamma_k} \mathcal{E}_{g_k, \gamma_k}(\nu^*) = \frac{1}{\gamma_k} \left[ D(g, g_k) + \gamma_k \|\nu^*\|_{\mathcal{L}^2([0,1], V)}^2 \right]
\leq \frac{\delta_k^2}{\gamma_k} + \|\nu^*\|_{\mathcal{L}^2([0,1], V)}^2 \to 0 \quad \text{as } \delta_k \to 0.
\]

Hence, \( \{ \nu_k \}_k \subset \mathcal{L}^2([0,1], V) \) is bounded, so it has a sub-sequence that converges weakly to \( \tilde{\nu} \in \mathcal{L}^2([0,1], V) \). Since both the forward operator and data discrepancy are continuous, so

\[
\mathcal{D}\left(T(V(\nu_k, I)), g_k\right) \to \mathcal{D}\left(T(V(\tilde{\nu}, I)), g\right) \quad \text{as } \delta_k \to 0.
\]

Furthermore,

\[
\mathcal{D}\left(T(V(\nu_k, I)), g_k\right) \leq \mathcal{E}_{g_k, \gamma_k}(\nu_k) \leq \mathcal{E}_{g_k, \gamma_k}(\nu^*) = \mathcal{D}(g, g_k) + \gamma_k \|\nu^*\|_{\mathcal{L}^2([0,1], V)}^2 \quad \text{for any } k.
\]

However, \( \mathcal{D}(g, g_k) \to 0 \) as \( \delta_k \to 0 \) and \( \gamma_k \to 0 \) by (39), so (40) and (41) implies that \( T(V(\tilde{\nu}, I)) = g \), which implies that \( \{ \nu_k \}_k \subset \mathcal{L}^2([0,1], V) \) has a sub-sequence that converges weakly as data error goes to zero to \( \nu^* \in \mathcal{L}^2([0,1], V) \) where \( T(V(\nu^*,I)) = g \). This concludes the proof of convergence.

**8. Derivative and gradient computations.** To goal here is to compute the derivative and gradient of the objective functional \( \mathcal{E} : \mathcal{L}^2([0,1], V) \to \mathbb{R} \) in (24), i.e., so

\[
\mathcal{E}(\nu) := \gamma \|\nu\|_{\mathcal{L}^2([0,1], V)}^2 + \mathcal{L} \circ V(\nu, I) \quad \text{for } \nu \in \mathcal{L}^2([0,1], V)
\]

where \( \mathcal{L} : X \to \mathbb{R} \) given by (23) and \( V : \mathcal{L}^2([0,1], V) \times X \to X \) given by (25). Since \( \mathcal{E} \) is defined on the Hilbert space \( \mathcal{L}^2([0,1], V) \), the gradient associated with its Gâteaux derivative will be based on the Hilbert structure of \( \mathcal{L}^2([0,1], V) \), which is the natural inner-product space for the optimization problem (24). The derivation will assume a differentiable template, but one can in fact work with templates in \( SBV(\Omega, \mathbb{R}) \cap \mathcal{L}^\infty(\Omega, \mathbb{R}) \) that are non-smooth as shown in [59, Chapter 2].

The starting point is to compute the derivative of the deformation operator \( V \) (subsection 8.1). Next step is to use this in computing the gradient of the registration functional \( \mathcal{L} \circ V(\cdot, I) : \mathcal{L}^2([0,1], V) \to \mathbb{R} \). This is done in subsection 8.2 for an abstract registration functional \( \mathcal{L} \), the case of the 2-norm is worked out in subsection 8.3. The gradient of the
$\| \cdot \|^2_{L^2([0,1],V)}$ is straightforward (subsection 8.4) and all these pieces are put together in subsection 8.5 to obtain expressions for the gradient of the objective functional in (42). The explicit expressions for the gradient assume $V$ is an admissible RKHS with a continuous positive definite reproducing kernel $K: \Omega \times \Omega \to L^2(\mathbb{R}^n,\mathbb{R}^n)$ represented by a function $K: \Omega \times \Omega \to M_+^{n \times n}$ (see section 4).

**8.1. The deformation operator.** The aim here is to compute the derivative of the deformation operator $V: L^2([0,1],V) \times X \to X$ in (25). The expressions will depend on the group action, see subsection 8.1.2 for the case with geometric group action and subsection 8.1.3 for the case with mass-preserving group action. The starting point however is to derive the derivative of diffeomorphisms in $G_V$ w.r.t. the underlying velocity field.

**8.1.1. Derivative of diffeomorphisms w.r.t. the velocity field.** Each diffeomorphism in $G_V$ depends on an underlying velocity field in $L^2([0,1],V)$. The derivative of such a diffeomorphism w.r.t. the underlying velocity field can be explicitly computed and is given by the following theorem.

**Proposition 8.1.** Let $\nu, \eta \in L^2([0,1],V)$ and let $\phi_{s,t}^{\nu,\eta} \in G_V$ be a a solution to (10). Then,

\[
\begin{align*}
\frac{d}{d\epsilon} (\phi_{s,t}^{\nu + \epsilon \eta}) \big|_{\epsilon=0} (x) &= \int_s^t D(\phi_{s,\tau}^{\nu})(\phi_{s,\tau}^{\nu}(x)) \left( \eta(\tau, \phi_{s,\tau}^{\nu}(x)) \right) d\tau \\
\frac{d}{d\epsilon} ((\phi_{s,t}^{\nu + \epsilon \eta})^{-1}) \big|_{\epsilon=0} (x) &= -\int_s^t \left[ D(\phi_{s,\tau}^{\nu})(\phi_{s,\tau}^{\nu}(x)) \right]^{-1} \left( \eta(\tau, \phi_{s,\tau}^{\nu}(x)) \right) d\tau
\end{align*}
\]

for $x \in \Omega$ and $0 \leq s, t \leq 1$.

**Proof.** The first equality (43) follows directly from [31, Lemma 11.5] (see also [65, Theorem 8.10]) and the second, (44), follows directly from [31, Lemma 12.8] (see also [65, eq. (10.16)]) and (11).

**8.1.2. Geometric group action.** For the (left) geometric group action in (16), the deformation operator becomes

\[
V(\nu, I) = I \circ (\phi_{0,1}^{\nu})^{-1} = I \circ \phi_{1,0}^{\nu}
\]

where the last equality follows from (11). Its Gâteaux derivative is given by the next result.

**Theorem 8.2.** Let $V$ be admissible and $I \in X$ is differentiable. The deformation operator $V(\cdot, I): L^2([0,1],V) \to X$ in (45) is then Gâteaux differentiable at $\nu \in L^2([0,1],V)$ and its Gâteaux derivative is

\[
\partial V(\nu, I)(\eta)(x) = -\int_0^1 \left( \nabla(I \circ \phi_{s,t}^{\nu}(x)), \eta(t, \phi_{s,t}^{\nu}(x)) \right) dt
\]

for $x \in \Omega$ and $\eta \in L^2([0,1],V)$.

**Proof.** The Gâteaux derivative is a linear mapping $\partial V(\nu, I): L^2([0,1],V) \to X$ given as

\[
\partial V(\nu, I)(\eta)(x) := \frac{d}{d\epsilon} V(\nu + \epsilon \eta, I)(x) \big|_{\epsilon=0} = \frac{d}{d\epsilon} (I \circ (\phi_{0,1}^{\nu + \epsilon \eta})^{-1})(x) \big|_{\epsilon=0}
\]
for \( \eta \in \mathcal{L}^2([0,1], V) \) and \( x \in \Omega \). Since \( I \in X \subset \mathcal{L}^2(\Omega, \mathbb{R}) \) is differentiable, the chain rule yields

\[
(47) \quad \partial \mathcal{V}(\nu, I)(\eta)(x) = \left\langle \nabla I(\phi_{t,0}^\nu(x)), \left. \frac{d}{dt} \left( ((\phi_{0,1}^\nu)^{-1}) \right) \right|_{t=0} (x) \right\rangle_{\mathbb{R}^n} \quad \text{for } x \in \Omega.
\]

The second term in the scalar product on the right hand side of (47) is the derivative of a flow with respect to variations in the associated field. The following equation now follows from (44) in Proposition 8.1.

\[
(48) \quad \partial \mathcal{V}(\nu, I)(\eta)(x) = -\int_0^1 \left\langle \nabla I(\phi_{1,0}^\nu(x)), \left[ \mathcal{D}(\phi_{0,t}^\nu)((\phi_{1,0}^\nu(x)) \right]^{-1} \left( \eta(t, \phi_{1,t}^\nu(x)) \right) \right\rangle_{\mathbb{R}^n} dt.
\]

To prove (46), consider first the chain rule:

\[
\mathcal{D}(\phi_{0,t}^\nu \circ \phi_{1,0}^\nu)(x) = \mathcal{D}(\phi_{0,t}^\nu)(\phi_{1,0}^\nu(x)) \circ \mathcal{D}(\phi_{1,0}^\nu)(x).
\]

Next, \( \phi_{0,t}^\nu \circ \phi_{1,0}^\nu = \phi_{1,t}^\nu \), so

\[
\mathcal{D}(\phi_{0,t}^\nu)(\phi_{1,0}^\nu(x)) = \mathcal{D}(\phi_{1,t}^\nu)(x) \circ \mathcal{D}(\phi_{1,0}^\nu)(x)^{-1},
\]

which in turn implies that,

\[
(49) \quad \left[ \mathcal{D}(\phi_{0,t}^\nu)((\phi_{1,0}^\nu(x)) \right]^{-1} = \mathcal{D}(\phi_{1,t}^\nu)(x) \circ \left[ \mathcal{D}(\phi_{1,0}^\nu)(x) \right]^{-1}.
\]

Inserting (49) into (48) yields

\[
\partial \mathcal{V}(\nu, I)(\eta)(x) = -\int_0^1 \left\langle \nabla I(\phi_{1,0}^\nu(x)), [\mathcal{D}(\phi_{1,t}^\nu)(x)]^{-1} \left( \eta(t, \phi_{1,t}^\nu(x)) \right) \right\rangle_{\mathbb{R}^n} dt
\]

\[
= -\int_0^1 \left\langle [\mathcal{D}(\phi_{1,t}^\nu)(x)]^{-1} \left( \nabla I(\phi_{1,0}^\nu(x)) \right), \mathcal{D}(\phi_{1,t}^\nu)(x)^{-1} \left( \eta(t, \phi_{1,t}^\nu(x)) \right) \right\rangle_{\mathbb{R}^n} dt
\]

\[
= -\int_0^1 \left\langle \nabla (I \circ \phi_{1,0}^\nu)(x), [\mathcal{D}(\phi_{1,t}^\nu)(x)]^{-1} \left( \eta(t, \phi_{1,t}^\nu(x)) \right) \right\rangle_{\mathbb{R}^n} dt
\]

\[
= -\int_0^1 \left\langle \nabla (I \circ \phi_{1,0}^\nu)(\phi_{1,t}^\nu(x)), \eta(t, \phi_{1,t}^\nu(x)) \right\rangle_{\mathbb{R}^n} dt.
\]

The last equality above follows from

\[
\nabla (I \circ \phi_{1,0}^\nu)(x) = \nabla (I \circ \phi_{1,0}^\nu \circ \phi_{1,t}^\nu(x) = [\mathcal{D}(\phi_{1,t}^\nu)(x)]^{-1} \left( \nabla (I \circ \phi_{1,0}^\nu)(\phi_{1,t}^\nu(x)) \right).
\]

This concludes the proof of Theorem 8.2. \( \blacksquare \)
8.1.3. Mass-preserving group action. Under the (left) mass-preserving group action in (17), the deformation operator becomes

\[ \mathcal{V}(\nu, I) = \mathcal{D}((\phi_{0,1}^\nu)^{-1}) (I \circ (\phi_{0,1}^\nu)^{-1}) = \mathcal{D}(\phi_{1,0}^\nu) (I \circ \phi_{1,0}^\nu) \]

where the last equality follows from (11). Its Gâteaux derivative is given in the next result.

Theorem 8.3. If \( I \in X \) is differentiable, then \( \mathcal{V}(\cdot, I) : \mathcal{L}^2([0,1], V) \to X \) in (50) is Gâteaux differentiable at \( \nu \in \mathcal{L}^2([0,1], V) \) and its Gâteaux derivative is

\[ \partial \mathcal{V}(\nu, I)(\eta)(x) = \mathcal{D}(\phi_{1,0}^\nu)(x) \text{div}(I(\cdot) h(\cdot)) \circ \phi_{1,0}^\nu(x) \quad \text{for } x \in \Omega \text{ and } \eta \in \mathcal{L}^2([0,1], V), \]

where

\[ h(x) := -\int_0^1 \mathcal{D}(\phi_{1,0}^\nu)(\phi_{0,t}^\nu(x)) \left( \eta(t, \phi_{0,t}^\nu(x)) \right) dt. \]

**Proof.** The Gâteaux derivative is the linear mapping \( \partial \mathcal{V}(\nu, I) : \mathcal{L}^2([0,1], V) \to X \) given as

\[ \partial \mathcal{V}(\nu, I)(\eta)(x) := \left. \frac{d}{d\epsilon} \mathcal{V}(\nu + \epsilon \eta, I)(x) \right|_{\epsilon=0} = \left. \frac{d}{d\epsilon} \mathcal{D}(\phi_{1,0}^{\nu+\epsilon\eta})(x) (I \circ \phi_{1,0}^{\nu+\epsilon\eta})(x) \right|_{\epsilon=0} \]

for \( \eta \in \mathcal{L}^2([0,1], V) \) and \( x \in \Omega \). Now, by (43)

\[ \left. \frac{d}{d\epsilon} \phi_{1,0}^{\nu+\epsilon\eta} \right|_{\epsilon=0}(x) = \int_1^0 \mathcal{D}(\phi_{1,0}^\nu)(\phi_{0,t}^\nu(x)) \left( \eta(t, \phi_{0,t}^\nu(x)) \right) dt \]

\[ = -\int_0^1 \mathcal{D}(\phi_{1,0}^\nu)(\phi_{0,t}^\nu \circ \phi_{1,0}^\nu(x)) \left( \eta(t, \phi_{0,t}^\nu \circ \phi_{1,0}^\nu(x)) \right) dt \]

\[ = \left[ -\int_0^1 \mathcal{D}(\phi_{1,0}^\nu)(\phi_{0,t}^\nu(\cdot)) \left( \eta(t, \phi_{0,t}^\nu(\cdot)) \right) dt \right] \circ \phi_{1,0}^\nu(x) = h(\cdot) \circ \phi_{1,0}^\nu(x), \]

where the last equation uses the definition of \( h(\cdot) \) by (52).

Taking a Taylor expansion of \( x \mapsto \phi_{1,0}^{\nu+\epsilon\eta}(x) \) at \( \epsilon = 0 \) gives

\[ \phi_{1,0}^{\nu+\epsilon\eta}(x) = \phi_{1,0}^\nu(x) + \epsilon (h \circ \phi_{1,0}^\nu)(x) + o(\epsilon) \]

which in turn implies

\[ |\mathcal{D}(\phi_{1,0}^{\nu+\epsilon\eta})(x)| = |\mathcal{D}(\phi_{1,0}^\nu)(x)| + \epsilon |\mathcal{D}(\phi_{1,0}^\nu)(x)|(\text{div}(h \circ \phi_{1,0}^\nu))(x) + o(\epsilon). \]

Taking the derivative w.r.t. \( \epsilon \) and evaluating it at \( \epsilon = 0 \) yields

\[ \left. \frac{d}{d\epsilon} \mathcal{D}(\phi_{1,0}^{\nu+\epsilon\eta})(x) \right|_{\epsilon=0} = \left. \mathcal{D}(\phi_{1,0}^\nu)(x)|(\text{div}(h \circ \phi_{1,0}^\nu))(x) \right. \]

The chain rule now implies that

\[ \left. \frac{d}{d\epsilon} (I \circ \phi_{1,0}^{\nu+\epsilon\eta})(x) \right|_{\epsilon=0} = \left. \nabla I(\phi_{1,0}^\nu(x)), (h \circ \phi_{1,0}^\nu)(x) \right. \]
Hence
\[
\partial V(\nu, I)(\eta)(x) = |D(\phi_{1,0}^\nu)(x)| (\text{div}(h) \circ \phi_{1,0}^\nu(\cdot) \circ I(\cdot) \circ \phi_{1,0}^\nu)(x) \\
+ |D(\phi_{1,0}^\nu)(x)| \left( \nabla I(\phi_{1,0}^\nu(x)), (h \circ \phi_{1,0}^\nu)(x) \right) \mathbb{R}^n \\
= |D(\phi_{1,0}^\nu)(x)| \text{div}(I(\cdot)h(\cdot)) \circ \phi_{1,0}^\nu(x).
\]
This proves (51).

8.2. Registration functionals in the abstract setting. The aim is to compute the derivative and gradient of a registration functional $J_I: \mathcal{L}^2([0, 1], V) \to \mathbb{R}$ of the form in (24), i.e.,
\[
J_I(\nu) := \mathcal{L} \circ V(\nu, I) \quad \text{for } \nu \in \mathcal{L}^2([0, 1], V)
\]
where $\mathcal{L}: X \to \mathbb{R}$ is Gâteaux differentiable, and $V$ is given by (25).

By the chain rule one immediately obtains an expression for the Gâteaux derivative of the registration functional $J_I$ in (56):
\[
\partial J_I(\nu)(\eta) = \partial\mathcal{L}(V(\nu, I)) \left( \partial V(\nu, I)(\eta) \right) \quad \text{for } \nu, \eta \in \mathcal{L}^2([0, 1], V).
\]
Furthermore, the expression for its $\mathcal{L}^2([0, 1], V)$–gradient is derived as
\[
\langle \nabla J_I(\nu), \eta \rangle_{\mathcal{L}^2([0, 1], V)} = \langle \nabla \mathcal{L}(V(\nu, I)), \partial V(\nu, I)(\eta) \rangle_X.
\]
In the above, $\partial V(\nu, I): \mathcal{L}^2([0, 1], V) \to X$ is a linear map that has a $\mathcal{L}^2([0, 1], V)$–adjoint $\partial V(\nu, I)^*: X \to \mathcal{L}^2([0, 1], V)$, so
\[
\langle \nabla J_I(\nu), \eta \rangle_{\mathcal{L}^2([0, 1], V)} = \langle \partial V(\nu, I)^* [\nabla \mathcal{L}(V(\nu, I))], \eta \rangle_{\mathcal{L}^2([0, 1], V)}.
\]
Hence, the $\mathcal{L}^2([0, 1], V)$–gradient of $J_I$ in (56) is given by
\[
\nabla J_I(\nu) = \partial V(\nu, I)^* [\nabla \mathcal{L}(V(\nu, I))].
\]
More explicit expressions require choosing a specific group action and Hilbert space structures on $X$ and $V$ (for gradient expressions). This is done in the following sections.

8.2.1. Geometric group action. The deformation operator is here given by the geometric group action in (45). Furthermore, consider the case when $X$ has the $\mathcal{L}^2$–Hilbert space structure and $V$ is a RKHS. Under these conditions, it is possible to provide explicit expressions for the derivative and gradient of $J_I$.

Theorem 8.4. Let the registration functional $J_I: \mathcal{L}^2([0, 1], V) \to \mathbb{R}$ be given as in (56) where $I \in X$ is differentiable and $\mathcal{L}: X \to \mathbb{R}$ is Gâteaux differentiable on $X$. Furthermore, assume $G_V$ acts on $X$ by means of the (left) geometric group action (16). Then, the Gâteaux derivative of $J_I$ is given as (57), where $\partial V(\nu, I)(\eta): \Omega \to \mathbb{R}$ is given as (46).

Furthermore, if $X \subset \mathcal{L}^2(\Omega, \mathbb{R})$ and $V$ is a RKHS with a reproducing kernel represented by a symmetric and positive definite function $K: \Omega \times \Omega \to M_n^{\mathbb{R}}$ (see section 4), then the $\mathcal{L}^2([0, 1], V)$–gradient is
\[
\nabla J_I(\nu)(t, x) = - \int_{\Omega} |D(\phi_{t,1}^\nu)(y)| \nabla \mathcal{L}(V(\nu, I))(\phi_{t,1}^\nu(y)) K(x, y) \cdot \nabla (I \circ \phi_{t,0}^\nu)(y) dy
\]
for $x \in \Omega$ and $0 \leq t \leq 1$. 


**Proof.** The deformation operator $\mathcal{V}(\cdot, I)$ is given by (45) for geometric group action and its derivative is given by (46) in Theorem 8.2. The gives the statement. To derive the expression in (61) for the gradient, one needs to use the assumption that $X \subset \mathcal{L}^2(\Omega, \mathbb{R})$. An expression for $\partial \mathcal{V}(\nu, I)(\eta)$ is given by (46), which then can be inserted into (58):

$$\partial J_1(\nu)(\eta) = \left< \nabla L(\mathcal{V}(\nu, I))(\cdot), -\int_0^1 \langle \nabla(I \circ \phi_{t,0}^{\nu})(\phi_{1,t}^{\nu}(\cdot)), \eta(t, \phi_{1,t}^{\nu}(\cdot)) \rangle \nu \, dt \right>_{\mathcal{L}^2(\Omega, \mathbb{R})}$$

$$= -\int_0^1 \left< \nabla L(\mathcal{V}(\nu, I))(\cdot) \nabla(I \circ \phi_{t,0}^{\nu})(\phi_{1,t}^{\nu}(\cdot)), \eta(t, \phi_{1,t}^{\nu}(\cdot)) \right>_{\mathcal{L}^2(\Omega, \mathbb{R})} dt.$$

The last equality makes use of the fact that the inner product in $\mathcal{L}^2(\Omega, \mathbb{R}^n)$ (square integrable $\mathbb{R}^n$-valued functions) is expressible as the inner product in $\mathbb{R}^n$ followed by the inner product in $\mathcal{L}^2(\Omega, \mathbb{R})$ (square integrable real valued functions). Note also that

$$x \mapsto \nabla L(\mathcal{V}(\nu, I))(x) \nabla(I \circ \phi_{t,0}^{\nu})(\phi_{1,t}^{\nu}(x)),$$

$$x \mapsto \eta(t, \phi_{1,t}^{\nu}(x))$$

are both mappings from $\Omega$ into $\mathbb{R}^n$, so the integrand in the last expression, which is given by the $\mathcal{L}^2(\Omega, \mathbb{R}^n)$ inner product, is well defined.

Now, introduce the variable $y := \phi_{1,t}^{\nu}(x)$, so $x = \phi_{t,1}^{\nu}(y)$ by (11), and use the fact that the inner product is symmetric. This gives

$$\partial J_1(\nu)(\eta) = -\int_0^1 \left< \eta(t, \cdot), |D(\phi_{t,1}^{\nu})(\cdot)| \nabla L(\mathcal{V}(\nu, I))(\phi_{1,t}^{\nu}(\cdot)) \nabla(I \circ \phi_{t,0}^{\nu})(\cdot) \right>_{\mathcal{L}^2(\Omega, \mathbb{R}^n)} dt.$$

Finally, $V$ is a RKHS with reproducing kernel $K: \Omega \times \Omega \rightarrow L(\mathbb{R}^n, \mathbb{R}^n)$, so (6) implies that

$$\partial J_1(\nu)(\eta) = -\int_0^1 \left< \eta(t, \cdot), \int_{\Omega} K(\cdot, x) \tilde{v}(t, x) \, dx \right>_{V}$$

where $\tilde{v}(t, \cdot): \Omega \rightarrow \mathbb{R}^n$ is defined as

$$\tilde{v}(t, x) := |D(\phi_{t,1}^{\nu})(x)| \nabla L(\mathcal{V}(\nu, I))(\phi_{1,t}^{\nu}(x)) \nabla(I \circ \phi_{t,0}^{\nu})(x).$$

It is now possible to read off the expression for the $\mathcal{L}^2([0, 1], V)$–gradient of $J_1$:

$$\nabla J_1(\nu)(t, x) = -\int_{\Omega} K(x, y) \tilde{v}(t, y) \, dy,$$

and inserting the matrix valued function $K: \Omega \times \Omega \rightarrow M^{n \times n}_+$ representing the reproducing kernel yields (61). This concludes the proof of Theorem 8.4. 

### 8.2.2. Mass-preserving group action

The deformation operator is here given by the mass-preserving group action in (50). Furthermore, consider the case when $X$ has the $\mathcal{L}^2$–Hilbert space structure and $V$ is a RKHS. Under these conditions, it is possible to provide explicit expressions for the derivative and gradient of $J_1$. 

---

**Proof.** The deformation operator $\mathcal{V}(\cdot, I)$ is given by (45) for geometric group action and its derivative is given by (46) in Theorem 8.2. The gives the statement. To derive the expression in (61) for the gradient, one needs to use the assumption that $X \subset \mathcal{L}^2(\Omega, \mathbb{R})$. An expression for $\partial \mathcal{V}(\nu, I)(\eta)$ is given by (46), which then can be inserted into (58):
Theorem 8.5. Let the assumptions in Theorem 8.4 hold with the (left) mass-preserving group action (17) instead of the geometric one. Then, the Gâteaux derivative of $J_I$ is given as in (57) with $\partial \mathcal{V}(\nu, I)(\eta) \colon \Omega \rightarrow \mathbb{R}$ is given as (51). Furthermore, the corresponding $L^2([0,1], V)$-gradient is

$$\nabla J_I(\nu)(t,x) = \int_\Omega |D(\phi^\nu_{t,0})(y)| (I \circ \phi^\nu_{t,0})(y) K(x,y) \cdot \nabla \left( \nabla \mathcal{L}(\mathcal{V}(\nu, I) \circ \phi^\nu_{t,1}) \right)(y) \, dy$$

for $x \in \Omega$ and $0 \leq t \leq 1$.

Proof. Under the mass-preserving group action, the deformation operator $\mathcal{V}(\cdot, I)$ is given by (50) and its derivative is calculated by (51) in Theorem 8.3. By chain rule, the first statement is immediately proved.

To prove (62), start by inserting the expression for $\partial \mathcal{V}(\nu, I)(\eta)$ into (58):

$$\partial J_I(\nu)(\eta) = \int_0^1 \left\langle \nabla \mathcal{L}(\mathcal{V}(\nu, I)), -D(\phi^\nu_{t,0}) \left| \text{div} \left( D(\phi^\nu_{t,0})(\phi^\nu_{t,1})(\eta(t, \phi^\nu_{t,1})) I \right) \circ \phi^\nu_{t,0} \right) \right\rangle_{L^2(\Omega, \mathbb{R})} \, dt$$

$$= \left\langle \int_0^1 |D(\phi^\nu_{t,0})| I \circ \phi^\nu_{t,0} \nabla \left( \nabla \mathcal{L}(\mathcal{V}(\nu, I) \circ \phi^\nu_{t,1}) \right) dt, \eta(t, \cdot) \right\rangle_{L^2(\Omega, \mathbb{R}^n)}.$$

Now, (62) follows from combining the above with (6) and reading off the gradient term. \hfill \blacksquare

8.3. $L^2$-based registration functionals. Consider (1) where $X \subset L^2(\Omega, \mathbb{R})$ and $Y \subset L^2(M, \mathbb{R})$ are Hilbert spaces endowed with the $L^2$-Hilbert space structure. Here, $M$ denotes a smooth manifold providing coordinates for data. Finally, assume that $\mathcal{T}$ is Gâteaux differentiable and $\Delta g$ is independent of $\mathcal{T}(f_{\text{true}})$ and Gaussian. Given these assumptions, the natural registration functional is

$$L(f) := \| \mathcal{T}(f) - g \|^2_Y = \int_M (\mathcal{T}(f)(y) - g(y))^2 \, dy \quad \text{for } f \in X,$$

for given data $g \in Y$. The corresponding registration functional $J_I : L^2([0,1], V) \rightarrow \mathbb{R}$ is then

$$J_I(\nu) := \| \mathcal{T}(\nu(I)) - g \|^2_{L^2(M, \mathbb{R})}.$$

Note also that the Gâteaux derivative of $L$ and its corresponding gradient are given by

$$\partial L(f)(h) = 2 \left\langle \partial \mathcal{T}(f)^*(\mathcal{T}(f) - g), h \right\rangle_X \quad \text{for } f, h \in X.$$

$$\nabla L(f) = 2 \partial \mathcal{T}(f)^*(\mathcal{T}(f) - g)$$

Here, “$^*$” denotes the Hilbert space adjoint and $\partial \mathcal{T}$ is the Gâteaux derivative of $\mathcal{T}$. When $\mathcal{T}$ is linear, then $\partial \mathcal{T}(f) = \mathcal{T}$ in (65). Next, compute the Gâteaux derivative of $J_I$ and its corresponding gradient under the two group actions.
8.3.1. Geometric group action. Here, the registration functional is given by (64) with the deformation operator given as in (45), i.e.,

\[(66) \quad J_I(\nu) = \int_M \left( T(I \circ \phi^{\nu}_{1,0})(x) - g(x) \right)^2 \, dx. \]

**Corollary 8.6.** Let the assumptions in Theorem 8.4 hold and let \( J_I : \mathcal{L}^2([0,1],V) \to \mathbb{R} \) be given as in (66) with \( T : X \to Y \) Gâteaux differentiable. Then

\[(67) \quad \partial J_I(\nu)(\eta) = 2 \left\langle \partial T(V(\nu, I))^*(T(V(\nu, I) - g), \partial V(\nu, I)(\eta)) \right\rangle_{\mathcal{L}^2(\Omega, \mathbb{R})} \text{ for } \nu, \eta \in \mathcal{L}^2([0,1], V), \]

where \( \partial V(\nu, I)(\eta) : \Omega \to \mathbb{R} \) is given as (46).

Furthermore, if \( X \subset \mathcal{L}^2(\Omega, \mathbb{R}) \) and \( V \) is a RKHS with a reproducing kernel represented by the symmetric and positive definite function \( K : \Omega \times \Omega \to \mathbb{M}_{n \times n}^+ \) (see section 4), then the corresponding \( \mathcal{L}^2([0,1], V) \)-gradient is

\[(68) \quad \nabla J_I(\nu)(t, x) = 2 \int_{\Omega} \left| D(\phi^{\nu}_{t,1})(y) \right| \partial T(V(\nu, I))^*(T(V(\nu, I) - g))(\phi^{\nu}_{t,1}(y)) K(x, y) \cdot \nabla \left( I \circ \phi^{\nu}_{t,0}(y) \right) \, dy \]

for \( x \in \Omega \) and \( 0 \leq t \leq 1 \).

**Proof.** The proof of (67) follows directly from inserting the expression for \( \partial \mathcal{L} \) in (65) into (57). Similarly, (68) follows directly from inserting the expression for \( \nabla \mathcal{L} \) in (65) into (61). \( \blacksquare \)

8.3.2. Mass-preserving group action. The registration functional is here given by (64) with the deformation operator given as in (50), i.e.,

\[(69) \quad J_I(\nu) = \int_M \left( D(\phi^{\nu}_{1,0}) | I \circ \phi^{\nu}_{1,0})(x) - g(x) \right)^2 \, dx. \]

**Corollary 8.7.** Let the assumptions in Corollary 8.6 hold but with mass-preserving group action instead of the geometric one. Then, \( \eta \mapsto \partial J_I(\nu)(\eta) \) is given as in (67) but with \( \partial V(\nu, I)(\eta) : \Omega \to \mathbb{R} \) is given as (51). Furthermore, the corresponding \( \mathcal{L}^2([0,1], V) \)-gradient is

\[(70) \quad \nabla J_I(\nu)(t, x) = 2 \int_{\Omega} \left| D(\phi^{\nu}_{t,0})(y) \right| (I \circ \phi^{\nu}_{t,0}(y)) K(x, y) \cdot \nabla \left( \left[ \partial T(V(\nu, I))^*(T(V(\nu, I) - g) \right] \circ \phi^{\nu}_{t,1}(y) \right) \, dy \]

for \( x \in \Omega \) and \( 0 \leq t \leq 1 \).

The proof is analogous to the proof of Corollary 8.6.
8.4. The shape functional. Define $\Lambda: L^2([0,1], V) \to \mathbb{R}_+$ as $\Lambda(\nu) := \gamma d_G(\text{Id}, \phi_{0,1}^\nu)^2$. Then, (19), (21), and (25), yields

\begin{equation}
\Lambda(\nu) = \gamma d_G(\text{Id}, \phi_{0,1}^\nu)^2 = \gamma \|\nu\|^2_{L^2([0,1], V)} \quad \text{for } \nu \in L^2([0,1], V).
\end{equation}

The Gâteaux derivative and associated $L^2([0,1], V)$–gradient of $\Lambda$ is then

\begin{equation}
\partial \Lambda(\nu)(\eta) = 2\gamma \langle \nu, \eta \rangle_{L^2([0,1], V)} \quad \nabla \Lambda(\nu) = 2\gamma \nu \quad \text{for } \nu, \eta \in L^2([0,1], V).
\end{equation}

8.5. Gradient of the objective functional. The goal here is to provide expressions for the gradient of objective functional in (42) for the two group actions, geometric and mass-preserving.

8.5.1. Geometric group action. The following generalization of [31, Theorem 16.2] provides an explicit expression for the gradient of the objective functional in (42).

Corollary 8.8. Let the assumptions in Theorem 8.4 hold. Then, the $L^2([0,1], V)$–gradient of $\nu \mapsto E(\nu)$ in (42) is

\begin{equation}
\nabla E(\nu)(t,x) = 2\gamma \nu(t,x) - \int_{\Omega} |D(\phi_{t,1}^\nu)(y)| \nabla L(V(\nu, I))(\phi_{t,1}^\nu(y)) K(x, y) \cdot \nabla(I \circ \phi_{t,0}^\nu)(y) dy
\end{equation}

for $x \in \Omega$ and $0 \leq t \leq 1$.

This is an immediate consequence of Theorem 8.4 and (72).

8.5.2. Mass-preserving group action. The following result is the version of Corollary 8.8 under the mass-preserving group action where the deformation operator is given as in (50).

Corollary 8.9. Let the assumptions in Theorem 8.5 hold. Then, the $L^2([0,1], V)$–gradient of $\nu \mapsto E(\nu)$ in (42) is

\begin{equation}
\nabla E(\nu)(t,x) = 2\gamma \nu(t,x) + \int_{\Omega} |D(\phi_{t,0}^\nu)(y)| (I \circ \phi_{t,0}^\nu)(y) \nabla \left( \nabla L(V(\nu, I)) \circ \phi_{t,1}^\nu \right)(y) dy
\end{equation}

for $x \in \Omega$ and $0 \leq t \leq 1$.

This is an immediate consequence of Theorem 8.5 and (72).

9. Numerical implementation. The focus here is to describe the numerical methods used for solving (24). The corresponding implementation is available used in this paper is available from https://github.com/chongchenmath/odl_lddmm and it makes use of the Operator Discretization Library (http://github.com/odlgroup/odl).

9.1. Optimization strategies. Section 8 gives explicit expressions for the $L^2([0,1], V)$–gradient of the objective functional in (24). Hence, one can use any optimization algorithm that makes use of gradient information, like gradient descent. The numerical implementation of such a gradient descent scheme is outlined in subsection 9.2.

An alternative approach is to consider the gradient in the Hamiltonian form, which directly incorporates the dimension reduction that arises from the projection onto a finite dimensional
subset of the RKHS $V$, see [65, section 11.6.2] (in particular algorithm 4 on [65, p. 275]) for further details. Yet another approach is the shooting method outlined in [65, section 11.6.4]. Here, one makes use of the characterization of a minimizer based on the momentum geodesic equations. The numerical implementation can make use of the natural finite dimensional counterpart obtained by projecting onto a finite dimensional subset of the RKHS $V$.

Even though the above approaches may require less iterates than gradient descent, they have an important drawback. They rely on discretizing the vector fields in the RKHS $V$ by control points that do not remain stationary over iterates, so the control points do not necessarily remain on a fixed regular grid. Thus, evaluating the velocity field at some point in time by convolving against a time-dependent kernel function in the RKHS cannot easily make use of efficient Fast Fourier transform (FFT) based schemes. This becomes in particular troublesome when the shape space is scalar valued functions defined in 2D/3D. In contrast, the gradient descent scheme can be formulated so that the RKHS kernel used to evaluate the vector fields is given by a fixed set of control points. For this reason, the gradient descent scheme competes favourably regarding computational complexity against the shooting method.

9.2. Gradient descent. The gradient descent scheme for solving (24) is a first-order iterative optimization algorithm given as

$$\nu^{k+1} = \nu^k - \alpha \nabla E(\nu^k).$$

Here, $\alpha > 0$ is the step-size and $\nabla E$ is the $L^2([0,1],V)$–gradient of the objective functional $E$ in (42).

Corollary 8.8 gives an expression for $\nabla E$ in (73) where the reproducing kernel function $K: \Omega \times \Omega \to M_{n\times n}^\mathbb{R}$ is evaluated on points that do not move as iterates proceed. Choosing a translation invariant kernel and points on a regular grid in $\Omega$, allows one to use computationally efficient FFT-based schemes for computing the velocity field at each iterate (see [65, section 11.7.2]). This is necessary for numerically evaluating $\nabla E(x)$ for $x \in \Omega$ in the aforementioned grid and it is computationally more feasible than letting the kernel depend on points that move in time as in the shooting method.

Computing diffeomorphic deformations. Evaluating $\nu \mapsto \nabla E(\nu)$ in (75) requires computing the diffeomorphic deformations $\phi^\nu_{s,t}$ and $\phi^\nu_{t,1}$. Since this is done repeatedly within an iterative scheme, one needs to have an efficient implementation for computing these diffeomorphisms.

First recall that $\phi^\nu_{s,t}$ solves the ODE in (10) forward in time:

$$\begin{cases}
\partial_t \psi(t,x) = \nu(t,\psi(t,x)) \\
\psi(s,x) = x
\end{cases} \quad \text{for } x \in \Omega \text{ and } 0 \leq s, t \leq 1$$

with $s$ a fixed time point. Integrating (76) w.r.t. time $t$ gives

$$\phi^\nu_{s,t}(x) = x + \int_s^t \nu(\tau,\phi^\nu_{s,\tau}(x)) \, d\tau \quad \text{for } 0 \leq t \leq 1 \text{ and } x \in \Omega.$$

A numerical implementation needs to discretize time, which can be done by sub-dividing the time interval $[0,1]$ uniformly into $N$ parts, i.e., $t_i = i/N$ for $i = 0, 1, \ldots, N$. Let $s = t_i$,
$t = t_{i+1}$ and $t_{i-1}$, the expressions for small deformations $\phi_{t_i,t_{i+1}}^\nu$ and $\phi_{t_i,t_{i-1}}^\nu$ would be derived as the approximations

\begin{align}
\phi_{t_i,t_{i+1}}^\nu &\approx \text{Id} + \frac{1}{N} \mathbf{\nu}(t_i, \cdot), \\
\phi_{t_i,t_{i-1}}^\nu &\approx \text{Id} - \frac{1}{N} \mathbf{\nu}(t_i, \cdot).
\end{align}

Furthermore, (11) implies that $\phi_{t_i,0}^\nu = \phi_{t_{i-1},0}^\nu \circ \phi_{t_{i-1},t_i}^\nu$, which is combined with (79) yields the following approximation:

\begin{align}
\phi_{t_i,0}^\nu &\approx \phi_{t_{i-1},0}^\nu \circ \left( \text{Id} - \frac{1}{N} \mathbf{\nu}(t_i, \cdot) \right) \quad \text{for} \quad i = 1, \ldots, N.
\end{align}

Similarly, (11) implies $\phi_{t_N,1}^\nu = \phi_{t_{N-1},1}^\nu \circ \phi_{t_{N-1},t_N}^\nu$, which is combined with (78) gives the following approximation:

\begin{align}
\phi_{t_N,1}^\nu &\approx \phi_{t_{N-1},1}^\nu \circ \left( \text{Id} + \frac{1}{N} \mathbf{\nu}(t_i, \cdot) \right) \quad \text{for} \quad i = N - 1, \ldots, 0.
\end{align}

**Remark 9.1.** The approximation used for deriving (80) and (81) from (79) and (78), respectively implies

\begin{align}
\left( \text{Id} + \frac{1}{N} \mathbf{\nu}(t_i, \cdot) \right)^{-1} &\approx \text{Id} - \frac{1}{N} \mathbf{\nu}(t_{i+1}, \cdot) \quad \text{for} \quad i = 0, \ldots, N - 1.
\end{align}

**Gradient descent algorithm.** The approximations in the aforementioned paragraph play a central role in the gradient descent algorithm that implements (75) for minimizing for finding a local extrema to (24).

The numerical implementation is outlined in Algorithm 1 for the case with geometric group action. The version for mass-preserving group action can be obtained from Algorithm 1 after modifying two steps. The first is to replace step 8 with:

Update the Jacobian determinant $|D\phi_{t_i,0}^\nu|$ based on (80):

\begin{align*}
|D\phi_{t_i,0}^\nu| \leftarrow \left( 1 - \frac{1}{N} \text{div} \, \mathbf{\nu}(t_i, \cdot) \right) |D\phi_{t_{i-1},0}^\nu| \circ \left( \text{Id} - \frac{1}{N} \mathbf{\nu}(t_i, \cdot) \right)
\end{align*}

for $i = 1, \ldots, N$, where $|D\phi_{t_0,0}^\nu| = |D\phi_{t_N,0}^\nu| = 1$.

The second is to replace step 10 with:

Compute $\nabla \mathcal{E}(\mathbf{\nu}^k)$ using (74) (use FFT based techniques for computing the kernel):

\begin{align*}
\nabla \mathcal{E}(\mathbf{\nu}^k)(t_i, \cdot, \cdot) &\leftarrow 2\gamma \mathbf{\nu}^k(t_i, \cdot, \cdot) \\
&\quad + \int_\Omega |D\phi_{t_i,0}^\nu(y)| \left( I \circ \phi_{t_i,0}^\nu \right)(y) K(\cdot, y) \cdot \nabla \left( \nabla \mathcal{E}(\mathcal{V}(\mathbf{\nu}^k, I)) \circ \phi_{t_i,1}^\nu \right)(y) \, dy
\end{align*}

for $i = N, N - 1, \ldots, 0$. 


Remark 9.2. A similar gradient descent scheme is proposed in [11]. Here, the RKHS structure that regulates the smoothness of the velocity fields is defined by a kernel function instead of by a differential operator. This leads to a different implementation. Moreover, the updating strategy in [11] that corresponds to in lines 7-9 is: compute $\phi_{t_i,0}^{\nu_i} \circ \phi_{t_i,1}^{\nu_i}$ and $D\phi_{t_i,1}^{\nu_i}$ first and then compute $I \circ \phi_{t_i,0}^{\nu_i} \circ \mathcal{L}(\nu_i, I) \circ \phi_{t_i,1}^{\nu_i}$ and $|D\phi_{t_i,1}^{\nu_i}| = 0$ respectively. Compared to the updating strategy in Algorithm 1 (lines 7-9), the approach in [11] is more costly in terms of computational effort and memory usage. The reason is that in each iteration Algorithm 1 just needs to update three scalar fields instead of two vector fields, and one tensor field, and then three scalar fields on the considered domain.

Complexity analysis. The complexity analysis applies to Algorithm 1. Since the main part (each iteration) of the algorithm is located to lines 7-11, the analysis focuses on those lines.

Suppose that $\Omega \subset \mathbb{R}^2$ and the size of the image to be reconstructed is $n \times n$. In line 7, one updates $I \circ \phi_{t_i,0}^{\nu_i}$ for $i = 1, \ldots, N$. Moreover, each of them needs to be used to compute the gradient of the objective functional in line 10 at each time point. Hence they need to be stored at hand. Through simple analysis, in this step, the computational cost is $O(n^2N)$ and the space complexity is $O(n^2N)$ . Similarly, for lines 8 and 9, the Jacobian determinant $|D\phi_{t_i,1}^{\nu_i}|$ and $\nabla\mathcal{L}(\nu_i, I) \circ \phi_{t_i,1}^{\nu_i}$ need to be updated and then stored for $i = N - 1, \ldots, 0$. Therefore, for each of the two steps, the computational cost is $O(n^2N)$ and the space complexity is $O(n^2N)$. Evidently, lines 10-11 can be combined into one step. Line 10 uses FFT to compute the gradient of the objective functional at each time point. Hence the computational cost for this line is $O(Nn^3 \log n)$. In line 11, a vector field is updated at each time point and this part requires twice the memory compared to a scalar field on 2D domain. In conclusion, the computational cost is $O(Nn^3 \log n)$ and the memory requirements are $O(n^2N)$.

10. Application to 2D tomography. Indirect registration with geometric group action is here applied to 2D parallel beam tomography with very sparse or highly noisy data. Although this is not a full evaluation, it does still illustrate the performance of indirect registration.

10.1. The indirect registration problem. Let $X = SBV(\Omega, \mathbb{R}) \cap L^\infty(\Omega, \mathbb{R})$ for a fixed image bounded image domain $\Omega \subset \mathbb{R}^2$. Elements in $X$ represent 2D images and this space is equipped with an $L^2$–inner product. Diffeomorphisms act on such elements through a geometric group action and the goal is to register a given template $I \in X$ against a target that observed indirectly as in (1). Here, $g \in Y = L^2(M, \mathbb{R})$ with $M$ denoting a fixed manifold of parallel lines in $\mathbb{R}^2$ (parallel beam data). The template is assumed to be differentiable. The forward operator $T : X \to Y$ is here the 2D ray/Radon transform, see [45] for further details.

The indirect registration scheme is given as the solution to (24) where $\mathcal{L} : X \to \mathbb{R}$ in (23) is given as

$$\mathcal{L}(f) := \left\| T(f) - g \right\|_{L^2(M, \mathbb{R})}^2$$

for $f \in X$.

Hence, $\mu = 0$ in (23), i.e., there is no additional regularization and (24) reduces to

$$\min_{\nu \in L^2([0,1], V)} \left[ \left\| \nu \right\|_{L^2([0,1], V)}^2 + \left\| T(I \circ \phi_{0,1}^{\nu}) - g \right\|_{L^2(M, \mathbb{R})}^2 \right].$$

In the above, $\gamma > 0$ is a fixed regularization parameter that weights the need for minimal deformation against the need to register against the indirectly observed target.
Algorithm 1 Gradient descent scheme for minimizing $\mathcal{E}$ in (42) with geometric group action

1: Initialize:
2: $k \leftarrow 0$.
3: $t_i \leftarrow i/N$ for $i = 0, 1, \ldots, N$.
4: $\nu^k(t_i, \cdot) \leftarrow \nu^0(t_i, \cdot)$ where $\nu^0(t_i, \cdot)$ is a given initial vector field.
5: Error tolerance $\epsilon > 0$, step size $\alpha > 0$, and maximum iterations $K > 0$.
6: while $|\nabla \mathcal{E}(\nu^k)| > \epsilon$ and $k < K$ do
7: Compute $I \circ \phi_{t_i}^{\nu^k}$ using (80) by
   $$I \circ \phi_{t_i}^{\nu^k} \leftarrow (I \circ \phi_{t_{i-1}}^{\nu^k}) \circ \left(\text{Id} - \frac{1}{N} \nu^k(t_i, \cdot)\right)$$
   for $i = 1, \ldots, N$, where $I \circ \phi_{t_0}^{\nu^k} = I \circ \phi_{0,0}^{\nu^k} = I$.
8: Update the Jacobian determinant $|D \phi_{t_i}^{\nu^k}|$ based on (81):
   $$|D \phi_{t_i}^{\nu^k}| \leftarrow \left(1 + \frac{1}{N} \text{div} \nu^k(t_i, \cdot)\right) |D \phi_{t_{i+1}}^{\nu^k}| \circ \left(\text{Id} + \frac{1}{N} \nu^k(t_i, \cdot)\right)$$
   for $i = N - 1, \ldots, 0$, where $|D \phi_{t_N}^{\nu^k}| = |D \phi_{t,1}^{\nu^k}| = 1$.
9: Compute $\nabla \mathcal{L}(\mathcal{V}(\nu^k, I)) \circ \phi_{t_i}^{\nu^k}$ using (81) by
   $$\nabla \mathcal{L}(\mathcal{V}(\nu^k, I)) \circ \phi_{t_i}^{\nu^k} \leftarrow \left(\nabla \mathcal{L}(\mathcal{V}(\nu^k, I)) \circ \phi_{t_{i+1}}^{\nu^k}\right) \circ \left(\text{Id} + \frac{1}{N} \nu^k(t_i, \cdot)\right)$$
   for $i = N - 1, \ldots, 0$, where
   $$\nabla \mathcal{L}(\mathcal{V}(\nu^k, I)) \circ \phi_{t_N}^{\nu^k} = \nabla \mathcal{L}(\mathcal{V}(\nu^k, I)) \circ \phi_{t,1}^{\nu^k} = \nabla \mathcal{L}(\mathcal{V}(\nu^k, I)).$$
10: Compute $\nabla \mathcal{E}(\nu^k)$ using (73) (use FFT based techniques for computing the kernel):
   $$\nabla \mathcal{E}(\nu^k)(t_i, \cdot) \leftarrow 2\gamma \nu^k(t_i, \cdot)$$
   $$- \int_{\Omega} \nabla \mathcal{L}(\mathcal{V}(\nu^k, I))(\phi_{t_i}^{\nu^k}(y)) \mathcal{K}(\cdot, y) \cdot \nabla (I \circ \phi_{t_i,0}^{\nu^k})(y) \cdot |D(\phi_{t_i,1}^{\nu^k})(y)| \, dy$$
   for $i = N, N - 1, \ldots, 0$.
11: Update $\nu^k$:
   $$\nu^k(t_i, \cdot) \leftarrow \nu^k(t_i, \cdot) - \alpha \nabla \mathcal{E}(\nu^k)(t_i, \cdot)$$
   for $i = N, N - 1, \ldots, 0$.
12: $k \leftarrow k + 1$.
13: end while
14: return $I \circ \phi_{t_i}^{\nu^k}$ for $i = 1, \ldots, N$. 
Next, consider a set $V$ of vector fields that is a RKHS with a reproducing kernel represented by symmetric and positive definite Gaussian function $K: \Omega \times \Omega \rightarrow M^2_{\times 2}$. Then $V$ is admissible and is continuously embedded in $L^2(\Omega, \mathbb{R}^2)$. The Gaussian is parameterised by $\sigma > 0$ as

\begin{equation}
K(x, y) := \exp\left(-\frac{1}{2\sigma^2} \|x - y\|^2\right) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{for } x, y \in \mathbb{R}^2.
\end{equation}

The kernel width $\sigma$ also acts as a regularization parameter.

10.2. Phantoms and data acquisition protocol. All images in the shape space $X$, such as the target (phantom) and template, are supported in a fixed rectangular image domain $\Omega = [-16, 16] \times [-16, 16]$. Data is obtained by first evaluating the 2D parallel beam ray transform on $M$, which consists of parallel lines whose directions are equally distributed within $[0^\circ, 180^\circ]$. Finally, additive Gaussian white noise at varying noise levels is added to data.

The noise level in data is quantified in terms of the signal-to-noise ratio (SNR) expressed using the logarithmic decibel (dB) scale:

\begin{equation}
\text{SNR}(g) = 10 \log_{10} \left( \frac{\|g_{\text{ideal}} - \mu_{\text{ideal}}\|_Y^2}{\|\Delta g - \mu_{\text{noise}}\|_Y^2} \right) \quad \text{for } g = g_{\text{ideal}} + \Delta g.
\end{equation}

In the above, $g_{\text{ideal}} := \mathcal{T}(f_{\text{true}})$ is the noise-free component of data and $\Delta g \in Y$ is the noise component. Furthermore, $\mu_{\text{ideal}}$ is the average of $g_{\text{ideal}}$ and $\mu_{\text{noise}}$ is the average of $\Delta g$. Note here that computing the data noise level requires access to the noise-free component of data, which is the case for simulated data.

10.3. Reconstruction protocol. Test suites 1 and 2 compares Algorithm 1 against usual reconstruction of the target from tomographic data. For the latter, filtered back projection (FBP) and TV methods are used. The rationale behind comparing against direct reconstruction is to assess the influence of a priori information contained in (18), which states that the unknown target can be obtained by a diffeomorphic deformation of a given template. Hence, to some extent the indirect registration problem can be seen as a shape reconstruction problem. Furthermore, the corresponding regularization parameters are set separately each method and data noise level as to give the best visual agreement with the target.

The reconstruction methods FBP and TV are the ones available in Operator Discretization Library (http://github.com/odlgroup/odl).

- FBP reconstruction is obtained using linear interpolation for the back projection and the Hamming filter at varying frequency scaling.
- TV reconstruction is obtained by solving (3) with $\mathcal{R}$ as the total variation functional:

\[ \mathcal{R}(f) := \int_\Omega |\nabla f(x)| \, dx. \]

The non-smooth minimization (3) is solved using the primal-dual method in [19].

10.4. Test suites and results. The test suites seek to assess robustness and performance against different kind of objects, sensitivity of indirect registration against choice of regularization parameters $\gamma, \sigma$, and impact of using a template with different topology from target. The targets include both single- and multi-object images.
Test suite 1: Single-object indirect registration. The aim here is to investigate the performance of indirect registration against highly noisy sparse tomographic data from a single object target. The template and target are chosen similar to the direct registration test in [9, section 4.2].

Images in shape space are digitized using $64 \times 64$ pixels. The parallel beam tomographic data consists of 92 parallel line projections along ten uniformly distributed directions in $[0^\circ, 180^\circ]$. Hence, in a fully digitized setting, the inverse problem in (1) amounts to solving for 4096 unknowns from 920 linear equations. Hence, this problem is highly under-determined and data is also highly noisy with a noise level (SNR) of 4.87 dB.

When solving the indirect registration problem, the time interval $[0, 1]$ for the flow of diffeomorphisms is sampled uniformly at $N = 20$ time points. The gradient step size is set as $\alpha = 0.02$ and the regularization parameters are $\gamma = 10^{-7}$ and $\sigma = 6.0$. The gradient descent is stopped after 200 iterations. Finally, the comparison is against direct reconstructions from FBP (Hamming filter with frequency scaling 0.4) and TV (1000 iterations, regularization parameter $\mu = 3.0$).

The results, which are shown in Figure 1, show that indirect registration performs fine against a single-object target as long as the template has the topology (e.g., no holes).

Test suite 2: Multi-object indirect registration. The previous test used a target that only contains one single object. This test considers a multi-object target, namely a target consisting of six separately star-like objects with grey-values in $[0, 1]$, which is digitized using $438 \times 438$ pixels. The choice of target is similar to the direct registration test in [13].

The data is highly sparse parallel beam tomographic projections taken along only six directions that are uniformly distributed in $[0, 180^\circ]$. At each direction, one samples the ray transform in a set of uniformly spaced 620 parallel lines. Hence, the inverse problem in (1) amounts to reconstructing 191,844 unknowns from 3,720 linear equations. Besides being highly under-determined, data is also highly noisy with noise level (SNR) of 4.75 dB.

As in test suite 1, the time interval $[0, 1]$ for the flow of diffeomorphisms is sampled uniformly at $N = 20$ time points, the gradient step size is set to $\alpha = 0.04$, and the regularization parameter is $\gamma = 10^{-7}$. On the other hand, the other regularization parameter regulating the width of the RKHS kernel is set as $\sigma = 2.0$ and the gradient descent was stopped after 200 iterations. Finally, comparison is against direct reconstructions from FBP (Hamming filter with frequency scaling 0.4) and TV (1000 iterations, regularization parameter $\mu = 1.0$).

The results, which are shown in Figure 2, show that indirect registration performs fine also against a multi-object target as long as the template has the same number of objects.

Test suite 3: Sensitivity w.r.t. choice of regularization parameters. Choosing the regularization parameters is a well-known issue in most regularization schemes. Even though there is some theory for how to do this, in practice it is often chosen using heuristic methods and especially so when data is highly noisy and/or under-sampled. A natural question is therefore to empirically investigate the sensitivity of the indirect registration against variations in the regularization parameters $\gamma$ and $\sigma$ that enter in (83) and (84), respectively.

Here the target is the well-known Shepp-Logan phantom consisting of ten ellipsoids with grey-values in $[0, 1]$. Images in shape space are digitized using $256 \times 256$ pixels. The parallel beam tomographic data consists of 362 parallel line projections along ten uniformly distributed directions in $[0^\circ, 180^\circ]$. Hence, in a fully digitized setting, the inverse problem in (1) amounts
Table 1: Test suite 3: SSIM and PSNR values of indirectly registered images as compared to target for varying values of the regularization parameters $\gamma$ and $\sigma$, see Figure 3 for selected images. Each table entry has two values, the upper is the SSIM and the bottom is the PSNR.

| $\sigma$ | $10^{-7}$ | $10^{-5}$ | $10^{-3}$ | $10^{-1}$ | 10 |
|----------|-----------|-----------|-----------|-----------|----|
| 1.0      | 0.8958    | 0.8958    | 0.8957    | 0.8820    | 0.6800 |
|          | 26.69     | 26.69     | 26.69     | 26.18     | 17.82 |
| 2.0      | 0.9039    | 0.9039    | 0.9038    | 0.8958    | 0.6967 |
|          | 26.96     | 26.96     | 26.96     | 26.72     | 18.45 |
| 2.5      | 0.9018    | 0.9018    | 0.9017    | 0.8964    | 0.7057 |
|          | 26.90     | 26.90     | 26.89     | 26.74     | 18.71 |
| 3.0      | 0.9007    | 0.9007    | 0.9006    | 0.8968    | 0.7164 |
|          | 26.90     | 26.90     | 26.89     | 26.77     | 19.03 |
| 4.0      | 0.8992    | 0.8992    | 0.8992    | 0.8979    | 0.7426 |
|          | 26.88     | 26.88     | 26.87     | 26.77     | 19.79 |
| 8.0      | 0.8305    | 0.8305    | 0.8307    | 0.8438    | 0.7960 |
|          | 24.15     | 24.15     | 24.16     | 24.84     | 21.27 |

Test suite 4: Topology of the template. This test investigates the influence of a template with a topology that differs from the target. The test suite involves two tests, one where the template lacks an object when compared to the target and the other where there is an additional object in the template that does not exist in the target.

In both cases, the template and the target are modifications of the Shepp-Logan phantom to solving for 65,536 unknowns from 3,620 linear equations. Besides being highly under-determined, data is also highly noisy with noise level (SNR) of 7.06 dB.

As in test suite 1, the time interval $[0, 1]$ for the flow of diffeomorphism is sampled uniformly at $N = 20$ time points, the gradient step size is set as $\alpha = 0.02$, and the regularization parameter is $\gamma = 10^{-7}$.

The regularization parameters $(\gamma, \sigma)$ are varied and each choice results in a different indirectly registered image. Each of these are then matched against the target and the registration is quantitatively assessed using structural similarity (SSIM) [62] and peak signal-to-noise ratio (PSNR) [35] as figure of merits.

The SSIM and PSNR values are tabulated in Table 1, see also Figure 3 for some selected reconstructions. As given in Table 1, the SSIM and PSNR values are quite similar for $\gamma = 10^{-7}, 10^{-5}, 10^{-3}, 10^{-1}$ and $\sigma = 1.0, 2.0, 2.5, 3.0, 4.0$. The corresponding reconstructed results in Figure 3 are almost the same and close to the target. But these values are obviously reduced when $\gamma = 10$ or $\sigma = 8.0$. As shown in Figure 3, the resulting performance is not so good compared with the target. Since the choosing intervals for $\gamma$ and $\sigma$ are relatively large, this test shows that to some extent the proposed method is not sensitive to the precise choice of the regularization parameters $\gamma$ and $\sigma$ under quantitative figures of merits (SSIM and PSNR). However those values are chosen too big that would cause over-regularized results.

Test suite 4: Topology of the template. This test investigates the influence of a template with a topology that differs from the target. The test suite involves two tests, one where the template lacks an object when compared to the target and the other where there is an additional object in the template that does not exist in the target.

In both cases, the template and the target are modifications of the Shepp-Logan phantom...
used in test suite 3 and tomographic data is generated following the same protocol as in test
suite 3, albeit with slightly differing noise levels (7.06 dB and 6.46 dB, respectively). Finally,
part from the number of iterations which here is 1000, indirect registration in both cases was
performed using the same parameter setting as in test suite 3.

Results are shown in Figure 4. It is clear that the final indirectly registered template
retains the same topology, which is to be expected since diffeomorphic registration using
gometric group action can never introduce or remove an object that is not in the template.
This also points to the importance of having a template with the correct topology when using
diffeomorphic (indirect) registration with a geometric group action.

11. Discussion.

11.1. Topology and manifold structure on groups of diffeomorphisms. The LDDMM
framework can be seen as part of an even more abstract formulation as outlined in [16] that
involves replacing the group of diffeomorphisms in (12) with an abstract Lie group $G$ of
transformations that acts on the shape space $X$, and the vector space $V$ is the corresponding
Lie algebra of $G$. The situation becomes intricate when one seeks to introduce a useful
manifold structure on $G$ in the infinite dimensional setting as outlined in [8].

As an example, $\text{Diff}^1(\Omega)$ and $\text{Diff}^\infty(\Omega)$ are both Fréchet–Lie groups, but neither is a
Banach manifold. As nicely summarized in [15], working with such deformation groups allows
using methods from geometry, but less tools from analysis are applicable. The other choice is
to consider a group like $\text{Diff}^p(\Omega)$. This group is a Banach manifold and a topological group
so there are powerful tools from analysis for prove existence results. On the other hand, it
is not a Lie group since the group operations are continuous, but not differentiable. Hence,
many of the tools from differential geometry are not available.

One may next consider groups generated as in (12) from an admissible Hilbert space of
vector fields. The class of admissible vector spaces is however very large, which in turn limits
how far one can develop a theory for image registration in this setting. As nicely outlined
in [17, p. 1538], $G_V$ in (12) does not need to have a differentiable structure in the general
setting. Furthermore, it does not have to be a topological group under the topology induced by
the metric in (13). In fact, there is no natural way to define a topology on $G_V$ in the general
setting that makes it a topological group. Hence, one has studied specific classes of admissible
spaces. On the other hand, restricting attention to velocity fields with Sobolev regularity
generate classical groups of Sobolev diffeomorphisms. Such a group is a Hilbert manifold as
well as a topological group, but it is not necessarily a Lie group [17, p. 1512 and Theorem 8.3]
but the exponential map (Remark 5.4) is continuous [17, Theorem 4.4].

11.2. Alternative frameworks for large deformations. LDDMM is capable of generating
a vast range of diffeomorphic deformations, but it comes with some drawbacks coupled to its
non-parametric nature. There is currently no natural parametrisation of deformations using
variables that are easy to interpret from an image registration point-of-view. Furthermore,
representing these non-parametric diffeomorphic deformations in software in a computa-
tionally feasible way is challenging and requires introducing further structure. This need for
further structure on the group of diffeomorphic deformations has resulted in a number of
parametric frameworks, some of which are mentioned below. See the excellent introduction
in [33, p. 30-35] for a more informative survey. The poly-affine framework [6, 5] considers deformations obtained by integrating trajectories of vector fields that include local affine deformations. The weights for the each local affine transformation and corresponding regions for its action remain fixed during the integration of the flow. The approach is successfully used for registration of bones [56] and images with cardiac motion [41], but the approach is not suitable for very large deformations. In the GRID model [32, 48] the idea is to fuse local deformations by fusing corresponding velocity fields. The local deformations can be more generic than in the poly-affine case, but each small deformation is located around a point (seed) that defines a local region for its action. The global deformation is a discrete temporal integration of a trajectory of corresponding vector fields. The framework has been used to model biological growth [32]. The diffeons framework [66] considers deformations are defined as the solution of a flow equation that integrates the identity map along a trajectory of vector fields. The difference to LDDMM is that one only considers trajectories of vector fields that can be written as a finite linear combination of a finite family of vector fields, called diffeons, which form a finite dimensional subspace. A further development of diffeons is deformation modules [33]. Here, one introduces a new deformation model that can generate diffeomorphisms that can be locally constrained to a certain type of deformations with a natural interpretation. The diffeomorphisms are as in LDDMM defined as final values of a flows of trajectories of vector fields and the constraints corresponds to setting of a family generators of vector fields similar to the diffeons framework.

In these parametrised frameworks, the trajectory of the vector field is constrained to be a combination of a few generators. Hence, by choosing these generators it should in principle be possible to build trajectories of diffeomorphisms that correspond to specific a priori deformations. It is however very difficult, if not impossible, to define generators that correspond to more complex deformations that typically arise in many imaging applications. Another issue that is important for image registration is to have a metric on the shape space. Another aspect relevant for (indirect) image registration is to let the metric on the group of deformations induce a metric on the shape space in a canonical manner. This is a key feature of LDDMM and it also holds for the diffeons framework, whereas this is not possible within the poly-affine and GRID frameworks.

A final recent development is to construct diffeomorphisms by using techniques from machine learning. Assume one has training data \( \{(I_i, f_i)\}_i \subset X \times X \) where \( f_i = W(I_i, \phi_i) \) for some (unknown) deformation \( \phi_i \in G_V \) and \( W \) given by (15). One may then use principles from machine learning to learn how to estimate the deformations from training data. The papers [63, 64] implements such as scheme. More precisely, they use machine learning in order to learn how to estimate the optimal diffeomorphic deformations. The idea is to learn the initial momenta from the training data. Once these initial momenta are learned, one can use the shooting method from LDDMM theory to generating the smallest diffeomorphic deformation [65, Section 11.6.4]. The learning is done by using a (deep) convolution neural network that learns an operator \( \Lambda_\Theta : X \times X \to G_V \) whose parameters \( \Theta \) are obtained by minimising the mean absolute error. The trained parameter yields the initial momenta, so it is now possible to generate elements in \( G_V \) by means of the shooting method. The approach extends readily to the indirect registration setting. Training data is now \( \{(I_i, g_i)\}_i \subset X \times Y \) where (18) holds, i.e., \( g_i = T(W(I_i, \phi_i)) \) for some (unknown) deformation \( \phi_i \in G_V \). One can then perform
learning using a loss function similar to the direct matching case. This time the learning is done by using a (deep) convolution neural network that learns an operator \( \Lambda_\Theta : X \times Y \to G_V \) whose parameters \( \Theta \) are obtained by minimising a natural distance notion in data space. Such an approach is possible especially when combined with [1] for reconstruction.

11.3. Spatiotemporal image reconstruction. The goal here is to recover time dependent images \( f_t \in X \) from time dependent data \( g_t \in Y \) where \( g_t = T(f_t) + \Delta g_t \) with \( \Delta g_t \) denoting the noise term. A spatiotemporal analogue of (18) is to assume that \( f_t = W(\phi_{0,t}^\nu, I) \) for some unknown curve \( t \mapsto \phi_{0,t}^\nu \) in \( G_V \). This allows one to formulate the following variational approach to the spatiotemporal image reconstruction problem:

\[
\inf_{\nu \in \mathcal{X}^2([0,1],V)} \left[ \int_0^1 \left( \gamma \int_0^s \| \nu(s', \cdot) \|^2_V \, ds' + L \circ W(\phi_{0,t}^\nu, I) \right) \, dt \right].
\]

In the above, \( I \in X \) is the starting image. The curve of diffeomorphism \( t \mapsto \phi_{0,t}^\nu \) is generated by the velocity field \( \nu \) as a solution to (10), \( W : G_V \times X \to X \) is given by the group action, and \( L : X \to \mathbb{R} \) is the spatiotemporal analogue of (23), i.e.,

\[
L(f) := \mu R(f) + D(T(f), g_t) \quad \text{for } f \in X.
\]

The optimization problem in (86) is quite challenging and a natural approach is to consider an intertwined scheme where a reconstruction (of the template) step is followed by an indirect registration step, see [46, section 12.3] for further details. In such case, indirect registration becomes a key element in spatiotemporal image reconstruction.

11.4. Shape based reconstruction. It is possible to view indirect registration as a variational reconstruction scheme that makes use of a priori shape information encoded by the template. The tests in section 10 indicate that if the template has the correct topology, then indirect registration performs fairly well. Furthermore, it is also robust against choice of template and regularization parameters.

When using geometric group action, indirect registration is mostly useful as a reconstruction scheme in imaging problems where the aim is to recover the shape, so intensity variations are of little, or no, importance. One example of such an imaging problem in applications is when electron tomography (ET) is used to image the internal 3D structures at nano-scale of a specimen [13]. This is however a rather limited category of inverse problems and many of the medical imaging applications do not fall under this category. One approach to address this is to consider mass-preserving group action instead of the geometric one. Another is to keep the geometric group action, but let it act on the intensity map. This leads to metamorphosis that is briefly described in subsection 11.5.

11.5. Metamorphosis. The LDDMM approach with geometric deformations only moves intensities, it does not change them. Metamorphosis extends LDDMM by allowing the diffeomorphisms to also act on intensities. This is achieved by coupling the flow equation in (10) to a similar flow equation for the intensities.

More precisely, in metamorphosis one needs to consider time dependent images. Hence, introduce \( \mathcal{X}^\tau \) as the set of time dependent images that are square integrable in time and
contained in $X$ at all time points. Hence, if $\zeta \in \mathcal{X}$ then $\zeta(t, \cdot) \in X$ and

$$\|\zeta\|_X := \sqrt{\int_{0}^{1} \|\zeta(t, \cdot)\|_X^2 \, dt} < \infty.$$  

The Hilbert space structure of $X$ induces a Hilbert space structures on $\mathcal{X}$. Furthermore, introduce $I: [0, 1] \times \Omega \to \mathbb{R}$ as the solution to

\[
\begin{cases}
\frac{d}{dt} I(t, x) = \zeta(t, \phi(t, x)) & (t, x) \in [0, 1] \times \Omega, \\
I(0, x) = I(x) & x \in \Omega.
\end{cases}
\]

In the above, $\phi$ is the diffeomorphism that solves (10), $I \in X$ is the template, and $\zeta \in \mathcal{X}$ is a “source” term that is contained in the space $\mathcal{X}$ of time dependent images introduced above.

Bearing in mind the above, metamorphosis based image registration in [49] easily extends to the indirect setting, which in turn extends the LDDMM based indirect registration in (24):

\[
\inf_{\nu \in L^2([0, 1], V)} \left[ \gamma \|\nu\|_{L^2([0, 1], V)}^2 + \tau \|\zeta\|_X^2 + \mathcal{L}(\nu, I(1, \cdot)) \right]
\]

\[
\begin{cases}
\frac{d}{dt} I(t, x) = \zeta(t, \phi(t, x)) & (t, x) \in [0, 1] \times \Omega, \\
I(0, x) = I(x) & x \in \Omega.
\end{cases}
\]

Here, $\mathcal{L}: X \to \mathbb{R}$ is given by (23) and $\mathcal{V}: L^2([0, 1], V) \times X \to X$ is given by (45) (geometric group action). Note that the velocity field $\nu \in L^2([0, 1], V)$ in the objective also generates, through (10), the diffeomorphism $\phi_{0,t} \Omega \to \Omega$ in the ODE constraint. Furthermore, $I(1, \cdot) \in X$ in the objective functional depends on the optimization variable $\zeta \in \mathcal{X}$ through the ODE constraint. Finally, as in subsection 6.1.1 for LDDMM, one can re-phrased (88) as a PDE constrained problem:

\[
\begin{cases}
\inf_{\nu \in L^2([0, 1], V)} \left[ \gamma \|\nu\|_{L^2([0, 1], V)}^2 + \tau \|\zeta\|_X^2 + \mathcal{L}(f(1, \cdot)) \right]
\quad \\
\partial_t f(t, x) + \left( \nabla_x f(t, x), \nu(t, x) \right)_{\mathbb{R}^n} = \zeta(t, x) & (t, x) \in [0, 1] \times \Omega, \\
f(0, x) = I(x) & x \in \Omega.
\end{cases}
\]

11.6. Relation to optimal transport. Optimal transport is a well developed mathematical theory that defines a family of metrics between probability distributions. These metrics measure the mass of an optimal displacement according to a base cost defined on the space supporting the distributions. Wasserstein distance refers to using $L^p$-norm as base costs. It is a deep mathematical theory [61] with many applications. Applications to imaging is nicely surveyed in [47], the focus here is on its usage in diffeomorphic image registration.

Optimal transport metrics are suitable for shape registration since they are sensitive to spatial displacements of the shape. This framework is [20, 37] extended to handle measures
of different total mass (unbalanced optimal transport), which makes it applicable to a wider range of image registration problems. Another aspect associated with using optimal transport distances is computability. Without approximations, it is computationally feasible only for 1D images. This situation has however changed during the last few years, much due to using entropic approximation schemes resulting in Sinkhorn-type iterations [23]. Such an approach is developed in [36] for indirect image registration where the authors used Sinkhorn-type iterations to compute the proximal operator of the transport problem for large problems, such as indirect image registration in tomography. This scheme also applies to unbalanced optimal transport in [29] to quantify the similarity in diffeomorphic registration of imaging data. Finally, [40] combines metamorphosis with optimal transport for image registration. The numerical method is based on adding a transport penalty to the objective in (89), which is the PDE constrained formulation of metamorphosis.
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Figure 1: Test suite 1: Single-object indirect registration. The template (top left) is deformed by a diffeomorphism to match the target (rightmost, second row). Images labeled with time $t$ show the final flow of diffeomorphic deformations obtained from indirect registration with $t = 1.0$ denoting the final (indirectly) registered template. Data is highly noisy and under-sampled, bottom leftmost image shows data at angle $0^\circ$ (blue smooth curve is noise-free data, red jagged curve is noisy data). The FBP and TV reconstructions are for comparison.
Figure 2: Test suite 2: Multi-object indirect registration. The template (top left) is a target consisting of six separately triangle-like objects. Images labeled with time $t$ show the final flow of diffeomorphic deformations obtained from indirect registration with $t = 1.0$ denoting the final (indirectly) registered template. Data is highly noisy and under-sampled, bottom leftmost image shows data at angle $0^\circ$ (blue smooth curve is noise-free data, red jagged curve is noisy data). FBP and TV reconstructions are shown for comparison.
Figure 3: Test suite 3: Sensitivity w.r.t. choice of regularization parameters $\gamma$ and $\sigma$. Images show final registered result (i.e., $t = 1$) for different values of these parameters. See Table 1 for a more quantitative comparison that includes a wider range of parameter values.
Figure 4: Test suite 4: Topology of the template. First two rows is the case when the template lacks one object as compared to target, the two following rows is the case when template has one extra object. Images labeled with time $t$ show the final flow of diffeomorphic deformations obtained from indirect registration with $t = 1.0$ denoting the final (indirectly) registered template.