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Abstract

Despite their high predictive performance, random forest and gradient boosting are often considered as black boxes or uninterpretable models which has raised concerns from practitioners and regulators. As an alternative, we propose in this paper to use partial linear models that are inherently interpretable. Specifically, this article introduces GAM-lasso (GAML)A and GAM-autometrics (GAMA), denoted as GAM(L)A in short. GAM(L)A combines parametric and non-parametric functions to accurately capture linearities and non-linearities prevailing between dependent and explanatory variables, and a variable selection procedure to control for overfitting issues. Estimation relies on a two-step procedure building upon the double residual method. We illustrate the predictive performance and interpretability of GAM(L)A on a regression and a classification problem. The results show that GAM(L)A outperforms parametric models augmented by quadratic, cubic and interaction effects. Moreover, the results also suggest that the performance of GAM(L)A is not significantly different from that of random forest and gradient boosting.
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1 Introduction

In recent years, machine learning (ML) algorithms have received considerable attention in the literature and overshadowed traditional econometric models in most applications. Although econometrics and ML have developed in parallel, both approaches allow building predictive models. For that purpose, econometrics relies on probabilistic models describing economic phenomena, whereas ML builds upon smart algorithms learning on their own. However, ML algorithms have recently been shown to be more effective than traditional econometric approaches for modelling complex relationships (Varian, 2014; Lessmann et al., 2015; Charpentier et al., 2018; Gunnarsson et al., 2021). Indeed, unlike traditional econometric models, these algorithms are able to capture many complex non-linear relationships through non-parametric approaches, resulting in higher predictive performance. The dominance of ML models in terms of predictive performance, in addition to several other advantages, has led these techniques to be used in several industries. For example, banks and fintech firms are currently considering ML algorithms as challenger models (ACPR, 2020) in the context of credit scoring, and in some cases ML models are even used for credit production (Hurlin and Pérignon, 2019).

However, ML algorithms raise a very important issue for the industry due to their lack of interpretability. Indeed, most of these algorithms are generally considered to be “black-boxes”, i.e., the opacity of ML techniques leads users to predictions and decision processes that cannot be easily interpreted. The lack of interpretability is currently one of the main limitations of ML algorithms and raises concerns in many applications such as medicine, law, military or finance. ML algorithms need to be interpretable to justify predictions made by the models. For example, in the financial industry, executives need to be able to understand the model to justify their decisions, and regulators require interpretability to ensure fairness of the algorithms.

Furthermore, the lack of interpretability of ML algorithms is currently one of the major concerns of financial regulators regarding the governance of artificial intelligence approaches in the financial industry (Bracke et al., 2019; ACPR, 2020; EBA, 2020; EC, 2020).

To address this issue, the literature has recently focused on interpretable ML methods. Specifically, many model-agnostic methods have been proposed to interpret the ex post predictions of black-box models. For example, we can cite here the partial dependence plot (Friedman, 2001), accumulated local effect (Apley and Zhu, 2020), local interpretable model-agnostic explanations (Ribeiro et al., 2016).
However, interpretations obtained from these methods can be inaccurate representations of the original relationships and potentially mislead users to accept incorrect recommendations, which can be harmful in a high-stakes decision-making context (Rudin, 2019).

Within this context, we rely in this paper on a class of interpretable models. Instead of developing methods to explain the predictions of black boxes, we design flexible models that are fundamentally interpretable. Denoted as GAM-lasso (GAMLA) and GAM-autometrics (GAMA), or GAM(L)A in short, these models combine the predictive performance of ML approaches with the inherent interpretability of econometric models. Formally, this class of models is based on a generalized additive model (GAM) augmented by variables assumed to have a linear effect on the dependent variable. More specifically we consider interactions of covariate couples. However, due to the possibly large number of interaction variables, we perform variable selection on interactions to avoid overfitting issues. For that purpose, we rely on the lasso (Tibshirani, 1996) and autometrics (Doornik, 2009) approaches. Finally, as the models involve linear (interaction effects) and non-linear (smooth functions of GAM) terms, the variable selection is not performed on raw data but on filtered data using the double residual approach of Robinson (1988).

Our approach has several advantages. First, our models are fundamentally interpretable. Indeed, GAM(L)A inherits the simplicity of interpretation of traditional econometric models. Specifically, while smooth functions allow a simple interpretation of the estimated relationships prevailing between dependent and predictive variables, interaction effects can be interpreted as in a simple linear model because they are introduced linearly. Moreover, the effect of the predictive variables can easily be measured from their marginal effects, as in standard econometric models. GAM(L)A thus allows a simple interpretation of prediction and decision processes, unlike ML algorithms. This class of models is also consistent with the recent literature promoting inherently interpretable models instead of interpretable ML methods (Rudin, 2019; Rudin and Radin, 2019; Rudin et al., 2021).

Second, as shown in our empirical applications, GAM(L)A competes with sophisticated ML algorithms in terms of predictive performance reinforcing the idea that parametric models can have outstanding forecasting performances if they are well specified. We also show that ad hoc choices of parametric functional forms aimed at capturing non-linearities, such as quadratic or cubic functions, are too restrictive and may lead to inferior forecasting performances.

We provide a set of Monte Carlo experiments to assess the good performance of GAM(L)A in terms of predictive performance but also its ability to correctly retain the relevant interaction variables. The results suggest that GAM(L)A accurately

---

3See Molnar (2019) for an overview of interpretable ML methods.
captures non-linear relationships. Moreover, we show that the double residual approach of Robinson (1988) leads GAMA (unlike GAMLA) to retain a large number of relevant variables (i.e., high potency) while controlling for the number of retained irrelevant variables (i.e., gauge close to the chosen target size).

Finally, we illustrate the practical usefulness of GAM(L)A using data on regression and classification problems. To that end, we measure the predictive performance of our models using popular measures of performance as well as inference procedures and compare them to the benchmark models in the econometrics and ML literatures. We show that GAM(L)A achieves higher predictive performance than linear models, even when augmented by quadratic and cubic functions. Moreover, the results suggest that our models compete with sophisticated ML algorithms in terms of predictive performance. We also illustrate the interpretability of our new class of models. For that purpose, we assess the parsimony of GAM(L)A and show the simple interpretation of estimated relationships and decision rules through graphical representations of the estimated non-linearities as well as marginal effects. The results suggest that, unlike ML algorithms, GAM(L)A remains interpretable despite capturing complex non-linear relationships.

The remainder of the article is structured as follows. In Section 2, we present the main advantages of ML algorithms as well as the main limitations of traditional linear models and introduce our new class of interpretable models. Section 3 is devoted to Monte Carlo experiments. In Section 4, two empirical applications are proposed to illustrate the potential of GAM(L)A. Finally, we conclude the article in Section 5. Additional figures and tables are provided in Appendix A while Appendix B presents the penalized logistic tree regression of Dumitrescu et al. (2022).

2 Competing with Black Boxes: An Interpretable Parametric Model

In this section, we present a class of partial linear models that is able to compete with sophisticated ML algorithms in terms of predictive performance while remaining interpretable. The first part of the section describes why ML algorithms achieve high predictive performance and provides a brief presentation of current benchmark ML algorithms. The second part presents the pitfalls of parametric models in that respect. Finally, the last part of the section is devoted to our model.
2.1 Machine Learning, Non-linear Effects and Interactions

Consider a regression problem involving a dependent variable \( y \in \mathbb{R} \) and a \( p \)-dimensional vector of predictive variables \( X = (X_1, \ldots, X_p) \in \mathbb{R}^p \). Recent years have witnessed a paradigm shift in terms of the models used to make predictions. Indeed, ML algorithms have progressively replaced parametric models in many applications, when the main objective is to build accurate predictions. In general, ML algorithms can be defined as follows:

\[
y = f (X) + \epsilon,
\]

where \( f (\cdot) \) is a non-parametric function and \( \epsilon \) an error term. The main reason for the growing interest in ML methods is that these algorithms lead to very high predictive performances and currently outperform parametric models traditionally used by practitioners. The hegemony of ML algorithms over parametric models has been highlighted in several contexts, such as in the credit scoring literature (Paleologo et al., 2010; Finlay, 2011; Lessmann et al., 2015). The high performance of ML algorithms comes from the fact that the non-parametric functions \( f (\cdot) \) used by these approaches are able to accurately capture complex non-linear effects of covariates including interaction effects. Specifically, instead of specifying a certain relationship between the dependent and explanatory variables, these non-parametric functions \( f (\cdot) \) rely almost exclusively on data to detect non-linearities and interaction effects prevailing between \( y \) and \( X \).

Among the many algorithms proposed in the ML literature, ensemble methods such as the random forest (Breiman, 2001) and gradient boosting (Friedman, 2001) have been shown to lead to very accurate predictions and even become benchmark models in terms of predictive performance (Lessmann et al., 2015; Grennepois et al., 2018; Gunnarsson et al., 2021). Random forest and gradient boosting are particular applications of bagging and boosting procedures, which are based on decision trees. The decision tree algorithm is based on a recursive partition of the initial data into smaller homogeneous subsets, in the sense of the dependent variable. Specifically, decision trees recursively split the covariate space into two homogeneous partitions, called nodes, until obtaining nodes that are as homogeneous as possible, which are called terminal nodes or leaves.\(^4\) To do so, for each partition, the algorithm chooses the most discriminant explanatory variable, i.e., the variable partitioning the original node into the two most homogeneous nodes.

\(^4\)Credit scoring is one of the first fields to which ML algorithms were applied in economics. See, for instance, Makowski (1985), Henley and Hand (1996), Desai et al. (1996), and Baesens et al. (2003).

\(^5\)The binary partition corresponds to the CART algorithm (Breiman et al., 1984), which is the most popular decision tree algorithm.
possible. Formally, a decision tree is defined as

$$f_{Dt}(X) = \sum_{m=1}^{M} c_m \mathbb{I}(X \in R_m),$$

(2)

where $M$ is the total number of leaves of the tree, $R_m$ is a leaf of the tree and $c_m$ corresponds to the average of the observations’ dependent variable in $R_m$. Despite capturing threshold effects through multiple splits, the predictive performances of decision trees is lacklustre and barely better than random guessing due to their high variance. To solve this issue and achieve higher performance, ensemble methods such as random forest and gradient boosting combine several decision trees.

The random forest algorithm is based on the combination of several decision trees fitted on copies of the original data obtained from a bootstrap procedure. Denoting by $B$ the total number of trees in the forest, which also corresponds to the number of bootstrap samples, a random forest is defined as

$$f_{RF}(X) = \frac{1}{B} \sum_{b=1}^{B} f_{Db}(X),$$

(3)

where $f_{Db}(X)$ is a decision tree fitted on the $b^{th}$ bootstrap sample. Predictions of the random forest thus simply correspond to averages of individual decision tree predictions.

Gradient boosting does not involve a bootstrap sampling strategy, but instead, each tree is built upon the errors of the previous decision tree. Formally, gradient boosting is defined as

$$f_{GB}(X) = \sum_{b=1}^{B} \lambda_b f_{Db}(X),$$

(4)

where $B$ is again the total number of trees, which also corresponds to the number of iterations of the algorithm, while $\lambda_b$ represents the weight attributed to the $b^{th}$ tree. From the aggregation of several decision trees, random forest and gradient boosting capture potentially many complex non-linearities, reason why they perform so well.

---

6More precisely, this equation defines a decision tree in a context of regression, i.e., a regression tree. In the context of classification, $c_m$ corresponds to the dominant class of observations in the leaf $m$.

7By doing so, these algorithms become strong learners, i.e., models that perform substantially better than random predictions, in comparison with weak learners, i.e., models that perform slightly better than random predictions.

8In the random forest algorithm, both observations and explanatory variables are randomly selected, whereas in the general bagging procedure, only the observations are.
2.2 Pitfalls of Parametric Models

Historically, the simplest approach used to predict \( y \) is to rely on the following parametric model

\[
y = X \beta + \epsilon,
\]

where \( \beta \) is the vector of parameters to estimate. This simple model assumes a linear relationship between the dependent variable and the predictive variables. However, in practice, the true relationship prevailing between \( y \) and \( X \) may not be linear but more complex, involving non-linearities and interaction effects. For this reason, the performance of this simple parametric model is lacklustre compared to those of the random forest or gradient boosting algorithms in the presence of complex relationships. To avoid this pitfall of the simple parametric model, a common approach is to augment Eq. (5) with parametric functions of \( X \), i.e.,

\[
y = X^* \beta + \epsilon,
\]

where \( X^* \) is a \( K \)-dimensional vector of predictive variables obtained from transformations of \( X \). The objective of \( X^* \) is to capture potential non-linearities through parametric transformations of \( X \). Typical examples of parametric functions frequently used to capture non-linearities are the quadratic and cubic functions as well as interactions between covariates, i.e.,

\[
X^* = \left( X^1, X^2, X^3, I \right),
\]

where \( X^h = (X_1^h, \ldots, X_q^h) \), \( I = (X_1X_2, \ldots, X_{q-1}X_q) \) is the set of covariate couples, and \( q \leq p \).

However, this approach is subject to overfitting issues. Indeed, the model can involve a very large number of parameters to estimate because the number of predictors depends on the number of original explanatory variables \( p \). For example, Eq. (7) involves \( K = 75 \) predictors for \( p = q = 10 \). Consequently, performing traditional estimation on this high-dimensional model can obviously lead to overfitting. To solve this issue, several approaches have been proposed in the literature to reduce the number of parameters to estimate.

An early approach developed in the literature is lasso. Proposed in the seminal paper of Tibshirani (1996), lasso is a penalized regression that proceeds to both estimation and variable selection. To do so, the approach is based on a penalty term that regularizes coefficients and performs variable selection. Considering the

\[\text{It is also possible to include principal components of explanatory variables as well as some of their powers to capture non-linear effects. See, for example, Castle and Hendry (2010) and Castle et al. (2013).}\]

\[\text{This condition allows excluding meaningless transformations of elements of } X, \text{ like powers of binary variables.}\]
linear model associated with Eq.\((\ref{eq:linear_model})\), lasso solves the following penalized regression problem
\[
\hat{\beta} = \arg \min_{\beta} \left( (y - X^* \beta)^T (y - X^* \beta) + \lambda \sum_{k=1}^{K} |\beta_k| \right).
\] (8)

The parameter \(\lambda\) is a tuning parameter controlling for the degree of regularization and is generally selected via k-fold cross-validation or information criteria. For cross-validation, two approaches can be considered to select the optimal value of \(\lambda\): the value minimizing a loss function applied to the prediction errors (of a training sample), \(\hat{\lambda}_{\text{min}}\), or the value associated with the most parsimonious model within a 1-standard-error interval, \(\hat{\lambda}_{\text{1se}}\).\(^{[1]}\) For comparison purposes, we also consider the adaptive lasso of Zou (2006) which is a popular extension of the lasso method satisfying the oracle property (Fan and Li, 2001), unlike the standard lasso estimator.

An alternative approach for variable selection is autometrics (Doornik, 2009). This algorithm performs automatic selection model based on the “Hendry” general-to-specific model selection (Hendry, 2000). Specifically, this approach starts from a generalized unrestricted model (GUM) that includes every potential relationship existing between the dependent variable and predictors, i.e., dynamic effects, breaks, trends, outliers and non-linearities. To reduce the dimension of the GUM, the algorithm performs a battery of tests to eliminate insignificant variables and find a congruent parsimonious model. Rather than testing for each possible sub-model from the GUM, autometrics performs a tree search that reduces the computation time and allows the approach to be feasible even in a high-dimensional context. Finally, the algorithm selects the sub-model encompassing the GUM in the representation of the relationship of concern and passing a battery of diagnostic tests. The diagnostic tests are for instance the error correlation test (Godfrey, 1978), the ARCH test (Engle, 1982), the normality test (Doornik and Hansen, 2008), the heteroscedasticity test (White, 1980) and the RESET test (Ramsey, 1969).\(^{[12]}\) One interesting property of autometrics is that the modeler can choose the target size \(\alpha\), which corresponds to the expected percentage of irrelevant variables surviving to the reduction procedure. This parameter is a tuning parameter that solely depends on the modeler’s leniency regarding irrelevant variables. For example, a liberal choice could be to fix the target size \(\alpha = 0.05\), whereas a more conservative user might prefer lower values, such as \(\alpha = 0.01\).\(^{[13]}\)

\(^{[1]}\)This method was proposed by Breiman et al. (1984).

\(^{[12]}\)Some of these tests are discarded when autometrics is applied on cross-section data.

\(^{[13]}\)There is currently no theoretical result on the properties of Autometrics, but simulation results can be found in Hendry and Doornik (2014). See Hendry and Johansen (2011), Johansen and Nielsen (2016) for theoretical results on properties of Autometrics’ related algorithms.
2.3 A Partial Linear Approach: GAM-lasso and GAM-autometrics

Although variable selection methods can address overfitting issues, large differences can still be observed between performances of ML algorithms and parametric models augmented with non-linear transformations of the raw series. Therefore, if large differences are observed between the forecasting performance of the random forest and gradient boosting on one hand and linear models on the other hand, this implies that the chosen parametric functions fail to capture the true non-linearities. Moreover, if non-linearities are not accurately captured by parametric transformations, it may also disrupt the estimation of interaction effects, leading to an inconsistent selection of these interactions.

For that reason, we propose to use the following class of partial linear models:

$$y = Z\gamma + \sum_{j=1}^{p} g_j (X_j) + \epsilon, \quad (9)$$

where $Z$ is a vector of $S$ explanatory variables entering linearly in the model, $\gamma$ is the vector of parameters associated to $Z$, and $g_j (.)$ is a non-parametric function. For the sake of simplicity, we consider the particular case where $Z = I$ so that $Z$ contains solely the $S = p(p - 1)/2$ interactions of covariate couples of the variables belonging to $X$. However, $Z$ can be extended to contain any variables provided that the condition stated in Eq. (17) below is satisfied. Model (9) allows to capture both interaction effects (introduced linearly) and non-linearities of covariates (from non-parametric functions) and is therefore expected to capture complex relationships.

Unlike ML algorithms, Model (9) has the advantage of keeping the model interpretable. Indeed, the linearity assumption on the effect of $I$ implies that marginal effects of Eq. (9) can be computed as follows:

$$\frac{\partial y}{\partial X_j} = c_j + g'_j (X_j), \quad (10)$$

where $c_j = X_{(-j)} \gamma_j$, $X_{(-j)}$ is the $(p - 1)$-dimensional vector of covariates excluding $X_j$, $\gamma_j$ is the set of coefficients associated with the $p - 1$ pairs of interactions involving $X_j$, and $g'_j (X_j)$ is the partial derivative of $g_j (X_j)$ with respect to $X_j$. This assumption simplifies the interpretation of the model because marginal effects correspond to the marginal effects of covariates taken individually, eventually augmented by a constant corresponding to the sum of the interactions’ marginal effects (evaluated at a chosen value of $X_{(-j)}$, e.g., a given quantile of $X_{(-j)}$ over the training sample).

One could argue about the linear introduction of interaction effects in the model and relax this assumption by considering a non-linear representation of interactions. This idea has been investigated by Chouldechova and Hastie (2015).
approach allows the researcher to potentially model both covariates and interaction effects non-linearly while controlling for overfitting issues through variable selection. Although interesting in terms of predictive performance, this approach damages the interpretability of the model. The interpretation of interaction effects becomes complicated, but more importantly, the marginal effects can no longer be easily computed as in Eq. (10). Indeed, the marginal effects would not correspond to standard marginal effects of covariates augmented by a constant but to a much more complex formula depending on the non-linear relationships identified for interaction effects. The linearity assumption on interaction effects thus represents the price to pay to keep the model interpretable.

To estimate non-linearities of covariates, we rely on the non-parametric functions of the generalized additive model (GAM). Introduced by Hastie and Tibshirani (2017), the GAM allows one to relax the assumption of a linear relationship between $y$ and $X$ and automatically captures non-linear effects through smooth functions such as

$$g_j(X_j) = \sum_{l=1}^{d} \theta_{j,l} b_{j,l}(X_j),$$  

where $b_{j,l}(.)$ is a basis function and $\theta_j = (\theta_{j,1}, \ldots, \theta_{j,d})$ are the associated parameters. The GAM allows for the simultaneous estimation of $\gamma$ as well as the $p$ smooth functions $g_j(X_j)$ using the backfitting algorithm, which is based on the following objective function:

$$\left(y - \left(Z\gamma + \sum_{j=1}^{p} g_j(X_j)\right)\right)^T \left(y - \left(Z\gamma + \sum_{j=1}^{p} g_j(X_j)\right)\right) + \psi \sum_{j=1}^{p} \int [g''_j(t)]^2 dt,$$

where $\psi$ is a smoothing (or tuning) parameter. Similar to Eq. (8), the objective function of the GAM is penalized. However, the goal of this penalization is not to proceed to variable selection but to avoid overfitting of smooth functions. Indeed, the smoothing parameter $\psi$ prevents non-parametric functions from becoming too wiggly, which could lead to the model having low generalizability. In practice, the smoothing parameter is generally obtained by generalized cross-validation, and the larger the value of $\psi$ is, the smoother the functions.

Similarly to Eq. (6), the large number $S$ of parameters to estimate in Eq. (9) can potentially lead to overfitting issues and thus requires proceeding to variable selection in $Z$. However, as our new class of partial linear models includes both linear (interaction effects) and non-linear (smooth functions) terms, variable selection methods cannot be applied in a standard way. Indeed, partial linear models require a specific estimation method because the presence of non-linear terms can potentially disturb the estimation of linear parameters’ coefficients, leading to an inconsistent selection of linear terms. For that purpose, we propose to combine
variable selection with the double residual methodology of Robinson (1988). The double residual approach follows the Frisch–Waugh–Lovell theorem (Frisch and Waugh, 1933; Lovell, 1963) and allows one to consistently estimate partial linear models. The conditional expectation of the partial linear model defined in Eq.(9) is given by

$$E(y|X) = E(Z|X) \gamma + \sum_{j=1}^{p} g_j(X_j).$$

(13)

When subtracted from Eq.(9), it leads to the following equation

$$y - E(y|X) = [Z - E(Z|X)] \gamma + \epsilon.$$  

(14)

If $E(y|X)$ and $E(Z|X)$ are known, then Eq.(14) can be simply estimated by ordinary least squares (OLS). However, as these conditional expectations are unknown and potentially non-linear, we estimate them using GAM models, i.e.,

$$E(y|X) : y = \sum_{j=1}^{p} g_j(X_j) + u_y,$$

(15)

$$\forall s = 1 \ldots, S, \ E(Z_s|X) : Z_s = \sum_{j=1}^{p} g_j(X_j) + v_{Zs},$$

(16)

where $Z_s$ is the interaction of two different covariates and $u_y$ and $v_{Zs}$ are error terms. Note that for Model (16) to be estimable, we need to impose a condition of no concurrency between $Z_s$ and the $p$ smooth functions $g_j(X_j)$, i.e., $Z_s$ cannot be written exactly as the sum of the $p$ smooth functions. This condition holds in our case because $Z = I$ and importantly because we rely on univariate GAM smooth functions to estimate $E(Z_s|X)$ and not multivariate kernel methods as in Li and Racine (2007). Specifically, the following condition must hold:

$$E(v_Z^T v_Z) \text{ is positive definite,}$$

(17)

where $v_Z = (v_{Z1}, \ldots, v_{ZS})$.

We then propose to apply lasso and autometrics variable selection methods to the following double residuals model

$$\hat{u}_y = \hat{v}_Z \delta + \epsilon,$$

(18)

where $\hat{u}$ and $\hat{v}_Z$ represent residuals of Eqs.(15) and (16), respectively. The double residual approach of Robinson (1988) leads to a root-n-consistent estimate of linear terms’ parameters $\delta$, allowing us to correctly perform variable selection on $Z$.\footnote{Note that we only proceed to variable selection on $Z$.}
Finally, the smooth functions and parameters of the selected interactions are re-estimated with the following GAM model:

\[ y = Z^* \gamma^* + \sum_{j=1}^{p} g_j (X_j) + \epsilon, \]  

(19)

where \( Z^* \) is the subset of \( S^* \leq S \) variables in \( Z \) selected when estimating (18) by lasso or autometrics and \( \gamma^* \) is the associated vector of parameters. We denote as \( \text{GAM-lasso} \) (GAMLA) the resulting model when \( Z^* \) is obtained by lasso and as \( \text{GAM-autometrics} \) (GAMA) when it is obtained by autometrics.\(^{15}\)

3 Simulation Study

We use Monte Carlo simulations to study the potential of our new approach. Specifically, we assess the predictive performance and variable selection properties of GAM(L)A compared to those of benchmark approaches in the literature. For that purpose, the Monte Carlo simulation is performed on \( n_r = 1,000 \) replications, with each model being trained on a training sample of \( n^{in} = 1,000 \) observations and evaluated on \( n^{out} = 1,000 \) out-of-sample observations, so that \( n = n^{in} + n^{out} \) is the total number of simulated data for each replication.

3.1 Simulation Design

We generate \( p = 10 \) predictive variables \( x_{i,j}, j = 1, \ldots, p, i = 1, \ldots, n, \) as well as a response variable \( y_i \) according to the following data generating process (DGP)

\[ y_i = \sum_{j=1}^{p} \sum_{k=j+1}^{p} \gamma_{j,k} x_{i,j} x_{i,k} + \sum_{j=1}^{p} g_j (x_{i,j}) + \epsilon_i, \]  

(20)

where \( \epsilon_i \overset{\text{i.i.d.}}{\sim} \mathcal{N}(0, 1) \) and \( g = (g_1, \ldots, g_p) \) are some non-linear smooth functions defined below. Notice that we use capital letters, e.g., \( X \), to refer to a set of variables, small letters with one index \( (j) \), e.g. \( x_j \), to refer to the vector of \( n \) observations of a single variable \( (j) \) and small letters with two indices, e.g., \( x_{i,j} \), to refer to one observation \( (i) \) of a single variable \( (j) \).

To generate variables displaying non-linearities, we first simulate \( q = 5 \) variables \( x_{i,j} \overset{\text{i.i.d.}}{\sim} \mathcal{N}(0, 1) \) (\( \forall j = 1, \ldots, q \)) and then use these \( q \) variables to obtain \( q \) relevant

\(^{15}\)There already exists an R package that allows one to estimate GAM models penalized by lasso (Ghosal and Kormaksson 2019). However, this package does not apply the double residual approach.
non-linear predictive variables $g_j (x_j)$ as follows

$$g_j (x_j) = \begin{cases} 
\sin (5x_j) & \text{for } j = 1, \\
5x_j - 5x_j I (x_j > 0) & \text{for } j = 2, \\
\text{LogN} (x_j, 0.5) & \text{for } j = 3, \\
e^{x_j} & \text{for } j = 4, \\
\arctan (10x_j) & \text{for } j = 5, \\
0 & \text{otherwise}, 
\end{cases} \tag{21}$$

where $\text{LogN}(.,.)$ is the probability density function of a log-normal distribution. Notice that $g_j (x_j) = 0 \forall j > q$ so that only the first five (out of maximum $p = 10$) non-linear variables are relevant.

The above procedure describes how to generate variables $x_j$ and $g_j (x_j)$ for $j = 1, \ldots , q$. The remaining $p - q = 5$ variables $x_j$ for $j = q + 1, \ldots , p$ are simulated as follows:

$$x_{i,j} = -g_j (x_{i,j-q}) / x_{i,j-q} + u_{i,j} \text{ for } j = q + 1, \ldots , p, \tag{22}$$

where $u \sim \mathcal{N} (0, 0.4)$. These $p$ variables $x_j$ are used to create the $p(p-1)/2$ interaction variables $x_jx_k$ entering in Eq. (20). Doing so, we introduce dependence between $g_j (x_j) \forall j \leq q$ and the raw variables $x_i$ in order to illustrate the usefulness of the double residual approach in the realistic case of dependence between the interaction variables and the non-linearities $g_j (x_j)$.

The DGP assumes that the first $q$ functions $g$ are non-linear (while the next $p - q$ are redundant) and that some explanatory variables $x_j$ (and therefore also interaction variables) are correlated with these non-linear functions. This DGP allows (i) to illustrate the potential of non-parametric functions to accurately capture non-linearities compared to parametric functions and (ii) to highlight the importance of accounting for the correlation between linear and non-linear terms. For the sake of illustration, Figure 1 plots $g_j (x_j)$ as a function of $x_j$ to help visualizing the type of non-linearities introduced in Eq. (21), and Figure 2 displays the correlation between $x_jx_k$ and $g_j (x_j)$ implied by Eq. (22), for one replication of simulations.

To study the finite sample properties of lasso and autometrics in selecting the relevant interaction variables and in rejecting the irrelevant interactions, we set some parameters $\gamma_{j,k}$ to zero and others to a non-zero value. Specifically, the relevant interaction effects are $x_jx_{j+q}$ for $j = 1, \ldots , q$. We set the non-zero coefficients $\gamma_{j,k}$ via a measure of non-centrality rather than randomly choosing their value. Denoting by $W = (x_1x_2, \ldots , x_{p-1}x_p, g_1, \ldots , g_q)$ the matrix of regressors, the coefficients of the relevant variables are defined as

$$\gamma_{j,k} = \xi_{j,k} \sqrt{\mathbb{E} [W'W]^{-1}_{j,k}}, \tag{23}$$
Figure 1: Illustrations of non-linear functions $g_j(x_j)$ of Eq. (21) considered in simulations
Figure 2: Correlation between $x_j x_k$ and $g_j (x_j)$ for one replication of simulations
where $\xi_{j,k}$ is the non-centrality parameter of interaction variable $x_j x_k$. The non-centrality parameter $\xi_{j,k}$ allows us to calibrate the significance of the $\gamma_{j,k}$ parameters. We consider $\xi_{j,k} = 6$ for $j = 1, \ldots, q$, and $k = j + q$ so that these variables have an expected t-statistics (for the null hypothesis that they are redundant) equal to 6. These variables should thus be kept in the final model with a probability close to 1.

In the simulations, we compare GAM(L)A to several benchmark approaches in the literature.\textsuperscript{16} We consider linear models augmented by quadratic, cubic and interaction terms, as in Eq. (7), whose variables have been selected by lasso, adaptive lasso and autometrics. Denoted as LASSO, A-LASSO and AM, these models allow us to illustrate the failure of parametric functions to accurately capture non-linearities, as well as the inconsistency of variable selection in the presence of both linear and non-linear terms. For each variable selection method, we consider two methods to choose the tuning parameters, i.e., $\hat{\lambda}^{\min}$ and $\hat{\lambda}^{\text{ise}}$ for lasso and $\alpha = 0.05$ and $\alpha = 0.01$ for autometrics. We include in the comparison a naive version of GAMLA and GAMA where the selection of variables in $Z$ is performed by regressing $y$ filtered for the non-linearities in $X$ obtained by GAM (i.e., $\hat{u}_y$) on $Z$ without relying on the double residual approach of Robinson (1988), i.e., $\hat{u}_y = Z \delta + \epsilon$. Denoted as GAMLA* and GAMA*, these models enable us to highlight the absolute need to rely on the double residual approach in the presence of both linear and non-linear terms. We compare GAM(L)A to the methodology of Chouldechova and Hastie (2015) which allows us to non-linearly model covariates and interaction effects. Denoted as GAMSEL, this approach is based on lasso to control for overfitting issues. We also compare the predictive performance of GAM(L)A to that of a standard OLS model and that of the current ML benchmarks, i.e., random forest and XGBoost.\textsuperscript{17} Finally, we include in the comparison GAMLA obtained from the adaptive lasso method, denoted as GAMLA (A-LASSO), as well as its version obtained without relying on the double residual approach, denoted as GAMLA* (A-LASSO).

The model performance analysis is conducted using three criteria. First, we study the consistency of variable selection with the potency and the gauge criteria (Castle et al., 2011). Specifically, potency measures the frequency of relevant interaction variables included in the model, such as

\[
\text{Potency} = \frac{1}{q} \sum_{j=1}^{q} I (\gamma_{j,j+q} \neq 0),
\]

\textsuperscript{16}For each replication, we consider a cubic basis for non-parametric functions of GAMLA and GAMA.

\textsuperscript{17}The XGBoost algorithm (Chen et al., 2015) is a particular implementation of the gradient boosting algorithm presented in Section 2.1 that allows for fast computation and is currently very popular among practitioners and researchers.
where $\hat{\gamma}_{j,j+q}$ is the coefficient estimated by the model associated with $x_jx_{j+q}$, whereas gauge assesses the frequency of irrelevant interactions included in the model, such as

$$\text{Gauge} = \frac{1}{S-q} \sum_{j=1}^{p} \sum_{k=j+1, k \neq j+q}^{p} \mathbb{I}(\hat{\gamma}_{j,k} \neq 0).$$  

(25)

The optimal variable selection method is thus the one that includes the highest percentage of relevant variables in the model, i.e., the highest potency level, while also controlling for the percentage of irrelevant variables, i.e., the gauge level. Second, we evaluate the predictive performance of models using the mean squared (forecasting) error, which is defined as

$$\text{MSE} = \frac{1}{n_{out}} \sum_{i=1}^{n_{out}} (\hat{y}_i - y_i)^2,$$

(26)

where $\hat{y}_i$ is the prediction obtained from a model for the $i^{th}$ out-of-sample observation.

### 3.2 Evaluation Results

Table 1 reports the average values of potency, gauge and MSE for seventeen competing models. Notice that the selection of variables is only performed on fully parametric or partial linear models. Furthermore, while the selection of variables is performed on all variables entering linearly in the model, the gauge and potency reported in Table 1 is for the interaction variables ($I$) only.

The results first suggest that the linear model with the first three powers of all variables as well as all the interaction variables in the conditional mean (denoted OLS in the table) has by far the highest MSE and therefore suffers from over-fitting problems.

Furthermore, it appears that interaction variables are poorly selected by both lasso, adaptive lasso and autometrics when the non-linearities are approximated by quadratic and cubic functions of $X$ (i.e., models denoted LASSO, A-LASSO and AM in the table). Indeed, these models lead to a low potency due to the poor approximation of non-linearities and sometimes a high gauge. More specifically, the highest (resp. smallest) potency is 60.8% (resp. 1.8%) while the gauge is between 0.05% and 21.2%. This result implies that relevant interaction variables not included in the model are sometimes triangulated by combinations of other irrelevant variables. Regarding gauge levels, the values are decent although lasso and adaptive lasso lead to a high number of irrelevant interactions being included in the model for the $\hat{\lambda}_{min}$ tuning parameter.
Table 1: Comparison of potency, gauge and MSE under non-linear effects and correlated covariates

| Model        | Conditional mean | Tuning parameter | Potency | Gauge | MSE  |
|--------------|------------------|------------------|---------|-------|------|
| OLS          | \((X^1, X^2, X^3, I)\)\beta | \(\hat{\lambda}_{\text{min}}\) | 0.408   | 0.212 | 1.204 |
| LASSO        | \((X^1, X^2, X^3, I)\)\beta | \(\hat{\lambda}_{1\text{se}}\) | 0.018   | 0.008 | 1.221 |
| A-LASSO      | \((X^1, X^2, X^3, I)\)\beta | \(\hat{\lambda}_{\text{min}}\) | 0.392   | 0.203 | 1.205 |
| AM           | \((X^1, X^2, X^3, I)\)\beta | \(\alpha = 0.05\) | 0.608   | 0.058 | 1.196 |
| GAMLA*       | \(I\gamma + \sum_{j=1}^{p} g_j(X_j)\) | \(\hat{\lambda}_{\text{min}}\) | 0.385   | 0.081 | 1.154 |
| GAMLA* (A-LASSO) | \(I\gamma + \sum_{j=1}^{p} g_j(X_j)\) | \(\hat{\lambda}_{1\text{se}}\) | 0.001   | 0.000 | 1.194 |
| GAMA*        | \(I\gamma + \sum_{j=1}^{p} g_j(X_j)\) | \(\alpha = 0.05\) | 0.518   | 0.050 | 1.151 |
| GAMLA        | \(I\gamma + \sum_{j=1}^{p} g_j(X_j)\) | \(\alpha = 0.01\) | 0.453   | 0.027 | 1.149 |
| GAMLA (A-LASSO) | \(I\gamma + \sum_{j=1}^{p} g_j(X_j)\) | \(\hat{\lambda}_{\text{min}}\) | 0.980   | 0.252 | 1.217 |
| GAMA         | \(I\gamma + \sum_{j=1}^{p} g_j(X_j)\) | \(\hat{\lambda}_{1\text{se}}\) | 0.587   | 0.004 | 1.128 |
| GAMESL       | \(f_{Gs}(X)\) | \(\hat{\lambda}_{\text{min}}\) | 0.864   | 0.555 | 1.161 |
| Random Forest | \(f_{Rf}(X)\) | \(\hat{\lambda}_{1\text{se}}\) | 0.295   | 0.103 | 1.201 |
| XGBoost      | \(f_{Gb}(X)\) | \(\hat{\lambda}_{\text{min}}\) | 1.182   |       |      |

Note: The results displayed in the last three columns correspond to average values of the criteria over 1,000 replications. The conditional mean of the competing models/estimation methods is provided in the second column (labeled ‘Conditional mean’). Recall that \(X^b\) refers to the \(b\)-th power of the \(X\) variables while \(I\) is the set of covariate couples. Potency and gauge are not reported for OLS, random forest and XGBoost because these models do not perform variable selection.
Random forest and XGBoost give similar forecasting performance, with a small advantage for the former in this simulation.

Interestingly, GAMLA and GAMA achieve the highest predictive performances. Indeed, the MSEs associated with GAMLA and GAMA are lower than those of all the other competing models, with the smallest MSE being obtained for the GAMA model with $\alpha = 0.01$ as tuning parameter. Therefore, the results of the Monte Carlo simulation show that the partial linear models GAM(L)A compete with sophisticated ML algorithms in terms of performance while leading to consistent identification of relevant and irrelevant variables. Qualitatively similar results are observed for GAMLA estimated by the adaptive lasso method.

The main difference between the GAMLA and GAMA models comes from the gauge level. Both the gauge and potency values are high (resp. low) for GAMLA with the tuning parameter $\hat{\lambda}^{\text{min}}$ (resp. $\hat{\lambda}^{\text{lse}}$). The highest potency value, 0.980, comes at the cost of a relatively high gauge level, 25.2%, whereas a gauge level close to 0 comes at the cost of the potency decreasing to 58.7%. Lasso thus leads to either potency values close to 1 (with $\hat{\lambda}^{\text{min}}$) or gauge levels close to 0 (with $\hat{\lambda}^{\text{lse}}$). Autometrics however leads to high potency values while controlling for a low gauge level, unlike lasso. Specifically, the gauge level corresponds to the target size $\alpha$ of autometrics. Therefore, an autometrics user can choose the gauge desired while selecting a large percentage of relevant variables. Indeed, while the gauge levels are very close to the target sizes considered, i.e., $\alpha = 0.05$ or $\alpha = 0.01$, the potency levels remain high and are equal to 93% and 84.8%. For these reasons, we recommend using GAMA because it allows one to control the target size while also selecting a large percentage of relevant variables, unlike GAMLA. Finally, the weakness of GAMLA compared to the GAMA is also valid for GAMSEL. While leading to a competitive MSE close to those of GAMLA and GAMA, GAMSEL does not allow one to both control the target size and select a large percentage of relevant variables because it is based on a lasso penalization. Note that unlike lasso, the adaptive lasso allows to control the gauge level close to 0. Indeed, gauge values of the GAMLA (A-LASSO) are close to 0 for both values of the tuning parameter $\lambda$, but still at the cost of lower potency values similarly to the lasso.

The results also highlight the importance of the double residual approach of Robinson (1988). Indeed, the GAMLA* and GAMA* models select even fewer relevant variables than the lasso and autometrics methods with selection of the first three powers of $X$ and the interaction variables (i.e., LASSO and AM). At best, only half of the relevant interactions are included in these models. In comparison, the highest percentage of relevant variables included in the GAMLA and GAMA models is 98%. These results imply that the double residual approach allows to correctly estimate interaction effects, leading to consistent variable selection. Similar results are observed for the GAMLA* (A-LASSO) method.

We also display in Tables T5-T7 in Appendix A the results obtained for three
other Monte Carlo simulation setups. Specifically, we consider a DGP in which (i) covariates are correlated but functions $g$ are linear, (ii) functions $g$ are non-linear but covariates are independent, and (iii) functions $g$ are linear and covariates are independent. For that purpose, we generate linear functions $g$ such as $g_j(x_j) = \gamma_j x_j$, where $\gamma_j \neq 0$ for $j = 1, \ldots, 5$ and 0 otherwise, and simulate covariates as $x_j \sim \mathcal{N}(0, 1)$ for $j = 1, \ldots, p$ in the case of independence. The results obtained are consistent with those in Table 1: linear models augmented by parametric functions perform as well as GAMLA and GAMA when the relationship prevailing between $y_i$ and $x_i$ is purely linear, while GAMLA* and GAMA* perform similarly to GAMLA and GAMA when linear and non-linear terms are not correlated. Moreover, results displayed in Table 7 confirm the conclusion of Epprecht et al. (2021) that the adaptive lasso method leads to better variable selection than autometrics when covariates are linear and independent. In this case, both methods lead to very high potency levels, but the adaptive lasso selects slightly less irrelevant variables than autometrics. However, we find that autometric outperforms the adaptive lasso in the other three setups.

4 Empirical Application

In this section, we consider regression and classification problems to assess the potential of GAM(L)A.

4.1 Regression Problem: Boston housing market

First, we illustrate the practical usefulness of the GAM(L)A model based on a regression problem. For that purpose, we use the popular Boston housing market (Harrison Jr and Rubinfeld, 1978), which has already been considered in several contributions to the literature (Belsley et al., 1980; Castle et al., 2021; Michelucci and Venturini, 2021) as well as for the Kaggle competition “Boston Housing”. Built by the U.S. Census Bureau, this dataset includes 506 instances and 13 explanatory variables on housing prices in the Boston area, two of which are qualitative. See Table 8 in Appendix A for a description of the variables included in the analysis.

We compare the [1] GAMLA, [2] GAMA models to several benchmarks in the literature.\footnote{Similar to the Monte Carlo simulation, we consider a cubic basis for non-parametric functions of GAMLA and GAMA.} We compare the GAM(L)A to the [3] GAMLA obtained from the

\footnote{We do not include in the comparison the GAMLA*, GAMLA* (A-LASSO) and GAMA* methods because we demonstrated in Section 3 that these approaches lead to inconsistent variable selection in the presence of non-linear relationships prevailing between the dependent and predictive variables.}
adaptive lasso estimator, denoted as GAMLA (A-LASSO). We consider three parametric models: (4) a simple linear regression model including only linear terms, (5) a linear regression augmented by quadratic and cubic terms, and (6) a linear model including linear, quadratic, cubic and interaction terms. We also consider (7) the GAM to compare the potential of parametric and non-parametric functions to capture non-linearities of covariates. We include in the comparison (8) lasso, (9) adaptive lasso, and (10) autometrics models including linear, quadratic, cubic and interaction terms. We also implement (11) random forest and (12) XGBoost algorithms and consider these models as benchmarks to evaluate the predictive performance of the other approaches. Finally, we compare the GAM(L)A model to the (13) penalized logistic tree regression model (PLTR) of Dumitrescu et al. (2022). Like GAM(L)A, the PLTR is also intended to improve the predictive performance of traditional linear models by automatically capturing non-linearities. Specifically, it improves the predictive performance of linear models by including univariate and bivariate threshold effects obtained from short-depth decision trees and is penalized to control for the number of threshold effects included in the model. Formally, the PLTR models the conditional mean as $X\beta + V_1\xi + V_2\zeta$, where $V_1$ and $V_2$ denote respectively univariate and bivariate threshold effects obtained from decision trees, and $\xi$ and $\zeta$ are the associated parameters to estimate. However, GAM(L)A and PLTR differ substantially in how non-linearities are captured. While GAM(L)A is based on GAM non-parametric functions and interaction effects, the PLTR relies on univariate and bivariate threshold effects obtained from short-depth decision trees. See Appendix B for more details on the PLTR model of Dumitrescu et al. (2022).

To evaluate the performance of these models, we use a 10-fold cross-validation approach based on the mean squared error (MSE), which is the benchmark performance measure for regression problems. For that purpose, we randomly divide the initial sample into 10 sub-samples of equal size and iteratively consider one sub-sample for prediction, while the nine other sub-samples are used to fit models. The MSE is then computed on the vector including all predictions obtained from each sub-sample. Moreover, we use the model confidence set (MCS) of Hansen et al. (2011) to identify models exhibiting significantly better predictions. Indeed, the MCS identifies the bucket of models that exhibit similar performance and are superior to the remaining models. To do so, we apply the MCS on the vector of squared errors obtained for the 10-folds. The MCS is computed from 10,000 bootstrap samples and since we have cross-section data, we chose a block size of one observation.

Finally, we analyse the interpretability of GAM(L)A. However, measuring the interpretability of a model is difficult, and there is currently no consensus on the
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20 Initially proposed for credit scoring applications, the PLTR can easily be adapted to regression problems.
real definition of an “interpretable model” (Molnar, 2019). For that reason, we consider two criteria to measure the interpretability of GAM(L)A that correspond to the function and human-level evaluation of interpretability proposed by Doshi-Velez and Kim (2017)\footnote{See Doshi-Velez and Kim (2017) for a detailed description of the interpretability evaluation.} On the one hand, we assess the parsimony of the models and compute the number of interaction effects selected based on the same vector including all predictions used to compute the MSE. The idea of this quantitative criterion is that the fewer the number of variables involved in a prediction, the easier it is for a user to understand the determinants of predictions. On the other hand, we represent smooth functions and marginal effects of GAMA (those of GAMLA are not reported to save space).

Table 2 displays the results obtained for the 10-folds. The results suggest that parametric linear models [4 - 6] yield the worst performance of all models. Compared to [11] random forest and [12] XGBoost algorithms, the MSEs of the linear models are between 1.6 to 2.4 times larger, even when augmented by quadratic and cubic effects as well as interactions of covariates couples. Similarly, the performance of the [8] LASSO, [9] A-LASSO and [10] AM models including quadratic and cubic effects as well as interactions are relatively poor compared to that of random forest and XGBoost, despite being better than that of linear models. The results of the A-LASSO model are even worse as it selects a small number variables compared to LASSO and AM models. In line with the findings of Dumitrescu et al. (2022), our results suggest that these parametric functions of the raw data are not flexible enough to capture the non-linearity of this data. In contrast, non-parametric functions of [7] GAM accurately capture non-linearities, with the MSE of GAM being closer to that of sophisticated ML algorithms than linear models. However, non-parametric functions are insufficient to achieve the performance of these high-performing algorithms, as linear models and GAM are not included in the subset of outperforming models identified by the MCS, with a nominal level of $\alpha_{MCS} = 20\%$, except for one case, with a nominal level of $\alpha_{MCS} = 10\%$. PLTR is not better than GAM and is also rejected from the MCS. This result implies that the univariate and bivariate threshold effects of the PLTR are insufficient to correctly capture all the non-linearities in the data.\footnote{The predictive performance of the PLTR could be improved by including threshold effects obtained from triplets and quadruplets of explanatory variables.}

Interestingly, the combination of non-parametric GAM functions and interaction effects lead to very satisfactory results. Indeed, [1] GAMLA and [2] GAMA have MSEs very close to those of Random Forest and XGBoost and belong to the MCS (at the nominal level of 10%) together with these two ML algorithms. The MSE of GAMLA with the $\lambda^{1se}$ tuning parameter is actually the smallest of all competing models. The results obtained for the [3] GAMLA (A-LASSO) are qualitatively similar to those of GAM(L)A.
Table 2: Number of variables selected, MSE and MCS: Boston housing dataset

| #  | Model                  | Conditional mean | Tuning parameter | Number of interactions | MSE     | MCS P-value |
|----|------------------------|-------------------|------------------|------------------------|---------|-------------|
| [1] | GAML A                | $I_\gamma + \sum_{j=1}^{p} g_j(X_j)$ | $\hat{\lambda}_{min}$ | 50                     | 10.235  | 0.920       |
|     | GAML A                | $I_\gamma + \sum_{j=1}^{p} g_j(X_j)$ | $\hat{\lambda}_{1se}$ | 22                     | 9.594   | 1.000       |
| [2] | GAM A                 | $I_\gamma + \sum_{j=1}^{p} g_j(X_j)$ | $\alpha = 0.05$    | 27                     | 10.086  | 0.933       |
|     | GAM A                 | $I_\gamma + \sum_{j=1}^{p} g_j(X_j)$ | $\alpha = 0.01$    | 21                     | 10.389  | 0.920       |
| [3] | GAML A (A-LASSO)      | $I_\gamma + \sum_{j=1}^{p} g_j(X_j)$ | $\hat{\lambda}_{min}$ | 19                     | 9.974   | 0.933       |
|     | GAML A (A-LASSO)      | $I_\gamma + \sum_{j=1}^{p} g_j(X_j)$ | $\hat{\lambda}_{1se}$ | 9                      | 10.800  | 0.720       |
| [4] | OLS                    | $X\beta$          |                  |                        | 23.938  | < 0.001     |
| [5] | OLS                    | $(X^1, X^2, X^3)\beta$ |               |                        | 16.039  | 0.006       |
| [6] | OLS                    | $(X^1, X^2, X^3, I)\beta$ |              |                        | 24.079  | 0.006       |
| [7] | GAM                    | $\sum_{j=1}^{p} g_j(X_j)$ |                  |                        | 13.186  | 0.008       |
| [8] | LASSO                  | $(X^1, X^2, X^3, I)\beta$ | $\hat{\lambda}_{min}$ | 69                     | 14.698  | 0.119       |
|     | LASSO                  | $(X^1, X^2, X^3, I)\beta$ | $\hat{\lambda}_{1se}$ | 31                     | 15.683  | 0.006       |
| [9] | A-LASSO               | $(X^1, X^2, X^3, I)\beta$ | $\hat{\lambda}_{min}$ | 10                     | 22.827  | 0.005       |
|     | A-LASSO               | $(X^1, X^2, X^3, I)\beta$ | $\hat{\lambda}_{1se}$ | 6                      | 21.874  | 0.003       |
| [10]| AM                    | $(X^1, X^2, X^3, I)\beta$ | $\alpha = 0.05$    | 32                     | 14.881  | 0.007       |
|     | AM                    | $(X^1, X^2, X^3, I)\beta$ | $\alpha = 0.01$    | 29                     | 15.467  | 0.006       |
| [11]| Random Forest         | $f_{Rf}(X)$       |                  |                        | 10.008  | 0.952       |
| [12]| XGBoost               | $f_{Gb}(X)$       |                  |                        | 9.729   | 0.955       |
| [13]| PLTR                  | $X\beta + V_1\xi + V_2\zeta$ |              |                        | 13.726  | 0.024       |

Note: The conditional mean of the competing models/estimation methods is provided in the second column (labeled ‘Conditional mean’). The results displayed in column MCS correspond to the mean square (forecast) error over the 10-folds while those in the last column are the p-values of the MCS test based on 10,000 bootstrap samples.
The take-away message here is that parametric models can compete with sophisticated ML algorithms in terms of predictive performance, as long as the models are well specified. Therefore, it is not essential to use black boxes to reach high predictive performance: parametric models can fulfill the same objective.

Castle et al. (2021) investigate the same dataset and find it essential to model interaction effects between explanatory variables and a dummy variable distinguishing Boston and its suburbs. We display in Table T11 in Appendix A the results obtained from this analysis. We find that including a dummy variable for Boston and its suburbs slightly increases the predictive performance of some models, such as GAMA and PLTR, but slightly decreases the performance of other ones, such as AM and random forest. However, results are qualitatively similar and the conclusions remain the same.

GAMLA and GAMA are also interpretable, unlike sophisticated ML algorithms. For the sake of illustration, Figure 3 displays estimated non-parametric functions of GAMA associated with a target size $\alpha = 0.05$. The results suggest that while the effect of the variable $Rm$ is almost linear, for some other variables, the effects are highly non-linear, such as Dis, which exhibits a partial linear effect, or Lstat that displays a quadratic effect. As explained above, such graphs are however not available for random forest and XGBoost, which makes these methods difficult to interpret. At best, graphs of the variable importance criterion, as illustrated in Figure F7 in Appendix A, are available for these two algorithms. These graphs represent a measure of predictive power of each variable in the considered algorithm. Although these graphs allow to rank variables from the least important one to the most important one, they does not say anything about the nature and even the sign of the non-linearities.

As shown in Eq.(10) marginal effects are easily computable for GAM(L)A. Figure 4 displays the marginal effect of the variable Lstat obtained for GAMA with a target size $\alpha = 0.05$. The solid curve represents the marginal effect of Lstat when ignoring all the retained interaction variables involving Lstat, i.e., when $c_j = 0$. The graph shows that the marginal effect is non-linear and increases with the level of Lstat. The effect is negative (resp. positive) when Lstat is smaller (resp. larger) than 5.87. However, GAMA selected four variables interacting with Lstat, i.e., Age, Black, Dis and Tax. Therefore, marginal effects of Lstat should better be evaluated for some representative values of these variables (denoted $X_{(-j)}$). The three additional curves plotted in Figure 4 correspond to the marginal effect of Lstat when the elements of $X_{(-j)}$ are set to their 2.5, 50.0 and 97.5% quantiles. The effects of the interaction variable being assumed to be linear, the four curves
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23 Belsley et al. (1980) note that observations 357 to 488 correspond to Boston, while other observations correspond to the suburbs.

24 Table T10 in Appendix A displays the estimation results of non-parametric functions of GAMA associated with a target size $\alpha = 0.05$. 
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Figure 3: Non-parametric functions estimated for GAMA associated with the $\alpha = 0.05$ target size: Boston housing dataset
Figure 4: Marginal Effect of Lstat (with and without interactions) for GAMA associated with the $\alpha = 0.05$ target size: Boston housing dataset
are parallel. These interaction variables therefore imply a change in the level of marginal effects.

4.2 Classification Problem: Credit scoring

Second, we consider a credit scoring application. The goal of credit scoring is to predict customer default and is based on the estimation of customers’ default probability. To this end, we use the “Credit Card” dataset (Greene, 2003) that has also been used for Kaggle competitions. The dataset includes 1,319 observations, and the dependent variable corresponds to the acceptance and rejection of customers’ credit card applications. To explain the application decision, we can rely on 11 explanatory variables available in the database, two of which being qualitative, and one continuous variable taking only two values. See Table T9 in Appendix A for a description of the variables.

We compare the same models as those previously considered in the Boston housing application. However, [1] GAMLA, [2] GAMA, [3] GAMLASSO (A-LASSO), [4 - 6] OLS, [7] GAM, [8] LASSO, [9] A-LASSO and [10] AM are linear probability models instead of traditional linear models because the dependent variable is binary. To assess the performance of the models, we rely on a 10-fold cross-validation approach based on the area under the ROC curve (AUC), which is the benchmark performance measure for classification problems. The AUC measures the link between the false and true positive rates over every possible threshold between 0 and 1. Specifically, the AUC represents the probability that the occurrence of a random bad application is higher than that of a random good application. Moreover, to assess whether the AUC difference between two models is significant, we use the pairwise AUC test used in Candelon et al. (2012).

Table 3 displays the number of interaction variables selected as well as the AUC for each of the competing models. Similarly to the Boston housing dataset, [4 - 6] purely parametric linear models lead to low predictive performance compared to more sophisticated models. Indeed, the AUC of the parametric linear models, [8] LASSO, [9] A-LASSO and [10] AM models are much lower than those of [11] random forest and [12] XGBoost meaning that quadratic functions, cubic functions and interactions of covariate couples are not sufficient to accurately capture non-
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25 We rely on linear probability models instead of general linear models such as logistic and probit regressions for two reasons. First, several authors highlighted advantages of linear probability models over logistic and probit regressions. See Angrist and Pischke (2008), Wooldridge (2015), and Boucher et al. (2020) among others. Second, as the dependent variable of Eq. (18) is not a binary variable but a residual the double residual methodology cannot be combined used with logistic and probit regressions.

26 The PLTR is estimated by a logit regression as proposed in Dumitrescu et al. (2022).

27 As probability linear models can lead to probabilities smaller than 0 and larger than 1, we set predicted probabilities between 0 and 1 to compute the AUC.
Table 3: Number of variables selected and AUC: Credit card dataset

| #  | Model                  | Conditional mean | Tuning parameter | Number of interactions | AUC  |
|----|------------------------|------------------|------------------|------------------------|------|
| [1]| GAMLA $I\gamma + \sum_{j=1}^p g_j (X_j)$ $\hat{\lambda}_{min}$ | 9                | 0.995            |
| [2]| GAMLA $I\gamma + \sum_{j=1}^p g_j (X_j)$ $\hat{\lambda}^{lse}$ | 0                | 0.995            |
| [3]| GAMA $I\gamma + \sum_{j=1}^p g_j (X_j)$ $\alpha = 0.05$ | 3                | 0.995            |
| [4]| GAMA $I\gamma + \sum_{j=1}^p g_j (X_j)$ $\alpha = 0.01$ | 2                | 0.996            |
| [5]| GAMLA (A-LASSO) $I\gamma + \sum_{j=1}^p g_j (X_j)$ $\hat{\lambda}_{min}$ | 9                | 0.995            |
| [6]| GAMLA (A-LASSO) $I\gamma + \sum_{j=1}^p g_j (X_j)$ $\hat{\lambda}^{lse}$ | 0                | 0.995            |
| [7]| OLS $X\beta$ |                  |                  |                        | 0.924|
| [8]| OLS $(X^1, X^2, X^3)\beta$ |                  |                  |                        | 0.967|
| [9]| OLS $(X^1, X^2, X^3, I)\beta$ | 55               |                  |                        | 0.988|
| [10]| LASSO $X^1, X^2, X^3, I\beta$ $\hat{\lambda}_{min}$ | 35               | 0.964            |
| [11]| LASSO $X^1, X^2, X^3, I\beta$ $\hat{\lambda}^{lse}$ | 27               | 0.963            |
| [12]| A-LASSO $X^1, X^2, X^3, I\beta$ $\hat{\lambda}_{min}$ | 10               | 0.968            |
| [13]| A-LASSO $X^1, X^2, X^3, I\beta$ $\hat{\lambda}^{lse}$ | 7                | 0.972            |
| [14]| AM $X^1, X^2, X^3, I\beta$ $\alpha = 0.05$ | 9                | 0.982            |
| [15]| AM $X^1, X^2, X^3, I\beta$ $\alpha = 0.01$ | 5                | 0.985            |
| [16]| Random Forest | $f_{RF}(X)$ |                  |                        | 0.995|
| [17]| XGBoost | $f_{Gb}(X)$ |                  |                        | 0.996|
| [18]| PLTR | $X\beta + V_1\xi + V_2\zeta$ |                  |                        | 0.996|

Note: The conditional mean of the competing models/estimation methods is provided in the second column (labeled ‘Conditional mean’). The results in the last column correspond to the AUC computed on the predictions for the 10-folds.
Table 4: P-values of pairwise bilateral AUC tests: Credit card dataset

|               | [1]  | [1]  | [2]  | [2]  | [3]  | [3]  | [7]  | [11] | [12] | [13] |
|---------------|------|------|------|------|------|------|------|------|------|------|
| [1] GAMLAD (\(\hat{\lambda}^{min}\)) | - 0.591 | 0.269 | 0.189 | 0.424 | 0.591 | 0.731 | 0.768 | 0.666 | 0.149 |
| [1] GAMLAD (\(\hat{\lambda}^{1se}\)) | - 0.769 | 0.485 | 0.413 | 1     | 0.753 | 0.637 | 0.807 | 0.241 |
| [2] GAMA (\(\alpha = 0.05\))       | - 0.541 | 0.196 | 0.769 | 0.643 | 0.592 | 0.856 | 0.259 |
| [2] GAMA (\(\alpha = 0.01\))       | - 0.092 | 0.485 | 0.441 | 0.508 | 0.951 | 0.350 |
| [3] GAMLAD (A-LASSO, \(\hat{\lambda}^{min}\)) | - 0.413 | 0.462 | 0.964 | 0.446 | 0.108 |
| [3] GAMLAD (A-LASSO, \(\hat{\lambda}^{1se}\)) | - 0.753 | 0.637 | 0.807 | 0.241 |
| [7] GAM        | - 0.679 | 0.757 | 0.218 |
| [11] Random Forest | - 0.516 | 0.129 |
| [12] XGBoost   | - 0.406 |
| [13] PLTR      | -     |

Note: This table displays the p-values of pairwise bilateral test of AUC (Candelon et al., 2012) for the GAMLAD, GAMA, GAMLAD (A-LASSO), GAM, Random Forest, XGBoost and PLTR models. P-values associated with the OLS, LASSO, A-LASSO and AM models are not reported here but are all smaller than 0.001 when compared to these models.
linearities in this application.

In contrast to linear parametric models, non-parametric [7] GAM functions capture non-linearities much better, judging by their better performance. More precisely, GAM, [1] GAMLASSO, [2] GAMALASSO and [3] GAMA (A-LASSO) achieve similar performance to random forest, XGBoost and [13] PLTR. These results highlight the potential of non-parametric GAM functions to capture non-linearities because the PLTR, random forest and XGBoost have been identified as benchmark models for credit scoring applications [Lessmann et al., 2015; Grenneposis et al., 2018; Dumitrescu et al., 2022; Grenneposis et al., 2021]. Moreover, the results also suggest that the predictive performance of these models mostly comes from non-linearities of covariates rather than interaction effects. Indeed, unlike the Boston housing application, GAM leads to similar performance to GAMLASSO, GAMA, random forest and XGBoost, implying that the importance of interaction effects is negligible for this dataset. To confirm this result, we display in Table 4 the p-values of a pairwise bilateral test of the AUC, which tests whether the difference between the AUCs of two competing models is significant. For the sake of clarity, results related to the OLS, LASSO, A-LASSO and AM models are not displayed, but we find that these models are rejected because their p-values are all inferior to 0.001. Regarding GAMLASSO, GAMA, GAMLASSO (A-LASSO), GAM, random forest, XGBoost and PLTR, the results show that these models lead to similar AUCs because none of the p-values are lower than the nominal level of 5%. This result is also confirmed by the small number of interaction effects selected by the GAMLASSO, GAMA and GAMLASSO (A-LASSO) models, i.e., fewer than 10 interactions.

As previously mentioned, the main advantage of GAM and GAM(L)A is their interpretability. Figure 5 displays estimated non-linearities for GAMA associated with a target size $\alpha = 0.05$. Notable among the results, a quadratic effect can be observed for the variable Active, a partial linear effect with a threshold around 3 for the variable Income, and a highly non-linear and particular effect for the variable Share. Figure 6 also displays the marginal effect of the variable Active obtained for GAMA with a target size $\alpha = 0.05$. The solid curve represents the marginal effect of Active when ignoring the retained interaction variable involving Active. However, as GAMA selected one variable interacting with Active, i.e., Share, three additional curves are included in the figure. These ones represent the marginal effect of Active when Share is set to its 2.5, 50.0 and 97.5% quantiles. The graph shows that the marginal effect is non-linear and decrease with the level of Active, and that the interaction variable simply implies a change in the level of marginal effects.

---

28 Table T12 in Appendix A displays estimation results of non-parametric functions of GAMA associated with a target size $\alpha = 0.05$.

29 The 2.5% quantile of variable Share is close to 0, reason why the corresponding curve displaying the marginal effects is mixed up with the solid curve (i.e., when $c_j$ is set to 0).
Figure 5: Non-parametric functions estimated for GAMA associated with a target size $\alpha = 0.05$ : credit card dataset
Figure 6: Marginal Effect of Active (with and without interactions) for GAMA associated with the $\alpha = 0.05$ target size: credit card dataset
5 Conclusion

In the wake of the growing use of machine learning (ML) algorithms in economics, interpretability has returned to the heart of the literature. Despite their high predictive performance, some ML algorithms like random forest and XGBoost are black boxes, which leads to uninterpretable models. The opacity of these algorithms has raised concerns from practitioners and regulators (Bracke et al., 2019; ACPR, 2020; EBA, 2020; EC, 2020) and limits their use in industry. Two approaches are currently investigated in the literature to redirect the focus to the interpretability of models. On the one hand, a first strand of the literature proposes model-agnostic approaches to improve the interpretability of black-box models. On the other hand, a second strand instead designs inherently interpretable models. While the first group of contributions has received considerably more attention in the literature, these approaches can potentially mislead users in high-stakes decisions (Rudin, 2019).

Against this background, we propose in this paper to rely on partial linear models that are inherently interpretable. Specifically, this article introduces GAM-lasso (GAMLASSO) and GAM-autometrics (GAMA) models, which combine parametric and non-parametric functions to accurately capture linearities and non-linearities prevailing between dependent and explanatory variables, and a variable selection procedure to control for overfitting issues.

We propose a two-step procedure that relies on the double residual method of Robinson (1988). Monte Carlo simulation experiments show that GAMLASSO and GAMA can compete with benchmark ML algorithms in terms of predictive performance. Moreover, the results highlight the importance of the double residual approach as part of GAMLASSO and GAMA. We also recommend using GAMA because, unlike GAMLASSO, it allows the researcher to control the gauge level while leading to satisfying potency values.

In the empirical applications, we illustrate the predictive performance and interpretability of GAMLASSO and GAMA for a regression and a classification problem. Specifically, we compare GAMLASSO and GAMA to several other benchmark models in the literature. The results show that GAMLASSO and GAMA deliver significantly better forecasts than parametric models augmented by quadratic, cubic and interaction effects, even when lasso and autometrics are used to select the relevant models in order to account for over-fitting issues. Moreover, the results also suggest that the performance of our new models is not significantly different from that of random forest and XGBoost. We also illustrate the interpretability of GAMLASSO and GAMA and show that the variable selection leads to parsimonious models while graphical representations of smooth functions and marginal effects allow a simple understanding of the relationships identified by the models.

Finally, we show in this paper that it is possible to design inherently inter-
pretable models capable of competing with sophisticated ML algorithms like random forest and XGBoost in terms of predictive performance, and, as Rudin (2019), we advocate for more work in this direction.
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A Additional Figures and Tables

Figure F7: Variable importance of Random Forest and XGBoost algorithms
Table T5: Comparison of potency, gauge and MSE under non-linear effects and uncorrelated covariates

| Model          | Conditional mean | Tuning parameter | Potency | Gauge | MSE  |
|----------------|------------------|------------------|---------|-------|------|
| OLS            | $(X^1, X^2, X^3, I) \beta$ |                  |         |       | 1.154|
| LASSO          | $(X^1, X^2, X^3, I) \beta$ | $\hat{\lambda}_{\text{min}}$ | 1       | 0.369 | 1.104|
|                | $(X^1, X^2, X^3, I) \beta$ | $\hat{\lambda}_{1\text{se}}$ | 0.998   | 0.040 | 1.145|
| A-LASSO        | $(X^1, X^2, X^3, I) \beta$ | $\hat{\lambda}_{\text{min}}$ | 0.998   | 0.039 | 1.102|
|                | $(X^1, X^2, X^3, I) \beta$ | $\hat{\lambda}_{1\text{se}}$ | 0.983   | 0.005 | 1.130|
| AM             | $(X^1, X^2, X^3, I) \beta$ | $\alpha = 0.05$ | 1       | 0.050 | 1.103|
|                | $(X^1, X^2, X^3, I) \beta$ | $\alpha = 0.01$ | 1       | 0.011 | 1.095|
| GAML A*        | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{\text{min}}$ | 1       | 0.252 | 1.091|
|                | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{1\text{se}}$ | 0.990   | 0.007 | 1.062|
| GAML A* (A-LASSO) | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{\text{min}}$ | 0.990   | 0.007 | 1.062|
|                | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{1\text{se}}$ | 0.911   | 0.000 | 1.075|
| GAMA*          | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\alpha = 0.05$ | 1       | 0.053 | 1.072|
|                | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\alpha = 0.01$ | 1       | 0.010 | 1.061|
| GAML A         | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{\text{min}}$ | 1       | 0.273 | 1.093|
|                | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{1\text{se}}$ | 0.992   | 0.008 | 1.062|
| GAML A (A-LASSO)| $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{\text{min}}$ | 0.991   | 0.007 | 1.062|
|                | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\hat{\lambda}_{1\text{se}}$ | 0.923   | 0.000 | 1.073|
| GAMA           | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\alpha = 0.05$ | 1       | 0.057 | 1.073|
|                | $I\gamma + \sum_{j=1}^{p} g_j (X_j)$ | $\alpha = 0.01$ | 1       | 0.013 | 1.062|
| GAMSEL         | $f_{Gs} (X)$ | $\hat{\lambda}_{\text{min}}$ | 1       | 0.473 | 1.107|
|                | $f_{Gs} (X)$ | $\hat{\lambda}_{1\text{se}}$ | 1       | 0.063 | 1.140|
| Random Forest  | $f_{Rf} (X)$ |                   |         |       | 1.200|
| XGBoost        | $f_{Gb} (X)$ |                   |         |       | 1.287|

Note: See Table I.
Table T6: Comparison of potency, gauge and MSE under linear effects and correlated covariates

| Model            | Conditional mean | Tuning parameter | Potency | Gauge | MSE  |
|------------------|------------------|-----------------|---------|-------|------|
| OLS              | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}_{\text{min}}\) | 1       | 0.641 | 1.093 |
| LASSO            | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}_{\text{min}}\) | 0.991   | 0.462 | 1.106 |
|                  | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}_{\text{1se}}\) | 0.988   | 0.198 | 1.035 |
| A-LASSO          | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}_{\text{min}}\) | 0.935   | 0.040 | 1.066 |
| AM               | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\alpha = 0.05\) | 1       | 0.047 | 1.028 |
| GAMLA*           | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}_{\text{min}}\) | 0.864   | 0.159 | 1.083 |
| GAMLA* (A-LASSO) | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}_{\text{1se}}\) | 0.974   | 0.344 | 1.071 |
| GAMA*            | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.05\) | 0.966   | 0.212 | 1.059 |
|                  | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.01\) | 0.969   | 0.153 | 1.060 |
| GAMLA            | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}_{\text{min}}\) | 0.263   | 1.070 |
| GAMA (A-LASSO)   | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}_{\text{1se}}\) | 0.995   | 0.008 | 1.041 |
| GAMA             | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.05\) | 0.054   | 1.051 |
|                  | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.01\) | 0.012   | 1.042 |
| GAMSEL           | \(f_{Gs} (X)\) | \(\hat{\lambda}_{\text{min}}\) | 0.711   | 1.076 |
|                  | \(f_{Gs} (X)\) | \(\hat{\lambda}_{\text{1se}}\) | 0.986   | 0.517 | 1.112 |
| Random Forest    | \(f_{Rf} (X)\) |                     | 1.419   |       |      |
| XGBoost          | \(f_{Gb} (X)\) |                     | 1.217   |       |      |

Note: See Table I
Table T7: Comparison of potency, gauge and MSE under linear effects and uncorrelated covariates

| Model          | Conditional mean | Tuning parameter | Potency | Gauge | MSE  |
|----------------|------------------|------------------|---------|-------|------|
| OLS            | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}^{\text{min}}\) | 1       | 0.298 | 1.089 |
| LASSO          | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}^{\text{1se}}\) | 1       | 0.032 | 1.073 |
| A-LASSO        | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\hat{\lambda}^{\text{min}}\) | 1       | 0.029 | 1.020 |
| AM             | \((X^1, X^2, X^3, I)\) \(\beta\) | \(\alpha = 0.05\) | 1       | 0.049 | 1.030 |
| GAMLAL*        | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}^{\text{min}}\) | 1       | 0.239 | 1.061 |
| GAMLAL* (A-LASSO) | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}^{\text{1se}}\) | 0.994   | 0.006 | 1.034 |
| GAMA*          | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.05\) | 1       | 0.050 | 1.043 |
| GAMA*          | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.01\) | 1       | 0.011 | 1.034 |
| GAMLAL         | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}^{\text{min}}\) | 1       | 0.258 | 1.062 |
| GAMLAL (A-LASSO) | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\hat{\lambda}^{\text{1se}}\) | 0.992   | 0.008 | 1.035 |
| GAMA           | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.05\) | 1       | 0.053 | 1.044 |
| GAMA           | \(I\gamma + \sum_{j=1}^{p} g_j (X_j)\) | \(\alpha = 0.01\) | 1       | 0.012 | 1.035 |
| GAMSEL         | \(f_{Gs} (X)\) | \(\hat{\lambda}^{\text{min}}\) | 1       | 0.361 | 1.030 |
|               | \(f_{Gs} (X)\) | \(\hat{\lambda}^{\text{1se}}\) | 1       | 0.045 | 1.060 |
| Random Forest  | \(f_{Rf} (X)\) |                  |         |       | 1.174|
| XGBoost        | \(f_{Gb} (X)\) |                  |         |       | 1.212|

Note: See Table [1]
Table T8: Description of the variables in the Boston dataset

| Variable | Description |
|----------|-------------|
| Medv     | Median value of owner-occupied homes in $1000s |
| Crim     | Per capita crime rate by town |
| Zn       | Proportion of residential land zoned for lots over 25,000 square feet |
| Indus    | Proportion of non-retail business acres per town |
| Chas     | Charles River dummy variable (= 1 if tract bounds river, 0 otherwise) |
| Nox      | Nitric oxides concentration (parts per 10 million) |
| Rm       | Average number of rooms per dwelling |
| Age      | Proportion of owner-occupied units built prior to 1940 |
| Dis      | Weighted distances to five Boston employment centres |
| Rad      | Index of accessibility to radial highways |
| Tax      | Full-value property-tax rate per $10,000 |
| Pratio   | Pupil-teacher ratio by town |
| Black    | 1000($B_k - 0.63)^2$, where $B_k$ is the proportion of black persons by town |
| Lstat    | % Lower status of the population |

Note: See [Harrison Jr and Rubinfeld (1978)] for more details on the dataset.

Table T9: Description of the variables in the credit card dataset

| Variable | Description |
|----------|-------------|
| Card     | Dummy variable: 1 if application for credit card accepted, 0 if not |
| Reports  | Number of major derogatory reports |
| Age      | Age in years plus twelfths of a year |
| Income   | Yearly income (in USD 10,000) |
| Share    | Ratio of monthly credit card expenditure to yearly income |
| Expenditure | Average monthly credit card expenditure |
| Owner    | Dummy variable: 1 if owns their home, 0 if rent |
| Selfemp  | Dummy variable: 1 if self employed, 0 if not |
| Dependents | Number of dependents |
| Months   | Months living at current address |
| Majorcards | Number of major credit cards held (0 or 1) |
| Active   | Number of active credit accounts |

Note: See [Greene (2003)] for more details on the dataset.
Table T10: Estimation results of non-parametric functions of GAMA associated with a target size $\alpha = 0.05$: Boston housing dataset

| Variable | Edf | Df | F-stat | P-value |
|----------|-----|----|--------|---------|
| Crim     | 4.488 | 5 | 6.870  | < 0.001 |
| Zn       | 0.000 | 5 | 0.000  | 0.681   |
| Indus    | 1.840 | 5 | 2.308  | 0.001   |
| Nox      | 0.235 | 5 | 0.067  | 0.200   |
| Rm       | 3.997 | 5 | 55.557 | < 0.001 |
| Age      | 4.164 | 5 | 3.271  | 0.002   |
| Dis      | 4.974 | 5 | 26.247 | < 0.001 |
| Tax      | 4.302 | 5 | 4.201  | < 0.001 |
| P trapped| 0.000 | 5 | 0.000  | 0.458   |
| Black    | 4.705 | 5 | 11.481 | < 0.001 |
| Lstat    | 4.551 | 5 | 15.263 | < 0.001 |

Note: This table displays estimation results of non-parametric functions of GAMA associated with a target size $\alpha = 0.05$ for the Boston housing dataset.

B Penalized Logistic Tree Regression

Similarly to GAM(L)A, the Penalized Logistic Tree Regression (PLTR) model of Dumitrescu et al. (2022) also aims at improving the predictive performance of traditional linear models by automatically capturing non-linearities. However, the method used to capture non-linear effects differs from that of GAM(L)A. To improve the predictive performance of the logistic regression in a classification problem’s context, the PLTR is based on a two-step methodology relying on short-depth decision trees and a penalized regression.

The objective of the first step is to identify threshold effects from decision trees with one and two splits. Firstly, a decision tree with one split is build for each explanatory variables leading to two leaves, independently of their level of information, which capture univariate threshold effects. As the two leaves are multicollinear, only the first one, denoted as $V^i_1$, is retained to avoid multicollinearity issues. Secondly, a decision tree with two splits is build for each covariate couple leading to three binary variables. While the first binary variable accounts for univariate threshold effects, the second and third leaves capture bivariate threshold effects. Only one of the two latter leaves, denoted as $V_{2}^{i,k}$, is retained so as to account for two-splits threshold effects and avoid multicollinearity issues.

In a second step, these univariate and bivariate threshold effects are plugged
Table T11: Number of variables selected, MSE and MCS: Boston housing dataset with a dummy variable for Boston and its suburbs

| #  | Model                     | Conditional mean                                                                 | Tuning parameter | Number of interactions | MSE   | MCS P-value |
|----|---------------------------|---------------------------------------------------------------------------------|------------------|------------------------|-------|-------------|
| [1] | GAMLA                     | $I_γ + \sum_{j=1}^{p} g_j (X_j)$                                               | $\hat{\lambda}_{min}$ | 64                     | 10.247 | 0.936       |
|     | GAMLA                     | $I_γ + \sum_{j=1}^{p} g_j (X_j)$                                               | $\hat{\lambda}_{1se}$ | 25                     | 9.700  | 1.000       |
| [2] | GAMA                      | $I_γ + \sum_{j=1}^{p} g_j (X_j)$                                               | $α = 0.05$       | 26                     | 9.928  | 0.984       |
|     | GAMA                      | $I_γ + \sum_{j=1}^{p} g_j (X_j)$                                               | $α = 0.01$       | 17                     | 10.169 | 0.936       |
| [3] | GAMLA (A-LASSO)           | $I_γ + \sum_{j=1}^{p} g_j (X_j)$                                               | $\hat{\lambda}_{min}$ | 18                     | 10.134 | 0.936       |
|     | GAMLA (A-LASSO)           | $I_γ + \sum_{j=1}^{p} g_j (X_j)$                                               | $\hat{\lambda}_{1se}$ | 9                      | 11.004 | 0.593       |
| [4] | OLS                       | $Xβ$                                                                            |                  | 23.984                 | < 0.001 |             |
| [5] | OLS                       | $(X^1, X^2, X^3)β$                                                             |                  | 16.030                 | 0.006  |             |
| [6] | OLS                       | $(X^1, X^2, X^3, I)β$                                                          |                  | 91                     | 23.140 | 0.006       |
| [7] | GAM                       | $\sum_{j=1}^{p} g_j (X_j)$                                                     |                  | 13.106                 | 0.008  |             |
| [8] | LASSO                     | $(X^1, X^2, X^3, I)β$                                                          | $\hat{\lambda}_{min}$ | 78                     | 14.056 | 0.101       |
|     | LASSO                     | $(X^1, X^2, X^3, I)β$                                                          | $\hat{\lambda}_{1se}$ | 37                     | 16.234 | 0.006       |
| [9] | A-LASSO                   | $(X^1, X^2, X^3, I)β$                                                          | $\hat{\lambda}_{min}$ | 14                     | 22.242 | 0.006       |
|     | A-LASSO                   | $(X^1, X^2, X^3, I)β$                                                          | $\hat{\lambda}_{1se}$ | 10                     | 26.087 | 0.004       |
| [10]| AM                        | $(X^1, X^2, X^3, I)β$                                                          | $α = 0.05$       | 30                     | 16.631 | 0.007       |
|     | AM                        | $(X^1, X^2, X^3, I)β$                                                          | $α = 0.01$       | 32                     | 15.599 | 0.006       |
| [11]| Random Forest            | $f_{Rf}(X)$                                                                    |                  | 10.075                 | 0.984  |             |
| [12]| XGBoost                   | $f_{Gb}(X)$                                                                    |                  | 9.726                  | 0.985  |             |
| [13]| PLTR                      | $Xβ + ν_1ξ + ν_2ζ$                                                             |                  | 13.062                 | 0.024  |             |

Note: The conditional mean of the competing models/estimation methods is provided in the second column (labeled ‘Conditional mean’). The results displayed in column MCS correspond to the mean square (forecast) error over the 10-folds while those in the last column are the p-values of the MCS test based on 10,000 bootstrap samples.
Table T12: Estimation results of non-parametric functions of GAMA associated with the $\alpha = 0.05$ target size: Credit card dataset

| Variable  | Edf | Df | F-stat | P-value |
|-----------|-----|----|--------|---------|
| Reports   | 3.222 | 5  | 35.754 | < 0.001 |
| Age       | 2.715 | 5  | 1.595  | 0.023   |
| Income    | 3.334 | 5  | 9.451  | < 0.001 |
| Share     | 5.000 | 5  | 84.070 | < 0.001 |
| Expenditure | 4.770 | 5  | 5.821  | < 0.001 |
| Dependents | 1.120 | 5  | 2.425  | < 0.001 |
| Months    | 2.070 | 5  | 0.990  | 0.067   |
| Active    | 3.680 | 5  | 10.915 | < 0.001 |

Note: This table displays estimation results of non-parametric functions of GAMA associated with a target size $\alpha = 0.05$ for the credit card dataset.

in a logistic regression, such as

$$\Pr (y_i = 1|X, V_{i,1}, V_{i,2}; \Theta) = \frac{1}{1 + \exp \left[ -\eta (X_i, V_{i,1}, V_{i,2}; \Theta) \right]}$$

where $V_{i,1} = (V_{i,1}^1, \ldots, V_{i,1}^p)$, $V_{i,2} = (V_{i,2}^{1,2}, \ldots, V_{i,2}^{p-1,p})$,

$$\eta (X_i, V_{i,1}, V_{i,2}; \Theta) = X_i \beta + V_{i,1} \xi + V_{i,2} \zeta,$$

(27)

where $\Theta = (\beta_0, \beta_1, \ldots, \beta_p, \xi_1, \ldots, \xi_p, \zeta_{1,2}, \ldots, \zeta_{p-1,p})'$ is the set of $V$ parameters to estimate. The estimate $\hat{\Theta}$ is obtained by maximizing the following log-likelihood

$$\mathcal{L} (y, X, V_1, V_2; \Theta) = \frac{1}{n} \sum_{i=1}^{N} \{y_i \log [F (\eta (X_i, V_{i,1}, V_{i,2}; \Theta))] + (1 - y_i) \log [F (\eta (X_i, V_{i,1}, V_{i,2}; \Theta))]\},$$

where $F (\eta (X_i, V_{i,1}, V_{i,2}; \Theta))$ is the logistic cumulative density function. However, as the number of parameters to estimate can be relatively high, this approach is subject to overfitting issues. To solve this issue, the authors rely on the adaptive lasso estimator (Zou, 2006), defined as

$$\hat{\Theta}_{\text{lasso}} (\lambda) = \arg \min \mathcal{L} (y, X, V_1, V_2; \Theta) + \lambda \sum_{v=1}^{V} w_v |\theta_v|,$$

where $w_v = |\hat{\theta}_v^{(0)}|^{-\nu}$, for $v = 1, \ldots, V$, $\hat{\theta}_v^{(0)}$ is a consistent estimate of the $v$-th element of $\Theta$ and $\nu$ a positive constant. In their application, the authors rely on a
logistic-ridge regression to obtain the $V$ parameters $\hat{\theta}_v^{(0)}$, set $\nu$ to 1, and $\lambda$ to $\hat{\lambda}^\text{min}$ via 10-fold cross-validation.