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Abstract

Text-based games are becoming commonly used in reinforcement learning as real-world simulation environments. They are usually imperfect information games, and their interactions are only in the textual modality. To challenge these games, it is effective to complement the missing information by providing knowledge outside the game, such as human common sense. However, such knowledge has only been available from textual information in previous works. In this paper, we investigate the advantage of employing commonsense reasoning obtained from visual datasets such as scene graph datasets. In general, images convey more comprehensive information compared with text for humans. This property enables to extract commonsense relationship knowledge more useful for acting effectively in a game. We compare the statistics of spatial relationships available in Visual Genome (a scene graph dataset) and ConceptNet (a text-based knowledge) to analyze the effectiveness of introducing scene graph datasets. We also conducted experiments on a text-based game task that requires commonsense reasoning. Our experimental results demonstrated that our proposed methods have higher and competitive performance than existing state-of-the-art methods.

Introduction

Reinforcement learning (RL) is a type of machine learning method that has a great advantage of not requiring labeled data and has been used in various simulation environments (Mnih et al. 2015; Silver, Huang, and et al. 2016; Kimura 2018; Kimura et al. 2018). Since textual conversations are commonly used in our daily lives in the real world, text-based environments, where both observation and action spaces are restricted to the modality of text, have been attracting attention. RL in such environments requires developing an agent to have language comprehension skills by natural language process and sequential decision-making in the complex environment. This means the textual observation contains a lot of noisy information and the problem of partial observability.

Text-based games are a partially observable Markov decision process (POMDP) (Kaelbling, Littman, and Cassandra 1998) where the agent cannot observe the entire information from the text given by the environment. TextWorld (CÔté et al. 2018) is a textual game generator and extensible sandbox learning environment for RL agents, and various methods have been proposed for this game to compensate for the missing information (Kimura et al. 2021b; Murugesan et al. 2021; Carta et al. 2020; Murugesan, Chaudhury, and Talamadupula 2021; Shridhar et al. 2020; Kimura et al. 2021c; Chaudhury et al. 2021). There are three types of extensions: external knowledge, new modality, and logical rule extraction. External knowledge that is useful for training agents from humans or other domain sources. A study reports commonsense knowledge is an important aspect of human intelligence (Murugesan et al. 2021). In this study, TextWorld Commonsense (TWC), which requires commonsense as external knowledge, is proposed as an extension of TextWorld. The task of the TWC game is cleaning up a room, and the commonsense in this game is mainly place information for each object. The same study also includes a baseline agent for TWC games that uses a commonsense subgraph extracted from external knowledge (we call this model TWC agent and the environment TWC games to distinguish them). Another study reported that introducing ex-
ternal knowledge from humans as logical functions helps the training of the agent (Kimura et al. 2021b). New modality information extracted from observations or action text can be introduced to make decisions (Carta et al. 2020) Murugesan, Chaudhury, and Talampadupula (2021) Shridhar et al. (2020). In these methods, visual information from images or videos is commonly used since it has been used in many other studies (Tanaka and Simo-Serra 2021) Kimura et al. (2020) to understand attention and sequential information in decision making. Logical rule extraction can be exploited to improve the speed of training and interpretability of the agent (Kimura et al. 2021c; Chaudhury et al. 2021). Since commonsense knowledge is normally represented by a graph structure, the logical rule representation is compatible with commonsense knowledge.

However, at the time of writing, there has been no research that utilizes the benefits of these multiple extensions to compensate for missing information. In particular, we hypothesize that the commonsense knowledge of object place relationships that are used in TWC games can be easily obtained from visual information. For example, instead of stating the place name of each object, operators can display a picture of a tidy room, which is a quicker explanation for humans.

In this paper, we propose a novel agent that challenges a TWC game by leveraging visual scene graph datasets to obtain commonsense. The original TWC agent (Murugesan et al. 2021) constructs a commonsense subgraph from ConceptNet (Speer, Chin, and Havasi 2017a), which is textual knowledge, but it is necessary to combine many graphs to obtain one commonsense and to create a complicated subgraph. In fact, Murugesan et al. prepared a ‘manual’ commonsense subgraph from ConceptNet to tackle this complexity of graphs in their study. However, since scene graph recognition achieves high accuracy from complex images, visual information can deliver various detailed and organized graph information all at once. Figure 1 shows an example for the acquisition of commonsense knowledge from scene graphs in an image. In this example, despite ConceptNet having redundant information for extracting a commonsense subgraph, the proposed extraction from scene graphs has necessary and sufficient information for the cleaning-up task. Furthermore, relationships from scene graphs also contain direct spatial relationships such as “on” or “in” (Figure 2) between objects because agents need to determine an object’s place in the TWC game. Therefore, we use scene graph datasets as visual external knowledge. A scene graph dataset contains a large number of graphs that represent the relationships between entities in images. We use Visual Genome (VG) (Krishna et al. 2017), as a scene graph dataset, which is the most commonly used, and compare its statistics with ConceptNet. We also conduct experiments to evaluate the performance of agents with commonsense knowledge from a scene graph dataset in RL on text-based games.

### Related Work

#### Text-based RL Games

Text-based interactive RL games has been gaining the focus of many researchers due to the development of environments such as TextWorld (Côté et al. 2018) and Jericho (Hausknecht et al. 2019). In these games, RL agents are required to understand the high-level context information from only textual observation. To overcome this difficulty, a number of prior works on these environments have extracted new information from textual observations: knowledge graphs, visual information, and logical rule.

Knowledge graphs represent relationships between entities like real-world objects and events, or abstract concepts. A new text-based environment, called “TextWorld Commonsense”, was proposed in (Murugesan et al. 2021) to infuse RL agents with commonsense knowledge and developed baseline agents using a commonsense subgraph constructed from ConceptNet (Liu and Singh 2004; Speer, Chin, and Havasi 2017a) as an external knowledge. We use this work as a baseline method, and introduce a new type of commonsense from visual datasets. Worldformer (Amanabrolu and Riedl 2021) represents environment status as a knowledge graph and uses a world model to predict changes caused by an agent’s actions and generates a set of contextually relevant actions.

While knowledge graphs are useful for organizing abstract information from only text descriptions, visual information enables the agent to obtain a detailed locational situation like human imagination and visualization. The most important issue in using visual information is how to obtain it from only textual observation in text-based games. VisualHints (Carta et al. 2020) proposed an environment that can automatically generate various hints about game states from textual observation and changes the difficulty level depending on their type. The main sources of images in (Murugesan, Chaudhury, and Talampadupula 2021) are retrieved from the Internet and generated from a text-to-image pre-trained model, AttnGAN (Xu et al. 2018) with given text descriptions. ALFWorld (Shridhar et al. 2021) combines TextWorld and an embodied simulator called ALFRED (Shridhar et al. 2020) to obtain information on two modalities. Shridhar et al. proposed an agent that first learns to solve abstract tasks in TextWorld, then transfers the learned high-level policies to low-level embodied tasks in ALFRED.

In addition, even if we use the aforementioned methods, improvements in the speed of training are few and the interpretability of the trained network is still missing. A number of studies (Kimura et al. 2021c; Chaudhury et al. 2021) proposed novel approaches to extract symbolic first-order logics from text observations, and select actions by using neuro-symbolic Logical Neural Networks (Riegel et al. 2020). These logical representations are compatible with commonsense graph structures.

As previously described, there have been various approaches using knowledge graphs, visual information, and logical rules. However, at the time of writing, there has been no method that combines any of them. Therefore, we pro-
pose an approach to extract and utilize knowledge graphs from visual information.

**Scene Graph Dataset**

A scene graph is a structured representation of the relationships between objects in a scene. To train a scene graph generation model, a number of datasets have been created. VG (Krishna et al. 2017) is a large-scale scene graph dataset that is most commonly used these days because it contains various elements such as objects, attributes, relationships, QA descriptions, and so on. Since scene graphs can provide a large number of visual relationships in a single image, we use VG datasets as external knowledge for training agents.

| dataset | entity | relationship | triplet |
|---------|--------|--------------|---------|
| VG      | 63,686 | 36,550       | 662,934 |
| ConceptNet | 38,556 | 46           | 298,394 |
| Manual  | 111    | 2            | 132     |

Table 1: Statistics of the three types of external knowledge. Each item denotes the number of species. Manual is manual commonsense knowledge used in (Murugesan et al. 2021).

**ConceptNet vs Scene Graph Datasets**

In this section, to show scene graph datasets are effective as external knowledge for solving TWC games, we compare ConceptNet and scene graph datasets. We first show the statistics of ConceptNet, VG (Krishna et al. 2017), and manual commonsense knowledge designed in (Murugesan et al. 2021). Next, we compare ConceptNet and VG in terms of similarity to the manual commonsense knowledge. VG is the most commonly used scene graph dataset. The manual commonsense knowledge is manually extracted from ConceptNet to include only the pairs of an object in TWC games and goal location for each object. Since the entities are directly related to actions in the games, the agent with this manually-crafted information is more effective for solving the games. Therefore, external knowledge that is similar to the manual commonsense knowledge are comfortable with this task.

**Knowledge Statistics**

We summarize the statistics of the three types of external knowledge in Table 1. In general for all external knowledge, each graph is represented as a triplet \( \langle e_1, r_12, e_2 \rangle \); \( e_1, e_2 \) denote entities in an image, and \( r_12 \) denotes a relationship between \( e_1 \) and \( e_2 \). In Table 1, ‘entity’, ‘relationship’, and ‘triplet’ indicate the number of species of \( e, r, \langle e_1, r_12, e_2 \rangle \), respectively. The huge difference between ConceptNet and VG is the number of species of relationships, and this indicates that VG has more detailed information in relationships than ConceptNet. Figure 2 shows an example of \( r \) in these datasets. In ConceptNet, the spatial relationship is only ‘at location’, which is the second most common, but its ratio to the total is low. In contrast, spatial relationships such as ‘on’, ‘in’, and ‘under’ dominate VG. In addition, ‘has’ and ‘with’ can also express spatial relationships, such as \( \langle \text{building, has, window} \rangle \) and \( \langle \text{window, with, building} \rangle \). Thus, we can see that VG has a larger number of spatial relationships than ConceptNet. However, the manual commonsense knowledge has two species of relationships: 186 ‘at location’ and 6 ‘related to’. This means that spatial relationships are important for solving TWC games, and VG has an advantage in this respect.

**Similarity to Manual Commonsense Knowledge**

To examine whether VG contains knowledge graphs useful for solving TWC games, we compare ConceptNet and VG in terms of similarity to the manual commonsense knowledge. We calculate the similarities for both entity \( e \) and entity pairs \( \{e_1, e_2\} \) as described in the following.

**Entity \( e \)**

Given an entity \( e_i^V \) from VG, we use GloVe (Pennington, Socher, and Manning 2014) embeddings to represent \( e_i^V \) as a \( d \)-dimensional vector \( z_i^V \), where \( z_i^V \in \mathbb{R}^d \) is the word embedding of the entity. Similarly, the embedding of each entity in ConceptNet \( e^C_i \) and in manual commonsense knowledge \( e^M_k \) are denoted as \( z_i^C, z_i^M \), respectively. We calculate the similarity \( s_{i,k}^V \) between an entity in VG \( e_i^V \) and in manual commonsense knowledge \( e_k^M \) by Eq. 1.

\[
s_{i,k}^V = \cos\text{similarity}(z_i^V, z_k^M)
\]

Similarly, Eq 1 is executed for entities in ConceptNet. We count the number of entities whose similarity is above the threshold 0.7.

**Pair of entities \( \{e_1, e_2\} \)**

We also compare sets of pairs of \( e_1 \) and \( e_2 \) from these datasets in terms of similarity to the 132 pairs in the manual commonsense knowledge. In the same way as the entities previously described, we use GloVe to represent \( e_{i1}^V \) and \( e_{i2}^V \) from triplet \( t_i^V = \langle e_{i1}^V, r_{i12}^V, e_{i2}^V \rangle \) in VG as \( d \)-dimensional vectors \( z_{i1}^V, z_{i2}^V \), respectively. Similarly, \( z_{j1}^C, z_{j2}^C \) and \( z_{k1}^M, z_{k2}^M \) are the embeddings of entities from each triplet in ConceptNet \( t_j^C = \langle e_{j1}^C, r_{j12}^C, e_{j2}^C \rangle \) and manual commonsense knowledge \( t_k^M = \langle e_{k1}^M, r_{k12}^M, e_{k2}^M \rangle \), respectively. We calculate the similarity using the sum of both embeddings of entities in a triplet. Thus, the similarity \( s_{ik}^V \) is given by Eq. 2.

\[
s_{ik}^V = \cos\text{similarity}(z_{i1}^V + z_{i2}^V, z_{k1}^M + z_{k2}^M)
\]

For ConceptNet, we use Eq 2 similarity. We set a threshold to 0.65 and count pairs over the threshold.

The results of the entity and pair counts are summarized in Table 2. Although there is no significant difference in the number of types of entities, VG has more pairs associated with the manual commonsense knowledge, which indicates that VG has more game-related relationships than ConceptNet.

The aforementioned comparisons show that TWC games need more spatial relationships in the external knowledge, and VG is more effective for solving TWC games than ConceptNet.
Table 2: Comparison of the number of entities and pairs similar to manual commonsense knowledge in external knowledge. A pair is a combination of $e_1$ and $e_2$ from a triplet $(e_1, r_{12}, e_2)$. The number of entities is not very different, but the number of pairs is much higher in VG than in ConceptNet.

| entity    | pair     |
|-----------|----------|
| VG        | 147      |
| ConceptNet| 156      |
|           | 58,005   |
|           | 11,550   |

Figure 2: Histogram of relationships (top 15) included in VG and ConceptNet. VG has much more spatial relationships than ConceptNet.

Proposed Method

Previous TWC agent

The proposed methods extend the TWC agent (Murugesan et al. 2021), which is a baseline model for TextWorld Commonsense. We briefly explain the network architecture as follows.

The TWC agent consists of the six components: (a) action encoder, which encodes all admissible actions $a$, (b) observation encoder, which encodes the observation $o_t$, (c) context encoder, which encodes the dynamic context $C_t$, (d) dynamic commonsense subgraph, which is commonsense information $G^C_t$ extracted by the agent, (e) knowledge integration, which combines the information from textual observation and the extracted commonsense subgraph, and (f) action selection, which selects an action from given action candidates. We subsequently describe dynamic commonsense subgraph and knowledge integration, which are important for this paper.

For dynamic commonsense subgraph, the TWC agent retrieves commonsense from external knowledge like ConceptNet (Speer, Chin, and Havasi 2017a) and updates a subgraph by combining it with the graph at a previous time step. At time $t$, the agent first extracts entities involving game status from textual observation and then obtains a set of cumulative entities $E_t$ by combining it with the entities from the previous graph $G^C_{t-1}$. The commonsense subgraph $G^C_t$ is constructed automatically from $E_t$ and Context Direct Connections (CDC), which is another algorithm of external knowledge. For CDC, the entities are split into two groups in accordance with their attributes, and then links between the groups are added.

For knowledge integration, the TWC agent encodes the commonsense subgraph and integrates the graph embedding vector with the observation context feature. In the encoding phase, the node embedding is first extracted from the commonsense subgraph using a pre-trained knowledge graph embedding called Numberbatch (Speer, Chin, and Havasi 2017b) and a sentinel vector (Lu et al. 2017) is added to enable the attention to not attend to any specific nodes in the commonsense subgraph. These embeddings are updated by messages passing between the nodes of graph attention networks (GAT) (Veličković et al. 2018). In the integration phase, Co-Attention is used, which is a bidirectional attention flow layer between the observational context and the commonsense subgraph.

TWC agent is an attractive design for RL agents on text-based games, and it accesses a commonsense and uses it while selecting actions. However, the source format of external knowledge is limited to text. Since textual knowledge such as ConceptNet is very useful, it is redundant because multiple concepts need to be concatenated to express more detailed information. Therefore, they prepared manually retrieved graphs in the paper (Murugesan et al. 2021). The manual graphs contain direct connections for the objects and their goal locations.
We also propose a method to complete TWC games, so we expect to obtain a higher score. This suggests that the issue of the TWC agent is that the external knowledge is limited to being text-based. To address this, we propose an approach to use scene graph datasets as external knowledge to build a commonsense subgraph for agents. Our proposal has two types depending on the training method and external knowledge.

**Scene Graph** The simplest model is to replace the external knowledge of the TWC agent with scene graph datasets from ConceptNet. As shown in Table 2, a scene graph dataset holds many triplets that are effective for solving TWC games, so we expect to obtain a higher score.

**ConceptNet + SG** We also propose a method to complement the weak point of textual knowledge with scene graph datasets. Inspired by curricular learning (Bengio et al. 2009), we first provide the agent with textual knowledge and train it, then provide the same agent with external knowledge from scene graph datasets and continue training. We hypothesize that this method is effective in training agents that have commonsense knowledge balanced between abstract and concrete knowledge. In the first step, the overall commonsense is given by the textual knowledge. In the second step, the specific commonsense focused on location is given from the scene graph dataset.

### Proposed Method

From the comparison in the previous section, it is revealed that scene graph datasets are effective for TWC games because they have more spatial relationships. This suggests that the issue of the TWC agent is that the external knowledge is limited to being text-based. To address this, we propose an approach to use scene graph datasets as external knowledge to build a commonsense subgraph for agents. Our proposal has two types depending on the training method and external knowledge.

**Scene Graph** The simplest model is to replace the external knowledge of the TWC agent with scene graph datasets from ConceptNet. As shown in Table 2, a scene graph dataset holds many triplets that are effective for solving TWC games, so we expect to obtain a higher score.

**ConceptNet + SG** We also propose a method to complement the weak point of textual knowledge with scene graph datasets. Inspired by curricular learning (Bengio et al. 2009), we first provide the agent with textual knowledge and train it, then provide the same agent with external knowledge from scene graph datasets and continue training. We hypothesize that this method is effective in training agents that have commonsense knowledge balanced between abstract and concrete knowledge. In the first step, the overall commonsense is given by the textual knowledge. In the second step, the specific commonsense focused on location is given from the scene graph dataset.

### Experimental Setup

We conduct our experiments on TWC games (Murugesan et al. 2021). A TWC game is a text-based game where the goal is to tidy up a house by putting objects where they should be. The connection between objects and the locations where they should be is not given by the game, so the agent needs to depend on commonsense knowledge. This domain has three difficulty levels (easy, medium, and hard) depending on the total number of objects in the game, the number of objects in which the agent needs to find their locations, and the number of rooms to explore. The numbers are randomly sampled from the list in Table 3. In our evaluation, we consider all difficulty levels. We also use two types of test sets: IN and OUT. The games in the IN were built on the same entities as the training set, and the entities in the OUT do not appear in the training set. We can evaluate the ability to generalize unseen entities from these test sets.

### Results

We compare four types of agents: ConceptNet, ConceptNet + Manual, Scene Graph, and ConceptNet + SG. Both Scene Graph and ConceptNet + SG are our proposed methods that use VG. The other agents are baselines proposed in (Murugesan et al. 2021). ConceptNet + Manual uses manually-prepared knowledge directly related to the game from ConceptNet. ConceptNet + Manual should show human-like performance and is regarded as the upper bound of the performance of the proposed method (especially for IN). ConceptNet + SG is first trained for 100 episodes using ConceptNet, followed by 100 episodes using VG. All agents except ConceptNet + SG are trained for 100 episodes each and all results are the average of five runs. The results are summarized in Table 4. We also show the training curves in Figure 3.

We can see three overall trends in these results. First, our proposed methods outperform the baselines in both steps and scores in the easy and medium levels. The commonsense knowledge obtained from scene graph datasets is proved to be effective in solving TWC games. Second, all agents struggle with the hard level. It is necessary to have the ability to deal with complicated situations where the location to pick up objects is different from the location to place them. The development of agents with this ability is future work. Finally, ConceptNet + Manual shows high performance for the IN set regardless of difficulty level. ConceptNet + Manual has crucial information for solving TWC games, so both efficiency and scores are higher when the same species of entity is given as the training set. However, its performance in the OUT is lower than that of other agents because it is given only a minimum number of necessary graphs in the training set, so it overfits to those graphs.

We describe the performance of our proposed models in detail. We propose two models, Scene Graph and ConceptNet.
Table 4: Generalization results for two test sets, IN and OUT, on games with three difficulty levels. Scene Graph and ConceptNet + SG are our proposed methods, ConceptNet and ConceptNet + Manual are baseline agents with commonsense from external knowledge. IN is built using the same entities as the training set, and OUT is built using different entities. #Steps (lower is better) denotes the steps needed to accomplish the goals and Score (higher is better) denotes the normalized score by maximum possible score. Each value is a pair (average) ± (standard deviation).

| Method                | Easy       | Medium     | Hard       |
|-----------------------|------------|------------|------------|
|                       | #Steps↓    | Score↑     | #Steps↓    | Score↑     | #Steps↓    | Score↑     |
| ConceptNet *          | 20.34 ± 0.96 | 0.82 ± 0.04 | 41.80 ± 1.10 | 0.65 ± 0.06 | 50.00 ± 0.00 | 0.25 ± 0.07 |
| ConceptNet + Manual * | 18.34 ± 2.78 | 0.85 ± 0.05 | 37.27 ± 2.83 | 0.77 ± 0.06 | 49.59 ± 0.62 | 0.35 ± 0.03 |
| Scene Graph           | 17.23 ± 3.16 | 0.90 ± 0.05 | 42.18 ± 2.66 | 0.58 ± 0.08 | 50.00 ± 0.00 | 0.32 ± 0.08 |
| ConceptNet + SG       | 20.43 ± 1.28 | 0.78 ± 0.04 | 38.30 ± 6.08 | 0.71 ± 0.12 | 50.00 ± 0.00 | 0.28 ± 0.08 |
| Scene Graph + Manual  | 18.05 ± 4.64 | 0.88 ± 0.08 | 44.30 ± 4.42 | 0.50 ± 0.09 | 50.00 ± 0.00 | 0.19 ± 0.04 |
| ConceptNet + Manual + SG | 27.01 ± 2.72 | 0.69 ± 0.05 | 46.44 ± 1.15 | 0.55 ± 0.05 | 50.00 ± 0.00 | 0.19 ± 0.02 |
| Scene Graph + Manual  | 17.24 ± 3.84 | 0.91 ± 0.05 | 41.44 ± 5.45 | 0.55 ± 0.14 | 50.00 ± 0.00 | 0.15 ± 0.06 |
| ConceptNet + SG       | 17.47 ± 3.13 | 0.92 ± 0.04 | 42.57 ± 2.69 | 0.63 ± 0.04 | 50.00 ± 0.00 | 0.13 ± 0.05 |

* Baseline text-based RL agents with commonsense from external knowledge [Murugesan et al. 2021]

Net + SG, depending on the type of external knowledge and training method. Scene Graph is a simple agent that uses only a scene graph dataset. From Table 4, we found that this agent is very efficient in its graph search. For easy-level games, Scene Graph is superior to even ConceptNet + Manual in the IN set. In medium-level games, Scene Graph has the largest number of steps in the IN set, but it has the smallest number in the OUT set. This indicates that Scene Graph is robust against unseen objects. The efficiency can be seen from the fastest convergence of the training curves in the medium and hard levels in Figure 3. In terms of performance, although it is sometimes inferior to our other proposed method, it is better than the baselines in OUT. The high efficiency and performance of Scene Graph can be attributed to scene graph datasets having many graphs relevant to the TWC game with spatial relationships. ConceptNet + SG is an agent that is trained with ConceptNet, followed by scene graph datasets. Table 4 shows that the performance of this agent is very high. It has the best performance in the OUT set for both easy and medium levels and the second-best performance in the IN set after ConceptNet + Manual. This indicates that it also has robustness against unseen objects. The reason for the performance improvement is considered to be the wide range that can be handled by both commonsense knowledge from ConceptNet and VG. In easy-level games, the score increases by 0.14 from IN to OUT, which is an uncommon improvement. The reason for this could be that VG has a small number of graphs related to the easy-IN games, which decrease the results of ConceptNet + SG for easy-IN games. As you can see in Table 4, easy games have only one object to be explored, so the score changes dramatically depending on whether or not external knowledge contains graphs related to the object and the goal location. However, since the number of graphs increases, the efficiency of the search decreases, resulting in inferiority with scene graphs in steps. The training curve in Figure 3 shows that VG enhances the performance of ConceptNet alone from 100 episodes (in the easy level, the training curve converges during the ConceptNet phase, so ConceptNet and ConceptNet + SG overlap).

In addition, we use GloVe for graph embedding in these experiments for a fair comparison, but agents using ConceptNet can be improved by replacing GloVe with Numberbatch.

In summary, our proposed method achieves both efficiency and performance improvements, and it is robust to unseen objects. However, it is still a challenge to deal with complex situations such as hard-level games. We discuss how to address this issue in the next section.

**Conclusion and Future Work**

We have presented new approaches to leverage commonsense subgraphs constructed from scene graph datasets for text-based games. We conducted experiments on a TWC game, which is a benchmark to evaluate how well an agent learns with commonsense knowledge. Experimental results showed that our proposed approaches using a VG dataset demonstrate highly competitive performances compared with existing state-of-the-art approaches with textual knowledge. We also illustrated that the performance can be further improved by using ConceptNet and scene graph datasets sequentially.

Although this work is the first step to utilize both visual information and commonsense, we still have a few challenges as future work. One topic is to deal with more complex situations like hard difficulty levels. We expect that this can be improved by exploiting the relationships among information available from external knowledge. The current model adopts GAT [Velićković et al. 2018] as a graph encoder, but GAT only takes the node features as input and ignores the edge features except for whether they exist or not. In complex tasks, the key to solving this game is to create a more specific link between the scene graph and the task. In particular, scene graph datasets provide more detailed information on relationships than textual knowledge as shown in Fig. 1. We consider applying networks such as Edge feature enhanced Graph Neural Networks (EGNN) [Gong and Cheng 2019] that can take advan-
Figure 3: Performance evaluation for the three levels of the training set games (Smoothing is performed to clarify the difference in the results of a single run).

Mention of the edge features of graphs. Another topic is introducing logical rule training into our proposed method. Since graph information can be easily converted to logical rules, we hope the commonsense graph can directly contribute to logical rule training for action policies in RL.
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