A method for pulsar searching: combining a two-dimensional autocorrelation profile map and a deep convolutional neural network
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Abstract  In pulsar astronomy, detecting effective pulsar signals among numerous pulsar candidates is an important research topic. Starting from space X-ray pulsar signals, the two-dimensional autocorrelation profile map (2D-APM) feature modelling method, which utilizes epoch folding of the autocorrelation function of X-ray signals and expands the time-domain information of the periodic axis, is proposed. A uniform setting criterion regarding the time resolution of the periodic axis addresses pulsar signals without any prior information. Compared with the traditional profile, the model has a strong anti-noise ability, a greater abundance of information and consistent characteristics. The new feature is simulated with double Gaussian components, and the characteristic distribution of the model is revealed to be closely related to the distance between the double peaks of the profile. Next, a deep convolutional neural network (DCNN) is built, named Inception-ResNet. According to the order of the peak separation and number of arriving photons, 30 data sets based on the Poisson process are simulated to construct the training set, and the observation data of PSRs B0531+21, B0540-69 and B1509-58 from the Rossi X-ray Timing Explorer (RXTE) are selected to generate the test set. The number of training sets and the number of test sets are 30 000 and 5400, respectively. After achieving convergence stability, more than 99% of the pulsar signals are recognized, and more than 99% of the interference is successfully rejected, which verifies the high degree of agreement between the network and the feature model and the high potential of the proposed method in searching for pulsars.
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1 INTRODUCTION

A pulsar is a type of high-density neutron star with a strong magnetic field and high rotation speed. Discoveries related to pulsars have led to two successive Nobel prizes (Hewish et al. 1968; Hulse & Taylor 1975). Pulsars can be divided into magnetars, accretion-powered pulsars and rotation-powered pulsars according to the energy sources of their electromagnetic radiation. The rotation-powered pulsars, which have a stable rotation period and fixed magnetic inclination, radiate cyclical signals and can be classified into normal pulsars and millisecond pulsars depending on the period range. Normal pulsars, the rotation periods of which vary from a few tens of milliseconds to several seconds, account for 90% of the total pulsar population and provide a large number of statistically significant samples for tasks such as the validation of the pulsar evolution model (Faucher-Giguere & Kaspi 2006) and exploration of the interstellar medium (Taylor & Cordes 1993), statistics related to the birth rates of neutron stars in the galaxy (Keane & Kramer 2008), guidance for deep space exploration (Sheikh et al. 2006; Shemar et al. 2016), etc.

More than 2500 pulsars have been included in the Australia Telescope National Facility (ATNF); their parameters can be queried and visualized from the official ATNF website. Most of these pulsars were discovered by ground-based sky survey instruments, including the Parkes Multi-beam Pulsar Survey (PMPS) (Mancheste et al. 2001), the High Time Resolution Universe Survey (HTRU) (Keith et al. 2010), the Pulsar Arecibo L-band Feed Array Survey (PALFA) (Deneva et al. 2009), the LOFAR Tied-Array All-sky Survey (LOTAAS) (Coenen et al. 2014), the Greenbank Northern Celestial Cap Survey
However, the absorption of high-energy photons by the Earth’s atmosphere limits the effectiveness of ground observations. The development of space detection technology has shown that the radiation energy of normal pulsars is concentrated in the X-ray region. Some pulsars show all the properties of radio pulsars observed at high energies but emit almost no radio pulses, such as the famous Geminga (named PSR J0633+1746 in the pulsar catalogues) (Mori et al. 2014). Lorimer & Kramer (2012b) mentioned that observation from space at X-ray energies promises to intuitively show the electromagnetic radiation processes rather than the view provided by radio observations, as at radio energies, observations suffer from interference by uncertain physical factors, including the emission coherence and propagation effects in the interstellar medium and pulsar magnetosphere. Using optical observations, thermal and non-thermal processes are difficult to distinguish from the available data. Compared with the vast areas covered by ground observations, the receiving area of a space detector is limited by the load and volume of the spacecraft, which often submerges the photon signals in an uncertain Poisson distribution. However, in the long run, space observations still have great potential and value. Numerous space exploration satellites, including Ariel5 (Coe et al. 1981), HEAO-1 (Mushotzky et al. 1980), HEAO-2 (Gorenstein et al. 1981), ROAST (Voges et al. 1999), RXTE (Lee et al. 1998), Chandra (Mahmoodifar & Strohmayer 2017), NuSTAR (Ge et al. 2016), and HXMT (Wu et al. 2004), have been launched. Most of the received on-orbit data can be accessed from the National Aeronautics and Space Administration (NASA)’s High Energy Astrophysics Science Archive Research Center (HEASARC). However, screening valuable pulsar signals from this massive amount of data to enable further observations has become a critical problem.

Scholars have conducted considerable work on classifying pulsar candidates, but most of these studies are focused on radio astronomy. Automation, high accuracy and fast processing speed are common goals, and the screening methods have generally been developed with techniques that range from artificial recognition to machine learning algorithms. It is difficult for artificial recognition techniques to address the increasing amount of sample data, but the developed techniques include much useful wisdom, such as the information classification method based on the signal-to-noise ratio (S/N) (Simon Johnston et al. 1992; Stokes et al. 1986), graphic software-aided classification (Faulkner et al. 2004; Keith et al. 2009) and a software-based scoring system (Lee et al. 2013) based on more empirical features, including the pulse width, S/N of the pulse, dispersion measure value, period information, signal duration in the time and frequency domains, etc.

With the development of artificial intelligence techniques, Eatough et al. (2010), Bates et al. (2012) and Morello et al. (2014) introduced more empirical features as the input to an artificial neural network (ANN), which greatly improved the accuracy and processing speed of pulsar searches. After undergoing supervised training, the network acquired automatic classification skills and achieved satisfactory results for the PMPS and HTRU data sets. However, these empirical features may make the network over-reliant on experience and hypotheses while failing to consider other useful information. Moreover, these features manifest differently in different pulsars and different data sets, which increases the network training difficulty. In addition, expanding the number of sample sets to cover all types of situations as much as possible influences the final prediction accuracy. To overcome the tendency of feature dependence, Lyon et al. (2016) extracted unbiased statistical features from the pulse profile and dispersion measure (DM) curves to form the input of a fast decision tree (FDT) and achieved notable results on the HTRU and LOTAAS data sets. Zhu et al. (2014) employed a convolutional neural network (CNN) to directly learn the characteristics of the profile and DM curves. This approach eliminated the need for artificial feature design and achieved high accuracy on the PALFA data sets.

Currently, algorithms are designed for data sets from different ground observation instruments. The number, signal quality, and positive and negative distributions of the sample data sets differ, but these algorithms provide reasonable guidance for our current research. We noticed that the pulsar candidate classification at space X-ray energies requires further study. Compared with ground radio observations, this type of classification does not need to consider the influence of the dispersion effect; thus, it naturally avoids the complex de-dispersion process. However, the statistical information in these data is sparse, and the DM curve is not meaningful. Moreover, the S/N in the observation data is lower. Therefore, a complete and reasonable pulsar searching algorithm at X-ray energies is urgently needed.

To quickly and accurately obtain an effective low S/N signal within a finite observation time from among a massive number of candidates, we started from two aspects: feature representation and feature perception.
Feature representation can be obtained by introducing autocorrelation and stacking the folding profiles across the trial periods. To address the pulsar signal with an unknown period and quality in practical applications, a time resolution setting criterion of the period axis is proposed to ensure the consistency of the extracted features. Although the feature modelling method is not complicated, the proposed feature improved the traditional time-domain profile in several parts. The method simultaneously enhances the feature consistency and preserves more details. On the other hand, the method suppresses the loss of useful information and resists shape distortions caused by the randomness of noise and insufficient accuracy of the folding period (Wang & Zhang 2016), ultimately guaranteeing a more comprehensive representation of the essential signal characteristics. Regarding feature perception, we employ the modules from the famous Inception and ResNet CNNs to build a deep convolution neural network (Szegedy et al. 2015, 2016; He et al. 2016; Szegedy et al. 2017) to learn the spatial information of the two-dimensional autocorrelation profile map (2D-APM). To train the network in a flexible and simple manner, a simulation method based on the non-homogeneous Poisson process is utilized to construct the training set. In the simulation process, only the peak separation and number of arrival photons need to be considered. The network can complete the task of pulsar candidate identification precisely by virtue of its high sensitivity to the proposed model. The performance of the algorithm proposed in the paper has been verified and discussed in detail using Rossi X-ray Timing Explorer (RXTE) data.

The remainder of this paper is organized as follows: the proposed method, including feature extraction and representation, network structure building and the specific training strategies, is described in Section 2. Section 3 introduces the data preprocessing operations, including the training set generated by the simulation data and the test set generated by the actual observation data. In Section 4, the results of the training and network classification ability are discussed and analysed. The conclusions are given in Section 5.

2 METHODS

2.1 2D-APM

X-ray detection information includes the time of arrival (TOA) of X-ray photons. Emadzadeh & Speyer (2011) modelled X-ray pulsar signals based on the non-homogeneous Poisson process (NHPP) and provided a mathematical description of the epoch-folding algorithm. The concept of epoch folding is easy to understand; the data stream is folded into different phase bins in each estimation period to obtain the possible profile information. The reciprocal of the period is the frequency, which makes it easy to consider the frequency domain. Each frequency point in the spectrum corresponds to a pulsar candidate that is potentially a real pulsar signal. According to the periodic characteristics of the pulsar signal, the amplitude at the rotation frequency is generally larger. In practice, the folding profile in the time domain and S/N in the frequency domain are traditional effective features for confirming an X-ray pulsar signal.

However, the traditional features have some shortcomings. First, the X-ray photons are often submerged in the uncertainty of their Poisson distribution; correspondingly, the effective frequency points are submerged in the observation noise when the observation time is insufficient. Second, a small error in the folding period will lead to phase deviations or distortions of the profile shape (Wang & Zhang 2016). However, note that when the folding period error falls within a reasonable range, the obtained profile still possesses some useful information, such as a slower change in the steep degree of the profile curve and the fixed direction of the phase shift. The other frequency points do not possess this property. If we can integrate the variation information of the trial periods based on their ground-truth values, the obtained features will be more abundant and will be able to suppress the adverse effects caused by random noise and estimated period inaccuracies.

Our goal is to enable an automatic and efficient search process. Currently, deep neural networks possess arbitrary non-linear expressiveness of complex models, which allow them to mine some information that the naked eye cannot perceive, especially from professional and non-daily aspects. The key step is to extract features that have strong regularity and more information for network learning. However, when the starting point of the folding signal is different, the final profile exhibits a phase shift. In pulsar candidate searching, the phase information is redundant, and different profile curves with different phases will undoubtedly increase the difficulty of network training and reduce the classification accuracy. Consequently, we apply a simple operation before folding. First, the time series of photon arrivals is transformed into discrete, equal-time-interval, real-valued light curves according to one certain sampling frequency, which represents the relationship between photon intensity and time. The precision of the light curve is equivalent to that of the time series when the sampling frequency is sufficiently large. Second, we perform light curve autocorrelation, which enhances the correlation of the effective signal and suppresses the uncorrelated noise, and
on the other hand, ensures that the features of subsequent profiles are more consistent by virtue of its unbiased phase characteristics. The autocorrelation function reflects the correlation between the same light curves at different times, and its mathematical form \( R_{xx}(k) \) in the field of signal processing is expressed as follows:

\[
R_{xx}(k) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} x(n)x^*(n - k) \, .
\]

This formula represents the discrete autocorrelation function of the discrete signal \( x(n) \) at lag \( k \). \( N \) is the length of the observation signal, and * represents the complex conjugate operation. This definition is often suitable for the ergodic stationary process or cyclostationary process and can give sensible well-defined single-parameter results for periodic functions. Here, the lag \( k \) is essentially a concept of time, which is equivalent to the time delay information obtained by multiplying \( k \) by the sampling time \( T_s \). During a space mission, a detector may encounter abnormal situations, such as Earth occlusion, the South Atlantic Anomaly and electromagnetic contamination. In these cases, the received data are discontinuous; one advantage of autocorrelation is that it can directly combine these discontinuous data to enhance the overall S/N without requiring frequency correction or phase alignment.

As previously mentioned, the obtained features will be more abundant when the folding profile information can be integrated near the rotation period. The autocorrelation function can retain the periodic characteristics of the original signal; hence, the optimal folding period is still the rotation period of the pulsar. Therefore, we expand the time-domain features and propose the concept of a 2D-APM, as shown in Figure 1, where the horizontal axis represents phase bins with a normalized value of 0–1, the vertical axis represents the folding period, and the image brightness represents the number of photons obtained by epoch folding of the autocorrelation. After normalization of the maximum and minimum values, the brightness values can be adjusted from 0 to 255, which is consistent with the uint8 picture format. The traditional profiles represent the pulse information that is recorded when the emission beam sweeps the detector in each rotation. The number of pulses is usually one or two, and the pulses can be simulated with double Gaussian components. When the starting time for receiving photon signals varies, the initial phase of the traditional profile will change, and the overall waveform will shift. However, the autocorrelation profile and the 2D-APM will not change due to their phase-unbiased characteristics.

Next, some simulation experiments are performed to illustrate the specific features of the 2D-APM. The number of arriving photons obeys a Poisson distribution; however, the simulation model has an additive mixed form that consists of the profile’s periodic extension and Gaussian white noise (Lorimer & Kramer 2012a). In applications where the count rates are high, the Gaussian approximation of the Poisson distribution is sufficiently accurate. For weak emission, the number of arriving photons per unit time is small, and the Poisson distribution is a discretely skewed distribution, which means that our model becomes less precise. However, the noise obtained by removing the profile signal is still consistent with the characteristics of a time-independent and constant power spectrum. We argue that using other (Gaussian) forms of white noise to replace it will not affect the final analysis results. Therefore, for convenience in simulation and analysis, we use a mixed form that consists of profile signals and Gaussian white noise to simulate the pulsar signals.

The main parameters of the pulsar profile include the peak separation, pulse width and amplitude ratio of the double peaks. Figure 2 shows the autocorrelation profile and the 2D-APM of X-ray pulsar signals with different peak separations. As Figure 2 shows, there is only one peak at the centre of the autocorrelation profile when the two Gaussian components are far apart. As the two Gaussian components become closer, the peak spreads to both sides, and the profile eventually mutates into a U-shape. The autocorrelation profile, which is unlimited by the initial phase, has two peaks on both sides, at the points where the signal autocorrelation is strongest. As a result of stacking the autocorrelation profile near the rotation period, the 2D-APMs show consistent regularity with the autocorrelation profile and can provide more.
abundant information. Figure 3 shows the effect extent of the pulse width and amplitude ratios on the autocorrelation profile. Clearly, the width of the autocorrelation profile is controlled by the pulse width, and the convex degree of the autocorrelation profile is controlled by the amplitude ratios. Compared with Figure 2(b), the factor that has the greatest effect on the autocorrelation profile or 2D-APM is the peak separation.

2.2 The Deep Convolutional Network

Deep learning, similar to the other machine learning algorithms, mainly acts as a feature learner to ensure that the training error converges without over-fitting. After the training error converges, the final effect depends on the quality of the feature modelling, such as the 2D-APM in this paper. Therefore, in practical application, a more targeted network can be built according to the actual requirements of the computing resources and computing speed. Here, the extracted feature is a two-dimensional matrix whose form is equivalent to that of the image; therefore, we selected the deep CNN (DCNN), named Inception-ResNet, to model it.

To use fewer computing resources to learn the feature information of the training sets in a shorter time, the network mainly uses the following skills. An inception module, shown in Figure 4(a), can achieve feature fusion at different scales by concurrently splicing the pooling layers and convolutional layers of different sizes (Szegedy et al. 2015). The batch normalization (BN) structure, which ensures that the numerical distribution of each layer’s input is as consistent as possible, largely solves the notorious exploding and vanishing gradient problems, accelerates convergence and improves the generalizability of the
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Fig. 3 Result of the pulse width effect on the autocorrelation profile (a), and the result of the effect of the amplitude ratios of the double peaks on the autocorrelation profile (b). On the left is the pulsar profile curve with different shapes, and on the right is the corresponding autocorrelation profile curve plotted in the same line colour.
network model. Szegedy et al. (2016) further analysed and discussed the Inception module and customized a series of structure optimization rules to guarantee the most effective use of computing resources. These optimizations include dimensional reduction using a $1 \times 1$ convolutional layer to realize lossless feature compression, the decomposition of large-scale convolutional layers into multiple small-scale convolutional layers in series, the insertion of $1 \times N$ and $N \times 1$ convolutional layers in series to replace the $N \times N$ convolutional layers in the middle of the network, etc. ResNet, shown in Figure 4(b), can learn the mapping from the input to the residual. In terms of the final effect, ResNet offers a breakthrough by solving the convergence problem of deep networks (He et al. 2016). A dropout layer is added before the final output layer. In the training process, this layer can deactivate some nodes in the current layer, that is, the output of these nodes is 0 to ensure the generalization ability of the network.

As shown in Figure 5, Block17, which is a combination of one kind of Inception basic configuration and the residual module (marked in red), is an important component of Inception-ResNet (Szegedy et al. 2017). The number 17 means that the height and width of the data are always 17. Note that the input and output of the block module have the same size; thus, the depth of the network can be increased by connecting multiple identical block modules in series. In addition to the common FC layers and basic Inception module, the whole network is composed of multiple Block35s, Block17s and Block8s. Block35, Block17, and Block8 are repeated in the original Inception-ResNet network 10 times, 20 times, and 9 times, respectively. Their repeat times are adjusted to 3 in this paper to reduce the network size to match our research problem. The parameters can be adjustable, when facing different data sizes.

The input of the network consists of uint8 pictures with a size of $299 \times 299$. In Section 2.1, we mentioned that the size of the extracted 2D-APM is $299 \times 40$, which is adjusted to $299 \times 299$ by linear interpolation. One training iteration consists of one forward propagation and one backward propagation. The batch size, which is the number of samples utilized during a training process, is set to 20. The output of the network is simple two-dimensional information that signifies the probabilities of ‘yes’ or ‘no’. Thus, the label can easily be changed from $[0.0, 1.0]$ to $[1.0, 0.0]$. Both the cross-entropy between the output and the label and the regularization terms regarding the weighting parameters of the convolutional layers are simultaneously added to the loss function, which further reduces the possibility of overfitting and accelerates convergence. Regarding the training strategy of the network, we selected the momentum optimizer to update the training parameters. This optimizer reduces the oscillation trend of training and accelerates the convergence process while increasing the network’s ability to escape local optima. The different available optimizers have advantages and disadvantages. The optimizer selected for this study performs well and can quickly find the optimal model solution.

The network is built and realized based on a TensorFlow framework. The software configuration includes CUDA 9.0.176-win10, cudnn-9.0-windows10-x64-
Assuming that the TOA of X-ray photons obeys the NHPP, the probability of receiving \( k \) photons in time \( \Delta t \) should satisfy the following formula \cite{Emadzadeh2011}:

\[
P(N_{\Delta t} = k) = \frac{(\lambda_{\Delta t})^k \exp(-\lambda_{\Delta t})}{k!}, \tag{2}
\]

where \( \lambda_{\Delta t} = \int_{\Delta t} \lambda(\xi) \, d\xi \) and \( \lambda(\xi) \) is the overall rate function, which represents the aggregate rate of all photons that arrive from the X-ray pulsar and background.

Assume that \( t_i \) is the TOA of the \( i \)th photon, \( \Delta t = t_{i+1} - t_i \) is the time interval between the two photons, and \( F(z) \) is the probability distribution function about \( \Delta t \). The corresponding formula is expressed as follows:

\[
P(\Delta t > z) = 1 - F(z). \tag{3}
\]

Formula (2) shows that \( P(\Delta t > z | t_i = t) \) satisfies

\[
P(\Delta t > z) = P(N_{\Delta t} = 0) = \exp\left(-\int_{t_i}^{t_{i+1} + \Delta t} \lambda(\xi) \, d\xi \right) = \exp\left(-\left(\Lambda(t_{i+1}) - \Lambda(t_i)\right)\right), \tag{4}
\]

where \( \Lambda(t_i) = \int_0^{t_i} \lambda(\xi) \, d\xi \). Combined with formula (3), we can obtain

\[
t_{i+1} = t_i + \Delta t = \Lambda^{-1}(\Lambda(t_i) - \ln(1 - F(z))). \tag{5}
\]
If the function $G$ is monotonically increasing, then $x = G^{-1}(U)$ is the only solution of $G(x) = U$. The TOAs can be generated by the inverse function method of random numbers based on the Monte Carlo approach.

Assume that $U$ is a random variable that obeys the uniform distribution from 0 to 1; then, $1 - U$ satisfies the same probability distribution. Therefore, let $U = 1 - F(z)$, with which formula (5) can be changed to
where $E$ is a random variable that obeys the exponential distribution with one parameter. The TOAs can be randomly generated by solving this recursive formula. Based on the difference method, the time complexity is linear, i.e., $O(n)$.

### 3.1.2 Training data set production

The characteristics and quality of X-ray pulsar signals are determined by the pulsar rotation period, pulse shape, number of arriving photons and emission flux. Considering that the 2D-APM, which is obtained based on epoch folding, has no period information, the rotation period $T_p$ of the simulation signal is uniformly set to 100 ms in the process of devising the training set. According to Section 2.1, when the pulsar profile is simulated with the double Gaussian components, the most substantial factor that affects the characteristic distribution of 2D-APM is the peak separation. Therefore, we only consider the peak separation instead of the pulse width and amplitude ratio of the double peaks in the simulation of the pulsar profile. The amplitude ratio of the double peaks is set to 1:1, and the standard deviations of the double Gaussian components are set to 0.04. The signal quality is mainly determined by the number of arriving photons and emission flux. For the convenience of simulation, the quality of 2D-APM is only controlled by adjusting the number of arriving photons, and the emission flux remains unchanged. The number of photons from an X-ray pulsar and the cosmic background in a single period are set to 50 and 350, respectively. The parameters that need to be controlled in the simulation are the peak separation and number of arriving photons.

To ensure that the 2D-APM has rich time-domain information, the time resolution of its periodic axis should be set to a reasonable value. If the time resolution is too large, then the effective information in the entire image will be insufficient. Inversely, a time resolution that is too small reduces the contrast in the entire image, which causes a lack of detailed information regarding the profile changes. In addition, the longer the observation duration and the shorter the folding period, the larger the impact of the period error on the pulsar profile. Considering that the time resolution of the periodic axis is relative to the candidate period, one empirical formula is proposed here to confirm the periodic resolution:

$$\frac{RL}{T_c^2} = C,$$

where $R$ is the time resolution of the periodic axis, $L$ is the signal length, $T_c$ is the candidate period and $C$ is a constant value (set to 3 here). In this way, as the observation time...
Fig. 8 The samples of nine data sets in the test set. Each row displays positive and negative samples with different observation durations for the same pulsar. The left image of each data set is a positive sample, and the right image is a negative sample. The vertical axis of each sample represents the folding period, the horizontal axis represents the phase, and the name of the data set appears above each group of samples.

or candidate period changes, the time resolution of the periodic axis also adjusts accordingly to ensure that the feature cover ranges of the positive samples of different data sets are equivalent.

According to the previously mentioned criteria, ten pulsar profiles named \( S_0(0.5), S_1(0.45), S_2(0.4), S_3(0.35), S_4(0.3), S_5(0.25), S_6(0.2), S_7(0.15), S_8(0.1) \), and \( S_9(0.05) \) are designed. The number in the brackets represents the peak separation with a normalized phase range of \( 0 \sim 1 \). The number of photons employed in the simulation are \( N_1(5000), N_2(10000) \), and \( N_3(20000) \), and the number in the brackets represents the specific number of photons. Additionally, 30 combinations of the data set are obtained from \( S_0 N_1 \) to \( S_9 N_3 \).

The period search range of this experiment is set between 10 ms and 1 s, which corresponds to 1 Hz to 100 Hz in the frequency domain, which can cover most normal pulsars. When the space telescope is aimed at the pulsar, it can receive X-ray photons from both the pulsar and the universe, which is the background. When the photons are processed with the correct period, we can extract the 2D-APM features, which are positive samples. However, when using other periods to extract the features, we can only obtain irregular samples, which are negative samples, just as the lost target situation, which received random photons from the background. Therefore, the negative samples are constructed by generating 2D-APMs around the frequency point different from the rotation frequency, while the positive samples are constructed by generating 2D-APMs near the rotation frequency. There are very few effective frequency points compared with the whole searching range, which often leads to an imbalance in the proportion of positive and negative samples. When the number of negative samples is considerably greater than the number of positive samples, the network can hardly learn the effective information of the positive samples. As the 2D-APM covers a wide range of time-domain information, the 2D-APMs that contain the effective frequency points are classified as positive samples, and the other samples are classified as negative samples. Dense sampling is conducted near the rotation frequency, and sparse uniform sampling is conducted in the other frequency domains to ensure a balance between positive samples and negative samples. Each data set generates 500 positive samples and 500 negative samples. In this way, the total size of the training set is 30 000.

Figure 6 shows the randomly sampled result of the training set. Most of the negative samples show an irregular vertical line arrangement. Some negative samples with more disordered patterns also exist. It can be easily understood that an irregular noise signal will be produced when the period signal is folded according to the inaccurate period. The positive samples show clearer features and less grainy noise from left to right in each row, as the quality of the features obtained by folding improves gradually as the photon numbers of the corresponding data set increase. The number of positive samples is expanded by dense sampling near the rotation period. However, only one positive example of each data set is randomly shown in the figure; the remaining examples are similar to the upward and downward translation of the example, which can be understood to some extent as an image transition of the data enhancement methods. The positive samples from top to bottom in each column show regular changes as the peak separation decreases. At the level of graphic expression, the change law is similar to a shear wave in the centre conducting to both sides. By learning the discrete change law of 10 kinds of pulsar signals, the network is expected...
to possess the generalization ability to identify more types of pulsars. All the positive samples clearly show consistent feature coverage and slant degrees of the bright spots, which reveal the rationality and applicability of the setting criteria of the periodic resolution.

3.2 Test Set

3.2.1 RXTE data extraction

The low earth satellite RXTE was decommissioned in January 2012. During its 16-year service, a large number of valuable X-ray pulsar data were collected and published, which greatly advanced pulsar timing observation research. The data obtained by the RXTE, which are stored in Flexible Image Transport System (FITS) format, can be accessed from the HEASARC by web-based browsing or an anonymous file transfer protocol (FTP).

From the characteristic shown in Section 2.1, we know that the distribution law of the 2D-APM is directly related to the peak separation of the pulse profile. Therefore, we selected PSR B0531+21, PSR B0540-69 and PSR B1509-58 (in a large-to-small double-peak distance sequence) as experimental pulsars. Their related parameters are listed in Table 1. The observation programs of these three pulsars in the RXTE database are P96802, P10206 and P50705.

The proportional counter array (PCA) is one of the main RXTE detectors. The PCA is composed of five proportional counter units (PCUS) and has a total collection area of approximately 6500 cm$^2$ and an effective energy range of 2~60 keV. Its best time resolution is 1 us, and its best energy resolution is 18% at 6 keV. The two PCA data modes are the Science Array-Mode and Science Event-Mode. The Array-Mode data record the photon numbers of each channel at equal time intervals, and the Event-Mode data record the arrival time and energy band of each photon. The Event-Mode data utilized in the paper are applied in the Good Xenon format.

We used Heasoft software for RXTE data preprocessing as follows: (1) Use the XDF tool visual interface to identify and record the file index of the data to be processed. (2) Filter the observation task to generate suitable time intervals with Xtefilter and Maketime. (3) Use the Fselect command to filter clock events. (4) Use the Faxbary command to correct the TOAs, and then use the Seselect command to extract the light curves that contain the photon data of all energy bands. (5) Use the Efsearch tool to confirm the optimal period of each observation task. Save the optimal period and light curve information as a series of txt files for further processing.

3.2.2 Test data set production

The profile shapes of the three pulsars are shown in Figure 7. The peak separations of B0531+21, B0540-69 and B1509-58 decrease to $\sim 0.4$, $0.2\sim0.25$ and $0.15\sim0.2$, respectively. Their pulse widths and amplitude ratios of double peaks are different. In general, they are quite different from the 10 kinds of simulation profiles. If the trained network can successfully identify them, then it can show the generalization ability of the training model and the universality of the proposed method. Among these three X-ray pulsars, B0531+21 is the brightest pulsar, and B0540-69 is the darkest pulsar. To verify the anti-noise performance and robustness of the network, three data sets with different observation durations are prepared for each pulsar, as shown in Table 2. Robustness refers to the ability of the network to adapt to 2D-APM instances...
of different quality. For the test set, 300 positive samples and 300 negative samples were created for each of the nine types of data sets shown in Table 2; the total size of the test set is 5400. The generation method of positive samples and negative samples is the same as that described in Section 3.1.2.

A randomly sampled example of the test set is shown in Figure 8. Similar to Figure 6, most of the negative samples show irregular patterns, and the positive samples show clearer features and less grainy noise from left to right in each row. Compared with the differences in the pulsar profiles between the simulation data and the observation data, the 2D-APMs of the three pulsars show the distributions of characteristics and change rules similar to those of the simulation data, such as the $P_1$ series of positive samples and $S_2$ series of positive samples. Notably, although the observation time and period of the three pulsar signals are different, their positive samples also show the same feature coverage under the guidance of the reasonable periodic resolution obtained by formula (7).

In the actual searching task, 2D-APM samples are obtained by a sliding window, and overlap occurs between adjacent samples. Compared with the traditional epoch folding algorithm, the number of samples is identical. Therefore, the increase in computational complexity here is linear, which mainly depends on the feature extension dimensions along the periodic axis. In this experiment, the feature dimensions along the periodic axis are 299; hence, the computational complexity in the feature extraction process is 299 times that of the traditional epoch folding algorithm.

### Table 1 Parameters for the Three Pulsars

| Number | Name       | Pulsar period | Binary | Source total flux |
|--------|------------|---------------|--------|-------------------|
| 1      | B0531+21   | 0.03308       | No     | 3200              |
| 2      | B0540-69   | 0.05035       | No     | 160               |
| 3      | B1509-58   | 0.15065       | No     | 180               |

### Table 2 Parameters of the Sample Sets

| ID | Sample Set | Pulsar | Data Length |
|----|------------|--------|-------------|
| 1  | $P_{1\_1}$ | B0531+21 | 1000(1 s)  |
| 2  | $P_{1\_2}$ | B0531+21 | 2000(2 s)  |
| 3  | $P_{1\_3}$ | B0531+21 | 4000(4 s)  |
| 4  | $P_{2\_1}$ | B0540-69 | 400000(400 s) |
| 5  | $P_{2\_2}$ | B0540-69 | 600000(600 s) |
| 6  | $P_{2\_3}$ | B0540-69 | 800000(800 s) |
| 7  | $P_{3\_1}$ | B1509-58 | 200000(200 s) |
| 8  | $P_{3\_2}$ | B1509-58 | 300000(300 s) |
| 9  | $P_{3\_3}$ | B1509-58 | 400000(400 s) |

### Fig. 11 Network classification results (a) and SVM (based on HOG) classification results (b) of the nine types of positive sample sets shown in Table 2.

### 4 RESULTS

#### 4.1 Network Training Results

We input the sample sets into the network and show the recorded training process in Figure 9. In the initial 2000 steps of the training process, the classification accuracy on the test set remains steady at approximately 50%, although the training error decreases gradually, which shows that the network has not yet learned the key classification characteristics. In the initial stage, the training error oscillates greatly; it is understandable that large differences exist among the samples of the training set, and the network is still looking for the correct path to reduce the total error of the whole training set. The classification accuracy on the test set rises quickly above 90% in approximately 5000 steps, which shows that the network learning process is on track. The network training error decreases continuously, but its classification accuracy remains unchanged when it increases to 99%, which indicates that overfitting may have occurred. At this time, we terminate the training and save the model. Generally, the learning process is relatively fast; it is directly related to the appropriate learning rate and batch size but cannot be separated from the reduction in network size.

To illustrate the generalization power of the network, the training set with only the $S_0$ waveform is used to train another network; the training process is shown in Figure 10. Figure 9 and Figure 10 are identical in size to the $S_0$ waveform training set. Figure 9 illustrates that the
network has learned the features of 10 kinds of waveforms and their generalized features. Therefore, after the training error curve of Figure 10 converges, the network can learn the feature of the single waveform. However, the classification accuracy of the test set does not improve since the training error decreases continuously, which shows that a training set with only one waveform cannot guide the network to achieve the generalization ability.

Some additional explanations are given as follows: (1) Compared with the reference value 0.4, the training error varies at a relatively low level due to the effect of the regularization term of the loss function, which accelerates the training process and reduces the likelihood of overfitting to some extent. (2) The total error of the test set is inversely proportional to its classification accuracy. To show the training results more clearly, we show the classification accuracy curve instead of the error curve. (3) During training, some oscillations occur that affect the overall learning process. These oscillations are largely due to interference from negative samples without acceptable characteristics. These samples may cause the network to become trapped in a local optimum, which is the key reason why the momentum optimizer is chosen here. (4) The network does not reach its performance limit; hence, its performance can still be improved by further expanding the sample sets with additional types of data sets and increasing the training time.

4.2 Analysis of the Results and Discussion

In the pulsar sample classification task, the true positive rate (TPR) and false positive rate (FPR) are usually employed to evaluate an algorithm’s performance. The TPR indicates the probability or proportion of correct matches in positive samples, and the FPR indicates the probability or proportion of incorrect matches in negative samples. A higher TPR and a lower FPR indicate better
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algorithm performance. In our experiment, among 2700 negative samples, there are two samples divided into positive results, which corresponds to a very low FPR. The network’s classification results for the positive samples of the test set are presented in Figure 11(a), which shows a high TPR in classifying the nine types of datasets. For P1 and P3, their signal quality is acceptable; thus, the network has minimal pressure to distinguish them. Among these three X-ray pulsars, P2 is the darkest. Combined with Figure 8 in Section 3.2.2, it can be seen that the positive samples of P2 contain the most noise compared with those of P1 and P3. Therefore, when using $P_{2,t5}$ and $P_{2,t6}$ positive sample sets with relatively short observation duration times, the network accuracy is slightly lower.

Generally, the feature mining effect of the neural network is better than the classification results of the specific rules or traditional machine learning methods, especially for the case where a large amount of training data can be obtained. To objectively illustrate the advantages of the DCNN, a support vector machine (SVM) algorithm based on a histogram of oriented gradient (HOG) is used to classify the positive and negative samples as a reference algorithm (Dalal & Triggs 2005). The specific configuration includes nine orientation bins, $32 \times 32$ pixel cells, $2 \times 2$ pixel blocks of the HOG and a linear kernel of the SVM. In the experiment, among 2700 negative samples, there are several samples divided into positive results, which also correspond to a very low FPR. Figure 11(b) shows the network’s classification result on the positive samples. Compared with Figure 11(a), it can be seen that the SVM also has minimal pressure to distinguish between P1 data sets and P3 data sets. For P2 data sets, which contain much more noise, the SVM performs very poorly. Generally, the SVM algorithm has better mathematical interpretability and performs well when addressing small data sets with satisfactory quality and long observation times. In practical scenarios with data sets with different qualities, larger sizes and more complex features, the DCNN has better applicability.

To analyse the network performance more specifically, the output scores of the final layer for different datasets are shown in Figure 12. The output distributions of the positive and negative samples are significantly different and do not overlap, which further shows the superior classification ability of the network. The output scores of the negative samples are very small, and there is minimal relation between the negative samples of different datasets. For the same pulsar, the longer the observation time is and the clearer the characteristic distribution of the 2D-APM is, the higher the output score will be. Therefore, the output score of the P2 positive samples increases as the observation duration time increases. As an increasing number of samples are introduced, the results in Figure 11(a) will be closer to the trend shown in Figure 12. The TPR of $P_{2,t5}$ in Figure 11(a) is higher than we expected, which reflects the randomness of the data extraction procedure.

The number of positive samples, which correspond to a few points in the whole spectrum, are far fewer than the negative samples. In the actual scene, the requirement of the FPR is higher than that of the TPR. However, the output scores of these samples are less than 0.7. Therefore,
these false positive samples can be filtered by setting thresholds. The samples that are classified as effective signals can be verified multiple times with the data of the non-repetition period to further reduce the FPR and enhance the practicability of the method. Note that these strategies have minimal impact on the TPR.

Figure 13 shows the frequency spectrum and traditional folding profile of B0540-69. When the observation time is 400 s, the self-rotation frequency points that we need to detect are indicated by the red circle, which is almost submerged in noise. The corresponding folding profile does not have obvious information about the shape and phase. Therefore, pulsar candidate searches are very difficult to perform. Comparing the classification results in Figure 11(a) with the clear features of the $P_{2,4,5}$ positive sample in Figure 8, the effectiveness of the proposed feature extraction method in pulsar searching can be verified.

Unlike radio observations, X-ray observations are not often affected by statistical correlation interference, such as those observed in telecommunication signals. However, we note some obvious statistical correlation interference at $\sim$96 Hz of B0531+21. Four peaks exist in the frequency spectrum of Figure 14(a). The first three peaks are the rotation frequency and harmonic frequencies of B0531+21, while the fourth peak likely originates from the instrument. However, the characteristics expressed by the interference point, including its traditional folding profile (refer to Fig. 14(b)), the autocorrelation profile (refer to Fig. 14(c)) and the 2D-APM (refer to Fig. 14(d)), are very similar to those of the effective signal. Thus, a more targeted method is needed to identify them.

From the point of energy, the three pulsars employed in the experiment are actually bright. However, they are representative of the point of the wave form and periodic laws of normal pulsars. Moreover, for weak pulsar signals, a longer observation period is needed to obtain a sufficient number of photons. An analysis of weaker pulsar signals is our next research direction.

5 CONCLUSIONS

In this paper, we proposed a new classification method for pulsar candidates, including a new feature modelling method and combination application using a deep convolutional neural network. At the feature representation level, the proposed feature model has an unbiased phase, a consistent distribution, rich information and a strong anti-noise ability. At the feature perception level, we selected Inception-ResNet, which has a strong expressive ability, to learn the 2D spatial information of a feature. Moreover, we proposed a uniform setting criterion regarding the periodic resolution and a simulation framework for training the network, which guarantee the feature consistency of the pulsar candidates, training flexibility and generalization power of the network, which enhances the practicability of the overall method. The experimental results, which are based on both simulated signals and RXTE observation data, demonstrate the superiority of the modelling method and trained deep convolutional neural network in mining model information. The network in this paper has not reached its performance limit and could achieve better performance in practical applications if the sample sets are expanded, including additional observation durations and types of simulation profiles. Although the proposed method was specifically developed for X-ray pulsars and is suitable for performing pulsar searches at X-ray energies, its modelling and machine learning methods could easily be transplanted to the radio field.
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