Pressure, temperature, and orientation dependent thermal conductivity of $\alpha$-1,3,5-trinitro-1,3,5-triazinane ($\alpha$-RDX)

Romain Perriot,1,2 Michael S. Powell,2 John D. Lazarz,3 C. A. Bolme,3 Shawn D. McGrane,3 David S. Moore,3 M. J. Cawkwell,1 and Kyle J. Ramos2

1) Theoretical Division, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
2) High Explosives Science and Technology, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
3) Shock and Detonation Physics, Los Alamos National Laboratory, Los Alamos, NM, 87545, USA

(Dated: 23 March 2021)

We use reverse non-equilibrium molecular dynamics (RNEMD) simulations to determine the thermal conductivity in $\alpha$-RDX in the $<100>$, $<010>$, and $<001>$ crystallographic directions. Simulations are carried out with the Smith-Bharadwaj non-reactive empirical interatomic potential [Smith & Bharadwaj, J. Phys. Chem. B 103, 3570 (1999)], which represents the thermo-elastic properties of RDX with good accuracy. As an illustration, we report the temperature and pressure dependence of lattice constants of $\alpha$-RDX, which compare well with experimental and ab initio results, as do linear and volume thermal expansion coefficients, which we also calculate. We find that the thermal conductivity depends linearly on the inverse temperature in the 200–400 K regime due to the decrease in the phonon mean free path. The thermal conductivity also exhibits anisotropy, with a maximum difference at 300 K of 24% between the $<001>$ and $<010>$ directions, an effect that remains when temperature increases. Thermal conductivity in the $<100>$ direction is mostly between the two other directions, although crossovers are predicted with $<001>$ at high temperature, and $<010>$ at low temperature under pressure. We observe that the thermal conductivity varies linearly with pressure up to 4 GPa. The data are fitted to analytical functions for interpolation/extrapolation and use in continuum simulations. MD results are validated against experiments using impulsive stimulated thermal scattering (ISTS) on RDX single crystals at 293 K and ambient pressure, showing good qualitative and quantitative agreement: same ordering between the three principal orientations, and an average error of 10% between the experiments and the model. These results provide confidence that the extracted analytical functions using the RNEMD methodology and the Smith-Bharadwaj potential can be applied to model the thermal conductivity of $\alpha$-RDX.

I. INTRODUCTION

The accidental initiation of an explosive material subject to an insult is a major concern to both manufacturers and users. In order to mitigate this type of risk, substantial effort is devoted to predicting the response of high explosives (HE) to weak shock stimuli, efforts which require accurate models that not only account for the role of the material’s microstructure. Indeed, most explosives are characterized by a non-uniform microstructure, where internal interfaces play critical roles in the reaction process. While the length scale associated with these HE characteristics (ten nm to a few µm) invites the use of mesoscale models, those require accurate parametrizations that are usually obtained from smaller scale simulations (i.e., atomistic).

One of the key inputs to a mesoscale model is the thermal conductivity of the material, because heat localization is a necessary precursor to chemical reactions. Anisotropy, pressure, and temperature, are effects that all must be introduced in order to yield meaningful predictions of the material’s behavior. Experimentally, most studies of the thermal conductivity of explosives used polycrystalline and sometimes porous samples, such that detailed information on orientation dependences are not readily available. However, since bulk thermal transport is an atomistic characteristic, molecular dynamics (MD) simulations are well suited to provide insights into the thermal properties that inform mesoscale models. Classical MD with empirical force fields was for instance used on two HE crystals, to highlight the anisotropy and the impact of defects on the thermal conductivity of 2,4,6-triamino-1,3,5-trinitrobenzene (TATB) and the thermal conductivity in liquid and crystalline 1,3,5,7-tetranitro-1,3,5,7-tetrazocane (HMX).

In this work, we present results from MD calculations that predict the thermal conductivity, $\kappa$, of the heavily used secondary explosive 1,3,5-trinitro-1,3,5-triazinane (RDX). The effects of the crystal orientation, temperature, and pressure were determined by using the reverse non-equilibrium molecular dynamics (RNEMD) technique with an accurate non-reactive empirical interatomic potential that has been shown to reproduce well the thermomechanical response of RDX. We focused on the $\alpha$ polymorph of RDX, which is stable under ambient conditions and up to ~4 GPa, above which the $\gamma$ phase is favored. We find mostly linear responses to pressure and the inverse temperature in the regime considered here, corresponding to moderate insults and operating conditions (200–400 K, 0–4 GPa). We also find that $\alpha$-RDX displays a notable anisotropy between the $<100>$, $<001>$, and $<010>$ directions (24% between $<001>$ and $<010>$ at 300 K and 0 GPa). Analytical expressions for $\kappa(T,P)$ are extracted for each orientation, allowing for the full determination of the crystal thermal conductivity. Addition-
ally, we show results from impulsive stimulated thermal scattering (ISTS) to validate the RNEMD results. This is a critical contribution, since, as mentioned above, most experimental results use polycrystalline samples with varying porosity, which prevents the direct comparison of MD simulations and experiments. The results, which were obtained using oriented single crystals, agree quantitatively with the RNEMD.

The paper is organized as follows: computational details about the empirical potential used in the study, the RNEMD technique, and simulation geometry preparation, and the ISTS methodology and setup are given in section II the lattice constants and linear and volume thermal expansion coefficients obtained from the MD simulations are discussed in section IIIA the effect of the temperature on the thermal conductivity is discussed in section IIIB while the effect of pressure on the thermal conductivity is presented in the next section III C. In section IIID we provide a model and coefficients for \( \kappa(T, P) \) for the three principal directions of the crystal. ISTS results are presented in section III E; Discussion (sec. V) and conclusions (sec. VI) follow.

II. METHODS

A. Smith-Bharadwaj empirical potential

The MD simulations are performed with the Smith-Bharadwaj (SB) empirical potential (SB-FF) for nitramine explosives that was parameterized to high level quantum chemical calculations. It is a non-reactive force field, where the total energy is the sum of five terms:

\[
\begin{align*}
U &= \text{bond stretches: } U_1 = \frac{1}{2} k_s^{ab}(r_{ij} - r_{ij}^0)^2; \\
U &= \text{valence bends: } U_2 = \frac{1}{2} k_v^{ab}(\theta_{ij} - \theta_{ij}^0)^2; \\
U &= \text{torsions: } U_3 = \frac{1}{2} k_t^{abcd}(1 - \cos(n\phi_{ijk})); \\
U &= \text{out-of-plane bends: } U_4 = \frac{1}{2} k_l^{abcd} \delta_{ijkl}; \\
U &= \text{nonbonded: } U_5 = A_{ab} \times \exp(-B_{ab}r_{ij}) - C_{ab} + \frac{q_i q_j}{4\pi\varepsilon_{ij}r_{ij}};
\end{align*}
\]

where \( k_s, k_v, k_t, k_l \), and \( k_n \) are force constants, \( r \), interatomic distances, \( \theta \), \( \phi \), and \( \delta \) are angles (dihedral and out-of-plane for the latter two), and \( A, B, C \) and \( q \) are constants for the Buckingham-type non-bonded interactions; indices \( a, b, c, d \) refer to the atom type of atoms \( i, j, k, l \), respectively. For the value of each parameter, the reader is referred to the original paper by Smith and Bharadwaj. Electrostatic interactions are calculated with the modified set of partial charges \( q_j \) proposed by Bedrov et al.

The force field was successfully applied to reproduce the unit cell parameters, coefficients of thermal expansion, and heat of sublimation of several HMX polymorphs and was also used to predict the thermal conductivity of HMX. The SB-FF was also applied to RDX, and shown to reproduce lattice and elastic constants, and the equation of state of the \( \alpha \) and \( \gamma \) polymorphs. Beyond this, studies focused on the behavior of \( \alpha \)-RDX under indentation the mechanisms of the \( \alpha \rightarrow \gamma \) phase transformation and the response of RDX to shock compression were also performed with the SB-FF. The good performance of the SB-FF for RDX is not too surprising, considering its accuracy for HMX, for which it was designed, and the similarities between the two nitramine molecules.

B. RNEMD simulations

The thermal conductivity \( \kappa \) of a material is defined by Fourier’s law as:

\[
\kappa = \frac{J}{\nabla T},
\]

where \( J \) is the heat flux response to a temperature gradient \( \nabla T \), and vice versa. Following, there are two main paths to calculate \( \kappa \) from MD simulations:

1) Impose \( \nabla T \), measure \( J \)

This is similar to an experimental protocol, and is commonly referred to as the “direct” method; the temperature gradient is imposed by thermostating distant regions of the sample at different temperatures (namely, \( T_{hot} \) and \( T_{cold} \)), and measuring the response heat flux \( J \); the latter can be done by monitoring the thermostats and extracting the amount of energy added/subtracted from the respective regions. While the direct method is intuitive and straightforward to implement in simulations, it suffers from serious practical difficulties, as was discussed in Refs. \( 19,35 \). \( J \) is a quantity with large fluctuations, such that large temperature gradients must be used in order to distinguish trend from noise. These temperature gradients are also usually out of the range of experimental measurements, such that the results might not be directly comparable to experiments. Additionally, a large \( \nabla T \) leads to non-linearities near the thermostated regions, which violates the linear response assumption governing Eq. \( 1 \).

2) Impose \( J \), measure \( \nabla T \)

An alternative to the direct method was proposed by Müller-Plathe, \( 19,20 \) since \( J \) is the problematic quantity, one can, by contrast with the direct method, impose the flux, which is therefore known exactly. Further, the temperature gradient \( \nabla T \) becomes the response quantity. Since \( \nabla T \) is measured over a reasonable number of particles, it results in much better statistical averages. The heat flux is obtained by periodically swapping molecular center-of-mass velocities of “hot” and “cold” molecules between “cold” and “hot” regions, in order to make the “cold” region colder, and the “hot” region hotter. This is known as the reverse non-equilibrium molecular dynamics (RNEMD), or Müller-Plathe, technique, and is the method employed in this paper. The RNEMD method has been validated against both the direct method and the more computationally extensive and explicit Green-Kubo method.\( 19,13,36 \)

In detail, the RNEMD implementation is as follow (see also Fig. \( 1 \).
FIG. 1. RNEMD scheme. Here, the sample consists of $12 \times 3 \times 3$ unit cells oriented in the $<100>$ direction. Each layer consist of $1 \times 3 \times 3$ unit cells and PBC are applied on all directions, such that the cold layer is repeated in the figure. Velocity swaps occur between the “cold” and “hot” regions, producing a heat flux $J$ away from the hot region and a resulting temperature gradient $VT$ that is extracted from the temperature profile. In this particular case ($T=300$ K, $P=0$ GPa), we obtained $T(z) = 390.4 - 2.13 \times |z|$ and $V(z) = 390.6 - 2.14 \times |z|$ with the origin in the middle of the hot “region”.

1. Equilibrate the system at the target average temperature, using for instance a Langevin thermostat (NVT simulations).

2. Define hot and cold regions and intermediate layers, and identify which molecules belong to each region.

3. Remove the thermostat and evolve the whole system in the constant energy ensemble (NVE) for a time $t$.

4. Identify the molecule in the hot region with the smallest kinetic energy, and the molecule in the cold region with the largest kinetic energy.

5. Exchange the atomic velocities of the two molecules.

6. Repeat $N$ times from step 3.

The MD simulations (steps 1 and 3) were performed with the LAMMPS code while the identification and swapping procedures, as well as the processing of inputs/outputs were performed with in-house tools. At each swap of velocities (step 5), the exact amount of heat exchanged is known, and the flux along the direction $\alpha$ is given by:

$$J_{\alpha} = \sum_{\text{transfers}} \frac{m}{2} (v_{h}^{2} - v_{c}^{2}) \frac{1}{2 \times A \times t},$$

where $m$ is the mass of the molecule, $v_{h}$ and $v_{c}$ the center-of-mass velocities of the hot and cold molecules, respectively, $A$ the cross-sectional area of the sample, and $t$ the total time of the simulation. The factor of 2 accounts for the two directions of the heat transfer (left and right, see Fig. 1). Thermal equilibrium is reached after a number of cycles, see Fig. 2. The temperature gradient is then calculated by performing a linear fit of the temperature as a function of the distance from the hot region (Fig. 1). The average temperature in each layer is obtained according to $T = \frac{2E_{\text{kin}}}{Nk_{B}}$, with $E_{\text{kin}}$ the total kinetic energy in the layer, $N$ the number of atoms in the layer, and $k_{B}$ the Boltzmann constant.

From Fig. 2 we notice that the total energy exhibits a nearly constant but very small drift during the course of the simulation. The origin of the drift is unknown. Simple NVE simulations with an identical system showed similar behavior, such that the swapping procedure is not at fault; the effect also remains when a smaller timestep (0.25 vs. 0.4 fs) is used. In the supplemental material to Ref. 38, a study using a SB-type FF parameterized for TATB (2,4,6-tiamino-1,3,5-trinitrobenzene), Mathew et al. mention a discontinuity of the potential energy function when the three-center angles approach 180°. We wonder if a similar effect might be at play for RDX. The effect being very small ($\lesssim 10^{-9}$ eV/molecule/timestep), its impact could also have been overlooked, and in any case the issues was not investigated further and was deemed as irrelevant in the current study.

Armed with the heat flux determined from Eq. 2 and the thermal gradient extracted from the temperature profiles (Fig. 1), the thermal conductivity of the sample is then directly determined from Eq. 1. The last step is to take into account finite size effects that lead to scattering, as was mentioned in Ref. 35. Therein, the authors discuss the specific task of simulating thermal conductivity in a solid under periodic boundary conditions, and show that the size effects lead to a linear dependence of the resistivity (1/$\kappa$) with respect to the inverse of the sample length $L_{\alpha}$:

$$\frac{1}{\kappa} = \frac{1}{\kappa_{\infty}} - \frac{\lambda}{L_{\alpha}},$$

where $\kappa_{\infty}$ is the thermal conductivity extrapolated to an infinite sample (the value we report in this paper), and $\lambda$ a coefficient. For each case (orientation, $T$, $P$), we run simulations with samples of four different lengths, and the thermal conductivity is obtained by fitting these four data points with Eq. 3. Each simulation consists of 250000 timesteps of equilibration (100 ps), followed by 20000 swaps (5 ns), of which the last 10000 are used for production.

C. MD sample preparation

$\alpha$-RDX is an orthorhombic crystal with space group Pbca and 8 molecules (168 atoms) per unit cell. In order to determine the equilibrium sample size for given $P/T$ initial conditions, we first perform simulations with a system of $3 \times 3 \times 3$ unit cells in the NPT (isothermal–isobaric) ensemble.
Pressure and temperature are imposed via Nose-Hoover barostat/thermostat, with damping parameters of 100 and 1000 timesteps, respectively; the orthorhombic symmetry is imposed by fixing the three angles of the supercell at 90 degrees, but the three dimensions are allowed to vary independently. A timestep of 0.5 fs is used for the NPT simulations, and the lattice constants are averaged over the last 1 ns of a 2 ns run. In order to further validate the SB-FF, we also determined the lattice constants of γ-RDX (orthorhombic Pca₂₁, 8 molecules/unit cell) as a function of pressure, using a 3×3×3 supercell.

For the thermal conductivity calculations, we built samples of 8, 12, 16, and 24 unit cells in length and a cross-section set at 3×3 unit cells. In order to investigate the anisotropy of the thermal conductivity, the directions along the three perpendicular lattice vectors of the crystal are considered (⟨100⟩, ⟨010⟩, and ⟨001⟩). These specific crystal orientations were chosen since they produce an orthorhombic configuration that allows for PBC simulations without the use of specific techniques to build infinite samples in arbitrary directions (see Ref. [41]). The resulting samples contain between 12096 and 36288 atoms, with dimensions at 300 K and 0 GPa between 10.7 and 32.3 nm for samples oriented along ⟨100⟩ (3.5×3.2 nm² cross-section), 9.2 and 27.7 nm (4.0×3.2 nm² cross-section) for ⟨010⟩, and 8.4 and 25.3 nm for ⟨001⟩ (4.0×3.5 nm² cross-section). The size of the smallest longitudinal dimension is still near twice the estimated phonon mean-free path in β-HMX [43] which we use as a rough estimate for RDX as well.

Before running the RNEMD simulations, the samples with the appropriate lattice constant were equilibrated at the target temperature for 100 ps with a Langevin thermostat. The NVE runs between velocity swaps had a duration of 250 fs, in accordance with previous studies [15] we also independently checked on shorter runs (5000 swaps of equilibration followed by 5000 swaps for production) that the NVE run duration did not impact the results, along with the cross-section size, see Table I. Apart from the smallest cross-section, thermal conductivities lie within ~10% of each other. The 3×3 cross-section / 250 fs swap frequency combination was thus used in this work. A timestep of 0.4 fs is used for the RNEMD simulations.

D. Experimental

Impulsively stimulated thermal scattering (ISTS) was performed on ⟨100⟩, ⟨010⟩, and ⟨001⟩ oriented RDX crystals. RDX crystals were grown from acetone solution after removal of contaminants and imperfections from the starting material by recrystallization. RDX crystals were then indexed, cut, and polished for optical clarity for use in transmission in ISTS. The resulting slab geometry RDX crystals of approximately 7×7×0.7-1 mm² size were affixed to a rotation stage and oriented perpendicularly to the probe beam. A set of translation stages was used to position each crystal at the optimal probe volume for ISTS.

ISTS is a non-contact optical technique for measuring thermal conductivity and sound speed in-situ [42-50]. A pair of 28 ps pump pulses (500 Hz repetition rate) at 1064 nm and continuous wave 532 probe beams were generated using the ±1 order of a diffractive optical element. A spatial mask removed extraneous orders for both beams. The pump beams and probe were collimated and then focused into the sample. At the sample the pump and probe beams were approximately 100 µm and 50 µm in diameter respectively. Pump beams were crossed at ~4.8° in the RDX sample. A small amount of the pump beam energy was absorbed by the crystal generating a thermally induced grating. The thermal excitation launched counter propagating pressure waves that travel at the sample acoustic velocity. The magnitude of the thermal grating decreases via conduction to ambient conditions. The probe beam was diffracted by the generated grating. The diffracted beam was sent to a DC-600 MHz silicon amplified detector (Thorlabs FP610-FC-VIS) to measure the acoustic velocity and thermal grating decay. A 1 GHz oscilloscope was used to record the probed signal. Since RDX has weak absorption at the pump wavelength, the diffracted signal was small enough that a heterodyne technique was employed, wherein a spatially coincident local oscillator (LO) was mixed with the diffracted signal to simultaneously increase weak diffraction signals and reduce parasitic oscillator contributions [45]. A calcite phase

![FIG. 2. Profiles from the RNEMD simulation for α-RDX at 300 K, 0 GPa, in the ⟨100⟩ orientation (12×3×3 unit cells). Top: temperature profiles for the hot region (red), cold region (blue), and sample (black). Middle: total energy profile. Bottom: kinetic energy extraneous profiles for the hot region (red), cold region (blue), and sample (black).](image-url)
III. RESULTS

A. Lattice constant and thermal expansion coefficient of \( \alpha \)-RDX as a function of pressure and temperature

We first compare the equilibrium lattice constant and unit cell volume of \( \alpha \) and \( \gamma \)-RDX (at 5.2 GPa for the latter), and compare it to experimental and \textit{ab initio} results, see Table I. Included are results from DFT+D calculations (DFT with a correction for dispersion forces to reproduce crystalline equilibrium lattice constant). It can be seen that the SB-FF reproduces the lattice constants and unit cell volume with good accuracy, with an error compared to experiments of 0.6% for the volume of the \( \alpha \)-RDX unit cell, and a maximum error on the lattice constant of 2.3% (1.6% for DFT+D). For \( \gamma \)-RDX, the error is below 5% for the volume of the unit cell (1.2% for DFT+D), and 1.9% at most for the lattice constants. Our results also agree well with previous calculations performed with the SB-FF for \( \gamma \)-RDX.

Figure 4a shows the lattice constants of \( \alpha \) and \( \gamma \)-RDX as a function of pressure, at 300 K. Results obtained with the SB-FF (this work) are compared to experiments and DFT+D calculations. We again notice the good performance of the SB-FF, with errors on the order of the DFT+D errors. In addition, the qualitative changes in \( a \), \( b \), and \( c \) lattice constants between the \( \alpha \) and \( \gamma \) phases are reproduced correctly: \( a \) shows almost no change, \( b \) increases, \( c \) decreases. Figure 4b reports the temperature dependence of the lattice constants and volume in \( \alpha \)-RDX, at zero pressure, and compared to experimental results using X-ray diffraction data. The SB-FF reproduces qualitatively and quantitatively the experimental temperature dependence of the lattice constants and volume, with errors below 3% for the lattice constant and excellent agreement on the volume, albeit through a compensation of errors on the \( a \) and \( c \) lattice constants. The increase between 50 and 500 K is 1.5% for \( a \) (1.1% from experiments), 2.8% for \( b \) (3.8%), and 3.7% for \( c \) (3.4%). For the volume, our work predicts a total increase over the temperature range of 8.2%, while Bolotina & Pinkerton report 8.4%.

Lastly for the lattice constants, Fig. 4c reports the variation of \( a \), \( b \), and \( c \) as a function of pressure between 250 and 500 K, in \( \alpha \)-RDX. We see that the pressure hinders the lattice expansion, with a marked effect on \( c \) especially: the variation between the 250 and 500 K lattice constants goes from 1.0, 1.6, 2.5% at 0 GPa to 0.4, 1.0, and 0.7% at 2GPa, for \( a \), \( b \), and \( c \) respectively. Additionally, we note a cusp for \( b \) and \( c \) above 325 K, starting at 3 GPa. This marks the phase transition to the \( \gamma \) phase, with, accordingly, an increase in \( b \) and a decrease in \( c \), while \( a \) remains about the same. While the experimental phase transition is reported closer to 4 GPa, the procedure employed here does not guarantee that 3 GPa is the “true” transition pressure with the SB-FF. Small systems used in MD simulations lead to artificial constraint through periodic boundary conditions, and the simulation timescale is orders of magnitude smaller than in experiments. What can be said with confidence is that simulations at 3 GPa and above should be closely monitored for a possible phase transition.

From these results, we extracted analytic functions to predict the lattice constants and volume as a function of pressure and temperature, which are reported in Table III. The quadratic expression also leads to a linear relation for the coefficient of linear thermal expansion in the direction \( L \), \( \alpha_L(T) \):

\[
\alpha_L(T) = \frac{1}{L} \frac{dL(T)}{dT}, \tag{4}
\]

and similarly for the coefficient of volume thermal expansion \( \alpha_v(T) \). The thermal expansion coefficients are also reported in Table III, and compare well with recent experimental results from Ref. 54. The thermal expansion coefficients are plotted...
TABLE II. Comparison of the lattice constants and volume of the $\alpha$ and $\gamma$-RDX unit cells obtained in this work with the SB-FF to experimental and computational values from the literature. Error percentages with respect to experimental values are in parentheses.

| Parameter | $\alpha$-RDX at 300 K and 0 GPa | $\gamma$-RDX at 300 K and 5.2 GPa |
|-----------|---------------------------------|----------------------------------|
|           | this work                       | DFT-D [52]                       | DFT-D [53] | Exp [24] | this work | SB-FF [22] | DFT-D [52] | Exp [25] |
| $a$(Å)    | 13.486 (+2.3)                   | 13.237 (+0.4)                    | 13.282 (+0.8) | 13.182 | 12.718 (+1.2) | 12.71 (+1.2) | 12.699 (+1.1) | 12.565 |
| $b$(Å)    | 11.546 (-0.2)                   | 11.391 (-1.6)                    | 11.419 (-1.3) | 11.574 | 11.057 (+1.2) | 11.05 (+1.1) | 10.918 (-0.1) | 10.930 |
| $c$(Å)    | 10.552 (-1.5)                   | 10.770 (+0.6)                    | 10.736 (+0.3) | 10.709 | 9.657 (+1.9)  | 9.64 (+1.7)  | 9.503 (+0.3)  | 9.477  |
| $V$(Å$^3$)| 1642.93 (+0.6)                  | 1623.94 (-0.6)                   | 1628.27 (-0.3) | 1633.86 | 1357.91 (+4.3) | 1354.9 (+4.1) | 1317.66 (+1.2) | 1301.5 |

FIG. 4. a: Lattice constants of $\alpha$ and $\gamma$-RDX as a function of pressure at 300 K, compared to experimental results from Refs. [24] and [25] and zero temperature DFT+D results from Ref. [52]. b: Lattice constants of $\alpha$-RDX as a function of temperature at 0 GPa from NPT-MD simulations, compared to experimental results from Bolotina and Pinkerton [24] and Sun et al. [55]. c: Lattice constants of $\alpha$-RDX as a function of temperature and pressure from NPT-MD simulations. The cusps observed at $P \geq 3$ GPa correspond to transition to the $\gamma$-phase during the MD simulations. d: Coefficient of thermal expansion in $\alpha$-RDX as a function of temperature, at 0 GPa. Results from this work are compared to experimental results from Cadry [66] and Bolotina & Pinkerton [24].

in Fig. 4d, along with experimental results from Refs. [54] and [56].

B. Thermal conductivity in $\alpha$-RDX as a function of temperature

In Fig. 5 we show the dependence of the thermal resistivity ($1/\kappa$) versus the inverse of the sample length ($1/L$), which is predicted to be linear according to Eq. 5. For each point, the thermal conductivity $\kappa(L, T, P)$ was obtained via Eq. 1. Heat exchanges were summed over 1000 swaps, and the sums averaged over 10000 swaps, which gives us the average heat flux $\langle J \rangle$ and the associated error $\delta(J) = \sigma_J$ ($\sigma_J$ is the standard deviation). The temperature gradient $\nabla(T)$ is obtained by fitting the temperature profiles, which produces two values since there are two directions of propagation (see Fig. 1); the standard deviation between the two values is used as error on $\nabla(T)$: $\delta(\nabla T) = \sigma_{\nabla T}$ (the standard error on the fit itself is negligible). Using standard error propagation rules [54] and neglecting the covariance between $\nabla T$ and $J$, the error $\delta(\kappa)$ on the thermal conductivity $\kappa$ is obtained as:
TABLE III. Analytic expressions for the lattice constants and thermal expansion coefficients in \( \alpha \)-RDX as a function of pressure and temperature, compared to available experimental results. Lattice constants are given by \( L(T) = a_0 + a_1 \times 10^{-4} \times T + a_2 \times 10^{-7} \times T^2 \), volume by \( V(T) = a_0 + a_1 \times 10^{-1} \times T + a_2 \times 10^{-4} \times T^2 \), thermal expansion coefficients by \( \kappa(T) = a_0 \times 10^{-5} + a_1 \times 10^{-7} \times T \). Last column denotes the temperature range over which the data was fitted.

| \( P \) (GPa) | \( a_0 \) | \( a_1 \) | \( a_2 \) | \( a_0 \) | \( a_1 \) | \( a_2 \) | \( a_0 \) | \( a_1 \) | \( a_2 \) |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Ref. [54] | 13.1290 | 1.316 | 3.400 | 11.3547 | 7.236 | 4.163 | 10.5640 | 2.200 | 10.69 | 1575.14 | 1.463 | 2.745 | 90–300 K |
| 0 | 13.3853 | 2.126 | 4.137 | 11.3856 | 6.363 | 1.146 | 10.3758 | 3.100 | 9.373 | 1575.75 | 1.563 | 2.280 | 50–500 K |
| 1 | 13.1679 | 1.837 | 1.049 | 11.1796 | 5.147 | 0.302 | 10.1956 | 2.896 | 2.279 | 1501.08 | 1.308 | 0.569 | 250–500 K |
| 2 | 13.0075 | 1.738 | 0.520 | 11.0792 | 3.490 | 1.315 | 10.0586 | 3.030 | -0.246 | 1449.63 | 1.083 | 0.240 | 250–500 K |
| 3 | 12.8803 | 1.046 | 0.200 | 10.9791 | 3.745 | 1.352 | 9.9506 | 3.296 | -1.600 | 1407.16 | 1.061 | -0.035 | 250–325 K |
| 4 | 12.7500 | 1.894 | 0.400 | 10.9255 | 1.774 | 2.000 | 9.8428 | 4.597 | -3.760 | 1371.09 | 1.068 | -0.021 | 250–325 K |
| 5 | 12.6580 | 1.490 | 0.514 | 10.8760 | 0.544 | 2.819 | 9.7805 | 3.317 | -1.291 | 1346.50 | 0.678 | 0.025 | 250–400 K |

| \( \delta(\kappa) \) = \sqrt{\kappa^2 \left( \frac{\delta(J)^2}{\langle J \rangle^2} + \frac{\delta(\nabla T)^2}{\langle \nabla T \rangle^2} \right)} \end{eqnarray} and the error on the thermal resistivity \( 1/\kappa \) is then simply \( \delta(1/\kappa) = \delta(\kappa)/\kappa^2 \). All fits were performed with the R soft-
ware package [58] and each point was weighted by a factor equal to the inverse of the standard deviation of the measure-
ment, when available, to account for the statistical uncertainty during fitting.

The thermal resistivity data in Fig. 5 follows mostly a linear trend, which validates the behavior predicted by Eq. 5 and allows us to extract the extrapolated size-independent thermal conductivity, \( \kappa_{soc} \), which is the quantity most relevant to higher scale models and to compare to experiments. The results are reported in Figs. 6-a–c for the temperature dependence.

The first important information that can be obtained from Figs. 6-a–c is that \( \alpha \)-RDX exhibits anisotropic thermal conductivity, with \( \kappa_001 > \kappa_100 > \kappa_010 \), and a difference of about 20% between \( \kappa_{001} \) and \( \kappa_{100} \) at 300 K. Previous results ob-
tained with the SB-FF and a slightly different \textit{RNEMD} method by Izvekov et al. predict the same ordering for \( \kappa_{001} \), \( \kappa_{100} \), and \( \kappa_{010} \), and a difference of 24.6% between the two extremes at 300 K (more discussion in section IV).

It is also clear from Figs. 6-a–c that the thermal conductivity of \( \alpha \)-RDX follows \( \kappa \sim 1/T \) in the 200–400 K regime (simu-
lations performed above 400 K occasionally led to a phase transition and were thus discarded). This is in agreement with theory that predicts a \( 1/T \) dependence for a solid without de-
fects at “high” temperature, i.e., \( T > > T_\Theta \), where \( T_\Theta \) is the De-
bye temperature of the solid [59]. Using the isotropic continuum approxima-
tion and the sound speed extracted from the SB-
FF and from experiments for \( \alpha \)-RDX, Ref. [56] reports \( T_\Theta = 100 \) and 125 K, respectively, while Rey-Lafon & Bonjour estimate \( T_\Theta \approx 60 \) K from the acoustic phonons at low temperature [60]. Standard theories show that the thermal conductivity varies as \( \kappa \propto T^3 \) at low temperature, however this is solely due to the temperature dependence of the heat capacity [44]. With heat capacity being a constant in classical MD, there is no contribu-
tion to reduce the thermal conductivity at low temperature, and therefore a monotonic behavior can be expected. Additional calculations performed in the 50–200 K range for \( \alpha \)-RDX <100> confirm a monotonic behavior, however the data departs from the linear behavior starting around 100–150 K (see Fig. 6-a), suggesting that extrapolation of the trends extracted in the 200–400 K range to lower temper-
ature should be taken with extreme caution. Interestingly, Izvekov et al. [60] reported a maximum of the thermal conductivity for single crystal RDX when using their NEMD method, at around 275 K, for all three directions. While that maxi-
mum seems to correlate with experimental observations com-
piled by Miller [36], this is most likely fortuitous: Miller reports

\[ V(T) = a_0 + a_1 \times 10^{-4} \times T + a_2 \times 10^{-7} \times T^2 \]

\[ T \]
with the Green-Kubo method, also performed in Ref. [56] did not reproduce this result, and the authors acknowledged the absence of a clear reason why a non-monotonic thermal conductivity was observed in a perfect crystal within the classical approximation.

C. Thermal conductivity in α-RDX as a function of pressure

Figures 6d–f reports the thermal conductivity of α-RDX between 0 and 2 GPa for each orientation, at T=200, 300, and 400 K (additional results from our calculations performed at 250 and 350 K are omitted for clarity). Preliminary calculations at 300 K showed that more than one simulation exhibited signs of a phase transition at 3 and 4 GPa, which prevented us from performing a reliable linear fit according to Eq. [3]. This occurred specifically for samples in the <100> orientation, but also for one case in the <001> orientation, at 3 GPa (in that case the fit was still performed, based on 3 sample sizes). The onset of the phase transition is marked by changes in pressure and potential energy, however, since the volume of the sample is fixed at the beginning of the simulation and constrained throughout, the suspected transformation to γ cannot be completed, and an unphysical structure is obtained. While the experimental α → γ pressure phase transition is closer to 4 GPa, the SB-FF was shown to lead to phase transition at different pressures during uniaxial compression (depending on the axis), while transition under hydrostatic compression was not observed up to 9 GPa[21]. In addition to the accuracy of the force field itself, the size of the system and timescale of the simulation play a role here, since PBC introduce artificial constraints that can affect phase transition behavior. As a result, calculations were limited to the 0–2 GPa range, but the 3 and 4 GPa results at 300 K, are still presented in Figs. 6e to show that the trends still hold.

Our results suggest that κ is a linear function of pressure. Specifically, κ_{010} and κ_{001} follow similar quantitative trends, while κ_{100} is less affected by pressure. As a result, the difference between κ_{010} and κ_{001} remains about the same as a function of pressure; κ_{100} increases the most with respect to
FIG. 6. Thermal conductivity of α-RDX in the <100>, <010>, and <001> orientations, as a function of temperature at 0 GPa (a), 1 GPa (b), and 2 GPa (c), and as a function of pressure at 200 K (d), 300 K (e), and 400 K (f). Lines serve as guide to the eye (the fit to the data is discussed in Section III D). (a), insert: <100> results down to 50 K, showing the breakdown of the linear behavior below 100–150 K. Note the log scale on the x axis. (e), insert: <010> and <001> results up to 4 GPa, showing that the linear behavior holds at higher pressure.

the other two directions, even crossing with \( \kappa_{010} \) at 200 K, \( \sim 1.5 \) GPa (the crossover pressure increases beyond 2 GPa at higher temperature, though the trends are similar). Experimentally, the linear trends should be measurable beyond uncertainties, with an increase of nearly 30% between 0 and 2 GPa for \( \kappa_{001} \) at 200 K, for instance.

While some theoretical models suggest a turnover of \( \kappa(P) \) in molecular crystals at some pressure, this behavior is due to phonon softening, which usually occurs during a phase transition. Since our calculations were limited, by design, to a single phase of RDX, a monotonic relation between the thermal conductivity and pressure is to be expected.

D. Analytical expression for \( \kappa(T, P) \)

Based on the results presented in sections III B and III C, we propose a simple analytical expression that represents the \( T \) and \( P \)-dependence of the thermal conductivity,
TABLE IV. Parameters obtained from fitting the $\kappa(T,P)$ data for each orientation, according to Eq. [6]. Fits performed to the data at $T=200–400$ K, $P=0–2$ GPa. Units are $\kappa_0$: W.m$^{-1}$.K$^{-1}$; $\alpha$: W.m$^{-1}$; $\beta$: $10^{-3}$m$^2$.s$^{-1}$.K$^{-1}$ (=W.m$^{-1}$.K$^{-1}$,GPa$^{-1}$). Standard error on the parameters provided in parentheses.

| orientation | $\kappa_0$ | $\alpha$ | $\beta$ |
|-------------|------------|----------|----------|
| <100>       | 0.228 (0.007) | 29.85 (1.99) | 0.0667 (0.002) |
| <010>       | 0.156 (0.013) | 36.75 (3.31) | 0.0906 (0.004) |
| <001>       | 0.151 (0.013) | 63.26 (3.98) | 0.0841 (0.003) |

$$\kappa(T,P) = \kappa_0 + \frac{\alpha}{T} + \beta P$$  \hspace{1cm} (6)

where $a$, $b$, and $c$ are coefficients extracted, for each orientation, from the data obtained for $T=200–400$ K and $P=0–2$ GPa. The parameters are presented in Table IV and yield excellent agreement with the data: average errors between the predicted values and the data are less than 3% for all orientations. A better agreement ($\leq$1.1% on average for each orientation) can be obtained by using a more complex form, i.e. a second order function $\kappa(T,P) = a + b/T + cP + dP/T + f/T^2 + g P^2$; however, the underlying theory does not support a quadratic dependence on the inverse temperature, which may lead to drastic deviations when extrapolation is used.

A different, empirical, form was recently employed in Ref. 65 to fit the average thermal conductivity in $\beta$-HMX, which incidentally seems to better match previous MD data for liquid HMX outside of the fitting range: $\kappa = \kappa_0(\exp[-\alpha T] + \beta P)$. Using this function did not lead to a significant improvement of the fit in our case and, as a result, the linear form of Eq. [6] is preferred.

Finally, we used the parameters presented in Table IV and Eq. [6] to map the thermal conductivity as a function of pressure and temperature, extrapolated to $T=500$ K and $P=5$ GPa, i.e. enclosing and exceeding the experimental domain of stability of $\alpha$-RDX. For each orientation, we observe that $\kappa(T,P)$ decreases monotonically from the high-$P$/low-$T$ region toward the low-$P$/high-$T$ region.

E. Experimental Results

An RDX <010> ISTS measurement is shown in Fig. 8 left. Two time domain signals are present in the recorded measurement: the 10’s nanosecond fast damped oscillatory portion and the 20 microsecond slow decay. The damped oscillatory portion can be used to calculate the sound speed based on the frequency of the damped oscillations and the wavelength of the probe beam. Rather than use a power spectrum fit [17,19,20] to find the frequency of the oscillatory portion, a nonlinear fit based on an analysis of variance was used,

$$I = A \cos(f_{osc}t - B)e^{-Ct} + D$$  \hspace{1cm} (7)

where $I$ is the measured signal, $A - D$ are fitting constants, and $f_{osc}$ is the frequency of the damped oscillations, and is directly related to the sound speed. The thermal conductivity can be calculated by the exponential decay of the signal after the acoustic portion. A moving average of 100 points was applied to both the fast and slow signals to decrease fitting times and further constrain the nonlinear fit to the measured signal.

Presented in Fig. 8 right, are averaged experimental in phase and out of phase thermal conductivity results for RDX <100>, <010>, and <001> oriented crystals. The re-
ported thermal conductivities in Fig. 8 right, are for the indexed crystal orientation. The probed thermal conductivity was orthogonal to the reported orientation i.e. \<100> reported will result in probing of the \<010> and \<001> orientations. Probed orientations were inferred by comparing sound speed measurements performed in these experiments to velocity measurements from ISTS\cite{66} and Brillouin scattering\cite{67} RDX has known anisotropy in sound speed\cite{66} and was expected to have anisotropy in thermal conductivity as well. The thermal conductivity oscillated between 0.28-0.31 W.m\(^{-1}\).K\(^{-1}\) for the \<100> RDX probed direction, 0.29-0.31 W.m\(^{-1}\).K\(^{-1}\) for \<010> RDX probed direction, and 0.275-0.30 W.m\(^{-1}\).K\(^{-1}\) for the \<001> RDX probed direction. The corresponding RDX orientations to probe direction are labelled in Fig. 8 right. The average thermal conductivities are approximately 0.308, 0.298, and 0.283 W.m\(^{-1}\).K\(^{-1}\) along the \<001>, \<100>, and \<010> orientations, respectively.

The aperiodic noise present in the thermal conductivity measurements is mostly attributed to signal to detector alignment. Minor defects on the surface of crystals resulted in small pointing changes for the diffracted signal and LO into the photodiode. RDX crystal habits when formed from acetone lead to difficulty in cutting certain crystal facets, like the \<001> RDX orientation\cite{68}. The small pointing variations in the LO and signal resulted in smaller measured signals decreasing the signal to noise ratio. Additionally, the pointing variance increased deviation from the overall sinusoidal trends for the thermal conductivity as seen in Fig. 8 left for the RDX \<100> probe direction. LO pointing was optimized on a shot to shot basis to increase the signal to noise ratio.

IV. DISCUSSION

The results above provide \(\kappa(T,P)\) along the three primitive lattice vectors of \(\alpha\)-RDX, in a relevant regime of temperatures and pressures. There are other crystalline orientations that would be relevant in the crystal; for instance, (210) and (111) surfaces are observed in experimental samples\cite{24} and thermal conductivity through the direction perpendicular to those would be useful. However, \(\alpha\)-RDX has an orthorhombic unit cell (space group \(Pbca\)), where a two-rank tensor such as the thermal conductivity has only three non-zero components, all independent\cite{22}. As a result, the results presented in this work allow for the full determination of the thermal conductivity, in any arbitrary direction.

We compare the thermal conductivity obtained from this work with results from the literature in Fig. 9 and Table 5. We use the parameters and associated errors provided in Table 4 (to obtain limiting values for the thermal conductivity, which is bounded at \(P=0\) by \((\kappa_0 - \delta(\kappa_0)) + \frac{\alpha - \delta(\alpha)}{T}\) and \((\kappa_0 + \delta(\kappa_0)) + \frac{\alpha - \delta(\alpha)}{T}\), see Fig. 9). Firstly, we note the good agreement between our \(RNEMD\) results and the ISTS points obtained in this work (results from ISTS can resolve the anisotropy in thermal conductivity as the probe is diffracted only in the thermal grating direction): the trend for orientation dependence is the same for the two methods, and the values agree between 1 and 20%, depending on the orientation, as it appears that the \(RNEMD\) overestimates \(\kappa_{100}\) and \(\kappa_{001}\).

Taking into account the limiting cases shown in Fig. 9, we find that \(\kappa_{100}\) from ISTS is within the predicted range, while the values for \(\kappa_{100}\) and \(\kappa_{001}\) are now within 6 and 11% of the lower predictions, respectively. Considering possible ex-
FIG. 9. Comparison of the results from this work (RNEMD and ISTS) with RNEMD results from Izvekov et al. and Sakano et al. and experimental results from McGuire & Tarver, Fedoroff & Clift, Rogers, Loftus & Gross, Dobratz & Crawford, Zinn & Malder, Miller, Faubion, Shoemaker et al., Hanson-Parr & Parr, and Lawless et al. For the latter, the thermal conductivity is actually extracted from finite element simulations to reproduce experimental temperature profiles. The shaded region is bounded by extreme cases for RNEMD, determined from parameters and errors in Table IV.

TABLE V. Thermal conductivity of α-RDX at near-ambient temperature and pressure conditions.

| Source                        | κ (W.m⁻¹.K⁻¹) | T(K) | ρ (g.cm⁻³) |
|-------------------------------|---------------|------|------------|
| This work RNEMD               |               |      |            |
| <100>                         | 0.316–0.344   | 293  | 1.80       |
| <010>                         | 0.257–0.306   | 293  | 1.80       |
| <001>                         | 0.341–0.394   | 293  | 1.80       |
| This work ISTS                |               |      |            |
| <100>                         | 0.294–0.301   | 293  | 1.8        |
| <010>                         | 0.280–0.287   | 293  | 1.8        |
| <001>                         | 0.308–0.309   | 293  | 1.8        |
| Izvekov et al. (RNEMD)        |               |      |            |
| <100>                         | 0.342         | 300  | 1.805      |
| <010>                         | 0.317         | 300  | 1.805      |
| <001>                         | 0.406         | 300  | 1.805      |
| Sakano et al. (RNEMD)         |               |      |            |
| <100>                         | 0.594         | 300  | 1.805      |
| McGuire & Tarver              | -             | 0.260| 300        |
| Fedoroff & Clift              | -             | 0.292| 300        |
| Rogers                        | -             | 0.106| 300        |
| Loftus & Gross                | -             | 0.205| 300        |
| Dobratz & Crawford            | -             | 0.106| 300        |
| Zinn & Malder                 | -             | 0.293| 300        |
| Miller                        | -             | 0.193| 300        |
| Faubion                       | -             | 0.073| 300        |
| Hanson-Parr & Parr            | -             | 0.213–0.304| 300 | 1.60–1.64 |
| Lawless et al.                | -             | 0.09–0.22   | 300 | 1.105–1.704|

* Authors applied an empirical correction to κ in order to account for sample porosity.

** κ is obtained via finite element analysis simulations to match experimental temperature profiles.

As mentioned earlier, our RNEMD results also compare well with the work of Izvekov et al. using a similar method with κ001 > κ100 > κ010 in the 225–300 K temperature range at zero pressure, and the average thermal conductivities $\bar{\kappa} = (\kappa_{100} + \kappa_{010} + \kappa_{001})/3$ at 300 K within 3% of each other. Our results do not reproduce the maximum in the thermal conduc-
tivity observed by Izvekov et al. at 275 K, however that is most likely a fortuitous result, as discussed in Sec. III B and acknowledged in Ref. [36]. An additional result obtained via RNEMD by Sakano et al. for (001) oriented RDX is also shown, higher than the ISTS results by over 90%, and both our (~60%) and Izvekov’s (~45%) RNEMD results. Sakano et al. used a similar setup as ours, but different sample sizes and parameters, notably a swapping frequency of 3 ps vs. 250 fs in our case. While Sakano et al. state that smaller swap frequencies induce “nonconstant heat flux and too large thermal gradient”, we have not observed such issues. Similarly, while Sakano et al. fitted the \( \kappa \) vs. \( 1/L \) relation for \( L \) between 32 and 59 nm due to a breakdown of the linearity for smaller samples, ours and Izvekov’s results show the appropriate linear behavior for samples between 8 and 25 nm (as seen in Fig. 5), and 6 to 55 nm, respectively. These results, in addition to previous considerations on sufficient sample size in a similar molecular crystal[13] and the good agreement with ISTS results, give us confidence that the present results are representative of \( \alpha \)-RDX.

Finally, Fig. 6 shows the experimental results of Miller and Shoemaker et al. which were fitted to a non-monotonic relation by Miller, although at this scale the error bars make it difficult to assess the true form of the curve. Additional experimental results are shown, most of it for polycrystalline or powdered samples with density lower than that of single crystal \( \alpha \)-RDX under similar conditions, with results averaged over many crystal orientations which lowered the thermal conductivity values. As such, direct comparison with our predictions for single crystals is difficult. However, our results agree well with the experimental results presented by Hanson-Parr & Parr[13] (see Fig. 2), who also used powders but explicitly corrected for porosity. Thermal conductivity from different sources at or near ambient conditions are also summarized in Table V. Additional ISTS experiments are currently underway on oriented single crystals to probe more temperatures and test the RNEMD trends.

V. CONCLUSION

We have used RNEMD simulations with the Smith-Bharadwaj non-reactive force field to determine the thermal conductivity, \( \kappa \), of \( \alpha \)-RDX in the \( <100>, <010>, \) and \( <001> \) directions, as a function of temperature and pressure for \( T=200-400 \) K and \( P=0-2 \) GPa. The SB-FF is shown to reproduce the lattice constants and thermal expansion coefficients of \( \alpha \)-RDX in good agreement with experiments. We find that \( \kappa \) varies linearly with the inverse temperature, in agreement with theory. In addition, we also observe a linear dependence of \( \kappa \) with pressure. As a result, we suggest a simple linear form for \( \kappa(T, P) \) for each orientation, and extract the corresponding coefficients which are then used to extrapolate \( \kappa(T, P) \) up to 500 K and 5 GPa.

Critically, ISTS measurements on RDX single crystals were performed to provide the first direct validation between MD and experimental results for orientation-dependent thermal conductivity in HE crystals. ISTS results validate the RNEMD anisotropy trend, and the numbers agree between 1 and 20% depending on the orientation, for an average agreement around 10%. These results can be used to parameterized mesoscale models that require anisotropic, temperature and pressure dependent, thermal properties for \( \alpha \)-RDX.
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