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Abstract

In this article we use the Bellman function technique to characterize the measures for which the weighted Hardy’s inequality holds on dyadic trees. We enunciate the (dual) Hardy’s inequality over the dyadic tree and we use the associated “Burkholder-type” function to find the main inequality required in the proof of the result. We enunciate a “Bellman-type” function satisfying the required properties and we use the Bellman function technique to prove the main result of this article. We prove the optimality of the associated constant with an explicit example of an extremal family of maps. We also give an explicit interpretation of the corresponding Bellman function in terms of the theory of stochastic optimal control.
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Introduction

The weighted Hardy’s inequality on trees was initially studied for its applications to the theory of holomorphic function spaces, but it is an interesting topic on its own. The weighted dyadic Hardy’s inequality was studied (see [2] and [3]) to characterize Carleson measures for analytic Besov space.

In this article we study the problem and solve it for the general case \(1 < p < +\infty\) and we prove that the inequality holds with constant \(C(p) = \left(p/(p-1)\right)^p = (p')^p\). See theorem 0.1.

But for the best constant, our characterization of the (dual) dyadic Hardy’s inequality is not new, see [2]. The proof we give is new and it is inspired by the linear case given in [1]. The weighted dyadic Hardy’s inequality can be characterized by other equivalent, but different conditions. For instance a capacitary characterization can be given, using the Maz’ya theory, see [8].

In the past twenty years several results of this kind have been proved using the Bellman function method. The ideas behind the Bellman function technique were inspired by [5], see also [4]. The expository article [10] investigates the connection between the Bellman function technique in dyadic analysis and Bellman functions from the theory of stochastic control. The seminal article [9] presents a thorough exposition about the Bellman function technique and its applications. The article [1] solves the problem for the case \(p = 2\), and the Bellman function in our article is equal to the Bellman function used in [1] when we set \(p = 2\). The Bellman function we use in this article is very similar, but not completely, to the one used for the proof of the dyadic Carleson embedding theorem, see [7], and for the Carleson embedding theorem the same constant \((p')^p\) is sharp.

We are now going to present the results in this work.

Given the interval \(I_0 = [0, 1]\) we denote by \(\mathcal{D}(I_0)\) the standard dyadic tree structure of real intervals \(I \subseteq I_0\). We consider the maps

\[
I \mapsto \alpha_I \in \mathbb{R}^+, \\
I \mapsto \lambda_I \in \mathbb{R}^+, \\
I \mapsto \phi(I) \in \mathbb{R}^+, 
\]

where we can read \(\{\alpha_I\}\) as a choice of weights, \(\{\lambda_I\}\) as a measure and \(\{\phi(I)\}\) as a function over the dyadic tree.

The main result of this work is the following one:

**Theorem 0.1.** Let \(I_0\) be a real interval. Let \(\{\alpha_I\}\) and \(\{\lambda_I\}\) be a choice of weights and measure. If

\[
\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^p \leq \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K < +\infty \quad \forall I \in \mathcal{D}(I_0) 
\] (1)

is satisfied, then the dual weighted dyadic Hardy’s inequality holds for \(\{\alpha_I\}\) and \(\{\lambda_I\}\), i.e.

\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi(J) \lambda_J^p \right)^p \leq C(p) \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)^p 
\] (2)
for all $\phi \in l^p(\mathcal{D}(I_0))$. Here $C(p)$ is the constant

$$C(p) = \left( \frac{p}{p - 1} \right)^p = (p')^p.$$

The constant $C(p)$ in the inequality (2) is sharp. Moreover, if the inequality (2) holds with constant $C(p) = 1$ then the inequality (1) holds for any $I \in \mathcal{D}(I_0)$ by choosing $\phi(I) = \lambda_I^{\frac{1}{p}}$ and by rescaling $I_0$ over $I$.

By setting $\eta(I) = \phi(I)\lambda_I^{-\frac{2}{p}}$ and $\omega_I^{1-p} = \frac{\eta_I}{\eta_I'}$ we rewrite the inequality (2) in the form

$$\sum_{I \subseteq I_0} \omega_I^{1-p} \left( \sum_{J \subseteq I} \eta(J)\lambda_J \right)^p \leq C(p) \sum_{I \subseteq I_0} \eta(I)^p \lambda_I,$$

which, by duality, is equivalent to the weighted dyadic Hardy’s inequality

$$\sum_{I \subseteq I_0} \lambda_I \left( \sum_{J \supseteq I} \psi(J) \right)^{p'} \leq C(p) \sum_{I \subseteq I_0} \psi(I)^{p'} \omega(I) \quad \text{for all } \psi \in l^{p'}(\mathcal{D}(I_0)).$$

The function we use to prove our main result is

$$B(F, f, A, v) = \left( \frac{p}{p - 1} \right)^p F - \frac{p^p}{p - 1} \frac{f^p}{(A + (p - 1)v)^{p-1}}$$

defined over the domain

$$\mathcal{D} = \{(F, f, A, v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0, v \geq A, f^p \leq Fv^{p-1}\}.$$

The properties of $B$ are stated in subsection 2.2.

The function $B$ can be interpreted as the solution of a Hamilton-Jacobi-Bellman equation associated to a stochastic problem of optimal control, which we will state in the article.

Our article is structured as follows. In section 1 we show how to connect the dyadic setting to the analytical setting for Theorem 0.1. We enunciate the theorem in subsection 1.1, we define the “Burkholder-type” function $B$ associated to Theorem 0.1 in subsection 1.2, and we enunciate and prove the associated main inequality for $B$ in subsection 1.3.

In section 2 prove Theorem 0.1 with the Bellman function method. We show that Theorem 0.1 follows from the existence of a function of the “Bellman-type” in the subsection 2.1, we show that the function $B$ satisfies the required properties in the subsection 2.2, and we prove that the constant $C(p)$ is sharp for Theorem 0.1 in the subsection 2.3.

In section 3 we state a stochastic optimal control problem whose solution is given by the Bellman function used throughout the paper. This gives a direct probabilistic interpretation to our function. We show a natural way to transition from a dyadic inequality to a Hamilton-Jacobi-Bellman
inequality in the subsection 3.1, we define a stochastic optimal control problem whose solution is a Bellman function that satisfies the required Hamilton-Jacobi-Bellman inequality in the subsection 3.2, and we prove that the Bellman function associated to the stochastic optimal control problem we defined is equal to the function $B$ in subsection 3.3.
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1 Hardy’s inequality

In this section we state the main result of this paper and we show a way to localize the problem in $\mathbb{R}^n$ using a “Burkholder-type” function. We also find the main inequality associated to the problem, which will be used to prove the main result.

1.1 Inequality over the dyadic tree

Let $D(I_0)$ be the dyadic tree over $I_0 = [0, 1]$. Let $I \in D(I_0)$, let

$$\varphi : D(I_0) \to \mathbb{R}.$$ 

We denote the sum of the values $\varphi(J)$ for $J \in D(I)$ by

$$\sum_{J \in D(I)} \varphi(J) =: \sum_{J \subseteq I} \varphi(J).$$

Let $\Lambda$ be a positively valued measure over the dyadic tree defined as follows: for each node $I \in D(I_0)$

$$D(I_0) \ni I \mapsto \lambda_I \in \mathbb{R}^+.$$ 

We define the following objects as follows:

$$\Lambda(I) = \sum_{K \subseteq I} \lambda_K,$$

$$\langle \Lambda \rangle_I = \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K = \frac{1}{|I|} \Lambda(I),$$

$$\int_I \phi \, d\Lambda = \sum_{K \subseteq I} \phi(K) \lambda_K,$$

$$\langle \phi \Lambda \rangle_I = \frac{1}{|I|} \sum_{K \subseteq I} \phi(K) \lambda_K = \frac{1}{|I|} \int_I \phi \, d\Lambda.$$ 

Our goal is to prove Theorem (1.3) in the article \[ in the general case $p \neq 2$.

**Theorem 1.1** (Dual weighted Hardy’s inequality for dyadic trees). Let $D(I_0)$ be the dyadic tree originating at $I_0$, let $\{\alpha_I\}_{I \subseteq I_0}$ be a sequence of positive numbers. Let $\Lambda : D(I_0) \to \mathbb{R}^+$ be a positive measure over the dyadic tree. Let $p$ be a real number such that $1 < p < +\infty$. If the inequality

$$\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \lambda_K^p \leq \langle \Lambda \rangle_I < +\infty \quad \forall I \in D(I_0)$$

(3)
is satisfied, then
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I (\phi \Lambda_{I^p})^p_I \leq C(p)(\phi^p)_{I_0},
\]
for all \( \phi : \mathcal{D}(I_0) \to \mathbb{R}^+ \) such that \( \phi \in l^p(\mathcal{D}(I_0)) \).

Here \( \frac{1}{p} + \frac{1}{p'} = 1 \), \( C(p) = (p/(p-1))^p = (p')^p \) is a constant depending only on \( p \), and
\[
(\phi \Lambda_{I^p})_I = \frac{1}{|I|} \sum_{K \subseteq I} \phi(K) \Lambda_K^{I^p}, \quad (\Lambda^p)_{I_0} = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \Lambda_I^p.
\]

We will prove this theorem using the Bellman function’s method.

### 1.2 From dyadic inequality to real function

In this subsection we define a new function using a technique developed by Burkholder, following the standard approach in the Bellman function’s method.

Let \( p \in \mathbb{R}, 1 < p < +\infty \). We consider the domain
\[
\mathcal{D} := \left\{ (F, f, A, v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0, v \geq A, f^p \leq F v^{p-1} \right\}.
\]

Let us consider maps
\[
\alpha : I \mapsto \alpha_I \in \mathbb{R}^+, \quad \Lambda : I \mapsto \Lambda_I \in \mathbb{R}^+, \quad \phi : I \mapsto \phi(I) \in \mathbb{R}^+,
\]
such that \( \phi \in l^p(\mathcal{D}(I_0)) \), and such that the hypothesis
\[
\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K (\Lambda)^p_K \leq (\Lambda)_I < +\infty \quad \forall I \in \mathcal{D}(I_0)
\]
holds. Let \( I \in \mathcal{D}(I_0) \). Let us define the map
\[
\Psi_I : (\alpha, \Lambda, \phi) \mapsto (F_I, f_I, A_I, v_I) \in \mathbb{R}^4,
\]
where
\[
F_I = \frac{1}{|I|} \sum_{J \subseteq I} \phi(J)^p, \\
f_I = \frac{1}{|I|} \sum_{J \subseteq I} \phi(J) \Lambda_J^{I^p}, \\
A_I = \frac{1}{|I|} \sum_{J \subseteq I} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \Lambda_K \right)^p, \\
v_I = \frac{1}{|I|} \sum_{J \subseteq I} \Lambda_J.
\]
Definition 1.2 (Burkholder-type function). Let \((F, f, A, v) \in \mathbb{R}^4\). Let us consider the function

\[
B(F, f, A, v) := \frac{1}{|I|} \sup_{\Psi_I(\alpha, \Lambda, \phi) = (F, f, A, v)} \left\{ \sum_{J \subseteq I} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K) \lambda_K^\frac{1}{p} \right)^p \right\},
\]

(9)

where the quantity

\[
\sum_{J \subseteq I} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K) \lambda_K^\frac{1}{p} \right)^p
\]

is the quantity that appears in the left hand side of the thesis (4) of Theorem 1.1. We say that \(B\) is the Burkholder-type function associated to Theorem 1.1.

We observe that the function \(B\) does not depend on the choice of the interval \(I\), which is proved by rescaling the weights \(\alpha\), the function \(\phi\) and the measure \(\Lambda\).

To show that the function \(B\) is well defined we prove the following proposition.

Proposition 1.3. For all \(I \in \mathcal{D}(I_0)\) the map \(\Psi_I\) is a surjective map which maps the set of \((\alpha, \Lambda, \phi)\) such that \(\phi \in l^p(\mathcal{D}(I_0))\) and satisfying (3) onto the domain \(\mathcal{D}\).

Proof. Let \(I \in \mathcal{D}(I_0)\). We show that \(\Psi_I\) maps the set of

\[
\begin{align*}
\alpha : I & \rightarrow \alpha_I \in \mathbb{R}^+, \\
\Lambda : I & \rightarrow \lambda_I \in \mathbb{R}^+, \\
\phi : I & \rightarrow \phi(I) \in \mathbb{R}^+, \quad \phi \in l^p(\mathcal{D}(I_0))
\end{align*}
\]

satisfying (3) into the domain \(\mathcal{D}\). By definition of \(\Psi_I\) it follows that

\[
\Psi_I(\alpha, \Lambda, \phi) = (F_I, f_I, A_I, v_I) \in \{(F, f, A, v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0\}.
\]

(10)

Moreover, by definition of \(A_I\) and \(v_I\) and by (3) we have

\[
A_I = \frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^p \leq \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K = v_I < +\infty,
\]

(11)

and by Hölder’s inequality we have

\[
f_I = \frac{1}{|I|} \sum_{K \subseteq I} \phi(K) \lambda_K^\frac{1}{p} \leq
\]

\[
\frac{1}{|I|^\frac{1}{p}} \left( \sum_{K \subseteq I} \phi(K)^p \right)^\frac{1}{p} \frac{1}{|I|^\frac{1}{p'}} \left( \sum_{K \subseteq I} \lambda_K \right)^\frac{1}{p'} =
\]

\[
(\phi^p)^\frac{1}{p} (\Lambda)^\frac{1}{p'} = F_I^p v_I^p,
\]

which reformulates to

\[
f_I^p \leq F_I \cdot v_I^{p-1}.
\]

(12)

So, from (10), (11) and (12) it follows that \(\Psi_I(\alpha, \Lambda, \phi) \in \mathcal{D}\) for all \(I \in \mathcal{D}(I_0)\) and for all \((\alpha, \Lambda, \phi)\), satisfying the required hypotheses.
The remaining part of the proof shows that $\Psi_I$ is a surjective map. The surjectivity of $\Psi_I$ is an interesting fact on its own, but it is not required for the proof of Theorem 1.1, and it can be skipped.

Let $I \in \mathcal{D}(I_0)$. Let $(F, f, A, v) \in \mathcal{D}$ be arbitrary. Up to rescaling $I$ on $I_0$ it is sufficient to show that there exist

\[
I \mapsto \alpha_I \in \mathbb{R}^+, \\
I \mapsto \lambda_I \in \mathbb{R}^+, \\
I \mapsto \phi(I) \in \mathbb{R}^+,
\]

such that the hypothesis

\[
\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^p \leq \frac{1}{|I|} \sum_{K \subseteq I} \lambda_I < +\infty \quad \forall I \in \mathcal{D}(I_0)
\]  

holds, and such that

\[
F = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)^p, \\
f = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I) \lambda_I^p, \\
A = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K \right)^p, \\
v = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \lambda_I.
\]  

(14)

Let us define the parameters

\[
P_1 := \frac{f}{F v^p}, \quad P_2 := \frac{A}{v}.
\]  

(15)

By the definition of $\mathcal{D}$ we have $v \geq A$, $f^p \leq F v^p - 1$, so we get

\[
0 < P_1 \leq 1, \quad 0 < P_2 \leq 1.
\]  

(16)

Let $\phi_0 > 0$, $\lambda_0 > 0$, $x_1 \in (0, \frac{1}{2})$, $x_2 \in (0, \frac{1}{2})$ to be chosen later. We define

\[
\lambda_I := \lambda_0 \cdot |I|^{\log_2 (x_1)}, \\
\phi(I) := \phi_0 \cdot |I|^{\log_2 (x_2)}.
\]  

(17)
The fact that \( x_1 \in (0, \frac{1}{2}) \), \( x_2 \in (0, \frac{1}{2p}) \) yields the following computations:

\[
\frac{1}{|I_0|} \sum_{I \leq I_0} \phi(I)^p = \frac{1}{|I_0|} \sum_{I \leq I_0} \phi_0^p \cdot |I|^{p \log \frac{1}{2}(x_2)} = \\
\phi_0^p \frac{1}{|I_0|} \sum_{k=0}^{+\infty} \left( |I_0| \frac{1}{2^k} \right) \cdot 2^k = \\
\phi_0^p \cdot \frac{|I_0|^p \log \frac{1}{2}(x_2) - 1}{1 - \frac{1}{2^p}} \sum_{k=0}^{+\infty} \left( \frac{1}{2^k} \right) \cdot 2^k = \\
\phi_0^p \cdot \frac{|I_0|^p \log \frac{1}{2}(2x_2^p)}{1 - \frac{1}{2x_2^p}}.
\]

(18)

\[
\frac{1}{|I_0|} \sum_{I \leq I_0} \lambda_I = \frac{1}{|I_0|} \sum_{I \leq I_0} \lambda_0 \cdot |I|^{\log \frac{1}{2}(x_1)} = \\
\lambda_0 \frac{1}{|I_0|} \sum_{k=0}^{+\infty} \left( |I_0| \frac{1}{2^k} \right) \cdot 2^k = \\
\lambda_0 \cdot \frac{|I_0|^{1 - \log \frac{1}{2}(x_1)}}{1 + \log \frac{1}{2}(x_1)} \sum_{k=0}^{+\infty} \left( \frac{1}{2^k} \right) \cdot 2^k = \\
\lambda_0 \cdot \frac{|I_0|^{1 - \log \frac{1}{2}(2x_1)}}{1 - \frac{1}{2x_1}}.
\]

(19)

\[
\frac{1}{|I_0|} \sum_{I \leq I_0} \phi(I) \lambda_I^p = \frac{1}{|I_0|} \sum_{I \leq I_0} \phi_0 \lambda_0 \cdot |I|^{p \log \frac{1}{2}(x_1) + \log \frac{1}{2}(x_2)} = \\
\phi_0 \lambda_0 \frac{1}{|I_0|} \sum_{k=0}^{+\infty} \left( |I_0| \frac{1}{2^k} \right) \cdot 2^k = \\
\phi_0 \lambda_0 \cdot \frac{|I_0|^{p \log \frac{1}{2}(x_1) + \log \frac{1}{2}(x_2)} - 1}{1 + \log \frac{1}{2}(x_1) + \log \frac{1}{2}(x_2)} \sum_{k=0}^{+\infty} \left( \frac{1}{2^k} \right) \cdot 2^k = \\
\phi_0 \lambda_0 \cdot \frac{|I_0|^{p \log \frac{1}{2}(2x_1^p) + \log \frac{1}{2}(x_2)}}{1 - \frac{1}{2x_1^p} \cdot \frac{1}{x_2}}.
\]

(20)

So we get

\[
0 < |I_0|^{p \log \frac{1}{2}(2x_2^p)} \frac{1}{1 - 2x_2^p} < +\infty, \quad 0 < |I_0|^{p \log \frac{1}{2}(2x_1)} \frac{1}{1 - 2x_1} < +\infty.
\]

(21)
Now we choose
\[
\phi_0 := \left( \frac{F}{|I_0| \log_2 \left( 1 + \frac{1}{2x_2^p} \right)} \right)^{\frac{1}{p}},
\] (22)

\[
\lambda_0 := \frac{v}{|I_0| \log_2 \left( 1 + \frac{1}{2x_1^p} \right)}.
\] (23)

From (18) and (22) we get
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)p = F,
\] (24)

from (19) and (23) we get
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \lambda_I = v.
\] (25)

Now we choose \(x_1 \in (0, \frac{1}{2})\), \(x_2 \in (0, \frac{1}{2p})\) such that
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)\lambda_I^{\frac{1}{p}} = f.
\]

The last equation is equivalent to
\[
\frac{\frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)\lambda_I^{\frac{1}{p}}}{f^{\frac{1}{p}}} = \frac{f}{F_1^{\frac{1}{p}}} = P_1,
\]

so, since we have (24) and (25), we are going find \(x_1 \in (0, \frac{1}{2})\), \(x_2 \in (0, \frac{1}{2p})\) such that
\[
\left( \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)p \right)^{\frac{1}{p}} \left( \frac{1}{|I_0|} \sum_{I \subseteq I_0} \lambda_I \right)^{\frac{1}{p}} = P_1,
\] (26)

for any arbitrary value \(0 < P_1 \leq 1\).
We compute (26) using (18), (19) and (20) to get

\[
P_1 = \frac{\phi_0 \lambda_0 ^{1/2} |I_0| \log \left( \frac{1}{1 - x_2 \frac{p}{x_2}} \right) \frac{1}{1 - 2x_1 \frac{p}{x_2}}}{\left( \phi_0 \frac{p}{x_2} |I_0| \log \left( \frac{1}{1 - x_2 \frac{p}{x_2}} \right) \right)^{1/2} \left( \lambda_0 |I_0| \log \left( \frac{1}{1 - 2x_1 \frac{p}{x_2}} \right) \right)^{1/2}} =
\]

\[
\frac{\phi_0 \lambda_0 ^{1/2} |I_0| \log \left( \frac{1}{1 - x_2 \frac{p}{x_2}} \right) \frac{1}{1 - 2x_1 \frac{p}{x_2}}}{\left( \phi_0 \frac{p}{x_2} |I_0| \log \left( \frac{1}{1 - x_2 \frac{p}{x_2}} \right) \right)^{1/2} \left( \lambda_0 |I_0| \log \left( \frac{1}{1 - 2x_1 \frac{p}{x_2}} \right) \right)^{1/2}} =
\]

\[
\frac{\phi_0 \lambda_0 ^{1/2} |I_0| \log \left( \frac{1}{1 - x_2 \frac{p}{x_2}} \right) \frac{1}{1 - 2x_1 \frac{p}{x_2}}}{\left( \phi_0 \frac{p}{x_2} |I_0| \log \left( \frac{1}{1 - x_2 \frac{p}{x_2}} \right) \right)^{1/2} \left( \lambda_0 |I_0| \log \left( \frac{1}{1 - 2x_1 \frac{p}{x_2}} \right) \right)^{1/2}} =
\]

\[
(1 - 2x_1) \frac{p}{x_2} \left( 1 - 2x_2 \frac{p}{x_2} \right)^{1/2}
\]

\[
1 - 2x_1 \frac{p}{x_2}
\]

Let us define the function

\[
g : \left( 0, \frac{1}{2} \right) \times \left( 0, \frac{1}{2} \right) \rightarrow \mathbb{R},
\]

\[
g(x_1, x_2) := \frac{(1 - 2x_1) \frac{p}{x_2} \left( 1 - 2x_2 \frac{p}{x_2} \right)^{1/2}}{1 - 2x_1 \frac{p}{x_2}}.
\]

To prove that for any arbitrary \(0 < P_1 \leq 1\) there exist \(x_1 \in \left( 0, \frac{1}{2} \right)\), \(x_2 \in \left( 0, \frac{1}{2} \right)\) such that (26) is satisfied, we prove that

\[
(0, 1] \subseteq \left\{ g(x_1, x_2) \mid x_1 \in \left( 0, \frac{1}{2} \right), x_2 \in \left( 0, \frac{1}{2} \right) \right\}.
\]

Let \(x_1 \in \left( 0, \frac{1}{2} \right)\), take \(x_2 = x_1 \frac{p}{x_2}\). Then

\[
g(x_1, x_2) = g(x_1, x_1 \frac{p}{x_2}) = \frac{(1 - 2x_1) \frac{p}{x_2} \left( 1 - 2x_2 \frac{p}{x_2} \right)^{1/2}}{1 - 2x_1 \frac{p}{x_2}} = 1.
\]

To finish the proof we are going to show that

\[
\lim \inf_{(x_1, x_2) \rightarrow \left( \frac{1}{2}, \frac{1}{2} \right)} g(x_1, x_2) = 0.
\]

To prove this let us consider

\[
\epsilon := 1 - 2x_1; \quad \delta := 1 - 2x_2,
\]

which gives us

\[
x_1 = x_1(\epsilon) = \frac{1 - \epsilon}{2}; \quad x_2 = x_2(\epsilon) = \left( \frac{1 - \delta}{2} \right)^{1/2}.
\]
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Finally, we divide numerator and denominator by \( \epsilon \).

\[
\liminf_{(x_1, x_2) \to (\frac{1}{p}, \frac{1}{q})} g(x_1, x_2) = \liminf_{(\epsilon, \delta) \to (0, 0)} \frac{\epsilon^{\frac{1}{p}} \delta^{\frac{1}{q}}}{1 - (1 - \epsilon)^{\frac{1}{p'}} \left(1 - \delta\right)^{\frac{1}{q'}}} = 0. \tag{35}
\]

Now, using little \( o \) notation, by the Taylor formula we have

\[
(1 - x)^{\frac{1}{p}} = 1 - \frac{x}{p} + o(x). \tag{36}
\]

So we get

\[
g(x_1, x_2) = \frac{\epsilon^{\frac{1}{p}} \delta^{\frac{1}{q}}}{1 - \left(1 - \frac{x}{p} + o(\epsilon)\right) \left(1 - \frac{\delta}{\delta} + o(\delta)\right) - o(\epsilon) \epsilon^{-\frac{1}{p}} + o(\epsilon) \epsilon^{-\frac{1}{q}} - o(\delta) \delta^{-\frac{1}{q'}} + o(\delta) \delta^{-\frac{1}{q'}}. \tag{37}
\]

Let \( t > 0 \). Let us choose

\[
\delta = \delta(\epsilon) := \epsilon^{1+t} \tag{38}
\]

So we get

\[
g(x_1, x_2) = \frac{\epsilon^{\frac{1}{p}} \delta^{\frac{1}{q}}}{\frac{1}{p'} + \frac{1}{p} - \frac{1}{pp'} \left(1 - \frac{1}{p} + o(\epsilon^{1+t}) \epsilon^{-\frac{1}{p'}} + o(\epsilon) \epsilon^{-\frac{1}{q'}} - o(\delta^{1+t}) \delta^{-\frac{1}{q'}} + o(\delta) \delta^{-\frac{1}{q'}}}. \tag{39}
\]

Finally, we divide numerator and denominator by \( \epsilon \), and we use little \( o \) notation properties, to get

\[
g(x_1, x_2) = \frac{\epsilon^{\frac{1}{p}}}{\frac{1}{p'} + \frac{1}{p} - \frac{1}{pp'} \left(1 - \frac{1}{p} + o(\epsilon^{1+t}) \epsilon^{-\frac{1}{p'}} + o(\epsilon) \epsilon^{-\frac{1}{q'}} - o(\delta^{1+t}) \delta^{-\frac{1}{q'}} + o(\delta) \delta^{-\frac{1}{q'}}}. \tag{40}
\]

The denominator converges to \( \frac{1}{p} \) as \( \epsilon \to 0 \), while the numerator converges to 0 as \( \epsilon \to 0 \), which proves that, under the previous choices, we have

\[
g(x_1(\epsilon), x_2(\epsilon)) \to 0 \quad \text{as } \epsilon \to 0. \tag{41}
\]

Since \( g > 0 \) by construction, this entails

\[
\liminf_{(x_1, x_2) \to (\frac{1}{p}, \frac{1}{q})} g(x_1, x_2) = 0. \tag{42}
\]

The function \( g \) is a continuous function defined over the connected set \( \{(x_1, x_2) \mid x_1 \in (0, \frac{1}{2}), x_2 \in (0, \frac{1}{2})\} \), so, since we also proved (31), it follows that

\[
(0, 1] \subset \left\{ g(x_1, x_2) \mid x_1 \in \left(0, \frac{1}{2}\right), x_2 \in \left(0, \frac{1}{2p'}\right) \right\}, \tag{43}
\]
which is the equation we wanted to prove.
The last equation entails that (26) is satisfied for any $0 < P_1 \leq 1$, so we proved that for all $F > 0$, $f > 0$, $v > 0$ such that $f^p \leq Fv^{p-1}$ then there exist $\lambda_0 > 0$, $\phi_0 > 0$, $0 < x_1 < \frac{1}{2}$, $0 < x_2 < \frac{1}{2}$ such that the maps

$$
\lambda_I := \lambda_0 \cdot |I|^{\log_2 (x_1)},
\phi(I) := \phi_0 \cdot |I|^{\log_2 (x_2)}
$$

satisfy the equations

$$
F = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)^p,
\quad
f = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I) \lambda_I^p,
\quad
v = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \lambda_I.
$$

Now it is only left to prove that there exist

$$
\alpha : \mathcal{D}(I_0) \to \mathbb{R}^+
$$

such that we have

$$
A = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K \right)^p.
$$

Given the previous definitions of $\lambda_I$ and $\phi_I$, let us consider

$$
\alpha : \mathcal{D}(I_0) \to \mathbb{R}^+
$$

$$
I \mapsto \alpha_I := P_2 \cdot \lambda_I \left( \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K \right)^{-p},
$$

where $P_2$ is the parameter defined in (15). This expression is well defined because, by construction of $\lambda_I$, we have

$$
\frac{1}{|I|} \sum_{K \subseteq I} \lambda_K > 0 \quad \forall I \in \mathcal{D}(I_0).
$$

From this definition, for all $I \in \mathcal{D}(I_0)$, we get

$$
\frac{1}{|I|} \sum_{J \subseteq I} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \lambda_K \right)^p = P_2 \frac{1}{|I|} \sum_{J \subseteq I} \lambda_J \leq \frac{1}{|I|} \sum_{J \subseteq I} \lambda_J < +\infty,
$$

which means that the hypothesis (13) is satisfied. Moreover, for $I = I_0$, we get

$$
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K \right)^p = P_1 \frac{1}{|I_0|} \sum_{I \subseteq I_0} \lambda_I = P_1 \cdot v = A,
$$
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which is the required inequality. So we proved that for all \((F,f,A,v)\) \(\in D\) there exist
\[
I \mapsto \alpha_I \in \mathbb{R}^+,
I \mapsto \lambda_I \in \mathbb{R}^+,
I \mapsto \phi(I) \in \mathbb{R}^+,
\]
such that
\[
\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^p \leq \frac{1}{|I|} \sum_{K \subseteq I} \lambda_I < +\infty \quad \forall I \in \mathcal{D}(I_0)
\]
holds, and such that
\[
F = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)^p,
\]
\[
f = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \phi(I)\lambda_I^{p'},
\]
\[
A = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K \right)^p,
\]
\[
v = \frac{1}{|I_0|} \sum_{I \subseteq I_0} \lambda_I,
\]
ending the proof.

**Remark 1.4.** Let us consider arbitrary maps
\[
I \mapsto \alpha_I \in \mathbb{R}^+,
I \mapsto \lambda_I \in \mathbb{R}^+,
I \mapsto \phi(I) \in \mathbb{R}^+,
\]
such that they satisfy the hypotheses of Theorem 1.1. Let \(I \in \mathcal{D}(I_0)\). Let \((F,f,A,v)\) \(\in D\) be arbitrary. Then, the thesis reformulates in the following way: for all \((F,f,A,v)\) \(\in D\) we have
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K)^{p'} \right)^p \leq (p')^p \frac{1}{|I_0|} \sum_{J \subseteq I_0} \phi_J^{p'}.
\] (52)
for all \((\alpha,\Lambda,\phi)\) such that they satisfy the hypotheses of Theorem 1.1 and such that \(\Psi_{I_0}(\alpha,\Lambda,\phi) = (F,f,A,v)\).

However, from \(\Psi_{I_0}(\alpha,\Lambda,\phi) = (F,f,A,v)\) it follows that
\[
\frac{1}{|I_0|} \sum_{J \subseteq I_0} \phi_J^{p'} = F,
\] (53)
so, passing to the supremum, the thesis may be reformulated in the following way:
\[
B(F,f,A,v) = \frac{1}{|I_0|} \sup_{\Psi(I_0)(\alpha,\Lambda,\phi) = (F,f,A,v)} \left\{ \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{K \subseteq I} \phi(K)^{p'} \right)^p \right\} \leq (p')^p F
\] (54)
for all \((F,f,A,v)\) \(\in D\).
The previous observation yields the following proposition.

**Proposition 1.5.** The following statements are equivalent:

1. Theorem [1] holds.

2. The constant \( C(p) = (p')^p \) is the smallest constant for which we have

\[
B(F, f, A, v) \leq C(p) \cdot F
\]

for all \((F, f, A, v) \in \mathcal{D}\).

So, to prove Theorem [1] we may instead study the properties of the function \( B \). However, studying the properties of functions of the Burkholder-type like the function \( B \) is, generally speaking, difficult. An idea from the work of Burkholder is to find a proper different function

\[
\mathcal{B} : \mathcal{D} \rightarrow \mathbb{R}
\]

such that

1. \( \mathcal{B} \) is defined over the same domain \( \mathcal{D} \).

2. The function \( \mathcal{B} \) satisfies the required bound, so in this case \( \mathcal{B} \) satisfies

\[
0 \leq \mathcal{B}(F, f, A, v) \leq (p')^p F
\]

for all \((F, f, A, v) \in \mathcal{D}\).

3. The function \( \mathcal{B} \) satisfies an appropriate inequality, which is also satisfied by the function \( B \), called main inequality.

We will denote by function of the Bellman-type associated to Theorem [1] a function \( B \) satisfying the previous properties.

Given a function \( \mathcal{B} \) with these properties, it is possible to prove that Theorem [1] holds, so our goal is to find the associated main inequality and a function \( \mathcal{B} \) that satisfies the required properties.

### 1.3 Main Inequality

The next lemma is about the main inequality, which will be the key to prove the dyadic Hardy’s inequality.

**Lemma 1.6.** For all \( a, b, c \geq 0 \), for all \((F, f, A, v), (F_-, f_-, A_-, v_-), (F_+, f_+, A_+, v_+) \in \mathcal{D} \) such that

\[
F = \hat{F} + b^p, \quad f = \hat{f} + ab,
\]

\[
v = \hat{v} + a^p, \quad A = \hat{A} + c,
\]

where

\[
\hat{F} = \frac{1}{2}(F_- + F_+), \quad \hat{f} = \frac{1}{2}(f_- + f_+),
\]

\[
\hat{v} = \frac{1}{2}(v_- + v_+), \quad \hat{A} = \frac{1}{2}(A_- + A_+),
\]
the function $B$ satisfies the main inequality

$$B(F, f, A, v) - \frac{1}{2} \left[ B(F_-, f_-, A_-, v-) + B(F_+, f_+, A_+, v+) \right] \geq \frac{fp}{q+e}. \tag{56}$$

**Proof.** Given any fixed choice of $\tilde{\alpha}, \tilde{\phi}, \tilde{\Lambda}$ and $I \in \mathcal{D}(I_0)$, we consider the points

$$(F, f, A, v) = \Psi_I(\tilde{\alpha}, \tilde{\Lambda}, \tilde{\phi}),$$

$$(F_+, f_+, A_+, v_+) = \Psi_{I_+}(\tilde{\alpha}, \tilde{\Lambda}, \tilde{\phi}),$$

$$(F_-, f_-, A_-, v_-) = \Psi_{I_-}(\tilde{\alpha}, \tilde{\Lambda}, \tilde{\phi}), \tag{57}$$

i.e.

$$\begin{align*}
F &= \frac{1}{|I|} \sum_{J \subseteq I} \tilde{\phi}(J)^p, \\
f &= \frac{1}{|I|} \sum_{J \subseteq I} \tilde{\phi}(J)\tilde{\lambda}_J^p, \\
A &= \frac{1}{|I|} \sum_{J \subseteq I} \tilde{\alpha}_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \tilde{\lambda}_K \right)^p, \\
v &= \frac{1}{|I|} \sum_{J \subseteq I} \tilde{\lambda}_J, \tag{58}
\end{align*}$$

and $(F_\pm, f_\pm, A_\pm, v_\pm)$ are defined in the same way with $I_\pm$ instead of $I$.

We observe that these points satisfy the following equations:

$$F = \frac{1}{2}(F_- + F_+) + \frac{\tilde{\phi}(I)^p}{|I|}, \quad f = \frac{1}{2}(f_- + f_+) + \frac{\tilde{\phi}(I)\tilde{\lambda}_I^p}{|I|},$$

$$A = \frac{1}{2}(A_- + A_+) + \frac{\tilde{\alpha}_I \left( \frac{1}{|I|} \sum_{J \subseteq I} \tilde{\lambda}_J \right)^p}{|I|}, \quad v = \frac{1}{2}(v_- + v_+) + \frac{\tilde{\lambda}_I}{|I|}. \tag{59}$$

By setting

$$b = \frac{\tilde{\phi}(I)}{|I|^p}, \quad c = \frac{\tilde{\alpha}_I \left( \frac{1}{|I|} \sum_{J \subseteq I} \tilde{\lambda}_J \right)^p}{|I|}, \quad a = \frac{\tilde{\lambda}_I^p}{|I|^p},$$

we get the following equations for the previous points:

$$F = \frac{1}{2}(F_- + F_+) + b^p, \quad f = \frac{1}{2}(f_- + f_+) + ab,$$

$$A = \frac{1}{2}(A_- + A_+) + c, \quad v = \frac{1}{2}(v_- + v_+) + a^p \tag{60}.$$
which gives us

\[ B(F,f,A,v) \geq \frac{1}{|I|} \tilde{\alpha}_I \left( \frac{1}{|J|} \sum_{J \subseteq I} \tilde{\phi}(J) \lambda_J^p \right)^p + \frac{1}{|I|} \sum_{J \in \mathcal{D}(I_+)} \tilde{\alpha}_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \tilde{\phi}(K) \lambda_K^p \right)^p + \frac{1}{|I|} \sum_{J \in \mathcal{D}(I_-)} \tilde{\alpha}_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \tilde{\phi}(K) \lambda_K^p \right)^p. \]

Now we observe that

\[ \frac{\tilde{\alpha}_I}{|I|} = \frac{c}{v^p}, \]

so the previous inequality becomes

\[ B(F,f,A,v) \geq f^p c + \frac{1}{|I|} \sum_{J \in \mathcal{D}(I_+)} \tilde{\alpha}_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \tilde{\phi}(K) \lambda_K^p \right)^p + \frac{1}{|I|} \sum_{J \in \mathcal{D}(I_-)} \tilde{\alpha}_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \tilde{\phi}(K) \lambda_K^p \right)^p. \]

Moreover, for any choice of \( \alpha, \Lambda \) and \( \phi \) such that:

- \( \Psi_I(\alpha, \Lambda, \phi) = (F,f,A,v) \),
- \( \Psi_{I_+}(\alpha, \Lambda, \phi) = (F_+, f_+, A_+, v_+) \),
- \( \Psi_{I_-}(\alpha, \Lambda, \phi) = (F_-, f_-, A_-, v_-) \),

the following inequality holds:

\[ B(F,f,A,v) \geq f^p c + \frac{1}{|I|} \sum_{J \in \mathcal{D}(I_+)} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K) \lambda_K^p \right)^p + \frac{1}{|I|} \sum_{J \in \mathcal{D}(I_-)} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K) \lambda_K^p \right)^p. \]

So, by taking the supremum over all \( \alpha, \Lambda \) and \( \phi \) for both the second and the third addend on the right hand side (using the fact that \( \alpha, \Lambda \) and \( \phi \) can be “independently” defined over \( \mathcal{D}(I_+), \mathcal{D}(I_-) \) and \( I \)) in the inequality (62), we get

\[ B(F,f,A,v) \geq f^p c + \frac{1}{|I|} \sup_{\Psi_{I_+}(\alpha, \Lambda, \phi) = (F_+, f_+, A_+, v_+)} \left\{ \sum_{J \subseteq I_+} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K) \lambda_K^p \right)^p \right\} + \frac{1}{|I|} \sup_{\Psi_{I_-}(\alpha, \Lambda, \phi) = (F_-, f_-, A_-, v_-)} \left\{ \sum_{J \subseteq I_-} \alpha_J \left( \frac{1}{|J|} \sum_{K \subseteq J} \phi(K) \lambda_K^p \right)^p \right\}. \]

Using the definition of the function \( B \) and the fact that \( |I| = 2|I_+| = 2|I_-| \) we get

\[ B(F,f,A,v) \geq \frac{f^p}{v^p} c + \frac{1}{2} \left[ B(F_+, f_+, A_+, v_+) + B(F_-, f_-, A_-, v_-) \right]. \]

The proof follows because the map \( \Psi_I \) is surjective for all \( I \in \mathcal{D}(I_0) \). \( \square \)
2 Bellman function’s method

In this section we prove Theorem 1.1 using the Bellman function’s method. The proof will use the Bellman function

\[ B(F, f, A, v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} (A + (p-1)v)^{p-1}, \]

defined on the domain \( \mathcal{D} \). We are going to show that the function \( B \) satisfies the man inequality from Lemma 1.6.

We are also going to show that the constant \((p')^p\) is sharp for Theorem 1.1. The proof will define a family of maps

\[ \mathcal{D}(I_0) \ni I \mapsto \alpha_I(t) \equiv \alpha_I \in \mathbb{R}^+, \]

\[ \mathcal{D}(I_0) \ni I \mapsto \lambda_I(t) \equiv \lambda_I \in \mathbb{R}^+, \]

\[ \mathcal{D}(I_0) \ni I \mapsto \phi(I) \equiv \phi(I) \in \mathbb{R}^+, \]

for a proper family of indices \( t \in T \), such that \( \phi \in \ell^p(\mathcal{D}(I_0)) \), such that

\[
\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K(t) \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J(t) \right)^p \leq \frac{1}{|I|} \sum_{K \subseteq I} \lambda_K(t) < +\infty \quad \forall I \in \mathcal{D}(I_0),
\]

and such that for all \( K(p) < (p')^p \) there exist \( \tilde{I} \in T \) such that

\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I(\tilde{I}) \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi_J(\tilde{I}) \lambda_J(\tilde{I})^{p^*} \right)^p > K(p) \cdot \frac{1}{|I_0|} \sum_{J \subseteq I_0} \phi_J(\tilde{I})^p. \quad (63)
\]

2.1 The method to prove Hardy’s inequality

Now we will prove Theorem 1.1 using the Bellman function method. The argument is standard (see [5]). We include the whole proof for the benefit of the reader.

**Theorem 2.1** (Bellman function’s method for Theorem 1.1). Let \( 1 < p < +\infty \), let \( K(p) > 0 \) be an arbitrary constant depending only on \( p \). Let \( \mathcal{D} \) be the domain

\[
\mathcal{D} := \left\{ (F, f, A, v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0, v \geq A, f^p \leq Fv^{p-1} \right\}.
\]

Suppose that there exists a function

\[ B : \mathcal{D} \longrightarrow \mathbb{R} \]

such that the following two properties hold:

1. \( 0 < B(F, f, A, v) \leq K(p) \cdot F \) for all \((F, f, A, v) \in \mathcal{D},\)

2. \[ \mathcal{D} := \left\{ (F, f, A, v) \in \mathbb{R}^4 \mid C^p \leq F \right\} \]

3. \( \mathcal{D} \) is a domain in \( \mathbb{R}^4 \) with a boundary that is a subset of \( \mathbb{R}^4 \).
2. The main inequality holds for the function $B$, i.e. for all $a,b,c \geq 0$, for all $(F,f,A,v)$, $(F_-,f_-,A_-,v_-), (F_+,f_+,A_+,v_+)$ in $\mathcal{D}$ such that
\[
F = \tilde{F} + b^p, \quad f = \tilde{f} + ab, \quad v = \tilde{v} + a^p, \quad A = \tilde{A} + c,
\]
where
\[
\tilde{F} = \frac{1}{2}(F_- + F_+), \quad \tilde{f} = \frac{1}{2}(f_- + f_+), \quad \tilde{v} = \frac{1}{2}(v_- + v_+), \quad \tilde{A} = \frac{1}{2}(A_- + A_+),
\]
we have
\[
B(F,f,A,v) - \frac{1}{2} \left[ B(F_-,f_-,A_-,v_-) + B(F_+,f_+,A_+,v_+) \right] \geq \frac{fp}{v^p} c.
\)
(64)

Then, for all
\[
\alpha : I \mapsto \alpha_I \in \mathbb{R}^+, \quad \Lambda : I \mapsto \lambda_I \in \mathbb{R}^+, \n\)
satisfying the hypothesis
\[
\frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \eta_K^p \leq (\Lambda)_I < +\infty \quad \forall I \in \mathcal{D}(I_0),
\)
(65)
we have
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{\Lambda}{\eta_I^p} \right)^p \leq K(p) \cdot (\phi^p)_{I_0}
\)
(66)
for all $\phi \in l^p(\mathcal{D}(I_0))$.

Proof. Let $B$ be a function satisfying the required hypotheses. Let $I \in \mathcal{D}(I_0)$, we denote by
\[
I_- \in \mathcal{D}(I_0) \quad \text{and} \quad I_+ \in \mathcal{D}(I_0)
\]
the two children of the node $I$.

Let
\[
\alpha : I \mapsto \alpha_I \in \mathbb{R}^+, \quad \Lambda : I \mapsto \lambda_I \in \mathbb{R}^+, \n\)
such that they satisfy (65), let $\phi \in l^p(\mathcal{D}(I_0))$.

For every $I \in \mathcal{D}(I_0)$ we consider
\[
x_I = (F_I, f_I, A_I, v_I) := \Psi_I(\alpha, \Lambda, \phi),
\]
(67)
i.e.
\[
v_I := (\Lambda)_I, \quad F_I := (\phi^p)_I, \quad f_I := (\phi \Lambda^{\frac{1}{p}})_I, \quad A_I := \frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \eta_K^p.
\]
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By Proposition 1.3 we have \((F_I, f_I, A_I, v_I) \in \mathcal{D}\) for all \(I \in \mathcal{D}(I_0)\).

Now we define

\[
\begin{align*}
a_I &:= \left(\frac{\lambda_I}{|I|}\right)^{1/\nu}, \\
b_I &:= \frac{\phi(I)}{|I|^{\beta}}, \\
c_I &:= \frac{\alpha_I(A)^p}{|I|}. 
\end{align*}
\]

Let

\[
x_{I_-} = (F_{I_-}, f_{I_-}, A_{I_-}, v_{I_-}) := (I, \lambda, \phi), \\
x_{I_+} = (F_{I_+}, f_{I_+}, A_{I_+}, v_{I_+}) := I, \Lambda, \phi).
\]

By computation, we get

\[
\begin{align*}
v_I &= \frac{1}{|I|} \lambda_I + \frac{1}{2} (V_{I_-} + V_{I_+}) = a_I^p + \tilde{v}_I, \\
F_I &= \frac{1}{|I|} \phi(I)^p + \frac{1}{2} (F_{I_-} + F_{I_+}) = b_I + \tilde{F}_I, \\
f_I &= \phi(I) \lambda_I^{1/p} + \frac{1}{2} (f_{I_-} + f_{I_+}) = a_I b_I + \tilde{f}_I, \\
A_I &= \frac{\alpha_I(A)^p}{|I|} + \frac{1}{2} (A_{I_-} + A_{I_+}) = c_I + \tilde{A}_I.
\end{align*}
\]

So, for all choices of \(\phi \in L^p(\mathcal{D}(I_0)), \alpha : \mathcal{D}(I_0) \to \mathbb{R}^+, \Lambda : \mathcal{D}(I_0) \to \mathbb{R}^+, I \in \mathcal{D}(I_0)\) satisfying the required hypotheses, the points

\[
x_I := (F_I, f_I, A_I, v_I), \quad x_{I_-} := (F_{I_-}, f_{I_-}, A_{I_-}, v_{I_-}), \quad x_{I_+} := (F_{I_+}, f_{I_+}, A_{I_+}, v_{I_+})
\]

are eligible points for the main inequality satisfied by the function \(\mathcal{B}\).

So we can apply the main inequality to get

\[
\begin{align*}
|I| \frac{f_I^p}{v_I} c_I &\leq |I| \left[ \mathcal{B}(x_I) - \frac{1}{2} \left( \mathcal{B}(x_{I_-}) + \mathcal{B}(x_{I_+}) \right) \right], \\
|I| \frac{f_I^p}{|I|} &\leq |I| \mathcal{B}(x_I) - |I_-| \mathcal{B}(x_{I_-}) - |I_+| \mathcal{B}(x_{I_+}), \\
\alpha_I f_I^p &\leq |I| \mathcal{B}(x_I) - |I_-| \mathcal{B}(x_{I_-}) - |I_+| \mathcal{B}(x_{I_+}).
\end{align*}
\]

Summing over all \(I \in \mathcal{D}(I_0)\) and using the telescopic nature of the sum we get

\[
\sum_{I \leq I_0} \alpha_I f_I^p \leq |I_0| \mathcal{B}(F_{I_0}, f_{I_0}, A_{I_0}, v_{I_0}). \quad (68)
\]

However, by hypothesis we have \(\mathcal{B}(F, f, A, v) \leq K(p) \cdot F\) for all \((F, f, A, v) \in \mathcal{D}\), so we get

\[
\sum_{I \leq I_0} \alpha_I f_I^p \leq |I_0| K(p) F_{I_0}. \quad (69)
\]
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Now we recall that $F_0 = (\phi^p)_0$ and $f_I = (\phi^{\Lambda^p})_I$, so we get
\[
\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I (\phi^{\Lambda^p})_I^p \leq K(p) \cdot (\phi^p)_0,
\]
which is the thesis, ending the proof.

2.2 The Bellman function for Hardy’s inequality

Let $p \in \mathbb{R}$, $1 < p < +\infty$. We consider the function
\[
B(F, f, A, v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{f^p}{(A + (p-1)v)^{p-1}}
\]
defined over the domain
\[
D = \{ (F, f, A, v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0, v \geq A, f^p \leq Fv^{p-1} \}.
\]
Let $C(p) = (p/(p-1))^p$. The function $B$ has the following properties:

1) $B$ is a concave function defined over a convex domain.

2) $0 \leq B(F, f, A, v) \leq C(p) \cdot F$.

A proof of these properties can be found in the appendix.

Now we prove that the function $B$ satisfies the main inequality associated to Theorem 1.1.

**Proposition 2.2.** The function $B$ satisfies
\[
B(F, f, A, v) - \frac{1}{2} \left[ B(F_-, f_-, A_-, v_-) + B(F_+, f_+, A_+, v_+) \right] \geq \frac{p^p}{(A + v(p-1))^p} c,
\]
which, by using the fact that $v \geq A$, entails
\[
B(F, f, A, v) - \frac{1}{2} \left[ B(F_-, f_-, A_-, v_-) + B(F_+, f_+, A_+, v_+) \right] \geq \frac{f^p}{v^p} c.
\]
where the inequality holds for all
\[
F = \tilde{F} + b^p, \quad f = \tilde{f} + ab,
\]
\[
v = \tilde{v} + a^p, \quad A = \tilde{A} + c,
\]
and
\[
\tilde{F} = \frac{1}{2}(F_+ + F_-), \quad \tilde{f} = \frac{1}{2}(f_+ + f_-),
\]
\[
\tilde{v} = \frac{1}{2}(v_+ + v_-), \quad \tilde{A} = \frac{1}{2}(A_+ + A_-),
\]
for every choice of $a \geq 0$, $b \geq 0$, $c \geq 0$. Here $p'$ is the real number such that $\frac{1}{p} + \frac{1}{p'} = 1$.  
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Proof. We start by considering the telescopic sum

$$B(F, f, A, v) - B(\tilde{F}, \tilde{f}, A - c, \tilde{v}) = B(F, f, A, v) - B(F, f, A - c, v) + B(F, f, A - c, v) - B(\tilde{F}, \tilde{f}, A - c, \tilde{v}).$$

(73)

Since the function $B$ is concave and differentiable over a convex domain, we recall that a concave differentiable function's values are lower or equal to the values of any of its tangent hyperplanes. This entails that, for every $g$ concave and differentiable, for every choice of $x, x^*$ in the domain of the function $g$

$$g(x) - g(x^*) \leq \sum_{i=1}^{4} \frac{\partial g(x^*)}{dx_i} (x_i - x_i^*).$$

(74)

By changing the sign of (74) we get

$$g(x^*) - g(x) \geq \sum_{i=1}^{4} \frac{\partial g(x^*)}{dx_i} (x_i^* - x_i).$$

(75)

So, when $g = B$, $x = (F, f, A, v)$, $x^* = (F, f, \tilde{A}, v) = (F, f, A - c, v)$, the inequality (75) becomes

$$B(F, f, A, v) - B(F, f, A - c, v) \geq p^p \frac{f^p}{(A + (p - 1)v)^p} c.$$  

(76)

By combining (76) with (73) we get

$$B(F, f, A, v) - B(\tilde{F}, \tilde{f}, A - c, \tilde{v}) \geq B(F, f, A - c, v) - B(F, f, A - c, v) + (p - 1)p^p \frac{f^p}{(A + (p - 1)v)^p} c.$$  

(77)

Now we consider $g = B$, $x = (\tilde{F}, \tilde{f}, A - c, \tilde{v})$, $x^* = (F, f, A - c, v)$, so the inequality (75) becomes

$$B(F, f, A - c, v) - B(\tilde{F}, \tilde{f}, A - c, \tilde{v}) \geq \left(\frac{p}{p - 1}\right)^p b^p - \frac{p^p}{p - 1} \left(\frac{f}{A - c + (p - 1)v}\right)^{p-1} ab +
\frac{b}{(p - 1)p^p} \left(\frac{f}{A - c + (p - 1)v}\right)^p a^p.$$

Now let

$$y = \frac{f}{A - c + (p - 1)v}.$$

We observe that $y > 0$ because $f > 0$, $v > 0$, $A - c > 0$ by definition of the domain of $B$. So the last inequality can be rewritten in the form

$$B(F, f, A - c, v) - B(\tilde{F}, \tilde{f}, A - c, \tilde{v}) \geq \left(\frac{p}{p - 1}\right)^p b^p - \frac{p^p}{p - 1} y^{p-1} ab + (p - 1)p^p y^p a^p =: \phi(y).$$

Now we are going to prove that $\phi(y) \geq 0$ for all $y \geq 0$.

We observe that $\phi(y) = C(p)b^p \geq 0$ when $a = 0$.

Now we assume $a > 0$ and we compute the derivative of the function $\phi$:

$$\phi'(y) = p^{p+1} y^{p-2} \left((p - 1)a^p y - ab\right).$$
Finally, using the fact that $\phi'(y) \leq 0$ for $0 \leq y \leq \frac{b}{(p-1)a^{p-1}}$, and $\phi'(y) \geq 0$ for $y \geq \frac{b}{(p-1)a^{p-1}}$, so $\tilde{y} = \frac{b}{(p-1)a^{p-1}}$ is a point of absolute minimum for $\phi$, so as long as $\phi(\tilde{y}) \geq 0$ the inequality holds for all $y \geq 0$. So we compute

$$\phi(\tilde{y}) = b^p - p\tilde{y}^{p-1}ab + (p-1)\tilde{y}^p a^p = \left(\frac{p}{p-1}\right)^pb^p - \frac{p^{p+1}}{p-1} \frac{b}{(p-1)a^{p-1}} a^{p-1}ab + (p-1)p^p \left(\frac{b}{(p-1)a^{p-1}}\right)^p a^p = \left(\frac{p}{p-1}\right)^p b^p - \frac{p^{p+1}}{p-1} b^p \frac{1}{a^{p-1}a^p} + \frac{p^p}{(p-1)p-1} b^p \frac{1}{a^{p-1}a^p}.$$ 

Now we recall that 

$$\frac{1}{p} + \frac{1}{p'} = 1; \quad pp' = p + p'.$$

So we get

$$\phi(\tilde{y}) = \left(\frac{p}{p-1}\right)^p b^p - \frac{p^{p+1}}{p-1} b^p + \frac{p^p}{(p-1)p-1} b^p = b^p \left(\frac{p}{p-1}\right)^p \left[1 - p + p - 1\right] = 0.$$

So the inequality $\phi(y) \geq 0$ holds for all $y \geq 0$, for every choice $a \geq 0, b \geq 0$, so the inequality (77) becomes

$$B(F, f, A, v) - B(\tilde{F}, \tilde{f}, A - c, \tilde{v}) \geq p^p \frac{f^p}{(A + (p-1)v)^p} c. \quad (78)$$

Now we observe that $(\tilde{F}, \tilde{f}, A - c, \tilde{v}) = (\tilde{F}, \tilde{f}, \tilde{A}, \tilde{v}) = \frac{1}{2}((F_+, f_+, A_+, v_+) + (F_-, f_-, A_-, v_-))$, so for the last step we use the fact that $B$ is concave and we get

$$B(F, f, A, v) - \frac{1}{2} \left[B(F_+, f_+, A_+, v_+) + B(F_-, f_-, A_-, v_-)\right] \geq p^p \frac{f^p}{(A + (p-1)v)^p} c.$$ 

Finally, using the fact that $A \leq v$, we get the weaker version of the previous inequality

$$B(F, f, A, v) - \frac{1}{2} \left[B(F_+, f_+, A_+, v_+) + B(F_-, f_-, A_-, v_-)\right] \geq \frac{f^p}{v^p} c. \quad \square$$

### 2.3 Sharpness of the constant

In this subsection we prove that the constant

$$C(p) := (p')^p = \left(\frac{p}{p-1}\right)^p$$

is sharp for Theorem 1.1. The proof shows an example of an extremal family of maps

\[\begin{align*}
\alpha(t) &\equiv \alpha : I \mapsto \alpha_t \in \mathbb{R}^+, \\
\Lambda(t) &\equiv \Lambda : I \mapsto \lambda_t \in \mathbb{R}^+, \\
\phi(t) &\equiv \phi : I \mapsto \phi(I) \in \mathbb{R}^+, \quad \phi \in L^p(D(I_0))
\end{align*}\]
for the constant $C(p) = (p')^p$, i.e. a family of maps satisfying (3), and such that

$$\lim_{t \to T} \frac{\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I(t) \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi_J(t) \lambda_J(t) \right)^p}{\sum_{J \subseteq I_0} \phi_J(t)^p} = (p')^p. \quad (79)$$

We spend few words on the idea behind the specific family of maps shown in the proof, which comes from the properties of the Burkholder-type function $B$ and the properties of our Bellman-type function $\mathcal{B}$. Generally speaking the Burkholder-type function associated to a problem is a solution to a proper Hamilton-Jacobi-Bellman equation, while any Bellman-type function associated to the same problem is a supersolution to the same Hamilton-Jacobi-Bellman equation (see Section 3), which yields that the Burkholder-type function $B$ is lower than or equal to any Bellman-type function associated to the same problem. So, if we consider an extremal family of maps $(\alpha(t), \Lambda(t), \phi(t))$, for $t_0 < t < T$, and we set

$$\mathcal{B}(F(t), f(t), A(t), v(t)) := \Psi_{t_0}(\alpha(t), \Lambda(t), \phi(t)), \quad (80)$$

from the idea that $\mathcal{B} \geq B$, and from $\mathcal{B}(F, f, A, v) \leq (p')^p F$, we get

$$(p')^p = \lim_{t \to T} \frac{\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I(t) \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi_J(t) \lambda_J(t) \right)^p}{\sum_{J \subseteq I_0} \phi_J(t)^p} \leq \lim_{t \to T} \left[ \sup_{(\hat{\alpha}, \hat{\Lambda}, \hat{\phi}) \text{ s.t. } \Psi_{t_0}(\hat{\alpha}, \hat{\Lambda}, \hat{\phi}) = (F(t), f(t), A(t), v(t))} \frac{\frac{1}{|I|} \sum_{J \subseteq I} \phi_J(t) \lambda_J(t)}{F(t)} \right] = \lim_{t \to T} \frac{\mathcal{B}(F(t), f(t), A(t), v(t))}{F(t)} \leq \lim_{t \to T} \frac{\mathcal{B}(F(t), f(t), A(t), v(t))}{F(t)} \leq (p')^p. \quad (p')^p \quad (81)$$

Hence we looked for a proper family of maps $(\alpha(t), \Lambda(t), \phi(t))$ such that

$$\lim_{t \to T} \frac{\mathcal{B}(F(t), f(t), A(t), v(t))}{F(t)} = (p')^p \quad (81)$$

and we found an extremal family such that (79) holds.

**Theorem 2.3.** The constant $(p')^p$ is sharp for Theorem [14].

**Proof.** Let us consider $t_0 < t < \frac{1}{2}$, for $0 < t_0 < \frac{1}{2}$, $t_0$ sufficiently close to $\frac{1}{2}$. Consider a function

$$g : \left( \frac{1}{2}, \frac{1}{2} \right) \to \left( 0, \frac{1}{2p} \right) \quad (82)$$
such that, using little $o$ notation, we have

$$g\left(\frac{1}{2} - t\right) = \frac{1}{2^p} + o\left(\frac{1}{2} - t\right)_{t \to (\frac{1}{2})^-}. \quad (83)$$

An example of a function $g$ with such properties is

$$g(t) := \frac{1}{2^p} - \left(\frac{1}{2} - t\right)^s, \quad (84)$$

for any fixed $s > 1$, for $t_0 = t_0(s)$ sufficiently close to $\frac{1}{2}$. Let $\lambda_0 > 0$, $\phi_0 > 0$. Let us consider, for $t_0 < t < \frac{1}{2}$, the following maps

$$\lambda_I := \lambda_0 \cdot |I|^{\frac{1}{2} \log_2 (t)} \text{ for } I \in \mathcal{D}(I_0),$$

$$\phi(I) := \phi_0 \cdot |I|^{\frac{1}{2} \log_2 (g(t))} \text{ for } I \in \mathcal{D}(I_0). \quad (85)$$

We observe that, by construction we have $0 < 2t < 1$, so we compute

$$\frac{1}{|I|} \sum_{J \subseteq I} \lambda_J = \frac{1}{|I|} \sum_{J \subseteq I} \lambda_0 |J|^{\frac{1}{2} \log_2 (t)}$$

$$= \frac{1}{|I|} \sum_{k=0}^{+\infty} \lambda_0 \left( |I| \frac{1}{2^k} \right)^{\frac{1}{2} \log_2 (t)} \cdot 2^k$$

$$= \frac{1}{|I|} \lambda_0 |I|^{\frac{1}{2} \log_2 (2t)} \sum_{k=0}^{+\infty} 2^k 2^k = \lambda_0 |I|^{\frac{1}{2} \log_2 (2t)} \frac{1}{1 - 2t}, \quad (86)$$

which proves that

$$\frac{1}{|I|} \sum_{J \subseteq I} \lambda_J < +\infty. \quad (87)$$

Moreover, by construction we have $0 < 2g(t)^p < 1$, so we compute

$$\frac{1}{|I|} \sum_{J \subseteq I} \phi_J^p = \frac{1}{|I|} \sum_{J \subseteq I} \phi_0^p |J|^{\frac{1}{2} \log_2 (g(t))}$$

$$= \frac{1}{|I|} \sum_{k=0}^{+\infty} \phi_0^p \left( |I| \frac{1}{2^k} \right)^{\frac{1}{2} \log_2 (g(t)^p)} \cdot 2^k$$

$$= \frac{1}{|I|} \phi_0^p |I|^{\frac{1}{2} \log_2 (2g(t)^p)} \sum_{k=0}^{+\infty} (g(t)^p)^k 2^k = \phi_0^p |I|^{\frac{1}{2} \log_2 (2g(t)^p)} \frac{1}{1 - 2g(t)^p}. \quad (88)$$
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which, taking $I = I_0$, proves that
\[ \sum_{J \in \mathcal{D}(I_0)} \phi_J^p < + \infty. \] (89)

Now we define
\[ \alpha : \mathcal{D}(I_0) \rightarrow \mathbb{R}^+, \] (90)
such that
\[ \alpha_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^p = \lambda_K \quad \text{for } K \in \mathcal{D}(I_0). \] (91)

So, by computation, we have
\[ \alpha_K := \lambda_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^{-p} \] (92)
\[ = \lambda_0^{1-p} |K|^{(\log \frac{1}{2} (t) - p \log \frac{1}{2} (2t))} (1 - 2t)^p \]
\[ = \lambda_0^{1-p} |K|^{\log \frac{1}{2} \left( \frac{1}{2t} \log \frac{1}{2} (1 - p) \right)} (1 - 2t)^p. \]

From the definition of $\alpha$ and from (87) we get
\[ \frac{1}{|I|} \sum_{K \subseteq I} \alpha_K \left( \frac{1}{|K|} \sum_{J \subseteq K} \lambda_J \right)^p \leq \frac{1}{|I|} \sum_{K \subseteq \mathcal{I}} \lambda_K < + \infty, \] (93)
which is the required hypothesis. So we proved that $\alpha$, $\Lambda$ and $\phi$ satisfy the required hypotheses by Theorem 1.1.

Now, since $0 < 2t \frac{1}{\frac{1}{2} \log \frac{1}{2} (g(t)) + \frac{1}{2} \log \frac{1}{2} (t)}$, we may compute
\[ \frac{1}{|I|} \sum_{J \subseteq I} \phi_J \lambda_J^{\frac{1}{p}} = \frac{1}{|I|} \sum_{J \subseteq I} \phi_0 \lambda_0^{\frac{1}{p}} |J|^{\log \frac{1}{2} (g(t)) + \frac{1}{2} \log \frac{1}{2} (t)} \]
\[ = \frac{1}{|I|} \sum_{k=0}^{+\infty} \phi_0 \lambda_0^{\frac{1}{p}} \left( |I| \frac{1}{2^k} \right)^{\log \frac{1}{2} (g(t)) + \frac{1}{2} \log \frac{1}{2} (t)} \cdot 2^k \]
\[ = \frac{1}{|I|} \phi_0 \lambda_0^{\frac{1}{p}} |I|^{\log \frac{1}{2} \left( \frac{1}{2t} g(t) \right)} \sum_{k=0}^{+\infty} \left( 2t \frac{1}{\frac{1}{2} \log \frac{1}{2} (g(t)) + \frac{1}{2} \log \frac{1}{2} (t)} \right)^k \]
\[ = \phi_0 \lambda_0^{\frac{1}{p}} |I|^{\log \frac{1}{2} \left( \frac{1}{2t} g(t) \right)} \frac{1}{1 - 2t \frac{1}{\frac{1}{2} \log \frac{1}{2} (g(t)) + \frac{1}{2} \log \frac{1}{2} (t)}}. \]
By computation, using (88) and (95), we get

\[ \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi_J \lambda_J^p \right)^p = \]

\[ \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \phi_0 \lambda_0^p \left| I \right| \log \left( \frac{2t^{p} g(t)}{1 - 2t^{p} g(t)} \right) \right)^p = \]

\[ \frac{1}{|I_0|} \phi_0^p \lambda_0^{p-1} \frac{1}{1 - 2t^{p} g(t)} \sum_{I \subseteq I_0} \alpha_I \left| I \right| \log \left( \frac{2^{p-1} g(t)^p}{1 - 2t^{p} g(t)} \right) = \]

\[ \frac{1}{|I_0|} \phi_0^p \lambda_0^{p-1} \frac{(1 - 2t)^p}{1 - 2t^{p} g(t)} \sum_{I \subseteq I_0} \left( \lambda_0^{1-p} \left| I \right| \log \left( \frac{2^{p-1} g(t)^p}{1 - 2t^{p} g(t)} \right) \right) \left( \left| I \right| \log \left( \frac{2^{p-1} g(t)^p}{1 - 2t^{p} g(t)} \right) \right) = \]

(95)

\[ \frac{1}{|I_0|} \phi_0^p \frac{(1 - 2t)^p}{1 - 2g(t)^p} \sum_{k=0}^{+\infty} \left( \frac{|I_0|}{2^k} \right) \log \left( \frac{2g(t)^p}{1 - 2g(t)^p} \right) \cdot 2^k = \]

\[ \phi_0^p |I_0| \log \left( \frac{2g(t)^p}{1 - 2g(t)^p} \right) \frac{1}{1 - 2g(t)^p} \left( \frac{1 - 2t}{1 - 2t^{p} g(t)} \right)^p. \]

To finish the proof, we are going to show that

\[ \lim_{t \to \left( \frac{1}{2} \right)^-} \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi_J \lambda_J^p \right)^p \left( \frac{1}{|I_0|} \sum_{J \subseteq I_0} \phi_J^p \right)^{-1} = (p')^p. \]  

(96)

By computation, using (88) and (95), we get

\[ \frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left( \frac{1}{|I|} \sum_{J \subseteq I} \phi_J \lambda_J^p \right)^p \left( \frac{1}{|I_0|} \sum_{J \subseteq I_0} \phi_J^p \right)^{-1} = \]

\[ \frac{1}{|I_0|} \phi_0^p |I_0| \log \left( \frac{2g(t)^p}{1 - 2g(t)^p} \right) \frac{1}{1 - 2g(t)^p} \left( \frac{1 - 2t}{1 - 2t^{p} g(t)} \right)^p \left( \phi_0^p |I_0| \log \left( \frac{2g(t)^p}{1 - 2g(t)^p} \right) \frac{1}{1 - 2g(t)^p} \right)^{-1} = \]

(97)

\[ \left( \frac{1 - 2t}{1 - 2t^{p} g(t)} \right)^p. \]

So, to finish the proof, we are going to show that

\[ \lim_{t \to \left( \frac{1}{2} \right)^-} \frac{1 - 2t}{1 - 2t^{p} g(t)} = p'. \]  

(98)

We consider the change of variable

\[ x = 1 - 2t; \quad t = \frac{1 - x}{2}. \]  

(99)

26
By change of variable we get the equation
\[
\lim_{t \to \frac{1}{2}} - \frac{1 - 2t}{1 - 2t^{\frac{1}{p}}} g(t) = \lim_{x \to 0^+} - \frac{x}{1 - 2t} (1 - x)^{\frac{1}{p'}} (\frac{1}{2^p} x). \tag{100}
\]

By the Taylor formula we have
\[
(1 - x)^{\frac{1}{p'}} = 1 - \frac{x}{p'} + o(|x|), \tag{101}
\]
so we get
\[
\lim_{t \to \frac{1}{2}} - \frac{1 - 2t}{1 - 2t^{\frac{1}{p}}} g(t) = \lim_{x \to 0^+} - \frac{x}{1 - 2t} \left(1 - \frac{x}{p'} + o(|x|)\right) g(\frac{1}{2^p} x). \tag{102}
\]

By change of variable, from (83) we get
\[
g(\frac{1 - x}{2}) = 1 - \frac{x}{p'} + o(|x|), \tag{103}
\]
so equation (102) becomes
\[
\lim_{t \to \frac{1}{2}} - \frac{1 - 2t}{1 - 2t^{\frac{1}{p}}} g(t) \left(\frac{1}{2^p} x\right) = \lim_{x \to 0^+} - \frac{x}{1 - 2t} \left(1 - \frac{x}{p'} + o(|x|)\right) o(1) \tag{104}
\]
\[
= p'.
\]

So (97) and (104) yield that, for the given choice of \(\alpha, \Lambda\) and \(\phi\), we have
\[
\lim_{t \to \frac{1}{2}} \left(\frac{1}{|I_0|} \sum_{I \subseteq I_0} \alpha_I \left(\frac{1}{|I|} \sum_{J \subseteq I} \phi_J \Lambda^\frac{1}{p'}\right)^p\right) = (p')^p \left(\frac{1}{|I_0|} \sum_{J \subseteq I_0} \phi_J^p\right), \tag{105}
\]

which proves that the constant \((p')^p\) is sharp for Theorem 1.1.

3 Stochastic approach to the problem

We will now analyze this problem from the point of view of the theory of stochastic optimal control, and we will show that the function \(B\) can be interpreted as the Bellman function associated to a stochastic optimal control problem naturally related to the dyadic problem. In this section we use the same notations used in [11], chapter 11. See [6] for more details about the topic.

We are going to show the following theorem.
**Theorem 3.1.** For all \( x \in \mathcal{D} \) we have

\[
\mathcal{B}(x) = g(x).
\] (106)

Here \( g \) is the Bellman function solution to the following stochastic optimal control problem associated to the inequality (71).

Consider \( x \in \mathcal{D} \), \( u = (u_1, u_2, \ldots, u_5) \in \mathbb{R}^5 \) such that \( u_5 \geq 0 \). Let us define the payoff density

\[
\eta^u(x) := p^P\left(\frac{x_2}{x_3 + (p - 1)x_4}\right)^p u_5.
\]

Let \( x \in \mathcal{D} \). We define the bequest function

\[
K(x) = \liminf_{y \to x, y \in \mathcal{D}} \mathcal{B}(y).
\]

We remark that, for the definition of the stochastic Bellman function, we only need to define the bequest function \( K \) on the boundary of the domain \( \mathcal{D} \), however we follow the definition used in [11].

Let us define the coefficients

\[
b(u, x) := (0, 0, -u_5, 0), \quad \sigma(u, x) := (u_1, u_2, u_3, u_4).
\]

Let \( \{u_t\}_{t \geq 0} \) be a control such that \( u_t(\omega) \in \{u \in \mathbb{R}^5 \mid u_5 \geq 0\} \). We consider the stochastic process \( \{X_t\} = \{(F_t, f_t, A_t, v_t)\} \) solution to the following stochastic differential equation

\[
X_t = x_0 + \int_0^t b(u_s, X_s)ds + \int_0^t \sigma(u_s, X_s)dB_s,
\] (107)

where \( x_0 \in \mathcal{D} \) is the starting point, \( \{B_t\}_{t \geq 0} \) is a 1-dimensional Brownian motion and the domain of values of \( X_t \) is the set \( \mathcal{D} \). Let \( \tau_D \) be the first exit time for \( \{X_t\}_{t \geq 0} \) from \( \mathcal{D} \), i.e.

\[
\tau_D(\omega) := \begin{cases} 
\inf\{s > 0 \mid X_s(\omega) \notin \mathcal{D}\} & \text{if } \{s > 0 \mid X_s(\omega) \notin \mathcal{D}\} \neq \emptyset, \\
+\infty & \text{otherwise}.
\end{cases}
\]

The Bellman function associated to the problem is

\[
g(x) = \sup_{\{u_t\}} \mathbb{E}^x \left[ \int_0^{\tau_D} p^P\left(\frac{f_s}{A_s + (p - 1)v_s}\right)^p u_5 ds + K(X_{\tau_D})\chi_{\{\tau_D < +\infty\}} \right],
\]

where the supremum is taken over the set of controls \( \{u_t\}_{t \geq 0} \) satisfying proper measurability conditions and whose values range in the set \( \{(u_1, u_2, u_3, u_4, u_5) \in \mathbb{R}^5 \mid u_5 \geq 0\} \).

We observe that, for this result, we used the stronger version of the main inequality (71) instead of the weaker version (72). By using a stronger main inequality we still get a Bellman function that can be used in the proof of Theorem 1.1 with the Bellman function method, however finding the solution to the problem associated to the weaker inequality (72) would require more work.

Now in the following subsections we show how we got to the stochastic optimal control problem and how we solved it.
3.1 From the dyadic to the stochastic problem

In this subsection we will show that the main inequality satisfied by the function $B$ can be used to prove that $B$ satisfies a differential inequality that will be the starting point from which we enunciate the stochastic optimal control problem having $B$ as a solution. We are going to recall the problem we are considering. Let $p \in \mathbb{R}$, $1 < p < +\infty$. We consider the function

$$B(F, f, A, v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{fp}{(A + (p-1)v)^{p-1}},$$

defined over the domain

$$\mathcal{D} := \{ (F, f, A, v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0, v \geq A, f^p \leq F v^{p-1} \}.$$ We proved in section 1 that $B$ satisfies the inequality (71). We are now going to show how the inequality (71) entails a differential inequality for the function $B$. Let us consider a fixed point $(\tilde{F}, \tilde{f}, \tilde{A}, \tilde{v})$ in the set of the interior points of $\mathcal{D}$. Let us consider $a \geq 0$, $b \geq 0$, $c \geq 0$. Let us consider $t > 0$. We now define

$$\phi(t) = (\tilde{F} + tb)^p, \tilde{f} + t^2 ab, \tilde{A} + tc, \tilde{v} + (ta)^p) \in \mathbb{R}^4,$$

$$\psi(t) = (\tilde{F} + u_1 t, \tilde{f} + u_2 t, \tilde{A} + u_3 t, \tilde{v} + u_4 t) \in \mathbb{R}^4.$$ As long as we choose $\tilde{t} \in \mathbb{R}^+$ small enough, we have that $\phi(t) \in \mathcal{D}$ and $\psi(t) \in \mathcal{D}$ for all $0 \leq t < \tilde{t}$. So we may now compute the main inequality (71) in the following way

$$B\left(\tilde{F} + (t^2b)^p, \tilde{f} + (t^2)^2 ab, \tilde{A} + t^2 c, \tilde{v} + (t^2a)^p\right) - B\left(\tilde{F}, \tilde{f}, \tilde{A}, \tilde{v}\right) +$$

$$B\left(\tilde{F}, \tilde{f}, \tilde{A}, \tilde{v}\right) - \frac{1}{2} \left[B\left(\tilde{F} + u_1 t, \tilde{f} + u_2 t, \tilde{A} + u_3 t, \tilde{v} + u_4 t\right) +

B\left(\tilde{F} - u_1 t, \tilde{f} - u_2 t, \tilde{A} - u_3 t, \tilde{v} - u_4 t\right)\right] \geq p^p \frac{f^p}{(A + (p-1)v)^{p-1}} t^2 c,$$

which is equivalent to

$$B(\phi(t^2)) - B(\phi(0)) + B(\psi(0)) - \frac{1}{2}\left[B(\psi(-t)) + B(\psi(t))\right] \geq$$

$$p^p \frac{(\tilde{f} + (t^2)^2 ab)^p}{(\tilde{A} + t^2 c + (p-1)(\tilde{v} + (t^2a)^p))^p} t^2 c.$$ We are allowed to compute this inequality because, by setting $X = \phi(t^2)$, $\tilde{X} = \phi(0) = \psi(0)$ and $X_+ = \psi(t)$, $X_- = \psi(-t)$, we have

$$X = \tilde{X} + \left((t^2b)^p, (t^2a)^p, (ta)^p, c^2 t\right),$$

$$\tilde{X} = \frac{1}{2}(X_+ + X_-),$$
and $X, \dot{X}, X_+, X_-$ are in the domain $\mathcal{D}$, so the hypotheses of the main inequality are satisfied. Dividing by $t^2$ and taking the limit as $t \to 0$ we get

$$\lim_{t \to 0} \frac{\mathcal{B}(\phi(t^2)) - \mathcal{B}(\phi(0)) + \mathcal{B}(\psi(0)) - \frac{1}{2} \mathcal{B}(\psi(-t)) + \mathcal{B}(\psi(t))}{t^2} \geq p^p \frac{\tilde{f}^p}{(A + (p-1)\tilde{v})^p}c.$$

By a change of variable we get

$$\lim_{s \to 0} \frac{\mathcal{B}(\phi(s)) - \mathcal{B}(\phi(0))}{s} + \lim_{t \to 0} \frac{\mathcal{B}(\psi(0)) - \frac{1}{2} \mathcal{B}(\psi(-t)) + \mathcal{B}(\psi(t))}{t^2} \geq p^p \frac{\tilde{f}^p}{(A + (p-1)\tilde{v})^p}c,$$

so we get

$$\frac{\partial}{\partial t} \mathcal{B}(\phi(t)) \bigg|_{t=0} - \frac{1}{2} \frac{\partial^2}{\partial t^2} \mathcal{B}(\psi(t)) \bigg|_{t=0} \geq p^p \frac{\tilde{f}^p}{(A + (p-1)\tilde{v})^p}c. \quad (108)$$

By computing the derivative we get

$$\langle \nabla \mathcal{B}(\phi(0)), \phi'(0) \rangle - \frac{1}{2} \left[ \langle \mathcal{H}(\mathcal{B})(\psi(0)) \phi'(0), \psi'(0) \rangle + \langle \nabla \mathcal{B}(\psi(0)), \psi''(0) \rangle \right] \geq p^p \frac{\tilde{f}^p}{(A + (p-1)\tilde{v})^p}c.$$

Now we observe that

$$\phi'(0) = (0, 0, c, 0), \quad \psi'(0) = (u_1, u_2, u_3, u_4) =: u, \quad \psi''(0) = (0, 0, 0, 0).$$

So we get

$$\frac{\partial}{\partial x_3} c - \frac{1}{2} \langle \mathcal{H}(\mathcal{B}) \cdot u, u \rangle \geq p^p \frac{\tilde{f}^p}{(A + (p-1)\tilde{v})^p}c \quad (109)$$

for any $c \geq 0$.

We may verify that the function

$$\mathcal{B}(F, f, A, v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{\tilde{f}^p}{(A + \tilde{v}(p-1))^p}c,$$

satisfies the inequality (109). We compute

$$\frac{\partial \mathcal{B}}{\partial x_3}(\tilde{F}, \tilde{f}, \tilde{A}, \tilde{v}) \cdot c = p^p \frac{\tilde{f}^p}{(A + \tilde{v}(p-1))^p}c,$$

and $\mathcal{B}$ is concave so it satisfies $-\frac{1}{2} \langle \mathcal{H}(\mathcal{B}) \cdot u, u \rangle \geq 0$, showing that (109) is satisfied.

It follows that the function $\mathcal{B}$ satisfies the inequality

$$- \frac{\partial \mathcal{B}(x)}{\partial x_3} u_5 + \frac{1}{2} \sum_{i,j=1}^4 \frac{\partial^2 \mathcal{B}(x)}{\partial x_i \partial x_j} u_i u_j + p^p \left( \frac{x_2}{x_3 + (p-1)x_4} \right) u_5 \leq 0 \quad \forall x \in \mathcal{D}, \forall u \in \mathbb{R}^5, \quad u_5 \geq 0.$$

So the function $\mathcal{B}$ satisfies the following inequality

$$\sup_{u \in \mathbb{R}^5, u_5 \geq 0} \left\{ - \frac{\partial \mathcal{B}(x)}{\partial x_3} u_5 + \frac{1}{2} \sum_{i,j=1}^4 \frac{\partial^2 \mathcal{B}(x)}{\partial x_i \partial x_j} u_i u_j + p^p \left( \frac{x_2}{x_3 + (p-1)x_4} \right) u_5 \right\} \leq 0. \quad (110)$$
so we will read the function $B$ as a supersolution to a Hamilton-Jacobi-Bellman equation. Moreover, $B$ is actually a solution to the Hamilton-Jacobi-Bellman equation by taking $u_1 = u_2 = u_3 = u_4 = 0$. So $B$ satisfies the Hamilton-Jacobi-Bellman equation

$$
\sup_{u \in \mathbb{R}^3, u_5 \geq 0} \left\{ - \frac{\partial B(x)}{\partial x_3} u_5 + \frac{1}{2} \sum_{i,j=1}^{4} \frac{\partial^2 B(x)}{\partial x_i \partial x_j} u_i u_j + p^p \left( \frac{x_2}{x_3 + (p-1)x_4} \right)^p u_5 \right\} = 0 \quad \forall x \in \mathcal{D}. \quad (111)
$$

So we naturally got a Hamilton-Jacobi-Bellman equation that can be interpreted as the equation associated to a stochastic optimal control problem.

### 3.2 Stochastic optimal control problem

Now we enunciate a stochastic optimal control which defines a Bellman function $g$ such that $g \equiv B$.

Let us consider the following extension of the function $B$ to the closure $\overline{\mathcal{D}}$ of its domain:

$$
\hat{B} : \overline{\mathcal{D}} \longrightarrow \mathbb{R}
$$

defined in the following way:

$$
\hat{B}(x) = \begin{cases} 
B(x) & \text{if } x \in \mathcal{D}, \\
\liminf_{y \to x} B(y) & \text{if } x \in \overline{\mathcal{D}} \setminus \mathcal{D}.
\end{cases}
$$

**Remark 3.2.** For all points $x \in \overline{\mathcal{D}} \setminus \mathcal{D}$ such that $(x_3, x_4) \neq (0,0)$ the function $B$ extends continuously to the value

$$
\hat{B}(x_1, x_2, x_3, x_4) = \lim_{y \to x} B(y) = \left( \frac{p}{p-1} \right)^p x_1 - \frac{p^p}{p-1} \frac{x_2^p}{x_3 + x_4(p-1)^{p-1}}.
$$

The remaining points $x \in \overline{\mathcal{D}} \setminus \mathcal{D}$ are the points $x = (F, f, 0, 0)$, however by definition of $\mathcal{D}$ we have $f^p \leq Fv^{p-1}$, so $f = 0$. For the points $x = (F, 0, 0, 0)$ such that $F \geq 0$ we have

$$
\hat{B}(x) = \liminf_{y \to x} B(y) = 0.
$$

**Proof.** We are going to show this fact by recalling that $B \geq 0$, so $\liminf_{y \to x} B(y) \geq 0$, and by considering a proper sequence of points. Let $v \geq A > 0$, let $0 < t \leq 1$. Let us first assume that $F > 0$. Let us consider the points

$$
x(t) = (F, (F(tv)^{p-1})^\frac{1}{p}, t^2A, tv).
$$

By construction $x(t) \in \mathcal{D}$, $\lim_{t \to 0} x(t) = (F, 0, 0, 0)$, and

$$
\lim_{t \to 0} B(x(t)) = \lim_{t \to 0} \left[ \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{F(tv)^{p-1}}{(t^2A + (p-1)tv)^{p-1}} \right] = F \cdot \lim_{t \to 0} \left[ \left( \frac{p}{p-1} \right)^p - \frac{p^p}{p-1} \frac{v^{p-1}}{(tA + (p-1)v)^{p-1}} \right] = 0.
$$
Let us assume \( F = 0 \). Let \( \tilde{F} > 0 \). We consider the sequence
\[
x(t) = (t\tilde{F}, (t\tilde{F}(tv)^{p-1})^{\frac{1}{p}}, t^2A, tv),
\]
and the proof holds with the same argument. So \( 0 \leq \liminf_{y \to x} B(y) \leq \lim_{t \to 0} B(x(t)) = 0 \), which ends the proof.

Let \( x \in \mathcal{D} \), \( t \geq 0 \), \( u = (u_1, u_2, \ldots, u_5) \in \mathbb{R}^5 \) such that \( u_5 \geq 0 \). We will now define a payoff density and a bequest function to get the stochastic optimal control problem we are looking for. These functions will not depend on the time variable, so in the notation we will skip writing it. Let us define the payoff density
\[
\eta^u(x, t) \equiv \eta^u(x) := p^p \left( \frac{x_2}{x_3 + (p - 1)x_4} \right) u_5.
\]
Let \( x \in \overline{\mathcal{D}} \). We define the bequest function
\[
K(x_1, x_2, x_3, x_4, t) \equiv K(x) := \tilde{B}(x),
\]
i.e. \( K \) is the function
\[
K(x_1, x_2, x_3, x_4, t) \equiv K(x) = \begin{cases} \left( \frac{x_2}{p-1} \right)^p - \frac{x_2}{p-1} \frac{x_2}{(x_3 + (p-1)x_4)^p} & \text{if } x \in \mathcal{D}, \\ \liminf_{y \to x} B(y) & \text{if } x \in \overline{\mathcal{D}} \setminus \mathcal{D}.
\end{cases}
\]
To finish the formulation of the stochastic optimal control problem we define the coefficients
\[
b(u, x, t) \equiv b(u, x) := (0, 0, -u_5, 0),
\]
\[
\sigma(u, x, t) \equiv \sigma(u, x) := (u_1, u_2, u_3, u_4).
\]
Let \( \{u_t\}_{t \geq 0} \) be a control such that \( u_t(\omega) \in \{u \in \mathbb{R}^5 \mid u_5 \geq 0\} \). We consider the stochastic process \( \{X_t\} = \{(F_t, f_t, A_t, v_t)\} \) solution to the stochastic differential equation (107). The Bellman function associated to the problem is
\[
g(x) = \sup_{\{u_t\}_{t \geq 0}} E^x \left[ \int_0^{\tau_D} p^p \left( \frac{f_s}{A_s + (p - 1)v_s} \right) u_5 ds + K(X_{\tau_D}) \chi_{\{\tau_D < \infty\}} \right],
\]
where the supremum is taken over the set of controls \( \{u_t\}_{t \geq 0} \) such that \( \{u_t\} \) is measurable with respect to \( \mathcal{F}_t \), where \( \{\mathcal{F}_t\}_{t \geq 0} \) is the filtration generated by the variables \( \{B_s \mid 0 \leq s \leq t\} \), and such that the values \( u_t(\omega) \) belong to the set \( \{u_1, u_2, u_3, u_4, u_5\} \in \mathbb{R}^5 \mid u_5 \geq 0\).

So by the Hamilton-Bellman-Jacobi equation theorem (see [11], theorem 11.2.1) the function \( g \) satisfies the equation (111). We will also write the equation (111) in the following way
\[
\sup_{u \in \mathbb{R}^5} \left\{ (\mathcal{L}^u)g(x) + p^p \left( \frac{x_2}{x_3 + (p - 1)x_4} \right) u_5 \right\} = 0 \quad \forall x \in \mathcal{D}.
\]
(112)

We recall that the operator
\[
(\mathcal{L}^u \varphi)(x) = -\frac{\partial \varphi(x)}{\partial x_3} u_5 + \frac{1}{2} \sum_{i,j=1}^{4} \frac{\partial^2 \varphi(x)}{\partial x_i \partial x_j} u_i u_j
\]
(113)
is the infinitesimal generator of the process \( \{X_t\} \) solution to the equation (107) for the choice of the control \( \{u_t\} \) such that \( u_t \equiv u \in \{y \in \mathbb{R}^5 \mid y_5 \geq 0\} \). Indeed, the infinitesimal generator \( A \) of such process (see [11], theorem 7.3.3) can be characterized by

\[
(Ag)(x) = \sum_{i=1}^{4} b_i(u, x) \frac{\partial g}{\partial x_i}(x) + \frac{1}{2} \sum_{i,j=1}^{4} (\sigma \sigma^T)_{i,j}(u, x) \frac{\partial^2 g}{\partial x_i \partial x_j}(x) = (L^u g)(x).
\]

### 3.3 The dyadic Bellman function is a stochastic Bellman function

How we prove Theorem 3.1.

**Proof.** We are going to prove the stronger statement

\[
g(x) = \hat{B}(x) \quad \forall x \in \mathbb{D}.
\]

From (114) and the definition of \( \hat{B} \) it follows that

\[
g(x) = \hat{B}(x) = B(x) \quad \forall x \in \mathbb{D},
\]

which is the required statement. First we are going to prove that \( g(F, f, A, v) \geq \hat{B}(F, f, A, v) \). We compute

\[
g(F, f, A, v) \geq \mathbb{E}^{x_0} \left[ \int_0^{\tau_D} \eta^{u_\tau}(X_t) dt + K(X_{\tau_D}) \chi_{\{\tau_D < +\infty\}} \right]
\]

for the choice

\[
u_t = (0, 0, 0, 0, 1), \quad x_0 = (F, f, A, v).
\]

Let us first suppose \( v > 0 \). By computation we get \( F_s = F, f_s = f, v_s = v, A_s = A-s, \) and \( \tau_D = 0 \), so in this case the stopping time \( \tau_D \) is equal to 0, so the profit gain over the trajectory is 0, and we are left with the bequest gain. So the inequality becomes

\[
g(F, f, A, v) \geq 0 + K(F, 0, 0, 0) = \tilde{B}(F, 0, 0, 0) = 0,
\]
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which ends the proof that \( g \geq \bar{B} \).

To prove that \( g \leq \bar{B} \) we are going to first enunciate a heuristic argument to show it, using Jensen’s inequality.

Let us consider a control \( u = \{u_t\}_{t \geq 0} \) such that \( u_t = (u_1(t), \ldots, u_4(t), 0) \) for \( 0 \leq t < s \) and then \( u_t = (0, 0, 0, 0, 1) \) for \( t \geq s \). Let \( \{X_t\} \) be the solution to (107) for this choice of the control \( \{u_t\} \).

The control \( \{u_t\} \) lets the process \( \{X_t\} \) behave like a martingale diffusion (the process has no drift) up to the time \( s \), and on this part of the trajectory there is no profit gain (because the profit density is equal to 0 when \( u_5 = 0 \)). Moreover, the control \( \{u_t\} \) lets the process \( \{X_t\} \) drift towards the boundary of the domain from the time \( s \) onwards.

Let \( t \mapsto X(\omega)(t) := X_t(\omega) \) be a trajectory of the process \( \{X_t\} \).

If \( \tau_D(\omega) \leq s \) then, by continuity of the process \( \{X_t\} \), the trajectory \( X(\omega) \) lands on the point \( X_{\tau_D(\omega)}(\omega) \in \partial D \) for almost all the \( \omega \) with such properties. So almost all trajectories \( X(\omega) \) such that \( \tau_D(\omega) \leq s \) gain an amount of profit equal to \( K(X_{\tau_D(\omega)}) = \bar{B}(X_{\tau_D(\omega)}) = \bar{B}(X_{s \land \tau_D(\omega)}) \).

If \( \tau_D(\omega) > s \), the trajectory \( t \mapsto X_t(\omega) \) of the process \( \{X_t\} \) lands on a point \( x \) in the interior of the domain \( D \) at the time \( s \), without exiting the domain \( D \) before the time \( s \). We observe that, in the first part of the proof, we proved that a control \( \{\hat{u}_t\} \) such that \( \hat{u}_t = (0, 0, 0, 0, 1) \) generates a process \( \{\hat{X}_t\} \) that gains an amount of average profit equal to the value of the function \( \bar{B} \) in the starting point. So, by this observation, it follows that the trajectory \( X(\omega) \) gains no profit during the time \( 0 < t < s \), and gains an amount of profit equal to \( \bar{B}(X_s) = \bar{B}(X_{\tau_D(\omega) \land s}) \) during the times \( s \leq t \leq \tau_D(\omega) \).

Based on these observations the average amount of profit gained by \( \{X_t\} \), given a control \( \{u_t\} \) of this kind, is

\[
J^u(x) = E^x \left[ 0 + \bar{B}(X_{s \land \tau_D}) \right],
\]

where the first addent stands for the null gain on the trajectory up to the time \( s \land \tau_D \), while the second addend is equal to the gain from that moment onwards (the profit gain from the bequest function at the end of times is included in the second addend).

Following this notation the Bellman function \( g \) is

\[
g(x) = \sup_{u \in \{u_t\}} J^u(x).
\]

However, \( \bar{B} \) is concave, so by Jensen’s inequality we have

\[
E^x \left[ \bar{B}(X_{s \land \tau_D}) \right] \leq \bar{B} \left( E^x [X_{s \land \tau_D}] \right).
\]

Moreover, \( \{X_t\} \) is a martingale up to the time \( s \) by definition, so we get

\[
J^u(x) = E^x \left[ \bar{B}(X_{s \land \tau_D}) \right] \leq \bar{B} \left( E^x [X_{s \land \tau_D}] \right) = \bar{B}(x),
\]

and the heuristic idea is that there is “independence” between letting the process drift in the third variable (which gives a non-negative gain) and letting the process be a diffusion (which gains nothing), so we can let the process be a combination of the two and the argument will still hold.

So by taking the supremum over all controls \( \{u_t\} \) we get

\[
g(x) = \sup_{u \in \{u_t\}} J^u(x) \leq \bar{B}(x).
\]
We are now going to give a proof that \( g \leq \tilde{B} \) using Dynkin’s formula (see [11], theorem 7.4.1). We will skip some technical details in the following proof.

Let \( \{u_t\}_{t \geq 0} \) be a given control. Let \( \{X_t\}_{t \geq 0} \) be the process solution to \( \tilde{B} \) for this choice of the control \( \{u_t\}_{t \geq 0} \). Let \( \tau_D \) be the first exit time for \( \{X_t\} \) from \( D \). We will first assume that \( \tau_D < +\infty \) almost surely. Now we apply Dynkin’s formula

\[
E^x[\tilde{B}(X_{\tau_D})] = \tilde{B}(x) + E^x\left[ \int_0^{\tau_D} (\mathcal{L}u_s \tilde{B})(X_s) \, ds \right]
\]

(116)

to the function \( \tilde{B} \) and the process \( \{X_t\}_{t \geq 0} \). We get

\[
\tilde{B}(x) = E^x[\tilde{B}(X_{\tau_D})] - E^x\int_0^{\tau_D} (\mathcal{L}u_s \tilde{B})(X_s) \, ds.
\]

Now, since \( \tau_D < +\infty \) almost surely, the event \( \chi_{\{\tau_D < +\infty\}} \) has a probability of 1, so

\[
\tilde{B}(x) = E^x[\tilde{B}(X_{\tau_D})\chi_{\{\tau_D < +\infty\}}] - E^x\int_0^{\tau_D} (\mathcal{L}u_s \tilde{B})(X_s) \, ds.
\]

The equation (112) entails that \( -(\mathcal{L}u_s \tilde{B})(y) \geq \eta^u_s(y) \), so we get

\[
\tilde{B}(x) \geq E^x\int_0^{\tau_D} \eta^u_s(X_s) \, ds + E^x[\tilde{B}(X_{\tau_D})\chi_{\{\tau_D < +\infty\}}].
\]

However, \( \tilde{B}(X_{\tau_D}) = K(X_{\tau_D}) \), so we get

\[
\tilde{B}(x) \geq E^x\int_0^{\tau_D} \eta^u_s(X_s) \, ds + E^x[K(X_{\tau_D})\chi_{\{\tau_D < +\infty\}}] = g(x).
\]

If \( \tau_D \) is not almost surely finite, we are going to show an idea of the proof. We may consider the stopping time \( \tau(T) = \tau_D \land T = \min\{\tau_D, T\} \) for \( T > 0 \). This procedure is equivalent to considering the processes \( Y_t = (t, X_t) \) in the domain \([0, T] \times D\), and then defining the Bellman function \( \tilde{B}_T \) associated to those processes, which is a standard way to define the Bellman functions (see [11], chapter 11).

Since \( \tau(T) < +\infty \) almost surely, we may apply Dynkin’s formula to that stopping time and, with the same argument we used before, we get

\[
\tilde{B}_T(x) \geq E^x\int_0^{\tau(T)} \eta^u_s(X_s) \, ds + E^x[K(X_{\tau(T)})\chi_{\{\tau(T) < +\infty\}}]
\]

\[
\downarrow T \to +\infty \quad \downarrow T \to +\infty
\]

\[
\tilde{B}(x) \geq E^x\int_0^{\tau_D} \eta^u_s(X_s) \, ds + E^x[K(X_{\tau_D})\chi_{\{\tau_D < +\infty\}}].
\]

So, by taking the supremum over all controls \( \{u_t\} \), we get

\[
\tilde{B}(x) \geq \sup_{\{u_t\}} E^x\left[ \int_0^{\tau_D} \eta^u_s(X_s) \, ds + K(X_{\tau_D})\chi_{\{\tau_D < +\infty\}} \right] = g(x),
\]

which ends the proof that \( \tilde{B} \equiv v \), so \( \tilde{B} \) is the Bellman function solution to the stochastic optimal control problem. \( \square \)
4 Appendix

We are going to prove the following lemma.

**Lemma 4.1.** The domain

\[ \mathcal{D} := \left\{ (F,f,A,v) \in \mathbb{R}^4 \mid F > 0, f > 0, A > 0, v > 0, v \geq A, f^p \leq F v^{p-1} \right\} \]

is convex.

**Proof.** We write the domain \( \mathcal{D} \) in the form

\[ \mathcal{D} = \{ v \geq A \} \cap \mathcal{A}, \]

here \( \mathcal{A} \) is the set

\[ \mathcal{A} = \left\{ (F,f,A,v) \in \mathbb{R}^4 \mid F > 0, f > 0, v > 0, f^p \leq F v^{p-1} \right\}. \]

To prove that the domain is convex we just need to prove that it is an intersection of convex sets.

The set \( \{ v \geq A \} \) is trivially convex because it is a half-plane. Since \( \frac{1}{p} + \frac{1}{p'} = 1 \) and \( \frac{p-1}{p} = \frac{p}{p'} \), the set \( \mathcal{A} \) can be written in the form

\[ \mathcal{A} = \mathcal{S} \cap \{ f > 0 \}, \]

here \( \{ f > 0 \} \) is another half-plane (a convex set), while \( \mathcal{S} \) is the set

\[ \mathcal{S} = \left\{ (F,f,A,v) \in \mathbb{R}^4 \mid F > 0, v > 0, f \leq F \frac{1}{p} v^{\frac{1}{p'}} \right\}. \]

The set \( \mathcal{S} \) is the subgraph of the function

\[ h : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+_0 \]

\[ (F,A) \mapsto F \frac{1}{p} v^{\frac{1}{p'}}. \]

To prove that \( \mathcal{S} \) is convex, all we need to do is to prove that \( h \) is a concave function (since \( h \) is defined over a convex domain).

Since \( h \) does not depend on the variable \( A \), we will treat it as a function over the other two variables only:

\[ h : \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+_0 \]

\[ (F,v) \mapsto F \frac{1}{p} v^{\frac{1}{p'}}. \]

We compute the Hessian matrix of the function \( h \): for all \( F > 0, v > 0 \)

\[ \frac{\partial h}{\partial F}(F,v) = \frac{1}{p} F^{-\frac{1}{p}} v^{\frac{1}{p'}}, \quad \frac{\partial h}{\partial v}(F,v) = \frac{1}{p'} F^{\frac{1}{p}} v^{-\frac{1}{p'}}. \]

\[ \frac{\partial^2 h}{\partial F^2}(F,v) = \frac{1-p}{p^2} F^{-\frac{2}{p}} v^{\frac{1}{p'}}, \quad \frac{\partial^2 h}{\partial F \partial v}(F,v) = \frac{1}{pp'} F^{\frac{1}{p}} v^{-\frac{1}{p'}}, \]

\[ \frac{\partial^2 h}{\partial F^2}(F,v) = \frac{1}{pp'} F^{-\frac{1}{p}} v^{\frac{1}{p'}}, \quad \frac{\partial^2 h}{\partial v^2}(F,v) = \frac{1}{p^2} F^{\frac{1}{p}} v^{-\frac{1}{p'}}, \quad \frac{\partial^2 h}{\partial v^2}(F,v) = \frac{1}{p^{\prime 2}} F^\frac{1}{p'} v^{-\frac{1}{p'}}. \]
So the Hessian matrix is
\[
H(h)(F, v) = \begin{bmatrix}
\frac{1}{pp'} F_{v}^{-2} v_{v}^{-1} & \frac{1}{pp'} F_{v}^{-1} v_{v}^{-1} \\
\frac{1}{pp'} F_{v}^{-1} v_{v}^{-1} & \frac{1}{pp'} F_{v}^{-2} v_{v}^{-2}
\end{bmatrix}.
\]

(117)

If the Hessian matrix of \( h \) has non-positive eigenvalues then the function \( h \) is concave.

Now we compute the eigenvalues of the Hessian matrix (117):

\[
\det(H(h)(F, v) - \lambda I) = \det \begin{bmatrix}
\frac{1}{pp'} F_{v}^{-2} v_{v}^{-1} - \lambda & \frac{1}{pp'} F_{v}^{-1} v_{v}^{-1} \\
\frac{1}{pp'} F_{v}^{-1} v_{v}^{-1} - \lambda & \frac{1}{pp'} F_{v}^{-2} v_{v}^{-2} - \lambda
\end{bmatrix} =
\frac{(1-p)(1-p')}{(pp')^2} F_{v}^{\frac{1}{p}+\frac{1}{p'}-2} v_{v}^{\frac{1}{p}+\frac{1}{p'}-2} - \frac{1}{(pp')^2} F_{v}^{2\left(\frac{1}{p} - 1\right)} - F_{v}^{2\left(\frac{1}{p'} - 1\right)} + \lambda^2.
\]

Now we recall that \( pp' = p' + p' \), so \( (1-p)(1-p') = 1 - p - p' + pp' = 1 - p - p' + p = 1, \) so we get

\[
\det(H(h)(F, v) - \lambda I) = \lambda^2 - \lambda \left[ \frac{1-p}{p^2} F_{v}^{\frac{1}{p}+\frac{1}{p'}-2} v_{v}^{\frac{1}{p}+\frac{1}{p'}-2} + \frac{1-p'}{p'^2} F_{v}^{\frac{1}{p}+\frac{1}{p'}-2} \right].
\]

The eigenvalues of \( H(h)(F, v) \) are the solutions to the following equation equation of variable \( \lambda \):

\[
\det(H(h)(F, v) - \lambda I) = 0.
\]

The solutions are the two values

\[
\lambda_1 = 0, \quad \lambda_2 = \frac{1-p}{p^2} F_{v}^{\frac{1}{p}+\frac{1}{p'}-2} v_{v}^{\frac{1}{p}+\frac{1}{p'}-2} + \frac{1-p'}{p'^2} F_{v}^{\frac{1}{p}+\frac{1}{p'}-2}.
\]

Now we observe that \( 1-p < 0, 1-p' < 0 \) and \( F > 0, v > 0 \), so the second eigenvalue is \( \lambda_2 < 0 \), so the Hessian matrix \( H(h)(F, v) \) is negative semi-definite for all \( F > 0 \) and \( v > 0 \), so this entails that \( h \) is concave, and the subgraph \( S \) is a convex set. So the domain \( D \) of the function \( B \) in (10) is a convex set since it is an intersection of convex sets.

We are going to prove the following lemma.

**Lemma 4.2.** The function

\[
B(F, f, A, v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \left( A + (p-1)v \right)^{p-1}
\]

is concave.

**Proof.** We will compute the eigenvalues of the Hessian Matrix \( \mathcal{H}(B) \). We will compute the actual 4 × 4 Hessian matrix (without reducing it to a 2 × 2 matrix), because the computation can be useful to compute the eigenvectors, which may be useful to study the properties of some of the stochastic
processes associated to the problem.

In the following equations we omit writing the dependence of the derivatives from the variables $(F, f, A, v)$ to simplify the notations. The first order derivatives are

\[
\frac{\partial B}{\partial F} = \left(\frac{p}{p-1}\right)^p, \quad \frac{\partial B}{\partial f} = \frac{f^{p-1}}{p-1 (A + (p-1)v)^{p-1}}, \quad \frac{\partial B}{\partial A} = p^p (A + (p-1)v)^p, \quad \frac{\partial B}{\partial v} = (p-1)p^p (A + (p-1)v)^p.
\]

The second order derivatives make up the rows of the Hessian matrix $\mathcal{H}(B)$. The first row is

\[
\frac{\partial^2 B}{\partial F^2} = 0, \quad \frac{\partial^2 B}{\partial F \partial f} = 0, \quad \frac{\partial^2 B}{\partial F \partial A} = 0, \quad \frac{\partial^2 B}{\partial F \partial v} = 0.
\]

The second row is

\[
\frac{\partial^2 B}{\partial f \partial F} = 0, \quad \frac{\partial^2 B}{\partial f \partial A} = p^{p+1} \frac{f^{p-1}}{(A + (p-1)v)^p}, \quad \frac{\partial^2 B}{\partial f \partial v} = (p-1)p^{p+1} \frac{f^{p-1}}{(A + (p-1)v)^p}.
\]

The third row is

\[
\frac{\partial^2 B}{\partial A \partial F} = 0, \quad \frac{\partial^2 B}{\partial A \partial f} = \frac{f^p}{(A + (p-1)v)^{p+1}}, \quad \frac{\partial^2 B}{\partial A \partial A} = -(p-1)p^{p+1} \frac{f^p}{(A + (p-1)v)^{p+1}}, \quad \frac{\partial^2 B}{\partial A \partial v} = -(p-1)^2 p^{p+1} \frac{f^p}{(A + (p-1)v)^{p+1}}.
\]

The fourth row is

\[
\frac{\partial^2 B}{\partial V \partial F} = 0, \quad \frac{\partial^2 B}{\partial V \partial f} = (p-1)p^{p+1} \frac{f^{p-1}}{(A + (p-1)v)^p}, \quad \frac{\partial^2 B}{\partial V \partial A} = -(p-1)p^{p+1} \frac{f^{p-1}}{(A + (p-1)v)^p}, \quad \frac{\partial^2 B}{\partial V \partial v} = -(p-1)^2 p^{p+1} \frac{f^{p-1}}{(A + (p-1)v)^p}.
\]

So the Hessian matrix of $B$ at a point $(F, f, A, v)$ is

\[
\mathcal{H}(B) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & -p^{p-1} & -p^{p-1} & (p-1)p^{p+1} \\
0 & -p^{p-1} & -p^{p-1} & (p-1)p^{p+1} \\
0 & -p^{p-1} & -p^{p-1} & -(p-1)^2 p^{p+1}
\end{pmatrix}.
\]
Let us compute the eigenvalues:

\[ 0 = \det(H(B) - \lambda I_d) = \]

\[-\lambda \det \left( \begin{array}{ccc}
-p^{p+1} & \frac{f^{p-2}}{(A+(p-1)v)^{p-1}} & -\lambda \\
p^{p+1} & \frac{f^{p-1}}{(A+(p-1)v)^p} & (p-1)p^{p+1} \\
0 & \frac{f^p}{(A+(p-1)v)^p} & -\lambda \\
\end{array} \right) = \]

\[ \lambda^2 \left( p-1 \right) \det \left( \begin{array}{ccc}
-p^{p+1} & \frac{f^{p-2}}{(A+(p-1)v)^{p-1}} & -\lambda \\
p^{p+1} & \frac{f^{p-1}}{(A+(p-1)v)^p} & (p-1)p^{p+1} \\
0 & \frac{f^p}{(A+(p-1)v)^p} & -\lambda \\
\end{array} \right) = \]

\[ \lambda^2 \lambda^2 + p^{2p+2} \left( \frac{f^{p-2}}{(A+(p-1)v)^{p-1}} + \frac{f^p}{(A+(p-1)v)^p} \right) \lambda + \]

\[ p^{2p+2}(p-1) \frac{f^p}{(A+(p-1)v)^{p+1}} \lambda = \]

\[ \lambda^3 \lambda^2 + p^{2p+2} \left( \frac{f^{p-2}}{(A+(p-1)v)^{p-1}} + p \frac{f^p}{(A+(p-1)v)^p+1} \right) \lambda = \]

So the eigenvalues of the Hessian matrix \( H(B) \) are 0 of algebraic multiplicity 3 and

\[ \lambda = -p^{2p+2} \left[ \frac{f^{p-2}}{(A+(p-1)v)^{p-1}} + p \frac{f^p}{(A+(p-1)v)^p+1} \right] \]

of algebraic multiplicity 1. However, since \( f > 0 \), \( v > 0 \) and \( A > 0 \), then \( \lambda > 0 \), so all the eigenvalues are lower than or equal to 0. This entails that the Hessian matrix is negative semi-definite, so the function \( B \) is concave.

We are going to prove the following lemma.

**Lemma 4.3.** The function

\[ B(F, f, A, v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{f^p}{(A+(p-1)v)^p} \]

satisfies

\[ 0 \leq B(F, f, A, v) \leq (p/(p-1))^p F \]

for all \( (F, f, A, v) \in \mathcal{D} \).

**Proof.** The statement follows from the definition of the domain of the function. Since \( p > 1, F > 0, \)
$f > 0$, $A > 0$, $v \geq A$ and $f^p \leq Fv^{p-1}$, we get

$$B(F,f,A,v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{f^p}{(A + (p-1)v)^{p-1}} \geq$$

$$\left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{Fv^{p-1}}{v^{p-1}} \geq$$

$$\left( \frac{p}{p-1} \right)^p F - \left( \frac{p}{p-1} \right)^p Fv^{p-1} \leq$$

$$\left( \frac{p}{p-1} \right)^p F - \left( \frac{p}{p-1} \right)^p Fv^{p-1} \leq \left( \frac{p}{p-1} \right)^p F.$$

and

$$B(F,f,A,v) = \left( \frac{p}{p-1} \right)^p F - \frac{p^p}{p-1} \frac{f^p}{(A + (p-1)v)^{p-1}} \leq \left( \frac{p}{p-1} \right)^p F.$$
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