Metal–organic frameworks (MOFs) are a widely investigated class of crystalline solids with tunable structures that make it possible to impart specific chemical functionality tailored for a given application. However, the enormous number of possible MOFs that can be synthesized makes it difficult to determine which materials would be the most promising candidates, especially for applications governed by electronic structure properties that are often computationally demanding to simulate and time-consuming to probe experimentally. Here, we have developed the first publicly available quantum-chemical database for MOFs (the “QMOF database”), which consists of properties derived from density functional theory (DFT) for over 14,000 experimentally synthesized MOFs. Throughout this study, we demonstrate how this new database can be used to identify MOFs with targeted electronic structure properties. As a proof-of-concept, we use the QMOF database to evaluate the performance of several machine learning models for the prediction of DFT-computed band gaps and find that crystal graph convolutional neural networks are capable of achieving superior predictive performance, making it possible to circumvent computationally expensive quantum-chemical calculations. We also show how unsupervised learning methods can aid the discovery of otherwise subtle structure–property relationships using the computational findings in this work. We conclude by highlighting several MOFs with low band gaps, a challenging task given the electronically insulating nature of most MOF structures. The data and predictive models generated in this work, as well as the database of MOF structures, should be highly useful to other researchers interested in the predictive design and discovery of MOFs for the many applications dictated by quantum-chemical phenomena.
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Introduction

Over the last several years, significant attention has been focused on the design of novel metal–organic frameworks (MOFs), a class of materials composed of discrete inorganic nodes connected to one another via organic linkers. One of the main advantages of MOFs is that they often have predictable and atomically defined structures with properties that are directly related to the choice of underlying metal and organic building blocks. In this way, it becomes possible to impart physical and chemical functionality specifically tailored for a given application of interest. To date, tens of thousands of MOFs have been synthesized, and a nearly unlimited number can be proposed by considering different combinations of constituent building blocks. Due to the enormous set of possible framework compositions, structures, and resulting properties, it remains difficult to discover truly top-performing MOFs for a particular application based solely on chemical intuition, conventional trial-and-error experimental testing, or serendipity alone.

High-throughput computational screening approaches based on classical simulations have proven extremely useful for more efficiently exploring the vast combinatorial space of MOF structures. Recently, the large quantities of data generated during these computational screening studies have led to the development of machine learning (ML) models that can accelerate the MOF design and discovery process even further. ML-assisted screening studies have been successfully applied to the discovery of MOFs suitable for H₂ storage, CO₂ separation/capture, and numerous other applications predominantly in the area of gas storage and separations. Nonetheless, similar efforts remain almost entirely unexplored for the countless applications governed by quantum chemistry, such as those that are based on the electronic, optical, magnetic, and/or catalytic properties of MOFs. Beyond the sheer number of possible MOFs that can be realized, the large number of atoms in MOF crystal structures often makes it computationally demanding to carry out even moderate-scale quantum-chemical screening studies, further magnifying the need for ML approaches in this area.

To date, the most relevant studies focused on training ML models to predict the quantum-chemical properties of MOFs are those of Raza et al. and Korolev et al. who independently developed ML models that can predict the partial atomic charges of MOFs in the Computation-Ready, Experimental (CoRE) MOF database. Beyond these fundamental studies on partial charge prediction, however, there remains a significant gap in the literature, particularly for the discovery of MOFs with desired electronic structure properties. To the best of our knowledge, the only prior work in this area is that of He et al. who trained binary classification models to predict whether inorganic solids in the Open Quantum Materials Database (OQMD) are metallic or nonmetallic. Without retraining on MOF data, a multi-model voting procedure was then used to predict the metallic or nonmetallic behavior of 2932 MOFs in the CoRE MOF database, which do not have computed band gaps. Of the six identified materials with near-zero band gaps at the PBE level of theory, all are best-described as metal–cyanide/thiocyanate cluster complexes and none have H atoms in the structure. This is likely due in large part to the extreme differences between the OQMD, which consists almost entirely of inorganic compounds, and the CoRE MOF database. Furthermore, the fidelity of the metallic materials was not considered, leading to highlighted structures such as [Cd(CN)₂]₄ that should actually be [Cd(CN)₃]₂.

In stark contrast with the existing literature on MOFs, significant progress has been made in the development of ML models to aid in the quantum-chemical screening of a wide range of inorganic and molecular compounds. One of the fundamental features underlying much of this work has been the use of high-throughput density functional theory (DFT) workflows to construct large-scale electronic structure property databases, such as those developed for inorganic solids and molecular systems. The synergistic combination of high-throughput DFT databases and ML has led to the discovery of a diverse range of materials with sought-after properties, including efficient organic light-emitting diodes, superhard inorganic materials, and thermally conductive polymers, among many others. With this in mind, there is a significant need for an analogous database of DFT-computed material properties for MOFs so that new ML models can be developed to rapidly predict their electronic structure properties. High-
throughput screening, database generation, and subsequent ML model development are crucial components for realizing the full potential of reticular chemistry\textsuperscript{53} and accelerating materials discovery in general.\textsuperscript{54–57}

In the present study, we leverage a recently developed high-throughput periodic DFT workflow tailored for MOF structures\textsuperscript{58} to construct a large-scale database of MOF quantum-mechanical properties. This publicly available dataset\textsuperscript{59} – the Quantum MOF (QMOF) database – contains computed properties for 14,204 experimentally characterized MOF structures after structure relaxation via DFT, including but not limited to optimized geometries, energies, band gaps, charge densities, partial charges, spin densities, and bond orders. We anticipate the QMOF database will serve two primary purposes: 1) materials discovery using the as-deposited data; 2) the evaluation and development of novel ML algorithms to reduce, or circumvent altogether, the need for otherwise expensive DFT calculations.

To demonstrate the utility of the data generated via the high-throughput DFT workflow, we use the QMOF database to develop several ML models for the prediction of MOF band gaps from nothing more than an encoding of the experimental (i.e. unrelaxed) crystal structures. Beyond serving as a proof-of-concept, an ML model that can predict MOF band gaps is particularly desirable, as most MOFs are known to be electronically insulating,\textsuperscript{60} which limits their potential use in electrocatalysis, sensing, energy storage, and other applications where some degree of electrical conductivity is necessary.\textsuperscript{60–64} We identify a top-performing band gap regression model based on a crystal graph convolutional neural network\textsuperscript{65} and show how dimensionality reduction techniques can be used to discover overarching structure–property relationships to identify MOFs with targeted electronic structure properties. We conclude by highlighting several iron MOFs with low band gaps identified for the first time in this work.

Results

Generation and Overview of the QMOF Database

Prior to carrying out any periodic DFT calculations, a dataset of starting structures must be assembled. There are several databases of MOF structures that have been published to date.\textsuperscript{3–6,22,66} However, it is imperative to note that existing databases of synthesized MOFs cannot be used as-is for quantum-chemical screening purposes. If even a single atom is missing or duplicated in a MOF crystal structure, the resulting DFT calculations are unlikely to be physically meaningful. Put another way, the simulation unit cell is expected to be charge-neutral unless otherwise specified, and any additional or missing electron in the system ruins the integrity of the resulting charge density, and therefore all the quantum-chemical properties derived from it. These situations can arise as a result of deficiencies in the deposited experimental crystal structure and/or in the dataset curation process when generating a database of MOF crystal structures. Therefore, in this work we aim to start with as “clean” a dataset as reasonably possible, one we will refer to as a suitably “DFT-ready” dataset of MOFs.

We considered the list of materials identified as MOFs in the Cambridge Structural Database (CSD)\textsuperscript{3,67,68} and the 2019 Computation-Ready, Experimental (CoRE) MOF database.\textsuperscript{4} All starting structures were taken directly from the CSD,\textsuperscript{69} and free (i.e. unbound) solvents were automatically removed from the frameworks. From this set of experimental crystal structures, we constructed a DFT-ready dataset of 42,362 non-disordered MOF structures (“CSD-42362”) after an extensive suite of automated fidelity checks, as summarized in Figure S1. In contrast with existing databases of experimental MOF structures,\textsuperscript{3,4,22,66} this process better accounts for issues such as omitted H atoms, unresolved disorder, deleted framework atoms, lone (i.e. unbonded) atoms, an improper number of charge-balancing ions, and other structural issues that have been discussed in several recent studies.\textsuperscript{68,70–75} Of these 42,362 structures, a subset of 24,013 materials with 150 atoms or fewer per primitive cell were considered such that large-scale screening could be carried out. After completing the high-throughput DFT screening procedure, static single-point (SP) calculations on the un-relaxed structures were successfully completed for 19,691 materials (“CSD-19691-SP”), and full structure relaxations (including cell volume and atomic positions) were successfully carried out for 14,204 materials (“CSD-14204-opt”). All periodic DFT calculations during this dataset construction process were
carried out at the PBE-D3(BJ)\textsuperscript{27,76,77} level of theory using the Vienna \textit{ab initio} Simulation Package (VASP)\textsuperscript{78,79}. Additional methodological details regarding the dataset construction, DFT calculations, and ML methods can be found in the Supporting Information.

**Figure 1.** Selected DFT-computed properties for the structurally relaxed MOFs made available in the QMOF database. The DDEC6 properties are enumerated on a per-atom basis.

In carrying out the high-throughput periodic DFT calculations, several properties were computed at each stage of the workflow, a selection of which are shown Figure 1. Of these, band gaps are likely to be of interest for electronic and optical properties, especially in the search for (semi)conducting MOFs\textsuperscript{60,62,80,81} or screening for photocatalytic materials.\textsuperscript{82} Electronic energies, particularly if converted to formation energies, may provide insight into the relative stability of MOFs.\textsuperscript{83} Machine learning the charge density\textsuperscript{84} is of interest as a way to bypass the Kohn-Sham equations of DFT\textsuperscript{85–87} and can be incorporated as a feature to predict a variety of additional quantum-chemical properties.\textsuperscript{88,89} DDEC6 partial atomic charges,\textsuperscript{90–92} bond orders,\textsuperscript{93} and spin densities\textsuperscript{90,91} have a wide range of potential use-cases, from describing electrostatic interactions in classical simulations of MOFs\textsuperscript{23} to serving as descriptors to better understand trends in catalytic reactions.\textsuperscript{94,95} Furthermore, the DFT-optimized structures can be used as starting points for further quantum-chemical calculations and for analyzing geometric properties of MOFs. In addition to the curated data mentioned in Figure 1, all raw output data from the DFT calculations are made publicly available so other unforeseen properties of interest can be readily tabulated and investigated.

Prior to highlighting how this data can be used in practice, we first investigated several properties of the QMOF database generated in this work. As shown in Figure 2a, the CSD-14204-opt dataset contains MOFs with chemical elements that span nearly the entire periodic table, which is beneficial for the development of transferable ML models. When looking at the geometries before and after structure relaxation, we find that 97.1\% of the DFT-optimized MOFs had a change in cell volume less than 10\% (Figure 2b), suggesting that the removal of free solvent does not drastically alter the structural properties for the majority of the MOFs in this work. The distribution of DFT-computed band gaps for the fully optimized structures is shown in Figure 2c and indicates that there is a wide spread of values from nearly 0 eV to 6.45 eV. The band gaps are not normally distributed and instead are bimodal, with peaks centered around 0.9 eV and 2.9 eV. This can be attributed to different distributions associated with closed- and open-shell materials in the CSD-14204-opt dataset (Figure 2c), the latter of which have significantly lower band gaps at the PBE-D3(BJ) level of theory on average. With regards to partial atomic charges, a wide spread of values is also obtained (Figure S4a). In comparing the partial atomic charges before and after structure relaxation, we find that 92.4\% of the \~1.19 million data points have an absolute difference less than 0.05 \(q_e\), and 98.8\% of the points have an absolute difference less than 0.1 \(q_e\) (Figure S4b). As has been observed on a smaller scale in prior work,\textsuperscript{23,66} it can be safely assumed that the partial charges remain essentially unchanged upon structure relaxation in most cases.
Figure 2. a) Number of MOFs in the CSD-14204 dataset containing a given element. All elements that occur in greater than 800 structures are capped at 800 for ease of visualization. These include: C (14,204), H (14,204), N (11,526), O (11,458), Cu (2,617), S (2,493), Cd (2,272), Zn (2,250), Cl (1,575), and Ag (1,120). Elements in gray are not present in any structure. b) Histogram of the fractional change in cell volume before ($V_{SP}$) and after ($V_{opt}$) structure relaxation for the MOFs in the CSD-14204-opt dataset. Separate distributions are shown for the entire dataset (14,204 entries), the closed-shell MOFs (10,995 entries), and the open-shell MOFs (3,209 entries). Open-shell character is defined here as having a DDEC6 atomic spin density with a magnitude greater than 0.1. A box plot, showing the extrema and interquartile range, is included in each violin, with the median marked by a white dot.

As a brief demonstration for how the data generated via the high-throughput DFT workflow could be used directly, we identified any materials with high-spin Fe species, which we defined as having an absolute DDEC6 spin density greater than 3.5 from the DFT calculations. High-spin Fe complexes are known to be promising for oxidation catalysis, in particular for the activation of strong C–H bonds, and recent work has focused on stabilizing such motifs in MOFs for this purpose.96–98 We further constrained the list of MOFs to only include those with a pore-limiting diameter greater than 3.6 Å (i.e. the kinetic diameter of N$_2$). This search resulted in six frameworks, as shown in Figure S5: Fe(bpz) (H$_2$bpz = 4,4′-bipyrazole) (refcode: ACODAA),99 Fe$_2$(dobdc) (H$_4$dobdc = 2,5-dihydroxybenzene-1,4-dicarboxylic acid) with (refcode: SARHAW) and without (refcode: COKNOH) bound propylene,100,101 Fe$_2$Cl$_2$(bbta) (H$_2$bbta = 1H,5H-benzo(1,2-d:4,5-d′)bistriazole) (refcode: HAYYUE),102 and geometrically distinct, expanded conformations of Fe(bdp) (H$_2$bdp = 1,4-benzenedipryrazole) (refcodes: QUPZIM01, QUPZIM02).103 Providing validation of this screening approach, Fe$_2$(dobdc) has already been shown to oxidize ethane to ethanol,96,104 and Fe$_2$Cl$_2$(bbta) has been computationally investigated for oxidation reactions,105,106 with experimental evidence suggesting that both MOFs have high-spin Fe sites.96,102
Machine Learning Models for Band Gap Prediction

Beyond analyzing the DFT-computed properties directly, the QMOF database now makes it possible to train a wide range of ML models specifically tailored for MOFs, which are likely to have their own distinct feature space compared to isolated molecules and inorganic solids. This serves two primary purposes. The first is more theoretical: featurization methods (i.e. how each MOF structure is encoded) and ML algorithms that are well-suited for other materials may not be equally suitable for MOFs, so this database of quantum-chemical properties can serve as a testing ground to benchmark new ML methods. The Materials Project\textsuperscript{18} and OQMD\textsuperscript{25,26} in particular have accelerated this research direction for inorganic solids, and the QM9 dataset\textsuperscript{45,107} (as one example) has done the same for small molecule chemistry. The second purpose of this new database is to apply these rapid yet accurate ML models to accelerate the materials discovery process, now with the ability to train these models directly on properties computed for MOFs.

In this work, we have chosen to develop an ML regression model that can rapidly predict the DFT-computed band gaps of MOFs. Specifically, we aim to predict the computed band gaps of the DFT-optimized structures from the un-optimized, experimentally resolved MOF crystal structures such that no quantum-chemical calculations need to be carried out. To achieve this, all ML models are trained on the band gaps of the DFT-optimized structures but take representations of the corresponding unrelaxed experimental structures as the input. Since the development of an ML model that can predict the band gaps of MOF crystal structures has not been achieved before, we trained several ML models using a variety of common featurization methods to benchmark each approach. These featurization methods are graphically summarized in Figure 3 for a representative material IRMOF-1 (IRMOF = isoreticular MOF),\textsuperscript{108} also known as MOF-5 (Figure 3a). For the purposes of training ML models throughout this work, we specifically focus on a de-duplicated subset of the 13,058 materials in the QMOF database that have gone through the full periodic DFT volume relaxation process (“CSD-13058-opt”), as described in Figure S1.

The simplest featurization methods considered in this work are the feature sets of He et al.\textsuperscript{24} (with 45 statistical attributes of elemental properties, denoted “Stoichiometric-45”) and Meredig and Agrawal et al.\textsuperscript{109} (with 103 attributes describing the elemental fractions from H–Lr and 17 statistical attributes of elemental properties, denoted “Stoichiometric-120”), which rely solely on the chemical composition of each material (Figure 3b). In addition, we consider several structure-sensitive featurization approaches, including the sine Coulomb matrix\textsuperscript{110} that encodes pairwise electrostatic interactions between nuclei in a material (Figure 3c, Equation S4) and the orbital field matrix\textsuperscript{111} that encodes the distribution of valence electrons in each coordination environment of a material (Figure 3d). The smooth overlap of atomic positions (SOAP)\textsuperscript{112,113} is another structure-sensitive descriptor considered in this work and can be used to compute the similarity between a pair of local atomic environments by representing the atoms as Gaussians (i.e. “smoothed positions”), which are then summed to produce a density field (Equation S5). The overlap of these density fields, integrated over all three-dimensional rotations (Equations S6–S7), are compared between structures to generate a kernel matrix describing the similarity between every pair of MOF structures (Figure S2 and Equations S8–S9). In all of the aforementioned examples, these features are used to develop a kernel ridge regression\textsuperscript{114} (KRR) model (Equations S1–S3). Motivated by prior work on inorganic solids, we also investigated the use of a crystal graph convolutional neural network (CGCNN),\textsuperscript{65} wherein an approximate crystal graph is generated for each MOF, with each node in the graph representing an atom and each edge representing the bonds that connect the atoms (Figure 3f). More detailed descriptions and full methodological details for each featurization method and ML model architecture can be found in the Supporting Information.
Figure 3. Visualization of various featurization methods applied to the unit cell of IRMOF-1. a) IRMOF-1 structure. b) Examples of composition-based features. c) Sine Coulomb matrix showing the interaction values between each pair of atoms. d) Orbital field matrix showing the average interaction value between each pair of orbital- or period-based features. Only non-zero values are shown. e) Averaged SOAP fingerprint of IRMOF-1 compared to IRMOF-2 and ZIF-8. Taking the dot product of any two vectors yields an unnormalized similarity score. f) Schematic of a crystal graph with example node (circle) and edge (line) embeddings (only a representative portion is shown for clarity).

As shown in Table 1, the KRR models trained on composition-based features (i.e. Stoichiometric-45 and Stoichiometric-120) are able to capture some of the band gap trends with mean absolute errors (MAEs) of 0.44 eV (with respect to the DFT-computed values) on the out-of-sample testing set. Nonetheless, these methods are still quite limited for regression purposes given that they do not encode any information about the structural properties of the MOF. In terms of structure-sensitive methods, taking an eigenvalue spectrum of the sine Coulomb matrix fares worse than the stoichiometry-based features, yielding a testing set MAE of 0.55 eV (Table 1). This can likely be traced back to the required use of zero-padding in the sine Coulomb matrix to ensure constant-length feature vectors between MOFs with different numbers of atoms per unit cell. The KRR model using a flattened orbital field matrix as the feature set is more accurate than the model based on the sine Coulomb matrix but shows only a minor improvement over the stoichiometry-based features. Overall, SOAP performs the best of all tested KRR descriptor sets, with an MAE of 0.37 eV and \( R^2 = 0.81 \) on the testing set. The marked improvement in performance with SOAP is especially clear when comparing the parity plots of the different KRR models (Figure S6).

Table 1. Summary of the mean absolute error (MAE), \( R^2 \), and Spearman rank-order correlation coefficient (\( \rho \)) for several machine learning methods to predict the computed band gaps of MOFs from their deposited crystal structures with free solvent removed. Kernel ridge regression was used for all featurization methods except for the crystal graphs of CGCNN, for which a convolutional neural network was constructed. The testing set statistics are shown, averaged over five runs (using different random seeds for data splitting) with ±1 standard deviation shown. For all models, 80% of the CSD-13058 dataset was used for training. The MAE for a dummy model that predicts the mean band gap (2.241 eV) for all the MOFs is shown for reference.
| ML Method            | MAE (eV)       | $R^2$  | $\rho$       |
|----------------------|----------------|--------|--------------|
| Constant mean model  | 0.984          | —      | —            |
| Sine Coulomb matrix  | 0.551 ± 0.013  | 0.625 ± 0.019 | 0.780 ± 0.014 |
| Stoichiometric-45    | 0.443 ± 0.011  | 0.746 ± 0.012 | 0.846 ± 0.009 |
| Stoichiometric-120   | 0.438 ± 0.009  | 0.748 ± 0.010 | 0.848 ± 0.006 |
| Orbital field matrix | 0.423 ± 0.007  | 0.761 ± 0.007 | 0.865 ± 0.003 |
| SOAP                 | 0.367 ± 0.007  | 0.807 ± 0.010 | 0.903 ± 0.005 |
| CGCNN                | 0.272 ± 0.004  | 0.885 ± 0.007 | 0.934 ± 0.004 |

Notably, the CGCNN significantly outperforms all the aforementioned KRR models, achieving an MAE of 0.27 eV and $R^2 = 0.89$ (Table 1). As a point of reference, a trivial model that simply predicts the mean band gap for every MOF would have an MAE of 0.98 eV, indicating that CGCNN captures much of the underlying chemistry. The performance of the CGCNN model for MOF band gaps is comparable, if not slightly better, than state-of-the-art ML band gap models trained on the inorganic solids of the OQMD and Materials Project database as well as the organic crystals of the Organic Materials Database (OMDB). It is also worth noting that the experimentally measured band gaps of MOFs can vary by several tenths of an eV depending on the synthesis and post-treatment conditions, so an MAE less than 0.3 eV is likely to be sufficiently accurate for identifying structure–property trends and for ranking material candidates, the latter of which is further justified by the CGCNN’s high Spearman rank-order correlation coefficient of $\rho = 0.93$. For context, it takes ~7 minutes (6 minutes for a one-time encoding of the crystal graphs and 1 minute to evaluate the neural network) on a modern laptop computer to predict the band gaps of all 13,058 MOFs in the CSD-13058 set using the CGCNN model. In stark contrast, it took approximately 1.5 million hours (~170 years) of computing time on the Stampede2 supercomputer to carry out the structure relaxations and compute the band gaps via DFT.

**Figure 4.** a) Mean absolute error (MAE) for testing set band gap predictions as a function of training set size for various machine learning methods. Each point represents the average value and the shaded region represents ±1 standard deviation of five runs (with different random seeds for data splitting). The data are shown on log–log axes. In all cases, 80% of the total dataset size was used for training. b) Testing set parity plot for the CGCNN model with hexagonal binning, comparing the machine learning band gaps, $E_{\text{g,ML}}$, to the DFT-computed band gaps, $E_{\text{g,DFT}}$. The color bar indicates the number of MOFs in each bin, and the line of parity is shown as a dashed line. Histograms summarizing the distribution of $E_{\text{g,ML}}$ and $E_{\text{g,DFT}}$ data are displayed parallel to the x- and y-axes, respectively.

The learning curves for each of the six models are shown in Figure 4a, highlighting the testing set MAE as a function of the training set size. Of all the individual models, CGCNN has both the largest learning rate and the lowest MAE regardless of training set size. While SOAP has a comparable testing set MAE to the
simpler stoichiometric models when trained on ~1600 MOFs, SOAP has a significantly higher learning rate such that it performs much better for larger training set sizes (although still underperforms compared to CGCNN). Reassuringly, the MAEs of the top-performing CGCNN and SOAP methods have not plateaued with respect to the training set size over the range of values considered in this work (i.e. up to ~10^4 training points). This indicates that both CGCNN and SOAP are capable of encoding the MOF crystal structures with sufficient uniqueness between structures and that the performance of the ML algorithms could be further improved if a greater number of training examples were provided. The testing set parity plot for the CGCNN trained on 80% of the CSD-13058 MOF dataset is shown in Figure 4b. As one would expect based on the relatively low MAE and high R^2, the agreement with the DFT predictions is generally quite strong, and this is true across the full range of band gap values.

**Dimensionality Reduction for Structure–Property Analysis**

While the kernel-based methods have a higher MAE than CGCNN when predicting MOF band gaps, one of their main advantages is that the underlying descriptors can be readily used for dimensionality reduction – an unsupervised learning task that can cluster structurally similar MOFs in feature space for the purposes of identifying structure–property relationships. Using the uniform manifold approximation and projection (UMAP) algorithm to carry out the dimensionality reduction, the distance between each MOF in the reduced space can be related to the distance in feature space, such that clusters of points tend to have similar structures (Equation S10). By overlaying the DFT-computed band gaps over the UMAP, regions of low and high band gap emerge, making it possible to identify otherwise subtle structure–property trends.

**Figure 5.** Unsupervised structural dimensionality reduction performed using UMAP, with a distance matrix obtained from the average SOAP similarity kernel of the structures in the CSD-13058-SP dataset. The computed band gaps of the DFT-optimized structures, E_{g,DFT}, are overlaid on the UMAP. Selected MOFs in the projection are highlighted.

As an example, selecting several MOFs in region A of the SOAP-based UMAP (Figure 5) yields materials with long, linear alkane-based linkers (e.g. refcodes NEZMEM\textsuperscript{122}, ROKZOI\textsuperscript{123}), which consistently have high band gaps regardless of the coordinating metal. The low band gap MOFs are more scattered throughout the reduced feature space, but as one example, region B of Figure 5 contains framework materials with linkers consisting of various TCNQ (TCNQ = 7,7,8,8-tetracyano-quinodimethane) derivatives, with several
of these materials previously shown to have high electrical conductivities (e.g. BISVUW\textsuperscript{124}, FAFJAZ\textsuperscript{125}). The projection in Figure 5 can be used to find MOFs that are structurally similar to a given material of interest as well. For instance, Cu\{Ni(pdt)\}_2\cdot C_2H_2 (pdt\textsuperscript{2} = 2,3-pyrazinedithiolate) (refcode: HIVPOU\textsuperscript{126}) is in the CSD-13058 dataset, and it is known to be one of the rare examples of a three-dimensional, porous framework that exhibits room temperature electrical conductivity.\textsuperscript{126} Perhaps unsurprisingly, one of the closest points to Cu\{Ni(pdt)\}_2\cdot C_2H_2 is the isostructural framework Cu\{Cu(pdt)\}_2\cdot C_2H_2 (refcode: WIHQEM\textsuperscript{127}) (region C), which has also been studied for its conductive properties.\textsuperscript{128,129} In general, we find the SOAP-based UMAP places greater emphasis on the similarity of the organic linkers rather than the metal identity, likely due to the averaging scheme used in the generation of the similarity kernel (Table S5). Modifications to the SOAP encoding that better account for the discrete building block nature of MOFs, such as variations on the recently developed coarse-grained SOAP (cg-SOAP) method,\textsuperscript{130} may yield improvements in the future.

Similar to what has been done in prior work with revised autocorrelation functions,\textsuperscript{131} we can use the SOAP similarity kernel to understand the diversity of structures in the CSD-13058 database and identify structural outliers. The most apparent example is the isolated cluster of points in region D of Figure 5. Investigation of these crystal structures indicates that they are predominantly frameworks with high fluorine content, such as MOFs with fluorinated linkers (e.g. MUQCEH\textsuperscript{132}, HADMOR\textsuperscript{133}) or metal–fluoride species (e.g. EMEJAJ\textsuperscript{134}), which leads to a large difference in the average SOAP fingerprint compared to most other MOFs in the dataset. The isolated region E of Figure 5 where there is a low band gap cluster contains polyoxovanadate-based MOFs, some of which have already been investigated for their conductive and electrocatalytic properties (e.g. FEYCOE\textsuperscript{135}, XEHYEP\textsuperscript{136}). Similarly, the nearby isolated region F contains molybdenum oxide-based frameworks (e.g. LUYQUT\textsuperscript{137}, SASCIB\textsuperscript{138}).

![Figure 6. Unsupervised dimensionality reduction performed using UMAP, with a distance matrix obtained using a Euclidean distance metric of the Stoichiometric-120 encodings for the structures in the CSD-13058-SP dataset. The (a) maximum atomic number in each structure, $\text{max}(\text{Z})$, and (b) computed band gaps for the corresponding DFT-optimized structures, $E_{\text{g, DFT}}$, are overlaid on the UMAPs.](image)
differences in the elemental fractions and compositional features that compose the Stoichiometric-120 descriptor. Notably, the band gaps are well-separated between and within each cluster in the reduced space (Figure 6b). For these reasons, the Stoichiometric-120 UMAP can be a valuable tool for obtaining a global view of the QMOF database. For instance, we find that the CSD-13058 dataset closely overlaps with both the larger CSD-42362 dataset it was drawn from and the separate CoRE MOF 2019 database\(^4\) based on the reduced space of Stoichiometric-120 features (Figures S7 and S8). To enable additional data exploration, we have made interactive versions of the UMAPs available in the supporting dataset.\(^{59}\)

**Highlighting Notable Low Band Gap MOFs**

We conclude by highlighting several framework materials identified in this work that have low band gaps, motivated in part by the search for a greater number of (semi)conducting MOFs. It should be noted that while the PBE-D3(BJ) level of theory makes it possible to generate a sufficiently large database for the purposes of ML model development and to identify structure–property relationships, it is known to underestimate band gaps like essentially all generalized gradient approximation functionals.\(^{139,140}\) As such, we carried out full structure relaxations and corresponding band gap calculations using the hybrid-level HSE06-D3(BJ) functional\(^{141,142}\) on select materials to generate more accurate band gap predictions. As a point of reference, materials with band gaps in excess of ~4 eV are often classified as electronic insulators, including many of the most commonly studied MOFs (e.g. MOF-5,\(^{117}\) UiO-66 (UiO = Universitetet i Oslo),\(^{143}\) ZIF-8 (ZIF = zeolitic imidazolate framework)\(^{144}\) ). Generally, lower band gaps are necessary to support electrical conductivity (although it is not the sole factor required for achieving high electrical conductivities).\(^{60}\)

When the CGCNN model is used to predict the band gaps of all 42,362 structures that compose the CSD-42362 dataset, the lowest band gap material is predicted to be Ag(DCl)\(_2\) (DCl = 2,5-Cl,Cl-N',N'-dicyanoquinone diamine) (refcode: OTARUX\(^{145}\)), which is known from experiments to exhibit metallic character via organic radicals that connect the Ag(I) cations.\(^{145}\) The introduction of radical or redox-active linking units is a well-established strategy to increase the electrical conductivity of framework materials.\(^{60}\)

Although Ag(DCl)\(_2\) is arguably best described as a coordination polymer, one notable MOF in the CSD-42362 dataset with a low predicted band gap and a radical-containing linker is (TTF)[{Rh\(_2\)(CH\(_3\)CO\(_2\))\(_4\)}\(_2\)TCNQ] (TTF = tetrathiafulvalene) (refcode: WAQMEJ\(^{146}\)) – a pillared layer framework material built from Rh(II) paddlewheels and a TTF–TCNQ charge-transfer salt (Figure 7a). The HSE06-D3(BJ) band gap for this material is found to be particularly small with a value of 0.71 eV, which can be directly attributed to a reduced conduction band minimum (CBM) from the TTF and TCNQ components (Figure 7d). Furthermore, the valence band maximum (VBM) also exhibits hybridization between the 4d orbitals of Rh and 2p orbitals of C and N atoms belonging to the radical TCNQ linker, which is important for applications involving electron transport. In contrast, the most insulating structure in the CSD-42362 set based on CGCNN-predicted band gap is the non-porous coordination polymer Sr[C\(_2\)H\(_4\)(SO\(_3\))\(_2\)] (refcode: GUTYAW\(^{147}\)), which has an HSE06-D3(BJ) band gap of 8.36 eV (Figure S11).

Consistent with prior experimental work,\(^{148}\) we also find several Fe-containing materials in the CSD-42362 dataset with low band gaps, many of which have not been studied for their electronic properties. One representative example is Fe(sq)(bpee)(H\(_2\)O)\(_2\) (bpee = 1,2-bis(4-pyridyl)ethylene; sq = squarate) (refcode: RAXNEK\(^{149}\)), shown in Figure 7b, which has a band gap of 1.06 eV at the HSE06-D3(BJ) level of theory. The high-spin Fe(II) species in an octahedral crystal field with t\(_{2g}\)e\(_{g}\)\(^2\) electron configuration dominate the VBM in this material, whereas the bpee linker (as opposed to the bridging sq species or inorganic node) make up the conduction band edge (Figure 7e).
Figure 7. Structures of a) (TTF)[(Rh₂(CH₃CO₂)₄)_₂TCNQ], b) Fe(sq)(bpee)(H₂O)₂, and c) Fe(bipytz)(Au(CN)₂). Total and projected density of states (DOS) at the HSE06-D3(BJ) level of theory for d) (TTF)[(Rh₂(CH₃CO₂)₄)_₂TCNQ], e) Fe(sq)(bpee)(H₂O)₂, f) Fe(bipytz)(Au(CN)₂) (high spin), and g) Fe(bipytz)(Au(CN)₂) (low spin). The energy, $E$, in eV is shown with respect to the Fermi level, $E_F$. DOS values above and below zero refer to the spin-up and spin-down channels, respectively.
Another noteworthy example is the three-dimensional porous framework material Fe(bipytz)(Au(CN)$_2$)$_2$ (bipytz = 3,6-bis(4-pyridyl)-1,2,4,5-tetrazine) (recode: LOJLAA$^{150}$), shown in Figure 7c. At the HSE06-D3(BJ) level of theory, we find that the high spin state exhibits a band gap of 1.17 eV (Figure 7f) – similar to that of Fe(sq)(bpee)(H$_2$O)$_2$. The projected density of states indicates that the Au(I) species are unrelated to the relatively low band gap; instead, the low band gap can be attributed to the combination of Fe(II) and bipytz linker. Fe(bipytz)(Au(CN)$_2$)$_2$ is known to be a spin-crossover framework (with a sharp spin transition around 290 K),$^{150}$ and we find the low spin HSE06-D3(BJ) band gap to be 1.95 eV (Figure 7g), suggesting that the material may have tunable electronic properties as a function of temperature. For the low spin case, the VBM is composed of Fe 3$d$ orbitals and the CBM is composed of N 2$p$ orbitals. The reduction in band gap from low spin to high spin state can be rationalized on the basis of crystal field theory. In the high spin state, the Fe(II) centers have a $t_{2g}^4e_g^2$ electronic configuration, whereas in the low spin state they have a $t_{2g}^6e_g^0$ electron configuration. This occupation of the $e_g$ orbitals in the high spin state is directly related to the predicted ~0.8 eV reduction in the band gap compared to the low spin state. For both highlighted Fe-containing frameworks, the band gaps are lower – or comparable in the low spin state for Fe(bipytz)(Au(CN)$_2$)$_2$ – to those of several iron-containing MOFs that have been studied for their conductive properties, such as Fe$_2$(dobdc), Fe$_2$(dsbdc) (H$_4$dsbdc = 2,5-disulfhydrylbenzene-1,4-dicarboxylic acid), and Fe(bpz).$^{99,148}$ Collectively, these findings demonstrate the practical utility of the QMOF database for identifying MOFs with targeted quantum-chemical properties.

**Conclusion**

In this work, we have developed a database of quantum-chemical properties for over 14,000 MOF structures (the “QMOF database”)$^{59}$ via a high-throughput periodic DFT workflow. DFT-computed geometries, energies, band gaps, partial charges, spin densities, bond orders, and related electronic structure properties are made publicly available. We highlight how this database can be used to identify MOFs with targeted electronic structure properties and then develop several ML models to predict the DFT-computed band gaps using descriptors derived from the un-optimized MOF crystal structures. A crystal graph convolutional neural network (CGCNN)$^{65}$ is found to achieve high predictive performance for this task, making it possible to circumvent large numbers of computationally expensive DFT calculations in future studies. While not as accurate as CGCNN for regression purposes, we show that both the smooth overlap of atomic positions (SOAP)$^{112,113}$ and composition-based features$^{109}$ can be used to discover otherwise subtle structure–property relationships in the QMOF database via unsupervised dimensionality reduction techniques. Finally, we show how top-performing ML models generated from the database of DFT-computed properties can be used to aid in the discovery of MOFs with desired quantum-chemical properties – in this case, discovering MOFs with low band gaps that could be suitable candidates to consider further for applications where electrical conductivity is necessary.

Importantly, the QMOF database now makes it possible to pursue several important research directions that are reliant on a large database of quantum-chemical properties for MOFs beyond those directly discussed in this work. For instance, with the success of transfer learning,$^{115,151}$ multi-task learning,$^{152}$ and Δ-ML$^{153}$ methods in materials research, the QMOF database can serve as a valuable resource to increase the accuracy – and reduce the required training set size – for ML models tasked with the prediction of new MOF properties not present in the QMOF database. Since the output of any ML models will depend on the chosen density functional approximation, related transfer learning approaches may also prove useful in generalizing ML model predictions to other levels of theory using the PBE-D3(BJ) data as a starting point. Instead of relying on representation approaches that were originally designed for inorganic solids or small molecules, the QMOF database can also be used to develop better methods for the encoding of MOF structures in ML models. Even outside the area of high-throughput DFT screening, data mining, and ML, there are countless possible use-cases for the QMOF database. As just one example, the DFT-generated properties in the QMOF database could be used to develop and/or benchmark (semi-)empirical methods (e.g. tight binding approaches$^{154}$ or molecular mechanics force fields$^{155}$) with the hopes of achieving high
accuracies for MOF structures. Finally, we note that the QMOF database should be considered a living resource; several additions to the QMOF database are planned in the future, and we welcome the development of subsets, modifications, and supplements to the database that suit the diverse needs of the MOF community. With all this in mind, we anticipate that this database will accelerate the material design and discovery process while being specifically tailored for the chemical space of experimentally realized MOF structures.
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Methods

Dataset Construction

Dataset Summary
A summary of the dataset construction is shown in Figure S1, with the important datasets in this work summarized in Table S1.

Figure S1. Workflow for generating the dataset of DFT-ready MOF structures and DFT-computed properties. Important datasets discussed throughout this study are highlighted in purple.

Table S1. Summary of the datasets discussed throughout this work. All de-duplicated subsets are made using Pymatgen’s StructureMatcher utility\(^1\) to flag identical materials in the parent set. Initial, un-relaxed structures are analyzed for the de-duplication process.

| Description                                                                 | Name         | De-duplicated |
|----------------------------------------------------------------------------|--------------|---------------|
| Un-optimized, DFT-ready MOF structures.                                     | CSD-42362    | —             |
| DFT results for all calculations that pass the initial single-point        | CSD-19691-SP | —             |
| calculation.                                                               | CSD-14204-opt|               |
|                                                                           | CSD-11204-opt|               |
|                                                                           | CSD-13058-opt|               |
|                                                                           | CSD-19691-SP |               |
DFT results for all calculations that pass all stages of the workflow. Results are for the single-point calculation of the un-optimized structures.

| CSD-14204-SP | CSD-13058-SP |
|---------------|---------------|

DFT results for all calculations that pass all stages of the workflow. Results are for the fully optimized structures.

| CSD-14204-opt | CSD-13058-opt |
|---------------|---------------|

The DFT-Ready, Free Solvent Removed CSD-42362 Dataset

CSD as the starting point:

In this work, we purposefully start with crystal structures deposited in the Cambridge Structural Database (CSD). As discussed below, existing databases of “cleaned” MOF structures that have been widely used for grand canonical Monte Carlo simulations do not consider several structural fidelity issues that would significantly impact the quality of DFT calculations. Furthermore, starting from the unmodified CSD structures makes it possible to use ConQuest² for more complicated filtering stages that take into account CSD meta-data not necessarily present in the individual CIFs.

Disorder and error handling:

To construct the dataset of MOFs to study with DFT, we began with the Aug. 2019 release of the CSD and considered the 75,404 structures that are part of the “non-disordered” MOF subset.³ These structures lack disorder in the framework atoms but can potentially have disorder in the remaining species (e.g. free or coordinating solvents). We used ConQuest to remove any structures that were flagged as having any remaining disorder to maximize the possibility that the resulting CIFs would be physically reasonable for DFT calculations. While the CoRE MOF database attempts to automatically resolve disorder, this automated procedure is prone to occasional errors⁴–⁶ and so we instead neglect any disordered materials in the present study. Additionally, we use ConQuest to remove any structures with CSD-flagged errors in the crystal structure.

Carbon requirement:

We ensured that all structures contain at least 1 carbon atom, as this is an inherent requirement to yield a MOF. Several structures in the CoRE MOF 2019 database lack carbon atoms, many of which are best-described as inorganic metal–phosphate frameworks (e.g. refcodes ABETAE⁷, BEFLIJ⁸).

Ion handling:

We did not consider any structures that were flagged as having ions, as identified via ConQuest. This step is crucial, as it is often difficult to experimentally resolve all the charge-balancing ions, and many of these structures are therefore not charge-neutral. A structure with the incorrect number of electrons makes the resulting DFT calculations entirely unphysical. This is a common cause of inaccurate calculation results when screening MOF databases.⁴–⁶

Solvent removal:

We chose to remove free (i.e. unbound) solvent molecules from each structure but retained solvent bound to the metal centers. We chose not to remove bound solvent, as automated scripts to remove bound solvent have been shown to incorrectly remove framework species on occasion.⁴ The removal of bound solvent can also lead to undesirable charge-balancing issues. For instance, the structure with refcode ASAHEJ⁹ in the “all solvent removed” subset of the CoRE MOF 2019 database is missing its terminal oxo-based ligands because they were incorrectly assumed to be bound water molecules. Another motivating factor for only removing free solvent is that it may not be feasible to remove bound solvent during the thermal activation procedure of some MOFs. Here, we removed all free solvents that have identical SMILES strings as the molecules included in the CSD list of solvents.³
Missing 3D coordinates:
Following removal of free solvent, we used ConQuest to remove any structures that have an atom with missing 3D coordinates. For instance, the material with refcode ADATAC has terminal oxo ligands that should be water molecules. The water molecules are correctly shown in the CSD entry, but the H atoms of the water ligands are not present in the crystal structure. This framework would be flagged as having missing 3D coordinates but is present in the “free solvent removed” subset of the CoRE MOF 2019 database. Similarly, many Zr-containing frameworks are known to have complicated proton topologies, such that it can be impossible to distinguish between terminal oxo, hydroxo, and water ligands from X-ray diffraction alone. In these cases, the terminal ligands would be included without H atoms in the crystal structure, and removal of bound “solvent” and/or free “solvent” would lead to charge-balancing issues. In this case, omitting the structures with missing 3D coordinates ensures these situations are largely removed.

Missing H atoms:
Any structures without H atoms (following removal of free solvent) were discarded. While, in principle, a MOF could have a linker without H atoms, the more common scenario is that the H atoms were simply omitted from the structure, leaving behind highly unphysical organic groups. This is a well-established limitation with existing databases of MOF crystal structures.

Short interatomic distances:
Any structures with an interatomic distance less than 0.75 Å were discarded after the above filtering procedures. This can often happen if the structure has disorder that was not appropriately flagged in the CSD (e.g. partial occupancies were not supplied). Nearly overlapping atoms will also create challenges for the structure relaxation algorithms.

Lone atoms:
After the above procedures, we used Pymatgen to generate crystal graphs of every MOF using the CrystalNN algorithm and removed any structures that had lone (i.e. unbonded) atoms in the graph. As an example, this is necessary to remove structures like CAXVOO, which has lone H atoms in the pores of the crystal structure (which should actually be H2).

After all of the above procedures, this resulted in 42,292 cleaned MOFs (Figure S1).

Additional Structures Identified as MOFs in the CoRE MOF Database:
To supplement this list of structures, we also considered the MOFs identified during the construction of v.1.1.2 of the 2019 CoRE MOF database. The CoRE MOF structures were not used directly in this work. Rather, the corresponding CSD refcodes were identified and run through the aforementioned cleaning procedure to ensure that all structures were cleaned in the same way. The 2019 CoRE MOF database contains a maximum of 14,142 structures identified as MOFs, of which 13,544 can be found in the Aug. 2019 release of the CSD. Of these 13,544 structures, a total of 3,788 have no disorder, no errors, do not contain ions, and contain carbon. The majority of the structures removed in this process had disorder in the CIF. Of these 3,788 structures, 2,844 of them had H atoms and no missing coordinates. 2,699 MOFs were left after removing structures with lone atoms in the crystal graphs and no interatomic distances less than 0.75 Å. Of these, only 108 were unique refcodes when compared to the 42,292 taken directly from the list of MOFs in the CSD MOF subset. This resulted in a combined dataset of 42,400 refcodes.

CSD-42362:
After the above procedure, we removed 38 additional structure that had disorder or missing H atoms not flagged via the automated ConQuest search, the majority of which have been mentioned in prior work. Finally, this left us with a suitably DFT-ready dataset containing a grand total of 42,362 structures, which
we refer to as the CSD-42362 dataset. The list of refcodes for the CSD-42362 dataset, the script to remove free solvent, and the intermediate lists of refcodes are available with the supporting dataset.\textsuperscript{10} All the CIFs in the CSD-42362 dataset were converted to their Niggli-reduced primitive unit cells using Pymatgen.\textsuperscript{1}

**Completed Job Statistics to Yield the CSD-14204-SP and CSD-14204-opt Datasets**

From the Niggli-reduced CSD-42362 dataset, we specifically chose MOFs with $\leq 150$ atoms for the DFT calculations in this work to ensure that a large number of calculations could be carried out. A total of 24,019 structures fit this criterion and were considered in the high-throughput periodic DFT workflow. Nonetheless, the 42,362 CIFs in the CSD-42362 dataset are considered suitably “clean” for DFT screening purposes.

Of the 24,019 MOFs with $\leq 150$ atoms per Niggli-reduced unit cell considered for the high-throughput periodic DFT screening, 19,691 successfully completed Stage 1 of the workflow (initial single-point calculation), 16,436 of those also completed Stage 2 (coarse accuracy relaxation of atomic positions), and 15,865 of those also completed Stage 3 (medium accuracy relaxation of volume and atomic position). A total of 14,204 successfully completed every step of the workflow. Approximately, 4,800 structures in total led to errors or wall-time limits at some point of the workflow, and any remaining structures were not carried out to completion due to resource constraints. The majority of the “errors” can be attributed to not meeting the strict $10^{-6}$ eV self-consistent field (SCF) convergence tolerance in 150 iterations during the initial single-point calculation. Many of these cases would likely have the SCF converged after a few steps of the geometry optimization, as it is common for the first few steps to have the largest requirement in terms of number of SCF cycles to reach convergence. However, to be on the cautious side and to maximize overall resource usage, we did not consider them further or run them for a greater number of SCF iterations.

We refer to the 19,691 completed single-point calculations as the CSD-19691-SP dataset. By extension, we refer to the 14,204 completed structural relaxations as the CSD-14204-opt dataset. The corresponding single-point data on the starting structures is referred to as the CSD-14204-SP dataset.

**De-Duplication to Yield the CSD-13058-SP and CSD-13058-opt Datasets**

Prior to this point, duplicate structures were not removed, as variations in the input geometry could potentially lead to different optimized structures, and the definition of unique will ultimately depend on the application of interest. Nonetheless, for training machine learning (ML) models, it is important to have a diverse dataset, and highly similar (or in the extreme limit, identical) structures can lead to unrealistic testing statistics. Therefore, we used Pymatgen’s StructureMatcher tool (using the default algorithm) on the 14,204 initial, un-relaxed structures to identify a unique subset of 13,058 structures. For Niggli-reduced primitive cells of two structures, the StructureMatcher scales the two lattice volumes, aligns the crystal lattices, and compares the atomic distances. While other methods, such as MOFid/MOFkey\textsuperscript{17} or a comparison of the underlying crystal graphs, could be used to identify unique MOFs based on their building blocks, here we used a structure matching approach so that identical nodes/linkers but different geometries would still be considered in the dataset. For instance, QUPZIM, QUPZIM01, and QUPZIM02 are the same MOF with the same composition and connectivity, but the first is the closed-pore analogue of the latter two, and the latter two are conformationally distinct (Figures S5e and S5f).\textsuperscript{18} All three are included in the CSD-13058 subset, as they are expected to have different electronic structure properties (indeed, the PBE-D3(BJ)-quality band gaps are 1.70, 1.95, and 0.31 eV, respectively). We acknowledge that no matter what approach is taken, there will nonetheless be a few MOFs in the dataset with essentially identical structures. For instance, RESWUI01\textsuperscript{19} and RESWUI02\textsuperscript{20} are in the CSD-13058-opt dataset and are the same MOF in all regards, but the initial structures did not meet the StructureMatcher duplicate criteria because the H atoms of the methyl groups and water molecules were oriented differently.

Of the 14,204 structures, 13,058 were classified as unique and used for machine learning. The quantum-chemical properties of these 13,058 is referred to as the CSD-13058-SP and CSD-13058-opt dataset and are inherently subsets of the CSD-14204-SP and CSD-14204-opt datasets, respectively.
High-Throughput Periodic DFT Screening

Overview

Plane-wave, periodic density functional theory calculations were carried out using the Vienna \textit{ab initio} Simulation Package (VASP) v.5.4.4.\textsuperscript{21,22} The widely used and computationally tractable PBE exchange-correlation functional\textsuperscript{23} with Grimme’s D3 dispersion correction\textsuperscript{24} and Becke–Johnson (BJ) damping\textsuperscript{25} was used to generate a sufficiently large dataset for the purposes of training machine learning models. PBE with dispersion corrections has been shown to accurately capture the geometries of MOFs.\textsuperscript{26,27} Based on prior benchmarking work,\textsuperscript{28} the following parameters were generally used for the results presented in this study (see Table S2 for more details). A 520 eV plane-wave kinetic energy cutoff was applied with a $k$-point density of $\sim$1000 per number of atoms, as arranged using Pymatgen 2019.9.16.\textsuperscript{1} The VASP-recommended v5.4 projector-augmented wave (PAW)\textsuperscript{22,29} pseudopotentials were considered for all elements, with the exception of Li (for which we used the standard 140 eV default cutoff potential), Eu (for which we use the Eu$_3$ pseudopotential rather than the Eu$_2$ pseudopotential), Yb (for which we use the Yb$_3$ pseudopotential rather than the Yb$_2$ pseudopotential), and W (for which we use the \_sv pseudopotential since the \_pv pseudopotential is not included in the v.5.4 PAW set). All elements have a default cutoff of $\leq$ 520 eV when multiplied by 1.3 (to prevent Pulay stresses upon volume relaxation\textsuperscript{30}).

The accurate-precision keyword was enabled in VASP. Gaussian smearing of the band occupancies with a smearing width of 0.01 eV was applied, with extrapolation back to the 0 K limit. Symmetry operations were disabled. The SCF was converged using the “Fast” algorithm, which is a mixture of the Davidson and residual minimization method–direct inversion in the iterative subspace (RMM-DIIS) algorithms.\textsuperscript{31} If the SCF did not converge to $10^{-6}$ eV within 150 iterations, the calculation was aborted and the results not considered for the machine learning process. In some cases, challenging SCF convergence can be attributed to an incorrect structure, oftentimes a result of a structure that is not charge-neutral. Spin-polarization was considered in a similar manner as several previous DFT-computed property databases.\textsuperscript{32,33} Here, any $d$-block metal (excluding Zn, Cd, and Hg) were initialized with a magnetic moment of 5 $\mu_B$. All $f$-block elements (excluding Lu and Lr) were initialized with 7 $\mu_B$. All other elements were not initialized with any spin. We note that in VASP, the magnetic moments can freely change throughout the SCF convergence procedure, reaching a local minimum once converged.

Breakdown of Sequential Steps in Periodic DFT Workflow

Each calculation was broken down into five sequential stages, similar to what has been described and benchmarked previously.\textsuperscript{28} These stages include: 1) An initial, high-accuracy single-point calculation; 2) A (coarse accuracy) relaxation of the atomic positions (default plane-wave kinetic energy cutoff and $\sim$100 $k$-points per number of atoms); 3) A medium-accuracy relaxation of the cell volume and atomic positions (520 eV cutoff and $\sim$100 $k$-points per number of atoms); 4) A high-accuracy relaxation of the cell volume and atomic positions (520 eV cutoff, $\sim$1000 $k$-points per number of atoms, and the aforementioned settings); 5) A final single-point calculation of the fully optimized structure using the aforementioned settings. If the SCF did not converge for any step within 150 iterations, that calculation was not considered to be complete, and the remaining steps of the workflow were not carried out. If any individual stage of the workflow took greater than 2 hours per MOF, the job was canceled, and the remaining stages were also not carried out. On-the-fly error-handling was used to correct for warnings and errors should they appear,\textsuperscript{28} but if for any reason the job crashed and could not be successfully continued, that MOF was also not considered further. The input files for every calculation are provided with the supporting dataset.\textsuperscript{16} The VASP input parameters are also summarized in Table S2. All VASP calculations were carried out using the Atomic Simulation Environment (ASE) 3.19.0b1.\textsuperscript{34} Band gaps were obtained using pymatgen.io.vasp.outputs.Eigenval() with an occupancy tolerance of $10^{-8}$. Partial atomic charges, spin densities, and effective bond orders were computed using the density-derived electrostatic and chemical (DDEC6) method\textsuperscript{35–38} as implemented in Chargemol 09-26-2017.\textsuperscript{39} PyMOSFScreen commit #e9768a5 was used to manage and carry out the automated DFT calculations.\textsuperscript{40}
Table S2. ASE input arguments for the VASP calculators used in the screening workflow, excluding file I/O-related keywords. Note that the appropriate pseudopotentials can be automatically selected with setups={'base': 'recommended', 'Li': '', 'Eu': '_3', 'Yb': '_3', 'W': '_sv'}.

| Flag   | Stage 1 | Stage 2 | Stage 3 | Stage 4 | Stage 5 |
|--------|---------|---------|---------|---------|---------|
| xc     | 'PBE'   | 'PBE'   | 'PBE'   | 'PBE'   | 'PBE'   |
| ivdw   | 12      | 12      | 12      | 12      | 12      |
| encut  | 520     | 400     | 520     | 520     | 520     |
| kppa   | 1000    | 100     | 100     | 1000    | 1000    |
| isif   | ---     | 2       | 3       | 3       | 3       |
| ibrion | ---     | 2       | 2       | 2       | 2       |
| prec   | 'Accurate' | 'Accurate' | 'Accurate' | 'Accurate' | 'Accurate' |
| ismear | 0       | 0       | 0       | 0       | 0       |
| sigma  | 0.01    | 0.01    | 0.01    | 0.01    | 0.01    |
| ediff  | 1E-6    | 1E-4    | 1E-6    | 1E-6    | 1E-6    |
| algo   | 'Fast'  | 'Fast'  | 'Fast'  | 'Fast'  | 'Fast'  |
| nelm   | 150     | 150     | 150     | 150     | 150     |
| nelm   | 3       | 3       | 3       | 3       | 3       |
| lreal  | False   | False   | False   | False   | False   |
| nsf    | 0       | 250     | 30     | 30     | 0       |
| ediff  | ---     | -0.05   | -0.03   | -0.03   | ---     |
| lorbit | 11      | 11      | 11      | 11      | 11      |
| ismym  | 0       | 0       | 0       | 0       | 0       |
| symrec | 1E-8    | 1E-8    | 1E-8    | 1E-8    | 1E-8    |

*a kppa = k-point density (i.e. number of k-points/number of atoms), computed with the automatic_density() tool in Pymatgen. The choice of whether the grid should be Γ-centered or not (i.e. gamma=True or gamma=False) and how the k-points are distributed among the three lattice dimensions are also determined based on this Pymatgen utility.

*b Switches to lreal='Auto' if the VASP output file suggests doing so due to a large unit cell (only for Stages 2 – 3).

*c The max 250-cycle relaxations of atomic positions were sequentially repeated until the force tolerance given by ediffg (0.05 eV/Å) was achieved.

*d The max 30-cycle volume relaxations were sequentially repeated until the force tolerance given by ediffg (0.03 eV/Å) was achieved. For Stage 4, after this process was completed, a final max 100-cycle volume relaxation was carried out for good measure.

*e Slight changes to the input parameters that do not affect the accuracy of the results may occur during the workflow to correct for errors on-the-fly. For instance, the conjugate-gradient (CG) algorithm (ibrion=2) often leads to a bracketing error when the potential energy surface is flat, and in such a scenario the geometry optimization algorithm automatically switches to the Fast Inertial Relaxation Engine (FIRE) (ibrion=3, iopt=7, potim=0). All input parameters are freely accessible in the provided input files.

** The coarse-accuracy update of the atomic positions is preceded by an initial relaxation using the BFGSLinSearch algorithm in ASE until the maximum net force is less than 10 eV/Å. Empirically, we have found that this algorithm is better at resolving high forces without the structure “exploding” when compared to the CG algorithm.

Computational Resources for Periodic DFT Screening

High-throughput VASP calculations were carried out on the Stampede2 supercomputer, dedicating 1,530,000 CPU hours (equivalent to ~175 years in wall-time) to this project. While some of these resources (< 5%) were used for debugging, development, and post-processing, the majority was used for the screening study, and calculations were carried out until all resources were consumed. For context, the CPUs used on Stampede2 were Intel Xeon Platinum 8160 (“Skylake”) processors with 48 cores per node. All calculations were carried out with one node per job.

Further Investigation of Selected MOFs

For select calculations, we use a hybrid-level functional to improve the quality of the band gap predictions. Using the PBE-D3(BJ) wavefunction and structure as a starting point, the HSE06-D3(BJ) level of theory was used to re-relax the unit cell shape, volume, and atomic positions. Due to the high computational cost...
when running periodic DFT calculations with hybrid functionals, a looser force tolerance of 0.05 eV/Å was adopted. For all HSE06-D3(BJ) calculations, the VASP-recommended preconditioned conjugate gradient “all bands simultaneous update of orbitals” algorithm\(^\text{45-47}\) (algo=All) was used to converge the SCF, the SCF convergence was set to a slightly looser value of 10\(^{-5}\) eV, and the density of states (DOS) was evaluated with 3000 grid-points. For increased computational efficiency, the HSE06-D3(BJ) structure relaxations were carried out using a smaller \(-point grid than the single-point calculation used to evaluate the band gap and DOS for select materials (Table S3). All other settings remain unchanged from “Stage 5” of Table S2.

Table S3. \(k\)-point grids for selected MOFs at the HSE06-D3(BJ) level of theory. \(k\)-points (low) and (high) refer to the structure relaxation and subsequent electronic structure analysis, respectively.

| Refcode | \(k\)-points (low) | \(k\)-points (high) |
|---------|--------------------|--------------------|
| LOJLAZ  | \(2 \times 2 \times 1\) | \(2 \times 2 \times 1\) |
| RAXNEK  | \(2 \times 1 \times 1\) | \(3 \times 2 \times 1\) |
| WAQMEJ  | \(2 \times 1 \times 1\) | \(3 \times 1 \times 1\) |
| GUTYAW  | \(2 \times 2 \times 1\) | \(4 \times 4 \times 1\) |

Table S4. HSE06-D3(BJ) primitive cell lattice parameters compared with experiment. Note that any free solvent present in the crystal structure was removed from the framework in the DFT calculations. LS = low spin; HS = high spin.

| Refcode   | \(a\) (Å) | \(b\) (Å) | \(c\) (Å) | \(\alpha\) (°) | \(\beta\) (°) | \(\gamma\) (°) |
|-----------|-----------|-----------|-----------|---------------|---------------|---------------|
| LOJLAZ-LS | Theory    | 10.03     | 10.03     | 15.06         | 90.0          | 90.0          | 74.8         |
|           | Exp.      | 10.07     | 10.07     | 15.10         | 90.0          | 90.0          | 73.6         |
| LOJLAZ-HS | Theory    | 10.40     | 10.40     | 15.46         | 89.9          | 90.0          | 71.0         |
|           | Exp.      | 10.38     | 10.38     | 15.50         | 90.0          | 90.0          | 70.1         |
| RAXNEK    | Theory    | 7.99      | 11.56     | 12.47         | 117.6         | 99.4          | 90.0         |
|           | Exp.      | 7.98      | 11.68     | 12.79         | 117.2         | 100.2         | 90.0         |
| WAQMEJ    | Theory    | 7.98      | 13.65     | 14.12         | 91.6          | 99.1          | 90.1         |
|           | Exp.      | 8.28      | 13.81     | 14.08         | 91.1          | 97.1          | 90.5         |
| GUTYAW    | Theory    | 4.88      | 4.88      | 14.90         | 86.9          | 86.9          | 66.9         |
|           | Exp.      | 4.97      | 4.97      | 14.98         | 87.0          | 87.0          | 66.4         |

The HSE06-D3(BJ) lattice parameters for these materials are shown in Table S4, and the relevant spin states are discussed below.

1. **LOJLAZ**, Fe(bipytz)(Au(CN)\(_2\))\(_2\) (bipytz = 3,6-bis(4-pyridyl)-1,2,4,5-tetrazine): This material has Fe(II) and Au(I) species. Experimentally, it has been shown that LOJLAZ is a spin-crossover complex that has a low-to-high spin transition with increasing temperature.\(^\text{48}\) We consider both spin states in this work as a matter of consistency with the spin-crossover behavior observed experimentally. For reference, the high spin state is predicted to be 42 kJ/mol (per cell) more stable than the low spin state at the HSE06-D3(BJ) level of theory.

2. **RAXNEK**, Fe(sq)(bpee)(H\(_2\)O)\(_2\) (bpee = 1,2-bis(4-pyridyl)ethylene; sq = squarate): This material has Fe(II) species, which are known to exist in the high spin state with antiferromagnetic coupling.\(^\text{49}\) At the HSE06-D3(BJ) level of theory, a high-spin ground state is found. Both ferromagnetic and antiferromagnetic states were found to have comparable structures and energies, so we model the latter as a matter of consistency with the reported experiments.

3. **WAQMEJ**, (TTF)[{Rh\(_2\)(CH\(_3\)CO\(_2\))\(_4\)}\(_2\)]TCNQ: This material is reported to have diamagnetic (formally) Rh(II) dimers with antiferromagnetically coupled TTF–TCNQ species such that the net
A spin-unrestricted state with a net magnetic moment of zero was found to be the ground state at the HSE06-D3(BJ) level of theory.

4. GUTYAW, Sr(C₂H₄(SO₃)₂): This material has Sr(II) cations, and the framework is modeled as spin-restricted based on its structure.

Additional Software and Hardware Details
Regression-based machine learning model development was carried out using scikit-learn v.0.22.1 and the standard SciPy stack with NumPy v.1.18.1, pandas 1.0.3, Matplotlib 3.2.2, and Seaborn v.0.10.0. Pymatgen v.2020.3.13¹ was used throughout this work to analyze structures and generate descriptors. The smooth overlap of atomic positions (SOAP) features were computed using DScribe v.0.4.0. The sine Coulomb matrix and Meredig and Agrawal et al. features were generated using Matminer v.0.6.2. Crystal graph convolutional neural networks (CGCNNs) were based on the work of Xie and Grossman and used PyTorch v.1.4.0 for constructing and evaluating the neural networks. Specifically, our CGCNN code is built upon commit #d612a69 of the CGCNN code with slight variations, as reflected in our fork of the CGCNN code. This fork saves the crystal graphs to .pkl files so they can be read in as-needed instead of re-computed when the memory cache is filled. This is a common problem with MOF crystal graphs given the large size of the unit cells. A branch of this revision also makes it possible to use Pymatgen-computed crystal graphs rather than those based on a fixed number of neighbors, although we did not observe any improvement when using a crystal graph based on the CrystalNN algorithm. This is potentially because there are many crystal structures in the CSD-13058 database that are connected in 1D or 2D, such that there are disconnected regions of the Pymatgen-generated crystal graph. PTable Trends v.2.0⁵ was used to generate a heat map over the periodic table. Zeo++ v.0.3 was used for the pore diameter calculations using the “high accuracy” flag. PyProcar v.5.5.2 was used to parse the DOS data. Timing data for the machine learning models are reported using Python 3.7 on a laptop with Intel Core i7-9750H CPU. For the CGCNNs, CUDA v.10.1 was used to enable GPU support with an NVIDIA GeForce RTX-2070 (Max-Q Design) graphics card.

Dataset Handling for Training Machine Learning Models
Unless otherwise stated 80% of the 13,058 data points was reserved for training while 20% was held-out for testing of the kernel ridge regression (KRR) models. To optimize the hyperparameters and determine the optimal ML models, 5-fold cross-validation of the training set was applied for KRR. Due to the higher computational cost when training neural network models, for CGCNN, 80% of the data was reserved for training, 10% was held-out for validation, and 10% was reserved for testing. In all cases, performance of the models on the testing data was not inspected until the end of the project when ideal models were determined on the basis of the validation process. Data splitting was done via purely random sampling. To account for minor variations in model performance due to sampling bias, all the performance statistics in Table 1 and Figure 4a are reported as averages over five separate runs with different random seeds for the data splitting (arbitrarily chosen in advance to be 42, 125, 267, 541, and 582). Elsewhere, a constant seed is used for consistency (chosen in advance to be 42).

Learning Curves
For the learning curves in Figure 4a, total dataset sizes of 2¹⁰, 2¹¹, 2¹², 2¹³, and the full dataset of 13,058 data points were investigated. Powers of 2 were chosen to allow for equidistant spacing on a logarithmic grid. For the KRR models, 80% of the data was used for training and 20% for testing. For all models involving CGCNN, 80% of the data was used for training, 10% for validation, and 10% for testing.

Kernel Ridge Regression
KRR combines the kernel trick with ridge regression. Like all regression methods, the goal of KRR is to predict a response variable y from a set of individual input vectors x (which, when combined, form a feature matrix X containing an encoding of each individual material). KRR, being a kernel method, achieves this...
by transforming \( \mathbf{X} \) into a kernel matrix \( \mathbf{K} \) that describes the similarity between every pair of materials in \( \mathbf{X} \). In this way, KRR has a closed-form solution given by

\[
\mathbf{w} = (\mathbf{K}_{\text{train}} + \lambda \mathbf{I})^{-1} \mathbf{y}_{\text{train}}
\]

where \( \mathbf{w} \) is the vector of model weights, \( \mathbf{K}_{\text{train}} \) is the training set kernel matrix, \( \lambda \) is the regularization hyperparameter, \( \mathbf{I} \) is the identity matrix, and \( \mathbf{y}_{\text{train}} \) is the training set values to predict. For scikit-learn’s implementation of KRR, a parameter \( \alpha \) is supplied, which is defined as \( \alpha \equiv \lambda / 2 \).

With the model weights obtained, new values can be predicted via

\[
\mathbf{y}_{\text{ML}} = \mathbf{K}_{\text{test}} \mathbf{w}
\]

where \( \mathbf{y}_{\text{ML}} \) are the ML-predicted \( \mathbf{y} \) values for a new kernel matrix of the testing set \( \mathbf{K}_{\text{test}} \). For \( N \) training samples and \( M \) testing samples, \( \mathbf{K}_{\text{train}} \) will have dimensions of \( (N \times N) \) and \( \mathbf{K}_{\text{test}} \) will have dimensions of \( (M \times N) \). Here, \( \mathbf{K}_{\text{train}} \) represents the similarity between every pair of structures in the training set, whereas \( \mathbf{K}_{\text{test}} \) represents the similarity between each structure in the training set and each structure in the testing set. The transformation of \( \mathbf{X} \rightarrow \mathbf{K} \) can be achieved by one of several kernel functions. For all kernel methods (except for SOAP), we use a Laplacian kernel function, \( k \), given by

\[
k(x_i, x_j) = \exp \left( -\gamma \|x_i - x_j\|_1 \right)
\]

where \( \gamma \) serves as an adjustable KRR model hyperparameter. In the case of SOAP, a similarity kernel \( \mathbf{K} \) is directly generated as the output and so there is no need for further transformation.

In all cases throughout his work, \( \mathbf{y}_{\text{train}} \) refers to the DFT-computed band gaps of the DFT-optimized structures, whereas \( \mathbf{X} \) refers to the encodings of the corresponding unrelaxed crystal structures.

**Featurization Methods for KRR**

As mentioned in the main text, several featurization methods were pursued for generating the feature matrices \( \mathbf{X} \) for use with KRR, which we summarize in this section. For all non-SOAP featurization methods, a min-max scaler was applied during the KRR process, such that each feature was scaled to the range \( 0 \rightarrow 1 \).

**Description: Stoichiometric-120 Features**

The Meredig and Agrawal et al.\(^{58}\) feature set (“Stoichiometric-120”) is a composition-based descriptor that was originally developed for formation energy predictions of inorganic solids in the OQMD. In this work, the descriptor set has 120 attributes. 103 of these encode the elemental composition via the fraction of each unique element from H–Lr in the dataset. The remaining attributes are the mean atomic weight, mean group number, mean period number, maximum difference in atomic number, mean atomic number, range in atomic radii, mean atomic radius, range in electronegativities, mean electronegativity, the average number of \( s \), \( p \), \( d \), and \( f \) valence electrons, and the composition-weighted fraction of \( s \), \( p \), \( d \), and \( f \) valence electrons.

**Description: Stoichiometric-45 Features**

The He et al.\(^{69}\) feature set (“Stoichiometric-45”) is a composition-based descriptor that has been used to classify if inorganic solids in the OQMD are metallic or non-metallic. The descriptor set has 45 attributes. These consist of 9 elemental properties (atomic number, group number, period number, electronegativity, electron affinity, melting temperature, boiling temperature, density, and ionization energy) and five statistical quantities of each (arithmetic mean, geometric mean, standard deviation, maximum, and minimum) computed for each structure. The tabulated data was taken from the Wolfram Knowledgebase, which we accessed with Mathematica 11.3.0. It is important to note that several of these attributes (e.g. melting and boiling temperatures, density) are ill-defined for single atoms. In the Wolfram Knowledgebase, these values are generally defined as being for stable bulk forms at ambient conditions.
electron affinities and ionization energies were chosen to be for the addition or removal of a single electron, respectively. We also chose to place the lanthanides and actinides in a fictitious group 19. We note that 402 out of the 13058 MOF structures in the CSD-13058 set did not have fingerprints generated due to missing tabulated data for one or more of the elements in the structure and were therefore not considered with this featurization method.

**Description: Sine Coulomb Matrix Eigenspectrum**

The sine Coulomb matrix\(^{70}\) is a structure-based featurization method where a pair-wise interaction matrix \(M_{ij}\) is generated by the following formula:

\[
M_{ij} = \begin{cases} 
0.5Z_i^2, & i = j \\
\left| B \cdot \sum_{k=x,y,z} \hat{e}_k \sin^2 \left( \pi B^{-1} \cdot (R_i - R_j) \right) \right|, & i \neq j 
\end{cases}
\]

where \(i\) and \(j\) are two atoms in the structure, \(Z_i\) is the atomic number of \(i\), \(B\) is a matrix formed by the lattice vectors, \(\hat{e}_k\) are the Cartesian unit vectors, and \(R_i - R_j\) is the distance vector between atoms \(i\) and \(j\). The sine Coulomb matrix is dependent on the number of atoms a given structure has, so to ensure a square matrix is generated, it is padded with zeros to match the maximum number of atoms in the dataset (i.e. 150 atoms in the case of the CSD-13058 set). Since a feature vector for each material is needed for KRR, only the (sorted) eigenvalues of the sine Coulomb matrix are returned such that the descriptor becomes one-dimensional for each structure with a length of \(n_{\text{max atoms}}\) (i.e. 150 in this case). This approach was chosen instead of flattening the sine Coulomb matrix because the resulting feature length would otherwise be extremely large, as the sine Coulomb matrix for each material has dimensions \(n_{\text{max atoms}} \times n_{\text{max atoms}}\) (i.e. 22,500 total entries upon flattening).

**Description: Orbital Field Matrix**

The orbital field matrix\(^{71}\) encodes each atom in a structure by a constant-length vector representing the valence subshells of the atomic environments in each structure. To do so, each atom in a structure is represented via its (neutral) electron configuration. This electron configuration is turned into a numerical vector via a one-hot encoding scheme using a dictionary composed of the possible valence subshell orbitals and their occupancies (i.e. \(s^1, s^2, p^1, p^2, \ldots, p^6, d^1, d^2, \ldots, d^{10}, f^1, f^2, \ldots, f^{14}\)). This is a 32-entry one-hot encoding. As implemented in matminer,\(^{59}\) we supplement this 32-entry encoding with 7 extra entries that represent the one-hot encodings of the period number for the element (with lanthanides in period 6 and actinides in period 7). These atomic one-hot encoding vectors are then used to construct one-hot encoding vectors for each atomic local environment (i.e. an atom center and its coordinating atoms). This is achieved by defining a \(39 \times 39\) matrix obtained by multiplying the one-hot encoding vector of the central atom and a given coordinating atom. The orbital field matrix for an atomic environment is then the sum of these matrices between the center atom and each of its coordinating atoms, scaled by a distance function. This distance function is the inverse of the bond distance multiplied by a weighting factor (using the solid angle determined by the Voronoi polyhedra between the center atom and each neighbor). Each atomic environment orbital field matrix is converted into a structural orbital field matrix by averaging the atomic environment matrices across every atomic site such that each structure is described by an averaged \(39 \times 39\) matrix, which is flattened to a 1521-length encoding. Additional details can be found in the original work by Pham and coworkers.\(^{71}\)

**Description: Average SOAP Kernel**

SOAP is a featurization method that encodes information about local atomic environments in a structure, which can then be used with an appropriate kernel function to measure the structural similarity between every pair of structures in a given dataset. For full details regarding SOAP, we refer the reader to the original paper on the use of SOAP for structure comparison\(^{72}\) and the brief summary and implementation of SOAP
in the original DScribe paper,\textsuperscript{57} which we summarize below. We note that we have adopted much of the nomenclature from Musil and coworkers\textsuperscript{73} to clarify the description of the SOAP kernel.

We start by representing a given structure using local atomic densities $\rho$, separately defined for each atomic element $Z$. The local density of atoms within a chemical environment $\chi_i$ (i.e. a spherical region centered around atom $i$) is described as a sum of Gaussians placed at the central atom and the neighboring atoms within a cutoff region $r_{\text{cut}}$. Mathematically, this is expressed as

$$
\rho_{\chi_i}^Z(r) = \sum_k \exp \left( -\frac{|r - R_k|^2}{2\sigma^2} \right)
$$

where $\sigma$ is the standard deviation of the Gaussians, and $|r - R_k|$ describes the distance between atom $k$, $R_k$, and position vector $r$. The origin, $r = 0$, is centered on the local point of interest (i.e. atom $i$). The summation is carried out for all atoms $k$ with atomic number $Z$ in the structure that are within radius $r_{\text{cut}}$ from atom $i$.

Given local atomic environments $i$ and $j$ in two structures $A$ and $B$, one can then compute $\rho_{\chi_i}^Z$ and $\rho_{\chi_j}^Z$. The structural similarity between two chemical environments in structures $A$ and $B$, denoted $\chi_i^A$ and $\chi_j^B$, is

$$
\bar{k}(\chi_i^A, \chi_j^B) = \int_{SO(3)} \left| \sum_Z \int_{\mathbb{R}^3} \rho_{\chi_i}^Z(r)\rho_{\chi_j}^Z(r)\,dr \right|^2 \,d\bar{R}
$$

where $SO(3)$ and $\bar{R}$ refer to the group of all three-dimensional rotations. The above expression is necessary to achieve a rotationally invariant descriptor and describes the (squared) overlap of the density fields, integrated over all three dimensional rotations. In practice, the calculation of $\bar{k}$ is carried out by expanding $\rho(r)$ using $n_{\text{max}}$ real spherical harmonic and $\ell_{\text{max}}$ radial basis functions.\textsuperscript{57,72} We use spherical Gaussian type orbitals (GTOs) for the radial basis function in this work. The expression for $\bar{k}$ can be normalized via

$$
k(\chi_i^A, \chi_j^B) = \frac{\bar{k}(\chi_i^A, \chi_j^B)}{\sqrt{\bar{k}(\chi_i^A, \chi_i^B)\bar{k}(\chi_j^B, \chi_j^B)}}
$$

such that the self-similarity of a given environment, $k(\chi_i^A, \chi_i^A)$ or $k(\chi_j^B, \chi_j^B)$, is equal to 1 as a matter of convention.

The similarity between all local atomic environments $i$ in structure $A$ and all local environments $j$ in structure $B$ is then given by the general expression

$$
C_{ij}(A, B) = k(\chi_i^A, \chi_j^B)
$$

For a pair of structures $A$ and $B$, we can then compute an average kernel to go from the similarity of local environments to the similarity of global structures. This average kernel function is defined as

$$
K(A, B) = \left( \frac{1}{n_A n_B} \sum_{ij} C_{ij}(A, B) \right)^{\xi}
$$

where $n_A$ and $n_B$ are the number of atoms in structure $A$ and $B$, respectively. Taking the summation over all sites $i$ and $j$ between the pairs of structures and then dividing by the number of atoms in both structures converts these otherwise local similarity scores into a global structural descriptor comparing structures $A$.
and \( B \). The variable \( \xi \) is an optional model hyperparameter to modify the spread of entries in the kernel matrix, which we include as a tunable parameter during the KRR grid search. This expression for \( K \) can be readily extended for all relevant pairs of structures, which can then be used directly with KRR. An example of the average SOAP similarity kernel for IRMOF-1, IRMOF-2, and ZIF-8 is shown in Figure S2 for reference. Note that \( K \) is normalized such that self-similarity is unity (i.e. \( K(A, A) = K(B, B) = 1 \)).

![Image of IRMOF-1, IRMOF-2, and ZIF-8 structures](image)

*Figure S2.* Average (normalized) SOAP similarity kernel for IRMOF-1, IRMOF-2, and ZIF-8. Here, \( r_{cut} = 4 \) Å, \( \sigma = 0.1 \) Å, \( \xi = 2 \), and \( n_{max} = \ell_{max} = 9 \).

**Hyperparameter Tuning for KRR**

For featurization methods other than SOAP, a feature matrix \( \mathbf{X} \) is generated. As such, a decision must be made for the type of kernel function that should be used. The hyperparameters were identified based on a grid search via 5-fold cross-validation. Initially, we considered linear, Gaussian, and Laplacian kernel functions, and eventually decided upon the use of a Laplacian kernel function (Equation S3) where \( \gamma = 0.1 \) since this consistently yielded the lowest cross-validation mean absolute error (MAE). A value of \( \alpha = 0.1 \) for the KRR regularization hyperparameter (Equation S1) was also chosen.

For the SOAP-based KRR model, there are two KRR parameters to tune: \( \alpha \) and \( \xi \). These hyperparameters were also optimized using a grid search via 5-fold cross-validation, for which we decided upon \( \alpha = 0.001 \) and \( \xi = 2 \). The SOAP descriptor itself also has several hyperparameters that can be tuned, including but not limited to the distance cutoff for determining local regions within a structure (\( r_{cut} \)), the maximum number of radial basis functions (\( n_{max} \)), the maximum number of spherical harmonics (\( \ell_{max} \)), and the standard deviation of the Gaussians used to expand the atomic density (\( \sigma \)). Although there are too many parameters to easily carry out an exhaustive grid search, each parameter was independently adjusted, and the parameters that reduced the (average) MAE over the 5-fold cross-validation process were retained. This led to \( r_{cut} = 4 \) Å, \( \sigma = 0.1 \) Å, and \( n_{max} = \ell_{max} = 9 \). All other SOAP hyperparameters and settings were set to the default values in DScribe.

**Crystal Graph Convolutional Neural Networks**

A CGCNN featurizes each crystal structure as an approximate crystal graph, defined such that the nodes are atoms and the edges are the atom connections, accounting for periodic boundary conditions. The crystal graphs are constructed by searching for a maximum set of neighbors within some user-defined cutoff distance. These crystal graphs are then fed as input to a convolutional neural network, wherein convolution and pooling layers convert the crystal graph to a given output, with the weights of the neural network updated to minimize the validation loss. Further details can be found in the original CGCNN paper by Xie and Grossman.\(^6\)
Iterative testing of the various CGCNN hyperparameters led to the following high-performing convolutional neural network configuration with regards to a reduced validation MAE: 5 convolutional layers, 64 hidden atom features in the convolutional layers, 1 fully connected hidden layer after pooling, and 128 hidden features after pooling. A batch size of 16, initial learning rate of 0.01, and stochastic gradient descent optimizer were used. All other settings were the default values, including a neighbor search radius of 8 Å and a maximum of 12 neighbors connected to every node in the graph. The best model obtained within 400 epochs (in terms of validation MAE) was retained. We note that several variations on the original CGCNN algorithm, such as CGCNN with a tanh activation function and iCGCNN, did not show notable improvements over the original CGCNN implementation, although a detailed exploration of the hyperparameter space was not carried out.

In the original CGCNN work, the (initial) CGCNN node (i.e. atom) feature vectors were based on one-hot encodings of group number, period number, electronegativity, covalent radius, number of valence electrons, first ionization energy, electron affinity, block, and atomic volume. However, the currently published version of the code contains several inconsistencies in the one-hot encodings compared to that reported in the original text. As such, we regenerated the atom initialization file and made several minor modifications to the initialization process, wherein we: 1) used Pauling electronegativities instead of Sanderson electronegativities; 2) defined the lanthanides and actinides as period 6 and 7 rather than 8 and 9; 3) placed the lanthanides and actinides in a fictitious group 19; 4) used van der Waals radius instead of the covalent radius defined by Cordero and coworkers; 5) removed the atomic volume feature; 6) removed the electron affinity feature. Tabulated values were taken from mendeleev v.0.5.2. Functionally, we found that this process has no apparent change in the performance of the CGCNN models developed in this work, likely because the node vectors are iteratively optimized during the model training process. Nonetheless, the changes were retained. The edge (i.e. bond) feature vectors contain the bond distance between nodes, as in the original CGCNN work.

**Dimensionality Reduction**

Dimensionality reduction was carried out via the uniform manifold approximation and projection (UMAP) algorithm as implemented in umap v.0.4.6. UMAP constructs a weighted graph of a given dataset in the high-dimensional space and then projects this graph to a lower-dimensional (in this case, two-dimensional). Each node of the graph represents a data point, with the edges representing the proximity of each pair of data points in the feature space. The number of neighbors was set to 15 (for SOAP) or 50 (for Stoichiometric-120), and the minimum distance between points was set to 0.1 (for SOAP) and 0.4 (for Stoichiometric-120). All other parameters were set to the default values (for reproducibility, a random seed of 42 was used). For the connectivity map, edge bundling was enabled to help convey the overall structure by allowing edges to curve and then grouping nearby connections.

The SOAP similarity kernel was converted to a distance matrix $D$ by invoking the following metric:

$$D_{ij} = \sqrt{K_{ii} + K_{jj} - 2K_{ij}}$$

since the self-similarity scores $K_{ii}$ and $K_{jj}$ are normalized to 1. A Euclidean distance metric was used with the Stoichiometric-120 descriptor to create the distance matrix. Although maximum atomic number, $\text{max}(Z)$, is not a feature in Stoichiometric-120, it can be directly related to the range($Z$) feature since $\text{min}(Z) = 1$ in every MOF. For this reason, we use the more intuitive $\text{max}(Z)$ feature in Figure 6a.

**Methodological Comments for Future Benchmarking Studies**

One of the motivations for the dataset in this work is to enable the development/evaluation of new machine learning models. In this case, if the goal is to develop a new machine learning algorithm specifically tailored for MOFs, there are a few comments worth considering. First, if the goal is to predict the properties of the
optimized MOF structures from the un-optimized structures, then it is important to note that some MOFs have small structural changes before and after optimization whereas others may have somewhat significant changes in the lattice constants (e.g. due to solvent removal). This can influence the machine learning process. Another aspect to consider is that, while every effort was made to ensure the initial structures were charge-neutral and accurately constructed, it is inevitable that some structures in the dataset are not pristine. Oftentimes, this can occur for reasons completely outside the control of the workflow shown in Figure S1, such as if some atoms could not be identified experimentally and were never included in the CIF. The most common scenario is likely omitted/additional H atoms, which are particularly difficult to flag if not already specified in the CSD entry. While many of these instances are likely to be filtered out either via the workflow in Figure S1 or due to SCF convergence issues when the DFT calculations were performed, additional cleansing steps are always possible and are encouraged for new applications of interest.

**Additional Results**

**Dataset Overview**

The average band gaps associated with each element are shown in Figure S3. The partial charges before and after optimization are shown in Figure S4a, showing that the values do not substantially change upon structure relaxation. We also plot the cumulative frequency of absolute deviations in Figure S4b.

**Figure S3.** Average DFT-computed band gap, $\tilde{E}_g$, for MOFs containing a given metal element in the CSD-13058-opt set. If multiple metal elements are present in a given MOF, the band gap is considered for both elements. Metals with less than 10 entries were excluded.

**Figure S4.** (a) Parity plot comparing the DDEC6 partial atomic charges for the CSD-14204-opt ($q_{opt}$) and CSD-14204-SP ($q_{SP}$) datasets. (b) The cumulative fraction of DDEC6 partial atomic charges in the CSD-14204-opt dataset that are within some tolerance, given by $|q_{opt} - q_{SP}|$, of the CSD-14204-SP dataset.
High-Spin Fe MOFs

Figure S5. MOFs in the CSD-13058-opt dataset with high-spin Fe sites and a pore-limiting diameter greater than 3.6 Å. a) Fe(bpz) (refcode: ACODAA); b) Fe$_2$(dobdc) (refcode: COKNOH); c) Fe$_2$(dobdc) with bound propylene (refcode: SARHAW); d) Fe$_2$Cl$_2$(bbta) (refode: HAYYUE); e) Fe(bdp) (refcode: QUPZIM01); f) Fe(bdp) – distorted (refcode: QUPZIM02). Color key: Fe (orange), N (blue), O (red), Cl (green), C (gray), H (white).
Comparing Machine Learning Models for Band Gap Prediction

Figure S6. Testing set parity plot for the a) sine Coulomb matrix, b) Stoichiometric-45, c) Stoichiometric-120, d) orbital field matrix, e) SOAP, and f) CGCNN machine learning models. The data is presented with hexagonal binning, comparing the machine learning band gaps, $E_{g, ML}$, to the DFT-computed band gaps, $E_{g, DFT}$. The color bar indicates the number of MOFs in each bin, and the line of parity is shown as a dashed line. Histograms summarizing the distribution of $E_{g, ML}$ and $E_{g, DFT}$ data are displayed parallel to the $y$- and $x$-axes, respectively.
Comparing Against ML Band Gap Models for Other Crystalline Materials

It is worth comparing the results of the top-performing ML models in this work against state-of-the-art ML models developed for the band gaps of other crystalline materials in the literature. In the original CGCNN work, the convolutional neural network was able to achieve a testing MAE of 0.39 eV when trained on 16,458 inorganic solids from the OQMD. A different graph network approach – the MatErials Graph Network (MEGNet) – achieved an MAE of 0.38 eV when trained on 36,720 inorganic solids from the Materials Project, which could be reduced to 0.33 eV after transfer learning via a model originally trained on the DFT-computed formation energies of 60,000 inorganic solids. Recently, a global attention graph neural network (GATGNN) achieved MAEs of 0.32 eV and 0.31 eV on the OQMD and Materials Project datasets, respectively. Particularly relevant for the present study, Olsthoorn et al. used a weighted average of SOAP- and SchNet-based ML regression models trained on 10,000 band gaps of organic crystals in the Organic Materials Database (OMDB) to achieve a testing MAE of 0.39 eV. The band gaps in the organic crystal work were based on single-point calculations of the as-deposited crystal structures, as geometry optimizations were not carried out. In addition, organic crystals with non-zero net magnetic moments were not considered. The CGCNN model in the present study has a testing set MAE of 0.27 eV when trained on 10,446 MOFs, suggesting that it performs slightly better than the aforementioned models for other crystalline materials.

Additional UMAP Results

It is also worth investigating the degree of overlap in feature space between the CSD-13058-SP dataset and the parent CSD-42362 dataset that the former was drawn from. To carry out this analysis, we used UMAP to project the feature space of the CSD-42362 dataset to two dimensions. Again, we used the Stoichiometric-120 descriptor to featurize each material. We then highlighted the subset of materials that are also present in the CSD-13058-SP dataset. As shown in Figure S7, there is significant overlap between the two datasets, such that we can expect ML models trained on the CSD-13058-SP dataset to be applicable to other MOFs deposited in the CSD. We carried out a similar analysis to compare the CSD-13058-SP dataset with the CoRE MOF 2019 (v.1.1.3) database. For this purpose, we use the CoRE MOF 2019 database with free solvent removed (i.e. “FSR”), including both the “public” and “internal” subsets but excluding structures flagged as having disorder that could not be refined. Significant overlap in the reduced feature space was observed between both databases (Figure S8).

Figures S9 and S10 show Stoichiometric-120- and SOAP-based UMAPs generated for the CSD-13058-SP dataset, respectively, but with edge connections shown to highlight the connectivity between different local regions in the projection. This is particularly notable for the Stoichiometric-120 UMAP, which shows that the individual clusters are connected in order of increasing max(Z) (Figure 6a, Figure S9). The edge connections for the SOAP-based UMAP also makes the local regions, and their connectivity, clearer.
Figure S7. Structural dimensionality reduction performed using UMAP, with a distance matrix obtained from the Euclidean distance of the Stoichiometric-120 encodings for the structures in the CSD-42362 dataset. The CSD-13058-SP subset is overlaid onto the projection.

Figure S8. Structural dimensionality reduction performed using UMAP, with a distance matrix obtained from the Euclidean distance of the Stoichiometric-120 encodings for the structures in the CSD-13058-SP and CoRE MOF 2019 (free solvent removed) databases.
**Figure S9.** Structural dimensionality reduction performed using UMAP, with a distance matrix obtained from the Euclidean distance of the Stoichiometric-120 encodings of the structures in the CSD-13058-SP dataset. The connectivity between points are shown. Brighter colors indicate a greater density of connections.

**Figure S10.** Structural dimensionality reduction performed using UMAP, with a distance matrix obtained from the average SOAP similarity kernel of the structures in the CSD-13058-SP dataset. The connectivity between points are shown. Brighter colors indicate a greater density of connections.
Electronic Structure of GUTYAW

The projected density of states at the HSE06-D3(BJ) level of theory for Sr[C₂H₄(SO₃)₂] (refcode: GUTYAW87) is shown in Figure S11.

Figure S11. a) Structure of Sr[C₂H₄(SO₃)₂]. b) Total and projected density of states. The energy, \( E \), is shown with respect to the Fermi level, \( E_F \).

Limitations of Averaging Schemes

For any featurization method, there are inevitable limitations with how a given set of materials are encoded for machine learning. In the case of an average kernel, for instance, one limitation is that every atomic environment is weighted equally. To highlight why this may be imperfect, we show the average SOAP similarity kernel for IRMOF-1 with the formula Zn₄O(bdc)₃ (bdc = benzene-1,4-dicarboxylate), IRMOF-2 with the formula Zn₄O(bdc-Br)₃, IRMOF-10 with the formula Zn₄O(bpdc) (bpdc = 4,4′-biphenyldicarboxylate), Zn₂(dobdc) (dobdc = 2,5-dihydroxybenzene-1,4-dicarboxylate), and MFU-4l (MFU = Metal-Organic Framework Ulm University, \( l \) = large) with the formula Zn₅Cl₄(btdd)₃ (btdd = bis(1,2,3-triazolato-[4,5-b],[4′,5′-i])dibenzo-[1,4]-dioxin) (Figure S12). While IRMOF-1 and the functionalized analogue IRMOF-2 have nearly identical averaged SOAP features, IRMOF-1 and the elongated analogue IRMOF-10 are quite different (Table S5). In fact, IRMOF-1 and Zn₂(dobdc) are more similar than IRMOF-1 and IRMOF-2 based on the average SOAP kernel (Table S5). This can likely be traced back to the similarity of the linkers (bdc vs. dobdc) in IRMOF-1 and Zn₂(dobdc) despite their very
different inorganic nodes (Zn₄O vs. isolated Zn sites) and metal coordination environments (tetrahedral vs. square pyramidal). Weighting the structural similarity of the inorganic nodes and organic linkers by different factors is one approach that may resolve this issue, aside from trying alternate kernel methods such as the computationally more expensive regularized entropy match (REMatch) kernel. This phenomenon is also expected to limit the performance of other methods that involve simple averaging over a structure, such as the orbital field matrix. With the development of a database of DFT-computed MOF properties, there is a rich opportunity for exploring featurization methods that are constructed specifically for the robust and accurate representation of MOFs.

![Crystal structures of IRMOF-1, IRMOF-2, IRMOF-10, Zn₂(dobdc) (also known as Zn-MOF-74 and Zn-CPO-27), and MFU-4l.](image)

**Figure S12.** Crystal structures of IRMOF-1, IRMOF-2, IRMOF-10, Zn₂(dobdc) (also known as Zn-MOF-74 and Zn-CPO-27), and MFU-4l.

**Table S5.** Average (normalized) SOAP similarity kernel for IRMOF-1, IRMOF-2, IRMOF-10, Zn₂(dobdc), and MFU-4l. Here, \( r_{\text{cut}} = 4 \text{ Å}, \sigma = 0.1 \text{ Å}, \xi = 2, \) and \( n_{\text{max}} = \ell_{\text{max}} = 9. \)

|          | IRMOF-1 | IRMOF-2 | IRMOF-10 | Zn₂(dobdc) | MFU-4l |
|----------|---------|---------|----------|------------|--------|
| IRMOF-1  | 1.00    | 0.98    | 0.52     | 0.92       | 0.73   |
| IRMOF-2  | 0.98    | 1.00    | 0.43     | 0.94       | 0.72   |
| IRMOF-10 | 0.52    | 0.43    | 1.00     | 0.29       | 0.35   |
| Zn₂(dobdc)| 0.92    | 0.94    | 0.29     | 1.00       | 0.64   |
| MFU-4l   | 0.73    | 0.72    | 0.35     | 0.64       | 1.00   |
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