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Abstract—Intelligent reflecting surface (IRS) has recently emerged as a new solution to enhance wireless communication performance via passive signal reflection. In this letter, we unlock the potential of IRS controller in relaying information and propose a novel IRS-assisted communication system with both IRS passive reflection and active relaying. Specifically, we jointly optimize the time allocations for decode-and-forward (DF) relaying by the IRS controller and the IRS passive beamforming to maximize the achievable rate of the proposed system. We also compare the rate performance of the proposed system with the conventional IRS without relaying, and reveal the conditions for one to outperform the other. Simulation results demonstrate that the proposed new design can significantly improve the coverage/rate performance of IRS-assisted systems.

Index Terms—Intelligent reflecting surface (IRS), decode-and-forward (DF) relay, resource allocation, passive beamforming.

I. INTRODUCTION

I

NTELLIGENT reflecting surface (IRS) has recently emerged as an innovative technology to reconfigure the wireless propagation environment via tunable passive signal reflection. Specifically, IRS consists of a large number of passive reflecting elements that can be tuned by an IRS controller to alter the phases and/or amplitudes of their reflected signals with ultra-low power consumption, for facilitating the wireless transmissions in various applications and system setups (see e.g. [1], [2] and the references therein).

In the existing works on IRS, IRS is usually deployed near its assisted wireless devices to enhance the communication performance in terms of rate or range from their associated base station (BS)/access point (AP). This is due to the passive signal reflection of IRS without signal amplification/regeneration as well as the severe “product-distance” path-loss of the IRS reflected channel, which result in the limited serving range for IRSs in practice, as compared to conventional active relays. As such, performance comparison between the “passive” IRS and “active” relay was studied in [3]–[5] from different aspects. Recently, active relay was also added to the IRS-assisted communication system for coverage extension [6]–[8], which, however, inevitably incurs higher cost and complexity for implementation.

To overcome the limited IRS coverage issue without increasing the deployment/hardware cost, in this letter we propose a novel IRS-assisted communication system by unlocking the IRS controller for relaying information in addition to its conventional role of tuning the reflections of IRS elements only, as shown in Fig. 1. By enabling the IRS controller to actively relay the information from the AP to the user, the IRS can potentially help improve the transmission rate even if the user is out of the range of IRS signal reflection, thus greatly enhancing the coverage performance of conventional IRSs with passive signal reflection only. First, we formulate the joint time allocation and passive beamforming optimization problem for the proposed system with both IRS reflection and controller relaying to maximize the achievable rate of its assisted user. Then, by analytically comparing the rate performance of the proposed system with the conventional IRS without controller relaying, we unveil the sufficient conditions for one to perform better than the other. Next, we propose an efficient algorithm based on the alternating optimization (AO) technique to solve the formulated problem sub-optimally.

Finally, we present simulation results to show the practical advantages of the proposed system under a practical setup.

Notation: For a complex-valued vector $x$, $\|x\|_1$ denotes its $\ell_1$-norm and $\angle(x)$ returns the phase of each element in $x$.

II. SYSTEM MODEL AND TRANSMISSION PROTOCOL

As shown in Fig. 1, we consider an IRS-assisted downlink communication system, where the transmission from an AP to its associated user is aided by an IRS that consists of $M$ passive reflecting elements connected to a smart controller via a wire link. Note that besides adjusting the IRS reflection and exchanging (control/channel) information with the AP, the IRS controller also acts as a potential decode-and-forward (DF) relay in our considered system to enhance the user rate performance and/or IRS coverage range. Thus, we refer to this new IRS-assisted communication scenario with IRS controller relaying as the “relaying IRS-assisted communication”.

In this letter, we consider a two-phase orthogonal-time transmission protocol for the relaying IRS-assisted communication, where the AP transmits its message to both the user and the IRS controller (or relay) in Phase 1; and the IRS controller (relay) forwards the message to the user in Phase 2 if it can decode the message successfully. Moreover, given the total transmission time, we let $\alpha$ and $1-\alpha$ denote the time fractions allocated to Phases 1 and 2, respectively, where $0 \leq \alpha \leq 1$.

1Without causing confusion, we use “IRS controller” and “relay” interchangeably in this letter.
For the purpose of exposition, we assume that the AP, user, and IRS controller are all equipped with one single antenna.

Let $h_{AU} \in \mathbb{C}$, $h_{AI} \in \mathbb{C}^{M \times 1}$, $h_{AC} \in \mathbb{C}$, $h_{IC} \in \mathbb{C}^{M \times 1}$, and $g_{CU} \in \mathbb{C}$ denote the baseband equivalent channels for the AP → user, AP → IRS, AP → controller, IRS → controller, IRS → user, and controller → user links, respectively. As the first work on characterizing the fundamental performance gain brought by the IRS controller relaying, we assume for simplicity that the perfect channel state information (CSI) of all channels involved is available at the AP/IRS controller and the channel reciprocity holds for each link. In general, the IRS can change its reflection coefficients over the two phases. As such, we let $\theta_\mu \doteq [\theta_{\mu,1}, \theta_{\mu,2}, \ldots, \theta_{\mu,M}]^T \in \mathbb{C}^{M \times 1}$ denote the equivalent reflection vector of IRS in Phase $\mu$, where the reflection amplitudes of all elements are set to one or the maximum value to maximize the signal reflection power and thus $|\theta_{\mu,m}| = 1$, $\forall m = 1, \ldots, M$, $\mu \in \{1, 2\}$.

More specifically, in Phase 1, the AP transmits $\sqrt{P_A} s_A$ to the user and the IRS controller simultaneously, where $s_A \in \mathbb{C}$ denotes the information symbol with $\mathbb{E}(|s_A|^2) = 1$, and $P_A$ is the (peak) transmit power of the AP. Thus, the received signals at the user and the IRS controller during Phase 1 are respectively expressed as

$$y_U = (h_{AU} + h_{AI}^T \Phi_1 g_{IU}) \sqrt{P_A} s_A + n_U,$$

$$y_C = (h_{AC} + h_{AI}^T \Phi_1 h_{IC}) \sqrt{P_A} s_A + n_C,$$

where $n_U$ and $n_C$ denote the zero-mean additive white Gaussian noise (AWGN) with variance $\sigma^2$ received at the user and the IRS controller, respectively, and $\Phi_1 = \text{diag}(\theta_1)$ denotes the diagonal reflection matrix of the IRS in Phase 1.

Next, we aim to maximize the achievable rate in (9) by substituting (8) into (7), the achievable rate can be simplified as

$$R_{\gamma_U}(\theta_1) \triangleq \frac{\rho_U(\theta_1)}{\sigma^2},$$

where $\rho_U(\theta_1)$ denotes the rate associated with the SNR $\gamma_U(\cdot)$, which achieves the maximum SNR as

$$\theta^*_U = \arg \max_{\theta_U} \gamma_U(\theta_U) = \exp(\mathcal{L}(h_{CU}) + \mathcal{L}(q_U)), (8)$$

which achieves the maximum SNR as $\rho^*_U = \frac{P_C |h_{CU}|^2}{\sigma^2}$ and the corresponding maximum rate as $R^*_U = \log_2 (1 + \rho^*_U)$. By substituting (3) into (7), the achievable rate can be simplified as

$$C_1(\theta_1, \alpha) \triangleq \max_{\theta_1} \left\{ \frac{\alpha \log_2 (1 + \rho_U(\theta_1))}{R_U(\theta_1)} \left(1 - \frac{\rho_C(\theta_1)}{\rho_U(\theta_1)}\right) \right\}, (9)$$

Next, we aim to maximize the achievable rate in (9) by jointly optimizing the passive reflection vector $\theta_1$ and the time allocation factor $\alpha$, which can be formulated as

$$(P1): C_1^* \triangleq \max_{\theta_1, \alpha} \left\{ C_1(\theta_1, \alpha) \right\} \text{ s.t. } \rho_C(\theta_1) > \rho_U(\theta_1), (11) \quad 0 \leq \alpha \leq 1, (12) \quad |\theta_{1,m}| = 1, \forall m = 1, \ldots, M. (13)$$

However, if the relaying IRS case does not hold, i.e., $\rho_C(\theta_1) \leq \rho_U(\theta_1)$, the IRS controller should not decode the message from the AP and the IRS only needs to reflect the signal from the AP to the user in Phase 1 (i.e., $\alpha = 0$ or Phase 2 is not used). In this case, our considered system re-
duces to the conventional IRS-assisted communication without controller relaying, for which the achievable rate is given by

\[ C_2^* (\theta_1) = R_U (\theta_1) = \log_2 (1 + \rho_U (\theta_1)) \]  

This case is thus referred to as the “conventional IRS case” since only the IRS passive reflection is employed. It can be verified that the achievable rate maximization in (14) is equivalent to the SNR maximization in (3), i.e., finding \( \rho_U^* = \max \rho_U (\theta_1) \); thus, the optimal passive reflection vector (denoted by \( \theta_{1,U}^* \)) is designed as

\[ \theta_{1,U}^* = \arg \max_{\theta_1} \rho_U (\theta_1) = e^{j \angle (h_{AU})} + \angle (q) \]  

which achieves the maximum SNR as \( \rho_{U}^* = P_A (|h_{AU}| + |q|) \) and the corresponding maximum achievable rate in the conventional IRS case as

\[ C_2^* = \max_{\theta_1} C_2 (\theta_1) = \max_{\theta_1} R_U (\theta_1) = \log_2 (1 + \rho_U^*) \]  

As compared to the conventional IRS case, it is more challenging to solve (P1) for the relaying IRS case, which will be addressed in Section IV.

B. Rate Analysis

In this subsection, we first compare the maximum achievable rates \( C_2^* \) and \( C_2^* \) for the relaying IRS and conventional IRS cases, in order to reveal the practical conditions under which one case performs better than the other, or vice versa.

First, let \( \theta_{1,C}^* \) denote the passive reflection vector that maximizes the received SNR in (4) at the IRS controller from the AP in Phase 1, which is given by

\[ \theta_{1,C}^* = \arg \max_{\theta_1} \rho_C (\theta_1) = e^{j \angle (h_{AC})} + \angle (q_C) \]  

and the resultant maximum SNR is \( \rho_{C}^* = P_A (|h_{AC}| + |q_C|) \) and the corresponding maximum rate is \( R_C^* = \max_{\theta_1} R_C (\theta_1) = \log_2 (1 + \rho_{C}^*) \). Then, we have the following proposition.

Proposition 1: If \( \min \{ \rho_U^*, \rho_C^* \} \leq \rho_U \), then we have \( C_2^* \leq C_2^* \), i.e., the maximum achievable rate in the relaying IRS case is no larger than that in the conventional IRS case.

Proof: We let \( \Delta (\theta_1, \alpha) \triangleq C_1 (\theta_1, \alpha) - C_2^* \) denote the gap between the achievable rate of the relaying IRS case in (13) and the maximum achievable rate of the conventional IRS case in (16), which can be further expressed as

\[ \Delta (\theta_1, \alpha) = \min \left\{ \alpha R_U (\theta_1) + (1 - \alpha) R_U^* - C_2^*, \alpha R_C (\theta_1) - C_2^* \right\} \]

\[ = \min \left\{ \frac{\Delta_1 (\theta_1, \alpha)}{\alpha R_U (\theta_1) + (1 - \alpha) R_U^* - C_2^*}, \frac{\Delta_2 (\theta_1, \alpha)}{\alpha R_C (\theta_1) - C_2^*} \right\} \]  

(18)

If \( \min \{ \rho_U^*, \rho_C^* \} \leq \rho_U \), we have either \( \rho_U^* \leq \rho_U \) or \( \rho_C^* \leq \rho_C \), leading to the following two cases.

- For the case of \( \rho_U^* \leq \rho_U \), we have \( R_U^* \leq C_2^* \) and thus \( (1 - \alpha) (R_U^* - C_2^*) \leq 0 \) with \( 0 \leq 1 - \alpha \leq 1 \). Furthermore, since we have \( R_U (\theta_1) - C_2^* \leq 0, \forall \theta_1 \) according to (16), it can be readily verified that \( \Delta_1 (\theta_1, \alpha) \leq 0, \forall \alpha, \theta_1 \) if \( \rho_U^* \leq \rho_U \).

- For the case of \( \rho_C^* \leq \rho_U \), we have \( R_C (\theta_1) \leq R_U^* \leq C_2^* \) and thus \( \alpha (R_C (\theta_1) - C_2^*) \leq 0, \forall \alpha, \theta_1 \). Since \( (1 - \alpha) C_2^* \leq 0 \), we can further obtain \( \Delta_2 (\theta_1, \alpha) \leq 0, \forall \alpha, \theta_1 \) if \( \rho_C^* \leq \rho_U^* \).

Moreover, according to (13), we can obtain that \( \Delta (\theta_1, \alpha) \leq 0, \forall \alpha, \theta_1 \) holds if and only if either \( \Delta_1 (\theta_1, \alpha) \leq 0, \forall \alpha, \theta_1 \) or \( \Delta_2 (\theta_1, \alpha) \leq 0, \forall \alpha, \theta_1 \). Based on the above, it follows that if \( \min \{ \rho_U^*, \rho_C^* \} \leq \rho_U \), we have \( \Delta (\theta_1, \alpha) \leq 0, \forall \alpha, \theta_1 \) and thus \( C_1 (\theta_1, \alpha) \leq C_2^*, \forall \alpha, \theta_1 \), which leads to \( C_1^* \leq C_2^* \) thus completing the proof.

According to Proposition 1, \( \min \{ \rho_U^*, \rho_C^* \} \leq \rho_U \) is a sufficient condition for \( C_1^* \leq C_2^* \), which implies that the IRS controller relaying needs not to be employed in this case. Furthermore, to show the condition under which the relaying IRS case is superior to the conventional IRS case in terms of maximum achievable rate, we have another proposition as follows.

Proposition 2: If \( \rho_U > \rho_U^* \) and there exists a \( \theta_1 \) such that \( R_C (\theta_1) > \frac{R_U^* - R_C (\theta_1)}{R_U^* - C_2^*} C_2^* \), then we have \( C_1^* > C_2^* \), i.e., the maximum achievable rate in the relaying IRS case is always larger than that in the conventional IRS case.

Proof: The rate gap in (13) can be rewritten as

\[ \Delta (\theta_1, \alpha) = \min \left\{ \alpha \left( R_U (\theta_1) - R_U^* \right) + R_U^* - C_2^*, \alpha R_C (\theta_1) - C_2^* \right\} \]  

\[ = \min \left\{ \frac{\Delta_1 (\theta_1, \alpha)}{\alpha \left( R_U (\theta_1) - R_U^* \right) + (1 - \alpha) R_U^* - C_2^*}, \frac{\Delta_2 (\theta_1, \alpha)}{\alpha R_C (\theta_1) - C_2^*} \right\} \]  

(19)

If \( \rho_U > \rho_U^* \), then we have \( R_U^* > C_2^* \geq R_U (\theta_1) \) according to (16) and thus \( R_U^* > C_2^* > 0 \) and \( R_U (\theta_1) - R_U^* < 0 \). In this case, to ensure \( \Delta (\theta_1, \alpha) \geq 0 \), \( \alpha \) should satisfy \( \alpha > \frac{R_U^* - C_2^*}{R_U^* - R_C (\theta_1)} \), where we have \( \frac{R_U^* - R_C (\theta_1)}{R_U^* - C_2^*} \leq 1 \) due to the fact that \( 0 < R_U^* - C_2^* \leq R_U^* - R_C (\theta_1) \). On the other hand, to ensure \( \Delta_2 (\theta_1, \alpha) > 0 \), \( \alpha \) should satisfy \( \alpha > \frac{C_2^*}{C_2^*} \). Accordingly, to ensure the existence of \( \alpha \) such that both \( \Delta_1 (\theta_1, \alpha) > 0 \) and \( \Delta_2 (\theta_1, \alpha) > 0 \) can hold at the same time to achieve \( \Delta (\theta_1, \alpha) > 0 \), we should have \( \frac{R_U^* - R_C (\theta_1)}{R_U^* - R_C (\theta_1)} > \frac{C_2^*}{R_U^* - C_2^*} \), which is equivalent to \( R_C (\theta_1) > \frac{R_U^* - R_C (\theta_1)}{R_U^* - R_C (\theta_1)} C_2^* \geq C_2^* \) due to \( \frac{R_U^* - R_C (\theta_1)}{R_U^* - C_2^*} \geq 1 \).

Based on the above, if \( \rho_U > \rho_U^* \) and there exists a \( \theta_1 \) such that \( R_C (\theta_1) > \frac{R_U^* - R_C (\theta_1)}{R_U^* - C_2^*} C_2^* \), then we can achieve \( \Delta (\theta_1, \alpha) > 0 \) with \( \frac{C_2^*}{R_U^* - R_C (\theta_1)} < \alpha < \frac{C_2^*}{R_U^* - R_C (\theta_1)} \), which leads to \( C_1^* > C_2^* \) thus completing the proof.

IV. PROPOSED SOLUTION TO (P1)

In this section, we address how to solve (P1) for the relaying IRS case. Note that in (P1), based on (9), we need to jointly design \( \theta_1 \) and \( \alpha \) to balance the achievable rates at
the user (over two phases) and IRS controller (in Phase 1). However, since the objective function in (10) is non-concave and the unit-modulus constraint in (13) is non-convex, (P1) is generally difficult to be solved optimally. In the following, we solve (P1) sub-optimally by applying the AO technique, which alternately optimizes the time allocation factor \( \alpha \) and the passive reflection vector \( \theta_1 \) during Phase 1 in an iterative manner, until the convergence is achieved.

1) **Time Allocation Optimization:** For any fixed feasible \( \theta_1 \), (P1) reduces to the following time allocation problem.

\[
(P2): C_2(\theta_1) \triangleq \max_{0 \leq \alpha \leq 1} \left\{ \alpha R_U(\theta_1) + (1 - \alpha) R_U^* - \alpha R_C(\theta_1) \right\},
\]

which is a linear optimization problem over \( \alpha \) and can be solved optimally, as given in the following proposition.

**Proposition 3:** The optimal \( \alpha^* \) to (P2) is

\[
\alpha^* = \frac{R_U^*}{R_C(\theta_1) + R_U^* - R_U(\theta_1)}.
\]

**Proof:** Given feasible \( \theta_1 \), (P2) is solved only under \( \rho_C(\theta_1) > \rho_U(\theta_1) \) according to (11) and thus we have \( R_C(\theta_1) > R_U(\theta_1) \). Moreover, to make problem (20) valid, we need to have \( R_U^* > C_2^* \geq R_U(\theta_1) \) according to the proof of Proposition 1. Let \( \gamma_1(\alpha) \triangleq \alpha R_U(\theta_1) + (1 - \alpha) R_U^* - \alpha R_C(\theta_1) \) denote the first term of the minimization function in (20), which linearly decreases with \( \alpha \), as \( R_U(\theta_1) - R_U^* < 0 \). Moreover, let \( \gamma_2(\alpha) \triangleq R_C(\theta_1) \) denote the second term of the minimization function in (20), which linearly increases with \( \alpha \). Since we have \( \gamma_1(0) = R_U^* > \gamma_2(0) = 0 \) and \( \gamma_1(1) = R_U(\theta_1) < \gamma_2(1) = R_C(\theta_1) \), there exists one and only one intersection point in the range of \( 0 \leq \alpha \leq 1 \) such that \( \gamma_1(\alpha) = \gamma_2(\alpha) \), which is the optimal solution to (P2). Thus, by solving \( \gamma_1(\alpha) = \gamma_2(\alpha) \), we obtain the optimal \( \alpha^* \) given in (21).

2) **Passive Reflection Optimization:** Next, we optimize the passive beamforming \( \theta_1 \) with fixed \( \alpha \), for which (P1) is equivalent to

\[
(P3): \max_{\theta_1, \delta} \delta \quad \text{s.t.} \quad \alpha R_U(\theta_1) + (1 - \alpha) R_U^* \geq \delta, \quad \alpha R_C(\theta_1) \geq \delta, \quad |\theta_{\mu,1}| = 1, \forall m = 1, \ldots, M.
\]

where the constraint of \( \rho_C(\theta_1) > \rho_U(\theta_1) \) in (11) is relaxed without loss of optimality.\(^4\) After substituting \( \rho_U(\theta_1) \) in (4) and \( \rho_C(\theta_1) \) in (3) into (23) and (24), respectively, and with some simple manipulations, (P3) is equivalently rewritten as

\[
(P3.1): \max_{\theta_1, \delta} \delta \quad \text{s.t.} \quad |h_{AU} + q_{U}^H \theta_1|^2 \geq \frac{\sigma^2}{P_A} \left( 2^{\frac{\delta}{\alpha}} - \frac{1}{\alpha R_U^*} - 1 \right),
\]

\[
|h_{AC} + q_C^H \theta_1|^2 \geq \frac{\sigma^2}{P_A} \left( 2^{\frac{\delta}{\alpha}} - 1 \right),
\]

\[
|\theta_{\mu,1}| = 1, \forall m = 1, \ldots, M.
\]

Although the constraints in (27) and (28) are still non-convex with respect to \( \theta_1 \), they can be equivalently rewritten as

\[
\bar{\theta}_1^H B_U \bar{\theta}_1 + |h_{AU}|^2 \geq \frac{\sigma^2}{P_A} \left( 2^{\frac{\delta}{\alpha}} - \frac{1}{\alpha R_U^*} - 1 \right),
\]

\[
\bar{\theta}_1^H B_C \bar{\theta}_1 + |h_{AC}|^2 \geq \frac{\sigma^2}{P_A} \left( 2^{\frac{\delta}{\alpha}} - 1 \right),
\]

where

\[
B_U = \begin{bmatrix} q_U^H q_U^H & h_{AU} q_U^H \\ h_{AU}^\dagger q_U & 0 \end{bmatrix}, B_C = \begin{bmatrix} q_C^H q_C^H & h_{AC} q_C^H \\ h_{AC}^\dagger q_C & 0 \end{bmatrix},
\]

and \( \bar{\theta}_1 = [\theta_1^T, t]^T \) with \( t \) being an auxiliary variable. As \( \bar{\theta}_1^H B_U \bar{\theta}_1 = \text{tr}(B_U \bar{\theta}_1 \bar{\theta}_1^T) \) and \( \bar{\theta}_1^H B_C \bar{\theta}_1 = \text{tr}(B_C \bar{\theta}_1 \bar{\theta}_1^T) \), we further define \( \Psi_1 = \bar{\theta}_1 \bar{\theta}_1^T \), which is required to satisfy \( \Psi_1 \succeq 0 \) and rank \( (\Psi_1) = 1 \). Since the rank-one constraint is non-convex, we relax this constraint and transform (P3.1) to

\[
(P3.2): \max_{\Psi_1, \delta} \delta \quad \text{s.t.} \quad \text{tr}(B_U \Psi_1) + |h_{AU}|^2 \geq \frac{\sigma^2}{P_A} \left( 2^{\frac{\delta}{\alpha}} - \frac{1}{\alpha R_U^*} - 1 \right),
\]

\[
\text{tr}(B_C \Psi_1) + |h_{AC}|^2 \geq \frac{\sigma^2}{P_A} \left( 2^{\frac{\delta}{\alpha}} - 1 \right),
\]

\[
|\Psi_{1,m,m}| = 1, \forall m = 1, \ldots, M + 1,
\]

\[
\Psi_1 \succeq 0.
\]

It can be verified that (P3.2) is a quasi-convex optimization problem, which can be efficiently solved by the bisection search: for any given \( \delta \), (P3.2) reduces to a feasibility-check problem, which is a convex semidefinite program (SDP) and thus can be optimally solved by the existing convex optimization solvers such as CVX\(^5\). While the SDR technique may not lead to a rank-one solution, we can retrieve a high-quality rank-one solution to (P3.2) from the obtained higher-rank solution by using e.g., Gaussian randomization\(^6\).

In the proposed AO algorithm, we solve (P1) by solving (P2) and (P3.2) alternately in an iterative manner, where the solution obtained in each iteration is used as the initial point for the next iteration. The proposed algorithm is guaranteed to converge since the objective value of (10) is non-decreasing over the iterations and upper-bounded by a finite value \( \min \left\{ R_U^*, R_C^* \right\} \). Moreover, the complexity of solving (P3.2) via the SDR and bisection methods is \( O(M4.5 \log(1/\epsilon)) \)\(^12\) with \( \epsilon \) being the accuracy of the bisection search, while that of solving (P2) is negligible due to the closed-form solution given in (21).

V. **Simulation Results**

In this section, we present simulation results to examine the performance of the proposed relaying IRS-assisted communication system. Under a three-dimensional (3D) Cartesian coordinate system, we assume that the AP, IRS, IRS controller,
the Rician factor of $10$ as in this setup with the co-located IRS controller and IRS since the condition in Proposition 2 usually holds in practice, i.e.,

$$\mathcal{P}$$

with the path loss exponent of $3$ better rate performance than the conventional IRS case with distance between the same (constant) transmit power in the considered system with horizontal distance

or without IRS controller relaying for fair comparison. $\sigma_{\text{IRS}}$ The noise power at the IRS controller and the user is set as $P_{\text{IRS controller}}$ is set as $A$ $\gamma$ is set as $\alpha$ $\gamma$ $\mathcal{P}$ denotes the horizontal distance between the AP and the IRS controller, which is smaller than that from the IRS controller to user in this distance range. Finally, it is observed that owing to the large aperture gain brought by the IRS, all the cases aided with IRS significantly outperform the conventional relay (located at the same position as the IRS controller and with the optimized time allocation ratio) without IRS, especially when the user is located in the vicinity of the IRS/relay (i.e., $40 \text{m} \leq d_0 \leq 60 \text{m}$).

**VI. CONCLUSIONS**

In this letter, we proposed a new IRS-assisted communication system by exploiting the IRS controller’s relaying capability. We jointly optimized the time allocations for DF relaying by the IRS controller and the IRS passive beamforming to maximize the user’s achievable rate. Moreover, we showed both analytically and numerically the performance gains of the proposed new design over the conventional IRS with passive signal reflection only, in terms of both user achievable rate and IRS coverage range.
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