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Abstract—In this work we consider robust stabilization of uncertain dynamical systems and show that this can be achieved by solving a non-classically constrained analytic interpolation problem. In particular, this non-classical constraint confines the range of the interpolant, when evaluated on the imaginary axis, to a frequency-dependent set. By considering a sufficient condition for when this interpolation problem has a solution, we derive an approximate solution algorithm that can also be used for controller synthesis. Finally, the theory is illustrated on a numerical example with a plant with uncertain gain, phase, and output delay.

I. INTRODUCTION

The problem of robustly stabilizing an uncertain dynamical system is an important problem in systems and control. Model uncertainties may stem from, e.g., unmodeled dynamics, the use of models obtained via system identification, or the use of a reduced-order model for control design. In fact, any mathematical model of a physical system will inevitably be incorrect to a certain degree. Consequently, robust control has been the subject of much study; see, e.g., one of the monographs [28], [9], and also [7, Chp. 4], [20, Chp. 12].

For certain classes of both structured and unstructured disturbances, the robust stabilization problem can be understood in terms of the Nyquist plot and the Nyquist stability criterion, see, e.g., [6], [4]. More precisely, for a set of structured disturbances of the transfer function, a controller that stabilizes a nominal plant will robustly stabilize the plant if the Nyquist curve of the nominal feedback interconnection does not intersect certain regions in the complex plane; see, e.g., [28, Sec. 9.5], [20, Sec. 9.3], [7, pp. 51-52] for an example of this in terms of the gain margin problem. Similarly, for the unstructured case, it can be understood as stabilizing a “ball of plants” around the nominal Nyquist curve, cf. [28, Sec. 9.1-9.3], [20, Sec. 12.2] [7, Sec. 4.3].

Another way to formulate and solve robust stabilization problems has been to cast them as non-classically constrained analytic interpolation problems in terms of the sensitivity or complementary sensitivity function, see, e.g., [25], [27], [16], [15], [14], [19], [21], [22]. The non-classical constraint in question is a restriction of the range of the interpolant to some set, which could potentially vary with frequency. The problems that have previously been solved are in general either sets that are constant, i.e., frequency-independent [25], [15], or sets that correspond to discs with a radius that is frequency-dependent [27], [16], [15], [14], [19].

A particular robust stabilization problem that has received considerable attention lately is the maximum delay margin problem, see, e.g., [17], [18], [19], [13], [21], [22]. This is a robust stabilization problem with a structured, infinite-dimensional uncertainty. The problem is easily understood in the Nyquist plot, and in [21], [22] this was used to reformulate it as an analytic interpolation problem with a non-classical constraint, akin to the problems in [25], [27], [16], [15], [14]. However, in contrast to these results the structured disturbance in [21], [22] gives rise to a frequency-dependent constraint that does not correspond to discs with varying radius. Moreover, the methods for unstructured disturbances in [27], [16], [15] in general lead to estimates of the maximum delay margin that are conservative [22, Sec. III and VIII.A]. Therefore, in [21], [22], new, less conservative estimation methods for the maximum delay margin were developed based on the non-classically constrained analytical interpolation formulation of the problem.

The above observations give rise to a number of questions. When can constraints for robust stabilization that are formulated in terms of the Nyquist plot be mapped to non-classical constraints in the analytic interpolation problem? Which robust stabilization problems can be formulated as non-classically constrained analytic interpolation problems, for which the restriction on the range of the interpolant may vary with frequency? Among these problems, which ones can be solved analytically? For problems that cannot be solved analytically, can one find good approximation methods? In this work, we take steps towards an answer to some of these questions. More precisely, we extend the methods from [22], developed for handling an uncertain time delay, to handle a larger class of structured, stable disturbances. In particular, we cast the corresponding robust stabilization problem as an analytic interpolation problem with a possibly frequency-dependent non-classical constraint on the range of the interpolant, and thus partly extends results in [25], [15]. Moreover, we also show how one could design approximate solution algorithms for such problems, similar to what was done for time delay systems in [22].

The outline of the paper is as follows: in Section II we introduce some background material and make the problem formulation precise. In Section III we show that robust
stabilization can be achieved by solving a non-classically constrained analytic interpolation problem, and in Section IV we introduce a sufficient condition for solvability and show how this can be used to derive approximate solution algorithms. Section V contains a numerical example where we derive a controller that robustly stabilize a plant with uncertain gain, phase, and output delay. Finally, Section VI contains some concluding remarks. Some proofs are deferred to the appendix for improved readability.

II. BACKGROUND AND PROBLEM FORMULATION

In this section we will present some background material and make the problem formulation precise. Moreover, the section is also used to set up the notation used in the paper.

A. Notation

Let $\mathbb{C}_+$ denote the open right half plane, let $\hat{\mathbb{C}}_+: = \operatorname{cl}(\mathbb{C}_+)$ denote the closure, and let $\tilde{\mathbb{C}}_+: = \hat{\mathbb{C}}_+ \cup \{\infty\}$ (cf. [26], [25], [15], [14]). Moreover, let $\mathcal{H}_\infty(\mathbb{C}_+)$ denote the space of functions that are bounded and analytic in $\mathbb{C}_+$. This is a Banach space when equipped with the norm $\|F(s)\|_{\mathcal{H}_\infty}:= \sup_{s \in \mathbb{C}_+} |F(s)| = \sup_{\omega \in \mathbb{R}} |F(i\omega)| =: \|F(i\omega)\|_{L_\infty}$, see, e.g., [9], [12]. Furthermore, let $\operatorname{dist}(A,x):= \inf_{y \in A} |x-y|$ be the distance between a set $A$ and a point $x$; in particular, we define $\operatorname{dist}(\emptyset,x) = \infty$ for all $x \in \mathbb{C}$, where $\emptyset$ denotes the empty set. Finally, for any element $x$ we define $x \not\in \emptyset$ to always be true.

B. Problem formulation

Let $P(s)$ be the transfer function of a finite-dimensional, single-input-single-output (SISO) linear time-invariant (LTI) system, let $K(s)$ be a SISO LTI feedback controller, and consider the feedback interconnection depicted in Fig. 1. Here, $\Delta$ is a potential perturbation of the system. In this work, we are interested in the following robust stabilization problem: given a set of disturbances $\Omega$, does there exist a controller $K$ that stabilizes the feedback interconnection in Fig. 1 for all $\Delta \in \Omega$? If such a controller exists, we say that $K$ robustly stabilizes $P$ with respect to $\Omega$. The remaining problem is then how to find such a controller.

C. Classical results for the unperturbed problem

Before continuing we review some classic results for the unperturbed stabilization problem, i.e., where $\Omega$ is the singleton \{I\} with $I(s) \equiv 1$ being the one-function. To this end, let $p_1, \ldots, p_n$ be the unstable poles and $z_1, \ldots, z_m$ the nonminimum phase zeros of $P$, respectively; for simplicity we will assume that they are all in $\mathbb{C}_+$ and that they are all distinct. In this case, $K$ is an (internally) stabilizing controller if and only if there is no pole-zero cancellation between $P$ and $K$ in $\mathbb{C}_+$ and

$$1 + P(s)K(s) \neq 0 \quad \text{for all } s \in \hat{\mathbb{C}}_+, \quad (1)$$

see, e.g., [7, p. 37], [11, p. 13]. In particular, that it holds for $s = \infty$ means that there is no sequence $(s_n)_n \subset \hat{\mathbb{C}}_+$ such that $\lim_{n \to \infty} 1 + P(s_n)K(s_n) = 0$. These conditions can be equivalently expressed as an analytic interpolation problem in terms of the complementary sensitivity function $T := PK/(1 + PK)$, namely $T \in \mathcal{H}_\infty(\mathbb{C}_+)$ and

$$T(p_k) = 1, \quad k = 1, \ldots, n, \quad (2a)$$

$$T(z_\ell) = 0, \quad \ell = 1, \ldots, m; \quad (2b)$$

see, e.g., [26], [11, Ch. 2 and 7], [9, pp. 72-73].

For a $T \in \mathcal{H}_\infty(\mathbb{C}_+)$ that satisfies (2), a stabilizing controller for $P$ is given by $K = T/(P(1-T))$. This expression is easily obtained by algebraic manipulations. However, let us point out the fact that the open-loop transfer function $PK$ can be mapped to the complementary sensitivity function $T$ via the Möbius transformation

$$\rho(s) = s/(1 + s). \quad (3)$$

Moreover, the inverse mapping, which maps $T$ to $PK$ and which can be used to derive the form of the controller given above, is given by $\rho^{-1}(s) = s/(1-s)$.

Remark 1: The assumption that $P$ is finite-dimensional can be relaxed to allow for certain infinite-dimensional systems, see [3], [5], [4], [14] and [9, pp. 56-57 and 72-73]. However, for the sake of simplicity we will derive and state the results in the finite-dimensional setting.

D. Assumptions on the set of perturbations $\Omega$

In order to give conditions for when robust stabilization is possible, we need to impose some restrictions on the set of perturbations $\Omega$. To start with, we make the simplifying assumption that $\Omega \subset \mathcal{H}_\infty(\mathbb{C}_+) \cap C(i\mathbb{R})$, i.e., we consider stable disturbances that are continuous on the imaginary axis. Moreover, we assume that $I \in \Omega$, meaning that we consider stable disturbances around the nominal plant $P$. We also assume that no disturbance $\Delta$ cancels unstable poles in $P$, i.e., for all $\Delta \in \Omega$, $\Delta(p_k) \neq 0$ for $k = 1, \ldots, n$.

We also make some more technical assumptions: we assume that $\Omega$ is bounded, that $\Omega$ is path-connected with respect to pointwise convergence, and that for every bounded sequence $(\Delta_n)_n$ there exists a subsequence that converges pointwise in $\mathbb{C}_+$ to some $\Delta \in \Omega$. In particular, bounded means that there is a common upper bound for the norm of all $\Delta \in \Omega$, i.e., $\sup_{\Delta \in \Omega} \|\Delta\|_{\mathcal{H}_\infty} := N < \infty$. Moreover, 1

1If there is a $\Delta \in \Omega$ for which $P\Delta$ have a pole-zero cancellation, we cannot find a controller $K$ that makes the system internally stable for this disturbance, and thus we cannot robustly stabilize $P$ with respect to $\Omega$. Moreover, note that no $\Delta$ can cancel nonminimum phase zeros of $P$, since $\Delta \in \mathcal{H}_\infty(\mathbb{C}_+)$ and thus $|\Delta(z_\ell)| < \infty$ for $\ell = 1, \ldots, m$. 

Fig. 1: A feedback interconnection between a controller $K$, a plant $P$, and an uncertainty $\Delta$. 
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path-connected with respect to pointwise convergence means that for any two elements $\Delta_1$, $\Delta_2$, we can find a curve $\gamma : [0, 1] \rightarrow \Omega$ so that $\gamma(0) = \Delta_1$ and $\gamma(1) = \Delta_2$, and so that for all points $s \in \mathbb{C}_+$ the function $[\gamma(t)](s)$ is continuous in $t$. Finally, by Montel’s theorem (see, e.g., [24, p. 35], [23, Thm. 14.6]) the boundedness of $\Omega$ implies that $\Omega$ is a so called normal family, i.e., that any sequence of functions in $\Omega$ contains a subsequence that converges uniformly to an analytic function, call it $f$, on all compact subsets $A \subset \mathbb{C}_+$. The last assumption, on pointwise convergence to an element in $\Omega$, is an amplification of this to so that the subsequence converges pointwise also on $i\mathbb{R}$, and that $f \in \Omega$.

The reason for imposing these constraints is that when we vary $\Delta \in \Omega$ we want the corresponding Nyquist curve, i.e., the set $\{\Delta(\omega) \mid \omega \in \mathbb{R}\}$, to remain bounded and to vary continuously pointwise. Moreover, since $f \in \Omega$ and $\Omega$ is path-connected, any disturbed plant $P\Delta$ can be obtained by pointwise continuously deforming the Nyquist curve of the nominal plant.

Example 1: As a motivating example, consider the SISO LTI system $(s + 1)\ Prove$, where $P$ is a strictly proper plant. Assume that the exact position of the real minimum phase zero $z$ is uncertain, with upper and lower bounds $b > 0$ and $a > 0$, respectively. To model this uncertainty as disturbances, let $\Delta_y(s) = (s + y)/(s + z)$ for some $y \in [a, b]$ and consider the family of disturbances $\Omega = \{\Delta_y(s) \mid y \in [a, b]\}$. For this set of disturbances, most of our assumptions are easily verified, and thus we only consider the last two. To this end, to see that $\Omega$ is point connected with respect to pointwise convergence in $\mathbb{C}_+$, let $\Delta_y$ and $\Delta_y^+$ be two disturbances in $\Omega$. Moreover, let $y(t)$ for $t \in [0, 1]$ be a path connecting the real numbers $y_1$ and $y_2$, and in particular $y(t)$ is thus continuous in $t$. Now, let $\gamma(t) = (s + y(t))/(s + z)$ and note that $[\gamma(t)](s)$ is continuous in $t$ for all $s \in \mathbb{C}_+$. Therefore, $\gamma$ is a path connecting $\Delta_y$ and $\Delta_y^+$, and hence the set is path connected. Next, let $\{\Delta_{y_n}(s)\}_{n \in \mathbb{N}} \subset \Omega$ be any sequence of disturbances. Since $(y_n)_n \subset [a, b]$ is a bounded sequence of real numbers, there is a converging subsequence $(y_{n_k})_{n_k}$ such that $y_{n_k} \rightarrow \omega_0 \in [a, b]$. In particular, this means that $\Delta_{y_{n_k}}(s) \rightarrow \Delta_{\omega_0}(s) \in \Omega$ pointwise in $\mathbb{C}_+$.

Note that a system with an uncertainty in a stable pole can be handled analogously to the above example. In fact, a system with simultaneous uncertainties in minimum phase zeros, stable poles, gain, phase, and delay in the feedback loop, can be handled analogously.

E. A Nyquist-type result for robust stabilization

As a preliminary, we first derive a Nyquist-type result for robust stabilization, cf. [6], [4]. It is derived under the simplifying assumption that $P$ is strictly proper. However this is only done in order to not clutter the main idea with technical details. To this end, note that for $K$ to stabilize the feedback loop in Fig. 1 for all $\Delta \in \Omega$, we need to alter (1) to read

\[ 1 + P(s)K(s)\Delta(s) \neq 0 \quad \text{for all } s \in \mathbb{C}_+ \text{ and all } \Delta \in \Omega. \quad (4) \]

Moreover, we need that no pole-zero cancellation occurs between $K$ and any of the plants $P\Delta$.

Next, consider the set-valued function

\[ \Gamma(\omega) := \left\{ z \mid z = \frac{-1}{\Delta(\omega)}, \Delta \in \Omega \text{ and } \Delta(\omega) \neq 0 \right\}, \quad (5) \]

where, for a given frequency $\omega$, we let $\Gamma(\omega) = \emptyset$ if $\Delta(\omega) = 0$ for all $\Delta \in \Omega$. Now, note that given an $\omega_0$, for each $\varepsilon > 0$ there exists a $\Delta \in \Omega$ such that $\Delta(\omega_0) = -1$. Based on this observation, we have the following result.

Lemma 2: Assume that $P$ is strictly proper and that $\Omega$ satisfies the assumptions in Section II-D and let $\Gamma$ be given as in (5). Then a proper $K$ robustly stabilizes $P$ with respect to $\Omega$ if and only if $K$ stabilizes $P$ and $K(\omega)P(\omega) \not\in \Gamma(\omega)$ for all $\omega \in \mathbb{R}$.

Proof: Without loss of generality, assume that $K$ has $n_K$ poles in $\mathbb{C}_+$. Then $K$ stabilizes $P$ if and only if the Nyquist curve $P(\omega)K(\omega)$ encircles $-1$ exactly $n_K$ times counter-clockwise without intersecting it, see, e.g., [20, Thm. 9.2], [7, p. 37]. By the pointwise continuity of the Nyquist curve with respect to the disturbance, the result now follows since the number of encirclements and intersections can change if and only if at least one of the following statements is true: i) there exists a $\Delta$ and an $\omega_0$ such that $K(\omega_0)P(\omega_0)\Delta(\omega_0) = -1$, or ii) there exists a sequence $(\omega_n, \Delta_n|\omega_n| \rightarrow \infty$, such that $-1 = \lim_{n \rightarrow \infty} K(\omega_n)\Delta_n|\omega_n|$. If we cannot happen since $K(\omega_n)$ and $\Delta_n$ remain bounded while $P(\omega_n)$ goes to 0, and by construction, i) cannot happen if and only if $K(\omega)P(\omega) \not\in \Gamma(\omega)$ for all $\omega \in \mathbb{R}$. \[ \Box \]

III. Non-classically constrained analytic interpolation for robust stabilization

The constraint on the Nyquist curve in Lemma 2 can be reformulated as a non-classical constraint on the analytic interpolant $T$ via the Möbius transformation (3). To this end, since $\Delta \in \Omega$, for $K$ to robustly stabilize $P$ with respect to $\Omega$ we have that $K$ must stabilize $P$. Therefore, we can restrict our attention to controllers $K$ such that (1) holds. For such controllers, adding and subtracting $PK$ on the left hand side in (4) and dividing both sides by $1 + PK$ gives the condition

\[ 1 + T(s)\Delta(s - 1) \neq 0 \quad \text{for all } s \in \mathbb{C}_+ \text{ and all } \Delta \in \Omega. \quad (6) \]

Again, that this holds for $s = \infty$ means that there is no sequence $(s_n)_n \subset \mathbb{C}_+$ such that $\lim_{n \rightarrow \infty} 1 + T(s_n)(\Delta(s_n) - 1) = 0$. Therefore, (6) is in fact equivalent to the condition that for each $\Delta \in \Omega$ there is an $\varepsilon > 0$ such that

\[ |1 + T(s)(\Delta(s) - 1)| \geq \varepsilon \quad (7) \]

for all $s \in \mathbb{C}_+$. Using this, we can prove the following intermediate result.

Lemma 3: Assume that $\Omega$ satisfies the assumptions in Section II-D. Then there exists a controller $K$ that robustly stabilizes $P$ with respect to $\Omega$ if and only if there exists a $T \in H_\infty(\mathbb{C}_+)$ that satisfies (2) and (7).

Proof: A controller $K$ robustly stabilizes $P$ with respect to $\Omega$ if and only if (4) holds, and there is no pole-zero
cancellation between $K$ and $P\Delta$ for all $\Delta \in \Omega$. By the arguments leading up to the lemma, this implies that there exists a $T \in H_\infty(C_\mathbb{C})$ that satisfies (3) and (7).

To prove the converse, assume such a $T$ exists and let $K$ be the corresponding stabilizing controller of $P$, i.e., let $T = PK/(1 + PK)$. If $s_0 \in \mathbb{C}_+$ is a pole of $K$, then $T(s_0) = 1$. Assume that it is also a zero of $\Delta$; this gives $|1 + T(s_0)(\Delta(s_0) - 1)| = 0$, which contradicts (7). Left to show is that $K$ and $\Delta$ cannot have a pole-zero cancellation in $s = \infty$. To this end, assume that they have a pole-zero cancellation in $s = \infty$ and let $(s_n)_n \subset \mathbb{C}_+$ be a sequence such that $|s_n| \to \infty$ as $n \to \infty$. In particular, that $K$ has a pole in $s = \infty$ means that $\lim_{n \to \infty} T(s_n) = 1$. Therefore,

$$\lim_{n \to \infty} |1 + T(s_n)(\Delta(s_n) - 1)| = |1 + 1(0 - 1)| = 0,$$

which contradicts (7). Thus the result follows.

Next, we show that (7) is equivalent to a non-classical constraint on $T$ on the imaginary axis, akin to the result in Lemma 2. More specifically, consider

$$\Lambda(\omega) := \left\{ z \in \mathbb{C} \mid z = \lim_{n \to \infty} \frac{1}{1 - \Delta_n(s_n)}, \quad \text{for} \quad (s_n, \Delta_n)_n \subset \mathbb{C}_+ \times \Omega, \quad |s_n| \to \infty \right\},$$

which can be interpreted as $\Lambda(\omega) = \rho_0 \Gamma(\omega)$. To be precise, we also make the following definition:

$$\Lambda(\infty) := \text{cl}\left\{ z \in \mathbb{C} \mid z = \lim_{n \to \infty} \frac{1}{1 - \Delta_n(s_n)}, \quad \text{for} \quad (s_n, \Delta_n)_n \subset \mathbb{C}_+ \times \Omega, \quad |s_n| \to \infty \right\}.$$

In light of Lemma 2 and the Möbius transformation 3, a non-classical constraint on the analytic interpolant of the form $T(\omega) \notin \Lambda(\omega)$ should be equivalent to (7). That is indeed true (in certain cases) is the result of the next theorem.

**Theorem 4:** Assume that $\Omega$ satisfies the assumptions in Section II-D and let $\Lambda$ be given as in (8). Let $T \in H_\infty(C_\mathbb{C}) \cap C(i\mathbb{R})$ and assume that $\Lambda(\infty)$ is well-defined and that $T(\infty) \notin \Lambda(\infty)$. Then the following two statements are equivalent:

1) there exists an $\varepsilon > 0$ such that $|1 + T(s)(\Delta(s) - 1)| \geq \varepsilon$ for all $s \in \mathbb{C}_+$ and $\Delta \in \Omega$

2) there exists an $\varepsilon > 0$ such that $\text{dist}(\Lambda(\omega), T(\omega)) \geq \varepsilon$ for all $\omega \in \mathbb{R}$.

**Proof:** See Appendix A.

From Lemma 3 and Theorem 4, we have the following result for robust stabilization of an uncertainty set $\Omega$.

**Theorem 5:** Assume that $\Omega$ satisfies the assumptions in Section II-D. Then there exists a controller $K$ that robustly stabilizes $P$ with respect to $\Omega$ if there is a solution to the non-classically constrained analytic interpolation problem: find $T \in H_\infty(C_\mathbb{C}) \cap C(i\mathbb{R})$ that satisfies

1) the interpolation conditions (2),

2) $T(\omega) \notin \Lambda(\omega)$ for all $\omega \in \mathbb{R}$,

3) $T(\infty) \notin \Lambda(\infty)$.

**Example 6:** We return to the example with an uncertain position of a minimum phase zero, as presented in Example 1. A direct calculation gives that the forbidden regions for the Nyquist plot and the for the analytic interpolant are

$$\Gamma(\omega) = \left\{ \frac{-zy + \omega^2 + i\omega(y - z)}{y^2 + \omega^2} \mid y \in [a, b] \right\},$$

$$\Lambda(\omega) = \left\{ \frac{z + i\omega}{z - y} \mid y \in [a, b] \right\}.$$

**IV. SUFFICIENT CONDITIONS FOR STABILIZATION AND A CONTROLLER SYNTHESIS ALGORITHM**

Analytic interpolation problems with a non-classical constraint of the type given in Theorem 5 have been solved in certain cases, see Section 1. However, to the best of our knowledge no general solvability conditions exist for such problems. In this section we will derive sufficient conditions for when such problems can be solved. Moreover, when these conditions are fulfilled, we also obtain an algorithm for constructing robustly stabilizing controllers. To this end, we return to the conditions given in Lemma 3 and note in particular that (6) is fulfilled if $\sup_{\Delta \in \Omega} \|T(s)(\Delta(s) - 1)\|_{H_\infty(C_\mathbb{C})} < 1$. In fact, this can be interpreted as a small-gain argument on the systems $T$ and $\Delta - 1$, and from this we get that a sufficient condition for robust stabilization is that

$$\inf_{T \in H_\infty(C_\mathbb{C})} \sup_{\Delta \in \Omega} \|T(s)(\Delta(s) - 1)\|_{H_\infty(C_\mathbb{C})} < 1. \quad (9)$$

Since $T(s)(\Delta(s) - 1) \in H_\infty(C_\mathbb{C})$, this can be rewritten as

$$1 > \inf_{T \in H_\infty(C_\mathbb{C})} \sup_{\Delta \in \Omega} \|T(s)(\Delta(s) - 1)\|_{L_\infty(i\mathbb{R})},$$

$$= \inf_{T \in H_\infty(C_\mathbb{C})} \sup_{\Delta \in \Omega} \left[ \frac{|T(\omega)| |\Delta(\omega) - 1|}{\inf_{\Delta \in \Omega} |\Delta(\omega) - 1|} \right],$$

$$= \inf_{T \in H_\infty(C_\mathbb{C})} \sup_{\omega \in \mathbb{R}} \left[ |T(\omega)| |\phi(\omega)| \right], \quad (10)$$

where

$$\phi(\omega) := 1/\text{dist}(\Lambda(\omega), 0) = \sup_{\Delta \in \Omega} |\Delta(\omega) - 1|.$$

In (10), the first equality follows by noticing that the norm is defined by a supremum and changing order on the two suprema, and the second equality follows since $\inf_{f} 1/f(x) = 1/\sup_{f} f(x)$ for nonnegative functions $f$.

This shows that a small-gain approach to (6) confines the range of the interpolant $T$ to a disc centered in the origin, whose radius is inversely proportional to the distance to the closest point in $\Lambda(\omega)$. Moreover, the weight function $\phi$ exhibits some desirable regularity properties.

**Lemma 7:** Assume that $\Omega$ satisfies the assumptions in Section II-D. Then $\phi(\omega)$ is a lower semicontinuous function, bounded between 0 and $N + 1$.

**Proof:** See Appendix B.

The regularity properties of $\phi$ can be used to devise a numerical approximation algorithm for investigating feasibility of (10). To this end, take $\varepsilon > 0$ and consider $\phi^\varepsilon(\omega) := \phi(\omega)$
max\{\phi(i\omega), \epsilon\}. Since 0 < \epsilon \leq \phi'(i\omega) \leq N + 1 < \infty for all \omega, we have that \log(\phi'(i\omega))/(1 + \omega^2) is integrable.\footnote{Note that a lower semicontinuous function is measurable.}

Therefore, \phi' can be interpreted as the magnitude of an outer function \(W^e \in \mathcal{H}_\infty(C_+),\) i.e., \(|W^e(i\omega)| = \phi'(i\omega)\) almost everywhere on \(i\mathbb{R},\) where the values of \(W^e(s)\) for \(s \in C_+\) are given by [12, pp. 132-133]

\[
W^e(s) = \exp \left[ \frac{1}{\pi} \int_{-\infty}^{\infty} \log(\phi'(i\omega)) \frac{\omega s + i}{\omega + is} + \frac{1}{1 + \omega^2} d\omega \right].
\]

(11)

Thus, if \(\phi(i\omega)\) can be computed efficiently, by numerical integration one can evaluate \(W^e(s)\) in points \(s \in C_+.\) Moreover, since \(\phi'(i\omega) \geq \phi(i\omega)\) for all \(\omega,\) we get that a sufficient condition for (10) is that

\[
1 > \inf_{\tau \in \mathcal{H}_\infty(C_+)} \|\tau(s)W^e(s)\|_{\mathcal{H}_\infty(C_+)}
\]

which is a weighted minimization of the complementary sensitivity function akin to [27], [16], [15], [14], cf. [22, p. 4]. Since \(W^e\) is outer and strictly positive on \(i\mathbb{R},\) feasibility of (10) can be investigated by introducing the “change of variable” \(\hat{T} = TW^e\) and consider the equivalent feasibility problem: find \(\hat{T} \in \mathcal{H}_\infty(C_+)\) such that

\[
\begin{align*}
\|\hat{T}(s)\|_{\mathcal{H}_\infty(C_+)} &< 1 \\
\hat{T}(p_k) &= W^e(p_k), \quad k = 1, \ldots, n, \\
\hat{T}(z_\ell) &= 0, \quad \ell = 1, \ldots, m.
\end{align*}
\]

(12a)

(12b)

(12c)

The latter is a standard Nevanlinna-Pick interpolation problem, where the values in the interpolation points can be evaluated by numerical integration. Moreover, (12) has a solution if and only if the corresponding Pick matrix is positive definite, see, e.g., [7, pp. 157-159], [9, Sec. 2.9].

A. Introducing a shift for a tunable method

Based on the insights from the previous section we now introduce a shift in the interpolant, which gives a tunable method. To this end, let \(T(s) = \hat{T}(s) + T_0(s),\) where \(\hat{T} \in \mathcal{H}_\infty(C_+)\) and \(T_0 \in \mathcal{H}_\infty(C_+) \cap C(i\mathbb{R}).\) Then (6) can be rewritten as

\[
\hat{T}(s)(\Delta(s) - 1) \neq -1 + T_0(s)(1 - \Delta(s)) \quad \text{for all } s \in \hat{C}_+ \text{ and all } \Delta \in \Omega.
\]

By Theorem 4, we know that the right hand side is bounded away from zero if and only if \(\text{dist}(\Lambda(i\omega), T_0(i\omega))\) is bounded away from zero and \(T_0(\infty) \notin \Lambda(\infty).\) For such \(T_0,\) we can rewrite the condition to read: for all \(s \in \hat{C}_+\) and all \(\Delta \in \Omega,\)

\[
\hat{T}(s) = \frac{\Delta(s) - 1}{1 - T_0(s)(1 - \Delta(s))} \neq -1.
\]

Using the same type of small-gain argument as in (9), and repeating the arguments in (10), we get that a sufficient condition for robust stabilization is that

\[
1 > \inf_{\tau \in \mathcal{H}_\infty(C_+)} \sup_{\Delta \in \Omega} \|\tau(s)\Delta(s) - 1\|_{\mathcal{H}_\infty(C_+)} \\
= \inf_{\tau \in \mathcal{H}_\infty(C_+)} \sup_{\Delta \in \Omega} \left[ |\tau(i\omega)| \frac{1}{\inf_{\Delta \in \Omega} |\tau(i\omega) - \frac{1}{1 - \Delta(i\omega)}|} \right]
\]

\[
= \inf_{\tau \in \mathcal{H}_\infty(C_+)} \sup_{\Delta \in \Omega} \left[ |\tau(i\omega)| \phi_{T_0}(i\omega) \right],
\]

(13)

where

\[
\phi_{T_0}(i\omega) := \frac{1}{\text{dist}(\Lambda(i\omega), T_0(i\omega))}.
\]

Therefore, \(T_0(i\omega)\) can be interpreted as a shift of the center of the disc to which \(\hat{T}(i\omega)\) is confined by the small-gain approach. Moreover, since \(\text{dist}(\Lambda(i\omega), T_0(i\omega))\) is bounded from below, \(\phi_{T_0}(i\omega)\) is bounded from above, and since \(|\Delta(i\omega) - 1)/(1 - T_0(i\omega)(1 - \Delta(i\omega))|\) is continuous on \(i\mathbb{R},\) corresponding regularity properties as in Lemma 7 also hold for \(\phi_{T_0}.\) Therefore, introducing an \(\epsilon > 0\) and considering \(\phi'_{T_0}(i\omega) := \max(\phi_{T_0}(i\omega), \epsilon),\) we can “extend” \(\phi'_{T_0}(i\omega)\) to an outer function \(W'_{T_0}(s)\) via (11). Finally, with the “change of variable” \(\hat{T} = TW'_{T_0},\) feasibility of (13) is equivalent to solvability of a Nevanlinna-Pick problem similar to (12), namely: find \(\hat{T} \in \mathcal{H}_\infty(C_+)\) such that

\[
\|\hat{T}(s)\|_{\mathcal{H}_\infty(C_+)} < 1
\]

\[
\hat{T}(p_k) = (1 - T_0(p_k))W'_{T_0}(p_k), \quad k = 1, \ldots, n,
\]

\[
\hat{T}(z_\ell) = -T_0(z_\ell)W'_{T_0}(z_\ell), \quad \ell = 1, \ldots, m.
\]

Remark 2: Note that although we must select \(T_0\) such that \(\text{dist}(\Lambda(i\omega), T_0(i\omega))\) is bounded away from zero, \(T_0\) need not fulfill the interpolation conditions. On the other hand, if \(T_0\) also fulfills the interpolation conditions, then \(\hat{T}(s) \equiv 0\) trivially fulfills (14). Based on this we can conclude that if the non-classically constrained interpolation problem in Theorem 5 has a solution, this solution can be obtained as a solution to (14) by a suitable choice of \(T_0.\)

B. Rational approximation for implementable controller

To conclude this section, let us make a short remark on the controller synthesis problem. To this end, let \(\hat{T} \in \mathcal{H}_\infty(C_+)\) such that \(\|\hat{T}\|_{\mathcal{H}_\infty(C_+)} < 1,\) let \(T_0 \in \mathcal{H}_\infty(C_+) \cap C(i\mathbb{R})\) such that \(\text{dist}(\Lambda(i\omega), T_0(i\omega))\) is bounded away from zero and \(T_0(\infty) \notin \Lambda(\infty)\), and let \(\hat{T}, T_0\) be such that they fulfill (14b) and (14c). Then, a controller that robustly stabilizes \(P\) with respect to \(\Omega\) is given by

\[
K = \frac{\hat{T} + T_0 W'_{T_0}}{P(1 - T_0 W'_{T_0} - \hat{T})}.
\]

However, even if \(\hat{T}\) and \(T_0\) would be rational, \(W'_{T_0}\) is typically not rational, and thus \(K\) is typically not rational. To overcome this, we can make a rational (over) approximation of \(W'_{T_0}\) and use that in the procedure. Moreover, by making an improper approximation of the weight, we can also guarantee that the obtained controller is proper. For the sake of brevity, we refer the reader to [22, Sec. VI.B-D].
V. NUMERICAL EXAMPLE: CONTROLLER DESIGN UNDER UNCERTAIN GAIN, PHASE, AND TIME DELAY

In this section we will apply the theory developed above to a numerical example to derive a rational, proper controller which robustly stabilize a given plant in the presence of uncertainty in the gain and the phase of the plant, and an uncertain time delay in the output signal. More specifically, in this case the set of disturbances is given by

\[ \Omega = \{ \kappa e^{-\theta t} e^{-st} \mid \kappa \in [1, k], \theta \in [-\varphi, \varphi], \tau \in [0, t] \}. \]

For the Nyquist curve \( PK \), this gives the forbidden region

\[ \Gamma(i\omega) := \left\{ -\kappa^{-1} e^{i\theta t} e^{i\omega \tau} \mid \kappa \in [1, k], \theta \in [-\varphi, \varphi], \tau \in [0, t] \right\}. \]

In particular, for \( |\omega| \geq (2\pi - 2\varphi)/\tau \) this corresponds to confining the Nyquist curve to a disc of radius \( k^{-1} \). Therefore, any encirclement of \(-1\) must be done in a relatively small window of frequencies. Similarly, for the complementary sensitivity function this results in the frequency-dependent forbidden region

\[ \Lambda(i\omega) = \left\{ \frac{1}{1 - \kappa e^{-\theta t} e^{-i\omega \tau}} \mid \kappa \in [1, k], \theta \in [-\varphi, \varphi], \tau \in [0, t] \right\}, \]

and for \( |\omega| \geq (2\pi - 2\varphi)/\tau \) we have that \( C \setminus \Lambda(i\omega) \) is the disc \( \{ z \mid |z| < 1/(k^2 - 1) \} \), cf. [22, App. A]. The example taken here is a modification of the example in [22, Sec. VII][3]. To this end, consider the plant

\[ P(s) = 0.1 \frac{(0.1s - 1)(s + 0.1659)}{(s - 0.1081)(s^2 + 0.2981s + 0.06281)} \] (15)

which has one unstable pole in \( p = 0.1081 \) and one nonminimum phase zero in \( z = 10 \). We specify a maximum gain, phase delay uncertainty of \( \kappa = 1.6, \varphi = \pi/20, \) and \( \tau = 1.5 \), respectively. We use the method from Section IV with \( T_0(s) \equiv 0 \), to investigate if there is a stabilizing controller, and compute the interpolation values via numerical integration of \( T(s) \). Since the obtained Pick matrix is positive definite, there is a solution to \( T(s) \). In fact, there are infinitely many rational solutions [2], [8], and among these we compute the so called maximum entropy solution [10], [1]. The obtained complementary sensitivity function, as well as the open-loop transfer function and the controller, are given in \( T(s) \). Finally, a Nyquist plot of the system, together with the forbidden region \( \Gamma(i\omega) \), is shown in Fig. 2.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this work we show that robust stabilization can, in certain cases, be achieved by solving a non-classically constrained analytic interpolation problem. Moreover, by considering a sufficient condition for when this problem can be solved, we derive an algorithm that can be used to solve the interpolation problem and hence which can be used for controller synthesis. In future work, it would be interesting to investigate if one can find necessary and sufficient conditions for solvability of the non-classically constrained analytic interpolation problem. Moreover, the interpolation problem is derived under assumptions on the set of disturbances, see Section II-D. In future work, we also want to investigate generalizations obtained by relaxing or changing some of the assumptions, for example by considering perturbations in the coprime factors of the plant.

APPENDIX

A. Proof of Theorem [2]

The theorem is proved using a sequence of lemmas. These in turn are proved under the assumption that the conditions in the theorem hold, i.e., that \( \Omega \) satisfies the assumptions in Section II-D that \( \Lambda \) is given as in [8], that \( T \in \mathcal{H}_\infty(C_+) \cap \mathcal{C}(\mathbb{R}) \), that \( T(\infty) \) is well-defined, and that \( T(\infty) \notin \mathcal{A}(\infty) \). Note that the latter is equivalent to dist(\( \mathcal{A}(\infty), T(\infty) \)) > 0.

Lemma 8: For a fixed \( \Delta \in \Omega \), \( 1 + T(s)(\Delta(s) - 1) \neq 0 \) for all \( s \in C_+ \) if and only if the curve \( \{ T(\omega) \mid \Delta(\omega) - 1 \mid \omega \in \mathbb{R} \} \) does not intersect or encircle \(-1\).

Proof: This follows from the argument principle, see, e.g., [20, Thm. 9.3], and can be shown by using the same arguments as in the proof of the Nyquist stability criterion, see, e.g., [20, Sec. 9.2]. In particular, observe that \( f(s) := 1 + T(s)(\Delta(s) - 1) \in \mathcal{H}_\infty(C_+) \), since \( T, \Delta \in \mathcal{H}_\infty(C_+) \). This means that \( f \) has no poles in \( C_+ \), and hence any encirclement of \(-1\) will be clockwise and correspond to a zero of \( f \) in the right half plane. ■

Lemma 9: The following two statements are equivalent:

i) \( 1 + T(s)(\Delta(s) - 1) \neq 0 \) for all \( s \in C_+ \) and \( \Delta \in \Omega \),

ii) \( 1 + T(\omega)(\Delta(\omega) - 1) \neq 0 \) for all \( \omega \in \mathbb{R} \) and \( \Delta \in \Omega \).

Proof: We proceed by proving the equivalence between the negations of the two statements, i.e., the equivalence between the two statements

i) there exists a \( \Delta \in \Omega \) and an \( s \in C_+ \) such that \( 1 + T(s)(\Delta(s) - 1) = 0 \),

ii) there exists a \( \Delta \in \Omega \) and an \( \omega \in \mathbb{R} \) such that \( 1 + T(\omega)(\Delta(\omega) - 1) = 0 \).

That the second statement implies the first is trivial, since \( i\mathbb{R} \subset C_+ \), and we can thus take the same point and the same \( \Delta \). Moreover, if in the first statement the point \( s \) is such that \( s \in i\mathbb{R} \), then in same way the first statement implies the second. The lemma thus follows by showing that, if i) holds for \( s \in C_+ \), then it implies ii), and that neither i) nor ii) can hold for \( s = \infty \), i.e., that there can be no sequence \( (s_n)_n \subset C_+ \) such that \( |s_n| \to \infty \) as \( n \to \infty \) and such that

\[ \lim_{n \to \infty} 1 + T(s_n)(\Delta(s_n) - 1) = 0. \] (17)

To show the latter, note that in points where \( \Delta(s_n) = 1 \) we have that \( 1 + T(s_n)(\Delta(s_n) - 1) = 1 \) and hence such points can be removed from any potential sequence where 0 is the limit. Without loss of generality, we therefore only

3In particular, we use the same parameter settings in the approximation algorithm as in [22, Sec. VIII], cf. Section IV-B. Due to space limitations, we do not restate them here.

4Note that the controller \( T_0(s) \) has a pole in \(-0.1659 \), where the plant \( T(s) \) has a zero. Moreover, the controller has zeros in \(-0.1490 \pm 0.1021i \), where the plant has poles. That is why the degree of the controller is higher than the degree of the open-loop system.
However, this is not possible since by assumption $T(\infty) \notin \Lambda(\infty)$.

In the case $i'$ holds for some $\Delta \in \Omega$ and $s \in \mathbb{C}_+$, by Lemma 8 we have that the curve \{$(i\omega)\Delta(i\omega) - 1$ | $\omega \in \mathbb{R}$\} intersects or encircles $-1$ at least once. However, the curve varies continuously pointwise with the disturbance and for the disturbance $I \in \Omega$ the curve is identically 0. Therefore, there must exist a $\tilde{\Delta}$ and an $\tilde{\omega} \in \mathbb{R}$ such that $T(i\tilde{\omega})\Delta(i\tilde{\omega}) - 1 = -1$, which shows that $i'$ implies $i''$ in this case. This completes the proof.

To prove the theorem, we first prove that 1) implies 2).

To this end, assume that there is an $\varepsilon > 0$ such that

$$\lim_{n \to \infty} \left| \frac{1}{\Delta(s_n)} - 1 + T(s_n) \right| = 0.$$

However, this is not possible since by assumption $T(\infty) \notin \Lambda(\infty)$.

For all $s \in \mathbb{C}_+$ and all $\Delta \in \Omega$, we have $\Delta(s) = 1$. By continuity of $\Delta$ we can construct a region $D^s$ around $s$ such that $|1/(1 - \Delta(s))| \geq 2M$ for all $s \in D^s$, where $M := \|T\|_{H_\infty}$. Therefore, by the reverse triangle inequality, for all $s \in D^s$ we have

$$\left| \frac{1}{1 - \Delta(s)} - T(s) \right| \geq \left| \frac{1}{1 - \Delta(s)} \right| - |T(s)| \geq M.$$

Let $D^\Delta = \cup_s$ such that $\Delta(s) = 1$. On $\mathbb{C}_+ \setminus D^\Delta$ we have $\Delta(s)$ bounded away from 1 and thus (18) implies that

$$\left| \frac{1}{1 - \Delta(s)} - T(s) \right| \geq \varepsilon \left| \frac{1}{1 - \Delta(s)} \right|.$$

Since $\sup_{\Delta \in \Omega} \|\Delta\|_{H_\infty} = N < \infty$, and since $\inf_{x} f(x)$ for nonnegative functions $f$, we thus have that

$$\inf_{\Delta \in \Omega} \left| \frac{1}{1 - \Delta(s)} - T(s) \right| \geq \inf_{s \in \mathbb{C}_+ \setminus D^\Delta} \varepsilon \left| \frac{1}{1 - \Delta(s)} \right| \geq \varepsilon \frac{1}{1 + N},$$

and hence

$$\inf_{s \in \mathbb{C}_+ \setminus D^\Delta} \left| \frac{1}{1 - \Delta(s)} - T(s) \right| = \min \left\{ \inf_{s \in D^\Delta} \left| \frac{1}{1 - \Delta(s)} - T(s) \right|, \inf_{s \in \mathbb{C}_+ \setminus D^\Delta} \left| \frac{1}{1 - \Delta(s)} - T(s) \right| \right\} \geq \min \{M, \varepsilon/(1 + N)\} =: \varepsilon > 0.$$
Finally, this gives the sought inequality
\[
\inf_{\omega \in \mathbb{R}} \text{dist}(\Lambda(i\omega), T(i\omega)) = \inf_{\omega \in \mathbb{R}} \inf_{\Delta \in \Omega} \left| \frac{1}{1 - \Delta(i\omega)} - T(i\omega) \right|
\geq \inf_{s \in \mathbb{C}_+} \inf_{\Delta \in \Omega} \left| \frac{1}{1 - \Delta(s)} - T(s) \right|
= \inf_{\Delta \in \Omega} \inf_{s \in \mathbb{C}_+} \left| \frac{1}{1 - \Delta(s)} - T(s) \right|
\geq \inf_{\Delta \in \Omega} \min \{ M, \epsilon / (1 + N) \} = \inf_{\Delta \in \Omega} \tilde{\epsilon} = \tilde{\epsilon} > 0.
\]

To prove the converse, assume there is an \( \epsilon > 0 \) such that
\[
\inf_{\omega \in \mathbb{R}} \text{dist}(\Lambda(i\omega), T(i\omega)) \geq \epsilon.
\]
In particular, this means that for all \( \omega \in \mathbb{R} \) and all \( \Delta \in \Omega \),
\[
[1/(1 - \Delta(i\omega)) - T(i\omega)] \neq 0,
\]
and thus that
\[
[1 - T(i\omega)(1 - \Delta(i\omega))] \neq 0. \tag{19}
\]
By Lemma 9, this means that \( 1 + T(s)(\Delta(s) - 1) \neq 0 \) for all \( s \in \mathbb{C}_+ \) and \( \Delta \in \Omega \). Left to show is that this implies that
\[
\inf_{s \in \mathbb{C}_+} \inf_{\Delta \in \Omega} \left| 1 + T(s)(\Delta(s) - 1) \right| > 0.
\]
To this end, assume that the latter is false. Then there is a sequence \( (s_n, \Delta_n) \in \mathbb{C}_+ \times \Omega \) such that
\[
\lim_{n \to \infty} 1 + T(s_n)(\Delta_n(s_n) - 1) = 0. \tag{20}
\]
First assume that the sequence \( (s_n) \) is bounded. Then there is a subsequence converging to a point \( s_N \in \mathbb{C}_+ \). Since \( \Omega \) is bounded, by assumption there is a sub-subsequence of \( (\Delta_n) \) that converges pointwise to some \( \Delta_N \in \Omega \), and thus for this sub-subsequence we have that
\[
\lim_{n \to \infty} \Delta_n(s_n) = \Delta_N(s_N). \tag{21}
\]
However, by continuity this means that \( 1 + T(s_N)(\Delta_N(s_N) - 1) = 0 \), which contradicts (19) and Lemma 9. Thus any such sequence \( (s_n) \) must be unbounded. Next, note that we must have \( \lim_{n \to \infty} \Delta_n(s_n) \neq 1 \) since \( T(\infty) \) is assumed to be well-defined and bounded. Therefore, we can equivalently consider the limit
\[
\lim_{n \to \infty} \left| \frac{1}{\Delta_n(s_n) - 1} + T(s_n) \right| = 0.
\]
However, by definition that would mean that \( T(\infty) \in \Lambda(\infty) \), which by assumption is false. Therefore, the infimum is strictly larger than 0, which proves the statement.

\section*{B. Proof of Lemma 7}

Clearly, \( \phi \) is nonnegative. Moreover,
\[
\phi(i\omega) = \sup_{\Delta \in \Omega} |\Delta(i\omega) - 1| \leq \sup_{\Delta \in \Omega} |\Delta(i\omega)| + 1 \leq \sup_{\Delta \in \Omega} |\Delta|_{H_{\infty}(\mathbb{C}_+)} + 1 = N + 1.
\]
Finally, for each \( \Delta \in \Omega \) the function \( \omega \mapsto |\Delta(i\omega) - 1| \) is a continuous function from \( \mathbb{R} \) to \( \mathbb{R} \), and thus lower semicontinuous. The result thus follows since the supremum over any collection of lower semicontinuous functions is lower semicontinuous (see, e.g., [23, p. 38]).
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