NON-COMMUTATIVE MEASURE THEORY: HENKIN AND ANALYTIC FUNCTIONALS ON C*-ALGEBRAS
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Abstract. Henkin functionals on non-commutative C*-algebras have recently emerged as a pivotal link between operator theory and complex function theory in several variables. Our aim in this paper is to characterize these functionals through a notion of absolute continuity, inspired by a seminal theorem of Cole and Range. To do this, we recast the problem as a question in non-commutative measure theory. We develop a Glicksberg–König–Seever decomposition of the dual space of a C*-algebra into an absolutely continuous part and a singular part, relative to a fixed convex subset of states. Leveraging this tool, we show that Henkin functionals are absolutely continuous with respect to the so-called analytic functionals if and only if a certain compatibility condition is satisfied by the ambient weak-* topology. In contrast with the classical setting, the issue of stability under absolute continuity is not automatic in this non-commutative framework, and we illustrate its key role in sharpening our description of Henkin functionals. Our machinery yields new insight when specialized to the multiplier algebras of the Drury–Arveson space and of the Dirichlet space, and to Popescu’s noncommutative disc algebra. As another application, we make a contribution to the theory of non-commutative peak and interpolation sets.

1. Introduction

This paper is centred around certain distinguished elements of the dual of a C*-algebra. Our motivation is the following classical situation.

Let \( d \geq 1 \) be a positive integer. Let \( B_d \subset \mathbb{C}^d \) be the open unit ball and denote its topological boundary, the unit sphere, by \( S_d \). The ball algebra \( A(B_d) \) is the norm closure of the polynomials inside of the commutative C*-algebra \( C(S_d) \). We let \( \sigma \) denote the unique rotation-invariant, regular, Borel probability measure on \( S_d \) [41, Remark, p.16]. We view \( C(S_d) \) as being embedded inside of the commutative von Neumann algebra \( L^\infty(S_d, \sigma) \), and we analyze the triple

\[
A(B_d) \subset C(S_d) \subset L^\infty(S_d, \sigma)
\]

from the point of view of dual spaces.

First, we recall that the dual space of \( C(S_d) \) can be identified isometrically with \( M(S_d) \), the space of regular Borel measures on \( S_d \). In this space are some distinguished elements, called Henkin measures, that are particularly relevant for our purposes in this paper. Roughly speaking, these are the measures that are compatible with the inclusions (1). More precisely, a measure \( \mu \in M(S_d) \) is Henkin
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\[ \lim_{n \to \infty} \int_{S_d} a_n \, d\mu = 0 \]
whenever \((a_n)\) is a sequence in \(A(\mathbb{B}_d)\) that converges to 0 in the weak-\(\ast\) topology of \(L^\infty(S_d, \sigma)\).

Henkin measures were introduced in [30] as a tool to distinguish the ball algebra from the polydisc algebra (in possibly different dimensions), and are now more or less completely understood, thanks to seminal contributions of Valskii [47], Glicksberg and König–Seever [25],[31], and Cole–Range [17]. This elegant theory is neatly laid out in [41, Chapter 9], where it culminates in the fact that a measure \(\mu \in M(S_d)\) is Henkin if and only if it is absolutely continuous with respect to some regular Borel probability measure \(\rho\) on \(S_d\) that represents evaluation at the origin, in the sense that
\[ \int_{S_d} a \, d\rho = a(0), \quad a \in A(\mathbb{B}_d). \]

In the univariate case, the ball algebra holds the key to the structure of Hilbert space contractions, through von Neumann’s inequality [44]. It was noted, at least as early as [20] and [21], that Henkin measures in higher dimensions also carry substantial operator theoretic information. However, this picture is incomplete. A standard paradigm in multivariate operator theory dictates that in order to faithfully model the behaviour of several (commuting) operators, one is inexorably led to algebras of holomorphic functions that cannot be embedded in commutative \(C^\ast\)-algebras [32],[3]. An analogue of Henkin measures adapted to this more general framework is thus required.

Accordingly, the concept of Henkin functionals was explored in [13],[12] for the multiplier algebra of the Drury–Arveson space, and subsequently refined and extended to a large family of operator algebras of holomorphic functions [4],[18]. While important aspects of the aforementioned classical theory of Henkin measures for the ball algebra can be realized in this more general framework, some fundamental pieces remained elusive upon the appearance of [13]. Chief amongst these mysteries was the lack of a satisfactory analogue of the Cole–Range description of Henkin measures. Faced with this difficulty, a hopeful conjecture was formulated in [13], proposing that the classical description of Henkin measures was still valid for the Drury–Arveson space. This was disproved soon thereafter in [28], and to the best of our knowledge the problem of completely characterizing Henkin functionals outside of the ball algebra is yet unresolved, and largely unexplored. The current paper initiates this program, motivated by the aforementioned operator theoretic considerations. Interestingly, Henkin measures in the setting of the Dirichlet space have recently been shown to be intimately connected to potential theory [11], providing further drive for our investigation.

We approach the problem by recasting it much more generally. Fix a von Neumann algebra \(\mathcal{M}\) and a unital norm-closed subalgebra \(\mathcal{A} \subset \mathcal{M}\). We define \(\text{Hen}_{\mathcal{M}}(\mathcal{A}) \subset \mathcal{A}^\ast\) to be the subset of bounded linear functionals \(\varphi : \mathcal{A} \to \mathbb{C}\) with the property that \(\lim_{i} \varphi(a_i) = 0\) whenever \((a_i)\) is a bounded net in \(\mathcal{A}\) converging to 0 in the weak-\(\ast\) topology of \(\mathcal{M}\). Our main goal, given a unital \(C^\ast\)-algebra \(\mathcal{T}\) with \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\), is then to elucidate the structure of the set
\[ \{ \varphi \in \mathcal{T}^\ast : \varphi|_{\mathcal{A}} \in \text{Hen}_{\mathcal{M}}(\mathcal{A}) \}. \]
Naturally, elements therein can be viewed as non-commutative analogues of Henkin measures. For this purpose, we draw inspiration from the classical solution in [41, Chapter 9], and seek to describe the set above by means of what one may call non-commutative measure theory. Although our approach seems essentially disjoint from it, we mention that such a theory was carved out in Pedersen’s seminal work [34],[35],[36].

We now describe the organization of the paper.

The preliminary Section 2 introduces a notion of absolute continuity and of singularity for functionals on C∗-algebras. It should be acknowledged that other non-commutative versions of the classical measure theoretic notions have been investigated previously in various contexts [42],[33],[22],[46],[24]. The precise version that we require for our purposes appears to be different, however. Section 2 collects various technical facts on these topics that are required subsequently.

Section 3 is concerned with purely non-commutative measure theoretic questions, and sets the stage for the identification of Henkin functionals to come later. Therein, we prove a non-commutative analogue of the Glicksberg–König–Seever decomposition [41, Theorem 9.4.4]. This is done in two steps. First, we exhibit a Riesz decomposition of the dual of a C∗-algebra ∇ with respect to a norm-closed convex subset ∆ of states on ∇. In more details, we show in Theorem 3.5 that

\[ \mathfrak{∇}^* = \text{AC}(\Delta) \oplus \text{SG}(\Delta) \]

where AC(Δ) is the space of functionals on ∇ that are absolutely continuous with respect to some state in Δ, while SG(Δ) is the space of functionals on ∇ that are singular with respect to every element in Δ. Second, using Akemann’s non-commutative topology [1], we refine the decomposition when the convex subset Δ is in fact closed in the weak∗-topology (Theorem 3.7). This is in line with Rainwater’s contribution to the classical Glicksberg–König–Seever decomposition [40].

In Section 4, we turn our attention to the main problem driving this paper, namely the identification of Henkin functionals. We recall the typical setup. Let \( \mathfrak{W} \) be a von Neumann algebra, let \( \mathfrak{T} \subset \mathfrak{W} \) be a unital C∗-algebra and let \( \mathcal{A} \subset \mathfrak{T} \) be a unital norm-closed subalgebra. Let ∆ denote the norm closure in \( \mathfrak{T}^* \) of the convex hull of \( \{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \} \) (see Section 2 for a discussion on absolute values of functionals). We say that the triple \( \mathcal{A} \subset \mathfrak{T} \subset \mathfrak{W} \) is analytic if a bounded net \((b_i)\) in \( \mathcal{A} \) converges to 0 in the weak∗-topology of \( \mathfrak{W} \) whenever

\[ \lim_i \alpha(b_i) = 0, \quad \alpha \in \text{AC}(\Delta). \]

We remark that, classically, measures on the unit circle that annihilate the disc algebra are said to be analytic, so for this reason we think of \( \mathcal{A}^\perp \) as those analytic functionals on ∇; this explains our choice of terminology. The property of a triple being analytic is a salient feature of our investigation, and we exhibit concrete sufficient conditions for analyticity of the triple in Propositions 4.2 and 4.3.

The following is one of our main results and can be found in Theorem 4.4, where we write

\[ \mathcal{B} = \{ \varphi \in \mathfrak{T}^* : \varphi|_\mathcal{A} \in \text{Hen}_\mathfrak{W}(\mathcal{A}) \}. \]

**Theorem A.** The triple \( \mathcal{A} \subset \mathfrak{T} \subset \mathfrak{W} \) is analytic if and only if \( \mathcal{B} \subset \text{AC}(\Delta) \).

In fact, Theorem 4.4 gives more information. Indeed, due to the potential lack of commutativity of the algebra ∇, certain asymmetries are pervasive throughout our
work, and hence require us to prove a certain “conjugate” version of the previous result. We refer the reader to Section 4 for details.

Now, it is natural to ask whether we should expect the equality $B = \text{AC}(\Delta)$ to hold in Theorem A. Interestingly, this depends on whether $B$ is what we call a band, namely whether membership in $B$ is stable under absolute continuity. Once again, due to the lack of commutativity in our framework, we must consider both a left and a right version of this notion. The following is another one of our main results (see Theorem 4.5).

**Theorem B.** Assume that the triple $A \subset \Sigma \subset W$ is analytic. Then, $B = \text{AC}(\Delta)$ if and only if $B$ is a left band.

Although we only state the left version of this theorem here, there is a corresponding right version which depends on the conjugate version of Theorem A alluded to above.

In Section 5, we apply the general machinery developed thus far to three widely studied concrete examples of triples $A \subset \Sigma \subset W$. We summarize our findings in the following.

**Theorem C.** Let $d \geq 1$ be an integer.

(i) The classical triple $A(\mathbb{B}_d) \subset C(S_d) \subset L^\infty(S_d, \sigma)$ is analytic and coanalytic. The corresponding set $B$ is a left and right band, and $B = \text{AC}(\Delta)$.

(ii) Let $\mathcal{H}$ be a regular, unitarily invariant, reproducing kernel Hilbert space on $\mathbb{B}_d$. Let $A(\mathcal{H}) \subset B(\mathcal{H})$ denote the norm-closure of the polynomial multipliers and let $\Sigma(\mathcal{H}) = C^*(A(\mathcal{H}))$. Then, the triple $A(\mathcal{H}) \subset \Sigma(\mathcal{H}) \subset B(\mathcal{H})$ is analytic and coanalytic. The corresponding set $B$ is a left and right band, and $B = \text{AC}(\Delta)$.

(iii) Let $\mathfrak{A}_d$ denote Popescu’s non-commutative disc algebra acting on the full Fock space $\mathbb{F}_2^d$ over $\mathbb{C}^d$. Let $\tilde{\Sigma}_d = C^*(\mathfrak{A}_d)$. Then, the triple $\mathfrak{A}_d \subset \tilde{\Sigma}_d \subset B(\mathbb{F}_2^d)$ is analytic and coanalytic. The corresponding set $B$ is a right band but it is not a left band when $d > 1$.

We emphasize that statement (ii) above covers a large family of important spaces from complex function theory and harmonic analysis, including for instance the Drury–Arveson space in any finite dimension and the Dirichlet space on the disc. In particular, to the best of our knowledge, the previous result offers the first complete description of Henkin functionals for these spaces. This is particularly interesting in view of the work done in [13] and [28], as described earlier.

At this point, the reader may have noted that Theorems A and B constitute somewhat of a departure from the classical Cole–Range theorem for the ball algebra. This discrepancy is addressed at length in Section 5. At least for the ball algebra and for the non-commutative disc algebra, we establish variants of Theorems A and B that are closer to the classical Cole–Range theorem. Roughly speaking, we verify that the set $B$ can also be realized as comprising the functionals on $\Sigma$ that are absolutely continuous with respect to a state representing “evaluation at the origin” on $A$ (see Theorems 5.4 and 5.12). However, at the time of this writing we do not know whether the corresponding statement is valid for $A(\mathcal{H})$, and are thus left with the following outstanding question.

**Question 1.** Let $\mathcal{H}$ be a regular, unitarily invariant, reproducing kernel Hilbert space on $\mathbb{B}_d$. Let $\mathcal{R}_0$ denote the set of states $\rho$ on $\Sigma(\mathcal{H})$ with the property that $\rho(a) = a(0)$, $a \in A(\mathcal{H})$. 
Is it true that $B = AC(\mathcal{R}_0)$?

Finally, in Section 6 we give an application of Theorem A to the theory of non-commutative peak sets $[29],[6],[9],[5],[10]$. We show in Theorem 6.2 that given an analytic triple $\mathcal{A} \subset \mathcal{I} \subset \mathcal{M}$, a null projection $q \in \mathcal{I}^{**}$ which is closed in the sense of Akemann must necessarily be totally null. Furthermore, we clarify the relationships between these conditions and the properties that $q$ be a non-commutative peak set, a non-commutative interpolation set, or a non-commutative vanishing locus. We also show that equivalences between these notions that hold in the classical case happen to fail more generally.

2. Preliminaries on absolute continuity

2.1. Polar decomposition of functionals. Let $\mathcal{I}$ be a C*-algebra. Recall that the bidual $\mathcal{I}^{**}$ can be given the structure of a von Neumann algebra that contains $\mathcal{I}$ as a weak-∗ dense C*-subalgebra $[7$, Theorem A.5.6$]$. Given a bounded linear functional $\varphi : \mathcal{I} \to \mathbb{C}$, throughout the paper we let $\hat{\varphi} : \mathcal{I}^{**} \to \mathbb{C}$ denote its unique weak-∗ continuous extension. We recall the details pertaining to the polar decomposition of $\varphi$. By $[43$, Theorem 1.14.4$]$, there is a unique partial isometry $v_\varphi \in \mathcal{I}^{**}$ and a unique weak-∗ continuous positive linear functional $\omega_\varphi : \mathcal{I}^{**} \to \mathbb{C}$ with the property that $\hat{\varphi}(\xi) = \omega_\varphi(\xi v_\varphi)$, $\xi \in \mathcal{I}^{**}$ and

$$\mathcal{I}^{**}(I - v_\varphi^*v_\varphi) = \{ \xi \in \mathcal{I}^{**} : \omega_\varphi(\xi^*\xi) = 0 \}.$$ 

Henceforth, we use the following notations: $|\varphi| = \omega_\varphi$ and $s_\varphi = v_\varphi^*v_\varphi$. Note then that for $\xi \in \mathcal{I}^{**}$ we have

$$|\varphi(\xi)| = |\varphi|(\xi s_\varphi) = |\varphi|(\xi v_\varphi^* v_\varphi) = \hat{\varphi}(\xi v_\varphi^*).$$

Summarizing, we have

$$(2) \quad \hat{\varphi} = |\varphi|(v_\varphi) \quad \text{and} \quad |\varphi| = \hat{\varphi}(v_\varphi^*).$$

These formulas will occur implicitly in the sequel. The following standard uniqueness statement will be used frequently, so we record it for ease of reference.

**Lemma 2.1.** Let $\mathcal{I}$ be a C*-algebra and let $\varphi : \mathcal{I} \to \mathbb{C}$ be a bounded linear functional. Let $\omega : \mathcal{I}^{**} \to \mathbb{C}$ be a positive linear functional with $\|\omega\| = \|\varphi\|$ and such that

$$|\hat{\omega}(\xi)|^2 \leq \|\varphi\| \omega(\xi^*), \quad \xi \in \mathcal{I}^{**}.$$

Then, we have $\omega = |\varphi|$.

**Proof.** This is $[45$, Proposition III.4.6$]$.

Next, we relate the notion of absolute value to the classical measure theoretic one; the following is well known, but we provide the details for the convenience of the reader.

**Lemma 2.2.** Let $X$ be a compact Hausdorff space. Let $\mu$ be a regular Borel measures on $X$ and define a bounded linear functional $\varphi_\mu : C(X) \to \mathbb{C}$ by

$$\varphi_\mu(f) = \int_X f d\mu, \quad f \in C(X).$$
Then,

$$|\varphi_\mu|(f) = \int_X f \, d\mu, \quad f \in C(X).$$

**Proof.** Define $\omega : C(X) \to \mathbb{C}$ as

$$\omega(f) = \int_X f \, d\mu, \quad f \in C(X).$$

An easy verification based on Kaplansky’s density theorem reveals that $\hat{\omega}$ is a positive linear functional on $C(X)^{**}$. By the Radon–Nikodym theorem, there is a measurable function $\gamma : X \to \mathbb{C}$ such that $|\gamma(x)| = 1$ for every $x \in X$ and with the property that $d\mu = \gamma \, d\mu$. Given $\theta \in C(X)^*$, there is a regular Borel measure $\tau_\theta$ such that

$$\theta(f) = \int_X f \, d\tau_\theta, \quad f \in C(X).$$

Define $v \in C(X)^{**}$ as

$$v(\theta) = \int_X \gamma \, d\tau_\theta, \quad \theta \in C(X)^*.$$  

It is readily verified that $v$ is unitary and that $\varphi = \hat{\omega}(v^*)$. In particular, this implies that $\|\omega\| = \|\varphi\|$ and

$$|\hat{\varphi}(\xi)|^2 = |\hat{\omega}(\xi v^*)|^2 \leq \|\varphi\| \omega(\xi^*)$$

by the Schwarz inequality. Finally, Lemma 2.1 implies $\omega = |\varphi|$. $\square$

The absolute value behaves well under changes of representations, as we record next.

**Lemma 2.3.** Let $\mathfrak{T}$ be a $C^*$-algebra, let $\pi : \mathfrak{T} \to B(H)$ be a $*$-representation and let $\varphi : \pi(\mathfrak{T}) \to \mathbb{C}$ be a bounded linear functional. Then, $|\varphi \circ \pi| = |\varphi| \circ \pi^{**}$.

**Proof.** Consider the weak-$*$ continuous $*$-homomorphism $\pi^{**} : \mathfrak{T}^{**} \to \pi(\mathfrak{T})^{**}$. There exists a central projection $\mathfrak{3} \in \mathfrak{T}^{**}$ with the property that $\ker \pi^{**} = \mathfrak{T}^{**}(I - \mathfrak{3})$. Then, the map

$$\xi_3 \mapsto \pi^{**}(\xi), \quad \xi \in \mathfrak{T}^{**}$$

implements a weak-$*$ continuous $*$-isomorphism between $\mathfrak{T}^{**}_3$ and $\pi(\mathfrak{T})^{**}$. Let $v \in \pi(\mathfrak{T})^{**}$ be a partial isometry with the property that $\hat{\varphi} = |\varphi| \circ (v)$. Correspondingly, there is a partial isometry $u \in \mathfrak{T}^{**}_3$ such that $\pi^{**}(u) = v$. Put $\omega = |\varphi| \circ \pi^{**}$, which is a weak-$*$ continuous positive linear functional on $\mathfrak{T}^{**}$ with norm equal to $\|\varphi\|$. Given $\xi \in \mathfrak{T}^{**}$, we find by the Schwartz inequality that

$$|(\hat{\varphi} \circ \pi^{**})(\xi)|^2 = |(\varphi \circ \pi^{**})(\xi u)|^2$$

$$= |\omega(\xi u)|^2 \leq \omega(u^* u) \omega(\xi^*)$$

$$\leq \|\omega\| \omega(\xi^*) = \|\varphi\| \omega(\xi^*)$$

$$= \|\varphi \circ \pi\| \omega(\xi^*).$$

Finally, Lemma 2.1 implies that $|\varphi \circ \pi| = \omega$. $\square$
2.2. **Absolute continuity.** We can now give our definition of absolute continuity. Let \( \varphi : \mathcal{T} \to \mathbb{C} \) and \( \psi : \mathcal{T} \to \mathbb{C} \) be bounded linear functionals. We say that \( \varphi \) is *absolutely continuous with respect to* \( \psi \) and write \( \varphi \ll \psi \) if, given \( \xi \in \mathcal{T}^\ast \), we have that
\[
|\psi|((\xi^* \xi)) = 0 \implies |\varphi|((\xi^* \xi)) = 0.
\]
Equivalently, we see that \( \varphi \ll \psi \) if and only if \( s_\varphi \leq s_\psi \). We say that \( \varphi \) and \( \psi \) are *mutually singular* if \( s_\varphi s_\psi = 0 \).

The following fact is elementary but will be used repeatedly throughout, so we record it for ease of reference.

**Lemma 2.4.** Let \( \mathcal{T} \) be a \( C^\ast \)-algebra. Let \( \varphi : \mathcal{T} \to \mathbb{C} \) and \( \psi : \mathcal{T} \to \mathbb{C} \) be bounded linear functionals. Assume that \( \varphi \) is absolutely continuous with respect to \( \psi \). Let \( \xi \in \mathcal{T}^\ast \) such that \( |\psi|((\xi^* \xi)) = 0 \). Then, \( \hat{\varphi}((\xi^* \eta)) = 0 \) for every \( \eta \in \mathcal{T}^\ast \).

**Proof.** Choose a partial isometry \( v \in \mathcal{T}^\ast \) with the property that \( \hat{\varphi} = |\varphi|((\cdot v)) \) and \( \hat{\psi}((\xi^* \eta)) = 0 \) for every \( \eta \in \mathcal{T}^\ast \).

We find
\[
|\varphi|((\xi^* \eta)) = |\varphi|((\xi^* \eta v)) \leq \|\eta v\| \sqrt{|\varphi|((\xi^* \xi))} = 0.
\]

We will also require the following basic observation.

**Lemma 2.5.** Let \( \mathcal{T} \) be a \( C^\ast \)-algebra and let \( \psi : \mathcal{T} \to \mathbb{C} \) be a bounded linear functional. Let \( \eta \in \mathcal{T}^\ast \) and put \( \varphi = \hat{\psi}(\cdot \eta) \). Then, \( \varphi \) is absolutely continuous with respect to \( \psi \).

**Proof.** Let \( \xi \in \mathcal{T}^\ast \) such that \( |\psi|((\xi^* \xi)) = 0 \). Choose partial isometries \( v, w \in \mathcal{T}^\ast \) with the property that
\[
\hat{\psi} = |\psi|((\cdot v)) \quad \text{and} \quad |\varphi| = \hat{\varphi}((\cdot w)).
\]

We find
\[
|\varphi|((\xi^* \xi)) = \hat{\varphi}(\xi^* \xi w) = \hat{\psi}(\xi^* \xi w \eta)
= |\psi|((\xi^* \xi w \eta v)).
\]

Applying the Schwarz inequality for the positive linear functional \( |\psi| \), we infer
\[
|\psi|((\xi^* \xi)^2) = |\psi|((\xi^* \xi w \eta v)^2)
\leq |\psi|((\xi^* \xi) |\psi|(\xi^* w \eta v))
= 0.
\]

We conclude that \( \varphi \) is absolutely continuous with respect to \( \psi \), as desired. \( \square \)

Next, we illustrate with a simple example that the previous pair of results are truly one-sided.

**Example 1.** Let \( \mathcal{T} = B(\mathbb{C}^2) \) and let \( \{e_1, e_2\} \) be the standard orthonormal basis of \( \mathbb{C}^2 \). Because \( \mathcal{T} \) is finite-dimensional, we see that \( \mathcal{T} = \mathcal{T}^\ast \). Let \( \psi : \mathcal{T} \to \mathbb{C} \) be the positive linear functional defined as
\[
\psi(t) = \langle te_1, e_1 \rangle, \quad t \in \mathcal{T}.
\]
Let \( u \in \mathfrak{T} \) be the unitary operator
\[
\begin{bmatrix}
0 & 1 \\
1 & 0 \\
\end{bmatrix}.
\]
Define bounded linear functionals \( \varphi \) and \( \theta \) on \( \mathfrak{T} \) as
\[
\theta(t) = \langle te_1, e_2 \rangle \quad \text{and} \quad \varphi(t) = \langle te_2, e_1 \rangle
\]
for every \( t \in \mathfrak{T} \). We also consider the positive linear functional \( \omega \) on \( \mathfrak{T} \) defined as
\[
\omega(t) = \langle te_2, e_2 \rangle, \quad t \in \mathfrak{T}.
\]
It is readily checked that \( |\theta| = \omega \). Let \( \xi \in \mathfrak{T} \) be the orthogonal projection onto \( \mathbb{C}e_2 \).
Then,
\[
|\psi|(\xi^*\xi) = 0
\]
yet
\[
|\theta|(\xi^*\xi) = 1.
\]
We conclude that \( \theta \) and \( \omega \) are not absolutely continuous with respect to \( \psi \) (compare with the statement of Lemma 2.5). On the other hand, \( \varphi \) is absolutely continuous with respect to \( \psi \) by virtue of Lemma 2.5, yet
\[
\varphi(u\xi) = 1
\]
(compare with the statement of Lemma 2.4).

We remark here that our notion of absolute continuity differs from that considered in [22]. Indeed, according to the definition adopted therein, all states are mutually absolutely continuous in the previous example since all non-zero \(*\)-representations of the \( C^* \)-algebra \( B(\mathbb{C}^2) \) are unitarily equivalent to the identity representation, and hence injective.

Example 1 illustrates that care must be taken when working with absolute continuity in the noncommutative context. Things are simpler in the commutative case, where our definition of absolute continuity coincides with the classical measure theoretic one.

**Lemma 2.6.** Let \( X \) be a compact Hausdorff space. Let \( \mu \) and \( \nu \) be regular Borel measures on \( X \) and define bounded linear functionals \( \varphi \) and \( \psi \) on \( C(X) \) as
\[
\varphi(f) = \int_X f d\mu \quad \text{and} \quad \psi(f) = \int_X f d\nu
\]
for every \( f \in C(X) \). Then, \( \varphi \ll \psi \) as functionals if and only if \( \mu \ll \nu \) as measures.

**Proof.** Note first that
\[
|\varphi|(f) = \int_X f d|\mu| \quad \text{and} \quad |\psi|(f) = \int_X f d|\nu|
\]
for every \( f \in C(X) \) by virtue of Lemma 2.2.

Assume next that \( \varphi \ll \psi \). Let \( E \subset X \) be a measurable set such that \( |\nu|(E) = 0 \). Given \( \theta \in C(X)^* \), there is a regular Borel measure \( \tau_\theta \) such that
\[
\theta(f) = \int_X f d\tau_\theta, \quad f \in C(X).
\]
We may thus define \( \xi_E \in C(X)^{**} \) as
\[
\xi_E(\theta) = \tau_\theta(E), \quad \theta \in C(X)^*.
\]
It is readily verified that $\xi E$ is a positive element. Observe that $|\psi|(\xi E) = |\nu|(E) = 0$. Since $\varphi \ll \psi$, it follows that $|\mu|(E) = |\varphi|(\xi E) = 0$. We conclude that $\mu \ll \nu$.

Conversely, assume that $\mu \ll \nu$. Let $\xi \in C(X)^{**}$ such that $|\psi|(\xi E) = 0$. By the Radon–Nikodym theorem, there is $r \in L^1(\mathcal{X}, |\nu|)$ with the property that

$$|\varphi|(f) = \int_X f r d|\nu|, \quad f \in C(X).$$

Let $\varepsilon > 0$ and choose $s \in C(X)$ with the property that $\|r - s\|_{L^1(\mathcal{X}, |\nu|)} < \varepsilon$. We infer that $\|\varphi - |\psi| \cdot s\|_{C(X)} < \varepsilon$. On the other hand, $|\psi| \cdot s \ll \psi$ by Lemma 2.5, whence $|\varphi|(\xi^* s) = 0$ by Lemma 2.4 and

$$|\varphi|(\xi^* s) \leq \varepsilon \|\xi\|^2 + |\psi|(\xi^* s) = \varepsilon \|\xi\|^2.$$

We conclude that $|\varphi|(\xi E) = 0$, so indeed $\varphi \ll \psi$. \hfill \Box

The existence of an analogue of the Radon–Nikodym derivative can be a subtle issue in general von Neumann algebras; see for instance [42],[33],[46]. Nevertheless, we can prove an elementary approximate version that is sufficient for our purposes in this paper. Given a bounded linear functional $\varphi : \mathcal{X} \to \mathbb{C}$, we define the adjoint functional $\varphi^\dagger : \mathcal{X} \to \mathbb{C}$ as

$$\varphi^\dagger(t) = \overline{\varphi(t^*)}, \quad t \in \mathcal{X}.$$  \hfill (2.7)

**Theorem 2.7.** Let $\mathcal{X}$ be a $C^*$-algebra and let $\varphi$ and $\psi$ be bounded linear functionals on $\mathcal{X}$. Then, the following statements hold.

(i) The functional $\varphi$ is absolutely continuous with respect to $\psi$ if and only if $\varphi$ belongs to the norm closure of $\{\psi(t) : t \in \mathcal{X}\}$.

(ii) The functional $\varphi^\dagger$ is absolutely continuous with respect to $\psi^\dagger$ if and only if $\varphi^\dagger$ belongs to the norm closure of $\{\psi(t^*) : t \in \mathcal{X}\}$.

**Proof.** (i) Put

$$D_\psi = \{\psi(t) : t \in \mathcal{X}\} \subset \mathcal{X}^*.$$  \hfill (2.8)

Assume first that $\varphi$ is absolutely continuous with respect to $\psi$. Let $\xi \in \mathcal{X}^{**}$ be such that $\delta(\xi) = 0$ for every $\delta \in D_\psi$. This implies that

$$|\psi|(\xi \eta) = 0, \quad \eta \in \mathcal{X}^{**}$$

and in particular $|\psi|(\xi^* \eta) = 0$. By assumption, we find $\delta(\xi) = 0$ upon invoking Lemma 2.4. The Hahn–Banach theorem then allows us to conclude that $\varphi$ lies in the norm closure of $D_\psi$.

Conversely, assume that $\varphi$ lies in the norm closure of $D_\psi$. Let $\xi \in \mathcal{X}^{**}$ such that $|\psi|(\xi^* \xi) = 0$. Let $\varepsilon > 0$. There is $t \in \mathcal{X}$ such that

$$\|\varphi - \psi(t)\| < \varepsilon.$$  \hfill (2.9)

Let $v \in \mathcal{X}^{**}$ be a partial isometry such that $|\varphi| = \hat{\varphi}(\cdot v)$. It follows from Lemma 2.4 that $\hat{\varphi}(\xi^* \xi vt) = 0$, so that

$$|\varphi|(\xi^* \xi) = |\varphi^\dagger(\xi^* \eta) - \hat{\varphi}(\xi^* \xi vt)| \leq |\hat{\varphi}(\xi^* \xi vt)| + \varepsilon \|\xi\|^2 = \varepsilon \|\xi\|^2.$$  \hfill (2.10)

Because $\varepsilon$ is arbitrary, we conclude that $|\varphi|(\xi^* \xi) = 0$, whence $\varphi$ is absolutely continuous with respect to $\psi$.

(ii) This follows immediately from (i) upon taking adjoints. \hfill \Box
When $\mathcal{T}$ is commutative, it readily follows from Theorem 2.7 that $\varphi \ll \psi$ and $\varphi^\dagger \ll \psi^\dagger$ are equivalent. However, we caution the reader that absolute continuity is generally not preserved upon taking adjoints. Indeed, Example 1 exhibits a state $\psi$ and a bounded linear functional $\varphi$ on $B(\mathbb{C}^2)$ such that $\varphi \ll \psi$ yet $\varphi^\dagger$ is not absolutely continuous with respect to $\psi = \psi^\dagger$.

3. Non-commutative measure theory: decomposition of the dual space

In this section, we delve into non-commutative measure theory, in the sense that we study dual spaces of arbitrary C*-algebras. Our goal is to establish a direct sum decomposition of these dual spaces, where the splitting is performed using the notions of absolute continuity and of singularity introduced in Section 2.

Let $\mathcal{T}$ be a unital C*-algebra. Recall that the state space of $\mathcal{T}$ is the set of unital positive linear functionals on $\mathcal{T}$. Let $\Delta$ be a norm-closed convex subset of the state space of $\mathcal{T}$. We let $\text{AC}(\Delta)$ denote the subset of those bounded linear functionals $\varphi : \mathcal{T} \to \mathbb{C}$ that are absolutely continuous with respect to some $\delta \in \Delta$. We start by establishing some elementary properties of $\text{AC}(\Delta)$.

**Lemma 3.1.** The set $\text{AC}(\Delta)$ is a norm-closed subspace of $\mathcal{T}^*$. 

*Proof.* Let $\alpha, \beta \in \text{AC}(\Delta)$ and let $c, d \in \mathbb{C}$. Then, there are states $\delta, \epsilon \in \Delta$ with the property that $\alpha \ll \delta$ and $\beta \ll \epsilon$. Choose partial isometries $u, v, w \in \mathcal{T}^{**}$ with the property that

$$|c\alpha + d\beta| = (c\alpha + d\beta)(\cdot u), \quad \alpha = |\alpha|(\cdot v) \quad \text{and} \quad \beta = |\beta|(\cdot w).$$

Since $\Delta$ is assumed to be convex, we see that the state $\varphi = (\delta + \epsilon)/2$ lies in $\Delta$. Let $\xi \in \mathcal{T}^{**}$ with the property that $\bar{\varphi}(\xi^* \xi) = 0$. Then,

$$\bar{\delta}(\xi^* \xi) = \bar{\epsilon}(\xi^* \xi) = 0.$$

Applying Lemma 2.4, we see that

$$\bar{\alpha}(\xi^* \xi u v) = \bar{\beta}(\xi^* \xi u w) = 0.$$

We infer

$$|c\alpha + d\beta|(|\xi^* \xi|) = (c\alpha + d\beta)(\xi^* \xi u) = c|\alpha|(\xi^* \xi u v) + d|\beta|(\xi^* \xi u w) = 0$$

so that $c\alpha + d\beta \ll \varphi$. We conclude that $c\alpha + d\beta \in \text{AC}(\Delta)$, whence $\text{AC}(\Delta)$ is a subspace of $\mathcal{T}^*$.

It only remains to show that $\text{AC}(\Delta)$ is closed in the norm topology of $\mathcal{T}^*$. To see this, let $(\alpha_n)$ be a sequence in $\text{AC}(\Delta)$ converging in norm to some $\alpha \in \mathcal{T}^*$. For each $n$, there is $\delta_n \in \Delta$ with the property that $\alpha_n \ll \delta_n$. Put $\delta = \sum_{n=1}^{\infty} 2^{-n} \delta_n$. Since $\Delta$ is convex and norm-closed, we see that $\delta \in \Delta$. Let $\xi \in \mathcal{T}^{**}$ such that $\bar{\delta}(\xi^* \xi) = 0$. In particular, we see that $\bar{\delta_n}(\xi^* \xi) = 0$ and thus $|\alpha_n|(\xi^* \xi) = 0$ for every $n$. Choose a partial isometry $v \in \mathcal{T}^{**}$ such that $|\alpha| = \hat{\alpha}(v)$. By Lemma 2.4, we see that

$$\bar{\alpha_n}(\xi^* \xi v) = 0$$

for every $n$. We conclude that

$$|\alpha|(\xi^* \xi) = \hat{\alpha}(\xi^* \xi v) = \lim_{n \to \infty} \bar{\alpha_n}(\xi^* \xi v) = 0.$$

Consequently, $\alpha \ll \delta$ so indeed $\alpha \in \text{AC}(\Delta)$. \qed
Next, we show that AC(Δ) gives rise to a projection in $\mathcal{F}^{**}$.

**Lemma 3.2.** There is a self-adjoint projection $r_\Delta \in \mathcal{F}^{**}$ with the property that $\text{AC}(\Delta)^\perp = (I - r_\Delta)\mathcal{F}^{**}$ and $\text{AC}(\Delta) = ((I - r_\Delta)\mathcal{F}^{**})^\perp$.

**Proof.** First note that $\text{AC}(\Delta)^\perp$ is clearly a weak-* closed subspace of $\mathcal{T}^{**}$. We claim that in fact it is a right ideal. Let $\xi \in \text{AC}(\Delta)^\perp$ and let $\eta \in \mathcal{T}^{**}$. It follows from Lemma 2.5 that the functional $t \mapsto \hat{\varphi}(\eta)$, $t \in \mathcal{T}$ lies in $\text{AC}(\Delta)$ whenever $\varphi \in \text{AC}(\Delta)$. Thus, we find

$$\hat{\varphi}(\xi \eta) = 0, \quad \varphi \in \text{AC}(\Delta)$$

which is equivalent to $\xi \eta \in \text{AC}(\Delta)^\perp$. We conclude that indeed $\text{AC}(\Delta)^\perp$ is a weak-* closed right ideal of $\mathcal{T}^{**}$, so by virtue of [43, Proposition 1.10.1], there is a self-adjoint projection $r_\Delta \in \mathcal{T}^{**}$ with the property that $\text{AC}(\Delta)^\perp = (I - r_\Delta)\mathcal{T}^{**}$.

Finally, since $\text{AC}(\Delta)$ is a norm-closed subspace by Lemma 3.1, the Hahn–Banach theorem implies that $\text{AC}(\Delta) = ((I - r_\Delta)\mathcal{T}^{**})^\perp$.

□

Let $\text{SG}(\Delta)$ denote those bounded linear functionals $\varphi : \mathcal{T} \to \mathbb{C}$ with the property that $s_\varphi s_\delta = 0$ for every $\delta \in \Delta$. In other words, $\text{SG}(\Delta)$ consists of those functionals that are mutually singular with every element in $\Delta$. It follows trivially that $\text{AC}(\Delta) \cap \text{SG}(\Delta) = \{0\}$. Our next aim is to show that $\mathcal{T}^* = \text{AC}(\Delta) + \text{SG}(\Delta)$.

We need a few preliminary observations.

**Lemma 3.3.** We have that $r_\Delta = \bigvee_{\delta \in \Delta} s_\delta$.

**Proof.** Let $\delta \in \Delta$. Since $\delta$ is a state in $\text{AC}(\Delta)$, it follows from Lemma 3.2 that $\delta(I - r_\Delta) = 0$, whence $s_\delta \leq r_\Delta$. We conclude that $\bigvee_{\delta \in \Delta} s_\delta \leq r_\Delta$. Conversely, let $\xi \in \mathcal{T}^*(I - \bigvee_{\delta \in \Delta} s_\delta)$. Then, we find $\delta(\xi^* \xi) = 0$ for every $\delta \in \Delta$, whence $|\alpha|^2(\xi^* \xi) = 0$ for every $\alpha \in \text{AC}(\Delta)$. Thus, $\hat{\alpha}(\xi^* \xi) = 0$ for each $\alpha \in \text{AC}(\Delta)$ by Lemma 2.4, which in turn means that $\xi^* \in \text{AC}(\Delta)^\perp$. By Lemma 3.2, we conclude that $\xi^* = (I - r_\Delta)\xi^*$, and so $\xi = \xi(I - r_\Delta)$. This shows that

$$\mathcal{T}^*(I - \bigvee_{\delta \in \Delta} s_\delta) \subseteq \mathcal{T}^*(I - r_\Delta)$$

and thus $r_\Delta \leq \bigvee_{\delta \in \Delta} s_\delta$.

□

We can now show how to detect membership in $\text{AC}(\Delta)$ or $\text{SG}(\Delta)$.

**Lemma 3.4.** Let $\varphi : \mathcal{T} \to \mathbb{C}$ be a bounded linear functional. Then, the following statements hold.

(i) We have that $\varphi \in \text{AC}(\Delta)$ if and only if $\varphi(t) = \hat{\varphi}(r_\Delta t)$, $t \in \mathcal{T}$.

(ii) We have that $\varphi \in \text{SG}(\Delta)$ if and only if $\varphi(t) = \hat{\varphi}((I - r_\Delta)t)$, $t \in \mathcal{T}$. 

(iii) We have that \( SG(\Delta) = (r_\Delta \mathbb{T}**) \perp. \)

**Proof.** (i) Let \( \theta : \mathbb{T} \rightarrow \mathbb{C} \) be defined as
\[
\theta(t) = \hat{\varphi}(r_\Delta t), \quad t \in \mathbb{T}.
\]
If \( \varphi \in AC(\Delta) \), then \( \varphi \in ((I - r_\Delta)\mathbb{T}**) \perp \) by Lemma 3.2, whence
\[
\hat{\varphi}((I - r_\Delta)\xi) = 0, \quad \xi \in \mathbb{T}**.
\]
This clearly implies that \( \theta = \varphi \). Conversely, if \( \theta = \varphi \), then
\[
\hat{\varphi}((I - r_\Delta)\xi) = \hat{\theta}((I - r_\Delta)\xi) = 0, \quad \xi \in \mathbb{T}**.
\]
We conclude that \( \varphi \in ((I - r_\Delta)\mathbb{T}**) \perp \), whence \( \varphi \in AC(\Delta) \) by Lemma 3.2.

(ii) Let \( \theta \in \mathbb{T}^* \) be defined as
\[
\theta(t) = \hat{\varphi}((I - r_\Delta)t), \quad t \in \mathbb{T}.
\]
If \( \varphi \in SG(\Delta) \), then \( s_\varphi s_\delta = 0 \) for every \( \delta \in \Delta \), and thus \( s_\varphi r_\Delta = 0 \) by Lemma 3.3. We conclude that \( |\varphi|(r_\Delta) = 0 \), whence
\[
\hat{\varphi}(r_\Delta t) = 0, \quad t \in \mathbb{T}
\]
by Lemma 2.4. We infer that \( \varphi = \theta \). Conversely, assume \( \theta = \varphi \) and choose a partial isometry \( v \in \mathbb{T}^* \) such that \( |\varphi| = \hat{\varphi}(v) \). We find
\[
|\varphi|(\xi) = \hat{\varphi}(\xi v) = \hat{\theta}(\xi v) = \hat{\varphi}((I - r_\Delta)\xi v), \quad \xi \in \mathbb{T}**.
\]
This shows that \( |\varphi|(r_\Delta) = 0 \), whence \( s_\varphi r_\Delta = 0 \). Invoking Lemma 3.3, we see that \( s_\varphi s_\delta = 0 \) for every \( \delta \in \Delta \). Therefore \( \varphi \in SG(\Delta) \).

(iii) This is an immediate consequence of (ii). \( \Box \)

We now arrive at the main result of this section, which is a non-commutative version of what is sometimes referred to as the Riesz decomposition theorem (see [31].)

**Theorem 3.5.** Let \( \mathbb{T} \) be a unital \( C^* \)-algebra and let \( \Delta \) be a norm-closed convex subset of the state space of \( \mathbb{T} \). Put \( r_\Delta = \vee_{\delta \in \Delta} s_\delta \). Let
\[
AC(\Delta) = \{ \varphi \in \mathbb{T}^* : \varphi \ll \delta \text{ for some } \delta \in \Delta \}
\]
and
\[
SG(\Delta) = \{ \varphi \in \mathbb{T}^* : s_\varphi s_\delta = 0 \text{ for every } \delta \in \Delta \}.
\]
Then, we have
\[
AC(\Delta) = ((I - r_\Delta)\mathbb{T}**) \perp
\]
and
\[
SG(\Delta) = (r_\Delta \mathbb{T}**) \perp
\]
and
\[
\mathbb{T}^* = AC(\Delta) + SG(\Delta).
\]
**Proof.** This follows readily from Lemmas 3.2 and 3.4, along with the decomposition
\[
\varphi = \hat{\varphi}(r_\Delta \cdot) + \hat{\varphi}((I - r_\Delta) \cdot)
\]
for every \( \varphi \in \mathbb{T}^* \). \( \Box \)
3.1. The Rainwater refinement. When the set $\Delta$ in the previous development is in fact closed in the weak-* topology of $\mathfrak{T}^*$, more can be said about the decomposition from Theorem 3.5, and we get a statement closer to the classical Glicksberg–König–Seeber theorem [[25],[31]] (see also [41, Theorem 9.4.4]). The refinement we seek identifies a projection with good topological properties on which the singular part of the Riesz decomposition of a functional must be concentrated. To make this more precise, we must recall Akemann’s non-commutative topology for projections in the bidual of a $C^*$-algebra [[1],[2]].

Let $\mathfrak{T}$ be a $C^*$-algebra and let $p \in \mathfrak{T}^{**}$ be a projection. We say that $p$ is open if there is a net of positive contractions in $\mathfrak{T}$ that increases to $p$ in the weak-* topology of $\mathfrak{T}^{**}$. Further, we say that a projection $q \in \mathfrak{T}^{**}$ is closed if $I - q$ is open in the previous sense. If $t \in \mathfrak{T}$ is a self-adjoint element and $\chi$ is the characteristic function of some interval $J \subset \mathbb{R}$, then it is easily verified that $\chi(t)$ is a projection in $\mathfrak{T}^{**}$ which is open (respectively, closed), whenever $J$ is open (respectively, closed) (see [1, Proposition II.3] for an argument). In the special case where $\mathfrak{T} = C(X)$ for some compact Hausdorff space $X$, it can be verified that a projection $p \in \mathfrak{T}^{**}$ is open (respectively, closed) if and only if there exists an open (respectively, closed) subset $F \subset X$ with $p = \chi_F$.

In preparation for proving the desired refinement of our non-commutative Riesz decomposition, we require the following elementary fact.

**Lemma 3.6.** Let $\mathfrak{T}$ be a unital $C^*$-algebra and let $\Delta$ be a set of states on $\mathfrak{T}$. Let $\varphi : \mathfrak{T} \to \mathbb{C}$ be a linear functional with $\|\varphi\| = 1$ and let $0 < \varepsilon < 1$. Assume that there is a positive contraction $t \in \mathfrak{T}$ such that $|\varphi|(t) \geq 1 - \varepsilon$ and $\delta(t) < \varepsilon$ for every $\delta \in \Delta$. Then, there is a closed projection $p \in \mathfrak{T}^{**}$ with the property that $|\varphi|(p) \geq 1 - \sqrt{\varepsilon}$ and $\hat{\delta}(p) < \varepsilon/(1 - \sqrt{\varepsilon})$ for every $\delta \in \Delta$.

**Proof.** Let $\chi : [0, 1] \to [0, 1]$ be the characteristic function of the interval $[1 - \sqrt{\varepsilon}, 1]$ and let $p = \chi(t)$. Then, $p$ is a closed projection in $\mathfrak{T}^{**}$ satisfying

$$(1 - \sqrt{\varepsilon})p \leq t \leq (1 - \sqrt{\varepsilon})I + \sqrt{\varepsilon}p.$$ 

We obtain

$$\hat{\delta}(p) \leq \frac{\delta(t)}{1 - \sqrt{\varepsilon}} < \frac{\varepsilon}{1 - \sqrt{\varepsilon}}$$

for every $\delta \in \Delta$. Moreover, using that $|\varphi|(I) = \|\varphi\| = 1$ we find

$$|\varphi|(p) \geq \frac{1}{\sqrt{\varepsilon}}|\varphi|(t - (1 - \sqrt{\varepsilon})I) \geq \frac{\sqrt{\varepsilon} - \varepsilon}{\sqrt{\varepsilon}} = 1 - \sqrt{\varepsilon}.$$

\[\square\]

We now obtain our desired result, by adapting an idea of Rainwater [40] (see also [41, Lemma 9.4.3]). Roughly speaking, it says that a singular functional must be concentrated on a projection of type $F_\sigma$ that is negligible for $\Delta$.

**Theorem 3.7.** Let $\mathfrak{T}$ be a unital $C^*$-algebra and let $\Delta$ be a weak-* closed convex subset of the state space of $\mathfrak{T}$. Let $\varphi \in \text{SG}(\Delta)$. Then, there is a countable collection $\mathcal{F} \subset \mathfrak{T}^{**}$ of closed projections such that if we put $p = \vee\{q : q \in \mathcal{F}\}$, then $|\varphi|(p) = |\varphi|(I)$ and $\hat{\delta}(p) = 0$ for every $\delta \in \Delta$.

**Proof.** We may assume that $\|\varphi\| = |\varphi|(I) = 1$. Consider the convex subset $G = \{t \in \mathfrak{T} : 0 \leq t \leq I\}$. Define a map $\Phi : G \times \Delta \to \mathbb{C}$ as

$$\Phi(t, \delta) = |\varphi|(I - t) + \delta(t), \quad t \in G, \delta \in \Delta.$$
Let $\varepsilon > 0$ and fix $\delta \in \Delta$. By the Kaplansky density theorem, there is $t \in G$ with the property that
$$||\varphi(t) - \varphi(s_\varphi)|| < \varepsilon \quad \text{and} \quad |\delta(t) - \hat{\delta}(s_\varphi)| < \varepsilon.$$ Observe that $s_\varphi s_\delta = 0$ by assumption, so we obtain
$$||\varphi(t) - 1|| < \varepsilon \quad \text{and} \quad |\delta(t)| < \varepsilon.$$ We infer that $\Phi(t, \delta) < 2\varepsilon$. Since $\varepsilon > 0$ and $\delta \in \Delta$ were arbitrary, this shows that
$$\sup_{\delta \in \Delta} \inf_{t \in G} \Phi(t, \delta) = 0.$$ On the other hand, it follows from the minimax theorem \cite[Theorem 9.4.2]{41} that
$$\sup_{\delta \in \Delta} \inf_{t \in G} \Phi(t, \delta) = \inf_{t \in G} \sup_{\delta \in \Delta} \Phi(t, \delta)$$ so in fact we find
$$\inf_{t \in G} \sup_{\delta \in \Delta} \Phi(t, \delta) = 0.$$ Given a positive integer $n$ we may thus find $t_n \in G$ such that
$$\Phi(t_n, \delta) < \frac{1}{4^n}, \quad \delta \in \Delta$$ which is equivalent to
$$|\varphi|(I - t_n) + \delta(t_n) < \frac{1}{4^n}, \quad \delta \in \Delta.$$ In particular, since $0 \leq t_n \leq I$ we see that
$$|\varphi|(t_n) > 1 - \frac{1}{4^n}$$ and
$$\delta(t_n) < \frac{1}{4^n}, \quad \delta \in \Delta.$$ Apply now Lemma 3.6 to find a closed projection $r_n \in \mathcal{T}^{**}$ with the property that
$$|\varphi|(r_n) > 1 - \frac{1}{2^n} \quad \text{and} \quad \hat{\delta}(r_n) < \frac{1}{4^n} 1 - 1/2^n \leq \frac{1}{2^n},$$ whence
$$|\varphi|(I - r_n) < \frac{1}{2^n} \quad \text{and} \quad \hat{\delta}(I - r_n) \geq 1 - \frac{1}{2^n}$$ for every $\delta \in \Delta$. For each $m \in \mathbb{N}$, we now put $q_m = \vee_{n=m+1}^{\infty} (I - r_n)$, which is open. We also let $p = \vee_{m=1}^{\infty} (I - q_m)$. For each $m \in \mathbb{N}$, we find
$$|\varphi|(I - p) \leq |\varphi|(q_m) \leq \sum_{n=m+1}^{\infty} |\varphi|(I - r_n) < \sum_{n=m+1}^{\infty} \frac{1}{2^n} = \frac{1}{2^m}$$ whence $|\varphi|(p) = 1$. Finally, let $\delta \in \Delta$. For each $m \in \mathbb{N}$ and each $n \geq m + 1$ we have
$$\hat{\delta}(q_m) \geq \hat{\delta}(I - r_n) \geq 1 - \frac{1}{2^n}$$ so that $\hat{\delta}(q_m) = 1$ and $s_\delta \leq q_m$. We infer that $I - s_\delta \geq p$, so that $\hat{\delta}(p) = 0$. \hfill \Box
4. Non-commutative Henkin Theory

4.1. Henkin functionals. For much of the remainder of the paper, we will be concerned with a special class of functionals, which we now define.

Let $\mathcal{M}$ be a von Neumann algebra and let $\mathcal{X} \subset \mathcal{M}$ be a norm-closed subspace. A bounded linear functional $\varphi : \mathcal{X} \to \mathbb{C}$ is said to be Henkin relative to $\mathcal{M}$ if $\lim_i \varphi(a_i) = 0$ for every bounded net $(a_i)$ in $\mathcal{X}$ converging to 0 in the weak-* topology of $\mathcal{M}$. We let $\text{Hen}_\mathcal{M}(\mathcal{X})$ denote the subspace of $\mathcal{X}^*$ consisting of those functionals that are Henkin relative to $\mathcal{M}$. It is readily verified that this subspace is norm closed.

Next, let $\mathcal{E}_\mathcal{M}(\mathcal{X})$ denote the set of those bounded linear functionals on $\mathcal{X}$ which extend weak-* continuously to $\mathcal{M}$. It is clear that $\mathcal{E}_\mathcal{M}(\mathcal{X}) \subset \text{Hen}_\mathcal{M}(\mathcal{X})$. Equality holds in some instances as we show in the next result, which is directly adapted from [20, Lemma 1.1].

**Proposition 4.1.** Let $\mathcal{M}$ be a von Neumann algebra and let $\mathcal{X} \subset \mathcal{M}$ be a norm-closed subspace. Let $\Sigma$ denote the closure of $\mathcal{X}$ in the weak-* topology of $\mathcal{M}$. Assume that the closed unit ball of $\mathcal{X}$ is weak-* dense in the closed unit ball of $\Sigma$. Then, $\mathcal{E}_\mathcal{M}(\mathcal{X}) = \text{Hen}_\mathcal{M}(\mathcal{X})$.

**Proof.** Let $\varphi \in \text{Hen}_\mathcal{M}(\mathcal{X})$. Given $f \in \Sigma$, by assumption we may find a bounded net $(a_i)$ in $\mathcal{X}$ converging to $f$ in the weak-* topology of $\mathcal{M}$. We claim that $(\varphi(a_i))$ is a convergent net. Since $(a_i)$ is bounded, to see this it suffices to show that $(\varphi(a_i))$ only has one cluster point. Let $(\varphi(b_j))_{j \in J}$ and $(\varphi(c_k))_{k \in K}$ be two convergent subnets of the net $(\varphi(a_i))$. Let $\Lambda = J \times K$ be equipped with the partial order such that $(j, k) \prec (j', k')$ if and only if $j \prec j'$ and $k \prec k'$. Let $d_\lambda = b_j - c_k$ if $\lambda = (j, k)$. Then, we see that $(d_\lambda)$ is a bounded net in $\mathcal{X}$ converging to 0 in the weak-* topology of $\mathcal{M}$. The fact that $\varphi$ is Henkin relative to $\mathcal{M}$ implies that $(\varphi(d_\lambda))$ converges to 0, whence

$$\lim_{j \in J} \varphi(b_j) = \lim_{k \in K} \varphi(c_k).$$

This proves the claim that $(\varphi(a_i))$ is convergent. Next, assume that $(a'_\mu)_\mu$ is another bounded net in $\mathcal{X}$ converging to $f$ in the weak-* topology of $\mathcal{M}$. The net $(a_i, -a'_\mu, (i, \mu))$ converges to 0 in the weak-* topology of $\mathcal{M}$, and hence, as above,

$$\lim_{\mu} \varphi(a'_\mu) = \lim_{\mu} \varphi(a'_\mu).$$

Thus, we obtain a well-defined linear map $\Phi : \Sigma \to \mathbb{C}$ such that

$$\Phi(f) = \lim_i \varphi(a_i)$$

for every bounded net $(a_i)$ in $\mathcal{X}$ converging to $f$ in the weak-* topology of $\mathcal{M}$. It is clear that $\Phi$ extends $\varphi$. Moreover, because the closed unit ball of $\mathcal{X}$ is weak-* dense in that of $\Sigma$ by assumption, we conclude that $\|\Phi\| \leq \|\varphi\|$.

We now show that $\Phi$ is weak-* continuous. By the Krein–Smulyan theorem, it suffices to show that the restriction of $\Phi$ to the unit ball of $\Sigma$ is weak-* continuous. To see this, fix $f \in \Sigma$ with $\|f\| \leq 1$ and let $(f_\alpha)$ be a net in $\Sigma$ with $\|f_\alpha\| \leq 1$ that converges to $f$ in the weak-* topology of $\mathcal{M}$. We must show that $\Phi(f_\alpha)$ is the only cluster point of the net $(\Phi(f_\alpha))$. Let $z \in \mathbb{C}$ be such a cluster point. A standard argument shows that we can find a bounded net $(a_i)$ in $\mathcal{X}$ converging to $f$ in the weak-* topology of $\mathcal{M}$ and such that $\lim_i \varphi(a_i) = z$. By definition of $\Phi$, we find

$$\Phi(f) = \lim_i \varphi(a_i) = z.$$
as desired. Finally, because \( \mathcal{L} \) is weak-\(^*\) closed, a standard duality argument shows that \( \Phi \) can be extended to a weak-\(^*\) continuous functional on \( \mathfrak{M} \) so indeed \( \varphi \in \mathcal{E}_{\mathfrak{M}}(\mathcal{X}) \).

4.2. Analytic and coanalytic triples. For the purpose of characterizing the functionals on a C\(^*\)-algebra that restrict to be Henkin on a subalgebra, we introduce some terminology. Let \( \mathfrak{W} \) be a von Neumann algebra, let \( \mathfrak{T} \subset \mathfrak{W} \) be a unital C\(^*\)-subalgebra and let \( \mathcal{A} \subset \mathfrak{T} \) be a unital norm-closed subalgebra. Let \( \Delta \subset \mathfrak{T}^* \) be the norm closure of the convex hull of \( \{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \} \). We say that the triple \( \mathcal{A} \subset \mathfrak{T} \subset \mathfrak{W} \) is analytic if a bounded net \( (b_i) \) in \( \mathcal{A} \) converges to 0 in the weak-\(^*\) topology of \( \mathfrak{W} \) whenever

\[
\lim_i \alpha(b_i) = 0, \quad \alpha \in \text{AC}(\Delta).
\]

4.2. Analytic and coanalytic triples. For the purpose of characterizing the functionals on a C\(^*\)-algebra that restrict to be Henkin on a subalgebra, we introduce some terminology. Let \( \mathfrak{W} \) be a von Neumann algebra, let \( \mathfrak{T} \subset \mathfrak{W} \) be a unital C\(^*\)-subalgebra and let \( \mathcal{A} \subset \mathfrak{T} \) be a unital norm-closed subalgebra. Let \( \Delta \subset \mathfrak{T}^* \) be the norm closure of the convex hull of \( \{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \} \). We say that the triple \( \mathcal{A} \subset \mathfrak{T} \subset \mathfrak{W} \) is analytic if a bounded net \( (b_i) \) in \( \mathcal{A} \) converges to 0 in the weak-\(^*\) topology of \( \mathfrak{W} \) whenever

\[
\lim_i \alpha(b_i) = 0, \quad \alpha \in \text{AC}(\Delta).
\]

We now identify a set of conditions that are sufficient to guarantee the analyticity of a triple.

**Proposition 4.2.** Let \( \mathcal{H} \) be a Hilbert space. Let \( \mathfrak{T} \subset \mathcal{B}(\mathcal{H}) \) be a unital C\(^*\)-subalgebra and let \( \mathcal{A} \subset \mathfrak{T} \) be a unital norm-closed subalgebra. Assume that \( \mathfrak{T} \) contains the ideal of compact operators on \( \mathcal{H} \). Assume also that there is a dense set \( \Gamma \subset \mathcal{H} \) consisting of non-cyclic vectors for \( \{ a^* : a \in \mathcal{A} \} \). Then, for every pair of vectors \( h, k \in \mathcal{H} \), the functional \( t \mapsto \langle th, k \rangle, \ t \in \mathfrak{T} \) lies in \( \text{AC}(\Delta) \). In particular, the triple \( \mathcal{A} \subset \mathfrak{T} \subset \mathcal{B}(\mathcal{H}) \) is analytic.

**Proof.** Fix unit vectors \( h, k \in \mathcal{H} \) and define \( \psi : \mathfrak{T} \to \mathbb{C} \) as

\[
\psi(t) = \langle th, k \rangle, \quad t \in \mathfrak{T}.
\]

Recall that \( \text{AC}(\Delta) \) is a norm-closed subspace by Lemma 3.1. Thus, since \( \Gamma \) is dense in \( \mathcal{H} \), it suffices to establish that \( \psi \in \text{AC}(\Delta) \) under the additional assumption that \( k \in \Gamma \). Therefore, we may find a unit vector \( x \in \mathcal{H} \) with

\[
\langle ax, k \rangle = 0 \quad \text{for every} \quad a \in \mathcal{A}.
\]

Define functionals \( \varphi \) and \( \omega \) on \( \mathfrak{T} \) as

\[
\varphi(t) = \langle tx, k \rangle \quad \text{and} \quad \omega(t) = \langle tk, k \rangle
\]

for every \( t \in \mathfrak{T} \). By choice of \( x \), we see that \( \varphi \in \mathcal{A}^\perp \). Because \( \mathfrak{T} \) is assumed to contain the compact operators, we see that \( \|\varphi\| = 1 \), and that there is a partial isometry \( v \in \mathfrak{T} \) such that \( vk = x \) and \( v^* v \) is the projection onto \( Ck \). Then, we see that \( \varphi = \omega(v) \), and it readily follows from Lemma 2.1 that \( \omega = |\varphi| \). Therefore, \( \omega \in \Delta \). We may now choose another partial isometry \( w \in \mathfrak{T} \) with the property that \( wk = h \). Then, \( \psi = \omega(w) \), so that \( \psi \ll \omega \) by Lemma 2.5 and \( \psi \in \text{AC}(\Delta) \) as desired.

We will also make use of the following variant. Let \( \Delta_* \subset \mathfrak{T}^* \) denote the norm closure of the convex hull of \( \{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \} \). The triple \( \mathcal{A} \subset \mathfrak{T} \subset \mathfrak{W} \) is said to be coanalytic if a bounded net \( (b_i) \) in \( \mathcal{A} \) converges to 0 in the weak-\(^*\) topology of \( \mathfrak{W} \) whenever

\[
\lim_i \alpha(b_i^*) = 0, \quad \alpha \in \text{AC}(\Delta_*).
\]

As above, we identify conditions that imply coanalyticity.
Proposition 4.3. Let \( \mathcal{H} \) be a Hilbert space. Let \( \mathfrak{T} \subset B(\mathcal{H}) \) be a unital \( C^* \)-subalgebra and let \( A \subset \mathfrak{T} \) be a norm-closed unital subalgebra. Assume that \( \mathfrak{T} \) contains the ideal of compact operators on \( \mathcal{H} \). Assume also that there is a subspace \( \Gamma \subset \mathcal{H} \) consisting of non-cyclic vectors for \( A \) with the property that for every \( h \in \mathcal{H} \oplus \Gamma \), there is \( h' \in \Gamma \) such that
\[
\langle ah, h \rangle - \langle ah', h' \rangle = 0, \quad a \in A.
\]
Then, for every pair of vectors \( h, k \in \mathcal{H} \), the functional
\[
t \mapsto \langle th, k \rangle, \quad t \in \mathfrak{T}
\]
lies in \( AC(\Delta_*) \). In particular, the triple \( A \subset \mathfrak{T} \subset B(\mathcal{H}) \) is coanalytic.

Proof. Fix unit vectors \( h, k \in \mathcal{H} \) and define a linear functional \( \psi : \mathfrak{T} \to \mathbb{C} \) as
\[
\psi(t) = \langle th, k \rangle, \quad t \in \mathfrak{T}.
\]
Since \( AC(\Delta_*) \) is a subspace of \( \mathfrak{T}^* \) by Lemma 3.1, it is sufficient to establish that \( \psi \in AC(\Delta_*) \) if \( k \in \Gamma \) or \( k \in \mathcal{H} \oplus \Gamma \).

First, assume that \( k \in \Gamma \), so that there is a unit vector \( x \in \mathcal{H} \) with
\[
\langle ax, x \rangle = 0 \quad \text{for every } a \in A.
\]
Define bounded linear functionals \( \varphi \) and \( \omega \) on \( \mathfrak{T} \) as
\[
\varphi(t) = \langle tk, x \rangle \quad \text{and} \quad \omega(t) = \langle tk, k \rangle
\]
for every \( t \in \mathfrak{T} \). We see that \( \varphi \in A^\perp \) by choice of \( x \). Further,
\[
\varphi^\dagger(t) = \langle tx, k \rangle, \quad t \in \mathfrak{T}.
\]
Since \( \mathfrak{T} \) contains the compact operators, we see that \( \|\varphi\| = 1 \), and that there is a partial isometry \( v \in \mathfrak{T} \) such that \( vk = x \) and \( v^*v \) is the projection onto \( Ck \). Hence, \( \varphi^\dagger = \omega(v) \). Using Lemma 2.1, we infer that \( \omega = |\varphi^\dagger| \in \Delta_* \). Similarly, there is a partial isometry \( w \in \mathfrak{T} \) with the property that \( wk = h \). Then, we find \( \psi = \omega(-w) \), so that \( \psi \ll \omega \) by Lemma 2.5. In particular, we have \( \psi \in AC(\Delta_*) \).

It remains only to deal with the case where \( k \in \mathcal{H} \oplus \Gamma \). By choice of \( \Gamma \), there is \( k' \in \Gamma \) such that
\[
\langle ak, k \rangle - \langle ak', k' \rangle = 0, \quad a \in A.
\]
Define positive linear functionals \( \omega_0 \) and \( \omega_1 \) on \( \mathfrak{T} \) as
\[
\omega_0(t) = \langle tk, k \rangle \quad \text{and} \quad \omega_1(t) = \langle tk', k' \rangle
\]
for \( t \in \mathfrak{T} \). We have \( \omega_0 - \omega_1 \in A^\perp \), and because \( \omega_0 - \omega_1 \) is self-adjoint, this implies that \( \omega_0 - \omega_1 \in AC(\Delta_*) \). On the other hand, \( \omega_1 \in AC(\Delta_*) \) by the previous paragraph, so that \( \omega_0 \in AC(\Delta_*) \) as well by Lemma 3.1. As above, we may find \( r \in \mathfrak{T} \) such that \( rk = h \) so that \( \psi = \omega_0(r) \) and \( \psi \ll \omega_0 \) by Lemma 2.5. Hence, \( \psi \in AC(\Delta_*) \).

We remark that, if \( \mathfrak{T} \) is commutative, then \( \Delta = \Delta_* \). It then follows from Theorem 2.7 in this commutative setting that a triple is analytic if and only if it is coanalytic.
4.3. The characterization. In this subsection, we obtain our main results, which generalize the Cole–Range theorem for general C*-algebras.

**Theorem 4.4.** Let \( \mathcal{M} \) be a von Neumann algebra, let \( \mathcal{I} \subset \mathcal{M} \) be a unital C*-subalgebra and let \( \mathcal{A} \subset \mathcal{I} \) be a unital norm-closed subalgebra. Let \( \Delta \) and \( \Delta^* \) denote the norm closure in \( \mathcal{I}^* \) of the convex hull of
\[
\{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \} \quad \text{and} \quad \{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \}
\]
respectively. Moreover, we let
\[
\mathcal{B} = \{ \varphi \in \mathcal{I}^* : \varphi|_\mathcal{A} \in \text{H} \mathcal{U} \mathcal{N} \mathcal{M}(\mathcal{A}) \}.
\]
Then, the following statements hold.

(i) The triple \( \mathcal{A} \subset \mathcal{I} \subset \mathcal{M} \) is analytic if and only if \( \mathcal{B} \subset \mathcal{AC}(\Delta) \).

(ii) The triple \( \mathcal{A} \subset \mathcal{I} \subset \mathcal{M} \) is coanalytic if and only if \( \mathcal{B}^* \subset \mathcal{AC}(\Delta^*) \).

**Proof.** (i) Assume first that \( \mathcal{B} \subset \mathcal{AC}(\Delta) \). Let \( (b_i) \) be a bounded net in \( \mathcal{A} \) such that
\[
\lim_i \alpha(b_i) = 0, \quad \alpha \in \mathcal{AC}(\Delta).
\]
Let \( \omega \) be a weak-* continuous functional on \( \mathcal{M} \). We find \( \omega|_\mathcal{I} \in \mathcal{B} \), so by assumption we see that
\[
\lim_i \omega(b_i) = 0.
\]
We conclude that \( (b_i) \) converges to 0 in the weak-* topology of \( \mathcal{M} \), so the triple \( \mathcal{A} \subset \mathcal{I} \subset \mathcal{M} \) is analytic.

Conversely, assume that the triple \( \mathcal{A} \subset \mathcal{I} \subset \mathcal{M} \) is analytic. Let \( \varphi \in \mathcal{B} \), and set \( t = \bigvee_{\delta \in \Delta} \delta \varphi \) and \( \sigma = \varphi((I - \tau)^*) \). By virtue of Theorem 3.5 we have \( \varphi - \sigma \in \mathcal{AC}(\Delta) \) and \( \sigma \in \mathcal{SG}(\Delta) \). Fix \( t \in \mathcal{I} \). For \( \delta \in \Delta \), we clearly have that \( \hat{\delta}(I - \tau) = 0 \), and in turn we find
\[
\hat{\alpha}((I - \tau)t) = 0
\]
for every \( \alpha \in \mathcal{AC}(\Delta) \) by Lemma 2.4. By definition, we have \( \mathcal{A}^\perp \subset \mathcal{AC}(\Delta) \), so we conclude from (3) that \( (I - \tau)t \in \mathcal{A}^\perp \). Seeing as \( \mathcal{A}^\perp \) is isometrically and weak-* homeomorphically isomorphic to \( \mathcal{A}^* \), we may apply Goldstine’s theorem to obtain a bounded net \( (b_i) \) in \( \mathcal{A} \) converging to \( (I - \tau)t \) in the weak-* topology of \( \mathcal{I}^* \). Given \( \alpha \in \mathcal{AC}(\Delta) \), we see that
\[
\lim_i \alpha(b_i) = \hat{\alpha}((I - \tau)t) = 0
\]
by virtue of (3). Since the triple \( \mathcal{A} \subset \mathcal{I} \subset \mathcal{M} \) is analytic, we infer that \( (b_i) \) converges to 0 in the weak-* topology of \( \mathcal{M} \). Seeing as \( \varphi \in \mathcal{B} \), this forces
\[
\sigma(t) = \hat{\varphi}((I - \tau)t) = \lim_i \varphi(b_i) = 0.
\]
Because \( t \in \mathcal{I} \) was arbitrary, it follows that \( \sigma = 0 \) so indeed \( \varphi \in \mathcal{AC}(\Delta) \).

(ii) The proof is very similar to the previous one, but we provide the details for completeness. Assume first that \( \mathcal{B}^* \subset \mathcal{AC}(\Delta^*) \). Let \( (b_i) \) be a bounded net in \( \mathcal{A} \) such that
\[
\lim_i \alpha(b_i^*) = 0, \quad \alpha \in \mathcal{AC}(\Delta^*).
\]
Let \( \omega \) be a weak-* continuous functional on \( \mathcal{M} \). We find \( \omega|_\mathcal{I} \in \mathcal{B} \), so by assumption \( \omega^*|_\mathcal{I} \in \mathcal{AC}(\Delta^*) \) and we see that
\[
\lim_i \omega(b_i) = \lim_i \omega^*(b_i^*) = 0.
\]
We conclude that \((b_i)\) converges to 0 in the weak-* topology of \(\mathcal{M}\), and hence the triple \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\) is coanalytic.

Conversely, assume that the triple \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\) is coanalytic. Let \(\varphi \in \mathcal{B}\), and set \(t' = \vee_{i \in \Delta_*} s_i\) and \(\sigma = \varphi^\dagger (I - t')^\dagger\). By virtue of Theorem 3.5, we have \(\varphi^\dagger - \sigma \in AC(\Delta_*)\) and \(\sigma \in SG(\Delta_*)\). Fix \(t \in \mathcal{T}\). For \(\delta \in \Delta_*\), we clearly have that \(\hat{\delta}(I - t') = 0\), and in turn we find

\[
\hat{\delta}((I - t')t) = 0
\]

for every \(\alpha \in AC(\Delta_*)\) by Lemma 2.4. By definition, we see that

\[
\{ \psi^\dagger : \psi \in \mathcal{A}^\perp \} \subset AC(\Delta_*)
\]

so that

\[
\hat{\psi}(t^* (I - t')) = \overline{\hat{\psi}((I - t')t)} = 0, \quad \psi \in \mathcal{A}^\perp
\]

by (4). We thus infer that \(t^*(I - t') \in \mathcal{A}^{\perp\perp}\). Seeing as \(\mathcal{A}^{\perp\perp}\) is isometrically and weak-* homeomorphically isomorphic to \(\mathcal{A}^{\ast\ast}\), we may apply Goldstine’s theorem to obtain a bounded net \((b_i)\) in \(\mathcal{A}\) converging to \(t^*(I - t')\) in the weak-* topology of \(\mathcal{T}^{\ast\ast}\). Given \(\alpha \in AC(\Delta_*)\), we see that

\[
\lim_i \alpha(b_i^\dagger) = \hat{\alpha}((I - t')t) = 0
\]

by virtue of (4) again. Since the triple \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\) is coanalytic, we infer that \((b_i)\) converges to 0 in the weak-* topology of \(\mathcal{M}\). Seeing as \(\varphi \in \mathcal{B}\), this forces

\[
\sigma(t) = \hat{\varphi}^\dagger((I - t')t) = \lim_i \varphi^\dagger(b_i^\dagger) = \lim_i \overline{\varphi(b_i)} = 0.
\]

Because \(t \in \mathcal{T}\) was arbitrary, it follows that \(\sigma = 0\) so indeed \(\varphi^\dagger \in AC(\Delta_*)\). \(\square\)

We now aim to sharpen the previous theorem by establishing the reverse inclusions. The next result identifies the obstruction to doing so, based on the following concept. Given a unital \(\mathrm{C}^*\)-algebra \(\mathcal{T}\), a subset \(\mathcal{B} \subset \mathcal{T}\) is called a left band if given \(\varphi \in \mathcal{T}\) and \(\beta \in \mathcal{B}\) with \(\varphi \ll \beta\), we must necessarily have that \(\varphi \in \mathcal{B}\). Further, we say that \(\mathcal{B}\) is a right band if given \(\varphi \in \mathcal{T}\) and \(\beta \in \mathcal{B}\) with \(\varphi^\dagger \ll \beta^\dagger\), we must necessarily have that \(\varphi \in \mathcal{B}\). It is easily verified then that \(\mathcal{B}\) is a right band if and only if \(\mathcal{B}^\dagger\) is a left band. We can now prove another one of our main results.

**Theorem 4.5.** Let \(\mathcal{M}\) be a von Neumann algebra, let \(\mathcal{T} \subset \mathcal{M}\) be a unital \(\mathrm{C}^*\)-subalgebra and let \(\mathcal{A} \subset \mathcal{T}\) be a unital norm-closed subalgebra. Let \(\Delta\) and \(\Delta_*\) denote the norm closure in \(\mathcal{T}^*\) of the convex hull of

\[
\{ |\varphi| : \varphi \in \mathcal{A}, \|\varphi\| = 1 \} \quad \text{and} \quad \{ |\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1 \}
\]

respectively. Moreover, we let

\[
\mathcal{B} = \{ \varphi \in \mathcal{T}^* : \varphi|_{\mathcal{A}} \in \text{Hen}_{\mathcal{M}}(\mathcal{A}) \}.
\]

Then, the following statements hold.

(i) Assume that the triple \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\) is analytic. Then, \(\mathcal{B} = AC(\Delta)\) if and only if \(\mathcal{B}\) is a left band.

(ii) Assume that the triple \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\) is coanalytic. Then, \(\mathcal{B}^\dagger = AC(\Delta_*)\) if and only if \(\mathcal{B}\) is a right band.

(iii) Assume that the triple \(\mathcal{A} \subset \mathcal{T} \subset \mathcal{M}\) is both analytic and coanalytic. Then, \(\mathcal{B} = \mathcal{B}^\dagger = AC(\Delta) = AC(\Delta_*)\) if and only if \(\mathcal{B}\) is both a left band and a right band.
Proof. (i) It is trivial that the equality $B = AC(\Delta)$ implies that $B$ is a left band. Assume conversely that $B$ is a left band. Note that $B \subset AC(\Delta)$ by Theorem 4.4, so we aim to establish the reverse inclusion. Let $\varphi \in A^\perp$. Trivially, we have that $\varphi \in B$. But $|\varphi| \ll \varphi$, so by our assumption we infer that $|\varphi| \in B$. Since $\text{Hen}_{22}(A)$ is a norm-closed subspace of $A^*$, we infer that $\Delta \subset B$. Using once again the fact that $B$ is a left band yields $AC(\Delta) \subset B$.

(ii) The proof is nearly identical to the one above. If $B^\perp = AC(\Delta_\ast)$, then it is trivial that $B^\perp$ is a left band, whence $B$ is a right band. Assume conversely that $B$ is a right band, or equivalently that $B^\perp$ is a left band. Note that $B^\perp \subset AC(\Delta_\ast)$ by Theorem 4.4, so we aim to establish the reverse inclusion. Let $\varphi \in A^\perp$. Trivially, we have that $\varphi \in B$ and thus $\varphi^\perp \in B^\perp$. But $|\varphi^\perp| \ll \varphi^\perp$, so by our assumption we infer that $|\varphi^\perp| \in B^\perp$. Since $\text{Hen}_{22}(A)$ is a norm-closed subspace of $A^*$, we infer that $\Delta_\ast \subset B^\perp$. Using again that $B^\perp$ is a left band yields $AC(\Delta_\ast) \subset B^\perp$.

(iii) Assume that $B$ is both a left band and a right band. Combining (i) and (ii), we find $B = AC(\Delta) = AC(\Delta_\ast)^\perp$. Let $\beta \in B$. There is a state $\delta \in \Delta$ such that $\beta \ll \delta$. Equivalently, we have that $(\beta^\perp)^\ast \ll \delta^\perp$, since $\delta$ is self-adjoint. Using now that $\delta \in \Delta \subset B$ and that $B$ is a right band, we find $\beta^\perp \in B$. We conclude that $B = B^\perp$, so indeed $B = B^\perp = AC(\Delta) = AC(\Delta_\ast)$. The converse is clear. \hfill \Box

In the next section, we will see that there are natural examples where only one of the statements from Theorems 4.4 and 4.5 holds. Thus, it is important to distinguish the left and right versions of our objects of interest in the foregoing discussion. This is, of course, a reflection of the fact that the $C^*$-algebra $\Sigma$ may not be commutative.

5. Examples

In this section, we apply the general tools developed in Section 4 to concrete examples of importance in multivariate operator theory. Throughout, we retain the notation used above: given a triple $A \subset \Sigma \subset \mathcal{B}$, we let $\Delta$ and $\Delta_\ast$ denote the norm closure in $\Sigma^*$ of the convex hull of

$$\{|\varphi| : \varphi \in A^\perp, \|\varphi\| = 1\} \quad \text{and} \quad \{|\varphi^\perp| : \varphi \in A^\perp, \|\varphi\| = 1\}$$

respectively. Moreover, we let

$$B = \{\varphi \in \Sigma^* : \varphi|_A \in \text{Hen}_{22}(A)\}.$$

5.1. The ball algebra. Let $d \geq 1$ be an integer. Let $\mathbb{B}_d \subset \mathbb{C}^d$ denote the open unit ball, and let $S_d$ denote its topological boundary, the unit sphere. Recall that the ball algebra $A(\mathbb{B}_d) \subset C(S_d)$ is the norm closure of the polynomials. Let $\sigma$ denote the unique rotation invariant Borel probability measure on $S_d$. In this context, Cauchy’s formula [41, Paragraph 3.2.4] says that given $f \in A(\mathbb{B}_d)$ and $\lambda \in \mathbb{B}_d$, we have

$$f(\lambda) = \int_{S_d} \frac{f(\zeta)}{(1 - \langle \zeta, \lambda \rangle)^d} d\sigma(\zeta). \quad (5)$$

Let $H^\infty(\mathbb{B}_d)$ denote the algebra of bounded holomorphic functions on $\mathbb{B}_d$, equipped with the supremum norm over $\mathbb{B}_d$. A function in $H^\infty(\mathbb{B}_d)$ has $[\sigma]$-a.e defined radial boundary values [41, Section 5.6]. An application of (5) together with the dominated convergence theorem then reveals that $H^\infty(\mathbb{B}_d)$ can be embedded isometrically inside of $L^\infty(S_d, \sigma)$. Furthermore, standard properties of the Poisson
kernel [41, Section 3.3] imply that the corresponding copy of \( H^\infty(\mathbb{B}_d) \) is a weak-* closed subalgebra of \( L^\infty(\mathbb{S}_d, \sigma) \). In this fashion, \( H^\infty(\mathbb{B}_d) \) is endowed with a weak-* topology. It is a routine consequence of (5) that a bounded net \((f_i)\) in \( H^\infty(\mathbb{B}_d) \) converges in this weak-* topology precisely when it converges pointwise on \( \mathbb{B}_d \).

Given \( f \in H^\infty(\mathbb{B}_d) \) and \( r > 0 \), if we define \( f_r : \mathbb{B}_d \to \mathbb{C} \) as

\[
f_r(z) = f(rz), \quad z \in \mathbb{B}_d
\]

then \( f_r \in A(\mathbb{B}_d) \) and \( \|f_r\| \leq \|f\| \). It is readily seen that the net \((f_r)\) converges to \( f \) pointwise on \( \mathbb{B}_d \), and hence in the weak-* topology of \( H^\infty(\mathbb{B}_d) \). We conclude that the closed unit ball of \( A(\mathbb{B}_d) \) is weak-* dense in that of \( H^\infty(\mathbb{B}_d) \). In turn, Proposition 4.1 implies that

\[
\text{Hen}_{L^\infty(\mathbb{S}_d, \sigma)}(A(\mathbb{B}_d)) = E_{L^\infty(\mathbb{S}_d, \sigma)}(A(\mathbb{B}_d))
\]

which is equivalent to the classical Valskii decomposition [41, Theorem 9.2.1].

Next, we verify that the triple \( A(\mathbb{B}_d) \subset C(\mathbb{S}_d) \subset L^\infty(\mathbb{S}_d, \sigma) \) is both analytic and coanalytic. The general tools developed in Subsection 4.2 do not apply here, so we provide a direct argument.

**Lemma 5.1.** The triple \( A(\mathbb{B}_d) \subset C(\mathbb{S}_d) \subset L^\infty(\mathbb{S}_d, \sigma) \) is both analytic and coanalytic.

**Proof.** Because \( C(\mathbb{S}_d) \) is commutative, it suffices to verify analyticity of the triple. For \( 1 \leq k \leq d \) we define a non-zero bounded linear functional \( \psi_k : C(\mathbb{S}_d) \to \mathbb{C} \) as

\[
\psi_k(f) = \int_{\mathbb{S}_d} fz_k d\sigma, \quad f \in C(\mathbb{S}_d).
\]

By the rotation invariance of the measure \( \sigma \), there is a number \( c \geq 1 \) such that \( \|\psi_k\| = 1/c \) for all \( 1 \leq k \leq d \). Put \( \psi'_k = c\psi_k \). Note then, for each \( 1 \leq k \leq d \) and each \( f \in C(\mathbb{S}_d) \), that

\[
|\psi'_k(f)| = c \int_{\mathbb{S}_d} f|z_k|d\sigma,
\]

by virtue of Lemma 2.2. It follows from (5) that \( \psi_k \in A(\mathbb{B}_d)^\bot \), so that \( |\psi'_k| \in \Delta \). Let \( \delta = \frac{1}{d} \sum_{k=1}^{d} |z_k| \). Then, \( \delta \in \Delta \) and

\[
\delta(f) = \int_{\mathbb{S}_d} f \cdot \left( \frac{c}{d} \sum_{k=1}^{d} |z_k| \right) d\sigma, \quad f \in C(\mathbb{S}_d).
\]

On the sphere \( \mathbb{S}_d \), we have

\[
\frac{c}{d} \leq \frac{c}{d} \sum_{k=1}^{d} |z_k| \leq \frac{c}{\sqrt{d}}
\]

whence the measure \( \left( \frac{c}{d} \sum_{k=1}^{d} |z_k| \right) d\sigma \) is mutually absolutely continuous with \( \sigma \). By Lemma 2.6, this implies that the state \( \rho : C(\mathbb{S}_d) \to \mathbb{C} \) defined as

\[
\rho(f) = \int_{\mathbb{S}_d} f d\sigma, \quad f \in C(\mathbb{S}_d)
\]
is absolutely continuous with respect to $\delta$, so that $\rho \in AC(\Delta)$. For each $\lambda \in \mathbb{B}_d$, we now define $\alpha_\lambda : C(S_d) \to \mathbb{C}$ as

$$\alpha_\lambda(f) = \int_{S_d} \frac{f(\zeta)}{(1 - \langle \zeta, \lambda \rangle)^2} d\sigma(\zeta), \quad f \in C(S_d).$$

By (5), we see that $\alpha_\lambda(f) = f(\lambda), \quad f \in A(\mathbb{B}_d)$.

On the other hand, another application of Lemma 2.6 reveals that, for each $\lambda \in \mathbb{B}_d$, we have $\alpha_\lambda \ll \rho$, so that $\alpha_\lambda \in AC(\Delta)$. Thus, if a bounded net $(f_i)$ in $A(\mathbb{B}_d)$ satisfies

$$\lim_i \alpha(f_i) = 0, \quad \alpha \in AC(\Delta)$$

necessarily the net $(f_i)$ converges pointwise to 0 on $\mathbb{B}_d$. Equivalently, the net $(f_i)$ converges to 0 in the weak-$*$ topology of $L^\infty(S_d, \sigma)$, as discussed before the lemma. We conclude that the required triple is indeed analytic.

Next, we move on to the identification of the set $\mathcal{B}$. We start with a classical result.

**Theorem 5.2 (Henkin).** The set $\mathcal{B}$ is both a left band and a right band.

**Proof.** This is an immediate consequence of Lemma 2.6 and of Henkin’s theorem [41, Theorem 9.3.1].

We are now in a position to apply our findings from Section 4.

**Corollary 5.3.** We have $\mathcal{B} = \mathcal{B}^\dagger = AC(\Delta) = AC(\Delta^\dagger)$.

**Proof.** This follows upon combining Theorem 4.5 with Lemma 5.1 and Theorem 5.2.

It is interesting to contrast the previous result with the following classical fact, which combines work of Glicksberg–König–Seever [25], Henkin [30], Valskii [47] and Cole–Range [17]. Let $\mathcal{R}_0$ be the set of states $\mu : C(S_d) \to \mathbb{C}$ with the property that

$$\mu(f) = f(0), \quad f \in A(\mathbb{B}_d).$$

**Theorem 5.4.** We have that $\mathcal{B} = \mathcal{B}^\dagger = AC(\mathcal{R}_0)$.

**Proof.** This follows from Lemma 2.6 and Corollary 5.3 along with [41, Theorem 9.6.1].

In light of Corollary 5.3 and Theorem 5.4, we infer that

$$AC(\Delta) = AC(\Delta^\dagger) = AC(\mathcal{R}_0).$$

In turn, this can be translated into purely measure theoretic terms via Lemma 2.6. We do not know of a direct elementary proof of this fact.
5.2. Algebras of multipliers on the ball. Let \( d \geq 1 \) be an integer and let \( \mathcal{H} \) be a reproducing kernel Hilbert space on \( \mathbb{B}_d \), with kernel function \( k: \mathbb{B}_d \times \mathbb{B}_d \to \mathbb{C} \). We always assume that there exists a sequence \((a_n)\) of positive numbers such that \( a_0 = 1 \) and
\[
k(z, w) = \sum_{n=0}^{\infty} a_n \langle z, w \rangle^n, \quad z, w \in \mathbb{B}_d.
\]
In addition, we make the standing assumption that
\[
\lim_{n \to \infty} \frac{a_n}{a_{n+1}} = 1.
\]
Often, these conditions are summarized by saying that \( \mathcal{H} \) is a regular unitarily invariant space. Examples of such spaces include the Hardy and Bergman spaces on the ball, the Dirichlet space on the disc, and the Drury–Arveson space on the ball [27].

It follows from [26, Corollary 4.4] that for each polynomial \( p \in \mathbb{C}[z_1, \ldots, z_d] \), the corresponding multiplication operator \( M_p : \mathcal{H} \to \mathcal{H} \) is bounded. Accordingly, we denote by \( \mathcal{A}(\mathcal{H}) \subset B(\mathcal{H}) \) the closure of the polynomial multipliers. We also put \( \overline{\mathcal{S}}(\mathcal{H}) = \mathcal{C}^*(\mathcal{A}(\mathcal{H})) \subset B(\mathcal{H}) \). It follows from [26, Theorem 4.6] that \( \overline{\mathcal{S}}(\mathcal{H}) \) always contains the ideal \( \mathfrak{R} \) of compact operators on \( \mathcal{H} \), and that there is a surjective \(*\)-homomorphism \( q: \overline{\mathcal{S}}(\mathcal{H}) \to \mathcal{C}(\mathbb{S}_d) \) with kernel \( \mathfrak{R} \) such that
\[
q(M_f) = f, \quad f \in \mathcal{A}(\mathcal{H}).
\]
We will require the following standard facts numerous times below.

**Lemma 5.5.** Let \( \mathcal{H} \) be a regular unitarily invariant space on \( \mathbb{B}_d \). Then, there is a central projection \( \tilde{1} \in \overline{\mathcal{S}}(\mathcal{H})^{**} \) with the following properties.

(i) We have \( \mathfrak{R}^{\perp_1} = \overline{\mathcal{S}}(\mathcal{H})^{**}(I - \tilde{1}) \) and \( \mathcal{C}(\mathbb{S}_d)^{**} \cong \overline{\mathcal{S}}(\mathcal{H})^{**}\tilde{1} \).

(ii) Let \( \varphi: B(\mathcal{H}) \to \mathbb{C} \) be a bounded linear functional. Then, \( \varphi \) is weak-* continuous if and only if \( \varphi = \hat{\varphi}(\cdot(I - \tilde{1})) \).

(iii) There is a weak-* homeomorphic \(*\)-isomorphism \( \Omega: \overline{\mathcal{S}}(\mathcal{H})^{**}(I - \tilde{1}) \to B(\mathcal{H}) \) such that
\[
\Omega(t(I - \tilde{1})) = t, \quad t \in \overline{\mathcal{S}}(\mathcal{H}).
\]

**Proof.** Consider the weak-* continuous surjective \(*\)-homomorphism \( q^{**}: \overline{\mathcal{S}}(\mathcal{H})^{**} \to \mathcal{C}(\mathbb{S}_d)^{**} \). We find \( \ker q^{**} = \mathfrak{R}^{\perp_1} \), which is a weak-* closed two-sided ideal in \( B(\mathcal{H})^{**} \), so by [43, Proposition 1.10.5] there is a central projection \( \tilde{1} \in B(\mathcal{H})^{**} \) with the property that
\[
\mathfrak{R}^{\perp_1} = B(\mathcal{H})^{**}(I - \tilde{1}) = \overline{\mathcal{S}}(\mathcal{H})^{**}(I - \tilde{1}).
\]
We find
\[
\mathcal{C}(\mathbb{S}_d)^{**} = q^{**}(\overline{\mathcal{S}}(\mathcal{H})^{**}) \cong \overline{\mathcal{S}}(\mathcal{H})^{**}/\ker q^{**} = \overline{\mathcal{S}}(\mathcal{H})^{**}\tilde{1}.
\]
This establishes statement (i). Statement (ii) follows from the discussion preceding [16, Lemma 2.5].

To see (iii), let \( \Phi: B(\mathcal{H}) \to B(\mathcal{H})^{**}(I - \tilde{1}) \) be the \(*\)-homomorphism defined as
\[
\Phi(x) = x(I - \tilde{1}), \quad x \in B(\mathcal{H}).
\]
It follows readily from (ii) that \( \Phi \) is weak-* continuous and isometric. Thus, \( \Phi \) is a weak-* homeomorphism onto \( \Phi(B(\mathcal{H})) \) [7, Theorem A.2.5]. We conclude that
\[
\Phi(B(\mathcal{H})) = B(\mathcal{H})^{**}(I - \tilde{1}) = \overline{\mathcal{S}}(\mathcal{H})^{**}(I - \tilde{1})
\]
so we may then simply take \( \Omega = \Phi^{-1} \). \( \square \)
We now analyze the triple
\[ A(\mathcal{H}) \subset \mathcal{T}(\mathcal{H}) \subset B(\mathcal{H}) \]
similarly to what was done for the ball algebra in the previous subsection. Before proceeding, we note that by choosing \( \mathcal{H} \) to be the Hardy space on the ball, then \( A(\mathcal{H}) \) can be identified completely isometrically with \( A(B_d) \). However, the corresponding C*-algebra \( \mathcal{T}(\mathcal{H}) \) is not commutative, so that even in this case the investigation that follows is of a rather different nature than what was done previously.

First, we note that [4, Lemma 3.1] yields
\[ \text{Hen}_{B(\mathcal{H})}(A(\mathcal{H})) = \mathcal{E}_{B(\mathcal{H})}(A(\mathcal{H})). \]

Next, we investigate the analyticity and coanalyticity of our triple of interest.

**Lemma 5.6.** Let \( \mathcal{H} \) be a regular unitarily invariant space on \( B_d \). Then, the triple \( A(\mathcal{H}) \subset \mathcal{T}(\mathcal{H}) \subset B(\mathcal{H}) \) is both analytic and coanalytic.

**Proof.** For each \( \lambda \in B_d \), let \( k_\lambda \in \mathcal{H} \) denote the corresponding kernel vector. Consider the set
\[ \Gamma_1 = \text{span}\{k_\lambda : \lambda \in B_d\}, \]
which is dense in \( \mathcal{H} \). We know that that \( M_\lambda^* k_\lambda = f(\lambda)k_\lambda \) for every \( f \in A(\mathcal{H}) \). In particular, this implies that if \( h \in \Gamma_1 \), then the subspace \( \{M_\lambda^* h : f \in A(\mathcal{H})\} \) is finite-dimensional and hence is a proper closed subset of \( \mathcal{H} \). Next, let \( \Gamma_2 = (Ck_0)^\perp \).

This is a closed and proper subspace of \( \mathcal{H} \) which is invariant under \( A(\mathcal{H}) \), so that no vector in \( \Gamma_2 \) can be cyclic for \( A(\mathcal{H}) \). Furthermore, we see that \( z_1 \in \Gamma_2 \) and by [26, Proposition 4.3] we obtain
\[ \langle f k_0, k_0 \rangle = a_1 \langle f z_1, z_1 \rangle, \quad f \in A(\mathcal{H}). \]

We can now apply Propositions 4.2 and 4.3 to see that the triple
\[ A(\mathcal{H}) \subset \mathcal{T}(\mathcal{H}) \subset B(\mathcal{H}) \]
is both analytic and coanalytic. \[ \square \]

Even though the C*-algebra \( \mathcal{T}(\mathcal{H}) \) is non-commutative, we still obtain an analogue of Theorem 5.2.

**Theorem 5.7.** Let \( \mathcal{H} \) be a regular unitarily invariant space on \( B_d \). Then, the set \( \mathcal{B} \) is both a left band and a right band.

**Proof.** Fix bounded linear functionals \( \varphi \) and \( \psi \) on \( \mathcal{T}(\mathcal{H}) \) and suppose \( \psi \in \mathcal{B} \). By Lemma 5.5, there is a central projection \( z \in B(\mathcal{H})^{**} \) with the property that the functionals \( \widehat{\varphi}(I - z) \cdot \) and \( \widehat{\psi}(I - z) \cdot \) both lie in \( \mathcal{B} \), while \( \widehat{\varphi}(z \cdot) \) and \( \widehat{\psi}(z \cdot) \) both annihilate \( \mathcal{R} \). Thus, we may find bounded linear functionals \( \varphi' \) and \( \psi' \) on \( C(S_d) \) such that
\[ \widehat{\varphi}(z \cdot) = \varphi' \circ q \quad \text{and} \quad \widehat{\psi}(z \cdot) = \psi' \circ q. \]

Furthermore, there are regular Borel measures \( \mu \) and \( \nu \) on \( S_d \) such that
\[ \widehat{\varphi}(z t) = (\varphi' \circ q)(t) = \int_{S_d} q(t)d\mu \quad \text{and} \quad \widehat{\psi}(z t) = (\psi' \circ q)(t) = \int_{S_d} q(t)d\nu \]
for every \( t \in \mathcal{T}(\mathcal{H}) \).
Assume now that \( \varphi \ll \psi \). Since \( \mathfrak{z} \) is central, it follows from Lemma 2.3 that the absolute values of \( \hat{\varphi}(\mathfrak{z}) \) and \( \hat{\psi}(\mathfrak{z}) \) are given by \( |\varphi(\mathfrak{z})| \) and \( |\psi(\mathfrak{z})| \) respectively. We infer that \( \varphi(\mathfrak{z}) \ll \hat{\psi}(\mathfrak{z}) \). By another application of Lemma 2.3, we obtain

\[
|\varphi(\mathfrak{z})| = |\varphi'| \circ q^{**} \quad \text{and} \quad |\psi(\mathfrak{z})| = |\psi'| \circ q^{**}
\]

which implies that \( \varphi' \ll \psi' \). Then, Lemma 2.6 yields that \( \mu \ll \nu \) as measures, so we may invoke [4, Lemma 3.3] to conclude that \( \varphi(\mathfrak{z}) \in \mathcal{B} \). Thus,

\[
\varphi = \hat{\varphi}(I - \mathfrak{z}^* \mathfrak{z}) + \hat{\varphi}(\mathfrak{z}) \in \mathcal{B}
\]

which shows that \( \mathcal{B} \) is a left band.

Finally, assume that \( \varphi^\dagger \ll \psi^\dagger \). As above, we find \( \varphi^\dagger \ll \psi^\dagger \). But \( C(S_d) \) is commutative, so Theorem 2.7 implies that \( \varphi' \ll \psi' \). Arguing as in the previous paragraph, we find \( \varphi \in \mathcal{B} \) so \( \mathcal{B} \) is a right band. □

We can now identify the set \( \mathcal{B} \).

**Corollary 5.8.** Let \( \mathcal{H} \) be a regular unitarily invariant space on \( \mathbb{B}_d \). Then, we have \( \mathcal{B} = \mathcal{B}_0^1 = AC(\Delta) = AC(\Delta_\ast) \).

**Proof.** This follows from Theorem 4.5 along with Lemma 5.6 and Theorem 5.7. □

Motivated by the corresponding analysis that was carried out for the ball algebra, it is now natural to ask whether there is a version of the previous theorem that involves the set \( \mathcal{R}_0 \) of states \( \rho \) on \( \mathfrak{T}(\mathcal{H}) \) with the property that

\[
\rho(M_f) = f(0), \quad f \in A(\mathcal{H}).
\]

More precisely, we wonder whether or not \( \mathcal{B} = AC(\mathcal{R}_0) \). As mentioned in the introduction (see Question 1), we do not know the answer.

It is worthwhile to discuss this question further in the important case of the Drury–Arveson space \( H^2_d \) on \( \mathbb{B}_d \). Given a regular Borel measure \( \mu \) on \( S_d \), we define a bounded linear functional \( \varphi_{\mu} \) on \( \mathfrak{T}(H^2_d) \) by

\[
\varphi_{\mu}(t) = \int_{S_d} q(t) d\mu, \quad t \in \mathfrak{T}.
\]

For the sake of this discussion, define \( \mathcal{R}_0^m \) to be the set of states \( \rho \in \mathcal{R}_0 \) for which there is a regular Borel probability measure \( \mu \) such that \( \varphi = \varphi_{\mu} \). When \( d \geq 2 \), it was shown in [28] that there is a regular Borel probability measure \( \tau \) on \( S_d \), singular with respect to every measure defining a state in \( \mathcal{R}_0^m \), for which \( \varphi_{\tau} \in \mathcal{B} \). By Lemma 2.6, we infer that \( \varphi_{\tau} \in \mathcal{B} \setminus AC(\mathcal{R}_0^m) \). It is tempting to guess then that \( \varphi_{\tau} \in \mathcal{B} \setminus AC(\mathcal{R}_0) \), thereby answering Question 1. Unfortunately, we cannot prove this at present. The issue is that membership in \( AC(\mathcal{R}_0) \) is a priori easier to achieve than membership in \( AC(\mathcal{R}_0^m) \). The next example illustrates this phenomenon.

**Example 2.** Let \( \Delta \subset \mathfrak{T}(H^2_d)^* \) denote the norm closure of the convex hull of \( \{ |\psi| : \psi \in A(H^2_d)^\perp, ||\psi|| = 1 \} \). Furthermore, we let \( \Theta \subset C(S_d)^* \) denote the norm closure of the convex hull of \( \{ |\nu| : \nu \in A(\mathbb{B}_d)^\perp, ||\nu|| = 1 \} \). With \( \tau \) as above, it follows from Corollary 5.8 that \( \varphi_{\tau} \in AC(\Delta) \), while Theorem 5.4 implies that \( \tau \notin AC(\Theta) \). This may seem bizarre at first glance, as given a regular Borel measure \( \mu \) on \( S_d \), we have that \( \varphi_{\mu} \in A(H^2_d)^\perp \) if and only if \( \mu \in A(\mathbb{B}_d)^\perp \). The issue here is that the notion of absolute continuity in \( \mathfrak{T}(H^2_d)^* \) is much more flexible than its counterpart in \( C(S_d)^* \). We substantiate this claim by identifying explicitly an element \( \psi \in A(H^2_d)^\perp \) such that \( \varphi_{\tau} \ll \psi \).
Because \( \varphi_\tau \in \mathcal{R} \), it follows from (6) that there is a weak-\* continuous linear functional \( \omega : B(H^2_d) \to \mathbb{C} \) such that if we put \( \psi = \varphi_\tau - \omega|_{\mathcal{T}(H^2_d)} \), then \( \psi \in \mathcal{A}(H^2_d)\perp \). By Lemma 5.5, there is a central projection \( \mathcal{J} \in \mathcal{T}(H^2_d) \) such that \( \mathcal{H}^\perp = \mathcal{T}(H^2_d)\perp (I - \mathcal{J}) \) and \( \omega = \hat{\omega}(\mathcal{J}) \). By definition, \( \varphi_\tau \) annihilates \( \mathcal{H} \), so that \( \varphi_\tau = \hat{\varphi}_\tau(\mathcal{J}) \). For \( t \in \mathcal{T}(H^2_d) \) we find

\[
\varphi_\tau(t) = \hat{\varphi}_\tau(t_\mathcal{J}) = \hat{\psi}(t_\mathcal{J}) + \hat{\omega}(t_\mathcal{J}) = \hat{\psi}(t_\mathcal{J}).
\]

Thus, \( \varphi_\tau = \hat{\psi}(\cdot_\mathcal{J}) \), whence \( \varphi_\tau \) is absolutely continuous with respect to \( \psi \) by Lemma 2.5.

5.3. **Popescu’s noncommutative disc algebra.** Let \( d \geq 1 \) be an integer and let \( \mathbb{F}^+_d \) denote the free monoid on \( d \) generators. Let \( \mathfrak{F}^2_d \) be the full Fock space on \( \mathbb{C}^d \), which can be identified with \( L^2(\mathbb{F}^+_d) \). For each \( w \in \mathbb{F}^+_d \), we let \( e_w \in \mathfrak{F}^2_d \) denote the characteristic function of \( \{w\} \), so that \( \{e_w : w \in \mathbb{F}^+_d\} \) is an orthonormal basis of \( \mathfrak{F}^2_d \). For each \( 1 \leq j \leq d \), we let \( L_j \in B(\mathfrak{F}^2_d) \) be the isometry determined by

\[
L_j e_w = e_{jw}, \quad w \in \mathbb{F}^+_d.
\]

More generally, given a word \( u \in \mathbb{F}^+_d \), we let \( L_u \in B(\mathfrak{F}^2_d) \) be the isometry determined by

\[
L_u e_w = e_{uw}, \quad w \in \mathbb{F}^+_d.
\]

The norm-closed unital subalgebra \( \mathfrak{A}_d \subset B(\mathfrak{F}^2_d) \) generated by \( \{L_1, \ldots, L_d\} \) is Popescu’s noncommutative disc algebra \([37,38]\). We let \( \mathcal{F}_d = C^*(\mathfrak{A}_d) \subset B(\mathfrak{F}^2_d) \), and note that this C*-algebra contains the ideal of compact operators on \( \mathfrak{F}^2_d \) \([39, \text{Theorem } 1.3] \). In this subsection, we investigate the triple

\[
\mathfrak{A}_d \subset \mathcal{F}_d \subset B(\mathfrak{F}^2_d)
\]

and the associated Henkin functionals. First, we note that

\[
\text{Hen}_{B(\mathfrak{F}^2_d)}(\mathfrak{A}_d) = \mathcal{E}_{B(\mathfrak{F}^2_d)}(\mathfrak{A}_d)
\]

by virtue of Proposition 4.1 and the proof of \([19, \text{Theorem } 1.2] \). Adapting the proof of Lemma 5.6, we can now establish analyticity and coanalyticity of the triple.

**Lemma 5.9.** The triple \( \mathfrak{A}_d \subset \mathcal{F}_d \subset B(\mathfrak{F}^2_d) \) is both analytic and coanalytic.

**Proof.** Consider the set

\[
\Gamma_1 = \text{span}\{e_w : w \in \mathbb{F}^+_d\}
\]

which is obviously dense in \( \mathfrak{F}^2_d \). Given \( h \in \Gamma_1 \), there is an integer \( N \) large enough so that \( L_w h = 0 \) for every \( w \in \mathbb{F}^+_d \) with \( |w| \geq N \). We conclude that \( \{a^* h : a \in \mathfrak{A}_d\} \) is a finite-dimensional subspace and in particular is a proper closed subset of \( \mathfrak{F}^2_d \).

Next, let \( \Gamma_2 = (\mathbb{C} e_0)^\perp \). This is a proper closed subspace of \( \mathfrak{F}^2_d \) which is invariant under \( \mathfrak{A}_d \), so that no vector in \( \Gamma_2 \) can be cyclic for \( \mathfrak{A}_d \). Furthermore, we see that \( e_1 \in \Gamma_2 \) and

\[
\langle ae_0, e_0 \rangle = \langle ae_1, e_1 \rangle, \quad a \in \mathfrak{A}_d.
\]

We may now apply Proposition 4.2 and 4.3 to find that the triple

\[
\mathfrak{A}_d \subset \mathcal{F}_d \subset B(\mathfrak{F}^2_d)
\]

is indeed both analytic and coanalytic.

Up to this point, it may seem as though \( \mathfrak{A}_d \) behaves like \( \mathcal{A}(\mathcal{H}) \) for our purposes. The next step will exhibit a sharp difference. Before proceeding however, we need a preliminary result.
Lemma 5.10. Let $\varphi : \mathfrak{I}_d \to \mathbb{C}$ be a bounded linear functional annihilating $\mathfrak{A}_d$. Then, the following statements hold.

(i) There is a unital $*$-homomorphism $\pi : \mathfrak{I}_d \to B(\mathcal{H})$ and two vectors $\xi, \eta \in \mathcal{H}$ such that

$$\varphi(t) = \langle \pi(t)\xi, \eta \rangle$$

and $|\varphi|_t(t) = \overline{\langle \pi(t)\xi, \xi \rangle}$ for every $t \in \mathfrak{I}_d$. Furthermore, if we let $\mathcal{M} = \pi(\mathfrak{A}_d)\xi$, then there is a unitary operator $U : \mathfrak{S}_d^* \to \mathcal{M}$ such that

$$UaU^* = \pi(a)|_{\mathcal{M}}, \quad a \in \mathfrak{A}_d.$$

(ii) For each fixed $s \in \mathfrak{I}_d$, we have that $\varphi(s) \in B$.

Proof. Statement (i) follows readily from [15, Lemmas 2.1 and 4.3]; we remark here for the benefit of the reader that the absolute value of $\varphi$ found in [15] corresponds to $|\varphi|$ in our current notation (see [15, Subsection 2.1] for details).

Fix now $s \in \mathfrak{I}_d$. We infer from (i) that

$$\varphi(sa) = \langle aU^*\xi, U^*\pi(s^*)\eta \rangle, \quad a \in \mathfrak{A}_d$$

whence (ii) follows. \qed

We now return to the matter at hand.

Theorem 5.11. The set $B$ is a right band, but it is not a left band.

Proof. Fix $\psi \in B$ and $t \in \mathfrak{I}_d$. As observed before, we have that Hen$_{B(\mathfrak{S}_d)}(\mathfrak{A}_d) = \mathcal{E}_{B(\mathfrak{S}_d)}(\mathfrak{A}_d)$, so there is a weak-$*$ continuous functional $\omega$ on $B(\mathfrak{S}_d^*)$ such that if we put $\theta = \omega|_{\mathfrak{I}_d} - \psi \in \mathfrak{I}_d^*$, then $\theta \in \mathfrak{A}_d^+$. Lemma 5.10 implies that $\theta(t) \in B$. On the other hand, it is clear that $\omega(t)$ is another weak-$*$ continuous functional on $B(\mathfrak{S}_d^*)$, so that

$$\psi(t) = \omega(t)|_{\mathfrak{I}_d} - \theta(t)$$

lies in $B$.

Let now $\varphi \in \mathfrak{I}_d$ such that $\varphi^* \ll \psi^*$. Since Hen$_{B(\mathfrak{S}_d)}(\mathfrak{A}_d)$ is norm closed, so is $B$, whence Theorem 2.7 and the previous paragraph imply that $\varphi \in B$. We conclude that $B$ is indeed a right band.

Finally, it follows from [15, Example 2] that there is a functional $\tau \in \mathfrak{A}_d^+$ such that $\tau^* \notin B$. But $|\tau| \in B$ by Lemma 5.10, and clearly $\tau^* \ll |\tau|$, so that $B$ is not a left band. \qed

Next, we give a description of $B$. For this purpose, we let $\omega_0 : \mathfrak{I}_d \to \mathbb{C}$ denote the state defined as

$$\omega_0(t) = \langle te_{\omega}, e_{\omega} \rangle, \quad t \in \mathfrak{I}_d.$$

Let $\mathcal{R}_0$ denote the convex subset of states $\rho$ on $\mathfrak{I}_d$ such that $\rho|_{\mathfrak{A}_d} = \omega_0|_{\mathfrak{A}_d}$. We also let $\mathcal{R}_0^*$ denote the norm closure in $\mathfrak{I}_d^*$ of the set

$$\{\rho(b^*b) : \rho \in \mathcal{R}_0, b \in \mathfrak{A}_d\}.$$

Theorem 5.12. We have that

$$AC(\mathcal{R}_0)^* = B = AC(\Delta^*) \subset AC(\Delta)$$

where the inclusion is strict.
Proof. The facts that $\mathcal{B} = \text{AC}(\Delta_*)^\dagger \subset \text{AC}(\Delta)$ and that the inclusion is strict follow from Theorems 4.4 and 4.5, along with Lemma 5.9 and Theorem 5.11.

It thus only remains to show that $\text{AC}(|\mathcal{R}_0|)^\dagger = \mathcal{B}$. For this purpose, let $\varphi \in \mathfrak{A}_d^\dagger$ be non-zero. By Lemma 5.10, there is a unital $\ast$-homomorphism $\pi : \mathfrak{T}_d \rightarrow B(\mathcal{H})$ and a non-zero vector $\xi \in \mathcal{H}$ such that

$$|\varphi^\dagger|(t) = \langle \pi(t)\xi, \xi \rangle$$

for every $t \in \mathfrak{T}_d$. Furthermore, if we let $\mathcal{M} = \pi(\mathfrak{A}_d^\dagger)\xi$, then there is a unitary operator $U : \mathfrak{T}_d^2 \rightarrow \mathcal{M}$ such that

$$UaU^* = \pi(a)|\mathcal{M}, \quad a \in \mathfrak{A}_d.$$  

We claim that $|\varphi^\dagger| \in \text{AC}(\mathcal{R}_0)$. Indeed, let $\varepsilon > 0$ and note that $Ue_{\varphi}$ is necessarily cyclic for $\pi(\mathfrak{A}_d)|\mathcal{M}$. We may then choose $b \in \mathfrak{A}_d$ with the property that

$$\|\pi(b)Ue_{\varphi} - \xi\| < \varepsilon.$$  

Define $\rho \in \mathfrak{T}_d^\dagger$ as

$$\rho(t) = \langle \pi(t)Ue_{\varphi}, Ue_{\varphi} \rangle, \quad t \in \mathfrak{T}_d.$$  

It is readily verified that $\rho|\mathfrak{A}_d = \omega_0|\mathfrak{A}_d$ so that $\rho \in \mathfrak{R}_0$, and that

$$\|\rho(b^* \cdot b) - |\varphi^\dagger|\| < (1 + \|\xi\|)\varepsilon.$$  

Since $\varepsilon > 0$ was chosen to be arbitrary, we infer that $|\varphi^\dagger| \in \mathfrak{R}_0$. We conclude that $\Delta_* \subset \mathfrak{R}_0$. Thus, $\mathcal{B}^\dagger = \text{AC}(\Delta_*) \subset \text{AC}(\mathfrak{R}_0)$.

Conversely, let $\rho \in \mathfrak{R}_0$ and $b \in \mathfrak{A}_d$. Put $\theta = \rho(\cdot b)$. Since $\mathfrak{A}_d$ is an algebra and multiplication is separately weak-$\ast$ continuous on $B(\mathfrak{T}_d^2)$, it is readily seen that $\theta \in \mathfrak{B}$. Put now $\sigma = \theta(b^*)$. It follows from Theorem 2.7 that $\sigma^\dagger \ll \theta^\dagger$. But $\mathcal{B}$ is a right band by Theorem 5.11, whence $\rho(b^* \cdot b) = \sigma \in \mathcal{B}$. Since $\mathcal{B}$ is norm closed, we infer that $\mathfrak{R}_0 \subset \mathcal{B}$. Now, $\mathfrak{R}_0$ consists of self-adjoint functionals, so that $\mathfrak{R}_0 \subset \mathcal{B}$. Since $\mathcal{B}$ is a right band, we infer that $\text{AC}(\mathfrak{R}_0) \subset \mathcal{B}^\dagger$, and the proof is complete. \(\square\)

We recall here that given a state $\rho$ on some C$^*$-algebra $\mathfrak{T}$ and some element $t \in \mathfrak{T}$, typically the functional $\rho(t^* \cdot t)$ is not absolutely continuous with respect to $\rho$; see Example 1. However, this statement does hold true whenever $\mathfrak{T}$ is commutative by Lemma 2.5. Thus, in the commutative setting we find $\text{AC}(|\mathfrak{R}_0|) = \text{AC}(\mathfrak{R}_0)$, hence the previous result can be viewed as a partial analogue of Theorem 5.4.

6. NON-COMMUTATIVE PEAKING AND INTERPOLATION

In this final section, we give another application of our abstract results from Section 4. The setting is that of non-commutative peak sets, as introduced by Hay in [29] and further refined in a series of subsequent papers [6, 5, 9, 10]. Our main result in this direction will highlight a web of implications – some already known, some new – between numerous fine properties of closed projections.

**Definition 6.1.** Let $\mathfrak{T}$ be a unital C$^*$-algebra and let $\mathcal{A} \subset \mathfrak{T}$ be a unital norm-closed subalgebra. Let $q \in \mathfrak{T}^{**}$ be a closed projection. We say that $q$ is:

(a) a **null** projection if $|\varphi|(q) = 0$ for every $\varphi \in \mathcal{A}^\perp$;

(b) a **peak** projection if there is a contraction $a \in \mathcal{A}$ such that $aq = q$ and $\|ap\| < 1$ for every closed projection $p \in \mathfrak{T}^{**}$ orthogonal to $q$;

(c) an **interpolation** projection if $q\mathcal{A} = q\mathfrak{T}$;
(d) a vanishing locus projection if there is \( a \in \mathcal{A} \) such that \( aq = 0 \) and \( ap \neq 0 \) for every non-zero closed projection \( p \in \mathcal{S}^{**} \) orthogonal to \( q \).

Let \( \mathcal{W} \) be a von Neumann algebra which contains a copy of \( \mathcal{S} \). We say that \( q \) is a totally null projection if \( |\varphi|(q) = 0 \) for every \( \varphi \in \mathcal{S}^* \) such that \( \varphi|_{\mathcal{A}} \in \text{Hen}_{\mathcal{W}}(\mathcal{A}) \).

**Theorem 6.2.** Let \( \mathcal{W} \) be a von Neumann algebra, let \( \mathcal{I} \subset \mathcal{W} \) be a unital C*-subalgebra, and let \( \mathcal{A} \subset \mathcal{I} \) be a unital norm-closed subalgebra. Let \( q \in \mathcal{S}^{**} \) be a closed projection. Consider the following statements:

(i) \( q \) is a totally null projection
(ii) \( q \) is a null projection
(iii) \( q \) is an interpolation projection
(iv) \( q \in \mathcal{A}^{\perp\perp} \)
(v) \( q \) is a peak projection
(vi) \( q \) is a vanishing locus projection

Then, we have

\[ (i) \implies (ii) \implies (iii) \implies (iv) \implies (v) \implies (vi). \]

If the triple \( \mathcal{A} \subset \mathcal{I} \subset \mathcal{W} \) is analytic, then we have (ii) \( \implies \) (i). If \( \mathcal{A} \) is separable, then we have (iv) \( \implies \) (v).

**Proof.** (i) \( \implies \) (ii): This is trivial.

(ii) \( \implies \) (iv): If \( \varphi \in \mathcal{A}^\perp \), then \( |\varphi|(q) = 0 \) because \( q \) is assumed to be null. But then Lemma 2.4 implies that \( \widehat{\varphi}(q) = 0 \), so that \( q \in \mathcal{A}^{\perp\perp} \).

(ii) \( \implies \) (iii): This is contained in the proof of [29, Proposition 3.4], but we reproduce the details here. Consider \( q\mathcal{I} \) as a subspace of \( \mathcal{S}^{**} \). Let \( \varphi : q\mathcal{I} \to \mathbb{C} \) be a bounded linear functional such that \( q\mathcal{A} \subset \ker \varphi \). Using that \( (q\mathcal{I})^{**} \) is isometrically and weak*-homeomorphically isomorphic to \( (q\mathcal{I})^{\perp\perp} = q\mathcal{I}^{**} \), we obtain a weak*-continuous linear functional \( \varphi' : q\mathcal{I}^{**} \to \mathbb{C} \) extending \( \varphi \). Define a weak*-continuous linear functional \( \psi : \mathcal{I}^{**} \to \mathbb{C} \) as

\[ \psi(\xi) = \varphi'(q\xi), \quad \xi \in \mathcal{I}^{**}. \]

Since \( q\mathcal{A} \subset \ker \varphi \), it follows that \( \psi|_{\mathcal{I}} \in \mathcal{A}^\perp \), whence \( |\psi|(q) = 0 \) since \( q \) is assumed to be null. Invoking Lemma 2.4, we infer that \( \psi(q\xi) = 0 \) for every \( \xi \in \mathcal{I}^{**} \), whence \( \varphi = 0 \). By the Hahn–Banach theorem, this implies that \( q\mathcal{A} \) is norm dense in \( q\mathcal{I} \). On the other hand, because we showed in the previous paragraph that \( q \in \mathcal{A}^{\perp\perp} \), it follows from [29, Proposition 3.1] that \( q\mathcal{A} \) is closed, so that \( q\mathcal{A} = q\mathcal{I} \).

(iii) \( \implies \) (ii): Let \( \varphi \in \mathcal{A}^\perp \) and choose a partial isometry \( v \in \mathcal{S}^{**} \) such that \( |\varphi| = \widehat{\varphi}(v) \). By assumption, we have \( q\mathcal{A} = q\mathcal{I} \). Taking weak*-closures in \( \mathcal{S}^{**} \), we obtain \( q\mathcal{A}^{\perp\perp} = q\mathcal{I}^{**} \). Thus, there is \( \xi \in \mathcal{I}^{\perp\perp} \) such that \( q\xi = qv \). Note then that \( \widehat{\varphi}(q\xi) = 0 \) since \( q\xi \in \mathcal{A}^{\perp\perp} \), hence

\[ |\varphi|(q) = \widehat{\varphi}(qv) = \widehat{\varphi}(q\xi) = 0. \]

We conclude that \( q \) is a null projection.

(v) \( \implies \) (iv): This is an immediate consequence of [29, Lemma 3.6 and Theorem 5.1].

(v) \( \implies \) (vi): Since \( q \) is a peak projection, there is a contraction \( a \in \mathcal{A} \) such that \( aq = q \) and \( \|ap\| < 1 \) for every closed projection \( p \in \mathcal{S}^{**} \) orthogonal to \( q \). Let \( b = I - a \in \mathcal{A} \). We see that \( bq = 0 \) and if \( p \in \mathcal{S}^{**} \) is non-zero closed projection orthogonal to \( q \), then

\[ \|bp\| = \|p - ap\| \geq 1 - \|ap\| > 0. \]
so that $bp \neq 0$.

Assume now that the triple $\mathcal{A} \subset \mathcal{F} \subset \mathcal{W}$ is analytic and that (ii) holds. Thus, $|\varphi(q)| = 0$ for every $\varphi \in \mathcal{A}^\perp$. Clearly, this implies that $\delta(q) = 0$ for every $\delta$ in the norm closure $\Delta \subset \mathcal{F}^*$ of the convex hull of $\{|\varphi| : \varphi \in \mathcal{A}^\perp, \|\varphi\| = 1\}$. It follows from Lemma 2.4 that $|\varphi(q)| = 0$ for every $\varphi \in \mathcal{A}C(\Delta)$. But Theorem 4.4 implies that $\mathcal{A}C(\Delta)$ contains all functionals whose restriction to $\mathcal{A}$ lies in $\text{Hen}_\mathcal{W}(\mathcal{A})$, so indeed $q$ is totally null.

Finally, when $\mathcal{A}$ is separable the fact that (iv) implies (v) is proved in [8, Theorem 3.4] (alternatively, see [16, Corollary 3.3]).

We remark here that while most of the implications in the previous theorem were already contained (at least implicitly) in the literature, the relationship between a closed projection being null and being totally null is novel, and requires our main result Theorem 4.4.

Classically, for the triple $A(\mathcal{B}d) \subset C(\mathcal{S}d) \subset L^\infty(\mathcal{S}d, \sigma)$, the closed projection $q$ in the previous theorem is the characteristic function of a closed subset $K \subset \mathcal{S}d$. In this case, conditions (i) through (vi) in Theorem 6.2 are all equivalent [41, Chapter 10]. In fact, these conditions are further equivalent to $K$ being a so-called peak interpolation set; something similar is true in general [29, Theorems 3.4 and 5.10]. We will not discuss the corresponding notion of “peak interpolation projection” here, but we mention that a beautiful non-commutative peak interpolation theory has emerged over the years that parallels the classical one in many ways; see [6],[5],[9],[10],[13],[18] for details.

In general, it is not true that (iv) implies (v) unconditionally: even in the classical setting of a uniform algebra, some form of topological regularity is required (see [23, Lemma 12.1 and Theorem 12.7]). We close the paper with an example showing that the implications (vi) $\Rightarrow$ (i), (vi) $\Rightarrow$ (iii) and (vi) $\Rightarrow$ (v) generally fail as well, even in the separable setting (see [14] for a related discussion).

**Example 3.** Let $d \geq 2$ be an integer, and let $H^2_d$ be the Drury–Arveson space on $\mathbb{B}d$. In this example, we work with the triple $\mathcal{A}(H^2_d) \subset \mathcal{F}(H^2_d) \subset B(H^2_d)$.

It follows from Lemma 5.5 that we may identify $\mathcal{F}(H^2_d)^* \subset B(H^2_d) \oplus C(\mathcal{S}d)^*$. Under this identification, $f \in \mathcal{A}(H^2_d)$ corresponds to $M_f \oplus f$; this will be used implicitly below.

Let $K \subset \mathcal{S}d$ be a closed set which is a zero set for $\mathcal{A}(H^2_d)$, in the sense that there is $a \in \mathcal{A}(H^2_d)$ with $a^{-1}(\{0\}) = K$. Let $\chi_K \in C(\mathcal{S}d)^*$ denote the characteristic function of $K$. It is easily verified that $q_K = 0 \oplus \chi_K$ is a closed projection in $\mathcal{F}(H^2_d)^*$. We claim that it is a vanishing locus projection. First, it is clear $aq_K = 0$ by choice of $a$ and $K$. Next, let $p \in \mathcal{F}(H^2_d)^*$ be a non-zero closed projection orthogonal to $q_K$. If we write $p = p' \oplus p''$ with $p' \in B(H^2_d)$ and $p'' \in C(\mathcal{S}d)^*$, then $p''$ is a closed projection relative to $C(\mathcal{S}d)$. In particular, there is a closed subset $L \subset \mathcal{S}d$ such that $p'' = \chi_L$. Using that $pq_K = 0$, we find $K \cap L = \emptyset$. If $p'' \neq 0$, then $L$ is non-empty and the function $a$ does not vanish on $L$, so $ap'' \neq 0$ and $ap \neq 0$. On the other hand, if $p'' = 0$, then necessarily $p' \neq 0$. Recall now that $a \neq 0$, so the operator $M_a \in B(H^2_d)$ is injective and $M_ap' \neq 0$. We infer that $ap \neq 0$ in that case well, so indeed $q$ is a vanishing locus projection.

Assume further that $K$ is of the type constructed in [18, Theorem 11.1]. Then, Lemma 2.2 implies that $q_K = 0 \oplus \chi_K$ is not totally null. Moreover,

$q_K \mathcal{A}(H^2_d) = \{0\} \oplus \{a|_K : a \in \mathcal{A}(H^2_d)\}$
and

\[ q_K \mathfrak{H} (H^2_{\mathbb{D}}) = \{0\} \oplus C(K). \]

Hence, we conclude from [18, Theorem 12.2] that \( q_K \mathcal{A}(H^2_{\mathbb{D}}) \) is a proper subset of \( q_K \mathfrak{H} (H^2_{\mathbb{D}}) \), so \( q_K \) is not an interpolation projection. Finally, let \( b \in \mathcal{A}(H^2_{\mathbb{D}}) \) be a contraction with \( b q_K = q_K \). This implies that the function \( b \) is identically equal to \( 1 \) on \( K \). Another application of [18, Theorem 12.2] yields the existence of a point \( \zeta \in \mathbb{S}_{\mathbb{D}} \setminus K \) such that \( b(\zeta) = 1 \). Then, the projection \( p = 0 \oplus \chi_{\zeta} \in \mathfrak{H} (H^2_{\mathbb{D}})^*^* \) is closed and orthogonal to \( q_K \), and \( \|bp\| = b(\zeta) = 1 \). We infer that \( q_K \) is not a peak projection. \( \square \)

References

[1] Charles A. Akemann, The general Stone-Weierstrass problem, J. Functional Analysis 4 (1969), 277–294. MR0251545

[2] ______, Left ideal structure of \( C^* \)-algebras, J. Functional Analysis 6 (1970), 305–317. MR0275177

[3] William Arveson, Subalgebras of \( C^* \)-algebras. III. Multivariable operator theory, Acta Math. 181 (1998), no. 2, 159–228. MR1668582 (2000e:47013)

[4] Kelly Bickel, Michael Hartz, and John E. McCarthy, A multiplier algebra functional calculus, Trans. Amer. Math. Soc. 370 (2018), no. 12, 8467–8482. MR3864384

[5] David P. Blecher, Noncommutative peak interpolation revisited, Bull. Lond. Math. Soc. 45 (2013), no. 5, 1100–1106. MR3105002

[6] David P. Blecher, Damon M. Hay, and Matthew Neal, Hereditary subalgebras of operator algebras, J. Operator Theory 59 (2008), no. 2, 333–357. MR2411049

[7] David P. Blecher and Christian Le Merdy, Operator algebras and their modules—an operator space approach, London Mathematical Society Monographs. New Series, vol. 30, The Clarendon Press, Oxford University Press, Oxford, 2004. Oxford Science Publications. MR2111973

[8] David P. Blecher and Matthew Neal, Open projections in operator algebras II: Compact projections, Studia Math. 209 (2012), no. 3, 203–224. MR2944468

[9] David P. Blecher and Charles John Read, Operator algebras with contractive approximate identities, J. Funct. Anal. 261 (2011), no. 1, 188–217. MR2785898

[10] ______, Operator algebras with contractive approximate identities, II, J. Funct. Anal. 264 (2013), no. 4, 1049–1067. MR3004957

[11] Nikolaos Chalmoukis and Michael Hartz, Totally null sets and capacity in Dirichlet type spaces, preprint arXiv:2007.01569 (2020).

[12] Raphaël Clouâtre, Robert T. W. Martin, and Edward J. Timko, Analytic functionals for the non-commutative disc algebra, preprint arXiv:2009.100226 (2020).

[13] ______, Duality, convexity and peak interpolation in the Drury-Arveson space, Adv. Math. 295 (2016), 90–149. MR3488033

[14] Raphaël Clouâtre and Kenneth R. Davidson, Ideals in a multiplier algebra on the ball, Trans. Amer. Math. Soc. 370 (2018), no. 3, 1509–1527. MR3739183

[15] Kenneth R. Davidson and Michael Hartz, Interpolation and duality in algebras of multipliers on the ball, preprint arXiv:2003.14341 (2020).

[16] Jörg Eschmeier, Invariant subspaces and hyper-reflexivity for free semigroup algebras, Proc. London Math. Soc. (3) 78 (1999), no. 2, 401–430. MR1665248 (2000k:47005)

[17] Raphaël Clouâtre and Ian Thompson, Finite-dimensionality in the non-commutative Choquet boundary: peaking phenomena and \( C^* \)-liminality, preprint arXiv:2009.100226 (2020).

[18] Brian Cole and R. Michael Range, \( A \)-measures on complex manifolds and some applications, J. Functional Analysis 11 (1972), 393–400. MR0340619 (49 #5398)

[19] ______, Interpolation and duality in algebras of multipliers on the ball, preprint arXiv:2003.14341 (2020).

[20] Jörg Eschmeier, Invariant subspaces for spherical contractions, Proc. London Math. Soc. (3) 75 (1997), no. 1, 157–176. MR1444317

[21] Jörg Eschmeier, Invariant subspaces for commuting contractions, J. Operator Theory 45 (2001), no. 2, 413–443. MR1841102
[22] Ruy Exel, *The F. and M. Riesz theorem for C*-algebras*, J. Operator Theory **23** (1990), no. 2, 351–368. MR1066812

[23] Theodore W. Gamelin, *Uniform algebras*, Prentice-Hall, Inc., Englewood Cliffs, N. J., 1969. MR0410387

[24] Aurelian Gheondea and Şamil Kavruk, *Absolute continuity for operator valued completely positive maps on C*-algebras*, J. Operator Theory **23** (1990), no. 2, 22102, 29. MR2494828

[25] I. Glicksberg, *The abstract F. and M. Riesz theorem*, J. Functional Analysis **1** (1967), 109–122. MR0211264 (35 #2146)

[26] Kunyu Guo, Junyun Hu, and Xianmin Xu, *Toeplitz algebras, subnormal tuples and rigidity on reproducing C[z_1, \ldots, z_d]-modules*, J. Funct. Anal. **210** (2004), no. 1, 214–247. MR2052120 (2005a:47007)

[27] Michael Hartz, *On the isomorphism problem for multiplier algebras of Nevanlinna-Pick spaces*, Canad. J. Math. **69** (2017), no. 1, 54–106. MR3589854

[28] Michael Hartz, *On the isomorphism problem for multiplier algebras of Nevanlinna-Pick spaces*, Canad. J. Math. **69** (2017), no. 1, 54–106. MR3589854

[29] G. M. Henkin, *The Banach spaces of analytic functions in a ball and in a bicylinder are nonisomorphic*, Funkcional. Anal. i Priloˇ zen. **2** (1968), no. 4, 82–91. MR0415288 (54 #3378)

[30] Heinz König and G. L. Seever, *The abstract F. and M. Riesz theorem*, Duke Math. J. **36** (1969), 791–797. MR0287319 (44 #4526)

[31] V. Müller and F.-H. Vasilescu, *Standard models for some commuting multioperators*, Proc. Amer. Math. Soc. **117** (1993), no. 4, 979–989. MR1112498 (93e:47016)

[32] Gert K. Pedersen, *Measure theory for C*-algebras. I*, Math. Scand. **19** (1966), 131–145. MR259627

[33] Gert K. Pedersen, *Measure theory for C*-algebras. II*, Math. Scand. **22** (1968), 63–74. MR246138

[34] Gert K. Pedersen, *Measure theory for C*-algebras. III, IV*, Math. Scand. **25** (1969), 71–93; ibid. 25 (1969), 121–127. MR259627

[35] G. M. Henkin, *The Banach spaces of analytic functions in a ball and in a bicylinder are nonisomorphic*, Funkcional. Anal. i Priloˇ zen. **2** (1968), no. 4, 82–91. MR0415288 (54 #3378)

[36] G. M. Henkin, *The Banach spaces of analytic functions in a ball and in a bicylinder are nonisomorphic*, Funkcional. Anal. i Priloˇ zen. **2** (1968), no. 4, 82–91. MR0415288 (54 #3378)

[37] Gelu Popescu, *Isometric dilations for infinite sequences of noncommuting operators*, Trans. Amer. Math. Soc. **316** (1989), no. 2, 523–536. MR972704 (90c:47006)

[38] Gelu Popescu, *Non-commutative disc algebras and their representations*, Proc. Amer. Math. Soc. **124** (1996), no. 7, 2137–2148. MR1343719 (96k:47077)

[39] Gelu Popescu, *Non-commutative disc algebras and their representations*, Proc. Amer. Math. Soc. **124** (1996), no. 7, 2137–2148. MR1343719 (96k:47077)

[40] Gelu Popescu, *Non-commutative disc algebras and their representations*, Proc. Amer. Math. Soc. **124** (1996), no. 7, 2137–2148. MR1343719 (96k:47077)

[41] John Rainwater, *A note on the preceding paper*, Duke Math. J. **36** (1969), 799–800. MR290114

[42] Walter Rudin, *Function theory in the unit ball of C^n*, Classics in Mathematics, Springer-Verlag, Berlin, 2008. Reprint of the 1980 edition. MR2446682 (2009g:32001)

[43] Walter Rudin, *Function theory in the unit ball of C^n*, Classics in Mathematics, Springer-Verlag, Berlin, 2008. Reprint of the 1980 edition. MR2446682 (2009g:32001)

[44] Walter Rudin, *Function theory in the unit ball of C^n*, Classics in Mathematics, Springer-Verlag, Berlin, 2008. Reprint of the 1980 edition. MR2446682 (2009g:32001)

[45] M. Takesaki, *Theory of operator algebras. I*, Encyclopaedia of Mathematical Sciences, vol. 124, Springer-Verlag, Berlin, 2002. Reprint of the first (1979) edition, Operator Algebras and Non-commutative Geometry, 5. MR1873025

[46] Stefaan Vaes, *A Radon-Nikodým theorem for von Neumann algebras*, J. Operator Theory **46** (2001), no. 3, suppl., 477–489. MR1897150

[47] R. Ř. Valšík, *Measures that are orthogonal to analytic functions in C^n*, Dokl. Akad. Nauk SSSR **198** (1971), 502–505. MR0265899 (41 #3116)

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF MANITOBA, WINNIPEG, MANITOBA, CANADA

R3T 2N2

Email address: raphael.clouatre@umanitoba.ca
Email address: edward.timko@umanitoba.ca