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Abstract
The transformation of cold neutral intergalactic hydrogen into a highly ionized warm plasma marks the end of the cosmic dark ages and the beginning of the age of galaxies. The details of this process reflect the nature of the early sources of radiation and heat, the statistical characteristics of the large-scale structure of the Universe, the thermodynamics and chemistry of cosmic baryons, and the histories of star formation and black hole accretion. A number of massive data sets from new ground- and space-based instruments and facilities over the next decade are poised to revolutionize our understanding of primeval galaxies, the reionization photon budget, the physics of the intergalactic medium (IGM), and the fine-grained properties of hydrogen gas in the “cosmic web”. In this review, we survey the physics and key aspects of reionization-era modeling and describe the diverse range of computational techniques and tools currently available in this field.
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1 Introduction

About 380,000 years after the Big Bang the temperature of the Universe dropped for the first time below three thousand degrees Kelvin, the primordial plasma recombined to form neutral hydrogen atoms, matter decoupled from the photon field, and the radiation presently observed as the cosmic microwave background (CMB) was released. The Universe then entered a period devoid of any luminous sources cosmologists call the cosmic “dark ages”, quietly waiting for gravity to draw hydrogen gas into collapsing dark matter halos. The formation of the very first stars following gas condensation and cooling, some 200 million years after the Big Bang, marks the end of the dark ages and the beginning of the age of galaxies. These young stellar systems emitted energetic UV radiation capable of ionizing local “bubbles” of hydrogen gas. As more and more stars lit up and the mean density of the diffuse
intergalactic medium (IGM) – the main reservoir of baryonic material at all epochs – decreased, these H II bubbles overlapped and progressively larger volumes became ionized and heated. Throughout this epoch of reionization and reheating, the all-pervading IGM became clumpy under the influence of gravity, and acted as both a source of fuel for the galaxy formation process, and as a sink for absorbing the products of star formation (metals, wind mechanical energy, and radiation).

The first theoretical calculations of inhomogeneous hydrogen reionization (Arons and McCray 1970; Arons and Wingert 1972) assumed a uniform IGM and estimated that quasar ionization zones would overlap by redshift $z \sim 3$. These timely studies made immediately clear that: 1) initially isolated cosmological H II regions would grow in size around the first sources; 2) the thickness of ionization fronts – of order the mean free path of Lyman-continuum (LyC) radiation in the neutral IGM, $\lambda_{\text{mfp}} \sim 0.27 (1+z)^{-3}$ proper Mpc – would be much smaller than the size of these H II regions; 3) H II regions would accumulate faster than they can recombine as the UV emissivity of the Universe rose; and 4) at the epoch when H II overlap occurred, the photon mean free path and the intensity of the ionizing background would increase abruptly. Many of these salient features are seen in current state-of-the-art numerical simulations of this process. Today, however, we believe that hydrogen reionization ended some 0.9 Gyr after the Big Bang (Fan et al. 2006) and was likely driven by star-forming galaxies rather than quasars (e.g. Shapiro and Giroux 1987; Madau et al. 1999; Gnedin 2000; Robertson et al. 2015). We know that the IGM is clumpy and that the optically thick “Lyman-limit systems” (LLSs), high density regions that trace non-linear and collapsed structures, cause the mean free path to LyC radiation to remain smaller than the horizon even after overlap (e.g. Gnedin and Fan 2006; Furlanetto and Mesinger 2009; Worseck et al. 2014). And we argue about the fraction of ionizing photons that escape from individual galaxies into the IGM and the role played by energetic X-ray radiation in altering the thermal and ionization balance of the early IGM (e.g. Madau et al. 2004; Oh 2001; Venkatesan et al. 2001; Madau and Fragos 2017).

Modern observations of resonant absorption in the spectra of distant quasars show that reionization was nearly completed at $z \sim 6$ (Fan et al. 2006; McGreer et al. 2015; Becker et al. 2015). A very early onset of reionization is disfavoured by the final full-mission Planck CMB anisotropy analysis, which prefers a late and fast transition from a neutral to an ionized Universe, and by a variety of astrophysical probes (Schroeder et al. 2013; Bañados et al. 2018; Ouchi et al. 2010; Schenker et al. 2014; Oñorbe et al. 2017; Villasenor et al. 2022). Despite a considerable community effort, however, many key aspects of this process, such as the very nature of the first sources of UV radiation, how they interacted with their environment, the back-reaction of reionization on infant galaxies and its imprint on their luminosity function and gas content, the impact of patchy reionization on observables, and the thermodynamics of primordial baryonic gas, all remain highly uncertain. Even a complete knowledge of the sources and sinks of UV and X-ray light in the early Universe, which astrophysicists by no means possess, would not automatically translate into a detailed understanding of the reionization process as a whole, as this ultimately requires extremely challenging cosmological numerical simulations that self-consistently
couple all the relevant physical processes – dark matter dynamics, gas dynamics, self-gravity, star formation/feedback, radiative transfer, non-equilibrium ionizations and recombinations, chemical enrichment, heating and cooling – over a huge range of scales (e.g. Gnedin 2014; Ocvirk et al. 2016; Pawlik et al. 2017; Finlator et al. 2018; Kannan et al. 2022a). Over the next decade, the large wavelength coverage, unique sensitivity, and manifold spectroscopic and imaging capabilities of the James Webb Space Telescope (JWST) will allow the discovery of star-forming galaxies out to redshift 15, the tracing of the evolution of the cosmic star-formation rate density to the earliest times, the determination of the cross-correlation of galaxies with the opacity of the early IGM, the study of the highly ionized near-zones around \( z > 6 \) quasars, and will provide tight constraints on both the reionization history and the contribution of different sources to the ionizing photon budget of the Universe. These observations will be complemented by a number of massive datasets from several existing facilities, such as the Dark Energy Spectroscopic Instrument (DESI), the Subaru Hyper Suprime-Cam (HSC), the Extremely Large Telescope (ELT), the Atacama Large Millimeter Array (ALMA), and the Hydrogen Epoch of Reionization Array (HERA). Even more advanced observational capabilities will become available in the very near future, such as 30-meter class telescopes, the Euclid satellite, the Roman Space Telescope, intensity mapping instruments such as SPHEREx, CCat-p, TIME, CONCERTO, or COMAP, and, in a more distant future, the ultimate 21 cm machine, the Square Kilometre Array (SKA). It is generally believed that the coming years will mark the beginning of a golden age of early Universe and epoch of reionization science (Fig. 1).

It seems then timely to survey in a “living” document the key aspects of reionization-era modeling and the diverse range of computational techniques and tools currently available in this field, with the aim of providing a comprehensive road map for guiding and interpreting forthcoming observations of the early Universe. A

![Fig. 1 Cosmic reionization fundamentals. After recombination at \( z \sim 1100 \), hydrogen in the IGM remained neutral until the first stars and galaxies formed at \( z \sim 15 \). These primordial systems released energetic UV photons capable of ionizing local bubbles of hydrogen gas. As the abundance of these early galaxies increased, H II bubbles overlapped and progressively larger volumes became ionized. The hydrogen reionization process completed at \( z \sim 6 \), approximately 1 Gyr after the Big Bang. Observations suggest that the double reionization of helium occurred at a later time (e.g. Kriss et al. 2001; Shull et al. 2004; Zheng et al. 2004; Shull et al. 2010; Worseck et al. 2016), when hard UV-emitting quasars and other active galactic nuclei (AGNs) became sufficiently abundant. Image adapted from Robertson et al. (2010), copyright by Macmillan](image)
note on terminology. In the remainder of this review, we call analytical models of reionization those based on a set of equations for some statistical description of the process, such as the averaged neutral fraction, even in the absence of a closed form mathematical solution. By contrast, numerical methods of reionization are those that provide an actual realization of the hydrogen density field in a 3-dimensional volume, starting from initial Gaussian density fluctuations. A full hydrodynamical simulation is thus a numerical model, but so is the “semi-numerical” realization of the H II field provided by, say, the 21cmFast code (Mesinger et al. 2011).

In the spirit of a “living” article that is kept up-to-date, we have tried to structure this review in a way that maximizes the visibility of the latest findings for the reader, critically evaluate existing work, place it in a meaningful context, and suggest areas where more research and new results are needed. Given the limited space available, it is impossible to provide here a thorough survey of the huge community effort behind reionization and IGM studies without leaving out significant contributions or whole subfields. For additional material, we therefore refer the reader to a number of recent complementary reviews on these topics (Meiksin 2009; Choudhury 2009; Trac and Gnedin 2011; Zaroubi 2013; Lidz 2016; McQuinn 2016; Dayal and Ferrara 2018; Robertson 2022). Unless otherwise stated, all results presented below assume a flat cosmology with parameters \((\Omega_M, \Omega_A, \Omega_b) = (0.3, 0.7, 0.045)\), a Hubble constant of \(H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}\), and a primordial baryonic gas of total hydrogen and helium mass fractions \(X = 0.75\) and \(Y = 0.25\). We shall also use spectroscopic notation to indicate the ionization states – H I and H II for neutral and ionized hydrogen, and He I, He II, and He III for neutral, singly ionized, and doubly ionized helium, respectively.

2 The physics of intergalacticic gas

The IGM is the storehouse of the bulk of cosmic baryons at high redshift. It forms a filamentary network that hosts the formation of galaxies and gives origin to a “forest” of Lyman-\(\alpha\) absorption lines, the signature of a highly fluctuating medium with temperatures characteristic of photoionized gas (see, e.g., Meiksin 2009; McQuinn 2016, and references therein). It is dark matter that provides the backbone of large-scale structure in the Universe, a web-like pattern present in embryonic form in the overdensity motif of the initial fluctuation field and only sharpened by nonlinear gravitational dynamics (Bond et al. 1991). The Lyman-\(\alpha\) forest traces this underlying “cosmic web” on scales and at redshifts that cannot be probed by any other observable. Because of its long cooling time, diffuse gas at \(z \sim 2 – 5\) retains some memory of when and how it was reheated and reionized at \(z \gtrsim 6\) (Miralda-Escudé and Rees 1994). The physics that governs the properties of the IGM throughout these epochs remains similar, as the evolving cosmic UV emissivity and the transfer of that radiation through a medium made clumpy by gravity determine both the details of the reionization process and the thermodynamics of the forest.
2.1 Photoionization of hydrogen and helium

Photons with frequencies $\nu > \nu_{\text{HI}}$ will ionize intergalactic hydrogen at a rate per neutral hydrogen atom of

$$ I_{\text{HI}} = 4\pi \int_{\nu_{\text{HI}}}^{\infty} \frac{J_{\nu}}{h\nu} \sigma_{\text{HI}}(\nu) d\nu, $$

where $\sigma_{\text{HI}}(\nu)$ is the bound-free absorption cross-section from the ground state and $h\nu_{\text{HI}} = 13.6$ eV is the ionization potential of the hydrogen atom. Here, $J_{\nu}$ is the angle-averaged specific intensity,

$$ J_{\nu}(t, \mathbf{x}) = \frac{1}{4\pi} \int d\Omega I_{\nu}(t, \mathbf{x}, \mathbf{n}), $$

where $I_{\nu}(t, \mathbf{x}, \mathbf{n})$ is the intensity of the radiation field at cosmic time $t$ and position $\mathbf{x}$, measured along the direction $\mathbf{n}$. Protons will radiatively capture free electrons at the rate per proton $n_e x_{\text{HII}}(T)$, where

$$ x_{\text{HII}}^A(T) \approx 4.2 \times 10^{-13} T_4^{0.7} \text{ cm}^3 \text{ s}^{-1} $$

is the Case-A temperature-dependent radiative recombination coefficient onto all atomic levels of hydrogen, $T_4$ is the gas temperature in units of $10^4$ K, and $n_e$ is the proper electron density. There exist more accurate fits for $x_{\text{HII}}^A$, but this approximate form typically suffices for analytical calculations. Case-A recombination is the correct choice for modeling reionization, as H-ionizing photons emitted in radiative transitions from the continuum directly to the $1s$ level are typically redshifted below threshold before being absorbed by the IGM (Kaurov and Gnedin 2014). In terms of the ionization fractions $x_{\text{HI}} = n_{\text{HI}}/n_\text{H}$ and $x_{\text{HII}} = n_{\text{HII}}/n_\text{H}$, the rate equation for low density photoionized gas can be then written as

$$ \frac{dx_{\text{HI}}}{dt} = -x_{\text{HI}} I_{\text{HI}} + n_e x_{\text{HII}} x_{\text{HII}}^A, $$

and similarly for the ionization states of helium $x_{\text{HeI}} = n_{\text{HeI}}/n_{\text{He}}$, $x_{\text{HeII}} = n_{\text{HeII}}/n_{\text{He}}$, and $x_{\text{HeIII}} = n_{\text{HeIII}}/n_{\text{He}}$:

$$ \frac{dx_{\text{HeI}}}{dt} = -x_{\text{HeI}} I_{\text{HeI}} + n_e x_{\text{HeII}} (x_{\text{HeII}}^A + x_{\text{HeII}}^D), $$

$$ \frac{dx_{\text{HeII}}}{dt} = -x_{\text{HeII}} I_{\text{HeII}} + n_e x_{\text{HeIII}} x_{\text{HeIII}}^A - \frac{dx_{\text{HeI}}}{dt}, $$

where $d/dt$ is the Lagrangian derivative and the recombination coefficient of helium includes a dielectronic capture term $x_{\text{HeII}}^D$ from He II into He I (Aldrovandi and Pequignot 1973). The rate equations above neglect collisional ionizations by thermal electrons and must be supplemented by three closure conditions for the conservation of charge and of the total abundances of hydrogen and helium.
2.2 Heating and cooling

The temperature of an unshocked gas element of overdensity $\Delta \equiv \rho_b/\langle \rho_b \rangle$, where $\rho_b$ is the gas mass density, exposed to an ionizing UV photon field, obeys the equation (e.g. Hui and Gnedin 1997)

$$\frac{dT}{dt} = -2HT + \frac{2T d\Delta}{3 \Delta dt} + \frac{T d\mu}{\mu dt} + \frac{2\mu}{3k_B n}(\mathcal{H} - \Lambda),$$

where $H$ is the expansion rate, $\mu$ is the mean molecular weight, $n$ is the proper number density of all species including electrons, $\Lambda$ is the total cooling rate per unit physical volume, and all other symbols have their usual meaning. The total photoheating rate $\mathcal{H}$ is summed over the species $i = \text{H I, He I, and He II}$,

$$\mathcal{H} = \sum_i n_i H_i,$$

where

$$H_i = 4\pi \int_{h_i}^{\infty} \frac{J_v}{h} (h_v - h_i) \sigma_v dv.$$

In Eq. (6), the first two terms on the right-hand side account for adiabatic cooling, the third describes the change in the internal energy per particle resulting from varying the total number of particles, and the fourth is the net heat gain or loss per unit volume from radiation processes. Suitable tabulations of the cooling rates can be found in Hui and Gnedin (1997) and Theuns et al. (1998). Equation (6) must be integrated in conjunction with the rate equations (4-5) describing the evolving fractional abundances of the three species. Figure 2 shows the evolution of the temperature $T_0$ for an IGM gas element at the mean cosmic density ($\Delta = 1$) photoionized by a constant UV background that is suddenly ’switched on’ between redshifts 6 and 6.5. Also depicted are the corresponding hydrogen photoheating, recombination, Compton, and expansion cooling rates per H-atom. In this example, the power-law ($\alpha = 1$) radiation flux is not energetic enough to produce He III. The gas temperature reaches a peak of about 15,000 K as the IGM is flash photoionized and the abundances of H I and He I quickly drop by 3 orders of magnitude. After reionization, $T$ is determined by photoionization heating, adiabatic cooling, and to a smaller extent by Compton cooling. Assuming a power-law background spectrum of the form $J_v = J_0(v/v_{\text{HI}})^{-\alpha}$, and approximating the photoionization cross-section as $\sigma_{\text{HI}} = \sigma_0 (v/v_{\text{HI}})^{-3}$, we can rewrite the photoionization and photoheating rates of hydrogen as

$$\Gamma_{\text{HI}} = 4\pi \int_{v_{\text{HI}}}^{\infty} \frac{J_v}{h} \sigma_{\text{HI}}(v) dv = \frac{4\pi \sigma_0 J_0}{h(3 + \alpha)}$$

and
Here, the last expression is valid in a highly ionized gas that satisfies the equilibrium condition

$$n_{\text{HI}} I_{\text{HI}} = \frac{n_{\text{HI}}}{t_{\text{rec}}}.$$  

where $t_{\text{rec}} = (n_e a_{\text{HI}})^{-1}$ is the hydrogen recombination timescale. When this condition is satisfied, the photoheating rate does not depend on the amplitude of $J_\nu$ but only on its spectral shape, which opens up the possibility of constraining the nature of ionizing sources from measurements of the post-reionization temperature of the IGM.

More realistically, it is believed that cosmic reionization was an extended process that started around $z \sim 10$, and that the cosmic web actually experienced two main reheating events. Figure 3 shows the thermal history of the IGM at $z < 6$ as recently inferred using a suite of more than 400 high-resolution cosmological hydrodynamics simulations of structure formation that self-consistently evolve a wide range of physically-motivated ionization and thermal histories of the IGM (Villaseñor et al. 2022). A statistical comparison with the observed transmitted flux power spectrum of the hydrogen forest over the redshift range $2.2 \leq z \leq 5$ and with the Lyman-$\alpha$ opacity of intergalactic He II over the redshift range $2.4 \leq z \leq 2.9$ produces the best-fit...
temperature history depicted in the figure. A first peak in $T_0$, due to hydrogen reionization at $z \gtrsim 6$, is followed by an epoch of cooling due to adiabatic expansion until the onset of helium reionization by AGNs at $z \sim 4.5$ initiates a second epoch of heating that ends at $z \sim 3$ when He II reionization completes. A second epoch of cooling due to cosmic expansion then follows. The data points with error bars show the values of $T_0$ inferred from observations of the Lyman-$\alpha$ forest by Bolton et al. (2014); Hiss et al. (2018); Walther et al. (2019); Boera et al. (2019); Gaikwad et al. (2020, 2021). The $\Lambda$CDM simulations used for statistical analysis assume a spatially homogeneous ionizing background. Image adapted from Villasenor et al. (2022), copyright by the authors.

2.3 Secondary ionizations by X-rays

It is generally recognized that energetic X-ray photons emitted by active galaxies and/or X-ray binaries may have significantly altered the thermal and ionization balance of the early neutral IGM. Since only highly energetic photons result in more than one ionization, this process is only important for radiation emitted by AGNs and X-ray binaries, while stars hardly emit any photons that are able to ionize hydrogen more than once. Unlike stellar UV photons, X-ray photons can easily escape from their host galaxies, quickly establish a homogeneous X-ray background, make the low-density IGM warm and weakly ionized prior to the epoch of reionization breakthrough, set an entropy floor, reduce gas clumping, and promote gas-phase $\text{H}_2$.
formation (e.g. Oh 2001; Venkatesan et al. 2001; Madau et al. 2004). Photoionizations of hydrogen and helium by X-rays produce fast photoelectrons that can collisionally excite and ionize atoms before their energy is thermalized (e.g. Shull and van Steenberg 1985). To account for the effect of X-ray “secondary” ionizations, the standard photoionization rates of the neutral species H I and He I must be “enhanced” as (see Ricotti et al. 2002; Kuhlen and Madau 2005; Madau and Fragos 2017)

$$\tilde{\Gamma}_{\text{HI}} = \Gamma_{\text{HI}} + \frac{f_{\text{ion}}^{\text{HI}}}{h \nu_{\text{HI}}} \sum_i n_i \frac{H_i}{n_{\text{HI}}}, \quad (11)$$

$$\tilde{\Gamma}_{\text{HeI}} = \Gamma_{\text{HeI}} + \frac{f_{\text{ion}}^{\text{HeI}}}{h \nu_{\text{HeI}}} \sum_i n_i \frac{H_i}{n_{\text{HeI}}}. \quad (12)$$

Here, the sum is taken over $i = \text{H I, He I, and He II}$, and $H_i$ are the standard photoheating rates per atom (eq. 7). The above expressions are valid in the high-energy limit, in which the fractions of the primary electron energy that go into secondary ionizations of H I and He I, $f_{\text{ion}}^{\text{HI}}$ and $f_{\text{ion}}^{\text{HeI}}$, are independent of the electron energy (Shull and van Steenberg 1985). Each correction term for secondary ionizations is proportional to $n_i$, the number density of the species $i$ that is the source of primary photoelectrons. Energy losses from electron impact excitation and ionization of He II are small and can be neglected, i.e. one can safely assume $\tilde{\Gamma}_{\text{HeII}} = \Gamma_{\text{HeII}}$. Collisional excitations of helium also generate line photons that can ionize atomic hydrogen, but this contribution amounts to less than 5% of the direct ionizations by secondaries. Electrons with energies $<10.2$ eV are unable to interact with any atoms or ions, so all of the energy is deposited as heat. Since a fraction of the energy of the primary photoelectron goes into secondary ionizations and excitations, all photoheating rates must be reduced accordingly by the factor $f_{\text{heat}}$,

$$\tilde{H}_i = f_{\text{heat}} H_i. \quad (13)$$

Thus, the reduced energy deposition rate from species $i$ is related to the excess photoionization rate of species $j$ by the factor $(f_{\text{heat}} h \nu_j / f_{\text{ion}}^j)$.

Monte Carlo simulations have been run to determine the fractions $f_{\text{ion}}^{\text{HI}}$, $f_{\text{ion}}^{\text{HeI}}$, and $f_{\text{heat}}$ as a function of electron energy and hydrogen ionized fraction $x_{\text{HI}}$ (Shull and van Steenberg 1985; Valdés and Ferrara 2008; Furlanetto and Stoever 2010). Here, we use the fitting functions provided by Shull and van Steenberg (1985), which apply in the limit $E \gtrsim 0.3$ keV,

---

1 The energy deposition fractions are insensitive to the total hydrogen density, which enters only through the Coulomb logarithm in the electron scattering cross-section (Shull and van Steenberg 1985).
$f_{\text{ion}}^\text{HI} = 0.3908(1 - x_{\text{HII}}^{0.4092})^{1.7592}$,
$f_{\text{ion}}^\text{HeI} = 0.0554(1 - x_{\text{HII}}^{0.4614})^{1.6660}$,
$f_{\text{heat}} = 1 - (1 - x_{\text{HII}}^{0.2663})^{1.3163}$.  

For photon energies above 0.2 keV, the ratio of the H I/He I photoionization cross sections (see Sect. 2.6) drops below 4 per cent: since the primordial ratio of helium to hydrogen is about 8 per cent, the photoionization and heating rates are dominated by helium absorption, which exceeds the hydrogen contribution by $\sim 2 : 1$. While He I is the main source of hot primary photoelectrons, however, it is H I that is more abundant and therefore undergoes the bulk of secondary ionizations. A primary nonthermal photoelectron of energy $E = 0.6$ keV in a medium with ionization fraction $x_{\text{HII}} = 0.01$ creates about a dozen secondary ionizations of hydrogen (corresponding to a fraction $f_{\text{ion}}^\text{HI} = 0.29$ of its initial energy), and only one secondary ionization of He I ($f_{\text{ion}}^\text{HeI} = 0.045$), therefore depositing in the process 34% of its initial energy as secondary ionizations, 37% as heat via Coulomb collisions with thermal electrons, and the rest as secondary excitations. Once the IGM ionized fraction increases to $x_{\text{HII}} \gtrsim 0.1$, the number of secondary ionizations drops ($f_{\text{ion}}^\text{HI} + f_{\text{ion}}^\text{HeI} \lesssim 0.19$), and the bulk of the primary’s energy goes into heat ($f_{\text{heat}} \gtrsim 0.64$).

### 2.4 Radiative transfer in an expanding universe

Ignoring scatterings into and out of the beam, the evolution of the specific intensity $I_{\nu}(t, \mathbf{x}, \mathbf{n})$ in an expanding Universe is described by the radiative transfer equation (e. g. Peebles 1971; Gnedin and Ostriker 1997; Abel et al. 1999; Petkova and Springel 2009):

$$
\frac{1}{c} \frac{\partial I_{\nu}}{\partial t} + \frac{\mathbf{n} \cdot \nabla I_{\nu}}{a} - \frac{H(t)}{c} \left( \frac{\partial I_{\nu}}{\partial \nu} - 3I_{\nu} \right) = -k_{\nu} I_{\nu} + S_{\nu},
$$

where $\mathbf{x}$ is the comoving spatial coordinate, $\mathbf{n}$ is a unit vector along the direction of propagation of the ray, $S_{\nu}$ is the source term or emission coefficient (with units erg s$^{-1}$ cm$^{-3}$ Hz$^{-1}$ sr$^{-1}$), and $k_{\nu}$ is the absorption coefficient – the product of an atomic absorption cross-section and the number density of atoms that can interact with photons of frequency $\nu$. Equation (15) is essentially the Boltzmann equation for the phase-space density $I_{\nu}/\nu^3$, with sources and sinks on the RHS. It can be recognized as the classical equation of radiative transfer in a static medium with two modifications: the denominator $a(t) = 1/(1 + z)$ in the second term, which accounts for the changes in path length along the ray due to cosmic expansion, and the third and fourth terms, which account for cosmological redshift and dilution of intensity. Comparing the third with the second term, one recovers the classical transfer equation in the limit when the scale of interest $L$ is much smaller than the horizon size, $L \ll c/H(t)$. Applying the space- and direction-averaging operator $\langle \rangle$ to Eq. (15), we obtain the following equation for the mean specific background intensity $\bar{J}_{\nu} \equiv \langle J_{\nu} \rangle$:
\[
\frac{\partial \tilde{J}_v}{\partial t} - H \left( v \frac{\partial \tilde{J}_v}{\partial v} - 3 \tilde{J}_v \right) = -c \bar{\kappa}_v \tilde{J}_v + \frac{c}{4\pi} \epsilon_v,
\]

(16)

where \( \epsilon_v = 4\pi \langle S_v \rangle \) is the mean proper volume emissivity. The above equation admits an integral solution

\[
\tilde{J}_v(t) = \frac{c}{4\pi} \int_0^t dt' \epsilon_{v'}(t') \left[ \frac{a(t')}{a(t)} \right]^3 \exp[-\bar{\tau}(v', t)],
\]

(17)

where \( v' = va(t)/a(t') \),

\[
\bar{\tau}(v, t', t) = c \int_{t'}^t dt'' \bar{\kappa}_{v''}(t''),
\]

(18)

and \( v'' = va(t)/a(t'') \). A packet of photons will travel a proper mean free path \( \lambda_{\text{mfp}}(v) = 1/\bar{\kappa}_v \) before suffering a 1/e attenuation.

The mean opacity \( \bar{\kappa}_v \) in Eq. (16) is defined as \( \bar{\kappa}_v \equiv \langle \kappa_v I_v \rangle / \tilde{J}_v \) (Gnedin and Ostriker 1997). This is not the space average of the absorption coefficient, since it is weighted in the radiative transfer equation by the local value of the specific intensity \( I_v \). The relation \( \bar{\kappa}_v = \langle \kappa_v \rangle \) holds only in the limit of a uniform and isotropic ionizing background, or when \( \kappa_v \) and \( I_v \) are independent random variables. The former is a reasonable approximation during the late stages of reionization, when ionized bubbles expand into low-density regions under the collective influence of many UV sources (Iliev et al. 2006a), the photon mean free path is almost insensitive to the strength of the local radiation field, and variations in the LyC opacity are relatively modest. The assumption of a nearly uniform UV background, however, breaks down during the early stages of reionization, when rare peaks in the density field that contain more absorbers as well as more sources ionize first, and the photon mean free path is comparable to or smaller than the average source separation. A detailed modeling of the spatial correlations between sources and sinks of ionizing radiation can only be achieved using radiative transfer simulations or semi-numerical schemes, which we describe in the rest of this review.

When the photon mean free path is much smaller than the horizon size, cosmological effects such as source evolution and frequency shifts can be neglected. In this local source \( \bar{\tau} \to \infty \) approximation, the mean specific intensity relaxes to

\[
4\pi \tilde{J}_v \simeq \frac{\epsilon_v}{\bar{\kappa}_v},
\]

(19)

and only emitters within the volume defined by an absorption length \( 1/\bar{\kappa}_v \) contribute to the background radiation field (Zuo and Phinney 1993; Madau et al. 1999). While, for a given ionizing photon emissivity, the local source approximation can overestimate the background intensity close to the hydrogen Lyman edge at \( z \sim 2 \) (this is because a significant fraction of the emitted LyC photons at these epochs gets redshifted beyond the Lyman limit and does not contribute to the ionizing flux), it quickly approaches the exact value of \( \tilde{J}_v \) at redshifts \( z \geq 5 \) (Becker and Bolton 2013).
2.5 The source term

Both because of finite resolution and neglected physics, it is customary to separate the transport of radiation in the IGM (and in the circumgalactic medium or CGM) from that in the interstellar medium (ISM) of the source population by introducing an escape fraction parameter $f_{\text{esc}}$ – the fraction of LyC photons that escape the star forming or nuclear activity regions and leak into the IGM. The escape of ionizing radiation from each individual galaxy varies with propagation direction, time, and scale and depends on the detailed spatial distribution of neutral gas, stars, and dust in the ISM as well as the clumpiness of halo gas. It is often convenient to sweep these complexities into a single parameter, which should be thought of as a global average over direction and (some of) host galaxy properties. If we denote then with $\phi(L_v, t)dL_v$ the source rest-frame UV luminosity function (LF), i.e. the comoving space density of emitters with monochromatic luminosities in the range $(L_v, L_v + dL_v)$, the mean proper ionizing emissivity can be written as

$$\epsilon_v(t) = a(t)^{-3} \int_0^{\infty} f_{\text{esc}, v}(t) \phi(L_v, t) dL_v.$$  \hspace{1cm} (20)

The rest-frame UV (1500 Å) LF of galaxies is well measured down to $M_{\text{UV}} = -15$ mag (Bouwens et al. 2022), and has a steep faint-end slope, $\phi(L_v) \propto L_v^z$ with $z \sim -2$. A slope exactly equal to $-2$ implies an equal contribution to the radiation emissivity per unit logarithmic interval of galaxy luminosity. Thus, each unit magnitude interval between the exponential cutoff of the Schechter function $M_{\star} \approx -20$ mag and $-15$ mag contributes equally about 20% of the total UV photon output. Unless such a steep faint-end slope continues down to extremely faint magnitudes of $-10$ mag or so, the implication is that we may have already observed the bulk of the galaxies responsible for the reionization of cosmic hydrogen. A challenge to this line of argument may come from the fact that rest-frame UV luminosities do not directly translate into ionizing luminosities – the two are related by the relative escape fraction,

$$L_{\text{ion}} = \frac{f_{\text{esc, ion}}}{f_{\text{esc, 1500Å}}} RL_{1500Å},$$  \hspace{1cm} (21)

where $R$ is ratio of the intrinsic, non-attenuated ionizing and 1500 Å luminosities. Here, $f_{\text{esc, 1500Å}}$ depends primarily on the dust abundance and spatial distribution, while $f_{\text{esc, ion}}$ is thought to depend primarily on the distribution of neutral gas from the scales of the disk ISM to those characterizing the structure of molecular clouds (and, perhaps, on the abundance of “runaway” massive stars that travel through interstellar space with anomalously high velocities) (Gnedin et al. 2008; Wise and Cen 2009; Yajima et al. 2009, 2011; Conroy and Kratter 2012; Alvarez et al. 2012; Mitra et al. 2013; Kim et al. 2013a, b; Kimm and Cen 2014; Roy et al. 2015; Ma et al. 2015; Trebitsch and Blaizot 2016; Xu et al. 2016; Kimm et al. 2017; Howard et al. 2017, 2018; Sumida et al. 2018; Katz et al. 2018; Kimm et al. 2019; Ma et al. 2020a; Yoo et al. 2020; Yeh et al. 2022). Simulations of radiative feedback in molecular
clouds support the view that the escape fractions are most sensitive to the short temporal and spatial scale processes in molecular clouds rather than the global properties of the host galaxies (Howard et al. 2017, 2018; Kim et al. 2018, 2019, 2021). If that conclusion was fundamentally incorrect, variations of the escape fractions could impact the contribution of different galaxy types to the total ionizing photon budget. While the escape fraction is a function of frequency or a spectral band, in order to simplify notation we shall use below a common shorthand $f_{\text{esc}}$ to indicate the escape fraction of ionizing radiation, i.e. hereafter $f_{\text{esc}} \equiv f_{\text{esc,ion}}$.

Galaxy-dominated scenarios that satisfy many of the observational constraints can be constructed if one extrapolates the UV LF to sufficiently faint magnitudes ($M_{\text{UV}} \sim -13$) and assumes an escape fraction of $f_{\text{esc}} \sim 10\%$ at $z \gtrsim 6$ (e.g. Madau et al. 1999; Robertson et al. 2010; Finkelstein et al. 2012; Haardt and Madau 2012; Shull et al. 2012a; Kuhlen and Faucher-Giguère 2012; Robertson et al. 2015; Bouwens et al. 2015). In AGNs, $f_{\text{esc}}$ is observed to be between 44 and 100\% (Grazian et al. 2018). There is a vast literature on measuring escape fractions from star-forming galaxies, and surveying it is beyond the scope of this review. In general, however, population-average escape fractions from galaxies of around 10\% may not be unreasonable. Another often-used quantity is

$$\dot{n}_{\text{ion}}(t) = a(t)^3 \int_{v_i}^{\infty} \frac{\epsilon_i(t)}{h\nu} dv,$$

the mean emission rate into the IGM of ionizing photons for species $i = \text{H I, He I,}$ and $\text{He II}$ per unit comoving volume – not to be confused with the production rate, as the latter does not account for local absorption and hence does not depend on the escape fraction. Figure 4 (from Mason et al. 2019b) shows the uncertain H-ionizing photon production rate $\dot{n}_{\text{ion}}$ inferred from measurements of the evolving galaxy and quasar LFs. The shadings mark the 68 per cent confidence regions for $\dot{n}_{\text{ion}}$ inferred using a number of observational constraints on the reionization timeline.

Recombination radiation from a clumpy, ionized IGM can also provide a non-negligible contribution (up to tens of percent, Haardt and Madau 2012) to the ionizing photon field. The main processes that contribute to the H-ionizing emissivity include recombinations from the continuum to the ground state of H I, He I, and He II, as well as He II Balmer, two-photon, and Lyman-$\alpha$ emission (Haardt and Madau 1996; Sokasian et al. 2003; Haardt and Madau 2012). The mean proper emissivity from a generic recombination process of species $i$ can be written as

$$\epsilon_{\nu} = h\nu\phi(\nu)\langle x_i n_e n_i \rangle,$$

where $\phi(\nu)$ is the normalized emission profile and $x_i$ is the relevant recombination coefficient. The emission profile of free-bound recombination radiation can be computed via the Milne detailed-balance relation, which relates the velocity-dependent recombination cross section to the photoionization cross section, while a delta-function profile is sufficient for bound-bound transitions.

### 2.6 Continuum absorption

In a homogeneous primordial IGM, the mean free path for LyC absorption of a photon of frequency $\nu$ at redshift $z$ is given by
where \( n_i \) and \( \sigma_i \) are the proper number densities and photoionization cross-sections measured at \( z \) and \( v \) of species \( i = \text{H I, He I, and He II} \). Accurate fits to the bound-free absorption cross-sections from the ground state for many astrophysically important atoms and ions are given by Verner et al. (1996). There is also an analytical formula for hydrogen (and, by extension, for any hydrogenic atom) that is exact in the Bohr atom approximation (Osterbrock and Ferland 2006):

\[
\sigma_{\text{HI}}(v) = \sigma_0 \left( \frac{v_{\text{HI}}}{v} \right)^4 \frac{e^{(4-4\tan^{-1}x/x)}}{1-e^{-2\pi/x}},
\]

where \( \sigma_0 = 6.30 \times 10^{-18} \text{ cm}^2 \) and \( x \equiv \sqrt{(v/v_{\text{HI}})-1} \). The cross-sections drop off rapidly with increasing photon energy, \( \sigma(v) \propto v^{-3.5} \) in the X-ray regime, for all atoms and ions, so X-ray photons can penetrate significantly further into the IGM than those with UV energies close to the ionization thresholds. For crude estimates, the effective bound-free cross-section per hydrogen atom in a neutral IGM can be approximated as

\[
\sigma_{\text{bf}} \equiv \sigma_{\text{HI}} + f_{\text{He}} \sigma_{\text{HeII}} \simeq (3.3 \times 10^{-23} \text{ cm}^2)(hv/\text{keV})^{-3.2}
\]

to an accuracy of better than 20% in the photon energy range \( 0.07 < hv < 8 \text{ keV} \), where \( f_{\text{He}} \equiv Y/(4Y) = 0.083 \) is the helium to hydrogen ratio by number. Over this energy range....

---

**Figure 4** Redshift evolution of the mean emission rate of hydrogen ionizing photons into the IGM inferred from measurement of the evolving galaxy (assuming a constant \( f_{\text{esc}} = 0.2 \)) and quasar (\( f_{\text{esc}} = 1 \)) LFs. To highlights uncertainties in the faint-end cut-off of the galaxy LF, the three dashed curves show \( \dot{n}_{\text{ion}} \) for galaxies brighter than \( M_{\text{UV}} = -18, -15 \), and \(-13 \text{ mag} \). Similarly, the hatched region encompasses the range of values obtained by integrating the LF down to \( M_{\text{UV}} < -18 \) or \( M_{\text{UV}} < -21 \text{ mag} \). The shaded regions show the 68 per cent confidence regions for \( \dot{n}_{\text{ion}} \) inferred using different observational constraints on the reionization timeline: (1) the CMB electron scattering optical depth and the Lyman-\( \alpha \) and Lyman-\( \beta \) forest dark pixel fraction (gray shade); and (2) same as (1) including additional measurements of the hydrogen neutral fraction from the Lyman-\( \alpha \) damping wings observed in quasar spectra (purple shade). Image reproduced with permission from Mason et al. (2019b), copyright by the authors.
range, helium dominates photoabsorption over hydrogen by a factor of 1.4–2.6. The mean free path for photoelectric absorption in a neutral IGM is then

\[
\lambda_{\text{mfp}}(v, z) \simeq 52 \text{Mpc} \left( \frac{h v}{\text{keV}} \right)^{3.2} \left( \frac{1 + z}{10} \right)^{-3}
\]

in physical units. Because of the strong energy dependence of the cross-section, photons with \( h v \ll 1 \text{ keV} \) are absorbed closer to the source galaxies, giving origin to a fluctuating UV/soft X-ray background. More energetic photons instead permeate the Universe more uniformly, heating the low-density IGM far away from galaxies. The pre-reionization Universe is optically thin to all radiation for which \( \lambda_{\text{mfp}} > c/H \), i.e. photons above \( \sim (1.6 \text{ keV}) \left[ (1 + z)/10 \right]^{0.47} \) have a low probability of absorption across a Hubble volume (McQuinn 2012).

The IGM, however, is known to be very clumpy. Its diffuse, close-to-mean-density component is observed to be highly photoionized at \( z \lesssim 6 \), with only a small residual amount of neutral hydrogen set by the balance between radiative recombinations and photoionizations from a nearly uniform UV radiation background, and provides negligibly small H I photoelectric absorption. The continuum optical depth is instead dominated by the LLSs, high density regions in the outskirts of galaxies (Fumagalli et al. 2011; Shen et al. 2013) that occupy a small portion of the volume and are able to keep a significant fraction of their hydrogen in neutral form. It is the LLS opacity that causes the mean free path of LyC radiation to remain relatively small even after overlap. At \( z < 6 \), the mean free path of ionizing photons in the IGM can be measured directly from the shape of the transmitted flux profile blueward of the Lyman limit in the stacked spectra of high-redshift quasars (Prochaska et al. 2009; Worseck et al. 2014; Becker et al. 2021).

### 2.7 A clumpy IGM

The IGM is highly inhomogeneous owing to the nonlinear evolution of density fluctuations over time. Inhomogeneities are key to understanding absorption features in the spectra of high-redshift sources, increase the effective recombination rate of the IGM, slow down the reionization process, and cause the mean free path of LyC photons to remain sub-horizon even after the epoch of overlap. A statistical description of the baryonic density field is provided by the volume-weighted probability density distribution (PDF) of IGM gas \( P_V(\Delta) \), normalized according to \( \int_0^\infty P_V(\Delta) d\Delta = 1 \) (Miralda-Escudé et al. 2000).

Figure 5 shows the PDF per unit log \( \Delta \) computed from a large set of cosmological smoothed particle hydrodynamics (SPH) simulations in which a uniform UV background is switched on at \( z = 9 \) (Bolton and Becker 2009). The density PDF can be accurately parameterized by the linear rms density fluctuation and the local slope of the density power spectrum at the scales of interest (Chen et al. 2022); that reference also provides fitting formulas that can be used in practical calculations.

As shown by Pawlik et al. (2009), the presence of an ionizing background has a strong impact on the PDF. In the absence of photoheating, gravitational collapse proceeds unimpeded to the smallest scales set by the CMB decoupling, causing a
flattening of the PDF for overdensities $1 \lesssim \log \Delta \lesssim 2$, a deficit of gas in the diffuse IGM ($\log \Delta \lesssim 1$), and shifting its maximum to lower overdensities. Reionization photoevaporates gas in low-mass halos, reducing the clustering at $\sim 100$ kpc scales and steepening the PDF at $\log \Delta \gtrsim 1$ and redistributing baryons back into the $\log \Delta \lesssim 1$ diffuse IGM reservoir. The details are sensitive to the timing of reionization, the photoheating energy input per baryon, and radiative transfer effects like the self-shielding of gas inside halos.

More detailed information on the clumpiness of the IGM can be extracted by second-order statistics like the 1D flux power spectrum $P_F(k)$, which measures correlations of fluctuations in the transmitted flux fraction $F$ (the observed quantity) along the line of sight to distant quasars (e.g. Croft et al. 1998; McDonald et al. 2000; Iršič et al. 2017; Chabanier et al. 2019; Boera et al. 2019). These are caused by variations in the Lyman-$\alpha$ scattering optical depth $\tau = - \ln F$, and therefore probe the gas density, temperature, and velocity field of neutral hydrogen. After measuring the distance between pixels in units of the local velocity scale $v$ and defining the flux contrast $\delta_F(v) = F(v)/\langle F \rangle - 1$, where $\langle F \rangle$ is the mean transmitted flux, one can decompose each absorption spectrum into Fourier modes $\tilde{\delta}_F(k)$. Their variance as a function of the Fourier wavenumber $k = 2\pi/v$ is the flux power spectrum over the velocity interval $\Delta v$,

$$P(k) = \Delta v \langle \tilde{\delta}_F(k)^2 \rangle,$$

which is commonly expressed in terms of the dimensionless quantity $A_F^2(k) = kP(k)/\pi$. Figure 6 shows measurements of $P(k)$ over the redshift range $4 \leq z \leq 5$ from observations by eBOSS (Chabanier et al. 2019), Keck, and the VLT telescopes (Iršič et al. 2017; Boera et al. 2019). The figure also shows the best-fit $P(k)$
from the cosmic photoionization and photoheating history of Villasenor et al. (2022) (see also Fig. 3). The flux power spectrum contains information that are encoded across different velocity scales. While on scales larger than $\sim 100$ km s$^{-1}$ $P(k)$ is sensitive to the ionization fraction of hydrogen in the IGM, on smaller scales the power spectrum is suppressed by the Doppler broadening of absorption features, the pressure smoothing of gas density fluctuations, the smearing effect of peculiar velocities or, alternatively, by the free streaming of dark matter particles in the early Universe (e.g. Viel et al. 2013; Garzilli et al. 2019).

3 Numerical methods

Numerical algorithms for modeling the dynamics of both collisionless dark matter particles and baryons are well established and mature, and we do not discuss them here (see Teyssier 2015; Springel 2016, for recent reviews that cover this topic in depth). We also do not survey models for star formation and stellar feedback, as these vary widely between different reionization simulation projects. Reionization simulations largely adopt recipes developed for and used in mainstream galaxy formation simulations. Recent reviews by Teyssier and Commerçon (2019) and Vogelsberger et al. (2020) provide a general description of most of these recipes.

3.1 Radiative transfer

Radiative transfer algorithms solve for the evolution of the radiation field, taking into account emission, absorption, and scattering processes. In general, the evolution is described by the differential equation (15) for the specific intensity $I_{\nu}$, which is a function of seven variables: 3D position, 2D angular coordinates, time, and frequency. Because of the high dimensionality of the problem, radiative transfer is
usually the most computationally expensive component of a reionization simulation. In order to implement a radiative transfer scheme into cosmological simulations with a mass and spatial resolution comparable to those featured in modern galaxy formation runs, a radiative transfer algorithm should scale close to linearly with the number of resolution elements, just like \( N \)-body and hydrodynamics algorithms. To satisfy this requirement, some degree of physical approximation and computational optimization is needed.

Existing algorithms for solving the radiative transfer equation (15) can be broadly divided into two categories: “ray tracing” (we also include Monte-Carlo methods in this category) and “moments methods”. It is interesting to note that only the moments methods are being used in the largest fully-coupled simulations, and so it appears, at least superficially, that ray-tracing techniques may be gradually falling out of use.

### 3.1.1 Ray tracing

Ray tracing is a domain-specific jargon for the standard method of characteristics (e.g. Courant and Hilbert 2008) for solving partial differential equations. The key advantage of using the method of characteristics in radiative transfer calculations is that photons move along geodesics (i.e. straight lines in the Newtonian limit); therefore one does not need to solve for the shape of characteristic curves, but only for the time dependence of the radiation intensity along each characteristic.

Even with this simplification, ray-tracing techniques suffer from unfavorable scaling. In the simplest case of \( N_s \) sources on a uniform grid of size \( N^3_g \), and requiring that each grid cell has at least one ray from each source passing through it, the number of rays required is \( N_s \times 6 \times N^2_g \). Given that each ray, on average, passes through \( N_g/2 \) cells, the total number of operations then scales as \( N_s \times N^3_g \). In a large-box simulation, the number of sources may be substantial. Moreover, at fixed mass resolution, galaxies of a specified mass contain the same number of resolution elements, and the number of sources \( N_s \) at a given time is then a fixed (small) fraction of the total number of resolution elements. Therefore, for a set of simulations having fixed mass resolution but in progressively larger volumes, the cost of the simplest implementation of ray tracing scales as \( N^6_g \) (the same scaling as a direct summation gravity solver), which is prohibitively expensive for any realistic simulation.

A significant effort has gone into reducing this unfavorable scaling. Abel and Wandelt (2002) noticed that if \( 6N^2_g \) rays are cast to cover all cells at the faces of the computational volume, multiple rays will pass through each cell close to the sources. They used the HEALPix subdivision of the sphere (Górski 1999) to implement a more efficient adaptive ray-tracing scheme, where the angular resolution continually increases farther away from sources. For a given source, a small number of parent rays are cast and travel a short distance before they split into four daughter rays. Successive generations of splitting continue downstream. This algorithm, however, still scales as \( N_s \times N^3_g \) with a smaller coefficient in front. Other variations of ray-tracing methods include grouping near sources in a tree-like fashion (Razoumov and Cardall 2005), merging closely aligned rays (Trac and Cen 2007), or limiting the
splitting of rays (McQuinn et al. 2007) in the Abel and Wandelt (2002) scheme. All
these approaches break the unfavorable $N_s \times N_g^3$ scaling at the expense of angular
resolution. The effect of such resolution loss on the accuracy of the solution has not
been thoroughly studied.

There exist several variations of the ray-tracing method, e.g. “short characteristics” and “long characteristics”, which we do not cover here in detail as the differences between them are not fundamental (i.e., they do not eliminate the unfavorable scaling with $N_s \times N_g^3$). The primary difference between the “short” and “long characteristics” approaches is that in the latter the rays originate from the source, while in the former the rays are centered on each target cell – such contrast is analogous to the difference between separate methods for solving hydrodynamics on the grid, like a Riemann solver versus a “Total Variation Diminishing” (TVD) scheme.

A somewhat more distinct flavor of ray tracing is a class of Monte-Carlo methods. In this approach a source emits a number of “photon packets“ in random directions, therefore randomly sampling a subset of all possible rays. As the simulation progresses, all possible directions get eventually sampled, but only at a finite temporal cadence. These schemes, therefore, are less suitable for modeling rapidly varying sources.

### 3.1.2 Moments methods

The moments method converts the radiative transfer equation (15) into a hierarchy of moments of the radiation intensity $I_v$,

$$
\frac{1}{c} \frac{\partial J_v}{\partial t} + \nabla \cdot \left( \frac{\partial F_v^i}{\partial x^i} \right) - H \left( \frac{\partial J_v}{\partial v} - 3J_v \right) = -\kappa_v J_v + \tilde{S}_v,
$$

$$
\frac{1}{c} \frac{\partial F_v^i}{\partial t} + \frac{\partial P_v^{ij}}{\partial x^j} - H \left( \frac{\partial F_v^i}{\partial v} - 3F_v^i \right) = -\kappa_v F_v^i + Q_v^i,
$$

where $J_v$ is the mean specific intensity defined in Eq. (2), $F_v^i = \int d\Omega n^i I_v$ is the photon flux, $\tilde{S}_v$ is the angle-averaged radiation source function $S_v$ from Eq. (15), and $Q_v^i$ is the flux source term. The second moment $P_v^{ij} \equiv \int d\Omega n^i n^j I_v$ is the radiation pressure tensor, and its trace is equal to $J_v$. The radiation Eddington tensor, defined as

$$
\tilde{h}_v^{ij} \equiv \frac{P_v^{ij}}{J_v},
$$

is dimensionless and has a unit trace. In the general case the Eddington tensor or the radiation pressure tensor cannot be specified from the photon energy density and flux alone. One can write down an equation for $\tilde{h}_v^{ij}$ similar to the above partial differential equations for $J_v$ and $F_v^i$, but that equation would depend on the third moment of $I_v$. The hierarchy of moments is therefore not closed.
In direct analogy with gas dynamics, for scales much larger than the photon mean free path and when photons preferentially scatter rather than being absorbed, one can adopt a “diffusion” approximation under which $h_{ij} = \delta_{ij}/3$. In modeling reionization this limit is never achieved, however, and this approximation is not useful. Another interesting limiting case is when the gas is optically thin ($\kappa = 0$). Equations (27) then have an exact quadrature solution, which in the simplified case of isotropic sources ($\vec{\mathbf{S}} = S$ and $Q_i^j = 0$) takes the familiar $1/(4\pi r^2)$ inverse-square law form for the flux,

$$J_i(x) = \frac{a}{4\pi} \int d^3x_1 S_i(x_1) \frac{1}{(x - x_1)^2}, \quad (29a)$$

$$F_i^j(x) = \frac{a}{4\pi} \int d^3x_1 S_i(x_1) \frac{x^j - x_1^j}{\|x - x_1\|^2}, \quad (29b)$$

$$P_i^j(x) = \frac{a}{4\pi} \int d^3x_1 S_i(x_1) \frac{(x^j - x_1^j)(x^i - x_1^i)}{(x - x_1)^4}. \quad (29c)$$

Since the Eddington tensor cannot be computed exactly within the scope of the moments method, approximate schemes have been commonly used. Of these the two most widely used are the “M1 closure” and “Optically Thin Variable Eddington Tensor” (OTVET) approximations.

The M1 closure was first introduced by Levermore (1984) with the following ansatz for the Eddington tensor (dropping the frequency dependence for brevity):

$$h_{ij} = \frac{1 - \alpha}{2} \delta_{ij} + \frac{3\alpha - 1}{2} n_i n_j,$$

where $n_i = F_i^j/\|\mathbf{F}\|$ is the unit vector in the direction of the flux propagation,

$$\alpha = \frac{3 + 4f^2}{5 + 2\sqrt{4 - 3f^2}},$$

and $f = \|\mathbf{F}\|/J$. In the vicinity of a single strong source $f$ is close to 1, $\alpha$ is also close to 1, and $h_{ij} \approx n_i n_j$, which is the correct solution in this case. In the opposite limit when multiple sources contribute more-or-less equally to the radiation field at a given location, then $f \ll 1$, $\alpha \approx 1/3$, and $h_{ij} \approx \delta_{ij}/3$ as in the diffusion limit. The functional form of $\alpha(f)$ then smoothly interpolates between the two regimes.

In the OTVET approximation, first introduced by Gnedin and Abel (2001), the Eddington tensor is computed as the ratio of the optically thin radiation pressure $P_i^j$ and mean intensity $J_i$ from Eqs. (29). OTVET then uses this “optically thin” tensor in the full, “optically thick” equations for the radiation mean intensity and flux. In the vicinity of a strong source (or anywhere in the simulated volume in the case of a single source), OTVET produces the same (exact) answer as the M1 closure, $h_{ij} = n_i n_j$. In a general location with several sources of radiation, OTVET accounts for their spatial location and clustering, but it may do so incorrectly in the presence of
luminous sources embedded in very optically thick regions – in that case OTVET would still include their contribution to the Eddington tensor.

It is important to keep in mind that Eqs. (27) are written in conservative form: in the absence of absorption the radiation density and flux are conserved, and in the presence of absorptions they are reduced proportionately. Thus, errors in the Eddington tensor do not violate photon density or flux conservation, but rather result in the photon flux being advected in the wrong direction. For example, if the recombination term in Eq. (33) is not large, the overall reionization history is not affected by errors in the Eddington tensor (provided that the LyC mean free path is short, as it is the case during reionization) since the number of ionizations is captured correctly by equations (27). For the same reason these equations automatically yield the correct speeds for expanding ionization fronts. In the presence of large gas density fluctuations and significant radiative recombinations, the different approximations for computing the Eddington tensor may produce somewhat different results, as the photon flux may be incorrectly advected into dense regions in one scheme (where it is absorbed by gas that later recombines) or into lower density regions in the other, where it results in persistent photoionizations. A detailed comparison between M1 closure and OTVET has never been performed, however.

An interesting variation of the moments methods was developed by Finlator et al. (2009), who used ray tracing to compute the Eddington tensor accurately, without any approximation. This approach, however, combines the computational expense of both the ray-tracing and the moments schemes. For comparison, Finlator et al. (2018) carried out radiative transfer simulations on a uniform $64^3$ grid, while modern reionization simulations with the moments methods, such as CROC and THESAN, typically use $2000^3$ resolution elements and achieve a dynamic range with AMR or moving mesh in excess of $10^3$.

### 3.1.3 Reduced speed-of-light approximation

So far, we have only discussed techniques for addressing the spatial dependence of the radiative transfer equation. Its time dependence presents an additional challenge, since photons travel at the speed of light, which is much larger than any other relevant speed in a typical reionization simulation. In any explicit scheme, the time-step will be limited by an appropriate Courant–Friedrichs–Lewy stability condition (Courant et al. 1928) to a value that is about $v_{\text{max}}/c$ times smaller than the hydrodynamic time-step (here $v_{\text{max}}$ is the maximum gas velocity in the simulation, including the sound speed). For reionization simulations this ratio can be as small as $10^{-3}$. Clearly, this is challenging, as it is computationally expensive (although not impossible) to make 1,000 radiative transfer time steps for every hydrodynamic time step in a realistic simulation.
The time dependent term in the radiative transfer equation (15) is only crucial for capturing “light fronts” – waves in the radiation field that propagate with the speed of light just like waves in gas propagate with the speed of sound. Presently it is unclear if capturing such waves is ever important. For example, ionization fronts in the general IGM typically propagate at speeds of order a few thousand km/s. Capturing these ionization fronts is sufficient for following the overall distribution of ionized bubbles, and if that is the primary goal of a reionization simulation, capturing light fronts may be an overkill. Following this logic, Gnedin and Abel (2001) introduced the “Reduced Speed of Light” (RSL) approximation, which replaces the speed of light $c$ in the first term of Eq. (15) with an “effective” speed of light $\tilde{c}$,

\[
\frac{1}{c} \frac{\partial J_r}{\partial t} \rightarrow \frac{1}{\tilde{c}} \frac{\partial J_r}{\partial t}.
\]

For example, taking $\tilde{c} = c/10$ would still be sufficient for capturing ionization fronts propagating at 3,000 km/s with 10% precision, while increasing the time-step in the radiative transfer solver by a factor of 10. Obviously, such a modification would not be appropriate when light fronts need to be tracked or when I-fronts move at a significant fraction of the speed of light. However, this is not expected to be the case during reionization (Shapiro et al. 2006).

Un fortunately, the RSL approximation is a delicate numerical tool, and there exist multiple examples of its incorrect use. Reducing the speed of light in the transfer equation for the specific intensity of the cosmic UV background results in the incorrect redshifting of photon frequencies, so the RSL approximation can only be used when computing the contribution from sources located at distances smaller than the cosmic horizon. The radiation field must then be represented as the sum of two components, one from local sources and the other from “distant” ones – sources outside the simulation box. In simulations that model the radiation field with just one spatial component, the RSL approximation should never be used! The second pitfall is that only the speed of light appearing in the first term of Eq. (15) can be reduced. The speed of light enters explicitly or implicitly in many physical expressions, and thus great care must be taken in deciding where it can and where it cannot be modified. A detailed description of the RSL approximation and how it should be implemented can be found in Gnedin (2016b).

3.2 Thermodynamics

The cooling and heating processes that control the thermodynamics of cosmic gas are well known, but complex. For simple geometries they can be modeled in great detail with the “industry-standard” Cloudy software (Ferland et al. 1998). In realistic simulations, however, it is still too computationally expensive to run a code like Cloudy for every resolution element at every step, and hence one has to resort to some reasonable approximations.

\[\text{2 Note that radiation sources can also change rapidly. This, however, is presumably captured by the simulation with, for example, a hydrodynamic solver or a star formation algorithm.}\]
The complexity of the problem is highlighted by considering the dependence of the cooling function $A$ and the heating function $H$ in the temperature equation (6). In addition to obvious arguments such as gas temperature $T$ and total hydrogen density $n_H$, in the most general case the cooling and heating functions depend on a large number of other parameters that describe the fractional abundance for each atomic, ionic, and molecular species at each of their quantum level. If all species can be assumed to be in local thermodynamic equilibrium (almost always a safe assumption) and to be close enough to ionization equilibrium (sometimes a safe assumptions, see discussion below), and the abundance pattern for heavy elements is assumed to be the same everywhere in the simulation volume (e.g., to be solar), then the cooling and heating functions become just functions of $T$, $n_H$, the gas metallicity $Z$, and the radiation field $J$, 

$$\{H, A\} = \{H, A\}(T, n_H, Z, J).$$

(30)

Even under these simplifying assumptions, Eq. (30) is too complex, since its RHS is not a function but rather a functional, as it depends on the specific mean intensity $J$. One approach to account for this dependence is to use a spatially uniform radiation spectrum. For example, the spectrum of the evolving cosmic radiation background has been used in several galaxy formation simulations (Kravtsov et al. 2002; Wiersma et al. 2009; Vogelsberger et al. 2013, 2014; Schaye et al. 2014) – so the dependence of the heating and cooling functions on the radiation spectrum is reduced to a dependence on cosmic time only. The main limitation of such an approach is that the resultant cooling and heating functions are only valid in the general IGM, but become inaccurate near and inside galaxies, where accounting for gas thermodynamics is especially important.

An alternative simplification is to only treat hydrogen and helium accurately. In that limit not only the cooling and heating rates can be computed accurately, but even the assumption of ionization equilibrium can be relaxed – for modeling reionization this is particularly relevant, as equilibrium is not maintained at ionization fronts (Gnedin 2000; Aubert and Teyssier 2008; Gnedin 2014; Kannan et al. 2022b). The metal-dependent part of the cooling and heating functions is then added to the cooling and heating processes from hydrogen and helium with some approximation – for example, using a uniform cosmic radiation background or an approximation that parameterizes the effect of an arbitrary radiation field with several photoionization rates (Gnedin and Hollon 2012).

The assumption of ionization equilibrium for all metal ions may not hold in all relevant physical regimes. Richings and Schaye (2016) explored departures from ionization equilibrium in galaxy formation simulations with a full time-dependent modeling of multiple metallic species, and found some differences. It is currently unknown if these differences have any systematic effects on gas dynamics on large scales.
4 General overview of the reionization process

The reionization of intergalactic hydrogen during the first billion years of cosmic history involves the early production, propagation, and absorption of LyC radiation. It is, in essence, a relatively simple story of UV sources and sinks. While it is generally agreed that star-forming galaxies and AGNs are the best candidates for providing the bulk of the photoionizing power across cosmic time, the apparent contrast between the sharp decline in the number density of bright quasars at $z \gtrsim 3$ (e.g. Kulkarni et al. 2019) and the relatively shallower decline in the UV luminosity density from galaxies (e.g. Madau and Dickinson 2014) has led to the predominant theory that the bulk of the photon budget for hydrogen reionization came from massive stars. There also remains some room for a contribution from more exotic possibilities such as dark matter annihilation or decay (Mapelli et al. 2006; Liu et al. 2016), primordial globular clusters (Ricotti 2002; Ma et al. 2021), mini- (Madau et al. 2004) and micro-quasars (Mirabel et al. 2011). The basic energy source in all these scenarios is often rather different – rest-mass and nuclear binding energy in the case of particle annihilation/decay and stellar nucleosynthesis, and gravitational binding energy in the case of accretion onto black holes. And various reionization sources will be characterized by very distinct radiative efficiencies, spectra, abundances, and spatial distributions.

The sinks of LyC photons during reionization come essentially in two flavors: hydrogen atoms in the diffuse IGM (both pristine and previously photoionized and recombined) and the LLSs (we use this term here to also include the rarer and denser H I Damped Lyman-α absorbers). The separation between the two is, admittedly, somewhat artificial, as there is just one continuous H I density field in the Universe. Nevertheless, the LLSs are well-defined observationally (they are caused by structures with integrated H I column densities large enough to produce optically thick absorption at the Lyman edge) after the reionization of the diffuse IGM is completed, and therefore one can extrapolate their abundance into the reionization epoch and draw a distinction between these absorbers and hydrogen atoms closer to the mean density. The key physical difference is that LLSs trace high density regions in the outskirts of galaxies (Fumagalli et al. 2011; Shen et al. 2013) that occupy a small portion of the volume and are able to keep a significant fraction of their hydrogen in neutral form for a Hubble time. By contrast, a comparable amount of hydrogen gas in the diffuse IGM is photoionized almost instantly.³

On quite general grounds, one expects that a fraction of the ionizing radiation emitted by individual sources will leak into intergalactic space and carve out cosmological H II regions (more commonly colloquially called “ionized bubbles”) in their immediate vicinity. These isolated ionized bubbles will expand in an otherwise largely neutral phase as more LyC photons are produced, and will start overlapping – in a “swiss-cheese” reionization topology – when their typical size becomes comparable to the mean distance between highly clustered groups of sources; for

³ For example, a region of physical size 100 kpc at the mean density contains as much gas as a 10 kpc LLS with overdensity $\Delta = 1,000$. A typical ionization front moving with 3,000 km s$^{-1}$ would ionize such diffuse region in 30 Myr.
galaxies this would be comparable to their correlation length, about 5 Mpc (Barone-Nugent et al. 2014). Merged bubbles will contain more radiation sources, and the ionization fronts delimiting their boundaries will expand faster as a consequence. A faster expanding bubble will rapidly engulf more sources and expand even faster, in a runaway process that continues until the mean free path of LyC photons becomes effectively controlled by the LLSs rather than by the typical size of H II bubbles (see Fig. 7). There must therefore be a short time interval when the mean free path increases sharply (and so does the UV background intensity) causing a sudden drop in the neutral fraction. This unambiguous “epoch of overlap” can then be defined mathematically as the moment when the LyC mean free path increases at the fastest rate (Gnedin 2004), a physically-motivated definition that is preferable to some arbitrary chosen thresholds for the mass- or volume-weighted hydrogen neutral fractions.

Under some assumptions, the LyC mean free path can be inferred from the absorption spectra of high redshift quasars. Two recent measurements are shown in Fig. 8 together with the first determinations by Fan et al. (2006). While more observations are needed to fully constrain the evolution of the IGM opacity at these redshifts, the existing data already hint at the rapid decrease in the mean free path expected for a epoch of overlap at $z \sim 6$. There is one exception to the above scenario, and that is when the number density of LLSs is so high that the growth of H II regions stops before overlap and overlap never actually occurs. The process of subsequent reionization (and whether it completes at all) is then controlled entirely by the evolution of the LLS abundance. As the observational data in Fig. 8 indicate, this situation is not realized in our Universe.

[Fig. 7 A cartoon illustration of the relationship between the sizes of H II bubbles and the LLSs they contain. The green color marks neutral gas, while ionized gas is in black. The small ionized bubble on the left keeps expanding, as many LyC photons (yellow rays, emitted from the source at the center) are absorbed by the surrounding neutral gas rather than by the few LLSs it contains. The large bubble on the right has instead stopped expanding, as it contains many LSSs that determine the mean free path of LyC radiation]
5 Analytical models of reionization

To zeroth order, tracing the history of cosmic reionization is mainly a photon counting exercise, where the growth rate of H II regions is equal to the rate at which ionizing photons are produced minus the rate at which they are consumed by radiative recombinations. Most of the existing analytical tools, while appearing rather dissimilar from each other, apply in essence the same bookkeeping algorithm to different spatial scales. For example, one of the long running historical debates in the topology of reionization is whether such process proceeds “inside-out” (high density regions are ionized first, and lower-density regions follow, Furlanetto et al. 2004) or “outside-in” (lower density regions are ionized first, Miralda-Escudé et al. 2000). While the two approaches have been often presented as mutually exclusive, we shall show in this section that they are, in fact, just two different stages of the same “inside-out-back in” process.

5.1 The “reionization equation”

Let us start then with counting the number of hydrogen ionizing photons present in an arbitrary comoving patch of the Universe (without regard to its size, shape, gas density, or other physical properties). This patch is fully ionized when the number of photons with energies above 13.6 eV, $N_\gamma$, either emitted inside the region or arriving
into it from external sources, is equal or exceeds the number of hydrogen atoms \( N_H \) in the patch, \( N_\gamma \geq N_H \). If this condition does not hold the patch is only partially ionized, with \( N_{H\text{II}} < N_H \) and

\[
N_\gamma = N_{H\text{II}}.
\]

This is not enough, however, since atoms can recombine following the absorption of UV radiation, and must be photoionized again. Hence, our “master equation” should also include photon losses from radiative recombinations,

\[
N_\gamma(t) = N_{H\text{II}}(t) + \int_0^t N_{H\text{II}}(t') \frac{dt'}{t_{\text{rec}}(t')},
\]

where \( t_{\text{rec}} \) is the recombination time inside our patch. Reionization is complete when \( N_{H\text{II}} = N_H \) in every region of the Universe that is close (in some particular sense) to the mean cosmic density. Averaging now our master equation over a representative large comoving volume of the Universe \( V \), denoting this average with angle brackets, and differentiating with respect to time, one gets

\[
\frac{1}{V} \frac{d}{dt} \langle N_\gamma \rangle = \frac{1}{V} \frac{d}{dt} \langle N_{H\text{II}} \rangle + \frac{1}{V} \left( \frac{N_{H\text{II}}}{t_{\text{rec}}} \right).
\]

For historical reasons, the universe-average ionized fraction is often labeled with the symbol \( Q \),

\[
Q \equiv \lim_{V \to \infty} \frac{N_{H\text{II}}}{N_H} = \frac{\langle n_{H\text{II}} \rangle}{\langle n_H \rangle}.
\]

Rearranging terms, one recovers the original “reionization equation” of Madau et al. (1999):

\[
\frac{dQ}{dt} = \frac{\dot{n}_{\text{ion}}}{n_{H,0}} - \frac{Q}{t_{\text{rec}}},
\]

where \( t_{\text{rec}} \) is an “effective” recombination timescale and \( n_{H,0} = 1.9 \times 10^{-7} \text{ cm}^{-3} \) is the mean comoving cosmic density of hydrogen atoms. Here, we have written the comoving volume-averaged emission rate into the IGM of ionizing photons as

\[
\dot{n}_{\text{ion}} = \frac{1}{V} \langle \dot{N}_\gamma \rangle = f_{\text{esc}} \xi_{\text{ion}} \rho_{\text{SFR}}.
\]

In reionization studies, it is convention to include in the ionization balance equation only a fraction of the hydrogen photoionizations and radiative recombinations, i.e. those that take place in the diffuse, low-density IGM. Photons that are absorbed locally, within the immediate high-density vicinity (the ISM and the CGM) of ionizing sources, are accounted for by a reduction of the source term via the escape fraction parameter \( f_{\text{esc}} \) (see also Sect. 2.5). The third equality in Eq. (34) assumes a galaxy-dominated ionizing emissivity, with \( \rho_{\text{SFR}}(t) \) being the cosmic star formation rate density, \( \xi_{\text{ion}} \) the appropriately-averaged number of LyC photons emitted per unit
SFR (a “yield” determined by stellar physics and the shape of the initial mass function), and $f_{\text{esc}}$ the fraction of such photons that leaks into the IGM.

Some care must also be exercised with the photon sink term in Eq. (33). Since the recombination rate is quadratic in density, it depends on the actual gas density distribution within the volume and cannot be expressed via globally averaged quantities only. It is customary then to introduce a “recombination clumping factor” $C_{\text{HII}}$ and write

$$
\frac{1}{t_{\text{rec}}} \equiv \frac{\langle n_{\text{HII}} n_e x_{\text{HII}}^d \rangle}{\langle n_{\text{HII}} \rangle} = \langle x_{\text{HII}}^d \rangle \langle n_e \rangle C_{\text{HII}},
$$

where

$$
C_{\text{HII}} \equiv \frac{\langle n_{\text{HII}} n_e x_{\text{HII}}^d \rangle}{\langle n_{\text{HII}} \rangle \langle n_e \rangle \langle x_{\text{HII}}^d \rangle}
$$

is in general time-dependent. Neglecting density-dependent temperature fluctuations, which can impact the recombination coefficient, and assuming $n_e \propto n_{\text{HII}}$, one can rewrite the clumping factor in the more familiar form $C_{\text{HII}} = \langle n_{\text{HII}}^2 \rangle / \langle n_{\text{HII}} \rangle^2$.

The clumping factor is an external parameter that must be computed with the help of cosmological hydrodynamics simulations (Kohler et al. 2007; Pawlik et al. 2009; Finlator et al. 2012; Shull et al. 2012b; Kaurow and Gnedin 2014; So et al. 2014). It has to be chosen appropriately to avoid double counting, since the impact of recombinations within the host halos of ionizing sources is already implicitly incorporated as a reduction in the source term through the escape fraction $f_{\text{esc}}$. For example, all volume elements denser than a given gas overdensity threshold – say $\Delta > 100$ – should be removed from calculations of the clumping factor if ionizing photons were counted as escaped into the IGM once they entered regions of gas overdensities $\Delta < 100$. This means that the escape fraction and the clumping factor are not independent, but as long as the definitions of escape fraction and clumping factor refer to the same decomposition of the gas into IGM and ISM/CGM, the value of the overdensity threshold separating these different components can be chosen arbitrarily. Note, however, that the exclusion in the ionization balance equation of gas above a certain density implies that the quantity $n_{\text{HII},0}$ in Eq. (33) should not be, strictly speaking, the mean hydrogen density of the Universe but rather the redshift-dependent mean density of its diffuse component.

Equation (33) above statistically describes the transition from a neutral Universe to a fully ionized one. Extensively used in the literature (e.g., Haardt and Madau 2012; Kuhlen and Faucher-Giguère 2012; Bouwens et al. 2015; Robertson et al. 2015; Khaire et al. 2016; Ishigaki et al. 2018; Sharma et al. 2017) as it allows an estimate of the photon budget required to achieve reionization with a fast exploration of parameter space, this simple ODE has been shown to provide an acceptable description of the results of radiative transfer simulations (Gnedin 2000, 2016a). The main limitation of this approach is that it assumes that all LyC photons escaping from individual galaxies are absorbed by the diffuse IGM, mathematically permitting unphysical values of $Q$ above unity when reionization is completed and the Universe becomes transparent, because our master equation (31) is only valid until the patch is
fully ionized. Another limitation of the reionization equation is that it ignores collisional ionizations. As long as these take place inside virialized halos, they can be accounted for by appropriately choosing the parameter $f_{\text{esc}}$; however, collisional ionizations in filaments outside virialized halos are not included in this approach.

To provide an illustrative description of how the global reionization history of the Universe may proceed over cosmic time, we have numerically integrated Eq. (33) from $z = 10$ onwards, assuming a constant emission rate of LyC photons per hydrogen atom of $n_{\text{ion}}/n_{\text{H,0}} = 2.7 \text{ Gyr}^{-1}$. The average ionized fraction $Q$ is shown for an IGM that recombines according to Eq. (37). The data points represent constraints from the dark pixel statistics at $z = 5.6$ and $z = 5.9$ (blue squares, McGreer et al. 2015), the gap/peak statistics at $z = 6.32$ (magenta square, Gallerani et al. 2008), the damping wing absorption profiles in the spectra of quasars at $z = 6.3$ (orange pentagon, Schreder et al. 2013) $z = 7.1$ (turquoise hexagon, Greig et al. 2017; Mortlock et al. 2011), $z = 7.29$ (red triangle, Greig et al. 2022), and $z = 7.54$ (green circle, Bahados et al. 2018), the redshift-dependent prevalence of Lyman-$\alpha$ emitters (LAEs) at $7 < z < 8$ (firebrick pentagons, Schenker et al. 2014, and purple square, Mason et al. 2019a), and their clustering properties at $z = 6.6$ (gold hexagon, Ouchi et al. 2010).

Fig. 9 A toy model of reionization history obtained by integrating Eq. (33) with a constant emission rate of ionizing photons per hydrogen atom, $n_{\text{ion}}/n_{\text{H,0}} = 2.7 \text{ Gyr}^{-1}$. The average ionized fraction $Q$ is shown for an IGM that recombines according to Eq. (37). The data points represent constraints from the dark pixel statistics at $z = 5.6$ and $z = 5.9$ (blue squares, McGreer et al. 2015), the gap/peak statistics at $z = 6.32$ (magenta square, Gallerani et al. 2008), the damping wing absorption profiles in the spectra of quasars at $z = 6.3$ (orange pentagon, Schreder et al. 2013) $z = 7.1$ (turquoise hexagon, Greig et al. 2017; Mortlock et al. 2011), $z = 7.29$ (red triangle, Greig et al. 2022), and $z = 7.54$ (green circle, Bahados et al. 2018), the redshift-dependent prevalence of Lyman-$\alpha$ emitters (LAEs) at $7 < z < 8$ (firebrick pentagons, Schenker et al. 2014, and purple square, Mason et al. 2019a), and their clustering properties at $z = 6.6$ (gold hexagon, Ouchi et al. 2010).

\[
\bar{t}_{\text{rec}} = 2.3 \left[ \frac{(1 + z)}{6} \right]^{-4.35} \text{ Gyr},
\]  

(37)

a fitting formula provided by So et al. (2014) and based on the analysis of a radiation hydrodynamical simulation of reionization that begins at $z = 10$ and completes at $z \simeq 5.8$. The resulting average ionized fraction, shown in Fig. 9, appears to be consistent with a number of observational constraints on the state of the $z > 5$ IGM, and shows that the process of reionization is quite extended: even if it completes at

---

4 See Madau (2017), however, for a revised formulation where the source term in Eq. (33) is modified to explicitly account for the presence of the optically thick LLSs that trace the CGM (Crighton et al. 2019) and determine the mean free path of ionizing radiation after overlap.
redshift $\lesssim 6$, 40% of hydrogen atoms in the Universe are ionized already at $z \sim 7.5$. Note that we have artificially set $Q = 1$ when reionization is completed, the neutral fraction in the IGM drops abruptly, and photoionizations come into balance with radiative recombinations.

5.2 PDF-based models ("outside-in")

A different treatment was presented by Miralda-Escudé et al. (2000), who used the volume-weighted PDF of IGM gas $P_V(\Delta)$ already discussed in Sect. 2.7 to describe the ionization state of an inhomogeneous Universe. They assumed that inside each ionized bubble (and for the Universe as a whole after all the low density IGM is ionized) reionization proceeds gradually and “outside-in”, first into the underdense voids and then more gradually into overdense regions. At any given epoch, all the gas with density above a critical overdensity $\Delta_i(t)$ remains neutral, self-shielded from the ionizing background, while all lower density material is completely ionized. This ansatz cannot clearly be exact, since the degree of ionization of gas at a given density will depend on the environment, but it may provide a useful approximation for understanding the reionization history of cosmic structure. The overlap of H II regions occurs then first through the lowest density “tunnels” found between sources, both because fewer atoms need to be ionized per unit volume and because fewer recombinations take place, while the denser, neutral gas with $\Delta > \Delta_i(t)$ limits the mean free path of LyC radiation to sub-horizon scales.

Given a PDF, the mass-averaged ionized fraction is

$$F_M(\Delta_i) = \int_{0}^{\Delta_i} \Delta P_V(\Delta) d\Delta.$$  \hspace{1cm} (38)

The comoving volume-averaged recombination rate can then be written as

$$a^3 \langle x_{\text{HI}}^i n_e n_{\text{HI}} \rangle = \frac{n_{\text{H}_1,0}}{t_{\text{rec},0}} \int_{0}^{\Delta_i} \Delta^2 P_V(\Delta) d\Delta,$$  \hspace{1cm} (39)

since only ionized low-density regions contribute to the sink term. In the last expression, $t_{\text{rec},0}$ is the recombination time at the cosmic mean density and we have again neglected the effect of the temperature-density relation on the recombination coefficient. In this formalism, the clumping factor is simply

$$C_{\text{HI}} = F_M^{-2} \int_{0}^{\Delta_i} \Delta^2 P_V(\Delta) d\Delta.$$  \hspace{1cm} (40)

The critical overdensity $\Delta_i$ for a particular ionized patch of volume $V$ (which may be different in different patches) is then determined implicitly by our master equation (31),
\[ N_f(t) = F_M(\Delta_i(t)) + \int_0^t \int_{t_{rec,0}}^{\Delta_i(t)} \Delta^2 P_V(\Delta, t) d\Delta. \]  (41)

Equation (3) from Miralda-Escudé et al. (2000) is then obtained by differentiating this equation with respect to time and dividing it by \( \nu \) and by the Hubble parameter \( H \). For typical \( P_V(\Delta) \), the second term in Eq. (41) dominates over the first term for sufficiently large \( \Delta_i \) (typically \( \Delta_i \gtrsim 10 \) at \( z \sim 6 \)). Hence, this class of models is commonly called “outside-in”, with “out” and “in” referring to low and high density gas, respectively. The former gets ionized first, while the latter (excluding the ISM in the very vicinity of UV sources) is ionized later, as \( N_f \) and \( \Delta_i \) increase with time. In the late stages of reionization, when \( N_f \) is sufficiently large, it is recombinations in high density regions that consume most of the LyC photons and determine the rate at which reionization proceeds.

There are two main limitations of the PDF-based approach: 1) the gas density distribution is a fit to the results of cosmological hydrodynamical simulations that are sensitive to resolution, box size, as well as thermal and photoionization history. The PDF chosen by Miralda-Escudé et al. (2000), for example,

\[ P_V(\Delta) = A \exp \left( \frac{(\Delta^{-2/3} - C_0)^2}{2(2\delta_0/3)^2} \right) \Delta^{-\beta}, \]  (42)

was derived assuming that the initial density fluctuations form a Gaussian random field, the gas in voids is expanding at a constant velocity, and the density field is smoothed on the Jeans scale of the photoionized gas. Here, \( A, C_0, \delta_0 \) and \( \beta \) are redshift-dependent best-fit parameters. This PDF has been shown to be inadequate at describing the results of more modern simulations for \( \log \Delta > 1 \) (Pawlik et al. 2009; Bolton and Becker 2009); and 2) only recombinations leading to the consumption of LyC photons that escaped from the high-density ISM of star-forming regions contribute to the balance in Eq. (41). The number of ionizing photons leaking from the ISM must still be parameterized by an escape fraction \( f_{esc} \) which, contrary to the clumping factor, is not a derived quantity. Hence, the “outside-in” model is incomplete, and should be supplemented by an equation for \( f_{esc}(\Delta_i) \).

PDF-based models have found wide applicability in studies of the post-reionization IGM as probed by observations of hydrogen absorption in the spectra of luminous high-redshift quasars. Ignoring the effects of peculiar velocities and of thermal broadening, the Gunn–Peterson (Gunn and Peterson 1965) optical depth to Lyman-\( \alpha \) scattering at redshift \( z \) is given by

\[ \tau = \frac{\pi e^2}{m_e c H(z)} f_{\lambda_{\alpha}} n_{H_1}, \]  (43)

where \( f_{\lambda_{\alpha}} \) is the oscillator strength of the Lyman-\( \alpha \) transition, \( \lambda_{\alpha} = 1216 \) Å, \( H(z) \) is the Hubble parameter, and \( n_{H_1} \) is the proper local density of neutral hydrogen in the IGM. In photoionization equilibrium, the neutral hydrogen fraction and therefore the
optical depth depend on the local density of the IGM. For a highly ionized region with overdensity $\Delta$ in photoionization equilibrium one derives

$$\tau(\Delta) \simeq 9 \times 10^{-4} (1 + \chi) \frac{T_{\text{HI}}^{0.7} (1 + z)^{6}}{E(z) \Gamma_{-12}} \Delta^2,$$  \hspace{1cm} (44)

where $\Gamma_{-12}$ is the hydrogen photoionization rate in units of $10^{-12}$ s$^{-1}$, $E(z) \equiv [\Omega_M (1 + z)^3 + \Omega_L]^{1/2}$, $\chi$ accounts for the extra electrons liberated by helium reionization, and the temperature is approximately related to the gas density via a power-law density-temperature relation of the form $T = T_0 \Delta^c$, which should be valid for low-density gas (Hui and Gnedin 1997). The mean normalized transmitted flux through the IGM (which is the observed quantity) is then

$$\langle F \rangle = \langle e^{-\tau} \rangle = \int e^{-\tau(\Delta)} P_T(\Delta) d\Delta.$$  \hspace{1cm} (45)

Thus, as long as the PDF and the temperature-density relation are sufficiently well understood from theory and simulations, the observed mean transmitted flux can be used to determine the hydrogen photoionization rate $\Gamma_{\text{HI}}$ (McDonald and Miralda-Escudé 2001; Fan et al. 2002). Note that, at high redshift, the transmitted flux distribution $e^{-\tau(\Delta)} P_T(\Delta) \Delta$ peaks in underdense regions with $\Delta \sim 0.3$, as denser gas produces saturated Lyman-$\alpha$ absorption with zero transmitted flux.

For illustrative purposes, we have calculated here the mean transmitted flux as a function of redshift using the polynomial fit to the PDF from Bolton and Becker (2009), and assuming constant $T_0 = 10^4$ K, $\gamma = 1.3$, and $\Gamma_{\text{HI}} = 10^{-12}$ s$^{-1}$ (cf. Fan et al. 2006; Becker and Bolton 2013; Gaikwad et al. 2017; Boera et al. 2019; Walther

Fig. 10 Redshift evolution of the observed mean transmitted flux from Becker and Bolton (2013) (blue dots), Gaikwad et al. (2021) (turquoise pentagons), Bosman et al. (2018) (magenta squares) and (Eilers et al. 2018) (yellow pentagons). The dashed curve shows the prediction of a PDF-based model with constant $T_0 = 10^4$ K, $\gamma = 1.3$, and $\Gamma_{\text{HI}} = 10^{-12}$ s$^{-1}$ (see text for details). The data suggest a rapid change in the ionization state of the IGM at $z > 5$ produced by a decrease in the ionizing ultraviolet background, an indication of the end stages of hydrogen reionization.
et al. 2019; Gaikwad et al. 2020; Villasenor et al. 2022). Figure 10 compares the effective Lyman-α optical depth, $-\ln(F)$, predicted in the redshift range $2 \lesssim z \lesssim 6$ with the observations. Clearly, a constant hydrogen photoionization rate is unable to reproduce the rapid increase of the IGM opacity observed at $z > 5$, suggesting a swift transition in the ionization state of the Universe. Both the evolution of the observed Lyman-α opacity as well as the increased scatter of the measurements (Becker et al. 2015) are the most compelling constraints to date on the end of the epoch of reionization.

5.3 Excursion set-based models (“inside-out”)

While able to characterize an inhomogeneous reionization process where overdense regions are photoionized after underdense voids, PDF-based models implicitly assume a uniform UV background throughout the Universe and do not take into account large-scale fluctuations in the density field. The success of the extended Press–Schechter formalism for describing the correlation of peaks in the primordial mass distribution (Press and Schechter 1974; Bond et al. 1991; Lacey and Cole 1993) has prompted efforts to develop a similar approach for studies of the topology of reionization on large scales. Pioneered by Furlanetto et al. (2004) and Furlanetto and Oh (2005), such modeling has been subsequently used in a number of applications, most notably in the 21cmFAST code for estimating the 21-cm signal from neutral hydrogen during the epoch of reionization (Mesinger and Furlanetto 2007; Mesinger et al. 2011). The key idea here is to provide a statistical representation of the fluctuating ionization pattern on the scales that are most relevant to observations by connecting the number of ionizing photons present in a spherical region of comoving radius $R$ or, equivalently, linear mass scale $M \equiv (4\pi/3)\bar{\rho}R^3$ (where $\bar{\rho}$ is the mean density of the Universe) to the collapsed mass fraction $f_{\text{coll}}$ in that region. According to the extended Press–Schechter formalism, this is given by

$$f_{\text{coll}} = \text{erfc} \left[ \frac{\delta_c - \delta_R(z)}{\sqrt{2(\sigma_{\min}^2 - \sigma_R(z)^2)}} \right]$$

(46)

for Gaussian fluctuations on the scale $R$, where $\delta_R(z)$ and $\sigma_R(z)$ are the linear overdensity in a region of size $R$ and the rms density fluctuation in all regions of size $R$ respectively, $\delta_c$ is the linear-theory density threshold for collapse (equal to $\approx 1.686$ for spherical collapse), and $\sigma_{\min}$ is the rms density fluctuation on the smallest scale that can harbor an ionized source. It can be interpreted as the spatial scale $R_{\min}$ corresponding to the mass scale $M_{\min}$ for the minimum mass of an ionizing source, which, in turn, may correspond to atomic-cooling halos of virial temperature $10^4$ K. Furlanetto et al. (2004) postulated that the number of hydrogen ionizing photons per hydrogen atom in the region is

5 https://github.com/21cmFAST/21cmFAST.

6 A pre-factor of 2 commonly added to this equation to achieve $f_{\text{coll}} \rightarrow 1$ at $t \rightarrow \infty$ can always be incorporated into the $\zeta$ factor of Eq. (47).
\[
\frac{N_f}{N_H} = \zeta f_{\text{coll}}, \tag{47}
\]
where the factor \(\zeta\) depends on uncertain source properties like the efficiency of LyC photon production, the escape fraction of these photons from the host galaxy, and the star formation efficiency, and can be a function of mass \(M\). Then, from our master equation (31), the region under investigation is fully “self-ionized” when it contains enough mass in luminous sources, i.e. when

\[
zeta f_{\text{coll}} = 1 + \int_0^t \frac{x_{\text{HI}}}{t_{\text{rec}}} dt. \tag{48}
\]

This, together with Eq. (46), places a condition \(\delta_R > \delta_b(R, z)\) on the mean overdensity within an H II region of size \(R\), where \(\delta_b(R, z)\) is the threshold or “ionization barrier”. At any given (randomly chosen) position in space the evolution of \(\delta_R\) as a function of \(R\) resembles a random trajectory. Furlanetto et al. (2004) used the first-crossing distribution of random walks with a “moving” (because it is a function of the spatial scale \(R\)) barrier to model the size distribution of H II bubbles during reionization.

A practical implementation of the barrier-crossing technique is as follows. Consider a spatially variable field of density fluctuations \(\delta(x)\) (it can be either a linear Gaussian field or an actual nonlinear density field) at a given time in cosmic history, and an arbitrary position \(x_0\). Let \(\delta_R(x)\) be the density field smoothed with a particular spatial filter of size \(R\) (the specific shape of the spatial filter is usually not very important). A sequence of values \(\delta_R(x_0)\) as a function of \(R\) forms a “trajectory” in the \(\delta_R - R\) plane. The largest value of \(R\) for which \(\delta_R(x_0) = \delta_b(R)\) is called the “first barrier crossing”. The Furlanetto et al. (2004) model then considers the sphere of size \(R\) centered on \(x_0\) as fully ionized, since the number of ionizing photons per baryon inside that sphere exceeds the threshold value in Eq. (47). A location for which \(\delta_R < \delta_b(R)\) for any \(R\) is considered to be neutral at the cosmic time under consideration. Note that, if the recombination term in Eq. (48) is omitted (as in Furlanetto et al. 2004), and \(\zeta\) is assumed to be a constant, then every atom in the Universe eventually becomes ionized – \(f_{\text{coll}}\) is an increasing function of time, and thus eventually \(f_{\text{coll}}\) exceeds \(1/\zeta\) at every location and reionization ends. In reality recombinations are not negligible at high enough densities, so as \(f_{\text{coll}}\) increases so does the second term in Eq. (48). Eventually recombinations win, and a few percent of the gas mass remains neutral even after reionization, locked in the LLSs.

Figure 11 illustrates this model in practice, following the original analysis of Kaurov (2016). The left panel shows the field of reionization redshifts from a numerical simulation of the “Cosmic Reionization On Computers” (CROC) suite (described below). For each pixel, we calculated the moment it reached a 90% ionization level weighted by mass – the vast majority of the cells cross this threshold only once. The top right panel depicts a sample of trajectories (or random walks) at \(z = 8\) (about the midpoint of reionization) from the Gaussian random field initial conditions for this simulation: those corresponding to the locations of gas that remains neutral (\(z_{\text{REI}} < 8\)) are colored in blue, while the trajectories of cells that
Fig. 11  Top panel: A thin slice through a 120 comoving Mpc simulation from the CROC suite. Each pixel in the image is color-coded by the value of redshift at which gas at that spatial location was 90% ionized, with the color-bar giving the actual values for each color. The inset zooms on a region that contains both early ionized bubbles and high density gas ionized later. Bottom panel (top): Trajectories for the simulation box on the left at $z = 8$; blue lines (one solid, the other highly translucent) mark trajectories that are not yet ionized, red lines indicate ionized trajectories. The green line shows the reionization barrier. Bottom panel (bottom): Distribution of initial overdensities on scales $R/L_{BOX} = 0.03$. Again blue indicate neutral gas and red ionized; purple is the sum of the two. Both distributions are broad, so the barrier is “fuzzy”. One plausible definition of a reionization barrier is the overdensity at which the PDFs of neutral and ionized trajectories cross each other (vertical green line).
become ionized are shown as red lines. The PDF for neutral gas trajectories at a given value of the smoothing scale $R$ (using a sharp-$k$-space filter) is plotted in the right bottom panel. The distribution is broad and exhibits no sharp features, implying that the barrier is “fuzzy.” The ratio between the PDF of neutral trajectories and the PDF of all trajectories (i.e., the PDF of all overdensities $\delta$) is the cumulative barrier – if the barrier was infinitely sharp, that ratio would be a Heaviside function $\theta[\delta_b(R) - \delta]$. Hence, choosing a value of $\delta$ where this ratio is 1/2 serves as a proxy for the barrier. Thus defined barrier is shown in the top right panel as the green line.

Fig. 12 Density map shown as intensity (the values of overdensity in the color bar range from $10^{-2}$ to 100) around a massive galaxy in one of the CROC simulations at $z = 9$. The red and blue colors show ionized and neutral gas, respectively. Filaments remain neutral long after nearby voids become fully ionized.

Fig. 13 Left: Same as the bottom right panel of Fig. 11 at four different redshifts. In this particular realization, the lowest density gas is ionized at $z = 7.3$, and at lower redshifts the reionization barrier cannot be meaningfully defined. Right: Same PDFs at lower redshifts, but now as function of the total gas density. The distributions of neutral gas have well defined peaks ($A_\delta$ from Eq. 41), although they are not cut off sharply at lower densities, so $A_\delta$ is also somewhat “fuzzy.”
The fact that the barrier is “fuzzy” should not come as a surprise. Figure 12 shows the ionized bubble around a massive galaxy from one of the CROC simulations at $z = 9$. Since ionization fronts propagate much faster into voids than along dense filaments (the I-front speed is proportional to $n_H^{-1/3}$), the spatial distribution of ionized gas would not correlate well with the density distribution on all but the largest spatial scales. Hence, using density as a “predictor” for the ionization state of the gas is going to be inaccurate.

Figure 13 shows how the reionization barrier evolves towards later epochs in this particular realization. By $z = 7.3$ the barrier reaches the lowest gas densities, and ceases to be meaningfully defined. At even lower redshifts the distribution of neutral gas shifts toward the highest densities, which are poorly represented by the corresponding values in the linear Gaussian field. The right panel in the figure shows that the actual non-linear PDF of neutral gas has a characteristic overdensity value – $\Delta_i$ from Eq. (41), and therefore the outside-in model provides an approximate description for the evolution of the remaining neutral gas. It does fail, however, in its main assumption that all gas above $\Delta_i$ is neutral – in fact, most of the gas at any density is ionized, because radiation sources are highly clustered, and hence disproportionately populate the highest density regions.

### 6 Numerical models of reionization

#### 6.1 Semi-numerical models

In this category we place techniques that do not require accurate knowledge of the full nonlinear matter distribution from numerical simulations. Information about the spatial distribution of H II regions is obtained directly from the Gaussian random field of the initial conditions or their direct derivative, such as the second order perturbation theory.

##### 6.1.1 21cmFAST

The most widely used in this class of models is perhaps the 21cmFAST code (Mesinger et al. 2011). In its original formulation it uses the excursion set-based formalism of Furlanetto et al. (2004) to create a realization of the distribution of ionized gas at any given redshift from Eqs. (46) and (47). The actual density field used in equation (46) is obtained from the Zel’довich approximation (a historical alias to first order Lagrangian perturbation theory).

One of the most undesirable features of excursion set-based algorithms is that they do not explicitly conserve photons – when two H II bubbles overlap, LyC photons from both bubbles are double-counted in setting the ionization field (Zahn et al. 2011; Paranjape et al. 2016; Hutter 2018). The 21cmFAST code includes a special correction to overcome this deficiency (Park et al. 2022). The latest version of the code is described in Murray et al. (2020). It is currently the de-facto standard for making large-scale maps of various reionization-related fields (shown in Fig. 14), including creating mock maps for current and future 21-cm cosmology experiments.
The excursion set formalism can also be used in “reverse”, to model the distribution of neutral gas – in particular, the distribution of neutral islands at the end of reionization. Since we showed above that the excursion set formalism loses its accuracy close to the overlap, capturing neutral islands at this epoch is more involved then just “flipping the sign” in the 21cmFAST predictions. Such an extension for 21cmFAST has been implemented in the “IslandFAST” code (Xu et al. 2017), which agrees well with the results of fully coupled simulations.

Fig. 14 An example of outputs from the latest version of the 21cmFAST code. Maps of several physical quantities (such as gas overdensity, neutral fraction, number of recombinations, etc) can be generated along the lightcone. Image reproduced with permission from A. Mesinger, http://homepage.sns.it/mesinger/Media/lightcones_minhalo.png
6.1.2 ARTIST-like schemes

The lack of explicit photon conservation in the excursion set-based models has motivated the development of alternative approaches that explicitly enforce such conservation. One example is the “Asymmetric Radiative Transfer In Shells Technique” (ARTIST, Molaro et al. 2019), which solves the actual radiative transfer equation by ray-tracing (see Sect. 3.1.1) on a density field obtained with the excursion set formalism. To make the calculation computationally feasible, ARTIST propagates the radiation emitted by each source in only a small number of directions, and explicitly achieves photon conservation in finite-size segments of the solid angle.

The comparison between ARTIST and excursion set-based models with the same radiation sources shows significant differences in the ionization history or in the 21cm power spectrum. This unfortunately implies that these approaches are not robust, and contain internal unidentified biases (Molaro et al. 2019). On the other hand, one can adjust source parameters such as $f_{\text{esc}}$, treating them as fudge factors rather than physical quantities, in order to match more closely the results of the different algorithms.

The “Semi-numerical Code for ReionIzation with PhoTon Conservation” (SCRIPT, Maity and Choudhury 2022) is an intermediate approach between what we call a “semi-numeric technique” and a “decoupled simulation”. It can use either the density field from a dark matter-only (DMO) simulation or the one generated from Gaussian random initial conditions with, say, perturbation theory. The ionization state is modeled with a quasi-ray-tracing algorithm, in which space is divided into cells and cells that contain sources are ionized first, followed by their neighbors, then neighbors-of-neighbors, etc. We list SCRIPT in this section because it is conceptually very similar to ARTIST when used with the density field generated from the perturbation theory.

6.1.3 AMBER

The “Abundance Matching Box for the Epoch of Reionization” (AMBER, Trac et al. 2022) is an entirely different approach for modeling cosmic dawn. It is based on an “abundance matching” hypothesis that there exists a monotonic relation between a base field $\beta(x)$ and the reionization-redshift field at a given location $z_{\text{rei}}(x)$ (see, e.g., the left panel of Fig. 11). The functional form of $z_{\text{rei}}(\beta)$ can be deduced from the assumed ionization history.

The accuracy of such an ansatz depends critically on the choice for the base field $\beta(x)$. Trac et al. (2022) showed that using density as the base field is a poor choice, a conclusion that is generally consistent with our discussion in Sect. 5.3. A much better choice for $\beta$ is an approximation to the ionizing radiation field. The formal solution to the radiative transfer equation for the radiation angle-averaged intensity $J_r$ is

$$J_r(x) = \frac{a}{4\pi} \int d^3x_1 \frac{S_\nu(x_1)}{(x-x_1)^2} e^{-\tau_\nu(x,x_1)},$$

(49)

where $S_\nu$ is the source function and the $1/(4\pi r^2)$ term is the inverse-square law for
the flux. Since this equation is not a convolution, it cannot be easily evaluated on an arbitrary mesh or particle distribution and would require using some of the methods for solving the radiative transfer equation discussed in Sect. 3.1.

There is, however, an ansatz that permits a fast – $O(N)$ or $O(N \log N)$ – evaluation for an arbitrary set of $N$ target points $\mathbf{x}$, and which, on average, gives the correct value for the radiation field:

$$\tau_{\nu}(\mathbf{x}, \mathbf{x}_1) \to \frac{1}{\lambda_{\text{mfp}}(\nu)} \| \mathbf{x} - \mathbf{x}_1 \|.$$  \hspace{1cm} (49)

Equation (49) then becomes a convolution,

$$J_{\nu}(\mathbf{x}) = \frac{a}{4\pi} \int d^3 x_1 \frac{S_{\nu}(\mathbf{x}_1)}{\| \mathbf{x} - \mathbf{x}_1 \|^2} e^{-\| \mathbf{x} - \mathbf{x}_1 \|/\lambda_{\text{mfp}}(\nu)}, \hspace{1cm} (50)$$

which can be solved in $O(N)$ operations for $N$ spatial locations.

Figure 15 replicates Fig. 17 from the AMBER method paper (Trac et al. 2022), and shows a comparison between a full radiative transfer simulation, AMBER, 21cmFAST, and an older approximate scheme called “The Reionization on Large Scales” (RLS, Battaglia et al. 2013). Out of the three schemes, AMBER appears to perform the best, with 21cmFAST missing some small scale features but otherwise offering a similarly good approximation on large scales.

### 6.2 DMO+SAM

In this category we place techniques that rely on a dark-matter-only (DMO) simulation combined with a semi-analytical model (SAM). Such an approach is widely used in modeling galaxy formation, and our focus here is on the small subset of such schemes that are specifically designed for modeling reionization and, therefore, include an algorithm for computing the spatial distribution of ionized hydrogen. In the two models discussed below this is done with an excursion set-based method.

![Fig. 15](image.png)

**Fig. 15** Visualization of the reionization-redshift fields from a full radiative transfer simulation, AMBER, 21cmFAST, and “The Reionization on Large Scales” (RLS) scheme from Battaglia et al. (2013). AMBER offers the best approximation to the full numerical simulation out of these three approximate techniques. In the units on the $x$, $y$ axes, the symbol $h$ denotes the Hubble constant in units of 100 km s$^{-1}$ Mpc$^{-1}$. Image reproduced with permission from Trac et al. (2022), copyright by the authors.
6.2.1 ASTRAEUS

ASTRAEUS (“seminumerical rAdiative tranSfer coupling of galaxy formaTion and Reionization in N-body dArk mattEr simUlationS”, Hutter et al. 2021) is a semi-analytical model (“DELPHI”, Dayal et al. 2014) built on the “Very Small MultiDark Planck” DMO simulation from the MultiDark simulation suite (Klypin et al. 2016). The key parameters of the simulation are listed in Table 1. The ionization state of the IGM is modeled by an independent excursion set code developed by Hutter (2018).

With a volume size of $\approx 230$ Mpc, ASTRAEUS simulations are large enough to produce a converged distribution of ionized bubbles during reionization (Iliev et al. 2014).

Figure 16 shows an example from ASTRAEUS modeling. The global reionization history in ASTRAEUS depends only weakly on the specifics of the adopted radiative feedback model, in agreement with many other studies. On a negative side, ASTRAEUS fails to model the ionization state of the IGM in the post-reionization era at $z<6$, and thus cannot yet be used for making synthetic quasar spectra for studying transmission spikes, dark gaps, and the Lyman-$\alpha$ forest. On a positive side, the large volumes simulated by ASTRAEUS allow one to explore sample variance in current and future observational surveys. For example, Ucci et al. (2021) found large variations in the galaxy luminosity functions at $M_{UV} < -17$ that will soon be measured by the JWST Advanced Extragalactic Survey (JADES).

![Figure 16](image-url)
6.2.2 DRAGONS

DRAGONS (“Dark-ages Reionization And Galaxy Observables from Numerical Simulations”, Poole et al. 2016; Angel et al. 2016; Mutch et al. 2016) adopt a similar scheme to ASTRAEUS. It uses the DMO simulation “Tiamat” that was specifically designed for the DRAGONS project. While 12 times smaller in volume and about 6 times smaller in particle number than the “Very Small MultiDark Planck” simulation used in ASTRAEUS, Tiamat has more than 10 times better spatial resolution.

The power of semi-numerical schemes like ASTRAEUS and DRAGONS is in their flexibility. After the backbone DMO simulation is completed, running the semi-analytical prescriptions on the halo catalogs is straightforward and fast, and can therefore be used for an efficient exploration of a large parameter space. As an example, we show in Fig. 17 several DRAGONS models with different stellar feedback recipes (not to be confused with the radiative feedback models shown in Fig. 16 for ASTRAEUS). Models without the stellar feedback predict too early reionization, but, of course, the feedback is well established to be the key in modeling galaxy formation, so models without feedback are of only academic interest. With strong enough feedback, star formation in galaxies “self-regulates” (Dobbs et al. 2011; Agertz et al. 2013; Hopkins et al. 2013; Agertz and Kravtsov 2015; Benincasa et al. 2016; Hopkins et al. 2018; Orr et al. 2018; Semenov et al. 2017; Faucher-Giguère 2018; Grudić et al. 2018; Semenov et al. 2018; Li et al. 2018; Semenov et al. 2019; Meng et al. 2019; Barrera-Ballesteros et al. 2021; Grudić et al. 2021), and the main parameter controlling the timing of reionization is the escape fraction.

![Fig. 17](image-url) The electron scattering optical depth to reionization, $\tau_\text{esc}$, as a function of redshift for several DRAGONS models – see Mutch et al. (2016) for details on the simulations and observational constraints. Image reproduced with permission from Mutch et al. (2016), copyright by the authors.
6.2.3 1D radiative transfer

An interesting simplified approach to implementing radiative transfer on top of a DMO simulation was pioneered by Thomas and Zaroubi (2008) and later developed into the GRIZZLY (not an abbreviation) code (Ghara et al. 2015, 2018). Instead of utilizing the full ray-tracing, only one ray is used for each source, with the density profile along the ray being the spherical average over all directions. The radiative transfer is solved along that ray in “1D”, so all ionized regions around sources are spherical. This approach has been shown to be a useful approximation for modeling the 21-cm emission during reionization (Ghara et al. 2018). It should be clear from our discussion in Sect. 5.3, however, that such approach fails to capture the “outside-in” stage of reionization.

6.3 Partially-coupled simulations

Cosmological simulations vary widely in their setups, input physics, and numerical approaches. In this review we deliberately limit ourselves to simulations that model reionization, i.e., include cosmological radiative transfer as one of their main physics packages. A number of recent computational projects have focused on modeling high redshift galaxy formation without accounting for the thermal and ionization history of their environment, such as FLARES (Lovell et al. 2021; Vijayan et al. 2021, 2022), FIRE (Ma et al. 2020b; Liang et al. 2021), or FirstLight (Ceverino et al. 2017). Because they do not address the reionization process itself, they are somewhat outside the scope of the present review. An excellent recent review of galaxy formation simulations is given by Vogelsberger et al. (2020).

An intermediate stage between a “semi-numerical” technique like DMO+SAM and a fully coupled cosmological hydrodynamic simulation is one where not all the physics components of a simulation are actually fully coupled. The classical example of such an approach are C2-Ray simulations (Iliev et al. 2006b; Mellema et al. 2006), which include full radiative transfer but assume that the hydrogen density tracks the dark matter field of a large DMO run. In this method, the gas dynamics does not respond to heating by UV radiation, and physical effects such as the suppression of gas accretion and condensation in sufficiently low-mass halos cannot be captured directly, although they may be modeled with additional, approximate schemes. These simulations also do not resolve the scales that are relevant for star formation, and model radiation sources with a semi-analytic approach.

A different example of partially-coupled simulations can be found in Bauer et al. (2015), where two different radiative transfer solvers are run in post-processing on outputs from the Illustris simulation (Vogelsberger et al. 2014). Illustris aims at studying the processes of galaxy formation and evolution in the Universe with a comprehensive physical model that includes feedback from supernova explosions and accreting supermassive black holes, and radiative transfer in post-processing complements the original simulation with maps of ionized/neutral IGM gas throughout the reionization process. The limitation of this approach is that the gas dynamics does not respond to the spatially-varying and time-dependent radiation field. An analogous approach using the MassiveBlack-II simulation (Khandai et al. 20123).
and the radiative transfer code CRASH was presented by Eide et al. (2018, 2020); Ma et al. (2022). Here, the key advantage is the adopted frequency range, which is wider than modeled by most other approaches and extend to soft X-rays and the associated secondary ionizations. The CRASH+MassiveBlack-II set of simulation also systematically explored the impacts of multiple types of radiation sources – in addition to normal stars and quasars, they also considered binary stars, shock-heated ISM, and X-ray bursts. The radiative transfer solver has also been used in post-processing for the modeling, for example, of the escape fraction from individual halos in cosmological simulations (cf. Ma et al. 2020b; Kostyuk et al. 2022, for recent studies). As we mentioned at the beginning of this section, such models are beyond the scope of this review.

Partially-coupled simulations with a primary focus on galaxy formation at high redshift and not on the process of reionization per se may also include an approximate radiative transfer algorithm rather than an actual numerical solver. The poster child examples of such schemes are BlueTides (Huang et al. 2018) and Astrid (Bird et al. 2022). These simulations combine the physics package of the MassiveBlack-II run (Khandai et al. 2015b) with the “The Reionization on Large Scales” approach from Battaglia et al. (2013) that served as a precursor to the AMBER scheme already described. They are able to account, albeit approximately, for the ionization history of the galaxy environment, while offering a huge boost to computational efficiency.

Yet another flavor of a partially decoupled scheme can be envisioned as an efficient approach for a multi-fold extension of the simulation size. Most of the methods described here as well as the fully coupled simulations discussed below resolve the low density IGM on scales of order 100 comoving kpc or better. Such resolution, comparable to the Doppler smoothing scale of gas at 10^4 K, is the minimum required to capture the IGM density fluctuations that give origin to the Lyman-α forest in the spectra of distant quasars. A uniform grid simulation with, say, 50 kpc resolution in a 500 Mpc box would require 10,000^3 cells, a size that is currently achievable on modern 100 petaflops-level platforms with, e.g., the GPU-native cosmological hydrodynamics code Cholla (Schneider and Robertson 2015). At 50 kpc resolution, however, no plausible model for the physics of galaxy formation can be constructed. This is similar, for example, to C2-Ray simulations that have to rely on semi-analytical schemes for including radiation sources.

A “two-tier” simulation approach may be desirable, where a high-resolution small-box simulation is used to inform a coarse-resolution large-box one. Large volume simulations – which cannot track the interior structure of dark matter halos – may then implement the physics of galaxy formation with an approximate model that recovers the mean trends for galaxy baryonic properties predicted by more detailed calculations. A recent example of this technique is offered by Hausen et al. (2022), who trained the Explainable Boosting Machines (EBM) machine learning algorithm to assign stellar masses and star formation rates (SFRs) to the host dark matter halos based on nearly 6 million galaxies simulated by the fully coupled “Cosmic Reionization On Computers” (CROC) project. Figure 18 shows the main result from that work: a comparison of the simulated SFRs in the original CROC simulations.
versus the values predicted by machine learning as a function of halo virial mass $M_{\text{vir}}$. The EBM model is highly predictive, failing to capture only the most extreme outliers in SFR at a fixed $M_{\text{vir}}$. Through this approach, the physics of baryonic galaxy formation can be connected to the properties of dark matter halos and implemented as a “sub-grid” prescription in cosmological hydrodynamics simulations that do not resolve the small scale details of star formation and feedback, while at the same time capturing the variations of SFR in halos of the same mass due to environmental effects and different prior accretion histories.

Fig. 18 The EBM model for the star formation rate (SFR) as a function of virial mass $M_{\text{vir}}$. The upper left panel shows the two-dimensional distribution of SFRs with $M_{\text{vir}}$ for all galaxies in a subset of CROC simulations, with the color scale showing the number of simulated galaxies at each [SFR, $M_{\text{vir}}$] location. The lower left panel shows the EBM model prediction $\Gamma(\text{SFR}; \theta')$ for the distribution of SFR with $M_{\text{vir}}$ given the EBM internal parameters $\theta'$. The upper and lower right panels show the residuals and the outliers between the simulated CROC galaxies and the EBM model predictions. These outliers represent less than 5% of the simulated CROC galaxies. Image reproduced with permission from Hausen et al. (2022), copyright by the authors.
6.4 Fully-coupled simulations

Self-consistent, fully-coupled simulations, often considered the ultimate theoretical model for a given process, can only be trusted as long as they include all the relevant physics (such as gravity, gasdynamics, star formation, stellar and AGN feedback, radiation transport) with sufficient precision and maintain numerical effects under control.

Table 1 summarizes some of the most recent fully coupled simulations (together with several of the approximate methods discussed above). CosmicDawn (CoDa) (Ocvirk et al. 2016; Aubert et al. 2018; Ocvirk et al. 2020; Lewis et al. 2020, 2022), CROC, and Thesan are similar in their computational volume (≈100 Mpc). They differ somewhat in spatial and mass resolution, but all fall into the class of simulations that do not resolve the scale heights of galactic disks (and therefore model galaxies in “2D”), and can be directly compared to each other. SPHINX simulations (Rosdahl et al. 2018; Katz et al. 2019, 2022), by contrast, focus on resolving the actual vertical structure of star-forming galaxies, achieving much higher spatial resolution at the expense of being unable to model the global reionization history (a 20 comoving Mpc box contains only 4 $L_\star$ galaxies on average).

The target goal of reaching a ≈100 Mpc simulation box is dictated by the desire to replicate a representative region of the Universe. At $z \approx 7$, the correlation length of galaxies is around 10 Mpc (Barone-Nugent et al. 2014) and is weakly luminosity dependent. The number density of $L_\star$ galaxies is also about 1 per 10 Mpc. Hence, a volume of ≈100 Mpc on a side contains around 1000 $L_\star$ galaxies and has the rms correlation function at half the box size of $(50/10)^{-1.6} \approx 0.08$. Whether ≈100 Mpc simulations actually converge on some of the key features of the reionization process, such as the size distribution of ionized bubbles, is presently unclear. Some earlier C2-Ray simulations (Iliev et al. 2014) found convergence only in $\gtrsim 250$ Mpc boxes, while in CROC simulations (which explicitly match at $z < 6$ the LyC mean free path determined by the abundance of LLSs) the bubble size distribution appears to have converged by $z \gtrsim 7$ (Gnedin and Kaurov 2014).

Figure 19 from Bouwens et al. (2022) shows a comparison between the galaxy UV luminosity function observed at different redshifts and several theoretical predictions. The observational data come primarily from the Hubble Frontier Fields, and are subject to systematic uncertainties from lensing modeling (Bouwens et al. 2017, 2022) that rapidly increase for galaxies fainter than $M_{UV} > -15$. At brighter magnitudes most theoretical models match the data well, but they differ widely at $M_{UV} \gtrsim -14$ mag, a faint luminosity regime that will soon be probed by JWST observations. Theorists are eagerly waiting for JWST deep field data as few, if any, of the current models will survive these ground-breaking sensitive measurements.

Since the goal of fully-coupled simulations is to actually model the reionization process, their performance must be measured against that metric. In Fig. 20, we show the basic prediction for any simulation of the epoch of reionization, the

---

7 Notice, however, that CROC results are shown for earlier, smaller boxes. CROC underpredicts luminosities and stellar masses of super-$L_\star$ galaxies in its largest, 117 Mpc boxes (Zhu et al. 2020).
evolution of the globally volume-averaged neutral hydrogen fraction. While the latest fully-coupled simulations do produce neutral fractions similar to the observed values, they do not do so at the level of precision required by the observations. The only simulation project that does match the observations accurately is CROC, but this is by construction, as the data measurements were actually used to calibrate the effective escape fraction from the radiation sources. The unsatisfactory level of agreement between data and theory points to the direction where efforts in designing the next generation of cosmological simulations should be aimed at – i.e., on significantly improving the modeling of intergalactic gas. A number of recent observations have provided measurements of various properties of the post-reionization IGM, such as the distribution of mean Lyman-α opacities along skewers of fixed length (Becker et al. 2015; Bosman et al. 2018; Eilers et al. 2018; Yang et al. 2020), the distribution of “dark gaps” – continuous spectral regions in distant quasar spectra where the trasmited flux is below a specified threshold (Zhu et al.

8 Predicting the mass-weighted neutral hydrogen fraction is much harder, as after reionization this is dominated by the residual neutral component locked in the Damped Lyman-α Systems.

| Table 1 | Simulation-based models and simulations of reionization |
|---------|----------------------------------------------------------|
| Suite name | N\textsubscript{box} | N\textsubscript{part} | Box size | Resolution | Code |
|----------|-----------------|----------------|----------|------------|------|
| SAM+DMO | | | | | |
| ASTRAEUS | 1 | 3840\textsuperscript{3} | 230 Mpc | 530 pc | ART (DMO) |
| DRAGONS | 1 | 2160\textsuperscript{3} | 100 Mpc | 50 pc | GADGET-2 (DMO) |
| Partially-coupled simulations | | | | | |
| Astrid | 1 | 5500\textsuperscript{3} | 370 Mpc | 115 pc | GADGET-3 (SPH) + semi-analytical RT |
| MassiveBlack-II | 1 | 1792\textsuperscript{3} | 142 cMpc | 440 pc | GADGET-3 (SPH) + RT in post-processing |
| C2-Ray | 1 | 6912\textsuperscript{3} | 714 Mpc | 6.3 kpc | P\textsuperscript{3}M (DMO) + C2-Ray (RT) |
| Illustris | 1 | 1820\textsuperscript{3} | 107 Mpc | 72 pc | AREPO (MM) + RT in post-processing |
| Fully-coupled simulations | | | | | |
| CoDa | 1 | 8192\textsuperscript{3} | 94 Mpc | 1.7 kpc | RAMSES-CUDATON (uniform grid) |
| CROC | 6 | 2048\textsuperscript{3} | 117 Mpc | 100 pc | ART (AMR) |
| SPHINX | 1 | 1024\textsuperscript{3} | 20 Mpc | 10 pc | RAMSES-RT (AMR) |
| Thesan | 1 | 2100\textsuperscript{3} | 96 Mpc | 300 pc | AREPO-RT (MM) |

\textsuperscript{a} We list only the number of the largest box runs. Several projects also completed a number of simulations with 8 times smaller N\textsubscript{part}.

\textsuperscript{b} Equivalent number of dark matter particles in the largest simulation.

\textsuperscript{c} In comoving units.

\textsuperscript{d} Spatial resolution is given in proper units as an effective grid code cell size; for particle codes the conversion between the gravitational softening and the effective cell size is given in Mansfield and Avestruz (2021). For simulations that maintained their resolution in comoving units, the resolution is quoted at z = 6.

\textsuperscript{e} AMR = Adaptive Mesh Refinement; SPH = Smooth Particle Hydrodynamics; MM = Moving Mesh; RT = Radiative Transfer
and the cross-correlation between quasar absorption spectra and properties of galaxies along the same sightline (Meyer et al. 2019, 2020). None of the existing fully-coupled simulations are able to match all of these observational constraints.

7 Concluding remarks

The epoch of cosmic reionization is a vast science frontier discovery area where detailed modeling and complex computational tools are required to support the anticipated observational breakthroughs. Since the very first paper on reionization by Arons and McCray (1970), this field has remained heavily theory dominated until the very recent times. The prospects for improving our understanding of this era over the next few years are outstanding, and a number of massive datasets from new ground- and space-based instruments and facilities, like the Dark Energy Spectroscopic Instrument (DESI), the Subaru Hyper Suprime-Cam (HSC), the Extremely Large Telescope (ELT), the Atacama Large Millimeter Array (ALMA), the Hydrogen Epoch of Reionization Array (HERA), the Square Kilometre Array (SKA), JWST and Euclid, are poised to revolutionize our understanding of the dawn of galaxies, the cosmic ionizing photon budget, the physics of the early IGM and galaxy-IGM interactions, and promise an era of precision reionization studies.

It is generally expected that, by performing throughout analyses that comprise the latest observational results, elaborate theoretical modeling, state-of-the-art simulations that incorporate realistic baryonic physics over a large range of spatial scales, and statistical inference, astrophysicists will be able over the next decade to:
(1) unravel the nature of the first astrophysical sources of radiation and heating, and investigate how they interacted with their environment; (2) trace the overall progression of the cosmic reionization process and establish its impact on observations of the early Universe – from the large-scale signal of neutral hydrogen in the redshifted 21cm line at \( z \gtrsim 10 \) to the fluctuating Lyman-\( \alpha \) opacity of the \( z \sim 5.5 \) IGM; (3) reveal the thermal history of cosmic gas through the imprint left by hydrogen and helium reionization heating on the power spectrum of the Lyman-\( \alpha \) forest and other observables; and (4) model the range of cosmological physics that influence the small-scale properties of the cosmic web.

The precision of future observational data will exceed the precision of current theoretical models (this is already happening, as can be seen in Fig. 20). Theorists must therefore face the challenge of significantly increasing the physical fidelity and numerical precision of their models, and enhance their predictive power. The world of theoretical modeling of reionization is very diverse, as we strove to demonstrate above. Such a diversity is useful during the formative years of any field, but as the
field matures one expects many of the simpler, less accurate methods and tools to become obsolete. This is very likely going to be the case in reionization studies as well. It is our belief then that this “living” review will lead a very active life indeed, with many of the schemes described above falling out of use. Hopefully, this article will be of help to the next generation of theorists and computational scientists, charting the directions where a beginning graduate student or a postdoc switching fields may make a large and visible impact.

Acknowledgements We thank the anonymous referees for catching a number of critical omissions and mistakes in the first version of this review. We also greatly benefited from comments by Benedetta Ciardi, Linhua Jiang, Dylan Nelson, Michael Shull, Hy Trac, and Yidong Xu. This work was supported in part by the NASA Theoretical and Computational Astrophysics Network (TCAN) Grant No. 80NSSC21K0271. The authors would like to express their appreciation to the TCAN team for many useful inputs, valuable discussions, and inspiring ideas. Fermilab is operated by Fermi Research Alliance, LLC, under Contract No. DE-AC02-07CH11359 with the United States Department of Energy.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Abel T, Wandelt BD (2002) Adaptive ray tracing for radiative transfer around point sources. Mon Not R Astron Soc 330(3):L53–L56. https://doi.org/10.1046/j.1365-8711.2002.05206.x. arXiv:astro-ph/0111033 [astro-ph]

Abel T, Norman ML, Madau P (1999) Photon-conserving Radiative Transfer around Point Sources in Multidimensional Numerical Cosmology. Astrophys J 523:66–71. https://doi.org/10.1086/307739. arXiv:astro-ph/9812151

Agertz O, Kravtsov AV (2015) On the interplay between star formation and feedback in galaxy formation simulations. Astrophys J 804(1):18. https://doi.org/10.1088/0004-637X/804/1/18. arXiv:1404.2613 [astro-ph.GA]

Agertz O, Kravtsov AV, Leitner SN, Gnedin NY (2013) Toward a complete accounting of energy and momentum from stellar feedback in galaxy formation simulations. Astrophys J 770(1):25. https://doi.org/10.1088/0004-637x/770/1/25

Aldrovandi SMV, Pequignot D (1973) Radiative and dielectronic recombination coefficients for complex ions. Astron Astrophys 25:137

Alvarez MA, Finlator K, Trenti M (2012) Constraints on the ionizing efficiency of the first galaxies. Astrophys J Lett 759(2)L38. https://doi.org/10.1088/2041-8205/759/2/L38. arXiv:1209.1387 [astro-ph.CO]

Angel PW, Poole GB, Ludlow AD, Duffy AR, Geil PM, Mutch SJ, Mesinger A, Wyithe JSB (2016) Dark-ages reionization and galaxy formation simulation - II. Spin and concentration parameters for dark
matter haloes during the epoch of reionization. Mon Not R Astron Soc 459(2):2106–2117. https://doi.org/10.1093/mnras/stt737. arXiv:1512.00560 [astro-ph.GA]
Arons J, McCray R (1970) Photo-ionization of intergalactic hydrogen by Quasars. Astrophys Lett 5:123
Arons J, Wingert DW (1972) Theoretical models of photoionized intergalactic hydrogen. Astrophys J 177:1. https://doi.org/10.1086/151682
Aubert D, Teysier R (2008) A radiative transfer scheme for cosmological reionization based on a local Eddington tensor. Mon Not R Astron Soc 387(1):295–307. https://doi.org/10.1111/j.1365-2966.2008.13223.x. arXiv:0709.1544 [astro-ph]
Aubert D, Deparis N, Ocvirk P, Shapiro PR, Iliev IT, Babul A, Ostriker E, Rosolowsky E, Carigi L, Barrera-Ballesteros JK, Sánchez SF, Heckman T, Wong T, Bolatto A, Ouchi M, Riechers D, Daddi E, Cimatti A, Stiavelli M, Labbé I, van Dokkum PG (2014) Measurement of galaxy clustering at z ~ 2.5 and the evolution of galaxy bias from 3.8 < z < 8 in the XDF, GOODS-S, and GOODS-N. Astrophys J 793 (1):17. https://doi.org/10.1088/0004-637x/793/1/17. arXiv:1407.7316 [astro-ph.GA]
Barreiro-Ballesteros JK, Sánchez SF, Heckman T, Wong T, Bolatto A, Ouchi M, Riechers D, Daddi E, Cimatti A, Stiavelli M, Labbé I, van Dokkum PG (2014) Measurement of galaxy clustering at z ~ 2.5 and the evolution of galaxy bias from 3.8 < z < 8 in the XDF, GOODS-S, and GOODS-N. Astrophys J 793 (1):17. https://doi.org/10.1088/0004-637x/793/1/17. arXiv:1407.7316 [astro-ph.GA]
Battaglia N, Trac H, Cen R, Loeb A (2013) Reionization on large scales. I. A parametric model constructed from radiation-hydrodynamic simulations. Astrophys J 776(2):81. https://doi.org/10.1088/0004-637x/776/2/81
Bauer A, Springel V, Vogelsberger M, Genel S, Torrey P, Sijacki D, Nelson D, Hernquist L (2015) Hydrogen reionization in the Illustris universe. Mon Not R Astron Soc 453(4):3593–3610. https://doi.org/10.1093/mnras/stv1893. arXiv:1503.00734 [astro-ph.CO]
Becker GD, Bolton JS (2013) New measurements of the ionizing ultraviolet background over 2 < z < 5 and implications for hydrogen reionization. Mon Not R Astron Soc 436:1023–1039. https://doi.org/10.1093/mnras/stt1610. arXiv:1307.2259
Becker GD, Bolton JS, Madapu P, Pettini M, Ryan-Weber EV, Venemans BP (2015) Evidence of patchy hydrogen reionization from an extreme Lyα trough below redshift six. Mon Not R Astron Soc 447:3402–3419. https://doi.org/10.1093/mnras/stu2646. arXiv:1407.4850
Becker GD, D’Aloisio A, Christenson HM, Zhu Y, Worseck G, Bolton JS (2021) The mean free path of ionizing photons at 5 < z < 6: evidence for rapid evolution near reionization. Mon Not R Astron Soc 508(2):1853–1869. https://doi.org/10.1093/mnras/stab2696. arXiv:2103.16610 [astro-ph.CO]
Benincasa SM, Wadsley J, Couchman HMP, Keller BW (2016) The anatomy of a star-forming galaxy: pressure-driven regulation of star formation at kpc scales. Mon Not R Astron Soc 503(3):3643–3659. https://doi.org/10.1093/mnras/stb755. arXiv:2101.04683 [astro-ph.GA]
Battaglia N, Trac H, Cen R, Loeb A (2013) Reionization on large scales. I. A parametric model constructed from radiation-hydrodynamic simulations. Astrophys J 776(2):81. https://doi.org/10.1088/0004-637x/776/2/81
Bauer A, Springel V, Vogelsberger M, Genel S, Torrey P, Sijacki D, Nelson D, Hernquist L (2015) Hydrogen reionization in the Illustris universe. Mon Not R Astron Soc 453(4):3593–3610. https://doi.org/10.1093/mnras/stv1893. arXiv:1503.00734 [astro-ph.CO]
Becker GD, Bolton JS (2013) New measurements of the ionizing ultraviolet background over 2 < z < 5 and implications for hydrogen reionization. Mon Not R Astron Soc 436:1023–1039. https://doi.org/10.1093/mnras/stt1610. arXiv:1307.2259
Becker GD, Bolton JS, Madapu P, Pettini M, Ryan-Weber EV, Venemans BP (2015) Evidence of patchy hydrogen reionization from an extreme Lyα trough below redshift six. Mon Not R Astron Soc 447:3402–3419. https://doi.org/10.1093/mnras/stu2646. arXiv:1407.4850
Becker GD, D’Aloisio A, Christenson HM, Zhu Y, Worseck G, Bolton JS (2021) The mean free path of ionizing photons at 5 < z < 6: evidence for rapid evolution near reionization. Mon Not R Astron Soc 508(2):1853–1869. https://doi.org/10.1093/mnras/stab2696. arXiv:2103.16610 [astro-ph.CO]
Benincasa SM, Wadsley J, Couchman HMP, Keller BW (2016) The anatomy of a star-forming galaxy: pressure-driven regulation of star formation in simulated galaxies. Mon Not R Astron Soc 462 (3):3053–3068. https://doi.org/10.1093/mnras/stw1741. arXiv:1607.05795 [astro-ph.GA]
Bird S, Ni Y, Di Matteo T, Croft R, Feng Y, Chen N (2022) The ASTRID simulation: galaxy formation and reionization. Mon Not R Astron Soc 512(3):3703–3716. https://doi.org/10.1093/mnras/stac648. arXiv:2111.01160 [astro-ph.GA]
Boera E, Becker GD, Bolton JS, Nasir F (2019) Repeating reionization with the thermal history of the intergalactic medium: new constraints from the Lyα flux power spectrum. Astrophys J 872(1):101. https://doi.org/10.3847/1538-4357/aafec4. arXiv:1809.06980 [astro-ph.CO]
Bolton JS, Becker GD (2009) Resolving the high redshift Lyα forest in smoothed particle hydrodynamics simulations. Mon Not R Astron Soc 398(1):L26–L30. https://doi.org/10.1111/j.1745-3933.2009.00700.x. arXiv:0906.2861 [astro-ph.CO]
Bolton JS, Becker GD, Haehnelt MG, Viel M (2014) A consistent determination of the temperature of the intergalactic medium at redshift z = 2.4. Mon Not R Astron Soc 438(3):2499–2507. https://doi.org/10.1093/mnras/stt2374. arXiv:1308.4411 [astro-ph.CO]
Bond JR, Cole S, Efstathiou G, Kaiser N (1991) Excursion set mass functions for hierarchical gaussian fluctuations. Astrophys J 379:440. https://doi.org/10.1086/170520
Bosman SEI, Fan X, Jiang L, Reed S, Matsuoka Y, Becker G, Haehnelt M (2018) New constraints on Lyman-α opacity with a sample of 62 quasars at z > 5.7. Mon Not R Astron Soc 479(1):1055–1076. https://doi.org/10.1093/mnras/sty1344. arXiv:1802.08177 [astro-ph.GA]
Bouwens RJ, Illingworth GD, Oesch PA, Caruana J, Holwerda B, Smit R, Wilkins S (2015) Reionization after plank: the derived growth of the cosmic ionizing emissivity now matches the growth of the galaxy UV luminosity density. Astrophys J 811:140. https://doi.org/10.1088/0004-637X/811/2/140. arXiv:1503.08228

Bouwens RJ, Oesch PA, Illingworth GD, Ellis RS, Stefanon M (2017) The $z$ ~ 6 luminosity function fainter than -15 mag from the hubble frontier fields: the impact of magnification uncertainties. Astrophys J 843(2):129. https://doi.org/10.3847/1538-4357/aa70a4. arXiv:1610.00283 [astro-ph.GA]

Bouwens RJ, Illingworth GD, Ellis RS, Oesch PA, Stefanon M (2022) $z$ ~ 2 ~ 9 Galaxies magnified by the hubble frontier field clusters II: luminosity functions and constraints on a faint-end turnover. arXiv e-prints arXiv:2205.11526 [astro-ph.GA]

Chabrier S, Delabrouille N, Yéche C, Le Goff JM, Armengaud E, Bautista J, Blomqvist M, Busca N, Dawson K, Etbourreau T, Font-Ribera A, Lee Y, du Mas des Bourboux H, Pieri M, Rich J, Rossi G, Schneider D, Slosar A (2019) The one-dimensional power spectrum from the SDSS DR14 Ly$\alpha$ forests. J Cosmol Astropart Phys 7:017. https://doi.org/10.1088/1475-7516/2019/07/017. arXiv:1812.03554 [astro-ph.CO]

Chen H, Gnedin NY, Mansfield P (2022) Approximating density probability distribution functions across cosmologies. Astrophys J 929(2):135. https://doi.org/10.3847/1538-4357/ac5e9f. arXiv:2109.06194 [astro-ph.CO]

Choudhury TR (2009) Analytical models of the intergalactic medium and reionization. Curr Sci 97:841 arXiv:0904.4596 [astro-ph.CO]

Conroy C, Kratter KM (2012) Runaway stars and the escape of ionizing radiation from high-redshift galaxies. Astrophys J 755(2):123. https://doi.org/10.1088/0004-637X/755/2/123. arXiv:1205.3495 [astro-ph.CO]

Courant R, Hilbert D (2008) Methods of mathematical physics: partial differential equations. Wiley, Hoboken

Courant R, Friedrichs K, Lewy H (1928) Über die partiellen Differenzengleichungen der mathematischen Physik. Math Ann 100:32–74. http://eudml.org/doc/159283

Crighton NHM, Prochaska JX, Murphy MT, O’Meara JM, Worseck G, Smith BD (2019) Imprints of the first billion years: Lyman limit systems at $z$ ~ 5. Mon Not R Astron Soc 482(2):1456–1470. https://doi.org/10.1093/mnras/stx1386. arXiv:1703.02913 [astro-ph.GA]

Croft RAC, Weinberg DH, Katz N, Hernquist L (1998) Recovery of the power spectrum of mass fluctuations from observations of the Ly$\alpha$ forest. Astrophys J 495(1):44–62. https://doi.org/10.1086/305289. arXiv:astro-ph/9708018 [astro-ph]

Dayal P, Ferrara A (2018) Early galaxy formation and its large-scale effects. Phys Rep 780:1–64. https://doi.org/10.1016/j.physrep.2018.10.002. arXiv:1809.09136 [astro-ph.GA]

Dayal P, Ferrara A, Dunlop JS, Pacciucci F (2014) Essential physics of early galaxy formation. Mon Not R Astron Soc 445(3):2545–2557. https://doi.org/10.1093/mnras/stu1848

Dobbs CL, Burkert A, Pringle JE (2011) Why are most molecular clouds not gravitationally bound? Mon Not R Astron Soc 413(4):2935–2942. https://doi.org/10.1111/j.1365-2966.2011.18371.x

Eide MB, Graziani L, Ciardi B, Feng Y, Kakiichi K, Di Matteo T (2018) The epoch of cosmic heating by early sources of X-rays. Mon Not R Astron Soc 476(1):1174–1190. https://doi.org/10.1093/mnras/sty272. arXiv:1801.09719 [astro-ph.CO]

Eide MB, Ciardi B, Graziani L, Busch P, Feng Y, Di Matteo T (2020) Large-scale simulations of H and He reionization and heating driven by stars and more energetic sources. Mon Not R Astron Soc 498(4):6083–6099. https://doi.org/10.1093/mnras/staa2774. arXiv:2009.06631 [astro-ph.CO]

Eilers AC, Davies FB, Hennawi JF (2018) The opacity of the intergalactic medium measured along quasar sightlines at $z$ ~ 6. Astrophys J 864(1):53. https://doi.org/10.3847/1538-4357/aad4fd

Eilers AC, Davies FB, Hennawi JF (2018) The opacity of the intergalactic medium measured along quasar sightlines at $z$ ~ 6. Astrophys J 864(1):53. https://doi.org/10.3847/1538-4357/aad4fd

Fan X, Narayanan VK, Strauss MA, White RL, Becker RH, Pentericci L, Rix HW (2002) Evolution of the ionizing background and the epoch of reionization from the spectra of $z$ ~ 6 Quasars. Astron J 123 (3):1247–1257. https://doi.org/10.1086/339030. arXiv:astro-ph/0111184 [astro-ph]

Fan X, Strauss MA, Becker RH, White RL, Gunn JE, Knapp GR, Richards GT, Schneider DP, Brinkmann J, Fukugita M (2006) Constraining the evolution of the ionizing background and the epoch of
reionization with $z \sim 6$ Quasars. II. A sample of 19 Quasars. Astron J 132:117–136. https://doi.org/10.1086/504836. arXiv:astro-ph/0512082.

Faucon-Giguère CA (2018) A model for the origin of bursty star formation in galaxies. Mon Not R Astron Soc 473(3):3717–3731. https://doi.org/10.1093/mnras/stx2595. arXiv:1701.04824 [astro-ph.GA].

Ferland GJ, Korista KT, Verrel DA, Ferguson JW, Kingdon JB, Verner EM (1998) CLOUDY 90: numerical simulation of plasmas and their spectra. PASP 110(749):761–778. https://doi.org/10.1086/316190.

Finkelstein SL, Papovich C, Ryan RE, Pawlik AH, Dickinson M, Ferguson HC, Finlator K, Koekemoer AM, Giavalisco M, Cooray A, Dunlop JS, Faber SM, Grogin NA, Kocevski DD, Newman JA (2012) CANDELS: the contribution of the observed galaxy population to cosmic reionization. Astrophys J 758:93. https://doi.org/10.1088/0004-637X/758/2/93. arXiv:1206.0735.

Finlator K, Özel F, Davé R (2009) A new moment method for continuum radiative transfer in cosmological re-ionization. Mon Not R Astron Soc 393(4):1090–1106. https://doi.org/10.1111/j.1365-2966.2008.14190.x. arXiv:0808.3578 [astro-ph].

Finlator K, Oh SP, Özel F, Davé R (2012) Gas clumping in self-consistent reionization models. Mon Not R Astron Soc 427:2464–2479. https://doi.org/10.1111/j.1365-2966.2012.22114.x. arXiv:1209.2489.

Finlator K, Keating L, Oppenheimer BD, Davé R, Zackrisson E (2018) Reionization in Technicolor. Mon Not R Astron Soc 480(2):2628–2649. https://doi.org/10.1093/mnras/sty1949. arXiv:1805.00099 [astro-ph.CO].

Fumagalli M, Prochaska JX, Kasen D, Dekel A, Ceverino D, Primack JR (2011) Absorption-line systems in simulated galaxies fed by cold streams. Mon Not R Astron Soc 418(3):1796–1821. https://doi.org/10.1111/j.1365-2966.2011.19599.x. arXiv:1103.2130 [astro-ph.CO].

Furlanetto SR, Mesinger A (2009) The ionizing background at the end of reionization. Mon Not R Astron Soc 394:1667–1673. https://doi.org/10.1111/j.1365-2966.2009.14449.x. arXiv:0809.4493.

Furlanetto SR, Oh SP (2005) Taxing the rich: recombinations and bubble growth during reionization. Mon Not R Astron Soc 363(3):1031–1048. https://doi.org/10.1111/j.1365-2966.2005.09505.x. arXiv:astro-ph/0505065.

Furlanetto SR, Stoever SJ (2010) Secondary ionization and heating by fast electrons. Mon Not R Astron Soc 404:1869–1878. https://doi.org/10.1111/j.1365-2966.2010.16401.x. arXiv:0910.4410.

Furlanetto SR, Zaldarriaga M, Hernquist L (2004) The growth of H II regions during reionization. Astrophys J 613(1):1–15. https://doi.org/10.1086/423025. arXiv:astro-ph/0403697 [astro-ph].

Gaikwad P, Khaire V, Choudhury TR, Srianand R (2017) Intergalactic Lyman continuum photon budget in the past 5 billion years. Mon Not R Astron Soc 466(1):838–860. https://doi.org/10.1093/mnras/stw3086. arXiv:1605.02738 [astro-ph].

Gaikwad P, Khaire V, Choudhury TR, Srianand R (2017) Intergalactic Lyman continuum photon budget in the past 5 billion years. Mon Not R Astron Soc 466(1):838–860. https://doi.org/10.1093/mnras/stw3086. arXiv:1605.02738 [astro-ph].

Gaikwad P, Rauch M, Haehnelt MG, Puchwein E, Bolton JS, Keating LC, Kulkarni G, Iršič V, Bañados E, Becker GD, Boen A, Zahedy FS, Chen HW, Carswell RF, Chardin J, Rorai A (2020) Probing the thermal state of the intergalactic medium at $z \sim 5$ with the transmission spikes in high-resolution Ly $\alpha$ forest spectra. Mon Not R Astron Soc 494(4):5091–5109. https://doi.org/10.1093/mnras/staa907. arXiv:2001.10018 [astro-ph.CO].

Gaikwad P, Srianand R, Haehnelt MG, Choudhury TR (2021) A consistent and robust measurement of the thermal state of the IGM at $2 \leq z \leq 4$ from a large sample of Ly $\alpha$ forest spectra: evidence for late and rapid He II reionization. Mon Not R Astron Soc 506(3):4389–4412. https://doi.org/10.1093/mnras/stab2017. arXiv:2009.00016 [astro-ph.CO].

Gallerani S, Ferrara A, Fan X, Choudhury TR (2008) Glimpsing through the high-redshift neutral hydrogen fog. Mon Not R Astron Soc 386:359–369. https://doi.org/10.1111/j.1365-2966.2008.13029.x. arXiv:0706.1053.

Gazzelli A, Magalich A, Theuns T, Frenk CS, Weniger C, Ruchayskiy O, Boyarsky A (2019) The Lyman-$z$ forest as a diagnostic of the nature of the dark matter. Mon Not R Astron Soc 489(3):3456–3471. https://doi.org/10.1093/mnras/stz2188. arXiv:1809.06585 [astro-ph.CO].

Ghara R, Choudhury TR, Datta KK (2015) 21 cm signal from cosmic dawn: imprints of spin temperature fluctuations and peculiar velocities. Mon Not R Astron Soc 447(2):1806–1825. https://doi.org/10.1093/mnras/stu2512. arXiv:1406.4157 [astro-ph.CO].

Ghara R, Mellem G, Giri SK, Choudhury TR, Datta KK, Majumdar S (2018) Prediction of the 21-cm signal from reionization: comparison between 3D and 1D radiative transfer schemes. Mon Not R Astron Soc 476(2):1741–1755. https://doi.org/10.1093/mnras/sty314. arXiv:1710.09397 [astro-ph.CO].

Gnedin NY (2000) Cosmological reionization by stellar sources. Astrophys J 535:530–554. https://doi.org/10.1086/308876. arXiv:astro-ph/9909383.
Kuhlen M, Faucher-Giguère CA (2012) Concordance models of reionization: implications for faint galaxies and escape fraction evolution. Mon Not R Astron Soc 423:862–876. https://doi.org/10.1111/j.1365-2966.2012.20924.x. arXiv:1201.0757

Kuhlen M, Madau P (2005) The first miniquasar. Mon Not R Astron Soc 363:1069–1082. https://doi.org/10.1111/j.1365-2966.2005.09522.x. arXiv:astro-ph/0506712

Kulkarni G, Worseck G, Hennawi JF (2019) Evolution of the AGN UV luminosity function from redshift 7.5. Mon Not R Astron Soc 488(1):1035–1065. https://doi.org/10.1093/mnras/stz1493. arXiv:1807.09774 [astro-ph.GA]

Lacey C, Cole S (1993) Merger rates in hierarchical models of galaxy formation. Mon Not R Astron Soc 262(3):627–649. https://doi.org/10.1093/mnras/262.3.627

Levermore CD (1984) Relating eddington factors to flux limiters. J Quant Spec Radiat Transf 31(2):149–160. https://doi.org/10.1016/0022-4073(84)90112-2

Lewis JSW, Ocvirk P, Aubert D, Sorce JG, Shapiro PR, Deparis N, Davoodbhoy T, Teyssier R, Yepes G, Gottlöber S, Ahn K, Iliev IT, Chardin J (2020) Galactic ionizing photon budget during the epoch of reionization in the Cosmic Dawn II simulation. Mon Not R Astron Soc 496(4):4342–4357. https://doi.org/10.1093/mnras/staa1748. arXiv:2001.07785 [astro-ph.GA]

Lewis JSW, Ocvirk P, Sorce JG, Dubois Y, Aubert D, Conaboy L, Shapiro PR, Davoodbhoy T, Teyssier R, Yepes G, Gottlöber S, Rasera Y, Ahn K, Iliev IT, Park H, Thélie É (2022) The short ionizing photon mean free path at z = 6 in Cosmic Dawn III, a new fully coupled radiation-hydrodynamical simulation of the Epoch of Reionization. Mon Not R Astron Soc 516(3):3389–3397. https://doi.org/10.1093/mnras/stac2383. arXiv:2202.05869 [astro-ph.CO]

Liang L, Feldmann R, Hayward CC, Narayanan D, Çatmabacak O, Kereš D, Faucher-Giguère CA, Hopkins PF (2021) The IRX-b relation of high-redshift galaxies. Mon Not R Astron Soc 502(3):3210–3241. https://doi.org/10.1093/mnras/staa3360. arXiv:2004.07283 [astro-ph.GA]

Li H, Gnedin OY, Gnedin NY (2018) Star cluster formation in cosmological simulations. II. Effects of star formation efficiency and stellar feedback. Astrophys J 861(2):107. https://doi.org/10.3847/1538-4357/aac9b8. arXiv:1712.01219 [astro-ph.GA]

Lidz A (2016) Physics of the Intergalactic Medium During the Epoch of Reionization. In: Mesinger A (ed), Astrophysics and Space Science Library. Astrophysics and Space Science Library, vol 423. p 23. https://doi.org/10.1007/978-3-319-21957-8_2. arXiv:1511.01188

Liu H, Slatyer TR, Zavala J (2016) Contributions to cosmic reionization from dark matter annihilation and decay. Phys Rev D 94(6):063507. https://doi.org/10.1103/PhysRevD.94.063507. arXiv:1604.02457

Lovelock CC, Vijayan AP, Thomas PA, Wilkins SM, Barnes DJ, Irodotou D, Roper W (2021) First light and reionization epoch simulations (FLARES) - I. Environmental dependence of high-redshift galaxy evolution. Mon Not R Astron Soc 500(2):2127–2145. https://doi.org/10.1093/mnras/staa3360. arXiv:2004.07283 [astro-ph.GA]

Ma QB, Fiaschi S, Ciardi B, Busch P, Eide MB (2022) A CRASH simulation of the contribution of binary stars to the epoch of reionization. Mon Not R Astron Soc 513(1):1513–1525. https://doi.org/10.1093/mnras/stac1018. arXiv:2204.04077 [astro-ph.CO]

Ma X, Kasen D, Hopkins PF, Faucher-Giguère CA, Quataert E, Kereš D, Murray N (2015) The difficulty of getting high escape fractions of ionizing photons from high-redshift galaxies: a view from the FIRE cosmological simulations. Mon Not R Astron Soc 453(1):960–975. https://doi.org/10.1093/mnras/stv1679. arXiv:1503.07880 [astro-ph.GA]

Ma X, Quataert E, Wetzel A, Hopkins PF, Faucher-Giguère CA, Kereš D (2020) No missing photons for reionization: moderate ionizing photon escape fractions from the FIRE-2 simulations. Mon Not R Astron Soc 498(2):2001–2017. https://doi.org/10.1093/mnras/staa2404. arXiv:2003.05945 [astro-ph.GA]

Ma X, Quataert E, Wetzel A, Hopkins PF, Faucher-Giguère CA, Kereš D (2020) No missing photons for reionization: moderate ionizing photon escape fractions from the FIRE-2 simulations. Mon Not R Astron Soc 498(2):2001–2017. https://doi.org/10.1093/mnras/staa2404. arXiv:2003.05945 [astro-ph.GA]

Ma X, Quataert E, Wetzel A, Faucher-Giguère CA, Boylan-Kolchin M (2021) The contribution of globular clusters to cosmic reionization. Mon Not R Astron Soc 504(3):4062–4071. https://doi.org/10.1093/mnras/stab1132. arXiv:2006.10065 [astro-ph.GA]

Madau P (2017) Cosmic reionization after planck and before JWST: an analytic approach. Astrophys J 851:50. https://doi.org/10.3847/1538-4357/aa9715. arXiv:1710.07636

Madau P, Dickinson M (2014) Cosmic star-formation history. Annu Rev Astron Astrophys 52:415–486. https://doi.org/10.1146/annurev-astro-081811-125615. arXiv:1403.0007
Madau P, Fragos T (2017) Radiation backgrounds at cosmic dawn: x-rays from compact binaries. Astrophys J 840:39. https://doi.org/10.3847/1538-4357/aa6af9. arXiv:1606.07887

Madau P, Haardt F, Rees MJ (1999) Radiative transfer in a clumpy universe. III. The nature of cosmological ionizing sources. Astrophys J 514:648–659. https://doi.org/10.1086/306975. arXiv:astro-ph/9809058

Madau P, Rees MJ, Volonteri M, Haardt F, Oh SP (2004) Early reionization by miniquasars. Astrophys J 604:484–494. https://doi.org/10.1086/381935. arXiv:astro-ph/0310223

Maity B, Choudhury TR (2022) Probing the thermal history during reionization using a seminumerical photon-conserving code SCRIPT. Mon Not R Astron Soc 511(2):2239–2258. https://doi.org/10.1093/mnras/stac182. arXiv:2110.14231 [astro-ph.CO]

Maity B, Choudhury TR (2022) Probing the thermal history during reionization using a seminumerical photon-conserving code SCRIPT. Mon Not R Astron Soc 511(2):2239–2258. https://doi.org/10.1093/mnras/stac182. arXiv:2110.14231 [astro-ph.CO]

Mansfield P, Avestruz C (2021) How biased are halo properties in cosmological simulations? Mon Not R Astron Soc 500(3):3309–3328. https://doi.org/10.1093/mnras/staa3388. arXiv:2008.08591 [astro-ph.CO]

Mapelli M, Ferrara A, Pierpaoli E (2006) Impact of dark matter decays and annihilations on reionization. Mon Not R Astron Soc 369(4):1719–1724. https://doi.org/10.1111/j.1365-2966.2006.10408.x. arXiv:astro-ph/0603237 [astro-ph]

Mason CA, Fontana A, Treu T, Schmidt KB, Hoag A, Abramson L, Amorin R, Bradač M, Guaita L, Jones T, Henry A, Malkan MA, Pentericci L, Trenti M, Vanzella E (2019) Inferences on the timeline of reionization at $z \sim 8$ from the KMISS lens-amplified spectroscopic survey. Mon Not R Astron Soc 485(3):3947–3969. https://doi.org/10.1093/mnras/stz632. arXiv:1901.11045 [astro-ph.CO]

McDonald P, Miralda-Escudé J (2001) The Lyα forest flux distribution at $z \sim 5.2$ and the evolution of the ionizing background. Astrophys J Lett 549(1):L11–L14. https://doi.org/10.1086/319123. arXiv:astro-ph/0008045 [astro-ph]

McDonald P, Miralda-Escudé J, Rauch M, Sargent WLW, Barlow TA, Cen R, Ostriker JP (2000) The observed probability distribution function, power spectrum, and correlation function of the transmitted flux in the Lyα forest. Astrophys J 543(1):1–23. https://doi.org/10.1086/317079. arXiv:astro-ph/9911196 [astro-ph]

McGreer ID, Mesinger A, D’Odorico V (2015) Model-independent evidence in favour of an end to reionization by $z \sim 6.5$. Mon Not R Astron Soc 447:499–505. https://doi.org/10.1093/mnras/stu2449. arXiv:1411.5375

McQuinn M (2012) Constraints on X-ray emissions from the reionization era. Mon Not R Astron Soc 426:1349–1360. https://doi.org/10.1111/j.1365-2966.2012.21792.x. arXiv:1206.1335

McQuinn M (2016) The evolution of the intergalactic medium. Annu Rev Astron Astrophys 54:313–362. https://doi.org/10.1146/annurev-astro-082214-122355. arXiv:1512.00086 [astro-ph.CO]

McQuinn M, Lidz A, Zahn O, Dutta S, Hemquist L, Zaldarriaga M (2007) The morphology of HII regions during reionization. Mon Not R Astron Soc 377(3):1043–1063. https://doi.org/10.1111/j.1365-2966.2007.11489.x. arXiv:astro-ph/0610094 [astro-ph]

Meiksin AA (2009) The physics of the intergalactic medium. Rev Modn Phys 81(4):1405–1469. https://doi.org/10.1103/RevModPhys.81.1405. arXiv:0711.3358 [astro-ph]

Mellema G, Iliev IT, Pen UL, Shapiro PR (2006) Simulating cosmic reionization at large scales - II. The 21-cm emission features and statistical signals. Mon Not R Astron Soc 372(2):679–692. https://doi.org/10.1111/j.1365-2966.2006.10919.x. arXiv:astro-ph/0603518 [astro-ph]

Meng X, Gnedin OY, Li H (2009) Structure and stability of high-redshift galaxies in cosmological simulations. Mon Not R Astron Soc 468(2):1574–1589. https://doi.org/10.1093/mnras/stz925. arXiv:1810.06647 [astro-ph.GA]

Mesinger A, Furlanetto S (2007) Efficient simulations of early structure formation and reionization. Astrophys J 669(2):663–675. https://doi.org/10.1086/521806. arXiv:0704.0946 [astro-ph]

Mesinger A, Furlanetto S, Cen R (2011) 21CMFAST: a fast, seminumerical simulation of the high-redshift 21-cm signal. Mon Not R Astron Soc 411(2):955–972. https://doi.org/10.1111/j.1365-2966.2010.17731.x. arXiv:1003.3878 [astro-ph.CO]

Meyer RA, Bosman SEI, Kakiichi K, Ellis RS (2019) The role of galaxies and AGNs in reionizing the IGM - II. Metal-tracing the faint sources of reionization at $5 \lesssim z \lesssim 6$. Mon Not R Astron Soc 483(1):19–37. https://doi.org/10.1093/mnras/sty2954. arXiv:1807.07899 [astro-ph.GA]

Meyer RA, Kakiichi K, Bosman SEI, Ellis RS, Laporte N, Robertson BE, Ryan-Weber EV, Mawatari K, Zitrin A (2020) The role of galaxies and AGN in reionizing the IGM - III. IGM-galaxy cross-
correlations at $z \sim 6$ from eight quasar fields with DEIMOS and MUSE. Mon Not R Astron Soc 494 (2):1560–1578. https://doi.org/10.1093/mnras/staa746. arXiv:1912.04314 [astro-ph.GA]

Miralda Escudé J, Rees MJ (1994) Reionization and thermal evolution of a photoionized intergalactic medium. Mon Not R Astron Soc 266:343–352. https://doi.org/10.1093/mnras/266.2.343

Mitra S, Ferrara A, Choudhury TR (2013) The escape fraction of ionizing photons from high-redshift galaxies from data-constrained reionization models. Mon Not R Astron Soc 428(1):L1–L5. https://doi.org/10.1093/mnrasl/sls001. arXiv:1207.3803 [astro-ph.CO]

Molaro M, Davê R, Hassan S, Santos MG, Finlator K (2019) Artist: fast radiative transfer for large-scale simulations of the epoch of reionization. Mon Not R Astron Soc 489(4):5594–5611. https://doi.org/10.1093/mnras/stz2171. arXiv:1901.03340 [astro-ph.CO]

Mortlock DJ, Warren SJ, Venemans BP, Patel M, Hewett PC, McMahon RG, Simpson C, Theuns T, González-Solares EA, Adamson A, Dye S, Hambly NC, Hirst P, Irwin MJ, Kuiper E, Lawrence A, Röttgering HJA (2011) A luminous quasar at a redshift of $z = 7.085$. Nature 474:616–619. https://doi.org/10.1038/nature10159. arXiv:1106.6088 [astro-ph.CO]

Murray S, Greig B, Mesinger A, Park J, Watson J, Wu Y, Dekel Y, Mesinger A, Wyithe JSB (2020) Inferring the astrophysics of reionization and cosmic dawn from galaxy luminosity functions and the 21-cm signal. Mon Not R Astron Soc 496(4):4087–4107. https://doi.org/10.1093/mnras/stz1241. arXiv:1811.1192 [astro-ph.GA]

Ocvirk P, Gillet N, Shapiro PR, Aubert D, Iliev IT, Teyssier R, Yepes G, Choi HJ, Sullivan D, Knebe A, Gottlöber S, D’Aloisio A, Park H, Hoffman Y, Stranex T (2016) Cosmic Dawn (CoDa): the first radiation-hydrodynamics simulation of reionization and galaxy formation in the local universe. Mon Not R Astron Soc 463(2):1462–1485. https://doi.org/10.1093/mnras/stw2036. arXiv:1511.00011 [astro-ph.GA]

Ocvirk P, Aubert D, Sorce JG, Shapiro PR, Deparis N, Dawoodbhoy T, Lewis J, Teyssier R, Yepes G, Gottlöber S, Ahn K, Iliev IT, Hoffman Y (2020) Cosmic Dawn II (CoDa II): a new radiation-hydrodynamics simulation of the self-consistent coupling of galaxy formation and reionization. Mon Not R Astron Soc 496(4):4087–4107. https://doi.org/10.1093/mnras/staa1266. arXiv:1811.1192 [astro-ph.GA]

Oh SP (2001) Reionization by hard photons. I. X-Rays from the first star clusters. Astrophys J 553:499–512. https://doi.org/10.1086/320957. arXiv:astro-ph/0005262

Park J, Mesinger A, Greig B, Gillet N (2019) Inferring the astrophysics of reionization and cosmic dawn from galaxy luminosity functions and the 21-cm signal. Mon Not R Astron Soc 484(1):933–949. https://doi.org/10.1093/mnras/stz032. arXiv:1809.08995 [astro-ph.GA]
Worseck G, Prochaska JX, Hennawi JF, McQuinn M (2016) Early and extended helium reionization over more than 600 million years of cosmic time. Astrophys J 825:144. https://doi.org/10.3847/0004-637X/825/2/144. arXiv:1405.7405

Xu H, Wise JH, Norman ML, Ahn K, O’Shea BW (2016) Galaxy properties and UV escape fractions during the epoch of reionization: results from the renaissance simulations. Astrophys J 833(1):84. https://doi.org/10.3847/1538-4357/833/1/84. arXiv:1604.07842 [astro-ph.GA]

Xu Y, Yue B, Chen X (2017) IslandFAST: a semi-numerical tool for simulating the late epoch of reionization. Astrophys J 844(2):117. https://doi.org/10.3847/1538-4357/aa7b71. arXiv:1612.05703 [astro-ph.CO]

Yajima H, Umemura M, Mori M, Nakamoto T (2009) The escape of ionizing photons from supernova-dominated primordial galaxies. Mon Not R Astron Soc 398(2):715–721. https://doi.org/10.1111/j.1365-2966.2009.15195.x. arXiv:0906.1658 [astro-ph.CO]

Yajima H, Choi JH, Nagamine K (2011) Escape fraction of ionizing photons from high-redshift galaxies in cosmological SPH simulations. Mon Not R Astron Soc 412(1):411–422. https://doi.org/10.1111/j.1365-2966.2010.17920.x. arXiv:1002.3346 [astro-ph.CO]

Yang J, Wang F, Fan X, Hennawi JF, Davies FB, Yue M, Eilers AC, Farina EP, Wu XB, Bian F, Pacucci F, Lee KG (2020) Measurements of the z ~ 6 intergalactic medium optical depth and transmission spikes using a new z > 6.3 quasar sample. Astrophys J 904(1):26. https://doi.org/10.3847/1538-4357/abbc1b

Yeh JYC, Smith A, Kannan R, Garaldi E, Vogelsberger M, Borrow J, Pakmor R, Springel V, Hernquist L (2022) The THESAN project: ionizing escape fractions of reionization-era galaxies. arXiv e-prints arXiv:2205.02238 [astro-ph.GA]

Yoo T, Kimm T, Rosdahl J (2020) On the origin of low escape fractions of ionizing radiation from massive star-forming galaxies at high redshift. Mon Not R Astron Soc 499(4):5175–5193. https://doi.org/10.1093/mnras/staa3187. arXiv:2001.05508 [astro-ph.GA]

Yung LYA, Somerville RS, Finkelstein SL, Popping G, Davé R (2019) Semi-analytic forecasts for JWST-I. UV luminosity functions at z = 4–10. Mon Not R Astron Soc 483(3):2983–3006. https://doi.org/10.1093/mnras/sty3241. arXiv:1803.09761 [astro-ph.GA]

Zahn O, Mesinger A, McQuinn M, Trac H, Cen R, Hernquist LE (2011) Comparison of reionization models: radiative transfer simulations and approximate, seminumeric models. Mon Not R Astron Soc 414:727–738. https://doi.org/10.1111/j.1365-2966.2011.18439.x. arXiv:1003.3455

Zaroubi S (2013) The Epoch of Reionization. In: Wiklind T, Mobasher B, Viborg V (eds) The first galaxies. Astrophysics and Space Science Library, vol 396. Springer, Berlin, Heidelberg. p 45. https://doi.org/10.1007/978-3-642-32362-1_2. arXiv:1206.0267 [astro-ph.CO]

Zheng W, Kriss GA, Deharveng JM, Dixon WV, Kruk JW, Shull JM, Giroux ML, Morton DC, Williger GM, Friedman SD, Moos HW (2004) A study of the reionization history of intergalactic helium with FUSE and the very large telescope. Astrophys J 605(2):631–644. https://doi.org/10.1086/382498. arXiv:astro-ph/0312557 [astro-ph]

Zhu H, Avestruz C, Gnedin NY (2020) Cosmic reionization on computers: the galaxy-halo connection between 5 ≤ z ≤ 10. Astrophys J 899(2):137. https://doi.org/10.3847/1538-4357/aba26d. arXiv:2001.02233 [astro-ph.GA]

Zhu Y, Becker GD, Bosman SEI, Keating LC, Christenson HM, Bañados E, Bian F, Davies FB, D’Odorico V, Eilers AC, Fan X, Hachnelt MG, Kulkin G, Pallottini A, Qin Y, Wang F, Yang J (2021) Chasing the tail of cosmic reionization with dark gap statistics in the Lyz forest over 5 < z < 6. Astrophys J 923(2):223. https://doi.org/10.3847/1538-4357/ac26c2. arXiv:2109.06295 [astro-ph.CO]

Zuo L, Phinney ES (1993) Absorption by discrete intergalactic clouds: theory and some applications. Astrophys J 418:28. https://doi.org/10.1086/173367

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.