Steady states in dual-cascade wave turbulence
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Abstract

We study stationary solutions in the differential kinetic equation, which was introduced in Dyachenko \textit{et al} (1992 Physica D 57 96–160) for description of a local dual cascade wave turbulence. We give a full classification of single-cascade states in which there is a finite flux of only one conserved quantity. Analysis of the steady-state spectrum is based on a phase-space analysis of orbits of the underlying dynamical system. The orbits of the dynamical system demonstrate the blowup behaviour which corresponds to a ‘sharp front’ where the spectrum vanishes at a finite wave number. The roles of the Kolmogorov–Zakharov and thermodynamic scaling as intermediate asymptotic, as well as of singular solutions, are discussed.
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1. Introduction

1.1. Wave turbulence kinetic equation and the differential approximation model

Weak wave turbulence, a broadband system of random weakly interacting waves, is usually modeled by a kinetic equation for the spectral wave action density, \( n_k \equiv n(k, t) \), which describes how the excitations in the system are distributed among different wave vectors \( k \) at time \( t \). (In the language of quantum mechanics \( n_k \) can be thought of as the quasiparticle occupation numbers.) The specific form of the wave kinetic equation depends on the linear and nonlinear properties of the medium, in particular the dispersion relation for the wave frequency, the leading-order of the resonant wave–wave interaction and the scaling properties of the nonlinear interaction term in PDE describing the medium dynamics. For example, a system dominated by four-wave (2 \( \rightarrow \) 2) interactions is described by the following kinetic equation \([1–3]\),

\[
\frac{\partial n_k}{\partial t} = \int |T_{k,k_1,k_2,k_3}|^2 n_k n_{k_1} n_{k_2} n_{k_3} \left( \frac{1}{n_k} + \frac{1}{n_{k_1}} - \frac{1}{n_{k_2}} - \frac{1}{n_{k_3}} \right) \times \delta(k + k_1 - k_2 - k_3) \delta(\omega_k + \omega_{k_1} - \omega_{k_2} - \omega_{k_3}) \, dk_1 dk_2 dk_3,
\]

(1)

where \( \omega_k \propto k^\alpha \) is the wave frequency, \( k = |k|, \alpha = \text{const} > 0, T_{k,k_1,k_2,k_3} \) is an interaction coefficient which depends on a particular wave system (several particular wave systems are listed in the next subsection). Assuming that \( T_{k,k_1,k_2,k_3} \) is strongly localised at the values with \( k \sim k_1 \sim k_2 \sim k_3 \), and the spectrum is isotropic, \( n(k) \equiv n(k) \), equation (1) can be approximated by the following differential equation \([1, 3]\),

\[
\omega^{d-1} \frac{\partial n_\omega}{\partial t} = I \frac{\partial^2}{\partial \omega^2} \left( \omega' n_\omega \frac{\partial^2}{\partial \omega^2} \left( \frac{1}{n_\omega} \right) \right),
\]

(2)

where

\[
\omega' = n(k(\omega), \alpha), \quad (3)
\]

\[
s = (2\gamma + 3d)/\alpha + 2 \quad (4)
\]

d is the physical space dimension and \( I \) is a dimensional constant which depends on the particular physical system. Here \( \gamma \) is the degree of homogeneity of the interaction coefficient defined via \( T_{\lambda k,k_1,k_2,k_3} = \lambda^\gamma T_{k,k_1,k_2,k_3} \) where \( \lambda \) is a constant.

1.2. Physical applications

Let us briefly list several important physical examples of four-wave systems.

Wave turbulence in Bose–Einstein condensates and in nonlinear optics [1]. In this case the underlying PDE is the nonlinear Schrödinger (NLS, a.k.a. Gross–Pitaevskii, GP) equation, and the resulting parameters are: \( \alpha = 2, \gamma = 0, d = 2 \) or 3. Respectively, \( s = 5 \) for 2D and \( s = 13/2 \) for 3D systems.

Wave turbulence on surface of deep water. This is a classical and most celebrated example of wave turbulence [2–4]. In this case \( \alpha = 1/2, \gamma = 3, d = 2 \) so that \( s = 26 \).

Wave turbulence in self-gravitating dark matter. Frequently used model for self-gravitating dark matter is based on the so-called Schrödinger–Newton equations (SNE) [5]. Wave turbulence theory for such a system, including description within the differential approximation
model, was recently developed in [6]. In this case the parameters are: \( \alpha = 2, \gamma = -2, d = 2 \) or 3. Respectively, \( s = 3 \) for 2D and \( s = 9/2 \) for 3D systems.

**Turbulence of gravitational waves in vacuum.** Wave turbulence theory for such a system was recently developed from the Einstein vacuum field equations in [7], and the differential model was further suggested in [8]. In this case we have \( \alpha = 1, \gamma = 0 \), so for 2D and 3D we have \( s = 8 \) and \( s = 11 \) respectively.

**Turbulence of Langmuir plasma waves and spin waves.** In this case we have \( \alpha = 2, \gamma = 2, d = 3 \). Respectively, \( s = 17/2 \).

### 1.3. General properties of the differential approximation model

Differential approximation model (2), is a rather drastic and not fully justified as a quantitative description for most applications of weak turbulence. Nevertheless retains many qualitative properties of the full kinetic equation (1). Differential kinetic equation (2) has the conservation laws admitted within its original integro-differential form, namely the conservation of the total energy,

\[
E = \int \omega^{\frac{d}{2}} n_\omega d\omega, \tag{5}
\]

and the total number of particles,

\[
N = \int \omega^{\frac{d}{2} - 1} n_\omega d\omega. \tag{6}
\]

(The factor \( \omega^{\frac{d}{2} - 1} \) is, up to a constant, the Jacobian of transformation from the \( d \)-dimensional \( k \)-space to the \( \omega \)-space.) It also has the same the scaling and homogeneity as the original kinetic equation. Consequently, the pure scaling solutions of the kinetic equation, the equilibrium thermodynamic spectra and the non-equilibrium Kolmogorov–Zakharov (KZ) cascade spectra, are also solutions of the differential kinetic equation (2). These solutions are of the form \( n(\omega) = c \cdot \omega^{-x} \) where \( x \) takes one of the following values:

\[
x = 0 \text{ (thermo } N - \text{ equipartition),} \quad x = 1 \text{ (thermo } E - \text{ equipartition),} \tag{7}
\]

\[
x = \frac{2\gamma + 3d}{3\alpha} \text{ (KZ inverse } N - \text{ cascade),} \quad x = \frac{2\gamma + 3d - \alpha}{3\alpha} \text{ (KZ direct } E - \text{ cascade).} \tag{8}
\]

Quantity

\[
Q = -\frac{\partial}{\partial \omega} K \tag{9}
\]

has the meaning of the local flux of particles through \( \omega \). We also define the local flux of energy [1, 9]:

\[
P = K - \omega \frac{\partial K}{\partial \omega}, \tag{10}
\]

where

\[
K = I \omega^2 n^4 \frac{\partial^2}{\partial \omega^2} \left( \frac{1}{n} \right). \tag{11}
\]

We emphasize that the fact that the differential approximation model (2) is an equation of the fourth order in \( \omega \) is related to the fact that there are two conserved quantities and, hence,
there are four fundamental stationary power-law solutions (two thermodynamic and two KZ spectra). In turn, this property is due to the fact that the respective wave turbulence process is of $2 \to 2$ type. But similar fourth order differential approximation models exist for any even-order $N \to N$ wave processes, in particular for $3 \to 3$ processes arising in turbulence of 1D nonlinear optical waves [14] and Kelvin waves on quantized vortex lines [15]. The only difference with model (2) is that the factor $n^4$ on the right-hand side is replaced with $n^{2N}$. Analysis of the present paper can be extended to such models, and we plan to do this in future work.

For completeness we also note that numerous differential approximation models of the second order were previously studied in the context of wave turbulence systems of type $N \to M; N \neq M$ [16]. They are of the second order because there is only one conserved quantity in this case—the energy (the wave action is no longer conserved). A study of time dependent self-similar solutions of the second order differential models can be found in [16]. General stationary solution in this case is trivial—it is given as an analytical solution of a first-order ODE. In spite of a very broad range of turbulent systems for which differential approximation closures were successfully used, there exist examples for which such models are not yet known. These include the cases of the so-called integrable wave turbulence [17, 18].

1.4. Outline

The differential kinetic equation (2) was simulated numerically in [9] to find evolving spectra arising from decay of an initial data (initial values of the Fourier modes) when such data is concentrated in a finite frequency range. It was found that the qualitative behaviour previously observed for a wave kinetic equation by Galtier et al in [10] is also present in this model in the finite capacity case. In particular, in a direct cascade setup, these simulations show that the propagating front is sharp in the sense that $n(\omega) \equiv 0$ for $\omega > \omega_*(t)$ for $t < t_* < \infty$. The front position $\omega_*(t)$, as well as the evolution of the spectrum, were found numerically to possess properties of self-similarity of the second kind, so that $\omega_*(t) \to \infty$ as $t \to t_*$. In our future work, we will return to the study of the evolving self-similar solutions of the model (2). In the present paper, we will concentrate on a detailed study and classifications of the stationary solutions of this model.

We are interested in an analysis full classification of the one-flux solutions equation (13) for different values of the problem parameter $s$. More exactly, we introduce a (KZ index) parameter $k = (s - 2)/3$ for the direct cascade solutions and $k = (s - 3)/3$ for the inverse cascade solutions, and show that there are three different types of behaviour in cases $k > 1$, $k = 1$ and $k < 1$. Further, in each of these cases, different qualitative behaviour of spectra is shown to correspond to different sectors on the phase-plane of a respective 2D dynamical system, including KZ and thermodynamic spectra, as well as sharp cut-offs and blowup behaviour on the frequency boundaries of the ranges occupied by the spectra.

The full classification of the stationary solutions is important because it provides one with a guide on which type of solution, out of a great variety, should be expected for a particular wave systems with particular types of forcing and dissipation. This classification should help understanding steady states in even more complex models described by the integro-differential kinetic equations, even though some features, like the blowups and cut-offs will clearly be regularized in such models and become sharp peaks and rapidly decaying tails. However, the features like ‘warm cascades’ with either both KZ and thermo scalings simultaneously present (in $k > 1$ systems) or small flux corrections on background of the thermodynamic state (in $k < 1$ systems), as well as the log-corrections in the degenerate ($k = 1$) cases will definitely be shared by the differential and the integro-differential models, so the former will provide us with a good approximation for the latter.
The organisation of the article is as follows. In section 2, after some rearrangements of independent and dependent variables of equation (13), we present the equation together with the dynamical systems both for the direct and indirect cascade solutions which make it suitable for finding the stationary solutions. Sections 3–5 are devoted to an analysis of the dynamical systems based on phase portraits for different values of $k$. Namely, we consider the following range of parameters $k > 1$, $k = 1$ and $0 < k < 1$. The full classification is given in terms of sets of the qualitatively different orbits. A summary and discussion of results is given in section 6.

2. Stationary solutions

In this paper, we study the stationary solutions of the differential kinetic equation (2), i.e. solutions to the following stationary version of this equation:

$$I \frac{\partial^2}{\partial \omega^2} \left( \omega'^4 \frac{\partial^2}{\partial \omega^2} \left( \frac{1}{n} \right) \right) = 0. \quad (12)$$

Integrating this equation twice, we obtain

$$I \omega'^4 \frac{\partial^2}{\partial \omega^2} \left( \frac{1}{n} \right) = P - Q \omega, \quad (13)$$

where $P$ and $Q$ are arbitrary constants having the meanings of the energy and the particle fluxes given by formulae (9) and (10). Therefore the investigation of steady states of equation (12) is reduced to the study of equation (13) for different choices of the constant fluxes $P$ and $Q$. In the present work, we will restrict ourselves to the cases where either $P = 0$ or $Q = 0$; we refer to such situations as one-flux states. Moreover, having in mind physically realistic situations only, with $n \geq 0$, we must take $P \geq 0$ and $Q \leq 0$, which a version of the Fjørtoft–Kraichnan dual-cascade statement [11–13]. The solutions with $P = 0$, $Q \geq 0$ (or $P \leq 0$, $Q = 0$) can be obtained from the solutions considered in the present paper using the symmetry in the equation (13) with respect to $P \to -P$, $Q \to -Q$, $n \to -n$. Thus, in such solutions $n \leq 0$ which makes them unphysical.

Note that in the cases when one of the fluxes is zero, equation (13) is of the Emden–Fowler type i.e.

$$\frac{d^3 y}{dx^3} = \pm x^\sigma |y|^\beta \operatorname{sgn} y \quad (14)$$

after a change of variable $y = 1/n$ and identifying $\omega = x$. The asymptotic behaviour of $y(x)$ as $x \to \pm \infty$ was extensively studied in many works, see e.g. [19]. This equation is integrable under $\sigma + \beta = 0$ and the solution is given in terms of the hypergeometric function, see for details [20]. The generalized form of (14) (which extends on the equation (13) with arbitrary fluxes) is

$$\frac{d^n y}{dx^n} = p(x)|y|^\sigma \operatorname{sgn} y, \quad (15)$$

6The Fjørtoft–Kraichnan dual-cascade statement is that, in turbulent systems with two positive quadratic invariants, one of the invariants cascades downscale and the other upscale from the forcing scale. In general, this statement is asymptotic: it applies to situations where the forcing and the dissipation regions are separated by large inertial intervals. In the differential models case, the inertial ranges do not have to be large: either $P$ or $Q$ vanish right outside of the forcing range, provided that there is only one such range. Mixed state with simultaneous $P$, $Q \neq 0$ can occur only in between of two (or more) forcing regions.
and the asymptotic analysis of solutions with respect to the growth properties of \( p(x) \) as \( x \to \pm \infty \) were presented in [21].

To study the one-flux steady states for equation (13), we perform the following transformations both for independent and dependent variables,

\[
\tau = \ln \omega, \quad u = \frac{1}{\omega^k}, \quad k = \frac{s - 2}{3},
\]

for the cases with \( Q = 0, \ P \geq 0 \) (direct cascade). Respectively, for \( P = 0, \ Q \leq 0 \) (inverse cascade) we transform as

\[
\tau = \ln \omega, \quad u = \frac{1}{\omega^k}, \quad k = \frac{s - 3}{3}.
\]

As a result, we get an autonomous semi-linear ODE for both one-flux situations (\( Q = 0, \ P \geq 0 \) and \( P = 0, \ Q \leq 0 \)) of the form

\[
u_{\tau\tau} + (2k - 1)u_{\tau} + k(k - 1)u - u^4 = 0,
\]

where \( B \) is always a non-negative number, \( B = P \Gamma^{-1} \) for \( Q = 0 \) and \( B = -Q \Gamma^{-1} \) for \( P = 0 \). Here, \( u_\tau \equiv \frac{\partial u}{\partial \tau} \) and \( u_{\tau\tau} \equiv \frac{\partial^2 u}{\partial \tau^2} \).

For equation (18) with \( B > 0 \), we are interested in full classification of solutions with different behaviours of \( u(\tau) \) (and, respectively, the spectrum \( n(\omega) \)) having either finite or infinite support in \( \tau \in \mathbb{R} \) (respectively \( \omega \in \mathbb{R}_+ \)). Settings of the boundary value problems and analysis of existence of their solutions are based on a phase-space analysis of orbits of the underlying dynamical system.

It will be convenient to write down equation (13) with \( B = 1 \),

\[
u_{\tau\tau} + (2k - 1)u_{\tau} + k(k - 1)u - u^4 = 0,
\]

taking into account the fact that equation (18) admits a scaling group of transformations of independent variable \( \tau \) and dependent variable \( u \).

The easiest way to investigate solvability of boundary value problems for equation (19) is to consider the phase space plot of the respective autonomous dynamical system associated with equation (19):

\[
\frac{du}{d\tau} = v,
\]
\[
\frac{dv}{d\tau} = -(2k - 1)v - k(k - 1)u + u^4.
\]

For equilibria we have either \( u = v = 0 \) or \( u = (k(k - 1))^{\frac{1}{4}}, v = 0 \). Therefore, we always have fixed point \( P1 = (0, 0) \), and sometimes also fixed point \( P2 = ((k(k - 1))^{\frac{1}{4}}, 0) \). The latter exists only for \( k > 1 \) and \( k < 0 \) since from the physics \( u \) must be a non-negative function. The linearised version of the dynamical system near the fixed point \( P1 = (0, 0) \) reads

\[
\frac{d}{d\tau} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -k(k - 1) & -(2k - 1) \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}
\]

with eigenvalues \( \lambda_1 = 1 - k \) and \( \lambda_2 = -k \) and eigenvectors \( \xi_1 = (1, 1 - k) \equiv (1, \lambda_1) \) and \( \xi_2 = (1, -k) \equiv (1, \lambda_2) \). Correspondingly, near \( P2 \) we have the following linearised system,

\[
\frac{d}{d\tau} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 3k(k - 1) & -(2k - 1) \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}.
\]
The eigenvalues are given by \( \lambda_1 = -k + \frac{1}{2} + \frac{1}{2} \sqrt{16k(k - 1) + 1} \), \( \lambda_2 = -k + \frac{1}{2} - \frac{1}{2} \sqrt{16k(k - 1) + 1} \) and eigenvectors \( \xi_1 = (1, \lambda_1) \) and \( \xi_2 = (1, \lambda_2) \).

3. Phase-space analysis for \( k > 1 \)

Physical examples with \( k > 1 \) include: 3D NLS direct cascade \((k = 3/2)\), 3D NLS inverse cascade \((k = 7/6)\), deep water gravity wave direct cascade \((k = 8)\) and inverse cascade \((k = 23/3)\), gravitational waves direct cascade \((k = 2)\) in 2D and \( k = 3 \) in 3D) and inverse cascade \((k = 5/3)\) in 2D and \( k = 8/3 \) in 3D), Langmuir and spin waves direct cascade \((k = 13/6)\) and inverse cascade \((k = 11/6)\).

3.1. Initial value problem

To analyse the behaviour of orbits, we supplement equation (19) by the initial conditions

\[
\begin{align*}
&u(0) = \mu_0, \quad (\mu_0 > 0), \quad \frac{d}{dt}u \bigg|_{t=0} = 0. \tag{24}
\end{align*}
\]

These initial conditions mean that we study the orbits of the dynamical system which start on the \( u \)-axis of the phase plane \((u, v)\). Notice that the direction of velocity \((du/dt, dv/dt)\) on the \( u \)-axis is directed into the fourth quadrant for \( u < (k(k - 1))^\xi \) i.e. to the left from the stable-node fixed point \( P1 \) (only \( u > 0 \) half-plane is physically relevant), and this vector field is directed outside of the fourth quadrant when \( u > (k(k - 1))^\xi \) i.e. to the right from the equilibria \( P1 \). Correspondingly, the vector field \((du/dt, dv/dt)\) is directed outside of the fourth quadrant on the \( v \)-axes for \( v < 0 \) and inside of the first quadrant on the \( v \)-axes for \( v > 0 \). Notice that equation (19) has an exact positive solution \((u, v) = (\mu P_2, 0)\) with \( \mu P_2 = (k(k - 1))^\xi \) which corresponds to the saddle point \( P2 \) on the phase plane and also exists the trivial solution \((u, v) = (\mu P_1, v P_1) = (0, 0)\) which corresponds to the stable node \( P1 \). Solution \((u, v) = (\mu P_2, 0)\) is the famous KZ spectrum with \( n \sim \omega^{-k} \).

We begin with a preliminary analysis of the behaviour of orbits of the dynamical system (20) and (21) which start to left from the fixed point \( P2 \).

**Lemma 3.1.** The orbits of the dynamical system (20), (21) intersecting the u-axis with \( u < (k(k - 1))^\xi \) go to the fixed point \( P1 \).

This assertion is natural considering the fact that the system (20) and (21) can be interpreted as a motion of Newtonian particle is a system with potential \( \Phi(u) = k(k - 1)u^2/2 - u^4/5 \) (with a minimum at \( u = 0 \) and a maximum at \( u = \mu P_2 \)) and a positive friction. To prove this lemma, we show that for equation (19) the maximum (minimum) principle holds in the following form.

**Proposition 3.1.** For any \( \tau_{\text{min}} < \infty \), solutions \( u(\tau) \) of the Cauchy problem (19) and (24) cannot achieve a non-negative minimum at \( \tau = \tau_{\text{min}} \) with \( 0 \leq u_{\text{min}} = u(\tau_{\text{min}}) < (k(k - 1))^\xi \).

**Proof.** If \( u_{\text{min}} > 0 \) then the assertion of this proposition immediately follows from a simple analysis of signs of terms of equation (19). For \( u_{\text{min}} = 0 \), and since this is a minimum, \( u_{\text{min}} \bigg|_{\tau = \tau_{\text{min}}} = 0 \), we have \( (u_{\text{min}}, v_{\text{min}}) = (0, 0) \). However, since this is a fixed point, it cannot be reached at a finite ‘time’, \( \tau_{\text{min}} < \infty \). \( \Box \)

**Proposition 3.2.** Monotone decreasing solution \( u(\tau) \) cannot asymptote to a constant \( c \) as \( \tau \to \infty \) excepting the values of \( c \) equals 0 or \( c = (k(k - 1))^\xi \).
The proof of this assertion is evident.

**Proposition 3.3.** Derivative $u_\tau$ is a uniformly bounded function on the set \{ $\tau : u(\tau) \geq 0, u(0) \leq (k(k-1))^\frac{1}{2}$ \}.

**Proof.** In order to prove this proposition, we multiply equation (19) by $u_\tau$ and integrate over $[0, \tau]$, $\tau \leq \tau^*$ with $u(\tau^*) = 0$. As a result, we get the following integral (energy balance) identity,

$$\frac{1}{2} u_\tau(\tau)^2 + (2k-1) \int_0^\tau u_\tau^2 \, ds + \Phi(u(\tau)) = \Phi(u_0),$$

(25)

where $\Phi(u) = \frac{k(k-1)u^2}{2} - \frac{1}{\tau} u^5$. We have $\Phi(u) > 0$ for $0 < u < (\frac{5}{8} k(k-1))^\frac{1}{2}$ and $\Phi(u) < 0$ for $u > (\frac{5}{8} k(k-1))^\frac{1}{2}$. It follows from proposition 3.1 that $\Phi(u(\tau)) \geq 0$, since $u_0 \leq (k(k-1))^\frac{1}{2}$. Therefore $u_\tau^2(\tau)$ is an uniformly bounded function for $\tau \in [0, \tau^*]$. \hfill $\square$

**Proof of lemma 3.1.** To proceed with the proving lemma 3.1, we assume the contrary i.e. that there exists an orbit $U_{u_0}$ which does not go to the fixed point $P_1$. By proposition 3.1, it is evident that $U_{u_0}$ has to approach the $v$-axis, and due to proposition 3.3 the orbit has to intersect the $v$-axis at a finite point with $v < 0$. Further, with an inverse time direction $\tau = -\tau$, take an orbit $U_{\xi_1}$ which goes out of $P_1$ along the eigenvector $\xi_1$; then $U_{\xi_1}$ is above the orbit $U_{u_0}$ on the phase plane. Considering the fact that in the fourth quadrant the vector field at infinity is pointing into the fourth quadrant, by the Poincaré–Bendixon theorem $U_{\xi_1}$ always intersects the $u$-axis. In terms of solutions of the Cauchy problem (19) and (24), the orbit $U_{\xi_1}$ (respectively $U_{u_0}$) corresponds to $u^{\xi_1}$ (respectively $u(\tau; u_0)$), a solution of (19) and (24). $u^{\xi_1}(t)$ is a positive function which monotonously decreases to zero as $\tau \to \infty$. The latter property follows from proposition 3.1. In fact, $u^{\xi_1}(\tau)$ is a sub-solution for $u(\tau; u_0)$. This means that $u(\tau; u_0)$ is a monotonously decreasing function such that $u(\tau; u_0) \to 0$ as $\tau \to \infty$. Hence $U_{u_0}$ intersects $v$-axis at $P_1$ only, which proves lemma 3.1. \hfill $\square$

### 3.2. Phase-space sectors with qualitatively different behaviours

Note that the 2D phase space is divided into several sectors with qualitatively different behaviour of orbits and respective solutions for the spectrum. This will provide us a natural way to classify these orbits and solution. Thus, we will now analyse these different phase space sectors.

Consider a family $Q^f_2$ of orbits $U_{u_0}$ defined as $Q^f_2 = \{ U_{u_0} : 0 < u_0 < (k(k-1))^{1/3} \}$. This family depends continuously on $u_0$ that follows from the continuous dependence of solutions $u(\tau; u_0)$ of the Cauchy problem (19) and (24) with respect the initial data. Moreover, the first-order derivatives of $u(\tau; u_0)$ are uniformly bounded functions with respect to $u_0$. Hence there exist the limit of $U_{u_0}$ as $u_0$ goes to $(k(k-1))^{\frac{1}{3}}$ and this is exactly the heteroclinic orbit $H$ which connects the fixed points $P_1$ and $P_2$.

For analysing the other orbits from the fourth quadrant of the phase space $u,v$, we will use the fact that the vector field $\left( du/d\tau, dv/d\tau \right)$ is directed out of the fourth quadrant on the $v$-axis. The slope of this vector on the $v$-axis is always constant i.e. $du/dv = -1/(2k-1)$. We denote the corresponding orbits by $O_h$. With the inverse time $\hat{\tau}$, these orbits cannot leave the fourth quadrant of the phase plane due to the fact that on the $u$-axis for $u > (k(k-1))^{\frac{1}{5}}$, the vector field $\left( du/d\hat{\tau}, dv/d\hat{\tau} \right)$ is directed inside the fourth quadrant: we call these orbits $O^3_{hII}$. Therefore
there exists an orbit $S_{II,III}$ which separates the families $O_{II}$ and $O_{III}$. This is exactly a separatrix passing through the saddle point $P_2$. By the Poincaré–Bendixon theorem it follows that the separatrix $S_{II,III}$ goes to infinity never approaching the $u$- or $v$-axes.

To complete analysing the phase-space plot of the dynamical system (20) and (21), we turn our attention to the orbits in the first quadrant of the phase plane. We will use the fact that on the $v$-axis the vector field $(du/d\tau, dv/d\tau)$ is directed into the first quadrant. With this and using the information about the behaviour of the vector field $(du/d\hat{\tau}, dv/d\hat{\tau})$ on the $u$-axis, we get that there exists an orbit $S_{IV,I}$ separating the orbits which cross and do not cross the $u$-axis respectively. In the inverse time direction, $\hat{\tau} = -\tau$, the separatrix $S_{IV,I}$ has to intersect the $v$-axis at a finite point. The proof follows from analysing again the integral identity (25) which also holds for $S_{IV,I}$. Therefore there exist orbits intersecting the $v$-axis, $O_{IV}$, which enter the first quadrant, in the positive time direction, and then intersect the $u$-axis with $u \leq (k(k-1))^{1/3}$. Since the fixed point $P_2$ is a saddle point then there exists a separatrix $S_{III,IV}$ which expands into the first quadrant. $S_{III,IV}$ separates the orbits with different behaviours, $O_{III}^{p}$ and $O_{IV}$.

**Lemma 3.2.** The orbits of the dynamical system (20) and (21) intersecting the $u$-axis with $u > (k(k-1))^{1/3}$ go to infinity never asymptoting the line $u = \text{const}$ i.e. $(u, v) \to (\infty, \infty)$ as $\tau \to \infty$.

**Proof.** The proof follows immediately from the integral identity

$$\frac{1}{2}u_\tau(\tau)^2 + (2k - 1) \int_0^\tau u_\tau^2 ds + \Phi(u(\tau)) = \Phi(u_0).$$

(26)

Indeed, assuming the contrary we get that $\Phi(u(\tau))$ is finite and therefore $u_\tau(\tau) < \infty$ as $\tau \to \infty$ that guarantees that the orbit under consideration does not approach the line $u = \text{const}$ with time.

We will now put together the classification of the orbits, see figure 1.

**Theorem 3.1.** $H \cup S_{III,IV} \cup S_{III,V} \cup S_{IV,I}$ divide the phase plane $(u, v)(0 < u < \infty, -\infty < g < \infty)$ into the parts $O_I = O_I^q \cup O_I^p$, $O_{II}$, $O_{III} = O_{III}^q \cup O_{III}^p$ and $O_{IV}$ with the different
behaviours of orbits. In bounded $O_I$, the orbits go to the fixed $P_1$ and always intersecting $u$-axis with $u \leq (k(k - 1))^\frac{1}{5}$. In part $O_{II}$ orbits go from infinity of the fourth quadrant, $(\infty, -\infty)$, intersecting the $v$-axis (never intersecting $u$-axis). In part $O_{III}$ orbits emerge with $(u, v) \to (\infty, -\infty)$, go down along $S_{III,IV}$ separatrix, intersecting $u$-axis with $u \geq (k(k - 1))^\frac{1}{5}$, and then turn up to extending into the first quadrant never intersecting $v$-axis. The $O_{IV}$ orbits enter into the first quadrant intersecting the $v$-axis above $S_{IV,III}$ separatrix and then extend with $(u, v) \to (\infty, \infty)$ never intersecting the $u$-axis.

3.3. Classification of the stationary solutions

Now we will consider how the orbits classified in theorem 3.1 could be linked to the classification of solutions of the original equation. First, we note that on the $u$-axis the profiles $u(\tau)$ reach maxima, which corresponds to minima of the ‘compensated’ spectrum $\omega^2 n(\omega)$. In other words, on the $u$-axis the spectrum $n(\omega)$ changes from being steeper than KZ (above the axis) to being shallower than KZ.

We proceed by considering spectra corresponding to the separatrix $S_{III,IV}$ and show that $u(\tau)$, which corresponds to $S_{III,IV}$, blows up at a finite time $\tau_*$, i.e. $u(\tau) \to \infty$ as $\tau \to \tau_*$. We know that $S_{III,IV}$ goes to infinity in both $u$ and $v$. Further, for $u \gg 1$ and $v \gg 1$, the dynamics of this separatrix in the leading order is governed by

\[
\frac{du}{d\tau} = v, \quad (27)
\]

\[
\frac{dv}{d\tau} = u^4, \quad (28)
\]

since $v \sim u^{5/2} \ll u^4$ for $u \gg 1$. The system (27) and (28) is a Hamiltonian type with the Hamilton function $H = v^2/2 - u^5/5$. Integrating in the asymptotic limit $u^5/5 \gg H$, we get

\[
u(\tau) = (2/3)^{1/3}(5/2)^{1/3}(\tau_* - \tau)^{-2/3}, \quad \tau < \tau_* < \infty. \quad (29)
\]

Respectively, for the spectrum $n(\omega)$, we have

\[
n(\omega) = \omega^{-2/3}(3/2)^{2/3}(2/5)^{1/3} \ln^{3/2}(\omega_s/\omega) \approx \omega_s^{-4/3}(4/15)^{1/3}(\omega_s - \omega)^{2/3}, \quad \omega < \omega_s < \infty, \quad (30)
\]

i.e. a sharp front on the right.

The behaviour of $u(\tau)$ which corresponds to the separatrix $S_{III,IV}$ is analysed similarly. It can be done in terms of the reverse time $\hat{\tau}$. As a result, we get the asymptotic solution

\[
u(\hat{\tau}) = (2/3)^{2/3}(5/2)^{1/3}(\hat{\tau}^{**} - \hat{\tau})^{-2/3}, \quad \hat{\tau} < \hat{\tau}^{**} < \infty \quad (31)
\]

and in the original variables $\omega, n$ we have

\[
n(\omega) \approx \omega_s^{-4/3}(4/15)^{1/3}(\omega - \omega_s)^{2/3}, \quad \omega_s < \omega < \infty, \quad (32)
\]

i.e. a sharp front on the left.

Similarly, we consider the orbits located between the separatrices $S_{III,IV}$ and $S_{III}$ i.e. the ones belonging to $O_{III}$. It follows from above that the spectrum $n(\omega)$ corresponding to these orbits realises profiles with finite supports (i.e. with sharp fronts on both right and left).
Consider behaviour near the $v$-axis. In the leading order, the dynamical system (20) and (21) is reduced to
\begin{align}
\frac{du}{d\tau} &= v, \quad (33) \\
\frac{dv}{d\tau} &= -(2k - 1)v \quad (34)
\end{align}
for $u \ll v$. Solving this system, we have
\begin{align}
\displaystyle u &= \frac{\psi_0}{2k - 1} \left[ e^{(2k-1)\tau_0} - e^{(2k-1)\tau} \right], \\
\displaystyle n &= \frac{2k - 1}{\psi_0(\omega_{01}^{1-2k} - \omega_{01}^{1-2k})} \approx \frac{\omega_k}{v_{01}(\omega - \omega_0)}. \quad (35)
\end{align}
We see that spectrum $n(\omega)$ blows up at a finite point $\omega_0$: at its left boundary for $v > 0$ ($O_I$ orbits) and at its right boundary for $v < 0$ ($O_{II}$ orbits).

To complete, we consider orbits near the equilibrium point $P_1$,
\begin{align}
\displaystyle u &= c_1 e^{-(k+1)\tau} + c_2 e^{-k\tau}, \quad (36)
\end{align}
where $c_1, c_2 = \text{const}$. This corresponds to a thermodynamic Rayleigh–Jeans spectrum [1, 3],
\begin{align}
\displaystyle n &= \frac{T}{\mu + \omega}, \quad (37)
\end{align}
where $T$ and $\mu$ are constants having meanings of a temperature and a chemical potential respectively. In fact, since the close vicinity of $P_1$ corresponds to $\tau, \omega \to \infty$, we have $n \approx T/\omega$, except for a single orbit (entering $P_1$ along the second eigenvector direction) for which $n = \text{const}$.

Positivity of $n$ for $\omega \to \infty$ dictates that $T > 0$. 

Easy to see that spectra (35) are also thermodynamic—they can be written in the form (37) after a suitable choice of constants $T$ and $\mu$. In particular spectra with $v_0 > 0$ correspond to $T > 0, \mu < 0$ and spectra with $v_0 < 0$—to $T < 0, \mu < 0$. Note that the solution corresponding to the separatrix $H$ has $\mu = 0$.

For the separatrix $S_{IV,I}$, the corresponding solution $u(\tau)$ is a function monotone increasing from zero to $u = (k(k - 1))^{1/3}$, i.e. to the equilibrium $P_2$ which corresponds to the KZ spectrum $n = (k(k - 1))^{-1/3} \omega^{-k}$.

The behaviour of the spectra corresponding to the separatrices $H, S_{IV,I}, S_{III}$ and $S_{III,IV}$ are presented on figures 2 and 3.

Correspondingly, the orbits from $O_I$ lying close to the separatrices $S_{IV,I}$ and $H$ correspond to spectra $n(\omega)$ which start at a sharp front like in (35), continue with an intermediate KZ asymptotic and then asymptote to the thermodynamics spectrum (37) (see figure 4, left). Note that presence of an intermediate KZ asymptotic is observed for all orbits passing close enough to the fixed point $P_2$ in the $O_I, O_{II}, O_{III}$ or $O_{IV}$ sectors.

The orbits from $O_{II}$ represent spectra vanishing at a finite point $\omega$ on the left boundary of the spectrum support. They have an intermediate KZ asymptotic (if the orbit pass close enough to
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Figure 4. Sketches of spectra in case $k > 1$ for orbits passing near $P_2$. Left: orbits from $O_{II}$. Right: orbits from $O_{IV}$.
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Figure 5. Sketches of spectra in case $k > 1$ for orbits passing near $P_2$. Left: orbits from $O_{III}$. Right: orbits from $O_{IV}$.

$\omega = -\mu$ $T > 0; \mu < 0$ $T < 0; \mu < 0$
Further, \( n(\omega) \) blows up at a finite point \( \omega \) on the right boundary of the spectrum support (see figure 4, right).

The orbits from \( O_{III} \) represent spectra vanishing at a finite points \( \omega \) on both the left and the right boundaries of the spectrum support. Again, they have an intermediate KZ asymptotic if the orbit pass close enough to \( P_2 \) (see figure 5, left).

The orbits from \( O_{IV} \) which start on the \( v \)-axis, which corresponds to a spectrum which has a left-boundary blowup of the form (35). Then the spectrum asymptotes to the KZ spectrum (if the orbit passes close enough to \( P_2 \)) and finally \( n(\omega) \) vanishes at a finite wave number (see figure 5, right).

The following two series of figures demonstrate the behaviour of spectrum near the separatrices with the KZ scaling on an intermediate range of frequencies. The behaviour of spectrum passing far from \( P_2 \) looks like on figures 4 and 5 but without the intermediate KZ asymptotic.

4. Phase-space analysis for \( k = 1 \)

The case \( k = 1 \) corresponds to the example of the direct cascade in the 2D NLS wave turbulence. This case is degenerate since the KZ scaling \( n \sim \omega^{-k} \) coincides with the thermodynamic scaling \( n \sim \omega^{-1} \).

4.1. Dynamics near \( P_1 \)

The dynamical system reads

\[
\frac{du}{d\tau} = v, \quad (38)
\]

\[
\frac{dv}{d\tau} = -v + u^4 \quad (39)
\]

and we have only a single fixed point \( P_1 = (0, 0) \). The differential matrix of the right-hand side of (38) and (39) at \( P_1 \) is

\[
\Delta(0, 0) = \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix} \quad (40)
\]

Therefore \( P_1 \) is a saddle-node with the eigenvalues \( \lambda_1 = 0, \lambda_2 = -1 \). The stable manifold \( S \) lies on the line \( u + v = 0 \) while the central (slow) manifold \( U \) near \( P_1 \) is

\[
v = u^4; \quad (41)
\]

it expands from the origin into the half-plane \( u > 0 \). Nontrivial dynamics of the dynamical system near by \( P_1 \) can be described locally as a restriction of the phase flow to the central (slow) manifold, see [22]. Namely, for small values of \( \omega \), near \( P_1 \), the stable manifold of \( P_1 \) will dominate the dynamics and will quickly bring the orbits very close to its slow manifold unless the initial point is already on the slow manifold. The dynamics (38) in the vicinity of \( P_1 \) on the slow manifold (41) is governed by

\[
\frac{du}{d\tau} = u^4 \quad (42)
\]

which can be easily integrated,

\[
u = \frac{1}{3^{1/3}(\tau_0 - \tau)^{1/3}}, \quad n = \frac{3^{1/3} \ln^{1/3}(\omega_0/\omega)}{\omega}. \quad (43)
\]
This is the log-corrected KZ spectrum. The thermodynamic spectrum in this case corresponds to the motion along the stable manifold giving \( n \sim 1/\omega \).

4.2. Phase-space sectors with qualitatively different behaviours

**Lemma 4.1.** All orbits of the dynamical system (38) and (39) starting in the first quadrant of the phase plane expand into the first quadrant never intersecting the \( u \) and \( v \)-axes and without being bounded in either \( u \) or \( v \).

**Proof.** The latter assertion immediately follows from the observation that the vector field \((du/d\tau, dv/d\tau)\) restricted on these axes is directed into the first quadrant. Since there are no fixed points apart from \( P_1 \), by the Poincaré–Bendixon theorem it follows that the orbits must go to infinity in time \( \tau \). The orbits cannot be bounded in \( u \): this follows from the integral identity

\[
\frac{1}{2}u(\tau)^2 + \int_0^{\tau} u^2 ds = \Phi(u_0) - \Phi(u(\tau)),
\]

where \( \Phi(u) = -\frac{1}{5}u^5 \), and the right-hand side of (44) is always positive quantity. If \( u(\tau) \) was a bounded function for all \( \tau \) then \( u(\tau)^2 \) would also be a bounded quantity. Now suppose \( v \) is a bounded and \( u \) is unbounded. Then for \( u \to \infty \) one can neglect the first terms on the left-hand and the right-hand sides of (44). Differentiating the remaining equation, we get \( u_\tau = u^4 \), i.e. \( v = v \to \infty \) which is a contradiction. Thus \( v \) is unbounded and this completes the proof of lemma 4.1. \( \square \)

Consider the orbits from the fourth quadrant of the phase plane. Their behaviour is analysed similarly by the change of the time direction \( \tau \) as \( \tilde{\tau} = -\tau \). With this, the orbits from the first and fourth quadrants (which are the only ones physically admitted because \( u \) is non-negative) are divided into the three different classes: \( O_I \), \( O_{II} \) and \( O_{III} \). The orbits \( O_I \) and \( O_{III} \) are separated by the orbit \( U \) which, near \( P_1 \), is \( v = u^4 \) (the slow manifold). The orbits \( O_{II} \) of the fourth quadrant are the ones that intersect the \( v \)-axes for \( v < 0 \) with slope \(-1\). The stable manifold separatrix \( S \) separates the orbits \( O_{II} \) and \( O_{III} \). \( S \) goes from infinity to the equilibrium \( P_1 \). The orbits from \( O_{III} \) are located between \( U \) and \( S \). These orbits go from infinity of the fourth quadrant always intersecting the \( u \)-axis and then approaching the separatrix \( U \).

Summarising, we have the following classification of the orbits, see figure 6.

**Theorem 4.1.** \( U \) and \( S \) divide the phase half plane \((0 < u < \infty, -\infty < v < \infty)\) into parts \( O_I, O_{II} \) and \( O_{III} \) with the different behaviours of orbits. In part \( O_I \) (above \( U \)) the orbits intersecting the \( u \)-axis (never intersecting \( v \)-axis) asymptote to the separatrix \( U \) as \( \tau \to \infty \). In part \( O_{II} \) (below \( S \)) the orbits emerge out infinity of the fourth quadrant and go down along \( S \) always intersecting the \( v \)-axis for \( v < 0 \). Between \( U \) and \( S \), i.e. in \( O_{III} \), the orbits go from infinity along \( S \) emerging at the first quadrant and approaching \( U \) as \( \tau \to \infty \).

4.3. Classification of the stationary solutions

Having this classification, we can proceed to the classification of solutions \( n(\omega) \) as in section 3. Consider the orbits from \( O_I \) and their dynamics near the \( v \)-axis:

\[
\frac{du}{d\tau} = v, \quad (45)
\]

\[
\frac{dv}{d\tau} = -v, \quad (46)
\]
Solving this system, we have
\[ u = v_0 \left[ e^{-\tau_0} - e^{\tau} \right], \quad n = \frac{\omega_0}{v_0(\omega - \omega_0)} \]  
(47)
or in terms of the thermodynamical spectrum
\[ n = \frac{T}{(\mu + \omega)}. \]  
(48)
For \( v > 0 \) we have \( T > 0, \mu < 0, \omega > -\mu \) (left front blowup) and for \( v < 0 \) we have \( T < 0, \mu < 0, \omega < -\mu \) (right front blowup).

The existence of central (slow) manifold leads the intermediate asymptotic (43) for orbits passing close enough to \( P_1 \).

Finally as \( \tau \to \infty \) i.e. for \( u \gg 1 \) and \( v \gg 1 \), the dynamics is reduced to
\[ \frac{du}{d\tau} = v, \]  
(49)
\[ \frac{dv}{d\tau} = u^4. \]  
(50)
Again, \( u(\tau) \) blows up at a finite time \( \tau_* \). Respectively, spectrum \( n(\omega) \) vanishes at \( \omega_* < \infty \),
\[ n(\omega) \sim (\omega - \omega_*)^{2/3} \]  
(51)
as \( \omega \to \omega_* \) and \( \omega < \omega_* \). Similarly for \( u \gg 1 \) and \( -v \gg 1 \), using the inverse time direction \( \tau \), we get that spectrum \( n(\omega) \) vanishes at \( \omega_{**} < \infty \),
\[ n(\omega) \sim (\omega_{**} - \omega)^{2/3}. \]  
(52)
The behaviour of spectrum \( n(\omega) \) described above is summarised in figures 7 and 8.

The spectra with the finite support shown in figure 5, left, figure 8, right, and later in figure 11, right, deserve further discussion. Previously, stationary spectra with a sharp front were obtained within the differential models in [3, 23, 24]. The sharp front was interpreted
Figure 7. Sketches of spectra in the case $k = 1$. Left: the separatrix $U$. Right: the separatrix $S$.

Figure 8. Sketches of spectra in the case $k = 1$. Left: $O_1$ orbits. Centre: $O_{II}$ orbits. Right: $O_{III}$ orbits.

as an idealized point sink of turbulence. The fact that the spectrum turns into zero at the sink location simply indicates that the sink absorbs the precise amount of the turbulent flux that was carried in the inertial interval. Naturally, one expects the sharp front behaviour to be regularized (smoothed) in the integro-differential models. On the other hand, spectra with sharp fronts on both sides of the $\omega$-interval have never been discussed before. These spectra have a point source on one side and a point sink on the other side of the inertial interval. The fact that the spectrum is zero at the source location seems strange, even though clearly possible, since the model is nonlinear. It remains to be understood in more realistic (integro-differential) models of wave turbulence allow a similar behaviour for some special types of forcing.

5. Phase-analysis for $0 < k < 1$

The case $0 < k < 1$ is realised for the 3D NLS inverse cascade ($k = 7/6$), and the SNE turbulence in all the cases—the 2D direct cascade ($k = 1/3$), the 3D direct cascade ($k = 5/6$), the 2D inverse cascade ($k = 0$) and the 3D inverse cascade ($k = 1/2$).

This is the case when the pure KZ spectrum cannot be realised because it formally corresponds to a negative spectrum, $n = \left(k(k - 1)\right)^{-1/3} \omega^{-k} < 0$.\(^7\)

With $k < 1$ we have only a single fixed point of the dynamical system (20) and (21) in the right half plane of the phase plot, $u \geq 0$: $P_1 = (0, 0)$. The eigenvalues of the linearised matrix

\(^7\) Alternatively, one could say that the spectrum is positive but the flux is in a 'wrong' direction, $P < 0$. This becomes evident if we rescale our solution to consider cases with arbitrary values of $R = P/I$, which gives $n = (kk - 1)^{-1/3} \omega^{-k}$.\(^8\)
Figure 9. Phase portrait of the dynamical system for $k = 1/3$ (the left panel) and $k = 2/3$ (the right panel). The separatrices are shown by different colour lines. Note that in spite the different stability properties of the fixed point $P_2$ on the left half-plane, the qualitative properties of the right half-plane orbits are the same.

at $P_1$ equal $\lambda_1 = -k < 0$ and $\lambda_2 = -k + 1 > 0$, i.e. $P_1$ is the saddle point. The eigenvectors are $\xi_1 = (1, \lambda_1)$ and $\xi_2 = (1, \lambda_2)$.

5.1. Classification of the phase-space orbits

**Lemma 5.1.** All orbits of the dynamical system (20) and (21) starting in the first quadrant of the phase plane expand into the first quadrant never intersecting the $u$ and $v$-axes and without being bounded in either $u$ or $v$.

The proof of this lemma completely repeats the proving lemma 4.1—now using the integral identity (26). Again similarly, we analyse the fourth quadrant.

Thus, similar to how it was done in section 4, the orbits from the first and fourth quadrants are divided into three different classes: $O_I$, $O_{II}$ and $O_{III}$. Let us denote the stable and unstable manifolds of $P_1$ by $S$ and $U$. The orbits $O_I$ and $O_{III}$ are separated by the orbit $U$, whereas the orbit $S$ separates the orbits $O_{II}$ and $O_{III}$. With this, we get the following classification of the orbits, see figure 9.

**Theorem 5.1.** The stable and unstable manifolds of $P_1$, $S$ and $U$, divide the phase plane to $O_I$, $O_{II}$ and $O_{III}$ parts with different behaviour of orbits. The orbits from $O_I$ (above $U$) approach the separatrix $U$ with $(u, v) \to (\infty, \infty)$ as $\tau$ evolves. Between $U$ and $S$, i.e. in $O_{II}$, the orbits arrive from infinity along $S$ towards $P_1$ intersecting the $u$-axes and then turn back asymptoting to the separatrix $U$ in $\tau$. In part $O_{III}$ (below $S$) the orbits emerge out infinity in the fourth quadrant always intersecting the $v$-axis for $v < 0$.

5.2. Classification of the stationary solutions

Similarly to how it was done in the case $k > 1$ the dynamics of the separatrix $U$ as $\tau \to \infty$ in the leading order is governed by the dynamical system (27) and (28). It means that

$$u(\tau) \sim (\tau_s - \tau)^{-2/3}, \quad \tau < \tau_s < \infty.$$  \(53\)

The spectrum $n(\omega)$ behaves as

$$n(\omega) \sim (\omega_s - \omega)^{2/3} \quad \text{as} \quad \omega \to \omega_s < \infty.$$  \(54\)
Figure 10. Sketches of spectra in the case $k = 2/3$. Left: separatrix $S$. Right: separatrix $U$.

Figure 11. Sketches of spectra in case $k = 2/3$. Left: spectrum behaviour for the orbits $O_I$. Centre: spectrum behaviour for the orbits $O_{II}$. Right: spectrum behaviour for the orbits $O_{III}$.

The separatrix $S$ for $u \gg 1$ and $v \ll -1$ is analysed similarly by changing the direction of time $\tau$ as $\hat{\tau}$. As a result, we get

$$u(\hat{\tau}) \sim (\hat{\tau}_{**} - \hat{\tau})^{-2/3}, \quad \hat{\tau} < \hat{\tau}_{**} < \infty. \quad (55)$$

Then the spectrum $n(\omega)$ behaves as

$$n(\omega) \sim (\omega - \omega_{**})^{2/3} \quad \text{as} \quad \omega \to \omega_{**} < \infty. \quad (56)$$

The corresponding spectra are presented on figure 10.

Behaviour of the orbits near the $v$-axis, $u \ll v$, is again derived from the system (33) and (34) i.e. using the formula (35)\(^8\)

$$n = \frac{T}{\mu + \omega}, \quad (57)$$

where $T = \omega_0^k / v_0$ and $\mu = -\omega_0 < 0$. For the orbits from $O_I$ we have $T > 0$ (left boundary blowup) and for the orbits from $O_{II}$ we have, respectively, $T < 0$ (right boundary blowup).

The behaviour of spectrum $n(\omega)$ for $u, v \ll 1$ i.e. near $P_1$ is

$$n \sim \omega^{-1}. \quad (58)$$

\(^8\)Note that formula (35) was obtained for $k \neq 1/2$, but it is easy to see that the same asymptotic formula appears in the case $k = 1/2$ too.
Summarising, the orbits $O_I$ start on the $v$-axis with the spectrum which has the form (57). Then they asymptote to the separatrix $U$ as $\tau$ evolves and finally $n(\omega)$ vanishes at a finite frequency; see the left panel of figure 11. The orbits form $O_{II}$ has the spectrum behaviour in the reverse order with respect to $O_I$; see the centre panel of figure 11. Finally, orbits from $O_{III}$ correspond to spectra that are always compactly supported i.e. $n(\omega) > 0$ only on a bounded interval $(\omega_*, \omega_{**})$, see the right panel of figure 11. They intermediately asymptote to the pure thermodynamical spectrum $\omega^{-1}$ if their orbits pass near the equilibrium $P1$. Note that passing close to $P1$ means that the forcing and the dissipation scales are well separated (since the motion is very slow near $P1$).

6. Discussion

In this paper, we have presented an exhaustive study and a full classification of all possible one-flux steady states for both the direct and inverse cascade solutions of the differential kinetic equation of local wave turbulence (19). The behaviour is shown to be qualitatively different in three cases: $k > 1$, $k = 1$ and $k < 1$ where $k = (s - 2)/3$ is the KZ exponent.

In particular, the KZ scaling can be observed (in its pure form or as an asymptotic) only for $k > 1$. ‘Warm’ cascades realising states with mixed thermodynamic and flux components are also possible in this case. They are represented by a great variety of spectra with different values of thermodynamic potentials $T$ and $\mu$, some of them characterised by a sharp front or/and a blowup near the forcing or/and dissipation scale. Which of the spectrum is realised is determined by the type of forcing and dissipation in each particular case. The spectrum blowup behaviour could be interpreted as a condensation phenomenon. Note that the singularity is non-integrable, so such singular stationary spectra may form only in an infinite time. The nature of the singular stationary spectra remains somewhat mysterious: possibly they form in systems which have a natural minimal or maximal frequency due to, e.g., a finite system’s size and a lattice structure respectively.

Case $k = 1$ is degenerate: the KZ and the thermodynamic exponents coincide. Thus, a log-corrected spectrum is realised instead of the pure power-law KZ spectrum. No KZ scaling can be realised in the case $k < 1$, neither in its pure form nor as an asymptotic. All spectra are ‘warm’ in this case: they are close to the pure thermodynamic Rayleigh–Jeans spectrum deeply in the inertial range if the forcing and the dissipative scales are well-separated.

Finally, for any $k$ the solutions are divided into distinct classes corresponding to the orbits of the phase plane divided by separatrices which connect fixed points of the corresponding dynamical system with each other or with infinity. There are four of such classes in the case $k > 1$ ($O_I, O_{II}, O_{III}$ and $O_{IV}$) and three classes for $k \leq 1$ ($O_I, O_{II}, O_{III}$). Among these solutions, spectra with sharp fronts correspond to the orbits passing to/from the infinities ($-\infty, \infty$) and $(\infty, \infty)$. In particular, the $O_{III}$ family corresponds to the spectra with finite supports, i.e. with sharp fronts on both ends of the inertial range.

As we discussed above, the possible stationary solutions are drastically different depending on the value of the parameter $k$. However, as we have seen even within the same $k$-class there is a subdivision into the different $O$-sectors separating qualitatively different behaviours, as well as a parametric freedom in the strength of the thermodynamic vs the flux components within the same $O$-sector. Which of these solutions should be chosen depends on the types (and strengths) of forcing and dissipation and other physical boundary conditions, e.g. presence of a natural minimal or maximal scale (frequency) in the system. Since the considered model is nonlinear, such dependence is usually nontrivial. Moreover, for some systems one could expect several steady states simultaneously and bi-stability. An example of such behaviour was recently observed in the so-called forced time-reversible Navier–Stokes turbulence where
a model time dependent viscosity was continuously adjusted to keep the total energy constant [25]. Depending on the forcing strength, either Kolmogorov or thermodynamic scalings were observed in the direct numerical simulations. Interestingly, close to some critical forcing strength, a bi-stable behaviour was observed with stochastic jumping between the two scalings. Remarkably, this behaviour was very well reproduced by the second-order differential model of turbulence (the Leith model). We hope that the present work will help to find similar effects in wave turbulence in future.

As a concluding remark we note that, in spite of a great variety of the found solutions, there exist also stationary solutions in which both fluxes $P$ and $Q$ are present simultaneously. These solutions are important in cases where forcing is present at two or more different scales. Unfortunately in such cases the respective dynamical system is not autonomous and cannot be analysed by the phase-plane method presented in this paper. However, it would be interesting in future to analyse such solutions, for instance numerically.
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