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Abstract. In this paper we study a classification of linear systems on Lie groups with respect to the conjugacy of the corresponding flows. We also describe stability according to Lyapunov exponents.

1. Introduction. Conjugacy and stability are some of the central notions in the classical theory of dynamical systems and are also present in many others contexts, for example, control theory, topological dynamics and Lie groups theory. The study of topological classification has a long history, for example, from Poincaré [7] it is clear that Poincaré knew that orthogonal $2 \times 2$ matrices are topologically conjugate if and only if they are linearly conjugate, in Kuiper and Robbin [6] was studied the problem of classifying linear operators using topological conjugacy and in Robbin [8] was studied topological conjugacy and structural stability for discrete dynamical systems. The main idea of this subject are to establish conditions to find a homeomorphism between the state spaces that preserves trajectories and to find conditions for stability in term of eigenvalues and Lyapunov exponents.

In this direction, we comment briefly on some works that deal conjugacy and stability in our context. In the case of dynamical systems, i.e., if we consider the state space as Euclidean space, a well-known result says that in case of hyperbolicity, two linear autonomous differential equations are topologically conjugate if and only if the dimensions of the stable subspaces coincide (see, e.g., Colonius and Kliemann [2] and Robinson [9]). Now in control theory, Ayala, Colonius, and Kliemann [1] and Colonius and Santana [3] studied these concepts in case of control systems. Using concepts and techniques from topological dynamics they classified the control flows of these control systems. In Lie groups, Kawan, Rocío and Santana (see [5])
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studied the flows of nonzero left invariant vector fields on Lie groups with respect
to topological conjugacy. Using the fundamental domain method, it was showed
that on a simply connected nilpotent Lie group any such flows are topologically
conjugate. Combining this result with the Iwasawa decomposition, they proved
that on a noncompact semisimple Lie group the flows of two nilpotent or abelian
fields are topologically conjugate. Finally, taking the state space as affine groups
they showed that the conjugacy class of a left invariant vector field does not depend
on its Euclidean component.

In our paper we consider flows given by an infinitesimal automorphism, that is,
we consider the linear system on a connected Lie group
\[ \dot{g}(t) = \mathcal{X}(g(t)), \]
where the drift \( \mathcal{X} \) is an infinitesimal automorphism. Then following a similar ap-
proach of the classical result we classify the linear flows according to the decompo-
sition of the state space in stable, unstable and central Lie subgroups. Moreover,
given a fixed point \( g \in G \) of the linear flow given by \( \mathcal{X} \), we define when
\( g \) is sta-
bly, asymptotically stable and exponentially stable. We characterize these stability
properties using Lyapunov exponents.

The paper is organized as follows, in the second section we establish some results,
prove that the stable and unstable subgroups are simply connected and characterize
the stable and unstable elements as attractors and repellers. In the third section we
prove an important result of the paper, that is, given two linear vector fields we give
conditions on it and on their stable spaces in order to ensure that their respective
flows are conjugated. Finally, in the last section we study the Lyapunov stability.

2. Stable and unstable Lie subgroups. In this section we present notations
and basic tools to prove that the stable, unstable components of the state space are
simply connected. Moreover in the main result of this section we characterize the
stable and unstable elements as attractors and repellers respectively.

**Definition 2.1.** Let \( \{ \varphi_t \}_{t \in \mathbb{R}} \) be a flow of automorphisms on a connected Lie group
\( G \). We say that \( \varphi_t \) is **contracting** if there are constants \( c, \mu > 0 \) such that
\[ \| (d\varphi_t)_e X' \| \leq ce^{-\mu t}\| X' \| \quad \text{for any } X \in \mathfrak{g}; \]
We say that \( \varphi_t \) is **expanding** if \( (\varphi_t)^{-1} = \varphi_{-t} \) is contracting.

The next results relate dynamical properties of the flows of automorphisms with
topological properties.

**Proposition 1.** Let \( G \) be a connected Lie group and \( (\varphi_t) \) a flow of automorphism
on \( G \). If \( \varphi_t \) is contracting or expanding, the Lie group \( G \) is simply connected.

**Proof.** Assume that \( \varphi_t \) is contracting, since the expanding case is analogous. Let
\( \tilde{G} \) be the connected simply connected covering of \( G \) and consider \( D \) as the central
discrete subgroup of \( \tilde{G} \) such that \( G = \tilde{G}/D \).

Since the canonical projection \( \pi : \tilde{G} \to G \) is a covering map and \( \tilde{G} \) is simply
connected, we can lift \( (\varphi_t)_{t \in \mathbb{R}} \) to a flow \( (\tilde{\varphi}_t)_{t \in \mathbb{R}} \) on \( \tilde{G} \) such that
\[ \pi \circ \tilde{\varphi}_t = \varphi_t \circ \pi, \quad \text{for all } t \in \mathbb{R}. \]
In particular \( \tilde{\varphi}_t(D) = D \) for all \( t \in \mathbb{R} \). As \( D \) is discrete and \( \tilde{\varphi}_t \) is continuous, we have
that \( \tilde{\varphi}_t(x) = x \) for all \( x \in D \) and \( t \in \mathbb{R} \). However, as \( \varphi_t \) is contracting, \( \tilde{\varphi}_t \) is also
contracting and so, \( \tilde{\varphi}_t(x) \to \hat{e} \) when \( t \to \infty \), where \( \hat{e} \in \tilde{G} \) is the identity element.
Note that $D$ is discrete and $\varphi_t$-invariant, then for $x \in D$ and $t > 0$ large enough we have that $\varphi_t(x) = e$, hence $x = e$. Therefore, $D = \{e\}$ and so $\hat{G} = G$. \hfill \square

Next we define the concept of linear vector fields.

**Definition 2.2.** Let $G$ be a connected Lie group. A vector field $\mathcal{X}$ is said to be **linear** if its associated flow $(\varphi_t)_{t \in \mathbb{R}}$ is a one-parameter subgroup of $\text{Aut}(G)$.

**Remark 1.** By considering $\mathbb{R}^n$ as an abelian Lie group, any invertible $n \times n$ matrix $A$ induces a linear vector field as $\mathcal{X}_A(g) := Ag$. Its associated linear flow is given by matrix exponential $(e^{\lambda A})_{t \in \mathbb{R}}$.

Associated with the linear vector field $\mathcal{X}$ we have the connected $\varphi$-invariant Lie subgroups $G^+$, $G^0$ and $G^-$ with Lie algebras given, respectively, by

$$g^+ = \bigoplus_{\alpha; \text{Re}(\alpha) > 0} g_\alpha, \quad g^0 = \bigoplus_{\alpha; \text{Re}(\alpha) = 0} g_\alpha \quad \text{and} \quad g^- = \bigoplus_{\alpha; \text{Re}(\alpha) < 0} g_\alpha,$$

where $\alpha$ is an eigenvalue of the derivation $\mathcal{D}$ associated with $\mathcal{X}$ and $g_\alpha$ its generalized eigenspace.

We consider also $G^{+0}$ and $G^{-0}$ as the connected $\varphi$-invariant Lie subgroups with Lie algebras $g^{+0} = g^+ \oplus g^0$ and $g^{-0} = g^- \oplus g^0$ respectively. The next proposition contains important properties of the above subgroups. Its proof can be found in [1], Proposition 2.9.

**Proposition 2.** It holds:

1. $G^{+0} = G^+G^0 = G^0G^+$ and $G^{-0} = G^-G^0 = G^0G^-$;
2. $G^+ \cap G^- = G^{+0} \cap G^- = G^{-0} \cap G^+ = \{e\}$;
3. All the above subgroups are closed in $G$;
4. If $G$ is solvable then

$$G = G^{+0}G^- = G^{-0}G^+.$$  \hfill (2)

Moreover, the singularities of $\mathcal{X}$ are in $G^0$.

The subgroups $G^+$, $G^0$ and $G^-$ are called, respectively, the **unstable**, **central** and **stable** subgroups of the linear flow $\varphi_t$. We denote the restriction of $\varphi_t$ to $G^+$ and $G^-$, respectively, by $\varphi^+_t$ and $\varphi^-_t$. Such restrictions are in fact automorphisms of $G^+$ and $G^-$ since such subgroups are closed. The next proposition gives us another topological property of such subgroups.

**Proposition 3.** The Lie subgroups $G^+$ and $G^-$ are simply connected.

**Proof.** Since $(d\varphi_t)_e = e^\mathcal{D}$, restricted to $g^+$ and to $g^-$, has only eigenvalues with positive and negative real parts, respectively, we have that $(\varphi^+_t)_{t \in \mathbb{R}}$ is an expanding flow of automorphisms and $(\varphi^-_t)_{t \in \mathbb{R}}$ a contracting flow of automorphisms. Then Proposition [1] implies that $G^+$ and $G^-$ are simply connected. \hfill \square

**Remark 2.** We should remark that when $G$ is a compact Lie group and $\varphi_t$ is a flow of automorphisms associated to the linear vector field $\mathcal{X}$ then $G = G^0$ and therefore $\varphi_t$ cannot be contracting or expanding.

Next we prove a technical lemma that is necessary in the next sections.

**Lemma 2.3.** Suppose that $G$ is a connected Lie group. Let $H_1, H_2$ be closed subgroups of $G$ such that $G = H_1H_2$ and $H_1 \cap H_2 = \{e\}$. Given a sequence $(x_n)$ in $G$, consider the unique sequences $(h_1, x_{n_1})$ in $H_1$ and $(h_2, x_{n_2})$ in $H_2$ such that $x_n = h_1h_2$. Then, $x_n \to x$ if and only if $h_{1,n} \to h_1$ for $i = 1, 2$, where $x = h_1h_2$. 


Proof. Certainly if \( h_{i,n} \to h_i \) in \( G \), \( i = 1, 2 \), we have that \( x_n = h_{1,n} h_{2,n} \to h_1 h_2 = x \) in \( G \). Suppose that \( x_n \to x \). By considering \( h_{1,n} = h_1^{-1} h_{1,1} \) and \( h_{2,n} = h_2^{-1} h_{2,1} \) we can assume that \( x_n \to e \) and we need to show that \( h_{i,n} \to e, \ i = 1, 2 \). Let \( V_{i} \) be a neighborhood of \( e \in H_i, \ i = 1, 2 \) and consider the neighborhood \( W = V_1 V_2 \) of \( e \in G \). As \( x_n \to e \), there is \( N \in \mathbb{N} \) such that for \( n \geq N \) we have \( x_n \in W \). Then \( h_{i,2} \in V_i, \ i = 1, 2 \) showing that \( h_{i,n} \to e \) for \( i = 1, 2 \).

Next we characterize the stable and unstable elements as attractors and repellers respectively. First we introduce the concept of hyperbolic linear vector field.

**Definition 2.4.** Let \( X \) be a linear vector field. We say that \( X \) is hyperbolic if its associated derivation \( D \) is hyperbolic, that is, \( D \) has no eigenvalues with zero real part.

**Remark 3.** We should notice that a necessary condition for the existence of a hyperbolic linear vector field on a connected Lie group \( G \) is that \( G \) is a nilpotent Lie group. This follows from the fact that if \( g_\alpha \) is the generalized eigenspace associated with the eigenvalue \( \alpha \) of \( D \), then

\[
[g_\alpha, g_\beta] \subset g_{\alpha + \beta}
\]

if \( \alpha + \beta \) is an eigenvalue of \( D \) (\( g_{\alpha + \beta} = 0 \) if \( \alpha + \beta \) is not eigenvalue of \( D \)).

To define the attractors and repellers we consider \( g \) the left invariant Riemannian distance on \( G \). As \( \varphi_t \circ L_g = L_{\varphi_t(g)} \circ \varphi_t \) we have

\[
g(\varphi_t(g), \varphi_t(h)) \leq ||(d\varphi_t)_e|| g(g, h), \quad \text{for any } g, h \in G.
\]

In particular, since \((d\varphi_t^-)_e = e^{tD}a^-\) has only eigenvalues with negative real part, there are constants \( c, \mu > 0 \) such that

\[
g(\varphi_t^-(g), \varphi_t^-(h)) \leq c e^{-\mu t} g(g, h), \quad \text{for any } g, h \in G^-, t \geq 0.
\]

(3)

Analogously, we have that

\[
g(\varphi_t^+(g), \varphi_t^+(h)) \geq c e^{\mu t} g(g, h), \quad \text{for any } g, h \in G^+, t \geq 0.
\]

(4)

Now we can characterize the stable and unstable elements as attractors and repellers.

**Theorem 2.5.** If \( X \) is a hyperbolic linear vector field on \( G \) then

1. It holds that \( g \in G^- \) if and only if \( \lim_{t \to -\infty} \varphi_t(g) = e \).
2. It holds that \( g \in G^+ \) if and only if \( \lim_{t \to -\infty} \varphi_t(g) = e \).

**Proof.** We prove only the first assertion, since the proof of second one is analogous. Let \( g \in G^- \). It is clear that \( \varphi_t(g) = \varphi_t^-(g) \). From equation (3) it follows that

\[
g(\varphi_t^-(g), e) = g(\varphi_t^-(g), \varphi_t^-(e)) \leq e^{-\mu t} g(g, e).
\]

Taking \( t \to -\infty \) we have \( g(\varphi_t^-(g), e) \to 0 \), that is, \( \lim_{t \to -\infty} \varphi_t(g) = e \).

Conversely, let \( g \in G^- \) and assume that \( \lim_{t \to -\infty} \varphi_t(g) = e \). By Proposition 2 \( g \) can be written uniquely as \( g = g^- g^+ \) with \( g^\pm \in G^\pm \). By the left invariance of the metric we have that

\[
g(\varphi_t(g^+), e) = g(\varphi_t(g^-) \varphi_t(g^+), \varphi_t(g^-)) = g(\varphi_t(g^-) \varphi_t(g^+), \varphi_t(g^-))
\]

\[
\leq g(\varphi_t(g), e) + g(e, \varphi_t(g^-)).
\]

Since \( g^- \in G^- \) we have

\[
\lim_{t \to -\infty} \varphi_t(g^-) = \lim_{t \to -\infty} \varphi_t(g) = e
\]
implying that \( \lim_{t \to \infty} \varphi_t(g^+) = e \). Hence, using the inequality \( 4 \) it follows that 
\( g^+ = e \), then 
\( g = g^- \in G^- \).

3. Conjugation between linear flows. Let \( A, B \) be are real \( n \times n \)-matrices. It is well known that \( e^{tA} \) and \( e^{tB} \) are topologically conjugated if and only if the dimensions of their unstable (and hence the dimension their stable) subspaces coincide (see for instance \([2], \) Theorem 2.2.5), that is, there exists a homeomorphism \( \xi : \mathbb{R}^n \to \mathbb{R}^n \) such that

\[
\xi(e^{tA}v) = e^{tB}\xi(v), \quad \text{for any } v \in \mathbb{R}^n.
\]

Our aim in this section is to extend such result for general linear flows. From now on we consider \( X \) and \( Y \) as linear vector fields on connected Lie groups \( G \) and \( H \) respectively, denote their linear flows by \((\varphi_t)_{t \in \mathbb{R}}\) and \((\psi_t)_{t \in \mathbb{R}}\) and their associated derivation by \( D \) and \( F \), respectively. We say that \( X \) and \( Y \) are topologically conjugated if there exists a homeomorphism \( \pi : G \to H \) such that

\[
\pi(\varphi_t(g)) = \psi_t(\pi(g)), \quad \text{for all } g \in G.
\]

With the following lemma we can prove a theorem that establishes conditions to have conjugation between the restricted flows.

**Lemma 3.1.** It holds that \( \dim g^+ = \dim h^+ \) if and only if there exists a homeomorphism \( \xi : g^+ \to h^+ \) such that

\[
\xi(e^{tD^+}X) = e^{tF^+}\xi(X), \quad \text{for any } X \in g^+,
\]

where \( D^+ \) and \( F^+ \) are the restrictions of \( D \) and \( F \) to \( g^+ \) and \( h^+ \), respectively.

**Proof.** Consider \( \dim g^+ = n \) and \( \dim h^+ = m \). Then there are two isomorphisms \( S : g^+ \to \mathbb{R}^n \) and \( T : h^+ \to \mathbb{R}^m \). Thus we define the linear maps \( \tilde{D} : \mathbb{R}^n \to \mathbb{R}^n \) by \( \tilde{D} = SD^+S^{-1} \) and \( \tilde{F} : \mathbb{R}^m \to \mathbb{R}^m \) by \( \tilde{F} = TF^+T^{-1} \). It is straightforward to see that \( \tilde{D} \) has the same eigenvalues of \( D^+ \) and the same is true for the eigenvalues of \( \tilde{F} \) and \( F \).

Suppose now that \( n = m \), then there exists a homeomorphism \( \zeta : \mathbb{R}^n \to \mathbb{R}^n \) such that

\[
\zeta(e^{t\tilde{D}}X) = e^{t\tilde{F}}\zeta(X), \quad \text{for any } X \in \mathbb{R}^n.
\]

Defining \( \xi : g^+ \to h^+ \) by \( \xi = T^{-1}\zeta S \) we see that

\[
\xi^{-1}e^{tF^+}\xi(X) = S^{-1}\zeta^{-1}e^{t(TF^+T^{-1})}\zeta S(X) = S^{-1}\zeta^{-1}e^{t\tilde{F}}\zeta S(X) = e^{tD^+}(X).
\]

Conversely, suppose that there exists a homeomorphism \( \xi : g^+ \to h^+ \) such that

\[
\xi(e^{tD^+}X) = e^{tF^+}\xi(X), \quad \text{for all } X \in g^+.
\]

The map \( \zeta : \mathbb{R}^n \to \mathbb{R}^m \) given by \( \zeta(v) = T\xi S^{-1}(v) \) is a homeomorphism, then \( \dim g^+ = n = m = \dim h^+ \).

In a similar way, we can prove the above result in the stable case.

**Theorem 3.2.** The unstable subgroups of \( \varphi_t \) and \( \psi_t \) have the same dimension if and only if \( \varphi_t^+ \) and \( \psi_t^+ \) are conjugated. Analogously, the dimensions of their stable subgroups agree if and only if \( \varphi_t^- \) and \( \psi_t^- \) are conjugated.
Proof. We prove the unstable case, since the stable is analogous. Let us assume that the unstable subgroups of $\varphi_t$ and $\psi_t$ have the same dimension. Therefore, $\dim g^+ = \dim h^+$ and by the above lemma, there exists $\xi : g^+ \to h^+$ such that

$$\xi(e^{x}X) = e^{\xi(x)} \xi(X), \quad \text{for all } X \in g^+.$$  

By Proposition\textsuperscript{8} the subgroups $G^+$ and $H^+$ are simply connected. Since they are also nilpotent Lie groups, their exponential maps $\exp_{G^+}$ and $\exp_{H^+}$ are diffeomorphisms which implies that the map

$$\pi : G^+ \to H^+, \quad g \in G^+ \mapsto \pi(g) := \exp_{H^+} (\xi(\exp_{G^+}^{-1}(g)))$$  

is well defined. By the very definition, we have that $\pi$ is a homeomorphism. Now we show that $\pi$ conjugates $\varphi^+_t$ and $\psi_t^+$. Since $\varphi^+_t \circ \exp_{G^+} = \exp_{G^+} \circ e^{\varphi^+_t}$ and $\psi^+_t \circ \exp_{H^+} = \exp_{H^+} \circ e^{\psi^+_t}$ we have, for any $g \in G^+$, that

$$\pi(\varphi^+_t(g)) = \exp_{H^+} (\xi(\exp_{G^+}^{-1}(\varphi^+_t(g)))) = \exp_{H^+} (\xi(e^{\varphi^+_t} (\exp_{G^+}^{-1}(g))))$$

$$= \exp_{H^+} (\xi(e^{\varphi^+_t} (\exp_{G^+}^{-1}(g)))) = \psi^+_t (\pi(g)).$$

Conversely, suppose that there exists a homeomorphism $\pi : G^+ \to H^+$ such that

$$\pi(\varphi^+_t(g)) = \psi_t (\pi(g)), \quad g \in G^+.$$  

Since $G^+$ and $H^+$ are connected, nilpotent and simply connected, it follows that the map $\xi : g^+ \to h^+$ given by

$$\xi(X) = \exp_{H^+}^{-1} (\pi(\exp_{G^+}(X))), \quad \text{for any } X \in g^+$$

is well defined and is in fact a homeomorphism between $g^+$ and $h^+$. Moreover, $\xi$ is a conjugacy between $e^{\varphi^+_t}$ and $e^{\psi^+_t}$. In fact,

$$\xi(e^{\varphi^+_t} X) = \exp_{H^+}^{-1} (\pi(\exp_{G^+}(\varphi^+_t X))) = \exp_{H^+}^{-1} (\pi(\varphi^+_t (\exp_{G^+}(X))))$$

$$= \exp_{H^+}^{-1} (\psi^+_t (\pi(\exp_{G^+}(X)))) = e^{\psi^+_t} (\exp_{H^+}^{-1} (\pi(\exp_{G^+}(X)))) = e^{\psi^+_t} (\xi(X)).$$

By Lemma\textsuperscript{3,1} we have $\dim g^+ = \dim h^+$. Then the unstable subgroups of $\varphi_t$ and $\psi_t$ have the same dimension.

Now we have the main result of the paper.

**Theorem 3.3.** Suppose that $X$ and $Y$ are hyperbolic. If the stable and unstable subgroups of $\varphi_t$ and $\psi_t$ have the same dimension, then $\varphi_t$ and $\psi_t$ are conjugated.

**Proof.** By the above theorem, there are homeomorphisms $\pi_u : G^+ \to H^+$, that conjugates $\varphi^+_t$ and $\psi_t$, and $\pi_s : G^- \to H^-$ that conjugates $\varphi^-_t$ and $\psi^-_t$. Since $G$ is nilpotent, Proposition\textsuperscript{2} item 4. implies that $G = G^+ G^-$ and item 2. that $G^+ \cap G^- = e_G$. Consequently, any $g \in G$ has a unique decomposition $g = g^+ g^-$ with $g^+ \in G^+$ and $g^- \in G^-$. The same is true for $H$. Therefore, the map $\pi : G \to H$ given by

$$g = g^+ g^- \in G^+ G^- \mapsto \pi(g) := \pi_u(g^+) \pi_s(g^-) \in H^+ H^- = H$$

is well defined and has inverse $\pi^{-1}(h^+ h^-) = \pi^{-1}_u(h^+) \pi^{-1}_s(h^-)$.

Now we prove that $\pi$ is continuous. Take $(x_n)$ a sequence in $G$ and assume that $x_n \to x$. By Proposition\textsuperscript{2} item 4. there are sequences $(g^+_n)$ in $G^+$ and $(g^-_n)$ in $G^-$ such that $x_n = g^+_n g^-_n$. If $x = g^+ g^-$ we have by Lemma\textsuperscript{2,3} that $x_n \to x$ if and only if $g^+_n \to g^+$ in $G^+$. Since $\pi_u$ and $\pi_s$ are homeomorphism we have that $\pi_u(g^+_n) \to \pi_u(g^+)$ and $\pi_s(g^-_n) \to \pi_u(g^-)$. Using Lemma\textsuperscript{2,3} for $H$ we have

$$\pi(x_n) = \pi_u(g^+_n) \pi_s(g^-_n) \to \pi_u(g^+) \pi_u(g^-) = \pi(x).$$
showing that $\pi$ is continuous. Analogously $\pi^{-1}$ is continuous.

To finish note that $\pi$ conjugates $\varphi_t$ and $\psi_t$. In fact
$$\pi(\varphi_t(g)) = \pi_u(\varphi_t^+(g^+))\pi_s(\varphi_t^-(g^-)) = \psi_t(\pi_u(g^+))\psi_t(\pi_s(g^-)) = \psi_t(\pi(g)).$$

\[ \square \]

**Corollary 1.** Suppose that $X$ and $Y$ are hyperbolic and $G = H$. If the stable or the unstable subgroups of $\varphi_t$ and $\psi_t$ have the same dimension, then $\varphi_t$ and $\psi_t$ are conjugated.

**Proof.** In fact, if $G_1^+$ and $G_2^+$ are, respectively, the unstable subgroups of $\varphi_t$ and $\psi_t$ and, $G_1^-$ and $G_2^-$, respectively, their stable subgroups, then
$$\dim G_1^+ + \dim G_1^- = \dim G = \dim G_2^+ + \dim G_2^-$$

implying that $\dim G_1^+ = \dim G_2^+$ if and only if $\dim G_1^- = \dim G_2^-$. \[ \square \]

In order to prove the converse of Theorem 3.3 we need the following technical lemma.

**Lemma 3.4.** Let $X$ and $Y$ be hyperbolic linear vector fields on $G$ and $H$, respectively. If the homeomorphism $\pi : G \to H$ conjugates $\varphi_t$ and $\psi_t$, then $\pi(e_G) = e_H$.

**Proof.** By Remark 3 we have that $G$ and $H$ are nilpotent Lie group and therefore, by Proposition 2 item 4., the unique fixed points of the flows $\varphi_t$ and $\psi_t$ are $e_G \in G$ and $e_H \in H$, respectively. Then, the following equality
$$\psi_t(\pi(e_G)) = \pi(\varphi_t(e_G)) = \pi(e_G).$$

shows the lemma. \[ \square \]

**Theorem 3.5.** Take the hyperbolic linear vector fields $X$ and $Y$. If $\varphi_t$ and $\psi_t$ are conjugated, then their stable and unstable subgroups have the same dimension.

**Proof.** Let $\pi : G \to H$ be a homeomorphism such that
$$\pi(\varphi_t(g)) = \psi_t(\pi(g)).$$

From Theorem 3.2 it is sufficient to show that $\varphi_t^\pm$ and $\psi_t^\pm$ are conjugated. We only show that $\varphi_t^-$ and $\psi_t^-$ are conjugated. We begin by showing that $\pi(G^-) = H^-$. Take $g \in G^-$. From Lemma 3.4 and Theorem 2.5 it follows that
$$e_H = \pi(e_G) = \pi \left( \lim_{t \to \infty} \varphi_t(g) \right) = \lim_{t \to \infty} \pi(\varphi_t(g)) = \lim_{t \to \infty} \psi_t(\pi(g)).$$

Again by Theorem 2.5 we have that $\pi(g) \in H^-$ showing that $\pi(G^-) \subset H^-$. Analogously we show that $\pi^{-1}(H^-) \subset G^-$. If we consider the restriction $\pi_s := \pi|_{G^-}$ we have that $\pi_s$ is a homeomorphism between $G^-$ and $H^-$ and it conjugates $\varphi_t^-$ and $\psi_t^-$. From Theorem 3.2 we have that the stable subgroups of $\varphi_t$ and $\psi_t$ have the same dimension. \[ \square \]

4. **Some stability properties.** In this section we study some stability properties of a linear flow on a Lie group $G$.

First we define the Lyapunov exponent at $g \in G$ in direction to $v \in T_gG$ by
$$\lambda(g, v) = \limsup_{t \to \infty} \frac{1}{t} \log(||(d\varphi_t)_g(v)||),$$

where the norm $|| \cdot ||$ is given by the left invariant metric.
Our next step is to show the invariance of the Lyapunov exponent. In fact, since that \( \varphi_t \circ L_g = L_{\varphi_t(g)} \circ \varphi_t \), it follows that
\[
(d\varphi_t)_g(v) = (d\varphi_t)_g((dL_g)_e \circ (dL_{g^{-1}})_g(v)) = (dL_{\varphi_t(g)})_e \circ (d\varphi_t)_g((dL_{g^{-1}})_g(v)).
\]
As \( \| \cdot \| \) is a left invariant norm we have that
\[
\lambda(g, v) = \limsup_{t \to \infty} \frac{1}{t} \log(\| (dL_{\varphi_t(g)})_e \circ (d\varphi_t)_g((dL_{g^{-1}})_g(v)) \|)
\]
\[
= \limsup_{t \to \infty} \frac{1}{t} \log(\| (d\varphi_t)_e((dL_{g^{-1}})_g(v)) \|)
\]
\[
= \lambda(e, (dL_{g^{-1}})_g(v)).
\]
It is clear that for \( v \in g \) we obtain \( \lambda(g, v(g)) = \lambda(e, v(e)) \). In other words, taking \( v \in g \) we obtain
\[
\lambda(e, v) = \limsup_{t \to \infty} \frac{1}{t} \log(\| e^{t \mathcal{D}}(v) \|).
\]

One important property to the characterization of Lyapunov exponents is: consider \( u, v \in g \), then \( \lambda(e, u + v) \leq \max\{\lambda(e, u), \lambda(e, v)\} \) and the equality is true if \( \lambda(e, u) \neq \lambda(e, v) \).

Now denote by \( \lambda_1, \ldots, \lambda_k \) the \( k \) distinct values in of the real parts of the derivation \( \mathcal{D} \). We have then that
\[
g = \bigoplus_{i=1}^k g_{\lambda_i}, \quad \text{where} \quad g_{\lambda_i} := \bigoplus_{\alpha; \Re(\alpha) = \lambda_i} g_{\alpha}
\]

**Theorem 4.1.** It holds that
\[
\lambda(e, v) = \lambda \Leftrightarrow v \in g_\lambda := \bigoplus_{\alpha; \Re(\alpha) = \lambda} g_{\alpha}
\]

**Proof.** We first suppose that \( v \in g_\lambda \), then
\[
\lambda(e, v) = \limsup_{t \to \infty} \frac{1}{t} \log(\| e^{t \mathcal{D}}(v) \|)
\]
\[
= \limsup_{t \to \infty} \frac{1}{t} \log(\| e^{t \alpha} e^{(\mathcal{D} - \alpha I)}(v) \|)
\]
\[
= \Re(\alpha) + \limsup_{t \to \infty} \frac{1}{t} \log(\| e^{(\mathcal{D} - \alpha I)}(v) \|).
\]
Since \( e^{(\mathcal{D} - \alpha I)}(v) = \sum_{i=0}^d \frac{t^i}{i!} (\mathcal{D} - \alpha I)^i(v) \) is a polynomial, it follows that
\[
\limsup_{t \to \infty} \frac{1}{t} \log(\| e^{(\mathcal{D} - \alpha I)}(v) \|) = 0
\]
which gives us \( \lambda(e, v) = \Re(\alpha) = \lambda \) as stated.

Conversely, suppose that \( \lambda(e, v) = \lambda \) and that \( v \notin g_\lambda \). Assume that \( \lambda = \lambda_1 \) and write \( v = v_2 + v_3 + \ldots + v_k \) with \( v_i \in g_{\lambda_i} \) for \( i = 2, \ldots, k \). Since \( \lambda(e, v_i) = \lambda_i \neq \lambda_j = \lambda(e, v_j) \), for \( i, j = 1, \ldots, n \) with \( i \neq j \), the above lemma assures that
\[
\lambda_1 = \lambda(e, v) = \lambda(e, v_2 + v_3 + \ldots + v_k)
\]
\[
= \max\{\lambda(e, v_2), \lambda(e, v_3), \ldots, \lambda(e, v_k)\}
\]
\[
= \max\{\lambda_2, \lambda_3, \ldots, \lambda_k\}.
\]
Since \( \lambda_1 \neq \lambda_i \) for \( i = 2, \ldots, k \) we have a contradiction. \( \square \)

Now we recall the following concepts in the context of Lie groups.
Definition 4.2. Let $g \in G$ be a fixed point of $\mathcal{X}$. We say that $g$ is

1) **stable** if for all $g$-neighborhood $U$ there is a $g$-neighborhood $V$ such that $\varphi_t(V) \subset U$ for all $t \geq 0$;

2) **asymptotically stable** if it is stable and there exists a $g$-neighborhood $W$ such that $\lim_{t \to \infty} \varphi_t(x) = g$ whenever $x \in W$;

3) **exponentially stable** if there exist $c, \mu$ and a $g$-neighborhood $W$ such that for all $x \in W$ it holds that
   
   \[ g(\varphi_t(x), g) \leq ce^{-\mu t} g(x, g), \quad \text{for all} \quad t \geq 0; \]

4) **unstable** if it is not stable.

Note that, since property 3) is local, it does not depend on the metric that we choose on $G$.

The next result is important for the main results of this section.

Lemma 4.3. Let $\mathcal{X}$ and $\mathcal{Y}$ be linear vector fields on the Lie groups $G$ and $H$, respectively, and $\pi : G \to H$ be a continuous map that commutes the linear flows of $\mathcal{X}$ and $\mathcal{Y}$. If the fixed point $g$ of $\mathcal{X}$ is stable (asymptotically stable) and there is a $g$-neighborhood $U$ such that $V = \pi(U)$ is open in $H$ and the restriction $\pi|_U$ is a homeomorphism, then the fixed point $\pi(g)$ of $\mathcal{Y}$ is stable (asymptotically stable). Moreover, if $\pi$ is a covering map the converse also holds.

**Proof.** Assume that $g$ is stable for $\mathcal{X}$ and let $U'$ be a $\pi(g)$-neighborhood. There exists a $g$-neighborhood $U$ such that $\pi$ restricted to $U$ is a homeomorphism and $\pi(U) \subset U'$. By the stability, there exists a $g$-neighborhood $V$ such that $\varphi_t(V) \subset U$ for all $t \geq 0$. Consequently $V' = \pi(V)$ is a $\pi(g)$-neighborhood and it holds that

\[ \varphi_t(V') = \varphi_t(\pi(V)) = \pi(\varphi_t(V)) \subset \pi(U) \subset U', \quad \text{for all} \quad t \geq 0 \]

showing that $\pi(g)$ is stable for $\mathcal{Y}$.

If $g$ is asymptotically stable, there is a $g$-neighborhood $W$ such that $\lim_{t \to \infty} \varphi_t(x) = g$ for any $x \in W$. We can assume that $W$ is small enough such that $\pi$ restricted to $W$ is a homeomorphism. Then $W' = \pi(W)$ is a $\pi(g)$-neighborhood and

\[ \lim_{t \to \infty} \varphi_t(x) = \lim_{t \to \infty} \pi(\varphi_t(x)) = \pi(\lim_{t \to \infty} \varphi_t(x)) = \pi(g) \]

showing that $\pi(g)$ is asymptotically stable for $\mathcal{Y}$.

Now suppose that $\pi$ is a covering map and that $\pi(g)$ is stable for $\mathcal{Y}$. Since $\pi$ is a covering map, there is a distinguished $\pi(g)$-neighborhood $U'$, that is, $\pi^{-1}(U') = \bigcup_{\alpha} U_\alpha$ is a disjoint union in $G$ such that $\pi$ restricted to each $U_\alpha$ is a homeomorphism onto $U'$. Let $U$ be a given $g$-neighborhood and assume that $U$ is the component of $\pi^{-1}(U')$ that contains $g$. By stability, there exists a $\pi(g)$-neighborhood $V'$ such that $\varphi_t(V') \subset U'$ for all $t \geq 0$. Let $V \subset U$ be a $g$-neighborhood such that $\pi(V) \subset V'$. For $x \in V$ it holds that

\[ \pi(\varphi_t(x)) = \varphi_t(\pi(x)) \in \varphi_t(V') \subset U', \quad \text{for all} \quad t \geq 0 \]

and consequently $\varphi_t(x) \in \pi^{-1}(U')$ for all $t \geq 0$. Since $\pi^{-1}(U')$ is a disjoint union and $x \in V \subset U$ we have that $\varphi_t(x) \in U$ for all $t \geq 0$. As $x \in V$ is arbitrary, it follows that $\varphi_t(V) \subset U$ for all $t \geq 0$, showing that $g$ is stable for the linear vector field $\mathcal{X}$.

The asymptotically stability follows, as above, from the fact that $\pi$ has a continuous local inverse. \qed
The following theorem characterizes asymptotic and exponential stability at the identity $e \in G$ for a linear vector field in terms of the eigenvalues of $\mathcal{D}$.

**Theorem 4.4.** For a linear vector field $\mathcal{X}$ the following statements are equivalents:

(i) The identity $e \in G$ is asymptotically stable;
(ii) The identity $e \in G$ is exponentially stable;
(iii) All Lyapunov exponents of $\varphi_t$ are negative;
(iv) The stable subgroup $G^-$ satisfies $G = G^-$.

**Proof.** Since $G = G^-$ if and only if $\mathfrak{g} = \mathfrak{g}^-$ we have that (iii) and (iv) are equivalent, by Theorem 4.1. Moreover, by equation (3) we have that (iii) and (iv) implies (ii) and (ii) certainly implies (i). We just need to show that (i) implies (iv).

First we prove that if $e \in G$ is asymptotically stable, then $G$ is nilpotent. In fact, let $U$ be a neighborhood of $0 \in \mathfrak{g}$ such that $\exp$ restricted to $U$ is a diffeomorphism and such that $\exp(U) \subset W$. For any $X \in \ker \mathcal{D}$ let $\delta > 0$ small enough such that $g = \exp(\delta X) \in W$. Since $\varphi_t(g) = g$ for any $t \in \mathbb{R}$ the asymptotic assumption implies that $g = e$, consequently $X = 0$ and then $\ker \mathcal{D} = \{0\}$. The derivation $\mathcal{D}$ is then invertible which implies that $\mathfrak{g}$ is a nilpotent Lie algebra and so $G$ is a nilpotent Lie group.

Now we show that if $e \in G$ is asymptotically stable, then $G = G^-$. To do this, note that the derivation $\mathcal{D}$ on the Lie algebra $\mathfrak{g}$ can be identified with the linear vector field on $\mathfrak{g}$ given by $X \mapsto \mathcal{D}(X)$. Its associated linear flow is given by $e^{t\mathcal{D}}$. As $G$ is a nilpotent Lie group we have that $\exp : \mathfrak{g} \to G$ is a covering map. Moreover, since $\varphi_t \circ \exp = \exp \circ e^{t\mathcal{D}}$ it follows that $e \in G$ is asymptotically stable if and only if $0 \in \mathfrak{g}$ is asymptotically stable for the linear vector field induced by $\mathcal{D}$.

To finish the proof, note that $0 \in \mathfrak{g}$ is asymptotically stable if and only if $\mathcal{D}$ has only eigenvalues with negative real part (2, Theorem 1.4.8), that is, $\mathfrak{g} = \mathfrak{g}^-$ implying that $G = G^-$ and concluding the proof.

**Remark 4.** Note that the above result shows that local stability is equal to global stability. Moreover, we can see in the proof that if $e \in G$ is asymptotically stable for a linear vector field $\mathcal{X}$ then $G$ is a simply connected nilpotent Lie group.

The next result concerns the stability of a linear vector field.

**Theorem 4.5.** The identity $e \in G$ is stable for the linear vector field $\mathcal{X}$ if $G = G^{-0}$ and $\mathcal{D}$ restricted to $\mathfrak{g}^0$ is semisimple.

**Proof.** First note that $G = G^{-0}$ if and only if $\mathfrak{g} = \mathfrak{g}^{-0}$. By Theorem 4.1.10 in [2], the conditions that $\mathfrak{g} = \mathfrak{g}^{-0}$ and that $\mathcal{D}|\mathfrak{g}^0$ is semisimple is equivalent to $0 \in \mathfrak{g}$ be stable for the linear vector field induced by $\mathcal{D}$. Since $\exp$ is a local diffeomorphism around $0 \in \mathfrak{g}$ we have, by Lemma 4.3, that the stability of $0 \in \mathfrak{g}$ for $\mathcal{D}$ implies that $e \in G$ is stable for $\mathcal{X}$.

Now we give a partial converse of the above theorem.

**Theorem 4.6.** If $e \in G$ is stable for the linear vector field $\mathcal{X}$ then $G = G^{-0}$. Moreover, if $\exp_{G^0} : \mathfrak{g}^0 \to G^0$ is a covering map then $e \in G$ stable for $\mathcal{X}$ implies also that $\mathcal{D}|\mathfrak{g}^0$ is semisimple.

**Proof.** By equation (3), the only element in $G^+$ that has bounded positive $\mathcal{X}$-orbit is the identity. Therefore, if $e \in G$ is stable then $G^+ = \{e\}$ and consequently $G = G^{-0}$.
Since $G^0$ is $\varphi$-invariant, the linear flow $X$ induces a linear vector field $X_{G^0}$ on $G^0$ such that the associated linear flow is the restriction $(\varphi_t)|_{G^0}$. Moreover, as $G^0$ is a closed subgroup, it follows that the stability of $e \in G$ for $X$ implies that $e \in G^0$ is stable for the restriction $X_{G^0}$.

If we assume that $\exp_{G^0}$ is a covering map, we have by Lemma 4.3 that $e \in G^0$ is stable for $X_{G^0}$ if and only if $0 \in g^0$ is stable for $D|_{g^0}$. Then by Theorem 1.4.10 of [2] we have that $D|_{g^0}$ is semisimple.

When $G$ is a nilpotent Lie group the subgroup $G^0$ is also nilpotent and so the map $\exp_{G^0} : g^0 \to G^0$ is a covering map. We have then the following.

Corollary 2. If $G$ is a nilpotent Lie group then $e \in G$ is stable if and only if $G = G^{-0}$ and $D|_{g^0}$ is semisimple.

Remark 5. Another example where we have that the stability of the linear vector field $X$ on the neutral element implies that $D|_{g^0}$ is semisimple is when $G$ is a solvable Lie group and $\exp : g \to \tilde{G}$ is a diffeomorphism, where $\tilde{G}$ is the simply connected covering of $G$.

Remark 6. We conclude by observing that our work can be an initial step for the topological conjugacy study of control systems of type

$$\dot{g}(t) = X(g(t)) + \sum_{i=1}^{n} u_i(t)X_i(g(t)),$$

where $X$ is an infinitesimal automorphism of the connected Lie group $G$, $X_i$ are right invariant vector fields on $G$ and $u(t) = (u_1(t), \ldots, u_n(t)) \in \mathbb{R}^n$ belongs to the class of unrestricted admissible control functions.
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