An efficient time-stepping scheme for \textit{ab initio} molecular dynamics simulations
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In \textit{ab initio} molecular dynamics simulations of real-world problems, the simple Verlet method is still widely used for integrating the equations of motion, while more efficient algorithms are routinely used in classical molecular dynamics. We show that if the Verlet method is used in conjunction with pre- and postprocessing, the accuracy of the time integration is significantly improved with only a small computational overhead. The validity of the processed Verlet method is demonstrated in several examples including \textit{ab initio} molecular dynamics simulations of liquid water. The structural properties obtained from the processed Verlet method are found to be sufficiently accurate even for large time steps close to the stability limit. This approach results in a 2× performance gain over the standard Verlet method for a given accuracy.
I. INTRODUCTION

Classical and ab initio molecular dynamics (AIMD) simulations are among the most common methods for theoretical studies of complex systems at the atomistic level. In the former approach, the interatomic forces are usually given explicitly by a sum of pair interactions in analytic form, while the latter approach requires quantum-mechanical calculations to evaluate the forces. AIMD is gaining popularity in the last decades, because the accuracy of AIMD is generally higher than the classical approach. On the other hand, AIMD is orders of magnitude more expensive, which poses a serious obstacle to its wide use in industry.

In both approaches, the equations of motion for the atoms are typically integrated numerically using the symplectic integrators. This is because these integrators possess the volume-preserving property in phase space, thus leading to the long-term stability of the simulation. In classical molecular dynamics simulations, symplectic integrators are often implemented in the form of a multiple time step algorithm. This algorithm allows us to use large time steps for computationally expensive long-range interactions, while inexpensive short-range ones are integrated with small time steps. In contrast, single time step symplectic integrators, such as the Verlet method, are most commonly used in AIMD simulations, because the interatomic forces from ab initio calculations cannot be divided into short- and long-range components exactly.

Theoretical analysis reveals that the time step $h$ must satisfy $h < T/\pi$ in the Verlet method, where $T$ is the period of the fastest motion in the system. In many of the classical and ab initio studies on real-world problems, however, the time step satisfies $h < T/15$, which is significantly smaller than $T/\pi$. This is mainly because the use of a too large time step leads to artifacts such as large fluctuations in the total energy and violation of the equipartition theorem. Nevertheless, it is empirically known that molecular dynamics simulations using large time steps often yield surprisingly accurate results. Researchers are making constant efforts to understand and exploit the robustness of various time integrators at large time steps.

In this paper, we investigate a simple extension of symplectic integrators called the processing technique. This algorithm was originally developed by mathematicians several decades ago, but has received little attention to date in spite of its solid theoretical background. As will be shown below, the processing technique allows us to increase the
size of time steps by a factor of two at no extra cost, while keeping the accuracy, and thus
significantly extends the applicability of AIMD simulations.

The rest of the paper is organized as follows. In Sec. II we present the basic theory of
the processed integrator, and estimate the computational costs associated with processing.
Numerical examples demonstrate the effectiveness of this algorithm for realistic simulations
in Sec. III. In Sec. IV we discuss several possible extensions of the algorithm, and present
our conclusions.

II. THEORY

A. Verlet method

The classical Hamiltonian for a system of \( N \) atoms is given by

\[ H(q, p) = K(p) + U(q) = \frac{1}{2} p^T M^{-1} p + U(q), \]

where \( q \) and \( p \) are vectors of dimension \( 3N \), representing atomic positions and momenta,
\( M \) is the mass matrix, and \( U(q) \) is the potential energy. Then, the time evolution of any
function \( A(q, p) \) is given by

\[ \frac{dA}{dt} = i L_H A = \{A, H\}, \]

where the Liouville operator \( L_H \) is defined by

\[ i L_H = \{ \ast, H \} = \sum_i \left( \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q_i} - \frac{\partial H}{\partial q_i} \frac{\partial}{\partial p_i} \right). \]

In particular, \( q(t) \) and \( p(t) \) satisfy the equations of motion,

\[ \frac{dq}{dt} = i L_H q = \frac{\partial H}{\partial p}, \]
\[ \frac{dp}{dt} = i L_H p = -\frac{\partial H}{\partial q}. \]

A formal solution of these equations is given by

\[ \begin{pmatrix} q(t) \\ p(t) \end{pmatrix} = \exp(itL_H) \begin{pmatrix} q(0) \\ p(0) \end{pmatrix}. \]

It is easy to prove that the total energy \( H(q, p) \) is conserved along the trajectory \( (q(t), p(t)) \),
i.e.,

\[ \frac{d}{dt} H(q, p) = \{H, H\} = 0. \]
In general, Eq. (6) cannot be calculated analytically, and thus must be evaluated numerically. To this end, \( L \) is first divided into two parts; the kinetic term

\[
iL_1 = \{*, K\} = p^T M^{-1} \frac{\partial}{\partial q},
\]

and the potential term

\[
iL_2 = \{*, U\} = f^T \frac{\partial}{\partial p},
\]

where the force is defined by \( f = -\frac{\partial U}{\partial q} \). Then, using the Suzuki-Trotter decomposition, we obtain

\[
\exp (ihL) = \exp (ih(L_1 + L_2)) = W_h + O(h^3),
\]

where \( h \) is the time step, and \( W_h \) is given by

\[
W_h = \exp \left( \frac{ihL_2}{2} \right) \exp (ihL_1) \exp \left( \frac{ihL_2}{2} \right).
\]

If the \( O(h^3) \) terms are neglected, the time evolution of \((q, p)\) can be written as

\[
\begin{pmatrix}
q_{n+1} \\
p_{n+1}
\end{pmatrix}
= W_h \begin{pmatrix}
q_n \\
p_n
\end{pmatrix},
\]

where the subscript denotes the time-step number, i.e., \((q_n, p_n) = (q(nh), p(nh))\). The right-hand side of Eq. (12) can be calculated explicitly, which leads to the (velocity) Verlet method:

\[
p_{n+\frac{1}{2}} = p_n + \frac{h}{2} f_n
\]

\[
q_{n+1} = q_n + h M^{-1} p_{n+\frac{1}{2}}
\]

\[
p_{n+1} = p_{n+\frac{1}{2}} + \frac{h}{2} f_{n+1}.
\]

This integrator is both symplectic and time-reversible. These properties are crucial for long-term stability of the simulations. Moreover, only one force evaluation is required per step in the Verlet method.

It is also possible to use higher-order integration schemes, which require multiple force evaluations per step. These integrators can significantly improve the accuracy for small time steps. However, the Verlet method is more robust at large time steps which are commonly used in AIMD to minimize the computational cost. Therefore, the Verlet method is still the method of choice for AIMD. In the following, we focus on the Verlet method, and assume the use of the microcanonical ensemble unless otherwise noted. Extensions to more general cases will be discussed in Sec. IV.
B. Shadow Hamiltonian

When the Verlet method is used to follow the time evolution of the system, the Hamiltonian is no longer a constant of motion, because Eq. (7) holds only approximately. However, any symplectic integrator, including the Verlet method, is known to possess a conserved quantity called the shadow (or modified) Hamiltonian $H_S(q, p)$\textsuperscript{43,44}. While the explicit form of $H_S$ is not known in general, a series expansion in powers of $\hbar$ is valid under mild assumptions\textsuperscript{43,44}:

$$H_S(q, p) = H(q, p) + \hbar^2 H_{(2)}(q, p) + \hbar^4 H_{(4)}(q, p) + \cdots \quad (16)$$

In particular, the lowest-order term $H_{(2)}$ corresponding to the Verlet method is given by\textsuperscript{43,44}

$$H_{(2)}(q, p) = \frac{1}{12} p^T M^{-1} \mathcal{H} M^{-1} p - \frac{1}{24} f^T M^{-1} f, \quad (17)$$

where the Hessian matrix $\mathcal{H}$ is defined by $\mathcal{H}_{ij} = \partial^2 U / \partial q_i \partial q_j$, and the Hessian-vector product $(\mathcal{H} M^{-1} p)$ can be calculated according to Appendix A. Higher-order terms are also available in the literature\textsuperscript{45}.

In Fig. 1 we show the time evolution of the original and shadow Hamiltonians for a classical model of water. The expansion of the shadow Hamiltonian truncated at $O(\hbar^2)$ shows much better conservation than the original Hamiltonian. Further improvement is observed if the $O(\hbar^4)$ term is included. As is evident from this example, higher-order expansion of the shadow Hamiltonian is essentially a constant of motion if the interatomic forces are sufficiently accurate. Therefore, the shadow Hamiltonian is often used to detect the errors in forces\textsuperscript{46–48} caused by, e.g., inappropriate truncation of interactions. Alternatively, the shadow Hamiltonian can be used to improve the performance of the hybrid Monte Carlo method\textsuperscript{49–52}. However, as will be shown below, we can go a step further and take advantage of the shadow Hamiltonian to construct an integrator which provides a more accurate trajectory for a given time step.

C. Processed integrator

If we invert Eq. (16), we obtain

$$H(q_n, p_n) = \text{const.} - \hbar^2 H_{(2)}(q_n, p_n) + O(\hbar^4), \quad (18)$$
which implies that the fluctuations of the total energy are dominated by $H_{(2)}$. Here we show how to construct an accurate integrator by direct optimization of $H_{(2)}$ through the introduction of pre- and postprocessing\textsuperscript{24–27}. This approach allows us to minimize the effect of time-step size, while the computational cost per time step remains the same. In this approach, the time evolution of $(q_n, p_n)$ is calculated in three steps:

1. Preprocessing is defined by a symplectic transformation of the form

$$
\begin{pmatrix}
Q_n \\
P_n
\end{pmatrix} = \exp(ihL_\chi)
\begin{pmatrix}
q_n \\
p_n
\end{pmatrix},
$$

(19)

where

$$
iL_\chi = \{*, H_\chi\},
$$

(20)

and $H_\chi$ is the auxiliary Hamiltonian to be described later. $Q_n$ and $P_n$ are intermediate variables with no physical meaning.

2. Time integration is performed as follows:

$$
\begin{pmatrix}
Q_{n+1} \\
P_{n+1}
\end{pmatrix} = W_h
\begin{pmatrix}
Q_n \\
P_n
\end{pmatrix},
$$

(21)

where $W_h$ is a symplectic approximation to $\exp(ihL_\Pi)$, given, e.g., by Eq.(11).

3. Postprocessing is the inverse of preprocessing:

$$
\begin{pmatrix}
q_{n+1} \\
p_{n+1}
\end{pmatrix} = \exp(-ihL_\chi)
\begin{pmatrix}
Q_{n+1} \\
P_{n+1}
\end{pmatrix}.
$$

(22)

The entire propagator $\Psi$ can be expressed as

$$
\Psi = \exp(-ihL_\chi)W_h \exp(ihL_\chi),
$$

(23)

which also preserves the symplectic structure. Then, we can easily show that

$$
\begin{pmatrix}
q_n \\
p_n
\end{pmatrix} = \Psi
\begin{pmatrix}
q_{n-1} \\
p_{n-1}
\end{pmatrix} = \Psi^n
\begin{pmatrix}
q_0 \\
p_0
\end{pmatrix} = \exp(-ihL_\chi)W_h^n
\begin{pmatrix}
Q_0 \\
P_0
\end{pmatrix}.
$$

(24)
When an initial set of \((q_0, p_0)\) is given, we first calculate \((Q_0, P_0)\) according to Eq.(19). Then, we follow the time evolution of \((Q_0, P_0)\) by repeatedly applying Eq.(21), which yields \((Q_n, P_n)\) for \(n = 1, 2, \cdots\). Only when output is required, we calculate \((q_n, p_n)\) using Eq.(22).

The flow of the algorithm is shown in Fig.2.

At this point, we discuss the choice of \(H_\chi\) which appears in the definition of pre- and postprocessing. Assuming that the Verlet method is used for time integration, we adopt the form
\[
H_\chi = \hbar \lambda \frac{\partial K}{\partial p} \frac{\partial}{\partial q} = \hbar \lambda p^T M^{-1} \frac{\partial U}{\partial q},
\]
(25)
where \(\lambda\) is an arbitrary constant. Then, the lowest-order term of the shadow Hamiltonian corresponding to the processed Verlet method of Eq.(23) is given by
\[
H_{(2)}(\lambda) = \left(\frac{1}{12} - \lambda\right) p^T M^{-1} \mathcal{H} M^{-1} p + \left(\lambda - \frac{1}{24}\right) f^T M^{-1} f.
\]
(26)
The value of \(\lambda\) should be chosen to minimize the fluctuations of \(H_{(2)}(\lambda)\). To this end, we assume that \(U(q)\) is a quadratic function of \(q\),
\[
U(q) = \frac{1}{2} q^T U_0 q.
\]
(27)
where \(U_0\) is a constant matrix. Then, using \(f = -U_0 q\) and \(\mathcal{H} = U_0\), we can prove that
\[
\frac{d}{dt} H_{(2)}(\lambda) = \frac{16\lambda - 1}{4} p^T M^{-1} U_0 M^{-1} U_0 q.
\]
(28)
Thus, if we choose \(\lambda = 1/16\), \(dH_{(2)}/dt = 0\) will hold, which is considered the optimal choice in terms of total energy conservation. In the following, the same value of \(\lambda\) will be used for more general potential functions, including AIMD simulations.

D. Computational cost

By construction, the processed integrator presented in the previous section improves the conservation of the total energy for a given time step, or, alternatively, allows the use of a larger time step for a given accuracy. However, this advantage would be lost if the overhead of processing were significant. Here we compare the computational costs of the Verlet method with and without the processing.

When the standard Verlet method is used to integrate the equations of motion, we obtain \((q_n, p_n)\) and the corresponding values of \(H(q_n, p_n) = K(p_n) + U(q_n)\) at the expense of one
force evaluation per step. At first glance, it may appear a significantly more complicated
task to calculate the values of \((q_n, p_n)\) and \(H(q_n, p_n)\) at each step of the processed Verlet
method. As will be shown below, however, these values can be obtained without additional
effort if the postprocessing is carefully implemented.

We first note that the cost of the time-stepping procedure, Eq.(21), is equal to the un-
derlying integrator, i.e., one force evaluation \((f(Q_n))\). Moreover, the preprocessing, Eq.(19),
needs to be performed only once to calculate \((Q_0, P_0)\) at the beginning of the simulation,
and is canceled out by the postprocessing in subsequent steps. Therefore, the computational
cost of preprocessing can be safely ignored. The numerical implementation of the prepro-
cessing is presented in Appendix B. We also note that when we start from random initial
conditions, preprocessing may even be omitted altogether\(^{44}\).

At variance with preprocessing, the postprocessing is required much more frequently, and
thus the numerical integration of Eq.(22) is prohibitive. Instead, we rely on a truncated
series expansion in powers of \(\hbar\):\(^{53}\)

\[
q_n = Q_n + h^2 \lambda M^{-1} f(Q_n) + O(h^4),
\]

\[
p_n = P_n + h^2 \lambda H(Q_n) M^{-1} P_n + O(h^4).
\] (29) (30)

While this procedure preserves the symplectic structure only approximately, the errors in
\((q_n, p_n)\) do not accumulate with \(n\), as is evident from Fig.2. Therefore, the use of Eqs.(29)
and (30) does not affect the long-term stability of the integrator. Moreover, the error terms
of \(O(h^4)\) are smaller than those of the Verlet method. We also note that the cost of evaluating
Eq.(29) is negligible, since \(f(Q_n)\) has already been calculated in the time-stepping procedure.
Therefore, the values of \(q_n\) are available at no extra cost, which may be used to calculate
various properties such as the radial distribution functions.

In contrast, a Hessian-vector product is required to calculate \(p_n\) using Eq.(30). The cost
of this procedure is comparable to one force evaluation, as explained in Appendix A, which
offsets the gain from the use of a larger time step. A simple solution to this problem is to
use an alternative expression based on the finite-difference approximation\(^{53}\):

\[
p_n = P_n - \lambda (P_{n+1} - 2P_n + P_{n-1}) + O(h^4),
\] (31)

which has larger \(O(h^4)\) errors, but may be calculated at negligible cost. As will be shown in
Sec.\(\Pi\) Eq.(31) is sufficiently accurate for *a posteriori* analysis of the trajectories obtained
from microcanonical simulations.
In order to obtain the values of \( U(q_n) \) at each time step with minimal overhead, we propose to use an expansion of the form

\[
U(q_n) = U(Q_n) - h^2 \lambda f(Q_n)^T M^{-1} f(Q_n) + O(h^4).
\] (32)

This method is similar in spirit to the work of Zhang \(^55\). In what follows, Eqs. (31) and (32) will be referred to as the cheap approximations.

In summary, the processed Verlet method allows us to generate a trajectory \((q_n, p_n, \text{and } H(q_n, p_n))\) at the expense of only one force evaluation per step if Eqs. (29), (31), and (32) are used. The accuracy of this method is compared with that of the original method in Sec. III.

III. NUMERICAL EXPERIMENTS

A. Harmonic oscillator

We first explore the basic properties of the processed Verlet method using a one-dimensional harmonic oscillator which has been studied extensively in the past \(^56,57\). The Hamiltonian is given by

\[
H_{1D}(q, p) = \frac{p^2}{2m} + \frac{m\omega^2}{2} q^2,
\] (33)

where \( m \) and \( \omega \) denote the mass and frequency, respectively. Then, from Eq. (25), we obtain

\[
H_\chi(q, p) = \lambda h \omega^2 pq.
\] (34)

The corresponding preprocessing can be written as

\[
\begin{pmatrix}
Q_n \\
P_n
\end{pmatrix} = \exp(ihL_\chi) \begin{pmatrix}
q_n \\
p_n
\end{pmatrix} = \begin{pmatrix}
\exp(\lambda h^2 \omega^2) & 0 \\
0 & \exp(-\lambda h^2 \omega^2)
\end{pmatrix} \begin{pmatrix}
q_n \\
p_n
\end{pmatrix}. \tag{35}
\]

Similarly, the postprocessing is given by

\[
\begin{pmatrix}
q_{n+1} \\
p_{n+1}
\end{pmatrix} = \begin{pmatrix}
\exp(-\lambda h^2 \omega^2) & 0 \\
0 & \exp(\lambda h^2 \omega^2)
\end{pmatrix} \begin{pmatrix}
Q_{n+1} \\
P_{n+1}
\end{pmatrix}. \tag{36}
\]

Moreover, the Verlet integrator is given by

\[
\begin{pmatrix}
Q_{n+1} \\
P_{n+1}
\end{pmatrix} = W_h \begin{pmatrix}
Q_n \\
P_n
\end{pmatrix}, \tag{37}
\]
with
\[ W_h = \begin{pmatrix} 1 - \frac{h^2 \omega^2}{2} & \frac{h}{m} \\ -hm \omega^2 \left(1 - \frac{h^2 \omega^2}{4}\right) & 1 - \frac{h^2 \omega^2}{2} \end{pmatrix} \].
(38)

Now the entire propagator \( \Psi_{1D} \) can be written as
\[
\begin{pmatrix} q_{n+1} \\ p_{n+1} \end{pmatrix} = \Psi_{1D} \begin{pmatrix} q_n \\ p_n \end{pmatrix},
\]
(39)
with
\[
\Psi_{1D} = \exp(-ihL \chi)W_h \exp(ihL \chi) = \begin{pmatrix} 1 - \frac{h^2 \omega^2}{2} & \frac{h}{m} \exp(-2\lambda h^2 \omega^2) \\ -hm \omega^2 \left(1 - \frac{h^2 \omega^2}{4}\right) \exp(2\lambda h^2 \omega^2) & 1 - \frac{h^2 \omega^2}{2} \end{pmatrix},
\]
(40)
which also preserves the symplectic structure. The exact shadow Hamiltonian corresponding to \( \Psi_{1D} \) is also available:
\[
H_S(q, p) = \frac{p^2}{2m} + \beta \frac{m \omega^2}{2} q^2 = \text{const.,}
\]
(41)
with
\[
\beta = \left(1 - \frac{h^2 \omega^2}{4}\right) \exp(4\lambda h^2 \omega^2) = 1 + 4 \left(\lambda - \frac{1}{16}\right) h^2 \omega^2 + O(h^4).
\]
(42)
If we choose \( \lambda = 1/16 \), the \( O(h^2) \) terms of \( \beta \) vanish, regardless of the value of \( \omega \), thus minimizing the violation of energy equipartition arising from the use of a finite time step. On the other hand, if \( \lambda = 0 \) is used, Eq.(41) reduces to the well-known formula for the standard Verlet method\(^{22,56,57}\). In Fig.3(a), we compare the trajectories in phase space with and without the processing. The trajectory of the processed Verlet method is nearly indistinguishable from the exact solution.

We now turn to the dynamical behavior of \((q_n, p_n)\) generated by the processed Verlet method. The eigenvalues of \( \Psi_{1D} \) can be written as \( \exp(\pm ih\tilde{\omega}) \), where the modified frequency \( \tilde{\omega} \) is defined by
\[
\tilde{\omega} = \frac{2}{h} \arcsin \left(\frac{h\omega}{2}\right).
\]
(43)
This result is the same as that for the standard Verlet integrator\(^{56,57}\). In particular, \( \tilde{\omega} \) does not depend on \( \lambda \), which implies that the use of processing does not improve the dynamics\(^{44}\). This is also evident from Fig.3(b), where the errors in the amplitude are significantly reduced, while the phase errors remain uncorrected. We note in passing that Eq.(43) imposes a limit
on the maximum size of $h$, as mentioned in Sec. I. Since $\bar{\omega}$ is a real number, $h$ must satisfy
\[ h\omega < 2, \]
or, equivalently,
\[ h < \frac{T}{\pi}, \tag{44} \]
where the period $T$ is defined by $T = 2\pi/\omega$.

B. Liquid water: a classical model

To demonstrate the effectiveness of the processing technique in more realistic problems, we have performed classical molecular dynamics simulations of liquid water under various conditions. Liquid water was modeled by 125 water molecules in a cubic supercell of length 15.67 Å, which corresponds to the density at 353 K. The molecular interaction was described by the SPC/Fw force field, which is based on a flexible point-charge water model. All interactions were truncated beyond a cutoff distance of 14 Bohr using a quintic switching function. The equations of motion were integrated with the standard and processed Verlet methods using time steps of 0.3, 0.6, ..., 2.1 fs. The simulation was also marginally stable at $h = 2.4$ fs, which corresponds to one-quarter of the period of the O-H stretching motion (9-10 fs). However, this case was excluded from the analysis, because the total energy exhibited a significant drift as well as large fluctuations. We also note that the use of processing has no effect on the maximum stability limit, which is dominated by the underlying integrator, i.e., the Verlet method. All simulations were started from the same initial conditions ($q_0, p_0$), which were obtained after equilibration, and lasted for 1.2 ns in the microcanonical ensemble. Preprocessing was performed numerically exactly, while the postprocessing was approximated as discussed in Sec. II D.

We first investigate the accuracy of numerical integration with and without the processing. In Fig. 4, we show the fluctuations of the total energy, average potential energies, and average temperatures, each as a function of time step. The fluctuations were calculated as the standard deviation from a linear fit to the total energy. The drift was negligibly small in all runs. Figure 4 suggests that the numerical accuracy of the Verlet method using a time step of $h$ is comparable to that of the processed Verlet method using $2h$. Moreover, the effect of cheap approximation is found to be small for both atomic momentum (Eq. (31)) and potential energy (Eq. (32)). Therefore, the processed Verlet method is more efficient than the original method by about a factor of two, in agreement with previous studies.
Now we compare the structural properties obtained from each run. In Table I, we show the average lengths of covalent O-H bonds, together with their fluctuations. The average values are found to be insensitive to $h$, while the fluctuations show an increase of 10% at large time steps for the Verlet method. In contrast, all results from the processed Verlet method agree within statistical errors. The intermolecular structure is described by $g_{oo}(r)$, $g_{oh}(r)$, and $g_{hh}(r)$, representing oxygen-oxygen, oxygen-hydrogen, and hydrogen-hydrogen radial distribution functions, respectively. The error caused by the finite size of the time step is defined by

$$R(h) = \int_0^{r_{\text{max}}} dr \left( |g_{oo}^h(r) - g_{oo}^{\text{ref}}(r)|^2 + |g_{oh}^h(r) - g_{oh}^{\text{ref}}(r)|^2 + |g_{hh}^h(r) - g_{hh}^{\text{ref}}(r)|^2 \right),$$

(45)

where we set $r_{\text{max}} = 7.5$ Å, and the reference values ($g_{oo}^{\text{ref}}$, $g_{oh}^{\text{ref}}$, and $g_{hh}^{\text{ref}}$) are the results for $h = 0.3$ fs without processing. The residual errors shown in Fig.5(a) suggest that although the processed Verlet method is more accurate than the standard Verlet method, the improvement is relatively small, being comparable to a time step reduction of only 0.3 fs. To make this point more explicit, we compare $g_{oo}(r)$ for $h = 2.1$ fs with and without the processing in Fig.5(b). This figure indicates that the intermolecular structure of this system can be described with reasonable accuracy using large time steps near the stability limit, even if no processing is applied. This is mainly because the intermolecular structure of liquid water is relatively insensitive to the intramolecular vibrations, as demonstrated by the success of rigid water models\textsuperscript{61,62}.

We now turn to the dynamical properties of this system. To this end, we have calculated the power spectra and self-diffusion coefficients, as shown in Figs.6 and 7. The power spectrum $I(\omega)$ is defined by

$$I(\omega) = \sum_{i=1}^{N} \int_0^{\infty} \langle \mathbf{v}_i(t) \cdot \mathbf{v}_i(0) \rangle \cos(\omega t) dt,$$

(46)

where $\mathbf{v}_i(t)$ is the velocity of atom $i$ at time $t$, and the angle brackets denote the autocorrelation function. The self-diffusion coefficient $D_{\text{self}}$ is given by

$$D_{\text{self}} = \frac{1}{3N} \sum_{i=1}^{N} \int_0^{\infty} \langle \mathbf{v}_i(t) \cdot \mathbf{v}_i(0) \rangle dt.$$

(47)

As already mentioned in Sec. III A there is no reason to expect that the dynamical properties are improved by the use of processing. Our results for $I(\omega)$ and $D_{\text{self}}$ are consistent with
this observation. In particular, the high-frequency part of the spectra shown in Fig.6(a) exhibits a substantial blue shift at large time steps regardless of the use of processing, while the low-frequency part (below 1000 cm\(^{-1}\)) remains the same in all cases. We have found, however, that the peak positions of the spectra in the limit of zero time step can be accurately estimated by a simple correction formula,

\[
\omega_0 = \frac{2}{\hbar} \sin \left( \frac{\hbar \omega}{2} \right),
\]

which corresponds to the inverse of Eq.(43). Here \(\omega_0\) denotes the frequency at zero time step. We compare the power spectra with and without the correction in Fig.6(b), where the corrected results show excellent agreement with each other. We also note that Eq.(48) is valid whether or not the processing is applied. Therefore, this procedure is also useful for estimating the correct peak positions in conventional molecular dynamics simulations. As is evident from Fig.7, the self-diffusion coefficient remains nearly constant at small time steps (\(h < 1\) fs), and grows slowly with \(h\) at larger time steps in both methods. These results are consistent with the claim that the use of processing has no apparent effect on the dynamical properties\(^{44}\).

C. Liquid water: an ab initio study

In principle, the processing technique should be equally valid for AIMD simulations. However, we are not aware of any previous work in this direction. Here we study the effect of processing on the performance of AIMD simulations for liquid water. Liquid water at 423 K was modeled by 64 molecules in a cubic supercell of length 13.92 Å\(^{65}\). Atomic forces were calculated within the density functional theory\(^{66–68}\), and norm-conserving pseudopotentials were employed\(^{69,70}\). Only the Γ-point was used to sample the Brillouin zone. The electronic orbitals were expanded by the finite-element basis functions\(^{71–73}\) with an average cutoff energy of 58 Ryd, while the resolution was enhanced by about a factor of 2 near the oxygen atoms by adaptation of the grid\(^{74}\). The electronic states were quenched to the Born-Oppenheimer surface at each time step with the limited-memory BFGS method in mixed precision arithmetic\(^{75–77}\). The equations of motion for the atoms were integrated using the Verlet method with and without the processing.

After several preliminary runs, the Verlet method was found to be stable up to \(h = 1.2\) fs, while a significant drift in the total energy was observed at \(h = 1.5\) fs. These values are
somewhat smaller than the corresponding values for the classical model, even though the highest frequency is nearly the same in both cases. This discrepancy is explained by the strong anharmonicity of the potential energy surface obtained from \textit{ab initio} calculations\textsuperscript{78}. After equilibration, production runs of 30 ps were carried out in the microcanonical ensemble using $h = 0.3$, 0.6, 0.9, and 1.2 fs\textsuperscript{79}. We used the same initial conditions $(q_0, p_0)$ and experimental masses for all atoms in these runs. For comparison, we also include the results for the processed Verlet method using the optimized masses ($m_H = 4.5$, $m_O = 9$)\textsuperscript{80,81} and $h = 1.0$, 1.5, and 2.0 fs. When going from the experimental to the optimized masses, the highest-frequency peak moves from 3600 cm$^{-1}$ to 2100 cm$^{-1}$. Therefore, the value of $h/T$ for $h = 1.2$ fs in the former case is comparable to that for $h = 2.0$ fs in the latter case. The initial conditions for $(q, p)$ were adjusted to give the same total energy as for the experimental masses, and after re-equilibration, data were collected for 30 ps.

In Fig.8 we show the fluctuations of the total energy for all runs. Although the results show some scatter, the processed Verlet method is approximately twice as efficient as the Verlet method, in agreement with the classical case. An additional gain is obtained by the mass scaling method\textsuperscript{80,81}. In particular, the accuracy of the processed Verlet method using $h = 2.0$ fs and the optimized masses is comparable to that of the standard Verlet method using $h = 0.6$ fs. Moreover, the use of cheap approximations results in only small changes in accuracy. Figure 9 shows the time evolution of the total and potential energies with and without the processing.

We now compare the average lengths of covalent O-H bonds from AIMD simulations in Table II. Similar to the classical case, the average values are insensitive to the size of time steps, while the fluctuations are clearly improved by the use of processing. The probability distributions of O-H bond length are also shown in Fig.10. All curves except that of the standard Verlet method using $h = 1.2$ fs are nearly identical.

Figure 11 shows the oxygen-oxygen radial distribution functions in selected cases. Unfortunately, the statistical errors due to the limited length of our simulations are found to be larger than the systematic errors due to the finite time step, particularly at large distances. However, all runs give very similar results for the first peak at 2.8 Å. This is not surprising considering the small errors in the classical case shown in Fig.5.
IV. DISCUSSION AND CONCLUSIONS

Thus far, we have focused on the implementation of the processed Verlet method in the microcanonical ensemble. However, the use of a thermostat is often desired in real applications to generate the canonical ensemble. Unfortunately, many of the standard thermostats require the values of instantaneous temperature, and thus we need to calculate \( p_n \) on-the-fly using Eq. (30) at each time step. The performance gain from the processed Verlet method is offset by the computational overhead of this procedure.

One possible solution to this problem is to use the stochastic thermostat originally developed by Heyes. In this approach, the temperature needs to be evaluated and updated less frequently, say every 10 steps, and during each interval, the equations of motion are integrated in the microcanonical ensemble. Therefore, the cost of calculating the instantaneous temperature is reduced to an acceptable level. The temperature is updated by scaling all atomic momenta by a common factor \( \gamma \approx 1 \). After the update, we do not need to preprocess the new momenta explicitly thanks to Eq. (B4). The overhead is further reduced if Eq. (31) is used for calculating \( p_n \), because the update is often skipped in the Heyes thermostat. Preliminary results suggest that the canonical ensemble can actually be generated with an overhead of 5-10%.

Another possible extension of the present algorithm is the higher-order integrator which was first introduced by Rowlands, and later reformulated by López-Marcos et al. This integrator also consists of three steps, as already mentioned in Sec. II C. The time integration step corresponding to Eq. (21) is given by

\[
\begin{align*}
    p_{n+1} &= p_n + \frac{h}{2} \left[ f - \alpha h^2 \mathcal{H}^{-1} f \right]_n \\
    q_{n+1} &= q_n + h M^{-1} p_{n+\frac{1}{2}} \\
    p_{n+1} &= p_{n+\frac{1}{2}} + \frac{h}{2} \left[ f - \alpha h^2 \mathcal{H}^{-1} f \right]_{n+1}
\end{align*}
\]

with \( \alpha = 1/12 \). The auxiliary Hamiltonian of Eq. (25) should also be extended to include \( O(h^3) \) terms. In order to evaluate the performance of this algorithm, several test calculations have been carried out. The results indicate significant improvement of accuracy for a given time step compared to the processed Verlet method. Moreover, the maximum stability limit is increased by a factor of \( \approx 1.5 \). On the other hand, the computational cost per time step is about twice as expensive as that of the processed Verlet method, because we
need to calculate a Hessian-vector product at each step. Therefore, the increase in time-step size is insufficient to compensate for the overhead, and thus the processed Verlet method should be preferred in terms of total performance. If, however, a highly accurate trajectory is required, this approach would be a viable option.

In summary, the processed Verlet method is about twice as efficient as the standard Verlet method if the cheap approximation to the postprocessing is applied. We have also shown how to generate the canonical ensemble with only a small overhead. This algorithm would be particularly useful for AIMD simulations which are not easily compatible with the multiple time step algorithm. It is also straightforward to use this algorithm in conjunction with other methods which accelerate the electronic structure calculations, as well as efficient sampling of the phase space.
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**Appendix A: Hessian-Vector Product**

Evaluation of a Hessian-vector product \( \mathbf{z} = \mathbf{H} \mathbf{c} \) for any given vector \( \mathbf{c} \) is required, e.g., in Eqs. (17), (30), and (49). Each element of \( \mathbf{z} \) can be written as

\[
\mathbf{z}_i = \sum_j \mathbf{H}_{ij} c_j = \sum_j c_j \frac{\partial}{\partial q_j} \left( \frac{\partial U}{\partial q_i} \right) = -\lim_{\epsilon \to 0} \frac{f_i(q + \epsilon c) - f_i(q - \epsilon c)}{2\epsilon},
\]  

(A1)

where \( q \) denotes the current atomic positions. When \( U(q) \) is given by a sum of pair interactions, \( \mathbf{z} \) can be calculated analytically, and its computational cost is comparable to that of \( \mathbf{f}(q) \). A more complicated procedure is required for AIMD, because the explicit form of \( U(q) \) is unknown. Let us assume that \( U(q) \), \( \mathbf{f}(q) \), and the corresponding ground-state
orbitals $\Phi(\mathbf{q})$ have already been calculated. Then, $\mathbf{z}$ can be evaluated in either of the two ways: by the density functional perturbation theory\textsuperscript{90,91} or by the finite-difference method.

In the density functional perturbation theory, we first obtain the change of $\Phi(\mathbf{q})$ induced by an infinitesimal displacement of atoms along $\mathbf{c}$, denoted by $(\partial \Phi / \partial \mathbf{c})$, from the iterative solution of the Sternheimer equation\textsuperscript{90–92}. Then, $\mathbf{z}$ can be calculated analytically using $\Phi(\mathbf{q})$ and $(\partial \Phi / \partial \mathbf{c})$. The computational cost of this procedure is comparable to that of calculating $\mathbf{f}(\mathbf{q})$. We note, however, that the numerical implementation of the density functional perturbation theory requires significant programming efforts.

Alternatively, if we calculate the forces at $\mathbf{q} \pm \epsilon_0 \mathbf{c}$, $\mathbf{z}$ may be evaluated by the finite-difference method:

$$
\mathbf{z} \approx -\frac{\mathbf{f}(\mathbf{q} + \epsilon_0 \mathbf{c}) - \mathbf{f}(\mathbf{q} - \epsilon_0 \mathbf{c})}{2\epsilon_0},
$$

where $\epsilon_0$ is a small positive constant. At first glance, the second approach may look twice as expensive as the first. However, the calculation of $\mathbf{f}(\mathbf{q} - \epsilon_0 \mathbf{c})$ is much cheaper than that of $\mathbf{f}(\mathbf{q} + \epsilon_0 \mathbf{c})$, because an extremely good initial guess for $\Phi(\mathbf{q} - \epsilon_0 \mathbf{c})$ is available from Eq.(C4).\textsuperscript{93} Therefore, the total cost of this approach is also comparable to one force evaluation. For simplicity, we have adopted the finite-difference approach throughout this study.

In either case, the directional derivative,

$$
\frac{\partial \Phi}{\partial \mathbf{c}} = \mathbf{c} \cdot \nabla_{\mathbf{q}} \Phi \approx \frac{\Phi(\mathbf{q} + \epsilon_0 \mathbf{c}) - \Phi(\mathbf{q} - \epsilon_0 \mathbf{c})}{2\epsilon_0}
$$

is obtained as a by-product, which may be utilized to enhance the initial guess, as explained in Appendix C.

**Appendix B: Preprocessing**

Here we show how to perform the preprocessing of Eq.(19) explicitly for $n = 0$,

$$
\begin{pmatrix}
\mathbf{Q}_0 \\
\mathbf{P}_0
\end{pmatrix} = \exp \left( i h \mathbf{L} \chi \right) \begin{pmatrix}
\mathbf{q}_0 \\
\mathbf{p}_0
\end{pmatrix}.
$$

The right-hand side of Eq.(B1) can be calculated by integrating the equations of motion for $(\mathbf{q}(\tau), \mathbf{p}(\tau))$,

$$
\frac{d\mathbf{q}}{d\tau} = \frac{\partial H_\chi}{\partial \mathbf{p}} = h \lambda M^{-1} \frac{\partial U}{\partial \mathbf{q}},
$$

$$
\frac{d\mathbf{p}}{d\tau} = -\frac{\partial H_\chi}{\partial \mathbf{q}} = -h \lambda H M^{-1} \mathbf{p}.
$$
from $\tau = 0$ to $\tau = h$, assuming that $(q(0), p(0)) = (q_0, p_0)$ and $H_\chi$ is given by Eq. (25). The Hessian-vector product appearing in Eq. (B3) can be calculated according to Appendix A. These equations can be integrated numerically by any standard method. A fully converged solution $(Q_0, P_0) = (q(h), p(h))$ is typically obtained at the expense of 10-20 force evaluations.

It is worth noting that when Eq. (B1) holds, so does

$$
\begin{pmatrix} Q_0 \\ \gamma P_0 \end{pmatrix} = \exp (ihL_\chi) \begin{pmatrix} q_0 \\ \gamma p_0 \end{pmatrix}
$$

(B4)

for any constant $\gamma$, because Eqs. (B2) and (B3) are separable. This property is useful for scaling the atomic momenta when the temperature is controlled by a thermostat.

Appendix C: Initial Guess

The computational cost of AIMD simulations is dominated by an iterative procedure for calculating the ground-state orbitals $\Phi_n = \Phi(q_n)$ for each $n$. Therefore, it is important to start from a good initial guess for $\Phi_n$ to minimize the computational effort. To this end, we present several possible approximations to $\Phi_{n+1}$, denoted by $\Phi_{n+1}^{\text{init}}$. For simplicity, we limit ourselves to non-metallic systems here, and $(q, p)$ should be replaced by $(Q, P)$ when necessary. Assuming that

$$
q_{n+1} = q_n \pm h v_n + \frac{h^2}{2} a_n
$$

(C1)

with $v_n = M^{-1} p_n$ and $a_n = M^{-1} f_n$, we can show that

$$
\Phi_{n+1} = \Phi_n \pm h \left( \frac{\partial \Phi}{\partial v} \right)_n + \frac{h^2}{2} \left( \frac{\partial^2 \Phi}{\partial a} \right)_n + \frac{h^2}{2} (v^T \Phi'' v)_n + O(h^3),
$$

(C2)

where $\partial \Phi/\partial v$ and $\partial \Phi/\partial a$ are given by Eq. (A3). The simplest choice,

$$
\Phi_{n+1}^{\text{init}} = \Phi_n = \Phi_{n+1} + O(h),
$$

(C3)

is sometimes useful, but far from satisfactory. A more reasonable initial guess is given by

$$
\Phi_{n+1}^{\text{init}} = 2\Phi_n - \Phi_{n-1} = \Phi_{n+1} + O(h^2),
$$

(C4)

which is robust and more efficient. Similarly, higher-order extrapolation formulae can be derived by using $\Phi_{n-2}, \Phi_{n-3}, ...$. While these formulae give better performance at small
time steps, instabilities occur at large time steps\textsuperscript{25}. Therefore, we usually use Eq.\eqref{eq:C4} in our AIMD simulations.

If, however, the derivatives of $\Phi$ are available, we can derive another set of formulas which works well for large time steps. For instance, when the postprocessing for atomic momenta is performed on-the-fly using Eq.\eqref{eq:30}, we need to calculate $\mathcal{H}\mathbf{v}_n$ explicitly. Then, we can eliminate the $O(h^2)$ term by making use of $(\partial\Phi/\partial\mathbf{v})_n$ which is obtained as a by-product:

\[
\Phi^\text{init}_{n+1} = 2h \left( \frac{\partial\Phi}{\partial\mathbf{v}} \right)_n + \Phi_{n-1} = \Phi_{n+1} + O(h^3). \tag{C5}
\]

Alternatively, when Eqs.\eqref{eq:49-51} are used to integrate the equations of motion, we need to calculate $\mathcal{H}\mathbf{a}_n$ at each time step. Then, we can exploit $(\partial\Phi/\partial\mathbf{a})_n$ to estimate the initial guess with reduced $O(h^2)$ errors:

\[
\Phi^\text{init}_{n+1} = 2\Phi_n - \Phi_{n-1} + h^2 \left( \frac{\partial\Phi}{\partial\mathbf{a}} \right)_n = \Phi_{n+1} + O(h^2). \tag{C6}
\]

When these advanced extrapolation schemes are used, the number of iterations required for electronic structure calculations is reduced by 10-30% compared to Eq.\eqref{eq:C4}. A similar approach may also be useful for geometry optimization problems\textsuperscript{22}.

REFERENCES

1. R. M. Martin, \textit{Electronic Structure: Basic Theory and Practical Methods} (Cambridge University Press, New York, 2004).
2. D. Marx and J. Hutter, \textit{Ab Initio Molecular Dynamics: Basic Theory and Advanced Methods} (Cambridge University Press, Cambridge, 2009).
3. J. M. Sanz-Serna and M. P. Calvo, \textit{Numerical Hamiltonian Problems} (Chapman and Hall, London, 1994).
4. B. Leimkuhler and S. Reich, \textit{Simulating Hamiltonian Dynamics} (Cambridge University Press, Cambridge, 2004).
5. E. Hairer, C. Lubich, and G. Wanner, \textit{Geometric Numerical Integration}, 2nd Ed. (Springer, Berlin, 2006).
6. M. E. Tuckerman, \textit{Statistical Mechanics: Theory and Molecular Simulation} (Oxford University Press, Oxford, 2010).
7. M. P. Allen and D. J. Tildesley, \textit{Computer Simulation of Liquids} (Oxford University Press, Oxford, 1987).
In recent years, much effort has been made to perform accurate AIMD simulations using noisy forces\textsuperscript{29–37}, in the spirit of Car-Parrinello fictitious dynamics\textsuperscript{38}. At variance with these approaches, we focus on the Born-Oppenheimer molecular dynamics using a small
tolerance in this work.

29 A. M. N. Niklasson, C. J. Tymczak, and M. Challacombe, Phys. Rev. Lett. 97, 123001 (2006).
30 F. R. Krajewski and M. Parrinello, Phys. Rev. B 73, 041105(R) (2006).
31 T. D. Kühne, M. Krack, F. R. Mohamed, and M. Parrinello, Phys. Rev. Lett. 98, 066401 (2007).
32 J. L. Alonso, X. Andrade, P. Echenique, F. Falceto, D. Prada-Gracia, and A. Rubio, Phys. Rev. Lett. 101, 096403 (2008).
33 A. M. N. Niklasson, P. Steneteg, A. Odell, N. Bock, M. Challacombe, C. J. Tymczak, E. Holmström, G. Zheng, and V. Weber, J. Chem. Phys. 130, 214109 (2009).
34 J. Dai and J. Yuan, Europhys. Lett. 88, 20001 (2009).
35 R. P. Steele, M. Head-Gordon, and J. C. Tully, J. Phys. Chem. A 114, 11853 (2009).
36 L. Lin, J. Lu, and S. Shao, Entropy 16, 110 (2014).
37 A. M. N. Niklasson and M. J. Cawkwell, J. Chem. Phys. 141, 164123 (2014).
38 R. Car and M. Parrinello, Phys. Rev. Lett. 55, 2471 (1985).
39 E. Forest and R. D. Ruth, Physica D 43, 105 (1990).
40 H. Yoshida, Phys. Lett. A 150, 262 (1990).
41 S. K. Gray, D. W. Noid, and B. G. Sumpter, J. Chem. Phys. 101, 4062 (1994).
42 A. Odell, A. Delin, B. Johansson, N. Bock, M. Challacombe, and A. M. N. Niklasson, J. Chem. Phys. 131, 244106 (2009).
43 S. D. Bond and B. J. Leimkuhler, Acta Numerica 16, 1 (2007).
44 R. D. Skeel, in The Graduate Student’s Guide to Numerical Analysis, edited by M. Ainsworth, J. Levesley, and M. Marletta (Springer, New York, 1999).
45 M. A. López-Marcos, J. M. Sanz-Serna, and R. D. Skeel, SIAM J. Sci. Comput. 18, 223 (1997).
46 S. Toxvaerd, Phys. Rev. E 50, 2271 (1994).
47 R. D. Skeel and D. J. Hardy, SIAM J. Sci. Comput. 23, 1172 (2001).
48 R. D. Engle, R. D. Skeel, and M. Drees, J. Comput. Phys. 206, 432 (2005).
49 S. Duane, A. D. Kennedy, B. J. Pendleton, and D. Roweth, Phys. Lett. B 195, 216 (1987).
50 J. A. Izaguirre and S. S. Hampton, J. Comput. Phys. 200, 581 (2004).
51 E. Akhmatskaya and S. Reich, J. Comput. Phys. 227, 4934 (2008).
52 C. R. Sweet, S. S. Hampton, R. D. Skeel, and J. A. Izaguirre, J. Chem. Phys. 131, 174106
While Eq. (25) is sufficient for the Verlet method, the inclusion of higher-order terms is preferable for higher-order integrators, as will be discussed in Sec. IV. 

F. Zhang, Comput. Phys. Commun. 99, 53 (1996).

D. J. Hardy and D. I. Okunbor, J. Chem. Phys. 102, 8978 (1995).

J. Gans and D. Shalloway, Phys. Rev. E 61, 4587 (2000).

Y. Wu, H. L. Tepper, and G. A. Voth, J. Chem. Phys. 124, 024503 (2006).

G. D. Smith, R. L. Jaffe, and D. Y. Yoon, Macromolecules 26, 298 (1993).

K. F. Lau, H. E. Alper, T. S. Thacher, and T. R. Stouch, J. Phys. Chem. 98, 8785 (1994).

D. E. Smith and A. D. J. Haymet, J. Chem. Phys. 96, 8450 (1992).

We note, however, that the lack of intramolecular flexibility can have a significant impact on, e.g., the phase diagram of water.

S. Habershon and D. E. Manolopoulos, Phys. Chem. Chem. Phys. 13, 19714 (2011).

To be precise, the average is taken only over the oxygen atoms in the present study.

I-F. W. Kuo, C. J. Mundy, M. J. McGrath, and J. I. Siepmann, J. Chem. Theory Comput. 2, 1274 (2006).

P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).

W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).

J. P. Perdew, K. Burke, and M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996).

S. Goedecker, M. Teter, and J. Hutter, Phys. Rev. B 54, 1703 (1996).

C. Hartwigsen, S. Goedecker, and J. Hutter, Phys. Rev. B 58, 3641 (1998).

E. Tsuchida and Y-K. Choe, Phys. Chem. Chem. Phys., in press (http://dx.doi.org/10.1039/C5CP00320B).

F. Gygi, Phys. Rev. B 51, 11190 (1995).

D. C. Liu and J. Nocedal, Math. Program 45, 503 (1989).

E. Tsuchida, J. Phys. Soc. Jpn. 71, 197 (2002).

E. Tsuchida and Y-K. Choe, Comput. Phys. Commun. 183, 980 (2012).

H. Partridge and D. W. Schwenke, J. Chem. Phys. 106, 4618 (1997).
No processing was applied in the case of $h = 0.3$ fs because of the high computational costs.

K. A. Feenstra, B. Hess, and H. J. C. Berendsen, J. Comput. Chem. 20, 786 (1999).

E. Tsuchida, J. Chem. Phys. 134, 044112 (2011).

P. H. Hünenberger, Adv. Polym. Sci. 173, 105 (2005).

D. M. Heyes, Chem. Phys. 82, 285 (1983).

G. Rowlands, J. Comput. Phys. 97, 235 (1991).

In practice, $(q, p)$ should be replaced by $(Q, P)$.

E. Tsuchida, J. Phys. Soc. Jpn. 76, 034708 (2007).

T. Ozaki, Phys. Rev. B 74, 245101 (2006).

D. R. Bowler and T. Miyazaki, Rep. Prog. Phys. 75, 036503 (2012).

M. Christen and W. F. van Gunsteren, J. Comput. Chem. 29, 157 (2008).

X. Gonze and C. Lee, Phys. Rev. B 55, 10355 (1997).

S. Baroni, S. de Gironcoli, A. Dal Corso, and P. Giannozzi, Rev. Mod. Phys. 73, 515 (2001).

F. Filippone, S. Meloni, and M. Parrinello, J. Chem. Phys. 115, 636 (2001).

E. Tsuchida and K. Terakura, J. Phys. Soc. Jpn. 71, 179 (2002).

W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, *Numerical Recipes in Fortran* (Cambridge University Press, Cambridge, 1992).

T. A. Arias, M. C. Payne, and J. D. Joannopoulos, Phys. Rev. Lett. 69, 1077 (1992).
TABLE I. Average lengths of covalent O-H bonds obtained from molecular dynamics simulations of liquid water.

| $h$ (fs) | Verlet (Å)   | Processed Verlet (Å) |
|----------|--------------|----------------------|
| 0.3      | 1.0300±0.0271| 1.0300±0.0268        |
| 0.6      | 1.0300±0.0273| 1.0300±0.0270        |
| 0.9      | 1.0300±0.0272| 1.0300±0.0268        |
| 1.2      | 1.0299±0.0273| 1.0299±0.0264        |
| 1.5      | 1.0300±0.0282| 1.0299±0.0265        |
| 1.8      | 1.0299±0.0290| 1.0298±0.0264        |
| 2.1      | 1.0298±0.0300| 1.0297±0.0270        |

TABLE II. Average lengths of covalent O-H bonds obtained from AIMD simulations of liquid water. The last three lines are the results for the optimized masses.

| $h$ (fs) | Verlet (Å)   | Processed Verlet (Å) |
|----------|--------------|----------------------|
| 0.3      | 0.9854±0.0308| -                    |
| 0.6      | 0.9855±0.0313| 0.9855±0.0309        |
| 0.9      | 0.9858±0.0321| 0.9854±0.0307        |
| 1.2      | 0.9858±0.0321| 0.9857±0.0310        |
| 1.0      | -            | 0.9854±0.0310        |
| 1.5      | -            | 0.9859±0.0317        |
| 2.0      | -            | 0.9858±0.0313        |
FIG. 1. Time evolution of (a) $H(q_0, p_0)$, (b) $H + \hbar^2 H_{(2)}$, and (c) $H + \hbar^2 H_{(2)} + \hbar^4 H_{(4)}$, for a classical model of water using a time step of 1 fs (see Sec.III). $H(q_0, p_0)$ is chosen as the origin, and only up to the second derivatives of $U(q)$ are taken into account when calculating $H_{(4)}$.

FIG. 2. Flow diagram of the standard (a) and processed (b) symplectic integrators, where $\varphi = \exp(\hbar L_\chi)$ denotes the preprocessor.
FIG. 3. Numerical results for a one-dimensional harmonic oscillator. We assume $m = \omega = h = 1$ and $(q_0, p_0) = (0.5, 0.5)$. (a) Trajectories in phase space for the standard Verlet method ($\lambda = 0$) and the processed Verlet method (P-Verlet, $\lambda = 1/16$). (b) Time evolution of $q$. Dashed lines denote the theoretical minimum/maximum values ($= \pm \sqrt{q_0^2 + p_0^2}$).
FIG. 4. (a) Fluctuations of the total energy, (b) average values of the potential energy, and (c) average values of the temperature, for a classical model of water. Orange lines denote the results from the processed Verlet method using the cheap approximations for the postprocessing. Green and orange lines are indistinguishable in (a) and (c), indicating the accuracy of the cheap approximations. The potential energy from the standard Verlet method at $h = 0.3$ fs is chosen as the origin in (b).
FIG. 5. (a) Errors in the radial distribution functions, Eq. (45), for a classical model of water. (b) $g_{oo}^{\text{ref}}(r)$ and $g_{oo}(r)$ for $h = 2.1$ fs with and without the processing.
FIG. 6. (a) Power spectra for a classical model of water obtained from the standard and processed Verlet methods. All peaks above 1000 cm$^{-1}$ correspond to intramolecular vibrations. (b) Power spectra from the processed Verlet method before and after the correction of Eq. 48.
FIG. 7. Self-diffusion coefficients for a classical model of water obtained from the standard and processed Verlet methods.

FIG. 8. Fluctuations of the total energy obtained from AIMD simulations of liquid water.
Same notation as in Fig.4.
FIG. 9. Time evolution of the total and potential energies in an AIMD simulation of liquid water using $h = 1.2$ fs: (a) total energy obtained from the standard Verlet method, (b) total energy from the processed Verlet method, and (c) potential energy from the processed Verlet method. The inset is a magnification of the total energies.

FIG. 10. Probability distributions of O-H bond length obtained from AIMD simulations of liquid water.
FIG. 11. Oxygen-oxygen radial distribution functions obtained from AIMD simulations of liquid water.