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ABSTRACT. Consider a height two ideal, \( I \), which is minimally generated by \( m \) homogeneous forms of degree \( d \) in the polynomial ring \( R = k[x, y] \). Suppose that one column in the homogeneous presenting matrix \( \varphi \) of \( I \) has entries of degree \( n \) and all of the other entries of \( \varphi \) are linear. We identify an explicit generating set for the ideal \( A \) which defines the Rees algebra \( R = R[It] \); so \( R = S/A \) for the polynomial ring \( S = R[T_1, \ldots, T_m] \). We resolve \( R \) as an \( S \)-module and \( I^s \) as an \( R \)-module, for all powers \( s \). The proof uses the homogeneous coordinate ring, \( A = S/H \), of a rational normal scroll, with \( H \subseteq A \). The ideal \( AA \) is isomorphic to the \( n \)th symbolic power of a height one prime ideal \( K \) of \( A \). The ideal \( K^{(n)} \) is generated by monomials. Whenever possible, we study \( A/K^{(n)} \) in place of \( A/AA \) because the generators of \( K^{(n)} \) are much less complicated then the generators of \( AA \). We obtain a filtration of \( K^{(n)} \) in which the factors are polynomial rings, hypersurface rings, or modules resolved by generalized Eagon-Northcott complexes. The generators of \( I \) parameterize an algebraic curve \( C \) in projective \( m - 1 \) space. The defining equations of the special fiber ring \( R/(x, y)R \) yield a solution of the implicitization problem for \( C \).

Introduction.

In this paper we address the problem of determining the equations that define the Rees algebra of an ideal. Recall that the Rees algebra \( R(I) \) of an ideal \( I \) in a commutative ring \( R \) is the graded subalgebra \( R[It] \) of the polynomial ring \( R[t] \). Any finite generating sequence \( \delta_1, \ldots, \delta_m \) of \( I \) gives rise to an \( R \)-algebra epimorphism

\[
\Pi : R[T_1, \ldots, T_m] \longrightarrow R(I)
\]
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mapping $T_i$ to $\delta_i t$, whose kernel is the defining ideal $A$ of the Rees algebra. Besides encoding asymptotic properties of the powers of an ideal, the Rees algebra realizes, algebraically, the blow-up of a variety along a subvariety. Though blowing up is a fundamental operation in the birational study of algebraic varieties and, in particular, in the process of desingularization, an explicit description of the resulting variety in terms of defining equations remains a difficult problem. In other words, the structure and shape of the ideal $A$ defining the Rees algebra is still wide open, though it has been the subject of a long list of articles over the past thirty years that is too extensive to quote here. Much of this work requires that the Rees algebra have the Cohen-Macaulay property, which allows for better control over the number and the degrees of the defining equations. In this paper instead, we will discard of this assumption and deal with a class of ideals whose Rees algebras are never Cohen-Macaulay.

We consider the case where $R = k[x, y]$ is a polynomial ring over a field $k$ and $I$ is an ideal of height two minimally generated by $m$ forms $\delta_1, \ldots, \delta_m$ of degree $d$. The Hilbert Burch Theorem guarantees that $I$ is generated by the maximal order minors of an $m \times (m - 1)$ matrix $\varphi$ with homogeneous entries of constant degree along each column. Thus, in addition to $m$ and $d$ the other important piece of data are the column degrees of $\varphi$. In the present paper, the column degrees of $\varphi$ are $(1, \ldots, 1, n)$. In other words, the entries of one column of $\varphi$ have arbitrary degree $n$, all of the other entries of $\varphi$ are linear; we say that the ideal $I$ is almost linearly presented. In this setting we are able to identify homogeneous generators of the defining ideal $A$ of the Rees ring $R(I)$. We can safely assume that $n \geq 2$, for otherwise $I = (x, y)^d$ and the answer is well known (see, for instance, [22]). Incidentally, except when $n = 1$, the Rees ring $R(I)$ is never Cohen-Macaulay. Hong, Simis and Vasconcelos [16] had identified the ideal $A$ if $m = 3$ and $n \leq 5$, and they proposed a conjectural, inductive procedure for finding a generating set of $A$ if $n$ is arbitrary. Their conjecture was proved in [9], thus solving the case of arbitrary almost linearly presented almost complete intersection ideals in two variables. Whereas the method of [16] and [9] is based on iterations of ‘Jacobian duals’ and ‘Sylvester determinants’, our approach is entirely different and allows for closed formulas for all defining equations at once, besides avoiding the need to restrict the number of generators of $I$.

To determine the defining ideal $A$ of the Rees ring one often uses the fact that its presentation map $\Pi$ factors through the symmetric algebra $\text{Sym}(I)$. It then remains to determine the kernel of the natural epimorphism

$$\text{Sym}(I) \longrightarrow R(I),$$

since the defining ideal of $\text{Sym}(I)$ can be described easily. On the downside however, $\text{Sym}(I)$ does not have good ring-theoretic properties in general, for instance, it is
hardly ever a domain. Thus, the main idea in our approach is to replace Sym(I) by a different algebra $A$ that is still ‘closer’ to $R(I)$ than the polynomial ring $R[T_1, \ldots, T_m]$, but is a normal domain unlike the symmetric algebra Sym(I). We prove that in our setting, the algebra $A$ can be chosen to be the homogeneous coordinate ring of a three-dimensional rational normal scroll. The map $\Pi$ induces an epimorphism

$$A \longrightarrow R(I),$$

whose kernel is a height one prime ideal $AA$ of the normal domain $A$, and hence gives rise to an element of the divisor class group group of $A$. Now in [20] we study divisors on rational normal scrolls of arbitrary dimension – most notably, for any given divisor class we describe an explicit monomial generating set of an unmixed monomial representative of its divisor class we obtain closed formulas for the defining equations of $R(I)$ (Theorem 3.6), which turn out to be tremendously complicated despite the seemingly strong assumptions on $I$! We go on to compute the depth of $R(I)$ (Theorem 4.4), the reduction number of $I$ (Theorem 4.6), the Hilbert function and Castelnuovo-Mumford regularity of all powers $I^s$ (Corollary 2.12), and even the minimal resolution of $I^s$ (Theorem 6.1). To do so, we replace the ideal $A$ by its simpler, isomorphic model, which is the $n$th symbolic power $K(n)$ of a prime ideal $K$ generated by the images of linear forms in $A$. We then construct a filtration of $K(n)$ whose factors are easy to study; these factors turn out to be Eagon-Northcott modules – in the sense that they are resolved by generalized Eagon-Northcott complexes. Our answers are very different depending on whether the linear part of the matrix $\varphi$ has a generalized row of zeros, meaning a row of zeros after elementary row operations.

Finding the defining ideal $A$ of the Rees ring solves, in particular, another classical problem in elimination theory: An ideal $I \subset R = k[x, y]$ of height two generated by forms $\delta_1, \ldots, \delta_m$ of degree $d$ gives rise to a morphism $\mathbb{P}^1 \longrightarrow \mathbb{P}^{m-1}$ mapping $[x_0 : y_0]$ to $[\delta_1(x_0, y_0) : \cdots : \delta_m(x_0, y_0)]$. The image of this map is a curve $C \subset \mathbb{P}^{m-1}$ with homogeneous coordinate ring $k[\delta_1, \ldots, \delta_m]$. The latter ring is isomorphic to the special fiber ring $F(I)$ of $I$, which is defined as $k \otimes_R R(I)$ with $x$ and $y$ acting trivially on $k$. Thus we pay attention to the depth and algebraic properties of the ring $F(I)$ as well (Theorem 4.4). Clearly, the defining ideal $A$ of the Rees ring yields, in particular, the defining ideal $Ak[T_1, \ldots, T_m]$ of the special fiber ring and hence of the curve $C$. The problem of finding the defining ideal of a curve $C$ that is given parametrically has also attracted the attention of the geometric modeling community, where it is known as ‘implicitization problem’; see, for example, [3,5,6,13]. One technique used in solving this problem is the method of ‘moving curves’ and the ‘moving curve ideal’, which is nothing but the defining ideal $A$ of
the Rees ring \([8,7,4]\).

This paper is organized as follows. In Section one we establish the connection between the Rees algebra \(R(I)\) and a rational normal scroll ring. In Section two we find a canonical form for the linear part of the matrix which presents the ideal \(I\). The form is used in Section one; furthermore, this form allows us to calculate the regularity of \(I^s\) for all \(s\). We record an explicit generating set for the defining ideal of \(R(I)\) in Section three. In Section four we calculate the reduction number of \(I\), the regularity and depth of \(\mathcal{F}(I)\), and the depth \(R(I)\). The filtration of \(K^{(n)}\) by Eagon-Northcott modules is in Section five. In Section six we resolve \(I^s\) and verify the regularity calculation of Section two.

The graded ring \(S = \bigoplus_{i \geq 0} S_i\) is a standard graded \(S_0\)-algebra if \(S\) is generated as an \(S_0\)-algebra by \(S_1\) and \(S_1\) is finitely generated as an \(S_0\)-module. In this discussion \(R\) is a standard graded polynomial ring over a field. If \(N\) is a finitely generated non-zero graded \(R\)-module and

\[
0 \to F_k \to \cdots \to F_0 \to N \to 0,
\]

with \(F_i = \bigoplus_{j=1}^{i} R(-t_{i,j})\), is the minimal homogeneous resolution of \(N\) by free \(R\)-modules, then the Castelnuovo-Mumford regularity of \(N\) is equal to \(\text{reg}(N) = \max_{i,j} \{t_{i,j} - i\}\).

**Convention.** Throughout this paper, \(k\) is a field; every ring \(A\) that we consider is graded and finitely generated as an algebra over \(A_0 = k\); and every \(A\)-module \(M = \bigoplus M_i\) that we consider is graded and finitely generated. We use \(\lambda_A(\_\_)\) for the length of an \(A\)-module. It follows that

\[
\lambda_k(M_i), \quad \lambda_A \left( \bigoplus_{i \leq j} M_j \right), \quad \text{and} \quad \dim_k(M_i)
\]

are equal. We write \(\lambda(M_i)\) for the common value. Of course, all three numbers are equal to the value of the Hilbert function \(H_M\) at \(i\), denoted \(H_M(i)\).

**Convention.** For each statement “\(S\)” , we define

\[
\chi(S) = \begin{cases} 
1, & \text{if } S \text{ is true, and} \\
0, & \text{if } S \text{ is false.}
\end{cases}
\]

In particular, \(\chi(i = j)\) has the same value as the Kronecker delta \(\delta_{ij}\).
Notation. If \( \theta \) is a real number, then \([\theta]\) and \(\lfloor \theta \rfloor\) are the “round up” and “round down” of \(\theta\), respectively; that is, \([\theta]\) and \(\lfloor \theta \rfloor\) are the integers with

\[
[\theta] - 1 < \theta \leq [\theta] \quad \text{and} \quad \lfloor \theta \rfloor \leq \theta < \lfloor \theta \rfloor + 1.
\]

For any terms or concepts that we neglected to define, consult [1] first.

1. Rees algebras and rational normal scrolls.

Let \( k \) be a field, \( R \) the standard graded polynomial ring \( R = k[x, y] \), and \( I \) a height two ideal of \( R \) which is minimally generated by \( m \) homogeneous forms of degree \( d \). The Hilbert-Burch Theorem guarantees that \( I \) is generated by the maximal order minors of an \( m \times (m - 1) \) matrix \( \varphi \), with homogeneous entries. In this paper, the ideal \( I \) is “almost linearly presented” in the sense that the entries of one column of \( \varphi \) have degree \( n \); all of the other entries of \( \varphi \) are linear. So, \( d = n + m - 2 \) and the resolution of \( I \) looks like

\[
\begin{align*}
0 & \rightarrow R(-d - 1)^{m-2} \\
& \quad \oplus \varphi R(-d)^m \begin{bmatrix} \delta_1 & \cdots & \delta_m \end{bmatrix} \rightarrow R(-d)^m I \rightarrow 0.
\end{align*}
\]

The Rees algebra of \( I \) is equal to \( \mathcal{R}(I) = R[It] \). Let \( S \) be the polynomial ring \( S = R[T_1, \ldots, T_m] \) in \( m \) indeterminates over \( R \) and let \( \mathcal{A} \) be the kernel of the \( R \)-algebra homomorphism \( \Pi: S \rightarrow \mathcal{R}(I) \) which sends \( T_i \) to \( \delta_i t \). In this section we identify an \( S \)-ideal \( H \) so that \( A = S/H \) is a normal domain and \( \mathcal{A}A \) is a height one ideal of \( A \). (The ring \( A \) is the coordinate ring of a rational normal scroll.) We also identify an explicit divisorial ideal \( K^{(n)} \) of \( A \) which is generated by monomials and an explicit element \( g \) of \( S \). The main result of the present section is Theorem 1.11 where we prove that the ideals \( y^n \mathcal{A}A \) and \( gK^{(n)} \) of \( A \) are equal.

We identify an explicit generating set for \( \mathcal{A} \) in Theorem 3.6. An explicit minimal generating set for the ideal \( K^{(n)} \) may be found in Theorem 3.2.

Assume \( n \geq 2 \). Let \( \varphi' \) denote the restriction of \( \varphi \) to \( R(-d - 1)^{m-2} \). We call \( \varphi' \) the linear part of \( \varphi \) and we see that the image of \( \varphi' \) is the \( R \)-submodule of \( \text{syz}_1^R(I) \) which is generated by the component of degree \( d + 1 \), where \( \text{syz}_1^R(I) \) is the first syzygy module of the \( R \)-module \( I \). In other words,

\[
\varphi': R(-d - 1)^{m-2} \rightarrow [\text{syz}_1^R(I)]_{d+1} R
\]

is an isomorphism. The row space of \( \varphi' \), \( \text{RowSp}(\varphi') \), is the \( R \)-module generated by the rows of \( \varphi' \). Observe that the minimal number of generators of the \( R \)-module \( \text{RowSp}(\varphi') \), denoted \( \mu(\text{RowSp}(\varphi')) \), depends only on \( I \) and not on the set of generators \( \{\delta_i\} \) for \( I \) or the presenting matrix \( \varphi \) of \( I \).
Definition 1.2. Given the resolution (1.1), with \( n \geq 2 \), let \( \rho = \rho(I) \) be the parameter
\[
\rho = \mu(\text{RowSp}(\varphi')) - m + 2.
\]

The hypothesis that \( I \) has height two ensures that \( m - 1 \leq \mu(\text{RowSp}(\varphi')) \); and therefore,
\[
1 \leq \rho \leq 2.
\]
We have introduced the parameter \( \rho \) at the present time for expository reasons; however, ultimately, \( \rho \) plays a significant role in our study. For example, the value \( \rho \) determines whether the special fiber ring of \( I \) is Cohen-Macaulay (see Theorem 4.4). It also determines many analytic properties of the powers of the ideal \( I \), see Sections 4 and 6.

Start with some minimal resolution for \( I \):
\[
0 \to F_{1,1} \oplus F_{1,2} \to F_0 \to I,
\]
with \( F_0 \cong R(-d)^m \), \( F_{1,1} \cong R(-d-1)^{m-2} \) and \( F_{1,2} \cong R(-d-n) \). We prove in Proposition 2.1 that there exists a partition \( \sigma \) of \( m-2 \) into \( \rho \) pieces and there exist bases for \( F_0 \) and \( F_{1,1} \) such that the linear part of \( \varphi \) is equal to the \( m \times (m-2) \) matrix
\[
(1.3) \quad \varphi' = \begin{cases} 
D_{\sigma_1} 0 \\
0 D_{\sigma_2}
\end{cases}, \quad \text{if } \rho = 2,
\]
where \( D_a \) is the \((a+1) \times a\) matrix
\[
D_a = \begin{bmatrix}
x & 0 & 0 & 0 \\
-y & x & 0 & 0 \\
0 & -y & \ddots & 0 \\
0 & 0 & \ddots & x \\
0 & 0 & 0 & -y
\end{bmatrix},
\]
and
\[
\sigma = (\sigma_1, \sigma_2), \text{ with } \sigma_1 \geq \sigma_2 \geq 1 \text{, and } \sigma_1 + \sigma_2 = m - 2, \quad \text{if } \rho = 2, \text{ or}
\]
\[
\sigma = \sigma_1 = m - 2, \quad \text{if } \rho = 1.
\]
We give the variables \( T_j \) of \( S \) alternate names. Let
\[
(1.4) \quad \begin{cases} 
T_{1,j} = T_j, & \text{if } 1 \leq j \leq \sigma_1 + 1, \text{ and} \\
T_{2,j} = T_{\sigma_1 + 1 + j}, & \text{if } \rho = 2 \text{ and } 1 \leq j \leq \sigma_2 + 1.
\end{cases}
\]
**Definition 1.5.** Adopt the data of (1.1) with \( \varphi = [\varphi' \ \varphi''] \), where \( \varphi' \) is given in (1.3) and \( \varphi'' \) is an \( m \times 1 \) matrix of homogeneous forms of degree \( n \). Let \( \psi \) be the \( 2 \times (m - 1) \) matrix

\[
\psi = \begin{cases} 
[\psi_1 \ \psi_2 \ \psi_3], & \text{if } \rho = 2, \\
[\psi_1 \ \psi_2], & \text{if } \rho = 1,
\end{cases}
\]

where each \( \psi_i \) is a generic scroll matrix:

\[
(1.6) \quad \psi_i = \begin{cases}
[T_{i,1} \ T_{i,2} \ \ldots \ T_{i,\sigma_i-1} \ T_{i,\sigma_i}], & \text{if } 1 \leq i \leq \rho \\
[T_{i,2} \ T_{i,3} \ \ldots \ T_{i,\sigma_i} \ T_{i,\sigma_i+1}], & \text{if } i = \rho + 1
\end{cases}
\]

Let \( H = I_2(\psi) \), \( A = S/H \), \( T \) be the matrix \( [T_1 \ \ldots \ T_m] \), \( g \in S \) be the product \( T \varphi'' \), and \( K \) be the ideal of \( A \) which is generated by the entries in the top row of \( \psi \). The ring \( A \) is a domain; let \( Q \) be the quotient field of \( A \). The ideal \( K \) is a prime ideal of \( A \); let \( K^{(n)} \) be the \( n \)th symbolic power of \( K \).

Observe that the \( A \) is a normal domain of dimension four and \( K \) is a height one prime ideal of \( A \). It is convenient to think of the ring \( S \) as bi-graded.

\[
(1.7) \quad \text{The variables } \{T_i\} \text{ have degree } (0, 1). \\
\text{The variables } \{x, y\} \text{ have degree } (1, 0).
\]

Notice that \( H \) is a homogeneous ideal with respect to this bi-grading and thus (1.7) induces a grading on \( A \). The last column of \( T \varphi \) has the form

\[
(1.8) \quad g = \sum_{i=0}^{n} c_i x^{n-i} y^i \in S,
\]

where \( c_0, \ldots, c_n \) are homogeneous elements of \( S \) of degree \( (0, 1) \) and \( g \) is a homogeneous polynomial of degree \( (n, 1) \). The generators of \( A \) which are not in \( H \) are all described in terms of the polynomials \( c_0, \ldots, c_n \); see Definition 3.5.

**Remark.** Let \( V \subseteq \mathbb{P}^{m+1} \) be the variety defined by \( I_2(\psi) \). We observe that when \( \rho = 1 \), then the defining equations of \( V \) do not involve the variable \( T_m \). In other words, in this case, \( V \) is the cone over a rational normal scroll \( V' \subseteq \mathbb{P}^m \). If \( \rho = 2 \), then \( V \) itself is a rational normal scroll.
Observation 1.9. The ideal $H$ and the polynomial $g$ are contained in $\mathcal{A}$.

Proof. The symmetric algebra $\text{Sym}(I)$ is equal to

$$\frac{S}{I_1(T\varphi)},$$

and the homomorphism $\Pi : S \to \mathcal{R}(I)$ factors through the natural quotient map $S \to \text{Sym}(I)$; so,

$$I_1(T\varphi) \subseteq \mathcal{A}.$$ 

In particular, $g = T\varphi''$ is in $\mathcal{A}$. Write $\psi = [\psi' \ \psi'']$, where $\psi'$ consists of the first $m-2$ columns of $\psi$ and $\psi''$ is the final column of $\psi$. Observe that the product $T\psi'$ is also equal to

$$[x \ -y] \psi'.$$

Each entry of the matrix (1.10) is equal to a $2 \times 2$ minor of $\psi$ which involves the last column. Let $\delta$ be a $2 \times 2$ minor of $\psi'$. Since the entries of the product matrix (1.10) are in $\mathcal{A}$, Cramer’s rule shows that $(x, y)\delta \subseteq \mathcal{A}$; but the ideal $\mathcal{A}$ is prime and $\mathcal{A} \cap R = \{0\}$; so $\delta$ is also in $\mathcal{A}$.

Notice that $\mathcal{A}A$ is a prime ideal of height one in $A$ because the Rees algebra $\mathcal{R}(I) \cong A/\mathcal{A}A$ is a domain of dimension three.

Theorem 1.11. Retain the data of Definition 1.5. The following statements hold.

(a) The ideals $y^n\mathcal{A}A$ and $gK^{(n)}$ of $A$ are equal.

(b) The elements $y^n$ and $g$ of $S$ are not in $H$.

(c) The bi-graded $A$-modules $\mathcal{A}A$ and $K^{(n)}(0, -1)$ are isomorphic. (The grading is described in (1.7)).

Proof. Degree considerations show that $y$ is not in $H$. The ideal $H$ is prime, so $y^n$ is also not in $H$. Assertion (c) will follow from (a) and (b) because $y^n$ has bi-degree $(n, 0)$ and $g$ has bi-degree $(n, 1)$. Write $\overline{\cdot}$ to mean image in $A$. We prove (a) by showing that $\overline{\mathcal{A}} = (\overline{\tilde{g}}/\overline{y^n})K^{(n)}$, where the fraction is taken in $Q$.

We first claim that

$$\overline{\tilde{g}^i} : QK^{(i)} = (\overline{x}, \overline{\tilde{y}})^i$$

for all $i \geq 1$. Since $\tilde{y} \in K$, one has $(\tilde{g}^i) : QK^{(i)} \subseteq (\tilde{g}^i) : Q(\tilde{g}^i) = A$. Therefore, $(\tilde{g}^i) : QK^{(i)} = (\tilde{g}^i) : AK^{(i)}$. The determinantal relations of $A$ give $(\overline{x}, \overline{\tilde{y}})K \subseteq (\overline{\tilde{y}})$. Raise each side to the $i^{th}$ power to obtain $(\overline{x}, \overline{\tilde{y}})^iK^{(i)} \subseteq (\overline{\tilde{y}})^i$. Now, it is not difficult to see that $(\overline{x}, \overline{\tilde{y}})^iK^{(i)} \subseteq (\overline{\tilde{y}})^i$. (Keep in mind that one need only verify the inclusion...
locally at all associated prime ideals of \((\bar{y}^i)\); every associated prime of \((\bar{y}^i)\) has height one because \(A\) is a Cohen-Macaulay domain; and every localization of \(A\) at a height one prime ideal is a DVR because \(A\) is a normal domain.) Therefore, \(\bar{x}, \bar{y}^{(i)} \subseteq (\bar{y}^i):_AK^{(i)}\). This inclusion is an equality because \((\bar{x}, \bar{y})\) is a prime ideal not containing \(K\). Thus, we have shown that \((\bar{y}^i):_QK^{(i)} = (\bar{x}, \bar{y})^{(i)}\). Temporarily giving \(x\) and \(y\) degree 1 and the variables \(T_i\) degree 0, we see that \(\text{gr}_{(\bar{x}, \bar{y})}(A) \cong \bar{A}\), which is a domain. Therefore, \((\bar{x}, \bar{y})^{(i)} = (\bar{x}, \bar{y})^{i}\). This completes the proof of (1.12).

We have \(\bar{g} \in (\bar{x}, \bar{y})^n = (\bar{y}^n):_K\bar{K}^{(n)}\), where the last equality holds by (1.12). Thus, \(\bar{g}\bar{K}^{(n)} \subseteq \bar{y}^nA\). Define \(L\) to be the ideal \((\bar{g}/\bar{y}^n)\bar{K}^{(n)}\) of \(A\). At this point, we see that the ideal \(L\) is either zero or divisorial.

To show that \(L\) is not zero and to establish the equality \(\bar{A} = L\), it suffices to prove that \(\bar{A} \subseteq L\), because \(\bar{A}\) is a height one prime ideal of \(A\). Notice that \(\bar{g} \in L\) as \(\bar{g} \in K\). For every \(w \in (x, y)R\), one has \(I_w = R_w\). Therefore, \(\text{Sym}(I)_w = R[I\sigma]_w\) and we obtain \((\bar{g})_w = \bar{A}_w\). It follows that \(\bar{g} \neq 0\) (which completes the proof of (b)) and \(\bar{A}_w \subseteq L_w\).

To complete the proof of the inclusion \(\bar{A} \subseteq L\), it suffices to show that some \(w \in (x, y)R\) is a non zerodivisor modulo \(L\), equivalently, \((\bar{x}, \bar{y})R\) is not contained in the union of all associated primes of \(L\), or yet equivalently, \((\bar{x}, \bar{y}) = (\bar{x}, \bar{y})A\) is not contained in any associated prime of \(L\). But this simply means that \(L \not\subseteq (\bar{x}, \bar{y})\), because the ideal \(L\) is divisorial and \((\bar{x}, \bar{y}) \neq 0\) is prime.

Finally, to show that \((\bar{g}/\bar{y}^n)\bar{K}^{(n)} = L \not\subseteq (\bar{x}, \bar{y})\), we compute \((\bar{x}, \bar{y})_QK^{(n)}\) and verify that this fractional ideal does not contain \(\bar{g}/\bar{y}^n\). Using (1.12) twice, we deduce

\[
(\bar{x}, \bar{y})_QK^{(n)} = ((\bar{y}):_QK) :_QK^{(n)} = (\bar{y}):_QKK^{(n)} = \bar{y}^{-n}[\bar{y}^{n+1}):_QKK^{(n)}]
= \bar{y}^{-n}[\bar{y}^{n+1}):_QK^{(n)}] = \bar{y}^{-n}(\bar{x}, \bar{y})^{n+1}.
\]

This fractional ideal cannot contain \(\bar{g}/\bar{y}^n\); for otherwise, \(\bar{g} \in (\bar{x}, \bar{y})^{n+1}\), which is impossible because \(\bar{g}\) is a non-zero homogeneous element of degree \((n, 1)\). \(\square\)

2. Matrices with linear entries.

Let \(\varphi\) be the matrix of (1.1). In Proposition 2.1 we prove that there exist row and column operations on \(\varphi\) which transform the linear part of \(\varphi\) into a matrix of the form described in (1.3). Recall that \(R\) is the polynomial ring \(k[x, y]\) over the field \(k\). For each non-negative integer \(\sigma\), let \(D(\sigma)\) be the \((\sigma + 1) \times \sigma\) matrix with

\[
D(\sigma)_{i,j} = \begin{cases} 
  x, & \text{if } i = j \text{ and } 1 \leq j \leq \sigma, \\
  y, & \text{if } i = j + 1 \text{ and } 1 \leq j \leq \sigma, \\
  0, & \text{otherwise}.
\end{cases}
\]
We see that $D(0)$ is invisible,

$$D(1) = \begin{bmatrix} x \\ y \end{bmatrix}, \quad \text{and} \quad D(2) = \begin{bmatrix} x & 0 \\ y & x \\ 0 & y \end{bmatrix}.$$ 

The matrix $D_\sigma$ of Section 1 is the same as the matrix $D(\sigma)$ of the present section, with $y$ replaced by $-y$. One may use elementary row and column operations to transform either one of these matrices into the other one.

**Proposition 2.1.** Let $M$ be an $m \times (m-2)$ matrix whose entries are homogeneous linear forms from $R$. Suppose that there exists a column vector $\varphi''$ in $R^m$ of homogeneous forms of the same degree, such that the ideal of maximal minors of $[M : \varphi'']$ is an ideal of height two in $R$. Then there exist matrices $U \in \text{GL}_m(k)$ and $V \in \text{GL}_{m-2}(k)$ and non-negative integers $\tau \leq \sigma$, with $\sigma + \tau = m - 2$, such that $UMV$ is equal to

$$\begin{bmatrix} D(\sigma) & 0 \\ 0 & D(\tau) \end{bmatrix}. \tag{2.2}$$

**Remark.** If $\tau = 0$ and $\sigma = m - 2$, then the matrix of (2.2) is

$$\begin{bmatrix} D(m-2) \\ 0 \end{bmatrix},$$

where $0$ represents a $1 \times m-2$ matrix of zeros. Observe that $\mu(\text{RowSp}(M)) = m-1$ and the parameter $\rho$ of (1.2) is 1. In the language of (1.3), this is the situation in which the partition $\sigma$ of $m-2$ consists of 1 piece $\sigma = (m-2)$.

The proposition follows from the next two lemmas. Lemma 2.3 shows that the hypotheses of Proposition 2.1 imply the assumption of Lemma 2.4.

**Lemma 2.3.** Let $\varphi$ be an $m \times (m-1)$ matrix with entries from some commutative ring. Suppose that there are positive integers $p$ and $q$ with $p + q = m$ and

$$\varphi = \begin{bmatrix} Z & Y \\ X & W \end{bmatrix},$$

where $Z$ is an $p \times q$ matrix of zeros and $Y, X, W$ are matrices. Then the ideal $I_{m-1}(\varphi)$ is contained in the principal ideal $(\det X)$.

**Proof.** One sees this by expanding any maximal minor along the submatrix consisting of its first $q$ columns. $\square$
Lemma 2.4. Let $M$ be an $m \times (m-2)$ matrix whose entries are homogeneous linear forms from $R$. Assume that for every

$$X \in \text{GL}_m(k) \text{ and } Y \in \text{GL}_{m-2}(k), \text{ the product matrix } XMY \text{ does not contain a } p \times q \text{ submatrix of zeros for any pair of positive integers } (p,q) \text{ with } p + q = m.$$  

Then there exist matrices $U \in \text{GL}_m(k)$ and $V \in \text{GL}_{m-2}(k)$ and non-negative integers $\tau \leq \sigma$, with $\sigma + \tau = m - 2$, such that $UMV$ is given in (2.2).

Proof. The proof is by induction on $m$. The assertion is obvious when $m = 3$. Henceforth, $4 \leq m$. Let $\overline{M}$ be the image of $M$ in the ring $R/(y)$. We see that $\overline{M} = xM'$ for some $m \times (m-2)$ matrix $M'$ with entries in $k$. There exist invertible matrices $X$ and $Y$ with entries in $k$ so that

$$XM'Y = \begin{bmatrix} M'' \\ 0_{2 \times (m-2)} \end{bmatrix},$$

for some matrix $M''$. Therefore every entry in the bottom two rows of $XMY$ is in the ideal $(y)$. Some entry of the bottom two rows of $XMY$ is not zero by (2.5). Thus, further row and column operations yield a matrix of the form

$$\begin{bmatrix} M_1 & M_2 \\ 0 & y \end{bmatrix}.$$  

The $(m-1) \times (m-3)$ matrix $M_1$ satisfies (2.5) because if there exist $X_1 \in \text{GL}_{m-1}(k)$ and $Y_1 \in \text{GL}_{m-3}(k)$ so that $X_1M_1Y_1$ contains an $p_1 \times q_1$ zero submatrix, then there exist invertible matrices $X$ and $Y$ so that $XMY$ contains an $(p_1 + 1) \times q_1$ zero submatrix. By induction $M$ may be transformed into

$$(2.6) \quad \begin{bmatrix} D(\sigma) & 0 & C_1 \\ 0 & D(\tau) & C_2 \\ 0 & 0 & y \end{bmatrix}.$$  

for two non-negative integers $\tau \leq \sigma$ with $\sigma + \tau = m - 3$, where $C_1$ and $C_2$ are column vectors. Use column operations to remove all $x$’s from $C_1$ and $C_2$, except possibly in the bottom row. Use row operations to remove all $y$’s from $C_1$ and $C_2$. Thus, $M$ may be transformed into a matrix of the form (2.6) with

$$(2.7) \quad C_i = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ c_i x \end{bmatrix}$$
for some $c_i \in k$. At least one of the constants $c_1$ or $c_2$ must be non-zero. If $c_1$ is not zero, then pre-multiply and post-multiply by

$$U = \begin{bmatrix} c_1^{-1}I_{\sigma+1} & 0 & 0 \\ 0 & I_{\tau+1} & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad V = \begin{bmatrix} c_1I_{\sigma} & 0 & 0 \\ 0 & I_{\tau} & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

respectively, to transform $c_1$ into 1. The constant $c_2$ may be treated in a similar manner. Thus, $M$ may be transformed into a matrix of the form (2.6), where the columns $C_1$ and $C_2$ are described in (2.7), and one of the following three cases occurs:

$$\begin{cases} 
    c_1 = 1, c_2 = 0 & \text{case 1} \\
    c_1 = 0, c_2 = 1 & \text{case 2} \\
    c_1 = c_2 = 1 & \text{case 3}. 
\end{cases}$$

The third case may be transformed into the second case using

$$U = \begin{bmatrix} I_{\sigma-\tau} & 0 & 0 & 0 \\ 0 & I_{\tau+1} & -I_{\tau+1} & 0 \\ 0 & 0 & I_{\tau+1} & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad V = \begin{bmatrix} I_{\sigma-\tau} & 0 & 0 & 0 \\ 0 & I_{\tau} & I_{\tau} & 0 \\ 0 & 0 & I_{\tau} & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$

In the second case, (2.6) is readily seen to be

$$(2.8) \quad \begin{bmatrix} D(\sigma) & 0 \\ 0 & D(\tau + 1) \end{bmatrix},$$

and in the first case, one may rearrange the rows and columns of (2.6) to obtain

$$\begin{bmatrix} D(\sigma + 1) & 0 \\ 0 & D(\tau) \end{bmatrix}.$$ 

Finally, we notice that if $\tau + 1 > \sigma$, then one may rearrange the rows and columns of (2.8) to obtain

$$\begin{bmatrix} D(\tau + 1) & 0 \\ 0 & D(\sigma) \end{bmatrix}. \quad \square$$

Proposition 2.1 shows that any ideal $I$ as in described in (1.1) has a presentation matrix in which the linear part is given in (2.2). One may use elementary row and column operations to transform a matrix given in (2.2) to a matrix given in (1.3), or vice versa.

The next result was obtained during a conversation with David Eisenbud.
Corollary 2.9. If $I$ is a height two ideal in $R = k[x,y]$, then the resolution of $I$ is given in (1.1) if and only if there exists non-negative integers $\sigma$ and $\tau$, with $\sigma + \tau = m - 2$, and relatively prime homogeneous forms $F_1$ and $F_2$ in $R$, with $\deg F_1 = n + \sigma$ and $\deg F_2 = n + \tau$ such that

$$I = (x, y)^\tau F_1 + (x, y)^\sigma F_2.$$  

Proof. Start with the data $\sigma$, $\tau$, $F_1$, and $F_2$. Write

$$F_1 = \sum_{i=0}^{\sigma} \alpha_i x^{\sigma-i} y^i \quad \text{and} \quad F_2 = \sum_{i=0}^{\tau} \beta_i x^{\tau-i} y^i,$$

for homogenous forms $\alpha_i$ and $\beta_i$ of degree $n$. Let

$$\alpha = \begin{bmatrix} \alpha_\sigma \\ \vdots \\ \alpha_0 \end{bmatrix} \quad \text{and} \quad \beta = \begin{bmatrix} \beta_\tau \\ \vdots \\ \beta_0 \end{bmatrix}. $$

Observe that

$$\det [ D_\sigma \alpha ] = F_1, \quad \det [ D_\tau \beta ] = F_2,$$

and the ideal generated by the maximal order minors of the matrix

$$\begin{bmatrix} D_\sigma & 0 & \alpha \\ 0 & D_\tau & \beta \end{bmatrix}$$

is equal to $I$.

The converse follows from Proposition 2.1. \qed

Remark. The ideal $I$ of (2.10) is a truncation of a complete intersection: $I = (F_1, F_2)_{\geq d}$. That is, $I$ is generated by all homogeneous elements of the complete intersection $(F_1, F_2)$ of degree at least $d$, where, as always, $d = n + m - 2$.

We remark that Hà Tài has previously studied the Rees algebra of a truncation of an ideal. Let $J$ be the defining ideal of a finite set $X$ of points in $\mathbb{P}^2$ and let $\alpha$ represent the minimal degree of a generator of $J$. It is shown in [14] that the Rees algebra $\mathcal{R}(J_{\alpha+1})$ is Cohen-Macaulay when $X$ is a general set of points, and, for an arbitrary set of points, $\mathcal{R}(J_t)$ is Cohen-Macaulay for all sufficiently large $t$. In each case the degrees of the generators of the defining ideal of the Rees algebra are given. Our Rees algebras are never Cohen-Macaulay.
Example 2.11. If $F_1 = y^{n+\sigma}$ and $F_2 = x^{n+\tau}$, then $I$ is the monomial ideal

$$(y^d, xy^{d-1}, \ldots, x^\tau y^{d-\tau}) + (x^{d-\sigma} y^{\sigma}, \ldots, x^{d-1} y, x^d).$$

The following proof was prompted to us by a question of Craig Huneke.

Corollary 2.12. Adopt the notation of Corollary 2.9 with $\tau \leq \sigma$, and write $\alpha = n + \sigma + \tau$. For every $s \geq 1$ one has

$$\text{reg} I^s = \max\{sd, sd - (s - 1)\tau + n - 1\}.$$

Proof. Write $m = (x, y)$. Notice that the regularity of a homogeneous $m$-primary ideal is the smallest power of $m$ contained in it. Notice that $I^s$ is generated by forms of degree $sd$ and

$$I^s = \sum_{i=0}^s m^{sd - \deg(F_1^i F_2^{s-i})} F_1^i F_2^{s-i} = (F_1, F_2)^s \cap m^{sd}.$$ 

Hence $m^t \subseteq I^s$ if and only if $m^t \subseteq (F_1, F_2)^s$ and $t \geq sd$. In other words,

$$\text{reg} I^s = \max\{sd, \text{reg}(F_1, F_2)^s\}.$$

Finally, $F_1, F_2$ are a regular sequence of forms of degrees $n + \tau \leq n + \sigma$. Hence $(F_1, F_2)^s$ is presented by the $s + 1$ by $s$ matrix

$$
\begin{bmatrix}
F_2 \\
-F_1 & F_2 \\
& -F_1 & F_2 \\
& & \ddots & F_2 \\
& & & -F_1 \\
& & & & & & & & & & \\
\end{bmatrix}
$$

From this minimal homogeneous resolution one sees that

$$\text{reg}(F_1, F_2)^s = s(n + \sigma) + n + \tau - 1 = sd - (s - 1)\tau + n - 1. \quad \square$$

It is shown in [10,19,25] that the regularity of the $s^{th}$ power of any homogeneous ideal is a linear function of $s$ for all $s \gg 0$. Indeed, in our notation, the aforementioned papers guarantee that $\text{reg}(I^s) = sd + e$ for some non-negative integer $e$. The integer $e$ has been determined in [12]. From Corollary 2.12, we read the exact value of $e$ and the exact values of $s$ for which the above equation holds. The answers depend on the value of $\rho$. In Section 6 we resolve each power $I^s$; thereby confirming the present calculations, see especially Corollary 6.8.
Corollary 2.13. Let $I$ be the ideal of Definition 1.5 and $s$ be a positive integer.

1. If $\rho = 1$, then $\text{reg } I^s = sd + n - 1$ for all $s \geq 1$.

2. If $\rho = 2$, then $\text{reg } I^s = sd$ if and only if \( \frac{n-1}{\sigma_2} + 1 \leq s \).

Proof. If $\rho = 1$, then the parameter $\tau$ of Corollary 2.12 is equal to zero and \( \max\{sd, sd - (s - 1)\tau + n - 1\} \) is equal to $sd + n - 1$ for all $s \geq 1$. If $\rho = 2$, then the parameter $\tau$ of Corollary 2.12 is equal to $\sigma_2$ and $\text{reg } I^s = sd$ if and only if $sd \geq sd - (s - 1)\sigma_2 + n - 1$. $\square$

In Section 3 we calculate an explicit generating set for the ideal $A$ which defines the Rees algebra $R(I)$ for $I$ given in (1.1). An alternate approach to this problem is suggested by Corollary 2.9.

Remark 2.14. Let $I$ be the ideal $m^\tau F_1 + m^\sigma F_2$ of $R = k[x, y]$, as described in Corollary 2.9, where $m$ is the maximal homogeneous ideal $(x, y)$ of $R$ and $F_1, F_2$ is a regular sequence of homogeneous forms in $R$ with $\deg F_1 = n + \sigma$ and $\deg F_2 = n + \tau$. The ideal $I$ is contained in the complete intersection ideal $(F_1, F_2)$ and the Rees algebra of $(F_1, F_2)$ is well understood. Let $D = R[u, v]$ and $R[t]$ be polynomial rings and $M_2: D \to R[t]$ be the $R$-algebra homomorphism with $M_2(u) = F_2 t$ and $M_2(v) = -F_1 t$. The image of $M_2$ is the Rees algebra $R((F_1, F_2)) = R[F_1 t, F_2 t]$. We have a short exact sequence

$$0 \to (\Phi) \to D \xrightarrow{M_2} R[F_1 t, F_2 t] \to 0,$$

where $\Phi = F_1 u + F_2 v$.

Define $C = R[R_\sigma u, R_\tau v] \subset D$ and $M_1: S \to C$, with $M_1(T_{1,j}) = ux^{-1}y^{\sigma+1-j}$ and

$$\begin{cases} M_1(T_{2,j}) = vy^{-1}y^{\tau+1-j} & \text{if } \rho = 2 \\ M_1(T_m) = v & \text{if } \rho = 1. \end{cases}$$

Observe that $M_1$ induces an isomorphism $A \to C$, which we also call $M_1$. The image of the restriction of $M_2$ to $C$ is equal to the Rees algebra $R(I) = R[It]$. The ideal $AA$ is equal to

$$\ker \left( A \xrightarrow{M_1} C \xrightarrow{M_2} R[I t] \right).$$

The commutative diagram

$$\begin{array}{ccccccccc}
0 & \longrightarrow & (\Phi) & \longrightarrow & D & \xrightarrow{M_2} & R[F_1 t, F_2 t] & \longrightarrow & 0 \\
 & & \uparrow \text{incl} & & \uparrow \text{incl} & & & & \\
0 & \longrightarrow & (\Phi)D \cap C & \longrightarrow & C & \xrightarrow{M_2|_C} & R[I t] & \longrightarrow & 0
\end{array}$$
has exact rows. Thus,
\[ AA \xrightarrow{M_1} (\Phi)D \cap C \]
is an isomorphism. It is easy to see that
\[ (\Phi)D \cap C = \sum_{i,j} (x, y)^{i\sigma + j\tau - n} \Phi u^i v^j, \]
where the sum is taken over all non-negative integers \( i, j \) with \( i\sigma + j\tau - n \geq 0 \). The problem of determining a generating set for the defining ideal of \( R[I] \) is equivalent to the problem lifting the generators of \( (\Phi)D \cap C \) to \( A \). (For example, in the present notation, one can check that \( M_{i-1}^{-1}(\Phi) \) is equal to the image of \( g \) in \( A \) because
\[ g = \sum_{i=0}^{\sigma} T_{1,\sigma+1-i} \alpha_i + \sum_{i=0}^{\tau} T_{2,\tau+1-i} \beta_i, \]
see the proof of Corollary 2.9.) This is a non-trivial calculation, similar in difficulty to the calculation of Section 3. Our approach in Section 3 is to give \( AA \) the structure of a divisor on a scroll. The advantage of the divisorial approach is that we have an explicit isomorphism between \( AA \) and a well understood monomial ideal. We determine a minimal generating set of \( AA \), the degrees of the minimal generators, and even a resolution of \( R[I] \).

### 3. Explicit generators for the defining ideal of the Rees algebra.

The main result of this section is Theorem 3.6 where we identify an explicit generating set for the defining ideal \( A \) of the Rees algebra \( R(I) \). Adopt the data of Definition 1.5 with \( (3.1) \)
\[ \ell = \rho + 1, \quad \sigma_\ell = 1, \quad y = T_{\ell,1}, \quad \text{and} \quad x = T_{\ell,2}. \]
In this notation, the matrix \( \psi_\ell \) of (1.6) is
\[ \psi_\ell = \begin{bmatrix} T_{\ell,1} \\ T_{\ell,2} \end{bmatrix}. \]
According to Theorem 1.11, we need to identify generators for the ideal \( L \) in \( S \) with \( y^nL A = gK^{(n)} \). The following minimal generating set for \( K^{(n)} \) is calculated in [20, Prop. 1.20].
Theorem 3.2. A $k$-tuple $a = (a_1, \ldots, a_k)$ of non-negative integers is eligible if $0 \leq k \leq \rho$ and $\sum_{u=1}^{k} a_u \sigma_u < n$. If $a$ is an eligible $k$-tuple, then $f(a)$ and $r(a)$ are defined by:

$$\sum_{u=1}^{k} a_u \sigma_u + f(a) \sigma_{k+1} < n \leq \sum_{u=1}^{k} a_u \sigma_u + (f(a) + 1) \sigma_{k+1}$$

and

$$r(a) = \sum_{u=1}^{k} a_u \sigma_u + (f(a) + 1) \sigma_{k+1} - n + 1.$$ 

The ideal $K^{(n)}$ of $A$ is equal to

$$K^{(n)} = \left\{ T^a T_{k+1, i}^f(a) \mid a \text{ is an eligible $k$-tuple and } 1 \leq j \leq r(a) \right\} A,$$

where $T^a = \prod_{u=1}^{k} T_{u, 1}^a$.

Remark. The empty tuple, $\emptyset$, is always eligible, and we have

$$f(\emptyset) = \left\lceil \frac{n}{\sigma_1} \right\rceil - 1, \quad r(\emptyset) = \sigma_1 \left\lceil \frac{n}{\sigma_1} \right\rceil - n + 1, \quad \text{and} \quad T^\emptyset = 1.$$ 

Definition 3.3. Recall the polynomials $c_0, \ldots, c_n$ of (1.8).

(a) For integers $a$ and $b$ with $a + b \leq n$ and $0 \leq a$, define the polynomial $\Delta_{a,b}$ to be

$$\begin{cases} 
\sum_{k=0}^{b} c_{a+k} x^{b-k} y^k = c_a x^b + c_{a+1} x^{b-1} y + \cdots + c_{a+b} y^b, & \text{if } 0 \leq b, \\
0, & \text{if } b < 0.
\end{cases}$$

In particular $g = \Delta_{0,n}$. Furthermore, $\Delta_{a,b}$ is a homogeneous element of $S$ of degree $(b,1)$.

(b) If $0 \leq a \leq n$, then write $\Delta_a$ to mean $\Delta_{a,n-a}$. So

$$\Delta_a = c_a x^{n-a} + c_{a+1} x^{n-a-1} y + \cdots + c_n y^{n-a},$$

and $\Delta_a$ is a homogeneous element of $S$ of degree $(n-a,1)$.

(c) For each 4-tuple of non-negative indices $(i, a, b, \gamma)$ with

$$1 \leq i \leq 2, \quad b + 1 \leq \gamma \leq \sigma_i + 1, \quad \text{and} \quad a + b \leq n,$$
define

\[
\pi_{i,a,b,\gamma} = \sum_{k=0}^{b} c_{a+k} T_{i,\gamma-k} = c_a T_{i,\gamma} + c_{a+1} T_{i,\gamma-1} + \cdots + c_{a+b} T_{i,\gamma-b}.
\]

This element of \( S \) has bi-degree \((0, 2)\) if \( i \leq \rho \) and bi-degree \((1, 1)\) if \( i = \ell \).

(d) If \( 1 \leq i \leq 2 \) and \( 0 \leq a \leq n - \sigma_i + 1 \), then let \( \pi_{i,a} \) mean \( \pi_{i,a, \sigma_i-1, \sigma_i+1} \); so \( \pi_{i,a} \) is equal to

\[
\sum_{k=0}^{\sigma_i-1} c_{a+k} T_{i,\sigma_i+1-k} = c_a T_{i,\sigma_i} + c_{a+1} T_{i,\sigma_i+1} + \cdots + c_{a+\sigma_i-1} T_{i,2}.
\]

(e) If \( (i, s, j) \) are non-negative integers with \( 1 \leq i \leq 2 \), \( s \leq n \), and \( 1 \leq j \leq \sigma_i+1-s \), then let \( \pi'_{i,s,j} \) mean \( \pi_{i,n-s,s,s+j} \).

Remarks 3.4. (a) Reverse the order of summation in the polynomial \( \pi'_{i,s,j} \) to write

\[
\pi'_{i,s,j} = \sum_{k=0}^{s} c_{n-k} T_{i,j+k} = c_n T_{i,j} + c_{n-1} T_{i,j+1} + \cdots + c_{n-s} T_{i,j+s}.
\]

(b) If the non-negative integers \( a, b, \gamma \) satisfy \( a + b \leq n \) and \( 1 \leq \gamma \leq b \), then

\[
\Delta_{a,b} = x^{b-\gamma+1} \Delta_{a,\gamma-1} + y^{\gamma} \Delta_{a+\gamma,b-\gamma}.
\]

The polynomial \( \Delta_{a,b} \) of \( S \) is homogeneous in \( x \) and \( y \) of degree \( b \); hence, every term in \( \Delta_{a,b} \) is divisible by either \( y^\gamma \) or \( x^{b-\gamma+1} \). The formula records the fact that we have already chosen names for the coefficients of \( \Delta_{a,b} \) in \( (y^\gamma, x^{b-\gamma+1}) \). At any rate, the left hand side is

\[
\left( c_a x^b + \cdots + c_{a+\gamma-1} x^{b-\gamma+1} y^{\gamma-1} \right) + \left( c_{a+\gamma} x^{b-\gamma} y^\gamma + \cdots + c_{a+b} y^b \right) = x^{b-\gamma+1} \left( c_a x^{\gamma-1} + \cdots + c_{a+\gamma-1} y^{\gamma-1} \right) + y^{\gamma} \left( c_{a+\gamma} x^{b-\gamma} + \cdots + c_{a+b} y^{b-\gamma} \right),
\]

which is the right hand side.

(c) If \( N \) is negative, then the sum \( \sum_{a+b=N} \) is zero; if \( N \) is a non-negative integer then the sum \( \sum_{a+b=N} \) is taken over all pairs of non-negative integers \( (a, b) \), with \( a+b = N \).

(d) We calculate in \( S \). If \( s_1 \) and \( s_2 \) are elements of \( S \), we write \( s_1 \equiv s_2 \) to mean that \( s_1 - s_2 \in H \).
Definition 3.5. For each pair \((a, j)\), where \(a\) is an eligible tuple and \(1 \leq j \leq r(a)\), we define a polynomial \(G_{(a,j)}\) in \(S\).

(a) If \(1 \leq j \leq r(\emptyset)\), then let
\[
G_{(\emptyset,j)} = f_j = T_{1,j+\sigma_1+1-r(\emptyset)} \sum_{p+q=f(\emptyset)-1} T_{1,1}^{p} T_{1,\sigma_1+1}^{q} \pi_{1,\sigma_1+1-r(\emptyset),j}.
\]

(b) If \((a_1)\) is an eligible 1-tuple, and \(1 \leq j \leq r(a_1)\), then let
\[
G_{((a_1),j)} = g_{a_1,j} = \left\{
\begin{array}{l}
T_{2,j+\sigma_2+1-r(a_1)} f^{T_{1,1}} \sum_{p+q=a_1-1} T_{1,1}^{p} T_{1,\sigma_1+1}^{q} \pi_{1,\sigma_1+1-r(\emptyset),j} \\
+T_{1,1}^{T_{2,j+\sigma_2+1-r(a_1)}} \sum_{p+q=f(a_1)-1} T_{2,1}^{p} T_{2,\sigma_2+1}^{q} \pi_{2,\sigma_2+1-r(a_1),j} \\
+T_{1,1}^{T_{2,j+\sigma_2+1-r(a_1)}} \pi'_{2,\sigma_2+1-r(a_1),j}
\end{array}
\right.
\]

(c) If \(a = (a_1, a_2)\) is an eligible 2-tuple, then \(r(a) = 1\). Let
\[
G_{(a_1)} = h_{a_1,a_2} = \left\{
\begin{array}{l}
x^{n-a_1-\sigma_1-a_2-\sigma_2} T_{2,\sigma_2+1}^{a_2} \sum_{p+q=a_1-1} T_{1,1}^{p} T_{1,\sigma_1+1}^{q} \pi_{1,\sigma_1+1-r(\emptyset),j} \\
+T_{1,1}^{T_{2,\sigma_2+1-r(a_1)}} \sum_{p+q=a_2-1} T_{2,1}^{p} T_{2,\sigma_2+1}^{q} \pi_{2,\sigma_2+1-r(a_1),j} \\
+T_{1,1}^{T_{2,\sigma_2+1-r(a_1)}} \pi'_{2,\sigma_2+1-r(a_1),j}
\end{array}
\right.
\]

(d) The ideal \(L\) of \(S\) is equal to
\[
H + \{G_{(a,j)} \mid a \text{ is an eligible tuple and } 1 \leq j \leq r(a) \}.
\]

We are now able to state the main result of this section. The ideal \(A\) which defines the Rees algebra \(R(I)\) was introduced in the first paragraph of Section 1.

Theorem 3.6. The ideals \(A\) and \(L\) of the ring \(S\) are equal.

Proof. In light of Observation 1.9 and Theorem 1.11, we need only show that the ideals \(gK^{(n)}\) and \(y^nLA\) of \(A\) are equal. This calculation is carried out in Lemma 3.10.g. \(\square\)

Remarks 3.7.

(a) If \(\rho = 2\), then
\[
\begin{align*}
f_j & \text{ is homogeneous of degree } (0, f(\emptyset) + 2), \\
g_{a_1,j} & \text{ is homogeneous of degree } (0, a_1 + f(a_1) + 2), \text{ and} \\
h_{a_1,a_2} & \text{ is homogeneous of degree } (f(a_1,a_2) + 1, a_1 + a_2 + 1).
\end{align*}
\]
If $\rho = 1$, then
\[
f_j \text{ is homogeneous of degree } (0, f(\emptyset) + 2), \text{ and} \nonumber
\]
g_{a_1,j} \text{ is homogeneous of degree } (f(a_1) + 1, a_1 + 1).

(b) Let $0^s$ be the $s$-tuple $(0, \ldots, 0)$. Observe that $G_{(0^v, 1)} = g$. Indeed, if $\rho = 2$, then $h_{0,0} = \Delta_0 = g$, and if $\rho = 1$, then
\[
g_{0,1} = T_{2,2} \sum_{p+q=n-2} T_{2,1}^p T_{2,2}^q \pi_2, p + T_{2,1}^{n-1} \pi_{2, n-1, 1, 2} \nonumber
= x^2 \sum_{p+q=n-2} y^p x^q c_p + y^{n-1}(c_{n-1} x + c_n y) = g.
\]

**Observation 3.8.** If $a$, $i$, and $j$ are integers with $0 \leq a$, $1 \leq i \leq \rho$, $1 \leq j$, and $j + a \leq \sigma_i + 1$, then $x^a T_{i,j} \equiv y^a T_{i,j+a}$.

**Proof.** The ideal
\[
I_2 \left[ \begin{array}{cccc} T_{i,1} & T_{i,2} & \cdots & T_{i,\sigma_i-1} \\
T_{i,2} & 0 & \cdots & T_{i,\sigma_i} \\
T_{i,3} & 0 & \cdots & T_{i,\sigma_i} \\
& & \vdots & \ddots \\
T_{i,\sigma_i} & 0 & \cdots & T_{i,\sigma_i} \end{array} \right] \nonumber
\]
is contained in $H$. A quick induction completes the proof. $\square$

**Observation 3.9.** Take $1 \leq i \leq \rho$.
(a) If $0 \leq a \leq n - \sigma_i + 1$, then $T_{i,1} x \Delta_{a, \sigma_i - 1} \equiv y^{a} \pi_{i,a}$.
(b) If $0 \leq s \leq n$ and $1 \leq j \leq \sigma_i + 1 - s$, then $T_{i,j} \Delta_{n-s} \equiv y^{s} \pi'_{i,s,j}$.

**Proof.** Use Observation 3.8 to see the left hand side of (a) is
\[
\sum_{k=0}^{\sigma_i-1} c_{a+k} (x^{\sigma_i-k} T_{i,1}) y^k \equiv \sum_{k=0}^{\sigma_i-1} c_{a+k} (y^{\sigma_i-k} T_{i,\sigma_i-k+1}) y^k = y^{\sigma_i} \sum_{k=0}^{\sigma_i-1} c_{a+k} T_{i,\sigma_i-k+1},
\]
and this is the right hand side of (a). In a similar manner, we see that the left hand side of (b) is
\[
\sum_{k=0}^{s} c_{n-s+k} (x^{s-k} T_{i,j}) y^k \equiv \sum_{k=0}^{s} c_{n-s+k} (y^{s-k} T_{i,j+s-k}) y^k = y^{s} \sum_{k=0}^{s} c_{n-s+k} T_{i,j+s-k}
= y^{s} \pi_{i,n-s,s,j+s} = y^{s} \pi'_{i,s,j}. \quad \square
\]
Lemma 3.10.
(a) If \((a_1, 0)\) and \((a_1 + 1, 0)\) are eligible tuples, then \(T_{1,1} h_{a_1,0} \equiv y^{\sigma_1} h_{a_1+1,0}\).
(b) If \((a_1, a_2)\) and \((a_1, a_2 + 1)\) are eligible tuples, then \(T_{2,1} h_{a_1,a_2} \equiv y^{\sigma_2} h_{a_1,a_2+1}\).
(c) If \((a_1)\) is eligible, \(\rho = 2\), and \(1 \leq j \leq r(a_1)\), then

\[T_{2,j} h_{a_1,f(a_1)} \equiv y^{\sigma_2+1-r(a_1)} g_{a_1,j}\.\]

(d) If \(\rho = 2\) and \(1 \leq j \leq r(\emptyset)\), then \(T_{1,j} h_{f(\emptyset),0} \equiv y^{\sigma_1+1-r(\emptyset)} f_j\).
(e) If \(\rho = 1\) and \((a_1)\) and \((a_1 + 1)\) are eligible tuples, then \(T_{1,1} g_{a_1,1} \equiv y^{\sigma_1} g_{a_1+1,1}\).
(f) If \(\rho = 1\) and \(1 \leq j \leq r(\emptyset)\), then \(T_{1,j} g_{f(\emptyset),1} \equiv y^{\sigma_1+1-r(\emptyset)} f_j\).
(g) The ideals \(gK^{(n)}\) and \(y^n \mathcal{L} A\) of \(A\) are equal.

Proof. To prove (a) we recall that

\[T_{1,1} h_{a_1,0} = T_{1,1} x^{\sigma_1} x^{n-(a_1+1)\sigma_1} \sum_{p+q=a_1-1} T_{1,1}^{p} T_{1}^{q} T_{1,1}^{\sigma_1+1} q_{1,1}^{p} T_{1,1}^{\sigma_1} + T_{1,1}^{a_1+1} \Delta_{a_1}\sigma_1\.

The facts

\[(3.11)\quad x^{\sigma_1} T_{1,1} \equiv y^{\sigma_1} T_{1,\sigma_1+1};\]

\[(3.12)\quad \Delta_{a_1} = x^{n-(a_1+1)\sigma_1+1} \Delta_{a_1}\sigma_1 - y^{\sigma_1} \Delta_{(a_1+1)\sigma_1} + y^{\sigma_1} \Delta_{(a_1+1)\sigma_1},\text{ and}\]

\[(3.13)\quad T_{1,1} x \Delta_{a_1\sigma_1+\sigma_1} - y^{\sigma_1} \pi_{1,a_1}\sigma_1\]

may be found in Observation 3.8, Remark 3.4(b), and Observation 3.9(a), respectively. Apply (3.11) to the first summand of \(T_{1,1} h_{a_1,0}\) and (3.12) and (3.13) to the second summand in order to establish (a).

The same type of methods are used to prove (b). One uses \(T_{2,1} x^{\sigma_2} \equiv y^{\sigma_2} T_{2,\sigma_2+1}\) in the first two summands of \(T_{2,1} h_{a_1,a_2}\). In the third summand one uses

\[\Delta_{a_1\sigma_1+a_2\sigma_2} = x^{n-a_1\sigma_1-(a_2+1)\sigma_2} x \Delta_{a_1\sigma_1+a_2\sigma_2} - y^{\sigma_2} \Delta_{a_1\sigma_1+(a_2+1)\sigma_2} + y^{\sigma_2} \Delta_{a_1\sigma_1+(a_2+1)\sigma_2}.

Once again, Observation 3.9(a) yields

\[T_{2,1} x \Delta_{a_1\sigma_1+a_2\sigma_2} = y^{\sigma_2} \pi_{2,a_1\sigma_1+a_2\sigma_2}.\]
We prove (c). Notice that
\[ n - a_1 \sigma_1 - f(a_1) \sigma_2 = \sigma_2 + 1 - r(a_1); \]
hence Observations 3.8 and 3.9(b) yield
\[ T_{2,j} x^{n-a_1 \sigma_1 - f(a_1) \sigma_2} \equiv y^{\sigma_2 + 1 - r(a_1)} T_{2,j+\sigma_2+1-r(a_1)} \text{ and} \]
\[ T_{2,j} \Delta_{a_1 \sigma_1 + f(a_1) \sigma_2} \equiv y^{\sigma_2 + 1 - r(a_1)} \pi'_{2,\sigma_2+1-r(a_1),j}. \]
The proof of (d) is similar. The equality
\[ n - f(\emptyset) \sigma_1 = \sigma_1 + 1 - r(\emptyset) \]
implies
\begin{equation}
T_{1,j} x^{n-f(\emptyset) \sigma_1} \equiv y^{\sigma_1 + 1 - r(\emptyset)} T_{1,j+\sigma_1+1-r(\emptyset)} \text{ and}
\end{equation}
\begin{equation}
T_{1,j} \Delta_f(\emptyset) \sigma_1 \equiv y^{\sigma_1 + 1 - r(\emptyset)} \pi'_{1,\sigma_1+1-r(\emptyset),j}.
\end{equation}
We now prove (e) and (f). When \( \rho = 1 \), we have \( \sigma_2 = 1, T_{2,1} = y, T_{2,2} = x \). For any eligible 1-tuple \( (a) \) one has \( n - a \sigma_1 = f(a) + 1 \), and \( r(a) = 1 \). We quickly calculate
\[ \pi_{2,a \sigma_1 + p} = c_{a \sigma_1 + p} x, \quad \text{for } 0 \leq p \leq f(a) + 1, \text{ and } \pi'_{2,1,1} = c_{n-1} x + c_n y. \]
We now have
\[ x \sum_{p+q=f(a)-1} y^p x^q \pi_{2,a \sigma_1 + p} + y^{f(a)} \pi'_{2,1,1} = \Delta_{a \sigma_1} \text{ and hence} \]
\begin{equation}
g_{a,1} = x^{n-a \sigma_1} \sum_{p+q=a-1} T_{1,1}^p T_{1,\sigma_1+1,p} \pi_{1,p \sigma_1} + T_{1,1}^a \Delta_{a \sigma_1}.
\end{equation}
Apply (3.16) with \( a = a_1 \) and \( a = a_1 + 1 \) and use (3.11), (3.12), and (3.13), as in the proof of part (a), in order to establish (e). Likewise, set \( a = f(\emptyset) \) in (3.16) and apply (3.14) and (3.15), as in the proof of part (d), to obtain (f).
We prove (g) by showing that
\[ gT^a T_{k+1,1}^{f(a)} T_{k+1,j} \equiv y^n G_{i,j}. \]
that

After evaluating the left hand side and dividing by $k$ for every $m$ ideals of the same height $\ker \pi \pi \pi$ with $\pi \pi \pi$ and set $\text{Remark 3.17.}$

Here is an alternative proof of Theorem 3.6. Let $\rho \leq 1$.

Finally, if $1 \leq j \leq r(\emptyset)$, then (a) and (d) yield

$$gT_{1,1}^{f(\emptyset)}T_{1,j} \equiv y^{f(\emptyset)\sigma_1+1-r(\emptyset)}f_j = y^nG(\emptyset,j).$$

Now take $\rho = 1$. Recall that $g = g_{0,1}$ and $y = T_{2,1}$. If $(a_1)$ is an eligible tuple and $1 \leq j \leq r(a_1)$, then $r(a_1) = 1 = j$ and (e) gives

$$gT_{1,1}^{f(a_1)}T_{2,j} \equiv y^{a_1\sigma_1+f(a_1)+1}g_{a_1,1} = y^nG((a_1),1).$$

Finally, if $1 \leq j \leq r(\emptyset)$, then (e) and (f) give

$$gT_{1,1}^{f(\emptyset)}T_{1,j} \equiv y^{f(\emptyset)\sigma_1+1-r(\emptyset)}f_j = y^nG(\emptyset,j).$$

Remark 3.17. Here is an alternative proof of Theorem 3.6. Let $t_1, \ldots, t_\rho$ be variables and set $t_\ell = t_{\rho+1} = 1$. Consider the homomorphism of $k[x,y]$-algebras

$$\pi: k[[T_{i,j} \mid 1 \leq i \leq \ell, 1 \leq j \leq \sigma_i + 1]] \to k[x,y,t_1,t_2], \quad \text{if } \rho = 2,$$

$$\pi: k[[T_{i,j} \mid 1 \leq i \leq \ell, 1 \leq j \leq \sigma_i + 1], T_m] \to k[x,y,t_1,T_m], \quad \text{if } \rho = 1,$$

with $\pi(T_{i,j}) = x^{j-1}y^{\sigma_i-j+1}t_i$, and, if $\rho = 1$, with $\pi(T_m) = T_m$. Notice that $\ker \pi = I_2(\psi)$; indeed, $I_2(\psi)$ is clearly contained in $\ker \pi$ and both sides are prime ideals of the same height $m - 2$. Thus, to prove Theorem 3.6, it suffices to verify that

$$\pi(gT^{a}T_{k+1,j}) = y^n\pi(G(a,j))$$

for every $k$, $j$, and $a$, where $0 \leq k \leq \rho$, $a$ is an eligible $k$-tuple, and $1 \leq j \leq r(a)$. After evaluating the left hand side and dividing by $y^n$, the asserted equality becomes

$$\pi(G(a,j)) = \sum_{s=0}^{n} x^{n-s+j-1}y^{s+r(a)-j}t_1^{a_1} \cdots t_k^{a_k}T_{k+1}^{f(a)+1}\pi(c_s).$$
From Definition 3.5 one easily sees that \( \pi(G(a,j)) \) is a sum of \( n + 1 \) distinct terms of the form \( m_s \pi(c_s) \), where \( 0 \leq s \leq n \) and each \( m_s \) is a monomial. By computing degrees in the various indeterminates, for instance, one deduces that indeed \( m_s \) is equal to \( x^{n-s-j-1}y^{s+r(a)-j}t_1^{a_1} \cdots t_k^{a_k}t_i^{(a)+1} \).

4. Depth, reduction number, regularity, and Hilbert function.

This section is mainly about the special fiber ring \( \mathcal{F}(I) = \mathcal{R}(I)/(x,y) \). We compute the depth, reduction number, and regularity of \( \mathcal{F}(I) \). A related invariant, the postulation number of \( \mathcal{F}(I) \), is computed in Corollary 6.9. Most of the results are collected in Theorem 4.4; these results are proved, in a more general setting, in [20]; see Theorem 4.5. The main result of this section is Theorem 4.6 where we calculate the reduction number, \( r(I) \), of \( I \) when \( \rho = 2 \). Observation 4.2 shows how we will use the rational normal scrolls of Section 1 to calculate \( r(I) \). Theorem 4.11 is a general result connecting reduction number and Hilbert function for rings of minimal multiplicity; it is based on the Socle Lemma of Huneke-Ulrich. Proposition 4.13 is a curious result which allows us to circumvent the characteristic zero hypothesis in the Socle Lemma; we create a ring in which the bracket powers of the maximal ideal are equal to the ordinary powers, independent of the characteristic of the field.

Let \( B = \bigoplus_{i \geq 0} B_i \) be a standard graded Noetherian algebra over an infinite field \( k \) with \( D \) equal to the Krull dimension of \( B \). The unique maximal homogenous ideal of \( B \) is denoted by \( \mathfrak{m}_B \). Let \( I \) be an ideal of height \( D \) generated by homogeneous elements in \( B \) of the same degree \( d \). By a homogeneous minimal reduction of \( I \) we mean an ideal \( J \) generated by \( D \) homogeneous elements in \( I \) of degree \( d \) so that \( I^{i+1} = J I^i \) for all large \( i \). Homogeneous minimal reductions exist; in fact any ideal generated by \( D \) general \( k \)-linear combinations of forms of degree \( d \) generating \( I \) will do. The reduction number of \( I \) with respect to \( J \) is

\[
r_J(I) = \min\{i \geq 0 \mid I^{i+1} = J I^i\},
\]

and the reduction number of \( I \) is defined by

\[
r(I) = \min\{r_J(I) \mid J \text{ is a homogenous minimal reduction of } I\}.
\]

The homogenous minimal reductions of \( \mathfrak{m}_B \) are exactly the ideals \( J \) generated by linear systems of parameters, and the reduction numbers can be characterized as

\[
r_J(\mathfrak{m}_B) = \min\{i \geq 0 \mid \mathfrak{m}_B^{i+1} \subset J\}.
\]
Sometimes it is convenient to write \( r(B) \) in place of \( r(\mathfrak{m}_B) \). The reduction number of an ideal \( I \) is equal to be the reduction number of the maximal homogeneous ideal in the special fiber ring \( \mathcal{F}(I) \); that is \( r(I) = r(\mathcal{F}(I)) \).

Recall that \( B \) is said to have minimal multiplicity whenever

\[
e(B) = \text{edim}(B) - \dim B + 1.
\]

This condition obtains if \( r(B) \leq 1 \), in particular, if \( \text{reg}(B) \leq 1 \), and all three conditions are equivalent for a Cohen-Macaulay ring \( B \). We will often use the fact that a one-dimensional Cohen-Macaulay ring has minimal multiplicity \( e \) if and only if \( H_B(i) = e \) for every \( i \geq 1 \). Standard examples of Cohen-Macaulay rings having minimal multiplicity include the algebras \( A \) and \( A^\circ \) considered in Definition 1.5 and Data 4.1 below.

The following notation is used often in this section.

**Data 4.1.** Adopt the notation of Definition 1.5. Let \( \sim \) mean image in \( A^\circ = A/(x,y)A \).

**Observation 4.2.** Adopt Data 4.1. The following statements hold.

1. The ring \( A^\circ \) is defined by the maximal minors of a scroll matrix and the ideal \( K(n)^\circ \) is the \( n \)th symbolic power of a height one prime ideal of \( A^\circ \).
2. The special fiber ring of \( I \) is equal to \( \mathcal{F}(I) = A^\circ / A^\circ \).
3. The graded \( A^\circ \)-modules \( A^\circ \) and \( K(n)^\circ(-1) \) are isomorphic.
4. The reduction number of \( I \) is equal to \( r(I) = r\left(A^\circ K(n)^\circ\right) + 1 \).

**Proof.** Item (1) is essentially obvious. The ring \( A^\circ \) equals \( k[T_1, \ldots, T_m]/I_2(\psi_{\text{tr}}) \), where \( \psi_{\text{tr}} \) is the following truncation of \( \psi \):

\[
\psi_{\text{tr}} = \begin{cases} 
\psi_1, & \text{if } \rho = 1, \\
[\psi_1 \psi_2], & \text{if } \rho = 2.
\end{cases}
\]

A generating set of the ideal \( K(n)^\circ \) of \( A^\circ \) is given in Theorem 3.2. On the other hand, one may consider the height one prime ideal \( \kappa \) of \( A^\circ \) which is generated by the top row of \( \psi_{\text{tr}} \). A generating set for the \( n \)th symbolic power, \( \kappa^{(n)} \), of \( \kappa \) may also be found in Theorem 3.2. The ideals \( K(n)^\circ \) and \( \kappa^{(n)} \) of \( A^\circ \) have the same generators and therefore they are equal. For (2), we have \( \mathcal{F}(I) = \mathcal{R}(I)/(x,y)\mathcal{R}(I) \) and \( \mathcal{R}(I) = A/\mathcal{A}A \).

We prove (3). Recall from (1.8) that

\[
g = g(x, y) = \sum_{u=0}^{n} c_u x^{n-u} y^u
\]
and from Theorem 1.11(a) that the ideals

\[ y^n\mathcal{A}\mathcal{A} \quad \text{and} \quad g(x, y)K^{(n)} \]

of \( \mathcal{A} \) are equal. Fix a pair of subscripts \( i, j \) with \( 1 \leq i \leq \rho \) and \( 1 \leq j \leq \sigma_i \). Multiply both sides of (4.3) by \( T_{i,j}^n \). Notice that, in \( S \),

\[
T_{i,j}^n g(x, y) = \sum_{u=0}^{n} c_u (T_{i,j} x)^{n-u} (T_{i,j} y)^u \equiv \sum_{u=0}^{n} c_u (T_{i,j+1} y)^{n-u} (T_{i,j} y)^u
\]

(See Remark 3.4(d) for the meaning of \( \equiv \)). Conclude that

\[ y^n T_{i,j}^n \mathcal{A}\mathcal{A} = y^n g(T_{i,j+1}, T_{i,j}) K^{(n)}. \]

The ring \( \mathcal{A} \) is a domain and \( y \neq 0 \); so,

\[ T_{i,j}^n \mathcal{A}\mathcal{A} = g(T_{i,j+1}, T_{i,j}) K^{(n)}. \]

In particular, we have

\[ T_{1,1}^n \mathcal{A}^- = g(T_{1,2}, T_{1,1}) K^{(n)}^- \]

Now \( T_{1,1} \) has non-zero image in the domain \( \mathcal{A}^- \), and so does \( \mathcal{A} \) because

\[ \dim \mathcal{F}(I) = 2 < 3 = \dim \mathcal{A}^- . \]

Thus, the image of \( g(T_{1,2}, T_{1,1}) \) in \( \mathcal{A}^- \) cannot be zero either. It follows that both \( T_{1,1}^n \) and \( g(T_{1,2}, T_{1,1}) \) are non zerodivisors on the domain \( \mathcal{A}^- \). Assertion (3) is proved.

We prove (4). We have seen that

\[ r(I) = r(\mathcal{F}(I)) = r(\mathcal{A}^-/\mathcal{A}^-) . \]

The reduction numbers of the two-dimensional standard graded rings \( \mathcal{A}^-/\mathcal{A}^- \) and \( \mathcal{A}^-/K^{(n)}^- \) may be computed after reducing modulo two generic linear forms, in which case the reduction number is simply the top socle degree, see, [23, Lemma 3.4]. Let \( k(u) \) be the appropriate purely transcendental extension of \( k \), let \( \ell_1 \) and \( \ell_2 \) be two generic linear forms in \( \mathcal{A}^- \otimes_k k(u) \), and let \( \bar{A}^- = (\mathcal{A}^- \otimes_k k(u))/(\ell_1, \ell_2)(\mathcal{A}^- \otimes_k k(u)) \). For every non-zero homogeneous element \( z \) in \( \mathcal{A}^- \) of positive degree, the sequence \( z, \ell_1, \ell_2 \) is a regular on \( \mathcal{A}^- \otimes_k k(u) \). Thus, both \( T_{1,2}^n \) and \( g(T_{1,2}, T_{1,1}) \) are non zerodivisors on \( \mathcal{A}^- \otimes_k k(u) \). It follows that the graded
$\overline{A}$-modules $\overline{A}$ and $\overline{K^{(n)}\cdot}(-1)$ are isomorphic. We know, since $\overline{A}$ has minimal multiplicity, that $\lambda(\overline{A}_s) = m - 2$ for all $s \geq 1$ (see also Proposition 5.2); so,

$$
(\overline{A}/\overline{A})_s = 0 \iff \lambda(\overline{A})_s = m - 2 \iff \lambda(\overline{K^{(n)}\cdot})_{s-1} = m - 2
$$

and

$$
r(I) = r(\overline{A}/\overline{A}) = \max\{s \mid (\overline{A}/\overline{A})_s \neq 0\}
= \max\{s \mid (\overline{A}/\overline{K^{(n)}\cdot})_s \neq 0\} + 1 = r(\overline{A}/\overline{K^{(n)}\cdot}) + 1. \quad \square
$$

**Theorem 4.4.** Adopt Data 4.1 with $n \geq 2$.

(a) We have

$$
depth \text{gr}_I(R) + 1 = depth \mathcal{R}(I) = depth \mathcal{F}(I) = \begin{cases} 
2, & \text{if } \rho = 1, \\
1, & \text{if } \rho = 2.
\end{cases}
$$

In particular, $\mathcal{F}(I)$ is Cohen-Macaulay if and only if $\rho = 1$.

(b) If $\rho = 1$, then

$$
r(I) = r(\mathcal{F}(I)) = reg \mathcal{F}(I) = \left\lceil \frac{n-1}{\sigma_1} \right\rceil + 1.
$$

(c) If $\rho = 2$, then $reg(\mathcal{F}(I)) = \left\lceil \frac{n-1}{\sigma_2} \right\rceil + 1$.

**Remark.** The value of $r(I) = r(\mathcal{F}(I))$ when $\rho = 2$ is computed in Theorem 4.6.

**Proof.** We apply Theorem 1.11 and Observation 4.2. The isomorphisms

$$
\mathcal{R}(I) = \frac{A}{\mathcal{A}}, \quad \mathcal{F}(I) = \frac{A}{\overline{A}}, \quad \mathcal{A}A \cong K^{(n)}\cdot, \quad \text{and} \quad \mathcal{A}^\cdot \cong K^{(n)}\cdot(-1)
$$

tell us that

$$
depth \mathcal{R}(I) = depth A/K^{(n)} \quad \text{and} \quad depth \mathcal{F}(I) = depth A^\cdot/K^{(n)}\cdot.
$$

They also show that $reg \mathcal{A}^\cdot = reg K^{(n)}\cdot + 1$. As $0 \neq K^{(n)}\cdot \subsetneq A^\cdot$, we have $reg K^{(n)}\cdot \geq 1$, and therefore $reg \mathcal{A}^\cdot \geq 2$. On the other hand, $reg A^\cdot = 1$; hence, $reg \mathcal{A}^\cdot > reg A^\cdot$. This strict inequality gives $reg(\mathcal{A}^\cdot/\mathcal{A}^\cdot) = reg \mathcal{A}^\cdot - 1$. It follows that

$$
reg \mathcal{F}(I) = reg(\mathcal{A}^\cdot/\mathcal{A}^\cdot) = reg \mathcal{A}^\cdot - 1 = reg K^{(n)}\cdot.
$$
One may now read \( \text{reg} \mathcal{F}(I) = \left\lceil \frac{n-1}{\sigma_\rho} \right\rceil + 1 \) from Theorem 4.5. If \( \rho = 2 \), then one may also read \( \text{depth} \mathcal{R}(I) = \text{depth} \mathcal{F}(I) = 1 \). If \( \rho = 1 \), then the variable \( T_m \) is not involved in

\[
\psi = \begin{bmatrix} T_1 & \cdots & T_{m-2} & y \\ T_2 & \cdots & T_{m-1} & x \end{bmatrix}, \quad \psi_{tr} = \begin{bmatrix} T_1 & \cdots & T_{m-2} \\ T_2 & \cdots & T_{m-1} \end{bmatrix},
\]

\( K^{(n)} \), or \( K^{(n)\cdot} \); so \( T_m \) is regular on \( A/K^{(n)} \) and \( A/K^{(n)\cdot} \) and Theorem 4.5 tells us that

\[
\text{depth} A/(T_m, K^{(n)}) = \text{depth} A^{\cdot}/(T_m, K^{(n)\cdot}) = 1.
\]

Therefore \( \text{depth} \mathcal{R}(I) = \text{depth} \mathcal{F}(I) = 2 \) in this case. For any value of \( \rho \), the Rees algebra \( \mathcal{R}(I) \) is not Cohen-Macaulay. It follows that \( \text{gr}_I(R) \) is not Cohen-Macaulay either by [21, Thm. 5] and then \( \text{depth} \mathcal{R}(I) = \text{depth} \text{gr}_I(R) + 1 \) by [17, Thm. 3.10]. Finally, we recall that if \( \mathcal{F}(I) \) is a Cohen-Macaulay ring, then \( \text{reg} \mathcal{F}(I) = r(I) \); indeed both quantities are equal to the top socle degree of \( \mathcal{F}(I) \) modulo a linear system of parameters. \( \square \)

**Theorem 4.5.** Let \( \sigma_1 \geq \cdots \geq \sigma_\ell \geq 1 \) and \( n \geq 2 \) be integers, and let \( P \) be the polynomial ring

\[
k[\{T_{i,j} \mid 1 \leq i \leq \ell \quad \text{and} \quad 1 \leq j \leq \sigma_i + 1\}].
\]

For each \( u \), with \( 1 \leq u \leq \ell \), let \( \psi_u \) be the generic scroll matrix

\[
\psi_u = \begin{bmatrix} T_{u,1} & T_{u,2} & \cdots & T_{u,\sigma_u - 1} & T_{u,\sigma_u} \\ T_{u,2} & T_{u,3} & \cdots & T_{u,\sigma_u} & T_{u,\sigma_u + 1} \end{bmatrix}.
\]

Let \( \Psi \) be the matrix

\[
\Psi = [\psi_1 | \cdots | \psi_\ell],
\]

\( A \) be the ring \( P/I_2(\Psi) \), and \( K \) be the ideal in \( A \) generated by the entries of the top row of \( \Psi \). Then

\[
\text{depth} A/K^{(n)} = 1 \quad \text{and} \quad \text{reg} K^{(n)} = \left\lceil \frac{n-1}{\sigma_\ell} \right\rceil + 1.
\]

**Proof.** See [20, Theorem 5.5 and Corollary 2.6]. \( \square \)
Theorem 4.6. Adopt Data 4.1. If $I$ is as in Definition 1.5 with $\rho = 2$, then the following statements hold.

(a) $\left\lfloor \frac{n}{\sigma_1} \right\rfloor \leq r(I) \leq \left\lfloor \frac{n-1}{\sigma_1} \right\rfloor + 1$.

(b) If $\sigma_1 | n - 1$, then $r(I) = \left\lfloor \frac{n}{\sigma_1} \right\rfloor = \left\lfloor \frac{n-1}{\sigma_1} \right\rfloor + 1$.

(c) $r(I) = \left\lfloor \frac{n}{\sigma_1} \right\rfloor \iff H_{K(n)^- \cdot \left(\left\lfloor \frac{n}{\sigma_1} \right\rfloor \right)} \geq m - 2$.

Remarks. 1. The exact value of $H_{K(n)^- \cdot \left(\left\lfloor \frac{n}{\sigma_1} \right\rfloor \right)}$ depends on the interaction between the three integers $\sigma_1$, $\sigma_2$, and $n$, and is not difficult to calculate. From Theorem 3.2 we know that $K(n)^-$ is equal to

$$
\begin{cases}
T_{1,1}^{f(\emptyset)}(T_{1,1}, \ldots, T_{1,r(\emptyset)})A^-, & \text{if } \rho = 1, \\
T_{1,1}^{f(\emptyset)}(T_{1,1}, \ldots, T_{1,r(\emptyset)})A^+ + \sum_{\sigma_1 > 0} f(\emptyset) T_{1,1}^{a_1} T_{2,1}^{f(\emptyset)}(T_{2,1}, \ldots, T_{2,r(\emptyset)})A^+, & \text{if } \rho = 2.
\end{cases}
$$

Furthermore, the generators listed here form a homogeneous minimal generating set of $K(n)^-$ according to [20, Prop. 1.20]. Clearly, $K(n)^-$ is concentrated in degrees at least $f(\emptyset) + 1 = \left\lfloor \frac{n}{\sigma_1} \right\rfloor$. Thus, to compute $H_{K(n)^- \cdot \left(\left\lfloor \frac{n}{\sigma_1} \right\rfloor \right)}$ one only needs to count the minimal homogeneous generators of degree $\left\lfloor \frac{n}{\sigma_1} \right\rfloor$. Thus, the exact value of $H_{K(n)^- \cdot \left(\left\lfloor \frac{n}{\sigma_1} \right\rfloor \right)}$ is equal to $\sigma_1 \left\lfloor \frac{n}{\sigma_1} \right\rfloor - n + 1$ plus the cardinality of the following set

$$
\{(i, j, k) \mid i + j + 1 = \left\lfloor \frac{n}{\sigma_1} \right\rfloor \text{ and } \sigma_1 i + \sigma_2 j < n \leq \sigma_1 i + \sigma_2 (j + 1) + 1 - k, \}
$$

where $i$ and $j$ are non-negative integers and $k$ is a positive integer.

2. We prove (a) now. Assertion (b) is obvious.

3. Part (a) shows that there are only two possible choices for $r(I)$. Furthermore, in the proof of (a), we learn a necessary condition for $r(I)$ to take on the smaller of the two values; namely, that $K(n)^-$ contain at least $m - 2$ linearly independent homogeneous elements of degree $\left\lfloor \frac{n}{\sigma_1} \right\rfloor$. The proof that this condition is sufficient (i.e., part (c)) appears at the end of this section.

Proof of (a). Use the notation of Observation 4.2. So, $A^- = k[T_1, \ldots, T_m]/I_2(\psi_{tr})$ and $\mathcal{F}(I) = A^+ / A^-$ . The convention of (1.4) is in effect and each variable $T_i$ has two names.

We first establish the inequality on the right. Let $J = (T_m, T_{\sigma_1+1} - T_{\sigma_1+2})$ and write $-$ for images in $A^- = A^- / JA^-$. Notice that $T_m, T_{\sigma_1+1} - T_{\sigma_1+2}$ form a linear system of parameters in $A^- / K(n)^-$. In conjunction with Observation 4.2(4), this yields

$$
r(I) = r\left( A^- / K(n)^- \right) + 1 \leq \max \left\{ i \left\lfloor \frac{A^- / K(n)^-}{i} \right\rfloor \neq 0 \right\} + 1.
$$
Clearly, $[\overline{A}/(T_{1,1})]_i = 0$, for $i > 1$; hence, $\overline{A}^{-1}_i = T_{1,1}^{-1}\overline{A}^{-1}$ for $i \geq 1$. On the other hand, the generators of $\overline{K}(n)^{\cdot}$ are listed in (4.7). Observe that $T_{2,1}T_{2,j} = 0$ in $\overline{A}$, for $1 \leq j \leq \sigma_2 + 1$, because

$$T_{2,1}T_{2,j} = T_{1,\sigma_1}T_{2,j} = T_{1,\sigma_1 + j}T_{2,\sigma_2 + 1} = 0.$$ 

Notice that all variables make sense. The first and last equations are due to $J$. The middle equation happens because of the determinantal relations. So,

$$K(n)^{\cdot} = T_{1,1}^{f(\emptyset)} [(T_{1,1}, \ldots, T_{1,r(\emptyset)}) + \chi(f(f(\emptyset))) = 0)(T_{2,1}, \ldots, T_{2,r(f(\emptyset)))}].$$

Observe immediately that

$$\overline{A}^\cdot_i = T_{1,1}^{i-1}\overline{A}^{-1}_1 \subseteq K(n)^{\cdot}$$

for $i > f(\emptyset) + 1$. Recall that

$$r(\emptyset) = \sigma_1 \iff \sigma_1 | (n-1) \iff f(\emptyset)\sigma_1 = n - 1.$$ 

If (4.10) occurs, then $f(f(\emptyset)) = 0$ and $r(f(\emptyset)) = \sigma_2$. Therefore, if (4.10) occurs, then (4.8) shows that (4.9) also occurs at the value $i = f(\emptyset) + 1$. We see that

$$r(I) - 1 \leq \max \left\{ i \left| \overline{A}^{\cdot}/K(n)^{\cdot} \right|_i \neq 0 \right\} \leq \begin{cases} f(\emptyset), & \text{if } \sigma_1 | (n-1), \\ f(\emptyset) + 1, & \text{if } \sigma_1 \nmid (n-1); \end{cases}$$

hence, $r(I) - 1 \leq \left[ \frac{n-1}{\sigma_1} \right]$.

Now we establish the inequality on the left. We may assume that the field is infinite. Let $\ell_1$ and $\ell_2$ be two general linear forms in $k[T_1, \ldots, T_m]$, $J$ be the ideal $(\ell_1, \ell_2)$ of $A^\cdot$, and $\overline{\cdot}$ represent image in $\overline{A}^\cdot = A^\cdot / JA^\cdot$. We see that $\ell_1, \ell_2$ is a general linear system of parameters in $A^\cdot / K(n)^{\cdot}$; hence,

$$r \left( A^\cdot / K(n)^{\cdot} \right) = \max \left\{ i \left| \overline{A}^\cdot / K(n)^{\cdot} \right|_i \neq 0 \right\},$$

see, for instance [24, Cor. 2.2]. However,

$$\left[ \overline{A}^\cdot / K(n)^{\cdot} \right]_{f(\emptyset)} \neq 0$$

because $\overline{A}$ is a ring of positive Krull dimension and the minimal generator degree of $K(n)^{\cdot}$ is greater than $f(\emptyset)$, see (4.7). Thus,

$$f(\emptyset) \leq r \left( A^\cdot / K(n)^{\cdot} \right) = r(I) - 1.$$
The proof of Theorem 4.6(c) will be based on the next general result relating reduction numbers to Hilbert functions. Assume that \((B, \mathfrak{m})\) is a one-dimensional Cohen-Macaulay standard graded ring over a field. Assume also that \(B\) has minimal multiplicity \(e\) and \(L\) is a homogeneous \(\mathfrak{m}\)-primary ideal. In this case \(r(B/L) < s\) if and only if \(H_L(s) \geq e\). The purpose of the following theorem is to prove an analogous statement in dimension two. The first difference function of the Hilbert function is denoted \(\Delta H\) and is defined by \(\Delta H_M(i) = H_M(i) - H_M(i-1)\).

**Theorem 4.11.** Let \((B, \mathfrak{m})\) be a standard graded domain over a field \(k\). Assume that \(B\) is a two-dimensional Cohen-Macaulay ring with minimal multiplicity \(e\). Let \(s\) be a positive integer and \(L\) be a homogeneous ideal of \(B\) with \(\dim B/L = 1\). Let \(\ell\) be a generic linear form defined over a purely transcendental extension field \(k'\) of \(k\) and assume that, after making a possible further field extension \(k''\) of \(k'\),

\begin{equation}
(4.12) \quad m^s \subset \left(\{y^s \mid y \in B_1 \otimes_k k''\}\right) + (L, \ell).
\end{equation}

One has

\[ r(B/L) < s \iff \Delta H_L(s) \geq e. \]

**Remark.** The hypothesis (4.12) is automatically satisfied if the characteristic of \(k\) is zero.

**Proof.** We replace \(B\) by \(B \otimes_k k'\). This does not change the reduction number of \(B/L\) according to [23, Lemma 3.4]. Write \(-\) for images in \(\overline{B} = B/(\ell)\). Notice that \(\overline{B}\) is a domain by [15, Theorem] and \(r(B/L) = r(\overline{B}/\overline{L})\) again by [23, Lemma 3.4], whereas \(\Delta H_L = H_{L/\ell L}\). Moreover, \(\overline{B}/\overline{L}\) is an Artinian ring. We need to show that \(\overline{L}_s = \overline{B}_s\) if and only if \(H_{L/\ell L}(s) \geq e\). Since \(H_{\overline{B}}(s) = e\) it remains to prove that \(H_{\overline{L}}(s) \geq e\) if and only if \(H_{L/\ell L}(s) \geq e\). As \(H_{\overline{L}}(s) \leq H_{L/\ell L}(s)\) it suffices to show that if \(H_{L/\ell L}(s) \geq e\) then \(H_{\overline{L}}(s) \geq e\).

If \(\overline{B}/\overline{L}\) has a non-zero homogeneous socle element of degree \(j < s\), then \(z\overline{m} \subset \overline{L}\) for some homogeneous non-zero element \(z \in \overline{B}\) of degree \(j\). Hence

\[ H_{\overline{L}}(s) \geq H_{z\overline{m}}(s) = H_{\overline{m}}(s-j) \]

because \(\overline{B}\) is a domain. Clearly \(H_{\overline{m}}(s-j) = e\) since \(s-j \geq 1\), which gives \(H_{\overline{L}}(s) \geq e\).

Thus we may assume that the socle of \(\overline{B}/\overline{L}\) is concentrated in degrees \(\geq s\). For the remainder of the proof we do not need anymore that \(\overline{B}\) is a domain, thus we may extend the ground field to assume that condition (4.12) holds. We wish to apply the Socle Lemma [18, Cor. 3.11(i)] to the exact sequence

\[ 0 \rightarrow (L:\ell/L)(-1) \rightarrow (B/L)(-1) \xrightarrow{\ell} B/L \rightarrow B/(L, \ell) = \overline{B}/\overline{L} \rightarrow 0. \]
The statement of the Socle Lemma requires that the field have characteristic zero; however, this hypothesis is only used in order to ensure that condition (4.12) is satisfied. Also, the Socle Lemma requires \( \ell \) to be a general linear form, but the proof also works for generic linear forms, see [18, Prop. 3.5]. So the Socle Lemma may be applied in the present situation. In our setting it says that if the socle of \( \mathcal{B}/\mathcal{L} \) is concentrated in degrees \( \geq s \) then so is \( L: \ell/L \). Thus \([L: \ell]_{s-1} = L_{s-1} \). It follows that

\[
[L \cap (\ell)]_s = [\ell(L: \ell)]_s = \ell[L: \ell]_{s-1} = \ell L_{s-1} = [\ell L]_s.
\]

This gives \([L/L(\ell L)]_s\). Thus \( H_L(s) = H_{L/\ell L}(s) \geq e \). □

In the next proposition we show that the homogeneous coordinate ring of any rational normal curve satisfies assumption (4.12) regardless of the characteristic. If one is only interested in characteristic zero, then Proposition 4.13 may be skipped.

**Proposition 4.13.** Let \( k' \) be the field of rational functions \( k(\lambda_1, \ldots, \lambda_c) \) in \( c \) variables over the field \( k \) and let \( k'' \) be any extension field of \( k' \) for which the polynomial

\[
P(x) = x^c - \lambda_c x^{c-1} - \cdots - \lambda_2 x - \lambda_1
\]

splits into linear factors. Let \( A \) be the standard graded algebra \( k''[T_1, \ldots, T_c]/I_2(\psi) \), where \( \psi \) is the scroll matrix

\[
\psi = \begin{bmatrix}
T_1 & T_2 & \ldots & T_{c-1} & T_c \\
T_2 & T_3 & \ldots & T_c & \sum_{i=1}^{c} \lambda_i T_i
\end{bmatrix}.
\]

Then there exist homogeneous linear forms \( v_1, \ldots, v_c \) in \( A_1 \) such that \( v_1^s, \ldots, v_c^s \) is a \( k'' \)-basis for \( A_s \) for all \( s \geq 1 \).

**Proof.** Recall that \( A \) is a one-dimensional standard graded ring of minimal multiplicity \( c \) and \( T_1 \) is an \( A \)-regular linear form. (Some readers will find Proposition 5.2 to be helpful at this point.) Hence for any \( s \geq 1 \) one has \( \dim A_s = c \) and \( T_1^{s-1} T_1, \ldots, T_1^{s-1} T_c \) form a basis of \( A_s \). Once we have identified suitable candidates for \( v_1, \ldots, v_c \), then we need only verify that \( v_1^s, \ldots, v_c^s \) are linearly independent. Ultimately, we pick \( v_1, \ldots, v_c \) to be a basis for \( A_1 \) which yields a simultaneous diagonalization of all of the linear transformations \( \varphi_j = T_1^{-1} T_j: A_1 \to A_1 \).

Let \( k'' \subseteq k'' \) be the splitting field of \( P(x) \) over \( k' \). Since \( \lambda_1, \ldots, \lambda_c \) are variables over \( k \), the polynomial \( P(x) \) has \( c \) distinct roots. In particular, the field extension \( k' \subseteq k'' \) is separable.

The matrix representation of the endomorphism \( \varphi_2 = T_1^{-1} T_2: A_1 \to A_1 \) with respect to the basis \( T_1, \ldots, T_c \) is
This being a companion matrix it follows that the minimal polynomial of \( \varphi_2 \) is \( P(x) \), which has \( c \) distinct roots in \( k''' \). Thus \( \varphi_2 \) is diagonalizable over \( k''' \) with eigenvectors, say, \( v_1, \ldots, v_c \).

On the other hand, for \( 2 \leq j \leq c \) one has \( T_1T_j = T_2T_{j-1} \), hence \( \varphi_j = \varphi_2\varphi_{j-1} \). Thus one sees by induction on \( j \) that \( v_1, \ldots, v_c \) are eigenvectors for every \( \varphi_j \). In fact, there exist \( \alpha_i \in k''' \) with

\[
T_jv_i = \alpha_i^{j-1}T_1v_i.
\]

Thus, \( \mathfrak{m}v_i \subset AT_1v_i \) for \( 1 \leq i \leq c \), and then \( \mathfrak{m}^sv_i \subset AT_1^{s-1}v_i \). In particular, \( v_i^s \in AT_1^{s-1}v_i \), say

\[
(4.14) \quad v_i^s = \beta_i T_1^{s-1}v_i,
\]

for some \( \beta_i \in k''' \).

Recall that \( k'[T_1, \ldots, T_c]/I_2(\Psi) \) is a domain and \( k' \subset k''' \) is a separable field extension. Therefore \( k'''[T_1, \ldots, T_c]/I_2(\Psi) \) is reduced, hence \( v_i^s \neq 0 \) in

\[
k'''[T_1, \ldots, T_c]/I_2(\Psi) \subseteq A,
\]

and \( \beta_i \neq 0 \). Since \( T_1^{s-1} \) is a non zerodivisor and \( \beta_i \) are non-zero scalars, \((4.14)\) shows that \( v_1^s, \ldots, v_c^s \) are indeed linearly independent over \( k''' \) and therefore also over \( k'' \). \( \square \)

**Proof of part (c) of Theorem 4.6.** Start with the ring \( A^- \) and the ideal \( K^{(n)}^- \) of Observation 4.2. From Theorem 4.6(a) and Observation 4.2(4) we know that

\[
\left\lceil \frac{m}{\sigma_1} \right\rceil \leq r(I) = r\left(A^-/K^{(n)}^-\right) + 1.
\]

Hence it suffices to show that

\[
r\left(A^-/K^{(n)}^-\right) < \left\lceil \frac{m}{\sigma_1} \right\rceil \iff H_{K^{(n)}^-}\left(\left\lceil \frac{m}{\sigma_1} \right\rceil\right) \geq m - 2.
\]

First assume that \( H_{K^{(n)}^-}\left(\left\lceil \frac{m}{\sigma_1} \right\rceil\right) \geq m - 2 \). Let \( \ell \) be the linear form \( T_{1,\sigma_1+1} - T_{2,1} \) of \( A^- \), and let \( \overline{\cdot} \) denote images in the ring \( \overline{A^-} = A^-/(\ell) \). Clearly, \( \ell \) is a regular element
on \( A^\sim \). Notice that the image of \( T_{2,1} \) in \( A^\sim \) lies in \( K^\sim \), whereas the image of \( T_{1,\sigma_1+1} \) does not. Therefore \( \ell = T_{1,\sigma_1+1} - T_{2,1} \) is regular on \( A^\sim / (K^\sim)^{(n)} = A^\sim / K^\sim(n) \). It follows that \( H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) = \Delta H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \). However, \( K^{(n)} \) is concentrated in degrees at least \( \left\lceil \frac{n}{\sigma_1} \right\rceil \) and therefore \( \Delta H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) = H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \). On the other hand, \( r \left( \overline{A^\sim} / K^{(n)} \right) \geq r \left( A^\sim / K^{(n)} \right) \). Hence, it suffices to prove that

\[
H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \geq m - 2 \implies r \left( \overline{A^\sim} / K^{(n)} \right) < \left\lceil \frac{n}{\sigma_1} \right\rceil.
\]

For this we wish to apply Theorem 4.11 to the integer \( \left\lceil \frac{n}{\sigma_1} \right\rceil \) and the ideal \( \overline{K^{(n)}} \) of the ring \( \overline{A^\sim} \). Notice that \( \overline{A^\sim} \) is the homogeneous coordinate ring of a rational normal curve. In particular, it is a two dimensional Cohen-Macaulay domain with minimal multiplicity \( m - 2 \). By Proposition 4.13 the ring \( \overline{A^\sim} \) satisfies condition (4.12). Furthermore, \( \overline{K^{(n)}} \) is a homogeneous ideal with \( \dim \overline{A^\sim} / \overline{K^{(n)}} = 1 \); thus, Theorem 4.11 implies that \( r \left( \overline{A^\sim} / \overline{K^{(n)}} \right) < \left\lceil \frac{n}{\sigma_1} \right\rceil \) if \( \Delta H_{\overline{K^{(n)}}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \geq m - 2 \).

But again, \( \Delta H_{\overline{K^{(n)}}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) = H_{\overline{K^{(n)}}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \). This completes the proof of the first implication.

Conversely, assume that \( r \left( \overline{A^\sim} / \overline{K^{(n)}} \right) < \left\lceil \frac{n}{\sigma_1} \right\rceil \). Now let \( \overline{A^\sim} \) denote the ring obtained from \( A^\sim \) by a purely transcendental extension of the field \( k \) and by factoring out two generic linear forms. Write \( \overline{K^{(n)}} = K^{(n)} \cdot \overline{A^\sim} \). One has

\[
r \left( \overline{A^\sim} / \overline{K^{(n)}} \right) = r \left( A^\sim / K^{(n)} \right),
\]

see [23, Lemma 3.4]. Therefore \( r \left( \overline{A^\sim} / \overline{K^{(n)}} \right) < \left\lceil \frac{n}{\sigma_1} \right\rceil \). Because \( \overline{A^\sim} / \overline{K^{(n)}} \) is Artinian and \( \overline{A^\sim} \) is a one-dimensional standard graded Cohen-Macaulay ring with minimal multiplicity \( m - 2 \), we conclude that \( H_{\overline{K^{(n)}}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) = H_{\overline{A^\sim}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) = m - 2 \).

Clearly,

\[
H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \geq H_{\overline{K^{(n)}}}(\left\lceil \frac{n}{\sigma_1} \right\rceil).
\]

Hence indeed \( H_{K^{(n)}}(\left\lceil \frac{n}{\sigma_1} \right\rceil) \geq m - 2 \). \( \square \)

5. Generalized Eagon-Northcott modules.

Let \( I \) be the ideal of (1.1). In Theorem 6.1 we record the graded Betti numbers of \( I^s \) for all \( s \). The main step in the proof of this theorem is the calculation of the Hilbert function of \( I^s \) and we do this by calculating \( \lambda((S/H)_{(u,s)}) \) and \( \lambda(K^{(n)}_{(u,s)}) \) for each bi-degree \((u,s)\). The \( S \)-module \( S/H \) is resolved by an Eagon-Northcott
complex and we have identified a filtration \( \{ \mathcal{E}_a \} \) of \( K^{(n)} \) so that each factor \( \mathcal{E}_a / D_a \) is a “Generalized Eagon-Northcott module”, in the sense that it is resolved by a generalized Eagon-Northcott complex. See [2, Section 2C] or [11, Section A2.6] for more information about these modules and complexes. We define the generalized Eagon-Northcott modules in Definition 5.1. The Hilbert function of each generalized Eagon-Northcott module, in the standard graded case, is given in Proposition 5.2. Lemma 5.4 and Corollary 5.5 show how to compute the Hilbert function of a generalized Eagon-Northcott module in a bi-graded situation. The main result of the present section is Proposition 5.6, where we record the formula for \( \lambda \left( \left( \mathcal{E}_a / D_a \right)_{(u,s)} \right) \) and \( \lambda \left( (S/H)_{(u,s)} \right) \) for each eligible tuple \( a \) and each bi-degree \( (u,s) \).

**Definition 5.1.** Let \( P \) be a ring, \( E \) and \( F \) be free \( P \)-modules of rank 2 and \( c \), respectively, and \( \Psi : F \to E \) be a homomorphism of \( P \)-modules. Define the generalized Eagon-Northcott module \( \text{EN}[\Psi, P, r] \) by

\[
\text{EN}[\Psi, P, r] = \begin{cases} 
\text{coker}(E^* \otimes \wedge^2 F \to F) & \text{if } r = -1 \\
P/I_2(\Psi) & \text{if } r = 0 \\
\text{Sym}_r(\text{coker } \Psi) & \text{if } 1 \leq r.
\end{cases}
\]

The defining map for \( \text{EN}[\Psi, P, -1] \) sends \( u \otimes v \) to \( [\Psi^*(u)](v) \). When there is no ambiguity about the ring \( P \), we suppress the \( P \) and write \( \text{EN}[\Psi, r] \) in place of \( \text{EN}[\Psi, P, r] \).

**Convention.** We define the binomial coefficient \( \binom{j}{i} \) for all integers \( i \) and \( j \) by

\[
\binom{j}{i} = \begin{cases} 
\frac{j(j-1)\cdots(j-i+1)}{i!} & \text{if } 0 < i, \\
1 & \text{if } 0 = i, \text{ and} \\
0 & \text{if } i < 0.
\end{cases}
\]

If \( i \) and \( j \) are integers with \( 0 \leq j \), then \( \binom{j}{i} = \binom{j}{j-i} \). If \( i \) is a nonnegative integer, then \( \binom{-1}{i} = (-1)^i \).

**Proposition 5.2.** Let \( P \) be a standard graded polynomial ring over a field and let \( \psi \) be a \( 2 \times c \) matrix of linear forms in \( P \). Let \( F = P(-1)^c \) and \( E = P^2 \) and view \( \psi \) as a map \( \psi : F \to E \). Assume that \( \text{ht } I_2(\psi) = c - 1 \) and let \( D \) be the Krull dimension of \( P/I_2(\psi) \). If \( r \) and \( s \) are integers, with \( -1 \leq r \leq c - 1 \), then

\[
(5.3) \quad \lambda(\text{EN}[\psi, r], s) = (r + 1) \binom{s + D - 2}{s} + c \binom{s + D - 2}{s-1}.
\]
Remarks.
1. Notice that both sides of (5.3) are zero when \( s < 0 \).
2. If \( D = 0 \), then the right side of (5.3) is equal to
   \[
   \begin{cases}
   r + 1, & \text{if } s = 0, \\
   c - (r + 1), & \text{if } s = 1, \\
   0, & \text{if } 2 \leq s.
   \end{cases}
   \]
3. If \( D = 1 \), then the right side of (5.3) is equal to
   \[
   \begin{cases}
   r + 1, & \text{if } s = 0, \\
   c, & \text{if } 1 \leq s.
   \end{cases}
   \]

Proof. The proof is by induction on \( D \). Start with \( D = 0 \). In this case, the number of variables in \( P \) is equal to \( \text{ht} \, I_2(\psi) = c - 1 \). In particular, \( \lambda(P_1) = c - 1 \). First, fix \( r \geq 1 \). In this case, \( \text{EN}[\psi, r] \) is minimally presented by
\[
S_{r-1}E \otimes F \to S_rE \to \text{EN}[\psi, r] \to 0,
\]
which is the same as
\[
P(-1)^{rc} \to P^{r+1} \to \text{EN}[\psi, r] \to 0.
\]
It is clear that \( \lambda(\text{EN}[\psi, r]_0) = r + 1 \). One may read that
\[
\lambda(\text{EN}[\psi, r]_1) = (r + 1)\lambda(P_1) - rc\lambda(P_0) = c - 1 - r.
\]
We know that \( I_2(\psi) \) kills \( \text{EN}[\psi, r] \). However, \( I_2(\psi) \) is equal to the square of the maximal ideal of \( P \) (notice that \( I_2(\psi) \subseteq m^2 \) and both ideals of \( P \) are minimally generated by \( \binom{c}{2} \) elements of \( P_2 \)), and \( \text{EN}[\psi, r] \) is generated in degree zero; so \( \text{EN}[\psi, r]_s = 0 \) for all \( s \geq 2 \).

It is very easy to see that the assertion is correct for \( r = 0 \). We now consider \( r = -1 \). The module \( \text{EN}[\psi, r] \) is minimally presented by
\[
E^* \otimes \bigwedge^2 F \to F \to \text{EN}[\psi, r] \to 0,
\]
which is the same as
\[
P(-2)^{\binom{2}{2}} \to P(-1)^c \to \text{EN}[\psi, r] \to 0.
\]
We can now read that
\[\lambda(EN[\psi, r]_s) = \begin{cases} 
0, & \text{if } s = 0, \\
c, & \text{if } s = 1, \text{ and} \\
c\lambda(P_t) - 2\binom{c}{2} = 0, & \text{if } s = 2.
\end{cases}\]

Once again, all of the generators of \(EN(\psi, r)\) have the same degree. As soon as we know that \(EN[\psi, r]_2 = 0\), then we know that \(EN[\psi, r]_s = 0\) for all \(s \geq 2\).

Now we treat positive \(D\). Let \(x\) be a linear form in \(P\) that is regular on \(P/I_2(\psi)\). Write \(\bar{P}\) for \(P/(x)\) and \(\bar{\psi}\) for \(\psi \otimes_P \bar{P}\). The module \(EN[r, \psi]\) is perfect (in the sense of [1, Def. 1.4.14]) and has the same associated primes as \(P/I_2(\psi)\). It follows that
\[0 \rightarrow EN[\psi, r](-1) \xrightarrow{\cdot x} EN[\psi, r] \rightarrow EN[\bar{\psi}, r] \rightarrow 0\]
is an exact sequence; and therefore \(\lambda(EN[\psi, r]_s) = \sum_{i=0}^{s} \lambda(EN[\bar{\psi}, r]_i)\).

We now study the Hilbert function of the generalized Eagon-Northcott modules in a bi-graded situation. The main algebraic tool is Lemma 5.4, which has nothing to do with grading. In Corollary 5.5, we apply Lemma 5.4 to the bigraded case of interest.

**Lemma 5.4.** Adopt the notation of Definition 5.1. Assume that \(F = F' \oplus F''\) for free modules \(F'\) and \(F''\) where \(F''\) has rank 1. Let \(\Psi': F' \rightarrow E\) be the restriction of \(\Psi\) to \(F'\) and \(\Psi'': F'' \rightarrow E\) be the restriction of \(\Psi\) to \(F''\). Assume that \(\text{grade } I_2(\Psi) \geq c - 1\).

If \(0 \leq r \leq c - 1\), then there is a short exact sequence
\[0 \rightarrow EN[\Psi', r - 1] \otimes F'' \xrightarrow{i} EN[\Psi', r] \xrightarrow{\pi} EN[\Psi, r] \rightarrow 0,\]
where \(\pi\) is the natural surjection and
\[i(m \otimes v) = \begin{cases} 
m \cdot \Psi''(v) & \text{for } 1 \leq r \\
\wedge^2 \Psi(m \wedge v) & \text{for } r = 0.
\end{cases}\]

**Proof.** Recall that the generalized Eagon-Northcott complex that is associated to \(EN[\Psi, r]\) is \(\mathcal{E}M[\Psi, r]\), with
\[\mathcal{E}M[\Psi, r]_p = \begin{cases} 
\text{Sym}_{r-p} E \otimes \wedge^p F & \text{if } 0 \leq p \leq r \\
D_{p-r} E^* \otimes \wedge^{p+1} F & \text{if } r + 1 \leq p.
\end{cases}\]
Recall also, that if \( \text{grade } I_2(\Psi) \geq c - 1 \), then \( \mathcal{E}[\Psi, r] \) is a resolution of \( \mathcal{E}[\Psi, r] \).

In the present situation, the decomposition \( F = F' \oplus F'' \) induces a short exact sequence of modules

\[
0 \to \bigwedge^p F' \to \bigwedge^p F \to \bigwedge^{p-1} F' \otimes F'' \to 0,
\]

for all \( p \). Furthermore, these short exact sequences of modules induce a short exact sequence of complexes

\[
0 \to \mathcal{E}[\Psi', r] \to \mathcal{E}[\Psi, r] \to \mathcal{E}[\Psi', r - 1][-1] \otimes F'' \to 0,
\]

for all \( r \). The corresponding long exact sequence of homology includes

\[
H_1(\mathcal{E}[\Psi', r] \to \mathcal{E}[\Psi', r - 1] \otimes F'' \to \mathcal{E}[\Psi, r] \to 0).
\]

The hypothesis \( \text{grade } I_2(\Psi) \geq c - 1 \) ensures that \( H_1(\mathcal{E}[\Psi, r]) = 0 \). □

**Corollary 5.5.** Retain the hypotheses of Lemma 5.4. Suppose that the ring \( P \) is equal to \( P'[x, y] \) where \( P' \) is a standard graded polynomial ring over the field \( k \) and \( x \) and \( y \) are new variables. View \( P \) as a bi-graded ring. The variables \( x \) and \( y \) have degree \( (1, 0) \). Each variable from \( P' \) has degree \( (0, 1) \). Suppose \( \Psi' \) is a \((c - 1) \times 2 \) matrix of \( \mathcal{P} \) and \( \Psi'' = \begin{bmatrix} y \\ x \end{bmatrix} \). Let \( R \) be the standard graded polynomial ring \( k[x, y] \). If \( (u, s) \) is any bi-degree and \( r \) is any integer with \( 0 \leq r \leq c \), then

\[
\lambda(\mathcal{E}[\Psi, P, r]((u, s))) = \lambda(R_u)\lambda(\mathcal{E}[\Psi', P', r]((u, s))) - \lambda(R(-1)_u)\lambda(\mathcal{E}[\Psi', P', r - 1]((u, s))).
\]

**Proof.** Apply Lemma 5.4 to obtain the short exact sequence

\[
0 \to \mathcal{E}[\Psi', P, r - 1]((-1, 0)) \to \mathcal{E}[\Psi', P, r] \to \mathcal{E}[\Psi, P, r] \to 0.
\]

We have \( P = R \otimes_k P' \). The map \( \Psi': P(-1)^{m-2} \to P^2 \) is the same as

\[
1 \otimes \Psi': R \otimes_k P'(-1)^{m-2} \to R \otimes_k P^2;
\]

and therefore, \( \mathcal{E}[\Psi', P, r] = R \otimes_k \mathcal{E}[\Psi', P', r] \). It follows that

\[
\lambda(\mathcal{E}[\Psi, P, r]((u, s))) = \lambda(R_u)\lambda(\mathcal{E}[\Psi', P', r]((u, s))) - \lambda(R(-1)_u)\lambda(\mathcal{E}[\Psi', P', r - 1]((u, s))).
\]
The rest of this section is devoted to proving Proposition 5.6. Adopt the notation of Definition 1.5 with (3.1). Recall the notion of eligible k-tuple \( \mathbf{a} = (a_1, \ldots, a_k) \), as well as \( f(\mathbf{a}) \) and \( r(\mathbf{a}) \), from the statement of Theorem 3.2. In [20, Def. 3.1] we put a total order on the set of eligible tuples. For eligible tuples \( \mathbf{b} \succ \mathbf{a} \) we define ideals \( \mathcal{E}_\mathbf{b} \subseteq \mathcal{E}_\mathbf{a} \) of \( A \) by induction. There is no convenient way to denote the eligible tuple which is immediately larger than a particular eligible tuple \( \mathbf{a} \); consequently, we define two parallel collections of ideals \( \{\mathcal{E}_\mathbf{a}\} \) and \( \{\mathcal{D}_\mathbf{a}\} \) simultaneously. The ideal \( \mathcal{D}_\emptyset \) is equal to zero. If \( \mathbf{a} \) is an eligible tuple of positive length, then

\[
\mathcal{E}_\mathbf{a} = \mathcal{D}_\mathbf{a} + T^a T^f(\mathbf{a}) (T_{k+1,1}, \ldots, T_{k+1,r(\mathbf{a})}).
\]

We have a filtration of \( K^{(n)} \):

\[
(0) \subsetneq \mathcal{E}_\emptyset \subsetneq \cdots \subsetneq \mathcal{E}_{0^\ell-1} = K^{(n)},
\]

where \( 0^s \) is the \( s \)-tuple \((0, \ldots, 0)\). It is also shown in [20, Thm. 3.17] that the factor module \( \mathcal{E}_\mathbf{a}/\mathcal{D}_\mathbf{a} \) is isomorphic to the generalized Eagon-Northcott module

\[
\text{EN}[\psi_{>k}, S/P_k, r(\mathbf{a}) - 1](-t_\mathbf{a}),
\]

where \( \psi_{>k} \) is the submatrix \([\psi_{k+1} \cdots \psi_\ell]\) of \( \psi \), \( P_k \) is the ideal

\[
P_k = (\{T_{i,j} \mid 1 \leq i \leq k, 1 \leq j \leq \sigma_i + 1\})
\]

of \( S \), and \( t_\mathbf{a} \) is the twist

\[
t_\mathbf{a} = \begin{cases} 
(0, \sum_{u=1}^k a_u + f(\mathbf{a}) + 1), & \text{if } k < \rho, \\
(f(\mathbf{a}) + 1, \sum_{u=1}^k a_u), & \text{if } k = \rho.
\end{cases}
\]

**Proposition 5.6.** Adopt the notation of Definition 1.5 with (3.1). Let \((u, s)\) be an arbitrary bi-degree.

(a)

\[
\lambda((S/H)_{(u,s)}) = \lambda(R_u) \left( \binom{s+1}{s} + (m-2) \binom{s+1}{s-1} \right) - \lambda(R(-1)_u)(m-2) \binom{s+1}{s-1}.
\]
(b)  
\[
\lambda \left( (E_\emptyset / D_\emptyset)_{(u,s)} \right) = \begin{cases} 
\lambda(R_u) \left[ r(\emptyset) \left( s-f(\emptyset) \right) + (m-2) \left( s-f(\emptyset) - 1 \right) \right] \\
-\lambda(R(-1)_u) \left[ (r(\emptyset) - 1) \left( s-f(\emptyset) \right) + (m-2) \left( s-f(\emptyset) - 1 \right) \right]
\end{cases}
\]

(c) If \( a = (a_1) \) is an eligible 1-tuple, then \( \lambda \left( (E_a / D_a)_{(u,s)} \right) \) is equal to
\[
\begin{cases} 
\chi(a_1 \leq s) \lambda(R(a_1 \sigma_1 - n)_u), & \text{if } \rho = 1, \text{ or} \\
\chi(a_1 + f(a_1) + 1 \leq s) \left( \lambda(R_u)(a_1 \sigma_1 - n + \sigma_2(s - a_1)) \right), & \text{if } \rho = 2.
\end{cases}
\]

(d) If \( a = (a_1, a_2) \) is an eligible 2-tuple then
\[
\lambda \left( (E_a / D_a)_{(u,s)} \right) = \chi(s = a_1 + a_2) \lambda(R(a_1 \sigma_1 + a_2 \sigma_2 - n)_u).
\]

Proof. For (a) and (b) we apply Corollary 5.5 with \( P' = k[T_1, \ldots, T_m] \) and \( \Psi' \) equal to the first \( m - 2 \) columns of \( \psi \). Thus,
\[
\lambda((S / H)_{(u,s)}) = \lambda \left( (\text{EN}[\psi, S, 0])_{(u,s)} \right) = \lambda(R_u)\lambda(\text{EN}[\Psi', P', 0]_s) - \lambda(R(-1)_u)\lambda(\text{EN}[\Psi', P', -1]_s)
\]
and
\[
\lambda \left( (E_\emptyset / D_\emptyset)_{(u,s)} \right) = \lambda \left( (\text{EN}[\psi, S, r(\emptyset) - 1](0, -f(\emptyset) - 1))_{(u,s)} \right) = \begin{cases} 
\lambda(R_u)\lambda \left( (\text{EN}[\Psi', P', r(\emptyset) - 1](-f(\emptyset) - 1))_s \right) \\
-\lambda(R(-1)_u)\lambda \left( (\text{EN}[\Psi', P', r(\emptyset) - 2](-f(\emptyset) - 1))_s \right)
\end{cases}
\]

Apply Proposition 5.2, with \( c = m - 2 \) and \( D = 3 \), to establish (a) and (b).

Take \( a = (a_1) \) to be an eligible 1-tuple with \( \rho = 1 \). Apply Corollary 5.5 with \( P' = k[T_m] \) and \( \Psi' \) equal to the zero map. In this case, \( r(a) = 1, f(a) + 1 = n - a_1 \sigma_1, \)
\( \text{EN}[0, P', 0] = P', \) and \( \text{EN}[0, P', -1] = 0 \). We have
\[
\lambda \left( (E_a / D_a)_{(u,s)} \right) = \lambda \left( (\text{EN} \left[ \left[ \frac{y}{x} \right], P'[x, y], 0 \right](a_1 \sigma_1 - n, -a_1))_{(u,s)} \right) = \lambda(R(a_1 \sigma_1 - n)_u)\lambda(P'(-a_1)_s).
\]
If \( a = (a_1, a_2) \) is an eligible 2-tuple, then \( \rho \) must equal 2, \( r(a) = 1, f(a) + 1 = n - a_1 \sigma_1 - a_2 \sigma_2 \),

\[
\lambda \left( \left( \mathcal{E}_a / \mathcal{D}a \right)_{(u,s)} \right) = \lambda \left( \left( \text{EN} \left[ \left[ \begin{array}{c} y \\ x \end{array} \right] \right], k[x, y], 0 \right) (a_1 \sigma_1 + a_2 \sigma_2 - n, -a_1 - a_2) \right)_{(u,s)} \\
= \lambda \left( R(a_1 \sigma_1 + a_2 \sigma_2 - n)_u \right) \lambda (-a_1 - a_2)_{s}.
\]

Finally, let \( a = (a_1) \) be an eligible 1-tuple with \( \rho = 2 \). Apply Corollary 5.5 with \( P' = k[T_2,1, \ldots, T_2, \sigma_2 + 1] \) and \( \Psi' = \psi_2 \) to see that

\[
\lambda \left( \left( \mathcal{E}_a / \mathcal{D}a \right)_{(u,s)} \right) = \lambda \left( \left( \text{EN} \left[ \left[ \psi_2, \psi_3 \right] \right], P'[x, y], r(a) - 1 \right) (0, -a_1 - f(a) - 1) \right)_{(u,s)} \\
= \left\{ \begin{array}{ll}
\lambda (R_u) \lambda ((\text{EN}[\psi_2, P', r(a) - 1](-a_1 - f(a) - 1))_{s}) \\
-\lambda (R(-1)_u) \lambda ((\text{EN}[\psi_2, P', r(a) - 2](-a_1 - f(a) - 1))_{s}).
\end{array} \right.
\]

Apply Proposition 5.2, with \( c = \sigma_2 \) and \( D = 2 \), to complete the calculation. \( \square \)

6. The resolution of \( I^s \).

We resolve every power of the ideal \( I \) of Definition 1.5. Our answer is expressed in terms of the parameter “\( a \)”, which is equal to the number of non-linear columns in the matrix which presents \( I^s \). The resolution depends on the shape of the partition \( \sigma \) which corresponds to \( I \).

**Theorem 6.1.** Let \( I \) be the ideal of Definition 1.5 and \( s \) be a positive integer. The minimal homogeneous resolution of \( I^s \) has the form

\[
0 \to R(-sd - 1)^b \oplus \mathbb{F} \to R(-sd)^{b_0} \to I^s \to 0,
\]

with \( b_0 = b + a + 1 \).

1. If \( \rho = 1 \), then \( \mathbb{F} = \sum_{u=0}^{a-1} R(-sd + u \sigma_1 - n), b = sd + \binom{a}{2} \sigma_1 - an, \) and

\[
a = \min \left\{ s, \left\lfloor \frac{n-1}{\sigma_1} \right\rfloor \right\}.
\]

2. If \( \rho = 2 \) and \( \sigma_1 > \sigma_2 \), then \( \mathbb{F} = \sum_{u=0}^{a-1} R(-sd + u(\sigma_1 - \sigma_2) + (s - 1)\sigma_2 - n), \)

\[
b = s(d + a \sigma_2) + \binom{a}{2} (\sigma_1 - \sigma_2) - a(n + \sigma_2), \quad \text{and}
\]

\[
a = \left\{ \begin{array}{ll}
\min \left\{ s, \left\lfloor \frac{n-(s-1)\sigma_2-1}{\sigma_1-\sigma_2} \right\rfloor \right\}, & \text{if } s \leq \frac{n-2}{\sigma_2} + 1, \\
0, & \text{if } \frac{n-1}{\sigma_2} + 1 \leq s.
\end{array} \right.
\]
If $\rho = 2$ and $\sigma_1 = \sigma_2$, then $F = R(-sd + (s-1)\sigma_2 - n)^a$,

$$b = s(d + a\sigma_2) - (n + \sigma_2) \quad \text{and} \quad a = \begin{cases} s, & \text{if } s \leq \frac{n-2}{\sigma_2} + 1 \text{ and} \\ 0, & \text{if } \frac{n-1}{\sigma_2} + 1 \leq s. \end{cases}$$

Remark. It is worth noting that the non-linear columns in the presenting matrix for $I^s$ all have the same degree for $\sigma_1 = \sigma_2$; however, these columns have distinct degrees in the other two cases.

Proof. The ring $S$ is bi-graded and the quotient map

$$S \to S/A = R(I)$$

sends $S_{(u,s)} \to R_uI^st^s = I_{u+sd}^st^s$, where $d$ is the degree of the generators of $I$; so,

$$\lambda(I_{u+ds}^s) = \lambda((S/A)_{(u,s)}),$$

and, for all integers $s$ and $z$,

$$\lambda(I_{s}^s) = \lambda((S/A)_{(z-ds,s)}).$$

The short exact sequence

$$0 \to A/H \to S/H \to S/A \to 0$$

gives

$$\lambda((S/A)_z) = \lambda((S/H)_z) - \lambda((A/H)_z).$$

Write $\bar{}$ to mean image in $A$, as in the proof of Theorem 1.11. The element $\bar{g}/\bar{y}^n$ of the quotient field of $A = S/H$ has degree $(0,1)$, since $\bar{g}$ has degree $(n,1)$ and $\bar{y}^n$ has degree $(n,0)$, and the isomorphism $\bar{g}/\bar{y}^n : K^{(n)} \to AA$ of ideals satisfies

$$\lambda(K^{(n)}_{(u,s-1)}) = \lambda((A/H)_{(u,s)}).$$

It follows that

$$\lambda(I_{s}^s) = \lambda((S/H)_{(z-ds,s)}) - \lambda(K^{(n)}_{(z-ds,s-1)}).$$

We have identified a filtration

$$\{E_a \mid a \text{ is an eligible tuple}\}$$

of $K^{(n)}$; thus

$$\lambda(I_{s}^s) = \lambda((S/H)_{(z-ds,s)}) - \sum_{a} \lambda((E_a/D_a)_{(z-ds,s-1)}).$$
Each length on the right hand side of (6.2) has been calculated in Proposition 5.6. We have

\[ \lambda(I^s) = b_0 \lambda(R(-sd)_{-1}) - N_1 \lambda(R(-sd-1)_{-1}) - N_2 \]

for

\[
N_2 = \begin{cases} 
\sum_{(a_1, a_2) \text{ eligible}} \chi(a_1 + a_2 = s - 1) \lambda(R(-sd + a_1 \sigma_1 + a_2 \sigma_2 - n)_{-1}), & \text{if } \rho = 2, \\
\sum_{(a_1) \text{ eligible}} \chi(a_1 \leq s - 1) \lambda(R(-sd + a_1 \sigma_1 - n)_{-1}), & \text{if } \rho = 1,
\end{cases}
\]

and integers \( b_0 \) and \( N_1 \). (There is no difficulty in recording the exact values of \( b_0 \) and \( N_1 \), but this is not necessary.)

When \( \rho = 2 \), we simplify \( N_2 \) by replacing \( a_2 \) with \( s - 1 - a_1 \). The parameter \( a_1 \) must satisfy:

\[ 0 \leq a_1 \leq s - 1 \quad \text{and} \quad a_1 \sigma_1 + (s - 1 - a_1) \sigma_2 < n. \]

Thus,

\[ N_2 = N'_2 \lambda(R(-sd - 1)_{-1}) + N''_2 \]

for \( N'_2 = \sum_{a_1=0}^{s-1} \chi(a_1(\sigma_1 - \sigma_2) + (s - 1) \sigma_2 - n = -1) \) and

\[ N''_2 = \sum_{a_1=0}^{s-1} \chi(a_1(\sigma_1 - \sigma_2) + (s - 1) \sigma_2 - n \leq -2) \lambda(R(-sd + a_1(\sigma_1 - \sigma_2) + (s - 1) \sigma_2 - n)_{-1}). \]

When \( \rho = 1 \), we write \( N_2 \) in the form (6.4) with \( N'_2 = \sum_{a_1=0}^{s-1} \chi(a_1 \sigma_1 - n = -1) \) and

\[ N''_2 = \sum_{a_1=0}^{s-1} \chi(a_1 \sigma_1 - n \leq -2) \lambda(R(-sd + a_1 \sigma_1 - n)_{-1}). \]

Let \( b = N_1 + N'_2 \). Apply Lemma 6.6 to see that the minimal resolution of \( I^s \) is

\[ 0 \to R(-sd - 1)^b \oplus \mathbb{F} \to R(-sd)^{b_0} \to I^s \to 0, \]

for \( \mathbb{F} \) equal to

\[ \sum_{a_1=0}^{s-1} \chi(a_1(\sigma_1 - \sigma_2) + (s - 1) \sigma_2 - n \leq -2) R(-sd + a_1(\sigma_1 - \sigma_2) + (s - 1) \sigma_2 - n), \]
if \( \rho = 2 \); or
\[
\sum_{a_1=0}^{s-1} \chi(a_1 \sigma_1 - n \leq -2) R(-sd + a_1 \sigma_1 - n),
\]
if \( \rho = 1 \). Notice that the rank of \( \mathbb{F} \) is equal to the number of non-linear columns in the presenting matrix for \( I^s \). We next express \( \mathbb{F} \) in a more transparent manner.

When \( \rho = 1 \), the constraint \( a_1 \sigma_1 - n \leq -2 \) is equivalent to
\[
a_1 \leq \left[ \frac{n - 2}{\sigma_1} \right] = \left[ \frac{n - 1}{\sigma_1} \right] - 1
\]
and
\[
\mathbb{F} = \sum_{a_1=0}^{a-1} R(-sd + a_1 \sigma_1 - n),
\]
for \( a = \min\{s, \left[ \frac{n-1}{\sigma_1} \right]\} \).

Take \( \rho = 2 \). The parameter \( a_1 \) is non-negative; so, \( \mathbb{F} \) is zero if \( \frac{n-1}{\sigma_2} + 1 \leq s \). We think about \( s \leq \frac{n-2}{\sigma_2} + 1 \). If \( \sigma_2 = \sigma_1 \), then \( \chi((s-1)\sigma_2 - n \leq -2) = 1 \) and
\[
\mathbb{F} = \sum_{a_1=0}^{s-1} R(-sd + (s-1)\sigma_2 - n) = R(-sd + (s-1)\sigma_2 - n)^s.
\]
If \( \sigma_1 > \sigma_2 \), then
\[
a_1(\sigma_1 - \sigma_2) + (s-1)\sigma_2 - n \leq -2 \iff a_1 \leq \left[ \frac{n - (s-1)\sigma_2 - 2}{\sigma_1 - \sigma_2} \right] = \left[ \frac{n - (s-1)\sigma_2 - 1}{\sigma_1 - \sigma_2} \right] - 1,
\]
and
\[
\mathbb{F} = \sum_{a_1=0}^{a-1} R(-sd + a_1(\sigma_1 - \sigma_2) + (s-1)\sigma_2 - n),
\]
for
\[
a = \left\{ \begin{array}{ll}
\min\{s, \left[ \frac{n-(s-1)\sigma_2-1}{\sigma_1-\sigma_2} \right]\}, & \text{if } s \leq \frac{n-2}{\sigma_2} + 1, \\
0, & \text{if } \frac{n-1}{\sigma_2} + 1 \leq s.
\end{array} \right.
\]

Finally, we see that the values of \( b_0 \) and \( b \) are completely determined by \( a \). Indeed, rank is additive on short exact sequences; so, \( b_0 = b + a + 1 \). Also, \( I^s \) is generated by the maximal minors of the matrix which presents \( I^s \). In other words, \( sd \) is equal to the sum of the column degrees of this presenting matrix; that is,
\[
b = sd + \sum_{a_1=0}^{a-1} (a_1(\sigma_1 - \sigma_2) + (s-1)\sigma_2 - n) = sd + \binom{a}{2}(\sigma_1 - \sigma_2) + (s-1)\sigma_2 a - na. \quad \square
\]
Lemma 6.6. Let $M$ be a homogeneous module of projective dimension one over the standard graded polynomial ring $R$. Suppose that all of the generators of $M$ have degree $D$. Suppose further that $b_0$, $b_1$ and $t_1 \leq t_2 \leq \cdots \leq t_{b_1}$ are integers which satisfy $D < t_1$ and

$$\lambda(M_\delta) = b_0 \lambda(R(-D)_\delta) - \sum_{i=1}^{b_1} \lambda(R(-t_i)_\delta)$$

for all integers $\delta$. Then the minimal homogeneous resolution of $M$ has the form

$$0 \rightarrow \bigoplus_{i=1}^{b_1} R(-t_i) \rightarrow R(-D)^{b_0} \rightarrow M \rightarrow 0.$$

Proof. The hypotheses ensure that the minimal homogeneous resolution of $M$ has the form

$$(6.7) \quad 0 \rightarrow \bigoplus_{i=1}^{b_1'} R(-t_i') \rightarrow R(-D)^{b_0'} \rightarrow M \rightarrow 0$$

for some integers $b_0'$, $b_1'$, and $t_1' \leq t_2' \leq \cdots \leq t_{b_1'}'$ with $D < t_1'$. Use (6.7) to compute the Hilbert function of $M$; so

$$b_0 \lambda(R(-D)_\delta) - \sum_{i=1}^{b_1} \lambda(R(-t_i)_\delta) = b_0' \lambda(R(-D)_\delta) - \sum_{i=1}^{b_1'} \lambda(R(-t_i')_\delta),$$

for all integers $\delta$. It follows that the free modules

$$F = R(-D)^{b_0} \oplus \bigoplus_{i=1}^{b_1'} R(-t_i') \quad \text{and} \quad F' = R(-D)^{b_0'} \oplus \bigoplus_{i=1}^{b_1} R(-t_i)$$

have the same Hilbert function. This forces the free $R$-modules $F$ and $F'$ to be equal; in other words, they have the exact same twists: $b_0 = b_0'$, $b_1 = b_1'$, and $t_i = t_i'$ for all $i$. □

The first two assertions of the following result may be read from the resolution of Theorem 6.1. A different proof of these results may be found in Corollary 2.13.
Corollary 6.8. Let $I$ be the ideal of Definition 1.5 and $s$ be a positive integer.

(1) If $\rho = 1$, then $\text{reg } I_s = sd + n - 1$ for all $s \geq 1$.

(2) If $\rho = 2$, then $\text{reg } I_s = sd$ if and only if $\frac{n-1}{\sigma_2} + 1 \leq s$.

(3) The following statements are equivalent:

(a) $I_s = (x, y)^{sd}$,

(b) the minimal homogeneous resolution of $I_s$ has the form

$$0 \to R(-sd - 1)^{b-1} \to R(-sd)^b \to I_s \to 0,$$

for some $b$,

(c) $\rho = 2$ and $\frac{n-1}{\sigma_2} + 1 \leq s$, or $\rho = 1$ and $n = 1$, and

(d) $a = 0$.

(e) $\text{reg } I_s = sd$.

Proof. We prove (3). The trick (6.5) shows that (a) and (b) are equivalent. The parameter $a$ is equal to the number of non-linear columns in the presenting matrix for $I_s$, so (d) and (b) are equivalent. The equivalence of (d) and (c) may be read from Theorem 6.1. Assertions (1) and (2) show that (c) and (e) are equivalent. □

Let $B$ be a standard graded algebra over a field and let $q_B(s)$ be the Hilbert polynomial of $B$. It follows that $q_B(s) = \lambda(B_s)$ for all large $s$. The postulation number of $B$ is

$$p(B) = \max\{s \mid q_B(s) \neq \lambda(B_s)\}.$$

Corollary 6.9. If $I$ is given in Definition 1.5, then

$$p(\mathcal{F}(I)) = \begin{cases} \left\lceil \frac{n-1}{\sigma_2} \right\rceil, & \text{if } \rho = 2, \\ \left\lceil \frac{n-1}{\sigma_1} \right\rceil - 1, & \text{if } \rho = 1. \end{cases}$$

Proof. The Hilbert function and the Hilbert polynomial of $\mathcal{F}(I)$ may be read from Theorem 6.1: $H_{\mathcal{F}(I)}(s)$ is equal to “$b_0$”, written as a function of $s$ and

$$q_{\mathcal{F}(I)}(s) = \begin{cases} sd + \binom{a}{2} \sigma_1 - an + a + 1, & \text{if } \rho = 1, \\ sd + 1, & \text{if } \rho = 2, \end{cases}$$

for $a = \left\lfloor \frac{n-1}{\sigma_1} \right\rfloor$. The calculation of $p(\mathcal{F}(I))$ when $\rho = 2$ is explicitly given in Corollary 6.8. A similar calculation is used when $\rho = 1$. □
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