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Abstract

Deploying machine learning models in safety-related domains (e.g. autonomous driving, medical diagnosis) demands for approaches that are explainable, robust against adversarial attacks and aware of the model uncertainty. Recent deep learning models perform extremely well in various inference tasks, but the black-box nature of these approaches leads to a weakness regarding the three requirements mentioned above. Recent advances offer methods to visualize features, describe attribution of the input (e.g. heatmaps), provide textual explanations or reduce dimensionality. However, are explanations for classification tasks dependent or are they independent of each other? For instance, is the shape of an object dependent on the color? What is the effect of using the predicted class for generating explanations and vice versa?

In the context of explainable deep learning models, we present the first analysis of dependencies regarding the probability distribution over the desired image classification outputs and the explaining variables (e.g. attributes, texts, heatmaps). Therefore, we perform an Explanation Dependency Decomposition (EDD). We analyze the implications of the different dependencies and propose two ways of generating the explanation. Finally, we use the explanation to verify (accept or reject) the prediction.

1. Introduction

In recent years the success of deep neural networks was mainly driven by technological advances in network architectures and learning algorithms to improve the performance of the model. However, using these models in real-world applications an interaction with humans is inevitable. This interaction leads to new considerations regarding ethical and legal issues as well as aspects of user acceptance. Especially in safety-critical applications the models need to be explainable. Therefore, decisions, predictions or recommendations of the machine learning model must be comprehensible for the user. For example, an autonomous vehicle detecting a stop-sign or executing a full braking maneuver should justify its decision. Predictions of classical methods like decision trees that can be explained by introspection and temporal fusion methods (e.g. Kalman filtering) are often enriched with an uncertainty measure (error covariance). In contrast, deep learning models are often treated as black-box models without any explanation. Even probabilistic outputs of neural networks, which could be treated as a confidence measurement, are often poorly calibrated as the confidence estimate must match the accuracy. Recently, Kendall and Gall proposed Bayesian deep learning to model the needed uncertainty.

Understanding the internal representation that neural networks are constructing is one step into the direction of understanding their way of reasoning and thus reduce the chance of malfunctions or successful attacks. Early work on hierarchical representations were already presented by Hubel and Wiesel in 1962. Their approach of complex cells, which are activated by simpler cells, leads to an internal representation of differently complex objects and properties within the network. These internal representations can be used to justify decisions and make them comprehensible. They can also help to develop decision-making systems that are not biased, unfair or even racist.

In this work we focus on methods that provide explanations in form of attribution of the input (e.g. visual concepts) or textual explanations. Fig. shows an example, where an auxiliary network is used for explaining the prediction besides the base-network that performs the intrinsic task (e.g. classifying traffic signs). The explanation could be a sentence containing the attributes (color, shape, symbols, etc.) that have contributed to the decision process or a region in the input space that was most important for the prediction. The appearance of attributes can also be used to verify the prediction by using their joint probability and optionally reject the decision.

First, we introduce a loss function to jointly learn explaining variables (attributes) and classification outputs. The loss can be mapped to a broad class of explainable models (e.g. [13, 28]). Second, we decompose or the factorize
the dependencies of attributes and classification outputs in different ways, to analyze the relations between explanations and the intrinsic task. In addition, appropriate network architectures and a method for attribute-based verification including a reject option are introduced. The evaluation is based on the german traffic sign recognition benchmark (GTSRB, [33]).

2. Related Work

Convolutional neural networks already create internal representations as proposed by [2, 43]. In order to make these representations usable for the human user, they can be synthesized in different ways. Previous approaches solve this problem by visualization of features [3, 7, 21, 24, 25, 26, 28, 30, 40, 41], attribution [8, 14, 17, 18, 31, 32, 34, 42] or by descriptive sentences [13, 37, 38]. However, these approaches have several disadvantages. Visualizations of activations and filters may lead to a comprehensive explanation of the internal representations. However, they are difficult to understand by the user because the visualizations are of high dimensionality. Image caption systems are often more likely to generate generic captions and in some cases are not tailored to give explanations for a specific decision [23]. We adress this problem by using general as well as specific attributes. Another alternative is to use semantic parts to justify decisions [42]. These semantic parts describe small objects or visual concepts and are assigned to the individual classes by a voting system. Finding a meaningful description of a class can be very difficult, since the differences between individual examples within a class can be very large, while different classes are sometimes very similar [12]. To create meaningful synthetic training data for such applications, more extensive methods are required [27].

Choosing the attributes to explain the prediction is a hard task as it requires prior knowledge. While we have chosen very simple handcrafted attributes in our work like in other approaches [42], it is also possible to have them selected unsupervised by the network [14]. However, this high variety of attributes might not be usable for easy explanations as labeling the unsupervised attributes is difficult due to the possibility of false interpretation.

Having comprehensible decision-making systems is very important because simple predictions systems can be fooled quite easily [1, 25] by modifying the input. These manipulations can be either modifications of the real object (e.g. contamination on traffic signs, graffiti, . . . ) or adversarial attacks which are designed to confuse the DNNs by adding a small amount of noise [6, 9, 20]. However, while it is already possible to prevent certain adversarial attacks by de-noising the input data [22] modifications on the real objects are difficult to recognize because the network compensates such errors and still predicts the most likely class. With our method such unclear inputs can be detected and rejected if necessary attributes are missing.

3. Methods

In this paper we pose the supervised learning problem in terms of a probability distribution \( p(y|x; \theta) \), where \( y \) denotes the class in the set of all classes \( \mathcal{Y} \), \( x \) denotes the input data or image and \( \theta \) is the parameter vector of the network. In explainable models we are interested in jointly learning
the distribution of the output class and the explaining variables $z$; we call these variables attributes. The joint probability distribution of the class and attributes given the input data can be written as

$$p(y, z|x; \theta).$$  \hspace{1cm} (1)

In general the parameter vector $\theta$ is determined using maximum likelihood estimation. We use a cross-entropy loss between the empirical data distribution $\hat{p}_{\text{data}}$ and the model distribution $p$ given by

$$L(\theta) = -E_{y, z|x \sim \hat{p}_{\text{data}}} \log p(y, z|x; \theta).$$ \hspace{1cm} (2)

### 3.1. Explanation Dependency Decomposition (EDD)

This section presents the details of the proposed method regarding the decomposition of different dependencies between attributes and class-labels. We start with a reference model, where no explaining variables are included. Based on this reference, the dependencies are integrated into the probabilistic model and the assumptions as well as the implications are discussed. In the following sections we distinguish between parameters of the feature extractor $\theta_f$ (convolutional layers), classifier $\theta_c$ and explanation or attributes $\theta_z$, respectively. Up to now we have used the parameter vector $\theta = \theta_{y,z,f}$ to denote all model parameters, that is $\theta_{y,z,f} = (\theta_y, \theta_z, \theta_f)$. The joint probability $p(y, z|x; \theta)$ can be decomposed as either

$$p(y, z|x; \theta) = p(y|x; \theta)p(z|y, x; \theta), \text{ or}$$  \hspace{1cm} (3)

$$p(y, z|x; \theta) = p(y|z, x; \theta)p(z|x; \theta).$$ \hspace{1cm} (4)

Variable $y$ is depended on $z$ or vice versa. $p(z|y, x; \theta)$ from Eq. 3 can be decomposed into the single attributes contained in $z$

$$p(z|y, x; \theta) = p(z_c|y, x; \theta) \prod_{k=1}^{e-1} p(z_k|\text{pa}(z_k), y, x; \theta).$$ \hspace{1cm} (5)

Eq. 4 can be decomposed in a similar fashion. In this context $\text{pa}(z_k)$ describes the parental variables of $z_k$. Depending on the model, we used either Eq. 3 or Eq. 4 with different parental variables. Tab. 1 summarizes the dependencies and the used equations for all utilized models.

| Model   | Base Equation | $\text{pa}(z_k)$ |
|---------|---------------|------------------|
| M-REF   | $p(y|x; \theta)$ | n/a              |
| M-FI    | $p(y|x; \theta)p(z|x; \theta)$ | $\emptyset$      |
| M-IACD  | Eq. 3         | $\{z_{k+1}, \ldots, z_e\}$ |
| M-DACD  | Eq. 5         | $\emptyset$      |
| M-CDIA  | Eq. 4         | $\{z_{k+1}, \ldots, z_e\}$ |
| M-CDDA  | Eq. 4         | $\{z_{k+1}, \ldots, z_e\}$ |

### 3.1.1 Full Independence (M-FI)

The simplest way of integrating explanations is to assume full independence. The model M-FI was developed under the assumption that the attributes are independent of each other in the same way in which the class is independent of the attributes. The implication of these assumptions are, that, given the input data $x$ the attributes $z$ are not providing any additional information to solve the classification task $y$ and vice versa. It is assumed, that during the joint training process the attributes and classes can have an influence on the parameter adjustment of feature extractor $\theta_f$. In contrast, the parameters of the model that are dedicated to the attributes $\theta_z$ are not adjusted by the classification loss and vise versa. The corresponding network structure is visualized in Fig. 3c.

### 3.1.2 Attributes with a Class-Dependency (M-IACD, M-DACD)

When designing an explainable model we want to get an explanation for a specific decision of the model. In this case the assumption that the explaining attributes are independent of the class may be oversimplified. To incorporate the class information we use the model M-IACD, where we only assume independent attributes. Thus, the explaining part of the model is given the ability to focus on class-specific explanations. The joint training process of the class and attributes may be unstable, since the attribute model has to use the noisy class outputs. To overcome this problem we apply a teacher forcing using the ground-truth labels during the first iterations of the training process. The network structure is shown in Fig. 3c and it is obvious that the explaining part of the model can influence all parameters of network, including the classifier. This aspect is possibly restricting the classification performance.

Using M-IACD as a base-model, thus preserving the class-dependency of the attributes, in addition a dependency among each attribute can be considered (cp. Fig. 3d). This model has the minimal amount of assumptions possible; as well as model M-CDDA. As an example, the model can capture the dependence of object shape and color attributes.

---

Table 1: Overview of the dependencies of the different models.
3.1.3 Class with a Attribute-Dependency (M-CDIA, M-CDDA)

In the previous models we have assumed a specific order while decomposing the joint probability distribution \( p(y, z|x; \theta) \). The goal was to get an explanation for a specific decision of a classifier. A different way to look at the problem is to give a possible explanation first (what kind of attributes are visible in the input space?) and define a classifier to leverage explanations for an enhanced classification performance. Thus, we still obtain an explainable model, but with slight shift of the objective with a focus on the classification performance. This type of model with a classifier dependent on the attributes and independence among attributes is denoted as model M-CDIA. The corresponding network structure is given in Fig. 2e.

The last decomposition of \( p(y, z|x; \theta) \) is based on model M-CDIA, but without making any assumptions. Likewise, a dependence of the class on the attributes is used and in addition the dependence among the attributes is preserved. The structure of model M-CDDA is shown in Fig. 2f.

3.2. Explanation

Our models represent their explanation by the presence and absence of attributes. The explanation made by the DNN can be seen as an image specific explanation

\[
\hat{y}, \hat{z} = \arg \max_{y,z} p(y, z|x; \theta)
\]

as they explain the resulting decision with the attributes visible in the image. The output of the DNN \((\hat{y}, \hat{z})\) is the most plausible combination of a class and the associated explanation. The explanation doesn’t need any knowledge about the internal dependencies, but may be affected by them.

3.3. Reject Option

The predicted attributes \( \hat{z} \) can not only be utilized for explaining the decision process, but also to verify, support or reject a prediction of the base-network. In our application we can define sufficient and necessary conditions (denoted as \( C \)) for each class based on the attributes. Necessary attributes must be recognized when a class is predicted. Furthermore, we can directly deduce a class if sufficient attributes of exclusively that class are recognized. For example given only a detected bicycle symbol we can directly induce class Bicycle lane. In general we can define at least some necessary conditions that could be used to support the decision. A simple categorization of the outputs for attribute-based verification of a prediction \( \hat{y} \) is given by Belnap [5], who has introduced the categories

1. True - we only have information about \( \hat{y} \) being true (no information about \( \hat{y} \) being false).
2. Both - we have information about \( \hat{y} \) being true or false (uncertain).
3. False - we only have information about \( \hat{y} \) being false.
4. None - we have no information.

Depending on the application at hand we could utilize different Belnap categories to define a reject option. We use the Belnap category True as a strong condition to accept a prediction and the three other categories define a reject. In order to apply the Belnap categories we use the predicted attributes $\hat{z}$ to define a possible set of class $\hat{Y}$. The set includes all classes that meet the defined conditions $C$. The reject option or verification can then be expressed by

$$h (\hat{y}, \hat{Y}) = \begin{cases} 
\text{accept,} & \text{if } \hat{y} \in \hat{Y} \land \hat{Y} \setminus \hat{y} = \emptyset \\
\text{reject,} & \text{otherwise}
\end{cases}$$

4. Experiments

4.1. Dataset

We use the dataset GTSRB [33] for our experiments. It consists of 43 different classes showing german traffic signs. The a priori distribution of the classes are compensated by augmentation. Furthermore, the data is normalized to have zero mean and a standard deviation of one, to compensate for different lighting conditions and a bias in exposure. For the classes we have determined the following attributes sorted by complexity:

- **Simple**: Main and border color (white, red, blue, black, yellow)
- **Medium**: Shapes (round, triangular, square and octagonal)
- **Complex**: Numbers (0, ..., 9) and symbols (car, truck, stop, animal, ice, children, people, construction site, attention, traffic lights, bicycle, narrow point, uneven)

![Image example](image)

Figure 3: Some examples of synthetic data. The colors, shapes and symbols are sampled from the original dataset.

In order to cover different variations of attributes, synthetic data, as shown in Fig. [3] is included. These synthetic samples account for approximately 39% of the dataset. Due to the selected attributes, it is possible that several attributes are only available for a single class (for example, the sign "priority road" is the only one with a square shape and a yellow main color). In order to prevent the respective classifiers from accidentally learning the wrong property, the synthetic data is used to create square signs with different main colors.

4.2. Architecture

The architecture of the convolution network is based on AlexNet [19] with a reduced number of parameters and an input size of $48 \times 48$. Instead of the original $6.2 \cdot 10^7$ parameters in the AlexNet, the model $M-REF$ uses only $2.9 \cdot 10^5$ parameter. The remaining networks need between $4.6 \cdot 10^6$ and $4.8 \cdot 10^6$ parameter, depending on the complexity of the dependencies. The reason for fewer parameters is mainly a parameter reduction in the fully-connected layers. As the internal representations become more complicated with the depth of the network [29, 40], the attributes are classified based on different feature layers of the network. Simple attributes, such as the main or border color, are determined directly after the second convolution layer. After the third layer the shapes are predicted. The remaining complex attributes (symbols, numbers) are determined after the fourth layer.

4.3. Results

4.3.1 Class predictions and explanations

The experiments show, that adding an auxiliary model for explaining a DNN doesn’t have a significantly negative effect on the accuracy. The models have to be compared to the pristine classifier $M-REF$ that has an accuracy of 92.20% (cp. Tab. [2]). However, the predictions of the additional attributes can have a very positive effect on improving the prediction of the class. Model $M-CDDA$ and $M-CDIA$ are examples that use a classifier with a dependency on the explanation and therefore can improve the classification performance. This suggests that the prediction of the class benefits from the additional knowledge about the attributes and the additional parameters available in the network. The accuracy of the explanations of these two models is close to the optimal model $M-DACD$. In contrast, the models that focus on class specific explanations ($M-DACD$ and $M-IACD$) provide less accurate class predictions. This property may be due to the fact that the attributes depend on the class and therefore their training has an influence on the classifier network. However, as expected the best performance regarding the explanation is achieved ($M-DACD$). Finally, using full independence of classes and explanations doesn’t change the performance of the classifier compared to the reference model. The explanations delivered by this kind of model are not of comparable quality given by all other models. The results for all models are presented in the first two rows of Tab. [2].

4.3.2 Class predictions with reject option

The second part of Tab. [2] describes the accuracy of the predictions with the option of rejecting a decision. The accuracy for all models increases while between 10.15% and
that there are dependencies between the attributes. To ob-
tain reliable classifications with decent explanation it is rec-
tended to use models where the classifier can benefit
from an attribute dependency and still has a low rejection
rate (e.g. M-CDIA). Adding the reject option for ambigu-
ous inputs leads to an increase in accuracy for all of our
models. In addition the verification process delivers a justi-
fication for performing a reject.

As the attributes were gathered supervised, they may not
cover the best representation possible from the networks
point of view, but they are guaranteed to be understandable
by a human. Unsupervised explanation generation systems
may have the problem to generate explanations that are not
directly interpretable. However, the introduced de-
pendency decomposition can also be used or combined with
unsupervised procedures (e.g. M-CDIA).

5. Conclusion

We have presented an analysis of different dependency
decompositions for explainable models and a method to ver-
ify the decision of the base-network that performs the intrin-
sic task. The results have shown that additional attributes
can be used to support, verify, and explain the predictions
of the network with an option of rejecting the decision. Fur-
thermore, with the right dependencies, the usage of explain-
ing attributes even lead to an increase in accuracy. The the-
thesis of could be confirmed for some of our models. Al-
though the accuracy of model M-IACD is slightly below the
reference model M-REF, the other models show a compar-
able or increased accuracy. From the increased performance
of the models M-CDDA and M-CDIA it can be concluded
that there are dependencies between the attributes. To ob-

Table 2: The accuracy of class predictions and explanations is evaluated for the different models. In addition the reject option
based on the attributes is evaluated only on the accepted predictions. The rejection rate defines the number of samples with
uncertain predictions (no decision possible).

| Model     | M-REF | M-DACD | M-IACD | M-FI | M-CDDA | M-CDIA |
|-----------|-------|--------|--------|------|--------|--------|
| Accuracy of \( \hat{y} \) | 92.20 | 92.03  | 90.75  | 92.34 | 97.86  | 98.04  |
| Accuracy of \( \hat{z} \) | 89.85 | 87.36  | 84.95  | 89.78 | 88.28  |         |

| Evaluation of the class prediction and explanation |
|---------------------------------------------------|
| Accuracy of \( \hat{y} \) | 95.29 | 95.33 | 98.14 | 99.27 | 99.35 |
| Rejection rate | 10.15 | 12.64 | 15.05 | 10.22 | 11.72 |

| Model     | M-REF | M-DACD | M-IACD | M-FI | M-CDDA | M-CDIA |
|-----------|-------|--------|--------|------|--------|--------|
| Accuracy of \( \hat{y} \) | 92.20 | 92.03  | 90.75  | 92.34 | 97.86  | 98.04  |
| Accuracy of \( \hat{z} \) | 89.85 | 87.36  | 84.95  | 89.78 | 88.28  |         |

| Evaluation of the class prediction with reject option |
|------------------------------------------------------|
| Accuracy of \( \hat{y} \) | 95.29 | 95.33 | 98.14 | 99.27 | 99.35 |
| Rejection rate | 10.15 | 12.64 | 15.05 | 10.22 | 11.72 |

Figure 4: Examples of three decisions using the reject option.
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