Attention-Based Bi-LSTM Model for Arabic Depression Classification
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Abstract: Depression is a common mental health issue that affects a large percentage of people all around the world. Usually, people who suffer from this mood disorder have issues such as low concentration, dementia, mood swings, and even suicide. A social media platform like Twitter allows people to communicate as well as share photos and videos that reflect their moods. Therefore, the analysis of social media content provides insight into individual moods, including depression. Several studies have been conducted on depression detection in English and less in Arabic. The detection of depression from Arabic social media lags behind due to the complexity of Arabic language and the lack of resources and techniques available. In this study, we performed a depression analysis on Arabic social media content to understand the feelings of the users. A bidirectional long short-term memory (Bi-LSTM) with an attention mechanism is presented to learn important hidden features for depression detection successfully. The proposed deep learning model combines an attention mechanism with a Bi-LSTM to simultaneously focus on discriminative features and learn significant word weights that contribute highly to depression detection. In order to evaluate our model, we collected a Twitter dataset of approximately 6000 tweets. The data labelling was done by manually classifying tweets as depressed or not depressed. Experimental results showed that the proposed model outperformed state-of-the-art machine learning models in detecting depression. The attention-based Bi-LSTM model achieved 0.83% accuracy on the depression detection task.
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1 Introduction

Depression is one of the increasingly serious public health issues in modern society. Depression can be defined as a mental illness that causes sadness and loss of interest. In its worst case, depression can sometimes result in suicide [1,2]. According to World Health Organization research [3], the number of people affected by depression globally exceeds 350 million. Moreover, the risk of suicide is more than 25 times greater in people who suffer from depression than in the population without these illnesses [2]. The risk factors for depression can be divided into three general categories. First, the
most common factors that lead to depression are lose of friends or family, financial problems, social isolation, emotional pain, and a loss of hope. These factors can make people feel depressed, sometimes leading to suicidal behaviour [4, 5]. Second, traumatic experiences, such as cyberbullying, sexual and physical abuse, and academic failure, often lead to depression [6]. Third, physical illnesses with little or no hope of cures, such as cancer, brain injury, diabetes, etc., have been found in many studies to lead to depression [7].

Social networks such as Twitter and Weibo have grown in popularity for public discussions on social matters. Twitter is a free broadcast channel that offers registered users the ability to discuss and communicate with others via 140-character texts. According to a recent Twitter report [8], a total of 1.3 billion accounts have been created, and there are approximately more than 320 million active users monthly and 140 million users who post over 450 million tweets each day. The popularity of these platforms provides individuals with a free space to talk about their feelings and moods. Fig. 1 shows an example taken from Twitter of users who are depressed and are expressing negative intentions, including discussion of suicide, because of cyberbullying and COVID-19.

Several machine-learning techniques, including naive Bayes (NB, support vector machine (SVM) and logistic regression (LR) have been employed in depression identification tasks [9–11]. Deep-learning techniques, such as recurrent neural networks (RNNs), convolutional neural networks (CNNs) and long short-term memory (LSTM) can also used for depression detection problems [12–14]. Deep learning has already had a significant influence on the field of text categorization when compared to classic machine-learning algorithms. Many studies have shown that deep neural networks outperform more traditional machine learning in terms of accuracy and performance [15, 16].

Social media platforms provide people with a free space to share their emotions and thoughts in written form. This highlights the potential of social media as a rich and consistent source for analyzing posts in Twitter that are particularly relevant for health disorders analysis. Most current studies that focus on analyzing depression in social media do so exclusively in the English language and ignore other languages, such as Arabic. Arabic is the sixth most widely spoken language on the
earth. However, depression analysis in the Arabic language is still to be done. Compared with English content, the Arabic language presents more complex challenges due to the use of unstructured non-grammatical slang. In addition, depression is a global issue, and the Arab community is also affected by it; however, there have been few studies on the detection of Arabic depression.

Hence, in this study, we were interested in filling this gap by introducing a robust model for capturing behavioural health disorders from Arabic content. To achieve this, we present an effective deep learning algorithm to automatically detect depression in social media by combining Bi-LSTM and attention mechanism. The underlying intuition is to learn the discriminative features for depression detection by adding an attention mechanism to Bi-LSTM. Moreover, employing an attention mechanism can help select informative words that are more likely to contribute toward depression detection in social media posts. In this work, we mainly contribute the following.

- We introduce a novel deep learning model that learns to perform depression detection automatically from Arabic posts.
- The attention mechanism is embedded into Bi-LSTM to enable informative feature extraction from texts. As a result, the deep learning classifier can detect depression better in Arabic content.
- Our experiment results indicate that our model outperformed the other models and enhanced the accuracy of the predictions.

The remainder of the paper includes the following sections: Related work is presented in Section 2, the proposed methodology is introduced in Section 3, experimental results are presented in Section 4, and then we summarize and propose possible future directions in Section 5.

2 Related Work

We discuss, In this section, the literature work on depression detection and the attention mechanism briefly.

2.1 Depression Detection

The task of predicting depression can be considered a classification problem. Several previous research studies have been concerned with identifying depression. One popular method is to ask people to fill questionnaires or participate in interviews on social media [17,18]. For example, Park et al. [18] analyzed the mental disorder of people by exploring the use of languages of users on social media. However, these types of techniques are costly and time-consuming. In the past decade, social media platforms have been widely used for mental disorder analysis. The multimodal depressive dictionary learning model (MDL) for mental health disorder detection on Twitter was introduced by Shen et al. [19]. They first applied rule-based heuristic methods to build a well-labelled depression dataset. Then, MDL is used to learn the sparse user representation from each feature group as a single modality. The experimental results demonstrate that the model outperformed the baseline methods in terms of F1-Measure.

Kim et al. [20] used XGBoost and convolutional neural networks (CNN) to analyze texts from Reddit to determine whether a user has depression, anxiety, or a personality disorder. Mustafa et al. [21] utilize the fourteen psychological attributes in Linguistic Inquiry and Word Count (LIWC) to analyze emotions and identify depression. Based on the weights assigned by LIWC, a machine learning classifier was trained to classify users into three categories of depression. This model was evaluated using a dataset including 179 depressive individuals. A model of public reactions on Twitter was developed by Noor et al. [22] to identify the people’s emotions related to the Covid-19 pandemic.
SPM methods are employed to discover frequent words/patterns within tweets, along with their relationships.

More recently, a hybrid model has been introduced that analyzes user’s textual posts [23]. In a hybrid model, Bidirectional Long Short-Term Memory (Bi-LSTM) with various word representation methods and were employed to detect depression, which gave good results. Orabi et al. [24] built three models that use CNN, and the last one uses RNN on the top of the word-embeddings to detect depression of Twitter users. However, the number of tweets used to evaluate the model is relatively small. An early risk detection error (ERDE) metric is proposed by Losada et al. [25]. ERDE technology can be applied in a variety of applications, including depression identification. The system provides scores to users who are classified as depressed based on observations from the data. The main drawbacks of this model are that it includes four different meta-parameters that need to be defined before its use, and it needs to observe enough data before making a prediction. Sadeque et al. [26] addressed the drawback of ERDE by proposing a new metric called latency weighted F1 for analyzing social media posts and identifying whether a user was depressed. Other successful models in the text classification task have been proposed that apply different n-gram weighting techniques. Mac Kim et al. [27] utilized term frequency-inverse document frequency (TF-IDF) and post-level embedding for feature representations. The system employed TF-IDF weightings of unigrams to generate feature representations of the labelled dataset, whereas the embeddings were obtained using sent2vec [28]. Malmasi et al. [29] utilized lexical features to represent words using different n-grams and syntactic features for deeper linguistic analysis, using the Stanford NLP library. However, these studies applied simple classification models, such as linear SVM classifiers and the SGDClassifier.

Few studies have been done to detect depression in Arabic content. Almouzini et al. [30] applied several machine learning methods (Random Forest, Naïve Bayes, AdaBoostM1, and Liblinear) to analyze Arabic tweets and classify them as depressed or not. The results illustrate that the Liblinear algorithm archives the highest accuracy compared with other methods. However, the dataset used in this paper was unbalanced since the dataset contains 27 depressed users and 62 non-depressed users. Recently, Al-Laith et al. [31] introduced a hybrid framework to monitor people’s mental and emotional issues regarding the Covid-19 pandemic. First, the rule-based method was utilized to annotate tweets using an Arabic emotion lexicon. The tweets are then classified into six categories (fear, joy, sorrow, disgust, anger) and two types (symptom and non-symptom tweets) using long-short-term memory (LSTM).

2.2 Attention Mechanism

An attention mechanism was developed by Bahdanau et al. [32] to boost the performance of a neural network’s encoder-decoder architecture. The core idea of attention is that it allows the model to put more attention to certain words when processing the data. In other words, the model uses only the relevant information of the input data to predict the output words. Vinyals et al. [33] have extended and improved the previous model by introducing a mechanism that computes attention vectors to reflect how much weight should be assigned to different words to enhance accuracy and performance on large-scale translations. The attention mechanism has been utilized to increase prediction accuracy in classification tasks [34–36]. Liu et al. [35] presented a deep-learning model based on attention to handling the issue of high dimensionality and sparsity in text data. Six sentiment datasets and a question dataset are used for experimental verifications. Ran et al. [36] introduced a Short-Term Long Memory (LSTM) with an attention mechanism to detect mental health disorders from interview transcriptions. The evaluation results show that the model performed the best in terms of performance compared with LSTM and SVM. Sharma et al. [37] added a SoftMax function to the hidden state
of LSTM to capture more valuable information for visual recognition. However, all mentioned papers applied an attention mechanism for videos and speech depression detection and translation tasks [33,38–40].

In conclusion, although many applications for text classification have successfully utilized the attention mechanism. This is the first study we know that uses an attention mechanism to analyze textual data related to depression. Moreover, the focus of the current research is on English with fewer contributions in Arabic. Due to the complexity of Arabic, working with Arabic text can be challenging. To overcome this issue, we found that adding an attention mechanism to a deep-learning model can help better analyze Arabic content and detect depression in terms of performance.

3 Proposed Model

In this section, we explain in detail the proposed model for depression prediction. Fig. 2 illustrates the flow diagram of the proposed model. In the first step, we collected and labelled the data manually. Second, we pre-process and clean the dataset and convert the word strings to a sequence of integers. Third, we then pre-trained our model to build the vector representations of the words. Fourth, we explain the attention mechanism that can be added to the Bi-LSTM to focus on particular features and enhance the accuracy of predictions for the depressed and not depressed binary classification. In the following subsections, we explained the steps in detail.

3.1 Data Collection

A dataset was collected using the Twitter Developer Application Programming Interface (API). Unfortunately, due to a Twitter policy restriction, we only collected approximately 6000 tweets related to depression written in the Arabic language. The dataset was collected between the 17th of February and the 8th of April. Tab. 1 shows the statistical details of the dataset. To balance the dataset, we gathered a list of tweets related to depression using the following hashtags: (1) مكتوب (depress), (2) غضب (upsets), and (3) غرور (sad). In addition, to balance the ratio of depressed and not depressed, we used the following hashtags: (1) سعيد (happy) and (2) باسل (optimistic). After collecting the dataset, extensive cleaning and preprocessing were done to remove noise and outliers. Each tweet was then labelled as one for depressed or zero for not depressed. In the following subsections, we describe the annotation step and the preprocessing step in detail.
Table 1: Statistical details of dataset

| Statistic                      | Arabic tweets |
|-------------------------------|---------------|
| Total tweets                  | 6130          |
| No. of positive (depress)     | 3155          |
| No. of negative (non-depress) | 2975          |

3.2 Annotation

Two native PhD students who are experts in human emotions are hired to annotate our dataset. In the beginning, a set of annotation guidelines were given to annotators to have homogeneous annotation results and improve the accuracy of our depression detection dataset. In the first round, the dataset is divided into half, and we asked annotators to manually label the tweets. The data has been labelled \(1\) as depressed and \(0\) as non-depressed (normal). Tweets are labelled based on their language, emotional level, suicidal tendencies, and factors related to depression. In other words, users are labelled as depressed if they use specific words related to depression, otherwise non-depressed (normal). In the second round, we asked annotators to revise the annotation process collected from different annotators to have the best level of contingency in results. In case we have different annotation samples, a third annotator is requested to annotate those samples. Finally, the results from different annotators are merged to have a single dataset. Tab. 2 shows a piece of the annotation process from different annotators.

Table 2: Sample of annotation process from different annotators

| Tweet                      | Annotator1 | Annotator2 |
|----------------------------|------------|------------|
| مكان مستانيس بالخمس اله الا وحدى حزين | 1          | 1          |
| إمام و قلبي حبيل منضابق              | 1          | 1          |
| مستانيس آنا اليوم                    | 0          | 0          |
| مزاجي رايق ومن مشابق                | 1          | 1          |
| مزاجي رايق ومن مشابق                | 0          | 0          |

3.3 Data Pre-Processing

Data pre-processing is a critical stage in our model since it translates Arabic text into a format suited for depression detection tasks. In addition, the Twitter text is naturally noisy, as it contains less meaningful “words” for our task, such as hashtags, URLs, replies, etc. Therefore, the main objectives of these steps in our model are to remove noisy and non-useful words and improve the text classification’s prediction. The main pre-processing of Arabic tweets consists of the following steps:

- Remove all non-Arabic words.
- Remove hashtags, URLs, replies, emojis, digits and punctuation.
- Remove non-meaningful stop-words such as \(“\text{he’}”\), \(“\text{she’}”\), \(“\text{in’}”\), and \(“\text{to’}”\).
- Replace the letter معنٍ with معنٍ, the letter س with س, and the letters فرٍ, و, and إلٍ, replaced with نرٍ.
- Eliminate repetitive words, for example, ننرٍ.

In addition to the previous steps, we also apply a stemming process to the words. Stemming is the step of converting words to their original forms by removing any prefixes, suffixes, and infixes using the Arabic light stemmer [41]. After the data preprocessing is done with the Twitter data, we use the Keras tokenizer class to convert a list of string words into sequences of integers. The tokenizer indexes
all the words in the text, and each word has a unique index. By completing this step, you can create a
dictionary mapping word to an index, which will be needed for the word embedding step. To make the
data uniformly distributed, we also apply the same scale on the data by padding with zeros. In other
words, each sentence with a sequence length shorter than the mean length is padded with zeros, while
longer sentences are reduced to the mean sequence length.

3.4 Word Embedding

Word embedding is a popular approach to extracting word associations and relations from a large
text corpus in natural language processing. These words are visualized as vectors of real numbers. Such
a model can help to find synonymous words or suggest a list of words for a partial sentence. Various
models have been introduced for learning word embeddings from raw text, such as GloVe [42] and
the Word2Vec model [43]. Word2Vec has two model structures for learning feature representations,
the continuous bag-of-words (CBOW) and the skip-gram. Pre-trained word embedding is a popular
techniques used to improve the accuracy of neural network models. In Arabic content domains, there
are a few open-source pre-trained models. In our experiment, we use the pre-trained AraVec [44]
to learn distributed word representations. This model uses Word2vec to learn word vectors from
sources such as the Twitter platform, Wikipedia articles, and other Internet content. Moreover, AraVec
contains a rich vocabulary that can help our model capture more semantic signals from the pre-trained
embeddings. The total number of vectors used to build AraVec is approximately 3,300,000.

3.5 Bidirectional Long Short-Term Memory (Bi-LSTM)

LSTM is a deep-learning model that has been developed and implemented successfully for a
variety of tasks such as text categorization, picture processing, and natural language processing. It
has shown great performance when compared with other deep-learning methods [45]. Unidirectional
LSTM only keeps and remembers contextual information of the past, and it neglects the future
contextual data [45]. In contrast, bidirectional LSTM (Bi-LSTM) [46] addresses this issue by using
two independent LSTMs (forward and backward). The forward LSTM processes data in the forward
direction (from the past to the future), whereas the backward LSTM processes data in the opposite
direction (from the future to the past). Fig. 3 illustrates the proposed attention-based deep learning
model. In our proposed model, we employ the Bi-LSTM network to learn the discriminative word
representations for depression detection. The structure of LSTM consists of (1) forget gate \( f_t \), (2) input
gate \( i_t \), (3) output gate \( o_t \), and (4) cell memory state \( c_t \). Given the input features \( x = \{x_1, x_2, x_3, \ldots, x_t\} \),
the hidden state can be computed as follows:

\[
\begin{align*}
  f_t &= \sigma (W_f[h_{t-1}, x_t] + b_f) \\
  i_t &= \sigma (W_i[h_{t-1}, x_t] + b_i) \\
  o_t &= \sigma (W_o[h_{t-1}, x_t] + b_o) \\
  c_t &= f_t \odot c_{t-1} + i_t \odot \tanh((W_c[h_{t-1}, x_t] + b_c) \\
  h_t &= o_t \odot \tanh(c_t)
\end{align*}
\]
where is $\alpha$ is a sigmoid function; $W_f, W_i, W_o$ are the weighted matrix and $b_f, b_i, b_o$ are the biases (hyperparameters) of the LSTM, which will be learned during the training process; and $x_t$ is the inputs of the LSTM, and $h_t$ is the vector of the hidden layer. The forward hidden state $\vec{h} = \{\vec{h}_1, \vec{h}_2, \ldots, \vec{h}_t\}$ is computed using the forward LSTM, while the forward hidden $\vec{h} = \{\hat{h}_1, \hat{h}_2, \ldots, \hat{h}_t\}$ is computed using the backward LSTM. The output of hidden state of the model is then produced by concatenating $h_t = \{\vec{h}_t, \hat{h}_t\}$. It is important to mention that our problem is a binary classification task. The sigmoid function is used here for the binary depression classification.

Figure 3: Attention-based Bi-LSTM model

3.6 Attention Layer

When dealing with text classification tasks, it is important to understand the relations between words to correctly label the text to either positive “depress” or negative “not-depress”. However, not all words in a sentence are equally significant in the text classification task. To overcome this issue, several types of attention mechanisms have been proposed and applied to various tasks. The idea behind the attention mechanism is that it places greater emphasis on important content by assigning higher weights to specific keywords. This mechanism has shown an excellent performance in several text classification applications.

In our model, we implemented an attention mechanism similar to the implementation of Bahdanau et al. [32] for analyzing Arabic tweets. By adding an attention layer, we allow our model to decide which words should receive “attention”. In the same sentence, some words are highly related to depression while others are irrelevant. For example, words related to depression such as “sad, depressed, unhappy...etc.” can receive more weight and enables the classifier to perform better in
depression detection. Hence, the attention layer can help to focus on specific information. To achieve this, our model first receives the hidden $h_t$ vectors at each time step from the Bi-LSTM model; the model then learns the hidden representation $m_t$ and context vector $m_w$. The context vector $m_w$ here represents the weights (importance) of different words over the word sequences. The attention-based model uses a Softmax function to calculate the weighted mean of the state $h_t$. In other words, we assign a single value to each vector of representation, which we call an attention weight. The formula is described as follows:

$$m_t = \text{tanh} \left( W_w h_t + b_w \right),$$

(6)

$$a_t = \text{softmax} \left( \frac{\exp(m_t^T m_w)}{\sum \exp(m_t^T m_w)} \right),$$

(7)

$$s = \sum_t a_t h_t.$$  

(8)

where $a_t$ is the attention weight vector, and the weighted hidden representations are $s$. The outputs are then passed to a fully connected Sigmoid layer which is then used to determine whether the input text is depressed or not.

4 Experiments

In this section, we discuss the evaluation of the performance and accuracy of our suggested model using a dataset collected from Twitter. We first describe the experimental settings. Then, our model's performance was calculated by comparing it to other approaches using precision, recall, F-measure, and accuracy.

4.1 Experimental Settings

In our model, there are a number of parameters to tune. Several experiments were conducted to determine the model's best parameters. The performance of the proposed model in different hyperparameters is illustrated in Tab. 3. The following optimal configurations were used. The dropout rate was 0.2; the hidden layer size was 64, and the number of epochs was 20. We chose the Adam optimizer and set the learning rate at 0.001. In our model, the loss function (binary cross-entropy) was used. Early stopping was employed to assess the model's performance on the dataset. The total number of parameters of the model are shown in Tab. 4. To set up our model, we first divide our dataset into 70% for training and 30% for testing. As we are dealing with short texts, we fixed the word embedding size to 50 with a length of 30.

4.2 Evaluation Metrics

The performance of our model was measured using four well-known metrics: precision, recall, F-measure, and accuracy. The equations are defined as follows:

$$\text{Precision} = \frac{TP}{TP + FN}$$

(9)

$$\text{Recall} = \frac{TP}{TP + FP}$$

(10)
\[ F - \text{Measure} = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \]  

\[ \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \]

where (TP) is the number of genuine samples accurately labelled as positive. (FP) denotes the total number of false samples that are wrongly labelled as positive. The total number of false samples that are correctly labelled as negative is (TN), whereas the number of real samples that are wrongly labelled as negative is (FN).

| No. of layers | Alpha | Accuracy (%) |
|---------------|-------|--------------|
| 64            | 0.1   | 79           |
|               | 0.01  | 80           |
|               | 0.001 | 83           |
| 512           | 0.1   | 62           |
|               | 0.01  | 78           |
|               | 0.001 | 80           |
| 1024          | 0.1   | 56           |
|               | 0.01  | 77           |

| Layer (type) | Output shape | Param # |
|--------------|--------------|---------|
| Input        | (None, 30)   | 0       |
| Embedding    | (None, 30, 50) | 751,450 |
| Bi-LSTM      | (None, 30, 64) | 7920    |
| Attention    | (None, 30, 64) | 1985    |
| Flatten      | (None, 750)  | 0       |
| Dense        | (None, 1)    | 715     |
| **Total params** |          | 762,106 |
| **Trainable params** |      | 762,106 |

4.3 Experimental Results

Our goal in this section is to evaluate the proposed depression detection model in Section 4 against the following state-of-the-art baselines that utilize textual content for depression detection:

- Machine learning models like naïve bayes, support vector machines (SVM) and Random Forests have been used recently to detect mental health conditions in user posts [9–11,47].
- XGBoost [48] is a machine learning technique that has been used recently to analyze texts from social media in an attempt to identify whether a user has a specific mental health disorder.
The LSTM model has been widely explored in previous depression detection studies [31,49]. CNN: Several previous studies have used CNN to detect depression automatically from Twitter [24]. We train two CNN models for baselines: CNNWithMax and MultiChannelCNN. Bi-LSTM model that was used in a recent study for depression classification of text [23,24].

Fig. 4 shows the most frequent words portrayed in each category (positive is “depressed”; negative is “not depressed”), as visualized using the WordCloud module. Positive was defined in terms of the words that were the target of this study not the emotional valence of the words. As we mentioned earlier, our proposed model attempts to identify depression from tweets. Tweets are classified based on their language, emotional level, suicidal tendencies, and factors associated with depression. Users are categorized as being depressed if they use specific words related to depression, otherwise non-depressed (normal). Tab. 5 displays the prediction results for our model compared with others. As illustrated in the table, in terms of F-measure, naive Bayes performed the lowest when compared with the other models. It had an F-measure of 0.77 in the negative tweets (not-depressed) and 0.74 in the positive ones (depressed). For the SVM and MultiChannelCNN, the results show that they performed better than the Naive Bayes in depression detection with F-measures of 0.82 and 0.77 for the negative and positive tweets, respectively. Random forest, XGBoost, CNNWithMax, LSTM and Bi-LSTM achieved better results, indicating the ability of those models to detect depressions from social media. However, the model’s performance was enhanced by combining the Bi-LSTM with an attention mechanism in precision, recall and F-measure. When compared to the baseline models, the attention-based LSTM model generated the highest F-measure for positive and negative tweets. As Fig. 5 shows, the proposed model obtains the greatest accuracy of 83% compared with the other models.

Figure 4: WordClouds for most used positive (“depressed”) and negative (“not depressed”) words

Furthermore, Fig. 6 shows the accuracies of our model over different epochs. The accuracy of the proposed model confirmed our assumption that embedding an attention layer with a Bi-LSTM would achieve better results when dealing with Arabic content. To sum up, two main observations can be concluded from the outcomes of our model. First, the deep-learning model outperformed classic machine learning models such as naive Bayes and SVM. Second, adding an attention mechanism to the Bi-LSTM can help it focus on discriminative words and enhance the model’s performance, which indicates that the model can successfully recognize depressed and non-depressed tweets.
Table 5: Performance of our proposed model compared with others

| Method            | Label    | Precision | Recall | F-Measure |
|-------------------|----------|-----------|--------|-----------|
| Naive Bayes       | Negative | 0.85      | 0.71   | 0.77      |
|                   | Positive | 0.67      | 0.82   | 0.74      |
| SVM               | Negative | 0.84      | 0.81   | 0.82      |
|                   | Positive | 0.75      | 0.78   | 0.77      |
| Random forest     | Negative | 0.85      | 0.81   | 0.83      |
|                   | Positive | 0.78      | 0.81   | 0.79      |
| XGBoost           | Negative | 0.84      | 0.82   | 0.83      |
|                   | Positive | 0.78      | 0.82   | 0.80      |
| LSTM              | Negative | 0.85      | 0.80   | 0.83      |
|                   | Positive | 0.75      | 0.81   | 0.78      |
| CNNWithMax (CBOW)| Negative | 0.80      | 0.79   | 0.80      |
|                   | Positive | 0.77      | 0.78   | 0.78      |
| MultiChannelCNN (CBOW) | Negative | 0.77 | 0.80   | 0.79      |
|                   | Positive | 0.74      | 0.78   | 0.76      |
| Bi-LSTM           | Negative | 0.84      | 0.81   | 0.82      |
|                   | Positive | 0.79      | 0.80   | 0.80      |
| Attention Bi-LSTM | Negative | **0.87**  | **0.84** | **0.85** |
|                   | Positive | **0.78**  | **0.83** | **0.81** |

Figure 5: The accuracy of the proposed model compared with other
5 Conclusion

In this study, we addressed the issue of identifying depression on Twitter. Tackling this problem is essential for understanding the reasons for depression expressed in social media. In this paper, we propose an attention-based Bi-LSTM to analyze and detect depression in Arabic content. The proposed model can successfully analyze and classify tweets as depressed or not depressed by adding an attention mechanism to a Bi-LSTM model. A WordCloud was then used to visualize the most frequently found Arabic words to express depression in our social media dataset. The effectiveness and accuracy of our model were evaluated with the Twitter dataset. The findings of our experiments indicate that our proposed model outperformed the other tested classification approaches. As future work, an exciting and possible direction would be incorporating non-textual features into our proposed model to improve depression detection in social media. Moreover, we anticipate reporting the performance of our model on a large-scale dataset.
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