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Abstract

Chemical sensors are usually affected by drift, have low fabrication reproducibility and can experience failure or breaking events over the long term. Albeit improvements in fabrication processes are often slow and inadequate for completely surmounting these issues, data analysis can be used as of now to improve the available device performances. The present paper illustrates an algorithm, called Self-Repairing (SR), developed for repairing classification models after the occurrences of failures in sensor arrays. The procedure considers replacing broken sensors with replicas and eventually Self-Repairing algorithm trains these blank elements. Unlike the habitual alternatives reported in literature, SR performs this operation without the need of a whole new recalibration, references gas measurements or transfer dataset and, at the same time, without interrupting the on-going procedure of gas identification. Furthermore, Self-Repairing algorithm can utilize most of the standard classifiers as core algorithm; in this paper SR has been applied to k-NN, PLS-DA and LDA as examples. Models have been tested in a synthetic and real scenario considering sensor arrays affected by drift and eventually by failures. Real experiment has been performed with a set of metal oxide sensors over an 18-months period. Finally, the algorithm has been compared with standard version of chosen classifiers (k-NN, LDA and PLS-DA) showing superior performances of Self-Repairing and increasing the tolerance versus consecutive failures.
1. Introduction

Classification models establish a correspondence between signals incoming from sensors and chemical stimuli [1]. This relationship is based on data collected in a dedicated stage that occurs prior to the classification process, aka training phase. However, the intensive and/or prolonged use of chemical sensors accentuates aging or poisoning of sensing layer giving rise to the so called short- or long-term drift. Because of these occurrences, the responses of sensors to a same chemical stimulus could change over the time and, as a consequence, become different from the ones recorded during the training phase [2-3]. On account of this discrepancy, drift generally produces a gradual lowering in the performances of standard classification models necessitating the acquisition of new calibration samples to periodically train or correct the classifier. However, collecting a whole new training dataset can be time consuming or costly, like for some application concerning the quality control of air in different environments [4-6] or in medical applications where samples are not easily accessible. In such a case, it is convenient to utilize procedures that minimize the number of calibration samples [7] or improve the representativeness of training data [8-9]. Alternatively, a target volatile compound, usually low costly and easy available, can be periodically measured and used as reference for drift compensation [10-11]. At the same time the lifetime of model can be extended by ad hoc acquisition protocols, like the modulation of temperature in conductometric sensors [12-13] or other suitable parameters [14-16]. Finally, some models implement a closed-loop mechanism where feedbacks induce an updating of classifier parameters to follow the changes in sensor responses [17-18]. The so called adaptive or evolutionary algorithms belong to this category and have shown the capability to compensate the effects due to aging, poisoning [19-23] and malfunctioning [24-25].

In case of extensive use, the recurrent damaging or poisoning of sensing layer could make unusable one or more sensors of the array. Fault is defined as an episodic event where at least one characteristic of the system presents an unusual behaviour whereas in sensor failure this situation is permanent and the element cannot operate anymore [26]. Here we consider the case of anomalies whereby sensor signals stop being correlated with chemical inputs, e.g. when noise overwhelms signals [27]. Robustness versus these events can be achieved monitoring and detecting fault and failure occurrences in sensor responses [28] or using redundant array [29]. In any case, robustness is a temporary condition since it depends on the type of damage and the number of sensors involved. Indeed, any sensor array can counteract only a limited number of faults depending on its initial redundancy, then the need of replacement is unavoidable in long lasting or intensive applications. Whether replacement involve the whole array or whether it concerns only a single sensor, a full recalibration of model is usually required since the signals of replacing elements might be significantly different from the ones before the failure. On this regard references samples can be used to transfer calibration among different set of sensor arrays [30-31] or the intrinsic variability can be included in the training model [32] to avoid the need for a transfer subset of samples.

Recently we investigated an algorithm that provides standard classifiers with both adaptation and robustness to fault. The approach, called UOS (Unsupervised Online Selection of features) was shown to be effective in case of k-NN, PLS-DA, LDA and SVM [33] using an array having a limited number of sensors and without the inclusion of replicas. Usually gas sensor arrays utilized as electronic noses have an intrinsic redundancy due to the cross-reactivity of broad selective sensors [34] then, in this context, replicas are not mandatory to counteract sensor failures. In case of UOS, the feature selection algorithm dynamically selects an optimal and distinct subset of features for each single measurement.
Starting from these outcomes, we develop an algorithm to overcome the limitations of the most of current approaches that deal with sensor array recalibration. The basic idea consists in the use of fault tolerance algorithms since they can provide reliable prediction even when a portion of the array is no longer working correctly. In this context, UOS algorithm demonstrates high robustness to failures as shown in the case studies exposed in ref [33].

This work illustrates an algorithm, hereinafter referred to as Self-Repairing Classification (SR) Algorithm, that operates in case of sensor replacement after failure events. SR utilizes the predictions of the part of the array not compromised by fault to calibrate the new blank sensors included as replacement. Instead of discarding the current model after a failure to build a whole new one, Self-Repairing Classification utilizes the information given by the leftover sensors to continue the classification process and, at the same time, to calibrate new sensors for repairing the model. This is possible thanks to the cross-selectivity of the sensor array that, here, represents a necessary condition to create a fault tolerance and auto-calibrating architecture. Unlike conventional methods reported in literature, SR does not require a pool of transfer samples, the starting array should contain any sensor replicas and new kind of sensors can be also calibrated in this way. Finally, since the classification model recovers its initial accuracy and redundancy once SR procedure is completed, sensors can be continuously replaced extending the lifetime of array hypothetically into infinity.

2. Unsupervised Online Selection of features UOS

Before describing Self-Repairing algorithm, it behoves us to give a brief description of UOS considering that a full description and investigation of algorithm can be found in [33]. UOS presents an initial choice process during a training-like phase and a second routine during the classification phase or test. The training procedure consists in a preliminary reduction of features in agreement with the Fisher Discriminant Score (FDS) calculated along all the features. The main goal of this initial selection is the removal of unnecessary descriptors.

Considering a classification task having \( N \)-classes where the \( j \)-th class contains \( L_j \) samples, then FDS is the ratio between intra-class and inter-class variance and it is estimated as following:

\[
\text{FDS} = \frac{SB}{SW} \tag{1}
\]

where

\[
SB = \sum_{j=1}^{N} (\mu_j - \bar{\mu})^2 \tag{2}
\]

\[
SW = \sum_{j=1}^{N} \left( \frac{1}{L_j} \sum_{k=1}^{L_j} (x_{jk} - \mu_j)^2 \right) \tag{3}
\]

In Eq.(3), \( x_{jk} \) is the \( k \)-th sample belonging to \( j \)-th class, \( \mu_j \) is the mean value of samples of \( j \)-th class and \( \bar{\mu} \) is the mean value of all the data. For each \( i \)-th feature, FDS ratios are estimated considering all possible pairs of classes. The features that have at least one FDS ratio higher than 1, value used as fixed threshold, are selected and used in test.

Data are placed in a training reservoir that will be utilized and updated during the test. Fig.1 illustrates the route of UOS during the test and, in particular, after the presentation of a new sample that has to be classified. Initially UOS selects a subset of features in agreement with the actual sample and data stored in a training reservoir (see Fig.1). Eventually the new classification model built on the downsized pool classifies the sample. At the end the sample is included in the reservoir replacing the oldest template of the same class. The dynamic selection of features grants robustness...
versus fault or failure occurrences whereas updating the pool of templates improves the performances in case of drift.

**Figure 1** Graphical depiction of Unsupervised Online Selection of features algorithm routine performed during the test. When a new sample is presented, algorithm performs the feature selection phase. Surviving features are used to build a new classification model using the samples contained in the reservoir. The classification model predicts new sample class that in turn is used to update the template pool.

**Feature selection**

As previously addressed, in UOS the feature selection depends on the sample under classification. Actually a same feature can be useful for discriminating a class from the others but cannot distinguish among the other ones. Furthermore, drift, faults or sensor failures make the information content of features not fixed over the time. Recursive selection aims at identifying which features provide an unambiguous information about the membership of the current sample to a class. In particular, the algorithm selects the descriptors where the test sample can be statistically assigned to only one of the problem classes.

The three criteria used are reported in eq. 4, 5 and 6:

\[
prob_{class_1} > \text{thresh}_1 \tag{4}
\]

\[
prob_{class_1} / prob_{class_2} > \text{thresh}_2 \tag{5}
\]

where

\[
prob_{class_1} = \max_i (\text{prob}(x \in \text{class}_i)), \text{with } i \in \text{class}\{1, \ldots, N\}
\]
\( \text{prob}_{\text{class}2} = \max_j \left( \text{prob}(x \in \text{class}_j) \right), \text{with } j \in \text{class}\{1, \ldots, N-1\}: j \neq \text{class}1 \)

\[
\text{Mahal}_{\text{class}1} \cdot \text{Mahal}_{\text{class}1}/\text{Mahal}_{\text{class}2} < \text{thresh}_3 \tag{6}
\]

Where

\[
\text{Mahal}_{\text{class}1} = \min_i \left( \text{mahal}(x, \hat{x}_{\text{class}i}) \right), \text{with } i \in \text{class}\{1, \ldots, N\}
\]

\[
\text{Mahal}_{\text{class}2} = \min_j \left( \text{mahal}(x, \hat{x}_{\text{class}j}) \right), \text{with } j \in \text{class}\{1, \ldots, N-1\}: j \neq \text{class}1
\]

The first two criteria (eq. 4 and 5) consider the probability of a new sample to belong to the normal distribution built with the templates of a class. This probability is calculated for each class obtaining \( \text{prob}_{\text{class}1} \) as the highest probability and \( \text{prob}_{\text{class}2} \) as the second highest probability. The two equations state that a feature will be selected only if the sample has high probability to belong to one class distribution and relative low probabilities to the distributions of the other classes. The third equation is the same used in ref. [33] and takes in consideration two factors: the sample must be close to samples of a class (\( \text{Mahal}_{\text{class}1} \)) and relative far from the others (\( \text{Mahal}_{\text{class}1}/\text{Mahal}_{\text{class}2} \)). It is important to remark that the algorithm selects only the features wherein the Class1 indexes resulting from these three criteria are the same. Finally, the same parameters have been used for all the UOS models and datasets as follows: \( \text{thresh}_1 \) is 0.005, \( \text{thresh}_2 \) is fixed to 5 and \( \text{thresh}_3 \) is equal to 0.1. The main influence in the choice of these parameters regards the intrinsic robustness of the in use standard model versus noise or error. For example, LDA and PLS-DA have an intrinsic data dimension compression that should allow to set less constrictive conditions whereas k-NN model requires stricter thresholds. In spite of this, we prefer to choose the same set of parameters for all the cases.

3. Self-Repairing classification algorithm (SR)

One of the major benefit of Self-Repairing classification algorithm (SR) is that it performs the calibration of new sensors without interrupting the classification procedure. As a consequence, it can be used to replace a sensor after a failure or just to expand/modify the array configuration. Even though the SR procedure can be combined to large assortment of models addressed by adaptive and fault tolerance properties, coupling SR with UOS, above described, allows to implement the algorithm virtually to any standard classifiers. Here we utilized k-NN, PLS-DA and LDA as an exemplifier subset.

SR algorithm starts once a new sensor is included in the array. The new element measurements are acquired, labelled using the predictions of the existing model (see Fig 2A) and collected in a pool. This reservoir is considered full when, for each class, the number of collected samples is higher than a fixed threshold. Eventually the new pool is included in the training reservoir of UOS model.

**Self-Repairing algorithm**

The first step of SR algorithm consists in identifying the presence of failures during the test. Detection of malfunctioning can be performed by a plethora of algorithms, for example it is possible to utilize a statistical approach [35], monitor the changes in descriptors [36] or using multivariate
analysis procedures [37-38]. Here anomalies are supervisedly detected to focus results and investigation on the properties of SR algorithm. Two different kinds of anomalies have been considered: temporary and permanent fault. The former case takes account for situation where sensors are not working for a short period of time, after which they return to operate properly. We can anticipate that in this case the results reported in the dedicated section show the recalibration occurs automatically after a transitory period. In the unlucky circumstance of a permanent failure, the malfunctioning sensor has to be removed and replaced by a replica. In this case the Self-Repairing procedure is initialized (see Fig. 2C) gathering a pool of templates for the new sensor. As every training pool, this reservoir needs an X-block, containing the samples/measurements, and Y-block, containing the labels. X-block consists in the features extracted by the responses of the replacing sensor during the test. Y-block is formed by the predictions of UOS algorithm based on the remaining sensors of array since the broken sensor was removed. SR proceeds until the pool of templates belonging to the new sensor contains the same number of measurements for each class of the reservoir as the UOS model had. In other words, after replacement SR lasts until the reservoir of template in UOS is completely renewed in order to have the same set of measurements both for the replacing sensor and the residual array. Under this condition, the pool gathered by SR can be merged with the UOS reservoir. Eventually replacing sensor features are included in the UOS classification model.

A critical point in Self-Repairing approach is the intrinsic dependence of calibration procedure on the accuracy of predictions made by UOS since these latter are used as labels for the samples of the new sensors. For this reason, the fault tolerant attitude of UOS model is crucial for the final performance of Self-Repairing algorithm. Accurate details about fault detection and pool sizes are given in the experimental section.
Figure 2. A) illustrates the case of sensor replacement carried out by SR algorithm. After the failure identification, the malfunctioning sensor is removed and substituted by a new one of the same kind. Measurements of the new sensor are stored until a predefined number. Eventually, the features pool used for building the classification model. B) the panel illustrates the decision making process implemented in Self-Repairing algorithm. In case of temporary fault, the system automatically proceeds to recalibration. If a sensor failure is detected, a new calibration is performed. C) shows the implementation of Self-Repairing in UOS considering a new sensor replacement.
4. Dataset

Self-Repairing algorithm has been validated with a synthetic and an experimental dataset. Both datasets are affected by drift and have sensor replica to allow replacement.

**Synthetic Dataset**

The synthetic dataset has been elaborated following the procedure described in Ref. [39]. A three-class problem is faced with an array of five virtual sensors affected by a common linear drift. Training data consist in 60 measurements equally subdivided in the three categories and test set is made of 1200 samples. To simplify the investigation and performance of SR algorithm, samples are alternating between the three classes during the test. However, a more complex situation concerning the class samples presentation has been considered in the real experiment dataset.

Figure 3A shows the whole dataset projected along the first two Principal Components. As it clearly showed data are affected by severe drift and classes 1 and 2 are partially overlapped over the time. Fig 3B shows the timeline of class presentation over the 1260 samples composing the synthetic dataset. Synthetic replicas are included in the dataset considering that the responses of these replacing sensors can differ up to the 20% from the original to simulate fabrication dissimilarities. Selectivity of replicas is consistent with the copied sensor one. Please note that no information about time is given about the training pool.

![Figure 3](image-url)

**Figure 3.** A) PCA plot (PC 1-2 projection) of synthetic subset of data used to validate the Self-Repairing algorithm. B) illustrates the time course of experiment considering the chronological order of measurements.

**Experimental dataset**
The experimental dataset is extracted from an extensive set of data available online [40]. The full dataset contains 13910 measurements from 16 chemical sensors applied to the discrimination of 6 gases presented at variable concentration over a period of 36 months. Two of the six compounds started to be measured at a later stage. The 16 sensors are 4 replicas of 4 different commercial Metal Oxide Semiconductor Gas Sensors (MOx) produced by Figaro Inc. (TGS2600, TGS2602, TGS2610 and TGS2620). For each exposure eight feature per sensor is calculated including both steady state and dynamic state descriptors. Two descriptors have been used as steady state features: the change and the relative change of sensor resistance between immediately before and at the end of the gas exposure. On the other hand, transient behaviour of sensors is described by exponential moving average (EMA) both during adsorption and desorption phase. Three different tau have been taken into account resulting in six dynamic features for each measurement.

The subset of data used with the SR algorithm comprises 300 measurements corresponding to three volatile compounds: 50 ppm of acetaldehyde, 250 ppm of ethylene, and 1 ppm of toluene. The first 60 samples were used to train the algorithm while the remaining 240 simulated the normal use of the sensor system to identify unknown samples. This last set is used to test the algorithm.

Fig 4 A shows the scores plot the PCA of the training data. Albeit sensor drift is less evident in this case, the temporal sequence in Fig. 4B highlights the unbalance class presentation. This condition can strongly affect adaptive classifiers and it is surely challenging for the SR algorithm.
since it needs to collect a sufficient number of samples of all the classes before to introduce the new model in the UOS algorithm.

**Sensor failures**

Sensor failures are virtually induced on the sensor array following the scheduling reported in Fig 5A and 5B for the synthetic and experimental dataset respectively. The synthetic dataset situation considers a long lasting experiment where 4 sensors break in sequence. Faults are set after 200, 400, 600 and 800 sample indexes. In order to improve the statistical significance of results, the simulations have been performed 100 times selecting each time a new random sequence of faulting sensors. Since the real experiment has both lesser duration and an unbalanced occurrence of classes, only one fault occurs after 10 samples. In this case fault is induced on all the features linked to the malfunctioning sensors. Even if 8 features are extracted from each sensor, it is worth to remember that the initial feature selection can reduce the number of features actually included in the UOS model. As for synthetic dataset, the sensor that faults are arbitrary selected over 100 simulation runs. Finally, the replica used for the SR algorithm is randomly selected among the three unused sensors of the same kind of faulting sensor.

As previously mentioned, the algorithm robustness towards failures is validated considering two different scenarios where sensor fault is virtually induced on elements of array, similarly to the case reported in [33]. The first case simulates a completely loss of chemical sensitivity, then the sensor responses are set to zero for all the classes considered in the task. In case of random fault, the responses of sensor arbitrarily oscillate in the usual working range. This case could reflect high noise conditions. Fig 5 C and D report these two scenarios applied to the experiment dataset.
5. Results and discussion

The performances of Self-Repairing are evaluated using three standard classifiers: k-NN, LDA and PLS-DA. Results are related to one hundred runs for each algorithm.

5.1 Self-Repairing

**Synthetic Dataset**

Standard classifiers achieve very poor classification rate in case of synthetic dataset because of the extensive drift simulated. k-NN (k=3), PLS-DA and LDA obtain 47.2%, 44.3% and 49.5% respectively. Since the inadequate results obtained, standard classifiers will not be considered in case of faulting scenarios. Implementing UOS algorithm greatly improves these initial scores up to almost perfect classification rates, as shown by Fig. 6A. A different picture emerges when four consecutive faults are induced in the dataset (see Fig. 5A). The sequence of sensor failures is chosen randomly and results of UOS algorithm strongly depends on the combination of sensor malfunctioning as evidenced by the high dispersion of classification rates in Fig 6B. This dependence is accentuated by the choice of not including any sensor replica in the virtual array. In both random...
and zero scenario, UOS algorithm alone is not able to preserve high classification rates because of the high number of failures, four, with regard of sensor elements, five. On the other hand, the implementation of Self Repairing has two main consequences: increases mean classification rates and reduces the variability in the performances. Indeed, SR results are less sensitive to the sequence of sensor faults. These improvements can be explained by the fact that, since faulty sensors are replaced time by time, the simultaneous failures are reduced to only one. SR procedures is clearly shown by Figure 7. The plot reports the feature selection process occurred in a simulation with UOS algorithm applied to LDA where S3, S1, S4 and S5 consecutively fail. On y-coordinates is represent the index of sample during the test (from 1 to 1200), on x-axis the five sensors are placed. For each sensor, a horizontal bar marker is placed at the indexes where sensor is selected by UOS algorithm. The white boxes indicate the SR operation period. At the end of SR procedure, the new sensors responses are introduced in the UOS model in the place of previous one. From that point the new sensor actively participates to the classification procedure as shown by the rate of selection. It is worth to note that rate of selection of the new sensor is comparable to the original one further confirming the success of training procedure. Finally, the number of measurements required for the SR is close to the number of templates in the pool. The short time required for the calibration results from the high classification rates achieved by model and from the very balanced occurrences of class samples (see Fig. 3B), which is one of the best possible cases for this algorithm.

**Figure 6** A) Results obtained by standard classifiers and UOS + standard classifiers in the case of synthetic dataset. B) classification rates achieved by UOS and SR in the case of synthetic dataset affected by two different failure conditions. Statistical variations of model performances are obtained over 100 simulations, each having a random sequence of sensor failures.
Figure 7. Timeline of feature selected in case of one simulation performed using SR + LDA in case of zero-response failures of S3, S1, S4 and S5. White boxes correspond to the periods required for the Self-Repairing procedures. After the fault/failure, the different colour indicates the use of a new sensor.

Experimental dataset

Experimental dataset represents a more challenging task for SR and UOS respect to synthetic study case. Albeit drift is less extensive, the occurrence of classes is extremely irregular and not alternated (see Fig. 4B). Indeed, SR algorithm needs a minimum number of samples for each class to gather a new pool of templates then an irregular presentation of data can delay or increase the time required for the calibration. Similarly, the update of latecomer classes is delayed. Finally, in the experimental scenario, replicas are real sensors included from the beginning in the array. Thus replicas are affected by drift, presence of outlier samples and unpredictable noise components. In this situation, the performances of model are more sensitive to the choice of sensor than the synthetic dataset case. For having a comprehensive investigation about SR potentialities, the replacing sensors are selected randomly among the three other sensors of the same kind (as aforementioned four sensors are present in the dataset for each of the four MOS types considered). Fig. 8A reports the results achieved by standard classifiers and UOS algorithm in the case of experimental dataset without failures. Even if the drift is not as extreme as in the synthetic dataset case, UOS implementation produces a statistically significant improvement of performances with
respect of standard classifiers. Fig. 8B reports the results relative to sensor malfunctioning occurrences. Since no sensor replicas are included in the classification model, a single failure can strongly influence the accuracy of UOS model. As well as the synthetic dataset case, most of variability in the results shown in Fig. 8B derives from different sensor failures rather than from the iteration of the same fault scenario. As expected, when no replicas are considered, the performances of sole adaptive model are sensitive to which element undergoes to failure. It is worth to note that in spite of this dependence, UOS models achieve high average classification rates (the worst case is 93% for PLSDA in case of random fault). Eventually the inclusion of SR algorithm and the replacement of sensor give rise to a more robust and less aleatory algorithm with respect of both random and zero failure scenarios. Actually Fig 8B show both an increase of mean classification rates and a reduction of interval where results are distributed. Finally, as a further benefit, the system after the new sensor inclusion is robust towards new sensor failure occurrences.

**Figure 8** A) Results obtained by standard classifiers and UOS + standard classifiers in the case of experimental dataset. B) classification rates achieved by UOS and SR in the case of experimental dataset affected by two different failure conditions. Statistical variation of model performances is obtained over 100 simulations, each having a random selection of sensor replica used for replacement.

### 5.2 Reboot

As last study case, it has been investigated the influence of temporary faults on the performance of UOS algorithm both in terms of classification rate and the process of feature selection. Before discussing about temporary fault, let us see what happens in case of permanent failure. Fig. 9A and 9B report the feature selected by UOS algorithm in case of zero-response failure. As a first evidence, the features related to a faulty sensor are not selected by the algorithm. This outcome is on one hand desired since misleading responses are excluded from the classification model and, on the other hand, it provides an indicative clue about the status of sensors. A failure detection algorithm can be developed on the basis of the selection rates of the features corresponding to a same sensor.
Finally, Fig. 9A shows that during the last two faults, the algorithm selects faulted features for a period after the failure occurrence; this behaviour is more pronounced for the sensor 5. The delay in the exclusion of the features coming from a malfunctioning element can be justified by the gradual reduction of the performance of classification model due to multiple faults. Classification errors induce a wrong distribution of classes in the reservoir of templates because of the adaptation mechanism. In turn, the erroneous information about class may promote the selection of not informative features. In this context, Self-Repairing algorithm recovers the information after sensor failures preventing the amplification of errors inside closed loop algorithm like UOS (see Fig.7).

In case of temporary fault, a sensor is not informative for a short temporal window respect to the whole dataset. It has been performed fault scenarios alike the ones depicted in Fig. 5A and 5B, with the difference that faults last only for 15 samples after which the responses come back to original values. Results show that temporary faults do not influence the classification rates with respect to the case when no faults occur (data not shown). This outcome confirms the fault tolerance properties of UOS algorithm, especially in the short-period. A second remark arises from the investigation of feature selection process. Let us consider only the synthetic case since the balanced presentation of classes produce more clear and readable results than the experimental case. Fig. 10 shows the case of S3, S1, S4 and S5 fault sequence at the 200th, 400th, 600th and 800th sample. Faults last for 15 samples and dashed rectangles highlight these temporal windows. Form the plot two distinct situations are evident: in two cases the features of fault sensor are excluded only during the temporal window corresponding to the fault; in the remaining two cases, features are reselected only after a transitory period. Reflecting the points aforementioned, in accordance with the initial class distribution, faulty samples wither can or cannot alter the distributions of classes in the reservoir respect to the actual ones. If distributions are not substantially altered, the feature is immediately reintegrated once fault ends. Conversely the feature starts to be selected again only after the faulty measurements in the reservoir are completely removed thanks to the updating procedure. This last procedure is very similar to an unsupervised SR process where a new reservoir of templates is gathered.

**Figure 9.** Feature selection process during a zero-response failure in case of synthetic and experimental dataset, panel A) and B) respectively. LDA has been used as core classifier.
6. Conclusions

In this paper, we investigated the properties and performances of Self-Repairing, an algorithm that can be used to replace faulty sensor, to improve classification and to restore the original redundancy of an array preserving the fault tolerance. Self-Repairing algorithm operates during the test phase without interrupting the classification procedure. Furthermore, it can implement, thanks to the UOS algorithm, any standard model as core classifier. Results obtained in case of synthetic and experimental datasets showed that the algorithm is robust in case of both long lasting experiment with multiple faults and in case of extremely irregular dataset where classes are presented in blocks rather than alternated. This last case is crucial for adaptive model as investigate in ref [39]. The initial sensor arrays were selected without any replica to show the potentialities of algorithm in a more challenging context. Obviously implementing sensor replicas from the beginning it is possible to obtain even better performances. Finally, the feature selection process can be used itself as a parameter to detect and monitoring the occurrences of sensor failures and faults.
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