DEUS: A Data-driven Approach to Estimate User Satisfaction in Multi-turn Dialogues

Ziming Li, Dookun Park, Julia Kiseleva, Young-Bum Kim, Sungjin Lee
1University of Amsterdam, 2Amazon Alexa AI, 3Microsoft Research
z.li@uva.nl, julia.kiseleva@microsoft.com, {dkpark,youngbum,sungjinl@amazon.com}

Abstract
Digital assistants are experiencing rapid growth due to their ability to assist users with day-to-day tasks where most dialogues are happening multi-turn. However, evaluating multi-turn dialogues remains challenging, especially at scale. We suggest a context-sensitive method to estimate the turn-level satisfaction for dialogue considering various types of user preferences. The costs of interactions between users and dialogue systems are formulated using a budget consumption concept. We assume users have an initial interaction budget for a dialogue formed based on the task complexity and that each turn has a cost. When the task is completed, or the budget has been exhausted, users quit the dialogue. We demonstrate our method’s effectiveness by extensive experimentation with a simulated dialogue platform and real multi-turn dialogues.

1 Introduction
The recent advances in language understanding techniques (Devlin et al., 2018; Liu et al., 2019; Clark et al., 2020) stimulate rapid progress in the development of dialogue systems, which naturally utilized by digital assistants (Liu and Lane, 2017, 2018; Adiwardana et al., 2020; Roller et al., 2020), such as Amazon Alexa, Apple Siri, and Google Now, which can assist with more and more complex tasks. Evaluation is a crucial component while developing a digital assistant which reflects the system’s quality and provides insights into required further improvements (Li et al., 2019; Kiseleva et al., 2016a). However, it remains challenging to scale since only users themselves can observe or judge their own experiences. The absence of a reliable understanding of the user feedback loop makes it harder for dialogue systems to adjust its response strategies to maximize user satisfaction.

Originally, Walker et al. (1997) propose to evaluate the performance of dialogue systems by: (1) maximizing the task success rate and (2) minimizing the interaction cost. Interaction cost is composed of efficiency measures (e.g., number of interactions) and qualitative measures (e.g., inappropriate utterance ratio). However, these strategies strongly rely on domain knowledge, which limits their adaptation across different dialogue scenarios. It is especially challenging to consider all these metrics and combine them into a single evaluation method in multi-turn dialogues; when tasks are getting more complicated, the interaction histories could consist of half-a-dozen turns. Also, it is likely for the dialogue system to take non-optimal actions during this long interaction. Each dialogue turn may contribute differently to the final dialogue status, denoted by success or failure (Kiseleva et al., 2016a). For example, a greeting turn, e.g., “good morning”, should have a lower importance weight than a turn providing a specific service, e.g., “setting the alarm at 7 am”. Hence, it is reasonable to consider turn priorities while judging the dialogue system’s performance. Furthermore, we should take into account task complexity in the evaluation process to normalize the performance. It is easier for dialogue systems to make mistakes when the given task is complex. However, users understand that completing this task takes time, and it will not be easy. So users may bear minor mistakes for complex tasks. In contrast, users expect the digital assistant to finish simple tasks such as “showing the weather information” seamlessly. Otherwise, they will not trust the system, as it leads to a poor experience (Kiseleva et al., 2016b).

This paper proposes a new Data-driven approach to Estimate User Satisfaction (DEUS) in multi-turn dialogue scenarios widely used by digital assistants. Our primary assumption is when users start a new dialogue with digital assistants, they reserve task-sensitive patience budget, and each turn in dialogue has a cost. The budget is conditioned on the task
complexity, and when the task is completed, or the budget has been run out, the user will quit the dialogue. Our method is context-sensitive since user satisfaction is estimated at each turn taking dialogue context as input. The DEUS has a build-in view on a dialogue as a whole because each turn will consume some remaining budget which directly affects the final dialogue status. The main advantage of our data-driven setup is allowing getting rid of relying on a massive amount of domain knowledge to handcraft evaluation metrics.

Our work provides the following contributions:

C1 We propose a new patience-relevant formulation to interpret the multi-turn interactions between users and dialogue systems;

C2 We invent a new Data-driven method for Estimating User Satisfaction (DEUS) in multi-turn dialogues;

C3 We demonstrate the effectiveness of our approach through extensive experimentation with simulated and realistic dialogues.

2 Related Work

Our paper is relevant to two strands of research. First, we discuss research on estimating user satisfaction for interactive systems, including digital assistants. Second, our work is related to studied approaches to evaluate dialogue systems.

User Satisfaction aims to measure the quality of user experience while interacting with a system. Kelly (2009) defines the satisfaction for interactive systems as ’satisfaction can be understood as the fulfillment of a specified desire or goal’. Also, Kelly et al. (2015) provides evidence that the most complex search tasks have a similar characterization of complex tasks describe by Campbell (1988) concerning having multiple interdependent parts that needed to be addressed separately. This definition is also suitable for digital assistants since they interact with users to achieve certain goals through multi-turn dialogues.

Estimating user satisfaction with subjective metrics (Yang et al., 2012; Hone and Graham, 2001) might be difficult in practice because asking users for explicit feedback may annoy them and hurt user experience unexpectedly. Inferring user satisfaction with automatic metrics is a more desirable solution (Kiseleva et al., 2016a,b) since it can be performed at scale. Earlier, Walker et al. (1997) propose a general framework for evaluating and comparing the performance of spoken dialog systems, which can compare agents performing different tasks by normalizing task complexity. These metrics measure user experience by studying the logged interaction histories from different aspects (Möller, 2005; Danielli and Gerbino, 1995; Hastie, 2012). Another view on user satisfaction is reflected by user engagement metrics, which show different aspects of user experience. For instance, they can reflect user loyalty (Song et al., 2013), user activity (Lehmann et al., 2013) or the absence time (Dupret and Lalmas, 2013). Meng et al. (2020) proposed a framework for classifying user engagement into four categories: fulfillment, continuation, reformulation and abandonment.

Dialogue Systems are generally separated into two types task-oriented and open-domain. Task-oriented systems usually have clear criteria for evaluation such as inappropriate utterance ratio, turn correction ratio, concept accuracy, and task success rate (Takanobu et al., 2019; Li et al., 2016; Su et al., 2018; Li et al., 2020; Zhu et al., 2020; Lee et al., 2019). Open-domain dialogues are generally harder to evaluate due to their nature (Li et al., 2019, 2018; Sedoc et al., 2019). Despite significant efforts to introduce automatic metrics in this space (Reiter, 2018; Novikova et al., 2017; Lowe et al., 2017), the current standard approach to evaluate open-domain dialogues is to employ human evaluations (Zhang et al., 2018; Li et al., 2019), because Liu et al. (2016) demonstrated that automatic metrics correlate very poorly with human judgments.

Our work aims to bridge the gap between the two described research areas by proposing a new method to estimate user satisfaction for multi-turn dialogues scenarios employed by digital assistants.

3 Method: DEUS

3.1 Assumption: user patience budget

The digital assistant’s goal is to efficiently and effectively help users accomplishing their tasks. We assume that users can estimate the interaction cost before initiating a new task, depending on its complexity. This cost can be interpreted as a patience budget that a user is willing to spend on this task. Each turn in the dialogue consumes part of the initial budget. For simple tasks, such as setting the alarm, the patience budget is relatively low, and a user expects the digital assistant to accomplish this type of task seamlessly in fewer turns. In contrast, if the task is complex and requires multi-turn inter-
actions, such as booking a movie ticket, a user is more patient, and the assistant’s minor mistakes are still bearable. Given the above assumption, a user terminates her interaction in following situations:
1. The user’s patience budget has been run out, but the task hasn’t been accomplished yet.
2. The task is successfully accomplished.

3.2 Assumption: user preferences
It is natural to assume that users have different preferences, which leads to a difference in their behavior in dialogues. Hence, patience budget and turn-level costs vary, namely:
1. Users perceive the assistant’s actions differently, that leads to discrepant evaluation scores for the same response given a similar dialogue context.
2. Given the same dialogue context, users can have diverse responses, which leads to different dialogues states an assistant takes in the next step.

3.3 Task formulation
A multi-turn dialogue is represented as a trajectory $\zeta$ of interactions between a user and a dialogue agent in the format of a sequence of state-action pairs:

$$\zeta = \{(s_0, a_0, s_1, a_1 \ldots s_t, a_t \ldots), goal\},$$

where $s_t$ is the dialogue state, and $a_t$ denotes the agent’s action at time step $t$. We use $goal$ to denote the complete user goal. It is a set of slot-value pairs consisting of two parts: (1) the constraints on different domain slots or booking requirements, e.g., Restaurant_Inform_Food=Thai; (2) the slot values that show what the user is looking for, e.g., Restaurant_Request_phone=?

We mark a slot as satisfied when the value of this slot has been informed by the user or provided by the agent, depending on the constraint type. If all the slots of the user goal have been satisfied, the task is completed successfully. The dialogue state $s_t$ contained the context information from step 0 to step $t$. The action $a_t$ is from the pre-defined set, which consists of all actions the dialogue system can execute.

Our task is two-fold to recover: (1) a function $f(s_t, a_t)$ that estimates the turn-level user satisfaction; and (2) a function $b(goal)$ that estimates a patience budget for the user goal. The user satisfaction function $f(s_t, a_t)$ takes the dialogue state and action at time $t$ as input and outputs the turn-level cost. We feed the user’s goal, $goal$, to the function $b(goal)$ to obtain the initial user patience budget. Next, we show how we can jointly estimate $f(s_t, a_t)$ and $b(goal)$.

3.4 Training objectives
Given a dialogue with $m$ turns, and its corresponding final status, as failed or successful, denoted as ‘−1’ or ‘+1’ respectively, we set the training constraints as follows:

$$\sum_{t=1}^{m} f(s_t, a_t) + b(goal) \geq 0 \text{ if status} = 1, \quad (2)$$

$$\sum_{t=1}^{m} f(s_t, a_t) + b(goal) < 0 \text{ if status} = -1. \quad (3)$$

Following our assumptions about user patience described in Section 3.1:

- Eq. 2 corresponds to the successful dialogues where users still have budget left when they quit dialogues; and
- Eq. 3 represents the case of failed dialogues.

For both successful and failed dialogues, the user still has patience left at time step $m − 1$, and this brings us an additional constraint:

$$\sum_{t=1}^{m-1} f(s_t, a_t) + b(goal) > 0. \quad (4)$$

We assume the patience budget is always positive (Eq. 5) and the turn-level cost is negative (Eq. 6):

$$b(goal) > 0, \quad (5)$$

$$f(s_t, a_t) < v_b < 0, \quad (6)$$

where $v_b$ is a constant that reflects each dialogue turn has an inherent cost regardless of the $a_t$ quality. We define the dialogue-level satisfaction as the remaining budget when the dialogue is terminated. For failed dialogues, the dialogue-level satisfaction is set to zero.

Next, we convert the training constraints to Hinge Loss. Eq. 2 and Eq. 3 can be merged to formulate our first training loss:

$$loss_1 = \max(0, -\text{status} \times (\sum_{t=1}^{m} f(s_t, a_t) + b(goal))). \quad (7)$$

Eq. 4 helps to formalize our second loss as:

$$loss_2 = \max(0, -(\sum_{t=1}^{m-1} f(s_t, a_t) + b(goal))). \quad (8)$$

Eq. 5 and Eq. 6 are merged to reflect the third loss:

$$loss_3 = \sum_{t=1}^{m} \max(0, f(s_t, a_t) - v_b). \quad (9)$$

The following setups are used as final training loss:

$$loss_{full} = loss_1 + loss_2 + loss_3. \quad (10)$$

$$loss_{light} = loss_1 + loss_3. \quad (11)$$

$loss_{light}$ is used to verify the effectiveness of the
We start from a simulated interactive system, where the goal is to approximate the true value of loss for the remaining unsatisfied slots. This makes it possible for us to compare the recovered satisfaction function with the ground truth.

### 4.1 Experimental Pipeline

The simulated end-to-end pipeline of deploying a dialogue system online and improve the user experience with estimated user preference consists of four steps: (1) offline training, (2) collecting suboptimal interactions, (3) using DEUS to estimate satisfaction, and (4) dialogue agent retraining.

**Step 1: Offline training** While building a dialogue system, the system designer considers the preferences and habits of the target user group, denoted by User_1, which can be an individual user or a group of users with similar preferences. The assumption is that the preferences of User_1 are well studied and given by the satisfaction function f_1(s_t, a_t). In this experiment, User_1 is a rule-based simulator and its behavior is defined according to the turn-level satisfaction function, f_1(s_t, a_t). By incorporating f_1(s_t, a_t) into the dialogue agent’s training process, we obtain Agent_1 that can provide reasonable service to User_1.

**Step 2: Collecting suboptimal interactions** Given the dialogue agent trained with the existing user, User_1, we deploy and expose it to a new user, User_2. We assume User_2 has a different turn-level satisfaction function, denoted by f_2(s_t, a_t), against User_1. Since Agent_1 is trained for User_1 and it has no information about User_2, the interactions between Agent_1 and User_2 are not going smoothly, and we define them as suboptimal interactions.

**Step 3: Estimating satisfaction** We use our method DEUS to collected suboptimal interactions to recover the turn-level satisfaction f_2(s_t, a_t) and patience budget b_2(goal) of User_2. The recovered function of turn-level satisfaction f_2(s_t, a_t) is used to estimate overall user experience in multi-turn dialogues. Furthermore, we can reoptimize the dialogue agent by incorporating newly uncovered f_2(s_t, a_t) into the training process, leading to a better performing dialogue agent.

**Step 4: Dialogue agent retraining** Depending on how we train our dialogue agent in Step 1, we have different ways to reoptimize it. For rule-based systems, we can incorporate the newly recovered knowledge about User_2 into the system by explicitly adjusting the response rules. In our work, the dialogue agent is trained using Reinforcement Learning (RL) paradigm (Sutton and Barto, 2018), and we can easily replace the satisfaction function with...
During the training process. We expect the reoptimized system, Agent₂, can achieve better performance than the performance shown in Step 2.

4.2 Training setup

MultiWOZ is a multi-domain dialogue dataset spanning 7 distinct domains: Attraction, Hospital, Police, Hotel, Restaurant, Taxi, and it consists of 10, 438 dialogues (Budzianowski et al., 2018). This dataset’s interactions mainly mimic how a dialogue agent helps tourists accomplish some tasks, such as booking a restaurant or recommending a hotel with specific requirements.

ConvLab is an open-source multi-domain end-to-end dialogue system platform offering the annotated MultiWOZ dataset and associated pre-trained reference models (Lee et al., 2019). A rule-based user simulator is embedded in this platform. We use this platform to validate the dialogue agent’s performance concerning different user groups with diverse preferences and interests. The ConvLab action space consists of 300 predefined action templates, such as “request(date, food_type) and inform(phone, address)”.

Dialogue agent training We use Deep Q-learning (DQN) (Mnih et al., 2015), which is an off-policy RL algorithm, to train the dialogue agent in Step 1 and Step 4. We implemented the DQN algorithm by utilizing the RL training modules in ConvLab. User₁ is assumed to have no specific preferences about the interactions, and she only cares if the task can be accomplished successfully with fewer turns. Hence, we handcraft the corresponding user satisfaction function \( f₁(\cdot) \) accordingly. Assuming the interaction between the agent and User₁ terminates at time step \( m \), \( f₁(\cdot) \) is defined as:

\[
f₁(sₜ, aₜ) = \begin{cases} 
|p| & \text{if } t = m \text{ and status } = 1, \\
-r & \text{if } t = m \text{ and status } = -1, \\
|p| & \text{if } t < m.
\end{cases}
\]  

The value of \( p \) is much smaller than \( r \). At each turn before the terminal state, a small negative value \(-|p|\) is returned to encourage shorter interactions, while \( \text{status } = 1 \) corresponds to successful dialogues while \( \text{status } = -1 \) means the dialogue is failed. User₂ is assumed to be different from User₁, as she not only cares if the task can be finished successfully, but also the interaction experience. We build a user simulator with the following properties:

\textbf{Pr.1} User₂ dislikes dialogue agents that provide or request too much information in the same turn; we use the number of slots, denoted by \( n_{\text{slot}}(aₜ) \), to measure the amount of information contained in a dialogue turn \( aₜ \).

\textbf{Pr.2} User₂ still prefers shorter dialogues;

\textbf{Pr.3} User₃ prefers to answer or ask only one question, corresponding to one slot, at each turn.

We design a satisfaction function \( f₂(\cdot) \) to satisfy \textbf{Pr.1} and \textbf{Pr.2}:

\[
f₂(sₜ, aₜ) = -n_{\text{slot}}(aₜ) - 1. \tag{15}
\]

For example, the slot number of action request(movie_date, number_of_person) equals to 2. The penalizing factor ‘\(-1\’ in Eq. 15 encourages shorter dialogues corresponding to \textbf{Pr.2}. As for \textbf{Pr.3}, we implemented it by manipulating the responding rules in the user simulator.

User₃ is designed to be forward-looking as described in Sec. 3.5. After each turn, User₃ will estimate the potential cost to complete remaining unsatisfied slots. This property is incorporated to the rule-based user simulator to collect dialogues. Except this forward-looking feature, User₃’s satisfaction function \( f₃(\cdot) \) is the same as \( f₂(\cdot) \). Since \( \text{goal} \) and \( \text{goal}' \) denote the whole set of slots in the user goal and the remaining unsatisfied slots after few turns, we define \( \text{goal} - \text{goal}' \) as slots that have been satisfied already. Assuming \( k \) turns have passed, the potential cost \( c(\text{goal}') \) is defined as:

\[
c(\text{goal}') = \sum_{t=1}^{k} f₃(sₜ, aₜ) \cdot b(\text{goal}'), \tag{16}
\]

where \( \sum_{t=1}^{k} f₃(sₜ, aₜ) \) refers to the budget that user has already spent on the satisfied slots. If the system performs worse than the user expects, this will lead to a higher value of \( \sum_{t=1}^{k} f₃(sₜ, aₜ) \cdot b(\text{goal} - \text{goal}') \). In this case, the user will quit the interaction earlier because of high estimated potential cost.

\textbf{Initial patience budget} is defined as the sum of slot number \( n_{\text{slot}} \) and domain number \( n_{\text{domain}} \) in the given goal, which can be denoted as:

\[
b(\text{goal}) = n_{\text{slot}}(\text{goal}) + n_{\text{domain}}(\text{goal}). \tag{17}
\]

We assume User₁, User₂ and User₃ have the same patience budget and it is easy to personalize it by incorporating user profiles.³ We adopt Multilayer Perceptrons (MLPs) to approximate the turn-level satisfaction, the budget function and the potential cost.
cost function for each user separately. In terms of the inherent turn cost $v_b$ in Eq. 6, our hyperparameter list is $[-0.5, -1.0, -2.0, -10.0]$.

5 Experiments: human-machine setup

To show DUES performance on real dialogues, we apply our method to a machine-human dialogues with the provided dialogue-level satisfaction.

DSTC-8 At the 8th Dialog System Technology Challenge (Kim et al., 2019), one of the tasks aims to build end-to-end completion dialog systems based on ConvLab and MultiWoZ dataset. The submitted systems are evaluated using human-in-the-loop employed through MTurk. After communicating with the simulated dialogue systems, crowd-workers: (1) provide a 5-scale rating to report on the whole experience, from language understanding and response appropriateness, and (2) judged the status of each dialogue as failed or successful. We collected all the completed dialogues between submitted dialogue systems and crowd-workers to build a realistic human-machine dialogue dataset that is suitable for our task. The resulted dataset consists of text-based dialogues and their corresponding user goals. There is no turn-level user satisfaction in this dataset but we know the dialogue-level scores. We check the correlation between the remaining budget when the dialogue is terminated and the 5-scale dialogue-level satisfaction to validate if our method can provide a reliable judging service. The resulted dataset consists of 1200 dialogues in the training set, 150 in the validating set, and 150 in the testing set.

Dialogue representations Since the DSTC-8 data is text-based, there is no available structured representation for the dialogue states and actions. We fine-tune a BERT (Devlin et al., 2018) model to obtain the representations for state-action pairs. The dataset for fine-tuning is built by rewriting the collected dialogues between a well-trained dialogue agent and a user simulator using the natural language generation (NLG) module in ConvLab. We train the BERT base model to predict if the given utterance is the dialogue history’s subsequent turn.

6 Results: a simulated setup

6.1 Success rate of different dialogue agents

According Step 1 in Sec. 4.1, we train a dialogue agent $Agent_1$ for the existing user – User1. Since
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Table 1: The success rate of different dialogue agents with three users. Agent 1 is the dialogue agent trained with User 1; Agent 2 is the retrained agent according to the recovered satisfaction function of User 2; Agent 3 and Agent 4 are retrained agents according to the recovered satisfaction function of User 3.

As for Step 2, we pair Agent 1 with an unseen user User2, and the success rate drops to 11.1% (Tab. 1). One explanation of such low performance is that User2 has specific preferences expressed by yet unknown $f_2(\cdot)$ and inappropriate agent’s actions exhaust her patience budget quickly. Another reason is User2 asks or answers only one question at each turn, which leads to longer dialogues and is more likely to exceed the maximum allowed number of turns. These two reasons lead to unsuccessful dialogues between User2 and Agent1. We use collected dialogues to estimate $f_2(\cdot)$. According to Eq. 15, the $f_2(\cdot)$ is discrete function. We report the frequency of different satisfaction values in the collected dialogues in Tab. 2. We pair User3 who is forward-looking (Sec. 3.5) with Agent1 and collect a bunch of interaction trajectories. Because User3 is forward-looking, Agent1 achieves even lower success rate – 7.6%, as shown in Tab. 1.
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Figure 1: The estimated satisfaction with $v_b = -0.5$ and $loss_{full}$.

6.1.1 Estimating user satisfaction

Estimating user satisfaction various inherent turn costs Tab. 2 presents estimated satisfaction values when the inherent cost $v_b$ is $-0.5$ and the training loss is $loss_{full}$ defined in Eq. 10. To analyze further the correlation between the estimated satisfaction and true satisfaction, we plot them in Fig. 1. The real satisfaction values can be obtained
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Table 2: The freq. of different satisfaction values in the data collected as a result of Step 2 and the estimated satisfaction on testing dataset with $v_b = -0.5$ and $loss_{full}$.

Table 3: The estimated satisfaction on testing dataset with different training losses. The top one is trained with $loss_{full}$ while the bottom one is with $loss_{light}$.

Table 4: The accuracy of predicting if the user will terminate the interaction following the patience assumption: for successful dialogues, the remaining budget is non-negative while negative for failed dialogues. The loss function is $loss_{full}$ ($Eq. 11$) in Tab. 3 when the inherent turn cost is $-1.0$. It is obvious that the quality of estimated satisfaction has dropped and the standard deviation is getting higher when the training loss is switched to $loss_{light}$. For some satisfaction values, e.g., $-1.0$ and $-3.0$, we can observe a relatively huge gap between the estimated value and the ground truth when the loss function is $loss_{light}$. This finding validates the effectiveness of $loss_{2}$ and the correctness of the constraint from $Eq. 4$.

Estimating initial patience budget According to $loss_{full}$, the value of initial user patience budget is tied to the scale of the inherent turn cost $v_b$. This makes it impossible to compare the estimated budget with the ground truth directly. To validate the quality of patience budget function $b(goal)$, we check if the dialogue status predicted with $b(goal)$ and $f_2(s_t, a_t)$, following $Eq. 2$ and $Eq. 3$, is consistent with the real status given by the users. As shown in Tab. 4, we can achieve quite high accuracy regardless of the inherent turn cost $v_b$.

Retraining dialogue agent for $User_2$ We retrain $Agent_1$ by introducing the estimated $User_2$ satisfaction function $f_2(\cdot)$. We denote the newly trained agent as $Agent_2$ and report its performance in Tab. 1. Using estimated satisfaction function improves the success rate up to $40.5\%$ within the same evaluation setup. This proves the possibility of successfully reoptimizing dialogue systems.

---

3 We choose $v_b = -1$ in this comparison because the true value of $v_b$ for $User_2$ is exactly $-1.0$. In this way, we can skip the line rescaling step before comparisons.
using recovered user satisfaction functions. 

**Estimating satisfaction for User$_3$** Given the collected interaction trajectories, we recover the satisfaction functions for User$_3$ with the redesigned loss function $loss_{full,forward}$. We plot the correlation between estimated satisfaction function and the ground truth of User$_3$ in Fig. 3. Obviously, the linear correlation between estimated satisfaction values and the ground truth still exists for User$_3$ after we incorporate the forward-looking property. Furthermore, we conduct an additional experiment with the same collected data where users are forward-looking. We train the User$_3$ satisfaction function with the original loss function $loss_{full}$. Since $loss_{full}$ does not have a forward-looking assumption, the linear relation still holds for this newly approximated function, but it is not as accurate as the satisfaction function trained with the forward-looking feature as shown in Fig. 3. We retrain the dialogue systems with these two newly approximated satisfaction functions and denote them as Agent$_3$ and Agent$_4$ respectively. Due to the quality difference of estimated satisfaction function, Agent$_3$ achieves a higher success rate – 31.8%, compared to the performance of Agent$_4$ – 26.7% (Tab. 1). We report the results of estimated patience budget in Tab. 4. As expected, the setup that considers forward-looking features achieves higher accuracy.

### 7 Results: a human-machine setup

For the DSTC8 data, we have 5-scale ratings for the appropriateness score and understanding score from real users. Since we have no access to the turn-level satisfaction, we compare the remaining budget, calculated as $\sum_{t=1}^{m} f(s_t, a_t) + b(goal)$, with the dialogue-level satisfaction score to validate if our approach works. As shown in Fig. 4(a), the remaining budget increases with the user appropriateness score monotonically. Though the increment is not perfectly linear, the correlation is still relatively strong, given the coefficient value, 0.92. We can find a similar correlation between the user understanding score and the remaining budget in Fig. 4(b). In terms of the relation between the success rate and the remaining budget in Fig. 4(c), it is reasonable that successful dialogues are more likely to achieve a higher remaining budget. One unexpected phenomenon is that a percentage of successful dialogues has no budget left when the dialogue ends. The potential reasons are threefold: 1. Crowd-workers are paid to interact with the dialogue agents, and they may not follow the budget assumption; 2. There are multiple dialogue agents, and it is not guaranteed that they perform consistently; 3. The DSTC8 dataset is not big enough; we only have 1200 dialogues for satisfaction estimation.

### 8 Conclusion

This paper developed a novel Data-driven method to Estimate User Satisfaction for multi-turn dialogues (DEUS) commonly happening while users interact with digital assistants. We modeled the interactions between users and dialogue systems using a budget consumption setup. DEUS is context-sensitive since user satisfaction is estimated at each turn, taking dialogue history as input; it has a build-in view on a whole dialogue because each turn consumes some remaining budget affecting the final dialogue status DEUS can reliably infer user satisfaction given interaction histories. We validated its effectiveness based on a simulated dialogue platform and a real-world multi-turn dialogue. Incorporating...
rating the user profile information into the learning algorithm to personalize the estimated user satisfaction is a promising direction for future work.
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