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1. Introduction

Abdominal obesity is closely linked to metabolic syndrome and cardiovascular diseases [1–3]. As a major health indicator, it is desirable to estimate the regional distribution of abdominal fats, such as subcutaneous and visceral fats. Computed tomography (CT) and magnetic resonance imaging can quantitatively estimate the distribution of abdominal fat [4]. However, these methods are expensive and unsuitable for daily use. Furthermore, CT has associated safety issues based on radiation exposure [5]. Therefore, there is a growing demand for a cheaper and safer abdominal fat evaluation method that is practical for continuous self-monitoring to track body fat status as part of a daily routine.

Electrical impedance tomography (EIT) [6–8] may be the top candidate for meeting this demand based on its low economic burden, continuous self-monitoring capabilities, and suitability for daily routines. EIT aims at visualizing the distributions of electrical conductivity inside the human body. Such distributions can be used to evaluate the thickness of subcutaneous fat because the electrical properties of adipose tissue are significantly different from those of other tissues [9–11]. EIT uses a number of electrodes (typically 8 to 32) attached to the surface of the body. Current-voltage data are acquired by applying alternating currents over various frequencies (from tens of kilohertz to megahertz) and measuring voltages through the attached electrodes. These voltages reflect internal conductivity distributions. Here, the amount of current injected to human body is less than or equal to 10 mA at the current excitation frequency 100 kHz, and the safe range of current depends on the excitation frequency [12]. Conductivity distributions are recovered from the current-voltage data using reconstruction algorithms. It is theoretically guaranteed that a conductivity distribution can be uniquely identified based on (infinite) current-voltage data [13–15].
recovering conductivity distributions inside the abdomen, which is referred to as the absolute imaging problem [16], is highly nonlinear and severely ill-posed. Despite over 30 years of development of EIT reconstruction methods, performance for absolute imaging is still insufficient for clinical applications, although difference imaging has been successful in some applications as a contrast imaging method [6, 17]. There have been numerous studies on EIT reconstruction algorithms, such as backprojection [18], NOSER [19], GREIT [20], the D-bar method [21], factorization method [22], and regularized least squares method [23].

Representative methods for solving the absolute imaging problem are the regularized least squares method [6, 19, 24] and D-bar method [25–27]. The regularized least squares method is based on the minimization problem $\arg\min y\|F(y) - V\|^2 + \text{Reg}(y)$ for recovering a conductivity distribution $y$ from given data $V$, where $F$ is a forward operator that maps data from $y$ to data in $V$ (i.e., $F : y \rightarrow V$), where $\text{Reg}(y)$ is a regularization term and $k \cdot k$ is the Euclidean norm. These methods handle ill-posedness by forcing the minimizer to have a desired property that is determined based on prior knowledge regarding $y$ and incorporated in $\text{Reg}(y)$. However, this approach fails to produce useful images for absolute abdominal imaging with regularization, including $L_2$ and $L_1$ regularization, and variation [6] (see Section 2.3). The D-bar method performs nonlinear direct reconstruction, but reconstruction can be inaccurate when data are measured for only a small portion of the boundary [28].

When describing the forward operator $F$, most conventional methods use a physics-based model. Specifically, a generalized Laplace equation representing electric potential distributions at low frequencies is typically developed from Maxwell’s equation [6, 7]. Physics-based models not only depend on the relationships between conductivity distributions and current-voltage data, but also on geometrical factors, body shape, and electrode positions [29]. Therefore, errors or uncertainty in geometry factors can easily cause the reconstruction process to misinterpret the underlying current-voltage data, thereby compromising image reconstruction results. In fact, the influence of geometrical factors is so severe that regularization in physics-based models is not sufficient for absolute imaging [27, 30–32]. To handle this undesirable influence, it would be advantageous to incorporate geometrical factors in the regularization term $\text{Reg}(\cdot)$. However, this is a difficult proposition for physics-based models based on the difficulty of explicitly describing geometrical influences on data during regularization.

To avoid using physics-based models, which are the fundamental cause of many of the difficulties in absolute imaging, we propose using a deep learning technique that incorporates a data-based model. Recently, deep learning methods have been actively applied to EIT [33]. Such methods can be divided into two main types: methods that map images to images and methods that map data to images. The former type enhances the resolution of relatively low-resolution images generated by conventional methods [27, 34]. The latter type directly learns mappings from measured data to images [35, 36]. In this study, we developed a method of the second type by adopting a multilayer perceptron (MLP), which is one of the deep-learning techniques. MLPs use fully connected layers, meaning each node in each interior layer is connected to all nodes in the next layer [37]. This fully connected structure is suitable for EIT because boundary voltage data are entangled with the global structures of conductivity distributions [7].

Furthermore, we combine an MLP with a special data normalization technique to reduce inherent geometrical influences. We establish an operator $G : V \rightarrow y$ that can be considered as a backward operator corresponding to the forward operator $F$ by using a training dataset consisting of geometrical dependency-reduced voltage data (Section 3.2). Specifically, we normalize the measured voltage $V$ to minimize geometrical dependency and apply this normalized voltage to the MLP using a normalization map (Section 3.1). When generating a training dataset $D$, we use simplified conductivity distributions by layering imaging domains of uniform thickness (Section 3.3). This simplification makes the estimation of the thickness of subcutaneous fat much easier and reduces the ill-posedness of the absolute imaging problem by reducing the number of unknown variables.

This remainder of this paper is organized as follows. In Section 2, we present preliminary information, including the electrical properties of the abdomen, data acquisition methods, and conventional methods. The proposed method is introduced in Section 3, which has three subsections focusing on data normalization, the MLP, and training datasets. In Section 4, we present numerical simulation results. Finally, we conclude this paper in Section 5.

### 2. Preliminary Study: Conductivity and Data

#### 2.1. Electrical Properties of the Abdomen

The abdomen has different electrical properties related to different organs and can be roughly divided into four regions: subcutaneous fat (just below the skin), abdominal muscle, visceral fat (fat that surrounds the organs), and organ tissue, as shown in Figure 1. Fat and muscle tissues have very distinct conductivity spectra over the frequencies plotted in Figure 2 [38], which reveal that the conductivity of muscle tissue is six times greater than that of fat. Let $y_f$ and $y_m$ denote the conductivity values of fat and muscle, respectively. Then, we assume that

$$y_f < y_m \leq 10y_f.$$  

(1)

These distinct electrical properties of organs in the abdomen motivate the use of impedance data and EIT techniques for the estimation of subcutaneous fat thickness by distinguishing fat from muscle.

#### 2.2. Data Acquisition

Let an imaging object occupy a two- or three-dimensional space $\Omega$ bounded by its surface $\partial\Omega$. The conductivity in $\Omega$ at an angular frequency $\omega$ and position $r = (x, y)$ or $(x, y, z)$ is denoted by $\gamma(r)$. A set of surface electrodes attached to $\partial\Omega$ apply currents and measure corresponding voltages. When applying a sinusoidal current
between a chosen pair of electrodes at an angular frequency \( \omega \), the induced voltage in the body can be expressed as \( U(r) \sin (\omega t + \theta(\omega, r)) \), where \( \theta \) indicates the phase angle. Then, the corresponding time-harmonic potential \( u(r) = U(r) \exp (\theta(\omega, r) \sqrt{-1}) \) is governed by

\[
\begin{align*}
\nabla \cdot (\gamma \nabla u) &= 0 \text{ in } \Omega, \\
\mathbf{n} \cdot (\gamma u \nabla u) &= g \text{ on } \partial \Omega,
\end{align*}
\]

where \( \mathbf{n} \) is the outward unit normal vector corresponding to \( \partial \Omega \) and \( g \) is the boundary current density on \( \partial \Omega \) induced by the applied current.

Let \( (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_E) \) denote the attached surface electrodes. We sequentially apply \( M \) different currents using chosen electrode pairs \( \{ (\varepsilon_1^+, \varepsilon_1^-), (\varepsilon_2^+, \varepsilon_2^-), \ldots, (\varepsilon_M^+, \varepsilon_M^-) \} \), where \( 1, 2, \ldots, M \) \( \in \{ 1, 2, \ldots, E \} \). Let \( u_j \) denote the induced potential in (2) corresponding to the \( j \)th applied current, where a sinusoidal current of \( I \) mA at an angular frequency \( \omega \) is applied through the electrode pair \( (\varepsilon_j^+, \varepsilon_j^-) \). By denoting
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**Figure 1:** Abdominal CT image (a) and corresponding segmented image (b) separated into three main regions (subcutaneous fat colored blue, muscle colored red, and visceral fat colored yellow) with bone (white) and other tissues (gray).

**Figure 2:** Conductivity values of subcutaneous fat (blue) and muscle (red) tissues over the frequency range of 100 Hz to 1 MHz [38].
the corresponding Neumann data as \( g_j \), we have \( \int_{E_j} g_j ds = I = -\int_{E_j} g ds \), where \( g \) is approximately zero on \( \partial \Omega(E_j) \cup E_j \), where \( ds \) is the surface element. To estimate a conductivity distribution, we measure the voltage difference between the \( i \)th pair of electrodes subject to the \( j \)th applied current as

\[
V_{ji} = u_j' |e_{i_s} - u_j' |e_{i_i},
\]

for \( j, i = 1, 2 \cdots, M \). We do not use \( V_{ji} \) for \((j, i)\) as \( \{e_{i_s}, e_{i_i}\} \cap \{e_{i_s}, e_{i_i}\} \neq 0 \) based on the uncertainty caused by skin-electrode contact impedances [7, 39, 40].

The voltage \( V_{ji} \) reflects the conductivity distribution \( \gamma \) according to the following relation:

\[
V_{ji} = \frac{1}{I} \int_\Omega \gamma(r) \nabla u_j'(r) \cdot \nabla u_j'(r) dr,
\]

where \( dr \) is the area element. The voltage \( V_{ji} \) heavily depends on the body geometry \( \Omega \) and electrode positions \( \{e_1, e_2, \cdots, e_6\} \), which are difficult to acquire in practice. To minimize the dependency on body geometry and electrode positions, we fix the positions of the electrodes on a curved plate, as shown in Figure 3. The shape of the curved plate is predetermined and designed to fit the human abdomen. By concatenating all voltages \( V_{ji} \) in order, we generate a vector \( V \) of \( V_{ji} \) values as follows:

\[
V = \left[ V_{j_1i_1}, V_{j_2i_2}, \cdots, V_{j_Mi_M} \right]^T,
\]

where \((j_1, i_1), (j_2, i_2), \cdots, (j_M, i_M)\) are the ordered index pairs of \( \{j, i\} \cap \{e_{i_s}, e_{i_i}\} = 0 \) and \( M \) is the number of voltages in \( V \). Then, \( V \) is referred to as a vector of current-voltage data.

2.3. Conventional Method: Sensitivity Approach. The most widely used EIT image reconstruction method is the sensitivity method [19], which operates based on the voltage-conductivity relationship in (4). This method requires a discretized imaging domain \( \Omega \) with \( L \) subregions (mostly triangular) \( \Omega_1, \Omega_2, \cdots, \Omega_L \), which can be defined as

\[
\Omega = U_{i=1}^L \Omega_i.
\]

Assuming that \( \gamma \) is constant in each subregion \( \Omega_i \), the voltage in (4) can be expressed approximately as a linear system \( V = S_\gamma y \) for \( y = (\gamma | \Omega_1, \gamma | \Omega_2, \cdots, \gamma | \Omega_L)^T \). Where \( y \) is an \( M_s \times L \) sensitivity matrix defined as \( (S_\gamma)_{a\beta} = 1/I \int_{\Omega_k} \nabla u_j'(r) \cdot \nabla u_j'(r) dr \) with \( a = (j, i), \beta = \ell \). \( y \) can be derived from \( V \) by solving the linear system \( V = S_\gamma y \). However, the matrix \( S_y \) is ill-conditioned. Therefore, to recover \( y \) from \( V \), the regularized least squares method [6] is used as follows:

\[
V \mapsto y = \arg\min_y \frac{1}{2} \|S_\gamma y - V\|^2 + \lambda_R \text{Reg}(y),
\]

where \( \|\cdot\| \) is the standard Euclidean norm, \( \text{Reg} \) is a regularization operator, and \( \lambda_R > 0 \) is a regularization parameter. Tikhonov and total variation regularizations are also widely used [19, 40]. However, the regularized least squares method for absolute EIT suffers from the fundamental difficulty in handling the ill-conditioned matrix \( S_y \) based on the unknown \( \gamma \) and forward modelling errors.

3. Method: Absolute EIT Reconstruction Using Deep Learning

In this section, we discuss the proposed absolute image reconstruction algorithm for estimating subcutaneous fat thickness. We develop a map \( G \) from \( V \) to \( y \) based on deep-learning techniques combined with the special data normalization method introduced in [11]. The map \( G \) is defined by two other maps, namely, the data normalization map \( \Psi \) and conductivity reconstruction map \( \Xi \), as follows:

\[
G = \Xi \circ \Psi.
\]

In Section 3.1, we presented a data normalization map \( \Psi \) from the data \( V \) to \( \tilde{V} \), which minimizes forward modelling error as follows:

\[
\Psi : V \mapsto \tilde{V}.
\]

In Sections 3.2 and 3.3, for reconstructing the conductivity \( \gamma \) from the normalized data \( \tilde{V} \), we introduced a map \( \Xi \), which is defined as

\[
\Xi : \tilde{V} \mapsto \gamma,
\]

based on deep learning techniques.
3.1. Normalization of Current-Voltage Data. The reconstruction of the conductivity distribution $γ$ from the data $V$ is very sensitive to forward modelling errors caused by the inaccuracy of electrode positions and geometrical uncertainty [7]. To alleviate such forward modelling errors, we normalize the data $V$ based on information regarding boundary geometry. The map $Ψ$ is designed to minimize the geometry dependency of the data $V^∗$, which are components of $V$, as follows ([11], the equation (2.18)):

$$Ψ(V) = V̂, \text{ where } V̂_{ji} = \frac{S_{ji}}{V_{ji}} = \frac{\int_{Ω} \nabla V_{ji}(r) \cdot \nabla V_{ji}(r) dr}{\int_{Ω} V(r) \nabla u_{ji}^0(r) \cdot \nabla u_{ji}^0(r) dr},$$

and $S_{ji} = 1/\int_{Ω} \nabla V_{ji}(r) \cdot \nabla V_{ji}(r) dr$, where $V_j$ is the solution to $V_j = 0$ in $Ω$ with the boundary condition $n \cdot \nabla V_j = g_j$ on $∂Ω$.

Here, $V̂_{ji}$ can be considered as a weighted harmonic average of conductivity whose weight depends on the distribution of $\nabla u_{ji}^0 \cdot \nabla u_{ji}^0$. It should be noted that if the conductivity distribution $γ$ is homogeneous and represented as a constant, then $u_{ji}^0(r) = V_j(r)/γ(r)$ and $V̂_{ji} = γ$ for all $i, j$, regardless of the electrode positions and boundary geometry.

3.2. Multilayer Perceptron. We reconstruct the conductivity distribution $γ$ from the normalized data $V̂$ using an MLP, which is a deep-learning technique that can capture nonlinear relationships between input and output data [41, 42]. An MLP can serve as a tool for creating a representation function based on a given set of credible pairs of input and output data, which is referred to as a training dataset. This representation functionality can be considered as an inverse solver for EIT. We recover the conductivity $γ$ from the normalized voltage data $V$ by constructing a mapping $Ξ : \hat{V} → γ$ using an MLP. The map $Ξ$ is constructed by compositing multiple linear and nonlinear functions called activation functions. Below, we provide details regarding how $Ξ$ is constructed from linear and nonlinear functions.

An MLP consists of several layers of nodes or neurons, as shown in Figure 4. To apply an MLP to EIT, we define the nodes in the input layer as the normalized voltages in the vector $V$ and the nodes in the output layer as the conductivity values $γ$ for each subregion $Ω_i$ (6). The hidden layers, which are neither input nor output layers, are used to extract complex features from the relationships between the conductivity and voltage data. Let an MLP contain $J$ layers and let the $j$th layer contain $N_j$ nodes. Since the nodes in the first layer (input layer) are measured voltage data and the nodes in the last layer (output layer) are the conductivity values from subregions, we have $N_1 = M_s$ and $N_J = L$. The representation function $Ξ$ in the MLP has the following form of successive compositions:

$$Ξ(\hat{V}) = h_{j=1}^{N_1} \circ \cdots \circ h_1(\hat{V}),$$

where $h_j : \mathbb{R}^{N_j} \rightarrow \mathbb{R}^{N_{j+1}}$ is given by

$$h_j(ο_j) = [ο_1^{j+1}, ω_2^{j+1}, \cdots, ω_{N_{j+1}}^{j+1}]^T \text{ with } ω_m^{j+1} = ξ \left( \sum_{n=1}^{N_j} W_m^{j,n} \cdot ο_n^j \right)$$

(13)
for $o^j \in \mathbb{R}^N_j$. Here, $W_{m,n}^j$ is the weight connecting the $n$th node (neuron) in the $(j+1)$th layer to the $m$th node (neuron) in the $j$th layer and $\xi$ is an activation function. It should be noted that $o^j$ are the input data, meaning $o^j = \hat{V}$ and $\mathbf{o}_N^j$ are the output data, meaning $\mathbf{o}_N^j = y$. In this study, a rectified linear unit $\xi(x) = \max(x, 0)$ was used as the activation function. It should be noted that $\Xi$ is determined by the weights $\mathcal{W} = \{\{W_{m,n}^{1}, \ldots, N_j\}, \{W_{m,n}^{2}, \ldots, N_j\}, \ldots\}$. Therefore, we denote $\Xi W(\hat{V}) := \Xi(\hat{V})$.

To determine $W$, we minimize the function

$$W := \arg \min_{\mathcal{W}} \sum_{k=1}^{N_f} \left| \Xi \hat{V}(k) - \gamma(k) \right|^2,$$  

for a given training dataset $(\gamma^{(1)}, \hat{V}^{(1)}), (\gamma^{(2)}, \hat{V}^{(2)}), \ldots, (\gamma^{(N_f)}, \hat{V}^{(N_f)})$, where $N_f$ is the number of training data. As shown in (14), the set of weights $\mathcal{W}$, meaning the map $\Xi$ is determined by the training dataset. In the next section, we will present the training dataset adopted in this study.

### 3.3 Training Dataset from Numerical Simulations for Constructing the Map $\Xi$

The map $\Xi$ used in (12) and (13) is determined by $\mathcal{W}$, which is defined by the minimization in (14). The result of the minimization in (14) depends on the training dataset $\{(\gamma^{(i)}, \hat{V}^{(i)})\}_{i=1}^{N_f}$. Therefore, the map $\Xi$ ultimately determined by the training dataset. Consequently, the design of the training dataset is very important. Therefore, in this section, we present the details regarding how the training data were defined.

Generating training data requires solving equation (2) to derive the voltage data $\mathbf{V}$ that determine $\gamma$ and the conductivity distribution $\gamma$. We adopted the body shape in (5) and the normalized voltage $\hat{V}$ in (11) for a given domain $\Omega$, the electrode positions for the domain $\Omega$ from two-dimensional abdomen CT axial images, and considered a case with 10 electrodes on the central front part of the abdomen. According to [11], it is acceptable to consider a limited region around the electrode array, as shown in Figure 5, because measured voltages are rarely affected by the conductivity far from the electrodes. In the restricted region, we use a special type of internal domain that enables us to estimate the thickness of abdominal fat more easily. We propose dividing the imaging domain into $L$ disjoint layers $\Omega_1, \ldots, \Omega_L$ with thicknesses $d_0$ such that

$$\Omega_\ell = \{\mathbf{r} \in \Omega : d_0(\ell - 1) < \text{dist}(\mathbf{r}, \partial \Omega) < d_0\ell\} \text{ and } \Omega_L = \Omega \setminus \bigcup_{\ell = 1}^{L-1} \Omega_\ell,$$

for $\ell = 1, 2, \ldots, L-1$, where $\text{dist}(\mathbf{r}, \partial \Omega)$ denotes the distance between $\mathbf{r}$ and $\partial \Omega$. In this study, we used 15 thin layers (i.e., $L = 15$). By using the layers $\Omega$, we can simply divide the domain $\Omega$ into three regions of subcutaneous fat, muscle, and other tissues, whose conductivity values are denoted as $\gamma_f$, $\gamma_m$, and $\gamma_r$, respectively. Then, the conductivity distribution can be expressed as

$$\gamma(\mathbf{r}) = \begin{cases} \gamma_f, & \mathbf{r} \in \Omega_f \leq \ell \leq \ell_f \Omega_f, \\ \gamma_m, & \mathbf{r} \in \Omega_m \leq \ell \leq \ell_m \Omega_m, \\ \gamma_r, & \text{otherwise,} \end{cases}$$

where $\ell_f$ and $\ell_m$ are indices for the subregions of subcutaneous fat and muscle, respectively. It should be noted that $\ell_f < \ell_m$ because the subcutaneous fat is the outermost region. Therefore, the thicknesses of the subcutaneous fat and muscle regions can be easily estimated as $d_0(\ell_f - \ell_f)$ and $d_0(\ell_m - \ell_f)$, respectively.

In this study, we tested all possible values of $\ell_f$ and $\ell_m$ while maintaining at least one layer for each region (i.e., minimum of $\ell_f = 1$, maximum of $\ell_f = 13$, minimum of $\ell_m = 2$, and maximum of $\ell_m = 14$). Therefore, we testing 91 different partitions for the three regions. Regarding the conductivity values for subcutaneous fat $\gamma_f$, muscle $\gamma_m$, and other tissues $\gamma_r$, we assigned conductivity values ranging from 1 to 10 with a step size of 0.5 according to (1). Specifically, we tested $\gamma_f = 1$, $\gamma_m = 2.0, 2.5, 3.0, \ldots, 10.0$, and $\gamma_r = 1.5, 2.0, 2.5, \ldots, 9.5$ satisfying $\gamma_f < \gamma_r < \gamma_m < 10\gamma_f$. Therefore, we tested 17
different values for $\gamma_m$ and nine different values for $\gamma_r$. Considering the 91 different partitions for the three types of organs, a total of $13923(= 91 \times 17 \times 9)$ different conductivity distributions were used for the training dataset.

To produce a normalized voltage $\tilde{V}$ with a given conductivity distribution $\gamma$ in a given domain with a given electrode array, we used 45 different current application patterns (with all possible electrode pairs using 10 electrodes). For each application, we measured 28 voltages using all electrode pairs for which no current was applied. We used a set of pairs $(\gamma, V)$ of simplified conductivity distributions and normalized data for the training dataset.

By using the training dataset $\{ (\gamma^{(i)}, V^{(i)}) \}_{i=1}^{N_T}$, we constructed the representation function $\Xi$ defined in (12) using TensorFlow [43] with five hidden layers ($J = 7$). We set the numbers of nodes in each hidden layer as $(N_2, N_3, N_4, N_5, N_6) = (512, 256, 128, 64, 32)$.

4. Results

In this section, we present numerical simulations to validate the proposed method. In Section 4.1, we present reconstructed images of the human abdominal model to determine subcutaneous fat thickness, as well as conductivity values for different fat thicknesses and body shapes. To calculate the percentage error of thickness estimation, in Section 4.2, we present numerical simulations with various fat thicknesses in a circular domain. Additionally, numerical experiments in Section 4.3 demonstrate the robustness of the proposed reconstruction algorithm in a nonabdomen domain with random data and nonabdomen domain with regular data.
Finally, in Section 4.4, we present a numerical validation of data normalization.

We present the image reconstruction algorithm below.

To test the proposed algorithm, we normalized the measured data \( V \) to obtain \( \hat{V} \) and inserted it into the function \( \Xi \), resulting in the image \( \gamma = \Xi(\hat{V}) \).

### 4.1. Image Reconstruction

This section presents the image reconstruction results of the proposed method in comparison to those of the conventional method (regularized least squares method), which was originally presented in (7). The first test image contains variations in the thicknesses of subcutaneous fat and muscle. For the second test image, we changed the body shape. To generate an internal conductivity distribution of the abdomen for our simulations, we used CT images and assigned conductivity values to each organ satisfying (1), as shown in Figure 6(a). To generate the current-voltage data \( V \) for (5), we applied \( 45(= 10 \times 9 + 2) \) currents to all possible pairs of electrodes. For each application, we measured 28 voltages between the remaining
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**Figure 7**: Electrode pairs for current application and voltage measurement when current is applied through the first and second electrodes.

**Figure 8**: Profiles corresponding to the first and second rows of images in Figure 6. Each profile line begins at the top center of the corresponding image and moves to a vertical depth of up to 3 cm. In both plots, gray represents true conductivity values, and blue and red represent the reconstructed conductivity values generated by the proposed and conventional methods, respectively. (a) Thick fat case corresponding to the first row in Figure 6. (b) Thin fat case corresponding to the second row in Figure 6.

**Figure 9**: (a) One representative circular model for the test process among 13 models with subcutaneous fat thicknesses ranging from 0.3 to 3.9 cm. (b) Percentage errors of thickness estimation using the proposed method. (c) Percentage errors of conductivity estimation using the proposed method.
electrode pairs, where no current was applied (as shown in Figure 7).

A total of $1260 \times 45 \times 28$ voltages ($M_e = 1260$) were used to reconstruct the conductivity distributions. The current-voltage data $V$ was obtained by solving the governing equation (2) using the finite element method. In Figure 6, we present reconstructed images and ground-truth images. In Figure 8, we present profiles for ease of comparison.

In Figure 6, we present the results for varying subcutaneous fat and muscle thicknesses. The different types of test domains are arranged in row (i) for thick subcutaneous fat, row (ii) for thin subcutaneous fat, and row (iii) for a different...
body shape based on a different CT image. For comparison, we present images of (a) the true conductivity distribution and the reconstructed conductivity distributions generated by (b) the proposed method and (c) conventional method. We use the same color bar for the true conductivity distributions and the images reconstructed by the proposed method, and use an adjusted color bar to improve image contrast for the images reconstructed by the regularized least squares method. If we use the same color bar as the true images for the images reconstructed by the regularized least squares method, then the resulting images are almost homogeneous (i.e., no distinct image contrast). The images reconstructed by the proposed method contain distinct borders between subcutaneous fat and muscle, whereas the images reconstructed by the regularized least squares method fail to divide subcutaneous fat and muscle.

For ease of observing subcutaneous fat estimations, in Figure 8, we present profiles for the images in Figure 6. The profiles represent regions from the top center of each image to a vertical depth of up to 3 cm from each image. In Figure 8, we present both (a) thick fat and (b) thin fat cases corresponding to the first and second rows in Figure 6. In the case with thick fat, the proposed method succeeds in capturing the border between fat and muscle, whereas the conventional method cannot identify fat thickness and conductivity values. Furthermore, the proposed method can accurately reconstruct the conductivity value of fat. When the fat is thin, the proposed method is still able to estimate fat thickness and conductivity values, whereas the conventional method cannot determine fat thickness and conductivity values.

4.2. Thickness Estimation. In this section, we present the percentage errors (relative errors of subcutaneous fat thickness as percentages) for estimating subcutaneous fat thickness and conductivity values using the proposed method (Section 3). To derive quantitative results, we used a circular model, rather than a body shape (for both training and testing), with a radius of 10 cm and various subcutaneous fat thicknesses ranging from 0.3 cm to 3.9 cm with a step size of 0.3 cm, as shown in Figure 9(a). The estimations of fat thickness were derived from the reconstructed concentric circles (layers) by measuring the length from the boundary to the border of each layer, where the conductivity values change abruptly. The results of estimating subcutaneous fat thickness are values corresponding to 13 thickness classes (possible fat thickness classes for the training model): 0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4, 2.7, 3.0, 3.3, 3.6, and 3.90 cm. Because the testing model used the same variations in subcutaneous fat thickness as the training model, the errors are discretely distributed and can be equal to zero (Figure 9(b)). The conductivity values of fat were also estimated and the corresponding percentage errors are presented in Figure 9(c). The errors of estimating thickness and conductivity values are always less than 7% and 28%, respectively, for subcutaneous fat thicknesses ranging from 0.3 to 3.9 cm.

4.3. Robustness. The goal of this section is to demonstrate the robustness of the proposed method for nonabdominal data.

Based on the results presented in this section, we can conclude that the proposed reconstruction algorithm does not artificially generate human abdomen images from nonabdominal data. For verification, we tested two types of data: (1) impedance data from abdominal shape domains with nonabdominal conductivity distributions and (2) data consisting of random numbers.

We use the same abdominal domain shape and electrode alignment as those used in Section 4.1 and shown in Figure 6(i). The first impedance data we tested came from an abdominal shape domain with various conductivity anomalies. The background conductivity value was two, the upper anomalous conductivity value was seven, and the lower anomalous conductivity value was five, as shown in Figure 10(a). Next, we tested impedance data from an abdominal shape domain with random conductivity distributions drawn from a Gaussian distribution, as shown in Figure 10(c). The reconstruction results in Figures 10(b), 10(d), and 10(f) do not exhibit a fat-muscle structure and show almost entirely background conductivity values.

4.4. Data Normalization. In this section, we present evidence of the benefits of using the normalized data $\tilde{\mathbf{V}}$ in (11), rather than using the data $\mathbf{V}$ in (5) with the same current measurement patterns discussed in Section 4.1. To this end, we compare the results of MLPs (Section 3.2) different geometrical shapes for the training process (circular model) and testing process trained using $\tilde{\mathbf{V}}$ and $\mathbf{V}$. For the purpose of comparing geometrical influences, we used (elliptical model). In the training process, we used a circular model to create MLP maps $\Xi_{\text{norm}}$ and $\Xi_{\text{orig}}$ from $\tilde{\mathbf{V}}$ and $\mathbf{V}$, respectively, to $y$ using the network in Figure 4. For the circular model, we maintained a radius of 10 cm and generated concentric circles for subcutaneous fat, muscle, and interior tissues. The first outer layer of the model was subcutaneous fat with
thicknesses ranging from 0.3 cm to 3.9 cm. The second layer of the model was muscle with various thicknesses that satisfied the condition of the total thickness of fat and muscle being equal to 4.2 cm. We set the conductivity value of the subcutaneous fat to 1 S/m and tested various conductivity values for the muscle and interior tissues ranging from 2 to 10 S/m and from 1.5 to 9.5 S/m, respectively, satisfying the condition that the conductivity value of the muscle was always greater than that of the interior tissues. According to the settings described above, the total number of training data was 13923. For testing, we used an elliptical model with a major axis of 15 cm and a minor axis of 9 cm and a subcutaneous fat thickness of 2.1 cm. The other settings were the same as those used for the training data. We applied each MLP map (ξ\text{norm} and ξ\text{orig}) to the elliptical model. For ease of comparison, Figure 11 presents conductivity profiles derived from the reconstructed images based on ξ\text{norm} and ξ\text{orig}. The results of using ξ\text{norm} reveal accurate subcutaneous fat thicknesses, while those of using ξ\text{orig} are inaccurate, as shown in Figure 11.

4.5. Phantom Experiments. In this section, we present phantom experiments to validate the proposed method. We used a specially designed phantom with a boundary shape representing the human abdomen and attached 10 electrodes to the front of the phantom, as shown in Figure 12(a). To generate conductivity distributions inside the phantom, we placed a toroidal agar fabricated from gelatin away from the boundary of the phantom at a uniform distance from the boundary in all directions. We used a saline solution (0.1% NaCl) to fill the two regions separated by the agar, namely, the near boundary and the middle of the phantom. Here, the agar represents the muscle layer and the regions separated by the agar represent the regions of subcutaneous fat and the interior organs. The electrical conductivity values of the agar and saline water are 9.2 S/m and 0.2 S/m, respectively. The thickness of the agar is 3.2 cm and the distance from the boundary is 1 cm, meaning the thicknesses of the muscle and fat layers are 3.2 cm and 1 cm, respectively. We used a Sciospec 16 channel EIT system to apply 45 currents and measured 28 voltages for each current application, as described in Section 4.1. The amount of current applied was 8 mA (as peak amplitude) with an excitation frequency of 100 kHz. We applied the proposed method and conventional method to the measured data from the phantom for image reconstruction. To consider a more obese abdomen case, we reduced the thickness of the agar to 1 cm by trimming the outer section of the agar, resulting in a distance from the agar to the boundary of 3.2 cm, as shown in Figure 12(b). In Figure 13, we present the image reconstruc-
tion results for the phantom experiments. In the case with a thin fat layer (1 cm), the conductivity distribution of the proposed method abruptly changes at the borders, whereas the conductivity distribution of the conventional method does not reveal a clear border between fat and muscle. In the case with a thick fat layer (2 cm), the reconstructed conductivity values in the fat region are constant for the proposed method, but the conventional method yields irregular reconstructed conductivity values in the fat region. These results demonstrate that both the thicknesses and conductivity distributions of fat layers can be more clearly identified by the proposed method compared to the conventional method. However, the reconstructed conductivity values at the fat region are overestimated.

5. Conclusions and Discussion

We proposed an absolute EIT reconstruction method for abdominal fat estimation using an MLP, which is a deep-learning technique. The absolute EIT problem is nonlinear, ill-posed, and severely affected by forward modelling errors stemming from uncertainty in electrode positions and body geometry. We adapted an MLP to capture the nonlinear relationships between current-voltage data and conductivity distributions. To alleviate forward modelling errors, we normalized the current-voltage data based on information regarding electrode positions and body geometry. When performing reconstruction, we separated the problem domain into sub-
layers of uniform thickness to facilitate the estimation of
abdominal fat thickness. This specially designed separation of the problem domain significantly reduced the number of unknown variables, thereby reducing the ill-posedness of the absolute EIT problem. We validated the proposed method through numerical simulations and phantom experiments using 10 channel EIT systems with a human-like domain and varying thicknesses of fat and muscle.

Based on the presence of errors in the data $V$, a wider domain should be considered for stable reconstruction of the conductivity distribution $\gamma$ as follows:

**Figure 13:** Reconstructed images from phantom experiments using the proposed and conventional methods. Reconstructed images for the 1 cm fat layer generated by the (a) proposed method and (b) conventional method. (c) Profile of the reconstructed conductivity values along the depth direction. For the 3.2 cm fat layer, reconstructed images generated by the (d) proposed method and (e) conventional method.
where $\varepsilon > 0$ is the error tolerance. Based on the ill-posed nature of EIT, small errors in the data can result in abrupt changes in outputs ($\text{diam}(Y_{\varepsilon}) \gg 1$). The regularizations in (7) can be considered as an attempt to restrict the wide domain $Y_{\varepsilon}$ by using prior knowledge regarding sparsity ($L_1$), smoothness ($L_2$), and sharpness (total variation), but these regularizations cannot completely eliminate infeasible solutions, meaning they cannot guarantee stable absolute EIT reconstruction. In the proposed deep learning method, solutions, meaning they cannot guarantee stable absolute these regularizations cannot completely eliminate infeasible solutions by designing suitable training data. Specifically, one should only select feasible conductivity distributions for the training set to satisfy the desired properties for restriction.

The fully connected nature of MLP layers may be redundant because boundary voltage is insensitive to local perturbations in conductivity, meaning the entanglement between boundary voltages and conductivity is weak at regions far from electrodes.

One could use partially connected layers. This method is typically referred to as a convolutional neural network [44]. The use of partially connected layers reduces the computational cost of the training process because it requires fewer weights to be optimized.

In this study, we assumed that the thickness of subcutaneous fat was uniform when constructing training data. This model not only makes estimation of the thickness of subcutaneous fat easier, but also makes the problem less ill-posed by reducing the number of unknown variables. However, the proposed method may be less accurate when the thickness of subcutaneous fat is nonuniform.
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