Decay properties for the solutions of a partial differential equation with memory
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Abstract. Decay properties in energy norm for solutions of a class of partial differential equations with memory are studied by means of frequency domain methods. Our results are optimal for this class, as we are able to characterize polynomial as well as exponential decay rates. The results apply to models for viscoelastic materials. An extension to a semilinearly perturbed problem is also included.
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1. Introduction and main results. Let \( X \) be a Hilbert space, \( A \) an unbounded, selfadjoint, positive definite operator in \( X \) and let \( k \in L_1(\mathbb{R}_+) \) be a scalar memory kernel. In this paper we consider the problem

\[
\ddot{u}(t) + Au(t) - (k \ast Au)(t) = f(t), \quad t > 0,
\]
\[
\begin{align*}
    u(0) &= u_0, \\
    \dot{u}(0) &= u_1.
\end{align*}
\]

Here \( f : \mathbb{R}_+ \to X \) as well as \( u_0, u_1 \in X \) are given data, a dot means time derivative, and the star indicates the convolution, i.e.

\[
(k \ast u)(t) = \int_0^t k(t-s)u(s)ds, \quad t \geq 0.
\]

This problem arises in several applied fields, like viscoelasticity or heat conduction with memory, and in such applications the operator \( A \) typically is the negative Laplacian in \( X = L_2(\Omega) \), or the elasticity operator, the Stokes operator, or the biharmonic \( \Delta^2 \), etc. equipped with suitable boundary conditions.
We consider in this paper stability properties of the solutions of (1.1), in particular decay of polynomial or exponential type. Typically, the kernel \( k(t) \) is non-negative nonincreasing, and satisfies
\[
\int_0^\infty k(t)dt < 1; \tag{1.2}
\]
the latter is necessary for the well-posedness of the problem. To avoid degenerate cases, we also assume \( k \in W^{1,1}_{1,loc}(0, \infty) \), i.e. \( k(t) \) is locally absolutely continuous on \((0, \infty)\). However, in contrast to other recent papers, we allow \( k(t) \) to be singular at \( t = 0 \); an example is the standard kernel
\[
k(t) = k_0 \frac{t^{\beta-1}}{\Gamma(\beta)} e^{-\gamma t}, \quad t > 0,
\]
where \( \gamma > 0, \beta \in (0, 1) \) and \( 0 < k_0 < \gamma^\beta \). It is shown in Section 3 that under these assumptions, the solutions are asymptotically stable in energy norm, which means (in case \( f \equiv 0 \)) that the solution \( u \) satisfies
\[
\dot{u}, A^{1/2}u \in L^1(\mathbb{R}^+; X) \cap C_0(\mathbb{R}^+; X).
\]
These assertions more or less already follow from results in my book [8], Section 10, but are definitely contained in the paper [4]. However, since [4] is not easily accessible, we give a direct and simple proof here.

On the other hand, neither in my book [8] nor in the papers [4], [5] stronger decay properties are considered. It is a common belief that to obtain exponential or polynomial decay one has to use the method of Lyapunov functionals. I ti st the main emphasis in this paper to show that such decay estimates can be obtained by means of frequency domain methods, with similar effort as for the basic asymptotic stability result.

Concerning polynomial decay, we prove in Section 4 decay rates like
\[
|\dot{u}(t)| + |A^{1/2}u(t)| \leq C t^{-m} \quad \text{as } t \to \infty, \tag{1.3}
\]
provided the moment condition
\[
\int_0^\infty t^m k(t)dt < \infty
\]
is imposed on the kernel \( k(t) \).
\[
\text{This condition is shown to be optimal if one considers instead of (1.3) the property}
\]
\[
t^m \dot{u}, t^m A^{1/2}u \in L^1(\mathbb{R}^+; X), \quad \text{for all } u_0 \in D(A^{1/2}), u_1 \in X.
\]
Section 5 is devoted to exponential decay in energy norm. Assuming that the kernel \( k(t) \) has exponential decay, we show that the solution \( u(t) \) has an exponential decay in energy norm as well, and we are able to obtain the optimal decay rate.

On the other hand, we also show that exponential decay of the solutions implies exponential decay of the kernel.

Finally in Section 6 we apply our results to the semilinearly perturbed problem
\[
\ddot{u}(t) + Au(t) - (k \ast Au)(t) = f(u(t), \dot{u}(t)), \quad t > 0,
\]
\[
u(0) = u_0, \quad \dot{u}(0) = u_1,
\]
where \( f : D(A^{1/2}) \times X \to X \) is Lipschitz in a neighborhood of 0, with \( f(0) = 0 \) and a sufficiently small Lipschitz constant.

In this paper we advertise for frequency domain methods, which are appropriate due to the presence of a convolution memory term and the Hilbert space setting. Plancherel’s theorem is available and gives optimal results for the problem in question. In particular, our results are natural and more precise than those available in the literature, cf. [6, 7, 2, 3, 1], in fact, they are optimal.

2. Well-posedness and energy estimates. Integrating (1.1) twice we obtain the equivalent problem

\[
(2.1) \quad u(t) + (a * Au)(t) = u_0 + tu_1 + (t * f)(t), \quad t \geq 0,
\]

where

\[
a(t) = t - t \cdot k(t) = (1 - b_0)t + (1 \cdot b)(t), \quad b(t) = \int_t^\infty k(s)ds, \quad t \geq 0,
\]

and \( b_0 := b(0) = \int_0^\infty k(s)ds < 1 \). Since \( b(t) \) is nonnegative, nonincreasing and convex, we see that \( b(t) \) as well as \( da(t) = \dot{a}(t)dt \) are of positive type, see [8, Proposition 3.3]. Therefore we may apply [8, Corollary 1.2], to see that problem (1.1) is well-posed in \( X \). The solution is given by the variation of parameters formula

\[
(2.2) \quad u(t) = S(t)u_0 + R(t)u_1 + (R * f)(t), \quad t \geq 0,
\]

where \( S(t) \) is the resolvent of (1.1) defined by the operator equation

\[
S(t) + A(a * S)(t) = I, \quad t \geq 0,
\]

and \( R(t) = \int_0^t S(\tau)d\tau \) its integral. Thus we only need to study the properties of \( S(t) \) and \( R(t) \). From [8, Corollary 1.2], we have \( |S(t)| \leq 1 \), for all \( t \geq 0 \). Note that since \( k(t) \) is real and \( A \) is selfadjoint, \( S(t) \) and \( R(t) \) are selfadjoint as well.

To obtain the energy estimates, we let \( f \equiv 0 \), and note that \( S(t) \) as well as \( R(t) \) commute with \( A \). Hence for \( u_0, u_1 \in D(A) \) we have \( u \in C^2(\mathbb{R}_+; X) \cap C(\mathbb{R}_+; D(A)) \), and also \( u \in C^1(\mathbb{R}_+; D(A^{1/2})) \). We first rewrite

\[
Au(t) - (k * Au)(t) = (1 - b_0)Au(t) + (b * \dot{a})(t) + b(t)Au_0,
\]

then multiply (1.1) (with \( f \equiv 0 \)) by \( \dot{u} \). This implies

\[
\frac{1}{2} \frac{d}{dt} ||u||^2 + (1 - b_0)|A^{1/2}u|^2 + (b * A^{1/2}\dot{u})A^{1/2}\dot{u} = -b(t)(Au_0)\dot{u}(t)).
\]

Integration of this identity yields

\[
|\dot{u}(t)|^2 + (1 - b_0)|A^{1/2}u(t)|^2 + 2 \int_0^t (b * A^{1/2}\dot{u}(s))|A^{1/2}\dot{u}(s)|ds = |u_1|^2 + (1 - b_0)|A^{1/2}u_0|^2 - 2 \int_0^t b(s)(A^{1/2}u_0)|A^{1/2}\dot{u}(s)|ds.
\]
If $u_0 = 0$ then $u(t) = R(t)u_1$, hence since $b(t)$ is of positive type we obtain
\[ |A^{1/2}R(t)| \leq 1/\sqrt{1-b_0}, \quad t \geq 0. \]
On the other hand, if $u_1 = 0$ then $u(t) = S(t)u_0$, hence
\[ |\dot{u}(t)|^2 + (1-b_0)|A^{1/2}u(t)|^2 \leq (1-b_0)|A^{1/2}u_0|^2 - 2 \int_0^t b(s)(A^{1/2}\dot{u}(s)|A^{1/2}u_0)ds, \]
which with an integration by parts yields
\[ |\dot{u}(t)|^2 + (1-b_0)|A^{1/2}u(t)|^2 \leq (1+b_0)|A^{1/2}u_0|^2 + 2b(t)|A^{1/2}u(t)||A^{1/2}u_0| + 2 \int_0^t k(s)|A^{1/2}u(s)||A^{1/2}u_0|ds \]
\[ \leq (1+b_0)|A^{1/2}u_0|^2 + 2b_0|A^{1/2}u_0|^2 + 2 \int_0^\infty k(s)ds|A^{1/2}u_0|^2 \]
\[ = (1+5b_0)|A^{1/2}u_0|^2, \]
since $A^{1/2}u(t) = A^{1/2}S(t)u_0 = S(t)A^{1/2}u_0$ which yields $|A^{1/2}u(t)| \leq |A^{1/2}u_0|$, for $|S(t)| \leq 1$. This implies
\[ |\dot{S}(t)A^{-1/2}| \leq \sqrt{1+5b_0}, \quad t \geq 0, \]
and then by $\dot{S}(t)A^{-1} = -S(t) + (k*S)(t)$
\[ |\dot{S}(t)A^{-1}| \leq 1+b_0, \quad t \geq 0. \]
Thus we have the following result.

**Proposition 2.1.** Let $A$ be selfadjoint positive definite in the Hilbert space $X$, and let $k \in L_1(\mathbb{R}_+)$ be nonnegative nonincreasing and such that $\int_0^\infty k(s)ds < 1$. Then problem (1.1) is well-posed in $X$, and the solution is given by the variation of parameters formula (2.2). The resolvent $S(t)$ and its integral $R = 1*S$ satisfy
\begin{align*}
|S(t)| \leq 1, \quad |A^{1/2}R(t)| \leq 1/\sqrt{1-b_0}, \quad t \geq 0, \\
|\dot{S}(t)A^{-1/2}| \leq \sqrt{1+5b_0}, \quad |\dot{S}(t)A^{-1}| \leq 1+b_0, \quad t \geq 0.
\end{align*}
Each of these operator families is strongly continuous on $\mathbb{R}_+$. In particular, $u(t)$ is a strong solution of (1.1) if $u_0 \in D(A)$, $u_1 \in D(A^{1/2})$ and $f = f_1 + f_2$, with $f_1 \in W_{1,loc}(\mathbb{R}_+; X)$ and $f_2 \in C(\mathbb{R}_+; D(A^{1/2}))$.

There are also

3. **Asymptotic stability.** As shown in [8, Section 10], the principal asymptotic stability property of evolutionary integral equations like (2.1) is the strong integrability of its resolvent, i.e.
\[ S(\cdot)x \in L_1(\mathbb{R}_+; X), \quad \text{for all } x \in X. \]
To derive this property we therefore may employ, [8, Corollary 10.5]. The properties of the kernels $k(t)$ under consideration here imply that the assumptions of this result are satisfied. Since $S(t)$ and $\tilde{S}(t)A^{-1/2}$ are bounded, we also obtain $S(\cdot)x \in C_0(\mathbb{R}_+:X)$, by the Banach-Steinhaus theorem.

However, since in this paper we are concerned with the energy norm, we also need strong integrability of $A^{1/2}R(t)$ and $\tilde{S}(t)A^{-1/2}$.

The main result of this section reads as follows.

**Theorem 3.1.** Let $A$ be a selfadjoint positive definite operator in the Hilbert space $X$, and let $k \in L_1(\mathbb{R}_+) \cap W_{1,loc}^1(0, \infty)$ be nonnegative, nonincreasing and not identically 0; assume the well-posedness condition $\int_0^\infty k(t)dt < 1$.

Then the operator families $S(t)$, $A^{1/2}R(t)$, $\tilde{S}(t)A^{-1/2}$ and $\tilde{S}(t)A^{-1}$ are strongly integrable, and converge strongly to 0 as $t \to \infty$.

**Proof.** (a) We define

$$K(\lambda) := \tilde{R}(\lambda) = (\lambda^2 + (1 - \hat{k}(\lambda))A)^{-1}, \quad \text{Re} \lambda > 0,$$

where the hat indicates the Laplace transform. Since $R(t)$ is uniformly bounded, $K(\lambda)$ is well-defined and holomorphic on $\mathbb{C}_+ = \{ \lambda \in \mathbb{C} : \text{Re} \lambda > 0 \}$. In the first step we extend $K(\lambda)$ to the imaginary axis. For this purpose we consider the problem

$$-\rho^2v + (1 - \hat{k}(\lambda))Av = g,$$

where $\rho \in \mathbb{R}$ and $g \in X$ are given. For $\rho = 0$ this problem is uniquely solvable since $A$ is positive definite and $\hat{k}(0) = b_0 < 1$, we have $K(0) = (1 - b_0)^{-1}A^{-1}$. So suppose $\rho \neq 0$. If we have a solution $v$ of (3.1), taking the inner product of (3.1) with $v$ and decomposing into real and imaginary parts we obtain

$$-\rho^2|v|^2 + (1 - \text{Re} \hat{k}(\rho))|A^{1/2}v|^2 = \text{Re}(g|v|)$$

$$-\text{Im} \hat{k}(\rho)|A^{1/2}v|^2 = \text{Im}(g|v|).$$

Using $|\hat{k}(\rho)| \leq \hat{k}(0) = b_0$, the first identity implies by Young’s inequality

$$\frac{1}{2}\rho^2|v|^2 \leq \frac{1}{2\rho^2}|g|^2 + (1 + b_0)|A^{1/2}v|^2.$$

Multiplying the second identity in (3.2) by $\rho$ this implies again by Young’s inequality

$$-\rho \text{Im} \hat{k}(\rho)|A^{1/2}v|^2 \leq \left( \frac{1}{2\rho^2} + \frac{\varepsilon}{2\rho^2} \right)|g|^2 + \frac{\varepsilon(1 + b_0)}{2}|A^{1/2}v|^2.$$

Next we have

$$-\rho \text{Im} \hat{k}(\rho) = \int_0^\infty k(t)\rho \sin(\rho t)dt = \int_0^\infty [-\hat{k}(t)][1 - \cos(\rho t)]dt > 0,$$

unless $\hat{k} \equiv 0$, which means $k \equiv 0$. This shows that $-\rho^2/(1 - \hat{k}(\rho)) \not\in (0, \infty) \supset \sigma(A)$. Thus by positive definiteness of $A$ we see that $K(\rho) = L(\rho)^{-1}$ exists, and since
\( \hat{k}(\lambda) \) is continuous on \( \mathbb{C}^+ \) the family \( K(\lambda) \) is also continuous, even in operator norm on \( \mathbb{C}^+ \).

Since \( \hat{k}(t) \) belongs to \( L_1(\eta, \infty) \), for each \( \eta > 0 \), the Riemann-Lebesgue Lemma implies

\[
\liminf_{|\rho| \to \infty} [-\rho \text{Im} \hat{k}(i\rho)] \geq \liminf_{|\rho| \to \infty} \int_{\eta}^{\infty} [-\hat{k}(t)][1 - \cos(\rho t)] dt = k(\eta),
\]

hence we obtain the lower bound

\[
\liminf_{|\rho| \to \infty} [-\rho \text{Im} \hat{k}(i\rho)] \geq k(0+) > 0;
\]

note that \( k(0+) = \infty \) if the kernel \( k(t) \) is singular at \( t = 0 \). Choosing \( \varepsilon > 0 \) small enough, (3.4) implies that \( |A^{1/2}v| \) is bounded by \( |g| \), uniformly for \( |\rho| \to \infty \).

Continuity of \( A^{1/2}K(i\rho) \) then shows that \( |A^{1/2}K(i\rho)| \) is uniformly bounded on \( \mathbb{R} \), and by (3.3) we see that \( |\rho K(i\rho)| \) also has this property.

(b) In the next step we show that \( A^{1/2}K(i\cdot)x \) and \( \iota \rho K(i\cdot)x \) are in \( L_2(\mathbb{R}; X) \), for each \( x \in X \). Plancherel’s theorem then implies \( A^{1/2}R(\cdot)x \) and \( S(\cdot)x \) in \( L_2(\mathbb{R}^+; X) \), since \( \hat{S}(\lambda) = \lambda K(\lambda) \). For this purpose let \( \omega > 0 \) be fixed. Since \( A^{1/2}R(t) \) and \( S(t) \) are uniformly bounded, we have \( e^{-\omega t}A^{1/2}R(t)x \) and \( e^{-\omega t}S(t)x \) in \( L_2(\mathbb{R}^+; X) \), for each \( x \in X \), hence Plancherel’s theorem yields \( A^{1/2}K(\omega + i\cdot)x \) and \( \iota \rho K(\omega + i\cdot)x \) in \( L_2(\mathbb{R}; X) \). By means of a resolvent formula we may write

\[
(3.5) \quad K(i\rho) = \frac{1 - \hat{k}(\omega + i\rho)}{1 - \hat{k}(i\rho)} K(\omega + i\rho) + K(i\rho)[\omega^2 + 2i\omega \rho]K(\omega + i\rho) + K(i\rho)\frac{\rho^2[\hat{k}(i\rho) - \hat{k}(\omega + i\rho)]}{1 - \hat{k}(i\rho)}K(\omega + i\rho).
\]

Since \( \int_0^\infty k(t) dt < 1 \), by the Paley-Wiener lemma (see, e.g., [8, Theorem 0.7]) there is a kernel \( r \in L_1(\mathbb{R}^+) \) such that \( 1/(1 - \hat{k}(i\rho)) = 1 + \hat{r}(i\rho) \). This and the bounds on \( K \) from (a) show that the first two terms in (3.5) multiplied by \( A^{1/2} \) or by \( \rho \) yield contributions in \( L_2(\mathbb{R}; X) \) when applied to an element \( x \in X \). Concerning the last term observe that since \( k \in L_1 \) is nonnegative nonincreasing, we have \( \iota k(t) \) in \( L_1(\mathbb{R}_+) \) as well. Therefore, we obtain with an integration by parts

\[
i\rho(\hat{k}(i\rho) - \hat{k}(\omega + i\rho)) = \int_0^\infty e^{-i\rho t}[\hat{k}(t)(1 - e^{-\omega t}) + \omega k(t)e^{-\omega t}] dt,
\]

since \( -\iota k(t) \) is integrable, hence estimating we obtain

\[
|\rho(\hat{k}(i\rho) - \hat{k}(\omega + i\rho))| \leq 2\omega b_0.
\]

Since bounded measurable functions are pointwise multipliers for \( L_2 \), this estimate shows that also the last term in (3.5) gives rise to a contribution in \( L_2(\mathbb{R}; X) \).
(c) We finally show that $A^{1/2} R(t) x$ and $S(t) x$ are in $L_1(\mathbb{R}_+; X)$; since
$$
\dot{S}(t) A^{-1} = - A^{1/2} R(t) + k \ast A^{1/2} R(t), \quad \dot{S}(t) A^{-1} = - S(t) + k \ast S(t),
$$
the theorem is then proved. For this purpose we set $T(t) := R(t) - (k \ast R)(t) = - \dot{S}(t) A^{-1}$; since $R(t) = T(t) + (r \ast T)(t)$ with $r \in L_1(\mathbb{R}_+)$ as in (b), we see that it is sufficient to show $A^{1/2} T(t) x$ and $\dot{T}(t) x$ in $L_1(\mathbb{R}_+; X)$ for each $x \in X$. Note that by (b) we already know these functions to belong to $L_2(\mathbb{R}_+; X)$. Since $- t \dot{k}(t)$ belongs to $L_1(\mathbb{R}_+)$, by the identity
$$
\lambda \dot{k}'(\lambda) = - \dot{\hat{k}}(\lambda) - \hat{k}(\lambda),
$$
we see that $\lambda \dot{k}'(\lambda)$ is bounded on $\mathbb{C}_+$, hence $\hat{T}(i \rho)$ is differentiable and
$$
\hat{T}'(i \rho) = - K(i \rho)[2(1 - \hat{k}(i \rho)) + i \rho \dot{k}'(i \rho)] i \rho K(i \rho).
$$
From this we obtain $A^{1/2} \hat{T}'(i \rho)x$ and $i \rho \hat{T}'(i \rho)x$ in $L_2(\mathbb{R}; X)$ for each $x \in X$, hence Plancherel’s theorem implies $t A^{1/2} \hat{T}(t)x$ and $t \hat{T}(t)x$ in $L_2(\mathbb{R}_+; X)$. But then the estimate
$$
\int_0^\infty |A^{1/2} T(t)x| dt = \int_0^1 |A^{1/2} T(t)x| dt + \int_1^\infty |A^{1/2} T(t)x| dt / t 
\leq \left( \int_0^\infty |A^{1/2} T(t)x|^2 dt \right)^{1/2} + \left( \int_0^\infty (t A^{1/2} T(t)x)^2 dt \right)^{1/2}
$$
shows $A^{1/2} T(\cdot) x \in L_1(\mathbb{R}_+; X)$, for each $x \in X$. In the same way $T(\cdot) x \in L_1(\mathbb{R}_+; X)$ is shown. The proof is now complete. \(\Box\)

4. Polynomial decay. In recent years there has been considerable interest in decay estimates for solutions of problems like (1.1). We show in this section how polynomial decay estimates can be derived by frequency domain methods, assuming just some moment conditions on the kernel $k(t)$.

For this purpose we first consider $T(t)$ defined as above by means of $T = R - k \ast R$. Note that $T(0) = 0$, hence $\lambda T(\lambda) = \hat{T}(\lambda)$. The Laplace transform of $T(t)$ is given by
$$
\hat{T}(\lambda) = (\lambda^2/(1 - \hat{k}(\lambda)) + A)^{-1}, \quad \Re \lambda \geq 0.
$$
Differentiating we obtain with $\psi(\lambda) = \lambda^2/(1 - \hat{k}(\lambda))$
$$
\hat{T}(\lambda) = - \hat{T}'(\lambda) = \hat{T}(\lambda)[\psi'(\lambda)] \hat{T}(\lambda).
$$
Since $T(t)$ is selfadjoint this implies
$$
(t A^{1/2} T(t)x)^* = \int_0^t \left( A^{1/2} T(t-s)x \right)^* (dl \ast \dot{T}x)(s) ds,
$$
Differentiating this identity we get
\[
\hat{d}(\lambda) = \frac{2 - 3\hat{k}(\lambda) - \hat{\gamma}(\lambda)}{(1 - \hat{k}(\lambda))^2} = (1 + \hat{\gamma}(\lambda))^2(2 - 3\hat{k}(\lambda) - \hat{\gamma}(\lambda))
\]
is the Laplace transform of a finite measure \(dl\) supported on \(\mathbb{R}_+\). Therefore
\[
|(tA^{1/2}T(t)x|x^*)| \leq |A^{1/2}T(\cdot)x^*|_L_2|dl|_1|T(\cdot)x|_L_2 \leq M_1|x||x^*|,
\]
which shows \(|tA^{1/2}T(t)| \leq M_1\) on \(\mathbb{R}_+\). Similarly, we also see \(|t\hat{T}(t)| \leq M_2\) on \(\mathbb{R}_+\), with some constant \(M_2 > 0\).

If in addition we have \(\int_0^\infty tk(t)dt < \infty\) another differentiation yields
\[
\hat{T}'''(\lambda) = 2\hat{T}(\lambda)\hat{\gamma}'(\lambda)\hat{T}(\lambda) - \hat{T}(\lambda)\hat{\gamma}''(\lambda)\hat{T}(\lambda).
\]
Note that \(t^{m/2}k \in L_1(\mathbb{R}_+)\) implies \(t^{m+1/2}k \in L_1(\mathbb{R}_+)\) as well as \(t^{m+1}k(t) \to 0\) as \(t \to \infty\). In fact, an integration by parts shows
\[
N^{m+1}k(N) - \int_0^N t^{m+1}k(t)dt = (m + 1) \int_0^N t^{m}k(t)dt \leq (m + 1)|t^{m}k|_{L_1} < \infty,
\]
hence \(t^{m+1}k \in L_1(\mathbb{R}_+)\), and
\[
N^{m+1}k(N) = -N^{m+1} \int_N^\infty \hat{k}(t)dt \leq - \int_N^\infty t^{m+1}k(t)dt \to 0 \text{ as } N \to \infty.
\]
Since \(\hat{T}'''(\lambda) = 2\hat{k}(\lambda) + t^2\hat{k}(\lambda)\) and \(tk \in L_1(\mathbb{R}_+)\) yields \(t^2\hat{k} \in L_1(\mathbb{R}_+)\), we obtain in the same way as above boundedness of \(t^2A^{1/2}T(t)\) and \(t^2\hat{T}(t)\) on \(\mathbb{R}_+\). Repeating these arguments, by induction we see that \(t^{m-1}k \in L_1(\mathbb{R}_+)\) implies that \(t^mA^{1/2}T(t)\) and \(t^m\hat{T}(t)\) are uniformly bounded on \(\mathbb{R}_+\).

Looking now at \(S(t)\), we have
\[
\hat{S}(\lambda) = \lambda\hat{T}(\lambda)/(1 - \hat{k}(\lambda)).
\]
Differentiating this identity we get
\[
\hat{S}'(\lambda) = [(1 - \hat{k}(\lambda))\hat{T}'(\lambda) + \lambda\hat{k}'(\lambda)\hat{T}(\lambda)]/(1 - \hat{k}(\lambda))^2.
\]
This yields \(tS(t)\) bounded on \(\mathbb{R}_+\), without further assumptions. By induction we then see that \(t^{m}k \in L_1(\mathbb{R}_+)\) implies \(t^mS(t)\) uniformly bounded on \(\mathbb{R}_+\).

On the other hand, looking at \(A^{1/2}R(t)\) we get
\[
\hat{R}'(\lambda) = \frac{1}{1 - \hat{k}(\lambda)}\hat{T}'(\lambda) + \frac{\hat{k}'(\lambda)}{(1 - \hat{k}(\lambda))^2}\hat{T}(\lambda).
\]
Here we need \(tk \in L_1(\mathbb{R}_+)\) to conclude that \(tA^{1/2}R(t)\) is uniformly bounded on \(\mathbb{R}_+\). In this case induction yields \(t^mA^{1/2}R(t)\) provided \(t^m k \in L_1(\mathbb{R}_+)\).
Finally, recall the relations
\[ \hat{S}(\lambda)A^{-1/2} = -(1 - \hat{k}(\lambda))A^{1/2}\hat{R}(\lambda) = -A^{1/2}\hat{T}(\lambda), \]
and
\[ \hat{S}(\lambda)A^{-1} = -(1 - \hat{k}(\lambda))\hat{S}(\lambda) = -\hat{T}(\lambda). \]

Summarizing, we have shown the following result.

**Theorem 4.1.** Let the assumptions of Theorem 3.1 be satisfied. Assume in addition \( \hat{k} \) is differentiable at 0 if and only if \( \hat{k}(0) = k(0) \). Then the operator families \( t^m A^{1/2}T(\cdot)x = \hat{S}(t)A^{-1/2} \) and \( t^m A^{1/2}R(t) \) are strongly integrable and converge strongly to \( 0 \) as \( t \to \infty \). The moment condition on \( k \) is also necessary for these assertions.

**Corollary 4.2.** Let the assumptions of Theorem 3.1 be satisfied. Assume in addition \( \int_0^\infty t^m k(t)dt < \infty \) for some \( m \geq 1 \).

Then the operator families \( t^m S(\cdot) \), \( t^m A^{1/2}R(\cdot) \), \( t^m \hat{S}(\cdot)A^{-1/2} \), and \( t^m \hat{S}(\cdot)A^{-1} \) are strongly integrable and converge strongly to 0 as \( t \to \infty \). The moment condition on \( k \) is also necessary for these assertions.

**5. Exponential decay.** Assume now that there is \( \alpha_0 > 0 \) such that \( \int_0^\infty e^{\alpha_0 s}k(s)ds < \infty \), which means that the kernel \( k \) has exponential decay. In fact, since \( k \) is non-negative and nonincreasing we have
\[
k(t)e^{\alpha_0 t} = k(t)e^{\alpha_0 N} + k(t)\int_N^t \alpha_0 e^{\alpha_0 \tau}d\tau \leq k(t)e^{\alpha_0 N} + \int_N^\infty \alpha e^{\alpha_0 s}k(s)ds.
\]
This yields \( k(t)e^{\alpha t} \to 0 \) as \( t \to \infty \). Similarly, an integration by parts yields
\[
\int_\varepsilon^N -\dot{k}(t)e^{\alpha t} dt = -k(t)e^{\alpha t}|_\varepsilon^N + \alpha_0 \int_\varepsilon^N k(t)e^{\alpha t} dt,
\]
which shows that \( \dot{k}(t)e^{\alpha t} \) is integrable over each interval \([\varepsilon, \infty)\). Thus we also obtain \( tk^2 e^{\alpha t} \in L_1(\mathbb{R}^+) \), for each \( \alpha < \alpha_0 \).

Since \( \hat{k}(\lambda) \) is holomorphic in \( \mathbb{C} - \alpha_0 := \{ \lambda \in \mathbb{C} : \Re \lambda > -\alpha_0 \} \), we see that the operator-valued function \( K(\lambda) \) extends holomorphically to a neighborhood of \( i\mathbb{R} \). In the first step, we want to show that this neighborhood contains a strip \( -\alpha < \Re \lambda < \alpha \), for some \( \alpha > 0 \). For this we proceed as in (a) of the proof of Theorem 3.1.

(a) We choose \( \alpha > 0 \) and let \( \lambda = -\sigma + i\rho \), \( 0 < \sigma < \alpha \). Then \( v = K(-\sigma + i\rho)g \) satisfies
\[
(-\sigma + i\rho)^2 v + (1 - \dot{k}(-\sigma + i\rho))Av = g.
\]
Multiplying this equation with \( v \) and taking real and imaginary parts we obtain
\[
(\sigma^2 - \rho^2)|v|^2 + (1 - \Re \dot{k}(-\sigma + i\rho))|A^{1/2}v|^2 = \Re(g)v,
\]
(5.1)
\[
-2\sigma\rho|v|^2 - \Im \dot{k}(-\sigma + i\rho))|A^{1/2}v|^2 = \Im(g)v.
\]
From these identities we obtain as in (a) of the proof of Theorem 3.1 the following estimate.
\[
(\rho^2 - \sigma^2 - \varepsilon)|v|^2 \leq \frac{|g|^2}{4\varepsilon} + (1 - \Re \dot{k}(-\sigma + i\rho))|A^{1/2}v|^2.
\]
Multiplying (5.1) with \( \rho \) and \( \rho \) we get
\[
-\rho \Im \dot{k}(-\sigma + i\rho)|A^{1/2}v|^2 \leq |g||\rho v| + 2\sigma\rho^2|v|^2 \leq \frac{|g|^2}{4\varepsilon} + (2\sigma + \varepsilon)|\rho v|^2
\]
\[
\leq \frac{|g|^2}{4\varepsilon} \left[ 1 + \frac{\rho^2(2\sigma + \varepsilon)}{\rho^2 - \sigma^2 - \varepsilon} \right] + \frac{\rho^2(2\sigma + \varepsilon)}{\rho^2 - \sigma^2 - \varepsilon} [1 - \Re \dot{k}(-\sigma + i\rho)]|A^{1/2}v|^2.
\]
To obtain a lower bound for \(-\rho \Im \dot{k}(-\sigma + i\rho)\), we calculate
\[
-\rho \Im \dot{k}(-\sigma + i\rho) = \int_0^\infty [-\dot{k}(t)e^{\sigma t}](1 - \cos(\rho t)) dt
\]
\[
\geq \int_\eta^\infty [-\dot{k}(t)e^{\sigma t}](1 - \cos(\rho t)) dt - \sigma \int_0^\infty e^{\sigma t}k(t)(1 - \cos(\rho t)) dt
\]
\[
\to \int_\eta^\infty [-\dot{k}(t)e^{\sigma t} - \sigma \int_0^\infty e^{\sigma t}k(t) dt =
\]
\[
= k(\eta)e^{\sigma \eta - \sigma} \int_0^\eta k(t)e^{\sigma t} dt \geq k(\eta) - \alpha \int_0^\eta k(t)e^{\sigma t} dt,
\]

as $|\rho| \to \infty$, again employing the Riemann-Lebesgue lemma. This implies
\[
\liminf_{|\rho| \to \infty} -\rho \text{Im}\hat{k}(-\sigma + i\rho) \geq k(0+),
\]
uniformly for $0 \leq \sigma \leq \alpha_0$. Since $\hat{k}(-\sigma + i\rho) \to 0$ uniformly w.r.t. $\sigma \in [0, \alpha_0]$ as well, as in (a) of the proof of Theorem 3.1 we may now conclude uniform bounds for $A^{1/2}K(\lambda)$ and $\lambda K(\lambda)$ in a strip of the form $-\alpha \leq \Re\lambda \leq 0$, provided $\alpha < \min\{\alpha_0, k(0+/2)\}$.

(b) We look first again at $\hat{T}(\lambda) = (\phi(\lambda) + A)^{-1}$, where $\phi(\lambda) = \lambda^2/(1 - \hat{k}(\lambda))$. We have
\[
\hat{T}(-\sigma + i\rho) - \hat{T}(\sigma + i\rho) = \hat{T}(-\sigma + i\rho)[\phi(-\sigma + i\rho) - \phi(\sigma + i\rho)]\hat{T}(\sigma + i\rho).
\]
Since $\hat{T}(\cdot)e^{-\sigma t}x$ belongs to $L_2(\mathbb{R}_+; X)$, as before Plancherel’s theorem yields $\rho \hat{T}(\sigma + i\cdot)x \in L_2(\mathbb{R}; X)$, and then by boundedness of $A^{1/2}T(-\sigma + i\rho)$ and of $\rho \hat{T}(\sigma + i\rho)$ proved in step (a) we obtain $A^{1/2}T(-\sigma + i\cdot)x$ and $\rho \hat{T}(\sigma + i\cdot)x$ in $L_2(\mathbb{R}; X)$ for each $x \in X$, provided $\phi(-\sigma + i\rho) - \phi(\sigma + i\rho)$ is bounded by $C(1 + |\rho|)$. From this Plancherel’s theorem implies $\hat{T}(\cdot)e^{\sigma t}x \in L_2(\mathbb{R}_+; X)$ as well as $A^{1/2}T(\cdot)e^{\sigma t}x \in L_2(\mathbb{R}_+; X)$, for all $x \in X$, and then even
\[
|\hat{T}(t)|, |A^{1/2}T(t)| \leq M e^{-\sigma t}, \quad t \geq 0,
\]
as in the proof of Theorem 4.1. This yields uniform exponential decay of the relevant operator families $S(t)A^{-1/2} = -A^{1/2}T(t)$, and $S(t)A^{-1} = -T(t)$, but also of $A^{1/2}R(t) = A^{1/2}T(t) + (r \ast A^{1/2}T)(t)$, $S(t) = T(t) + (r \ast T)(t)$, as long as
\[
\hat{k}(-\sigma) = \int_0^\infty k(t)e^{\sigma t} < 1.
\]
Thus it remains to estimate $\phi(-\sigma + i\rho) - \phi(\sigma + i\rho)$. We have
\[
\phi(-\sigma + i\rho) - \phi(\sigma + i\rho) = -\frac{4i\sigma \rho}{1 - \hat{k}(\sigma + i\rho)}
\]
\[+ (-\sigma + i\rho)^2 \frac{\hat{k}(-\sigma + i\rho) - \hat{k}(\sigma + i\rho)}{(1 - \hat{k}(-\sigma + i\rho))(1 - \hat{k}(\sigma + i\rho))}
\]
and
\[
\rho(\hat{k}(-\sigma + i\rho) - \hat{k}(\sigma + i\rho)) = \int_0^\infty k(t)i \rho e^{-i\sigma t}(e^{\sigma t} - e^{-\sigma t})dt
\]
\[= \int_0^\infty k(t)e^{-i\sigma t}(e^{\sigma t} - e^{-\sigma t})dt + \sigma \int_0^\infty k(t)e^{-i\sigma t}(e^{\sigma t} + e^{-\sigma t})dt.
\]
The latter implies
\[ |\rho(\hat{k}(-\sigma + i\rho) - \hat{k}(\sigma + i\rho))| \leq 4\sigma \hat{k}(-\sigma) \leq 4\alpha_0 \hat{k}(-\alpha_0), \]
and so we obtain
\[ |\phi(-\sigma + i\rho) - \phi(\sigma + i\rho)| \leq C(1 + |\rho|), \quad \rho \in \mathbb{R}, \]
provided \( \sigma \leq \alpha_0 \).

Summarizing, we have proved the following result.

**Theorem 5.1.** Let the assumptions of Theorem 3.1 be satisfied. Assume in addition
\[ \int_0^\infty e^{\alpha t}k(t)dt < \infty \text{ for some } \alpha_0 > 0. \]
Then there are constants \( \alpha > 0 \) and \( M > 0 \) such that
\[ |S(t)|, |\dot{S}(t)A^{-1/2}|, |\ddot{S}(t)A^{-1}|, |A^{1/2}R(t)| \leq Me^{-\alpha t}, \quad t \geq 0. \]

The optimal decay rate \( \gamma_* \) follows also from the proof of Theorem 5.1. To see this, suppose e.g. that for each \( 0 < \gamma < \gamma_* \) there is a constant \( M = M_\gamma \) such that \( |R(t)| \leq Me^{-\gamma t} \), for \( t > 0 \). Then the Laplace transform \( \hat{R}(\lambda) = K(\lambda) \) is holomorphic and bounded on each halfplane \( \text{Re } \lambda \geq -\gamma \). This implies as in [8, p. 50–51], that \( \hat{k}(\lambda) \) admits meromorphic extension to the halfplane \( \text{Re } \lambda > -\gamma_* \) and
\[ \phi(\lambda) = \lambda^2/(1 - \hat{k}(\lambda)) \notin \sigma(-A) \cup \{\infty\}, \quad \text{Re } \lambda > -\gamma_. \]
In particular, we have \( \hat{k}(-\gamma) < 1 \), for all \( \gamma < \gamma_* \). By positivity of \( k(t) \), this implies \( k(t)e^{\gamma t} \in L_1(\mathbb{R}_+) \), for each \( \gamma < \gamma_* \). This yields the optimal decay rate \( \gamma_* \) as \( \gamma_* = \min\{\alpha_1, \alpha_2\} \),
where
\[ \alpha_1 := \sup\{\alpha > 0 : \int_0^\infty e^{\alpha t}k(t)dt < 1\}, \]
and
\[ \alpha_2 := \sup\{\alpha > 0 : \phi(\mathbb{C}_-) \cap \sigma(-A) = \emptyset\}. \]

What is the role of the condition \( \alpha < k(0+)/2 \) in the proof of Theorem 5.1? Obviously, this is no restriction in the case of a singular kernel. However, if \( k(t) \) is regular, then \( \hat{k}(\lambda) \sim k(0+)/\lambda \) for large \( \lambda \), hence the solutions \( \lambda(\mu) \) of the equation
\[ \lambda^2 + \mu(1 - \hat{k}(\lambda)) = 0 \]
for large \( \mu > 0 \) to first order asymptotically behave like \( \lambda(\mu) \sim \pm i\sqrt{\mu} \), and to second order like
\[ \lambda(\mu) \sim \pm i\sqrt{\mu}(1 - k(0+)/\lambda)^{1/2} \sim \pm i\sqrt{\mu} - k(0+)/2. \]
Thus \( \alpha_2 \leq k(0+)/2 \) in this case.
An inspection of the proof of Theorem 5.1 shows that the assertion of this result holds for any $\alpha < \gamma_*$. Therefore we have

**Corollary 5.2.** Let the assumptions of Theorem 3.1 be satisfied, and suppose $\int_0^\infty e^{\alpha_0^2}k(t)\,dt < \infty$, for some $\alpha_0 > 0$.

Then the optimal decay rate $\gamma_* > 0$ for the operator families $S(t)$, $A^{1/2}R(t)$, $\dot{S}(t)A^{-1/2}$ and $\dot{S}(t)A^{-1}$ is given by $\gamma_* = \min\{\alpha_1, \alpha_2\}$, where $\alpha_1$ and $\alpha_2$ are defined in (5.2) and (5.3).

**6. A semilinear problem.** In this section we briefly consider the semilinearly perturbed problem

\begin{align*}
\ddot{u}(t) + Au(t) - (k \ast Au)(t) &= F(u(t), \dot{u}(t)), \quad t > 0, \\
u(0) &= u_0, \quad \partial_\nu u(0) = u_1.
\end{align*}

Here $X$, $A$, $k$ are as before, and $F : D(A^{1/2}) \times X \to X$ is Lipschitz with sufficiently small Lipschitz constant in a neighborhood of 0, and $F(0) = 0$. Thus the principal linearization of (6.1) is the linear problem (1.1).

The basic idea to solve (6.1) is of course to use the contraction mapping principle. By the stability properties of the linearized problem, this yields immediately global solutions which tend to 0 in energy norm as $t \to \infty$, provided the initial values are small in this norm. For this, one only has to know the following result which is valid in general Banach spaces.

**Lemma 6.1.** Let $X, Y$ be Banach spaces, and let $\{U(t)\}_{t \geq 0} \subset \mathcal{B}(X, Y)$ be a strongly continuous operator family which is such that $U(\cdot)$ as well as $U^*(\cdot)$ are strongly integrable. Then the convolution operator $T$ defined by

\[(Tf)(t) := \int_0^t U(t - s)f(s)\,ds, \quad t \geq 0,
\]

is well-defined and bounded from $L^p(\mathbb{R}_+; X)$ into $L^p(\mathbb{R}_+; Y)$, for each $p \in [1, \infty]$. $T$ is also bounded from $C_0(\mathbb{R}_+; X)$ into $C_0(\mathbb{R}_+; Y)$, provided $U(t) \to 0$ strongly as $t \to \infty$.

The proof of this result follows by standard arguments as in [8, p. 257, 273]. The last assertion is a consequence of the fact that $f \in C_0(\mathbb{R}_+; X)$ can be uniformly approximated by simple functions with compact support.

Let the assumptions of Theorem 3.1 be satisfied. Then the operator families $A^{1/2}R(t)$ and $S(t)$ are strongly continuous, strongly integrable and converge to 0 strongly as $t \to \infty$. We rewrite problem (6.1) as

\begin{align*}
(6.2) \quad u(t) &= u_*(t) + \int_0^t R(t - s)F(u(s), \dot{u}(s))\,ds, \quad u_*(t) = S(t)u_0 + R(t)u_1, \quad t \geq 0.
\end{align*}
As the basic space for the fixed point argument, we choose \( Z = C_0^t(\mathbb{R}_+; X) \cap C_0(\mathbb{R}_+; D(A^{1/2})) \), equipped with the norm
\[
\|u\|_Z = \sup_{t \geq 0} |u(t)|_E, \quad |u(t)|_E := |A^{1/2}u(t)|_X + |\dot{u}(t)|_X,
\]
and we let \( Y := C_0(\mathbb{R}_+; X) \) with norm \( \|f\|_Y := \sup_{t \geq 0} |f(t)| \). If \( u_0 \in D(A^{1/2}) \) and \( u_1 \in X \) we have \( u_* \in Z \). Next suppose that \( F : E \to X \) is Lipschitz on each ball \( \overline{B}_r(0,0) \subset E := D(A^{1/2}) \times X, r \leq R \), say with constant \( L(r) \). Define \( \bar{F} \) by means of
\[
\bar{F}(u)(t) := F(u(t), \dot{u}(t)), \quad t \geq 0, \quad u \in Z.
\]
Then \( \bar{F} : Z \to Y \) is Lipschitz on each ball \( B_r(0) \subset Z \) as well, with the same constant \( L(r) \). Now fix a ball \( \mathbb{B} := \overline{B}_\rho(u_*) \subset Z \), with \( \rho \leq r \), and define the map \( T : \mathbb{B} \to Z \) by means of the right hand side of (6.2), i.e.
\[
(Tu)(t) := u_*(t) + \int_0^t R(t-s)\bar{F}(u(s))ds, \quad t \geq 0, \quad u \in \mathbb{B}.
\]
Since \( R(t) \) is selfadjoint in \( X \), by Theorem 3.1 and Lemma 6.1, \( T \) is well-defined, and there is a constant \( C > 0 \) such that
\[
\|R * f\|_Z \leq C\|f\|_Y, \quad \text{for each } f \in Z.
\]
Therefore we obtain
\[
\|Tu - Tv\|_Z \leq CL(r)\|u - v\|_Z, \quad \text{for all } u, v \in B_r(0),
\]
as well as
\[
\|Tu - u_*\|_Z \leq CL(r)\|u\|_Z \leq CL(r)(\rho + \|u_*\|_Z), \quad u \in \mathbb{B}.
\]
Therefore \( T \) is strict contraction provided say \( CL(r) \leq 1/2 \), and it maps \( \mathbb{B} \) into \( \mathbb{B} \), provided in addition \( \rho := \|u_*\|_Z \leq \gamma/2 \), i.e. if \( |A^{1/2}u_0| \) and \( |u_1| \) are small enough. Thus the contraction principle applies and we have a unique global solution of (6.2) which is continuous and converges to 0 as \( t \to \infty \) in energy norm, provided \( L(r) \) and \( |A^{1/2}u_0| \) and \( |u_1| \) are small enough. This shows that the trivial solution of the semilinear problem (6.1) is asymptotically stable in energy norm.

To obtain decay rates, suppose that the assumptions of Theorem 5.1 are valid, and let \( u \) be a solution of (6.2). Then setting \( \phi(t) = |u(t)|_E \) we obtain from the integral equation (6.2) the estimate
\[
\phi(t) \leq Me^{-\alpha t}\phi(0) + ML(r) \int_0^t e^{-\alpha(t-s)}\phi(s)ds,
\]
and hence
\[
\phi(t) \leq Me^{-(\alpha - ML(r))t}\phi(0), \quad t \geq 0,
\]
provided \( \alpha > ML(r) \), i.e. provided \( L(r) \) is sufficiently small. Similarly, if the assumptions of Theorem 4.1 hold, then setting \( \kappa(t) = (1 + t)^{-m} \) we obtain from (6.2)

\[
(6.3) \quad \phi(t) \leq M \kappa(t) \phi(0) + ML(r) \int_0^t \kappa(t-s) \phi(s) ds, \quad t \geq 0.
\]

Let the resolvent kernel \( \rho(t) \) be defined by

\[
\rho(t) = \kappa(t) + ML(r)(\kappa \ast \rho)(t) \quad t \geq 0,
\]

by the Neumann series we have \( 0 \leq \rho \in L^1(\mathbb{R}^+) \) provided \( ML(r) \hat{\kappa}(0) < 1 \), which means \( ML(r) < m - 1 \). Convolving (6.3) with \( ML \rho \) and adding the result to (6.3) we obtain

\[
\phi(t) \leq M \rho(t) \phi(0), \quad t \geq 0.
\]

Since \( \kappa(t) \) is positive and decreasing,

\[
(\kappa \ast \kappa)(t) \leq 2 \hat{\kappa}(0) \kappa(t/2) \leq \frac{2^{m+1}}{m-1} \kappa(t),
\]

by induction and the Neumann series for \( \rho \) we obtain

\[
\rho(t) \leq \kappa(t) \sum_{j=0}^{\infty} \left[ \frac{ML2^{m+1}}{m-1} \right]^j = \kappa(t) \left[ 1 - \frac{ML2^{m+1}}{m-1} \right]^{-1},
\]

provided \( m \geq 2 \) and \( L(r) \) is sufficiently small. This way we obtain a decay like \( t^{-m} \) of the solution in energy norm.

Summarizing we have

**Theorem 6.2.** Let the assumptions of Theorem 3.1 hold, let \( E \) be the energy space \( E = D(A^{1/2}) \times X \), and assume that \( F : E \to X \) is Lipschitz with constant \( L(r) \) on the ball \( B_r(0) \subset E \), \( F(0) = 0 \) and suppose \( L(r) \to 0 \) as \( r \to 0 \).

Then there is a constant \( r_0 > 0 \) such that (6.1) has a unique solution \( u \in C_0(\mathbb{R}^+; D(A^{1/2})) \cap C^1_0(\mathbb{R}^+; X) \), provided \( |A^{1/2}u_0|_X + |u_1|_X \leq r_0 \). Moreover,

(i) if \( \int_0^\infty t^m k(t) dt < \infty \) for some \( m \geq 2 \), then

\[
|A^{1/2}u(t)|_X + |\dot{u}(t)|_X \leq C(1 + t)^{-m} \quad t \geq 0;
\]

(ii) if \( \int_0^\infty e^{\alpha_0 t} k(t) dt < \infty \) for some \( \alpha_0 > 0 \) then

\[
|A^{1/2}u(t)|_X + |\dot{u}(t)|_X \leq Ce^{-\alpha t} \quad t \geq 0,
\]

for some \( \alpha > 0 \). Here \( C > 0 \) is a constant which is independent of the solution \( u(t) \).

Obvious modifications of the arguments given above show that the nonlinear function \( F \) can be replaced by a memory dependent but causal functional. We leave this and other possible extensions to the interested reader.
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