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Principle of Neural Network and Its Main Types: Review
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Abstract: In this paper, an overview of the artificial neural networks is presented. Their main and popular types such as the multilayer feedforward neural network (MLFFNN), the recurrent neural network (RNN), and the radial basis function (RBF) are investigated. Furthermore, the main advantages and disadvantages of each type are included as well as the training process.
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1. INTRODUCTION

The neural network (NN) [1] is defined as the massively parallel distributed processor which consists of simple processing units that has a natural propensity to store the experiential knowledge and making it available to use.

The NNs are widely used by many researchers in many different applications such as robotics [2-7], speech recognition [8, 9], human face recognition [10, 11], medical applications [12-14], manufacturing [15, 16], and economics [17, 18].

In robotics applications, the MLFFNN proposed in [2-4] was used to detect the occurred collisions during the collaboration between the human operator and the robot. In [5], experiments were presented on the learning of object handling behaviours by a small humanoid robot using the RNN with parametric bias. In [6], a variable admittance control in human-robot cooperation was proposed based on online training of MLFFNN. In this admittance controller, the variable damping was adjusted. In [7], the virtual inertia of the robot admittance controller based also on MLFFNN.

Speech recognition was also proposed based on NN. In [8], convolutional NN-based acoustic model for raw speech signal was discussed. In this case, the relation between raw speech signal and phones in a data-driven manner was established. In [9], the convolutional NN-based approach was proposed to large vocabulary speech recognition task. This approach was compared against the conventional NN-based approach on Wall Street Journal corpus.
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Human face recognition was also proposed based on NN. In [10], the MLFFNN was presented for the development of a human face recognition system. In this case, the network was trained with a set of face images until it is in a learned state. The network could classify the face input into its class. In [11], a novel face recognition method was proposed based on multi-features using a neural networks committee machine. The committee consists of several independent neural networks trained by different image blocks of the original images in different feature domains.

NNs are widely used with medical applications and diagnosis [12]. In [13], the capability of the Rank M-Type RBF neural network was presented in medical image processing applications. In [14], a comparative chest diseases diagnosis was realized by using multilayer, probabilistic, learning vector quantization, and generalized regression neural networks. The chest diseases dataset was prepared by using patient’s epicrisis reports from a chest diseases hospital’s database.

NNs are also used in various areas of manufacturing. In [15], methods for training neural networks was proposed to model complex manufacturing processes. In this work [15], a case study of a complex forming process was used to demonstrate a real implementation case in industry. In [16], the RNN was used for the design and the implementation of a sequential controller for a flexible manufacturing system.

Economics’ applications also used the artificial NNs. In [17], an approach for the process of forecasting the financial data was presented using the RBF. In [18], the consumer behavior was identified using the artificial neural networks based on the information obtained from traditional surveys. The results proved that the neural networks have a good discriminatory power,
generally providing better results compared with traditional discriminant analysis.

From this discussion, we can conclude that there are different types of NNs. In addition, many applications use the NN.

This paper presents the main popular types of the neural networks such as the multilayer feedforward neural network (MLFFNN), recurrent neural network (RNN), and the radial basis function (RBF). The advantages and disadvantages of each type are included as well as the training process. In fact, the advantages and disadvantages of each NN type are presented in this paper to help researchers to choose/select the suitable NN type in their work.

The rest of this manuscript is as follows. Section 2 presents the meaning of the neuron. Section 3 includes the examples of the activation functions. In section 4, the general properties of the NNs are presented. Section 5 presents the MLFFNN architecture, advantages, disadvantages, and training. In section 6, the RNN architecture, advantages, disadvantages, and training. In section 7, the RBF is presented. Section 8 presents comparison between other types of the NNs. In final, section 9 summarizes the main important points of this paper.

2. THE NEURON MODELS

The neuron is the information-processing unit [1], which is fundamental to the neural network operation. The block diagram showing the model of the neuron is presented in Fig. (1). This figure forms the basis for designing a large neural networks’ family.

In mathematical analysis.

\[ s_j = \sum_{m=0}^{m} w_{jm} x_m \]  (1)

and

\[ y_j = \varphi(s_j) \]  (2)

where \( x_1, x_2, ..., x_m \) are the input signals; \( x_0 = 1 \) is the bias. \( w_{j0}, w_{j1}, ..., w_{jm} \) are the respective synaptic weights of neuron j. \( \varphi(\cdot) \) is the activation function; and \( y_j \) is the output signal of the neuron.

3. ACTIVATION FUNCTION

The activation function expressed by \( \varphi(s) \) defines the neuron output in terms of the induced local field \( s \). In follows, three types of the activation functions are defined:

- **The Threshold Function**
  
  In this type of activation function,

  \[ \varphi(s) = \begin{cases} 
  1 & \text{if } s \geq 0 \\
  0 & \text{if } s < 0 
  \end{cases} \]  (3)

- **The Sigmoid Function**
  
  The example of the sigmoid function is the “logistic function”, and it is defined by

  \[ \varphi(s) = \frac{1}{1 + \exp(-\alpha s)} \]  (4)

  where \( \alpha \) is the slope parameter of the sigmoid function.

  The **hyperbolic tangent function** is also used, and it is defined by

  \[ \varphi(s) = \tanh(s) \]  (5)

- **The Squash Function**
  
  This type of activation function is defined as

  \[ \varphi(s) = \frac{s}{1 + |s|} \]  (6)

4. GENERAL PROPERTIES OF THE NNs

NNs present a lot of advantages which make them widely used in many different applications. These advantages are summarized as follows:

- NN is a powerful tool for the non-linear systems identification [1, 19].
- It can adapt itself by changing the network parameters in a surrounding environment and
can easily handle imprecise, fuzzy, noisy, and probabilistic information [19].

- The NN derives its computing power through its massively parallel distributed structure and its ability to learn and, therefore, to generalize. It was proven that the neural network could approximate any complex (large-scale) linear or non-linear function given appropriate training data [1, 20].

- It also offers useful properties and capabilities such as nonlinearity, input–output mapping and adaptivity, function approximation and generalization [1].

- NN has a kind of universality [21] e.g. approximation of smooth batch data containing the input, output and possibly gradient information of a function [22], and approximating the derivatives of a function [23].

- NN has a vital role in the identification of the dynamic systems and fault detection since it not only can be used to detect the occurrence of the fault, but it also provides a postfault model of the robotic manipulator. This postfault model can be effectively used to isolate and identify the fault and, if possible, for accommodation of the failure [24].

In the following three sections, we concentrate on the three main types of the neural networks: MLFNN, RNN, and RBF.

5. MULTILAYER FEEDFORWARD NN (MLFFNN)

Feedforward NNs are the artificial NNs in which the connections between units do not form a cycle. Feedforward NNs were the first type of artificial NN invented. In addition, they are simpler than their counterpart, the RNNs. They are called Feedforward because information only travels forward in the network (no loops), first through the input nodes, then through the hidden nodes (if present), and in final, through the output nodes. The Feedforward NN divides into two main types as follows.

- **Single-Layer Feedforward NN (SLFFNN)**

  The Single layer is referring to the output layer of the computation nodes (neurons). The input layer of source nodes is not counted because no computation is performed there. The SLFFNN is shown in Fig. (2).

- **Multilayer Feedforward NN (MLFFNN)**

  The architecture of this NN has one or more hidden layers. Fig. (3) shows fully connected feedforward network with one hidden layer and one output layer.

**Discussion:**

Multilayer feedforward NN was used with our research interests in robotics. For example, in [25], the MLFFNN was designed and trained for human-robot collisions detection during the collaboration between the robot and human. In this work, two NN architectures were proposed. The first architecture was composed of one hidden layer. This architecture was designed using the intrinsic joint position and torque...
sensors from the manipulator. As known, that most of the robots do not have joint torque sensors and only the collaborative robots have these joint torque sensors. Therefore, this NN architecture can be applied only for the collaborative robots.

The second NN architecture in [25] was composed of two hidden layers. The main benefits from using two hidden layers are the two hidden layers can achieve better result than using a single layer [26], and also they give a better generalization capability than a single hidden layer in many cases [27]. This architecture was designed using only the intrinsic joint position sensors from the manipulator as it is known that most of the robots have joint position sensors. Therefore, using the two hidden layers in this architecture helped us to implement a method that can be applied to any robot. Both NN architectures are presented in Figs. (4 and 5), respectively [25].
Difference between MLFFNN and Multilayer Perceptron:

The multilayer perceptron is the special case of the feedforward NN, where every layer is a fully connected layer. In some definitions, the number of nodes in each layer is the same. In addition, in many definitions the activation function across hidden layers is the same. Fig. (6) [28] shows what this means.

Figure 6: The multilayer perceptron. The picture is taken from ref. [28].

5.1. Advantages and Disadvantages

The main advantage of the MLFFNNs is that they can be used for the difficult to complex problems. However, they need sometimes long training time. In detail, the main advantages and disadvantages of the MLFFNNs are summarized in Table 1.

5.2. MLFFNN Training

Consider $y_j$ the function signal produced at the output of neuron $j$ in the output layer by the stimulus $x(n)$ applied to the input layer. Therefore, the error signal produced at the output of neuron $j$ is

$$e_j(n) = d_j(n) - y_j(n)$$

where $d_j(n)$ is the $i$th element of the desired-response vector $d(n)$.

The instantaneous error energy of neuron $j$ is known by

$$E_j(n) = \frac{1}{2} e_j^2(n)$$

Summing the error-energy contributions of all the neurons in the output layer, the total instantaneous error energy of the whole network is expressed as

$$E(n) = \sum_{j \in C} E_j(n) = \frac{1}{2} \sum_{j \in C} e_j^2(n)$$

where the set $C$ includes all the neurons in the output layer. With the training sample consisting of $N$ examples, the error energy averaged over the training sample is defined by

$$E_{av}(N) = \frac{1}{N} \sum_{n=1}^{N} E(n) = \frac{1}{2N} \sum_{n=1}^{N} \sum_{j \in C} e_j^2(n)$$

Two different methods are presented for training the MLFFNN: batch learning and online learning.

- **Batch Learning**

In the batch method of supervised learning, the adjustments to the synaptic weights of the MLFFNN are performed after the presentation of all the $N$ examples in the training sample that constitute one epoch of training. In other words, the cost function for batch learning is defined by the average error energy $E_{av}$. Adjustments to the synaptic weights of the MLFFNN are made on an epoch-by-epoch basis.

- **Online Learning**

In the online method of supervised learning, the adjustments to the synaptic weights of the MLFFNN

| Type of NN | Advantages | Disadvantages |
|-----------|------------|---------------|
| MLFFNN    | - MLFFNN is one of the popular ANN that has been used for many ANN applications [29, 30].  
           - It has a very simple structure compared with other types of artificial neural networks [1, 31].  
           - MFFNN gives good performance in many cases [32].  
           - MFFNN is a robust neural network that can be applied easily and successfully in various problem domains [33-35].  
           - The on-line training of the MLFFNN was used for tuning the control parameters [6, 7, 36-38].  
           - For function approximation problems, they are preferred as a general model for surfaces without regular peaks and valley [39].  
           - For classification problems, they can get better classification results with much more efficient networks than RBF networks [32, 39].  
| This network type requires a large number of pairs of input and target for the training process [32; 40]. |

Notes: To illustrate the properties presented in Table 1, in our previous paper [2], the MLFFNN is used for human-robot collisions detection, which is an important application for the safety of the human-robot cooperation. In that paper, the used MLFFNN gave very good performance and very low mean squared error (MSE) (0.040644) after 932 iterations. However, it needed large number of pairs of input and target (56358).
are performed on an example-by-example basis. The cost function to be minimized is therefore, the total instantaneous error energy \( E(n) \). The on-line training of the MLFFNN was used for tuning the control parameters as presented in references [6, 7, 36-38].

### 5.2.1. Learning Algorithms

In this paper, the error back propagation algorithm and the Levenberg-Marquardt algorithm are discussed for training the MLFFN.

Levenberg-Marquardt (LM) algorithm is a type of the second-order optimization techniques that have a strong theoretical basis and provide significantly fast convergence, and it is considered as an approximation to Newton’s Method [41, 42]. LM learning is used because it can trade-off between the fast learning speed of the classical Newton’s method and the guaranteed convergence of the gradient descent [41, 43]. LM algorithm always suits to large data sets, and converges in less iterations and in shorter time than the other training algorithms. In this algorithm, the optimum weight adjustment \( \Delta w \) applied to the parameter vector \( w \) is defined by

\[
\Delta w = [H + \lambda I]^{-1} g
\]

(11)

where, \( H \) is Hessian of the second order function and \( g \) is the gradient vector of the second order function. \( I \) is the identity matrix of the same dimensions as \( H \) and \( \lambda \) is a regularizing or loading parameter that forces the sum matrix \((H + \lambda I)\) to be positive definite and safely well-conditioned throughout the computation.

Error backpropagation algorithm has the simplicity of implementation [44], and accelerating convergence to a minimum of the error function if the optimal values of its parameters, learning and momentum rates, are obtained [1, 45]. In this algorithm, the correction weight \( \Delta w_{jm} \) applied to the synaptic weight connecting neuron \( m \) to neuron \( j \) is defined by the delta rule as:

\[
\Delta w_{jm} = \eta \times \delta_j(n) \times x_m(n)
\]

(12)

where, \( \eta \) is the learning rate parameter, \( \delta_j(n) \) is the local gradient, and \( x_m(n) \) is the input signal of the neuron \( j \).

### 5.3. MLFFNN Generalization

The generalization ability is the most important factor for the NN [1]. This property shows the effectiveness of the trained NN in different conditions and tasks. In [46], the generalization ability to unseen objects and backgrounds has been largely improved, and both the attentional model and the auxiliary classification task were necessary to get this improvement. In [47], the MLFFNN was proposed for the human-robot collision detections and the collided link identification. In that work, the training of the MLFFNN happened using a robot joint motion with limited range of the joins’ angles. The effectiveness and the generalization ability of their system was checked outside of the training range joints motion and under different conditions. The method in these cases presented high effectiveness and generalization. This case is presented in Table 2 [47].

As seen from the table that the trained MLFFNN achieve a very good percentage (75%) to detect the collisions between the human and the robot, outside the training range. In fact, this proves the generalization ability and the effectiveness of the trained MLFFNN using different conditions than the ones used for the training process.

In [6], the training of the MLFFNN happened during the robot end-effector movement along straight-line segment. The effectiveness and the generalization ability were investigated using movements along different lengths of the straight-line segments than the one used for the training. The trained MLFFNN presented in these cases highly desired performance. This work was extended and widely presented in [7]. In [7], the generalization ability was presented using three different cases than the ones used for the training process, as follows:

- Different lengths of movements were tested.
- A load was connected to KUKA robot end-effector for emulating real industrial cases since the robot could assist to carry different loads.
- The generalization ability was checked along a different axis (y-axis).

| The Overall Effectiveness of the Trained MLFFNN Inside the Training Range | The Overall Effectiveness of the Trained MLFFNN Outside the Training Range |
|-------------------------------------------------|-------------------------------------------------|
| 86.6 %                                          | 75.0 %                                          |

Table 2: Case Presents the Generalization Ability of the Trained MLFFNN. These Results are Taken from Ref. [47]
The generalization ability and the effectiveness of the trained MLFFNN using these three different conditions was high.

From this discussion, we can conclude that the trained NN can be generalised under different cases and conditions.

**Note:** From our study on the MLFFNN and also using it in our previous work, we can conclude that the MLFFNN can be used for many applications and it is a robust NN. The MLFFNN is easy to be implemented and programmed and it can give excellent results.

6. RECURRENT NN (RNN)

The recurrent NNs [48, 49] are the neural models which are able to take some context into account in their decision function. The RNN distinguishes itself from a feedforward neural network in that it has at least one feedback loop, as shown in Fig. (7).

![Figure 7: Recurrent network with hidden neurons.](image)

The two main variants proposed in the literature about the RNN, also called “simple” RNNs, are: the Elman [49] and the Jordan [48] RNN models. Both the Elman and Jordan neural networks consist of an input layer, a hidden layer, a delay layer, and an output layer. The delay neurons of an Elman neural network are fed from the hidden layer, whereas the delay neurons of a Jordan neural network are fed from the output layer. The structure of the Elman and the Jordan NN is presented in Fig. (8) [50].

**Discussion:**

In this discussion, we present an example which illustrates the importance of the Elman and Jordan RNN. In [50], a seasonal autoregressive integrated moving average (ARIMA) model and the two recurrent neural networks; the Elman and Jordan NNs, were established for conducting short-term prediction of human brucellosis cases in mainland China.

![Figure 8: The structure of the Jordan and the Elman NNs. This picture is taken from ref. [50].](image)

In this study, three performance indexes which are the root mean squared error (RMSE), the mean absolute error (MAE) and the mean absolute percentage error (MAPE), were used to assess the fitting and forecasting accuracy of the three models. The MAPE of Elman and Jordan neural networks were almost the same as the MAPE of the seasonal ARIMA model in the training set, whereas the RMSE and the MAE of Elman and Jordan neural networks were lower than those of the ARIMA model. The RMSE and MAE of the Elman neural network were the lowest, whereas the MAPE of the Elman neural network was the highest in the training set. The most likely reason was that the Elman neural network gained better fitting accuracy for large values, but gained poorer fitting accuracy for small values in this study. Importantly, the Elman and Jordan neural networks achieved much higher forecasting accuracy in the test set. The RMSE, MAE, and MAPE of the Elman and Jordan neural networks were far lower than those of the seasonal ARIMA model. Therefore, Elman and Jordan Recurrent Neural Networks are more appropriate than the seasonal ARIMA model for forecasting nonlinear time series data, such as human brucellosis.

6.1. Advantages and Disadvantages

The RNN remembers each and every information through time. It is useful in time series prediction due to the feature to remember previous inputs as well. This is called Long Short-Term Memory. In detail, the advantages and disadvantages of the RNN are presented in Table 3.
6.2. RNN Training

We describe here in this subsection two modes of training a recurrent network as follows.

*Epochwise training:* For a given epoch, the RNN uses a temporal sequence of input–target response pairs and starts running from some initial state until it reaches a new state, at which point the training is stopped and the network is reset to an initial state for the next epoch. The initial state does not have to be the same for each epoch of training.

*Continuous training:* This second method of training is suitable for situations where there are no reset states available or on-line learning is required. The distinguishing feature of continuous training is that the network learns while performing signal processing. Simply put, the learning process never stops.

Two different learning algorithms are used with the RNNs as follows.

- **The back-propagation-through-time (BPTT) algorithm** for training the RNN is an extension of the standard back-propagation algorithm. It is derived by unfolding the temporal operation of the network into a layered feedforward network, the topology of which grows by one layer at every time-step.

- **The real-time recurrent learning (RTRL) algorithm:** This algorithm is suitable for online continuous training.

**Note:** As seen from the discussion of the RNN that it is complex compared with the MLFFNN. The mathematical computation of the RNN is also more complex compared with MLFFNN. In our research area, we suggest the RNN to be applied for detecting the human-robot collision detection and compared with the MLFFNN. In addition, the RNN can be suggested for the variable admittance control in human-robot collaboration. In general, comparing different types of the NNs to the same dataset is important for searching for the best desired performance.

7. RADIAL BASIS FUNCTION (RBF)

The RBF network is the artificial NN which uses radial basis functions as activation functions. The output of the network is a linear combination of radial basis functions of the inputs and neuron parameters. The RBF networks have many uses as follows: 1) function approximation, 2) time series prediction, 3) classification, and 4) system control. The RBF, as presented in Fig. (9), composes from the following three layers [1]:

- **Input layer:** which consists of $m_o$ source nodes, where $m_o$ is the dimensionality of the input vector $x$.

- **Hidden layer:** which consists of the same number of computation units as the size of the training sample, $N$; each unit is mathematically described by a radial basis function.

\[
\varphi_j(x) = \varphi(\|x - x_j\|)
\]

(13)
where, the $j$th input data point $x_j$ defines the center of the radial-basis function, and the vector $x$ is the signal (pattern) applied to the input layer. Thus, unlike a MLFFNN, the links connecting the source nodes to the hidden units are direct connections with no weights.

- **Output layer:** which consists of a single computational unit. Clearly, there is no restriction on the size of the output layer, except to say that typically the size of the output layer is much smaller than that of the hidden layer.

![Figure 9: The architecture of the RBF network. This picture is taken from ref. [1].](image)

**Discussion:**

In this discussion, we present an example/application for the RBF. In [60], diabetes database was used for empirical comparisons between the RBF neural network and the multilayer perceptron (MLP) network. Their results illustrated that the RBF outperforms the MLP model both in the test set and the external set. Their study indicated the good predictive capabilities of RBF neural network. In addition, the time taken by RBF is less than that of the MLP in their application. Although application of RBF network is limited in biomedicine, many comparative studies of MLP and statistical methods are illustrated using a wide range of databases [61-66]. The limitation of the RBF neural network is that it is more sensitive to dimensionality and has greater difficulties if the number of units is large.

### 7.1. Advantages and Disadvantages

The RBF networks have the advantages of easy design, good generalization, strong tolerance to input noise, and the online learning ability. In addition, these properties of the RBF networks make them very suitable for designing flexible control systems. The advantages and disadvantages of the RBF are listed in Table 4.

**Note:** As seen from the discussion of the RBF that it is an easy design and simple. In our research area, we also suggest the RBF to be applied for implementing a method for safe human-robot collaboration and compared with the MLFFNN and the RNN. In addition, the RBF can be suggested for the variable admittance control in human-robot collaboration. In general, comparing different types of the NNs to the same dataset is important for searching for the best desired performance.

**General Comments:** Coronavirus disease (COVID-19) is an infectious disease caused by a newly discovered coronavirus. The severity of COVID-19 symptoms can range from very mild to severe. Using artificial NNs is very important and necessary for making predictions or analysis for this virus. This will help for detecting the genetic material of the coronavirus. In addition, in general, we can say that the NNs can be used for fighting against this new virus.

In final, we must admit that there are still some limitations of neural network models, as follows:

1) NN models are black boxes, for example, we cannot know how much each input variable is influencing/affecting the output variables.

2) There are no fix rules to determine the structure as well as the parameters of NN models. It all depends on the researchers’ experience.

**Table 4: The Main Advantages and Disadvantages of the RBF**

| Type of NN | Advantages | Disadvantages |
|-----------|------------|---------------|
| RBF       | - RBF performs faster [32].<br>- For function approximation problems, RBF networks are specially recommended for surface with regular peaks and valleys [39].<br>- When dealing with noised input data set, RBF networks perform more robustly and tolerantly than MFFNNs [39]. | - The complexity of the RBF network is increased with the number of neurons in the hidden layer [67].<br>- The ordinary RBF has several problems in its structure and training algorithm, so that it is not able to model a strongly nonlinear system [68]. |
Table 5: The Comparison between the GRNN, PNN, and CMTNN in Terms of the Advantages

| Type of NN | Advantages |
|-----------|------------|
| GRNN      | - It can reduce the computation complexity [32, 69] and improve the learning process [69].  
- GRNN is similar to the probabilistic neural network (PNN) because both of them use non-parametric estimators of probability density functions. GRNN is suitable to estimate continuous values [70].  
- GRNN can work well in noisy environment if it is trained with enough data [71]. |
| PNN       | - Probabilistic neural network is a type of radial basis networks [72].  
- It can integrate the characteristics of statistical pattern recognition and MFFNN [32].  
- PNN has the ability to find boundaries between categories of patterns [32, 70].  
- It is applied to several areas including pattern recognition, nonlinear mapping and classification [32].  
- PNN is a supervised feedforward neural network. It also consists of three layers with one-pass training algorithm [73].  
- There are a number of advantages of using PNN for classification. For example, the computational time of PNN is faster than MFFNN, and it is robust to noise. Furthermore, the training manner of PNN is simple and instantaneous [74]. |
| CMTNN     | - CMTNN has special features based on MFFNN [32] since it can integrate the truth and false membership values to deal with the uncertainty of classification [32, 75]. The other techniques use only truth membership values. |

3) It is computationally very expensive and time consuming for training NN models.

4) NN models require processors with parallel processing power for accelerating the training process.

8. OTHER NNs TYPES

In this section, the properties of other types of NN such as general regression neural network (GRNN), probabilistic neural network (PNN), and complementary neural network (CMTNN) are compared. This comparison is investigated in Table 5.

9. CONCLUSIONS

In this paper, the artificial neural networks are presented. Their main types and the advantages and disadvantages of each type are investigated. From the discussions presented in this paper, the MLFFNN is a robust NN and can be applied for many applications. It is easy to be implemented and programmed and it can give excellent results.

For function approximation problems, the MLFFNN is preferred as a general model for surfaces without regular peaks and valley. For classification problems, the MLFFNN can get better classification results with much more efficient networks than RBF networks. However, this network type requires a large number of pairs of input and target for the training process.

The RNN is the dynamic neural network. Its size is significantly compact compared with MLFFNNs for the same approximation accuracy of dynamic systems. However, the RNN, in practice, is hard to train properly. RBF performs faster. For function approximation problems, RBF networks are especially recommended for a surface with regular peaks and valleys. However, it is not able to model a strongly nonlinear system. The properties of other types of NNs such as GRNN, PNN, and CMTNN are also presented.
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