Abstract

The potential development of self-driving cars (also known as autonomous vehicles or AVs – particularly Level 5 AVs) has called the attention of different interested parties. Yet, there are still only a few relevant international regulations on them, no emergency patterns accepted by communities and Original Equipment Manufacturers (OEMs), and no publicly accepted solutions to some of their pending ethical problems. Thus, this paper aims to provide some possible answers to these moral and practical dilemmas. In particular, we focus on what AVs should do in no-win scenarios and on who should be held responsible for these types of decisions. A naturalistic perspective on ethics informs our proposal, which, we argue, could represent a pragmatic and realistic solution to the regulation of AVs. We discuss the proposals already set out in the current literature regarding both policy-making strategies and theoretical accounts. In fact, we consider and reject descriptive approaches to the problem as well as the option of using either a strict deontological view or a solely utilitarian one to set AVs’ ethical choices. Instead, to provide concrete answers to AVs’ ethical problems, we examine three hierarchical levels of decision-making processes: country-wide regulations, OEM policies, and buyers’ moral attitudes. By appropriately distributing ethical decisions and considering their practical implications, we maintain that our proposal based on ethical naturalism recognizes the importance of all stakeholders and allows the most able of them to take actions (the OEMs and buyers) to reflect on the moral leeway and weight of their options.
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1 Introduction

The potential development of self-driving cars, also known as Level 5 Autonomous Vehicles (henceforth AVs for short; BMVI 2017), may face different theoretical and practical limitations. The most recent type of self-driving car, the Level 4, still needs a human driver to request control of the vehicle in sporadic emergency cases. Waymo, a Google self-driving car, is a Level 4 Autonomous Vehicle capable of traveling more than 32 million kilometres under many different weather conditions (Waymo 2018, 2020). Of course, safety issues and technical problems are the main concerns of today’s testing. In addition, ethical issues affect the concrete possibility of regulating AVs. For instance, let us consider the following scenario in which an AV should decide which action to take among some well-defined alternatives:

An AV is driving on a high-speed road when a huge beam falls in front of it. The AV has three possibilities: go left and kill a motorcyclist without a helmet, go right and probably kill a motorcyclist with a protective helmet, go straight against the beam and kill the passenger. What should the AV do?\footnote{This is a no-win scenario, i.e. a situation in which an agent has choices, but no choice leads to a net gain. In other terms, the AV is going to face an unavoidable accident.}

The example above is a possible adaptation of the “Trolley Problem” (or “Trolley Dilemma”), a thought experiment ideated in moral philosophy and now used by many authors (Lin, 2016; Bonnefon et al., 2019) to map the scenarios in which AVs will find themselves in a possible future. In this specific case, every AV choice likely leads to killing at least one human being. So, which is the best decision the AV should be programmed to take? Who should be held responsible for the consequences of that decision? Providing a pragmatically solution to these pending questions should be a priority before the broad commercialization of AVs.

Yet, there is still no international public regulation on AVs and there are no behavioural emergency patterns that have been publicly accepted by both communities and OEMs (Original Equipment Manufacturers). The following documents attest to how much things are improving from an ethical perspective: the German ethics commission report (BMVI 2017), the Dutch White Paper on Ethics of Self-driving Cars (Santoni de Sio, 2016), and, more recently, the Horizon 2020 Commission Expert Group (2020), which provides 20 recommendations concerning road safety, privacy, fairness, explainability, and responsibility related to AVs. Still, suppose an OEM manages to build AVs. In that case, it will not know in advance how to specifically set them up for extreme circumstances such as the no-win scenarios (inevitable crashes) or more common traffic-related situations, thus risking legal problems and public image damages. Instead, what we propose is to involve all the stakeholders into the ethical discussion, giving the OEMs a way to set AVs in advance, the legislators the possibility to enforce limitations and buyers the chance to get involved in the process of deliberation.

Indeed, before getting too specific on our proposal’s details, we need to say that we aim to discuss some key aspects associated with AVs regulation. With this intent,
we want to distance our approach from previous literature that tried to deal with AVs’ ethical problems relying solely on either a deontological (see, e.g., Powers 2006; Coca-Vila 2018) or a utilitarian perspective (Karnouskos, 2020). Indeed, we hold that a theoretical account based on either one of those moral theories cannot provide the proper ground for the ethical assessment and regulation of AVs since, as we will show, it would face too many theoretical and practical limitations. Still, we do not imply that we should simply renounce the normative dimension of ethical theories and adopt merely descriptive or social-oriented approaches to AVs’ ethics like the Moral Machine Experiment (Awad et al., 2018; Noothigattu et al., 2018). Yet, we maintain that ethical theories in applied ethics cannot be blind to concrete human behaviour.

Therefore, the solution advanced in this paper is to ground a new promising normative theory on ethical naturalism, which, unlike other moral perspectives, may provide possible guidance to the policy implementation of AVs on the streets since it is susceptible to social utilities, contextual necessities, and pragmatic adjustments but still normative-laden. The specific form of ethical naturalism that we endorse is mainly linked to new developments in evolutive and cognitive sciences. Indeed, it is: “(1) an account of moral normativity that roots normativity in nature, where the content of nature’s ontology is (provisionally) provided by the methodological canons of the natural sciences, and (2) an account of our capacity to grasp and accede to these norms that is rooted in the best theoretical frameworks that the mind sciences have to offer” (Casebeer, 2003, p. 12). We also need to say that, so far, there are just a few papers which aims at investigating and providing a normative theory based on ethical naturalism in the vast literature on AVs (a notable example is Dubljević 2020): so, we have shaped our paper to support the use of this emerging theoretical position in the framework of AI-based technologies. As we will point out later on (especially on subsection 3.1), indeed, both science and engineering have a key role in the genesis of an ethical perspective on AVs within this account. Moreover, the regulation proposal presented in Sect. 3 could be used to cover many phases of AVs development, from the design of the policies to the after-sale evaluation, and tackling the responsibilities at each level, from owners’ to national authorities’.

Among various ethical concerns that we will address in connection to the near presence of AVs on our streets, in this paper we will discuss the ethical and regulatory problems that relate to the behaviour of AVs in unavoidable accidents but also in other contexts, both in terms of preventive strategies and in post-hoc responsibility. We will suggest a way to approach these kinds of problems, which involves all the shareholders in the decision-making processes on AVs regulation.

The main idea behind the potential development to Level 5 is that AVs could drive better than humans in standard situations and emergencies (Goodall, 2014a; Boudette & Isaac, 2016). In this case, the user would have no duty of paying attention to traffic and no way of intervening to avoid a crash. Moreover, according to an optimistic view on Level 5 AVs, it is presumed that AVs’ commercialization would increase the safety of the streets. Every year, there are around 1.2 million deaths in car accidents

2 We are aware that the assumption that the commercialization of AVs would increase and even maximise the safety of the streets is controversial in current debates on AVs production. It also becomes more
world-wide (Gogoll & Müller, 2016), and it was estimated that 90% of them are caused by human errors (Bonnefon et al., 2016, 2019). So, according to this view, many of these lives could be saved if AVs would be adopted. Still, such an optimistic view faces enormous practical and theoretical limitations, as we will show.

Section 2 will discuss the propositions already set out in the current literature regarding both policy-making strategies and theoretical accounts. In particular, we will reject descriptive approaches to the problem (such as the one presented by the authors of the “Moral Machine Experiment” - Awad et al., 2018; Noothigattu et al., 2018) as well as the option of using either a strict deontological view or a solely utilitarian one to set AVs’ ethical choices. In Sect. 3, we will discuss our proposal’s details by examining three hierarchical levels of decision-making processes: country-wide regulations, OEM policies (based on ethical, social, and technological constraints), and buyers’ moral attitudes. Finally, in Sect. 4, we will further maintain that, by appropriately distributing ethical decisions and considering their practical implications, our proposal recognizes the importance of all stakeholders and allows the most able of them to take actions (the OEMs and buyers) to reflect on the moral leeway and weight of their options.

2 The Trolley Problem and Real-Life Scenarios

Applied ethics deals with the pragmatic effects of using moral reasoning, theories, and considerations into real-life contexts. In fact, when we face a problem that pertains to applied ethics we often refer to both theories of normative ethics (which aims at establishing normative standards and values) and metaethics (which studies the nature and justification of ethical languages and theories). The discussion regarding the commercialization of AVs is a paradigmatic topic of applied ethics, which in the last few years prompted extensive debates about: (1) which ethical theory should be adopted to answer a wide range of predictable moral dilemmas; (2) which metaethical tools and judgments should be used to choose a sole or dominant ethical theory; and (3) which pragmatic implications in adopting one theory or another should be held important enough to change the dominant ethical theory. In this section we will complicated if layers of complexity are added: (i) if we focus on a scenario where there are mixed roads (with both AVs and regular vehicles), (ii) if we focus on the development from the commercialization of not-fully automated vehicles to fully AVs, (iii) if we reflect on a scenario in which AVs are allowed only on streets separated from regular traffic, and so on. We do not intend to engage with this controversy because we start from the assumption that even if it would be possible to prove beyond any reasonable doubt that the commercialization of AVs would dramatically increase the safety on the streets, some ethical issues that, for example, depend on unavoidable crashes, will still need to be considered and discussed. Moreover, increasing traffic safety is not the only reason why the development of AVs is seen as ethically desirable: for example, arguments are raised on the fact that it would increase the mobility and autonomy of people that now cannot drive (for medical issues and disabilities). Thus, in this paper, we start from the assumption that developing AVs can be desirable so it is useful to address some of its still unsolved moral dilemmas.

3 The holders of this optimistic approach also assume that, at least for a long period of time, AVs and human-driven cars will coexist on the same streets, so we will have to deal with ethical issues related to having mixed roads.
proceed by critically discussing the current literature on all three of these areas of research.

We will look, once again, at the Trolley Problem, which is one of the most used metaethical tools in the discussion of moral dilemmas related to the commercialization of AVs.\textsuperscript{4} Here is the original set up for the thought experiment:

\[
\text{[\ldots]} \text{it may rather be supposed that he is the driver of a runaway tram which he can only steer from one narrow track on to another; five men are working on one track and one man on the other; anyone on the track he enters is bound to be killed. [\ldots] The question is why we should say, without hesitation, that the driver should steer for the less occupied track, while most of us would be appalled at the idea that the innocent man could be framed. (Foot, 1967, p. 8)}
\]

In the original example the driver has only two options: let the tram kill five people by not steering the vehicle (so by inaction) or kill one person by steering. Since we know that the vehicle will in any case kill at least one person, if our ethical rule is to minimize the damage and maximize the implicated utility, choosing the option that ends up killing the least amount of people would naturally be the most ethical choice. Conversely, if one of our ethical rules denies the possibility to justify killing in any case, we should choose to not steer the vehicle and thus provoke the death of five people only by inaction. Those were the two main choices that Philippa Foot considered in the original take.\textsuperscript{5}

While the choice between a utilitarian approach (which justifies the maximization of the utility and the minimization of the damage for the greatest number of people) and a deontological one (which justifies the adherence to a finite set of rules that divide absolute duties and prohibitions) remains relevant in the current literature (Bonnefon et al., 2016; Gogoll & Müller, 2016), some new issues arise in adapting the Trolley Problem to deal with moral dilemmas concerning AVs – for example, what in the next section we will refer to as the “Chicken Problem” (Lin 2013), i.e. a situation in which a solely utilitarian approach could cost human lives if implemented in mixed roads with human-driven cars.

We can generally describe thought experiments as heuristic tools that help us refine our pre-theoretical intuitions regarding a specific situation, which would otherwise be difficult to deal with using regular forms of argumentation (Dennett, 2013; Arfini et al., 2019). Thought experiments may help us imagine new scenarios but also evaluate existing ones in different ways. In this sense, as useful as it may be in a theoretical

\[\text{\textsuperscript{4} Such dilemma was originally created by Foot (1967) as a theoretical mean to analyse the doctrine of the double effect in a time in which the concept of AVs was, at best, a sci-fi dream. The doctrine of the double effect argues that it should always be considered wrong to perform a bad act intentionally in order to bring about good consequences; however, it should be sometimes permissible to perform a good act even if it will bring about bad consequences. This argument was first credited to Thomas Aquinas in the Summa Theologica (1988, II-II, Qu. 64, Art.7).}\]

\[\text{\textsuperscript{5} But why is the Trolley Problem still one of the most discussed models to map the possible scenarios in which AVs may likely be involved in the future? One of the reasons advanced in the literature is that, since the Trolley Problem is a thought experiment, it is designed to trigger our moral intuitions (Dennett, 2013; Arfini et al., 2019) – an argument we briefly discuss at the end of this section.}\]
debate about agents’ moral intuitions, the assumption that the drivers have certain, complete and detailed information about the consequences of their actions (which means that every variable should be certain and fixed in advance) is not a realistic depiction of real-life situations. As a matter of fact, the type of AI technique adopted by AVs, i.e. machine learning, cannot by definition have complete certainty on any value. Thus, to better understand the behaviour of AVs, we need to assume that it would be impossible for it to map a scenario with certain and fixed information about the future implications of its choices (Goodall, 2014b; Lin, 2014a; Gogoll & Müller, 2016; Nyholm & Smids, 2016; BMVI 2017; Holstein 2018; Bonnefon et al., 2019). This way, all the dilemmatic situations concerning the behaviour of AVs will be based on predictions with varying confidentiality degrees. This is why the use of the Trolley Problem does not seem to help us in providing new insights on the risks, uncertainties, and the legal and moral responsibilities we encounter in daily traffic (Nyholm & Smids, 2016). Still, it is a good heuristic method to evaluate our moral intuitions.

2.1 The Solely Utilitarian vs. the Solely Deontological Approach

If the sole utilitarian approach is used, AVs would need to behave in such a way as to maximize social benefits for the greatest number of people and, possibly, to minimize global harm or damage. This approach would lead the AV in the no-win scenario of our previous example to hit the motorcyclist with the helmet: this is the only decision which could save a life, since in any of the other two options a person would very likely die.

Such choice might not seem problematic if we focus on the here and now of the accident (indeed, in that situation it would possibly mean that no one is killed by it), but it would become a problem if all AVs always chose to hit the most protected person on the road in any type of unavoidable accident. Indeed, even if that would happen only in rare emergency situations, this setting (if universally adopted) would result, over time, in penalizing responsible people who invest money in their own safety, since they would be more easily targeted. Hence, adopting this approach for all AVs may encourage people not to use safety measures in order to avoid becoming targets of other AVs (Lin, 2014b, 2016). Moreover, if a solely utilitarian approach is used, different scenarios may arise in which the best choice AVs can take involves the sacrifice of their passengers. An example is the so-called “Chicken Problem”, i.e. a situation in which, on a hypothetical bridge, two human-driven cars could play chicken (Lin 2013) purposely occupying all road lanes, as they know that an utilitarian AV is going to swerve down the bridge to avoid collision with the other cars; such situation would result in killing all passengers in the AV because of a strategic move of the other cars. Such a rather unfortunate utilitarian feature may have the inconvenient consequence of making AVs less appealing on the market if not modified, regardless of the fact that AVs could be considered (at least ideally) much safer than regular cars. All the more so when we take into account that an AV could transport not only the car owners, but also their relatives, children, and so forth.

An alternative to these two problematic features of solely utilitarian AVs is to adopt a deontological approach. However, also this choice ends up creating problems if applied indiscriminately on all vehicles.
The first alternative we could consider is, for instance, the one that opposes the idea that AVs should try to hit the most protected person on the road to avoid the worst consequences at the time of the accident. A simple deontological approach suggests setting the vehicles not to discriminate between people who could be hit in no-win scenarios. Here, the problem (taken to its extreme consequences) lies in the following fact: if consequences are not evaluated, then AVs would metaphorically be tossing a coin to establish who could be harmed in such a terrible scenario. This feature would not have repercussions on the future adoption of safety measures; yet, it would not make AVs a better option with respect to human drivers especially in difficult situations, which should instead be one of the goals of AVs. Moreover, it would possibly create the same problematic situation of having to sacrifice the passenger if necessary.\(^6\)

An alternative that can be established if a solely deontological approach is adopted would be to set AVs to always protect their passengers, like some brands such as Mercedes already stated (Taylor, 2016). Unfortunately, that would have other unwanted pragmatic consequences: first and foremost, the fact that in no-win scenarios AVs would systematically target other vehicles and people, no matter how many victims they would take, to protect their passengers. This would possibly create a NIMBY (Not in My Back Yard) effect (Tamburrini, 2020): communities (if not regions) would refuse to let AVs in their streets and that, in turn, would result in delaying innovation in the field.

Still, one may imagine further deontological alternatives. For instance, something like “do not harm people who are respectful of the law”. However, if a subject S commits an extremely mild infraction to a given traffic law (possibly unrelated to the accident), this cannot be per se a reason to blame S\(^7\). Another deontological alternative may be “those who impose risk should pay for the consequences”. But this deontological claim can be defeated as well: all regular cars, pedestrians, AVs, etc. impose risk for the simple fact of being out on the streets. And if we cannot apply any consequentialist methodology for computing and balancing risk and benefits (e.g. a cost-benefit analysis\(^8\)), then this last deontological alternative cannot be meaningfully implemented.

More generally, there is a more essential problem if we consider the possibility of solely adopting the deontological approach to program the behaviour of AVs. AVs would need to adhere to a finite set of principles and rules. Unfortunately, it is impossible to apply a specific set of rules for all the possible cases (as shown in Goodall 2014a, b; Holstein et al., 2018), since there will always be situations in which it will be at best impractical to respect all the rules (Gerdes & Thornton, 2016).

---

\(^6\) We are not arguing that the AVs’ setting should never allow the sacrifice of the passenger. We maintain that, by not letting the buyers choose and accept this possibility as one of the options, the innovations of AV technologies could be stopped.

\(^7\) It is worth noting that a revision of traffic rules will be necessary once AVs will be on the streets.

\(^8\) On a philosophical assessment of the methodology of cost-benefit and multi-criteria decision analysis, see (Hansson, 2007a, Dubljevic et al. 2021).
2.2 A Descriptive Approach: The Ethical Limitations of the Moral Machine Experiment

To respond to these fundamental problems of classical normative theories in dealing with the implications of AVs’ ethics, descriptive approaches have been advanced in recent years, which study people’s behavioral characteristics, perceptions, and attitudes related to AVs (Nastjuk et al., 2020) in order to reshape the ethical and normative research according to them. One of them, the “Moral Machine Experiment” has been recently proposed by an interdisciplinary group of researchers (Awad et al., 2018; Noothigattu et al., 2018) and represents a paradigmatic case of descriptive approach towards realistic scenarios. In the Moral Machine Experiment (henceforth MME) public choices made in online settings involving AVs have been expressed by collecting 40 million votes. However, this approach – as well as other solutions based on the analysis of human behaviour (Goodall, 2014a, b) – shows many critical aspects.

First of all, there are no eligibility criteria to vote. For instance, participants in the MME do not belong to a randomized group of people, and most of the voters were young and tech-savvy. This fact explains why their findings may hardly extend to the more general population to form a policy without a proper stratification of the data. Moreover, the proposed scenarios in MME handle only a fixed number of situations that may involve AVs on the streets. This is an incomplete list since many plausible scenarios are not presented and their selection, if done without a precise scientific rationale, may lead to inconclusive results. Furthermore, the participants to MME tend to discriminate among people on the basis of various characteristics (age, sex, physical shape, perceived wealth, etc.): this means that people choose which route hypothetical AVs should take not by considering which alternative will result in killing less people but which people they could end up killing. Still, even if most participants (in a randomized group) would hypothetically end up preferring one outcome over another in a given scenario, the decision of setting up AVs to discriminate between possible targets following the preferred choices of the majority would be unarguably considered unethical (Goodall, 2014a, b; IEEE 2014; BMVI 2017).

Given all these problematic issues, it is not easy to provide a descriptive framework that is both ethically sound and pragmatically feasible to be implemented in AVs. In the next section we will illustrate our approach based on a naturalized perspective on ethics as well as on a pragmatic take on responsibility in case of accidents.

3 A Mixed Approach: A Realistic Proposal Informed by Philosophical Reflection

As we argued, solely adopting either one of the two main theories of normative ethics – utilitarianism and deontology – would not solve many of the problems that ethically setting AVs brings to the fore. Moreover, we have shown that a descriptive approach toward AV ethics can also face many problems, even if it may convey some realistic facets. That is why in the literature another category of perspectives has begun to emerge in the last decade, which mixes together different normatively
oriented approaches without imposing a deontological or consequentialist view to solve moral dilemmas. These new perspectives offer metaethical methodologies to approach applied ethics issues, not always landing in a need for a case-by-case scenario. Just to mention a few of these perspectives: the method applied in the context of AVs by Dubljevic et al. (2021, p. 2) based on the multi-criteria decision analysis, which is a way to study potential harms and risks of a given technology by considering “the multi-faceted impacts of technological change;” the function-based working approach, developed by Fossa et al. (2022, p. 1), which aims at developing methodological tools to support “the exercise of moral judgment aimed at aligning AV design to the EU normative framework”; the theoretical approach defended by Tamburrini (2020) and Fossa & Tamburrini (2022, p. 81), which view moral dilemmas as “pointers to the need of striking trade-offs between values at stake”. Our perspective, then, falls directly into this mixed approaches category. Indeed, in order to find an ethical and pragmatic compromise to set AVs, we will try to fruitfully combine both ethical approaches, whilst keeping an eye on our few realistic goals (finding a way to distribute the ethical decision-making processes to involve all stakeholders and allow them to reflect and take action considering the weight of their options), which are related to the hypotheses we took as our theoretical ground in the introduction to this paper.

3.1 Philosophical Justification

To justify our mixed ethical approach from a metaethical point of view, we can consider a naturalistic perspective on morality. Such perspective on ethics implies that the moral choices and norms that a particular community adopts emerge from social utility, contextual necessities, and pragmatic adjustments between possibilities and goals of the agents who are immerse in changing socio-cultural environments (Casabeer 2003; Magnani 2011; Fitzpatrick, 2016). Ethical naturalism does not amount to relativism since it is based on results from different scientific theories and perspectives (such as the ones that inform evolutionary biology, psychology, and cognitive science) on the origins, nature, and development of morality. Hence, the ontological presuppositions of ethical naturalism change when (and as soon as) new scientific ideas arise and are proven in the scientific community (it basically changes and is updated with the emergence of new evidence and insight). In the naturalistic perspective, the socio-cultural environment in which human agents are embedded shape them morally, while the normative ethics adopted by a community always result from a compromise between the ethical and pragmatic goals, possibilities, and constraints of its agents.

Based on a naturalized ethical approach we may inform a pragmatic perspective on how to regulate AVs in an effective way. The main idea is to suggest potential regulations for AVs inspired by ethical reflection. From a regulatory perspective this implies that, for example, it is necessary to create a country-wide regulation for AVs. That regulation should be, however, quite uniform in large regions of the world (e.g. continents) in order to avoid great differences among neighbouring nations. In line with these general (and possibly uniform) regulations, every OEM would develop different policies and codes for their AVs, basing them on ethical, social, and technological constraints. Then, before the purchase of an AV, each buyer could test per-
sonal ethical attitudes through an interactive experience - as realistic as possible - in a certified setting (e.g. Virtual Reality, Faulhaber et al., 2018).

In many countries, in case of an accident, the responsibility lies on the drivers, whether or not they are the car’s legal owners (apart from rare cases when the owner’s negligence is more relevant and proven). With a self-driving vehicle, the “driver”, intended as the person sitting at the driver’s seat in the car, is nothing more than a passenger and the “actual driver”, the entity who leads the AV, is an AI program together with the complex systems of sensors and actuators, which cannot be held responsible per se in case of an accident. Thus, the liability would fall on the car’s owner, who chose the policy, as well as on the OEM, who provided it (as cited in Rule 1 of Borenstein et al., 2017, p. 394). Nonetheless, some forms of partial agency may be attributed to AVs and this may be characterized by a human-technology interface, for instance when an AV has to achieve a specific human goal (Nyholm, 2018a, b). This means that a complex interaction between human and machine is unavoidable.

3.2 The Analytical Defence of Our Proposal

Let us discuss analytically our proposal. The decision to have country-wide regulations derives straight from the naturalized perspective on ethics which acknowledges that many countries have different legislations and cultural perspectives (Awad et al., 2018). In some countries, age-based discriminations of the targets would be illegal (as delineated, for example, in the German ethics commission report, BMVI 2017), while in others age could be considered as a feature to safeguard children and other high-risk categories in case of an accident. Even if we acknowledge that there may exist country-based differences of culture and moral attitudes, we have to admit that it would also be quite impractical to have diverging policies on AVs in different countries of the same region of the world. Therefore, the creation of supranational organizations is required to harmonize, not replace, the national standards of regulations, producing general declarations and codes of conduct. As a way of example, let us imagine a European Safety Council for AVs aimed at reducing the number of accidents involving AVs in Europe, whose members are experts proposed by national states, European institutions, and representatives of all stakeholders.

Subsequently, every OEM could develop different policies, as a set or as parameterized functions, in order to give buyers the possibility to choose their own AV insurance policy coverage based on a critical reflection on (and a selection of) a restricted range of alternatives, coherently with regulatory and ethical constraints. Giving this possibility is important because we argue that users have the right to decide how their AVs should behave consistently with the alternatives that are morally admissible (Lin 2013, 2016).

Our perspective “avoids paternalistic impositions of a policy” (Tamburrini, 2020) and allows users to reflect on the moral leeway and weight of their actions, whilst possibly letting them take part as individuals in the discussion on moral responsibility related issues. A collective responsibility of all users in the form of “strict liability” has been also proposed (Hevelke & Nida-Rümelin, 2015); yet, we think that assigning collective responsibility among all users can be problematic in many contexts of use for AVs and not always fully justified from an ethical perspective. It is not clear
why these costs should rely completely on owners and users and never on OEMs. The invention of new insurance systems for AVs in order to assign liability (also based on philosophical reflections) is, in fact, one of the last recommendations of the Horizon 2020 Commission Expert Group (2020).

The pragmatic strategies associated to our proposal are the following:

i. OEMs would be allowed in some contexts to introduce ad-hoc restrictions in order to protect their buyers (Lin, 2016). This means that OEMs should require an approval for the design of a new model of AV to an independent ethics committee composed of a group of relevant stakeholders and experts in the field. The ethics committee would ground its decisions on ethical declarations and documents promoted by international regulatory agencies.

ii. Users may profit from a robust informed consent in which the risks and benefits of this technology are fully explained and possibly accepted. It is worth noting that informed consent should not be considered as mere “terms of use” but rather as a critical reflection and acceptance by the user of the risks of a specific model of AV. Thus, OEMs have the duty to clearly inform customers, owners, and users of AVs. It can be moreover argued that pedestrians may be involved in accidents with AVs, which is why social forms of informed consent for the acceptance of AVs should be implemented for pedestrians as well.

iii. The ethical test would be carried out on buyers since they would be the owners of the AVs and, therefore, they might be held responsible for accidents, even if they are not physically in their AVs at the moment of the collision. This may be so, since the AV could have behaved just following the insurance policy chosen by the owner. There should be an interactive part of the test aimed at taking into consideration and evaluating the buyer’s decisions. Then, these decisions could be analysed and reported by a trained person to the buyers. Following this protocol, buyers would be able to adjust their choices in a relaxed and insightful environment. It is worth noting that since the AVs may be used by people other than the owner, the ethical test should include hypothetical scenarios of this kind, which may pose intricate problems regarding the insurance policies for AVs. At the same time, the test and report would need to be adjusted also to consider situations of shared ownership so as to distribute to all owners both access to the ethical decision-making and responsibility. However, the difference between realistic rapid decisions and unrealistic slow decisions can make a huge difference in evaluating a user’s behaviour, which is why this factor should also be included in the test and report.

Similar to what can be observed with regular car accidents, the owners and the OEMs would be able to buy insurances with various degrees of coverage. The difference is

---

9 We reckon that another possibility should be taken into account: the case in which society will not allow individual ownership of AVs and only commercial fleet operators could own the AVs. This scenario is amply discussed by Dubljević et al., (2021). We believe that the consideration of our approach in the fleet ownership scenario deserves to be approached in depth in a future analysis.

10 Recent results show that while the utilitarian choice had marginal prevalence when virtual choices are made in non-emergency situations, it dominated in emergency situations (Lucifora et al., 2020).
that the information regarding the policy chosen would be a characteristic evaluated
for the computation of the insurance premium. For example, if the owner chose a
balanced but still slightly ‘selfish’ policy, this fact would slightly increase his or her
insurance costs as a direct consequence\textsuperscript{11}. The OEM may be (fully or partly) held
responsible for an accident, depending on the specific situation. This could be a strong
incentive for OEMs to constantly improve the performance of AVs to avoid emergen-
cies. However, this also depends on whether AVs will be equipped with autonomous
maintenance solutions. If maintenance is not autonomous, then the owner failing to
secure maintenance procedures for his or her AVs might be considered responsible
in those crashes due to his or her negligence. Still, regulators must impose periodical
maintenance procedures as is done with regular cars.

3.3 Expected Consequences

In our framework, OEMs can be held responsible from an ethical and legal perspec-
tive for a great amount of crashes, which is coherent with some recent views stated
by notable OEMs. For instance, AUDI and Volvo have already declared their willing-
ness to be held responsible for crashes involving AVs (Atiyeh 2015; Maric, 2017).
In virtue of these considerations, OEMs could also decide to retaliate on the produc-
ers of the components that would cause a large number of accidents, encouraging,
in turn, their improvement. Holding the OEMs (at least partially) responsible for
the behaviour of its AVs would indeed trigger a chain of developing improvements
regarding the safety of AVs in order to avoid penalties and public image damage.
Owners will be considered responsible of the crashes with AVs in case of negligence
in their maintenance (if this is not automatic).

From an ethical point of view, all these measures would provide a good compro-
mise between a fully utilitarian or a fully deontological approach in a way that is
also sensitive to social preferences, thus improving the social acceptability of AVs
intended as a type of potentially disruptive innovation\textsuperscript{12}. In sum, our approach will

\begin{itemize}
  \item [i.] contribute to acknowledging the responsibilities of OEMs and owners, providing
          them with ethical guidelines.
  \item [ii.] avoid the occurrence of the Chicken problem, since there would be many differ-
            ent policies, making it impossible to figure out which one is implemented by a
            car just by looking at it from the outside.
  \item [iii.] entail that there would be no need of a system in which all costs of the crashes of
             AVs are shared by all owners/users of AVs in the form of “strict liability”.
  \item [iv.] imply that it would be mandatory for OEMs to share all relevant information
t            to the competent authorities in case of accidents, in order to reconstruct
            exactly what happened and how the AV reached a specific conclusion (Hevelke

\textsuperscript{11} To avoid the fact that only rich people may partially increase the policy associated to their AVs in a
balanced but still slightly ‘selfish’ way, some clear limitations should be imposed, and the sharing of AVs
should be promoted, too.

\textsuperscript{12} On the connection between moral uncertainty and disruptive innovation, see (Nickel, 2020) and (Nickel
et al., 2022).
& Nida-Rümelin, 2015; Holstein 2018), though consistent with privacy-related constraints.

The main opposition to our realistic approach could be moved by pedestrians and bikers who would be targeted by the AV. Pedestrians and bikers should be particularly protected. We follow, in this case, the German ethics commission, which states that pedestrians and uninvolved parties should not be targeted by AVs (BMVI 2017, p. 11). It is worth noting that in our framework, only the insurance policy can be slightly modified, and not the user’s ethical setting for AVs. We believe that an “Ethical Knob” (Contissa et al., 2017), i.e. a device enabling passengers to ethically customise their AVs, clearly involves many limitations since people might then potentially choose their ethics setting based on unacceptable ethical ideas and this might be particularly dangerous for pedestrians and uninvolved parties.

In order to protect them, we could imagine some forms of social experimentation to be done by society as a whole in order to cope with the rights of pedestrians. Similar to what happens in medicine with the post-market surveillance of drugs, it is imaginable to have some form of similar surveillance for AVs. This may also be achieved by involving all relevant stakeholders in traffic regulation and by means of the introduction of AVs into society as a social experiment (Van de Poel, 2016); an approach that seems to be coherent with our naturalistic ethical perspective and is particularly welcome in order to cope with the fundamental uncertainty associated to the behaviours and movements of individuals in a society. This is especially true in those scenarios in which regular cars, AVs and pedestrians use the same roads (which, we assumed, will be a common situation for a while, at first). Owners and users may take decisions regarding some ethical aspects of their AVs, but their choices will be constrained by competent authorities. Finally, it is worth noting that rejecting the possibility to adopt a balanced but still slightly ‘selfish’ policy may lead to a lower number of AVs on the market regardless of their expected good performances on the roads; in turn, the total harm brought by human-driven cars to pedestrians might never decrease.

London & Danks (2018) suggested the possibility that AV regulation may resemble the regulation of drugs and other medical interventions. Even if we are sympathetic with this view, we still think that engineering sciences have already many stages and resources to address value-based considerations. For instance, during the design process we have the following ‘phases’ (not occurring necessarily in this order): problem analysis, conceptual design, simulation, decision stage, detail design, prototype development and testing, which may be implemented in order to deal with the ethical challenges of AVs. There are also methods often used in engineering to deal with value conflict such as cost-benefit analysis, multiple criteria decision analysis, value-sensitive design, just to mention some of them. A philosophical analysis of some of these methods has been recently discussed in (Hirsch Hadorn, 2021). Unlike cost-benefit analysis, which is a clear consequentialist methodology, multiple criteria decision analysis may be a proper tool to deal with mixed approaches towards regulating AVs. Moreover, in multiple criteria decision analysis, the ethical, social and environmental risks of AVs, which are usually difficult to quantify, are not expressed by means of monetary units as it happens in cost benefit analysis. Finally, multiple criteria decision analysis may help us identify objectives, formulate decision criteria and establish their weights in order to assess the reasons behind a specific ranking of alternatives.

On the relation between fundamental uncertainty and moral leeway, see (Hansson, 2007b, 2011; Chiffi & Pietarinen, 2017). On the different logical levels of ignorance and uncertainty, see (Carrara et al., 2021).
4 Conclusions

In this paper, we offered a new perspective based on ethical naturalism that could help reframe some ethical and regulatory issues related to the setup and commercialization of AVs. We began by describing one of the most problematic situations in which a future AV could soon find itself: the no-win scenario. The typical questions related to these kinds of cases are: what choice should the AV be programmed to make? Who should be held responsible for it?

Focusing on the first question, we argued against adopting one of the traditional normative theories – utilitarianism and deontology – so as to find a viable answer that could work for any AV. Choosing either one of these theories would have negative repercussions on the use of AVs as well as on the social and safety norms of the communities in which they would drive. We also described the ineffectiveness of choosing the best alternative by using a descriptive account of consumers’ ethical attitudes as proposed by the MME.

In fact, choosing one option and applying it to any AV would bring out unethical or impractical consequences. Moreover, it would deprived the OEM and the AVs’ buyers of the right (and the burden) of making ethical choices, and in turn, of being held accountable for them. To bridge these gaps and to critically discuss the problems raised by unavoidable accidents, we divided up the decision-making process into three hierarchical levels.

1. We imagine country-wide general regulations (harmonized by supranational organizations) to acknowledge that different legislations and cultural perspectives could bring different forms of rules for the AVs’ behaviour in various parts of the world.

2. Within the parameters fixed by country-wide regulations, OEMs would then provide different ethical policies. This requirement would make OEMs both active agents in the ethical decision-making process and partly responsible for their AVs’ behaviour.

3. Buyers could choose the insurance policy that better fits their moral attitudes, thus enabling them to reflect on the moral leeway and weight of their own actions.

We devised these measures to be in line with the premises described at the beginning of the article. Undoubtedly, society will need to organize forms of social experimentation to adjust to the changes that will inevitably occur when the first AVs will appear on our streets; yet, the measures we have discussed may provide spacious elbow room not only to adapt to these changes, but also to improve hopefully AV technology as a whole.
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