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Abstract. In this paper we continue the study of Bian-Miao-Zheng (2011) and extend the results there to a more general class of utility functions which may be bounded and non-strictly-concave and show that there is a classical solution to the HJB equation with the dual control method. We then apply the results to study the efficient frontier of wealth and conditional VaR (CVaR) problem and the turnpike property problem. For the former we construct explicitly the optimal control and discuss the choice of the optimal threshold level and illustrate that the wealth and the CVaR are positively correlated. For the latter we give a simple proof to the turnpike property of the optimal policy of long-run investors and generalize the results of Huang-Zariphopoulou (1999).
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1 Introduction

One of the standard methods for utility maximization is stochastic control which applies the dynamic programming principle and Ito’s lemma to derive a nonlinear parabolic partial differential equation (PDE), called the HJB equation, for the optimal value function. If there is a smooth solution one may then apply the verification theorem to show that the value function is a classical solution to the HJB equation and find the optimal control as a byproduct. For excellent expositions of stochastic control and its applications in utility maximization, see [3, 6] and references therein.

The smoothness of the value function is a highly desirable property. One normally has to impose some conditions to ensure that. One key condition is the uniform ellipticity of the diffusion coefficient, which is not satisfied for the standard wealth process as long as doing nothing is a feasible portfolio trading strategy. When the trading constraint set is a closed convex cone, the utility function is strictly concave, continuously differentiable, satisfying some growth conditions, and the market is complete, the value function is a classical solution to the HJB equation, see [5]. When the constraint set is the whole space and the utility function is of power, logarithmic, exponential type, the value function has a closed-form expression.

For general continuous increasing concave functions $U$ (not necessarily continuously differentiable or strictly concave) satisfying $U(0) = 0$ and $U(\infty) = \infty$ [1] shows that there exists a smooth solution to the HJB equation and that the value function is a classical solution if some exponential moment condition is satisfied. The key idea is to find a smooth solution to the dual HJB equation and then to show the conjugate function of the dual solution is a smooth solution to the primal HJB equation.
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In this paper we first extend the regularity of the value function, similar to that in [1], to more general utility functions by removing the requirement $U(\infty) = \infty$. We show that the value function is continuous and is a constant if state variable $x$ is above a fixed threshold level and a smooth solution to the HJB equation if $x$ is below the threshold level with a representation in terms of the dual value function satisfying the dual HJB equation. The smoothness property of the value function not only provides a feedback optimal control and a classical solution to the HJB equation but also enables us to study other related problems. We discuss in detail two applications: One is the efficient frontier of wealth and CVaR, the other is the turnpike property of the optimal policy of a long run investor.

The utility function of terminal wealth maximization up to a positive constant level $H$ is given by $U(x) = x \wedge H = \min(x, H)$ for $x \geq 0$ and $-\infty$ for $x < 0$, which is not covered by [1] as $U(\infty) = H$ and not $\infty$. The problem is studied in [8] in a complete market model where the martingale method is used to first solve a static optimization problem and find the optimal terminal wealth, and then to compute the optimal value function and verify it satisfies the HJB equation. We derive the same result of [8] in this paper by applying Theorem 2.6 to a specific utility function $U(x) = x \wedge H$ and Theorem 2.9 for verification of optimality. We go further to discuss the associated CVaR, the optimal choice of the level $H$, and the efficient frontier of wealth and CVaR with a two-stage optimization approach.

The turnpike property is a classic problem in finance and has been discussed by many researchers for both discrete time and continuous time models. Cox and Huang [2] use the probabilistic method to show that the portfolio turnpike property holds if the inverse of the marginal utility function satisfies some conditions. Huang and Zariphopoulou [4] establish the turnpike property with the viscosity solution method to the HJB equation when the marginal utility function behaves like that of a power utility at a large wealth level. Using the dual relation of the primal and dual value functions, we derive the same turnpike property and give a direct and simple proof. The conditions on the utility function are also relaxed. One sufficient condition for the turnpike property is that the utility function behaves like a power utility at a large wealth level and some technical conditions on second order differentiability of the utility function and the convexity of the marginal utility function are not required.

We have made several contributions in this paper: We extend the results of [1] to more general utility functions, construct a closed form solution to the HJB equation for a wealth maximization problem, demonstrate the positive relation between the wealth and the risk, and derive the turnpike property for a broad class of utility functions.

The rest of the paper is organized as follows. Section 2 describes the model formulation and constructs a classical solution to the HJB equation via a smooth dual value function and shows the primal value function is smooth with the verification theorem under an exponential moment condition for the optimal control. Section 3 studies a portfolio wealth maximization problem, derives the closed form optimal solution, and discusses the related issues such as CVaR, the choice of threshold level, and the efficient frontier. Section 4 focuses on the turnpike property and shows that for a broad class of utility functions the optimal policy for long run investors is to invest a constant proportion of the wealth in risky assets. Section 5 concludes.

## 2 Smooth HJB Solutions and Value Functions

Consider a financial market consisting of one bank account and $n$ stocks. The price process $S = (S^1, \ldots, S^n)^T$ of $n$ risky assets is modelled by

$$dS_t = \text{diag}(S_t)(\mu(t)dt + \sigma(t)dW_t), \quad 0 \leq t \leq T$$

with the initial price $S_0 = s$, where $x^T$ is the transpose of $x$, $\text{diag}(S_t)$ is an $n \times n$ matrix with diagonal elements $S^i_t$ and all other elements zero, $\mu$ and $\sigma$ are deterministic continuous
The HJB equation is given by
\[ U_t - \partial V_t = \sup_{\pi \in K} \{ \pi^T (\mu(t) - r 1(t)) + \pi^T \sigma(t) \sigma(t)^T \sigma(t) dt \}, \quad X_0 = x, \]
where 1 is a vector with all components 1 and \( \pi_t \) are progressively measurable control processes satisfying \( \pi_t \in K \), a closed convex cone in \( \mathbb{R}^n \), a.s. for \( t \in [0, T] \) a.e. \( \pi_t \) represent proportions of wealth \( X_t \) invested in risky assets \( S_t \). In our notation we write time \( t \) in parentheses for deterministic functions (e.g., \( b(t), \sigma(t) \)) and in subscript for stochastic processes (e.g., \( S_t, \pi_t \)).

A terminal wealth utility maximization problem is defined by
\[ \sup_{\pi} E[U(X_T)] \text{ subject to } (1), \]
where \( U \) is a utility function satisfying the following conditions.

**Assumption 2.1** \( U \) is a continuous increasing and concave function on \([0, \infty)\), satisfying \( U(0) > -\infty \) and
\[ U(x) \leq C(1 + x^p), \quad x \geq 0 \]
for some constant \( C > 0 \) and \( 0 < p < 1 \).

Assumption 2.1 is satisfied by power utility \( U(x) = \frac{1}{p} x^p \) with \( 0 < p < 1 \), exponential utility \( U(x) = -e^{-\alpha x} \) with \( \alpha > 0 \), and other utilities such as \( U(x) = x \wedge H \) with \( H > 0 \). We denote by \( C \) a generic positive constant.

Denote by \( V(t, x) \) the value function of (2) for \( 0 \leq t \leq T \) and \( x \geq 0 \), defined by
\[ V(t, x) = \sup_{\pi} E[U(X_T)] | X_t = x. \]

The HJB equation is given by
\[ -\frac{\partial V}{\partial t}(t, x) - \sup_{\pi \in K} \{ (\pi^T b(t) + r x) V_x(t, x) + \frac{1}{2} \pi^T \sigma(t)^2 x^2 V_{xx}(t, x) \} = 0, \quad x > 0, t < T \]
with the terminal condition \( V(T, x) = U(x) \), where \( b(t) = \mu(t) - r 1 \) is the stock excess return, \( \frac{\partial V}{\partial t} \) the partial derivative of \( V \) with respect to \( t \), \( V_x \) and \( V_{xx} \) similarly defined. If we define \( \tilde{V}(t, x) = V(t, e^{(T-t)} x) \), then \( \tilde{V} \) satisfies
\[ -\frac{\partial \tilde{V}}{\partial t}(t, x) - \sup_{\pi \in K} \{ \pi^T b(t) \pi(t) \pi(t) x \tilde{V}_x(t, x) + \frac{1}{2} \pi^T \sigma(t)^2 x^2 \tilde{V}_{xx}(t, x) \} = 0, \quad x > 0, t < T. \]

Since the regularity properties of \( V \) and \( \tilde{V} \) are the same and the HJB equation (5) corresponds to the case \( r = 0 \) (or the discounted stock price process), we will focus on (5) in the remaining part of the section and continue to write \( V \) instead of \( \tilde{V} \). All regularity results derived apply to the HJB equation (1) for \( r > 0 \).

The dual function of \( U \) is defined by
\[ \tilde{U}(y) = \sup_{x \geq 0} (U(x) - xy). \]
The function \( \tilde{U} \) is a continuous decreasing and convex function on \([0, \infty)\), satisfying \( \tilde{U}(\infty) = U(0) \) and
\[ \tilde{U}(y) \leq C(1 + y^q), \quad y > 0 \]
for some constant \( C > 0 \) and \( q = \frac{p}{p-1} < 0 \).
Remark 2.2 Compared with [1] we have removed the condition $U(\infty) = \infty$, which is not satisfied for utility functions with upper bound. Since all other conditions are the same as those in [1] most results in that paper still hold in the current setting. We state the key results but only prove the parts which are different and refer the reader to [1] for detailed proofs of all other parts.

The dual process $Y$ satisfies the SDE

$$dY_t = -Y_t(\sigma(t)^{-1}\nu_t + \theta(t))^T dW_t, \quad Y_0 = y,$$  \hspace{1cm} (7)$$

where $\nu$ are progressively measurable control processes satisfying $\nu_t \in \hat{K}$, the positive polar cone of $K$ in $R^n$, a.s. for $t \in [0, T]$ a.e. and $\theta(t) = \sigma(t)^{-1}b(t)$.

The dual problem is defined by

$$\inf_{\nu} E[\hat{U}(Y_T)] \text{ subject to } (7).$$

Denote by $v(t, y)$ the dual value function, i.e., $v(t, y) = \inf_{\nu} E[\hat{U}(Y_T)|Y_t = y]$. The dual HJB equation is a linear PDE

$$\frac{\partial v}{\partial t}(t, y) + \frac{1}{2} \hat{\theta}(t)^2 y^2 v_{yy}(t, y) = 0, \quad y > 0, \quad 0 \leq t < T,$$  \hspace{1cm} (8)$$

with the terminal condition $v(T, y) = \hat{U}(y)$, where $\hat{\theta}(t) = \theta(t) + \sigma(t)^{-1}\hat{\pi}(t)$ and $\hat{\pi}(t)$ is the unique minimizer of $f(\hat{\pi}) = |\theta(t) + \sigma(t)^{-1}\hat{\pi}|^2$ over $\hat{\pi} \in \hat{K}$.

Assumption 2.3 $\hat{\theta}$ is continuous on $[0, T]$ and there is a positive constant $\theta_0$ such that $|\hat{\theta}(t)| \geq \theta_0$ for all $t \in [0, T]$.

Remark 2.4 Assumption 2.3 is automatically satisfied if all components of $b(t)$ are positive, a natural condition as $b(t)$ represents the stock excess returns, and $K$ is either the whole space $R^n$ (no trading constraints) or the nonnegative part of the whole space $R^n_+$ (short selling constraints). The positive polar cone $\hat{K}$ is then either $\{0\}$ or $R^n_+$ and the optimal solution $\hat{\pi}(t) = 0$ for all $t$. Therefore $\hat{\theta}(t) = \theta(t)$ is a nonzero continuous vector-valued function on $[0, T]$ and $\theta_0$ is the minimum value of $|\theta|$ on $[0, T]$.

Lemma 2.5 The function $v$ is continuous on $[0, T] \times (0, \infty)$ and is a classical solution to (8), satisfying

$$U(0) \leq v(t, y) \leq C(1 + y^q), \quad t \in [0, T], \quad y > 0,$$

for some constant $C > 0$. Furthermore, for every $t \in [0, T]$, $v(t, \cdot)$ is strictly decreasing and strictly convex with the following limiting properties:

$$\lim_{y \to 0} v(t, y) = \hat{U}(0), \quad \lim_{y \to \infty} v(t, y) = U(0), \quad \lim_{y \to 0} v_y(t, y) = \hat{U}'(0), \quad \lim_{y \to \infty} v_y(t, y) = 0,$$ \hspace{1cm} (9)$$

where $\hat{U}'$ is the right directional derivative of $\hat{U}$.

Proof. We only need to prove (9) as all other parts have been proved in [1] Lemmas 3.5 and 3.6. Note that

$$v(t, y) = (2\sqrt{\pi}\tau)^{-1} \int_\infty^\infty e^{-\frac{1}{4\tau}x^2} \hat{U}(ye^{x-\tau})dx,$$

where $\tau = \frac{1}{2} \int_0^T |\hat{\theta}(\eta)|^2 d\eta$. Since $\hat{U}(ye^{x-\tau})$ is bounded below by $U(0)$ and is increasing as $y \to 0$, the Monotone Convergence Theorem (MCT) confirms the first limit in (9).
To show the second limit in (9), we may say $y > 1$ and get $y^q < 1$ as $q < 0$, which gives $U(0) \leq \tilde{U}(ye^{x-\tau}) \leq C(1 + e^{-(x-\tau)})$, the Dominated Convergence Theorem (DCT) implies the required limit.

To show the third limit in (9), we write
\[
\frac{v(t, y + h) - v(t, y)}{h} = (2\sqrt{\pi \tau})^{-1} \int_{-\infty}^{\infty} e^{-\frac{1}{4\tau}(x-2\tau)^2} g(x, y; h) dx,
\]
where
\[
g(x, y; h) = \frac{\tilde{U}(ye^{x-\tau} + he^{x-\tau}) - \tilde{U}(ye^{x-\tau})}{he^{x-\tau}}
\]
which converges to $\tilde{U}'(ye^{x-\tau})$ as $h \downarrow 0$. Since $V$ is convex and decreasing and $g$ is increasing with respect to $h$, we have $g(x, y; h)$ is decreasing as $h \downarrow 0$ and $g(x, y; h) \leq 0$ for all $h \geq 0$. The MCT says that
\[
v_y(t, y) = \lim_{h \downarrow 0} \frac{v(t, y + h) - v(t, y)}{h} = (2\sqrt{\pi \tau})^{-1} \int_{-\infty}^{\infty} e^{-\frac{1}{4\tau}(x-2\tau)^2} \lim_{h \downarrow 0} g(x, y; h) dx
\]

Since $V$ is convex, we have $\tilde{U}'(y)$ is increasing with respect to $y$ and $\tilde{U}'(ye^{x-\tau}) \leq \tilde{U}'(\infty) = 0$ and $\tilde{U}'(ye^{x-\tau})$ is decreasing as $y \to 0$. Applying the MCT again we get
\[
v_y(t, 0) = \lim_{y \to 0} v_y(t, y) = (2\sqrt{\pi \tau})^{-1} \int_{-\infty}^{\infty} e^{-\frac{1}{4\tau}(x-2\tau)^2} \lim_{y \to 0} \tilde{U}'(ye^{x-\tau}) dx = \tilde{U}'(0).
\]

Finally, to show the fourth limit in (9), we note that
\[
\frac{v(t, y)}{y} = (2\sqrt{\pi \tau})^{-1} \int_{-\infty}^{\infty} e^{-\frac{1}{4\tau}(x-2\tau)^2} \frac{\tilde{U}(ye^{x-\tau})}{ye^{x-\tau}} dx.
\]
For $y \geq 1$, we have
\[
\frac{\tilde{U}(ye^{x-\tau})}{ye^{x-\tau}} \geq \frac{U(0)}{ye^{x-\tau}}
\]
which is bounded below by 0 if $U(0)$ is nonnegative or by $U(0)e^{-x+\tau}$ if $U(0)$ is negative. On the other hand,
\[
\frac{\tilde{U}(ye^{x-\tau})}{ye^{x-\tau}} \leq C(1 + y^q e^{(x-\tau)q}) \leq C(1 + e^{(x-\tau)q}).
\]
Applying the DTC we get
\[
v_y(t, \infty) = \lim_{y \to \infty} \frac{v(t, y)}{y} = (2\sqrt{\pi \tau})^{-1} \int_{-\infty}^{\infty} e^{-\frac{1}{4\tau}(x-2\tau)^2} \lim_{y \to \infty} \frac{\tilde{U}(ye^{x-\tau})}{ye^{x-\tau}} dx = 0.
\]
We have proved all limits in (9).

We now construct a classical solution to the HJB equation (5).

**Theorem 2.6** Assume $K$ is a closed convex cone and Assumptions 2.1 and 2.3 hold. Then there exists a function $u \in C^0([0, T] \times [0, \infty))$ which is a classical solution to the HJB equation (5) in the region $[0, T] \times (0, -\tilde{U}'(0))$ and has the following representation
\[
u(t, x) = \begin{cases} v(t, y(t, x)) + xy(t, x), & 0 \leq x < -\tilde{U}'(0) \\ \tilde{U}(0), & x \geq -\tilde{U}'(0), \end{cases}
\]
where \( y \in C^{1,\infty}([0,T] \times (0, -\tilde{U}'(0))) \) satisfies
\[
v_y(t, y(t, x)) + x = 0.
\]
Furthermore, for \( 0 \leq x < -\tilde{U}'(0) \) the maximum of the Hamiltonian in the HJB equation (5) is achieved at
\[
\pi^*(t, x) = -\left(\sigma(t)^T \right)^{-1} \hat{\theta}(t) \frac{u_x(t, x)}{u_{xx}(t, x)}
\]
and \( \pi^*(t, x) \in K \), the function \( u(t, x) \) is strictly increasing and strictly concave in \( x \) for fixed \( t \in [0, T] \) and satisfies \( u(T, x) = U(x) \) and \( u(t, x) \leq C(1 + x^p) \) for some constant \( C > 0 \).

**Proof.** For \( (t, x) \in [0, T] \times R_+ \) define
\[
u(t, x) = \inf_{y > 0} \{v(t, y) + xy\}.
\]
If \( x \geq -\tilde{U}'(0) \) then
\[
v(t, y) \geq v(t, 0) + v_y(t, 0)y = \tilde{U}(0) + \tilde{U}'(0)y \geq \tilde{U}(0) - xy
\]
Therefore
\[
v(t, y) + xy \geq \tilde{U}(0) = v(t, 0) + x0.
\]
The minimum point is \( y^* = 0 \).

If \( 0 < x < -\tilde{U}'(0) \) then minimum is achieved at a point \( y \) satisfying \( v_y(t, y) + x = 0 \). Let \( y(t, \cdot) \) be the inverse function of \( -v_y(t, \cdot) \), i.e.,
\[
-v_y(t, y(t, x)) = x, \quad y(t, -v_y(t, y)) = y,
\]
for fixed \( t \in [0, T) \). \( y(t, x) \) is well defined on \( [0, T) \times (0, -\tilde{U}'(0)) \) from Lemma 2.5. Since \( v \in C^{1,\infty}([0, T) \times (0, \infty)) \) and \( v_{yy}(t, y) > 0 \), the inverse function \( y \in C^{1,\infty}([0, T) \times (0, -\tilde{U}'(0))) \) by the Implicit Function Theorem. We have, for \( (t, x) \in [0, T) \times (0, \infty) \),
\[
u(t, x) = \begin{cases} 
  v(t, y(t, x)) + xy(t, x), & 0 < x < -\tilde{U}'(0) \\
  v(t, 0), & x \geq -\tilde{U}'(0).
\end{cases}
\]
which yields the regularity of \( u(t, x) \). Note that if \( x = -\tilde{U}'(0) \) then \( -v_y(t, y(t, x)) = -\tilde{U}'(0) \) which implies \( y(t, x) = 0 \). So \( u(t, \cdot) \) is continuous at \( x = -\tilde{U}'(0) \) (if \( \tilde{U}'(0) \) is finite).

For \( 0 < x < -\tilde{U}'(0) \), since \( y(t, x) > 0 \) and \( v_{yy}(t, y(t, x)) > 0 \) for fixed \( 0 \leq t < T \), the function \( u(t, \cdot) \) is strictly increasing and strictly concave. A direct computation yields
\[
\frac{\partial u}{\partial t}(t, x) - \frac{1}{2} |\hat{\theta}(t)|^2 \frac{u_x^2(t, x)}{u_{xx}(t, x)} = 0.
\]
We conclude by [11 Lemma 3.7] that \( u \) is a classical solution to the HJB equation (5) and the maximum of the Hamiltonian is achieved at \( \pi^*(t, x) \). Furthermore, from Lemma 2.5, we have \( u(t, x) \leq C(1 + x^p) \) for some constant \( C > 0 \). \( \square \)

**Remark 2.7** In [1] \( U \) satisfies \( U(\infty) = \infty \) which implies \( \tilde{U}(0) = \infty \) and \( \tilde{U}'(0) = -\infty \). The case \( x \geq -\tilde{U}'(0) \) cannot happen and \( u(t, x) \) is a classical solution to the HJB equation. If \( \tilde{U}(0) < \infty \) we may have \( \tilde{U}'(0) = -\infty \) (e.g., \( U(x) = -e^{-ax} \), \( \tilde{U}(0) = 0 \) and \( \tilde{U}'(0) = -\infty \) or \( \tilde{U}'(0) > -\infty \) (e.g., \( U(x) = x \wedge H \), \( \tilde{U}(0) = H \) and \( \tilde{U}'(0) = -H \)).
Remark 2.8 In fact, function \( u \in C^0([0, T] \times [0, \infty)) \) is a viscosity solution to the HJB equation \([5]\) in the region \([0, T) \times (0, \infty)\). We only need to verify that \( u \) satisfies the viscosity inequalities on \((-\tilde{U}'(0), t_0)\) for \( t_0 \in [0, T) \) if \( \tilde{U}'(0) > -\infty \). Denote by \( x_0 = -\tilde{U}'(0) \). It is easy to see that the second-order superjet of \( u \) at point \((x_0, t_0)\) is given by

\[
J^2^+u(t_0, x_0) = \{(q, p, A) | q \geq 0, p = 0, A \geq 0\}
\]

if \( u \) is differentiable at \((t_0, x_0)\) and

\[
J^2^+u(t_0, x_0) = \{(q, p, A) | q \geq 0, p = 0, u^-_x(t_0, x_0), A \geq 0\}
\]

\[
\bigcup\{(q, p, A) | q \geq 0, 0 < p < u^-_x(t_0, x_0), -\infty < A < \infty\}
\]

if \( u \) is not differentiable at \((t_0, x_0)\), where \( u^-_x(t_0, x_0) \) is the left directional derivative of \( u \) with respect to \( x \) at point \((t_0, x_0)\) and in this case \( u^-_x(t_0, x_0) > 0 \). The second-order subjet of \( u \) at point \((t_0, x_0)\) is given by

\[
J^2^−u(t_0, x_0) = \{(q, p, A) | q \leq 0, p = 0, A \leq 0\}
\]

if \( u \) is differentiable at \((t_0, x_0)\) and

\[
J^2^−u(t_0, x_0) = \emptyset
\]

if \( u \) is not differentiable at \((t_0, x_0)\). These imply that \( u \) is a viscosity solution.

Theorem 2.9 confirms that there is a classical solution \( u \) to the HJB equation \([5]\) for \( 0 < x < -\tilde{U}'(0) \) and the Hamiltonian achieves its maximum at a point \( \pi^* \) in \( K \). The verification theorem next shows that the value function \( V \) is indeed a smooth classical solution to the HJB equation \([5]\) with the optimal feedback control \( \pi^* \).

**Theorem 2.9** Let \( u \) be given as in Theorem 2.6, then the value function \( V(t, x) \leq u(t, x) \) on \([0, T] \times (0, \infty)\). Furthermore, if \( x \geq -\tilde{U}'(0) \) then \( V(t, x) = u(t, x) = \tilde{U}(0) \) and the optimal control is \( \pi^* \equiv 0 \); if \( 0 < x < -\tilde{U}'(0) \), and SDE \([7]\) admits a unique nonnegative strong solution \( \tilde{X} \) with the feedback control \( \pi^* \) defined in \([10]\) and \( \pi^* \) satisfies an exponential moment condition

\[
E\left[\exp\left(\frac{1}{2} \int_0^T |\pi^*(s, \tilde{X}^s) + \sigma(s)|^2 ds\right)\right] < \infty,
\]

then \( V(t, x) = u(t, x) \) on \([0, T] \times [0, \infty)\) and \( \pi^* \) is an optimal Markovian control.

**Proof.** For \( x \geq -\tilde{U}'(0) \) we have \( u(t, x) = \tilde{U}(0) = U(\infty) \). If we take a trivial control \( \pi^*(t, x) \equiv 0 \), then \( E[U(X_T)] = U(x) \). Note that, for any \( y > 0 \),

\[
\tilde{U}(y) \geq \tilde{U}(0) + \tilde{U}'(0)y \geq \tilde{U}(0) - xy
\]

therefore

\[
\tilde{U}(0) \leq \inf_{y > 0} (\tilde{U}(y) + xy) = U(x)
\]

but \( \tilde{U}(0) = U(\infty) \) so

\[
E[U(X_T)] \geq U(x) \geq U(\infty) \geq V(t, x)
\]

which implies \( X_T \) is the optimal terminal wealth when \( \pi^* \equiv 0 \) and \( V(t, x) = U(x) = \tilde{U}(0) \).

For \( 0 < x < -\tilde{U}'(0) \) we can use Ito’s lemma to show that \( V(t, x) \leq u(t, x) \) and apply the localization method and uniform integrability to show that \( V(t, x) = u(t, x) \), see the detailed proof in \([1]\), Theorem 4.1. \( \square \)
Remark 2.10 We can in fact show, with the same method, that there exists a classical solution \( u \) to the HJB equation if the growth condition (3) for utility \( U \) is replaced by
\[
L_1 x^q \leq U(x) \leq L_2 (1 + x^p), \quad x > 0
\]
for some constants \( L_1 < 0, L_2 > 0, q < 0 \) and \( 0 < p < 1 \). Condition (13) covers logarithemic utility \( U(x) = \ln x \) and negative power utility \( U(x) = x^{-\gamma} \) with \( \gamma < 0 \). The solution \( u \) satisfies
\[
\tilde{L}_1 x^q \leq u(t, x) \leq \tilde{L}_2 (1 + x^p)
\]
for some constants \( \tilde{L}_1 < 0 \) and \( \tilde{L}_2 > 0 \). However, it is not clear the growth condition (14) is strong enough to get the uniform integrability property of a localization sequence, which is needed to prove the verification theorem with Ito’s lemma (see details in [1]). We cannot claim that the value function is a smooth solution to the HJB equation for \( U \) satisfying (13). This is still an open question and requires further research.

Remark 2.11 The function \( v(t, y) \) is \( C^{1,\infty} \) by its construction. The Implicit Function Theorem then implies that \( Y(t, x) \) and \( u(t, x) \) are also \( C^{1,\infty} \) for \( 0 < x < -\tilde{U}'(0) \). Using the same proof as [6, Theorem 6.4.7] we can show that if \( \pi \) and \( X \) are the optimal control and state processes and if we define
\[
(Y_t, Z_t) = (u_x(t, X_t), u_{xx}(t, X_t)X_t \pi_T \sigma(t))
\]
then \( (Y_t, Z_t) \) are the adapted solution to the adjoint linear backward SDE
\[
-dY_t = (b(t)^T \pi t Y_t + \text{Tr}(\sigma(t)^T \pi t Z_t))dt - Z_t dW_t,
\]
where \( \text{Tr}(A) \) is the trace of a square matrix \( A \). Since \( U \) is not differentiable, the terminal condition should be modified as
\[
Y_T \in \partial U(X_T),
\]
where \( \partial U(x) \) is the superdifferential of \( U \) at \( x \). The following maximum condition is satisfied
\[
G(t, X_t, \pi_t, Y_t, Z_t) = \max_{\pi \in K} G(t, X_t, \pi, Y_t, Z_t),
\]
where
\[
G(t, x, \pi, Y, Z) = xb(t)^T \pi T Y + \frac{1}{2} x \text{Tr}(\sigma(t)^T \pi Z).
\]
This is the stochastic maximum principle from the dynamic programming and the HJB equation. Note that \( X_t \) does not appear in the backward SDE for \( (Y_t, Z_t) \) due to the linear structure of the SDE of the wealth process \( X_t \).

3 Efficient Frontier of Wealth and CVaR

In this section we discuss the wealth maximization problem (2) and the efficient frontier of wealth and CVaR problem, see [9] for details on the existence of optimal solutions. Since both involve piecewise linear utility functions, we first study general piecewise linear utility functions and then apply the results to specific cases.

Assume \( U \) is a piecewise linear function given by
\[
U(x) = \sum_{i=0}^{N} (c_{i+1} x + d_{i+1}) 1_{\{x_i \leq x < x_{i+1}\}},
\]
(15)
where $N$ is a positive integer, $0 = x_0 < x_1 < \cdots < x_N < x_{N+1} = \infty$, and $\infty = c_0 > c_1 > \cdots > c_N > c_{N+1} = 0$. The continuity of $U$ implies that

$$c_i x_i + d_i = c_{i+1} x_i + d_{i+1}$$

for $i = 1, \ldots, N$, that is, given $c_1, \ldots, c_N$ and $d_{N+1}$ other coefficients $d_i$, $i = 1, \ldots, N$, are uniquely determined. The utility function $U$ is an increasing concave piecewise linear function which is non-differentiable at points $x_i$, $i = 1, \ldots, N$, non-strictly concave, $U(0) = d_1, U(\infty) = d_{N+1}$ and $U'(0) = c_1, U'(\infty) = 0$.

**Lemma 3.1** Let $U$ be defined in (15). Then the dual function of $U$ is given by

$$\tilde{U}(y) = \sum_{i=0}^{N} (-x_i y + c_{i+1} x_i + d_{i+1}) 1_{\{c_{i+1} \leq y < c_i\}}. \quad (16)$$

The dual function $V$ is a decreasing convex piecewise linear function which is non-differentiable at points $c_i$, $i = 1, \ldots, N$, non-strictly convex, $\tilde{U}(0) = d_{N+1}, \tilde{U}(\infty) = d_1$ and $\tilde{U}'(0) = -x_N, \tilde{U}'(\infty) = 0$.

**Proof.** Note that

$$\tilde{U}(y) = \sup_{x \geq 0} (U(x) - xy)$$

$$= \max_{i=1, \ldots, N+1} \max_{x_{i-1} \leq x \leq x_i} ((c_i - y)x + d_i)$$

$$= \max_{i=1, \ldots, N+1} ((c_i - y)(x_{i-1} 1_{\{c_i - y < 0\}} + x_i 1_{\{c_i - y \geq 0\}}) + d_i) .$$

Clearly we need to know the position of $y$ for further discussion. Since $0 = c_{N+1} < c_N < \cdots < c_1 < c_0 = \infty$ we have that for $y \geq 0$ there exists a $K \in \{0, \ldots, N\}$ such that $y \in [c_k, c_{k+1})$. Then for $i > k+1$ we have $y \geq c_{k+1} \geq c_{i-1} > c_i$ and

$$\max_{x_{i-1} \leq x < x_i} (U(x) - xy) = (c_i - y)x_{i-1} + d_i$$

$$= (c_i - 1 - y)x_{i-1} + d_{i-1}$$

$$\leq (c_{i-1} - y)x_{i-2} + d_{i-1}.$$}

The second equality is due to the continuity of $U$ at point $x_{i-1}$ and the third inequality comes from $c_i - y \leq 0$ and $x_{i-1} > x_{i-2}$. We can continue until $i - 1 = k + 1$ to get

$$\sup_{i > k+1, x_{i-1} \leq x < x_i} \max_{x_{i-1} \leq x < x_i} (U(x) - xy) \leq (c_{k+1} - y)x_k + d_{k+1} = \max_{x_k \leq x < x_{k+1}} (U(x) - xy).$$

Similarly, for $i < k$, we have $y < c_k \leq c_{i+1} < c_i$ and

$$\max_{x_{i-1} \leq x < x_i} (U(x) - xy) = (c_i - y)x_i + d_i$$

$$= (c_{i+1} - y)x_i + d_{i+1}$$

$$\leq (c_{i+1} - y)x_{i+1} + d_{i+1}.$$}

The second equality is due to the continuity of $U$ at $x_i$ and the third inequality is from $y \leq c_{i+1}$ and $x_i < x_{i+1}$. We can continue until $i + 1 = k$ to get

$$\sup_{i < k, x_{i-1} \leq x < x_i} \max_{x_{i-1} \leq x < x_i} (U(x) - xy) \leq (c_k - y)x_k + d_k = \max_{x_{k-1} \leq x < x_k} (U(x) - xy).$$

From continuity of $U$ at $x_k$ we know that $\max_{x_k \leq x < x_{k+1}} (U(x) - xy) = \max_{x_{k-1} \leq x < x_k} (U(x) - xy)$ which is the maximum of $U(x) - xy$ over all intervals if $y \in [c_{k+1}, c_k)$, which leads to (16).

We can now characterize the dual value function.
Theorem 3.2 Assume that $U$ is a piecewise linear utility function defined in (15). The dual value function $v(t, y)$ is given by

$$v(t, y) = \sum_{i=0}^{N} A_i(t, y),$$

where, for $i = 0, \ldots, N$,

$$A_i(t, y) = -x_i y (\Phi(c_{i+1}(y) + \alpha(t)) - \Phi(c_i(y) + \alpha(t))) + (c_{i+1} x_i + d_{i+1})(\Phi(c_{i+1}(y)) - \Phi(c_i(y)))$$

(17)

$$\alpha(t) = \left( \int_t^T |\hat{\theta}(u)|^2 du \right)^{1/2}$$

(18)

$$\bar{c}_i(y) = -\frac{1}{\alpha(t)} \ln c_i + \frac{1}{\alpha(t)} \ln y - \frac{1}{2} \alpha(t)$$

(19)

$$\Phi(x) = \int_{-\infty}^x \phi(u) du = \int_{-\infty}^x \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du.$$

Proof. Consider the linear SDE

$$d\hat{Y}_s = -\hat{Y}_s \hat{\theta}(s)^T dW_s, \quad s \geq t$$

with the initial value $\hat{Y}_t = y$. Denote by $\hat{Y}_s^{t,y}$ the unique strong solution and we have

$$\hat{Y}_s^{t,y} = y \exp \left( -\int_t^s \hat{\theta}(u)^T dW_u - \frac{1}{2} \int_t^s |\hat{\theta}(u)|^2 du \right).$$

Therefore, $\hat{Y}_s^{t,y} = \bar{y} \exp(-\alpha(t) Z)$, where $\alpha(t)$ is given by (18), $\bar{y} = y \exp(-\alpha(t)^2/2)$ and $Z$ a standard normal variable. We can find that

$$v(t, y) = E[\hat{U}^{t,y} \hat{Y}_T] = \sum_{i=0}^{N} \int_{-\infty}^{\infty} (-x_i \bar{y} e^{-\alpha(t)z} + c_{i+1} x_i + d_{i+1}) 1_{\{c_{i+1} \leq \bar{y} e^{-\alpha(t)z} < c_i\}} \phi(z) dz.$$

Since $c_{i+1} \leq \bar{y} e^{-\alpha(t)z} < c_i$ is equivalent to $\bar{c}_i(y) < z < \bar{c}_{i+1}(y)$, where $\bar{c}_i(y)$ is defined by (19) and $-\infty = \bar{c}_0(y) < \bar{c}_1(y) < \cdots < \bar{c}_N(y) < \bar{c}_{N+1}(y) = \infty$. A simple calculation shows that $v(t, y) = \sum_{i=0}^{N} A_i(t, y)$, where $A_i(t, y)$ is given by (17) for $i = 0, \ldots, N$.

We can construct a solution $u(t, x)$ to the HJB equation by first finding a solution $y(t, x)$ to the equation $v_y(t, y) + x = 0$ and then setting $u(t, x) = v(t, y(t, x) + xy(t, x)).$

Proposition 3.3 Consider the wealth maximization problem (2) with $U(x) = x \wedge H$. Then optimal value function is given by

$$u(t, x) = v(t, y(t, x)) + xy(t, x) = H \Phi \left( \Phi^{-1} \left( \frac{x}{H} \right) + \alpha(t) \right)$$

with the optimal feedback control

$$\pi(t, x) = (\sigma(t)^T)^{-1} \hat{\theta}(t) \frac{H}{x \alpha(t)} \phi \left( \Phi^{-1} \left( \frac{x}{H} \right) \right)$$

and the optimal wealth process

$$X_t = H \Phi(Z_t),$$

where $\alpha(t)$ is given by (18),

$$Z_t = \beta(t) \left( Z_0 + \int_0^t \frac{|\hat{\theta}(s)|^2}{\alpha(s) \beta(s)} ds + \int_0^t \frac{1}{\alpha(s) \beta(s)} \hat{\theta}(s)^T dW_s \right)$$

(20)

and $\beta(t) = \exp \left( \int_0^t \frac{|\hat{\theta}(s)|^2}{2 \alpha(s)^2} ds \right).$
The optimal feedback control is given by

\[
0
\]

Define \( Z \) and \( U \).

\[
\text{Proof. Since } U(x) = x \wedge H \text{ is a piecewise linear function with } N = 1, c_1 = 1, d_1 = 0, c_2 = 0, d_2 = H, x_0 = 0, x_1 = H. \text{ We can compute } \bar{c}_0(y) = -\infty \text{ and } \bar{c}_2(y) = \infty, \text{ which gives } \bar{c}_1(y) = \frac{1}{\alpha(t)} \ln y - \frac{1}{2} \alpha(t), A_0(t, y) = 0 \text{ and } A_1(t, y) = -H y (1 - \Phi(\bar{c}_1(y) + \alpha(t))) + H (1 - \Phi(\bar{c}_1(y))). \]

Therefore the dual value function is given by

\[
v(t, y) = -H y \Phi \left( -\frac{1}{\alpha(t)} \ln y - \frac{1}{2} \alpha(t) \right) + H \Phi \left( -\frac{1}{\alpha(t)} \ln y + \frac{1}{2} \alpha(t) \right)
\]

and

\[
v_y(t, y) = -H \Phi \left( -\frac{1}{\alpha(t)} \ln y - \frac{1}{2} \alpha(t) \right).
\]

The solution to equation \( v_y(t, y) + x = 0 \) is given by

\[
y(t, x) = \exp \left( -\alpha(t) \Phi^{-1}(\frac{x}{H}) - \frac{1}{2} \alpha(t)^2 \right).
\]

The value function for the primal problem is given by

\[
u(t, x) = v(t, y(t, x)) + xy(t, x) = H \Phi \left( \Phi^{-1}(\frac{x}{H}) + \alpha(t) \right).
\]

The optimal feedback control is given by

\[
\pi(t, x) = -(I(t)^T)^{-1} \dot{b}(t) \frac{u_x(t, x)}{x u_{xx}(t, x)} = (I(t)^T)^{-1} \dot{b}(t) \frac{H}{x \alpha(t)} \Phi \left( \Phi^{-1}(\frac{x}{H}) \right).
\]

Substituting the optimal feedback control \( \pi(t, x) \) into equation (1) we get the optimal wealth process \( X_t \) satisfies a nonlinear SDE

\[
dX_t = \dot{b}(t) \frac{H}{x \alpha(t)} \Phi \left( \Phi^{-1}(\frac{X_t}{H}) \right) dt + \dot{b}(t) \frac{H}{x \alpha(t)} \Phi \left( \Phi^{-1}(\frac{X_t}{H}) \right) dW_t.
\]

Define \( Z_t = f(X_t) \), where \( f(x) = \Phi^{-1}(\frac{x}{H}) \). Ito’s lemma implies that

\[
dZ_t = \left( \frac{1}{\alpha(t)} |\dot{b}(t)|^2 + \frac{1}{2 \alpha(t)^2} |\dot{b}(t)|^2 Z_t \right) dt + \dot{b}(t) \frac{H}{x \alpha(t)} \Phi \left( \Phi^{-1}(\frac{X_t}{H}) \right) dW_t.
\]

The solution \( Z_t \) is given by (21), which results in the optimal wealth process \( X_t = H \Phi(Z_t) \). Since \( X_t \) is bounded above by the threshold level \( H \) the expected utility of terminal wealth is simply \( E[X_T] \).

\[ \square \]

**Remark 3.4** Note that if \( H \) were set to be infinite then the problem would be either trivial with an obvious optimal control if \( K \) is bounded or would be ill-defined with no optimal controls if \( K \) is unbounded (the expected portfolio wealth could be made arbitrary large).

A more general utility function than \( U(x) = x \wedge H \) is

\[
U_p(x) = \begin{cases} x, & 0 \leq x < H \\ H(x/H)^p, & x \geq H, \end{cases}
\]

where \( H > 0 \) and \( 0 < p < 1 \). \( U_p \) is a continuous increasing concave function satisfying \( U_p(0) = 0, U_p'(0) = 1 \) and \( U_p(\infty) = \infty, U_p'(\infty) = 0 \). \( U_p \) is not differentiable at \( x = H \) and is not strictly concave on the interval \([0, H]\), and \( \lim_{x \to 0} U_p(x) = x \wedge H \). One may interpret that \( U_p \) is a utility function for an investor who wants to maximize the absolute portfolio wealth up to a threshold \( H \) and then a scaled power utility function when the portfolio wealth is more than \( H \).
The dual function is defined by \( \hat{U}_p(y) = \max_{x \geq 0} (U_p(x) - xy) \). By discussing the cases of \( 0 \leq x \leq H \) and \( x \geq H \) we can find the maximum point \( x^* \) and get
\[
\hat{U}_p(y) = \begin{cases} 
H \frac{1}{p} - \frac{1}{p^1} y \frac{1}{p_1}, & 0 < y \leq p \text{ with } x^* = H(y/p) \frac{1}{p_1} \\
H(1 - y), & p < y \leq 1 \text{ with } x^* = H \\
0, & y \geq 1 \text{ with } x^* = 0.
\end{cases}
\]

Some long but straightforward calculation shows that the dual value function is given by
\[
v_p(t, y) = H \left( \frac{p_1}{p} e^{\frac{1}{p_1} \ln y - \frac{1}{2} \alpha(t)} \right) + \frac{\alpha(t)p}{p_1} + \Phi(c_2) - \Phi(c_1) - y \Phi(c_2 + \alpha(t)) + y \Phi(c_1 + \alpha(t)) + y \Phi(c_2 + \alpha(t)) + y \Phi(c_1 + \alpha(t)) + y \Phi(c_2 + \alpha(t)),
\]
where \( p_1 = 1 - p \), \( c_1 = \frac{1}{\alpha(t)} \ln y - \frac{1}{2} \alpha(t) \) and \( c_2 = c_1 - \frac{1}{\alpha(t)} \ln p \), and its partial derivative with respect to \( y \) is given by
\[
\frac{\partial}{\partial y} v_p(t, y) = H \left( \Phi(c_1 + \alpha(t)) - \Phi(c_2 + \alpha(t)) - \frac{1}{2} \frac{\alpha(t)p}{p_1} e^{\frac{1}{2} \frac{\alpha(t)p}{1 - p}} \Phi(c_2) - \frac{1}{2} \frac{\alpha(t)p}{1 - p} \Phi(c_1 + \alpha(t)) \right).
\]

Finally, one can construct the optimal value function \( u(t, x) \) as
\[
u_p(t, y) = v_p(t, y(t, x)) + xy(t, x),
\]
where \( y(t, x) \) is the unique solution to the equation \( \frac{\partial}{\partial y} v_p(t, y) + x = 0 \).

To introduce the concept of risk we may take a trading strategy of investing only in the savings account \( (\pi_t \equiv 0) \) then the terminal wealth is \( X_T = x \), the initial endowment (the riskless interest rate is assumed to be zero). One has a certain portfolio wealth \( c = U(X_T) = x \) (assuming \( x < H \)) at time \( T \). To measure the risk associated with a trading strategy \( \pi \) we define a random variable \( Z \) by
\[Z = c - U(X_T).\]

\( Z \) represents the portfolio wealth loss (or gain) if \( Z \) is positive (or negative). Two common risk measures are VaR and CVaR, defined by
\[
\text{VaR}_\beta = \min \{ z : P(Z \leq z) \geq \beta \},
\]
\[
\text{CVaR}_\beta = E[Z | Z \geq \text{VaR}_\beta],
\]
where \( \beta \in (0, 1) \) (close to 1) is a given constant. Rockafellar and Uryasev [7, Theorem 10] establish a fundamental representation formula to compute VaR\( _\beta \) and CVaR\( _\beta \) by solving a convex minimization problem in which the minimum value is CVaR\( _\beta \) and the left end point of the minimum solution set gives VaR\( _\beta \). Specifically,
\[
\text{CVaR}_\beta = \min_y [y + \delta E(Z - y)^+] \quad (21)
\]
where \( \delta = (1 - \beta)^{-1} \). If \( y^* \) is the left endpoint of the minimum solution set, then \( \text{VaR}_\beta = y^* \).

We may define a new objective function which reconciles two conflicting objectives of portfolio wealth maximization and CVaR minimization. Consider the following optimization problem
\[
\sup_{\pi} (E[U(X_T)] - \lambda \text{CVaR}_\beta) \text{ subject to } (11), \quad (22)
\]
where \( \lambda \) is a nonnegative parameter. \( \lambda = 0 \) corresponds to the portfolio wealth maximization while \( \lambda \to \infty \) to the CVaR minimization. By letting \( \lambda \) change in \([0, \infty)\) we can derive the utility-CVaR efficient frontier in the same spirit as Markovitz’s mean-variance efficient frontier.
Substituting (21) into (22) and exchanging the order of maximization we may determine the efficient frontier of wealth and CVaR by a two-stage optimization problem: first solving a parametric utility maximization problem

\[ u^g(x) = \sup_{\pi} E[U^g(X_T)] \text{ subject to } (1), \]

where

\[ U^g(x) = U(x) - \lambda \delta(c - U(x) - y)^+, \]

which is a continuous piecewise linear function and then solving a scalar maximization problem

\[ u(x) = \sup_y (u^g(x) - \lambda y). \]

Since \( U(x, y) \) is a jointly concave function the optimal value \( u^g(x) \) of the first stage optimization problem is a continuous concave function of \( y \) and the second stage optimization problem can be easily solved. One only needs to focus on how to solve the first stage optimization problem.

**Example 3.5** We present a case study to illustrate the wealth maximization, the CVaR, and the efficient frontier. Assume that the utility function is \( U(x) = x \land H \) and the wealth process \( X \) follows the process (1) in which all coefficients are constant and \( n = 1 \). We know from the above discussion that \( \theta(t) = \theta := b/\sigma \), \( \alpha(t) = \theta \sqrt{T-t} \), and \( \beta(t) = \sqrt{T/(T-t)} \).

We can easily find that

\[ Z_t = \frac{1}{\sqrt{T-t}}(Z_0\sqrt{T} + \theta t + W_t) \]

and \( Z_0 = \Phi^{-1}(x/H) \). Since \( Z_T \) is either \( +\infty \) or \( -\infty \), depending on the sign of \( Z_0\sqrt{T} + \theta T + W_T \), we conclude that the optimal terminal wealth \( X_T = H \) with probability \( \Phi(Z_0 + \theta \sqrt{T}) \) and 0 with probability \( \Phi(-Z_0 - \theta \sqrt{T}) \) and the expected value of \( X_T \) is \( H\Phi(Z_0 + \theta \sqrt{T}) \) which is the same as the optimal value \( u(0, x) \) as expected.

It is clear that the Sharp ratio \( \theta \) and the investment horizon \( T \) have positive impact to both the optimal value and the survival probability. It is less clear what the level \( H \) one should choose. Fox a fixed initial wealth \( x \) the optimal value at time 0 is a function of \( H \), denote by \( g(H) \), i.e., \( g(H) = H\Phi\left(\Phi^{-1}(\frac{x}{H}) + \theta \sqrt{T}\right) \).

Since

\[ g'(H) = \Phi\left(\Phi^{-1}(\frac{x}{H}) + \theta \sqrt{T}\right) - \frac{x}{H} \exp\left(-\theta \sqrt{T}\Phi^{-1}(\frac{x}{H}) - \frac{1}{2}\theta^2 T\right) \]

and \( g''(H) < 0 \) and \( g'(x) = 1, g'(<) = 0 \), which implies that \( g \) is an increasing function of \( H \). One should set \( H \) as large as possible if the objective is to maximize the expected terminal wealth up to a level \( H \). On the other hand, the probability of \( X_T = 0 \) increases as \( H \) increases, in other words, the higher the level \( H \), the riskier the portfolio wealth \( X_T \), and in the extreme case when \( H = \infty \) the optimal terminal wealth \( X_T = 0 \) almost surely. We conclude that there is no optimal level \( H \) for the problem, which depends on investors’ risk preferences.

The CVaR associated with the optimal strategy \( \pi^* \) can be computed from the representation (21). Since the optimal terminal wealth \( X_T \) is a Bernoulli variable taking values 0 and \( H \), we have

\[ E[(Z - y)^+] = \begin{cases} 
  x - y - HP(X_T = H), & \text{if } y < x - H \\
  (x - y)P(X_T = 0), & \text{if } x - H < y < x \\
  0, & \text{if } y > x.
\end{cases} \]
Solving a simple piecewise linear optimization problem (21) we get

\[
\text{CVaR}_\beta = \begin{cases} 
  x, & \text{if } \beta \geq P(X_T = H) \\
  x - H(1 - \delta P(X_T = 0)), & \text{if } \beta < P(X_T = H).
\end{cases}
\]

For a sufficiently high level of confidence \( \beta \) the CVaR is \( x \), which corresponds to the case when \( X_T = 0 \). We also see that when \( H \to \infty \) the probability \( P(X_T = H) \to 0 \) and \( \text{CVaR}_\beta \to x \) for any \( \beta \), which means one will almost surely lose all initial investment. This example illustrates the drawback of simply maximizing the portfolio wealth without considering the potential loss due to the risky optimal trading strategy.

We now discuss the efficient frontier problem of wealth and CVaR. The utility function \( U^y(x) \) in the first stage problem is a piecewise linear function for fixed \( y \). There are three cases to consider:

1. If \( y < c - H \) then \( U^y(x) = (1 + \lambda \delta)(x \land H) - \lambda \delta(c - y) \).
2. If \( c - H \leq y \leq c \) then

\[
U^y(x) = \begin{cases} 
  (1 + \lambda \delta)x - \lambda \delta(c - y), & 0 \leq x < c - y \\
  x, & c - y \leq x < H \\
  H, & x \geq H
\end{cases}
\]

3. If \( y > c \) then \( U^y(x) = x \land H \).

Cases 1 and 3 are easy and have been discussed above. For case 1 the optimal value is

\[
u^y(x) = (1 + \lambda \delta)H \Phi(\Phi^{-1}(\frac{x}{H}) + \alpha) - \lambda \delta(c - y).
\]

The maximum value of \( u^y(x) - \lambda y \) over \( y \leq c - H \) is reached at point \( y = c - H \) and the maximum value is \( (1 + \lambda \delta)H \Phi(\Phi^{-1}(\frac{x}{H}) + \alpha) - \lambda \delta H \). For case 3 the optimal value is

\[
u^y(x) = H \Phi(\Phi^{-1}(\frac{x}{H}) + \alpha).
\]

The maximum value of \( u^y(x) - \lambda y \) over \( y \geq c \) is reached at point \( y = c \).

Since \( u^y(x) \) is a continuous function of \( y \) we know that the maximum of \( u^y(x) - \lambda y \) over \( y \in R \) is achieved in the interval \([c - H, c]\), which corresponds to case 2.

Consider a piecewise linear utility function

\[
U(x) = \begin{cases} 
  (1 + k)x - kh, & 0 \leq x < h \\
  x, & h \leq x < H \\
  H, & H \leq x.
\end{cases}
\]

The case 2 corresponds to \( h = c - y \) and \( k = \lambda \delta \).

This is a special case of a piecewise linear function defined in (15). The data are \( N = 2, c_1 = 1 + k, d_1 = -kh, c_2 = 1, d_2 = 0, c_3 = 0, d_3 = H, x_0 = 0, x_1 = h, x_2 = H, \) and \( \overline{c}_0(y) = -\infty, \overline{c}_2(y) = \infty \), where \( h = c - y \) and \( k = \lambda \delta \). We have \( \overline{c}_1(y) = \frac{-1}{\alpha} \ln(1 + k) + \frac{1}{\alpha} \ln y - \frac{1}{\alpha} \), \( \overline{c}_2(y) = \frac{1}{\alpha} \ln y - \frac{1}{2\alpha} \), and

\[
v(t, y) = A_0(t, y) + A_1(t, y) + A_2(t, y),
\]

where

\[
A_0(t, y) = -kh \Phi(\overline{c}_1(y)),
A_1(t, y) = -hY(\Phi(\overline{c}_2(y) + \alpha) - \Phi(\overline{c}_1(y) + \alpha)) + h(\Phi(\overline{c}_2(y)) - \Phi(\overline{c}_1(y))),
A_2(t, y) = -HY(1 - \Phi(\overline{c}_2(y) + \alpha)) + H(1 - \Phi(\overline{c}_2(y))).
\]
A simple calculus shows that
\[ v_y(t, y) = -H + h\Phi(\tilde{c}_1(y) + \alpha) + (H - h)\Phi(\tilde{c}_2(y) + \alpha). \]

There is no closed form solution \( y(t, x) \) to the equation \( g(y) := v_y(t, y) + x = 0 \). Since \( g(0^+) = -H + x < 0 \) and \( g(\infty) = x > 0 \) and \( g \) is strictly increasing and there exists a unique root to the equation \( g(y) = 0 \). In general, one has to use some numerical method to find the unique root.

4 Turnpike Property

In this section we discuss turnpike property when \( T \to \infty \). This property is studied in \[4\]. Here we give a new and direct proof with the PDE approach and the duality method. We also improve the results of \[4\].

In this section we assume that the market is made up of one riskless asset with interest rate \( r \) and one risky asset with price \( S \) satisfying the SDE \( dS = \mu Sdt + \sigma SdW \), where \( \mu, \sigma \) are constant satisfying \( \mu > r > 0 \). Assume that the utility function \( U \) satisfies Assumption 2.1 and \( U(\infty) = \infty \). Let \( u(t, x; T) = \sup E[U(X_T)|X_t = x] \) be the value function and the solution to the HJB equation and let \( \tilde{u}(\tau, x) = u(t, x; T) \) with \( \tau = T - t \), the time to maturity. We may continue to write \( u \) instead of \( \tilde{u} \) but with \( \tau \) as time-to-maturity variable. Theorem 2.6 (Theorem 3.8 in \[1\]) says that \( u \) is a classical solution to the HJB equation satisfying

\[ -u_\tau - \frac{1}{2} \theta^2 u_{xx} + rxu_x = 0, \quad (\tau, x) \in R_+ \times R_+ \]  

with the initial condition \( u(0, x) = U(x) \) for \( x \in R_+ \), where \( \theta = \frac{\mu - r}{\sigma} \). We see that \( u \in C^{1, \infty}(R_+ \times R_+) \) and \( u_{xx} < 0 \) for \( \tau > 0 \). The optimal policy (the amount invested in the risky asset) is given by

\[ A(\tau, x) = \frac{\theta u_x(\tau, x)}{\sigma u_{xx}(\tau, x)}, \quad \tau > 0 \]

is the solution of the following equation

\[ A_\tau - \frac{1}{2} \theta^2 A^2 A_{xx} - rxA_x + rA = 0, \quad (\tau, x) \in R_+ \times R_+. \]

Let \( \tilde{U}(y) \) be the dual of \( U(x) \). Then the dual \( v(\tau, x) \) of \( u(\tau, x) \) satisfies

\[ v_\tau - \frac{1}{2} \theta^2 y^2 v_{yy} + rrv_y = 0, \quad (\tau, y) \in R_+ \times R_+ \]  

with the initial condition \( v(0, y) = \tilde{U}(y) \) for \( y \in R_+ \) and \( v \in C^{1, \infty} \). It is easy to verify that \( w = v_y \) and \( w = yv_{yy} \) are the solutions to the equation

\[ Lw := w_\tau - \frac{1}{2} \theta^2 y^2 w_{yy} + (r - \theta^2)yw_y + rw = 0, \quad (\tau, y) \in R_+ \times R_+. \]  

Lemma 4.1 Assume that \( w \in C^{1,2} \) is a solution to the linear parabolic equation

\[ w_\tau - a^2 w_{xx} = 0, \quad (\tau, x) \in R \times R_+ \]

with the initial condition \( w(0, x) = \phi(x) \) for \( x \in R \). Assume that \( \phi(x) \in C(R) \) and

\[ \lim_{x \to \infty} e^{a^2x} \phi(x) = 0, \quad \lim_{x \to -\infty} \frac{\phi(x)}{e^{a^2x}} = 1, \]
where $\alpha > 0$ and $k + \alpha < 0$. Then we have
\[
\lim_{x \to \infty} e^{\alpha x} w(\tau, x) = 0, \quad \lim_{x \to \infty} e^{\alpha x} w_x(\tau, x) = 0, \quad \lim_{x \to \infty} e^{\alpha x} w_{xx}(\tau, x) = 0, \tag{30}
\]
and
\[
\lim_{x \to -\infty} \frac{w(\tau, x)}{e^{k^2 x^2 + k^2 x}} = 1, \quad \lim_{x \to -\infty} \frac{w_x(\tau, x)}{e^{k^2 x^2 + k^2 x}} = k, \quad \lim_{x \to -\infty} \frac{w_{xx}(\tau, x)}{e^{k^2 x^2 + k^2 x}} = k^2. \tag{31}
\]
The convergence is uniform for $\tau \in [\tau_0, \tau_1]$ for any $0 < \tau_0 < \tau_1$.

**Proof.** We first prove (30). From (29), there exists constant $C_0$, such that
\[
e^{\alpha x} \phi(x) \leq C_0(1 + e^{(\alpha+k)x}), \forall x.
\]
By Poisson’s formula we have
\[
w(\tau, x) = \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{4}} \phi(x + a\sqrt{\tau} \eta) d\eta.
\]
Hence,
\[
e^{\alpha x} w(\tau, x) = \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{4} - a\alpha \sqrt{\tau} \eta} e^{\alpha(x+a\sqrt{\tau} \eta)} \phi(x + a\sqrt{\tau} \eta) d\eta
\]
\[
\leq \frac{C_0}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{4} - a\alpha \sqrt{\tau} \eta} (1 + e^{(\alpha+k)(x+a\sqrt{\tau} \eta)}) d\eta
\]
\[
+ \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{4} - a\alpha \sqrt{\tau} \eta} e^{\alpha(x+a\sqrt{\tau} \eta)} \phi(x + a\sqrt{\tau} \eta) d\eta.
\]
For any $\epsilon > 0$, there exists $A = A(\epsilon) > 0$, such that, for $x > 0$
\[
\frac{C_0}{2\sqrt{\pi}} \int_{-\infty}^{-A} e^{-\frac{\eta^2}{4} - a\alpha \sqrt{\tau} \eta} (1 + e^{(\alpha+k)a\sqrt{\tau} \eta}) d\eta < \epsilon.
\]
For $\eta \geq -A$, we see that $x + a\sqrt{\tau} \eta \geq x - a\sqrt{\tau} A$. Hence there exists $X > 0$, such that
\[
\frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{4} - a\alpha \sqrt{\tau} \eta} e^{\alpha(x+a\sqrt{\tau} \eta)} \phi(x + a\sqrt{\tau} \eta) d\eta < \epsilon
\]
if $x > X$. This proves the first limit in (30). The other two limits in (30) are proved similarly with the help of Poisson’s formula and its derivatives with respect to $x$.

We next prove (31). Since
\[
\frac{w(\tau, x)}{e^{k^2 x^2 + k^2 x}} = \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{(\eta-2k\alpha \sqrt{\tau} \eta)^2}{4}} \phi(x + a\sqrt{\tau} \eta) e^{k(x+a\sqrt{\tau} \eta)} d\eta
\]
we have
\[
\left| \frac{w(\tau, x)}{e^{k^2 x^2 + k^2 x}} - 1 \right| \leq \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{(\eta-2k\alpha \sqrt{\tau} \eta)^2}{4}} \left| \frac{\phi(x + a\sqrt{\tau} \eta)}{e^{k(x+a\sqrt{\tau} \eta)}} - 1 \right| d\eta
\]
\[
\leq \frac{1}{2\sqrt{\pi}} \int_{-\infty}^{-A} e^{-\frac{(\eta-2k\alpha \sqrt{\tau} \eta)^2}{4}} \left| \frac{\phi(x + a\sqrt{\tau} \eta)}{e^{k(x+a\sqrt{\tau} \eta)}} - 1 \right| d\eta
\]
\[
+ \frac{C_0}{2\sqrt{\pi}} \int_{-A}^{\infty} e^{-\frac{(\eta-2k\alpha \sqrt{\tau} \eta)^2}{4}} \left[ 1 + \frac{1}{C_0} + e^{-(\alpha+k)(x+a\sqrt{\tau} \eta)} \right] d\eta.
\]
For any $\epsilon > 0$, there exists $A = A(\epsilon) > 0$, such that, for $x < 0$
\[
\frac{C_0}{2\sqrt{\pi}} \int_{A}^{\infty} e^{-\frac{(\eta-2k\alpha \sqrt{\tau} \eta)^2}{4}} \left[ 1 + \frac{1}{C_0} + e^{-(\alpha+k)(x+a\sqrt{\tau} \eta)} \right] d\eta < \epsilon.
\]
For \( \eta \leq A \), we see that \( x + a \sqrt{\tau} \eta \leq x + a \sqrt{\tau} A \). Hence there exists \( X > 0 \), such that

\[
\frac{1}{2 \sqrt{\pi}} \int_{-\infty}^{A} e^{-\frac{(\eta - 2ax \sqrt{\tau})^2}{4}} \left| \frac{\phi(x + a \sqrt{\tau} \eta)}{e^{k(x + a \sqrt{\tau} \eta)}} \right| - 1 |d\eta < \epsilon
\]

if \( x < -X \). This proves the first limit in (31). The other two limits in (31) are proved similarly.

\[\square\]

**Corollary 4.2** Assume that \( \tilde{U}(y) \in C(R_+) \) and

\[
\lim_{y \to \infty} \tilde{U}(y) = 0, \quad \lim_{y \to 0} \frac{\tilde{U}(y)}{y^q} = 1,
\]

where \( q < 0 \). Then we have

\[
\lim_{y \to \infty} v(\tau, y) = 0, \quad \lim_{y \to \infty} yv_y(\tau, y) = 0, \quad \lim_{y \to \infty} y^2 v_{yy}(\tau, y) = 0
\]

and

\[
\lim_{y \to 0} v(\tau, y) = 1, \quad \lim_{y \to 0} \frac{v_y(\tau, y)}{e^{\lambda^2} y^q - 1} = q, \quad \lim_{y \to 0} \frac{v_{yy}(\tau, y)}{e^{\lambda^2} y^q - 2} = q(q - 1),
\]

where \( \lambda = \frac{1}{2} \theta^2 q(q - 1) - rq \). The convergence is uniform for \( \tau \in [\tau_0, \tau_1] \) for any \( 0 < \tau_0 < \tau_1 \).

**Proof.** We have

\[
v_\tau - \frac{1}{2} \theta^2 y^2 v_{yy} + r y v_y = 0, (\tau, y) \in R_+ \times R_+
\]

with the initial condition \( v(0, y) = \tilde{U}(y) \) for \( y \in R_+ \). Let

\[
w(\tau, x) = e^{-(\alpha x + \beta \tau)} v(e^\tau, \tau)
\]

with \( \alpha = \frac{1}{2} + \frac{r}{\theta^2} \) and \( \beta = -\frac{(\theta^2 + 2r)^2}{8 \theta^2} \). Then

\[
w_\tau - \frac{1}{2} \theta^2 w_{xx} = 0, \quad (\tau, x) \in R \times R_+
\]

with the initial condition \( w(0, x) = \phi(x) = e^{-\alpha x} \tilde{U}(e^x) \) for \( x \in R \). Applying lemma 4.1 we complete the proof. \[\square\]

**Lemma 4.3** Let \( U \) be a continuous increasing concave function on \( R_+ \) satisfying \( U(0) = 0 \) and

\[
\lim_{x \to \infty} \frac{U(x)}{x^p} = \frac{1}{p^p (1 - p)^{1-p}},
\]

where \( 0 < p < 1 \) is a constant. Then condition (32) holds with \( q = \frac{p}{p-1} \).

**Proof.** Since \( U \) is a concave function on \( R_+ \), the superdifferential of \( U \) at \( x \in R_+ \) is a convex compact set, defined by

\[
\partial U(x) = \{ \xi : U(y) \leq U(x) + \xi(y - x), \, y \in R_+ \}.
\]

The increasing property of \( U \) and condition (36) imply that \( \partial U(x) \) is a subset of \( R_+ \) and \( 0 \notin \partial U(x) \) for all \( x \in R_+ \). (If \( 0 \in \partial U(\bar{x}) \) for some \( \bar{x} \in R_+ \), then \( U(x) \equiv U(\bar{x}) \) for all \( x \geq \bar{x} \), which contradicts (35).) Denote a \( a = \frac{1}{p^p (1 - p)^{1-p}} \). By (36), for any \( 0 < \epsilon < a \), there exists \( X_\epsilon > \frac{1}{\epsilon} \), such that

\[
(a - \epsilon) x^p \leq U(x) \leq (a + \epsilon) x^p
\]
for \( x \geq X_{\epsilon} \). The superdifferential of \( U \) at \( X_{\epsilon} \) is given by \( \partial U(X_{\epsilon}) = [a_{\epsilon}, b_{\epsilon}] \) for some \( 0 < a_{\epsilon} \leq b_{\epsilon} < \infty \). For \( y < a_{\epsilon} \), we have, for \( x \leq X_{\epsilon} \), that

\[
U(x) - xy \leq U(X_{\epsilon}) + a_{\epsilon}(x - X_{\epsilon}) - xy \leq U(X_{\epsilon}) - X_{\epsilon}y,
\]

which implies that

\[
\bar{U}(y) = \max_{x \geq X_{\epsilon}} \{U(x) - xy\} \\
\leq \max_{x \geq X_{\epsilon}} \{(a + \epsilon)x^p - xy\} \\
\leq \max_{x \geq 0} \{(a + \epsilon)x^p - xy\} \\
= - \frac{1}{q}[p(a + \epsilon)]^{-\frac{1}{p-1}}y^q.
\]

On the other hand, if \( y < p(a - \epsilon)X_{\epsilon}^{p-1} \) then function \((a - \epsilon)x^p - xy\) achieves its maximum on \([X_{\epsilon}, \infty)\) at \( x = \left( \frac{y}{p(a - \epsilon)} \right)^{\frac{1}{p-1}} \), therefore

\[
\bar{U}(y) = \max_{x \geq X_{\epsilon}} \{U(x) - xy\} \\
\geq \max_{x \geq X_{\epsilon}} \{(a - \epsilon)x^p - xy\} \\
= - \frac{1}{q}[p(a - \epsilon)]^{-\frac{1}{p-1}}y^q.
\]

Dividing \( y^q \) on the above inequalities and letting \( y \to 0 \) and then \( \epsilon \to 0 \) we get \( \bar{U}(\infty) = 0 \) is trivial as \( U(0) = 0 \). \( \square \)

**Theorem 4.4** Assume that \( U \) is a continuous increasing concave function on \( R_+ \) satisfying \( U(0) > -\infty \) and

\[
\lim_{x \to \infty} \frac{U(x)}{x^p} = k,
\]

where \( 0 < p < 1 \) and \( k > 0 \) are constant. Then for any \( x \in R_+ \) we have

\[
\lim_{\tau \to \infty} A(\tau, x) = \frac{\theta}{\sigma(1-p)}x.
\]

**Proof.** Since we are studying the behaviour of the optimal controls which are invariant for utility functions \( U \) and \( cU + d \) with \( c \) a positive constant and \( d \) a constant, we may assume without loss of generality that \( U \) satisfies \( U(0) = 0 \) and \( \bar{U}(\infty) \), which then implies \( \bar{U} \) (Lemma 4.3) and the results of Corollary 4.2. From (43) and (44) we get

\[
\lim_{y \to 0} \frac{v_y(1, y) - qy^{q-1}e^\lambda}{y^{q-1}} = 0, \quad \lim_{y \to \infty} (v_y(1, y) - qy^{q-1}e^\lambda) = 0.
\]

For any fix \( \epsilon > 0 \) there is \( \delta = \delta(\epsilon) > 0 \) such that

\[
|v_y(1, y) - qy^{q-1}e^\lambda| \leq \epsilon y^{q-1} + \delta, y \in R_+.
\]

Let, for \((\tau, y) \in [1, \tau_1] \times R_+\),

\[
w(\tau, y) = \pm(v_y(\tau, y) - qy^{q-1}e^{\lambda \tau}) + \epsilon(y^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)}.
\]

Then \( w \) satisfies the equation \( Lw = re \) for \((\tau, y) \in R_+ \times R_+ \) and

\[
w(1, y) > 0, \quad \lim_{y \to 0} w(\tau, y) > 0, \quad \lim_{y \to \infty} w(\tau, y) > 0.
\]
By the maximum principle we conclude that \( w(\tau, y) > 0 \), which gives
\[
|v_y(\tau, y) - qy^{q-1}e^{\lambda \tau}| \leq \epsilon(y^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)}
\]
for all \((\tau, y) \in [1, \tau_1] \times R_+\). Hence
\[
|v_y(\tau, u_x(\tau, x), \tau) - q(u_x(\tau, x))^{q-1}e^{\lambda \tau}| \leq \epsilon((u_x(\tau, x))^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)}.
\]
Since \( v_y(u_x(\tau, x)) = -x \) we obtain
\[
|q(u_x(\tau, x))^{q-1}e^{\lambda \tau}| \leq |x| + \epsilon((u_x(\tau, x))^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)}.
\]
Taking \( \epsilon = -\frac{q}{2}e^\lambda \), we conclude that there is constant \( C = C(x) \), such that
\[
|(u_x(\tau, x))^{q-1}e^{\lambda \tau}| \leq C(x). \tag{37}
\]

Similarly, from (33) and (34) we get
\[
\lim_{y \to 0} \frac{yv_{yy}(1, y) + (1 - q)v_y(1, y)}{y^{q-1}} = 0, \quad \lim_{y \to \infty} (yv_{yy}(1, y) + (1 - q)v_y(1, y)) = 0.
\]

For any fix \( \epsilon > 0 \), there is \( \delta = \delta(\epsilon) > 0 \), such that
\[
|yv_{yy}(1, y) + (1 - q)v_y(1, y)| \leq \epsilon y^{q-1} + \delta, y \in R_+.
\]

Define
\[
w(\tau, y) = \pm(yv_{yy}(\tau, y) + (1 - q)v_y(\tau, y)) + \epsilon(y^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)}
\]
for \((\tau, y) \in [1, \tau_1] \times R_+\). Then \( w \) satisfies the equation \( Lw = re \) and
\[
w(1, y) > 0, \quad \liminf_{y \to 0} w(\tau, y) > 0, \quad \liminf_{y \to \infty} w(\tau, y) > 0.
\]

By the maximum principle we conclude that \( w(\tau, y) > 0 \), hence
\[
|yv_{yy}(\tau, y) + (1 - q)v_y(\tau, y)| \leq \epsilon(y^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)}
\]
for all \((\tau, y) \in [1, \tau_1] \times R_+\). Now fix \( x \), by (37), we obtain
\[
|A(\tau, x) - \frac{\theta}{\sigma(1 - p)} x| = \frac{\theta}{\sigma}[u_x(\tau, x)v_{yy}(\tau, u_x(\tau, x)) + (1 - q)v_y(\tau, u_x(\tau, x))]
\leq \frac{\theta}{\sigma} \left( \epsilon((u_x(\tau, x))^{q-1}e^{\lambda(\tau-1)} + 1) + \delta e^{-r(\tau-1)} \right)
\leq \frac{\theta}{\sigma} \left( \epsilon(C(x) + 1) + \delta e^{-r(\tau-1)} \right).
\]
This yields
\[
\limsup_{\tau \to \infty} |A(\tau, x) - \frac{\theta}{\sigma(1 - p)} x| \leq \frac{\theta}{\sigma} \epsilon(C(x) + 1),
\]
which implies that
\[
\lim_{\tau \to \infty} A(\tau, x) = \frac{\theta}{\sigma(1 - p)} x.
\]
5 Conclusion

In this paper we extend the results of [1] to a more general class of utility functions which may be bounded and not necessarily strictly concave and show that there is a classical solution to the HJB equation with the dual control method. We then apply the results to two specific problems: One is the efficient frontier of wealth and CVaR and the other the turnpike property. For the first problem we construct explicitly the optimal control and discuss the choice of the optimal threshold level and conclude that the wealth and the risk (CVaR) are positively correlated and the efficient frontier depends on the risk preference of investors. For the second problem we prove the turnpike property of the optimal policy of long-run investors by applying the smoothness of the primal and dual value functions, their dual relationship, and the maximum principle of linear parabolic PDEs, which generalizes the results and simplifies the proofs of [1].
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