Topological superconductivity in nanowires proximate to a diffusive superconductor-magnetic insulator bilayer
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We study semiconductor nanowires coupled to a bilayer of a disordered superconductor and a magnetic insulator, motivated by recent experiments reporting possible Majorana-zero-mode signatures in related architectures. Specifically, we pursue a quasiclassical Usadel equation approach that treats superconductivity in the bilayer self-consistently in the presence of spin-orbit scattering, magnetic-impurity scattering, and Zeeman splitting induced by both the magnetic insulator and a supplemental applied field. Within this framework we explore prospects for engineering topological superconductivity in a nanowire proximate to the bilayer. We find that a magnetic-insulator-induced Zeeman splitting, mediated through the superconductor alone, cannot induce a topological phase since the destruction of superconductivity (i.e., Clogston limit) preempts the required regime in which the nanowire’s Zeeman energy exceeds the induced pairing strength. However, this Zeeman splitting does reduce the critical applied field needed to access the topological phase transition, with fields antiparallel to the magnetization of the magnetic insulator having an optimal effect. Finally, we show that magnetic-impurity scattering degrades the topological phase, and spin-orbit scattering, if present in the superconductor, pushes the Clogston limit to higher fields yet simultaneously increases the critical applied field strength.

I. INTRODUCTION

Spatially separated “Majorana” zero-energy modes in topological superconductors encode an unusually robust ground state degeneracy through the presence or absence of quasiparticle fermionic excitations shared nonlocally by each Majorana pair. These represent an appealing candidate for quantum information storage and processing that is passively robust to local perturbations; i.e., a topological quantum computer [1–3]. For a variety of reasons — the paucity of intrinsic topological materials, the maturity and scalability of semiconductor technology — much of the effort to date has been toward the realization of Majoranas in hybrid systems of relatively conventional components [4–6]: a narrow gap semiconductor with strong spin-orbit coupling and large $g$-factor, proximitized by a thin $s$-wave superconducting film and subjected to a magnetic field parallel to the film. Each ingredient in this recipe is crucial, and combining them is not a trivial task [7]. For example, the “topological gap” to quasiparticle excitations outside the degenerate ground-state space is bounded from above by the proximity-induced gap at zero field, and yet too-strong coupling between the semiconductor and superconductor (to maximize this gap) results in an unwanted decrease of the effective $g$-factor [8] while exposing the subgap states to disorder in the superconductor [9, 10]. The magnetic field is needed to open a gap between helicity bands of the semiconductor, stabilizing effective $p$-wave pairing, but competes with superconductivity, while the orbital effect of the field in the semiconductor is also generally antagonistic to a robust topological phase [11, 12]. The sensitivity of field alignment poses restrictions to architectures based on networks of wires [13].

Thus, material optimization continues to play a critical role going forward. One can improve on the material composition by optimizing the semiconductor or the superconductor (as well as their interface) or by eliminating the magnetic field. While the quality of the semiconductor continues to receive significant attention, even the best possible devices remain limited by the gap in the parent superconductor and the restrictions imposed by the applied magnetic field. Optimizing the superconductor or eliminating the external field are therefore promising paths to future breakthroughs.

FIG. 1. (a) Semiconductor (SM) nanowire proximitized by a superconductor-magnetic insulator (SC-MI) bilayer. (b) Effects of the magnetic insulator on the superconductor can be described by an appropriate boundary condition marked with green.
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Recently the first attempts toward zero-external-field topological superconductivity have been made [14, 15]. A typical setup of a heterostructure consists of semiconducting (SM), superconducting (SC) and magnetic insulator (MI) parts connected together as shown schematically in Fig. 1(a). Here the magnetic insulator such as EuS, induces a Zeeman spin splitting by virtual tunneling. Previous experiments on SC-MI heterostructures observed a proximity-induced spin splitting of the superconducting density of states [16–20]. In Ref. 21 a defect-free heterostructure between an InAs semiconductor wire and EuS has been prepared and studied. Negligible direct magnetization of InAs was reported. The authors of Refs. 14 and 15 further coupled EuS to Al and InAs with the ultimate goal of inducing zero-field topological superconductivity. Epitaxial growth on different wire facets was achieved and the stray magnetic field generated by EuS was found to be insufficient for inducing a topological phase [15]. Furthermore, conductance spectroscopy revealed a distinctly different behavior for different geometries of the system [14]. The spectroscopic features of wires with EuS and Al residing on different facets of the InAs nanowire were found to be similar to those of nanowires without EuS. However in geometries with overlapping EuS and Al, the authors of Ref. 14 observed zero-bias peaks in the differential conductance.

These experiments have inspired several related theoretical investigations [22–27]. For basic reasons [26] it is impossible to achieve topological superconductivity solely by proximity to a spin-split conventional superconductor. Thus the authors of Refs. [22–24] rely on spin-splitting in the semiconductor arising from the EuS, directly, as in the original MI-based proposal [28], while the authors of Ref. 25 suggest using EuS as a spin-filter barrier between the superconductor and the semiconductor. Given the large overlap between the MI and SC, the interaction between the superconductor and the ferromagnet is likely to play an important role. The authors of Ref. 27 considered proximity effects self-consistently in different stack geometries and studied potential topological phases. The disorder-free approximation introduced several important caveats, such as the excess stability of the superconductor to the exchange field induced by the MI, i.e., lack of Clogston limit with instead a second-order transition to the normal phase at sufficiently high exchange field [29].

It is important to note that the superconductors that have been used in proximity heterostructure experiments, such as Al, NbTiN, Sn, and Pb are all diffusive either due to intrinsic disorder or oxidation on the surface. On the other hand, the optimal platform for Majorana nanowires should feature “clean” semiconductors with defects minimized [30]. Therefore one needs to put forward a theoretical framework that includes self-consistent superconducting effects in different parts of the system, disorder scattering, as well as proximity effects. One such approach would be a self-consistent microscopic Bogoliubov-de Gennes treatment. However, in practice the need to include phenomena at disparate length scales — ranging between angstroms to hundreds of nanometers and governed by the Fermi wavelengths, superconducting and magnetic coherence lengths as well as disorder scattering mean free path — makes it prohibitive for numerical real-space calculations, thus necessitating an effective theory. An established approach for self-consistent superconducting calculations is the quasiclassical framework, which utilizes the relative smallness of the Fermi wavelength compared to characteristic length scales of the system, allowing one to focus the theoretical description in the narrow range of energies close to the Fermi surface. Such an approach has been utilized before for one-dimensional models of nanowires, including the single-band clean and disordered cases, with real-space profiles of wave functions established [31] and stability to disorder calculated [32]. The method has been extended to the multi-subband regime [33] and two-dimensional superconductors [34]. However, self-consistent effects in the superconductor have not been considered.

In this paper we focus on the physics of MI/SC/SM stack. Instead of directly modeling the geometry shown in Fig. 1(a), we consider a variety of scattering mechanisms at the interface between the MI and the SC, as shown in Fig. 1(b). We assume that the effect of the interface between the MI and the SM, shown on the right side of Fig. 1(a), can be modeled by an effective bulk Zeeman field in the SM. To this end we develop a two-step approach. First, utilizing the short mean free paths in superconductors, we calculate the properties of the MI-SC bilayer using the Usadel equation [35], and, second, we use this result as a boundary condition for the nanowire model. We apply the Usadel equation to compute the pair potential, critical temperature, and the density of states in the superconductor. Various physical processes such as applied magnetic field, exchange field from the magnetic insulator and scattering off magnetic and/or spin-orbit impurities in the SC are incorporated. The superconducting proximity effect is then readily described by the solution of the Usadel equation.

The rest of the paper is organized as follows. Section II describes a theoretical framework we utilize throughout the paper. Specifically, in Section II A we focus on self-consistent superconductivity in the parent SC and review the Usadel equation. In Section II B we describe the superconductor-semiconductor proximity effect and introduce framework for computing the properties of the topological phase. The main results of our work are demonstrated in Section III: First, using the Usadel equation we calculate the density of states, pair potential and critical temperature of the SC as a function of Zeeman energy and spin-orbit/magnetic scattering. We demonstrate the destruction of the superconducting phase by large Zeeman field and/or magnetic scattering and quenching of the Zeeman effect by the intrinsic spin-orbit scattering. Next, with the help of the obtained values of the pair potential, we study SC-SM proximity effect and infer conditions for the topological phase tran-
sition in the heterostructure. We find that an additional Zeeman field needs to be added to the semiconductor to induce the topological phase and we provide an analytical estimate for this field. Then, we compute the topological gap and study its dependence on external magnetic field when Zeeman splitting and/or spin-orbit and magnetic scattering is present in the SC. We will be focused on the experimentally relevant regime of a thin superconductor compared to its coherence length (see Fig. 1b). Furthermore, we are interested in the regimes of small applied external magnetic fields, thus in this study we ignore the orbital contribution of the applied field. We show that only one orientation of magnetic field is preferable for the existence of the topological phase. Magnetic scattering in general is always detrimental to the topological phase, whereas intrinsic spin-orbit scattering in the superconductor helps in sustaining magnetic fields, but increases the critical field required for the topological phase. Implications of our work for engineering topological systems with SC-MI bilayers and more complicated stacks are given in concluding remarks in Section IV.

II. METHOD

A. Usadel equation

The Usadel equation is a nonlinear second-order differential equation for the quasiclassical Green’s function of a superconductor. Although it is a standard method for describing superconductors [36], for completeness of the presentation we introduce it in this section. The detailed derivation can be found in Ref. [37]. The Usadel equation is valid in the limit $\lambda_F \ll l_{\text{MFP}} \ll \xi$, where $\lambda_F$ is the metallic Fermi velocity, $l_{\text{MFP}}$ is the mean free path and $\xi$ is the superconducting coherence length. For typical lengths, $\xi \approx 300$ nm [39].

The starting point is the Gor’kov equation for the superconducting Green’s function $\hat{G}_\text{SC}(\omega_n, r_1, r_2)$ [40] describing an excitation in Nambu space between spatial coordinates $r_1$ and $r_2$ at the (imaginary) frequency $\omega_n$. We will use the mixed real- and momentum-space representation $\hat{G}_\text{SC}(r, k)$ obtained by the Wigner transform to the center-of-mass coordinates $r = (r_1 + r_2)/2$ and a Fourier transform over the relative coordinate $r_1 - r_2 \to k$. Taking advantage of the short Fermi wavelength in the superconductor, one can apply the quasiclassical approximation and integrate out the magnitude of the relative momenta on the Fermi surface, yielding a quasiclassical Green’s function $\hat{g}(\omega_n, r, k_F) = \mathcal{P} \hat{\tau}_z \frac{i}{\pi} \int d\xi \hat{G}_\text{SC}(\omega_n, r, k)$ [41, 42], where $k_F$ denotes the direction of momenta on the Fermi surface, $\xi_k$ is the electronic dispersion relation, $\hat{\tau}_z$ is a Pauli matrix in Nambu space, and $\mathcal{P}$ indicates principal-value integration. The quasiclassical Green’s function $\hat{g}$ is subject to a normalization condition $\hat{g}(\omega_n, r, k_F)^2 = 1$. Disorder averaging for scattering off non-magnetic, magnetic and spin-orbit impurities [43, 44] is performed with the help of the self-consistent Born approximation and results in self-energy corrections to $\hat{g}$.

Further simplification is possible in the dirty limit when the mean free path associated with scattering off non-magnetic impurities is much smaller than the superconducting coherence length (but still much larger than the Fermi wavelength). In this case one can expand $\hat{g}(\omega_n, r, k_F)$ up to a linear order in $k_F$ and arrive to the Usadel equation for the isotropic (independent of $k_F$) part of the quasiclassical Green’s function $\hat{g}(\omega_n, r)$. Throughout the paper we make use of the Usadel equations in the form utilized in Refs. [36, 45]:

$$D \partial_t (\hat{g} \hat{\nabla} \hat{g}) - \{\omega_n \hat{\tau}_z + iV^\text{SC}_z \cdot \hat{\sigma} \hat{\tau}_\perp + \Delta^* \hat{\tau}_- + \Sigma \hat{g} \} = 0,$$

where the covariant derivative is $\partial_t \hat{X} = \nabla - i[A\hat{\tau}_z, \hat{X}]$, $A$ is vector potential, $D$ is a diffusion constant associated with electronic scattering off non-magnetic impurities, $V^\text{SC}_z = (V^\text{SC}_x, 0, 0)$ is the Zeeman field which we assume is uniform and directed along the $x$ axis, $\Delta$ is the pairing potential, $\hat{\sigma}$, $\hat{\tau}$ is a set of Pauli matrices in spin (Nambu) space and $\hat{\tau}_\perp = (\hat{\tau}_x \pm i\hat{\tau}_y)/2$. Equation (1) is written in the Nambu spinor basis $(\hat{\psi}_\uparrow, \hat{\psi}_\downarrow, -\hat{\psi}^\dagger_\downarrow, \hat{\psi}^\dagger_\uparrow)^T$.

The self-energy $\Sigma = \Sigma_{so} + \Sigma_{sf}$ incorporates elastic spin relaxation mechanisms that we consider throughout this work: spin-orbit scattering $\Sigma_{so} = \hat{\sigma} \hat{g} \hat{\sigma} / (8 \tau_{so})$ off heavy ions which preserves time-reversal symmetry and spin-flip scattering $\Sigma_{sf} = \hat{\sigma} \hat{g} \hat{\sigma} / (8 \tau_{sf})$ off magnetic impurities which breaks time-reversal symmetry. For convenience, we introduce energy scales $\Gamma_{so/sf} = 3/(2 \tau_{so/sf})$ associated with these two types of scattering.

In this study we neglect orbital effects of the magnetic field which allows us to set $A = 0$ and $\Delta \in \mathbb{R}$. The Usadel equation (1) becomes

$$D \nabla \cdot (\hat{g} \nabla \hat{g}) - \{\omega_n \hat{\tau}_z + iV^\text{SC}_x \cdot \hat{\sigma} \hat{\tau}_\perp + \Delta^* \hat{\tau}_- + \Sigma \hat{g} \} = 0.$$  

Equation (2) can be solved by the following Green’s function parameterization in terms of functions $\theta(\omega_n, r)$ and $\phi(\omega_n, r)$ [36, 45]:

$$\hat{g}(\omega_n, r) = \hat{\tau}_z \cos \theta(\cosh \phi + i\hat{\sigma} \tan \theta \sinh \phi) + \hat{\tau}_- \sin \theta(\cosh \phi - i\hat{\sigma} \cot \theta \sinh \phi).$$

Note that the parameterization (3) automatically satisfies the normalization condition $\hat{g}^2 = 1$. The matrix Eq. (2) hence becomes a set of nonlinear differential equations...
Once the quasiclassical Green’s function $\tilde{g}$ is computed via Eqs. (3)-(4b), one can evaluate various physical properties of the superconductor, such as the pairing potential, free energy and density of states. Reference [45] derives expressions for these physical quantities in terms of functions $\theta(\omega_n, r)$, $\phi(\omega_n, r)$, and here we present those expressions for the reader’s convenience.

First, the pairing potential can be calculated by means of the “gap equation”

$$\Delta \log \left( \frac{T}{T_{c0}} \right) = 2 \pi T_0 \sum_{\omega_n > 0} \left( \frac{1}{4} \text{Tr}(\hat{\tau}_x \tilde{g}) - \frac{\Delta}{\omega_n} \right)$$

$$= 2 \pi T_0 \sum_{\omega_n > 0} \left( \cosh \phi \sin \theta - \frac{\Delta}{\omega_n} \right), \quad (5)$$

with $T$ being temperature and $T_{c0}$ denoting critical temperature of the superconductor when no Zeeman field or spin relaxation processes are present. Importantly, Eq. (5) has to be paired with Eqs. (4a)-(4b) in order to achieve self-consistency of the calculations. Second, the free energy density difference between the superconducting and normal state can be obtained as [45]

$$f_{sn} = \pi T \nu_0 \sum_{\omega_n > 0} \left\{ 4 \omega_n - 2 \cosh \phi (2 \omega_n \cos \theta + \Delta \sin \theta) + 4 V^{SC}_Z \sinh \phi \sin \theta + D [\nabla^2 \theta - \nabla^2 \phi] + \frac{1}{2} \left[ \Gamma_{so} + \Gamma_{sf} - (\Gamma_{so} \cos 2\theta) \cosh^2 \phi - \frac{1}{3} \left( \Gamma_{so} \Gamma_{sf} \cos 2\theta \right) \sinh^2 \phi \right] \right\}, \quad (6)$$

where $\nu_0$ denotes the normal density of states at the Fermi level. The condition $f_{sn} < 0$ is necessary to ensure thermodynamic stability of the superconducting phase. Third, the total density of states can be evaluated using quasiclassical Green’s function:

$$\nu = \frac{1}{8} \nu_0 \text{Re}[\text{Tr}(\hat{\tau}_z \tilde{g}|_{\omega_n \rightarrow -iE^+})]$$

$$= \frac{1}{2} \nu_0 \text{Re} [\cos \theta \cosh \phi|_{\omega_n \rightarrow -iE^+}]. \quad (7)$$

In general, to analyze the heterostructure shown in Fig. 1(a), the Usadel equation (2) [or its parametrized form of Eqs. (4a)-(4b)] has to be supplemented with boundary conditions, and the corresponding boundary problem has to be solved. We take the vacuum boundary condition $\partial \tilde{g}|_{SC-SM} = 0$ at the interface with the SM. This is justified by the small effective transparence of the interface for quasiparticles traveling from the superconductor into the semiconductor: quasiparticles in the superconductor have a much larger Fermi momentum than in the semiconductor. Only quasiparticles moving with a small momentum parallel to the interface can tunnel from the superconductor to the semiconductor, but strong disorder in the superconductor randomizes the momentum direction, resulting in a low-probability of tunneling [46]. Note that electrons from the semiconductor have a high probability of tunneling into the superconductor and reflecting back as a hole, providing Andreev scattering. Additional corrections in the very strong tunneling regime involving coherent tunneling and disorder scattering in the superconductor can generate additional subgap states at finite magnetic fields [47]; we do not consider this regime. In the absence of orbital effects the vacuum boundary condition becomes the free boundary condition $\nabla \tilde{g}|_{SC-SM} = 0$.

The boundary between the superconductor and the magnetic insulator has to be supplemented with an appropriate boundary condition as well. General spin-dependent boundary conditions for the isotropic superconductor Green’s function have been derived in Ref. [48]. In the case of a boundary between magnetic insulator and thin superconductor (with thickness much smaller than the coherence length $d_{SC} \ll \xi$), the authors of Ref. 48 showed that effects of the magnetic insulator on the superconductor can be described by a uniform effective Zeeman field $V_{eff} \propto d_{SC}^{-1}$ and magnetic scattering induced in
the superconductor. Therefore, given uniformity of the effects induced in the SC by the MI and the free boundary with the SM, we neglect spatial dependence of the SC Green’s function \( \tilde{g}(\omega_n, r) \rightarrow \hat{g}(\omega_n) \) [and correspondingly \( \theta(\omega_n, r), \phi(\omega_n, r) \)]. Consequently, the diffusion constant \( D \) drops out of the Usadel equation, and Eqs. (4a)-(4b) simplify into a set of nonlinear algebraic equations [49]. Equations (4a)-(7) provide a sufficient apparatus to self-consistently calculate the quasiclassical Green’s function of the parent SC and study the combined effect of Zeeman field, magnetic and spin-orbit scattering on the superconducting properties. Our calculation is schematically represented in Fig. 1(b). The spin-orbit scattering is introduced phenomenologically to our model. It can either be intrinsic to the superconductor, for example, as it happens in Pb, or result from scattering off heavy ions.

It is worth mentioning here the crucial difference between clean and dirty superconductors. In the case of a clean SC, Ref. [29] showed that effects of the MI on the SC are distinct from those generated by the external Zeeman field. In particular, the transition of the clean SC adjacent to the MI into a normal state can be second order, as opposed to the strictly first order transition in the presence of the Zeeman field. However, an experiment from Ref. [17] demonstrated inadequacy of assuming clean Al when describing EuS-Al bilayers and indicated that dirty Al should be considered instead. Later on, Ref. [48] showed microscopically that, in the dirty limit, the impact of the MI on the SC is in fact equivalent to that of a Zeeman field and magnetic scattering.

\section*{B. Superconductor-semiconductor proximity effect}

Once the quasiclassical Green’s function of the parent SC is calculated, one can analyze the SC-SM proximity effect and investigate emergence of the topological phase in the heterostructure. The proximity effect arises due to electron tunneling between the superconductor and the semiconductor. Ignoring irreducible contributions in electron tunneling which can be shown to be much smaller than reducible ones [9, 50, 51], the proximity effect can be described by the disorder-averaged SC Green’s function, and superconducting degrees of freedom in the system can be integrated out. As a result, effects of the parent SC on the SM can be fully incorporated into the interface self-energy \( \hat{\Sigma}(\omega)[50] \). Assuming spin-independent SC-SM electron tunneling [52], the interface self-energy reads

\begin{equation}
\hat{\Sigma}(\omega) = |t|^2 \nu_0 \int d\xi_k \hat{G}_{SC}(\xi_k, \omega)
\end{equation}

with \( |t| \) being the tunneling amplitude. Note that \( \hat{\Sigma}(\omega) \) in Eq. (8) does not depend on the Fermi momentum direction. Recalling the definition of the isotropic quasiclassical Green’s function, one can write

\begin{equation}
\hat{\Sigma}(\omega) = -i\gamma \hat{\tau}_z \tilde{g}(\omega_n) |_{\omega_n \rightarrow -i\omega},
\end{equation}

where the SC-SM coupling \( \gamma = \pi |t|^2 \nu_0 \) has been introduced.

The Green’s function of the quasi-1D SM nanowire can be written as [50]

\begin{equation}
\hat{G}^{-1}(k, \omega) = \omega - V_Z^SM \hat{\sigma}_x - (\xi_k + \alpha_k \hat{\sigma}_y) \hat{\tau}_z - \hat{\Sigma}(\omega).
\end{equation}

Here \( V_Z^SM \) is the Zeeman field induced along the direction of the nanowire, for example due to magnetic proximity from the adjacent magnetic insulator and/or external magnetic field, \( \xi_k = k^2/2m^* - \mu \) with \( m^* \) and \( \mu \) being the SM effective electron mass and chemical potential, respectively, \( \alpha_k \) is Rashba spin-orbit coupling, and \( \hat{\Sigma}(\omega) \) is given by Eq. (9). Writing \( \tilde{g}(\omega_n) \) as in Eq. (3) gives

\begin{equation}
\hat{G}^{-1}(k, \omega) = \omega + i\gamma \cos \phi \cos \theta - (V_Z^SM + \gamma \sin \phi \sin \theta) \hat{\sigma}_x - (\xi_k + \alpha_k \hat{\sigma}_y) \hat{\tau}_z - \gamma \cos \phi \sin \theta \hat{\tau}_y + i\gamma \sinh \phi \cos \theta \hat{\tau}_y \hat{\sigma}_x,
\end{equation}

where \( \phi(\omega), \theta(\omega) \) are analytically continued into the real time domain via \( \omega_n \rightarrow -i\omega \). Equation (11) shows that proximity to the SC induces four extra terms in the nanowire Green’s function: frequency shift \( \propto \cos \phi \cos \theta \), Zeeman energy \( \propto \sin \phi \cos \theta \), spin-singlet even-frequency pairing \( \propto \cos \phi \sin \theta \) and spin-triplet odd-frequency pairing \( \propto \sin \phi \cos \theta \). In the absence of spin-orbit and magnetic scattering in the SC, these proximity-induced terms can be calculated analytically. Appendix A presents the corresponding expressions.

The low-energy spectrum of the system can be determined by computing poles of the Green’s function (11) from

\begin{equation}
\det[\hat{G}^{-1}(k, \omega)] = 0.
\end{equation}

To this end, one first calculates the self-consistent pair potential and determines the Clogston limit using Eqs. (4a)-(6). Next, the Usadel equations (4a)-(4b) are solved once again, this time in the real time domain using the self-consistent value of the pair potential. Then, the obtained real time quasiclassical Green’s function parametrized through \( \phi(\omega), \theta(\omega) \) is plugged into Eq. (11), which produces expressions for the proximity-induced terms in the Green’s function. Finally, the low energy spectrum of the system is inferred by solving Eq. (12).

The spectrum can be used to directly identify topological phase transitions (critical points are signified by gap closure and reopening) and the topological gap.

\section*{III. RESULTS}

In the following we first review the results of calculations for the parent SC in isolation. In particular, we analyze the dependence of the superconducting density of states, pair potential and critical temperature on Zeeman field and spin-orbit and magnetic scattering. Then we consider the SC-SM proximity effect and calculate the
dependence of the topological phase transition on these parameters. Finally, the dependence of the topological gap on external magnetic field for various values of Zeeman field and/or spin-orbit and magnetic scattering in the SC is demonstrated.

A. Properties of the parent superconductor

We begin with an analysis of how Zeeman energy and spin-orbit scattering affect the SC. Although the results in this section are established [53–56], we reproduce them here both as a validation of our methodology and to make the presentation self-contained. Figure 2(a) depicts the SC density of states of Eq. (7) plotted for a fixed value of Zeeman field and various values of spin-orbit scattering energies. Throughout energy is measured in units of the bare gap $\Delta_{00}$ of the SC when no Zeeman field or spin relaxation processes are present. Figure 2(a) demonstrates that the Zeeman energy splits the density of states in the superconductor into two spin bands. Spin-orbit scattering reduces the spin splitting in the SC formed by the Zeeman field and eventually merges the two spin-resolved peaks in the density of states into one; in the limit of infinite spin-orbit scattering a single-peak BCS density of states is recovered [54]. The pairing potential is likewise affected by spin-orbit scattering, as illustrated in Fig. 2(b) where we plot it as a function of Zeeman field for several values of $\Gamma_{so}$. In the absence of spin-orbit scattering, the pairing potential is constant as a function of $V_Z^{\text{SC}}$ up to a value of $V_Z^{\text{SC}} = 1/\sqrt{2}$ where it vanishes and the system undergoes a first order transition into the normal state. This critical value of Zeeman field is the Clogston limit [53, 57, 58] representing the maximum paramagnetic spin splitting that the SC can withstand. Adding spin-orbit scattering to the system pushes the Clogston limit to higher critical values of $V_Z^{\text{SC}}$; see Fig. 2(b). The pair potential in turn decreases as a function of $V_Z^{\text{SC}}$ when $\Gamma_{so} \neq 0$ and for values of $\Gamma_{so} \gtrsim 15$ the transition to the normal state becomes second order. Lastly, we consider how the critical temperature $T_c$ is impacted by both Zeeman field and spin-orbit scattering in Fig. 2(c). At finite Zeeman splitting spin-orbit scattering increases the critical temperature; just as in Fig. 2(b), spin-orbit scattering increases the Clogston limit, while values of spin-orbit scattering larger than a certain threshold result in the transition switching from first to second order.

Now we consider the combined effect of Zeeman energy and magnetic scattering on the SC in Fig. 2(d)-2(f). We present the density of states, plotted for a fixed value of Zeeman field and several values of magnetic scattering energies, in Fig. 2(d). Magnetic scattering smears out the density of states peaks and reduces the excitation gap. For sufficiently large values of $\Gamma_{sf}$, the SC becomes gapless [59]. Moving on to the analysis of the pairing potential, Fig. 2(e) depicts its dependence on Zeeman field and magnetic scattering. We observe that the presence of magnetic scattering in the SC reduces the pairing potential and, unlike spin-orbit scattering, decreases the Clogston limit. At the same time, similar to spin-orbit scattering, adding a sufficiently large $\Gamma_{sf}$ switches the order of the transition from first to second. Figure 2(f), which presents the dependence of the critical temperature on Zeeman field and magnetic scattering, supports the above conclusions. The opposite behavior compared to spin-orbit scattering is observed, i.e., increasing the magnitude of magnetic scattering that breaks time-reversal symmetry reduces the critical temperature at all values of induced Zeeman splitting.

B. Topological phase transition

Having calculated self-consistent values of the pair potential in the parent SC, we now analyze the emergence of the topological phase in the proximitized nanowire. Importantly, the frequency dependence of the Green’s function in Eq. (11) is irrelevant to the topological phase transition: at the critical point the energy gap at $k = 0$ closes, which enables one to identify the transition by setting $\omega_n = 0$ in Eqs. (4a)-(4b) and $k = \omega = 0$ in Eq. (11) as long as the correct self-consistent value of the pair potential $\Delta = \Delta(V_Z^{\text{SC}}, \Gamma_{so}, \Gamma_{sf})$ is given. In this case, Eq. (4a) gives $\theta = \pi/2$ while Eq. (4b) reads

$$\Delta \sinh \phi - V_Z^{\text{SC}} \cosh \phi + \frac{1}{3} \left( \Gamma_{so} - \frac{\Gamma_{sf}}{2} \right) \cosh \phi \sinh \phi = 0. \quad (13)$$

At the same time, the Green’s function (11) becomes

$$\hat{G}^{-1}(k = 0, \omega = 0) = -(V_Z^{\text{SM}} + \gamma \sinh \phi) \hat{\sigma}_x - \gamma \cosh \phi \hat{\tau}_y, \quad (14)$$

where for simplicity we set chemical potential in the nanowire to zero, $\mu = 0$. Note that the induced Zeeman energy (spin-singlet pairing) in the nanowire is equal to $\gamma \sinh \phi (\gamma \cosh \phi)$ while odd-frequency spin-triplet pairing vanishes. From Eq. (14) we identify the minimum Zeeman field in the SM necessary to create the topological phase, $V_{Z,c}^{\text{SM}}$, as

$$V_{Z,c}^{\text{SM}} = \gamma (\cosh \phi - \sinh \phi). \quad (15)$$

Rewriting Eq. (13) in terms of this quantity gives

$$\left( \Delta - V_Z^{\text{SC}} \right) \left( V_{Z,c}^{\text{SM}} / \gamma \right) - \left( \Delta + V_Z^{\text{SC}} \right) \left( V_{Z,c}^{\text{SM}} / \gamma \right)^3 + \frac{\Gamma}{6} \left[ 1 - \left( V_{Z,c}^{\text{SM}} / \gamma \right)^4 \right] = 0, \quad (16)$$

general does not fully incorporate effects of spin relaxation processes on the topological critical point because the value of the self-consistent pair potential $\Delta = \Delta(V_Z^{\text{SC}}, \Gamma_{so}, \Gamma_{sf})$ depends on these processes as well. Although an analytic solution to the quartic equation (16) exists, in general it is cumbersome and we do not present
it here. Instead, we build intuition by considering limiting behavior of Eq. (16). First, in the limit of $\Gamma = 0$, which corresponds either to the absence of spin relaxation processes $\Gamma_{so} = \Gamma_{sf} = 0$ or to the case when $\Gamma_{so} = \Gamma_{sf}/2$, we find that a minimum Zeeman field of

$$V_{Z,c}^{SM} = \frac{\gamma}{\Gamma} \sqrt{\frac{\Delta - V_{Z,c}^{SC}}{\Delta + V_{Z,c}^{SC}}}$$

(17)
is required in the SM in order to induce topological superconductivity. For small but non-zero values of $\Gamma$, $|\Gamma| \ll \left(\frac{\Delta - (V_{Z,c}^{SC})^2}{V_{Z,c}^{SC}}\right)^{3/2}$, perturbative corrections to $V_{Z,c}^{SM}$ of Eq. (17) can be calculated. Up to first order in $\Gamma$ we obtain

$$V_{Z,c}^{SM} = \frac{\Delta - V_{Z,c}^{SC}}{\Delta + V_{Z,c}^{SC}} + \frac{\Delta V_{Z,c}^{SC}}{3(\Delta - V_{Z,c}^{SC})(\Delta + V_{Z,c}^{SC})^2} \Gamma + O(\Gamma^2).$$

(18)

In the absence of spin-orbit and magnetic scattering, Eq. (17) demonstrates that it is impossible to close the gap without an additional Zeeman field in the SM; in this case the topological phase requires $V_{Z,c}^{SC} > \Delta$ which is prohibited by the Clogston limit. Adding a small spin-orbit scattering, which leads to a small positive $\Gamma$, does not improve the situation. On the contrary, the corresponding correction in Eq. (18) increases value of the critical Zeeman field. This behavior is a manifestation of the fact that spin-orbit scattering quenches spin splitting in the SC; see Fig. 2(a) and the corresponding discussion in Section IIIA. Due to this fact, the effective Zeeman energy transferred from the SC to the SM is decreased by the presence of spin-orbit scattering in the superconductor. On the other hand, adding purely magnetic scattering, which leads to negative $\Gamma$, reduces the critical SM Zeeman field for a fixed value of $V_{Z,c}^{SC}$. However, magnetic scattering also suppresses the Clogston limit as has been discussed in Section IIIA, so that the maximum $V_{Z,c}^{SC}$ that the parent SC can sustain is smaller. For this reason, adding magnetic scattering does not assist in reducing $V_{Z,c}^{SM}$. We show this below when we solve Eq. (16) numerically for self-consistent $\Delta$ and general values of $V_{Z,c}^{SM}, \Gamma_{so}, \Gamma_{sf}$.

Next, we consider the opposite limit of infinite spin-orbit scattering, $\Gamma_{so} \approx \Gamma \to \infty$, or no Zeeman splitting in the SC, $V_{Z,c}^{SC} = 0$. In both of these limits, Eq. (16) yields $V_{Z,c}^{SM} = \gamma$ regardless of the values of other parameters. Note that $V_{Z,c}^{SM} = \gamma$ is a familiar result for the topological criterion at zero chemical potential [50]. Expanding the solution of Eq. (16) near $V_{Z,c}^{SM} = \gamma$, we can find corrections for finite but large $\Gamma_{so}$ or nonzero $V_{Z,c}^{SC}$:

$$V_{Z,c}^{SM} = \frac{1}{\gamma} \left[ 1 - \frac{3V_{Z,c}^{SC}}{3\Delta + 6V_{Z,c}^{SC} + \Gamma_{so}} + \cdots \right],$$

(19)

which is valid as long as $3V_{Z,c}^{SC} \ll 3\Delta + 6V_{Z,c}^{SC} + \Gamma_{so}$. Further expanding Eq. (19) in the limit of large spin-orbit scattering $\Gamma_{so} \gg V_{Z,c}^{SC}/\Delta$ leads to

$$V_{Z,c}^{SM} = \gamma \left[ 1 - \frac{3V_{Z,c}^{SC}}{\Gamma_{so}} + O\left(\frac{1}{\Gamma_{so}^2}\right) \right].$$

(20)

FIG. 2. Dependence of density of states (left column), pairing potential (middle column) and critical temperature (right column) of the SC on Zeeman field $V_{Z,c}^{SC}$ for various values of spin-orbit (upper row, $\Gamma_{so}$) and magnetic (lower row, $\Gamma_{sf}$) scattering energy. Magnetic scattering in (a)-(c) and spin-orbit scattering in (d)-(f) is set to zero. For (a)-(b) and (d)-(e), temperature is fixed to $T/T_c = 0.01$. Solid (dashed) lines in (c) and (f) indicate second (first) order transition. All energies in (a)-(f) are measured in units of the bare superconducting gap $\Delta_{00}$. 

In all the figures, $\Delta_{00}$ is kept as a fixed parameter.
Equation (20) shows once again that spin-orbit scattering suppresses Zeeman splitting in the SC. On the other hand, expanding Eq. (19) in the limit of small SC Zeeman energy $V_Z^{SC} \ll \Gamma_{so}, \Delta$ gives

$$\frac{V_Z^{SM}}{\gamma} = 1 - \frac{3V_Z^{SC}}{3\Delta + \Gamma_{so}} + O \left( (V_Z^{SC})^2 \right). \quad (21)$$

Figure 3 presents the solution of Eq. (16) for general values of $V_Z^{SC}$ and $\Gamma_{so}, \Gamma_{sf}$. Self-consistent values of the pair potential $\Delta(V_Z^{SC}, \Gamma_{so}, \Gamma_{sf})$ cannot be in general obtained analytically, so in Fig. 3 we depict the curves $V_Z^{SM}(V_Z^{SC})$ for two different settings: (1) solid curves represent the situation when numerically calculated values of the self-consistent pair potential $\Delta = \Delta(V_Z^{SC}, \Gamma_{so}, \Gamma_{sf})$ [Fig. 2(b),(e)] are used in Eq. (16), while (2) dashed curves illustrate the case when Eq. (16) is solved with the non-self-consistent pair potential $\Delta = \Delta_{00}$. Each solid curve in Fig. 3 terminates at its respective Clogston limit when the parent superconductor transitions into the normal state. Even though spin-orbit scattering, if present in the SC, can push Clogston limit further — see Fig. 2(b)-2(c) and discussion in Section IIIA — it also quenches spin splitting in the SC and, correspondingly, Zeeman energy transferred to the SM. At the same time, magnetic scattering suppresses the Clogston limit as can be seen in Figs. 2(c)-2(f). On top of that, magnetic scattering quenches the pair potential in the parent SC and thus has a detrimental effect on the topological gap; see Section III C. For this reason, spin-orbit and magnetic scattering do not assist in creating topological superconductivity in the nanowire.

Therefore, we emphasize again that the topological phase cannot be achieved in hybrid heterostructures when the Zeeman field is only induced in the parent superconductor, regardless of whether spin-orbit or magnetic scattering is present in the superconductor. This conclusion has been stated in recent works by other authors as well [22, 25], although they did not explicitly consider spin relaxation processes in the SC.

Reduction of the critical field $V_Z^{SM}$ can be achieved by weakening the SC-SM coupling $\gamma$, see Eq. (15) and the grey line in Fig. 3. However, in the weak coupling regime a smaller coupling leads to a smaller topological gap, see Section III C.

Dashed curves in Fig. 3 represent the results of non-self-consistent calculations. For $\Gamma_{sf} = 0$ these curves closely follow the solid self-consistent lines. However, in the presence of magnetic scattering (blue curve in Fig. 3) the dashed and the solid curves are positioned considerably off from each other because magnetic scattering substantially reduces the pairing potential; see Fig. 2(e). This reduction cannot be captured by the non-self-consistent pair potential. Another drawback of the non-self-consistent calculation is that it does not enforce the Clogston limit, and therefore the dashed curves in Fig. 3 do not terminate. This pathology could lead to incorrect conclusions about the topological phase diagram. For this reason, we emphasize the importance of self-consistency in the SC Green's function (and subsequent topological phase diagram) calculation if Zeeman energy and spin relaxation mechanisms are present in the superconductor.

C. Topological gap

Beyond the critical point, a crucial property of the topological phase is the spectral gap. A larger gap enhances the protection of the topological phase against quasiparticle poisoning and disorder. In this subsection, we calculate the gap in the nanowire and analyze its dependence on Zeeman splitting and spin-orbit and magnetic scattering in the parent SC. In general, because of the nontrivial frequency dependence of the Green's function (11), the energy spectrum of the nanowire has to be computed numerically. Moreover, in case of spin relaxation processes present in the SC, the Usadel equations (4a)-(4b) are solved numerically as well. For this reason, we perform a numerical analysis of Eqs. (4a)-(4b), (11). Throughout the calculations we set the Rashba coupling to $\alpha = 0.2$ eV · Å and the effective electron mass to $m^* = 0.02m_0$, where $m_0$ is the electron rest mass. We continue using the bare gap of the parent SC $\Delta_{00} = 0.23$ meV as a unit of energy.

As discussed in Section III B, a certain Zeeman field $V_Z^{SM}$ has to be introduced directly to the semiconductor to achieve the topological phase. Here we consider the case when $V_Z^{SM}$ is created by applying an external Zeeman field $V_Z^{ext}$ to the entire system. As stated in Section II, we ignore orbital effects of the magnetic field. We assume that there is no coupling between the SM and the
FIG. 4. Spectral gap $E_g$ (color) multiplied by the topological invariant $Q = \pm 1$ as a function of the chemical potential $\mu$ in the semiconductor and the external Zeeman field $V^\text{ext}_Z$ for $\Gamma_{so} = \Gamma_{sf} = 0$, $V^\text{SC}_Z = 0.55$. The phase boundary is marked by solid black lines. Dashed black lines represent the phase boundary when $V^\text{SC}_Z = 0$. The hatched region depicts the part of the phase diagram beyond the Clogston limit when superconductivity in the parent SC is destroyed. All energies are measured in units of the parent superconductor’s bare gap $\Delta_{00}$.

MI, although this assertion can be easily adjusted in our framework by using a different parametrization of $V^\text{ext}_Z$. The total Zeeman energies of the SC and the SM are $V^\text{SC}_Z = g^\text{SC}_Z V^\text{ext}_Z + V^\text{SC}_{Z,0}$ and $V^\text{SM}_Z = g^\text{SM}_Z V^\text{ext}_Z$, respectively, where $V^\text{SC}_{Z,0}$ is the MI-induced Zeeman splitting in the SC and we take $g^\text{SC} = 2$ and $g^\text{SM} = -15$.

Figure 4 shows the computed spectral gap as a function of the chemical potential $\mu$ in the nanowire and the external Zeeman field $V^\text{ext}_Z$ for $V^\text{SC}_{Z,0} = 0.55$ in the absence of the magnetic and spin-orbit scattering in the SC. The topological part of the phase diagram is marked red, solid black lines represent its boundary. If the MI does not couple to the SC — i.e., $V^\text{SC}_{Z,0} = 0$, — the phase boundary is depicted by dashed black lines. In this case the orientation of the external field does not play any role which is exhibited by the symmetry of the two dashed curves with respect to the $V^\text{ext}_Z = 0$ line. However, if the MI induces Zeeman splitting in the SC, the relative orientation of the two fields $-V^\text{ext}_Z$ and $V^\text{SC}_{Z,0}$ — is important. In the antiparallel configuration, which corresponds to the case of $V^\text{ext}_Z < 0$ in Fig. 4, the Zeeman splittings created by the MI and the applied field have opposite signs in the SC and the same sign in the SM. As a result, the topological phase is achieved at smaller values of $|V^\text{ext}_Z|$ compared to the case when $V^\text{SC}_{Z,0} = 0$. On the other hand, when the direction of $V^\text{ext}_Z$ is parallel to the magnetization of the MI — $-V^\text{ext}_Z > 0$ in Fig. 4 — the Zeeman splittings have the same sign in the SC but the opposite signs in the SM. This is an unfavorable configuration for the topological phase: the Clogston limit in this case is reached at smaller values of the applied field, while the phase transition to the $p$-wave superconductivity requires a larger applied field compared to the case with no MI.

We now proceed to studying individual effects of the Zeeman splitting, spin-orbit and magnetic scattering on the topological gap. To this end, we fix the chemical potential in the nanowire to zero and plot the dependence of the gap on $V^\text{ext}_Z$ in Fig. 5 for the antiparallel configuration of the applied field and the MI magnetization, which is advantageous for the topological phase. First, we consider impact of $V^\text{SC}_{Z,0}$ in Fig. 5(a) in the absence of the spin-orbit and magnetic scattering. The black dotted curve in Fig. 5(a) shows the typical behavior of the energy gap as the system undergoes the topological transition between the $s$-wave (small $|V^\text{ext}_Z|$) and the $p$-wave (large $|V^\text{ext}_Z|$) superconductivity in the weak coupling regime ($\gamma = 0.2$) in the absence of any zero-field Zeeman splitting in the SC. The kink exhibited by the curve at $-V^\text{ext}_Z \approx 0.027$ appears where the minimum gap as a function of momentum jumps from $k = 0$ to $k \sim k_F$. Inducing finite Zeeman splitting in the SC results in the decrease of the critical Zeeman field as illustrated by the dashed line. Analogous reduction of the critical field can be achieved by lowering the coupling between the SM and the SC (grey dotted line), but that also results in the reduction of the topological gap, whereas addition of the Zeeman energy to the SC keeps the gap approximately the same as long as $V^\text{SC}_{Z,0}$ is below the Clogston limit. Adding Zeeman energy larger than the Clogston limit leads to an interesting behavior; see solid line in Fig. 5(a). In this case at zero field the superconductivity in the parent SC is broken due to the proximitizing MI, but application of the external field restores it back. As a result, the system undergoes the first order transition from the normal phase directly into the $p$-wave superconducting phase with the topological gap close to the one of the MI-free system.

As we have previously pointed out while discussing Fig. 3, spin-orbit scattering can quench the Zeeman effect in the superconductor, enhancing its Clogston limit, but also reducing the Zeeman energy effectively transferred to the nanowire. This is illustrated in Fig. 5(b) where we plot the gap as a function of the external field for different values of $\Gamma_{so}$. We consider the case when Zeeman energy above the Clogston limit is induced in the superconductor [solid line, same as in Fig. 5(a)]. Increasing the spin-orbit scattering in the parent SC restores its superconductivity, and a regular transition between the $s$- and $p$-wave phase is observed at finite $\Gamma_{so}$. Further increase of $\Gamma_{so}$ leads to the enhancement of the critical field due to the suppression of the Zeeman splitting in the superconductor.

Effects of the magnetic impurity scattering on the topological gap are illustrated in Fig. 5(c). As has been discussed in Section III A, magnetic scattering reduces the pairing potential in the parent SC. This leads to a
minute reduction of the critical field in Fig. 5(c) and a visible suppression of the topological gap. Overall, we conclude that the presence of the magnetic scattering in the parent SC is not desirable for creating the topological phase in the nanowire.

IV. CONCLUSION

In this paper we have presented a theoretical approach to calculate topological properties of nanowires proximitized by a bilayer of a disordered superconductor and a magnetic insulator. We have taken into account the proximity effect between the superconductor and the magnetic insulator by means of the Usadel approach, and shown how different mechanisms (Zeeman splitting, magnetic and spin-orbit scattering) change the intrinsic properties of the superconductor. We have then calculated how the bilayer changes the topological properties of a proximate semiconducting wire. In particular, similar to other recent theoretical results [22–24, 26, 27] we report that a finite Zeeman energy in the semiconductor, either induced by coupling to a magnetic insulator or by an applied magnetic field, is required to enter the topological phase – a bound we estimate analytically. When introducing this Zeeman energy as a result of the applied magnetic field, we observe that the critical field and the topological gap depend on the relative orientation of the applied field and the MI-induced Zeeman splitting in the superconductor: only in the configuration when they are antiparallel one finds reduced critical field and larger stability with respect to the absolute magnitude of the applied field. Introducing magnetic and spin-orbit scattering to the superconductor, we find that the former in general is detrimental to the topological phase – it reduces the Clogston limit in the superconductor and leads to a smaller topological gap. At the same time, spin-orbit scattering quenches the magnetic response of the superconductor, allowing it to sustain larger Zeeman fields, but also increases the critical field required to reach the topological phase.

In general, if magnetic insulators are used to decrease the critical magnetic field for entering the topological phase, when they proximate the superconductor, particular attention must be paid to the orientation of the magnetization and to the selection of a material that induces an exchange field that is neither too small nor too large to destroy the superconductivity. Some degree of control of the induced field may be attained by considering the multi-domain MI structures and in fact the recent experiment [14] was performed in this regime. However, in practice the lack of control over the size of every domain renders a practical usage of this regime problematic. The other unwanted effect of using magnetic insulator–superconductor bilayers is the magnetic impurity scattering. In order to reduce it, likely the high quality of the interface between the magnetic insulator and the superconductor is paramount. One other possible axis of optimization is addition of the spin-orbit scattering to the superconductor – it enhances stability to the applied magnetic fields while still providing the benefit of overall-smaller operating fields afforded by some amount of zero-field spin splitting in the superconductor.

Current progress in constructing nanowires that produce topological excitations leads to an increasing complexity of devices, including the use of engineered stacks consisting of various materials. Beyond magnetic insulators, other materials that could be used in such stacks include larger-gap superconductors, e.g., Pb [60], to increase the pairing potential of the whole stack, or a normal metal with large spin-orbit coupling, which could add spin-orbit scattering to the superconductor (thereby increasing the Clogston limit). An approach presented here based on the Usadel equation treatment of the superconducting stacks and the BdG treatment of the semiconductor can be generalized to study topological properties of heterostructures containing these (and other) materials. In addition, this approach is scalable to three dimensions and can account for the effects of inhomogeneities, multiple magnetic domains, etc. Thus it should be instrumental in the quest for finding an optimal Majorana platform.
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Appendix A: Analytical expressions for the proximity-induced terms of the nanowire Green’s function in the absence of spin-orbit and magnetic scattering in the SC

In the absence of magnetic and spin-orbit scattering $\Gamma_{so} = \Gamma_{sf} = 0$ pair potential in the superconductor is constant as a function of Zeeman energy $\Delta = \Delta_{00}$ up to the Clogston limit, and analytical solution to the Usadel equations (4a)-(4b) can be obtained[45]:

$$\tan \theta = \frac{\sqrt{4\omega_n^2 \Delta^2 + [(V_{Z}^S C)^2 + \omega_n^2 - \Delta^2]^2} - (V_{Z}^S C)^2 - \omega_n^2 + \Delta^2}{2\omega_n \Delta}$$ \hspace{1cm} (A1)

$$\cosh \phi = \frac{\omega_n + \Delta \tan \theta}{\sqrt{\omega_n^2 + [\Delta^2 - (V_{Z}^S C)^2] \tan^2 \theta + 2\omega_n \Delta \tan \theta}}$$ \hspace{1cm} (A2)

$$\sinh \phi = \frac{V_{Z}^S C \tan \theta}{\sqrt{\omega_n^2 + [\Delta^2 - (V_{Z}^S C)^2] \tan^2 \theta + 2\omega_n \Delta \tan \theta}}$$ \hspace{1cm} (A3)

Performing analytical continuation of the Matsubara frequencies $\omega_n \rightarrow -i\omega$, we obtain the proximity induced terms of the Green’s function (11)

$$i \cos \theta \cosh \phi = -\frac{-\omega^2 + S}{2\omega \sqrt{1 - \frac{(\omega^2 + S)^2}{4\Delta^2 \omega^2}} \sqrt{S - \frac{(-h^2 + \Delta^2)(\omega^2 + S)^2}{4\Delta^2 \omega^2}}}$$ \hspace{1cm} (A4)

$$\sinh \theta \sinh \phi = -\frac{h(\omega^2 + S)^2}{4\Delta^2 \omega^2 \sqrt{1 - \frac{(\omega^2 + S)^2}{4\Delta^2 \omega^2}} \sqrt{S - \frac{(-h^2 + \Delta^2)(\omega^2 + S)^2}{4\Delta^2 \omega^2}}}$$ \hspace{1cm} (A5)

$$\sin \theta \cosh \phi = -\frac{(-\omega^2 + S)(\omega^2 + S)}{4\Delta \omega \sqrt{1 - \frac{(\omega^2 + S)^2}{4\Delta^2 \omega^2}} \sqrt{S - \frac{(-h^2 + \Delta^2)(\omega^2 + S)^2}{4\Delta^2 \omega^2}}}$$ \hspace{1cm} (A6)

$$i \cos \theta \sinh \phi = -\frac{h(\omega^2 + S)^2}{2\Delta \omega \sqrt{1 - \frac{(\omega^2 + S)^2}{4\Delta^2 \omega^2}} \sqrt{S - \frac{(-h^2 + \Delta^2)(\omega^2 + S)^2}{4\Delta^2 \omega^2}}}$$ \hspace{1cm} (A7)
where for notational purposes we denoted \( S = -(V_z^{SC})^2 + \Delta^2 + \sqrt{-4\Delta^2 \omega^2 + \left(\omega^2 - (V_z^{SC})^2 + \Delta^2\right)^2} \).