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Abstract
We study the stated skein modules of marked 3−manifolds. We generalize the splitting homomorphism for stated skein algebras of surfaces to a splitting homomorphism for stated skein modules of 3−manifolds. We show that there exists a Chebyshev–Frobenius homomorphism for the stated skein modules of 3-manifolds which extends the Chebyshev homomorphism of the skein algebras of unmarked surfaces originally constructed by Bonahon and Wong. Additionally, we show that the Chebyshev–Frobenius map commutes with the splitting homomorphism. This is then used to show that in the case of the stated skein algebra of a surface, the Chebyshev–Frobenius map is the unique extension of the dual Frobenius map (in the sense of Lusztig) of $O_{q^2}(SL(2))$ through the triangular decomposition afforded by an ideal triangulation of the surface. In particular, this gives a skein theoretic construction of the Hopf dual of Lusztig’s Frobenius homomorphism. A second conceptual framework is given, which shows that the Chebyshev–Frobenius homomorphism for the stated skein algebra of a surface is the unique restriction of the Frobenius homomorphism of quantum tori through the quantum trace map.
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1 Introduction

1.1 Skein modules/algebras

For an oriented 3-dimensional manifold, $M$, the Kauffman bracket skein module, $\mathcal{S}(M)$, is the quotient of the free module spanned by isotopy classes of framed links in $M$ subject to the relations (A) and (B) of Fig. 1. Here the ground ring is a commutative domain with a distinguished invertible element $q^{1/2}$. We will often use $\omega$ in place of $q^{1/2}$ when this
distinguished element is a root of unity. An explanation of how to interpret these figures can be found in Sect. 2.2.

Skein modules were introduced independently by Przytycki in [33] and Turaev in [34,35], building on work of Kauffman [19] in his study of the Jones polynomial. These skein modules have found many connections throughout low dimensional topology and quantum algebra. In the specific case of the thickening of a surface, Turaev introduced an algebra structure for skein modules via vertical stacking while exploring quantizations of the Atiyah-Bott-Weil-Petersson-Goldman symplectic structure of the character variety [35].

Bonahon and Wong [3] showed that for a surface with at least one puncture the skein algebra can be embedded, through a map called the quantum trace, into a quantum torus which is known as the quantum Teichmüller space of Chekhov and Fock [8]. When \( q = 1 \), the quantum trace map calculates the trace of a closed curve in the shear coordinates of Teichmüller space. The existence of the quantum trace map based on an ideal triangulation of the surface indicated that skein algebras should decompose into elementary blocks. This idea was formalized by the second author, [24], through the introduction of stated skein algebras of punctured bordered surfaces. Facilitating the decomposition of stated skein algebras is the existence of a splitting homomorphism, which maps a stated skein algebra of a surface to the stated skein algebra of the result of cutting the surface along an ideal arc. This splitting homomorphism not only provides insight into the quantum trace map, but also provides a wealth of structure for stated skein algebras in terms of quantum groups utilizing an isomorphism of the stated skein algebra of the bigon with \( \mathcal{O}_q(SL(2)) \), see [9]. The stated skein algebra considered here involves tangles which may end on the boundary of the surface, and is a quotient of a different, larger, stated skein algebra originally considered by Bonahon and Wong.

In this paper we study the stated skein modules of marked 3−manifolds. Where a marked 3−manifold is a 3−manifold, \( M \), along with a collection of markings, \( \mathcal{N} \), which are oriented arcs on \( \partial M \). A stated \( \mathcal{N}−tangle \) \( \alpha \) is a 1−dimensional framed properly embedded submanifold of \( M \), whose boundary, \( \partial \alpha \), is contained in the markings \( \mathcal{N} \), and additionally at each boundary point the framing is in the positive direction of \( \mathcal{N} \) and a state from \( \{\pm\} \) is assigned. Then the stated skein module of \((M, \mathcal{N})\), denoted \( \mathcal{S}(M, \mathcal{N}) \), is the quotient of the free module spanned by isotopy classes of stated \( \mathcal{N}−tangles \) subject to the relations seen in Fig. 1. See Sect. 2.2 for a detailed explanation. When \((M, \mathcal{N})\) is the thickening of a marked surface, the stated skein module has a natural algebra structure, and was introduced in [24].
1.2 The splitting homomorphism for 3–manifolds

Paralleling the case of surfaces, we show that there is a splitting homomorphism of stated skein modules for 3–manifolds which are split along a properly embedded disk. We introduce the splitting homomorphism of stated skein modules along a properly embedded disk.

Suppose \( D \) is a properly embedded disk in \( M \) that is disjoint from the closure of the markings \( \mathcal{N} \). Additionally, let \( a \subset D \) be an oriented open interval. By splitting \( M \) along \( D \) we have a 3–manifold, \( M' \), whose boundary contains two copies of \( D \), and hence two copies of \( a \), denoted by \( a_1 \) and \( a_2 \). Let \( \mathcal{N}' = \mathcal{N} \cup a_1 \cup a_2 \) and consider \((M', \mathcal{N}')\) as a marked 3–manifold. If an \( \mathcal{N} \)-tangle, \( \alpha \), meets \( D \) transversely in \( a \), such that the framing at every point in \( \alpha \cap a \) is a positive tangent vector of \( a \), then given a state at each point of \( \alpha \cap a \) we call the resulting splitted \( \mathcal{N}' \)-arc a lift of \( \alpha \).

**Theorem 1** (Splitting Homomorphism, see Theorem 7) If \( M' \) is a result of cutting \( M \) along a properly embedded disc then there is a well defined \( \mathcal{R} \)-linear map

\[ \Theta : \mathcal{S}(M, \mathcal{N}) \to \mathcal{S}(M', \mathcal{N}') \]

that sends any \( \mathcal{N} \)-tangle \( \alpha \) to the sum of all lifts of \( \alpha \).

Analogously to the case of surfaces, the splitting homomorphism provides stated skein modules with additional structure. For example, as seen in Sect. 3.4, every connected component of the marking provides \( \mathcal{S}(M, \mathcal{N}) \) a comodule structure over the Hopf algebra \( \mathcal{O}_{q^2}(SL(2)) \) with the coaction given by splitting.

Contrasting the case of surfaces, this splitting homomorphism is not injective for 3–manifolds. Additional investigation into the kernel of this map will be found in future work of the second author and Costantino [10].

1.3 The Chebyshev homomorphism for unmarked surfaces

The Chebyshev homomorphism, introduced by Bonahon and Wong in [4], has played a crucial role in understanding the algebraic structure of the Kauffman bracket skein algebras of unmarked surfaces. Suppose \( \Sigma \) is an unmarked surface, and \( \omega \) is a root of unity with \( N = \text{ord}(\omega^8) \) and \( \eta = \omega^N \). The Chebyshev homomorphism is a an algebra homomorphism

\[ Ch_\omega : \mathcal{S}_\eta(\Sigma) \to \mathcal{S}_\omega(\Sigma) \]

which sends any knot \( \alpha \subset \Sigma \) to \( T_N(\alpha) \). Here \( T_N \) are the Chebyshev polynomials of type one defined recursively by

\[ T_0(z) = 2, \quad T_1(z) = z, \quad T_n(z) = zT_{n-1}(z) - T_{n-2}(z), \quad \forall n \geq 2. \]

Two features supporting the ability of this map to be used in deriving algebraic information are

- \( \mathcal{S}_\eta(\Sigma) \) is interpreted classically in terms of regular functions on the character variety of \( \Sigma \)
- The image of \( Ch_\omega \) is central, or almost central

both of which were instrumental in understanding the representations of the skein algebra \( \mathcal{S}_\omega(\Sigma) \), see [5,6,14,15].

The original proof of the existence of the Chebyshev homomorphism given in [4] is based on the quantum trace map. A more elementary, skein theoretic proof is given in [23].
1.4 The Chebyshev–Frobenius homomorphism for marked 3-manifolds

The main result of the paper, which is stated briefly here and given in full detail in Theorem 9, shows that the Chebyshev homomorphism can be extended to the case of marked 3-manifolds. Suppose \((M, N)\) is a marked 3-manifold, and \(ω\) is a root of unity with \(N = \text{ord}(ω^8)\) and \(η = ω^{N^2}\).

For a one-component \(N\)-tangle \(α\) let \(α^{(k)}\) be the disjoint union of \(k\) parallel copies of \(α\) (taken in the direction of the framing). If \(p = \sum_k x^k\) is a polynomial, define

\[
p_{\text{fr}}(α) = \sum c_k α^{(k)},
\]

which is considered as an element in \(\mathcal{S}_ω(M, N)\).

**Theorem 2** (Main Result, see Theorem 9) Let \((M, N)\) be a marked 3-manifold and let \(ω\) be a root of unity with \(N = \text{ord}(ω^8)\) and \(η = ω^{N^2}\), then we have a unique well-defined \(C\)-linear map

\[
Φ_ω : \mathcal{S}_η(M, N) \to \mathcal{S}_ω(M, N),
\]

such that for an \(N\)-tangle \(T = a_1 \cup \cdots \cup a_k \cup \alpha_1 \cup \cdots \cup \alpha_l\) where the \(a_i\) are \(N\)-arcs and the \(α_i\) are \(N\)-knots,

\[
Φ_ω(T) = a_1^{(N)} \cup \cdots \cup a_k^{(N)} \cup (T_N)_{\text{fr}}(α_1) \cup \cdots \cup (T_N)_{\text{fr}}(α_l) \in \mathcal{S}_ω(M, N)
\]

Additionally, \(Φ_ω\) is compatible with the splitting homomorphism, in the sense that they may be applied in either order.

This generalizes the existence of the Chebyshev homomorphism of Bonahon and Wong to stated skein modules of 3-manifolds by dealing with links in the same manner, and sending \(N\)-arcs to their framed power. This generalizes the work of the second author and Paprocki in the case of the positive submodule of \(\mathcal{S}(M, N)\) in [25]. However, the introduction of mixed states gives rise to considerably different defining relations making the work independent. For comments on known partial results and related results, [1,16,20], see Remark 10. In particular in the case of the stated skein algebras of surfaces, the work of Korinman and Quesney [20], provides an independent proof of our Corollary 1 when the order of \(ω\) is odd.

The Chebyshev–Frobenius homomorphism for 3-manifolds has applications in possible constructions of hyperbolic topological quantum field theory, see for example the upcoming work [12].

As an application, in Theorem 10 we find transparent elements of stated skein modules, and central elements of stated skein algebras of surfaces by examining the image of \(Φ_ω\).

**Theorem 3** (Theorem 2.5) Suppose \((M, N)\) is a marked 3-manifold, and \(ω\) is a root of unity, with \(N = \text{ord}(ω^8)\). Then let \(N' = \text{ord}(ω^4)\) and \(μ = (-1)^{N'+1}\). If \(α\) is a \(N\)-tangle, then \(Φ_ω(α)\) is \(μ\)-transparent in the sense that the identity in Fig. 2 holds.

In words this means the following. Suppose \(T_1\) is a stated \(N\)-tangle disjoint from \(α\), and \(T_2\) is \(N\)-isotopic to \(T_1\) through an isotopy which is disjoint from \(α\) in all but one instance, where the intersection is transverse and in a single point. Then we have

\[
Φ_ω(α) \cup T_1 = μ(Φ_ω(α) \cup T_2) \in \mathcal{S}(M, N).
\]
In Sect. 5 a conceptual framework based on quantum tori is described for the Chebyshev–Frobenius homomorphism in the case of the stated skein algebras of surfaces.

Given an anti-symmetric matrix $P$ with integer entries and a non-zero complex number $\omega$, the quantum torus $\mathbb{T}(P; \omega)$ is defined as $\mathbb{C}\langle \{x_i^{\pm 1} : x_i x_j = \omega^{P_{ij}} x_j x_i \} \rangle$. Given any integer $N$, there is an algebra map, known as the Frobenius homomorphism:

$$F_N : \mathbb{T}(P; \omega^N) \rightarrow \mathbb{T}(P; \omega), \quad x_i \rightarrow x_i^N.$$  \hspace{1cm} (2)

Suppose the marked surface $(\Sigma, \mathcal{P})$ has at least one marked point and has a quasitriangulation $\mathcal{E}$, see Sect. 5. A recent result of the second author and Yu, see [26, Theorem 5.1], shows that for any non-zero complex number $\omega$ there exists an algebra embedding

$$\mathcal{I}_\omega(\Sigma, \mathcal{P}) \hookrightarrow \mathbb{T}(\mathcal{E}; \omega),$$ \hspace{1cm} (3)

where $\mathcal{P}_E$ is an anti-symmetric matrix depending on the quasitriangulation. This map, which extends the work of Muller [30], is similar to the quantum trace map of Bonahon and Wong, but different, as the classical specialization expresses the trace of a closed curve in terms of Penner’s lambda length coordinates [32].

Combining with the Frobenius homomorphism $F_N$ of (2), we have the following diagram

$$\mathcal{I}_\omega(\Sigma, \mathcal{P}) \hookrightarrow \mathbb{T}(\mathcal{E}; \omega), \quad F_N \downarrow$$ \hspace{1cm} (4)

This leads to the natural question of for which values of $\omega$ the map $F_N$ restricts to a map

$$\mathcal{I}_\omega(\Sigma, \mathcal{P}) \rightarrow \mathcal{I}_\omega(\Sigma, \mathcal{P}),$$

such that the restriction does not depend on the underlying quasitriangulation.

**Theorem 4** (See Theorem 12) Suppose $(\Sigma, \mathcal{P})$ has at least two quasitriangulations. Then $F_N$ restricts to a map $\mathcal{I}_\omega(\mathcal{G}) \rightarrow \mathcal{I}_\omega(\mathcal{G})$ and the restriction does not depend on the quasitriangulation if and only if $\omega$ is a root of unity and $N = \text{ord}(\omega^8)$. Moreover, in this case, the restriction map is $\Phi_\omega$.

This is proven by leveraging the corresponding statement proven in the positive submodule case in [25]. The theorem gives a perspective in which the Chebyshev–Frobenius map is unique, and at the same time highlights the role of roots of unity and the order $\text{ord}(\omega^8)$.
1.6 Quantum groups and Lusztig’s Frobenius map

In Sect. 6 a conceptual framework based on quantum groups is described for the Chebyshev–Frobenius homomorphism in the case of the stated skein algebras of surfaces.

We first turn to the stated skein algebra of the bigon and its isomorphism to $\mathcal{O}_{q^2}(SL(2))$. In this case, we see that the Chebyshev–Frobenius homomorphism $\Phi_\omega$ is the Hopf dual of Lusztig’s Frobenius homomorphism from the study of quantum groups specialized at roots of unity. This map is discussed at odd roots of unity for $\mathcal{O}_{q^2}(SL(n))$ in Sect. 7 of [31].

**Theorem 5** (See Theorem 13) Suppose $\mathcal{B}$ is the bigon. The Chebyshev–Frobenius homomorphism $\Phi_\omega : \mathcal{S}(\mathcal{B}) \rightarrow \mathcal{S}_\omega(\mathcal{B})$ is the Hopf dual of Lusztig’s Frobenius homomorphism.

In a sense, this provides a skein theoretic description of Lusztig’s Frobenius homomorphism.

In addition, the Hopf algebra $\mathcal{O}_{q^2}(SL(2))$ is co-braided, i.e. has a co-$R$-matrix [18] which allows for its representation theory to be described with a ribbon category, and we show in Proposition 4 that our Chebyshev–Frobenius map respects the co-braided structure using skein theoretic techniques. In [9] it was proved that the stated skein algebra of a triangle is the braided tensor product of two copies of the stated skein algebra of the bigon. This shows for an ideal triangle, the Chebyshev–Frobenius map can be built from Lusztig’s Frobenius homomorphism via this braided tensor product. For an arbitrary triangulable marked surface, via an ideal triangulation and the splitting homomorphism, we see that our Chebyshev–Frobenius map can be interpreted as a natural extension of the dual of Lusztig’s Frobenius homomorphism from the bigon to the entire surface.

1.7 Structure of the paper

We provide a brief summary of the paper:

1. This section defines the stated skein module of marked 3–manifolds, describes the relationship to stated skein algebras of punctured bordered surfaces, and introduces the key concept of functoriality for stated skein modules.
2. This section proves the existence of a splitting homomorphism for stated skein modules along properly embedded disks, generalizing the splitting homomorphism of stated skein algebras along ideal arcs. This endows stated skein modules with the structure of an $\mathcal{O}_{q^2}(SL(2))$ comodule.
3. This section proves the existence of the Chebyshev–Frobenius homomorphism for stated skein modules, and shows the compatibility of this map with the splitting homomorphism defined in the previous section. Additionally, an observation is made regarding the center of stated skein algebras utilizing transparency and the image of the Chebyshev–Frobenius homomorphism.
4. This section provides a conceptual framework for the Chebyshev–Frobenius homomorphism in terms of the Frobenius homomorphism of quantum tori.
5. This section provides a conceptual framework for the Chebyshev–Frobenius homomorphism in terms of the Hopf dual of the Frobenius homomorphism (in the sense of Lusztig) for quantum groups.
2 Skein modules/algebras

2.1 The ground ring and quantum integers

Throughout this paper the ground ring \(R\) will be a commutative domain with a distinguished invertible element \(q^{1/2}\). When \(q\) is a root of 1, the order of \(q\), denoted by \(\text{ord}(q)\), is the smallest positive integer \(n\) such that \(q^n = 1\).

We follow the standard definition of quantum integers, quantum factorials, and quantum binomials, but fix notation as follows:

\[
[n]_q := \frac{q^n - q^{-n}}{q - q^{-1}}
\]

\[
[n]_q! := [n]_q \cdot [n - 1]_q!
\]

\[
\binom{n}{k}_q = \prod_{i=0}^{k-1} \frac{1 - q^{n-i}}{1 - q^{i+1}}
\]

The following facts concerning quantum integers are well-known, see e.g. [18].

**Lemma 1** (a) One has

\[
\binom{n}{k}_q = q^k \binom{n-1}{k}_q + q^{k-1} \binom{n-1}{k-1}_q
\]

(b) If \(q\) is a root of unity of order \(N\) then

\[
\binom{N}{k}_q = \begin{cases} 
0 & \text{if } 0 < k < N \\
1 & \text{if } k = 0, N.
\end{cases}
\]

(c) If \(yx = qxy\) and \(q\) is a root of unity of order \(N\), then

\[(x + y)^N = x^N + y^N.
\]

2.2 Skein modules of marked 3-manifolds

By a **marked 3-manifold** we mean a pair \((M, \mathcal{N})\), where \(M\) is an oriented 3-manifold with (possibly empty) boundary \(\partial M\) and \(\mathcal{N}\) is a 1–dimensional oriented submanifold of \(\partial M\) such that each connected component of \(\mathcal{N}\) is diffeomorphic to the interval \((-1, 1)\), the closure of each component is diffeomorphic to an interval, and the closures of the connected components of \(\mathcal{N}\) are disjoint.

By an \(\mathcal{N}\)-**tangle** in \(M\) we mean a compact 1-dimensional non-oriented submanifold \(\alpha\) of \(M\), equipped with a framing, such that \(\partial \alpha = \alpha \cap \mathcal{N}\). Here a framing is a continuous assignment of a vector to each point of \(\alpha\), which is not tangent at that point, and such that at each boundary point the framing is a positive tangent vector of \(\mathcal{N}\). Two \(\mathcal{N}\)-tangles are \(\mathcal{N}\)-**isotopic** if they are isotopic in the class of \(\mathcal{N}\)-tangles. The empty set is considered as a \(\mathcal{N}\)-tangle isotopic only to itself. A 1-component \(\mathcal{N}\)-tangle \(\alpha\) is diffeomorphic to either the circle \(S^1\) or the closed interval \([0, 1]\); we call \(\alpha\) an \(\mathcal{N}\)-**knot** in the first case and an \(\mathcal{N}\)-**arc** in the second case.

A **stated \(\mathcal{N}\)-tangle** \(\alpha\) is a \(\mathcal{N}\)-tangle equipped with a map \(s : \partial \alpha \to \{\pm\}\), called the state of \(\alpha\).

The **stated skein module** \(\mathcal{S}(M, \mathcal{N})\) is the \(R\)-module freely spanned by all stated \(\mathcal{N}\)-tangles modulo \(\mathcal{N}\)-isotopy and the defining relations described in Fig. 1. These relations are
understood as follows. In each of the figures the dashed outline indicates a ball, \( B \subset M \), containing part of a stated tangle diagram. A relation involving, say 3 terms, indicates that whenever we have 3 stated tangles which are identical outside the ball (corresponding to the dashed part of each term), then we have a relation on stated tangles as described. In each term the \( N \)-tangle is described by strands, with standard tangle diagram convention. The framing vector is always perpendicular to the page and pointed at the reader. The ball \( B \) will be called the support of the relation.

Relations (A) and (B) do not involve the boundary of \( M \) and are standard in skein module theory. The first and the second diagrams on the right hand side of (A) are called respectively the positive and the negative resolutions of the diagram on the left hand side. A relation equivalent to Relation (E) using Relations (A) and (C) is understood as follows. In each of the figures the dashed outline indicates a ball, \( B \subset M \), containing part of a stated tangle diagram. A relation involving, say 3 terms, indicates that whenever we have 3 stated tangles which are identical outside the ball (corresponding to the dashed part of each term), then we have a relation on stated tangles as described. In each term the \( N \)-tangle is described by strands, with standard tangle diagram convention. The framing vector is always perpendicular to the page and pointed at the reader. The ball \( B \) will be called the support of the relation.

Relations (A) and (B) do not involve the boundary of \( M \) and are standard in skein module theory. The first and the second diagrams on the right hand side of (A) are called respectively the positive and the negative resolutions of the diagram on the left hand side.

Remark 1 An interpretation of the stated tangles and the above described relations can be found in Sect. 5 of [9], where a description is given as the lift of the Reshetikhin-Turaev operator invariant of tangles. In particular, this gives a correspondence of the states \( \{\pm\} \) with a basis for the defining representation of \( U_{q^2}(\mathfrak{sl}_2) \).

Remark 2 Introducing a crossing through an isotopy in Relation (E), it is easy to see that in the presence of Relations (A) – (D), the state exchange relation (E) is equivalent to the relation in Fig. 3.

We use the notation \([\alpha]\) to denote the element of \( \mathcal{S}(M, N) \) determined by the stated \( N \)-tangle \( \alpha \). However, we will often abuse notation and use \( \alpha \) and \([\alpha]\) interchangably when there is no chance for confusion.

2.3 Functoriality/the category of marked 3—manifolds

Let \( \mathcal{C} \) be the category whose objects are marked 3—manifolds, and a morphism from a marked 3—manifold \( (M, N) \) to a marked 3—manifold \( (M', N') \) is an isotopy class of embeddings \( f : (M, N) \leftrightarrow (M', N') \). Here an embedding \( f : (M, N) \leftrightarrow (M', N') \) is an orientation preserving proper embedding \( f : M \leftrightarrow M' \) such that \( f \) restricts to an orientation preserving embedding on \( N \). Where proper is taken in the sense of differential topology, meaning \( f(\partial M) = f(M) \cap \partial M' \) and \( f(M) \) is transverse to \( \partial M' \) in any point of \( f(\partial M) \). Such an embedding induces an \( \mathcal{R} \)-module homomorphism \( f_* : \mathcal{S}(M, N) \rightarrow \mathcal{S}(M', N') \) by \( f_*([\alpha]) = [f(\alpha)] \) for any stated \( N \)-tangle \( \alpha \).

We have a natural isomorphism of \( \mathcal{R} \)-modules

\[
\mathcal{S}(M_1 \cup M_2, N_1 \cup N_2) \cong \mathcal{S}(M_1, N_1) \otimes_{\mathcal{R}} \mathcal{S}(M_2, N_2).
\]  

(7)

In other words, the assignment \( (M, N) \rightarrow \mathcal{S}(M, N) \) and a morphism \( f \) to \( f_* \) is a functor from \( \mathcal{C} \) to the category of \( \mathcal{R} \)-modules, and if we define a monoidal structure on \( \mathcal{C} \) by \( (M, N) \otimes (M', N') = (M \cup M', N \cup N') \), then this is a monoidal functor.
Example 1 One particular case of functoriality will be used frequently. Let \((M, \mathcal{N})\) be a marked 3-manifold and \(X\) be a closed subset of \(\partial M\) disjoint from \(\mathcal{N}\). Define \(M' = M \setminus X\). We will say that the marked 3-manifold \((M', \mathcal{N})\) is pseudo-isomorphic to \((M, \mathcal{N})\). The natural embedding \(i : (M', \mathcal{N}) \hookrightarrow (M, \mathcal{N})\) induces an isomorphism of \(\mathcal{R}\)-modules \(i_* : \mathcal{I}(M', \mathcal{N}) \cong \mathcal{I}(M, \mathcal{N})\).

2.4 Marked surfaces

A finite type surface is a surface homeomorphic to a surface obtained by removing a finite number of points from a compact oriented 2-manifold with (possibly empty) boundary. By a marked surface we mean a pair \((\Sigma, P)\), where \(\Sigma\) is a finite type surface and \(P\), called the set of marked points, is a finite subset of the boundary \(\partial \Sigma\).

For a marked surface \((\Sigma, P)\), the thickening of \((\Sigma, P)\) is the marked 3-manifold \((\widetilde{\Sigma}, \widetilde{P})\) where \(\widetilde{\Sigma} = \Sigma \times (-1, 1)\) and \(\widetilde{P} = P \times (-1, 1)\).

Define \(\mathcal{I}(\Sigma, P) = \mathcal{I}(\widetilde{\Sigma}, \widetilde{P})\). Given two stated \((P \times (-1, 1))\)-tangles \(\alpha, \alpha'\) define the product \(\alpha \alpha'\) by stacking \(\alpha\) above \(\alpha'\). This gives \(\mathcal{I}(\Sigma, P)\) an \(\mathcal{R}\)-algebra structure.

2.5 Equivalence with the definition for punctured bordered surfaces.

We will show that the marked surface definition of a stated skein algebra is equivalent to the original definition given in [24] utilizing punctured bordered surfaces.

A punctured bordered surface, \(\mathcal{G}\), is a finite type surface whose boundary is the disjoint union of open intervals.

To a marked surface \((\Sigma, P)\), with \(P = \{p_i\}_{i=1}^k\), one can associate a punctured bordered surface \(\mathcal{G}\) as follows. Let \(v_i \subset \partial \Sigma\) be a small open neighborhood of \(p_i\) in \(\partial \Sigma\). Now let \(\mathcal{G} := (\Sigma \setminus \partial \Sigma) \cup (\bigcup_{i=1}^k v_i)\). Then \(\partial \mathcal{G} = \bigcup_{i=1}^k v_i\) and each \(v_i\) is called a boundary edge of \(\mathcal{G}\).

The manifold \(\widetilde{\mathcal{G}} := \mathcal{G} \times (-1, 1)\) is a submanifold of \(\widetilde{\Sigma} = \Sigma \times (-1, 1)\). We call \(c \times (-1, 1)\), where \(c\) is a boundary edge of \(\mathcal{G}\), a boundary wall of \(\widetilde{\mathcal{G}}\). The boundary \(\partial \widetilde{\mathcal{G}}\) of \(\mathcal{G}\) is the disjoint union of all the boundary walls.

By a \(\partial \widetilde{\mathcal{G}}\)-tangle \(\alpha\) in \(\widetilde{\mathcal{G}}\) we mean a framed 1-dimensional compact non-oriented submanifold properly embedded in \(\widetilde{\mathcal{G}}\) with vertical framing at each endpoint and distinct heights for endpoints in each boundary wall. Here a framing vector at a point in \(\widetilde{\mathcal{G}} = \mathcal{G} \times (-1, 1)\) is vertical if it is tangent to and has the positive direction of the component \((-1, 1)\).

Two \(\partial \widetilde{\mathcal{G}}\)-tangles are \(\partial \widetilde{\mathcal{G}}\)-isotopic if they are isotopic in the class of \(\partial \widetilde{\mathcal{G}}\)-tangles. Note that the endpoints of \(\alpha\) in one boundary wall are linearly ordered by heights since they have distinct heights, and \(\partial \widetilde{\mathcal{G}}\)-isotopy does not change the height order.

One nice feature of \(\partial \widetilde{\mathcal{G}}\)-tangles is that their tangle diagrams on \(\mathcal{G}\) can have distinct boundary points, unlike the case of \(\mathcal{N}\)-tangle diagrams.

A \(\partial \widetilde{\mathcal{G}}\)-tangle diagram is a tangle diagram \(\alpha\) on \(\mathcal{G}\) whose endpoints are distinct points in \(\partial \mathcal{G}\), and on each boundary edge \(c\) the set \(\partial \alpha \cap c\) is equipped with a linear order. Any \(\partial \mathcal{G}\)-tangle diagram \(\alpha\) defines a \(\partial \widetilde{\mathcal{G}}\)-tangle, unique up to \(\partial \widetilde{\mathcal{G}}\)-isotopies, if one equips \(\alpha\) with a vertical framing, and the height order on each boundary wall is the given order. Every \(\partial \widetilde{\mathcal{G}}\)-tangle can be represented by a \(\partial \mathcal{G}\)-tangle diagram.

Return to the marked surface \((\Sigma, P)\). Every \(\widetilde{P}\)-tangle in \(\Sigma \times (-1, 1)\) is automatically a \(\partial \mathcal{G}\)-tangle, and this gives a bijection of \(\widetilde{P}\)-isotopy classes of \(\widetilde{P}\)-tangles and \(\partial \mathcal{G}\)-isotopy classes of \(\partial \mathcal{G}\)-tangles.

Hence the skein algebra \(\mathcal{I}(\Sigma, P)\) is canonically isomorphic to the skein algebra \(\mathcal{I}(\mathcal{G})\) defined as the \(\mathcal{R}\)-module freely generated by \(\partial \widetilde{\mathcal{G}}\)-isotopy classes of stated \(\partial \widetilde{\mathcal{G}}\)-tangles modulo...
the original relations (A) and (B), and the new relations (C-E) of Fig. 4. We have that relations (C) and (D) of Fig. 4 are direct translations of relations (C) and (D) in Fig. 1 and relation (E) of Fig. 4 is a translation of the alternative version of relation (E) from 1 seen in Remark 2. These figures are understood as follows. In each of the figures the dashed outline represents a disk, \( D \subset \mathcal{S} \), containing part of a stated \( \partial \mathcal{S} \)–tangle diagram. The arrow on the boundary edge is used to indicate the height order of the two endpoints presented there, meaning that going along the direction of the arrow increases the height order. These two endpoints are consecutive in the height order, and the order of other endpoints not presented in the figure is not given by the direction of the arrow. These diagrams are taken with the blackboard framing meaning they correspond to a piece of \( \mathcal{S} \times (-1, 1) \) where the \((-1, 1)\) component is perpendicular to the page. Each relation corresponds to a relation on stated \( \partial \mathcal{S} \)–tangles in \( \mathcal{S} \times (-1, 1) \) which are identical outside of \( D \times (-1, 1) \), and which satisfy the expression given inside of \( D \times (-1, 1) \).

As mentioned above, \( \partial \mathcal{S} \)–tangles can be conveniently depicted by \( \partial \mathcal{S} \)–tangle diagrams. This leads us to often formulate statements for punctured bordered surfaces, but these statements can be easily converted to statements for stated skein algebras of marked surfaces.

2.6 A basis for the skein algebra of surfaces

Let \( \mathcal{S} \) be a punctured bordered surface.

A \( \partial \mathcal{S} \)–tangle diagram is simple if it has no double points corresponding to crossings and no components which are trivial as defined below. A \( \partial \mathcal{S} \)–arc is a 1–component simple stated \( \partial \mathcal{S} \)–tangle diagram having non-empty boundary. A \( \partial \mathcal{S} \)–knot is a 1–component simple stated \( \partial \mathcal{S} \)–tangle diagram having empty boundary. Note that a \( \partial \mathcal{S} \)–knot is determined by a simple closed curve on \( \mathcal{S} \). A \( \partial \mathcal{S} \)–knot is said to be trivial if it bounds a disk in \( \mathcal{S} \). A \( \partial \mathcal{S} \)–arc is said to be trivial if it can be isotoped to a subset of a boundary edge.

Let \( B(\mathcal{S}) \) be the set of all isotopy classes of simple \( \partial \mathcal{S} \)–tangles such that the height of the intersection with the boundary wall increases along the orientation of the boundary induced by the orientation of \( \mathcal{S} \), and all − boundary states occur before any + boundary states in the order determined by this orientation. Then we have the following result of the second author.
Theorem 6 (Theorem 2.8 in [24]). Suppose $\mathcal{S}$ is a punctured bordered surface. Then $B(\mathcal{S})$ is an $R$-basis of $\mathcal{J}(\mathcal{S})$.

2.7 Height exchange relations

We have the following height exchange relations.

Lemma 2 (Height exchange move, Lemma 2.4 of [24]) For $\nu \in \{\pm\}$ one has

$$ q^\nu = q^{-\nu} $$

Here we have identify $\pm$ with $\pm 1$ when we write $q^\nu$.

2.8 Reflection anti-involution

Proposition 1 (Reflection anti-involution, Proposition 2.7 in [24]) Let $\mathcal{S}$ be a punctured bordered surface. Suppose $R = \mathbb{Z}[q^{\pm 1/2}]$. There exists a unique $\mathbb{Z}$-linear map $\sigma : \mathcal{J}(\mathcal{S}) \rightarrow \mathcal{J}(\mathcal{S})$ such that

- $\sigma(q^{1/2}) = q^{-1/2}$,
- $\sigma$ is an anti-automorphism, i.e. for any $x, y \in \mathcal{J}(\mathcal{S})$,

$$ \sigma(x + y) = \sigma(x) + \sigma(y), \quad \sigma(xy) = \sigma(y)\sigma(x), $$

- if $\alpha$ is a stated $\partial \mathcal{S}$-tangle diagram then $\sigma(\alpha)$ is the result of switching all the crossings of $\alpha$ and reversing the linear order on each boundary wall.

Clearly $\sigma^2 = \text{id}$. We call $\sigma$ the reflection anti-involution.

2.9 Functoriality for surfaces

An embedding of a marked surface $(\Sigma, \mathcal{P})$ into a marked surface $(\Sigma', \mathcal{P}')$ is an orientation preserving proper embedding $f : \Sigma \hookrightarrow \Sigma'$ such that $f(\mathcal{P}) \subset \mathcal{P}'$. Then $f$ induces an $R$-algebra homomorphism $f_* : \mathcal{J}(\Sigma, \mathcal{P}) \rightarrow \mathcal{J}(\Sigma', \mathcal{P}')$.

The case of punctured bordered surface is different, and more subtle.

Suppose $f : \mathcal{S} \hookrightarrow \hat{\mathcal{S}}$ is an orientation preserving proper embedding of a punctured bordered surface $\mathcal{S}$ into another punctured bordered surface $\hat{\mathcal{S}}$. In general, the induced map $f_* : \mathcal{J}(\mathcal{S}) \rightarrow \mathcal{J}(\hat{\mathcal{S}})$ might not be well-defined, since if two boundary edges of $\mathcal{S}$ are mapped into one boundary edge $b$ of $\hat{\mathcal{S}}$, then the height order of the image of (stated) tangle on $b$ might not be well-defined.

For each boundary edge $b$ of $\hat{\mathcal{S}}$ choose a linear order of all the boundary edges of $\mathcal{S}$ that mapped into $b$. Then $f_*$, equipped with such an ordering for every boundary edge of $\hat{\mathcal{S}}$, gives a well-defined $R$-linear map $f_* : \mathcal{J}(\mathcal{S}) \rightarrow \mathcal{J}(\hat{\mathcal{S}})$, but $f_*$ is not an algebra homomorphism in general.

For example, if the boundary of $\hat{\mathcal{S}}$ is equipped with an orientation (which on a component might or might not be the orientation induced from $\hat{\mathcal{S}}$) then we can order all the boundary
edges of $\mathcal{S}$ that are mapped into a boundary edge $b$ of $\hat{\mathcal{S}}$ using the orientation of $b$: as one moves on $b$ along the direction of the orientation, the order is increasing. Thus, for any proper embedding of punctured bordered surfaces $f : \mathcal{S} \hookrightarrow \hat{\mathcal{S}}$ where $\partial \hat{\mathcal{S}}$ is equipped with an orientation, we can define an $\mathcal{R}$-linear map $f_* : \mathcal{I}(\mathcal{S}) \rightarrow \mathcal{I}(\hat{\mathcal{S}})$.

2.10 Ideal triangulations of surfaces

An ideal triangle, denoted $\Delta$, is the punctured bordered surface obtained from the closed disk by removing three boundary points, which we view as a triangle without its vertices. An ideal triangulation of a punctured bordered surface, $\mathcal{S}$, is a realization of $\mathcal{S}$ as the result of gluing a finite collection of ideal triangles along their boundary edges. We say that a punctured bordered surface is triangulable if it admits an ideal triangulation.

Another way to define ideal triangulations is the following. An ideal arc in $\mathcal{S}$ is the image of a proper embedding $c : (0, 1) \hookrightarrow \mathcal{S}$. This means, if we present $\mathcal{S} = \hat{\mathcal{S}} \setminus \mathcal{V}$ where $\hat{\mathcal{S}}$ is a compact surface with boundary and $\mathcal{V}$ is a finite subset, then $c$ can be extended to an immersion $\tilde{c} : [0, 1] \rightarrow \hat{\mathcal{S}}$ such that $\tilde{c}(0), \tilde{c}(1) \in \mathcal{V}$. An ideal arc is trivial if it bounds a disk.

Then when $\mathcal{S}$ is triangulable, an ideal triangulation of $\mathcal{S}$ is a maximal collection of disjoint non-trivial ideal arcs which are pairwise non-isotopic.

We note that the connected non-triangulable surfaces are (i) connected surfaces with $|\mathcal{V}| = 0$, (ii) $\hat{\mathcal{S}}$ is a sphere with $|\mathcal{V}| \leq 2$, and (iii) $\hat{\mathcal{S}}$ is a disk with $\mathcal{V} \subseteq \partial \hat{\mathcal{S}}$ where $|\mathcal{V}| \leq 2$.

2.11 Positive state submodule

The submodule $\mathcal{I}^+(\mathcal{M}, \mathcal{N})$ of $\mathcal{I}(\mathcal{M}, \mathcal{N})$ spanned by $\mathcal{N}$-tangles such that each state is positive was introduced in [22]. The corresponding notion $\mathcal{I}^+(\Sigma, \mathcal{P})$ of a marked surface was first defined by Muller [30] in connection with quantum cluster algebras. In a sense, the Muller algebra $\mathcal{I}^+(\Sigma, \mathcal{P})$ is a quantization of the decorated Teichmüller space of Penner [32].

3 Splitting homomorphism

The ability to split stated skein algebras along ideal arcs, as introduced in [24], has been instrumental in understanding the structure of stated skein algebras of surfaces [9]. We now show that this can be generalized to stated skein modules in general.

3.1 3-manifold case

Suppose $(\mathcal{M}, \mathcal{N})$ is a marked 3-manifold and $D$ is a properly embedded closed disk in $\mathcal{M}$ which is disjoint from the closure of $\mathcal{N}$. By splitting $\mathcal{M}$ along $D$ we mean taking a 3-manifold $\mathcal{M}'$ whose boundary contains two copies $D_1$ and $D_2$ of $D$ such that gluing $D_1$ to $D_2$ gives a manifold homeomorphic to $\mathcal{M}$. Additionally, let $a \subset D$ be any choice of an oriented open interval along with $a_1 \subset D_1$ and $a_2 \subset D_2$ being the result of $a$ under splitting $\mathcal{M}$ along $D$, alternatively meaning that $a_1$ and $a_2$ are the preimage of $a$ under the gluing map. Then the marked 3-manifold $(\mathcal{M}', \mathcal{N}')$, where $\mathcal{N}' = \mathcal{N} \cup a_1 \cup a_2$, is called a splitting of $(\mathcal{M}, \mathcal{N})$ along $(D, a)$. 
An $N$-tangle $\alpha$ in $M$ is said to be $(D, a)$-transverse if its splitting along $(D, a)$ is an $N'$-tangle, meaning $\alpha$ is transverse to $D$, $\alpha \cap D = \alpha \cap a$, and the framing at every point of $\alpha \cap a$ is a positive tangent vector of $a$. Suppose additionally that $\alpha$ is stated. The preimage under gluing together $(D_1, a_1)$ and $(D_2, a_2)$ for each point of intersection between $\alpha$ and $a$ gives a pair of boundary points on $a_1$ and $a_2$ for the splitting $\alpha'$ of $\alpha$. The state of $\alpha$ does not determine a state for these new boundary points of $\alpha'$. Given any map $s : \alpha \cap a \rightarrow \{\pm\}$ let $(\tilde{\alpha}, s)$ be the stated $N'$-tangle with where the assignment of $x \in \alpha \cap a$ determines both states of the pair of boundary points in the preimage of $x$. We call $(\tilde{\alpha}, s)$ a lift of $\alpha$, and note that if $|\alpha \cap a| = k$ then $\alpha$ has $2^k$ distinct lifts.

**Theorem 7** Suppose $(M, N)$ is a marked 3-manifold and $D$ is a closed, properly embedded disk in $M$. Assume additionally that $D$ is disjoint from the closure of $N$, and $a$ is an oriented open interval in the interior of $D$. Let $(M', N')$ be a result of splitting $(M, N)$ along $(D, a)$, as described above.

There is a unique $R$-module homomorphism

$$\Theta_{(D, a)} : \mathcal{S}(M, N) \rightarrow \mathcal{S}(M', N')$$

such that if $\alpha$ is an $N$-tangle in $M$ which is $(D, a)$-transverse, then $\Theta_{(D, a)}(\alpha)$ is the sum of all lifts of $\alpha$. Utilizing the notation from above,

$$\Theta_{(D, a)}([\alpha]) = \sum_{s : \alpha \cap a \rightarrow \{\pm\}} [([\tilde{\alpha}, s])] .$$

**Remark 3** When it is clear from context we will denote $\Theta_{(D, a)}$ by $\Theta$, or $\Theta_D$ if we look to only emphasize the disk $D$.

**Proof** We will reduce the proof to the case covered by [24, Theorem 3.1].

Let $T(D, a)$ denote the $R$-module freely generated by the set of stated $N$-tangles which are $(D, a)$-transverse, noting that this is the set of all tangles and not the collection of isotopy classes. We also note that any isotopy class of $N$-tangles contains a $(D, a)$-transverse representative. Thus the skein module $\mathcal{S}(M, N)$ is the quotient of $T(D, a)$ by the equivalence relation generated by isotopies of $(D, a)$-transverse $N$-tangles and the defining relations in Fig. 1.

Define an $R$-linear map $\hat{\Theta} : T(D, a) \rightarrow \mathcal{S}(M', N')$ by

$$\hat{\Theta}(\alpha) = \sum_{s : \alpha \cap a \rightarrow \{\pm\}} [([\tilde{\alpha}, s])] .$$

We will show that $\hat{\Theta}$ descends to a well defined map, $\Theta : \mathcal{S}(M, N) \rightarrow \mathcal{S}(M', N')$, by showing that $\hat{\Theta}$ is constant on isotopy classes, and that the images of the defining relations in Fig. 1 are equal.

Now take $U$ to be an embedded collared neighborhood of $D$. Then any isotopy can be decomposed into stages which are supported in the interior of $U$ and stages which are supported in the complement of $D$. The support of any defining relation can also be assumed either to be in $U$ or disjoint from $D$. If the support of an isotopy or a defining relation is disjoint from $D$, then the image under $\hat{\Theta}$ is unchanged by definition. Now we see that isotopies and defining relations which are supported in the interior of $U$ can be represented diagrammatically. Take a diffeomorphism of the interior of $U$ to the open cube $(-1, 1)^3$ such that $a \subset \{(0, 0)\} \times (-1, 1)$ and $D$ is the closure of $\{(0)\} \times (-1, 1)^2$. In this standardized form, an isotopy supported in $U$ can be further decomposed into a combination of Reidemeister moves and additional moves created by tangency to $D$, crossings coinciding with $D$ and height.
exchanges. The invariance of these moves and the defining relations is verified by considering diagrammatic projections onto $D$ in Theorem 3.1 of [24]. Thus $\Theta$ is well defined.

Remark 4 In Theorem 7 we can relax the requirement that $D$ is a closed disk. We may instead assume that $D$ is a disk obtained from a closed disk by removing a finite number of closed intervals on the boundary. When such a disk $D$ is properly embedded into $M$ and has an open interval $a$ in its interior, we can split $(M, N)$ as usual, and Theorem 7 still holds. This case actually reduces to the case of splitting along a closed disk by utilizing the pseudo-isomorphisms of Example 1.

Remark 5 Immediately from the definition of the splitting homomorphism we see that for any two disjoint embedded disks $D_1$ and $D_2$ splitting along the two disks commutes in the sense that

$$\Theta_{D_1} \circ \Theta_{D_2} = \Theta_{D_2} \circ \Theta_{D_1}$$

3.2 Specializing to surfaces

Specializing the splitting homomorphism of Theorem 7 to the case of thickenings of marked surfaces, and then translating to the language of punctured bordered surfaces as explained in Sect. 2.5, we exactly reduce to the splitting homomorphism of stated skein algebras originally developed in [24]. In this way we see the splitting homomorphism of Theorem 7 as a generalization of the previously known splitting homomorphism for punctured bordered surfaces which we will briefly describe for the benefit of the reader.

Let $c$ be an ideal arc of a punctured bordered surface $S$. By splitting $S$ along an ideal arc $c$ we mean taking a new punctured bordered surface $S'$ whose boundary contains two boundary edges $c_1$ and $c_2$ which when glued together give a surface homeomorphic to $S$ where the image of $c_1$ and $c_2$ is $c$. The thickening of $S$, denoted $\widetilde{S} := S \times (-1, 1)$, has boundary $\partial \widetilde{S} = \partial S \times (-1, 1)$. A $\widetilde{S}$-tangle $\alpha$ is vertically transverse to $c \times (-1, 1)$ if $\alpha$ is transverse to $c \times (-1, 1)$, the framing at every point of $\alpha \cap (c \times (-1, 1))$ is vertical, and the heights of points in $\alpha \cap (c \times (-1, 1))$ are distinct. Additionally, assume that $\alpha$ is stated. Then given any $s : \alpha \cap (c \times (-1, 1)) \rightarrow \{\pm\}$, let $(\alpha')s$ be the $\widetilde{S}'$-tangle (in $\widetilde{S}'$) which is the splitting of $\alpha$ with states on the newly created boundary points determined by $s$, and call such $(\alpha', s)$ a lift of $\alpha$. Theorem 7 for punctured bordered surfaces becomes the following, which was originally proved in [24].

Theorem 8 (Theorem 3.1 of [24]). Suppose $c$ is an ideal arc of a punctured bordered surface $S$ and $S'$ is a splitting of $S$ along $c$. There is a is a unique $\mathcal{R}$-algebra homomorphism

$$\Theta_c : \mathcal{S}(S) \rightarrow \mathcal{S}(S')$$

such that if $\alpha$ is a stated $\widetilde{S}$-tangle vertically transverse to $c \times (-1, 1)$ then $\Theta_c(\alpha)$ is the sum of all the lifts of $\alpha$. Moreover $\Theta_c$ is an algebra embedding.

The fact that $\Theta_c$ is an algebra homomorphism is clear from the definition; that it is an embedding follows from a consideration of the bases of the relevant stated skein algebras.

Remark 6 In the case of 3—manifolds the possibility of torsion in the stated skein module prevents a direct generalization. The question of the injectivity for $\Theta_D$ in the general case will be addressed in future work by the second author and Costantino [10]. In this future work, non-trivial elements in the kernel of $\Theta_D$ will be constructed for when a non-separating sphere exists and $q$ is a root of unity.
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3.3 Splitting the splitting homomorphism

Suppose $c$ is an oriented ideal arc of a punctured bordered surface $\mathcal{S}$, and $V \subset c$ is a finite collection of points on $c$. Let $\tilde{\mathcal{S}} = \mathcal{S} \setminus V$. Then $c \setminus V = \bigsqcup_{i=1}^{k} c_i$ is the disjoint union of ideal arcs $c_i$ of $\tilde{\mathcal{S}}$. Let $\mathcal{S}'$ be the result of splitting $\mathcal{S}$ along $c$, and $\tilde{\mathcal{S}}'$ be the result of splitting $\tilde{\mathcal{S}}$ along all $c_i$. We have natural embeddings $\iota : \tilde{\mathcal{S}} \hookrightarrow \mathcal{S}$ and $\iota : \tilde{\mathcal{S}}' \hookrightarrow \mathcal{S}'$ as seen in Fig. 5.

The orientation of $c$ induces an orientation on the two boundary edges of $\mathcal{S}'$ which are the image of $c$ under splitting along $c$. Using the orientation of these copies copies of $c$ we can use functoriality to define the induced map $\iota_\ast : \mathcal{S}'(\tilde{\mathcal{S}}') \to \mathcal{S}'(\mathcal{S}')$, as described in Sect. 2.9.

By the commutativity of the splitting homomorphisms, the composition of all of the splitting homomorphisms $\Theta_{c_i}$ can be taken in any order. With a slight abuse of notation, we also denote this composition by $\Theta_c : \mathcal{S}(\tilde{\mathcal{S}}) \to \mathcal{S}(\tilde{\mathcal{S}}')$. From the definition of the splitting homomorphism applied to stated tangle diagrams we have the following result.

**Lemma 3** One has that $\Theta_c$ and $\iota_\ast$ commute, in the sense that the following diagram is commutative:

$$
\begin{array}{ccc}
\mathcal{S}(\tilde{\mathcal{S}}) & \xleftarrow{\iota_\ast} & \mathcal{S}(\mathcal{S}) \\
\downarrow_{\Theta_c} & & \downarrow \Theta_c \\
\mathcal{S}(\mathcal{S}') & \xleftarrow{\iota_\ast} & \mathcal{S}(\tilde{\mathcal{S}}')
\end{array}
$$

3.4 The bigon and a coaction

The Hopf algebra $O_{q^2}(SL(2))$, known as the quantum coordinate ring of the Lie group $SL_2$, is the $\mathcal{R}$–algebra generated by $a, b, c, d$ with relations

\begin{align}
ca &= q^2 ac, \quad db = q^2 bd, \quad ba = q^2 ab, \quad dc = q^2 cd, \quad bc = cb, \\
ad - q^{-2}bc &= 1, \quad da - q^2 cb = 1
\end{align}
Fig. 6 Two depictions of the bigon, with the arc $\alpha$ stated with $\mu$ and $\nu$

The coproduct $\Delta$, counit $\epsilon$, and antipode $S$ are given by

$$\begin{align*}
\Delta(a) &= a \otimes a + b \otimes c, \quad \Delta(b) = a \otimes b + b \otimes d, \\
\Delta(c) &= c \otimes a + d \otimes c, \quad \Delta(d) = c \otimes b + d \otimes d, \\
\epsilon(a) &= \epsilon(d) = 1, \quad \epsilon(c) = \epsilon(b) = 0, \\
S(a) &= d, \quad S(d) = a, \quad S(b) = -q^2 b, \quad S(c) = -q^{-2} c.
\end{align*}$$

(12)

In addition, the Hopf algebra $O_{q^2}(SL(2))$ has a co-$R$-matrix with which it becomes a dual quasitriangular Hopf algebra (see [29, Section 2.2]), which is also known as a co-braided Hopf algebra (see [18, Section VIII.5]). The co-$R$-matrix makes the category of $O_{q^2}(SL(2))$-modules into a ribbon category allowing for the construction of quantum invariants of links and 3-manifolds.

The bigon $\mathcal{B}$ is the punctured border surface obtained from the closed disk by removing two of its boundary points. Alternatively we can identify $\mathcal{B}$ with $(-1,1) \times [0,1]$, and the arc $\alpha = 0 \times [0,1]$ is called the core of $\mathcal{B}$, see Fig. 6.

Splitting $\mathcal{B}$ along an ideal arc connecting the two ideal points gives a disjoint union of two copies of $\mathcal{B}$. Hence the splitting homomorphism gives an algebra homomorphism

$$\Delta : \mathcal{H}(\mathcal{B}) \to \mathcal{H}(\mathcal{B}) \otimes \mathcal{H}(\mathcal{B}),$$

which is compatible with the algebra structure. There are also geometric definitions of a counit, an antipode, and a co-$R$-matrix which make $\mathcal{H}(\mathcal{B})$ a co-braided Hopf algebra. It is shown in [9] that there is an isomorphism of co-braided Hopf algebras $\mathcal{H}(\mathcal{B})$ and $O_{q^2}(SL(2))$ given by

$$\begin{align*}
\alpha_{++} &\to a, \quad \alpha_{+-} \to b, \quad \alpha_{-+} \to c, \quad \alpha_{--} \to d.
\end{align*}$$

(13)

The bigon $\mathcal{B}$, a punctured bordered surface, corresponds to the marked surface $(\mathcal{B}, \mathcal{P})$, where $\mathcal{P}$ consists of two points, one on each boundary edge. We call $(\mathcal{B}, \mathcal{P})$ the marked bigon.

Let $a$ be a connected component of the set of markings $\mathcal{N}$ of a marked 3-manifold $(M, \mathcal{N})$. A small neighborhood of $a$ in $\partial M$ is a disk $D$. By pushing the interior of $D$ inside $M$ we get a new disk $D'$ which is properly embedded in $M$. Splitting $(M, \mathcal{N})$ along $D'$, we get a new marked 3-manifold $(M', \mathcal{N}')$ isomorphic to $(M, \mathcal{N})$, and another marked 3-manifold bounded by $D$ and $D'$. The latter, after removing the common boundary of $D$ and $D'$, is isomorphic to the thickening of the marked bigon. Hence the splitting homomorphism gives an $R$-homomorphism

$$\Delta_a : \mathcal{H}(M, \mathcal{N}) \to \mathcal{H}(M, \mathcal{N}) \otimes O_{q^2}(SL(2)).$$

Directly following the argument for the case of surfaces in [9], one can check that $\Delta_a$ gives $\mathcal{H}(M, \mathcal{N})$ a right comodule structure over $O_{q^2}(SL(2))$. As $O_{q^2}(SL(2))$ is the Hopf dual
of the quantized enveloping algebra $U_q(z(s_2))$, a right comodule over $O_q(s_2)(SL(2))$ is a left module over $U_q(z(s_2))$, whose representation theory is well known. In the case of surfaces, the $U_q(z(s_2))$-module structure of $\mathcal{H}(M, N)$ is described in [9], and the method developed there can be used to study the $U_q(z(s_2))$-module structure of $\mathcal{H}(M, N)$ in the 3-manifold case as well.

For later use, let us record the following computation.

**Lemma 4** Consider the algebra $O_q(z(s_2)(SL(2))$ with generators $a, b, c, d$ as defined above.

(a) For any $x \in \{a, b, c, d\}$ let $x_+$ and $x_-$ be respectively the first and the second term in the formula of $\Delta(x)$ given by (12). Then

$$x_+ x_- = q^4 x_+ x_-.$$  

(14)

(b) If $q$ is a root of 1 with $\text{ord}(q^4) = N$ then

$$T_N(a + d) = a^N + d^N.$$  

(15)

**Proof** (a) This follows immediately from the commutations in Equation (10).

(b) From the identities of Equation (11) we see that

$$q^2 a_d - q^{-2} d a = q^2 - q^{-2}$$  

(16)

Consider the following algebras

$$A := \mathcal{R}(a, d)/(q^2 a_d - q^{-2} d a = q^2 - q^{-2})$$

$$A' := \mathcal{R}(x^\pm, y^\pm)/(x = q^4 xy).$$

Note that $A$ is the $q-$boson algebra considered by Kashiwara [17, Section 3]. There is an $\mathcal{R}$-algebra homomorphism from $f : A \to A'$ given by $a \to x$ and $d \to x^{-1} + y$. We can see that $f$ is injective as follows. The filtration $(F_k(A))_{k=0}^\infty$ of $A$, where $F_k(A)$ is the span of monomials in $a$ and $d$ with total degree $\leq k$, is compatible with the algebra structure. Similarly, the filtration $(F_k(A'))_{k=0}^\infty$ of $A'$, where $F_k(A')$ is the span of monomials in $x$ and $y$ with total degree $\leq k$, is compatible with the algebra structure. Then looking at the image of $a$ and $d$ under $f$ we see that $f$ respects the filtration. On the level of associated graded algebras we have the associated homomorphism

$$\text{Gr}(f) : \mathcal{R}(a, d)/(da = q^4 ad) \to \mathcal{R}(x^\pm, y^\pm)/(yx = q^4 xy),$$

with

$$\text{Gr}(f)(a) = x \quad \text{Gr}(f)(d) = y$$

is injective, and so $f$ is injective as well.

As $yx = q^4 xy$ and $q^4$ is a root of 1 order $N$, we have, following identity (c) of Lemma 1, that

$$(x + y)^N = x^N + y^N.$$  

(17)

We then have

$$f(a^N + d^N) = x^N + (x^{-1} + y)^N = x^N + x^{-N} + y^N.$$  

(18)

$$f(T_N(a + d)) = T_N(f(a + d)) = T_N(x + x^{-1} + y).$$  

(19)

It is known that, see [2, Equation (2)] or [25, Corollary 3.2], in the quantum torus $A'$, with $4$ a root of unity of order $N$, the right hand side of Equation (18) and the right hand side of Equation (19) are equal. Hence we have Equation (15). □

The special case of (15) when $q^{1/2}$ is a root of unity of odd order is also proved in [20].
3.5 Open annulus

The open annulus $A := (-1, 1) \times S^1$ is a punctured bordered surface having empty boundary. It is diffeomorphic to the sphere with 2 points removed, meaning it has two ideal points. The curve $z = 0 \times S^1$ is called the core of $A$. The skein algebra $S(A)$ is isomorphic to $R[z]$, the polynomial algebra in $z$. Splitting $A$ along an ideal arc, $c$, which connects the two ideal points gives a bigon. The splitting homorphism is given by
\[ \Theta_c(z) = a + d, \]
where $a$ and $d$ are elements of $O_q^2(SL(2))$ which is identified with $S(A)$ under the isomorphism defined in Equation (13).

4 The Chebyshev–Frobenius homomorphism

4.1 Roots of unity

When $R = \mathbb{C}$, the field of complex numbers, and $q^{1/2} = \omega$ is a non-zero complex number, we denote $S(M, N)$ by $S_\omega(M, N)$. If $\omega$ is a root of 1, let $\text{ord}(\omega)$ be the least positive integer $n$ such that $\omega^n = 1$.

Remark 7 Note that the choice of $R = \mathbb{C}$ is used to emphasize the specialization of $q^{1/2}$ as a complex root of unity. Any choice of $R$ that contains a complex root of unity would suffice.

4.2 The main theorem

Recall the Chebyshev polynomials of type one, $T_n(x) \in \mathbb{Z}[x]$, are defined recursively as
\[ T_0(x) = 2, \quad T_1(x) = x, \quad T_n(x) = xT_{n-1}(x) - T_{n-2}(x), \quad \forall n \geq 2. \]

If $\alpha$ is an $N$-arc or $N$-knot in a marked 3-manifold $(M, N)$, then for every $k \in \mathbb{N}$ let $\alpha^{(k)}$ be the disjoint union of $k$ parallel copies of $\alpha$ where this parallel push-off is done in the direction of the framing of $\alpha$. Note that the $N$-isotopy class of $\alpha^{(k)}$ is uniquely determined by $\alpha$. We will often abuse notation and not distinguish between $\alpha^{(k)}$ and $[\alpha^{(k)}]$ as an element of the skein module $S_\omega(M, N)$. If $f(x) = \sum c_k x^k \in \mathbb{C}[x]$ is a polynomial, then we define the threading of $\alpha$ by $f$ to be the element $f^{\text{fr}}(\alpha) := \sum c_k \alpha^{(k)}$ in $S_\omega(M, N)$. If $\beta$ is another one-component $N$-tangle and $g = \sum d_j x^j \in \mathbb{C}[x]$ then we define
\[ f^{\text{fr}}(\alpha) \cup g^{\text{fr}}(\beta) = \sum c_k d_j \alpha^{(k)} \cup \beta^{(j)} \]
as an element of the skein module $S_\omega(M, N)$. Similarly, we can define $\cup_{i=1}^m (f_i)^{\text{fr}}(\alpha_i) \in S_\omega(M, N)$, where each $\alpha_i$ is a one-component $N$-tangle and each $f_i$ is a polynomial.

Theorem 9 Suppose $(M, N)$ is a marked 3-manifold and $\omega$ is a complex root of unity. Let $N = \text{ord}(\omega^8)$ and $\eta = \omega^{N^2}$.

(a) There exists a unique $\mathbb{C}$-linear map $\Phi_\omega : S_\eta(M, N) \to S_\omega(M, N)$ such that for any $N$-tangle $\alpha$, considered as an element of $S_\eta(M, N)$, its image $\Phi_\omega(\alpha)$ is the result of threading each knot component of $\alpha$ by $T_N$ and threading each $N$–arc component by $x^N$. Meaning explicitly, that for an $N$-tangle $\alpha = a_1 \cup \cdots \cup a_k \cup \alpha_1 \cup \cdots \cup \alpha_l$ where
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the $a_i$ are $N$-arcs and the $\alpha_i$ are $N$-knots,

$$\Phi_\omega(\alpha) = a_1^{(N)} \cup \cdots \cup a_k^{(N)} \cup (T_N)^{fr}(\alpha_1) \cup \cdots \cup (T_N)^{fr}(\alpha_l) \text{ in } \mathcal{I}_\omega(M,N).$$  \hspace{1em} (21)

(b) Additionally, we have that $\Phi_\omega$ commutes with the splitting homomorphism, meaning if $(M',N')$ is the result of splitting $(M,N)$ along $(D,a)$, then the following diagram commutes:

$$\begin{array}{ccc}
\mathcal{I}_\eta(M,N) & \xrightarrow{\Theta_{(D,a)}} & \mathcal{I}_\eta(M',N') \\
\downarrow_{\Phi_\omega} & & \downarrow_{\Phi_\omega} \\
\mathcal{I}_\omega(M,N) & \xrightarrow{\Theta_{(D,a)}} & \mathcal{I}_\omega(M',N')
\end{array}$$  \hspace{1em} (22)

We call $\Phi_\omega$ the Chebyshev–Frobenius homomorphism. For a brief history see Sects. 1.3 and 1.4.

We first prove a few technical lemmas, before giving a proof of Theorem 9 in Sect. 4.8.

4.3 Setting

Let $\widehat{\mathcal{I}}_\eta(M,N)$ be the $\mathbb{C}$-module freely generated by $N$-tangles, noting that this is the set of tangles and not isotopy classes of tangles. The kernel of the projection $\widehat{\mathcal{I}}_\eta(M,N) \to \mathcal{I}_\eta(M,N)$ is the $\mathbb{C}$-subspace of $\widehat{\mathcal{I}}_\eta(M,N)$ generated by $\alpha - \beta$ where $\alpha$ and $\beta$ are either related by a $N$-isotopy or are two sides of one of the defining relations seen in Fig. 1.

Define the $\mathbb{C}$-linear map $\widehat{\Phi}_\omega : \widehat{\mathcal{I}}_\eta(M,N) \to \mathcal{I}_\omega(M,N)$ such that if $\alpha$ is a stated $N$-tangle then $\widehat{\Phi}_\omega(\alpha)$ is the right hand side of (21). By this definition $\widehat{\Phi}_\omega(\alpha)$ depends only on the $N$-isotopy class of $\alpha$. We will show that $\widehat{\Phi}_\omega$ descends to a $\mathbb{C}$-linear map $\Phi_\omega : \mathcal{I}_\eta(M,N) \to \mathcal{I}_\omega(M,N)$ by proving that if $\alpha$ and $\beta$ are two sides of one of the defining relations seen in Fig. 1 then

$$\widehat{\Phi}_\omega(\alpha + \beta) = \Theta_c(\widehat{\Phi}_\omega(\alpha)).$$  \hspace{1em} (23)

4.4 Technical lemmas

We first prove a special case the commutativity of Diagram (22).

Lemma 5 Suppose $D$ is a disk properly embedded into a marked 3-manifold $(M,N)$ and $D$ contains an open interval $u$. Let $\alpha$ be a stated $N$-tangle which is $(D,u)$-transverse, such that $\alpha$ intersects $u$ in exactly one point. Let $(M',N')$ be the result of splitting $(M,N)$ along $(D,u)$. For $v \in \{\pm\}$ let $\alpha_v$ be the lift of $\alpha$, with both newly created boundary points having state $v$. Then

$$\widehat{\Phi}_\omega(\alpha_v) = \widehat{\Phi}_\omega(\beta_v).$$  \hspace{1em} (24)

Remark 8 Since $\Theta_c([\alpha]) = [\alpha_+] + [\alpha_-]$, it is tempting to write the left hand side of (24) as $\widehat{\Phi}_\omega(\Theta_c(\alpha))$. As $\widehat{\Phi}_\omega$ is defined on tangles themselves and not equivalence classes $\widehat{\Phi}_\omega(\Theta(\alpha))$ is not well defined.

Proof It is enough to consider the case when $\alpha$ has one component. There are two cases which we will address separately: (i) $\alpha$ is an $N$-arc, and (ii) $\alpha$ is an $N$-knot.

(i) Assume $\alpha$ is a $N$-arc. A small tubular open neighborhood of $\alpha \cup D$ in $M$ is pseudo-isomorphic to the thickening of a marked bigon (see Sect. 3.4), with $\alpha$ being identified with the core of the bigon and $D$ being the thickening of an ideal arc connecting the two ideal
points of the bigon. Then utilizing functoriality we may assume, without loss of generality, from the outset that \((M, N)\) is the thickening of the marked bigon \(\mathcal{B}\), \(\alpha\) is the core of the bigon, and \(D\) is the thickening of an ideal arc connecting the two ideal points.

Under the identification of \(\mathcal{J}(\mathcal{B})\) with \(\mathcal{O}_q^\mathfrak{g}(\text{SL}(2))\) by Equation (13), the \(N\)-tangle \(\alpha\), depending on the states at the end points, becomes an element \(x \in \{a, b, c, d\}\). Moreover, \(\alpha_+\) and \(\alpha_-\) are exactly the two terms on the right hand side of the formula of \(\Delta(x)\) given by Equation (12). The left hand side of Equation (24) is
\[
\hat{\Phi}_\omega(\alpha_+ + \alpha_-) = (\alpha_+)^N + (\alpha_-)^N,
\]
while the right hand side of Equation (24) is
\[
\Theta_c(\hat{\Phi}_\omega(\alpha)) = (\alpha_+ + \alpha_-)^N.
\]

Then by Equation (14) we have \(\alpha_-\alpha_+ = \omega^N\alpha_+\alpha_-\). With this commutation and \(\text{ord}(\omega^N) = N\), we have from Equation (17) that \((\alpha_+ + \alpha_-)^N = (\alpha_+)^N + (\alpha_-)^N\). This proves the Lemma in case (i).

(ii) Let \(\alpha\) be a \(N\)-knot. A small tubular neighborhood of \(\alpha \cup D\) is pseudo-isomorphic to the thickening of an open annulus (see Sect. 3.5) with \(\alpha\) being identified with the core \(z\) of the open annulus, and \(D\) being identified with the thickening of an ideal arc connecting the two ideal point. Then utilizing functoriality we may assume, without loss of generality, that \((M, N)\) is equal to this neighborhood with the above identifications. The splitting of \((M, N)\) along \(D\) is then the thickening of the bigon \(\mathcal{B}\). With the identification of \(\mathcal{J}(\mathcal{B})\) with \(\mathcal{O}_q^\mathfrak{g}(\text{SL}(2))\) by the isomorphism of Equation (13), we have \(\alpha_+ = a\) and \(\alpha_- = d\). The left hand side of Equation (24) is then
\[
\hat{\Phi}_\omega(\alpha_+ + \alpha_-) = a^N + d^N.
\]

Now as \(\Theta_c\) is an algebra homomorphism, the right hand side of of Equation (24) is
\[
\Theta_c(\hat{\Phi}_\omega(\alpha)) = \Theta_c(T_N(\alpha)) = T_N(\Theta_c(\alpha)) = T_N(a + d).
\]

By Lemma 4(b), when \(\text{ord}(\omega^N) = N\), the right hand sides of (27) and (28) are equal. Thus, we have (24).

\[\square\]

### 4.5 The square

In the next three lemmas we prove special cases of Identities (23).

Recalling the correspondence described in full in Sect. 2.5, we say a punctured bordered surface \(\mathcal{G}\) corresponds to the marked surface \((\Sigma, \mathcal{P})\), where \(\mathcal{P}\) consists of one point on each boundary edge of \(\mathcal{G}\). By identifying \(\widehat{\mathcal{P}}\)-isotopy classes of \(\widehat{\mathcal{P}}\)-tangles with \(\widehat{\mathcal{G}}\)-isotopy classes of \(\partial\mathcal{G}\)-tangles (as in Sect. 2.5), for every \(\partial\mathcal{G}\)-tangle, and hence for every \(\partial\mathcal{G}\)-tangle diagram \(\alpha\), we can define \(\hat{\Phi}_\omega(\alpha) \in \mathcal{J}_\omega(\mathcal{G}) = \mathcal{J}_\omega(\mathcal{G}, \mathcal{P})\).

\[\square\] Springer
The ideal square $\Omega$ is the punctured bordered surface obtained from the closed disk by removing four boundary points, which we view as a square without its vertices.

Let $X$ be a stated $\partial \Omega$-tangle diagram in $\Omega$ consisting of 2 arcs as in Fig. 7, with arbitrary states on the boundary. Let $X_+$ (respectively $X_-$) be result of the positive (respectively negative) resolution of the only crossing of $X$.

Lemma 6 In $\mathcal{S}_\omega(\Omega)$ one has
\[
\hat{\Phi}_\omega(X) = \eta^2 \hat{\Phi}_\omega(X_+) + \eta^{-2} \hat{\Phi}_\omega(X_-). \tag{29}
\]

Proof We proceed by induction to prove that in $\mathcal{S}(\Omega)$, for any ground ring $\mathcal{R}$ containing an invertible $q^{1/2}$ and any $m \in \mathbb{N}$, we have
\[
X^{(m)} = \sum_{j=0}^{m} q^{m^2 - 4mj + 2j^2} \left[ \begin{array}{c} m \\ j \end{array} \right] q^j X_+^{(m-j)} X_-^{(j)}. \tag{30}
\]

The base case of $m = 1$ is $X = qX_+ + q^{-1}X_-$, which follows immediately from the skein relation (A) of Fig. 1. Now assume the formula holds true for a fixed $k$. The diagram of $X^{(k+1)}$ is presented by a grid as in Fig. 8, and the crossings will be parameterized similarly to entries of a $(k+1) \times (k+1)$ matrix. For example, the upper left crossing is the $(1,1)$-crossing. Observe that all endpoints on a given boundary edge have identical states. Under these conditions, it follows from a combination of height exchange moves and the trivial arc relation that any tangle diagram having an arc with both endpoints on the same boundary is 0 in $\mathcal{S}(\Omega)$. Note that this fact requires that all of the states on a given boundary edge are identical, and not just that the endpoints of the returning arc have equal states.

Now define $h_+$ and $h_-$ be the tangle diagrams obtained as positive and negative resolutions, respectively, of the $(1,1)$-crossing in the diagram $X^{(k+1)}$. Then by definition, the skein relation applied to the $(1,1)$-crossing of $X^{(k+1)}$ gives
\[
X^{(k+1)} = qh_+ + q^{-1}h_-.
\]

Looking at consecutive resolutions in $h_+$ along the top row of crossings, meaning the $(1, 2)$-crossing through the $(1, k + 1)$-crossing, we see that each negative resolution would gives a trivial arc with the bottom boundary edge, meaning the only nonzero diagram occurs when
all crossings are resolved positively. Then following a similar argument if we consecutively resolve the crossings down the rightmost column, meaning the \((2, k + 1)\)-crossing to the \((k + 1, k + 1)\)-crossing, we have the only nonzero diagram occurs when each of these crossings are resolved positively. Together this implies

\[
h_+ = q^{2k} X_+ \cdot X^{(k)} \in \mathcal{S}(\Omega).
\]

Similarly, a mirrored argument on \(h_-\), meaning consecutively resolving the top row of crossings and the left-most column of crossings, gives that the only nonzero diagram occurs when each crossing is resolved negatively. Hence,

\[
h_- = q^{-2k} X^{(k)} \cdot X_- \in \mathcal{S}(\Omega).
\]

Taken together we have

\[
X^{(k+1)} = q^{2k+1} X_+ \cdot X^{(k)} + q^{-2k-1} X^{(k)} X_-,
\tag{31}
\]

which allows us to proceed with our inductive step.

Then applying our inductive hypothesis of Equation 30 to the right hand side of Equation 31 we have

\[
q^{2k+1} \left( \sum_{i=0}^{k} q^{k^2 - 4ki + 2i^2} \binom{k}{i} q^i X^{(k+1-i)} X_-^{(i)} \right)
+ q^{-2k-1} \left( \sum_{i=0}^{k} q^{k^2 - 4ki + 2i^2} \binom{k}{i} q^i X_+^{(k-i)} X_-^{(i+1)} \right)
\]

Combining like terms gives

\[
q^{(k+1)^2} X_+^{(k+1)} + q^{-(k+1)^2} X_-^{(k+1)}
+ \left( \sum_{i=1}^{k} q^{(k+1)^2 - 4(k+1)i + 2i^2} \left( q^{4i} \binom{k}{i} + \binom{k}{i-1} \right) X_+^{(k+1-i)} X_-^{(i)} \right)
\]

Then applying the the \(q\)-binomial identity from part (b) of Lemma 1 simplifies to

\[
= \sum_{i=0}^{k+1} q^{(k+1)^2 - 4(k+1)i + 2i^2} \binom{k+1}{i} X_+^{(k+1-i)} X_-^{(i)},
\]

which completes the proof that Equation (30) holds in \(\mathcal{S}(\Omega)\).

When \(q^{1/2} = \omega\), the element \(q^4 = \omega^8\) is a root of 1 of order \(N\). Then from part (a) of Lemma 1 we have that \(q^{m^2 - 4mj + 2j^2} \binom{m}{j} q^j = 0\) unless \(j = 0\) or \(j = N\). Applying this to Equation (30) gives

\[
X^{(N)} = \omega N^2 X_+^{(N)} + \omega^{-N^2} X_-^{(N)},
\]

and our result follows as desired. \(\square\)

### 4.6 The punctured bigon

The **punctured bigon** \(\hat{B}\) is the result of removing an interior point from the bigon. Let \(Y\) be the stated \(\partial \hat{B}\)-tangle diagram on \(\hat{B}\) as in Fig. 9, and \(Y_+\) (respectively \(Y_-\)) be the result of the positive (respectively negative) resolution of the only crossing of \(Y\).
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Fig. 9 The punctured bigon $\hat{B}$ and the stated tangles $Y, Y_+, Y_-$

**Lemma 7** In $\mathcal{X}_\omega(\hat{B})$ one has

$$\hat{\Phi}_\omega(Y) = \eta^2 \hat{\Phi}_\omega(Y_+) + \eta^{-2} \hat{\Phi}_\omega(Y_-).$$

(32)

**Proof** Let $c$ be the ideal arc connecting the interior ideal point and the top ideal point, as seen in Fig. 10.

The result of splitting $\hat{B}$ along $c$ is the ideal square $Q$. The two lifts of $Y$ are stated $\partial Q$-tangle diagrams $X_1$ and $X_2$, each of which is an appropriately stated copy of $X$ from Fig. 7. Similarly, the two lifts of $Y_+$ are $X_{+,1}$ and $X_{+,2}$, each of which is a stated copy of $X_+$, and the two lifts of $Y_-$ are $X_{-,1}$ and $X_{-,2}$, each of which is a stated copy of $X_-.$

Since the splitting homomorphism $\Theta_c : \mathcal{X}_\omega(\hat{B}) \hookrightarrow \mathcal{X}_\omega(Q)$ is an algebra embedding, to prove Identity (32) one only needs to prove the validity of its image under $\Theta_c,$ i.e.

$$\Theta_c(\hat{\Phi}_\omega(Y)) = \eta^2 \Theta_c(\hat{\Phi}_\omega(Y_+)) + \eta^{-2} \Theta_c(\hat{\Phi}_\omega(Y_-)).$$

(33)

By Lemma 5, we have

$$\Theta_c(\hat{\Phi}_\omega(Y)) = \hat{\Phi}_\omega(X_1) + \hat{\Phi}_\omega(X_2)$$

Using Lemma 6, we have, for $i = 1, 2$

$$\hat{\Phi}_\omega(X_i) = \eta^2 \hat{\Phi}_\omega(X_{i,+}) + \eta^{-2} \hat{\Phi}_\omega(X_{i,-}).$$

Hence

$$\Theta_c(\hat{\Phi}_\omega(Y)) = \eta^2(\hat{\Phi}_\omega(X_{+,1}) + \hat{\Phi}_\omega(X_{+,2})) + \eta^{-2}\hat{\Phi}_\omega(X_{-,1}) + \hat{\Phi}_\omega(X_{-,2})$$

$$= \eta^2 \Theta_c(\hat{\Phi}_\omega(Y_+)) + \eta^{-2} \Theta_c(\hat{\Phi}_\omega(Y_-)),$$

where the second identity follows from Lemma 5. This completes the proof. $\square$

4.7 The marked annulus

The closed annulus is $[0, 1] \times S^1.$ The result of removing a point in each boundary component of the closed annulus is denoted by $A,$ and its corresponding marked surface is called a marked annulus.

Let $Z$ be a stated $\partial A$-tangle diagram in $A$ as in Fig. 11, with arbitrary states on the boundary. Let $Z_+$ (respectively $Z_-$) be the result of the positive (respectively negative) resolution of the only crossing of $Z.$

Fig. 10 Cutting along the ideal arc $c$
Lemma 8 In $\mathcal{S}_\omega(\mathbb{H})$ one has

$$\hat{\Phi}_\omega(Z) = \eta^2 \hat{\Phi}_\omega(Z_+) + \eta^{-2} \hat{\Phi}_\omega(Z_-).$$ (34)

Proof Let $c$ be the ideal arc connecting the ideal points as seen in Fig. 11.

The result of splitting $\mathbb{H}$ along $c$ is the ideal square $Q$. The two lifts of $Z$ are stated $\partial Q$-tangle diagrams $X_1$ and $X_2$, each of which is a stated copy of $X$ from Fig. 7. Similarly, the two lifts of $Z_+$ are $X_{+,1}$ and $X_{+,2}$, each of which is a stated copy of $X_+$, and the two lifts of $Z_-$ are $X_{-,1}$ and $X_{-,2}$, each of which is a stated copy of $X_-$. Now one can repeat the proof of Lemma 7 to obtain the result. $\square$

4.8 Proof of Theorem 9

Proof (a) We need to show that $\hat{\Phi}_\omega(\alpha) = \hat{\Phi}_\omega(\beta)$ if $\alpha$ and $\beta$ are respectively the left and the right sides of one of the defining relations seen in Fig. 1. The support of each relation is a ball, $B$. Note that in each relation, $\alpha$ is a stated $\mathcal{N}$-tangle which without loss of generality we may assume does not have any component disjoint from $B$. Let $U$ be the union of the support ball, $B$, and a small open tubular neighborhood of $\alpha$, and let $V = U \cap \mathcal{N}$. The functoriality of stated skein modules, along with the embedding of $(U, V)$ into $(M, \mathcal{N})$, implies that it is enough show that

$$\hat{\Phi}_\omega(\alpha) = \hat{\Phi}_\omega(\beta) \text{ in } \mathcal{S}_\omega(U, V).$$ (35)

Below we consider the 5 defining relations. First we notice that when $\partial \alpha = \emptyset$, then $V = \emptyset$, and Identity (35) was already proved in [4]; see also [23] for alternative proof utilizing skein theoretic techniques. As such we will consider only the case when $\partial \alpha \neq \emptyset$.

We begin by looking at the skein relation seen in Fig. 12.

There are three cases: (i) $\alpha$ consists of two arcs, (ii) $\alpha$ consists of one arc, and (iii) $\alpha$ consists of one arc and one loop.

(i) Suppose $\alpha$ consists of two arcs. Then $(U, V)$ is pseudo-isomorphic to the thickening of the ideal square $Q$, and Identity (35) was proved in Lemma 6.

(ii) Suppose $\alpha$ consists of a single arc. Then $(U, V)$ is pseudo-isomorphic to the thickening of the punctured bigon $\mathbb{B}$, and Identity (35) was proved by Lemma 7. We note that it is necessary to consider the reflection of Lemma 7 under the reflection anti-involution of
(iii) Suppose $\alpha$ consists of one arc and one loop. Then $(U, V)$ is pseudo-isomorphic to the thickening of the annulus $A$, and Identity (35) was proved by Lemma 8. Here again we note the need for the image of Lemma 8 under the reflection anti-involution to cover the case when the closed loop component crosses over the arc component.

We next look at the trivial knot relation seen in Fig. 13. In this case Identity (35) becomes the easily verified identity

$$T_N(-\omega^4 - \omega^{-4}) = -\eta^4 - \eta^{-4},$$

and as $\partial \alpha = \emptyset$, this was already proved in [4,23].

We next look at the trivial arc relation of type 1 seen in Fig. 14. We need to prove that $\hat{\Phi}_\omega(\alpha) = \eta^{-1}$. Since $\alpha$ is arc, we have $\hat{\Phi}_\omega(\alpha) = \alpha^{(N)}$. We draw a diagram of $\alpha^{(N)}$ in Fig. 15, which has $N(N-1)/2$ crossings. Using the height exchange move from Equation (8) with $\nu = -1$ we have that

$$\alpha^{(N)} = (\omega^2)^{-N(N-1)/2} \gamma,$$

where $\gamma$ is described as in Fig. 15. Repeated applications of the trivial arc relation of type 1, shows that $\gamma = \omega^{-N}$. Taken together we have

$$\hat{\Phi}_\omega(\alpha) = \alpha^{(N)} = (\omega^2)^{-N(N-1)/2} \gamma = (\omega^2)^{-N(N-1)/2} \omega^{-N} = \eta^{-1},$$

which proves (35) for this case.

We next look at the trivial arc relation of type 2 seen in Fig. 16. We need to prove that $\hat{\Phi}_\omega(\alpha) = 0$, where $\alpha$ is a trivial arc with both states $+$ or both states $-$. Like in the previous case, the diagram of $\alpha^{(N)}$ has $N(N-1)/2$ crossings. Using the height exchange moves of Lemma 2 we can remove the crossings and get $\alpha^{(N)} = u \gamma$, where $u$ is a scalar, and $\gamma$ is as in Fig. 15, except all the states are $+$ or all the states are $-$. The trivial arc relation of type 2 implies that $\gamma = 0$. Hence $\hat{\Phi}_\omega(\alpha) = 0$, which proves (35) for this case.

Finally, we look at the state exchange relation seen in Fig. 17. This is the translation of the state exchange relation to punctured bordered surfaces. By definition, we have the diagrams of $\hat{\Phi}_\omega(\alpha)$ and $\hat{\Phi}_\omega(\beta)$ as described in Fig. 18.
The diagram of $\hat{\Phi}_\omega(\alpha)$ has $N^2$ crossings. Applying the relation seen in Fig. 17, we get

$$\hat{\Phi}_\omega(\alpha) = (\omega^2)^N \hat{\Phi}_\omega(\beta) = \eta^2 \hat{\Phi}_\omega(\beta),$$

which proves (35) for this case, and completes the proof of part (a).

(b) For every stated $\mathcal{N}$-tangle $\alpha$ in $M$ we need to prove that

$$\Theta_D(\Phi_\omega(\alpha)) = \Phi_\omega(\Theta_D(\alpha)). \quad (36)$$

Let $U$ be the union of a small open tubular neighborhood of $\alpha \cup D$. Then $U$ is the thickening of a surface which contains $\alpha$, and utilizing the embedding of $U$ into $M$ along with the functoriality of stated skein modules we only need to prove (36) in the case of $M = U$. Thus we may assume that $\alpha$ is a simple $\partial \mathcal{S}$-tangle diagram on a punctured bordered surface $\mathcal{S}$, with $c$ an ideal arc, and identity (36) becomes

$$\Theta_c(\Phi_\omega(\alpha)) = \Phi_\omega(\Theta_c(\alpha)). \quad (37)$$

We can assume that $\alpha$ is transverse to $c$. If $|\alpha \cap c| = 1$, then (37) follows exactly from Lemma 5.

Choose a finite subset $V \subset c$ such that $c \setminus V = \bigcup_{i=1}^k c_i$ and each $c_i$ intersects $\alpha$ at exactly one point. Let $\mathcal{S}' = \mathcal{S} \setminus V$. We are in the situation described in Lemma 3. Thus, let $\tilde{\mathcal{S}}'$ be the result of splitting $\mathcal{S}$ along $c$, and $\tilde{\mathcal{S}}'$ be the result of splitting $\tilde{\mathcal{S}}$ along all $c_i$. Choose an orientation for $c$, as in the discussion in Sect. 3.3, allowing for well defined induced maps on the corresponding skein modules. Let $\tilde{\alpha} \in \mathcal{J}(\tilde{\mathcal{S}})$ be the element defined by the same $\alpha$, but considered as an element of $\mathcal{J}(\tilde{\mathcal{S}}')$. Then clearly

$$\iota_*(\tilde{\alpha}) = \alpha, \quad (38)$$

where $\iota_* : \mathcal{J}(\tilde{\mathcal{S}}) \to \mathcal{J}(\mathcal{S})$ is the induced homomorphism. Since $\tilde{\alpha}$ intersects each $c_i$ in exactly one point, we have $\Theta_{c_i}(\Phi_\omega(\tilde{\alpha})) = \Phi_\omega(\Theta_{c_i}(\tilde{\alpha}))$ again by Lemma 5. As $\Theta_c : \mathcal{J}(\tilde{\mathcal{S}}) \to \mathcal{J}(\tilde{\mathcal{S}}')$ is the composition of the $\Theta_{c_i}$, we have

$$\Theta_c(\Phi_\omega(\tilde{\alpha})) = \Phi_\omega(\Theta_c(\tilde{\alpha})). \quad (39)$$

From the definition it is clear that $\iota_*$ commutes with $\Phi_\omega$. By Lemma 3 we have that $\iota_*$ commutes with $\Theta_c$. Hence applying $\iota_*$ to (39) and using (38), we get

$$\Theta_c(\Phi_\omega(\alpha)) = \Phi_\omega(\Theta_c(\alpha)).$$

Fig. 16 Trivial arc relation of type 2 (D)
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Fig. 17 The state exchange relation

which is Identity (37) as desired.

\[ q = N \]

4.9 Specializing to surfaces

Now we see how our main theorem can be specialized to the case of stated skein algebras of surfaces to give the following corollary:

**Corollary 1** Suppose $S$ is a punctured bordered surface and $\omega$ is a complex root of unity. Let $N = \text{ord}(\omega^8)$ and $\eta = \omega^{N^2}$.

(a) There exists a unique $\mathbb{C}$-linear algebra homomorphism $\Phi_\omega : \mathcal{S}_\eta(S) \to \mathcal{S}_\omega(S)$ determined on generators by if $\alpha$ is a $\partial S$–arc then $\Phi_\omega(\alpha) = \alpha^{(N)}$, and if $\alpha$ is a $\partial S$–knot then $\Phi_\omega(\alpha) = T_N(\alpha)$.

(b) Additionally, $\Phi_\omega$ is injective and we have that $\Phi_\omega$ commutes with the splitting homomorphism, meaning if $\hat{S}$ is the result of splitting $S$ along and ideal arc $\gamma$, then the following diagram commutes:

\[ \begin{array}{c}
\mathcal{S}_\eta(S) \xrightarrow{\Theta_\gamma} \mathcal{S}_\eta(\hat{S}) \\
\downarrow \Phi_\omega \quad \downarrow \Phi_\omega \\
\mathcal{S}_\omega(S) \xrightarrow{\Theta_\gamma} \mathcal{S}_\omega(\hat{S})
\end{array} \]  

(40)

**Proof** Aside from the injectivity, this is a direct specialization of Theorem 9. We will show $\Phi_\omega$ is injective separately for triangulable surfaces and surfaces which are not triangulable, as described in Sect. 2.10.

For triangulable surfaces, we will see injectivity of $\Phi_\omega$ as an application of the compatibility of $\Phi_\omega$ with the splitting homomorphism. Let $\Delta$ be an ideal triangulation of $S$, then combining the discussion of Sect. 2.10 with Theorem 8 we have the following injective map coming from the composition of splitting homomorphisms:

$$
\Theta_\Delta : \mathcal{S}(S) \hookrightarrow \bigotimes_{\Sigma \in \Delta} \mathcal{S}(\Sigma),
$$

where $\Sigma$ is the ideal triangle. We see that $\Theta_\Delta$ fits into the following commutative diagram by repeated applications of the compatibility of $\Phi_\omega$ with the splitting homomorphisms:

Fig. 18 The left is the diagram of $\hat{\Phi}_\omega(\alpha)$ and the right is the diagram of $\hat{\Phi}_\omega(\beta)$, where $N = 3$
\[
\begin{align*}
\mathcal{I}_\eta(\Sigma) & \overset{\Phi_\omega}{\longrightarrow} \mathcal{I}_\omega(\Sigma) \\
\otimes \mathcal{I}_\eta(\Sigma) & \overset{\Theta_\Delta}{\longrightarrow} \otimes \mathcal{I}_\omega(\Sigma).
\end{align*}
\]  

(41)

Then noting that the tensor product of injective maps between vector spaces is injective, we see the injectivity of \(\Phi_\omega\) in general to be reduced to the injectivity of \(\Phi_\omega\) in the specific case of the ideal triangle. Following Theorem 6 we see that a basis of \(\mathcal{I}(\Sigma)\) is given by crossingless diagrams of arcs which meet distinct boundary edges in \(\Sigma\), where on a given boundary edge there is never a negative state after a positive with respect to the orientation of that boundary edge induced by the orientation of the ideal triangle. Then note for an arc \(\alpha\), we have within a small neighborhood of \(\alpha\) that \(\alpha^{(N)}\) is the \(N\)-strand half twist equally stated on each boundary edge. Using that all the states on a given boundary edge are equal we have that \(N(N-1)\) height exchange moves, as seen in Lemma 2, can be applied to remove all of the crossings at the cost of a nonzero scalar multiple. Additionally, noting that the framed power will not introduce a negative state after any positive states we see that \(\Phi_\omega\) sends each basis diagram to a non-zero multiple of a basis diagram, meaning \(\Phi_\omega\) is injective.

Now we proceed to surfaces which are not triangulable. Then either \(\Sigma\) is a closed surface without punctures, or \(\Sigma\) is one of the few simple surfaces mentioned in Sect. 2.10.

We first address these simple surfaces. We have that the skein algebras of the sphere with one or fewer marked points and the disk with one or fewer boundary marked point are just the ground field, and so \(\Phi_\omega\) is injective immediately as it is nontrivial. For the sphere with two marked points we can use compatibility with the splitting homomorphism to reduce to the case of ideal bigon. This last case of the ideal bigon follows from a simplification of the argument given for the ideal triangle above. In particular, basis diagrams are sent directly to basis diagrams as the orientation of the two boundary edges can be chosen so the framed power of any arc is crossingless.

Now let us first assume \(\Sigma\) is a closed surface without punctures. The case of a genus one surface is handled separately, and follows from the explicit description given by Frohman and Gelca in [13]. This case is well known to experts, and is stated without proof in Theorem 3 of [14], but we include a proof here for completeness. Now assume that \(\Sigma\) is a closed surface without punctures with genus at least two. Note that in this case there is not a known quantum trace map, and proofs using ideal triangulations do not apply.

We can define the Dehn-Thurston coordinates of simple closed curves if we fix an ordered pants decomposition and a dual graph. Here an ordered pants decomposition \(P = \{P_1, \ldots, P_{3g-3}\}\) is a collection of simple closed curves that cut \(\Sigma\) into \(2g - 2\) pairs of pants; and a dual graph to \(P\) is an embedded trivalent graph with \(3g - 3\) edges such that each \(P_i\) is met transversely by exactly one edge and each pair of pants in \(\Sigma \setminus P\) contains exactly one trivalent vertex. Let \(B\) be the basis of isotopy classes of simple closed curves of \(\mathcal{I}(\Sigma)\). The Dehn-Thurston coordinates map is an injective map

\[v : B \rightarrow \mathbb{Z}^{6g-6},\]

where \((v(\alpha))_i = I(\alpha, P_i)\) for \(1 \leq i \leq 3g - 3\), and \((v_2(\alpha))_j\) for \(3g - 3 < j \leq 6g - 6\) is the twist coordinate of \(\alpha\) at \(P_i\). For details, see for example Sect. 3.6 of [15]. The image \(v(B)\) is a submonoid of \(\mathbb{Z}^{6g-6}\). Let \(\mu\) denote the inverse of \(v\) defined on \(v(B)\).

Now let \(x = \sum_{b \in S} c_b b \neq 0\) be a linear combination with \(b \in S \subseteq B\) where \(c_b \neq 0\) for \(b \in S\). Then we proceed by analyzing two cases separately. First we define \(S_{\text{max}}\) to be the
subset of $S$ of basis vectors, $b$, such that $\sum_{i=1}^{3g-3} (\nu(b))_i = k$ and $k$ is maximal among all $b \in S$.

First we assume that $k > 0$. In this case we define a lead term map, $lt(x) = \sum_{b \in S_{\text{max}}} c_b b$. We look to show that $\Phi_\omega(x) \neq 0$, by showing that $lt(\Phi_\omega(x)) \neq 0$. We begin by utilizing $\mu$, to describe each $b \in S_{\text{max}}$ as some $\mu(n_b)$ where $\{n_b\}$ are distinct vectors in the monoid $\nu(B)$. Now noting that $b' = \mu(r n_b)$, we see that

$$lt(T_N(b)) = \mu(N n_b).$$

Giving

$$lt(\Phi_\omega(x)) = \sum_{b \in S_{\text{max}}} c_b \mu(N n_b),$$

which is nonzero as $\sum_{i \in S_{\text{max}}} c_b \mu(N n_b)$ is nonzero. Thus $\Phi_\omega$ is injective in this case.

Now we need to consider the case when the value $k$ used in defining $S_{\text{max}}$ is zero. This corresponds to basis vectors which never intersect any of the curves in the ordered pants decomposition, meaning $x \in \mathbb{C}[P_1, ..., P_{3g-3}]$ the polynomial algebra in commuting variables. In this case, $\Phi_\omega(x) = T_N(x)$ and an additional leading term argument can be done using the ordinary degree of polynomials, to see $T_N(x) \neq 0$, meaning $\Phi_\omega$ is injective. □

**Remark 9** The above proof is stated for the case that $\mathcal{R}$ is a field, meaning that the stated skein algebra is a vector space, but the same argument holds in the general case of $\mathcal{R}$ being a commutative domain with a distinguished element $q$ with the appropriate order. In the specific case of stated skein algebras of surfaces, the stated skein algebra is a free module with a basis described in Sect. 2.6. Alternatively, the argument used for surfaces that do not admit an ideal triangulation can be adapted to all surfaces using the intersection number with the edges of an ideal triangulation as the coordinate data.

Even in the case of surfaces, the three-dimensional nature of Theorem 9 can provide additional insight beyond Corollary 1. For example, Corollary 1 does not explain why the image under $\Phi_\omega$ of the curve $\alpha$ in Fig. 19 is given by the threading of $\alpha$ by $T_N$. To calculate $\Phi_\omega(\alpha)$ using Corollary 1 one first resolves the crossing of $\alpha$ to get a linear sum of two simple diagrams, then apply the formula in Corollary 1 to each diagram. It is far from trivial to show that the result is the same as the threading of $\alpha$ by $T_N$.

**Remark 10** (a) When $\partial \mathcal{S} = \emptyset$, the existence of a Chebyshev homomorphism for the thickening of $\mathcal{S}$ was first proved in [4] using the quantum trace map. This result was recovered in [23] utilizing skein theoretic techniques.

(b) For the case of the positive submodule of the stated skein module for marked 3—manifolds Theorem 9 was proven in [25].

(c) Corollary 1, in the case that the order of $\omega$ is odd only, is also proved in [20], using independent arguments.

(d) A discussion of the Frobenius homomorphism for the skein algebra of surfaces with no marked points, and its relation to quantum Hamiltonian reduction can be found in [16]. Additionally, in the case of surfaces, quantum moduli algebras provide an alternative viewpoint to stated skein algebras, from this perspective a Frobenius homomorphism has been developed by [1].

**Remark 11** The injectivity of the Chebyshev–Frobenius homomorphism in the case of surfaces is in contrast to the case of stated skein modules of 3—manifolds in general. Even in the case of closed 3—manifolds, for example $S^2 \times S^1 \# S^2 \times S^1$, the kernel of the Chebyshev
The right hand side of this diagram is an example of a nontrivial equality for the stated skein algebras of surfaces arising from extending the Chebyshev–Frobenius homomorphism to 3–manifolds. Note that this example is for the skein algebra of unmarked surfaces.

Homomorphism may be non-trivial. This will be explored in upcoming work of the second author and Costantino [10].

4.10 Transparency and the Chebyshev–Frobenius image

We will show that the image of the Chebyshev–Frobenius map is always transparent or skew-transparent.

**Theorem 10** Suppose \((M, N)\) is a marked 3–manifold, and \(\omega\) is a root of unity, with \(N = \text{ord}(\omega^8)\). Then let \(N' = \text{ord}(\omega^4)\) and \(\mu = (-1)^{N'+1}\). If \(\alpha\) is a \(N\)–tangle, then \(\Phi_\omega(\alpha)\) is \(\mu\)–transparent in the sense that the identity in Fig. 20 holds.

In words this means the following. Suppose \(T_1\) is a stated \(N\)–tangle disjoint from \(\alpha\), and \(T_2\) is \(N'\)–isotopic to \(T_1\) through an isotopy which is disjoint from \(\alpha\) in all but one instance, where the intersection is transverse and in a single point. Then we have

\[
\Phi_\omega(\alpha) \cup T_1 = \mu(\Phi_\omega(\alpha) \cup T_2) \in \mathcal{S}(M, N).
\]

**Remark 12** We say transparency is \(\mu\)–transparency when \(\mu = 1\) and skew-transparency is \(\mu\)–transparency when \(\mu = -1\).

**Fig. 20** A depiction of \(\mu\)–transparency.
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Fig. 21 A local picture depicting the crossing of $\alpha^{(N)}, T_1, T_2$ and the resolutions of the corresponding crossings

**Proof** We can assume that $\alpha$ has one component. If $\alpha$ is a an $\mathcal{N}$-knot the $\mu$-transparency of $\Phi_\omega(\alpha) = T_N(\alpha)$ was proved in [23,25].

Suppose $\alpha$ is an $\mathcal{N}$-arc. Potentially up to isotopy of $T_1$ and $T_2$ we work with the local picture seen in Fig. 21. Then following a version of the consecutive resolutions argument seen in the proof of Lemma 6, we see that only the totally positive and totally negative resolutions result in nonzero diagrams.

It follows that

$$\alpha^{(N)} \cup T_1 = \omega^{2N} X_+ + \omega^{-2N} X_-.$$  \hfill (42)

Similarly the image under the reflection anti-involution gives,

$$\alpha^{(N)} \cup T_2 = \omega^{-2N} X_+ + \omega^{2N} X_-.$$  \hfill (43)

Which tells us

$$\alpha^{(N)} \cup T_1 = \omega^{4N} (\alpha^{(N)} \cup T_2) = \mu(\alpha^{(N)} \cup T_2),$$ as desired. $\square$

**Corollary 2** (a) If $\text{ord}(\omega^4)$ is odd we have $\Phi_\omega(\alpha)$ is transparent, and if $\text{ord}(\omega^4)$ is even we have $\Phi_\omega(\alpha)$ is skew-transparent.

(b) If $\alpha$ is a $\mathcal{N}$–arc we have $\alpha^{(2N)}$ is transparent, and if $\alpha$ is a $\mathcal{N}$–knot we have $T_{2N}(\alpha)$ is transparent.

**Proof** We see that (a) follows immediately from Theorem 10.

Additionally for (b), we have

$$\Phi_\omega(\alpha) \cup T_1 = (-1)^{N'+1} \Phi_\omega(\alpha) \cup T_2,$$

In particular, if $\alpha$ is a $\mathcal{N}$–arc we have have $\alpha^{(2N)}$ is transparent and if $\alpha$ is a $\mathcal{N}$–knot we have $T_{2N}(\alpha)^2$ is transparent. Following the product to sum formula for Chebyshev polynomials we have $T_{N}(\alpha)^2 = T_{2N}(\alpha) + 2$, meaning as 2 is central that $T_{2N}(\alpha)$ is transparent as desired. $\square$

### 4.11 Centers of skein algebras of surfaces

We have the following corollary in the case of surfaces.

**Corollary 3** Suppose $\mathcal{S}$ is a punctured bordered surface and $\omega$ is a root of unity with $N = \text{ord}(\omega^8)$.  

\[ \text{Springer} \]
(a) If $\alpha$ is a $\partial \mathcal{S}$-knot then $T_{2N}(\alpha)$ is central, and if $\alpha$ is a stated $\partial \mathcal{S}$—arc then $\alpha^{(4N)}$ is central.

(b) More precisely, let $N' = \text{ord}(\omega^4)$ and $N'' = \text{ord}(\omega^2)$, then we have that if $\alpha$ is a $\partial \mathcal{S}$—knot then $T_{N'}(\alpha)$ is central, and if $\alpha$ is a stated $\partial \mathcal{S}$—arc then $\alpha^{(N'')}$ is central.

Proof We first look to prove (b). If $\alpha$ is a $\mathcal{S}$—knot then centrality follows immediately from transparency. So our result follows from the previous discussion on transparency. If $\alpha$ is a $\partial \mathcal{S}$—arc, then transparency is not enough enough to imply centrality, and in particular commuting with other $\partial \mathcal{S}$-arcs having both endpoints on the same boundary component requires additional considerations to reorder the end points as needed. This can be accomplished through height exchange moves, where it may be necessary to use transparency to change a crossing before applying the allowed height exchange moves. In particular, we have that these moves applied to the boundary of $\alpha^{(k)}$ will give a factor of $\omega^{2k}$. This allows us to extend the previous results on transparency to centrality by utilizing that $\omega^{2N''} = 1$ by definition.

Then part (a) follows from noting that $2N$ is a multiple of $N'$ and $4N$ is a multiple of $N''$. 

Remark 13 Note that the above statements rely on using the framed powers of arcs rather than the power coming from the algebra structure. In particular, the powers of any nontrivial arc with both endpoints on the same boundary edge are not central unless $q^4 = 1$.

5 A quantum torus driven point of view

This section is devoted to giving an interpretation of the Chebyshev–Frobenius homomorphism as it relates to a quantum trace map, meaning embeddings of the stated skein algebra of surfaces into quantum tori.

In this section let $(\Sigma, \mathcal{P})$ be a marked surface satisfying the following properties:

(•) $\Sigma$ is the result of removing a finite set $\mathcal{V} = \{v_1, \ldots, v_m\}$ of interior points from an oriented compact connected surface $\mathcal{S}$ with non-empty boundary, and $\mathcal{P} \subset \partial \Sigma$ is a finite set such that every connected component of $\partial \Sigma$ intersects $\mathcal{P}$ non-trivially. Additionally, $(\Sigma, \mathcal{P})$ is not a monogon or a bigon.

5.1 Quasitriangulations and their associated quantum tori

In [26] it is shown that the skein algebra $\mathcal{S}(\Sigma, \mathcal{P})$ can be embedded into a quantum torus which is an algebra with notably simple algebraic structure. Let us briefly recall the embedding. The idea is to find a large enough set of $q$-commuting elements in $\mathcal{S}(\Sigma, \mathcal{P})$ and try to embed $\mathcal{S}(\Sigma, \mathcal{P})$ into the quantum torus generated by these $q$-commuting elements.

A $\mathcal{P}$-arc in $\Sigma$ is an immersion $\alpha : [0, 1] \to \Sigma$ such that $\alpha(0), \alpha(1) \in \mathcal{P}$ and the restriction of $\alpha$ onto $(0, 1)$ is an embedding into $\Sigma \setminus \mathcal{P}$. Two $\mathcal{P}$-arcs are $\mathcal{P}$-disjoint if they are disjoint in $\Sigma \setminus \mathcal{P}$. Two $\mathcal{P}$-arcs are $\mathcal{P}$-isotopic if they are isotopic in the class of $\mathcal{P}$-arc. A $\mathcal{P}$-arc is boundary if it is $\mathcal{P}$-isotopic to a $\mathcal{P}$-arc which is in the boundary $\partial \Sigma$. A $\mathcal{P}$-arc is trivial if it bounds a disk in $\Sigma$.

A $\mathcal{P}$-quasitriangulation $\mathcal{E}$ of $\Sigma$ is a maximal collection of non-trivial, pairwise $\mathcal{P}$-disjoint, and pairwise non $\mathcal{P}$-isotopic $\mathcal{P}$-arcs. Fix a $\mathcal{P}$-quasitriangulation $\mathcal{E}$ of $\Sigma$. Let $\mathcal{E}_b$ be the subset of $\mathcal{E}$ consisting of all boundary $\mathcal{P}$-arcs.
Remark 14  Note that the $\mathcal{P}$-arcs of a $\mathcal{P}$-quasitriangulation cut a surface into a collection of punctured monogons and triangles. This can then be extended to an ideal triangulation by including an ideal arc connecting the boundary with the puncture of each punctured monogon.

Consider a copy $\hat{\mathcal{E}}_\partial = \{ \hat{e} \mid e \in \mathcal{E}_\partial \}$ of $\mathcal{E}_\partial$, and let $\bar{\mathcal{E}} = \mathcal{E} \cup \hat{\mathcal{E}}_\partial$. We will consider $\bar{\mathcal{E}}$ as a subset of $\mathcal{J}(\Sigma, \mathcal{P})$ by identifying $e \in \mathcal{E}$ with the element $X_e \in S(\Sigma, \mathcal{P})$ as follows. First, if $e$ is a $\mathcal{P}$-arc having identical endpoints, which is a point $p \in \mathcal{P}$, then let $e' \subset \Sigma \times (-1, 1)$ be the same $e$ with the right incident half edge slightly raised so that it is higher than the left incident half edge, see Fig. 22.

Now define $X_e$ by:

- If $e \in \mathcal{E}$ has distinct endpoints, then $X_e$ is the equivalence class $[e]$ of the arc $e$ with positive states at both endpoints. If $e \in \mathcal{E}$ has identical endpoints, then $X_e = \omega[e']$, where both end points of $e'$ have positive states.

- If $\hat{e} \in \hat{\mathcal{E}}_\partial$, where $e \in \mathcal{E}_\partial$ is a boundary $\mathcal{P}$-arc having distinct endpoints, then $X_{\hat{e}}$ is the equivalence class $[\hat{e}]$ of the arc $e$ with one positive state followed by a negative state where the ordering is given with respect to the orientation of the boundary.

- If $\hat{e} \in \hat{\mathcal{E}}_\partial$, where $e \in \mathcal{E}_\partial$ is a boundary $\mathcal{P}$-arc having identical endpoints, then $X_{\hat{e}} = \omega^{-1}[e']$, where the higher endpoint of $e'$ has a negative state and the lower end point has a positive state.

The factors of $\omega$ and $\omega^{-1}$ are introduced so that $X_e$ is invariant under the reflection involution. For simplicity of notation, we identify $e \in \bar{\mathcal{E}}$ with $X_e \in \mathcal{J}(\Sigma, \mathcal{P})$. The height exchange moves show that any two $e, e' \in \hat{\mathcal{E}}$ are $q$-commuting: For $a, b \in \hat{\mathcal{E}}$ have

$$ab = q^{P(a, b)} ba,$$

where $P = P_{\bar{\mathcal{E}}}: \bar{\mathcal{E}} \times \bar{\mathcal{E}} \to \mathbb{Z}$ is defined by setting $P(a, b)$ to be

- the number of occurrences of $b$ meeting a vertex counterclockwise to $a$ minus the number of occurrences of $b$ meeting a vertex clockwise to $a$, if $a, b \in \mathcal{E}$, as seen in Fig. 23.

- the number of occurrences of $b$ meeting a vertex counterclockwise to $a$ added to the number of occurrences of $b$ meeting a vertex clockwise to $a$, if $a \in \hat{\mathcal{E}}$ and $b \in \mathcal{E}$, as seen in Fig. 24.

- $P(f, e)$ if $a = \hat{e}$ and $b = \hat{f}$.

Identify each interior point $v \in \mathcal{V}$ with the element of $\mathcal{J}(\Sigma, \mathcal{P})$ represented by a small loop surrounding the puncture $v$. Let $\mathcal{R}[\mathcal{V}]$ be the $\mathcal{R}$-algebra of polynomials in the variables $v_i \in \mathcal{V}$ with coefficients in $\mathcal{R}$. Then $\mathcal{R}[\mathcal{V}]$ is a subalgebra of the center of $\mathcal{J}(\Sigma, \mathcal{P})$.

$$P(a, b) = \# ( \begin{array}{c} b \\ p \end{array} ) - \# ( \begin{array}{c} a \\ b \end{array} ).$$

Fig. 23 A count that determines how $a$ and $b$ $q$-commute through the application of height exchange moves.
The algebra
\[ X_\omega(\Sigma; \mathcal{E}) := \mathcal{R}[\mathcal{V}](a^\pm 1 \mid a \in \mathcal{E})/\langle ab = \omega^{2P(a,b)ab} \rangle \]
is known as the quantum torus associated to \( P \), with ground ring \( \mathcal{R}[\mathcal{V}] \). Informally this is the \( \mathcal{R}[\mathcal{V}] \)-algebra of Laurent polynomials in the variables \( a \in \mathcal{E} \) which \( q \)-commute according to the rule seen in Equation (44). The subalgebra spanned by non-negative power monomials, i.e. the \( \mathcal{R}[\mathcal{V}] \)-subalgebra generated by \( a \in \mathcal{E} \), is known as the quantum space, and is denoted by \( X^+_\omega(\Sigma; \mathcal{E}) \).

The relation (44) shows that there is an algebra homomorphism from \( X^+_\omega(\Sigma; \mathcal{E}) \) to \( \mathcal{H}(\Sigma, \mathcal{P}) \) sending \( e \) to \( X_e \). Using the height exchange relation and the explicit basis of \( \mathcal{H}(\Sigma, \mathcal{P}) \) one can easily show that this algebra homomorphism is an embedding. See [21,26] for details.

**Theorem 11** ([26], Theorem 5.1). Suppose \((\Sigma, \mathcal{P})\) is a marked surface satisfying (⋆) and \( \mathcal{E} \) is a \( \mathcal{P} \)-quasitriangulation of \( \Sigma \). The algebra embedding \( X^+_\omega(\Sigma; \mathcal{E}) \hookrightarrow \mathcal{H}(\Sigma, \mathcal{P}) \) can be extended to an algebra embedding
\[ \phi_{\mathcal{E},\omega} : \mathcal{H}(\Sigma, \mathcal{P}) \hookrightarrow X_\omega(\Sigma; \mathcal{E}) \]

When \( \Sigma \) has no interior points, the restriction of \( \phi_{\mathcal{E},\omega} \) to the Muller subalgebra \( \mathcal{H}^+(\Sigma, \mathcal{P}) \) was first constructed by Muller [30], and if furthermore \( \omega = 1 \), then this map expresses the Penner lambda length of loop or a \( \mathcal{P} \)-arc as a Laurent polynomial in the lambda length of the edges of the quasitriangulation. Thus \( \phi_{\mathcal{E},\omega} \) could be called a “quantum trace map”.

The algebra embedding \( \phi_{\mathcal{E},\omega} : \mathcal{H}(\Sigma, \mathcal{P}) \hookrightarrow X_\omega(\Sigma; \mathcal{E}) \) can be considered as a coordinate map of \( \mathcal{H}(\Sigma, \mathcal{P}) \), where the coordinates depend on a \( \mathcal{P} \)-quasitriangulation.

### 5.2 Restricting the Frobenius homomorphism

Given any coordinate system, one can define functions in terms of these coordinates. However, such a function makes sense only when the definition does not depend on the coordinate system itself. We look to see how the choice of a \( \mathcal{P} \)-quasitriangulation provides an analogue of coordinates for the stated skein algebra of a marked surface, and how the Chebyshev–Frobenius homomorphism fits into this picture.

The simple nature of the quantum torus \( X_\omega(\Sigma; \mathcal{E}) \) allows us to define the following \( \mathcal{R} \)-algebra homomorphism, known as the \( N \)-th Frobenius homomorphism: For every positive integer \( N \) let
\[ F_N : X_\omega(\Sigma; \mathcal{E}) \rightarrow X_\omega(\Sigma; \mathcal{E}) \]
be the \( \mathcal{R} \)-algebra homomorphism given by
\[ F_N(a) = a^N \quad \text{for} \quad a \in \mathcal{E}, \]
\[ F_N(v) = T_N(v) \quad \text{for} \quad v \in \mathcal{V}. \]

It is easy to check that \( F_N \) respects the defining relations.
Following Theorem 11 we have that for every $\omega$ a non-zero complex number and every pseudo-triangulation $E$, we have the following diagram:

$$
\begin{array}{ccc}
\mathcal{I}_{\omega N^2}(\Sigma, \mathcal{P}) & \longrightarrow & \mathcal{X}_{\omega N^2}(\Sigma; E) \\
\downarrow F_N & & \downarrow \phi_{\omega} \\
\mathcal{I}_{\omega}(\Sigma, \mathcal{P}) & \longleftarrow & \mathcal{X}_{\omega}(\Sigma; E)
\end{array}
$$

(47)

and we may naturally ask when there exists a restriction of $F_N$ to the corresponding stated skein algebras, and when is this restriction independent of the underlying pseudo-triangulation.

**Theorem 12** Suppose $\omega \in \mathbb{C}^\times$, $N \geq 2$, and $\eta = \omega N^2$. Suppose $(\Sigma, \mathcal{P})$ is a marked surface satisfying (\star) and having at least two different $\mathcal{P}$-quasitriangulations. The $N$-th Frobenius homomorphism $F_N : \mathcal{X}_{\omega N^2}(\Sigma; E) \rightarrow \mathcal{X}_{\omega}(\Sigma; E)$ restricts to a map $\mathcal{I}_{\eta}(\Sigma, \mathcal{P}) \rightarrow \mathcal{I}_{\omega}(\Sigma, \mathcal{P})$. This restriction is independent of the choice of quasitriangulation if and only if $\omega$ is a root of unity such that $\text{ord}(\omega^8) = N$. Moreover, when $\omega$ is a root of unity with $N = \text{ord}(\omega^8)$, the Chebyshev–Frobenius homomorphism, $\Phi_\omega$, is the restriction of $F_N$.

**Proof** First define

$$\mathcal{X}_{\omega}(\Sigma; E^+) := \mathcal{R}[\mathcal{V}] \langle a^{\pm 1} \mid a \in E \rangle / ab = \omega^{2P(a,b)}ba$$

to be the restriction of $\mathcal{X}_{\omega}(\Sigma; E)$ to only the positively stated $\mathcal{P}$-arcs of the quasi-triangulation $E$. Then utilizing the notation of Sect. 2.11, and defining the restriction of $\phi_{\mathcal{E}, \omega}$ to the positive submodule to be $\phi_{\mathcal{E}, \omega}^+$, we observe that by the definition of $\mathcal{X}_{\omega}(\Sigma; E)$ and $\mathcal{X}_{\omega}(\Sigma; E^+)$ each face of the following diagram commutes

$$
\begin{array}{ccc}
\mathcal{I}_{\eta}(\Sigma, \mathcal{P}) & \phi_{\mathcal{E}, \eta} & \longrightarrow \mathcal{X}_{\eta}(\Sigma, E) \\
\downarrow \phi_{\omega} & & \downarrow F_N \\
\mathcal{I}_{\omega}(\Sigma, \mathcal{P}) & \phi_{\mathcal{E}, \omega} & \longrightarrow \mathcal{X}_{\omega}(\Sigma, E)
\end{array}
$$

From this we look to leverage results of the second author and Paprocki for the positive submodule to see that if $\omega$ is not a root of unity, then the Frobenius map of quantum tori will not restrict to the stated skein algebra of $(\Sigma, \mathcal{P})$. Namely a rephrasing of Theorem 8 in [25] gives the following. As $\omega \in \mathbb{C}^\times$, $N \geq 2$, and $\eta = \omega N^2$ and $(\Sigma, \mathcal{P})$ is a marked surface satisfying (\star), then if $F_N : \mathcal{X}_{\omega N^2}(\Sigma; E^+) \rightarrow \mathcal{X}_{\omega}(\Sigma; E^+)$ restricts to a map $\mathcal{I}_{\eta}(\Sigma, \mathcal{P}) \rightarrow \mathcal{I}_{\omega}(\Sigma, \mathcal{P})$ for all quasitriangulations $E$ and the restriction does not depend on the quasitriangulations, we have that $\omega$ must be a root of unity and $\text{ord}(\omega^8) = N$.

With this in mind it suffices to show that when $\text{ord}(\omega^8) = N$ the outer square of the above diagram commutes, meaning for any quasitriangulation the restriction to $\mathcal{I}(\Sigma, \mathcal{P})$ is the Chebyshev–Frobenius homomorphism. As $\mathcal{I}(\Sigma, \mathcal{P})$ contains $\mathcal{X}_+$, in addition to noting equivalence on the ground ring $\mathcal{R}[v_1, \ldots, v_m]$, it will suffice to check for any $p \in \mathcal{X}^+(\Sigma, E)$,
that
\[ F_N(\phi_{E,\eta}(p)) = \phi_{E,\omega}(\Phi_{\omega}(p)). \]

We have 3 cases to consider.

In the first case we have a \( \alpha \in E \cup \hat{E} \), such that the endpoints meet two distinct marked points. Here we have \( \alpha = X_{\alpha} \). In this case, the framed power and algebra power are equal and
\[ F_N(\phi_{E,\eta}(X_{\alpha})) = F_N(X_{\alpha}) = X_{\alpha}^N = \phi_{E,\omega}(\alpha)^N \]
\[ = \phi_{E,\omega}(\alpha)^{N} = \phi_{E,\omega}(\Phi_{\omega}(\alpha)) = \phi_{E,\omega}(\Phi_{\omega}(X_{\alpha})). \]

In the next case we have a \( \beta \in E \), such that the endpoints meet a single marked point. Here we have \( X_{\beta} = \omega_{\beta} \). In this case repeated applications of height exchange moves imply
\[ \beta^{(N)} = \omega_{N}^{-N(N-1)} \beta^{N} \]
and
\[ F_N(\phi_{E,\eta}(X_{\beta})) = F_N(X_{\beta}) = X_{\beta}^N = (\omega_{\phi_{E,\omega}(\beta)})^N = \phi_{E,\omega}(\omega_{N}^N \beta) = \phi_{E,\omega}(\Phi_{\omega}^{-N}(\beta^{(N)})) \]
\[ = \phi_{E,\omega}(\omega_{\beta}^{N}) = \phi_{E,\omega}(\Phi_{\omega}(\beta)) = \phi_{E,\omega}(\Phi_{\omega}(X_{\beta})). \]

In the final case we have \( \gamma \in \hat{E} \), meet at a single marked point. Here we have \( X_{\gamma} = \omega^{-1} \gamma \). In this case repeated applications of height exchange moves implies
\[ \gamma^{(N)} = \omega_{N}^{N(N-1)} \gamma^{N} \]
and
\[ F_N(\phi_{E,\eta}(X_{\gamma})) = F_N(X_{\gamma}) = X_{\gamma}^N = (\omega_{N}^{-1} \phi_{E,\omega}(\gamma)) = \phi_{E,\omega}(\omega_{N}^{-N} \gamma^{N}) \]
\[ = \phi_{E,\omega}(\omega_{N}^{-N} \gamma^{(N)}) = \phi_{E,\omega}(\eta_{-1} \gamma^{(N)}) = \phi_{E,\omega}(\Phi_{\omega}(\gamma)) = \phi_{E,\omega}(\Phi_{\omega}(\eta_{-1} \gamma)) \]
\[ = \phi_{E,\omega}(\Phi_{\omega}(X_{\gamma})). \]

Thus we have that when \( \omega \) is a root of unity such that \( \text{ord}(\omega^8) = N \) and \( \eta = \omega^{N^2} \), then the Chebyshev–Frobenius homomorphism is a restriction of the Frobenius homomorphism of quantum tori as desired.

\[ \square \]

6 A quantum group driven point of view

This section is devoted to giving an interpretation of the Chebyshev–Frobenius homomorphism rooted in the theory of quantum groups.

Remark 15 Recall that the stated skein algebra \( \mathcal{S}(\mathcal{B}) \) of the bigon is isomorphic to the co-braided Hopf algebra \( O_{q^2}(SL(2)) \). This means, in addition to the definition in Sect. 3.4, the isomorphism also gives a geometric description of the co-braiding as seen in Fig. 25.

Recall the quantized enveloping algebra \( U_{q^2}(sl_2) \) is the Hopf algebra generated over \( \mathbb{Q}(q^{1/2}) \) by \( K^{\pm}, E, F \) with relations
\[ KE = q^4 KE, \quadKF = q^{-4} FK, \quad [E, F] = \frac{K - K^{-1}}{q^2 - q^{-2}}. \]
with coproduct and antipode given by
\[ \Delta(K) = K \otimes K, \quad \Delta(E) = 1 \otimes E + E \otimes K, \quad \Delta(F) = K^{-1} \otimes F + F \otimes 1 \]
\[ S(K) = K^{-1}, \quad S(E) = -EK^{-1}, \quad S(F) = -KF. \]

Additionally, an integral refinement of the quantized enveloping algebra was introduced by Lusztig, denoted \( U_{q^2}^L(\mathfrak{sl}_2) \). This is the subalgebra of \( U_{q^2}(\mathfrak{sl}_2) \) generated by \( K^{\pm 1} \) and the divided powers
\[ E^{(r)} := \frac{E^r}{[r]!}, \]
\[ F^{(r)} := \frac{F^r}{[r]!}. \]

Moreover, for \( q^\frac{1}{2} \) specialized to a root of unity \( \omega \), such that \( \text{ord}(\omega^8) = N \), we have this subalgebra is also generated by \( K^{\pm}, E, F, E^{(N)}, F^{(N)} \), as seen in Definition-Proposition 9.3.1 of [7].

There is a Hopf pairing, as described in [11] and recalled on generators in Appendix A,
\[ \langle , \rangle_{q^2} : U_{q^2}(\mathfrak{sl}_2) \otimes O_{q^2}(SL(2)) \to \mathbb{Q}(q^{1/2}). \]

This non-degenerate Hopf pairing \( \langle , \rangle \) restricted to \( U_{q^2}^L(\mathfrak{sl}_2) \) is integral, meaning
\[ U_{q^2}^L(\mathfrak{sl}_2) \otimes O_{q^2}(SL(2)) \to \mathbb{Z}[q^{\pm 1/2}]. \]

This integrality is observed in Lemma 6.1 of [11], and can be deduced from the type of well known calculations seen in Appendix A.

The following propositions describe the quantum Frobenius map defined by Lusztig for quantized enveloping algebras at roots of unity.

**Proposition 2** (Chapter 35 [27]) Let \( \omega \) be a root of unity, with \( N = \text{ord}(\omega^8) \) and \( \eta = \omega^{N^2} \). The quantum Frobenius map is a homomorphism of Hopf algebras
\[ f : U_{q^2}^L(\mathfrak{sl}_2) \to U_{\eta^2}^L(\mathfrak{sl}_2). \]

such that
\[ f(K) = (-1)^{N+1} K \]
\[ f(E) = 0 \]
\[ f(F) = 0 \]
\[ f(E^{(N)}) = E \]
\[ f(F^{(N)}) = F \]

This map is a surjective homomorphism of quasi-triangular Hopf algebras.
Theorem 13 Let \( \omega \) be a root of unity with \( N = \text{ord}(\omega^8) \) and \( \eta = \omega^{N^2} \). The map

\[
\Phi_\omega : O_{\eta^4}(SL(2)) \to O_{\omega^4}(SL(2))
\]

defined on the algebra generators of \( O_{\eta^4}(SL(2)) \) by

\[
a \mapsto a^N, \quad b \mapsto b^N, \\
c \mapsto c^N, \quad d \mapsto d^N
\]
is the Chebyshev–Frobenius homomorphism when identifying \( B \) with \( O_{\eta^2}(SL(2)) \). We have the Frobenius homomorphism in the sense of Lusztig is equal to the Hopf dual of the Chebyshev–Frobenius homomorphism for the stated skein algebra of the bigon, meaning \( \Phi_\omega^* : U_{\omega^4}(sl_2) \to U_{\eta^4}(sl_2) \).

**Proof** This follows from observing this is exactly the dual Frobenius map as seen in Sect. 7 of [31]. For the sake of completeness we include a computation in Appendix A to show the well known fact that their dual Frobenius map is the Hopf dual of Lusztig’s Frobenius homomorphism.

Proposition 3 Let \( \omega \) be a root of unity with \( N = \text{ord}(\omega^8) \) and \( \eta = \omega^{N^2} \). The map

\[
\Phi_\omega : O_{\eta^4}(SL(2)) \to O_{\omega^4}(SL(2))
\]
is an embedding of co-braided Hopf algebras.

**Proof** We see that as a corollary of parts (a) and (b) of Theorem 9 specialized to the stated skein algebra of the bigon, that \( \Phi_\omega \) is an algebra and coalgebra morphism respectively.

Injectivity of this map follows from Corollary 1.

We also have that \( \Phi_\omega(1) = 1 \) and \( \epsilon(\Phi_\omega(\alpha_{\mu,\nu})) = \epsilon(\alpha_{\mu,\nu}^N) = \epsilon(\alpha_{\mu,\nu})^N = \delta_{\mu,\nu}^N = \delta_{\mu,\nu} = \epsilon(\alpha_{\mu,\nu}) \). Then general results in the theory of Hopf algebras tells us that as \( \Phi_\omega \) is a unital and counital bialgebra homomorphism it automatically preserves the antipode, but this may be checked directly.

As a final step we look to show that \( \Phi \) respects the co-braiding, meaning the following diagram commutes

\[
O_{\eta^4}(SL(2)) \otimes O_{\eta^4}(SL(2)) \xrightarrow{\rho} \mathbb{Z}[\eta^\pm 1] \\
\Phi \otimes \Phi \downarrow \quad \quad \downarrow
\]

\[
O_{\omega^4}(SL(2)) \otimes O_{\omega^4}(SL(2)) \xrightarrow{\rho} \mathbb{Z}[\omega^\pm 1]
\]

where the inclusion on the right is given by \( \eta = \omega^{N^2} \). This may be checked directly on generators, but we argue geometrically as seen in Fig. 26.

Now as an application we look to understand how the Chebyshev–Frobenius of the stated skein algebras of surfaces behaves with respect to the gluing of an ideal triangle along two distinct boundary edges.

Let \( \mathcal{S} \) be a punctured bordered surface, which may be disconnected, together with two distinguished boundary edges \( e_1 \) and \( e_2 \). Then define \( \mathcal{S} \) to be the result of gluing the edges \( e_1 \) and \( e_2 \) over an ideal triangle, as seen in Fig. 27.

The following result is based on the work of the second author and Costantino, seen in [9], describing the stated skein algebra of \( \mathcal{S} \) in terms of \( \mathcal{S} \).
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Fig. 26 A geometric description of how $\Phi_\omega$ preserves the co-braiding

The result will require the notion of the self braided tensor product of a comodule algebra. Let $U$ be a co-quasitriangular Hopf algebra, and $A$ an algebra admitting two different co-actions, $\Delta_1$ and $\Delta_2$, which make $A$ into a comodule algebra over $U$. Then if the two co-actions commute a new twisted multiplication can be defined on $A$ defined by

$$x \ast y = \sum x' y' \rho(u \otimes v)$$

where $\Delta_2(x) = \sum x' \otimes u$ and $\Delta_1(y) = \sum y' \otimes v$. In a sense this twisted algebra, denoted $\otimes_2 A$, is defined to be a simultaneous $U$ comodule algebra with a coaction defined by $\Delta(x) = \sum x' \otimes u_1 u_2$, where $\Delta_1(x) = \sum x' \otimes u_1$ and $\Delta_2(x) = \sum x' \otimes u_2$.

**Proposition 4** Assume $S$ and $\overline{S}$ are as described above. Then the Chebyshev–Frobenius homomorphism fits into the following commutative diagram

$$
\begin{array}{ccc}
\mathcal{J}_\eta(S) & \xrightarrow{\Phi_\omega} & \mathcal{J}_\omega(S) \\
\cong \downarrow & & \cong \downarrow \\
\otimes \mathcal{J}_\eta(S) & \xrightarrow{\otimes \Phi_\omega} & \otimes \mathcal{J}_\omega(S)
\end{array}
$$

where $\otimes \mathcal{J}(S)$ denotes the self braided tensor product, which has the same underlying generating set as $\mathcal{J}(S)$ but with a twisted multiplication allowing for an analogous definition of $\Phi_\omega$.

**Proof** Note that we will use $e_i$ interchangeably to describe a distinguished boundary edge and an ideal arc isotopic to the boundary edge. Then we see that $\mathcal{J}(S)$ is a comodule algebra algebra over $Q_2(SL(2))$ over the distinguished edges $e_1$ and $e_2$ in a way that commutes.

Thus we can define the self braided tensor product $\otimes \mathcal{J}(S)$. Now let $x, y \in \mathcal{J}(S)$,

$$\Theta_{e_2}(x) = \sum x' \otimes u,$$

Fig. 27 A depiction of a (possibly disconnected) surface with boundary edges $e_1$ and $e_2$ glued together over a triangle. Additionally, an example of the product of two skeins is depicted illustrating the relevant algebra structure.
and
\[
\Theta_{e_1}(y) = \sum y' \otimes v
\]
then
\[
x \ast y = \sum x' y' \rho(u \otimes v)
\]
where \(\rho\) is the co-R-matrix of \(O_q^2(SL(2))\). The canonical isomorphisms of the vertical arrows in the commutative diagram are proven in Theorem 4.17 of [9]. Then the result follows from noting that \(\Phi_\omega\) commutes with both \(\rho\) (as seen in Proposition 3) and the splitting homomorphism (as seen for surfaces in Corollary 1). Then we see the diagram commutes on a generating set, and so commutes in general.

When specializing the above proposition to the case of \(\mathcal{S} = \mathcal{S}_1 \cup \mathcal{S}_2\), with \(e_1 \subseteq \mathcal{S}_1\) and \(e_2 \subseteq \mathcal{S}_2\) we have that the self braided tensor product recovers the ordinary braided tensor product, \(\mathcal{S}(\mathcal{S}_1) \otimes \mathcal{S}(\mathcal{S}_2)\). The unfamiliar reader, may take the definition of the braided tensor product to be the self braided tensor product in the case that \(A = A_1 \otimes A_2\) is the tensor product of two comodule algebras. In particular, realizing the ideal triangle as the result of gluing two bigons over a triangle we have the following isomorphism (seen in Theorem 4.17 of [9]):

\[
\mathcal{S}(\Sigma) \cong O_q^2(SL(2)) \otimes O_q^2(SL(2)).
\]

Now utilizing the compatibility of \(\Phi_\omega\) with the splitting homomorphism, we note that \(\Phi_\omega\) for a triangulable surface is exactly determined by \(\Phi_\omega : \mathcal{S}(\Sigma) \rightarrow \mathcal{S}_\omega(\Sigma)\), which by Proposition 4 is determined by the Hopf dual of Lusztig’s Frobenius homomorphism. This can be summarized in the following corollary which extends the commutative diagram seen in Equation 41.

**Corollary 4** Let \(\mathcal{S}\) be a triangulable punctured bordered surface. Then the Chebyshev–Frobenius homomorphism fits into the following commutative diagram for any ideal triangulation \(\Delta\):

\[
\begin{array}{ccc}
\mathcal{S}(\mathcal{S}) & \overset{\Phi_\omega}{\longrightarrow} & \mathcal{S}_\omega(\mathcal{S}) \\
\otimes_{\Delta} & \Phi_\omega & \downarrow \otimes_{\Delta} \\
\bigotimes_{\Sigma \in \Delta} \mathcal{S}(\Sigma) & \overset{\Phi_\omega}{\longrightarrow} & \bigotimes_{\Sigma \in \Delta} \mathcal{S}_\omega(\Sigma) \\
\cong & \Phi_\omega & \cong \\
\bigotimes_{\Sigma \in \Delta} O_q^2(SL(2)) \otimes O_q^2(SL(2)) & \overset{(f^* \otimes f^*)}{\longrightarrow} & \bigotimes_{\Sigma \in \Delta} O_\omega^2(SL(2)) \otimes O_\omega^2(SL(2))
\end{array}
\]

where the bottom map is determined by the Hopf dual of Lusztig’s Frobenius homomorphism, \(f\).
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A Divided powers and the Hopf pairing

In this appendix we provide the computations required to show that $\Phi_\omega$ is the Hopf dual of the Frobenius homomorphism.

Note that the Hopf pairing $\langle \cdot, \cdot \rangle_{q^2} : U_{q^2}(\mathfrak{s}\mathfrak{l}_2) \otimes O_{q^2}(SL(2)) \to \mathbb{Q}(q^{1/2})$, is defined on generators as

$$\begin{align*}
\langle \begin{pmatrix} a & b \\ c & d \end{pmatrix}, K \rangle_{q^2} &= \begin{pmatrix} q^2 & 0 \\ 0 & q^{-2} \end{pmatrix} \\
\langle \begin{pmatrix} a & b \\ c & d \end{pmatrix}, E \rangle_{q^2} &= \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \\
\langle \begin{pmatrix} a & b \\ c & d \end{pmatrix}, F \rangle_{q^2} &= \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}
\end{align*}$$

This non-degenerate Hopf pairing $\langle \cdot, \cdot \rangle$ restricted to $U_{q^2}^{L}(\mathfrak{s}\mathfrak{l}_2)$ is integral, meaning

$$U_{q^2}^{L}(\mathfrak{s}\mathfrak{l}_2) \otimes O_{q^2}(SL(2)) \to \mathbb{Z}[q^{\pm 1/2}].$$

**Proposition 5** With the notation of Sect. 6, we have for any $m$ and any $p$,

$$\begin{align*}
\langle \begin{pmatrix} a^m & b^m \\ c^m & d^m \end{pmatrix}, K \rangle_{q^2} &= \begin{pmatrix} q^{2m} & 0 \\ 0 & q^{-2m} \end{pmatrix} \\
\langle \begin{pmatrix} a^m & b^m \\ c^m & d^m \end{pmatrix}, E^{(p)} \rangle_{q^2} &= \begin{pmatrix} \delta_{0,p} & \delta_{m,p} \\ 0 & \delta_{0,p} \end{pmatrix} \\
\langle \begin{pmatrix} a^m & b^m \\ c^m & d^m \end{pmatrix}, F^{(p)} \rangle_{q^2} &= \begin{pmatrix} \delta_{0,p} & 0 \\ \delta_{m,p} & \delta_{0,p} \end{pmatrix}
\end{align*}$$

**Proof** This result follows from a direct computation based induction using the coproduct in $U_{q^2}(\mathfrak{s}\mathfrak{l}_2)$.

**Proposition 6** Let $\omega$ be a root of unity with $N = \text{ord}(\omega^8)$ and $\eta = \omega^{N^2}$. We have that the Frobenius map $f$ and the map $\Phi_\omega$ are dual with respect to the Hopf pairings between $O_{\eta^4}(SL(2))$ and $U_{\eta^4}(\mathfrak{s}\mathfrak{l}_2)$ and between $O_{\omega^4}(SL(2))$ and $U_{\omega^4}(\mathfrak{s}\mathfrak{l}_2)$, meaning the following diagram commutes:

$$\begin{align*}
O_{\eta^4}(SL(2)) \otimes U_{\eta^4}(\mathfrak{s}\mathfrak{l}_2) &\xrightarrow{\Phi \otimes 1_d} O_{\eta^4}(SL(2)) \otimes U_{\eta^4}(\mathfrak{s}\mathfrak{l}_2) \\
O_{\eta^4}(SL(2)) \otimes U_{\eta^4}(\mathfrak{s}\mathfrak{l}_2) &\xrightarrow{1_d \otimes f} \mathbb{Z}[\eta^{\pm 4}] \\
\mathbb{Z}[\eta^{\pm 4}] &\xrightarrow{\eta = \omega^{N^2}} \mathbb{Z}[\omega^{\pm 4}]
\end{align*}$$

$\textcopyright$ Springer
Proof  This is a direct computation on the generators of the algebras. We will use matrix notation to indicate the map applied to each entry of the matrix.

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, (-1)^{N+1} K \bigg|_{\eta^4}
\]

\[
= \begin{pmatrix} (-1)^{N+1} \eta^4 & 0 \\ 0 & (-1)^{N+1} \eta^{-4} \end{pmatrix} = \begin{pmatrix} \omega^{-4N^2+4N} \omega^{4N^2} & 0 \\ 0 & \omega^{4N^2-4N} \omega^{-4N^2} \end{pmatrix}
\]

\[
= \begin{pmatrix} \omega^{4N} & 0 \\ 0 & \omega^{-4N} \end{pmatrix} = \begin{pmatrix} a^N b^N \\ c^N d^N \end{pmatrix}, K \bigg|_{\omega^4}
\]

Where the first equality uses the definition of the pairing, the second equality uses that \( \eta = \omega^{N^2} \), and the last equality comes from Equation 49 with \( m = N \).

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, 0 \bigg|_{\eta^4} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} a^N b^N \\ c^N d^N \end{pmatrix}, E \bigg|_{\omega^4}
\]

Where the first equality uses the definition of the pairing and the second equality uses Equation 50 with \( m = N \) and \( p = 1 \).

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, 0 \bigg|_{\eta^4} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} a^N b^N \\ c^N d^N \end{pmatrix}, F \bigg|_{\omega^4}
\]

Where the first equality uses the definition of the pairing and the second equality uses Equation 51 with \( m = N \) and \( p = 1 \).

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, E \bigg|_{\eta^4} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} a^N b^N \\ c^N d^N \end{pmatrix}, E^{(N)} \bigg|_{\omega^4}
\]

Where the first equality uses the definition of the pairing and the second equality uses Equation 50 with \( m = N \) and \( p = N \).

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix}, F \bigg|_{\eta^4} = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} a^N b^N \\ c^N d^N \end{pmatrix}, F^{(N)} \bigg|_{\omega^4}
\]

Where the first equality uses the definition of the pairing and the second equality uses Equation 51 with \( m = N \) and \( p = N \). \( \square \)
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