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Abstract—Optimal motion planning involves obstacles avoidance where path planning is the key to success in optimal motion planning. Due to the computational demands, most of the path planning algorithms can not be employed for real-time based applications. Model-based reinforcement learning approaches for path planning have received certain success in the recent past. Yet, most of such approaches do not have deterministic output due to the randomness. We analyzed several types of reinforcement learning-based approaches for path planning. One of them is a deterministic tree-based approach and other two approaches are based on Q-learning and approximate policy gradient, respectively. We tested preceding approaches on two different simulators, each of which consists of a set of random obstacles that can be changed or moved dynamically. After analysing the result and computation time, we concluded that the deterministic tree search approach provides highly stable result. However, the computational time is considerably higher than the other two approaches. Finally, the comparative results are provided in terms of accuracy and computational time as evidence.

I. INTRODUCTION

Over the past decade, deep learning-enabled approaches have been obtained satisfactory results in various domains such as optimal motion planning, hyperspectral image classification, and path planning. In comparison to typical path planning algorithms, reinforcement learning (RL) based approaches were received significant attention in the recent past due to the success of the deep learning and computer vision. However, RL-based approaches without incorporating deep learning and computer vision were there for decades without proper success.

Most RL-based approaches consist of V (value function) or Q (function), whose policies are defined in deterministic ways. However, the recent development of deep learning can help to incorporate sophisticated learning to formulate V or Q functions appropriately. RL-based path planning can be classified in two ways: model-base, model free. Model-based path planning approaches have several advantages over model-free approaches, for example, learning dynamics of quadrotor (model-free) is rather complicated because using a model-based approach does guarantee the dynamic feasibility since such approaches depend on the actual motion model.

Typical graph-based or tree-based search algorithms, e.g., A*, Dijkstra and Min-Max, can be applied for planning, scheduling, discrete optimization, and games. In such search algorithms, in general, the algorithm describes by a set of states and actions that correspond to each state, which can be described explicitly in most situations. The objective of these algorithms is to find the best action at each state by expanding the tree or graph to minimize the cost or maximize the reward. However, tree or graph expansion becomes computationally expensive when state-space (states and actions combinations) complexity grows due to the enamours look ahead information. For example, state-space complexity of Reversi game is \(10^{28}\), for Tic-tac-toe it is \(10^4\), and for Go it is \(10^{171}\) [1].

Our main contribution of the work is to explore the potentials of both RL-based path planning and deterministic-based path planning and how can incorporate the best of both to develop a fast and robust path planning approach, especially for quadrotors. For that, initially, we formulated the path planning problem for a deterministic system (actions are discrete and known) in which the optimal action in each state was selected by using the Optimal Planning of Deterministic Systems (OPD) algorithm [2].

II. RELATED WORK

Motion planning can be carried out several different ways [3]: search-based, sampling-based, and optimization-based. In search-based approaches, search space (or state space) is discretized into partitions, namely lattices and a path between the initial position and the end position are connected through a sequences of straight lines yields the shortest path between initial and end poses. Dijkstra’s algorithm [4], A* [5], and D* [6] are a few widely used search-based algorithms. In most of the situations, real-time constraints are not met with search-based approaches due to high computational demands and memory footprints for state space representation.
Sampling-based approaches do address state representation by incrementally drawing the state space. RRT* [7] and PRM [8] are the mostly used ones. Optimization-based motion planning approaches can alleviate most of the problems preceding two approaches have. There are various techniques proposed for this kind. Minimum-snap [9] one of the first proposed techniques for optimal motion planning for Quadrotors.

In motion planning, agent (robot) is described by its state \( (s_t \in S) \) for a given time index where \( S \) is the state space. Based on the reasoning approach, agent can take several different actions, e.g., \( a_t \in A \) which lead agent to move to \( s_{t+1} \in S \). In other word, let \( P \in M(S)^{S \times A} \) be the system dynamics, \( s_{t+1} \) is drawn based on a conditional probability, i.e., \( P(s_{t+1} \mid s_t, a_t) \), where \( M(S) \) denotes the a set of states within \( S \). Moreover, control policy \( \pi \in M(A)^S \), which agent’s actions are drawn from, can be defined as \( \pi(a_t \mid s_t) \). Hence, finding an optimal control policy \( \pi^* \) is the main objective of agent at each time index \( t \). There are various approaches can be applied for finding an \( \pi^* \).

Yet this is open research problem due to several reasons, including high computational demands, demand space, and the nature of the problem: linear or non-linear. In Reinforcement Learning (RL), finding an optimal control policy can be designed as a leaning-based decision making process, namely Marko Decision Process (MDP): \((S, A, P, R, \gamma)\). Agent gets rewards \( R(s_t, a_t) \), where \( R \in [0, 1]^{S \times A} \) when agent moving from \( s_t \) to \( s_{t+1} \). The ultimate objective is to maximize the rewards at each \( t \) which eventually gives \( \pi^* \). Thus, total reward is estimated by \( R^\pi = \sum_{t=0}^{T} \gamma^t R(s_t, a_t) \), where \( N \) number of steps agent moves along a trajectory \( \Pi = ((s_0, a_0), (s_1, a_1), (s_2, a_2), ..., (s_N, a_N)) \). There could be exist multiple trajectories that lead to optimal solution. Hence, performance of a trajectory (policy \( \pi \)) is estimated through a value function, namely \( V^\pi(s) = \mathbb{E}[R^\pi \mid s_0 = s] \). Thus, objective is to find \( V^*(s) = \max_{\pi} V^\pi(s), \forall s \in S \).

Model-based and model-free are the main families in RL. Either of such families can be used for finding \( \pi^* \). Yet, some of the work well over others due to problem characteristics. Model-based learning is preferred when the model dynamics are simple \((10)–(12)\), and but \( \pi \) estimation is complex. On the contrary, model-free learning is preferred for model with complex dynamics\((13), (14)\) yet \( \pi \) estimation relatively simple. Dynamic Programming (DP) approaches \((e.g., \text{value iteration})[15] \), policy iteration \((16) \) ensure the computational complexity around \( O(|S| |A| \log_\epsilon(1 - \gamma)) \) for discrete systems whose action-space is defined by \( S \times A \). On the contrary, when \( S \) becomes continuous, Approximate Dynamic Programming (ADP) gives feasible solution over exact DP, where value function or policy is approximated within a provided hypothesis. Other than ADP, sampling-based optimization(or black-box optimizations) \((e.g., \text{Cross Entropy Method}) (CEM) [17], \text{Covariance Matrix Adaptation Evolution Strateg} (CMAES) [18] \) are used when \( S \) is large or continuous. Such approaches does not depends on the complete knowledge of MDP, but rather depends on the generator model, i.e., simulator, which can produce next state \( s' \sim P(s' \mid s, a) \) and corresponding reward \( R(s, a) \).

Monte Carlo Tree Search (MCTS) [19] is preferred when the action space is discrete. MCTS has look-ahead three that starts from the current state and look for a optimal action to be taken as each step progressively expanding by sampling the trajectories using the generative model. The basic MCTS algorithm consists of four steps: selection, expansion, simulation and backpropagation. Selection function is applied to end of the current tree and one tree node is created in the expansion step. Take possible actions from such a expanded tree node and simulate till look-ahead node reach to its terminal state. In the backpropagation step, sum the total reward from the expansion node to terminal node is calculated by \( v_t = C \cdot \sqrt{\frac{\ln N}{n_t}} \), where \( C \) is a exploration factor, \( v_t \) mean value of node \( n_t \), i.e., success ratio, \( n_t \) is the number of times \( n_t \) was visited and the total simulations count is given by \( N \). The optimal or near-optimal action is identified using Probability Approximation Correct (PAC) [20]. However, applicability for real-time applications is limited due to the high computational demands. In [2] proposed one of the first polynomial regret bound algorithms which is quite faster, but applicability limited for deterministic dynamic and rewards. Later was extended [21] for supporting stochastic rewards and dynamics in a open-loop setting, i.e, sequence of actions. The preceding algorithm was further improved in [22]. The modified version constraints on upper-confidence which helps to improve the performance considerably. For upper-bounds identification was determined with the help of Kullback-Leibler algorithm [23]. On the contrary, graph-based optimistic algorithms can capture across the states, which does not supports in the preceding algorithms (tree based algorithms). Such a algorithm was initially proposed by Silver et al. [12] where states values are derived from a shared Neural Network. Yet, authors of [24] proposed state-space partitioning into smaller sets and aggregating similar states.

The proximal policy optimization (PPO) [25] is a supervised learning technique, where policy is defined by a deep neural network, e.g., multi layer perceptron, dueling network, convolutional network, ego attention network, and variational autoencoders [26], depending on the situation.

### III. Methodology
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Fig. 2. Other than true interaction between agent and environment, planning node simulates possible trajectories and pick the optimal action.
The deterministic control problem is defined as follows: $(X, A, f, r)$, where action space and state space are denoted by $A$, $X$, respectively. Transition dynamics is given by $f : X \times A \rightarrow X$, and $r$ denotes the reward function, which lies in the interval $[0,1]$. State space can be large yet action space should be deterministic, i.e., $K$. For any policy $\pi : X \rightarrow A$, value function and Q-value function are defined by:

$$V^\pi(x) = \sum_{t \geq 0} \gamma^t r(x_t, \pi(x_t)) \quad 0 \leq \gamma < 1$$

$$Q^\pi(x,a) = r(x,a) + \gamma V^\pi(f(x,a))$$

Thus, corresponding optimal $V$ and $Q$ functions can be determined as:

$$V^*(x) = \max_{a \in A} r(x,a) + \gamma V^*(f(x,a))$$

$$Q^*(x,a) = r(x,a) + \gamma \max_{b \in A} Q^*(f(x,a),b)$$

Equation (2)

Let $A(n)$ be the action selection at each state, then regret yields selecting action from $A(n)$ over selecting optimal action, which can be formulated as:

$$R_A(n) = \max_{a \in A} Q^*(x,a) - Q^*(x,A(n))$$

As listed in the Related Work section, a variety of tree search algorithms for calculating optimal controlling polices have been suggested. However, due to high computational demands, most of them are not a feasible solution for real-time applications such as trajectory planning for quadrotors. For real-time planning, control policy must be recalculated at least at 5Hz to obtain a smooth flight experience. Hren and Munos [2] proposed an algorithm, namely, OPD, that focuses on the the accuracy and computational demands at the same time for deterministic systems. The OPD uses the best possible resources (CPU time, memory) to solve the sequential decision making process. If execution is limited by time, the algorithm returns sub-optimal policy, otherwise, it returns higher accuracy policy. The OPD constructs a look-ahead tree at time instance $t$. In general, in order to explore a look-ahead tree, it is needed to get through all possible reachable states from the current state $x_t$. However, OPD proposed an optimal strategy for exploring the look-ahead tree from the current state $x_t$; thus, OPD works faster, which makes it more applicable for real-time applications. Three approaches of OPD application are Uniform look-ahead tree searching, Deep Q-Network, and Proximal Policy Optimization. They are detailed in further sections.

A. Uniform look-ahead tree searching

The foremost objective of Uniform look-ahead tree searching is to retrieve an optimal action given a state $x$. In each state $x$, all possible reachable states are considered applying available actions. Such expanding new states are the children $c(i)$, $i = 0, ..., K$ of the current state, when initial state is denoted as the root. The same process is applied recursively on each child to construct the next level of the tree. The order of the tree, $d$, is the number of the levels the tree $\beta$ grows. Hence, the cost of reaching any child $v_i$ of the tree is the supersum $v_i = \max_{j \in C(i)} v_j$ and the optimal value of the root $v^* = \max_{i \in \mathcal{S}} v_i = \max \{v_1, ..., v_K\}$. At any iteration, $\beta_n$ denotes the nodes that already expanded and $\beta_s = \beta - \beta_n$ denotes they have not expanded yet. Such unexpanded nodes are the possible nodes that can be expanded in the next iteration.

B. Deep Q-Network

Deep Q-Network (DQN) is the first deep reinforcement learning method proposed by DeepMind [27]. DQN can learn the control policies from the sensor data directly. Control policy is approximated from a deep neural network, e.g., convolutional neural network, whose input is constituted with the raw image and whose output is estimated using a value function, i.e., the reward function; the value function calculates the future action and uses the said action to estimate the control policy. Afterwards, the obtained control policy is learned by training a variant of Q-learning. The input for the network depends on several factors: robot environment, robot behaviour, and sensing capabilities of the robot. For example, in this research, we experimentally evaluated three different types of deep neural networks: multilayer perceptron, dueling network, and ego attention network for learning the control policy. For all the listed types, input for the network was obtained by the observations and distances to close-in obstacle positions after the normalization. Finally, the network output in DQN provides the probable action to be applied to the system.

C. Proximal Policy Optimization

The proximal policy optimization (PPO) [25] is a supervised learning technique, which fill-in sampling data through interaction with the environment, that uses policy gradient methods for updating gradients, i.e, stochastic gradient ascent. Due the novel objective, i.e., $L^{clip}(\theta) = \hat{E}_t [\min(r_t(\theta)\hat{A}_t), clip(r_t(\theta), 1 - \epsilon, 1 + \epsilon)\hat{A}_t]$, where $\theta$ is the policy parameter, $\hat{E}_t$ and $\hat{A}_t$ are the estimated expectation over timesteps and advantage, respectively, $\epsilon$ is a hyperparameter, and $r_t$ is the ratio of probability of new and old policies, that enable minibatch updates on multiple epochs. Moreover, PPO is able to update the trust region using trust region policy optimization (TRPO). Sampling complexity quite low due the preceding novel objective function.
D. The problem formulation

Despite the recent achievements in reinforcement learning, e.g., [12], most of the proposed solutions are not yet applied to industrial applications due to the undesirable behaviour. However, model-based learning approaches can alleviate such undesirable behaviours often better than their model-free counterparts. Elouard [28] introduced an arbitrary reward function which can be maximized to shortages that come in critical parts. The problem formulation

\[
\dot{x}(t) = A(\theta)x(t) + Bu(t) + De(t), \quad \epsilon(t) \geq 0,
\]

where \( \theta \) in the state matrix \( A(\theta) \in \mathbb{R}^{n_x \times n_x} \subset \Psi \in \mathbb{R}^d \), control matrix \( B \in \mathbb{R}^{n_x \times n_x} \), disturbance matrix \( D \in \mathbb{R}^{n_x \times n_x} \), and \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^n \) and \( \epsilon \in \mathbb{R}^n \) are state, control and disturbances, respectively. The system observation is given by \( y(t) \), where \( z(t) \in \mathbb{R}^n \) and \( C \in \mathbb{R}^{n_x \times n_x} \). B, C, D are known matrices with respect to the considered system. Afterwards, they defined a robust control objective aims to approximate the worst-case next state output with respect to a confident region \( C_{\epsilon, \delta} \)

\[
\max_{u \in \mathbb{R}^d} V^r(u) \quad (5)
\]

where \( V^r(u) = \inf_{\theta \in \mathbb{R}^d} \left[ \sum_{n=N+1}^{\infty} \gamma^n R(x_n(u, \omega)) \right] \), \( \gamma \in (0, 1) \). Since system is linear \( A \) is known, \( A(\theta) \) is estimated as follows:

\[
A(\theta) = A + \sum_{i=1}^d \theta_i \pi_i
\]

More information regarding the \( \theta \) estimation [28]. Simulator we developed for avoiding the obstacles in 3D space from start position to desired goal position. The system is described by \( x = [p_x \ p_y \ p_z \ v_x \ v_y \ v_z]^T \), where \( p_x, v_x, \mu = x, y, z \) are position and velocity along the \( \mu \) direction. Action space \( u = (\mu, \nu, \omega) \in [-1, 1]^3 \) is divided into 8 directions: forward, backward, left, right, top, and down, as follows:

\[
A = \{(0, 0, 0), (1, 0, 0), (-1, 0, 0), (0, 1, 0), (0, -1, 0), (0, 0, 1), (0, 0, -1)\}
\]

The reward encodes cost towards to desired goal state \( x_g \), while avoiding collisions with obstacles:

\[
R(x) = \delta(x)/\sqrt{1 + \|x - x_g\|_2},
\]

\[
\delta(x) = \begin{cases} 0 & \text{if } \delta(x) < \text{obs}_d \\ \delta(x) & \text{otherwise} \end{cases}
\]

where \( \text{obs}_d \) denotes the minimum acceptance distance, i.e., 1m. The system dynamics consist with friction parameters \( (\theta_x, \theta_y, \theta_z) \):

\[
\begin{bmatrix}
  p_x \\
  p_y \\
  p_z \\
  v_x \\
  v_y \\
  v_z
\end{bmatrix} = \begin{bmatrix}
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1 \\
  0 & 0 & 0 & -\theta_x & 0 & 0 \\
  0 & 0 & 0 & 0 & -\theta_y & 0 \\
  0 & 0 & 0 & 0 & 0 & -\theta_z
\end{bmatrix} \begin{bmatrix}
  v_x \\
  v_y \\
  v_z
\end{bmatrix} + \begin{bmatrix}
  0 \\
  0 \\
  0 \\
  \beta v_z \\
  \beta v_y \\
  \beta v_x
\end{bmatrix} \text{,}
\]

where \( 0 < \beta \leq 1 \) is a scaling parameter that control the direction of the action.

IV. EXPERIMENTAL RESULTS

We have modified the approach that proposed in [28], supporting for 3D environment. In the improved version we incorporated OctoMap based map representation where obstacle-free distance can be calculated from a desired position. Such a distance estimation was helpful to faster convergence of look-ahead tree search, while keeping the almost the same accuracy. We have ran theirs with the proposed over 100 episodes and calculated mean execution time over as given in Table. Furthermore, we have tried with Proximal Policy Optimization with three different control policy generation, i.e., Convolutional Neural Network, Variational Autoencoder, and Duelling Neural Network. However, we have not achieved high accurate trajectory when we used Proximal Policy Optimization for predicting of next optimal action. Success fraction is ratio of the number of successful trajectories to total number of tries, i.e., 100 times. Mean execution time is calculated total time is defined as ratio of time utilized for the total trajectory calculation to number of steps. With reference to Table. it is clear that the proposed approach has the optimal in comparison to the other approach that have compared.

V. CONCLUSION AND DISCUSSION

Accuracy, computation time, and memory consumption make path planning a challenging task for real time application. Current advancement in the field do not allow mobile robots, e.g., drones and autonomous ground vehicles, to handle dynamic obstacles robustly. Two main classes of approaches that have been used to address the said constrains are RL-based and deterministic-based approaches. In this work, we have compared three RL-based approaches and one deterministic approach for the same path planning task, i.e., finding an obstacle-free path between start and goal position. Then, we proposed a hybrid approach that combines Monte Carlo tree search and RL-based approach to solve the same task. In terms of reaching the goal position, the accuracy of the proposed hybrid approach is considerably higher than the...
TABLE I
Comparison the Proposed Approach with a Few Other Variants

| Approach                          | Control Policy Estimation       |
|----------------------------------|---------------------------------|
| Improved version of [28]         | Deterministic Tree Search       |
| Proximal Policy Optimization     | Uniform look-ahead Tree Search  |
| Proximal Policy Optimization     | Convolutional Neural Network    |
| Proximal Policy Optimization     | Variational Autoencoder         |
| Proximal Policy Optimization     | Dueling Neural Network          |
| Mean Execution Time (s)          | Success Fraction                |
| 2.234                            | 0.967                           |
| 1.230                            | 0.912                           |
| 0.345                            | 0.235                           |
| 0.334                            | 0.342                           |
| 0.315                            | 0.453                           |

other three approaches: Proximal policy optimization, deep Q-network, and uniform tree search; this ensures the safety and dynamic feasibility. However, computational demands of the proposed hybrid approach are slightly higher compared to the aforementioned three approaches, which constitutes a limitation of the proposed hybrid approach because such demands yield ineffability to apply in real-world motion planning applications. Thus, the next stage of this research project focuses on incorporating Proximal Policy Optimization-based planning to further reduction of computational time while keeping the high accuracy. Further research could also focus on memory footage of the algorithm.
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