Quantum interference in topological insulator Josephson junctions
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Using non-equilibrium Green’s functions, we studied numerically the transport properties of a Josephson junction, superconductor-topological insulator-superconductor hybrid system. Our numerical calculation shows that proximity-induced superconductivity is indeed observed in the edge states of a topological insulator adjoining two superconducting leads and second that the special characteristics of topological insulators endow the edge states with an enhanced proximity effect with a superconductor but do not forbid the bulk states to do the same. In a size-dependent analysis of the local current, it was found that a few residual bulk states can lead to measurable resistance, whereas because these bulk states spread over the whole sample, their contribution to the interference pattern is insignificant when the sample size is in the micrometer range. Based on these numerical results, it is concluded that the apparent disappearance of residual bulk states in the superconducting interference process as described in Ref. [30] is just due to the effects of size: the contribution of the topological edge states outweighs that of the residual bulk states.

PACS numbers: 74.45.+c, 85.75.-d, 73.23.-b

I. INTRODUCTION

Since the original theoretical proposals [1–4] of the existence of topological insulators (TIs) and their eventual realization in HgTe/CdTe and InAs/GaSb quantum wells (QWs) [5,6], extensive studies of their properties have been performed. Because of the topological non-triviality of topological insulators, it was expected that the dissipationless current carried by topologically protected edge states could be utilized to construct electronic devices with low power consumption. Experimentally, however, the edge states that were expected to be robust were found to become unstable when the sample of HgTe/CdTe quantum wells became somewhat larger and reached sizes of a few microns. This experimental finding stirred up a lot of interest. How disorder, magnetic impurity, electron-electron interaction, electron-phonon interaction, etc., and the various combinations of these effects, could affect transport in edge states as well as the topological properties of TIs themselves have been intensively studied [7–10].

The notion that topological superconductors (TSs), similar to TIs, possess topologically protected gapless edge or surface states traversing through the superconductor gap, was also put forward. It is anticipated that superconducting vortices in two dimensional chiral p-wave TSs can bind Majorana fermions (MFs), which persist at zero energy and obey non-Abelian braiding statistics. This implies that adiabatically exchanging two Majorana fermions noncommutatively transforms the system from one ground state to another. Due to the protection of the non-Abelian braiding properties a quantum bit encoded in MFs is immune to external environmental noise. This gives MFs considerable promise in topological quantum computing. Motivated by this idea, a great deal of effort has been expended to examine many materials and structures to find ways to produce MFs.

Because MFs can appear when s-wave superconductors are put in close proximity to TIs, great attention has recently been focused on this kind of superconducting hybrid system [12–15]. One phenomenon that also appears in superconducting hybrid systems is Andreev reflection (AR), which is an important transport process found about fifty years ago [16]. AR occurs near the interface of a conductor and a superconductor: an electron incident from the metallic side is reflected as a hole while a Cooper pair is created in the superconductor. Recently, it has been reported theoretically that AR in TI-superconductor (TI-S) hybrid junctions should manifest quantized characteristics due to topologically protected helical edge states [17–19], and thus may be used as a powerful method to probe helical edge modes in TI systems [20]. More intriguingly, it is anticipated that the promising existence of MFs in Josephson junctions with a superconductor-TI-superconductor (S-TI-S) structure will make the Josephson supercurrent oscillate with a period of 4\pi-twice that of conventional junctions [21–23]. Theoretical proposals focus on correlated phase measurements to prove the existence of MFs in these hybrid systems. This means that the first crucial thing to do is to
study the behavior of the helical edge or surface states in close proximity to a superconductor.

To date, many experimental groups have observed proximity-induced superconductivity in the surface or edge states of TIs\cite{29,31}. In particular, proximity-induced superconductivity in the quantum spin Hall edge of HgTe/CdTe QWs has been reported, and clear superconducting quantum interference patterns due to the superconducting helical edge states of TIs were obtained independently by two experimental groups\cite{29,31}. Following the Dynes-Fulton analysis process, the supercurrent as a function of transverse position in a S-TI-S junction was obtained and found to be localized on two edges of the junction. However, one large puzzle remained in the discussion in Ref. \cite{30}; namely, that the supercurrent was localized on the two edges of the junction even though the system still had measurable resistance due to residual bulk states, which are supposed to spread widely in whole sample. The Dynes-Fulton approach was discussed in very recent theoretical work\cite{32}, where it was pointed out the space-distributed supercurrent obtained through the Fourier transformation of the Dynes-Fulton process is not quantitatively accurate and sometimes deviates significantly from the correct value. Therefore, it is very important to perform a direct numerical simulation on this S-TI-S hybrid junction and clearly verify the existence of proximity-induced superconductivity in the helical edge states of quantum spin Hall systems, and also present reasonable explanations of the experimental results. That is the purpose of the present work.

The rest of this paper is organized as follows: In Sec. \ref{sec1} we introduce the Hamiltonian of superconducting leads and HgTe/CdTe QWs, present the formula for the current through the superconducting leads, as well as for the local current through the cross section of HgTe/CdTe QWs. The numerical results are discussed in Sec. \ref{sec3}. Finally, a brief summary is given in Sec. \ref{sec4}

II. MODEL AND FORMALISM

A. Hamiltonians for superconducting leads and HgTe/CdTe QWs

The two-dimensional TI phase has been experimentally realized in the HgTe/CdTe\cite{33,34} and InAs/GaSb\cite{34} QWs. In order to easily compare our numerical simulation to the experimental results in Refs. \cite{30} and \cite{31}, here we shall adopt the parameters appropriate for HgTe/CdTe QWs in the following calculations. The results should be also qualitatively correct for other 2D TI systems, e.g. InAs/GaSb QWs. We consider a superconductor-HgTe/CdTe QW-superconductor Josephson junction as shown in Fig. \ref{fig1}. This hybrid device is described by the Hamiltonian $H = H_C + H_S + H_T$, where $H_C$, $H_S$, and $H_T$ are the Hamiltonians of the HgTe/CdTe QWs, superconducting leads, and the coupling between them, respectively.

In the Nambu representation, the tight binding Hamiltonian $H_C$ of the HgTe/CdTe QWs is represented as:

$$H_C = \sum_i \Psi_i^\dagger H_i \Psi_i + \sum_{i+\pi} \Psi_i^\dagger f_{i+\pi} H_{i+\pi} \Psi_{i+\pi} + H.c.,$$ (1)

where $i = (i_x, i_y)$ is the site index, $\mathbf{r} = \hat{x}$ or $\hat{y}$ represents the unit vector along $x$ or $y$ direction, $H_i = (c_{i+\uparrow}, c_{i+\downarrow}, c_{i\uparrow}^\dagger, c_{i\downarrow}^\dagger)^T$, and $c_{i+\uparrow}, c_{i+\downarrow}, c_{i\uparrow}, c_{i\downarrow}$ are annihilation operators of electrons at the site $i$ in the states $|s, \uparrow\rangle$, $|p_x + ip_y, \uparrow\rangle$, $|s, \downarrow\rangle$, and $|-p_x - ip_y, \downarrow\rangle$. In Eq. (1), $H_{i,i+\pi} = (\begin{smallmatrix} h_{i,i+\pi} & 0 \\ 0 & -h_{i,i+\pi} \end{smallmatrix})$ and $f_{i,i+\pi} = (\begin{smallmatrix} 0 & e^{i\phi_{i,i+\pi}} \\ e^{-i\phi_{i,i+\pi}} & 0 \end{smallmatrix})$ are $4 \times 4$ matrices, where $h_{i,i+\pi} = (E_s 0 \\ 0 E_p)$, $h_{i,i+\pi} = (t_{s}\uparrow \cdot (E_t - t_{sp}_{i+\pi})$, and $h_{i,i+\pi} = (t_{s}\downarrow - t_{sp}_{i+\pi})$, with $E_s/p = C \pm M - E_F - 4(D \pm B)/a^2$, $t_{s}\uparrow/t_{s}\downarrow = (D \pm B)/a^2$ and $t_{sp} = A/2a$. Adopting a definite gauge for the magnetic vector potential ($A = (yB_z, 0, 0)$, $\phi_{i,i+\pi} = 2\pi j_{i}^3 \mathbf{A} \cdot \mathbf{dl}/\Phi_0$ with $\Phi_0 = h/e$), the additional hopping phase arising from the external magnetic field is $\phi_{i,i+\pi} = \Phi/\Phi_0$ and $\phi_{i,i+\pi} = 0$. Here, $E_F$ is the Fermi energy (pinned by the superconductor condensate), $a$ is the lattice constant, and $A, B, C, D, M$ are system parameters which can be experimentally controlled. The Hamiltonian $H_S$ of the two-dimensional superconducting leads is:

$$H_S = \sum_{s,k} \epsilon_{sk}\alpha_{sk}\alpha_{sk} + \sum_{sk} \Delta e^{i\theta_{sk}} a_{sk}^\dagger a_{sk} + H.c.$$

where the sum over $s$ refers to the left and right superconducting leads and $\alpha_{sk}$ ($a_{sk}$) is the creation (annihilation) operator in the superconducting leads for electrons with the momentum $\mathbf{k} = (k_x, k_y)$. Here we consider a general $s$-wave superconductor; $\Delta$ is the superconductor gap, and $\theta_{sk}$ represents the superconducting phase of the left or right superconducting lead.

Noted that, it is straightforward to compute all momentum-space Green’s functions, as well as the self-energy functions of the superconducting leads, using the superconducting Hamiltonian given above. To simplify use of the Landauer-Büttiker formula in real space, it is necessary to transform all functions into the form appropriate to the tight-binding approximation. Following the same method used in previous work\cite{35} we show the result in Appendix A. Then, the coupling Hamiltonian $H_T$ becomes:

$$H_T = \sum_{s,k} \epsilon_{sk}\alpha_{sk}\alpha_{sk} + H.c.$$

where the operator $a_{sk}^\dagger = \sum_{k} e^{i\phi_{k,s} \mathbf{k} \cdot \mathbf{k}} a_{dk}\sigma_k$ and $t_{sk} = (t_{s}\uparrow \cdot 0 + 0 - t_{s}\downarrow - t_{s}\uparrow)$. Here the parameters $t_{sk}$ and $t_{sp}$ are the coupling strengths between the superconductors and the HgTe/CdTe QWs, which depends on the interface contact potential and, experimentally, the quality of the coupling.
B. Current formula through a superconducting lead by non-equilibrium Green’s function

The supercurrent through superconducting leads is carried by Cooper pairs. However, one does not have to introduce the creation operator for the Cooper pair in order to calculate the current through the superconducting lead. Generally, the supercurrent from the left or right superconducting lead to the central device can be calculated from the evolution of the number operator of the electrons in the superconducting lead:

\[ I_s = -e\frac{dN_s}{dt} = \frac{ie}{\hbar} \left\langle \sum_{i,\sigma} a_{i\sigma}^\dagger a_{i\sigma}, H \right\rangle \]

\[ = \frac{ie}{\hbar} \sum_{i,\sigma} \left( t_{SI} \langle a_{i\sigma}^\dagger c_{i\sigma} \rangle - t_{SI}^* \langle c_{i\sigma}^\dagger a_{i\sigma} \rangle \right) \]

\[ = \frac{e}{\hbar} \sum_{i,\sigma} Tr[t_{SI} G_{CC}(t, t; i, i) - t_{SI}^* G_{CC}^\dagger(t, t; i, i)] \]

\[ = \frac{e}{\hbar} \sum_{i,\sigma} \left( t_{SI} G_{CC}(t, t; i, i) - t_{SI}^* G_{CC}^\dagger(t, t; i, i) \right) \]

where particle number operator \( N_s = \sum_{\sigma} a_{i\sigma}^\dagger a_{i\sigma} \) and \( I_\sigma = \sigma \sum_{i,2} \).

In order to obtain the Green’s function in the above formula, the contour-ordering Green’s functions \( G(\tau, \tau') \) is defined in the Nambu representation:

\[ G_{CS}(\tau, \tau'; i, i') = -i \left\langle T \Psi_{i\dagger}(\tau) a_{i\dagger}(\tau') \Psi_{i'}(\tau') \right\rangle \]

\[ G_{SC}(\tau, \tau'; i, i') = -i \left\langle T \Psi_{i\dagger}(\tau) a_{i\dagger}(\tau') \Psi_{i'}(\tau') \right\rangle \]

where the contour-ordering operator, \( T \), orders all operators following it along the contour time \( \tau \) loop, and \( \Psi_{i\dagger} = (c_{i\uparrow}, \gamma \sigma \rightarrow \psi_{i\dagger} \tau) \). In this case, a general relation for the contour-ordered Green’s function \( G_{CS}(\tau, \tau'; i, i') \) can be derived rather easily, either using the equation of motion technique or with a direct expansion of the scattering matrix, as the follows:

\[ G_{CS}(\tau, \tau'; i, i') = \sum_{j} \int d\tau_1 G_{CC}(\tau, \tau_1; i, j) \times t_{jSC}(\tau_1, \tau'; i, i'). \]

Here \( G_{CS}(\tau, \tau'; i, i') \) and \( g_{SS}(\tau, \tau'; i, i') \) represent the contour-ordered Green’s functions of the central region and the decoupled superconducting lead in the Nambu representation, respectively. Using the standard analytic continuation formula \[ C^<_{S}(t, t') = \int dt_1 [A^<_{S}(t, t_1) B^<_{S}(t_1, t') + A^<_{S}(t, t_1) B^R_{S}(t_1, t')] \]

the lesser Green’s function in the Nambu representation is found to be

\[ G_{CS}^<_{S}(t, t'; i, i') = \sum_j \int dt_1 G_{CC}(t, t_1; i, j) t_{jSC}^a \]

\[ + G_{CC}^<_{S}(t, t_1; i, j) t_{jSC}^a \]

\[ \bar{G}_{SC}^<_{S}(t, t'; i, i') = \sum_j \int dt_1 G_{CC}(t, t_1; i, j) t_{jSC}^a \]

\[ + G_{CC}^<_{S}(t, t_1; i, j) t_{jSC}^a. \]

Similarly, \( G_{SS}^<_{S} \) can be also obtained. Then, substituting the above expression for \( G^<_{S} \) into Eq. (6), the current is

\[ I_s = \frac{e}{\hbar} \int dt_1 Tr[G_{CC}(t, t_1) t_{jSC}^a G_{SS}(t_1, t) t_{jSC}^a + G_{CC}^<_{S}(t, t_1) t_{jSC}^a G_{SS}^<_{S}(t_1, t) t_{jSC}^a + H.c.] \]

\[ = \frac{e}{\hbar} \int dt_1 Tr[G_{CC}(t, t_1) t_{jSC}^a G_{SS}(t_1, t) t_{jSC}^a + H.c.] \]

where \( G_{SS} \) represents the self-energy function of the superconducting lead. In the case of zero bias voltage, because both the Green’s function \( G_{CC}(t, t') \) and the self-energy function \( G_{SS}(t, t') \) become functions of \( t - t' \), Eq. (7) can be simplified as:

\[ I_s = \frac{e}{\hbar} \int dE Tr[G_{CC}^a(E) G_{SS}^a(E) - G_{CC}^a(E) G_{SS}^a(E)]. \]

The self-energy functions \( \Sigma_{CC}, \Sigma_{SS} \), and \( \Sigma_{SS}^<_{S} \) for the superconducting leads can be calculated as in Refs. 33, 35, 48. For the sake of completeness, surface Green’s functions and retarded or lesser self-energy function of superconducting leads are given in Appendix A.

The Green’s function of the central region can be calculated from

\[ G_{CC}^<_{S}(E) = \left\{ E - H_C - \Sigma_{CC}^<_{S} - \Sigma_{SS}^<_{S} \pm i\gamma I \right\}^{-1}, \]

where \( H_C \) is the Hamiltonian of the central TI region as shown in Fig.1(a) (light blue region) and \( \gamma \) represents the linewidth function of states, which is always chosen to be an infinitesimal quantity for clean samples. Consequently, the current through the left or right superconducting lead can be obtained straightforwardly using Eq. (8).

In the following numerical calculations, we choose parameters appropriate for the realistic materials: (1) the HgTe/CdTe QW parameters are \( A = 364.5meVnm, B = -696meVnm^2, C = 0, \) and \( D = -512meVnm^2; \) (2) the superconductor parameters are the gap energy \( \Delta = 1meV, \) the superconducting phases \( \theta_L = \pi/2 \) and \( \theta_R = 0. \) The lattice constant \( a \) is set to 5nm and the TI-S coupling strengths are taken to be \( t_{ss} = t_{sp} \equiv t = 3.5meV. \)

Besides, it is worth pointing out that actually we do not need the full Green’s function of the whole central region, and a recursive algorithm about how to obtain parts of retarded Green’s function, used in Eqs. (8), (14) and (15), is briefly introduced in Appendix B.
In order to check the real-space distribution of the supercurrent, it is necessary to derive a local current formula perpendicular to the cross section of the HgTe/CdTe QWs. Using the non-equilibrium Green’s function method, the current flowing through site i of the central region can be written as

\[ J_{i\uparrow}(t) = -\frac{e}{\hbar} \langle \frac{dN_{i\uparrow}}{dt} \rangle = \frac{ie}{\hbar} \left\langle \sum_{\alpha = s, p} c_{\alpha i \uparrow}^\dagger c_{\alpha i \uparrow}, H \right\rangle \]

\[ = \frac{ie}{\hbar} \sum_{\alpha, \beta, \tilde{r}} \left[ h_{\alpha\alpha + \beta\beta}(c_{\alpha\alpha}^\dagger c_{\beta\beta}) - h_{\tilde{r} \alpha + \tilde{r} \beta}(c_{\beta\beta}^\dagger c_{\alpha\alpha}) \right] \]

\[ = \frac{e}{\hbar} \sum_\tilde{r} Tr[\hat{h}_{\tilde{r} + \tilde{r}} \hat{G}_{CC,i\uparrow i\uparrow}^{<}(t, t; i + \tilde{r}, i) + H.c.] \]

\[ = \frac{e}{\hbar} \sum_\tilde{r} Tr[\hat{h}_{\tilde{r} + \tilde{r}} \hat{G}_{CC}^{<}(t, t; i + \tilde{r}, i)] + H.c.] \]

\[ = \frac{2e}{\hbar} Re \sum_\tilde{r} Tr[\hat{h}_{\tilde{r} + \tilde{r}} \hat{G}_{CC}^{<}(t, t; i + \tilde{r}, i)] \]

and similarly in the Nambu representation,

\[ J_{i\downarrow}(t) = -\frac{2e}{\hbar} Re \sum_\tilde{r} Tr[\hat{h}_{\tilde{r} + \tilde{r}} \hat{G}_{CC}^{<}(t, t; i + \tilde{r}, i)] \]

Here, the Hamiltonian matrices are the same to those defined in the previous section and the Keldysh lesser Green’s function of the central region is defined as:

\[ \hat{G}_{CC}^{<}(t, t'; i, j) = i \langle \Psi_{j}(t')\Psi_{i}(t) \rangle \]

If we set the voltage of the superconducting leads to zero \((V_L = V_R = 0)\), it can be shown that all Green’s functions of the central region depend only on the time difference; namely \( \hat{G}_{CC}(t, t'; i, j) = \hat{G}_{CC}(t - t', 0; i, j) \) [34]. After taking the Fourier transform of the lesser Green’s function, the local current between neighboring sites \( i \) and \( i + \tilde{r} \) can be calculated from the formula

\[ J_{i\rightarrow j} = \frac{2e^2}{\hbar} Re \left\{ Tr[\hat{T}_z \hat{H}_I \hat{G}_{CC}^{<}(0, 0; j, i)] \right\} \]

\[ = \frac{2e^2}{\hbar} Re \int_{-\infty}^{\infty} dE Tr[\hat{T}_z \hat{H}_I \hat{G}_{CC}^{<}(E; j, i)] \].

By applying the Keldysh equation \( \hat{G}^{<} = \hat{G}^{r}(i\hat{\Gamma}_L \hat{f}_L + \hat{\Gamma}_R \hat{f}_R)\hat{G}^{a} \) [34], Eq. (13) can be simplified to

\[ J_{i\rightarrow j} = -\frac{2e^2}{\hbar} Im \int_{-\infty}^{0} dE \times Tr[\hat{T}_z \hat{H}_I \hat{G}_{CC}^{<}(\hat{\Gamma}_L + \hat{\Gamma}_R)\hat{G}_{CC}^{a}] \].

where the linewidth functions of superconducting leads are \( \hat{\Gamma}_{L/R} = i(\Sigma_{L/R}^a - \Sigma_{L/R}^c) \), and the Fermi energies of the left and right superconducting leads are set to zero, and thus \( f_L = f_R = 1/0 \) below/above the Fermi energy. Thus, given that the retarded and advanced Green’s functions are known, the local current can be readily calculated using the above formula.

In addition, the local Cooper pair distribution can be approximately obtained by the computing superconductor order parameter,

\[ \langle c_{i\uparrow}^\dagger c_{i\downarrow} \rangle = Im \int_{-\infty}^{\infty} dE \frac{1}{2\pi} Tr\{[\hat{G}_{CC}^{<}(E, i, i)]_{\uparrow\downarrow} \}

= Re \int_{-\infty}^{\infty} dE \frac{1}{2\pi} Tr\{[\hat{G}_{CC}^{a}(\hat{\Gamma}_L \hat{f}_L + \hat{\Gamma}_R \hat{f}_R)\hat{G}_{CC}^{<}]_{\uparrow\downarrow} \},

= Re \int_{-\infty}^{0} dE \frac{1}{2\pi} Tr\{[\hat{G}_{CC}^{a}(\hat{\Gamma}_L + \hat{\Gamma}_R)\hat{G}_{CC}^{<}]_{\uparrow\downarrow} \},

\]

where \( V_L = V_R = 0 \) has been adopted.

III. RESULTS AND DISCUSSIONS

In order to facilitate comparison of our results with previous experimental measurements, we have performed calculations for essentially the same device as used in the experiments. As shown in Fig. 1 the Josephson junction consists of the central region of HgTe/CdTe quantum wells and two superconducting leads. Applying a perpendicular magnetic field, a supercurrent interference pattern is expected to be observed as the magnetic strength is varied. In order to discuss the following calculation results explicitly, the energy dispersion in the absence and presence of external magnetic field are given in Fig. 1(b) and 1(c), respectively. Note that the ribbon width is set
to \( W = 400nm \), and the effective mass to \( M = -10meV \) which corresponds to the HgTe/CdTe QW being a TI. In addition, the hopping phase arising from the external magnetic field in Fig. 1(c) is set to \( \Phi = 0.001 \).

One of the most intriguing observations reported in one recent experiment \(^{30}\) is that although there is still residual resistance from bulk states, it seems that only topologically protected edge states contribute to the supercurrent interference pattern while the bulk states appear to be ‘frozen’ in the transport measurement. One of the underlying reasons may be the special characteristics of TIs, which result in the edge states predominating in the proximity effect to a superconductor, while at the same time suppressing the contribution from the bulk states. If this supposition is true, TI-Superconductor hybrid devices could open a fascinating new chapter in this field; if not, a reasonable explanation of the experimental results is still necessary.

An effective and feasible approach to verify this assumption, that the system topology has endowed topologically protected edge states with some special characteristics but does not do the same for bulk states, is to examine the real-space distribution of Cooper pairs along the cross section through the central TI sample. When \( M = -10meV \) and \( E_F = 1meV \) as shown in Fig. 2(a), Cooper pairs localize mainly near the two edges of the Josephson junction. This distribution origins with the topologically protected edge states being confined on the sample edges. As the Fermi energy is shifted to the conduction band edge, \( E_F = 15meV \), Cooper pairs spread over the whole cross section of the QWs, which indicates that the bulk states become dominant. When QWs are tuned to be non-topological, \( M = 10meV \), the occupation number of Cooper pairs decreases to zero for \( E_F = 1meV \) because there is no state within the band gap. Similarly, Cooper pairs spread over all the whole cross section of QWs when the Fermi energy is again tuned to the edge of conductance band, \( E_F = 15meV \) in Fig. 2(a). There is no change in essence when an external magnetic field is applied, as shown in Fig. 2(b).

From Fig. 2 it can be concluded that there is no essential difference between topologically-protected edge states and bulk states in proximity to a superconductor. Even though topologically-protected edge states, because of their high mobility, could have some advantages in proximity to a superconductor, the bulk states are not forbidden to contribute and can experience the proximity effect. This conclusion is still correct when an external magnetic field is turned on. This does not resolve the problem of why, in the experiment \(^{30}\) mentioned above, only topologically-protected edge states appear to contribute to the supercurrent interference pattern even though there are residual bulk states present.

To understand the connection between our results and the experimental results \(^{30}\) we present interference patterns for HgTe/CdTe hybrid system from the perspective of numerical simulation. This will illuminate the underlying physics. When the Fermi energy is set to \( E_F = 1meV \) in Fig. 3(a), which means there are only two pairs of topologically-protected edges states confined to the top and bottom boundaries of the central sample, an interference pattern similar to a two-slit interference pattern is observed. In particular, when counting period of the fluctuations in Fig 3(a), it is found that they correspond to a change of \( \Phi_0/2 \) in the magnetic flux threading the whole area of the central HgTe/CdTe QWs. When the Fermi energy is shifted up to \( E_F = 12meV \), the perfect two-slit interference pattern is damaged because of the addition of some bulk states, as shown in Fig. 3(b). Note first that the heights of the interference peaks decrease gradually as the threading magnetic flux increases. Secondly, the modulation period of the interference pattern is not exactly equal to the change of the magnetic flux \( \Phi_0/2 \) threading the whole area of the central HgTe/CdTe QWs, and in particular the width of the central lobe clearly increases in size. As the Fermi energy is further moved up to \( E_F = 60meV \), an interference pattern similar to a single-slit Fraunhofer interference pattern is obtained, as seen in Fig. 3(c). In this case, many bulk states mask the role of the two pairs of edge states in the interference. Besides, it was reported in Ref. \(^{39}\) that both the temperature and the length of Josephson junction can influence the shape of interference pattern obviously.

Comparing our theoretical results to the experimental ones reported in Ref. \(^{30}\), it is easy to see that there are always residual bulk states even for the perfect ‘double-slit interference pattern’, namely Fig. 2(c) in Ref. \(^{30}\), while the authors thought there were only edge states. The question mentioned in the introduction and elsewhere therefore arises as to why no bulk states and only edge states are found when transforming the interference pattern into a real-space current distribution along the cross section of the HeTe/CdTe QWs using the Dynes-Fulton method \(^{30}\).

One possible reason, which has been discussed in Ref. \(^{32}\), is that the lack of bulk states may arise from the
Cooper pairs or supercurrent confined near the top and bottom boundaries of the TI are detectable experimentally. In fact, this was just the case in Ref. 30, where the sample width was $W = 4\mu m$ and the residual resistance from bulk states was approximately $h/6e^2$. Because the wave functions of these residual bulk states spread over the whole cross-section of the sample and thus are much weaker than those of two pairs of edge states which are always confined at the sample boundaries, to detect the contribution of finite residual bulk states to the supercurrent becomes very difficult experimentally. That is why only induced superconductivity in the quantum spin Hall edge states is observed in Ref. 30. Through changing the TI sample width and tuning the Fermi energy by gate voltage, the results in Fig. 4 can be easily checked for experiments.

Finally, it should be noted that in order to obtain interference patterns similar to those seen in the experiment 30 a relative large linewidth, $\gamma_1 = 1meV$, had to be used for every lattice site of the central TI sample. It is found that the interference pattern deviates significantly from that reported in the experiment 30 if the linewidth $\gamma_1$ is set to be small. The reason is twofold: (1) the finite width of the central sample adopted in our simulation leads to discrete energy levels, therefore a relative large linewidth $\gamma_1$ is needed to smear discrete energy levels and makes them look like continuum energy spectrum; (2) the experimental samples are somewhat disordered, which leads to broadening of states, however this supposition needs to be further confirmed experimentally. Since residual bulk states and dephasing are two significant factors influencing the robustness of the edge states of TIs, production of a clean, high quality TI sample is a long sought goal of this field. At present, residual bulk states are still always observed, no matter whether in 2D TI samples or in 3D ones. How to tune the Fermi energy completely away from the conduction/valence band edges into the band gap is still a big challenge before us.

In addition, it should be explicitly pointed out that unusual interference patterns at low temperature, reported in Ref. 39, is not observed in this work. Note that a requirement to obtain the unusual interference pattern is to resolve individual Andreev bound states, namely the resulting thermal smearing $kT$ is smaller than level spacing $h/L$, where $L$ represents length of Josephson junction. In this work, though we work at zero temperature $T = 0$, a finite linewidth for each site is used to simulate disorder effects, and also simulate a continuous continuum energy spectrum (namely a short junction with very large width). This assumption could hinder observation of unusual interference patterns in our work.

IV. CONCLUSIONS

We have studied the transport properties of the superconductor-HeTe/CdTe QWs-superconductor Josephson junction in the presence of an applied mag-

![FIG. 3: (Color online)Interference pattern shown in critical current for the HgTe/CdTe hybrid system. (a), (b) and (c) are for the Fermi energies of $E_F = 1meV$, $E_F = 12meV$ and $E_F = 60meV$, respectively. The ribbon width is $W = 500nm$, the length of the central region is $L = 100nm$, and the effective mass is $M = 10meV$. Note that $\Phi$ represents the additional hopping phase due to the external magnetic field, which is defined in Sec. II A](image)
nentic field. It was found that the proximity effect can induce superconductivity for both edge and bulk states. Compared to bulk states, topologically-protected edge states do not possess any obvious advantages arising from being in close proximity to a superconductor. The fact that experiments have only observed induced superconductivity for both edge and bulk states.

From the results of this work, one meaningful thing is that even though there is limited residual bulk resistance for HgTe/CdTe QWs, it does not affect the superconducting quantum interference pattern for S-TI-S Josephson junction. However, on the other hand the experimental results tell us that residual bulk states are still present even after many years attempts in experiment, and the Fermi energy for HeTe/CdTe QWs does not lie inside the expected bulk gap. In this sense, there is still a long way to go to realize a perfect quantum spin Hall system, which is a prerequisite for obtaining useful topological devices for technological purposes.
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APPENDIX A

In this appendix, we intend to obtain the surface Green's function $g^r_{S}$ of the two-dimensional superconducting lead and the self-energies $\Sigma^r_{S}$ associated with the superconducting lead in real space. Note that a detailed derivation can be found in a published paper [33].

Using the Hamiltonian of the superconducting lead introduced in Sec. II A, the bulk Green's function $g^r_{S}$ of the superconductor can be obtained readily in momentum space:

$$g^r_{S}(k; E) = \frac{1}{(E + i0^+)\mathbf{I}_{2 \times 2} - \mathbf{H}_c(k)} = A_k^{-1} \left( \begin{array}{cc} E + \varepsilon_k & \Delta \\ \Delta & E + \varepsilon_k \end{array} \right),$$

where $A_k = E^2_+ - \varepsilon^2_k - \Delta^2$ and $E_+ = E + i0^+$. Here, the space of the above matrix refers to the wavevectors $|k\uparrow\rangle$ and $|-k\downarrow\rangle$. Using the Fourier transformation, we can write the surface Green's function of two-dimensional superconducting leads in real space:

$$g^r_{S}(y, y'; E) = -i\pi \rho J_0(k_F(y - y')) \beta(E) \left( \begin{array}{cc} 1 & \Delta/E \\ \Delta/E & 1 \end{array} \right),$$

where $J_0(x)$ is the Bessel function of the first kind, $\beta(E) = |E|/\sqrt{E^2 - \Delta^2}$ for $|E| > \Delta$ and $\beta(E) = E/(i\sqrt{\Delta^2 - E^2})$ for $|E| < \Delta$. In addition, the density of electron states $\rho(\varepsilon_k) = \rho$ is assumed to be independent of the superconducting spectrum $\varepsilon_k$, which makes the detailed expression for $\varepsilon_k$ unnecessary [33].

Straightforwardly, using the surface Green's function $g^r_{S}$ for the superconducting lead, the self-energies $\Sigma_{S}$ take the form:

$$\Sigma^r_{S,nm}(E) = t_c g^r_{S}(y_n, y_m; E)t^*_c$$

$$= -i|t_c|^2 \rho J_0(k_F(y_n - y_m)) \beta(E) \left( \begin{array}{cc} 1 & \Delta/E \\ \Delta/E & 1 \end{array} \right)$$

$$= -\frac{i}{2} \Gamma^r_{S,nm}(E),$$

$$\Sigma^a_{S,nm}(E) = \frac{i}{2} \Gamma^a_{S,nm}(E),$$

FIG. 4: (Color online) (a) Distribution of Cooper pair and (b) magnitude of local current along the cross section of the central TI sample, where $J_i = |J_{i-1}|$, and $i_p$ represents the $y$ index of the site locating at the middle cross section of the HgTe/CdTe QWs. Noted that a definite resistance (about $h/4\pi e^2$) are preserved by choosing a suitable Fermi energy no matter what the width of sample is. The length of the central region is taken as $L = 100 \text{nm}$, and the effective mass is $M = -10 \text{meV}$. 
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\text{FIG. 4: (Color online) (a) Distribution of Cooper pair and (b) magnitude of local current along the cross section of the central TI sample, where } J_i = |J_{i-1}|, \text{ and } i_p \text{ represents the } y \text{ index of the site locating at the middle cross section of the HgTe/CdTe QWs. Noted that a definite resistance (about } h/4\pi e^2 \text{) are preserved by choosing a suitable Fermi energy no matter what the width of sample is. The length of the central region is taken as } L = 100 \text{ nm}, \text{ and the effective mass is } M = -10 \text{ meV.}
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\( \Sigma_{s,nn}(E) = -f(E)(\Sigma_{s,nn}^r - \Sigma_{s,nn}^a), \)
\( \Sigma_{s,nn}(E) = [1 - f(E)](\Sigma_{s,nn}^r - \Sigma_{s,nn}^a), \)

where \( t_r \) represent the coupling strength between the superconducting leads and the central sample \( t_{ss} \) or \( t_{sp} \), and \( f(E) \) is the Fermi function. If we suppose now that the couplings of the superconducting leads to the sites and \( p \) orbitals in the HgTe/CdTe QWs are identical, the final self energy takes the form \( \Sigma_s \otimes I_{2 \times 2} \).

**APPENDIX B**

In this appendix, we present a numerical method about how to compute the retarded Green’s function of the central region in Eq. (8) or (14).

A straightforward method to obtain the retarded Green’s function of the central region is via a direct inversion of large matrix, as shown in Eq. (9). However, the direct inversion of large matrix is greatly time-consuming for computers. In order to obtain a current by Landauer-Büttiker formula, in fact we only need parts of the retarded Green’s function of the central region, e.g. that of the left-most layer contacting with the left lead, that of the right-most layer contacting with the right lead, that between the left-most layer and the right-most layer, and that of one specific layer in the central region, which can be represented as \( G_{11}^r, G_{NN}^r, G_{1N}^r \) or \( G_{NN}^a \), and \( G_{nn}^r \), respectively.

Using Dyson equation, it can be easily proved that hopping Green’s function between the left-most layer and the right-most layer as well as that of the right-most layer can be obtained by the following recursive algorithm:

At beginning:
\[
G_{NN}^r = 1/(E - H_{11} - \Sigma_L^r) \\
G_{1N}^r = G_{NN}^r
\]

Iterative process:
\[
\begin{align*}
G_{NN}^r &= 1/(E - H_{11} - H_{21}G_{ss}^rH_{12}) \\
G_{1N}^r &= G_{1N}^rH_{12}G_{ss}^r
\end{align*}
\]

for \( i = 2 : 1 : n - 1 \)
\[
G_{NN}^r = 1/(E - H_{11} - H_{21}G_{ss}^rH_{12}) \\
G_{1N}^r = G_{1N}^rH_{12}G_{ss}^r
\]

At ending:
\[
\begin{align*}
G_{NN}^r &= 1/(1/G_{NN}^a - \Sigma_R^r) \\
G_{1N}^r &= G_{1N}^r + G_{1N}^r\Sigma_R^rG_{NN}^r
\end{align*}
\]

where \( H_{11}, H_{12}, H_{21}(=H_{12}^\dagger) \) represents the Hamiltonian of an arbitrary layer, the hopping Hamiltonians to the right neighboring layer and the left neighboring layer, respectively. \( \Sigma_L^r \) and \( \Sigma_R^r \) are self energies from left lead and right lead. If there are many sites for one layer, all quantities above will become a matrix with the same dimension to the site number in one layers. It should be pointed out explicitly that \( G_{1N}^r \) and \( G_{NN}^r \) are, namely, Green’s function from the left-most layer to the right-most one and that of the right-most layer contacting with the left lead, respectively. Similarly, we can obtain \( G_{NN}^r \) and \( G_{NN}^a \) if \( \Sigma_L^r \) and \( \Sigma_R^r \) commute each other, as well as \( H_{12} \) and \( H_{21} \).

From the recursive algorithm above, the Green’s functions of one specific layer in the central region can be obtained as follows:

At beginning:
\[
\begin{align*}
G_{ss}^r &= 1/(E - H_{11} - \Sigma_L^r) \\
G_{1s}^r &= G_{ss}^r \\
G_{ts}^r &= 1/(E - H_{11} - \Sigma_R^r) \\
G_{Nt}^r &= G_{tt}^r
\end{align*}
\]

Iterative process:
\[
\begin{align*}
G_{ss}^r &= 1/(E - H_{11} - H_{21}G_{ss}^rH_{12}) \\
G_{ts}^r &= G_{ts}^rH_{12}G_{ss}^r
\end{align*}
\]

for \( i = N - 1 : -1 : n + 1 \)
\[
\begin{align*}
G_{tt}^r &= 1/(E - H_{11} - H_{12}G_{tt}^rH_{21}) \\
G_{Nt}^r &= G_{Nt}^rH_{21}G_{tt}^r
\end{align*}
\]

At ending:
\[
\begin{align*}
G_{nn}^r &= 1/(E - H_{11} - H_{21}G_{ss}^rH_{12} - H_{12}G_{tt}^rH_{21}) \\
G_{1n}^r &= G_{1n}^rH_{12}G_{nn}^r \\
G_{NN}^r &= G_{NN}^rH_{21}G_{nn}^r.
\end{align*}
\]

Here, \( G_{nn}^r, G_{1n}^r, \) and \( G_{NN}^r \) are the Green’s function of the \( n \)-th layer, the hopping Green’s function from the left-most layer to the \( n \)-th layer, and the hopping Green’s function from the right-most layer to the \( n \)-th layer, respectively. Similarly, the hopping Green’s functions from the \( n \)-th layer to the left-most layer and to the right-most layer can be also obtained through this recursive method.

---

1. F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
2. C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005); ibid 95, 146802 (2005).
3. B. A. Bernevig, T. L. Hughes, and S. C. Zhang, Science 314, 1757 (2006).
4. C. Liu, T. L. Hughes, X.-L. Qi, K. Wang, and S.-C. Zhang, Phys. Rev. Lett. 100, 236601 (2008).
5. M. König, S. Wiedmann, C. Brüne, A. Roth, Hartmut Buhmann, Laurens W. Molenkamp, X.-L. Qi and S.-C. Zhang, Science 318, 766 (2007); M. König, H. Buhmann, L. W. Molenkamp, T. L. Hughes, C.-X. Liu, X.-L. Qi, and S.-C. Zhang, J. Phys. Soc. Jpn. 77, 031007 (2008).
6. A. Roth, C. Brüne, H. Buhmann, L. W. Molenkamp, J. Maciejko, X.-L. Qi, and S.-C. Zhang, Science 325, 294 (2009).
7. I. Knez, R.-R. Du, and G. Sullivan, Phys. Rev. Lett. 107,
136603 (2011).
8 J. Li, R. L. Chu, J. K. Jain, and S. Q. Shen, Phys. Rev. Lett. 102, 136806 (2009).
9 H. Jiang, L. Wang, Q.-F. Sun, and X. C Xie, Phys. Rev. B, 80, 165316 (2009).
10 C. W. Groth, M. Wimmer, A. R. Akhmerov, J. Tworzydło, and C. W. J. Beenakker, Phys. Rev. Lett. 103, 196805 (2009).
11 J. Song, H. Liu, H. Jiang, Q.-F. Sun, and X. C. Xie, Phys. Rev. B, 80, 165316 (2009).
12 C. W. Groth, M. Wimmer, A. R. Akhmerov, J. Tworzydło, and C. W. J. Beenakker, Phys. Rev. Lett. 103, 196805 (2009).
13 J. Song, H. Liu, H. Jiang, Q.-f. Sun, and X. C. Xie, Phys. Rev. Lett. 113, 046805 (2014).
14 Y. Tanaka, A. Furusaki, and K. A. Matveev, Phys. Rev. Lett. 106, 236402 (2011).
15 H. Liu, H. Jiang, Q.-f. Sun, and X. C. Xie, Phys. Rev. Lett. 113, 046805 (2014).
16 J. Maciejko, X.-L. Qi, and S.-C. Zhang, Phys. Rev. B 82, 155310 (2010).
17 P. Delplace, J. Li, and M. Büttiker, Phys. Rev. Lett. 109, 246803 (2012).
18 L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).
19 Q.-F. Sun, Y.-X. Li, W. Long, and J. Wang, Phys. Rev. B, 83, 115315 (2011).
20 I. Knez, R.-R. Du, and G. Sullivan, Phys. Rev. Lett. 109, 186603 (2012).
21 P. Adroguer, C. Grenier, D. Carpentier, J. Cayssol, P. Degiovanni, and E. Orignac, Phys. Rev. B 82, 081303(R) (2010).
22 A. Narayan and S. Sanvito, Phys. Rev. B 86, 041104(R) (2012).
23 P. Ghaemi and V.P. Nair, Phys. Rev. Lett. 116, 037001 (2016).
24 J. Linder, Y. Tanaka, T. Yokoyama, A. Sudbø, and N. Nagaosa, Phys. Rev. Lett. 104, 067001 (2010).
25 Y. Tanaka, T. Yokoyama, and N. Nagaosa, Phys. Rev. Lett. 103, 107002 (2009).
26 C. Benjamin, Europhysics Lett. 110, 50003 (2015).
27 A. Zyuzin, M. Alidoust, D. Loss, arXiv:1511.01486.
28 A. F. Andreev, Sov. Phys. JETP 19, 1228 (1964).
29 M. Veldhorst, M. Snelder, M. Hoek, T. Gang, V. K. Guduru, X. L. Wang, U. Zeitler, W. G. van der Wiel, A. A. Golubov, H. Hilgenkamp and A. Brinkman, Nature Materials 11, 417 (2012).
30 S. Hart, H. Ren, T. Wagner, P. Leubner, M. Müllbauer, C. Brüne, H. Buhmann, L. W. Molenkamp and A. Yacoby, Nat. Phys. 10, 638 (2014).
31 V. S. Pribiag, A. J.A. Beukman, F. Qu, M. C. Cassidy, C. Charpentier, Werner Wegscheider, and L. P. Kouwenhoven, Nat. Nanotechnology 10, 593 (2015).
32 H.-Y. Hui, A. M. Lobos, J. D. Sau, and S. Das Sarma, Phys. Rev. B 90, 224517 (2014).
33 Q.-F. Sun and X. C. Xie, J. Phys.: Condens. Matter 21, 344204 (2009).
34 A.-P. Jauho, N.S. Wingreen, and Y. Meir, Phys. Rev. B 50, 5528 (1994).
35 Q.-F. Sun, J. Wang, and T. H. Lin, Phys. Rev. B 59, 13126 (1999).
36 S.-G. Cheng, Y.X. Xing, J. Wang and Q.-F. Sun, Phys. Rev. Lett. 103, 167003 (2009).
37 Q.F. Sun, J. Wang, and T.H. Lin, Phys. Rev. B 59, 3831 (1999).
38 M.P. Lopez Sancho, J.M. Lopez Sancho and J. Rubio, J. Phys. F: Met. Phys. 14, 1205 (1984); ibid. 15, 851 (1985).
39 G. Tkachov, P. Burset, B. Trauzettel, and E. M. Hankiewicz, Phys. Rev. B 92, 045408 (2015).
40 R.C. Dynes and T.A. Fulton, Phys. Rev. B 3, 3015 (1971).
41 Because the maximum normal device resistance is about $h/e^2$ in Ref. 30, it could be simply regarded as to consist of two pairs of helical edge states and six residual bulk states. In fact, the discussion about Fig. 4 refers to when the contribution of the topological edge states outweighs that of the residual bulk states in the superconducting quantum interference as the sample width increases.
42 B. Zhou, H.-Z Lu, R.-L. Chu, S.-Q. Shen, and Q. Niu, Phys. Rev. Lett. 101, 246807 (2008).
43 H. Jiang, H. Liu, J. Feng, Q. Sun and X. C. Xie, Phys. Rev. Lett. 112, 176601 (2014).