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Abstract

In this paper, we first derive a theoretical basis for spherical conformal parameterizations between a simply connected closed surface $\mathcal{S}$ and a unit sphere $S^2$ by minimizing the Dirichlet energy on $\mathcal{C}$ by stereographic projection. The Dirichlet energy can be rewritten as the sum of the energies associated with the southern and northern hemispheres and can be decreased under an equivalence relation by alternatingly solving the corresponding Laplacian equations. Based on this theoretical foundation, we develop a modified Dirichlet energy minimization with nonequivalence deflation for the computation of the spherical conformal parameterization between $\mathcal{S}$ and $S^2$. In addition, under some mild conditions, we verify the asymptotically R-linear convergence of the proposed algorithm. Numerical experiments on various benchmarks confirm that the assumptions for convergence always hold and indicate the efficiency, reliability and robustness of the developed modified Dirichlet energy minimization.
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1 Introduction

The Poincaré–Klein–Koebe uniformization theorem \cite{1, 2} claims that a simply connected Riemann surface is conformally equivalent to one of three canonical Riemann surfaces, namely, a sphere $S^2 = \mathbb{C} = \mathbb{R}^2 \cup \{\infty\}$, a complex plane $\mathbb{C}$, or a unit disk $\mathbb{D}$. In this paper, we focus on the study of the spherical conformal parameterization between a simply connected closed surface $S$, i.e., a closed surface of genus zero, and the unit sphere $S^2$. It is well known from the Dirichlet principle in \cite{3} that a spherical conformal map from $S$ to $S^2$ solves the optimization problem of Dirichlet energy with constraints on $S^2$. However, since the constraint of $S^2$ is not a convex domain, it is generally difficult for a gradient descent projection method or a heat diffusion flow approach on $S^2$ to show convergence. Therefore, in this paper, we reexamine the expression of the Dirichlet energy on $\mathbb{C}$ and derive a theoretical foundation for Dirichlet energy minimization. On this basis, we will develop a new numerical algorithm for efficiently solving the spherical conformal map and prove that the numerical method has asymptotically $R$-linear convergence.

We first survey numerical methods developed in the past as follows: Because harmonic mappings between genus-zero closed surfaces are conformal \cite{3}, the computation of the spherical conformal parameterization problem is equivalent to finding a harmonic mapping between the surface and the unit sphere. Angenent et al. \cite{4} first proposed a method for computing spherical harmonic maps of genus-zero closed triangular meshes by solving a linear Laplace–Beltrami equation with a 3-point boundary condition in view of the Dirichlet principle. The computational cost of \cite{4} is quite low, as the task is merely to solve a linear system with the size of the number of vertices. However, the drawback is that the conformal distortions in the region near the three constrained points are relatively large. Nevertheless, the map provided by \cite{4} can be generally considered a good initial map for the other existing algorithms.

Later, Gu et al. \cite{5} proposed a nonlinear heat diffusion algorithm with a forward Euler method for the computation of spherical harmonic maps, which has highly improved conformal distortions compared to \cite{4}. However, the required number of iterations for convergence is not satisfactory, and this method usually takes a few minutes for a triangular mesh with approximately 100K vertices. Next, Huang et al. \cite{6} improved the efficiency of nonlinear heat diffusion by the quasi-implicit Euler method (QIEM), which uses a centralized and normalized projection to guarantee that the image is always on $S^2$ in the iteration procedure. Because this projection is highly nonlinear, the convergence of the heat diffusion algorithms \cite{5, 6} cannot be theoretically guaranteed.
A year later, Choi et al. [7] proposed a fast landmark aligned spherical harmonic (FLASH) parameterization based on a quasi-conformal approach that aims to minimize the absolute values of the Beltrami coefficients. Numerical experiments indicate that the FLASH algorithm has better efficiency and fewer conformal distortions than heat diffusion algorithms [5, 6]. Very recently, a parallel version of FLASH developed by [8] was found to significantly boost the computational cost when implemented in the environment of parallel machines.

In recent years, Yueh et al. [9, 10] proposed a Dirichlet energy minimization method (DEM) to alternatingly minimize the associated Dirichlet energy on \( \mathbf{C} \) corresponding to the southern and northern hemispheres by stereographic projection. Numerical experiments indicate that this method has a slightly improved efficiency and similar conformal distortion compared to the FLASH algorithms [7]. Nevertheless, this approach lacks theoretical foundations for convergence.

In this paper, we first provide a theoretical foundation for the computation of the spherical conformal parameterization between a genus-zero closed surface \( \mathcal{S} \) and \( \mathbb{S}^2 \) by minimizing the Dirichlet energy on \( \mathbf{C} \) by the flattening technique of stereographic projection from \( \mathbb{S}^2 \) to \( \mathbf{C} \). The Dirichlet energy can be divided into the sum of energies corresponding to the southern and northern hemispheres and then reduced under an equivalence relation by alternatingly solving the associated Laplacian equations. Based on this theoretical foundation, we propose a modified Dirichlet energy minimization (MDEM) with a nonequivalence deflation technique for computing the spherical conformal parameterization between \( \mathcal{S} \) and \( \mathbb{S}^2 \). Furthermore, we prove the asymptotically \( R \)-linear convergence of the MDEM algorithm under some mild conditions. Numerical experiments on various models from benchmarks validate that the conditions for convergence always hold and show the efficiency and reliability of MDEM.

The main contributions of this paper are threefold.

- The original Dirichlet energy minimization problem [3] for spherical conformal parameterization between the genus-zero closed surface \( \mathcal{S} \) and \( \mathbb{S}^2 \) is a 3-dimensional vector-valued variation that considers not only the tangential variation but also the normal variation, which makes the problem much more complicated. We apply a stereographic projection from \( \mathbb{S}^2 \) to \( \mathbf{C} \) to reduce the dimension of the variational space. Then, we propose a theoretical foundation of the DEM on \( \mathbf{C} \) for spherical conformal parameterizations. Using the calculus of variations, we derive the Euler–Lagrange equations and divide them into two parts, corresponding to the homothetic and minimal transformations. We further determine the equations that are meaningful for the angle-preserving transformation corresponding to the minimal transformation part. Then, we define an equivalence relation to compare the reduction of energy that contributes to conformality.

- Based on the theoretical foundation above, we propose an efficient and reliable MDEM algorithm with nonequivalence deflation for the computation
of spherical conformal parameterizations between a genus-zero closed triangular mesh and $S^2$. We then prove that the MDEM algorithm converges asymptotically and $R$-linearly under certain conditions.

- Numerical experiments on the important BraTS 2021 medical databases [11, 12] with 1251 brain images validate that the assumptions for convergence hold for all brain samples. With the aid of spherical conformal parameterizations for transforming brain images to the canonical domain $S^2$, brain tumor detection and segmentation, as well as image processing tasks such as alignment, registration and texture mapping, can be smoothly carried out by AI algorithms.

This paper is organized as follows: In Section 2, we introduce the theoretical foundation for the computation of spherical harmonic maps by minimizing the Dirichlet energy on the image of $\overline{\mathbb{C}} = \mathbb{R}^2 \cup \{\infty\}$. In Section 3, we propose a modified DEM with a nonequivalence deflation technique for the computation of spherical conformal parameterizations of simply connected closed triangular meshes and prove the asymptotically $R$-linear convergence of the MDEM algorithm. Numerical validations of the asymptotically $R$-linear convergence and the conformality of MDEM are given in Section 4. Finally, a concluding remark is given in Section 5.

In this paper, we use the following notation:

- Bold letters, for instance $\mathbf{f}$, denote (complex) vectors.
- Capital letters, for instance $A$, denote matrices.
- Typewriter-style letters, for instance $I$ and $\mathcal{B}$, denote ordered sets of indices.
- $f_i$ denotes the $i$th entry of the vector $\mathbf{f}$.
- $f_I$ denotes the subvector of $\mathbf{f}$ composed of $f_i$ for $i \in I$.
- $|\mathbf{f}|$ denotes a vector with entries that are the absolute values of those in $\mathbf{f}$.
- $A_{i,j}$ denotes the $(i,j)$th entry of matrix $A$.
- $A_{I,J}$ denotes the submatrix of $A$ composed of $A_{i,j}$ for $i \in I$ and $j \in J$.
- $S^2 := \{x \in \mathbb{R}^3 \mid \|x\| = 1\}$ denotes the 2-sphere in $\mathbb{R}^3$.
- $\mathbb{D} := \{z \in \mathbb{C} \mid |z| < 1\}$ denotes the unit disk in $\mathbb{C}$.
- $[v_0, \ldots, v_m]$ denotes the $m$-simplex of the vertices $v_0, \ldots, v_m$.
- $i$ denotes the imaginary unit $\sqrt{-1}$.

2 Theoretical foundations for the DEM on $\overline{\mathbb{C}}$

In this section, we propose a theoretical foundation for the computation of spherical harmonic maps by minimizing the Dirichlet energy on the image of $\overline{\mathbb{C}} = \mathbb{R}^2 \cup \{\infty\}$. The well-known uniformization theorem in [1, 2] states that every simply connected closed Riemann surface $\mathcal{S}$ is conformally equivalent to the unit sphere $S^2$. To study the structure of conformality between $\mathcal{S}$ and $S^2$, the flattening technique by stereographic projection from $S^2$ to $\overline{\mathbb{C}}$ is considered to make this method more feasible in terms of applications.
Let $\mathbb{D}$ be a unit disk, and let $(\mathbb{D}, \delta)$ and $(S^2, \tilde{\delta})$ be Riemann surfaces endowed with the Euclidean metrics $\delta = \delta_{\alpha\beta} dx^\alpha dx^\beta$, $\alpha, \beta = 1, 2$, and $\tilde{\delta} = \tilde{\delta}_{ij} dv^i dv^j$, $i, j = 1, 2, 3$, respectively, where $\delta_{\alpha\beta}$ and $\tilde{\delta}_{ij}$ denote the Kronecker delta. The Dirichlet energy of a $C^1$-map $f : \mathbb{D} \to S^2$ is defined as [13]

$$E(f) := \frac{1}{2} \int_{\mathbb{D}} \delta^{\alpha\beta}(x) \tilde{\delta}_{ij}(f(x)) \frac{\partial f^i}{\partial x^\alpha} \frac{\partial f^j}{\partial x^\beta} \sqrt{\text{det} \delta} dx^1 \wedge dx^2,$$

(1)

where $[\delta^{\alpha\beta}] := [\delta_{\alpha\beta}]^{-1}$ and $\text{det} \delta := \text{det} [\delta_{\alpha\beta}]$.

Suppose $\Gamma$ is a fixed smooth map from $\partial \mathbb{D}$ into $S^2$; the energy has a minimizer of (1) in the class

$$E_\Gamma := \{ w \in W^{1,2}(\mathbb{D}, \mathbb{R}^3) \mid w \in S^2 \text{ a.e. in } \mathbb{D}, w = \Gamma \text{ on } \partial \mathbb{D} \}.$$

For each map $w \in E_\Gamma$, we can define $W : \mathbb{R}^2 \to S^2$ at a point $x = (x^1, x^2)$ by

$$\tilde{w}(x) := \begin{cases} w(x) \in S^2_-, & x \in \mathbb{D}, \\ w(x) = \frac{w(x)}{\|x\|^2} \in \Gamma, & x \in \partial \mathbb{D}, \\ w(x) \in S^2_+, & x \in \mathbb{R}^2 \setminus \mathbb{D} \end{cases}$$

where $w(x) := w\left(\frac{x^1}{\|x\|^2}, \frac{x^2}{\|x\|^2}\right)$ and $S^2_\pm$ denote the upper and lower spherical caps of $S^2$ bounded by $\Gamma$, respectively.

Next, we use the north pole stereographic projection to map the image from $S^2$ onto $\overline{\mathbb{C}}$ via $\tilde{z} := \Pi_{S^2} \circ \tilde{w}$:

$$\tilde{z}(x) := \begin{cases} z(x) = u + iv, & x \in \mathbb{D}, \\ \tilde{z}(x) = u + i\tilde{w}, & x \in \mathbb{R}^2 \setminus \mathbb{D}. \end{cases}$$

In addition, the north pole inverse stereographic projection at $(u, v)$ is defined by

$$\Pi_{S^2}^{-1}(u, v) = \left(\frac{2u}{u^2 + v^2 + 1}, \frac{2v}{u^2 + v^2 + 1}, \frac{u^2 + v^2 - 1}{u^2 + v^2 + 1}\right)$$

(2)

with the induced metric $g = \frac{4}{(u^2 + v^2 + 1)^2} (du^2 + dv^2)$.

Since stereographic projections are angle-preserving, we use the north pole stereographic projection to change the target image from a unit sphere $S^2$ to $\overline{\mathbb{C}}$. We then relate the Dirichlet energy of $\tilde{w} : (\mathbb{R}^2, \delta) \to (S^2, \tilde{\delta})$ to $\tilde{z} \equiv \Pi_{S^2} \circ \tilde{w} : (\mathbb{R}^2, \delta) \to (\mathbb{R}^2, g)$ as follows:

$$E(\tilde{w}) = \frac{1}{2} \int_{\mathbb{R}^2} \delta^{\alpha\beta}(x) \tilde{\delta}_{ij}(\tilde{w}(x)) \frac{\partial \tilde{w}^i}{\partial x^\alpha} \frac{\partial \tilde{w}^j}{\partial x^\beta} \sqrt{\text{det} \delta} dx^1 \wedge dx^2, \ i, j = 1, 2, 3,$$

(3a)
Convergence Analysis of Dirichlet Energy Minimization

\[
E(\tilde{z}) = \frac{1}{2} \int_{\mathbb{R}^2} \delta^{ij} g_{ij}(\tilde{z}(x)) \frac{\partial \tilde{z}^i}{\partial x^\alpha} \frac{\partial \tilde{z}^j}{\partial x^\beta} \sqrt{\det \delta} dx^1 \wedge dx^2, \quad i, j = 1, 2. \tag{3b}
\]

Thus, \( \tilde{w}^* \) is a minimizer of (3a) if and only if \( \tilde{z}^* = \Pi_{S^2} \circ \tilde{w}^* \) is a minimizer of (3b).

Henceforth, we focus on the study of the Dirichlet energy \( E(\tilde{z}) \) in (3b). The integral of (3b) can be divided into two parts, namely, the southern integral \( E_S(\tilde{z}) \) on \( \mathbb{D} \) and the northern integral \( E_N(\tilde{z}) \) on \( \mathbb{R}^2 \setminus \mathbb{D} \). By applying the inverse stereographic projection (2), \( E(\tilde{z}) \) can be written as the sum of the southern and northern hemispheres:

\[
E(\tilde{z}) = E_S(\tilde{z}) + E_N(\tilde{z}), \tag{4a}
\]

where

\[
E_S(\tilde{z}) = \frac{1}{2} \int_{\mathbb{D}} \delta^{ij} g_{ij}(\tilde{z}(z)) \frac{\partial z^i}{\partial x^\alpha} \frac{\partial z^j}{\partial x^\beta} \sqrt{\det \delta} dx^1 \wedge dx^2
\]

\[
= \int_{\mathbb{D}} \frac{2(\nabla z, \nabla z)}{(1 + |z|^2)^2} dx^1 \wedge dx^2, \tag{4b}
\]

\[
E_N(\tilde{z}) = \frac{1}{2} \int_{\mathbb{R}^2 \setminus \mathbb{D}} \delta^{ij} g_{ij}(\tilde{z}(z)) \frac{\partial z^i}{\partial x^\alpha} \frac{\partial z^j}{\partial x^\beta} \sqrt{\det \delta} dx^1 \wedge dx^2
\]

\[
= \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{2(\nabla z, \nabla z)}{(1 + |z|^2)^2} dx^1 \wedge dx^2. \tag{4c}
\]

Through integration by parts, \( E_S \) and \( E_N \) can be expressed as

\[
E_S(z) = -\int_{\mathbb{D}} \left\langle \nabla \left( \frac{2}{(1 + |z|^2)^2} \right), (u \nabla u + v \nabla v) \right\rangle dx^1 \wedge dx^2
\]

\[
- \int_{\mathbb{D}} \frac{2(z, \Delta z)}{(1 + |z|^2)^2} dx^1 \wedge dx^2 \tag{5}
\]

\[
E_N(z) = -\int_{\mathbb{R}^2 \setminus \mathbb{D}} \left\langle \nabla \left( \frac{2}{(1 + |z|^2)^2} \right), (u \nabla u + v \nabla v) \right\rangle dx^1 \wedge dx^2
\]

\[
- \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{2(z, \Delta z)}{(1 + |z|^2)^2} dx^1 \wedge dx^2, \tag{6}
\]

where the boundary integral terms in (5) and (6) are cancelled in (4a) because the unit normal vectors along the boundary are in the opposite directions to their domains.
2.1 Critical points of $E_S(z)$ and $E_N(z)$

In what follows, we first discuss the critical point for $E_S(z)$, and then $E_N(z)$ can be handled in a similar way. Since

$$
\left\langle \nabla \left( \frac{2}{(1 + |z|^2)^2} \right), (u \nabla u + v \nabla v) \right\rangle \nonumber
$$

$$
= -8 \left( u^2 u_{x^2}^2 + 2uv u_{x^1} u_{x^1} v_{x^1} + v^2 v_{x^2}^2 \right) + \left( u^2 u_{x^2}^2 + 2uv u_{x^2} u_{x^2} v_{x^2} + v^2 v_{x^2}^2 \right) \nonumber
$$

$$
= -8 \left( \frac{1}{2} \frac{\partial u^2}{\partial x^1} + \frac{1}{2} \frac{\partial u^2}{\partial x^2} \right)^2 + \left( \frac{1}{2} \frac{\partial u^2}{\partial x^1} + \frac{1}{2} \frac{\partial u^2}{\partial x^2} \right)^2 \nonumber
$$

$$
= -8 \frac{2}{1 + u^2 + v^2} \left| \nabla \left( 1 + u^2 + v^2 \right) \right|^2 \nonumber
$$

$$
= -8 \frac{2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right) \right|^2, \quad (7)
$$

where $u_{x^i} \equiv \frac{\partial u}{\partial x^i}$ and $v_{x^i} \equiv \frac{\partial v}{\partial x^i}$ for $i = 1, 2$, $E_S$ in (5) becomes

$$
E_S(z) = \int_\mathbb{D} \frac{2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right) \right|^2 \, dx^1 \wedge dx^2 - \int_\mathbb{D} \frac{2 \langle z, \Delta z \rangle}{(1 + |z|^2)^2} \, dx^1 \wedge dx^2. \quad (8)
$$

Our goal is to find the critical point and the Euler–Lagrange equations for the Dirichlet energy $E(\tilde{z})$ in (4a), which are the generalization of the geodesics on $S^2$ and the harmonic equations on $\mathbb{D}$ after applying a stereographic projection to transform the curved target into $\mathbb{C}$. For convenience, we now define the Euler–Lagrange equations for $u$ and $v$ as

$$
-\Delta u = \frac{-2uu_{x^1}^2 - 2uu_{x^1}^2 + 2uv^2_{x^1} + 2uv^2_{x^2} - 4u_{x^1} u v_{x^1} v - 4u_{x^2} v_{x^2} v}{1 + u^2 + v^2}, \quad (9a)
$$

$$
-\Delta v = \frac{-2vv_{x^1}^2 - 2vv_{x^1}^2 + 2uv^2_{x^2} + 2uv^2_{x^1} - 4u_{x^1} v_{x^1} u - 4u_{x^2} v_{x^2} u}{1 + u^2 + v^2}, \quad (9b)
$$

and we give the minimal conditions as

$$
|u|^2 |\nabla v|^2 = |v|^2 |\nabla u|^2, \text{ i.e., } u^2 (v_{x^1}^2 + v_{x^2}^2) = v^2 (u_{x^1}^2 + u_{x^2}^2), \quad (10a)
$$

$$
\nabla u \text{ and } \nabla v \text{ are linearly dependent.} \quad (10b)
$$

**Theorem 1** Suppose $z_c = u + iv$ is a critical point of $E_S$ in (4b). Then, $u$ and $v$ satisfy the Euler–Lagrange equations in (9) with $(u, v) = (u, v)$ and

$$
E_S(z_c) = \int_\mathbb{D} \frac{1}{1 + |z_c|^2} \left| \nabla \ln \left( 1 + |z_c|^2 \right) \right|^2 \, dx^1 \wedge dx^2
$$
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\[ + \int_{\mathbb{D}} \frac{4}{1+|z_c|^2} \frac{u^2|\nabla v|^2 - 2uv(\nabla u \cdot \nabla v) + v^2|\nabla u|^2}{(1+|z_c|^2)^2} dx^1 \wedge dx^2. \]

Furthermore, if \( u \) and \( v \) also satisfy the minimal conditions (10) almost everywhere, then \( E_S \) reaches its minimum at \( z_c \) and

\[ E_S(z_c) = \int_{\mathbb{D}} \frac{1}{1+|z_c|^2} \left| \nabla \ln \left( 1 + |z_c|^2 \right) \right|^2 dx^1 \wedge dx^2. \]

**Proof** Let \( \phi \equiv \phi^1 + i\phi^2 \in C_c^\infty(\mathbb{D}, \mathbb{C}) \) be any locally smooth map with compact support. Consider the perturbation \( z_c + t\phi \) with a parameter \( t \in \mathbb{R} \). From (4b), we have, in local coordinates for all \( |t| \to 0 \),

\[
0 = \frac{d}{dt} E_S(z_c + t\phi) \bigg|_{t=0} = \frac{d}{dt} \int_{\mathbb{D}} \frac{2}{(1 + |z_c + t\phi|^2)^2} \left( \nabla(z_c + t\phi), \nabla(z_c + t\phi) \right) dx^1 \wedge dx^2 \bigg|_{t=0} = \sum_{i=1}^{2} \frac{d}{dt} \int_{\mathbb{D}} \frac{2}{(1 + (u + \phi^1 t)^2 + (v + \phi^2 t)^2)^2} \left( \frac{\partial(u + \phi^1 t)}{\partial x^1} \right)^2 \ dx^1 \wedge dx^2 \bigg|_{t=0} \\
+ \sum_{i=1}^{2} \frac{d}{dt} \int_{\mathbb{D}} \frac{2}{(1 + (u + \phi^1 t)^2 + (v + \phi^2 t)^2)^2} \left( \frac{\partial(v + \phi^2 t)}{\partial x^2} \right)^2 \ dx^1 \wedge dx^2 \bigg|_{t=0} = \sum_{i=1}^{2} \int_{\mathbb{D}} \frac{-8(u \phi^1 + v \phi^2)}{(1 + u^2 + v^2)^2} \left( \frac{\partial u}{\partial x^1} \right)^2 \left( \frac{\partial v}{\partial x^2} \right)^2 dx^1 \wedge dx^2 \\
+ \sum_{i=1}^{2} \int_{\mathbb{D}} \frac{4}{(1 + u^2 + v^2)^2} \left( \frac{\partial u}{\partial x^1} \right) \left( \frac{\partial v}{\partial x^2} \right) dx^1 \wedge dx^2 = \int_{\mathbb{D}} \frac{-8(\nabla z, \nabla z)}{(1 + |z|^2)^3} (z, \phi) dx^1 \wedge dx^2 + \int_{\mathbb{D}} \frac{4}{(1 + |z|^2)^2} \left( \nabla z, \nabla \phi \right) dx^1 \wedge dx^2 \]

\[ := I + II. \]

Then,

\[ I = \int_{\mathbb{D}} \frac{-8}{(1 + u^2 + v^2)^3} \left[ u_{x_1}^2 + u_{x_2}^2 + v_{x_1}^2 + v_{x_2}^2 \right] (u \phi^1 + v \phi^2) dx^1 \wedge dx^2, \]

and by integration by parts, we have

\[
II = \int_{\mathbb{D}} \left( 16 \frac{uu_{x_1} + vv_{x_1}}{(1 + u^2 + v^2)^3} u_{x_1} - \frac{4}{(1 + u^2 + v^2)^2} uu_{x_1 x_1} \right) \phi^1 dx^1 \wedge dx^2 \\
+ \int_{\mathbb{D}} \left( 16 \frac{uu_{x_1} + vv_{x_1}}{(1 + u^2 + v^2)^3} v_{x_1} - \frac{4}{(1 + u^2 + v^2)^2} vv_{x_1 x_1} \right) \phi^2 dx^1 \wedge dx^2 \\
+ \int_{\mathbb{D}} \left( 16 \frac{uu_{x_2} + vv_{x_2}}{(1 + u^2 + v^2)^3} u_{x_2} - \frac{4}{(1 + u^2 + v^2)^2} uu_{x_2 x_2} \right) \phi^1 dx^1 \wedge dx^2 \\
+ \int_{\mathbb{D}} \left( 16 \frac{uu_{x_2} + vv_{x_2}}{(1 + u^2 + v^2)^3} v_{x_2} - \frac{4}{(1 + u^2 + v^2)^2} vv_{x_2 x_2} \right) \phi^2 dx^1 \wedge dx^2
\]
\[ \begin{aligned}
&= \int_{\mathbb{D}} \frac{4}{(1 + |z|^2)^2} \left( \frac{4u|\nabla u|^2 + 4v|\nabla v, \nabla u|}{1 + |z|^2} - \triangle u \right) \phi^1 dx^1 \wedge dx^2 \\
&\quad + \int_{\mathbb{D}} \frac{4}{(1 + |z|^2)^2} \left( \frac{4v|\nabla v|^2 + 4u|\nabla u, \nabla v|}{1 + |z|^2} - \triangle v \right) \phi^2 dx^1 \wedge dx^2. \quad (14b)
\end{aligned} \]

Substituting (14a) and (14b) into (13), we have

\[
0 = \frac{d}{dt} E_S (z_c + t\phi) \bigg|_{t=0}
\]

\[
\begin{aligned}
&= \int_{\mathbb{D}} \frac{4}{(1 + |z|^2)^2} \left[ -2 \left( |\nabla u|^2 + |\nabla v|^2 \right) + \frac{4u|\nabla u|^2 + 4v|\nabla v, \nabla u|}{1 + |z|^2} - \triangle u \right] \phi^1 dx^1 \wedge dx^2 \\
&\quad + \int_{\mathbb{D}} \frac{4}{(1 + |z|^2)^2} \left[ -2 \left( |\nabla u|^2 + |\nabla v|^2 \right) + \frac{4v|\nabla v|^2 + 4u|\nabla u, \nabla v|}{1 + |z|^2} - \triangle v \right] \phi^2 dx^1 \wedge dx^2.
\end{aligned}
\]

That is, \( u \) and \( v \) must satisfy the Euler–Lagrange equations in (9).

Substituting the results of (9) into the second term of (5), we have that

\[
\begin{aligned}
\langle z_{c,-\triangle z_c} \rangle = \frac{-2u^2 u_x^2 - 4uv u_x v_x - 2v^2 v_x^2}{1 + |z_c|^2} + \frac{2u^2 u_x^2 + 2u^2 v_x^2 + 2v^2 u_x^2 + 2v^2 v_x^2 - 4uv u_x v_x - 4uv u_x v_x}{(1 + u^2 + v^2)^2} \\
= -2 \left( u u_x v_x + v u_x v_x \right)^2 + \frac{2u^2 u_x^2}{(1 + u^2 + v^2)^2} \\
= -2 \left( u^2 v_x^2 + v^2 u_x^2 \right) - 2uv (u_x v_x + u_x v_x) + v^2 (u_x^2 + u_x^2) \\
= -1 \left| \nabla \ln \left( 1 + |z_c|^2 \right) \right|^2 + 2u^2|\nabla v|^2 - 2uv|\nabla u, \nabla v| + v^2|\nabla u|^2. \quad (15)
\end{aligned}
\]

Plugging (15) into (8), \( E_s(z_c) \) can be rewritten in the form of (11).

By applying the arithmetic–geometric mean inequality and the Cauchy inequality

\[
\frac{u^2|\nabla v|^2 + v^2|\nabla u|^2}{2} \geq \sqrt{u^2 v^2|\nabla v|^2|\nabla u|^2}, \quad |\nabla u|^2|\nabla v|^2 \geq |\langle \nabla u, \nabla v \rangle|^2
\]

to (11), we show that

\[
E_s(z_c) \geq \int_{\mathbb{D}} \frac{1}{1 + |z_c|^2} \left| \nabla \ln \left( 1 + |z_c|^2 \right) \right|^2 dx^1 \wedge dx^2 \\
+ \int_{\mathbb{D}} \frac{4}{1 + |z_c|^2} \frac{2u^2 v^2|\nabla v|^2|\nabla u|^2 - 2uv|\nabla u, \nabla v|}{(1 + |z_c|^2)^2} dx^1 \wedge dx^2
\]

which implies that \( E_S \) reaches its minimum at \( z_c = u + iv \) if the minimal conditions (10) hold.

Similarly, we consider the variation of \( E_N(z) \) in (4c). We assume that \( z_c = u + iv \) is a smooth critical point of \( E_N \) at infinity. To make sense of the
perturbations at infinity, we first use the inversion $\zeta = \frac{1}{z_c} = \mu + i\nu$ to ensure the finiteness of the points around infinity and then rewrite the energy $E_N$ and its perturbation in $\zeta$.

**Theorem 2** Suppose $z_c = u + iv$ is a critical point of $E_N$ in (4c), and define $\zeta = \frac{1}{z_c} = \mu + iv$. Then, $\mu$ and $\nu$ satisfy the Euler–Lagrange equations in (9) with $(\mu, \nu) = (u, v)$, and

\[
E_N(\zeta) = \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{-|\nabla \ln (1 + |\zeta|^2)|^2}{1 + |\zeta|^2} dx_1 \wedge dx_2 + \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{4\langle \nabla \zeta, \nabla \zeta \rangle}{(1 + |\zeta|^2)^2} dx_1 \wedge dx_2
- \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{4 \mu^2 |\nabla \nu|^2 - 2\mu \nu \langle \nabla \mu, \nabla \nu \rangle + \nu^2 |\nabla \mu|^2}{(1 + |\zeta|^2)^2} dx_1 \wedge dx_2.
\]  

(16)

Moreover, if $\mu$ and $\nu$ also satisfy the minimal conditions (10) almost everywhere, then, $E_N$ reaches its minimum at $\zeta$ and

\[
E_N(\zeta) = -\int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{|\nabla \ln (1 + |\zeta|^2)|^2}{1 + |\zeta|^2} dx_1 \wedge dx_2 + \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{4\langle \nabla \zeta, \nabla \zeta \rangle}{(1 + |\zeta|^2)^2} dx_1 \wedge dx_2.
\]  

(17)

**Proof** With $\zeta = \frac{1}{z_c} = \mu + iv$ and

\[
\langle \nabla \frac{1}{z_c}, \nabla \frac{1}{z_c} \rangle = \sum_{i=1}^{2} \left( \left( \frac{\partial}{\partial x^i} \frac{u}{u^2 + v^2} \right)^2 + \left( \frac{\partial}{\partial x^i} \frac{v}{u^2 + v^2} \right)^2 \right)
= \frac{u_i^2 + v_i^2}{(u^2 + v^2)^2} + \frac{\bar{u_i}^2 + \bar{v_i}^2}{(u^2 + v^2)^2} = \frac{1}{|z_c|^4} \langle \nabla z_c, \nabla \bar{z}_c \rangle,
\]

$E_N(\zeta_c)$ in (4c) can be rewritten as

\[
E_N(\zeta_c) = \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{2}{(1 + \frac{1}{|z_c|^4})^2} \langle \nabla \frac{1}{z_c}, \nabla \frac{1}{z_c} \rangle dx_1 \wedge dx_2
= \int_{\mathbb{R}^2 \setminus \mathbb{D}} \frac{2\langle \nabla \zeta_c, \nabla \zeta \rangle}{(1 + |\zeta|^2)^2} dx_1 \wedge dx_2 \equiv E_N(\zeta).
\]

By similar arguments to those for (13) in Theorem 1, we obtain the Euler–Lagrange equations in (9) for $\mu$ and $\nu$.

By using the fact that $\langle q, \frac{1}{q} \rangle = 1$ with $q \in \mathbb{C}$, we have the following useful relation for the Laplacian operator:

\[
0 = \langle \Delta q, \frac{1}{q} \rangle + \langle q, \Delta \frac{1}{q} \rangle + 2 \langle \nabla q, \nabla \frac{1}{q} \rangle
\]

\[
\Rightarrow - \langle q, \Delta q \rangle = \langle q^4 (\frac{1}{q}, \frac{1}{q} \rangle + 2 \langle q^2 \langle \nabla q, \nabla \frac{1}{q} \rangle.
\]  

(18)

Via (18), $E_N(\zeta_c)$ in (6) can be simplified and rewritten as $E_N(\zeta)$ with $\zeta = \frac{1}{z_c}$:

\[
E_N(\zeta_c) = -\int_{\mathbb{R}^2 \setminus \mathbb{D}} \left\langle \nabla \left( \frac{2}{(1 + |\zeta|^2)^2} \right), \left( u \nabla u + v \nabla v \right) \right\rangle dx_1 \wedge dx_2
\]
\[
\begin{align*}
+ \int_{\mathbb{R}^2 \setminus D} \frac{2}{(1 + |\zeta|^2)^2} \left( |\zeta|^4 \left( \frac{1}{\zeta} \right) + 2 |\zeta|^2 \nabla \zeta, \nabla \left( \frac{1}{\zeta} \right) \right) dx^1 \wedge dx^2 \\
= \int_{\mathbb{R}^2 \setminus D} \frac{4|\zeta|^4}{(1 + |\zeta|^2)^2} \left( \nabla \frac{1}{\zeta}, \nabla \frac{1}{\zeta} \right) dx^1 \wedge dx^2 - \int_{\mathbb{R}^2 \setminus D} \frac{2|\zeta|^2}{1 + |\zeta|^2} \left( \nabla \ln \left( \frac{1 + |\zeta|^2}{|\zeta|^2} \right) \right)^2 dx^1 \wedge dx^2 \\
+ \int_{\mathbb{R}^2 \setminus D} \frac{2}{(1 + |\zeta|^2)^2} \left( |\zeta|^4 \left( \frac{1}{\zeta} \right) \right) dx^1 \wedge dx^2 \\
= \int_{\mathbb{R}^2 \setminus D} \frac{4|\zeta|^4}{(1 + |\zeta|^2)^2} \left( \nabla \frac{1}{\zeta}, \nabla \frac{1}{\zeta} \right) dx^1 \wedge dx^2 - \frac{2|\zeta|^2}{1 + |\zeta|^2} \left( \nabla \ln \left( \frac{1 + |\zeta|^2}{|\zeta|^2} \right) \right)^2 + \frac{2(\zeta, \Delta \zeta)}{(1 + |\zeta|^2)^2} dx^1 \wedge dx^2 \\
\equiv E_N(\zeta). 
\end{align*}
\]

With the same arguments as for (15), we have

\[
\frac{\langle \zeta, \Delta \zeta \rangle}{1 + |\zeta|^2} = \frac{1}{2} \left( \nabla \ln \left( 1 + |\zeta|^2 \right) \right)^2 - 2 \nu^2 |\nabla \mu|^2 - 2 \nu \mu \langle \nabla \nu, \nabla \mu \rangle + \mu^2 |\nabla \nu|^2 \left( 1 + |\zeta|^2 \right)^2. 
\]

Plugging (20) into the energy \( E_N(\zeta) \) of (19), if \( \mu \) and \( \nu \) both satisfy the minimal conditions (10), then \( E_N(\zeta) \) reaches its minimum

\[
E_N(\zeta) = \int_{\mathbb{R}^2 \setminus D} \frac{4\langle \nabla \zeta, \nabla \zeta \rangle}{(1 + |\zeta|^2)^2} dx^1 \wedge dx^2 - \int_{\mathbb{R}^2 \setminus D} \frac{\left( \nabla \ln \left( 1 + |\zeta|^2 \right) \right)^2}{1 + |\zeta|^2} dx^1 \wedge dx^2 \\
- \int_{\mathbb{R}^2 \setminus D} \frac{4}{1 + |\zeta|^2} \frac{\mu^2 |\nabla \nu|^2 - 2 \nu \mu \langle \nabla \nu, \nabla \mu \rangle + \nu^2 |\nabla \mu|^2}{(1 + |\zeta|^2)^2} dx^1 \wedge dx^2 . \\
\geq \int_{\mathbb{R}^2 \setminus D} \frac{4\langle \nabla \zeta, \nabla \zeta \rangle}{(1 + |\zeta|^2)^2} dx^1 \wedge dx^2 - \int_{\mathbb{R}^2 \setminus D} \frac{\left( \nabla \ln \left( 1 + |\zeta|^2 \right) \right)^2}{1 + |\zeta|^2} dx^1 \wedge dx^2. 
\]

\[\Box\]

2.2 Homothetic and minimal energies

Since the conclusions of \( E_S(z) \) in Theorem 1 and \( E_N(\zeta) \) in Theorem 2 are similar, we will focus on the southern integral \( E_S(z) \) in what follows. Assuming that \( z \) is a solution of the Euler–Lagrange equations satisfying the minimal conditions (10a) and (10b), we know that it determines the minimal Dirichlet energy. Furthermore, for closed surfaces of genus zero, the uniformization theorem [14] also guarantees that the map minimizing the Dirichlet energy is a conformal map. Conversely, a map that reduces the Dirichlet energy does not necessarily improve conformality compared to the previous map. For example, the shrinking homothetic transformation does not enhance conformality, but it does reduce the Dirichlet energy. To compare conformality through the calculus of variations, we must study the Euler–Lagrange equations and assumptions (10) more deeply.
For a positive $\rho \in \mathbb{R}_+$, we now consider a new north pole stereographic projection

$$
\Pi_{S^2_\rho} : (S^2_\rho, \tilde{\delta}) \longrightarrow (\mathbb{R}^2, g_\rho)
$$

$$(f^1, f^2, f^3) \mapsto (u, v),
$$

where $g_\rho = \frac{4\rho^2}{(u^2 + v^2 + 1)^2} (du^2 + dv^2)$ is the induced metric. The inverse of (21) is given by

$$
\Pi_{S^2_\rho}^{-1} ((u, v)) = \rho \left( \Pi_{S^2_\rho}^{-1} (u, v) \right).
$$

Then, the southern integral $E_S(z)$ with respect to $g_\rho$ in (8) becomes

$$
E_S(z; g_\rho) = \rho^2 E_S(z; g)
$$

$$
= \int_\mathbb{D} \frac{2\rho^2}{1 + |z|^2} |\nabla \ln (1 + |z|^2)|^2 \, dx^1 \wedge dx^2 - \int_\mathbb{D} \frac{2\rho^2 \langle z, \Delta z \rangle}{(1 + |z|^2)^2} \, dx^1 \wedge dx^2
$$

$$
:= I + II,
$$

which means that $E_S(z; g_\rho)$ has the same Euler–Lagrange equations and minimum conditions as in (9) and (10).

The Dirichlet energy (22) is divided into an initial state I of (22) determined only by the induced metric $g_\rho$, as well as a residual term II of (22) controlled by the Euler–Lagrange equations (9) and the minimal conditions (10). Next, we divide the Euler–Lagrange equations in (9) into two parts:

$$
-\Delta u = \underbrace{-2uu_{x_1}^2 - 2uv_{x_2}^2 - 2u_{x_1} v_{x_2} v - 2u_{x_2} v_{x_2} v}_{\text{Homothetic}} + \underbrace{2uv_{x_2}^2 + 2uv_{x_1}^2 - 2u_{x_1} v_{x_2} v - 2u_{x_2} v_{x_2} v}_{\text{Minimal}},
$$

$$
-\Delta v = \underbrace{-2vv_{x_1}^2 - 2v_{x_2} u_{x_1} u - 2u_{x_2} v_{x_2} u}_{\text{Homothetic}} + \underbrace{2uv_{x_2}^2 + 2uv_{x_1}^2 - 2u_{x_1} v_{x_2} u - 2u_{x_2} v_{x_2} u}_{\text{Minimal}}.
$$

Plugging the homothetic terms in (23a) and (23c) and the minimal terms in (23b) and (23d) into II of (22), we have

$$
II = \int_\mathbb{D} \frac{2\rho^2 \langle z, -\Delta z \rangle}{(1 + |z|^2)^2} \, dx^1 \wedge dx^2
$$
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\[
= - \int_D \frac{\rho^2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right)^2 \right| dx^1 \wedge dx^2
\]

\[
+ \int_D \frac{4\rho^2}{1 + |z|^2} \frac{u^2 |\nabla v|^2 - 2uv \langle \nabla u, \nabla v \rangle + v^2 |\nabla u|^2}{(1 + |z|^2)^2} dx^1 \wedge dx^2. \tag{24}
\]

It is clear that the minimal term of (24) is nonnegative by the arithmetic–geometric mean and the Cauchy inequalities. Moreover, it reaches its minimum value of zero when the minimal conditions (10) hold. On the other hand, the homothetic term of (24) derived from the homothetic terms in (23a) and (23c) is always reduced by half of the initial state I of (22). In summary, the Dirichlet energy (22) becomes

\[
E_S(z; g_\rho) = \int_D \frac{\rho^2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right)^2 \right| dx^1 \wedge dx^2
\]

\[
+ \int_D \frac{4\rho^2}{1 + |z|^2} \frac{u^2 |\nabla v|^2 - 2uv \langle \nabla u, \nabla v \rangle + v^2 |\nabla u|^2}{(1 + |z|^2)^2} dx^1 \wedge dx^2 \tag{25}
\]

\[
\geq \int_D \frac{\rho^2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right)^2 \right| dx^1 \wedge dx^2.
\]

2.3 Equivalence class and Laplacian equations

By the Euler–Lagrange equations (9) and the minimal conditions (10), the energy in (25) must be decreasing compared to that of the initial state I of (22). However, the reduction of the first term of (24) does not contribute to the conformality because the decrease in the integral can be modified back to the initial state I by a homothetic transformation. For example, we can replace \( \rho \) with \( \sqrt{2l} \hat{\rho} \), \( l \in \mathbb{R}_+ \), in (25):

\[
E_S(z; g_{\sqrt{2l}\hat{\rho}}) = l \int_D \frac{8\rho^2}{1 + |z|^2} \frac{u^2 |\nabla v|^2 - 2uv \langle \nabla u, \nabla v \rangle + v^2 |\nabla u|^2}{(1 + |z|^2)^2} dx^1 \wedge dx^2
\]

\[
+ l \int_D \frac{2\rho^2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right)^2 \right| dx^1 \wedge dx^2 \tag{26}
\]

\[
\geq l \int_D \frac{2\rho^2}{1 + |z|^2} \left| \nabla \ln \left( 1 + |z|^2 \right)^2 \right| dx^1 \wedge dx^2.
\]

In other words, we deform the initial metric \( g_\rho \) conformally into another metric \( g_{\sqrt{2l}\hat{\rho}} \) on \( \mathbb{R}^2 \). Because \( g_\rho \) and \( g_{\sqrt{2l}\hat{\rho}} \) are conformal to each other and the deformation acts on the scaling of the ambient space \( \mathbb{R}^2 \) rather than the angular structure of the image, it does not improve the conformality of the mappings. To put it another way, it is meaningless to compare the change in the quantity
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\[ \int_{\mathbb{D}} \frac{\rho^2}{1 + |z|^2} |\nabla \ln (1 + |z|^2)|^2 \, dx^1 \wedge dx^2 \]  

because we can choose a sufficiently large \( l \) so that the minimizer \((26)\) is larger than any positive constant. In contrast, the first term of \((26)\) is always zero under the minimum condition regardless of the change in \( l \).

To compare the amount of change that is effective in improving angle retention, we consider the following admissible set \( \mathcal{X} \), which achieves the minimal Dirichlet energy for any initial metric \( g_\rho^1 \):

\[ \mathcal{X} := \left\{ (z, g_\rho) \mid z \text{ satisfies (9) and minimal conditions (10),} \right. \]

\[ g_\rho \text{ is the metric induced on } \mathbb{C} \]

by \( \Pi_{S^2_\rho} : S^2_\rho \rightarrow \mathbb{C} \).

We define the equivalence relation \( \sim \) on \( \mathcal{X} \) as follows: Given two elements \((z_1, g_{\rho_1})\) and \((z_2, g_{\rho_2})\) in \( \mathcal{X} \), we say that \((z_1, g_{\rho_1}) \sim (z_2, g_{\rho_2}) \) if and only if there is a \( c := \rho^2_1/\rho^2_2 \in \mathbb{R}_+ \) such that

\[ E_S(z_1; g_{\rho_1}) = cE_S(z_2; g_{\rho_2}). \]

Hence, we define the Dirichlet energy of the equivalence class \((\mathcal{X}, \sim)\) as

\[ E_S(\mathcal{X}) = \left\{ \int_{\mathbb{D}} \frac{c}{1 + |z|^2} |\nabla \ln (1 + |z|^2)|^2 \, dx^1 \wedge dx^2 \mid \forall c \in \mathbb{R}_+ \right\} \]

\[ := \left[ \int_{\mathbb{D}} \frac{1}{1 + |z|^2} |\nabla \ln (1 + |z|^2)|^2 \, dx^1 \wedge dx^2 \right]. \]

Similarly, we can define the corresponding concepts \( \mathcal{X} \) and \( E_N(\mathcal{X}) \) for the northern integral, and we omit the detailed formulation here. Under the equivalence relations \((27)\) and \((28)\) of Dirichlet energy, we have the statements in Theorem 3 below for the southern and northern integrals. These equivalent equations have the same effectiveness in improving the conformality of the mapping in the minimization of the Dirichlet energy under the minimal conditions \((10)\).

**Theorem 3** Minimizing \( E_S \) of \((5)\) and \( E_N \) of \((6)\) by Euler–Lagrange equations \((9)\) with minimal conditions \((10)\) is equivalent to solving

\[ -\Delta u = \frac{2uv^2_{x_1} + 2uv^2_{x_2} - 2u_{x_1}v_{x_1}v - 2u_{x_2}v_{x_2}v}{1 + u^2 + v^2}, \]

\[ -\Delta v = \frac{2vu^2_{x_1} + 2vu^2_{x_2} - 2u_{x_1}u_{x_1}u - 2u_{x_2}v_{x_2}u}{1 + u^2 + v^2}, \]

with the same minimal conditions \((10)\). Regardless of whether the Euler–Lagrange equations \((9)\) or the alternative equations \((29)\) are considered, the southern or
northern integral can always be expressed as
\[ E_S(z) = E_S(\mathcal{X}) + \int_D \frac{4}{1 + |z|^2} \frac{u^2|\nabla v|^2 - 2uv(\nabla u, \nabla v) + v^2|\nabla u|^2}{(1 + |z|^2)^2} \, dx^1 \wedge dx^2, \tag{30} \]
where \( E_S(\mathcal{X}) \) is defined in (28).

**Proof** Since \( E_S \) and \( E_N \) have the same arguments, we only prove the equivalence for \( E_S \). Eqs. (29a) and (29b) are the minimal terms in (23b) and (23d), respectively, which implies that residual term II of (22) is equal to the minimal term of (24). Plugging the minimal term of (24) into (22) and taking \( \rho = 1 \), we obtain
\[
E_S(z) = \int_D \frac{2}{1 + |z|^2} \left| \nabla \ln(1 + |z|^2) \right|^2 \, dx^1 \wedge dx^2 + \int_D \frac{4}{1 + |z|^2} \frac{u^2|\nabla v|^2 - 2uv(\nabla u, \nabla v) + v^2|\nabla u|^2}{(1 + |z|^2)^2} \, dx^1 \wedge dx^2
\]
\[ = E_S(\mathcal{X}) + \int_D \frac{4}{1 + |z|^2} \frac{u^2|\nabla v|^2 - 2uv(\nabla u, \nabla v) + v^2|\nabla u|^2}{(1 + |z|^2)^2} \, dx^1 \wedge dx^2. \tag{31} \]
Under the equivalence relation, \( E_S(z_c) \) in (11) with \( z_c = u + iv \) can be expressed as
\[
E_S(z_c) = \int_D \frac{1}{1 + |z_c|^2} \left| \nabla \ln \left(1 + |z_c|^2\right) \right|^2 \, dx^1 \wedge dx^2 + \int_D \frac{4}{1 + |z_c|^2} \frac{u^2|\nabla v|^2 - 2uv(\nabla u, \nabla v) + v^2|\nabla u|^2}{(1 + |z_c|^2)^2} \, dx^1 \wedge dx^2
\]
\[ = E_S(\mathcal{X}) + \int_D \frac{4}{1 + |z_c|^2} \frac{u^2|\nabla v|^2 - 2uv(\nabla u, \nabla v) + v^2|\nabla u|^2}{(1 + |z_c|^2)^2} \, dx^1 \wedge dx^2. \tag{32} \]

**Remark 1** Under the equivalence relations (27) and (28), the energies (31) and (32) are the same. As long as the minimal conditions (10) are satisfied, the energies \( E_S(z) \) and \( E_S(z_c) \) decrease to their minimum value \( E_S(\mathcal{X}) \). In this argument, we use the north pole stereographic projection at a point \( p \in \mathcal{S} \) to flatten a closed genus-zero surface onto \( \mathbb{C} \); this mapping is smooth and bijective on \( \mathcal{S} \) except at the blow-up point \( p \). After the variation on \( \mathbb{R}^2 \) is used to reduce the Dirichlet energy, there is a one-to-one corresponding variation on \( \mathcal{S} \), which decreases the Dirichlet energy. In other words, the surface \( \mathcal{S} \) corresponding to the minimizer of \( E(\tilde{w}) \) in (3a) must be conformally equivalent to a sphere, i.e., the minimizer of \( E(\tilde{z}) \) in (3b) up to a scaling. Assuming that this is not the case, we can find a nonspherical closed genus-zero surface that is conformal to a plane except at one point. This contradicts the uniformization theorem.

Let the area of \( \mathcal{S} \) be \( 4\pi \). As discussed previously, Theorem 3, the Euler–Lagrange equations (9) and the minimal conditions (10) correspond to the points varying from \( \mathcal{S} \) to \( S^2_\rho \) with \( \rho = 1/\sqrt{2} \). However, the alternative equations (29) and the minimal conditions (10) correspond to the points varying from \( \mathcal{S} \) to \( S^2 \). The benefits of the equations (29) are as follows:

- As long as the Dirichlet energy is decreasing, the decrease can directly tell us by how much the conformality of the associated map is improved for a fixed surface area \( 4\pi \).
The alternative equations (29) with the minimal conditions (10) are equivalent to solving the Laplacian equations that will be discussed below.

**Theorem 4** Assume that \( u \) and \( v \) satisfy (29) with the minimal conditions (10). Then,
\[
\Delta u = 0, \quad \Delta v = 0,
\]  
except on a measure zero set \( \mathcal{Z} := \{ x \in \mathbb{R}^2 : u(x) = 0 \text{ or } v(x) = 0 \} \).

**Proof** First, we consider the case of \( u > 0 \). From (29), we have that
\[
-\Delta u = \frac{2u^2 (v_{x1}^2 + v_{x2}^2) - 2uv (ux1v_{x1} + ux2v_{x2})}{u(1 + u^2 + v^2)}
\]
\[
= \frac{u^2 (v_{x1}^2 + v_{x2}^2) - 2uv (ux1v_{x1} + ux2v_{x2}) + v^2 (u_{x1}^2 + u_{x2}^2)}{u(1 + u^2 + v^2)} \quad \text{(by (10a))}
\]
\[
\geq \frac{2|uv| \sqrt{(v_{x1}^2 + v_{x2}^2) (u_{x1}^2 + u_{x2}^2)} - 2uv (ux1v_{x1} + ux2v_{x2})}{u(1 + u^2 + v^2)} \quad \text{(by (10b))}
\]
\[
\geq \frac{2|uv| \left( \sqrt{(v_{x1}^2 + v_{x2}^2) (u_{x1}^2 + u_{x2}^2)} - (ux1v_{x1} + ux2v_{x2}) \right)}{u(1 + u^2 + v^2)}
\]
\[
= 0. \quad \text{(34)}
\]
Hence, \( \Delta u = 0 \) for \( u > 0 \). Next, we consider \( u < 0 \), i.e., \( u := -\hat{u}, \hat{u} > 0 \), which implies \( |\nabla u| = |\nabla \hat{u}| \). Then, we rewrite (29) in the form of \( \hat{u} \):
\[
\triangle \hat{u} = -\frac{2\hat{u}v_{x1}^2 + 2\hat{u}v_{x2}^2 - 2\hat{u}v_{x1}v_{x1}v - 2\hat{u}v_{x2}v_{x2}v}{1 + \hat{u}^2 + v^2}.
\]
Because \( u \) and \( v \) satisfy the minimal conditions (10), \( \hat{u} \) and \( v \) also satisfy the minimal conditions (10). Similar to the derivation of (34), we obtain \( -\triangle \hat{u} \geq 0 \) and then \( 0 = \triangle \hat{u} = -\triangle u \) for \( u < 0 \). Under the minimal conditions (10), we also have \( \triangle v = 0 \).

\[\square\]

**3 Convergence of MDEM for spherical conformal parameterizations**

A discrete model for a simply connected closed surface is a closed triangular mesh \( \mathcal{S} \) of genus zero composed of vertices \( \mathcal{V}(\mathcal{S}) \), edges \( \mathcal{E}(\mathcal{S}) \), and faces \( \mathcal{F}(\mathcal{S}) \). The discrete Dirichlet energy associated with (3a) (see, e.g., Chap 10 in [15]) is defined by
\[
E_D(f) = \frac{1}{2} \text{trace}(f^T L_D f), \quad \text{(35a)}
\]
where \( f \in \mathbb{R}^{n \times 3} \) and \( L_D \in \mathbb{R}^{n \times n} \) is a Laplacian matrix with
\[
[L_D]_{ij} =
\begin{cases}
  w_{ij} & \text{if } v_i, v_j \in \mathcal{E}(\mathcal{S}), \\
  -\sum_{\ell \neq i} w_{i\ell} & \text{if } i = j, \\
  0 & \text{otherwise},
\end{cases}
\quad \text{(35b)}
\]
in which \( n = \#V(S) \) and \( \alpha_{ij} \) and \( \alpha_{ji} \) are two angles opposite to the edge \([v_i, v_j]\). A spherical conformal map from \( V(S) \) to \( S^2 \) is to solve the optimization problem

\[
\min \left\{ \text{trace}(f^\top L_D f) \mid f \in \mathbb{R}^{n \times 3} : V(S) \to S^2 \right\}.
\]

(36)

The corresponding spherical conformal function from \( S \) to \( S^2 \) is a piecewise linear function on \( F(S) \) determined by the barycentric coordinates on \( V(S) \).

As mentioned in Section 1, since \( S^2 \) is not convex, it is difficult to use the gradient projection method or the heat diffusion flow method for solving the optimization problem (36) with a constraint on \( S^2 \) to guarantee convergence.

To address this, utilizing the stereographic projection to transform \( S^2 \) onto \( \mathbb{C} \), a DEM was first proposed in [10] and designed for the computation of a spherical conformal parameterization between \( S \) and \( S^2 \) by alternatingly solving Laplacian equations (33) corresponding to southern and northern hemispheres with various sizes, which may cause some difficulty in the mathematical proof of convergence.

Considering the theoretical foundation of the Dirichlet energy minimization on \( \mathbb{C} \) in Section 2, in this section, we propose an MDEM algorithm with a nonequivalence deflation technique for the computation of spherical conformal parameterizations of simply connected closed triangular meshes. In addition, we prove the asymptotically R-linear convergence of the MDEM algorithm.

We first propose the MDEM algorithm, which is slightly different from the DEM in [10]. Let

\[
\mathbf{f}^{(1)} = [f^{(1)}_1, \ldots, f^{(1)}_n]^\top \in \mathbb{R}^{n \times 3} \quad \text{with} \quad f^{(1)}_i = [f^{(1)}_{i,1}, f^{(1)}_{i,2}, f^{(1)}_{i,3}] \in S^2
\]

be an initial spherical conformal parameterization of \( S \) constructed by the method in [4]. Let

\[
h^{(1)}_i = \Pi_{S^2}(f^{(1)}_i) \equiv f^{(1)}_{i,1} + \sqrt{-1} f^{(1)}_{i,2} \over 1 - f^{(1)}_{i,3} \quad \text{(37)}
\]

be the stereographic projection from \( f^{(1)}_i \in S^2 \) onto \( h^{(1)}_i \in \mathbb{C} \). Given a radius \( \rho \geq 1 \), we define

\[
I_s = \{ i \mid |h^{(s)}_i| < \rho \}, \quad B'_s = \{ 1, \ldots, n \}\setminus I_s, \quad B_s = \{ j \mid [v_i, v_j] \in E(S), i \in I_s, j \in B'_s \},
\]

\[
n_s = \#I_s \quad \text{and} \quad m_s = \#B_s, \quad \text{where the index} \ s \ \text{indicates the southern and northern hemispheres. In view of Theorem 4, for the minimization of the Dirichlet energy corresponding to the southern and northern hemispheres, the discrete Laplacian equation} \ L_D \mathbf{h} = 0 \ \text{must be solved alternatingly; i.e., for} \ s = 1, 2,
\]

\[
\begin{bmatrix}
L_s & B_s & 0 \\
B_s^\top & [L_D]_{B_s,B_s} & [L_D]_{B_s,B'_s} \\
0 & [L_D]_{B'_s,B_s} & [L_D]_{B'_s,B'_s}
\end{bmatrix}
\begin{bmatrix}
h_{I_s} \\
h_{B'_s} \\
h_{B_s}
\end{bmatrix} = 0
\]

(39)
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with $B_s = B'_s \setminus B_s$, and

$$L_s = [L_D]_{I_s,I_s} \in \mathbb{R}^{n_s \times n_s}, \quad B_s = [L_D]_{I_s,B_s} \in \mathbb{R}^{n_s \times m_s}. \quad (40)$$

For the iteration of the southern hemisphere, we set $h_{B_1} = [h^{(1)}_i]_{B_1}$ in the first equation of (39) with $s = 1$ and solve

$$L_1 h_{I_1} = -B_1 h_{B_1}. \quad (41)$$

Then, the inversion of $h$ on $\mathbb{C}$ is taken as

$$h^{(2)} = \left[ h^{(2)}_1 \ldots h^{(2)}_n \right]^\top \equiv \text{diag}(|h|)^{-2}h \quad (42)$$

for the northern hemisphere. We further set $h_{B_2} = h^{(2)}_{B_2}$ and solve the first equation of (39) with $s = 2$,

$$L_2 h_{I_2} = -B_2 h_{B_2}, \quad (43)$$

for the iteration of the northern hemisphere.

By taking the inversion of $h$ again for the southern hemisphere, we repeat the southern and northern hemisphere iterations in (41) and (43) alternatingly until convergence. The DEM algorithm with fixed Laplacian matrix sizes $L_s$ in (39) for the computation of spherical conformal parameterizations is stated as Algorithm 1.

---

**Algorithm 1.** DEM for spherical conformal parameterizations

**Input:** A closed triangular mesh $S$ of genus zero and a radius $\rho \gtrsim 1$.

**Output:** A spherical conformal parameterization $f$.

1. Compute an initial spherical parameterization $f$ using [4].
2. Compute the stereographic projection $h_i = \frac{f_{i,1}}{1 - f_{i,3}} + \sqrt{1 - f_{i,3}}$ for all $i$.
3. **repeat**
   4. **for** $s = 1, 2$ **do**
      5. Take the inversion $h \leftarrow \text{diag}(|h|)^{-2}h$.
      6. Take the index sets $I_s$, $B'_s$ and $B_s$ in (38).
      7. Set up $L_s$ and $B_s$ in (40).
      8. Solve the linear system $L_s h_{I_s} = -B_s h_{B_s}$.
   9. **end for**
10. Take the inverse stereographic projection $f_i \leftarrow \Pi^{-1}_{S^2}(h_i)$ for all $i$.
11. Compute the Dirichlet energy $E_D(f)$ in (35a).
12. **until** Dirichlet energy converges
13. **return** the spherical conformal parameterization $f$. 
The numerical results in [10] show the convergence of the DEM algorithm; however, a theoretical proof of convergence is still lacking. The index sets $I_s$ and $B_s$ for $s = 1, 2$ of (38) in [10] change in each iteration, which increases the difficulty of proving convergence.

In what follows, we propose an efficient and reliable MDEM algorithm with nonequivalence deflation and prove its asymptotically R-linear convergence.

To fix the index sets in (38), from (41)–(43), the $k$th southern and northern hemisphere iterations for $h_{I_s}$ and $h_{B_s}$ can be written as

\[
\begin{align*}
    h_{I_s}^{(k)} &= -L_s^{-1}B_s h_{B_s}^{(k)} \quad \text{and} \quad h_{B_s}^{(k+1)} = \text{diag}(|P_s h_{I_s}^{(k)}|)^{-2} P_s h_{I_s}^{(k)}, \quad s = 1, 2, \\
    h_{I_s}^{(k+2)} &= \text{diag}(|A_2 h_{I_s}^{(k)}|)^{-2} A_2 h_{I_s}^{(k)}, \\
    h_{I_s}^{(k+2)} &= \text{diag}(|A_2 h_{I_s}^{(k)}|)^{-2} A_2 h_{I_s}^{(k+1)},
\end{align*}
\]

where $A_1 \in \mathbb{R}^{m_2 \times m_1}$ and $A_2 \in \mathbb{R}^{m_1 \times m_2}$ with

\[
A_s = -P_s L_s^{-1} B_s, \quad s = 1, 2.
\]

In discussing the convergence of the MDEM algorithm, we consider the critical issue for the convergence of iterations in (45). If we ignore the diagonal matrices in (45a) and (45b), then $h_{I_s}^{(k+2)}$ can be written as

\[
h_{I_s}^{(k+2)} = A_2 A_1 h_{I_s}^{(k+1)}.
\]

Let $1_{\ell} = [1, \cdots, 1]^T \in \mathbb{R}^{\ell}$. From (35b) and (40), we have

\[
L_s 1_{n_s} + B_s 1_{m_s} = 0, \quad \text{i.e.,} \quad 1_{n_s} = -L_s^{-1} B_s 1_{m_s},
\]

which implies that

\[
A_2 A_1 1_{m_1} = A_2 P_1 1_{n_1} = A_2 1_{m_2} = P_2 1_{n_2} = 1_{m_1}.
\]

Since $L_s, s = 1, 2$, are M-matrices (i.e., $L_s^{-1} \geq 0$), it is easily seen that $A_1 \geq 0$, $A_2 \geq 0$, and $A_2 A_1 \geq 0$ are nonnegative and $A_2 A_1$ is irreducible. From the Perron–Frobenius theorem [16, Chap. 8] and (47), we have $\rho(A_2 A_1) = 1$, which implies that the convergence of the iteration in (46) cannot be guaranteed. Consequently, to ensure the convergence of (46), a nonequivalence deflation technique to move the eigenvalue 1 to zero is needed.
Let \([q_1^T, q_2^T]^T\) with \(q_1 \in \mathbb{R}^{m_2}\) and \(q_2 \in \mathbb{R}^{m_1}\) be the left eigenvector of
\[
A \equiv \begin{bmatrix}
0 & A_1 \\
A_2 & 0
\end{bmatrix}
\]
corresponding to the eigenvalue \(\lambda\). That is,
\[
q_2^T A_2 = \lambda q_1^T, \quad q_1^T A_1 = \lambda q_2^T \Rightarrow q_2^T A_2 A_1 = \lambda^2 q_2^T,
\]
which implies that \(A\) has eigenvalues \(\pm 1\).

**Theorem 5** Let \([q_1^T, q_2^T]^T\) with \(q_1 \in \mathbb{R}^{m_2}\), \(q_2 \in \mathbb{R}^{m_1}\) and \(q_2^T 1_{m_1} = 1\) be the left eigenvector of \(A\) in (48) corresponding to the eigenvalue 1. Then,
\[
\sigma((A_2 - 1_{m_1} q_1^T) A_1) = \sigma(A_2 A_1 - 1_{m_1} q_2^T) = (\sigma(A_2 A_1) \setminus \{1\}) \cup \{0\}
\]
and \(\rho((A_2 - 1_{m_1} q_1^T) A_1) = \rho(A_2 A_1 - 1_{m_1} q_2^T) < 1\).

**Proof** From (49) with \(\lambda = 1\), \(q_2\) is the left eigenvector of \(A_2 A_1\) corresponding to the eigenvalue 1. Since \(A_2 A_1 \geq 0\) are nonnegative and irreducible, from the Perron–Frobenius theorem, we have \(q_2^T > 0\). Then, \(q_1^T > 0\), from \(A_2 \geq 0\) and (49). By the assumption that \(q_2^T 1_{m_1} = 1\), we have that
\[
(A_2 A_1 - 1_{m_1} q_2^T) 1_{m_1} = 0.
\]
Let \(p\) be the right eigenvector of \(A_2 A_1\) corresponding to the eigenvalue \(\lambda \neq 1\). Then, \(q_2^T p = 0\) and \((A_2 A_1 - 1_{m_1} q_2^T)p = \lambda p\), which implies the result in (50). This completes the proof of this theorem. \(\Box\)

Using the nonequivalence deflation in Theorem 5, the iterations in (45) can be modified to
\[
\begin{align*}
h_2^{(k+1)} &= \text{diag}(|A_1 h_1^{(k)}|)^{-2} A_1 h_1^{(k)}, \quad (51a) \\
h_1^{(k+2)} &= \text{diag}(|\hat{A}_2 h_2^{(k+1)}|)^{-2} \hat{A}_2 h_2^{(k+1)}, \quad (51b)
\end{align*}
\]
where
\[
\hat{A}_2 = A_2 - 1_{m_1} q_1^T.
\]

In light of the equivalence representation in Theorem 3 for the energies \(E_S(z)\) in (8) and \(E_N(\zeta)\) in (19), the minimizer of \(E(\tilde{z})\) in (4a) is equivalent up to a scaling, so we modify (51) to
\[
\begin{align*}
h_2^{(k+1)} &= c_k \text{diag}(|A_1 h_1^{(k)}|)^{-2} A_1 h_1^{(k)}, \quad (52a) \\
h_1^{(k+2)} &= c_{k+1} \text{diag}(|\hat{A}_2 h_2^{(k+1)}|)^{-2} \hat{A}_2 h_2^{(k+1)}, \quad (52b)
\end{align*}
\]
where
\[
c_k = \max_{1 \leq i \leq m_2} \{|A_1 h_1^{(k)}|_i\}, \quad c_{k+1} = \max_{1 \leq i \leq m_1} \{|\tilde{A}_2 h_2^{(k+1)}|_i\}
\] (52c)
such that \(|A_1 h_1^{(k)}|/c_k| \leq 1 \) and \(|\tilde{A}_2 h_2^{(k+1)}|/c_{k+1}| \leq 1 \) for all \(i\).

When the iterations of (52) are convergent, one swap of the southern and northern hemisphere iterations without scaling is used to reconstruct \(h\).

Then, the inverse stereographic projection for \(h\) can be applied to construct the spherical conformal parameterization \(f\). We summarize the MDEM with nonequivalence deflation for the computation of the spherical conformal map for \(S\) in Algorithm 2.

Now, we show that the MDEM with nonequivalence deflation converges asymptotically and R-linearly under some mild conditions. Based on the equivalence relations (31) and (32), the scalings \(c_k\) and \(c_{k+1}\) in (52) do not affect the minimization; for simplicity, we show the convergence of the iterations in (51). Suppose \(f^{(*)}\) is the unique minimizer of (35a) and that the corresponding boundary points \(h_{b_1}^{(*)}\) and \(h_{b_2}^{(*)}\) satisfy
\[
h_{b_2}^{(*)} = h_2^{(*)} = \text{diag}(|A_1 h_1^{(*)}|)^{-2} A_1 h_1^{(*)}, \quad (53a)
\]
\[
h_{b_1}^{(*)} = h_1^{(*)} = \text{diag}(|\tilde{A}_2 h_2^{(*)}|)^{-2} \tilde{A}_2 h_2^{(*)}. \quad (53b)
\]

In what follows, we aim to show \(h_s^{(k)} \to h_s^{(*)}, \ s = 1, 2\), to be asymptotically R-linear convergent.

**Theorem 6** Let \(S\) be a closed surface of genus zero with a normalized area of one that is equipped with a Delaunay triangular mesh. Suppose that there exists a sufficiently small \(\eta > 0\) such that
\[
1 - \eta \leq |A_1 h_1^{(k)}|_i \leq 1, \quad 1 - \eta \leq |\tilde{A}_2 h_2^{(k)}|_i \leq 1
\] (54a)

for all \(i\), and
\[
\rho(\gamma^2 |\tilde{A}_2| A_1) < 1,
\] (54b)

where \(\gamma = 1/(1-\eta)^2\); then, we have \(k^* \in \mathbb{N}\) that is sufficiently large and \(r^* < 1\) such that \(||h_s^{(k)}| - h_s^{(*)}||_{\infty}^{1/k} \leq r^* < 1\) for all \(k \geq k^*, \ s = 1, 2\); i.e., \(h_s^{(k)} \to h_s^{(*)}\) converges asymptotically and R-linearly.

**Proof** Let \(e_s^{(k)} = h_s^{(k)} - h_s^{(*)}, \ s = 1, 2\). From (45a) and (53a), we have
\[
e_2^{(k+1)} = h_2^{(k+1)} - h_2^{(*)} = \text{diag}(|A_1 h_1^{(k)}|)^{-2} A_1 h_1^{(k)} - \text{diag}(|A_1 h_1^{(*)}|)^{-2} A_1 h_1^{(*)}.
\]

Since
\[
e_2^{(k+1)} = e_2^T \text{diag}(|A_1 h_1^{(k)}|)^{-2} A_1 h_1^{(k)} - e_2^T \text{diag}(|A_1 h_1^{(*)}|)^{-2} A_1 h_1^{(*)}
\]
\[
= (e_2^T |A_1 h_1^{(k)}|)^{-2} (e_2^T A_1 h_1^{(k)}) - (e_2^T |A_1 h_1^{(*)}|)^{-2} (e_2^T A_1 h_1^{(*)})
\]

and
\[
e_2^{(k+1)} = e_2^T \text{diag}(|A_1 h_1^{(k)}|)^{-2} A_1 h_1^{(k)} - e_2^T \text{diag}(|A_1 h_1^{(*)}|)^{-2} A_1 h_1^{(*)}
\]
\[
= (e_2^T |A_1 h_1^{(k)}|)^{-2} (e_2^T A_1 h_1^{(k)}) - (e_2^T |A_1 h_1^{(*)}|)^{-2} (e_2^T A_1 h_1^{(*)})
\]
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$$= (\text{conj}(e_i^\top A_1 h_1^{(k)}))^{-1} - (\text{conj}(e_i^\top A_1 h_1^{(*)}))^{-1}$$

$$= (\text{conj}(e_i^\top A_1 h_1^{(k)}))\text{conj}(e_i^\top A_1 h_1^{(*)})^{-1} (\text{conj}(e_i^\top A_1 h_1^{(*)} - e_i^\top A_1 h_1^{(k)}))$$

$$= (\text{conj}(e_i^\top A_1 h_1^{(k)}))\text{conj}(e_i^\top A_1 h_1^{(*)})^{-1} (\text{conj}(e_i^\top A_1 (h_1^{(*)} - h_1^{(k)})))$$

we have that

$$\text{conj}(ε_2^{(k+1)}) = -\text{diag}\left(\frac{1}{(e_i^\top A_1 h_1^{(k)})(e_i^\top A_1 h_1^{(*)})}\right) A_1 ε_1^{(k)}. \quad (55)$$

Similarly,

$$ε_1^{(k+2)} = -\text{diag}\left(\frac{1}{\text{conj}((e_i^\top \tilde{A}_2 h_2^{(k+1)})(e_i^\top \tilde{A}_2 h_2^{(*)}))}\right) \tilde{A}_2 \text{conj}(ε_2^{(k+1)})$$

$$= \text{diag}\left(\frac{1}{\text{conj}((e_i^\top \tilde{A}_2 h_2^{(k+1)})(e_i^\top \tilde{A}_2 h_2^{(*)}))}\right) \tilde{A}_2 \text{diag}\left(\frac{1}{(e_i^\top A_1 h_1^{(k)})(e_i^\top A_1 h_1^{(*)})}\right) A_1 ε_1^{(k)}. \quad (56)$$

Since $A_1 = -P_1 L_1^{-1} B_1 \geq 0$, taking the componentwise absolute values of the vectors in (56), it holds from the assumption that

$$|ε_1^{(k+2)}| \leq γ^2 |\tilde{A}_2| A_1 |ε_1^{(k)}| \leq (γ^2 |\tilde{A}_2| A_1)^{k/2} |ε_1^{(0)}|. \quad (57)$$

From the assumption of (54b), there is an operator norm $\| \cdot \|_*$ such that

$$\|γ^2 |\tilde{A}_2| A_1\|_* < 1. \quad (58)$$

From (57), it follows that

$$\|ε_1^{(k+2)}\|_\infty \leq \|γ^2 |\tilde{A}_2| A_1\|^{k/2} \|ε_1^{(0)}\|_\infty \leq M_\infty \|γ^2 |\tilde{A}_2| A_1\|^{k/2} \|ε_1^{(0)}\|_\infty$$

for some constant $M_\infty > 0$. Then, by (58), we have a $k^* \in \mathbb{N}$ and $0 < r^* < 1$ such that

$$\|ε_1^{(k+2)}\|_\infty^{1/k} \leq M_\infty^{1/k} \|γ^2 |\tilde{A}_2| A_1\|_*^{1/2} \leq r^* < 1, \quad \forall k \geq k^*. \quad \text{for some constant } M_\infty > 0.$$

Similarly, we have

$$\|ε_2^{(k+3)}\|_\infty^{1/k} \leq M_\infty^{1/k} \|γ^2 A_1 |\tilde{A}_2|\|_*^{1/2} \leq r^* < 1, \quad \forall k \geq k^*. \quad \square$$

4 Numerical Experiments

In this section, we confirm that assumption (54b) of Theorem 6 holds, and we show the convergence of Algorithm 2 for various genus-zero closed surface models, as shown in Figure 1 from GitHub [17], Gu’s website [18], and the BraTS 2021 databases [11, 12]. In particular, the BraTS 2021 database establishes a challenging platform for brain tumor segmentation by AI techniques and provides 1251 MRI brain images for training. Finally, we give the conformality and the Dirichlet energy computed by the MDEM Algorithm 2, which are similar to those computed by the DEM Algorithm 1. However, Algorithm 2
Algorithm 2 MDEM with nonequivalent deflation for spherical conformal parameterizations

**Input:** A closed triangular mesh $S$ of genus zero, a radius $\rho \approx 1.4$ and $n = \# \mathcal{V}(S)$.

**Output:** A spherical conformal parameterization $f$.

1. Compute an initial spherical parameterization $f$ using [4].
2. Compute the stereographic projection $h_i = \frac{f_i, 1}{1 - f_i, 3} + i \frac{f_i, 2}{1 - f_i, 3}$, $i = 1, \ldots, n$.
3. Use the following steps of the southern and northern hemisphere iterations to define the matrices $L_s, B_s, P_s$ in (40) and (44b), respectively.
4. for $s = 1, 2$ do
5. Take the inversion $h \leftarrow \text{diag}(|h|)^{-2} h$.
6. Take the index sets $I_s, B'_s$ and $B_s$ in (38), and set $m_s = \# B_s$.
7. Set up $L_s$ and $B_s$ in (40).
8. Solve the linear system $L_s h_{I_s} = -B_s h_{B_s}$.
9. end for
10. Set $P_1 = [I_n]_{B_2, 1, 1}$, $P_2 = [I_n]_{B_1, 1, 2}$.
11. Compute the left eigenvector $[q_1^T, q_2^T]^T$ in Theorem 5.
12. repeat
13. Compute the scaling $c_k$ in (52c) and $h_{B_2}$ in (52a).
14. Compute the scaling $c_{k+1}$ in (52c) and $h_{B_1}$ in (52b).
15. until $h_{B_s}, s = 1, 2$, converge
16. % Reconstruct $h$ by the following steps for the southern- and northern-hemisphere iterations:
17. Solve $L_1 h_{I_1} = -B_1 h_{B_1}$, and take the inversion $h \leftarrow \text{diag}(|h|)^{-2} h$.
18. Solve $L_2 h_{I_2} = -B_2 h_{B_2}$.
19. Normalize $h \leftarrow h / \text{median}(|h|)$.
20. Construct the spherical conformal parameterization $f$ by an inverse stereographic projection of $h$: $f_\ell = \Pi_{S^2}^{-1}(h_\ell)$, $\ell = 1, \ldots, n$.

| benchmark   | Max Planck | Apple | Fandisk | Bimba |
|-------------|------------|-------|---------|-------|
| $n$         | 34,228     | 40,777| 40,406  | 34,282|
| $m_1$       | 325        | 352   | 339     | 204   |
| $m_2$       | 317        | 360   | 358     | 222   |
| $\rho(\gamma^2 | \hat{A}_2 | A_1)$ | 0.776     | 0.739 | 0.859   | 0.876 |

| benchmark   | Lion       | David Head | Venus | Brain |
|-------------|------------|------------|-------|-------|
| $n$         | 40,792     | 38,484     | 34,807| 10,107|
| $m_1$       | 372        | 334        | 330   | 169   |
| $m_2$       | 281        | 316        | 340   | 185   |
| $\rho(\gamma^2 | \hat{A}_2 | A_1)$ | 0.815     | 0.776     | 0.786 | 0.822 |

Table 1: Numbers of vertices for the triangular meshes in the benchmark models and the associated $\rho(\gamma^2 | \hat{A}_2 | A_1)$. 

has a strict mathematical proof of convergence in Theorem 6, while Algorithm 1 lacks a proof.

From (54a), we define \( \eta = \max_k \{ \max \{ \eta_1^{(k)}, \eta_2^{(k)} \} \} \) with

\[
\eta_1^{(k)} = 1 - \min_{i=1,\ldots,m_1} \{ |A_1 h_1^{(k)}|_i \}, \quad \eta_2^{(k)} = 1 - \min_{i=1,\ldots,m_2} \{ |\hat{A}_2 h_2^{(k)}|_i \}.
\]

Then, \( 1 - \eta \leq |A_1 h_1^{(k)}|_i \leq 1 \) and \( 1 - \eta \leq |\hat{A}_2 h_2^{(k)}|_i \leq 1 \) for all \( i \) and \( k \). Taking \( \gamma = 1/(1 - \eta)^2 \), we show in Table 1 that the spectral radii \( \rho(\gamma^2 |\hat{A}_2| A_1) \) are less than one for all the benchmark models. In Figure 2, we show the histograms of \( \rho(\gamma^2 |\hat{A}_2| A_1) \) for 1251 brain images from the BraTS 2021 Challenge database, which are all less than 1. All the results in Table 1 and Figure 2 show that the assumptions in (54) hold. That is, the convergence of the MDEM algorithm with nonequivalence deflation can be theoretically guaranteed, as shown in Theorem 6.

In Figures 3a and 3b, we plot the results of \( \|h_1^{(k+1)} - h_1^{(k)}\|_2 \) for each iteration \( k \) to illustrate the convergence behavior of four benchmark models. The results show the typical convergence behavior of Algorithm 2. To validate the asymptotical R-linear convergence of Theorem 6, we compute 100 iterations of Algorithm 2 for 6 benchmark models and choose \( h_1^{(100)} \) as the converged solution \( h_1^{(\ast)} \). The results \( \|h_1^{(k)} - h_1^{(\ast)}\|_2^{1/k} := \|h_1^{(k)} - h_1^{(100)}\|_\infty^{1/k} \) for each iteration \( k \) are plotted in Figure 3c, which shows that \( \|h_1^{(k)} - h_1^{(100)}\|_\infty^{1/k} < 1 \) for all \( k \). Now, we give a further discussion of the asymptotically R-linear convergence by increasing the total iteration number \( m \) of Algorithm 2. Since Figure 3 shows that all the benchmark models have similar convergence behavior, we take only the model “Apple” to demonstrate the convergence \( \|h_1^{(k)} - h_1^{(\ast)}\|_\infty^{1/k} := \)
Fig. 2: Histograms of $\rho(\gamma^2|\hat{A}_2|A_1)$ in Theorem 6 for 1251 brain images.

Fig. 3: Convergence behavior of the benchmarks (a) “Max Planck” and “David Head”, (b) “Lion” and “Brain”, and (c) R-linear convergence by using Algorithm 2.

$$\|\mathbf{h}_1^{(k)} - \mathbf{h}_1^{(m)}\|_{1/k}^{1/k}$$ for $m = 500, 1000, 2000$. As shown in Figure 3c, the value of $\|\mathbf{h}_1^{(k)} - \mathbf{h}_1^{(m)}\|_{1/k}^{1/k}$ increases as $k$ increases in the first 80 iterations. To show the asymptotically R-linear convergence, i.e., $\|\mathbf{h}_s^{(k)} - \mathbf{h}_s^{(m)}\|_{1/k}^{1/k} \leq r_s < 1$ as $k$ becomes sufficiently large, we display the last 200 values of $\|\mathbf{h}_s^{(k)} - \mathbf{h}_s^{(m)}\|_{1/k}^{1/k}$ for each $m$ in Figure 4. The results show that $\|\mathbf{h}_s^{(k)} - \mathbf{h}_s^{(m)}\|_{1/k}^{1/k}$ increases to nearly 1 and then decreases linearly as $k$ increases. All the values are less than 1, so the convergence of Algorithm 2 is asymptotically R-linear.

Finally, we present the conformality and the Dirichlet energy computed by Algorithms 1 and 2. To show the conformality, we define the relative local angle distortion as $d_\theta = |\theta_\mathcal{S} - \theta_\mathcal{S}'|/\theta_\mathcal{S}$, where $\theta_\mathcal{S}$ and $\theta_\mathcal{S}'$ are the angles of the triangle meshes in $\mathcal{S}$ and $\mathcal{S}'$, respectively. In Table 2, we see that $E_D(f)$ and the mean and standard deviation (SD) of $\{d_\theta\}$ for each benchmark model computed by Algorithm 2 are slightly better than those computed by Algorithm 1. The spherical conformal parameterization by Algorithm 2 preserves conformality satisfactorily.

Furthermore, in Figures 5a and 5b, we plot the histograms of the mean and SD of local angle distortions $\{d_\theta\}$ for 1251 brain images by Algorithm 2. In Figure 5c, we show the histogram of the difference in the Dirichlet energy.
\[d_E = E_{D_2}(f) - E_{D_1}(f),\]

where \(E_{D_1}(f)\) and \(E_{D_2}(f)\) are the Dirichlet energies computed by Algorithms 1 and 2, respectively. Most results in Figure 5c show that the Dirichlet energy obtained by Algorithm 2 is slightly better than that obtained by Algorithm 1.

5 Conclusions

In this paper, we first propose a theoretical foundation of the DEM on \(C\) for spherical conformal minimization. By using the calculus of variations, we derive the associated Euler–Lagrange equations, which can be cleverly split into two parts, the homothetic and minimal transformations. The minimal transformation part, which reduces the Dirichlet energy, is meaningful for its contribution to improving conformality, while the homothetic transformation part has no contribution to conformality under the relevant equivalence relation.

On this theoretical basis, we develop an efficient and reliable MDEM algorithm with nonequivalence deflation for the computation of spherical conformal parameterizations from a closed triangular mesh of genus zero to \(S^2\). Furthermore, we prove that the MDEM algorithm has asymptotically R-linear convergence under some mild conditions. The numerical results on various models from different benchmarks show that MDEM preserves conformality satisfactorily and is efficient in terms of computational cost, which supports our developed MDEM algorithm.
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Table 2: Dirichlet energy $E_D(f)$ in (35a) and the mean and SD of the relative local angle distortions $\{d_\theta\}$ computed by Algorithms 1 and 2.
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Fig. 5: Histograms of the mean and SD of local angle distortions $d_\theta$ for 1251 brain images by using Algorithm 2 and the difference of Dirichlet energies $d_E$ by Algorithms 2 and 1.
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