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ABSTRACT With the ubiquity of high-speed networks and cloud technologies, hyper-convergence (HC) has become commonplace and satisfies flex allocation requirements. This study compared the VMware virtual storage area network (vSAN), which has the largest market share, with Cisco HyperFlex, released by Cisco for high-level network applications, to assess the performance of various HC technologies in running virtual machines in most virtualized environments. The experiments consider the benchmark (HCIBench) to evaluate the platform’s performance. The benchmark provides objective performance scores. Thus, the performance results derived by HCIBench could be applied to discuss the appropriate scenarios for both VMware vSAN and Cisco HyperFlex. The experiments simulate common application scenarios to discover good HC platforms for real-world requirements. The VMware vSAN demonstrated more robust overall performance (about 38.18% and 22.72% improvement for IOPS and transmission speed, respectively), when a few virtual machines were used, and the write load was heavy. The difference in CPU usage between the two platforms is not too much (about 2.565%). The vSAN is recommended for general purposes, while HyperFlex performs better in areas with high write requirements (such as the data center).

INDEX TERMS Hyper-convergence, HyperFlex, performance analysis, virtual storage area network.

I. INTRODUCTION

With the ubiquity of high-speed networks, virtualization technologies have become widely used in fields such as manufacturing [18], [19], [22], education [20], [21], medicine [23], [28], education [26], [27], and life information [24], [25]. Hyper-convergence (HC) technologies [1], [2], [3] have become the mainstream architecture to integrate virtualization platforms and storage devices effectively. Manufacturers have also released hyper-convergence infrastructures (HCIs) with certain design concepts to provide outstanding performance in various scenarios. Although these particular design concepts can improve user experience and increase the convenience of management, performance analyses for various HC environments, particularly storage I/O, computation throughput, and read/write latency, have yet to be conducted [9], [14].

Hardware virtualization, cloud computing, software-defined storage (SDS), and HCI have been proposed to maximize hardware resources’ utility and facilitate the sharing of server hardware resources. The above technologies are introduced as follows.

- In hardware virtualization, virtual and physical hardware are matched through a hypervisor, which enables an operating system to be run in a virtual hardware environment [4], [5], [6]. Consequently, one server can run multiple virtual machines (VMs), with each device...
executing a different operating system and software. A hypervisor provides servers with physical resource sharing, convenient hardware configurations, and added storage utilization. Although hardware visualization combines multiple services into a single physical server, platform performance is determined by storage deployment strategies. Common storage deployment strategies include direct-attached storage, which is the direct use of the server’s local disks; network-attached storage, built on the File Transmission Protocol; and storage area networks (SANs), which are based on local-area networks.

- Cloud computing enables the integration and application of resources in various fields [7], [8], [9]. The three biggest cloud service providers are Amazon, Google, and Microsoft, which have released cloud computing platforms to provide their customers with storage, computing, database, website, and machine learning services. Cloud computing can be distinguished into three service models: IaaS, PaaS, and SaaS. The commonality among these service models is that they require a large amount of storage space; however, conventional disk arrays and SANs cannot meet this demand. Therefore, the high level of resource integration offered by cloud computing is a solution for heterogeneous environments.
- SDS facilitates hardware expansion by enhancing the horizontal integration of resources. SDS provides the following features in storage management: 1) the use of local disks, 2) the ability to scale out multiple servers, 3) data transmission between servers through high-speed networks, and 4) central management of all disks through a virtual disk pool.
- The purpose of an HCI is to increase the utilization of local resources. Server storage idles after a VM is placed in the SAN storage, and local storage can provide the best data transformation; as such, the performance of a platform can be improved through the integration of local resources. The core concept of HCI is the integration of virtualization platforms and SDS to maximize the utilization of servers’ computation power and storage. HCIs can be distinguished into the following four types:
  1) VMware vSAN implements SDS. Because vSAN is a native application of VMware vSphere, it can be integrated into virtualization platforms to form an HC platform. However, vSAN only supports VMware applications.
  2) Azure Stack HCI is created by Microsoft based on the Storage Spaces Direct, which is similar to SDS. This solution combines Hyper-V and storage spaces to form HC platforms.
  3) Unique feature platforms: In addition to these HC platforms, platforms such as HPE OmniStack (acquired from SimpliVity), Cisco HyperFlex (obtained from Springpath), and NetApp SolidFire Element OS (received from SolidFire) offer performance and management advantages for particular circumstances.

HCI is the state-of-the-art technology for maximizing hardware utilization, and VMware vSAN occupies a high market share while Cisco HyperFlex provides the solution for high-end markets. However, the users need to learn the appropriate platform. Therefore, this work would like to compare the performance between VMware vSAN and Cisco HyperFlex to determine each platform’s advantages and applicable usage scenarios with high user experience.

To capture the system performance of the target HCI platforms, the HCI-Bench, the famous benchmark for evaluating the performance of HCI platforms, is considered in this work. The overall performance of HCI platforms is challenging to be quantized, and the performance required by various scenarios is different. Benchmarks provide objective evaluation results, so discussing the performance gap between target systems is appropriate for benchmarks. To cover common usage, the experiment considers the system throughput, the latency, and the resource utilization to discuss the appropriate scenario of VMware vSAN and Cisco HyperFlex but does not aim at finding the HCI platform with the highest performance.

This study implemented two HCI platforms based on VMware vSAN and Cisco HyperFlex and understood the real-world performance in input/output operations per second, transmission speed, read/write latency, and CPU/RAM usage. Under four simulation scenarios: general use, random read, sequential write, and online transactional processing, VMware vSAN demonstrated more robust overall performance. In contrast, the Cisco HyperFlex provided better performance in reading latency and write latency when few virtual machines were used and the write load was high. The general memory usage of the vSAN was approximately 7.5% lower than that of the Cisco HyperFlex, indicating that the vSAN can run more VMs. Therefore, VMware vSAN is the balanced solution in economy and average efficiency considerations for common usage purposes.

The organization of the remaining paper is listed as follows. Section III describes the information on target HCI platforms, including the hardware deployment, data collection, and benchmark configuration. Section IV shows the experiment results and the performance comparison between target HCI platforms. The conclusion and future works are stated in Section V.

II. RELATED WORKS
The traditional server architecture collects all storage, and the controller virtualizes the repository as a unique service with an access portal. The significant advantage of traditional architecture is easy management. Tsung et al. provide the performance evaluation for the traditional server architecture with vSAN [26]. For the big block transfers, the performance of vSAN is improved by about 69%. Banerjee and Srivastava provide a framework to detect the system performance issue [29]. The traditional architecture provides maintenance convenience, so the system administrators would like
to deploy the system with traditional architecture in heavy traffic [30].

Easy maintenance is the primary advantage of traditional architecture. However, the performance bottleneck takes place in the data transformation. Tsung et al. considered the network with a very wide bandwidth to capture the maximum performance of vSAN [26], but the improvement is limited. To improve the overall system performance, the HCI architecture is proposed [31], [32]. The significant difference between the HCI and traditional architectures is the storage position. The storage is moved from the central storage pool to the servers. However, the storage in various servers is also virtualized as a single access portal, so easy maintenance is not sacrificed in HCI platforms. From the experiment results of Leite et al., the HCI provides 7% additional performance than the system with local storages [33]. Local storage performance is better than centralized repositories, so HCI architectures offer higher performance than traditional architectures.

III. SYSTEM ARCHITECTURE

A. TARGET SYSTEM

The comparison test environments were Dell EMC VxRail E560F with VMware vSAN and Cisco HyperFlex HX220C-M5S with Cisco HyperFlex. The hardware specifications were as follows:

- Dell EMC VxRail E560F involves the central management of the data disk and cache disk of every node in the cluster through a vSAN by using VMFS 6. The disks are managed by a disk group comprising the buffer cache and data storage capacity. Because this study used the all-flash architecture, the disk groups consisted of SSDs. The cache disk is responsible for the read cache and write buffer. Within the all-flash architecture, the entire cache disk is the write buffer; in the hybrid mode (with a SATA or SAS data disk), the cache disk is 70% read cache and 30% write buffer. The recommendation in VMware is to determine the hardware configurations for cache and capacity and the algorithms for the write buffer flush based on terabytes written to optimize cache performance. Multidisk groups improve cluster performance, but this does not mean that the high availability can be increased; instead, a cache failure only affects the performance of the disk group involved. When the capacity disk fails, only the involved disk group must be rebuilt, which shortens the rebuild disk group time. This experiment involved using an HC platform comprising all-flash servers that support VMware platforms [13].

- Cisco HyperFlex HX220C-M5S support common virtualization platforms such as VMware and Hyper-V [10], [11], [12]. This study used all-flash servers. The data disk and cache disk of each node in the cluster is configured and managed by the HyperFlex HX Data Platform using network file system 3. A dedicated virtualization gateway executes virtualization platforms such as VMware vSphere, Microsoft Hyper-V, and Kubernetes.

This study used VMware vSphere to achieve consistency among the test environments.

Table 1 presents the HC platforms used in this study. All storage specifications were the same except for the cache configurations. Because of the requirement for identical capacity, the Dell EMC VxRail used two 800 NVMe SSDs, whereas the Cisco HyperFlex HS used one 1.6TB NVMe SSD. In the experiment, a comparison was made to address this difference.

B. HARDWARE DEPLOYMENT

The Cisco HyperFlex HX220C-M5S also consisted of four servers connected to two Cisco switches (Cisco UCS 6332 IRU Fabric Interconnect), which were related to the Cisco 6807 switch within a 40GbE high-speed network (Fig. 2).

C. CLUSTER STATUS DATA COLLECTION

The HC platforms in this study used VMware, and consequently, their performance was measured using an HCIBench comprising a Controller VM and Guest VMs (see Fig. 3 for the architecture) [15], [16], [17]. With the given test parameters, the Controller VM combined the test and configuration files with the Guest VM template and then created and executed Guest VMs in assigned numbers and specifications through the RVC on the vSphere.

1 https://flings.vmware.com/hcibench
TABLE 1. Hardware specifications of HC platforms.

|              | Dell EMC VxRail E560F           | Cisco HyperFlex HX220C-M5S        |
|--------------|--------------------------------|----------------------------------|
| CPU          | Intel Xeon Gold 6130 * 2        | Intel Xeon Gold 6130 * 2         |
| RAM          | 768GB                          | 768GB                            |
| Storage      | SATA SSD 3.8T * 6 and 800GB NVMe SSD * 2 | SATA SSD 3.8T * 6 and 1.6TB NVMe SSD * 1 |
| NIC          | 40GbE-CPRI/QSFP                 | 40GbE-CPRI/QSFP                  |
| HC Node      | 4                               | 4                                |
| Switch       | Dell EMC Switch S4128F-ON x 2    | Cisco UCS 6332 IRU Fabric Interconnect x 2 |

The HCIBench used telegraf+influxdb+Grafana to gather, store, and display performance data (Fig. 4), while the deployment of HCIBench is illustrated in 5. The HCIBench controller on the VMware vSphere executed the test programs on the Guest VM through SSH; the telegraf proxy program sent the Guest VM performance data from Graphite to influxdb and stored them. Last, Grafana read and visualized the data in influxdb.

D. BENCHMARK CONFIGURATION

Before testing, the read and write caches of both HC platforms were cleared to ensure the accuracy of the data. Because vSAN Debug Mode and EASY RUN were only effective in vSAN, they were turned off. In addition, to reduce the time required to rebuild the Guest VMs, the Reuse VMs If Possible option was activated, and the Clean Up VMs option was deactivated; this reduced the testing time for the various parameters. The size of the VM data disks remained unchanged, and the number of VMs and disks did not increase between tests; the experiments began with the greatest number of VMs and disks, which were then gradually reduced.

Because each RAID class generates different write penalties, errors occur when input/output operations per second (IOPS) are calculated; for example, one write of RAID-1 consists of two writes, so the write penalty is 2. Consequently, the HCIBench initializes disk content to reduce the first-write penalty. If deduplication must be enabled, RANDOM is selected; otherwise, ZERO is set. This study used RANDOM for the HCI to enable deduplication; this was the most time-consuming portion of the test.

Random and Sequential accesses are essential metrics in traditional comparisons, and the metrics provide performance in continuous and discrete use. However, the unit in a cloud environment is VM rather than a file, so the requests come from various users (i.e., VMs). Therefore, the experiments consider random access to simulate real-world behavior.

IV. EXPERIMENT

This section uses the HCIBench to capture the performance results of VMware vSAN and Cisco HyperFlex regarding the system throughput, latency, and resource utilization. Fig. 6 is the experiment flow chart of this work. In the beginning, the HCI hardware, as mentioned in Section III, and the HCIBench are prepared. The configuration of test cases is deployed in the HCIBench. After the HCIBench finishes all test cases, the experiment results are captured and used to analyze and compare the performance of VMware vSAN and Cisco HyperFlex.

HCIBench is the credible benchmark for evaluating the performance of HCI platforms, and some system administrators would like to use the HCIBench to optimize the system...
Three parts of system performance are considered in the experiments.

1) The system throughput: When user applications access the storage, higher system throughput results in less process time, and vice versa. Common system throughput indexes are IOPS and transmission speed.

2) The latency: The user experience comes from the latency. A high latency indicates low response speed, which is the user’s major consideration.

3) The resource utilization: More resource required by VMs indicates that fewer VMs could be deployed on the service side. So, less resource utilization means more VMs can be executed concurrently.

As illustrated in Fig. 5, HCI-Bench provides data collection and visualization, and the performance analyzers could evaluate the system performance in terms of different indexes and scenarios. Therefore, the performance analyzers focus on the system evaluation rather than dealing with manipulating the experiment detail.

### A. TEST SCENARIO

Table 2 presents the experimental scenarios. Four parameters were manually deployed on the HCI-Bench and tested separately on the two HC platforms. The scenario of general usage consists of 70% read and 30% write with 100% random process according to the statistical results of the user behavior. To simulate user behavior in VM environments, the scenario with 100% with 100% random process is considered in scenario 2. Online Transactional Processing (OLTP) is essential in common transactions, so 50% read and 50% with 100% random process provide the OLTP behavior simulation. Most users require random access in the VM environment since the users are working in individual spaces (i.e., VM). However, this study still considers an evaluation of sequential processes in the experiment.

The goal of the experiments was to test the effects of different HCIs (VMware vSAN vs. Cisco HyperFlex) on VM performance in environments with the same hardware specifications and configuration. Therefore, only one of the following variables was altered in each experiment:

- Number of VMs run simultaneously: 4, 8, 12, 16, 20, 24, 28, 32, 36, or 40 (ten sets in total)
- Experimental scenarios: four (Table 2).

The variation in performance of both HC platforms in each scenario was simulated through 40 tests (ten VM configurations multiplied by four scenarios). Each set of parameters was tested for 10 minutes. The time to initialize the disks was 1 to 3 hours, depending on the number of VMs.

### B. EXPERIMENT RESULT

#### 1) IOPS AND TRANSMISSION SPEED

Fig. 7 and Table 3 present the IOPS statistics and averages; the horizontal axis represents the number of VMs, and the vertical axis represents the IOPS. The following is observed:

- **The VMware vSAN outperformed the Cisco HyperFlex in cache policy.** In Scenarios 2 and 4, Dell EMC demonstrated better IOPS for both all-read and all-write situations than Cisco; the IOPS for both platforms was on par with the other two tests. This was posited because the hardware specifications were the same.

- **Experiments showed that the VMware vSAN had better read caching than write caching.** The writing performance of the Dell EMC began to worsen when 24 or more VMs were involved. In the same 100% random read-and-write scenarios, the mean IOPS for 70% reading was 60.76% higher than the IOPS for 50% reading. Thus, the VMware vSAN had better reading caching than writing caching.

- **The mean writing of Cisco HyperFlex was more stable than that of VMware vSAN.** Although the Cisco mean writing IOPS was 28.89% lower than the Dell EMC mean IOPS, its performance was more stable; the Cisco platform outperformed the Dell EMC in Scenario 3.

Fig. 8 and Table 4 present the transmission speed results. The performance of the two HC platforms matched the IOPS results, indicating that the results of this experiment were consistent.
2) READ LATENCY

Fig. 9 and Table 5 present the read latency results.

- The read latency of the VMware vSAN increased with write volume. In Scenario 2, the Dell EMC read latency increased proportionally to the number of VMs but never exceeded 2 ms. The addition of write operations increased the Dell EMC read latency considerably, as did higher write proportions (3 to 7.02 ms). Consequently, the read latency was inferred to be determined by the write volume. This inference is consistent with the observation that the DELL EMC IOPS decreased as the number of test VMs increased in Scenario 4.
- Cisco HyperFlex had stable read latency.

Except for Scenario 2, the Cisco platform demonstrated lower read latencies than the Dell EMC. Fig. 10 and Table 6 present the 95th percentile results, with extreme values excluded. The overall performance of both platforms was similar in Scenarios 1 and 3 and exhibited similar trends to those in Fig. 9 and Table 5. In Scenario 2, the read latency of the Dell EMC platform was 4.26 times lower than that of the Cisco platform, which is consistent with the results of the previous IOPS experiment.

3) WRITE LATENCY

Fig. 11 and Table 7 present the write latency results.

- The write latency increased as the number of VMs increased.
- In all-write scenarios, the Dell EMC platform performed better with fewer VMs, and the Cisco platform performed better with more VMs.
- In scenarios involving both writing and reading, the write latency of the Cisco platform increased as the number of VMs increased. In contrast, the write latency of the Dell EMC platform was consistently within the 1-3 ms range.
Fig. 12 and Table 8 present the 95th percentile write latency results. In Scenario 4, the write latency of the Dell EMC platform was 1.31 times lower than that of the Cisco platform and 3.78 times lower in the data for 28 or fewer VMs. In situations with few VMs, the Dell EMC platform performed exceptionally well.

### TABLE 7. Average write latency in each scenario.

| Scenario | Dell EMC | Cisco | Dell EMC / Cisco |
|----------|----------|-------|------------------|
| Sec.4    | 69.10    | 97.43 | 128.32%          |
| Sec.2    | -        | -     | -                |
| Sec.1    | 1.36     | 3.46  | 253%             |
| Sec.3    | 1.25     | 4.05  | 30.76%           |

### TABLE 8. Average 95th percentile write latency in each scenario.

| Scenario | Dell EMC | Cisco | Dell EMC / Cisco |
|----------|----------|-------|------------------|
| Sec.4    | 146.98   | 192.13| 76.49%           |
| Sec.2    | -        | -     | -                |
| Sec.1    | 1.70     | 10.25 | 16.59%           |
| Sec.3    | 1.10     | 12.05 | 9.13%            |

4) **CPU USAGE**

Fig. 13 and Table 9 present the central processing unit (CPU) usage results. The results indicate little difference in VM CPU usage between the two HCI platforms, with the means falling between 30% and 40%. This shows that the CPU did not affect the I/O performance of the HC platforms.
5) RAM USAGE
Fig. 14 and Table 10 present the simulation results. The results indicate little difference in random-access memory (RAM) consumption between the two HCI platforms, with means of approximately 65%. Because RAM usage was within a reasonable range, it did not affect I/O performance. However, the RAM usage of the DELL EMC platform was approximately 7.5% less than that of the Cisco platform, indicating that the Dell EMC platform performed slightly better in terms of RAM usage.

6) vSAN CPU USAGE
Only the Dell EMC platform used vSAN; therefore, only the performance of Dell EMC in terms of vSAN CPU usage was analyzed (Fig. 15). The average results are listed in Table 11. The results indicate that the vSAN requires more physical CPU computing power when reading a massive amount of data. The CPU usage was 7.64% and 13.97% in Scenarios 4 and 2, respectively; usage was 9.27% and 10.89% in Scenarios 3 and 1, respectively. Consequently, vSAN consumed more CPU power when reading than when writing. This is consistent with the findings that vSAN performed better in read caching than in write caching.

C. DISCUSSION
In the traditional system architectures of server farms, the computation resource is collected as a virtual resource pool, and the storage resource has the same deployment. According to the experiment results proposed by Tsung et al. [26],...
the vSAN architecture drawn in Fig. 16 provides a virtual pool of storage service. Some storage devices (such as HPE MSA 2050 SAN) in the bottom of Fig. 16 provide storage service, and vSAN Network combines all storage devices as a virtual pool for easy access. Therefore, the applications deployed in the VMware application layer could access the vSAN storage via the vSAN Network rather than accessing the storage devices directly. Thus, vSAN provides convenience for accessing and managing repositories.

Convenient access and management are significant advantages of the traditional system architecture, but the performance bottleneck occurs in the vSAN network’s portal. According to the experiment results proposed by Tsung et al. [26], the IOPS result for 100% read 4K data is 43,800 for a 40G network. However, the experiment results show that the HCI platforms of Dell EMC and Cisco provide 131,563 and 81,839, respectively, in the same testing case (Sce. 1) in Table 3. In other words, HCI improves by about 300% and 186% for Dell EMC and Cisco, respectively. The results match the performance bottleneck of vSAN architecture, and the performance improvement is the significant advantage of HCI platforms. Therefore, the HCI platforms provide better system throughput and user experience for high utility usage scenarios.

V. CONCLUSION

This study compared Cisco HyperFlex HX220C-M5S and Dell EMC VxRail E560F, two four-node HC platforms. They had similar hardware specifications and were both VMware virtualization platforms. Consequently, this study can be considered a comparison of Cisco HyperFlex and VMware vSAN HCI. The results indicate that VMware vSAN outperformed Cisco HyperFlex regarding I/O, particularly for reading. This can explain why IDC reported that VMware vSAN dominated 38.7% of the 2020 Q4 HCI market. If few VMs and a large write workload are required, Cisco HyperFlex can provide superior read and write latency.

Other HCI solutions with potential are on the market. No matter which HCI platform is used, HCI will be the mainstream technology for virtualization and storage integration; its low cost, strong performance, and high scalability are considerable advantages in various fields, especially in cloud computing environments that combine reading and writing. Thus, the value and applicability of HCI will continue to increase.

2 https://www.idc.com/getdoc.jsp?containerId=prUS47552021
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