Influence of Elevation Data Resolution on Tsunami Loss Estimation and Insurance Rate-Making
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Tsunamis triggered by large offshore earthquakes are devastating, and buildings located near the coast experience damage and loss due to such extreme events. In evaluating regional tsunami impact via numerical tsunami simulations, it is important to pay close attention to local geographical features represented by a digital elevation model (DEM), because tsunami loss estimation is sensitive to its quality and resolution. This study investigates the influence of elevation data resolution on tsunami loss estimation at different scales by comparing tsunami risk results using DEMs of four resolutions (i.e., 10-m, 50-m, 150-m, and 450-m). Using stochastic tsunami modeling, a case study is carried out by focusing on the Tohoku region in Japan to investigate the influence of DEM resolution on tsunami loss estimation considering the effect of location attributes (i.e., coastal topography, distance from the coast, and land elevation) for two building portfolios on plain coast and ria coast. The results indicate the significance of DEM resolution for local tsunami loss estimations at different locations. The local tsunami risk is closely related to the building location, and the increase of distance from the coast and/or land elevation dramatically reduces the local tsunami risk. The investigations extend discussions regarding the calculations of pure insurance premium rate for tsunami loss coverage depending upon structural attributes and location attributes.

Keywords: stochastic tsunami simulation, elevation data resolution, probabilistic tsunami loss estimation, insurance rate-making, rate differentiation

INTRODUCTION

A tsunami is a series of traveling waves of long wave-length and period, which is initiated by a sudden deformation of sea-floor (Kanamori, 1972; Okada, 1985; Tanioka and Satake, 1996; Synolakis et al., 1997; Titov et al., 2005; Fujii and Satake, 2007). The most common cause of tsunamis is the rupture of an earthquake. A tsunami triggered by an extremely large subduction earthquake can cause tremendous damage to coastal communities, casualties, and economic loss.
The unprecedented 2011 Tohoku earthquake and tsunami resulted in more than 19,000 people dead or missing, 128,530 houses destroyed, and 240,332 buildings half-damaged (Kazama and Noda, 2012). The direct economic loss was estimated to be 211 billion USD, exceeding the losses of the 1995 Kobe earthquake and the record-breaking Hurricane Katrina (Kajitani et al., 2013), which revealed the necessity of tsunami risk mitigation and management.

Tsunami risk assessment offers the essential information for tsunami risk management, which can be performed using a numerical catastrophe model. The accuracy of tsunami risk assessment for a tsunami-prone area has a direct influence on the preparedness and mitigation of tsunami risk in terms of both physical measures and financial measures. One of the major sources of uncertainty for tsunami risk assessment is tsunami modeling. Resolutions of bathymetry and digital elevation model (DEM) used for tsunami modeling play a vital role in simulating tsunami propagation and inundation accurately. In particular, tsunami inundation is sensitive to DEM resolution and leads to significantly different results (Satake, 1995; Tang et al., 2009). Similar to flood modeling which is sensitive to spatial resolution (Fewtrell et al., 2008; Sangati and Borga, 2009), resolutions of DEM represent the ability of reflecting the local geographical features and make a significant difference to local tsunami intensity (Griffin et al., 2015; Schäfer and Wenzel, 2017; Muhammad and Goda, 2018).

Besides, local tsunami hazard depends on the location of buildings (Ioualalen et al., 2007). Three important spatial factors are coastal topography, elevation, and distance from the sea. Generally, the higher the elevation and the farther from the coast, the less tsunami risk. The coastal topography can be broadly classified as plain coast that has a relatively flat terrain and ria coast which is located on rising terrain with steep and narrow bays. Coastal topography has been found important in characterizing inundation situations during the 2011 Tohoku tsunami (Mori et al., 2012; Suppasri et al., 2012). For instance, the maximum tsunami inundation depths in plain coastal areas are generally less than those in ria coastal areas, while the spatial extent of the inundated areas for the former tends to be greater than that for the latter. The influenced area by tsunami is usually confined to coastal areas less than 5 km (mostly less than 3 km) from the sea, and the local tsunami intensity largely depends on the location of buildings as well. The uncertainty in these two aspects has a significant influence on tsunami hazard assessments (Griffin et al., 2015; Muhammad and Goda, 2018). Nevertheless, the impact of the uncertainty to probabilistic tsunami loss estimation has not been investigated nor quantified extensively. The relative sensitivity of tsunami loss at different scales and the resulting spatial variability of the loss needs further investigation. Although finer bathymetry and elevation data produce more accurate tsunami risk results, the elevation data of high resolution may not be available universally. Understanding the differences caused by elevation data of different resolutions is useful for understanding its impact on tsunami loss and related risk financing measures, such as tsunami insurance. For example, given the tsunami loss based on available DEM, such results can provide answers to questions like how much improvement can be made if a finer DEM is used and whether it is necessary to implement the finest DEM which dramatically increases the computation time.

The recent advancement of probabilistic tsunami hazard assessment has facilitated the consideration of uncertainty in earthquake source characterization through stochastic tsunami modeling (Mai and Beroza, 2002; Lavallée et al., 2006; Goda et al., 2014). It also enables the quantification of epistemic uncertainty in tsunami risk associated with tsunami hazard modeling by evaluating a wide range of possible tsunami scenarios (Goda et al., 2016). Sendai and Onagawa in Miyagi Prefecture, Japan, are selected as the representative sites of plain coast and ria coast, respectively. In addition to the $M_w$ 9.0 events (the magnitude of the 2011 Tohoku tsunami), multiple possible magnitudes ranging from $M_w$ 7.5 to $M_w$ 9.1 are considered. In total, 9,600 tsunami simulations are conducted for each location by considering four grid resolutions of DEM (i.e., 10-m, 50-m, 150-m, and 450-m) and eight earthquake magnitude ranges. For each combination of the above (e.g., 10-m DEM and $M_w$ 9.0 scenario for Sendai), 300 tsunami simulations are carried out. Finally, to reflect the influence of building location on tsunami insurance rate-making, tsunami pure premium rate is differentiated by distance from the coast and land elevation.

**TSUNAMI CATASTROPHE MODEL**

A generic equation for stochastic probabilistic tsunami loss estimation can be expressed as (Goda and De Risi, 2017):

$$\nu(L \geq l) = \lambda \int P(L \geq l|ds)_{f_{DSIM}}(ds|im)f_{IM|EQS}(im|eqs) \times f_{EQS|M_w}(eqs|m_w)f_{M_w}(m_w)|ds| |dim| |deqs| |dm_w|$$

where $\nu(L \geq l)$ is the annual exceedance probability that the tsunami loss $L$ exceeds certain loss threshold $l$, $\lambda$ is the mean occurrence rate of earthquakes equal to or greater than magnitude $M_{min}$. $P(L \geq l|ds)$ is the tsunami loss function in terms of damage state variable $DS$, $f_{DSIM}$ is the tsunami fragility function in terms of intensity measure $IM$, $f_{IM|EQS}$ is the probability density function of $IM$ given a particular earthquake slip model $EQS$ which corresponds to the induced tsunami scenario, $f_{EQS|M_w}$ is the probability density function of $EQS$ given $M_w$, and $f_{M_w}$ is the conditional probability distribution of $M_w \geq M_{min}$. In the above equation, the upper case letters are used to indicate a random variable (e.g., $DS$ and $IM$), while the lower case letters are used to indicate a realization of the random variable (e.g., $ds$ and $im$). Note that $DS$ is often defined in a discrete manner; in such cases, integration for $DS$ in Eq. (1) is replaced by summation. A typical $IM$ is the inundation depth, which is often used as an input parameter for tsunami fragility modeling (i.e., $f_{DSIM}$). $f_{IM|EQS}$ is obtained through numerical evaluations of governing equations for tsunami waves and inundation/run-up (e.g., solving non-linear shallow water equations for given initial boundary conditions). The uncertainty associated with variable earthquake source characteristics is captured by $f_{EQS}$.
To consider multiple discrete earthquake magnitudes of the tsunamiogenic earthquakes represented by $f_{M_0}$, Eq. (1) can be expressed as:

$$v(L \geq l) = \lambda \sum_{k=1}^{n} [P_{MK} \cdot P(L \geq l|m_k)]$$  \hspace{1cm} (2)

where $P_{MK}$ denotes the probability mass for a given magnitude range which is represented by the kth magnitude $m_k$, and n is the number of magnitude ranges. For example, given a magnitude interval of 0.2, $M_w$ 8.8 represents the magnitude range between 8.7 and 8.9. The conditional exceedance function $P(L \geq l|m_k)$ is given by:

$$P(L \geq l|m_k) = \int P(L \geq l|ds)f_{DSIM}(ds|im)f_{IM|EQS}(im|eqs)$$

$$\times f_{EQS|M_w}(eqs|m_w)|ds||dim||deqs|$$  \hspace{1cm} (3)

Using stochastic tsunami scenarios for a given earthquake magnitude, Eq. (3) can be calculated by:

$$P(L \geq l|m_k) = \frac{1}{n_{EQS}} \sum_{i=1}^{n_{EQS}} I_{M_k}(L_i \geq l|m_k)$$  \hspace{1cm} (4)

where $n_{EQS}$ is the number of tsunami scenarios generated through stochastic source modeling. $I_{M_k}(L_i \geq l|m_k)$ is the count of scenarios which result in losses greater or equal to l.

### Tsunami Occurrence Rate

The occurrence rate is critical for probabilistic tsunami risk assessment (PTRA) (Anagnos and Kiremidjian, 1988; Grezio et al., 2017; Kaczmarska et al., 2018), which corresponds to $\lambda$ in Eq. (1) and has a direct influence on the probabilistic tsunami loss estimation. A standard occurrence model for earthquakes of an identified fault or source zone is a memory-less Poisson process with a Gutenberg-Richter (GR) relationship (Gutenberg and Richter, 1956). It should be noted that there is substantial uncertainty associated with the occurrence rate for earthquakes with a long return period given the lack of historical data (Kagan and Jackson, 2013; Kaczmarska et al., 2018). The Poisson process is equivalent to the exponential recurrence model which has a constant occurrence rate. The Poisson-GR relationship may be more suitable for mega-thrust subduction earthquakes (Ellsworth et al., 1999; Cramer et al., 2000; Gomberg et al., 2005; Geist and Parsons, 2011; Fitzenz and Nyst, 2015), but the consideration of renewal recurrence models is not the focus of this study.

In this study, a Poisson process with a regional GR relationship is applied by considering tsunamiogenic earthquake magnitudes between 7.5 and 9.1 with a 0.2 interval. The GR relationships for off-shore Tohoku region (the gray box in dashed line in Figure 1) are obtained using historical events from the Harvard CMT catalogue\(^1\) and the NEIC catalogue\(^2\). The regional seismicity in the Tohoku region based on these two catalogs can be found in Figures 1A,B, respectively. This setup is consistent with the segmented subduction zones by the Japan Seismic Hazard Information Station (J-SHIS) which roughly correspond to the off-shore source zone for the Tohoku-type earthquakes as defined in Figure 1. The fitted GR occurrence models shown in Figure 1C are similar to that employed by the Headquarters for Earthquake Research Promotion (HERP) (2013), which adopted the catalog of the Japan Meteorological Agency. Figure 1C indicates that the annual occurrence rate of earthquakes larger than $M_w$ 7.5 is approximately 0.08. Based on the fitted GR occurrence model, the probability mass function (i.e., $P_{MK}$) of earthquake magnitude can be obtained, as shown in Figure 1D.

### Tsunami Modeling

#### Stochastic Earthquake Source Models

The current state-of-the-practice tsunami hazard maps which are prepared based on the hazard parameters of a single scenario on a single fault cannot deal with potential risks in different situations. A stochastic earthquake slip method for large mega-thrust subduction earthquakes is employed. The uncertainty of earthquake rupture characterization is taken into account by using new scaling relationships and stochastic slip synthesis (Goda et al., 2014, 2016). This is an extension of the earthquake slip modeling method developed by Mai and Beroza (2002) based on the spectral synthesis of random field, which is originally targeted for $M_w$ 6-8 crustal earthquakes. For predictive purposes, the post-event evaluation for relevant source models is not applicable. Therefore, it is reasonable to take into account a wide range of possible slip distributions that are encompassed by the scaling relationships, and to interpret this as epistemic uncertainty. This step of earthquake slip model generation corresponds to $f_{EQS|M_w}$ in Eq. (1). An example of the earthquake slip model is shown in Figure 2, exhibiting a heterogeneous distribution of earthquake slip over the rupture plane and the large concentration of earthquake slip.

In light of the 2011 Tohoku tsunami, a seismic source zone, which is sufficiently large to accommodate a $M_w$ 9.0 event, is defined as 650 km along the strike direction and 250 km along the dip direction off the Tohoku region of Japan (Goda et al., 2016). To apply the stochastic synthesis method for generating slip distributions, the fault plane is discretized with sub-faults of 10 km × 10 km which have a constant strike of 193° and variable dip angles gradually steepening from 8° to 16° along the down-dip direction, based on the source model by Satake et al. (2013). The reasons for selecting the Satake et al. (2013) source model as reference are: (i) it gives the best performance among the eleven inverted source models in matching the observed inundation due to the 2011 Tohoku event (Goda et al., 2014), (ii) it was developed using tsunami data and kinematic rupture processes were considered, and (iii) the tsunami simulation codes used in this study and the
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\(^1\)http://www.globalcmt.org/CMTSearch.html

\(^2\)http://seisan.ird.nc/USGS/mirror/neic.usgs.gov/neis/epic/code_catalog.html
tsunami computation method adopted by Satake et al. (2013) are similar. The asperity zone corresponds to a smaller sub-region where a set of sub-faults has slip values greater than a threshold value and it is typically two to three times the average slip. The size and location of asperity zones of different magnitudes are different.

The fault rupture (i.e., geometry and slip distribution) is characterized through earthquake source models, multiple earthquake source parameters of which are obtained by applying scaling relationships given the magnitude (Goda et al., 2016). Three types of seismic source parameters are required for the stochastic tsunami simulation: i) geometry parameters including the fault width $W$, fault length $L$, and fault area $S$, ii) slip parameters including the mean slip $D_a$, maximum slip $D_m$, and Box-Cox power $B$, and iii) spatial slip distribution parameters including the correlation lengths along dip and strike directions $A_z$ and $A_x$, and the Hurst number $H$.

The first step of stochastic source modeling is to obtain the geometry and key slip parameters (mean and maximum slips). The dimension of the fault plane is determined by the fault width $W$ and length $L$, which are obtained by the following scaling relationships (Goda et al., 2016):

$$
\log_{10} W = -0.4877 + 0.3125 M_w + 0.1464 \varepsilon_W \\
\log_{10} L = -0.1502 + 0.4669 M_w + 0.1717 \varepsilon_L
$$

where the $\varepsilon$ terms are regression residuals of the corresponding source parameters. The fault plane is randomly located within the

FIGURE 1 | Earthquake source of the off-Tohoku region: (A) Harvard CMT earthquake catalog, (B) NEIC earthquake catalog, (C) Gutenberg-Richter relationships based on the Harvard CMT and the NEIC catalogs, and (D) conditional probability distribution of earthquake magnitudes $\geq M_w 7.5$. 
whole pre-defined source region. The equations for $D_a$ and $D_m$ are given below:

$$\log_{10} D_a = -5.7933 + 0.7420 M_w + 0.2502 \varepsilon D_a$$  \hspace{1cm} (7)

$$\log_{10} D_m = -4.5761 + 0.6681 M_w + 0.2249 \varepsilon D_m$$  \hspace{1cm} (8)

In addition, the heavy right tail feature of the slip distribution (i.e., its positive skewness) is modeled via Box-Cox transformation (Box and Cox, 1964):

$$Y = \frac{X}{B} - 1 \hspace{1cm} (B \neq 0)$$  \hspace{1cm} (9)

where $B$ is the Box-Cox power parameter, $Y$ is the transformed slip, and $X$ is the original slip (note: when $B = 0$, $Y = \log(X)$). An optimal Box-Cox parameter can be estimated by evaluating the linear correlation coefficient of the standard normal variable and the transformed variable of the slip values. The slip distribution is further adjusted to achieve a target mean slip $D_a$ and a maximum slip $D_m$ to avoid very large slip values exceeding the target maximum slip.

Secondly, the spatial characteristics of the power spectra are expressed as wave-number spectra in down-dip and along-strike directions. The wave number spectra are based on a von Karman auto-correlation function:

$$P(k) \propto \frac{A_x A_z}{(1 + k^2)^{H+1}}$$  \hspace{1cm} (10)

$A_x$ and $A_z$ control the absolute level of the power spectrum in the low wave-number range (i.e., $k \ll 1$) and capture the anisotropic spectral features of the slip distribution. $H$ is the Hurst number, which determines the slope of the power spectral decay in the high wave-number range and is theoretically constrained to fall between 0 and 1. It is given a value of 0.99 with a probability of 0.43 and a sampled value from the normal distribution with mean of 0.714 and a standard deviation of 0.172 with a probability of 0.27 (Goda et al., 2016). $A_x$ and $A_z$ are determined by:

$$\log_{10} A_x = -1.9844 + 0.4520 M_w + 0.2204 \varepsilon A_x$$  \hspace{1cm} (11)

$$\log_{10} A_z = -1.0644 + 0.3039 M_w + 0.1592 \varepsilon A_z$$  \hspace{1cm} (12)

Subsequently, multiple realizations of slip distributions with desired stochastic properties are generated using a Fourier integral method (Pardo-Igúzquiza and Chica-Olmo, 1993). The amplitude spectrum of the target slip distribution is specified by the theoretical power spectrum with the estimated correlation lengths and Hurst number, while the phase spectrum is represented by a random phase matrix. The constructed complex Fourier coefficients are transformed into the spatial domain via 2D inverse Fast Fourier Transform (FFT). The synthesized slip distribution is converted via Box–Cox transformation to achieve realistic heavy right-tail features of the slip distribution. An acceptable slip distribution is expected to have its maximum slip patch and similar slip concentration within the asperity zone of the original distribution. The regression residuals of six source parameters (i.e., $W$, $L$, $D_a$, $D_m$, $A_x$, and $A_z$) are distributed according to a multivariate normal distribution; more details can be found in Goda et al. (2016).
Tsuniami Inundation and Propagation

Tsunami modeling is carried out using a well-tested numerical code (Goto et al., 1997) which is capable of generating off-shore tsunami propagation and inundation profiles by evaluating non-linear shallow water equations with run-up using a leap-frog staggered-grid finite difference scheme. The run-up calculation is performed by a moving boundary approach, where a dry or wet condition of a computational cell is determined by comparing the total water depth with its elevation. A complete set of bathymetry/elevation data, surface roughness data and coastal/riverside structures (e.g., breakwater and levees) is obtained from the Miyagi Prefecture Government. The bathymetry and elevation data are provided in five grid resolutions: 1350-m, 450-m, 150-m, 50-m, and 10-m. The ocean bathymetry data are based on the 1:50,000 bathymetric charts and digital database developed by the Japan Hydrographic Association from the nautical charts developed by the Japan Coastal Guard. The land elevation data are included in the DEM developed by the Geospatial Information Authority of Japan and the raw elevation data were obtained from airborne laser surveys and aerial photographic surveys. The measurement errors of the data are less than 1.0 m horizontally and 0.3–0.7 m vertically (as standard deviation). The elevation data of the coastal/riverside structures with dimensions less than 10 m are provided by municipalities in Miyagi Prefecture, because those with dimensions larger than 10 m are included in the DEM data. In tsunami simulations, the coastal/riverside structures are represented by a vertical wall at one or two sides of the computational cells. To evaluate the volume of water that overpasses these walls, Homma’s overflowing formulae are employed.

In tsunami simulation, the initial water surface elevation is evaluated based on formulae by Okada (1985) and Tanioka and Satake (1996). The latter equation accounts for the effects of horizontal sea-floor movements in case of steep sea-floor, inducing additional vertical water dislocation. Although the sea-floor deformations are obtained for the same event, spatial characteristics of the sea-floor displacements vary significantly among the models, leading to different tsunami wave profiles at various locations along the Tohoku coast (Goda et al., 2014). The fault rupture is assumed to occur instantaneously, and numerical tsunami calculation is performed for duration of 2 h. The tidal fluctuation is not taken into account in this study. The tsunami flow resistance is parametrized by Manning’s roughness coefficient in the shallow water equations. The bottom friction is evaluated through Manning’s formula according to the national land use standard in Japan by considering six types of land use. The assigned roughness coefficients are a crude representation of the actual situation and depend on the resolution of the available DEM. Consequently, a more detailed roughness condition is applied when a DEM of finer resolution is used, which gives more reliable tsunami intensity measure prediction (Kaiser et al., 2011; Griffin et al., 2015). Although the actual surface roughness is influenced by multiple factors (e.g., building density and slope) and thus the friction may be spatially variable within the same type of land use, a constant Manning’s roughness coefficient is applied for each type of land use since the influence of surface roughness is not the main focus of this study.

Tsunami Loss Estimation

Tsunami damage and loss are calculated using fragility models developed by De Risi et al. (2017), which are based on the damage data of the 2011 Tohoku event. Integrated with simulated tsunami intensities, for mutually exclusive damage states that are defined in a discrete manner, the damage probability \( p(d_s | im) \) of damage state \( d_s \) can be obtained given the \( IM \) of a building, which can be expressed as:

\[
p(d_s | im) = p(DS \geq d_s | im) - p(DS \geq d_{s+1} | im)
\]  

(13)

By incorporating damage cost models for different buildings, the tsunami damage information can be transformed into tsunami loss information for individual buildings as well as building portfolios. The loss ratio, denoted by \( R_L(ds) \), represents the percentage of replacement cost of a building for a given \( ds \). In this study, a uniform damage ratio scheme is applied to account for the uncertainty in damage cost, which is assigned as: 0.0 for DS1 (no damage), 0.03–0.1 for DS2 (minor), 0.1–0.3 for DS3 (moderate), 0.3–0.5 for DS4 (major), 0.5–1.0 for DS5 (complete), and 1.0 for DS6 (collapse and washed-away). The lower and upper bounds of the assumed damage ratio ranges are consistent with a tsunami damage assessment procedure by the Ministry of Land Infrastructure and Transportation of Japanese Government, where representative damage ratios of 0.0, 0.05, 0.2, 0.4, 0.6, and 1.0 are suggested for DS1, DS2, DS3, DS4, DS5, and DS6, respectively. Using the damage state probability \( p(ds) \) and the loss ratio \( R_L(ds) \), tsunami damage cost for a given tsunami hazard intensity can be calculated as:

\[
L = C_R \sum_{i=1}^{6} p(d_s) \times R_L(ds_i)
\]  

(14)

where \( C_R \) is the replacement cost of a building. An advantage of using loss metrics, instead of damage probability or the number of damaged buildings, is that the consequences due to tsunami damage in coastal cities/towns can be aggregated for the entire building portfolio. Moreover, calculated values of tsunami damage probability can be used in Monte Carlo sampling to generate realizations of individual damage states for the buildings. This re-sampling facilitates the development of exceedance probability (EP) curves which are the fundamental information to achieve various tsunami risk metrics, such as annual average loss (AAL) and value at risk (VaR).

Tsunami Insurance Rate-Making

Insurance premium is composed of pure premium \( P_{pure} \), risk premium \( P_{risk} \), and transaction fees \( P_{expense} \) (Kuzak and Larsen, 2005; Gray and Pitts, 2012):

\[
P_{premium} = P_{pure} + P_{risk} + P_{expense}
\]  

(15)

The risk premium is determined by the pure premium and various risk factors for insurers (e.g., insurers’ capital reserve, transaction fees, and rate regularity requirement). The
transaction fees reflect the administrative costs involved in issuing the insurance policy, which include marketing, premium taxes, and processing fees. $P_{risk}$ and $P_{expense}$ are not negligible but are difficult to evaluate. In this study, pure premium is focused upon because it is the most essential component and its quantification relies on tsunami risk assessment. $P_{pure}$ is calculated as AAL based on an EP curve. In the stochastic tsunami loss estimation method, tsunami loss events over a specified period are obtained and thus AAL can be evaluated as the sum of the simulated losses divided by the total duration of the simulation period.

The incurred loss for the insurer, which is also the claims paid to the policyholders, is determined by the arrangements of three insurance parameters for risk transfer: deductible $D$, limit/cap $C$, and co-insurance factor $\eta$. The payout $I_p$ of an insurance policy is commonly expressed as:

$$I_p(L) = \begin{cases} 
0 & L \leq D \\
\eta(L - D) & D < L < C \\
\eta(C - D) & L \geq C 
\end{cases}$$

(16)

According to the General Insurance Rating Organization of Japan\(^3\), the earthquake insurance policy in Japan only covers building damage and loss experiencing inundation depth higher than 45 cm for tsunami loss. Therefore, an inundation depth less than 45 cm is considered to cause no insurance loss for tsunamis. The value of the insured property is limited to the market value, and thus for typical wood houses, the limit is set to 208,000 USD taking the mean replacement cost as the market value. The coinsurance factor is assumed to be 1.

**Building Portfolio**

The building portfolios of Sendai and Onagawa are focused upon in this study, as shown in Figure 2. These two locations are selected because Sendai is located on a plain coast, while Onagawa is located on a ria coast. A building portfolio in Sendai consists of 223 RC structures, 570 steel structures, 7,022 wood structures, and 840 masonry structures. A building portfolio in Onagawa contains 52 RC, 118 steel, 1,543 wood, and 69 masonry structures.

Sendai is on a plain coast and the elevation rises gradually. Within 2 km from the sea, the elevation is generally below 3 m. Many buildings in Sendai are at elevations between 1 m to 3 m. To visualize the spatial tsunami hazard variation, two smaller regions PR1 and PR2 in Sendai are selected. There are 3,679 buildings in PR1, containing 89 RC, 316 steel, 2,920 wood, and 354 masonry structures, whereas there are 1,070 buildings in region PR2, including 27 RC, 17 steel, 911 wood, and 115 masonry structures. These two small regions have a concentration of buildings, and structures in PR1 have different distances from the sea while the buildings in PR2 is located within 1 km from the coastline. The elevation maps for PR1 are shown in Figure 3 to display the differences caused by DEM resolutions. Because the coastal area of Sendai is relatively low and flat, the elevation range shown in Figure 3 is limited to 8 m to focus on the variation in the lower elevations. The coarse resolution tends to reduce the spatial variation in elevation, particularly for places with abrupt changes of elevation. For example, there is a red patch at the top of the 10-m map with elevations higher than 8 m, while the 150-m and 450-m maps fail to reflect this accurately. The high-elevation area at the top of the 10-m map is completely missed out in the 450-m map. In other words, the assignment of coarse elevation results in loss of accuracy with the decrease in resolution. Four specific locations at 2 m elevation with different distances from the coastline (i.e., P1 of 0.5 km, P2 of 1.2 km, P3 of 1.5 km, and P4 of 2 km) are selected to examine the differences in local tsunami risk caused by DEM resolution. In the 10-m map, the elevations of these four locations are similar, which are around 2 m above the mean sea level, while the corresponding elevations given by the coarser DEMs are different from this value, as shown in Table 1. The elevations of P3 given by the 150-m DEM and those of P3 and P4 given by the 450-m DEM indicate substantial errors although the elevations at other locations do not show such discrepancy. The finer 50-m resolution gives a better estimation for all four locations than the 150-m and 450-m maps, although the elevation at P1 is still more than 50% higher than that of 10-m resolution.

In Onagawa, buildings are surrounded by steep hills/mountains and the sea and concentrated in a small flat area close to the coast and the elevation rises rapidly toward inland (Figure 4). The majority of buildings in Onagawa are located within 1 km from the coastline, and about a half are located within 0.3 km from the sea. Similarly, three locations R1, R2, and R3 in Onagawa are selected to reflect the differences caused by DEM resolution. The locations R1, R2, and R3 are fairly close with a similar distance of about 300 m from the sea, but have different elevations which are about 2 m, 4 m, and 6 m, respectively, according to the 10-m DEM (Figure 4). The elevations assigned to these three locations based on different DEMs are summarized in Table 1. Although the 50-m DEM has the second finest resolution, it still cannot capture the realistic elevations at R2 and R3, giving 1.92 m for R2 and 3.26 m for R3. Even worse accuracy of local elevation is resulted from the 150-m and 450-m DEMs. Particularly, the 450-m resolution cannot provide elevations close to realistic values for any of the three locations. The 450-m DEM is regarded as unsuitable for representing topographic features of Onagawa realistically, which made the three locations below the mean sea level. The 50-m and 150-m DEMs still show the changes of elevation but are not well resolved to distinguish different elevations within small areas. The 50-m DEM, which is acceptable to represent elevations for Sendai, is not suitable and assigns inaccurate elevations to all three locations. With the increase of grid size, the assigned elevations tend to become lower.

**INFLUENCE OF ELEVATION DATA RESOLUTION ON TSUNAMI LOSS ESTIMATION**

**Plain Coast**

**Tsunami Hazard**

To identify critical tsunami loss scenarios, three earthquake slip distributions are chosen from 300 stochastic source models for
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\(^3\)https://www.giroj.or.jp/ratemaking/earthquake/
**FIGURE 3** | Elevation maps for region PR1 in Sendai of different resolutions: (A) 10-m, (B) 50-m, (C) 150-m, and (D) 450-m.

$M_w$ 9.0 events, by ranking the total tsunami loss of Sendai based on the 10-m DEM, noting that the $M_w$ 9.0 events have the highest contribution to total tsunami loss. The earthquake slip models are shown in Figure 5. The selected loss scenarios aim to show the median case (i.e., 50th percentile) and the rare cases (i.e., 10th and 90th percentiles). In other words, the loss scenarios 1 to 3 correspond to the model which gives tsunami loss ranked 10th percentile, 50th percentile, and 90th percentile, respectively. The inundation maps for PR1 based on four resolutions of DEM are shown in Figure 6, given the three slip models. For each loss scenario, the slip model is the same, while the losses are affected by different resolutions of the DEMs. Because of the variation in tsunami inundation caused by the DEM resolution, the same slip models do not necessarily result in the same rank of tsunami loss at different resolutions, and it is mainly intended to demonstrate the variation at different inundation scales.

Generally, a coarser DEM is less capable of reflecting the variation of inundation depth locally and thus makes the inundation depth more uniform at a local scale, as shown in Figure 6. For example, there is a strip of area along the coastline with the highest tsunami depth, and the maximum inundation depth becomes higher than 6 m for the loss scenario 3 of 10-m resolution. This red-colored area gradually starts to disappear as the resolution becomes coarser from 10 m to 450 m. The 50-m DEM is more capable of capturing the spatial variation of inundation depth than the 150-m and 450-m DEMs, but still loses the detail in abrupt changes of inundation depth. For the 10-m resolution, the inundation depth decreases rapidly with increasing distance from the coastline, while with the increase in grid size, the decrease of tsunami intensity becomes more gradual spatially. On the other hand, a coarser resolution tends to underestimate the tsunami intensity for areas right beside the coast while tends to overestimate the hazard for areas at the far end of the inundated area. It can be seen that the places of the highest tsunami intensity of 50-m, 150-m, and 450-m resolution are not consistent with those of 10-m resolution. In other words, a coarse DEM may not be able to capture the spatial variability of tsunami intensity accurately. The coarse resolutions are unable to evaluate (locally) high inundation depths accurately, and they tend to result in larger inundation

| DEM resolution | Sendai | Onagawa |
|----------------|--------|---------|
|                | P1     | P2     | P3     | P4     | R1     | R2     | R3     |
| 10 m           | 2.00   | 1.99   | 1.99   | 1.98   | 2.08   | 3.81   | 6.00   |
| 50 m           | 3.11   | 1.59   | 1.39   | 2.38   | 1.28   | 1.92   | 3.26   |
| 150 m          | 3.03   | 1.41   | 0.50   | 1.99   | 1.51   | 1.24   | 0.73   |
| 450 m          | 2.13   | 0.71   | 0.20   | 1.09   | 0.00   | 0.00   | 0.00   |
areas. The inundation results based on the 450-m resolution data are highly inconsistent with those based on finer resolutions in terms of inundation amplitude, spatial distribution, and inundation area.

Tsunami Loss
Given the stochastic inundation depths for the building portfolio in Sendai, the annual EP curves for tsunami loss are shown in Figure 7 for the whole Sendai, PR1, and PR2. The EP curves
are obtained based on 2,400 stochastic slip models (i.e., eight magnitude ranges and 300 slip models per magnitude range). It is noted that the 450-m DEM results in negative values of elevations for a large number of buildings close to the coast, which means those buildings are located below the mean sea level although not true in reality. In tsunami loss calculations, the elevations of those buildings are set to 0. Consequently, this modification reduces the differences of tsunami loss at different locations. For example, if elevations of 1 m and −5 m are assigned to two buildings A and B based on the 450-m DEM, assuming they experience the same inundation height, there would be a difference of 6 m in inundation depth but the difference is
reduced to only 1 m if −5 m is corrected to zero. These errors are due to the inappropriateness of the 450-m DEM in assigning accurate elevations.

From the results, the 150-m and 450-m DEM cases lead to more than 30% higher tsunami losses, especially for more frequent events. For the whole Sendai, the 10-m resolution case results in the smallest estimated loss, followed by the 50-m, 150-m, and 450-m resolution cases. The 10-m and 50-m resolution cases are similar in terms of total tsunami loss. One of the risk metrics to assess the risk at a certain probability level is VaR, which is the risk value at a selected probability level. The VaR\textsubscript{0.999} for the 10-m resolution case is about 700 million USD, while that for the 150-m resolution case is about 1,500 million USD, which is almost twice as large as that of the 10-m resolution case. The comparisons of the tsunami loss distributions and the corresponding risk metrics for different grid resolution cases highlight the importance of the elevation data resolution to the accurate estimation of the potential financial impact due to catastrophic tsunamis.

A coarser DEM tends to underestimate the tsunami hazard closer to the sea and overestimate it at farther places. Therefore, the resulted difference in total tsunami loss from different DEM resolutions depends on the spatial distribution of buildings as well. For example, the difference between the case of 10-m and 150-m/450-m case is greater for the whole Sendai than PR1. This is because the whole Sendai includes more buildings farther from the coast which are inundated for the cases of 150-m and 450-m resolution, but not inundated for the cases of 10-m and 50-m resolution. VaR\textsubscript{0.999} for the 150-m resolution case is reduced to about 40% higher than that of 10-m resolution. The tsunami loss for the 150-m resolution case is similar to that for the 450-m resolution for more frequent events but is lower for extreme events with longer return periods. As seen in Figure 6, the 450-m DEM case leads to some areas not inundated but are inundated in the 150-m inundation maps. For PR2 which has a smaller area size and is closer to the sea, the tsunami losses for the 150-m and 450-m resolution cases are dramatically higher than those for the 10-m and 50-m resolution cases due to the overall overestimation of inundation depth based on the 150-m and 450-m DEMs, particularly for areas farther from the coast.

Although the differences of VaR\textsubscript{0.999} are within 20%, VaR\textsubscript{0.999} for the 150-m and 450-m resolution cases are almost twice as large as that for the 10-m resolution case.

As seen in the tsunami hazard maps for different DEM resolutions, how the tsunami intensity is weakened when waves traveling inland is significantly affected by DEM resolution. In Sendai, with low-lying flat topography, an increasing distance from the coast reduces the tsunami hazard level, however, the coarse DEM is less capable of reflecting the difference. To investigate such effects, the tsunami loss curves of a single structure at P1, P2, P3, and P4 in PR1 are compared in Figure 8 by distinguishing different DEM resolution cases and structural types. These locations all have an elevation of around 2 m (Table 1) and have increasing distances from the coast, which are roughly 0.5 km, 1.2 km, 1.5 km, and 2 km. The corresponding inundation depth distributions from the 300 simulations of the \( M_w \) 9.0 events are shown in Figure 9, noting that the \( M_w \) 9.0 events have the highest contribution to total tsunami loss. Although it has been found in Figure 7 that tsunami loss for the 50-m resolution case is relatively close to that for the 10-m resolution case, the estimated local risks at P1 for the two resolution cases are different. Around P1, a rapid change of elevation occurs, which makes the coarser DEMs likely to assign an erroneous elevation. The 50-m DEM assigns an elevation more than 3 m to P1. In the 10-m elevation map, P1 is located in the front of an area with increased elevation, while in the 50-m elevation map P1 is located at the farther side of the area with an increase of elevation due to the reduced resolution. Consequently, for the 10-m case tsunami waves are weakened after arriving at P1 due to a sudden increase of elevation, while for the 50-m case the wave height has been reduced before arriving P1. Compared to the 10-m resolution case, which is taken as the most reliable case, more than 80% of the depths given by the 50-m DEM are less than 2 m and no depth is greater than 5 m, while using the 10-m DEM more than a half of the depths are higher than 4 m. As seen in Figure 6 the inundation depths in the 50-m maps are lower than those in the 10-m maps before tsunami waves arrive at P1. Furthermore, with a higher elevation given
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**Figure 7** | Tsunami loss curves in Sendai: (A) whole Sendai, (B) PR1, and (C) PR2.
by the 50-m case, consequently the inundation intensity at P1 estimated by the 50-m DEM is significantly lower than that by the 10-m DEM. Although the 150-m and 450-m resolution cases do not generate depths higher than 7 m as the 10-m resolution case does, there are more cases where depths between 2 and 6 m occur, compared with the 10-m resolution case. This eventually makes the tsunami loss curves at P1 similar for the 10-m, 150-m, and 450-m resolution cases.

For other three locations, where the elevations given by the 50-m DEM are relatively close to that for the 10-m resolution case, the tsunami loss curves for P4 at the 50-m resolution are similar to the 10-m resolution case but higher for P2 and P3 due to lower elevations assigned by the 50-m DEM. It can be seen in Figure 9 that the 150-m and 450-m resolution cases significantly overestimate the inundation depths at P2, P3, and P4. The tsunami losses at P2 for the 150-m and 450-m resolution cases are twice as large as that of the 10-m resolution case. It is interesting to notice that although the loss curves for the 150 m and 450 m resolution cases are similar at P2, the elevation based on the 150-m DEM is 1.41 m, while that based on the
450-m DEM is only 0.71 m (Table 1). It implies that local risk is affected not only by the assigned elevation but also by other factors. Consequently, for some cases, it would be difficult to determine the relative tsunami risk solely from elevations without conducting tsunami simulations. The differences of the loss curves between finer resolution and coarser resolution cases increase at P3 and P4. This indicates that for local tsunami risk assessment at a particular location, using the 150-m and 450-m DEM can be highly unreliable. The elevations of P3 based on the 150-m and 450-m DEMs are only 0.50 m and 0.20 m, respectively, and thus the loss results are almost three times greater than those for the 10-m resolution case. At P4, the tsunami losses for the 150-m and 450-m resolution cases are significantly higher than the other two cases. The risk decreases significantly from P1 to P4 with tsunami loss curves for the 10-m DEM, but for the 150-m and 450-m resolution cases, the differences between risks at four locations are substantially small.

**Ria Coast Tsunami Hazard**

The unrealistic representation of elevation using coarser DEMs results in substantially inaccurate spatial distribution of tsunami intensity measures. The slip models that correspond to the loss scenarios 1 to 3 are shown in Figure 10. The inundation depth maps are shown in Figure 11, by considering three loss
FIGURE 10 | Earthquake slip models of $M_w$ 9.0 events corresponding to three loss scenarios identified for Onagawa: (A) loss scenario 1 (10th percentile of total loss), (B) loss scenario 2 (50th percentile of total loss), and (C) loss scenario 3 (90th percentile of total loss).

scenarios. The loss scenarios are selected by ranking the tsunami loss of 300 $M_w$ 9.0 tsunami simulations for Onagawa using the 10-m DEM, and thus they are not the same slip models for Sendai (Figure 5). Increase in inundation depth and flow velocity can be observed for the different loss scenarios. Although the 50-m DEM case can broadly capture the inundation area, the spatial extent of inundation is visually smaller. Besides, the 50-m DEM case cannot account for the change of tsunami intensity at places near steep hills/slopes. The 150-m and 450-m DEMs do not generate realistic tsunami simulation results for Onagawa. More specifically, the 150-m DEM is not capable of obtaining neither the correct inundated area nor the correct tsunami intensity, whereas the 450-m DEM can hardly capture the reasonable inundated areas, with flooded areas which should not be inundated and the unflooded areas which should be inundated. Besides, some areas turned out to be unflooded for the 450-m resolution case because they are below the mean sea level according to the 450-m elevation data.

Tsunami Loss
The total tsunami loss curves for Onagawa are shown in Figure 12 by considering DEMs of different resolutions. The EP curves are obtained based on 2,400 stochastic slip models (i.e., eight magnitude ranges and 300 slip models per magnitude range). The loss curve of the 50-m resolution case is close to the loss curve of the 10-m resolution case but is about 10% lower for the extreme cases. The loss results based on the 150-m and 450-m resolution cases are judged to be unreliable, generating significantly higher losses for the low-inundation scenarios while underestimating losses for the catastrophic events. In terms of regional losses, the 10-m and 50-m DEMs can be used, while the 150-m and 450-m DEMs cannot be relied on.

The local tsunami risks at R1, R2, and R3 are consistent with the assigned elevations in Table 1. It can be seen in Figure 13 that the tsunami risk decreases from R1 to R3 with the increase of elevation according to results of the 10-m resolution case. The 10-m resolution case has the smallest tsunami loss for all three locations, followed by the 50-m, 150-m, and 450-m resolution cases. The differences caused by DEM resolution increase with the crudeness of elevation resolution. Referring to the histograms of inundation depth for the $M_w$ 9.0 events in Figure 14, it can be seen that generally the coarser DEMs tend to cause higher inundation depth. The distribution for the 50-m resolution case at R1 is similar to that for the 10-m resolution case, and thus the loss curves of the 10-m resolution case and the 50-m resolution case are similar at R1. Because the elevation is not the sole parameter for determining the local tsunami, the tsunami loss given by 150-m DEM is higher although the assigned elevation at R1 is higher than that for the 50-m resolution case. At R2, the loss for the 50-m resolution case is about 20% higher than that for the 10-m resolution case because of the lower elevation assigned. When the elevation rises to 6 m at R3, the tsunami losses of the 150-m and the 450-m resolution case are more than 80% greater than that of the 10-m resolution case, while the losses given by the 50-m DEM are more than 20% higher. In Figure 14, the inundation depth distribution is similar using the 450-m DEM for three locations, which shows significantly higher inundation depths than those for the 10-m resolution case for these locations.

To summarize, tsunami risk is very sensitive to DEM resolution because of the topographic features of Onagawa. For tsunami risk at specific locations, the realistic representation of elevation is vitally important. The 50-m DEM, which is the finest DEM apart from the 10-m one, still cannot ensure the accurate representation of elevation and can cause significant differences in estimated local tsunami loss.

Tsunami Insurance Rate Differentiation
The current earthquake insurance policy does not differentiate properties having different tsunami risks. Given the sensitivity of tsunami risk to building location as demonstrated in the
FIGURE 11 | Inundation depth maps of $M_w$ 9.0 events for Onagawa by considering different DEM resolutions: (A) 10-m, (B) 50-m, (C) 150-m, and (D) 450-m.

preceding sections, the premium rate differentiation for tsunami insurance is considered based location attributes (i.e., coastal topography, distance to the coast, and elevation). Sendai is focused on to consider the influence of distance from the coast because Sendai is on a plain coast, while Onagawa is considered to examine the influence of elevation because the buildings in Onagawa are located particularly close to the coastline with rapidly rising elevation. More specifically, different locations in Sendai and Onagawa (i.e., P1 to P4 in Sendai and R1 to R3 in Onagawa) are considered to investigate the local tsunami risks on pure premiums for four types of structures (i.e., RC, steel, masonry, and wood). As found in this study that local tsunami risk is sensitive to DEM resolution, to differentiate tsunami insurance premium rates for buildings having different location attributes, tsunami simulations are performed using the 10-m DEM.
The pure premium rates are calculated based on EP curves for each case (in terms of location and structural type) after applying insurance policy parameters (see Eq. (16)). The calculated rates at individual locations are summarized in Table 2. The insurance rates at P1-P4 are differentiated by distance from the coast, while those at R1-R3 are differentiated by land elevation. The rates distinguishing structural types indicate that wood structures have the highest rates and RC structures have the lowest rates, and steel and masonry structure have similar rates. In Sendai with plain coast, the insurance rate at P1 is significantly greater than other locations, regardless of structural type. The rate drops significantly from P1 to P2, and mildly decreases from P2 to P3. Then the rate is almost halved from P3 to P4, with the distance increasing from 1.5 km to 2.0 km. For wood structures, which is the main building material for residential houses in Japan, the rates at P2 and P3 are about 11% of the rates at P1, and the rates at P4 are only 4% of the rates at P1. In Onagawa with ria coast, a significant decrease of rates is seen from R1 to R2 and R3, mainly due to the rise of land elevation. The rates at R1 are almost twice as large as the rates at R2 and the rates at R3 are reduced to about 28% of the rates at R1. Table 3 shows tsunami insurance pure
premium rates for wood structures based on DEMs of different resolutions. DEM of lower resolution is less capable of reflecting the variability of local tsunami risk due to different distances from the coastline and different elevations, and result in more uniform insurance rates at different locations.

In Sendai, the coarser DEMs tend to overestimate the rates at farther locations (i.e., P2, P3, and P4). When the grid resolution is 450 m, the rates for the four locations are almost uniform, while the rates at P2, P3, and P4 are reduced to only 11%, 9%, and 4% of the rate at P1 when the finer 10-m resolution is considered. For the 10-m DEM, about 90% drop of the rate is seen from P1 to P2, while the rates at P1 and P2 are similar for the other three DEMs. Although the 50-m DEM, which is the second finest DEM, gives similar tsunami loss results as the 10-m DEM for the whole Sendai, it still cannot reflect the variability in local tsunami risk. The rate at P1 is only about one-fifth of that for the 10-m resolution case, while the rates at P2 and P3 are about twice the rates for the 10-m resolution case. The cases of 450-m resolution is the most unreliable as there is a large discrepancy in rates, and the rates at P2, P3, and P4 are dramatically higher by a factor of 7, 12, and 16 times, respectively, than those given by the 10-m DEM. Therefore, the resolution of DEM has a tremendous impact on the accuracy of tsunami insurance rate-making and the inaccurate elevation can lead to significant errors in the insurance rates, especially at local scales.

In Onagawa, the DEM of low resolution is more likely to cause substantial errors in elevation assigned to locations close to one another. The assigned elevations based on a coarse DEM can be significantly different from what it is, resulting in an inaccurate estimation of local tsunami risk (Table 1). Consequently, the errors caused by using inaccurate elevation models result in unreliable local tsunami insurance rates, as can be found in Table 3. Compared to the rates using the 10-m DEM, the rates given by the other three coarser DEMs are higher at all three

| DEM resolution | Sendai | Onagawa |
|----------------|--------|---------|
|                | P1     | P2      | P3      | P4      | R1     | R2     | R3     |
| Steel          | 2.774  | 0.341   | 0.274   | 0.127   | 4.587  | 2.430  | 1.259  |
| Wood           | 2.946  | 0.350   | 0.284   | 0.132   | 4.769  | 2.626  | 1.342  |
| Masonry        | 2.713  | 0.306   | 0.253   | 0.118   | 4.446  | 2.381  | 1.224  |
locations. A coarser DEM results in higher rates for the Onagawa case. Taking R1 as an example, the rates given by the 50-m, 150-m, and 450-m DEMs are 1.5, 2.4, and 3.1 times greater than the rate given by the 10-m DEM. In addition to the higher rates caused by the coarser DEMs, in Onagawa a coarser DEM also tends to overestimate the rate for a location with lower elevation while overestimate the rate for a location with higher elevation. For the 10-m resolution case, the insurance rate drops by 45% and 72% from R1 to R2 and R1 to R3, respectively, while the rates become almost the same when the grid size is increased to 150 m or 450 m. Even for the second finest DEM of 50 m, the rate at R3 is only 55% lower than the rate at R1, while this difference based on the 10-m DEM is more than 70%. It is emphasized that the disparity in pure premium rate at single locations does not necessarily happen in the total regional tsunami loss, because a building portfolio includes buildings at various locations; however, gross under- or overestimation of premium rates is possible as shown in Figure 13. Therefore, the rate differentiation by elevation is viable only when tsunami risk calculation is able to accurately capture the differences in elevation using a fine DEM.

## CONCLUSION

Based on the stochastic tsunami modeling method, the uncertainty in tsunami risk caused by different DEM resolutions was investigated. To consider different coastal topography, Sendai (coastal plain) and Onagawa (ria coast) were focused upon. The differences on tsunami loss estimation were evaluated at a regional scale as well as for single locations. From the stochastic tsunami loss estimation results, the following conclusions can be drawn:

- The DEM resolution has a significant influence on tsunami loss estimation, especially for local tsunami risk assessment. The coarser DEM tends to underestimate the tsunami intensity at some places, while overestimating it at some other places. Therefore, the accuracy of resulted tsunami loss depends on the location of buildings as well.
- When there is more variation in land elevation at a regional scale, a greater difference is caused by using a coarser DEM. For a plain terrain of Sendai, the 50-m DEM can still produce a loss estimation similar to that of the 10-m DEM, but the 150-m and 450-m DEMs tend to overestimate the total tsunami loss dramatically. Using a coarser DEM tends to underestimate the tsunami loss for the most risky areas but tends to overestimate it for the least risky areas. The 150-m and 450-m DEMs are not able to give a reasonable tsunami loss estimation for both Sendai and Onagawa.
- The tsunami risk at single locations is more sensitive to DEM resolution than regional tsunami losses. For local tsunami risk, DEM resolution controls the accuracy of assigned elevations, which determines the accuracy of local tsunami loss estimation. Even for Sendai, the 50-m resolution is likely to result in significant bias in estimated tsunami losses for single locations with respect to those based on the 10-m DEM. In Onagawa, only 10-m DEM is capable of producing accurate tsunami loss estimation at single locations.

The findings of the influence of DEM resolution have major implications for tsunami insurance rate differentiation by considering the location attributes. The main conclusions from the case study are summarized as follows:

- Because of the localized nature of tsunami risks, elevation data of low resolution like 150 m and 450 m are not capable of simulating the realistic inundation scales. For both regional and local tsunami risk assessments, 150-m and 450-m DEMs are not recommended for use, which can cause substantial errors. For regional tsunami loss, 50-m DEM is acceptable, which gives less than 20% differences in comparison to the 10-m resolution for the case study sites.
- The location of buildings makes a significant difference to local tsunami risk, which is related to the distance from the coastline and elevation. For the fair pricing of tsunami insurance, the distance from the coast and land elevation should be taken into account. The increase of distance from the coastline and increase of elevation significantly reduce the tsunami insurance premium. A coarser DEM is less able to distinguish the geographical differences and tends to generate more uniform (and probably biased) premium rates for different locations.
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