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Abstract

This paper presents M-GAAMA, a Multilingual Question Answering architecture and demo system. This is the first multilingual machine reading comprehension (MRC) demo which is able to answer questions in over 100 languages. M-GAAMA answers questions from a given passage in the same or a different language. It incorporates several existing multilingual models that can be used interchangeably in the demo such as M-BERT and XLM-R. The M-GAAMA demo also improves language accessibility by incorporating the IBM Watson machine translation widget to provide additional capabilities to the user to see an answer in their desired language. We also show how M-GAAMA can be used in downstream tasks by incorporating it into an END-TO-END-QA system using CFO (Chakravarti et al., 2019). We experiment with our system architecture on the Multi-Lingual Question Answering (MLQA) and the CORD-19 COVID (Wang et al., 2020; Tang et al., 2020) datasets to provide insights into the performance of the system.

1 Introduction

Recent advances in open domain question answering (QA) have mostly revolved around machine reading comprehension (MRC) (Rajpurkar et al., 2018; Yang et al., 2018). The MRC task is to read and comprehend a given text and then answer questions based on it. Our monolingual MRC approach (Pan et al., 2019) has the capability of being applied to train many Language Models (LMs) such as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019). We achieve the 2nd rank\textsuperscript{1} on the Google Natural Questions (Kwiatkowski et al., 2019) leaderboard\textsuperscript{2}. In this paper, we expand our approach by introducing new multilingual capabilities using models such as Multilingual-BERT (M-BERT) (Devlin et al., 2019) and XLM-R (Conneau et al., 2019). This addition has the capability of transcending language boundaries to 104 languages. Figure 1 shows examples of QA pairs from the MLQA dataset (Lewis et al., 2019). To the best of our knowledge, this is the first published demo of a Multi-Lingual QA system. We achieve this by introducing a novel multilingual component to our QA GAAMA (Go Ahead, Ask Me Anything) (Chakravarti et al., 2019) pipeline.

We introduce M-GAAMA, a new system that performs cross-lingual MRC where a given question and context can be in the same or different languages. The system extracts the answer from the context language. Then, the demo utilizes the SOTA IBM Watson machine translation widget to return the answer translated in the desired language of the user\textsuperscript{3}. This breaks the language barrier for users who don’t understand the given source text but want their question answered effectively and accurately.

In addition, we also show how M-GAAMA can be used in downstream tasks by incorporating it with CFO (Chakravarti et al., 2019), in an end-to-end QA system and demo. We show that this can be extended to perform multilingual QA by utilizing a language identifier to first gather the (target) language in which

\textsuperscript{\ast} Equal Contribution  
\textsuperscript{\dagger} Corresponding author.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/.

\textsuperscript{1}At the time of writing of this paper.  
\textsuperscript{2}https://ai.google.com/research/NaturalQuestions/leaderboard  
\textsuperscript{3}Currently available in 36 languages.
What record company did Kesha sign with?

After failing to negotiate with Lava Records and Atlantic Records in 2009, Kesha signed a multi-album deal with RCA Records through Dr. Luke's imprint. Having spent the previous six years working on material for her debut album, she began putting finishing touches to the album with Luke and Max Martin.

¿Con qué compañía discográfica firmó Kesha?

Poco después, Kesha firmó un contrato con varios discos con RCA a través de Luke, después de haber sido buscada por Lava Records y el sello de Fló Rida, como también Atlantic Records. RCA había notado sus seguidores en los medios sociales cuando negoció su contrato, por lo tanto se basó en construir su primer sencillo, «Tik Tok», ofreciendo la canción en MySpace en julio.

Avec quelle maison de disques Kesha a-t-elle?

Après avoir échoué à négocier avec Lava Records et Atlantic Records en 2009, Kesha a signé un contrat de plusieurs albums avec RCA Records sous l'empreinte du Dr Luke. Après avoir passé les six dernières années à travailler sur le matériel de son premier album, elle a commencé à mettre la touche finale à l'album avec Luke et Max Martin. Pour l'album, elle a écrit 200 chansons.

Figure 1: Examples of Q/C pairs about Kesha in three languages that our system answers correctly: English, Spanish, and French. The first two examples originate from the MLQA challenge. The answers are shown as [ENGLISH/SPANISH/FRENCH].

the question was asked. END-TO-END-QA then retrieves passages from an index in the appropriate target language and runs our multilingual MRC system on it. Since the answer is extracted from the target language, no translation is required.

We first demonstrate the effectiveness of M-GAAMA on the MLQA dataset and then also show its effectiveness on the CORD-19 (Wang et al., 2020; Tang et al., 2020) corpus which contains research articles regardingCOVID-19. The COVID-19 pandemic has caused an abundance of research to be published on a daily basis. Not all of the articles are available in English, and people want to ask questions in their native language. Providing the capability to ask questions on research in all languages is vital for ensuring that important and recent information is not overlooked and available to everyone. We show that M-GAAMA has the capability of providing this information for all language speakers and articles by finding answers in translated CORD-19 articles.

In summary, our contribution is the first published multi-lingual QA demo which works in over 100 languages. It returns an appropriate answer in the language that the question was originally asked. It incorporates several multilingual components including multilingual LMs, machine translation, and indexed corpora in multiple languages.

The rest of the paper is organized as follows: We first discuss related work, then talk about the data used in our experiments and models. Sections 4 and 5 discuss the demo system and model architecture. Finally, we discuss the Model and Runtime Experiments on MLQA (Lewis et al., 2019) and the COVID-19 CORD-19 dataset (Wang et al., 2020; Tang et al., 2020) in Section 6.

2 Related Work

Few other QA demos exist; BERTSerini (Yang et al., 2019), leverages the Anserini IR toolkit (Yang et al., 2017) to extract relevant documents given a question, then uses BERT-based techniques (Devlin et al., 2019) to extract the correct answer. However, their demo is designed to perform only mono-lingual English QA. The GAAMA and CFO (Chakravarti et al., 2019) demos also only performs English QA. In contrast, M-GAAMA and our downstream END-TO-END-QA task perform cross-lingual QA.

Several cross lingual large scale representations have been created by training a large scale transformer (Vaswani et al., 2017) based masked language model on text in multiple languages. The use of pre-trained multilingual language models such as M-BERT (Devlin et al., 2019), XLM (Lample and Conneau, 2019), and XLM-R (Conneau et al., 2019) achieve the previous SOTA on cross-lingual tasks including question answering (Lewis et al., 2019) (Conneau et al., 2019). We train our underlying MRC system with these pre-trained language models and achieve results that are consistently as strong as prior work.

Many datasets for English MRC have been introduced with annotated Wikipedia documents including (Rajpurkar et al., 2016; Rajpurkar et al., 2018; Yang et al., 2018; Kwiatkowski et al., 2019). Fewer resources are available for the cross-lingual setting. The MLQA (Lewis et al., 2019) dataset contains parallel instances in 7 languages where the context is found in Wikipedia. The TyDiQA (Clark et al., 2020) dataset contains instances in 11 languages. However, TyDiQA is not parallel and it only has instances where the question and context are in the same language.
3 Data

We test the multilingual capabilities incorporated into our QA system by running experiments on the MLQA dataset (Lewis et al., 2019). The dataset consists of seven languages: English (en), Spanish (es), German (de), Arabic (ar), Hindi (hi), Vietnamese (vi), and Chinese (zh). To achieve a multilingual parallel QA benchmark the authors apply a novel alignment strategy on Wikipedia articles by identifying Wikipedia sentences with the same meaning in multiple languages. Passages containing these sentences are then presented to the annotators who write questions that are now answerable in multiple languages. We consider this a good resource for evaluating multilingual capabilities on different pairs of languages (e.g., context (c) in English, question (q) in German) due to the parallel q/c pairs available in the corpus. In addition, we use SQUAD 1.1 (Rajpurkar et al., 2016), which is significantly larger, but only contains English data, for training in a zero-shot scenario.

We also explore QA on COVID-19 articles in a zero-shot scenario to show the relevance and importance of multilingual QA in current events. CovidQA 0.1 (Wang et al., 2020) contains 124 question and document pairs. The dataset comprises of (question, scientific article, exact answer) triples that have been manually created from the literature review page of Kaggles COVID-19 Open Research Dataset Challenge (Tang et al., 2020). They manually identified the exact answer span as a verbatim extract from the document. We converted their data into SQUAD format for our experiments. We create a multilingual COVID-19 QA dataset using machine translation. We translate both the questions and context in Spanish and Chinese. We align the gold answer between the English and the translated dataset by marking the gold answer with pseudo-HTML tags prior to translation. We recovered the translated answers for all questions. An example of a QA pair in English and Spanish is shown in Figure 2.

4 Demo

In this section we describe the interface for our M-GAAMA demo. We then show an End-to-End-QA demo as an example that builds upon M-GAAMA using prior work (Chakravarti et al., 2019).

M-GAAMA is a gRPC (Talvar, 2016) server which wraps our LMs for MRC. M-GAAMA provides an MRC interface which can answer questions in over 100 languages. We use M-BERT and XLM-R LMs to drive M-GAAMA’s multilingual support. In addition, we provide a Language Translation component made available as a Javascript widget⁴ to allow the user to see the answer in the question language or any other language of choice. The M-GAAMA interface weaves the components together using the ReactJS framework⁵. Providing M-GAAMA as a gRPC server allows it to be quite flexible. This enables it to seamlessly transition between being a standalone system and integrating with larger systems. We show this via the downstream End-to-End-QA task described below.

End-to-End-QA builds upon M-GAAMA, with a full IR-MRC pipeline. Information Retrieval is obtained using an Elasticsearch index⁶ for each language⁷. The user can ask a question in any language for which an index exists. The language of the question is identified using the ‘langid’ toolkit (Lui and Baldwin, 2012) to determine the appropriate index. The appropriate index is then searched for documents in the target language. These documents are then evaluated together with the user’s question.

Figure 2: Examples of Q/C pairs about COVID-19. The answers are shown as ```HTML```.

---

⁴https://www.ibm.com/watson/services/language-translator/
⁵https://reactjs.org/
⁶https://hub.docker.com/_/elasticsearch/
⁷In our implementation we built an index in English and Spanish as a proof of concept.
Table 1: (Left) F1 score on the MLQA test set for the cross-lingual transfer task (XLT) per language and the mean XLT and G-XLT scores. Training data is SQUAD 1.1. B is the Base model and L is the Large model. (Right) F1 XLT scores on the CORD-19 dataset when training on SQUAD 1.1 in three languages.

| Model | en | es | de | ar | hi | vi | zh | XLT | G-XLT |
|-------|----|----|----|----|----|----|----|------|-------|
| ROBERTA<sub>L</sub> | 84.4 | -  | -  | -  | -  | -  | -  | -    | -     |
| M-BERT | 80.4 | 66.7 | 61.3 | 51.9 | 50.7 | 61.6 | 60.2 | 61.8 | 52.1 |
| XLM-R<sub>B</sub> | 80.1 | 67.6 | 63.0 | 56.3 | 61.1 | 66.2 | 61.6 | 65.1 | 41.2 |
| XLM-R<sub>L</sub> | 83.9 | 74.0 | 69.9 | 66.3 | 71.2 | 74.0 | 69.9 | 72.7 | 67.9 |
| | en | es | zh |
| | 27.1 | -  | -  |
| | 22.3 | 17.0 | 20.5 |
| | 21.9 | 19.0 | 17.0 |

by M-GAAMA. Finally, answer spans are de-duplicated and sorted by score before being returned to the user. The END-TO-END-QA demo weaves these components together using the CFO framework (Chakravarti et al., 2019), which is a novel approach for orchestrating services.

## 5 Model Architecture

Our MRC QA model accepts a single query-document pair as its input and produces a span from the document along with a prediction score as its output. The underlying QA model is based on (Pan et al., 2019). The base layer of the QA system encodes the question and the candidate paragraph using the cross-lingual M-BERT (Devlin et al., 2019) and XLM-R (Conneau et al., 2019) representations. An output feed forward layer is added on top of the base layer to produce 3 sets of scores: scores at each token offset marking the likelihood of an answer chunk (1) starting at this offset, (2) ending at this offset, and (3) the entire sequence marking the likelihood of the question being answerable given the current context.

## 6 Experiments

We experiment with several multi-lingual models on the MLQA test set prior to integration in our system. We explore zero-shot learning as in prior work (Lewis et al., 2019) by training and fine-tuning on SQUAD 1.1 (Rajpurkar et al., 2016) for M-BERT and the XLM-R QA models. Refer to (Chakravarti et al., 2019; Pan et al., 2019) for additional details about model architecture and implementation. We train our models using the Huggingface code<sup>8</sup> with the default parameters except 3e-5 learning rate, 2 training epochs, 32 batch size and, 790 warmup steps.

We show results for the cross-lingual task (XLT), where the question and context are in the same language (e.g. question (q) and context (c) in Chinese) on the left side of Table 1. We find that our comparable re-implementations of models reported in prior work (Lewis et al., 2019) perform significantly better. We expect the improvement is due to using the Hugging Face implementation and hyper-parameter tuning values. Our best results using XLM-R large are consistently as strong as prior work in all languages.

We also show results for the generalized cross-lingual task (G-XLT) where the question and context are in different languages in Table 1; XLM-R large achieves the best results in this experiment as well. We also compare the performance of the multilingual models with the performance of the English ROBERTA large model on the English MLQA dataset and find the results are similar.

We also provide additional analysis for the MLQA results by showing the difference per each question type in Table 2, for the XLT task. Having this information is useful for understanding which question types should be explored in more detail. We notice that the XLM-R<sub>L</sub> performance is more stable across all question types. All systems obtain the best performance for the “when” questions and the lowest for the “why” questions. We expect this is because “why” questions are more of an explanation making them more challenging while “when” questions tend to be easier because they are usually dates or numbers. We determine the question type by examining the English questions. Since MLQA has parallel examples, we used the question id to determine the question type when the question is in different languages.

Further, we show the value of having a multilingual model by also exploring QA for COVID-19 using the CORD-19 (Wang et al., 2020; Tang et al., 2020) dataset on English and translated data in Spanish and Chinese. The ability to answers questions in other languages is especially important in this use-case.

<sup>8</sup>https://github.com/huggingface/transformers
Table 2: F1 score on the MLQA test set for the cross-lingual transfer task (XLT). Training data is SQUAD 1.1. B is the Base model and L is the Large model. The best performing question types are shown in **bold**. We also include the XLT averages from Table 1 for comparison.

| Context | Question | # Examples | \( T_{GPU} \) | \( T_{CPU} \) |
|---------|----------|------------|----------------|----------------|
| hi      | ar       | 186        | 50             | 721            |
| en      | de       | 512        | 35             | 1525           |
| zh      | hi       | 189        | 61             | 628            |
| en      | ar       | 517        | 69             | 1215           |
| zh      | ar       | 188        | 57             | 615            |

Table 3: Dev Set Performance on MLQA benchmarked on the CPU and GPU. Times in seconds.

because the corpus is rapidly growing and some papers may only be available in a single language. The results are shown on the right side of Table 1. Although the overall performance is lower than MLQA, results are consistent across languages. XLM-R is still the best performing model. In contrast to passage level QA in MLQA and SQUAD, the CORD-19 dataset is document level. We expect this causes a large detriment to the performance.

Finally, while the best performing model is XLM-R large, there is merit to including the M-BERT model in the demo due to its reduced size which makes deployment more scalable. We use our M-BERT model for runtime experiments. A single x86-64 Intel® core is used as the CPU whereas one Nvidia® Tesla® V100 is used as the GPU. For brevity we show results for a random subset of five context question language pairs in Table 3. As expected running the model on GPU is faster than CPU: on average a given language pair is processed 19 times faster on GPU than CPU as shown in Table 3. The GPU also produces more consistent runtimes than CPU: standard deviation in CPU runtimes for each language pair is 32 times more than on GPU. We also find that not all languages decode equally quickly. Language pairs including English, particularly as the context, are the quickest to decode on GPU. Chinese and Hindi contexts take 2 to 3 times as long. The same trend holds on CPU, where the multiplier is approximately 1.5. Additionally, these differences are not fully explained by differing context sizes. On average Chinese and Hindi contexts are 1.4 and 0.9 times as long as their English counterparts respectively as seen in Table 4 of (Lewis et al., 2019). Question sizes are an order to two of magnitude shorter than contexts. This indicates that some languages decode faster than others even when accounting for context sizes.

## Conclusion

In this paper we present our M-GAAMA demo, an interface for interacting with our multilingual QA MRC system. To the best of our knowledge we are the first to present a QA demo with multilingual capabilities in over 100 languages. We enable the user to be able to ask a question in one language, find the answer in another language, and with the use of machine translation the user can see the answer in the question language or another desired language. We also show how M-GAAMA can be used in a downstream task in our END-TO-END-QA demo. Finally, we show that our system achieves results that are consistently as strong as prior work on the MLQA dataset (Lewis et al., 2019) using XLM-R-Large on all seven languages. It can also be used to perform QA in current events via the CORD-19 COVID-19 (Wang et al., 2020; Tang et al., 2020) dataset. In the future we plan on experimenting with additional QA datsets such as Natural Questions (Kwiatkowski et al., 2019) and TyDiQA (Clark et al., 2020).
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