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The four-parameter logistic (4PL) model has recently attracted much interest in educational testing and psychological measurement. This paper develops a new Gibbs-slice sampling algorithm for estimating the 4PL model parameters in a fully Bayesian framework. Here, the Gibbs algorithm is employed to improve the sampling efficiency by using the conjugate prior distributions in updating asymptote parameters. A slice sampling algorithm is used to update the 2PL model parameters, which overcomes the dependence of the Metropolis–Hastings algorithm on the proposal distribution (tuning parameters). In fact, the Gibbs-slice sampling algorithm not only improves the accuracy of parameter estimation, but also enhances sampling efficiency. Simulation studies are conducted to show the good performance of the proposed Gibbs-slice sampling algorithm and to investigate the impact of different choices of prior distribution on the accuracy of parameter estimation. Based on Markov chain Monte Carlo samples from the posterior distributions, the deviance information criterion and the logarithm of the pseudomarginal likelihood are considered to assess the model fittings. Moreover, a detailed analysis of PISA data is carried out to illustrate the proposed methodology.
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1. INTRODUCTION

Over the past four decades, item response theory (IRT) models have been extensively used in educational testing and psychological measurement (Lord and Novick, 1968; Van der Linden and Hambleton, 1997; Embretson and Reise, 2000; Baker and Kim, 2004). These are latent variable modeling techniques, in which the response probability is used to construct the interaction between an individual’s “ability” and item level stimuli (difficulty, guessing, etc.), where the focus is on the pattern of responses rather than on composite or total score variables and linear regression theory. Specifically, IRT attempts to model individual ability using question-level performance instead of aggregating test-level performance, and it focuses more on the information provided by an individual on each question. In social sciences, IRT has been applied to attachment (Fraley et al., 2000), personality (Ferrando, 1994; Steinberg and Thissen, 1995; Gray-Little et al., 1997; Rouse et al., 1999), psychopathology (Reise and Waller, 2003; Loken and Rulison, 2010; Waller and Reise, 2010; Waller and Feuerstahler, 2017), attention deficit hyperactivity disorder (Lanza et al., 2005), and delinquency (Osgood et al., 2002), among others.
To explore these applications, it is necessary to establish how the appropriate IRT models should be built and what valuable educational psychological phenomena can be examined to guide practice. In the field of dichotomous IRT models, the one-parameter logistic (1PL) model and the Rasch model (Rasch, 1960), as well as their extensions, the two-parameter logistic model (2PL) (Birnbaum, 1957) and the three-parameter logistic model (3PL) (Birnbaum, 1968), have attracted increasing attention in recent years because of their attractive mathematical properties. However, compared with the widely used 1PL, 2PL, and 3PL models, the four-parameter logistic (4PL) model has languished in obscurity for nearly 30 years (Barton and Lord, 1981), although its importance has gradually been realized by many researchers over the past decade (Hessen, 2005; Loken and Rulison, 2010; Waller and Reise, 2010; Green, 2011; Liao et al., 2012; Magis, 2013; Waller and Feuerstahler, 2017). This growing interest can be attributed to the need to deal with a number of problems encountered in educational psychology, which can be explained well and indeed solved using the 4PL model. For example, in computerized adaptive testing (CAT), high-ability examinees might on occasion miss items that they should be able to answer correctly, owing to a number of reasons, including anxiety, carelessness, unfamiliarity with the computer environment, distraction by poor testing conditions, or even misreading of the question (Hockemeyer, 2002; Rulison and Loken, 2009). Chang and Ying (2008) demonstrated that the ability determined using the traditional 2PL model is underestimated when the examinee mistakenly answers several items at the beginning of the CAT. In addition, Rulison and Loken (2009) found that using the 3PL model could severely penalize a high-ability examinee who makes a careless error on an easy item (Barton and Lord, 1981; Rulison and Loken, 2009). In psychopathology studies, researchers found that subjects with severe psychopathological disorders may be reluctant to self-report their true attitudes, behaviors, and experiences, so it is obviously inappropriate to use the traditional 3PL model with lower asymptotic parameter to explain such behaviors (Reise and Waller, 2003; Waller and Reise, 2010). Descriptions of the applications of the 4PL model in other areas can be found in Osgood et al. (2002) and Tavares et al. (2004). In addition to the development of the 4PL model in terms of its applications, its theoretical properties have been investigated in some depth. For example, Ogasawara (2012) discussed the asymptotic distribution of the ability, and Magis (2013) systematically studied the properties of the information function and proposed a method for determining its maximum point.

The main reason why the 4PL model has not been more widely used is that an upper asymptotic parameter is added to the 3PL model, which makes parameter estimation more difficult. However, with the rapid development of computer technology in recent years, the estimation problem for complex models has been solved. At the same time, the development of statistical software makes it easier for psychometricians to study complex models such as the 4PL model. Several researchers have used existing software to estimate the 4PL model. For example, Waller and Feuerstahler (2017) investigated 4PL model item and person parameter estimations using marginal maximum likelihood (MML) with the mirt (Chalmers, 2012) package, which uses MML via the expectation-maximization (EM) algorithm to estimate simple item response theory models. This is a different approach to that adopted here, where we use a Gibbs-slice sampling algorithm based on augmented data (auxiliary variables). Our Gibbs-slice sampling algorithm is in a fully Bayesian framework, and the posterior samples are drawn from the full conditional posterior distribution, whereas the MML–EM algorithm used in the mirt package is in a frequentist framework. Parameter estimates are obtained by an integral operation in the process of implementing the EM algorithm. Loken and Rulison (2010) used WinBUGS (Spiegelhalter et al., 2003) to estimate the 4PL model parameters in a Bayesian framework. However, convergence of parameter estimation is not completely achieved in the case of some non-informative prior distributions for WinBUGS. The reason for this may be that WinBUGS does not explicitly impose the monotonicity restriction $c < d$ on the 4PL model, i.e., it does not assume that the lower asymptote parameter $c$ is smaller than the upper asymptote parameter $d$. (The introduction of parameters in the 4PL model will be described in section 2, and further discussion of these two parameters can be found in Culpepper, 2016 and Junker and Sijtsma, 2001). Thus, the prior Gibbs samplers do not strictly enforce an identification condition, and this leads to estimator non-convergence. More specifically, the prior distributions of the upper and lower asymptote parameters are given by the following informative priors (Loken and Rulison, 2010, p. 513):

$$c_j \sim N(0.22, 0.05), \quad d_j \sim N(0.84, 0.05).$$

If we choose the non-informative prior distributions

$$c_j \sim N(0.22, 10^5), \quad d_j \sim N(0.84, 10^5),$$

then, from the value ranges of the upper and lower asymptote parameters, we find that the lower asymptote parameter can be larger than the upper asymptote parameter, $d_j < c_j$, which violates the model identification condition $c_j < d_j$ (this condition will be introduced in detail in section 2). In this case, using WinBUGS to infer the model parameters may lead to biased estimates when the sample size (the number of examinees) is small and the prior distributions then play an important role. To solve the above problems in using WinBUGS, Loken and Rulison (2010) employed strong informative prior distributions to obtain good recovery (Culpepper, 2016, p. 1,143). However, Culpepper (2016, p. 1,161) pointed out that the use of informative prior distribution may lead to serious deviations if it happens to be centered at the wrong values. Therefore, he proposed that recovery should also be dealt with by using some non-informative priors.

In the present study, a novel and highly effective Gibbs-slice sampling algorithm in the Bayesian framework is proposed to estimate the 4PL model. The Gibbs-slice sampling algorithm overcomes the defects of WinBUGS that affect the convergence of parameter estimation based on the monotonicity restriction. Moreover, the algorithm can obtain good recovery results by using various types of prior distribution. In the following
sections, we will introduce the theoretical foundation of the slice sampling algorithm in detail, and we will then analyze the advantages of the slice sampling algorithm over two traditional Bayesian algorithms.

The rest of this paper is organized as follows. Section 2 contains a short introduction to the 4PL model, its reparameterized form, and model identification restrictions. In section 3, the theoretical foundation of the slice sampling algorithm is presented and its advantages compared with traditional Bayesian algorithms are analyzed. In section 4, three simulation studies focus respectively on the performance of parameter recovery, an analysis of the flexibility and sensitivity of different prior distributions for the slice sampling algorithm, and an assessment of model fittings using two Bayesian model selection criteria. In section 5, the quality of the Gibbs-slice sampling algorithm is investigated using an empirical example. We conclude the article with a brief discussion in section 6.

2. MODELS AND MODEL IDENTIFICATIONS

The 1PL and 2PL models have been widely used to fit binary item response data. Birnbaum (1968) modified the 2PL model to give the now well-known 3PL model, which includes a lower asymptote parameter to represent the contribution of guessing to the probability of correct response. To characterize the failure of high-ability examinees to answer easy items, Barton and Lord (1981) introduced an upper asymptote parameter into the 3PL model, giving the 4PL model:

\[
P_{ij} = P(y_{ij} = 1 | a_j, b_j, c_j, d_j, \theta_i) = c_j + (d_j - c_j) \frac{\exp[1.7a_j(\theta_i - b_j)]}{1 + \exp[1.7a_j(\theta_i - b_j)]} \]  

for \(i = 1, \ldots, N\) and \(j = 1, \ldots, J\), where \(N\) is the total number of examinees participating in the test and \(J\) is the test length. Here, \(y_{ij}\) is the binary response of the \(i\)th examinee with latent ability level \(\theta_i\) to answer the \(j\)th item and is coded as 1 for a correct response and 0 for an incorrect response, \(P_{ij}\) is the corresponding probability of correct response, \(a_j\) is the item discrimination parameter, \(b_j\) is the item difficulty parameter, \(c_j\) is the item lower asymptote (pseudo-guessing) parameter, and \(d_j\) is the item upper asymptote parameter. The 4PL model reduces to the other models as special cases: \(d_j = 1\) gives the 3PL model, \(c_j = 0\) gives the 2PL model, and \(a_j = 1\) gives the 1PL model. Following Culpepper (2016), we reparameterize the traditional 4PL model to construct a new 4PL model by defining a slipping parameter similar to that in diagnostic cognitive tests:

\[
P_{ij} = P(y_{ij} = 1 | a_j, b_j, c_j, \gamma_j, \theta_i) = c_j + (1 - \gamma_j - c_j) \frac{\exp[1.7a_j(\theta_i - b_j)]}{1 + \exp[1.7a_j(\theta_i - b_j)]}, \]  

where \(\gamma_j = 1 - d_j\).

One identification restriction is that the upper asymptote must exceed the lower asymptote: \(d_j > c_j\). Equivalently, the restriction \(0 < c_j + \gamma_j < 1\) must be satisfied for the reparameterized 4PL model. Meanwhile, either the scale of latent abilities or the scale of item parameters must be restricted to identify the two-parameter IRT models. Three methods are widely used to identify two-parameter IRT models.

1. Fix the mean population level of ability to zero and the variance population level of ability to one (Lord and Novick, 1968; Bock and Aitkin, 1981; Fox and Glas, 2001; Fox, 2010), i.e., \(\theta \sim N(0, 1)\).
2. Restrict the sum of item difficulty parameters to zero and the product of item discrimination parameters to one (Fox, 2001; Fox, 2005, 2010), i.e., \(\sum_j b_j = 0\) and \(\prod_j a_j = 1\).
3. Fix the item difficulty parameter at a specific value, most often zero, and restrict the discrimination parameter to a specific value, most often one (Fox, 2001; Fox, 2010), i.e., \(b_1 = 0\) and \(a_1 = 1\). The basic idea here is to identify the two-parameter logistic model by anchoring an item discrimination parameter to an arbitrary constant, typically \(a_1 = 1\), for a given item. Meantime, a location identification constraint is imposed by restricting a difficulty parameter, typically \(b_1 = 0\), for a given item. Based on the fixed anchoring values of the item parameters, other parameters are estimated based on the same scale. The estimated difficulty or discrimination values of item parameters are interpreted based on their positions relative to the corresponding anchoring values. For details, see Fox (2010, p. 87).

In the present study, the main aim is to evaluate the accuracy of parameter estimation obtained by the slice sampling algorithm for different types of prior distributions. Therefore, the first of the above methods is used to eliminate the trade-offs between ability \(\theta\) and the difficulty parameter \(b\) in location, and between ability \(\theta\) (difficulty parameter \(b\)) and the discrimination parameter \(a\) in scale.

3. THEORETICAL FOUNDATION AND ANALYSIS OF THE ADVANTAGES OF THE SLICE SAMPLING ALGORITHM

3.1. Theoretical Foundation of the Slice Sampling Algorithm

The motivation for the slice sampling algorithm (Damien et al., 1999; Neal, 2003; Bishop, 2006; Lu et al., 2018) is that we can use the auxiliary variable approach to sample from posterior distributions arising from Bayesian non-conjugate models. The theoretical basis for this algorithm is as follows.

Suppose that the simulated values are generated from a target density function \(t(x)\) given by \(t(x) \propto \phi(x) \prod_{i=1}^{N} l_i(x)\) that cannot be sampled directly, where \(\phi(x)\) is a known density from which samples can be easily drawn and \(l_i(x)\) are non-negative invertible functions, which do not have to be density functions. We introduce the auxiliary variables represented by the vector \(\delta = (\delta_1, \ldots, \delta_N)\), each element of which is from \((0, +\infty)\) and where \(\delta_1, \ldots, \delta_N\) are mutually independent. The inequalities \(\delta_i < l_i(x)\) are established, and the joint density can be written as

\[
t(x, \delta_1, \ldots, \delta_N) \propto \phi(x) \prod_{i=1}^{N} \mathbf{1}[\delta_i < l_i(x)], \]  

where \(\mathbf{1}[\cdot]\) is the indicator function.
where the indicator function \( I(A) \) takes the value 1 if \( A \) is true and the value 0 if \( A \) is false. If the auxiliary variables are integrated out, the marginal distribution \( t(x) \) is obtained as

\[
t(x) = \int_{0}^{l_1(x)} \cdots \int_{0}^{l_N(x)} t(x, \delta_1, \ldots, \delta_N) \, d\delta_N \cdots d\delta_1, \\
= \phi(x) \int_{0}^{l_1(x)} \cdots \int_{0}^{l_N(x)} 1 \, d\delta_N \cdots d\delta_1 = \phi(x) \prod_{i=1}^{N} l_i(x). \tag{4}
\]

Using the invertibility of the function \( l_i(x) \), we can then obtain the set \( \Lambda_i = \{ x \mid \delta_1 < l_i(x) \} \). The simulated values are generated from the Gibbs sampler based on the auxiliary variables by repeatedly sampling from the full conditional distributions, proceeding as follows at iteration \( r \):

- Sample \( \delta_i^{(r)} \sim \text{Uniform}(0, l_i(x^{(r-1)})), i = 1, \ldots, N. \)
- Sample \( x^{(r)} \sim \Lambda_i = \{ x \mid \delta_i^{(r)} < l_i(x) \}. \)

We thereby derive a horizontal “slice” under the density function. Thus, a Markov chain based on the new Gibbs sampler can be constructed by sampling points alternately from the uniform distribution under the density curve and only concerning the horizontal “slice” defined by the current sample points.

### 3.2. Advantages of the Slice Sampling Algorithm Compared With the Metropolis–Hastings Algorithm

In the Bayesian framework, we first consider the benefits of the slice sampling algorithm compared with the traditional Metropolis–Hastings (MH) algorithm (Metropolis et al., 1953; Hastings, 1970; Tierney, 1994; Chib and Greenberg, 1995; Chen et al., 2000). It is known that the MH algorithm relies heavily on the tuning parameters of the proposal distribution for different data sets. In addition, the MH algorithm is sensitive to step size. If the step size is too small, the chain will take longer to traverse the target density. If the step size is too large, there will be inefficiencies due to high rejection rate. More specifically, researchers should ensure that each parameter candidate is no more than 50% accepted by adjusting the tuning parameters of the MH algorithm. Further, for example, when we draw two-dimensional item parameters at the same time in the 2PL model, the probability of acceptance will be reduced to around 25% (Patz and Junker, 1999, p. 163). Thus, the sampling efficiency of the MH algorithm is greatly reduced. However, the slice sampling algorithm avoids the retrospective tuning that is needed in the MH algorithm if we do not know how to choose a proper tuning parameter or if no value for the tuning parameter is appropriate. It always keeps the drawn samples accepted, thus increasing the sampling efficiency. Next, we show that the slice sampling algorithm is more efficient than a particular independent MH chain.

Let us use the MH algorithm to obtain samples from the posterior distribution \( t(x) \) given by \( t(x) \propto \phi(x)l(x) \), where \( \phi(x) \) is selected as a special proposal distribution. Let \( x^* \) be a candidate value from the proposal distribution \( \phi(x) \) and let \( x^{(r)} \) be the current point. The probability of the new candidate being accepted, \( \min(1, l(x^*)/l(x^{(r)})) \), is determined by a random number \( u \) from Uniform(0, 1). Essentially, if \( u < l(x^*)/l(x^{(r)}) \), then \( x^{(r+1)} = x^* \); otherwise, \( x^{(r+1)} = x^{(r)} \). The process is to draw the candidate first and then determine whether or not to “move” or “stay” by using the random number \( u \). The “stay” process will lead to a reduction in the sampling efficiency of the MH algorithm. By contrast, suppose we consider the inverse process of the above sampling to draw the random number \( u \) first. To achieve the purpose of moving, we need to draw the candidate \( x^* \) from \( \phi(x) \) such that \( u < l(x^*)/l(x^{(r)}) \). Therefore, \( x^* \) can be regarded as a sample from \( \phi(x) \) restricted to the set \( \Theta_u = \{ x \mid l(x) > ul(x^{(r)}) \} \). In this case, the chain will always be moved, thus improving the sampling efficiency.

In addition, with the MH algorithm, it is relatively difficult to sample parameters with monotonicity or truncated interval restrictions. Instead, it is possible to improve the accuracy of parameter estimation by employing strong informative prior distributions to avoid violating the restriction conditions (Culpepper, 2016). For example, the prior distributions of the lower asymptote and upper asymptote parameters used in Loken and Rulison (2010) are, respectively Beta(5, 17) and Beta(17, 5), and these two parameters are fairly concentrated in the range of 0.227–0.773. However, the advantage of the slice sampling algorithm is that it can easily draw the posterior samples from any prior distribution as long as these distributions have a reasonable value range of parameters. See the following sections for details.

### 3.3. Advantages of the Slice Sampling Algorithm Compared With the Gibbs Algorithm

The idea of the slice sampling algorithm is to draw the posterior samples from a truncated prior distribution by introducing auxiliary variables, where the truncated interval is deduced from the likelihood function. This differs from the approach of the Gibbs algorithm (Geman and Geman, 1984; Gelfand and Smith, 1990), which is to generate posterior samples by sweeping through each variable to sample from its conditional distribution, with the remaining variables fixed at their current values. However, slice sampling algorithm can be conceived of as extensions of the Gibbs algorithm. In particular, when the parameters in which we are interested are represented by a multidimensional vector \( X \), we cannot use the slice sampling algorithm directly to obtain the multivariate set \( \Theta_u = (\Theta_u^1, \ldots, \Theta_u^p) \), where \( p \) is the dimension of \( X \). Therefore, a Gibbs sampler is employed to draw the samples from the full conditional distribution \( l(x_k \mid x_{(-k)}, u) \) for \( k = 1, \ldots, p \), which is a realization of \( t(X) \). This involves sampling from \( \phi(x_k \mid x_{(-k)}) \) restricted to the set \( \Theta_u^k = \{ x_k \mid l(x_k, x_{(-k)}) > u \} \), where the premise must be satisfied that \( l(x_k, x_{(-k)}) \) is invertible for all \( k \) given \( x_{(-k)} \).

It is well-known that the Gibbs algorithm can quickly and effectively draw samples from the posterior distribution owing to the fact that the full conditional posterior distribution is
easy to sample using the conjugate prior distribution. However, the Gibbs algorithm is not valid for Bayesian non-conjugate models such as the 2PL model. By comparison, the slice sampling algorithm for estimating the 2PL model has the advantage of a flexible prior distribution being introduced to obtain samples from the full conditional posterior distributions rather than being restricted to using the conjugate distributions, which is required in Gibbs sampling and is limited to the use of the normal ogive framework (Tanner and Wong, 1987; Albert, 1992; Béguin and Glas, 2001; Fox and Glas, 2001; Fox, 2010; Culpepper, 2016). The slice sampling algorithm allows the use of informative prior distributions and non-informative prior distributions, and even if an inappropriate prior distribution is adopted, it can still obtain satisfactory results. That is, any prior distribution can be used as long as the values sampled from it are in a reasonable range of the parameter support set. For example, for the discrimination parameter, the following prior distributions can be considered: the informative prior log N(0, 1), the non-informative priors N(0, 1000)I(α > 0), and the inappropriate priors Exp(1) and Gamma(2, 3).

4. BAYESIAN INFERENCE

4.1. Bayesian Estimation

In the present study, an efficient Gibbs-slice sampling algorithm in a fully Bayesian framework is used to follow the following 4PL model. The sampling process of Gibbs-slice sampling algorithm consists of two parts. One part is the Gibbs sampling algorithm, which is used to update the guessing and slipping parameters from the truncated Beta distributions by introducing auxiliary variables (Béguin and Glas, 2001; Fox, 2010; Culpepper, 2016). The efficiency of Gibbs sampling is greatly improved by the use of conjugate prior distributions (Tanner and Wong, 1987; Albert, 1992). The other part is the slice sampling algorithm, which samples the 2PL model from the truncated full conditional posterior distributions by introducing different auxiliary variables.

Next, the specific sampling process of the Gibbs-slice sampling algorithm is described.

Gibbs Steps

First, following Béguin and Glas (2001), we introduce an auxiliary variable \( \eta_{ij} \), where \( \eta_{ij} = 1 \) indicates that examinee \( i \) has the ability to answer item \( j \) correctly and \( \eta_{ij} = 0 \) otherwise. The purpose of introducing this auxiliary variable is to separate the guessing and slipping parameters from the 4PL model and make it easier to implement Gibbs sampling for the guessing and slipping parameters through the conjugate Beta distributions. Letting \( \Delta = (\theta_i, a_{ij}, b_{ij}, c_{ij}, \gamma_{ij}) \), we can obtain the full conditional distribution of \( \eta_{ij} \) based on Bayes’ theorem:

\[
P(\eta_{ij} = 0 \mid y_{ij} = 1, \Delta) = \frac{P(\eta_{ij} = 0, y_{ij} = 1, \Delta)}{P(y_{ij} = 1 \mid \Delta)}
= \frac{c_j(1 - P^*_\eta)}{c_j + (1 - \gamma_j - c_j)P^*_\eta},
\]

\[
P(\eta_{ij} = 1 \mid y_{ij} = 0, \Delta) = \frac{P(\eta_{ij} = 1, y_{ij} = 0, \Delta)}{P(y_{ij} = 0 \mid \Delta)}
= \frac{\gamma_j P^*_\eta}{1 - c_j - (1 - \gamma_j - c_j)P^*_\eta},
\]

\[
P(\eta_{ij} = 0 \mid y_{ij} = 0, \Delta) = \frac{P(\eta_{ij} = 0, y_{ij} = 0, \Delta)}{P(y_{ij} = 0 \mid \Delta)}
= \frac{(1 - c_j)(1 - P^*_\eta)}{1 - c_j - (1 - \gamma_j - c_j)P^*_\eta}.
\]

where

\[
P^*_\eta = \exp[1.7a_j(\theta_i - b_j)]\big/[1 + \exp[1.7a_j(\theta_i - b_j)]],
\]

The priors of the guessing and slipping parameters follow the Beta distributions, i.e., \( c_j \sim \text{Beta}(v_0, u_0), \gamma_j \sim \text{Beta}(v_1, u_1) \). However, the guessing and slipping parameters themselves satisfy the following truncated restrictions owing to model identification (Junker and Sijtsma, 2001; Culpepper, 2016):

\[
\Xi = \{(c_j, \gamma_j) \mid 0 \leq c_j < 1, 0 \leq \gamma_j < 1, 0 \leq c_j < 1 - \gamma_j\}.
\]

The joint posterior distribution of the guessing and slipping parameters can be written as:

\[
p(c_j, \gamma_j \mid y_{ij}, \eta_{ij}) \propto \prod_{i=1}^{N} (1 - y_{ij})^{\eta_{ij}} c_j (1 - \eta_{ij})^{\gamma_j} (1 - c_j)^{1 - \eta_{ij}} \left(1 - y_{ij}\right)^{\gamma_j (1 - c_j)^{1 - \eta_{ij}}} \]

\[
p(c_j, \gamma_j \mid (c_j, \gamma_j) \in \Xi) \propto c_j^{u_0+v_0-1}(1 - c_j)^{v_0-1} \gamma_j^{u_1+v_1-1}(1 - \gamma_j)^{u_1-1}(1 - \gamma_j)^{v_1-1}(c_j, \gamma_j) \in \Xi.
\]

Let \( y'_j = (y_{1j}, \ldots, y_{Nj}), \eta'_j = (\eta_{1j}, \ldots, \eta_{Nj}) \), and

\[
\tilde{\kappa}_{00} = (1 - \eta'_j)'y'_j, \quad \tilde{\kappa}_{01} = (1 - \eta'_j)'(1 - y'_j), \quad \tilde{\kappa}_{10} = \eta'_j(1 - y'_j), \quad \tilde{\kappa}_{11} = \eta'_jy'_j.
\]

The full conditional posterior distributions of \( (c_j, \gamma_j) \) can be written as

\[
c_j^{(r)} \mid y_j^{(r-1)} \sim \text{Beta}(\tilde{\kappa}_{00} + v_0, \tilde{\kappa}_{01} + u_0)I(0 \leq c_j^{(r)} < 1 - \gamma_j^{(r-1)}),
\]

\[
\gamma_j^{(r)} \mid c_j^{(r)} \sim \text{Beta}(\tilde{\kappa}_{10} + v_1, \tilde{\kappa}_{11} + u_1)I(0 \leq \gamma_j^{(r)} < 1 - c_j^{(r)}).
\]

Slice Steps

Supposing that the guessing and slipping parameters have been updated by the Gibbs algorithm, we update the parameters in the 2PL model using the slice sampling algorithm. Two
are introduced to facilitate sampling, where \( r \) is the number of iterations. In fact, \((P_y - c_j)/(1 - \gamma_j - c_j)\) is the correct response probability of the 2PL model, while \((1 - \gamma_j - P_y)/(1 - \gamma_j - c_j)\) is the corresponding incorrect response probability. Therefore, the joint likelihood based on responses can be obtained:

\[
\times \left[ I(y_{ij} = 0) I(0 < \lambda_{ij} \leq Q^*_{y_j}) \right] \\
\prod_{j=1}^{f} p(\theta_i)p(b_j)p(\gamma_j)I((\gamma_j, \gamma_j) \in \Xi) \\
\prod_{i=1}^{N} p(\theta_i).
\]

The detailed slice sampling algorithm is given below.

First, we update the auxiliary variables \( \lambda_{ij} \) and \( \varphi_{ij} \) when given \( \theta_i, a_j, b_j, c_j, \gamma_j, y_j \). According to (13), the auxiliary variables \( \lambda_{ij} \) and \( \varphi_{ij} \) have the following interval constraints:

\[
0 < \lambda_{ij} \leq P^*_{y_j} = \frac{P_y - c_j}{1 - \gamma_j - c_j} \quad \text{when } y_{ij} = 1, \\
0 < \varphi_{ij} \leq Q^*_{y_j} = \frac{1 - \gamma_j - P_y}{1 - \gamma_j - c_j} \quad \text{when } y_{ij} = 0.
\]

Therefore, the full conditional posterior distributions of \( \lambda_{ij} \) and \( \varphi_{ij} \) can be written as

\[
\lambda_{ij} \mid \theta_i, a_j, b_j, c_j, \gamma_j, y_j \sim \text{Uniform} \left(0, \frac{P_y - c_j}{1 - \gamma_j - c_j}\right) \quad \text{when } y_{ij} = 1, \\
\varphi_{ij} \mid \theta_i, a_j, b_j, c_j, \gamma_j, y_j \sim \text{Uniform} \left(0, \frac{1 - \gamma_j - P_y}{1 - \gamma_j - c_j}\right) \quad \text{when } y_{ij} = 0.
\]

Next, we update the difficulty parameter \( b_j \). The prior of the difficulty parameter is assumed to follow a normal distribution with mean \( \mu_b \) and variance \( \sigma_b^2 \). According to (10), \( \forall i \), when \( y_{ij} = 1 \), we have \( 0 < \lambda_{ij} \leq P^*_{y_j} \) and the following inequality can be established:

\[
a_j(\theta_i - b_j) \geq \frac{1}{1.7} \log \left( \frac{\lambda_{ij}}{1 - \lambda_{ij}} \right), \quad \text{or equivalently} \\
b_j \leq \theta_i - \frac{1}{1.7a_j} \log \left( \frac{\lambda_{ij}}{1 - \lambda_{ij}} \right).
\]

In fact, this inequality is obtained through the following calculation process:

\[
0 < \lambda_{ij} \leq P^*_{y_j}, \quad \text{or equivalently} \quad 0 < \lambda_{ij} \leq \frac{\exp[1.7a_j(\theta_i - b_j)]}{1 + \exp[1.7a_j(\theta_i - b_j)]},
\]

from which

\[
\lambda_{ij} + \lambda_{ij} \exp[1.7a_j(\theta_i - b_j)] \leq \exp[1.7a_j(\theta_i - b_j)], \quad \text{or equivalently} \\
\lambda_{ij} \leq \frac{1}{1 - \lambda_{ij}} \leq \exp[1.7a_j(\theta_i - b_j)].
\]
Therefore, we have

$$\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right) \leq [1.7a_j(\theta_i - b_j)],$$
or equivalently

$$a_j(\theta_i - b_j) \geq \frac{1}{1.7}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right).$$

Finally, we obtain the following inequality:

$$b_j \leq \theta_i - \frac{1}{1.7a_j}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right).$$

In the same way, $\forall i$, when $y_{ij} = 0$, we have $0 < \varphi_{ij} \leq Q_{ij}$. Therefore, the following inequality can be obtained:

$$a_j(\theta_i - b_j) \leq \frac{1}{1.7}\log\left(\frac{1 - \varphi_{ij}}{\varphi_{ij}}\right),$$
or equivalently

$$b_j \geq \theta_i - \frac{1}{1.7a_j}\log\left(\frac{1 - \varphi_{ij}}{\varphi_{ij}}\right).$$

Using the above inequalities $0 < \lambda_{ij} \leq P_{ij}$ and $0 < \varphi_{ij} \leq Q_{ij}$, we can obtain a truncated interval about the difficulty parameter $b_j$:

$$\theta_i - \frac{1}{1.7a_j}\log\left(\frac{1 - \varphi_{ij}}{\varphi_{ij}}\right) \leq b_j \leq \theta_i - \frac{1}{1.7a_j}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right).$$

If this truncated interval is narrow, the sampling efficiency is improved and the parameter can converge fast. Therefore, we need to limit the upper and lower bounds of the truncated interval. In fact, we can obtain a maximum of $\theta_i - (1/1.7a_j)\log[(1 - \varphi_{ij})/\varphi_{ij}]$ among all the examinees who correctly answer the $j$th item. Similarly, we can obtain a minimum of $\theta_i - (1/1.7a_j)\log[\lambda_{ij}/(1 - \lambda_{ij})]$ among all the examinees who mistakenly answer the $j$th item. Finally, the full conditional posterior distribution of $b_j$ can be obtained as a truncated prior distribution, with the truncated interval between maximum and minimum. The specific mathematical expressions are as follows.

Let $D_j = \{i \mid y_{ij} = 1, 0 < \lambda_{ij} \leq P_{ij}\}$ and $F_j = \{i \mid y_{ij} = 0, 0 < \varphi_{ij} \leq Q_{ij}\}$. Then, given $a_j, c_j, \gamma_j, \theta, \lambda, \varphi$, and $y$, the full conditional posterior distribution of $b_j$ is

$$b_j \mid a_j, c_j, \gamma_j, \theta, \lambda, \varphi, y \sim N(\mu_{a_j}, \sigma^2_{a_j})II(b_j^L \leq b_j \leq b_j^U),$$

where

$$b_j^L = \max_{\phi \in F} \left\{ \theta_i - \frac{1}{1.7a_j}\log\left(\frac{1 - \varphi_{ij}}{\varphi_{ij}}\right) \right\}$$
and

$$b_j^U = \min_{\phi \in D} \left\{ \theta_i - \frac{1}{1.7a_j}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right) \right\}.$$ 

Subsequently, we update the discrimination parameter $a_j$. To ensure that this parameter is greater than zero, we use a truncated normal distribution with mean $\mu_a$ and variance $\sigma^2_a$ as a prior distribution, $N(\mu_a, \sigma^2_a)II(a_j > 0)$. Under the condition $y_{ij} = 1, \forall i$, $\theta_i - b_j > 0$, we have $0 < \lambda_{ij} \leq P_{ij}$, while under the condition $y_{ij} = 0, \forall i, \theta_i - b_j < 0$, we have $0 < \varphi_{ij} \leq Q_{ij}$. The following inequalities concerning the discrimination parameter $a_j$ can be established using a procedure similar to that used above to derive the truncated interval for the difficulty parameter $b_j$:

$$a_j \geq \frac{1}{1.7(\theta_i - b_j)}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right),$$

$$a_j \geq \frac{1}{1.7(\theta_i - b_j)}\log\left(1 - \varphi_{ij}\right).$$

Similarly, when $y_{ij} = 1, \forall i, \theta_i - b_j > 0$, we have $0 < \lambda_{ij} \leq P_{ij}$, and when $y_{ij} = 0, \forall i, \theta_i - b_j > 0$, we have $0 < \varphi_{ij} \leq Q_{ij}$, from which we obtain

$$a_j \leq \frac{1}{1.7(\theta_i - b_j)}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right),$$

$$a_j \leq \frac{1}{1.7(\theta_i - b_j)}\log\left(1 - \varphi_{ij}\right).$$

Let

$$\Lambda_i = \{i \mid y_{ij} = 1, 0 < \lambda_{ij} \leq P_{ij}\},$$

$$H_i = \{i \mid y_{ij} = 0, \theta_i - b_j < 0, 0 < \varphi_{ij} \leq Q_{ij}\},$$

$$\forall_j = \{i \mid y_{ij} = 1, \theta_i - b_j > 0, 0 < \lambda_{ij} \leq P_{ij}\},$$

$$\Lambda_j = \{i \mid y_{ij} = 0, \theta_i - b_j < 0, 0 < \varphi_{ij} \leq Q_{ij}\}.$$

Given $b_j, c_j, \gamma_j, \lambda, \varphi, \theta, y$, and $y$, the full conditional posterior distribution of $a_j$ is given by

$$a_j \mid b_j, c_j, \gamma_j, \lambda, \varphi, \theta, y \sim N(\mu_{a_j}, \sigma^2_{a_j})II(0 < a_j^L \leq a_j \leq a_j^U),$$

where

$$a_j^L = \max_{\phi \in \Lambda_i} \left\{ \frac{1}{1.7(\theta_i - b_j)}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right) \right\},$$

$$a_j^U = \max_{\phi \in H_i} \left\{ \frac{1}{1.7(\theta_i - b_j)}\log\left(1 - \varphi_{ij}\right) \right\},$$

$$a_j^L = \min_{\phi \in \forall_j} \left\{ \frac{1}{1.7(\theta_i - b_j)}\log\left(\frac{\lambda_{ij}}{1 - \lambda_{ij}}\right) \right\},$$

$$a_j^U = \min_{\phi \in \Lambda_j} \left\{ \frac{1}{1.7(\theta_i - b_j)}\log\left(1 - \varphi_{ij}\right) \right\}.$$ 

In fact, the discrimination parameter is set to be greater than zero in the item response theory. Therefore, the prior distribution for the discrimination parameter is assumed to be a normal distribution truncated at 0. Based on the likelihood information, we can obtain the truncation interval of the discrimination parameter. However, the left endpoint of the truncation interval may be < 0. In this case, we need to add 0 to the truncation interval to restrict the left endpoint in 17.

Finally, we update the latent ability $\theta_i$. The prior of $\theta_i$ is assumed to follow a normal distribution, $\theta_i \sim N(\mu_\theta, \sigma^2_\theta)$. The latent ability $\theta_i$ is sampled from the following normal distribution with truncated interval between $\theta_i^L$ and $\theta_i^U$:

$$\theta_i \mid \lambda, \varphi, a, b, c, y \sim N(\mu_\theta, \sigma^2_\theta)II(\theta_i^L \leq \theta_i \leq \theta_i^U),$$
where
\[
\hat{\theta}_i^U = \min_{j \in J} \left\{ \frac{1}{1.7a_j} \log \left( \frac{\lambda_{ij}}{1 - \lambda_{ij}} \right) + b_j \right\},
\]
\[
\hat{\theta}_i^L = \max_{j \in J} \left\{ \frac{1}{1.7a_j} \log \left( \frac{\lambda_{ij}}{1 - \lambda_{ij}} \right) + b_j \right\}.
\]

### 4.2. Bayesian Model Assessment

In this paper, two Bayesian model assessment methods are considered to fit three different models (the 2PL, 3PL, and 4PL models), namely, the deviance information criterion (DIC; Spiegelhalter et al., 2002) and the logarithm of the pseudomarginal likelihood (LPML; Geisser and Eddy, 1979; Ibrahim et al., 2001). These two criteria are based on the log-likelihood functions evaluated at the posterior samples of the model parameters. Therefore, the DIC and LPML of the 4PL model can be easily computed. Write \( \Omega = (\Omega_{ij}, i = 1, \ldots, N, j = 1, \ldots, J) \), where \( \Omega_{ij} = (\theta_i, a_j, b_j, c_j, \gamma_j) \). Let \( \{\Omega^{(1)}, \ldots, \Omega^{(R)}\} \) denote an MCMC sample from the full conditional posterior distribution in (8) and (16)-(18), where \( \Omega^{(r)} = (\Omega^{(r)}_{ij}, i = 1, \ldots, N, j = 1, \ldots, J) \) and \( \Omega^{(r)}_{ij} = (\theta_i^{(r)}, a_j^{(r)}, b_j^{(r)}, c_j^{(r)}, \gamma_j^{(r)}) \) for \( i = 1, \ldots, N, j = 1, \ldots, J, \) and \( r = 1, \ldots, R \). The joint likelihood function of the responses can be written as
\[
L(Y | \Omega) = \prod_{i=1}^{N} \prod_{j=1}^{J} f(y_{ij} | \theta_i, a_j, b_j, c_j, \gamma_j), \tag{19}
\]
where \( f(y_{ij} | \theta_i, a_j, b_j, c_j, \gamma_j) \) is the probability of response. The logarithm of the joint likelihood function in (19) evaluated at \( \Omega^{(r)} \) is given by
\[
\log L(Y | \Omega^{(r)}) = \sum_{i=1}^{N} \sum_{j=1}^{J} \log f(y_{ij} | \theta_i^{(r)}, a_j^{(r)}, b_j^{(r)}, c_j^{(r)}, \gamma_j^{(r)}). \tag{20}
\]
Since the joint log-likelihoods for the responses, \( \log f(y_{ij} | \theta_i^{(r)}, a_j^{(r)}, b_j^{(r)}, c_j^{(r)}, \gamma_j^{(r)}) \), \( i = 1, \ldots, N \) and \( j = 1, \ldots, J \), are readily available from MCMC sampling outputs, \( \log f(y_{ij} | \theta_i^{(r)}, a_j^{(r)}, b_j^{(r)}, c_j^{(r)}, \gamma_j^{(r)}) \) in (20) is easy to compute. We now calculate DIC as follows:
\[
\text{DIC} = \hat{\text{Dev}}(\Omega) + 2P_D = \hat{\text{Dev}}(\Omega) + 2 \left[ \text{Dev}(\Omega) - \hat{\text{Dev}}(\Omega) \right], \tag{21}
\]
where
\[
\text{Dev}(\Omega) = -\frac{2}{R} \sum_{r=1}^{R} \log L(Y | \Omega^{(r)}) \quad \text{and} \quad \hat{\text{Dev}}(\Omega) = -2 \max_{1 \leq s \leq R} \log L(Y | \Omega^{(s)}).
\]
In (21), \( \hat{\text{Dev}}(\Omega) \) is a Monte Carlo estimate of the posterior expectation of the deviance function \( \text{Dev}(\Omega) = -2 \log L(Y | \Omega) \), \( \hat{\text{Dev}}(\Omega) \) is an approximation of \( \text{Dev}(\Omega) \), where \( \hat{\Omega} \) is the posterior mode, when the prior is relatively non-informative, and
\[
P_D = \hat{\text{Dev}}(\Omega) - \text{Dev}(\Omega) \text{ is the effective number of parameters. Based on our construction, both DIC and } P_D \text{ given in (21) are always non-negative. The model with a larger DIC value fits the data better.}
\]
Letting \( U_{ij,max} = \max 1 \leq r \leq R (\log f(y_{ij} | \theta_i^{(r)}, a_j^{(r)}, b_j^{(r)}, c_j^{(r)}, \gamma_j^{(r)}) - U_{ij,max}) \) in (22). A summary statistic of the CPO is the sum of their logarithms, which is called the LPML and given by
\[
\text{LPML} = \sum_{i=1}^{N} \sum_{j=1}^{J} \log (\text{CPO}_{ij}). \tag{23}
\]

The model with a larger LPML has a better fit to the data.

### 5. SIMULATION STUDIES

#### 5.1. Simulation Study 1

This simulation study is conducted to evaluate the recovery performance of the Gibbs-slice sampling algorithm based on different simulation conditions.

##### 5.1.1. Simulation Design

The following manipulated conditions are considered: (a) test length \( J = 20 \) or \( 40 \) and (b) number of examinees \( N = 500, 1,000, \) or \( 2,000 \). Fully crossing different levels of these two factors yield six conditions (two test lengths \( \times \) three sample sizes). Next, the true values of the parameters are given. True values of the item discrimination parameters \( a_i \) are generated from a uniform distribution, i.e., \( a_i \sim U(0,5,2.5) \), \( j = 1,2,\ldots,J \). The item difficulty parameters \( b_j \) are generated from a standardized normal distribution. The item guessing and slipping parameters \( (c_j, \gamma_j) \) are generated from \( c_j \sim U(0,0.25) \) and \( \gamma_j \sim U(0,0.25) \). The ability parameters of examinees \( \theta_i \) are also generated from a standardized normal distribution. In addition, we adopt non-informative prior distributions for the item parameters, i.e., \( a_i \sim N(0,10^5) \), \( b_j \sim N(0,10^5) \), \( c_j \sim Beta(1,1) \), and \( \gamma_j \sim Beta(1,1) \). The prior for the ability parameters is assumed to follow a standardized normal distribution owing to the model identification restrictions. One hundred replications are considered for each simulation condition.

##### 5.1.2. Convergence Diagnostics

To evaluate the convergence of parameter estimation, we only consider convergence in the case of minimum sample sizes owing...
to space limitations. That is, the test length is fixed at 20, and the number of examinees is 500. Two methods are used to check the convergence of our algorithm: the “eyeball” method to monitor convergence by visually inspecting the history plots of the generated sequences (Zhang et al., 2007), and the Gelman–Rubin method (Gelman and Rubin, 1992; Brooks and Gelman, 1998) to check the convergence of the parameters.

The convergence of the Gibbs-slice sampling algorithm is checked by monitoring the trace plots of the parameters for consecutive sequences of 20,000 iterations. The first 10,000 iterations are set as the burn-in period. As an illustration, four chains started at overdispersed starting values are run for each replication. The trace plots of three randomly selected items and persons are shown in Figure 1. In addition, the potential scale reduction factor (PSRF) ($\hat{R}$; Brooks and Gelman, 1998) values of all item and person parameters are shown in Figure 2. We find that the PSRF values of all parameters are <1.2, which ensures that all chains converge as expected.

5.1.3. Item Parameter Recovery
The accuracy of the parameter estimates is measured by four evaluation criteria, namely, the Bias, mean squared error (MSE), standard deviation (SD), and coverage probability (CP) of the 95% highest probability density interval (HPDI) statistics. Let $\eta$
be the parameter of interest. Assume that \( M = 100 \) data sets are generated. Also, let \( \widehat{\eta}^{(m)} \) and \( \text{SD}^{(m)}(\eta) \) denote the posterior mean and the posterior standard deviation of \( \eta \) obtained from the \( m \)th simulated data set for \( m = 1, \ldots, M \). The Bias for the parameter \( \eta \) is defined as

\[
\text{Bias}(\eta) = \frac{1}{M} \sum_{m=1}^{M} (\widehat{\eta}^{(m)} - \eta), \tag{24}
\]

the MSE for \( \eta \) is defined as

\[
\text{MSE}(\eta) = \frac{1}{M} \sum_{m=1}^{M} (\widehat{\eta}^{(m)} - \eta)^2, \tag{25}
\]

and the average of the posterior standard deviation is defined as

\[
\text{SD}(\eta) = \frac{1}{M} \sum_{m=1}^{M} \text{SD}^{(m)}(\eta). \tag{26}
\]

Bias and MSE are important criteria used to evaluate the accuracy of parameter estimation in a simulation study. These criteria are used to investigate the relative distance between the parameter estimator and the true value. The greater the distance between the parameter estimator and the true value, the lower is the accuracy of parameter estimation and the poorer is the performance of the algorithm. However, for real data analysis, it is impossible to calculate Bias and MSE. The SD, on the other hand, can be calculated from the posterior samples of a Markov chain in simulation studies and real data analysis. In our simulation study, we calculate the average SD through repeated experiments to eliminate the error caused by randomness in a single simulation experiment.

The coverage probability is defined as

\[
\text{CP}(\eta) = \frac{\# \text{ of 95\% HPDIs containing } \eta \text{ in } M \text{ simulated data sets}}{M}. \tag{27}
\]

The average Bias, MSE, SD, and CP for item parameters based on six different simulation conditions are shown in Table 1. The following conclusions can be drawn.

1. Given the total test length, when the number of individuals increases from 500 to 2,000, the average MSE and SD for discrimination, difficulty guessing, and slipping parameters show a decreasing trend. For example, let us consider a total test length of 20 items. When the number of examinees increases from 500 to 2,000, the average MSE and the average SD of all discrimination parameters decrease from 0.0625 to 0.0474 and from 0.1460 to 0.0759, respectively. The average MSE and the average SD of all difficulty parameters decrease from 0.0505 to 0.0263 and
from 0.0559 to 0.0260, respectively. The average MSE and the average SD of all guessing parameters decrease from 0.0092 to 0.0023 and from 0.0247 to 0.0156, respectively. The average MSE and the average SD of all slipping parameters decrease from 0.0060 to 0.0025 and from 0.0260 to 0.0166, respectively.

2. Under the six simulated conditions, the average CPs of the discrimination, difficulty guessing, and slipping parameters are about 0.9500.

3. When the number of examinees is fixed at 500, 1,000, or 2,000, and the number of items is fixed at 40, the average MSE and SD show that the recovery results of the discrimination, difficulty, guessing, and slipping parameters are close to those in the case where the total test length is 20, which indicates that the Gibbs-slice sampling algorithm is stable and there is no reduction in accuracy owing to an increase in the number of items.

In summary, the Gibbs-slice sampling algorithm provides accurate estimates of the item parameters in term of various numbers of examinees and items. Next, we will explain why the Bias criterion is useful, and why it seems irrelevant in the simulation study.

If we want to determine whether our algorithm estimates the parameter accurately, we need more information to infer the parameter, which requires a large sample size. Here, Bias is an important criterion to evaluate the accuracy of parameter estimation. Let us give an example to illustrate the role of Bias. In Simulation Study 1, suppose that we investigate the accuracy of parameter estimation. When the number of examinees increases from 500 to 2,000, the Bias of the discrimination parameter should show a decreasing trend. The result of Bias reduction further verifies that a greater number of samples are needed to improve the accuracy of parameter estimation.

In Simulation Study 1, we cannot enumerate the Bias of each item parameter one by one because there are too many simulation conditions and we are subject to space limitations. Therefore, we choose to calculate the average Bias of the parameter of interest. Next, we take the discrimination parameters as an example to further explain why Bias seems irrelevant in Simulation Study 1. Suppose that we have obtained 40 Biases of discrimination parameters, that the Bias values of these 40 discrimination parameters are either positive or negative, and that the average Bias of all 40 items is close to 0. However, the near-zero value of the average Bias does not show whether the parameter estimation is accurate or the result is caused by the positive and negative superposition of the 40 Biases. In fact, we find that the Bias for each item discrimination parameter show a decreasing trend with increasing number of examinees. To sum up, we do not analyze the results of the average Bias in the simulation studies, but Bias is indeed an important criterion to evaluate the accuracy of each parameter estimation.

### 5.1.4. Ability Parameter Recovery

Next, we evaluate the recovery of the latent ability using four accuracy evaluation criteria. The following conclusions can be obtained from Table 2.

1. Given a fixed number of examinees (500, 1,000, or 2,000), when the number of items increases from 20 to 40, the average MSE and SD for the ability parameters also show a decreasing trend.

2. Under the six simulated conditions, the average CP of the ability is also about 0.9500.

3. Given a fixed number of examinees (500, 1,000, or 2,000), when the number of items increases from 20 to 40, the correlation between the estimates and the true values tends to increase. For example, for 500 examinees, when the number of items increases from 20 to 40, the correlation between the estimates and the true values increases from 0.8631 to 0.9102.

4. Given a fixed number of items (20 or 40), when the number of examinees increases from 500 to 2,000, the correlation...
between the estimates and the true values remains basically the same.

In summary, it is shown again that the Gibbs-slice sampling algorithm is effective and that the estimated results are accurate under various simulation conditions.

5.2. Simulation Study 2

Culpepper (2016) conducted an additional simulation study to confirm that the guessing and slipping parameters could give good recovery results in the process of Gibbs sampling regardless of whether informative or non-informative priors were used. Therefore, in this simulation study, we also adopt non-informative prior distributions for the guessing and slipping parameters in the Gibbs step to eliminate biased estimation of parameters due to wrong choices of the prior distributions, i.e., \(c \sim \text{Beta}(1,1)\) and \(\gamma \sim \text{Beta}(1,1)\), and we focus on the influence of different prior distributions on the accuracy of parameter estimation in the process of implementing the slice sampling algorithm. Note that in this simulation study, we do not focus on the accuracy of the guessing and slipping parameters, since Culpepper (2016) has already verified the accuracy of these two parameters in the case of the Gibbs algorithm under different types of prior distributions.

This simulation study is designed to show that the slice sampling algorithm is sufficiently flexible to recover various prior distributions of the item (discrimination and difficulty) and person parameters, and to address the sensitivity of the algorithm with different priors. Three types of prior distributions are examined: informative priors, non-informative priors, and inappropriate priors.

5.2.1. Simulation Design

The number of the examinees \(N = 1,000\), and the test length \(J = 20\). The true values for the items and persons are the same as in Simulation Study 1. One hundred replications are considered for each simulation condition. The following three kinds of prior distributions are considered in implementing the slice sampling algorithm:

(i) informative prior: \(a \sim \log N(0,1), b \sim N(0,1), \) and \(\theta \sim N(0,1)\);
(ii) non-informative prior: \(a \sim N(0,1000)\mathbb{I}(0, +\infty), b \sim \text{Uniform}(-1000, 1000), \) and \(\theta \sim N(0,1000)\);
(iii) inappropriate prior: (1) \(a \sim \text{Exp}(1), b \sim t(1), \) and \(\theta \sim t(1); \) (2) \(a \sim \text{Gamma}(3,2), b \sim \text{Cauchy}(1,3), \) and \(\theta \sim \text{Cauchy}(1,3)\).

The Gibbs-slice sampling algorithm is iterated 20,000 times. The first 10,000 iterations are discarded as burn-in. The PSRF values of all parameters are \(<1.2\). The Bias, MSE, and SD of \(a\) and \(b\) based on the three kinds of prior distribution are shown in Figure 3.

5.2.2. Item Parameter Recovery

From Figure 3, we can see that the Bias, MSE, and SD of \(a\) and \(b\) are almost the same under different prior distributions. This shows that accuracy of parameter estimation can be guaranteed by the slice sampling algorithm, no matter what prior distribution is chosen, as long as the values sampled from this distribution belong to a reasonable parameter support set. In addition, the Bias, MSE and SD of \(a\) and \(b\) fluctuate around 0, which shows that the slice sampling algorithm is accurate and effective in estimating the item parameters.

5.2.3. Ability Parameter Recovery

Next, we evaluate the recovery of the latent ability based on different prior distributions in Table 3. We find that the MSE of ability parameters is between 0.2676 and 0.3014, and the corresponding SD is between 0.2436 and 0.3026 for all three kinds of prior distribution, which indicates that the choice of prior distribution has little impact on the accuracy of the ability parameters. In summary, the slice sampling algorithm is accurate and effective in estimating the person parameters. It is not sensitive to the specification of priors.

5.3. Simulation Study 3

In this simulation study, we use two Bayesian model assessment criteria to evaluate the model fittings. Two issues warrant further study. The first is whether the two criteria can accurately identify the true models under different design conditions. The second is that we study the phenomena of over-fitting and under-fitting between the true model and the fitting models.

5.3.1. Simulation Design

In this simulation, a number of individuals \(N = 1,000\) is considered and the test length is fixed at 40. Three item response models are considered: the 2PL, 3PL, and 4PL models. Thus, we evaluate model fitting in the following three cases:

- Case 1: 2PL model (true model) vs. 2PL model, 3PL model, or 4PL model (fitted model).
- Case 2: 3PL model (true model) vs. 2PL model, 3PL model, or 4PL model (fitted model).
FIGURE 3 | The Bias, MSE, and SD of discrimination and difficulty parameters based on different priors.
TABLE 3 | Evaluating the accuracy of person parameters based on different prior distributions in Simulation Study 2.

| Parameter | Accuracy evaluation index | Prior distribution |
|-----------|---------------------------|--------------------|
|           | N(0, 1) | N(0, 1, 000) | f(1) | Cauchy(1, 3) |
| \(\theta\) | Bias | 0.0064 | 0.0149 | 0.0087 | 0.0238 |
|           | MSE  | 0.2676 | 0.2923 | 0.3014 | 0.2713 |
|           | SD   | 0.2436 | 0.3026 | 0.2810 | 0.2983 |

Note that the Bias, MSE, and SD denote the average Bias, MSE, and SD for the ability parameters.

Case 3: 4PL model (true model) vs. 2PL model, 3PL model, or 4PL model (fitted model).

The true values and prior distributions for the parameters are specified in the same way as in Simulation Study 1. To implement the MCMC sampling algorithm, chains of length 20,000 with an initial burn-in period of 10,000 are chosen. There are 100 replications for each simulation condition. The potential scale reduction factor (PSRF; Brooks and Gelman, 1998) values of all item and person parameters for each simulation condition are < 1.2. The results of Bayesian model assessment based on the 100 replications are shown in Table 4.

From Table 4, we find that when the 2PL model is the true model, the 2PL model is chosen as the best-fitting model according to the results of DIC and LPML, which is what we expect to see. The medians of DIC and LPML are, respectively 29,333.1917 and –14,881.2617. The second best-fitting model is the 3PL model. The differences between the 2PL and 3PL models in the medians of DIC and LPML are –1234.1551 and 650.9820, respectively. The 4PL model is the worst model to fit the data. This is because the data are generated from a simple 2PL model, and the complex 4PL model is used to fit this data, which leads to over-fitting. The differences between the 2PL and 4PL models in the medians of DIC and LPML are –5369.4761 and 2805.5087, respectively. When the 3PL model is the true model, the DIC and LPML consistently choose the 3PL model as the best-fitting model, with the corresponding median values being 24,866.9338 and –12,523.6985, respectively. The second best-fitting model is the 2PL model. The differences between the 3PL and 4PL models in the medians of DIC and LPML are –7786.6968 and 3934.9003, respectively, while the corresponding differences between the 3PL and 2PL models are –7569.1249 and 3886.7071. This shows that when the data are generated from the 3PL model, the simple 2PL model is more appropriate to fit the data compared with the complex 4PL model. When the 4PL model is the true model, the two criteria consistently select the 4PL model as the best-fitting model. The other two models suffer from serious under-fitting. The differences between the 4PL and 2PL models in the medians of DIC and LPML are –7807.8880 and 4339.4735, respectively, while the corresponding differences between the 4PL and 3PL models are –1104.4156 and 634.0753. The failure to select the 2PL (3PL) model is attributed to the under-fitting caused by a few parameters. That is, the guessing and slipping parameters in the 4PL model play an important role in adjusting the probability of the tail of the item characteristic curve. In summary, the Bayesian assessment criteria are effective for identifying the true models and can be used in the following empirical example.

6. EMPIRICAL EXAMPLE

In this example, the 2015 computer-based PISA (Program for International Student Assessment) science data are used. Among the many countries that have participated in this computer-based assessment of sciences, we choose students from the USA as the object of analysis. The original sample size of students is 658, and 110 students with Not Reached (original code 6) or Not Response (original code 9) are removed, with Not Reached and Not Response (omitted) being treated as missing data. The final 548 students answer 16 items. All 16 items are scored using a dichotomous scale. The descriptive statistics for these PISA data are shown in Table 5. We find that three items, DR442Q05C, DR442Q06C, and CR442Q07S, have lower correct rates than the other items, with the corresponding values being 25.7, 23.2, and 28.5%, respectively. The correct rate represents the proportion at which all examinees answer each item correctly. Moreover, the four items with the highest correct rates are
The descriptive statistics for PISA 2015 released computer-based sciences items.

| Item  | Item code | Correct rate (%) | Item  | Item code | Correct rate (%) |
|-------|-----------|------------------|-------|-----------|------------------|
| 1     | CR083Q01S | 54.2             | 9     | CR442Q07S | 28.5             |
| 2     | CR083Q02S | 83.6             | 10    | CR245Q01S | 53.8             |
| 3     | CR083Q03S | 75.2             | 11    | CR245Q02S | 60.0             |
| 4     | CR083Q04S | 66.6             | 12    | CR101Q01S | 43.6             |
| 5     | DR442Q02C | 80.1             | 13    | CR101Q02S | 87.6             |
| 6     | DR442Q03C | 76.5             | 14    | CR101Q03S | 57.7             |
| 7     | DR442Q05C | 25.7             | 15    | CR101Q04S | 80.1             |
| 8     | DR442Q06C | 23.1             | 16    | CR101Q05S | 48.7             |

Note that the correct rate represents the percentage of all examinees who correctly answer each item.

The results of Bayesian model assessment for the PISA data.

| Model   | DIC       | LPML      |
|---------|-----------|-----------|
| 2PL model | 14206.9608 | −7290.7545 |
| 3PL model | 12230.3819 | −6168.9428 |
| 4PL model | 10854.2075 | −5494.4088 |

Note that the boldface values indicate that the corresponding model is the best fitted model with the smallest DIC and largest LPML values.

CR101Q02S (87.6%), CR083Q02S (83.6%) DR442Q02C (80.1%), and CR101Q04S (80.1%). The frequency histogram of the correct rates for the 548 examinees is shown in Figure 4.

### 6.1. Bayesian Model Assessment

We consider three models to fit the PISA data: the 2PL, 3PL, and 4PL models. In the estimation procedure, the same non-informative priors as in Simulation Study 1 are utilized for the unknown parameters. In all of the Bayesian computations, we use 20,000 MCMC samples after a burn-in of 10,000 iterations for each model to compute all posterior estimates. The convergence of the chains is checked by PSRF. The PSRF values of all item and ability parameters for each model are <1.2. On this basis, the results of Bayesian model assessment for the PISA data are shown in Table 6.

According to DIC and LPML in Table 6, we find that the 4PL model is the best-fitting model compared with the 2PL and 3PL models. The values of DIC and LPML are 10,854.2075 and −5494.4088, respectively. The second best-fitting model is the 3PL model.

### 6.2. Analysis of Item Parameters

The estimated results for the item parameters are shown in Table 7, from which we find that the expected a posteriori (EAP) estimations of the 11 item discrimination parameters are greater than one. This indicates that these items can distinguish the differences between abilities well. The five items with the lowest discrimination are items 16 (CR101Q05S), 10 (CR245Q01S), 12 (CR101Q01S), 2 (CR083Q02S), and 5 (DR442Q02C) in turn.

The EAP estimates of the discrimination parameters for these five items are 0.6681, 0.6792, 0.7348, 0.8083, and 0.8901. In addition, the EAP estimates of seven of the difficulty parameters are less than zero, which indicates that these seven items are easier than the other nine items. The five most difficult items are items 8 (DR442Q06C), 7 (DR442Q05C), 9 (CR442Q07S), 12 (CR101Q01S), and 16 (CR101Q05S) in turn. The EAP estimates of the difficulty parameters for these five items are 1.2528, 1.2203, 1.0804, 0.4521, and 0.3102. The corresponding correct rates in Table 5 for these five items are 23.1, 25.7, 28.5, 43.63 and 48.7%, respectively. The most difficult five items have low correct rates, which is consistent with our intuition. The EAP estimates of the guessing parameters for the 16 items range from 0.0737 to 0.1840. The five items with the highest guessing parameters are items 2 (CR083Q02S), 5 (DR442Q02C), 13 (CR101Q02S), 15 (CR101Q04S), and 3 (CR083Q03S) in turn. The EAP estimates of the guessing parameters for these five items are 0.1840, 0.1791, 0.1790, 0.1673, and 0.3102. We find that the five items with high guessing parameters also have high correct rates. The corresponding correct rates for these five items are 83.6, 80.1, 87.6, 80.1, and 75.2%. This shows that these five items are more likely to be guessed correctly than the other 11 items. In addition, the five easiest slipping items are items 8 (DR442Q06C), 7 (DR442Q05C), 9 (CR442Q07S), 12 (CR101Q01S), and 16 (CR101Q05S) in turn. The EAP estimates of the slipping parameters for these five items are 1.785, 1.619, 1.581, 0.1481, and 0.1431. We find that the more difficult an
that in the ability posterior histogram. The number of examinees with high ability (the estimates are between 0 and 1.2) is more than the number with low correct rate is more than the number with low correct rate. It is once again verified that the results of the estimation are accurate.

### 7. DISCUSSION

In this paper, an efficient Gibbs-slice sampling algorithm in a fully Bayesian framework has been proposed to estimate the 4PL model. This algorithm, as its name suggests, can be conceived of as an extension of the Gibbs algorithm. The sampling process consists of two parts. One part is the Gibbs algorithm, which is used to update the guessing and slipping parameters when non-informative uniform priors are employed for cases that are prototypical of educational and psychopathology items. This part implements sampling by using a conjugate prior and greatly increases efficiency. The other part is the slice sampling algorithm, which samples the 2PL IRT model from the truncated distribution.

### 6.3. Analysis of Person Parameters

The histograms of the posterior estimates of the ability parameters are shown in Figure 5. Most of the estimated abilities of the examinees are near zero. The number of examinees with high ability (the estimates are between 0 and 1.2) is more than the number with low ability (the estimates are between −1.2 and 0). The ability parameter posterior histogram is consistent with the frequency histogram of the correct rate (Figure 4). That is, the trend of change in the correct rate in the histogram is same as that in the ability posterior histogram. The number of examinees with high correct rate is more than the number with low correct rate. It is once again verified that the results of the estimation are accurate.

| TABLE 7 | The estimation results of item parameter for the PISA data. |
|---|---|---|---|
| PARM | EAP | SD | HPDI |
| a1 | 1.0416 | 0.1227 | [0.8215, 1.2866] |
| a2 | 0.8083 | 0.1316 | [0.5715, 1.0665] |
| a3 | 1.1171 | 0.1513 | [0.8327, 1.4101] |
| a4 | 1.1119 | 0.1308 | [0.8813, 1.3996] |
| a5 | 0.8901 | 0.1034 | [0.6847, 1.0933] |
| a6 | 1.2772 | 0.1719 | [0.9642, 1.6355] |
| a7 | 1.3404 | 0.1348 | [1.0800, 1.5839] |
| a8 | 1.1202 | 0.1608 | [0.7827, 1.4713] |
| a9 | 1.2377 | 0.1475 | [0.9338, 1.5149] |
| a10 | 0.6792 | 0.1125 | [0.4780, 0.9079] |
| a11 | 1.0720 | 0.1214 | [0.8432, 1.3184] |
| a12 | 0.7348 | 0.0897 | [0.5528, 0.9036] |
| a13 | 1.1994 | 0.1706 | [0.8882, 1.5513] |
| a14 | 1.0083 | 0.1219 | [0.7666, 1.2336] |
| a15 | 1.2047 | 0.1707 | [0.8618, 1.5329] |
| a16 | 0.6681 | 0.0924 | [0.4999, 0.8482] |
| b1 | 0.1939 | 0.0615 | [0.0861, 0.3222] |
| b2 | −0.8496 | 0.0815 | [−0.9936, −0.6793] |
| b3 | −0.5071 | 0.0625 | [−0.6214, −0.3699] |
| b4 | −0.1947 | 0.0653 | [−0.3030, −0.0876] |
| b5 | −0.6969 | 0.0623 | [−0.8230, −0.5741] |
| b6 | −0.5966 | 0.0700 | [−0.7525, −0.4675] |
| b7 | 1.2203 | 0.0778 | [1.0635, 1.3738] |
| b8 | 1.2528 | 0.0966 | [1.0313, 1.4246] |
| b9 | 1.0804 | 0.0819 | [0.9117, 1.2155] |
| b10 | 0.1669 | 0.0640 | [0.0423, 0.2832] |
| b11 | 0.0258 | 0.0512 | [−0.0617, 0.1330] |
| b12 | 0.4521 | 0.0548 | [0.3448, 0.5506] |
| b13 | −1.1843 | 0.0841 | [−1.3510, −1.0305] |
| b14 | 0.0985 | 0.0525 | [0.0029, 0.2053] |
| b15 | −0.7719 | 0.0667 | [−0.9095, −0.6543] |
| b16 | 0.3102 | 0.0584 | [0.2012, 0.4321] |

**EAP** denotes the expected value, **SD** denotes the standard deviation, and **HPDI** denotes the highest probability density interval.
full conditional posterior distribution by introducing auxiliary variables. The motivations for the slice sampling algorithm are manifold. First, this algorithm has the advantage of flexibility in the choice of prior distribution to obtain samples from the full conditional posterior distributions, rather than being restricted to using the conjugate distributions as in the Gibbs sampling process, which is also limited to the normal ogive framework. This allows the use of informative priors, non-informative priors, and inappropriate priors for the item parameters. Second, the Metropolis–Hastings algorithm depends on the proposal distributions and variances (tuning parameters) and is sensitive to step size. If the step size is too small, the chain will take longer to traverse the target density. If the step size is too large, there will be inefficiencies due to a high rejection rate. However, the slice sampling algorithm can automatically tune the step size to match the local shape of the target density and draw samples with acceptance probability equal to one. Thus, it is easier and more efficient to implement.

However, the computational burden of the Gibbs-slice sampling algorithm becomes intensive, especially when a large numbers of examinees or items are considered, or a large MCMC sample size is used. Therefore, it is desirable to develop a standalone R package associated with C++ or Fortran software for more a extensive large-scale assessment program. In fact, the new algorithm based on auxiliary variables can be extended to estimate some more complex item response and response time models, for example, the graded response model or the Weibull response time model. Only DIC and LPML have been considered in this study, but other Bayesian model selection criteria such as marginal likelihoods may also be potentially useful to compare different IRT models. These extensions are beyond the scope of this paper but are currently under further investigation.
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