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Abstract

Technological development aims to produce generations of increasingly efficient robots able to perform complex tasks. This requires considerable efforts, from the scientific community, to find new algorithms that solve computer vision problems, such as object recognition. The diffusion of RGB-D cameras directed the study towards the research of new architectures able to exploit the RGB and Depth information. The project that is developed in this thesis concerns the realization of a new end-to-end architecture for the recognition of RGB-D objects called Recurrent Convolutional Fusion (RCFusion). Our method generates compact and highly discriminative multi-modal features by combining complementary RGB and depth information representing different levels of abstraction. We evaluate our method on standard object recognition datasets, RGB-D Object Dataset and JHUIT-50. The experiments performed show that our method outperforms the existing approaches and establishes new state-of-the-art results for both datasets.
This thesis is extracted from the following article [1].
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Chapter 1

Introduction

Technological progress allowed to create robots with increasingly complex capabilities, thanks to improvements both from a hardware and software point of view. These innovations have a strong impact on human life, bringing changes in the world of work, in the life of home or in entertainment. Figure 1.1 shows several robots that are already present in human life and are able to perform simple tasks without the intervention of a user. When aiming for more complex and unconstrained tasks, the ability to recognize a large variety of objects becomes a fundamental requirement for a robot operating in human environment. One of the visual tasks that a robot must be able to solve, in order to perform high level tasks, is the object recognition. With this term we indicate the ability to know how to find and identify the instance of an object, within an image or video.

Figure 1.1: Examples of robots that are present in human life [2], [3], [4]
Despite achieving great results with standard RGB images, performing object recognition with this type of data has intrinsic limitations. In fact, the projection of the three-dimensional world into a two-dimensional image plane causes a loss of depth information. The diffusion of low-cost RGB-D cameras allowed to add, at the RGB image, the information on the distance from the scene to the camera. It is possible to obtain better performances, using the information on the color, texture and appearance of the RGB image and the geometric information, obtained from the depth image.

The introduction of Convolutional Neural Networks (CNNs) produced considerable progress in various areas of artificial intelligence research, becoming quickly the dominant tool in computer vision. CNNs allowed the achievement of new state-of-the-art results for a large variety of tasks, such as human pose estimation [5], semantic segmentation [6] and image super-resolution [7]. Research in RGB-D object recognition followed the same trend, with numerous algorithms (e.g. [8, 9, 10, 11, 12, 13]) exploiting features learned from CNNs instead of the traditional hand-crafted features. The basic idea is to use CNNs as features extractor for both modalities. It is proven that the use of this type of networks allows to obtain remarkable performances when trained with very large datasets [14]. The lack of a data set of such dimensions introduced a limit, not allowing to exploit the data depth with the same architectures of the RGB data.

The scientific community has developed an approach that avoids this limitation. The idea is to colorize depth images in order to exploit CNNs pre-trained on RGB images. Compared to the considerable efforts to find increasingly effective colorization methods, strategies to extract and combine the characteristics of the two modalities are neglected. In fact, several methods simply rely on a trivial concatenation of the features extracted from a specific layer of the two CNNs that are then fed to a classifier. We believe that this approach does not allow to fully exploit the potential of CNNs because (a) it is based on the assumption that the selected layer always represents the best abstraction level to combine RGB and depth information and (b) no explicit mechanism ensures that the diverse characteristics of the two modalities are properly exploited.

The project that is developed in this thesis concerns the realization of a new end-to-end architecture for the recognition of RGB-D objects called **RCFusion**. Our method extracts features from multiple hidden layers of the CNNs for RGB and depth, respectively, and combines them through a recurrent neural network (RNN), as shown in figure [12]. In addition, we formulate a loss function to promote orthogonality between corresponding RGB and depth features, assisting the
two streams in learning complementary information. In order to show the innovative aspects of this new architecture, we present different experiments with different modalities. With a first set of experiments, we show that the combination of complementary features representing different levels of abstraction, produces a highly discriminative description of the RGB-D data. We evaluate our method on standard object recognition benchmarks, RGB-D Object Dataset [15] and JHUIT-50 [16], and we compare the results with the best performing methods in the literature. The experimental results show that our method outperforms the existing approaches and establishes new state-of-the-art results for both datasets.

In the remaining part of the thesis we show other approaches found in the literature that solve the same problem of object recognition (chapter 2), highlighting the points in common and not with our network. In chapter 3 we provide the basic concepts that are related to the Neural Networks, Convolutional Neural Networks (CNN)s and at the end Recurrent Neural Network (RNN)s, in order to have a basic knowledge that allows a better understanding the work performed. A description of our method is given in chapter 4 thus providing an overview of the structure. Then, in chapter 5 we provide details related to implementation. In the last two chapters, 6 and 7 we show and discuss the results obtained from
the network and finally, summarize the fundamental points of this work, with its possible future developments.
Chapter 2

Related Works

Object recognition is one of the main problems in computer vision and important for making robots useful in home environments. The introduction of RGB-D cameras made it possible to record color and depth images. The development of this type of sensors directed research towards new methods and approaches to manage and exploit this new information. Among the countless computer vision tasks that can benefit from the additional geometric information (e.g. [17], [18], [19]), the RGB-D object recognition task plays a fundamental role since it acts as a proxy for higher level tasks.

Classical approaches for RGB-D object recognition (e.g. [20], [15]) used a combination of different hand-crafted feature descriptors, such as SIFT [21], textons [22], and depth edges, on the two modalities (RGB and depth) to perform object matching. More recently, several methods have exploited shallow learning techniques to generate features from RGB-D data in an unsupervised learning framework [23], [24], [25]. These methods rely on algorithms such as hierarchical matching pursuit [24], k-means clustering [26] and RNNs [27] to progressively build higher level features in an unsupervised fashion.

The introduction of deep learning has had a strong impact on research, leading to an increase in results in the field of object recognition. The use of CNNs as features extractors has proven to be more efficient than other methods [28], [29]. They are able to learn filters with different levels of abstraction ranging from simpler elements such as lines or angles (in the initial parts of the network) to more complex objects (in the deeper layers). This happens when these networks are trained (in a supervised way) with large datasets. While largescale datasets of RGB images, such as ImageNet [30], allowed the generation of powerful CNN-based models for RGB feature extraction, the lack of a depth counterpart posed the problem of how to extract features from depth images.
An idea to avoid this problem is to color the depth images in order to exploit the CNN pre-trained with RGB data. Gupta et al. \cite{17} proposed a kind of colorization called HHA. At each pixel of the depth image is applied a transformation that maps the image in three channels, representing horizontal disparity, height above the ground and the angle the pixel’s local surface normal makes with the inferred gravity direction. This approach encodes properties of geocentric pose that emphasize complementary discontinuities in the image (depth, surface normal and height). Eitel et al. \cite{8} used in their project, in addition to HHA, also a simpler type of coloring called colorjet. It consists in mapping the lowest depth values in blue, the higher values in red and the intermediate values accordingly. Demonstrating how this type of colorization can provide an inexpensive yet effective colorization. Bo et al. \cite{31} uses a type of colorization, that exploits surface normal, adding an image processing that aims to reconstruct the missing data of the image before coloring it. After the processing, they calculated the normal vector to the surface for each pixel and used the values of the x, y and z components as the three channels of the image. This approach produced slightly better results than the previous two methods. Carlucci et al. \cite{11} propose a different approach. They developed a network, based on the residual paradigm, which learns how to color images depth. Producing results that are visually better and at the same time competitive with other methods.

Other methods try to manage the problem in a different ways. Instead of using a colorization method, Li et al. \cite{12} generated the depth features using a modified version of HONV \cite{32} encoded as Fisher vector \cite{33}. Carlucci et al. \cite{10} generated artificial depth data using 3D CAD models to train a CNN that extracts features from raw depth images.

The aforementioned methods focused on effectively extracting features from the depth data and used trivial strategies to combine the two modalities for the final prediction. Very few works prioritized this latter aspect. Wang et al. \cite{13} alternatively maximize the discriminative characteristics of each modality and the correlation between the final features of RGB and depth data. Wang et al. \cite{34} generate a multi-modal feature that explicitly separates the individual and correlated information of RGB and depth data that are then used to predict the final label through adaptive weight softmax regression. Both these methods optimize the fusion of the RGB and depth modality on features extracted from one layer of the CNNs selected a priori. The focus of this work is on the synthesis of multi-modal features from RGB-D data rather than the depth processing. In fact, for the depth processing part, we adopt the well known colorization method.
based on surface normals, since it has been proved to be effective and robust across tasks \cite{31,34,9}.

Differently from existing works, our method does not rely on features extracted from one specific layer of a CNN, but combines features extracted from multiple layers to generate the final multi-modal representation. In addition, our model can be trained in all together, without the need of optimizing in multiple stages.
Chapter 3

Background

In this chapter, we introduce the technical foundation of our work. We provide the basic concepts that are related to the Neural Networks, Convolutional Neural Networks (CNNs) and at the end Recurrent Neural Networks (RNNs), in order to have a basic knowledge that allows a better understanding of the project performed in this thesis.

3.1 Neural Networks

Neural networks are models of machine learning, which try to imitate the biological brain in structure and functioning. They are made of a number of basic computational elements, called neurons, interconnected with each other and grouped in order to divide the structure into layers. Each neuron contains a function, called activation function. It consists of a threshold or limitation function that makes sure that only signals with values compatible with the threshold or the imposed limit can propagate to the next neuron or neurons. Typically, the activation function is a nonlinear function, it is usually a step function, a sigmoid or a logistic function.

\[ y = f(\sum_i w_i x_i + b) \] (3.1)

As we can see from the formula, the output is dependent on the input \( x_i \) which represents the input fed to the network, in the case of the first layer or the output of a previous layer. \( f \) represents the activation function and the other parameters \( w_i \) and \( b \) are respectively the weights assigned to each input and a bias term that is added at the end. These are the values that each neuron stores and learns during training. For simplicity we indicate the set of parameters to be trained
with capital letters $\mathbf{W}$ and $\mathbf{B}$. As you can see from the figure the network is divided into layers and each layer is formed by different neurons. The neurons of a layer are all connected with the neurons of the previous and following layers. It is necessary to keep in mind that with increasing network depth (ie adding hidden layers) the number of parameters to be trained increases considerably.

![Diagram of a neural network with three hidden layers and multiple outputs.](image.png)

Figure 3.1: Diagram of a neural network with three hidden layers and multiple outputs.

### 3.1.1 Training

The term ”learning” refers to the policy used to update the weights of the neural network in order to reduce the difference between the output produced by the network and the desired output.

A first phase is called **forward propagation**, in this phase the input crosses the entire network from the input layer to the output one. Before the input flows through the network for the first time the weights of each neuron have been randomized initialized with values close to zero. Through a loss function we evaluate how far the output produced by the desired one is. After calculating the loss value, another phase begins, which takes the name of **back-propagation**. In this phase the error is propagated backwards (in the opposite direction with respect to the previous phase). Subsequently the weights of each neuron of the network are updated following a specific policy, and then start again with the first phase. The most used policy for updating weights is called **gradient-descent**. The second phase starts from the last level of the network. For each neuron an error term is calculated that provides a measure of how much that neuron is responsible for the error in the network output. The following error terms are
then used to calculate the gradients of the cost function $C$, which usually occurs in this form:

$$C(W, b, x^{(i)}, y^{(i)}) = \frac{1}{2} \|f_{W,b}(x^{(i)}) - y^{(i)}\|$$  \hspace{1cm} (3.2)

with respect to $W$ and $b$. Recall that $x$ represents the input of the network and $y$ the desired output. The neuron weights are updated with a single gradient-descent iteration with the following update rules:

$$W_{l,i,j} = W_{l,i,j} - \alpha \frac{\partial}{\partial W_{l,i,j}} C(W, b)$$  \hspace{1cm} (3.3)

$$b_{i}^{(l)} = b_{i}^{(l)} - \alpha \frac{\partial}{\partial b_{i}^{(l)}} C(W, b)$$  \hspace{1cm} (3.4)

The $\alpha$ parameter in the formula is used to specify the degree of learning (update), with respect to the parameters $W$ and $b$ and takes the name of the learning rate. Usually this term is variable and generally decreases as training progresses. In this way, the network is able to perform larger steps in the direction of the gradient at the beginning of the training, when it is generally far from the minimum value. The entities of the updates are reduced when it begins to get close to it, so as to facilitate the convergence and avoid unwanted divergences. A possible negative scenario deriving from the use of this technique occurs when the search for the minimum remains blocked at a local minimum, prohibiting the network to achieve the expected result.

### 3.1.2 Stochastic Gradient Descent (SGD)

The variations of the gradient descent algorithm may be different, which differ in the amount of data processed by the network for the calculation of the gradient, before updating the parameters. A first variation calculates the gradient only after processing the entire dataset and is called Vanilla Gradient Descent or Batch Gradient Descent. It is proven that it is more efficient to compute the gradient after processing of a small amounts of data (batch) at a time [35]. The amount of data that is processed before upgrading to network weights is called Batch size. We will see how it plays an important role among the parameters that influence the training and performance of the network. Generally the batch selection happens randomly, hence the name Stochastic Gradient Descent (SGD). The choice of batch sizes smaller than the whole dataset is
sometimes obligatory, because often the dataset’s dimensions are such that they can not be loaded into memory. Even the opposite choice, batch size too small for example equal to 1, is not a good choice. It would lead to a reduction of the risk to remain blocked in a local minimum but also an increase of the risk of divergence or non-convergence. As a consequence, intermediate values are usually chosen, typically in the range [32, 256]. Regardless of the size of the selected batch, every time that all \( n \) observations of the dataset are processed by the network it is said that an epoch is completed; in the case of Vanilla Gradient Descent, the batch size is \( n \), then at each iteration corresponds to an epoch.

The gradient descent algorithm can be modified to improve its performance, trying to avoid some problems (such as the local minimum). Near the areas where the surface has a much more pronounced curvature in one direction than the other, the algorithm presents some difficulties. In this scenario, in fact, the algorithm is led to oscillate along the steepest slide, thus slowing the convergence towards the optimal local minimum. Momentum is a method that helps to accelerate the descent of the gradient towards the correct direction, dampening the effect induced by the oscillations. This result is obtained by adding a fraction \( y \) of the previous update vector to the current update term. Typically, values of \( y \) are used around 0.9. In the training of models with many parameters, such as neural networks, it is necessary to use regularization forms in the estimation phase, if you do not want to have overfitting problems. A form of regularization that is often used is the dropout. With this technique some neurons are left out during the estimation phase, this happens in a completely random way. We define \( \varphi \) as the probability with which the nodes of the network between the various layers are ”switched off”. This probability can also have different values between various layers of the network (typically higher values are used in the denser and/or final layers, leaving the input layer intact). The application of the dropout therefore produces at each iteration a different reduced network of the starting model, composed of those nodes that have survived the (temporary) elimination process.

Figure 3.2: (a) Stochastic Gradient Descent without momentum (b) Stochastic Gradient Descent with momentum [35].
As a result, a combination of models is created that produces, in most cases, a performance improvement and a reduction in generalization error. Obviously in the testing phase, a single complete neural network is used, whose weights are the scaled versions of the previously calculated weights: if a neuron had a probability \( \varphi \) to be eliminated from the model during the estimation phase, then its weights will be multiplied by \( \varphi \).

### 3.2 Convolutional Neural Networks (CNNs)

The Convolutional Neural Networks are networks in which the connection between neurons pattern are inspired by the structure of the visual cortex in the animal world, for convenience are often called by their acronym CNN. The single neurons present in this part of the brain respond to precise stimuli in a narrow region of the observation, called receptive field. The receptive fields of different neurons are partially overlapped so that they cover the entire field of view altogether. The response of a single neuron to stimuli taking place in its receptive field can be mathematically approximated by a convolution operation. In this type of networks the neurons in the layers are organized in width, height and depth, like in figure 3.4.

There is a major difference with the neural networks described above. In CNNs, the neurons of a layer are connected only to a small region of the previous layer, rather than to all the neurons. This goes to solve the problem with the scalability that the fully connected architectures have. A classical neural network that implements convolution operations in at least one of its layers is called Convolutional. The layers composed of convolution operations take the name of Convolutional...
Layers, but are not the only layers that compose a CNN: the typical architecture provides for the alternation of Convolutional Layers, Pooling Layers and Fully Connected Layers.

### 3.2.1 Convolution operation

As previously mentioned in the convolution networks each neuron is connected only to a local region of the input volume. The spatial extension of this connectivity is a hyper-parameter called the receptive field of the neuron (it is equivalent to the size of the filter). The extension of the connectivity along the depth axis is always equal to the depth of the input volume. It is important to emphasize again this asymmetry in the way we treat the spatial dimensions (width and height) and the depth dimension. There are three parameters that control the size of the output volume: depth, stride and zero padding.

The depth of the output volume is a hyper-parameter that substantially controls the number of neurons in the convolutional layers that are connected to the same input local region. In particular, a set of neurons of this type is called, for obvious reasons, depth column. It corresponds to the number of filters that are used, each of which is learning to look for something different in the input.

The Stride is the step in which the filter translates on the input. A stride of 1 means that there will be a depth column of neurons each one spatial unit of distance from the local area of application of another depth column. This could lead to an intense overlapping of the regions and also to a considerable increase in the volume of output. The use instead of a major stride can lead to a reduction of overlapping between the regions and therefore to spatially smaller volumes. Of course all this always depends on the size of each local region, that is the receptive field (the stride rarely assumes greater values than 2). While the filter flows along the input, the values of the scalar product between the selected data portion and
the filter weights are added together. What we get is called the **features map**. This will produce smaller volumes of output spatially. It is often convenient to fill the input volume with zero around the edge. The size of this zero padding is a hyper-parameter. The formula that binds the values of dimensions of the input, the receptive field and the stride is:

\[
\frac{W - F + 2P}{S} + 1
\]

where:

- W is the width of the input,
- F is the dimension of the receptive field,

![Figure 3.5: Convolution operation of two different filters (W0 and W1) of dimension 3x3x3 on a 7x7x3 input volume](image)

(fill the input volume with zero around the edge. The size of this zero padding is a hyper-parameter. The formula that binds the values of dimensions of the input, the receptive field and the stride is:)

\[
\frac{W - F + 2P}{S} + 1
\]

where:

- W is the width of the input,
- F is the dimension of the receptive field,
• P is the zero-padding parameter,
• S is the stride parameter.

This formula returns the value of the width as a result. To obtain the height value, it is sufficient to replace the W value of the width with the height relative to the input. The interesting feature of padding zero is that it allows us to control the spatial size of the output volumes, allowing us to preserve exactly the spatial dimension of the input volume so that the input and output width and height are the same.

3.2.2 Sharing parameters

To reduce the number of parameters a reasonable assumption is made: if a given feature is useful in a position (x1, y1) then it is also useful in another position (x2, y2). From a more practical point of view, let’s call depth slice a single two-dimensional ”section” along the depth axis of the output volume (for example a volume X x Y x Z has Z depth slice of X x Y dimensions). All neurons in each depth slice use the same weight and bias. Specifically, during the backward propagation phase each neuron will calculate the gradient of its weight, but these gradients will be added through each depth slice and will update only a single set of weight for each depth slice. It is usual to refer to the weight sets with the term filters or, more commonly, kernels and with each of them a convolution operation is performed with the input. The result of this convolution is an activation map. The assumption made with the technique of sharing the parameters is relatively reasonable: if the identification, for example, of a horizontal line is important in a certain location of the image, it should theoretically be important also in any other location of the image. It is therefore not necessary to learn again to identify a horizontal line in each of the different locations of the volume of output.

The capacity of a CNN can vary depending on the number of layers it has. A CNN can have multiple layers of the same type. In a few cases, for example, there is only one convolutional layer, unless the network in question is extremely simple. Usually a CNN has a series of convolutional layers: the first of these are used to obtain low-level features, such as horizontal or vertical lines, angles, various contours, etc. Continuing into the network, going towards the output layer, the features become high-level, in other words they represent more complex figures such as faces, specific objects, a scene, etc. Basically therefore, more convolutional layers have a network and more detailed features it can process.
3.2.3 Pooling Layer

Another type of layer indispensable in a CNN is the pooling layer. These layers are periodically inserted within a network to reduce the spatial size (width and height) of the current representations, this allows to reduce the number of parameters, the computational time of the network and also keeps under control overfitting. A pooling layer operates on each depth slice of the input volume independently, going to resize it spatially. For resizing, a simple function is used, such as a MAX or AVE operation (the maximum or average of a given set of elements).

The pooling layers have some settable parameters:

- the F side of the spatial extension of the square selection that will be considered, from time to time, on the input in each of its depth slices,
- the stride parameter S.

You can see a certain similarity with the parameters of a convolutional layer: this is because also here there is a kind of receptive field that is moved from time to time, with a step specified by the stride parameter, on each depth slice of the input volume. Actually, besides this, the situation in this case is completely different, since here there is no convolution operation. However, just as in a convolutional layer, also here there is a relationship between the parameters of the spatial extension F and the stride S (no zero-padding), since it is still necessary to cover the entire area of each depth slice. The relation is in fact very similar to the one observed previously: considering the width W of an input volume, the output volume of a pooling layer will have width

$$\frac{W - F}{S} + 1$$  \hspace{1cm} (3.6)

A pooling layer has some settable parameters, but it does not have any trainable parameters, unlike a convolutional layer: in fact, once the parameters have been set, a fixed function is applied. For this reason, a pooling layer performs its tasks only in the forward propagation phases, while in the backward propagation phases it is limited to propagating the errors.
Figure 3.6: Effects of a general pooling operation \[37\].

### 3.2.4 Rectified Linear Units (ReLU)

First of all, ReLU is the abbreviation of Rectified Linear Units. This type of layer is very common in a CNN and is used several times within the same network, very often after each convolutional layer. Its main function is to increase the non-linearity property of the activation function without going to modify the receptive
fields of a convolutional layer. A function very suitable for this purpose is

\[ f(x) = \max(0, x) \]  

(3.7)

However, you can specify other layer types with the same purpose but which use different functions. The ReLU layers allow you to train a network very quickly, this explains why they are very used. As you can guess, this type of layer has no parameter that can be set or train, simply a fixed function is performed. Layers not trainable parameters, as we have seen, we have a backward propagation simpler: the calculated errors are retro-propagate until then, coming from the next layer, passing the previous layer.

### 3.2.5 Fully Connected

This type of layer is exactly the same as any of the layers of a classical artificial neural network with fully connected architecture: simply in a Fully Connected layer, each neuron is connected to all the neurons of the previous layer, specifically to their activations. Therefore the activation of a neuron of a FC layer can be calculated with the product between the weight matrix and the input matrix followed by the addition of a bias.

This type of layer, unlike what has been seen so far in CNNs, does not use the local connectivity property: a FC layer is connected to the entire input volume and therefore there will be many connections. The only settable parameter of this type of layer is the number of neurons K that it has. What basically makes a FC layer is to connect its K neurons with all the input volume and to calculate the activation of each of its K neurons. Its output will be a single 1x1xK vector, containing the calculated activations. After using a single FC layer, the input volume, organized in 3 dimensions, becomes a single output vector, in a single dimension, this suggests that after the application of an FC layer, no convolutional layer can be used.

The main function of FC layers in the context of convolutional neural networks is to group the information obtained, expressing it with a single number (the activation of one of its neurons), which will be used in subsequent calculations for the final classification. Usually more than one FC layer is used in series and the last of these will have the parameter K equal to the number of classes present in the dataset. The final K values will be finally fed to the output layer, which, through a specific probabilistic function, will perform the classification. Also in this type of layer there are some trainable parameters (the weight and the
bias) and then in the backward propagation through the usual backpropagation algorithm and with the gradient-descent method they are updated.

### 3.2.6 Residual networks

The research community is making a lot of effort to develop innovative deep architectures. We can see how the levels of the networks increase, starting from AlexNet [38] a CNN architecture formed by 5 convolutional levels passing VGG [39] and GoogleNet [40] which have respectively 19 and 22 levels. However, increasing depth always leads to problems. Too deep networks are difficult to train because of the known problem of the vanishing of gradient. Because it is propagated back to the previous levels and repeated multiplications can make the gradient infinitely small. As a result, as the network goes deeper, its performance gets saturated or even starts degrading rapidly. There are several ways to handle this problem, add an auxiliary loss in an intermediate level as extra supervision [40], but this does not seem to really solve the problem.

A solution to this problem can be seen in Resnet [14] with the introduction of a new mechanism called **residual block**. The concept on which the residual block is based is to give an input $x$ to the sequence of convolution-ReLU-convolution operations, obtaining a certain $F(x)$, and to add the same $x$ to the result. As a result of this block, we have $H(x) = F(x) + x$. In a traditional feed forward CNN, in practice, it would have instead that $H(x) = F(x)$. Through the concatenation of different blocks of this type, ResNet learns to predict a certain output, not through the learning of a direct transformation from the input data to the output, but through the learning of a certain term $F(x)$. This term is to be added to the input data to arrive at the output minimizing the error, which is called residual error. This approach is called **residual learning**.

Another component that is widely used in ResNet is represented by the levels of **batch normalization** [42], used after each convolution and activation. Batch normalization is an operation that allows to normalize the data present in the mini-batches, and thanks to this it reduces the limitations on the value of the learning rate that typically exists in the training of deep neural networks. It also makes the initialization phase of the weights less complex. All this leads to a considerable reduction in the time required for the network training process. The central idea in the ResNet paper is that, in building a neural network with a high number of levels. The representation of input data should remain as unaltered as possible going deep into the network, in order to preserve information. This architecture won ILSVRC 2015 with an error of 3.6%. To understand the
value of this result, just think that the error generally achieved by a human is around 5-10%, based on his skills and knowledge.

### 3.3 Recurrent Neural Networks

Recurrent networks are a type of artificial neural network designed to process sequential data. With this particular structure we introduce another analogy with the human brain linked to the concept of Memory. The networks presented until now are based on input (and output) independent of each other. However, these networks present difficulties in some tasks that require the network to remember the data processed in the past.

The RNNs with their particular structure are able to memorize in their hidden layers a state vector that implicitly contains information on the history of all the elements of the sequence’s past. We can see this capacity as a sort of network memory.

Another feature of the RNNs is the idea of sharing parameters in different parts of the model. This property makes it possible to extend and apply the model to examples of different forms of data, increasing the ability to generalize the network (thinking of speech recognition in which data can be letters, words or phrases of different sizes). Considering the output of the hidden layers at different times of the sequence as outputs of different neurons of a deep multi-layer neural network, it becomes easy to apply backward propagation to train the network.
However, although the RNNs are powerful dynamic systems, the training phase is often very problematic because the gradient obtained with backward propagation or increases or decreases at any discrete time, so after many moments of time it can become too large or not considerable. Hidden units grouped in node $s$ with value $s_i$ take the input from the neurons of the previous phase. In this way the network can map an input sequence formed by the $x_t$ elements into an output sequence of the $o_t$ elements, where each $o_t$ depends on all the input data $x_{t_0:t}$ at instants prior to $t$ ($t_0 < t$). The same parameters (the matrices $U$, $V$, $W$) are re-used at each next phase.

### 3.3.1 Training of Recurrent Neural Networks

The training of an RNN is very similar to that of a traditional neural network. The backpropagation algorithm is always present but with a small variation. Since the parameters are shared by all the time phases of the network, the gradient of each output depends on the calculations of the current time step and also on the previous time steps. This type of backpropagation is called Backpropagation Through Time (BPTT). The algorithm is applied directly to the computational graph obtained by deploying the sequential branch of the network. In this case, the network can be considered as a multi-layer network of which each layer represents a single cycle of the sequence, having shared weights. The architecture of the RNNs makes them very efficient in solving the tasks in the field of speech and language recognition as the prediction of the next character, or
word, that will be found in a text. Despite the main goals of recurring networks in long-term learning, theoretical and empirical evidence shows that it is difficult to learn by storing much information for very long time sequences. Indeed, the network often focuses on recent information. Data learned at much earlier times may result in errors during training.

The use of the RNN produces a good result in cases where the gap between the relevant information and the context of the sentence is small. However, there are situations that introduce difficulties using the RNNs with the structure presented until now. Suppose the case of the sentence "I grew up in Italy ... I speak a *** sliding", recent information suggests that the right word is probably "Italian", but nothing prevents the word from being another. In this case the gap between relevant information and the point at which the sentence must be completed is very large. The few relevant information, do not forbid the word is another language as "French", "Spanish", etc. In this type of situation the RNNs have poor performance to learn the correct information. The solution to this problem is to increase the size of the network by adding explicit memory.

One type of networks that implement this solution are Long Short-Term Memory networks (LSTM). These networks use special hidden layers formed by units specialized in remembering input for very large time intervals. A special unit called a memory cell acts as an accumulator, as if the network’s neuron was provided with a permeable membrane (gate): it has connections on itself to the next time with a unit weight, so it can copy the real value of the state by accumulating the external signals; this auto-connection is connected to an educated unit to decide when to delete the contents of the memory.

All recurring networks are in the form of a chain of neural network modules that are repeated. In standard recurrent networks the repetition module has a very simple structure, like a single layer with activation function the hyperbolic tangent (tanh), often preferred to other activation functions because the calculation of the gradient is less expensive. The concatenated structure of LSTMs allows instead to have a single layer with multiple interacting neurons following this particular scheme. The state cell is represented by the line in the figure that flows over the whole chain; a few linear operations are applied to them, allowing the information to travel unaltered. The network has the ability to remove or add information to the status cell through the gate structure. These structures are composed of a neural layer with a sigmoidal activation function and a punctual multiplication operation. The output values of this state, between 0 and 1, quantify how much information from the input must be allowed to flow in the
network: a value of 0 means that nothing should pass while the value 1 indicates the total passage of information.

An LSTM has three gates to protect and control the status cell. The first, called forget gate layer, decides which information you want to enter in the network flow; the second, input gate layer, decides which values must be updated, immediately after a hyperbolic tangent layer creates a vector having as elements the new candidate values to be added to the state; finally, the last gate decides which part of the state vector must be returned in output. It has been proven that in many applications LSTMs are more effective than traditional RNNs, especially when they have many layers at each moment of time. These networks achieve good performance in a speech recognition system that acts from the acoustic to the transcription of the character. The gate units of the LSTMs are also used for
encoding and decoding networks which perform the translation task well.
Chapter 4

Recurrent Convolutional Fusion

The structure of the network that we have proposed is illustrated in the figure. It is a multi-modal deep neural network for RGB-D object recognition. Our method acts simultaneously on features extracted from multiple layers and imposes a soft orthogonality constraint to extract complementary information from the two modalities.

Three are the main features of this network:

1. **multi-level feature extraction**: The data RGB and Depth are processed using two CNNs. The architecture of the CNNs used is the same for both modality. We extract the features at different levels of the networks (RGB-Cnn and Depth-Cnn);

2. **feature projection and concatenation**: We apply a transformation through projection blocks at each features. This features are after concatenated in order to create the correspondent RGB-D feature;

3. **recurrent multi-modal fusion** RGB-D features extracted from different levels are sequentially fed to a recurrent network that produces a more descriptive and compact multi-modal feature.

The CNN that we have choice for both modality is Resnet18. The train of the network can be made end-to-end using standard backpropagation algorithms based on stochastic gradient descent. The objective function that we want minimize is composed by two part. The first is the standard classification loss and the second is an orthogonality loss. We describe better and with more details all this parts of the network that we have just mention.
4.1 Multi-level feature extraction

The first novelty of our model is in the extraction of the features at different level. As described above, during image processing, CNNs filters learn features with different levels of abstraction: from simple lines or angles for lower levels, to objects and scenes in higher levels. By observing different methods found in literature it is possible to find a basic idea among them. Most of them exploit the RGB-D data, going to use the output of one of the last layers of the used CNNs, to process respectively the two modality. This is because they are based on the strong assumption that the chosen layer represents the appropriate level of abstraction to combine the two modalities. With our model we want to introduce a “stronger” assumption than the one just described. We want to show that by exploiting also the other levels of abstraction of the features and combining them in an appropriate way it is possible to obtain a highly discriminative RGB-D feature.

Let us denote with \(x_{\text{rgb}} \in X_{\text{rgb}}\) the RGB input images, with \(x_{d} \in X_{d}\) the depth input images and \(y \in Y\) the labels, where \(X_{\text{rgb}}, X_{d}\) and \(Y\) are the RGB/depth input and label space. We further denote with \(f_{\text{rgb}}^{i}\) and \(f_{d}^{i}\) the output of layer \(i\) of RGB-CNN and Depth-CNN, respectively, with \(i = 1, ..., L\) and \(L\) the total number of layers of each CNN. As previously mentioned, the RGB- and Depth-CNN are assumed to have the same architecture. Instead of extracting the features from a layer \(i\), selected a priori, we synthesize the final multi-modal representation from the output of multiple layers.

4.2 Feature projection and concatenation

The features extracted from the rgb and depth parts are called with the same superscripts \(\ast\) to make writing and reading the formulas easier. In general, the features extracted from different levels have different dimensions between them and thus belong to distinct features space \(\mathcal{F}_i\) and \(\mathcal{F}_j\). This means that \(f_{\ast}^{i}\) and \(f_{\ast}^{j}\), with \(i \neq j\). In order to make features coming from different levels of abstraction comparable, we project them into a common space \(\mathcal{F}\), using a projection function \(G(.)\):

\[
p_{\ast}^{i} = G_{\ast}^{i}(f_{\ast}^{i}) \quad \text{s.t.} \quad p_{\ast}^{i} \in \mathcal{F} \quad \forall i.
\]  

The result \(p_{\ast}^{i}\) is the representation of the features \(f_{\ast}^{i}\) in the common space \(\mathcal{F}\). This function \(G(.)\) performs a set of non-linear operations defined by pooling and
convolutional layers. The projected RGB and depth features of each layer \( i \) are then concatenated to form \( p_i = [p_{rgb}^i; p_d^i] \).

### 4.3 Recurrent multi-modal fusion

The set of concatenated features \( \{p_1, \ldots, p_L\} \) are given sequentially in input to the RNN. In order to create a compact multi-modal representation. As the last step the output of the RNN is used, by the softmax classifier, for the final prediction \( \hat{y} \). The choice of a fully connected layer, is usually more straightforward choice, is not possible. This is because we do not want the network parameters to be \( L \) dependent and grow linearly with it. In fact, using the RNN the parameters to be towed are independent of \( L \).

Another reason that led us to choose this type of network is that the unit of memory of the network, if properly trained, incorporates a summary of the most relevant information from the different levels of abstraction.

### 4.4 Loss

During the training of the entire network the weights are updated with the backward propagation algorithm. In this phase we want to minimize the loss function, with respect to the network parameters. This function is described by the following formula:

\[
\mathcal{L} = \mathcal{L}_{\text{cls}} + \mathcal{L}_{\perp}
\]

The first term of equation (4.2) is the classification loss \( \mathcal{L}_{\text{cls}} \) that trains the model to predict the output labels we are ultimately interested in. It is defined as a cross-entropy loss

\[
\mathcal{L}_{\text{cls}} = -\sum_{j=1}^{S} y_j \log \hat{y}_j,
\]

where \( S \) is the number of available training samples. We propose to regularize the training by adding an orthogonality loss \( \mathcal{L}_{\perp} \) that imposes a soft orthogonality constraint between the projected RGB and depth features. Let \( P_{rgb}^i \) and \( P_d^i \) be matrices whose rows are the projected features \( p_{rgb}^i \) and \( p_d^i \). The orthogonality loss \( \mathcal{L}_{\perp} \) is defined as

\[
\mathcal{L}_{\perp} = \sum_{i=1}^{L} \lambda_i \| P_{rgb}^i P_d^i \|_F^2,
\]
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where $\lambda_i$ denotes the magnitude (weight) of the regularization for layer $i$, $\|\cdot\|_F^2$ is the squared Frobenius norm, and the superscript $T$ denotes the transpose operator. The purpose of $L_\perp$ is to minimize the overlapping information carried by the projected features to properly exploit the unique characteristics of the two modalities.
Chapter 5

Implementation details

The objective of this section is to describe more specifically the implementation components of the main parts of the network: RGB-/Depth-CNN, projection blocks and RNN. Showing the simplifications made, the implementation choices and the parameters used, thus allowing a repeatability of the performed experiments. Nonetheless, it is important to keep in mind that the concepts described in section 3 are agnostic to the specific implementation that can be adapted to the task at hand.

5.1 RGB/Depth Convolutional Neural Network

The choice of the neural network was based on a compromise between network efficiency and the number of parameters. Since residual networks have become a standard choice, we deployed ResNet-18, the most compact representation proposed by He et al. [14]. Resnet18, as previously introduced, is a network that uses residual blocks to avoid the problem of the vanishing of gradient. It is structured in 5 residual blocks for a total of 18 convolutional levels. It has about 40,000 parameters. An implementation of the network pre-trained on ImageNet is available here [45].

5.2 Projection blocks

The projection blocks transform a volumetric input into a vector of dimensions \((1 \times pd)\) through two convolutional layers and a global max pooling layer. We designed the block in such a way that the first convolutional layer focuses on exploiting the spatial dimensions, width and height, of the input with \(pd\) filters of size \((7 \times 7)\), while the second convolutional layer exploits its depth with \(pd\)
filters of size (1×1). Finally, the global max pooling computes the maximum of each depth slice. This instantiation of the projection blocks has provided the best performances among those that we tried.

5.3 Recurrent Neural Networks

Keeping in mind that increasing the number of parameters also increase the difficulty of training the network itself. Remembering also that the dimensions of the datasets that we are used are considerably smaller compared to ImageNet. The choice of the best implementation of RNN must be made by making a compromise between capacity and limited number of parameters. The chosen RNN is called the Gated Recurrent Unit (GRU) \[46\]. This network is considered to be a variation of long-short term memory (LSTM) \[27\] and its effectiveness in dealing with long input sequences has been repeatedly shown \[47\]. Despite the two networks perform comparably, GRU requires 25% less parameters than LSTM. In our experiments, we process the sequence of projected vectors with a single GRU layer with a number of memory neurons \(m_n\) that is tweaked on the considered dataset. An implementation of GRU can be found in all the most popular deep learning libraries.
Chapter 6

Experiments

In this section we show the performance of the network using two RGB-D datasets representing objects: RGB-D Object Dataset \[15\] and JHUIT-50 \[16\]. The results of different experiments are reported, with different modality, in order to show the network in various aspects. Based on experimental evidences, we discuss strengths and weaknesses of our method, highlighting the most favourable and most problematic situations for the network. Finally, we compare our method to the state-of-the-art approaches on the object recognition and instance recognition task.

6.1 Setup

All the experiment reported in this section are performed on two popular RGB-D datasets, Washington RGB-D \[15\] and JHUIT-50 \[16\]. Since its introduction, Washington RGB-D dataset has become a reference point for the robotic community and it is the common choice for most of the existing methods in the field of RGB-D recognition. This dataset contains 41,877 RGB-D images capturing 300 objects from 51 categories, spanning from fruit and vegetables to tools and containers. For the evaluation, we follow the standard experimental protocol defined in \[20\], where ten training/test split are defined in such a way that one object instance per class is left out of the training set. The reported results are the average accuracy over the different splits. To show the efficiency of our method we decided to test it with a second dataset, always representing objects. The second dataset, JHUIT-50 \[16\], contains 14,698 RGB-D images capturing 50 common workshop tools, such as clamps and screw drivers. This dataset presents few objects, but very similar to each others. For the evaluation, we follow the standard experimental protocol defined in \[16\], where training data are collected
from fixed viewing angles between the camera and the object while the test data are collected by freely moving the camera around the object. As stated in section 2, we colorize the depth images of both datasets with surface normal encoding and adopt the pre-processing procedure used in [9].

![Example images of RGB images belonging to the two datasets](image)

Figure 6.1: Examples of RGB images belonging to the two datasets [15], [16].

### 6.2 Training

We trained our model using RMSprop optimizer [48]. An implementation of this kind of optimizer can be found in all the most popular deep learning libraries, including TensorFlow [49]. We trained the network with the following parameters: batch size 64, learning rate 0.001, momentum 0.9, weight decay 0.0002 and max norm 4. The weight $\lambda_i$ indicating the influence of the orthogonality loss for layer
i, is set to 0.0001 for lower layers and decreases moving toward the output of the network. Through a grid search we found the best architecture parameters for the projection depth and the memory neurons, respectively $pd = 512$ and $mn = 50$. The weights of the two ResNet-18 used as the RGB- and Depth-CNN are initialized with values obtained by pre-training the networks on ImageNet. Currently we have an average of over five hundred images per node. The rest of the network is initialized with Xavier initialization method \[50\] in a multi-start fashion where the network is initialized multiple times and, after one epoch, only the most promising model continues the training.

The same kind of research is done for JHUIT-50, but the small size of the dataset made the training of the network difficult, producing low values of accuracy. For this reason, we compensate the small training set of about 7,000 images with simple data augmentation techniques: scaling, horizontal and vertical flip, 90 degree rotation. Obtaining a training set 7 times larger than the previous one that allowed us to better train our network, increasing the final performances.

### 6.3 Results

This section reports the results of different experiments to show the capabilities of the network, highlight the innovative aspects and provide a direct comparison with the other existing methods. The first set of experiments aims to show the effects of the assumptions and implementation choices made on the network: we isolate the contribution on the two main components of RCFusion: multi-level feature extraction and orthogonality loss. Then, we provide some hints to understand the behavior of the method by analyzing its performance on specific object categories. Finally the performances of our architecture are compared with other existing methods that we have found in the literature. For sake of compactness, the firsts two set of experiments are performed on the RGB-D Object Dataset, while the benchmark includes also the results on JHUIT-50 to demonstrate the robustness of our method against changes in datasets.

#### 6.3.1 Ablation study

From the results in table 6.1, we can see how the network performances are influenced by the level of abstraction of the features that feed the RNN. We progressively consider features extracted from lower layers of the two ResNet-18. More precisely, we start from the output of the last residual block (output) and go backward until to consider also the first residual block ($res1$). We repeat the
Ablation study

| Loss | res1-5 | res2-5 | res3-5 | res4-5 | res5 only | output |
|------|--------|--------|--------|--------|-----------|--------|
| w/ $\mathcal{L}_\perp$ | 94.0±1.1 | 94.3±1.0 | 94.4±1.4 | 94.0±1.1 | - | - |
| w/o $\mathcal{L}_\perp$ | 93.9±1.3 | 94.2±1.7 | 94.2±1.1 | 94.0±1.4 | 94.0±1.7 | 93.9±1.0 |

Table 6.1: Accuracy (%) of different configurations of our method: $resA - B$ indicates that the features are extracted from residual block $A$ until $B$ of ResNet-18 and output indicates the output of the final residual block; $w/(o) \mathcal{L}_\perp$ indicates that the orthogonality loss is included (or not) in the optimization process.

The same experiments by removing $\mathcal{L}_\perp$ from the loss function. The results in table 6.1 show that the sole inclusion of lower level features can improve the accuracy of the network. We can see as all the configurations of the network, from $res1-5$ to $res5$, achieve a better accuracy respect the 93.9% of the case where consider only the output. When including $\mathcal{L}_\perp$ in the optimization process, the accuracy can further increase, in the case of best performance we arrive to achieve 94.4%. It is worth pointing out that the weight $\lambda_i$ for layers higher than the forth residual block is set to zero, thus motivating the missing values in table 6.1. The two configurations $res2-5$ and $res3-5$ always have higher values than the others. We can infer that the features from a level of abstraction very low, as the first residual block, don’t help the training of the network. At the same time the features of a high level, as $res5$, are not enough for the training of RNN.

6.3.2 Analysis

In this section it is shown a more detailed analysis of the results obtained from the network. Showing the strengths and weaknesses of the network. Trying to identify the conditions where effectively the network succeeds in introducing an improvement over the individual modalities. In order to better understand the performance of RCFusion, we report the per-class accuracy on Washington RGB-D in figure 6.2. The first observation we can make from the graph is that the multi-modal approach either matches or improves over the results on the single modalities for almost all categories. For categories like ”lightbulb”, ”orange” or ”bowl”, where the accuracy on one modality is very low, RCFusion learns to rely on the other modality. There are also situations in which the multi-modal produces a lower result than a single mode, like for ”pear” and ”potato”. This happens in the specific case in which an object class is confused with the same classes in both RGB and depth modalities, This highlights a weakness of the method that will be the subject of future investigations. Instead, when an object
class is confused with distinct classes in the individual modalities, like for "keyboard" and "calculator", the RGB-D modality can perform better. It is possible to see the multimodal’s contribution compared to the single modalities also through observing the t-SNE graph of the final features. It is evident how the RGB-D features of each category are more compact clustered than the single modalities.

6.3.3 Benchmark

We benchmark RCFusion on RGB-D Object Dataset and JHUIT-50 against other methods in the literature. The results in table 6.2 for the individual RGB and depth modality show that ResNet-18 is a good trade-off between limited number of parameters and high accuracy. The accuracy that we have obtained on the RGB modality is second only to [33], where they use a VGG network [39] that introduces considerably more parameters than ResNet-18. For the depth modality, ResNet-18 achieves higher accuracy than all the competing methods. Regarding the final multimodal accuracy, our method clearly outperforms all the competing approaches. It is worth noticing that, when we extract the features only from the output of the last residual layer (RCFusion – output), we achieve a value comparably to the second best method [33]. However, when including lower level features, our method gains a +0.6% over [33]. This highlights, once again, the importance of multi-level feature extraction and orthogonality loss as the main contributions of this work.

Table 6.3 shows the results on JHUIT-50. For the individual modalities, ResNet-
18 shows again a compelling performance. In the multi-modal RGB-D classification, our method clearly outperforms all the competing approaches with a margin of 2% on [11].

In summary, RCFusion establishes new state-of-the-art results on the two most popular datasets for RGB-D object recognition, demonstrating its robustness against changes in the dataset and the task.
### RGB-D Object Dataset

| Method                  | RGB   | Depth | RGB-D  |
|-------------------------|-------|-------|--------|
| LMMMDL [13]             | 74.6±2.9 | 75.5±2.7 | 86.9±2.6 |
| FusionNet               | 84.1±2.7 | 83.8±2.7 | 91.3±1.4 |
| CNN w/ FV [12]          | 90.8±1.6 | 81.8±2.4 | 93.8±0.9 |
| DepthNet [10]           | 88.4±1.8 | 83.8±2.0 | 92.2±1.3 |
| CIMDL [34]              | 87.3±1.6 | 84.2±1.7 | 92.4±1.8 |
| FusionNet enhanced [9]  | 89.5±1.9 | 84.5±2.9 | 93.5±1.1 |
| DECO [11]               | 89.5±1.6 | 84.0±2.3 | 93.6±0.9 |
| RCFusion – output       | 89.6±2.2 | 85.9±2.7 | 93.9±1.0 |
| RCFusion – res3-5       | 89.6±2.2 | 85.9±2.7 | 94.4±1.4 |

Table 6.2: Accuracy (%) of several methods for object recognition on RGB-D Object Dataset [15]. Red: highest result; blue: other considerable results.

### JHUIT-50

| Method                  | RGB | Depth | RGB-D |
|-------------------------|-----|-------|-------|
| DepthNet [10]           | 88.0 | 55.0  | 90.3  |
| FusionNet enhanced [9]  | 94.7 | 56.0  | 95.3  |
| DECO [11]               | 94.7 | 61.8  | 95.7  |
| RCFusion (ours)         | 95.1 | 59.8  | 97.7  |

Table 6.3: Accuracy (%) of several methods for object recognition on JHUIT-50 [16]. Red: highest result; blue: other considerable results.
Chapter 7

Conclusion and future work

In the previous chapters we presented a deep multi-modal network for RGB-D object recognition which takes the name of Recurrent Convolutional Fusion. The network developed in this thesis introduces the innovative assumption that adding lower level features can help generate more discriminative RGB-D features. Our method uses two streams of convolutional networks to extract RGB and depth features from multiple levels of abstraction. These features are then concatenated and sequentially fed to an RNN to obtain a compact RGB-D feature that is used by a softmax classifier for the final classification. An orthogonality loss is also adopted to encourage the two streams to learn complementary information.

To evaluate the performance of our network we used two datasets: RGB-D Object Dataset and JHUIT-50. We have obtained, for both datasets, a result that exceeds the current state of the art. A detailed analysis of the strengths of our approach is performed. Analyzing the disadvantageous cases that the network can not manage and that represent a starting point for future studies.

The project developed in this thesis has as main objective to show the validity of the assumption made at the beginning. Obviously the performances obtained are also dependent on other factors such as the types of network used and type of colorization chosen for the depth. It must be interesting to evaluate the performances using different types of CNNs such as Resnet50, which re-presents a network based on residual blocks as in Resnet18. A possible future development could also be that of using other types of RNN as well: vanilla RNN, LSTM.

From the results shown in the previous paragraphs we observe how, very often, the information extracted from the depth are not as useful as the RGB information. This underlines how the performance of this approach can improve with new techniques, more efficient than surface normal [31]. The choice of surface is made to make the comparison with other methods more fair. We want to un-
derline that the results achieved are mainly due to the innovative assumption at the base of the network. Choosing more efficient methods of colorization could introduce doubts on the effective innovation and validity of this new approach, making the comparison with the other methods not very useful. Once we have verified our original ideas, a possible development could be trying different methods of colorizing the depth, such as Deco [11], and analyzing how performance changes.

Due to their implementation-agnostic nature, the main concepts presented in this work can be adapted to different tasks. In fact, the results obtained on object categorization encourage further research to extend this approach to higher level tasks, such as object detection and semantic segmentation.
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