Optimizing spatial throughput in device-to-device networks
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Abstract—Results are presented for optimizing device-to-device communications in cellular networks, while maintaining spectral efficiency of the base-station-to-device downlink channel. We build upon established and tested stochastic geometry models of signal-to-interference ratio (SIR) in wireless networks based on the Poisson point process, which incorporate random propagation effects such as fading and shadowing. A key result is a simple formula, allowing one to optimize the device-to-device spatial throughput by suitably adjusting the proportion of active devices. These results can lead to further investigation as they can be immediately applied to more sophisticated models such as studying multi-tier network models to address coverage in closed access networks.

Index Terms—Multi-tier networks, optimization, propagation invariance, stochastic equivalence, stable distribution

I. INTRODUCTION

Device-to-device networks are available and emerging technologies that allow direct communication between devices in cellular phone networks, resulting in the need for new algorithms and methods in network resource management [1–3]. Under a network model, we propose an optimization problem for device spatial throughput and then we present its simple solution, which network operators may use to better optimize device-to-device communication in cellular networks. Our approach is based on the information-theoretic concept of signal-to-interference ratio (SIR) in the downlink channel, as well as established and recent results from stochastic geometry models of wireless networks [4]. The model essentially consists of combining a bi-polar model for devices, originally developed for mobile ad hoc wireless networks, with a well-established SIR model for cellular networks [5], with both models being based on the Poisson (point) process.

Researchers have developed wireless network models based on the Poisson process, which serves as the foundation for the clear majority of stochastic geometry network models. Naturally, real-life cellular networks may not statistically resemble actual realizations of a Poisson process. But fortunately this issue can often be circumvented by rigorous mathematical results, which show that to any single observer the network will appear more Poisson-like in terms of received signal strengths, provided there are sufficient random propagation effects such as multi-path fading or randomly varying signal strengths [6, 7]. In other words, a non-Poisson network can appear more Poisson due to the randomness of the individual signals strengths, even if there is some degree of correlation between the random propagation effects such as shadowing [8], and this Poisson-like behavior is generally more likely for the stronger signals in the network [9]. Beyond being mathematically convenient, recent work has demonstrated that Poisson-based models are able to be fitted to real network data from operators, resulting in network models that adequately incorporate randomness, in both a spatial and temporal sense, from deployed cellular networks [10, 11].

It is our aim that the results presented here can be tested and used to better understand and control cellular networks with device-to-device capabilities. Our results focus on the SIR (in the downlink) coverage probabilities of a device connecting to a base station or another device. We present expressions for coverage probability when successive interference cancellation is implemented [12, 4, Section V.B.]. Alternatively, one could consider multi-tier models of heterogeneous networks [13–15] or other device-to-device models [16, 17].

II. NETWORK MODEL

Let \( \Phi = \{X_i\}_i \geq 1 \) and \( \Psi = \{Y_i\}_i \geq 1 \) be two independent homogeneous Poisson point processes with densities \( \lambda_B \) and \( \lambda_D \), which respectively model the locations of base stations and devices in our network model on the plane \( \mathbb{R}^2 \). For every base station \( X_i \in \Phi \), we let \( F_i \) be a positive random variable representing the general propagation effects such as those from multi-path fading, shadowing or other seemingly random phenomena perturbing the base-station-to-device signal. Similarly, for every device \( Y_i \in \Psi \), let \( E_i \) be an exponential random variable with unit mean representing Rayleigh fading experienced by the device-to-device signal. We assume that all these random variables are independent and often drop the subscript when talking about the general case. We further
We assume that each base station and device transmits respectively with constant powers $P_B$ and $P_D$. Finally, to describe the path loss at the origin for a signal originating from a point $x \in \mathbb{R}^2$, we introduce the function

$$\ell(x) = (\kappa |x|)^\beta,$$  \hspace{1cm} (1)

where the constants $\beta > 2$ and $\kappa > 0$.

Under this popular network model, it has been observed a number of times that the signal strengths experience a type of propagation invariance, meaning they only depend on the random propagation effects through one key moment. More specifically, the signal strengths received from either base stations or devices at a given location, considered as a point process on the real line, form a Poisson process, where the intensity measures depend solely on the propagation constants

$$a_B = \frac{\lambda_B \pi E(E^{2/\beta}) P_B^{2/\beta}}{\kappa^2},$$  \hspace{1cm} (2)

and

$$a_D = \frac{\lambda_D \pi E(E^{2/\beta}) P_D^{2/\beta}}{\kappa^2},$$  \hspace{1cm} (3)

respectively describing signals from base stations and devices; see, for example, [4, Lemma 1] for the precise form of the intensity measures. For exponential $E$, the key moment $E(E^{2/\beta}) = \Gamma(1 + 2/\beta)$, where $\Gamma$ is the gamma function. Although we have included terms for the transmitting powers, we can always assume $P_B = 1$ and $P_D = 1$, and then lift this assumption by simply multiplying the propagation constants $a_B$ and $a_D$ respectively by $P_B^{2/\beta}$ and $P_D^{2/\beta}$.

III. Optimization Problem

At any moment in time, we assume there is a proportion $p$ of devices that are active, which means they are transmitting, and a proportion $1 - p$ of devices that are non-active, which means they are potentially receiving signals from base stations or other devices. We further assume that the probability of any device being active or not is independent of all the other devices. This de-centralized approach is equivalent to the simplest Aloha medium access protocol and results in a Poisson process of active devices with density $p\lambda_D$.

To pose our optimization problem, we need, as a constraint, the SIR at a typical non-active device with respect to the base station with interference from all other base stations and active devices, which is a random variable denoted by $\text{SIR}_{\text{B2D}}(p)$, implying that $\text{SIR}_{\text{B2D}}(0)$ is the base station SIR without interference from any active devices. We are also interested in the SIR with respect to a typical active device at distance $r$ with interference from all base stations and other active devices, which is a random variable denoted by $\text{SIR}_{\text{D2D}}(p)$. One possible choice for $r$ would be the average distance between devices, which in our Poisson network is $1/(2\sqrt{\lambda_D})$. Another choice would be the average distance between base stations $1/(2\sqrt{\lambda_B})$. These choices might correspond, respectively, to intra- or extra-cell device-to-device connections.

We let $\tau_D > 0$ be the technology-dependent SIR threshold for the signal reception of (non-active) devices. Finally, we define the device spatial throughput as

$$D(p) := p \lambda D(P(\text{SIR}_{\text{D2D}}(p) > \tau_D)).$$  \hspace{1cm} (4)

We now present our optimization problem:

$$\begin{align*}
\text{maximize} \quad & D(p) \\
\text{subject to} \quad & \inf_{\tau_D \geq 1} P(\text{SIR}_{\text{B2D}}(p) > \tau_B) \geq \delta,
\end{align*}$$  \hspace{1cm} (5)

where $\tau_B > 0$ is the SIR threshold of base-stations-to-device transmission and $\delta (0 \leq \delta \leq 1)$ is a parameter, that we call the degradation factor, which quantifies how much of the base station coverage probability is lost, due to additional interference from devices, when devices are allowed to communicate directly with each other. Note that problem (5) represents an optimization of the spatial throughput of device-to-device communications, while still maintaining the degradation of the distribution of the downlink (base-station-to-device) SIR under control, uniformly in the domain $\tau_B \geq 1$.

Under our network model, the value of $p$ that maximizes the device spatial throughput, thereby solving problem (5), is given by

$$p^* = \min\{1, p_1^*, p_2^*\},$$  \hspace{1cm} (6)

where

$$p_1^* = \frac{\tau_D^{-2/\beta}}{a_D \Gamma(1 - 2/\beta)},$$  \hspace{1cm} (7)

$$p_2^* = \frac{a_B}{a_D} \left( \frac{1}{\delta} - 1 \right).$$  \hspace{1cm} (8)

The probability $p_1^*$ (provided it is not larger than one) gives the unconstrained maximum of the device throughput, while $p_2^*$ corresponds to achieving the degradation constraint. In the next sections we present the SIR framework and results that will yield the above expressions for the maximizing value of $p$, but these sections can be skipped to see the numerical results and discussion in Section V.

More generally, problem (5) can be stated and solved with the downlink SIR control in the domain $\tau_B \geq \tau_{B\text{min}}$, for any fixed $\tau_{B\text{min}} > 0$. However, it has the above remarkably simple solution only in the case of the simple coverage domain $\tau_B \geq \tau_{B\text{min}} = 1$ considered in this short paper.

IV. SIR Framework and Results

We now assume that all devices are active, so $p = 1$. We will later remove this assumption by simply replacing the constant $a_D$ (or the device density $\lambda_D$) with the constant $p a_D$ (or the active device density $p\lambda_D$) in all our expressions.

1Also called spatial density of successful transmissions in [21, Section 16.3]
A. Downlink coverage

Due to stationarity, we can study our model in terms of the downlink SIR at the origin. In a cellular network model one usually defines the SIR in terms of only signals from the base stations, but in our model we include also interference from active devices, which gives a collection of random variables representing the possible SIR values

\[
\left\{ \frac{F_i / \ell(X_i)}{I_D + [I_B - F_i / \ell(X_i)]} : X_i \in \Phi \right\},
\]

where

\[I_B = \sum_{i=1}^{\infty} \left[ F_i / \ell(X_i) \right], \tag{9}\]

is the sum of all the base station signals, which we call the total interference, and \(I_D\) is an independent random variable representing total interference from all the devices.

Without the device interference term \(I_D\), the above collection of SIR random variables, which can also be interpreted as a point process on the positive real-line \(\mathbb{R}^+\), has been the basis for most of the stochastic geometry models of wireless networks. As a point process, it has been studied in detail and is a simple function of a much-studied object in mathematics called a Poisson-Dirichlet process or distribution \([18]\). But for our purposes, the largest value of these random variables is of interest, as it is assumed a device connects to the base station that maximizes its SIR value, which means that we are interested in the tail-distribution of the maximum SIR value

\[P_B(\tau_B) := P \left( \max_i \left\{ \frac{F_i / \ell(X_i)}{I_D + [I_B - F_i / \ell(X_i)]} \right\} > \tau_B \right). \tag{10}\]

The next result can be derived for all \(\tau_B\), but we present it for \(\tau_B \geq 1\), which for \(I_D = 0\) gives a remarkably simple expression for the coverage probability \(P_B\) \([14]\).

**Lemma 1.** For \(\tau_B \geq 1\), the probability of a device connecting to a base station, given there is interference from other base stations and devices, is

\[
P_B(\tau_B) = \frac{2\tau_B^{-2/\beta}}{\Gamma(1 + 2/\beta)} \int_0^{\infty} u^{-2/\beta} \left( 1 - \frac{u}{\tau_B} \right) e^{-u^{\beta}} du, \tag{11}\]

where \(L_{I_B}\) is the Laplace transform of \(I_B\). When there are no active devices, so \(I_D = 0\), the above expression reduces to

\[
\frac{\tau_B^{-2/\beta}}{\Gamma(1 + 2/\beta) \Gamma(1 - 2/\beta)}. \tag{12}\]

**Proof:** We conditioned on the device interference \(I_D = \nu\), then the coverage probability is well-known, for example \([4\), equation (58)], and in the regime \(\tau \geq 1\), it is given by

\[
P_B(\tau_B | I_D = \nu) = \frac{2\tau_B^{-2/\beta}}{\Gamma(1 + 2/\beta)} \int_0^{\infty} u^{-2/\beta} \left( 1 - \frac{u}{\tau_B} \right) e^{-u^{\beta}/2} du.
\]

But then we remove the conditioning by taking the expectation of \(P_B(\tau_B | I_D = \nu)\) with respect to \(I_D\), yielding

\[
P_B(\tau_B) = \frac{2\tau_B^{-2/\beta}}{\Gamma(1 + 2/\beta)} \mathbb{E}_{I_D} \left[ \int_0^{\infty} u^{-2/\beta} \left( 1 - \frac{u}{\tau_B} \right) e^{-u^{\beta}/2} du \right]
\]

\[
= \frac{2\tau_B^{-2/\beta}}{\Gamma(1 + 2/\beta)} \int_0^{\infty} u^{-2/\beta} \left( 1 - \frac{u}{\tau_B} \right) e^{-u^{\beta}/2} du.
\]

But we see that \(\mathbb{E}_{I_D} [ e^{-u^{\beta}/2} ]\) is the Laplace transform of the random variable \(I_D\) with parameter \(a_B^{-1/2} u^{\beta}/2\).

Interestingly, the interference term is simply the probability that the strongest signal belongs to a base station, which can be reasoned via the concept of

**Lemma 2.** The total device interference \(I_D\) has the Laplace transform

\[
L_{I_D}(\xi) = e^{-\xi \Gamma(1-2/\beta) \xi^2}. \tag{14}\]

**Proof:** For exponential \(E\) with mean \(1/\mu\), the Laplace transform of \(I_D\) is well-known (see, for example, \([19\), 2.25])

\[
L_{I_D}(\xi) = e^{-\lambda \xi (\mu \beta)^{2/\beta}} C(\beta), \tag{15}\]

where

\[
C(\beta) = \Gamma(1-2/\beta) \Gamma(1+2/\beta), \tag{16}\]

and where \(\Gamma(1+2/\beta)\) is the \((2/\beta)\)-moment of an exponential random variable with unit mean.

**Proposition 3.** For \(\tau_B \geq 1\), the probability of a device connecting to a base station, given there is interference from other base stations and devices, is

\[
P_B(\tau_B) = \frac{\tau_B^{-2/\beta}}{\Gamma(1 + 2/\beta) + \Gamma(1 - 2/\beta)} \frac{a_B}{a_B + a_D}. \tag{17}\]

**Proof:** Given the independence between \(I_B\) and \(I_D\), we substitute the Laplace transform \([14]\) into equation \((11)\), and evaluate the resulting integral

\[
\frac{1}{\Gamma(1-2/\beta) + \Gamma(1+2/\beta)} \int_0^{\infty} u^{-2/\beta} du
\]

\[
= \frac{a_B}{a_B + a_D} \frac{1}{\Gamma(1-2/\beta) + \Gamma(1+2/\beta)} \int_0^{\infty} u^{-2/\beta} du,
\]

which completes the proof.

**Remark 4.** The coverage probability expression \((17)\) can also be derived from previous results in the setting of multi-tier networks, such as \([14\), Corollary 3]. Furthermore, this probability expression has an intuitive interpretation. The ratio \(a_B/(a_B + a_D)\) is simply the probability that the strongest signal belongs to a base station, which can be reasoned via the concept of
equivalent networks [4, Remark 17]. This probability is then multiplied by the coverage probability of the network with both interference from base stations and devices. We could repeat this step by introducing another Poisson process of interfering signals with path loss model $\ell$ and propagation constant, say, $a_1$, and replacing the aforementioned ratio with $a_B/(a_B + a_D + a_1).

B. Device-to-device coverage

We now consider the SIR with respect to a typical device, assuming that a (hypothetical or virtual) receiver is within a distance $r$ to it. Without loss of generality, we can assume that this receiver is located at the origin and the typical device, denoted by $Y_0$, located at the distance $r$ from the origin and independent of the Poisson process of other devices. The interference received at the origin comes from these other devices, as well as all base stations. As in the previous section, we denote them respectively by $I_D$ and $I_B$. The Rayleigh fading assumption between the origin and $Y_0$ is represented by an exponential variable $E$ with unit mean. The SIR with respect to the typical device is then represented by the random variable

$$E/\ell(r) / I_B + I_D,$$

and we define the corresponding we define the coverage probability

$$P_D(\tau_D) := P\left[ \frac{E/\ell(r)}{I_B + I_D} > \tau_D \right].$$

Proposition 5. The probability of the typical device connecting to a receiver at location $r$ is equal to

$$P_D(\tau_D) = e^{-(a_B + a_D)r^2}\Gamma(1-2/\beta)\tau_D^{2/\beta}.$$  (20)

Proof: The independence of $I_B$ and $I_D$ and exponential variable $E$ gives

$$P\left[ \frac{E/\ell(r)}{I_B + I_D} > \tau_D \right] = P\left[ E > \ell(r)\tau_D(I_B + I_D) \right]$$

$$= \mathcal{L}_E \left[ \ell(r)\tau_D \right] \mathcal{L}_{I_B} \left[ \ell(r)\tau_D \right]$$

$$= e^{-(a_B + a_D)r^2}\Gamma(1-2/\beta)\tau_D^{2/\beta}e^{-(a_B + a_D)r^2}\Gamma(1-2/\beta)\tau_D^{2/\beta},$$

where we have used (14) for the Laplace transform of $I_D$.

C. Maximizing device spatial throughput

We now lift our $p = 1$ assumption, by replacing $a_D$ with $p a_D$, and write $P_B(\tau_B, p)$ and $P_D(\tau_D, p)$ to denote the coverage probabilities (17) and (19). We wish to maximize the spatial throughput $D(p) = p\lambda_D P_D(\tau_D, p)$ by varying $p$, while ensuring the probability of a typical non-active device connecting to a base station corresponds to a certain degradation factor $0 \leq \delta < 1$. In other words, we seek

$$p^* = \arg\max_p[p\lambda_D P_D(\tau_D, p)]$$

with the constraint that for all $\tau_B \geq 1$

$$P_B(\tau_B, p) \geq \delta P_B(\tau_B, 0).$$  (22)

We now restate our results from Section III more formally.

Theorem 6. For our device-to-device communication model, the device spatial throughput $p\lambda_D P(\tau_D, p)$ with constraint (22) satisfied for all $\tau_B \geq 1$ maximized by the value of $p$ by $p^* = \min\{1, p_1^*, p_2^*\}$, where $p_1^*$ and $p_2^*$ are respectively given by equations (23) and (24). The device spatial throughput then takes one of three values

$$D(1) = \lambda_D e^{-(a_B + a_D)r^2}\Gamma(1-2/\beta)\tau_D^{2/\beta}$$

$$D(p_1^*) = \frac{\lambda_D e^{-(a_B/a_D)1^2}\Gamma(1-2/\beta)\tau_D^{2/\beta}}{a_Dr^2\Gamma(1-2/\beta)\tau_D^{2/\beta}}$$

$$D(p_2^*) = \frac{\lambda_D e^{-(a_B/a_D)1^2}\Gamma(1-2/\beta)\tau_D^{2/\beta}}{a_Dr^2\Gamma(1-2/\beta)\tau_D^{2/\beta}}$$

respectively.

Proof: We find the (unconstrained) maximum of the device spatial throughput by differentiating

$$p\lambda_D P_D(\tau_D, p) = p\lambda_D e^{-(a_B + a_D)r^2}\Gamma(1-2/\beta)\tau_D^{2/\beta}$$

with respect to $p$ and setting the result to zero, giving the value of $p$ that maximizes the device spatial throughput is $p_1^*$. But degradation constraint (22), coupled with the coverage probability probability expressions (12) and (17), implies

$$p^* < \frac{a_B}{a_D} \left( \frac{1}{\delta} - 1 \right).$$

Explicitly substituting the values of $p$ into the spatial throughput expression completes the proof.

V. DISCUSSION AND NUMERICAL RESULTS

For our numerical results, we match the moments of $F$ and $E$, so $E(F^{2/\beta}) = E(E^{2/\beta}) = \Gamma(1 + 2/\beta)$, but we can use other values for these moments, particularly for $F$ whose distribution, we recall, can be very general. For most of the results, we have chosen parameters such that the two propagation constants $a_B$ and $a_D$ equal to each other, namely $(P_D/P_B)^{2/\beta} = \lambda_D/\lambda_B$, motivated by the scenario where the base stations have larger transmitting powers, but the density of devices is lower.

Assuming $p_1^* \leq 1$, there are two principal regimes for values of $p$ that maximizes the spatial throughput. The $p_1^* \leq p_2^*$ case results in the unconstrained optimization solution achieving the maximum, for which an example is shown in Figure 1 with $r = 1/(2\sqrt{\lambda_D})$ (intra-cell device-to-device connections) and the spatial throughput is given by equation (24). Unconstrained optimization is always possible when $p_2^* > 1$. Otherwise, to achieve the unconstrained optimum, one needs to tolerate the degradation of the downlink coverage probability

$$\delta = 1 - \frac{1}{1 + a_Br^2\Gamma(1-2/\beta)\tau_D^{2/\beta}}.$$  (26)

Conversely, when $p_1^* > p_2^*$, the spatial throughput is given by equation (25). If we keep increasing $\delta$ then the degradation...
constraint (22) quickly dictates the solution, and we see in Figure 2 that the majority of devices need to be non-active. This suggests a high cost in terms of base station coverage if we want a reasonably good spatial throughput of intra-cell device-to-device communications (provided that propagation constants $a_B$ and $a_D$ are comparable in magnitude).

Of course, the choice of $r$ has a large effect on the results, illustrated in the difference between Figure 1 where the intra-cell device-to-device case $r = 1/(2\sqrt{\lambda_D})$, and Figure 3 where extra-cell device-to-device case $r = 1/(2\sqrt{\lambda_B})$ is considered. In particular, in the case of extra-cell device-to-device communications, the downlink coverage constraint has no significant impact on the optimization of the device spatial throughput, being attained at smaller value of $p$, which is anyway much smaller, than in the case of the intra-cell device-to-device case communications. Indeed, the choice of $r$ has no effect on $p_2^*$, but $p_1^*$ is decreasing in $r$.

We can also study effects of device intensity $\lambda_D$ on the spatial throughput. Independently of $r$

$$p_2^* = \frac{\lambda_B}{\lambda_D} \frac{P_B^{2/\beta}E(F^{2/\beta})}{P_D^{2/\beta} \Gamma(1 + 2/\beta)} \left(\frac{1}{\beta} - 1\right).$$

(27)

Regarding $p_1^*$, we first we look at the intra-cell device-to-device case by setting $r = 1/(2\sqrt{\lambda_D})$, giving

$$p_1^* = \frac{4\kappa^2 T_D^{-2/\beta}}{\pi P_D^{2/\beta} \Gamma(1 + 2/\beta) \Gamma(1 - 2/\beta)},$$

(28)

and we see that $p_1^*$ becomes independent of $\lambda_B$ or $\lambda_D$, while $p_2^*$ decreases as $\lambda_D$ increases. Consequently, the device spatial throughput has the functional form

$$D(1) = c_1 \lambda_D e^{-d_1 \lambda_B/\lambda_D}$$

(29)

$$D(p_1^*) = c_2 \lambda_D e^{-d_2 \lambda_B/\lambda_D}$$

(30)

$$D(p_2^*) = c_3 \lambda_D e^{-d_3 \lambda_B/\lambda_D},$$

(31)

where $c_1 > 0$, $c_2 > 0$, $c_3 > 0$, $d_1 > 0$, $d_2 > 0$ and $d_3 > 0$ are not dependent on $\lambda_D$ or $\lambda_B$. (The exact values are of course easily obtained.) We see in Figure 4 that the spatial throughput increases as the device intensity $\lambda_D$ increases.

For the extra-cell device-to-device case $r = 1/(2\sqrt{\lambda_B})$, we have

$$p_1^* = \frac{\lambda_B}{\lambda_D} \frac{4\kappa^2 T_D^{-2/\beta}}{\lambda_B \pi P_D^{2/\beta} \Gamma(1 + 2/\beta) \Gamma(1 - 2/\beta)},$$

(32)

so now $p_1^*$ and $p_2^*$ have the same dependence on $\lambda_D$ and $\lambda_B$, and the resulting two curves do not intersect. In other words, if $p_1^* > p_2^*$ (or $p_1^* > p_2^*$), for a certain set of parameters, then this will remain the case regardless of the value of $\lambda_D$ or $\lambda_B$. The device spatial throughput now has the form

$$D(1) = c_4 \lambda_D e^{-d_4 \lambda_B/\lambda_D}$$

(33)

$$D(p_1^*) = c_5 \lambda_B e^{-d_5 \lambda_B/\lambda_D}$$

(34)

$$D(p_2^*) = c_6 \lambda_B,$$

(35)

where $c_4 > 0$, $c_5 > 0$, $c_6 > 0$, $d_4 > 0$ and $d_5 > 0$. Now the device throughput is either weakly dependent on $\lambda_B$, when $p_1^* > p_2^*$, or completely independent of $\lambda_D$, when $p_1^* > p_2^*$, not surprisingly, as the dependence on $\lambda_D$ in our choice for $r$ has been removed.

VI. CONCLUSION

We presented an optimization formulation for device-to-device networks in terms of SINR and coverage probability. We showed that if we wish to maximize the device spatial throughput of such a network, then the optimal proportion of active devices is given by a simple formula, serving as a useful guide. These results suggest that the price for allowing device-to-device communication is potentially high in terms of base-station-to-device coverage, but further investigation is needed. A key step in our results is introducing the interference of other Poisson networks into our SINR expressions, which gives another way to model heterogeneous networks with closed and open access. These results demonstrate once again the tractability of the Poisson network models. Natural research
directions include comparing these analytic results to simulation and experimental work, as well as studying methods and protocols aimed at preserving device-to-base-station coverage.
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