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Abstract

Vision transformers (ViTs) inherited the success of NLP but their structures have not been sufficiently investigated and optimized for visual tasks. One of the simplest solutions is to directly search the optimal one via the widely used neural architecture search (NAS) in CNNs. However, we empirically find this straightforward adaptation would encounter catastrophic failures and be frustratingly unstable for the training of superformer. In this paper, we argue that since ViTs mainly operate on token embeddings with little inductive bias, imbalance of channels for different architectures would worsen the weight-sharing assumption and cause the training instability as a result. Therefore, we develop a new cyclic weight-sharing mechanism for token embeddings of the ViTs, which enables each channel could more evenly contribute to all candidate architectures. Besides, we also propose identity shifting to alleviate the many-to-one issue in superformer and leverage weak augmentation and regularization techniques for more steady training empirically. Based on these, our proposed method, ViTAS, has achieved significant superiority in both DeiT- and Twins-based ViTs. For example, with only 1.4G FLOPs budget, our searched architecture has 3.3% ImageNet-1k accuracy than the baseline DeiT. With 3.0G FLOPs, our results achieve 82.0% accuracy on ImageNet-1k, and 45.9% mAP on COCO2017 which is 2.4% superior than other ViTs.

1. Introduction

Transformer, as a self-attention characterized neural network, has been widely leveraged for natural language processing (NLP) tasks [1, 9, 29, 30]. Amazingly, recent breakthrough of vision transformers (ViTs) [11, 38] further revealed the huge potential of transformers in computer vision (CV) tasks. With no use of inductive biases, self-attention layers in the transformer introduce a global receptive field, which conveys refresh solutions to process vision data. Following ViTs, there have been quite a few works on vision transformers for a variety of tasks, such as image recognition [11, 14, 24, 38, 41, 49], object detection [24, 52], and semantic segmentation [24].

Despite the remarkable achievements of ViTs, the design of their architectures is still rarely investigated. Current ViTs simply split an image into a sequence of patches (i.e., tokens) and stack transformer blocks as NLP tasks. Nevertheless, this vanilla protocol does not necessarily ensure the optimality for vision tasks. Stacking manner and intrinsic structure of the blocks need to be further analyzed and determined, such as patch size of input, head number in multihead self-attention (MHSA), output dimensions of parametric layers, operation type, and depth of the whole model. Therefore, we raise questions that \textbf{What makes a better vision transformer? How can we obtain it?} Inspired by the success of one-shot neural architecture search (NAS) in ConvNets (CNNs), our intuition is also to directly search for an optimal architecture for ViTs, which in turn gives us insight about designing more promising ViTs.

Unlike the sliding convolutions of CNNs, ViTs project the patches into a sequence of token embeddings, and the features are extracted sequentially. In this way, how to specify an appropriate configuration (dimension) for token embeddings of all layers play an important role for the architecture of ViTs. To search for the optimal token embedding dimension, recent work [4, 19] simply borrow the ordinal weight sharing [13, 48] in CNNs for the superformer (a.k.a. supernet in CNNs) to accommodate different token dimen-
In this paper, we propose a novel cyclic weight sharing mechanism for superformer to embody various token embedding dimensions of all layers. Concretely, we encourage balanced training fairness and influence uniformity for each channel in the superformer. With these two conditions, the cyclic rule could be learned as an index mapping to indicate each dimension of token embeddings (see Figure 1), so that each could be more evenly evaluated. Besides, since the cyclic rule is a single-pass mapping, computation cost of training the superformer is similar to that of an ordinal one.

Based on the customized cyclic manner, we propose a corresponding NAS method for ViTs dubbed vision transformer architecture search (ViTAS). However, we empirically observe that the training of superformer tends to be frustratingly instable. We argue that the space size of ViTs are way too huger (even $1.1 \times 10^{54}$), and propose to calibrate the space with an identity shifting technique. Besides, we find that strong augmentation and regularization are critic to further stabilize the superformer training. Extensive experimental results have shown the superiority of our ViTAS. Our main contributions can be summarized as follows.

- We introduce a novel cyclic weight sharing mechanism for token embedding dimension in superformer, which ensures an improved balance of channels and thus contributes to more accurate evaluation.
- Based on cyclic rule, our proposed method ViTAS leverages identity shifting to calibrate the ViTs’ space, and encourages weak augmentation and regularization to stabilize the training of superformer.
- Our ViTAS has achieved state-of-the-art performance in various tasks and FLOPs levels. For example, with Twins transformer space and 3.0G FLOPs, ViTAS achieved 82.0% top-1 accuracy on ImageNet-1k, and 45.9 (44.4)% mAP with Mask RCNN (RetinaNet) framework on COCO2017 dataset, achieves 2.4% (2.2%) superior than other ViTs. With searched results transfer to ADE20K dataset, ViTAS also surpass other baselines by 2.0% ~ 4.0% on mIoU. Moreover, With DeiT search space and 1.4G FLOPs, ViTAS achieves 75.6% on Top-1 accuracy and is 3.3% than the DeiT baseline.

2. Related Work

Vision Transformer. ViT was first proposed by Dosovitskiy et al. [11] to extend the applications of transformers into computer vision fields by cascading manually designed multilayer perceptrons (MLPs) and MHSA modules. Touvron et al. [38] introduced a teacher-student strategy and a distillation token into the ViT, namely data-efficient image
One-shot NAS & dimension search. Towards the search of a decent architecture $\alpha \in \mathcal{A}$ from a huge transformer space $\mathcal{A}$ (i.e., transformer space), a weight sharing strategy is commonly leveraged to avoid exhausted path training from scratch. For a superformer $\mathcal{N}$ with weights $\mathcal{W}$, each path $\alpha$ inherits its weights from $\mathcal{W}$. The one-shot NAS is thus formulated as a two-stage optimization problem, i.e., superformer training and then architecture searching. Base on the above settings, many researchers leveraged dimension search algorithms, e.g., AutoFormer [4] and BCSlim [34], to perform the search of the dimensions for fine grained architectures. We define $\mathcal{C}$ as the set of candidate dimensions for a certain operation, where $c \in \mathcal{C}$ indicates the dimensions within $\alpha$. Thus, the optimization function is as

$$W_{A,c}^* = \underset{W_{A,c}}{\arg\min} \text{loss}_{\text{train}}(\mathcal{N}(\alpha, c, W_{A,c})),$$

$$\alpha^*, c^* = \arg\max_{(\alpha, c) \in (A, C)} \text{Acc}_{\text{val}}(\mathcal{N}(\alpha, c, W_{\alpha^*,c}^*)),\quad (2)$$

s.t. FLOPs$(\mathcal{N}(\alpha, c, W_{\alpha^*,c}^*)) \leq f,$

where $\text{loss}_{\text{train}}$ is training loss, $\text{Acc}_{\text{val}}$ is validation accuracy, $W_{A,c}^*$ is the searched optimal architecture, and $f$ is resource budget. Following the one-shot framework, the superformer is trained by uniformly sampling different $(\alpha, c)$ from $(A, C)$, and then we search the optimal architecture $(\alpha^*, c^*)$ according to $W^*$. After these, the selected $\alpha^*$ will be retrained for evaluation.

Towards Transformer Space. To explore the possibility of the optimal ViT architecture in the arch-level, we incorporate all the essential elements in our transformer space, including head number, patch size, operation type, output dimension of each layer, and depth of the architectures, as shown in Table 1 and Table 2. More details of transformer space is elaborated in the supplementary material. With the Twins-small based transformer space in Table 1 as an example, the size of transformer space amounts to $1.1 \times 10^{54}$ and the FLOPs (parameters) ranges from 0.02G (0.16M) to 11.2G (86.1M). Similarly in Table 2, with the DeiT-smaller transformer space, the size of space amounts to $5.4 \times 10^{34}$ and the FLOPs (parameters) ranges from 0.1G (0.5M) to 20.0G (97.5M).

3. Revisiting One-shot NAS towards Transformer Space

One-shot NAS & dimension search. Towards the search of a decent architecture $\alpha \in \mathcal{A}$ from a huge transformer space $\mathcal{A}$ (i.e., transformer space), a weight sharing strategy is commonly leveraged to avoid exhausted path training from scratch. For a superformer $\mathcal{N}$ with weights $\mathcal{W}$, each path $\alpha$ inherits its weights from $\mathcal{W}$. The one-shot NAS is thus formulated as a two-stage optimization problem, i.e., superformer training and then architecture searching. Base on the above settings, many researchers leveraged dimension search algorithms, e.g., AutoFormer [4] and BCSlim [34], to perform the search of the dimensions for fine grained architectures. We define $\mathcal{C}$ as the set of candidate dimensions for a certain operation, where $c \in \mathcal{C}$ indicates the dimensions within $\alpha$. Thus, the optimization function is as

$$W_{A,c}^* = \underset{W_{A,c}}{\arg\min} \text{loss}_{\text{train}}(\mathcal{N}(\alpha, c, W_{A,c})),$$

$$\alpha^*, c^* = \arg\max_{(\alpha, c) \in (A, C)} \text{Acc}_{\text{val}}(\mathcal{N}(\alpha, c, W_{\alpha^*,c}^*)�(2)$$

s.t. FLOPs$(\mathcal{N}(\alpha, c, W_{\alpha^*,c}^*)) \leq f,$

where $\text{loss}_{\text{train}}$ is training loss, $\text{Acc}_{\text{val}}$ is validation accuracy, $W_{A,c}^*$ is the searched optimal architecture, and $f$ is resource budget. Following the one-shot framework, the superformer is trained by uniformly sampling different $(\alpha, c)$ from $(A, C)$, and then we search the optimal architecture $(\alpha^*, c^*)$ according to $W^*$. After these, the selected $\alpha^*$ will be retrained for evaluation.

Towards Transformer Space. To explore the possibility of the optimal ViT architecture in the arch-level, we incorporate all the essential elements in our transformer space, including head number, patch size, operation type, output dimension of each layer, and depth of the architectures, as shown in Table 1 and Table 2. More details of transformer space is elaborated in the supplementary material. With the Twins-small based transformer space in Table 1 as an example, the size of transformer space amounts to $1.1 \times 10^{54}$ and the FLOPs (parameters) ranges from 0.02G (0.16M) to 11.2G (86.1M). Similarly in Table 2, with the DeiT-smaller transformer space, the size of space amounts to $5.4 \times 10^{34}$ and the FLOPs (parameters) ranges from 0.1G (0.5M) to 20.0G (97.5M).
Table 2. Macro transformer space for the ViTAS of DeiT-based architecture. “TBS” indicates that layer type is searched from vanilla ViT block or identity operation for depth search. “Ratio” means the reduction ratio from the “Max Dim”. A larger “Ratio” means a larger dimension.

| Number | OP Type | Patch size / #Heads | Max Dim | Ratio |
|--------|---------|---------------------|---------|-------|
| 1      | False Linear | {14, 16, 32} | 384 | (i/10)_{l=1}^{10} |
| 16     | TBS MHSA | {3, 6, 12, 16} | 1440 | (i/10)_{l=1}^{10} |
|        | MLP      | -                  | 1440   | (i/10)_{l=1}^{10} |

4. Cyclic Channels for Token Embeddings

Previous work [48] proposed the ordinal weight sharing paradigm, which is widely leveraged in many CNN and Transformer NAS papers [4, 39, 44]. Concretely, as illustrated in Figure 1(a), to search for a dimension $i$ at a layer with maximum of $l$ channels, the ordinal pattern assigns the left $i$ channels in the superformer to indicate the corresponding architecture as

$$\mathbf{a}_A(i) = [1 : i], \quad i \leq l,$$

where $\mathbf{a}_A(i)$ means the selected $i$ channels from the left (smaller-index) side.

However, this channel configuration imposes a strong constraint on the channels and leads to imbalanced training for each channel in the superformer. As in Figure 1(a), with the ordinal pattern, channels that are close to the left side are used in both large and small dimension. Since different dimensions are uniformly sampled during searching, the training times $C_A(i)$ of the $i$-th channel used in all dimensions with the ordinal pattern can be represented as

$$C_A(i) = l - i + 1.$$  \hspace{1cm} (4)

Therefore, channels closer to the left side will gain more times of training, which induces evaluation bias among different channels and leads to sub-optimal searching results.

To remove the evaluation bias among channels of the superformer, we introduce a condition for constructing a mapping for channels:

**Condition 1** (training fairness [34]). Each channel should obtain same training times for fairer training of superformer.

With the aims of Condition 1 and keep the same computation cost as AutoSlim [48] (i.e., ordinal pattern), we introduce indicator matrix $\mathbf{\beta}$ with $\beta_{i,j} \in \{0, 1\}$ (one means using the channel) to represent whether channel $i$ is being used in dimension $j$. Two conditions need to be satisfied: (1) for each row $\beta_i$, which is the training times of the channel $i$ in each dimension, the sum of it should be equal with that of all the other channels, and (2) for each column $\beta_j$, which demonstrates the training times of channels in dimension $j$, the sum of it should be the dimension of itself. Finally, the constraints of $\beta$ can be represented as follows

$$\sum_j \beta_{i,j} = (1 + l)/2, \forall i,$$

$$\sum_i \beta_{i,j} = j, \forall j.$$  \hspace{1cm} (6)

Infinite solutions can be solved under aforementioned constraints only. Here, the bilateral pattern in BCNet [34] is a special case of the aforementioned settings with double training times as $l + 1$.

Although forcing the channels to be trained for same training times can boost the fairness, constructing a path only constrained by condition 1 cannot emerge the actual performance of the path due to the difference of training saturation between one-shot-based sampling and training from scratch [25]. This means that in order to more precisely rank various paths, we need to mimic the process of the latter and balance the influence of each channels.

**Condition 2** (influence uniformity). Each channel needs to have the same sum of influence among all its related dimensions for training.

Concretely, we should carefully design the weight sharing mechanism based on **Condition 2**. Here, we define $\psi_{i,j}$ to indicate the influence of channel $i$ in dimension $j$. For each channel pair, we have

$$\psi_{i,j} = \begin{cases} \psi_{i,2}, & \forall i_1, i_2 \\ \psi_{i,1}, & \forall j_1 \leq j_2 \end{cases}.$$  \hspace{1cm} (7)

Considering that transformer architectures are mainly consist of full-connected (FC) layers. Specifically, for an FC layer with $j$ input channels $x_i, i = 1, \cdots, j$ and a certain output channel $y = \sum_{i=1}^j y_i x_i$ with parameters $w_i, i = 1, \cdots, j$, we can obtain the gradient of $w_i$ as

$$\nabla w_i = \frac{\partial \text{loss}_{\text{train}}}{\partial y} \cdot \frac{\partial y}{\partial y_i} \cdot \frac{\partial y_i}{\partial x_i}.$$  \hspace{1cm} (8)

Meanwhile, for a dimension sampled from the FC layer with one random input channel $x_i$, the gradient of $w_i$ here can be represented as

$$\langle \nabla w_i \rangle' = \frac{\partial \text{loss}_{\text{train}}}{\partial y'} \cdot \frac{\partial y'}{\partial y_i} \cdot \frac{\partial y_i}{\partial x_i},$$  \hspace{1cm} (9)

where $y' = y_i$. Therefore, in the former case, the influence $\psi_{i,j}$ of the $i$-th channel can be defined as the contribution of the channel to its gradient as

$$\psi_{i,1} = \frac{\langle \nabla w_i \rangle'}{\nabla w_i} = \frac{\partial y}{\partial y_i},$$  \hspace{1cm} (10)

assuming $\frac{\partial \text{loss}_{\text{train}}}{\partial y} = \frac{\partial \text{loss}_{\text{train}}}{\partial y'}$. We can also assume $y_i \approx y_i', i \neq i'$, as the distributions of $w_i$ or $x_i$ can be similar.
5. Further Stabilizing the Training of Superformer

Training the superformer is for fair estimation of each architecture’s performance, which is essential for the next optimal architecture searching stage. Here, we argue that superformer requires an efficient and simple transformer space and training recipe for boosting the search. For the transformer space of ViTAS, we propose the identity shifting strategy to solve the many-to-one issue as in Figure 3. Besides, for architectures with class tokens, i.e. DeiT [38], we introduce private class token w.r.t. each patch size to cater for different paths. For the training recipe of ViTAS, we underline that weak augmentation & regularization rather than complex and tricky ones [5,38] can prevent the search from unsteady.

**Identity shifting.** Given a pre-defined NAS transformer space, identity (ID) operation serves as the significant part and has a large effect on the searched results for three reasons: 1) it defines the depth of the searched architecture, 2) compared to other operations, the non-parametric ID is much more different with other parametric operations, which will involve in a higher variance on paths (as in Figure 3(a)), and 3) stacking manner and intrinsic structure of a transformer architecture within each stage lead to complicatedly many-to-one correspondence between architectures in the superformer and transformer space (see Figure 3(a)). These introduce a huge ambiguous for NAS. Here, we propose to search the operations with identity shifting strategy, as depicted in Figure 3(b). In each stage, we remove the ambiguous between transformer space and superformer by sampling the number of ID and arrange them at the deeper layers of the stage in order to remove the redundancy in superformer. Typically, with three operations (including ID) and twelve searched layers, the transformer space of operations can be reduced from $3^{12}$ to $2^{13} - 1$.

**Private class token.** Notably, pure vision transformer architectures, e.g., DeiT [38], usually introduce a trainable vector named class token for the output classification. The class token is appended to the patch tokens before the first layer and then go through the transformer blocks for the prediction task. These class tokens often take a small size, which changes with the pre-defined patch size $P$ (i.e., $H \times W \div P$, and performs significant in performance. Towards these attributes, we propose to privatize the class token for each $P$. As shown in Figure 2, for different patch sizes, we assign private ones for each. In this way, the affect between class tokens can be avoided with only negligible computation cost or memory cost introduced.

**Weak augmentation & regularization.** We explore the superformer training strategy of the ViTAS, including data augmentation and regularization. We conducted the evaluations with Twins-based architecture and 1.4G FLOPs bud-
6. Experimental Results

We perform the ViTAS on the challenging ImageNet-1k dataset [8] for image classification, and COCO2017 [12] and ADE20k [51] for object detection, instance segmentation, and semantic segmentation. To promote the search, we randomly sample 50K images from the training set as the local validation set and the rest images are leveraged for training. All experiments are implemented with PyTorch [28] and trained on NVIDIA Tesla V100 GPUs. Please find detailed experimental settings in the supplementary material.

6.1. Efficient search of ViTAS on ImageNet-1k

In Table 3, we compare our results with recent precedent ViT architectures. To evaluate our methods with other existing algorithms, we based on the Twins transformer space and present the search results with both FLOPs and GPU throughput. With different FLOPs budgets, The search ones (ViTAS-Twins-T/S/B/L) can outperform the referred transformers. For example, ViTAS-Twins-T can improve Top-1 accuracy by 1.6%, compared with Twins-T. For larger architectures, the search ones can moderately surpass all the corresponding referred ones as well, respectively.

In addition, we also searched the optimal architectures based on pure ViT and DeiT space, shown in Table 6. With only 1.4G FLOPs and similar GPU throughput, our searched ViTAS-DeiT-T model achieves 75.6% on Top-1 accuracy and is 3.4% superior than DeiT-T, which indicates the effectiveness of our proposed ViTAS method. Furthermore, with 4.9G FLOPs budget, our ViTAS-DeiT-B model also achieves superior performance of 80.2% on Top-1 accuracy with 0.3% surpassing the DeiT-S.

6.2. Transferability of ViTAS with Semantic Segmentation on ADE20k

In addition to search the optimal ViT architectures on the ImageNet-1k, we evaluated the generalization ability
of the ViTAS by transferring the searched architectures to other tasks. With the same recipe as Twins [5], we finetuned on ADE20k [51] by using our ImageNet-pretrained models as backbones for semantic segmentation, shown in Table 8. Under different FLOPs budgets, our models can obtain significant performance improvement as 2% ~ 4% on mIoU, compared with corresponding referred methods. For example, with semantic FPN [5] method as baseline, ViTAS-Twins-B surpasses the second best one, Twins-SVT-B, by more than 4% on mIoU.

### 6.3. Transferability to Object Detection and Instance Segmentation

With the same recipe as Twins [5], we undertook both object detection and instance segmentation on COCO2017 [21] by using our ImageNet-pretrained models as backbones, respectively. In Table 7, with mask R-CNN and RetinaNet as baseline, we achieve state-of-the-art performance with remarkably improvement on each AP metrics. The aforementioned experimental results in both of the tasks can demonstrate the effectiveness of ViTAS.

### 6.4. Ablation Studies

**Effect of ViTAS as a superformer.** To validate the effectiveness of our proposed ViTAS, as in Table 9, we implemented the search with 1.4G FLOPs budget and Twins transformer space on ImageNet-1k dataset. Our baseline superperformers are AutoSlim and BCNet that adopt ordinal (#0) or bilateral weight (#1) sharing mechanism, respectively, to evaluate a sampled architecture. Our cyclic pattern (#2) can enjoy a gain of 0.3% or 0.7% on Top-1 accuracy compare to bilateral or ordinal pattern, respectively. Moreover, when searching with our proposed weak augmentation strategy, our method (#5) can attain 1.3% or 0.9% performance gain compare to baseline methods (#3 & #4).

---

Table 4. Ablation studies of training recipe of superformer of the ViTAS. "✓/✓/✓" indicates that we used/not used the corresponding method. We implemented the search on the ImageNet-1k with 1.4G budget of Twins. We report the top-1 accuracy of the best architectures in both ViTAS (i.e., searching) and retraining. "RD": Rand-Augment. "MP": Mixup. "CM": CutMix. "CJ": Color Jitter. "Era": Erasing. "SD": Stoch Depth. "RA": Repeated Augmentation. "WD": Weight Decay. Best results are highlighted in bold.

| # | RD | MP | CM | CJ | Era | SD | RA | WD | ViTAS Acc(%) | Retraining Acc(%) |
|---|----|----|----|----|-----|----|-----|-----|--------------|------------------|
| 0 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 59.4%        | 77.9%            |
| 1 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 61.2%        | 78.0%            |
| 2 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 61.5%        | 78.2%            |
| 3 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 62.3%        | 78.6%            |
| 4 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 64.9%        | 78.8%            |
| 7 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 65.6%        | 78.9%            |
| 8 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 66.1%        | 79.1%            |
| 9 | ✓  | ✓  | ✓  | ✓  | ✓   | ✓  | ✓   | ✓   | 67.7%        | 79.4%            |

Table 5. Training recipe of the ViTAS with parameter settings. BS: batch size, LR: learning rate, WD: weight decay. We will conduct the ViTAS according to the following recipe in experiments.

| Epochs | BS | Optimizer | LR | LR decay | Warmup |
|--------|----|-----------|----|----------|--------|
| 300    | 1024 | AdamW     | 0.001 | cosine   | 5      |

Table 6. Searched ViT architectures that do not involve inductive bias w.r.t. different FLOPs and GPU throughput on ImageNet-1k. * indicates that the re-implementation results of important baseline methods with our recipe. Our results are highlighted in bold.

| Method     | FLOPs (G) | Throughput (image/s) (M) | Top-1 (%) | Top-5 (%) |
|------------|-----------|--------------------------|-----------|-----------|
| ResNet-18 [16] | 1.8 | 4458.4 | 12 | 69.8 | 89.1 |
| DeiT-T* [38] | 1.3 | 2728.5 | 5 | 72.3 | 91.4 |
| AutoFormer-T* [4] | 1.3 | 2955.4 | 5.7 | 74.7 | 91.9 |
| ViTAS-DeiT-A | 1.4 | 2831.1 | 6.6 | **75.6** | **92.5** |
| ResNet-50 | 4.1 [16] | 1226 | 25 | 76.2 | 91.4 |
| DeiT-S* [38] | 4.6 | 940.4 | 22 | 79.9 | 95.0 |
| AutoFormer-S* [4] | 5.1 | 1231.7 | 22.9 | 79.8 | 95.0 |
| ViTAS-DeiT-B | 4.9 | 1189.4 | 2.3 | **80.2** | **95.1** |

![Figure 4](image_url) Comparisons of superformer training losses. (a) Superformer training loss w.r.t. ordinal, bilateral, and cyclic weight sharing mechanisms on ImageNet-1k dataset. (b) Superformer training loss w.r.t. identity shifting and original setting on ImageNet-100.

![Figure 5](image_url) Performance comparison of coefficients w.r.t. ordinal, bilateral, and cyclic mechanisms with 2000 sampled paths.
Table 7. Object detection and instance segmentation performance with searched backbones on the COCO2017 dataset with Mask R-CNN framework and RetinaNet framework. We followed the same training and evaluation setting as [5]. “FLOPs” and “Param” are in giga and million, respectively. * indicates the re-implementation results of important baseline methods with our recipe. Our results are highlighted in bold.

| Backbone            | Mask R-CNN 1× [15] | RetinaNet 1× [20] |
|---------------------|---------------------|-------------------|
|                     | FLOPs | Param | AP | AP50 | AP75 | AP | AP50 | AP75 | AP | AP50 | AP75 |
| ResNet50 [16]       | 174   | 44.2  | 38.0 | 58.6 | 41.4 | 34.4 | 55.1 | 35.7 |   |     |     |
| PVT-Small [40]      | 178   | 44.1  | 40.4 | 62.9 | 43.8 | 37.8 | 60.1 | 40.3 |   |     |     |
| Twins-PCPVT-S [5]   | 178   | 44.3  | 42.9 | 65.8 | 47.1 | 40.0 | 62.7 | 42.9 |   |     |     |
| Swin-T [24]         | 177   | 47.8  | 42.2 | 64.6 | 46.2 | 39.1 | 61.6 | 42.0 |   |     |     |
| Twins-SVT-S * [5]   | 164   | 44.0  | 43.5 | 66.0 | 47.8 | 40.1 | 62.9 | 43.1 |   |     |     |
| ViTAS-Twins-S       | 168   | 44.2  | 45.9 | 67.8 | 50.3 | 41.5 | 64.7 | 45.0 |   |     |     |

|                     | FLOPs | Param | AP | AP50 | AP75 | AP | AP50 | AP75 | AP | AP50 | AP75 |
|---------------------|-------|-------|----|------|------|----|------|------|----|------|------|
| ResNet101 [16]      | 210   | 63.2  | 40.4 | 61.1 | 44.2 | 36.4 | 57.7 | 38.8 |   |     |     |
| ResNeXt101 [43]     | 212   | 62.8  | 41.9 | 62.5 | 45.9 | 37.5 | 59.4 | 40.2 |   |     |     |
| PVT-Medium [5]      | 211   | 63.9  | 42.0 | 64.4 | 45.6 | 39.0 | 61.6 | 42.1 |   |     |     |
| Twins-PCPVT-B [5]   | 211   | 64.0  | 44.6 | 66.7 | 48.9 | 40.9 | 63.8 | 44.2 |   |     |     |
| Swin-S [24]         | 222   | 69.1  | 44.8 | 66.6 | 48.9 | 40.9 | 63.4 | 44.2 |   |     |     |
| Twins-SVT-B * [5]   | 224   | 76.3  | 45.5 | 67.4 | 50.0 | 41.4 | 64.5 | 44.5 |   |     |     |
| ViTAS-Twins-B       | 227   | 85.4  | 47.6 | 69.2 | 52.2 | 42.9 | 66.3 | 46.5 |   |     |     |

|                     | FLOPs | Param | AP | AP50 | AP75 | AP | AP50 | AP75 | AP | AP50 | AP75 |
|---------------------|-------|-------|----|------|------|----|------|------|----|------|------|
| Twins-SVT-L * [5]   | 292   | 119.7 | 45.7 | 67.9 | 49.9 | 41.6 | 65.0 | 45.0 |   |     |     |
| ViTAS-Twins-L       | 301   | 144.1 | 48.2 | 69.9 | 52.9 | 43.3 | 66.9 | 46.7 |   |     |     |

Table 8. Performance comparisons with searched backbones on ADE20K validation dataset. Architectures were implemented with the same training recipe as [5]. All backbones were pre-trained on ImageNet-1k, except for SETR, which was pretrained on ImageNet-21k dataset. * indicates the re-implementation results of important baseline methods with our recipe. Our results are highlighted in bold.

| Backbone            | Semantic FPN 80k [5] | Upernet 160k [24] |
|---------------------|----------------------|-------------------|
|                     | FLOPs | Param | mIoU | FLOPs | Param | mIoU |
|---------------------|-------|-------|------|-------|-------|------|
| ResNet50 [16]       | 45    | 28.5  | 36.7 | 234   | 54.6  | 46.2 |
| PVT-Small [40]      | 40    | 28.2  | 39.8 | 237   | 59.9  | 44.5 |
| Twins-PCPVT-S [5]   | 40    | 28.4  | 44.3 | 234   | 54.6  | 46.2 |
| Swin-T [24]         | 46    | 31.9  | 41.5 | 237   | 59.9  | 44.5 |
| Twins-SVT-S * [5]   | 37    | 28.3  | 43.6 | 228   | 54.4  | 45.9 |
| ViTAS-Twins-S       | 38    | 35.1  | 46.6 | 229   | 61.7  | 47.9 |
| ResNet101 [16]      | 66    | 47.5  | 38.8 | 290   | 60.4  | 45.5 |
| PVT-Medium [5]      | 55    | 48.0  | 41.6 | 261   | 88.5  | 47.7 |
| Twins-PCPVT-B [5]   | 55    | 48.1  | 44.9 | 250   | 74.3  | 47.1 |
| Swin-S [24]         | 70    | 53.2  | 45.2 | 261   | 81.3  | 47.6 |
| Twin-SVT-B * [5]    | 67    | 60.4  | 45.5 | 261   | 88.5  | 47.7 |
| ViTAS-Twins-B       | 67    | 69.6  | 49.5 | 261   | 97.7  | 50.2 |
| ResNetXt101 [43]    | -     | 86.4  | 40.2 | 250   | 91.5  | 48.6 |
| PVT-Large [5]       | 71    | 65.1  | 42.1 | 299   | 121   | 48.1 |
| Twins-PCPVT-L [5]   | 71    | 65.3  | 46.4 | 269   | 91.5  | 48.6 |
| Swin-B [24]         | 107   | 91.2  | 46.0 | 297   | 133   | 48.8 |
| Twins-SVT-L * [5]   | 102   | 103.7 | 46.9 | 297   | 133   | 48.8 |
| ViTAS-Twins-L       | 108   | 128.2 | 50.4 | 303   | 158.7 | 51.3 |

| BackBone            | PUP (SETR [50]) | MLA (SETR [50]) |
|---------------------|-----------------|-----------------|
| T-Large (SETR) [50] | -               | 310             |

Comparison of ordinal, bilaterally, and cyclic w.r.t. the superformer training. As in Figure 4, we depict the average of training loss of each epoch w.r.t. three weight sharing mechanisms. In general, two observable phenomena can be concluded as follows:

- In the first few epochs (e.g., ≤ 20), the ordinal superformer has the fastest convergence, then is the bilateral pattern, the last is our cyclic one.

- After a few epochs (e.g., ≥ 100), the superformer with the cyclic pattern can be best trained with the lowest loss value, while the bilateral pattern has the second convergence speed, and ordinal pattern performs the worst for training superformer.

It is because the ordinal pattern has the largest bias in training channels (as shown in Figure 4(a)). A part of the channels converges the fastest in the first few epochs. The bilateral pattern performs similar due to no influence uniformity considered. However, after training more epochs, many channels do not obtain well treated in the superformer of the ordinal and bilateral patterns, thus they present larger average loss values than the cyclic one.

Effect of identity shifting strategy. As in Figure 4(b), we present the training losses of the ViTAS using identity shifting strategy and original setting, respectively, on ImageNet-100 dataset [8, 37]. With the redundund paths removed, our method can converge to a much smaller loss than the original one, which indicates the proposed identity shifting strategy can promote the training of the superformer. Concretely, the training loss of original and identity shifting decrease to 2.4 and 1.5 at the final, respectively, which indicates that our method promote to better convergence for superformer. Moreover, the results trained from scratch of the searched architectures with identity shifting or original setting is 90.4% and 88.3%, respectively.
Table 9. Ablation studies of the proposed ViTAS. We implemented the search on the ImageNet-1k set with 1.4G FLOPs budget. Weak_aug: training the superformer with weak augmentation. Best results are highlighted in bold.

| # | Ordinal | Bilateral | Cyclic | Weak_aug | Top-1(%) |
|---|---------|-----------|--------|----------|---------|
| 0 | ✓       | ✓         | ✓      | ✓        | 77.2    |
| 1 | ✓       | ✓         | ✓      | ✓        | 77.6    |
| 2 | ✓       | ✓         | ✓      | ✓        | 77.9    |
| 3 | ✓       | ✓         | ✓      | ✓        | 78.1    |
| 4 | ✓       | ✓         | ✓      | ✓        | 78.5    |
| 5 | ✓       | ✓         | ✓      | ✓        | 79.4    |

Performance comparison w.r.t. ordinal, bilateral, and cyclic weight sharing mechanism with 2000 sampled paths. To perform the search, we uniformly assign 8 budget range from 1G to 8G FLOPs, with 250 paths in each weight sharing mechanism. Generally, we assume architectures’ performance are positively correlated with FLOPs. Therefore, we can obtain the scores of the three patterns w.r.t. pearson, spearman, and kendall coefficients w.r.t. different FLOPs groups. As shown in Figure 5, our method achieves remarkable improvements comparing to the others, which indicates that our superformer can provide more precisely ranking for architectures.

7. Conclusion

In this paper, we presented a vision transformer architecture search (i.e., ViTAS) framework with the formulated cyclic weight sharing paradigm for the fair ranking of dimensions and also search efficiency. Besides, we propose the identity shifting strategy to arrange the ID operation at the deeper layers for removing the redundant paths in the superformer. Moreover, we also investigated the training strategy of the superformer and proposed the weak augmentation strategy during search to boost the performance of ViTAS. Extensive experiments on ImageNet-1k, COCO2017, and ADE20k datasets w.r.t. Twins- and DeiT-based transformer space prove the effectiveness of our ViTAS in terms of performance and efficiency.
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A. Appendix

A.1. Details of Training and Search with ViTAS

In this section, we present the details of training recipe w.r.t. different models and datasets. Concretely, we uniformly partitioned transformer space with 10 groups to implement the search of dimensions.

Search with ViTAS on ImageNet-1k dataset. We use the same training recipe of superformer for both DeiT- and Twins-based transformer space. As illustrated in Table 5, all superformers are trained for 300 epochs with a batch size of 1,024 with the AdamW optimizer [26]. The learning rate is initialized to be 0.001 and annealed decayed to zero with a cosine strategy. Besides, we also leverage a linear warm-up in the first five epochs same as [5]. Note that we do not leverage any further extra data augmentation/regularization for training the superformer.

Training recipe of searched models on ImageNet-1k dataset. For DeiT-based architectures, we follow the same recipe as [38]. In detail, we use a weight decay of 0.05 and batch size of 1,024, and we train the models by 300 epochs with the learning rate decayed with cosine strategy from initial value 0.05 to 0. Except for repeated augmentation, we adopt all other recipes same as DeiT [38], i.e., 5 epochs for warmup, 0.1 of label smoothing, 0.1 of stochastic depth, rand augmentation, mixup, cutmix, and random erasing. For Twins-based architectures, compare to DeiT recipe, we use the stochastic depth augmentation of 0.1, 0.2, 0.3, 0.5 for tiny, small, base, and large models, respectively. We also use gradient clipping with a max norm of 5.0 to stabilize the training process for twins as in [5].

Training recipe of models on COCO2017 dataset. We transfer the searched architectures to COCO2017 [12] and ADE20k [51] based on MMDetection [3] and with the same recipes as [5]. We train all the models with AdamW optimizer of 12 epochs and batch size of 16. The learning rate is initialized as $1 \times 10^{-4}$ and $2 \times 10^{-4}$ for RetinaNet and Mask R-CNN, respectively. The learning rate is started with 500-iteration warmup and decayed by $10 \times$ at the 8-th and 11-th epoch, respectively. We set stochastic drop path regulation as 0.2 and weight decay of 0.0001.

Training recipe of models on ADE20k dataset. For the semantic FPN framework, we leverage the same setting as [5,40]. We train models with AdamW and 80K steps with a batch size of 16. The learning rate is set as $1 \times 10^{-4}$ and decayed with “poly strategy” with the power coefficient of 0.9. We use the drop-path rate of 0.2 for small, base models while 0.4 for large model to avoid over-fitting. For the UperNet framework, we leverage the recipe provided in [5,42]. In detail, we train models with AdamW optimizer for 160 iterations and a batch size of 16. The initial learning rate is set to $6 \times 10^{-5}$ and linearly decay to zero. The drop-path is set to 0.2 for backbone and weight decay is of 0.01 for the whole model.

A.2. Transformer Space of ViTAS

In this section, we present the constitution of transformer space w.r.t. different sizes for the Twins and DeiT. We incorporate all the essential elements in our transformer space, including head number, patch size, output dimension of each layer, and depth of the architectures.

Table 6 describes the defined Twins-based ViTAS transformer space. The block setting (the default order and numbers of MHSA and FC layers) is inspired by [11,38]. The maximum depth of each stage is set as original setting of Twins plus two for ID search and the head number $h$ in the MHSA is chosen within the set \{3, 6, 12, 16\}. Meanwhile, the way of sharing FC$_1$ in the MHSA is to evenly divide its output features into $h$ groups (i.e., $h$ heads), while different $h$ leads to different dimensions $D/h$ of a group. Furthermore, in order to accommodate the output dimensions w.r.t. each stage, the maximum dimension of each layer is set to $2 \times$ of baseline method, and the dimension can be selected from a group of ten settings, i.e., \{$\frac{i}{10}G \}_{i=1}^{10}$. Given the defined transformer space, we encourage each block in the ViT to freely select their own optimal head numbers and output dimensions. Therefore, with the Twins-small based transformer space as an example, the size of transformer space amounts to $1.1 \times 10^{54}$ and the FLOPs (parameters) ranges from 0.02G (0.16M) to 11.2G (86.1M).
Figure 6. Macro transformer space for the ViTAS of Twins-based architecture. “TBS” indicates that layer type is searched from parametric operation and identity operation for depth search. “Embedding” represents the patch embedding layer. “Max Dim” indicates the max dimension of attention layer (“Max Dim” also used for patch embedding layer) and MLP layer, respectively. “Ratio” means the reduction ratio from the “Max Output Dim”. A larger “Ratio” indicates a larger dimension.

| Number | OP   | Type       | Patch size / #Heads | Max Dim | Max$_m$ | Ratio       |
|--------|------|------------|---------------------|---------|---------|-------------|
| 1      | False Embedding Local Global | 2, 4, 8, 16 | 128                 | -       | (1/10)$^{10}$ |             |
| 4      | TBS  | Local Global | (2, 4, 8, 16)       | 480     | 512     | (1/10)$^{10}$ |             |
| 1      | False Embedding Local Global | 2, 4, 8, 16 | 256                 | -       | (1/10)$^{10}$ |             |
| 4      | TBS  | Local Global | (2, 4, 8, 16)       | 960     | 1024    | (1/10)$^{10}$ |             |
| 1      | False Embedding Local Global | 2, 4, 8, 16 | 512                 | -       | (1/10)$^{10}$ |             |
| 12     | TBS   | Local Global | (2, 4, 8, 16)       | 1920    | 2048    | (1/10)$^{10}$ |             |
| 1      | False Embedding Local Global | 2, 4, 8, 16 | 1024               | -       | (1/10)$^{10}$ |             |
| 6      | TBS   | Local Global | (2, 4, 8, 16)       | 3840    | 4096    | (1/10)$^{10}$ |             |

Similarly, Table 7 describes the definition of DeiT-based transformer space. “Max Dim” indicates the output dimensions of both attention and MLP blocks. With the DeiT-small transformer space, the size of transformer space amounts to $5.4 \times 10^{34}$ and the FLOPs (parameters) ranges from 0.1G (0.5M) to 20.0G (97.5M).

Figure 7. Macro transformer space for the ViTAS of DeiT-based architecture. “TBS” indicates that layer type is searched from vanilla ViT block or identity operation for depth search. “Ratio” means the reduction ratio from the “Max Dim”. A larger “Ratio” means a larger dimension.

| Number | OP   | Type       | Patch size / #Heads | Max Dim | Max$_m$ | Ratio       |
|--------|------|------------|---------------------|---------|---------|-------------|
| 1      | False Linear | {14, 16, 32} | 128                 | -       | (1/10)$^{10}$ |             |
| 14     | TBS  | MLP        | [3, 6, 12, 16]      | 1440    | -       | (1/10)$^{10}$ |             |

A.3. Evolutionary Search

To avoid the exhausted search from the enormous (e.g., $1.1 \times 10^{54}$ for Twins small) transformer space and boost the search efficiency, we leverage the multi-objective NSGA-II [7] algorithm for evolutionary search, which is easy to accommodate the constraint budgets (e.g., FLOPs, GPU throughput). Concretely, we set the population size and generation number as 50 and 40, respectively, which amounts to 2,000 searched paths in ViTAS. To implement the search, we randomly select 50 paths within the pre-set FLOPs as the initial population. Then, we select the top 20 performance architectures as the parents to generate new generalization architectures via mutation and crossover. After the search, we only leverage the architecture with the highest performance during search to train from scratch and report its performance.

A.4. Coefficient Factors w.r.t. Kendall, Pearson, and Spearman

In Section 6.4, we provide a detailed comparison between ordinal, bilateral, and our cyclic weight sharing paradigm on 2,000 searched paths w.r.t. three coefficient factors. Indeed, the Pearson $\rho$$_S$ coefficient aims to evaluate to what degree a
monotonic function fits the relationship between two random variables. Besides, the Spearman $\rho_S$ is defined as the Pearson correlation coefficient between the rank variables. Therefore, Pearson and Spearman coefficients share the same formulated equation Eq. (14) but with different value types (e.g., original value and ranks for Pearson and Spearman coefficients, respectively). Defining $r$ and $s$ as two groups of data, the Spearman coefficient $\rho_S$ can be computed by

$$\rho_S = \frac{\text{cov}(r, s)}{\sigma_r \sigma_s},$$

(14)

where $\text{cov}(\cdot, \cdot)$ is the covariance of two variables, and $\sigma_r$ and $\sigma_s$ are the standard deviations of $r$ and $s$, respectively. In our experiments, the ranks are distinct integers. Therefore, the Eq. (14) can be also reformulated as

$$\rho_S = 1 - \frac{6 \sum_{i=1}^{n} (r_i - s_i)^2}{n(n^2 - 1)},$$

(15)

where $n = 2000$ defines the number of overlapped elements between variables.

The Kendall $\tau$ coefficient aims to evaluate the pairwise ranking performance. Given a pair of $(r_i, r_j)$ and $(s_i, s_j)$, if we have either both $r_i > r_j$ and $s_i > s_j$, or both $r_i < r_j$ and $s_i < s_j$, these two pairs are considered as concordant. Otherwise, it is said to be disconcordant. With the concordant and disconcordant pairs, the Kendall $\tau$ can be formulated as

$$K_\tau = \frac{n_{\text{con}} - n_{\text{discon}}}{n_{\text{all}}}$$

(16)

where $n_{\text{con}}$ and $n_{\text{discon}}$ represent the number of concordant and disconcordant pairs, and $n_{\text{all}}$ is the total number of pairs.

A.5. Ablation Studies of Private Tokens with DeiT-based Superformer

For DeiT-based architecture, it usually leverages the trainable vector named class token for to perform the prediction task. The class token is appended to the patch tokens before the first layer and go through the architecture for the classification task. However, for the superformer, different architectures assume to share the weights with the weight sharing paradigm, which blurs the performance gap with the shared class token. Indeed, we propose to private the class tokens to cater for the variance of different paths in superformer.

To evaluate the effect of private class tokens on superformer, we implement the search with/without private tokens and retrain the searched architectures from scratch and report the performance as in Table 10.

| models            | FLOPs (G) | Throughput (image/s) | Params (M) | Top-1(%) | Top-5(%) |
|-------------------|-----------|----------------------|------------|----------|----------|
| ViTAS_DeiT_A      | 1.4       | 2,842.7              | 6.8        | 75.1     | 92.3     |
| ViTAS_DeiT_A†     | 1.4       | 2,831.1              | 6.6        | 75.6     | 92.5     |
| ViTAS_DeiT_B      | 5.0       | 1,134.8              | 24         | 79.9     | 95.0     |
| ViTAS_DeiT_B†     | 4.9       | 1,189.4              | 23         | 80.2     | 95.1     |
A.6. Comparisons between ViTAS and AutoFormer [4]

To intuitively check the effect of ViTAS with another baseline method, i.e., AutoFormer, we visualize the network width searched by ViTAS and AutoFormer for 1.4G FLOPs DeiT-based architecture in Figure 8. The dimension percentage is computed based on the DeiT-T, e.g., 1.0 means that keep the same channels in the corresponding layer (i.e., patch embedding, attention or MLP) as DeiT-T.

Concretely, in the dimension level (i.e., see Figure 8(a)), ViTAS keeps smaller dimension in the first few layers while a bit more dimensions in the last few layers. Besides, in the first few layers, the searched ViT architecture tend to keep smaller attention dimension than MLP output dimension, while larger attention dimension in the last few layers. We think this may be because attention is performed based on the extracted information of features, which may be more useful after MLP layer extracted enough information from the input. With tight budget (i.e., 1.4G), our searched architecture tend to stack less blocks (i.e., 11) than AutoFormer. In general, AutoFormer keeps almost the same dimensions for all layers as DeiT-T.

When it comes to the heads number, our searched architectures tend to have larger heads number in the first and last few blocks. We think that this may help the architecture to deal with sophisticated information with more heads number in the last few blocks. The AutoFormer keeps almost the same heads number as DeiT-T in all blocks.

![Figure 8](image-url)

Figure 8. Visualization of dimensions and heads number of searched DeiT-T based architecture w.r.t. ViTAS and AutoFormer on ImageNet-1k dataset.
Moreover, to promote the fair comparison of ViTAS and AutoFormer, we retrain the released structure of AutoFormer with the same retraining recipe of ours, as shown in Table 11. With the same retraining recipe and same FLOPs budgets, ViTAS achieves 0.8% higher on top-1 accuracy than AutoFormer with 1.3G FLOPs budget DeiT-based architecture, which indicates the effectiveness of our method.

Table 11. Performance comparison with AutoFormer [4] of DeiT tiny based architectures on ImageNet-1k by the same training recipe. ⋆ indicates the re-implementation results of important baseline methods with our recipe. †: we uniformly scale the searched models to the same FLOPs of 1.3G w.r.t. AutoFormer-T.

| Method         | FLOPs (G) | Throughput (image/s) | Params (M) | Top-1 (%) | Top-5 (%) |
|----------------|-----------|----------------------|------------|-----------|-----------|
| DeiT-T⁎ [38]   | 1.3       | 2728.5               | 5          | 72.3      | 91.4      |
| AutoFormer-T⁎ [4] | 1.3      | 2955.4               | 5.7        | 74.7      | 91.9      |
| ViTAS-DeiT-A†  | 1.3       | 2965.7               | 6.1        | 75.5      | 92.4      |
| ViTAS-DeiT-A   | 1.4       | 2831.1               | 6.6        | 75.6      | 92.5      |

A.7. Implementing the Search with CNN-based Search Space.

To comprehensively check the effect of cyclic weight sharing mechanism w.r.t. CNN based search space, we implement the dimension search with ResNet50 on ImageNet-1k dataset. We leverage the same recipe and search space as [34]. As shown in Table 12, our searched architecture achieves the superior performance w.r.t. baseline methods of DS^4, AutoSlim [48], and BCNet [34], which indicates the effectiveness of the proposed cyclic weight sharing mechanism.

Table 12. Performance comparison of ResNet50 on ImageNet-1k. ⋆ indicates the re-implementation results of important baseline methods with our recipe.

| Groups | Methods     | FLOPs(G) | Params(M) | accuracy(%) |
|--------|-------------|----------|-----------|-------------|
| 1.4G   | DS-ResNet-S | 1.2      | -         | 74.6        |
|        | AutoSlim*   | 1.4      | 15.3      | 73.8        |
|        | BCNet*      | 1.4      | 16.3      | 75.4        |
|        | ViTAS       | 1.4      | 15.7      | 75.8        |
| 2.4G   | DS-ResNet-M | 2.2      | -         | 76.1        |
|        | AutoSlim*   | 2.4      | 21.8      | 75.7        |
|        | BCNet*      | 2.4      | 22.6      | 77.0        |
|        | ViTAS       | 2.4      | 22.1      | 77.2        |

A.8. Limitation

In this paper, we introduce the cyclic weight sharing paradigm for searching the optimal dimensions. Although we have mathematically formulated it in Section 4, we believe that there will be more in-depth insights with this clue for the followers, since there no other paper has ever discussed the channel influence issue. For example, rethinking the problem formulation from the aspect of optimal transport in graph theory and redefining the computation technique of the dimension influence in practice.

A.9. Re-implementation Results of Baseline Methods

To intuitively check the performance of ViTAS, we present the re-implement results w.r.t. baseline methods on ImageNet-1k, COCO2017, and ADE20k datasets with our training recipe, as shown in Table 13~15.

\[\text{The DS-ResNet is from the paper of “Dynamic slimmable network”, CVPR 2021 (oral).}\]
Table 13. Searched Twins-based ViT architectures w.r.t. different FLOPs and GPU throughput on ImageNet-1k. We abbreviate the name of tiny, short, base, and large for T, S, B, and L, respectively. Re-Top-1, Re-Top-5: indicates that the re-implementation results of baseline methods with our recipe. Top-1, Top-5: performance of baseline methods that is reported from papers. Our results are highlighted in bold.

| Method               | FLOPs | Throughput | Params (G) | Top-1 (%) | Top-5 (%) | Re-Top-1 (%) | Re-Top-5 (%) |
|----------------------|-------|------------|------------|-----------|-----------|-------------|-------------|
| DeiT-T [38]          | 1.3   | 2728.5     | 5          | 72.2      | 91.3      | 72.3        | 91.4        |
| Twins-T [5]          | 1.4   | 1580.7     | 11.5       | -         | -         | 77.8        | 94.1        |
| AutoFormer-T [4]     | 1.3   | 3055.4     | 5.7        | 74.7      | 92.6      | 74.7        | 91.9        |
| ViTAS-Twins-T        | 1.4   | 1686.3     | 13.8       | 79.4      | 94.8      | -           | -           |
| DeiT-S [38]          | 4.6   | 457.0      | 22.1       | 79.8      | -         | 79.9        | 95.0        |
| Twins-SVT-S [5]      | 2.9   | 1059       | 24         | 81.7      | -         | 81.6        | 95.9        |
| AutoFormer-S [4]     | 5.1   | 1231.7     | 22.9       | 81.7      | 95.7      | 79.8        | 95.0        |
| Twins-PCPVT-S [5]    | 3.8   | 815        | 24.1       | 81.2      | -         | 81.2        | 95.6        |
| Swin-T [24]          | 4.5   | 766        | 29         | 81.3      | -         | 81.2        | 95.5        |
| ViTAS-Twins-S        | 3.0   | 958.6      | 30.5       | 82.0      | 95.7      | -           | -           |
| Swin-S [24]          | 8.7   | 444        | 50         | 83.0      | -         | 83.0        | 96.2        |
| Twins-SVT-B [5]      | 8.6   | 469        | 56         | 83.2      | -         | 83.2        | 96.3        |
| ViTAS-Twins-B        | 8.8   | 362.7      | 66.0       | 83.5      | 96.5      | -           | -           |
| DeiT-B [38]          | 17.6  | 292        | 86.6       | 81.8      | -         | 81.8        | 95.7        |
| Twins-SVT-L [5]      | 15.1  | 288        | 99.2       | 83.7      | -         | 83.6        | 96.6        |
| ViTAS-Twins-L        | 16.1  | 260.7      | 124.8      | 84.0      | 96.9      | -           | -           |

Table 14. Object detection and instance segmentation performance with searched backbones on the COCO2017 dataset with Mask R-CNN framework and RetinaNet framework. We followed the same training and evaluation setting as [5]. “FLOPs” and “Param” are in gigas and million, respectively. ⋆ indicates the re-implementation results of important baseline methods with our recipe. Methods without ⋆ indicates that the performance is reported from papers. Since Twins do not provide the experiment results for Twins-SVT-L, we only report our re-implement results as Twins-SVT-L*. Our results are highlighted in bold.

| Backbone           | Mask R-CNN 1× [15] | RetinaNet 1× [20] |
|--------------------|---------------------|-------------------|
|                    | FLOPs (G) | Param (M) | AP (%) | AP50 (%) | AP75 (%) | AP (%) | AP50 (%) | AP75 (%) | AP (%) | AP50 (%) | AP75 (%) |
| Twins-SVT-S [5]    | 164       | 44.0      | 43.4   | 66.0     | 47.3     | 40.3   | 63.2     | 43.4     | 104    | 34.3     | 43.0     |
| Twins-SVT-S*       | 164       | 44.0      | 43.5   | 66.0     | 47.8     | 40.1   | 62.9     | 43.1     | 104    | 34.3     | 42.2     |
| ViTAS-Twins-S      | 168       | 44.2      | 45.9   | 67.8     | 50.3     | 41.5   | 64.7     | 45.0     | 108    | 41.3     | 44.4     |
| Twins-SVT-B [5]    | 224       | 76.3      | 45.2   | 67.6     | 49.3     | 41.5   | 64.5     | 44.8     | 163    | 67.0     | 45.3     |
| Twins-SVT-B*       | 224       | 76.3      | 45.5   | 67.4     | 50.0     | 41.4   | 64.5     | 44.5     | 163    | 67.0     | 44.4     |
| ViTAS-Twins-B      | 227       | 85.4      | 47.6   | 69.7     | 52.2     | 42.9   | 66.3     | 46.5     | 167    | 76.2     | 46.0     |
| Twins-SVT-L* [5]   | 292       | 119.7     | 45.9   | 67.9     | 49.9     | 41.6   | 65.0     | 45.0     | 232    | 110.9    | 45.2     |
| ViTAS-Twins-L      | 301       | 144.1     | 48.2   | 69.9     | 52.9     | 43.3   | 66.9     | 46.7     | 246    | 135.5    | 47.0     |

Table 15. Performance comparisons with searched backbones on ADE20K validation dataset. Architectures were implemented with the same training recipe as [5]. All backbones were pretrained on ImageNet-1k, except for SETR, which was pretrained on ImageNet-21k dataset. ⋆ indicates the re-implementation results of important baseline methods with our recipe. Methods without ⋆ indicates that the performance is reported from papers. mAcc: mean accuracy for all categories. aAcc: accuracy of all pixels. Our results are highlighted in bold.

| Backbone           | Semantic FPN 80k [5] | Upernet 160k [24] |
|--------------------|----------------------|-------------------|
|                    | FLOPs(G) | Param(M) | mIoU  | mAcc   | aAcc   | FLOPs(G) | Param(M) | mIoU  | mAcc   | aAcc   |
| Twins-SVT-S [5]    | 37       | 28.3     | 43.2  | -     | -     | 228     | 54.4     | 46.2  | -     | -     |
| Twins-SVT-S*       | 37       | 28.3     | 43.6  | 55.4  | 80.6  | 228     | 54.4     | 45.9  | 57.3  | 81.5  |
| ViTAS-Twins-S      | 38       | 35.1     | 46.6  | 57.6  | 82.2  | 229     | 61.7     | 47.9  | 59.0  | 82.6  |
| Twin-SVT-B [5]     | 67       | 60.4     | 45.3  | -     | -     | 261     | 88.5     | 47.7  | -     | -     |
| Twin-SVT-B*        | 67       | 60.4     | 45.5  | 57.0  | 81.5  | 261     | 88.5     | 47.7  | 59.1  | 82.7  |
| ViTAS-Twins-B      | 67       | 69.6     | 49.5  | 60.5  | 83.4  | 261     | 97.7     | 50.2  | 61.1  | 83.5  |
| Twins-SVT-L [5]    | 102      | 103.7    | 46.7  | -     | -     | 297     | 133      | 48.8  | -     | -     |
| Twins-SVT-L*       | 102      | 103.7    | 46.9  | 58.3  | 81.8  | 297     | 133      | 49.2  | 60.5  | 82.8  |
| ViTAS-Twins-L      | 108      | 128.2    | 50.4  | 61.6  | 83.6  | 303     | 158.7    | 51.3  | 61.9  | 84.4  |
To intuitively compare the transferability of ViTAS with other baseline methods, we evaluated the generalization ability of the ViTAS by transferring the searched architectures to COCO2017 and ADE20k datasets. As shown in Figure 9, we visualize the performance of ViTAS w.r.t. other baseline methods. Indeed, with similar FLOPs budget, our ViTAS achieves the superiority than other baseline methods on the both datasets w.r.t. the tasks of segmentation and detection.

Figure 9. The comparisons between ViTAS and other baseline methods with on ADE20k and COCO2017 dataset.
Figure 10. Visualization of cyclic weight sharing mechanism w.r.t. groups number from 5 to 10.

A.11. Visualization of Cyclic Weight Sharing Mechanism w.r.t. Different Groups Number

In this section, we visualize the channels w.r.t. different groups number in cyclic weight sharing mechanism. Indeed, to promote the usage of cyclic weight sharing mechanism, we constrain the channels to be continuous w.r.t. each group, as illustrated in Figure 10.

Moreover, with Eq. (13), we compare the influence uniformity of our cyclic pattern with ordinal and bilateral weight sharing mechanism. As shown in Table 16, our cyclic pattern achieves almost zero influence gap w.r.t. channels and much smaller than others, and bilateral pattern has about the half influence gap than ordinal pattern. It indicates that our ViTAS can fairly train all channels in superformer, and thus can perform better than baseline methods.

Table 16. Comparison of cyclic weight sharing mechanism with other baseline methods w.r.t. different groups number.

| methods   | Groups | 5    | 6    | 7    | 8    | 9    | 10   |
|-----------|--------|------|------|------|------|------|------|
| Ordinal   |        | 30.3 | 48.1 | 70.6 | 99.1 | 130.0| 167.4|
| Bilateral |        | 10.0 | 19.0 | 30.6 | 46.1 | 66.1 | 88.7 |
| Cyclic    |        | 0.6  | 0.3  | 0.7  | 0.5  | 0.8  | 0.5  |

A.12. Visualization and Interpretation of Searched ViT Architectures

In this section, we discuss the searched ViT architectures. For intuitively understanding, we visualize our searched three ViT architectures with various FLOPs in Figure 11 as examples. From Figure 11, we summarize the three experiential results for further ViT design. For the last stage of ViT architectures, the downsampling size is equal to the feature size, which indicates that “Local” blocks perform similarly to “Global” blocks.

- The optimal architecture generally tends to follow several local operations after the global blocks.
- The optimal architecture has a bit more local operations than the global operations.
- The dimension between layers changes smaller in Twins-based architectures than in DeiT-based architectures (i.e., see Figure 8), which indicates that the work in [5] performs as a strong baseline w.r.t. the provided ViT architectures.
Figure 11. Visualization of searched architectures on Twins transformer space.