Topological Effects caused by the Fractal Substrate on the Nonequilibrium Critical Behavior of the Ising Magnet
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The nonequilibrium critical dynamics of the Ising magnet on a fractal substrate, namely the Sierpinski carpet with Hausdorff dimension \( d_H = 1.7925 \), has been studied within the short-time regime by means of Monte Carlo simulations. The evolution of the physical observables was followed at criticality, after both annealing ordered spin configurations (ground state) and quenching disordered initial configurations (high temperature state), for three segmentation steps of the fractal. The topological effects become evident from the emergence of a logarithmic periodic oscillation superimposed to a power law in the decay of the magnetization and its logarithmic derivative and also from the dependence of the critical exponents on the segmentation step. These oscillations are discussed in the framework of the discrete scale invariance of the substrate and carefully characterized in order to determine the critical temperature of the second-order phase transition and the critical exponents corresponding to the short-time regime. The exponent \( \theta \) of the initial increase in the magnetization was also obtained and the results suggest that it would be almost independent of the fractal dimension of the substrate, provided that \( d_H \) is close enough to \( d = 2 \).
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I. INTRODUCTION

The study and characterization of continuous phase transitions occurring on fractal substrates have attracted much attention during the past decades in the research fields of statistical physics and materials science. The very well-known general belief in universality states that for a given symmetry of the order parameter and range of interactions, the critical behavior only depends on the dimensionality \( d \), i.e. the influence of the underlying structure becomes negligible at the critical point when the correlation length is much larger than the cell space. In particular, Ising models embedded in different lattices in the absence of external magnetic fields, with short-range interactions and for a given \( d \), exhibit a continuous phase transition characterized by identical critical exponents, with the critical temperature decreasing to zero at the lower critical dimension \( d = 1 \). Instead of the replication of an elementary cell by translation, fractals are constructed by the iteration of a generating cell, consequently the topological details of the generating cell are present at any scale. In this way, the critical exponents also depend on other geometric and topological parameters, such as the ramification and lacunarity of the fractal. It has been shown that a second-order phase transition at nonzero temperature occurs only if the fractal substrate has an infinite ramification order. On the other hand, the lacunarity, which was introduced by Mandelbrot in order to give a measure of the deviation from the translational invariance, can be obtained considering the departure from the power law of the mass scaling definition of the fractal Hausdorff dimension \( (d_H) \), namely \( m(R) \propto R^{d_H} \) (where \( m(R) \) is the mass inside a sphere of radius \( R \) centered inside a fractal structure). Direct quantitative studies of the Ising model on fractal substrates have shown that the values of the ratio of critical exponents \( \gamma/\nu \) depend upon the lacunarity and indicate that by increasing the lacunarity one has to introduce higher corrections in the finite-size scaling associated with the critical behavior of physical observables. Most of the previous work on this topic was based on the same class of fractals, built in the same way as the standard Sierpinski carpet (SC(b,c)), which have an infinite ramification order. A hypercube in \( d \) dimensions is segmented into \( b^d \) subhypercubes and \( c^d \) of them are then removed, this segmentation process is iterated on the remaining subhypercubes. The mathematical fractal is obtained after an infinite number of segmentation steps (k). However, for practical purposes, a fractal is constructed by applying a finite number of segmentation steps. So, the physical observables show not only finite-size effects caused by the size of the system, but also a lower cutoff due to the segmentation step. As a matter of fact, results obtained by performing Monte Carlo simulations depend on the number of segmentation steps, so it is interesting to know the way these observables converge to the ones expected for the mathematical fractal. The key point here is that in order to obtain critical exponents from simulations in equilibrium, one has to apply finite-size scaling analysis that is hindered by
topological scaling corrections. These corrections and the critical slowing down increase when the fractal dimension decreases towards one. Furthermore, due to these effects the segmentation steps studied could not be large enough to truly observe the asymptotic behavior. So, under these circumstances it is not surprising that also the critical exponents could not be easily obtained\[2, 7\]. Furthermore, Pruessner et al.\[8\] have questioned the validity of finite-size scaling on fractal substrates arguing that each segmentation step represents a new thermodynamic system that cannot be treated as a scaled version of the previous one.

During the last years, nonequilibrium critical dynamics has been developed and a dynamic scaling form was found that is already valid in the short-time regime\[3, 10\]. In addition to the dynamic exponent z, the static exponents, originally defined in equilibrium, also appear in the short-time scaling form. This fact leads to new methods for the numerical measurement of all the static and dynamic critical exponents, as well as the critical temperature. Since the measurements now are carried out within the short-time regime, they do not suffer from critical slowing down. Because of the small nonequilibrium correlation length, it is also easy to overcome finite-size effects. Due to the above-mentioned advantages the nonequilibrium critical dynamics within the short-time regime is a promissory tool for the study of continuous phase transitions on fractal substrates. Hitherto, the topological effects on the short-time dynamic behavior and the possible corrections to scaling have not been systematically investigated. Recently, we have reported soft oscillatory deviations from the power-law decay of the magnetization in the short-time regime\[11\] for the Ising model on the SC(3,1) with \(d_H = 1.8927\). On the other hand, logarithmic periodic oscillatory deviations in the behavior of physical observables have been reported for several systems that present fractal characteristics embedded into the dynamics of the model and/or the substrate. Some examples are the wave propagation in fractal systems\[12\], the Blume-Capel model on the Sierpinski gasket\[13\], the dynamics of biological systems such as the bronchial tree\[14\], proteins\[15\], magnetic and resistive effects on a system of wires connected along the Sierpinski gasket\[12\], and random walk through fractal environments\[16\].

The purpose of this paper is to study the occurrence of topological effects on the scaling laws that describe the nonequilibrium short-time critical dynamics of a magnetic system on a fractal substrate. For this purpose we have performed extensive numerical Monte Carlo simulations of the Ising model on the SC(4,2). Three different segmentation steps are investigated in order to show how the lower cutoff due to the finite-segmentation step affects both the critical exponents and critical temperature. This procedure also allows us to study the convergence of the measured values to the values expected for the mathematical fractal.

In Section II we introduce the model, we give the simulation details and remark on the main features of the short-time dynamic scaling. In Section III we present, analyze and discuss the short-time dynamic behavior of systems starting from both disordered (III A) and ordered initial states (III B). Critical exponents obtained under these two conditions are compared. Also, in subsection III C we discuss the topological characteristics of the substrate and their influence on the dynamic critical behavior of the physical observables. In Section VI we present our conclusions.

II. THE MODEL AND THE METHODS

A. The Ising Model on Sierpinski Carpets

Figure 1 shows a sketch of the fractal substrate used in the present work, namely the SC(4,2), for the segmentation step \(k = 3\). The Hausdorff dimension of the mathematical fractal is given by \(d_H = \frac{\log(4^2 - 2^2)}{\log 2} \approx 1.7925\). In the case of the fractal, the convergence of relevant properties towards the thermodynamic limit occurs when the structure is constructed by the iterative process. Such convergence is reflected in the dependence of the mean number of nearest neighbors per site on the segmentation step, which converges to a constant value as \(k\) goes to infinity. In order to study the critical behavior by means of Monte Carlo simulations it is necessary to simulate large enough segmentation steps to ensure that the asymptotic region is reached. For the SC(4,2) the deviation of the mean number of next-nearest neighbors from the value corresponding to the thermodynamic limit (mathematical fractal), using periodic boundary conditions and determined by means of the transfer-matrix method, becomes negligible for \(k \geq 5\)\[17\].

As mentioned, the studied fractal has an infinite ramification order, which implies that the Ising model would exhibit a continuous phase transition at finite temperature. In order to perform the simulation the spins were placed at the center of the occupied subsquares and consequently, the number of spins increases as a power law of the lattice size with an exponent given by \(d_H\). The Hamiltonian of the system is then given by

\[ H = -J \sum_{\langle i,j \rangle} s_i s_j, \tag{1} \]

where \(s_i\) assumes the values \(\pm 1\), the sum runs over all interacting first-neighbor pairs and the positive exchange coupling constant \(J\) corresponds to the ferromagnetic case.

B. Short-Time Dynamic Behavior at Second-Order Phase Transitions

In this section we give a brief summary on the short-time dynamic (STD) method for characteriza-
For a dynamic relaxation from a completely ordered state \( (m_0 = 1) \) corresponding to the ground state at \( T = 0 \), annealed to \( T_c \), the magnetization, the logarithmic derivative of the magnetization with respect to the reduced temperature \( \tau = \frac{T}{T_c} \), and the second-order Binder cumulant should follow power laws in time, namely

\[
M(t) \propto t^{-\frac{\theta}{\nu z}},
\]

\[
V_\tau(t) = \partial_\tau \ln M(t, \tau) \big|_{\tau=0} \propto t^{-\frac{\theta}{\nu z}},
\]

\[
U(t) = \frac{M^2(t)}{[M(t)]^2} - 1 \propto t^{-\frac{d_{eff}}{\nu z}},
\]

respectively. For \( T \neq T_c \), but within the critical region, the power-law behavior is modified by a scaling function, which for the magnetization is given by \( M^*(t^{\frac{1}{\nu z}}) \). So, this fact can be used to determine the critical temperature from the localization of the optimal power-law behavior.

We have found that the dynamic evolution of the magnetization when the system is annealed from \( T = 0 \) to a higher temperature \( T \) close to the critical point is more sensitive to this final temperature than when the system is quenched from \( T=\infty \). Furthermore, due to the large initial value of \( M \) and its slow decrease upon annealing, the statistical fluctuations are less prominent, and therefore it would be expected that the topological effects may be easier to detect.

### C. Monte Carlo Simulations

In order to study the effects of the topology of the fractal on the STD and the convergent behavior of the critical exponents with the segmentation step, we carried out Monte Carlo simulations for segmentation steps \( k = 4, 5, \) and \( 6 \) (system size \( L = 256, 1024, \) and \( 4096 \), respectively) using periodic boundary conditions. Simulations started either from the complete ordered state or from a disordered state with zero or a small magnetization. In the last case the initial magnetization \( m_0 \)
was settled by flipping, in a random disordered configuration, a definite number of spins placed at randomly chosen sites in order to get the desired value of $m_0$. The time evolution of the system was updated by means of a Metropolis algorithm using the Marsaglia-Zaman pseudo-random number generator. The time unit, defined as a Monte Carlo step (MCS), involves attempts to update $N$ randomly selected spins. The time evolution was followed, depending on the initial state, from $10^3$ up to $2 \times 10^5$ MCS. The magnetization, the autocorrelation, and the second moment of the magnetization were averaged over a number of samples with the same initial conditions but using different configurations.

### III. RESULTS AND DISCUSSION

#### A. Dynamic Evolution from the Ordered State

Figure 2 shows the decay of the magnetization as a function of time obtained at different annealing temperatures for the segmentation step $k=5$. As can be observed, log-periodic oscillations are present in the time evolution of the magnetization over the full range of time and for all temperatures. We believe that the log-periodic structure exhibited by the data is a typical feature of systems with Discrete Scale Invariance (DSI). So, in Section III C we first show that the topology of the substrate (the Sierpinski carpet in our case) possesses this property and subsequently, we formulate arguments linking the spatial characteristic length of the fractal to the time characteristic period of the dynamic behavior of the Ising system. Now, in order to account for our numerical observations we assume that the power-law behavior expected for the time evolution of the magnetization (equation 8) should be replaced by

$$M(t) \propto t^{-\frac{1}{\nu z}} \left(1 + A \cos \left(\frac{2\pi}{\log(P)} \log(t) + \phi\right)\right),$$

where $\log(P)$ is a logarithmic period, while $A$ and $\phi$ are the amplitude and the phase of the oscillation, respectively. An similar expression to equation 8 has been used by other authors to describe the time dependence of systems that exhibit a DSI in their dynamic behavior, such as the energy release on the approach of impending rupture, earthquakes, and biological systems (proteins). In order to study the critical regime we settle down the temperature range that exhibits the smallest deviations from a power-law behavior, namely $1.09 \leq T_c \leq 1.13$. Subsequently, we determine the critical temperature by finding the smallest deviation of the data from equation 8. For $k = 5$, this study yields $T_c = 1.11(1)$, where the error bar was assessed by considering the closest pair of temperatures that present noticeable but small deviations. The inset of Figure 2 shows the oscillatory component of $M(t)$ that is nicely fitted by the cosine function for $T = 1.11$, and also shows the departures from the cosine function for $T = 1.10$ and $T = 1.12$. Logarithmic periodic oscillations are also observed for the segmentation steps $k = 4$ and 6, and the procedure previously described was also used to determine the corresponding critical temperatures, as reported in Table I (2nd column). Figure 3 shows the magnetization decay at the critical temperature for the segmentation steps 4, 5, and 6. The fits were carried out after disregarding an initial time interval $t_{\text{min}} = 30$ MCS, and the obtained parameters are reported in Table I. For $k = 4$, in order to assure that the nonequilibrium correlation length remains smaller than the system size, the considered time interval was $30 - 10^3$ MCS. As observed in the inset of Figure 3 the logarithmic periodic oscillations of the magnetization decay have similar shape for $k = 5$ and 6, but they are slightly different for $k = 4$. The critical temperature $T_c(k = 6) = 1.10(1)$ is in relatively good agreement with determinations performed by means of Monte Carlo simulations in equilibrium and obtained by applying finite-size scaling, namely $T_c < 1.175$ and $T_c = 1.077(3)$. Furthermore, a careful inspection of the data reveals a systematic but convergent decrease in both $T_c(k)$ and $\beta/\nu z$ (Table I 3rd. column) when the segmentation step...
is increased, suggesting that our results could be taken as upper bounds. The exponent $\beta/\nu z$ for $k = 6$ is notably smaller than both the accepted value for the Ising model in $d = 2$, given by $\beta/\nu z = 0.577(3)$ [21], and our estimation for the SC(3,1), given by $\beta/\nu z = 0.03412(7)$ [11]. In this way at the critical point a larger deviation from the translational symmetry, i. e. an increase in the lacunarity, makes the decay of the long-range order slow down.

The logarithmic derivative of the magnetization with respect to $\tau$ is evaluated by taking the difference between the values of $M(t)$ at two temperatures close to the critical one ($T_c \pm 0.01$). The results of this calculation are shown in Figure 4, where the logarithmic periodic oscillations can be clearly observed for the segmentation step $k = 6$. For $k = 5$ the oscillations are also suggested by the behavior obtained for $t > 10^5$ MCS. In order to obtain the exponent $1/\nu z$, we propose the same correction for the power law as that applied to the magnetization and given in equation (8), namely

$$V_c(t) \propto t^{1/\nu z} \left(1 + B \cos \left(\frac{2\pi}{\log(P)} \log(t) + \Phi\right)\right), \quad (9)$$

where $B$ and $\Phi$ are the amplitude and the phase of the oscillations, respectively. The fits were performed within the range $10^2$ to $2 \times 10^5$ MCS giving a value for $\log(P) = 2.0(2)$ and the exponents $1/\nu z$ listed in Table I. For $k = 4$, the presence of oscillations cannot be detected within the time range considered, i.e. from $10^2$ to $10^3$ MCS. In order to give a crude estimation for the critical exponent, we fitted the data with equation (6) (see Table I). Figure 6 shows the determination of the exponent $d_{\text{eff}}$ (see Table I) from the time dependence of the Binder cumulant, according to equation (7). The trend of the data for the exponents $1/\nu z$ and $d_{\text{eff}}$, namely a convergent decrease when $k$ is increased, is consistent with the previous observations reported for SC(3,1) [8,11] and strongly suggests that our results should be taken as reliable upper bounds.

### Table I: Critical temperatures and parameters obtained by fitting the time dependence of the magnetization according to equation (5).

| $k$ | $T_c(k)$ | $\beta/\nu z$ | $A$ | $\log(P)$ | $\phi$ |
|-----|---------|----------------|-----|------------|--------|
| 4   | 1.14(1) | 0.0145(1)      | 0.0023(2) | 2.11(7)   | $\pi$  |
| 5   | 1.11(1) | 0.0116(1)      | 0.0029(1) | 2.15(1)   | $\pi$  |
| 6   | 1.10(1) | 0.0110(1)      | 0.0029(1) | 2.16(1)   | $\pi$  |

### Figure 3: Log-log plots of magnetization versus time obtained at the critical temperature starting from ordered initial conditions ($m_0 = 1$) for the segmentation step $k = 4$, 5, and 6. The corresponding fits are also shown by mean full lines. The inset shows the shape of the oscillation of $M(t)$ ($Y = \frac{M(t) - Ct^\beta}{\zeta t^\nu}$) versus $t$ in log-scale.

### Figure 4: Log-log plot of the logarithmic derivative of magnetization versus time obtained at $T_c$ by starting from the ordered initial conditions ($m_0 = 1$). Results obtained for three different segmentation steps as listed in the figure. The full lines correspond to fits obtained for $t > 100$ MCS, according to equation (8) for $k = 5$ and 6, and to equation (6) for $k = 4$, respectively. See details in the text.
FIG. 5: Log-log plot of Binder’s cumulant versus time obtained at criticality, starting from ordered initial conditions \((m_0 = 1)\), for \(k = 4, 5, \) and \(6\). The full lines correspond to the best fits obtained for \(t > 30\) MCS.

**TABLE II**: Critical exponents determined from the time dependence of the magnetization (2nd column, equation (8)), the Binder cumulant (3rd column, equation (7)) and the logarithmic derivative of magnetization (4th column, equation (9)). Also, * corresponds to a crude estimation performed by using equation (6). Data obtained by starting the simulations from an ordered initial state and for the \(k = 4, 5, \) and \(6\) segmentation steps of the fractal.

| \(k\) | \(\beta\) | \(\nu\) | \(\eta\) | \(\nu\) |
|-------|----------|--------|--------|--------|
| 4     | 0.0145(1)| 0.556(3)| 0.209(2)*| 0.069(1) |
| 5     | 0.0116(1)| 0.54(1)| 0.167(8)| 0.069(3) |
| 6     | 0.0110(1)| 0.54(3)| 0.162(8)| 0.068(3) |

From these results the order parameter critical exponent \(\beta\) can be obtained, which appears to be less sensitive to the change of the segmentation step than other exponents shown in Table I. It is worth mentioning that our best estimation, given by \(\beta = 0.068(3)\), is significantly smaller than the values corresponding to the Ising model in \(d = 2\) \((\beta = 0.125(\text{exact}))\) and in \(d_H \approx 1.8927\) on SC(3,1) \((\beta = 0.121(5)))\).

**B. Dynamic Evolution from the Disordered State**

The dynamic evolution after quenching the system to \(T_c\) when the simulations are started from the disordered state presents a weak dependence on temperature. This shortcoming hinders an independent estimation of \(T_c\) based on these measurements. However, by using the value of \(T_c\) obtained by means of simulations started from the ordered state, it is possible to obtain an independent evaluation of the critical exponents.

Figure 6 shows the initial increase in magnetization observed for the segmentation steps 4, 5, and 6, obtained for different values of the small initial magnetization \((m_0 = 0.02, 0.04, \) and \(0.06)\). The data exhibit a weak dependence on the segmentation step as can be deduced from the overlapping of the curves. Within the time regime considered, the magnetization always increases and the data can be fitted to a power law, as expected from equation (2). Nevertheless, a soft curvature of the data can be observed for larger times due to the fact that \(m_0\) is finite and the power law is actually expected to hold in the \(m_0 \to 0\) limit. So, in order to determine the critical exponent we performed a fit of the data within the time interval 30-100MCS. As can be observed in the inset of Figure 6, the exponents show a weak dependence on \(m_0\). Then, the exponent \(\theta\) was evaluated by a linear extrapolation to \(m_0 = 0\). So, according to our results, listed in Table III, the exponent \(\theta = 0.181(2)\) for the SC(4,2) fractal appears to be the same as that for SC(3,1) \((\theta = 0.1815(6))\) and slightly smaller than the value for the Ising model in \(d = 2\), given by \(\theta = 0.191(3)\) [21].
finite size scaling for the same segmentation step, which
relations performed in equilibrium and obtained by using
values (see Table III) show a convergent increase with
Figure 8 shows the time evolution of the second momen-
t of the magnetization and the corresponding fit ob-
tained, within the interval 30-10^4 MCS, according to
equation (3) for t > 30.

On the other hand, the decay of the autocorrelation
function, one can also calculate d_{eff}/z, as listed in the 4th column of Table III. The obtained results are in full agreement with independent determinations performed by fitting the time dependence of the Binder cumulant starting simulations from ordered states, see Table III.

Also, by inserting the exponent d_{eff}/z in the expres-
sion of the exponent of the second moment of the mag-
etization, given by d_{eff}/z - 2\beta/\nu z, one can obtain an additional estimation of \beta/\nu z, as listed in the 5th column of Table III. The values are smaller than those obtained for the magnetization decay corresponding to the evolution from the ordered state (see the 2nd column of Table III). We attribute this difference to the small value of \beta/\nu z relative to both d_{eff}/z and \left(\frac{2\beta}{\nu z} - \frac{2\beta}{\nu z}\right). In this way, a small relative error for these exponents induces a large error in \beta/\nu z, as shown in Table III.

C. Discrete Scale Invariance in Space and Time

Discrete Scale Invariance (DSI) has extensively been discussed by Sornette [12]. It is a weak kind of scale invariance according to which an observable O(x), which is a function of a control parameter x, obeys the scaling law

\[ O(x) = \mu(b)O(bx), \]

under the change x \to bx. Here b is no longer an arbitrary real number as in the case of continuous scale
TABLE III: Critical exponents determined from the dynamic behavior of the second moment of the magnetization (2nd column, see equation (2)), the autocorrelation (3rd column, see equation (3)) and the initial increase in the magnetization (4th column, see equation (4)). Data obtained by starting the simulations from disordered initial states and for \( k = 4, 5, 6 \).

| \( k \)  | \( \alpha \) | \( \beta \) | \( \gamma \) | \( \delta \) |
|-------|-------|-------|-------|-------|
| 4     | 0.532(5) | 0.389(8) | 0.175(2) | 0.564(8) | 0.016(9) | 2.55(3) |
| 5     | 0.531(4) | 0.360(8) | 0.182(2) | 0.542(8) | 0.006(9) | 2.12(2) |
| 6     | 0.529(5) | 0.360(9) | 0.181(2) | 0.541(9) | 0.006(10) | 3.3(2) |

invariance but it can only take specific discrete values, which in general have the form: \( b_n = (b_1)^n \), where \( b_1 \) is the fundamental scaling ratio.

It is easy to show that if an observable \( O(x) \) satisfies equation (10) for an arbitrary \( b \) it necessary has to obey a power law of the type \( O(x) = Cx^\alpha \), where \( \alpha \) is an exponent. But in the case of DSI the solution of equation (10) in general has the form

\[
O(x) = x^\alpha F \left( \frac{\log(x)}{\log(b_1)} \right), \tag{11}
\]

where \( F \) is a periodic function of period one.

To illustrate that the SC(4,2) leads up to DSI, let us choose \( b_1 = 4 \) as a function of \( R \), for the segmentation step \( k = 5 \) of the SC(4,2). The origin \( r_0 \) has been chosen at one of the fractal corners. The inset shows the logarithmic step \( k = 5 \) of the SC(4,2), namely the typical power law dynamics for \( k = 6 \) (see Table (I)). The observed logarithmic periodic oscillation in the decay of the magnetization (Figures 2 and 3) leads us to abandon the standard power-law decay of the form \( M(t) \propto t^{-\beta} \) (equation (3)) and propose a new Ansatz based on equation (11), namely the typical power law modulated by a logarithmic periodic function (see equation (3)). Of course, by means of this assumption we implicitly recognize that the DSI intrinsic of the substrate is somewhat capable of influencing the dynamic behavior of the overlaying ferromagnet yielding to a DSI in the time scale. Following this line of reasoning one has to admit that the fundamental scaling ratio between length scales \( b_1 \) of the fractal has to translate into an intrinsic ratio between time scales for the oscillations given by the period \( P \). It is well known that for a critical system evolving towards equilibrium, characteristic spatial and temporal scales are linked through the dynamic exponent \( z \), i.e. the development of the correlations up to a length \( \xi \) scales as \( \xi \propto t^{1/z} \). Therefore, going one step further in our speculation, we propose that the scaling ratios are also linked according to

\[
b_1 = P^{\frac{1}{z}}, \tag{13}
\]
In Appendix A we demonstrate under which assumptions this relation holds, but let us now show that equation (13) is consistent with our measurements. In fact, equation (13) implies \( z = \frac{\log(P)}{\log(b_1)} \). Then, from Table I we take \( \log(P) = 2.16 \) yielding \( z \approx 3.6 \). Also, the logarithmic derivative of the magnetization yields \( \log(P) = 2 \), so one has \( z \approx 3.3 \). These rough estimations of the dynamic exponent can be compared to the accepted value for the 2D-Ising model, namely \( z = 2.165 \) and our previous estimation of \( z = 2.55 \) for the SC(3,1). So, all these results are consistent with an increasing trend of \( z \) when the fractal dimension of the substrate decreases, anticipating the occurrence of a dramatic increase in the slowing down, characteristic of the second-order phase transitions, in low dimensionality. Furthermore, independent measurements (see Tables I and II) yield to \( d_{eff} \approx 0.54 \), so one has \( d_{eff} \approx 1.9 \) (\( z \approx 3.6 \)) and \( d_{eff} \approx 1.8 \) (\( z \approx 3.3 \)), i.e. two figures in reasonable agreement with the fractal dimension of the SC(4,2) given by \( d_H \approx 1.7925 \). On the other hand, based on both the measured exponent \( \frac{1}{\nu} = 0.162(8) \) and the crude estimation of \( z \), we could give a very rough estimation of the correlation length exponent, which should be of the order of \( \nu \approx 1.8 \), also in agreement with the trend shown for the 2D-Ising model (\( \nu = 1 \) and SC(3,1) (\( \nu \approx 1.39 \)).

### IV. CONCLUSIONS

We have studied the nonequilibrium critical dynamics in the short-time regime of the Ising ferromagnet embedded in a fractal substrate, namely the SC(4,2). The influence of the topology of the fractal on the dynamic evolution of some physical observables is clearly identified through at least two effects: i) The dependence of the short-time regime on the segmentation step; and ii) the occurrence of logarithmic periodic oscillations superimposed to the power-law behavior observed in both the decay of the magnetization and its logarithmic derivative with respect to the reduced temperature, when the system is annealed from \( T = 0 \) to \( T_c \). We propose that these oscillations are a consequence of the DSI of the fractal substrate.

In order to describe the decay of the magnetization upon annealing to \( T_c \) we proposed an Ansatz that involves the standard power-law behavior but now modulated by a logarithmic periodic oscillatory function (see equation (5)). This kind of function has also been used to describe the behavior of systems that exhibit a DSI in its dynamic behavior. By fitting the data with equation (5) we determine \( T_c \approx 1.10(1) \), a figure that is in relatively good agreement with the values obtained by other authors by performing equilibrium measurements and by applying a finite-size scaling approach.

The exponent \( \theta = 1.81(2) \) of the initial increase in the magnetization, determined for the segmentation step \( k = 6 \), appears to be the same as that for the SC(3,1) (\( \theta = 0.1815(6) \)) but it is only slightly smaller than the accepted value for the Ising model in \( d = 2 \) (\( \theta = 0.191(3) \)), suggesting that this exponent is not significantly affected by the dimensionality of the substrate. It is worth mentioning that \( \theta \) is related to \( x_0 \), such that \( x_0 = \theta \theta + \gamma \gamma \) and that the former exponent sets the time scale for the initial increase in the magnetization through \( t_{mic} \approx m_0 \theta \theta \).

The second moment of the magnetization and the autocorrelation function obtained by starting the dynamic evolution from the disordered initial state follow the expected power-law behavior. This fact allows us to perform an independent determination of the exponents \( d_{eff} \) and \( \frac{1}{\nu} \), which turn out to be self-consistent with the values obtained from simulations starting from the ordered state.

We would like to remark that the critical exponents corresponding to all observables measured show a convergent trend when the segmentation step is increased, indicating that the largest segmentation used in this work (\( k = 6 \)) would be considered a good approximation of the mathematical fractal.

Our estimation \( \beta = 0.068(3) \) indicates that the order parameter critical exponent for the SC(4,2) is smaller that corresponding to the Ising model in \( d = 2 \) (\( \beta = 1/8 \)), which is almost the same as that reported for the case as the SC(3,1) (\( \beta = 0.121(9) \)). On the other hand, our estimation for the exponent of the susceptibility (\( \gamma = 3.3(2) \)) is significantly larger than those corresponding to the 2D-Ising magnet (\( \gamma = 1.75 \)) and the SC(3,1) for the same \( k \) (\( \gamma = 2.22(2) \)). Nevertheless, it is notably smaller than the values reported from equilibrium simulations using finite-size scaling (\( \geq 5.39 \)).

We hope that the present work represents an extensive attempt to not only numerically characterize the relevant critical properties of the Ising model on a fractal substrate, but also to give clear evidence that the DSI of the underlying fractal structure influences the dynamic evolution of an Ising magnet. Of course, we have discussed the difficulties one encounters when dealing with these systems, but even more importantly our study allows us to clearly identify and characterize the influence of the substrate topology on the power-law behavior expected for the nonequilibrium critical dynamics in the short-time regime. The DSI of the fractal shows up dramatically in the dynamic behavior of the magnetization decay by causing the occurrence of logarithmic periodic oscillations.

### V. APPENDIX A

In this appendix we show that equation (13) can be straightforwardly proven for a certain observable \( M \), if one assumes:

(i) \( M(t) \) obeys a time DSI of the form:

\[
M(t) = \mu(P_n)M(P_n t), \quad P_n = P^n
\]

where \( P \) is the period and \( n \) is an integer.
(ii) The correlation length scales as
\[ \xi \propto t^{1/z}, \]  
(15)

(iii) The same observable \( M \), as a function of the correlation length, obeys a spatial DSI of the form:
\[ \tilde{M}(\xi) = \tilde{\mu}(b_n)\tilde{M}(b_n\xi), \]
(16)
where \( b_1 \) is the fundamental scaling ratio between length scales and \( \tilde{M} \) is using to denote: \( \tilde{M}(\xi) = M[t(\xi)] \).

Assumption (ii) implies \( t = a\xi^z \) for some constant \( a \). Then by replacing on the right-hand side of equation (14) one obtains
\[ M(t) = \mu(P^n)M(P^n a\xi^z) = \mu(P^n)M[a(P^\frac{z}{z} \xi^z)], \]
(17)
and writing \( M(t) \) as \( \tilde{M}(\xi) \) this equality becomes
\[ \tilde{M}(\xi) = \mu(P^n)\tilde{M}(P^\frac{z}{z} \xi), \]
(18)

The comparison with equation (16) leads us to the following equalities
\[ P^\frac{z}{z} = b_1^n, \quad \tilde{\mu}(b_1^n) = \mu(P^n), \]
(19)
and therefore, \( P^\frac{z}{z} = b_1 \).
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