PROBABILITY DENSITY FUNCTIONS ATTACHED TO RANDOM EULER PRODUCTS FOR AUTOMORPHIC $L$-FUNCTIONS

MASAHIRO MINE

Abstract. In this paper, we study the value-distributions of $L$-functions of holomorphic primitive cusp forms in the level aspect. We associate such automorphic $L$-functions with probabilistic models called the random Euler products. First, we prove the existence of probability density functions attached to the random Euler products. Then various mean values of automorphic $L$-functions are expressed as integrals involving the density functions. Moreover, we estimate the discrepancies between the distributions of values of automorphic $L$-functions and those of the random Euler products.

1. Introduction and statement of results

The study of the value-distributions of zeta and $L$-functions began with the work of Bohr and his collaborators in the early 20th century. Bohr–Jessen [2,3] especially proved the existence of a limiting probability measure for the Riemann zeta-function $\zeta(\sigma+it)$ in $t$-aspect, that is, there exists the limit value

$$W_\sigma(R) = \lim_{T \to \infty} \frac{1}{2T} \text{meas}\{t \in [-T, T] \mid \log \zeta(\sigma+it) \in R\} \quad (1.1)$$

for $\sigma > 1/2$, where $R$ is any rectangle on $\mathbb{C}$ with edges parallel to the axes. Their method was later refined by many authors including Jessen–Wintner [20] and Borchsenius–Jessen [4]. On the other hand, Chowla–Erdős [6] obtained an analogous result for Dirichlet $L$-functions $L(s, \chi)$ in $\chi$-aspect. They considered $L$-functions of real characters $\chi_d$ attached to positive discriminants $d$ and proved the existence of the limit value

$$(1.2) \quad G_\sigma(a) = \lim_{X \to \infty} \frac{2}{X} \#\{0 < d \leq X \mid d \equiv 0, 1(\text{mod} 4) \text{ square-free}, L(\sigma, \chi_d) \leq a\}$$

for $\sigma > 3/4$, where $a$ is any positive real number. Similar results for $L$-functions of degree one were proved by Barban [1], Elliott [8–11], Stankus [36,37], and others.

The above limit values $W_\sigma(R)$ and $G_\sigma(a)$ can be regarded as the probability distributions of certain random variables. For example, let $X = (X_p)$ be a sequence of independent random variables indexed by prime numbers which are uniformly
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distributed on the unit circle. Then we define the random Euler product
\[
\zeta(\sigma, X) = \prod_p \left(1 - \frac{X_p}{p^\sigma}\right)^{-1}
\]
for \(\sigma > 1/2\), where \(p\) runs through all prime numbers. In this case, the limit value \(W_\sigma(R)\) of (1.1) is represented as
\[
\mathbb{P}(\log \zeta(\sigma, X) \in R) = W_\sigma(R),
\]
where \(\mathbb{P}(E)\) indicates the probability of an event \(E\). One of the modern approaches to the study of the Riemann zeta-function is to compare the distribution of values \(\zeta(\sigma+it)\) with the probability distribution of \(\zeta(\sigma, X)\). Put
\[
P_T(\log \zeta(\sigma+it) \in R) = \frac{1}{2T} \text{meas}\{t \in [-T,T] \mid \log \zeta(\sigma+it) \in R\}.
\]
Lamzouri–Lester–Radziwiłł [23] refined formula (1.1) by estimating the discrepancy between \(\zeta(\sigma+it)\) and \(\zeta(\sigma, X)\). Indeed, they proved the upper bound
\[
D_\sigma(T) := \sup_R |P_T(\log \zeta(\sigma, X) \in R) - \mathbb{P}(\log \zeta(\sigma, X) \in R)| \ll \begin{cases} 
(\log T)^{-1}(\log \log T)^2 & \text{for } \sigma = 1, \\
(\log T)^{-\sigma} & \text{for } 1/2 < \sigma < 1,
\end{cases}
\]
which improves further the result of Harman–Matsumoto [15]. One can obtain an analogous result for Dirichlet \(L\)-functions \(L(s, \chi)\) in \(\chi\)-aspect without major changes from the method of [23].

Except for the case in \(t\)-aspect, the treatment of an \(L\)-function of higher degree should be rather complicated due to the lack of the completely multiplicativity of the Dirichlet coefficients. For the last two decades, many researchers confronted this difficulty and obtained one-dimensional results by concentrating on the values at real points \(s = \sigma\) with \(1/2 < \sigma < 1\); see Section 1.2. The purposes of this paper is to study the one- or two-dimensional value-distributions of \(L\)-functions of holomorphic primitive cusp forms, which are typical examples of \(L\)-functions of degree two. The precise definitions of such automorphic \(L\)-functions are described in Section 1.1. Then, as an adequate random model for the value-distribution of the automorphic \(L\)-functions, we define the random Euler product \(L(s, \Theta)\) as follows. Let \(\Theta = (\Theta_p)\) be a sequence of independent \([0, \pi]\)-valued random variables. We consider the infinite product
\[
L(s, \Theta) = \prod_p \left(1 - \frac{2 \cos \Theta_p}{p^s} + \frac{1}{p^{2s}}\right)^{-1},
\]
where \(p\) runs through all prime numbers. For any fixed complex number \(s = \sigma + it\) with \(\sigma > 1/2\), a sufficient condition to the convergence of (1.4) almost surely is that every \(\Theta_p\) satisfies
\[
\mathbb{E}[\cos \Theta_p] \ll \epsilon p^{-\frac{1}{2} + \epsilon}
\]
for each \(\epsilon > 0\). Here, \(\mathbb{E}[X]\) indicates the expected value of a random variable \(X\). We present standard examples of the sequence \(\Theta = (\Theta_p)\) in Example 1.2 and we find that (1.5) is just a technical condition to define \(L(s, \Theta)\) for \(\sigma > 1/2\). The random
Euler product \( L(s, \Theta) \) is a \( \mathbb{C} \)-valued random variable in this case. We begin by showing the existence of a probability density function attached to \( \log L(s, \Theta) \).

**Theorem 1.1.** Let \( \Theta = (\Theta_p) \) be a sequence of independent \([0, \pi]\)-valued random variables. Suppose that every \( \Theta_p \) satisfies condition (1.3) for each \( \epsilon > 0 \) and

\[
(1.6) \quad \mathbb{E}[(\cos \Theta_p)^2] \geq \delta
\]

with some absolute constant \( \delta > 0 \). Then we have the following results.

(i) Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \) and \( t \neq 0 \). Then there exists a continuous function \( M_s(\cdot, \Theta) : \mathbb{C} \to \mathbb{R}_{\geq 0} \) such that

\[
P(\log L(s, \Theta) \in A) = \int_A M_s(w, \Theta) \, |dw|
\]

holds for all \( A \in \mathcal{B}(\mathbb{C}) \), where we write \( |dw| = (2\pi)^{-1}dudv \) for \( w = u + iv \).

(ii) Let \( \sigma > 1/2 \) be a fixed real number. Then there exists a continuous function \( M_\sigma(\cdot, \Theta) : \mathbb{R} \to \mathbb{R}_{\geq 0} \) such that

\[
P(\log L(\sigma, \Theta) \in A) = \int_A M_\sigma(u, \Theta) \, |du|
\]

holds for all \( A \in \mathcal{B}(\mathbb{R}) \), where we write \( |du| = (2\pi)^{-1/2}du \).

Here, we denote by \( \mathcal{B}(S) \) the class of Borel sets of a topological space \( S \).

It is notable that the notation \( M_s(\cdot, \Theta) \) indicates a function on \( \mathbb{C} \) if \( s \) is not real, while the same notation indicates a function on \( \mathbb{R} \) if \( s \) is real. We obtain a relation between \( M_{\sigma+t}(w, \Theta) \) with \( t \neq 0 \) and \( M_\sigma(u, \Theta) \) as (1.3) in Section 1.1. Note further that Bohr–Jessen [2,3] obtained a continuous function \( F_{\sigma} : \mathbb{C} \to \mathbb{R}_{\geq 0} \) such that

\[
W_\sigma(R) = \int_R F_{\sigma}(u + iv) \, dudv
\]

for \( \sigma > 1/2 \). Hence the density function \( M_s(\cdot, \Theta) \) is an analogue of \( F_{\sigma} \) up to a multiplicative constant.

1.1. **The value-distributions of automorphic \( L \)-functions.** Let \( q \) be a prime number, and denote by \( S_2(q) \) the vector space of holomorphic cusp forms for \( \Gamma_0(q) \) of weight 2 with trivial nebentypus. For a cusp form \( f \in S_2(q) \), we have the Fourier series expansion

\[
f(z) = \sum_{n=1}^{\infty} a(n, f) \sqrt{n} \exp(2\pi inz).
\]

Then the automorphic \( L \)-function attached to \( f \in S_2(q) \) is defined as

\[
L(s, f) = \sum_{n=1}^{\infty} \frac{a(n, f)}{n^s}.
\]

Let \( B_2(q) \) denote an orthogonal basis of \( S_2(q) \) consisting of primitive cusp forms normalized so that \( a(1, f) = 1 \). The coefficient \( a(n, f) \) is multiplicative if \( f \in B_2(q) \).

By the achievement of Deligne, there exists a real number \( \theta_p(f) \in [0, \pi] \) such that

\[
a(p, f) = 2\cos \theta_p(f) \quad \text{for } p \neq q,
\]

and more generally, we have

\[
a(p^m, f) = \begin{cases} U_m(\cos \theta_p(f)) & \text{for } p \neq q, \\ a(q, f)^m & \text{for } p = q. \end{cases}
\]
where \( U_m(x) \) is the \( m \)-th Chebyshev polynomial of the second kind. This implies that the automorphic \( L \)-function \( L(s, f) \) for \( f \in B_2(q) \) has the Euler product

\[
L(s, f) = \left( 1 - \frac{a(q, f)}{q^s} \right)^{-1} \prod_{p \neq q} \left( 1 - \frac{a(p, f)}{p^s} + \frac{1}{p^{2s}} \right)^{-1}
\]

which is convergent absolutely for \( \text{Re}(s) > 1 \). Recall that \( L(s, f) \) is analytically continued to the whole complex plane and that a usual functional equation holds between \( L(s, f) \) and \( L(1-s, f) \).

Let \( a(n, \Theta) \) be the random variable defined by extending \( a(p^m, \Theta) = U_m(\cos \Theta_p) \) multiplicatively in \( n \). Then the random variable \( L(s, \Theta) \) of (1.4) is represented as

\[
L(s, \Theta) = \sum_{n=1}^{\infty} \frac{a(n, \Theta)}{n^s}
\]

for \( \text{Re}(s) > 1/2 \) almost surely if condition (1.10) is satisfied. We further suppose that

\[
E[a(n, \Theta)] = 0
\]

unless \( n \) is a perfect square. Note that (1.10) implies (1.5) by definition. We use (1.10) to derive a large sieve inequality; see Proposition 2.10 and Corollary 3.4. To compare \( L(s, f) \) and \( L(s, \Theta) \), we consider the following relation between \( a(n, f) \) and \( a(n, \Theta) \): there exist absolute constants \( \alpha, \beta > 0 \) such that

\[
\sum_{f \in B_2(q)} \omega_q(f)a(n, f) = E[a(n, \Theta)] + O\left(n^{\alpha}q^{-\beta}\right)
\]

for \( (n, q) = 1 \), where \( \omega_q \) is a non-negative weight function defined on \( B_2(q) \). Remark that (1.11) implies \( \sum_{f \in B_2(q)} \omega_q(f) \to 1 \) as \( q \to \infty \) since \( a(1, f) = a(1, \Theta) = 1 \). For some technical reasons, we suppose that the weight function \( \omega_q \) satisfies

\[
\max_{f \in B_2(q)} \omega_q(f) \ll q^{-1}(\log q)^A
\]

with some absolute constant \( A \geq 0 \).

**Example 1.2.** We have the following examples of \( \Theta \) and \( \omega_q \) satisfying conditions (1.6), (1.10), (1.11), and (1.12).

1. Let \( \Theta^1 = (\Theta^1_p) \) be a sequence of independent random variables identically distributed on \([0, \pi] \) according to the Sato–Tate measure

\[
d\mu_{\infty}(\theta) = \frac{2}{\pi} \sin^2 \theta \, d\theta.
\]

By definition, the expected values are calculated as

\[
E[(\cos \Theta^1_p)^2] = 1/4 \quad \text{and} \quad E[U_m(\cos \Theta^1_p)] = 0
\]

for any integer \( m \geq 1 \). Hence conditions (1.6) and (1.10) are satisfied with \( \Theta = \Theta^1 \). Let \( \langle f, f \rangle \) denote the Petersson norm of \( f \). Then condition (1.12) holds with the harmonic weight \( \omega_q(f) = (4\pi \langle f, f \rangle)^{-1} \) by the bounds

\[
q(\log q)^{-1} \ll \langle f, f \rangle \ll q(\log q)^3;
\]

see [7] (1.17)]. Finally, the Petersson trace formula [7] Proposition 1.9 yields relation (1.11) in this case.
(2) Let $\Theta^2 = (\Theta_p^2)$ be a sequence of independent random variables, and let every $\Theta_p^2$ be distributed on $[0, \pi]$ according to the $p$-adic Plancherel measure

$$d\mu_p(\theta) = \left(1 + \frac{1}{p}\right)^{-1} \left(1 - \frac{2\cos 2\theta}{p} + \frac{1}{p^2}\right)^{-1} d\mu_\infty(\theta).$$

Then conditions (1.6) and (1.10) are satisfied with $\Theta = \Theta^2$ since

$$E[(\cos \Theta_p^2)^2] = (1 + p^{-1})/4 \quad \text{and} \quad E[U_m(\cos \Theta_p^2)] = 0$$

for any odd integer $m \geq 1$. We also recall that the formula

$$\#B_2(q) = \dim S_2(q) = \frac{q}{12} + O(1)$$

holds. Hence (1.12) holds with $\omega_q(f) = \#B_2(q)^{-1}$. Moreover, relation (1.11) is derived from the Eichler–Selberg trace formula; see [9, Proposition 2.8].

The Grand Riemann Hypothesis (GRH) asserts that all non-trivial zeros of $L(s, f)$ lie on the critical line $\text{Re}(s) = 1/2$. However, we shall permit the existence of zeros off the critical line. Hence $\log L(s, f)$ may not be defined as a holomorphic function on the right-half plane $D = \{ s \in \mathbb{C} \mid \text{Re}(s) > 1/2 \}$. We fix the branch of $\log L(s, f)$ as follows. First, we define $\log L(s, f)$ for $\text{Re}(s) > 1$ by

$$\log L(s, f) = \sum_p \sum_{m=1}^\infty \frac{b(p^m, f)}{p^ms}$$

according to Euler product representation (1.9), where $b(p^m, f)$ is given by

$$b(p^m, f) = \begin{cases} 
2\cos(m\theta_p(f))/m & \text{for } p \neq q, \\
 a(q, f)^m/m & \text{for } p = q.
\end{cases}$$

We extend $\log L(s, f)$ for $s \in G_f$ by the analytic continuation along the horizontal path from right, where $G_f$ is the set

$$G_f = D \setminus \bigcup_{\text{Re}(\rho) > 1/2} \{ \sigma + i\text{Im}(\rho) \mid 1/2 < \sigma \leq \text{Re}(\rho) \}. $$

Let $S = \mathbb{R}$ or $\mathbb{C}$. Denote by $C(S)$ the class of all continuous functions on $S$. Then we define three subclasses of $C(S)$ as

$$C^\text{exp}(S) = \left\{ \Phi \in C(S) \mid \Phi(x) \ll e^{a|x|} \text{ with some } a > 0 \right\},$$

$$C^\text{poly}(S) = \left\{ \Phi \in C(S) \mid \Phi(x) \ll |x|^a \text{ with some } a > 0 \right\},$$

$$C_b(S) = \left\{ \Phi \in C(S) \mid \Phi \text{ is bounded} \right\}.$$

We further define

$$\mathcal{I}(S) = \{ 1_A \mid A \text{ is a continuity set of } S \},$$

where $1_A$ is the indicator function of a set $A \subset S$, and a Borel set $A$ is called a continuity set of $S$ if its boundary $\partial A$ has Lebesgue measure zero in $S$. Let

$$B'_2(q, s) = \{ f \in B_2(q) \mid s \in G_f \},$$

where $G_f$ is the set of (1.14). Then $B'_2(q, s) = B_2(q)$ holds for $\text{Re}(s) > 1$ unconditionally since there exist no zeros of $L(s, f)$ with $\text{Re}(\rho) > 1$. Similarly, we have $B'_2(q, s) = B_2(q)$ for any $\text{Re}(s) > 1/2$ under the assumption of GRH.
Theorem 1.3. Let $\Theta = (\Theta_p)$ be a sequence of independent $[0, \pi]$-valued random variables and $\omega_q$ be a non-negative weight function on $B_2(q)$. Suppose that $\Theta$ and $\omega_q$ satisfies (1.6), (1.10), (1.11), and (1.12). Then we have the following results.

(i) Let $s = \sigma + it$ be a fixed complex number with $\sigma > 1/2$ and $t \neq 0$. Then the limit formula

\begin{equation}
\lim_{q \to \infty} \sum_{\text{prime } f \in B_2(q,s)} \omega_q(f) \Phi(\log L(s, f)) = \int_{\mathbb{C}} \Phi(w) M_s(w, \Theta) |dw|
\end{equation}

holds in the following cases:
- $\sigma > 1$ and $\Phi \in C(\mathbb{C}) \cup \mathcal{I}(\mathbb{C})$;
- $\sigma = 1$ and $\Phi \in C_{\text{poly}}(\mathbb{C}) \cup \mathcal{I}(\mathbb{C})$;
- $1/2 < \sigma < 1$ and $\Phi \in C_b(\mathbb{C}) \cup \mathcal{I}(\mathbb{C})$ without assuming GRH;
- $1/2 < \sigma \leq 1$ and $\Phi \in C_{\text{exp}}(\mathbb{C}) \cup \mathcal{I}(\mathbb{C})$ if we assume GRH.

(ii) Let $\sigma > 1/2$ be a fixed real number. Then the limit formula

\begin{equation}
\lim_{q \to \infty} \sum_{\text{prime } f \in B_2(q,s)} \omega_q(f) \Phi(\log L(s, f)) = \int_{\mathbb{R}} \Phi(u) M_\sigma(u, \Theta) |du|
\end{equation}

holds in the following cases:
- $\sigma > 1$ and $\Phi \in C(\mathbb{R}) \cup \mathcal{I}(\mathbb{R})$;
- $\sigma = 1$ and $\Phi \in C_{\text{exp}}(\mathbb{R}) \cup \mathcal{I}(\mathbb{R})$;
- $1/2 < \sigma < 1$ and $\Phi \in C_b(\mathbb{R}) \cup \mathcal{I}(\mathbb{R})$ without assuming GRH;
- $1/2 < \sigma \leq 1$ and $\Phi \in C_{\text{exp}}(\mathbb{R}) \cup \mathcal{I}(\mathbb{R})$ if we assume GRH.

Theorem 1.3 presents an analogue of limit formulas (1.1) and (1.2) for automorphic $L$-functions if the test function $\Phi$ is taken from $\mathcal{I}(S)$. Moreover, we calculate the complex moments of $L(s, f)$ as

\begin{equation}
\lim_{q \to \infty} \sum_{\text{prime } f \in B_2(q)} \omega_q(f) \overline{L(s, f)^w} L(s, f)^{z'} = \int_{\mathbb{C}} e^{z \arg + z' \varphi} M_s(w, \Theta) |dw|
\end{equation}

for any $z, z' \in \mathbb{C}$ in the case $s = \sigma + it \notin \mathbb{C}$, where $\sigma > 1$ unconditionally; and $\sigma > 1/2$ if we assume GRH. Similarly, we obtain

\begin{equation}
\lim_{q \to \infty} \sum_{\text{prime } f \in B_2(q)} \omega_q(f) \log L(s, f)^z (\log L(s, f))^{z'} = \int_{\mathbb{C}} e^{z \arg + z' \varphi} M_s(w, \Theta) |dw|
\end{equation}

where $\sigma \geq 1$ unconditionally; and $\sigma > 1/2$ under GRH. A similar result was found by Ihara–Murty–Shimura [18] for the logarithmic derivatives of Dirichlet $L$-functions.

Then, we derive discrepancy estimates similar to (1.3). We define

\begin{equation}
D_s(q, \Theta, \omega_q) = \sup_{R \subset \mathbb{C}} \left| \sum_{f \in B_2^*(q,s)} \omega_q(f) 1_R(\log L(s, f)) - \int_{R} M_s(w, \Theta) |dw| \right|
\end{equation}

if $s = \sigma + it \in \mathbb{C}$ with $\sigma > 1/2$ and $t \neq 0$, where $R$ runs through all rectangles on $\mathbb{C}$ with sides parallel to the axes. Similarly, we define

\begin{equation}
D_{\sigma}(q, \Theta, \omega_q) = \sup_{[a, b] \subset \mathbb{R}} \left| \sum_{f \in B_2^*(q,s)} \omega_q(f) 1_{[a, b]}(\log L(s, f)) - \int_{[a, b]} M_\sigma(u, \Theta) |du| \right|
\end{equation}

if $s = \sigma > 1/2$. Remark that we use the same notation $D_s(q, \Theta, \omega_q)$ to indicate discrepancies (1.16) and (1.17) for simplicity.
Theorem 1.4. Let $\Theta$ and $\omega_q$ be as in Theorem 1.3. Then we obtain

$$D_s(q, \Theta, \omega_q) \ll \begin{cases} (\log q)^{-1} \log \log q & \text{if } \sigma > 1, \\ (\log q)^{-1} \log \log q \log \log \log q & \text{if } \sigma = 1, \\ (\log q)^{-\sigma} & \text{if } 1/2 < \sigma < 1 \end{cases}$$

in both cases of $s = \sigma + it \notin \mathbb{R}$ and $s = \sigma \in \mathbb{R}$. Here, the implied constants depend only on $s$ and the choice of $\Theta$.

1.2. Notes on related results. The method of extending the result of Bohr–Jessen [23] or Chowla–Erdős [9] for higher degree $L$-functions has been developed by many researchers. Regarding the results in $t$-aspect, Matsumoto obtained analogues of formula (1.1) for $L$-functions of holomorphic primitive cusp forms [27], Dedekind zeta-functions [29, 30], and more generally, a class of $L$-functions with polynomial Euler products [28]. Except for the case in $t$-aspect, the study of the value-distributions of $L$-functions of high degrees was initiated by Luo [26], who considered symmetric square $L$-functions of Maass forms in the aspect of Laplacian eigenvalues. He succeeded to show an analogue of (1.2) in this case. Royer [33] and Fomenko [12] proved similar results with holomorphic cusp forms. Note that their methods relies on the calculations of all integral moments such as

$$\lim_{q \to \infty} \frac{1}{\# B_2(q)} \sum_{f \in B_2(q)} L(1, f)^m = B_m, \quad m \in \mathbb{Z}_{\geq 1}$$

with some constants $B_m > 0$. Hence the results were restricted to the values at $s = 1$ and did not yields the discrepancy bounds. Cogdell–Michel [7], Golubeva [14], and Fomenko [13] calculated complex moments of $L$-functions of holomorphic cusp forms. As applications of the results, they estimated

(1.18) $$D_1(q, \Theta, \omega_q) \ll (\log q)^{-1} \log \log q \log \log \log q$$

with $\Theta = \Theta^1$, $\omega_q = (4\pi (f, f))^{-1}$ in [7 Corollary 1.16]; and

(1.19) $$D_1(q, \Theta, \omega_q) \ll (\log q)^{-1/2} \log \log q$$

with $\Theta = \Theta^2$, $\omega_q = \# B_2(q)^{-1}$ in [14 Theorem 1]. Theorem 1.4 generalizes and improves discrepancy estimates (1.18) and (1.19).

Next, we recall the results of “$M$-functions” which are density functions closely related to the value-distributions of $L$-functions. Ihara–Matsumoto [16, 17] proved that various mean values of $\zeta(\sigma + it)$ in $t$-aspect or $L(s, \chi)$ in $\chi$-aspect are represented as integrals involving the associated $M$-functions. Inspired by their work, several researchers studied certain mean values of automorphic $L$-functions in the level aspect. Then, attempts to obtain analogues of the results proved in [16, 17] were partially succeeded. Actually, Matsumoto–Umegaki [32] proved the formula

$$\lim_{q \to \infty} \sum_{q \text{ prime}} \frac{\Gamma(k - 1)}{(4\pi)^{k-1} (f, f)} \Phi(\log L_{\mathbb{Q}(q)}(\sigma, \text{sym}^k f) - \log L_{\mathbb{Q}(q)}(\sigma, \text{sym}^\nu f)) \Phi(u) \mathcal{M}_\sigma(u) |du|$$

with $\mu = \nu + 2 \geq 3$, where $L_{\mathbb{Q}(q)}(s, \text{sym}^\nu f)$ is a slightly modified symmetric power $L$-function of $f$. The test function $\Phi$ is taken from $C_c(\mathbb{R}) \cup \mathcal{I}(\mathbb{R})$. In this result, the
$M$-function $M_\sigma$ satisfies
\[
\frac{1}{\sqrt{2\pi}} M_\sigma(u) = \int_{-\infty}^{\infty} F_\sigma(u + iv) \, dv,
\]
where $F_\sigma$ is the density function of (1.7). They also considered the case $f$ runs over the set $B_k(q^m)$ with $m \geq 1$; see [32, Theorem 1.5] for the precise statement. Another result was obtained by Lebacque–Zykin [24]. They proved
\[
\lim_{q \to \infty} \sum_{f \in B_k(q)} \Gamma(k-1) \frac{\Gamma(k+1)}{(4\pi)^{k-1}|f|^2} L(s,f) \overline{L(s,f)} \overline{\psi_{\sigma}}^2 = \sum_{m,n \in \mathbb{N}} m^{-\sigma} n^{-\sigma} \sum_{x \in J(m) \cap J(n)} c_{z,x}(m)c_{z',x}(n)
\]
for $z, z' \in \mathbb{C}$ under GRH, where the coefficient $c_{z,x}(n)$ and the subset $J(n) \subset \mathbb{N}$ can be explicitly calculated. However, they did not find a suitable $M$-function due to the complexity of the right-hand side of (1.20). In this paper, we construct the $M$-function $M_\sigma(\cdot, \Theta)$ from the random Euler product $L(s,\Theta)$. Then we establish a better analogue of the results of Ihara–Matsumoto [16,17] as Theorem 1.3.

This paper consists of four sections. First, we introduce Propositions 2.1 and 2.2 which are key tools for the proofs of the results of Section I. In Section 2, we prove Proposition 2.1 and explain how Proposition 2.2 is proved. Then we approximate $\log L(s,f)$ and $\log L(s,\Theta)$ by Dirichlet polynomials. The proof of Proposition 2.2 is completed in Section 3. In Section 4, we deduce Theorems 1.1, 1.3, and 1.4 from the key propositions. The methods are based on the results of Probability Theory, e.g. Lévy’s inversion formula, the continuity theorem, and Esseen’s inequality.

2. Key propositions

According to Ihara–Matsumoto [17], we introduce a quasi-character $\psi_{z,z'}$ of the additive group $\mathbb{C}$ such that
\[
\psi_{z,z'}(w) = \exp \left( \frac{i}{2} (z\overline{w} + z'w) \right)
\]
for $z, z' \in \mathbb{C}$. Then we begin with studying the function
\[
\widetilde{M}_s(z, z', \Theta) = \mathbb{E} \left[ \psi_{z,z'}(\log L(s,\Theta)) \right].
\]
We show that $\widetilde{M}_s(z, z', \Theta)$ is defined for any $\text{Re}(s) > 1/2$ if $\Theta = (\Theta_p)$ satisfies condition (1.3); see Lemmas 2.3 and 2.4. In particular, the function
\[
\widetilde{M}_s(z, \overline{z}, \Theta) = \mathbb{E} \left[ \exp(i \text{Re } z \text{ Re } \log L(s,\Theta) + i \text{ Im } z \text{ Im } \log L(s,\Theta)) \right]
\]
is the characteristic function of the random variable $\log L(s,\Theta)$. Remark that, if $s = \sigma \in \mathbb{R}$, then $\widetilde{M}_\sigma(z, \overline{z}, \Theta)$ does not depend on the imaginary part of $z$. Indeed, it is represented as
\[
\widetilde{M}_\sigma(z, \overline{z}, \Theta) = \mathbb{E} \left[ \exp(i x \log L(\sigma,\Theta)) \right]
\]
for $z = x + iy$. The first key step is to estimate the decay of the characteristic function $\widetilde{M}_s(z, \overline{z}, \Theta)$ as $|z| \to \infty$. 

Proposition 2.1. Suppose that \( \Theta = (\Theta_p) \) satisfies conditions (1.5) and (1.6). Then we have the following results.

(i) Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \) and \( t \neq 0 \). There exists a positive constant \( c(s) \) such that the inequality
\[
|\widetilde{M}_s(z, \zeta, \Theta)| \leq \exp \left( -c(s) \frac{|z|^{1/\sigma}}{\log |z|} \right)
\]
holds for all \( z = x + iy \in \mathbb{C} \) with \( |z| \geq 3 \).

(ii) Let \( \sigma > 1/2 \) be a fixed real number. There exists a positive constant \( c(\sigma) \) such that the inequality
\[
|\widetilde{M}_s(z, \zeta, \Theta)| \leq \exp \left( -c(\sigma) \frac{|x|^{1/\sigma}}{\log |x|} \right)
\]
holds for all \( z = x + iy \in \mathbb{C} \) with \( |x| \geq 3 \).

As the second key step, we associate the mean value of \( \psi_{z,z'}(\log L(s, f)) \) with the function \( \widetilde{M}_s(z, z', \Theta) \) for \( z, z' \in \mathbb{C} \) when they satisfy \( z' = \pm z \) or \( \zeta \). According to the method of Lamzouri–Lester–Radziwiłł [24], we consider the mean value
\[
\widetilde{M}_{s,q}(z, z', \omega_q)^{E} = \sum_{f \in B_{2}(q) \setminus E} \omega_q(f) \psi_{z,z'}(\log L(s, f))
\]
with an exceptional subset \( E = E(q, s) \) of \( B_2(q) \).

Proposition 2.2. Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \), and let \( B \geq 1 \). Suppose that \( \Theta = (\Theta_p) \) and \( \omega_q \) satisfies conditions (1.10), (1.11), and (1.12). Then there exist positive constants \( a_1 = a_1(\sigma, B) \) and \( b_1 = b_1(\sigma, B) \) such that
\[
\widetilde{M}_{s,q}(z, z', \omega_q)^{E} = \widetilde{M}_{s}(z, z', \Theta) + O \left( \frac{1 + E_{s}(z, z'(\Theta))}{(\log q)^B} \right)
\]
for all \( z, z' \in \mathbb{C} \) satisfying \( z' = \pm z \) or \( \zeta \) in the range \( |z| \leq a_1 R_{\sigma}(q) \), where we put
\[
E_{s}(z, z'(\Theta)) = \mathbb{E} \left[ \left| \psi_{z,z'}(\log L(s, \Theta)) \right| \right],
\]
(2.2)
\[
R_{\sigma}(q) = \begin{cases} 
(\log q)(\log \log q)^{-1} & \text{if } \sigma > 1, \\
(\log q)(\log \log q \log \log \log q)^{-1} & \text{if } \sigma = 1, \\
(\log q)^{\sigma} & \text{if } 1/2 < \sigma < 1.
\end{cases}
\]
(2.3)

Here, \( E = E(q, s) \) is a subset of \( B_2(q) \) satisfying
\[
\frac{\#E(q, s)}{q} \ll \exp \left( -b_1 \frac{\log q}{\log \log q} \right).
\]
(2.4)

The implied constants in (2.1) and (2.4) depend only on \( s \) and \( B \).

2.1. Proof of Proposition 2.1

Lemma 2.3. Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \). Suppose that \( \Theta = (\Theta_p) \) satisfies condition (1.5). Then the expected values
\[
\mathbb{E}[\exp(a \Re \log L(s, \Theta))] \quad \text{and} \quad \mathbb{E}[\exp(a \Im \log L(s, \Theta))]
\]
are finite for any fixed real number \( a \geq 0 \).
For any $E$

Thus we conclude that

We deduce from (2.8) that the inequality

The series $\sum \Theta = (\Theta \mod Y)$ converges to $\Theta$ as $Y \to \infty$ almost surely. Furthermore, we obtain

By Fatou’s lemma. From the independence of $\Theta = (\Theta_p)$, we deduce

By the Taylor expansion, the asymptotic formula

The series $\sum_p p^{-(\sigma + 1/2) + \epsilon}$ and $\sum_p p^{-2\sigma}$ converge for $\sigma > 1/2$ with $\epsilon > 0$ small enough. Hence we conclude that $E[\exp(b \Re \log L(s, \Theta))]$ is finite by (2.6). Then it yields

as desired. The result for $E[\exp(a |\Im \log L(s, \Theta)))]$ is proved similarly. \qed

**Lemma 2.4.** Let $s = \sigma + it$ be a fixed complex number with $\sigma > 1/2$. Suppose that $\Theta = (\Theta_p)$ satisfies condition (1.5). Then the function $\tilde{M}_s(z, z', \Theta)$ is defined for any $z, z' \in \mathbb{C}$. Furthermore, it satisfies

for any $z, z' \in \mathbb{C}$, where $\tilde{M}_{s,p}(z, z', \Theta)$ is defined as

$$
\tilde{M}_{s,p}(z, z', \Theta) = \mathbb{E} \left[ \psi_{z, z'} \left( - \log(1 - 2(\cos \Theta_p)p^{-s} + p^{-2s}) \right) \right].
$$

**Proof.** Note that the quasi-character $\psi_{z, z'}$ satisfies

for any $z, z', w \in \mathbb{C}$, where we put $a = \max\{|z|, |z'|\}$. Denote again by $L_Y(s, \Theta)$ the random variable defined as in (2.5). Since $L_Y(s, \Theta) \to L(s, \Theta)$ as $Y \to \infty$ almost surely, we obtain $|L_Y(s, \Theta) - L(s, \Theta)| \leq 1$ almost surely when $Y$ is large. Therefore, we deduce from (2.8) that the inequality

holds with $a = \max\{|z|, |z'|\} > 0$ almost surely. Furthermore, the expected value

$$
\mathbb{E} \left[ \exp(a |\Re \log L(s, \Theta)) \right] \exp(a |\Im \log L(s, \Theta))]
$$
is finite by Lemma 2.3, and the Cauchy–Schwarz inequality. Therefore, the dominated
convergence theorem yields that \( \tilde{M}_s(z, z', \Theta) \) exists, and we have
\[
\tilde{M}_s(z, z', \Theta) = \lim_{Y \to \infty} \mathbb{E} \left[ \psi_{z, z'}(\log L_Y(s, \Theta)) \right].
\]
Since \( \Theta = (\Theta_p) \) is independent, we derive
\[
\lim_{Y \to \infty} \mathbb{E} \left[ \psi_{z, z'}(\log L_Y(s, \Theta)) \right] = \lim_{Y \to \infty} \prod_{p \leq Y} \mathbb{E} \left[ \psi_{z, z'} \left( - \log(1 - 2(\cos \Theta_p)p^{-s} + p^{-2s}) \right) \right]
\]
\[
= \prod_{p} \tilde{M}_{s,p}(z, z', \Theta).
\]
Hence the result follows. \( \square \)

**Proof of Proposition 2.7.** For any \( z, w \in \mathbb{C} \), we express \( \psi_{z, \bar{w}}(w) \) as
\[
\psi_{z, \bar{w}}(w) = \exp(i \langle z, w \rangle),
\]
where \( \langle z, w \rangle = \text{Re } z \text{Re } w + \text{Im } z \text{Im } w \in \mathbb{R} \). Then the inequality \( |\tilde{M}_{s,p}(z, \bar{w}, \Theta)| \leq 1 \) holds for every \( p \) since \( |\psi_{z, \bar{w}}(w)| = 1 \). Hence formula (2.7) with \( \bar{z}' = \bar{w} \) implies
\[
|\tilde{M}_s(z, \bar{z}, \Theta)| \leq \prod_{p > Q} \left| \tilde{M}_{s,p}(z, \bar{w}, \Theta) \right|,
\]
where \( Q > 0 \) is a real number chosen later. Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \) and \( t \neq 0 \). We estimate \( \tilde{M}_{s,p}(z, \bar{z}, \Theta) \) for \( p > Q \) as follows. First, we recall the asymptotic formula
\[
\psi_{z, \bar{w}}(w) = 1 + i \langle z, w \rangle - \frac{1}{2} |\langle z, w \rangle|^2 + O(|z|^3|w|^3)
\]
which is valid for \( |z||w| < c \) with any positive constant \( c \). We have also
\[
- \log(1 - 2(\cos \Theta_p)p^{-s} + p^{-2s}) = (\cos \Theta_p)p^{-s} + (\cos 2\Theta_p)p^{-2s} + O(p^{-3\sigma}).
\]
Combining them, we deduce
\[
\tilde{M}_{s,p}(z, \bar{z}, \Theta) = 1 + 2i \mathbb{E}[\cos \Theta_p]\langle z, p^{-s} \rangle + i \mathbb{E}[\cos 2\Theta_p]\langle z, p^{-2s} \rangle - 2\mathbb{E}[(\cos \Theta_p)^2]\langle z, p^{-s} \rangle^2 + O \left( |z|^3 p^{-3\sigma} \right)
\]
if \( |z|p^{-\sigma} < c \) is satisfied. Hence there exists a small constant \( c_1 > 0 \) such that, for any \( 0 < c < c_1 \), we have the inequality \( |\tilde{M}_{s,p}(z, \bar{z}, \Theta) - 1| < 1/2 \) if \( p \) satisfies
\[
p > Q(c, z, \sigma) := \left( \frac{|z|}{c} \right)^{1/\sigma}.
\]
Let \( \text{Log} \) denote the principal branch of logarithm. For \( p > Q(c, z, \sigma) \), we obtain
\[
\text{Log} \tilde{M}_{s,p}(z, \bar{z}, \Theta) = 2i \mathbb{E}[\cos \Theta_p]\langle z, p^{-s} \rangle + i \mathbb{E}[\cos 2\Theta_p]\langle z, p^{-2s} \rangle - 2\mathbb{E}[(\cos \Theta_p)^2]\langle z, p^{-s} \rangle^2 + O \left( |z|^3 p^{-2\sigma - 1+2\epsilon} + |z|^3 p^{-3\sigma} \right)
\]
by applying the formula \( \text{Log}(1 + w) = w + O(|w|^2) \) along with (1.5). Note that we have \( 2\langle z, p^{-s} \rangle^2 = |z|^2 p^{-2\sigma} + \langle z^2, p^{-2s} \rangle \). Then, taking the real parts, we deduce
\[
\log \left| \tilde{M}_{s,p}(z, \bar{z}, \Theta) \right| = - \mathbb{E}[(\cos \Theta_p)^2]|z|^2 p^{-2\sigma} - \mathbb{E}[(\cos \Theta_p)^2]\langle z^2, p^{-2s} \rangle + O \left( |z|^3 p^{-2\sigma - \frac{1}{2}} + |z|^3 p^{-3\sigma} \right),
\]
where \( \epsilon \) is taken with \( 0 < \epsilon < 1/4 \). By \((1.6)\), the inequality

\[
(2.12) \quad \log \left| \widetilde{M}_{s,p}(z, \zeta; \Theta) \right| \leq -\delta |z|^2 p^{-2\sigma} - \delta(z^2, p^{-2s}) + K_1(|z|^2 p^{-2\sigma - \frac{1}{2}} + |z|^3 p^{-3\sigma})
\]

holds with positive absolute constants \( \delta \) and \( K_1 \). We have

\[
\sum_{p > Q} |z|^2 p^{-2\sigma} = |z|^2 \frac{1}{2\sigma - 1} \frac{1}{\log Q} + O_{\sigma} \left( |z|^2 \frac{Q^{1-2\sigma}}{(\log Q)^2} \right),
\]

\[
\sum_{p > Q} (z^2, p^{-2s}) = \left< z^2, \frac{1}{2s - 1} \frac{1}{\log Q} \right> + O_s \left( |z|^2 \frac{Q^{1-2\sigma}}{(\log Q)^2} \right)
\]

for any \( Q > 3 \) by the prime number theorem. Since the inequality

\[
\left< z^2, \frac{1}{2s - 1} \frac{1}{\log Q} \right> \leq |z|^2 \frac{1}{2s - 1} \frac{Q^{1-2\sigma}}{(\log Q)}
\]

holds, we obtain

\[- \sum_{p > Q} |z|^2 p^{-2\sigma} - \sum_{p > Q} (z^2, p^{-2s}) \leq -d(s)|z|^2 \frac{1}{2\sigma - 1} \frac{1}{\log Q} + K_2(s)|z|^2 \frac{Q^{1-2\sigma}}{(\log Q)^2},\]

where \( d(s) \) is a constant given by \( d(s) = 1 - (2\sigma - 1)|2s - 1|^{-1} \), and \( K_2(s) \) is a positive constant. By the assumption that \( s = \sigma + it \) with \( t \neq 0 \), we know \( d(s) > 0 \). As a result, we deduce from \((2.12)\) that

\[
\sum_{p > Q} \log \left| \widetilde{M}_{s,p}(z, \zeta, \Theta) \right| \leq - \frac{d(s)}{2\sigma - 1} \frac{|z|^2 Q^{1-2\sigma}}{(\log Q)^2} + K_2(s) \frac{|z|^2 Q^{1-2\sigma}}{\log Q} + \frac{K_3(s)}{Q^{1/2}} \frac{|z|^2 Q^{1-2\sigma}}{\log Q} + cK_3(s) \frac{|z|^2 Q^{1-2\sigma}}{\log Q}
\]

for \( Q = Q(c, z, \sigma) \) given in \((2.11)\), where \( K_3(s) \) is a positive constant. If we choose \( c > 0 \) as a suitably small constant depending on \( s \), then it holds

\[
\sum_{p > Q} \log \left| \widetilde{M}_{s,p}(z, \zeta, \Theta) \right| \leq -c(s) \frac{|z|^{1/\sigma}}{\log |z|}
\]

with some constant \( c(s) > 0 \). From \((2.9)\) we obtain the conclusion in the case \( t \neq 0 \). The proof for \( s = \sigma > 1/2 \) is presented in a similar way. The difference is coming from the fact that \( \mathcal{M}_{s,p}(z, \zeta, \Theta) \) is represented as

\[
\mathcal{M}_{s,p}(z, \zeta, \Theta) = \mathbb{E} \left[ \exp \left( -x \log (1 - 2(\cos \Theta_p) p^{-\sigma}) \right) \right]
\]

for \( z = x + iy \). Hence, in place of \((2.10)\), the asymptotic formula

\[
\mathcal{M}_{s,p}(z, \zeta, \Theta) = 1 + 2i\mathbb{E}[\cos \Theta_p] x p^{-\sigma} + i\mathbb{E}[\cos 2\Theta_p] x p^{-2\sigma} - 2\mathbb{E}[(\cos \Theta_p)^2] x^2 p^{-2\sigma} + O \left( |x|^3 p^{-3\sigma} \right)
\]

is available when \( |x| p^{-\sigma} < c \) is satisfied. Then it yields

\[
\log \left| \mathcal{M}_{s,p}(z, \zeta, \Theta) \right| \leq -2\delta x^2 p^{-2\sigma} + K(x^2 p^{-2\sigma - \frac{1}{2}} + |x|^3 p^{-3\sigma})
\]

with some \( K > 0 \). Therefore we obtain the result by estimating \( \sum_{p > Q} x^2 p^{-2\sigma} \). \( \square \)
2.2. Strategy for the proof of Proposition 2.2. Let \( q \) be a large prime number. For \( Y < q \), we define the Dirichlet polynomials

\[
R_Y(s, f) = \sum_{p} \sum_{m=1}^{\infty} \frac{b(p^m, f)}{p^{ms}} \quad \text{and} \quad R_Y(s, \Theta) = \sum_{p} \sum_{m=1}^{\infty} \frac{b(p^m, \Theta)}{p^{ms}}
\]

for \( \text{Re}(s) > 1/2 \), where the coefficient \( b(p^m, f) \) is given by (1.13), and we put

\[
b(p^m, \Theta) = \frac{2 \cos(m\Theta_p)}{m}.
\]

As analogues of the functions \( \widetilde{M}_{s,q}(z, z', \omega_q)^\xi \) and \( \widetilde{M}_s(z, z', \Theta) \), we further define

\[
\widetilde{M}_{s,q}(z, z', \omega_q; Y)^\xi = \sum_{f \in B_2(q) \setminus \varepsilon} \omega_q(f) \psi_{z,z'}(R_Y(s, f)), \quad \widetilde{M}_s(z, z', \Theta; Y) = \mathbb{E} \left[ \psi_{z,z'}(R_Y(s, \Theta)) \right].
\]

The first step to the proof of Proposition 2.2 is to approximate \( \log L(s, f) \) and \( \log L(s, \Theta) \) by \( R_Y(s, f) \) and \( R_Y(s, \Theta) \), respectively. Then, we prove the following proposition which connects \( \widetilde{M}_{s,q}(z, z', \omega_q; Y)^\xi \) and \( \widetilde{M}_s(z, z', \Theta; Y) \).

**Proposition 2.5.** Under the assumptions of Proposition 2.2, we put \( Y = (\log q)^B \) and define a set \( \mathcal{E}_1 = \mathcal{E}_1(q, s; Y) \) as \( \mathcal{E}_1(q, s; Y) = \emptyset \) if \( \sigma \geq 1 \); and

\[
\mathcal{E}_1(q, s; Y) = \left\{ f \in B_2(q) \mid |R_Y(s, f)| > (\log q)^{1-\sigma}(\log \log q)^{-1} \right\}
\]

if \( 1/2 < \sigma < 1 \). Then there exist positive constants \( a_2 = a_2(\sigma, B) \) and \( b_2 = b_2(\sigma, B) \) such that

\[
\widetilde{M}_{s,q}(z, z', \omega_q; Y)^\xi_1 = \widetilde{M}_s(z, z', \Theta; Y) + O \left( \exp \left( -b_2 \frac{\log q}{\log \log q} \right) \right)
\]

for all \( z, z' \in \mathbb{C} \) with \( \max\{|z|, |z'|\} \leq a_2 R_\sigma(q) \), where \( R_\sigma(q) \) is defined as in (2.3), and the implied constant depends only on \( s \) and \( B \).

A similar result was proved in [23] Proposition 6.1), but we use a different finite truncation in this paper. Proposition 2.5 is also an analogue of [23] Proposition 2.3] for automorphic \( L \)-functions. The proof of Proposition 2.5 is given in Section 3.3.

In the remaining part of this subsection, we prove some preliminary lemmas.

**Lemma 2.6.** Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \). Let \( 1 \ll y \leq z \) be large real numbers. Then we have

\[
\sum_{f \in B_2(q)} \left| \frac{1}{(f, f)} \sum_{y \leq p \leq z} a(p, f) \right|^2 \ll 2^{2k} \frac{(2k)!}{k!} \left( \sum_{y \leq p \leq z} \frac{1}{p^{2\sigma}} \right)^k + \frac{\log q}{\sqrt{q}}
\]

for \( k \in \mathbb{Z} \) with \( 1 \leq k \leq \log q/(2 \log z) \). The implied constant is absolute.

**Proof.** Lamzouri [23] Lemma 6.5] proved the same result when \( s \) is a fixed real number. We can show Lemma 2.6 in a similar way by noting that \( a(p, f) \) is always real. \( \square \)
Lemma 2.7. Let $s = \sigma + it$ be a fixed complex number with $1/2 < \sigma < 1$. For $Y = (\log q)^B$ with $B \geq 1$, we define the subset $E_1(q;s;Y)$ as in (2.13). Then there exists a positive constant $b_3 = b_3(\sigma,B)$ such that

$$\frac{\#E_1(q;s;Y)}{q} \ll \exp\left(-b_3 \frac{\log q}{\log \log q}\right),$$

where the implied constant depends only on $s$ and $B$.

Proof. For a large integer $k \leq \log q / (2B \log \log q)$, we obtain

$$R_Y(s,f) = \sum_{p<k} a(p,f) \frac{1}{p^s} + \sum_{k \log k \leq p \leq Y} \frac{a(p,f)}{p^s} + O(\log \zeta(2\sigma)).$$

First, we estimate the $2k$-th moment

$$S_1 = \sum_{f \in B_2(q)} \frac{1}{\langle f,f \rangle} \sum_{p<k \log k} a(p,f) \frac{1}{p^s} \left|\sum_{p<k \log k} \frac{a(p,f)}{p^s}\right|^{2k}.$$

The Petersson trace formula yields that $\sum_{f \in B_2(q)} (4\pi \langle f,f \rangle)^{-1}$ is bounded, and we have $|a(p,f)| \leq 2$ for all $p$. Hence we evaluate $S_1$ as

$$S_1 \ll \left(\sum_{p<k \log k} \frac{1}{p^\sigma}\right)^{2k} \ll \left(\frac{4k^{1-\sigma}}{(1-\sigma)(\log k)^\sigma}\right)^{2k}$$

by applying the prime number theorem. Next, we consider

$$S_2 = \sum_{f \in B_2(q)} \frac{1}{\langle f,f \rangle} \sum_{k \log k \leq p \leq Y} a(p,f) \frac{1}{p^s} \left|\sum_{k \log k \leq p \leq Y} \frac{a(p,f)}{p^s}\right|^{2k}.$$

Using Lemma 2.6, it is estimated as

$$S_2 \ll 2^{2k} \left(\sum_{k \log k \leq \frac{\log q}{\sqrt{q}} \log \log q} \frac{1}{k^2}\right)^{\frac{1}{2^{2k}}} \ll \left(\frac{4k^{1-\sigma}}{2\sigma-1(\log k)^\sigma}\right)^{2k}.$$

Then, asymptotic formula (2.14) yields the inequality

$$\sum_{f \in B_2(q)} \frac{1}{\langle f,f \rangle} |R_Y(s,f)|^{2k} \leq 9^k S_1 + 9^k S_2 + 9^k (C \log \zeta(2\sigma))^{2k},$$

where $C > 0$ is an absolute constant. Thus it is deduced from (2.15) and (2.16) that

$$\sum_{f \in E_1(q;s;Y)} \frac{1}{\langle f,f \rangle} \left|\frac{\log q}{\log \log q}\right|^{-2k} \sum_{f \in B_2(q)} \frac{1}{\langle f,f \rangle} |R_Y(s,f)|^{2k} \ll \left(\frac{K(\sigma)\log \log q}{\log k} (\log q)^{1-\sigma}\right)^{2k}.$$

with some constant $K(\sigma) > 0$. Hence we obtain

$$\sum_{f \in E_1(q;s;Y)} \frac{1}{\langle f,f \rangle} \leq \left(\frac{\log q}{\log \log q}\right)^{-2k} \sum_{f \in B_2(q)} \frac{1}{\langle f,f \rangle} |R_Y(s,f)|^{2k} \ll \left(\frac{K(\sigma)\log \log q}{\log k} (\log q)^{1-\sigma}\right)^{2k}.$$
Let \( k = |\log q / (L \log \log q)| \) with a constant \( L = L(\sigma, B) > 0 \) large enough. Then there exists a positive constant \( b(\sigma, B) \) such that

\[
\sum_{\substack{f \in \mathcal{E}_2(q, s; Y) \\quad \{ f \in B_2(q) \mid |\log L(s, f) - R_Y(s, f)| > Y^{-\frac{1}{2}(\sigma - \frac{1}{2})(\log q)^2} \}} \frac{1}{(f, f)} \leq \exp \left( -b(\sigma, B) \frac{\log q}{\log \log q} \right)
\]

with the implied constant depending only on \( s \) and \( B \). Since we have the lower bound \( (f, f)^{-1} \gg q^{-1}(\log q)^{-\frac{3}{2}} \), the desired result follows. \( \square \)

**Lemma 2.8.** Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \). For \( Y = (\log q)^B \) with \( B \geq 1 \), we define

\[
(2.17) \quad \mathcal{E}_2(q, s; Y) = \left\{ \mathcal{E}_2(q, s; Y) = \left\{ f \in B_2(q) \mid |\log L(s, f) - R_Y(s, f)| > Y^{-\frac{1}{2}(\sigma - \frac{1}{2})(\log q)^2} \right\} \right\}.
\]

Then there exists a positive constant \( b_4 = b_4(\sigma, B) \) such that

\[
\# \mathcal{E}_2(q, s; Y) \leq \frac{q}{B} \exp \left( -b_4 \frac{\log q}{\log \log q} \right)
\]

with the implied constant depending only on \( s \) and \( B \).

**Proof.** By the asymptotic formula [7, Lemma 4.4], we have

\[
\log L(s, f) = R_Y(s, f) + O_{\sigma} \left( Y^{-\frac{1}{2}(\sigma - \frac{1}{2})(\log q)} \right)
\]

for \( 2q \geq |t| \) if there exist no zeros of \( L(s, f) \) inside the rectangle

\[
A_s(Y) = \{ z \in \mathbb{C} \mid \sigma_0 \leq \text{Re}(z) \leq 1, \text{Im}(z) - t | \leq Y + 3 \},
\]

where \( \sigma_0 = \frac{1}{2}(\sigma + \frac{1}{2}) \). In other words, the condition \( f \in \mathcal{E}_2(q, s; Y) \) implies the existence of zeros of \( L(s, f) \) inside the rectangle \( A_s(Y) \). Thus we have

\[
\# \mathcal{E}_2(q, s; Y) \leq \sum_{f \in B_2(q)} \frac{N(f; \sigma_0, t - Y - 3, t + Y + 3)}{2},
\]

where \( N(f; \alpha, t_1, t_2) \) counts the number of zeros \( \rho = \beta + i\gamma \) of \( L(s, f) \) such that \( \beta \geq \alpha \) and \( t_1 \leq \gamma \leq t_2 \). Furthermore, we apply the zero density estimate of Kowalski–Michel [21, Theorem 4] to derive

\[
\sum_{f \in B_2(q)} \frac{N(f; \sigma_0, t - Y - 3, t + Y + 3)}{2} \ll q^{1 - 1/5(\sigma - \frac{1}{2})} (\log q)^{K(B)}
\]

for \( q \geq e^{|t|} \) with a constant \( K(B) > 0 \). Hence we obtain the conclusion. \( \square \)

**Lemma 2.9.** Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \) and \( Y > 0 \) be a large real number. Suppose that \( \Theta = (\Theta_p) \) satisfies condition \[1.5\]. Then we have

\[
\widetilde{M}_s(z, z', \Theta) = \widetilde{M}_s(z, z', \Theta; Y) + O \left( (1 + E_s(z, z', \Theta))|z|Y^{-\frac{1}{2}(\sigma - \frac{1}{2})} \right)
\]

for \( z, z' \in \mathbb{C} \) satisfying \( z' = \pm z \) or \( \tau \) with \( |\tau| \leq Y^{\frac{1}{2}(\sigma - \frac{1}{2})} \), where \( E_s(z, z', \Theta) \) is defined as in \[2.2\]. The implied constant depends only on \( \sigma \).

**Proof.** By formula \[2.7\], we obtain

\[
(2.18) \quad \widetilde{M}_s(z, z', \Theta) = \prod_{p \leq Y} \widetilde{M}_{s, p}(z, z', \Theta) \cdot \prod_{p > Y} \widetilde{M}_{s, p}(z, z', \Theta).
\]
The local factor \( \tilde{M}_{s,p}(z, z', \Theta) \) is represented as
\[
\tilde{M}_{s,p}(z, z', \Theta) = E \left[ \psi_{z,z'} \left( \sum_{m \leq \log Y} b(p^m, \Theta)p^{-ms} + B_{p,Y}(s, \Theta) \right) \right]
\]
for any \( p \leq Y \), where
\[
B_{p,Y}(s, \Theta) = \sum_{m > \log Y} b(p^m, \Theta)p^{-ms} \ll \min \{ Y^{-\sigma}, p^{-2\sigma} \}.
\]
Then, by the independence of \( \Theta = (\Theta_p) \), the first product of (2.18) is calculated as
\[
\prod_{p \leq Y} \tilde{M}_{s,p}(z, z', \Theta) = E \left[ \psi_{z,z'}(R_Y(s, \Theta))\psi_{z,z'}\left( \sum_{p \leq Y} B_{p,Y}(s, \Theta) \right) \right].
\]
Since we have
\[
\sum_{p \leq Y} B_{p,Y}(s, \Theta) \ll \sum_{p \leq \sqrt{Y}} Y^{-\sigma} + \sum_{\sqrt{Y} < p \leq Y} p^{-2\sigma} \ll_{\sigma} Y^{-(\sigma - \frac{1}{2})},
\]
the asymptotic formula
\[
\psi_{z,z'}\left( \sum_{p \leq Y} B_{p,Y}(s, \Theta) \right) = 1 + O\left( |z|Y^{-(\sigma - \frac{1}{2})} \right)
\]
is valid in the range \( |z| \leq Y^{\frac{1}{2}(\sigma - \frac{1}{2})} \). Therefore, we obtain
\[
\text{(2.19)} \quad \prod_{p \leq Y} \tilde{M}_{s,p}(z, z', \Theta) = \tilde{M}_{s}(z, z', \Theta; Y) + O\left( E_s(z, z', \Theta; Y) |z|Y^{-(\sigma - \frac{1}{2})} \right),
\]
where \( E_s(z, z', \Theta; Y) = E \left[ |\psi_{z,z'}(R_Y(s, \Theta))| \right] \). Next, if \( p > Y \), the inequality
\[
|z| \log(1 - 2(\cos \Theta_p)p^{-s} + p^{-2\sigma}) < 1
\]
is satisfied by the assumption \( |z| \leq Y^{\frac{1}{2}(\sigma - \frac{1}{2})} \). Hence we have
\[
\tilde{M}_{s,p}(z, z', \Theta) = 1 + iE[\cos \Theta_p](zp^{-s} + z'p^{-s}) + O \left( |z|^2 p^{-2\sigma} \right)
\]
\[
= 1 + O_{s} \left( |z|p^{-\frac{1}{2}\sigma - \frac{1}{2}} + |z|^2 p^{-2\sigma} \right)
\]
for \( p > Y \) by condition (1.3) with \( \epsilon = \frac{1}{2}(\sigma - \frac{1}{2}) > 0 \). Then it yields
\[
\text{(2.20)} \quad \prod_{p > Y} \tilde{M}_{s,p}(z, z', \Theta) = 1 + O \left( \sum_{p > Y} |z|p^{-\frac{1}{2}\sigma - \frac{1}{2}} + \sum_{p > Y} |z|^2 p^{-2\sigma} \right)
\]
\[
= 1 + O \left( |z|Y^{-\frac{1}{2}(\sigma - \frac{1}{2})} \right).
\]
The work of the estimate for \( E_s(z, z', \Theta; Y) \) is remaining. Remark that the equality \(|\psi_{z,z'}(w)| = \psi_{\xi,\xi'}(w)\) holds with
\[
\text{(2.21)} \quad (\xi, \xi') = \begin{cases} (i \text{Im}(z), i \text{Im}(z)) & \text{if } z' = z, \\ (\text{Re}(z), -\text{Re}(z)) & \text{if } z' = -z, \\ (0, 0) & \text{if } z' = \overline{z}. \end{cases}
\]
Furthermore we have $|\psi_{\xi, \xi'}(w)| = \psi_{\xi, \xi'}(w)$. Hence we apply (2.18), (2.19), and (2.20) to deduce the bound $E_s(z, z', \Theta, Y) \ll E_s(z, z', \Theta)$. Thus, formula (2.19) yields

$$\prod_{p \leq Y} \tilde{M}_{s,p}(z, z', \Theta) = \tilde{M}_s(z, z', \Theta; Y) + O\left( E_s(z, z', \Theta) |z| Y^{-(\sigma - \frac{1}{2})} \right),$$

which completes the proof by (2.18) and (2.20).

**Lemma 2.10.** Let $s = \sigma + it$ be a fixed complex number with $\sigma > 1/2$. Suppose that $\Theta = (\Theta_p)$ satisfies condition (1.10). For $Y = (\log q)^B$ with $B \geq 1$, there exists a positive constant $K_1 = K_1(\sigma, B)$ such that

$$E_s\left[ |R_Y(s, \Theta)|^{2k} \right] \ll \begin{cases} K_1^{2k} & \text{if } \sigma > 1, \\ (K_1 \log \log \log q)^{2k} & \text{if } \sigma = 1, \\ \left( K_1 \frac{k^{1-\sigma}}{(\log 2k)^{\sigma}} \right)^{2k} & \text{if } 1/2 < \sigma < 1 \end{cases}$$

for any integer $k \geq 1$.

**Proof.** Let $\sigma \geq 1$. In this case we have the estimate

$$|R_Y(s, \Theta)| \leq \sum_{p \leq Y} \sum_{m=1}^\infty \frac{2}{m} p^{-m\sigma} \ll \begin{cases} \log \zeta(\sigma) & \text{for } \sigma > 1, \\ \log \log Y & \text{for } \sigma = 1 \end{cases}$$

by the inequality $|b(p^m, \Theta)| \leq 2/m$. Hence the desired estimate follows for $\sigma \geq 1$. Let $1/2 < \sigma < 1$. If the inequality $Y \leq Ck \log 2k$ holds with a constant $C \geq 2$, then we obtain

$$R_Y(s, \Theta) = \sum_{p \leq Y} \frac{a(p, \Theta)}{p^s} + O(\log \zeta(2\sigma)) \ll \frac{C^{1-\sigma} k^{1-\sigma}}{(1-\sigma)(\log 2k)^{\sigma}}$$

by the prime number theorem, which yields the result. Therefore we suppose the inequality $Ck \log 2k < Y$ below. In that case, we have

$$R_Y(s, \Theta) = \sum_{p < Ck \log 2k} \frac{a(p, \Theta)}{p^s} + \sum_{Ck \log 2k \leq p \leq Y} \frac{a(p, \Theta)}{p^s} + O(\log \zeta(2\sigma)). \tag{2.22}$$

The contribution of the first sum is estimated as

$$E_s\left[ \sum_{p < Ck \log 2k} \frac{a(p, \Theta)}{p^s}^{2k} \right] \ll \left( \frac{4C^{1-\sigma} k^{1-\sigma}}{(1-\sigma)(\log 2k)^{\sigma}} \right)^{2k}. \tag{2.23}$$
Let $1 \ll y < z$ be large real numbers. Next, we obtain

$$\begin{align*}
\mathbb{E} \left[ \sum_{y \leq p \leq z} \frac{a(p, \Theta)}{p^\sigma} \right] & \ll \sum_{y \leq p_1 \leq z} \cdots \sum_{y \leq p_{2k} \leq z} \frac{1}{(p_1 \cdots p_{2k})^\sigma} \mathbb{E}[a(p_1, \Theta) \cdots a(p_{2k}, \Theta)] \\
& = \sum_{n=1}^{2k} \sum_{y \leq p_1 \leq z} \cdots \sum_{y \leq p_{2k} \leq z} \frac{1}{(p_1 \cdots p_{2k})^\sigma} \mathbb{E}[a(p_1, \Theta) \cdots a(p_{2k}, \Theta)] \\
& = \sum_{n=1}^{2k} \sum_{\omega(p_1 \cdots p_{2k}) = n} \cdots \sum_{\omega(p_1 \cdots p_{2k}) = n} \frac{2k}{\omega(p_1 \cdots p_{2k})^\sigma} \mathbb{E}[a(p_1, \Theta)^{m_1}] \cdots \mathbb{E}[a(p_n, \Theta)^{m_n}],
\end{align*}$$

(2.24)

where $\omega(n)$ stands for the number of distinct prime factors of $n$. Recall that the Chebyshev polynomials $U_m(z)$ is an odd polynomial of degree $m$ when $m$ is odd. Furthermore, we have $\mathbb{E}[U_m(\cos \Theta_p)] = 0$ for odd $m$ by (1.10). By induction, one can show that $\mathbb{E}[a(p, \Theta)^m]$ vanishes unless $m$ is even. Hence (2.24) equals to

$$\begin{align*}
& = \sum_{n=1}^{k} \sum_{y \leq p_1 \leq z} \cdots \sum_{\omega(p_1 \cdots p_{2k}) = n} \frac{2k}{(p_1 \cdots p_{2k})^\sigma} \mathbb{E}[a(p_1, \Theta)^{2m_1}] \cdots \mathbb{E}[a(p_n, \Theta)^{2m_n}],
\end{align*}$$

which is evaluated as

$$\begin{align*}
& \ll 2^{2k} \frac{(2k)!}{k!} \sum_{n=1}^{k} \sum_{y \leq p_1 \leq z} \cdots \sum_{\omega(p_1 \cdots p_{2k}) = n} \frac{1}{(p_1 \cdots p_{2k})^\sigma} \\
& = 2^{2k} \frac{(2k)!}{k!} \left( \sum_{y \leq p \leq z} \frac{1}{p^{2\sigma}} \right)^k
\end{align*}$$

by using the inequalities $|a(p, \Theta)| \leq 2$ and

$$\begin{align*}
\left( \frac{2k}{2m_1, \ldots, 2m_n} \right) & \leq \frac{(2k)!}{k!} \left( m_1, \ldots, m_n \right).
\end{align*}$$

Finally, taking $y = Ck \log 2k$ and $z = Y$ with $C \geq 2$ sufficiently large, we arrive at

$$\begin{align*}
\mathbb{E} \left[ \sum_{Ck \log 2k \leq p \leq Y} \frac{a(p, \Theta)}{p^\sigma} \right] & \ll \left( \frac{4C^{-\sigma}k^{1-\sigma}}{2\sigma - 1(\log 2k)^\sigma} \right)^{2k}.
\end{align*}$$

(2.25)
By (2.22), (2.23), and (2.25) along with \((a+b+c)^{2k} \leq 9^k(a^{2k}+b^{2k}+c^{2k})\), we deduce the conclusion.

3. Complex moments of automorphic \(L\)-functions

3.1. Results on Dirichlet coefficients and applications. In Section [1.1] we introduced two Dirichlet coefficients \(a(p^m, f)\) and \(b(p^m, f)\); see [1.8] and (1.13). We also defined \(a(p^m, \Theta)\) and \(b(p^m, \Theta)\) by regarding the real number \(\theta_p(f)\) as a random variable \(\Theta_p\). First, we show that they are connected by the following relations.

Lemma 3.1. Let \(f \in B_2(q)\) be a cusp form and \(\Theta = (\Theta_p)\) be a sequence of independent \([0, \pi]\)-valued random variable. Then we have

\[
b(p^m, f) = \sum_{j=0}^m c_m(j) a(p^j, f) \quad \text{and} \quad b(p^m, \Theta) = \sum_{j=0}^m c_m(j) a(p^j, \Theta)
\]

for all prime numbers \(p \neq q\) and \(m \geq 1\), where

\[
c_m(j) = \begin{cases} 
1/m & \text{if } j = m, \\
-1/m & \text{if } j = m - 2, \\
0 & \text{otherwise}.
\end{cases}
\]

Proof. Recall that \(\{U_j(\cos \theta)\}_{j \geq 0}\) is an orthonormal basis of \(L^2([0, \pi])\) with respect to the Sato–Tate measure \(\mu_{\infty}\). Hence we obtain

\[
(3.1) \quad \frac{2 \cos(m\theta)}{m} = \sum_{j=0}^\infty c_m(j) U_j(\cos \theta)
\]

for any \(\theta \in [0, \pi]\), where the coefficient \(c_m(j)\) is determined by

\[
c_m(j) = \int_0^\pi \frac{2 \cos(m\phi)}{m} U_j(\cos \phi) d\mu_{\infty}(\phi) = \frac{4}{m\pi} \int_0^\pi \cos(m\phi) \sin((j+1)\phi) \sin \phi \, d\phi.
\]

The integral vanishes except for \(j = m\) or \(m - 2\). We have also \(c_m(m) = 1/m\) and \(c_m(m-2) = -1/m\). Hence, putting \(\theta = \theta_p(f)\) in formula (3.1), we obtain the former statement by the definitions of \(a(p^m, f)\) and \(b(p^m, f)\). Similarly, the latter one is proved by letting \(\theta = \Theta_p\) in (3.1).

Rudnick–Soundararajan [34] introduced a ring \(\mathcal{H}\) generalized over the integers by symbols \(x(1), x(2), \ldots\) with the Hecke relations

\[
x(1) = 1 \quad \text{and} \quad x(m)x(n) = \sum_{d|m,n} x\left(\frac{mn}{d^2}\right).
\]

For any \(n \geq 1\), we regard \(a(n,f)\) as a member of \(\mathcal{H}\) and \(a(n,\Theta)\) as an \(\mathcal{H}\)-valued random variable since they satisfy the above Hecke relations. Several properties on the ring \(\mathcal{H}\) are seen in [22, 34]. In particular, it holds that

\[
(3.2) \quad x(n_1) \cdots x(n_r) = \sum_{n|\prod_{k=1}^r n_k} b_n(n_1, \ldots, n_r) x(n)
\]

with a non-negative integer \(b_n(n_1, \ldots, n_r)\). We have the upper bound

\[
(3.3) \quad b_n(n_1, \ldots, n_r) \leq d(n_1) \cdots d(n_r)
\]

for all \(n, n_1, \ldots, n_r \geq 1\), where \(d(n)\) indicates the number of positive divisors of \(n\).
Lemma 3.2. Let \( q \) be a large prime number. Let \( p_1, \ldots, p_r \) be prime numbers with \( p_j \neq q \) for all \( j \), and let \( m_1, \ldots, m_r \geq 1 \). Suppose that \( \Theta = (\Theta_q) \) and \( \omega_q \) satisfies condition (1.11). For each \( \epsilon > 0 \), we obtain
\[
\sum_{f \in B_2(q)} \omega_q(f)b(p_1^{m_1}, f) \cdots b(p_r^{m_r}, f) = \mathbb{E}[b(p_1^{m_1}, \Theta) \cdots b(p_r^{m_r}, \Theta)] + O \left( (p_1^{m_1} \cdots p_r^{m_r})^{\alpha + \epsilon}q^{-\beta} \right),
\]
where \( \alpha \) and \( \beta \) are positive absolute constants of (1.11), and the implied constant depends only on \( \epsilon \).

Proof. By Lemma 3.1 and formula (3.2), we have
\[
b(p_1^{m_1}, f) \cdots b(p_r^{m_r}, f)
= \sum_{j_1=0}^{m_1} \cdots \sum_{j_r=0}^{m_r} c_{m_1}(j_1) \cdots c_{m_r}(j_r) \sum_{n|\Pi_{k=1}^{r} p_k^{j_k}} b_n(p_1^{j_1}, \ldots, p_r^{j_r})a(n, f).
\]
Then it is deduced from (1.11) that
\[
\sum_{f \in B_2(q)} \omega_q(f)b(p_1^{m_1}, f) \cdots b(p_r^{m_r}, f)
= \sum_{j_1=0}^{m_1} \cdots \sum_{j_r=0}^{m_r} c_{m_1}(j_1) \cdots c_{m_r}(j_r) \sum_{n|\Pi_{k=1}^{r} p_k^{j_k}} b_n(p_1^{j_1}, \ldots, p_r^{j_r})\mathbb{E}[a(n, \Theta)] + E,
\]
where the error term \( E \) is estimated as
\[
E \ll \sum_{j_1=0}^{m_1} \cdots \sum_{j_r=0}^{m_r} |c_{m_1}(j_1)| \cdots |c_{m_r}(j_r)| \sum_{n|\Pi_{k=1}^{r} p_k^{j_k}} b_n(p_1^{j_1}, \ldots, p_r^{j_r})n^{\alpha} q^{-\beta}
\ll d(p_1^{m_1})^3 \cdots d(p_r^{m_r})^3 (p_1^{m_1} \cdots p_r^{m_r})^{\alpha} q^{-\beta}
\]
by using \( |c_m(j)| \leq 1 \) and (3.3). By an analogous argument, we obtain
\[
\mathbb{E}[b(p_1^{m_1}, \Theta) \cdots b(p_r^{m_r}, \Theta)]
= \sum_{j_1=0}^{m_1} \cdots \sum_{j_r=0}^{m_r} c_{m_1}(j_1) \cdots c_{m_r}(j_r) \sum_{n|\Pi_{k=1}^{r} p_k^{j_k}} b_n(p_1^{j_1}, \ldots, p_r^{j_r})\mathbb{E}[a(n, \Theta)].
\]

Therefore the desired result follows by the bound \( d(n) \ll n^\epsilon \). \( \square \)

We apply Lemma 3.2 to study the integral moments of \( R_Y(s, f) \). The following proposition is an analogue of [23] Lemma 3.5.

Proposition 3.3. Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \). Suppose that \( \Theta \) and \( \omega_q \) satisfies condition (1.11). We put \( L_1 = 2\alpha/\beta \), where \( \alpha \) and \( \beta \) are as in (1.11). For \( Y < q \), we have
\[
\sum_{f \in B_2(q)} \omega_q(f)R_Y(s, f)^j R_Y(s, f)^l = \mathbb{E} \left[ R_Y(s, \Theta)^j R_Y(s, \Theta)^l \right] + O \left( Y^{j+l}q^{-\beta/2} \right)
\]
for any non-negative integers \( j, l \) with \( j + l \leq \log q/(L_1 \log \log q) \), where the implied constant is absolute.
Proof. For simplicity, we write
\[ \sum_{p} \sum_{m=1}^{\infty} A(p^n) = \sum_{p^m \leq Y} A(p^m) \]
for any arithmetic function \( A(n) \). Then we obtain
\[
R_Y(s, f)^jR_Y(s, f)^l = \sum_{p_1^{m_1} \leq Y} \cdots \sum_{p_j^{m_j} \leq Y, q_1^{n_1} \leq Y} \cdots \sum_{q_l^{n_l} \leq Y} \frac{b(p_1^{m_1}, f) \cdots b(p_j^{m_j}, f)b(q_1^{n_1}, f) \cdots b(q_l^{n_l}, f)}{p_1^{m_1} \cdots p_j^{m_j} q_1^{n_1} \cdots q_l^{n_l}},
\]
which remains valid if we replace the symbol \( \Theta \) with \( \Theta \). By Lemma 3.2, the difference is estimated as
\[
\sum_{f \in B_2(q)} \omega_q(f)R_Y(s, f)^jR_Y(s, f)^l - \mathbb{E} \left[ R_Y(s, \Theta)^jR_Y(s, \Theta)^l \right] \ll \epsilon Y^{(a+\epsilon)(j+l)}q^{-\beta} \sum_{p_1^{m_1} \leq Y} \cdots \sum_{p_j^{m_j} \leq Y, q_1^{n_1} \leq Y} \cdots \sum_{q_l^{n_l} \leq Y} \frac{1}{p_1^{m_1} \cdots p_j^{m_j} q_1^{n_1} \cdots q_l^{n_l}},
\]
where we take \( \epsilon = 1/2 \). Using the assumptions \( Y < q \) and \( j+l \leq \log q/(L_1 \log \log q) \), we have \( Y^{a(j+l)} < q^{\beta/2} \). Hence we obtain the conclusion. \( \square \)

By Lemma 2.10 and Proposition 3.3, we obtain the following corollary.

**Corollary 3.4.** Let \( s = \sigma + i \) be a fixed complex number with \( \sigma > 1/2 \). Suppose that \( \Theta \) and \( \omega_q \) satisfies (1.11) and (1.1). Then, for \( Y = (\log q)^B \) with \( B \geq 1 \), there exist positive constants \( K_2 = K_2(\sigma, B) \) and \( L_2 = L_2(\sigma, B) \) such that
\[
\sum_{f \in B_2(q)} \omega_q(f)|R_Y(s, f)|^{2k} \ll \begin{cases} K_2^{2k} & \text{if } \sigma > 1, \\ (K_2 \log \log q)^{2k} & \text{if } \sigma = 1, \\ \left( \frac{K_2(\log q)^{1-\sigma}}{\log \log q} \right)^{2k} & \text{if } 1/2 < \sigma < 1, \end{cases}
\]
for any integer \( k \) such that \( 1 \leq k \leq \log q/(L_2 \log \log q) \), where the implied constants depend only on \( s \) and \( B \).

### 3.2. Treatment of \( g \)-functions

In the study of the value-distributions of Dirichlet \( L \)-functions, Ihara–Matsumoto [17] considered the function
\[
g_z(s, \chi) = \exp \left( \frac{iz}{2} \log L(s, \chi) \right),
\]
where \( \chi \) is a Dirichlet character and \( z \in \mathbb{C} \). Then, we define similar \( g \)-functions by using \( R_Y(s, f) \) and \( R_Y(s, \Theta) \). For \( Y < q \) and \( z \in \mathbb{C} \), we define
\[
g_z(s, f; Y) = \exp \left( \frac{iz}{2} R_Y(s, f) \right) \quad \text{and} \quad g_z(s, \Theta; Y) = \exp \left( \frac{iz}{2} R_Y(s, \Theta) \right).
\]
One of the key ideas of Ihara–Matsumoto was approximating \( g_z(s, \chi) \) with a certain function \( g_z^+(s; \chi; X) \) possessing the infinite series representation

\[
g_z^+(s, \chi; X) = \sum_{n=1}^{\infty} \frac{\chi(n)d_z(n)}{n^s} e^{-n/X},
\]

where \( d_z(n) \) is the \( z \)-th divisor function; see [17] Proposition 2.2.1. However, this approximation of \( g_z(s, \chi) \) relies on the completely multiplicativity of the Dirichlet character \( \chi(n) \). Thus, we study \( g_z(s, f; Y) \) and \( g_z(s, \Theta; Y) \) in this paper by a method slightly different from [17]. We use the Taylor series

\[
g_z(s, f; Y) = \sum_{k\leq N} \frac{1}{k!} \left( \frac{iz}{2} \right)^k R_Y(s, f)^k + \sum_{k>N} \frac{1}{k!} \left( \frac{iz}{2} \right)^k R_Y(s, f)^k
\]

\[
= g_z^+(s, f; Y, N) + g_z^+(s, \Theta; Y, N),
\]

say. Similarly, we obtain \( g_z(s, \Theta; Y) = g_z^+(s, \Theta; Y, N) + g_z^+(s, \Theta; Y, N) \) by replacing \( f \) with \( \Theta \). In this subsection, we study the second moments of these functions.

**Lemma 3.5.** Under the assumptions of Corollary 3.4, we take a positive integer \( N \) as \( N = \lfloor \log q/(L_2 \log \log q) \rfloor \). Then there exist positive constants \( a_3 = a_3(\sigma, B) \) and \( b_5 = b_5(\sigma, B) \) such that

\[
\sum_{f \in B_2(\chi) \setminus E_1} \omega(f) |g_z^+(s, f; Y, N)|^2 \ll \exp \left( -b_5 \frac{\log q}{\log \log q} \right),
\]

\[
\mathbb{E} \left( |g_z^+(s, \Theta; Y, N)|^2 \right) \ll \exp \left( -b_5 \frac{\log q}{\log \log q} \right)
\]

for all \( z \in \mathbb{C} \) with \( |z| \leq a_3 R_\sigma(q) \), where \( R_\sigma(q) \) and \( E_1 = E_1(q,s; Y) \) are as in the statement of Proposition 2.2. and the implied constants depend only on \( s \) and \( B \).

**Proof.** Applying the Cauchy–Schwarz inequality, we have

\[
(3.4) \quad \sum_{f \in B_2(\chi) \setminus E_1} \omega(f) |g_z^+(s, f; Y, N)|^2
\]

\[
\ll \sum_{j>N} \sum_{l>N} \frac{1}{j!l!} \left( \frac{|z|}{2} \right)^{j+l} \left( \sum_{f \in B_2(\chi) \setminus E_1} \omega(f) |R_Y(s, f)|^{2(j+l)} \right)^{1/2}
\]

\[
\ll \sum_{k>2N} \frac{|z|^{k}}{k!} \left( \sum_{f \in B_2(\chi) \setminus E_1} \omega(f) |R_Y(s, f)|^{2k} \right)^{1/2}
\]

along with the inequality \( \sum_{j+l=k} k!/(j!l!) \leq 2^k \). Recall that \( \sum_{f \in B_2(\chi)} \omega(f) \) is uniformly bounded by \( \lfloor 1.11 \rfloor \). If \( \sigma \geq 1 \), then we know

\[
(3.5) \quad |R_Y(s, f)| \leq \sum_{p \leq \sqrt{Y}} \sum_{m=1}^{\infty} \frac{2}{m} p^{-m\sigma} \ll \begin{cases} \log \zeta(\sigma) & \text{for } \sigma > 1, \\ \log \log Y & \text{for } \sigma = 1. \end{cases}
\]

Hence we deduce

\[
(3.6) \quad |z|^k \left( \sum_{f \in B_2(\chi) \setminus E_1} \omega(f) |R_Y(s, f)|^{2k} \right)^{1/2} \ll \left( a_3 K \frac{\log q}{\log \log q} \right)^k
\]
for $|z| \leq a_3 R_\sigma(q)$, where $K = K(\sigma, B)$ is a positive constant, and the implied constant depends only on $s$ and $B$. Furthermore, (3.3) remains valid in the case of $1/2 < \sigma < 1$ by the definition of $\mathcal{E}_1(q, s; Y)$. Then, we use the Stirling formula to derive $k! \gg (N/2)^k$ for $k > 2N$. By (3.3), we obtain

$$
\frac{|z|^k}{k!} \left( \sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f)|R_Y(s, f)|^{2k} \right)^{1/2} \ll 2^{-k}
$$

by choosing $a_3 = (10KL_2)^{-1}$. Thus we deduce from (3.3) that

$$
\sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f)|g_z^\#(s, f; Y, N)|^2 \ll \sum_{k > 2N} 2^{-k} \ll \exp \left(-b(\sigma, B) \frac{\log q}{\log \log q} \right)
$$

with some constant $b(\sigma, B) > 0$. Next, we show the result for $g_z^\#(s, \Theta; Y, N)$. Similarly to (3.4), we obtain

$$
\mathbb{E} \left[ |g_z^\#(s, \Theta; Y, N)|^2 \right] \ll \sum_{k > 2N} \frac{|z|^k}{k!} \mathbb{E} \left[ |R_Y(s, \Theta)|^{2k} \right]^{1/2}.
$$

By Lemma 2.10, the upper bounds

$$
\frac{|z|^k}{k!} \mathbb{E} \left[ |R_Y(s, \Theta)|^{2k} \right]^{1/2} \ll \begin{cases} 
\left( a_3 K' \frac{\log q}{\log \log q} \right)^k & \text{for } \sigma \geq 1, \\
\left( a_3 K' \frac{\log \log q}{k \log 2k} \right)^k & \text{for } 1/2 < \sigma < 1
\end{cases}
$$

are valid with some positive constant $K' = K'(\sigma, B)$. Thus, for $k > 2N$, we deduce

$$
\frac{|z|^k}{k!} \mathbb{E} \left[ |R_Y(s, \Theta)|^{2k} \right]^{1/2} \ll 2^{-k}
$$

if we take $a_3 = (20K'L_2)^{-1}$. Therefore we obtain

$$
\mathbb{E} \left[ |g_z^\#(s, \Theta; Y, N)|^2 \right] \ll \sum_{k > 2N} 2^{-k} \ll \exp \left(-b'(\sigma, B) \frac{\log q}{\log \log q} \right)
$$

with some constant $b'(\sigma, B) > 0$, which completes the proof. \qed

**Lemma 3.6.** Under the assumptions of Corollary 3.4, we take a positive integer $N$ as $N = \lceil \log q/(L_2 \log \log q) \rceil$. For any $c > 0$, there exists a positive constant $a_4 = a_4(\sigma, B, c)$ such that

$$
\sum_{f \in B_2(q)} \omega_q(f)|g_z^\#(s, f; Y, N)|^2 \ll \exp \left( c \frac{\log q}{\log \log q} \right),
$$

$$
\mathbb{E} \left[ |g_z^\#(s, \Theta; Y, N)|^2 \right] \ll \exp \left( c \frac{\log q}{\log \log q} \right)
$$

for all $z \in \mathbb{C}$ with $|z| \leq a_4 R_\sigma(q)$, where $R_\sigma(q)$ is defined as in (2.3). Here, the implied constants depend only on $s$ and $B$. 

Then we obtain
\[ z, z \]

Applying Proposition 3.3, we have
\[ \psi_{z, z'}(R_Y(s, f)) = g_z(\sigma; Y)f_{z'}(s, f; Y), \]
\[ \psi_{z, z'}(R_Y(s, \Theta)) = g_z(\sigma; \Theta)f_{z'}(s, \Theta; Y). \]

We begin with considering the contributions of \( g^\#_z(s, f; Y, N) \) and \( g^\#_z(s, \Theta; Y, N) \).

**Proposition 3.7.** Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \). Suppose that \( \Theta \) and \( \omega_\eta \) satisfies \((1.10), (1.11), \) and \((1.12)\). For \( Y = (\log q)^B \) with \( B \geq 1 \), there exist positive constants \( a_5 = a_5(\sigma, B), b_0 = b_0(\sigma, B), \) and \( L_3 = L_3(\sigma, B) \) such that
\begin{align*}
\sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f)g^\#_z(\sigma; f; Y, N)g^\#_{z'}(s, f; Y, N) \\
= \mathbb{E}[g^\#_z(\sigma; \Theta; Y, N)g^\#_{z'}(s, \Theta; Y, N)] + O\left(\exp\left(-b_0 \frac{\log q}{\log \log q}\right)\right)
\end{align*}
for \( z, z' \in \mathbb{C} \) with \( \max\{|z|, |z'|\} \leq a_3 R_\sigma(q) \), where we take \( N = [\log q / (L_3 \log \log q)] \).

Here, \( R_\sigma(q) \) and \( \mathcal{E}_1 = \mathcal{E}_1(q, s, Y) \) are as in the statement of Proposition 2.5 and the implied constant depends only on \( s \) and \( B \).

**Proof.** Applying Proposition 3.3 we have
\begin{align*}
\sum_{f \in B_2(q)} \omega_q(f)g^\#_z(\sigma; f; Y, N)g^\#_{z'}(s, f; Y, N) = \mathbb{E}[g^\#_z(\sigma; \Theta; Y, N)g^\#_{z'}(s, \Theta; Y, N)] + E_1,
\end{align*}
where
\[ E_1 \ll \sum_{j \leq N} \sum_{l \leq N} \frac{1}{j!l!} \left(\frac{|z|}{2}\right)^j \left(\frac{|z'|}{2}\right)^l Y^{j+l} q^{-\beta/2} \ll q^{-\beta/2} \max\{|z|, |z'|\}^2 N Y^{2N}. \]

Let \( L_3 = L_3(\sigma, B) \) be large enough to keep the bound \( \max\{|z|, |z'|\}^2 N Y^{2N} \ll q^{\beta/4} \).

Then we obtain \( E_1 \ll q^{-\beta/4} \). Hence, the remaining work is giving the bound of
\[ E_2 = \sum_{f \in \mathcal{E}_1} \omega_q(f)g^\#_z(\sigma; f; Y, N)g^\#_{z'}(s, f; Y, N). \]
We just consider the case of $1/2 < \sigma < 1$, otherwise it is the empty sum. Then we see that

$$E_2 = \sum_{j \leq N} \sum_{l \leq N} \frac{1}{j!!} \left( \frac{iz}{2} \right)^j \left( \frac{iz'}{2} \right)^l \sum_{f \in \mathcal{E}_1} \omega_q(f) R_Y(\overline{b}, f)^j R_Y(s, f)^l \leq \sum_{k \leq 2N} \frac{|z|^k}{k!} \left( \sum_{f \in B_2(q)} \omega_q(f) \right)^{1/2} \left( \sum_{f \in B_2(q)} \omega_q(f) |R_Y(s, f)|^{2k} \right)^{1/2}$$

by the Cauchy–Schwarz inequality. Note that Lemma 2.7 yields

$$\sum_{f \in \mathcal{E}_1} \omega_q(f) \leq \exp \left( -\frac{b_3}{2} \frac{\log q}{\log \log q} \right)$$

by condition (1.12). Furthermore, we deduce from Corollary 3.1 the bound

$$\sum_{k \leq 2N} \frac{|z|^k}{k!} \left( \sum_{f \in B_2(q)} \omega_q(f) |R_Y(s, f)|^{2k} \right)^{1/2} \leq \exp \left( -\frac{b_3}{4} \frac{\log q}{\log \log q} \right)$$

by choosing $a_5 = a_5(\sigma, B)$ sufficiently small, along the same line as the proof of Lemma 3.6. From the above, we obtain

$$\sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f) g^k_\sigma(\overline{b}, f; Y, N) g^k_\sigma(s, f; Y, N) - \mathbb{E} \left[ g^k_\sigma(\overline{b}, \overline{\Theta}; Y, N) g^k_\sigma(s, \overline{\Theta}; Y, N) \right] \leq q^{-\beta/4} + \exp \left( -\frac{b_3}{4} \frac{\log q}{\log \log q} \right) \leq \exp \left( -\frac{b_3}{4} \frac{\log q}{\log \log q} \right)$$

as desired. \qed

**Proof of Proposition 2.5.** Let $a_2 = \min\{a_3, a_4, 1\}$ with the constants $a_3 = a_3(\sigma, B)$ and $a_4 = a_4(\sigma, B, c)$ of Lemmas 3.5 and 3.6 respectively. First, we use the Cauchy–Schwarz inequality to obtain

$$\sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f) g^k_\sigma(\overline{b}, f; Y, N) g^k_\sigma(s, f; Y, N) - \sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f) g^k_\sigma(\overline{b}, f; Y, N) g^k_\sigma(s, f; Y, N) \leq \frac{1}{\sqrt{2}} \left( \sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f) |g^k_\sigma(\overline{b}, f; Y, N)|^2 \right)^{1/2} \left( \sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f) |g^k_\sigma(s, f; Y, N)|^2 \right)^{1/2}$$

By Lemmas 3.5 and 3.6 with $c = b_5/2$, this is estimated as

$$\leq \exp \left( -\frac{b_5}{8} \frac{\log q}{\log \log q} \right).$$
Proof of Proposition 2.2. Let
\[ H \]
Hence the result is deduced from Proposition 3.7. \( \square \)

where the implied constant depends only on \( s \) and \( B \). Furthermore, by a similar argument, we have
\[
\mathbb{E}[g_z(\Theta; Y)g_{z'}(s, \Theta; Y)] = \mathbb{E}[g_z^b(\Theta; Y, N)g_{z'}(s, \Theta; Y, N)] + O\left(\exp\left(-\frac{b_0}{8 \log \log q}\right)\right).
\]
Hence the result is deduced from Proposition 3.7. \( \square \)

**Proof of Proposition 2.2** Let \( B_1 = \max\{(2B + 6)(\sigma - \frac{1}{2})^{-1}, 1\} \). Then we put
\[
\mathcal{E}(q, s) = \mathcal{E}_1 \cup \mathcal{E}_2
\]
for \( Y = (\log q)^B_1 \), where \( \mathcal{E}_1 = \mathcal{E}_1(q, s; Y) \) and \( \mathcal{E}_2 = \mathcal{E}_2(q, s; Y) \) are the subsets of (2.13) and (2.17), respectively. Note that condition (2.4) is satisfied by Lemmas 2.7 and 2.8. If \( f \notin \mathcal{E}_2 \), and the inequality \( \max\{|z|, |z'|\} \leq \log q \) holds, then we have
\[
\psi_{z,z'}(\log L(s, f) - R_Y(s, f)) = 1 + O\left((\log q)^{-B}\right)
\]
by the definition of \( \mathcal{E}_2 \). The left-hand side of (2.1) is calculated as
\[
(3.7) \quad \tilde{M}_{s,q}(z, z', \omega) = \tilde{M}_{s,q}(z, z', \omega_q Y)^\mathcal{E} + O\left(\frac{1}{(\log q)^B} \sum_{f \in \mathcal{E}(q, s)} \omega_q(f) |\psi_{z,z'}(R_Y(s, f))|\right).
\]
In order to get the main term, we evaluate the difference
\[
E_1 = \tilde{M}_{s,q}(z, z', \omega_q Y)^\mathcal{E}_1 - \tilde{M}_{s,q}(z, z', \omega_q Y)^\mathcal{E} = \sum_{f \in \mathcal{E} \setminus \mathcal{E}_1} \omega_q(f) \psi_{z,z'}(R_Y(s, f)).
\]
If \( 1/2 < \sigma < 1 \), then it holds by the definition of \( \mathcal{E}_1 \) that
\[
|\psi_{z,z'}(R_Y(s, f))| \leq \exp\left(a_1 R_\sigma(q)|R_Y(s, f)|\right) \leq \exp\left(a_1 \frac{\log q}{\log \log q}\right)
\]
for \( f \notin \mathcal{E}_1 \) and \( \max\{|z|, |z'|\} \leq a_1 R_\sigma(q) \). If \( \sigma \geq 1 \), then bounds (3.3) are available for all \( f \in B_2(q) \). Hence we obtain
\[
|\psi_{z,z'}(R_Y(s, f))| \leq \exp\left(a_1 K \frac{\log q}{\log \log q}\right)
\]
for \( \sigma \geq 1 \) with a constant \( K = K(\sigma, B) \geq 1 \). Taking \( a_1 \) with \( a_1 \leq b_1/(4K) \), we obtain
\[
E_1 \ll \exp\left(\frac{b_1}{4 \log \log q}\right) \sum_{f \in \mathcal{E}} \omega_q(f) \ll \exp\left(-\frac{b_1}{4 \log \log q}\right)
\]
as a consequence of (1.12) and (2.4). Thus the formula
\[
(3.8) \quad \tilde{M}_{s,q}(z, z', \omega_q Y)^\mathcal{E} = \tilde{M}_{s,q}(z, z', \omega_q Y)^\mathcal{E}_1 + O\left(\exp\left(-\frac{b_1}{4 \log \log q}\right)\right)
\]
follows. Next, applying Proposition 2.5 and Lemma 2.9, we have
\[
(3.9) \quad \tilde{M}_{s,q}(z, z', \Theta) + E_2,
\]
where the error term is estimated as
\[ E_2 \ll \exp \left( -b_2 \frac{\log q}{\log \log q} \right) + (1 + E_s(z, z', \Theta))(\log q)^{-B - 2} \]
\[ \ll \frac{1 + E_s(z, z', \Theta)}{(\log q)^B} \].

Finally, we evaluate the error term in the right-hand side of (3.7). Let \((\xi, \xi')\) be the pair of (2.21). Then we see that
\[ \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) |\psi_{z,z'}(R_Y(s, f))| \leq \sum_{f \in B_2(q) \setminus \mathcal{E}_1} \omega_q(f) \psi_{\xi,\xi'}(R_Y(s, f)) \]
since \(|\psi_{z,z'}(w)| = \psi_{\xi,\xi'}(w)\) and \(\mathcal{E} \supset \mathcal{E}_1\). Applying Proposition 2.5 and Lemma 2.9 again, we obtain
(3.10) \[ \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) |\psi_{z,z'}(R_Y(s, f))| \leq \hat{M}_s(\xi, \xi', \Theta) + O \left( \frac{1 + E_s(\xi, \xi', \Theta)}{(\log q)^B} \right) \]
\[ \ll 1 + E_s(z, z', \Theta). \]
Then the desired result follows by formulas (3.7), (3.8), (3.9), and (3.10). \(\Box\)

We obtain the following corollary, which is used in the proof of Theorem 1.3.

**Corollary 3.8.** Under the assumptions of Proposition 2.2, we obtain
\[ \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) \exp (a \Re \log L(s, f))) \ll 1, \]
\[ \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) \exp (a \Im \log L(s, f))) \ll 1 \]
for any fixed real number \(a \geq 0\).

**Proof.** We proved just the first estimate since the second one is proved in a similar way. Let \(b \in \mathbb{R}\). Using Proposition 2.2 with \(z = z' = -ib\), we derive
\[ \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) \exp (b \Re \log L(s, f))) = E \exp (b \Re \log L(s, \Theta)) + O \left( \frac{1 + E [\exp (b \Re \log L(s, \Theta))]}{(\log q)^B} \right) \]
\[ \ll E [\exp (b \Re \log L(s, \Theta))]. \]
Therefore, we deduce from Lemma 2.3 that
\[ \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) \exp (b \Re \log L(s, f))) \ll 1. \]
Hence we obtain the result since \(e^{a|x|} \leq e^{ax} + e^{-ax} \) holds. \(\Box\)
4. Completion of the proofs

4.1. Proof of Theorem 1.1

Let \( \Theta = (\Theta_p) \) be a sequence of \([0, \pi]\)-valued random variables such that condition (1.5) holds. For \( s = \sigma + it \notin \mathbb{R} \), we define

\[
\mu_s(A; \Theta) = \mathbb{P}(\log L(s, \Theta) \in A), \quad A \in \mathcal{B}(\mathbb{C}).
\]

On the other hand, we see that the random variable \( L(s, \Theta) \) is real-valued in the case \( s = \sigma \in \mathbb{R} \). Thus, for \( s = \sigma \in \mathbb{R} \), we also define

\[
\mu_\sigma(A; \Theta) = \mathbb{P}(\log L(\sigma, \Theta) \in A), \quad A \in \mathcal{B}(\mathbb{R}).
\]

Then \( \mu_s \) and \( \mu_\sigma \) are probability measures on \((\mathbb{C}, \mathcal{B}(\mathbb{C}))\) and \((\mathbb{R}, \mathcal{B}(\mathbb{R}))\), respectively. We prove that they have continuous density functions by Lévy’s inversion formula.

Lemma 4.1 (Jessen–Wintner [20], Section 3). Let \( \mu \) be a probability measure on \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) with the characteristic function

\[
\Lambda(y; \mu) = \int_{\mathbb{R}^d} e^{i(x, y)} \, d\mu(x),
\]

where \((x, y)\) is the standard inner product on \(\mathbb{R}^d\). For an integer \( n \geq 0 \), we suppose

\[
\Lambda(y; \mu) = O(|y|^{-(d+n+\eta)})
\]

with some constant \( \eta > 0 \). Then \( \mu \) is absolutely continuous, and the Radon–Nikodým derivative is determined by

\[
D_\mu(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \Lambda(y; \mu) e^{-i(x, y)} \, dy,
\]

which is a non-negative \( C^n \)-function on \(\mathbb{R}^d\).

Proof of Theorem 1.1. For the proof of the statement (i), we identify \( \mathbb{C} \) with \( \mathbb{R}^2 \) by the map \( \iota : x + iy \mapsto (x, y) \). Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \) and \( t \neq 0 \). Then we have \( \Lambda(z; \mu_s) = \mathcal{M}_{s}(z, \overline{z}, \Theta) \) for all \( z \in \mathbb{C} \) by definition. Hence Proposition 2.1 (i) yields that condition (1.3) holds for any \( n \geq 0 \). Then we put

\[
\mathcal{M}_s(w, \Theta) = 2\pi D_\mu_s(u, v)
\]

for \( w = u + iv \), which satisfies the equality

\[
\mathbb{P}(\log L(s, \Theta) \in A) = \int_{\iota(A)} D_\mu_s(u, v) \, du \, dv = \int_A \mathcal{M}_s(w, \Theta) \, |dw|,
\]

as desired. In the case \( s = \sigma > 1/2 \), we use Proposition 2.1 (ii) to deduce (1.3) with \( d = 1 \). Then we obtain the desired result by putting \( \mathcal{M}_s(u, \Theta) = \sqrt{2\pi} D_\mu_s(u) \). \( \square \)

Theorem 1.1 contains further information on \( \mathcal{M}_s(\cdot, \Theta) \). In fact, it is represented as an infinite convolution of Schwartz distributions as follows. Let \( s = \sigma + it \) be a fixed complex number with \( \sigma > 1/2 \) and \( t \neq 0 \). For every prime number \( p \), we define a Schwartz distribution \( \mathcal{M}_{s,p}(w, \Theta) \) on \( \mathbb{C} \) as

\[
\int_{\mathbb{C}} \Phi(w) \mathcal{M}_{s,p}(w, \Theta) \, |dw| = \mathbb{E} \left[ \Phi \left( -\log(1 - 2(\cos \Theta_p) p^{-s} + p^{-2s}) \right) \right].
\]
Denote by \( p_n \) the \( n \)-th prime number, and put \( N = \pi(Y) \) with a real number \( Y \geq 2 \). By the independence of \( \Theta = (\Theta_p) \), we obtain

\[
\int_\mathbb{C} \Phi(w) (M_{s,p_1}(w, \Theta) \ast \cdots \ast M_{s,p_N}(w, \Theta)) \, |dw| = \mathbb{E} [\Phi (L_Y(s, \Theta))] ,
\]

where \( L_Y(s, \Theta) \) is the partial Euler product of \( \sigma > 1 \). Recall that \( L_Y(s, \Theta) \) converges to \( L(s, \Theta) \) as \( Y \to \infty \) in law. Hence, Theorem 4.1 (i) implies the formula

\[
(4.4) \quad M_s(w, \Theta) = \lim_{N \to \infty} M_{s,p_1}(w, \Theta) \ast \cdots \ast M_{s,p_N}(w, \Theta).
\]

Moreover, this is valid in the case \( s = \sigma > 1/2 \) if we define \( M_{\sigma,r}(u, \Theta) \) as a Schwartz distribution on \( \mathbb{R} \) such that

\[
\int_{\mathbb{R}} \Phi(u)M_{\sigma,r}(u, \Theta) \, |du| = \mathbb{E} [\Phi (-\log(1 - 2(\cos \Theta_p)p^{-\sigma} + p^{-2\sigma}))].
\]

Finally, we consider the relation between \( M_{s,p}(w, \Theta) \) and \( M_{\sigma,r}(u, \Theta) \) in terms of Schwartz distributions. Note that \( L(\sigma + it, \Theta) \to L(\sigma, \Theta) \) as \( t \to 0 \) in law. Thus it is deduced from Theorem 1.1 that

\[
\lim_{t \to 0} \int_{\mathbb{C}} \Phi(w)M_{\sigma+it}(w, \Theta) \, |dw| = \int_{\mathbb{R}} \Phi(u)M_{\sigma}(u, \Theta) \, |du|.
\]

Therefore, we conclude that

\[
(4.5) \quad \lim_{t \to 0} M_{\sigma+it}(u + iv, \Theta) = M_{\sigma}(u, \Theta)\delta(v),
\]

where \( \delta(v) \) is the Dirac delta distribution normalized as

\[
\int_{\mathbb{R}} \Phi(v)\delta(v) \, |dv| = \Phi(0).
\]

**Corollary 4.2.** Let \( \Theta = (\Theta_p) \) be as in Theorem 1.1. If \( s = \sigma + it \) is a fixed complex number with \( \sigma > 1 \), then the function \( M_s(\cdot, \Theta) \) is compactly supported on \( \mathbb{C} \) for \( s \notin \mathbb{R} \), and it is compactly supported on \( \mathbb{R} \) for \( s \in \mathbb{R} \).

**Proof.** In general, we denote by \( \lim_{n \to \infty}(A_1 + \cdots + A_n) \) the set of points which may be represented in at least one way as the limit of \( a_1 + \cdots + a_n \), where \( a_j \) belongs to \( A_j \) for each \( j \). Then we deduce from (4.3) that

\[
\supp M_s(\cdot, \Theta) = \lim_{n \to \infty} (\supp M_{s,p_1}(\cdot, \Theta) + \cdots + \supp M_{s,p_n}(\cdot, \Theta))
\]

by [20, Theorem 3]. The support of \( M_{s,p}(\cdot, \Theta) \) is determined by

\[
\supp M_{s,p}(\cdot, \Theta) = \{ -\log(1 - 2(\cos \theta)(p^{-s} + p^{-2s}) \mid 0 \leq \theta \leq 2\pi \}.
\]

Hence we have \( |z| \leq 2 \log \zeta(\sigma) \) if \( z \) belongs to the support of \( M_{s,p}(\cdot, \Theta) \). \( \square \)

**4.2. Proof of Theorem 1.3** We define

\[
\mu_{s,q}(A; \omega_q) = \frac{1}{N(q,s)} \sum_{f \in B(q,s)} \omega_q(f) 1_A (\log L(s, f)) , \quad A \in \mathcal{B}(\mathbb{C})
\]

for \( s = \sigma + it \notin \mathbb{R} \), and

\[
\mu_{\sigma,q}(A; \omega_q) = \frac{1}{N(q,\sigma)} \sum_{f \in B(q,\sigma)} \omega_q(f) 1_A (\log L(\sigma, f)) , \quad A \in \mathcal{B}(\mathbb{R})
\]
for \( s = \sigma \in \mathbb{R} \), where we put \( N(q,s) = \sum_{f \in \mathcal{B}_2(q,s)} \omega_q(f) \). Then, using the zero density estimate \(^{21}\) Theorem 4 along with (1.11) and (1.12), we obtain

\[
N(q,s) = \sum_{f \in \mathcal{B}_2(q,s)} \omega_q(f) + O\left( \sum_{f \in \mathcal{B}_2(q)} \omega_q(f)N(f;\sigma,t-1,t+1) \right) = 1 + o(1)
\]
as \( q \to \infty \). Note that \( \mu_{s,q} \) and \( \mu_{\tau,q} \) are probability measures on \((\mathbb{C},\mathcal{B}(\mathbb{C}))\) and on \((\mathbb{R},\mathcal{B}(\mathbb{R}))\), respectively. To begin with, we recall the continuity theorem for probability measures.

**Lemma 4.3** (Jessen–Wintner \(^{20}\) Section 3). Let \( (\mu_n)_{n \in \mathbb{N}} \) be a sequence of probability measures on \((\mathbb{R}^d,\mathcal{B}(\mathbb{R}^d))\), and let \( \mu \) be a probability measure on \((\mathbb{R}^d,\mathcal{B}(\mathbb{R}^d))\). If the characteristic functions satisfy

\[
\lim_{n \to \infty} \Lambda(y;\mu_n) = \Lambda(y;\mu)
\]
uniformly in every sphere \(|y| \leq R\), then the limit formula

\[
\lim_{n \to \infty} \mu_n(A) = \mu(A)
\]
holds for all \( A \in \mathcal{B}(\mathbb{R}^d) \) with \( \mu(\partial A) = 0 \).

In addition, we use a lemma of Ihara–Matsumoto \(^{17}\). Let \( \Lambda(\mathbb{R}^d) \) be the set of all functions \( \Phi \in L^1(\mathbb{R}^d) \) such that \( \Phi \) is continuous and its Fourier transform belongs to \( L^1(\mathbb{R}^d) \). Then a function \( M : \mathbb{R}^d \to \mathbb{R}_{\geq 0} \) is called a good density function if it belongs to \( \Lambda(\mathbb{R}^d) \) and satisfies

\[
\int_{\mathbb{R}^d} M(x) \, dx = 1,
\]
where we write \( |dx| = (2\pi)^{-d/2} dx_1 \cdots dx_d \) for \( x = (x_1, \ldots, x_d) \).

**Lemma 4.4** (Ihara–Matsumoto \(^{17}\) Section 5). Let \( M \) be a good density function on \( \mathbb{R}^d \). Let \( (X_n)_{n \in \mathbb{N}} \) be a sequence of finite sets equipped with probability measures \( \omega_n \) and functions \( \ell_n : X_n \to \mathbb{R}^d \). Then we consider the condition

\[
\lim_{n \to \infty} \sum_{\chi \in X_n} \omega_n(\chi) \Phi(\ell_n(\chi)) = \int_{\mathbb{R}^d} \Phi(x) M(x) \, dx
\]
for a test function \( \Phi : \mathbb{R}^d \to \mathbb{C} \). Suppose that condition (4.8) holds for any additive characters \( \Phi(x) = e^{i(x,y)} \) with \( y \in \mathbb{R}^d \), and that the convergence is uniform in every sphere \(|x| \leq R\). Then we have the following results.

(a) (4.8) holds for any bounded continuous function on \( \mathbb{R}^d \).

(b) (4.8) holds for any \( \Phi \in C(\mathbb{R}^d) \) such that \( \Phi(x) \ll \phi_0(|x|) \), where \( \phi_0(r) \) is a continuous non-decreasing function on \([0,\infty)\) which satisfies \( \phi_0(r) > 0 \), \( \phi_0(r) \to \infty \) as \( r \to \infty \), and

\[
\sum_{\chi \in X_n} \omega_n(\chi) \phi_0(|\ell_n(\chi)|)^2 \ll 1,
\]

\[
\int_{\mathbb{R}^d} \phi_0(|x|) M(x) \, dx \ll \infty.
\]

**Remark 4.5.** The statement of Lemma 4.4 is slightly different from the original one by Ihara–Matsumoto \(^{17}\). Indeed, it contained the following result in addition to (a) and (b) above:
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(c) \[4.8\] further holds for the indicator function of either a compact subset of \(\mathbb{R}^d\) or the complement of such a subset.

However, the author was informed from Matsumoto that the proof of (c) does not work in special cases such as fat Cantor sets. For more details, see the appendix in the forthcoming paper of Matsumoto [31].

Proof of Theorem 1.3 (i). Let \(R > 0\) be a fixed real number. First, we remark that Proposition \[2.2\] implies

\[
\sum_{f \in B_2'(q,s)} \omega_q(f)\psi_z,\bar{\tau}(\log L(s, f)) = \tilde{M}_s(z, \bar{\tau}, \Theta) + O((\log q)^B)
\]

uniformly for \(|z| \leq R\) along with \[1.12\], \[2.4\], and \(|\psi_z,\bar{\tau}(w)| = 1\). Let \((q_n)_{n \in \mathbb{N}}\) be a sequence of prime numbers such that \(q_n \to \infty\) as \(n \to \infty\). We apply Lemma 4.1 with \(\mu_n = \mu_{s,q_n}\) of \[4.6\] and \(\mu = \mu_s\) of \[4.1\]. Since we have

\[
\Lambda(z; \mu_n) = \frac{1}{N(q_n, s)} \sum_{f \in B_2'(q_n,s)} \omega_{q_n}(f)\psi_z,\bar{\tau}(\log L(s, f)),
\]

\[
\Lambda(z; \mu) = \tilde{M}_s(z, \bar{\tau}, \Theta),
\]

and \(N(q_n, s) \to 1\) as \(n \to \infty\), it is deduced from \[4.11\] that condition \[4.7\] holds uniformly in \(|z| \leq R\). By Theorem 1.1 and Lemma 4.1, we obtain desired formula \[1.15\] for \(\Phi = 1_A\) with any continuity set \(A \subset \mathbb{C}\).

Next, we use Lemma 4.4 to see the remaining cases. Note that \(M_s(w, \Theta)\) is a good density function on \(\mathbb{C}\). Let \(X_n = B_2'(q_n, s)\). We define

\[
\omega_n(f) = \frac{\omega_{q_n}(f)}{N(q_n, s)} \quad \text{and} \quad \ell_n(f) = \log L(s, f)
\]

for \(f \in X_n\). From Theorem 1.1, we have

\[
\tilde{M}_s(z, \bar{\tau}, \Theta) = \int_{\mathbb{C}} \psi_z,\bar{\tau}(w)M_s(w, \Theta)|dw|.
\]

By this and \[4.11\], condition \[4.8\] holds for \(\Phi(w) = e^{i(z,w)}\) with all \(z \in \mathbb{C}\), and the convergence is uniform in \(|z| \leq R\). Therefore we derive from Lemma 4.4 (a) that \[1.15\] holds for \(\Phi = 1_A\) with any continuity set \(A \subset \mathbb{C}\). In order to use Lemma 4.4 (b), we proceed to checking conditions \[4.9\] and \[4.10\] as follows.

- Let \(\sigma > 1\). For any \(\Phi \in C(\mathbb{C})\), we take the function \(\phi_0\) as

\[
\phi_0(r) = \max_{|x| \leq r} |\Phi(x)|.
\]

Then \[4.9\] is valid since we have \(\phi_0(|\log L(s, f)|) \leq \phi_0(2\log \zeta(\sigma))\) for \(\sigma > 1\).

- Furthermore, \[4.10\] is also valid by Corollary 4.2

- Let \(\sigma = 1\). In this case, we take \(\phi_0(r) = r^a\), where \(a > 0\) is a fixed real number. Let \(E = E(q, s)\) be the set of Proposition \[2.2\]. Then we have

\[
\sum_{f \in B_2(q)\setminus E} \omega_q(f)\phi_0(|\log L(s, f)|) \ll 1
\]

by Corollary 3.8. Hence condition \[4.9\] holds if we derive the estimate

\[
\sum_{f \in E} \omega_q(f)\phi_0(|\log L(s, f)|) \ll 1.
\]
By a standard argument along with the zero-free region of $L(s, f)$, there exists an absolute constant $c > 0$ such that we have

$$\frac{L'}{L}(s, f) \ll (\log q(|t| + 3))^2$$

for all $s = \sigma + it$ such that $\sigma \geq 1 - c/\log q(|t| + 2)$; see [19, Proposition 5.7]. It yields the upper bound

$$(4.13) \quad \log L(s, f) \ll (\log q(|t| + 3))^2,$$

on the vertical line $\text{Re}(s) = 1$. Thus estimate (4.12) is derived from (1.12) and (2.4). On the other hand, we see that the expected value

$$\mathbb{E}[\phi(|\log L(s, \Theta)|)]$$

is finite for all $\phi$ with $\phi(r) \ll e^{ar}$ by using Lemma 2.3 and the Cauchy–Schwarz inequality. Hence condition (4.10) follows in this case.

- Let $1/2 < \sigma \leq 1$ and assume GRH. We take the function $\phi_0$ as $\phi_0(r) = e^{ar}$, where $a > 0$ is a fixed real number. Then we use Corollary 3.8 to derive

$$\sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f)\phi_0(|\log L(s, f)|) \ll 1$$

in this case. Furthermore, we have the upper bound

$$\log L(s, f) \ll \frac{(\log q)^2 - 2a}{\log \log q} + \log \log q$$

for $f \in B_2(q)$ under GRH; see [19, Theorem 5.19]. Hence we deduce

$$\sum_{f \in \mathcal{E}} \omega_q(f)\phi_0(|\log L(s, f)|) \ll 1$$

along with (1.12) and (2.4). Therefore we obtain (4.9) in this case. As we have checked, condition (4.10) is valid for $\phi_0(r) = e^{ar}$.

From the above, Lemma 4.4 (b) yields (1.15) for continuous test functions $\Phi$ as in the statement of Theorem 1.3 (i). \hfill $\Box$

**Proof of Theorem 1.3 (ii).** The difference from Theorem 1.3 (i) arises from only the case $\sigma = 1$. We prove the result in this case by using Lemma 4.4 (b) again. Then the estimates of Cogdell–Michel [7, Lemmas 4.1 and 4.2] yield

$$\log L(1, f) \ll \log \log q$$

unconditionally. Hence we deduce condition (4.10) with $\phi_0(r) = e^{ar}$ by using this instead of (4.13). Since (4.10) is still valid, we conclude that desired formula (1.15) holds for any $\Phi \in C^{\exp}(\mathbb{R})$. \hfill $\Box$

4.3. **Proof of Theorem 1.4.** We prove Theorem 1.4 by using Esseen’s inequality and its two-dimensional analogue.

**Lemma 4.6** (Loève [25]). Let $\mu$ and $\nu$ be probability measures on $(\mathbb{R}, B(\mathbb{R}))$ with distribution functions

$$F(x) = \mu((-\infty, x]) \quad \text{and} \quad G(x) = \nu((-\infty, x]).$$
Suppose that $G$ is differentiable, and we put $A = \sup_{x \in \mathbb{R}} |G'(x)|$. Denote by $f(u) = \Lambda(u; \mu)$ and $g(u) = \Lambda(u; \nu)$ the characteristic functions. Then we have

$$
(4.14) \quad \sup_{x \in \mathbb{R}} |F(x) - G(x)| \leq \frac{1}{\pi} \int_{-R}^{R} \left| \frac{f(u) - g(u)}{u} \right| \, du + \frac{24}{\pi} \frac{A}{R}
$$

for any $R > 0$.

**Lemma 4.7** (Sadikova [35]). Let $\mu$ and $\nu$ be probability measures on $(\mathbb{R}^2, \mathcal{B}(\mathbb{R}^2))$ with distribution functions

$$
F(x, y) = \mu((\infty, x] \times (\infty, y]) \quad \text{and} \quad G(s, t) = \nu((\infty, x] \times (\infty, y]).
$$

Suppose that $G$ is partially differentiable, and we put $A_1 = \sup_{(x,y) \in \mathbb{R}^2} |G_x(x, y)|$ and $A_2 = \sup_{(x,y) \in \mathbb{R}^2} |G_y(x, y)|$. Denote by $f(u, v) = \Lambda(u, v; \mu)$ and $g(u, v) = \Lambda(u, v; \nu)$ the characteristic functions, and we define

$$
\hat{f}(u, v) = f(u, 0) - f(0, v) \quad \text{and} \quad \hat{g}(u, v) = g(u, v) - g(u, 0) - g(0, v).
$$

Then we have

$$
(4.15) \quad \sup_{(x,y) \in \mathbb{R}^2} |F(x, y) - G(x, y)| \leq \frac{2}{(2\pi)^2} \int_{[-R,R]^2} \left| \frac{\hat{f}(u, v) - \hat{g}(u, v)}{uv} \right| \, du \, dv + \frac{2}{\pi} \frac{A_1}{R} + \frac{24}{\pi} \frac{A_2}{R}
$$

for any $R > 0$.

**Proof of Theorem 1.4 (i).** Let $\mathcal{E} = \mathcal{E}(q, s)$ be the set of Proposition 2.2. We define a probability measure $\mu_{s,q}(\cdot; \omega_q)^\mathcal{E}$ on $(\mathbb{C}, \mathcal{B}(\mathbb{C}))$ by

$$
\mu_{s,q}(A; \omega_q)^\mathcal{E} = \frac{1}{N(q, s)^\mathcal{E}} \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f) 1_A(\log L(s, f)),
$$

where $N(q, s)^\mathcal{E} = \sum_{f \in B_2(q) \setminus \mathcal{E}} \omega_q(f)$. Then we apply Lemma 4.7 with $\mu = \mu_{s,q}^\mathcal{E}$ and $\nu = \mu_s$ of (4.1) by identifying $\mathbb{C}$ with $\mathbb{R}^2$. Since we have

$$
G(x, y) = \int_{\text{Re}(w) \leq x, \text{Im}(w) \leq y} M_s(w, \Theta) \, dw
$$

in this case, the function $G$ is partially differentiable. In particular, we obtain

$$
G_x(x, y) = \int_{-\infty}^{y} M_s(x + iv, \Theta) \, dv \quad \text{and} \quad G_y(x, y) = \int_{-\infty}^{x} M_s(u + iy, \Theta) \, du.
$$

Therefore, $|G_x(x, y)|$ is bounded as

$$
|G_x(x, y)| \leq G_1(x) := \int_{-\infty}^{\infty} M_s(x + iv, \Theta) \, dv
$$

for any $(x, y) \in \mathbb{R}^2$. Since $G_1(x)$ is a non-negative continuous function satisfying

$$
\int_{-\infty}^{\infty} G_1(x) \, dx = \int_{C} M_s(w, \Theta) \, dw = 1,
$$
we conclude that \( \sup_{x \in \mathbb{R}} G_1(x) \) is finite. As a result, \( A_1 = \sup_{(x,y) \in \mathbb{R}^2} |G_x(x,y)| \) is also finite. One can show the finiteness of \( A_2 = \sup_{(x,y) \in \mathbb{R}^2} |G_y(x,y)| \) in a similar way. Next, we consider the characteristic functions of \( \mu = \mu_{s,q} \) and \( \nu = \mu_s \). Note that we have

\[
N(q,s) = \sum_{f \in \mathcal{B}_q(s)} \omega_q(f) - \sum_{f \in \mathcal{E}} \omega_q(f) = 1 + O \left( \exp \left( -\frac{b_1}{2 \log \log q} \right) \right)
\]

by (1.11), (1.12), and (2.4). Let \( z = u + iv \). Then the characteristic function of \( \mu \) is calculated as

\[
f(u,v) = \frac{1}{N(q,s)} \sum_{f \in \mathcal{B}_q(s)} \omega_q(f) \psi_{z, \pi}(\log L(s,f))
\]

by noting that \(|\psi_{z, \pi}(w)| = 1\). Furthermore, we have

\[
g(u,v) = \tilde{M}_s(z, \pi, \Theta).
\]

Put \( r = (\log q)^{-2} \). We divide the first integral of the right-hand side of (1.15) as

\[
\int_{[-R,R]^2} \frac{f(u,v) - \hat{g}(u,v)}{uv} \, dudv = \int_{[-R,R]^2 \setminus C(r)} + \int_{C(r)} = I_1 + I_2,
\]

say, where we define

\[
C(r) = \{ (u,v) \in [-R,R]^2 \mid |u| \leq r \text{ or } |v| \leq r \}.
\]

Then we have

\[
I_1 \ll \left( \frac{\log R}{r} \right)^2 \sup_{(u,v) \in [-R,R]^2} \left| \frac{f(u,v) - \hat{g}(u,v)}{uv} \right|
\]

and moreover, the inequality

\[
\left| \frac{f(u,v) - \hat{g}(u,v)}{uv} \right| \leq |f(u,v) - g(u,v)| + |f(u,0) - g(u,0)| + |f(0,v) - g(0,v)|
\]

holds. We take \( R = \frac{1}{\sqrt{2}a_1 R_\sigma(q)} \), where \( a_1 \) and \( R_\sigma(q) \) are as in Proposition 2.2. Then the condition \(|z| < a_1 R_\sigma(q)\) is satisfied for all \( z = u + iv \) such that \( (u,v) \in [-R,R]^2 \). By (4.16) and (4.17), we deduce from Proposition 2.2 the upper bound

\[
|f(u,v) - g(u,v)| \ll (\log q)^{-2}
\]

for \( (u,v) \in [-R,R]^2 \), where the implied constant depends only on \( s \). Hence (4.18) yields the estimate

\[
I_1 \ll (\log q)^{-2} \log \log q.
\]

Next, by the definition of \( \hat{f}(u,v) \), we have

\[
\hat{f}(u,v) = (f(u,v) - f(u,0) - f(0,v) + 1) - (f(u,0) - 1)(f(0,v) - 1)
\]

\[
= \int_{\mathbb{R}^2} (e^{ixu} - 1)(e^{iyv} - 1) \, d\mu(x,y)
\]

\[
- \int_{\mathbb{R}^2} (e^{ixu} - 1) \, d\mu(x,y) \cdot \int_{\mathbb{R}^2} (e^{iyv} - 1) \, d\mu(x,y).
\]
Since $e^{i\theta} - 1 \ll |\theta|$ for all $\theta \in \mathbb{R}$, we obtain
\[
\hat{f}(u, v) \ll |uv| \int_{\mathbb{R}^2} |x y| \, d\mu(x, y) + |u| \int_{\mathbb{R}^2} |x| \, d\mu(x, y) \cdot |v| \int_{\mathbb{R}^2} |y| \, d\mu(x, y)
\ll |uv| \int_{\mathbb{R}^2} (x^2 + y^2) \, d\mu(x, y).
\]
Furthermore, we have
\[
\int_{\mathbb{R}^2} (x^2 + y^2) \, d\mu(x, y) = \frac{1}{N(q, s)^2} \sum_{f \in B_2(q) \backslash \mathcal{E}} \omega_q(f) |\log L(s, f)|^2 \ll 1
\]
by Corollary 3.8. Thus the estimate $\hat{f}(u, v) \ll |uv|$ follows. By a similar argument, we evaluate $\hat{g}(u, v)$ as
\[
\hat{g}(u, v) \ll |uv| \int_{\mathbb{R}^2} (x^2 + y^2) \, dv(x, y) \ll |uv|,
\]
where the implied constant depends only on $s$ and the choice of $\Theta$. Therefore, the integral $I_2$ is estimated as
\[
I_2 \ll \text{meas}(C(r)) \ll (\log q)^{-1},
\]
where $\text{meas}(A)$ is the two-dimensional Lebesgue measure of $A$. By (4.20) and (4.21), we obtain
\[
\int \int_{[-R,R]^2} \frac{|\hat{f}(u, v) - \hat{g}(u, v)|}{uv} \, dv \ll (\log q)^{-1}.
\]
Then, we proceed to the second integral of the right-hand side of (4.15). Here we divide it as
\[
\int_{-R}^{R} \left| \frac{f(u, 0) - g(u, 0)}{u} \right| \, du = \int_{[-R,-r) \cup (r,R]} + \int_{[-r,r]} = I_3 + I_4,
\]
say. By upper bound (4.19), the integral $I_3$ is estimated as
\[
I_3 \ll \left(\log \frac{R}{r}\right) \sup_{u \in [-R,R]} |f(u, 0) - g(u, 0)| \ll (\log q)^{-2} \log \log q.
\]
Furthermore, we have
\[
f(u, 0) - g(u, 0) = \int_{\mathbb{R}^2} (e^{ixu} - 1) \, d\mu(x, y) - \int_{\mathbb{R}^2} (e^{iyv} - 1) \, dv(x, y)
\ll |u| \left(\int_{\mathbb{R}^2} x^2 \, d\mu(x, y) \right)^{1/2} + |u| \left(\int_{\mathbb{R}^2} x^2 \, dv(x, y) \right)^{1/2},
\]
and therefore, we deduce $I_4 \ll r = (\log q)^{-2}$. The third integral of the right-hand side of (4.15) is estimated along the same line. From the above, we finally arrive at
\[
\sup_{(x,y) \in \mathbb{R}^2} |F(x, y) - G(x, y)| \ll (\log q)^{-1} + R_\sigma(q)^{-1} \ll R_\sigma(q)^{-1}
\]
by Lemma 4.7. Note that the inequality
\[
|\mu(R) - \nu(R)| \leq |F(b, d) - G(b, d)| - |F(a, d) - G(a, d)|
- |F(b, c) - G(b, c)| + |F(a, c) - G(a, c)|
\]
holds if we write $R = [a, b] \times [c, d]$. Hence
\begin{equation}
(4.22) \quad \sup_{R \subseteq \mathbb{C}} |\mu(R) - \nu(R)| \ll R_\sigma(q)^{-1}
\end{equation}
follows. In addition, we see that
\begin{equation}
(4.23) \quad \sup_{R \subseteq \mathbb{C}} \left| \sum_{f \in B_2(q)} \omega_q(f) 1_R(\log L(s, f)) - \mu(R) \right| 
\leq \sum_{f \in \mathcal{E}} \omega_q(f) + \frac{|N(q, s) \mathcal{E} - 1|}{N(q, s) \mathcal{E}} \sum_{f \in B_2(q)} \omega_q(f) \ll \exp \left( \frac{b_1 \log q}{2 \log \log q} \right)
\end{equation}
holds. By (4.22) and (4.23), we obtain the desired discrepancy bound by recalling the equality
$$\nu(R) = \int_R \mathcal{M}_s(w, \Theta) |dw|,$$
which is deduced from Theorem 1.1. \hfill \Box

**Proof of Theorem 1.4 (ii).** In this case, we apply Lemma 4.6 with the probability measures $\mu = \mu_\sigma^\mathcal{E}$ and $\nu = \mu_\sigma$, which are defined as
$$\mu_\sigma^\mathcal{E}(A; \omega_q) = \frac{1}{N(q, \sigma)^\mathcal{E}} \sum_{f \in B_2(q)^\mathcal{E}} \omega_q(f) 1_A(\log L(\sigma, f))$$
for $A \in \mathcal{B}(\mathbb{R})$ and as (4.2), respectively. Then the integral of the right-hand side of (4.14) is evaluated as
$$\int_{-R}^R \left| \frac{f(u) - g(u)}{u} \right| du \ll (\log q)^{-2} \log \log q$$
along the argument for $I_3$ and $I_4$ in the proof of Theorem 1.4 (i). Hence we deduce from Lemma 4.6 the upper bound
$$\sup_{x \in \mathbb{R}} |F(x) - G(x)| \ll R_\sigma(q)^{-1},$$
which yields the conclusion. \hfill \Box
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