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Abstract—In-memory computing is becoming a popular architecture for deep-learning hardware accelerators recently due to its highly parallel computing, low power, and low area cost. However, in-RRAM computing (IRC) suffered from large device variation and numerous nonideal effects in hardware. Although previous approaches including these effects in model training successfully improved variation tolerance, they only considered part of the nonideal effects and relatively simple classification tasks. This paper proposes a joint hardware and software optimization strategy to design a hardware-robust IRC macro for object detection. We lower the cell current by using a low word-line voltage to enable a complete convolution calculation in one operation that minimizes the impact of nonlinear addition. We also implement ternary weight mapping and remove batch normalization for better tolerance against device variation, sense amplifier variation, and IR drop problem. An extra bias is included to overcome the limitation of the current sensing range. The proposed approach has been successfully applied to a complex object detection task with only 3.85% mAP drop, whereas a naive design suffers catastrophic failure under these nonideal effects.

Index Terms—Computing in memory, object detection, RRAM

I. INTRODUCTION

In-memory computing (IMC) [1] has attracted significant attention in recent years to implement deep neural networks due to its highly parallel operation by using memory crossbar arrays and low power consumption based on analog computing. However, the inherent variation of analog computing makes the values of model weight and activation deviated from the original well-trained model and easily leads to degradation of model accuracy or even catastrophic failure. This situation becomes even worse for in-RRAM-computing (IRC) due to larger device variations of RRAM cells and other nonideal effects.

To solve the above issues, one common approach is to model these nonideal effects during model training such that the trained model can more tolerate these nonideal effects. NIA [2] showed the accuracy degradation caused by IR drop. The accuracy dropped to 32% on a simple dataset such as MNIST even with a relatively small crossbar array size (64x64). This accuracy degradation could be recovered to 98.3% by retraining networks with approximated IR drop noise. IR-QNN [3] showed that the problems of IR drop, device variation, and driver nonlinearity could be solved by training with an average mask matrix that helps to predict the nonideal effects on BNN. Lee et al. [4] also showed a method to recover the accuracy degradation due to IR drop by training the distorted vector-matrix-multiplication (VMM) when mapping binary weights to the crossbar array. Beyond these offline training methods, Chang et al. [5] combined offline variation-aware training and online fine-tuning or retraining part of the layers to reduce the impacts of device variation and recover accuracy.

Most of the related works focus on modeling these nonideal effects in the training process. However, since these works only perform simple classification tasks and use a smaller crossbar array size (<256x256), the accuracy degradation could be easily recovered using the proposed training or retraining methods. By contrast, this paper targets a larger crossbar array size (1024x1024), and a more complex task: object detection, which is much more sensitive to nonideal effects. Therefore, deploying only these offline training or retraining methods cannot recover the accuracy loss due to the nonideal effects completely.

This paper returns to a more fundamental strategy: making the IRC macro more robust hardware through joint hardware and software optimization. In hardware optimization, we reduce the RRAM cell current by using a lower word-line voltage to enable a complete convolution calculation in one operation rather than relying on external addition from multiple sub-convolution blocks, thus minimizing the nonlinear addition effect. In software (algorithm) optimization, we adopt ternary weight mapping without batch normalization (BN) to reduce the effects of device variation, sense amplifier (SA) variation, and IR drop. The limited range of current sensing is overcome using an extra bias. With these approaches, we do not require a lengthy training process as in other approaches while maintaining the mean Average Precision (mAP) loss of less than 4% considering hardware nonideality even for the complex object detection task. This loss could be further
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recovered by a simple fine-tuning of the final layer.

The rest of the paper is organized as follows. Section II shows the overview of IMC and the measured distributions of RRAM resistance from an IRC test chip. Section III shows the nonideal effects of the IRC macro based on SPICE simulation. Based on the measured RRAM distribution and simulated IRC nonidealities, Section IV shows the proposed approach to tackle these nonideal effects for an object detection task. Section V presents the experimental results showing the effectiveness of our approaches to improve the model accuracy and comparison with other works. Finally, this paper is concluded in Section VI.

II. OVERVIEW OF IMC AND RRAM TEST CHIP

A. Overview of in-RRAM Computing

Fig. 1 shows a typical IRC macro and its computing flow for VMM used in convolution neural networks. VMM multiplies an input vector with the model weight matrix and accumulates the results as the convolution outputs. As shown in the figure, for IMC using RRAM, we store the weight \( w_{ij} \) in the bit cell and apply the input feature \( x_j \) on the word-lines \( WL \) to active/inactive cells. With the input of one, the cell current depends on the cell weight state. With the input of zero, the deactivated cell produces nearly zero current. When activating multiple \( WL \), the current from bit cells of the same bit-line \( BL \) is summed together as the VMM results. These results are then converted to a digital output using an analog-digital converter (ADC) for further processing. For a binary neural network (BNN), multi-bit ADCs are replaced by simple SAs to generate only binary activation.

In this work, we focus on BNN and ternary weight neural network (TNN) \(^6\)–\(^8\) as our target because of their compact models as well as the simple binary activation function. Binary activation provides the lowest possible hardware overhead on IRC peripheral circuits while maintaining good performance in various tasks. For BNN, both weights and activation are binary. For TNN, the weights are ternary \((0, \pm 1)\), and the activations are binary. To fit one convolution channel of neural networks to an IMC macro, the widely used BN layer \(^9\) is integrated into the IMC macro by using an in-memory BN mapping method \(^10\). The BN calculation is converted into a bias that is mapped into IRC as normal weights with fixed inputs. Thus, both BN and convolution are computed completely in the analog domain with no need of multi-bit intermediate results, followed by binary activation performed by SAs.

B. RRAM Test Chip

We have designed and implemented a RRAM test chip to characterize the device characteristics, as shown in Fig. 2. This chip implemented using TSMC 40nm CMOS plus embedded RRAM process \(^11\)–\(^13\) and included several 256×256 RRAM arrays for testing purposes. The RRAM device was designed for storage applications. Its typical characteristics include a forming voltage of around 3 V, set and reset voltages of around +1.5V and -1.5V, respectively. Typical resistance values of low-resistance state (LRS) and high-resistance state (HRS) from storage applications are around 10^4 ohms and 10^5 ohms, respectively \(^11\)–\(^13\). However, because the nonstandard lower word-line voltage is used in our IRC macro design, the characteristics of RRAM cells including variations are obtained from this RRAM test chip. The typical resistance of the ITIR RRAM cell at the word-line voltage of 0.44 V exceeds 10^5 ohms when 0.1 V is applied across the ITIR RRAM cell, indicating that the resistance of the RRAM access transistor is higher than the typical LRS and HRS of RRAM for storage due to the low word-line voltage. Fig. 3 shows the typical resistance distribution. The standard deviation in this log-normal distribution is around 0.42. This state is used as the LRS for IRC. We chose the RRAM cell without forming with a resistance exceeding 10^9 ohms to represent the HRS for IRC. The variation of non-forming devices is negligible. These measured resistance and variation distributions are considered in our IRC macro design. The choice of lower word-line voltage and higher resistance states in IRC is critical for implementing a large-size IRC macro, which will be discussed next. Note that using the non-forming state to represent the HRS means that the model stored in IRC is one-time programmable, which could be used for inference applications requiring no model updates after deployment. For those applications requiring frequent model updates, the development of RRAM technology with higher resistance values would benefit the energy efficiency and accuracy of IRC in the future.

III. NONIDEAL EFFECTS OF THE IRC MACRO

The nonideal effects of IRC can lead to a catastrophic failure for model inference because of the significant weight and activation deviations from the ideally-trained model. The causes of these nonideal effects include variations in RRAM cell conductance, nonlinear current accumulation, IR drop on the bit-lines, and nonideal peripheral circuits as shown in Fig. 4. The SA design is based on the triple-margin current-mode sense amplifier (TMCSA) from \(^14\) with additional switches to reduce the power consumption. Below we show these nonideal effects considering the measurement results
from the test chip (Figs. 2 and 3) and a complete 1024x1024 IRC macro design simulated using SPICE and the TSMC 40nm embedded RRAM technology (Section III). The impact of these non-ideal effects on practical AI models and potential solutions are further discussed in Section IV and V.

### A. Target Large-Sized IRC Macro

This IRC macro includes one 1024x1024 RRAM array with IRC peripheral circuits as shown in Fig. 5. In our IRC design, all 1024 word-lines are turned on simultaneously to multiply with the pre-stored weights in the RRAM cells, and the currents from each RRAM cell are accumulated on the bit-line as the analog convolution output. The convolution output is then converted to a binary activation through the binary SA. The binary SA is adopted to avoid using high-precision ADC conversion. Most other IMC designs try to emulate the conventional digital process by turning on only a small number of bit-lines to generate an accurate multibit output using ADC as a partial sum, followed by high-precision digital accumulation and activation calculation. The high-precision partial sum is necessary, otherwise, the accuracy of digital accumulation becomes substantial. This hybrid IMC-digital approach requires area- and power-expensive multibit ADCs and compromises parallelism for computation. By contrast, our design performs accurate analog accumulation on the same bit-line and directly outputs the final binary activation without partial-sum accumulation. As a result, we can fully exploit the high parallelism of a large-sized macro and avoid the quantization errors of partial sums at the same time. But this design has to consider the maximum current allowed in the RRAM array (300µA in our case) and the IR drop problem that will be discussed later. To mitigate these constraints, lowering the RRAM cell current by using a lower word-line voltage is necessary for implementing a large-size IRC macro. Note that the reduced cell current would not prolong the SA sensing time, thus not affecting the operating frequency of the IRC macro. This is because the total bit-line current accumulated from 1024 RRAM cells remains high enough for fast SA sensing.

![Fig. 2. The die photo of the RRAM test chip.](image)

![Fig. 3. Current distribution of RRAM cells considering device variation with 100k samples. The device is formed to LRS and biased at a word-line voltage of 0.44V.](image)

![Fig. 4. Nonideal effects of the proposed IRC macro, including device variation, nonlinearity, IR drop, and nonideal peripheral circuits. Best viewed in colors.](image)

![Fig. 5. The architecture of the proposed IRC macro.](image)
C. Nonlinearity of the bit-line Current Accumulation

Cell current on the bit-line depends on the cell resistance and bit-line clamping voltage. Ideally, the accumulated cell current on a bit-line is linearly proportional to the number of activated LRS cells and its ratio equals one as shown in Fig. [7] However, this ratio is nonlinear and varies according to the number of activated LRS cells in the real chip because we do not use an operational amplifier to clamp the bit-line voltage fixed at 0.1V. The additional operational amplifier increases not only the area but also the power of the overall peripheral circuits.

This nonlinear effect significantly affects the accuracy of the MAC results if we only enable partial word-lines and accumulate these partial sums through an analog adder. This is because different values of partial sums possess different amounts of errors. By contrast, if the bit-line current of one complete convolution is accumulated in a single operation without using the partial sums, the nonlinearity does not directly change the final result if we only compare the relative current values of two bit-lines. For example, in Fig. [8] if we split one convolution operation into three times and accumulate three bit-line currents externally, the total current becomes much larger than it should be. However, if we accumulate the total current in one single operation entirely in the crossbar array, the nonlinearity effect has little impact on the final result.

We simulate the nonlinearity effect by multiplying the nonlinearity ratio with the current outputs from the crossbar array. The nonlinearity ratio based on the SPICE simulation of real circuits is fit using two piecewise high-degree polynomials as followings, where \( p \) is the number of LRS cells.

\[
\text{ratio} = \begin{cases} 
1.0286 \times 10^{-8} \times p^4 - 3.79 \times 10^{-6} \times p^3 + 5.3 \times 10^{-4} \times p^2 - 3.92 \times 10^{-2} \times p + 2.5 & \text{if } p \leq 140; \\
1.8063 \times 10^{-11} \times p^4 - 3.204 \times 10^{-8} \times p^3 + 2.2495 \times 10^{-5} \times p^2 - 8.057 \times 10^{-3} \times p + 1.707 & \text{if } p > 140;
\end{cases}
\] 

Fig. 6. Example for the RRAM cell device variation. (a) The ideal current on the bit-line should be 3 units. (b) The actual current will become 4.4 units due to the variation.

Fig. 7. Nonlinear ratio of the accumulated bit-line current vs activated LRS cells, where the orange line is the ideal one and the blue one is the nonideal one.

B. Device Variation

RRAM device variation is inevitable because of the inherent stochasticity of RRAM and also because of the low word-line voltages chosen in this work that force the access transistor biased at the near sub-threshold region. Ideally, by multiplying weight one (low resistance state: LRS) and input one (Vdd), the current on the bit-line should equal exactly one unit regardless of the location. However, the measured resistance of the RRAM cells varies within the array and follows a log-normal distribution as shown in Fig. [5]. Thus, the current on the bit-line deviates from the ideal value due to the cell resistance variation.

Device variation leads to inaccurate accumulated current on the bit-line, i.e. wrong MAC results. Although the variation of binary RRAM cells is relatively small compared to the multilevel RRAM cell, it is not negligible. For instance, in Fig. [6] the ideal current accumulated on the bit-line should equal 3 units, but the actual current becomes 4.4 units due to the variation in individual cells.

For high resistance state (HRS) cells, its device variation effect is less significant compared to the LRS cells due to its much higher resistance value and less contribution to the final accumulated current. In this paper, to simulate the device variation effect, we multiply a random mask generated by the log-normal distribution of the measured cell resistance before the convolution calculation.

Although the variation from a single RRAM cell looks substantial, the variation on the final bit-line current, i.e. the MAC value, remains tolerable because the variation distribution by summing a large number (1024) of RRAM cells becomes tighter than an individual cell according to the law of large numbers in statistics [15].
D. Nonideal Peripheral Circuits

The SA output is determined by the current difference of two bit-lines, i.e. the difference of the number of activated LRS cells on the two bit-lines. Its correctness depends on the current sensing capability of SA. The current accumulated on the bit-lines, either too large or too small, leads to incorrect results. Additionally, process variations may cause transistor mismatch and thus sensing variation in SAs. Therefore, in this work, we take into consideration the limited current sensing range and the sensing variation.

For the limited current sensing range, if the current is not within the designed range (in our IRC macro, the range is designed between 35µA and 300 µA), a predictable output cannot be resolved. The maximum value of the accumulated current is limited by the bit-line width and its IR drop. The minimum value of the accumulated current is to ensure sufficient time to charge the parasitic capacitance on the bit-line, and thus the SA could determine the correct output result within the finite sensing time of interest. In our simulation, this effect is considered by assigning random 0 or 1 SA output to those bit-lines with current outside of this sensing range.

For the sensing variation of SA, it can be modeled as an offset value for the input current of SA as shown in Fig. 9 based on the Monte-Carlo simulation. Fig. 9 shows the required current difference in terms of the number of LRS cells for correct detection. The more activated LRS cells are, the greater the current difference is required when considering the SA variation. Thus, the result of the binary activation could be wrong if the current values of the two bit-lines are close. We must ensure that the current differences of the two bit-lines are sufficiently large to distinguish the result successfully. We simulate the sensing variation of SA by adding a random offset based on the fitting curve of Fig. 9 by using a high-degree polynomial.

E. IR drop

IR voltage drop along the interconnect is inevitable due to the finite wire resistance, and it affects the final bit-line current because a less-than-expected voltage is dropped on the memory cell. In the IRC macro, the IR drop depends on the input pattern, weight mapping position, and parasitic resistance in the IRC crossbar array. Theoretically, the cells closer to the bit-line driver are less affected by the wire resistance. If more LRS cells are mapped farther away from the bit-line driver, the result of binary activation could be different from the expected due to the significant current reduction.

Fig. 10 shows the relationship between the weight position and the current reduction due to the IR drop. If the weights are mapped closer to the bit-line driver, the current reduction is smaller. The cost of simulating IR drop using SPICE is high as mentioned in [3]. To simplify the simulation, we split the bit-line into several sub-blocks, and each sub-block contains 32 cells. The local IR drop effect among the cells in the same block is neglected, but the global IR drop effect is considered among the sub-blocks. The calculated current of each cell depends on the input and weight pattern, and the result obtained using this method is close to that from a complete SPICE simulation. In most cases, the error is within 1%.

IV. OBJECT DETECTION WITH IRC

A. Baseline Model and Design

The baseline BNN model for object detection is based on YOLOv2 [16] but modified for IRC as shown in Fig. 11 which uses binary group convolution with a group size of 60 and in-memory BN as the basic block. Only the layers inside the red boxes are implemented using the IRC macros because of the limitation of chip area. However, the simulation results are similar when all these group convolution layers are
implemented using the IRC macros. The first and last layers are implemented using digital circuits as in other BNNs. For the model mapping, the baseline design uses a commonly used method by mapping one channel into one bit-line. In this model, because the kernel size is 3x3 and the channel size is 60, 636 (540 for convolution and 96 for BN bias) cells are required for one channel mapping. Therefore, a 1024x1024 array is adopted in our design. The convolution operation of one channel is split into several sub-blocks and accumulated sequentially in the analog domain for the final result as in Fig. 8. This is because the current limitation of the bit-line is set to 300\(\mu A\) and too many activated cells exceeds this limit. The convolution result of a bit-line is compared to the reference bit-line by using a binary SA for the final activation output.

The baseline design has almost no tolerance to the nonideal effects as shown in the later result section due to three reasons. First, the baseline design uses binary weights for convolution and SAs for the current comparison between the convolution bit-lines and the reference bit-lines. Almost half of the cells on these bit-lines are LRS as a result of BNN. Therefore, the current will be significantly affected by the device variation and IR drop because having more LRS cells means the current value will be more unpredictable due to the variant resistance of the LRS cells as shown before. Next, because the baseline model uses the BN layer and in-memory BN mapping, a portion of the cells on a bit-line will be used to map the bias value, implying that the bias value will also be significantly affected by the device variation and IR drop. However, in BNN, the BN precision is critical. Otherwise, this will result in a severe loss of accuracy. Finally, because the convolution in a bit-line is split into sub-blocks to accumulate the current in the analog domain due to the bit-line current limitation, the nonlinearity effect is significantly increased as shown in Section III. These problems will be solved by the following proposed approaches.

### B. Proposed methods

The proposed hardware robust IRC design for object detection is shown below. The object detection, which primarily consists of classification and regression, was chosen to demonstrate how nonideal effects affect this more complex task. We propose ternary weight mapping, BN removal, extra bias on the bit-line, and lower wordline voltage to recover the loss due to nonideal effects, as discussed below.

#### 1) Ternary weight mapping

The baseline model maps the binary weight to one bit-line and one common reference bit-line. However, if the reference bit-line is incorrect, all results of the convolution bit-line will have an extra input dependent offset. To solve this problem and improve the accuracy, we use ternary weights (0, +/-1) rather than binary weights (+/-1). The ternary weight mapping will use one positive bit-line (G+) and negative bit-line (G-) as shown in Fig. 5 for current comparison. For a +1 weight, the positive bit-line cells will be LRS, and the negative bit-line cells will be HRS. For a -1 weight, the positive bit-line cells will be HRS, and negative bit-line cells will be LRS. For a 0 weight, both positive and negative bit-line cells will be HRS, as shown in Fig. 12.

We can further regulate the ternary weight distribution to 20%, 60%, and 20% for -1, 0, and 1, respectively, in each group of filters for better hardware robustness and lower power usage. This can increase the ratio of HRS cells of each bit-line, reducing the impact of device variation and IR drop and assisting in keeping the current within the expected range for lower power and better linearity. With this regularization, the cell distribution in this model will be 20% for LRS, and 80% for HRS.

#### 2) BN removal

Without BN, the number of LRS cells in a bit-line will be reduced due to BN mapping, which means that not only will the influence of device variation be reduced, but also the current drop caused by IR drop will be reduced. With the BN removed, the convolution cells can be placed closer to the bit-line driver, as shown in Fig. 13.

#### 3) Lower wordline voltage

Because of the maximum current limitation, the baseline model cannot activate all wordlines. To activate all wordlines under this constraint, we reduce the wordline voltage of the IRC macro, which can reduce the current accumulated on a bit-line. As a result, we can accumulate all cell current in a single operation. Although this raises the standard deviation of the device
variation distribution, it is justified because it reduces the impact of nonlinearity. Fig. 14 shows the relationship between wordline voltage, power of IRC macro, and mAP results, where the number $A(\text{std} = B)$ in the x-axis denotes the wordline voltage $A$ and device variation $B$.

4) Extra bias for limited sensing range: The methods mentioned above could reduce the influence of device variation, nonlinearity, and IR drop. However, the limited sensing range remains a challenge. For the upper limit of the current range, our ternary weight model can ensure that no such situation will occur due to only 20% of LRS cells in the channel. The major concern is the lower limit. If the current difference of the two bit-lines is less than the lower limit, it cannot be detected at all. This lower limit can be regarded as an offset. This situation is the most common case in the convolution due to its quite symmetrical data distribution as shown in Table I. In some layers, this will result in 29.28% of bit-line current detection failure. One solution is to add an extra bias to compensate this offset.

The choice of the bias value is the trade-off between the effects of sensing variation of SA and the limited current sensing range. To balance these two effects, we choose the bias value in a layerwise way, as shown in Table I. Without the extra bias mapping, a high percentage of current difference will be less than the lower bound of the sensible value, resulting in a significant performance drop. We could balance the influence of these two nonideal effects with a suitable bias and reduce the failure case to less than 3% to minimize the performance impact.

V. EXPERIMENTAL RESULTS

A. Settings

The baseline and proposed models are implemented using Pytorch and evaluated on the IVS 3cls [17] dataset for object detection. This dataset contains 10,000 training images and 1,000 test images with three categories of objects: vehicle, bike, and pedestrian. The images have a resolution of 1920×1080 and are rescaled to 1024×576 as our input. For model training, we use the AdamW [18] optimizer with $10^{-3}$ weight decay. The learning rate is warmed up from $10^{-5}$ to $10^{-4}$ at the first five epochs, and finally reduced to $10^{-5}$ and $10^{-6}$ at the 80th and 110th epoch, respectively. The mini-batch size is set to 6. The nonideal effects are modeled before and added to the inference phase with 10 random seeds to simulate their randomness.

B. Models With or Without BN

Fig. 15 shows the evaluation result of the device variation on BN with 10 different variation seeds. The mAP for the model with and without BN is $61.15\% \pm 2.19$ and $46.03\% \pm 6.28$, respectively. When considering the device variation, the average mAP results for the model with BN show a significant degradation and larger standard deviation. Device variation has a great impact on BN precision due to in-memory BN, resulting in a significant model accuracy drop.

We also examine the IR drop issue caused by BN bias mapping. Fig. 16 shows the average current drop in different layers. The average current drop for the model with BN is roughly twice that of the model without BN, implying that the BN layer would exacerbate the IR drop problem and further degrade performance.

C. Simulation Result of the Proposed Model

Table II shows the simulation results and comparisons between the original and proposed models. Our model becomes more resistant to the nonideal effects with the proposed method. As shown in the table, the device variation has a significant impact on the original model ($32.8\%$ mAP drop) but only a minor impact on the proposed model ($4.3\%$ mAP drop).
TABLE I
THE RATIO OF VALUES CHANGED BY SENSING VARIATION OF SA AND NONSENSEABLE. WITH THE EXTRA BIAS MAPPING, THE IMPACT OF THESE TWO EFFECTS IS MORE BALANCED.

| SA errors                  | Layer2_0 | Layer2_1 | Layer3_0 | Layer3_1 | Layer3_2 | Layer3_3 |
|----------------------------|----------|----------|----------|----------|----------|----------|
| sensing variation          | w/o extra bias | 2.35%    | 1.17%    | 1.53%    | 2.31%    | 2.21%    | 1.24%    |
| bit-line current <lower bound | 9.08%    | 2.17%    | 29.28%   | 2.32%    | 7.69%    | 1.18%    |
| sensing variation          | w/ extra bias | 2.87%    | 1.36%    | 2.63%    | 2.39%    | 2.38%    | 1.33%    |
| bit-line current <lower bound | 2.74%    | 0.52%    | 2.93%    | 0.94%    | 2.52%    | 0.25%    |

![Fig. 16. Current drop comparison between models with and without BN layers, where pos is the positive bit-lines and neg is the negative bit-lines.](image)

Furthermore, the original model will fail completely due to the nonlinearity, whereas the new model is robust and maintains nearly the same performance. Nonideal peripheral circuits and IR drop have a lower impact than device variation, but they still cause an additional 1.9% and 0.9% mAP drop, respectively. The mAP results for these two effects in the original model are messy up. Except for IR drop, the degradation of the proposed model due to these effects can be restored with retraining. The IR drop effect is assessed after retraining rather than during retraining since it takes too long to retrain. If IR drop is included in the retraining process, as it is in other works, the outcome could be improved.

**TABLE II**
MAP RESULTS FOR THE ORIGINAL AND PROPOSED MODELS.

|                        | Ideal |          |          |          |          |          |
|------------------------|-------|----------|----------|----------|----------|----------|
| Device variation       | ✓     | ✓        | ✓        | ✓        | ✓        | ✓        |
| nonlinearity           | ✓     | ✓        | ✓        | ✓        | ✓        | ✓        |
| nonideal peri. cks     | ✓     | ✓        | ✓        | ✓        | ✓        | ✓        |
| IR drop                | ✓     | ✓        | ✓        | ✓        | ✓        | ✓        |
| Retraining             | ✓     | ✓        | ✓        | ✓        | ✓        | ✓        |
| Original               | 65.1  | 32.3     | 0.0      | -        | -        | -        |
| proposed (avg)         | 65.4  | 61.1     | 61.1     | 59.2     | 58.3     | 63.2     | 61.5     |
| std deviation          | 2.2   | 2.2      | 2.0      | 2.2      | 1.2      | 2.0      |

**TABLE III**
PROS AND CONS OF OUR APPROACHES ON THE NONIDEAL EFFECTS OF THE IRC MACRO.

|                         | Ternary weight | Remove BN | Extra bias | Lower WL voltage |
|-------------------------|----------------|-----------|------------|------------------|
| Cell variation          | +              | +         | -          | -                |
| nonlinearity            | +              | +         | -          | +                |
| SA variation            | +              | +         | -          | +                |
| Sensing range           | +              | +         | +          | +                |
| IR drop                 | +              | +         | -          | -                |

To determine the limitation of our robust model, we also simulate the mAP results with larger device variation and sensing variation of SA. The target is to maintain the mAP result above 60 and find the largest acceptable variation. Table IV shows the results. The largest acceptable standard deviation for device variation is about 0.43 to 0.44, which is quite close to our choice in previous experiments. For sensing variation of SA, our model can tolerate a more nonideal SA circuit. In our experiment, the misjudgment of the current range can be 2 to 3 units larger compared with Fig. 9.

**TABLE IV**
THE TOLERANCE LIMITATION OF OUR ROBUST MODEL. SENSING VARIATION OF SA + 1 MEANS THE VARIATION IS 1 UNIT LARGER THAN THAT IN FIG. 9

|                         | Device std variation | mAP     | Sensing variation | mAP     |
|-------------------------|----------------------|---------|-------------------|---------|
| mAP                     | 0.44                 | 61.48   | +1                | 64.81   |
| Sensing variation       | 0.43                 | 58.25   | +2                | 63.49   |
| mAP                     | 0.42                 | 55.38   | +3                | 59.60   |

D. Comparisons with Other Approaches

Table V shows the results and comparisons of various works. Compared to other works, we have covered more
Fig. 17. Demo results of (a) the ideal model and (b) the proposed model with the proposed approach under nonideal effects.

| NIA   | IR-QNN | SCN  | Device Variation | Non-linearity | IR drop | Peripheral | Stuck-at fault | Accuracy drop | Task(dataset) |
|-------|--------|------|------------------|---------------|---------|------------|----------------|---------------|----------------|
| ✓     | ✓      | ✓    | ✓                | ✓             | ✓       | ✓          | ✓              | 1(%)          | classification(MNIST) |
| ✓     | ✓      | ✓    | ✓                | ✓             | ✓       | ✓          | ✓              | 1.45(%)       | classification(CIFAR-10) |
| ✓     | ✓      | ✓    | ✓                | ✓             | ✓       | ✓          | ✓              | 4.53(%)       | classification(CIFAR-10) |
| ✓     | ✓      | ✓    | ✓                | ✓             | ✓       | ✓          | ✓              | 3.85(%)       | object detection(IVS 3cls) |

Fig. 18. mAP increase due to different methods.

VI. CONCLUSION

This paper presents a hardware robust in-RRAM-computing design for object detection. We first analyze the possible nonideal effects for a large fully parallel operated IRC macro using simulations and real chip measurements, and we discover that the traditional retraining approach is incapable of resolving these effects well. Instead, we jointly optimize the IRC macro robustness through hardware and software. We lower the wordline voltage to enable a complete convolution in one operation to minimize the nonlinear addition. Furthermore, we use ternary weight mapping and remove BN to increase the tolerance to device variation, SA variation, and IR drop. An extra bias is added to overcome the limited range of current sensing. The proposed approach can keep the mAP loss below 4% when directly executing a complex object detection model under hardware nonlinearity. The proposed approach can be applied to other types of in-memory-computing as well. Furthermore, extension to multibit networks will be our future work for more aggressive applications.
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