Research Update: Recombination and open-circuit voltage in lead-halide perovskites
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The high open-circuit voltage and the slow recombination in lead-halide perovskite solar cells has been one of the main contributors to their success as photovoltaic materials. Here, we review the knowledge on recombination in perovskite-based solar cells, compare the situation with silicon solar cells, and introduce the parameters used to describe recombination and open-circuit voltage losses in solar cells. We first discuss the effect of lifetimes and surface recombination velocities on photovoltaic performance before we study the microscopic origin of charge-carrier lifetimes. The lifetimes depend on defect positions and densities and on the kinetic prefactors that control the phonon-assisted interaction between the extended states in the conduction and valence band and the localized defect states. We finally argue that the key to understand the long lifetimes and high open-circuit voltages is a combination of a low density of deep defects and a slow dissipation of energy via multiphonon processes due to the low phonon energies in the lead-halide perovskites. © 2018 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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I. INTRODUCTION

Lead-halide perovskites have recently received attention from various scientific communities due to their peculiar optoelectronic properties.1–15 In particular, in the case of photovoltaic technologies, efficiency has so far been strongly correlated with the energy, temperature, and cost invested into preparing wafers, films, or devices. For instance, the highest single junction efficiencies are achieved with highly crystalline materials such as epitaxially grown GaAs or monocrystalline silicon wafers.16,17 Lower levels of temperature and cost typically result in polycrystalline or amorphous semiconductors such as the different types of thin-film silicon18 or organic semiconductors that can be used to make solar cells, but those do not achieve efficiencies close to those of monocrystalline semiconductors yet.16,19,20 While there have been examples of fairly defect-tolerant polycrystalline semiconductors such as Cu(In,Ga)Se21–24 during the last decades of solar cell development, the field of solution-processable semiconductors lacked a material that came close to the efficiencies of highly crystalline semiconductors. The fact that lead-halide perovskites have drastically changed this situation5,25,26 raises several questions as to why this is the case27 and how one could identify further semiconductors with similar properties.28

Here, we first introduce the necessary terminology to describe recombination in solar cells and then discuss the specific situation of lead-halide perovskites. We discuss lifetimes and recombination coefficients in the bulk and surface recombination velocities describing recombination at interfaces.
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between the perovskite absorber layer and the electron or hole transport layer. Subsequently, we review the microscopic origins of multiphonon recombination in semiconductors and discuss the implications of this theory for the case of lead-halide perovskites featuring heavy elements like lead and iodine and subsequently low phonon energies. However, there are a range of open questions that are mostly related to surfaces and interfaces and to the topic of anharmonicity: How do we treat surface recombination theoretically and how do we measure surface recombination and what are the implications of the failure of the harmonic approximation in soft semiconductors for the halide perovskites?

A. External vs. internal parameters

Before we start our discussion on recombination in lead-halide perovskites, let us briefly introduce the terminology and the physical parameters that we will use intensively during the discussion. As outlined previously in more detail,\textsuperscript{29,30} we may describe recombination and the losses in open-circuit voltage due to recombination using either external parameters describing the solar cell as a whole or internal parameters that describe what goes on inside the solar cell or solar cell absorber material. The internal parameters (such as mobility, charge carrier lifetime, or internal luminescence quantum efficiency) may vary as a function of position in the volume, while the external parameters (such as open-circuit voltage, fill factor, or external luminescence quantum efficiency) may vary at most as a function of the two-dimensional surface of the solar cell. Whether we describe recombination using external or internal parameters, it is instructive to make the connection between solar cell parameters such as the open-circuit voltage and the luminescent properties of the solar cell or solar cell material.

These luminescent properties are described by the external or internal luminescence quantum efficiency. The external luminescence quantum efficiency,\textsuperscript{31}

\[ Q_e^{\text{lum}} = \frac{J_{\text{em}}}{J_{\text{rec}}}, \]

is defined as the ratio of recombination currents. Here, \( J_{\text{em}} \) is the recombination current leading to radiative recombination and emission of photons and \( J_{\text{rec}} \) is the total recombination current. The luminescence quantum efficiency is a crucial component to explain the power conversion efficiency of a light emitting diode.\textsuperscript{32} However, in addition, \( Q_e^{\text{lum}} \) is also important to understand photovoltaic power conversion efficiencies via its influence on the open-circuit voltage \( V_{\text{oc}} \). Open circuit in an illuminated solar cell is characterized by the situation where photogeneration and recombination currents are exactly balanced because there is no collection current. Just like \( Q_e^{\text{lum}} \), the open-circuit voltage is therefore closely connected to the recombination currents. This connection can be expressed mathematically via\textsuperscript{31,33,34}

\[ qV_{\text{rad}}^{\text{oc}} - qV_{\text{oc}} = -kT \ln \{ Q_e^{\text{lum}} \} > 0, \]

where \( V_{\text{rad}}^{\text{oc}} \) is the radiative limit to the open-circuit voltage,\textsuperscript{35} \( q \) is the elementary charge, and \( kT \) is the thermal energy. Equation (2) implies that if \( Q_e^{\text{lum}} = 1 \), the open-circuit voltage is equal to the radiative open-circuit voltage \( V_{\text{rad}}^{\text{oc}} \) per definition of the latter. If there is additional non-radiative recombination, the recombination current (radiative and non-radiative) increases for a given voltage and thus the voltage \( V_{\text{oc}} \) at which total recombination and total photogeneration are equal is reduced. For every order of magnitude increase in the recombination current (at a given voltage) relative to the radiative recombination current, \( Q_e^{\text{lum}} \) will be reduced by one order of magnitude, while the open-circuit voltage will decrease (at room temperature) by \( kT \ln[10] \approx 60 \text{ meV} \).

Figure 1(a) illustrates this relation by showing the classical Shockley-Queisser\textsuperscript{36} (SQ) efficiency vs. band gap plot with a range of data points representing current efficiency records of different photovoltaic (PV) technologies.\textsuperscript{16} In addition, Fig. 1(a) shows how the luminescence quantum efficiency \( Q_e^{\text{lum}} \) reduces the thermodynamic efficiency limits to substantially lower values. While \( Q_e^{\text{lum}} \) is a strong contribution to efficiencies lower than the SQ limit, there are also other factors limiting efficiency such as incomplete absorption or resistive losses. Thus, it is not possible to directly assign the difference in efficiency between the SQ limit and reality to higher non-radiative losses from Fig. 1(a) alone. However, it is possible to plot the efficiency as a function of the external luminescence quantum
efficiency $Q_{\text{lum}}$ for a range of devices where the latter has been either measured experimentally or estimated based on available (photovoltaic) quantum efficiency data. Figure 1(b) shows how the photovoltaic power conversion efficiency $\eta$ normalized to the value $\eta_{\text{SQ}}$ in the SQ limit correlates empirically with $Q_{\text{lum}}$. One observation we may derive from Fig. 1(b) is that the most efficient solar cells such as GaAs and crystalline Si have the highest values of $Q_{\text{lum}}$ with the efficiency advantage of GaAs being mainly related to its advantage in $Q_{\text{lum}}$.

In contrast to the external luminescence quantum efficiency, the internal luminescence quantum efficiency is defined via

$$Q_{\text{lum}} = \frac{R_{\text{rad}}}{R_{\text{tot}}} = \frac{R_{\text{rad}}}{R_{\text{nrad}} + R_{\text{rad}}}$$

as the ratio of recombination rates. Here, $R_{\text{rad}}$ is the radiative recombination rate, $R_{\text{nrad}}$ is the non-radiative recombination, and $R_{\text{tot}}$ is the total recombination rate. One advantage of the internal luminescence quantum efficiency is that it can be related to the properties that are directly measured using transient spectroscopic methods such as lifetimes or recombination coefficients. For instance, the radiative recombination rate is often expressed as

$$R_{\text{rad}} = k_{\text{rad}} np,$$

where $k_{\text{rad}}$ is a radiative recombination coefficient in units of cm$^3$/s and $n$ and $p$ are the electron and hole concentrations per volume. Equation (4) assumes that radiative recombination is a bimolecular process proportional to the product of concentrations of free electrons and holes. This assumption is certainly valid in all solar cells where luminescence originates from delocalized band like states that are typically far away from the quasi-Fermi levels at the relatively moderate injection conditions used for photovoltaic operation. However, it is not valid in highly disordered semiconductors (like amorphous Si), where luminescence originates from localized states. If recombination is purely radiative and the device is in high level injection (i.e., $n = p$), the electron concentration would decay with time $t$ after a pulse with $n \sim t^{-1}$ and the photoluminescence intensity $\phi_{\text{PL}}$ would therefore decay as $\phi_{\text{PL}} \sim t^{-2}$.

The non-radiative recombination coefficient, $R_{\text{nrad}}$, may also be expressed as a function of electron and/or hole concentration, but the exact relation depends on the recombination mechanism. For instance, if we exclusively consider bulk recombination via a deep defect in a situation where the electron and hole concentrations are equal, we may use an approximate version of the Shockley-Read-Hall (SRH) recombination that gives

$$R_{\text{nrad}} = R_{\text{SRH}} = \frac{n}{2\tau_{\text{SRH}}}.$$
where $\tau_{\text{SRH}}$ is the SRH lifetime assumed identical for electrons and holes. The significance of Eq. (5) is that such a model is often used to fit exponential decays in transient measurements such as transient photoluminescence. If non-radiative recombination controls the decay of charge carriers and the device is in high level injection ($n = p$), the decay would be $n \sim \exp(-t/(2\tau_{\text{SRH}}))$ and the decay of the photoluminescence flux would be $\Phi_{\text{PL}} \sim \exp(-t/\tau_{\text{SRH}})$. Note that the decay of photoluminescence caused by radiative recombination may be exponential due to non-radiative recombination controlling the decay of charge carriers. This is not in contrast to the statement that radiative recombination itself is bimolecular. Thus, the lifetime of a sample measured by transient photoluminescence is by no means a “radiative” lifetime if non-radiative recombination dominates even though the measurement principle is based on the detection of emission caused by radiative recombination.

While we have learned how to relate the external luminescence quantum efficiency $Q_{\text{e}}^{\text{lum}}$ to the open-circuit voltage $V_{\text{oc}}$ and the internal luminescence quantum efficiency $Q_{i}^{\text{lum}}$ to experimentally observable quantities like charge carrier lifetimes, $\tau$, and recombination coefficients, $k$, we have not yet discussed a connection between the internal and external quantities. If we imagine radiative recombination to happen within the bulk of our solar cell absorber material, the photon created by that recombination event may either contribute to the externally measured luminescence that defines $J_{\text{em}}$ or be reabsorbed within the device. The photon has a probability $p_e$ of coupling out of the solar cell in which case it can be detected. It also has a probability $p_i$ of being reabsorbed by the absorber layer itself in which case it will make additional electron-hole pairs that may cause additional radiative recombination. This process is referred to as photon recycling.

The photon may also be reabsorbed in some of the contact layers like the metal back reflector that will not lead to additional radiative recombination events. If we call this quantity the probability $p_a$ of parasitic absorption, we know that $p_e + p_a + p_i = 1$ must hold. If we ignore all spatial dependences of the recombination rates, the relations connecting the rates with the recombination currents become rather simple. For instance, we can write $J_{\text{em}} = qd \phi_{\text{rad}}$, where $d$ is the thickness of the absorber layer or $J_{\text{em}} = qd [R_{\text{SRH}} (1 - p_i) R_{\text{rad}}]$, where we have accounted for probability $p_i$ for photon recycling which essentially reduces the effective radiative recombination rate.

In the spirit of this approximation of ignoring all spatial dependences of the recombination rates, we obtain fairly simple relations between the external and internal luminescence quantum efficiency reading$^{30,43}$

$$Q_{\text{e}}^{\text{lum}} = \frac{J_{\text{em}}}{J_{\text{rec}}} = \frac{p_e R_{\text{rad}}}{(1 - p_i) R_{\text{rad}}} = \frac{p_e Q_{i}^{\text{lum}}}{1 - p_i Q_{i}^{\text{lum}}} = \frac{p_e Q_{i}^{\text{lum}}}{(1 - Q_{i}^{\text{lum}}) + (p_e + p_i) Q_{i}^{\text{lum}}}.$$  

Equation (6) allows us in consequence to rewrite Eq. (2) in terms of the internal luminescence quantum efficiency. Thus, we may express the open-circuit voltage as a function of the internal luminescence quantum efficiency as

$$q V_{\text{oc}} = q V_{\text{oc}}^{\text{rad}} + kT \ln \left( \frac{p_e Q_{i}^{\text{lum}}}{1 - p_i Q_{i}^{\text{lum}}} \right).$$  

We have now introduced recombination currents, recombination rates, and charge carrier lifetimes and discussed how they relate to the open-circuit voltage. Equation (7) illustrates how the relation between internal material properties and external properties of devices such as the $V_{\text{oc}}$ become more complicated as the probabilities of photon outcoupling and reabsorption need to be taken into account. The above equations are—within the logic of their approximations—quite generic and are valid and useful for any photovoltaic technology. In the following, we will use this terminology and apply it to the case of lead-halide perovskite based solar cells.

### B. Importance of non-radiative recombination

In this section, we first start introducing internal parameters and motivate why we think that the topic of recombination and therefore the charge-carrier lifetime in lead-halide perovskites deserves special attention. For a random photovoltaic technology, one may identify three key material parameters that determine and potentially limit the efficiency of photovoltaic absorber materials. These are the absorption coefficient, $\alpha$, the charge-carrier lifetime, $\tau$, and the mobility, $\mu$. In the following, we
will argue why in the situation of a highly absorbing material like most lead-halide perovskites, the lifetime is of particular importance.

Highly absorbing materials require low thicknesses to absorb most of the solar spectrum $\phi_{\text{sun}}$ above the material’s band gap. Here, $\phi_{\text{sun}}$ is the AM1.5G solar spectrum per area, time, and energy interval, which is usually tabulated as a function of photon energy $E$ or wavelength. The relation between absorbed photons and thickness can be quantitatively expressed by plotting the short-circuit current density

$$J_{\text{sc}} = q \int_{0}^{\infty} a(E)\phi_{\text{sun}}(E)dE$$

as a function of thickness. In order to do this, we need to agree on an optical model that connects the internal property (the absorption coefficient $\alpha$) to an external property (the absorptance $a$). If we use for the moment a simple Lambert-Beer model with a perfect back reflector and zero reflection at the front, we obtain $a = 1 - \exp(-2\alpha d)$. Using the absorption coefficient of CH$_3$NH$_3$PbI$_3$ (MAPI) taken from Ref. 45, we may then plot $J_{\text{sc}}$ as a function of the absorber thickness $d$ as represented by the dashed line Fig. 2(a). While in the high-mobility limit, $J_{\text{sc}}$ is monotonously increasing with thickness, the open-circuit voltage will typically decrease.$^{30,46,47}$

Here we calculate the open-circuit voltage as the voltage where the recombination current due to radiative and non-radiative SRH recombination is equal to $J_{\text{sc}}$ given by Eq. (8). The exact dependence of the open-circuit voltage on thickness depends on the type of recombination (radiative or non-radiative, bulk or surface)$^{48}$ but for the relevant situation of combining radiative and non-radiative bulk recombination with perfect surfaces (no surface recombination), $V_{\text{oc}}$ will decrease monotonously. This is due to the case that in this limit of high mobilities, the recombination current increases.
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linearity with thickness, while the short-circuit current saturates at thicknesses where nearly complete absorption above the band gap is achieved. Using a simple model for the recombination currents as described in detail in paragraph 5.2 in Ref. 49, we calculate $V_{oc}$ for a range of different non-radiative lifetimes $\tau_{SRH}$. Given the opposing trends of $J_{sc}$ and $V_{oc}$ with thickness, it is clear that the efficiency in the limit of high mobilities and in the presence of non-radiative bulk recombination must also have a maximum at a finite thickness.29 Figure 2(a) shows this maximum and how it increases with the SRH lifetime. Figure 2(b) shows how the efficiency at the optimum thickness depends on the SRH lifetime for two different optical models. The lower line corresponds to the data in Fig. 2(a) and shows the more pessimistic optical model without any light scattering, while the upper line shows the situation of Lambertian light trapping described in Ref. 50 and used in several publications dealing with realistic efficiency limits.47,51,52 Figure 2(c) shows the optimum thickness $d_{opt}$ for the two optical models. For the case without light trapping, $d_{opt}$ is in the range of 500–600 nm for realistic lifetimes below 1 $\mu$s. Toward higher lifetimes, the optimum thickness increases quickly and will approach infinity for the situation of radiative recombination only.29 So far, these simulations illustrate that the absorption coefficient is high enough to ensure that already thicknesses below 1 $\mu$m will give optimum efficiencies if realistic values for the charge-carrier lifetime are assumed. This allows us to estimate the mobilities needed to achieve efficient collection. Collection may be aided by electric fields.53 but as long as there are no barriers impeding the extraction of majority carriers, collection by diffusion would allow us to obtain a lower limit to the collection efficiency of charge carriers for a given thickness and mobility-lifetime product. If we assume that the diffusion length should be at least twice the optimum thickness given in Fig. 2(c), we obtain—for both optical models—a condition for the critical mobility needed to achieve collection in a field free absorber layer of thickness $d_{opt}$ and charge carrier lifetime $\tau_{SRH}$. This critical mobility is presented in Fig. 2(d). If we compare the results with experimental data on MAPI and related lead-halide perovskites, we see that lifetimes are typically in the range of 100 ns–1 $\mu$s54–59 with some exceptions approaching several $\mu$s. Reported mobilities vary over a large range but are generally higher than 1 cm$^2$/Vs and not usually much higher than 100 cm$^2$/Vs in thin films.61 This suggests that mobilities are lower52 than in other semiconductors used for photovoltaics such as GaAs and crystalline Si, but they are sufficiently high to enable efficient charge carrier collection as long as the lifetimes are indeed longer than 100 ns.

These considerations lead us and many authors before us5,26,63 to conclude that indeed the long charge-carrier lifetimes or in other words the low rates of non-radiative recombination at a given density of charge carriers are a highly remarkable and relevant property of lead-halide perovskites that therefore demands further investigation and discussion. Here we want to therefore review what is known about the importance of non-radiative recombination in solar cells in general and perovskite-based solar cells in particular and then focus on the origin of the lifetimes, i.e., the defect densities, the origin of defects, and possible explanations for the capture coefficients of these defects.

C. Why slow radiative recombination is less important

As we have seen before, measuring radiative recombination at a certain injection current (i.e., with a fixed amount of total recombination) is a useful way to characterize and quantify non-radiative recombination via Eq. (1) and its impact on $V_{oc}$ via Eq. (2). However, unlike sometimes stated in the literature,64 photovoltaic performance is rarely affected by high or low coefficients of radiative recombination. This is due to the fact that radiative recombination coefficients $k_{rad}$ are linked to absorption coefficients $\alpha$ via the principle of detailed balance.65 In the specific case of detailed balance between absorption and emission,66 we may write

$$k_{rad}n_i^2 = \int_0^\infty 4\pi n_i^2 \phi_{bb} dE,$$

where $n_i$ is the refractive index and $n_i$ is the intrinsic carrier concentration. The left-hand side of Eq. (9) represents radiative recombination in thermal equilibrium, while the right-hand side represents absorption of photons in thermal equilibrium. Here, the black body spectrum $\phi_{bb}$ at the temperature $T$ of the solar cell is given as.
FIG. 3. (a) Radiative efficiencies as a function of thickness for high mobilities for different values of $k_{rad}$ and $\alpha$ always obeying Eq. (9). Note that for lower thicknesses, fast radiative recombination would outperform slow radiative recombination. (b) Efficiency as a function of mobility in the radiative limit. The active layer thickness is held constant here at $d = 300$ nm.

![Graph showing efficiency as a function of thickness and mobility](image)

$$\phi_{bb}(E) = \frac{2\pi E^2}{h^3 c^2} \left[ \exp\left(\frac{E}{kT}\right) - 1 \right] \approx \frac{2\pi E^2}{h^3 c^2} \exp\left(\frac{-E}{kT}\right),$$  \hspace{1cm} (10)

with $h$ being Planck’s constant and $c$ being the speed of light in vacuum. Thermal radiation at room temperature is mainly in the far infrared; however, the very broad black body spectrum defined by Eq. (10) has a tail of high energy photons that are absorbed and lead to photogeneration of charge carriers in the semiconductor and makes the r.h.s of Eq. (9) nonzero.

Figure 3(a) shows efficiencies in the high mobility limit as a function of thickness for different values of $k_{rad}$ and $\alpha$ always obeying Eq. (9). The simulations were performed as described in Ref. 47 with the parameters (other than $k_{rad}$ and $\alpha$) being given in Table I, with the doping density being zero. In addition, non-radiative recombination in the bulk and at surfaces was omitted to show the influence of radiative recombination only. For high thicknesses, the efficiency would always be the same, while for lower thicknesses, the devices with fast radiative recombination would actually outperform the ones with slower radiative recombination. This is due to the fact that higher absorption at the price of faster recombination is more beneficial for lower thicknesses than less efficient absorption and slower recombination. Any beneficial effects of small $k_{rad}$ values are only apparent when mobilities are reduced. Figure 3(b) shows that if efficiency is plotted as a function of mobility but with constant thickness (of 300 nm), the cells with smaller $k_{rad}$ values outperform the ones with higher $k_{rad}$ values only for very low mobilities. Thus, reducing radiative recombination implies reducing absorption which is typically not beneficial for a solar cell. The exception is the case of extremely low mobilities. Solar cell materials dominated by radiative recombination with mobilities low enough to run into a mobility limitation as shown in Fig. 3(b) are so far unknown. Organic semiconductors may be close to the radiative limit and have low mobilities, but because organic semiconductors for solar cells are usually used in a donor-acceptor blend system, the absorber combinations relevant for photovoltaics are far from the radiative limit, as shown in Fig. 1(b) and a variety of publications.37,67-69

| Parameter                              | Value                        |
|----------------------------------------|------------------------------|
| Radiative recombination coefficient $k_{rad}$ | $8 \times 10^{-10}$ cm$^3$/s |
| Lifetime $\tau_{SRH}$                  | 500 ns                       |
| Mobility $\mu_n = \mu_p$               | 10 cm$^2$/V$\cdot$s          |
| Effective density of states $N_C$ (conduction band) | $2.2 \times 10^{18}$ cm$^{-3}$ |
| $N_V$ (valence band)                   | $2.2 \times 10^{18}$ cm$^{-3}$ |
| Surface recombination velocity         | Variable (see text)          |
| Doping concentration                   | 0 or $10^{15}$ cm$^{-3}$ (see text) |
| Dielectric permittivity $\varepsilon_r$ | 33.5                         |
| Thickness                              | 300 nm                       |
II. FROM CHARGE-CARRIER LIFETIMES TO SOLAR CELL EFFICIENCIES

Section I A introduced the internal parameters such as lifetimes, recombination coefficients, and internal luminescence quantum efficiencies and external parameters such as external luminescence quantum efficiency and open-circuit voltage. Section I A also introduced the equations we need to relate these quantities to each other. In the following, we want to illustrate these relations using material parameters that have been determined for MAPI films in the literature and thereby discuss the relative importance of different recombination mechanisms.

A. Different recombination mechanisms

Figure 4 shows how one can estimate the importance of different recombination mechanisms by going from the situation of a film on glass with (hypothetically) non-recombination active surfaces
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**FIG. 4. From effective lifetimes to efficiencies:** (a) Effective lifetime as a function of excess electron density for different bulk recombination mechanisms neglecting surface recombination. The Auger coefficient is $C = 5.4 \times 10^{-28} \text{cm}^6/\text{s}$, and the coefficient for radiative recombination is $k_{\text{rad}} = 8 \times 10^{-10} \text{cm}^3/\text{s}$ from Ref. 45, while we assume a SRH lifetime of 500 ns and doping density $N_A = 10^{15} \text{cm}^{-3}$. (b) The same but now including surface recombination with a surface recombination velocity $S = 50 \text{cm/s}$ on both surfaces of the film. (c) The resulting internal luminescence quantum efficiency for three different surface recombination velocities $S = 0$, 50, and $10^3 \text{cm/s}$. Assuming that we now make an idealized solar cell with $Q_{\text{lum}}$ as given in (c), panel (d) shows the external luminescence quantum efficiencies $Q_{\text{ext}}$ assuming $p_e = 25\%$ for a system with Lambertian light trapping. Finally, panels (e) and (f) show the power density and current density-voltage curves for a solar cell including the effect of photon recycling. All panels assume a 300 nm thick MAPI film with the optical data as given in Ref. 45.
to a situation that includes recombination at surfaces. Subsequently, we include the optical effects of outcoupling and photon-recycling and then move toward external quantities such as the power conversion efficiency. Figure 4(a) shows the bulk lifetimes \( \tau \) as a function of excess electron density \( \Delta n \). This type of plot is not common in the literature on lead-halide perovskites, but it is the standard way of discussing lifetimes of crystalline Si wafers. It allows us to better observe the differences between different recombination mechanisms. In order to illustrate the difference between high and low level injection—i.e., between the situation where photogenerated charge carriers are present in excess of the concentration of charges in the dark (high level injection) or vice versa (low level injection)—the perovskite layer is assumed to be doped p-type with a doping density \( N_A = 10^{15} \text{ cm}^{-3} \). Note that both the doping type and density are chosen relatively arbitrarily. We define the lifetime for any given process always via \( \tau_i = \Delta n / R_i \), where \( R_i \) is the recombination rate of a certain process (e.g., \( i = \text{"Aug"} \) for Auger, \text{"rad"} for radiative, or \text{"SRH"} for Shockley-Read-Hall recombination).

Figure 4(a) includes three recombination mechanisms, namely, Auger recombination with a rate given by \( R_{\text{aug}} = C \left(n^2 p + p^2 n\right) \) with the Auger coefficient \( C = 5.4 \times 10^{-28} \text{ cm}^9 / \text{s} \) being taken from Ref. 70. Radiative recombination is a bimolecular process with a rate being given by Eqs. (4) and (9). Values for the radiative recombination coefficient \( k_{\text{rad}} \) in the literature range from \( 7 \times 10^{-11} \) to \( \sim 9 \times 10^{-10} \text{ cm}^3 / \text{s} \).71 Here, we use a value \( k_{\text{rad}} = 8 \times 10^{-10} \text{ cm}^3 / \text{s} \) which is compatible with the absorption coefficient used and with the van Roosbroek-Shockley equation [see Eq. (9)]. Finally, we show the lifetime resulting from SRH recombination via a deep defect. The rate for a deep defect is given by

\[
R_{\text{SRH}} = \frac{n p - n_0 p_0}{n \tau_p + p \tau_n},
\]

where \( \tau_{n/p} = \left(k_{n/p} N_T\right)^{-1} \) is the electron and hole lifetimes, and \( n_0 \) and \( p_0 \) are the equilibrium concentrations of electrons and holes, respectively. Here \( k_{n/p} \) is the electron and hole capture coefficient (unit is cm\(^3\) / s, i.e., same as \( k_{\text{rad}} \)), while \( N_T \) is the trap density. The values for \( k_n \) and \( k_p \) are expected to vary over orders of magnitude depending on the position of the defect as discussed later in Sec. III C. However, for the purpose of illustrating the general idea in Fig. 4, we choose \( \tau_n = \tau_p = \tau_{\text{SRH}} = 500 \text{ ns} \) which is a typical value for the lifetime obtained from transient photoluminescence measurements of MAPI films on glass.45 In addition to the lifetimes for Auger, radiative, and SRH recombination, Fig. 4(a) also shows the effective lifetime \( \tau_{\text{eff}} \) resulting from the combination of all three processes. Because recombination rates add up, we need to calculate the inverse of sum of the inverse lifetimes for every individual process, i.e., \( \tau_{\text{eff}} = \left(\tau_{\text{rad}}^{-1} + \tau_{\text{aug}}^{-1} + \tau_{\text{SRH}}^{-1}\right)^{-1} \).

While Fig. 4(a) only includes bulk recombination mechanisms, in reality recombination at surfaces is an important factor that may be limiting efficiency in finished solar cells.72 Therefore, Fig. 4(b) includes the effect of surface recombination in the same type of figure. In order to relate the effect of surface recombination to that of bulk recombination, we need to define a surface recombination lifetime \( \tau_s \) which contains the effects of diffusion to the surface and recombination at the surface. For the case of surface recombination velocities \( S \) for minority carriers being equal for both surfaces and for the case of low level injection, the surface lifetime

\[
\tau_s = \frac{d}{2S} + \frac{d^2}{D \pi^2},
\]

where \( d \) is the thickness of the absorber and \( D \) is the diffusion constant of the minority carriers that is related to the mobility \( \mu \) via the Einstein relation \( (D = \mu kT / q) \). The first term on the r.h.s. corresponds to the recombination process at the surface, while the second term takes into account diffusion to the surface. Thus, even if surface recombination was infinitely fast (\( S \rightarrow \infty \)), the surface lifetime \( \tau_s \) would be nonzero taking into account that diffusion to the surface takes time and slows down the whole process. One obvious problem with Eq. (12) is that it is derived by solving the time-dependent diffusion equation in one dimension for one type of charge carrier (e.g., electrons in a p-type semiconductor). Thus, deviations from this equation are possible in high level injection. Because we are not aware of a version of Eq. (12) valid for high level injection as well, we use a constant low level injection surface lifetime for Fig. 4(b) based on Eq. (12) and an arbitrary surface recombination velocity \( S = 50 \text{ cm} / \text{s} \) just for the purpose of illustration. While \( S = 50 \text{ cm} / \text{s} \) is a fairly...
low value for the standards of, e.g., passivation layers on crystalline Si, the surface recombination further reduces the effective lifetime relative to panel (a).

Figure 4(c) illustrates the translation of lifetimes into the internal luminescence quantum efficiency $Q_{\text{lum}}^{\text{eff}} = \tau_{\text{eff}} / \tau_{\text{rad}}$. In order to show how the influence of the surfaces affects the internal luminescence quantum efficiency, we plot $S = 0$ [compatible with panel (a)], $S = 50 \text{ cm/s}$ [compatible with panel (b)], and $S = 10^3 \text{ cm/s}$.

Figure 4(d) adds outcoupling and photon recycling to the discussion and illustrates how $Q_{\text{lum}}^{\text{eff}}$ translates into an external luminescence quantum efficiency $Q_{\text{lum}}$. We chose an outcoupling efficiency of 25% (corresponds to a MAPI thickness of 300 nm, Lambertian light trapping, and outcoupling only from one surface with the other being perfectly reflective) and a reabsorption probability $p_r = 0.75$, implying that parasitic absorption is neglected.

When comparing the calculated values for $Q_{\text{lum}}^{\text{eff}}$ with experimental data from the literature, it is important to consider the carrier density under which the measurement is taken. This can be clearly seen from the strong dependence of $Q_{\text{lum}}^{\text{eff}}$ on $\Delta n$ shown in Fig. 4(d). The highest values of $Q_{\text{lum}}^{\text{eff}}$ at a charge carrier density comparable to one sun at open circuit so far are 0.5% reported by Bi et al. for a double cation and double halide perovskite solar cell and ~1% for a quadruple cation, double halide perovskite reported by Saliba et al. The $Q_{\text{lum}}^{\text{eff}}$ of this cell goes up to 3.8% at forward voltages of 2 V. Substantially higher values (~37%) have only been reported for MAPI films on glass covered with (non-conducting) passivation layers. This finding further supports the importance of investigating recombination at interfaces between perovskite absorber layers and selective contact layers, where the term “selective” means that injection and extraction of majority carriers is as efficient as possible, while recombination of minority carriers is as inefficient as possible.

Finally, Figs. 4(e) and 4(f) illustrate the situation where the material properties discussed so far and the optical properties (outcoupling and reabsorption) are included in a full device simulation. Panel (e) shows the power-density voltage relation zoomed in to the maximum power point, while panel (f) shows the current-voltage curves in the fourth quadrant. We observe that $S = 50 \text{ cm/s}$ has fairly little influence on efficiency, while $S = 1000 \text{ cm/s}$ already leads to substantial losses in efficiency that are caused mostly by a loss in open-circuit voltage.

B. Comparing MAPI with crystalline Si

In order to put the lifetimes and internal luminescence quantum efficiencies presented earlier into perspective, we compare the values with crystalline Si, still the by far most important semiconductor for industrial photovoltaics. To reduce the complexity of the graphs, we ignore bulk recombination via defects for Si and for MAPI and concentrate only on the intrinsic bulk recombination mechanisms (Auger and radiative) and on the surfaces which may limit or at least affect current efficiencies and $V_{\text{oc}}$ in both technologies. Figure 5(a) shows the effective lifetime $\tau_{\text{eff}}$, the Auger lifetime $\tau_{\text{aug}}$, and radiative lifetime $\tau_{\text{rad}}$ of a Si wafer with an acceptor density $N_A = 10^{16} \text{ cm}^{-3}$. In addition, we assume surface recombination to happen with a surface recombination velocity $S$ ranging from $S = 1 \text{ cm/s}$ to 100 cm/s. The diffusion constant for electrons in p-type Si is taken to be 27 cm$^2$/s corresponding to a typical electron mobility slightly above 1000 cm$^2$/Vs.

Figure 5(b) shows in comparison the effective lifetime of MAPI. We observe that radiative recombination is of only minor relevance for Si because Auger recombination limits the effective lifetime in the bulk of a floatzone wafer where the defect density is low enough to suppress defect related recombination in the bulk (but not at the surface). In lead-halide perovskites, Auger recombination is irrelevant for non-concentrated sunlight because radiative recombination dominates at high charge-carrier densities. In both devices, surface recombination matters and may effectively reduce the lifetime.

Figures 5(c) and 5(d) show the resulting internal luminescence quantum efficiencies that result from the lifetimes shown in panels (a) and (b). The important fact to note here is that while Si has the much longer effective lifetimes for a given value of $S$, it actually has lower internal luminescence quantum efficiencies. This means that even though Si might always have much better lifetimes and diffusion lengths than MAPI (due to a combination of low radiative recombination coefficients and low defect densities), MAPI may still come closer to the radiative efficiency limit than Si because it does not suffer from Auger recombination and exhibits relatively long lifetimes. The efficiency
Fig. 5. (a) Radiative and Auger lifetime ($\tau_{\text{rad}}$ and $\tau_{\text{aug}}$) of crystalline Si (200 µm thick p-type wafer with a doping density $N_A = 10^{16} \text{ cm}^{-3}$). In addition, the effective lifetime (symbols) is drawn for three different surface recombination velocities $S = 1$, 10, and 100 cm/s. (b) Radiative and Auger lifetime of MAPI (300 nm thick film with an assumed doping density $N_A = 10^{15} \text{ cm}^{-3}$) and the effective lifetime (symbols) for three different surface recombination velocities $S = 1$, 10, and 100 cm/s. For (a) and (b), the surface lifetimes are drawn with dashed lines. (c) and (d) show the corresponding internal luminescence quantum efficiencies for the three surface recombination lifetimes. Note that the lifetimes are generally higher for c-Si, but the internal luminescence quantum efficiencies are higher in the case of MAPI due to the much shorter radiative lifetime. Note the different scales of the y-axes.

Targets for single junction cells made from lead-halide perovskites with band gaps $\sim 1.6$ eV and from Si are therefore similar. The Auger limit $^{74,76,77}$ restricts the efficiencies of Si to about 29% (26.6% already achieved), while the Shockley-Queisser limit restricts the efficiency of a solar cell with a band gap $\sim 1.6$ eV (MAPI) to $\sim 30\%$ (compared to $\sim 33\%$ for Si and GaAs). A more detailed discussion of this topic has recently been published by Pazos-Outon et al. $^{78}$

C. Recombination in devices

Figure 4 already includes the transition from material and interface properties like $\tau$ and $S$ to the properties of a device. This section now provides a closer look at the relation between lifetime and surface recombination velocity and the device performance of a MAPI based solar cell. Again we need to assume an optical model to relate internal to external properties as discussed in more detail in Refs. 29 and 47. This is important for various reasons: We need to be able to calculate the photocurrent and the radiative recombination current based on the absorbance of a semiconductor. This requires a way of relating the absorption coefficient, thickness, and refractive index to the absorbance. In addition, if we simulate the efficiency of a system with finite mobilities close to the radiative limit, we need to consider reabsorption effects, i.e., photon recycling. For instance, Eq. (6) relates internal and external luminescence quantum efficiencies to each other ($Q_{\text{lum}} = p_r Q_{\text{lum}}^i / (1 - p_r Q_{\text{lum}}^i)$). The denominator of this equation decreases below 1 if $p_r Q_{\text{lum}}^i$ is sufficiently high. Thus, if we have reabsorption happening with a high probability $p_r$ and if the reabsorbed photons create electron-hole pairs that recombine radiatively with a sufficiently high probability $Q_{\text{lum}}^i$, photon recycling starts contributing substantially to the value of $Q_{\text{lum}}^e$ that then enters Eq. (7) and leads to an increase in $V_{\text{oc}}$. The model used for Eq. (6)
assumes that parameters like $Q_{\text{lum}}$ and $p_e$ are constant as a function of position. However, this is not necessarily the case. This spatial dependence can be most easily understood in the case of surface recombination. Surface recombination leads to a decrease in the charge-carrier concentration toward the surfaces and therefore to a reduced quasi-Fermi level splitting and a reduced luminescence close to the interfaces of the device. Thus, using Eq. (6) can only be an approximation. In order to include spatial dependences of $Q_{\text{lum}}$ and the effect of photon recycling, we have to use an optical model that calculates how radiative recombination at any position in the absorber leads to reabsorption in any other position of the same absorber. A numerical implementation of these radiative interactions has been developed by Mattheis for two representative cases, Lambert-Beer type absorption and Lambertian light trapping (i.e., the front surface randomizes the direction of light by some unspecified means of light scattering). Here we use the Lambertian light trapping case as an example. It generally provides higher efficiencies but lower open-circuit voltages for a given thickness as compared to the Lambert-Beer case. A comparison between the different optical models can be found in Ref. 47.

Figures 6(a) and 6(b) show the simulated (a) efficiency and (b) open-circuit voltage as a function of the bulk lifetime including and excluding the effect of photon recycling. Excluding photon recycling means here that we numerically omit the internal generation rate that is due to photons generated inside the absorber. This is mathematically the same as assuming that all bimolecular recombination is non-radiative; however, it has to be clear that the absence of photon recycling is an unphysical scenario because of the impossibility of avoiding radiative recombination and reabsorption. The purpose of showing the curve without photon recycling is to illustrate the magnitude of the effect. This comparison is relevant for two reasons: First, most device simulation software does not have the capability of considering photon recycling and therefore it is worth knowing under which circumstances this would lead to erroneous results. Second, the positive effect of photon recycling depends on the amount of parasitic absorption. If the solar cell is illuminating its own contact layers rather than its absorber layer, the result will be the creation of heat rather than the increase in the open-circuit voltage. This effect has been famously discussed in the context of thin-film GaAs solar cells. Using thin layers of GaAs without a parasitically absorbing substrate and using high quality

![Fig. 6](image-url)

**FIG. 6.** (a) Efficiency and (b) open-circuit voltage as a function of SRH lifetime $\tau_{\text{SRH}}$ assuming perfectly passivated surfaces showing the effect of photon recycling using parameters presented in Table I. The curve labeled w/o PR excludes photon recycling and assumes that all bimolecular recombination is non-radiative, while the curve labeled w/ PR includes photon recycling and calculates the effect of reabsorption on the open-circuit voltage. Panels (c) and (d) show the same as panels (a) and (b) but now for different values of the surface recombination velocity $S$ (always including photon recycling). Surface recombination velocities $S > 10 \text{ cm/s}$ will substantially affect $V_{\text{oc}}$ in high quality lead-halide perovskite devices.
back clear relation between optical design and open-circuit voltage is still missing in perovskite solar cells, but the effects have been shown in films already.\textsuperscript{70,81} Figures 6(a) and 6(b) show the efficiency and open-circuit voltage as a function of SRH lifetime calculated using parameters listed in Table I. These results predict that the effect of photon recycling should matter for SRH lifetimes exceeding 300 ns which is a typical value for the transient photoluminescence lifetime of films on glass. However, in devices, surface recombination between the perovskite and the contact layers likely matters. Thus, Figs. 6(c) and 6(d) show the efficiency and open-circuit voltage as a function of SRH lifetime and using the surface recombination velocity as a parameter. We see that for surface recombination velocities $S \ll 100 \text{ cm/s}$, the efficiency is close to the bulk limit, while any order of magnitude beyond $S = 100 \text{ cm/s}$ leads to a substantial decrease in efficiency and $V_{oc}$ if high bulk lifetimes are reached. Clearly, the lower the bulk lifetime, the less important the surfaces become.

To clarify the significance of the different values of the surface recombination velocities used in the above calculations, a few words on experimental values of surface recombination velocities. While there is a large amount of data available on c-Si with values $S < 10 \text{ cm/s}$ being excellent,\textsuperscript{75} so far relatively little quantitative data are available for lead-halide perovskites. Using transient reflectance spectroscopy, Yang et al.\textsuperscript{82} reported $S = 2800 \text{ cm/s}$ for single crystals and 450 cm/s for polycrystalline thin films that were both coated with poly(methylmethacrylat) (PMMA) for protection from the atmosphere. Using transient photoluminescence, Staub et al.\textsuperscript{45} determined a surface recombination velocity $S < 10 \text{ cm/s}$ at the interface between MAPI and the glass substrate and at the bare MAPI surface (which is in essence an interface between MAPI and the N$_2$ in the cuvette used during the measurement), while Kroghmeier et al.\textsuperscript{85} determined $S \approx 200 \text{ cm/s}$ for a MAPI/PCBM interface. Brenes et al.\textsuperscript{84} presented transient microwave photoconductivity measurements with low fluence lifetimes of $\sim 30 \mu s$ on 250 nm thick films treated by 30 min light soaking in humid air. These lifetimes correspond to surface recombination velocities not greater than $S = 0.4 \text{ cm/s}$. Finally, Stolterfoht et al.\textsuperscript{72} determined surface recombination velocities of a mixed cation and mixed halide perovskite with poly(triaryl amine) and $C_{60}$ to be about 26 cm/s each.

**III. MICROSCOPIC UNDERSTANDING OF RECOMBINATION**

In Sec. II, we have discussed how lifetimes, recombination coefficients, and surface recombination velocities affect the internal and external luminescence quantum efficiency, the open-circuit voltage, and finally the efficiency of a solar cell. We have also discussed typical values for lead-halide perovskites and compared them with those in Si. However, the discussion in Sec. II has been lacking so far a deeper understanding of what microscopic properties of a material in the bulk, at internal grain boundaries and interfaces with contact layers may affect these parameters.

Both the charge carrier lifetime in the bulk of a semiconductor and the surface recombination velocity $S$ depend on the defect density $N_T$. In the case of the charge-carrier lifetime, the relationship is inverse and typically written as $\tau_{n/p} = (k_{n/p}N_T)^{-1}$. At surfaces, we may write $S_{n/p} = k_{s,n/p}N_S$ where $N_S$ is the trap density per surface area and $k_{s,n/p}$ is the capture coefficient at the surface. Thus, in order to better understand lifetime and surface recombination velocity, we have to first discuss what we know about the defect density in the bulk or at interfaces and subsequently we have to discuss models for capture coefficients in semiconductors.

**A. Defect densities**

Defect densities in lead-halide perovskite films and crystals have been measured using a range of mostly electrical or optoelectronic techniques. Typical techniques to measure the energetic position and densities of defects are capacitance based techniques that rely on the storage of charge carriers on the defects.\textsuperscript{85,86} This storage of charge can be modulated by the applied DC voltage, the frequency, and the temperature. A frequently used method is, for instance, thermal admittance spectroscopy,\textsuperscript{86,87} that is based on the variation of frequency and temperature. For any given temperature, there will be a characteristic frequency for a certain trap level. For lower frequencies $f$, the charge stored on the defect will contribute to the measured capacitance $C$, while for higher frequencies, the amount of charge stored on the defect cannot be modulated anymore with the AC voltage and the capacitance
will drop. Measuring these $C(f)$ steps at different temperatures then allows the translation of the frequency axis into an energy axis and the determination of the attempt-to-escape frequency which is directly related to the capture coefficient of electrons or holes. These capacitance steps were used, e.g., in Refs. 88 and 89 to measure defect densities and positions in lead-halide perovskites. Of course there are also other physical mechanisms such as buffer layers,\textsuperscript{90} low mobilities,\textsuperscript{91} or ion-migration induced changes in electrostatics and therefore current flow that can induce frequency dependent steps in the capacitance and that may mistakenly be considered as defects. Thus, interpretation of thermal admittance spectroscopy data requires care and consideration of the signatures of different physical mechanisms.

A closely related technique is deep level transient spectroscopy (DLTS) developed by Lang\textsuperscript{92} in the 1970s that has been used for defect characterization in perovskites in Refs. 93 and 94 and that uses capacitance transients to extract densities, trap depths, and kinetic prefactors of defects. The thermally stimulated current (TSC) measurement\textsuperscript{95–98} is a third approach that is based on cooling a sample down, illuminating it to fill the defects with electrons, and then slowly warming the sample up while measuring the current. From the current as a function of time and therefore temperature, trap densities and depths may be obtained. Traps that are emptied and contribute to the current at lower temperatures must be shallow, while traps that require higher temperatures for trap release are deeper.

A completely different technique is a measurement of the current voltage curve of a unipolar device in a similar way as is performed in a space charge limited current measurement.\textsuperscript{99} These measurements are often used in intrinsic low mobility materials to measure the mobility of electrons or holes.\textsuperscript{100,101} However, in the presence of defects, one may observe trap-limited currents that have a completely different voltage dependence than the space-charge-limited or the ohmic conduction that can be observed without traps.\textsuperscript{102,103} The voltage range, where trap-limited currents are observed, depends on the density of traps and can therefore be used as a measure of density but not of energetic position of traps.

Figure 7 summarizes the results reported in the literature on lead-halide perovskite films. There are essentially two types of presentations of the trap densities. Either the data are given as shown in Fig. 7(a) in total densities of defects per volume as a function of trap depth. Alternatively, the defect density is already integrated over energy or the method is only sensitive to the total density, as shown in Fig. 7(b).

Figure 7(a) shows data from Ref. 104 where passivation of the perovskite surface was performed with choline chloride and defect densities were reduced in the range accessible by thermal admittance spectroscopy. However, the data also show that midgap defects are in this case not accessible by the method. Studying deeper levels would require higher temperatures or lower frequencies either of
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**FIG. 7.** (a) Trap density per energy interval as a function of trap depth $E_T$ measured using thermal admittance spectroscopy on two different samples with and without choline chloride as a passivation layer. (b) Trap density as a function of trap depth for data reported in the literature and listed in Table II.\textsuperscript{88,89,93,94,98,154,155} Data in (b) are already integrated over energy, or the method is only sensitive to total trap density. In the cases where the trap depth can only be determined relative to the nearest band, we indicated the trap position twice (with respect to the conduction band at $E_T = 0$ and with respect to the valence band at $E_T = 1.6$ eV).
which cannot be changed infinitely. Higher temperatures will at some point destroy the perovskite layer, while lower frequencies might induce effects due to ion movement modulating recombination masking any effects due to detrapping of charge carriers.

Rather than giving an example, Fig. 7(b) is meant to give an overview over data presented in the literature. The data show that defect densities measured so far are primarily in the range of \(10^{15} \text{–} 10^{16} \text{cm}^{-3}\) with few exceptions of higher defect densities that are then, however, rather shallow. The x-axis in Fig. 7(b) has to be interpreted as showing the trap depth relative to the conduction band edge. If the references were able to identify whether the defect is closer to the conduction band than to the valence band, only one point is shown. If this is not known (as is usually the case), we added two data points that are symmetrically relative to midgap.

B. Chemical nature of defects

While defect densities and relative or absolute energetic depth with respect to bands as well as capture cross sections can be assessed experimentally (Fig. 7), it is often non-trivial to identify the chemical nature of the defect levels present in a device. The reason is that \(N_T\) is often so low that chemical imbalances are hard to detect by elemental specific methods. In addition, defects may not even be caused by any imbalance in chemical composition. For instance, an iodine interstitial is a defect that does not change the density of iodine atoms per cubic centimeter relative to a perfect crystal.

A common approach in semiconductor physics is to compare theoretically calculated energy levels and formation energies of defects that are likely to occur in the material.\(^{105,106}\) There are three different types of intrinsic defects, i.e., vacancies, interstitials, and antisites. Thus, in the case of MAPI, there are already twelve intrinsic defects possible, as shown in Fig. 8. These intrinsic defects are the three possible vacancies, the three interstitials, and six antisite defects. There have been several attempts to calculate the energetic position of defects using density functional theory\(^{107–113}\) that agree that a substantial number of the intrinsic defects are shallow but disagree in which ones are deep defects. Du\(^{109}\) resolved this disagreement by comparing the energy levels of MAPI when calculated using different levels of theory in DFT. Particularly important for correct energy levels are the inclusion of spin-orbit coupling and the consideration of the self-interaction error that is high when using the generalized gradient approximation but partly removed when using hybrid density functional calculations.\(^{109}\) This is illustrated in Fig. 8, where the frequently cited work of Yin et al.\(^{107}\)

![FIG. 8. Example for energy levels of intrinsic defects calculated for MAPI using density functional theory. The data on the left are taken from Ref. 107 and calculated with the generalized gradient approximation without spin-orbit coupling (GGA non-SOC). The data on the right are from Ref. 109 using (i) GGA non SOC, (ii) GGA with SOC (leading to substantially lower band gaps), and (iii) a hybrid functional with spin-orbit coupling (HSE SOC, HSE for Heyd-Scuseria-Ernzerhof\(^{158}\)) leading again to a realistic band gap. It is clear that the position of defect levels relative to the band edges depends considerably on the used functional and the inclusion or exclusion of spin-orbit coupling.](attachment:image.png)
is shown on the left and the comparative calculations of Du\textsuperscript{109} (for two representative defects) are shown on the right. The only remaining deep defects as shown in Fig. 8 (right) are then the iodine interstitial (I\textsubscript{i}) and the related defect of iodine occupying a methylammonium position (I\textsubscript{MA}).\textsuperscript{109} This finding has triggered additional efforts to understand the behavior of iodine interstitials, their position as a function of their charge state,\textsuperscript{114,115} and the way their position is, for instance, affected by molecular oxygen\textsuperscript{116} or iodine.\textsuperscript{117}

While the abovementioned papers all discuss bulk defects, surface defects might be of huge importance for the functionality of the perovskites in optoelectronic devices. Calculations of defects at surfaces have been performed by Uratani and Yamashita\textsuperscript{118} using the same functional as proposed by Du\textsuperscript{109} and including spin-orbit coupling. They study the formation energy and position of defects at surfaces with different termination and under different growth conditions (I-rich, Pb-rich, or stoichiometric). Possible deep defects with low formation energies are iodine interstitials (same as bulk), Pb interstitials, and iodine vacancies. The authors also find that Pb-rich conditions are more favorable to suppress surface defects than I-rich conditions.

The low concentration of deep defects explains the frequently used term “defect tolerance”\textsuperscript{28,119} in the description of lead-halide perovskites. Defect tolerance is a term coined by the community working on computational and experimental material screening for potential novel solar cell absorber materials.\textsuperscript{120} In the case of many typical semiconductors like Si, the valence band is formed of bonding orbitals, the conduction band is formed of antibonding orbitals, and any vacancy would lead to dangling bonds that have an energy in the band gap and therefore create deep defects. However, this is not always the case and in some semiconductors such as MAPI, the valence band is formed from antibonding orbitals.\textsuperscript{28,105,121} The atomic orbitals, in this case I(5P), Pb(6s), and Pb(6p), are all outside the band gap or very close to the conduction band edge in the case of Pb(6p).\textsuperscript{28} Upon formation of a lead vacancy, the surrounding iodide atoms form an acceptor level close to the valence band. For iodine vacancies, the remaining Pb atoms form a shallow donor defect level close to or in the conduction band.

Thus, while thin films of lead-halide perovskites are certainly not defect free, hardly any of the theoretically predicted intrinsic defects have an energetic position close to midgap allowing them to be highly recombination active. Shallow defects may, however, be abundant, in particular due to off-stoichiometric conditions during film formation\textsuperscript{122} or due to strain.\textsuperscript{123} The shallow defects may trap electrons or holes but are not efficient at trapping both as we will discuss in Sec. III C. In addition, transient phenomena in experimental measurements such as the photoluminescence enhancement\textsuperscript{29,124} and hysteresis\textsuperscript{125} indicate that charge-trapping ionic vacancies and interstitials may self-annihilate upon illumination and/or biasing. This complicates the experimental determination of defect energy levels, density, and chemical identity as defect distribution may change over time.

On top of this, these defects may dope the semiconductor p-type or n-type\textsuperscript{122} and defect diffusion through the film may thereby lead to changes in the electrical field distribution inside the absorber as a function of time after, e.g., voltage pulses\textsuperscript{126,127} or changes in light intensity.\textsuperscript{59} What is also highly unclear is the role of (shallow) defects in the acceleration of degradation by either affecting the adsorption of water or oxygen molecules or enabling charge transfer.\textsuperscript{123,128}

C. Theory of non-radiative recombination

In Secs. III A and III B, we discussed the experimental evidence for defects and the theoretical expectations based on density functional theory. The defect density is an important factor in understanding and calculating charge-carrier lifetimes and surface recombination velocities. However, in addition to defect densities, also a kinetic prefactor is missing that is sometimes called a capture coefficient or which is alternatively given as the product of capture cross section and thermal velocity. This kinetic prefactor must depend on the ease with which thermal energy is dissipated in a certain crystal. Thus, we give a brief overview over the theoretical understanding of the kinetic terms involved in non-radiative recombination and apply this knowledge to the specific case of lead-halide perovskites.

Non-radiative transitions in semiconductors depend on the energetic separation between the initial and final state with larger separations $\Delta E \gg E_{\text{phon}}$ making transitions more unlikely as we will
learn below. Phonon energies $E_{\text{phon}}$ are typically much smaller than the band gap, which makes direct transitions between the conduction and valence band unlikely. Thus, non-radiative recombination has to proceed via intermediate (defect) states that can capture both electrons from the conduction band and holes from the valence band efficiently. In order to fulfill the latter criterion, the defect states have to be close to the middle of the band gap, i.e., the defects have to be “deep” defects. Also half of the band gap is still much larger than the typical phonon energies, and therefore the conversion of electronic energy into nuclear vibrations requires the emission of multiple phonons. Thus, we want to briefly introduce the theory of multiphonon processes that has been developed since the 1950s by Huang and Rhys, Gummel and Lax, Kubo and Toyozawa, and others. More detailed discussions can be found in Refs. 136–138.

Let us assume we have a simple diatomic model of two atoms where the energy of the system is minimized for a given bond length. Any change in the bond length will lead to an increase in the total energy of the system that is in first order approximation described by a parabolic relation between energy and bond length. In a configuration coordinate diagram, we do not use the bond length but a more generic parameter—the configuration coordinate $Q$—as the $x$-axis but still work within a parabolic approximation. The shape of the parabola is defined by the phonon energy $E_{\text{phon}} = \hbar \omega$, and the energy of a given parabola centered at $Q = Q_i$ can be expressed as $E = E(Q_i) + \frac{1}{2} \omega^2 (Q - Q_i)^2$. Here $\hbar$ is the reduced Planck’s constant, and $\omega$ is the angular frequency of the phonon.

If we now assume a band-like state (e.g., an electron in the conduction band) and a defect state, we will obtain two parabolas with the same shape that are shifted relative to each other both in energy and in $Q$, as shown in Fig. 9(a). The distance of the two minima of the parabolas in energy is the energy difference $\Delta E$ between (in this example) the bottom of the conduction band and the defect state. We can also express this energy difference in units of phonon energies. This number $p = \Delta E / \hbar \omega$ will become an important factor for the likelihood of recombination as we will see below. The amount of the shift
in $Q$ depends on the so-called Huang-Rhys factor $S_{\text{HR}}$ that describes the strength of electron-phonon coupling with higher values of $S_{\text{HR}}$ implying stronger electron-phonon coupling. Any non-radiative transition between the two parabolas has to occur by tunneling and/or thermal excitation from the upper parabola to a vibrationally excited state of the lower parabola. Figure 9(b) shows a zoomed-in version of Fig. 9(a) illustrating how temperature affects the transition. At high temperatures, the electron may reach the crossing point leading to the classical high temperature limit of non-radiative transitions that is thermally activated with the energy barrier $E_B = (\Delta E - S_{\text{HR}}\hbar\omega)/4S_{\text{HR}}\hbar\omega$ at the crossing point being the activation energy. At lower temperatures, the transition will have to involve tunneling between the parabolas. If one calculates the tunneling rate through a barrier formed by two parabolas, as shown in Fig. 9(b), the multiphonon transition rate can be calculated over the whole range of temperatures. References 134, 136, and 139 describe the capture coefficient $k_{\alpha/p}$ (in units $\text{cm}^3/\text{s}$) as

$$k_{\alpha/p} = \frac{V_T^2\omega \sqrt{2\pi}}{p\sqrt{1+x^2}} \exp\left[ p\left(\frac{\hbar\omega}{2kT} + \sqrt{1+x^2} - x \cosh\left(\frac{\hbar\omega}{kT}\right) - \ln\left(1 + \sqrt{1+x^2} \right)\right)\right], \quad (13)$$

using

$$x = \begin{cases} \frac{S_{\text{HR}}}{\sinh\left(\hbar\omega/2kT\right)} & \text{for } S_{\text{HR}} < p \\ \frac{S_{\text{HR}}}{\sinh\left(\hbar\omega/2kT\right)} & \text{for } S_{\text{HR}} > p. \end{cases} \quad (14)$$

Here, $V_T$ is the volume of the defect which is assumed to be a sphere with the radius $a^*/2$, where $a^*$ is the effective Bohr radius and $\nu = q(8\pi\alpha^*\Delta E)^{-1/2}$. This assumption for the radius of the defect wavefunction is based on the quantum defect model and guarantees that deep defects will have a smaller wavefunction radius than shallower defects. Of course, the model is a generic model that does not take into account the specific properties of a particular defect. Please note that Eq. (13) is based on the tunneling probability through the barrier shown in Fig. 9(b) and it is strongly dependent on the value of $p$. Higher values of $p$ strongly reduce the tunneling probability and therefore the capture coefficient $k$.

In order to estimate a value of the transition rate for lead-halide perovskites, we need a way of estimating how the parabolas are shifted relative to each other, i.e., we need to know the Huang-Rhys factor. The Huang-Rhys factor has been determined experimentally for defects in GaAs and GaP by Henry and Lang,\textsuperscript{135} but there are no experimental data available for defects in lead-halide perovskites. The Huang-Rhys factor will also depend on the specific properties of the trap and will be different for shallow and deep traps. From a theoretical point of view, the Huang-Rhys factor depends on the different types of electron phonon coupling in a crystal, namely, deformation coupling and polar coupling,\textsuperscript{141} both of which depend on the frequency dependent permittivity of the material. Ridley provides equations that allow a theoretical estimate of the Huang-Rhys factor for both mechanisms. However, for deformation coupling, the equation requires the knowledge of the deformation coupling constant which expresses the change in the energy levels as a function of displacement of atoms relative to their equilibrium position (in eV/Å). This optical deformation potential constant is rather difficult to determine experimentally and theoretically.\textsuperscript{142} For lead-halide perovskites, no information on this constant is available and thus, the Huang-Rhys factor for optical deformation coupling cannot currently be estimated. However, given that lead-halide perovskites are polar semiconductors, it is fair to assume that polar coupling is dominant. Here all necessary information is available, and therefore, the Huang-Rhys factor for polar coupling can be estimated using the equations provided by Ridley,\textsuperscript{132,141}

$$S_{\text{HR}} = \frac{3}{2(\hbar\omega)^2} \left\{ \frac{qD^3\hbar\omega}{2\omega_0^2} \left( \frac{1}{\varepsilon_\infty} - \frac{1}{\varepsilon} \right) \right\} I(-2, 2\mu, qD^1\alpha^*/2). \quad (15)$$

Here, $qD = (6\pi^2)^{1/3}/a_0$, $a_0$ is the lattice constant, $\varepsilon_\infty$ and $\varepsilon$ are the high- and low-frequency limit of the permittivity, $\mu$ and $\nu$ are defined in Table II, and $I$ is defined via
TABLE II. Trap density as a function of trap depth for data reported in the literature and presented in Fig. 7(b). If two values of the trap depth are given in the same row, then only the depth relative to the closest band is known but not whether the band is the conduction band or the valence band. The values are generally given relative to the conduction band (\(E_T = 0\)). The valence band is assumed to be at \(E_V = 1.6\, \text{eV}\).

| Method                                      | Reference      | Trap depth \(E_T\) (eV) | Trap density \((\text{cm}^{-3})\) |
|---------------------------------------------|----------------|--------------------------|-----------------------------------|
| Thermally stimulated current (TSC)          | (a) Baumann et al.\textsuperscript{154} | 0.5/1.1                   | \(\text{> 10}^{15}\)              |
|                                             | (b) Gondillo et al.\textsuperscript{98} | 0.18/1.42                 | \(9.14 \times 10^{16}\)           |
|                                             |                | 0.49/1.11                 | \(4.75 \times 10^{16}\)           |
| Deep level transient spectroscopy (DLTS)    | (c) Heo et al.\textsuperscript{93} | 0.62                      | \(1.3 \times 10^{15}\)            |
|                                             |                | 0.75                      | \(3.9 \times 10^{14}\)            |
|                                             | (d) Yang et al.\textsuperscript{94} | 0.76                      | \(9.5 \times 10^{14}\)            |
|                                             |                | 0.78/0.82                 | \(8.81 \times 10^{13}\)           |
|                                             |                | 0.78/0.82                 | \(5.28 \times 10^{14}\)           |
| Thermal admittance spectroscopy (TAS)       | (e) Duan et al.\textsuperscript{88} | 1.44                      | \(\sim 10^{16}\)                  |
|                                             | (f) Heo et al.\textsuperscript{99} | 0.27/1.33                 | \(10^{16}\)                       |
|                                             |                | 0.28/1.32                 | \(10^{17}\)                       |
| Noise spectroscopy (NS)                     | (g) Landi et al.\textsuperscript{155} | 0.8                       | \(2 \times 10^{15}\)              |

\[
I(a, b, c) = \frac{1}{(bc)^2} \int_0^1 \frac{x^a \sin^2(b \tan^{-1}(cx))}{\left[1 + (cx)^2\right]^b} \, dx.
\] (16)

Figure 9(c) shows the Huang-Rhys factor resulting from Eqs. (15) and (16) in conjunction with the parameters given in Table III for MAPI. The LO phonon energy of MAPI is 16.5 meV\textsuperscript{143} leading to the highest values of \(S_{\text{HR}}\). For deeper traps, the wavefunction becomes more localized and therefore \(S_{\text{HR}}\) increases. If we increase the phonon energy in a gedanken experiment without changing any other parameter, the Huang-Rhys factor drops as predicted by Eq. (15). Figure 9(d) shows now the necessary trap density to achieve a SRH lifetime of 1 µs if we insert the values for \(k_{\text{DLP}}\) given in Eq. (13) into the SRH recombination rate and if we use the Huang-Rhys factors given in panel (c). Midgap traps require lower defect densities because they minimize the largest single transition that has to be made. If the defect is below or above midgap, one of the transitions requires

TABLE III. Parameter and abbreviations used in the calculations shown in Figs. 9(c) and 9(d). The simulations were performed assuming a temperature \(T = 300\, \text{K}\). Reproduced and modified with permission from Kirchartz et al., J. Phys. Chem. Lett. 9, 939 (2018). Copyright 2018 The American Chemical Society.

| Parameter                          | Symbol or equation                     | Value                                      |
|------------------------------------|----------------------------------------|--------------------------------------------|
| Phonon energy                      | \(E_{\text{ph}} = h\omega\)            | 16.5 meV (LO phonon)\textsuperscript{143} |
| Reduced mass                       | \(M_t = M_{\text{ph}} M_f / (M_{\text{ph}} + M_f)\) | 78.7 Da                                    |
| Permittivity (frequency)           | \(\epsilon(f)\)                        | \(\epsilon(0) = 33.5 \epsilon_0\)         |
| Lattice constant                   | \(a_0\)                                 | 6.3 Å\textsuperscript{156}                |
| Radius of sphere with Brillouin zone volume | \(q_D = (6\pi^2)^{1/3} / a_0\) | 6.2 nm\textsuperscript{-1}               |
| Effective mass                     | \(m_{\text{eff}}\)                      | 0.2 (assumed equal for electrons and holes) |
| Bohr radius                        | \(a_B = 4\pi e^2 h^2 / m q^2\)         | 5.292 \times 10^{-2} nm                   |
| Effective Bohr radius              | \(a^* = a_B e_0 / m_{\text{eff}}\)     | 8.9 nm                                     |
| Rydberg energy                     | \(R_{\text{B}} = q^2 / (8\pi e_0 a_B)\) | 13.605 eV                                  |
| Effective Rydberg energy           | \(R^* = q^2 / (8\pi e_0 e(0) a^*)\)   | 2.4 meV                                    |
| Sommerfeld factor\textsuperscript{157} | \(\mu = \begin{cases} \nu & \text{for positively charged defects} \\ 0 & \text{for neutral defects} \\ -\nu & \text{for negatively charged defects} \end{cases}\) | Variable                                   |
| Temperature                        | \(T = 300\, \text{K}\)                 | 2.2                                        |

\[

\]
a higher and one a lower number of phonons. Because the transition rate decreases strongly with increasing numbers of phonons, the transition with the higher number of phonons is less likely, and because recombination is a series connection of two capture processes, the slower of the two will limit the rate. Thus, deep defects are more detrimental. However, the sensitivity of the recombination rate to a change in defect position is much higher if the phonon energy is lower. Thus, for polar materials with heavier elements (like MAPbI3) and lower phonon energies, the sensitivity of the recombination rate to the position of the defect is higher and the tolerance toward defects that are not midgap is substantially higher than for classical semiconductors with slightly higher phonon energies.  

IV. OPEN QUESTIONS  

There are a range of open questions associated with recombination and open-circuit voltage in lead-halide perovskites that deserve the attention of the research community. In this review, we have discussed possible reasons why non-radiative bulk recombination is slow in lead-halide perovskites. This slow bulk recombination, however, just moves the problem to the surfaces and interfaces that have to exist in any solar cell. While we discussed the impact of increasing the surface recombination velocity $S$ in the context of Figs. 4 and 5, however, microscopic understanding of surface recombination is still missing. Many contact materials were successfully used with lead-halide perovskites to achieve at least decent photovoltaic efficiencies and $V_{oc}s$. This suggests that making high electronic quality interfaces might be less of a problem than, for instance, in Si or GaAs. However, for future high efficiency large area devices made from lead-halide perovskites, we need to identify the electron and hole contact layers with the highest possible efficiency potential and even low levels of recombination may be limiting further efficiency improvements. Thus, it is worth asking fundamental questions that will help us to better understand interfacial recombination. An obvious question is how to treat recombination of, e.g., an electron in an electron transport material like PCBM with a hole in the perovskite. This is interesting, in particular, due to the fact that many electron and hole transport layers used are organic semiconductors which feature much higher vibrational energies than the halide perovskites which are being built up by much heavier elements (leading to lower phonon energies). Thus, it is unclear (at least to the authors) how energy dissipation at such an organic-inorganic interface would work and how much of a possibly detrimental influence the higher energy vibrational modes in the organic layers have. Currently, the high open-circuit voltages achieved with organic electron and hole transport layers suggest that there are situations possible with very little detrimental influence.

Many recent publications on improving photovoltaic power conversion efficiency or luminescence yield in lead-halide perovskites studied the effect of altering the properties of the film surfaces/interfaces rather than the bulk. In these papers, it is often implied that the technological change leading to higher performance was due to “surface passivation” or a reduction in the interfacial defect density. An obvious question is whether it actually always is the reduction in the defect density in a similar way as performed in the case of interfaces of a Si crystal and a passivation layer or whether contact layers may actually keep the defect density the same and still slow down recombination. There are various alternative ways such as changing the capture coefficients via changing the electron-phonon coupling or the energy of the phonons available for recombination. The reduction in surface recombination can also be achieved by slowing down majority and minority carrier extraction at an interface via, e.g., point contacts or tunneling contacts. This is a standard way of reducing losses at interfaces in Si solar cells, where the selectivity of the interface layer remains the same. However, situations may exist where increasing the series resistance at an interface does not affect efficiency (e.g., because the series resistance is limited by another process), while reducing surface recombination would increase the efficiency (e.g., because it does limit $V_{oc}$).

Another open question related to the theory of recombination is the limit of the harmonic approximation. There are a range of publications that discuss evidence for the harmonic approximation to be insufficient to explain experimental data, in particular for mobility measurements. Yaffe et al. noted that the presence of a central peak toward low energies (or wavenumbers) in Raman spectra is clear evidence of anharmonicity. One of the main open questions is how this anharmonicity would...
affect the theory of multiphonon recombination described above. This problem cannot be tackled anymore in a generic way as performed above but requires the calculation of wavefunctions for actual defects.

V. SUMMARY

Understanding the open-circuit voltage of a solar cell is a challenge that requires a deep understanding of the different recombination mechanisms that occur in the bulk and at surfaces of the absorber material. In the case of lead-halide perovskites, the non-radiative recombination is relatively slow compared to the (fairly fast) radiative recombination. This is a desirable condition for a solar cell because it allows low thicknesses for full absorption due to the fast radiative recombination (implying a high absorption coefficient), while non-radiative decay does not add huge additional losses in the voltage at open circuit or the maximum power point. This condition has several implications: (i) mobilities should not matter very much. Even the fairly low mobilities of lead-halide perovskites (if compared to Si or GaAs) are high enough. (ii) If the bulk features slow non-radiative recombination, the surfaces should matter and it is therefore not surprising how many recent publications are dedicated to reducing recombination at surfaces and interfaces. (iii) If the bulk of the material is close to the radiative limit (i.e., the non-radiative losses are small), optical effects like photon recycling will become increasingly important and in consequence also the optical design of the layer stack.

In addition to these implications of slow non-radiative recombination in lead-halide perovskites, this fact also raises a couple of questions, in particular how to explain this slow recombination. The explanation we provide here is based on the theory of multiphonon recombination which states that the combination of polar materials, high masses, and therefore low phonon energies and fairly decent densities of deep defects is a desirable condition for slow non-radiative recombination. In such a semiconductor, fairly large defect densities that are not midgap should be tolerable as long as there are no trap to trap transitions possible. How this theory can be extended to surfaces and interfaces and how far the effects of anharmonicity will affect non-radiative recombination are the main open questions that require further attention from a theoretical perspective.
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