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Abstract—Encoding a driving scene into vector representations has been an essential task for autonomous driving that can benefit downstream tasks e.g., trajectory prediction. The driving scene often involves heterogeneous elements such as the different types of objects (agents, lanes, traffic signs) and the semantic relations between objects are rich and diverse. Meanwhile, there also exist relativity across elements, which means that the spatial relation is a relative concept and need be encoded in an ego-centric manner instead of in a global coordinate system. Based on these observations, we propose Heterogeneous Driving Graph Transformer (HDGT), a backbone modelling the driving scene as a heterogeneous graph with different types of nodes and edges. For heterogeneous graph construction, we connect different types of nodes according to diverse semantic relations. For spatial relation encoding, the coordinates of the node as well as its in-edges are in the local node-centric coordinate system. For the aggregation module in the graph neural network (GNN), we adopt the transformer structure in a hierarchical way to fit the heterogeneous nature of inputs. Experimental results show that HDGT achieves state-of-the-art performance for the task of trajectory prediction, on INTERACTION Prediction Challenge and Waymo Open Motion Challenge.

Index Terms—Autonomous driving, trajectory prediction, heterogeneous graph neural network, scene understanding.

I. INTRODUCTION

AUTONOMOUS driving is one of the most influential domains for AI applications in recent years. An autonomous driving system is made of a few key modules: perception/localization, prediction, planning, and control. The perception/localization module is responsible to extract visual and semantic information from raw sensor data and HD-Map. The outcomes of preceding functionalities are in compact yet highly unstructured forms, e.g., positions and states of surrounding vehicles, pedestrians and traffic lights, and relations between lanes.
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For downstream tasks such as trajectory prediction and planning, it is essential to obtain comprehensive semantic representations from those unstructured inputs. The conventional pipeline for the task is to first acquire a representation vector for each target agent, which should exhibit both ego moving patterns and states of surrounding environment. Then given the vector as input, the subsequent decoder could conduct prediction/planning in the desired form (raw trajectory/control signal/etc), combined with some prior assumptions or physical constraints. However, even deeply inspired by the success of deep learning literature in recent years, the encoding process needs to be investigated nonetheless. There is no de facto paradigm to encode a representative vector due to the following observations.

One inherent property that lies in the data is the heterogeneity, where we imply objects and their relations to have different types. The input data may include agents’ motion states, traffic lights with position, lane polylines with feasible movement connections, road line polygons with various types, etc. Fig. 1 illustrates an heterogeneous driving graph. It is non-trivial to encode those information comprehensively since they are highly unstructured, compared to the image input in the computer vision (CV) or the text input in the natural language processing (NLP). Thus, instead of directly the adopting widely used CNN or Transformers, a good network design should consider a wide...
span of the input types and their semantic relations separately and explicitly.

There has been recent progress towards exploiting the heterogeneity of the driving scene. Trajectron++ [1] and HEAT-R [2] encode different types of agents with different parameters but they encode the map elements by rasterized representation, which leads to inferior performance compared to vector-based methods [3]. VectorNet based approaches [3, 4, 5, 6] and SceneTransformer [7] put all agents and lanes in one single fully-connected graph and use shared parameters for information aggregation, which ignores different node types and semantic relations. LaneGCN based solutions [8, 9, 10, 11, 12] introduce a series of four graphs (LaneToAgent, LaneToLane, LaneToActor, and finally ActorToActor) according to distance heuristics and connective information of the lane. It demonstrates better performance compared to VectorNet and its extensions [3, 4], which suggests the importance of modeling heterogeneity. However, the sequential order of those different relation aggregation functions in LaneGCN is designed manually by intuition.

The aforementioned issues make LaneGCN-like models not very flexible in face of datasets with different size, which makes it hard to simply apply the modern stacking-scaling [13, 14, 15] principle to increase the capacity of the model with more layers in the industry. To this end, we propose the Heterogeneous Driving Graph Transformer, namely HDGT, where the driving scene is modeled as a heterogenous graph and with different types of nodes (agents or map elements) and the edges encode the the semantic relations between two nodes.

Specifically, we devise the aggregation and update function of the nodes and edges in a spirit from the recent success of Transformer [16]. To capture the heterogeneity, different sets of Transformer parameters are adopted for different node and edge types. Different from LaneGCN-like models, all nodes and edges are updated simultaneously. The same structure (Transformer) and simultaneous updating of HDGT make it easy to stack and scale when dealing with different data types and sizes. We conduct thorough ablation studies to demonstrate the importance of exploiting heterogeneity. We conduct experiments to verify the scalability of HDGT under different datasets with different size of models.

Besides heterogeneity, another import property of the driving scene data is the relativity, where we indicate each agent in the driving scene should process surrounding elements in its local coordinate system. If we adopt global reference, models would simply overfit the value of the absolute coordinates on the training scenes, and perform poorly on the unseen scenes. For example, to predict a vehicle’s future trajectory, the model should consider whether it would go straight or turn left or turn right, which is in relative reference instead of a global one. Hence, instead of processing the absolute coordinates, it is more reasonable to unanimously encode the relative relations among elements in a local view. Such a view shifts from other elements to the agent need be incorporated into the network explicitly. Most existing works choose a reference point [4, 7, 8] (for example, the ego agent) and then all the other elements including vehicles and lanes are in the reference point’s coordinate system. Though this way achieves relativity for the ego agent, we note that the representations of non-ego elements are not in their local coordinate systems. Consequently, as suggested in [17], to obtain the best results for multi-agent prediction, those methods have to forward multiple times with each agent as the reference agent, which brings notable additional cost. In this paper, we aim to design a model where all agents’ are processing information in their local coordinate system and they are treated symmetrically so that predictions for the entire scene could be done in a single forward.

To this end, in our proposed HDGT approach, the spatial features of nodes as well as their in-edges\(^1\) are in each node’s local, ego-centric system. As a result, the aggregation and updating of node features are done in their own reference, which captures the relative spatial state of other objects when their orientation is upfront and position is \((0, 0)\). Then, for an edge \((u \rightarrow v)\), since its feature represents \(u\)’s states in \(v\)’s coordinate system, we update it with the node feature of \(u\) (which is in \(u\)’s coordinate system) combining with the coordinate transformation information from \(u\) to \(v\). In the aforementioned two steps, we update node features in their local coordinate system and edge features back to its in-node’s coordinate system, which exploits the spatial relativity between elements and keeps all nodes and edges symmetric. Ablation studies in the experiment part will demonstrate the effectiveness of the proposed design.

Towards a practical multi-agent trajectory prediction engine for autonomous driving, the main highlights of this paper are:

- We devise an unified heterogeneous GNN for trajectory forecasting with HD-map and propose a hierarchical way of adopting Transformer to fit the heterogeneous nature of the inputs. The explicit modeling of all semantics and relations in the scene could improve the prediction accuracy by a large margin. The unified Transformer structure and simultaneous updating of all elements make it easy to stack and scale.
- Instead of choosing one reference agent, in a similar spirit with concurrent works [18, 19], we propose a symmetric way of encoding the spatial relationship between elements in the scene, which notably improves the generalization ability and enables the model to predict multiple agents’ future in one forward without performance drop.
- We examine the proposed HDGT on two challenging large-scale datasets and it achieves state-of-the-art performance on the corresponding online leaderboards. Thorough ablation studies are performed to evaluate the effectiveness of each designed component.

In particular, our extensive experimental results show that the proposed HDGT achieves new records on two challenging benchmarks, namely INTERACTION Prediction Challenge [20] and Waymo Open Motion Challenge [17]. Throughout 11/3/2021 (our final submission to INTERACTION) to

\(^{1}\text{In this paper, the heterogeneous graph we build is directional, which means the edge feature from } A \text{ to } B \text{ is different from } B \text{ to } A. \text{ We denote in-edges of } A \text{ as all the edges going into } A.\)
II. RELATED WORK

A. Heterogeneous Graph Neural Networks

1) General Heterogeneous GNNs: Graph, as a common structure, is composed of nodes and edges, where a node usually represents an entity or element and a edge represents some kind of relation between the two connected nodes. To encode the structure and information of a graph, Graph neural network (GNN) [21] is proposed, which usually contains an aggregation function and an update function. The aggregation function is applied on each node/edge to collect information from their neighbors while the update function is to generate new representations for each node/edge according to their collected information and old representations. Two most widely used models are GCN [21] and GAT [22], which adopts the Laplacian matrix of the graph and attention for aggregation and updating respectively. For graphs with different types of nodes and edges, heterogeneous graph neural network is further introduced. RGCN [23] uses GCN [21] like aggregating functions but with different parameters for different types, while HGN [24] and HetSANN [25] adopt GAT [22] like aggregation function with different parameters for different types. HetGNN [26] adopts the random walk to generate neighbors for nodes and uses distinct RNNs for different types of nodes. HGT [27] apply different Transformers for different relations on the academic graph.

2) Heterogeneous GNNs for Trajectory Prediction: In the heterogeneous graph of a driving scene, a node could either be an agent (vehicle, pedestrian, cyclist, etc) or a map element (lane, traffic light, stop sign, etc). A node usually contains some information (called node feature) such as agents’ state (position, velocity), lane’s type and the corresponding composing polyline, etc. One edge usually contains information (called edge feature) e.g., relative position between two entities or relations (Lane-LefLane, Agent-Lane, etc). Trajectron++ [1] and HEAT-R [2] encode different types of agents with different parameters of GNNs or Transformer. However, as pioneering works, they encode the map elements by rasterized images and use a CNN to extract representation vectors of maps. According to the recent progress in the trajectory prediction community, it is inefficient and leads to much inferior performance compared to vector-based methods [3]. In fact, vector-based methods have dominated leaderboards of multiple public datasets Waymo [17], nuScenes [28], Argoverse [29] and INTERACTION [20]. Different from existing works, in HDGT, we constructs one heterogeneous graph including both agents and map elements and an unified Transformer structure with type-specific parameters is adopted for the aggregation and update function of heterogeneous graph.

B. Transformer

1) General Transformers: Transformer [16], as a set function to aggregate information of elements, has show promising success in multiple fields. The two core components of Transformer is the dot-product attention and the feed-forward network. The dot-product attention mechanism computes the pair-wise relativity of two elements by dot-product and updates the representations of each element by the normalized weighted sum of other elements. Emerging from the NLP field, BERT [13] and GPT series [14], [30] demonstrate the strong scalability of Transformers when handling huge amount of data, which could benefit from large scale pretraining. Later, Transformer is also shown to be able to scale well on image data, which starts the era of Vision Transformer (ViT) [31]. Besides, in fields including speech [32], multimodal learning [33], reinforcement learning [34], and etc, Transformer also achieves SOTA performance, which exhibits its wide applicability.

2) Transformers for Trajectory Prediction: Transformers have also recently been adopted in autonomous driving, especially for trajectory prediction. However, their map elements are separately encoded thorough rasterized representation by a CNN, which loses parts of heterogeneity. VectorNet encoder [3] adopts attention mechanism on a fully connected graph with agents and map elements and SceneTransformer [7] additionally apply attention on the temporal axis. IDE-Net [35] explicitly extracts the interaction between agents by Transformer. However, the above works basically update representations of all agents and map elements with the same set of sharing parameters, ignoring the heterogeneity of nodes and relations. In our HDGT, instead of building a fully connected graph and sharing parameters for all nodes, we connect nodes by their semantic relation and conduct aggregation and updating of node and edge embeddings with type-specific parameters. Additionally, all nodes are processing information in their local coordinate systems. Experiments show that HDGT outperforms VectorNet/DenseTNT [5] and SceneTransformer [7] by a notable margin.

C. Trajectory Prediction for Autonomous Driving

1) Scene Encoder for Trajectory Prediction: Pioneering methods for trajectory prediction focus on the interaction among agents (called Social Force [36]) and do not take the HD-Map into consideration. Social LSTM [37] combines LSTM with social pooling. Social GAN [38] computes relative positions between the ego and all other people, rather than only considering people inside the grid as did in Social pooling. The authors in [39] consider the edge relations to better capture the interaction. The work [39] designs a GNN for agents detected from raw sensor data to capture their interactions. Trajectron [40] proposes a graph-structured encoder for the ease of predicting distributions of multi-agent trajectory. ST-GCN [41] adopts GCN on both spatial and temporal dimension.

However, in the driving scene, the movement of agents is not solely influenced by other agents. The map elements including lanes, traffic lights, and stop signs could all have significant influence on agents’ future trajectories. Thus, it is necessary to take the map into consideration in a prediction model. Since the HD-map data is highly unstructured (polylines and their types), for deep learning based methods, one popular choice is to use the rasterized images to represent the scene [42], [43], [44].

---

2Source code and trained models are publicly available at: https://github.com/OpenPerceptionX/HDGT.
[45], [46], [47]. Specifically, they project map elements into a top-down view image according to the 2D coordinates; different types of elements may be painted in different channels. In this way, the convolutional neural network (CNN) could directly applied on the rasterized image to extract the map information. As for the encoder for agents, one choice is to apply RNN and GNN similar to pioneering works and then combine it with the rasterized representation of map. Following this branch, Trajectron++ [1] improves Trajectron with the rasterized HD-Map and heterogeneous agents type. [2] builds an agent-only heterogeneous graph neural network whose edges including the relative information. [48] designs a memory network to store the scene knowledge. [49] uses multiple sensors’ data for trajectory prediction. Different from the aforementioned works, [50] adopts the rasterization for agents as well and further formulates the output on the rasterized images. With the blossom of CNN structure in vision, this raster-based methods could outperform those without map information.

Nevertheless, as demonstrated in [3], the raster-based methods lose too much information during painting and are inefficient to generate good representation, since the road elements are sparse in image space. Besides, it is difficult for CNN to capture global information due to its limited effective perception field issue [51]. Most recently, encoding the map in a vector-based spirit [3], [8] has proven great performance in multiple competitions including Waymo [17], nuScenes [28], Argoverse [29] and INTERACTION [20]. Works in this branch typically employ 1D CNN or LSTM [52] to process the temporal data, adopt the PointNet [53] to process polylines, and use graph neural network (GNN) to handle the relation among all agents and elements. VectorNet [3] uses sub-graph for lane and agent encoding and a fully connected global network to capture their relations. SceneTransformer [7] proposes a factorized spatial-temporal network which applies Transformer on the fully-connected spatial/temporal graph alternatively. LaneGCN [8] introduces a series of four different information aggregations modules for the driving scene. TPCN [54] treats all coordinate data as point clouds and achieves comparable performance with SOTA works.

2) Output Decoder for Trajectory Prediction: Besides those works focusing on extracting high-quality representations of the scene (i.e., the encoder part), there are also works explore the output formulation and training paradigm for the trajectory prediction, i.e., the decoder part. Social LSTM [37] assumes an independent bivariate Gaussian distribution for the future position of each time-step of each agent. Social GAN [38] further introduces GAN to improve the diversity of prediction. Trajectron [40] combines recurrent sequence modeling and variational deep generative modeling. Trajectron++ [1] additionally discusses the paradigm of future-conditional predictions. Prank [55] produces the conditional distribution of agent’s trajectories plausible in the given scene. [56] aims to model the joint distribution over future trajectories via an implicit latent variable model with GNN for agents only. TNT [4] introduces goal-based predictions for diversity and DenseTNT [5] further designs dense goal sets and a corresponding optimization pipeline to further improve its performance. LaneRCNN [9] proposes local LaneROI and based on it goal-based prediction is used. [10] proposes to predict multi-modal future conditioned on lane connecting topology. [12] proposes the graph-based heatmap output paradigm to optimize the missing rate while [11] designs a hierarchical heatmap paradigm and a learnable trajectory recombination method for joint multi-agent trajectory prediction. DCMS [57] introduces dual consistency and multi-pseudo-target supervision for training. [58] conducts refinements with temporal priors.

In this work, we focus on the encoder part, which aims to extract the massive diverse information from the scene comprehensively. Comparing to the existing works, we are the first to comprehensively model all node types and all semantic and geometric relations into one single heterogeneous graph and update the node and edge features in a unanymous and parallel way but with distinct parameters for different node or edge types. Additionally, we propose to process all nodes in their own local coordinate system, which enhances the generalization ability of the model and enables the single-forward multi-agent prediction feasible. Notably, concurrent works Multipath++ [18] has similar designs where all the features in each agent’s local coordinate system. HiVT [19] proposes to process the scene in a hierarchical way with a local part and a global interaction module by Transformer. With similar ideas of the local coordinate system, they both achieve new records on the public leaderboards, which demonstrates importance of relativity as mentioned in Section I.

III. METHODOLOGY

A. Problem Formulation and Approach Overview

We introduce our method. The input of the trajectory prediction includes two parts: agents’ history states and map elements. Agents’ history states is composed of past L time-steps in a certain frequency (for example, 10 Hz) where at each time-step agents’ coordinate, velocity, heading, etc are provided. Besides, the size of bounding box (width, length, height) and the type (pedestrian, cyclist, vehicle) of agents are given as well. Map elements are surrounding objects and signs which reflect traffic rules and thus have nonnegligible influence on agents’ future movements. The commonly given map elements include: lane, road line, crosswalk, stop sign, traffic light, speed bump, curb, etc. Each map element contains a polyline or a polygon to indicate its physical position as well as other information: for traffic lights, their state (green, yellow, red) at each time-step are given; for traffic lights and stop signs, the lanes which they have influence on are marked; for lanes, their predecessors, successors, and neighbors are given.

The goal of the trajectory prediction task is to predict the future trajectories of agents in the next T time-steps. To better capture the uncertainty of predicting future, multiple different predictions together with confidence scores are allowed for each agent.

The pipeline of HDGT is shown in Fig. 2, which involves:

- Section III-B describes how we construct the heterogeneous graph of the driving scene based on the raw input.

3Specifically, Multipath++ [18]’s preprint was initially uploaded to Arxiv on 29/11/2021. While we submitted our results to INTERACTION Leaderboard on 03/11/2021 as recorded on the INTERACTION Leaderboard.
The pipeline of HDGT. We first construct heterogeneous driving scene graph according to agents’ and map elements’ types and relations. Then, we initialize the node and edge feature of the heterogeneous graph by relative spatial encoding. Next, we update the node and edge features by the Heterogeneous Driving Graph Transformer Layer. The updating is conducted $K$ times by $K$ layers. Finally, we take the target agent nodes’ feature at the last layer and feed them the regression and classification MLP to obtain the multi-modal trajectory prediction with confidence scores.

- Section III-C gives how we transform the node and edge feature into local reference system.
- Section III-D describes how Transformer structure is adopted to aggregate and update the node and edge features.
- Section III-E describes the heads and loss used to do the prediction based on the extracted agent node features.

### B. Construction of the Heterogeneous Graph

**Preliminary:** In this work, we represent each driving scene with multiple agents and map elements as one directed heterogeneous graph. A directed graph is represented as $G = (V, E)$, where $V$ denotes the set of nodes and $E$ denotes the set of edges. A heterogeneous graph has a node type mapping function of $\tau(v) : V \rightarrow \text{Type}_v$, and an edge type mapping function of $\phi(e) : E \rightarrow \text{Type}_e$, where $\text{Type}_v$ and $\text{Type}_e$ denote the set of node and edge type respectively. In HDGT, the type of an edge $e : u \rightarrow v$ is determined by the type of source node $u$ and destination node $v$ and their relations. When building the heterogeneous graph, all possible combinations of semantics relations are considered.

For an agent node, instead of connecting it to all the other counterparts like VectorNet [3], LaneGCN [8] constrains each node only connecting to those whose distance is smaller than a threshold. However, in some scenarios, vehicles traversed a long way in the prediction horizon. For example, in Waymo Open Motion, some vehicles move more than 300 meters in the 8 seconds prediction horizon. It is computationally expensive and unnecessary to set a fixed large threshold for all agents. For example, for pedestrians, vehicles very far away would not influence their future behaviors.

For all agents’ node, we calculate their distance with others by their position at the final observed time-step; for all nodes with the polyline shape, we calculate by the middle point of the polyline; for all nodes with a polygon shape, we calculate by their geometric centre. Thus, similar to [9], for each agent, we set the distance threshold flexible to be its speed times the prediction horizon with a type-specific buffer value.

For a lane or traffic signs node, we inversely connect them to the agent nodes according to the threshold mentioned in the paragraph above. Besides, for lane nodes, we connect them with their surrounding lane nodes and there are four types - left, right, entry, and exit. Additionally, since the length of each lane could vary a lot, we divide those lanes whose length is larger than a threshold into short ones with similar length so that all lane nodes have similar inputs. We give the pseudo code for the construction of the driving scene heterogeneous graph in Algorithm 1.

Accordingly, the node types include agents, lanes, and traffic signs (stop signs, road lines, cross walks). The edge types include Agent-Lane, Agent-TrafficSign, Lane-Agent, Lane-NextLane, Lane-PreviousLane, Lane-LeftLane, Lane-RightLane, and TrafficSign-Agent.

### C. Relative Spatial Relation Encoding

After constructing the heterogeneous graph of the driving scene, we need to initialize the feature embedding of all nodes and edges.

As mentioned in Section I, it is undesirable to directly feed raw data to the neural network since the raw spatial data are usually in a global coordinate system defined by datasets. Considering the same set of spatial relations could be represented differently by the coordinate system with different origins and orientations, the spatial data should be normalized into a canonical form. Otherwise, non-normalized inputs would inappropriately force the network to overfit the absolute value of training data and thus unfavorably cause poor generalization. To normalize the data, one popular choice is to select one agent as a global reference [3], [8]. Though this way achieves relativity for the ego agent, we note that the representations of non-ego elements are not in their local coordinate systems. For example, assume there are three vehicles in the scene. If we choose vehicle 1’s current coordinate as the origin and heading as the positive $y$-axis, then in vehicle 1’s view, all vehicles moves relative to its current state. However, in vehicle 2 and vehicle 3’s view, they observe...
other vehicle’s moving in a biased coordinate system which is un-normalized and could lead to worse generalization ability. Consequently, as suggested in [17], to obtain the best results for multi-agent prediction, those methods have to forward multiple times with each agent as the reference agent, which brings notable additional cost. Thus, we should design a model where agents are processing information in their local coordinate system. However, they are still unstructured, i.e., they could be a sequence of history states for agents, a polyline or a polygon. For the ease of efficient parallel operations in the graph neural network, we transform them into single vectors with the same length first. Following the common practice in [3], [8]: for all agent nodes, we adopt a shared 1D-CNN on each of their history trajectory points, and finally pooling to obtain a single vector representation. For all map element nodes, we adopt a simplified version of PointNet. Specifically, for a set of points from either a polyline or a polygon, a PointNet layer is composed of a shared MLP and finally pooling to obtain a single vector representation.

Fig. 3. Process of the Relative Spatial Relation Encoding which encodes both node and edge features in their own local reference system. (a) Spatial information encoding of the node, where we transform all nodes in their ego-centric coordinate system. (b) To transform node feature into a single compact vector instead of one trajectory/polyline/polygon, we adopt 1D CNN or PointNet. (c) Transform source node’s representation vector into target node’s in-edge feature by concatenating with the delta between two coordinate systems and feeding them into an MLP.

as its heading at the final observed time-step, which means each agents’ history trajectory and velocity are relative to its current state. During training, for labels - future trajectories of agent, we conduct the transformation as well so that the regression target are relative as well. For map elements composed of a polyline, we select the middle point’s position as (x_{ref}^v, y_{ref}^v) and the direction of the vector from its start point to its end point as θ_{ref}^v. For map elements composed of a polygon, we set (x_{ref}^v, y_{ref}^v) as the geometric centre of the polygon and θ_{ref}^v as the direction of the longest edge of the polygon. In this way, all the map elements are represented in a canonical form. Fig. 3(a) illustrates how we transform all node features in their local reference system.

Until now, all node features are in their ego-centric coordinate system. However, they are still unstructured, i.e., they could be a sequence of history states for agents, a polyline or a polygon. For the ease of efficient parallel operations in the graph neural network, we transform them into single vectors with the same length first. Following the common practice in [3], [8]: for all agent nodes, we adopt a shared 1D-CNN on each of their features to encode their temporal dynamics. The 1D CNN is composed of a series of 1D convolution layers, downsampling and finally pooling to obtain a single vector representation. For all map element nodes, we adopt a simplified version of PointNet. Specifically, for a set of points from either a polyline or a polygon, a PointNet layer is composed of a shared MLP for each point, an max-pooling operation over all points to obtain the overall representation, and finally concatenating the pooled vector with the vector after MLP. By stacking several layers of PointNet (here we set 3 layers) and finally adopting a

Algorithm 1: Construct Heterogeneous Graph for Driving Scene Encoding.

**Input:** N_a agents’ position, N_l lanes’ positions and their connective topology, N_s traffic signs positions

**Output:** Node set V, adjacency matrix A ∈ R |V|×|V|

1 begin
2 Divide lanes with length larger than threshold l_{lane} into |length|_max pieces.
3 Node set V ← Agents ∪ Lanes ∪ Traffic Signs
4 Initialize Adjacency Matrix A ∈ R |V|×|V| with zeros.
5 for i = 1, 2, · · · , N_a do
6    Retrieve agent node v_{a,i}’s position pos_{a,i},
distance threshold ε_{a,i}, and index idx_{a,i} in V
7    for j = 1, 2, · · · , |V| do
8        Retrieve node v_j’s position pos_j,
9        if distance(pos_{a,i}, pos_j) < ε_{a,i} then
10           A[idx_{a,i}, j] ← Relation(Agent-Type(j));
11           A[j, idx_{a,i}] ← Relation(Type(j)-Agent);
12    for i = 1, 2, · · · , N_l do
13        Retrieve lane node v_{l,i}’s connective topology
14        Connected and index idx_{l,i} in V
15        for Lane node v_{l,j} ∈ Connected(v_{l,i}) do
16            Retrieve v_{l,j}’s connective relation with v_{l,i} -
17            C R and index idx_{l,j} in V;
18            A[idx_{l,i}, idx_{l,j}] ← Relation(Lane-CR);
19 return V, A;
max-pooling operation, the geometry information of a polyline or a polygon is encoded in a single vector. Fig. 3(b) shows the process that we encode node features in their ego-centric view by 1D CNN or PointNet. Additionally, sub-type information such as type of lanes (single, double, etc) and road lines (broken, solid-broken, solid-broken), we adopt learnable embeddings for them and then concatenate them with the geometry feature obtained from 1D CNN or PointNet. We denote the initial node feature set as \( \{v^0\} \) for all nodes \( v \) in \( \mathcal{V} \).

For edges in the directed graph, we initialize their feature embeddings in their target nodes’ coordinate system. Formally, for an edge \( u \rightarrow v \), we refer \( u \) as its origin node and \( v \) as its target node. The edge feature represents node \( u \)'s information in the view of node \( v \). For example, one edge feature \( e_{u \rightarrow v} \) might represent a lane \( u \) in the left in agent \( v \)'s view. Recall that we already have the representation vector of \( u \), as shown in Fig. 3(b). However, the vector of node \( u \rightarrow u^0 \), is in \( u \)'s local coordinate system instead of \( v \)'s. Thus, we need to transform \( u \rightarrow u^0 \) into the local coordinate system of \( v \). Denote the reference of node \( u \) and \( v \) as \((x_u^\text{ref}, y_u, \theta_u^\text{ref})\) and \((x_v^\text{ref}, y_v, \theta_v^\text{ref})\) respectively. To transform coordinate from \( u \) to \( v \)'s coordinate system, the required information is \((x_u^\text{ref} - x_v^\text{ref}, y_u - y_v^\text{ref}, \cos(\theta_u^\text{ref} - \theta_v^\text{ref}), \sin(\theta_u^\text{ref} - \theta_v^\text{ref}))\), denoted as \( \Delta \text{Pose}_{u \rightarrow v} \). For simplicity, we adopt MLP to obtain the initial edge feature \( e^0_{u \rightarrow v} \) by:

\[
e^0_{u \rightarrow v} = \text{MLP}_{\tau(u)} \left( \text{concat} \left[ u^0, \Delta \text{Pose}_{u \rightarrow v} \right] \right) \tag{1}
\]

where \( \tau(u) \) means that the MLP used for the transformation depends on the type of source node \( u \) considering the fact that different node types (agent, lane, traffic sign) have different geometry characteristics in their node features. In this way, we provide in-edge features of \( v \) with information related to \( v \)'s coordinate system and this operation is symmetric for all nodes. We denote this MLP as ViewShift Unit as demonstrated in Fig. 3(c).

In a nutshell, by the relative spatial relation encoding procedure mentioned in this section, we decouple the spatial encoding process into two parts: First, the motion/geometry characteristics of a single object – node feature encoding Second, the spatial relation between two objects – edge feature encoding. As a result, the inputs for the neural network are all in the ego-centric coordinate system, which satisfies the i.i.d input assumption and is less prone to overfitting absolute coordinate value. To be more specific, assume two vehicles in the same scene have exactly the same patterns. One vehicle moves from (0, 0) to (5, 5) and the other moves from (100, 100) to (105, 105). Choosing any vehicle as the reference would cause the encoder having to deal with inputs at different scales while the encoder still needs to output similar features since they share the same patterns. In the proposed way, the node features are exactly the same while the in-edge features contain the relative relation. We could observe the symmetry within both node features and edge features, which is beneficial for the model’s generalization ability since the same type of inputs share parameters.

D. Heterogeneous Driving Graph Transformer Layer

After building the heterogeneous driving graph and initialize node and edge features with relative spatial encoding, the next step is to conduct information exchange among nodes and edges and update their corresponding features. In this way, the complex relations among agents and map elements could be encoded so that we could feed the predicted agents’ node feature to the decoder head to generate their future multi-mode trajectories.

1) Preliminaries: Transformer: Transformer [61] is a permutation-invariant set function which can fuse the information among a set in pair-wise way by dot-product attention. It mainly consists of two parts: the multi-head attention module to fuse information from others and the feed-forward module to update information of themselves. Formally, suppose we have a set of \( m \) features with dimension \( h \): \( Z = \{z_i | i = 1, 2, \ldots, m\} \in \mathbb{R}^{m \times h} \). In the attention mechanism, three linear transformations \( \mathbf{W}_q \in \mathbb{R}^{h \times h}, \mathbf{W}_k \in \mathbb{R}^{h \times h}, \mathbf{W}_v \in \mathbb{R}^{h \times h}, h_q = h_k \) are conducted to generate the three vectors for each element in the set, called query (Q), Key (K), Value (V):

\[
Q, K, V = \mathbf{W}_qZ, \mathbf{W}_kZ, \mathbf{W}_vZ. \tag{2}
\]

Then, a dot-product operation followed by a Softmax operation is conducted between \( Q \) and \( K \) to generate pair-wise importance weights \( \mathbf{A} \in \mathbb{R}^{m \times m} \) which is called attention matrix:

\[
\mathbf{A} = \text{Softmax} \left( \frac{QK^\top}{\sqrt{h_q}} \right) \tag{3}
\]

Thus, we define the attention function as \( Z' = \text{Attn}(z) \). The multi-head attention (MHA) extends the attention by applying multiple attention on the same set of inputs under different parameters (called different heads) in parallel and then applying a linear transformation, namely \( \mathbf{W}_o \in \mathbb{R}^{n_h \times h} \), where \( n_h \) is the number of heads, to integrate the heads:

\[
Z'' = \text{MHA}(Z) = [\text{Attn}_1(Z), \ldots, \text{Attn}_{n_h}(Z)]\mathbf{W}_o \tag{5}
\]

The feed-forward module is a 2-layer MLP with activation \( \delta(\cdot) \):

\[
Z''' = \text{FFN}(Z'') = \delta(\delta(\mathbf{W}_1Z + b_1)\mathbf{W}_2 + b_2) \tag{6}
\]

The \( Z''' \) is the output of one Transformer layer and it usually shares exactly the same hidden dimension with \( Z \) for the ease of adding residual connection. Note that within MHA and FFA, residual connections [59] and layer norm (LN) [60] are applied for the stability of training:

\[
\begin{align*}
Z'' &= \text{MHA}(\text{LN}(Z)) + Z \\
Z''' &= \text{FFN}(\text{LN}(Z'')) + Z''
\end{align*} \tag{7}
\]

Graph Neural Network (GNN): in HDGT, the information exchange and feature updating are fulfilled by GNN. We give the definition of the aggregation function and update function [61].

Definition 3.1. Aggregation Function: An aggregation function \( \rho \) is a map which takes a set as input, and reduces it to a
single element which represents the aggregated information. The aggregation functions must be invariant to permutations of their inputs, and should take variable numbers of arguments (e.g., element-wise summation, mean, maximum, etc).

**Definition 3.2. Update Function:** An update function $\phi$ is a map conducted on all elements in the same set (for example, all agent nodes is a set while all lane nodes is another set) and serves as an integration of information from ego and neighbors.

In HDGT, for the heterogeneous graph, there are two types of aggregation function and two types of update function: $\rho^V$ is applied on nodes and aggregates features from each node’s in-edges; $\rho^E$ is applied on edges and aggregates features from each edge’s source node. $\phi^V$ and $\phi^E$ update node and edge features respectively based on aggregated information and their current features.

In the following sections, we introduce how we adopt Transformer as the aggregation and update function of GNN in the spirit of heterogeneity and relativity. In HDGT, there are $K$ layers of GNN, which means the node and edge updating mentioned below are conducted $K$ times to extract the high-order relation among agents and map elements.

2) Node Aggregation and Update: For the aggregation function of nodes $\rho^V$, we adopt the multi-head attention (MHA) of Transformer to collect information from each node’s in-edges which is their own ego-centric coordinate system. However, Transformer is initially designed for language data, which assumes all elements are homogeneous - words. This assumption does not hold true for the driving scene data since in-edges could be agents (dynamic states) or lanes (connective topology) or traffic signs (traffic rules). Therefore, it is unreasonable to let all in-edges share the same set of parameters for the aggregation function. Additionally, since an agent node’s neighbor is decided by its speed as well as a buffer value, we find that some agent nodes may have thousands of in-edges. Consequently, due to the sparse nature of the attention mechanism, it is difficult to aggregate information from rare but significant nodes (for example, crosswalk) and thus leads to degenerated performance.

To alleviate the aforementioned issues, we propose a hierarchical manner to adopt Transformer by first processing different types of semantic relations separately by attention and then integrating information from different types with an MLP. For the aggregation function of in-edges shares a set of parameters of MHA and does cross-attention by letting the node features as $Q$ and the in-edge features as $K$ and $V$. As a result, there would be a set of attended features - $\phi^V$ and $\phi^E$ update node and edge features respectively based on aggregated information and their current features.

For all types of relations, we conduct MHA with different parameters in the aforementioned way, which outputs a set of aggregated features $\{v_j^{k-1,\eta} \in \mathbb{R}^h | j = 1, \ldots, n_r \}$ where $n_r$ is the number of possible in-edge types for $v$’s node type. To integrate them, an MLP layer is adopted to obtain the final aggregated node feature $v^{k-1,\eta}$ as:

$$v^{k-1,\eta} = \text{MLP} \left( \text{concat} \left( \{v_j^{k-1,\eta} | j = 1, \ldots, n_r \} \right) \right)$$

(9)

Here, the operation of the aggregation function $\rho^V$ is finished. As for the update function of nodes $\phi^V$, we adopt FFN to update all node features. Considering the heterogeneous nature of nodes, we adopt different parameters for different types of nodes:

$$v^{k+1} = \text{FFN}_{\text{Type(v)}}(v^{k-1,\eta})$$

(10)

where $v^{k+1}$ is the updated features of node $v$. Note that for the clarity of the expression, we do not write the residual connection and layer norm layers in the equations above while we do adopt them following [16].

3) Edge Aggregation and Update: Recall that edge feature $e_{u \rightarrow v}$ represents element $u$’s representation in element $v$’s local view. Thus, to update $e_{u \rightarrow v}$, we need to combine node $u$’s feature and transform it to node $v$’s view.

Formally, assume at layer $k$ we have $v^{k-1}$, $v^{k-1}$, and $e^{k-1}_{u \rightarrow v}$ which represents the node feature of $u$ and $v$ and their edge feature on last layer respectively. Note that for layer 1, we use the features initialized by relative spatial relation encoding in Section III-C.

For the aggregation function of edge $\rho^E$, we retrieve node $u$’s feature $v^{k-1}$ and the transform between node $u$ and $v$’s coordinate system $\Delta \text{Pose}_{u \rightarrow v}$ as defined in Section III-C.

For the update function of edge $\phi^E$, we concatenate the aggregated information $u^{k-1}$ and $\Delta \text{Pose}_{u \rightarrow v}$ with its previous feature $e^{k-1}_{u \rightarrow v}$ and feed them into an MLP to obtain the updated edge feature $e^{k}_{u \rightarrow v}$. Again, for different edge types, we adopt different MLPs hence the heterogeneity is ensured:

$$e^{k}_{u \rightarrow v} = \text{MLP}_{\text{Type(u \rightarrow v)}} \left( \text{concat} \left[ u^{k-1}, \Delta \text{Pose}_{u \rightarrow v}, e^{k-1}_{u \rightarrow v} \right] \right)$$

(11)

Similarly, we adopt the residual connection and layer norm in the update function as well and we do not write it for brevity.

In summary, after conduct the aforementioned operations for all nodes and edges for once, higher order of relation information with semantics could be extracted. Note that all aggregation functions and update functions are similar to the ones used in Transformer [16], which enables the model to exploit the
scalability by simply stacking layers while the modification for heterogeneity and relativity injects the task-specific prior into the structure. In Fig. 2, Heterogeneous Driving Graph Transformer Layer part gives a visualization about how we conduct node and edge feature updating at each layer.

E. Output Head and Training Objective

For the output head, we adopt the commonly used regression-MLP plus classification-MLP combination. It falls in the formulation of the MTP loss [46]. Different from the original one used in [46] which selects the winner trajectory by a distance function that considers an angle between the last points of the two trajectories as seen from the actor position, we follow the recent practice in [3], [8] and adopt the average Euclidean distance as the selection criterion for the winner. Specifically, for each target agent, we use the node feature at HDGT’s last layer as its hidden representation. An MLP module is used for regression; it outputs a tensor of size $N \times K \times T \times 2$, where $N$ is the number of target agents, $K$ is the number of required mode, $T$ is the prediction length, and 2 corresponds to the dimension size of $(x, y)$. Another MLP is used to generate the confidence of each mode used to compute the confidence of each mode for each agent - a tensor of size $N \times K$. For different types of agents (vehicles/pedestrians/cyclists), different parameters for the heads two are used to capture the diverse moving behaviors. Denote an agent’s outputs as:

$$O_{\text{reg}} = \{ (\mathbf{p}_1^k, \mathbf{p}_2^k, \cdots, \mathbf{p}_T^k) \}_{k \in [1, K]},$$

(12)

$$O_{\text{cls}} = \{ c^k \}_{k \in [1, K]},$$

(13)

where $\mathbf{p}_t^k = (x_t^k, y_t^k)$ is the predicted coordinate of this agent at time step $t$ in the $k$th mode, and $c_k$ is the confidence.

As for the training objective, for each agent, we only back-propagate loss for the regression head with the lowest regression loss to avoid mode collapse and encourage diversity. For the classification head, we use the cross-entropy loss. The mode with the lowest regression loss is set as the positive sample, and the rest modes are set as negative samples consequently.

Mathematically, for the $n$th agent, we find the index $k_n$ of predicted mode with lowest regression loss:

$$k_n = \argmin_{k \in [1, K]} \frac{1}{2T} \sum_{t=1}^T \left[ d \left( x_{n,t}^k, x_{n,t}^* \right) + d \left( y_{n,t}^k, y_{n,t}^* \right) \right],$$

(14)

where $x_{n,t}^*, y_{n,t}^*$ is the ground truth coordinate at time step $t$ of the $n$th agent, and we adopt the widely used smooth L1 loss as [62]:

$$d(x_1, x_2) = \begin{cases} 0.5(x_1 - x_2)^2 & \text{if } ||x_1 - x_2||_1 < 1, \\ ||x_1 - x_2||_1 - 0.5 & \text{otherwise}. \end{cases}$$

(15)

The final training objective can be calculated as:

$$\mathcal{L} = \lambda \mathcal{L}_{\text{cls}} + \mathcal{L}_{\text{reg}}$$

$$= \lambda \frac{1}{N} \sum_{n=1}^N \text{CrossEntropy} \left( \{ c^k \}_n, I(k_n) \right)$$

$$+ \frac{1}{2NT} \sum_{n=1}^N \sum_{t=1}^T \left[ d \left( x_{n,t}^k, x_{n,t}^* \right) + d \left( y_{n,t}^k, y_{n,t}^* \right) \right],$$

(16)

where $I(k_n)$ is an one-hot vector of length $K$ whose $k_n$th entry is 1 and $\lambda$ is the hyperparameter set to be 0.1 throughout the paper.

IV. EXPERIMENTS

We depict the experimental results in details. Section IV-A describes the datasets, metrics and the implementation details; Compared with the peer methods in Section IV-B, the numerical analysis is provided in Section IV-C where state-of-the-art works are compared. Ablation studies are given in Section IV-D with more detailed study and comparison of different Relative Encoding Strategies in Section IV-E and Heterogeneous Graph Design in Section IV-F. Section IV-G investigates the model capacity of HDGT. The qualitative visualization is presented subsequently in Section IV-H to give the audience a glimpse of what the model learns in various complicated scenarios.

A. Protocols

1) Metrics: Similar to [3], [8], we use minADE, minFDE, and mAP as the validation metric. Note that different benchmarks have slightly different definitions of the aforementioned metrics. Some other metrics such as minJointADE (minSADE), minJointFDE (minSFDE), SMR [20], [56], and mAP [17] are also used. Therefore, we use the following metrics in the validation set and report the leaderboard results in spirit of the official metrics respectively.

Formally, denote the multi-mode prediction of the model as $O = \{ (\mathbf{p}_1^k, \mathbf{p}_2^k, \cdots, \mathbf{p}_T^k) \}_{k \in [1, K]}$ where $\mathbf{p}_t^k = (x_t^k, y_t^k)$ is the predicted coordinate of the agent at time step $t$ in the $k$th mode. Denote the ground-truth trajectory of the agent as $O^* = (\mathbf{p}_1^*, \mathbf{p}_2^*, \cdots, \mathbf{p}_T^*)$.

1) minADE (Minimum Average Displacement Error): the minimum value of the euclidean distance between the prediction and ground truth averaged by the prediction length $T$, for $K$ required predictions. It measures how good the predictions are in an average spirit under the euclidean space. The detailed calculation is:

$$\text{minADE} = \min_{k=1, \cdots, K} \frac{1}{T} \sum_{t=1}^T ||\mathbf{p}_t^k - \mathbf{p}_t^*||_2$$

(17)

2) minFDE (Minimum Final Displacement Error): similar to minADE, despite that it only calculates the error at the final time-step $T$. It focuses more on the accuracy of the predicted goal point, which emphasizes on the importance of predicting agents’ intentions. The detailed calculation is:

$$\text{minFDE} = \min_{k=1, \cdots, K} ||\mathbf{p}_T^k - \mathbf{p}_T^*||_2$$

(18)

3) MR (Missing Rate): the ratio of whether the euclidean distance between the prediction and ground truth at the final time-step $T$ for all $K$ predictions is larger than
2 m. Different from Euclid-based metrics like minADE and minFDE, it only requires the model to predict the coarse-grained intention. If any one of the predicted mode falls in the neighborhood of the ground-truth final point, it is counted as a hit (a 0 for the miss rate). The detailed calculation is:

\[
MR = \begin{cases} 
0, & \exists k \in \{1, \ldots, K\}, \|p_T^k - p_T\|_2 \leq 2 \\
1, & \text{Otherwise}
\end{cases}
\]

(19)

Note that all three aforementioned metrics is averaged over all target agents.

2) Datasets: We use two popular and large-scale datasets for evaluation.

1) INTERACTION Dataset: It consists of various highly interactive driving situations, including highway ramps, roundabouts, and intersections, recorded using drones or fixed cameras worldwide [20]. We use its most recent 1.2 version which provides the official train/val/test split and the labels of test set are held out for the online competition. In this dataset, target agents are only vehicles, which has 40 K tracks in total. The input data is 1 s history in 10 Hz and the required output is 3 seconds future in 10 Hz. At most 6 modes are allowed. Note that there are four tracks in the INTERACTION challenges with different data and settings. We adopt their settings by: for the two conditional tracks which additionally give the future trajectory of the ego agent, we ignore the additional information for the consistency with other datasets and experiments. For the two joint tracks which require joint multi-agent prediction, we let all predictions with the same index as one modality.

2) Waymo Open Motion Dataset: It provides a large scale dataset with annotations for objects with interacting behaviors over a wide range of road geometries [17] over a diverse set of locations, with 1750 km unique roadways. It contains 7.64M agent tracks in total. We use its most recent 1.2 version with road connection information. It also provides the official train/val/test split and has an online leaderboard for test set. The target agents are divided into 3 types: vehicles, pedestrians, cyclists. The input is 1.1 seconds history in 10 Hz and required output is 8 seconds future in 2 Hz. At most 6 modes are allowed. They provide up to 8 objects to predict in each scene, where their selection of target is biased to require objects that do not follow a constant velocity model or straight paths. We follow the official train/val/test split of the datasets above and report the test set results on the online leaderboards.

3) Implementation Details: The model is implemented by Pytorch and DGL. We use a hidden dimension of size 128. We use three Heterogeneous Driving Graph Transformer Layers on INTERACTION, similar to the number of GNN layers in [6], [63]. On Waymo Open Motion, we have six Heterogeneous Driving Graph Transformer Layers (12.1 Million parameters) containing the same magnitude of parameters with [7] (15.3 Million parameters). Following the popular recipe for Transformer-based model, we use the AdamW optimizer with initial learning rate 5e-4, wight decay 1e-4, and batch size of 64. For both datasets, the number of training epochs is 30 with 1 epoch warmup and linearly decay to 0. The type-specific agent distance buffer hyper-parameter is: vehicle - 30 meters, pedestrian - 10 meters, cyclist - 20 meters, which is set empirically. For those agents with missed time-step (marked with empty), we interpolate the trajectory if it is in the observed horizon and mask its regression loss if it is in the future horizon. Different from the original Transformer [16], we do not set dropout since it slows down the converge speed with no explicit performance gain. As for the data augmentation, agent drop is adopted [7], which randomly drop 10\% agents of a scene during training. For ResNet-like 1D CNN, similar to [8], we have three stages with each stage have two blocks. Different from [8], we do not adopt an additional FPN as we observe no performance gain. We use two layers of PointNet for polylines and polygons, similar to [3]. All experiments are conducted on NVIDIA Tesla V100.

B. Compared Baselines

We briefly introduce the methods we compare with on the public leaderboard of INTERACTION and Waymo Motion.

- **DenseTNT** [5] adopts VectorNet [3] as the encoder which models the scene as a homogeneous fully connected graph and proposes an optimization-based technique to select the best goal point from a predicted dense candidate set. Compared to direct decode trajectory, their approach could generate more diverse modes and thus have better MR.

- **MultiModalTransformer** [6] builds two fully connected graph (AgentAgent and AgentMap) and adopts the Transformer to encode the two graphs. The decoder is classification plus regression MLP (same with ours).

- **GOHOME** [12] encodes the scene with a LaneGCN [8]-like, which builds a series of four graphs (LaneToAgent, LaneToLane, LaneToActor, and finally ActorToActor) and extracts information with GCN [21]. Based on the graphs, they generate heatmap outputs representing the future position probability distribution of agents. Similar to DenseTNT, they could generate more diverse multi-modal predictions by an additional optimization step.

- **ReCoG2** [63] builds a heterogeneous graph contains two types of nodes: vehicles and lanes, which is first encoded by RNN and CNN respectively. Then, they adopt GCN [21] for the graph and uses a RNN as decoder. Compared to HDGT, their map is encoded in the rasterized way and the GCN they used did not consider the heterogeneity of nodes.

- **THOMAS** [12]: extends GOHOME in a hierarchical way of heatmap generation for fine-grained prediction and an attention-based decoder for consistent multi-agent prediction.

- **SimpleCNNOnRaster** [64] and **ReCoAt** [65] adopt CNN on rasterized images to encode map while [64] adopts rasterization for agents as well and [65] adopts RNN for agents. Their decoders are both classification plus regression MLP.
Table I: Results on the INTERACTION Leaderboard, Test Set

| Method                  | minADE↓ | minFDE↓ | MR↓          |
|-------------------------|---------|---------|--------------|
| DenseTNT [5]            | 0.4342  | 0.7052  | 0.0596       |
| MultiModalTransformer [6]| 0.2130  | 0.5111  | 0.0511       |
| GOHOME [12]             | 0.2005  | 0.5982  | 0.0491       |
| **HDGT (Ours)**         | 0.1676  | 0.4776  | **0.0586**   |

(a) Single Agent Track

Table II: Results on Waymo Motion Leaderboard, Test Set

| Method                  | minADE↓ | minFDE↓ | MR↓ | mAP↑ |
|-------------------------|---------|---------|-----|------|
| SimpleCNNOnRaster [65]  | 0.7400  | 1.4936  | 0.2097 | 0.2136 |
| ReCoAt [66]             | 0.7703  | 1.6668  | 0.2437 | 0.2711 |
| DenseTNT [5]            | 1.0387  | 1.5514  | 0.1573 | 0.3281 |
| Kraken-NMS (Yandex SDG)| 0.6732  | 1.3947  | 0.1850 | 0.3646 |
| SceneTransformer [7]    | 0.6117  | 1.2116  | 0.1564 | 0.2788 |
| * MultiPath++ [18]      | 0.3552  | 1.1577  | 0.1340 | 0.4092 |
| **HDGT (ours)**         | 0.5933  | 1.2005  | 0.1511 | 0.2854 |

- SceneTransformer [7] builds a fully connected graph for all agents and map elements and they adopt Transformer on both spatial and temporal axis in an factorized way.
- MultiPath++ [18] is a concurrent work which extract agents’ surrounding elements in their relative reference in encoder and proposes an ensemble method for decoding.

C. Overall Performance Evaluation

Throughout 11/3/2021 (as of date for our final submission to INTERACTION public evaluation) to 4/21/2022 (as of the date for our initial submission of this paper), in terms of minADE/minFDE metric, we rank the best result in all four tracks on the INTERACTION Leaderboard and second on the Waymo Open Motion Leaderboard. Tables I and II report the detailed results and comparison to previous state-of-the-arts.

1) Results on INTERACTION: Table I shows that HDGT outperforms other candidates by a large margin in terms of minADE/minFDE. Specifically, compared to MultiModalTransformer [6] and ReCoG2 [63] which has two separate graphs and fully connected graph, HDGT outperforms them in all metrics, which demonstrates the importance of modelling symmetric relativity and heterogeneity as in HDGT. As for the MR metric, we notice that DenseTNT and GOHOME has better ranks compared to their minADE/minFDE rank, which shows the effectiveness of their optimization-based decoding. THOMAS has the best MR in the multi-agent settings, which comes from their consistent multi-agent trajectory decoder. Note that HDGT’s output head is just the simple regression plus classification MLP scheme, which still has competitive MR results and thus demonstrates the strong representation vector from the encoder.

2) Results on Waymo Open Motion: In Table II, * denotes that the concurrent MultiPath++ involves ensemble with results shown in italic; our HDGT ranks the first in the single model in terms of minADE/minFDE/MR as shown in bold.

We can observe that models with rasterized images for map encoding including SimpleCNNOnRaster [64] and ReCoAt [65] have relative large performance gap compared to other methods, which verify the advantages of vector-based methods over raster-based methods. Again, DenseTNT [5] demonstrates strong performance on predicting agents’ intentions, i.e., high MR and mAP while it has low scores on distance-based metrics - minADE/minFDE, which is a widely known property of goal-based methods. As for the SceneTransformer which adopts Transformer for scene encoding as well, HDGT outperforms it with lower cost. From the model complexity perspective, SceneTransformer has 15.3 million parameters while the submitted version of HDGT has 12.1 million parameters. From the computation efficiency perspective, SceneTransformer conducts attention mechanism on both spatial and temporal axes with two factorized fully connected graphs while HDGT only operates on one single heterogeneous graph sparsely connected according to semantic relations. As for the concurrent work MultiPath++, we observe its strong performance, which show the effectiveness of their ensemble technique.

In summary, HDGT, as a backbone for driving scene encoding, could outperform state-of-the-art backbones on L2-norm based metrics with simple output heads. For other types of metrics like MR/mAP, more advanced decoder as well as techniques like ensemble and test-time-augmentation could be explored.

D. Ablation Study

We conduct the ablation study to validate the effectiveness of each design in HDGT and the results are shown in Table III. The experiments are conducted on the validation set of INTERACTION dataset and we keep all the other settings the same. Note that all models have enough capacities to overfit the training set and we report their best performance on the validation set. In Table III, Relative means using local coordinate system for each node and its in-edges, otherwise we set the autonomous vehicle as the global reference. HD-Map means using HD-Map otherwise only agents’ information. Semantic means building graph according to distance threshold and lane
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connection information otherwise building a fully-connected graph. Heterogeneous means using different parameters for different node and edge types otherwise sharing the parameters. From the results, we can conclude that:

- **Relative representation in the allocentric view is better.** In model 1, we set the autonomous vehicle as the global reference while in model 2 we adopt the proposed node-centric local coordinate system. The improvement of the model 2 shows the necessity of learning relative spatial relations instead of absolute coordinates, which aligns well with the conclusions in [2], [18], [66].

- **Road semantics from HD-map are important.** In model 3, we add HD-Map and construct a homogeneous fully-connected graph similar to VectorNet [3]. It has better performance compared to model 2, which proves the importance of HD-map information for the trajectory prediction. For example, drivers tend to drive following the lane centerline. When it comes to parking, they would stop nearby the curb.

- **Semantic relations are helpful.** In model 4, instead of a fully-connected graph, we build the semantic graph as proposed in HDGT but the GNN parameters for different types of nodes are still shared. As a result, it brings improvement compared to model 3 while worse than model 5.

- **Heterogeneous graph network parameters are vital.** Model 5 is the full version of HDGT and we can find that specific parameters for different types of nodes and edges could boost the performance significantly compared to model 4.

### E. Comparison of Relative Encoding Strategy

In Section III-C, we discuss the importance to encode the agent in the relative reference. Here, we compare three strategies to model the relativity among agents:

1) **Fixed Reference:** it select one agent (usually the ego agent) as the global reference, i.e., adopting its coordinate and heading at the last observed time-step as the origin and positive $x$-axis of the global coordinate system. It is widely used in VectorNet [3] series of work, LaneGCN [8] series of work, and SceneTransformer [7]. This strategy could achieve decent performance for the ego agent. However, since other agents are not in their local reference system, people have to forward model number of agents times with each agent as the global reference to achieve the best performance for multi-agent prediction [17].

2) **Relative Edge:** One modification of Fixed reference is to have each agent in their local coordinate system with in-edges also transformed into its target nodes’ coordinate system. It is adopted in methods including concurrent work Multipath++ [18] and HEAT-I-R [2]. One potential downside of this strategy is that for those in-edges with the same source node, their features are encoded separately which ignores the fact that they are indeed one object.

3) **Pose Change:** to this end, we encode the relative feature by combing the source nodes’ feature with $\Delta$Pose. The
Fig. 4. Visualization of Prediction Results on Waymo Open Motion Dataset. ⋆ represents the ground-truth final position and ○ denotes predicted final positions of modes (lower confidence, more transparent). Abbreviation: V-vehicle, P-pedestrian, and C-cyclist.

(a) **P54** was passing the road through the crosswalk while **V4** desired to turn left. The model outputs their different potential futures. For **V16**, as its target is unclear by observation, the model outputs diverse futures: go straight, yield, or right turn.

(b) Since **P32** could either walk along curb or pass the road, the model outputs the proper reactions of **V54** under both conditions. For **V52**, its possibility for going at different lanes are all considered.

(c) **P7** could either go straight through the green light or turn right. Thus, the prediction of **P5** is influenced. For **V8** and **V12**, they were far away from the traffic light and thus their predictions include both passing and yielding.

(d) **V1**’s future had high uncertainty (going straight or left turn) and it was also influenced by either **V25** or **V16** under different situations. Also, the existing of stop sign (red double ring) results in conservative predictions for **V16**.

Concurrent work HiVT also designs a Global Interaction Module which encodes the pair-wise coordinate transformation.

We conduct experiments with the above three strategies on the validation set of INTERACTION dataset, while keeping other designs of HDGT unchanged. The results are in Table IV and we can find that fixing reference has explicit performance compared to encoding each agent in their own coordinate system. When it comes to the Relative Edge and Pose Change, we can observe that Pose Change demonstrates better performance, verifying the effectiveness of the proposed Relative Relation Encoding technique.
F. Analysis of Heterogeneous Graph Design

In this section, we examine the following design choice:

- **Merge Lane Connectivity**: we merge the four types of lane connectivity edges into one to examine the necessity of the modeling the lane topology with separate parameters.
- **Homogeneous Map Node**: we merge the node type of all lanes and traffic signs while keep all the edges unchanged to examine the necessity to process lanes and traffic signs with different parameters.
- **GCN Function**: we adopt the GCN [21] like aggregation and update function as in LaneGCN [8] to compare with Transformer in HDGT. The in-edges’ features of each node are fed into an MLP and then a summation operation is conducted to aggregate information. For update function of nodes, we concatenate the aggregated information with the old node features and feed them into an MLP. For different node and edge types, we still adopt different parameters.

We compare the three aforementioned design choice with the proposed one on the validation set of INTERACTION dataset. The results are in Table VI and we can conclude that: (i) Change the Transformer to GCN-like function leads to the largest performance drop, which demonstrates the advantages of adopting Transformer structure. (ii) Ignoring the lane topology leads to the second largest performance drop. The result is in accordance with expectation since vehicles tends to move along the lane and lane topology could provide useful information to reduce the uncertainty of the prediction, which aligns with the conclusions in existing works [8], [10]. (iii) Merge the lane and traffic signs leads to the least performance drop. It might come from the fact during the initialization of the feature, the sub-type information has been encoded by learnable embeddings, which could be used to distinguish lanes and traffic signs. However, compared to the original design, it still leads to performance drop which might be because of the different characteristics of the two types of objects.

G. Exploration on Model Capacity

We examine the scalability of HDGT. We conducted experiments on the validation set of INTERACTION and Waymo Open Motion by models with different number of Heterogeneous Driving Graph Transformer Layers. Additionally, we report the inference time on the each datasets’ validation set for 1 epoch to estimate the influence of different number of layers. For Waymo, the minADE/minFDE are calculated in their official way. From Table V, we can observe that for INTERACTION (40 K tracks), the performance saturates with around 3 Heterogeneous Driving Graph Transformer Layers. When it comes to the larger Waymo Open Motion (7.64 M tracks), the performance could be still improved even with 6 layers. This shows that HDGT enjoys the strong scalability of Transformer structure, which brings huge success in the vision [67] and language [14] fields. The simple and yet unified structure of HDGT makes it easy to extend its capacity when there is more data, which fits perfectly for the autonomous driving industry.

H. Visualization

We visualize the prediction results of HDGT in some scenarios on the Waymo Open Motion dataset in Fig. 4. One can find that to predict agents’ future trajectories accurately, information about diverse elements and their relations are necessary such as agents, lanes, stop-signs, traffic lights and etc. Thus, the explicit modeling of the heterogeneous nature of the driving scene in HDGT is significant and beneficial for the trajectory prediction.

V. Conclusion

We have proposed a principled approach to extract better representation for trajectory prediction. It models the driving scene as a heterogeneous graph and adapt transformer as the graph aggregation and update function. The spatial features are normalized into the local coordinate system when being aggregated. The proposed approach has achieved state-of-the-art results on two recent large-scale and competitive benchmarks. Thorough ablation studies validate the effectiveness of each module in our method.
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