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Ambient backscatter communication (AmBC) is one of the candidate solutions for the 6G green internet of things (IoT) network. However, the uncontrollability of the radio frequency (RF) environment is one of the main obstacles hindering the popularization of AmBC. The intelligent reflective surface (IRS) can improve the radio frequency environment by adjusting the phase and amplitude of the incident signal, which provides the possibility for the widespread deployment of AmBC. Currently, there is no discussion about the joint optimization of AmBC and IRS. In this paper, we introduce a novel IRS and AmBC joint design method. The purpose of this method is to jointly design the beamforming vector, the IRS phase shift, and the reflection coefficient of AmBC to minimize the AP’s transmit power while ensuring the quality of service of the AmBC system and the primary communication system. Due to the nonconvexity of the problem, the time complexity of solving the problem through exhaustive search will be very high. Therefore, we propose a joint design method based on an iterative beamforming vector, IRS phase shift, and reflection coefficient to minimize the AP’s transmit power. This method can effectively reduce the transmission power of the access point (AP), and the simulation results prove the effectiveness of the method.

1. Introduction

With the rapid development of mobile communication technology, the internet of things (IoT) has been greatly developed and popularized. In particular, 5G/6G further promotes the application range of IoT, such as smart home, smart manufacturing, and smart cities [1, 2]. However, due to the increase in diversified requirements for the application scenarios of the IoT, diversified requirements are also put forward for the needs of the IoT devices. If the IoT device [3, 4] actively generates signals for wireless communication, it will consume a lot of energy, which will undoubtedly reduce the standby time of the device. Increasing the battery capacity will increase the standby time of the device, but this will undoubtedly increase the size and cost of the device. Especially for IoT devices such as wearable devices, they are very sensitive to device size and standby time. The battery capacity and size of IoT devices are the restrictive factors for their widespread popularity. Therefore, low-energy IoT device transmission solutions are an important research direction to realize the potential of the IoT [3–7].

Radio frequency (RF) energy harvesting technology can obtain energy from external radio frequency sources and is one of the important research directions of low-energy consumption IoT device transmission solutions. RF energy harvesting technology has been widely used in low-power IoT devices. Wireless IoT devices can use RF energy harvesting technology to collect energy to maintain their normal operations. In this way, the wireless device can run for a long time without any manual intervention, thereby reducing the operation and maintenance costs of the device. Therefore, RF energy harvesting is particularly suitable for power-constrained wireless networks. There are three main types of RF energy harvesting schemes, including the synchronous wireless information and power transmission network (SWIPT), wireless power communication network (WPCN), and wireless power transmission (WPT) [8]. (1) The SWIPT scheme allows the transmitter to send information and
energy at the same time, and the user can choose to decode the information or collect energy. (2) The WPCN scheme allows user equipment to collect energy from RF energy signals and then actively send data. (3) The WPT scheme allows the power transmitter to transmit energy to the user equipment. Although these solutions have their application value in wireless networks, there are still some limitations. First, these solutions require a dedicated RF source to send RF energy or information to users. Secondly, active RF data transmission requires a complicated circuit design and consumes a lot of power. As a green communication technology, ambient backscatter communication (AmBC) can effectively solve the above-mentioned limitations of traditional radio frequency energy harvesting technology [8, 9]. In the AmBC system, backscatter devices can communicate by using broadcast signals from RF sources such as cellular base stations, FM towers, and TV towers. In the AmBC system, the backscatter transmitter can modulate the data to the surrounding ambient signal and reflect it to the backscatter receiver. Therefore, AmBC does not need a dedicated frequency spectrum for data transmission. Therefore, AmBC has advantages that other communication methods do not have. First, AmBC does not require a dedicated spectrum for data transmission, which improves spectrum utilization. Secondly, since AmBC does not require a dedicated RF source, maintenance costs and deployment costs are reduced. These advantages can make AmBC widely used in many practical applications. AmBC has huge application potential in future low-energy scenarios, but it still faces many challenges. The quality of service (QoS) of AmBC is affected by factors such as the location of the RF, the type of RF, and the RF environment. Therefore, AmBC must be designed specifically for specific RF sources. In addition, to use ambient signals from licensed sources, the AmBC protocol must ensure that it does not interfere with the QoS of licensed users. Intelligent reflective surfaces (IRSs) [10–12] can realize an intelligent and reconfigurable radio propagation environment for the 5G/6G wireless communication system [13–20]. The IRS is a plane containing a large number of low-cost passive reflective elements, each of which can independently change the phase and/or amplitude of the incident signal. The IRS can improve the required channel conditions, thereby achieving a substantial increase in wireless communication capacity and reliability. Intelligent reflective surfaces (IRSs) also have various practical advantages in implementation. First, compared with traditional active antenna arrays, IRS can only passively reflect impact signals without generating radio frequency resonance. Second, IRS does not have any noise amplification and self-interference. Third, due to the simple structure of the IRS, it can be easily deployed in any desired location. Finally, IRS has good compatibility and compatibility and can be integrated into existing communication systems.

There are many studies on AmBC or IRS [3–11], but there are no articles on the joint optimization design of AmBC and IRS. For example, [9] evaluated the performance of the environmental backscattering system but did not consider the role of IRS. Reference [10] used the IRS to enhance the active communication system to achieve the goal of minimum transmission power. Reference [11] combined IRS beamforming and reflection design to enhance Bistatic Backscatter Networks. IRS is a means to optimize the performance of AmBC, so it is necessary to study the joint optimization design of IRS and AmBC. Therefore, in this article, we have conducted a joint optimization design for IRS and AmBC to ensure the quality of service of active communication and AmBC while minimizing the transmission power. The innovations of this paper are as follows:

(1) We considered an IRS-assisted spectrum sharing system, where AmBC rides on the primary communication system. The receivers in the two systems are the same receiver and can demodulate the signals of the two systems. We call this receiver a cooperative receiver (CR). Specifically, after the CR demodulates the signal of the primary communication system, the signal of the AmBC is then demodulated based on the demodulated signal.

(2) Under the condition that both the main communication system and AmBC are constrained by the quality of service, we have studied the issue of the minimum transmission power of the access point (AP) based on IRS assistance. This problem is nonconvex, so convex optimization methods cannot be used directly to solve this problem. At the same time, to solve this problem through exhaustive search methods, the time complexity will be very high. Therefore, we propose an iterative optimization method to optimize the minimum transmit power of the AP. Through joint beamforming and IRS phase shift design, the proposed iterative optimization method can effectively reduce the minimum transmit power of the AP.

The rest of this paper is organized as follows. Section 2 introduces system model and problem formulation. Section 3 presents the optimization algorithm based on an alternate iteration. Section 4 presents numerical results and Section 5 concludes the paper.

Notations: scalars are represented by italic letters, vectors are represented by bold lowercase letters, and matrices are represented by bold uppercase letters. \( |x| \) represents the modulus of the complex number. \( \|x\| \) represents the Euclidean norm of the complex-valued vector \( x \). \( \text{diag}(x) \) represents a diagonal matrix, and each diagonal item is a corresponding item in \( x \). \( tr(X) \) represents the trace of the square matrix \( X \). \( X > 0 \) means \( X \) is a positive semidefinite matrix.

2. System Model and Problem Formulation

2.1. System Setup. The intelligent reflective surface-based enhanced spectrum sharing system includes a primary communication system and a secondary communication system, as shown in Figure 1. The primary communication system is a MISO downlink communication system, which consists of a receiver and an access point (AP) with \( M \) antennas. The secondary communication system is an AmBC system, which consists of a receiver and a backscatter device (BD).
2.2. IRS Model. IRS is a very promising green communication technology, which can reconfigure the wireless propagation environment through software. The IRS can modify the wireless channel between the transmitter and the receiver through a highly controllable reflection unit. This paved the way for the realization of a controllable wireless environment. Since IRS has no RF link, it has the advantages of low cost and low-energy consumption. Because the beam of the IRS is controllable, there is no need for complex interference management between IRSs. Assuming that the IRS is a frequency-selective surface, it allows certain RF signals to pass, absorb, or reflect certain signals. That is to say, IRS can reflect RF signals in a specific frequency band but cannot reflect RF signals in other frequency bands.

The IRS consists of \( N \) reflect elements, and each element \( n \in \{1, 2, \ldots, N\} \) can reflect the incident signal with a complex reflection coefficient. The complex reflection coefficient of the \( n \)-th reflection element can be expressed as \( \beta_n e^{j\theta_n} \), where \( \beta_n \in [0, 1] \) and \( \theta_n \in [0, 2\pi) \) are the amplitude gain and phase shift, respectively. Although in theory, the amplitude gain can be adjusted within the interval \([0, 1]\). But adjusting amplitude gain and phase shift at the same time will greatly increase the complexity of the system. Therefore, without loss of generality, we take the upper bound of the interval \([0, 1]\) as the amplitude gain of all reflection elements, i.e., \( \beta_n = 1 \). Then, the reflection coefficient matrix can be written as

\[
\Theta = \text{diag} \left( e^{j\theta_1}, e^{j\theta_2}, \ldots, e^{j\theta_N} \right).
\]

2.3. Backscatter Model. Since both IRS and BD can reflect signals, the signal will be reflected multiple times between IRS and BD, which greatly complicates the problem. We assume that the PT transmits a continuous wave signal with carrier frequency \( f_c \) and bandwidth \( B \) to communicate with the CR. In order to avoid the above-mentioned problems, BD adopts the following modulation method. First, BD uses a method similar to FSK modulation to shift the signal frequency from \( f_c \) to frequency \( f_c + \Delta f_c \) (only performs frequency shift; this process does not carry BD data) and then modulates the data that BD needs to send at frequency \( f_c + \Delta f_c \), where \( \Delta f_c \) represents the frequency shift of the carrier frequency after BD modulation. Assume that the IRS can only reflect the signals with a specific frequency and bandwidth. Based on the difference in channel conditions, we assume that the IRS allows the reflection of the RF signal with carrier frequency \( f_c \) and bandwidth \( B \) but cannot reflect the RF signal with carrier frequency \( f_c + \Delta f_c \) and bandwidth \( B \). Therefore, to ensure that the signal sent by the PT and the signal reflected by the BD do not overlap in frequency, \( \Delta f_c \) needs to meet the constraint condition \( \Delta f_c \geq B \).

In the process of ambient backscatter communication, we need to consider the power consumption constraints of the BD circuit; that is, the ambient signal energy received by the BD must meet the circuit power consumption constraints to activate the BD circuit for backscatter communication. Assuming that the minimum received signal power to maintain the normal operation of the BD circuit is \( P_{\text{min}} \). When the BD is semipassive, the BD needs other power sources to supply power. In this case, all received signals are used for reflection communication. When BD is passive, the energy of the input signal must be greater than \( P_{\text{min}} \). In this case, part of the received signal is used to power the BD circuit, and the other part is used for scatter communication. Since the passive BD has no power supply battery, its volume and cost have advantages compared with the semipassive BD. Therefore, in the following analysis, we mainly consider passive BD.

2.4. Transmission Model. We assume that the channel is flat fading and does not change during the coherence time. Then, we denote the channels of AP-IRS, BS-CR, AP-BD, AP-CR, IRS-CR, IRS-BD, and BD-CR as \( h_{ac} \in \mathbb{C}^{N \times M} \), \( h_{ab} \in \mathbb{C}^{1 \times M} \), \( h_{bc} \in \mathbb{C}^{1 \times N} \), \( h_{cb} \in \mathbb{C}^{1 \times N} \), and \( h_{bb} \in \mathbb{C}^{1 \times 1} \). We assume that CR is assigned a linear beamforming vector, which can be denoted as \( w \in \mathbb{C}^{M \times 1} \). Then, the signal transmitted by AP is given as follows:

\[
x_{ap} = ws,
\]

where \( s \) is the signal that the main communication system needs to send and \( E(|s|^2) = 1 \). In this paper, we assume that IRS allows reflecting the RF signal with carrier frequency \( f_c \).
but cannot reflect the RF signal with carrier frequency \( f_c + \Delta f_c \). Then, the signal received by the DB is mainly composed of two parts: one part is from AP and the other part is reflected by IRS. The signal received by BD can be expressed as
\[
y_b = \left( h_{bi}^H \Theta H_{ai} + h_{ab}^H \right) w_s. \tag{2}
\]

Since no signal processing is performed in the BD, there is no noise term at (2), which is consistent with the backscatter literature. Since BD is a passive device, it needs to collect energy to power its circuit operation. Therefore, the signal received by the BD will be divided into two parts, which are used for circuit operation and signal reflection. Denote the reflection efficiency as \( \alpha \), then the \( \alpha \) needs to satisfy the following constraint:
\[
0 < \alpha \ll 1. \tag{3}
\]

Let \( c \) denote the signal of BD, then the signal reflected by BD is given by
\[
x_b = \sqrt{\alpha} y_b e^{j2\pi\Delta t}. \tag{4}
\]

The remaining part is used to support the normal operation of the BD circuit. The power of the signal input for energy harvesting can be expressed as
\[
P_b = (1 - \alpha) \eta ||y_b||^2, \tag{5}
\]
where \( \eta \) denotes the energy conversion efficiency of BD. Assume that the minimum power required to support the operation of the BD circuit is \( P_{\text{min}} \), then the following constraints should be satisfied:
\[
(1 - \alpha) \eta ||y_b||^2 \geq P_{\text{min}}. \tag{6}
\]

Denote the received signal of CR as \( y_c(n) \), which is mainly composed of the signal from AP, IRS, and BD. Then, \( y_c(n) \) is given by
\[
y_c = \left( h_{ci}^H \Theta H_{ai} + h_{ac}^H \right) w_s(t) + h_{bc} x_b + n, \tag{7}
\]
where \( n \in CN(0, \sigma^2) \) denotes the Gaussian noise. Then, the received signal plus noise ratio (SNR) of demodulated \( s(n) \) at the CR is given by
\[
\gamma_c = \frac{\left| \left( h_{ci}^H \Theta H_{ai} + h_{ac}^H \right) w_s \right|^2}{\sigma^2}. \tag{8}
\]

We assume that the primary communication system has a minimum SINR requirement and denote it as \( \gamma_{th}^p \). Then, the QoS constraints of the primary communication system are given by
\[
\gamma_c \gg \gamma_{th}^p. \tag{9}
\]

After the CR successfully demodulates \( s(n) \), the CR can decode the received signal \( c(n) \) by performing successful interference cancellation (SIC). Then, the instantaneous received SNR of demodulated \( c(n) \) at the CR is given by
\[
y_c = \frac{\alpha \left| \left( h_{ci}^H \Theta H_{ai} + h_{ac}^H \right) h_{bc} w \right|^2}{\sigma^2}. \tag{10}
\]

We assume that AmBC has the minimum SNR requirement \( \gamma_{th}^d \). To ensure the QoS of AmBC, the following conditions must be met:
\[
y_c \gg \gamma_{th}^d. \tag{11}
\]

2.5. Problem Formulation. We study the issue of minimum transmit power under the condition that CR and BD meet their SNR requirements. Therefore, we need to jointly optimize the beamforming vector of AP, the phase shift of IRS, and the backscatter coefficient of BD to minimize transmit power of AP. Then, the corresponding optimization problem can be written as

\[
\begin{align*}
(P1): & \quad \max_{\Theta, \alpha, w} ||w||^2, \\
\text{s.t.} & \quad (1 - \alpha) \eta ||y_b||^2 \geq P_{\text{min}}, \\
& \quad \frac{\left| \left( h_{ci}^H \Theta H_{ai} + h_{ac}^H \right) w \right|^2}{\sigma^2} \ll P_{\text{min}}, \\
& \quad \frac{\alpha \left| \left( h_{ci}^H \Theta H_{ai} + h_{ac}^H \right) h_{bc} w \right|^2}{\sigma^2} \ll \gamma_{th}^p, \\
& \quad 0 \leq \alpha \ll 1, \\
& \quad 0 \leq \Theta_n \ll 2\pi, \quad \forall n = 1, 2, …, N. \tag{12f}
\end{align*}
\]

Obviously, (P1) is a nonconvex problem. There is no optimal solution to this problem. Next, we will analyze and simplify this problem so that it can be solved effectively.

3. Optimization Algorithm Based on Alternate Iteration

It can be seen that the problem (P1) is affected by multiple variables, which makes the problem difficult to solve. We use alternating optimization to solve problem (P1), which iteratively optimizes one variable while holding the others constant. In this section, we will introduce in detail how to solve problem (P1).

3.1. Transmit Beamforming Vector Optimization. When the phase of the IRS \( \Theta \) and the reflection efficiency of the BD \( \alpha \) are fixed, the vectors \( h_{ci}^H \Theta H_{ai} + h_{ac}^H \) and \( h_{ci}^H \Theta H_{ai} + h_{ab}^H \) are fixed. Define \( g_{ac} = h_{ci}^H \Theta H_{ai} + h_{ac}^H \), \( g_{ab} = h_{ci}^H \Theta H_{ai} + h_{ab}^H \), and \( g_{bc} = h_{ci}^H \Theta H_{ai} + h_{bc}^H \). Then problem (P1) can be expressed as
(P2): \[ \min_{\omega} \| \omega \|^2, \]  
\text{s.t.} (1 - \alpha)\eta |g_{ab}w|^2 \gg P_{\text{min}}, \]  
\[ \frac{|g_{ac}w|^2}{\sigma^2} \gg Y^p_{th}, \]  
\[ \frac{|g_{bc}w|^2}{\sigma^2} \gg Y^p_{th}. \]  
By observing (P2), we noticed that \( \| \omega \|^2 = \text{tr}(\omega \omega^H) \), \( |g_{ac}w|^2 = \text{tr}(\omega \omega^H g_{ac}^H g_{ac}) \), and \( |g_{ab}w|^2 = \text{tr}(\omega \omega^H g_{ab}^H g_{ab}) \). Define \( X = \omega \omega^H \), \( G_{ac} = g_{ac}^H g_{ac} \), \( G_{ab} = g_{ab}^H g_{ab} \), and \( G_{bc} = g_{bc}^H g_{bc} \). Then, problem (P2) can be equivalently written as

\[ \text{(P3): } \min_X \text{tr}(X), \]  
\text{s.t.} \( \text{tr}(X G_{ab}) (1 - \alpha)\eta \gg P_{\text{min}}, \]  
\[ \text{tr}(X G_{ac}) \gg \gamma^p_{th} a^2, \]  
\[ \text{tr}(X G_{bc}) \gg \gamma^p_{th} a^2, \]  
\[ X \geq 0, \]  
\[ \text{rank } (X) = 1, \]  
where problem (14a) is linear in \( X \), then constraints (14b)-(14d) are linear inequalities in \( X \). \( X \geq 0 \) means that the matrix \( X \) is a symmetric positive semidefinite matrix, and the set of symmetric positive semidefinite matrices is convex. Note that the rank constraint in (14d) is the only nonconvex constraint. Therefore, we can use the SDR method to relax this constraint. Then, problem (P3) can be rewritten as

\[ \text{(P4): } \min_X \text{tr}(X), \]  
\text{s.t.} \( \text{tr}(X G_{ab}) (1 - \alpha)\eta \gg P_{\text{min}}, \]  
\[ \text{tr}(X G_{ac}) \gg \gamma^p_{th} a^2, \]  
\[ \text{tr}(X G_{bc}) \gg \gamma^p_{th} a^2, \]  
\[ X \geq 0. \]  

3.2. IRS Phase Shift Optimization. Since the objective function (14a) in the problem (P1) depends only on \( \omega \), the optimization of \( \Theta \) can take the form of a feasibility problem. When \( \omega \) and \( \alpha \) are given, problem (P1) can be expressed as

\[ \text{(P5): } \text{find } \Theta, \]  
\text{s.t.} \( (1 - \alpha)\eta |g_{ab}w|^2 \gg P_{\text{min}}, \]  
\[ \frac{|g_{ac}w|^2}{\sigma^2} \gg Y^p_{th}, \]  
\[ \frac{|g_{bc}w|^2}{\sigma^2} \gg Y^p_{th}, \]  
\[ 0 \leq \theta_n \ll 2\pi, \quad \forall n = 1, 2, \ldots, N. \]  

Let \( \psi = [\nu_1, \nu_2, \ldots, \nu_N] \), where \( \nu_n = e^{j\theta_n}, \forall n = 1, 2, \ldots, N \). Then, the constraints in (16f) are equivalent to \( |\nu_n| = 1, \forall n = 1, 2, \ldots, N \). In problem (P5), the variables related to \( \Theta \) are \( g_{ab}, g_{ac}, \) and \( g_{bc}, \) so we need to change the forms of \( g_{ab}, g_{ac}, \) and \( g_{bc}, \) to get the ideal expressions. By observing \( g_{ab} = h_{bi}^H \Theta H_{ai} + h_{bi}^H, \) \( g_{ac} = h_{ci}^H \Theta H_{ai} + h_{ci}^H, \) \( g_{bc} = h_{bi}^H \Theta H_{ai} + h_{bc}^H, \) and \( g_{bc} \) can be rewritten as \( g_{ab} = h_{bi}^H \Theta H_{ai}, \) \( g_{ac} = h_{ci}^H \Theta H_{ai}, \) respectively. Since \( h_{bc} = h_{bc}^H \Theta H_{ai} \), \( h_{bc}^H \Theta H_{ai}, h_{bc}^H \Theta H_{ai}, \) can be rewritten as \( h_{bc} = h_{bc} \Theta H_{ai}. \) Substituting \( g_{ab} = h_{bi}^H \Theta H_{ai}, \) \( g_{bc} = h_{bc}^H \Theta H_{ai}, \) into (16b), we can get

\[ (1 - \alpha)\eta |h_{bi}^H \Theta H_{ai}w|^2 \gg P_{\text{min}}. \]  

Let \( \Phi_{ab} = \text{diag}(h_{bi}^H H_{ai}w) \) and \( \psi = [1], \) then \( |h_{bi}^H \Theta H_{ai}w|^2 \) in (17) can be expressed as \( |h_{ai}^H \Theta H_{ai}w|^2 = |\Phi_{ab}w|^2. \) Based on the following, the fact that \( |\psi \Phi_{ab}w|^2 = \text{tr}(\psi \Phi_{ab} \Phi_{ab}^H w^H) = \text{tr}(\psi \Phi_{ab} \Phi_{ab}^H w^H) \), we have \( V = \psi \Phi \) and \( R_{ab} = \Phi_{ab} \Phi_{ab}^H. \) Then, (17) can be rewritten as

\[ \text{tr}(V R_{ab})(1 - \alpha)\eta \gg P_{\text{min}}. \]  

Substituting \( g_{ac} = h_{ci}^H \Theta H_{ai} \) into (18), we can get

\[ |h_{ci}^H \Theta H_{ai}w|^2 \gg \gamma^p_{th} a^2. \]  

Let \( \Phi_{ac} = \text{diag}(h_{ci}^H H_{ai}w) \) and \( \Phi_{bc} = \Phi_{ab}h_{bc}, \) then \( |h_{ci}^H \Theta H_{ai}w|^2 \) in (19) can be expressed as \( |h_{ai}^H \Theta H_{ai}w|^2 = |\Phi_{ac}w|^2. \) Based on the following the fact that \( |\psi \Phi_{ac}w|^2 = \text{tr}(\psi \Phi_{ac} \Phi_{ac}^H w^H) \), we can have \( R_{ac} = \Phi_{ac} \Phi_{ac}^H. \) Then, (19) can be rewritten as

\[ \text{tr}(V R_{ac}) \gg \gamma^p_{th} a^2. \]
According to $|\psi_{bc}|^2 = tr(\psi^H \psi_{bc} \psi_{bc}^H)$ and $V = \psi^H \psi$, (16d) can be rewritten as

$$tr(V R_{ab}) h_{bc}^2 \alpha \gg \gamma_{th}^2 \sigma^2. \quad (21)$$

Then, problem (P5) can be expressed as

(P6): find $V$, \hspace{2cm} (22a)

\begin{align*}
\text{s.t.} \quad & tr(V R_{ab}) (1 - \alpha) \eta \gg P_{\min}, \quad (22b) \\
& tr(V R_{nc}) \gg \gamma_{th}^2 \sigma^2, \quad (22c) \\
& tr(V R_{ab}) h_{bc}^2 \alpha \gg \gamma_{th}^2 \sigma^2, \quad (22d) \\
& V \succeq 0, \quad (22e) \\
& |\gamma_n| = 1, \quad \forall n = 1, 2, \ldots, N, \quad (22f) \\
& \text{rank} (V) = 1. \quad (22g)
\end{align*}

To obtain an explicit solution of feasible $V$, we can convert problem (P6) into an optimization problem based on constraints (22b)--(22f). Then, we introduce the slack variables $\mu$ to represent the difference between the achievable circuit constraint value and its requirement, then the optimization problem is as follows:

(P7): \max _{V} \mu, \quad (23a)

\begin{align*}
\text{s.t.} \quad & tr(V R_{ab}) (1 - \alpha) \eta \gg P_{\min} + \mu, \quad (23b) \\
& tr(V R_{nc}) \gg \gamma_{th}^2 \sigma^2, \quad (23c) \\
& tr(V R_{ab}) h_{bc}^2 \alpha \gg \gamma_{th}^2 \sigma^2, \quad (23d) \\
& V \succeq 0, \quad (23e) \\
& |\gamma_n| = 1, \quad \forall n = 1, 2, \ldots, N, \quad (23f) \\
& \text{rank} (V) = 1. \quad (23g)
\end{align*}

By relaxing the rank constraint, i.e., rank $(V) = 1$, the problem can be transformed into a convex optimization problem, which can be easily solved using CVX. Then, we perform Gaussian randomization on the solution obtained by solving the CVX to obtain a rank-one solution. The process of Gaussian randomization is as follows. First, perform eigenvalue decomposition on $V$ to get $V = U \Sigma U^H$ where $U = [e_1, e_2, \ldots, e_{N+1}]$ is a unitary matrix and $\Sigma = \text{diag} (\lambda_1, \lambda_1, \ldots, \lambda_{N+1})$ is a diagonal matrix. Then, let $\psi = e^{i \arctan (U x^T r)}$, where $r \in C N(0, 1)$. For the independently generated Gaussian random vector $r$, the target value $\psi$ is approximately the maximum one of problem (P7) among all $r$. Then, we can get the IRI phase shift $\psi = e^{i \psi / |\psi|} |\psi|$, where $[\psi / N + 1] / |\psi| [1 : N]$ represents a vector containing the first $N$ elements of $\psi / |\psi| N + 1$.

3.3. Reflection Coefficient Optimization. Next, we will discuss the optimization method of reflection coefficient. The feasibility problem can be written as

(P8): find $\alpha$, \hspace{2cm} (24a)

\begin{align*}
\text{s.t.} \quad & (1 - \alpha) \eta |g_{bc}^H w|^2 \gg P_{\min}, \quad (24b) \\
& \frac{|g_{bc}^H w|^2}{\alpha |g_{bc}^H|^2 + \sigma^2} \gg \gamma_{th}^2, \quad (24c) \\
& \alpha |g_{bc}^H w|^2 \gg \gamma_{th}^2 |g_{bc}^H|^2, \quad (24d) \\
& 0 \ll \alpha \ll 1. \quad (24e)
\end{align*}

Based on (24b)--(24e), we can get the value range of $\alpha$. The value range of $\alpha$ can be expressed as follows:

$$\alpha^2 \gamma_{th}^2 \ll \alpha \ll \min \left(1 - \frac{P_{\min}}{\eta |g_{bc}^H w|^2}, \frac{|g_{bc}^H w|^2}{\gamma_{th}^2 |g_{bc}^H|^2} - \frac{\sigma^2}{|g_{bc}^H|^2}\right). \quad (25)$$

Obviously, the value of $\alpha$ is determined by $\omega$ and $\Theta$. Therefore, if the optimal values of $\omega$ and $\Theta$ cannot be determined, we cannot obtain the optimal value of $\alpha$ in a limited time.

However, by observing Algorithms 1 and 2, we can draw the following conclusions: for given $\alpha$ and $\Theta$, we can find the optimal $\omega$ of problem (P2) according to Algorithm 1; for given $\omega$ and $\Theta$, we can find the optimal $\Theta$ of problem (P5) according to Algorithm 2. Therefore, for a given $\alpha$, we can alternately use Algorithms 1 and 2 to solve the local optimal solution of problem (P1). To facilitate practical implementation, we consider that the backscattering coefficient can only adopt a limited number of discrete values. Let $L$ indicate the number of backscattering coefficient levels. For simplicity, we assume that such discrete backscattering coefficients are obtained by uniformly quantizing the interval $[0, 1]$. Thus, the set of discrete backscattering coefficients is given by

$$\mathcal{F} = \{ \Delta \alpha, 2 \Delta \alpha, \ldots, 1 \}, \quad (26)$$

where $\Delta \alpha = 1/L$. Let $\alpha_i = i \Delta \alpha, i = 1, 2, 3, \ldots, L$. Then, we can solve the local optimal values $\Theta_i$ and $w_i$ for each $\alpha_i$ of problem (P1). Let $W = [||w_1||^2, ||w_2||^2, \ldots, ||w_L||^2]$. Then, the optimal solution of problem (P1) can be given by

$$(w^*, \Theta^*, \alpha^*) = \arg \min \{ W \}. \quad (27)$$

Then, take the $\Theta_i$, $w_i$, and $\alpha_i$ that minimize $||w_i||^2$ as the solution to problem (P1). Algorithm 3 gives a detailed description of the alternate optimization algorithm, where $\epsilon$ is a threshold for the increment of the objective value until convergence.

4. Simulation Results

In this section, we will evaluate the performance of the algorithm. To effectively evaluate the proposed algorithm, we consider the settings shown in Figure 2. The default locations
of the AP, IRS, CR, and BD are \( (0, 0) \), \( (50, 10) \), \( (50, 0) \), and \( (d, 0) \), with all coordinates in meters hereafter.

The default number of IRS elements is \( N = 100 \), while the AP has 8 antennas. We assume that all channels are independent Rayleigh fading, and the path loss index is set to 2.2 and the reference distance is 1 m. For all channels, the path loss at 1 meter (m) is set to 30 dB. For ease of analysis, we assume that each channel coefficient is uniformly randomly generated from \([0, 2\pi]\). Since there is occlusion between AP and CR (BD), we assume that the penetration loss is 10 dB. At the same time, we assume that the antenna gain of AP, BD, and CR are all 0 dBi and the antenna gain of each reflective

---

Algorithm 1: Transmit beamforming vector optimization.

1: **Initialize**: random IRS phase shifts \( \Theta \); random backscatter coefficients \( \alpha \);
2: Optimize problem (P4) by CVX and get \( X \);
3: Get \( U \) and \( \Sigma \), where \( X = U\Sigma U^H \);
4: Get \( w = U\Sigma^{1/2} e \), where \( e \) is uniformly distributed on the unit sphere.
5: Scaling \( w \) so as to satisfy constraints (14b)–(14d).

---

Algorithm 2: IRS phase shift optimization.

1: **Initialize**: number of backscattering coefficient levels \( L \), number of Gaussian randomization \( G \), and threshold \( \varepsilon \).
2: For \( l = 1 \) to \( L \) do
3: Random IRS phase shifts \( \Theta \);
4: While the change of the objective function (12a) is higher than the threshold \( \varepsilon \) do
5: Optimize problem (P4) by CVX and get \( X \);
6: Get \( U \) and \( \Sigma \), where \( X = U\Sigma U^H \);
7: Get \( w_l = U\Sigma^{1/2} e \), where \( e \) is uniformly distributed. On the unit sphere.
8: Scaling \( w_l \) so as to satisfy constraints (14b)–(14d).
9: Relax the constraint (23d), then optimize problem (P7) by CVX and get \( V \);
10: Perform eigenvalue decomposition \( V = U\Sigma U^H \);
11: For \( i = 1 \) to \( G \) do
12: Get a rank-one solution of (P7), \( \bar{v}_i = e^{j\arg\left(U\Sigma^{1/2} r\right)} \);
13: Obtain the target value of problem (P7), where \( \bar{v} = \max \mu(\bar{v}_i) \);
14: Obtain the target value of problem (P5), where \( v = e^{j\arg\left(x_l\right)} \);
15: Set \( \Theta_l = \text{diag} (v_l) \) for the next iteration.
16: End while
17: \( \left( w^*, \Theta^*, \alpha^* \right) = \arg\min \left( ||w||^2 \right) \).
18: End for
19: Return: optimized beamforming vector \( w^* \), optimized phase shift vector \( \Theta^* \), optimized reflection coefficient \( \alpha^* \).

Algorithm 3: The alternate optimization algorithm.

---

Figure 2: Simulation setup of the IRS-aided IRS spectrum sharing system.
element of the IRS is 5 dBi. The noise power is set to -90 dBm. The threshold $\varepsilon$ is set to 0.01. We set the minimum SNR required to demodulate the primary signal and the BD signal to 20 dB and 13 dB, respectively.

First, we verified the convergence of the algorithm. When verifying the convergence of the algorithm, we do not consider the impact of the threshold on the algorithm but only consider the impact of the number of iterations on the algorithm. To qualitatively analyze the convergence of the algorithm, we locate BD at $(52, 0)$. At the same time, in order to illustrate the influence of the number of IRS units on the convergence of the algorithm, we considered two cases where

![Figure 3: Convergence of the proposed distributed algorithm.](image1)

![Figure 4: The influence of the number of reflection units.](image2)
the number of IRS elements is $N = 50$ or $N = 100$. As shown in Figure 3, as the number of iterations increases, the AP’s transmit power gradually decreases and tends to stabilize. This shows that the proposed algorithm has good convergence. As shown in Figure 3, when considering the impact of the threshold on the proposed algorithm, the transmit power can converge at most in three iterations. That is to say, when the maximum number of iterations is set to 3, the proposed algorithm can obtain satisfactory transmit power. Since the complexity of the algorithm is proportional to the number of iterations, the more iterations, the lower the complexity. Therefore, Figure 3 also proves that the complexity of the proposed algorithm is low. At the same time, we can see from Figure 3 that the greater the number of IRS units, the smaller the transmit power required by the AP. And the performance of $\alpha = 0.4$ is better than the performance of $\alpha = 0.8$.

Although Figure 3 shows the effect of different reflection efficiencies on system performance, it does not reflect the optimal reflection efficiency required by the proposed algorithm. In Figure 4, we show the effect of different reflection efficiencies on AP transmit power. We can see that although increasing the number of IRS units can reduce the transmission power, the optimal reflection coefficient setting has nothing to do with the number of reflection units. At the same time, we can see that the performance of the proposed algorithm is better than that of the system without IRS assistance.

However, it can be seen from Figure 5 that the choice of the best reflection coefficient is related to horizontal distance between AP and BD. We can see from Figure 5 that as the horizontal distance between AP and BD increases, the optimal emission coefficient increases. We can also see from Figure 5 that as the horizontal distance between AP and BD increases, the transmission power required to ensure the QoS also increases.

5. Conclusions

Intelligent reflector surfaces (IRSs) can improve the radio frequency environment by adjusting the phase and amplitude of the incident signal, which provides the possibility for the widespread deployment of AmBC. In this paper, we introduce a novel IRS and AmBC joint design method. This method is based on the joint design of an iterative beamforming vector, IRS phase shift, and reflection coefficient to minimize the AP’s transmit power. This method can effectively reduce the transmission power of the access point, and the simulation results prove the effectiveness of this method.

Data Availability
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