On the vortex evolution in non-isothermal protoplanetary discs
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ABSTRACT
It is believed that large-scale horseshoe-like brightness asymmetries found in dozens of transitional protoplanetary discs are caused by anticyclonic vortices. These vortices can play a key role in planet formation, as mm-sized dust – the building blocks of planets – can be accumulated inside them. Anticyclonic vortices are formed by the Rossby wave instability, which can be excited at the gap edges opened by a giant planet or at sharp viscosity transitions of accretionally inactive regions. It is known that vortices are prone to stretching and subsequent dissolution due to disc self-gravity for canonical disc masses in the isothermal approximation. To improve the hydrodynamic model of protoplanetary discs, we include the disc thermodynamics in our model. In this paper, we present our results on the evolution of the vortices formed at the outer edge of an accretionally inactive region (dead zone) assuming an ideal equation of state and taking $PdV$ work, disc cooling in the $\beta$-approximation, and disc self-gravity into account. Thermodynamics affects the offset and the mode number (referring to the number of small vortices at the early phase) of the RWI excitation, as well as the strength, shape, and lifetime of the large-scale vortex formed through merging of the initial small vortices. We found that the inclusion of gas thermodynamics results in stronger, however decreased lifetime vortices. Our results suggest that a hypothetical vortex-aided planet formation scenario favours effectively cooling discs.
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1 INTRODUCTION

Accretion discs are the places of origin of planets and planetary systems around an embedded young stellar object. Discs are evolving from the primordial gas- and dust-rich phase to the gas-poor and (second generation) dust-rich debris disc phase, in-between the transitional phase where gas is significantly depleted. In the recent several years, inner cavities and large-scale horseshoe-like lopsided morphologies were found in the millimetre-wavelength images in dozens of transitional discs (see e.g. Andrews et al. 2009, 2011; Brown et al. 2009; Hughes et al. 2009; Isella, Carpenter, & Sargent 2010; Mathews, Williams, & Ménard 2012; Tang et al. 2012; Fukagawa et al. 2013; Casassus et al. 2013, 2015; van der Marel et al. 2013; Pérez et al. 2014; Hashimoto et al. 2015; Wright et al. 2015; Momose et al. 2015; Marino et al. 2015). These brightness asymmetries are thought to be caused by dust accumulation in large-scale anticyclonic vortices. In the centre of an anticyclonic flow, pressure maximum takes place in which dusty material can be trapped (see e.g. Adams & Watkins 1995; Barge & Sommeria 1995; Tanga et al. 1996; Klahr & Henning 1997; Bracco et al. 1999; Godon & Livio 2000), therefore these formations can play a major role in planet formation (see e.g. Klahr & Bodenheimer 2006; Heng & Kenyon 2010; Owen & Kollmeier 2017).

There are a few other phenomena which can explain such morphologies, e.g., disc eccentricity excited by a massive companion star (Ragusa et al. 2017), self-shadowing caused by a tilted inner disc due to an inclined giant planet (Demidova & Grin 2014) or at the outer edges of the accretion disc due to mass flow from the natal cloud (Bae, Hartmann, & Zhu 2015). However, in this paper, we only focus on the Rossby Wave Instability excited by vortices.

Two-dimensional hydrodynamical numerical studies of protoplanetary discs suggest that these large-scale vortex formations in Keplerian accretion discs can be excited by the non-axisymmetric hydrodynamic instability, the so-called...
Rossby Wave Instability (Rossby 1939), hereafter referred as RWI (e.g. Lovelace et al. 1999; Klahr & Bodenheimer 2003; Lyra & Klahr 2011; Raettig, Lyra, & Klahr 2013; Lyra 2014). The RWI is excited at the vortensity extremum (minimum), which can evolve at a steep pressure gradient in protoplanetary discs. Such features can occur at the edges of a gap opened by an embedded massive planet (Li et al. 2005), or at the edges of the accretionally inactive zone of discs (Varnière & Tagger 2006; Lyra et al. 2009b; Meheut et al. 2010, 2012a,b; Meheut, Yu, & Lai 2012c; Meheut, Lovelace, & Lai 2013; Crespe, Gonzalez, & Arena 2011; Regály et al. 2012; Richard, Barge, & Le Dièzes 2013 and Flock et al. 2015).

The lifetime of an anticyclonic vortex in a protoplanetary disc is a crucial point in planet formation. Recent studies confirm that disc viscosity can reduce the strength and the lifetime of the vortices formed at gap edges opened by a massive planet (de Val-Borro et al. 2006; Ataiee et al. 2013; Fu et al. 2014b; Miranda, Lai, & Móhme 2016). Dust can accumulate in the vicinity of the centre of a long-lived vortex. Nevertheless, if the dust-to-gas mass ratio reaches unity, the impact of dust on gas (dust feedback) also plays a major role in destroying the vortex on a local scale (Johansen, Andersen, & Brandenburg 2004; Inaba & Barge 2006; Lyra et al. 2009a; Fu et al. 2014a; Crnkovic-Rubsamen, Zhu, & Stone 2015; Survilie, Mayer, & Lin 2016). Raettig, Klahr, & Lyra (2015) found that this feedback causes vortices to disappear and re-build again with time. Recently, Miranda et al. (2017) revealed that the process of azimuthal dust trapping slows down due to dust feedback in the circumstance of large-scale vortices formed at viscosity transitions. Another effect in high-mass discs which can damp or delay the formation of large-scale vortices formed at the edge of a planet-opened gap is self-gravity (Lin & Papaloizou 2011 and Lin 2012).

Vortices formed at artificial pressure bumps are found to be weakened by self-gravity of the disc (Zhu & Baruteau 2016). Bae, Hartmann, & Zhu (2015) found that large-scale vortices, developed in the outer regions of protostellar discs due to mass-loading from natal clouds, dissipate, as the Toomre Q-parameter (Toomre 1964) reaches unity. Lovelace & Hollfield (2013) and Yellin-Bergovoy, Heifetz, & Umurhan (2016) investigated disc self-gravity and found that it is important for discs with Toomre parameter $Q < Q_{\text{crit}} = 1/h$, where $h$ denotes to the geometry (aspect ratio) of the disk. Recently, Regály & Vorobyov (2017a) investigated the role of self-gravity in the long-time evolution of vortices at sharp viscosity transitions in protoplanetary discs. They found that at relatively low-mass discs ($M_{\text{disk}}/M_\odot \geq 0.006$), self-gravity becomes an important effect as it stretches, azimuthally elongates, and weakens the RWI formed vortices and shorten their lifetimes.

Recently, Pierens & Lin (2018) investigated the effect of thermodynamics on the long-term evolution of RWI-excited vortices at the inner boundary of the dead zone. They used both the $\beta$-prescription and black-body cooling to simulate the effect of thermodynamics. They found that in a non-self-gravitating case, increasing $\beta$ strengthens the vortex. They also investigated the case where self-gravity is included. They found that with low disc masses, the effect of $\beta$-cooling is the same as in non-self-gravitating models, and the results of $\beta \leq 0.1$ are consistent with the locally isothermal simulations. At higher disc masses, Pierens & Lin (2018) found that disc self-gravity becomes dominant over $\beta$-cooling driven thermodynamics. However, with an assumption of black body cooling, self-gravity can stabilise vortex. Here we note that they investigated models with $\beta = 0.01$ to $1$.

In this paper, we examine the role of the thermodynamics on vortex formation, evolution and lifetime. In Section 2, we give a short description of our 2D hydrodynamic model used for the simulations. In Section 3 we show our results about the effect of thermodynamics on vortex formation at the edge of an accretionally inactive region. In Sections 4 and 5 we give a discussion and conclusion about our results.

2 HYDRODYNAMIC MODEL

We investigate the long-term evolution of large scale vortices formed in protoplanetary disc by means of two-dimensional hydrodynamical simulations. For this investigation, we use an extension of the gFARGO code\footnote{http://fargo.in2p3.fr/-GFARGO-}, which is a GPU supported version of FARGO (Masset 2000). gFARGO numerically solves the vertically integrated continuity and the Navier–Stokes equations on a 2D polar $(R, \phi)$ grid.

In this investigation, we compare the vortex evolution in a locally isothermal approximation to a non-isothermal one. For the latter, the energy conservation has to be solved, thus we implemented a numerical solver module based on the zEUS hydro code (Stone & Norman 1992). Our implementation takes into account cooling and heating term for the energy conservation equation.

2.1 Hydrodynamic equations

The continuity, Navier-Stokes and energy conservation equations that govern the protoplanetary disc dynamics read as

$$\frac{\partial \Sigma}{\partial t} + \nabla \cdot (\Sigma \mathbf{v}) = 0,$$

$$\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\frac{1}{\Sigma} (\nabla P + \nabla \mathbf{T}) - \nabla \Phi_{\text{tot}},$$

$$\frac{\partial \epsilon}{\partial t} + \nabla \cdot (\epsilon \mathbf{v}) = -P \nabla \cdot \mathbf{v} + Q_s,$$

where $\Sigma$, $\mathbf{v}$, $P$, and $\epsilon$ are the surface mass density, velocity, vertically integrated pressure and thermal energy density of the gas (per surface area), respectively, and $T$ is the viscous stress tensor, $\Phi_{\text{tot}}$ is the total gravitational potential of the central star ($\Phi_\star$), the disc itself ($\Phi_{\text{disc}}$) and the indirect potential ($\Phi_{\text{ind}}$), which appears due to the fact that the origin of the grid is not the barycentre of the disc (for more details see e.g. Mittal & Chiang (2015), Zhu & Baruteau (2016) and Regály & Vorobyov (2017b));

$$\Phi_{\text{tot}} = \Phi_\star + \Phi_{\text{ind}} + \Phi_{\text{sg}}.$$


where \( \Phi_\star, \Phi_{\text{bg}} \) and \( \Phi_{\text{ind}} \) at a given distance, \( r \), can be given as

\[
\Phi_\star = -G\frac{M_\star}{r},
\]

(5)

\[
\Phi_{\text{ind}} = r \cdot G \int \frac{dm(r')}{r^3} r',
\]

(6)

\[
\Phi_{\text{bg}} = -G \int_{r_{\text{in}}}^{r_{\text{out}}} r' \, dr \times \int_0^{2\pi} \frac{\Sigma \, d\Phi'}{\sqrt{r^2 + r'^2 - 2rr' \cos(\Phi' - \Phi)}}.
\]

(7)

Here \( r_{\text{in}} \) and \( r_{\text{out}} \) are the inner and outer boundaries of the disk, and \( m \) is the mass contained in a given grid cell. Equation (7) is solved by Fast Fourier Transform technique (see details in Section 2.8 in Binney & Tremaine 1987), which was successfully applied to investigate fragmentation in gravitationally unstable protoplanetary discs (see, e.g., Vorobyov & Basu 2010, 2015) and vortex formation in self-gravitating discs (see, e.g., Regály & Vorobyov 2017a). Note that, according to Regály & Vorobyov (2017a), no gravitational softening is applied to our simulations, which may influence the effect of self-gravity.

The angular momentum transport due to turbulent viscosity is modelled by the \( \alpha \)-prescription of Shakura & Sunyaev (1973). In order to excite the RWI, which leads to the formation of vortices, we introduced an actively in active region, known as the dead zone (Gammie 1996), by reducing the kinematic viscosity of the gas by a factor \( \delta_\alpha \)

\[
\delta_\alpha = 1 - \frac{1}{2} (1 - \sigma_{\text{mod}}) \left[ 1 - \tanh \left( \frac{r - r_{\text{dze}}}{\Delta r_{\text{dze}}} \right) \right],
\]

(8)

at a certain distance (see, e.g., Regály et al. 2012). In Equation (8) \( \sigma_{\text{mod}} \) is the depth of the reduction, \( r_{\text{dze}} \) and \( \Delta r_{\text{dze}} \) are the location and the half-width of the viscosity reduction. With Equation (8) the global viscosity of the gas is \( \alpha_{\text{dze}} \).

In this way, we only model the outer edge of the dead zone. The \( \alpha \)-parameter is set to \( 10^{-2} \), and \( \sigma_{\text{mod}} = 10^{-3} \) is used in all models.

In a locally isothermal approximation (hereafter referred as I), thermal heating and cooling processes occur on time-scales that are much faster than the local dynamical timescale and the disc heating sources do not vary appreciably on time-scales of interest. The former is usually fulfilled on radial distances greater than a few AU (see Fig. 3 in Vorobyov et al. 2014) and the latter is true if stellar luminosity and viscous heating vary weakly with time. To solve Equations (1)-(3), one needs the equation of state of the gas, which takes the form \( P_I = \Sigma c_I^2 \), where the locally isothermal sound speed reads \( c_{I \alpha} \) as

\[
c_{I \alpha} = H \Omega,
\]

(9)

\( H = h \rho \) is the local scale-height, \( h \) describes the geometry of the disc (aspect ratio). \( \Omega = \sqrt{GM_\star/r^3} \) is the angular velocity, and \( G \) and \( M_\star \) are the gravitational constant and the stellar mass, respectively (set to unity).

In a locally isothermal approximation, the temperature of the gas, \( T_g = c_I^2 \mu / \mathcal{R} \) (where \( \mu \) is the mean molecular mass and \( \mathcal{R} \) is the universal gas constant, both set to unity in the applied numerical code), depends only on the distance from the star. This approximation, therefore, neglects the heating and cooling caused by the interaction of disc and vortices. This might be unrealistic because vortices excite spiral shock waves and interact with the disk.

In non-isothermal models (hereafter referred as NI), a more realistic description of the thermal processes is assumed. In these models, Equations (1)-(3) are closed with the ideal equation of state

\[
P = (\gamma - 1) \epsilon,
\]

(10)

with the the adiabatic index \( \gamma = 1.4 \), also known as the polytropic index. With this approximation, we take into account the heating and cooling effects due to the expansion and compression of the gas, i.e., due to the RWI work. We also take into account various possible cooling or heating mechanisms implicitly via \( Q_\star \), such as stellar and background irradiation, and dust cooling, which can take the disc back to the thermal equilibrium state. For that, we used the \( \beta \)-cooling/heating prescription to let the gas release/gain its internal energy. According to Les & Lin (2015),

\[
Q_\star = \frac{1}{\tau_c} \left[ e^{-\epsilon/\Sigma} - \epsilon/\Sigma \right],
\]

(11)

where \( \tau_c \) is the cooling time connected with the \( \beta \)-parameter as

\[
\tau_c = \frac{\beta}{\Omega}.
\]

(12)

In Equation (11), \( \Sigma_0 \) and \( e_0 \) correspond to the initial density and energy state of the disk. The sound speed is given as \( c_s = \sqrt{\gamma P/\Sigma} \), therefore, in the non-isothermal approximation the sound speed can be expressed as

\[
c_{\alpha I} = \sqrt{\frac{\gamma (\gamma - 1) \epsilon}{\Sigma}}
\]

(13)

using Equation (10).

To investigate the effect of thermodynamics, we run simulations with two different approaches. First, we assumed that aspect ratio of the non-isothermal and locally isothermal discs are the same (Type I simulations). By assuming same initial pressure and density distributions in locally isothermal and non-isothermal Type I models, the initial sound speed in the locally isothermal \((c_{\alpha I}^{\text{NI}})\) and non-isothermal \((c_{\alpha I}^{\text{NLTI}})\) case are different

\[
c_{\alpha I}^{\text{NLTI}} = \sqrt{\gamma} c_{\alpha I}^{\text{NI}}.
\]

(14)

where \( \gamma = 1 \) in the locally isothermal case. In the locally isothermal case, \( c_{\alpha I} \) is constant in time, while in the non-isothermal case, \( c_{\alpha I} \) depends on \( \epsilon \) and \( \Sigma \), thus evolving in time. Emphasise that while Equation (13) holds at any time of the simulations, Equation (14) is fulfilled only at the beginning of the simulations.

According to the Shakura & Sunyaev (1973) prescription, \( c_s \) affects the kinematic viscosity of the gas, thus the evolution of gas via the Navier-Stokes equations (see Equation (2)). Hence, in the non-isothermal case, the evolution of the pressure gradient is influenced by the evolution of the kinematic viscosity, which is connected with \( \beta \) via the energy density \( \epsilon \). In Type II simulations, we assumed that the initial temperature distribution of the non-isothermal and locally isothermal simulations are the same. As we used \( \alpha \)-prescription, this means that the initial aspect ratios of
the non-isothermal ($h^0$) and locally isothermal ($h^0_{\text{NLTH}}$) simulations are different
\[ h^0 = h^0_{\text{NLTH}} / \sqrt{7}. \] (15)

We also compared the locally isothermal and non-isothermal models assuming three different disc masses in the self-gravitating and non self-gravitating limits.

2.2 Initial and boundary conditions

The so-called flat-disc approximation is used, in which case the disc aspect ratio is assumed to be $h = 0.05$ both in locally isothermal and $\beta$-cooling Type I simulations. However, in Type II the geometry of the disc is different ($h_{\text{NLTH}} = h / \sqrt{7}$, see Section 2.1). We used damping boundary conditions for $\Sigma$, $v_r$, $v_{\phi}$ and $e$ at the inner and outer boundary conditions (see details in de Val-Borro et al. 2006) for the outer boundary of the computational domain. The inner and outer boundaries of the disc are set as $r_{\text{in}} = 3$ and $r_{\text{out}} = 50$ AU. The numerical resolution of the simulation domain is defined by logarithmically distributed $N_r = 256$ and equidistant $N_{\phi} = 512$ grid cells into radial and azimuthal directions, respectively. In addition, to verify numerical convergence, we run simulations with different numerical resolutions: $256 \times 512$, $512 \times 1024$ and $1024 \times 2048$. All other parameters were unchanged. Comparing the results, we conclude that our simulations are in the numerically convergent regime with the applied numerical resolution.

The width of the viscosity transition region is set to $\Delta_{\text{dre}} = 1.4$ H. According to Matsumura & Pudritz (2005) the viscosity radius of reduction is set to $r_{\text{dne}} = 24$ AU. It means that the half-width of the viscosity transition region equals to 1.68 AU locally isothermal and in Type I non-isothermal, while 1.49 AU in Type II non-isothermal simulations.

Initially, the surface density of the gas is written as a power-law function: $\Sigma = \Sigma_0 r^{-\alpha}$, where $\Sigma_0$ is surface density at $r = 1$ AU, and $\alpha = 1$ is the power-law index of the surface density profile. Regály & Vorobyov (2017a) have shown that disc mass affects the life-time of vortices assuming locally isothermal approximations. Therefore we investigate non-self-gravitating and self-gravitating models assuming three disc masses ($M_{\text{disk}}/M_* = 0.001, 0.06$ and 0.01), with corresponding $\Sigma_0$ values of $3.18099 \cdot 10^{-6}$, $1.909859 \cdot 10^{-5}$ and $3.18099 \cdot 10^{-5} M_\odot$/AU$^2$.

Five different $\beta$-cooling prescription cases are investigated: $\beta = 0.1, 0.3, 1, 3$ and 10. Based on Equation (11) $\beta$ refers to the number of orbit at a given radius required to settle the gas energy to the initial state.

3 RESULTS

A pressure maximum develops at the viscosity transition due to the accumulation of gas caused by the drop of radial transport there. We found that the RWI is excited at the pressure maxima, which results in the formation of small scale vortices with mode numbers $m = 3 - 6$. Independent of the disc self-gravity, the RWI excitation is observed in all models. We found that the onset of RWI tends to occur at earlier times in non-isothermal models than in locally isothermal ones. As each small vortex forms at a slightly different distance from the central star, they tend to merge to form a single large-scale vortex. In the following, we present the evolution of the large-scale vortex in each investigated models.

We implicitly assume that the density distribution inside the vortex is elliptical as it is described by Kida (1981) and Chavanis (2000). Theoretical vortex models have shown that a definite relation exists between the Rossby number, Ro (the rate of the rotation velocity of the vortex and the rotation velocity of the Keplerian disk), and the vortex aspect ratio (see details e.g. Kida 1981, Goodman, Narayan, & Goldberg 1987, Surville & Barge 2015). These authors have shown that the stronger the vortex (i.e., the larger the magnitude of the Rossby number), the smaller the aspect ratio is.

To measure the vortex strength, first we calculate the vortex aspect ratio ($\chi_{\text{vortex}}$) in each model in the following way. On a polar grid, 2D elliptical contours are fitted to the surface density, normalised by the initial density, $\Sigma^0$. Then $\chi_{\text{vortex}}$ is the ratio of the azimuthal and radial axes of the contour at 87% of the maximum value of the normalised density is determined. Fig. 1 shows the evolution of $\chi_{\text{vortex}}$ in models without and with self-gravity on panels a-1) – a-3) and b-1) – b-3), respectively. By carefully analysing the Fig., one can conclude that vortices are full-fledged by 500th orbits in all models.

We also investigated the mean azimuthal density profile, $\delta \Sigma$, calculated at the vicinity of the radial distance of the vortex eye. First, we normalised the surface density with that of the initial. Then, the normalised density distribution is averaged radially, taking into account rings having $\pm 5$ cells radial distance centred on the maximum density. To obtain the evolution of the vortices, this procedure is done on each frame. Fig. 3 shows the time evolution (time is measured in units of the Keplerian orbit at the vortex distance) of $\delta \Sigma$-profiles in non-self-gravitating and self-gravitating cases, respectively.

3.1 Non-self-gravitating Type I models

Independent of disc thermodynamics, vortices tend to be stronger in higher mass models if disc self-gravity is neglected. In these models the minimum value of $\chi_{\text{vortex}}$ is always higher in the locally isothermal case than in the $\beta$-cooling models, see Panels a-1) – a-3) in Fig. 1. This means that vortices formed in the models where the thermodynamical effect is taken into account are less elliptical and therefore stronger.

In the low-mass models, the vortex lifetime strongly depends on the disc thermodynamics: the vortex life-time is shorter in the $\beta$-cooling models than in the locally isothermal model, see panel a-1) in Fig. 1. A vortex decay and subsequent reappearance (steep growth in the value of $\chi_{\text{vortex}}$ followed by slow decay) can be seen for $\beta = 0.3, 1$, and 3. The reappearance of the large-scale vortex requires about 10 orbits, see upper panels on Fig. 3.

In high-mass models, the effect of thermodynamics on vortex evolution is less pronounced. In both the medium- and high-mass models, vortices are slightly stronger in the $\beta$-cooling models than in locally isothermal ones. As it can be
Table 1. Used parameters for simulations.

| Simulation          | self-gravity | $h^0$ | $c_s^0$ | $r_{dec}$ [AU] | $\Delta r_{dec}$ [AU] | $\Sigma$ | $M_{disk}$/$M_*$ | $\beta$ |
|---------------------|--------------|-------|---------|----------------|------------------------|---------|-----------------|--------|
| **Locally isothermal simulations** |              |       |         |                |                        |         |                 |        |
| Locally isothermal (I) | YES          |       |         | 1.68          | 3.18099 $\cdot 10^{-6}$ | 0.001   | –               |        |
|                      | NO           |       |         | 24            | 1.909589 $\cdot 10^{-3}$ | 0.006   | 3.18099 $\cdot 10^{-5}$ | 0.01   |
| **Non-isothermal simulations** |              |       |         | 24            | 3.18099 $\cdot 10^{-5}$ | 0.001   | 0.1             |        |
| Non-isothermal (NI) (Type I) | YES          |       |         | 1.49          | 3.18099 $\cdot 10^{-6}$ | 0.006   | 0.3             | 3      |
|                      | NO           |       |         | 24            | 1.909589 $\cdot 10^{-5}$ | 0.01    | 1               | 3      |
| Non-isothermal (NI) (Type II) | YES          |       |         | 1.68          | 3.18099 $\cdot 10^{-5}$ | 0.006   | 0.3             | 3      |

**Figure 1.** The evolution of vortex aspect ratio, $\chi_{dens}$, as a function of time measured in the number of Keplerian orbital period, at the distance of the vortex eye in non-self-gravitating (left-hand-side panels) and self-gravitating Type I models (right-hand-side panels) assuming three different disc masses ($M_{disk}/M_*=0.001$, 0.006 and 0.01 from top to bottom). The black line refers to the locally isothermal case, while the coloured lines refer to the non-isothermal cases.
seen on the left panels of Fig. 1, vortex reappearance occurs at later epochs with increasing disc mass.

3.2 Non-self-gravitating Type II models

As described in Section 2.1, we compared locally isothermal and non-isothermal simulations in Type II models, where the initial aspect ratio differs, see Equation 15. In this case, we assume that the initial temperature distribution is the same in locally isothermal and non-isothermal cases, see Equation 13. Comparing Figs. 3 and 4, one can see that change in the initial conditions affects the evolution of vortices. In Type II models vortices live longer than in Type I models independent of disc mass. Similar to Type I simulations, we found that vortices weaken with increasing $\beta$. Moreover, in low disc mass simulations, the shortest vortex lifetime occurs for $\beta = 1$ as in Type I models. Note that, as we altered the aspect ratio of the non-isothermal models, locally isothermal simulations are the same as in the case of Type I models.

Pierens & Lin (2018) found that assuming sufficiently rapid cooling time ($\beta \leq 0.1$), the results are consistent with the locally isothermal case (see Section 1). Although, in this paper, we only focus on the effect of thermodynamics with higher $\beta$ values, to compare our simulations with their results, we also run simulations with $\beta = 0.01$. Similarly, we found that in the case of such rapid cooling time, the disc tend to act as in the locally isothermal case, independent of disc mass. Fig. 2 shows the time evolution of $\delta \Sigma$ of a low-mass non-self-gravitating Type II model with $\beta = 0.01$. Similar to the locally isothermal case, no vortex decay was observed. We also found that, in the case of rapid cooling time, $\delta \Sigma$ of the mature vortex is somewhat higher ($\delta \Sigma \approx 7$), than in the locally isothermal case ($\delta \Sigma \approx 6$, compare Fig. 2 and the locally isothermal case of the low disc models in the upper panel of Fig. 4).

3.3 Self-gravitating Type I models

In terms of vortex strength and evolution, the low-mass self-gravitating models are similar to non-self-gravitating models, see lower panels on Fig. 3. However, in higher mass self-gravitating models, significantly weaker vortices form, independent of disc thermodynamics. This can be explained by the vortex stretching effect of self-gravity described by Regály & Vorobyov (2017a). The stretching effect can be described by the gravitational torque (caused by the vortex). The leading (inner) part of the vortex loses angular momentum (as it suffers from negative gravitational torque). As a result, the inner part of the vortex moves faster to the central star, stretching the vortex inwards. In contrary, the outer part of the vortex is affected by positive gravitational torque. As a result, the outer part of the vortex gain angular momentum and moves outwards. This two opposite effects elongates and accelerates the decay of the vortex, see Fig. 6 of Regály & Vorobyov (2017a) for more details.

Vortex reappearance occurs only in the smallest mass models. Contrary to the non-self-gravitating case, in medium- and high-mass discs with self-gravity we did not observe vortex reappearance, see lower panels on Fig. 3.

In all other cases, independently of disc thermodynamics the large scale vortex decays completely within 1000 orbits. Shortest vortex life-time is observed in $\beta = 1$, while the longest vortex life-time is observed in the locally isothermal case, see panel b-3) of Fig. 1. In these models, the stretching effect of self-gravity becomes dominant over thermodynamics. However, we observed a modest $\beta$-dependence of vortex life-time in medium-mass case, if $\beta = 0.3$ and 1, see panels b-2) and b-3) of Fig. 1.

3.4 Self-gravitating Type II models

In Type II simulations, the effect of self-gravity is less effective in low disc mass cases similarly to Type I self-gravitating simulations. In $\beta = 1$ case, the vortex dissipates in the less massive model, while both in $\beta = 0.1$ and in locally isothermal cases, only weak vortices are formed. In $\beta = 10$, the strength of the mature vortex is the highest. Similar to non-self-gravitating case, the shortest vortex lifetime is observed in low disc mass $\beta = 1$ model. This phenomenon is caused by the same effect of the indirect potential observed in Type I models.

4 DISCUSSION

As described in Section 3, we found that the onset of RWI excitation tends to occur earlier in non-isothermal cases, than in locally isothermal models. A possible explanation to this phenomenon is that the gas pressure maximum forms faster in the non-isothermal models. As a result, the pressure gradient can be steeper in the non-isothermal case.

The equation of state of the gas in the locally isothermal ($P_I = \Sigma c_s^2$) and $\beta$-cooling cases ($PNI = (1 - y)e$) are different. While $P_I$ depends only on $\Sigma$ via $c_s$ (see Section 2), $PNI$ depends on the internal energy, which is governed by the energy conservation equation (see Equation (3)). Thus, $\beta$ affects the onset of RWI via the energy equation in the non-isothermal case. Fig. 5 shows a comparison of the radially averaged, normalised radial pressure profile at $t = 50$ orbits, before the onset of RWI. We found that the pressure bump in the non-isothermal models are steeper than that in the locally isothermal models. The higher the $\beta$, the steeper the profile. Note, however, that the effect is weak.

We found that increasing $\beta$ leads to less elliptical, and therefore stronger vortices (see, e.g., Fig. 1). Vortex strength...
Figure 3. Vortex azimuthal density profile time evolution (in units of vortex orbit) without (upper panels) and with (lower panels) self-gravity, respectively. The first row refers to the low disk-mass models, the second row refers to the medium-mass models, while the third row is the case of high disc masses in Type I simulations. From the left: first column are the locally isothermal cases, second column is $\beta=0.1$, the third column is $\beta=1$ and the fourth column is $\beta=10$. 
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Figure 4. Vortex azimuthal density profile time evolution (in units of vortex orbit) without (upper panels) and with (lower panels) self-gravity, respectively. The first row refers to the low disc-mass models, the second row refers to the medium-mass models, while the third row is the case of high disc masses in Type II simulations. From the left: first column are the locally isothermal cases, second column is the case when $\beta = 0.1$, the third column is $\beta = 1$ and the fourth column is $\beta = 10$. 
Non-isothermal vortex evolution

Figure 5. Evolution of the azimuthally averaged, radial pressure profile without self-gravity at $t = 50$ orbits. The profile is normalised with the corresponding initial pressure profile. $Y$ axis refers to the normalised pressure profile, while $X$ axis refers to the distance from the star in astronomical units. The black solid line denotes to the isothermal case, the coloured lines refer to the non-isothermal cases.

can be measured by its aspect ratio ($\chi_{\text{dens}}$). The strength of a vortex is maximum as $\chi_{\text{dens}}$ reaches its minimum value. In all non-isothermal simulations, strongest vortex is observed for $\beta = 10$. This is in agreement with Pierens & Lin (2018). However, they investigated models with $0.001 \geq \beta \geq 1$. Thus, our simulations revealed that for even higher $\beta > 1$ this trend is valid.

Additionally to the above described two effects of $\beta$-prescription, we found that increasing $\beta$ leads to shortened vortex life-time. The vortex evolution is governed by the Navier-Stokes equations which depends on local viscosity. Since we use $\alpha$-prescription, the kinematic viscosity of the gas depends on the sound speed. As a result of the difference in the sound speed (see Equations (9) and (13)) for locally isothermal and non-isothermal cases, vortices evolve on different time scales. While in a locally isothermal model the viscosity ($\nu = \alpha c_s^2/\Omega$) is constant in time, in non-isothermal models, viscosity ($\nu_{NI} = \alpha_{NI} c_s^2/\Omega$) changes through $\chi_{NI} \propto \sqrt{\tilde{S}/\Sigma}$ (see Equation (13)).

Moreover, as we assumed flat-disc approximation with $\alpha$-prescription of Shakura & Sunyaev (1973), accretion (driven by the kinematic viscosity of the gas), is connected to the the disk vertical scale height. Fig. 6 shows the evolution of $h$ (solid lines) and the corresponding Toomre $Q$ parameter (dashed lines) in the eye of the vortex in non-self-gravitating Type I and Type II models. It can be seen that increasing $\beta$ enhances the amplitude of variation in $h$. In $\beta = 10$ model, at about 700 orbits $h$ is increased by about $10 \sim 20\%$ with respect to the initial value (dependent of simulation type). As in Type II simulations, we compared models with the same initial temperature profile, we changed the initial aspect ratio of the non-isothermal models (see Equation 15).

As shown in the results of Type II simulations, we found that the geometry of disc has also a substantial effect on vortex evolution and life-time.

Figs. 7 and 8 present the normalised density with the initial one ($\Sigma/\Sigma^0$), temperature normalised by the initial one ($T/T^0$), the normalised potential vorticity ($PV$, $\zeta$, or vortensity) and viscosity normalised by the locally isothermal one ($\nu/\eta$) in the non-self-gravitating $\beta$-cooling models at $t = 500$ orbits. Left, middle and right panels represent $\beta = 0.1$, 1 and 10, in Type I and Type II simulations respectively. Arrows correspond the gas flow, while horizontal lines represent the zone within the radial averaging is calculated for $\delta \Sigma$. Lower panels on Fig. 7 show that the viscosity in the eye of the vortex is about $5\%$ larger for $\beta = 10$ compared to locally isothermal case in Type I simulations. Note that in Type II simulations, the ratio of the initial viscosity and the viscosity at 500 orbits are larger than in Type I models (see Fig. 8). This is because of the fact that as $\beta$ increases, the temperature ($T$) also increases inside the vortex (see middle panels of Fig. 7 and 8) due to slower cooling prescription. This leads to larger sound speed, which causes increased kinematic viscosity of the gas.

Non-axisymmetric RWI occurs in the local minimum of vortensity (PV, see e.g. Li et al. 2000, 2005; Koller, Li & Lin 2003), which is formed on the edge of the dead zone in our simulations. Vortensity is measured as follows:

$$\zeta = \frac{\vec{\omega} \times \vec{\nu}}{\Sigma} \propto 2^{\gamma},$$  \hspace{1cm} (16)

where $\vec{\omega} = \nabla \times \vec{v}$ is the vorticity (describing the curl of the velocity field), and $S = P/\Sigma$ is the entropy. In Figs. 7 and 8 vortensity is normalised by its minimum value ($\zeta_{\min}$). As one can see $\zeta_{\min}$ is located in the vortex eye in all cases.

As we have seen, the vortex lifetime is set by two competing effects of increasing $\beta$: strengthening of the vortex due to the steeper pressure gradient and weakening of the vortex due to the increased kinematic viscosity. These two effects can be clearly seen in the non-self-gravitating models...
(see Fig. 1). Independent of the disc mass, the shortest lived vortex is always found for $\beta = 1$ models. $\beta < 1$ leads to weaker, but longer lived vortices. Contrary, $\beta > 1$ vortices are stronger, but suffer from faster vortex dissipation.

We also found that the above strengthening and weakening effects can be seen in low-mass self-gravitating models, however, in middle and higher disc masses, the effect of thermodynamics becomes less dominant (see Fig. 3). Regály & Vorobyov (2017a) have shown that disc self-gravity tends to destroy vortices in locally isothermal cases, which also occurs in the non-isothermal discs.

5 CONCLUSION

In this work, we investigated the effect of thermodynamics on the long-term evolution of RWI-excited vortices at the outer edge of the dead zone by means of 2D hydrodynamical simulations with three different disc masses ($M_{\text{disk}}/M_*=0.001, 0.006, $ and 0.01) in self-gravitating and non-self-gravitating models. The thermodynamical cooling and heating mechanisms are taken into account with the $\beta$-prescription. RWI excitation occurs inside the dead zone, where the viscosity is assumed to be low ($\alpha_{\text{local}} = 10^{-5}$). In our simulations, the viscous heating is neglected, because vortices form inside the low-viscosity region where the viscous term is negligible. We investigated the effect of slow-, moderate- and rapid cooling/heating process, by assuming different $\beta$-parameters in the 0.1–10 limits. Rapid, moderate and slow cooling/heating mechanism occur on the timescales of $\tau_c = 0.1\Omega^{-1}, 1\Omega^{-1}$ and $10\Omega^{-1}$, respectively. We run Type I and Type II simulations. The former represents a comparison between non-isothermal and locally isothermal simulations with the same initial aspect ratio. This yields a difference between the initial sound speed (see Equation (14)). The latter provides a fairer comparison between the non-isothermal and locally isothermal simulations. For this, we set the initial sound speeds equal with reducing the initial aspect ratio of the non isothermal discs. Our main findings are the following:

1) Thermodynamics affects the onset of RWI excitation through pressure gradients, which evolves on different timescales in both Type I and Type II simulations. In the non-isothermal case, the pressure gradient is steeper than in the locally isothermal case. In the locally isothermal case, pressure depends only on the surface density, while in the non-isothermal case, pressure depends on the energy, which is governed by the energy conservation equation, and hence by the $\beta$-parameter.

2) In the non-isothermal cases, less elliptical, therefore stronger vortices form than in the locally isothermal cases both in Type I and Type II simulations. Increasing $\beta$ leads to stronger vortices.

3) $\beta$ has an effect on the vortex life-time via the kinematic viscosity of the gas. While in the locally isothermal model the viscosity is constant in time, in the $\beta$-cooling models viscosity evolves in time, affecting the evolution of the vortex via the Navier-Stokes equation. In the framework of $\alpha$-prescription, increasing $\beta$ leads to higher temperature, thus higher viscosity in the eye of the vortex, which leads to faster vortex dissipation. This effect can be seen in Type I and Type II simulations as well.

4) In low disk-mass models ($M_{\text{disk}}/M_* < 0.006$), we observed similar effects of thermodynamics in self-gravitating and non-self-gravitating models. This effect is independent of model type, it can be observed both in Type I and Type II simulations. However, in higher mass discs ($M_{\text{disk}}/M_* > 0.006$), the vortex stretching effect of self-gravity becomes dominant over thermodynamics.

5) The effect of disc geometry ($h$) plays also a key role in vortex life-time and evolution. We found that decreasing the disc aspect ratio (by a factor of $\sqrt{\beta}$ in Type II models) causes longer vortex life-time.

Based on our results, we conclude that the lifetime of a vortex is determined by two competing effects of thermodynamics: increasing $\beta$ strengthens vortices, while shorten their lifetime. The shortest vortex lifetime is found in models with $\beta = 1$.

Pierens & Lin (2018) showed that the details of thermodynamics are a crucial point in the long-term evolution of RWI-excited vortices. Because they concluded that at a pressure bump long-lived vortex can form in self-gravitating disc assuming black body cooling, this thermodynamical process is required to be included in our future work.

We used two dimensional hydrodynamic simulations in the thin-disc approximation. Lesur & Papaloizou (2009) showed that the vertical stratification in protoplanetary discs influence vortex evolution: for $k_{\text{dens}} < 4$ vortices are destroyed by the elliptical instability. For a better understanding of the effect of thermodynamics on the vortex evolution, a three dimensional hydrodynamic model with thermodynamics and self-gravity is needed. However, we note that our simulations may overestimate the effect of self-gravity compared to an equivalent 3D disk, as the gravitational softening is not included in our simulations.

We note that, we focused on simulations with $\beta \geq 0.1$. Nonetheless, we also run simulations with $\beta = 0.01$. We showed that in the case of sufficiently short cooling timescales, the results of non-isothermal simulations are similar to the locally isothermal cases. This is in agreement with what was found by Pierens & Lin (2018).

We also note that we did not include the evolution of the dust in our simulations. However, Fu et al. (2014b) showed that vortices can effectively collect inward drifting dust particles. As the dust-to-gas ratio within the vortex starts to reach unity (or higher), the dust feedback destroys the vortex. Recently, Miranda et al. (2017) showed that, although dust feedback affects the evolution of vortices, asymmetric dust accumulation can be observed in protoplanetary discs for thousands of orbits. As the dust feedback has a clear effect on the vortex evolution, more detailed simulations with thermodynamical processes are needed.

We found that increasing temperature increases viscosity. This phenomenon can be explained by the fact that we assumed a thin-disc $\alpha$-prescription of Shakura & Sunyaev (1973) ($v \propto \chi_0 N_1 \propto T$). For investigating the effect of temperature on viscosity, a more realistic, fully magneto-hydrodynamical (MHD) model is needed (see e.g. Zhu & Baruteau 2016).

Our results reveal the importance of thermodynamics in modelling protoplanetary discs as thermodynamics influences the evolution and lifetime of anticycloonic vortices. The vortex lifetime can be a crucial parameter in planet formation as the pressure maxima at the eye of vortices, being
traps for solids, not only collects dusty material, but save them against stellar engulfment. We conclude that planet formation might be enhanced in cooler discs as vortices have longer lifetimes there.
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APPENDIX A: SOLVING THE ENERGY EQUATION

To investigate non-isothermal discs we implemented a solver for polytopic equation of state in the 2D hydrodynamical Gfargo code\(^2\), which solves the hydrodynamic equations (see Equations 1, 2 and 3) with operator splitting method. This method breaks the partial differential equations (PDEs) into part which is a simplified approximation for the exact solution of the equations, but is more accurate than a single integration step based on old data (Stone & Norman 1992).

The splitted parts in the solution are grouped into to steps, the source and the transport steps. In the transport step the equations represent the source and sink terms for each of the dependent variables (pressure, density, energy). This step is divided into three sub-steps. First, the code updates the velocities due to pressure gradients, gravitational forces and inertial forces (due to polar coordinates). Pressure gradient is calculated at the beginning of the step using the equation of state, the gravitational potential is computed from the Poisson equation, inertial forces are due to geometry (due to curvilinear coordinates) and acting on the momentum flux. The second sub-step uses the updated velocities to add the artificial viscous stress and dissipation and added to the momentum and energy equations. The third sub-step calculates the compressional/expansional heating/cooling term.

We implemented cooling and heating methods which take into account the viscous dissipation and and artificial β-cooling. According to Stone & Norman (1992) the energy update can be given as

\[
\frac{e_n+1 - e_n}{\Delta t} = -p_n^{1/2} \nabla \cdot \mathbf{v} + Q_+ - Q_- ,
\]

where \(Q_+\) and \(Q_-\) are the heating and cooling terms, respectively. As mentioned earlier in Section 2.1, the effect of \(Q_+\) is neglected in all simulation, as RWI excitation occurs

\(^2\) http://fargo.in2p3.fr/-gfargo-
in the low viscosity region. Here, the effect of viscous heating is low. By assuming that the time-centred pressure is $p^{n+1/2} = (p^n + p^{n+1})/2$, after trivial algebra one can get

$$e^{n+1} = \frac{[1 - (\Delta t/2)(y - 1)(\nabla \cdot v)] e^n - \Delta t Q_+}{1 + (\Delta t/2)(y - 1)(\nabla \cdot v)}.$$  \hspace{1cm} (A2)

Using the $\beta$-cooling prescription of Les & Lin (2015), the cooling term is defined as

$$Q_- = \frac{1}{\tau_c} \left( e^n - e^0 \frac{\Sigma}{\Sigma^0} \right), \hspace{1cm} (A3)$$

where $e^0$ and $\Sigma^0$ are the surface mass density and thermal energy density at $t = 0$, and $\tau_c = \beta \Omega^{-1}$ is the cooling time. With this Equation (A2) can be written as

$$e^{n+1} = \left[ \frac{1 - (\Delta t/2)(y - 1)(\nabla \cdot v)}{1 + (\Delta t/2)(y - 1)(\nabla \cdot v)} \right] e^n - \frac{\Delta t}{\tau_c} \left( e^n - e^0 \frac{\Sigma}{\Sigma^0} \right) \hspace{1cm} (A4)$$
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