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Abstract: The fact that users and applications acquire information using web sites on the internet means that document and information sharing, banking and other operational processes are increasing day by day. Recently however, with the widespread use of the internet, some security problems, such as unauthorized access, data breaches, code infection, malware infections, data leaks and distributed denial of service attacks have emerged. This situation necessitates the protection of the information used in personal and public spaces. In this study, a common model was created to detect user intrusions by taking into account criteria such as the number of transactions performed, their IP addresses, the amount of data they use, the transaction type they perform and the roles they undertake. In this way, the aim was to ensure database security by detecting risky user groups in advance.
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1 INTRODUCTION

With the rapid development of technology, the internet has become an indispensable requirement for personal purposes and in many other areas such as banking, information sharing, e-commerce and communications. However, many problems have emerged using the internet, such as information leakage, seizure of information by unauthorized persons, alteration of information and failure to provide information confidentiality; many studies have been carried out to solve these problems [1-4]. These studies are usually related to the actions to be taken after the attack. In this study, however, the aim was to predict possible user attacks by analyzing log records beforehand and preventing any possible attacks that might create risk in the future, before they occur. In other words, users who threaten the system were identified and a risk analysis was performed. In this study, the words "attack" and "intrusion" are used interchangeably. Since there is no guarantee against being attacked (the inevitability of information/resource sharing and the reality that we do not live in an entirely lawful world), the problem of database security needs to be addressed. Data/information security problems in database systems can be addressed in a number of phases. Before the information security problem occurs, the aim is to predict a potential attacker (application/user) before the attack occurs by looking at some behaviour, such as the various types of access to the system or processes, and to ensure that the system administrator and the responsible individuals are alerted to the possibility of such a potential attack.

After an information security problem occurs—when no advance precautions have been taken—the problem has then been identified. It includes detecting whether an attack or information security problem has occurred once an issue emerges, and includes the operations performed to eliminate any problem that is subsequently identified.

If a system does not guarantee that there will not be any information security problems, and does not offer an intrusion detection/recovery mechanism, an attack to the system may occur, but users cannot distinguish what it is.

In this case, the insecure system will continue to be used by the users and unwanted situations will occur. Although this may seem an unacceptable situation, it is tolerable if the likelihood of an attack is very low and the system does not contain critical information. However, in the opposite case, it is necessary to assess measures that guarantee information security and eliminate the potential for attack, regardless of the cost. This study should be evaluated against the scope of measures to be taken before the emergence of an information security problem.

Rules were created using a variety of criteria that can model user behaviour. Unlike other studies, a risk analysis was carried out against information leaks. In addition, according to the model created, and regarding their risk status, the users were clustered into five groups: the riskiest, risky, medium risk, low risk and lowest risk. During the first phase of the study, the unregulated and scattered log records were collected, and the areas that were unnecessary and where transactions cannot be performed, were cleaned by filtering [5]. Thus, the resulting log records were analyzed and the data they contained was transformed into meaningful information. In the second phase, various rules were created to follow user practices and operations by transferring normalized data to the database. In the third phase, a common model was developed to identify user attacks by using the rules created. In the final phase, depending on the risk ratio calculated by the model, users were grouped according to their risk status and transferred to the database. In addition, users whose risk group was at the highest level were listed along with their IP addresses. A number of studies have been carried out on intrusion detection and prevention systems in the literature [6-8]. However, no model has been developed in these studies that can identify attacker users on the real data set. The work that is done is usually related to the operations that will be done after the attack. In our study, we developed an attack prediction system by classifying users using certain criteria in log records. In our study, risk users who attack the system were determined in advance for the data set we used. We calculated the success and accuracy of the proposed model by comparing the risky users we classified with the pre-determined risky users. We also compared the model we proposed [1, 9, 10, 11] with various studies used in the literature and presented their success in risk analysis. However, in our study, we did not use all the criteria in the log records. We can use all the criteria to develop a more advantageous and more successful attack prediction system.
The remainder of the article is organized as follows: Related and similar studies will be discussed in section 2, while log records and information security will be explained in section 3. The conducted study and design will be explained in section 4, and in the final concluding part (5), the contributions of the study will be summarized and the direction of future studies will be discussed.

2 RELATED WORKS

In this study, the aim was to predict database security problems (especially attacks that could be performed by users defined in the system). In order for a risk-based classification of system users, the risk ratios for the users were calculated by developing a common model. Situations investigated by these type of measurements included malicious software such as viruses, worms, Trojan horses and spyware; intrusion into the system using fake IP addresses; port browser attacks and users attempting incorrect or unauthorized operations that affect the system adversely by performing read and write actions on data that negatively affect database security [12, 13].

Database intrusion detection systems are divided into two types: signature-based and non-signature-based systems. The signature-based systems benefit from a database where the digital signatures of previous attacks are recorded [14]. These attacks are usually perpetrated through malicious software like viruses, worms, Trojan horses and spyware [11]. The disadvantage of this type is that it is costly to keep the signature information up to date, that is, it is not able to detect the signatures of new types of attack until they have already happened.

The non-signature-based intrusion detection systems are used to detect abnormal situations occurring within the system. They are used to detect internal attacks involving user access and role-based access. Most attacks occur when some users access the information they want by using hardware and software vulnerabilities. Generally, it takes the form of SQL injection attacks [14].

Quickprop neural networks, which are a multi-factor statistical prediction system, have been developed to predict database intrusions and detect security vulnerabilities before an attack occurs [13]. In this study, the Pearson correlation coefficient was used to calculate any hidden layers and reveal the users who did not have authorization to access a databank. Abnormal and incorrect user behaviour emerging in the short term was found. However, since only log records for one day were used, potentially risky users and uncontrolled user transactions occurring in the long term were not fully identified. In other words, it did not include a risk analysis for attacks that were carried out over the longer term. Another study that was carried out to identify incorrect user behaviour used a genetic algorithm [15]. The genetic algorithm performed a classification using neural networks with rules obtained by observing the characteristics of the network. The results of this study were compared to other studies. However, as in the former case, it also only suggested a solution for attacks over the short term. Another related study attempted to predict and prevent intrusions by using the Hidden Markov model [16]. The Hidden Markov model is a classification algorithm that is performed to find hidden states depending on given situations. In very large networks, data communications is distributed across the whole network and is therefore vulnerable to serious attacks. In this study, a risk analysis was carried out using a fuzzy logic technique in an attempt to identify dangerously high, outgoing packet rates. In addition, it attempted to determine attacks that might pose a risk in distributed environments.

In the first phase of the intrusion detection system, which uses a role-based access control model, the database log is examined. A classification model (Naive Bayes) is created based on past transactions and the roles in which they are used. User transactions are classified according to this model. The roles found are compared to the users in the database log. Accordingly, if the role is associated with the related user, then it is considered okay; if not, an alarm is issued. However, this study only detects attacks according to the roles of users and does not take into account the individual actions performed by the users [1].

Detection of Misuse in Database Systems (DEMIDS) is an example of an intrusion detection system used to detect attacks caused by user access to a database. This was used in a study to detect internal attacks (misconduct) for relational databases. This system consists of four main components: the controller, the data processor, the profile editor and the sensor. The controller collects the data and logs it in the audit log. The data processor converts the data to the desired structures and types. The profile editor "learns" a profile for each user. During the control phase, whether or not the user activities are suspicious is calculated by comparing them to the frequently used user profiles. Unlike the previous study, it defined a profile not just for user transactions in the system, but also for a user who is not in the database [2]. Database intrusion detection systems use a variety of data mining techniques to analyze the read/write dependencies between data objects [3]. First, the database transactions (in logs) that did not suffer any attack are analyzed and the rules that express the read/write dependencies are determined. These rules form a model learnt from the system. Then the attacks are detected by looking at whether new emerging transactions are in compliance with these rules. This study was not conducted with real data, and a large database with synthetic data was created for reading and writing operations only.

In real-time database systems, there are certain time constraints (deadlines) for transactions. These databases are designed for time-semantic data objects, which change over time and are periodically updated. The transactions are defined within certain time limits. In a study conducted by Lee for real-time database systems, time signatures of transactions were used to update the time-semantic data objects [4]. By contrast, real-time systems only give security warnings for write transactions. In this study, with the implemented model, users were classified according to their risk status regardless of whether or not there were attacks due to user access. All user transactions in the system were taken into account to try and identify risky users. Thus, an attempt was made to develop a database intrusion prediction system.

3 LOG RECORDS FOR INFORMATION SECURITY

Information security involves the protection of information from being used and modified by unauthorized
people. It consists of three basic elements: integrity, privacy and accessibility. Integrity means the protection of information from random changes made by unauthorized people; privacy means that unauthorized people are not allowed to access information, and accessibility means that information is accessible only to authorized people [17, 10]. The risks that threaten the system are determined by information security. Transaction continuity is increased by ensuring confidentiality, accessibility and integrity [18]. Today, due to the widespread use of information technologies, especially when transferring applications to the internet, the sharing of lots of information in the internet environment and because almost all transactions are made over the internet, it is increasingly possible for malicious or unauthorized people to damage the system integrity [19, 20]. Log management in the database makes it possible to monitor the changes in information, as well as constituting the most basic structure for information security. To avoid information security violations, continuous log management is required. With log management, all users in the system, transactions, time of transaction, IP addresses, and their success or failure status are monitored, and when a dangerous situation is encountered, its reason is determined by looking at the log records. Log management is of great importance in terms of information security and the elimination of risks [21].

Misuse and attacks on the database are detected by examining the log records. For this, database objects and transactions involving those objects are evaluated. Specifically, access transactions to the database system objects must be monitored. In particular, a transaction that attempts to make changes on a table designed for read-only can be seen as harmful, and its detection is important.

Log management can be performed easily by keeping the log data collected from different sources in a single center [22]. With log management, abnormal situations can be detected in the system, and awareness can be created about future potential security problems for the personnel working in an institution. International standards, such as Cobit and ISO27001, support log management [23]. Log records are collected and stored in a center, and they are accessed quickly when requested. In addition, log records can be restored at any time. To ensure data integrity, consistency and data confidentiality, access permission is determined for data-related users, which is based on the level of relationships. Ready-made software, such as OSSIM, ManageEngine EventLog Analyzer, Swatch and File System Auditor, are free open source software packages used to perform log analysis [23].

4 MATERIALS AND METHODS

Detection of users who may pose a threat to data security by analyzing log records involves multiple steps. The general steps of the study are shown in Fig. 1.

4.1 Collecting and Normalizing the Log Records

In the case study, a log database was created of 4756 users and 108724 transactions entered into the system within 2 years, based on real data received from the bank. However, the collected log records (data) were complex and irregular. In order to make the collected log records meaningful and to achieve the intended goal of the study, the data was normalized and the necessary preliminary steps were taken by using various web mining and data mining techniques [21].

The data to be normalized consisted of information contained in log records, data collected by the server, users, and transactions performed by the users. After all unnecessary and unusable data was cleared from the log records, the data was organized by determining those users performing similar transactions, the transactions themselves, the number of transactions and the amounts of data they used. Normalization is the process of data cleaning, filtering, reporting and indexing to create meaningful information from the data in the log file. In other words, in order to ensure the use of log records in the desired format, the normalization process was performed to remove unnecessary fields. Fig. 2 shows the format of some of the log records that have been normalized.
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**Figure 1** Steps for determining the risk groups via log records
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**Figure 2** Normalized log records
4.2 Transferring Log Records to the Database

The partial log records are shown in Fig. 2, and the normalized versions are shown in Fig. 3 in a way to show the amount of transactions used—created according to the criteria in the model, the type of transaction, the amount of data used, and the IP addresses.

4.3 Implementation of the Model

In intrusion prediction and detection systems, selection of features is very important in creating the model [24]. In this study, the system use, the amount of data used, the user permissions and IP addresses, the user roles, and who managed and operated the system, are all defined as the basic criteria for creating the model. In other studies, model implementation was achieved using one or two criteria [12, 24]. By contrast in this study, the risk situations associated with malicious users who could threaten the security of the system were analyzed by selecting more than one criterion and the most commonly used criteria. In addition, the aim was to implement a common model that covered all of the system users. System usage and the time spent on the system allow the various attacks to be distinguished. The permissions granted to the user are the main indicators in determining unauthorized transactions in the database, or whether the users who are not authorized have entered the system [14]. It reflects whether the users are authorized or not for read/write operations. In addition, port number, and source and destination IP address information, are used to group SQL commands. Database communication is performed on a different port. The port number can be used to edit packets in a session, to check whether packets are error free, and to check whether the data is correctly sent to the server. IP addresses and the amount of data are the criteria chosen to create a model in order to detect entry to the system with a fake IP address and detect port scanner attacks [12, 13].

4.4 Creating Rules

In our study, some criteria were determined by taking into account the users' usage and operations in the system, and rules were developed to be able to determine the risk ratio according to these criteria (see Fig. 3). The rules for calculating the risk ratio were determined as shown below.

4.4.1 System Usage

The criteria, such as the time spent in the system, the number of entries in the system, and how often the user enters the system, indicate how much the user is engaged with the system [25]. As the user's time spent in the system increases, the probability of performing transactions, such as receiving information about the system, changing information, or adding information increases. For this reason, the system usage status for the user was used as a criterion in this study. According to the frequency of system entry, the following rules were determined and the weights of those who enter the system were as follows:

- 1 to 10 times was classed as 0,
- 11 to 20 times was classed as 1,
- 21 to 50 times was classed as 2,
- 51 to 100 times was classed as 3,
- 101 to 250 times was classed as 4,
- at least 251 times was classed as 5.

The rules were created in this way to distribute all sample log records evenly when ranked from large to small, according to the time the user spent in the sample database.

4.4.2 The Amount of Data Used

The amount of data a user uses in the system is important for performing risk analysis. This is because as the amount of data used increases, users can obtain more information on the system and find the opportunity to change it by using more information. According to the data used in the system, the user weights were as follows:

- 0 to 50 KB was classed as 0,
- 51 to 100 KB was classed as 1,
- 101 to 150 KB was classed as 2,
- 151 to 500 KB was classed as 3,
- at least 501 KB was classed as 4.

4.4.3 User Permissions

In a system, user permissions are determined for read, write and update operations [5]. The fact that a user who does not have permission for reading and writing in the system, reads data containing confidential information, makes changes to data and overwrites the data, carries a risk in terms of data confidentiality, data integrity and data reliability. According to the user's permission in the system, the weights of those who perform operations are as follows:

- the read operation was classed as 1,
- the write operation was classed as 2,
- the update operation was classed as 3.

4.4.4 IP Address Frequency

The most commonly used IP addresses were considered risky in terms of database security. The most frequent 100 IP addresses used in the system were determined.

- The weight for users who connected from IP addresses that were not used frequently was classed as 0.
• The weight for users who connected from the most frequent 100 IP addresses that were used frequently was classed as 1.

4.4.5 Roles Undertaken by Users who Managed and Implemented the System

For users who implemented the system, displaying the transactions of other users outside their authority carries risks in terms of data confidentiality, data integrity and data security. A risk and confidence analysis was performed by looking at the roles that these users undertake [1]. According to the roles undertaken by the users who manage and implement the system:
• the weights of those who only display the transactions were classed as 0.
• the weights of those who display the transactions and perform writing were classed as 1.

4.5 Clustering Users

After the rules were created, Eq. (1) was used to calculate the risk ratio:

\[ \text{Risk Ratio} = \frac{\sum_{i=1}^{n} (a_{i}w_{a,i} + b_{i}w_{b,i} + c_{i}w_{c,i} + d_{i}w_{d,i} + e_{i}w_{e,i})}{T} \] (1)

In this equation, \( w_{a,i} \) refers to the weight of the "a" feature (number of entries into the system), \( w_{b,i} \) refers to the weight of the "b" feature (amount of data used), \( w_{c,i} \) refers to the weight of the "c" feature (permission given to the users), \( w_{d,i} \) refers to the weight of the "d" feature (IP address) and \( w_{e,i} \) refers to the weight of the "e" feature (roles of the users who manage and implement the system). While \( n \) represents the number of users in the system, \( T \) refers to the total weight of the strongest weights for each criterion according to the rules. However, since a user can be granted permission to read, write and update, when considering the user permission criterion, all the weights of this criterion were transferred to the \( T \) variable when calculating the risk ratio. When the above formula is examined carefully, it can be observed that the risk ratio will take values between 0 and 1. If we carry out risk classification according to this, risks are clustered under five groups that threaten the system, as follows:

- 0.00 to 0.2 is the lowest risky
- 0.21 to 0.4 is low risky
- 0.41 to 0.6 is medium risky
- 0.61 to 0.8 is risky
- 0.81 to 1.0 is the riskiest

Tab. 1 shows the risk ratios and risk groups of some users according to the developed model. In addition, this information was recorded in the database for use by the relevant staff in order to facilitate the determination of risky users (see Fig. 4).

| ID | User  | Risk Ratio | Risk Group |
|----|-------|------------|------------|
| 1  | user1264 | 1.00       | The riskiest |
| 2  | user10  | 0.75       | Risky      |
| 3  | user124 | 0.25       | Low risky  |
| 4  | user26  | 0.18       | The lowest risky |
| 5  | user2350 | 0.68       | Risky      |
| 6  | user1557 | 0.12       | The lowest risky |
| 7  | user65  | 0.50       | Medium risky |
| 8  | user546 | 0.56       | Medium risky |
| 9  | user42  | 0.37       | Low risky  |
| 10 | user9   | 0.06       | The lowest risky |

Figure 4 Grouping users according to risk ratio

5 CONCLUSION

This study aimed to help reduce the vulnerabilities of database systems by conducting a risk analysis. The security analysis was carried out by identifying risky users and taking the necessary measures via recommendations to the employees using the system. According to the model developed using a variety of rules, the risk ratios of those threatening the system were calculated and their risk status was classified. By looking at the log records, and determining users and IP addresses that might create a possible risk group, they could be transferred to the database where the log file is kept. A clustering process was then performed according to the frequency of users entering the system, the amount of data they used, the permissions given to the users, and their IP addresses.

This study will be a guide for employees working on security issues in organizations. The aim was to prevent possible attack scenarios by identifying users in advance who could threaten the system. For future studies, it can be considered as a reference study, and this study is intended to be expanded using new criteria.

In addition, we aim to increase the success of our proposed model by using other criteria in the log records in the future.
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