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Abstract. In the \textsc{Disjoint Paths} problem, the input consists of an \(n\)-vertex graph \(G\) and a collection of \(k\) vertex pairs, \(\{(s_i, t_i)\}_{i=1}^k\), and the objective is to determine whether there exists a collection \(\{P_i\}_{i=1}^k\) of \(k\) pairwise vertex-disjoint paths in \(G\) where the end-vertices of \(P_i\) are \(s_i\) and \(t_i\). This problem was shown to admit an \(f(k)n^3\)-time algorithm by Robertson and Seymour \textit{Graph Minors XIII, The Disjoint Paths Problem, JCTB}. In modern terminology, this means that \textsc{Disjoint Paths} is fixed parameter tractable (FPT) with respect to \(k\). Remarkably, the above algorithm for \textsc{Disjoint Paths} is a cornerstone of the entire Graph Minors Theory, and conceptually vital to the \(g(k)n^3\)-time algorithm for \textsc{Minor Testing} (given two undirected graphs, \(G\) and \(H\) on \(n\) and \(k\) vertices, respectively, determine whether \(G\) contains \(H\) as a minor).

In this semi-survey, we will first give an exposition of the Graph Minors Theory with emphasis on efficiency from the viewpoint of Parameterized Complexity. Secondly, we will review the state of the art with respect to the \textsc{Disjoint Paths} and \textsc{Planar Disjoint Paths} problems. Lastly, we will discuss the main ideas behind a new algorithm that combines treewidth reduction and an algebraic approach to solve \textsc{Planar Disjoint Paths} in time \(2^{kO(1)}n^{O(1)}\) (for undirected graphs).
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1 Background on Graph Minors Theory with Emphasis on Efficiency

Arguably, the origin of Parameterized Complexity is the \textit{graph minors project of Robertson and Seymour}. Recollecting the birth of Parameterized Complexity,
Downey \cite{21} stated not only that “a real inspiration was the theorem of Robertson and Seymour”, but also that in the early years of the field, “many listeners thought that what we were doing was basically applying Robertson-Seymour.” The concept of a minor originated already in the early 20th century. Formally, for any two graphs $G$ and $H$, we say that $H$ is a minor of $G$ if there exists a series of edge deletions, edge contractions and vertex deletions in $G$ that yields $H$. One of the most famous results in Graph Theory is Kuratowski’s theorem \cite{43}, which states that a graph is planar if and only if it does not contain the graphs $K_{3,3}$ and $K_5$ as minors. That is, the class of planar graphs is characterized by a set of two forbidden minors. Robertson and Seymour set out to prove a vast generalization of Kuratowski’s theorem, namely, Wagner’s conjecture \cite{61}: Any infinite sequence of graphs contains two graphs such that one is a minor of the other (that is, the class of all graphs is well-quasi ordered by the minor relation). Equivalently, Wagner’s conjecture states that any minor-closed family of graphs can be characterized by a finite set of forbidden minors.

In perhaps one of the most amazing feats of modern mathematics, Robertson and Seymour managed to prove Wagner’s conjecture. The endeavour of Robertson and Seymour to prove this conjecture spans a series of over 23 papers, published from 1983 to 2004. One of the main reasons why this theory has had such a great impact is the sheer number of novel algorithms and algorithmic techniques that were developed as a part of it. A few notable algorithmic highlights are their parameterized algorithms for MINOR TESTING (given two graphs, $G$ on $n$ vertices and $H$ on $k$ vertices, decide whether $H$ is a minor of $G$), DISJOINT PATHS (given a graph $G$ and a collection of $k$ terminal pairs, $\{(s_i, t_i)\}_{i=1}^k$, decide whether $G$ has $k$ pairwise vertex-disjoint paths, $\{P_i\}_{i=1}^k$, where for every $i \in \{1, 2, \ldots, k\}$, the endpoints of $P_i$ are $s_i$ and $t_i$) and a constant-factor approximation parameterized algorithm to compute the treewidth of a given graph. Their project introduced key definitions and concepts such as those of an excluded grid and a tree decomposition (a decomposition of a graph into a tree-like structure), along with key structural results such as duality theorems (e.g., the characterization of treewidth in the terms of a family of connected graphs called a bramble). Additionally, their project presented new methods such as the so-called irrelevant vertex technique. Notably, all of these intermediate results have found applications and implications across a wide range of research domains.

Unfortunately, the hidden constants in the results above, both in terms of time complexities and in the structural theorems themselves, are really, really bad. In fact, the immense parameter dependence of algorithms based on the graph minors project earned them their own name—“galactic algorithms” \cite{44}. As phrased by Johnson \cite{36}, “for any instance $G = (V, E)$ that one could fit into the known universe, one would easily prefer $|V|^{70}$ to even constant time, if that constant had to be one of Robertson and Seymour’s”. In light of this, Downey \cite{21} stated that “in retrospect, it might have been a bit unfortunate to tie the FPT material to the Robertson-Seymour material when we spoke”. Indeed, keeping in mind that the primary objective of the paradigm of Parameterized Complexity is to cope with computational intractability, we are facing a blatant discrepancy:
While Parameterized Complexity does provide an extremely rich toolkit to design efficient parameterized algorithms, one of its foundations and still most powerful tools yields algorithms that are wildly impractical.

In 1989, Fellows [24] noted that “it is likely to be many years before the practical significance of Robertson-Seymour theorems is fully understood”. Nevertheless, for some of the algorithms, substantial advances have been made. In particular, Grohe et al. [35] gave an algorithm for computing Robertson and Seymour’s structural decomposition (stating that all graphs excluding some fixed graph as a minor have a tree decomposition with bags that are almost embeddable in a fixed surface), that runs in time $f(k)n^2$ (for some function $f$ of $k$), improving over the $f(k)n^3$-time algorithm of Robertson and Seymour. Prior to this result, Kawarabayashi and Wollan [39] gave a simplified proof of correctness of the graph minors algorithm. This proof yields a parametrized algorithm for Minor Testing with the best currently known parameter dependence. Here, $f(k)$ is a “tower of powers of 2 of height at most 5, with $k^{1000}$ on top” [62]. From the work of Kawarabayashi et al. [38] on Disjoint Paths, we also know that Minor Testing is solvable in time $f(k)n^2$. Chuzhoy [10], building upon the seminal work of Chekuri and Chuzhoy [9], gave an improved algorithm for a weaker variant of Robertson and Seymour’s structural decomposition. However, here the improvement is in the quality of the output decomposition, not in the time it takes to compute it.

Both the algorithm for Minor Testing and the structural theorem of Robertson and Seymour were discovered as consequences of the entire graph minors theory that they built. In retrospect, however, the “converse” also holds true: almost the entire graph minors theory would have had to be built in order to achieve either one of these goals, that is, the algorithm for Minor Testing as well as the structural theorem of Robertson and Seymour! In plain words, the design of an efficient algorithm for Minor Testing as a goal necessitates to devise efficient versions of large parts of the whole graph minors theory. A problem that is tightly linked to Minor Testing, yet seemingly more difficult than it, is Topological Minor Testing: given two graphs, $G$ on $n$ vertices and $H$ on $k$ vertices, decide whether $H$ is a topological minor of $G$. That is, the objective is to determine whether there exists a series of operations that delete an edge, dissolve an edge (i.e. delete a degree-2 vertex and make its two neighbors adjacent) and delete a vertex in $G$ that yields $H$. We remark that Kuratowski’s theorem [43] was, in fact, originally phrased in the terms of topological minors rather than minors. Unlike Minor Testing and Disjoint Paths, the question of the parameterized complexity of Topological Minor Testing was not resolved by Robertson and Seymour, and was first stated explicitly as an open problem by Downey and Fellows in 1992 [22]. Since then, this question was restated as an open problem many times, until it was positively resolved by Grohe et al. [34], who designed an $f(k)n^3$-time (galactic) algorithm (see also [26]).
Some Central Applications

Graph minors in general, and MINOR TESTING in particular, have enjoyed numerous applications over the past 30 years. These applications span a wide range of areas, including (but not limited to) Approximation Algorithms, Exact Exponential and Polynomial-Time Algorithms, Parameterized Complexity, Logic, Computational Geometry and Property Testing. It is highly conceivable that algorithmically (and structurally) efficient Graph Minors Theory, being a core engine behind all of these applications, will have great impact on all of these areas simultaneously. For the sake of illustration, we briefly discuss three important discoveries (with emphasis on Parameterized Complexity) that build upon graph minors.

Classification. By Robertson and Seymour’s theorem, every minor-closed family of graphs can be characterized by a finite set of forbidden minors. In particular, for any minor-closed family of graphs \( \mathcal{G} \), the family of graphs obtained from the graphs in \( \mathcal{G} \) by adding at most \( k \) vertices is also minor-closed. As MINOR TESTING is solvable in time \( f(k)n^2 \) \( [38] \), this observation immediately shows that a vast range of parametrized problems, such as FEEDBACK VERTEX SET, PLANAR VERTEX DELETION and GRAPH GENUS, are non-uniformly FPT: for every integer \( k \), the set of forbidden minors might be different. Furthermore, the result is non-constructive as long as we do not know how to compute the finite set of forbidden minors. Nevertheless, this result provides a very useful classification tool (for whether a problem is FPT or not), known since the early days of Parameterized Complexity.

Bidimensionality. The Graph Minors Theory laid the foundation for studying how computational problems that are hard on general graphs behave when restricted to minor-free graphs. The theory of bidimensionality \([19]\) builds upon this knowledge, particularly on the relationship between grids and treewidth. While most \( \text{NP} \)-hard graph problems remain \( \text{NP} \)-hard even on planar graphs \([31]\), many problems that are fixed-parameter intractable on general graphs are FPT on planar graphs, and even on graph classes excluding a fixed \( H \) as a minor. Bidimensionality simultaneously yields linear-time parameterized algorithms with subexponential parameter dependence \([19]\), polynomial-time approximation schemes \([20,27]\), and linear kernels \([29]\) for many problems on minor-free graphs, with applications even in computational geometry \([18,28]\). Nevertheless, there are fundamental graph problems on planar and minor-free graphs for which bidimensionality seems insufficient. Examples of such problems include the LONGEST PATH problem on directed graphs, STEINER TREE, ODD CYCLE TRANSVERSAL, and many others \([25,47,52]\). More information can be found in two other chapters in this volume (one by D. Marx, and the other by Ma. Pilipczuk).

Irrelevant Vertices. The irrelevant vertex technique originated from Robertson and Seymour’s algorithm for the DISJOINT PATHS problem \([55]\). Since then, this technique has found several other applications \([4,17,33,34,49]\). Roughly speaking, as long as the treewidth of the graph is large, the technique is applied by repeatedly finding an irrelevant vertex—a vertex whose deletion does not change
the answer to the problem. For an illustrative application of this technique in textbook level of detail, we refer to Chapter 7.8 in [16].

2 (Planar) Disjoint Paths: State of the Art

Conceptually vital to the algorithm for Minor Testing of Robertson and Seymour, and the source of the irrelevant vertex technique, is their $f(k)n^3$-time algorithm for the Disjoint Paths problem [55]. The current state-of-the-art is the algorithm developed by Kawarabayashi et al. [38] in 2012, which runs in time $f(k)n^2$. Just like the case of Minor Testing, the parameter dependence of this algorithm on $k$ renders it a “galactic algorithm”. The Disjoint Paths problem is important on its own right due to its applications in the contexts of transportation networks, VLSI layout and virtual circuit routing [30,59,51,60]. It was shown to be NP-complete by Karp in 1975 [37], being one of Karp’s original NP-complete problems. In fact, it remains NP-complete even if the input graph is restricted to be a grid [42].

2.1 Minor Testing and Disjoint Paths on Planar Graphs

We first remark that the Minor Testing, Disjoint Paths and Topological Minor Testing problems are well known to be NP-hard also when restricted to the class of planar graphs [48]. Moreover, it is easy to see that if (Topological) Minor Testing is solvable in time $2^{k^{O(1)}}n^c$ (for some $c > 0$) on $H$-minor free graphs, then Disjoint Paths is also solvable in time $2^{k^{O(1)}}n^c$ (for the same $c$) on this class of graphs. To see this, consider an instance $(G, \{(s_i, t_i)\}_{i=1}^k)$ of Disjoint Paths on $H$-minor free graphs. Briefly, the idea is to attach, to each terminal $s_i$ or $t_i$, a “large enough” clique (on $O(|V(H)|k)$ vertices) of unique size, and define the graph to be sought as a minor as an appropriate combination of these cliques. Unfortunately, this reduction idea is clearly tailored specifically to $H$-minor free graphs—in particular, it is inapplicable to planar graphs and general graphs.

Apart from being important problems on their own right, the design of algorithms for Minor Testing, Disjoint Paths and Topological Minor Testing on planar graphs also serves as a critical building block for the design of algorithms for these problems on general graphs in view of the way Robertson and Seymour’s Graph Minors Theory is structured. Without delving into technical details, we note that all known algorithms for (Topological) Minor Testing and Disjoint Paths (on general graphs) are based on the distinction between the case where the input graph $G$ contains a large clique as a minor, and the case where it does not. Already at this stage, we see that the resolution of (Topological) Minor Testing and Disjoint Paths on $H$-minor-free graphs is a building block towards the resolution of these problems on general graphs. Moreover, when the input graph does not contain a large clique as a minor, known algorithms distinguish between the case where the treewidth of $G$ is small, and the case where the treewidth of $G$ is large. In the latter case,
contains a so-called flat wall that further motivates, or even necessitates, the study of these problems on planar and “almost planar” graph classes.

With respect to known algorithms, for the Minor Testing problem on planar graphs, the design of a $2^{kO(1)}$ n-time algorithm is folklore: if the input graph $G$ has treewidth larger than some function linear in $k$, then it necessarily contains the sought graph as a minor (this is a property holds only for planar graphs!), and otherwise it is possible to solve the problem in time $2^{kO(1)} n$ via dynamic programming over tree decompositions (e.g., using \[2\]). We also remark that, for Minor Testing on planar graphs, Adler et al. \[3\] developed an algorithm that runs in time $O(2^O(k) n + n^2 \log n)$.

For the Disjoint Paths problem on planar graphs \[53,54\], and even on graphs of bounded genus \[53,23,41\], there already exist algorithms with running times whose dependency on $n$ in linear, but whose dependency on $k$ is prohibitive. Additionally, for the Disjoint Paths problem on planar graphs, Adler et al. \[5\] developed a $2^{2^{O(1)}} n^2$-time algorithm; in particular, towards that end, they presented a so-called unique linkage theorem that states that, in every instance of Disjoint Paths on planar graphs where the treewidth is larger than $2^{ck}$ (for some $c > 0$), there exists an irrelevant vertex and it is computable in linear time. Such a relation with single exponential dependency of the treewidth bound on $k$ also holds for graphs of bounded genus \[50\]. However, for the more general $H$-minor-free graphs, the dependency becomes a tower of exponents \[32,40\] (prior to these works—that is, from the project of Robertson and Seymour—not even the computability of the bound was not known).

The Planar Disjoint Paths problem is intensively studied also from the perspective of approximation algorithms, with a burst of activity in recent years \[11,12,13,14,15\]. Highlights of this work include an approximation algorithm with approximation factor $O(n^{6/19} \log^{O(1)} n)$ \[12\] and, under reasonable complexity-theoretic assumptions, the proof of hardness of approximating the problem within a factor of $2^{\Omega((\log \log n)/k^2)}$ \[14\]. For the Directed Disjoint Paths problem on planar graphs, Schrijver \[58\] gave an algorithm with running time $n^{O(k)}$, in contrast to the NP-hardness for $k = 2$ on general directed graphs. Almost 20 years later, Cygan et al. \[17\] improved over the algorithm of Schrijver and showed that Directed Disjoint Paths on planar graphs is FPT by giving an algorithm with running time $2^{2^{2^{O(k^2)}}} n^{O(1)}$.

### 2.2 General Structure of Algorithms for (Planar) Disjoint Paths

All known algorithms for both Disjoint Paths and Planar Disjoint Paths have the same high level structure. In particular, given a graph $G$ we distinguish between the cases of $G$ having “small” or “large” treewidth. In case the treewidth is large, we distinguish between two further cases: either $G$ contains a “large” clique minor or it does not. This results in the following case distinctions.

1. **Treewidth is small.** Let the treewidth of $G$ be $w$. Then, we use the known dynamic programming algorithm with running time $2^{O(w \log w)} n^{O(1)}$ \[57\] to
solve the problem. It is important to note that, assuming the Exponential Time Hypothesis (ETH), there is neither an algorithm for **Disjoint Paths** running in time $2^{o(w \log w)}n^{O(1)}$ [45], nor an algorithm for **Planar Disjoint Paths** running in time $2^{o(w)}n^{O(1)}$ [7].

2. **Treewidth is large and $G$ has a large clique minor.** In this case, we use the good routing property of the clique to find an irrelevant vertex and delete it without changing the answer to the problem. Since this case does not arise for graphs embedded on a surface or for planar graphs, we do not discuss it in more detail.

3. **Treewidth is large and $G$ has no large clique minor.** Using a fundamental structure theorem for minors called the flat wall theorem, we can conclude that $G$ contains a large planar piece and a vertex $v$ that is sufficiently insulated in the middle of it. Applying the unique linkage theorem [56] to this vertex, we conclude that it is irrelevant and remove it. For planar graphs, one can use the unique linkage theorem of Adler et al. [5]:

   Any instance of **Disjoint Paths** consisting of a planar graph with treewidth at least $82k^{3/2}2^k$ and $k$ terminal pairs contains a vertex $v$ such that every solution to **Disjoint Paths** can be replaced by an equivalent one whose paths avoid $v$.

   This result says that if the treewidth of the input planar graph is (roughly) $\Omega(2^k)$, then we can find an irrelevant vertex and remove it. A natural question is whether we can guarantee an irrelevant vertex even if the treewidth is $\Omega(poly(k))$. Adler and Krause [6] exhibited a planar graph $G$ with $k + 1$ terminal pairs such that $G$ contains a $(2^k + 1) \times (2^k + 1)$ grid as a subgraph, **Disjoint Paths** on this input has a unique solution, and the solution uses all vertices of $G$; in particular, no vertex of $G$ is irrelevant. This implies that the irrelevant vertex technique can only guarantee a treewidth of $\Omega(2^k)$, even if the input graph is planar.

Combining items (1) and (3), observe that the known methodology for **Disjoint Paths** can only guarantee an algorithm with running time $2^{2^{O(k)}}n^2$ even when restricted to planar graphs. Thus, a $2^{k^{O(1)}}n^{O(1)}$-time algorithm for **Planar Disjoint Paths** appears to require entirely new ideas. As this obstacle was known to Adler et al. [1], it is likely to be the main motivation for Adler to pose the existence of a $2^{k^{O(1)}}n^{O(1)}$ time algorithm for **Planar Disjoint Paths** as an open problem.

3 **Recent Development: Combination of Treewidth Reduction and an Algebraic Approach**

Recent joint work of the authors of this paper with Misra and Pilipczuk [46] led to the development of an FPT algorithm for **Planar Disjoint Paths** whose parameter dependency on $k$ is bounded by $2^{O(k^2)}$. Specifically, we proved the following theorem.
Theorem 1 ([46]). The Planar Disjoint Paths problem is solvable in time $2^{O(k^2)}n^{O(1)}$.

Our algorithm is based on a novel combination of two techniques that do not seem to give the desired outcome when used on their own. The first ingredient is the treewidth reduction theorem of Adler et al. [5] that proves that given an instance of Planar Disjoint Paths, the treewidth can be brought down to $2^{O(k)}$ (see item (3) in Section 2.2). This by itself is sufficient for an FPT algorithm (this is what Adler et al. [5] do), but as explained above, it seems hopeless that it will bring a $2^{O(k)}n^{O(1)}$-time algorithm.

We circumvent the obstacle by using an algorithm for a more difficult problem with a worse running time, namely, Schrijver's $n^{O(k)}$-time algorithm for Disjoint Paths on directed planar graphs [58]. Schrijver’s algorithm has two steps: a “guessing” step where one (essentially) guesses the homology class of the solution paths, and then a surprising homology-based algorithm that, given a homology class, finds a solution in that class (if one exists) in polynomial time. Our key insight is that for Planar Disjoint Paths, if the instance that we are considering has been reduced according to the procedure of Adler et al. [5], then we only need to iterate over $2^{O(k^2)}$ homology classes in order to find the homology class of a solution, if one exists. The proof of this key insight is highly non-trivial, and builds on a cornerstone ingredient of the FPT algorithm of Cygan et al. [17] for Directed Disjoint Paths on planar graphs. To the best of our knowledge, this is the first algorithm that finds the exact solution to a problem that exploits that the treewidth of the input graph is small in a way that is different from doing dynamic programming.

In what follows, we begin with an explanation of the statement of the main technical result of Schrijver [58]. Then, we will introduce a special Steiner tree that is one of the key components in the design of our algorithm, in order to explain one of the arguments where treewidth reduction is critical.

3.1 Schrijver’s Main Technical Result

The starting point of our algorithm is Schrijver’s view [58] of a collection of “non-crossing” (but possibly not vertex- or even edge-disjoint) sets of walks as flows. To work with flows (defined immediately), we deal with directed graphs. (In this context, undirected graphs are treated as directed graphs by replacing each edge by two parallel arcs of opposite directions.) Specifically, we denote an instance of Directed Planar Disjoint Paths as a tuple $(D, S, T, g, k)$ where $D$ is a directed plane graph, $S, T \subseteq V(D)$, $k = |S|$ and $g : S \to T$ is bijective. Then, a solution is a set $\mathcal{P}$ of pairwise vertex-disjoint directed paths in $D$ containing, for each vertex $s \in S$, a path directed from $s$ to $g(s)$. In the language of flows, each arc of $D$ is assigned a word with letters in $T \cup T^{-1}$ (that is, we treat the set of vertices $T$ also as an alphabet), where $T^{-1} = \{t^{-1} : t \in T\}$. A word is reduced if, for all $t \in T$, the letters $t$ and $t^{-1}$ do not appear consecutively. Then, a flow is an assignment of reduced words to arcs that satisfies two constraints. First, when we concatenate the words assigned to the arcs incident to a vertex $v \notin S \cup T$
in clockwise order, where words assigned to ingoing arcs are reversed and their letters negated, the result (when reduced) is the empty word (see Fig. 1). This is an algebraic interpretation of the standard flow-conservation constraint. Second, when we do the same operation with respect to a vertex \( v \in S \cup T \), then when the vertex is in \( S \), the result is \( g(s) \) (rather than the empty word), and when it is in \( T \), the result is \( t \). There is a natural association of flows to solutions: for every \( t \in T \), assign the letter \( t \) to all arcs used by the path from \( g^{-1}(t) \) to \( t \).

Roughly speaking, Schrijver proved that if a flow \( \phi \) is given along with the instance \((D, S, T, g, k)\), then in polynomial time we can either find a solution or determine that there is no solution “similar to \( \phi \)”. Specifically, two flows are homologous (which is the notion of similarity) if one can be obtained from the other by a set of “face operations” defined as follows.

**Definition 2** Let \( D \) be a directed plane graph with outer face \( f \), and denote the set of faces of \( D \) by \( F \). Two flows \( \phi \) and \( \psi \) are homologous if there exists a function \( h : F \to (T \cup T^{-1})^* \) such that (i) \( h(f) = 1 \), and (ii) for every arc \( e \in A(D) \), \( h(f_1)^{-1} \cdot \phi(e) \cdot h(f_2) = \psi(e) \) where \( f_1 \) and \( f_2 \) are the faces at the left-hand side and the right-hand side of \( e \), respectively.

Then, a slight modification of Schrijver’s theorem \([58]\) yields the following corollary.

**Corollary 3** There is a polynomial-time algorithm that, given an instance \((D, S, T, g, k)\) of **Directed Planar Disjoint Paths**, a flow \( \phi \), and a subset \( X \subseteq A(D) \), either finds a solution of \((D - X, S, T, g, k)\) or decides that there is no solution of it such that the “flow associated with it” and \( \phi \) are homologous in \( D \).

**Discrete Homotopy and Our Objective.** The language of flows brings several technicalities such as having different sets of non-crossing walks corresponding to the same flow (see Fig. 2). Instead, we may define a notion of discrete homotopy, which is an equivalence relation that consists of three face operations. Then, we deal only with collections of non-crossing edge-disjoint walks, called weak linkages. Roughly speaking, two weak linkages are discretely homotopic if one can be obtained from the other by using “face operations” that push/stretch its walks across faces and keep them non-crossing and edge-disjoint (see Fig. 3).
We note that the order in which face operations are applied is important in discrete homotopy (unlike homology)—e.g., we cannot stretch a walk across a face if no walk passes its boundary, but we can execute operations that will move a walk to that face, and then stretch it. We can translate Corollary 3 to discrete homotopy (and undirected graphs) to derive the following result.

**Lemma 4** There is a polynomial-time algorithm that, given an instance $(G, S, T, g, k)$ of Planar Disjoint Paths, a weak linkage $W$ in $G$ and a subset $X \subseteq E(G)$, either finds a solution of $(G - X, S, T, g, k)$ or decides that no solution of it is discretely homotopic to $W$ in $G$.

In light of this result, our objective is reduced to the following task.

Compute a collection of weak linkages such that if there exists a solution, then there also exists a solution (possibly a different one!) that is discretely homotopic to one of the weak linkages in our collection. To prove Theorem 1, the size of the collection should be upper bounded by $2^{O(k^2)}$.

This task turns out to be very challenging, and our current manuscript spans roughly 80 pages to achieve it. In the next section, we will describe one of the main ingredients, which also allows us to hint at the necessity of treewidth reduction at preprocessing.
3.2 Key Player: Steiner Tree

A key to the proof of our theorem is a very careful construction (done in three steps) of a so-called Backbone Steiner tree $R$. We use the term Steiner tree to refer to any tree in the radial completion of $G$ (the graph obtained by placing a vertex on each face and making it adjacent to all vertices incident to the face) whose set of leaves is precisely $S \cup T$. Having the aforementioned Backbone Steiner tree $R$ at hand, we have a more focused goal: we will zoom into weak linkages that are “pushed onto $R$”, and we will only generate such weak linkages to construct our collection. Informally, a weak linkage is pushed onto $R$ if all of the edges used by all of its walks are parallel to edges of $R$. We do not demand that the edges belong to $R$ itself, because then the aforementioned goal cannot be achieved—some edges will have to be used several times, which prevents satisfying the edge disjointness requirement. Instead, we make $\Theta(n)$ parallel copies of each edge in the radial completion (the precise number arises from considerations in the “pushing process”), and then impose the weaker demand of being parallel.

Now, our goal is to show the following statement: If there exists a solution, then there also exists one that can be pushed onto $R$ by applying face operations (in discrete homotopy) so that it becomes identical to one of the weak linkages in our collection (see Fig. 3).

At this point, one remark is in place. Our Steiner tree $R$ is a subtree of the radial completion of $G$ rather than $G$ itself. Thus, if there exists a solution discretely homotopic to one of the weak linkages that we generate, it might not be a solution in $G$. We easily circumvent this issue by letting the set $X$ in Lemma 4 contain all “fake” edges.

Example of the Necessity of Treewidth Reduction. To be able to generate a collection of only $2^{O(k)}$ weak linkages so that the aforementioned statement can be proven, we carefully construct our Backbone Steiner tree $R$ in three steps so that it will satisfy several critical properties. (The third step is the most technical one, and will not be presented here). The first step is merely an initialization step, where we consider an arbitrary Steiner tree as $R$. Then, in the second step we modify $R$ as follows. For each “long” maximal degree-2 path $P$ of $R$ with endpoints $u$ and $v$, we will compute two minimum-size vertex sets, $S_u$ and $S_v$, such that $S_u$ separates (i.e., intersects all paths between) the following two subgraphs in the radial completion of $G$: (i) the subtree of $R$ that contains $u$ after the removal of a vertex $u_1$ of $P$ that is “very close” to $u$, and (ii) the subtree of $R$ that contains $v$ after the removal of a vertex $v_2$ that is “close” to $u$. The condition satisfied by $S_v$ is symmetric (see Fig. 4). Here, “very close” refers to distance $2^{c_1 k}$ and “close” refers to distance $2^{c_2 k}$ for some constants $c_1 < c_2$. (The selection of $u'$ not to be $u$ itself is of use in the third modification of $R$.)

To utilize these separators, we need their sizes to be upper bounded by $2^{O(k)}$. For our initial Steiner tree $R$, such small separators may not exist. However, the modification we will present now can be shown to guarantee their existence. Specifically, we will ensure that $R$ does not have any detour, which roughly means that each of its maximal degree-2 paths is a shortest path connecting the
two subtrees obtained once it is removed. More formally, we define a detour as follows (see Fig. 5).

**Definition 5** A detour in $R$ is a pair of vertices $u,v \in V_{\geq 3}(R) \cup V_{=1}(R)$ that are endpoints of a maximal degree-2 path $L$ of $R$, and a path $P$ in the radial completion of $G$, such that (i) $P$ is shorter than $L$, (ii) one endpoint of $P$ belongs to the component of $R - V(L) \setminus \{u,v\}$ containing $u$, and (iii) one endpoint of $P$ belongs to the component of $R - V(L) \setminus \{u,v\}$ containing $v$.

By repeatedly “short-cutting” $R$, a process that terminates in a linear number of steps, we obtain a new Steiner tree $R$ with no detour. Now, if the separator $S_u$ is large, then there is a large number of vertex-disjoint paths that connect the two subtrees separated by $S_u$, and all of these paths are “long”, namely, of length at least $2^{c_2k} - 2^{c_1k}$. Based on a result by Bodlaender et al. [8] (whose application requires to work in the radial completion of $G$ rather than $G$ itself), we can show that the existence of these paths implies that the treewidth of $G$ is large. Thus, if the treewidth of $G$ were small, all of our separators would have
also been small. Fortunately, to guarantee this, we just need to invoke the known treewidth reduction for Planar Disjoint Paths in a preprocessing step:

Proposition 6 ([5]) There is a $2^{O(k)}n^2$-time algorithm that, given an instance $(G, ST, g, k)$ of Planar Disjoint Paths, outputs an equivalent instance $(G', S, T, g, k)$ of Planar Disjoint Paths where $G'$ is a subgraph of $G$ whose treewidth is upper bounded by $2^{ck}$ for some constant $c$.

Intuitively, having separators of size $2^{O(k)}$ is useful with respect to the proof of sufficiency of generating a collection of only $2^{O(1)}$ weak linkages as follows. When we consider a solution $P$ (if one exists), then from the fact that the paths in $P$ are vertex disjoint, we immediately have the property that the paths in $P$ can “go across” different maximal degree-2 paths of $R$ only $2^{O(k)}$ many times (because when going across different maximal degree-2 paths, either the path needs to intersect a $2^{O(k)}$-sized separator or a “short” maximal degree-2 path). Having any solution $P$ satisfy this property helps in proving that when we push any solution $P$ onto $R$, at least those parts of the paths in $P$ that go across different maximal degree-2 paths are only $2^{O(k)}$ in number, and therefore they can be accommodated using only $2^{O(k)}$ parallel edges for each edge of $R$.
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