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1. Introduction

Quasi-one-dimensional (Q1D) metals\textsuperscript{1–4)} become unstable against the electron-phonon interaction at low enough temperatures, leading to the formation of a charge density wave (CDW) and the opening of a gap at the Fermi level. The underlying mechanism\textsuperscript{5,6)} involves a condensation of electron-hole pairs with total momentum ±2\(k_F\) (\(k_F\) is the Fermi wavevector), due to the coupling of electronic states close to the Fermi surface to the periodic lattice distortion. This mechanism can be described in mean-field (MF)\textsuperscript{1–4,7,8)} using 1D tight-binding models such as the Su-Schrieffer-Heeger (SSH) model\textsuperscript{9)} with dispersive phonons or the molecular-crystal model.\textsuperscript{10,11)} With these models the MF theory predicts a structural instability at a critical temperature \(T^0\) manifest through softening of 2\(k_F\) phonons and the appearance of a gap driven all together by phonon-mediated electronic correlations.

For systems with weak electron-phonon interactions\textsuperscript{12,13)} the MF picture gives satisfactory account of key qualitative features of the CDW instability, in particular the possible mapping of the related self-consistent problem onto a classical field-theory problem involving a Ginzburg-Landau (GL) free energy\textsuperscript{1,2,7,8,14,15)} has been quite appealing for the broad range of characteristic features of the transition which can be explored, extending from the thermodynamics\textsuperscript{8,15)} to signatures of the transition in single-particle properties.\textsuperscript{7,8)} However in real Q1D materials the CDW instability is actually preceded by important transient phenomena which cannot be adequately accounted for with the standard MF theory. Also quantum fluctuations, related to the dynamics of phonons, enhance zero-point motions of the lattice and therefore should promote near-zero critical phenomena in the Q1D systems.

Several attempts to improve the classical MF picture in order to account for quantum fluctuations on the CDW transition have been made,\textsuperscript{16–19)} following pioneer Monte-Carlo simulations\textsuperscript{20)} as well as a semi-analytical description based on the two-cutoff renormalization-group\textsuperscript{21)} both in the zero-temperature regime. Most recently, elaborate approaches that combine analytical and numerical treatments of the nonadiabaticity of phonons have been suggested including the Dynamic-Mean-Field (DMF) theory,\textsuperscript{22)} which rests on a mapping of the composite electron-phonon lattice onto a single-site impurity problem, and an improved renormalization-group approach\textsuperscript{23,24)} that takes into account the non-instantaneous character of phonon-mediated electron-electron interactions. The dominant picture emerging from these studies is the strong suppression of the transition, with eventually a crossover\textsuperscript{20–24)} to a quantum CDW phase in systems where phonon characteristic energies are high enough to compete with electronic bandwidths.
But besides finite-mass effects finite-temperature phenomena also enter into play in the CDW transition. In $Q1D$ materials typically both thermal and quantum fluctuations are present, and in some physical contexts may occur at competing energy scales. It should be recalled, concerning this last point, that not all CDW materials have a large characteristic phonon energy. Indeed in some of them (as for instance organic conductors and in general materials with wide electronic bandwidths) the energy scales involved in molecular vibrations are actually far below typical Fermi energies.\textsuperscript{2) In such materials thermal fluctuations can compete very strongly with the lattice zero-point motion, and it is rather from this competition we must expect a sizeable suppression of finite-temperature critical phenomena in strict 1D.\textsuperscript{25)}

On the theoretical side, finite (nonzero) values of the characteristic phonon frequency have emerged from past studies as the hallmark of nonadiabatic effects in low dimensional electron-phonon systems. However their formulation for the CDW transition has been carried out following different approaches, namely assuming different considerations on the lattice dynamics. Thus, in early works\textsuperscript{20,21)} the phonon dynamics is reduced to the zero-point motion neglecting contribution from phonon degrees of freedom in the intermediate frequency range. On the other hand the recent attempts rest essentially on the assumption of momentum-independent spectral functions, laying emphasis on their frequency dependences in sums over phonon degrees of freedom.\textsuperscript{22–24) If such assumption sounds reasonable for the Holstein model as the only nonzero frequency modes are optical phonons, in the SSH model context this represents a drastic approximation since phonons in this case are inherently dispersive.

The issue of a possible treatment of finite-frequency effects and momentum fluctuations of phonons within a unified framework has actually not been definitely addressed for the CDW instability. In fact the problem is quite complex, indeed considerations\textsuperscript{26)} underlying the DMF theory confines its validity to infinite dimensional systems while the renormalization-group is yet to provide a coherent formulation of flow equations for relevant physical quantities such as the retarded electron-electron interactions, taking into consideration the simultaneous frequency and momentum dependences of phonon-mediated two-particle correlations in the different interfering electronic correlation channels.\textsuperscript{24)}

In the present work we revisit the Hartree-Fock approximation scheme for Gaussian fluctuations on the CDW instability for the SSH model, our objective being to extend the ability of this approach through a systematic treatment of both frequency and momentum-dependent fluctuations. In this purpose we follow a combined analytical and numerical treatment of Gaussian fluctuations which keeps the frequency and momentum dependences of microscopic
parameters in the Landau-Ginzburg-Wilson (LGW) functional, but also relax the constraint of their restriction at $T_c^0$ the benefit of which is well established.\(^1,7\)

Our scaling procedure in the separation of high-energy degrees of freedom from low-energy ones will put into play a two-parameter space,\(^27\) which makes the sums over quantum degrees of freedom quite effective resulting in an adiabaticity parameter defined as the ratio of the characteristic phonon frequency $\Omega$ to the lowest finite phonon Matsubara frequency at the MF critical point (i.e. $2\pi T_c^0$).

In section 2 we introduce the model and derive a time-dependent LGW functional,\(^27\) expressed in terms of relevant CDW auxiliary fields. Next we briefly review fundamental results of the classical MF theory, with particular emphasis on the MF critical temperature and the Ginzburg criterion. In section 3 we construct the dynamic Hartree-Fock approximation scheme for Gaussian fluctuations, and derive a dynamic self-consistent problem in which high-energy fluctuations are summed out in an appropriately defined two-parameter space. In section 4 we analyze results of numerical solutions to the dynamical self-consistent problem laying emphasis on the effects of variation of the adiabaticity parameter $\Omega/2\pi T_c^0$ on the transition temperature. Implications of $T_c$ correction on the system thermodynamics close to the renormalized critical temperature are discussed, in particular we examine the variation of the Ginzburg criterion as well as the specific heat jump for finite values of the adiabaticity parameter in the weak-coupling regime. Section 5 will be devoted to a summary of results and concluding remarks.

2. Generalized LGW functional and classical GL theory

2.1 The partition function and Generalized LGW functional

Consider the SSH model\(^9\) described by the Hamiltonian:

$$H = H_e^0 + H_{ph}^0 + H_{e-ph}$$

$$= \sum_{p,k,\sigma} \epsilon_p(k)c^\dagger_{p,k,\sigma}c_{p,k,\sigma} + \sum_q \omega_q \left(b_q^\dagger b_q + 1/2\right)$$

$$+ \frac{1}{L} \sum_{(p,q,\sigma)} g(k,q)c^\dagger_{p,q,\sigma}c_{-p,q,\sigma} \left(b_{-q}^\dagger + b_q\right),$$

(1)

where $L$ is the length of the 1D electron-phonon system, $\epsilon_p(k) = \theta F(pk - k_F)$ is the electronic dispersion linearized around the 1D Fermi points $pk_F = \pm k_F$, $\theta F = 2t \sin(ak_F)$ is the Fermi velocity and $\omega_q = \Omega|\sin(qa/2)|$ is the dispersion law for acoustic phonons with $\Omega = \omega_F$ the
upper cut-off fixing the characteristic energy of lattice vibrations.
The first term of (1) represents the free-electron Hamiltonian in which \( c^\dagger_{p,k,\sigma} (c_{p,k,\sigma}) \) creates (annihilates) a \( k \) electronic state with spin \( \sigma \) in a \( p \) electronic branch, the second term is the lattice contribution and the third term accounts for the interaction between a \( k \) electron near the Fermi level and a \( q \) phonon mode obeying the dispersion law \( \omega_q \). In this last contribution, \( g(k, q) \) is the electron-phonon interaction matrix defined as:

\[
g(k, q) = \frac{4\alpha i}{\sqrt{2M\omega_q}} \sin(qa/2) \cos[(k + q/2)a],
\]

where \( M \) is the mass of atoms/molecules, \( \alpha \) is the electron-phonon coupling constant and \( a \) is the lattice constant.

In momentum space and at half filling of the electronic band, the \( q = \pi/a \) phonon mode coincides with the momentum exchange between pairs of perfectly nested electronic states on both side of the Fermi level. Consequently an electron in a \( p \) branch can mix with a hole in the \(-p\) branch leading to electron-hole pairs condensation in form of \( 2k_F \) CDW excitations driven by phonon-mediated two-particle correlations.

To formulate the \( 2k_F \) CDW excitation we start from the partition function \( Z = \text{Tr} e^{-\beta H} \) (with \( \beta = 1/T, k_B \equiv 1 \)), in which the trace over phonons involves harmonic degrees of freedom and hence is exact yielding the following effective partition function for the electrons in the functional-integral representation:

\[
Z_e = \int [d\psi][d\psi^*] e^{S_0_e[\psi,\psi^*]} \exp \left( -\int_0^\beta d\tau_2 \int_0^\beta d\tau_1 \mathcal{H}(\tau_2 - \tau_1) \right)
\]

where \( \psi^* \) are Grassman fields,

\[
S_0_e[\psi,\psi^*] = \sum_{p,k,\sigma} \int_0^\beta d\tau \psi^*_{p,\sigma}(k, \tau) G_{p,\sigma}^0(k, \tau) \psi_{p,\sigma}(k, \tau)
\]

is the free-electron action with

\[
G_{p,\sigma}^0(k, \tau) = [-\partial/\partial \tau - \epsilon_p(k)]^{-1}
\]

the free-electron propagator, and

\[
\mathcal{H}(\tau_2 - \tau_1) = -\int dx g_{ph}(\tau_2 - \tau_1) O^*(x, \tau_1) O(x, \tau_2)
\]

is an effective phonon-mediated electron-electron Hamiltonian. It is remarkable that we expressed explicitely this two-particle Hamiltonian in terms of density-wave fields \( O(x, \tau) \) which are defined as:

\[
O^*(x, \tau) = \frac{1}{2} [O^*(x, \tau) - O(x, \tau)],
\]
\[ O(x, \tau) = \sum_\sigma \psi^\sigma_ - (x, \tau) \psi^\sigma_ + (x, \tau), \]

and which precisely, are composite fields associate with bond-order-wave (BOW) dynamics in the half-filled band electronic part of the 1D electron-phonon system \(^{(1)}\). \(^{28,29}\) Therefore, in terms of these fields, the two-particle Hamiltonian \((6)\) can readily be looked out as the governing Hamiltonian for BOW-BOW correlations in the 1D electron-phonon system. The phonon-mediated electron-electron coupling matrix associate with these BOW correlations is given by:

\[ g_{ph}(\tau_2 - \tau_1) = 2|g(k_F, 2k_F)|^2 D_o(2k_F, \tau_2 - \tau_1) \]

\[ = \frac{16\alpha^2}{M\Omega} D_o(2k_F, \tau_2 - \tau_1) \]

(8)

and is dependent on the free-phonon propagator \(D_o(q, \tau_2 - \tau_1)\), by virtue of the non-instantaneous (i.e. retarded) feature of the two-particle interaction.

We now consider correlations between BOW operators governed by the retarded electron-electron interaction Hamiltonian \((6)\), within the framework of the functional-integral formalism. In this purpose we introduce auxiliary quantum fields \(\phi(x, \tau)\) conjugate to the BOW fields \(O(x, \tau)\). Applying a Hubbard-Stratonovich transformation\(^{28,30}\) on the retarded two-particle Hamiltonian \((6)\), the effective electronic partition function \((3)\) becomes:

\[ Z_e = Z_0^e \int [d\phi] \exp \left\{ - \int dx \int_0^\beta d\tau_2 \int_0^\beta d\tau_1 \phi(x, \tau_2) g_{ph}(\tau_2 - \tau_1)|^{-1} \phi(x, \tau_1) + \sum_{n=1} \frac{1}{(2n)!} < S_p^{2n} > \right\}, \]

(9)

\[ S_p[O, \phi] = -2i \int dx \int_0^\beta d\tau O(x, \tau) \phi(x, \tau). \]

(10)

The cumulant series in \((9)\) involves only connected diagrams upon averaging over free electrons, to the fourth order in the auxiliary fields \(\phi(x, \tau)\) this expansion gives \(Z_e = Z_0^e \int [d\phi] e^{-\beta \mathcal{F}[\phi]}\) where:

\[ \beta \mathcal{F}[\phi] = \int dx \int_0^\beta d\tau_2 \int_0^\beta d\tau_1 \phi(x, \tau_2) \left[ |g_{ph}(\tau_2 - \tau_1)|^{-1} + \chi(x, \tau_2 - \tau_1) \right] \phi(x, \tau_1) \]

\[ + \int d\tilde{x}_1 \int d\tilde{x}_2 \int d\tilde{x}_3 \int d\tilde{x}_4 \mathcal{B}(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3, \tilde{x}_4) \phi(\tilde{x}_1) \phi(\tilde{x}_2) \phi(\tilde{x}_3) \phi(\tilde{x}_4), \]

(11)

is the LGW functional. Note that in \((11)\) we introduced the reduced variables \(\tilde{x} \equiv (x, \tau)\) and the following quantities have been defined:

\[ \chi(x, \tau_2 - \tau_1) = 2 < O(x, \tau_2) O(x, \tau_1) >, \]

(12)

\[ \mathcal{B}(\tilde{x}_1, \tilde{x}_2, \tilde{x}_3, \tilde{x}_4) = \frac{2}{3} < O(\tilde{x}_1) O(\tilde{x}_2) O(\tilde{x}_3) O(\tilde{x}_4) >, \]

(13)
corresponding respectively to two-point and four-point vertices associate with BOW-BOW correlation and mode-mode coupling matrix.

In Matsubara Fourier space the BOW-BOW correlation function \( \chi(x, \tau_2 - \tau_1) \) reads:

\[
\chi(\vec{Q}, T) = 2 < O(\vec{Q}) O(-\vec{Q}) > ,
\]

with \( \vec{Q} = (q - 2k_F, \omega_n) \) where \( \omega_m = 2m\pi T \) is phonon’s Matsubara frequency. In fact this is nothing but the well-known \( 2k_F \) BOW susceptibility (see e.g. ref.\(^{21}\)), which analytical expression after summing out the electronic variables \( k \) and \( \omega_n = (2n + 1)\pi T \) turns to:

\[
\chi(\vec{Q}, T) = -N_F \ln \frac{1.13 E_F}{T} + \Psi\left(\frac{1}{2}\right) - \frac{1}{2} \left[ \Psi\left(\frac{1}{2} + \frac{\omega_m + i\theta_F \vec{Q}}{4\pi T}\right) + \Psi\left(\frac{1}{2} + \frac{\omega_m - i\theta_F \vec{Q}}{4\pi T}\right) \right],
\]

where \( N_F = 1/\pi\theta_F \) is the electron density of states at the Fermi level and \( \Psi(\ldots) \) is the Digamma function.\(^{31}\)

As for the mode-mode coupling matrix, by Fourier transforming (13) and contracting the resulting normal-ordered product of fermion fields we are left with:\(^{32,33}\)

\[
\mathcal{B}(\vec{Q}, T) = \frac{2}{3} [2I_1(\vec{Q}, T) + I_2(\vec{Q}, T)]
\]

in which \( I_1 \) and \( I_2 \) are contributions from the first and second classes of four-point vertices respectively shown in figure 1. Their analytical expressions in terms of the free-fermion propagator \( G^0_p(k, \omega_n) \) are straightforward i.e.:

\[
I_1(\vec{Q}, T) = \left(\frac{T}{L}\right)^2 \sum_k G^0_p(\vec{k} - \vec{Q} - 2k_F) [G^0_{-p}(\vec{k})]^2 G^0_p(\vec{k} + \vec{Q} + 2k_F),
\]

\[
I_2(\vec{Q}, T) = \left(\frac{T}{L}\right)^2 \sum_k [G^0_p(\vec{k} + \vec{Q} + 2k_F)]^2 [G^0_{-p}(\vec{k})]^2,
\]

or after summing out fermion variables \( (k, \omega_n) \):

\[
I_1(\vec{Q}, T) = \frac{i\theta_F QN_F}{16\pi L(\omega_m^2 + \theta_F^2 Q^2)} \left[ \Psi\left(\frac{1}{2} + \frac{\omega_m + i\theta_F \vec{Q}}{4\pi T}\right) - \Psi\left(\frac{1}{2} + \frac{\omega_m - i\theta_F \vec{Q}}{4\pi T}\right) \right],
\]

\[
I_2(\vec{Q}, T) = \frac{TN_F}{2L(\omega_m^2 + \theta_F^2 Q^2)} \text{Re} \left[ \Psi\left(\frac{1}{2} + \frac{\omega_m + i\theta_F \vec{Q}}{4\pi T}\right) + \Psi\left(\frac{1}{2} + \frac{\omega_m - i\theta_F \vec{Q}}{4\pi T}\right) - 2\Psi\left(\frac{1}{2}\right) \right],
\]

where \( \Psi'(\ldots) \) refers to the Trigamma function.

### 2.2 Classical limit of Ginzburg-Landau theory

In the classical regime where \( Q = 0 \) and \( \omega_n = 0 \), the BOW susceptibility (15) is dominated by a logarithmic divergence at zero temperature. According to formula (19) and (20), in
Fig. 1. The two distinct four-point vertices contributing to the dynamic mode-mode coupling matrix $B(\tilde{Q}, T)$: dashed lines refer to left-moving electrons and solid lines to right-moving electrons.

this regime $I_1(0, T)$ and $I_2(0, T)$ take the common value $-N_F \Psi''(\frac{1}{2})/32\pi^2 LT$. Also it should be stressed that in the classical MF picture BOW fields are static excitations, as a consequence we need to define appropriate (classical) auxiliary fields $\phi$ from the (quantum) fields $\phi$. Thus we set $\phi = \varphi/\sqrt{T}$, and in terms of the classical fields now understood as BOW order parameters, the LGW functional $\mathcal{F}[\varphi]$ in Matsubara Fourier space reduces to the GL functional:

$$\mathcal{F}[\varphi] = \sum_\{Q\} \left[ (a + c_0^2Q^2) |\varphi(Q)|^2 + \frac{b}{L} |\varphi(Q)|^4 \right], \quad (21)$$

where microscopic parameters are defined as:

$$a = N_F \ln \frac{T}{T_c} \approx a_0(T/T_c - 1), \quad a_0 = N_F, \quad (22)$$

$$c_0^2(T) = \frac{-N_F \theta_F^2}{2(4\pi T)^2} \psi''(1/2)$$

$$= \frac{7\zeta(3)N_F \theta_F^2}{(4\pi T)^2}, \quad (23)$$

$$b(T) = \left[ c_0(T)/\theta_F \right]^2, \quad (24)$$

$$T_c^0 = 1.13 E_F e^{-1/2\tilde{g}_0}, \quad (25)$$

$$\tilde{g}_0 = \frac{8\alpha^2 N_F}{M \Omega} \mathcal{D}_0(2k_F, 0). \quad (26)$$

It turns out that in MF picture, the CDW instability is a second-order phase transition which occurs at a temperature $T_c^\omega$. 
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If one ignores spatial fluctuations of the BOW order parameter, the homogeneous part of the GL functional (21) leads to two values of $\varphi$ minimizing the free energy. They are $\varphi = 0$ for $T > T^0_c$ and $\varphi = \left[ a_0 / b(T^0_c) \right]^{1/2} \sqrt{T^0_c - T}$ for $T < T^0_c$, i.e. the system is disordered above $T^0_c$ and develops a bond-type CDW order below the critical temperature $T^0_c$. However, because of existing pretransitional processes fluctuations of the order parameter about its equilibra are actually relevant. Namely if we consider only the very small disturbances about the nonzero equilibrium, we find that while spatial fluctuations are thermally frozen they remain correlated with an exponentially decaying correlation function and a correlation length:

$$\xi(T) = \xi_0 \sqrt{T^0_c (T - T^0_c)^{-1/2}}$$

diverging at $T = T^0_c$. Although this divergence appears to be inconsistent by carrying out a more exact analysis of the statistical mechanics of the second-order phase transition described by the GL theory via the transfer Matrix approach, its existence however clearly reveals an important role of the characteristic temperature $T = T^0_c$ in the MF picture. In this context $T^0_c$ emerges from numerical transfer-matrix calculations as the characteristic temperature scale determining the validity of the classical MF theory, the associate criterion

$$\Delta t_0 = \left( \frac{2b(T^0_c)T^0_c}{a_0^2 \xi_0} \right)^{2/3}$$

i.e. the Ginzburg criterion (with $t = T / T^0_c$ the reduced temperature), defines the radius of the region around $T^0_c$ within which the correlation length is expected to diverge. It is generally assumed that the large $\Delta t_0$ the valid MF predictions. Still, the Ginzburg criterion $\Delta t_0$ actually depends on microscopic parameters and so its value cannot be arbitrarily chosen. In particular for systems with a pronounced 1D structural anisotropy, values of $\Delta t_0$ which are fixed by the classical microscopic coefficients $a_0, b(T^0_c)$ and $c_0(T^0_c)$ in (22)-(24) can hardly stabilize a true long-range CDW order in strict 1D.

### 3. The dynamic self-consistent theory

In section 2 we derived the generalized LGW functional for the BOW instability in the 1D electron-phonon system with dispersive phonons, keeping all details from the dynamics of CDW excitations through a space-time dependence of the CDW-CDW correlation function and the mode-mode coupling matrix. A best representation of this dynamic feature is obtained in Matsubara Fourier space where (11) becomes:

$$\beta F[\phi] = \sum_{\mathbf{Q}} \left[ \left| s_{ph}^{-1}(\omega_m) \right| \chi(\mathbf{Q}, T) \phi(\mathbf{Q}) \phi^*(\mathbf{Q}) + \sum_{\mathbf{Q}_1, \ldots, \mathbf{Q}_4} \mathcal{B}(\mathbf{Q}_1, \ldots, \mathbf{Q}_4, T) \phi(\mathbf{Q}_1) \phi(\mathbf{Q}_2) \phi^*(\mathbf{Q}_3) \phi^*(\mathbf{Q}_4) \right].$$

(29)
Fig. 2. Momentum-frequency map showing the high and low-energy regions in the Hartree-Fock approach to quantum fluctuations for the LGW functional (29).

In this last formula the mode-mode coupling matrix \( B(...) \), which has been obtained explicitly in (16)-(20), is however here formally represented as a multi-argument function of the fluctuation modes \( \hat{Q}_l \). In fact this multi-argument representation is key for a possible treatment of both momentum and frequency dependent Gaussian fluctuations within the LGW picture, given that we expect the integration of high-energy fluctuations to produce a renormalized low-energy effective field theory for the BO-type CDW instability. The standard procedure in this last respect consists in decoupling the quartic term of the LGW functional to the Gaussian order, with a specific care on momentum-conserving rules and energy scalings among fields \( \phi(\hat{Q}) \) coupled via the dynamic mode-mode coupling matrix \( B(\hat{Q}_1, ..., \hat{Q}_4, T) \). The diagram of figure 2 represents the proposed fluctuation map in the momentum-frequency space, where fields \( \phi(\hat{Q}) \) are assumed to vary with Matsubara frequencies \( \omega_m \) on the scale of the characteristic phonon frequency \( \Omega \) and in the momentum continuum on the scale \( 2k_F \).

Since every Matsubara frequency \( \omega_m \) continuously connects fields along the momentum axis, the lowest pertinent energy scale is the \( m = 0 \) line while high-energy fluctuations, which are to be integrated out, are the sets \( (0 \leq Q \leq 2k_F, \omega_m \neq 0) \).

With the above separation, a Gaussian decoupling of the quartic term in the LGW functional (29) leads to the following self-energy:

\[
\Sigma_{HF}(T, \Omega) = \sum_{n=1}^{2} \Sigma_{HF}^{(n)}(T, \Omega),
\]  

(30)
Fig. 3. Contributions to the self-energy from Gaussian contractions of the mode-mode coupling matrix $\mathcal{B}(\tilde{Q}, T)$.

where

$$
\Sigma^{(n)}_{HF}(T, \Omega) = \sum_{Q=0}^{\infty} \sum_{m=0}^{\infty} \lambda_n I_n(\tilde{Q}, T) G_{ren}(\tilde{Q}, T, \Omega) 
$$

(31)

with $G_{ren}(\tilde{Q}, T, \Omega)$ a phonon-related propagator to be explicitly defined later. Most relevant to underline at this step is the two terms $\Sigma^{(1)}_{HF}(T, \Omega)$ and $\Sigma^{(2)}_{HF}(T, \Omega)$ emerging in the self-energy (30), which originate from the possible Gaussian contractions of the two distinct four-point vertices $I_1$ and $I_2$ as explicitly depicted in figure 3. We recall that $I_1 = I_2$ when $(Q = 0, \omega_m = 0)$ and thus it is in the nonadiabatic and full quantum regime the difference between the two terms in (30) is significant. In this regime the Gaussian decouplings of the two distinct four-point vertices give $\lambda_1 = 2$ and $\lambda_2 = 4$. Still these two distinct coefficients are not enough to quantitatively determine the respective weights of $I_1$ and $I_2$ in the self-energy (30) and in turn in corrections from quantum Gaussian fluctuations. Instead we must resort to a comparison of their variations with the fluctuation momentum and frequency, at different temperature regimes relative to the bare MF critical point $T_{c0}$.

On figure 4 and figure 5 we plot $I_1(\tilde{Q}, T)$ and $I_2(\tilde{Q}, T)$ (in units of $LT_{c0}/N_F$) versus $Q\xi_0$ for $\omega_m = 0$ and different values of the reduced temperature $t = T/T_{c0}$ (figure 4), and at different
temperature regimes for different values of the phonon Matsubara frequency $\omega_m$ (figure 5). The six graphs composing figure 4 suggest that $I_1$ and $I_2$ are equal in the local limit irrespective of temperature as expected. However, when $Q$ is increased $I_1$ decreases faster than $I_2$ above $T_0^c$. Quite remarkably, even at $T = T_0^c$ the two contributions are quantitatively distinct in the presence of finite momentum with $I_2$ always dominant. Far below $T_0^c$ where the neglected quantum dynamics of CDW fields would stabilize a zero-temperature critical point, $I_2$ is the most pertinent contribution to the mode-mode coupling matrix and hence rules the corrections to the CDW transition from Gaussian fluctuations of purely classical nature.

Concerning their behaviours with simultaneous variation of momentum and frequency at arbitrary temperatures, graphs of figure 5 show that while the magnitudes of $I_1$ and $I_2$ for fixed momentum are both strongly lowered with increasing Matsubara frequency, far below $T_0^c$ all finite-frequency values of $I_1$ are zero and only $I_2$ remains finite hence imposing the nonlocal character of the mode-mode coupling matrix at nonzero Matsubara frequencies. However, numerical calculations show that beyond $m = 8$ both $I_1$ and $I_2$ are no more significant, van-
Fig. 5. (color online) Effects of finite Matsubara frequencies on the variation of $I_1$ (left row) and $I_2$ (right row) with $Q \xi_0$, at different temperature regimes (i.e. $t = 1.25, 1, 0.75$ for graphs a, b, c respectively). The four curves in each graph correspond to $m = 0, 1, 4$ and 8, with the highest maxima of $I_1$ and $I_2$ in each graph corresponding to $m = 0$ and the lowest maxima to $m = 8$.

ishing asymptotically as $t \to 0$ for all fluctuation momenta.

The behaviours of the mode-mode coupling matrix emerging from figs. 4 and 5 with variations of the fluctuation momentum and Matsubara frequency, suggest two relevant insights about their dynamic properties at different temperature regimes: firstly, although the variation of the mode-mode coupling matrix with $Q$ is quite pronounced in the low-momentum regime it remains significant over the entire $2k_F$ momentum scale when $T$ is close but not equal to $T_c^0$. Secondly, the two contributions behave quite differently with simultaneous variations of the momentum and Matsubara frequency at a given temperature hence their weights in the Hartree-Fock correction should be different. In particular $I_2$ emerges as providing the most significant correction for a quantum-critical point at high Matsubara frequencies, since the contribution from $I_1$ in this frequency regime is relatively smaller over the entire $2k_F$ momentum scale.

Having put in evidence the salient features of the two terms contributing to the Hartree-Fock
self energy in the presence of dynamic fluctuations, we can now return to formula (31) and complete the description of quantities appearing in the dynamic self-consistent equation. The quantity $G_{\text{ren}}^{-1}(\tilde{Q}, T, d)$ is defined as:

$$G_{\text{ren}}^{-1}(\tilde{Q}, T, d) = m^2 \left( \frac{t}{\tilde{g} d} \right)^2 + \tilde{a}(T, d) + P(\tilde{Q}, T),$$  \hspace{1cm} (32)

where

$$P(\tilde{Q}, T) = \tilde{\chi}(\tilde{Q}, T) - \tilde{\chi}_{2k_F}(T), \quad \tilde{\chi}_{2k_F}(T) = \tilde{\chi}(0, T),$$  \hspace{1cm} (33)

$\tilde{\chi}(...) = N_F^{-1} \chi(...)$ and the quadratic coefficient $a_r(T, d)$ of the renormalized GL free-energy is determined via the self-consistent relation:

$$\tilde{a}_r(T, d) = a(T) + \Sigma_{HF}(T, d), \quad a(T) = N_F^{-1} a(T).$$  \hspace{1cm} (34)

Instructively the parameter $d = \Omega/2\pi T_c^0$ is dimensionless, and according to formula (32) only for nonzero values of this parameter effects of finite Matsubara frequencies should be sensitive. The formula (32) also suggests that quantum effects should be enhanced as $d$ increases at low Matsubara frequencies, a behaviour reflected in the two regimes of the fluctuation map shown in figure 2. More explicitly this fluctuation map indicates that quantum effects are significant when the phonon characteristic frequency $\Omega$ is of the order of $2\pi T_c^0$. In fact quantum corrections should be noticeable so long as $\Omega/2\pi T_c^0$ is nonzero, i.e. even at values of this ratio far below $d = 1$.

4. Quantum corrections

4.1 The renormalized critical temperature

We solved numerically the dynamic self-consistent equation (34) and extracted the renormalized critical temperature $T_c^d$ as a function of the adiabaticity parameter $d$. Although we need not summing all dynamic modes on the fluctuation map (figure 2), numerical calculations show that a minimum number of Matsubara frequencies is required for full saturation of quantum corrections. Nevertheless if we restrict the sum to very low frequency fluctuations we achieve only a partial suppression of the transition as figure 6 illustrates, where the reduced temperature $t_c = T_c/T_c^0$ considering only the two first dynamic modes (i.e. $m = 1, 2$) is plotted as a function of the adiabaticity parameter $d$ for different values of the effective electron-phonon coupling coefficient $\tilde{g}_0$. As we increase the number of Matsubara frequencies we notice more and more strong suppression of the finite-temperature transition, however it is only with the account of $\omega d$ a finite crossover to the full quantum regime occurs. This finite crossover, however, sharpens with increasing number of Matsubara frequencies and
quantum corrections saturate fully in dynamic fluctuations as we sum the $\omega_8$ quantum mode. On figure 7 we represented curves of the reduced renormalized critical temperature $t_c = T_c/T_c^0$ for $\omega_m$ summed up to $\omega_8$, keeping the same values of $\tilde{g}_0$ used in figure 6. We take this opportunity to remark that values of the electron-phonon coupling constant used in our simulations were chosen arbitrarily as our main objective in this study is much more a qualitative analysis. However these values must be sufficiently small for the Fermi energy $E_F$ to remain largely dominant over the characteristic phonon energy and the critical thermal fluctuation $2\pi T_c^0$. This requirement, strictly speaking, is dictated by weak-coupling considerations and has the relevant implication of small values of the ratio $\Omega/2\pi T_c^0$ at the finite crossovers to the quantum critical point. Indeed as curves of figure 7 indicate, in general the ratio $\Omega/2\pi T_c^0$ at the finite crossover to a quantum phase transition is expected to be within the range $0 \leq d \approx 1$ in the weak-coupling regime.

4.2 Thermodynamics in the vicinity of the renormalized CDW transition

Sufficiently close to the critical temperature, long-wavelength fluctuations become irrelevant and the thermodynamics of the CDW system is dominated by the homogeneous part of the GL free energy. For the renormalized effective field this implies the following free-energy
Fig. 7. $t_c$ variation with $\Omega/2\pi T^0_c$ when the eight first finite Matsubara frequencies are summed out. Values of $\tilde{g}_0$ are indicated in the graph.

functional:

$$F_d[\varphi] = \sum_Q \left[ a_r(T, d)|\varphi(Q)|^2 + \frac{b_r(T, d)}{L} |\varphi(Q)|^4 \right],$$

(35)

where the microscopic parameters $a_r$ and $b_r$ are of the same forms as (22) and (24) respectively, except the critical temperature which has been renormalized by dynamic fluctuations and becomes $T^d_c$. Also, because the dynamic self-consistent equation (34) leads to a nonlinear temperature dependence of the quadratic coefficient $a_d(T, d)$, a linearization of this coefficient around the renormalized critical temperature yields:

$$a_r(T, d) = a_d(T \frac{T}{T_d^c} - 1), \quad a_d = \frac{\partial a_r}{\partial T} |_{T=T_d^c}.$$  

(36)

From formula (35) and (36) we derive the specific heat jump at the renormalized critical point, which can be expressed\(^{34}\) as a function of the coherence length $\xi_d$ and the Ginzburg criterion $\Delta t_d$ associate with the new transition point i.e.:

$$\Delta C_d = \frac{1}{\xi_d(\Delta t_d)^{3/2}}.$$  

(37)

$\xi_d$ is inversely proportional to $T_c^d$ and therefore tends to infinity at the crossover value of the adiabaticity parameter $d$. As for the renormalized Ginzburg criterion $\Delta t_d$, a simple calculation
Fig. 8. Variation of the reduced renormalized Ginzburg criterion with $\Omega/2\pi T_c^0$, for four different values of the effective electron-phonon coupling coefficient $\tilde{g}_0$ indicated in the graph.

shows that this physical parameter can be expressed in terms of its bare MF counterpart as:

$$\Delta t_d = \frac{\Delta t_0}{d_d}. \quad (38)$$

In figure 8, plots of the reduced quantity $\Delta t_d/\Delta t_0$ indicate a monotoneous increase as the adiabaticity parameter $d$ is increased for the four different values of $\tilde{g}_0$. It is particularly remarkable that the renormalized Ginzburg criterion grows infinitely as we approach the quantum critical point, suggesting a very good refinement of the MF theory which turns to be valid over an infinitely wide region around the quantum critical point. On the other hand, according to formula (37) and (38) together with the variation of $\xi_d$ with $T_c^d$, the specific heat jump should decrease as the ratio $\Omega/2\pi T_c^0$ is increased in the interval $0 \leq d \approx 1$ in the weak-coupling regime, and is expected to vanish asymptotically at the crossover values $d_c$ of the adiabaticity parameter.

5. Discussion and concluding remarks

Investigations on a specific class of materials\(^1, 2\) displaying peculiar crystal structures, such as organic solids and mixed-valence-band transition-metal compounds, have revealed highly anisotropic electrical conductivities which made them to be considered as 1D conductors. These materials are metallic at high temperatures and undergo a metal-insulator transi-
tion when the temperature decreases. A mechanism frequently evoked for this transition is the Peierls instability\(^5,6\) and for materials with a half-filled conduction band, the Peierls instability leads to a linear superlattice distortion producing a CDW excitation and a gap at the Fermi level of the electronic band. Actually the above materials are more precisely \(Q1D\) metals in the sense that they are stacked planes of molecules, with in-plane intermolecular interactions far more stronger than the interaction between planes relatively far apart.\(^1,2\) Because of this structure transport properties are dominantly \(1D\), and as far as the Peierls mechanism is concerned a finite temperature transition is a manifestation of inter-plane interactions (i.e. \(3D\) effects).

If the MF theory emerged from past studies as a reasonable framework for a qualitative description\(^1,2,7,8,14,32,35\) of the Peierls transition in \(Q1D\) materials, the theory suffers from the weakness of a long-range CDW order predicted at finite transition temperatures and driven by short-range in-plane intermolecular interactions. Interesting enough, there have been several attempts\(^2,8\) to correct this inconsistency as well as the associate pseudo-gap manifestation in electronic properties,\(^7,28,36\) by taking account of the contribution of lattice fluctuations when deriving MF characteristic parameters such as the zero-temperature gap. The present work clearly shows that as far as MF considerations are concerned, a coherent and simultaneous treatment of spatial and dynamic features of the lattice fluctuations is necessary in view of a refined effective field theory for the CDW instability, valid irrespective of the temperature range but in the weak electron-phonon coupling regime.
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