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Abstract
This paper considers stochastic convex optimization problems with two sets of constraints: (a) deterministic constraints on the domain of the optimization variable, which are difficult to project onto; and (b) deterministic or stochastic constraints that admit efficient projection. Problems of this form arise frequently in the context of semidefinite programming as well as when various NP-hard problems are solved approximately via semidefinite relaxation. Since projection onto the first set of constraints is difficult, it becomes necessary to explore projection-free algorithms, such as the stochastic Frank-Wolfe (FW) algorithm. On the other hand, the second set of constraints cannot be handled in the same way, and must be incorporated as an indicator function within the objective function, thereby complicating the application of FW methods. Similar problems have been studied before; however, they suffer from slow convergence rates. This work, equipped with momentum based gradient tracking technique, guarantees fast convergence rates on par with the best-known rates for problems without the second set of constraints. Zeroth-order variants of the proposed algorithms are also developed and again improve upon the state-of-the-art rate results. We further propose the novel trimmed FW variants that enjoy the same convergence rates as their classical counterparts, but are empirically shown to require significantly fewer calls to the linear minimization oracle speeding up the overall algorithm. The efficacy of the proposed algorithms is tested on relevant applications of sparse matrix estimation, clustering via semidefinite relaxation, and uniform sparsest cut problem.

I. INTRODUCTION

We consider problems of the form

\[
\begin{align*}
\mathcal{P} & : \min_{x \in C} \mathbb{E}[f(x, \xi)] \\
\mathcal{P}^+ & : \min_{x \in C} \mathbb{E}[f(x, \xi)] \\
\text{s.t. } Gx & \in \mathcal{X} \\
\text{s.t. } G(\xi)x & \in \mathcal{X}(\xi) \text{ almost surely},
\end{align*}
\]

where \( C \subseteq \mathbb{R}^m \) is a convex and compact set, \( \xi \) is a random variable with unknown distribution, and \( f(\cdot, \xi) : \mathbb{R}^m \to \mathbb{R} \) is a smooth and convex function. The matrices \( G, G(\xi) \in \mathbb{R}^{n \times m} \) are arbitrary, and the sets \( \mathcal{X}, \mathcal{X}(\xi) \subseteq \mathbb{R}^n \) are convex. We write \( G(\xi) \) and \( \mathcal{X}(\xi) \) as explicit functions of \( \xi \) in order to emphasize their stochastic nature and require the constraint \( G(\xi)x \in \mathcal{X}(\xi) \) to be satisfied with probability one. While such a requirement is stronger than
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satisfying the constraints in expectation, it is also impossible to check. Therefore, we will instead seek to find an \( x \) whose expected distance from the feasible set can be made arbitrarily small.

Affine-constrained stochastic optimization problems of the form in \( P \) arise in a number of areas, such as control theory, multiple kernel learning, blind deconvolution, matrix learning, and communications \cite{1}, \cite{2}. Efficient algorithms for solving these problems make use of the stochastic gradient \( \nabla f(x, \xi) \) at every iteration, usually obtained from one or a few data points. In many cases, such a stochastic gradient can be calculated efficiently and exactly, giving rise to the first-order stochastic gradient algorithms. On the other hand, in some problems, such as those arising in simulation-based optimization \cite{3}, one must contend with only the function values \( f(x, \xi) \), which are then used to approximate the required stochastic gradients \( \nabla f(x, \xi) \). Algorithms using such gradient estimators are referred to as gradient-free or zeroth-order (ZO) algorithms, and find applications in parameter estimation and classification of black-box systems \cite{4}. Finally, deterministic constraints such as those in \( P \) can be handled in different ways, such as through the use of projection \cite{5}, homotopy \cite{6}, or duality theory \cite{7}.

The problem \( P^+ \) is less standard, and involves stochastic constraints, which must be satisfied with probability one. Such a formulation is useful in settings where the constraints are not known in advance or are too many to be processed in one batch. For instance, the constraints in some online learning problems, such as online portfolio optimization \cite{8} and online compressed sensing \cite{9}, are revealed in a sequential fashion. Likewise, the number of constraints in the semidefinite relaxed versions of \( k \)-means clustering \cite{10}, uniform sparsest cut \cite{11}, and maximum a posterior estimation \cite{12} problems, is very large, ranging from \( O(n^2) \) to \( O(n^3) \). In both such cases, efficient algorithms for solving \( P^+ \) must rely on using only a minibatch of the constraints at every iteration. Again, both first-order and ZO algorithms are well-motivated for solving \( P^+ \).

In this work, we focus on problems of the form \( P \) and \( P^+ \), where the projection onto the set \( \mathcal{C} \) is computationally expensive, but projection onto the set \( \mathcal{X} \) is simpler. Such templates are prevalent among semidefinite programming (SDP) problems, where \( \mathcal{C} \) is the positive semidefinite (PSD) cone, while \( \mathcal{X} \) incorporates simple affine or box constraints. Examples include relaxations of combinatorial optimization problems such as quadratic assignment \cite{13}, maximum cut \cite{14}, etc. SDPs are also encountered frequently in machine learning problems such as for certifying the robustness of neural networks \cite{15}, unsupervised clustering and embedding \cite{16}, and Lipschitz constant estimation \cite{17}. However, solving such large-scale SDPs is almost always difficult, even when utilizing first- or zeroth-order stochastic methods due to the presence of the PSD cone constraint. Projection onto the PSD cone requires carrying out a singular value decomposition, which is a prohibitively expensive operation in large-scale settings.

Let us motivate the issue by illustrating it on the SDP formulation of the \textit{k-means clustering} problem \cite{10}:

\[
\min_{X \in \mathcal{C}} \frac{1}{|\Omega|} \sum_{(i,j) \in \Omega} |M|_{ij} |X|_{ij}
\]

s.t. \( X1 = 1 \), \( |X|_{ij} \geq 0 \), \( (i,j) \in \mathcal{E} \),

where \( M \in \mathbb{R}^{N \times N} \) is the pairwise distance matrix, \( 1 \) denotes the \( N \times 1 \) vector of all ones, \( \mathcal{C} := \{X \succeq 0, \text{tr}(X) \leq K\} \), \( \mathcal{E} := \{(i, j) \mid 1 \leq i, j \leq N\} \), and \( \Omega \subseteq \mathcal{E} \). A possible solution to problem (1) is to incorporate the additional constraint (2) into the objective and then use a projection-based algorithm. However, projection onto the set \( \mathcal{C} \) will require
the eigenvalue decomposition of an $N \times N$ matrix, thus incurring an $O(N^3)$ complexity per iteration.

Stochastic Frank-Wolfe (FW) algorithms, also known as conditional gradient methods (CGM), avoid the complicated projection operation, and have been applied to solve $\mathcal{P}$ and $\mathcal{P}^+$ in [18] and [19], respectively. In the FW class of algorithms, the projection step is replaced with a linear minimization step, which in many cases, is significantly cheaper. For instance, when $C$ is a PSD cone, the linear minimization step involves finding only the largest singular vector, which can be efficiently calculated by using the Lanczos method [20].

The affine constraints in $\mathcal{P}$ and $\mathcal{P}^+$ present another challenge, as they cannot generally be incorporated within $C$. For instance, in the $k$-means clustering problem [1], incorporating the constraints (2) into $C$ will no longer allow us to use the efficient Lanczos method. The works in [18] and [19] proposed incorporating the constraints within the objective function using indicator functions, and subsequently applying homotopy and Nesterov smoothing techniques [21] to make them differentiable.

Finally, the stochastic nature of $\mathcal{P}$ and $\mathcal{P}^+$ obviates the use of the classical FW algorithm. The stochastic FW (SFW) algorithms, unlike the stochastic projected gradient counterparts, require the use of increasingly accurate gradient estimates, i.e., gradient estimates whose bias and variance decrease with iterations. Typically, such gradient estimates are constructed using mega-batches whose size increases with iterations, but result in impractical algorithms. More recently, one-sample-per-iteration variants of SFW have become popular, where a gradient tracking approach is utilized to maintain good quality gradient estimates; the same is employed in [18] and [19]. However, a key issue with the gradient tracking approach in these works is that it results in suboptimal convergence rates of the SFW algorithm.

Building on the techniques introduced in [18]-[19], we put forth improved first-order algorithms for solving $\mathcal{P}$ and $\mathcal{P}^+$. The proposed algorithms utilize a superior momentum-based gradient tracking approach and newer convergence proofs that allow us to obtain better convergence rates. While the momentum-based gradient tracking is well-known in the context of non-convex optimization and has been applied to vanilla SFW, its application to constrained problems such as in $\mathcal{P}$ and $\mathcal{P}^+$ throws up technical challenges that must be addressed. Specifically, the presence of the affine constraints, which are incorporated within the objective via smoothed penalty functions, makes the momentum-based gradient tracking process complicated and requires careful choice of step-size, which now becomes coupled with the smoothing parameter. The optimality gap of the proposed MOmentum-based STochastic FW (MOST-FW) algorithm for solving $\mathcal{P}$ decays at the rate of $O(k^{-1/2})$, at par with the rate for the standard SFW case [22]-[23]. The corresponding algorithm for $\mathcal{P}^+$, namely MOST-FW+, achieves a rate of $O(k^{-1/4})$, which is again better than the $O(k^{-1/6})$ rate achieved in [19]. We also propose the corresponding ZO variants for MOST-FW and MOST-FW+, useful for scenarios where the stochastic gradient of the objective function is not readily available, and must be estimated using ZO information.

Existing deterministic and stochastic FW algorithms, including the proposed ones, generally require one call to the linear minimization oracle (LMO) per iteration. Consequently, the wall-clock time of large-scale problems is largely dominated by the time required to solve the linear minimization sub-problems [24]-[26]. In order to alleviate the issue, we put forth trimmed-FW variants, wherein LMO calls are made only when the observed stochastic gradient causes sufficient change in the gradient estimate. Otherwise, the LMO call is skipped, and the previously available
LMO output is re-utilized to carry out the update. The trimming technique is novel in the context of FW algorithms, and gives rise to the Trimmed-MOST-FW and Trimmed-MOST-FW+ algorithms. Although intuitive as a technique, we also establish that the trimming process does not hurt the overall rate of convergence of the proposed algorithms. From the experiments, however, we observe that the trimmed-FW variants need to make only a fraction of calls to the LMO as compared to their regular (non-trimmed) counterparts.

A. Related Work

We review some of the related work in the context of FW algorithms, smoothing, affine-constrained optimization, momentum techniques, and ZO methods.

1) FW for smooth functions: Though the FW method was first proposed in 1956, it has only been recently used for solving large-scale optimization problems in a projection-free manner [20]. Subsequently, online and stochastic variants of the FW method for minimizing smooth convex functions have been widely studied [27], [28]. Many of the early variants of the stochastic FW algorithms utilized a double loop structure, wherein the inner loop utilizes a single mini-batch of stochastic gradients per iteration, while the outer loop is used to update some of the algorithm parameters. Equivalently, these algorithms can be seen as using “checkpoints” for updating various algorithm parameters, with the interval between checkpoints increasing polynomially [29] or even exponentially [28]. Such mega-batches result in infrequent update of algorithm parameters, which is not desirable in practice [30]. Modern stochastic FW algorithms require only a single stochastic gradient as well as a single linear minimization step per iteration [22], [23], [31], [32]. Of these, works in [22], [23] were the first to utilize a momentum-based gradient tracking routine, achieving the state-of-the-art convergence rate of $O(k^{-1/2})$.

2) FW for non-smooth functions: Complications arise when extending these results to constrained problems, such as $\mathcal{P}$ and $\mathcal{P}^+$. Unlike proximal methods, the constraints cannot be handled using an indicator penalty function, since the resulting objective would be non-smooth. On the other hand, the stochastic FW variants discussed so far can handle only smooth objective functions. For instance, [33] deals with additional expectation constraints using penalty reformulation but requires the functional constraints to be smooth. For non-smooth but Lipschitz continuous objectives, it may still be possible to apply stochastic FW through the use of Nesterov’s smoothing [34]. The indicator function is, however, not Lipschitz continuous, and hence the constrained formulations in $\mathcal{P}$ and $\mathcal{P}^+$ are not amenable to the techniques proposed in [34], [35]. Another approach, proposed in [36], entails incorporating the constraints within the linear minimization step. However, such inclusion may significantly increase the complexity of carrying out the linear minimization, since the special structure present in $\mathcal{C}$ may be lost. The deterministic counterpart of $\mathcal{P}$ was first considered in [37], and combines the ideas of homotopy and smoothing to handle the non-smooth component of the objective. The idea there was to replace the non-smooth component with its smooth approximation. The error due to this approximation is controlled by decreasing the smoothing parameter (and hence tightening the approximation) at an appropriate rate. The problem in $\mathcal{P}$ was first considered in [18], which again used the homotopy and smoothing ideas from [37], but used gradient tracking estimator to handle the stochastic gradient noise. The stochastic homotopy CGM (SHCGM) of [18] attains a convergence rate of $O(k^{-1/3})$ for the optimality gap and $O(k^{-5/12})$ for the constraint violation. As we shall establish later, the proposed MOST-
FW algorithm also uses homotopy and smoothing, but combines it with momentum-based gradient tracking, thus achieving a rate of $O(k^{-1/2})$ for both, optimality gap and constraint violation.

Stochastically constrained stochastic optimization problems of the form in $P^+$ have been well-studied in the context of proximal stochastic algorithms [39] and proximal online algorithms [8]. The works in [40] and [39] can also accommodate large number of constraints, but cannot handle the additional difficult-to-project set $C$. Motivated by these works, the development of a projection-free algorithm for solving $P^+$ was pursued in [19], building upon the techniques from [18]. The H1-SFW algorithm in [19] achieves a convergence rate of $O(k^{-1/6})$ for the optimality gap and constraint violation. In comparison, the MOST-FW$^+$ algorithm proposed here achieves the rate of $O(k^{-1/4})$ for the same.

3) Variance-reduced FW: Variance-reduced algorithms have been widely used in the context of FW methods; examples include SCGS [34], SVRF [28], STORC [28], SAGA-FW [41], and SPIDER-FW [42]. However, none of these approaches can handle affine constraints as in $P$ or $P^+$. A variance-reduced approach called H-SPIDER-FW is proposed in [19], but requires stochastic gradient batch-sizes that increase exponentially with the iteration index. The proposed MOST-FW$^+$ algorithm converges at the same rate but works with a standard mini-batch of stochastic gradients, akin to the state-of-the-art FW algorithms in the standard setting. Recently, a momentum based deterministic accelerated-FW (AFW) algorithm was proposed in [43] by mimicking the steps of accelerated gradient methods. Although it covers many important cases, it is not applicable to general constraint set $C$. Unlike AFW, propose stochastic algorithms that perform momentum-based tracking over the gradient with the target to reduce the gradient approximation noise.

| Reference | Objective Type | Additional Affine Constraint | Affine Constraint Type | Optimality Gap | Constraint Feasibility | Query Size | Oracle |
|-----------|----------------|-----------------------------|-----------------------|----------------|------------------------|-----------|--------|
| SFW [32]  | Stochastic     | $\times$                   | Deterministic         | $O(k^{-1/3})$  | $O(k^{-1/2})$          | $O(1)$    | SFO    |
| 1-SFW [22]| Stochastic     | $\times$                   | Deterministic         | $O(k^{-1/2})$  | $O(k^{-1/2})$          | $O(1)$    | SFO    |
| ORGFW [23]| Stochastic     | $\times$                   | Deterministic         | $O(k^{-1/2})$  | $O(k^{-1/2})$          | $O(1)$    | SFO    |
| HFW [37]  | Deterministic  | $\checkmark$               | Deterministic         | $O(k^{-1/2})$  | $O(k^{-1/2})$          | $O(1)$    | SFO    |
| SHCGM [18]| Stochastic     | $\checkmark$               | Stochastic            | $O(k^{-1/3})$  | $O(k^{-5/12})$         | $O(1)$    | SFO    |
| H1-SFW [19]| Stochastic   | $\checkmark$               | Stochastic            | $O(k^{-1/6})$  | $O(k^{-1/6})$          | $O(1)$    | SFO    |
| MOST-FW   | Stochastic     | $\checkmark$               | Deterministic         | $O(k^{-1/2})$  | $O(k^{-1/2})$          | $O(1)$    | SFO    |
| MOST-FW$^+$| Stochastic     | $\checkmark$               | Deterministic         | $O(k^{-1/4})$  | $O(k^{-1/4})$          | $O(1)$    | SFO    |
| ZO-FW [38]| Deterministic  | $\times$                   | Stochastic            | $O(k^{-1})$    | $O(m)$                | $ZO$      |        |
| ZO-SFW [38]| Stochastic   | $\times$                   | Stochastic            | $O(k^{-1/2})$  | $O(k^{-1/2})$          | $O(m)$    | SZO    |
| MOST-FW   | Stochastic     | $\checkmark$               | Deterministic         | $O(k^{-1/2})$  | $O(k^{-1/2})$          | $O(m)$    | SZO    |
| MOST-FW$^+$| Stochastic     | $\checkmark$               | Deterministic         | $O(k^{-1/4})$  | $O(k^{-1/4})$          | $O(m)$    | SZO    |

TABLE I: Summary of related works. For zeroth order oracle, query size indicates the number of function evaluations required in estimating an $m$-dimensional gradient. For first-order oracle, it denotes the number of stochastic gradient samples required at each iteration.
4) FW under zeroth order oracle: Projection-free ZO algorithms have been studied in [38], [44], [45]. Of these, the work in [44] proposed a stochastic zeroth-order (SZO) FW algorithm using the gradient estimation technique of [46], but the number of samples of directional derivatives required at each epoch scaled linearly with the iteration index as well as the problem dimension. An improved variant was proposed in [38], which adopted the gradient averaging technique from [32], achieving a convergence rate of $O(k^{-1/3})$ with a query size of $O(m)$. Recently, a ZO projection-free algorithm was proposed in [45], and resulted in state-of-the-art rates for the non-convex case. To the best of our knowledge, there are no ZO algorithms for solving $P$ or $P^+$.

B. FW with reduced LMO calls

There have been few attempts at reducing the number of LMO calls of conditional gradient methods, all in deterministic settings. Among these, the oldest one is the lazy conditional gradient approach designed for deterministic FW that replaces the linear optimization oracle by a (weak) separation oracle which approximately solves a separation problem. One recent direction to improve the LMO complexity is to use a randomized linear oracle [24], [25], [47], wherein linear minimization is performed only over a random sample of the original atomic domain. However, the effectiveness of such a technique depends on whether a specified fraction of the constraint set can be efficiently subsampled. Another relevant recent approach is that of using the set-membership oracle instead of the LMO [26]. The approach does not generally improve upon the FW algorithm, because for many problems, linear minimization may actually be cheaper than determining the set membership, even approximately. In summary, no existing works have attempted to improve the LMO complexity by conditionally skipping the LMO calls. Such a trimming process is novel in the context of FW algorithms, but bears resemblance to the censoring idea in wireless sensor networks and more recently in distributed optimization [48].

C. Contributions

In this work, we develop stochastic first- and zeroth-order FW algorithms for solving $P$ and $P^+$. The proposed algorithms uses momentum-based gradient tracking and novel proof techniques to provide stronger guarantees than the existing FW variants [18], [19], while still using one mini-batch per iteration. Our contributions are summarized as follows:

- We propose MOST-FW to solve $P$ and show that it achieves the state-of-the-art convergence rate of $O(k^{-1/2})$ for both optimality gap and constraint feasibility. Remarkably, the state-of-the-art convergence rate of SFW for solving the standard version (without additional constraint set $X$) of $P$ is also $O(k^{-1/2})$ [22], [23].
- We further propose MOST-FW$^+$ to solve $P^+$ that achieves a convergence rate of $O(k^{-1/4})$ for both optimality gap and constraint feasibility. The proposed MOST-FW$^+$ algorithm is a fully stochastic version of MOST-FW and follows the same idea of momentum-based gradient tracking; however, now it tracks the gradient of both objective and smoothed affine constraints.
- For the first time, we propose ZO methods for solving the above problems. Interestingly, the proposed ZO versions have the same iteration complexity as their first-order counterparts. The obtained rates even improve over the state-of-the-art ZO algorithms for solving the set-constrained version of $P$ or $P^+$ [38].
• We further propose trimmed variants of both the algorithms called T-MOST-FW and T-MOST-FW+ by employing a novel trimming technique to improve LMO complexity while maintaining identical convergence rates up to small constant factors. The key idea is to skip the LMO calls when the observed stochastic gradients are not sufficiently new.

• We provide numerical evidence of the superiority of the proposed approaches on various relevant applications, namely, sparse matrix estimation, clustering via semidefinite relaxation, and uniform sparsest cut problem. We also demonstrate the computational superiority of the trimmed variants by extensive numerical comparisons with their non-trimmed version. In all cases, we report a significant reduction in the total number of LMO calls.

A complete comparison of the proposed algorithm with related works is provided in Table I. We only compare with algorithms that make use of a standard mini-batch of stochastic gradients per iteration, and do not include the algorithms relying on mega-batches, as those are generally considered impractical [30].

The rest of this paper is organized as follows. We begin with reviewing the notions of smoothing, linear minimization oracle, and the coordinate-wise gradient estimation techniques before proceeding to discuss the proposed algorithms of MOST-FW and MOST-FW+ in Sec. II. Various theoretical results are presented in Sec. III while the numerical validation is provided in Sec. IV. Finally, Section V concludes the paper.

Notation: A matrix (vector) is denoted by uppercase (lowercase) letters in bold font. The $(i, j)$-th element of a matrix $X$ is denoted by $[X]_{ij}$. The notation $\|\cdot\|$ refers to the norm, which when applied to vectors, represents the Euclidean norm and when applied to matrices, the spectral norm. The $\ell_1$ and Frobenius norms are denoted by $\|\cdot\|_1$ and $\|\cdot\|_F$, respectively. The inner product is represented by $\langle \cdot, \cdot \rangle$. The distance between the point $x$ and the set $X$ is denoted by $D_x(x) := \inf_{u \in X} \|u - x\|$.

II. ALGORITHM DEVELOPMENT

In this section we develop the MOST-FW and MOST-FW+ algorithms (and their trimmed version T-MOST-FW and T-MOST-FW+) for solving the problems $P$ and $P^+$, respectively. We begin with discussing some preliminaries. The performance of the proposed algorithms will be characterized in terms of their oracle complexities. Depending on the problem at hand, we allow two possible choices of the oracle:

• The Stochastic First-Order (SFO) oracle, which provides $\nabla f(x, \xi)$ for a given $x$; and

• The Stochastic Zeroth-Order (SZO) oracle provides $f(x, \xi)$ for a given $x$.

When using the SZO oracle, the stochastic gradient is estimated using the so-called coordinate-wise gradient estimator (CGE) [49], [50]:

$$\nabla f(x, \xi) = \sum_{i=1}^{m} \frac{f(x + \rho u_i, \xi) - f(x - \rho u_i, \xi)}{2\rho} u_i, \tag{3}$$

where $\rho$ is the element-wise smoothing parameter, and $u_i \in \mathbb{R}^m$ is a standard basis vector with $[u_i]_j = 1$ if $j = i$, otherwise zero.
Observe here that the calculation of $\tilde{\nabla} f(x, \xi)$ requires $2m$ calls to the SZO oracle. For the sake of brevity, we will henceforth use $g(x, \xi)$ to denote the stochastic gradient, with the understanding that $g(x, \xi)$ may either be $\nabla f(x, \xi)$ or $\tilde{\nabla} f(x, \xi)$, depending on the oracle being used.

As stated earlier, we are interested in settings where the projection over $X$ is easy but the projection over $C$ is difficult. In particular, we will require access to a linear minimization oracle (LMO), that provides the solution to the optimization problem $\min_{u \in C} \langle u, x \rangle$ for a given $x$. The number of calls to the LMO will also be a performance metric.

Towards using the SFW framework to solve these problems, let us define the indicator function

$$1_X(x) = \begin{cases} 0 & x \in X \\ \infty & x \notin X, \end{cases}$$  

which allows to write the problems $P$ and $P^+$ compactly as

$$\min_{x \in C} F(x) := \mathbb{E}[f(x, \xi)] + 1_X(Gx)$$ (5)

and

$$\min_{x \in C} \hat{F}(x) := \mathbb{E}[f(x, \xi) + 1_{X}(G(x)x)],$$ (6)

respectively. Observe here that only the affine constraints have been incorporated within the indicator function while the constraint $x \in C$ is retained as is.

A projection free algorithm, relying instead on the LMO described earlier, along the lines of [23], [27], [28], [32] may now be applied to (5)-(6). Note however that the analysis of SFW in these works requires the objective function to be smooth, which is not the case here due to the presence of indicator functions. To this end, we must use a smooth approximation of the objective functions. We adopt the Nesterov’s smoothing technique [37], which entails replacing the indicator function $1_X(y)$ in (5)-(6) with its smooth approximation [51]:

$$h_\mu(y, X) = \frac{1}{2\mu} D_Y^2(y) = \frac{1}{2\mu} \|y - \Pi_X(y)\|^2_2$$ (7)

where $\mu > 0$ is an algorithm parameter, $\Pi_X(y) := \operatorname{argmin}_{u \in X} \|u - y\|^2$ is the projection operator, and $D_X(y) := \|y - \Pi_X(y)\|_2$. More generally, the scaled squared set-distance function $h_\mu$ is the Moreau envelope of $1_X$, and therefore convex as well as $\frac{1}{\mu}$-smooth [51]. It is remarked that the idea of using a smooth approximation of the objective, so as to allow the use of projection free algorithms (such as SFW) is well known [6], [8]. Typically, the parameter $\mu$ must be carefully tuned so as to ensure that the approximation error, arising from the use of $h_\mu$ instead of $1_X$, remains less than or equal to the optimality gap at a given iteration.

### A. Performance Metrics

We will analyze the performance of the proposed algorithms in terms of the following parameters

- Average optimality gap $\mathbb{E}[f(x, \xi)] - f(x^*)$; and
- Average constraint violation give by

$$D(x) := \begin{cases} \mathbb{E}[D_X(Gx)] & \text{for } (P) \\ \mathbb{E}[D_{X_\xi}(G(\xi)x)] & \text{for } (P^+) \end{cases}$$ (8)
Algorithm 1 MOST-FW

**Initialization:** \(x_0, x_1 \in C, y_0\), parameters \(\{\gamma_k, \eta_k, \mu_k, \rho_k\}\)

**for** \(k = 1, 2, \ldots\) **do**

Compute: \(y_k = (1 - \gamma_k)y_{k-1} + \gamma_k g(x_k, \xi_k) + (1 - \gamma_k)(g(x_k, \xi_k) - g(x_{k-1}, \xi_k))\)

where,

\[
g(x, \xi) = \begin{cases} 
\tilde{\nabla} f(x, \xi) & \text{for SZO oracle} \\
\nabla f(x, \xi) & \text{for SFO oracle}
\end{cases}
\]

Compute: \(w_k = y_k + \mu_k^{-1} G^T(Gx_k - \Pi_X(Gx_k))\)

Compute: \(z_k = \text{argmin}_{z \in C} \langle z, w_k \rangle\)

Update: \(x_{k+1} = x_k + \eta_k(z_k - x_k)\)

**end for**

A point \(\tilde{x}\) is said to be \((\epsilon, \delta)\)-optimal if it satisfies \(E[f(\tilde{x})] - f(x^*) \leq \epsilon\) and \(D(\tilde{x}) \leq \delta\). The algorithms will be designed such that the constraint \(x \in C\) will always be satisfied for all iterates. The goal will be to obtain the SFO/SZO complexities of finding an \((\epsilon, \delta)\)-optimal solution to \((P)\) and \((P^+))\). It is remarked that for the proposed algorithms, the LMO complexity, which counts the number of calls to the LMO oracle, is the same as the SFO/SZO complexity as both MOST-FW and MOST-FW+ solves only a single linear minimization problem at each iteration.

Having discussed the preliminaries, we are now ready to detail the proposed algorithms.

**B. MOST-FW**

We begin with writing the smoothed approximation of \(P\), which takes the form:

\[
\min_{x \in C} F_\mu(x) := E[f(x, \xi)] + h_\mu(Gx, X).
\]  

\((P_\mu)\)

For the sake of brevity, let us denote \(F_\mu(x, \xi) := f(x, \xi) + h_\mu(Gx, X)\), so that \(F_\mu(x) = E[F_\mu(x, \xi)]\).

As mentioned earlier, the problem in \(P\) was first considered in [18], where the first order SFW variant called SHCGM was proposed for the case when \(\nabla f(x, \xi)\) was available. The SHCGM approach relies on three key steps:

(a) tracking \(\nabla E[f(x_k, \xi)]\) through the recursive update rule

\[
y_k = (1 - \gamma_k)y_{k-1} + \gamma_k \nabla f(x_k, \xi_k),
\]  

(9)

(b) calling the LMO to solve the problem

\[
z_k = \text{argmin}_{z \in C} \langle z, y_k + \nabla_x h_\mu(Gx_k, X) \rangle,
\]  

(10)

and (c) carrying out the update

\[
x_{k+1} = x_k + \eta_k(z_k - x_k).
\]  

(11)
Algorithm 2 MOST-FW+$^+$

Initialization: $x_0, x_1 \in C, y_0$, parameters $\{\gamma_k, \eta_k, \mu_k, \rho_k\}$

for $k = 1, 2, \ldots$ do

Compute: $y_k = (1 - \gamma_k)y_{k-1} + \gamma_k \bar{g}_k(x_k, \xi_k)$
\[ + (1 - \gamma_k)(\tilde{g}_k(x_k, \xi_k) - \tilde{g}_{k-1}(x_{k-1}, \xi_{k-1})) \]

where, $\bar{g}_k(x, \xi) = g(x, \xi) + \nabla h_{\mu_k}(G(x, \xi))$ and
\[ g(x, \xi) = \begin{cases} \tilde{\nabla} f(x, \xi) & \text{for SZO oracle} \\ \nabla f(x, \xi) & \text{for SFO oracle} \end{cases} \]

Compute: $z_k = \arg\min_{z \in C} \langle z, y_k \rangle$

Update: $x_{k+1} = x_k + \eta_k(z_k - x_k)$

end for

It can be seen that the gradient of the smooth approximation $h_\mu$ is well-defined and given by
\[ \nabla x h_\mu(Gx, \lambda) = G^T \nabla h_\mu(Gx, \lambda) = \frac{1}{\mu} G^T (Gx - \Pi_\lambda(Gx)). \] (12)

We emphasize that one cannot directly use the stochastic gradient $\nabla F_{\mu_k}(x_k, \xi_k)$ in the place of $y_k + \nabla x h_{\mu_k}(Gx_k, \lambda)$ in (10), as the resulting algorithm does not converge. This is because the variance of the stochastic gradient $\nabla f(x_k, \xi_k)$ does not go to zero with $k$. The situation can be remedied by using the average of several iid samples of $\nabla f(x_k, \xi)$, though such an approach yields poor SFO complexity [28]. A more sophisticated variance-reduction approach was proposed in [28], which achieved a better SFO complexity but still required prohibitively large batches of samples per iteration. Finally, tracking-updates in (9) were proposed in [32], wherein $y_k$ serves as a biased estimator for $E[\nabla f(x_k, \xi)]$ but has a much lower variance, and hence achieves the same SFO complexity but using a single sample (or a small mini-batch) per iteration. Similar gradient-tracking updates have since been used in other SFW variants [18], [19], [38].

The proposed MOST-FW algorithm introduces two key innovations over these variants. First, to allow for the SZO oracle, we replace $\nabla f(x, \xi)$ with $g(x, \xi)$, which could either be $\nabla f(x, \xi)$ or $\tilde{\nabla} f(x, \xi)$. Second, we make use of a momentum-based gradient tracker instead of that in (9), which takes the form:
\[ y_k = (1 - \gamma_k)y_{k-1} + \gamma_k g(x_k, \xi_k) + (1 - \gamma_k)(g(x_k, \xi_k) - g(x_{k-1}, \xi_{k-1})). \] (13)

The momentum term in (13) was first introduced in [52] in the context of classical stochastic gradient descent, and has been shown to improve the gradient tracking performance. In the present case, we will establish that the momentum-based updates in (13) yield improved oracle complexity bounds. The updates in (10)-(11) remain the same, and the full algorithm is summarized in Algorithm 1. Recall that $\rho_k$ is the smoothing parameter associated with the gradient estimator. The choice of various algorithm parameters $\{\gamma_k, \eta_k, \mu_k, \rho_k\}$ will be specified later.
C. **MOST-FW**

The derivation of the MOST-FW\(^+\) algorithm for solving \(\mathcal{P}^+\) follows along similar lines. We begin by first writing down the smoothed approximation of (6) as

\[
\min_{x \in C} \hat{F}_\mu(x) := \mathbb{E}[f(x, \xi) + h_\mu(G(\xi)x, \lambda_\xi)]
\]

(\(\mathcal{P}^\mu_\mu\))

where \(h_\mu\) is the smooth approximation of \(1_{\lambda_\xi}\) defined in (7). For the sake of brevity, we denote \(\nabla \hat{F}_\mu(x, \xi) := \nabla f(x, \xi) + \nabla_x h_\mu(G(\xi)x, \lambda_\xi)\). Observe here that the gradient of \(h_\mu\), given by

\[
\nabla_x h_\mu(G(\xi)x, \lambda_\xi) = \frac{1}{\mu} G(\xi)^T(G(\xi)x - \Pi_{\lambda_\xi}(G(\xi)x))
\]

is also random and must also be tracked.

To this end, let us define

\[
\hat{g}_k(x, \xi) = g(x, \xi) + \nabla_x h_\mu(G(\xi)x, \lambda_\xi)
\]

(15)

where, as earlier, \(g(x, \xi)\) may either be \(\nabla f(x, \xi)\) or \(\hat{\nabla} f(x, \xi)\), depending on the oracle available. Then the gradient tracking update takes the form:

\[
y_k = (1 - \gamma_k)y_{k-1} + \gamma_k \hat{g}_k(x_k, \xi_k) + (1 - \gamma_k)(\hat{g}_k(x_k, \xi_k) - \hat{g}_{k-1}(x_{k-1}, \xi_k)).
\]

(16)

Observe that different from \(\mathcal{P}^{\mu}_\mu\), the smoothed component of the objective in \(\mathcal{P}^{\mu}_+\) is also random and hence its gradient must also be tracked via (16). Next, the LMO is called (17) and finally we carry out the updates (18)

\[
z_k = \arg\min_{z \in C} \langle z, y_k \rangle,
\]

(17)

\[
x_{k+1} = x_k + \eta_k(z_k - x_k).
\]

(18)

The full algorithm is summarized in Algorithm 2. Before proceeding to introduce a novel trimmed variant of our proposed algorithms, we provide a remark below to better understand the use of momentum technique in our work.

**Remark 1:** There have been recent attempts to improve the performance of deterministic Frank-Wolfe algorithms using Nesterov momentum [43]. However, faster rates for deterministic FW has been achieved under very specific circumstances when the constraint set \(C\) is either a polytope [53], active strongly convex set [54], or active \(\ell_p\)-norm ball [43]. Different from Nesterov momentum, the goal of momentum in stochastic optimization [13] is to reduce the gradient approximation noise. Our use of this particular momentum technique in the FW context results in key Lemmas [1] and [3] which yield improved rates. The analysis in these lemmas is new and instrumental as they provide us the flexibility to set both the \(\gamma_k\) and \(\eta_k\) decaying at the same rate, unlike the gradient tracking strategy [9]. Of particular note is the usage of momentum to track not only the objective gradient but also the constraint in the MOST-FW\(^+\) algorithm, thanks to its versatility.
Algorithm 3 T-MOST-FW / T-MOST-FW+

**Initialization:** parameters \(\{\gamma_k, \eta_k, \tau_k, \mu_k, \rho_k\}\) and \(x_0, x_1 \in C, y_0, v_0\)

for \(k = 1, 2, \ldots\) do

Obtain:

\[
s_k = \begin{cases} 
  w_k & \text{for MOST-FW} \\
  y_k & \text{for MOST-FW+} 
\end{cases}
\]

Trimming:

if \(\|s_k - v_{k-1}\| \geq \tau_k\) or \(k = 1\) then

Set \(v_k = s_k\)

Compute: \(z_k = \text{argmin}_{z \in C} \langle z, v_k \rangle\)

else

\(z_k = z_{k-1}\) and set \(v_k = v_{k-1}\)

end if

Update: \(x_{k+1} = x_k + \eta_k(z_k - x_k)\)

end for

---

**D. Trimmed MOST-FW and MOST-FW+**

This section presents a novel trimmed version of both the proposed algorithm. The initial steps of the algorithm remain the same, i.e., start with obtaining the tracked gradient \(s_k = w_k\) for MOST-FW and \(s_k = y_k\) for MOST-FW+. However, before proceeding to solve the linear minimization problem (or call to the LMO), we first compare \(s_k\) with its old copy \(v_{k-1}\) and solve (10) by calling LMO only when \(s_k\) provides sufficient new information. The sufficiency is determined by comparing the norm difference \(\|s_k - v_{k-1}\|\) with a threshold \(\tau_k\). In nutshell, a new call to LMO is only made if \(\|s_k - v_{k-1}\| \geq \tau_k\), where \(\|\cdot\|\) is the norm induced by the inner product used in the linear minimization step. Finally, we carry out the updates as (11). We will show that for carefully designed \(\tau_k\), this simple thresholding strategy can scale down the number of LMO calls significantly while still converging at almost the same rate. The full algorithm is summarized in Algorithm 3.

---

**III. CONVERGENCE ANALYSIS**

In this section, we study the convergence rate of the proposed MOST-FW and MOST-FW+ algorithms. We begin with stating the assumptions required for the analysis:

**Assumption 1 (Smoothness)** The objective function \(f(\cdot, \xi)\) is \(L\)-smooth on \(C\), i.e., \(\|\nabla f(x, \xi) - \nabla f(y, \xi)\| \leq L\|x - y\|\) for all \(x, y \in C\).

**Assumption 2 (Compact domain)** The convex set \(C\) is compact, so that \(\|x - y\| \leq D\) for all \(x, y \in C\).
Assumption 3 (Bounded variance): The variance of the stochastic gradients $\nabla f(x, \xi)$ is bounded by $\sigma^2$, i.e.,
\[
\mathbb{E} \left[ \| \nabla f(x, \xi) - \nabla f(x) \|^2 \right] \leq \sigma^2.
\] (19)
where $f(x) := \mathbb{E} [f(x, \xi)]$.

Assumption 4 (Bounded spectral norm) The spectral norm of the linear operators $G$ and $G(\xi)$ are bounded, i.e.,
\[
\| G(\xi) \|^2 \leq L_G < \infty
\] (20)
\[
\| G \|^2 \leq L_G < \infty
\] (21)

Assumption 5 (Slater’s Condition) Slater’s condition holds for $P$ and $P^+$. In other words, for $P$,
\[
\text{relint}(C \times \lambda') \cap \{(x, b) \in \mathbb{R}^m \times \mathbb{R}^n : Gx = b\} \neq \emptyset.
\] (22)
and for $P^+$, Let $C : H \rightarrow \mathbb{R} \cup \{\infty\}$, $C(Gx) := \mathbb{E}[\delta_{\lambda x}(G(\xi)x)]$, with the linear operator $G : \mathbb{R}^m \rightarrow H$ defined as $G(x)(\xi) := G(\xi)x$, for all $x$, we require that
\[
0 \in sri(\text{dom}(C) - G(\text{dom}(f)))
\] (23)
here, $sri$ stands for strong relative interior [55] and defined as
\[
sri C = \{ x \in C | \text{cone}(C - x) = \text{span}(C - x) \} 
\] (24)
Assumptions 1, 2, and 3 are standard in the context of SFW algorithms. Observe that Assumption 1 also implies that $f(x)$ is $L$-smooth. Further we have from [50, Lemma 3] that
\[
\left\| \tilde{\nabla} f(x, \xi) - \nabla f(x, \xi) \right\| \leq \sqrt{m}L\rho,
\] (25)
which in turn, implies that $\| \nabla f(x) - \nabla f(x) \| \leq \sqrt{m}L\rho$.

Assumptions 1 and 3 imply that the variance of $\tilde{\nabla} f(x, \xi)$ is bounded since
\[
\mathbb{E} \left[ \| \tilde{\nabla} f(x) - \tilde{\nabla} f(x, \xi) \|^2 \right] = \mathbb{E} \left[ \| \tilde{\nabla} f(x) + \nabla f(x)
\right. 
\left. + \nabla f(x, \xi) - \nabla f(x) \| \|^2 \right]
\leq 3 \mathbb{E} \left[ \| \tilde{\nabla} f(x) - \nabla f(x) \|^2 \right] + 3 \mathbb{E} \left[ \| \nabla f(x) - \nabla f(x, \xi) \| \|^2 \right]
\leq 3\sigma^2 + 6mL^2\rho^2
\] (26)
Assumption 4 is intuitive and required to ensure that the composite objectives $F_\mu$ (cf. ($P_\mu$)) and $\tilde{F}_\mu$ (cf. ($\tilde{P}_\mu$)) are smooth; see also [8], [19]. Finally, Slater’s condition in Assumption 5 implies that for the convex problems $P$ and $P^+$, strong duality holds and that the dual optimum variable, denoted by $\lambda^*$, is bounded and ensures the constraint set to have a non-empty strong relative interior.

We begin with a brief outline of the proof. We will decrease $\mu$ with each iteration so that the decision variable converges to the original solution as the algorithm proceeds. However, we will observe that the variance of the stochastic gradient $\nabla h_\mu(G(\xi)x, \lambda_\xi)$ is inversely proportional to the smoothing parameter $\mu$ (c.f. (72)) and
hence reducing \( \mu \) results in a proportional increase in the gradient approximation noise. The same issue was also encountered in \([19]\) because of which their algorithm (H1-SFW) settled at the convergence rate of \( \mathcal{O}(k^{-1/6}) \). In this work, we will show that by careful selection of smoothness parameter \( \mu \) and using the momentum-based gradient tracking given in \([15]\), our algorithm can deal with this issue of gradient approximation noise in a much better way than H1-SFW and helps in achieving better results.

A. Convergence Analysis of MOST-FW

We begin with establishing a key lemma characterizing the evolution of the tracking error \( \mathbb{E}[y_k - g(x_k)] \), where \( g(x_k) := \mathbb{E}[g(x_k, \xi)] \). To allow us to present the results in a unified manner, we adopt the convention that \( \rho_k = 0 \) when using the SFO oracle, and \( \rho_k > 0 \) when using the SZO oracle. Since a zero value of \( \rho_k \) does not make sense in \([3]\), the usage should be clear from the context.

**Lemma 1** (a) Under Assumptions \([13]\) the iterates generated by MOST-FW satisfy:

\[
\mathbb{E}[\|y_k - g(x_k)\|^2] \leq (1 - \gamma_k)^2 \mathbb{E}[\|y_{k-1} - g(x_{k-1})\|^2] + 6\gamma_k^2 \sigma^2 + 24mL^2 \rho_{k-1}^2 + 6\eta_k^2 L^2 D^2
\]  

(27)

(b) For the choice \( \gamma_k = \frac{1}{k}, \eta_k = \frac{2}{k+1}, \) and \( \rho_k \leq \frac{D}{\sqrt{m(k+1)}} \), it holds that

\[
\mathbb{E}[\|y_k - \nabla f(x_k)\|^2] \leq \frac{16(3\sigma^2 + 25L^2 D^2)}{k}.
\]

(28)

**Proof:** We start by subtracting \( g(x_k) \) from both sides of \([13]\) and introducing \( g(x_{k-1}) \) on the right to obtain

\[
y_k - g(x_k) = (1 - \gamma_k)(y_{k-1} - g(x_{k-1}))
+ (g(x_k, \xi_k) - g(x_k)) \tag{29}
+ (1 - \gamma_k)(g(x_{k-1}) - g(x_{k-1}, \xi_k)).
\]

From the definition of \( g \), it holds that, \( \mathbb{E}[g(x) - g(x, \xi)] = 0 \) for all \( x \), implying that the last two terms in \([29]\) are zero mean. Hence, taking squared-norm on both sides and taking expectation with respect to \( \xi_k \), we obtain

\[
\mathbb{E}_k[\|y_k - g(x_k)\|^2] = (1 - \gamma_k)^2 \|y_{k-1} - g(x_{k-1})\|^2
+ \mathbb{E}_k[\|g(x_k, \xi_k) - g(x_k)\| + (1 - \gamma_k)(g(x_{k-1}) - g(x_{k-1}, \xi_k))\|^2]
\]

(30)

where \( \mathbb{E}_k \) denotes the expectation with respect to the random variable \( \xi_k \), while keeping everything else fixed. Next, let us consider the second term and bound it separately. Defining

\[
x_k := \gamma_k(g(x_k, \xi_k) - g(x_k)) \tag{31}
\]

\[
y_k := (1 - \gamma_k)(g(x_k, \xi_k) - g(x_{k-1}, \xi_k)) \tag{32}
\]

we see that the second term in \([30]\) is given by \( \mathbb{E}_k\|x_k + y_k - \mathbb{E}_k y_k\|^2 \) and can be bounded by using the inequality \( \mathbb{E}_k\|x_k + y_k - \mathbb{E}_k y_k\|^2 \leq 2\mathbb{E}_k\|x_k\|^2 + 2\mathbb{E}_k\|y_k\|^2 \).

To obtain bounds on \( \mathbb{E}_k\|x_k\|^2 \) and \( \mathbb{E}_k\|y_k\|^2 \), we consider the SFO and SZO cases separately.

**SFO oracle**: In this case, \( g(x_k, \xi_k) = \nabla f(x_k, \xi_k) \), so it follows that

\[
\mathbb{E}_k\|x_k\|^2 = \gamma_k^2 \mathbb{E}_k[\|\nabla f(x_k) - \nabla f(x_k, \xi_k)\|^2] \leq \gamma_k^2 \sigma^2 \tag{33}
\]
from Assumption 3. Likewise, from Assumption 1 we have
\[
\mathbb{E}_k \| Y_k \|^2 = (1 - \gamma_k)^2 \mathbb{E}_k \left[ \| \nabla f(x_k, \xi_k) - \nabla f(x_{k-1}, \xi_k) \|^2 \right]
\leq L^2 \| x_k - x_{k-1} \|^2
\leq L^2 \eta_{k-1}^2 D^2
\] (34)
where we have also used the update (11), dropped the factor \((1 - \gamma_k)^2\), and used Assumption 2.

**SZO oracle:** In this case, \(g(x_k, \xi) = \nabla f(x_k, \xi)\), so that
\[
\mathbb{E}_k \| X_k \|^2 = \gamma_k^2 \mathbb{E}_k \left[ \| \nabla f(x_k) - \nabla f(x_k, \xi) \|^2 \right]
\leq 3\gamma_k^2 (\sigma^2 + 2mL^2 \rho_k^2)
\leq 3\gamma_k^2 \sigma^2 + 6mL^2 \rho_k^2
\] (35)
from (26) and since \(\gamma_k \leq 1\). Next, expanding \(Y_k\) and using (25)-(26), we obtain
\[
\mathbb{E}_k \| Y_k \|^2 = (1 - \gamma_k)^2 \mathbb{E}_k \left[ \| \nabla f(x_{k-1}, \xi_k) - \nabla f(x_k, \xi_k) \|^2 \right]
\leq 3 \mathbb{E}_k \| \nabla f(x_{k-1}, \xi_k) - \nabla f(x_k, \xi_k) \|^2 + 3 \mathbb{E}_k \| \nabla f(x_k, \xi_k) - \nabla f(x_{k-1}, \xi_k) \|^2 + 3 \mathbb{E}_k \| \nabla f(x_{k-1}, \xi_k) - \nabla f(x_k, \xi_k) \|^2
\leq 3mL^2 \rho_k^2 + 3mL^2 \rho_{k-1}^2 + 3L^2 \| x_k - x_{k-1} \|^2
\leq 3mL^2 \rho_k^2 + 3mL^2 \rho_{k-1}^2 + 3L^2 D^2.
\] (36)
where we again used (11), Assumption 2 and dropped the factor \((1 - \gamma_k)^2\). Finally, if we ensure that \(\rho_k \leq \rho_{k-1}\), then the right-hand side of (36) can be written as \(6mL^2 \rho_{k-1}^2 + 3L^2 D^2\).

Since the bounds for the SFO and SZO cases differ only in constant factors and in terms depending on \(\rho_k\), they can be unified as
\[
\mathbb{E}_k \left[ \| X_k + Y_k - \mathbb{E}_k [Y_k] \|^2 \right] \leq 6\gamma_k^2 \sigma^2 + 24mL^2 \rho_{k-1}^2 + 6\eta_{k-1}^2 L^2 D^2
\] (37)
where recall our convention that \(\rho_k = 0\) for SFO case. Substituting (37) into (30), we obtain the required result.

(b) Substituting in (27), we obtain
\[
\mathbb{E} \left[ \| y_k - g(x_k) \|^2 \right]
\leq (1 - \frac{1}{k})^2 \mathbb{E} \left[ \| y_{k-1} - g(x_{k-1}) \|^2 \right] + 6(\sigma^2 + 8L^2 D^2) \frac{1}{k^2}
\] (38)
Subsequently, using Lemma 6 with \(a = 2\) and \(A = 6(\sigma^2 + 8L^2 D^2)\), we obtain
\[
\mathbb{E} \left[ \| y_k - g(x_k) \|^2 \right] \leq \frac{24(\sigma^2 + 8L^2 D^2)}{k}
\] (39)
For SFO case, we get the desired bound simply by setting $g(x_k) = \nabla f(x_k)$ in (39). For SZO case, we start with $\mathbb{E} \left[ \|y_k - \nabla f(x_k)\|^2 \right]$, introduce $\tilde{\nabla} f(x_k)$, set $g(x_k) = \tilde{\nabla} f(x_k)$ in (39), and recall that $\left\| \nabla f(x_k) - \tilde{\nabla} f(x_k) \right\|^2 \leq mL^2\rho^2_k$, so as to yield:

$$
\mathbb{E} \left[ \|y_k - \nabla f(x_k)\|^2 \right] \leq 2\mathbb{E} \left[ \|y_k - g(x_k)\|^2 + \left\| \nabla f(x_k) - \tilde{\nabla} f(x_k) \right\|^2 \right] 
\leq \frac{16(3\sigma^2 + 25L^2D^2)}{k}.
$$

Observe that the bound in (39) is less than that in (41), and differs only in constant factors. Therefore, for the sake of simplicity, we use (41) as the unified bound.

Remark 2: The gradient tracking approach defined in (13) provides a modification of the approach in (9) by adding a correction term $(1 - \gamma_k)(g(x_k, \xi_k) - g(x_{k-1}, \xi_k))$. This correction term plays a crucial role in variance reduction by exploiting the smoothness of $f(\cdot, \xi)$. To see this, let us inspect the tracking error $E_k = \mathbb{E} \|y_k - g(x_k)\|^2$ for both the cases, which yield bounds:

$$
E_k \leq (1 - \gamma_k)E_{k-1} + O(\gamma_k^2) + O(\eta_k^2/\gamma_k^2),
$$

$$
E_k \leq (1 - \gamma_k)E_{k-1} + O(\gamma_k^2) + O(\eta_k^2),
$$

respectively. Observe here that the error dynamics differs only in the last term, where for (9), we have a $O(\eta_k^2/\gamma_k^2)$ term while for (13), we only have an $O(\eta_k^2)$ term. This means that if we want $E_k$ to decrease with $k$, we would have to ensure for (9) that the term $\frac{\eta_k^2}{\gamma_k} = O(\gamma_k) \rightarrow 0$, while no such restriction applies to (13). It turns out that this flexibility is the key to achieving a better rate for the proposed algorithms; in fact we set $\eta_k = \gamma_k = O(k^{-1})$ for MOST-FW and $\eta_k = \gamma_k = O(k^{-1/2})$ for MOST-FW+ to obtain the required rates. This particular choice of step-size parameters would not have been possible had we used the classical gradient tracking estimator (9). Next, we have the following lemma regarding the evolution of the smoothed objective function.

Lemma 2 (a) Under Assumptions 1, 2, 4, and 5 and for $\mu_k \geq \mu_{k-1}(1 - \eta_k)$, it holds that

$$
F_{\mu_k}(x_{k+1}) - f(x^*) \leq (1 - \eta_k) \left( F_{\mu_{k-1}}(x_k) - f(x^*) \right) + \eta_k^2 \left( L + \frac{L_G}{\mu_k} \right) D^2 + \eta_k D \|\nabla f(x_k) - y_k\|.
$$

(b) Under Assumptions 1, 5 and for $\eta_k = \frac{2}{k+1}$, $\gamma_k = \frac{1}{k}$, $\rho_k \leq \frac{D}{\sqrt{\eta_k} \gamma_k}$, and $\mu_k = \frac{\mu}{\sqrt{k}}$, the smoothed function gap is bounded by

$$
\mathbb{E}[F_{\mu_k}(x_{k+1})] - f(x^*) \leq \frac{8\sqrt{3}\sigma D + (41L + L_G \mu^{-1})D^2}{\sqrt{k}}.
$$

Proof: The proof of Lemma 2 is provided in Sec C.1 of the supplementary material and is largely similar to proof of Theorem 9 in [18]. For a constant $\mu_0$, Lemma 2 establishes that the smoothed gap evolves as $O\left( \frac{2D + LD^2}{\sqrt{k}} \right)$, and will allow us to infer the optimality gap and the constraint violation in the subsequent theorem. It is remarked here that $\rho_k$ is not a tuning parameter. Ideally, we would like $\rho_k$ to be as small as possible, so as to minimize the approximation error. In practice though, a very small value of $\rho_k$ may not be viable due to computational issues.
The results developed here make sense provided that $\rho_k$ is not too large so as to impact the rate of convergence. Therefore, the statement of the results require an explicit upper bound on $\rho_k$ as a function of $k$.

**Theorem 1** Under Assumptions 1-5 and for $\eta_k = \frac{2}{k+1}$, $\gamma_k = \frac{1}{k}$, $\rho_k \leq \frac{D}{\sqrt{m(k+1)}}$, and $\mu_k = \frac{\mu_c}{\mu_k}$, we have:

(a) Optimality gap:

$$E[f(x_k)] - f(x^*) \leq \frac{8\sqrt{3} \sigma D + (41L + L_G\mu_c^{-1})D^2}{\sqrt{k}}$$

(b) Constraint violation:

$$E[D\chi(Gx_k)] \leq \frac{Q}{\sqrt{k}}$$

where $Q := 2\mu_c \|\lambda^*\| + 6\sqrt{\sigma D\mu_c} + 10D\sqrt{L\mu_c} + 2D\sqrt{L_G}$.

**Proof:** The proof is provided in Sec. C-B of the supplementary material. Theorem 1 establishes an upper bound on the expected suboptimality and constraint feasibility for the iterates generated by MOST-FW and shows that they converge to zero at least at the rate of $O(k^{-1/2})$. These results can be directly translated to oracle complexities of finding an $(\epsilon, \delta)$-optimal solution to $\mathcal{P}$. Defining $Y := \sigma D + (L + L_G)D^2$, it can be seen that the SFO oracle complexity is given by $O\left(\max\left\{\frac{\gamma^2}{2}, \frac{\|\lambda^*\|^2}{\sqrt{\gamma}}\right\}\right)$ while the SZO complexity is $O\left(m\max\left\{\frac{\gamma^2}{2}, \frac{\|\lambda^*\|^2}{\sqrt{\gamma}}\right\}\right)$, since gradient calculation requires $2m$ calls to the SZO oracle. This concludes our analysis of the MOST-FW algorithm.

**B. Convergence Analysis of MOST-FW+**

We now consider the MOST-FW+ algorithm for solving $\mathcal{P}^+$. As in MOST-FW, we begin with bounding the mean square tracking error $E\|\hat{F}_{\mu_k}(x_k) - y_k\|^2$.

**Lemma 3** (a) Under Assumptions 1-5, the iterates generated by MOST-FW+ satisfy:

$$E_k \left[\|y_k - \hat{g}_k(x_k)\|^2\right] \leq (1 - \gamma_k)^2 \|y_{k-1} - \hat{g}_{k-1}(x_{k-1})\|^2$$

$$+ 12\gamma_k^2 \sigma^2 + 60mL^2\rho_{k-1}^2 + 18\eta_{k-1}^2L^2D^2$$

$$+ 4\gamma_k^2L_G^2D^2 \frac{1}{\mu_k^2} + 6L_G^2D^2 \left(\frac{1}{\mu_k} - \frac{1}{\mu_{k-1}}\right)^2 + 24\eta_{k-1}^2L_G^2D^2 \frac{1}{\mu_{k-1}^2}$$

(b) For the choice $\gamma_k = \frac{1}{k}$, $\rho_k \leq \frac{D}{\sqrt{m(k+1)}}$, $\eta_k = \frac{2}{k+1}$, and $\mu_k = \frac{\mu_c}{(k+1)^{\gamma}}$, it holds that

$$E\|\nabla \hat{F}_{\mu_k}(x_k) - y_k\|^2 \leq \frac{96(\sigma^2 + 12L^2D^2 + 9L_G^2\mu_c^{-2}D^2)}{\sqrt{k}}$$

**Proof:** The proof of Lemma 3 is provided in Appendix A. Bound for Lemma 3 establishes that for a constant $\mu_c$, the auxiliary variable $y_k$ tracks the actual gradient $\nabla \hat{F}_{\mu_k}(x_k)$ with average error bounded as $O\left(\frac{\sigma^2 + (L^2 + L_G^2)D^2}{\sqrt{k}}\right)$.

Next, we present the following lemma on the evolution of the smoothed objective function.

**Lemma 4** Under Assumptions 1-5, $\mu_k \leq \frac{D}{\sqrt{m(k+1)}}$, $\gamma_k = \frac{1}{k}$, and $\mu_k = \frac{\mu_c}{(k+1)^{\gamma}}$, the smoothed function gap is bounded by

$$E[\hat{F}_{\mu_k}(x_{k+1})] - f(x^*) \leq \frac{8(4\sqrt{6} \sigma D + (35L + 31L_G\mu_c^{-1})D^2)}{k^2}$$
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Proof: The proof of Lemma 4 is provided in Sec. C-C of the supplementary material. For a constant \( \mu_c \), Lemma 4 establishes that the smoothed gap evolves as \( O \left( \sigma D + (L + L_G)D^2 \right) \), and will allow us to infer the optimality gap and the constraint violation in the subsequent theorem.

**Theorem 2** Under Assumptions 1-5 and for \( \eta_k = \frac{2}{k+1} \), \( \gamma_k = \frac{1}{k} \), \( \rho_k \leq \frac{D}{\sqrt{m(k+1)}} \), and \( \mu_k = \frac{\mu_c}{(k+1)^{\frac{3}{4}}} \), we have:

(a) Optimality gap:

\[
\mathbb{E}[f(x_k)] - f(x^*) \leq \frac{8(4\sqrt{6}\sigma D + (35L + 3L_G\mu_c^{-1})D^2)}{k^{\frac{3}{4}}}
\]

(b) Constraint violation:

\[
\mathbb{E}[\mathcal{D}_{\lambda_{\mathcal{E}}}^+(G(x_k))] \leq \frac{Q^+}{k^{\frac{3}{4}}},
\]

where

\[
Q^+ := 2 \left( \mu_c \|\lambda^*\| + 9\sqrt{\sigma D \mu_c} + 17D\sqrt{L\mu_c} + 16D\sqrt{L_G} \right).
\]

Proof: The proof is provided in Sec. C-D of the supplementary material. Theorem 2 establishes an upper bound on the expected suboptimality and constraint feasibility for the iterates generated by MOST-FW and shows that they converge to zero at least at the rate of \( O(k^{-1/4}) \). These results can be directly translated to oracle complexities of finding an \((\epsilon, \delta)\)-optimal solution to \( \mathcal{P}^+ \). Defining \( \mathcal{T} := \sigma D + (L + L_G)D^2 \), it can be seen that the SFO oracle complexity is given by \( O \left( \max\{ X^4, \|\lambda^*\| + \|\gamma\|^2 \} \right) \) while the SZO complexity is \( O \left( m \max\{ X^4, \|\lambda^*\| + \|\gamma\|^2 \} \right) \), since gradient calculation requires \( 2m \) calls to the SZO oracle. Note that although the variance reduced algorithm H-SPIDER-FW achieved the sfo complexity of \( O(\epsilon^{-4}, \delta^{-4}) \), it requires evaluating a batch of gradients at each iteration with batch size changing with iteration as \( O(2^k) \). This restricts the use of H-SPIDER-FW in online setting where at each iteration we have access only to a single stochastic gradient.

**Remark 3:** We can explore the dependency of convergence results on the smoothness parameter \( \mu_k \) by setting \( \mu_k = \frac{\mu_c}{(k+1)^{\frac{3}{4}}} \) with \( b \in (1/6, 1/4) \) in Theorem 2. For this choice of \( \mu_k \), we obtain an optimality gap of \( O(k^{b-\frac{1}{2}}) \) and a constraint feasibility of \( O(k^{-\min(b, \frac{1}{4})}) \). Varying \( b \) in the range \((1/6, 1/4)\) one can observe the trade-off between optimality gap and constraint feasibility. This trade-off can be better understood from Fig. I, which compares the convergence rates of all the discussed algorithms. For instance, on setting \( b = 1/6 \), for the same order of constraint feasibility \( O(k^{-1/6}) \), the proposed algorithm MOST-FW+ shows an improved optimality gap of \( O(k^{-1/3}) \) over \( O(k^{-1/6}) \) of H1-SFW. Similarly on setting \( b = 1/4 \), MOST-FW+ attains \( O(k^{-1/4}) \) optimality gap and while the constraint feasibility gets improved to \( O(k^{-1/4}) \) compared to \( O(k^{-1/6}) \) of H1-SFW.

**Remark 4:** Note that CGE in (3) is only a representative of various ZO gradient estimators. One can also use other estimators as long as it is ensured that the numerical gradient is asymptotically unbiased with \( \rho_t \to 0 \). For instance, we can use I-RDSA [38] where only \( \hat{m} \) \( < m \) directions are sampled at each iteration. Although such an approach reduces the SZO call from \( 2m \) to \( 2\hat{m} \) at each iteration, it makes the final rate proportional to \( \frac{\mu_c}{\hat{m}} \). Hence, the total calls to SZO oracle to achieve \( c \)-optimal solution remains the same as in our case at \( O(m\epsilon^{-2}) \) for \( \mathcal{P} \) and \( O(m\epsilon^{-4}) \) for \( \mathcal{P}^+ \).
Fig. 1: Comparison of convergence rates for different algorithms. Red color denotes existing state-of-the-art algorithms while blue color represents the proposed algorithms. Star is used to represent FW-algorithms for problems without additional constraints.

C. Convergence Analysis of T-MOST-FW and T-MOST-FW⁺

We begin the analysis of trimmed variant with establishing a key lemma characterizing the error introduced due to trimming operation and then provide the convergence rates.

Lemma 5 For Algorithm 3, the error introduced is upper bounded by the threshold $\tau_k$, i.e.,

$$e_k := \|s_k - v_k\| < \tau_k \text{ for all } k \geq 0$$

Proof: According to the trimming strategy, we have $v_k = s_k$ if $\|s_k - v_{k-1}\| \geq \tau_k$ and $v_k = v_{k-1}$ if $\|s_k - v_{k-1}\| < \tau_k$. Therefore, in both cases, we have $e_k = \|s_k - v_k\| < \tau_k$.

Theorem 3 Under Assumptions 1-5, with $\eta_k = \frac{2}{k+1}$, $\gamma_k = \frac{1}{k}$, and $\rho_k \leq \frac{D}{\sqrt{m(k+1)}}$,

(a) for T-MOST-FW with $\tau_k = \frac{\tau_0}{(k+1)^{\frac{1}{2}}}\frac{1}{k}$ and $\mu_k = \frac{\mu_0}{\sqrt{k}}$, we have the following bounds

$$E[f(x_k)] - f(x^*) \leq O\left(\frac{1}{\sqrt{k}}\right) + \frac{8\tau_0 D}{\sqrt{k}},$$

(b) and for T-MOST-FW⁺ with $\tau_k = \frac{\tau_0}{(k+1)^{\frac{1}{2}}}\frac{1}{k}$ and $\mu_k = \frac{\mu_0}{(k+1)^{\frac{1}{2}}}\frac{1}{k}$, we have the following bounds

$$E[f(x_k)] - f(x^*) \leq O\left(\frac{1}{k^{\frac{3}{4}}}\right) + \frac{8\tau_0 D}{k^{\frac{1}{2}}}$$

Proof: The proof is provided in Sec. C-E of the supplementary material. Theorem 3 establishes an upper bound on the expected suboptimality and constraint feasibility for the iterates generated by T-MOST-FW (part(a)) and T-MOST-FW⁺ (part(b)). Note that, as compared to the non-trimmed version, these convergence rates are reduced by
Fig. 2: Sparse matrix estimation (Sec.IV-A): (a)-(b): Comparison of the proposed algorithm MOST-FW with HFW and SHCGM, (c): percentage of LMO (compared to MOST-FW) skipped and (d) convergence performance of T-MOST-FW at different threshold values ($\tau_0$).

the factor of $\tau_0$. Hence, the SFO oracle complexity for T-MOST-FW and T-MOST-FW$^+$ will be $O\left(\frac{(1+\tau_0)^2}{\epsilon^2}\right)$ and $O\left(\frac{(1+\tau_0)^4}{\epsilon^4}\right)$, respectively. Although it is not possible to directly quantify the LMO complexity for trimmed case, we expect it to be a fraction of SFO complexity. In fact, experimentally (in Section IV) we observe a significant reduction in LMO calls (more than 30\%) when compared to the non-trimmed version while maintaining almost similar accuracy.

IV. Numerical Experiments

In this section, we compare the performance of proposed algorithms MOST-FW and MOST-FW$^+$ with that of HFW [37], SHCGM [18] and H1-SFW [19]. We set $\gamma_k = \frac{1}{k}$, $\eta_k = \frac{2}{k+1}$, and $\mu_k = \frac{\mu_c}{\sqrt{k}}$ for MOST-FW and $\gamma_k = \frac{1}{k}$, $\eta_k = \frac{2}{k+1}$, and $\mu_k = \frac{\mu_c}{(k+1)^{1/4}}$ for T-MOST-FW and T-MOST-FW$^+$, as dictated by theory. Further, we set $r_k$ as $\frac{\tau_0}{(k+1)^{1/2}}$ and $\frac{\tau_0}{(k+1)^{1/4}}$ for T-MOST-FW and T-MOST-FW$^+$, respectively. The parameter $\mu_c$ and $\tau_0$ are tuned to yield the best possible performance. We plot the objective and constraint violation for different applications to highlight the improved convergence bounds obtained theoretically. Further, to understand the effect of the trimming scheme, we plot the total number of times the trimmed variant of the algorithms skipped the LMO calls (in \%) for different values of threshold $\tau_0$ as compared to the total LMO calls required by the non-trimmed version ($\tau_0 = 0$) of the algorithm. We also demonstrate the potential advantage of the trimmed version over the original methods by plotting the evolution of optimality gap at different threshold values.
A. Sparse matrix estimation

We consider the problem of estimating a sparse covariance matrix, given independent samples of a Gaussian random vector, observed in a sequential fashion \cite{56}. The problem arises in a number of disciplines, such as physics, finance, machine learning, genome sequencing, and portfolio optimization \cite{57}, \cite{58}. The problem can be formulated as

\[
\min_{X \in \mathcal{C}} f(X) := \mathbb{E} \left\| X - \mathbf{w}\mathbf{w}^T \right\|_F^2
\]  
\[(58)\]

\[
s.t. \| \text{vec}(X) \|_1 \leq \alpha,
\]  
\[(59)\]

where \( \mathcal{C} := \{ X \succeq 0, \text{tr}(X) \leq K \} \) and the expectation is over random vector \( \mathbf{w} \). For the experiments, we consider the setup in \cite{18}. The underlying covariance matrix \( \mathbf{W} \in \mathbb{R}^{1000 \times 1000} \) is generated as \( \mathbf{W} = \sum_{i=1}^{10} \psi_i \psi_i^T \) where the entries of \( \psi_i \) are drawn uniformly at random from \([-1, 1]\). At each \( t \), we observe \( \mathbf{w}_t \sim \mathcal{N}(0, \mathbf{W}) \) and the goal is to estimate \( \mathbf{W} \) by solving \((58)-(59)\), which matches the template in MOST-FW. Observe that the projection over \( \mathcal{C} \) is difficult, but projection over the \( \ell_1 \) norm ball is easy. For this problem, we set \( \alpha = \text{tr}(\mathbf{W}) \) and \( K = \| \text{vec}(\mathbf{W}) \|_1 \).

We compare the performance of the deterministic HFW, its online version SHCGM, and the proposed MOST-FW algorithms, the latter two (being stochastic) uses a mini-batch of 200 data points.

We set \( \mu_c = 1 \) for MOST-FW while the parameters of HFW and SHCGM are kept the same as in \cite{37}, \cite{18}.
Fig. 4: Uniform Sparsest Cut (Sec.IV-C): Comparison of (a) Optimality Gap (d) Constraint violation of the proposed algorithms. Percentage of LMO calls skipped at different threshold values (b) by T-MOST-FW (compared to MOST-FW) and (c) by T-MOST-FW+ (compared to MOST-FW+). Convergence performance (c) for T-MOST-FW and (f) for T-MOST-FW+ at different threshold values.

respectively. We run all three algorithms for $10^4$ iterations and analyze their performance in terms of objective convergence as $\|X - W\|_F^2 / \|W\|_F^2$ and constraint violation as $\max(\|X\|_1 - \alpha, 0)/\alpha$.

The convergence plots for this experiment are shown in Fig.2. HFW, being a deterministic algorithm, converges fast but gets saturated at some accuracy as it uses the same datapoints at all the iterations. Advantages of MOST-FW over both the compared algorithms are evident from the plots of optimality gap Fig.2a and constraint violation Fig.2b which converges much faster and to a better accuracy level. Next, we analyze the performance of T-MOST-FW at different threshold values $\tau_0$ and plot the variation of LMO(%) in Fig.2c. As expected, the algorithm frequently skips calls to the LMO with the increase in the threshold value. We proceed to study the effect of trimming on the convergence in Fig.2d. Observe that though trimming affects the convergence, for properly chosen threshold we can get comparable performance with that of the non-trimmed version. For instance, at $\tau_0 = 3.5$, T-MOST-FW skips around 28% of LMO calls while maintaining almost the same performance as MOST-FW.

B. Clustering via semidefinite relaxation

In this experiment, we will consider the $K$-means clustering problem defined in (1)-(2) which is also considered in the previous related works [18], [37], [59].

Observe that (1)-(2) is of the form in $\mathcal{P}$ when only the entries of $M$ corresponding to a randomly selected subset $\Omega_t \subset \Omega$ are revealed at every iteration. The $K$-means problem can therefore be solved using the SHCGM algorithm
from [18] and the proposed MOST-FW algorithm. Further, if a randomly selected subset of the constraints are imposed at every iteration, we obtain the formulation in $P^+$, allowing us to use the H1-SFW algorithm [19] and the proposed MOST-FW$^+$ algorithm. It is remarked that the projection over a subset constraints is simpler, and therefore the formulation in $P^+$ is better suited to larger scale problems.

For the experiment, we use $N = 1000$ samples from MNIST dataset [60] with $K = 10$ clusters. For MOST-FW, MOST-FW$^+$, SHCGM, and H1-SFW, we estimate objective gradient using only 1% of the data at each iteration while HFW being deterministic in nature, uses full data. In addition, for MOST-FW$^+$ and H1-SFW, we use only 1% of the randomly sampled constraints at each iteration. We tune $\mu_c$ to achieve the best performance for all the algorithms and finally set $\mu_c = 10$ for MOST-FW and $\mu_c = 2.75$ for MOST-FW$^+$ while for HFW, SHCGM and H1-SFW we use the same parameters as in [18], [19], [37], respectively. We run all the algorithms for $10^5$ iterations and analyze their performance in terms of objective convergence as $|f(X) - f^*|/|f^*|$ where $f^* = f(X^*)$ is derived from the ground truth and constraint violation as the sum of violation of both the constraints of (2), i.e., $\|X1 - 1\| / \|1\|$ and $\|X - \Pi_{|x|,i \geq 0}(X)\|_F$. The convergence results are shown in Fig. 3a and 3d. It can be observed that MOST-FW shows the best practical performance, very similar to the deterministic algorithm HFW, although it uses only 1% of the data at each iteration. Also, MOST-FW$^+$ shows slightly better performance compared to H1-SFW. These results support our theoretical findings.

Next, to analyze the performance of trimmed variants, in our experiment, we use $N = 2000$ samples while keeping all other settings the same as above. The experimental results are shown in Fig.3 (b-c) and Fig.3 (e-f). Observe that both the trimmed algorithms skip more LMO calls with the increase in the threshold value. Although T-MOST-FW skips only around 15% of LMO calls at $\tau_0 = 5$, we observed slightly improved performance for T-MOST-FW$^+$ that skips 25% of LMO calls (at $\tau_0 = 14$) while maintaining almost the same convergence performance as MOST-FW$^+$.

C. Uniform Sparsest Cut Problem

Consider the problem of graph partitioning where the target is to divide the graph into two or more sub-graphs by cutting the smallest number of edges. The problem arises in the design of divide-and-conquer algorithms for a number of other problems including, communications in distributed networks, cluster analysis and, machine learning [61], [62].

Consider a graph $G = (V, E)$, where $V$ is a set of $d$ vertices, and $E$ is a set of edges. Let $A, \hat{A} \subset V$ denote two disjoint sets of vertices and let $E(A, \hat{A})$ denote the number of edges between these sub-graphs. The uniform sparsest cut problem considered in [11] aims to find the cut $(A, \hat{A})$ which minimizes

$$\frac{|E(A, \hat{A})|}{|A||\hat{A}|},$$

(60)

where the $|\cdot|$ operator returns the cardinality of the corresponding set. However, finding such a partition is NP-hard, and a number of approximation algorithms for solving it exist [63], [64]. Of particular interest is the $O(\sqrt{\log(d)})$-

The ground truth is obtained using kmeans-sdp of [59]; see also https://github.com/solevillar/kmeans_sdp
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approximation proposed in [11], that relies on embedding the nodes of the graph onto the $d$-dimensional space. The embedding can be obtained by solving the SDP [19]

$$
\min_{X \in \mathcal{C}} \frac{1}{d^2} \sum_{i,j} [L]_{ij} [X]_{ij} 
$$

s.t. $d \text{Tr}(X) - \text{Tr}(1^{d \times d} X) = \frac{d^2}{2},$

$$
X^2 = X \leq 0, \text{ for all } i, j, k \in V.
$$

where $L$ is the Laplacian of $G$ and $\mathcal{C} := \{ X \succeq 0, \text{tr}(X) \leq d \}$. The problem can be formulated as $\mathcal{P}$ and solved using MOST-FW by considering only a subset of the summands in the objective function at every iteration. Further, if only a subset of the constraints are considered at every iteration, the problem is cast as $\mathcal{P}^+$ and can be solved using MOST-FW$^+$. We will adopt the experimental setup of [19] and use mammalia-primate-association-13 graph from the Network Repository dataset [65] which has 25 nodes and 181 edges. The SDP dimension for this graph is $X \in \mathbb{R}^{25 \times 25}$ while the number of constraints is around $6.9 \times 10^3$. We set the batch size to 5% for all algorithms and additionally use only 5% of the randomly sampled constraints at each iteration for H1-SFW and MOST-FW$^+$. Finally, we set $\mu_c = 1.5$ and 1 for MOST-FW and MOST-FW$^+$, respectively. For SHCGM and H1-SFW, we use the same parameters as in [18] and [19], respectively.

We also test the performance of the ZO methods by assuming that only the loss function values are available but not its gradients. We set $\rho_k = \frac{2}{\sqrt{m(k+1)}}$ with $m = d^2 = 625$, and the approximate gradients are obtained using [3].

We run all the algorithms for $10^5$ iterations and plot the convergence results in Fig.4a and Fig.4d. Both the proposed algorithms outperform SHCGM and H1-SFW. Also, the ZO variants of the proposed algorithms show almost similar performance. However, these require $2m$ SZO calls per iteration. Next, we plot the performance variation with trimming threshold $\tau$ for the trimmed variant of both the proposed algorithms. The center plots (Fig.4b and Fig.4e) show the variation in LMO ($\%$) while the right plots (Fig.4c and Fig.4f) show the effect of trimming on the objective for few threshold values. Observe that, for both the cases, the trimmed version provides a significant reduction in total LMO calls. In particular, at $\tau_0 = 1$, T-MOST-FW skips around 40% of LMO calls while at $\tau_0 = 5$, T-MOST-FW$^+$ skips around 37% of LMO calls while maintaining a similar performance compared to their non-trimmed version.

V. Conclusion

This work puts forth projection-free algorithms MOST-FW and MOST-FW$^+$ to solve constrained stochastic optimization algorithms. The problems considered here contain two sets of constraints. The first set of constraints are deterministic and difficult to project onto, motivated from the semidefinite cone constraints that arise in semidefinite programming. The second set of constraints are easy to project onto, but may be large in number or stochastic, and can model the very large number of constraints that arise in context of semidefinite relaxation. We use the stochastic Frank-Wolfe (FW) method to develop projection-free algorithms for solving these problems. The second set of constraints is incorporated using an indicator function within the objective and Nesterov’s smoothing is applied.
to simplify the application of the FW method. Different from existing FW methods to solve similar problems, we utilize a momentum-based gradient tracker that results in improved convergence rates, at par with the set-constrained problems. We also develop zeroth-order algorithms for solving the same problems, yielding gradient-free and projection-free algorithms for solving the same problems while again achieving state-of-the-art convergence rates. We have also proposed a variant of both the algorithms employing a novel trimming strategy that reduces the number of times linear minimization problem required to be solved over the domain to reach a certain accuracy. Finally, the performance of the different algorithms is validated numerically on the problems of sparse matrix estimation, clustering, and sparsest cut. Also, to highlight the usefulness of the trimming scheme, in experiments, we plot the reduction in LMO calls at different threshold and studied the effect of trimming (LMO calls) on the optimality gap. Results showed that the trimmed versions provide significant reduction in total LMO calls while maintaining a similar convergence performance as the original non_trimmed methods.

APPENDIX A

PROOF OF LEMMA \[ \]\n
To begin with, using the definition of the projection operation as well as Assumptions \[ \] and \[ \] we state the following result that will be used repeatedly:

\[
\begin{align*}
E_k \left[ \left\| G(\xi_k)^T (G(\xi_k) x_k - \Pi_{\mathcal{X}_k} (G(\xi_k) x_k)) \right\|^2 \right]
& \leq E_k \left[ \left\| G(\xi_k) \right\|^2 \right) E_k \left[ \left\| G(\xi_k) x_k - \Pi_{\mathcal{X}_k} (G(\xi_k) x_k) \right\|^2 \right) \\
& \leq L^2 \| \xi_k \| \| G(\xi_k) x_k - G(\xi_k) x^* \|^2 \leq L^2 \| \xi \| \| D \|^2
\end{align*}
\]

(64)

(a) Starting with definition of \( y_k \) from (16), observing that \( E \left[ \tilde{g}_k(x) - \tilde{g}_k(x, \xi) \right] = E \left[ \tilde{g}_k(x-1) - \tilde{g}_k(x-1, \xi) \right] = 0 \), and proceeding similarly as in (29)-(30), we can write

\[
E_k \left[ \left\| y_k - \tilde{g}_k(x_k) \right\|^2 \right] = (1 - \gamma_k) \left[ \left\| y_{k-1} - \tilde{g}_k(x_{k-1}) \right\|^2 \right]
+ E_k \left[ \left( \tilde{g}_k(x_k, \xi_k) - \tilde{g}_k(x_k) \right) + (1 - \gamma_k) \left( \tilde{g}_k(x_{k-1}) - \tilde{g}_k(x_{k-1}, \xi_k) \right) \right] \]

(66)

Defining

\[
\begin{align*}
\tilde{X}_k & := \gamma_k (\tilde{g}_k(x_k, \xi_k) - \tilde{g}_k(x_k)) \\
\tilde{Y}_k & := (1 - \gamma_k) (\tilde{g}_k(x_k, \xi_k) - \tilde{g}_k(x_{k-1}, \xi_k)),
\end{align*}
\]

and using the inequality \( E_k \| \tilde{X}_k + \tilde{Y}_k - E_k \tilde{Y}_k \|^2 \leq 2E_k \| \tilde{X}_k \|^2 + 2E_k \| \tilde{Y}_k \|^2 \), we obtain

\[
E_k \| y_k - \tilde{g}_k(x_k) \|^2 \leq (1 - \gamma_k) \left[ \left\| y_{k-1} - \tilde{g}_k(x_{k-1}) \right\|^2 \right) + 2E_k \| \tilde{X}_k \|^2 + 2E_k \| \tilde{Y}_k \|^2. \]

(69)

Let \( H_\mu(Gx) := E[h_\mu(G(\xi)x, \xi)] \), so that \( \nabla_x H_\mu(Gx) = E[\nabla_x h_\mu(G(\xi)x, \xi)] \) and \( E_k \| \tilde{X}_k \|^2 \) can be bounded as

\[
E_k \| \tilde{X}_k \|^2 = \gamma_k^2 E_k \| \tilde{g}_k(x_k, \xi_k) - \tilde{g}_k(x_k) \|^2
\leq 2E_k \| g(x_k) - g(x_k, \xi_k) \|^2 + 2E_k \left[ \left\| \nabla_x h_\mu_k (G(\xi_k)x_k, \xi_{\xi_k}) - \nabla_x H_\mu_k (Gx_k) \right\|^2 \right].
\]

(70)
We can further bound the last term of (70) using the non-negativity of the variance and from (14) as
\[
\mathbb{E}_k \left[ \| \nabla_x h_{\mu_k} (G(\xi_k)x_k, x_{\xi_k}) - \nabla_x h_{\mu_k} (Gx_k) \|^2 \right] \\
\leq \mathbb{E}_k \left[ \| \nabla_x h_{\mu_k} (G(\xi_k)x_k, x_{\xi_k}) \|^2 \right] \\
= \frac{1}{\mu_k^2} \mathbb{E}_k \left[ \| G(\xi_k)^T (G(\xi_k)x_k - \Pi x_{\xi_k} (G(\xi_k)x_k)) \|^2 \right] \\
\leq \frac{L_G^2 D^2}{\mu_k^2},
\] (72)
where (72) follows from (65). Substituting, we obtain
\[
\mathbb{E}_k \| \tilde{Y}_k \|^2 \leq 2\gamma_k^2 \mathbb{E}_k [\| g(x_k, \xi_k) - g(x_k, \xi_k) \|^2] + \frac{2\gamma_k^2 L_G^2 D^2}{\mu_k^2}.
\] (73)
Now, taking norm square of \( \tilde{Y}_k \) defined in (68), dropping the factor \((1 - \gamma_k)^2\) and introducing \( \nabla_x h_{\mu_{k-1}} (G(\xi_k)x_k, x_{\xi_k}) \) we obtain
\[
\mathbb{E}_k \| \tilde{Y}_k \|^2 = \mathbb{E}_k \left[ \| g(x_k, \xi_k) - g(x_{k-1}, \xi_k) \|^2 \right] \\
\leq 3 \mathbb{E}_k \left[ \| g(x_k, \xi_k) - g(x_{k-1}, \xi_k) \|^2 \right] + 3B_k + 3C_k
\] (75)
where,
\[
B_k := \mathbb{E}_k \left[ \| \nabla_x h_{\mu_k} (G(\xi_k)x_k, x_{\xi_k}) - \nabla_x h_{\mu_{k-1}} (G(\xi_k)x_k, x_{\xi_k}) \|^2 \right] \quad (76)
\]
\[
C_k := \mathbb{E}_k \left[ \| \nabla_x h_{\mu_{k-1}} (G(\xi_k)x_k, x_{\xi_k}) - \nabla_x h_{\mu_{k-1}} (G(\xi_k)x_{k-1}, x_{\xi_k}) \|^2 \right]
\] (77)
Here, \( B_k \) can be bounded using (65) as
\[
B_k = \left( \frac{1}{\mu_k} - \frac{1}{\mu_{k-1}} \right)^2 \mathbb{E}_k \| G^T (\xi_k)(G(\xi_k)x_k - \Pi x_{\xi_k} (G(\xi_k)x_k)) \|^2 \\
\leq \left( \frac{1}{\mu_k} - \frac{1}{\mu_{k-1}} \right)^2 L_G^2 D^2.
\] (78)
Likewise, \( C_k \) can be bounded using (14) as:
\[
C_k = \frac{1}{\mu_{k-1}} \mathbb{E}_k \left[ \| G^T (\xi_k)(G(\xi_k)x_k - x_{k-1}) + G^T (\xi_k) \left( \Pi x_{\xi_k} (G(\xi_k)x_{k-1}) - \Pi x_{\xi_k} (G(\xi_k)x_k) \right) \|^2 \right] \\
\leq \frac{2}{\mu_{k-1}} \mathbb{E}_k \left[ \| G^T (\xi_k)(G(\xi_k)x_k - x_{k-1}) \|^2 + \| G^T (\xi_k) \left( \Pi x_{\xi_k} (G(\xi_k)x_{k-1}) - \Pi x_{\xi_k} (G(\xi_k)x_k) \right) \|^2 \right]
\] (79)
Here, the last term can be bounded using the non-expansiveness property of the projection operator as
\[
\mathbb{E}_k \left[ \| G^T (\xi_k) \left( \Pi x_{\xi_k} (G(\xi_k)x_{k-1}) - \Pi x_{\xi_k} (G(\xi_k)x_k) \right) \|^2 \right] \\
\leq \mathbb{E} \| G(\xi_k) \|^2 \mathbb{E}_k \| \Pi x_{\xi_k} (G(\xi_k)x_{k-1}) - \Pi x_{\xi_k} (G(\xi_k)x_k) \|^2 \\
\leq L_G^2 \mathbb{E}_k \| G(\xi_k)(x_{k-1} - x_k) \|^2
\] (80)
Substituting and simplifying, we obtain
\[
C_k \leq \frac{4L_G^2}{\mu_{k-1}} \mathbb{E}_k \| G(\xi_k)(x_{k-1} - x_k) \|^2 \leq \frac{4\gamma_k^2 L_G^2 D^2}{\mu_{k-1}}
\] (81)
where we have used the update equation and Assumption 2. Thus, we have
\[
\mathbb{E}_k \|	ilde{y}_k\|^2 \leq 3\mathbb{E}_k \|g(x_k, \xi_k) - g(x_{k-1}, \xi_k)\|^2 + 3L_G^2 D^2 \left(\left(\frac{1}{\mu_k} - \frac{1}{\mu_{k-1}}\right)^2 + \frac{4\eta_{k-1}^2}{\mu_{k-1}^4}\right).
\] (82)

From (33) and (34) for SFO oracle, we have
\[
\gamma_k^2 \mathbb{E}_k \|g(x_k) - g(x_k, \xi_k)\|^2 \leq \gamma_k^2 \sigma^2,
\] (83)
\[
\mathbb{E}_k \|g(x_k, \xi_k) - g(x_{k-1}, \xi_k)\|^2 \leq L^2 \eta_{k-1}^2 D^2.
\] (84)

Likewise, for SZO oracle, from (35) and (36), we have
\[
\gamma_k^2 \mathbb{E}_k \|g(x_k) - g(x_k, \xi_k)\|^2 \leq 3\gamma_k^2 \sigma^2 + 6mL^2 \rho_k^2,
\] (85)
\[
\mathbb{E}_k \|g(x_{k-1}, \xi_k) - g(x_k, \xi_k)\|^2 \leq 3mL^2 \rho_k^2 + 3mL^2 \rho_{k-1}^2 + 3\eta_{k-1}^2 L^2 D^2.
\] (86)

Using bounds from (83)-(86), the results for both SFO and SZO cases can be unified as
\[
\mathbb{E}_k \left[\|\tilde{x}_k + \tilde{y}_k - \tilde{x}_k\|_2\right] \leq 12 \gamma_k^2 \sigma^2 + 60mL^2 \rho_k^2 + 18\eta_{k-1}^2 L^2 D^2
\] (87)
\[
+ 2L_G^2 D^2 \left(\frac{2\gamma_k^2}{\mu_k} + \frac{12\eta_{k-1}^2}{\mu_{k-1}^2} + 3 \left(\frac{1}{\mu_k} - \frac{1}{\mu_{k-1}}\right)^2\right)
\] (88)
where recall our convention that \(\rho_k = 0\) for SFO case. Substituting (87) into (69), we obtain the desired expression.

(b) Setting \(\gamma_k = \frac{1}{k}, \mu_k = \frac{\mu_k}{(k+1)^{1/4}}, \rho_k \leq \frac{D}{\sqrt{m(k+1)}}, \) and \(\eta_k = \frac{2}{k+1}\) in (48), we obtain
\[
\mathbb{E}_k \left[\|y_k - \tilde{y}_k(x_k)\|^2\right] \leq \left(1 - \frac{1}{k}\right)^2 \left\|y_{k-1} - \tilde{y}_{k-1}(x_{k-1})\right\|^2
\] (89)
\[
+ \frac{12(\sigma^2 + 11L^2 D^2)}{k^2} + \frac{(4\sqrt{2} + \frac{3}{2} + 96)L_G^2 D^2}{\mu_k^2 k^{3/2}}
\] where we have used the fact that \(\frac{(k+1)^{1/2}}{k} \leq \frac{\sqrt{2}}{k^{1/2}}\) and \(\frac{1}{\mu_k} - \frac{1}{\mu_{k-1}} = \frac{(k+1)^{1/4} - k^{1/4}}{\mu_k^{1/4}} \leq \frac{1}{\mu_k^{1/4}}\). Now, using the fact that \(k^{3/2} \leq k^2\) and using Lemma 6 with \(a = 3/2\) and \(A = 12(\sigma^2 + 11L^2 D^2) + 103L_G^2 D^2 \mu_k ^{-2}\), we obtain
\[
\mathbb{E}_k \left[\|y_k - \tilde{y}_k(x_k)\|^2\right] \leq \frac{48(\sigma^2 + 11L^2 D^2 + 9L_G^2 \mu_k^{-2} D^2)}{k^{1/2}},
\] (90)

For SFO case, we get the desired bound simply setting \(\tilde{y}_k(x_k) = \nabla \hat{F}_{\mu_k}(x_k)\) in (90). For SZO case, we start with \(\mathbb{E} \left[\|y_k - \nabla \hat{F}_{\mu_k}(x_k)\|^2\right],\) introduce \(\nabla \hat{F}_{\mu_k}(x_k) := \mathbb{E} [\nabla f(x_k, \xi) + \nabla h_{\mu_k}(G(\xi)x_k, \xi)],\) and obtain the bound by setting \(\tilde{y}_k(x_k) = \nabla \hat{f}(x_k)\) in (90), to yield
\[
\mathbb{E} \|\nabla \hat{F}_{\mu_k}(x_k) - y_k\|^2 \leq 2\mathbb{E} \|\nabla \hat{F}_{\mu_k}(x_k) - \nabla \hat{F}_{\mu_k}(x_k)\|^2 + 2\mathbb{E} \|\nabla \hat{F}_{\mu_k}(x_k) - y_k\|^2
\] (91)
where we have used (25) and the inequality \(k^{1/2} \leq k^2\). Since, the bounds for the SFO (90) and SZO (91) cases differ only in constant factors, we will use (91) as a unified bound for both the cases.
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APPENDIX B
SUPPLEMENTARY MATERIAL

Before proceeding we replicate some technical results as following corollaries that are borrowed from related works and will be used in proving our theorems. We also state a preliminary lemma that will apply to most of the proofs.

**Corollary 1** (Lemma 10 in [6]): Suppose \( h_\mu(x) \) be the smooth approximation of a non-smooth convex function \( h \) and \( \lambda^*_\mu(\cdot) \) be the solution of the dual problem, then following inequalities holds true

\[
\begin{align*}
  h(x_1) \geq h_\mu(x_2) + \langle \nabla h_\mu(x_2), x_1 - x_2 \rangle + \frac{\mu_1}{2} \| \lambda^*_\mu(x_2) \|^2, \\
  h_\mu_1(x) \leq h_\mu_2(x) + \frac{\mu_2 - \mu_1}{2} \| \lambda^*_\mu_1(x) \|^2.
\end{align*}
\]

**Corollary 2** (Theorem 2(a) in [18]): Let \((x^*, \lambda^*)\) be a saddle point of \( L(x, r, \lambda) = f(x) + \langle \lambda^*, Gx - r \rangle \), then from Lagrange saddle point theory following bound holds for all \( x \in X \) and \( r \in X' \)

\[
\mathbb{E}[f(x_k)] - f(x^*) \geq -\mathbb{E}[\min_{r \in X'} \| \lambda^* \| \| Gx - r \|]
= -\| \lambda^* \| \mathbb{E}[D_X(Gx_k)].
\]

**Corollary 3** (Lemma B.1 in [9]): Consider problem \( \mathcal{P}^+ \) and its Lagrangian formulation as

\[
L(x, \lambda) := f(x) + \int \langle G(\xi)x, \lambda(\xi) \rangle - \sup_{y \in X(\xi)} \langle y, \lambda(\xi) \rangle d\alpha(\xi),
\]

here \( \alpha \) denotes the probability measure of the random variable \( \xi \). Let \((x^*, \lambda^*)\) be a saddle point of \( L \), then

\[
\int D^2_{X(\xi)}(G(\xi)x)\alpha(\xi) d\xi \leq 4\mu^2\| \lambda^* \|^2 + 4\mu[f_\mu(x) - f(x^*)].
\]

**Lemma 6** Let \( \{ \psi_k \}_{k=1}^t \) be a sequence of numbers satisfying either of the following recursions:

\[
\psi_k \leq \left( 1 - \frac{1}{k} \right)^2 \psi_{k-1} + \frac{A}{k^a}
\]

\[
\psi_k \leq \left( 1 - \frac{2}{k+1} \right) \psi_{k-1} + \frac{A}{k^a}
\]

for some \( A > 0 \) and \( 1 \leq a \leq 2 \). Then it holds that \( \psi_k \leq 4A/k^{a-1} \) for all \( t \geq 1 \).

**Proof of 96:** Multiplying both sides of (96) by \( k^2 \), we obtain

\[
k^2\psi_k \leq (k - 1)^2\psi_{k-1} + Ak^{2-a}
\]

for all \( k \geq 1 \). Carrying out telescopic sum over \( k = 1, \ldots, K \), we obtain

\[
\psi_K \leq \frac{A}{K^2} \sum_{k=1}^K k^{2-a} \leq \frac{A(K+1)^{3-a}}{(3-a)K^2} \leq \frac{4A}{K^{a-1}}
\]

where we have used the inequality \( \sum_{k=1}^K k^n \leq \frac{(K+1)^{n+1} - 1}{n+1} \) for \( n \geq 0 \).
Proof of (97): Multiplying both sides of (97) by \( k(k+1) \), we obtain
\[
k(k+1)\psi_k \leq (k-1)k\psi_{k-1} + Ak^{1-a}(k+1) \leq (k-1)k\psi_{k-1} + 2Ak^{2-a}
\] (100)
for all \( k \geq 1 \). Carrying out telescopic sum over \( k = 1, \ldots, K \), we obtain
\[
\psi_K \leq \frac{2A}{K(K+1)} \sum_{k=1}^{K} k^{2-a} \leq 2A(K+1)^{2-a} \leq \frac{4A}{(3-a)K} \leq \frac{(K+1)^{a+1} - 1}{(n+1)}
\] (102)
where we have used the inequality \( \sum_{k=1}^{K} k^{a} \leq (K+1)^{a+1} - 1 \) for \( n \geq 0 \).

APPENDIX C

A. Proof of Lemma 2

(a) Since \( h_\mu \) is \( 1/\mu \)-smooth by construction and \( f(x) \) is \( L \)-smooth from Assumption 1, it follows from Assumption 4 that \( F_\mu(x) = \left( L + \frac{L_G}{\mu} \right) \)-smooth. We can therefore write the quadratic upper bound on \( F_\mu \) and use the update in (11) to obtain
\[
F_{\mu_k}(x_{k+1}) \leq F_{\mu_k}(x_k) + \eta_k \langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) \| z_k - x_k \|^2
\leq F_{\mu_k}(x_k) + \eta_k \langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) D^2,
\] (103)
where we have used the compactness assumption on \( C \) (Assumption 2). Recall from (12) that \( \nabla F_{\mu_k}(x_k) = \nabla f(x_k) + G^T \nabla h_{\mu_k}(Gx_k, \lambda') \), which allows us to write the second term on the right of (103) as
\[
\langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle = \langle \nabla f(x_k), z_k - x_k \rangle + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle
= \langle \nabla f(x_k) - y_k, z_k - x_k \rangle + \langle y_k + G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle.
\] (104)
From the definition of \( z_k \) in (10), we therefore have that
\[
\langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle \leq \langle \nabla f(x_k) - y_k, z_k - x_k \rangle + \langle y_k + G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle.
\] (105)
Adding and subtracting \( \langle \nabla f(x_k), x^* - x_k \rangle \), and using the convexity of \( f \), we obtain
\[
\langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle \leq \langle \nabla f(x_k) - y_k, z_k - x_k \rangle + \langle \nabla f(x_k), x^* - x_k \rangle
+ \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle \leq \langle \nabla f(x_k) - y_k, z_k - x_k \rangle
+ \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle \leq \langle \nabla f(x_k) - y_k, D + f(x^*) - f(x_k) \rangle
+ \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle,
\] (106)
where we have used the Cauchy-Schwartz inequality on the first term in (106) and then the compactness assumption on \( C \).
Next, we rewrite (92) in context of our problem as
\[ 1_{\mathcal{X}}(Gx^*) \geq h_{\mu_k}(Gx_k, \mathcal{X}) + \langle \nabla h_{\mu_k}(Gx_k, \mathcal{X}), Gx^* - Gx_k \rangle + \frac{\mu_k}{2} \| \lambda^*_k(Gx_k) \|^2 \] (109)
implying that
\[ (G^T \nabla h_{\mu_k}(x_k, \mathcal{X}), x^* - x_k) = \langle \nabla h_{\mu_k}(x_k, \mathcal{X}), Gx^* - Gx_k \rangle \leq 1_{\mathcal{X}}(Gx^*) - h_{\mu_k}(Gx_k, \mathcal{X}) - \frac{\mu_k}{2} \| \lambda^*_k(Gx_k) \|^2. \] (110)
Using (110) in (108) we therefore obtain
\[ \langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle \leq \| \nabla f(x_k) - y_k \| D + f(x_k) - f(x_k) + 1_{\mathcal{X}}(Gx^*) - h_{\mu_k}(Gx_k, \mathcal{X}) - \frac{\mu_k}{2} \| \lambda^*_k(Gx_k) \|^2. \] (111)
Also, rewriting (93) in context of our problem we get
\[ h_{\mu_k}(Gx_k, \mathcal{X}) \leq h_{\mu_{k-1}}(Gx_k, \mathcal{X}) + \frac{\mu_{k-1} - \mu_k}{2} \| \lambda^*_k(Gx_k) \|^2. \]
Hence, we can write
\[ F_{\mu_k}(x_k) := \mathbb{E}[f(x_k, \xi)] + h_{\mu_k}(Gx_k, \mathcal{X}) = f(x_k) + h_{\mu_k}(Gx_k, \mathcal{X}) \leq f(x_k) + h_{\mu_{k-1}}(Gx_k, \mathcal{X}) + \frac{\mu_{k-1} - \mu_k}{2} \| \lambda^*_k(Gx_k) \|^2 \]
\[ = F_{\mu_{k-1}}(x_k) + \frac{\mu_{k-1} - \mu_k}{2} \| \lambda^*_k(Gx_k) \|^2. \] (112)
Substituting the bounds obtained in (111) and (112) into (105) and subtracting \( f(x^*) \) from both sides, we obtain
\[ F_{\mu_k}(x_k+1) - f(x^*) \leq (1 - \eta_k) (F_{\mu_{k-1}}(x_k) - f(x^*)) + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) D^2 + \eta_k \| \nabla f(x_k) - y_k \| D \]
\[ + \frac{1}{2} \left( (1 - \eta_k) \mu_{k-1} - \mu_k \right) \| \lambda^*_k(Gx_k) \|^2. \] (113)
here we used the fact that \( 1_{\mathcal{X}}(Gx^*) = 0 \). Now, since we have assumed that \( \mu_k \geq \mu_{k-1}(1 - \eta_k) \), the last term in (113) is non-positive and can be dropped, yielding the desired result.

(b) Taking expectation in (44) and using the inequality \( \mathbb{E}[||X||] \leq \sqrt{\mathbb{E}[||X||^2]} \), we obtain
\[ \mathbb{E}[F_{\mu_k}(x_{k+1}) - f(x^*)] \leq (1 - \eta_k) \mathbb{E}[F_{\mu_{k-1}}(x_k) - f(x^*)] + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) D^2 + \eta_k D \sqrt{\mathbb{E}[||\nabla f(x_k) - y_k||^2]} \] (114)
Substituting the result of Lemma [1] and that of the various parameters, we obtain
\[ \mathbb{E}[F_{\mu_k}(x_{k+1}) - f(x^*)] \leq (1 - \frac{2}{k + 1}) \mathbb{E}[F_{\mu_{k-1}}(x_k) - f(x^*)] + \frac{1}{(k + 1)^2} \left( L + \frac{L_G \sqrt{k}}{\mu_k} \right) D^2 + \frac{8D}{k + 1} \sqrt{\frac{3\sigma^2 + 25L^2D^2}{k}} \] (115)
Note that for this choice of parameters, $\frac{\mu_k}{\mu_{k-1}} = \sqrt{\frac{k-1}{k}} \geq \frac{k-1}{k} = 1 - \eta_k$, so the condition required for (27) is satisfied. The bound on the right can therefore be simplified as

$$\mathbb{E}[F_{\mu_k}(x_{k+1}) - f(x^*)] \leq (1 - \frac{2}{k+1})\mathbb{E}[F_{\mu_{k-1}}(x_k) - f(x^*)] + \frac{8\sqrt{3}\sigma D + (41L + LG\mu^{-1}_c)D^2}{k^{3/2}}$$

(116)

Finally, application of Lemma 6 yields the required result.

B. Proof of Theorem 7

(a) The bound on the optimality gap follows directly from Lemma 2:

$$\mathbb{E}[f(x_{k+1}) - f(x^*)] \leq \mathbb{E}[f(x_{k+1})] - f(x^*) + \frac{1}{2\mu_k}\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})]$$

$$\leq \mathbb{E}[F_{\mu_k}(x_{k+1})] - f(x^*) \leq \frac{8\sqrt{3}\sigma D + (41L + LG\mu^{-1}_c)D^2}{\sqrt{k}}$$

(117)

(b) Since $x_{k+1} \in \mathcal{C}$, it follows from corollary 2 that

$$\mathbb{E}[f(x_{k+1})] - f(x^*) \geq -||\lambda^*||\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})]$$

(118)

Substituting (118) into (117) and using the Cauchy-Schwarz inequality, we obtain

$$-||\lambda^*||\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})] + \frac{1}{2\mu_k}(\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})])^2 \leq -||\lambda^*||\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})] + \frac{1}{2\mu_k}\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})]$$

$$\leq \frac{8\sqrt{3}\sigma D + (41L + LG\mu^{-1}_c)D^2}{\sqrt{k}}$$

(119)

which is a quadratic inequality in $\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})]$, and can be solved to yield the required result:

$$\mathbb{E}[\mathcal{D}_X^2(Gx_{k+1})] \leq \frac{1}{\sqrt{k}} \left(2\mu_c ||\lambda^*|| + \sqrt{2(8\sqrt{3}\sigma D\mu_c + (41L\mu_c + LG)D^2)}\right)$$

$$\leq \frac{1}{\sqrt{k}} \left(2\mu_c ||\lambda^*|| + 6\sqrt{D\mu_c} + 10D\sqrt{L\mu_c} + 2D\sqrt{L_G}\right)$$

C. Proof of Lemma 4

Since, $h_{\mu_k}(G(\xi)x, x_k)$ is $1/\mu$-smooth and $f(x)$ is $L$-smooth (assumption 1), it follows that $\tilde{F}_{\mu_k}(x)$ is $\left(L + L_G\mu_k\right)$-smooth. Starting with the upper bound

$$\tilde{F}_{\mu_k}(x_{k+1}) \leq \tilde{F}_{\mu_k}(x_k) + \eta_k\langle \nabla \tilde{F}_{\mu_k}(x_k), x_{k} - x_k \rangle + \frac{\eta_k^2}{2} \left(L + \frac{L_G}{\mu_k}\right) D^2$$

(120)

and following the steps same as (103)-(113), we can obtain the following bound

$$\tilde{F}_{\mu_k}(x_{k+1}) - f(x^*) \leq (1 - \eta_k)\tilde{F}_{\mu_{k-1}}(x_k) - f(x^*)$$

$$+ \frac{\eta_k^2}{2} D^2 \left(L + \frac{L_G}{\mu_k}\right) + \eta_k D \left\| \nabla \tilde{F}_{\mu_k}(x_k) - y_k \right\|$$

$$+ \left(1 - \eta_k\right)(\mu_k - 1 - \mu_k - \eta_k\mu_k) \left\| \lambda^*_{\mu_k}(G(\xi_k)x_k) \right\|^2.$$
Now, setting $\eta_k$ and $\mu_k$ such that $(1 - \eta_k)(\mu_{k-1} - \mu_k) - \eta_k \mu_k \leq 0$, we get rid of last term of (121). Taking full expectation:

\[
E[\tilde{f}_{\mu_k}(x_{k+1})] - f(x^*) \leq (1 - \eta_k)E[\tilde{f}_{\mu_{k-1}}(x_k)] - f(x^*) + \frac{\eta_k^2}{2}D^2 \left( L + \frac{L_G}{\mu_k} \right) + \eta_k D \sqrt{E[|\nabla \tilde{f}_{\mu_k}(x_k) - y_k|^2].}
\]

Substituting $\mu_k = \frac{\mu_{k-1}}{k+1}$, $\eta_k = \frac{2}{k+1}$, and $\rho_k \leq \frac{D}{\sqrt{m(k+1)}}$:

\[
E[\tilde{f}_{\mu_k}(x_{k+1})] - f(x^*) \leq \left( 1 - \frac{2}{k+1} \right) E[\tilde{f}_{\mu_{k-1}}(x_k)] - f(x^*) + \frac{2}{(k+1)^2} \left( L + \frac{L_G(k+1)^{\frac{1}{2}}}{\mu_c} \right) D^2 + 2D \sqrt{96(\sigma^2 + 12L^2D^2 + 9L_G^2\mu_c^{-2}D^2) \frac{(k+1)}{k^{\frac{4}{5}}}} \leq \left( 1 - \frac{2}{k+1} \right) E[\tilde{f}_{\mu_{k-1}}(x_k)] - f(x^*) + 8\sqrt{6\sigma D + 2(35L + 31L_G\mu_c^{-1})D^2} \frac{(k+1)}{k^{\frac{4}{5}}}.
\]  

(123)

since $k^{5/4} \leq (k+1)^2$. Note that our selection of $\mu_k$ and $\eta_k$ satisfies the assumption $\mu_k \geq \mu_{k-1}(1 - \eta_k)$. Finally, application of Lemma 6 yields the required result.

D. Proof of Theorem 2

(a) The bound on the optimality gap follows from Lemma 4

\[
E[f(x_{k+1})] - f(x^*) \leq E[f(x_{k+1})] - f(x^*) + \frac{1}{2\mu_k}E[D_{\lambda(x)}^2(G(\lambda)x_{k+1})] = E[\tilde{f}_{\mu_k}(x_{k+1})] - f(x^*) \leq 8(4\sqrt{6\sigma D + 35LD^2} + 31L_G\mu_c^{-1}D^2) \frac{(k+1)}{k^{\frac{4}{5}}}
\]  

(124)

(b) We use Jensen’s inequality and Corollary 3 to obtain bound on feasibility as

\[
E[D_{\lambda(x)}^2(G(\lambda)x_{k+1})] \leq \sqrt{E[D_{\lambda(x)}^2(G(\lambda)x_{k+1})]} \leq \sqrt{4\mu_k^2 \|\lambda^*\|^2 + 4\mu_k E[\tilde{f}_{\mu_k}(x_{k+1}) - f(x^*)] \leq 2\mu_c \frac{\|\lambda^*\|}{(k+1)^{\frac{1}{2}}} + \frac{18\sqrt{\sigma D\mu_c + 34D\sqrt{L\mu_c} + 32D\sqrt{L_G}}}{(k+1)^{\frac{1}{2}}(k+1)^{\frac{1}{2}}} \leq \frac{2\mu_c \|\lambda^*\|}{(k+1)^{\frac{1}{2}}} + 9\sqrt{\sigma D\mu_c + 17D\sqrt{L\mu_c} + 16D\sqrt{L_G}} \frac{(k+1)}{k^{\frac{4}{5}}}.}
\]
E. Proof of Theorem

(a) Recall from [12] that \( \nabla F_{\mu_k}(x_k) = \nabla f(x_k) + G^T \nabla h_{\mu_k}(Gx, \lambda') \), which allows us to write the second term on the right of (103) as

\[
\langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle = \langle \nabla f(x_k), z_k - x_k \rangle + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle = \langle \nabla f(x_k) - v_k, z_k - x_k \rangle + \langle v_k, z_k - x_k \rangle + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle \leq \langle \nabla f(x_k) - v_k, z_k - x_k \rangle + \langle v_k, x^* - x_k \rangle + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle. \tag{126}
\]

Note that if trimming is not performed at iteration \( k \), then we call the LMO to solve the problem \( z_k = \arg\min_{z \in C} \langle z, v_k \rangle \) while if trimming is done we set \( v_k = v_{k-1} \) and \( z_k = z_{k-1} \). Suppose that trimming was not performed at iteration \( k-1 \), then we can say that \( z_k = z_{k-1} = \arg\min_{z \in C} \langle z, v_{k-1} \rangle = \arg\min_{z \in C} \langle z, v_k \rangle \). The same argument can again be applied to conclude that \( z_k = \arg\min_{z \in C} \langle z, v_k \rangle \) if trimming was not performance at some iteration \( k_0 \leq k \).

We can assume that trimming is not performed at the first iteration. Hence, irrespective of whether trimming is done or not \( z_k \) is the minimizer of \( \langle z_k, v_k \rangle \). Thus, at each iteration we have \( \langle z_k, v_k \rangle \leq \langle x^*, v_k \rangle \) using which we obtain (126). Adding and subtracting \( \langle \nabla f(x_k), x^* - x_k \rangle \), and using the convexity of \( f \), we get

\[
\langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle \leq \langle \nabla f(x_k) - v_k, z_k - x^* \rangle + \langle \nabla f(x_k), x^* - x_k \rangle + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle \leq \langle \nabla f(x_k) - v_k, z_k - x^* \rangle + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle. \tag{127}
\]

Further, adding and subtracting \( \langle w_k, z_k - x^* \rangle \) we get,

\[
\langle \nabla F_{\mu_k}(x_k), z_k - x_k \rangle \leq \langle \nabla f(x_k) - v_k, w_k - w_k, z_k - x^* \rangle + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle \leq \langle \nabla f(x_k) - w_k, z_k - x^* \rangle + \langle w_k - v_k, z_k - x^* \rangle + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle \leq \langle \nabla f(x_k) - y_k, z_k - x^* \rangle + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - z_k \rangle + \langle w_k - v_k, z_k - x^* \rangle + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), z_k - x_k \rangle \leq \|\nabla f(x_k) - y_k\| D + \|w_k - v_k\| D + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle. \tag{128}
\]

\[
\|\nabla f(x_k) - y_k\| D + \tau_k D + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle \leq \|\nabla f(x_k) - y_k\| D + \tau_k D + f(x^*) - f(x_k) + \langle G^T \nabla h_{\mu_k}(Gx_k, \lambda'), x^* - x_k \rangle \tag{129}
\]

Here (128) is obtained using the Cauchy-Schwartz inequality the compactness assumption on \( C \) while the last inequality comes from the use of Lemma [5].
Finally, application of Lemma 6 yields the required result.

Substituting the result of Lemma 1 and that of the various parameters, we obtain

\[ \langle \nabla f(x_k), z_k - x_k \rangle \leq \| \nabla f(x_k) - y_k \| D + \tau_k D + f(x^*) - f(x_k) + 1_{\mathcal{X}}(Gx^*) \]

\[ - h_{\mu_k}(Gx_k, x_k) - \frac{\mu_k}{2} \| x_{\mu_k}^*(Gx_k) \|^2. \]  
(130)

Substituting the bounds obtained in (130) and (112) into (103) and subtracting \( f(x^*) \) from both sides, we obtain

\[ F_{\mu_k}(x_{k+1}) - f(x^*) \leq (1 - \eta_k) (F_{\mu_{k-1}}(x_k) - f(x^*)) + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) D^2 \]

\[ + \eta_k \| \nabla f(x_k) - y_k \| D + \eta_k \tau_k D + \frac{1}{2} ((1 - \eta_k) \mu_{k-1} - \mu_k) \| x_{\mu_k}^*(Gx_k) \|^2, \]  
(131)

here we used the fact that \( 1_{\mathcal{X}}(Gx^*) = 0 \). Now, since we have assumed that \( \mu_k \geq \mu_{k-1}(1 - \eta_k) \), the last term in (131) is non-positive and can be dropped, yielding

\[ F_{\mu_k}(x_{k+1}) - f(x^*) \leq (1 - \eta_k) (F_{\mu_{k-1}}(x_k) - f(x^*)) + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) D^2 \]

\[ + \eta_k \| \nabla f(x_k) - y_k \| D + \eta_k \tau_k D. \]  
(132)

Now, taking expectation on (132), we have

\[ \mathbb{E} [F_{\mu_k}(x_{k+1}) - f(x^*)] \leq (1 - \eta_k) \mathbb{E} [F_{\mu_{k-1}}(x_k) - f(x^*)] + \frac{\eta_k^2}{2} \left( L + \frac{L_G}{\mu_k} \right) D^2 \]

\[ + \eta_k D \mathbb{E} \left[ \| \nabla f(x_k) - y_k \|^2 \right] + \eta_k \tau_k D \]  
(133)

Substituting the result of Lemma 1 and that of the various parameters, we obtain

\[ \mathbb{E} [F_{\mu_k}(x_{k+1}) - f(x^*)] \leq (1 - \frac{2}{k+1}) \mathbb{E} [F_{\mu_{k-1}}(x_k) - f(x^*)] + \frac{2\tau_0 D}{(k+1)^{3/2}} \]

\[ + \frac{1}{(k+1)^2} \left( L + \frac{L_G \sqrt{k}}{\mu_c} \right) D^2 + \frac{8D}{k+1} \sqrt{\frac{3 \sigma^2 + 25L^2 D^2}{k}} \]  
(134)

Note that for this choice of parameters, \( \frac{\mu_k}{\mu_{k-1}} = \sqrt{\frac{k-1}{k}} \geq \frac{k-1}{k} = 1 - \eta_k \), so the condition required for (27) is satisfied. The bound on the right can therefore be simplified as

\[ \mathbb{E} [F_{\mu_k}(x_{k+1}) - f(x^*)] \]

\[ \leq (1 - \frac{2}{k+1}) \mathbb{E} [F_{\mu_{k-1}}(x_k) - f(x^*)] + \frac{8\sqrt{3} \sigma D + (41L + L_G \mu_c^{-1}) D^2 + 2\tau_0 D}{k^{3/2}} \]  
(135)

Finally, application of Lemma 6 yields the required result.

The bound on the optimality gap follows from (135):

\[ \mathbb{E} [f(x_{k+1})] - f(x^*) \leq \frac{4(8\sqrt{3} \sigma D + (41L + L_G \mu_c^{-1}) D^2 + 2\tau_0 D)}{\sqrt{k}}. \]  
(137)

For constraint violation, following (119) and using (137) we have

\[ - \| \lambda^* \| \mathbb{E} [\mathcal{D}_\mathcal{X}(Gx_{k+1})] + \frac{1}{2\mu_k} \left( \mathbb{E} [\mathcal{D}_\mathcal{X}(Gx_{k+1})] \right)^2 \leq \frac{4(8\sqrt{3} \sigma D + (41L + L_G \mu_c^{-1}) D^2 + 2\tau_0 D)}{\sqrt{k}} \]  
(138)
which is a quadratic inequality in $\mathbb{E}[\mathcal{D}_X(Gx_{k+1})]$, and can be solved to yield the required result:

\[
\mathbb{E}[\mathcal{D}_X(Gx_{k+1})] \leq \frac{1}{\sqrt{k}} \left( 2\mu_c \|\lambda^*\| + \left( 8(8\sqrt{3}\sigma D\mu_c + (41L\mu_c + L_G)D^2 + 2\tau_0 D) \right)^{1/2} \right)
\]

\[
\leq \frac{1}{\sqrt{k}} \left( 2\mu_c \|\lambda^*\| + 11\sqrt{\sigma D\mu_c} + 19D\sqrt{L\mu_c} + 3D\sqrt{L_G} + 4\sqrt{\tau_0 D} \right)
\]

(139)

(b) Following the steps same as (126)-(133), we can obtain the following bound for MOST-FW$^+$$\hat{F}_{\mu_k}(x_{k+1}) - f(x^*) \leq (1 - \eta_k)\hat{F}_{\mu_{k-1}}(x_k) - f(x^*) + \frac{\eta_k^2}{2} D^2 \left( L + \frac{L_G}{\mu_k} \right)
\]

\[+ \eta_k D \left\| \nabla \hat{F}_{\mu_k}(x_k) - y_k \right\| + \eta_k \tau_k D
\]

\[+ \left( \frac{1 - \eta_k}{\eta_k} (\mu_{k-1} - \mu_k) - \eta_k \mu_k \right) \left\| \lambda_{\mu_k}^* (G(\xi_k)x_k) \right\|^2.
\]

(140)

Now, setting $\eta_k$ and $\mu_k$ such that $(1 - \eta_k)(\mu_{k-1} - \mu_k) - \eta_k \mu_k \leq 0$, we get rid of last term of (140). Taking full expectation:

\[
\mathbb{E}[\hat{F}_{\mu_k}(x_{k+1})] - f(x^*) \leq (1 - \eta_k)\mathbb{E}[\hat{F}_{\mu_{k-1}}(x_k)] - f(x^*) + \frac{\eta_k^2}{2} D^2 \left( L + \frac{L_G}{\mu_k} \right)
\]

\[+ \eta_k D \sqrt{\mathbb{E}[\left\| \nabla \hat{F}_{\mu_k}(x_k) - y_k \right\|^2] + \eta_k \tau_k D}.
\]

(141)

Substituting $\mu_k = \frac{\mu_c}{(k+1)^{\tau}}$, $\tau_k = \frac{\tau}{(k+1)^{\tau}}$, $\eta_k = \frac{2}{k+1}$, and $\rho_k \leq \frac{D}{\sqrt{m(k+1)}}$, we get

\[
\mathbb{E}[\hat{F}_{\mu_k}(x_{k+1})] - f(x^*) \leq \left( 1 - \frac{2}{k+1} \right) \mathbb{E}[\hat{F}_{\mu_{k-1}}(x_k)] - f(x^*)
\]

\[+ \frac{2}{(k+1)^2} \left( L + \frac{L_G(k+1)^{\frac{\tau}{2}}}{\mu_c} \right) D^2 + \frac{2\tau_0 D}{(k+1)^{5/4}}
\]

\[+ \frac{2D}{(k+1)} \sqrt{96(\sigma^2 + 12L^2 D^2 + 9L_G^2 \mu_c^2 D^2)}
\]

\[\leq \left( 1 - \frac{2}{k+1} \right) \mathbb{E}[\hat{F}_{\mu_{k-1}}(x_k)] - f(x^*)
\]

\[+ \frac{8\sqrt{6}\sigma D + 2(35L + 31L_G\mu_c^{-1})}{k^{5/4}} D^2 + 2\tau_0 D
\]

(142)

Finally, application of Lemma 6 yields the required results.

For constraint violation, following proof of Theorem 2(b), we obtain the required bound as

\[
\mathbb{E}[\mathcal{D}_X(\xi)(G(\xi)x_{k+1})]
\]

\[\leq \frac{2\mu_c \|\lambda^*\|}{(k+1)^{\tau}} + \frac{18\sqrt{\sigma D\mu_c} + 34D\sqrt{L\mu_c} + 32D\sqrt{L_G} + 6\tau_0 D}{(k+1)^{\tau}(k+1)^{\frac{\tau}{2}}}
\]

\[\leq \frac{2(\mu_c \|\lambda^*\| + 9\sqrt{\sigma D\mu_c} + 17D\sqrt{L\mu_c} + 16D\sqrt{L_G} + 3\sqrt{\tau_0 D})}{k^{\frac{\tau}{2}}}.
\]

(143)