Abstract

Few-shot Question Generation (QG) is an important and challenging problem in the Natural Language Generation (NLG) domain. Multilingual BERT (mBERT) has been successfully used in various Natural Language Understanding (NLU) applications. However, the question of how to utilize mBERT for few-shot QG, possibly with cross-lingual transfer, remains. In this paper, we try to explore how mBERT performs in few-shot QG (cross-lingual transfer) and also whether applying meta-learning on mBERT further improves the results. In our setting, we consider mBERT as the base model and fine-tune it using a seq-to-seq language modeling framework in a cross-lingual setting. Further, we apply the model agnostic meta-learning approach to our base model. We evaluate our model for two low-resource Indian languages, Bengali and Telugu, using the TyDi QA dataset. The proposed approach consistently improves the performance of the base model in few-shot settings and even works better than some heavily parameterized models in some settings. Human evaluation also confirms the effectiveness of our approach.

1 Introduction

QG can be defined as the task of generating an appropriate question based on the answer tokens and the context. The previous state-of-the-art QG models are built using neural networks (Du et al., 2017; Zhou et al., 2017; Zhao et al., 2018; Nema et al., 2019), and are trained on high-resource languages with availability of vast amount of manually annotated data for training. Collecting and annotating such vast data for training on low-resource languages can be challenging and costly. Cross-lingual transfer learning has shown its effectiveness in many NLP applications (Kumar et al., 2019; Chi et al., 2019; Asai et al., 2021; Xie et al., 2018) for addressing data scarcity, because it allows us to transmit domain knowledge from a high resource annotated source language to domain of desired target language by fine-tuning with data from a target domain with low resource availability. mBERT (Devlin et al., 2018) has been successfully used in various NLU tasks (Wu and Dredze, 2019; Hu et al., 2020). However, utilizing mBERT for generation tasks with cross-lingual transfer remains unexplored, specifically for QG.

In this paper, we examine the application of mBERT for QG with cross-lingual transfer. Specifically, we ask: 1) Despite the successful usage of various multilingual auto-regressive language models (Xue et al., 2020; Liu et al., 2020; Maurya et al., 2021), can mBERT, an encoder-based model with fewer parameters than these auto-regressive models, be used for QG with cross-lingual transfer? 2) In few-shot cross-lingual transfer settings, fine-tuning may cause colossal distribution gap and severe forgetting (French, 1999), along with an overfitting problem. Can applying meta-learning further improve the results? Meta-learning has shown its effectiveness in various NLP applications such as Dialogue Generation (Qian and Yu, 2019), Machine Translation (Park et al., 2021; Gu et al., 2018), and Natural Language Understanding (Nooralahzadeh et al., 2020; Roy et al., 2022) as it has the capacity to swiftly adapt to unseen training instances while leveraging limited resources, thus it may be helpful in this case as well.

To address these two questions, we use mBERT as the base model, and following (Dong et al., 2019), we fine-tune it as a sequence-to-sequence LM (unidirectional decoding conditioned on bidirectional encoding). We then apply the model agnostic meta-learning approach (Finn et al., 2017) to our base model, and we call our approach mBERT+Meta-Learning. The goal of our proposed approach is to determine the best initialization of the model param-
eters for the QG task, which can help the model to easily adapt to target languages which are low-resource. In our method, there are two phases, i.e., meta-train phase and adaptation phase. The objective of the meta-train phase is to learn an optimal parameter initialization, so we create pseudo QG tasks on the source language. To minimize the language distribution gap between the meta-train and adaption phase, we mix English with an Indian language and consider both as the source languages. During the adaptation phase, we apply the model obtained using meta-train phase on the target language in zero-shot or few-shot settings. For evaluation, we apply our model on two low-resource Indian languages- Telugu and Bengali. We show that our approach gives consistent gains over the base model for Meteor, BLEU-4, and Rouge-L scores. Additionally, we also compare our approach with the heavily parameterized models mt5-base (Xue et al., 2020) (580M) and mBART-50 (Liu et al., 2020) (680M), and the results obtained demonstrate that our approach outperforms mt5-base for both the languages, and performs better than mBART-50 for Bengali in few-shot (n ≤ 16) settings. Human evaluation also indicates that the proposed approach is very effective.

2 Methodology

QG task is defined as to generate a (syntactically and semantically correct) question based on a paragraph and the relevant sequence of answer tokens present in it. In our cross-lingual transfer setting, we denote the source language labelled training data as $D_{\text{train}}^S$ and the target language test data as $D_{\text{test}}^T$. The aim of our QG meta-learning algorithm is to train a model with $D_{\text{train}}^S$ using minimum or zero resource of target language labelled data, such that it performs well on $D_{\text{test}}^T$. Our base model in detail, as well as our proposed approach, is described below.

2.1 Base model

For the base model, we make use of multilingual BERT (mBERT) and fine-tune it (Dong et al., 2019) as a sequence-to-sequence LM for our QG task. In our work, we consider passage and answer as source segment and question as target segment, and we join these two segments with special tokens [SEP]. We randomly mask some tokens in the target sequence and fine-tune the model to recover the masked tokens in a sequence-to-sequence manner. Basically, the model considers partial sentence $y_1 : y_{t-1}$ from the ground truth (bidirectional encoding) to generate the $t$-th token $y_t$, which was masked (unidirectional decoding). We use beam search during decoding, taking beam size as 3.

2.2 Applying Meta-learning

Next, we discuss how we apply model-agnostic meta learning (Finn et al., 2017, MAML) for the proposed task. First we take the source languages and, using them, create a set of tasks which we refer to as pseudo-meta-QG tasks. Then, we train the base model on these using pseudo-meta-QG training. Lastly, we adapt the meta-trained model to the test examples of the target language (in zero-shot and few-shot settings). We discuss this in detail below.

Pseudo-meta-QG Tasks creation: We create pseudo-meta-QG tasks (Wu et al., 2020) from the source languages’ labeled data. Let us assume that source language’s training data, $D_{\text{train}}^S$ has $P$ examples denoted as $\{x^{(i)}\}_{i=1}^P$. For each example $x^{(i)}$, a pseudo-meta-QG task $\tau_i$ is created in the form of a pseudo train set $D_{\text{train}}^{\tau_i}$ and a test set $D_{\text{test}}^{\tau_i}$. Here, $D_{\text{test}}^{\tau_i} = x^{(i)}$, and $D_{\text{train}}^{\tau_i}$ is obtained by retrieving $k$ examples from $D_{\text{train}}^S$ which most closely resemble the selected test example. We use the input representation from the base model (mBERT) to calculate (cosine) similarity between any two examples. The pseudo-meta-QG tasks $\tau_i$ are defined as follows per training example:

$$\tau_i = (D_{\text{train}}^{\tau_i}, D_{\text{test}}^{\tau_i}), i \in \{1, 2, ..., P\}. \quad (1)$$

Pseudo-meta-QG training setup: Given the base model $M_\theta$ (mBERT) with parameters $\theta$ and pseudo-meta-QG tasks $\{\tau_i\}_{i=1}^P$, we obtain $\theta'_i$ (one set of parameters per pseudo-meta-QG task $\tau_i$) by doing an inner-update on each $\tau_i$. Specifically, it performs few ($n = 2$) gradient steps on $D_{\text{train}}^{\tau_i}$ (pseudo train set), and helps to obtain new model parameters from the base model parameters $\theta$. Our equation for inner-update is as follows:

$$\theta'_i = \theta - lr_{\text{inner}} \nabla_\theta \mathcal{L}_{\text{train}}^{\tau_i}(\theta) \quad (2)$$

Here, $\theta$ denotes parameters of the base model $M_\theta$, $lr_{\text{inner}}$ is inner learning rate, and $\mathcal{L}_{\text{train}}^{\tau_i}$ is the loss of pseudo training set $D_{\text{train}}^{\tau_i}$ of task $\tau_i$. After the inner-update, a meta-update is performed on the
We evaluate our meta-learning based QG model \( D^{\tau_i}_{test} \) of \( \tau_i \). This step first calculates the pseudo test loss \( L_{D^{\tau_i}_{test}} \) by evaluation of the modified parameters (\( \theta'_i \)) on \( D^{\tau_i}_{test} \). After that, we update the model by optimization of the loss on \( D^{\tau_i}_{test} \) in terms of \( \theta \). There are multiple iterations involved in this step and the meta-update equation is defined as:

\[
\theta \leftarrow \theta - lr_{meta} \sum_i \nabla_{\theta} L_{D^{\tau_i}_{test}} (\theta'_i) = \theta - lr_{meta} \sum_i grad_i
\]  

(3)

Here \( lr_{meta} \) is the learning rate of meta-update and \( grad_i \) is the meta-gradient on task \( \tau_i \). We can expand it as:

\[
grad_i = \nabla_{\theta} L_{D^{\tau_i}_{test}} (\theta'_i) = \nabla_{\theta'} L_{D^{\tau_i}_{test}} (\theta'_i) \nabla_{\theta} (\theta'_i)
\]  

(4)

In Equation 4, \( \nabla_{\theta} (\theta'_i) \) refers to the Jacobian matrix and it will introduce higher order gradient. Following (Finn et al., 2017; Wu et al., 2020), to reduce the computational cost, we use identity matrix in place of Jacobian matrix. Therefore, \( grad_i \) can be computed as:

\[
grad_i = \nabla_{\theta'} L_{D^{\tau_i}_{test}} (\theta'_i)
\]  

(5)

Finally, we obtain the base model’s updated parameters as \( \theta^* \).

**Adaptation:** In the adaptation phase, we apply the source trained model (parameters \( \theta^* \)) to the target language’s test samples in a zero-shot or few-shot setting. We follow Wu et al. (2020)’s adaptation approach for our zero-shot setting. In few-shot setting, we fine-tune the source-trained model on few-shot examples from the training data of target language. Specifically, we subsample the target language training dataset to obtain the small few-shot datasets of size \([2,4,8,16]\). We randomly sample five datasets for each shot.

**3 Experiments**

We evaluate our meta-learning based QG model in zero-shot and few-shot settings. This section covers details about the dataset used in our experiments followed by the implementation details with evaluation metrics. **Dataset:** We conduct experiments on low resource Indian languages having minimum amount of annotated data for QG. We use TyDi QA\(^1\) (Clark et al., 2020) Gold passage dataset for our experiments. The dataset contains triplets of passage, question and answer for 9 languages. We evaluate our method on Bengali and Telugu dataset. The sizes of the Bengali and Telugu dataset (train, dev), in terms of number of examples, are (2390, 113), and (5563, 669), respectively. For cross-lingual knowledge transfer, we additionally use English triplets from the same dataset (train = 3696; dev = 440). One should note that since the aforementioned dataset contains no test data, we consider development set as test data for all our experiments. For evaluating Bengali, we consider English and Telugu as the source languages, while we use English and Bengali as the source languages for Telugu. The purpose of mixing one Indian languages is to learn different language distributions rather than single-source distribution. Please note that we follow the same zero-shot and few-shot approach to our base models for fair comparison.

**Experiment Setup:** We implement our algorithm using PyTorch 1.1.0. Our base model uses BERT base multilingual cased with 12 Transformer blocks, 12 self-attention heads and 768 hidden dimension, GELU activation, and dropout is 0.1. The maximum sequence length is set to 512 for the input. For the creation of pseudo-meta-QG task, we take only two \( k = 2 \) similar examples during meta training and zero-shot adaptation phase. Each meta-training step performs two inner-update and a meta-update on a batch of 16 tasks. We train our model up to 6,000 meta-training steps. As described in Wu and Dredze (2019), we freeze the embedding and the first three layers of the base transformer model, while the other layers are further fine-tuned for each task. Other hyper-parameter settings are same as in Devlin et al. (2018). We use Adam (Kingma and Ba, 2015) optimizer with learning rates of \( lr_{inner}, lr_{meta} = 3e^{-5} \) for both inner-update and meta-update steps. We set learning rate of \( lr_{adapt} = 1e^{-5} \) for gradient updates during adaptation phase. For few-shot experiment, we fine-tune the meta-trained model up to 60 steps.

We evaluate the systems using BLEU (Papineni et al., 2002), METEOR (Denkowski and Lavie, 2014), and ROUGE-L (Lin, 2004) scores \(^2\). During the training phase, we train our model using the source language’s training data and save the model based on the accuracy of the source lan-

---

\(^1\)https://github.com/google-research-datasets/tydiqa

\(^2\)We use (Du et al., 2017)’s script for evaluating our model
Table 1: Performance for zero-shot and few-shot cross-lingual question generation for Bengali and Telugu. We consider English and Telugu as source language and evaluate Bengali as target language, while for evaluation of target language Telugu we use English and Bengali as source language. The improvements in BLEU-4 by meta-QG were statistically significant ($p < 0.05$ as per $t$-test) for all settings wrt mt5-base and mBERT and for Bengali 16-shot setting wrt mBART-50.

| Model         | Setting | Bengali BLEU-4 | Meteor | Rouge-L | Telugu BLEU-4 | Meteor | Rouge-L |
|---------------|---------|----------------|--------|---------|---------------|--------|---------|
| mt5-base      | 0-shot  | 1.38           | 9.62   | 7.15    | 0.00          | 15.80  | 11.21   |
| mBART-50      |         | **4.31**       | **20.92** | 15.87   | **3.52**      | **27.15** | 17.56   |
| mBERT         |         | 3.24           | 16.37  | 27.88   | 2.27          | 17.82  | 15.03   |
| meta-QG (Ours)|         | 3.99           | 18.35  | **29.45** | 1.92          | 20.19  | **20.19** |
| mt5-base      | 2-shot  | 1.73           | 13.80  | 9.97    | 1.15          | 21.96  | 12.56   |
| mBART-50      |         | 5.01           | **27.98** | 21.00   | **10.02**     | **33.52** | **39.21** |
| mBERT         |         | 3.24           | 16.37  | 27.88   | 2.27          | 17.82  | 15.03   |
| meta-QG (Ours)|         | **5.22**       | 25.45  | **33.51** | 4.86          | 31.77  | **31.83** |
| mt5-base      | 4-shot  | 1.71           | 15.31  | 10.80   | 1.59          | 25.65  | 14.11   |
| mBART-50      |         | 4.71           | 23.84  | 19.14   | **10.38**     | **36.04** | **37.12** |
| mBERT         |         | 3.24           | 16.37  | 27.88   | 2.27          | 17.82  | 15.03   |
| meta-QG (Ours)|         | **5.54**       | 26.23  | **34.48** | 5.19          | 34.13  | 28.54   |
| mt5-base      | 8-shot  | 2.95           | 19.52  | 13.81   | 3.88          | 29.25  | 19.25   |
| mBART-50      |         | 5.01           | **27.73** | 20.91   | **21.02**     | **38.88** | **43.74** |
| mBERT         |         | 4.58           | 22.47  | 30.74   | 10.49         | 32.31  | 33.05   |
| meta-QG (Ours)|         | **5.54**       | 27.40  | **32.80** | 10.19         | 36.58  | 34.57   |
| mt5-base      | 16-shot | 4.85           | 24.84  | 17.56   | 6.23          | 33.15  | 26.22   |
| mBART-50      |         | 5.67           | **27.91** | 22.54   | **26.46**     | **39.44** | **50.72** |
| mBERT         |         | 6.35           | 23.39  | 33.99   | 12.05         | 32.75  | 34.94   |
| meta-QG (Ours)|         | **8.45**       | 26.77  | **37.17** | 12.83         | 35.93  | 37.78   |

Results: In Table 1, we compare our model to the various base models in zero-shot and few-shot settings to verify the effectiveness of cross-lingual knowledge transfer from source languages to target languages. We see that meta-QG outperforms the base mBERT model for all the settings except Telugu 0-shot BLEU-4 and Telugu 8-shot BLEU-4. Interestingly, it also outperforms the heavily parameterized mt5-base model for all the settings. mBART-50, however, shows its superior quality and outperforms all the other methods for Telugu, except zero-shot Rouge-L, where meta-QG gives better scores. For Bengali, meta-QG still holds an edge over mBART-50, which was quite encouraging. The improvements in BLEU-4 by meta-QG were statistically significant ($p < 0.05$ as per $t$-test) for all settings wrt mt5-base and mBERT and for Bengali 16-shot setting wrt mBART-50.

A detailed error analysis is presented in the Appendix.

Human Evaluation: We also perform human evaluation using a similar procedure as used by (Chi et al., 2019; Maurya et al., 2021). We randomly sample 35 test data-points in both Telugu and Bengali languages and employ three metrics: fluency, relatedness, and correctness. Fluency measure is self-explanatory. The degree to which the generated questions are related to the input context is measured by relatedness, correctness assesses the meaning and semantics of the generated output. While fluency and correctness mainly deal with the generation quality, relatedness is the most critical among these for the task. We present the generated questions by all the competing models (after random shuffling) to three language experts and ask them to rate the questions on a 5-point Likert scale (1: very bad and 5: very good) for all the metrics. The results show that our approach consistently outperforms mBERT and mt5-base for all the metrics. mBART-50 achieves better scores in...
Fluency and Correctness due to its superior generation capability. However, meta-QG performs better in relatedness for Bengali, the most critical metric. The final numbers are in Table 2 in the Appendix. These were calculated by averaging all the experts’ responses for each parameter.

4 Conclusion

In this work, we make use of mBERT for QG task in few-shot cross-lingual transfer setting, and interestingly, we find that it actually performs better than mt5-base for all the settings, and better than mBART-50 for 16-shot setting in Bengali. We then explore the use of meta-learning with mBERT as the base model (meta-QG) and find that it achieves significant performance improvements compared to the mBERT as well as mt5-base, and surprisingly also outperforms mBART-50 for Bengali. In the future, we plan to extend this framework to other Natural Language Generation tasks, and also plan to study the effectiveness of data augmentation approaches.
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A Appendix

A.1 Human Evaluation Results: Complete Table
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|---------------|------|------|------|
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| mt5-base      | 3.17 | 2.76 | 2.35 | 2.80 | 3.28 | 2.65 |
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| meta-QG       | 3.49 | 3.49 | 2.96 | 2.85 | 3.79 | 3.51 |

Table 2: Human evaluation results of 16-shot cross-lingual question generation for Bengali and Telugu. The three metrics are Fluency (Flu.), Relatedness (Rel.), and Correctness (Cor.) respectively.

A.2 Case Study

Table 3 shows few example sentences with the corresponding questions generated by the base mBERT model as well as the proposed meta-QG approach. For the examples 3a and 3d, we find that mBERT does not generate a question where entity names are getting repeated, possibly due to some bias towards generating entity names from the reference context. However, meta-QG overcomes this issue and generates better questions. The questions generated by mBERT in 3b and 3c are better than the other two examples, but there are minor issues, such as ‘Surya Sen’ instead of ‘Surya Sen’s’ (3b: missing morphological marker in Bengali) and only the surname (3c).
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| Reference 3a (Bengali): | চিত্রা বন্দ্যোপাধ্যায়ের বামীর নাম কী? |
| Translation: | What is the name of Chitra Bandyopadhyay’s husband? |
| meta-QG output: | চিত্রা বন্দ্যোপাধ্যায়ের বামীর নাম কী? |
| Translation: | What is the name of Chitra Bandyopadhyay’s husband? |
| mBERT output: | চিত্রা বা চিত্রা বা চিত্রা ছিলেন? |
| Translation: | Was it Chitra or Chitra or Chitra? |

| Reference 3b (Bengali): | মাস্টার্ডা সুর্যকুমার সেনের বাবার নাম কি ছিল?
| Translation: | What was the name of Masterda Suryakumar Sen’s father? |
| meta-QG output: | সুর্য সেনের বাবার নাম কি ছিল?
| Translation: | What is the name of Surya Sen’s father? |
| mBERT output: | সুর্য সেনের বাবার নাম কি ছিল?
| Translation: | What is the name of Surya Sen father? |

| Reference 3c (Bengali): | স্যাট কোপোরিনিকোস জন্ম কেবি হয়?
| Translation: | When was the famous astronomer Nicolaus Copernicus born? |
| meta-QG output: | নিকোলাউস কোপেরিনিকুকের জন্ম কেবি হয়?
| Translation: | When was Nicolas Copernicus born? |
| mBERT output: | কোপেরিনিকূকের জন্ম কেবি হয়?
| Translation: | When was Copernicus born? |

| Reference 3d (Bengali): | বিশ্বাত বাংলাদেশী চলচ্চিত্র পরিচালক মোরশেদুল ইসলামের প্রথম পরিচালিত চলচ্চিত্রের নাম কি?
| Translation: | What is the name of the first film directed by famous Bangladeshi film director Morshedul Islam? |
| meta-QG output: | মোরশেদুল ইসলামের প্রথম চলচ্চিত্রের নাম কি?
| Translation: | What is the name of the first film of Morshedul Islam? |
| mBERT output: | মোরশেদুল ইসলাম বা মোরশেদুল ইসলাম বা মোরশেদ কে ছিলেন?
| Translation: | Who was Morshedul Islam or Morshedul Islam or Morshed? |

Table 3: Some example outputs by the base mBERT model as well as the proposed meta-QG approach.