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Abstract. We consider the large time asymptotic behavior of solutions to the initial-boundary value problem

\begin{align*}
\frac{\partial}{\partial t}(u - uu_{xx}) + (1 + t)^nu_{xx} - uu_x &= 0, \quad x \in \mathbb{R}, \quad t > 0, \\
u(0,x) &= u_0(x), \quad x \in \mathbb{R}, \\
u(t,x) &\to a_\pm, \quad x \to \pm \infty, \quad t > 0,
\end{align*}

where \( n \in \mathbb{N} \). We find large time asymptotic formulas of solutions for three different cases

1) \( a_\pm = \pm 1 \),
2) \( a_\pm = \mp 1 \),
3) \( a_\pm = 0 \).

1. Introduction

We study the large time asymptotic behavior of solutions \( u(t,x) \) to the Cauchy problem for the following Sobolev type equation

\begin{align*}
\frac{\partial}{\partial t}(u - uu_{xx}) + (1 + t)^nu_{xx} - uu_x &= 0, \quad x \in \mathbb{R}, \quad t > 0, \\
u(0,x) &= u_0(x), \quad x \in \mathbb{R}, \\
u(t,x) &\to a_\pm, \quad x \to \pm \infty, \quad t > 0,
\end{align*}

where \( n \in \mathbb{N} \). In this paper we construct an asymptotic approximation which is close in the uniform norm to the solution. We represent the solution in the form \( u(t,x) = \varphi(t,x)r(t,x) \), where \( \varphi(t,x) \) is rarefaction wave and \( r(t,x) \) is a shock wave.

Sobolev-type equations describe various physical processes and are the subject of many papers, so the mathematical theory of these equations takes an important place in modern mathematical physics (see [12], [17], [6]).

In [18] semigroups theory was applied to the general theory of singular equations of Sobolev type. Degenerate equations of Sobolev type were studied in [5] from an abstract point of view. Equations of Sobolev type with two non-linearities were considered in [16]. In several cases equations of Sobolev type are also called pseudoparabolic equations. Pseudoparabolic equations with monotonic non-linearity were studied in [15]. The large-time asymptotic behavior of the solution of the Cauchy problem for an equation of Sobolev type with non-linearity of convective type was studied in [1], [2], [11], [13].
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The paper [4] is devoted to the proof of the maximum principle for equations of pseudoparabolic type. Pseudoparabolic equations with a monotonic non-linearity were considered in [15], where the classical monotonicity method was extensively applied to various classes of equations of mathematical physics and, in particular, to non-linear Sobolev-type equations with a monotonic non-linearity.

The monograph [19] contains a comprehensive discussion of the theory of linear and non-linear equations of Sobolev-type. The authors of [19] deduce model linear Sobolev-type equations of high order which can be used in plasma theory and for describing quasi-stationary processes in continuous electromagnetic media. Sufficient and close to necessary conditions for blowup occurring in finite time and for global solubility are obtained. Methods for the numerical solution of Sobolev-type equations are discussed.

Sobolev-type equations can rarely be explicitly solved, so various analytic methods for studying them are important. Some of the most effective approaches to the qualitative analysis of non-linear partial differential equations are asymptotic methods for the explicit representation of solutions. Asymptotic formula allow one to describe such properties of solutions as the rate of decrease (or growth) in various domains, the monotonic or oscillatory pattern of their behavior, the dependence with time on the initial perturbations, and so on. It is also interesting to analyze how the non-linear terms in Sobolev-type equations influence the asymptotic behavior of solutions. For instance, by contrast with the corresponding linear equations, solutions of non-linear problems may be rapidly oscillating, they may grow or decay more rapidly than solutions of the corresponding linear equations, they may approach a self-similar solution, and so on. We note that this information is difficult to obtain by numerical experiment, so asymptotic methods are not only important from the theoretical standpoint, but are also widely used in practice as a supplement to numerical methods.

Asymptotic methods of investigation of non-linear evolution equations are a fairly young area of mathematics, and their general theory is far from being complete. Describing large-time asymptotic behavior of solutions of non-linear evolution equations requires fundamentally new methods. For example, the assumptions that a solution is infinitely smooth and has compact support, which are routinely admissible in the case of linear equations, are too restrictive for non-linear theory. Asymptotic methods are complicated even in the case of linear evolution equations, because they require that solutions global in time not only exist, but also satisfy several additional a priori bounds (often in weighted norms) in order to make it possible to estimate the difference between a solution and its asymptotic approximation. Usually, we cannot use generalized solutions in asymptotic theory, so we consider classical or semi classical solutions in Lebesgue or Sobolev spaces. Each kind of non-linearity must be discussed separately, particularly when the initial data under consideration are not small.

We organize the rest of our paper as follows. In Sect. 2 we will show that if the initial data are monotonically increasing and have small higher order derivatives, then solutions tend to the rarefaction wave as \( t \to \infty \). In Sect. 3 we consider the case of the shock wave \( a_+ < a_- \) and we will show that solutions tend as \( t \to \infty \) to the self-similar solution \( -\tan(x(1+t)^\nu) \). The most difficult and intriguing case of the zero boundary conditions \( u(t,x) \to a_\pm = 0 \) as \( x \to \pm \infty \) is treated in Section 4, where we prove that
solutions of the Cauchy problem (1.1) can be represented as the product of a rarefaction
and a shock wave.
Denote the usual Lebesgue space \( L^p(\mathbb{R}) = \{ \phi \in S'; \| \phi \|_p < \infty \} \), where the norm
\( \| \phi \|_p = (\int_{\mathbb{R}} |\phi(x)|^p dx)^{1/p} \) if \( 1 \leq p < \infty \) \( y \| \phi \|_\infty = \text{ess. sup}_{x \in \mathbb{R}} |\phi(x)| \) if \( p = \infty \). Sobolev
spaces \( H^k(\mathbb{R}) = \{ \phi \in S'; \| i^{\alpha}|x|^k \phi \|_2 < \infty \} \), \( k \geq 0 \), \( \langle x \rangle = \sqrt{1 + x^2} \). Different positive
constants we denote by the same letter \( C \).

2. Rarefaction wave

First we investigate the case of the rarefaction wave. Consider the initial value
problem for the equation

\[
\begin{aligned}
\phi_t + (1 + t)^n \phi \phi_x &= 0, \quad x \in \mathbb{R}, \quad t > 0, \\
\phi(0, x) &= \phi_0(x), \quad x \in \mathbb{R},
\end{aligned}
\tag{2.1}
\]

where \( n \in \mathbb{N} \) and initial data \( \phi_0(x) \in C^2(\mathbb{R}) \) are monotonically increasing \( 0 < \phi_0(x) < C \) for all \( x \in \mathbb{R}, \ \phi_0(x) \to \pm 1 \) as \( x \to \pm \infty \) and \( \phi_0(0) = 0 \) The solution to problem (2.1) is given by
\( \phi(t, \chi(t, \xi)) = \phi_0(\xi), \) where the characteristics \( \chi(t, \xi) = \xi + \Phi(t) \phi_0(\xi), \) for \( \xi \in \mathbb{R}, \ t > 0, \) where \( \Phi(t) = \frac{1}{n+1} \left((1 + t)^{n+1} - 1\right). \) Note that
\( \chi(t, \xi) = \frac{\phi_0'(\xi)}{1 + \Phi(t) \phi_0'(\xi)} > 0 \)

and
\[
\frac{\phi_0'(\xi)}{(1 + \Phi(t) \phi_0'(\xi))^2} = \frac{1}{\Phi(t)} \frac{\Phi(t) \phi_0'(\xi)}{(1 + \Phi(t) \phi_0'(\xi))^2} \leq \frac{1}{\Phi(t)} \leq C(n + 1)(1 + t)^{-(n+1)}
\]

for all \( t \geq 1. \) As \( 0 < \phi_0'(\xi) < C \) for all \( \xi \in \mathbb{R}, \) then
\( \| \phi_\tau(t) \|_2 = \int_{\mathbb{R}} \frac{(\phi_0'(\xi))^2}{(1 + \Phi(t) \phi_0'(\xi))^2} d\xi \leq \frac{1}{\Phi(t)} \int_{\mathbb{R}} \phi_0'(\xi) d\xi \leq C(1 + t)^{-(n+1)} \)

for all \( t \geq 1. \) Thus
\[
\| \phi_\tau(t) \|_2 \leq C(1 + t)^{-\frac{1}{2}(n+1)}, \quad \int_{t}^{\infty} \| \phi_\tau(\tau) \|_\infty d\tau \to 0 \quad \tag{2.2}
\]
as \( t \to \infty. \) We assume that the initial data \( \phi_0(\xi) \in C^3(\mathbb{R}) \) has the asymptotics
\[
\phi_0(\xi) = \vartheta(\xi) + O\left(|\xi|^{-\beta}\right), \quad \phi_0'(\xi) = O\left(|\xi|^{-\beta}\right),
\phi_0''(\xi) = O\left(|\xi|^{-(1+3\beta)}\right), \quad \phi_0'''(\xi) = O\left(|\xi|^{-(1+4\beta)}\right) \quad \tag{2.3}
\]
as \( \xi \to \pm \infty, \) where \( \beta > 0 \) and \( \vartheta(\xi) = 1 \) for \( \xi \geq 0, \ \vartheta(\xi) = 0 \) for \( \xi < 0, \) we have
similar estimates for \( \phi_{xx}(t), \ \phi_{\alpha}(t), \ \phi_{xxx}(t). \)

First we give a sufficiently general result about convergence as \( t \to \infty \) of solutions
\( u(t, x) \) of problem (1.1) to the rarefaction wave \( \phi(t, x). \)
Theorem 1. Let $u_0 - \varphi_0 \in L^2(\mathbb{R})$. We assume that $\varphi_0(x) \in C^3(\mathbb{R})$ is such that condition (2.3) is true. Then

$$u(t,x) = \varphi(t,x) + o(1)$$

Proof. For the difference $w = u - \varphi$ we get the Cauchy problem

$$\begin{align*}
\partial_t (w - w_{xx} - \varphi_{xx}) + (1 + t)^n ((w + \varphi)(w + \varphi)_x - \varphi_{xx}) - w_{xx} - \varphi_{xx} = 0, \\
w(0, x) = w_0(x),
\end{align*}$$

(2.4)

where $w_0 = u_0 - \varphi_0 \in L^2(\mathbb{R})$. By the method of book [12] we can easily prove the existence of a unique solution $w(t, x) \in C^\infty((0, \infty); H^\infty(\mathbb{R})) \cap C([0, \infty); L^2(\mathbb{R}))$ to the Cauchy problem (2.4). Multiplying equation (2.4) by $w$ and integrating with respect to $x$ over $\mathbb{R}$, we get energy type a priori estimate

$$\frac{d}{dt} \left( \|w\|_2^2 + \|w_x\|_2^2 \right) + (1 + t)^n \int_{\mathbb{R}} w^2 \varphi_x dx + 2 \|w_x\|_2^2 + 2 \int_{\mathbb{R}} w_x (\varphi_x + \varphi_{xt}) dx = 0.$$ 

Note that $(1 + t)^n \int_{\mathbb{R}} w^2 \varphi_x dx \geq 0$ for all $t > 0$, whence by Cauchy inequality and estimates (2.2) (2.3) we have

$$\frac{d}{dt} \left( \|w\|_2^2 + \|w_x\|_2^2 \right) + 2 \|w_x\|_2^2 \leq 2 \|w_x\|_2^2 (\|\varphi_x\|_2 + \|\varphi_{xt}\|_2) \leq C \|w_x\|_2^2 (1 + t)^{-\frac{1}{2}(n+1)}.$$ 

Let $v = \|w\|_2^2 + \|w_x\|_2^2$, then $\|w_x\|_2 \leq \sqrt{v}$, with it we have $\frac{d}{dt} v \leq 2 \sqrt{v}(1 + t)^{-\frac{1}{2}(n+1)}$, integration with respect to time $t > 0$, yields $v = \|w\|_2^2 + \|w_x\|_2^2 \leq C$, with that $\|w\|_2 \leq C$ and $\|w_x\|_2 \leq C$, therefore

$$\frac{d}{dt} \left( \|w\|_2^2 + \|w_x\|_2^2 \right) + 2 \|w_x\|_2^2 \leq C (1 + t)^{-\frac{1}{2}(n+1)}.$$ 

Integration with respect to time $t > 0$, yields

$$\int_0^t \|w_x(\tau)\|_2^2 d\tau \leq C$$

then $\int_0^t \|w_x(\tau)\|_2^2 d\tau \leq C$ and via inequalities $\|w\|_{\infty}^4 \leq 4 \|w\|_2^2 \|w_x\|_2^2 \leq C \|w_x\|_2^2$, we obtain $\int_0^t \|w(t)\|_{4/3}^4 dt < C$. Therefore $\|w(t)\|_{\infty} \to 0$ and $\|w_x(t)\|_2 \to 0$ for some sequence $t_k \to \infty$. In order to prove that $\|w(t)\|_{\infty} \to 0$ as $t \to \infty$, let us estimate $\sup_{x \in R} w(t,x)$ and $\inf_{x \in R} w(t,x)$. Since $w \in C((0,\infty); H^1(\mathbb{R}))$ we see that $\lim_{|x| \to \infty} w(t,x) = 0$, hence we have $\sup_{x \in R} w(t,x) \geq 0$ and $\inf_{x \in R} w(t,x) \leq 0$ for all $t \in (0, \infty)$. By the method of paper [3] we have the following result.

Lemma 1. Let $w \in C^1((T_1, T_2); L^\infty(\mathbb{R}))$ and $\tilde{w}(t) = \sup_{x \in \mathbb{R}} w(t,x) > 0$ for all $t \in (T_1, T_2)$. Then there exists a point $\zeta(t) \in \mathbb{R}$ such that $\tilde{w}(t) = w(t, \zeta(t))$, moreover $\tilde{w}'(t) = w_t(t, \zeta(t))$ almost everywhere on $(T_1, T_2)$. 

We now prove that $\bar{w}(t) \to 0$ as $t \to \infty$. Since $\|w(t_k)\|_{\infty} \to 0$ for some sequence $t_k \to \infty$ we consider the time interval $T_2 > T_1 > t_k$ such that $\bar{w}(t) > 0$ for all $t \in (T_1, T_2)$. By virtue of Lemma 1 we get form equation (2.4) $$\bar{w}' - \partial_t (w_{xx} + \varphi_{xx}) + (1 + t)^n \bar{w} \varphi_x - w_{xx} (t, \zeta (t)) - \varphi_{xx} (t, \zeta (t)) = 0,$$

almost for all $t \in (T_1, T_2)$, where we have used the fact that $w_x (t, \zeta (t)) = 0$ via $w_{xx} (t, \zeta (t)) < 0$ and applying again Lemma 1 to $\bar{w}_{xx} (t) = \inf_{x \in \mathbb{R}} w_{xx} (t, x) < 0$ we have to $\bar{w}_{xx} (t) = w_{xx} (t, \zeta (t))$ and $\bar{w}_{xx} (t) = w_{xx} (t, \zeta (t))$ almost for all $t \in (T_1, T_2)$. Then we have

$$\bar{w}_t - \bar{w}_{xx} - \varphi_{xx} + (1 + t)^n \bar{w} \varphi_x - \bar{w}_{xx} - \varphi_{xx} = 0.$$}

Let $y(t) = \bar{w}(t) - \bar{w}_{xx}(t) > 0$, via $(1 + t)^n \bar{w} \varphi_x > 0$ for all $x \in \mathbb{R}$, $t > 0$, we have $y_t - \bar{w}_{xx} \leq \varphi_{xx} + \varphi_{xx}$, integration with respect to time $t \in (T_1, T_2)$, yields

$$0 < \int_{t_k}^{t} y(\tau)d\tau - \int_{t_k}^{t} \bar{w}_{xx}(\tau)d\tau \leq \int_{t_k}^{t} (\varphi_{xx}(\tau, \zeta(\tau)) + \varphi_{xx}(\tau, \zeta(\tau)))d\tau$$

as $\bar{w}_{xx}(t_k) < 0$ and $\int_{T_1}^{T_2} (\varphi_{xx}(\tau, \zeta(\tau)) + \varphi_{xx}(\tau, \zeta(\tau)))d\tau < \infty$, then $|\int_{0}^{\infty} \bar{w}_{xx}(\tau)d\tau| < \infty$, we have $\bar{w}_{xx}(t_k) \to 0$ as $t_k \to \infty$, and

$$0 < \int_{t_k}^{t} y(\tau)d\tau \leq \int_{t_k}^{t} (\varphi_{xx}(\tau, \zeta(\tau)) + \varphi_{xx}(\tau, \zeta(\tau)))d\tau.$$ By (2.3), we have $\int_{t_k}^{t} y(\tau)d\tau \to 0$ as $t_k \to \infty$, then $y(t) \leq y(t_k) + o(1)$ as $t_k \to \infty$, this is, $y(t) \leq \bar{w}(t_k) - \bar{w}_{xx}(t_k) + o(1)$ as $t_k \to \infty$. Since $\bar{w}(t_k) \to 0$ and $\bar{w}_{xx}(t_k) \to 0$ as $t_k \to \infty$, then we have $y(t) \to 0$ as $t \to \infty$. Therefore $\bar{w}(t) \to 0$ as $t \to \infty$. Similarly we prove that $\inf_{x \in \mathbb{R}} w(t, x) \to 0$ as $t \to \infty$. Hence $\|w(t)\|_{\infty} \to 0$ as $t \to \infty$. Theorem 1 is proved. □

We now suppose some more conditions to be fulfilled for the initial data $u_0(x)$ and compute more precisely the large time asymptotic behavior of solution $u(t, x)$ to the problem (1.1). We assume that initial data $u_0(x)$ monotonically increase and are slowly varying, so that the higher order derivatives are less comparing with the first one. More precisely we suppose that the initial data $u_0(x) \in C^3(\mathbb{R})$ have the following estimates.

$$0 < u_0'(x) \leq \varepsilon, \ |u_0''(x)| \leq C\varepsilon (u_0''(x))^3/2, \ |u_0'''(x)| \leq C\varepsilon^2 (u_0''(x))^2 \quad (2.5)$$

for all $x \in \mathbb{R}$, where $\varepsilon > 0$ is sufficiently small. For example, we can take the initial data of the form $u_0(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} e^2 \left(1 + e^4 \xi^2 \right)^{-1} d\xi$. Note that $u_0(+\infty) = 1$, also we have $u_0'(x) = \frac{1}{\pi} e^2 (1 + e^4 x^2)^{-1}$, $u_0''(x) = -\frac{2}{\pi} e^6 x (1 + e^4 x^2)^{-2}$, $u_0'''(x) = \frac{2}{\pi} e^6 (4 e^4 x^2 - 1) (1 + e^4 x^2)^{-3}$.

By Theorem 1 we know that solutions of (1.1) are similar to those of the Hopf equation (2.1). Therefore the nonlinearity in equation (1.1) grows with time more rapidly that the term with second derivative, hence the large time behavior of solutions should be
determined by the first two terms in equation (1.1). That is why we try to solve equation (1.1) by the method of characteristics. Changing $y = u - u_{xx}$ in (1.1), we get
\[
\begin{cases}
\partial_t y + (1+t)^n y y_x + (1+t)^n (u_{xxx} y_x + uu_{xxx}) - u_{xx} = 0, x \in \mathbb{R}, t > 0, \\
y(0, x) = y_0(x), x \in \mathbb{R},
\end{cases}
\]
where $y_0(x) = u_0(x) - u''_0(x)$. Hence we can write
\[
\begin{cases}
\partial_t y + y_x \left((1+t)^n y + \left((1+t)^n u_{xx} + \frac{(1+t)^n uu_{xxx} - u_{xx}}{y_x}\right)\right) = 0, x \in \mathbb{R}, t > 0, \\
y(0, x) = y_0(x), x \in \mathbb{R}.
\end{cases}
\]
We define characteristics $\chi(t, \xi)$ as the solutions to the Cauchy problem
\[
\begin{cases}
\chi_t = (1+t)^n y(t, \chi) + \left((1+t)^n u_{xx} + \frac{(1+t)^n uu_{xxx} - u_{xx}}{\chi(t, \xi)}\right), t > 0, \xi \in \mathbb{R}, \\
\chi(0, \xi) = \xi, \xi \in \mathbb{R}.
\end{cases}
\]
Then we get $\frac{d}{dt} y(t, \chi(t, \xi)) = 0$. Hence integrating $y(t, \chi(t, \xi)) = y_0(\xi), \xi \in \mathbb{R}$. Therefore we obtain
\[
\chi_t = (1+t)^n y_0(\xi) + \left((1+t)^n u_{xx} + \frac{\chi_\xi(t, \xi)}{y_0'(\xi)} ((1+t)^n uu_{xxx} - u_{xx})\right).
\]
We now change the independent variable $\eta = y_0(\xi)$, then the real axis $\xi \in \mathbb{R}$ is transformed biuniquely to a segment $(-1, 1)$ (in view of our assumptions (2.5) we have $y_0'(\xi) = u_0'(\xi) - u''_0(\xi) > 0$).

Denote $m(\eta) = \frac{\partial \eta}{\partial \xi} = y_0'(\xi)$, and $Z(t, \eta) = \frac{m(\eta)}{\chi_\xi(t, \xi)} = y_\chi(t, \chi)$. Then we have
\[
\partial_t \chi_\xi = (1+t)^n m(\eta) + \partial_\xi \left((1+t)^n u_{xx} + \frac{\chi_\xi(t, \xi)}{y_0'(\xi)} ((1+t)^n uu_{xxx} - u_{xx})\right)
= m(\eta) \left((1+t)^n + \partial_\eta \left((1+t)^n u_{xx} + \frac{1}{Z} ((1+t)^n uu_{xxx} - u_{xx})\right)\right).
\]
Whence for $Z(t, \eta)$ we get
\[
\partial_t Z = -Z^2 \frac{1}{m(\eta)} \partial_\xi \chi_\xi(t, \xi) = -Z^2 ((1+t)^n + A),
\]
where
\[
A(t, \eta) = \partial_\eta \left((1+t)^n u_{xx} + \frac{1}{Z} ((1+t)^n uu_{xxx} - u_{xx})\right)
= \frac{1}{Z^2} \left[(1+t)^n (Z u_{xxx} - Z u_{xxx} u_{xxx} + uu_{xxx} + uu_{xxxxx}) + Z_\eta u_{xx} - u_{xxx}\right]
= \frac{1}{Z^2} \left[(1+t)^n \left(Z u_{xxx} - \frac{u}{Z} y_{xx} u_{xxx} + u_x u_{xxx} + uu_{xxxxx}\right) + \frac{1}{Z} y_{xxx} u_{xx} - u_{xxx}\right].
\]
Thus for $Z(t, \eta)$ we get the following initial-boundary value problem

\[
\begin{cases}
Z_t = -Z^2((1+t)^n + A), \quad t > 0, \ \eta \in (-1, 1), \\
Z(0, \eta) = m(\eta), \quad \eta \in (-1, 1), \\
\partial^k_\eta Z|_{\eta=\pm 1} = 0, \quad t > 0, \ \ k = 1, 2.
\end{cases}
\tag{2.6}
\]

From the existence of a unique solution $u(t,x)$ to problem (1.1) it follows that there exists a unique global solution $Z(t, \eta) \in \mathcal{C}([0, \infty); \mathcal{C}^2(-1, 1) \cap \mathcal{C}^1((0, \infty); \mathcal{C}(-1, 1))$ to the initial-boundary value problem (2.6). Integrating equation (2.6) with respect to time $t > 0$ we get the following representation

\[
Z(t, \eta) = m(\eta) \left( 1 + m(\eta) \left( \Phi(t) + \int_0^t A(\tau, \eta) \, d\tau \right) \right)^{-1},
\]

where $\Phi(t) = \frac{1}{n+1} \left( (1+t)^{n+1} - 1 \right)$.

We prove the following result.

**Theorem 2.** Let conditions (2.5) for the initial data $u_0(x)$ be fulfilled with sufficiently small $\varepsilon > 0$. Then the estimate

\[
\sup_{\eta \in (-1, 1)} |A(t, \eta)| < C \varepsilon
\]

is true for all $t > 0$.

**Proof.** By contradiction and by virtue of continuity with respect to time we can find the time $T > 1$ such that

\[
\sup_{\eta \in (-1, 1)} |A(t, \eta)| \leq C \varepsilon
\]

for $t \in [0, T]$. Then we have the estimate

\[
Z(t, \eta) = m(\eta) \left( 1 + m(\eta) \left( \Phi(t) + \int_0^t A(\tau, \eta) \, d\tau \right) \right)^{-1} \leq \left\{ \begin{array}{ll} C(n+1)(1+t)^{-n-1}, & t \in [1, T] \\
Cm(\eta), & 0 < t < 1. \end{array} \right.
\]

Since the estimates for $0 < t < 1$ are more easy, so below we consider the estimates for large $t \geq 1$. Deriving the equation twice $\partial_t (u - u_{xx}) = -(1+t)^n uu_x + u_{xx}$ we have

\[
\partial_t (u_{xx} - u_{xxxx}) = -3(1+t)^n u_x u_{xx} - (1+t)^n uu_{xxx} + u_{xxxx}
\]

\[
= -3(1+t)^n u_x (u_{xx} - u_{xxxx}) - (1+t)^n uu_{xxx} + (1 - 3(1+t)^n u_x) u_{xxxx}.
\]

We denote $w_1 = u_{xx} - u_{xxxx}$ then we get

\[
\partial_t w_1 = -3(1+t)^n u_x w_1 - (1+t)^n uu_{xxx} + (1 - 3(1+t)^n u_x) u_{xxxx}.
\]
Let $X_1$ the point such that $u_{xx} (t, X_1) = \max_{x \in \mathbb{R}} u_{xx} (t, x)$.
We denote $\tilde{w}_1 = u_{xx} (t, X_1) - u_{xxxx} (t, X_1)$, then we get

$$\frac{d}{dt} \tilde{w}_1 = -3 (1 + t)^n u_x \tilde{w}_1 + (1 - 3 (1 + t)^n u_x) u_{xxxx} (t, X_1) \leq -\frac{3 (n + 1)}{1 + t} \tilde{w}_1$$

for $t \geq 1$. Integrating we obtain $\tilde{w}_1 (t) \leq \tilde{w}_1 (1) \left( \frac{1 + t}{2} \right)^{-3(n+1)}$. Hence

$$\max_{x \in \mathbb{R}} u_{xx} (t, x) \leq u_{xx} (t, X_1) - u_{xxxx} (t, X_1) = \tilde{w}_1 \leq C (1 + t)^{-3(n+1)} \leq CZ^3.$$

Similarly deriving the equation three times $\partial_t (u - u_{xx}) = -(1 + t)^n uu_x + u_{xx}$, we have

$$\partial_t (u_{xxx} - u_{xxxx}) = -4 (1 + t)^n u_x u_{xxx} - 3 (1 + t)^n u_{xx}^2 - (1 + t)^n uu_{xxxx} + u_{xxxxx}$$

$$= -4 (1 + t)^n u_x (u_{xxx} - u_{xxxx}) - 3 (1 + t)^n u_{xx}^2$$

$$- (1 + t)^n uu_{xxxx} + (1 - 4 (1 + t)^n u_x) u_{xxxxx}.$$

We denote $w_2 = u_{xxx} - u_{xxxx}$

$$\partial_t w_2 = -4 (1 + t)^n u_x w_2 - 3 (1 + t)^n u_{xx}^2 - (1 + t)^n uu_{xxxx} + (1 - 4 (1 + t)^n u_x) u_{xxxxx}.$$

Let $X_2$ the point such that $u_{xxx} (t, X_2) = \max_{x \in \mathbb{R}} u_{xxx} (t, x)$. We denote $\tilde{w}_2 = u_{xxx} (t, X_2) - u_{xxxxx} (t, X_2)$, then we get

$$\frac{d}{dt} \tilde{w}_2 \leq -4 (1 + t)^n u_x \tilde{w}_2 + (1 - 4 (1 + t)^n u_x) u_{xxxxx} (t, X_2) \leq -\frac{4 (n + 1)}{1 + t} \tilde{w}_2.$$

Now integrating we obtain

$$|u_{xxx}| \leq u_{xxx} (t, X_2) - u_{xxxxx} (t, X_2) = \tilde{w}_2 \leq C (1 + t)^{-4(n+1)} \leq CZ^4.$$

Similarly deriving the equation four times $\partial_t (u - u_{xx}) = -(1 + t)^n uu_x + u_{xx}$, we have

$$\partial_t (u_{xxxx} - u_{xxxxx}) = -5 (1 + t)^n u_x u_{xxxx} - 6 (1 + t)^n u_{xx} u_{xxx} - (1 + t)^n uu_{xxxxx} + u_{xxxxxx}$$

$$= -5 (1 + t)^n u_x (u_{xxxx} - u_{xxxxx}) - 6 (1 + t)^n u_{xx} u_{xxx}$$

$$- (1 + t)^n uu_{xxxxx} + (1 - 5 (1 + t)^n u_x) u_{xxxxxx}.$$

We denote $w_3 = u_{xxxx} - u_{xxxxx}$

$$\partial_t w_3 = -5 (1 + t)^n u_x w_3 - 6 (1 + t)^n u_{xx} u_{xxx} - (1 + t)^n uu_{xxxxx}$$

$$+ (1 - 5 (1 + t)^n u_x) u_{xxxxxx}.$$

Let $X_3$ the point such that $u_{xxxx} (t, X_3) = \max_x u_{xxxx} (t, x)$.
We denote $\tilde{w}_3 = u_{xxxx} (t, X_3) - u_{xxxxxx} (t, X_3)$, then we get

$$\partial_t \tilde{w}_3 = -5 (1 + t)^n u_x \tilde{w}_3 + (1 - 5 (1 + t)^n u_x) u_{xxxxxx} (t, X_3) \leq -\frac{5 (n + 1)}{1 + t} \tilde{w}_2.$$
As above integrating we obtain

\[ u_{xxxx} \leq u_{xxxx} \left(t, \tilde{X}_3\right) - u_{xxxxx} \left(t, \tilde{X}_3\right) = \tilde{w}_3 \leq C (1 + t)^{-5(n+1)} \leq CZ^5. \]

Then we have the estimates

\[ |u_{xx}| \leq C (1 + t)^{-3(n+1)}, \quad |u_{xxx}| \leq C (1 + t)^{-4(n+1)}, \quad |u_{xxxx}| \leq C (1 + t)^{-5(n+1)}. \]

Now we estimate \( A \),

\[
|A| = \left| \frac{1}{Z^2} \left[ (1 + t)^n \left( Zu_{xxx} - \frac{u}{Z} y_{xx} u_{xxx} + u_x u_{xxxx} + u u_{xxxx}\right) + \frac{1}{Z} y_{xx} u_{xx} - u_{xxx} \right] \right|
\]

\[
= \left| \frac{1}{Z^2} \left[ (1 + t)^n \left( Zu_{xxx} - \frac{u}{Z} (u_{xx} - u_{xxxx}) u_{xxx} + u_x u_{xxxx} + u u_{xxxx}\right) + \frac{1}{Z} (u_{xx} - u_{xxxx}) u_{xx} - u_{xxx} \right] \right|
\]

\[
\leq CZ^{-2} \left( (1 + t)^n Z^5 + Z^4 \right) \leq CZ^2 < C\varepsilon.
\]

Theorem 2 is proved. \( \square \)

### 3. Shock wave

Here we consider another type of the boundary conditions \( a_\pm = \mp 1 \), corresponding to the shock wave solutions. We study the Cauchy problem.

\[
\begin{cases}
\partial_t (u - u_{xx}) + (1 + t)^n u u_{xx} - u_{xx} = 0, \quad x \in \mathbb{R}, \quad t > 0, \\
u(0, x) = u_0(x), \quad x \in \mathbb{R},
\end{cases}
\]

(3.1)

where \( n \in \mathbb{N} \) and with initial data satisfying shock-wave type boundary conditions \( u_0(x) \to \mp 1 \) as \( x \to \pm \infty \). Changing \( u(t, x) = w(t, y), \ y = x(1 + t)^n \), we get

\[
\begin{cases}
w_t + n \frac{y}{1 + t} w_y - (1 + t)^{2n} \left[ -w w_y + \left( 2n \frac{1}{1 + t} + 1 \right) w_{yy} \right] + w_{yyy} + n \frac{y}{1 + t} w_{yyy} = 0, \quad y \in \mathbb{R}, \quad t > 0, \\
w(0, y) = u_0(y), \quad y \in \mathbb{R}.
\end{cases}
\]

(3.2)

We introduce the approximate solution (better approximation it is for bigger \( t \) ) \( W(t, y) = \sum_{k=0}^{m} (1 + t)^{-k} W_k(y) \), where \( m \geq 2n \), the functions \( W_k(y) \) for \( 0 \leq k \leq m \) we define recurrently below. We substitute \( W \) into (3.2) to get

\[
\begin{align*}
\sum_{k=1}^{m+1} \left( (k - 1)(1 + t)^{-k} W_{k-1}(y) - ny(1 + t)^{-k} W'_{k-1}(y) \right) \\
= (1 + t)^{2n} \left[ \sum_{l=0}^{m} \sum_{s=0}^{m} (1 + t)^{-l-s} W_l W'_s - (2n \frac{1}{1 + t} + 1) \sum_{k=0}^{m} (1 + t)^{-k} W''_k \\
+ \sum_{k=1}^{m} k(1 + t)^{-k-1} W''_k(y) - ny \sum_{k=0}^{m} (1 + t)^{-k-1} W'''_k \right]
\end{align*}
\]
We now collect the terms with the same power of \((1+t)^{2n-k}\). Then for \(W_0\) we obtain \(W_0 W''_0 - W'''_0 = 0\) with boundary conditions \(W_0(y) \to 1\) cuando \(y \to -\infty\), \(W_0(y) \to 0\) cuando \(y \to +\infty\) whence \(W_0(y) = -\tanh\left(\frac{1}{2}y\right)\),

\[
\sum_{l=0}^{k} W_{k-l}W'_l - 2nW''_{k-1} - W''_k + (k-1)W'_{k-1} - nyW'''_{k-1} = 0, \quad k = 1, \ldots, 2n \tag{3.3}
\]

and

\[
(j - 1)W_{j-1} - nyW'_{j-1} = \sum_{l=0}^{k} W_{k-l}W'_l - 2nW''_{k-1} - W''_k + (k-1)W'_{k-1} - nyW'''_{k-1}, \quad k = j + 2n, \quad j \geq 1, \tag{3.4}
\]

with boundary conditions \(W_k(y) \to 0\), for \(y \to \pm\infty\), \(k \geq 1\), whence integrating the identity with respect to \(y\) over \((-\infty, y)\) we obtain

\[
W_k = W_k W_0 + \frac{1}{2} \sum_{l=1}^{k-1} W_{k-l}W_l + (k-2n-1)W'_{k-1} - n \int_{-\infty}^{y} \tau W'''_{k-1}(\tau) d\tau, \quad k = 1, \ldots, 2n,
\]

\[
W'_k = W_k W_0 + \frac{1}{2} \sum_{l=1}^{k-1} W_{k-l}W_l + (k-2n-1)W'_{k-1} - n \int_{-\infty}^{y} \tau W'''_{k-1}(\tau) d\tau - (j - 1) \int_{-\infty}^{y} W_{j-1}(\tau) d\tau + n \int_{-\infty}^{y} \tau W'_{j-1}(\tau) d\tau, \quad k = j + 2n, \quad j \geq 1.
\]

Multiplying both sides of the above by \(\cosh^2 \left(\frac{1}{2}y\right)\) and integrating the resulting equation with respect to \(y\) over \((-\infty, y)\) again we have

\[
W_k(y) = \int_{-\infty}^{y} \frac{\cosh^2 \left(\frac{1}{2}z\right) - \cosh^2 \left(\frac{1}{2}y\right)}{\cosh^2 \left(\frac{1}{2}z\right)} \left(\frac{1}{2} \sum_{l=1}^{k-1} W_{k-l}W_l + (k-2n-1)W'_{k-1}\right) d\tau, \quad k = 1, \ldots, 2n,
\]

\[
W_k(y) = \int_{-\infty}^{y} \frac{\cosh^2 \left(\frac{1}{2}z\right) - \cosh^2 \left(\frac{1}{2}y\right)}{\cosh^2 \left(\frac{1}{2}z\right)} \left(\frac{1}{2} \sum_{l=1}^{k-1} W_{k-l}W_l + (k-2n-1)W'_{k-1}\right) - n \int_{-\infty}^{z} \tau W'''_{k-1}(\tau) d\tau d\tau + n \int_{-\infty}^{z} \tau W'_{j-1}(\tau) d\tau, \quad k = j + 2n, \quad j \geq 1.
\]

We find that \(W_k(y)\) is an odd function for any \(k \geq 0\). Indeed \(W_0(y) = -\tanh\left(\frac{1}{2}y\right)\) is an odd function and if we assume that \(W_i\) is an odd function for all \(i \leq k - 1\) also \(W''_i\) in an odd function, then \(\int_{-\eta}^{\eta} \tau W'_i(\tau) d\tau = \int_{-\eta}^{\eta} W_i(\tau) d\tau = 0\), \(\int_{-\eta}^{\eta} \tau W'''_{i-1}(\tau) d\tau = \int_{-\eta}^{\eta} W''_{i-1}(\tau) d\tau = 0\) and \(W_i(\eta)W_i(-\eta) = W_i(-\eta)W_i(\eta)\) which imply \(W_k(y)\) is an odd function. The function \(W(t,y)\) is close to the shock wave \(W_0(y) = -\tanh\left(\frac{1}{2}y\right)\) for large time \(t \to \infty\). This is the reason why we introduce the higher-order corrections \(W_k(y)(1+t)^{-k}, \; k \geq 1\) considering convergence with derivatives of the solution \(u(t,x)\).
as \( t \to \infty \). It is easy to verify that \( \int \frac{1}{y} W_k(y) \leq C \gamma^{2k} e^{-|y|}, \quad k \geq 1 \). By virtue of (3.2), (3.3) and (3.4) we find for the difference \( v(t,x) = u(t,x) - W(t,y) \)

\[
v_t - v_{tx} + (1 + t)^n v_{xx} + (1 + t)^n \partial_x(vW) - v_{xx} + R = 0
\]

where

\[
R(t,y) = W_t - W_{tx} + (1 + t)^n WW_x - W_{xx}
\]

\[
= - \sum_{k=m-2n}^m k(1 + t)^{-k-1} W_k + ny \sum_{k=m-2n}^m (1 + t)^{-k-1} W'_k
- (1 + t)^{2n}(2n-m)(1 + t)^{-m-1} W''_{m} - (1 + t)^{2n} ny(1 + t)^{-m-1} W''_{m}
+ (1 + t)^{2n} \sum_{k=m+1}^{2m} \left( \sum_{l=0}^k (k + 1) \right) (1 + t)^{-k},
\]

whence integrating with respect to \( x \) on \((-\infty, x)\) we get

\[
V_t - V_{tx} - \frac{1}{2} t^n (V_x)^2 + t^n W V_x - V_{xx} + R_1 = 0
\]

where \( V(t,x) = \int_{-\infty}^{x} v(t,x') \, dx' \) and

\[
R_1(t,y) = (1 + t)^{-n-1} \left[ -ny \sum_{k=m-2n}^m (1 + t)^{-k} W_k(y) - \sum_{k=m-2n}^m (n+k)(1 + t)^{-k} \int_{-\infty}^{y} W_k(\tau) d\tau \right]
- (1 + t)^{n-m-1}(n-m) W'_m(y) - (1 + t)^{n-m-1} ny W''_m(y)
+ \frac{1}{2} (1 + t)^{n} \sum_{k=m+1}^{2m} \left( \sum_{l=0}^k (k + 1) \right) (1 + t)^{-k}
\]

by virtue the estimates for \( W_k, \quad k \geq 0 \) and its derivatives we have \( R_1(t,y) = O \left( (1 + t)^{n-m-1} y^4 e^{\alpha|x|} \right) \) as \( y \to +\infty \). We suppose that the initial data \( u_0(x) \) for the problem (1.1) are near the approximate solution \( W(t,y) \) so that \( V(t_0,x) \cosh \alpha x \in L^\infty \) for some \( \alpha > 0 \) sufficiently small and \( t = t_0 \), where the initial time \( t_0 > 0 \) we choose to be sufficiently large. In other words, from the beginning the nonlinear effects dominate the linear ones (we could replace this requirement by considering a large coefficient at the nonlinear term in equation (1.1)).

We now prove following result.

**Theorem 3.** Let the initial time \( t_0 > 0 \) be sufficiently large and the initial data \( u(t_0,x) \in L^\infty \) be close to the shock wave \( W(t_0,x(1 + t_0)^n) \), that is

\[
cosh (\alpha x) \int_{-\infty}^{x} \left( u(t_0,x') - W(t_0,x'(1 + t_0)^n) \right) dx' \in L^\infty.
\]
where $\alpha > 0$ is sufficiently small. Then there exists a unique $u(t,x)$ to the Cauchy problem (1.1) such that

$$\cosh(\alpha x) \int_{-\infty}^{x} \left( u(t,x') - W(t,x'(1+t_0)^n) \right) \, dx' \in C([t_0,\infty); L^\infty)$$

and the estimate

$$\left\| \cosh(\alpha x) \int_{-\infty}^{x} \left( u(t,x') - W(t,x'(1+t_0)^n) \right) \, dx' \right\|_\infty \leq C(1+t)^{-n+1}$$

is true for all $t \geq t_0$.

Thus we see that the solution $u(t,x)$ of the Cauchy problem (1.1) tends to the shock wave $W(t,y)$ as $t \to \infty$ uniformly with respect to $x \in \mathbb{R}$.

**Proof.** By virtue of equation (3.6) we have for the function $g(t,x) = V(t,x) \cosh \alpha x$, where $\alpha > 0$ is sufficiently small

$$\partial_t \left( (1+\alpha^2 - 2\alpha^2 \tanh^2 \alpha x)g - g_{xx} + 2\alpha \tanh \alpha g_x \right) = \frac{(1+t)^n}{2 \cosh \alpha x} (g_x - \alpha g \tanh \alpha x)^2 - \chi g - \psi g_x + g_{xx} - R_1 \cosh \alpha x \tag{3.7}$$

where

$$\chi = \alpha^2 - 2\alpha^2 \tanh^2 \alpha x - \alpha(1+t)^nW(t,y) \tanh \alpha x, \quad \psi = 2\alpha \tanh \alpha x + (1+t)^nW(t,y).$$

Since $1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x > 0$, we apply the maximum principle to equation (3.7) by virtue of Lemma 1, let $\zeta(t)$ such that $\tilde{g}(t) = g(t,\zeta(t)) = \sup_{x\in\mathbb{R}} g(t,x)$, then

$$(1+\alpha^2 - 2\alpha^2 \tanh^2 \alpha x)\tilde{g}_t - \tilde{g}_{xx} = \frac{(1+t)^n}{2 \cosh \alpha x} (\alpha \tilde{g} \tanh \alpha x)^2 - \chi \tilde{g} + g_{xx}(t,\zeta(t)) - R_1 \cosh \alpha x$$

As $g_{xx}(t,\zeta(t)) < 0$, we apply Lemma 1 to $\tilde{g}_{xx}(t) = \inf_{x\in\mathbb{R}} g_{xx}(t,x) < 0$, we have $\tilde{g}_{xx}(t) = g_{xx}(t,\zeta(t))$ and $\tilde{g}_{xx}(t) = g_{xx}(t,\zeta(t))$ in almost all $t$, therefore

$$(1+\alpha^2 - 2\alpha^2 \tanh^2 \alpha x)\tilde{g}_t - \tilde{g}_{xx} \leq \frac{1}{2} \alpha^2 (1+t)^n \tilde{g}^2 - \chi \tilde{g} + \tilde{g}_{xx} - R_1 \cosh \alpha x.$$

Applying the estimate,

$$\chi = \alpha^2 - 2\alpha^2 \tanh^2 \alpha x + \alpha(1+t)^n \tanh \alpha x \tanh(y/2)$$

$$- \alpha(1+t)^n \tanh \alpha \sum_{k=1}^{m} (1+t)^{-k} W_k(y)$$

$$= \alpha^2 - 2\alpha^2 \tanh^2 \alpha x + \alpha(1+t)^n \tanh \alpha x \tanh(y/2) + O(1) \geq c$$

for all $t \geq t_0$, if $t_0 > 0$ is sufficiently large and $\alpha > 0$ sufficiently small, we have

$$(1+\alpha^2 - 2\alpha^2 \tanh^2 \alpha x)\tilde{g}_t - \tilde{g}_{xx} \leq \frac{1}{2} \alpha^2 (1+t)^n \tilde{g}^2 - c \tilde{g} + \tilde{g}_{xx} - R_1 \cosh \alpha x.$$
Therefore we have for \( I(t) = (1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x) \tilde{g}(t) - \tilde{g}_{xx}(t) > 0, \)
\[
\frac{d}{dt} I \leq \frac{1}{2} \left( \frac{\alpha}{m_1} \right)^2 (1 + t)^n I^2 - \frac{c}{M_1} I + \left( 1 - \frac{c}{M_1} \right) \tilde{g}_{xx} - R_1 \cosh \alpha x
\]
where \( M_1 = \max \left( 1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x \right) > 0 \) and \( m_1 = \min \left( 1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x \right) > 0. \) We can suppose that \( c > 0 \) sufficiently small such that \( \left( 1 - \frac{c}{M_1} \right) > 0, \) then
\[
\frac{d}{dt} I \leq \frac{1}{2} \left( \frac{\alpha}{m_1} \right)^2 (1 + t)^n I^2 - \frac{c}{M_1} I - R_1 \cosh \alpha x.
\]
We have \( |R_1(t, y) \cosh \alpha x| \leq C(1 + t)^{2n-m}, \) then
\[
\frac{d}{dt} I \leq C(1 + t)^n I^2 - rI + C(1 + t)^{2n-m}.
\]
Let \( I(t) = z(t) e^{-rt}, \) then
\[
z_t \leq C(1 + t)^n z^2 e^{-rt} + C(1 + t)^{2n-m} e^{rt} \tag{3.8}
\]
Let us prove that
\[
z(t) < Ce^{rt} (1 + t)^{2n-m} \tag{3.9}
\]
for all \( t \geq t_0. \) By contradiction we suppose that there exists \( T > t_0 \) such that \( z(t) \leq C e^{rt} (1 + t)^{2n-m} \) for all \( t \in [t_0, T]. \) Thus from (3.8) we get \( z_t \leq C(1 + t)^{2n-m} e^{rt}, \) hence integration with respect to time yields
\[
z(t) \leq C + \int_{t_0}^{t} (1 + \tau)^{2n-m} e^{r\tau} d\tau < Ce^{rt} (1 + t)^{2n-m}
\]
for all \( t \in [t_0, T]. \) The contradiction obtained proves estimate (3.9) for all \( t \geq t_0. \) Hence \( I(t) < C(1 + t)^{2n-m} \) and \( m \tilde{g}(t) < I(t) \) then \( \tilde{g}(t) < C(1 + t)^{2n-m} \) for all \( t \geq t_0. \) For the value \( \tilde{g}(t) = \inf_{x \in \mathbb{R}} g(t, x) \) similarly we obtain \( \tilde{g}(t) > -C(1 + t)^{2n-m} \) for all \( t \geq t_0, \) hence the result of the theorem is true. Theorem 3 is proved. \( \square \)

4. Zero boundary conditions

We now consider the most difficult and intriguing case when the initial dado decay at infinity. To facilitate the calculations we will analyze (1.1) when \( n = 1. \) So we consider the Cauchy problem
\[
\begin{aligned}
\partial_t (u - u_{xx}) + (1 + t)uu_x - u_{xx} &= 0, \quad x \in \mathbb{R}, \quad t > 0, \\
u(0, x) &= u_0(x), \quad x \in \mathbb{R},
\end{aligned}
\]
with the initial data \( u_0(x) \to 0 \) as \( x \to \pm \infty. \) We know (see book [12]) that there exists a unique solution \( u(t, x) \in \mathcal{C}([0, \infty); L^2) \cap \mathcal{C}^\infty((0, \infty); L^\infty) \) if the \( u_0 \in L^2. \) If the datum
$u_0(x)$ is an odd function, then the solution $u(t,x)$ remains to be an odd function for all $t > 0$ and it can be obtain as an odd prolongation of the following Dirichlet boundary-value problem

\[
\begin{aligned}
\partial_t (u - u_{xx}) + (1 + t)uw_x - u_{xx} &= 0, \quad x \in (-\infty, 0), \quad t > 0, \\
u(t, -\infty) &= 0, \quad u(t, 0) = 0, \quad t > 0, \\
u(0,x) &= u_0(x), \quad x \in (-\infty, 0).
\end{aligned}
\] (4.1)

Define $\varphi(t,x)$ as a rarefaction wave constructed in Section 2

\[
\begin{aligned}
\partial_t (\varphi - \varphi_{xx}) + (1 + t)\varphi \varphi_x - \varphi_{xx} &= 0, \quad x \in \mathbb{R}, \quad t > 0, \\
\varphi(0,x) &= \varphi_0(x), \quad x \in \mathbb{R},
\end{aligned}
\] (4.2)

where the initial data $\varphi_0(x)$ are monotonically increasing $\varphi_0'(x) > 0$ for all $x \in \mathbb{R}$ and $\varphi_0(x) \to 0$ as $x \to -\infty$. Now we define $r(t,x)$ as a solution to the Dirichlet boundary-value problem

\[
\begin{aligned}
\partial_t (r - r_{xx}) + t\varphi r_x + t \varphi_x r(r - 1) \\
-\frac{1}{\varphi} [\varphi_{xx} r_t + 2 \partial_t (\varphi_x r_x) + \varphi_t r_{xx} + 2 \varphi_x r_x] - r_{xx} &= 0, \quad x \in (-\infty, 0), \quad t > 0, \\
r(t, -\infty) &= 1, \quad r(t, 0) = 0, \quad t > 0, \\
r(0,x) &= r_0(x), \quad x \in (-\infty, 0).
\end{aligned}
\] (4.3)

Then the function $u = \varphi r$ satisfy problem (4.1).

For example we suppose that the initial data $\varphi_0(x)$ decay infinity as $\varphi_0(x) = -\frac{1}{x} + O(e^{-|x|})$ as $x \to -\infty$. We use the method of characteristics to solve equation (4.2). We define characteristics $\chi(t, \xi)$ as the solutions to the Cauchy problem

\[
\begin{aligned}
\chi_t &= (1 + t)\varphi(t, \chi) - \frac{\varphi_{xx}}{\varphi_x} - \frac{\varphi_{xx}}{\varphi_x}, \quad t > 0, \quad \xi \in \mathbb{R}, \\
\chi(0, \xi) &= \xi, \quad \xi \in \mathbb{R}.
\end{aligned}
\]

Then from equation (4.2) we get a simple equation

\[
w_t(t, \xi) = \varphi_t + \varphi_x x_t = \varphi_t + \varphi_x (1 + t) \varphi - \frac{\varphi_{xx}}{\varphi_x} - \frac{\varphi_{xx}}{\varphi_x} = 0
\]

for the new dependent variable $w(t, \xi) = \varphi(t, \chi(t, \xi))$. Hence $w(t, \xi) = \varphi_0(\xi)$ for all $t > 0, \xi \in \mathbb{R}$. By a straightforward calculation we have

\[
\begin{aligned}
\partial_x \varphi &= \frac{\varphi_0'(\xi)}{\chi_x(t, \xi)}, \\
\partial_x^2 \varphi &= \frac{\varphi_{xxx}(\xi)}{\chi_x^3(t, \xi)} - \frac{\varphi''_0(\xi) \chi_{xx}(t, \xi)}{\chi_x^2(t, \xi)} - \frac{\varphi_0'(\xi) \chi_{xx}(t, \xi)}{\chi_x^2(t, \xi)} + \frac{1}{\chi_x(t, \xi)} \partial_{\xi} \left( \frac{\varphi'_0(\xi)}{\chi_x(t, \xi)} \right)
\end{aligned}
\]

\[
\begin{aligned}
\partial_x^3 \varphi(t, \chi(t, \xi)) &= \frac{\varphi''''_0(\xi)}{\chi_x^3(t, \xi)} - \frac{3 \varphi_0''(\xi) \chi_{xx}(t, \xi)}{\chi_x^2(t, \xi)} - \frac{\varphi_0'(\xi) \chi_{xx}(t, \xi)}{\chi_x^2(t, \xi)} + \frac{3 \varphi'_0(\xi) \chi_{xx}(t, \xi)}{\chi_x^2(t, \xi)}.
\end{aligned}
\]
whence
\[ \chi_t = (1 + t) \phi_0(\xi) - \frac{\chi_\xi(t, \xi)}{\phi_0'(\xi)} \partial_t \left[ \frac{1}{\chi_\xi(t, \xi)} \partial_\xi \left( \frac{\phi_0'(\xi)}{\chi_\xi(t, \xi)} \right) \right] - \frac{1}{\phi_0'(\xi)} \partial_\xi \left( \frac{\phi_0'(\xi)}{\chi_\xi(t, \xi)} \right). \]

Integration with respect to time \( t > 0 \), yields
\[ \chi(t, \xi) = \xi + \frac{1}{2} (1 + t)^2 \phi_0(\xi) - \frac{1}{\phi_0'(\xi)} \int_0^t \phi_\chi(t', \chi(t', \xi)) dt' \]
\[ - \frac{1}{\phi_0'(\xi)} \int_0^t \chi_\xi(t', \xi) \frac{\partial}{\partial t'} \left[ \frac{1}{\chi_\xi(t', \xi)} \partial_\xi \phi_\chi(t', \chi(t', \xi)) \right] dt'. \]

Define the curve \( \xi_0(t) \) such that \( \chi(t, \xi_0(t)) = 0 \). We easily see that \( \xi_0(t) \to -\infty \) as \( t \to \infty \). In the first approximation we write \( \chi(t, \xi) = \xi - \frac{1}{2\xi} (1 + t)^2 + O(\xi^{-1}(1 + t)^3) \), hence \( \xi_0^2 = \frac{1}{2}(1 + t)^2 + O(1 + t)^3 \). Therefore the asymptotic expansions
\[ \xi_0(t) = -\frac{1}{\sqrt{2}} (1 + t) + O(1 + t)^2, \quad \phi_\chi(t, 0) = (1 + t)^{-2} + O((1 + t)^{-3}), \]
\[ \phi_{\chi\chi}(t, 0) = \frac{1}{\sqrt{2}} (1 + t)^{-3} + O((1 + t)^{-4}), \quad \phi_{\chi\chi\chi}(t, 0) = -3(1 + t)^{-4} + O((1 + t)^{-5}). \]

are valid for \( t \to \infty \). Then by virtue of the Taylor formula
\[ \phi(t, x) = \phi(t, 0) + x \phi_\alpha(t, 0) + \frac{1}{2} x^2 \phi_{\alpha\alpha}(t, 0) + \frac{1}{6} x^3 \phi_{\alpha\alpha\alpha}(t, \tilde{x}), \]
we have
\[ \phi(t, x) = \sqrt{2}(1 + t)^{-1} + x(1 + t)^{-2} + \frac{1}{2\sqrt{2}} x^2 (1 + t)^{-3} + O(x^3(1 + t)^{-4}) \]
for \( t \to \infty \). and similarly for \( \phi_\alpha(t, x), \phi_\beta(t, x), \phi_{\alpha\alpha}(t, x), \phi_{\alpha\beta}(t, x) \). Continuing this procedure we obtain the asymptotic expansions
\[ (1 + t) \phi(t, x) = \sum_{k=0}^m a_k(x)(1 + t)^{-k} + O(x^{m+1}(1 + t)^{-m-1}) \]
for \( t \to \infty \), and similarly for \( (1 + t)^2 \phi_\alpha(t, x), (1 + t)^2 \frac{\phi_\alpha(t, x)}{\phi(t, x)}, (1 + t)^2 \frac{\phi_{\alpha\alpha}(t, x)}{\phi(t, x)}, (1 + t)^2 \frac{\phi_{\alpha\beta}(t, x)}{\phi(t, x)} \), where \( a_k(x) \) is polynomial with respect to \( x \) of order less than \( k \).

Now as in Section 3 we construct an approximate solution \( \Phi(t, x) \) to problem \((4.3)\) in the form \( \Phi(t, x) = \sum_{k=0}^m \phi_k(x)(1 + t)^{-k} \). where the functions \( \phi_k(x), 0 \leq k \leq m, \) are defined recurrently via equations (which are obtain by comparing terms containing \( (1 + t)^{-k} \))
\[ \phi_0'' - a_0 \phi_0' = 0, \quad \phi_k'' - a_0 (\phi_k \phi_0)' = z_k, \quad k \geq 1, \]
where
\[ z_k(t, x) = \sum_{j=0}^{k-1} \sum_{l=0}^{j} \left( a_{k-j} \phi_{j-l} \phi_l + b_{k-l} \phi_{j-l} \phi_l \right) + \sum_{l=1}^{k-1} a_0 \phi_{k-l}' \phi_l \]
for $k \geq 1$, where $b_k(x)$, $c_k(x)$, $d_k(x)$, $e_k(x)$ and $f_k(x)$ are polynomials with respect to $x$ of order less than $k$. By the boundary conditions we have $\phi_0(x) \to 1$, $\phi_k(y) \to 0$, $k \geq 1$ for $y \to -\infty$ and $\phi_k(0) = 0$, $k \geq 0$. Integrating equation (4.4) with $a_0 = 0$, we get $\phi_0(x) = -\tanh \left( \frac{x}{2} \right)$ and

$$\phi_k(x) = \frac{1}{\cosh^2 \left( \frac{x}{2} \right)} \int_0^x \cosh^2 \left( \frac{1}{2} \eta \right) \int_{-\infty}^\eta z_k(\eta') d\eta' d\eta, \quad k \geq 1.$$  

We have the estimates $\phi_k(x) \leq C |x|^{2k} e^{-|x|}$, $k \geq 1$. For the difference $w(t,x) = r(t,x) - \Phi(t,x)$ we obtain

$$w_t - w_{txx} - w_{xx} + (1 + t) (\varphi \Phi w_x) + \frac{1}{2} (1 + t) \left( \varphi w^2 \right)_x + \frac{1}{2} (1 + t) \varphi w^2 + (1 + t) \varphi_x (\Phi - 1) w - \frac{2 \varphi_x}{\varphi} \Phi w_x - \frac{2 \varphi_{xx}}{\varphi} \Phi w_t - \frac{2 \varphi_x}{\varphi} \Phi w_x - \frac{2 \varphi_x}{\varphi} \Phi w_{tx} - R = 0$$

(4.5)

where the remainder term

$$R = \Phi_t - \Phi_{txx} - \Phi_{xx} + (1 + t) \varphi \Phi x + (1 + t) \varphi_x \Phi (\Phi - 1) - \frac{\varphi_{xx}}{\varphi} \Phi_x - \frac{2 \varphi_{xx}}{\varphi} \Phi_t x - \frac{2 \varphi_x}{\varphi} \Phi_t - \frac{2 \varphi_x}{\varphi} \Phi_{xx} - \frac{2 \varphi_x}{\varphi} \Phi_x.$$  

Denoting $W(t,x) = \int_{-\infty}^x w(t,x') dx'$ and integrating equation (4.5) from $-\infty$ to $x$, we then find

$$\left( 1 - \frac{\varphi_{xx}}{\varphi} \right) W_t - \frac{2 \varphi_x}{\varphi} W_{tx} - W_{txx} - \left( 1 + \frac{\varphi_t}{\varphi} \right) W_{xx} + \left( (1 + t) \varphi \Phi - \frac{2 \varphi_x}{\varphi} \Phi_x - \frac{2 \varphi_{xx}}{\varphi} \Phi_t + \left( \frac{\varphi_t}{\varphi} \right)_x \right) W_x + \left( (1 + t) \varphi_x (\Phi - 1) + \frac{2 \varphi_x}{\varphi} \Phi_x + \left( \frac{2 \varphi_{xx}}{\varphi} \Phi_{xx} - \frac{2 \varphi_x}{\varphi} \Phi_{xx} \right)_x \right) W + \frac{1}{2} (1 + t) \varphi w^2 + \frac{1}{2} (1 + t) \varphi_x w^2 - (1 + t) \varphi_x^{-1} ((\varphi_x (\Phi - 1))_x W) - \partial_x^{-1} \left( \left( \frac{2 \varphi_x}{\varphi} \right)_x + \left( \frac{2 \varphi_x}{\varphi} \right)_x - \frac{\varphi_t}{\varphi} \right)_x \right) W \right)

(4.6)

$$+ \partial_x^{-1} \left( \partial_x \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] \right) W_t + R_1 = 0$$

with the Neumann boundary condition $W_x(t,0) = w(t,0) = 0$, where $R_1 = \int_{-\infty}^x R(t,x') dx'$. Via (4.4), the estimates $\phi_0(x)$, $\phi_k(x)$, $k \geq 1$ and its derivatives we have
\[ R_1(t,x) = O((1 + t)^{-m+1})x^{3m}e^{-|x|} \] as \( x \to -\infty \).

We suppose that the initial data \( r(t_0,x) \) are sufficiently close to \( \Phi(t,x) \) so that the function \( W(t_0,x) \cosh \alpha x \in L^\infty((\infty,0)) \) for some \( \alpha > 0 \) sufficiently small and the initial time \( t = t_0 \) is sufficiently large. The last requirement can be replaced by a sufficiently large coefficient at the nonlinear term in equation (1.1) so that nonlinear effects dominate the linear ones form the beginning.

We prove the following result.

**Theorem 4.** Let the initial time \( t_0 > 0 \) be sufficiently large, and the initial data \( u_0(x) \in L^\infty \) be an odd function and close to the shock wave \( \Phi(t_0,x) \), that is

\[
\cosh(\alpha x) \int_{-\infty}^x \left( \frac{u_0(x')}{\alpha} - \Phi(t_0,x') \right) dx' \in L^\infty
\]

where \( \alpha > 0 \) is sufficiently small and \( \varphi_0(x) \) is such that \( \varphi_0'(x) > 0 \) for all \( x \in (-\infty,0) \) and \( \varphi_0(x) = -\frac{1}{x} + O(e^{-|x|}) \) as \( x \to -\infty \). The unique solution to the Cauchy problem (1.1) has the asymptotic representation

\[ u(t,x) = \varphi_0(t,-|x|) \Phi(t,-|x|) \text{sign}(x) + O(1) \]

for \( t \to \infty \) uniformly with respect to \( x \in \mathbb{R} \).

Since the solution \( u(t,x) \) is represented as \( u(t,x) = r(t,x) \varphi(t,x) \), then the result of Theorem 4 follows from the next Lemma.

**Lemma 2.** Let the initial time \( t_0 > 0 \) be sufficiently large and the initial data \( r(t_0,x) \in L^\infty \) be close to the shock wave \( \Phi(t_0,x) \), that is

\[
\cosh(\alpha x) \int_{-\infty}^x (r(t_0,x') - \Phi(t_0,x')) dx' \in L^\infty.
\]

where \( \alpha > 0 \) is sufficiently small. Then there exists a unique \( r(t,x) \) to the Cauchy problem (4.3) such that \( \cosh \left( \frac{\alpha}{2} x \right) \int_{-\infty}^x (r(t,x') - \Phi(t,x')) dx' \in C([t_0,\infty);L^\infty) \) and the estimate

\[
\left\| \cosh \left( \frac{\alpha}{2} x \right) \int_{-\infty}^x (r(t,x') - \Phi(t,x')) dx' \right\|_\infty \leq C (1 + t)^{-m+1}
\]

is true for all \( t \geq t_0 \).

Thus we see that the solution \( r(t,x) \) to the Cauchy problem (4.3) tends to the shock wave \( \Phi(t,x) \) as \( t \to \infty \) uniformly with respect to \( x \in (-\infty,0) \).

**Proof.** Denote \( g(t,x) = W(t,x) \cosh \alpha x \), \( h(t,x) = w(t,x) \cosh \alpha x \), \( s(t,x) = w(t,x) \cosh \frac{\alpha}{2} x \) and \( v(t,x) = W(t,x) \cosh \frac{\alpha}{2} x \), where \( \alpha > 0 \) is sufficiently small. We prove the following estimates

\[
\| h(t,x) \|_\infty < Ce^{rt}, \| g(t,x) \|_\infty < Ce^{pt}, \quad (4.7)
\]
\[ \|s(t,x)\|_\infty < C(1+t)^{-\frac{1}{2}}, \quad \|v(t,x)\|_\infty < C(1+t)^{-\frac{1}{2}}, \]

for all \( t \geq t_0 \), where \( t_0 \) is sufficiently large. By contradiction we suppose that there exists \( T > t_0 \) such that

\[
\|h(t,x)\|_\infty \leq Ce^{rt}, \quad \|g(t,x)\|_\infty \leq Ce^{mt}, \quad (4.8)
\]

\[
\|s(t,x)\|_\infty \leq C(1+t)^{-\frac{1}{2}}, \quad \|v(t,x)\|_\infty \leq C(1+t)^{-\frac{1}{2}},
\]

for all \( t \in [t_0, T] \). We follow the method of the proof of Theorem 3. By (4.5) we find for \( h(t,x) = w(t,x) \cosh \alpha x \)

\[
\partial_t \left[ \left( 1 + \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x - \frac{\varphi_{xx}}{\varphi} + \frac{2\varphi_x}{\varphi} \alpha \tanh \alpha x \right) h - h_{xx} \right] + \left( 2\alpha \tanh \alpha x - \frac{2\varphi_x}{\varphi} \right) h_x
\]

\[
= -\chi_1 h - \psi_1 h_x + \left( 1 + \frac{\varphi_x}{\varphi} \right) h_{xx} - \frac{1}{\cosh \alpha x} (1+t) \varphi h_x - R \cosh \alpha x
\]

with boundary condition \( h(t,0) = 0 \), where

\[
\chi_1 = \left( 1 + \frac{\varphi_x}{\varphi} \right) \left( \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x + \frac{2\varphi_x}{\varphi} \alpha \tanh \alpha x \right) + (1+t) (\varphi \Phi)_x
\]

\[
+ (1+t) \varphi_x (\Phi - 1) - (1+t) \varphi \Phi \alpha \tanh \alpha x + (1+t) \varphi_x \frac{s}{\cosh x}
\]

\[
\psi_1 = \left( 1 + \frac{\varphi_x}{\varphi} \right) \left( 2\alpha \tanh \alpha x - \frac{2\varphi_x}{\varphi} \right) + (1+t) \varphi \Phi.
\]

Since \( 1 + \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x - \frac{\varphi_{xx}}{\varphi} + \frac{2\varphi_x}{\varphi} \alpha \tanh \alpha x > 0 \) we can apply the maximum principle to equation (4.9) by virtue of Lemma 1. Let \( \zeta(t) \) such that \( \tilde{h}(t) = h(t, \zeta(t)) = \sup_{x \in \mathbb{R}} h(t,x) \), then

\[
\partial_t \left( \left( 1 + \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x - \frac{\varphi_{xx}}{\varphi} + \frac{2\varphi_x}{\varphi} \alpha \tanh \alpha x \right) \tilde{h} - h_{xx}(t, \zeta(t)) \right)
\]

\[
= -\chi_1 \tilde{h} + \left( 1 + \frac{\varphi_x}{\varphi} \right) h_{xx}(t, \zeta(t)) - R \cosh \alpha x.
\]

As \( h_{xx}(t, \zeta(t)) < 0 \), we apply Lemma 1 to \( \tilde{h}_{xx}(t) = \inf_{x \in \mathbb{R}} h_{xx}(t,x) < 0 \). We have \( \tilde{h}_{xx}(t) = h_{xx}(t, \zeta(t)) \) and \( \tilde{h}_{xx}(t) = h_{xx}(t, \zeta(t)) \) in almost all \( t > 0 \). Therefore

\[
\partial_t \left( \left( 1 + \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x - \frac{\varphi_{xx}}{\varphi} + \frac{2\varphi_x}{\varphi} \alpha \tanh \alpha x \right) \tilde{h} - \tilde{h}_{xx} \right)
\]

\[
\leq -\chi_1 \tilde{h} + \left( 1 + \frac{\varphi_x}{\varphi} \right) \tilde{h}_{xx} - R \cosh \alpha x.
\]
applying the estimates $0 < 1 + \frac{\phi_x}{\phi} < 1$ and $\chi_1 \geq c_1$, we have

$$\left(1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x - \frac{\phi_{xx}}{\phi} + \frac{2\phi_x}{\phi} \alpha \tanh \alpha x\right) \tilde{h}_t - \tilde{h}_{xxx} = -c_1 \hat{h} + \tilde{h}_{xx} - R \cosh \alpha x$$

and $|R \cosh \alpha x| \leq C(1 + t)^{-(m+1)}$ then

$$\partial_t \left(1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x - \frac{\phi_{xx}}{\phi} + \frac{2\phi_x}{\phi} \alpha \tanh \alpha x\right) \tilde{h} - \tilde{h}_{xx} \leq -c_1 \hat{h} + \tilde{h}_{xx} + C(1 + t)^{-(m+1)}.$$ 

For $J(t) = \left(1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x - \frac{\phi_{xx}}{\phi} + \frac{2\phi_x}{\phi} \alpha \tanh \alpha x\right) \tilde{h}(t) - \tilde{h}_{xx}(t) > 0$, we have

$$J_t \leq -\frac{c_1 M_2}{2} J + \left(1 - \frac{c_1}{M_2}\right) \tilde{h}_{xx} + C(1 + t)^{-(m+1)}$$

where $M_2 = \max \left(1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x - \frac{\phi_{xx}}{\phi} + \frac{2\phi_x}{\phi} \alpha \tanh \alpha x\right) > 0$.

We can suppose $c_1 > 0$ sufficiently small such that $\left(1 - \frac{c_1}{M_2}\right) > 0$, then $J_t \leq -\frac{c_1 M_2}{2} J + C(1 + t)^{-(m+1)} \leq -rI + C(1 + t)^{-(m+1)}$. Let $J(t) = z(t) e^{-rt}$, then

$$z_t \leq C(1 + t)^{-(m+1)} e^{rt}. \tag{4.10}$$

Let us prove that

$$z(t) < Ce^{rt} (1 + t)^{-(m+1)} \tag{4.11}$$

for all $t \geq t_0$. By contradiction we suppose that there exists $T > t_0$ is such that $z(t) \leq Ce^{rt} (1 + t)^{-(m+1)}$ for all $t \in [t_0, T]$. Thus from (4.10) we get $z_t \leq C(1 + t)^{-(m+1)} e^{rt}$, hence integration with respect to time yields $z(t) < Ce^{rt} (1 + t)^{-(m+1)}$ for all $t \in [t_0, T]$. The contradiction obtained proves estimate (4.11) for all $t \geq t_0$. Hence

$$z(t) < C(1 + t)^{-(m+1)}$$

and since

$$m_2 \hat{h}(t) < z(t)$$

where $m_2 = \min \left(1 + \alpha^2 - 2\alpha^2 \tanh^2 \alpha x - \frac{\phi_{xx}}{\phi} + \frac{2\phi_x}{\phi} \alpha \tanh \alpha x\right) > 0$, then

$$\hat{h}(t) < C(1 + t)^{-(m+1)}$$

for all $t \geq t_0$.

For the value $\hat{h}(t) = \inf_{x \in \mathbb{R}} h(t, x)$ similarly we obtain

$$\hat{h}(t) > -C(1 + t)^{-(m+1)}$$
for all \( t \geq t_0 \), hence we have

\[
\| h \|_{\infty} \leq C (1 + t)^{-(m+1)}.
\]

Let us consider now the estimates for the function \( s(t, x) = w(t, x) \cosh \frac{\alpha}{2} x \). From equation (4.5) we have \( \| s \|_{\infty} \leq C (1 + t)^{-(m+1)} \). Now for \( g(t, x) = W(t, x) \cosh \alpha x \) we have from equation (4.6)

\[
\partial_t \left[ \left( 1 + \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x - \left( \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x + 2 \frac{\varphi_x}{\varphi} \alpha \tanh \alpha x \right) \right) g + \cosh \alpha x \partial_x^{-1} \left( \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right) \right] \cosh \alpha x \partial_x^{-1} \left( (\varphi_x(\Phi - 1))_x + \frac{g}{\cosh \alpha x} \right)
\]

\[
- \frac{1}{2} (1 + t) \cosh \alpha x \varphi w^2 - \frac{1}{2} (1 + t) \cosh \alpha x \partial_x^{-1} (\varphi_x w^2) - \chi_2 g - \psi_2 g_x + \left( 1 + \frac{\varphi_t}{\varphi} \right) g_{xx} + F - R_1 \cosh \alpha x \]

(4.12)

where

\[
\chi_2 = \left( 1 + \frac{\varphi_t}{\varphi} \right) \left( \alpha^2 - 2 \alpha^2 \tanh^2 \alpha x \right) + (1 + t) \varphi_x (\Phi - 1) - (1 + t) \varphi \Phi \alpha \tanh \alpha x + \partial_t \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] \alpha \tanh \alpha x + \partial_x \left[ \frac{2 \varphi_x}{\varphi} + \frac{2 \varphi_{xx}}{\varphi} - \left( \frac{\varphi_t}{\varphi} \right)_x \right] \alpha \tanh \alpha x
\]

\[
+ \varphi_x \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] - \left( \frac{2 \varphi_x}{\varphi} \right)_x \alpha \tanh \alpha x
\]

\[
\psi_2 = (1 + t) \varphi \Phi - \left( \frac{2 \varphi_x}{\varphi} + \frac{2 \varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right) + \left( 1 + \frac{\varphi_t}{\varphi} \right) 2 \alpha \tanh \alpha x + \left( \frac{2 \varphi_x}{\varphi} \right)_t
\]

\[
F = (1 + t) \cosh \alpha x \partial_x^{-1} \left( (\varphi_x(\Phi - 1))_x + \frac{g}{\cosh \alpha x} \right)
\]

\[
+ \left( \frac{2 \varphi_x}{\varphi} + \frac{2 \varphi_{xx}}{\varphi} - \left( \frac{\varphi_t}{\varphi} \right)_x \right) \partial_x^{-1} \left( \frac{g}{\cosh \alpha x} \right)
\]

\[
+ \cosh \alpha x \partial_x^{-1} \left( \partial_{xx} \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] \frac{g}{\cosh \alpha x} \right)
\]

We notice that

\[
\cosh \alpha x \partial_x^{-1} \left( \partial_x \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] \frac{g}{\cosh \alpha x} \right) \leq \partial_x^{-1} \left( \partial_x \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] g \right) \leq \sup_{x \in \mathbb{R}} |g(t, x)| \partial_x^{-1} \left( \left| \partial_x \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] \right| \right)
\]
Since
\[
\lambda(t, x) = 1 + \alpha^2 - 2\alpha^2 \tanh \alpha x - \left( \frac{\varphi_{xx}}{\varphi} - \left( \frac{2\varphi_x}{\varphi} \right)_x \right) + \frac{2\varphi_x}{\varphi} \alpha \tanh \alpha x + \partial_x^{-1} \left( \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2\varphi_x}{\varphi} \right)_x \right] \right) > 0
\]
we can apply the maximum principle to equation (4.12) by virtue of Lemma 1, let \( \zeta(t) \) such that \( \tilde{g}(t) = g(t, \zeta(t)) = \sup_{x \in \mathbb{R}} |g(t, x)| \),

\[
\partial_t \left( [\lambda(t, \zeta(t)) \tilde{g} - g_{xx}(t, \zeta(t))] \right)
\]
\[
\leq -\chi_2 \tilde{g} + \left( 1 + \frac{\varphi}{\varphi} \right) g_{xx}(t, \zeta(t)) + \sup_{x \in \mathbb{R}} \frac{1}{2} (1 + t) \cosh \alpha x \varphi w^2
\]
\[
+ \sup_{x \in \mathbb{R}} \frac{1}{2} (1 + t) \cosh \alpha x \partial_x^{-1} \left( \varphi_x w^2 \right) \right) + \sup_{x \in \mathbb{R}} |F(t, x)| - R_1 \cosh \alpha x.
\]

As \( g_{xx}(t, \zeta(t)) < 0 \), we apply Lemma 1 to \( \tilde{g}_{xx}(t) = \inf_{x \in \mathbb{R}} g_{xx}(t, x) \) \( g_{xx}(t) \) and \( \tilde{g}_{xx}(t) = g_{xx}(t, \zeta(t)) \) in almost all \( t > 0 \). We also have the estimates

\[
0 < 1 + \frac{\varphi}{\varphi} < 1 \quad \text{and} \quad \chi_2 \geq c_2,
\]

then

\[
\partial_t \left( [\lambda(t, \zeta(t)) \tilde{g} - g_{xx}] \right)
\]
\[
\leq -c_2 \tilde{g} + g_{xx} + \sup_{x \in \mathbb{R}} \frac{1}{2} (1 + t) \cosh \alpha x \varphi w^2
\]
\[
+ \sup_{x \in \mathbb{R}} \frac{1}{2} (1 + t) \cosh \alpha x \partial_x^{-1} \varphi_x w^2 \right) + \sup_{x \in \mathbb{R}} |F(t, x)| - R_1 \cosh \alpha x.
\]

Now calculate an estimate for \( F(t, x) \), by virtue of Young inequality we have the estimates

\[
\left| (1 + t) \cosh \alpha x \partial_x^{-1} \left( \left( \varphi_x \left( \Phi - 1 \right) \right)_x \times \frac{g}{\cosh \alpha x} \right) \right| \leq C(1 + t) \| \varphi_{xx} \|_\infty \| \Phi - 1 \|_1 \tilde{g} + Ct \| \varphi_x \|_\infty \| \Phi_x \|_1 \tilde{g},
\]
\[
\left| \cosh \alpha x \partial_x^{-1} \left( \left( 2 \frac{\varphi_x}{\varphi} - \left( \frac{\varphi}{\varphi} \right)_x \right)_x \times \frac{g}{\cosh \alpha x} \right) \right| \leq C \left| \left( 2 \frac{\varphi_x}{\varphi} + 2 \frac{\varphi_x}{\varphi} \right)_x \times \tilde{g} \right|
\]
\[
\left| \cosh \alpha x \partial_x^{-1} \left( \partial_{xx}^2 \left[ \left( \frac{\varphi_{xx}}{\varphi} - \left( \frac{2\varphi_x}{\varphi} \right)_x \right) \times \tilde{g} \right) \right] \right| \leq C \left| \partial_{xx}^2 \left[ \left( \frac{\varphi_{xx}}{\varphi} - \left( \frac{2\varphi_x}{\varphi} \right)_x \right) \right] \right| \tilde{g}
\]

therefore

\[
|F(t, x)| \leq C(1 + t) \| \varphi_{xx} \|_\infty \| \Phi - 1 \|_1 \tilde{g} + C(1 + t) \| \varphi_x \|_\infty \| \Phi_x \|_1 \tilde{g}
\]
\[
+ C \left| \left( 2 \frac{\varphi_x}{\varphi} + 2 \frac{\varphi_x}{\varphi} \right)_x \times \tilde{g} \right| + C \left| \partial_{xx}^2 \left[ \left( \frac{\varphi_{xx}}{\varphi} - \left( \frac{2\varphi_x}{\varphi} \right)_x \right) \right] \right| \tilde{g}.
\]
By the estimates \( \| \varphi \|_\infty \leq C, \| \varphi_t \|_\infty \leq C(1+t)^{-2}, \| \varphi_{xx} \|_\infty \leq C(1+t)^{-2}, \| \Phi - 1 \|_1 \leq C, \| \Phi_x \|_1 \leq C, \) \[ \| \frac{2 \varphi_x}{\varphi} + \frac{2 \varphi_{xx}}{\varphi} - \left( \frac{\varphi}{\varphi} \right)_x \|_1 \leq C, \| \partial_{tt}^2 \left[ \frac{\varphi_{xx}}{\varphi} - \left( \frac{2 \varphi_x}{\varphi} \right)_x \right] \|_1 \leq C, \] we have
\[ |F(t,x)| \leq Cg. \]

Now
\[ \left| \frac{1}{2}(1+t) \cosh \alpha \partial_x^{-1} (\varphi_x w^2) \right| = \left| (1+t) \cosh \alpha \partial_x^{-1} \left( \varphi_x \frac{s^2}{2 \cosh^2 \frac{q}{2} x} \right) \right| \leq C(1+t) \| \varphi_x \|_\infty \| s \|_1 \| s \|_\infty \]

since \( s(t,x) = \frac{\cosh \frac{q}{2} x}{\cosh \alpha x} h(t,x), \) we have \( \| s \|_1 = \| \frac{\cosh \frac{q}{2} x}{\cosh \alpha x} \|_1 \| h \|_\infty \leq C \| h \|_\infty, \) then
\[ \left| \frac{1}{2}(1+t) \cosh \alpha \partial_x^{-1} (\varphi_x w^2) \right| \leq C(1+t)^{-1} \| h \|_\infty \| s \|_\infty \leq C(1+t)^{-(2m+3)}. \]

We have \( \left| \frac{1}{2}(1+t) \cosh \alpha x \varphi w^2 \right| = \left| \frac{(1+t) \varphi sh}{2 \cosh \frac{q}{2} x} \right| \leq (1+t) |\varphi sh| \leq C(1+t)^{-(2m+1)} \) and \( |R_1 \cosh \alpha x| \leq C(1+t)^{-(m+1)}. \) With all these estimates we get
\[ \partial_t ( [\lambda(t, \zeta(t)) \bar{g} - \bar{g}_{xx}] ) \]
\[ \leq -c_2 \bar{g} + \bar{g}_{xx} + C(1+t)^{-(2m+1)} + C(1+t)^{-(2m+3)} + C \bar{g} + C(1+t)^{-(m+1)} \]
\[ \leq -c_2 \bar{g} + \bar{g}_{xx} + C(1+t)^{-(m+1)}. \]

For \( K = \lambda \bar{g} - \bar{g}_{xx} > 0, \) we have
\[ K_t \leq -\frac{c_2}{M_3} K + \left( 1 - \frac{c_2}{M_3} \right) g_{xx} + \frac{C}{m_3} K + C(1+t)^{-(m+1)} \]

where \( M_3 = \max \lambda(t, \zeta(t)) > 0 \) and \( m_3 = \min \lambda(t, \zeta(t)) > 0. \) We can suppose \( c_2 > 0 \) sufficiently small such that \( \left( 1 - \frac{c_2}{M_3} \right) > 0, \) then
\[ K_t \leq -\frac{c_2}{M_3} K + \frac{C}{m_3} K + C(1+t)^{-(m+1)} \leq -rK + CK + C(1+t)^{-(m+1)}. \]

Let \( K(t) = z(t)e^{-r}, \) then \( z_t \leq Cz + Ce^{rt}(1+t)^{-(m+1)}, \) we have \( z(t) < Ce^{rt}(1+t)^{-(m+1)} \) for all \( t \geq t_0 \) and since \( m \bar{g}(t) < z(t), \) then \( \bar{g}(t) < C(1+t)^{-(m+1)} \) for all \( t \geq t_0. \) For the value \( \bar{g}(t) = \inf_{x \in \mathbb{R}} g(t,x) \) similarly we obtain \( h \bar{g}(t) > -C(1+t)^{-(m+1)} \) for all \( t \geq t_0, \) hence the result of the lemma is true. Lemma 2 is proved. \( \square \)
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