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ABSTRACT

We present a scheme for numerical simulations of collisionless self-gravitating systems which directly integrates the Vlasov–Poisson equations in six-dimensional phase space. Using the results from a suite of large-scale numerical simulations, we demonstrate that the present scheme can simulate collisionless self-gravitating systems properly. The integration scheme is based on the positive flux conservation method recently developed in plasma physics. We test the accuracy of our code by performing several test calculations, including the stability of King spheres, the gravitational instability, and the Landau damping. We show that the mass and the energy are accurately conserved for all the test cases we study. The results are in good agreement with linear theory predictions and/or analytic solutions. The distribution function keeps the property of positivity and remains non-oscillatory. The largest simulations are run on 646 grids. The computation speed scales well with the number of processors, and thus our code performs efficiently on massively parallel supercomputers.
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1. INTRODUCTION

Gravitational interaction is one of the most important physical processes in the dynamics and the formation of astrophysical objects, such as star clusters, galaxies, and the large-scale structure of the universe. Stars and dark matter in these self-gravitating systems are essentially collisionless, except for a few cases, such as globular clusters and stars around supermassive black holes. The dynamics of the collisionless systems is described by the collisionless Boltzmann equation or the Vlasov equation.

Conventionally, gravitational N-body simulations are used to follow the evolution of collisionless systems. In such simulations, particles represent sampled points of the distribution function in the phase space. The particles—point masses—interact gravitationally with other particles, through which their orbits are determined. They are actually superparticles of stars or dark matter particles. The gravitational potential field reproduced in an N-body simulation is therefore intrinsically grainy rather than what it should be in the real physical system. It is well known that two-body encounters can alter the distribution function in a way that violates the collisionless feature of the systems, and undesired artificial two-body relaxation is often seen in N-body simulations. There is another inherent problem in N-body simulations. Gravitational softening needs to be introduced to avoid artificial large-angle scattering of particles caused by close encounters. Physical quantities such as mass density and velocity field are subject to intrinsic random noise owing to the finite number of particles especially in low-density regions.

To overcome these shortcomings of the N-body simulations, several alternative approaches have been explored. For example, the self-consistent field (SCF) method (Hernquist & Ostriker 1992; Hozumi 1997) integrates orbits of particles under the gravitational field calculated by expanding the density and the gravitational potential into a set of basis functions. In the SCF method, the particles do not directly interact with one another but move on the smooth gravitational potential calculated from the overall distribution of the particles. Despite of these attractive features, the major disadvantage of the SCF method is its inflexibility that the basis set must be chosen so that the lowest order terms reproduce the global structure of the systems under investigation (Weinberg 1999). In other words, the SCF method can be applied only to the symmetric gravitational collapse or the secular evolution of the collisionless systems.

The ultimate approach for numerical simulations of the collisionless self-gravitating systems would be direct integration of the collisionless Boltzmann equation, or Vlasov equation, combined with the Poisson equation. The advantage of the Vlasov–Poisson simulations was previously shown by Janin (1971) and Cuperman et al. (1971), who studied one-dimensional violent relaxation problems using the waterbag method (Hohl & Feix 1967; Roberts & Berk 1967), Fujiwara (1981, 1983), for the first time, successfully solved the Vlasov–Poisson equations for one-dimensional and spherically symmetric systems using the finite volume method. Other grid-based approaches include the seminal splitting method of Cheng & Knorr (1976), more generally the semi-Lagrangian methods (Sonnendr¨ucker 1998), a finite element method (Zaki et al. 1988), a finite volume method (Filbet et al. 2001), the spectral method (Klimas 1987; Klimas & Farrell 1994), and a more recent multi-moment method (Minoshima et al. 2011). A comparison study of some of these methods is presented in Filbet & Sonnendrücker (2003).

So far, such direct integration of the Vlasov equation has been applied only to problems in one or two spatial dimensions. Solving the Vlasov equation in six-dimensional phase space requires an extremely large memory and computational time. However, the rapid development of massively parallel supercomputers has made it possible to simulate collisionless self-gravitating systems in the full six-dimensional phase space by numerically integrating the Vlasov–Poisson equations with a scientifically meaningful resolution.
In this paper, we present the results from a suite of large simulations of collisionless self-gravitating systems. To this end, we develop a fully parallelized Vlasov–Poisson solver. We perform an array of test calculations to examine the accuracy of our simulation code. We compare the obtained results with analytic solutions as well as linear theory predictions. We discuss the advantage and disadvantage of the Vlasov–Poisson approach over the conventional N-body method.

The rest of the paper is organized as follows. Section 2 is devoted to describing the detailed implementation of our numerical code to directly integrate the Vlasov–Poisson equations. In Section 3, we present the results of several test runs and their comparison with those obtained with the N-body method. The CPU timing and the parallelization efficiency are presented in Section 4. Finally, in Section 5, we summarize our results.

2. NUMERICAL SCHEME

For a collisionless self-gravitating system, the distribution function of matter \( f(x, v, t) \) obeys the Vlasov–Poisson equations

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f + \frac{\partial \Phi}{\partial x} \frac{\partial f}{\partial v} = 0,
\]

(1)

where \( x \) and \( v \) are the spatial and velocity coordinates, and \( \Phi \) is the gravitational potential satisfying the Poisson equation

\[
\nabla^2 \Phi = 4\pi G \rho = 4\pi G \int f \, dv.
\]

(2)

We normalize the distribution function so that its integration over the entire velocity space yields the mass density.

In order to numerically compute Equations (1) and (2) simultaneously using the finite volume method, we configure \( N_x \times N_y \times N_z \) uniformly spaced Cartesian grids (the spatial grids) in a simulation volume defined in \(-L_x/2 < x < L_x/2, -L_y/2 < y < L_y/2, \) and \(-L_z/2 < z < L_z/2\). We also configure \( N_x^v \times N_y^v \times N_z^v \) uniform Cartesian grids (the velocity grids) in the velocity space with \( V_x^- < v_x < V_x^+, V_y^- < v_y < V_y^+, \) and \( V_z^- < v_z < V_z^+ \) at each spatial grid. Thus, the grid spacings are given by

\[
\Delta x = \frac{L_x}{N_x}, \quad \Delta y = \frac{L_y}{N_y}, \quad \Delta z = \frac{L_z}{N_z}
\]

(3)

and

\[
\Delta v_x = \frac{V_x^+ - V_x^-}{N_x^v}, \quad \Delta v_y = \frac{V_y^+ - V_y^-}{N_y^v}, \quad \Delta v_z = \frac{V_z^+ - V_z^-}{N_z^v}
\]

(4)

for the spatial and velocity grids, respectively.

2.1. Vlasov Solver

We adopt the time splitting (operator splitting) scheme proposed by Cheng & Knorr (1976), which is essentially a divide-and-conquer strategy for solving multi-dimensional partial-differential equations (PDEs) by decomposing PDEs into simpler subproblems. The Vlasov equation is split into one-dimensional advection equations for each dimension of the phase space. Practically, we solve the following six one-dimensional advection equations sequentially; three for the advection in the position space

\[
\frac{\partial f}{\partial t} + v_x \frac{\partial f}{\partial x} = 0
\]

(5)

and the remaining three equations in the velocity space

\[
\frac{\partial f}{\partial t} + v_x \frac{\partial f}{\partial x} + \frac{\partial \Phi}{\partial x} \frac{\partial f}{\partial v_x} = 0
\]

(6)

\[
\frac{\partial f}{\partial t} + v_y \frac{\partial f}{\partial y} = 0
\]

(7)

\[
\frac{\partial f}{\partial t} + v_z \frac{\partial f}{\partial z} = 0
\]

(8)

\[
\frac{\partial f}{\partial t} + \frac{\partial \Phi}{\partial y} \frac{\partial f}{\partial v_y} = 0
\]

(9)

\[
\frac{\partial f}{\partial t} + \frac{\partial \Phi}{\partial z} \frac{\partial f}{\partial v_z} = 0.
\]

(10)

A number of schemes are available to solve the advection equations on regular grids, such as the semi-Lagrange scheme (Cheng & Knorr 1976; Sonnendrucker 1998) and the spectral method (Klimas 1987; Klimas & Farrell 1994). An important property of the Vlasov equation is the conservation of the phase space density of matter, which leads to the conservation of mass in the system. Therefore, it is quite natural to adopt a manifestly conservative scheme. The positivity of the phase space density also has to be ensured. In this paper, we adopt the positive flux conservation (PFC) scheme proposed by Filbet et al. (2001) for the time evolution of the advection equation. The PFC scheme, by construction, ensures the conservation of the mass, the preservation of the positivity, and the maximum principle.

Here, we describe the PFC scheme briefly. Let us consider discretizing the following one-dimensional advection equation:

\[
\frac{\partial f(x, t)}{\partial t} + u \frac{\partial f(x, t)}{\partial x} = 0.
\]

(11)

Let \( f_i^n \) be the averaged value of the distribution function at a spatial grid with the central value of \( x_i \) and the interval of \( \Delta x \) such that

\[
f_i^n = \frac{1}{\Delta x} \int_{x_i-1/2}^{x_i+1/2} f(x, t^n) \, dx,
\]

(12)

where \( x_{i\pm1/2} \equiv x_i \pm \Delta x/2 \) are the boundaries of the grid. Suppose that the values of the distribution function \( f_i^n \) at a time of \( t^n = n\Delta t \) are known for all the spatial grid points. The conservation of the phase space density leads to

\[
\int_{x_{i-1/2}}^{x_{i+1/2}} f(x, t^{n+1}) \, dx = \int_{x_{i-1/2}}^{x_{i+1/2}} f(x, t^n) \, dx
\]

(13)

where \( t^{n+1} = t^n + \Delta t \) and \( X(x_t, t_{t_2}, x) \) is the value of the x-coordinate of the characteristic curve at a time of \( t = t_1 \) originating from the phase space coordinate \((x, t_2)\). By denoting

\[
\Phi^+ = \frac{1}{\Delta x} \int_{x_t}^{x_t+\Delta x} f(x, t^n) \, dx
\]

(14)

and

\[
\Phi^- = \frac{1}{\Delta x} \int_{x_t}^{x_t-\Delta x} f(x, t^n) \, dx
\]

(15)

Equation (13) can be rewritten as

\[
f_i^{n+1} = f_i^n + \Phi^- - \Phi^+.
\]

(16)
We compute \( \Phi^+ \) and \( \Phi^- \) by interpolating the values of the distribution function at the grid points. Specifically, we adopt the third-order approximation of \( f(x, v, t) \) with a slope corrector to suppress artificial numerical oscillations (Filbet et al. 2001). A detailed description of \( \Phi^+ \) and \( \Phi^- \) is given in the Appendix. As for the boundary condition in solving the one-dimensional advection equations, the outflow boundary condition is implemented in the velocity space. Thus, when the matter is accelerated beyond the predefined velocity limit \( V_{\text{lim}} \), it is regarded as vanished. In the position space, both the periodic and outflow boundary conditions are available depending on problems.

Using the PFC scheme for the numerical integration of one-dimensional advection equations, we advance of the distribution function at the grid points. Specifically, we adopt the convolution method with the Fourier transform (Hockney & Eastwood 1981) to numerically solve the Poisson equation.

\[
\Phi(x, y, z) = \frac{\int f(x, v, t) d^3v}{\int d^3v}.
\]

We adopt the convolution method with the Fourier transform (Hockney & Eastwood 1981) to numerically solve the Poisson equation.

For the periodic boundary conditions, we first compute the discrete Fourier transform (DFT) of the density \( \hat{\rho}(k) \) using the fast Fourier transform (FFT), where \( k = (k_x, k_y, k_z) \) is a wavenumber vector. Then, the Fourier-transformed gravitational potential is given by

\[
\hat{\Phi}(k) = \hat{G}(k) \hat{\rho}(k),
\]

where \( \hat{G}(k) \) is the DFT of the Green function of the Poisson equation discretized with the second-order central difference scheme. For \( \Delta x = \Delta y = \Delta z = \Delta \), it is given by

\[
G(k) = \frac{\pi GA^2}{\sin^2(k_x \Delta/2) + \sin^2(k_y \Delta/2) + \sin^2(k_z \Delta/2)}.
\]

Finally, the inverse FFT of \( \hat{\Phi}(k) \) yields the gravitational potential \( \Phi(x) \) in the real space.

As for the isolated boundary condition, we adopt the doubling up method (Hockney & Eastwood 1981), in which the number of the spatial grid points is doubled for all coordinate axes, and the mass densities in the extended grid points are set to zero. The Green function is constructed as follows. First, it is defined at \( N_x \times N_y \times N_z \) grid points in real space as

\[
G(x, y, z) = \frac{G}{(x^2 + y^2 + z^2)^{1/2}}
\]

for \( 0 \leq x \leq L_x, 0 \leq y \leq L_y, 0 \leq z \leq L_z \). By duplicating and mirroring it in the extended grid points, we obtain the Green function periodic in the \( 2N_x \times 2N_y \times 2N_z \) grid points.

In order to calculate the gravitational force at each spatial grid point, we adopt the two-point finite-difference scheme, in which the gradient of the gravitational potential is calculated as

\[
\left( \frac{\phi_{i+1,j,k} - \phi_{i-1,j,k}}{2\Delta x}, \frac{\phi_{i,j+1,k} - \phi_{i,j-1,k}}{2\Delta y}, \frac{\phi_{i,j,k+1} - \phi_{i,j,k-1}}{2\Delta z} \right),
\]

where \( \phi_{i,j,k} \) is the gravitational potential at a spatial grid point with indices of \( (i, j, k) \).

### 2.3. Parallelization

The computational cost for the time integration of the Vlasov equation and the required amount of memory to store the distribution function in the phase space roughly scale proportional to \( N_x, N_y, N_z \times N_x^3 N_y^3 N_z^3 \). Hence, efficient parallelization is indispensable for the numerical integration of the Vlasov–Poisson equations.

To parallelize our Vlasov–Poisson solver, we decompose the computational domain in the phase space as follows. The position space is divided along each spatial axes into subdomains, while the velocity space at a given spatial position is not decomposed. In this way, we can achieve an equal balance in memory on distributed memory computers. We use the Message Passing Interface (MPI) for the inter-node parallelization; each MPI process operates on a decomposed phase space. We also use the OpenMP implementation to utilize the multi-thread parallelization on multi CPU cores in individual computational nodes. To solve the advection equations along the spatial coordinate \( (x, y, \text{ and } z) \)-coordinates) on each MPI process, the values of the distribution function at the adjacent spatial grid points are exchanged between the computational nodes. In solving the Poisson equation, we do not parallelize the FFT because the required computational cost of the FFT is nearly negligible compared with other portions of the calculations and also because the size of FFT \( (N_x, N_y, N_z) \) is not large enough for sufficient speed-up of the calculations.

### 2.4. Time Step

In solving the one-dimensional advection equation (11) using the PFC method described in Section 2, the time step width \( \Delta t \) is not restricted by the Courant–Friedrichs–Levy condition. However, when integrating the multi-dimensional Vlasov–Poisson equations, we need to constrain the time step under the following considerations: (1) the accuracy of the characteristic lines is better for the smaller \( \Delta t \). (2) To integrate the Vlasov equation on a distributed memory system with phase space domain decomposition, the exchange of the distribution function at the boundaries of subdomains is unavoidable. If we set too large a time step width, the trajectories of the characteristic lines become more distant from the boundaries and then the number of grid points whose data should be sent to the adjacent subdomains becomes also larger, resulting in the increase of data exchange among the MPI processes.

We constrain the time step for integrating the Vlasov equation as

\[
\Delta t = C \min(\Delta t_p, \Delta t_v),
\]
where $C$ is a parameter to control the time step, and $\Delta t_p$ and $\Delta t_v$ is the time step constraints for the advection equations in position space (5)–(7) given by

$$\Delta t_p = \min \left( \frac{\Delta x}{V_{\text{max}}}, \frac{\Delta y}{V_{\text{max}}}, \frac{\Delta z}{V_{\text{max}}} \right)$$

and for the ones in velocity space (8)–(10) given by

$$\Delta t_v = \min_i \left( \frac{\Delta v_x}{|a_{x,i}|}, \frac{\Delta v_y}{|a_{y,i}|}, \frac{\Delta v_z}{|a_{z,i}|} \right),$$

where $a_{x,i}$, $a_{y,i}$, and $a_{z,i}$ are the $x$, $y$, and $z$-components of the gravitational acceleration, $\nabla \phi$, at the $i$th grid point, and the minimization is taken over all the spatial grids. In the following, we set $C = 0.5$ unless otherwise stated.

3. TEST CALCULATIONS

In this section, we present a series of Vlasov–Poisson simulations of self-gravitating systems using our newly developed parallel code.

3.1. Test 1: One-dimensional Advection

As a test of the PFC scheme to solve a one-dimensional advection equation, we perform simulations of one-dimensional freely streaming matter. This is the most trivial test, but it is indeed important to determine the positivity and non-oscillatory behavior of the distribution function. We solve the following Vlasov equation without the gravitational acceleration term:

$$\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} = 0.$$  

(26)

Here, we consider a two-dimensional phase space defined as

$$\left\{ \begin{array}{l}
-L/2 \leq x \leq L/2 \\
-V_m \leq v \leq V_m 
\end{array} \right.,$$  

(27)

where we impose the periodic boundary condition for the $x$-coordinate. The initial condition is given by

$$\begin{cases}
    f(x, v, t = 0) = 1 & -L/4 \leq x \leq L/4 \text{ and } -V_m/2 \leq v \leq V_m/2 \\
    f(x, v, t = 0) = 0 & \text{otherwise.}
\end{cases}$$  

(28)

It is expected that for each velocity $v$ the distribution function is translated with time at a speed of $v$ and its shape with respect to $x$ is preserved. The numbers of grids along $x$- and $v$-coordinates are both set to be 128.

Figure 1 shows the phase space density at $t = 0$ (left), $2T$ (middle), and $4T$ (right). Black lines show the contours for $f(x, v, t) = 0.5$ and $1.0$.

![Figure 1](image1.png)

Figure 2. Test 1: profiles of the distribution function along $v = 0.5V_m$ at $t = 0.0$, $2T$, $4T$, and $8T$. (A color version of this figure is available in the online journal.)
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Figure 3. Test 1: the local and global errors as a function of grid size. Solid and dotted lines indicate the first- and third-order dependence, respectively.

global error
local error

$t = 8T$ estimated by

$$\epsilon_g = \frac{\sum_i \left| f_i - f(x_i, V_m/2, 8T) \right| \Delta x}{\int f(x, V_m/2, 8T) dx},$$

(29)

and

$$\epsilon_l = \frac{\left| f_i - f(x_i, V_m/2, 8T) \right|}{\left| f(x_i, V_m/2, 8T) \right|},$$

(30)

respectively, where $f_i$ is the value of the distribution function numerically solved at $t = 8T$, and the local errors are estimated near the sharp edge at $x = -L/4$. The global error is proportional to the grid spacing $\Delta x$ and is dominated by the error that originates from the adoption of the slope correctors as expected by Equation (A15). On the other hand, we observe that the local errors are roughly proportional to $\Delta x^3$, because the primitive of the distribution function for its interpolation is constructed using the third-order approximation. This is also consistent with the results shown in Minoshima et al. (2011).4

The dependence of the global and local errors on the leading-factor $C$ of Equation (23) is shown in Figure 4, where it can be seen that both of the global and local errors are almost independent of $C$. This feature is understood by the fact that the PFC scheme traces the boundaries of a grid mesh along the characteristic lines to update the advection equation. (See Equation (13).)

Figure 4. Test 1: the local and global errors at $t = 8T$ as a function of the leading-factor $C$ in Equation (23).

during the calculation, manifesting that both of the kinetic energy and the mass are conserved within the accuracy of $10^{-5}$. Note that the PFC scheme for the one-dimensional advection equation ensures the conservation of the mass, the zeroth-order velocity moment of the distribution function, but not the first- and second-order moment, and that the conservation of the latters mainly depends on the numerical resolution of the velocity space.

3.2. Test 2: One-dimensional Homogeneous Self-gravitating System

In this test, we simulate a one-dimensional infinite self-gravitating system following the Vlasov equation:

$$\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} - \frac{\partial \phi}{\partial x} \frac{\partial f}{\partial v} = 0,$$

(33)

coupled with the Poisson equation

$$\nabla^2 \phi = 4\pi G (\rho - \bar{\rho}) = 4\pi G \left( \int_{-\infty}^{\infty} f dv - \bar{\rho} \right),$$

(34)

under the periodic boundary conditions in the $x$-direction, where $\bar{\rho}$ is the mean mass density. We consider a Maxwellian system with a periodic density fluctuation. The initial distribution function is set to be

$$f(x, v, t = 0) = \frac{\bar{\rho}}{(2\pi \sigma^2)^{1/2}} \exp \left( -\frac{v^2}{2\sigma^2} \right) (1 + A \cos kx),$$

(35)

where $\sigma$ is the velocity dispersion and $A$ is the amplitude of the density fluctuation. In this system, when the wavenumber of the density fluctuation $k$ is smaller than the critical Jeans wavenumber $k_J$ given by

$$k_J = \left( \frac{4\pi G \bar{\rho}}{\sigma^2} \right)^{1/2},$$

(36)

the density fluctuation grows through the Jeans instability. On the other hand, when $k > k_J$, the density fluctuation damps through the collisionless damping, or the Landau damping.
The computational domain of the two-dimensional phase space is set to be
\begin{align}
-\frac{L}{2} \leq x \leq \frac{L}{2} \\
-V \leq v \leq V
\end{align}
(37)
where \(V\) is defined as \(V = L/T\) and \(T\) is the dynamical time defined by
\(T = (G\bar{\rho})^{-1/2}\). (38)
The number of grid points is 128 in both \(x\)- and \(v\)-directions unless otherwise stated.

Since we impose the periodic boundary conditions, the wavenumber must be set to \(k = nk_0\), where \(k_0 = 2\pi/L\) and \(n\) is a positive integer, and the velocity dispersion \(\sigma\) is determined such that the ratio \(k/k_1\) is adjusted to have a specific value. In the following, the wavenumber is fixed to \(k = 2k_0\) (\(n = 2\)) unless otherwise stated. We show the results for \(k/k_1 = 0.1, 0.5, 1.1,\) and \(2.0\). The amplitude of the initial density perturbation \(A\) is set to \(A = 0.1\) for \(k/k_1 > 1\) and \(A = 0.01\) for \(k/k_1 < 1\).

Figure 6 shows the phase space density for the case with \(k/k_1 = 0.5\) at \(t = T, 2T,\) and \(3T\). In this case, as expected, the density fluctuation grows monotonically, and collapsed objects are formed through the gravitational instability. Contrastingly, the density fluctuation is damped through the Landau damping in the run with \(k/k_1 = 1.1\), as can be seen in Figure 7.

The linear growth (or damping) rate \(\gamma\) can be computed using the dispersion relation
\[\frac{k^2}{k_1^2} = 1 + wZ(w),\] (40)
where \(Z(w)\) is the plasma dispersion function
\[Z(w) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} ds \frac{e^{-s^2}}{s - w}\] (41)
and \(w\) is given by
\[w = \frac{\pm i\gamma}{\sqrt{8\pi G\bar{\rho}(k/k_1)}}.\] (42)

Figure 8 shows the time evolution of the amplitude of the density fluctuation \(\delta \equiv (\rho - \bar{\rho})/\bar{\rho}\) for \(k/k_1 = 0.1, 0.5, 1.1,\) and \(2.0,\) where the amplitude is expressed in terms of the Fourier amplitude \(A_n\) which is given by
\[\delta(x, t) = \sum_{m \geq 0} A_m(t) \exp(imk_0x).\] (39)
A more detailed description on the growth rate and the dispersion relation can be found in Binney & Tremaine (2008). For a given value of \( k/k_1 \), the growth and damping rates can be computed by solving Equation (40). The bold line in each panel in Figure 8 indicates the theoretical linear growth or damping rate \( \gamma \). Our numerical results are in good agreement with the linear theory prediction in the early phase. It is interesting that the growth of the perturbation saturates at \( T > 1 \) in the run with \( k/k_1 < 1 \). For \( k/k_1 = 2.0 \), the timescale of the damping is shorter than the dynamical timescale. A significant fraction of the mass is trapped in the trough of the gravitational potential, with the distribution function being peaked around \( v = 0 \). Since such a distribution function with a small velocity dispersion cannot damp the density fluctuation efficiently via the Landau damping, density fluctuations begin oscillating after the early linear damping phase. Similarly, fluctuation damping saturates at \( t \gtrsim 3T \) for \( k/k_1 = 1.1 \). Figure 7 shows that the phase space density in the run with \( k/k_1 = 1.1 \) departs from the initial Gaussian distribution. The distribution function is more concentrated around \( v = 0 \) at later times. These features are well known as the nonlinear Landau damping and also pointed out by Fujiwara (1981).

It should be also pointed out that there is no significant difference between the results with \( N_x^v = 64 \) and 128. Since Equation (36) can be modified as

\[
\sigma = \frac{4\pi G \bar{\rho}}{k} \frac{k}{k_1}, \tag{43}
\]

for a fixed wavenumber \( k \) or \( n \), the initial velocity dispersion is proportional to \( k/k_1 \). In the case of \( k/k_1 = 0.1, \sigma/\Delta v_1 = 1.8 \), and 0.9 for \( N_x^v = 128 \) and 64, respectively. It can be said that calculations of the gravitational instability are not very sensitive to the resolution in the velocity space and can be solved fairly accurately even when the velocity resolution is not excellent.

To address the effect of velocity resolution in the Landau damping, we perform the simulations of the Landau damping with \( k/k_1 = 1.1 \) for a fixed set of \( N_x \) and \( N_x^v \) and various wavenumbers \( k \) or \( n \) of the initial density fluctuation. For a given value of \( k/k_1 \), the initial velocity dispersion is proportional to \( k^{-1} \) or \( n^{-1} \) (see Equation (43)). Thus, the velocity dispersion is less resolved in the velocity space for a larger \( k \) or \( n \). The results with \( N_x = 128 \) and \( N_x^v = 64 \) for various \( n \) are shown in the upper panel of Figure 9, in which the results significantly depend on \( \sigma/\Delta v_1 \) and the amplitudes of the density contrast for the runs with \( n > 4 \) initially damp more rapidly than those for \( n = 2 \) and \( n = 4 \) and, oscillate afterward. This suppression of the Landau damping takes place because the initial velocity dispersion is less resolved in the velocity space for a larger \( n \), and because the velocity dispersion reduced through the Landau damping can no longer damp the density fluctuation when it gets comparable to or smaller than the velocity resolution \( \Delta v_1 \). Thus, these calculations indicates that the velocity dispersion is should be resolved with at least five velocity grids to properly simulate the Landau damping. We also perform the simulations of the Landau damping with \( k/k_1 = 1.1 \) and \( n = 2, 4 \), and 8 for a fixed value of \( \sigma/\Delta v_1 = 9.6 \). As can be seen in the lower panel of Figure 9, the damping rates with \( n = 4 \) and 8 are almost the
The top panel of Figure 10 shows the time evolution of kinetic energy $K(t)$ given by Equation (31) and the gravitational potential energy $U(t)$ computed as

$$U(t) = \frac{1}{2} \int \rho(x) \phi(x) \, dx,$$

as well as the total energy $E = K(t) + U(t)$. The middle and bottom panels indicate the relative errors in the total energy $E$ and the total mass $M(t)$ given by Equation (32). The total energy and the mass are conserved within the relative errors of $10^{-3}$ and $10^{-6}$, respectively.

### 3.3. Test 3: Galilean Invariance

It is well known that mesh-based hydrodynamical codes generally do not assure the Galilean invariance because approximate Riemann solvers employed in many of such codes are not manifestly Galilean invariant (Wadsley et al. 2008; Tasker et al. 2008). This is in good contrast with particle-based $N$-body simulations that are exactly Galilean invariant as long as a symmetric time integration scheme is used. In the light of this, it is interesting and important to examine the Galilean invariance of our mesh-based scheme for self-gravitating systems. We test our code by adding a constant translational velocity $v_t$ to the initial conditions of the Test 2 problem. We compare the results with the original one (with $v_t = 0$) presented in the previous section.

Specifically, we set the initial distribution function as

$$f(x, v, t = 0) = \frac{\bar{\rho}}{(2\pi\sigma^2)^{3/2}} \exp\left(-\frac{(v - v_t)^2}{2\sigma^2}\right)(1 + A \cos kx),$$

(45)
where the velocity dispersion is set such that $k/k_1 = 0.5$ and $k/k_1 = 1.1$ (see Equation (36)). We assign $v_t = \sigma$ and $2\sigma$. The numbers of the grid points are set to $N_x = 128$ and $N_z = 128$.

Figure 11 shows the comparison of the time evolution of the density fluctuation of a $n = 2$ mode with $v_t = \sigma$ and $2\sigma$ to the original result with $v_t = 0$ presented in Test 2. Clearly, the results are independent of the translational velocity and hence our code is Galilean invariant to this accuracy.

3.4. Test 4: Three-dimensional Homogeneous Self-gravitating System

We study the gravitational instability and the Landau damping in a three-dimensional self-gravitating system. We solve the Vlasov equation coupled with the three-dimensional Poisson equation in six-dimensional phase space under the periodic boundary conditions for spatial coordinates. The run is configured as follows. At each spatial grid, the initial distribution function is given by

$$ f(x, v, t = 0) = \frac{\tilde{\rho}(1 + \delta(x))}{(2\pi\sigma^2)^{3/2}} \exp\left(-\frac{|v|^2}{2\sigma^2}\right), \quad (46) $$

where $\delta(x)$ is the initial density fluctuation at a spatial position $x$. The density fluctuations are generated by assigning uniform random values between $-\delta_m/2$ and $\delta_m/2$ so that the resulting density field has a white noise power spectrum. We assign the velocity dispersions which is determined from a predefined Jeans wavenumber $k_j$. The phase space volume with $-L/2 \leq x, y, z \leq L/2$ and $-V \leq v_x, v_y, v_z \leq V$ is discretized with $N_x = N_y = N_z = 64$ and $N^t_x = N^t_y = N^t_z = 64$, where $V$ is again defined by $V = L/T$ and $T = (G\rho)^{-1/2}$. In the following, $\delta_m$ is set to 0.1, and we present the results for $k_1 = 2\pi/(L/4) = 8\pi/L$ and $k_3 = 2\pi/(L/8) = 16\pi/L$. Note that the velocity dispersions $\sigma$ in the runs with $k_1 = 8\pi/L$ and $k_3 = 16\pi/L$ correspond to $9\Delta v_{x,y,z}$ and $4.5\Delta v_{x,y,z}$, respectively. To characterize the three-dimensional density fluctuations and their evolution, we compute the power spectrum $P(k) = \langle |\delta(k)|^2 \rangle$, where $\delta(k)$ is the DFT of $\delta(x)$ given by

$$ \delta(x) = \frac{1}{\tilde{\rho}} \int f(x, v, t) d^3v - 1. \quad (47) $$

Figure 12 shows the power spectra of the density field at $t = 0, 0.2T, 0.4T, 0.6T$, and $0.8T$ computed in the runs with $k_j = 8\pi/L$ (right) and $k_j = 16\pi/L$ (left). The vertical line in each panel indicates the location of the Jeans wavenumber.
k_1 = 8\pi/L \, (\text{left panel}) \, \text{and} \, k_2 = 16\pi/L \, (\text{right panel}), \text{where the vertical line in each panel indicates the Jeans wavenumber. As expected, the fluctuation modes with} \, k < k_1 \, \text{grow through the gravitational instability, whereas the modes with} \, k > k_1 \, \text{damp due to the Landau damping. These features can be directly observed in the time evolution of the density fields in x-space shown in Figure 13, in which we set} \, k_1 = 16\pi/L. \text{We can see that density fluctuations with smaller wavelength that is dominant at the early epoch} \, (t = 0.2T) \, \text{gradually vanish and only those with longer wavelength grow with time through the gravitational instability. Note that the Jeans length in this run} \, (k_1 = 16\pi/L) \, \text{is} \, L/8, \text{and it can be seen, by visual inspection, that there are no density fluctuations with wavelength much smaller than the Jeans length} \, L/8 \, \text{at} \, t = 0.6T.}

We have also performed a convergence test for the three-dimensional case in order to examine the effect of the resolution in the velocity space. \text{We run the runs with the same spatial resolution of} \, N_x = N_y = N_z = 64 \, \text{but with} \, N_x^v = N_y^v = N_z^v = 32 \, \text{and} \, k_1 = 16\pi/L. \text{In Figure 14, the resulting power spectra are compared with those obtained in the run with} \, N_x^v = N_y^v = N_z^v = 64 \, \text{for the same Jeans wavenumber. Overall an excellent agreement is found except that the damping of modes of large wavenumbers} \, kL \gtrsim 100 \, \text{is somewhat suppressed at late times in the run with coarser velocity resolution. Note that the vertical axis is in logarithmic scale; the amplitudes of the small-scale modes damp over three orders of magnitude by} \, t = 0.8T. \text{This behavior can be ascribed to the numerical suppression of the Landau damping due to the low velocity resolution we observe in Figure 9.}}

In Figure 15, another convergence test is performed to address the effect of the spatial resolution, in which the power spectra with \, N_x = N_y = N_z = 64 \, \text{and} \, N_x = N_y = N_z = 128 \, \text{are compared for a fixed velocity resolution} \, N_x^v = N_y^v = N_z^v = 32. \text{The time evolution of the gravitational instability at large scales} \, k < k_1 \, \text{for both spatial resolution is in excellent agreement. For smaller scales with} \, k > k_1, \text{the power spectra are in good agreement at} \, kL \lesssim 100. \text{The difference of the power spectra at} \, kL \gtrsim 100 \text{can be ascribed to the mode coupling or the forward and inverse cascade of the fluctuation power.}}

Figure 16 shows the time evolution of the ratio between the power spectra with respect to the initial power spectrum \, t = 0, \, P(k, t)/P(k, t = 0), \text{for various} \, k/k_1. \text{We plot both the results with} \, N_x^v = N_y^v = N_z^v = 64 \, \text{and 32 for comparison. In the linear regime, the ratios should be proportional to} \, \exp(2\gamma t), \text{where} \, \gamma \text{is the growth or damping rate calculated from the linear theory (see the previous section). We show the growth/damping of} \, \exp(2\gamma t) \text{for the adopted value of} \, k/k_1 \text{as solid lines. It can be seen that the results with} \, k/k_1 = 0.19, 0.81, \text{and 1.18 agree with the linear theory well. For} \, k/k_1 = 2.06, \text{however, the obtained damping rate is lower than the theoretical prediction especially at} \, t \gtrsim 0.3T. \text{This feature is also consistent with what we found in Test 2. It is likely owing to the same mechanism of the suppression of Landau damping for a “fluctuating” mode with large} \, k/k_1 \text{as discussed in Section 3.2. There is no significant difference between the results with different velocity resolutions except for a very small deviation at late times for a strongly damping mode of} \, k/k_1 = 2.06. \text{These differences in power spectra are again ascribed to the numerical suppression of the Landau damping due to the low resolution in the velocity space.}}

3.5. Test 5: King Sphere

We perform a Vlasov–Poisson simulation of the King sphere. \text{The distribution function of the King sphere is a stable solution of the Vlasov–Poisson equations and has a finite extension in}
the spatial coordinate unlike other analytic stable solutions such as the Plummer sphere and the Osipkov–Meritt model. The test is suitable for checking the accuracy of the time integration of the Vlasov equation.

Let us denote the relative potential $Ψ(r)$ and relative energy $\mathcal{E}$ by

$$Ψ(r) = -Φ(r)$$

and

$$\mathcal{E} = Ψ(r) - \frac{1}{2}(v_x^2 + v_y^2 + v_z^2),$$

respectively, where $Φ(r)$ is the gravitational potential with the boundary condition $Φ(r) → 0$ as $r → \infty$. Then the distribution function of the King sphere is given by

$$f(\mathcal{E}) = \begin{cases} ρ_1(2\piσ^2)^{-3/2}(e^{\mathcal{E}/σ^2} - 1) & \mathcal{E} > 0 \\ 0 & \mathcal{E} < 0 \end{cases},$$

where $ρ_1$ and $σ$ are the constants that determine the total mass $M$ and the overall shape of the King sphere. The shape of the King sphere is characterized by the King parameter $W = Ψ(0)/σ^2$, which we set $W = 3$ in the followings. For $W = 3$, the tidal radius $r_t$, the outer boundary of the King sphere is $r_t = 5.37r_0$, where $r_0 ≡ 3σ/\sqrt{4πGMρ_0}$ and $ρ_0$ is the central mass density.

We consider the phase space volume with $-5.4r_0 ≤ x, y, z ≤ 5.4r_0$ and $-1.5V ≤ v_x, v_y, v_z ≤ 1.5V$ where $V ≡ r_0/T$ and $T = (GM/r_0^2)^{-1/2}$, and discretize it into grids with $N_x = N_y = N_z = 64$ and $N_x^* = N_y^* = N_z^* = 32$. In setting up the initial condition, after the phase space density in each phase space grid is calculated using the velocity and the relative potential at the grid center, we re-normalize the total mass of the King sphere so that the initial virial ratio $2K/U$ is unity, where $K$ and $U$ is the total kinetic and gravitational potential energy of the system.

Figure 15. Test 4: the density power spectra at $t/T = 0.2, 0.4, 0.6$, and $0.8$ in the runs with $N_{x,y,z} = 64$ (red) and $N_{x,y,z} = 128$ (blue) and with $k_3 = 16π/L$. The vertical line indicates the location of the Jeans wavenumber. (A color version of this figure is available in the online journal.)

Figure 16. Test 4: time evolution of $P(k)/P(k, t = 0)$ for various values of $k/k_3$. Results with $N_x^* = N_y^* = N_z^* = 64$ and 32 are plotted. Solid lines indicate the linear theory predictions, $P(k)/P(k, t = 0) \propto \exp(2γt)$, where $γ$ is the growth or damping rate of the density fluctuation. (A color version of this figure is available in the online journal.)

Figure 17 shows the mass distribution of the simulated King sphere as a function of radius $r$. Note that in this figure, mass within a shell with $r_1 < r < r_2$ is proportional to the area enclosed between the profiles $ρ(r)r^3$ in $r_1 < r < r_2$ and the horizontal dotted lines ($ρ(r)r^3 = 0$). It can be seen that the mass distribution does not change significantly over one dynamical timescale, irrespective of the numerical resolution of the velocity space. In Figure 17, we can see the slight mass transfer from the inner part ($r < 0.4r_0$) to the outer ($r > 1.5r_0$) regions of the King sphere. Since the grid spacing of the spatial grid is $Δx = Δy = Δz = 0.0844r_0$ and the region with $r < r_0$ is resolved with only $≈ 10$ grid points, the mass transfer can be ascribed to the numerical diffusion of the PFC scheme seen in Figure 2.

Figure 18 shows the time evolution of the kinetic, gravitational potential and total energy of the King sphere simulated with $N_x = N_y = N_z = 64$ and $N_x^* = N_y^* = N_z^* = 32$. Over one dynamical timescale, the total energy is kept constant with a relative error of $<1\%$. The kinetic and gravitational potential energies are also kept constant with good numerical accuracy of $1\%$ as long as $t = T$. The total mass is also conserved with a relative error of $<10^{-4}$.

3.6. Test 6: Merging of Two King Spheres

As a final test, we perform a simulation of merging of two King spheres using our Vlasov–Poisson solver. We also run the same simulation using a conventional $N$-body method and compare the results.

The initial conditions are set up as follows. Two King spheres with the same physical parameters as in Test 5 are initially located at $(x, y, z) = (r_0, r_0, 0)$ and $(-r_0, -r_0, 0)$. The spheres are then given bulk velocities of $-0.2V$ and $0.2V$ along the $x$-axis, respectively. The phase space volume we consider has a dimension of $-6.4r_0 ≤ x, y, z ≤ 6.4r_0$ and...
Figure 17. Test 5: mass distribution of the simulated King sphere at $t = 0, 0.4T, 0.8T$, and $1.2T$. The numbers of the spatial grid points are set to $N_x = N_y = N_z = 64$, and those of the velocity grid are $N_{vx} = N_{vy} = N_{vz} = 64$ (upper panel) and $N_{vx} = N_{vy} = N_{vz} = 32$ (lower panel).

(A color version of this figure is available in the online journal.)

Figure 18. Test 5: time evolution of the kinetic, gravitational potential, and total energy in the run with $N_x = N_y = N_z = N_{vx} = N_{vy} = N_{vz} = 64$ and their relative difference are shown in the top and middle panels, respectively. The bottom panel depicts the relative error of the total mass.

(A color version of this figure is available in the online journal.)
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Figure 19. Test 6: maps of the mass density $\rho(x)$ on the $z=0$ plane at $t=0.0, 3.4T,$ and $5.0T$. The color scales indicate the mass density in units of $M/r_0^3$.

(A color version of this figure is available in the online journal.)

$-2.0V \leq v_x, v_y, v_z \leq 2.0V$, which is discretized onto grids with $N_x = N_y = N_z = 64$ and $N^x_v = N^y_v = N^z_v = 64$ or 32. Note that the extension of the velocity space is larger than in the previous test, because some portion of the matter can have large velocities during the merging of the two spheres.

For comparison, we perform an $N$-body simulation of the same system. The initial conditions are set up in the same manner except that each King sphere is represented by $10^6$ particles. In this $N$-body simulation, we adopt the particle-mesh method as a Poisson solver, in which the triangular-shaped cloud mass assignment scheme is used in computing mass density field from the particle distribution. The gravitational force is calculated using the four-point finite-difference scheme. The number of grid points to compute the gravitational potential is set to 64 for each of $x$-, $y$-, and $z$-dimensions, which gives effectively the same spatial resolution as that of the Vlasov–Poisson solver.

Figure 19 depicts the time evolution of mass density map at $z=0$ plane in the run with $N^x_v = N^y_v = N^z_v = 64$. The cores of the two King sphere first encounter at $t = 3.4T$ and then go through each other in a collisionless manner. The density distribution is smooth at all the time. We compare the mass density distribution at $t = 5.0T$ between the Vlasov–Poisson simulation and the $N$-body simulation in Figures 19 and 20. Both the simulations produce fairly consistent results, although the density distribution in the $N$-body simulations appears slightly asymmetric between the two spheres.

For a more quantitative comparison between the Vlasov–Poisson and $N$-body simulations, the time evolution of the kinetic, the gravitational potential, and the total energies in both the simulations are shown in the top panel of Figure 21. One can see clearly the consistent behaviors of the kinetic and gravitational potential energies in the Vlasov–Poisson and $N$-body simulations. The slight differences between the two runs are primarily due to the different discretization of the system. Relative errors of the total mass and energy conservation in the runs with $N^x_v = N^y_v = N^z_v = 64$ and $N^x_v = N^y_v = N^z_v = 32$ are shown in Figure 21. The total mass is well conserved with a sufficiently small relative error of $\ll 10^{-4}$ in both resolutions in the velocity space (bottom panel). We find a slight decrease in the total mass at $t \gtrsim 4.5T$ in the run with the lower velocity resolution. This is because the extent of the matter distribution in the velocity space exceeds the predefined velocity ranges during the merging of the cores of the two King spheres. In the run with the higher velocity resolution, while it is also the case that the extent of the matter distribution in the velocity space is not fully enclosed, the deviation from the
total mass conservation is kept relatively small because the better velocity resolution enables better reconstruction of the distribution function at the high velocity tails.

Total energy conservation is assured to be better in the run with the higher velocity resolution. Even with the higher resolution, however, the relative error in the total energy is ≃3% at $t = 5T$, while it is $\lesssim 1.5\%$ at $t < 4T$. Again, this can be understood by the fact that the extent of the matter distribution in the velocity space is beyond the predefined velocity ranges during $4T \lesssim t \lesssim 5T$. Such velocity “overflow” gives a stronger impact to the total energy budget rather than the total mass conservation because matter with a large velocity has naturally a large kinetic energy. It would be desirable to develop a scheme that adaptively rescales the velocity space with proper reconstruction or re-mapping of the velocity distribution function.

We have seen in Figures 19 and 20 that the density distributions are quite similar between the Vlasov run and the N-body run. It is interesting to compare the matter distribution in the velocity space between the two simulations. The left panel of Figure 22 shows the phase space density in the velocity space at a single spatial grid point near the mass center of the two King spheres. For this plot, we use the output at $t = 4.2T$, when the two peaks of the phase space density match the bulk velocities of the two King spheres. The velocity distribution of the particles in the same spatial volume of the N-body simulation are depicted in the right panel of Figure 22. Although there are two broad clumps at roughly the same locations as those in the Vlasov–Poisson run, one can clearly see severe contaminations by the shot noise. The velocity structure is not well sampled even in the $N = 10^6$ run. Figure 23 is the same as Figure 22 but shows the phase space density in the velocity space in a spatial grid point at the outskirts of the system, $(x, y, z) = (1.8L, 1.8L, 0)$. In the Vlasov–Poisson simulations, we can see the two peaks in the velocity distribution, each of which corresponds to the bulk velocity of the two King spheres. On the other hand, since

**Figure 20.** Test 6: a density map of the result at $a_z = 0$ plane from the N-body simulation at $t = 5.0T$.

(A color version of this figure is available in the online journal.)

**Figure 21.** Test 6: time evolution of the kinetic, gravitational potential, and total energy in the run with $N_x = N_y = N_z = N_{v_x} = N_{v_y} = N_{v_z} = 64$ are shown by thick lines. Those in the N-body simulation are also shown by thin lines. The relative differences of the total energy and the total mass in the runs with $N_{v_x} = N_{v_y} = N_{v_z} = 64$ (solid lines) and $N_{v_x} = N_{v_y} = N_{v_z} = 32$ (dashed lines) are shown in the middle and bottom panels, respectively.

(A color version of this figure is available in the online journal.)
the number density of $N$-body particles in this region is small compared with that in the central regions, we cannot see such two-peak structure in the velocity distribution in the $N$-body simulation.

In order to quantify the shot noise level in the velocity distribution of the $N$-body simulation, we compute the power spectra of the velocity distribution function

$$P_v(k_v) = \langle |\hat{F}(k_v)|^2 \rangle,$$

where $\hat{F}(k_v)$ is a DFT of the distribution function in the velocity space and $k_v$ is a wavenumber vector corresponding to a certain velocity vector. The velocity power spectra thus calculated at the same spatial position as in Figure 22 are shown in Figure 24. The two power spectra are in good agreement with each other at large velocity scales, $k_vV \lesssim 10$. At small velocity scales ($k_vV \gtrsim 10$), however, the $N$-body simulation exhibits a flat spectrum, showing good contrast with the nearly
power-law spectrum in the Vlasov–Poisson simulation. The velocity power for the N-body run is significantly contaminated by the shot noise. On the assumption that the velocity power of the Vlasov–Poisson simulation is accurate to $k, V \sim 50$, we argue that the same result would be obtained if we could employ nearly a five orders of magnitude larger number of particles ($\sim 10^{11}$) in the N-body simulation.

4. MEMORY CONSUMPTION, CPU TIMING, AND PARALLELIZATION EFFICIENCY

All of the simulations presented in the present paper were performed with a large-scale massively parallel supercomputer, T2K-Tsukuba system installed at Center for Computational Sciences, University of Tsukuba. Each computational node of the T2K-Tsukuba system consists of four sockets of 2.3 GHz quad-core AMD Opteron and 32 GB of DDR2 SDRAM memory. All the nodes are connected through quad-rail of DDR Infiniband interconnection network.

The required memory $M$ is approximately computed as

$$M = 256 \left( \frac{N_p}{64^3} \right) \left( \frac{N_v}{64^3} \right) \text{ GB},$$

where $N_p = N_x N_y N_z$ and $N_v = N_x^p N_y^p N_z^p$ are the numbers of grids in the spatial and velocity spaces, respectively. Our Vlasov code uses single-precision floating point numbers for storing the value of the distribution function. Since each node of the T2K-Tsukuba system can store data up to 24 GB on its memory, for the runs with $N_x N_y N_z = 64^3$ and $N_x^p N_y^p N_z^p = 64^3$, we typically use 16–64 nodes.

Table 1 shows a breakdown of the wall clock time consumed by several parts in our code over a single time step integration. All of the runs (A, B, and C) are performed with 64 MPI processes and each MPI process is also parallelized in a multi-thread manner using the OpenMP implementation. For example, Run A adopts 16 nodes (equivalently 256 CPU cores), and each MPI process invokes 4 threads. Although the explored parameter space is limited, we confirm that our code performs well on up to 1024 cores (64 nodes). Comparing Run A and Run B, we see a good weak scaling in which the wall clock time $T_{\text{total}}$ almost precisely scales with the simulation size $(N_p N_v)$ with the same number of nodes. On the other hand, Run C, using four times more nodes, is only three times faster than Run B for the same number of grids. This is because the PFC scheme needs global maximum values of the phase space density over the entire one-dimensional computational regions to ensure the maximum principle, and thus solving the advection equations in the position space requires data transfer among the nodes associated with the adjacent computational regions through the inter-node network. As a result, we see in the difference between $T_p$ and $T_v$ of Table 1, the advection operations in the position space take longer than in the velocity space. The necessary data transfer hampers the strong scaling in solving the advection equation in the position space.

5. SUMMARY AND DISCUSSION

In this paper, we have developed a fully parallelized Vlasov–Poisson solver in six-dimensional phase space for collisionless self-gravitating systems. The Vlasov solver is based on the recently proposed PFC scheme, whereas the Poisson solver utilizes the conventional convolution method based on the DFT. We have conducted large simulations of collisionless self-gravitating systems on the phase space discretized onto $64^6$ grids. We have performed a suite of test calculations to examine the accuracy and performance of our simulation code.

Table 1 shows a breakdown of the wall clock time consumed by several parts in our code over a single time step integration. All of the runs (A, B, and C) are performed with 64 MPI processes and each MPI process is also parallelized in a multi-thread manner using the OpenMP implementation. For example, Run A adopts 16 nodes (equivalently 256 CPU cores), and each MPI process invokes 4 threads. Although the explored parameter space is limited, we confirm that our code performs well on up to 1024 cores (64 nodes). Comparing Run A and Run B, we see a good weak scaling in which the wall clock time $T_{\text{total}}$ almost precisely scales with the simulation size $(N_p N_v)$ with the same number of nodes. On the other hand, Run C, using four times more nodes, is only three times faster than Run B for the same number of grids. This is because the PFC scheme needs global maximum values of the phase space density over the entire one-dimensional computational regions to ensure the maximum principle, and thus solving the advection equations in the position space requires data transfer among the nodes associated with the adjacent computational regions through the inter-node network. As a result, we see in the difference between $T_p$ and $T_v$ of Table 1, the advection operations in the position space take longer than in the velocity space. The necessary data transfer hampers the strong scaling in solving the advection equation in the position space.

### Table 1: Breakdown of the Wall Clock Time for a Single Time Step

| ID | $N_p$ | $N_v$ | $N_{\text{node}}$ | $T_p$<sup>a</sup> | $T_v$<sup>b</sup> | $T_{\text{comm}}$ | $T_{\text{total}}$ | Notes |
|----|-------|-------|-------------------|-----------------|----------------|-----------------|---------------------|-------|
| A  | $64^3$| 32<sup>c</sup> | 16                | 9.1             | 6.4            | 1.6             | 1.95                | 72.1  |
| B  | $64^3$| $64^3$ | 16                | 60.1            | 56.3           | 4.7             | 11.1                | 550.2 |
| C  | $64^3$| $64^3$ | 64                | 21.2            | 14.4           | 5.1             | 10.5                | 181.4 |

Notes: Since we perform three and six advection operations in a single time step in the spatial and velocity grids (see Equation (17)), their contributions to $T_{\text{total}}$ are $3T_p$ and $6T_v$, respectively.

<sup>a</sup> Time for solving advection equations along a single dimension of the position and velocity spaces.

<sup>b</sup> Time for solving the Poisson equation including the calculation of the density field and the communication among nodes.

<sup>c</sup> Overhead for communicating the data in the adjacent computational subdomains.

<sup>d</sup> Total wall clock time to advance the system by a single time step.
King sphere, is also reproduced in full six-dimensional phase space. The results manifest that our time-integration scheme is accurate. Finally, our code works efficiently on massively parallel computers. It runs well on up to 1024 cores and scales well with the problem size and with the number of processors.

We summarize the advantages of the simulations of collisionless self-gravitating systems based on the Vlasov–Poisson equations over the conventional N-body simulations as follows. The resolution in the velocity space in the Vlasov–Poisson simulations is shown to be significantly better than that of N-body simulations in which the particle distribution in the velocity space is intrinsically rather noisy. Since the matter distribution in the velocity space is explicitly represented in the form of a continuum distribution function, physical processes that are sensitive to the velocity distribution such as the Landau damping can be treated accurately as seen in Tests 2 and 4. In that sense, the effect of free streaming of massive neutrinos on the large-scale structure formation in the universe might be better simulated with the Vlasov–Poisson simulations rather than the N-body simulations, since it is essentially the same mechanism as the Landau damping. Another important advantage of the Vlasov–Poisson simulations is that the collisionless feature is assured in the Vlasov–Poisson simulations, while artificial two-body relaxation could compromise the results of N-body simulations. Thus, for example, it might be more suitable to simulations of long-term or secular evolution of collisionless self-gravitating systems. In addition, the existence of two independent methods for simulating collisionless self-gravitating systems is essentially of great importance, since any simulation methods cannot be perfect and have some drawbacks. So far, we do not have any simulation methods for collisionless self-gravitating systems other than the N-body method. The Vlasov–Poisson simulation presented in this work is complementary to the N-body simulation and could be such an independent method of the N-body method. Thus, we could objectively evaluate the validity of simulations of collisionless self-gravitating systems by cross-checking the results obtained in both the methods.

Currently the spatial resolution of the Vlasov–Poisson simulations is not as impressive as those of the state-of-the-art N-body simulations, since the computational costs (computational capability and amount of memory) to conduct the Vlasov–Poisson simulations is relatively large compared with that of the N-body simulations. This drawback can be remedied by further improvements of the Vlasov–Poisson solver, which includes an adaptive mesh approach to improve the spatial and velocity resolutions without significantly increasing the required amount of the memory, and an adoption of more sophisticated higher-order schemes to solve one-dimensional advection equations to reduce numerical errors caused by the coarse-grained discretization of the phase space. In addition, the performance of our grid-based Vlasov solver scales well with the number of processors. Thus we expect the simulation size can be steadily increased as the available computing power increases in the near future. We foresee direct integration of the collisionless Boltzmann equation will be a promising method in the era of exa-flops computing.
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APPENDIX

INTEGRAL FUNCTIONS IN THE PFC SCHEME

Here, we explicitly describe the scheme to compute \( \Phi^+ \) and \( \Phi^- \) in Equations (14) and (15), respectively. For a given set of \( f_i^n \) defined by equation (12), the values of \( \Phi^+ \) and \( \Phi^- \) can be obtained by interpolating the distribution function \( f(x, t^n) \).

In this work, we adopt the third-order interpolation for the primitive of the distribution function. On the interval \( x_{i-1/2} \leq x \leq x_{i+1/2} \), the distribution function is interpolated as

\[
\tilde{f}(x, t^n) = f_i^n + \frac{a(x)}{6} (f_{i+1} - f_i) + \frac{b(x)}{6} (f_i - f_{i-1}),
\]

where \( a(x) \) and \( b(x) \) are given by

\[
a(x) = \frac{1}{\Delta x^2} [2(x - x_i)(x - x_{i-3/2}) + (x - x_{i-1/2})(x - x_{i+1/2})],
\]

\[
b(x) = \frac{1}{\Delta x^2} [2(x - x_i)(x - x_{i+3/2}) + (x - x_{i-1/2})(x - x_{i+1/2})].
\]

It is straightforward to prove that

\[
\int_{x_{i-1/2}}^{x_{i+1/2}} \tilde{f}(x, t^n) \, dx = f_i^n \Delta x,
\]

since one can obviously see that

\[
\int_{x_{i-1/2}}^{x_{i+1/2}} a(x) \, dx = \int_{x_{i-1/2}}^{x_{i+1/2}} b(x) \, dx = 0.
\]

Here, we introduce slope correctors to ensure the maximum principle and avoid spurious oscillation:

\[
\tilde{f}(x, t^n) = f_i^n + \frac{\epsilon_i^+}{6} a(x)(f_{i+1} - f_i) + \frac{\epsilon_i^-}{6} b(x)(f_i - f_{i-1}),
\]

where \( \epsilon_i^+ \) and \( \epsilon_i^- \) given by

\[
\epsilon_i^+ = \begin{cases} 
\min(1, 2f_i/(f_{i+1} - f_i)) & \text{if } f_{i+1} > f_i, \\
\min(1, -2(f_{i+1} - f_i)/(f_{i+1} - f_i)) & \text{if } f_{i+1} < f_i.
\end{cases}
\]

\[
\epsilon_i^- = \begin{cases} 
\min(1, 2(f_{i+1} - f_i)/(f_i - f_{i-1})) & \text{if } f_i > f_{i-1}, \\
\min(1, -2f_i/(f_i - f_{i-1})) & \text{if } f_i < f_{i-1}.
\end{cases}
\]

\[6 \text{ Note that the expressions of } \Phi^+ \text{ and } \Phi^- \text{ in Filbet et al. (2001) contains several typos.} \]
where \( f^{\text{max}} \) is the maximum value of the distribution function in the entire computational domain under consideration.

Using this interpolation, we can obtain the expression of \( \Phi^+ \) and \( \Phi^- \) by substituting the interpolation (A6) into the distribution function in Equations (14) and (15). When the propagating velocity (\( u \) in Equation (11)) is positive, we have

\[
\Phi^+ = \sum_{\ell=j+1}^{i} f^n_\ell \Delta x + \alpha_i f^n_j + \frac{\epsilon_j^-}{6} \left(1 - \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j + \frac{\epsilon_j^-}{6} \left(1 + \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j
\]

\[
\times \left( f^n_{j+1} - f^n_j \right) + \frac{\epsilon_j^-}{6} \left(1 - \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j + \frac{\epsilon_j^-}{6} \left(1 + \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j
\]

\[
\times \left( f^n_{j+1} - f^n_j \right) + \frac{\epsilon_j^-}{6} \left(1 - \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j + \frac{\epsilon_j^-}{6} \left(1 + \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j
\]

\[
\times \left( f^n_{j+1} - f^n_j \right) + \frac{\epsilon_j^-}{6} \left(1 - \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j + \frac{\epsilon_j^-}{6} \left(1 + \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j
\]

\[
\times \left( f^n_{j+1} - f^n_j \right) + \frac{\epsilon_j^-}{6} \left(1 - \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j + \frac{\epsilon_j^-}{6} \left(1 + \frac{\alpha_i}{\Delta x}\right) \left(2 - \frac{\alpha_i}{\Delta x}\right) x_j
\]

and

\[
\Phi^- = - \sum_{\ell=k+1}^{i-1} \left[ f^n_\ell - \frac{\epsilon_k^+}{6} \left(1 - \frac{\beta_i}{\Delta x}\right) \left(1 - \frac{\beta_i}{\Delta x}\right) \right] \times \left( f^n_{\ell+1} - f^n_\ell \right)
\]

\[
\times \left( f^n_{\ell+1} - f^n_\ell \right) + \frac{\epsilon_k^+}{6} \left(2 + \frac{\beta_i}{\Delta x}\right) \left(1 + \frac{\beta_i}{\Delta x}\right) \left( f^n_{\ell+1} - f^n_{\ell-1} \right)
\]

where we set \( \beta_i = x_{j-1/2} - X(t^n, t^{n+1}, x_{j+1/2}) \).

It should be noted that the global difference between \( \tilde{f}(x, t) \) and \( f(x, t) \) is constrained by the relation

\[
\int \left| \tilde{f}(x, t) - f(x, t) \right| dx \leq 4T V(f) \Delta x,
\]

where \( T V(f) \) is the total variation of the distribution function given by

\[
TV(f) = \sum_i |f_{i+1} - f_i|.
\]
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