Lesion Type Classification by Applying Machine-Learning Technique to Contrast-Enhanced Ultrasound Images
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SUMMARY One of the major applications of contrast-enhanced ultrasound (CEUS) is lesion classification. After contrast agents are administered, it is possible to identify a lesion type from its enhancement pattern. However, CEUS image reading is not easy because there are various types of enhancement patterns even for the same type of lesion, and clear classification criteria have not yet been defined. Some studies have used conventional time intensity curves (TICs), which show the vessel dynamics of a lesion. It is possible to predict lesion type from the TIC parameters, such as the coefficients obtained by curve fitting, peak intensity, flow rate and time to peak. However, these parameters are not always provide sufficient accuracy. In this paper, we prepare 1D Haar-like features which describe intensity changes in a TIC and adopt the Adaboost machine learning technique, which eases understanding of which features are useful. Hyperparameters of weak classifiers, e.g., the step size of a Haar-like filter length and threshold for output of the filter, are optimized by searching for those parameters that give the best accuracy. We evaluate the proposed method using 36 focal splenic lesions in canines 16 of which were benign and 20 malignant. The accuracies were 91.7% (33/36) when inspected by an experienced veterinarian, 75.0% (27/36) by linear discriminant analysis (LDA) using conventional three TIC parameters: time to peak, area under curve and peak intensity, and 91.7% (33/36) using our proposed method. McNemar testing shows the p-value to be less than 0.05 between the proposed method and LDA. This result shows the statistical significance of differences between the proposed method and the conventional TIC analysis method using LDA.
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1. Introduction

Contrast-enhanced ultrasound (CEUS) is commonly used to distinguish between benign and malignant lesions in the clinical context [1]–[4]. After contrast agents are administered, echo patterns change due to the inflow and outflow of the contrast agents that vary according to lesion type. The outflow of a contrast agent is faster in malignant lesions, making it possible to predict the lesion type from the change in echo patterns.

A major problem with CEUS is that physicians do not find it easy to read the images, principally because there are various types of enhancement patterns even for the same type of lesion, whether benign or malignant. This causes difficulty in establishing clear criteria for classifying lesions, and why it is said that the diagnostic results for CEUS depend on the reading skills of the physician. We believe that a computer-aided diagnosis can help the physician’s diagnosis [5], [6].

There are several quantitative approaches which use a time intensity curve (TIC) to classify lesions with CEUS [7]–[10]. A TIC shows the temporal change in intensity in the target region of interest (ROI), and TIC parameters such as time to peak (TTP), area under curve (AUC) and peak intensity (PI) are obtained, as shown in Fig. 1. However, these parameters do not always provide sufficient information for clearly classifying the lesion types. A novel approach is therefore required to extract features that differ from the conventional TIC parameters.

In this paper, we adopt the following three approaches for the TIC-based lesion classification.

1. A 1D Haar-like feature is adopted [11], [12] that can describe intensity changes within a specified time window in TIC, such as when the intensity increases or decreases and by how much it increases or decreases.

2. Adaboost [13] is adopted to classify lesions using the 1D Haar-like features of the TIC. Adaboost is a machine-learning algorithm that compiles a strong classifier from a collection of weak classifiers to perform simple classifications. Since Adaboost provides the contribution factor of each weak classifier as a

![Fig. 1 TIC parameters: Time to peak (TTP), area under curve (AUC) and peak intensity (PI).](https://example.com/fig1.png)
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training result, it can also be used as an analysis tool to highlight features useful for lesion classification.

3. We optimize the hyperparameters of the weak classifiers. This optimization is performed by searching for parameters that provide the best accuracy.

2. Proposed Method

In TIC analysis, observation of intensity changes is important, i.e., when or how the intensity changes. Our proposed method introduces 1D Haar-like features to describe the intensity changes. Moreover, the proposed method adopts Adaboost, a machine-learning technique, to classify lesions using the 1D Haar-like features of the TIC. We describe how to generate TIC in Sect. 2.1 below. The details of our proposed method are described in Sects. 2.2, 2.3 and 2.4.

2.1 TIC Generation

We used CEUS image sequences as input. As shown in Fig. 2, each frame of the sequence includes two images: a contrast image and a tissue image. Both tissue and contrast images are acquired simultaneously. Contrast image is reconstructed from harmonic components of ultrasound echoes. In details two successive pulses are transmitted whose phase or amplitude are modulated and these two echoes are combined with the specific weighting to extract harmonic components [14]–[16]. On the other hand tissue image is reconstructed from fundamental components of one of these two echoes.

The proposed method tracks a region of interest (ROI) to compensate pulsative and breathing motion. Further motion noises including off-plane motion are corrected by a model fitting technique described later. The tissue image is used for tracking an ROI since the echoes in the tissue image are independent of the contrast agent (we will describe later how we specify the ROI). The positions of the tracked ROIs in the tissue images are mapped onto the corresponding positions in the contrast images and a TIC is obtained from the contrast images. The intensity of the TIC is calculated as average intensity inside the ROI in the contrast images.

A TIC is obtained using the following steps.

1. A frame is selected from a CEUS image sequence and is used as the reference frame for tracking the ROI. The selected frame should be one which empirically shows strong enhancement.
2. Two ROIs are manually set in the reference frame. An example is shown as the solid circles in Figs. 2 (b) and (c). One ROI is set on a lesion and the other is set on the parenchyma.
3. Two TICs are obtained from the ROIs in the contrast image. The ROIs are automatically tracked using a template matching the tissue image, as shown in Fig. 3. The ROIs in the reference frame are used as templates for template matching.
4. Obtain the arrival time of contrast agents at the parenchyma region from the TIC of the parenchyma region. The arrival time can be detected automatically using a pattern-matching filter whose output value increases with the rise pattern in the TIC. The reason for obtaining the arrival time from the TIC of the parenchyma region is that it is difficult to obtain the arrival time from the TIC of the lesion region in some cases due to weak enhancement.
5. The base time ($t = 0$) of the TIC of the lesion region is set with the arrival time of the contrast agents to the parenchyma region, as shown in Fig. 4.
6. A model function is fitted to the TIC of the lesion region using a nonlinear least-squares fitting method. We use the gamma function as the model function.

Fig. 2  CEUS image of the focal splenic lesions of canines. Regions of interest (ROIs) of a lesion and parenchyma and TIC for those ROIs. (a) TIC, (b) ROIs in a contrast image are used for TIC generation and (c) a tissue image is used for ROI tracking.

Fig. 3  The ROI position in each frame is corrected by the estimated displacement between the current frame and the reference frame.
Parameters for a weak classifier. A weak classifier is defined by the starting frame of the window in fitted TIC: $s_j$, the window length in the frame: $l_j$, the threshold for intensity change: $t_j$, and intensity change direction: $d_j$.

When we train a classifier, we prepare training samples which include CEUS image sequences for both benign and malignant cases. We obtain fitted TIC of the lesion ROI using the procedure described in Sect. 2.1. The input to the weak classifier is an intensity change $c_j$ inside a time window obtained by a 1D Haar-like filter as

$$c_j = \sum_{i=s_j}^{s_j+l_j/2} T_i - \sum_{i=s_j+l_j/2+1}^{s_j+l_j} T_i,$$

where $T_i$ is the value of fitted TIC at the $i$-th frame, $s_j$ is the starting frame of the $j$-th window, and $l_j$ is the length of $j$-th window. Each weak classifier checks the amount of the intensity change inside the time window, $c_j$. Each weak classifier is characterized by four parameters: (a) starting frame (time) of the window in fitted TIC $s_j$, (b) the window length in frame (time) $l_j$, (c) a threshold for the intensity change $t_j$, and (d) intensity change direction $d_j$ which takes +1 or −1, i.e., either an increase or a decrease, as shown in Fig. 5. The output from the weak classifier $h_j$ is decided by intensity change $c_j$, which is calculated using Eq. (1), a threshold $t_j$, and a direction $d_j$,

$$h_j = \begin{cases} 1 & \text{if } d_j \cdot c_j > t_j \\ -1 & \text{otherwise} \end{cases}.$$

When no intensity changes, $h_j$ takes −1 regardless of the value of $d_j$ because the value of $c_j$ takes 0.

In each boosting round, one weak classifier with the lowest error $e$ is selected from all the weak classifiers, and the weight of the selected weak classifier is obtained from this error $e$. The boosting is stopped when a obtained in Eq. (3) is smaller than a threshold value (0.001 in our experiments).

$$a = \log \frac{1 - e}{e}$$

The starting position of the window $s_j$, threshold $t_j$ and window length $l_j$ are given as

$$s_j = s_{\text{step}} \cdot p(j),$$

$$t_j = t_{\text{min}} + t_{\text{step}} \cdot q(j)$$

and

$$l_j = l_{\text{min}} + l_{\text{step}} \cdot r(j),$$

respectively. $s_{\text{step}}$ is the step size of the starting position of the window in a time (frame) axis. $p(j)$ is an integer value which shows a step index. Its maximum value is given as FLOOR($l/l_{\text{step}}$) where $l$ is the TIC length and FLOOR() is a rounding-off operation. Similarly, $t_{\text{min}}$ and $t_{\text{step}}$ are the minimum value of the threshold and the step size of the threshold for the intensity, respectively. $q(j)$ is a step index and its maximum value is given as FLOOR($t_{\text{max}} - t_{\text{min}})/t_{\text{step}}$.
where \( t_{\text{max}} \) is the maximum value of the threshold. Finally \( l_{\text{min}} \) and \( l_{\text{step}} \) are the minimum value of the window length and the step size of the window length, respectively. \( r(j) \) is a step index and its maximum value is defined as FLOOR\((l_{\text{max}} - l_{\text{min}})/l_{\text{step}}\) where \( l_{\text{max}} \) is the maximum value of the window length.

Figure 6 shows examples of both the starting position of the window and window length. In this example the minimum value of the window length is equal to the step size, i.e., \( l_{\text{min}} = l_{\text{step}} = l_1 \). For example, \( l_6 \) is given as \( l_6 = l_{\text{min}} + l_{\text{step}} \cdot r(6) = l_1 + l_1 \cdot 1 = 2l_1 \). These hyperparameters of weak classifiers \( l_{\text{min}}, l_{\text{max}}, l_{\text{step}}, l_{\text{min}}, \text{and } l_{\text{step}} \) affect the classification accuracy. Therefore the proposed method exhaustively searches for the optimal hyperparameters. Here, the step size of the starting position of the window is excluded from the optimization because the optimal value of this parameter could be solely found in preliminary experiments. The optimization procedure is as follows.

1. The search range parameters are set: a minimum search range value of the window length \( L_{\text{min}} \), a maximum search range value of the window length \( L_{\text{max}} \), a search step size of the window length \( L_{\text{step}} \), a minimum search range value of threshold \( T_{\text{min}} \), a maximum search range value of the threshold \( T_{\text{max}} \), and a search step size of the threshold \( T_{\text{step}} \). Note that these parameters are constant values and are different from \( l_{\text{min}}, l_{\text{max}}, l_{\text{step}}, l_{\text{min}}, l_{\text{max}} \) and \( l_{\text{step}} \).
2. The accuracy with a leave-one-out validation for every combination of hyperparameters \( (L_{\text{min}}, L_{\text{max}}, L_{\text{step}}, L_{\text{min}}, L_{\text{max}}, L_{\text{step}}) \).
3. The hyperparameters which give the best accuracy are selected.

2.3 The Classification Step

When classifying a new image sequence, the following steps are applied.

1. The fitted TIC of the lesion ROI is obtained using the same procedure as described in Sect. 2.1.
2. The outputs of the weak classifiers, which are selected in the training step, are calculated.
3. The lesion type, i.e., benign or malignant, is classified by the strong classifier which combines the outputs of the weak classifiers with their weights.

\[
h_j = \begin{cases} 
1 & \text{if } \sum_{k=1}^{m} w_k \cdot h_k(x) \geq 0 \\
-1 & \text{otherwise} 
\end{cases}
\]

where \( x \) is the fitted TIC and \( m \) is the number of weak classifiers. \( h_k \) and \( w_k \) are the output and the weight of the k-th weak classifier, respectively. When \( h_k(x) \) is equal to 1, we classify a target lesion as benign; if not, as malignant.

3. Experimental Data

The study population was recruited from canines with single or multiple focal splenic lesions detected by conventional ultrasonography in the Veterinary Teaching Hospital of the Graduate School of Veterinary Medicine, Hokkaido University [20]. Sonazoid (Daiichi-Sankyo, Tokyo, Japan) was used as the contrast agent. Contrast-enhanced ultrasonography was performed with an ultrasound machine (Aplio XG, Toshiba Medical Systems, Tochigi, Japan) with a 5-11MHz broadband linear probe (PLT-704 AT, Toshiba Medical Systems).

A single focal zone was placed at the deepest part of the lesion. The MI was set at 0.1-0.2 to minimize microbubble destruction. The gain was set so that few signals from the underlying splenic parenchyma were present. The cranial abdomen was shaved and the canines were restrained in dorsal recumbency. Scan planes were chosen to show both a splenic lesion and normal parenchyma in one image. Sonazoid (0.12 mL microbubbles/kg) was injected via an intravenous catheter in the cephalic vein. Catheters were flushed with saline (0.9% NaCl) solution immediately after the injection. Real-time imaging was performed from preinjection to 1 minute after injection of Sonazoid for the vascular phases. All images were recorded on a hard disk for off-line analysis.

The final diagnosis was confirmed by histology or cytology.

4. Experimental Results

We conducted two experiments. In the first, we evaluated the effectiveness of the hyperparameter optimization...
scheme. In the second experiment, we compared our proposed method with conventional methods. We used 36 clinical image sequences of canines with focal splenic lesions that included 16 benign and 20 malignant lesions. All the image sequences were provided in 8-bit grayscale AVI format. The dynamic range and frame rate were set to 45 dB.

![Accuracy distribution for the 5,590 combinations of the hyperparameters. Each accuracy is obtained with leave-one-out cross-validation.](image)

**Table 1**  Experimental result on classification accuracy and output of the 1D Haar-like filter of the highest weight classifier. The accuracies of the proposed method, SCAD-SVM and LDA are obtained with leave-one-out cross-validation.

| No. | Lesion type               | Classification result | Output of the highest weight classifier |
|-----|---------------------------|-----------------------|-----------------------------------------|
|     |                           | Veterinarian | Proposed method | SCAD-SVM | LDA | Filtered value [dB] | Is greater than 4dB ? |
| 1   | Benignancy                |             |                 |          |     | 8.7               | Yes                   |
| 2   | Nodular hyperplasia       |             |                 |          |     | 5.7               | Yes                   |
| 3   |                           |             |                 |          |     | 13.2              | Yes                   |
| 4   |                           |             |                 |          |     | 8.0               | Yes                   |
| 5   |                           |             |                 |          |     | 4.3               | Yes                   |
| 6   |                           |             |                 |          |     | 7.5               | Yes                   |
| 7   |                           | NG         | NG              | NG       | 2.6 |                   |                       |
| 8   |                           |             |                 |          |     | 7.8               | Yes                   |
| 9   |                           |             |                 |          |     | 7.1               | Yes                   |
| 10  |                           |             |                 |          |     | 5.6               | Yes                   |
| 11  |                           |             |                 |          |     | 4.2               | Yes                   |
| 12  |                           |             | NG              | 4.2      |     |                   |                       |
| 13  | Hematoma                  |             | NG              | NG       | 5.6 |                   | Yes                   |
| 14  |                           |             | NG              | NG       | 2.4 |                   |                       |
| 15  | Extramedullary hematopoiesis | NG     | NG              | NG       | 0.0 |                   |                       |
| 16  |                           |             |                 |          |     | 6.8               | Yes                   |
| 17  | Malignancy                |             |                 |          |     | -0.2              |                       |
| 18  | Hemangiosarcoma           |             | NG              |          | 2.9 |                   |                       |
| 19  |                           |             | NG              |          | -0.3|                   |                       |
| 20  |                           |             |                 |          |     | 0.5               |                       |
| 21  |                           |             |                 |          |     | 0.2               |                       |
| 22  |                           |             | NG              | 3.9      |     |                   |                       |
| 23  |                           |             |                 |          |     | 0.2               |                       |
| 24  |                           |             |                 |          |     | 0.1               |                       |
| 25  |                           |             |                 |          |     | 0.3               |                       |
| 26  | Lymphoma                  |             |                 |          |     | 0.6               |                       |
| 27  |                           |             |                 |          |     | 0.6               |                       |
| 28  | Histiocyticsarcoma        |             | NG              |          | -1.0|                   |                       |
| 29  |                           |             | NG              |          | 1.6 |                   |                       |
| 30  | Cartinoma                 |             |                 |          |     | 1.2               |                       |
| 31  |                           |             |                 |          |     | 3.9               |                       |
| 32  | Fibrohistiocytic nodule   | NG         |                 |          |     | 3.4               |                       |
| 33  |                           |             |                 |          |     | 3.4               |                       |
| 34  | Leiomyosarcoma            |             | NG              |          | 3.1 |                   |                       |
| 35  | Osteosarcoma              |             | NG              |          |     | 1.9               |                       |
| 36  | Granuloma                 |             |                 |          |     | 1.9               |                       |
| Accuracy | | 33/36 | 33/36 | 30/36 | 27/36 |
|          | | 91.7% | 91.7% | 83.3% | 75.0% |
and 30 fps, respectively, in all.

The TIC length \( l \), used for the classification, was set to 30 seconds. The first 10 seconds of fitted TIC show the intensity changes before the contrast agents are injected.

The step size of the starting position of the window \( s_{\text{step}} \) was 1 second. In optimizing the hyperparameters of the weak classifiers described in Sect. 2, the search range parameters \( L_{\text{min}}, L_{\text{max}}, l_{\text{step}}, T_{\text{min}}, T_{\text{max}} \) and \( T_{\text{step}} \) were set to 2 seconds, 16 seconds, 2 seconds, 0 dB, 16 dB and 2 dB, respectively. We finally prepared 5,590 patterns that were a combination of 65 patterns for window length and 86 patterns for threshold. ROIs were set by a CEUS-experienced veterinarian.

4.1 Effect of Our Optimization Scheme on TIC Analysis Resolution

Figure 7 shows the accuracy of the 5,590 combinations of hyperparameters. Each accuracy is the result of leave-one-out cross-validation. The accuracies range from 44.4% at worst to 91.7% at best. This wide accuracy range shows that the hyperparameter optimization scheme works effectively.

4.2 Comparison between Our Proposed Method and Other Methods

We compared our proposed method with the following conventional methods.

1. Linear discriminant analysis (LDA), which uses three conventional TIC parameters: time to peak (TTP), area under the curve (AUC) and peak intensity (PI) [7]–[10]. For TTP, arrival time (frame) is the time when the contrast agent arrives at the parenchyma; this is the same as in our proposed method. The AUC is defined as the integral value of the intensity from the arrival time (frame) to peak time (frame) in this study.

2. Support vector machine [17], [18] with smoothly clipped absolute deviation (SCAD-SVM) [19] which uses 176 features. These 176 features are outputs of the 1D Haar-like filter where \( L_{\text{min}}, L_{\text{max}} \) and \( l_{\text{step}} \) are set to 2 seconds, 16 seconds and 2 seconds, respectively. This is one of the finest settings concerning the step size of window length in the proposed method.

3. A subjective reading by a CEUS-experienced veterinarian.

Accuracies of the classification were evaluated by leave-one-out cross-validation. Table 1 shows the experimental results. The accuracies were 91.7% (33/36), achieved by an experienced veterinarian, 75.0% (27/36) by LDA, 83.3% (30/36) by SCAD-SVM, and 91.7% (33/36) using the proposed method. The proposed method gave 538 combinations of hyperparameters of weak classifiers that gave the best accuracy, and these combinations misclassified the same three samples. A McNemar test revealed the p-value to be less than 0.05 between our proposed method and LDA (see Table 2). This result shows the statistical significance of the differences between our proposed method and conventional TIC analysis method using LDA. On the other hand, in the comparison with the SVM and subjective reading, the p-values were greater than 0.05, so our proposed method did not show any statistically significant difference from the latter two methods.

5. Discussion

In this section, we discuss following two points: one is the contribution factors to accuracy and the other is the selected features in the training step of the proposed method.

5.1 Contribution Factors to Accuracy

The proposed method obtained better accuracy than LDA with three TIC parameters but there was no significant difference between the proposed method and SCAD-SVM. In comparison with SCAD-SVM we used the same 176 features which were obtained with the finest hyperparameter setting (except threshold parameter) in the proposed method. This indicates that Haar-like filter and hyperparameter optimization contribute to good accuracy.

5.2 Selected Features

As a result of optimizing the hyperparameters of weak classifiers, we obtained 538 combinations that yielded a maximum 91.7% accuracy. Most of these combinations gave the same strong classifiers when we performed Adaboost training with all the training samples, and we were able to summarize them into 19 strong classifiers. Each strong classifier had 2, 3, 4 or 10 weak classifiers, and the highest weight weak classifier was the same: the starting position of the window was 1 second before the arrival time to the parenchyma region, the window length was 12 seconds, the threshold for the intensity change was 4 dB, and the intensity was rising. If the output of the 1D Haar-like filter meets these conditions, the probability that the lesion is a benign type is high.

Figure 8 shows the relationship between fitted TICs and the highest weight classification window for 6 cases. The fitted TICs show the arrival times for malignant lesions.

| Table 2 | P-value of the McNemar Test. Bold shows the statistical significance of differences. |
|---------|---------------------------------|
|          | Veterinarian | Proposed method | SVM-SCAD | LDA |
| Veterinarian | -          | 0.480           | 0.450    | 0.077 |
| Proposed method | 0.480     | -               | 0.450    | **0.041** |
| SVM-SCAD   | 0.450      | 0.450           | -        | 0.505 |
| LDA        | 0.077      | **0.041**       | 0.505    | -    |
to be earlier than those for benign types. Moreover, the intensities of malignant lesions decrease faster than the intensities of benign lesions. The intensity difference of a benign lesion inside the window is therefore higher than that of a malignant lesion. It is generally reported that the inflow and outflow of contrast agent is faster in malignant lesions, since malignant lesions have neovascular vessels. The training results support this observation. The two rightmost columns in Table 1 show the output of the 1D Haar-like filter of the highest weight weak classifiers for all cases. Most of the benign samples meet the threshold condition (greater than 4 dB) of the highest-weighted weak classifiers. In this way, 1D Haar-like feature provides good accuracy and useful features that are easily understood.

6. Conclusion

In this paper, we propose a lesion type classification using a machine learning technique applied to contrast-enhanced ultrasound images. In the classification step, we set two ROIs manually and the remaining process is automatically performed. In the experiment using focal splenic lesions in canines, the proposed method achieved 91.7% accuracy and outperformed conventional methods by employing linear discriminant analysis using three TIC parameters (time to peak, area under curve and peak intensity). However in comparison with the support vector machine using the output of a 1D Haar-like filter, which is the finest setting related to the step size of window length there was no significant advantage.

Therefore our contributions using our proposed approach are that 1) we adopt the 1D Haar-like filter to describe an intensity change in the TIC; 2) we optimize the hyperparameters of the weak classifiers to achieve the best accuracy. Moreover, from the training result we can tell which time window is important in the TIC for classifying lesion types, and this knowledge can assist the physician with his or her diagnosis.

The size of the clinical data in this study is relatively small, but we believe that we have succeeded in demonstrating the potential of our proposed method. In future studies, we intend to increase the volume of data and evaluate the validity of the proposed method for a larger data set.

There is, however, an operator dependency when setting ROIs, especially the parenchyma ROI. We would in future like to evaluate how ROI setting affects the performance of our method.
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