Domain Adaptation is a technique to address the lack of massive amounts of labeled data in unseen environments. Unsupervised domain adaptation is proposed to adapt a model to new modalities using solely labeled source data and unlabeled target domain data. Though many image-spaces domain adaptation methods have been proposed to capture pixel-level domain-shift, such techniques may fail to maintain high-level semantic information for the segmentation task. For the case of biomedical images, fine details such as blood vessels can be lost during the image transformation operations between domains. In this work, we propose a model that adapts between domains using cycle-consistent loss while maintaining edge details of the original images by enforcing an edge-based loss during the adaptation process. We demonstrate the effectiveness of our algorithm by comparing it to other approaches on two eye fundus vessels segmentation datasets. We achieve 1.1 to 9.2 increment in DICE score compared to the SOTA and ~5.2 increments compared to a vanilla CycleGAN implementation.
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1. INTRODUCTION

CNNs have demonstrated their superiority in various semantic segmentation applications such as medical image analysis [1], object detection, autonomous driving [2]. The success of CNNs, however, is limited to supervised training using the availability of huge manually annotated datasets. In the context of medical images, target objects are often small and densely packed making the annotation process laborious. Additionally, unlike general objects datasets that can be annotated effectively by any individual with minimal guidance, medical image segmentation often requires trained experts with experience in specific domains. This makes it challenging to obtain annotated medical image datasets.

The variation between the training data (source domain) and testing data (target domain), or domain shift, is a major area of concern. In the context of biomedical applications, domain shift and dataset bias could be due to various reasons such as image acquisition methods, illumination variations, imaging resolution, or even more fundamental differences like variations in the blood vessels that are imaged. Domain shift can be alleviated by fine-tuning a model [3], previously trained on a source dataset, with samples withdrawn from a target dataset. Such methods, though, still require some annotated images in the target dataset to calibrate the trained model. Another approach used to solve this problem is domain adaptation. Domain adaptation techniques usually attempt to align the source and target data distributions in the image spaces [4] or extracted feature spaces [5].

In this paper, we propose an edge-preserving domain adaptation on top of a segmentor network, which adapts representations at the pixel level while enforcing semantic consistency and edge details preservation. The domain adaptation leverages the cycle-consistency loss [6] that enforces a consistent image translation between the source and the target domain. Meanwhile, an edge-based loss term is added to protect the edge information throughout the translation process.
We validate our algorithm on two medical image segmentation datasets, and observe comparable or better performance to SOTA methods\cite{7} based on adversarial training.

2. RELATED WORK

2.1. Image Segmentation

CNNs have excellent feature extraction capabilities for visual tasks, and the models do not require manual extractions of image features or excessive preprocessing steps. Therefore, CNNs have been employed in image segmentation in different sets of architectures. One breakthrough design is the Fully Convolutional Networks (FCN)\cite{2}. FCNs take variable input sizes and output related segmentation predictions for every pixel of that input. In this setting, skip connections are used to skip features from the contracting path to the expanding path in order to recover spatial information lost along the downsampling path. As a follow-up, the U-Net\cite{8} improved upon FCNs architecture by having a larger number of features in the upsampling path and adding more convolution layers. In this way, U-net has shown significant improvements from FCNs architecture, especially for the medical image domain\cite{cite}. The reason why U-Net is suitable for medical image segmentation is that its structure can simultaneously combine low-level and high-level information. The high-level information contains semantic information, while the low-level ones affect the accuracy of the model. While there are various incremental improvement proposals for the U-Net\cite{9}, the original architecture is still a strong candidate for segmentation tasks because of its effectiveness and uncomplicated design.

2.2. Domain Adaptation

Various domain adaptation approaches \cite{10} have been explored in both semi-supervised and unsupervised settings. Semi-supervised domain adaptation tries to exploit the knowledge from the source domain and leverage a certain number of unlabeled examples and a few labeled ones from the target domain to learn a target model. The constraint of this approach is the manual data annotation requirement for a small number of images which might be difficult to obtain in the medical setting. Meanwhile, the unsupervised domain adaptation is more appealing because it does not require additional labels for the target domain. Researchers have been trying to tackle this challenging problem from different angles.

One line of research aims to learn domain-agnostic features across domains via a domain classifier loss. Most of the models adopt a siamese architecture proposed by the Domain Adversarial Neural Network (DANN)\cite{5} that employs a gradient reversal layer to guide the domain invariant feature learning. In this way, a DANN-based model for eye vasculature segmentation was proposed\cite{7}. A U-Net and a domain discriminator are co-trained to generate a domain-agnostic image segmentation model. The authors consider the whole output probability map for domain classification instead of the feature map as suggested in \cite{11}. Experiments on the DRIVE\cite{12} and STARE\cite{13} datasets demonstrated its effectiveness in the domain adaptation task. To enhance the model’s attention edges, edge detectors are added to improve the performance of the adversarial learning process \cite{14}. Assessments with images from three independent Magnetic Resonance Imaging vendors (Philips, Siemens, and GE) show the benefits of this addition.

Another line of research focuses on the image-level alignment by leveraging the Generative Adversarial Network (GAN)\cite{15} to boost the domain adaptation results. CycleGAN model\cite{16} has been proposed to translate one image domain into another without the presence of aligned image pairs. This approach introduces a cycle consistency loss to encourage information preservation while translating back and forward between domains by measuring the difference between the input image and the reconstructed image. For example, CycleGAN can translate images between the MR image and CT image\cite{17}. Another example is the Noise Adaptation Generative Adversarial Network (NAGAN)\cite{18} which improves the eye blood vessel segmentation by formulating the noise adaptation task as an image-to-image translation task. In recent work, the CyCADA model\cite{11} incorporates both the feature level adaptations and image-level adaptations to further improve the performance of CycleGAN based domain adaptation. This work is different from our approach in the sense that we introduce an additional edge-based loss that encourages the model to preserve edge information when translating between domains.

3. APPROACH

3.1. Problem setting

Our proposed method consists of two networks, one for the image adaptation and one for the segmentation task. We first describe the EdgeCycleGAN as the adaptation method, then followed by a U-Net network to perform the segmentation task.

3.2. EdgeCycleGAN

The proposed EdgeCycleGAN comprises the original CycleGAN configurations and an additional edge-based loss to preserve the targeted edge information. CycleGAN has two paired generator-discriminator modules, which are capable of learning two mappings, i.e., from domain A to domain B \{G, DB\} and the inverse B to A \{F, DA\}. The generators (G, F) translate images between the source and target domains, while the discriminators (DA, DB) aim to distinguish the original data from the translated ones. Thereby, the generators and discriminators are gradually updated during this adversarial competition. The original CycleGAN is supervised by two losses, the adversarial loss \(\mathcal{L}_{adv}\) and the
Fig. 2. Edge-preserving CycleGAN architecture. By adding the edge-preserving loss on top of the CycleGAN, we encourage the model to protect bordering information during domain mapping.

cycle-consistency loss \( L_{\text{cyc}} \). The adversarial loss encourages local realism of the translated data. Taking the translation from domain A to domain B as an example, the adversarial loss can be written as:

\[
L_{\text{GAN}} (G, D_B, A, B) = \mathbb{E}_{y \sim p_{\text{data}} (y)} \left[ \log D_B(y) \right] + \mathbb{E}_{x \sim p_{\text{data}} (x)} \left[ \log (1 - D_B(G(x))) \right]
\]

where \( p_{\text{data}}(x) \) and \( p_{\text{data}}(y) \) represent the sample distributions of domain A and B, respectively; \( x \) and \( y \) are samples from domain A and B, respectively.

The cycle-consistency loss \( L_{\text{cyc}} \) relieves the requirement of paired training data. The concept of cycle-consistency loss is that the converted data from the target domain can be translated back to the source domain, which can be denoted as:

\[
L_{\text{cyc}} (G, F) = \mathbb{E}_{x \sim p_{\text{data}} (x)} \left[ \| F(G(x)) - x \|_1 \right] + \mathbb{E}_{y \sim p_{\text{data}} (y)} \left[ \| G(F(y)) - y \|_1 \right]
\]

In this paper, we propose an additional loss term to preserve the edge information. The Canny edge extractor [19] \( C_e \) highlights edge details from the input image tensors. The loss term \( L_{\text{edge}} \) penalizes the model when edge details are lost during the image transformations. The edges of reconstructed images are compared with the edges of the original images.

\[
L_{\text{edge}} (G, F) = \mathbb{E}_{x \sim p_{\text{data}} (x)} \left[ \| C_e(G(F(x))) - C_e(x) \|_1 \right] + \mathbb{E}_{y \sim p_{\text{data}} (y)} \left[ \| C_e(G(F(y))) - C_e(y) \|_1 \right]
\]

Combining the three loss terms, the full objective is:

\[
L (G, F, D_A, D_B) = L_{\text{GAN}} (G, D_B, A, B) + L_{\text{GAN}} (F, D_A, B, A) + \lambda L_{\text{cyc}} (G, F) + \gamma L_{\text{edge}} (G, F)
\]

where \( \lambda \) and \( \gamma \) control the relative importance of the objectives. EdgeCycleGAN aim to solve:

\[
G^*, F^* = \arg \min_{G, F} \max_{D_A, D_B} L (C_e, G, F, D_A, D_B)
\]

The trained generator pairs \( G^*, F^* \) are employed to translate images from the source domain to the target domain in the following segmentation operation.

3.3. Segmentation network

This network follows a configuration of a U-Net supervised segmentation model and is trained with generated images. Let source domain images be \( X_s \) with pixel-wise labels \( Y_s \) and let the target domain images be \( X_t \). Per problem setting, the target domain label \( Y_t \) is used only for testing purposes. We generate a source image in the target domain by feeding \( G_{\rightarrow t} (X_s) \) to the segmentor \( U \) which we call \( U(G_{\rightarrow t} (X_s)) \).

The generator network \( G \) is freeze during the optimization of the segmentation network. The outputs from the U-Net are fed into the softmax loss layer with their corresponding label
ground truth. The final loss to optimize for the network is $L_{seg}(U(\tilde{G}_{s\rightarrow t}(X_s)), Y_s)$. The intuition behind the proposed architecture is that if the model is trained on the images that have been transformed into the target domain, it would generalize better when tested in the target domain. Because the images are originated in the source domains, their related labels $Y_s$ are available for training. Besides, we had tried to add domain discriminators to encourage the segmentation network to learn domain-invariant features \cite{11}, though we found out that such discriminator losses were mostly stable because the transformed images are visually similar to the real images in the target domain.

4. EXPERIMENTS

We validate our method using two popular eye vessel extraction datasets \cite{12},\cite{13}. The two datasets alternate their roles as the source and target datasets in two domain adaptation experiments. The DRIVE (Digital Retinal Images for Vessel Extraction) dataset \cite{12} includes a total of 40 annotated color fundus images that are divided into two sets. The training set and testing set both containing 20 images. The STARE (STructured Analysis of the Retina) dataset \cite{13} includes 20 images with corresponding labels.

The first experiment involved training the segmentation model without any adaptation method. The purpose of this step is to set a baseline for the segmentation model. The segmentation network is trained with the source dataset ($X_s, Y_s$) and the trained model is tested with the target domain dataset ($X_t, Y_t$). We perform this experiment two times by alternating the roles of the DRIVE and STARE datasets.

In the second experiment, we first train the EdgeCycleGAN model for two domains with DRIVE dataset as domain $A$ and STARE dataset as domain $B$. As the number of sample in the two datasets are limited, we introduce minor rotation, shift augmentations to increase the data samples for the GAN model. All images are scaled to the 512 x 512 sized patches, and only images are considered for training, all related labels are ignored in this step. We generated 400 patches for both the source and target domain. The EdgeCycleGAN is trained for 200 epochs with $\lambda = 10$ and $\gamma = 3$. The $\lambda$ value follows the suggestion from the original CycleGAN\cite{6} implementation while the $\gamma$ value was obtained from hyperparameter tuning. In addition, the $\gamma$ is set to be smaller than the $\lambda$ value so the edge information will not dominate over other information. Following that, we use one trained generator to generate DRIVE images in the STARE domain, then train the segmentation model with the generated images and the original segmentation labels in DRIVE dataset. The adapted segmentation model is tested with the STARE images and corresponding labels. Similarly, we used the other generator to generate images in the DRIVE domain and test the adapted model with DRIVE dataset.

For the final experiment, we perform similar steps as the second experiment with the original CycleGAN model instead of our proposed EdgeCycleGAN architectures. Our results for every experiment are reported in Table 1.

According to Table 1, the proposed method demonstrates considerable improvements for the unsupervised domain adaptation task. In the DRIVE $\rightarrow$ STARE transfer, the model f-score increases from 68.08 baseline result to 77.84, exceeding the 76.75 value achieved by \cite{7}. In the remaining task, STARE $\rightarrow$ DRIVE, the EdgeCycleGAN yields a significant boost from a 63.82 baseline to 76.29. Also, by adding the edge-preserving loss, the model gains an average of 5 points over the vanilla CycleGAN adaptation model. We also observe that this method provides comparable increments for both adaptation directions as the DICE score for DRIVE $\rightarrow$ STARE and STARE $\rightarrow$ DRIVE are close while some other adaptations methods will favor one direction to the other.

5. CONCLUSIONS

In this paper, we demonstrated a novel Edge-preserving Domain Adaptation for semantic segmentation of medical images. We introduced an additional edge-based loss on top of the original CycleGAN model to preserve boundary information when translating images between domains. We also exhibit the improvements of F1 score in target domain testing against other methods, and the high quality transferred image in the target domain.
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