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Abstract. In this article, we combine some fundamental theories of the Pythagorean 2-tuple linguistic sets (P2TLSs) with EDAS method and design the Pythagorean 2-tuple linguistic number (P2TLN) EDAS (P2TLN-EDAS) method for multiple attribute group decision making (MAGDM) issue. Firstly, the basic concepts of P2TLSs are introduced. Next, two aggregation operators of P2TLN are defined, and then the calculation steps of EDAS method are listed briefly. Furthermore, P2TLN-EDAS method is given for MAGDM problems and computing steps are proposed in detail. Finally, a computational example related to construction safety assessment is used to expound the effectiveness of the designed method. Meanwhile, we also carried out some comparative analysis between P2TLN-EDAS method and P2TLWA/P2TLWG operators and another P2TLN-TODIM method. The results show that P2TLN-EDAS method derives the same best alternative as P2TLWA, P2TLWG operators and P2TLN-TODIM method.

Keywords: MAGDM, P2TLSs, EDAS method, P2TLN-EDAS method, construction project.

JEL Classification: C43, C61, D81.

Introduction

The traditional EDAS method (Keshavarz Ghorabaee et al., 2015) has a wide range of application in dealing with MADM problems (Li & Lu, 2019; Lu & Wei, 2019; Morente-Molinera et al., 2018; Wang et al., 2019a) because it can solve conflicts between attributes. Then, Keshavarz Ghorabaee et al. (2016) found a way which uses the EDAS method to resolve these problems about the fuzzy MCDM problems for choosing supplier. Stevic et al. (2018) applied a newer approach of multi-criteria analysis with fuzzy EDAS method to pick out the most suitable manufacturer of PVC carpentry for the apartment refurbishing. Keshavarz Ghora-
baee et al. (2017a) united the EDAS method with IT2FSs for evaluating supplier with respect to environmental criteria. Ilieva (2018) proposed two new algorithms of the EDAS method for MCGDM with fuzzy sets. Keshavarz Ghorabaee et al. (2017b) proposed a random EDAS method to solve the issue that the performance value of the alternative follows a normal distribution. Li et al. (2020) defined the EDAS method for MAGDM under q-rung orthopair fuzzy setting. Y. He et al. (2019) defined the EDAS method for MAGDM for green supplier selection with probabilistic uncertain linguistic sets.

In order to effectively to handle imprecise and ambiguous information (Wang, 2019; Wu et al., 2019a, 2019b) and some uncertain decision making issues (Lei et al., 2019; Wei et al., 2019), PFSs was presented by Yager (2014) at first. Peng and Yang (2015) devise the superiority & inferiority sorting algorithm to deal with MAGDM issues in the context of PFSs. Ren, Xu, and Gou (2016) stretched the TODIM to PFSs in order to address the MADM problems. In order to settle the issue of supplier selection, Chen (2018) defined a Novel PROMETH-EE-based outranking approach for MADM with PFNs. Gao (2018) designed the Hamacher Prioritized operators for MADM using PFNs. Recently, G. W. Wei, Lu, Alsaadi, Hayat, and Alsaedi (2017) design P2TLSs for selecting enterprise resource planning system. Huang and Wei (2018) employed TODIM method to solve MADM under P2TLNs. T. T. He et al. (2019) developed the P2Tln-Taxonomy method to choose the medical instrument supplier.

However, it is obvious that there is no research on EDAS method of P2TLNs at present. Therefore, it is necessary to consider P2Tln-EDAS method. This study aims to propose a P2Tln-EDAS method to study MAGDM issues more effectively. The innovativeness of the paper can be summarized: (1) the P2Tln-EDAS method is proposed to solve the MAGDM issues under P2TLSs; (2) a case study for construction safety assessment is given to show the designed approach; and (3) some comparative studies are designed with some existing methods.

The rest part of this study is planned as below: In Section 1, the essential definitions of P2TLSs and two aggregation operators with P2TLSs are briefly described. P2TLS-EDAS approach is constructed and computational steps are listed in Section 2. A case study for construction safety assessment is given and some comparisons are also carried out to further demonstrate how effective and practical the proposed method is in Section 3. In last Section, we come to the conclusions of such work.

1. Preliminaries

1.1. P2TLSs

Wei et al. (2017) defined the P2TLSs on the foundation of the 2-tuple linguistic sets (Herrera & Martinez, 2001) & PFSs (Yager, 2014).

**Definition 1** (Wei et al., 2017). In a P2TLS, A in X is defined

\[
P = \left\{ (s_p(x), \phi(x), u_p(x), v_p(x)) \right\}, x \in X, \tag{1}\]

where \( s_p(x) \in S, \phi \in [-0.5, 0.5], u_p(x) \in [0,1] \) and \( v_p(x) \in [0,1] \), \( u_p(x) \) and \( v_p(x) \) meet the condition \( 0 \leq (u_p(x))^2 + (v_p(x))^2 \leq 1, \forall x \in X \). \( u_p(x) \) is regarded as membership degree
and $v_p(x)$ is regarded as non-membership degree of $x$ to 2-tuple linguistic information $(s_p(x),\phi)$. $p=(s_p,\phi,(u_p,v_p))$ is called a P2TLN.

**Definition 2** (Wei et al., 2017). Assume that $p=(s_p,\phi,(u_p,v_p))$ is a P2TLN, the scoring function of $p$ could be defined:

$$SF(p) = \Delta \left( \Delta^{-1}(s_{\alpha(p)},\phi) \cdot \frac{1+(u_p)^2-(v_p)^2}{2} \right),$$  
$$\Delta^{-1}(SF(p)) \in [1,T].$$ (2)

**Definition 3** (Wei et al., 2017). Assume that $p=(s_p,\phi,(u_p,v_p))$ is a P2TLN, the accuracy function of $p$ could be defined:

$$AF(p) = \Delta \left( \Delta^{-1}(s_{\alpha(p)},\phi) \cdot \frac{(u_p)^2+(v_p)^2}{2} \right),$$  
$$\Delta^{-1}(AF(p)) \in [1,T].$$ (3)

**Definition 4** (Wei et al., 2017). Assume that $p_1=(s_{p_1},\phi_1,(u_{p_1},v_{p_1}))$ and $p_2=(s_{p_2},\phi_2,(u_{p_2},v_{p_2}))$ are two P2TLNs, $SF(p_1) = \Delta \left( \Delta^{-1}(s_{\alpha(p_1)},\phi_1) \cdot \frac{1+(u_{p_1})^2-(v_{p_1})^2}{2} \right)$, $SF(p_2) = \Delta \left( \Delta^{-1}(s_{\alpha(p_2)},\phi_2) \cdot \frac{1+(u_{p_2})^2-(v_{p_2})^2}{2} \right)$ are scores functions of $p_1$ and $p_2$, respectively, and $AF(p_1) = \Delta \left( \Delta^{-1}(s_{\alpha(p_1)},\phi_1) \cdot \frac{(u_{p_1})^2+(v_{p_1})^2}{2} \right)$, $AF(p_2) = \Delta \left( \Delta^{-1}(s_{\alpha(p_2)},\phi_2) \cdot \frac{(u_{p_2})^2+(v_{p_2})^2}{2} \right)$ are the accuracy function of $p_1$ and $p_2$, then

1) if $SF(p_1) < SF(p_2)$, $p_1 < p_2$;
2) if $SF(p_1) = SF(p_2)$, $AF(p_1) < AF(p_2)$, then $p_1 < p_2$;
3) if $SF(p_1) = SF(p_2)$, $AF(p_1) = AF(p_2)$, then $p_1 = p_2$.

**Definition 5** (Huang & Wei, 2018). Let $p_1=(s_{p_1},\rho_1,(u_{p_1},v_{p_1}))$ and $p_2=(s_{p_2},\rho_2,(u_{p_2},v_{p_2}))$ be two P2TLNs, the normalized Hamming distance between $p_1$ and $p_2$ can be calculated:

$$d(p_1,p_2) = \frac{1}{2T} \left[ \left( 1+(u_{p_1})^2-(v_{p_1})^2 \right) \cdot \Delta^{-1}(s_{p_1},\rho_1) - \left( 1+(u_{p_2})^2-(v_{p_2})^2 \right) \cdot \Delta^{-1}(s_{p_2},\rho_2) \right].$$ (4)
1.2. The P2TLWA and P2TLWG operators

In this part, two fusing operators with P2TLNs are introduced (Wei et al., 2017).

**Definition 6** (Wei et al., 2017). Assume that \( p = \left\{ (s_{p_j}, \phi_j), (u_{p_j}, v_{p_j}) \right\} (j = 1, 2, ..., n) \) is a set of P2TLNs. Thus, the P2TLWA operator could be defined:

\[
P2TLWA_\omega (p_1, p_2, ..., p_n) = \bigoplus_{j=1}^{n} (\omega_j p_j) = \\
\left( \Delta \left( \sum_{j=1}^{n} \omega_j \Delta^{-1} \left( s_{p_j}, \phi_j \right) \right) \right) \left( \sqrt[n]{ \prod_{j=1}^{n} \left( 1 - \left( u_{p_j} \right)^2 \right)^{\omega_j}; \prod_{j=1}^{n} \left( v_{p_j} \right)^{\omega_j}} \right);
\]

(5)

where \( \omega = (\omega_1, \omega_2, ..., \omega_n)^T \) is the weight of \( p_j (j = 1, 2, ..., n) \) and \( \omega_j > 0, \sum_{j=1}^{n} \omega_j = 1. \)

**Example 1.** There are four P2TLNs, such as \( p_1 = \left\{ (s_2, 0), (0.8, 0.3) \right\}, p_2 = \left\{ (s_3, 0), (0.5, 0.6) \right\}, p_3 = \left\{ (s_1, 0), (0.6, 0.4) \right\} \) and \( p_4 = \left\{ (s_5, 0), (0.7, 0.5) \right\}. \) Supposing that their weight are \( \omega = (\omega_1, \omega_2, \omega_3, \omega_4)^T = (0.23, 0.3, 0.21, 0.26), \) then according to (5) and (6), we have:

\[
P2TLWA_\omega (p_1, p_2, p_3, p_4) = \bigoplus_{j=1}^{4} (\omega_j p_j) = \\
\left( \Delta \left( 0.23 \times 2 + 0.3 \times 3 + 0.21 \times 1 + 0.26 \times 5 \right), \right) \left( \sqrt{ \prod \left[ 1 - (1 - 0.8^2)^{0.23} \times (1 - 0.5^2)^{0.3} \times (1 - 0.6^2)^{0.21} \times (1 - 0.7^2)^{0.26} \right] } \right) = \\
\left\{ (s_3, 0.13), (0.6676, 0.4481) \right\};
\]

\[
P2TLWG_\omega (p_1, p_2, p_3, p_4) = (P_1)^{\omega_1} \otimes (P_2)^{\omega_2} \otimes (P_3)^{\omega_3} \otimes (P_4)^{\omega_4} = \\
\left( \Delta \left( 2^{0.23} \times 3^{0.3} \times 1^{0.21} \times 5^{0.26} \right), \right) \left( \sqrt{ \prod \left[ 1 - (1 - 0.8^2)^{0.23} \times (1 - 0.5^2)^{0.3} \times (1 - 0.4^2)^{0.21} \times (1 - 0.5^2)^{0.26} \right] } \right) = \\
\left\{ (s_2, 0.48), (0.6317, 0.4841) \right\}.
\]
2. EDAS method for MAGDM with P2TLNs

In such section, we lead into the P2TLN-EDAS method for handling the MAGDM problems. Suppose there are \( m \) alternatives \( \{ P_1, P_2, \ldots, P_m \} \), \( n \) attributes \( \{ a_1, a_2, \ldots, a_n \} \) and \( k \) experts \( \{ D_1, D_2, \ldots, D_k \} \), \( \{ \zeta_1, \zeta_2, \ldots, \zeta_k \} \) is the expert's weight vector and \( \{ \omega_1, \omega_2, \ldots, \omega_n \} \) is the attribute's weight which satisfy \( \zeta_t \in [0,1] \), \( \omega_j \in [0,1] \), \( \sum_{t=1}^{k} \zeta_t = 1 \), \( \sum_{j=1}^{n} \omega_j = 1 \). The computational procedure of the expanding method can be listed:

**Step 1.** Build the group decision matrix by some experts and finally form the decision matrix \( G^{(k)} = \left(g_{ij}^{k}\right)_{m \times n} \) of each decision maker with P2TLNs.

\[
G^{(k)} = \left[ g_{ij}^{k} \right]_{m \times n} = \begin{bmatrix}
  g_{11}^{k} & g_{12}^{k} & \cdots & g_{1n}^{k} \\
  g_{21}^{k} & g_{22}^{k} & \cdots & g_{2n}^{k} \\
    \vdots & \vdots & \ddots & \vdots \\
  g_{m1}^{k} & g_{m2}^{k} & \cdots & g_{mn}^{k}
\end{bmatrix}.
\] (7)

**Step 2.** Use P2TLWA or P2TLWG operator to fuse these group matrix and obtain the overall matrix \( G = \left(g_{ij}\right)_{m \times n} \).

\[
G = \left[ g_{ij} \right]_{m \times n} = \begin{bmatrix}
  g_{11} & g_{12} & \cdots & g_{1n} \\
  g_{21} & g_{22} & \cdots & g_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
  g_{m1} & g_{m2} & \cdots & g_{mn}
\end{bmatrix};
\] (8)

\[
g_{ij} = \bigoplus_{t=1}^{k} g_{ij}^{k} = \text{P2TLWA}(g_{ij}^{1}, g_{ij}^{2}, \ldots, g_{ij}^{k}) = \left\langle \Delta \left( \sum_{t=1}^{k} \zeta_t \Delta^{-1} \left( s_{g_{ij}}, \phi_{ij} \right) \right), \left( \sqrt{1 - \prod_{t=1}^{k} \left( 1 - \left( u_{g_{ij}}^{k} \phi_{ij} \right)^2 \right)^{\zeta_t}} \prod_{t=1}^{k} \left( v_{g_{ij}}^{k} \phi_{ij} \right)^{\zeta_t} \right) \right\rangle,
\] (9)

or

\[
g_{ij} = \bigotimes_{t=1}^{k} g_{ij}^{k} = \text{P2TLWG}(g_{ij}^{1}, g_{ij}^{2}, \ldots, g_{ij}^{k}) = \left\langle \Delta \left( \prod_{t=1}^{k} \Delta^{-1} \left( s_{g_{ij}}, \phi_{ij} \right) \right), \left( \prod_{t=1}^{k} \left( u_{g_{ij}}^{k} \phi_{ij} \right)^{\zeta_t} \sqrt{1 - \prod_{t=1}^{k} \left( 1 - \left( v_{g_{ij}}^{k} \phi_{ij} \right)^2 \right)^{\zeta_t}} \right) \right\rangle.
\] (10)

**Step 3.** Obtain AV based on all presented attributes:

\[
AV = \left[ AV_j \right]_{1 \times n} = \left[ \sum_{i=1}^{m} g_{ij} \right]_{1 \times n}.
\] (11)

According to **Definition 6**, \( g_{ij} \) is

\[
\sum_{i=1}^{m} g_{ij} = \left\langle \Delta \left( \sum_{i=1}^{m} \Delta^{-1} \left( s_{g_{ij}}, \phi_{ij} \right) \right), \left( \sqrt{1 - \prod_{i=1}^{m} \left( 1 - \left( u_{g_{ij}} \phi_{ij} \right)^2 \right)^{\zeta_t}} \prod_{i=1}^{m} \left( v_{g_{ij}} \phi_{ij} \right)^{\zeta_t} \right) \right\rangle.
\] (12)
Thus

\[ AV = \left[ AV_j \right]_{1 \times n} = \left[ \frac{\sum_{i=1}^{m} g_{ij}}{m} \right]_{1 \times n} \]

\[ = \left\langle \Delta \left( \sum_{i=1}^{m} \frac{1}{m} \Delta^{-1} (s_{gij}, \phi_{ij}) \right), \left( \sqrt{1 - \prod_{i=1}^{m} \left( 1 - \left( u_{gij} \right)^2 \right)} \frac{1}{m}, \prod_{i=1}^{m} \left( v_{gij} \right)^{\frac{1}{m}} \right) \right\rangle. \] (13)

**Step 4.** According to AV, PDA and NDA can be computed:

\[ PDA_{ij} = \left[ PDA_{ij} \right]_{m \times n} = \frac{\max (0, (g_{ij} - AV_j))}{AV_j}; \] (14)

\[ NDA_{ij} = \left[ NDA_{ij} \right]_{m \times n} = \frac{\max (0, (AV_j - g_{ij}))}{AV_j}. \] (15)

For the convenience of calculation, the formula in **Definition 2** is utilized to calculate PDA and NDA values as follows.

\[ PDA_{ij} = \left[ PDA_{ij} \right]_{m \times n} = \frac{\max (0, (s(g_{ij}) - s(AV_j)))}{s(AV_j)}; \] (16)

\[ NDA_{ij} = \left[ NDA_{ij} \right]_{m \times n} = \frac{\max (0, (s(AV_j) - s(g_{ij})))}{s(AV_j)}. \] (17)

**Step 5.** Acquire \( SP_i \) and \( SN_i \):

\[ SP_i = \sum_{j=1}^{n} \omega_j PDA_{ij}, \quad NP_i = \sum_{j=1}^{n} \omega_j NDA_{ij}. \] (18)

**Step 6.** Normalize the calculating results of Step5:

\[ NSP_i = \frac{SP_i}{\max(SP_i)}, \quad NSN_i = 1 - \frac{SN_i}{\max(SN_i)}. \] (19)

**Step 7.** According to the results of \( NSP_i \) and \( NSN_i \), calculate the values of appraisal score (AS):

\[ AS_i = \frac{1}{2} (NSP_i + NSN_i). \] (20)

**Step 8.** According to the order from the value of AS, the alternative with the larger value is better.
3. Numerical example and comparative analysis

3.1. Numerical example

The construction enterprise to be in an invincible position in the new round of competition in the market, it must adapt to the changing market competition environment, to cultivate their own core competitiveness, the core competitiveness is the low cost strategy. When analyzing the cost control of the construction project, it is found that there are many problems in the current cost control, especially the cost control methods are backward and rough, and the empirical elements are too many, and there is no credible basis. If you can’t carry out effective cost control, the prospects are imaginable. Therefore, it is very important to develop and improve the cost control methods of construction projects to enhance the core competitiveness of enterprises. Obviously, selecting best construction projects is a classical MAGDM issues (Gao et al., 2020). In such section, we offer a computational example to choose a best construction project through using P2TLN-EDAS method. There are five construction projects $P_i$ ($i=1,2,3,4,5$) to be assessed under these beneficial attributes $a_j$ ($j=1,2,3,4$): 
① $a_1$ is the human factors; ② $a_2$ is the security factors; ③ $a_3$ is the management factors; ④ $a_4$ is the environmental factors. Three experts $D_k$ (expert’s weight $\zeta = (0.29, 0.34, 0.37)$) use P2TLNs to assess five construction projects $P_i$ ($i=1,2,3,4,5$) under four attributes (attributes’ weight $\omega = (0.15, 0.33, 0.21, 0.31)$).

The following computational steps are included to choose the most desirable construction project.

**Step 1.** Build three evaluation matrix which could be depicted in Tables 1–3.

Table 1. The evaluation result by DM$_1$ with P2TLNs

|   | $\alpha_1$          | $\alpha_2$          | $\alpha_3$          | $\alpha_4$          |
|---|---------------------|---------------------|---------------------|---------------------|
| $P_1$ | $(s_4, 0), (4/10, 5/10)$ | $(s_3, 0), (4/10, 5/10)$ | $(s_3, 0), (2/10, 7/10)$ | $(s_1, 0), (3/10, 2/10)$ |
| $P_2$ | $(s_2, 0), (5/10, 6/10)$ | $(s_2, 0), (6/10, 3/10)$ | $(s_1, 0), (8/10, 7/10)$ | $(s_3, 0), (5/10, 6/10)$ |
| $P_3$ | $(s_4, 0), (7/10, 3/10)$ | $(s_1, 0), (4/10, 4/10)$ | $(s_3, 0), (4/10, 4/10)$ | $(s_3, 0), (6/10, 4/10)$ |
| $P_4$ | $(s_2, 0), (4/10, 5/10)$ | $(s_3, 0), (8/10, 5/10)$ | $(s_2, 0), (6/10, 3/10)$ | $(s_2, 0), (2/10, 1/10)$ |
| $P_5$ | $(s_4, 0), (6/10, 2/10)$ | $(s_5, 0), (5/10, 8/10)$ | $(s_2, 0), (8/10, 5/10)$ | $(s_4, 0), (2/10, 7/10)$ |

Table 2. The evaluation result by DM$_2$ with P2TLNs

|   | $\alpha_1$          | $\alpha_2$          | $\alpha_3$          | $\alpha_4$          |
|---|---------------------|---------------------|---------------------|---------------------|
| $P_1$ | $(s_3, 0), (5/10, 5/10)$ | $(s_4, 0), (8/10, 4/10)$ | $(s_3, 0), (5/10, 8/10)$ | $(s_4, 0), (2/10, 5/10)$ |
| $P_2$ | $(s_4, 0), (7/10, 8/10)$ | $(s_2, 0), (7/10, 2/10)$ | $(s_3, 0), (4/10, 0.9)$ | $(s_3, 0), (4/10, 7/10)$ |
| $P_3$ | $(s_2, 0), (3/10, 4/10)$ | $(s_1, 0), (5/10, 8/10)$ | $(s_2, 0), (3/10, 7/10)$ | $(s_2, 0), (6/10, 6/10)$ |
| $P_4$ | $(s_2, 0), (5/10, 1/10)$ | $(s_3, 0), (6/10, 6/10)$ | $(s_3, 0), (5/10, 5/10)$ | $(s_2, 0), (5/10, 3/10)$ |
| $P_5$ | $(s_5, 0), (6/10, 3/10)$ | $(s_4, 0), (2/10, 4/10)$ | $(s_4, 0), (4/10, 6/10)$ | $(s_4, 0), (1/10, 2/10)$ |
Table 3. The evaluation result by DM$_3$ with P2TLNs

|    | $\alpha_1$                          | $\alpha_2$                          | $\alpha_3$                          | $\alpha_4$                          |
|----|-------------------------------------|-------------------------------------|-------------------------------------|-------------------------------------|
| P$_1$ | $<(s_5, 0), (4/10, 5/10)>$           | $<(s_1, 0), (4/10, 5/10)>$           | $<(s_3, 0), (4/10, 6/10)>$           | $<(s_5, 0), (3/10, 7/10)>$           |
| P$_2$ | $<(s_1, 0), (4/10, 3/10)>$           | $<(s_2, 0), (6/10, 3/10)>$           | $<(s_4, 0), (2/10, 6/10)>$           | $<(s_3, 0), (2/10, 5/10)>$           |
| P$_3$ | $<(s_2, 0), (7/10, 2/10)>$           | $<(s_4, 0), (4/10, 2/10)>$           | $<(s_5, 0), (5/10, 7/10)>$           | $<(s_3, 0), (3/10, 2/10)>$           |
| P$_4$ | $<(s_3, 0), (3/10, 5/10)>$           | $<(s_4, 0), (2/10, 5/10)>$           | $<(s_1, 0), (7/10, 2/10)>$           | $<(s_2, 0), (1/10, 6/10)>$           |
| P$_5$ | $<(s_4, 0), (6/10, 7/10)>$           | $<(s_8, 0), (3/10, 1/10)>$           | $<(s_2, 0), (1/10, 6/10)>$           | $<(s_5, 0), (5/10, 1/10)>$           |

**Step 2.** Employ the P2TLWA operator to aggregate these three group matrix (expert’s weight $\zeta = (0.29, 0.34, 0.37)$). The results could be depicted in Table 4.

Table 4. The fused results by P2TLWA operator

|    | $\alpha_1$                          | $\alpha_2$                          | $\alpha_3$                          | $\alpha_4$                          |
|----|-------------------------------------|-------------------------------------|-------------------------------------|-------------------------------------|
| P$_1$ | $<(s_4, 0.0300), (0.4379, 0.6113)>$ | $<(s_3, -0.4000), (0.6085, 0.5667)>$ |
| P$_2$ | $<(s_2, 0.3100), (0.5604, 0.5937)>$ | $<(s_3, -0.1300), (0.6384, 0.3706)>$ |
| P$_3$ | $<(s_3, -0.4200), (0.6157, 0.4037)>$ | $<(s_2, 0.1100), (0.4379, 0.5110)>$ |
| P$_4$ | $<(s_2, 0.3700), (0.4092, 0.3537)>$ | $<(s_4, 0.0500), (0.6088, 0.6504)>$ |
| P$_5$ | $<(s_4, 0.3400), (0.6000, 0.5820)>$ | $<(s_4, 0.0800), (0.3519, 0.3124)>$ |

**Step 4.** Calculate the average solution (AV) by formula (13):

$$AV_1 = \frac{1}{5} \times 4.03 + \frac{1}{5} \times 2.31 + \frac{1}{5} \times 2.58 + \frac{1}{5} \times 2.37 + \frac{1}{5} \times 4.34,$$

$$\begin{align*}
\Delta = \\
\left[ 1 - \left( 1 - 0.4379^2 \right)^{\frac{1}{5}} \times \left( 1 - 0.5604^2 \right)^{\frac{1}{5}} \times \left( 1 - 0.6157^2 \right)^{\frac{1}{5}}, \\
\left( 0.6113 \right)^{\frac{1}{5}} \times \left( 0.5937 \right)^{\frac{1}{5}} \times \left( 0.4037 \right)^{\frac{1}{5}} \times \left( 0.3537 \right)^{\frac{1}{5}} \times \left( 0.5820 \right)^{\frac{1}{5}} \right] = \\
\left( s_3, 0.1260, 0.5363, 0.4965 \right); 
\end{align*}$$
So the values of $AV_j$ are given as follows.

$AV_{1×4} = \left\{ \left\{ (s_3, 0.1260), (0.5363, 0.4965) \right\}, \left\{ (s_3, 0.1420), (0.5491, 0.4653) \right\}, \left\{ (s_3, 0.1940), (0.5191, 0.6788) \right\}, \left\{ (s_3, 0.3100), (0.3812, 0.4954) \right\} \right\}$.

**Step 5.** Through the results of $AV_i$, determine the PDA and NDA by equation (14) and (15) (See Tables 5–7).

**Step 6.** Compute $SP_i$ and $SN_i$ by equation (18) (weighting vector $\omega = \ldots$),

the results are depicted as:

$SP_1 = 0.0019, SP_2 = 0.0229, SP_3 = 0.0000, SP_4 = 0.1061, SP_5 = 0.2988$;

$SN_1 = 0.2303, SN_2 = 0.1669, SN_3 = 0.1886, SN_4 = 0.0931, SN_5 = 0.0318$. 
Table 5. The scores of $g_{ij}$ and $AV_j$

|   | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\alpha_4$ |
|---|------------|------------|------------|------------|
| $P_1$ | 1.6483 | 1.3639 | 0.8566 | 1.0394 |
| $P_2$ | 1.1105 | 1.8228 | 1.1657 | 1.0143 |
| $P_3$ | 1.5687 | 0.9818 | 1.1336 | 1.4048 |
| $P_4$ | 1.2352 | 1.9190 | 1.6888 | 1.2155 |
| $P_5$ | 2.2162 | 2.0935 | 1.0957 | 2.3023 |
| $AV_j$ | 1.6273 | 1.7046 | 1.2913 | 1.4893 |

Table 6. The results of $PDA_{ij}$

|   | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\alpha_4$ |
|---|------------|------------|------------|------------|
| $P_1$ | 0.0129 | 0 | 0 | 0 |
| $P_2$ | 0 | 0.0693 | 0 | 0 |
| $P_3$ | 0 | 0 | 0 | 0 |
| $P_4$ | 0 | 0.1258 | 0.3078 | 0 |
| $P_5$ | 0.3619 | 0.2282 | 0 | 0.5458 |

Table 7. The results of $NDA_{ij}$

|   | $\alpha_1$ | $\alpha_2$ | $\alpha_3$ | $\alpha_4$ |
|---|------------|------------|------------|------------|
| $P_1$ | 0 | 0.1999 | 0.3366 | 0.3021 |
| $P_2$ | 0.3176 | 0 | 0.0973 | 0.3190 |
| $P_3$ | 0.0360 | 0.4240 | 0.1221 | 0.0568 |
| $P_4$ | 0.2410 | 0 | 0 | 0.1838 |
| $P_5$ | 0 | 0 | 0.1515 | 0 |

**Step 7.** Normalize the values obtained by Step 6 according to formula (19) and the results are recorded as follows:

$NSP_1 = 0.0065, NSP_2 = 0.0766, NSP_3 = 0.0000, NSP_4 = 0.3552, NSP_5 = 1.0000$;

$NSN_1 = 0.000, NSN_2 = 0.2751, NSN_3 = 0.1812, NSN_4 = 0.5956, NSN_5 = 0.8619$.

**Step 8.** Acquire AS on the foundation of $NSP_i$ and $NSN_i$:

$AS_1 = 0.0032, AS_2 = 0.1759, AS_3 = 0.0906, AS_4 = 0.4754, AS_5 = 0.9309$.

**Step 9.** Obviously, the order of all alternatives is $P_5 > P_4 > P_2 > P_3 > P_1$ and the best of five alternatives is $P_5$.

3.2. Comparative studies

3.2.1. Compare with existing operators

The P2TLN-EDAS method is compared with P2TLWA and P2TLWG operator (Wei et al., 2017). The final computational values are depicted in the Tables 8–9.
Table 8. The fusing values of P2TLWA & P2TLWG operators

| Method name | P2TLWA operator | P2TLWG operator |
|-------------|----------------|-----------------|
| P1          | $(s_3, 0.1775), (0.4659, 0.6500)$ | $(s_3, 0.1376), (0.4126, 0.6663)$ |
| P2          | $(s_3, -0.0477), (0.5473, 0.5655)$ | $(s_3, -0.069), (0.5188, 0.6386)$ |
| P3          | $(s_3, -0.2563), (0.4937, 0.5224)$ | $(s_3, -0.3304), (0.4808, 0.5714)$ |
| P4          | $(s_3, 0.2246), (0.5202, 0.5179)$ | $(s_3, 0.1672), (0.4743, 0.5481)$ |
| P5          | $(s_4, -0.0851), (0.4478, 0.3772)$ | $(s_4, -0.1488), (0.4136, 0.4739)$ |

Table 9. Score results of alternatives

| Method name | Scores | Order |
|-------------|--------|-------|
| P2TLWA      | P1 1.2625, P2 1.4463, P3 1.3318, P4 1.6160, P5 2.0714 | P5 > P4 > P2 > P3 > P1 |
| P2TLWG      | P1 1.1393, P2 1.2623, P3 1.2075, P4 1.4642, P5 1.8225 | P5 > P4 > P2 > P3 > P1 |

3.2.2. Compare with P2TL-TODIM

Then, we compare the P2TLN-EDAS method with P2TL-TODIM method (Huang & Wei, 2018). The computational results are depicted in Table 10.

Table 10. Order of five alternatives

| Algorithms     | Order |
|----------------|-------|
| P2TLN-EDAS     | P5 > P4 > P2 > P3 > P1 |
| P2TLN-TODIM    | P5 > P3 > P4 > P2 > P1 |

It is clear that P2TLN-EDAS method in contrast to P2TLWA/P2TLWG operator and P2TLN-TODIM, the same ranking is obtained. Moreover, P2TLN-EDAS method considers conflicting attributes to improve the accuracy and effectiveness of MAGDM application. In our subsequent works, the proposed P2TLN-EDAS method shall be extended to other uncertain MAGDM (Gao et al., 2019, 2020) and fuzzy MAGDM issues (Kou et al., 2016; Wang et al., 2019b; Wei et al., 2019).

Conclusions

In a MAGDM method, the uncertainty and hesitancy are always inevitable. The P2TLSs are easier to reflect uncertain or fuzzy information. Meanwhile, in contrast to other MAGDM approaches, such as TOPSIS, VIKOR and TODIM algorithms, EDAS algorithm is more reliable and easier to compute when different weights for attributes are given and it has required fewer computations. Thus, in this article, the P2TLN-EDAS method for MAGDM problems with P2TLNs is developed. Firstly, the fundamental concepts of P2TLNs are introduced as prerequisite knowledge. Then, the P2TLNs of each decision maker (DMs) are fused by using
the P2TLWA and P2TLWG operators. Next, we describe the steps of EDAS method briefly. Furthermore, we combine EDAS method with P2TLNs information, P2TLN-EDAS that is a new MAGDM method is constructed and the computing steps are simply listed. Finally, we use a computational example and a comparative analysis to verify its effectiveness and practicality. We will carry out further studies in some other uses of this method such as risk analysis and other domains.
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