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Abstract—In the literature, all the known high-rate MDS codes with the optimal repair bandwidth possess a significantly large sub-packetization level, which may prevent the codes to be implemented in practical systems. To build MDS codes with small sub-packetization level, existing constructions and theoretical bounds imply that one may sacrifice the optimality of the repair bandwidth. Partly motivated by the work of Tamo et al. (IEEE Trans. Inform. Theory, 59(3), 1597-1616, 2013), in this paper, we present a powerful transformation that can greatly reduce the sub-packetization level of any MDS codes with respect to the same code length $n$. As applications of the transformation, four high-rate MDS codes having both small sub-packetization level and near optimal repair bandwidth can be obtained, where two of them are also explicit and the required field sizes are comparable to the code length $n$.

I. INTRODUCTION

Maximum distance separable (MDS) codes, which can provide the optimal tradeoff between fault tolerance and storage overhead, have been used extensively in distributed storage systems. By distributing the codeword across distinct storage nodes, it can be ensured that in the case of node failure, the missing data can be recovered from the data at some surviving nodes, named helper nodes as well. In storage scenarios, one of the most important parameters is the repair bandwidth, which is defined as the amount of data downloaded from the helper nodes to repair the failed node. Particularly, Dimakis et al. [1] derived a lower bound on the repair bandwidth of MDS codes, which motivated abundant recent research in coding for distributed storage [2]–[13].

In the literature, most existing MDS codes with the repair bandwidth achieving the lower bound in [1] are known as array codes [14]. A codeword of an $(n, k)$ array code is an $N \times n$ matrix, where the parameter $N$ is called the sub-packetization level and $n$ is called the code length. When deploying an array code to a distributed storage system, a code symbol (i.e., a column) corresponds to a storage node. Then, an array code is said to have the MDS property if every $k$ out of the $n$ columns of the matrix can recover the rest $n-k$ columns. It was proved in [1] that the repair bandwidth $\gamma(d)$ of an $(n, k)$ MDS array code with sub-packetization level $N$ should satisfy $\gamma(d) \geq \gamma^*(d) \triangleq \frac{d}{n-k} N$, where $d$ is the number of helper nodes. An MDS array code is said to have the optimal repair bandwidth if $\gamma(d) = \gamma^*(d)$. In the particular case, when $d = n-1$, $\gamma^*(d)$ can be reduced to the minimal value $\frac{n-1}{n-k} N$. Therefore, $d = n-1$ is the main concern in most known works [3]–[12]. In this paper, we also follow the same setting and abbreviate $\gamma^*(n-1)$ to $\gamma^*$. Besides, we focus on MDS array codes, which will be abbreviated as MDS codes.

In the literature, all the known high-rate MDS code constructions with the optimal repair bandwidth possess a significantly large sub-packetization level $N$, usually $N \geq r^{\frac{r}{r+1}}$ [12]. Further in [15], it was shown that for an MDS code with the optimal repair bandwidth, a sub-packetization level $N$ with $N$ being exponential in $n$ is necessary. An MDS code with larger sub-packetization level can lead to a reduced design space in terms of various system parameters and makes management of meta-data difficult. Furthermore, it is not easy to be implemented in practical systems [16].

Existing constructions and theoretical bounds imply that one may construct high-rate MDS codes with small sub-packetization level by sacrificing the optimality of the repair bandwidth. In [16], two high-rate $(n, k)$ MDS codes with small sub-packetization level were presented, the first one can have a sub-packetization level as small as $N = r^\tau$ where $\tau$ is any positive integer and $r = n - k$, while the repair bandwidth is $(1 + \frac{1}{\tau})\gamma^*$. Nevertheless, the code is constructed over a significantly large finite field $\mathbb{F}_q$ with $q > n(r-1)/N+1$, which may prevent it to be deployed in practical systems. While the second one in [16] is obtained by combining an MDS code with the optimal repair bandwidth and another scalar linear code operating on the GV bound [20]. In [3], an $(n = sk^2 + 2, k = sk')$ MDS code with sub-packetization level $2k'-1$ and near optimal repair bandwidth only for systematic nodes was proposed, which is termed duplication-zigzag code in this paper.

In this paper, we aim to construct high-rate MDS codes that have both small sub-packetization level and near optimal repair bandwidth for general parameters $n$ and $k$. We notice that there exist abundant high-rate MDS codes with the optimal repair bandwidth but require a large sub-packetization level in the literature [3]–[10], [19], which intrigue us to think whether we can reduce the sub-packetization level of those codes by slightly sacrificing the optimality of the repair bandwidth. Partly motivated by the work in [3], we present a powerful transformation that can convert any MDS code into another MDS code with much longer code length, such that the repair bandwidth of the new MDS code is slightly larger than the optimal value but the sub-packetization level is the same as that of the original MDS code, or equivalently the generic
transformation can reduce the sub-packetization level \( N \) of the original code with respect to the same code length \( n \). By directly applying the generic transformation to several known high-rate MDS codes with the optimal repair bandwidth, we get four high-rate \((n, k)\) MDS codes that have both small sub-packetization level \( N \) and near optimal repair bandwidth, with two of them are explicit and the required field sizes are comparable to the code length \( n \), which outperform the first MDS code construction in [16] in terms of the field size and outperform the first code in both [6] and [19], the second MDS code construction in [16] in terms of the sub-packetization level.

The remainder of the paper is organized as follows. Section II presents some necessary preliminaries. Section III gives the direct applications of the generic transformation, and a concrete coefficient assignment to two of them. Section V gives comparisons of some key parameters among the MDS codes proposed in this paper and some existing notable MDS codes. Finally, Section VI provides some concluding remarks.

II. PRELIMINARIES

A. \((n, k)\) MDS codes

Denote by \( q \) a prime power and \( \mathbb{F}_q \) the finite field with \( q \) elements. Let \( f_0, f_1, \ldots, f_{n-1} \) be the data stored across a distributed storage system consisting of \( n \) nodes based on an \((n, k)\) MDS code, where \( f_i \) is a column vector of length \( n \) over \( \mathbb{F}_q \). Throughout this paper, we consider the \((n, k)\) MDS codes that defined in the following parity-check form:

\[
\begin{pmatrix}
A_{0,0} & A_{0,1} & \cdots & A_{0,n-1} \\
A_{1,0} & A_{1,1} & \cdots & A_{1,n-1} \\
\vdots & \vdots & \ddots & \vdots \\
A_{r-1,0} & A_{r-1,1} & \cdots & A_{r-1,n-1}
\end{pmatrix}
\begin{pmatrix}
f_0 \\
f_1 \\
\vdots \\
f_{n-1}
\end{pmatrix}
= 0,
\]

where \( r = n - k \), \( A_{t,i}, t \in [0, r), i \in [0, n) \) are nonsingular matrices of order \( n \) over \( \mathbb{F}_q \). \( A \) is called the \textit{parity-check matrix} of the code, where \( A \) can be written as

\[
A = (A_{t,i})_{t \in [0,r), i \in [0,n-1)}
\]

(2)

to indicate the block entries.

For every \( t \in [0, r) \), by (1), we have

\[
A_{t,0}f_0 + A_{t,1}f_1 + \cdots + A_{t,n-1}f_{n-1} = 0,
\]

which contains \( N \) equations, for convenience, we say that

\[
\sum_{i=0}^{N-1} A_{t,i}f_i = 0
\]

is the \( t \)-th \textit{parity-check group}.

B. The MDS property

An \((n, k)\) MDS code defined by (1) possesses the MDS property that the source file can be reconstructed by connecting any \( k \) out of the \( n \) nodes. That is, any \( r \times r \) sub-block matrix of \( A = (A_{t,i})_{t \in [0,r), i \in [0,n-1)} \) is nonsingular [6].

Particularly, if

\[
A_{t,i} = A_{t-1,i}, \quad t \in [0, r), \quad i \in [0, n)
\]

(4)

for some matrices \( A_i \), then we have the following result.

Lemma 1 ([6]). An \((n, k)\) MDS code defined by (1) and (4) is said to have the MDS property if \( A_jA_i = A_jA_i \) and \( A_i - A_j \) is nonsingular for all \( i, j \in [0, n) \) with \( i \neq j \).

C. Repair

When repairing a failed node \( i \) of an \((n, k)\) MDS code, the data downloaded from helper node \( j \) can be represented by \( R_{i,j}f_j \), where \( R_{i,j} \) is a \( \beta_{i,j} \times n \) matrix of full rank, and is called \textit{repair matrix} of node \( i \).

Clearly, a failed node can be repaired if there are \( N/r \) linearly independent equations with respect to the \( N \) unknowns of \( f_i \), where the \( N \) equations should be chosen elaborately so that the interference in these equations can be cancelled by downloading a small amount of data from the helper nodes. In this paper, similarly to that in [19], for convenience, we only consider the symmetric situation that exactly \( N/r \) linearly independent equations are acquired from each of the \( r \) parity-check groups, where the \( N/r \) equations are linear combinations of the corresponding \( N \) parity-check equations. Precisely, the \( N/r \) linearly independent equations from the \( t \)-th parity-check group can be obtained by multiplying (3) with an \((N/r) \times N \) matrix \( S_{t,i} \) of full rank, where \( S_{t,i} \) is called the \textit{select matrix} in [19], which is used to generate appropriate \( N/r \) equations from the \( t \)-th parity-check group. As a consequence, the following linear equations are available.

\[
\begin{pmatrix}
S_{t,0}A_{0,i} \\
S_{t,1}A_{1,i} \\
\vdots \\
S_{t,r-1}A_{r-1,i}
\end{pmatrix}
\begin{pmatrix}
f_0 \\
f_1 \\
\vdots \\
f_{n-1}
\end{pmatrix}
+ \sum_{j=0,j\neq i}^{n-1}
\begin{pmatrix}
S_{t,0}A_{0,j} \\
S_{t,1}A_{1,j} \\
\vdots \\
S_{t,r-1}A_{r-1,j}
\end{pmatrix}
\begin{pmatrix}
f_j \\
0 \\
\vdots \\
0
\end{pmatrix}
= 0,
\]

thus regenerating node \( i (i \in [0, n)) \) requires that

(i) the coefficient matrix of the useful data is of full rank, i.e.,

\[
\text{rank}
\begin{pmatrix}
S_{i,0}A_{0,i} \\
S_{i,1}A_{1,i} \\
\vdots \\
S_{i,r-1}A_{r-1,i}
\end{pmatrix}
= N,
\]

(5)

(ii) the interference caused by \( f_j \) can be determined by the data \( R_{i,j}f_j \) downloaded from node \( j \), i.e.,

\[
\text{rank}
\begin{pmatrix}
R_{i,j} \\
S_{i,0}A_{0,j} \\
S_{i,1}A_{1,j} \\
\vdots \\
S_{i,r-1}A_{r-1,j}
\end{pmatrix}

= \text{rank}(R_{i,j})
\]

(6)

for all \( j \in [0, n) \setminus \{i\} \), which means that

\[
\text{rank}
\begin{pmatrix}
R_{i,j} \\
S_{i,0}A_{0,j} \\
S_{i,1}A_{1,j} \\
\vdots \\
S_{i,r-1}A_{r-1,j}
\end{pmatrix}

= \text{rank}(R_{i,j})
\]

(7)

for all \( j \in [0, n) \setminus \{i\} \) and \( t \in [0, r) \).
The repair bandwidth of node $i$ is then

$$\gamma_i = \sum_{j=0, j \neq i}^{n-1} \text{rank}(R_{i,j}) = \sum_{j=0, j \neq i}^{n-1} \beta_{i,j}. \quad (8)$$

Obviously, if $\gamma_i = (n-1)N/r$, then node $i$ is said to have the optimal repair bandwidth, which can be accomplished if

$$\beta_{i,j} = N/r \text{ for all } j \in [0,n] \setminus \{i\}.$$

In addition to the (near) optimal repair bandwidth, an $(n,k)$ MDS code is also preferred to have the repair-by-transfer property, i.e., repairing of a failed node involves mere transfer of data and without need for any arithmetic operations either at the helper nodes or at the replacement node [21]. Therefore, an MDS code has the repair-by-transfer property if each row of its repair matrix has only one nonzero entry.

### III. A GENERIC TRANSFORMATION

In this section, we present a generic transformation that can convert any MDS code with the optimal repair bandwidth defined in the form of (1) to a new MDS code with longer code length and near optimal repair bandwidth. The transformation can be performed through the following two steps.

**Step 1: Choosing an $(n',k')$ MDS code with the optimal repair bandwidth as the base code**

Assuming the base code is defined over a finite field contain at least $q'$ elements. Let $N$ denote its sub-packetization level, $r = n' - k'$, and let $(A'_i,t)_{t \in [0,r], i \in [0,n')}$ denote its parity-check matrix while the $N/r \times N$ matrices $R_{i,j}'$ and $S_{i,t}'$, $i,j \in [0,n')$ with $j \neq i$, $t \in [0,r)$, respectively denote the repair matrices and select matrices.

**Step 2: The transition from the base code to the new MDS code**

Through the generic transformation, we intend to design a new $(n = k + r, k)$ MDS code over certain finite filed $F_q$ having arbitrary code length $n$ while maintaining the same sub-packetization level $N$. By convenience, we assume that $n$ is a multiple of $n'$. Note that through puncturing, we can obtain $(n,k)$ MDS codes where $n$ is not a multiple of $n'$ [8], [20]. In the following, let $n = sn'$, where $s \geq 2$.

The transition from the base code to the new MDS code is done by designing the parity-check matrix, the repair matrices, and the select matrices of the new MDS code from those of the base code as follows.

$$A_{t,t'n'+p} = A_{t,t'n'+p}' A_{t,p}', \quad (9)$$

$$R_{i,j} = \left\{ \begin{array}{ll}
R'_{i,n',j,n} & \text{if } j \neq i \text{ mod } n', \\
I & \text{otherwise,} \end{array} \right. \quad (10)$$

and

$$S_{i,t} = S'_{i,n',t} \quad (11)$$

where $x_{t,t'n'+p} \in F_q \setminus \{0\}$, $t \in [0,r)$, $l \in [0,s)$, $p \in [0,n')$, $i,j \in [0,n)$ with $j \neq i$, and $\%$ denotes the modulo operation.

Similarly to Theorem 7 in [12] and Lemma 7 in [13], by using the Combinatorial Nullstellensatz in [17], we have the following result to ensure the MDS property of the new code.

**Theorem 1.** The new $(n,k)$ code over $F_q$ obtained by the generic transformation can possess the MDS property if $q > N(n-1)/r$.

**Theorem 2.** Every failed node of the new $(n = sn',k)$ code obtained by the generic transformation can be regenerated by the repair matrices defined in (10), where the repair bandwidth is $1 + (s-1)(r-1)/n-1$.

Proof. Since the $(n',k')$ base code possesses the optimal repair bandwidth, then (5) and (7) hold for the base code.

Firstly, we verify (5) for the new code. For any $i \in [0,n)$, write $i$ as $i = jn' + i'$, where $j \in [0,s)$ and $i' \in [0,n')$. Then, by (9) and (11),

$$\text{rank}(\begin{pmatrix} S_{i,0} & A_{0,i} \\ S_{i,1} & A_{1,i} \\ \vdots \\ S_{i,r-1} & A_{r-1,i} \end{pmatrix}) = \text{rank}(\begin{pmatrix} S'_{i',0} & A'_{0,i'} \\ S'_{i',1} & A'_{1,i'} \\ \vdots \\ S'_{i',r-1} & A'_{r-1,i'} \end{pmatrix}) = N,$$

where the last equality holds since (5) holds for the base code.

Next, we check (7) for the new code. For $i,j \in [0,n)$ with $j \neq i$, we rewrite $i$ and $j$ as $i = un' + i'$ and $j = vn' + j'$, where $u,v \in [0,s)$ and $i', j' \in [0,n')$. When $i' \neq j'$,

$$\text{rank}(\begin{pmatrix} R_{i,j} & A_{i,j} \\ S_{i,t} & A_{t,j} \end{pmatrix}) = \text{rank}(\begin{pmatrix} R'_{i',j'} & A'_{i',j'} \\ S'_{i',t} & A'_{t,j} \end{pmatrix}) = N/r, \quad t \in [0,r),$$

where the last equality holds since (7) holds for the base code.

When $i' = j'$,

$$\text{rank}(\begin{pmatrix} R_{i,j} & A_{i,j} \\ S_{i,t} & A_{t,j} \end{pmatrix}) = \text{rank}(\begin{pmatrix} I & A_{i,j} \\ S_{i,t} & A_{t,j} \end{pmatrix}) = N, \quad t \in [0,r).$$

Therefore, according to (8), the repair bandwidth of node $i$ is

$$\gamma_i = \sum_{j=0, j \neq i}^{n-1} \text{rank}(R_{i,j}) = (1 + (s-1)(r-1)/n-1)N.$$

□

### IV. APPLICATIONS OF THE GENERIC TRANSFORMATION

In this section, by directly applying the generic transformation in Section III respectively to the two $(n',k')$ code construction in [6], which are respectively termed Ye-Barg codes 1 and 2 in this paper, the first $(n',k')$ MDS code construction in [19], which is termed the improved Ye-Barg code 2 (since it is an improvement of the Ye-Barg code 2 in [6] w.r.t. the field size), and the $(n',k')$ optimal sub-packetization code in [8], [9], we get four MDS codes with small sub-packetization level. Note that the sub-packetization level of these four MDS codes are respectively $r'n'$, $r'n'-1$, $r'n'-1$, and $r'n'$, where $r = n' - k'$.

**Theorem 3.** Respectively choosing the $(n',k')$ Ye-Barg codes 1 and 2, the $(n',k')$ improved Ye-Barg code 2 in [19], and the $(n',k')$ optimal sub-packetization code in [8], [9] as the base code for the generic transformation in Section III, we can get four $(n = sn',k)$ MDS codes $C_1$-$C_4$ over $F_q$ with $q > N(n-1)/r$, where $r = n - k = n' - k'$, and the repair
bandwidth is \(1 + \frac{(a-1)(c-1)}{n-1}\gamma^*\). Besides, the MDS code \(C_1\) has the optimal update property while \(C_2, C_3, C_4\) have the repair-by-transfer property.

Note that for the resultant codes obtained by the generic transformation, the required field size is relatively large and the constructions are inelegant. In the following, we provide a solution to dramatically reduce the field size of the MDS codes \(C_2\) and \(C_3\) by providing a concrete assignment of the coefficients \(x_{i,j}, t \in [0, r] \text{ and } j \in [0, n]\) in (9).

**Theorem 4.** The field size \(q\) of the \((n = sn', k)\) MDS codes \(C_2\) and \(C_3\) can be respectively reduced to \(q > \max\{sr, n'\}\) and \(q > sr\) by setting \(x_{i,j} = x_{j}^t = c^t \lambda_j^{1} \in \mathbb{F}_q\) for \(t \in [0, r] \text{ and } j \in [0, n]\), where \(c\) is a primitive element of \(\mathbb{F}_q\).

Hereafter, we only prove Theorem 4 for \(C_2\) to save space, which is similar to the proof of Theorem 15 of [6].

**Proof of Theorem 4 for code \(C_2\):**

For consistency, we borrow the notations in [6] to introduce the parity-check matrix of the Ye-Barg code 2. Let \(N = r^n - 1\) where \(r = n' - k\). For any \(\alpha \in [0, N]\) with \((a_{n'-2}, a_{n'-1}, \cdots, a_0)\) being its \(r\)-ary expansion, define

\[
a(i, u) = (a_{i-2}, \cdots, a_{i+1}, u, a_{i-1}, \cdots, a_0)
\]

where \(i \in [0, n']\) and \(u \in [0, r]\).

Let \(\{e_a : a = 0, 1, \ldots, N - 1\}\) denote the standard basis of \(\mathbb{F}_q^N\) over \(\mathbb{F}_q\) where \(q' > n'. \) The parity-check matrix \(A_{t,j} = (A_t^{(i)})^j, j \in [0, n']\) of the \((n', k')\) Ye-Barg code 2 in [6] is defined by

\[
A_{t,j} = (A_t^{(i)})^j, \quad i \in [0, n'] - 1, \quad A_{n'-1} = I,
\]

where \(\oplus\) denotes addition modulo \(r\), \(\lambda_i, a = c^t\) if \(a_0 = 0\) and 1 otherwise with \(c\) being a primitive element of \(\mathbb{F}_q\).

Note that (9), (12), and (13), we have that the parity-check matrix of code \(C_2\) is defined in the form of (4) where

\[
A_{un'+1} = c^uA_{n'-1} = c^uI, \quad u \in [0, s).
\]

It is obvious that \(A_iA_j = A_jA_i\) holds for any \(i, j \in [0, n]\) with \(i \neq j\). Then according to Lemma 1, it suffice to show that \(A_i - A_j\) is nonsingular, which is equivalent to say that for any \(X = \sum_{a=0}^{N-1} x_a e_a^T, (A_i - A_j)X = 0\) implies \(X = 0\). Let us rewrite \(i = un' + i'\) and \(j = vn' + j'\) for some \(u, v \in [0, s]\) and \(i', j' \in [0, n']\), where \((u, i') \neq (v, j')\).

**Case 1:** If \(i \equiv j \mod n', i' \neq n' - 1, \text{ and } j' \neq n' - 1, \text{ then we have that}

\[
(A_i - A_j)X = (c^uA_i^{(i') - c^vA_j^{(j')}X = 0, \quad a \in [0, N],
\]

which implies \(X = 0\) since \(0 < t(v - u) < sr\).

**Case 2:** If \(i \neq j \mod n', i' \neq n' - 1, \text{ and } j' \neq n' - 1, \text{ then we have that}

\[
(A_i - A_j)X = (c^uA_i^{(i') - c^vA_j^{(j')}X = 0, \quad a \in [0, N],
\]

which implies \(X = 0\) since \(0 < t(v - u) < sr\).

This finishes the proof.

V. COMPARISONS

In this section, we do comparisons of some key parameters among the MDS codes proposed in this paper and some existing notable MDS codes, where Table I illustrates the details.

Under the same parameters \(n\) and \(k\), it is seen that the new MDS codes \(C_1-C_4\) have the following advantages and disadvantages compared with existing notable MDS codes.

- The new MDS codes \(C_1-C_4\) have the same repair bandwidth as that of the first MDS code in [16].
- Compared with the first MDS code in [16], the new MDS codes \(C_1-C_4\) especially \(C_2\) and \(C_3\) are built on a much smaller finite field while maintain the same repair bandwidth, the new MDS code \(C_4\) also has the same sub-packetization level as that of the first MDS code in [16].
- The MDS code \(C_1\) has the optimal update property while the other new codes have the repair-by-transfer property.
- If setting \(n' = r\tau\) in the new MDS codes such as in code \(C_3\), then it has a smaller sub-packetization level, which is around \(\frac{1}{\log n'}\) times that of the second MDS code in [16] while under the same field size level and the same repair bandwidth level.
- The new MDS codes \(C_1-C_4\) can support any number of parity nodes while the punctured duplication-zigzag code\(^1\) in [3] can only support two parity nodes.

\(^1\)Note that the code length of the duplication-zigzag code in [3] is in the form of \(uk' + 2\) with \(uk' \gg 2\), in order to do a fair comparison under the same code length, we delete two nodes of the duplication-zigzag code in [3] and term the resultant code as punctured duplication-zigzag code.
TABLE I
A comparison of some key parameters among the (n, k) MDS codes proposed in this paper and some existing notable (n, k) MDS codes, where n = sn', r = n - k

| Sub-packetization level N | Field size | The ratio of repair bandwidth to the optimal value | Property | Memo |
|--------------------------|------------|---------------------------------------------------|---------|------|
| The new MDS code C_1    | r^m       | q > N^{(r-1)/r-1}                                 | 1 + \frac{1}{n - 1} \cdot \frac{1}{q} < 1 + \frac{1}{n} | optimal update | Thm 3 |
| The second MDS code in [16] | O(r^r log n) | O(n) | \leq 1 + \frac{1}{q} | optimal update |
| Ye-Barg code 1 in [6]  | r^m       | q \geq rn                                        | 1 (optimal) | optimal update |
| The new MDS code C_2    | r^{m-1}    | q > \max\{sr, n\}                                | 1 + \frac{1}{n - 1} \cdot \frac{1}{q} < 1 + \frac{1}{n} | repair-by-transfer | Thms 3, 4 |
| The new MDS code C_3    | r^{m-1}    | q > sr                                          | 1 + \frac{1}{n - 1} \cdot \frac{1}{q} < 1 + \frac{1}{n} | repair-by-transfer | Thms 3, 4 |
| The improved Ye-Barg code 2 in [19] | r^{m-1} | q > r                                          | 1 (optimal) | repair-by-transfer |
| Punctured duplication-zigzag code [3] | r^{m-1} | q > s                                          | 1 + \frac{1}{n - 1} \cdot \frac{1}{q} < 1 + \frac{1}{n} | repair-by-transfer |
| The new MDS code C_4    | r^{m-1}    | q > n                                           | 1 + \frac{1}{n - 1} \cdot \frac{1}{q} < 1 + \frac{1}{n} | repair-by-transfer | Thms 3 |
| The first MDS code in [16] | r^{m-1} | q > sn^N^{(r-1)N+1} | 1 + \frac{1}{n - 1} \cdot \frac{1}{q} < 1 + \frac{1}{n} | repair-by-transfer |
| Optimal sub-packetization code [8], [9] | r^m | q > n | 1 (optimal) | optimal sub-packetization w.r.t. the bound in [18] |

VI. CONCLUDING REMARKS

In this paper, we provided a powerful transformation that can greatly reduce the sub-packetization level N of the original codes with respect to the same code length n at the cost of slightly increasing the repair bandwidth. Four applications of the transformation were also given with two of them are explicit and over a small finite field. Comparisons show that the obtained MDS codes outperform the first MDS code construction in [16] in terms of the field size and outperform the first code in both [6] and [19] in terms of the sub-packetization level.
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