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\textbf{Introductory Paragraph} Casimir physics covers a wealth of phenomena where forces between macroscopic objects are induced by long range fluctuations \cite{1} of either classical or quantum origin. Fluctuations of the quantum electrodynamic (QED) vacuum epitomize this type of physics \cite{2}, but such fluctuation induced forces (FIF) arise in a wide range of systems \cite{3–7}.

Here we present an unexpected example of FIF caused by classical light propagating in a scattering medium. In weakly disordered media, light intensity has long ranged spatial fluctuations (speckle) associated to mesoscopic coherent effects resulting from elastic multiple scattering. These intensity fluctuations lead to measurable FIF on top of the disorder average radiation forces.

Quite remarkably, spatially coherent light fluctuations can be thoroughly described using a Langevin equation, where a properly tailored noise accounts for mesoscopic coherent effects. This non intuitive result allows to interpret mesoscopic FIF as resulting from a non equilibrium light flow. The strength of the FIF depends on a single dimensionless parameter \( g \) – the analog of conductance in electronic systems, henceforth called conductance – which encapsulates both the geometry and the scattering properties of the random medium.

The scarcity of measurable and temperature independent non equilibrium phenomena makes the present proposal particularly relevant to experimental inspections. Indeed, since light induced fluctuating forces depend on the easily tunable parameter \( g \), coherent multiple light scattering offers setups where FIF are significantly enhanced compared to other known situations \cite{8–13}. This should have interesting and a wide variety of applications such as new types of sensors in soft condensed matter, biophysics \cite{14} and quantum technologies.

\textbf{Precise Statement of Results} The mechanical actions of radiation forces have been well studied, e.g on dielectric bodies placed in vacuum. In random media, these forces result from multiple light scattering and they are expressed by phenomenological light currents obtained from an effective Langevin equation. On average, radiation forces depend on the transmission coefficient and the group velocity. But a yet unanticipated result is the existence of significant fluctuations of radiation forces around the average value, analogous to hydrodynamics fluctuating forces which occur in strongly non equilibrium systems \cite{4}. However, unlike systems hitherto considered, here the radiation forces fluctuations originate from underlying coherent mesoscopic effects associated to elastic multiple scattering.

To understand the origin of these FIF, we first note that, on average, light propagation in a scattering medium is well described by a diffusion approximation \cite{15, 16}. Light intensity at a point results from the superposition of classical diffusion paths built out of the pairing of two phase coherent multiple scattering amplitudes of opposite phases. This phase information, hidden in the average light intensity, can be retrieved at a local crossing of two incoming diffusion paths which coherently exchange their phase coherent amplitudes so as to produce a new set of differently paired outgoing diffusion paths. The occurrence of these coherent exchanges (Fig.1.d) is controlled by a dimensionless parameter \( g \) characteristic of the geometry and scattering properties of the medium \cite{17}. Long range and incoherent diffusion paths propagate these local coherent effects over large distances. This mechanism, detailed hereafter, is at the origin of a wealth of coherent mesoscopic effects for wave (either electronic or photonic) propagation in random media which show up as spatially long range fluctuations of intensity.

These intensity fluctuations induce a new type of radiation forces (see Fig.1.a) fully understood and characterized by means of an effective Langevin description of the light flow, where coherent mesoscopic effects are the source of the noise. This approach is of particular interest since it maps the problem of coherent multiple light scattering onto an effective non equilibrium light flow characterized by two parameters only, the diffusion coefficient \( D \) and the strength of the noise \( \sigma \), otherwise related by an Einstein relation.

\textbf{The Langevin Description} Consider the setup of Fig.1 where a random and \( d \)-dimensional dielectric medium of volume \( V = L^d \) is illuminated by a monochromatic scalar radiation \cite{18} of wave-number \( k \) incident along the direction of unit vector \( \hat{\mathbf{k}} \). Inside the medium, the amplitude \( E(\mathbf{r}) \) of the radiation is solution of the scalar Helmholtz equation,

\[
\Delta E(\mathbf{r}) + k^2 (1 + \mu(\mathbf{r})) E(\mathbf{r}) = s_0(\mathbf{r}) \quad (1)
\]

where \( \mu(\mathbf{r}) = \delta \epsilon(\mathbf{r})/\langle \epsilon \rangle \) denotes the fluctuation of the dielectric constant \( \epsilon(\mathbf{r}) = \langle \epsilon \rangle + \delta \epsilon(\mathbf{r}) \), \( \langle \cdot \cdot \cdot \rangle \) is the average over disorder realizations and \( s_0(\mathbf{r}) \) is the source of radiation of power \( P \). Besides the wave-number \( k \), the radiation in the medium is characterized by the elastic mean free
FIG. 1. Schematic visualization of the setup and main results of the paper. (a) A monochromatic light beam of wave number $k$ and power $P$ experiences multiple elastic scattering in a random dielectric medium (e.g. a liquid suspension of elastic scatterers) characterized by the mean free path $l$. For weak disorder, $kl \gg 1$, the average diffusive light intensity $I_D(r)$ is represented by brownian-like trajectories. (b) For each disorder realization, speckle patterns of bright and dark spots evidence spatial fluctuations of light intensity whose correlations are due to interference processes illustrated in (c) and (d). (c) Two phase-independent diffusive trajectories are built out of paired multiple scattering amplitudes – solution of Eq.(1) – having opposite phases and pictured by two coupled (full and dotted) wave-shaped lines. These independent diffusive paths contribute to short range correlations. (d) Coherent long ranged correlations result from spatially localized exchanges – known as quantum crossings – and a new pairing of phase-dependent amplitudes between two diffusive trajectories. The occurrence of a quantum crossing is proportional to the inverse dimensionless conductance $1/g$ (see text), a small parameter for weak disorder $kl \gg 1$ which depends upon the system geometry. Coherent light fluctuations induce a fluctuating force $f$ on a (suspended) plate immersed inside the scattering medium. When placed at equal distance $L_1$ from the lower and upper box edges, the average radiation force on both sides of the plate cancels out, leaving only the finite fluctuating part $f$.

path $l$.

Multiple scattering solutions of the Helmholtz equation (1) in the presence of disorder are notoriously difficult to obtain. In the weak disorder limit $kl \gg 1$, an equivalent description of the local radiation at a point $r$ and propagating along a direction $\hat{s}$ is provided by the specific intensity $I(r, \hat{s})$, and the light current $j(r) = vI(r, \hat{s}) \hat{s}$ averaged over all directions $\hat{s}$ [15, 16] (see SM section 1.2), where $v$ is a conveniently defined group velocity. In this approach, the force exerted by light on an absorbing surface $S$ of normal vector $\hat{n}$, immersed inside the scattering medium, is

$$ f = \frac{\hat{n}}{v^2} \int_S dr \ j(r) \cdot \hat{n}. $$

A Fick’s law of diffusion coefficient $D = vl/d$,

$$ j_D(r) = -D \nabla I_D(r) $$

relates the disorder averaged light current $j_D(r)$ to the disorder and direction averaged intensity $I_D(r)$. The latter obeys a diffusion equation, whose solutions have the generic form

$$ I_D(r) = \frac{v^2 P}{DL} h(r) $$

where $D$ is the diffusion coefficient, $L$ the system size, $P$ the power of the incident light, and $h(r)$ the disorder-averaged intensity. The solution for the average light intensity $I_D(r)$ is then given by the convolution of $h(r)$ with a Gaussian kernel, which describes the spatial fluctuations of light intensity due to interference processes.
where \( h(r) \) is a dimensionless function determined by the geometry and boundary conditions and \( L \) is a typical geometric size of the medium (see SM section 1.2). Inserting Eq. (3) into Eq. (2), allows to obtain the average radiation force \( \langle f \rangle \). Its value, for an incident light beam perpendicular to a surface placed inside the medium at a distance \( L \) from the incidence plane, is \( \langle f \rangle = PT(L)/v \), where \( T \) is the transmission coefficient [19] (see SM section 2).

All phase dependent effects have been washed out in the disorder average diffusive limit underlying Eq. (3). A well defined semi-classical description enables to include coherent effects in a systematic way. It starts by noting (see Fig. 1.c) that each diffusive trajectory is built from the pairing of two identical but time reversed multiple scattering amplitudes obtained from scattering solutions of Eq. (1). By construction, these two amplitudes have opposite phases so that the resulting diffusive trajectory is phase independent. Unpairing these two sequences gives access to the underlying phase carried by each multiple scattering amplitude and thereby to phase coherent corrections. The aforementioned description makes profit of this remark to evaluate phase coherent corrections (see Fig. 1.d). At a local crossing, two diffusive trajectories mutually exchange their phase so as to form two new phase independent diffusive trajectories. This local crossing – or quantum crossing – is a phase dependent correction propagated over long distances by means of diffusive trajectories [17]. The occurrence of a quantum crossing in a disordered medium of volume \( L^d \) is controlled by a single dimensionless parameter, its conductance,

\[
g \equiv \frac{k^{d-1}}{3\pi} L^{d-2}
\]

which depends on the geometry and on scattering properties of the medium. From now on and without loosing in generality, we consider the three dimensional \((d = 3)\) setup displayed in Fig. 1. In the weak disorder limit \( kl \gg 1 \), the conductance \( g \gg 1 \) and small coherent corrections generated by quantum crossings show up as powers of \( 1/g \). This scheme allows to expand spatial correlations of the fluctuating light intensity \( \delta I(r) \equiv I(r) - I_D(r) \) as

\[
\frac{\langle \delta I(r) \delta I(r') \rangle}{I_D(r)I_D(r')} = C_1(r,r') + C_2(r,r') + C_3(r,r') \, .
\]

The first contribution \( C_1(r,r') = \frac{2\pi i}{\nu} \delta (\mathbf{r} - \mathbf{r}') \) (see Eq. (S47)) is short ranged and independent of \( g \). The two other contributions are long ranged, and respectively proportional to \( 1/g \) and \( 1/g^2 \). All three terms contribute to specific features of interference speckle patterns [20], and have been measured in weakly disordered electronic and photonic media [15, 21–25].

This \( 1/g \) expansion can be obtained in a different but completely equivalent and elegant way by noting that quantum crossings occur at lengths of order \((kl^{-2})^{1/3}\), smaller than the elastic mean free path \( l \). This allows to separate large scale \((\gg l)\) incoherent diffusive physics from small scale, coherent and phase preserving quantum crossings. This partition is described by a Langevin equation,

\[
j(r) = -D\nabla I(r) + \nu(r)
\]

which extends the Fick’s law, Eq. (3), to the fluctuating, not disorder averaged quantities \( I(r) \equiv I_D(r) + \delta I(r) \) and \( j(r) \equiv j_D(r) + \delta j(r) \), by adding a zero average noise defined by the vector \( \nu(r) \). This picture, originally presented in [26], allows to reproduce the \( 1/g \) expansion of Eq. (6) by systematically including quantum crossings contributions in \( \nu(r) \). To lowest order in \( 1/g \) (SM section 3),

\[
\langle \nu_\alpha(r) \nu_\beta(r') \rangle = \delta_{\alpha\beta} c_0 I_D^2(r) \delta (\mathbf{r} - \mathbf{r}')
\]

where \( c_0 \equiv \frac{2\pi i}{\nu} \). We can rewrite the noise term under the form, \( \nu(r) = \sqrt{\sigma} \eta(r) \), where \( \langle \eta_\alpha(r) \eta_\beta(r') \rangle = \delta_{\alpha\beta} \delta (\mathbf{r} - \mathbf{r}') \) [27], and a strength,

\[
\sigma = c_0 I_D^2(r),
\]

which depends quadratically on the average diffusive radiation intensity \( I_D(r) \) [28].

This effective Langevin description, based on the two parameters \( D \) and \( \sigma \), provides a complete hydrodynamic description of the coherent light flow in the random medium. Moreover, it is appealing since its specific dependence upon a constant \( D \) and a quadratic \( \sigma \), immediately draws a relation with the Kipnis-Marchioro-Presutti (KMP) process – a heat transfer model for boundary driven one dimensional chains of mechanically uncoupled oscillators strongly out of equilibrium [29, 30], well described by the macroscopic fluctuation theory [31]. A correspondence with this process is obtained by formally identifying the radiation intensity \( I \) to the energy density, and \( j \) to the heat flow [32]. Despite this formal correspondence, it is essential to note that the physical source of non equilibrium is very different in the two cases. While in the KMP model, energy density fluctuations result from thermal effects due to the coupling to two reservoirs at distinct temperatures, intensity fluctuations of the light flow result solely from the illumination of the random scattering medium.

A general Einstein relation exists which relates the parameters \( D \) and \( \sigma \) characteristic of the hydrodynamic regime of strongly non equilibrium systems. It is given by \( \sigma = D\chi(r) \), where \( \chi(r) \) is the static compressibility [30, 33]. For the coherent light flow,

\[
\chi(r) = \frac{c_0}{D} I_D^2(r),
\]

which from Eq. (9), satisfies the Einstein relation (SM section 4).
Fluctuation Induced Forces We are now in a position to calculate the radiation force \( f \) which includes on top of its average \( \langle f \rangle \), a fluctuating (FIF) part \( f \equiv f - \langle f \rangle \) induced by intensity fluctuations. In the geometry of Fig.1, a dielectric plate, or membrane, of surface \( S = L_1 \times L_2 \times L_3 \) along \( \hat{n} = \hat{z} \), is inserted in the scattering medium so as to cancel by symmetry the average force \( \langle f \rangle \). The fluctuating part is readily obtained by substituting Eq.(7) into Eq.(2) together with Eq.(3) and it is given by
\[
\langle f^2 \rangle = \frac{1}{v^4} \int_{S \times S} d\mathbf{r} d\mathbf{r}' [D^2 \partial_z \partial_z' \langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle + \langle v_z(\mathbf{r}) v_z'(\mathbf{r}') \rangle]
\]
\[
= \sum_{j=1}^{3} f_j^2 + f_\nu^2 .
\]
(11)

where \( f_j^2 \) is the counterpart of the corresponding term in Eq.(6) and \( f_\nu^2 \) results from the noise term. The contribution \( f_1^2 \) is always negligible compared to \( f_2^2 \), as can easily be seen by considering the corresponding fluctuating forces on the faces of a cubic \( L^3 \) geometry with \( L \gg l \) and without inner plate. The expression of \( C_1 \) together with Eqs.(4,8), implies immediately that \( f_1^2 \sim \left( \frac{1}{L} \right)^2 f_\nu^2 \), hence \( f_1^2 \) is negligible. The term \( f_3^2 \) induced by \( C_3 \) is of order \( 1/g^2 \) and therefore also negligible. Finally, the behaviour of \( f_2^2 \) is readily obtained from Eqs.(4,8,10), namely
\[
f_2^2 = \frac{2}{v} \int_{S \times S} d\mathbf{r} d\mathbf{r}' \chi(\mathbf{r}) \delta(\mathbf{r} - \mathbf{r}') = \frac{2}{v} \frac{Q_\nu}{Q_s} \chi \delta(\mathbf{r})
\]
\[Q_\nu\] is a dimensionless number characteristic of the system geometry. Then, as can be anticipated from Eq.(6), \( f_2^2 \) behaves like \( 1/g \) and it is proportional to \( f_\nu^2 \) (SM section 5.1), so that finally the fluctuating force has the general form,
\[
\langle f^2 \rangle = \frac{1}{g_L} \frac{P^2}{v^2} (Q_2 + Q_\nu) .
\]
(12)

This rather simple expression constitutes a central result of this work. It states that the fluctuating forces induced by coherent mesoscopic effects, besides their dependence upon the power \( P \) of the incoming light beam, are driven by the dimensionless conductance \( g_L \) of the system. This conductance takes the simple form given in Eq.(5) for the geometry of the empty hypercube \( L^d \). For more involved geometries like in Fig.1, the conductance takes in \( d = 3 \) the general form \( g_L \equiv \frac{kL}{32} \) where the length \( L \) depends on the geometry of the scattering medium (see SM section 5.2 for examples) [34]. The two dimensionless numbers \( Q_2 \) and \( Q_\nu \) in Eq.(12) depend on the shape of the system – but not on its volume – and on boundary conditions imposed on the average intensity \( I_D(\mathbf{r}) \) in Eq.(4) (see SM section 5.1 for a detailed proof).

Playing with geometry to monitor forces Fluctuation induced forces Eq.(12) depend on the geometry and boundary conditions, which opens a wide choice of parameters to control and amplify the forces. In the geometry of Fig.1, the highest values of the dimensionless \( Q \)s are obtained using reflecting cavity edges in the direction of the light beam and absorbing lateral edges. Interestingly, \( f_2 \) or \( f_\nu \) can be independently enhanced by an appropriate choice of boundary conditions on the plate (SM section 5.2). On an absorbing plate where \( I_D(\mathbf{r}) = 0 \) (Fig.2,a), only \( f_2 \) contributes with a maximum for an optimal value of \( L_1 \) (SM section 5.1). Alternatively, inserting a reflective plate with \( \partial_\nu I_D(\mathbf{r}) = 0 \) selects \( f_\nu \) and leads to FIF with a power law dependence with \( L_1 \) (Fig.2,b). This limiting case has an interesting consequence since a measurement of finite FIF on a reflective plate demonstrates the existence of the noise term in the Langevin description of mesoscopic coherent effects (SM section 5.2).

Numerous efforts have been recently made to develop high sensitivity cantilevers able to measure forces of weak amplitude [35]. We propose to observe mesoscopic FIF using an atomic force microscope, in a setup similar to [10] where Casimir-Lifshitz forces of a few piconewtons have been measured between a gold plate and a sphere coated with gold in a liquid. Replacing the liquid by a weakly scattering medium \( kl \sim 10 \) and using square plates of size \( 40 \mu m \times 40 \mu m \) – the typical size of the sphere used in [10] – and illuminating the medium with a light beam of intensity \( I \sim 10^8 \text{ W} \cdot \text{m}^{-2} \), we expect light FIF of amplitude up to a few hundreds of piconewtons, i.e. strong enough to be detected. These results are summarized in Table I.

| \( L_{1}(\mu m) \) | \( \sqrt{\langle f^2 \rangle} \) (pN) | \( Q_2 + Q_\nu \) | \( g_L \) |
|---|---|---|---|
| Absorbing plate | 5 | 13 | 1.0 \cdot 10^{-3} | 53 |
| \( Q_\nu = 0 \) | 40 | 118 | 1.0 \cdot 10^{-2} | 424 |
| 100 | 68 | 2.2 \cdot 10^{-4} | 170 |
| Reflecting plate | 5 | 567 | 1.9 | 53 |
| \( Q_\nu = 0 \) | 40 | 201 | 2.3 \cdot 10^{-2} | 424 |
| 100 | 127 | 7.6 \cdot 10^{-4} | 170 |
FIG. 2. Amplitude of $\sqrt{\langle f^2 \rangle}$ on the plate in Fig.1 as a function of $L_1$ and $L_\perp$ with fixed $L_{\parallel} = 40 \mu$m and $l = 1 \mu$m. (a) Absorbing plate with $I_D(r) = 0$, so that $\langle f^2 \rangle = f_2^2$. It vanishes in both limits $L_1 \to 0$ and $L_1 \to +\infty$, which results from the form of $I_d(r)I_d(r')C_2(r,r')$ (see SM section 5.1 and 5.2). (b) Reflecting plate where $\partial_z I_D(r) = 0$, hence $f_2 = 0$ and $\langle f^2 \rangle = f_2^2$. From Eq.(8) and Eq.(11), we see that $f_2^2$ scales like $1/\sqrt{L_1}$ (see SM section 5.2). The red lines correspond to $L_\perp = 40 \mu$m as in Table I.

Discussion Physical aspects of diffusive light propagation either incoherent or coherent have already been hitherto studied in the literature. For electronic waves, the focus is mainly on transport properties, better accessible in mesoscopic devices and which stand as a favorite candidate to observe the elusive Anderson localization transition for large enough disorder. For radiation and other classical waves, transmission properties and long range correlations either spatial or spectral, have been also extensively studied. Despite these thorough investigations, mechanical effects resulting from coherent mesoscopic effects of diffusive light presented here have never been envisaged. They open a new and alternative approach to the field. From a fundamental viewpoint, the existence of fluctuation induced forces easily and solely monitored by the dimensionless conductance Eq.(5) has a threefold interest. First, the analogy here unveiled, between long range induced forces in a coherent mesoscopic light flow and in non equilibrium systems, should arouse experimental attention to observe such forces in the realm of radiation flow in Casimir physics. Second, coherent mechanical forces are sensitive to the disorder strength through the conductance $g$ and hence can be used as a new effective probe to study the existence and criticality of Anderson localization transition. Third, potential applications of coherent mechanical forces induced by a coherent diffusive radiation flow are diverse and promising: in addition to transmission measurements extensively used, they provide a new type of mechanical and sensitive sensors at submicronic scale rather easy to implement and useful in soft condensed matter, biophysics [14], nanoelectromechanical (NEMS) and quantum technologies [36, 37]. Besides, we wish to highlight that the mapping we have presented between coherent light flow and out of equilibrium hydrodynamics is easily generalisable to a large class of quantum or classical mesoscopic effects, e.g in nanoelectronics and superconductivity [38].

A clear asset of this type of approach is in its dependence upon two parameters only, thus making it a candidate to efficient machine learning algorithms.
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In this Supplementary Material, we provide more information on the notion of radiative forces in an elastic scattering medium. We also derive Eq. (8) from the general Eq. (6) and Eq. (7) in the Letter, and then we show that the light FIF take the universal form Eq. (12). Finally, we discuss quantitatively the magnitude of the FIF in simple cases.

1 Classical light in scattering media

In this section, we provide a derivation for the diffusion equation satisfied by the light intensity leading to the Fick’s law in Eq. (3). We also discuss the relation with the Langevin equation (7).

Throughout this section, we consider a monochromatic scalar radiation, of wavenumber \( k \), propagating through a scattering medium.

1.1 Diffusion probability and structure factor

This section is a reminder of the known properties of light propagation in a scattering medium in the diffusion approximation, i.e. \( kl \gg 1 \) and after a large number of collisions. Useful information on the monochromatic scalar radiation, of wavenumber \( k \), is provided by the Green’s function \( G(r, r') \) of the Helmholtz equation (1),

\[
\left[ \Delta + k^2(1 + \mu(r)) \right] G(r, r') = \delta(r - r').
\] (S1)

There are two solutions to Eq. (S1), respectively the retarded and advanced Green’s functions \( G^R(r, r'), G^A(r, r') \). In vacuum, when \( \mu(r) = 0 \), the solutions are

\[
G^R_A(r, r') = \sum_{N=1}^{\infty} \sum_{i=1}^{N} |A(r, r', C_N)| e^{\pm i k L_N}.
\] (S2)

In a random scattering medium, \( G^R_A(r, r') \) take the form:

\[
G^R_A(r, r') = \sum_{N=1}^{\infty} \sum_{i=1}^{N} |A(r, r', C_N)| e^{\pm i k L_N}
\] (S3)

where the double sum runs over all the possible sets of \( N \) scatterers, with \( N \) going from 1 to infinity. \( A(r, r', C_N) \) is the complex amplitude associated to the sequence of collisions \( C_N \), and \( L_N \) is the length of the corresponding scattering path. From the Green’s functions in Eq. (S1), we define the probability \( P(r, r') \) for the radiation to scatter from \( r \) to \( r' \) by

\[
P(r, r') = \frac{4\pi}{v} \langle G^R(r, r') G^A(r', r) \rangle.
\] (S4)

The disorder averaged Green’s functions can be calculated using a Dyson development (see section 3.2 in [S1]), which gives

\[
\langle G^R_A(r, r') \rangle = -\frac{1}{4\pi} \frac{e^{\pm i k |r-r'|}}{|r-r'|} e^{-|r-r'|/2l},
\] (S5)
where the elastic mean free path \( l \) is defined by: \( \frac{4\pi}{l} = \langle V(q)V(q') \rangle \), where \( V(q) \) is the Fourier transform of the disorder potential \( k^2 \mu(r) \) in Eq.(S1). The disorder averaged product in Eq.(S4) is, however, difficult to derive exactly. Since averaging over disorder cancels out the terms in \( G^R(r,r')G^A(r',r) \) which are taken over different sets of scatterers \((r_1,...,r_N)\), we keep only the terms with identical scattering sequences \( C_N \) – which implies identical \( L_N \) and cancels the phase. We note \( P_D(r,r') \) the diffusion probability obtained from Eq.(S4) with this approximation. \( P_D(r,r') \) satisfies the equation

\[
P_D(r,r') = \frac{4\pi}{v} \int d\mathbf{r}_1 d\mathbf{r}_2 |\langle G^R(r_1,\mathbf{r}) \rangle|^2 \Gamma(r_1,\mathbf{r}_2) |\langle G^A(\mathbf{r}',\mathbf{r}_2) \rangle|^2
\]

(S6)

and is represented in Fig.S1. The term \( \Gamma(r_1,\mathbf{r}_2) \) is the so called structure factor, and represents all the possible scattering sequences between \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \). The collisions are assumed to be independent and \( \Gamma(r_1,r_2) \) is therefore an infinite sum of collision sequences, which translates into an integral equation,

\[
\Gamma(r_1,\mathbf{r}_2) = \frac{4\pi}{l} \delta(\mathbf{r}_1 - \mathbf{r}_2) + \frac{4\pi}{l} \int d\mathbf{r} \Gamma(r_1,\mathbf{r}) |\langle G^R(\mathbf{r},\mathbf{r}_2) \rangle|^2.
\]

(S7)

In the diffusive approximation, \( \Gamma(r_1,\mathbf{r}_2) \) varies slowly in space and we may use a Taylor expansion of \( \Gamma(r_1,\mathbf{r}_2) \) around \( \mathbf{r}_2 \). Keeping up to the quadratic term and substituting in Eq.(S7) leads to, after an integration by parts,

\[
-D\Delta \Gamma(r_1,\mathbf{r}_2) = \frac{4\pi v}{l^2} \delta(\mathbf{r}_1 - \mathbf{r}_2),
\]

(S8)

where \( D = \frac{\nu l}{3} \) is the diffusion coefficient. In the diffusive limit, we approximate \( \Gamma(r_1,\mathbf{r}_2) \simeq \Gamma(\mathbf{r},\mathbf{r}') \) in Eq.(S6); using Eq.(S5), the Eq.(S6) becomes

\[
P_D(\mathbf{r},\mathbf{r}') = \frac{l^2}{4\pi v} \Gamma(\mathbf{r},\mathbf{r}').
\]

(S9)
From Eq. (S8) we deduce that $P_D(r, r')$ satisfies

$$-D\Delta P_D(r, r') = \delta(r - r').$$  \hspace{1cm} (S10)

The diffusion probability $P_D(r, r')$ is hence the Green’s function of a time independent diffusion equation, and has the generic form

$$P_d(r, r') = \frac{1}{DL} p(r, r')$$  \hspace{1cm} (S11)

where $p(r, r')$ is a dimensionless function depending on the boundary conditions.

### 1.2 Fick’s law and diffusion equation

We now derive the Fick’s law Eq.(3) and the diffusion equation for $I_D(r)$. In the scattering medium, the light intensity is related to the Green’s functions in Eq.(S3) and the radiation source distribution $s_0(r)$ of the Helmholtz equation (1) by the Green’s identity:

$$I(r) = \int\int_{V \times V} d\mathbf{r}_0 d\mathbf{r}'_0 \ s_0(\mathbf{r}_0) s_0(\mathbf{r}'_0) G_R(\mathbf{r}_0, \mathbf{r}) G_A(\mathbf{r}, \mathbf{r}'_0).$$  \hspace{1cm} (S12)

Note that the source term $s_0(r)$ is normalized so that $I(r)$ is related to the solution $E(r)$ of the Helmholtz equation (1) by $I(r) = |E(r)|^2$. This normalization does not influence the derivation of Eq.(7-12) which constitute the main results of this work, and hence has no real importance here. Calculating the above integral is a cumbersome task because of the complexity of the solutions $G_R(r, r')$, $G_A(r, r')$. An equivalent description of the radiation in the scattering medium is given by the specific intensity $I(\hat{s}, r)$, whose behavior obeys the radiative transfer equation (see appendix A.5.2 in [S1]),

$$\hat{s} \cdot \nabla I(\hat{s}, r) = -\frac{1}{l} I(\hat{s}, r) + \frac{1}{l} I(\hat{s}', r) p(\hat{s} - \hat{s}') + \frac{1}{l} \gamma(\hat{s}, r),$$  \hspace{1cm} (S13)

where the average is taken over all the directions $\hat{s}'$ and with $\gamma(\hat{s}, r)$ a light intensity source term placed inside the medium. Note that $\gamma(\hat{s}, r)$ is different from $s_0(r)$, which is the source distribution for the electromagnetic radiation. The term $p(\hat{s} - \hat{s}')$ accounts for scattering in other directions than $\hat{s}$. The disorder averaged intensity can be written as a sum of two contributions [S1, S2]:

$$\left\langle I(\hat{s}, r) \right\rangle = I_0(\hat{s}, r) + I_D(\hat{s}, r).$$  \hspace{1cm} (S14)

The first term $I_0(\hat{s}, r)$ is the Drude-Boltzmann term and decreases exponentially due to scattering; it satisfies the equation

$$\hat{s} \cdot \nabla I_0(\hat{s}, r) = -\frac{1}{l} I_0(\hat{s}, r).$$  \hspace{1cm} (S15)
The term $I_D(\hat{s}, r)$ is the diffusive part, arising from multiple diffusion inside the disordered medium. We will further on neglect $I_0(\hat{s}, r)$ in the expression of the average intensity: $\langle I(\hat{s}, r) \rangle \simeq I_D(\hat{s}, r)$. However, $I_0(\hat{s}, r)$ does not completely disappear from the description since, as we will see, it behaves as a light source term for $I_D(\hat{s}, r)$. Averaging Eq.(S13) over disorder and using Eq.(S15), we obtain, for $I_D(\hat{s}, r)$,

$$\hat{s} \cdot \nabla I_D(\hat{s}, r) = -\frac{1}{l} I_D(\hat{s}, r) + \frac{1}{l} I_D(\hat{s}', r) p(\hat{s} - \hat{s}') + \frac{1}{l} \gamma_0(\hat{s}, r) + \frac{1}{l} \gamma(\hat{s}, r),$$

(S16)

with $\gamma_0(\hat{s}, r) = I_0(\hat{s}', r) p(\hat{s} - \hat{s}')$. We consider from now on that the scattering is isotropic, which implies that $p(\hat{s} - \hat{s}')$ is independent of the angle between $\hat{s}$ and $\hat{s}'$. Under the additional assumption that the collisions with the scatterers are elastic (i.e. no absorption), $p(\hat{s} - \hat{s}') = 1$, and Eq.(S16) becomes

$$\hat{s} \cdot \nabla I_D(\hat{s}, r) = -\frac{1}{l} I_D(\hat{s}, r) + \frac{1}{l} I_D(\hat{s}, r) + \frac{1}{l} I_0(\hat{s}, r) + \frac{1}{l} \gamma(\hat{s}, r).$$

(S17)

Similarly to Eq.(S14), we can write the average of the intensity current $\langle \vec{j}(r) \rangle$ as a sum of two terms,

$$\langle \vec{j}(r) \rangle = \vec{j}_0(r) + \vec{j_D}(r),$$

(S18)

where $\vec{j}_0(r) = v \overline{I_0(\hat{s}, r) \hat{s}}$ is the current associated to the Drude-Boltzmann term, and $\vec{j_D}(r) = v \overline{I_D(\hat{s}, r) \hat{s}}$ the current associated to the diffusive contribution. In the main text, we neglected $\vec{j}_0(r)$ as it exponentially decreases to zero and does not play a role in the derivation of the FIF. We keep it here for a more complete description. From Eq.(S15), we obtain

$$\nabla \cdot \vec{j}_0(r) = -\frac{v}{l} I_0(r)$$

(S19)

and, from Eq.(S17), that the diffusive current satisfies the equation

$$\nabla \cdot \vec{j_D}(r) = \frac{v}{l} I_0(r) + \frac{v}{l} \gamma(r)$$

(S20)

where $\gamma(r) = \gamma(\hat{s}, r)$ is the light source distribution inside the medium. From Eq.(S19) and Eq.(S20), we obtain a continuity equation for the total average current,

$$\nabla \cdot \langle \vec{j}(r) \rangle = \frac{v}{l} \gamma(r).$$

(S21)

In the case represented in Fig.1 and Fig.S3, the light source is located outside of the random medium, i.e. $\gamma(r) = 0$ and the light flux is conserved.
In the diffusion approximation, \( I_D(\hat{s}, r) \) can be written
\[
I_D(\hat{s}, r) = I_D(r) + \frac{3}{v} \mathbf{j}_D(r) \cdot \hat{s}.
\]
(S22)

Replacing Eq.(S22) in Eq.(S17), we obtain
\[
\hat{s} \cdot \nabla I_D(r) + \frac{3}{v} \hat{s} \cdot \nabla (\mathbf{j}_D(r) \cdot \hat{s}) = - \frac{3}{v l} \mathbf{j}_D(r) \cdot \hat{s} + \frac{1}{l} \gamma(\hat{s}, r) + \frac{1}{l} I_0(r).
\]
(S23)

Projecting Eq.(S23) on \( \hat{s} \) and taking the average over all directions \( \hat{s} \) gives the Fick’s law,
\[
\mathbf{j}_D(r) = -D \nabla I_D(r) + v \hat{s} \gamma(\hat{s}, r).
\]
(S24)

In the main text, we focus on the case where the medium is illuminated with an external light source, i.e. where no light source inside the medium: \( \gamma(\hat{s}, r) = 0 \). In this case, we recover the Fick’s law Eq.(3).

Finally, combining Eq.(S20) and Eq.(S24), we obtain the diffusion equation satisfied by \( I_D(r) \),
\[
-D \Delta I_D(r) = \frac{v}{l} I_0(r) + \frac{v}{l} \gamma(r) - v \hat{s} \cdot \nabla \gamma(r, \hat{s}).
\]
(S25)

Note that \( I_0(r) \) plays the role of a source for the diffusive intensity \( I_D(r) \); therefore, when the medium is illuminated by an external light source only, i.e. \( \gamma = 0 \), the right hand side of the diffusion equation Eq.(S25) is non zero.

Using the Green’s identity and the Green’s function of the diffusion equation, \( P_D(r, r') \), introduced in Eq.(S10), we obtain the expression of \( I_D(r) \),
\[
I_D(r) = \int d' r' \gamma'(r') P_D(r, r'),
\]
(S26)

where \( \gamma'(r) = \frac{v}{l} I_0(r) + \frac{v}{l} I_0(r) - v \hat{s} \cdot \nabla \gamma(r, \hat{s}) \) is the source term in the diffusion equation (S25). We assume from now on that the light source is isotropic, which implies \( \hat{s} \cdot \nabla \gamma(r, \hat{s}) = 0 \) and
\[
-D \Delta I_D(r) = \frac{v}{l} I_0(r) + \frac{v}{l} \gamma(r).
\]
(S27)

2 \ Average radiative force

In this section, we derive the average force exerted by a monochromatic light beam on the boundaries of a scattering medium. We consider first the slab geometry represented in the Fig.1 and Fig.S3, and show that the average force of the surface \( S_\perp = L_\perp (L_1 + L_2) \) located at \( y = L_\parallel \) is equal to \( T(L_\parallel) \mathcal{P}/v \hat{y} \) where \( T(L_\parallel) \) is the transmission coefficient. We then consider the case of a closed surface, and deduce from Eq.(S21) that the expression of the total radiative force on the surface is equal to \( \mathcal{P}/v \), independently of disorder.
2.1 Slab geometry with an external light source

Consider a monochromatic plane wave of intensity $I$ emitted by an external light source and normally incident on a slab, of thickness $L_\parallel$, of an elastic scattering medium, as in Fig.S3. We derive the average force exerted by the scattered light on the opposite wall, of surface $S_\perp = L_\perp (L_1 + L_2)$, located at $y = L_\parallel$. We follow the section A5.2.4 in [S1] for the derivation of the light current and intensity. By definition, the force on the surface $S_\perp$ is equal to

$$\langle \mathbf{f} \rangle = \frac{\hat{y}}{v^2} \int_{S_\perp} dx \, dz \langle j_y(x, y = L_\parallel, z) \rangle. \quad (S28)$$

We assume that $L_\parallel \ll L_\perp, L_j$. In this slab geometry, the solution of Eq.(S25) with absorbing boundary conditions (see section 4.2 for details) is

$$I_D(r) = 5I \frac{L_\parallel + l_0 - y}{L_\parallel + 2l_0} - 3I e^{-y/l}, \quad (S29)$$

with $l_0 = \frac{2I}{3}$. From Fick’s law Eq.(3), it follows that the diffusive current is equal to

$$j_D(r) = 5ID \frac{1}{L_\parallel + 2l_0} - 3I \frac{D}{l} e^{-y/l}. \quad (S30)$$

The Drude intensity $I_0(r)$ is equal to

$$I_0(r) = I e^{-y/l}, \quad (S31)$$

and the associated current, $j_0(r)$, to

$$j_0(r) = 3ID \frac{D}{l} e^{-y/l}. \quad (S32)$$

From Eq.(S30) and Eq.(S32), we deduce that the total current is constant and equal to

$$\langle j(r) \rangle = 5ID \frac{1}{L_\parallel + 2l_0}. \quad (S33)$$

Reinjecting Eq.(S33) in Eq.(S28), we obtain the force on the surface $S$:

$$\langle \mathbf{f} \rangle = \frac{\hat{y}}{v^2} S_\perp 5ID \frac{1}{L_\parallel + 2l_0}$$

$$= \frac{IS_\perp}{v} \frac{5l}{3(L_1 + 2l_0)} \hat{y} \quad (S34)$$

$$= \frac{P}{v} T(L_\parallel) \hat{y}$$

where $P = IS_\perp$ is the incoming light power, and $T(L_\parallel) = \frac{5l}{3(L_1 + 2l_0)}$ the transmission coefficient.
2.2 Closed surface

Consider a volume \( V \) delimited by a surface \( \partial V \). We prove that the expression of the total average force on the closed surface \( \partial V \) surrounding a light source of power \( P \) is equal to \( P/v \) regardless of the presence of disorder, with a group velocity \( v \) which depends on the nature of the medium. The light source \( \gamma \) inside the medium satisfies

\[
\int_V d\mathbf{r} \gamma(\mathbf{r}) = l P, \quad (S35)
\]

where \( P \) is the power of the light source. In the absence of scatterers, the energy flux is described by the Poynting vector \( \Pi(\mathbf{r}) \). There is no energy dissipation, hence the flux of \( \Pi(\mathbf{r}) \) through a closed surface \( S \) around the source is independent of the size and shape of the surface. It is equal to the power of the source,

\[
\oint_S d\mathbf{r} \Pi(\mathbf{r}) \cdot \hat{n}(\mathbf{r}) = P, \quad (S36)
\]

with \( \hat{n}(\mathbf{r}) \) the local unit vector normal to the surface at \( \mathbf{r} \). The amplitude of the total normal radiative force in vacuum, \( f_v \), is

\[
f_v = \frac{1}{v} \oint_S d\mathbf{r} \Pi(\mathbf{r}) \cdot \hat{n}(\mathbf{r}) = \frac{P}{v}. \quad (S36)
\]

In an elastic scattering medium, the total average force exerted by the scattered light on the boundary is by definition

\[
\langle f \rangle = \frac{1}{v^2} \int dV \langle \mathbf{j}(\mathbf{r}) \rangle \cdot \hat{n} = \frac{1}{v^2} \int dV \nabla \cdot \langle \mathbf{j}(\mathbf{r}) \rangle, \quad (S37)
\]

with \( \langle \mathbf{j}(\mathbf{r}) \rangle = \mathbf{j}_0(\mathbf{r}) + \mathbf{j}_D(\mathbf{r}) \). Since \( \nabla \cdot \mathbf{j}_0(\mathbf{r}) = -\frac{v}{c} I_0(\mathbf{r}) \) and \( \nabla \cdot \mathbf{j}_D(\mathbf{r}) = \frac{v}{c} I_0(\mathbf{r}) + \gamma(\mathbf{r}) \), we have

\[
\langle f \rangle = \frac{1}{v^2} \int_V -\frac{v}{c} I_0(\mathbf{r}) + \frac{v}{c} I_0(\mathbf{r}) + \frac{v}{c} \gamma(\mathbf{r})
\]

\[
= \frac{1}{v^2} \int_V \gamma(\mathbf{r})
\]

\[
= \frac{P}{v}, \quad (S38)
\]

which completes the proof.

3 Derivation of the noise correlations

We prove here the Eq.(8),

\[
\langle \nu_\alpha(\mathbf{r}) \nu_\beta(\mathbf{r}') \rangle = \delta_{\alpha,\beta} c_0 I_0^2(\mathbf{r}) \delta(\mathbf{r} - \mathbf{r}'),
\]
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with $c_0 = \frac{2\pi v^2}{3k_2}$. This result was originally derived by [S3], but we provide a more modern formulation and a more detailed derivation. The Eq.(8) is essential for the Langevin description since it translates mesoscopic interference processes in the Langevin language.

The idea is to write an expression of the (connected) intensity correlation function $\langle \delta I(\mathbf{r})\delta I(\mathbf{r}') \rangle$, defined by

$$
\langle \delta I(\mathbf{r})\delta I(\mathbf{r}') \rangle = \langle I(\mathbf{r})I(\mathbf{r}') \rangle - I_D(\mathbf{r})I_D(\mathbf{r}'),
$$

(S39)

using, on the one hand, the noise correlations $\langle \nu_\alpha(\mathbf{r})\nu_\beta(\mathbf{r}') \rangle$, and on the other hand, a diagrammatic description. From the Langevin equation Eq.(7), the continuity equation $\nabla \cdot \mathbf{j}(\mathbf{r}) = 0$ and Fick’s law Eq.(3), we deduce a Langevin equation for the intensity fluctuation $\delta I(\mathbf{r})$, completed with a continuity equation,

$$
\begin{cases}
\delta \mathbf{j}(\mathbf{r}) = -D\nabla \delta I(\mathbf{r}) + \nu(\mathbf{r}) \\
\nabla \cdot \delta \mathbf{j}(\mathbf{r}) = 0
\end{cases}
$$

(S40)

From Eqs.(S40), using an integration by parts, we obtain

$$
\langle \delta I(\mathbf{r})\delta I(\mathbf{r}') \rangle = \frac{\sigma}{v^2} \delta(\mathbf{r} - \mathbf{r}') + C(\mathbf{r}, \mathbf{r}'),
$$

(S41)

with $C(\mathbf{r}, \mathbf{r}')$ a long-ranged function, equal to

$$
C(\mathbf{r}, \mathbf{r}') = \int_\mathcal{V} \int_\mathcal{V} d\mathbf{r}_1 d\mathbf{r}_2 \nabla_{1,\alpha} P_D(\mathbf{r}, \mathbf{r}_1) \cdot \nabla_{2,\beta} P_D(\mathbf{r}', \mathbf{r}_2) \langle \nu_\alpha(\mathbf{r}_1)\nu_\beta(\mathbf{r}_2) \rangle.
$$

(S42)

The derivation of the short ranged term $\frac{\sigma}{v^2} \delta(\mathbf{r} - \mathbf{r}')$ is detailed in [S4]. On the other hand, $\langle \delta I(\mathbf{r})\delta I(\mathbf{r}') \rangle$ can be derived from Eq.(S12) using a perturbative development of products of the Green’s functions. In the main text, Eq.(6), we kept the first three terms of the development,

$$
\langle \delta I(\mathbf{r})\delta I(\mathbf{r}') \rangle = I_D(\mathbf{r})I_D(\mathbf{r}') \left[ C_1(\mathbf{r}, \mathbf{r}') + C_2(\mathbf{r}, \mathbf{r}') + C_3(\mathbf{r}, \mathbf{r}') \right],
$$

(S43)

the sum of a short ranged function and of two long ranged functions. By identification with Eq.(S41), we obtain the identity

$$
C(\mathbf{r}, \mathbf{r}') = I_D(\mathbf{r})I_D(\mathbf{r}') \left[ C_2(\mathbf{r}, \mathbf{r}') + C_3(\mathbf{r}, \mathbf{r}') \right]
$$

(S44)

A scaling argument using Eqs.(S11, S42, 4) leads to a generic expression for $\langle \nu_\alpha(\mathbf{r})\nu_\beta(\mathbf{r}') \rangle$,

$$
\langle \nu_\alpha(\mathbf{r})\nu_\beta(\mathbf{r}') \rangle = \frac{D^2}{g} \mathcal{F}_2(I_d) + \frac{D^2}{g^2} \mathcal{F}_3(I_d)
$$

(S45)

where $\mathcal{F}_j$ are functionals of $I_d$. 
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Since we seek the main contribution to the noise correlation function, we neglect the term $C_3$ and we rewrite the correlation function in the form

\[ \langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle = \langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle^{(1)} + \langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle^{(2)} , \]  

(S46)

where $\langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle^{(j)} = I_D(\mathbf{r})I_D(\mathbf{r}')C_j(\mathbf{r}, \mathbf{r}')$. The short ranged term $\langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle^{(1)}$ corresponds to the diagram Fig.S2.b, where two wave packets propagate by multiple scattering and cross between $\mathbf{r}_1$, $\mathbf{r}_2$ and $\mathbf{r}$, $\mathbf{r}'$. It is equal to

\[ \langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle^{(1)} = \frac{2\pi l}{k^2} I_D(\mathbf{r})^2 \delta(\mathbf{r} - \mathbf{r}') . \]  

(S47)

The long ranged term, represented on Fig.S2.c, is equal to

\[
\langle \delta I(\mathbf{r}) \delta I(\mathbf{r}') \rangle^{(2)} = \left( \frac{4\pi}{v} \right)^2 \int_{\mathcal{V}} d\mathbf{r}_0 d\mathbf{r}_0' \gamma'(\mathbf{r}_0)\gamma(\mathbf{r}_0') \int \prod_{i=1}^{4} d\mathbf{R}_i \prod_{j=1}^{4} d\mathbf{r}_j

|G^R(\mathbf{r}_0, \mathbf{r}_1)|^2 |G^R(\mathbf{r}_0', \mathbf{r}_3)|^2 H(\mathbf{R}_1) \Gamma(\mathbf{r}_1, \mathbf{R}_1) \Gamma(\mathbf{r}_3, \mathbf{R}_3)

\times \Gamma(\mathbf{R}_2, \mathbf{r}_2) \Gamma(\mathbf{R}_4, \mathbf{r}_4) |G^R(\mathbf{r}_2, \mathbf{r})|^2 |G^R(\mathbf{r}_4, \mathbf{r}')|^2 ,
\]

(S48)

with $\gamma'(\mathbf{r})$ the source term for $I_D(\mathbf{r})$ introduced in Eq.(S26), and where $H(\mathbf{R}_1)$ is a so called Hikami box [S5] - an operator which precisely describes an interaction between two diffusion paths. Its analytical expression is

\[ H(\mathbf{R}_1) = 2h_4 \int_{\mathcal{V}} d\mathbf{R} \prod_{i=1}^{4} \delta(\mathbf{R} - \mathbf{R}_i) \nabla_{\mathbf{R}_2} \cdot \nabla_{\mathbf{R}_4} , \]  

(S49)

with $h_4 = \frac{\hbar^5}{48\pi^4}$, as detailed in [S1]. In the diffusive limit, $\Gamma(\mathbf{r}, \mathbf{r}')$ varies slowly and we can replace $\Gamma(\mathbf{r}_1, \mathbf{R}_1) \simeq \Gamma(\mathbf{r}_0, \mathbf{R}_1)$, $\Gamma(\mathbf{r}_3, \mathbf{R}_3) \simeq \Gamma(\mathbf{r}_0', \mathbf{R}_3)$, $\Gamma(\mathbf{R}_2, \mathbf{r}_2) \simeq \Gamma(\mathbf{R}_2, \mathbf{r})$ and $\Gamma(\mathbf{R}_4, \mathbf{r}_4) \simeq \Gamma(\mathbf{R}_4, \mathbf{r}')$ in Eq.(S48). The averaged Green’s function are then decoupled; their integral is equal to $\frac{1}{4\pi}$. Applying the Hikami box operator on the functions $\Gamma$, we obtain

\[ \int_{\mathcal{V}} d\mathbf{r} \prod_{i=1}^{4} d\mathbf{R}_i \delta(\mathbf{R} - \mathbf{R}_i) \nabla_{\mathbf{R}_2} \cdot \nabla_{\mathbf{R}_4} [\Gamma(\mathbf{r}_0, \mathbf{R}_1)\Gamma(\mathbf{r}_0', \mathbf{R}_3)\Gamma(\mathbf{R}_2, \mathbf{r})\Gamma(\mathbf{R}_4, \mathbf{r}')] \]

\[ = 2h_4 \left( \frac{4\pi}{v} \right)^2 \left( \frac{l}{l^2} \right)^4 \]

\[ \times \int_{\mathcal{V}} d\mathbf{r}_0 d\mathbf{r}_0' \gamma'(\mathbf{r}_0)\gamma(\mathbf{r}_0') \int_{\mathcal{V}} d\mathbf{R} \Gamma(\mathbf{r}_0, \mathbf{R})\Gamma(\mathbf{r}_0', \mathbf{R}) \nabla_{\mathbf{R}} \Gamma(\mathbf{R}, \mathbf{r}) \cdot \nabla_{\mathbf{R}} \Gamma(\mathbf{R}, \mathbf{r}') . \]  

(S50)
Using Eq. (S9) and Eq. (S26), we obtain finally
\[
\langle \delta I(r) \delta I(r') \rangle^{(2)} = c_0 \int_V dR \int_D R \nabla R P_D(R, r) \cdot \nabla R P_D(R, r'),
\] (S51)
with \( c_0 = \frac{2 \pi l v^2}{3k^2} \). Comparing Eq. (S51) with Eq. (S42) allows to identify the noise correlation function,
\[
\langle \nu_\alpha(r) \nu_\beta(r') \rangle = \delta_{\alpha, \beta} \frac{2 \pi l v^2}{3k^2} I_D^2(r) \delta(r - r'),
\]
which completes the proof of Eq. (8).

As we highlighted in the main text, the amplitude of the noise depends on the average value \( I_D(r) \), which is different from usual stochastic processes. Furthermore, the term \( \sqrt{\frac{2 \pi l v^2}{3k^2}} \) in the amplitude of the noise comes directly from the amplitude of the Hikami box and of the value of the other quantities involved in the crossing of two diffusion paths - the structure factor and the average Green’s functions \( G^{R,A} \). The factor \( \sqrt{\frac{2 \pi l v^2}{3k^2}} \) is the signature of the mesoscopic interference processes which lead to long ranged intensity correlations. Note that we restricted ourselves to the derivation of the main term of the noise correlation function. We can use the same reasoning to derive the next term of the noise correlation function which, once reinserted in Eq. (S42), gives the term \( \langle \delta I(r) \delta I(r') \rangle^{(3)} = I_D(r) I_D(r') C_3(r, r') \). Since \( C_3 \) has a negligible amplitude compared to \( C_2 \), so do the corresponding noise correlation terms [S4].

Figure S2: (a) Two diffusion paths propagating without interacting. (b) Representation of the short-ranged term in the correlation function of the intensity fluctuations. (c) Diagram corresponding to the \( C_2 \) term of the intensity correlations. The square represents a Hikami box, describing one quantum crossing between two diffusion paths.
4 Coherent light flow in the macroscopic fluctuation theory approach

We derive here the compressibility Eq. (10) and establish the correspondence between coherent light and the KMP model. Finally, we discuss the validity of the Langevin approach.

The KMP model describes a time dependent heat transfer process on a one-dimensional lattice. A chain of mechanically uncoupled oscillators is coupled at its extremities to two thermal baths at different temperatures, which induces a heat flow governed by nonharmonic effects on the lattice. These effects are accounted by an effective stochastic process which redistributes the energy between nearest neighbors [S6]. This process can be described macroscopically by means of a Langevin equation completed by a continuity equation,

\[
\begin{align*}
J(r, t) &= -D \nabla \rho(r, t) + \sqrt{\sigma} \eta(r, t) \\
\partial_t \rho(r, t) &= -\nabla \cdot J(r, t)
\end{align*}
\]  (S52)

with \(\rho(r, t)\) the energy density, \(J(r, t)\) the thermal flux and \(\eta(r, t)\) a Gaussian noise,

\[
\begin{align*}
\langle \eta(r, t) \rangle &= 0 \\
\langle \eta_\alpha(r, t) \eta_\beta(r', t') \rangle &= \delta_{\alpha\beta} \delta(r - r') \delta(t - t')
\end{align*}
\]  (S53)

The dynamics is governed by a diffusion coefficient \(D = 1\) and a mobility \(\sigma(\rho) = \rho^2\), related by the Einstein relation [S7],

\[D = \sigma(\rho) \chi(\rho)^{-1},\]  (S54)

where \(\chi(\rho)\) is the static compressibility.

For time dependent processes, \(\chi(\rho)\) is defined by (see section II.2.5 in [S8])

\[\chi(\rho) = \int_V d\mathbf{r}' S(\mathbf{r} - \mathbf{r}', 0) = \hat{S}(0, 0)\]  (S55)

where \(S(\mathbf{r} - \mathbf{r}', t - t')\) is the equilibrium correlation function of the density, \(S(\mathbf{r} - \mathbf{r}', t - t') = \langle \rho(\mathbf{r}, t) \rho(\mathbf{r}', t') \rangle - \langle \rho^2 \rangle\). The Fourier transform \(\hat{S}(\mathbf{k}, t) = \int e^{i\mathbf{k} \cdot \mathbf{r}} S(\mathbf{r}, t)\) is known as the structure function or intermediate scattering function.

For coherent light, the effective Langevin equation (7) is time independent. More precisely, it is equivalent to the KMP model integrated over the elastic mean time \(\tau = \frac{l}{v}\). At time scales shorter than \(\tau\), light behaves ballistically and this regime is integrated out in Eq. (7). The correspondence with the KMP model is obtained re-introducing a time dependence and by
identifying $\rho(r,t) \equiv I(r,t)$ and $J(r,t) \equiv j(r,t)$ where $I(r,t)$ and $j(r,t)$ are related by a time dependent Langevin equation

$$j(r,t) = -D \nabla I(r,t) + \tilde{\nu}(r,t), \quad (S56)$$

where the noise term encapsulates the fluctuations created by both the coherent effects discussed in the main text and the ballistic trajectories. It is related to the noise term in Eq.(7) by

$$\langle \nu_\alpha(r) \nu_\beta(r') \rangle = \int_0^\tau dt \langle \tilde{\nu}_\alpha(r,t) \tilde{\nu}_\beta(r',0) \rangle. \quad (S57)$$

To derive the compressibility Eq.(10), we first note that Eq.(S57) leads to

$$\langle \tilde{\nu}_\alpha(r,t) \tilde{\nu}_\beta(r',t') \rangle = \sigma \delta_{\alpha\beta} \delta(r-r') \delta(t-t'). \quad (S58)$$

The time and space fluctuations are decoupled, hence

$$\langle \delta I(r,t) \delta I(r',t') \rangle = \langle \delta I(r) \delta I(r') \rangle \delta(t-t'), \quad (S59)$$

and

$$\langle \delta I(r) \delta I(r') \rangle = \int_0^\tau dt \langle \delta I(r,t) \delta I(r',t') \rangle. \quad (S60)$$

From Eqs.(S55, S60), we obtain

$$\int_V dr' \langle \delta I(r) \delta I(r') \rangle = \int_V dr' \int_0^\tau dt \langle \delta I(r,t) \delta I(r',t') \rangle$$

$$= \int_0^\tau dt \chi(r) \quad (S61)$$

and we deduce the compressibility,

$$\chi(r) = \frac{1}{\tau} \int_V dr' \langle \delta I(r) \delta I(r') \rangle^{(1)}$$

$$= \frac{12\pi I_D(r)^2}{k} \quad (S62)$$

$$= \frac{2\pi v}{k} I_D(r)^2$$

$$= \frac{c_0}{D} I_D(r)^2.$$

Using Eq.(9), we recover the Einstein relation,

$$\sigma(r)\chi(r)^{-1} = D. \quad (S63)$$
The Langevin approach is valid for weak noise, i.e. $\lim_{V \to \infty} \sigma = 0$ over diffusive time scales $t \propto L^2$. To check that this requirement is met, it is useful to rescale the variables

$$\begin{cases} x = \frac{r}{L} \\ \tau = \frac{t}{L^2} \end{cases}$$

(S64)

In these rescaled units,

$$\begin{cases} I(x, \tau) = I(r, t) \\ j(x, \tau) = Lj(r, t) \end{cases}$$

(S65)

For the noise, we note that

$$\langle \eta(r)\eta(r') \rangle = \delta(r - r')$$

$$= \delta(L(x - x'))$$

$$= \frac{1}{L^3} \delta(x - x')$$

$$= \frac{1}{L^3} \langle \tilde{\eta}(x)\tilde{\eta}(x') \rangle,$$

(S66)

and $\eta$ is therefore rescaled as $\eta(x) = \sqrt{L^3}\eta(r)$. In these units, the Langevin equation (7) becomes

$$\frac{1}{L^3}j(x) = -D \frac{1}{L^3} \nabla I(x) + \sqrt{\frac{L}{\tau}}\eta(x)$$

$$j(x) = -D \nabla I(x) + \sqrt{\frac{\tau}{L}}\eta(x)$$

(S67)

and the noise term satisfies $\lim_{L \to \infty} \frac{\sigma}{L} = 0$. The Langevin approach is therefore valid.

5 Fluctuation induced forces - scaling and exact expression in simple cases

In this section, we first prove Eq.(12), namely that the light FIF in a scattering medium of finite volume $V$ illuminated by a monochromatic light source can be expressed in the universal form $\langle f^2 \rangle = \frac{1}{g_L} \frac{D^2}{\sigma^2} (Q_2 + Q_\nu)$. For simplicity we consider a cubic volume $V = L^3$, in which case $g_L = \frac{k^2}{35}L$, but the reasoning can be adapted for any geometry, e.g. in the geometry of the Fig.1 or Fig.S3 where the volume $V$ is the rectangle parallelepiped contained between the plates. We then calculate $Q_2, Q_\nu$ exactly in two simple cases discussed in the main text, and show how to isolate $f_2$ or $f_\nu$ using appropriate boundary conditions.
5.1 Universal scaling of the fluctuation induced forces

In order to prove Eq.(12) we consider the two main contributions to the fluctuation induced forces, $f_2$ and $f_\nu$. The terms $f_1$ and $f_3$ are indeed negligible, since $f_1 \sim (\frac{L}{l})^2 f_2^2$ and $f_3^2 \propto \frac{1}{L^2}$. A detailed derivation and further discussion on $f_3$ is provided in [S4].

- Contribution of the intensity fluctuations

We derive here the term $f_2$. By definition,

$$f_2^2 = \oint_{\partial V} dr_1 \oint_{\partial V} dr_2 \langle \hat{n}(r) \cdot \nabla \hat{n}(r') \cdot \nabla \rangle \langle \delta I(r) \delta I(r') \rangle (2)$$

Using Eq.(S51), we obtain:

$$f_2^2 = c_0 D^2 I_D^4 \oint_{\partial V} dr_1 \oint_{\partial V} dr_2 \langle \hat{n}(r) \cdot \nabla \hat{n}(r') \cdot \nabla \rangle \nabla_1 I_D(r_1) \nabla_1 P_D(r_1, r) \cdot \nabla_1 P_D(r_1, r')$$ (S69)

where $\hat{n}(r)$ is the local normal unitary vector at point $r$ of the boundary $\partial V$. Note that the volume integral in Eq.(S69) allows to understand qualitatively the limits $\lim_{L \to 0} f_2^2 = 0$ and $\lim_{L \to \infty} f_2^2 = 0$. The first limit is clear since the volume $V$ vanishes as $L \to 0$. The second limit results from the scaling of the functions $I_D(r)$ and $P_D(r, r')$. To study the scaling of $f_2^2$, we change the integration variable to a dimensionless variable $u = r/L$, and we define

$$\left\{ \begin{array}{l} \tilde{P}_D(u, u') = DLP_D(r, r') \\ \tilde{\gamma}(u) = \frac{L^3}{v^3} \gamma'(r) \end{array} \right.$$ (S70)

The new functions $\tilde{P}_D(u, u')$ and $\tilde{\gamma}(u)$ are dimensionless, independent of the size $L$ of the system, and satisfy:

$$\left\{ \begin{array}{l} -\Delta_u \tilde{P}_D(u, u') = \delta(u - u') \\ \oint_{\tilde{V}} du \tilde{\gamma}(u) = 1 \end{array} \right.$$ (S71)

where $\tilde{V} = [-1, 1]^3$ is the rescaled volume. With the rescaled functions in Eqs.(S70), the surface integral in Eq.(S69) becomes

$$\oint_{\partial V} dr_1 \oint_{\partial V} dr_2 \langle \hat{n}(r) \cdot \nabla \hat{n}(r') \cdot \nabla \rangle \nabla_1 P_D(r_1, r) \cdot \nabla_1 P_D(r_1, r')$$

$$= \frac{1}{D^2 L^2} h(u_1)$$ (S72)
where \( u_1 = r_1/L \), and

\[
h(u_1) = \oint_{\partial \tilde{V}} du' (\hat{n}(u) \cdot \nabla)(\hat{n}(u') \cdot \nabla) \nabla_1 P_D(u_1, u) \cdot \nabla_1 P_D(u_1, u')
\]
is a dimensionless function of \( r_1/L \). Using Eqs.(S70), we write \( I_{2D}(r_1) \) in the form

\[
I_{2D}(r_1) = \int_{V \times \tilde{V}} du \tilde{u} \tilde{y}(u) \tilde{y}(u') \tilde{P}_D(u, u_1) \tilde{P}_D(u', u_1)
\]

(S73)

where \( \tilde{I}_{2D}(u_1) = \int_{\tilde{V}} du \tilde{y}(u) \tilde{P}_D(u, u_1) \) is a dimensionless function. Replacing Eq.(S72) and Eq.(S73) in Eq.(S69), and performing one last change of variable \( u_1 = r_1/L \), we obtain finally

\[
f_2^2 = c_0 \frac{D^2}{v^2} \frac{1}{L^3} \frac{1}{\tilde{v}} \int \frac{d\mathbf{r}}{V} \tilde{I}_{2D}(r_1/L) h(r_1/L)
\]

(S74)

where

\[
Q_2 = 2 \int_{\tilde{V}} du_1 \tilde{I}_{2D}(u_1) h(u_1)
\]
is a dimensionless number, which depends on the shape of the system and of the light source, but which is independent of the size \( L \) of the system.

• **Contribution of the noise**

We derive here the noise contribution \( f_{2\nu}^2 \). By definition,

\[
f_{2\nu}^2 = \frac{1}{v^4} \int_{\partial V} dr' \left( \int_{\partial V} dr \nu(r) \nu(r') \right).
\]

(S75)
Using Eq.(8),

\[ f_\nu^2 = \frac{1}{v^4} \frac{c_0}{L} \oint_{\partial V} dr I_D(r)^2. \]  

(S76)

We perform the same change of variables and functions as in the previous paragraph, in Eqs.(S70). Using Eq.(S73), we obtain

\[ f_\nu^2 = \frac{c_0}{v^4 L D^2 L^2} \oint_{\partial \tilde{V}} du \tilde{I}_D(u)^2 \]

(S77)

with

\[ Q_\nu = 2 \oint_{\partial \tilde{V}} du \tilde{I}_D(u)^2 \]

a dimensionless number, which depends on the shape of the system and of the light source, but not on the size \( L \) of the system.

In conclusion, we proved that the fluctuation induced forces are of the form given in Eq.(12),

\[ \langle f^2 \rangle = f_\nu^2 + f_2^2 = \frac{1}{g_L} \frac{P^2}{v^2} (Q_2 + Q_\nu), \]

(S78)

with \( Q_2, Q_\nu \) dimensionless numbers, depending on the shape of the system, on the boundary conditions and on the light source, but not of the size \( L \).

5.2 Exact expression of the fluctuation induced forces in a simple case

We derive here the exact analytical expression of the fluctuation induced forces for the simple setup Fig.S3, which is a generalization of the case illustrated in Fig.1 (in the latter, \( L_1 = L_2 \)). We also show that one can isolate the terms \( f_\nu \) or \( f_2 \) using different boundary conditions: with a reflecting plate, \( \langle f^2 \rangle = f_\nu^2 \), while with an absorbing plate, \( \langle f^2 \rangle = f_2^2 \).

A scattering medium is contained in a box \( L_\parallel \times L_\perp \times (L_1 + L_2) \). It is illuminated with a monochromatic plane wave propagating in the \( \hat{y} \) direction and emitted by a light source located outside of the medium, which means that \( \gamma = 0 \) in the diffusion equation Eq.(S25). A thin plate or membrane of surface \( S = L_\perp \times L_\parallel \) (yellow in Fig.S3) is placed inside the box, which splits the box into two zones, denoted \( j = 1, 2 \), respectively above and under the plate (see Fig.S3). As in the main text, we impose Neumann boundary conditions on the slabs at \( y = 0, L_\parallel \) and Dirichlet boundary conditions on the slabs at \( x = 0, L_\perp \). Those boundary conditions apply to the specific intensity. They translate, for \( I_D(r) \) and \( P_D(r, r') \), to Neumann boundary conditions.
conditions \( y = 0, L_\parallel \) and Dirichlet boundary conditions at \( x = -l_0, L_\perp + l_0 \) with \( l_0 = \frac{2d}{3} \) (see [S1]),

\[
\begin{aligned}
\text{Dirichlet: } P_D(\mathbf{r}, \mathbf{r}') &= 0 \text{ for all } \mathbf{r} = (x, y, z) \text{ s.t. } x = -l_0, L_\perp + l_0 \\
\text{Neumann: } \partial_y P_D(\mathbf{r}, \mathbf{r}') &= 0 \text{ for all } \mathbf{r} = (x, y, z) \text{ s.t. } y = 0, L
\end{aligned}
\] (S79)

We note \( S_\perp = L_\perp (L_1 + L_2) \) the illuminated surface, and we introduce the intensity of the light source, assumed to be uniform,

\[
I = \frac{\mathcal{P}}{L_\parallel (L_1 + L_2)} = \frac{\mathcal{P}}{S_\perp}.
\] (S80)

We consider the cases of a reflective plate and of an absorbing one. In each case, we write the FIF in the general form Eq. (12), and we give the exact expression of \( g_L \). In the geometry under study here, where the volumes delimited by the plates are rectangular boxes, \( g_L \) is defined by adapting the Thouless argument or equivalently by using the reasoning in the chapter 12 in [S1], namely, in each zone \( j = 1, 2, 3 \),

\[
\begin{aligned}
g^{(j)}_L &= \frac{k^2 V_j}{3\pi(\max(L_2^2, L_\perp^2, L_\parallel^2))}, \\
V_j &= L_j L_\parallel L_\perp
\end{aligned}
\] (S81)

where, for \( j = 1, 2 \),

\[
\psi_{n_1 n_2 n_3}(\mathbf{r}) = N \sin \left( \frac{n_1 \pi (x + l_0)}{L_\perp + 2l_0} \right) \cos \left( \frac{n_2 \pi y}{L_\parallel} \right) \cos \left( \frac{n_3 \pi z}{L_j} \right)
\] (S83)

are the eigenfunctions of the diffusion equation with the boundary conditions considered, normalized with \( N = \sqrt{\frac{2\pi}{L_\parallel L_\perp}} \), and with eigenvalues

\[
E_{n_1 n_2 n_3} = D \pi^2 \left( \frac{n_1^2}{L_\perp^2} + \frac{n_2^2}{L_\parallel^2} + \frac{n_3^2}{L_j^2} \right).
\] (S84)
Figure S3: A scattering medium contained in a box of size $L_\parallel \times L_\perp \times (L_1 + L_2)$ is illuminated by a monochromatic plane wave. A plate (yellow) separates the medium in two zones, labeled by $j = 1, 2$, of thicknesses $L_j$. The two zones have a priori different conductances. In the particular case $L_1 = L_2$, the average radiative force on the plate vanishes to zero, which is not true a priori in the general case - except for perfectly reflecting plates (see text).
We deduce $I_D(r)$ using Eq.(S25) and the Green’s identity Eq.(S26). Since there is no light source inside the medium, the right hand side of the diffusion equation Eq.(S25) is reduced to $vI_0(r)/l$. We solve Eq.(S15) to obtain $I_0(r)$,

$$I_0(r) = I e^{-y/l}.$$  \hfill (S85)

We then obtain for $I_D(r)$,

$$I_D(r) = \frac{3DI}{l^2} \int_V e^{-y'/l} P_D(r, r') dV.' \hfill (S86)$$

The average intensity $I_D(r)$ is independent of $z$, which means that the average force on the plate is equal to zero.

As we mentioned at the beginning of the paragraph, with reflecting plates $f_2^2 = 0$ and the main contribution comes from the noise term $f_2^2$ alone. Re-injecting Eq.(S82) and Eq.(S86) in Eq.(S76), we obtain, after a standard calculation, the fluctuation induced force on the plate,

$$\langle f^2 \rangle = b IL_1^2 \frac{3\pi L_2^2}{k^2 L_1^2} \left( \frac{1}{L_1^2} + \frac{1}{L_2^2} \right) S_2^2 \beta' \left( \frac{L_{11}}{L_1^2} \right),$$

$$\text{(S87)}$$

where $b \sim 0.13$ is a prefactor englobing a numerical fit factor and the normalization factor of the eigenfunctions in Eq.(S83). The term $\beta \left( \frac{L_{11}^2}{L_1^2}, \frac{S_2^2}{S_2^1} \right)$ is a dimensionless function of the aspect ratios $\frac{L_{11}}{L_1^2}, \frac{S_2^2}{S_2^1}$, equal to

$$\beta \left( \frac{L_{11}}{L_1^2}, \frac{S_2^2}{S_2^1} \right) = \sum_{n_2 \geq 0, n_1 \text{odd}} \frac{1}{n_2^2 + n_1^2 L_2^2 L_1^2}.$$

$$\text{(S88)}$$

The expression in Eq.(S87) for the fluctuation induced forces holds for any value of the parameters $L_{11}, L_1, L_j$. A plot of this FIF is given on Fig.S4.c.

To write Eq.(S87) in the form of the Eq.(12), we need to define $g_L^{(j)}$ explicitly and check that $g_L^{(j)} \gg 1$. According to Eq.(S81), if $L_{11} \simeq L_1 \gg L_j$, then $g_L^{(j)} = \frac{k^2 L_1 L_L}{3\pi L_1}$ which leads to

$$\langle f^2 \rangle = \frac{p^2}{v^2} \left( \frac{1}{g_L^{(1)}} + \frac{1}{g_L^{(2)}} \right) Q_{\nu} \left( \frac{L_{11}}{L_1^2}, \frac{S_2^1}{S_2^2} \right),$$

$$\text{(S89)}$$

with $Q_{\nu} \left( \frac{L_{11}}{L_1^2}, \frac{S_2^1}{S_2^2} \right) = h \beta \left( \frac{L_{11}}{L_1^2}, \frac{S_2^1}{S_2^2} \right)$. This expression is valid provided that $g_L^{(j)} \gg 1$, i.e. $\frac{k^2 L_1 L_L}{3\pi L_1} \gg 1$. In the
main text and in Fig.S4, we choose \( l = 1 \mu m \) and \( kl = 10 \). This choice leads to the requirement: \( L_j \gg 10^{-7}m \), which is readily satisfied both in the letter and Fig.S4.

On the other hand, for \( L_j \gg L_\parallel, L_\perp \), then \( g^{(j)}_\perp = \frac{k^2 L_\parallel L_\perp}{3\pi L_j} \) and the FIF can be written in the form

\[
\langle f^2 \rangle = \frac{P^2}{v^2} \left( \frac{1}{g^{(1)}_\perp} Q_\nu \left( \frac{L_\parallel}{L_1}, \frac{L_\parallel}{L_\perp} \right) + \frac{1}{g^{(2)}_\perp} Q_\nu \left( \frac{L_\parallel}{L_2}, \frac{L_\parallel}{L_\perp} \right) \right), \quad (S90)
\]

with \( Q_\nu \left( \frac{L_\parallel}{L_j}, \frac{L_\parallel}{L_\perp}, \frac{s_\parallel}{s_\perp} \right) = b \frac{L_j^2}{L_\parallel^2} \beta \left( \frac{L_\parallel}{L_j}, \frac{s_\parallel}{s_\perp} \right) \). In that case, the requirement \( g^{(j)}_\perp \gg 1 \) translates to \( L_j \ll 10^7 L_\parallel L_\perp m \). In the letter and Fig.S4, we choose \( L_\parallel = L_\perp = 40 \mu m \), therefore \( g^{(j)}_\perp \gg 1 \) means that we should have \( L_j \ll 10^{-2}m \), which is the case in all the numerical results presented.

• Absorbing plate

With an absorbing plate, \( I_D(r) = 0 \) for all \( r \) on the plates \(^1\). From Eq.(S76), we obtain \( f^2_\parallel = 0 \), i.e. contrary to the previous case of a reflecting plate, here the intensity fluctuations are the main contribution to the fluctuation induced forces.

The Green’s function is

\[
P_D(r, r') = \sum_{n_1, n_2, n_3 > 0, n_2 \geq 0} \frac{\psi_{n_1 n_2 n_3}(r)\psi_{n_1 n_2 n_3}(r')}{E_{n_1 n_2 n_3}} \quad (S91)
\]

with

\[
\psi_{n_1 n_2 n_3}(r) = N \sin \left( \frac{n_1 \pi (x + l_0)}{L_\perp + 2l_0} \right) \cos \left( \frac{n_2 \pi y}{L_\parallel} \right) \sin \left( \frac{n_3 \pi z}{L_j} \right) \quad (S92)
\]

\[N = \sqrt{\frac{2^3}{L_\parallel L_j L_\perp}}, \quad \text{and with} \ E_{n_1 n_2 n_3} = D\pi^2 \left( n_1^2 \frac{L_\parallel^2}{L_\perp^2} + n_2^2 + n_3^2 \right) .\]

The normal force on the plate is equal to

\[
\langle f \rangle = \frac{I}{v^2 \pi^4 L_\perp} \left[ \sum_{n_1, n_3 \text{ odd}} L_1 \frac{1}{n_1^2 \left( n_3^2 + \frac{n_1^2 L_\parallel^2}{L_\perp^2} \right)} - \frac{1}{L_\parallel^2 \left( n_2^2 + \frac{n_1^2 L_\parallel^2}{L_\perp^2} \right)} \right] \hat{z} \quad (S93)
\]

and is well approximated by

\[
\langle f \rangle \simeq \frac{I}{v^2 \pi^4 L_\perp} \left( \frac{1}{L_1 \left( \frac{1}{L_1^2} + \frac{1}{L_\perp^2} \right)} - \frac{1}{L_\parallel^2 \left( \frac{1}{L_1^2} + \frac{1}{L_\perp^2} \right)} \right) \hat{z}. \quad (S94)
\]

\(^1\)The Dirichlet boundary condition expressed in Eq.(S79) is valid at an interface between a scattering and non scattering medium; since the plate is immersed in the medium, the Dirichlet boundary condition is simply formulated as \( I_D(r) = 0 \)
It is straightforward from Eq.(S94) that the average force cancels out when \( L_1 = L_2 \). Re-injecting the expressions of \( I_D(r), P_D(r, r') \) in Eq.(S69), we obtain the fluctuation induced force on \( p_1 \),

\[
\langle f^2 \rangle = a \frac{L_1^2 L_2^2}{L_1^2 + L_2^2} \delta \left( \frac{L_1}{L_{\parallel}}, \frac{L_1}{L_{\parallel}} \right) + \frac{L_2 L_1}{L^4} \delta \left( \frac{L_2}{L_{\parallel}}, \frac{L_1}{L_{\parallel}} \right),
\]

with \( a \sim 0.3 \) a prefactor englobing a fit factor and the normalization of the eigenfunctions Eq.(S92), and \( \delta \left( \frac{L_1}{L_{\parallel}}, \frac{L_1}{L_{\parallel}} \right) \) a dimensionless geometrical correction. The exact expression of \( \delta \left( \frac{L_1}{L_{\parallel}}, \frac{L_1}{L_{\parallel}} \right) \) is quite heavy but can be obtained by a standard calculation using Eq.(S69). To alleviate the discussion, we do not give its full expression here. After performing the integrals in Eq.(S69), we can write \( \delta \left( \frac{L_{\perp}}{L_{\parallel}}, \frac{L_{\perp}}{L_{\parallel}} \right) \) as a product of two sums, which can be well approximated by keeping the first terms,

\[
\delta \left( \frac{L_{\perp}}{L_{\parallel}}, \frac{L_{\perp}}{L_{\parallel}} \right) \sim \frac{1}{\left( \frac{L_2}{L_{\parallel}} + \frac{L_2}{L_{\parallel}} \right)^2} \left[ \frac{1}{\left( 1 + \frac{L_2^2}{L_1^2} + \frac{L_2^2}{L_1^2} \right)^2} + \frac{1}{\left( \frac{L_1}{L_{\parallel}} + \frac{L_1}{L_{\parallel}} \right)^2} \right].
\]

Note that the light FIF in this case tends to zero in both limits \( L_1 \to 0 \) and \( L_1 \to \infty \); a plot of these two limits is given on Fig.S4.1 and Fig.S4.2. A maximum is reached when \( L_1 \simeq L_{\perp} \). Note also that the FIF increase as \( L_{\parallel} \) decreases. In the configuration where \( L_j = L_{\perp} \gg L_{\parallel} \), we have \( g^{(j)}_{L_{\parallel}} = \frac{k^2 L_{\perp} L_{\parallel}}{3 \pi L_{\parallel}} \) and the FIF can be written in the form

\[
\langle f^2 \rangle = \frac{P^2}{v^2} \left( \frac{1}{g^{(1)}_{L_{\parallel}}} Q_2 \left( \frac{L_1}{L_{\parallel}}, \frac{L_{\perp}}{L_{\parallel}}, \frac{S_{\perp}}{S_{\parallel}} \right) + \frac{1}{g^{(2)}_{L_{\parallel}}} Q_2 \left( \frac{L_2}{L_{\parallel}}, \frac{L_{\perp}}{L_{\parallel}}, \frac{S_{\perp}}{S_{\parallel}} \right) \right)
\]

with \( Q_2 \left( \frac{L_1}{L_{\parallel}}, \frac{L_{\perp}}{L_{\parallel}}, \frac{S_{\perp}}{S_{\parallel}} \right) = a \frac{L_1^2 S_{\perp}^2}{L_2 S_{\parallel}} \delta \left( \frac{L_1}{L_{\parallel}}, \frac{L_{\perp}}{L_{\parallel}} \right) \).
Figure S4: Asymptotic behavior and fitted functions of $\langle f^2 \rangle$ with Neumann boundary conditions in the direction of the illuminating light beam and Dirichlet boundary conditions in the direction $\hat{x}$, for an absorbing plate (a), (b) and a reflecting plate (c). We assume $L_2 \gg L_1$ for simplicity; we therefore neglect the FIF from the zone 2 in Fig.S3. We fix $L_\parallel = L_\perp = 40 \mu m$, as in Table I in the main text. (a) For $L_1 \ll L_\parallel, L_\perp$, we have $g_2^{(1)} = \frac{k^2 L_\parallel L_\perp}{3\pi L_1}$, and $\langle f^2 \rangle$ scales like $L_1^3$. The fit parameter $m_1$ numerically matches the value obtained by taking $L_1 \ll L_\parallel, L_\perp$ in Eq.(S95). (b) For $L_1 \gg L_\parallel, L_\perp$, $g_2^{(1)} = \frac{k^2 L_\parallel L_\perp}{3\pi L_1}$ and the fluctuating force scales like $1/L_1^3$, with a fit factor $m_2$ also matching the theoretical value expected in the limit $L_1 \gg L_\parallel, L_\perp$. (c) In the case of reflecting plates, the force scales like $1/L_1$ at all length scales, with $m_3$ matching the value expected from Eq.(S87).
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