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Abstract—In this paper, we propose to deploy multiple unmanned aerial vehicle (UAV) mounted base stations to serve ground users in outdoor environments with obstacles. In particular, the geographic information is employed to capture the blockage effects for air-to-ground (A2G) links caused by buildings, and a realistic blockage-aware A2G channel model is proposed to characterize the continuous variation of the channels at different locations. Based on the proposed channel model, we formulate the joint optimization problem of UAV three-dimensional (3-D) positioning and resource allocation, by power allocation, user association, and subcarrier allocation, to maximize the minimum achievable rate among users. To solve this non-convex combinatorial programming problem, we introduce a penalty term to relax it and develop a suboptimal solution via a penalty-based double-loop iterative optimization framework. The inner loop solves the penalized problem by employing the block successive convex approximation (BSCA) technique, where the UAV positioning and resource allocation are alternately optimized in each iteration. The outer loop aims to obtain proper penalty multipliers to ensure the solution of the penalized problem converges to that of the original problem. Simulation results demonstrate the superiority of the proposed algorithm over other benchmark schemes in terms of the minimum achievable rate.
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I. INTRODUCTION

In recent years, unmanned aerial vehicle (UAV)-assisted communication systems have attracted increasing attention for supporting the seamless coverage in the beyond-fifth-generation (B5G) and sixth-generation (6G) networks [1], [2], [3], [4]. Owing to their controllable three-dimensional (3-D) mobility and low cost, UAVs can serve as aerial base stations (BSs), relays, or access points for coverage enhancement [5], [6], [7], communication relaying [8], [9], [10], and data broadcast/collection [11], [12], [13]. Compared to conventional terrestrial communications with typically fixed infrastructures, UAV-assisted systems offer new degrees of freedom in the spatial domain to further improve communication performance by exploiting the flexible 3-D mobility of UAVs.

In this regard, several interesting topics arise in the study of UAV placement or trajectory design, which is usually jointly optimized with communication resource allocation. Single-UAV systems were studied in [6], [14], and [15]. The authors in [6] proposed to dispatch a UAV as the BS to cover ground users, where the UAV trajectory, bandwidth, and power allocation were jointly optimized. In [14], the optimization of UAV trajectory, communication mode selection, subchannel allocation, and power allocation for a UAV relay network was considered, to improve the quality-of-service for the users in the cell edge. A UAV trajectory and node assignment scheme was developed in [15], where a UAV was utilized for data collection.

Note that with the increasing number of users, their wider distribution and various communication requirements may make it difficult for a single UAV to provide satisfactory services. Therefore, it is important to employ multiple UAVs and design their effective cooperative strategies to improve the access capability, enlarge the coverage area, enhance the communication reliability, and enable more application scenarios. A number of works have been devoted to...
investigating the UAV placement or trajectory design in multi-UAV networks. In [16], multi-UAV interference coordination was studied via joint trajectory design and power control. Multi-UAV placement and user association were considered in [17], with a particular consideration on constrained backhaul links. Aiming to support energy-efficient Internet of Things (IoT) communications, multiple UAVs were deployed and the communication resources were jointly optimized with their placement in [11]. Besides, multi-UAV systems have also been investigated to support ubiquitous coverage [5], secure communications [18], energy-efficient content coverage [19], and mobile Internet of vehicles [20]. Moreover, multi-UAV systems can also be combined with other promising communication technologies, to further unleash the great potential of UAV-assisted communications. For example, employing non-orthogonal multiple access (NOMA), a new relay-based multi-UAV-assisted communication system was designed in [21], which is able to support uplink data transmission for IoT applications in disaster scenarios. Combining millimeter-wave (mmWave) communications with UAV-assisted systems, the authors in [22] investigated the joint optimization of UAV placement, user clustering, and transmit/receive beamforming.

Note that the aforementioned works significantly rely on the simplified/statistical channel models for air-to-ground (A2G) communication links between UAVs and ground users. For example, the A2G channels are assumed to be dominated by line-of-sight (LoS) paths in [5], [6], [15], [16], [18], [20], and [21]. While the existence of LoS links is probabilistically modeled as a function of the elevation angle of the A2G link in [11], [14], [17], and [19], known as probabilistic LoS channels [2]. The simplified LoS channel models can make the positioning optimization more tractable and are suitable for average performance analysis in UAV communications. However, in practice, the terrain conditions, such as buildings and other obstacles, may cause severe blockage to A2G links and sharply weaken the strength of the received signals, especially for dense urban areas [23]. In such cases, the communication design based on a simplified LoS channel and/or statistical channel cannot guarantee the performance under site-specific environments and may not be suitable for practical UAV-assisted communications.

To overcome the drawback of the over-simplified channel models and capture practical propagation conditions, there are emerging research directions that exploit two kinds of information, namely radio map and geographic information, for UAV-assisted communications. Constructed by a large number of real-life channel measurements, a radio map can precisely describe the average signal strength for all combinations of UAV-user locations [24]. Based on the radio map, the joint optimization of UAV positioning, user association, and wireless backhaul capacity allocation for a multi-UAV relay network was studied in [7]. In [10], the UAV trajectory and resource allocation were jointly optimized to ensure the fairness among users for a single UAV relay system. Besides, a radio map was utilized to evaluate the A2G link quality for the UAV trajectory design in a cellular-connected UAV system [25] and UAV anti-jamming communications [26]. Radio map is theoretically appealing to provide precise channel quality, but it encounters difficulty in obtaining sufficient real-life channel measurements for radio map construction. Besides, a large dataset is required for reconstructing a radio map, which results in high overhead on storage and computation. In addition to radio map, geographic information is also helpful for capturing practical propagation conditions. With the available location and size information of the buildings, the existence of a LoS channel can be inferred by evaluating whether the A2G link is blocked by buildings, instead of being modeled as a random event [2]. Based on geographic information, the authors in [27] proposed an geometric analysis method to detect the blockage in a multi-UAV mmWave communication system, and then developed a greedy user scheduling algorithm to decrease the probability of the blockage. In [12], building blockage was considered for the trajectory design and resource allocation for a UAV-enabled data collection system. In [8], the blocked regions of the ground users with respect to (w.r.t.) buildings were modeled as polyhedrons. By restricting the UAV to be deployed outside all the blocked regions, the LoS links can be guaranteed for a UAV relay system.

Motivated by the above works, in this paper, we study the joint optimization of UAV 3-D positioning, power allocation, user association, and subcarrier allocation to maximize the minimum achievable rate among multiple users in the downlink of multi-UAV orthogonal frequency division multiple access (OFDMA) communication systems, under the blockage-aware A2G channel model with the aid of geographic information. Different from the works based on deterministic/probabilistic LoS channel [11], [17], the geographic information utilized in this paper can predict the channel condition with a high precision. Compared to the works based on radio map [7], [10], this work only needs the geographic information, which is easier to acquire in reality. For example, geographic information can be derived offline from digital maps [28], or constructed online by using photogrammetry techniques [29]. Our previous work [8] studied a single UAV positioning problem assisted by geographic information, while the extension to multiple UAV system requires new efforts for channel modeling, multi-UAV positioning, resource allocation, and interference coordination. The main contributions of this paper are summarized as follows:

1) We propose to deploy multiple UAV BSs to serve multiple ground users via OFDMA. Geographic information is utilized to capture the realistic propagation environment. Specifically, we develop a blockage-aware A2G channel model, where the LoS and Non-LoS (NLoS) channels can be uniformly expressed as a continuous function of the normalized distance between the UAV and the ground region. Then, to ensure fairness, we formulate an optimization problem to maximize the minimum achievable rate among the users by jointly designing the 3-D positioning and resource allocation, including power allocation, user association, and subcarrier allocation.

2) The formulated optimization problem is non-convex and involves combinatorial programming variables, and thus it is difficult to obtain the globally optimal solution. Therefore, we develop a penalty-based double-loop
iterative optimization (PDLIO) algorithm to solve the problem suboptimally. Specifically, the original problem is transformed to a penalized problem by relaxing the binary association variables into continuous ones and introducing a penalty component to the objective function. The inner-loop partitions the penalized problem into a UAV positioning sub-problem and a resource allocation sub-problem, which are alternately solved by employing the block successive convex approximation (BSCA) technique [30], [31]. The outer-loop updates the penalty multipliers to ensure the solution of the penalized problem converges to that of the original problem.

3) The performance of the proposed solution for the joint 3-D positioning and resource allocation problem in geographic information-aided multi-UAV systems is evaluated with different settings. Simulation results illustrate the convergence of the developed PDLIO algorithm and reveal performance superiority over other benchmark schemes in terms of the minimum achievable rate.

The rest of this paper is organized as follows. In Section II, we introduce the system model, propose the blockage-aware A2G channel model based on geographic information, and formulate the joint positioning and resource allocation problem. The problem transformation and the proposed PDLIO algorithm are given in Section III. Section IV presents the simulation results. Finally, the paper is concluded in Section V.

Notation: a, A, and $\mathcal{A}$ denote a scalar, a vector, a matrix, and a set, respectively. $[a]_k$ denotes the k-th entry of vector a. $\|a\|$ represents the Euclidean norm of vector a. $(\cdot)^T$ denotes transpose. $\mathbb{R}^M$ denotes the space of the M-dimensional real vector. $\mathcal{A}_1 \cup \mathcal{A}_2$ represents the union of sets $\mathcal{A}_1$ and $\mathcal{A}_2$. $A_1 \setminus A_2$ represents the elements of $A_2$ that are not included in $A_1$. $|\mathcal{A}|$ denotes the cardinality of set $\mathcal{A}$. $\vec{AB}$ denotes the vector from point A to point B. $\vec{AB} \cdot \vec{CD}$ and $\vec{AB} \times \vec{CD}$ denote the inner product and outer product between vector $\vec{AB}$ and vector $\vec{CD}$, respectively. For a multivariate function $f(x, y)$, $\nabla_x f(x, y)$ denotes its gradient w.r.t. x. $f(x; x^k)$ denotes a surrogate function of $f(x)$ constructed at local point $x^k$.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a multi-UAV OFDMA downlink communication network in outdoor environments with obstacles, such as buildings, where M UAV BSs are deployed to serve K ground users via N orthogonal subcarriers for each UAV. The sets of UAVs, users, and subcarriers are denoted as $\mathcal{M} \triangleq \{1, \ldots, M\}$, $\mathcal{K} \triangleq \{1, \ldots, K\}$, and $\mathcal{N} \triangleq \{1, \ldots, N\}$, respectively. We assume that each UAV allocates orthogonal subcarriers to its served ground users. As a result, the interference among these users served by the same UAV can be eliminated. However, since all the UAVs share the same $N$ subcarriers, the users served by different UAVs via the same subcarrier may suffer from mutual interference.

Without loss of generality, we employ a 3-D Cartesian coordinate system. For user $k$, its coordinates are denoted by $\mathbf{u}_k \in \mathbb{R}^3, k \in \mathcal{K}$. The coordinates of UAV $m$ are given by $\mathbf{x}_m \in \mathbb{R}^3, m \in \mathcal{M}$. We denote $\mathbf{X} = \{\mathbf{x}_m|m \in \mathcal{M}\}$. Q buildings indexed by $\mathcal{Q} \triangleq \{1, \ldots, Q\}$ are randomly distributed in the considered area, whose 3-D locations and sizes are assumed to be available with the aid of geographic information.

A. Channel Model

Note that the blockage effects caused by buildings may significantly deteriorate the link quality, which should be considered in the channel modeling. Since the UAV positioning is designed in a relatively large timescale compared to the channel small-scale variation, we mainly focus on the large-scale channel characteristics. The channel gain between user $k$ and UAV $m$ is modeled as a function of UAV position $\mathbf{x}_m$, i.e.,

$$g_k(\mathbf{x}_m) = \frac{\beta_k(\mathbf{x}_m)}{\|\mathbf{x}_m - \mathbf{u}_k\|^{\alpha_k(\mathbf{x}_m)}},$$

where $\alpha_k(\mathbf{x}_m)$ is the path loss exponent, and $\beta_k(\mathbf{x}_m)$ is the channel gain at reference distance of 1 meter (m). Both $\alpha_k(\mathbf{x}_m)$ and $\beta_k(\mathbf{x}_m)$ are functions of UAV position $\mathbf{x}_m$ and user position $\mathbf{u}_k$, which characterize the specific propagation conditions for A2G links (LoS and/or NLoS channels) and are defined as

$$\alpha_k(\mathbf{x}_m), \beta_k(\mathbf{x}_m) = \begin{cases} (\alpha_1, \beta_1), & \text{for LoS channel,} \\ (\alpha_2, \beta_2), & \text{for NLoS channel.} \end{cases}$$

To distinguish LoS and NLoS channels for A2G links, the key is to model the blockage effect between the UAV and user. The blocked region of user $k$ w.r.t. building $q$, denoted by $\mathcal{D}_{k,q}$, can be modeled as a polyhedron

$$\mathcal{D}_{k,q} = \{\mathbf{x} \in \mathbb{R}^3 | a_{k,q}^T \mathbf{x} - b_{k,q} \leq 0, i \in I_{k,q}\},$$

There are many practical application scenarios for the considered system model, such as cellular data offloading in hot-spot areas (e.g., stadium during a sport event), data dissemination in wireless sensor and IoT networks, communication recovery in disaster areas, and so on [2].
where $\mathcal{I}_{k,q}$ is the set of indices of hyperplanes (boundaries) for blocked region $D_{k,q}$, $a_{k,q,i} \in \mathbb{R}^3$ and $b_{k,q,i} \in \mathbb{R}$ are the outward normal vector and offset of the $i$-th hyperplane, respectively, which are determined by the position of the user and the visible flank surfaces of the building. The detailed procedures to identify visible flank surfaces of the building and determine the boundaries of the blocked region can be referred to [8, Algorithm 1]. Here, we provide a toy example of an area with two buildings for illustration. As shown in Fig. 2, the flank surface $A_1B_1B_2A_2$ of the first building is visible for user $k$, and thus three hyperplanes, $SA_1A_2$, $SA_2A_3$, and $SA_2B_1$, form the boundaries of blocked region $D_{k,1}$. The outward normal vector is obtained as $a_{k,1,1} = \frac{SA_1 \times SA_2}{\|SA_1 \times SA_2\|}$ and the corresponding offset w.r.t. the origin $O$ is given by $b_{k,1,1} = a_{k,1,1} \cdot \overrightarrow{OS}$, where $O$ denotes the origin of the coordinate system. The blocked region $D_{k,2}$ can be obtained in a similar manner, which is surrounded by four hyperplanes.

With the union of the obtained blocked regions, $\bigcup_{q \in Q} D_{k,q}$, of user $k$, the existence of LoS path between user $k$ and UAV $m$ can be inferred directly by evaluating whether the UAV is located in the blocked regions, $\bigcup_{q \in Q} D_{k,q}$. If UAV $m$ is deployed in any of the blocked regions of user $k$, i.e., $x_m \in \bigcup_{q \in Q} D_{k,q}$, the LoS path between them is blocked. Otherwise, for $x_m \notin \bigcup_{q \in Q} D_{k,q}$, the LoS channel is guaranteed without any building blockage. Define

$$d_{k,q}(x_m) \triangleq \max_{i \in \mathcal{I}_{k,q}} \{a_{k,q,i}^T x_m - b_{k,q,i}\},$$

and then $x_m \in D_{k,q}$ is equivalent to $d_{k,q}(x_m) \leq 0$, which ensures $a_{k,q,i}^T x_m - b_{k,q,i} \leq 0, \forall i \in \mathcal{I}_{k,q}$. Therefore, $x_m \notin D_{k,q}$ is equivalent to $d_{k,q}(x_m) > 0$, which means $\exists i \in \mathcal{I}_{k,q}, a_{k,q,i}^T x_m - b_{k,q,i} > 0$. Moreover, we have

- **LoS condition:**

$$x_m \in \bigcup_{q \in Q} D_{k,q} \iff x_m \notin D_{k,q}, \forall q \in Q \iff d_{k,q}(x_m) > 0, \forall q \in Q \iff \min_{q \in Q} \{d_{k,q}(x_m)\} > 0.$$

- **NLoS condition:**

$$x_m \in D_{k,q} \iff x_m \in D_{k,q}, \exists q \in Q \iff d_{k,q}(x_m) \leq 0, \exists q \in Q \iff \min_{q \in Q} \{d_{k,q}(x_m)\} \leq 0.$$

As can be observed, the LoS/NLoS condition can be described as a step function w.r.t. $\min_{q \in Q} \{d_{k,q}(x_m)\}$. For the example shown in Fig. 2, we have $\min_{q \in \{1,2\}} \{d_{k,q}(x_m)\} > 0$, because of $d_{k,1}(x_m) = \max_{i \in \mathcal{I}_{k,1}} \{a_{k,1,i}^T x_m - b_{k,1,i}\} = a_{k,1,1}^T x_m - b_{k,1,1} > 0$ and $d_{k,2}(x_m) = \max_{i \in \mathcal{I}_{k,2}} \{a_{k,2,i}^T x_m - b_{k,2,i}\} = a_{k,2,3}^T x_m - b_{k,2,3} > 0$. Therefore, the A2G link between UAV $m$ and user $k$ satisfies the LoS condition.

To facilitate the subsequent optimization procedure, the channel model provided in (1) and (2) needs to be formulated as a continuous and differentiable function w.r.t. the position of the UAV. Therefore, we employ the sigmoid function to approximate the step function, which is given by

$$s_k(x_m) = \frac{1}{1 + \exp(-\eta \min_{q \in Q} \{d_{k,q}(x_m)\})},$$

where the smooth parameter $\eta$ can be used to control the scale of the approximation. From a physical point of view, $\eta$ characterizes the change rate between different degrees of channel blockage, including LoS, obstructed LoS, and NLoS\(^3\) [33]. The distance of the A2G link, $\|x_m - \mathbf{u}_k\|$, is used for normalization, which guarantees an identical channel blockage condition along the same direction relative to the user position. Thus, the channel parameters $\alpha_k(x_m)$ and $\beta_k(x_m)$ in (2) can be approximated as

$$\begin{align}
\alpha_k(x_m) &= (\alpha_1 - \alpha_2) \cdot s_k(x_m) + \alpha_2, \\
\beta_k(x_m) &= (\beta_1 - \beta_2) \cdot s_k(x_m) + \beta_2.
\end{align}$$

By substituting (6) into (1), we then obtain a blockage-aware A2G channel model, which involves position-dependent channel parameters to distinguish in different propagation environments. In particular, for $\eta \to \infty$, we have

$$\lim_{\eta \to \infty} g_k(x_m) = \begin{cases}
\frac{\beta_1}{\|x_m - \mathbf{u}_k\|} & \min_{q \in Q} \{d_{k,q}(x_m)\} \geq \Delta, \\
\frac{\beta_2}{\|x_m - \mathbf{u}_k\|} & \min_{q \in Q} \{d_{k,q}(x_m)\} \leq -\Delta,
\end{cases}$$

where $\Delta > 0$ is an arbitrarily small positive constant. The model in (7) is consistent with the traditional segmented channel models which classify the propagation into LoS and NLoS conditions [2], [24].

**B. Problem Formulation**

Denote $\mathbf{P} = \{p_{m,n}, m \in \mathcal{M}, n \in \mathcal{N}\}$ as the collection of the transmit powers of UAVs, in which $p_{m,n}$ is the transmit power allocated on subcarrier $n$ at UAV $m$. Assuming that user $k$ is served by UAV $m$ over subcarrier $n$, then the received

\(^3\)The parameter $\eta$ can be estimated based on real-life measurement data for a specific coverage area. For high-frequency signals which are vulnerable to blockage and have a poor diffraction capability, e.g., mmWave signals, a large $\eta$ is preferred for distinguishing LoS and NLoS conditions.
signal-to-interference-plus-noise-ratio (SINR) of user \( k \) on this subcarrier can be expressed as
\[
\text{SINR}_{k,m,n}(X, P) = \frac{p_{m,n}g_k(x_m)}{\sum_{j \in \mathcal{M}\{m\}} p_{j,n}g_k(x_j) + \sigma^2},
\]
where \( \sigma^2 \) is the power of the additive white Gaussian noise (AWGN) at user \( k \).

Denote \( \mathcal{C} = \{c_{k,m,n}, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N}\} \) as the collection of user-UAV-subcarrier association indicators. If user \( k \) is served by UAV \( m \) over subcarrier \( n \), we have \( c_{k,m,n} = 1 \); otherwise, \( c_{k,m,n} = 0 \). Then, the achievable rate (in bits/sec/Hz) of user \( k \) served by UAV \( m \) over subcarrier \( n \) is expressed as a function of \( X, P, \) and \( \mathcal{C} \), i.e.,
\[
R_{k,m,n}(X, P, \mathcal{C}) = c_{k,m,n} \log (1 + \text{SINR}_{k,m,n}(X, P))
\]
with the base of log equal to 2. Then, the achievable rate of user \( k \) is given by
\[
R_k(X, P, \mathcal{C}) = \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} R_{k,m,n}(X, P, \mathcal{C}).
\]

To maximize the minimum achievable rate among all the ground users, we formulate the following problem for optimizing the UAV positioning \( X \), power allocation \( P \), and user association along with subcarrier allocation \( \mathcal{C} \):
\[
\max_{X, P, \mathcal{C}} \min_{k \in \mathcal{K}} R_k(X, P, \mathcal{C}) \tag{11}
\]
\[
\text{s.t. } \begin{align*}
& c_{k,m,n} \in \{0,1\}, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N}, \quad (11a) \\
& \sum_{k \in \mathcal{K}} c_{k,m,n} \leq 1, \quad \begin{array}{c}
m \in \mathcal{M}, \\
n \in \mathcal{N}
\end{array} \quad (11b) \\
& \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} c_{k,m,n} = 1, k \in \mathcal{K}, \quad (11c) \\
& p_{m,n} \geq 0, m \in \mathcal{M}, n \in \mathcal{N}, \quad (11d) \\
& \sum_{n \in \mathcal{N}} p_{m,n} \leq P_{\text{max}}, m \in \mathcal{M}, \quad (11e) \\
& x_m \in \mathcal{D}, m \in \mathcal{M}, \quad (11f) \\
& \|x_m - x_j\|^2 \geq d_{\text{min}}^2, m \neq j, \quad (11g)
\end{align*}
\]
where \( \min_{k \in \mathcal{K}} R_k(X, P, \mathcal{C}) \) denotes the minimum achievable rate among all the users. Constraint (11a) indicates that \( c_{k,m,n} \) is binary. Constraint (11b) ensures that on each subcarrier, each UAV can serve one user at most. Constraint (11c) guarantees that each user can be connected to one UAV over one subcarrier. Constraints (11d) and (11e) indicate that the transmit power of each UAV on each subcarrier is nonnegative and the total transmit power does not exceed a maximum value \( P_{\text{max}} \). Constraint (11f) confines the region that each UAV can be positioned, where \( \mathcal{D} = \{x \in \mathbb{R}^3 | x_1 \in [0, x_D], x_2 \in [0, y_D], x_3 \geq h_{\text{min}}\} \) denotes the whole considered region.

Finally, in practice, the positions of UAVs are subject to the collision avoidance constraint (11g), where \( d_{\text{min}} \) denotes the minimum inter-UAV distance to ensure collision avoidance. As can be seen, problem (11) involves combinatorial programming variables, and the variables are highly coupled. It is challenging to obtain the globally optimal solution for this problem. To address this issue, we propose a suboptimal solution for problem (11) in the following section.

### III. PROPOSED SOLUTION

In this section, we propose to employ the penalty method and BSCA technique to solve the optimization problem (11). In Section III-A, we first transform problem (11) to a penalized problem, where the binary variables \( \mathcal{C} \) are relaxed to continuous ones and a penalty term is introduced to the objective function. Then, a double-loop optimization framework is developed. The inner-loop solves the penalized problem for given penalty multipliers by alternately optimizing UAV positioning \( X \) and resource allocation \( \{P, \mathcal{C}\} \), which are introduced in Sections III-B and III-C, respectively. The outer-loop updates the penalty multipliers to decrease the violation of the relaxed constraints, as detailed in Section III-D. We finally present the overall PDLO algorithm in Section III-E.

#### A. Problem Transformation

Note that constraint (11a) is a binary constraint which is difficult to handle in general. Hence, we transform (11a) into the equivalent form as:
\[
0 \leq c_{k,m,n} \leq 1, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N}, \quad (12)
\]
\[
c_{k,m,n}(1 - c_{k,m,n}) \leq 0, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N}. \quad (13)
\]

The equivalence proof is as follows. On one hand, it is obvious that if \( c_{k,m,n} \in \{0,1\} \), then \( 0 \leq c_{k,m,n} \leq 1 \) and \( c_{k,m,n}(1 - c_{k,m,n}) = 0 \leq 0 \). On the other hand, \( c_{k,m,n}(1 - c_{k,m,n}) \leq 0 \) means \( c_{k,m,n} \leq 0 \) or \( c_{k,m,n} \geq 1 \). Combining with constraint \( 0 \leq c_{k,m,n} \leq 1 \), the only possible solution is thus \( c_{k,m,n} \in \{0,1\} \).

By replacing (11a) with (12) and (13), \( c_{k,m,n} \) becomes a more tractable continuous optimization variable between 0 and 1. Further, by penalizing constraint (13) into the objective function with multipliers \( \Lambda = \{\lambda_{k,m,n}, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N}\} \), we obtain a penalized optimization problem
\[
\max_{X, P, \mathcal{C}} \min_{k \in \mathcal{K}} R_k(X, P, \mathcal{C}) + \rho(\Lambda, \mathcal{C}) \tag{14}
\]
\[
\text{s.t. } \begin{align*}
& \lambda_{k,m,n} \geq 0, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N}, \quad (14a) \\
& (11b), (11c), (11d), (11e), (11f), (11g), (12),
\end{align*}
\]
where \( \rho(\Lambda, \mathcal{C}) \triangleq - \sum_{k \in \mathcal{K}} \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} \lambda_{k,m,n} c_{k,m,n}(1 - c_{k,m,n}) \) is a penalty term that penalizes the objective function for any \( c_{k,m,n} \) not equal to 0 or 1.

Note that multiplier \( \lambda_{k,m,n} \) avoids the violation of constraint (13). In particular, for \( \lambda_{k,m,n} \to \infty, k \in \mathcal{K}, m \in \mathcal{M}, n \in \mathcal{N} \), problem (14) is equivalent to the original problem (11) [34], and thus they have the same optimal solution. However, problem (14) is still non-convex and may be
suboptimally solved during the iterations. In such case, it is not wise to initialize \( \lambda_{k,m,n} \) to be too large, since the objective will be dominated by the penalty term \( \rho(X, C) \) and the minimum achievable rate term \( \min_{k \in K} \tilde{R}_k(X, P, C) \) will be diminished. Therefore, we initialize \( \lambda_{k,m,n} \) as a small value to provide enough degrees of freedom for UAV positioning and resource allocation to obtain a good solution. Then, by gradually increasing the value of \( \lambda_{k,m,n} \), the violation of constraint (13) can be gradually decreased until it is strictly satisfied, which ensures that the solution for penalized problem (14) converges to a feasible solution for the original problem (11).

In the next two subsections, for the \((L+1)\)-th outer loop with given multipliers \( \Lambda^L \), we introduce a method to solve the penalized problem (14) through inner-loop iterations. Define

\[
\tilde{R}_{k,m,n}(X, P, C) = c_{k,m,n} \log \left( 1 + \sum_{j \in M} \frac{p_{j,n}}{\sigma^2} g_k(x_j) \right),
\]

\[
\check{R}_{k,m,n}(X, P, C) = c_{k,m,n} \log \left( 1 + \sum_{j \in M \setminus \{m\}} \frac{p_{j,n}}{\sigma^2} g_k(x_j) \right),
\]

and then (9) is equivalent to

\[
R_{k,m,n}(X, P, C) = \tilde{R}_{k,m,n}(X, P, C) - \check{R}_{k,m,n}(X, P, C).
\]

For notational simplicity, we define

\[
Z(X, P, C) = \min_{k \in K} R_k(X, P, C) + \rho(X, C),
\]

which is the objective of problem (14) with given \( \Lambda^L \).

B. UAV Positioning

For the \((L+1)\)-th iteration of the inner-loop, given the power allocation \( P^l = \{p^l_{m,n}\} \) and association \( C^l = \{c^l_{k,m,n}\} \), problem (14) is transformed to the following UAV positioning problem:

\[
\max_X Z(X, P^l, C^l) \quad \text{s.t.} \quad (11f), (11g).
\]

Problem (15) is a non-convex problem because of the non-concave objective function and non-convex constraint (11g). To tackle this problem, we solve a local approximation of problem (15) based on the BSCA technique [30], [31]. This method mainly involves three steps as follows:

- Construct a concave approximation of \( Z(X, P^l, C^l) \) at local point \( X^l \) in the \( l \)-th iteration of \( P^l \) and \( C^l \);
- Solve the local approximation problem to obtain an ascent direction of the original objective function;
- Select a proper stepsize to update positioning variables \( X \) for yielding an increase of the objective value.

1) Construction of Approximation Functions: We aim to design a surrogate function \( Z^{\text{Pos}}(X, X^l, P^l, C^l) \), which is a concave function approximation of the original objective function \( Z(X, P^l, C^l) \) at local point \( X^l = \{x^l_{m,n}\} \). The surrogate function \( Z^{\text{Pos}}(X, X^l, P^l, C^l) \) is chosen to be a strongly convex function such that problem (15) can be relaxed to a convex problem. Moreover, it should satisfy the following conditions to ensure the local equivalence property [30]:

\[
Z^{\text{Pos}}(X^l, X^l, P^l, C^l) = Z(X^l, P^l, C^l), \quad (16)
\]

\[
\nabla_X Z^{\text{Pos}}(X^l, X^l, P^l, C^l) = \nabla_X Z(X^l, P^l, C^l). \quad (17)
\]

To this end, we first design a concave function approximation of the channel gain \( g_k(x_m) \). Note that in practice, the propagation parameters \( a_k(x_m) \) and \( b_k(x_m) \) are approximately the same over a local region around \( x_m \). Then, an approximation on the channel gain \( g_k(x_m) \) in (1) can be given by

\[
g_k(x_m) \approx \tilde{g}_k(x_m) = \left( \hat{g}_k(x_m) + \delta_k(x_m) \right) \frac{g_k(x_m) - \tilde{g}_k(x_m)}{\tilde{g}_k(x_m) - g_k(x_m)}, \quad (18)
\]

where \( \hat{g}_k(x_m) \) and \( \tilde{g}_k(x_m) \) are approximately the same.

The detailed procedures to derive \( \nabla_X g_k(x_m) \), \( \nabla_X \alpha_k(x_m) \), and \( \nabla_X \beta_k(x_m) \) are provided in Appendix.

Note that \( \tilde{g}_k(x^l_m) \) is still not concave w.r.t. \( x_m \). By taking the first-order Taylor expansion of \( \tilde{g}_k(x^l_m) \) w.r.t. \( \|x_m - u_k\|^2 \), we can obtain a concave function approximation \( \tilde{g}_k(x^l_m) \) as

\[
\tilde{g}_k(x^l_m) \approx A^l_{k,m} \left( \|x_m^l - u_k\|^2 - \|x_m - u_k\|^2 \right) + \tilde{g}_k(x^l_m), \quad (19)
\]

with

\[
A^l_{k,m} = \frac{\alpha_k(x^l_m) \beta_k(x^l_m)}{\|x^l_m - u_k\|^2 + \alpha_k(x^l_m)}.
\]

Based on the above approximation of the channel gain, a concave function approximation of \( \tilde{R}_{k,m,n}(X, P^l, C^l) \) around \( X^l \) can be obtained as

\[
\tilde{R}^\text{approx}_{k,m,n}(X, X^l, P^l, C^l) \approx \left( B^l_{k,m,n} \sum_{j \in M} \frac{p_{j,n}}{\sigma^2} g_k(x_j) - g_k(x_{j^l}) \right) + \tilde{R}_{k,m,n}(X^l, P^l, C^l) \quad (20)
\]
with \( B_{k,m,n}^l = \epsilon_{k,m,n}^l \left( 1 + \sum_{j \in \mathcal{M} \setminus \{m \}} \frac{\rho_{j,n}^l}{\sigma^2} g_k(x_j) \right) \). The approximation in step (a) is obtained according to the first-order Taylor expansion of \( \log(1 + y) \), and the approximation in step (b) is obtained by replacing \( g_k(x_j) \) with its approximation in (18), in which \( \tilde{g}_k(x_j) \) is replaced by its concave function approximation in (19).

On the other hand, a linear function approximation of \( \tilde{R}_{k,m,n} (X, P^l, C^l) \) can be obtained as

\[
\tilde{R}_{k,m,n} (X, P^l, C^l) \approx \sum_{j \in \mathcal{M} \setminus \{m \}} \frac{\rho_{j,n}^l}{\sigma^2} \left( g_k(x_j) - \tilde{g}_k(x_j) \right)
\]

and (17) hold because the functions in (20) and (21) are from the first-order Taylor expansion of \( \log(1 + y) \), and the approximation in step (d) is obtained by replacing \( g_k(x_j) \) with its first-order Taylor expansion.

Therefore, we can obtain a concave function approximation of \( R_k (X, P^l, C^l) \) as

\[
R_k^\text{app} (X; X^l, P^l, C^l) = \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} \tilde{R}_{k,m,n}^\text{app} (X; X^l, P^l, C^l)
\]

within \( B_{k,m,n}^l = \epsilon_{k,m,n}^l \left( 1 + \sum_{j \in \mathcal{M} \setminus \{m \}} \frac{\rho_{j,n}^l}{\sigma^2} g_k(x_j) \right) \). The approximation in step (c) is obtained according to the first-order Taylor expansion of \( \log(1 + y) \), and the approximation in step (d) is obtained by replacing \( g_k(x_j) \) with its first-order Taylor expansion.

Therefore, we can obtain a concave function approximation of \( R_k (X, P^l, C^l) \) as

\[
R_k^\text{app} (X; X^l, P^l, C^l) = \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} \tilde{R}_{k,m,n}^\text{app} (X; X^l, P^l, C^l)
\]

with

\[
R_k (X; X^l, P^l, C^l) = \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} \tilde{R}_{k,m,n} (X; X^l, P^l, C^l)
\]

Therefore, we can obtain an approximation function of \( Z(X, P^l, C^l) \) as

\[
Z^\text{app} (X; X^l, P^l, C^l) = \min_{k \in \mathcal{K}} R_k^\text{app} (X; X^l, P^l, C^l) + \rho(A^l, C^l)
\]

From (20) and (21), it is not hard to verify that \( Z^\text{app} (X; X^l, P^l, C^l) \) is concave in terms of \( X \). Also, (16) and (17) hold because the functions in (20) and (21) are from the first-order Taylor approximations of that in \( Z(X, P^l, C^l) \) in terms of \( X \).

Finally, the left-hand side (LHS) of constraint (11g) is lower-bounded by its first-order Taylor expansion w.r.t. \( \|x_m - x_j\| \), i.e., \( \|x_m - x_j\|^2 \geq 2 \|x_m - x_j\|^\|x_m - x_j\| - \|x_m - x_j\|^2 \). Therefore, constraint (11g) can be relaxed as the following convex constraint

\[
2 \|x_m^l - x_j^l\|^\|x_m - x_j\| - \|x_m^l - x_j^l\|^2 \geq d_m^2, m, j \in \mathcal{M}, m \neq j.
\]

2) \textbf{Solution for Relaxed Problem:} Given a local point \( X^l \) in the \((l + 1)\)-th iteration, by replacing \( Z(X, P^l, C^l) \) with \( Z^\text{app} (X; X^l, P^l, C^l) \) and replacing constraint (11g) with (23), problem (15) is relaxed as

\[
\max_{X} Z^\text{app} (X; X^l, P^l, C^l) \quad \text{s.t.} \quad (11f), (23).
\]

Problem (24) is to maximize a concave objective function subject to convex constraints on \( X \). Therefore, it is a convex problem and can be readily solved by standard convex program solvers, such as CVXPY [35]. We denote the optimal solution for problem (24) as \( X^* = (\tilde{x}_m^*) \).

3) UAV Positioning Update: Since \( X^* \) is an optimal solution for problem (24), we have

\[
0 \leq Z^\text{app} (X^*, X^l, P^l, C^l) - Z^\text{app} (X^l, X^l, P^l, C^l)
\]

where (e), (f), and (g) hold, respectively, due to the optimality of \( X^* \), the concavity of \( Z^\text{app} (X^l, X^l, P^l, C^l) \) w.r.t. \( X \), and the consistency conditions (16) and (17). Therefore, \( X^* - X^l \) is an ascent direction of \( Z(X^l, P^l, C^l) \) at \( X^l \), along which the objective value can be further increased compared with that at the current local point \( X^l \).

Given the ascent direction \( X^* - X^l \), the UAV positioning variables are updated as

\[
X^{l+1} = X^l + \gamma_1^l (X^* - X^l),
\]

where \( \gamma_1^l \) is the stepsize that needs to be selected properly. Backtracking line search can be adopted to choose \( \gamma_1^l \) to efficiently increase \( Z(X^l, P^l, C^l) \) and yield fast convergence [36]. Given constants \( \zeta, \tau \in (0,1) \), \( \gamma_1^l \) is set to be \( \gamma_1^l = \zeta \epsilon^l \) with \( t_1 \) being the smallest nonnegative integer that ensures constraint (11g), i.e., \( \|x_m^l - x_j^l\|^2 \geq d_m^2, m, j \in \mathcal{M}, m \neq j \), as well as the following inequality:

\[
Z(X^{l+1}, P^l, C^l) \geq \tau \gamma_1^l (X^* - X^l)^T \nabla X Z(X^l, P^l, C^l),
\]

with

\[
(X^* - X^l)^T \nabla X Z(X^l, P^l, C^l)
\]

\[
= \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} (X^* - X^l)^T \nabla X R_{k',m,n} (X^l, P^l, C^l)
\]

\[
= \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}} \left( B_{k',m,n}^l \sum_{j \in \mathcal{M}} \frac{\rho_{j,n}^l}{\sigma^2} (\tilde{x}_j^* - x_j^l)^T \nabla x_j \tilde{g}_k (\tilde{x}_j^l)ight) - B_{k',m,n}^l \sum_{j \in \mathcal{M} \setminus \{m \}} \frac{\rho_{j,n}^l}{\sigma^2} (\tilde{x}_j^* - x_j^l)^T \nabla x_j \tilde{g}_k (\tilde{x}_j^l),
\]

\[\text{Constant } \tau \text{ can be interpreted as the fraction of the increment in } Z(X^l, P^l, C^l) \text{ predicted by linear extrapolation that we will accept. Starting from } \gamma_1^l = \epsilon^l = 1 \text{ and gradually decreasing } \gamma_1^l, \text{ there always exists a } \gamma_1^l \text{ (at least we have } \gamma_1^l = \tau \epsilon^l = 0 \text{ satisfying both (11g) and (27)). For numerical evaluation, if } \gamma_1^l \text{ falls below a small positive threshold, we set } \gamma_1^l = 0 \text{, and update UAV positioning variables as } X^{l+1} = X^l.\]
and \( k' = \arg \min R_k \left( X^l, P^l, C^l \right) \) such that \( Z \left( X^l, P^l, C^l \right) = R_k \left( X^l, P^l, C^l \right) + \rho \left( L^c, C^l \right) \). The corresponding objective value of problem (14) is updated as \( Z \left( X^{l+1}, P^l, C^l \right) \).

**Remark 1:** There are similarities and differences between the successive convex approximation (SCA), also referred to as majorization-minimization (MM) widely used in existing literature [5], [8], [22] and the BSCA used in this paper. The two methods both iteratively maximize a sequence of surrogate functions. However, SCA requires the objective function to be lower-bounded by a surrogate function, such that the increase of the surrogate function can guarantee an increasing objective value of the original problem. However, BSCA relaxes the lower-bound condition, which only requires a concave surrogate function instead, at the expense of searching for a proper stepsize to update the variables for gradually maximizing the objective value. The details of SCA and BSCA can be referred to [30], [31], and [37].

### C. Resource Allocation

Given UAVs’ positions \( X^{l+1} = \{x_{n+1}^l\} \), problem (11) is transformed to the following resource allocation problem

\[
\max_{P, C} Z \left( X^{l+1}, P, C \right)
\]

\[
\text{s.t. } (11b), (11c), (11d), (11e), (12).
\]

Problem (28) is a non-convex problem because of the non-concave objective function. Similar to the method for optimizing UAV positioning, we aim to design a concave function approximation for \( Z \left( X^{l+1}, P, C \right) \), solve the relaxed counterpart of problem (28), and update the resource allocation variables.

1) **Construction of Approximation Functions:** We aim to design a surrogate function \( Z^{RA} \left( P, C; X^{l+1}, P^l, C^l \right) \), which is a concave function approximation of \( Z \left( X^{l+1}, P, C \right) \) at local point \( (P^l, C^l) \). Besides, the following conditions should be satisfied

\[
Z^{RA} \left( P^l, C^l; X^{l+1}, P^l, C^l \right) = Z \left( X^{l+1}, P^l, C^l \right),
\]

\[
\nabla_{P} Z^{RA} \left( P^l, C^l; X^{l+1}, P^l, C^l \right) = \nabla_{P} Z \left( X^{l+1}, P^l, C^l \right),
\]

\[
\nabla_{C} Z^{RA} \left( P^l, C^l; X^{l+1}, P^l, C^l \right) = \nabla_{C} Z \left( X^{l+1}, P^l, C^l \right).
\]

To this end, we adopt the approximation of \( R_{k,m,n} \left( X^{l+1}, P, C \right) \) in the \((l+1)\)-th iteration as

\[
R_{k,m,n} \left( X^{l+1}, P, C \right) = R_{k,m,n} \left( X^{l+1}, P, C^l \right) + R_{k,m,n} \left( X^{l+1}, P^l, C^l \right) - R_{k,m,n} \left( X^{l+1}, P^l, C^l \right).
\]

By substituting (34) into (32), \( R_{k,m,n} \left( X^{l+1}, P, C \right) \) is further approximated as

\[
R_{k,m,n} \left( X^{l+1}, P, C \right) \approx \tilde{R}_{k,m,n} \left( X^{l+1}, P, C^l \right) + \bar{R}_{k,m,n} \left( X^{l+1}, P, C^l \right) \]

\[
= \tilde{R}_{k,m,n} \left( X^{l+1}, P, C^l \right) - \bar{R}_{k,m,n} \left( P, X^{l+1}, P^l, C^l \right).
\]

(35)

In addition, since \( c_{k,m,n} \geq c_{k,m,n} - (c_{k,m,n})^2 \) for a given local point \( c_{k,m,n} \), we have the following lower bound on \( \rho(\Lambda^L, C) \):

\[
\rho(\Lambda^L, C)
\]

\[
= - \sum_{k \in K} \sum_{m \in M} \sum_{n \in N} \lambda_{k,m,n} c_{k,m,n} (1 - c_{k,m,n})
\]

\[
\geq \sum_{k \in K} \sum_{m \in M} \sum_{n \in N} \lambda_{k,m,n} \left( 2c_{k,m,n} - 1 \right) c_{k,m,n} - \left( c_{k,m,n} \right)^2
\]

\[
= (c_{k,m,n} - \left( c_{k,m,n} \right)^2)
\]

(36)

According to (35) and (36), we obtain an approximation function of \( Z \left( X^{l+1}, P, C \right) \) as

\[
Z^{RA} \left( P, C, X^{l+1}, P^l, C^l \right) = \min_{k \in K} \left( \sum_{m \in M} \sum_{n \in N} R_{k,m,n} \left( P, C, X^{l+1}, P^l, C^l \right) \right)
\]

(37)

It can be verified that conditions (29), (30), and (31) are satisfied.

2) **Solution for Relaxed Problem:** Problem (28) can be relaxed as the following convex problem

\[
\max_{P, C} Z^{RA} \left( P, C, X^{l+1}, P^l, C^l \right)
\]

\[
\text{s.t. } (11b), (11c), (11d), (11e), (12),
\]

which can be readily solved by standard convex program solvers. We denote the optimal solution for problem (38) as \( (P^* - P^l, C^* - C^l) \) is an ascent direction of \( Z \left( X^{l+1}, P, C \right) \) at \( (P^l, C^l) \).
3) Resource Allocation Update: We update the resource allocation variables as

\[
\begin{align*}
\bar{P}^{l+1} &= \bar{P}^l + \gamma^l (\bar{P}^l - \bar{P}^l), \\
\bar{C}^{l+1} &= \bar{C}^l + \gamma^l (\bar{C}^l - \bar{C}^l),
\end{align*}
\]

(39)

where \(\gamma^l\) is the stepsize determined by adopting the backtracking line search, with the following condition satisfied:

\[
Z (\bar{X}^{l+1}, \bar{P}^{l+1}, \bar{C}^{l+1}) - Z (\bar{X}^{l+1}, \bar{P}^l, \bar{C}^l) \geq \gamma^l (\bar{P}^l - \bar{P}^l)^T \nabla_{\bar{P}} Z (\bar{X}^{l+1}, \bar{P}^l, \bar{C}^l) + \gamma^l (\bar{C}^l - \bar{C}^l)^T \nabla_{\bar{C}} Z (\bar{X}^{l+1}, \bar{P}^l, \bar{C}^l),
\]

(40)

with

\[
(\bar{P}^l - \bar{P}^l)^T \nabla_{\bar{P}} Z (\bar{X}^{l+1}, \bar{P}^l, \bar{C}^l)
= \sum_{m \in M} \sum_{n \in N} \left( \begin{array}{c} g_{k,m,n} \left( X_{k,m,n}^{l+1} - X_{k,m,n}^l \right) \\ \lambda_{k,m,n} \left( C_{k,m,n}^{l+1} - C_{k,m,n}^l \right) \end{array} \right) - \sum_{m \in M} \sum_{n \in N} \left( \begin{array}{c} g_{k,m,n} \left( X_{k,m,n}^{l+1} - X_{k,m,n}^l \right) \\ \lambda_{k,m,n} \left( C_{k,m,n}^{l+1} - C_{k,m,n}^l \right) \end{array} \right) 
\]

(41)

and

\[
\lambda_{k,m,n}^{l+1} = \lambda_{k,m,n}^l + \gamma^l \lambda_{k,m,n}^l (1 - \tilde{c}_{k,m,n}^l),
\]

(42)

The corresponding objective value of problem (14) is updated as

\[
Z (\bar{X}^{l+1}, \bar{P}^{l+1}, \bar{C}^{l+1}).
\]

D. Penalty Multiplier Update

For the \((L + 1)\)-th outer-loop with given \(\Lambda^L\), we have obtained a suboptimal solution for problem (14) by inner-loop iterations (as described in Sections III-B and III-C), denoted by \(X^{L+1} = \{X_m^{L+1}\}, P^{L+1} = \{P_{m,n}^{L+1}\}, \) and \(C^{L+1} = \{C_{k,m,n}^{L+1}\}. \)

To decrease the violation of constraint (13), the multipliers in \(\Lambda\) are updated by using the following strategy [38]

\[
\lambda_{k,m,n}^{L+1} = \lambda_{k,m,n}^L + \gamma^L \lambda_{k,m,n}^L (1 - \tilde{c}_{k,m,n}^L),
\]

(43)

which basically optimizes a dual problem w.r.t. \(\Lambda\) via the gradient method [34]. \(\gamma^L\) is the stepsize given by

\[
\gamma^L = \frac{\mu^L}{\sum_{k \in K} \sum_{m \in M} \sum_{n \in N} (\tilde{c}_{k,m,n}^L (1 - \tilde{c}_{k,m,n}^{L+1}))^2},
\]

(44)

where \(\mu^L\) is an adaption parameter which is set as \(\mu^0 = 2\) and \(\mu^L = 2\mu^L\) for the case when the maximum constraint violation \(\max_{k,m,n} \tilde{c}_{k,m,n}^L (1 - \tilde{c}_{k,m,n}^L)\) does not decrease in the \(L\)-th iteration.

It can be seen that (41) guarantees an increasing update for \(\lambda_{k,m,n}\). By gradually increasing the value of \(\lambda_{k,m,n}\), the violation of constraint (13) can decrease. For sufficiently large \(\lambda_{k,m,n}\), constraint (13) is strictly satisfied such that the obtained solution for problem (14) is also a feasible solution for the original problem (11).

E. Overall Solution

Here, we are ready to show the overall PDLIO algorithm for solving the joint positioning and resource allocation problem (11) for a multi-UAV OFDMA communication network aided by geographic information. As summarized inAlgorithm 1, in line 1, we invoke [8, Algorithm 1] to calculate the blocked regions \(\{D_{k,q}, k \in K, q \in Q\}\) for \(K\) users caused by \(Q\) buildings based on geographic information.

Then, in lines 3-13, we employ the double-loop framework to iteratively solve the penalized problem (14) and update the multipliers \(\Lambda\). Lines 5-9 solve the penalized problem (14) with given \(\Lambda^L\), where the UAV positioning and resource allocation are optimized in an alternate manner. The inner-loop terminates when the increase of the objective value of problem (14) from one iteration to the next falls below a positive threshold \(\epsilon_l\). The outer-loop terminates when the maximum constraint violation \(\max_{k,m,n} \tilde{c}_{k,m,n}^L (1 - \tilde{c}_{k,m,n}^L)\) falls below a positive threshold \(\epsilon_i\).

For the proposed algorithm, the calculation of blocked regions in line 1 entails a computational complexity of \(O(KQ)\). The computational complexity of lines 5-9
Based on (43) and (44), we have
\[ Z(X^{l+1}, P^{l+1}, C^{l+1}) \geq Z(X^{l+1}, P^l, C^l) \geq Z(X^l, P^l, C^l), \]
which indicates that the objective value of problem (14) is non-decreasing over the iteration. Since the objective value is upper-bounded, it always converges to a finite value. For the outer-loop, the increasing update for \( \Lambda \) leads to a sufficiently large multiplier which ensures that the solution for the penalized problem (14) converges to a feasible solution for the original problem in (11). Therefore, Algorithm 1 is guaranteed to obtain a suboptimal solution for problem (11). The convergence of Algorithm 1 will be further evaluated by simulations in Section IV-B.

Remark 2: For practical implementation, geographic information can be derived offline from digital maps [28], or constructed online by using photogrammetry techniques [29]. Real-life channel measurements in the frequency bands of interest for a specific coverage area are needed to obtain the values of the large-scale channel parameters, including \( \alpha_1, \alpha_2, \beta_1, \) and \( \beta_2 \) [24], [39].

IV. PERFORMANCE EVALUATION

In this section, we provide simulation results to evaluate the performance of the proposed joint 3-D positioning and resource allocation scheme for multi-UAV communication networks aided by geographic information.

A. Simulation Setup and Benchmark Schemes

As shown in Fig. 3, we consider a dense urban area of campus at Beihang University with size 1,500 \( \times \) 1,500 \( \text{m}^2 \), i.e., \( x_D = 1,500, y_D = 1,500 \). The geometries of buildings are obtained from the OpenStreetMap database\(^5\) and then processed into a number of cubes. In this area, the maximum building height is 96 m. Therefore, the minimum flight altitude of UAVs, \( h_{min} \), is set to 100 m such that no collision will occur. The adopted simulation parameter settings are listed in Table I [8], [40], unless specified otherwise. The users are randomly generated on the ground, and each point in the simulation figures is the average performance over 500 user location realizations.

The initial state of the system, i.e., \( \{X^0, P^0, C^0\} \), is determined via the following steps. First, \( M \) UAVs are deployed right above \( M \) out of \( K \) users at an altitude of 300 m, where the users that are the closest to the four endpoints of the area are sequentially selected. Then, each user tries to associate with the UAV having the highest channel gain with it. If the target UAV has no available subcarrier, the user will change to associate with the one having the highest channel gain among the remaining UAVs. If the target UAV has multiple available subcarriers, the user will occupy the subcarrier that is least used among all users to minimize the interference. Finally, each UAV evenly allocates the transmit power on its occupied subcarriers.

We label the proposed method as “Proposed”, and define three benchmark schemes for performance comparison, namely “Fixed Association”, “K-means Position”, and “No GoeInfo”, respectively, explained as follows.

- **Fixed Association**: In this scheme, the association variables \( C \) are fixed as initial value \( C^0 \), while the UAV

\(^5\)https://www.openstreetmap.org/
positioning and power allocation are jointly optimized following lines 5-9 in Algorithm 1. Note that there is no need to perform any outer-loop iteration since constraint (13) is always satisfied with $C = C^0$.

- **K-means Position**: This scheme partitions the users into $M$ groups based on their horizontal coordinates by employing the K-means algorithm, and places the UA Vs right above the cluster centers with an altitude of 100 m. Then, all the steps in Algorithm 1 except line 6 are executed to optimize the resource allocation.

- **No GeoInfo**: This scheme assumes that geographic information is unavailable for the system. Therefore, the joint positioning and resource allocation is performed with the assumption of LoS A2G channels. The achievable rate is calculated according to the actual LoS/NLoS channels at the obtained positions of UA Vs.

### B. Simulation Results

First, we provide a demonstration of the proposed solution for the UAV positioning and resource allocation in Fig. 4. The users are marked by ‘■’ and the UA Vs are marked by ‘•’. Each UAV and its associated users are marked with the same color, and are connected by a solid (dashed) line for LoS (NLoS) channel condition. Links with different colors represent that they occupy different subcarriers, and the linewidths are proportional to the allocated transmit powers. As shown in Fig. 4 (a), 4 UA Vs are initially placed right above 4 out of 12 users at an altitude of 300 m. Since there is one user who cannot establish LoS links with the UA Vs, the minimum achievable rate of the system is only 0.034 bits/sec/Hz. The final state of the system by employing the proposed solution is shown in Fig. 4 (b), where the optimization process of the UAV positioning is demonstrated by a dash-dotted line. As can be observed, the UA Vs tend to decrease their altitudes and adjust their horizontal positions to decrease path losses as well as get rid of building blockages. Besides, power allocation, user association, and subcarrier allocation have also adapted to improve the system performance. Compared to the initial state, the minimum achievable rate after optimization increases from 0.034 bits/sec/Hz to 5.394 bits/sec/Hz, which demonstrates the effectiveness of our proposed Algorithm 1.

Fig. 5 compares the convergence of the proposed PDLIO algorithm for different initial values of multipliers, i.e., $\Lambda^0$, with $(K, M, N) = (8, 4, 4)$. In Figs. 5 (a) and 5 (b),
we evaluate the convergence of the outer-loop iteration. As can be observed from Fig. 5 (a), the maximum constraint violation, i.e., \(\max_{k,m,n} \hat{c}_{k,m,n}(1 - \hat{c}_{k,m,n})\), decreases with the iteration index and falls below \(10^{-5}\) within 30 iterations for all settings. Besides, it is shown in Fig. 5 (b) that the penalty value \(\rho(\Lambda^L, \mathbf{C}^L)\) approaches zero within 30 iterations. The convergence of the outer-loop iteration indicates that the proposed Algorithm 1 ensures that the obtained association variables in \(\mathbf{C}^L\) are binary, and the penalty value approaches zero eventually. Moreover, the convergence of the inner-loop iteration is shown in Fig. 5 (c). It can be observed that the inner-loop converges within 25 iterations for all settings. Finally, comparing the convergence behaviors with different settings, we can observe that a larger initial value of multiplier will lead to a faster convergence rate, but a lower converged objective value. In other words, there is a trade-off between the convergence speed and the objective value. This is because a larger \(\Lambda^0\) will make the objective dominated by the penalty term \(\rho(\Lambda^L, \mathbf{C}^L)\) and result in the algorithm trapped in a local optimum. On the other hand, a smaller \(\Lambda^0\) can provide more degrees of freedom for UAV positioning and resource allocation to obtain a better solution. In summary, the convergence of the outer-loop iteration and inner-loop iteration guarantees the effectiveness of the proposed algorithm, and ensures the feasibility of the obtained solution. Besides, different initial values of multipliers can be selected according to the desired trade-off between the convergence speed and objective value.

Fig. 6 compares the minimum achievable rates for different schemes versus the number of users with 4 UAVs and 4 subcarriers.

![Fig. 6. Minimum achievable rates for different schemes versus the number of users with 4 UAVs and 4 subcarriers.](image)

Fig. 7 compares the minimum achievable rates for different schemes versus the number of UAVs with 10 users and 4 subcarriers.

![Fig. 7. Minimum achievable rates for different schemes versus the number of UAVs with 10 users and 4 subcarriers.](image)

the other benchmark schemes for \(K = M = N = 4\), because each user can be served by an independent UAV employing a unique orthogonal subcarrier without mutual interference, and each UAV is deployed right above its served user at the minimum flight altitude 100 m without any blockage. In addition, when the number of UAVs and the available subcarrier resources are limited compared to the number of users \(K\), the proposed solution achieves a performance similar to “Fixed Association”, since there is little freedom for user-UAV-subcarrier association optimization. Finally, without geographic information, “No GeoInfo” scheme gets the worst results for all settings. Since the blockage effect is not properly considered during the UAV positioning and resource allocation, this scheme cannot guarantee practical communication performance.

Fig. 7 compares the minimum achievable rates for different schemes versus the number of UAVs with \(K = 10\) and \(N = 4\). As can be observed again, the proposed scheme outperforms all other benchmark schemes. As \(M\) increases, the minimum achievable rate increases because there is more freedom for user association and UAV positioning. Besides, it is shown that “Fixed Association” performs better than the “K-means Position” when there are fewer UAVs, while as the number of UAVs increases, “K-means Position” shows a better performance than “Fixed Association”. The reason is as follows. When \(M\) is small, each UAV needs to be associated with multiple users, it is difficult to ensure LoS A2G links for all the users by only optimizing the UAV-user-subcarrier association, while adjusting UAVs’ positions helps avoid the severe blockage of their served users. For larger \(M\), it is easier for the users to establish favorable LoS links with their serving UAV by adjusting the UAV-user-subcarrier association, while the positioning optimization brings smaller performance enhancement in this case. Finally, although the performance of “No GeoInfo” scheme increases with \(M\), it shows the worst practical performance, since the blockage effect is not properly addressed.

Finally, in Fig. 8 we compare the minimum achievable rates for different schemes versus the number of subcarriers with \(K = 8\) and \(M = 4\). The proposed method still outperforms all
the other benchmark schemes. Besides, we can observe that as $N$ increases, the performance gap between the proposed method and “Fixed Association” scheme first increases and then decreases. The reason is as follows. When $N$ is small, such as $N = K/M = 2$, there is little freedom for association optimization, thus leading to a small performance gap. For a large $N$, such as $N = K = 8$, each user can employ a unique orthogonal subcarrier with little mutual interference. In such a case, the UAV-user-subcarrier association optimization yields little improvement in rate performance.

**Remark 3:** It should be pointed out that the proposed scheme achieves the highest rate, but also has the highest computational complexity compared to other benchmark schemes. However, since the proposed scheme is implemented offline for network planning, it does not rely much on real-time information acquisition and decision making. For example, the required large-scale channel gains exhibit slow temporal variations in a specific environment with given building distribution, which can be obtained offline and updated regularly. In addition, the optimization algorithms in our proposed scheme can be implemented at a control center with powerful computing and storage facilities, while the UAVs only need to receive the messages containing the optimized solution from the control center, then fly to the designated locations and allocate resources to provide service for ground users. Nevertheless, a joint 3-D positioning and resource allocation algorithm with lower computational complexity for our considered scenario is desired, which is an important direction worthy of further research in the future.

**V. CONCLUSION**

In this paper, we proposed to use geographic information to characterize the LoS blockage caused by buildings, for a multi-UAV OFDMA communication system. Assisted by geographic information, a realistic channel model with blockage-aware parameters was introduced. The UAV positioning and resource allocation were then optimized to fully exploit the more favorable LoS channel conditions between UAVs and users, such that the minimum achievable rate among all the users is maximized. A penalty-based double-loop iterative algorithm was proposed to solve the challenging optimization problem. The inner-loop is to solve a penalized problem by optimizing UAV positioning sub-problem and resource allocation sub-problem in an alternating way. The outer-loop is to update multipliers to gradually decrease the violation of relaxed constraints and finally obtain a feasible solution for the original problem. Simulation results demonstrated that the proposed scheme can guarantee practical communication performance compared to conventional LoS channel-based UAV positioning design, and achieves a little minimum achievable rate compared to the stationary positioning and fixed association cases.

**APPENDIX**

**DERIVATION OF $\nabla_{x_m} g_k(x_m)$, $\nabla_{x_m} \alpha_k(x_m)$, AND $\nabla_{x_m} \beta_k(x_m)$**

First, $\nabla_{x_m} \left( \min_{q \in Q} \{d_{k,q}(x_m)\} \right)$ is derived as

$$\nabla_{x_m} \left( \frac{\min_{q \in Q} \{d_{k,q}(x_m)\}}{\|x_m - u_k\|} \right)$$

$$= \min_{q \in Q} \{d_{k,q}(x_m)\} \nabla_{x_m} \|x_m - u_k\|$$

$$= \left( \frac{\alpha_k(x_m)}{\|x_m - u_k\|} \right) \nabla_{x_m} \|x_m - u_k\|^2$$

$$= \frac{\alpha_k(x_m)}{\|x_m - u_k\|^2} \left( x_m - u_k \right)$$

with $\left( \alpha_k(x_m), b_k(x_m) \right) = \arg \min_{a_k(x_m), b_k(x_m)} \{d_{k,q}(x_m)\}$. $q \in Q$. Furthermore, $\nabla_{x_m} s_k(x_m)$ is derived as

$$\nabla_{x_m} s_k(x_m)$$

$$= \nabla_{x_m} \left( \frac{1}{1 + \exp \left( -\eta \min_{q \in Q} \{d_{k,q}(x_m)\} \right)} \right)$$

$$= -\frac{\nabla_{x_m} \exp \left( -\eta \min_{q \in Q} \{d_{k,q}(x_m)\} \right)}{1 + \exp \left( -\eta \min_{q \in Q} \{d_{k,q}(x_m)\} \right)^2}$$

$$= \eta s_k(x_m) \left( 1 - s_k(x_m) \right) \nabla_{x_m} \left( \min_{q \in Q} \{d_{k,q}(x_m)\} \right)$$

Therefore, $\nabla_{x_m} \alpha_k(x_m)$ and $\nabla_{x_m} \beta_k(x_m)$ are given by

$$\nabla_{x_m} \alpha_k(x_m) = \left( \alpha_1 - \alpha_2 \right) \nabla_{x_m} s_k(x_m)$$

$$= \eta \left( \alpha_1 - \alpha_2 \right) s_k(x_m) \left( 1 - s_k(x_m) \right) \times$$

$$\left( \|x_m - u_k\|^2 - \alpha_k(x_m) - \left( \frac{x_m^T x_m - b_k(x_m)(x_m - u_k)}{\|x_m - u_k\|^3} \right) \right)$$

(45)
\[ \nabla_{x_m}\beta_k(x_m) = \left( \beta_1 - \beta_2 \right) \nabla_{x_m} s_k(x_m) \]
\[ = \left( \beta_1 - \beta_2 \right) \left( 1 - s_k(x_m) \right) \]
\[ \cdot \left( \frac{\left\| x_m - u_k \right\|^2 - s_k(x_m) \cdot (a_k(x_m) \cdot x_m - b_k(x_m)) \cdot (x_m - u_k)}{\left\| x_m - u_k \right\|^2} \right). \]

Finally, the derivation of \( \nabla_{x_m} g_k(x_m) \) is given as follows:
\[ \nabla_{x_m} g_k(x_m) = \nabla_{x_m} \left( \frac{\beta_k(x_m)}{\left\| x_m - u_k \right\|^2 \cdot \alpha_k(x_m)} \right) = \left( \nabla_{x_m} \alpha_k(x_m) \cdot \log\left( \left\| x_m - u_k \right\| \right) \right) \cdot \frac{\alpha_k(x_m) \cdot (x_m - u_k)}{\left\| x_m - u_k \right\|^2} + \nabla_{x_m} \beta_k(x_m) \cdot \log\left( \left\| x_m - u_k \right\| \right). \]

Therefore, we have
\[ \nabla_{x_m} g_k(x_m) = -g_k(x_m) \cdot \frac{\left\| x_m - u_k \right\|^2 - s_k(x_m) \cdot (a_k(x_m) \cdot x_m - b_k(x_m)) \cdot (x_m - u_k)}{\left\| x_m - u_k \right\|^2 \cdot \alpha_k(x_m)} + \nabla_{x_m} \beta_k(x_m) \cdot \log\left( \left\| x_m - u_k \right\| \right). \]
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