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Abstract—Recently, coded distributed computing (CDC), with advantages in intensive computation and reduced latency, has attracted a lot of research interest for edge computing, in particular, IoT applications, including IoT data pre-processing and data analytics. Nevertheless, it can be challenging for edge infrastructure providers (EIPs) with limited edge resources to support IoT applications performed in a CDC approach in edge networks, given the additional computational requirements by CDC. In this paper, we propose “coded edge federation”, in which different EIPs collaboratively provide edge resources for CDC tasks. To study the Nash equilibrium, when no EIP has an incentive to unilaterally alter its decision on edge resource allocation, we model the coded edge federation based on evolutionary game theory. Since the replicator dynamics of the classical evolutionary game are unable to model economic-aware EIPs which memorize past decisions and utilities, we propose “fractional replicator dynamics” with a power-law fading memory via Caputo fractional derivatives. The proposed dynamics allow us to study a broad spectrum of EIP dynamic behaviors, such as EIP sensitivity and aggressiveness in strategy adaptation, which classical replicator dynamics cannot capture. Theoretical analysis and extensive numerical results justify the existence, uniqueness, and stability of the equilibrium in the fractional evolutionary game. The influence of the content and the length of the memory on the rate of convergence is also investigated.
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I. INTRODUCTION

CODED distributed computing (CDC) [1]–[2] has recently received much attention in both machine learning and information theory domains for its advantages in speeding up computations for large parallelizable tasks. In parallel computing, a task is divided into several sub-tasks, each of which is assigned to a worker. Thus, the overall computation time is determined by the slowest worker. If some workers take significantly longer to complete their sub-tasks, the overall performance of parallel computing is degraded. To combat such a straggler effect, CDC treats delayed workers as erasures and leverages coding techniques to effectively create redundant computational tasks. In this way, the results of a subset of workers whose completion times are relatively shorter can be used to recover the original results. The idea of CDC has been extensively studied when resources are plentiful, e.g., in centralized data centers. Examples of CDC used to mitigate straggler effects include gradient descent computation in large-scale machine learning platforms [3], [4], matrix multiplication [1]–[3], and data sorting [7]. It is also applied to address security and privacy issues [9] and to improve communication bottlenecks [8]. More details are provided in [9].

Recently, there has been a growing interest in applying CDC to edge computing scenarios, such as federated learning [10], [11] and task offloading for latency-sensitive applications [12], [13]. This is due to the fact that prevalent edge computing tasks such as data pre-processing, data analytics, object detection, and 3D rendering are parallelizable, computation-intensive, and latency-sensitive [12]. In addition, computation results transmitted over noisy wireless networks are error-prone.

However, a direct implementation of CDC at the edge is challenging. First, the objective of using CDC is to improve the Quality-of-Service (QoS) of latency-critical applications, e.g., IoT applications, in which data are collected and processed at the edge. Therefore, the placement of the computing resources (e.g., CPU, memory, and storage disk) is critical, and a shorter distance to the cloud user with lower transmission delays and bandwidth costs is preferable. A cloud computing approach [14], in which computation is transferred to centralized data centers, incurs high transmission delays. Alternatively, geographically diversified edge clouds, or sometimes called distributed clouds [15]–[18], consisting of a large number of small data centers, geographically spread at the edge and interconnected by medium to high speed links [15], are closer to the cloud users and provide more location diversity. The close proximity benefits real-time applications in which latency is important (e.g., virtual reality, gaming, machine-to-machine communication, industrial applications, interactive collaboration, smart grid control) and laws require user data to be stored in a specific locality, such as the same county, city, or office [19]. A challenge with this approach is that the computation capacity of a single edge cloud is considerably smaller compared to a centralized cloud. This will degrade the
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performance of CDC, as it trades additional computational resources for a shorter completion time. Meanwhile, multiple edge infrastructures providers (EIPs) may place edge resources at the same location (Fig. 1), or relatively close to each other in some regions [20]. Thus, an opportunity for federation among edge clouds controlled by different EIPs is promising.

To address the aforementioned challenge, we propose a framework called “coded edge federation” (CEF), in which multiple EIPs cooperate and share their edge resources. When edge resources from one EIP are insufficient, nearby edge clouds belonging to different EIPs can collaboratively deliver the required CDC services. The benefits of the CEF are as follows. First, CEF’s close proximity feature helps to avoid the long transmission delays caused by offloading to far-away centralized clouds or distant clusters located in other regions. Second, CEF can unify the heterogeneous edge resources from various EIPs by enforcing EIPs to contribute standardized resources measured by a set of workers, each corresponding to a standard set of resources, e.g., CPU, memory, and storage disk. Third, to ensure the performance of CDC, particularly when normal service requests are heavy at the edge, a CDC task is given a higher priority and served ahead of normal services. Fourth, with more artificial intelligence (AI) and IoT services deployed at the edge, CEF allows an EIP to rapidly respond to the increasing QoS requirements of demanding applications by enabling an EIP to supplement its limited edge capacity from its federation partner EIPs, before its new edge clouds are in place.

Existing studies of resource management for CDC [21–23] focus on either the resource trade-off between computation and communication or the incentive mechanism for edge devices (e.g., smart phones and drones) to cooperate as a coalition and deliver latency-sensitive IoT services. There have been few studies on a federation among EIPs to provide CDC services in edge networks. We aim to address this problem using the framework of a non-cooperative game in which EIPs, each with a large number of geo-diversified edge clouds, behave as selfish players. EIPs need to decide on the amount of resources (number of workers) to contribute from their edge clouds to the CEF. Because priority is given to CDC tasks by the CEF, the service quality for other regular edge services offered by the same workers will be affected. Thus, the EIP needs to balance the resources allocated by it and other players to the federation. After many rounds of strategic interactions, a balanced and stable strategy profile is achieved whereby no EIP has an incentive to unilaterally change its decision. This equilibrium may be a desirable solution for the EIPs that participate in the CEF.

We adopt an evolutionary game approach, a particular type of non-cooperative game characterized by bounded rationality and a revision protocol [24], to identify such an equilibrium point. In addition, we consider incorporating a power-law fading memory [25] of past decisions into a well-known type of revision protocol, namely replicator dynamics, via the left-sided Caputo fractional derivatives [26]. The proposed new dynamics are thus referred to as fractional replicator dynamics, and the associated evolutionary game is called fractional evolutionary game. Fractional replicator dynamics can overcome the myopic nature of classical replicator dynamics [25] and capture the economically rational nature of EIPs who act as business owners and use past memory to improve their decision-making in the market. The memory parameter $\alpha$ in Caputo fractional derivatives can capture additional and important aspects of EIP decision-making process, e.g., the content and the length of the memory, which reflect an EIP’s sensitivity and aggressiveness in the strategy adaptation.

We summarize the major contributions of the paper as follows:

- We highlight the edge resource insufficiency problem in implementing CDC at the edge and propose the coded edge federation (CEF) framework based on evolutionary game to address the challenge.
- We propose fractional replicator dynamics with a power-law fading memory via fractional calculus to model strategy adaptation of economic-aware EIPs, which overcome the myopic limitation of classical replicator dynamics used in an evolutionary game approach.
- We theoretically show and experimentally verify the validity of the proposed dynamics, by establishing the existence, uniqueness, and stability of the solution. In addition, the proposed dynamics demonstrate faster convergence rates compared to the classical ones.

The rest of this paper is organized as follows. Section II reviews related works. Section III presents the system model and the problem formulation as a classical evolutionary game. Section IV proposes the fractional replicator dynamics and formulates a fractional evolutionary game. Section V provides a theoretical study of the game equilibrium in terms of its existence, uniqueness, and stability. Section VI investigates the dynamic behavior of EIPs experimentally. Finally, Section VII summarizes the main findings and lists potential future work.
II. RELATED WORK

A. Coded Distributed Computing (CDC)

CDC is a promising technique for addressing the straggler problem in distributed computing [1, 3]. The study in [1] proposed using erasure codes (e.g., repetition and MDS code) to speed up distributed computing in homogeneous settings. In [2], the study was extended to heterogeneous settings where different workers receive different amounts of local data. A hierarchical coded computation scheme is proposed in [27] to utilize the partial results of stragglers. Privacy aspects of coded computing are investigated in [28]. Other studies [4, 5] propose methods to improve gradient computing for a large-scale machine learning platform. All these studies assume ample computing resources are available, e.g., in a large data center. They do not consider the limited computational resources typically available in edge computing scenarios. Recent studies [22, 23] focus on applying CDC in edge computing. However, they mainly focus on incentive mechanisms for heterogeneous edge devices. In contrast, we study the dynamics of edge resource federation among EIPs which provide coded edge computing for IoT services. In particular, we adopt a fractional evolutionary game approach to model the dynamic behavior of an EIP with memory.

B. Edge Federation

For edge federation, studies on cross-cloud cooperation architectures, such as Joint Cloud [29] and Hybrid Cloud [30], propose to horizontally integrate public and private cloud resources allowing EIPs to elastically handle short-term spikes, e.g., Black Friday for Amazon and Double 11 for TaoBao. They provide insight into the horizontal edge federation for coded distributed computing. On the other hand, vertical integration in terms of content caching and computation offloading are proposed in [31, 32], by which frequent content duplication can be reduced [33] and the power and computation limitation of an edge device can be mitigated. In [20], the integration of edge cloud from both horizontal and vertical perspectives is studied. The key differences between our work and existing studies on the edge (or cloud) federation are as follows. First, we mainly consider a horizontal integration among independent EIPs, as the vertical offloading to the cloud may incur potential transmission delay in the back-haul network, which negates the benefits of using CDC to reduce latency for IoT services. Second, instead of using a centralized method, which is static and has a high communication overhead, we adopt a dynamic and decentralized resource allocation strategy based on evolutionary game theory. In particular, the rewards competition among multiple EIPs is modeled by fractional replicator dynamics with awareness of past decisions.

C. Power-law Fading Memory and Fractional Calculus

The concept of memory is widely used in mathematical modeling in various fields, e.g., physical sciences [34], economics [25, 35, 36, 37], and control [38]. In many systems, the dynamics depend not only on the information at the present time but also the past. Fractional calculus has been widely used to represent past memory [26, 36]. In [25], a Volterra operator and power-law fading memory are used to aggregate past information via the left-sided Caputo derivatives. The extension to memory-aware elasticity via fractional calculus is investigated in [37]. The authors in [29] extends the economic growth model under the effect of dynamic memory with a constant pace. In coded edge federation, EIPs as market players are economically rational in the sense that they can recall past information and use it in future decision making. It is therefore necessary to model EIP memory effects in the strategy adjustment. However, classical replicator dynamics are known to be myopic and memoryless [25]. One of our main contributions is to study the strategies adaptation of memory-aware EIPs in the coded edge federation.

III. SYSTEM DESCRIPTION

In this section, we first introduce the system model, notation, and assumptions in Section III-A. Then, we formulate the evolution of the CEF as an evolutionary game in Section III-B.

A. System Description, Notation, and Assumptions

As shown in Fig. 1, the system model includes multiple CDC task publishers (TPs), a set of edge infrastructure providers (EIPs), and the coded edge federation (CEF) consisting of edge clouds controlled by various EIPs. TPs, EIPs, and the CEF communicate with a centralized controller.

1) Task Publishers: Let $\mathcal{P} = \{1, \ldots, p, \ldots, P\}$ be a set of integers representing $P$ types of tasks requested by the TPs. A type $p$ task is described by a tuple $\{(n_p, k_p, D_p, \lambda_p)\}_{p \in \mathcal{P}}$, where the code configuration, task size, and task arrival rate are denoted by $(n_p, k_p)$, $D_p$, and $\lambda_p$, respectively. Various codes, such as repetition code [1], MDS code [1], Lagrange code [6], and Polynomial code [3], can be used for different CDC applications. With the code configuration $(n_p, k_p)$ in a homogeneous setting, a type $p$ task is divided into $k_p$ equal sub-tasks and encoded into $n_p$ sub-tasks. Here, we consider a master-worker setting, in which a TP acting as a master sends a CDC request with code configuration $(n_p, k_p)$ to its nearby CEF. Then, a set of $n_p$ workers from the CEF compute $n_p$ sub-results in parallel. After the computation, the sub-results are sent back to the TP. In CDC, the first $k_p$ results received by the TP are sufficient to recover the original result.

2) EIPs and Edge Clouds: Let $\mathcal{I} = \{1, \ldots, i, \ldots, I\}$ denote a set of $I$ EIPs, which provide a large amount geo-diversified edge clouds, based on which the CEF is formed. To unify the heterogeneous resource provision from various EIPs for executing CDC tasks, the CEF issues a standardized measure of resource contribution to all EIPs by requesting them to contribute resources in the form of a
set of workers, each of which offers a standardized amount of computation and storage capacity. Thus, the resources allocated to the CEF by an EIP can be quantified by the number of workers. Let $E_i = \{e_1,\ldots,e_n\}$ be a set of EIPs, an edge clouds controlled by EIP $i$, geographically distributed at the network edge [40], e.g., base stations, access points, central offices, and university campus, which can directly receive CDC task requests from TPs via wireless links. Here, we study the region in which different EIPs co-place their edge clouds, or more generally, the region in which the distances among the edge clouds of various EIPs are much shorter than the distances to edge clouds of the same EIP placed in other areas. For example, in Fig. 1, we can assume that the distance between the shopping plaza and the campus is long, and thus EIP 1 edge clouds placed in the campus and the plaza are far away from each other, whereas edge clouds of EIPs 1 and 2 placed in the same area, e.g., campus, are much closer to each other. Therefore, the CEF formed around the campus can benefit the campus-located TPs who have latency-critical tasks.

3) Strategies of EIPs: As introduced previously, EIPs independently decide how much resources (measured by the number of workers) their edge clouds should contribute when collaborating with neighboring edge clouds of other EIPs. Without loss of generality, we assume that the allocation decision spaces for all edge clouds of an EIP are the same and we denote this common decision space by $L_i = \{0,1,\ldots,l_i,\ldots,L_i\}, i \in I$, where $l_i$ is the maximum number of workers that can be allocated to the CEF. Here, $l_i$, i.e., a particular allocation chosen from the set $L_i$, is referred to as a pure-strategy, and the set $L_i$ is called the set of pure-strategies for EIP $i$. We assume that the set $L_i$ is fixed by the EIP in a given period, e.g., one week, but can be changed for different periods. Moreover, EIPs are allowed to use probabilistic strategies, i.e., a probability distribution over $L_i$, with which each pure strategy is to be played with a certain probability. Let $x_i = [x_{i,0},x_{i,1},\ldots,x_{i,l_i},\ldots,x_{i,L_i}]$ denote the mixed strategy for EIP $i$. Therefore, the number of edge clouds that adopt strategy $l_i$ can be estimated by $N_i{l_i} = E_i x_{i,l_i}$, if $E_i$ is large, which is common in the case of a large amount of geo-diversified edge clouds [41]. To study the strategy profile, i.e., the combined decisions made by all EIPs, we let $l = [l_1,l_2,\ldots,l_I]$ denote the pure strategy profile and $x = [x_1,\ldots,x_I]$ to denote the mixed strategy profile. Since $\sum_{i \in I} x_{i,l_i} = 1$, we let unit simplex $\Delta_i \subset \mathbb{R}^{L_i+1}$ denote the space of the mixed strategy for EIP $i$ and have $x_i \in \Delta_i$. Let $\Theta = \times_{i \in I} \Delta_i$ denote the Cartesian product of $\Delta_i$. Then, $\Theta$ is a subspace in $\mathbb{R}^L$, where $L = I + \sum_{i \in I} L_i$. Therefore, $x \in \Theta$. With EIPs independently making their decisions, the probability of having a pure strategy profile $l = [l_1,\ldots,l_i,\ldots,l_I]$ is $\prod_{i \in I} x_{i,l_i}$.

4) Composition of Workers in the CEF: We can quantify the capacity of a CEF, e.g., the one formulated around the campus in Fig. 1 as $l = \sum_{i \in I} l_i$, i.e., the sum of allocation by all EIPs from their edge clouds to this CEF. Thus, with the request of $n_p$-workers from type $p$ tasks sent to this CEF, we consider a random assignment

| Notation | Explanation |
|----------|-------------|
| $L_i$    | set of EIPs, an EIP, and the number of EIPs in the system model |
| $\mathcal{E}_i$ | set of edge clouds, an edge clouds, and the total number of clouds for EIP $i$ |
| $P, p, P_i$ | set of types of coded tasks, a type of coded task, and the total number of types of tasks |
| $(n_p, k_p, D_p, \lambda_p)$ | code configuration, task size, and task frequency for a type $p$ task |
| $L_i\in L_i$ | set of pure strategies (possible contributions) for EIP $i$, a pure strategy, and the maximum contribution |
| $l, I, L$ | total number of contribution to an CEF by all EIPs, a pure-strategy profile, and the dimension of the pure-strategy profile. $l = \sum_{i \in I} l_i$, $I = [I_1,\ldots,I_l]$, $L = \sum_{i \in I} L_i + 1$ |
| $N_i{l_i}$ | estimated number of edge clouds of EIP $i$ contributing $l_i$ workers to the coded edge federation |
| $x = \sum_{i \in I} x_i$ | mixed strategy for an edge cloud of EIP $i$ |
| $\Delta_i \subset \mathbb{R}^{L_i+1}$ | space of $x$ and the space of $x$, $\Delta_i \subset \mathbb{R}^{L_i+1}$, $\Theta = \times_{i \in I} \Delta_i$ |
| $n_i, k_i, i \in I$ | number of workers of EIP $i$ among the set of $n_i$ workers requested by a type $p$ task and among the set of $k_p$ workers used to recover the result $\sum_{i \in I} x_i = n_p$, $\sum_{i \in I} k_i = k_p$ |
| $p(n_i; n_p, I, h)$ | probability that $n_i$ workers of EIP $i$ are among the set of $n_p$ workers requested by a type $p$ task |
| $p(k_p; n_p, I, h)$ | probability that $k_p$ workers of EIP $i$ are among the set of $n_p$ workers used to recover the original result |
| $R^{(1)}, R^{(2)}$ | base reward, additional reward, and fixed reward for EIP $i$, respectively |
| $\theta_0, \theta_1, \theta_2$ | unit reward for base reward, additional reward, and fixed reward, respectively |
| $c_{i,p}$ | energy cost for EIP $i$ for a type $p$ task |
| $c_{i,l}$ | resource utilization cost for an edge cloud of EIP $i$ contributing $l_i$ workers to an CEF |
| $c_{i}$ | resource utilization, i.e., the fraction of edge resources used by the coded edge federation for EIP $i$ |
| $C_{i;l}$ | maximum edge capacity, fixed cost to be calibrated for EIP $i$, and cost per CPU cycle for an edge cloud of EIP $i$ |
| $n_i^{(T)}(l_i; I)$ | utility that an edge cloud of EIP $i$ contributing $l_i$ workers to an CEF can receive given the pure-strategy profile and a type $p$ task |
| $\pi_i(l_i; I)$ | utility that an edge cloud of EIP $i$ contributing $l_i$ workers can receive given the pure-strategy profile |
| $u_l(x)$ | average utility that an edge cloud of EIP $i$ contributing $l_i$ workers can receive given the mixed strategy profile $x$ |

Table I: Notation used in the system model
from the request to the $i$ homogeneous workers in the CEF for simplicity. Let $\hat{n}_i, i \in I$ denote the number of workers contributed by EIP $i$ among the $n_p$ workers, subject to $0 \leq \hat{n}_i \leq l_i$. Let $\hat{\mathbf{n}} = [\hat{n}_1, \hat{n}_2, \ldots, \hat{n}_I]$ denote the joint placement by all EIPs, which is subjected to $\sum_{i \in I} \hat{n}_i = n_p$. Then, the probability that $\hat{n}_i$ workers of EIP $i$ in performing the type $p$ CDC task is

$$p(\hat{n}_i; n_p, l, \hat{\mathbf{n}}) = \frac{{l_i \choose \hat{n}_i} \cdots {l_{i-1} \choose \hat{n}_{i-1}} {l_{i+1} \choose \hat{n}_{i+1}} \cdots {l_I \choose \hat{n}_I}}{l_p \choose n_p} \prod_{i \in I} \mathbb{I}\{\hat{n}_i \geq 0\} \prod_{i \in I} \mathbb{I}\{l_i \geq \hat{n}_i\} \mathbb{I}\{\sum_{i \in I} \hat{n}_i = n_p\},$$

where $\mathbb{I}\{A\}$ is the indicator function such that $\mathbb{I}\{A\} = 1$ if the event $A$ is true and $\mathbb{I}\{A\} = 0$ otherwise. Note that Eq. (1) is based on the pure-strategy profile $l$ and the joint placement $\hat{\mathbf{n}}$ are given. When $I = 2$, Eq. (1) reduces to a hyper-geometric distribution

$$p(\hat{n}_i; n_p, l, \hat{\mathbf{n}}) = \frac{{l_i \choose \hat{n}_i} {l_{i-1} \choose n_p - \hat{n}_i} \mathbb{I}\{\hat{n}_i \geq 0, n_p - \hat{n}_i \geq 0\} \mathbb{I}\{l_i \geq \hat{n}_i, l_i - l_{i-1} \geq n_p - \hat{n}_i\}}{l_p \choose n_p}.$$  

As soon as TP receives the results from $k_p$ workers, its task is completed. Due to the homogeneous setting, each of the $n_p$ workers is equally likely to be among the first $k_p$ workers to return the results. Let $\hat{k}_i, i \in I$ denote the number of workers belonging to EIP $i$ that are in the set of $k_p$ workers, subject to $0 \leq \hat{k}_i \leq \hat{n}_i$, and $\hat{\mathbf{k}} = [\hat{k}_1, \ldots, \hat{k}_I]$ denote the joint results of all EIPs. Therefore, the probability that $\hat{k}_i$ workers of EIP $i$ are in the set of first $k_p$ workers is

$$p(\hat{k}_i; k_p, \hat{\mathbf{n}}, \hat{\mathbf{k}}) = \frac{{\hat{n}_i \choose \hat{k}_i} \cdots \hat{n}_{i-1} \choose \hat{k}_{i-1} \hat{n}_{i+1} \choose \hat{k}_{i+1} \cdots \hat{n}_I \choose \hat{k}_I}}{k_p \choose n_p} \prod_{i \in I} \mathbb{I}\{\hat{k}_i \geq 0\} \prod_{i \in I} \mathbb{I}\{\hat{n}_i \geq \hat{k}_i\} \mathbb{I}\{\sum_{i \in I} \hat{k}_i = k_p\}.$$  

When $I = 2$, Eq. (3) reduces to a hypergeometric distribution

$$p(\hat{k}_i; k_p, \hat{\mathbf{n}}, \hat{\mathbf{k}}) = \frac{{\hat{n}_i \choose \hat{k}_i} {n_p - \hat{n}_i \choose k_p - \hat{k}_i} \mathbb{I}\{\hat{k}_i \geq 0, k_p - \hat{k}_i \geq 0\} \mathbb{I}\{\hat{n}_i \geq \hat{k}_i, n_p - \hat{n}_i \geq k_p - \hat{k}_i\}}{k_p \choose n_p}.$$  

5) Utilities of EIPs: The utility or payoff of an EIP participating in the CEF is the difference between the rewards it receives and the costs it incurs in delivering the CDC services.

a) Rewards: Given a TP sends a type $p$ task to a nearby CEF, an EIP $i \in I$ that participates in this CEF can receive one or more of the following rewards.

- fixed reward $R_i^{(0)}$, when an EIP is formed, based simply on EIP $i$’s participation in the CEF,
- base reward $R_i^{(1)}$, when the CEF satisfies the requirement of $n_p$ workers, based on the number $\hat{n}_i$ of workers from EIP $i$ in executing the task,
- and additional reward $R_i^{(1)}$, when TP receives the $k_p$ sub-results, based on the number $\tilde{k}_i$ of EIP $i$ workers among the first $k_p$ workers to return the results to the TP.

With the reward scheme described above, we have

$$R_i^{(0)} = r_0 n_p \hat{n}_i, \quad R_i^{(1)} = r_1 k_p \tilde{k}_i, \quad R_i^{(2)} = r_2,$$

where $r_0$, $r_1$, and $r_2$ are the unit reward for the base, additional, and fixed reward, respectively. Note that $R_i^{(0)}$ and $R_i^{(1)}$ are proportional to $n_p$ and $k_p$, due to the higher communication, storage, and computation costs incurred by an EIP when the values of $n_p$ and $k_p$ are higher.

b) Costs: Given a TP sends type $p$ task to a nearby CEF and the edge cloud of EIP $i$, $i \in I$ that participates in this CEF contributes $l_i$ workers, the associated costs for the EIP are energy cost $C_i^{(1), p}$ and edge resource utilization cost $C_i^{(2)}$. First, energy cost to EIP $i$ when running a type $p$ task is proportional to the number $\hat{n}_i$ of workers running the task,

$$C_i^{(1), p} = c_i \frac{D_p}{k_p} \hat{n}_i,$$

where $c_i$ is the cost per CPU cycle for EIP $i$. Second, edge resource utilization cost is to take into account the scarcity of the computing resources and thus amortize the fixed cost for an EIP, denoted by $C_i$, $i \in I$, to its different service provisions [42], namely the CEF or the normal edge services in this paper. Let $W_i, i \in I$ denote the total edge capacity for EIP $i$, measured by the number of workers, and $w_i$ denote the resource utilization, i.e., the fraction of EIP edge resources allocated to the CEF. Therefore, we have

$$w_i = \frac{E_i \sum_{l_i \in L_i} l_i x_i}{W_i}.$$  

Here, we have assumed that edge clouds of EIP $i$ can simultaneously provide $L_i$ workers, i.e., $E_i L_i \leq W_i$. The resource utilization cost function [42] for EIP $i$ is

$$f(w_i) = -C_i \rho_i \left(1 - \frac{1}{1 - w_i}\right),$$

where $\rho_i$ is a parameter between 0 and 1, representing the ratio of the fixed cost to be calibrated. The edge resource utilization cost for an edge cloud contribute $l_i$ workers to an CEF is defined as follows:

$$C_i^{(2)} = \sum_{j \in L_i} x_{i,j} f(w_i) / E_i.$$
EIPs whose joint contribution of workers is $l$, the expected utility that EIP $i$ can receive is

$$\pi_i^{(p)} (i;l;I) = R_i^{(2)} + E \left[ R_i^{(0)} - C_i^{(1);p} + E[R_i^{(1)} | \tilde{n}_i] \right] - C_i^{(2)}$$

$$= r_2 + \sum_{n_i \in L_i} p(\tilde{n}_i; n_i, l, \tilde{n}) \left( r_0 n_i \tilde{n}_i - c_i D_p \tilde{n}_i + \sum_{0 \leq k_i \leq \tilde{n}_i} \sum_{\forall 0 \leq k_i \leq \tilde{n}_i, j \neq i} p(k_i; k_p; n_i, k) r_1 k_p k_i \right) \sum_{j \in L_i} J x_{i,j} f(w_i).$$

In the heterogeneous settings, when tasks assigned to the federation are of multiple types, i.e., $\{(n_i, k_p, D_p, \lambda_p)\}_{p \in P}$, the expected utility in Eq. (10) is extended to

$$\pi_i(l_i;I) = \sum_{p \in P} \lambda_p \pi_i^{(p)} (l_i;I),$$

where $\frac{\lambda_p}{\sum_{q \in P} \lambda_q}$ indicates the probability that the type $p$ task is requested.

Recall that the mixed strategy profile $\mathbf{x}$ defines the probability of having the pure-strategy profile $l$. Let $L_{-i}$ denote the pure strategy played by EIPs in $I$ other than $i$. Therefore, given EIP $i$ edge cloud contribute $l_i$ workers to an CEF, EIP $i$ expected payoff is

$$u_{i,l_i}(\mathbf{x}) = \sum_{\forall l_j \in L_j, j \neq i \in I} \pi_i(l_i;I) \prod_{j \neq i, j \in I} x_{j,l_j}(12)$$

where $\forall l_j \in L_j, j \neq i \in I$ enumerate all the instances for $l_i$ given fixed $l_j$. When $I = 2$, Eq. (12) becomes

$$u_{i,l_i}(\mathbf{x}) = \sum_{l_h \in L_h} \pi_i(l_i;l) x_{h,l_h},$$

where $h$ is the other EIP in the game. Finally, the average payoff that EIP $i$ receives from an CEF is

$$u_i(\mathbf{x}) = \sum_{l_i \in L_i} u_{i,l_i}(\mathbf{x}) x_{i,l_i}.$$  

In summary, Section [III-A] presents the system model. In particular, we define the mixed strategy profile $\mathbf{x}$ and the payoff of each strategy for EIP $i$, i.e., $u_{i,j}(\mathbf{x})$, $j \in L_i, i \in I$. Both play key roles later in the formulation of the evolutionary game. Note that when there is no confusion, we replace $l_i$ by $j$ for convenience, e.g. $u_{i,j}(\mathbf{x})$, $j \in L_i$ is the same as that in Eq. (12). Moreover, Eq. (12) indicates that the payoff for EIP $i$ is based on $\mathbf{x}$ and thus depends on all EIPs’ decisions. The existence of an equilibrium point where no EIP can benefit by unilaterally altering its decision is therefore of interest. Next, we illustrate how to use game theory to identify such an equilibrium point.

B. Coded Edge Federation Formed as a Classical Evolutionary Game

Game theory (GT) is a well-studied framework for analyzing the decision making process of various agents that have similar or conflicting objectives [24]. The most common solution for a game is the Nash Equilibrium (NE), an equilibrium point at which no EIP can benefit by unilaterally changing its decision. To identify the NE, we adopt an evolutionary game approach due to its important property of bounded rationality. With the replicator dynamics, the dynamics behavior of EIPs can be represented by a system of differential equations, the solution of which is the equilibrium point in the game. In the following, we present the formulation of the evolutionary game (Section [III-B1]), an introduction of replicator dynamics (Section [III-B2]), and the limitation of classical replicator dynamics (Section [III-B3]).

1) Game Formulation: A game can be represented by a set of players, a set of strategies of each player, and the utility of each strategy. In particular, they are the set of EIPs $I$, the set of strategies $L_i, \forall i \in I$, and the payoffs $u_{i,j}(\mathbf{x}), \forall i \in I, j \in L_i$, where $\mathbf{x}$ is the mixed strategy profile, defined in the system model.

In the context of the evolutionary game, edge clouds of EIP $i$ can be considered to be a population. Thus, there are $I$ populations and the size of population $i$ is $E_i$. In addition, for an EIP $i$, its mixed strategy $\mathbf{x}$ is referred to as the population states in evolutionary game [24]. A strategy that leads to a higher payoff is more widely spread in the population, reflected by a large population states, after several rounds of strategic interactions among the EIPs. Therefore, if we randomly pick an edge cloud of EIP $i$, it is of higher chance, reflected by the mixed strategy, that the edge cloud adopts the successful strategy. In the following, we interchangeably use the terms of population states and mixed strategy. Next, we present the revision protocol in the evolutionary game.

2) Revision Protocols and the Classical Replicator Dynamics: According to [24], the evolutionary game allows a strategy adjustment as follows: at each time instant, each cloud in the CEF has a revision opportunity to switch to some other strategy. Let $\rho_{i,k}^{(i)}$ denote the switch rate of a edge cloud of EIP $i$ in the CEF from strategy $j$ to $k$. Then the switch probability from $j$ to $k$ is proportional to $\rho_{i,k}^{(i)}$. The number of devices of EIP $i$ contributing $j$ workers can be modeled with the dynamics as follows:

$$\dot{x}_{i,j} = \gamma \sum_{k \in L_i} x_{i,k} \rho_{k,j}^{(i)}(\mathbf{x}) - x_{i,j} \sum_{k \in L_i} \rho_{j,k}^{(i)}(\mathbf{x}), \quad i \in I, j \in L_i,$$

which also corresponds to the mean dynamics [43]. In Eq. (15), $\dot{x}_{i,j} = \frac{d}{dt} x_{i,j}(t)$ is the first order time derivative. The first term in the right-hand side of Eq. (15) models the inflow of players switched from other strategies to strategy $j$, while the second term models the outflow of players from the strategy $j$ to the other strategies. Therefore, given a revision protocol $\rho$, Eq. (15) models the dynamics of a population involved in a strategic game.

Although there are many types of protocols, a commonly used protocol is the proportional imitation protocol, $\rho_{j,k}^{(i)}(\mathbf{x}) = x_{i,k} [u_{i,k}(\mathbf{x}) - u_{i,j}(\mathbf{x})]_+$, where $[x]_+ = \max(0, x)$. In this protocol, when two random players with strategies $j$ and $k$ play against each other, a player with a lower
payoff may learn from the other player by imitating his strategy, while the player with higher payoff does not change his strategy. The probability of imitation is proportional to the difference between the payoffs. Due to the wide application of this protocol [41–47], we also adopt it in the classical evolutionary game for the CEF. Together with Eq. (15), the proportional imitation protocol leads to the so-called replicator dynamics

\[ \dot{x}_{i,j} = \gamma x_{i,j} [u_{i,j}(x) - u_i(x)], \quad i \in I, j \in L_i, \]  

(16)

where \( x_{i,j}(t) \) is the population state, \( u_{i,j}(x) \) is defined in Eq. (12), and \( \gamma \) is the adaptation speed in the evolutionary process. With the replicator dynamics defined in Eq. (16), we can present the strategy adaptation process of an EIP as a system of ordinary differential equations, the solution to which is the stable mixed strategy profile of all EIPs in the CEF.

3) Limitation of the Classical Replicator Dynamics: Although replicator dynamics are frequently used in engineering applications, it is myopic or memoryless [25]. In other words, in the CEF, when an EIP adjusts its mixed strategy at the current time, it forgets all the mixed strategies it used in the past. However, this assumption is not realistic, as the EIPs are economically rational market players who can use the information from the past to assist in future decision-making. The reason for the myopic feature is that integer-order derivatives are limit values, defined only in an infinitesimal neighborhood of a given time. Thus, the dynamics only capture the information in this small neighborhood and do not take into account the historical information before the present time [24]. Therefore, the strategy adaptation of an EIP modeled by the replicator dynamics is memoryless, which restricts the application of the classical evolutionary game to the CEF in the real life.

Next, we show how to overcome the memoryless limitation of classical replicator dynamics using fractional calculus.

IV. FRACTIONAL EVOLUTIONARY GAME

To incorporate memory in the classical replicator dynamics, we use the left-sided Caputo derivatives, a particular type of fractional derivatives [26], [28], which allows past information to be aggregated in a logical way. We present the basics of fractional calculus in Section IV-A, the concept of power-law fading memory in Section IV-B, and the formation of the fractional evolutionary game in Section IV-C.

A. Basics of Fractional Calculus

We use the Caputo fractional derivative, since the Caputo fractional derivative of a constant is zero, and the initial conditions of the systems of Caputo fractional differential equations are integer-order derivatives [26]. These two features make the application of the Caputo derivative convenient, compared to other types of the fractional derivatives. However, the definition and the properties of the Caputo derivative still rely on the Riemann-Liouville fractional integrals and derivatives. For the convenience of the reader, we present the key concepts adapted from [26], [58]. Let \( N = \{1, 2, 3, \ldots\} \) denote the set of positive integers, \( N_0 = \{0\} \cup N \) denote the set of non-negative integers, \([a, b]\) denote a closed interval of the real line \( \mathbb{R} \), \( AC^n[a, b] \) denote the space of real-valued functions \( f(x) \) which have continuous derivatives up to order \( n - 1 \) on \([a, b]\) such that \( f^{(n-1)}(x) \) is absolutely continuous on \([a, b]\), and \([x] \) denote the largest integer that is smaller than or equal to \( x \), e.g., \([3.1] = 3\).

Definition 1 (Riemann-Liouville Fractional Integrals). The (left-sided) Riemann-Liouville (RL) fractional integrals \( I^\alpha_+ \) of order \( \alpha > 0 \) is defined as

\[ (I^\alpha_+ f)(x) := \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f(t)dt}{(x-t)^{1-\alpha}} \quad (x > a; \alpha > 0). \]

(17)

In Eq. (17), \( \Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt \) \((\Re(z) > 0)\) is the Euler Gamma function.

Note that for \( \alpha \in \mathbb{N} \), Eq. (17) reduces to \( n \) th integrals of the form

\[ (I^n_+ f)(x) = \int_a^x dt_1 \int_a^{t_1} dt_2 \cdots \int_a^{t_{n-1}} f(t_n) dt_n \]

\[ = \frac{1}{(n-1)!} \int_a^x (x-t)^{n-1} f(t) dt \quad (n \in \mathbb{N}). \]

(18)

Definition 2 (Riemann-Liouville Fractional Derivatives). The Riemann-Liouville (RL) fractional derivatives \( D^n_+ \) of order \( \alpha > 0 \) is defined as

\[ (D^n_+ y)(x) := \left( \frac{d}{dx} \right)^n (I^{n-\alpha}_+ y)(x) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dx} \right)^n \int_a^x \frac{y(t)dt}{(x-t)^{n-\alpha+1}} \quad (n = [\alpha] + 1; x > a), \]

(19)

where \( I^{n-\alpha}_+ \) is the RL fractional integrals of order \( n - \alpha \) given in Eq. (17). Note that for \( \alpha = n \in \mathbb{N}_0 \), Eq. (19) reduces to the normal \( n \) th order derivatives, i.e., \( (D^n_+ y)(x) = y^{(n)}(x) \quad (n \in \mathbb{N}) \).

Definition 3 (Caputo Fractional Derivatives). Let \( D^n_+ [y(t)](x) \equiv (D^n_+ y)(x) \) be the RL fractional derivatives of order \( \alpha \geq 0 \). Then the left-sided Caputo fractional derivative of order \( \alpha \) is defined as

\[ (C^D_+ D^n_+ y)(x) := \left( D^n_+ \left[ y(t) - \sum_{k=0}^{n-1} \frac{y^{(k)}(a)}{k!} (t-a)^k \right] \right)(x), \]

(20)

where \( n = [\alpha] + 1 \) for \( \alpha \notin \mathbb{N}_0 \) and \( n = \alpha \) for \( \alpha \in \mathbb{N}_0 \). Note that for \( \alpha = n \in \mathbb{N}_0 \), the Caputo derivatives coincide with the normal integer-order derivatives, i.e., \( (C^D_+ D^n_+ y)(x) = y^{(n)}(x) \).

Theorem 1. If \( y(x) \in AC^n[a, b] \), then the left-sided Caputo fractional derivatives \( C^D_+ D^n_+ \) exist almost everywhere
on \([a, b]\). In particular, for \(\alpha \notin \mathbb{N}_0\),
\[
(C D_a^\alpha y)(x) = (I_a^{n-\alpha} D^n y)(x) = \frac{1}{\Gamma(n-\alpha)} \int_a^x (x-t)^{n-\alpha-1} y^{(n)}(t) dt, \tag{21}
\]
where \(D = d/dx\) and \(n = \lfloor \alpha \rfloor + 1\).

Note that Eq. \((21)\) will be used in the theoretical analysis in Section V and Eq. \((20)\) in the experiments, due to its efficiency in implementation. A proof of Theorem 1 can be found in [26].

B. Power-law Fading Memory via Caputo Derivatives

The memory effect has been intensively studied in economic processes [25], [36], [37], which comprise two types of time-dependent variables: exogenous (independent) variables \(X(t)\) and endogenous (dependent) variables \(Y(t)\). As endogenous variables describe the reaction to the exogenous variables, the most widely used dynamics to capture their relationship are the first-order time derivatives \(Y(t) = X'(t)\). However, this expression only depends on the present time \(t\) and is memoryless [36].

To take into account the memory effect, the author in [25] proposes the dynamic memory, represented by a general form of \(Y(t) = F^0_t(X'(\tau)), \forall \tau \in [0, t]\). Here, \(F^0_t\) is an operator or a functional, which defines a certain method that identifies the value of \(Y(t)\) given the past information of \(X'(\tau)\) for all \(\tau \in [0, t]\). In particular, the author proposes to use the Volterra operator on \(X'(\tau)\), i.e., \(F^0_t(X'(\tau)) := \int_0^t M(t-\tau)X'(\tau) d\tau\). In this way, the value of \(Y(t)\) is an aggregated amount of the past information \(X'(\tau), \tau \in [0, t]\) and depends not only the value of \(X'(t)\) at the present time but also its previous states \(X'(\tau), \tau \in [0, t]\). The kernel of the integral operator, i.e., the function \(M(t-\tau)\), plays a key role. It is also called the memory function, which represents the weight of the historical information in the memory.

It is worth noting that the weight \(M(t-\tau)\) depends on the time distance between \(t\) and \(\tau\), and therefore it provides different weights to the different historical information in the memory. Besides \(X'(t)\), the Volterra operator can be applied to the case of any integer-order derivatives \(d^m X(\tau)\) of \(X(\tau)\) with respect to \(r\), i.e., \(Y(t) = F^0_t(X^{(m)}(\tau)) = \int_0^t M(t-\tau)X^{(m)}(\tau) d\tau \quad (n \in \mathbb{N}_0)\).

To ensure that the dynamic memory is fading, i.e., satisfying \(M(t-\tau) \to 0\) when \(t \to +\infty\) with fixed \(\tau\), the author in [25] specifies the memory with power-law fading, a concept that was first proposed by Volterra in [48] and later played a key role in modern physics [34], [35]. In addition, the power-law fading memory has been demonstrated in experiments intensively in [49], e.g., power-law human learning [50] and power-law forgetting [51]. The memory function with the power-law fading of order \(\alpha\) is defined as [25]
\[
M(t-\tau) = M_{n-\alpha}(t-\tau) = \frac{1}{\Gamma(n-\alpha)} \frac{B}{(t-\tau)^{\alpha-n+1}}, \tag{22}
\]
where \(n = \lfloor \alpha \rfloor + 1\). With Eq. \((22)\), the economic process with power-law fading memory function is \(Y(t) = (C D_0^\alpha X)(t)\), where \(C D_0^\alpha\) is the left-sided Caputo fractional derivative of the order \(\alpha \geq 0\) defined in Eq. \((21)\). Note that the Caputo fractional derivative of the order \(\alpha = 1\) coincides with the first order derivative (see Definition 3). Thus, the dynamics of power-law fading memory function generalize the standard dynamics of first-order derivatives to the fractional-order derivatives. Next, we formulate the evolutionary game based on the replicator dynamics that incorporate the power-law fading memory.

C. Fractional Replicator Dynamics and the Fractional Evolutionary Game

To reflect the economic-aware nature of the EIPs, we incorporate the power-law fading memory in Eq. \((22)\) to the replicator dynamics Eq. \((10)\) given by
\[
(C D_0^\alpha x_{i,j})(t) = \gamma x_{i,j}(t) \left[ u_j(x(t)) - u_i(x(t)) \right], \tag{23}
\]
where \(\alpha\) is an operator or a functional, which defines a certain method that identifies the value of \(Y(t)\) at the present time \(t\) but also their previous states in the evolutionary process. We refer to the evolutionary game with the fractional replicator dynamics in Eq. \((23)\) as fractional evolutionary game. In particular, when \(\alpha = 1\), the fractional evolutionary game is equivalent to the classical evolutionary game; when \(0 < \alpha < 1\), fractional replicator dynamics in Eq. \((23)\) capture the speed of change of the strategies \(x\) in the evolutionary process, and is sometimes referred to as a subdiffusion process; when \(1 < \alpha < 2\), fractional replicator dynamics in Eq. \((23)\) capture the change of the strategies \(x\) in the evolutionary process. This is sometimes referred to as a superdiffusion process. Next, we theoretically examine the validity of the fractional replicator dynamics.

V. Equilibrium Analysis

Some properties of fractional replicator dynamics are examined in this section. We present the system of fractional ordinary equations in Section V-A, the existence and uniqueness of the solution in Section V-B, and the evolutionary stability in Section V-C.

A. The System of Fractional Differential Equations

Let mapping \(\phi = [\phi_{i,j}]_{i,j \in I} \in \mathbb{C}\), with \(\phi_{i,j}(x(t)) = \gamma x_{i,j} \left[ u_j(x(t)) - u_i(x(t)) \right] (t \in J)\) denote the right-hand side of the fractional replicator dynamics in Eq. \((23)\) and \(J = [0, T]\) denote the time domain in the evolutionary process: Thus, Eq. \((23)\) can be represented by a system of fractional differential equations with initial values, also referred to as an initial value problem (IVP), defined by
\[
(C D_0^\alpha x_{i,j})(t) = \phi_{i,j}(x(t)) \tag{24}
\]
\[
x_{i,j}^{(k)}(0) = b_{i,j,k} \quad (i \in I, j \in L_i, k = 0, 1, \ldots, \lfloor \alpha \rfloor + 1), \tag{25}
\]
where \( b_{i,j,k} \) is the initial value of the corresponding \( k \)th integer-order differentiation for the population states \( x_{i,j} \).

With Eq. (24) and Eq. (25), the fractional evolutionary game becomes a system of fractional differential equations, the solution to which becomes the equilibrium points in the fractional evolutionary game.

The next lemma establishes an equivalence relation between the initial value problem and the integral equation of the second kind.

**Lemma 1.** If the function \( \phi_{i,j} \), \( i \in \mathcal{I}, j \in \mathcal{L}_i \) is continuous on its domain, then the initial value problem defined in Eqs. (24) and (25) is equivalent to the nonlinear Volterra integral equation of the second kind,

\[
x_{i,j}(t) = \sum_{k=0}^{n-1} \frac{t^k}{k!} x_{i,j}^{(k)}(0) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} \phi_{i,j}(x(s)) \, ds \quad (i \in \mathcal{I}, j \in \mathcal{L}_i, n = [\alpha] + 1). \tag{26}
\]

In other words, every solution of the Volterra equation Eq. (26) is also a solution of our original initial value problem defined by Eqs. (24) and (25), and vice versa. Thus, instead of solving initial value problem of Eqs. (24) and (25), we therefore focus on Eq. (26), which is more amenable to theoretical analysis. Note that Eq. (26) is weakly singular if \( 0 < \alpha < 1 \) and regular for \( \alpha > 1 \). We focus on \( 0 < \alpha < 1 \) in the following; the proof for \( 1 < \alpha < 2 \) is similar.

### B. Existence and Uniqueness of the Solution

To prove the existence and uniqueness of the solution to the fractional evolutionary game, we construct a complete metric space with \( |||\cdot|||_* \) by Lemma 1 and then prove the key result in Theorem 3.

The solution trajectory \( x_{i,j}(t) \) \((i \in \mathcal{I}, j \in \mathcal{L}_i)\) is easily verified as a continuous mapping defined on the domain \( J \). Let \( C(J, \mathbb{R}^L) \) be the class of all continuous column vector functions \( x(t) = [x_{i,j}(t)]_{i \in \mathcal{I}, j \in \mathcal{L}_i} \) defined on \( J \). Let \( |||x|||_* = \sum_{i \in \mathcal{I}, j \in \mathcal{L}_i} \sup_{t \in J} e^{-Nt} |x_{i,j}(t)| \) \((N > 0)\) be a new norm on \( C(J, \mathbb{R}^L) \) and the associated metric is defined by \( d(x_1, x_2) = |||x_1 - x_2|||_* \).

**Lemma 2.** The norm \( |||\cdot|||_* \) is equivalent to the supremum norm on the space \( C(J, \mathbb{R}^L) \).

The proof is given in Appendix A. Lemma 2 shows that the function space \( (C(J, \mathbb{R}^L), d) \) is a metric complete space. Note that the constructed equivalent norms and the respective metrics are the main tools in the proof of existence and uniqueness for the fractional evolutionary game. The method of equivalent norms is widely used in the theory of differential equations [54, 55]. Next, we show that the mapping \( x \) is a contraction on \( (C(J, \mathbb{R}^L), d) \) in Theorem 2 and Theorem 3.

### C. Stability of the Solution

After verifying the existence and uniqueness of the equilibrium point in the fractional evolutionary game, we investigate the stability of the solution.

**Definition 4** (Uniformly stable (See [56])). The solution to the fractional evolutionary game defined by Eqs. (24) and (25) is said to be uniformly stable if for any \( \epsilon > 0 \) there exists \( \delta(\epsilon) > 0 \) such that for every initial point \( y_o \in \mathbb{R}^L \) satisfying \( |||y_o|||_* L < \delta \), we have \( |||x(t) - y(t)|||_* \) \(< \epsilon \). Here, \( y(t) \) is the solution of initial value problem defined by Eq. (24) and the initial value given by Eq. (28).

**Theorem 4.** The solution of the fractional evolutionary game given by Eqs. (24) and (25) is uniformly stable.

The proof is given in Appendix D.

### VI. Performance Evaluation

In this section, we use numerical simulations to investigate the dynamic behavior of EIPs in the CEF. We consider the fractional replicator dynamics of three types, including the classical replicator dynamics \((\alpha = 1)\), superdiffusion processes \((\alpha = [1.2, 1.4])\), and subdiffusion processes \((\alpha = [0.65, 0.8])\). Unless otherwise stated, the
simulated system consists of 2 EIPs, i.e., EIP 1 and EIP 2, with parameter values as listed in Table I. The domain of the trajectory is $[0, T]$, where $T = 1$, and the maximum number of time steps is $10^4$. Table III summarizes the task parameters and we omit the subscript $p$ due to the homogeneous tasks assumed. In the following, we investigate the properties of the power-law fading memory function (Section VI-A) and equilibrium existence and convergence rate (Section VI-B2). Subsequently, we examine the stability of the equilibrium point (Section VI-C) and the adaptation of the equilibrium when certain hyper-parameter values are varied (Section VI-D).

A. The Memory Weight in Caputo Derivatives

The memory weight, $(t-s)^{n-\alpha+1}$, utilized in the Caputo derivative in Eq. (21) is plotted against the time lag, $t-s$, in Fig. 2. Here, $t$ represents the current timestamp, and $s$ is some historical timestamp before $t$. Thus, $t-s$ in fact represents how distant the historical information is. The larger the value of $t-s$, the more distant the historical information is. In addition, in Fig. 2, we draw the memory function of the classical evolutionary game ($\alpha = 1$) and a horizontal line with memory weight being 40 as two reference lines.

It can be observed from Fig. 2 that for both superdiffusion ($\alpha > 1$) and subdiffusion processes ($\alpha < 1$), a certain weight is placed on the memory about the historical information, since $(t-s)^{n-\alpha+1}$ is always positive. Additionally, Fig. 2a shows that in the subdiffusion processes ($\alpha \in [0.65, 0.8]$) the memory weight decreases rapidly with time lag. This indicates that the memory is in fact short-term, since the very recent memory dominates the aggregated memory. In contrast, Fig. 2b shows that in the superdiffusion process ($\alpha \in [1.2, 1.4]$), the memory is rather long. For instance, the memory function of $\alpha = 1.2$ in Fig. 2b is nearly flat, and thus there is little discrimination between the distant and recent historical information. Therefore, the memory, i.e., to aggregate the historical information, is long. For $\alpha = 1.4$, the weight discrimination between the recent and past information is not significant either, compared to those in Fig. 2a. The range of the memory weight is around $[0, 40]$ in Fig. 2a for $\alpha \in [1.2, 1.4]$, compared to $[0, 1500]$ for $\alpha \in [0.65, 0.8]$ in Fig. 2b. Thus, with $\alpha \in [0.65, 0.8, 1, 1.2, 1.4]$, fractional replicator dynamics are short-term memory-aware in subdiffusion processes and long-term memory-dependent in the superdiffusion process in the CEF game.

Note that the value of $(t-s)^{n-\alpha+1}$ is the same for both $\alpha = 0.6$ and $\alpha = 1.6$ since $n = [\alpha] + 1$. However, based on the definition of the Caputo derivatives in Eq. (21), the contents of the memory differ. In the subdiffusion process, it is the change of past decisions, $y'(t)$, to be stored in the memory kernel, while the rate of change or the acceleration speed, $y''(t)$, is to be memorized in the superdiffusion process. Hence, even though the memory weights are the same for the values of $\alpha = 0.6$ and $\alpha = 1.6$, their evolutionary patterns can be very different.

In conclusion, $\alpha$ determines what information is stored in the memory and the weight of recent past information relative to the distant one in the memory.

B. Existence of Equilibrium and the Convergence Rate

We now analyze the equilibrium point in terms of its existence and uniqueness for different values of $\alpha$. In particular, we consider the case where homogeneous tasks assigned to the CEF. The task parameter values are shown in Table III. First, we review and clarify the concept of equilibrium and convergence of two types in Section VI-B1. Second, we illustrate the existence and uniqueness of equilibrium by plots of trajectories in Section VI-B2. Finally, we analyze the convergence pattern for different values of $\alpha$ in Section VI-B3.

1) Equilibrium and Convergence: To better describe how processes reach the equilibrium points, we introduce the following two definitions:

- **Adjacency Type of Convergence:** This concept is the same as the condition where the equilibrium point is reached. It gives the timestamp after which the difference between adjacent population states is within some given threshold. We define the adjacency threshold as 0.0001. Unless otherwise stated, we simply use convergence to refer to this type in our paper.

- **Neighborhood Type of Convergence:** This concept gives the timestamp after which the population states fall into the equilibrium neighborhood, i.e., some points within a certain threshold of the equilibrium point. We set the neighborhood threshold at 0.01.

The convergence describes an evolutionary process reaching the equilibrium in an exact sense, while the neighborhood type can provide an additional aspect to understand the pattern of convergence in a loose manner.

2) Existence of Equilibrium: To examine the existence of the equilibrium, we plot the evolutionary trajectories of the last strategy used by EIP 1 in Fig. 3 for all evolutionary processes with $\alpha \in [0.65, 0.8, 1, 1.2, 1.4]$. The last strategy is to contribute 4 workers, which is the maximum number of workers for EIP 1, from its edge clouds to the CEF.
As shown in Fig. 3, the algorithm of all evolutionary processes stops before reaching the maximum number of iterations, and the trajectory curves converge to a point around 0.37. This illustrates the existence and uniqueness of the equilibrium in the fractional evolutionary game.

3) Impact of $\alpha$ on the Rate of Convergence: Besides the existence of equilibrium, Fig. 3 shows different convergence rates for different evolutionary processes. For example, the process with $\alpha = 0.65$ seems to converge fastest to the equilibrium neighborhood, and the process with $\alpha = 1.4$ appears to converge slowest and fluctuates most.

To better understand how different processes converge, we plot the time to converge for both the neighborhood type and adjacency type in Fig. 4. The figure shows that the time to converge of the neighborhood type decreases as $\alpha$ decreases. In other words, it takes longer for the superdiffusion process to reach the equilibrium neighborhood and shorter for the subdiffusion process compared to the classical evolutionary game. A similar pattern can be observed for the adjacency type of convergence, except for the case with $\alpha = 0.65$. Particularly, the convergence for the subdiffusion process with $\alpha = 0.65$ is dramatically longer, though it reaches the equilibrium neighborhood in the shortest time. Detailed explanations are provided in Section VI-B3a and Section VI-B3b.

a) Faster Convergence as Value of $\alpha$ Decreases: Recall that an equilibrium is defined as certain population states, if the trajectories start with them are stationary. In other words, there is no change in decisions if both the EIPs’ starting strategies are at equilibrium points in the CEF game.

For the superdiffusion process, the replicators memorize the rate of change of past information. Thus, to reach the equilibrium, the trajectory curves must oscillate around 0 with a decreasing range. In other words, the rate of change, i.e., the acceleration velocity, fluctuates around 0 with a decreasing range. Otherwise, the acceleration velocity is either continuously positive or continuously negative. As a result, the trajectory curve is either convex upwards or concave downward. In neither case, the trajectory can be stationary, indicated by a horizontal line. Due to this fluctuation nature of the superdiffusion process, a process where the impact from the recent past information is reduced, can help speed up the convergence. This effect happens when a longer memory of the past exists, represented by the decreasing value of $\alpha$.

The above abstract analysis is consistent with the experiment findings as shown in Fig. 4 and Fig. 3, i.e., the superprocess with $\alpha = 1.2$ converges faster than the one with $\alpha = 1.4$. This also has real-life implications when strategy adjustments for the EIP are driven by the rate of change of the information in the past ($\alpha > 1$). Such EIPs are sensitive to the strategy adaptation and therefore, are harder to stabilize their strategy in a shorter time. However, if the EIP average past oscillation information over a longer time span, indicated by a smaller $\alpha$ in (1, 2), the impact from the recent oscillation is reduced, and the convergence velocity can be much improved.

As for the subdiffusion process with $\alpha \in [0.65, 0.8]$, we plot the change in population state in Fig. 5. Unlike the superdiffusion process, the rate of change for the subdiffusion process can be continuously positive, continuously negative (e.g., $\alpha = 0.8$ in Fig. 5), and fluctuated ($\alpha = 0.8$ in Fig. 5). Additionally, in comparison to the superdiffusion process ($\alpha = 1.4$), the early changes in population states in the subdiffusion process are more significant. This is due to the amplification of the recent past information in the memory kernel as introduced in Section VI-A. The lower the value of $\alpha$ is, the longer range of the amplified past information. Thus, with the recent past information, the EIP quickly identify the right direction to adjust its strategy, which accelerates the convergence of the evolutionary process.

b) The Minimum Value of $\alpha$: Although smaller values of $\alpha$ can lead to faster convergence for both superdiffusion and subdiffusion processes, a small $\alpha$ value may over-amplify the recent past information, causing the EIP to over-adjust the strategy in the early stage. Consequently, the EIP needs to reverse some of its adjustments in the next step, which is represented as fluctuating population states in the early stage. Given the longer memory effect from the smaller value of $\alpha$, the impact of such fluctuation lasts longer. As a result, more iterations are required to dilute the impact of the oscillation to reach equilibrium. In conclusion, there is some value of $\alpha$, below which the subdiffusion process start to show the a pattern of fluctuations.
appear. We observe fluctuations with a broader range for the minimum point at which such oscillations begin to fluctuate. With more iterations, the range of the fluctuation decreases, and the process eventually converges. The small fluctuations increase the convergence time.

This also explains the oscillation curve for $\alpha = 0.65$ and the smooth curve for $\alpha = 0.8$ in Fig. 3 and Fig. 5. Specifically, for $\alpha = 0.65$, the evolution of the strategy for EIP 1 demonstrates an oscillating pattern with a small range. With more iterations, the range of the fluctuation decreases, and the process eventually converges. The small fluctuations increase the convergence time.

Our experiments demonstrate that 0.65 is already near the minimum point at which such oscillations begin to appear. We observe fluctuations with a broader range for $\alpha = 0.5$, and the trajectory does not converge within $10^4$ iterations. A longer iterative process is needed, which is beyond the settings of our experiments. Unless otherwise stated, we focus on the values of $\alpha$ from 0.7 to 1.4.

To summarize Section VI-B3 i.e., the impact of $\alpha$ to the pattern of convergence, we can conclude that a smaller value of $\alpha$ can accelerate the evolutionary process of the EIP’s strategy adaptation. However, the value of $\alpha$ should not be too small for the subdiffusion process. Otherwise, the fluctuations around the equilibrium make the process take longer or even fail to converge in an exact sense.

C. Evolutionary Stability of the Equilibrium

Next, we examine the evolutionary stability of the equilibrium point in the fractional evolutionary game for different values of $\alpha$. Fig. 6 shows the direction fields of the fractional replicator dynamics in steps of 200 iterations for different initial population states. We select $\alpha = 0.8, 1, 1.3$ to represent the subdiffusion process, classical evolutionary game, and the superdiffusion process, respectively. In addition, we vary the initial states of the last strategy for each EIP from 0.2 to 0.6 and keep the other strategies unchanged.

As shown in Fig. 6, all equilibrium points obtained in the fractional evolutionarily game, marked by the red circle, are evolutionarily stable. In particular, strategies that are not in equilibrium can follow the arrows indicated by the direction field and eventually reach equilibrium points. Strategies in equilibrium are thus robust to mutation and deviation within a certain threshold. This is consistent with the convergence and stability of the equilibrium point derived in Theorem 4.

D. Equilibrium Adaptation

Having verified the properties of equilibrium in terms of its existence, uniqueness, and stability, we now examine the equilibrium adaptation when certain system parameter values are changed. In particular, we are interested in the edge capacity of each EIP (Section VI-D1), the number of edge clouds of each EIP (Section VI-D2), the reward (Section VI-D3), and the code configuration of the task publisher (Section VI-D4).

1) Impact of the Edge Capacity: Recall that edge capacity is defined as the EIP’s maximum total number of workers that it can contribute to the CEF. Here, we vary the edge capacity of EIP 1 while keeping that of EIP 2 fixed.

Figure 6 shows that when EIP 1 edge capacity increases, the probability of contributing 4 workers from its edge clouds increases. The reason for this is that as EIP 1 has more resources, it is more likely to fulfill the TP’s requirements and earn a reward. On the other hand, we can see that the population states of the last strategy of EIP 2 decline because given the same task requirement, EIP 2 can contribute fewer workers, but overall the federation can still meet the requirements of the TP and thus earn a payoff.

Figure 7 shows the average utility received by each EIP as the edge capacity of EIP 1 increases. We observe that the average utility of each EIP increases if the edge capacity of EIP 1 increases. Interpreting the upward trend for the average utility of EIP 1 is straightforward. Given a larger probability of adopting the last strategy, workers of EIP 1 on average have a greater presence in the federation and hence have a greater chance of being selected by the TP. As a result, the average utility received by EIP 1 increases. On the other hand, the increasing contribution of EIP 1 also benefits EIP 2, as EIP 2 can have a similar chance of meeting the TP’s requirement with fewer workers and correspondingly lower the cost for EIP 2.

In summary, Fig. 7 reveals several benefits of the CEF. First, when one party, EIP 1, increases its edge resource contribution, the other party, EIP 2, can also enjoy a benefit, as reflected by a higher average utility. Second, the reward allocation scheme is fair, given that EIP 1 enjoys a larger increase in the payoff relative to EIP 2. Third, the scheme deters EIP 2 from being a free-rider, as its amount of free benefit decreases as the share of EIP 1’s workers increases. The scheme thus incentivizes EIP 2 to increase its edge resources contribution to maintain its market share in the CEF, thereby helping the CEF ecosystem to flourish. All the benefits help the federation draw and sustain EIPs to participate, incentivize EIPs to scale up edge resources investment, and ultimately drive the CEF ecosystem.

2) Impact of the Number of Edge Clouds: This section examines the impact of the number of geo-diversified edge clouds in each EIP, given the edge capacity is fixed. With more geo-diversified clouds spread at the edge, the EIP coverage area becomes larger and receives more service requests from the TPs. In particular, we fix the number of edge clouds of EIP 2 and vary the number of edge clouds of EIP 1.

Figure 8 shows that as the number of edge clouds of
EIP 1 increases, the percentage of edge clouds configured to contribute 4 workers is dramatically decreased. This is due to the fact that more services requests sent to the EIPs incurs higher edge resources utilization costs, i.e., a higher cost of allocating the scarce resources to the CEF. Therefore, from Fig. 8a, we see the average utility of joining the CEF decreases for EIP 1 as the number of edge clouds increases. Meanwhile, Fig. 8a shows that while EIP 1 reduces its probability of contributing 4 workers in its mixed strategy (reflected by the population states) to the federation, EIP 2 increases the probability of investing 8 workers in the federation. The reason is that investing more workers can help EIP 2 improve the chance of fulfilling the requirement of the TP and receiving the reward. Thus, we see a trend of increasing population state for EIP 2.

3) Impact of Rewards: We examine the impact of the number of edge clouds. We found that as the number of edge clouds increases, the probability of choosing the last strategy, i.e., investing 4 workers, for EIP 1 increases. Similarly, EIP 2 increases the probability of contributing 8 workers to the CEF. This can be explained by the increased incentive provided by the CEF to the EIPs.

4) Impact of the Code Configuration: This section examines the impact of the code configuration on the equilibrium points in the CEF. Figure shows that all fractional evolutionary games with different values of $\alpha$ can converge to the same equilibrium point. Thus, we only plot the case when $\alpha = 1$. Figure 10a shows that the probability of choosing the last strategy, i.e., investing 4 workers, for EIP 1 increases as $n$ increases. A similar trend is observed for EIP 2. The reason is that as the number of workers required by the TP increases, it is more likely that EIP 1 must invest its maximum number of workers to meet the TP’s requirement and to earn the reward. Thus, we see an increasing trend of population states as $n$ increases. Note that the maximum total contribution by both EIPs is 12 workers. Consequently, when the value of $n$, which is part of the TP’s request, is greater than 12, the federation begins to fail to meet the TP’s requirement and receives no reward. Consequently, we see that both EIPs begin to reduce their contributions.

On the other hand, Fig. 10b shows that the population states of the last strategy in equilibrium increases as $k$ increases, because with more workers contributed to the CEF, the EIPs are more likely to return results in the first $k$ positions and thus receive higher additional rewards.

VII. Conclusion

In this paper, we proposed coded edge federation (CEF) to address the problem of insufficient edge resources when implementing CDC services in edge networks. In particular, we adopted an evolutionary game approach to model
the dynamic behaviors of EIPs. To enhance the classical replicator dynamics, we proposed fractional replicator dynamics that incorporates a power-law fading memory via the left-sided Caputo derivatives. We theoretically showed and experimentally verified the validity of the fractional replicator dynamics in the sense that the equilibrium point of the game exists and is evolutionarily stable. In addition, the experiments demonstrate that the fractional replicator dynamics can model EIPs with additional features, e.g., the sensitivity or aggressiveness of the strategy adaptation and can provide a faster convergence rate than the classical one. The equilibrium adaptation for different hyper-parameter values is also investigated. The incorporation of pricing models for the EIP resources will be considered in future work.
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APPENDIX A
EQUIVALENT NORM

Proof. Let us observe that for the norm \( \|f\| \), the following inequalities are valid for any function \( f \in C(J, \mathbb{R}^L) \):

\[
e^{-\nu T} \|x\| \leq \|x_i(t)\| = \|x_i\|, \quad (29)
\]

where we denote as \( \|\cdot\| \) the supremum norm on \( C(J, \mathbb{R}^L) \). Here, \( T = \max \{t \in J \} \). Thus, norms \( \|\cdot\| \) and \( \|\cdot\|^* \) are equivalent and so are the metrics. \( \square \)

APPENDIX B
LIPSCHITZIAN CONDITIONS

Proof. To prove Theorem 2 we can show that Eq. (30) holds. If Eq. (30) holds, then Theorem 2 can be proved straightforwardly by the triangle inequality. Note that in this proof, for simplicity, we re-index the component by letting \( [i,j] \in I \times J \subseteq [k] \subseteq L \).

\[
|\phi_{i,j}(x_{1,1}(t), \ldots, x_{m,m+1}(t)) - \phi_{i,j}(x_{1,0}(t), \ldots, y_{m,m+1}(t))| \leq A_{i,j}(x_{m+1}(t) - y_{m+1}(t)) + \sum_{i \in I} A_{i,j}(x_i - y_i) > 0;
\]

\[
i, h \in I, 0 \leq j \leq l, 0 \leq k \leq L. \quad (30)
\]

To verify Eq. (30) we can prove the partial derivative \( \frac{\partial \phi_{i,j}}{\partial x_{i,k}}(i, h, j, h, l, h, k) \) exists and bounded on \( \Theta \), i.e., \( \exists M > 0, s.t., \left| \frac{\partial \phi_{i,j}}{\partial x_{i,k}} \right| \leq M \). The reason is that with bounded partial derivatives, Eq. (30) is true following the Mean Value Theorem [57].

The partial derivatives can be expressed as follows:

\[
\frac{\partial \phi_{i,j}}{\partial x_{i,k}} = \frac{\partial x_{i,j}}{\partial x_{i,k}} + x_{i,j} \left| \frac{\partial u_{i,j}(x)}{\partial x_{i,k}} - \frac{\partial u_{i,j}(x)}{\partial x_{i,k}} \right| \leq \frac{\partial x_{i,j}}{\partial x_{i,k}} + x_{i,j} \left| \frac{\partial u_{i,j}(x)}{\partial x_{i,k}} \right| + x_{i,j}^2 \left| \frac{\partial u_{i,j}(x)}{\partial x_{i,k}} \right|.
\]

It is easy to check that \( \left| \frac{\partial \phi_{i,j}}{\partial x_{i,k}} \right| \) and \( \left| x_{i,j} \right| \) are bounded, and therefore, it is only left to show that \( \frac{\partial \phi_{i,j}(x)}{\partial x_{i,k}} \) is bounded. We only prove for the case of 2 EIPS, which can be extended to more numbers of EIPs straightforwardly.

1) If \( h = -i \), \( \left| \frac{\partial \phi_{i,j}(x)}{\partial x_{i,k}} \right| \) is equivalent to verify that \( \pi_i(j, q) \) is bounded, which is equivalent to show that \( C_{i,j}^{(2)} \) is bounded as it is the only term involved the decision variables. Note that

\[
C_{i,j}^{(2)} = \left| \frac{x_{i,j}}{x_{i,q}^2} \sum_{q \in I_i, q \neq q} f(w_q) \right| \leq \frac{1}{\bar{E}_i} f(w_i).
\]

\( f(w_i) \) is bounded as it reaches its maximum values when all the edge instances are configured to the maximum number of workers to the edge federation.

2) if \( h = i \), \( \left| \frac{\partial \phi_{i,j}(x)}{\partial x_{i,k}} \right| \) is equivalent to show that \( \frac{\partial C_{i,j}^{(2)}}{\partial x_{i,k}} \) is bounded. Let \( \zeta \) denote \( \frac{f(w_i)}{\sum_{q \in I_i, q \neq q} x_{i,q}^2} \). Then,

\[
\left| \frac{\partial C_{i,j}^{(2)}}{\partial x_{i,k}} \right| \leq \left| \frac{\partial x_{i,j}}{\partial x_{i,k}} \right| \zeta + \frac{1}{\bar{E}_i} \left| \frac{\partial C_{i,j}^{(2)}}{\partial x_{i,k}} \right|. \]

Here \( \zeta \) is bounded as \( |\zeta| \leq \frac{1}{\bar{E}_i} \).
\[ f(w_i) \text{, and } f(w_i) \text{ is proved bounded in (1). Let } \bar{q} = \max\{q, q \in Q_i\}. \text{ Then } \left| \frac{\partial f(w_i)}{\partial x_{i,j}} \right| \leq \left| \frac{\partial f(w_{i,k})}{\partial x_{i,j}} \right| + |k| |f(w_i)|. \]

Here, \[ \left| \frac{\partial f(w_{i,k})}{\partial x_{i,j}} \right| = \left| \frac{1}{1-w_{i,j}^2} w_{i,k} \right| \text{ and } \left| \frac{1}{1-w_{i,j}^2} \right| \text{ is bounded and its maximum value reaches when } w_i \in (0, 1) \text{ reaches its maximized values, i.e., when all edge instances configured to the maximum number of workers.} \]

Thus, \[ \frac{\partial f(w_{i,k})}{\partial x_{i,j}} \text{ is proved bounded, so Eq. (30) is bounded based on the Mean Value Theorem.} \]

\section*{Appendix C}

\textbf{Uniqueness and Existence}

\textit{Proof.} The Eq. (20) can be expressed as follows:

\[ x(t) = x_o + \int_{0}^{t} \phi(x(t)) \text{, } 0 < \alpha < 1 \] (31)

where \( x_o = \{ x_{i,j}(0) \}_{i \in I, j \in L_i} \) denotes the vector of initial values. \( x(t) = \{ x_{i,j}(t) \}_{i \in I, j \in L_i} \) and \( \phi = \{ \phi_{i,j}(x(t)) \}_{i \in I, j \in L_i}, t \in J \) are defined previously. \( J = \max\{A_k\} \), where \( A_k \) is given in the definition of the Lipschitzian condition, then we can have the below inequalities adapted from Theorem 2:

\[ |\phi_{i,j}(x(t)) - \phi_{i,j}(y(t))| \leq K \|x(t) - y(t)\|_L, \] (32)

\[ \left| \frac{\partial}{\partial x_{i,j}} \phi_{i,j} \right| \leq K \text{ (} \forall t \in J, i \in I, j \in L_i \text{),} \] (33)

where \( |\cdot| \) is the absolute value and \( \|x\|_L = \sum_{i \in I, j \in L_i} |x_{i,j}| \) on \( \mathbb{R}^L \).

Let the operator \( T : C(J, \mathbb{R}^L) \rightarrow C(J, \mathbb{R}^L) \) be defined by

\[ T x(t) = x_o + \int_{0}^{t} \phi(x(t)) \] (34)

with the norm \( \|x\|^* \). The fixed point under the mapping \( T \), i.e., \( T x = x \), is the stationary point to the original systems of fractional differential equations defined in Eqs. (24) and (25). Thus, it is the equilibrium point in the fractional evolutionary game.

To show the existence and uniqueness of such a fixed point, the idea is to apply the Banach Fixed Point Theorem (See Chapter 1 in [26] for more details) over the space of \( C(J, \mathbb{R}^L) \) with norm \( \|x\|^* \). Let \( x(t) \) and \( y(t) \) be any two points in the vector space \( C(J, \mathbb{R}^L) \). We want to show that the operator \( T \) defined in Eq. (34) is a contractive mapping, i.e., \( \|Tx - Ty\|^* < \|x - y\|^* \).

First of all, we prove two inequalities as follows:

\[ A = \sum_{i \in I, j \in L_i} e^{-Ns}|x_{i,j}(x(s)) - y_{i,j}(y(s))| \]

\[ \leq \sum_{i \in I, j \in L_i} e^{-Ns}K \|x(s) - y(s)\|_L \text{ (Eq. (32))} \]

\[ = e^{-Ns}LK \|x(s) - y(s)\|_L \]

\[ = LK \sum_{i \in I, j \in L_i} |x_i(s) - y_i(s)|e^{-Ns} \]

\[ \leq LK \sum_{i \in I, j \in L_i} \sup_{s \in L_i} |x_{i,j}(s) - y_{i,j}(s)|e^{-Ns} \]

\[ = LK \|x - y\|^*. \] (35)

Then, we have

\[ \|e^{-Nt}(Tx(t) - Ty(t))\|_L \]

\[ = \|e^{-Nt}\{I^\alpha[\phi(x(s)) - \phi(y(s))](t)\}\|_L \]

\[ \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (s)^{\alpha-1} e^{-Nt} \|\phi(x(s)) - \phi(y(s))\|_L ds \]

\[ \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (s)^{\alpha-1} e^{-Nt} \|e^{-Ns}(x(s) - y(s))\|_L ds \]

\[ \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (s)^{\alpha-1} e^{-Nt} LK \|x - y\|^* ds \]

\[ \leq \frac{LK}{\Gamma(\alpha)} \|x - y\|^* \text{ (Choosing } N \text{ s.t. } LK < N^\alpha) \] (37)

\[ < \|x - y\|^*. \] (38)

Then, we have

\[ \|Tx - Ty\|^* = \left\| \sup_{s \in L_i} e^{-Nt}(Tx(t) - Ty(t)) \right\|_L < \|x - y\|^*. \] (39)

Here, the strict inequality in Eq. (39) holds since the supremum is the same as the maximum value, since the mapping \( e^{-Nt}(Tx(t) - Ty(t)) \) is continuous and defined on the closed interval \( J \).

Thus, operator \( T \) is a contractive mapping. With the Banach Fixed Point Theorem, the operator \( T \) has a unique fixed point. In other word, there exists a unique equilibrium point in the fractional evolutionary game.

\section*{Appendix D}

\textbf{Stability}

\textit{Proof.} Let \( x(t) \) be the solution to the initial value problem defined in Eqs. (24) and (25) and \( y(t) \) be the solutions to the initial value problem given in Eqs. (24) and (28). Following the notation in Eqs. (25) and (28), we use \( x_o \) and \( y_o \) to denote the corresponding initial points. Note that the solution \( x(t) \) and \( y(t) \) are the fixed point under its corresponding contractive mapping \( T_x \) and \( T_y \), where
\((T_x x)(t) = x_0 + \Gamma^\alpha \phi(x(t))\) and \((T_y y)(t) = y_0 + \Gamma^\alpha \phi(y(t))\).

Then, we have

\[
\left\| e^{-Nt}(x - y) \right\|_L = \left\| e^{-Nt}\{(T_x x)(t) - (T_y y)(t)\} \right\|_L
\]

\[
= \left\| e^{-Nt}\{x_0 - y_0 + \Gamma^\alpha[\phi(x(s)) - \phi(y(s))](t)\} \right\|_L
\]

\[
\leq \left\| e^{-Nt}(x_0 - y_0) \right\|_L + \left\| e^{-Nt}\Gamma^\alpha[\phi(x(s)) - \phi(y(s))](t) \right\|_L
\]

\[
\leq \left\| e^{-Nt}(x_0 - y_0) \right\|_L + \left\| \frac{lK}{N^\alpha} \|x - y\|_\ast \right\|_L
\]

\[
(40)
\]

where \(A = e^{-Nt} \|x_0 - y_0\|_L < \|x_0 - y_0\|_L\), as \(N > 0, t > 0 \Rightarrow e^{-Nt} \in (0, 1)\), and \(B = e^{-Nt}(T_x x)(t) - (T_y y)(t) < \frac{lK}{N^\alpha} \|x - y\|_\ast\), \(\forall t \in J\) as Eq. (37) holds. Thus, we have

\[
\left\| e^{-Nt}(x - y) \right\|_L < \|x_0 - y_0\|_L + \frac{lK}{N^\alpha} \|x - y\|_\ast \quad \forall t \in J
\]

\[
\Rightarrow \sup_t e^{-Nt}(x - y) \right\|_L < \|x_0 - y_0\|_L + \frac{lK}{N^\alpha} \|x - y\|_\ast
\]

\[
\Rightarrow \|x - y\|_\ast < \|x_0 - y_0\|_L + \frac{lK}{N^\alpha} \|x - y\|_\ast
\]

\[
\Rightarrow \|x - y\|_\ast < \frac{1}{1 - \frac{lK}{N^\alpha}} \|x_0 - y_0\|_L
\]

\[
\Rightarrow \|x - y\|_\ast < \|x_0 - y_0\|_L
\]

if \(N\) is chosen the same as that in the Theorem 3 which leads to \(\frac{1}{1 - \frac{lK}{N^\alpha}} \in (0, 1)\). Let \(\delta = \epsilon\), then we can deduce that the equilibrium of the fractional evolutionary game defined in Eqs. (24) and (25) are uniformly stable based on Definition 4. \(\square\)