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Abstract—Graph neural networks (GNNs) have been successfully exploited in graph analysis tasks in many real-world applications. The competition between attack and defense methods also enhances the robustness of GNNs. In this competition, the development of adversarial training methods put forward higher requirement for the diversity of attack examples. By contrast, most attack methods with specific attack strategies are difficult to satisfy such a requirement. To address this problem, we propose GraphAttacker, a novel generic graph attack framework that can flexibly adjust the structures and the attack strategies according to the graph analysis tasks. Further, we introduce a novel similarity modification rate (SMR) to conduct a stealthier attack considering the change of node similarity distribution. Experiments on various benchmark datasets demonstrate that GraphAttacker can achieve state-of-the-art attack performance on graph analysis tasks of node classification, graph classification, and link prediction, no matter the adversarial training is conducted or not. Moreover, we also analyze the unique characteristics of each task and their specific response in the unified attack framework. The project code is available at https://github.com/honoluluuuu/GraphAttacker.
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1 INTRODUCTION

Our lives are surrounded by various graphs, such as social networks [1], e-commence networks [2], biological networks [3], traffic networks [4], which produce abundant graph-structured data. In recent years, a large number of GNNs [5], [6], [7] have been proposed to better analyze the various information contained in these data. Compared with the traditional graph embedding methods [8], [9], GNNs have achieved superior performance.

The development of GNNs has promoted wide applications of graph analysis in the real world tasks, i.e., node classification [10], [11], graph classification [12], [13], link prediction [14], [15], and community detection [16], [17]. The node classification task, learning hidden representation of nodes, is widely used in social user identification [6] and financial scam detection [18]. The graph classification task aggregates the node-level representation to the graph-level, achieving satisfying performance in biomolecular recognition [12] and malware detection [19]. The link prediction task and the community detection task can predict the possible links in the future and divide similar nodes into the same community, respectively. They both play crucial roles in the personalized recommendation system [20], [21] of the e-commerce platform.

Since numerous GNNs have achieved satisfying performance in real-world tasks, the potential security issues of GNNs also pose severe threats to downstream applications. In social networks, malicious users may threaten social and political security by hiding their criminal behavior [22]. In various online data, de-anonymization attacks [23], [24] expose users private information, leading to privacy leakage. To reduce such threats as much as possible, both attack [25], [26], [27], [28], [29], [30], [31] and defense methods [32], [33], [34], [35], [36], [37] are proposed to improve the robustness of GNNs. More specifically, existing attack methods can be mainly categorized as adversarial attacks [25], [26], [27] and poisoning attacks [28], [29], [38] to reveal the vulnerability of GNNs in the inference process and the training process, respectively. Unfortunately, these attack methods can only attack a single graph analysis task and are difficult to apply directly to other tasks. In the aspect of defense methods, they are brought up to improve the robustness of GNNs, such as adversarial training [32], [33], adversarial perturbation detectors [34], [39], graph purification defense [36], and other defense methods [35], [37].

In recent years, the defense methods on GNNs have effectively improved the robustness of graph analysis methods. Generating diversiform adversarial examples and imperceptible perturbations are still challenges for most attack methods. For the diversity of adversarial examples, most attack methods first obtain perturbation candidate sets through optimizers such as gradient learning [26], evolutionary computation [39], meta-learning [40], and other optimizers [27], [29], [30]. Then they select the perturbations with the most significant impact on the downstream graph analysis tasks from the candidate sets. These attacks are difficult to generate a diversiform perturbation candidate sets since the model parameters are fixed. Although the existing attack methods have implemented graph structure attack [26], [27], feature attack [38], or hybrid attack [25], [29], most of them aim at a specific graph analysis task, adopting the particular modification strategy and stealthiness constraint without considering the diversity of attack targets and strategy. For the perturbations’ stealthiness, several works [41], [42], [43] point out that the key of an effective attack on the graph is to add links between dissimilar nodes. They have achieved satisfactory defense effects by deleting the links between dissimilar nodes.

In summary, it is still a challenge to bring up an attack method that is suitable for multiple graph analysis tasks and considers the diversity of adversarial examples. It is helpful to explore the generality and specificity of different graph analysis tasks, promoting defense research on the graph analysis tasks.
We illustrate and analyze the experimental results in Section 5. In Section 4, we introduce the related works on adversarial attacks and defenses on GNNs. In Section 3, we present the definition of several graph analysis tasks and our general attack problem. Section 4 describes our GraphAttacker for multi-task graph attack in detail. We illustrate and analyze the experimental results in Section 5. In Section 6, we conclude this paper and indicate the future work.

## 2 RELATED WORK

Our work builds upon three categories of recent research: graph attack, graph defense, and multi-task learning on graph.

### 2.1 Graph Attack

In this section, we briefly review graph attack methods, mainly categorized into node classification attacks, graph classification attacks, link prediction attacks, and community detection attacks.

#### Node classification attack

Zugner et al. [25] proposed the first adversarial attack against the graph data to generate the adversarial examples iteratively, namely NETTACK. Zugner et al. further proposed Meta-Self [40], using meta-gradients to solve the bi-level problem underlying training-time attacks when the node classification model and its training weights are unknown. In [47], Wang et al. used a greedy algorithm to generate malicious nodes’ links and corresponding attributes. They designed a discriminator based on GAN to ensure that the perturbations are imperceptible. GF-Attack [27] constructs the corresponding graph filter to realize the black box attack on the graph embedding method. GUA [48] searches for a group of anchor nodes that can affect the prediction results of the target node to achieve general attacks on node classification tasks. Both IG-JSMA [41] and SGA [49] are gradient-based attack methods. They implement attacks based on the integral gradient information of the whole graph and the gradient information of the constructed subgraph, respectively.

#### Graph classification attack

Several works have explored attacks on graph classification tasks. Dai et al. [50] regarded the decision-making process of the adversarial attack as a Markov decision-making process (MDP). They proposed an attack method based on reinforcement learning (RL-S2V) to study the attack on graph classification. Tang et al. [51] took the pooling operation of the hierarchical graph convolution network (GCN) model as the attack target, thus preserving the wrong node information. PA-Backdoor [29] and GTA [28] are poisoning attacks on the graph classification task. They generate different subgraphs as backdoor triggers to achieve attacks in the training process.

#### Link prediction and community detection attacks

Chen et al. [52] implemented an iterative gradient attack (IGA) by using the gradient information of the trained graph auto-encoder (GAE) [53]. Chen et al. further considered the dynamic nature of real-world systems and proposed the first adversarial attack [54] for dynamic link prediction (DNLP). Besides the above graph analysis task, Chen et al. [30] regarded community detection attacks as an optimization problem and proposed an attack strategy based on genetic algorithm and Q modularity. Yu et al. [55] proposed an attack method based on a genetic algorithm, which disturbs the Euclidean distance between node pairs in the embedding space.

## Table 1: Comparison of different attack methods.

| Method     | Principle          | Task                        | Attack strategy | Stealthiness constraints |
|------------|--------------------|-----------------------------|-----------------|--------------------------|
| DICE       | Heuristic          | Node classification, link prediction | ✓              | ✓                        |
| NETTACK    | Greedy algorithm   | Node classification         | ✓ ✓ ✓           | ✓ ✓ ✓                    |
| GF-Attack  | Approximate spectrum | Node classification   | ✓              | ✓ ✓ ✓                    |
| GUA        | Classification boundary | Node classification       | ✓              | ✓ ✓ ✓                    |
| IG-JSMA    | Gradients          | Node classification         | ✓ ✓ ✓           | ✓ ✓ ✓                    |
| SGA        | Gradients          | Node classification         | ✓              | ✓ ✓ ✓                    |
| GraphAttacker | GAN               | Node classification, link prediction | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ ✓ ✓ |

For instance, in the blockchain transaction platform, phishing detectors classify the target address as normal or phishing. Recently, researchers modeled the blockchain phishing detector as different graph analysis tasks, including node classification [44], graph classification [45], and link prediction [46] tasks. Designing a general attack framework can help evaluate the robustness of diverse phishing detectors under the same attack conditions and discover their common or unique vulnerabilities. This paper proposes GraphAttacker, a general multi-task graph attack framework, which can achieve diversiform adversarial attacks and state-of-the-art performance in various graph analysis tasks. The GAN-based adversarial example generator is suitable for various graph analysis tasks. It can overcome the limitation of perturbation generation from the candidate set to achieve diversiform attack targets and strategies.

Additionally, it is also convenient to carry out different stealthiness constraints after generating adversarial examples. However, is the existing stealthiness constraints imperceptible enough? We observed the deficiency of the current attack methods through the node similarity, which inspired us to design an SMR to limit the adversarial perturbations. The main contributions of our work are summarized as follows:

- We propose a general attack framework for multiple graph analysis tasks, namely GraphAttacker. It combines multiple modification strategies, attack scale, and stealthiness constraints according to different downstream tasks and achieves efficient and general graph attacks in a self-adaptive strategy generation manner.
- Based on attack budget $\triangle$ and node degree distribution statistics $\lambda$, our proposed SMR ensures that the perturbations do not significantly change the similarity of the node pairs but further enhances the adversarial perturbations’ stealthiness.
- Extensive experiments conducted on node classification, graph classification, and link prediction demonstrate that GraphAttacker can achieve state-of-the-art attack performance under a certain task, no matter the adversarial training is conducted or not. Moreover, we also explore the unique characteristics of each task when conducting unified attacks and put forward some insights.

The rest of this paper is organized as follows. In Section 2, we introduce the related works on adversarial attacks and defenses on GNNs. In Section 3, we present the definition of several graph analysis tasks and our general attack problem. Section 4 describes our GraphAttacker for multi-task graph attack in detail. We illustrate and analyze the experimental results in Section 5. In Section 6, we conclude this paper and indicate the future work.
The current attack methods mainly adopt specific strategies to achieve attacks of a particular graph analysis task. These attack methods are difficult to apply to other graph analysis tasks directly. They cannot generate diversiform adversarial examples either. Moreover, the stealthiness of adversarial perturbations is also worthy of discussion.

2.2 Graph Defense

Since the attacks on the graph analysis tasks have been brought up, the defense research for the graph analysis tasks is also under intensive development.

Adversarial training. As one of the most commonly used defense methods, adversarial training has achieved excellent defense performance against a series of similar adversarial examples. Dai et al. [32] designed perturbations with different L2-Norm constraints according to different positive target-context pairs and prevented perturbations from spreading on the graph through adversarial training. Feng et al. [33] designed a virtual adversarial regularizer, which smooths the prediction distribution in the most sensitive direction to enhance the robustness of the model. Sun et al. [56] added a virtual adversarial loss to the basic loss function to improve the generalization of GCN.

Adversarial perturbation detectors. The adversarial perturbation detectors can detect possible adversarial perturbations in advance by investigating the distinction between the adversarial examples and clean ones. According to the attack principle of NETTACK, Entezari et al. [34] captured the possible adversarial perturbations by calculating the mean of the KL divergences between the softmax probabilities of the node and its neighbor nodes. GraphSAC proposed by Ioannidis et al. [39] randomly draws a subset of nodes and relies on graph-aware criteria to filter out the node-set contaminated by abnormal nodes. Wu et al. [41] measured the similarities between nodes by Jaccard index and removed the edges that connect very different nodes. GNNGuard [42] introduces the neighbor importance estimation and the layer-wise graph memory components, which learn how to assign higher weights to edges connecting similar nodes while pruning adversarial perturbations between unrelated nodes.

Other defense methods. Besides adversarial training and adversarial perturbation detectors, Chen et al. [35] trained a distillation GCN model by using the output confidence of the initial GCN as a soft label. Based on graph purification defense, [36] performed a low-rank approximation on the graph to reduce the impact of NETTACK. Several defense methods [37], [38] distinguish between the adversarial examples and the clean ones through attention mechanism and train robust models by penalizing weights on adversarial nodes or edges. Bojchevski et al. [55] increased the number of certifiably robust nodes through robust training, utilizing the worst-case margin to encourage the model to learn more robust weights.

2.3 Multi-task Learning on Graph

Multi-task Learning on Graph The existing multi-task learning in the graph field mainly focuses on learning node representations that can be used to perform multiple tasks [39], [40], [41]. Zhang et al. [62] exploited historical multitasking experience to learn how to choose a suitable multi-tasking model for a new task. MT-MVGCN [63] extracts the abundant information of multiple views on a graph through a multi-view graph convolutional network but is limited to simultaneously tackling link prediction and node classification tasks. Buffelli et al. [54] proposed a more widely applicable meta-learning strategy for multi-task representation learning. They generated higher-quality node embeddings in the case of model-agnostic and task-agnostic.

Combining multi-task learning and graph adversarial attacks can achieve a general attack on multiple graph analysis tasks with a single attack method. Analyzing the unique characteristics of each task and its specific response in the unified attack framework is beneficial to discover the vulnerabilities of different graph analysis tasks and promote defense research on them.

3 PRELIMINARIES

This section introduces the definition of several graph analysis tasks and the general attack problem. For convenience, the definitions of some necessary notations used in this paper are briefly summarized in TABLE 2.

| Symbol | Definition |
|--------|------------|
| G = (V, E, X) | Input graph with nodes V, links E, and node attribute X |
| G = (A, X) | Simplified graph of replacing the V and E |
| G = (A′, X′) | Adversarial example with continuous values |
| G = (A′′, X′′) | Adversarial example with discrete values |
| τ ∈ T | Target instances, could be G, v, or v;j |
| Gk-adv = (Aadv, Xadv) | K-hop neighbor subgraph constructed according to the target instance τ |
| Ψ(G′) | Set of generated adversarial examples |
| N | Number of nodes on graph G |
| fθ(.) | Target GNN model with the parameters θ |
| F | Category set of nodes on graph G |
| Y | Category set of graphs on graph set Gset |
| I | Category set of links on graph G |
| St (GS) | Training (test) instances, could be Gset, V, or E |
| yl | Ground truth label of τ |
| L | Loss function of target GNN model fθ(.) |
| Z | Output of the target GNN model fθ(.) |
| H(l) | The l-th hidden representation of the feature extractor |
| W(l) | The l-th trainable weight matrix of the feature extractor |
| H | Hidden layer dimension of feature extractor |
| d | Dimension of low-dimensional representation zi |
| Wl,a and Wl,c | Dimension expansion matrices of A and C on MAG |
| k | Attack scale on MAG |
| W(l)dp and Sdp | The l-th trainable weight matrix and the bias of SD |
| σ | Sigmoid, softmax, and relu active functions |
| sij | Low-dimensional representation of node vi |
| r | Similarity score between nodes vi and vj |

Perturbation ratio on GraphAttack

TABLE 2: The definitions of notations.
Graph analysis tasks GraphAttacker Attack result

Fig. 1: The framework of GraphAttacker. It generates adversarial examples through iterative training of three components, including multi-strategy attack generator (MAG), similarity discriminator (SD), and attack discriminator (AD). The example that satisfies both the attack effect and the stealthiness constraints are regarded as the final adversarial examples.

predict the categories of unlabeled graph \( G_u \) through the trained \( f_{\text{graph}}^* \).

**DEFINITION 3 (Link prediction).** Different from the node classification task, the link prediction task replaces \( V_i \) and \( F \) with labeled links \( E_l \) and link categories \( I = \{0, 1\} \), and trains model \( f_{\text{link}}^* \) to predict the categories of unlabeled links \( E_u \).

**PROBLEM 1 (General attack).** For a given target instance set \( T \subseteq S_u \), where \( S_u \) could be \( V_u \), \( G_u \) or \( E_u \) for different graph analysis tasks, and \( S_l \) is the training instance. The attacker aims to maximize the loss of the target instances \( \tau_i \) on \( f_{\text{graph}}^* \), causing \( \tau_i \) to get the wrong prediction result. Generally, we can define the general graph attack as:

\[
\max_{G' \in \Psi(G)} \sum_{\tau_i \in T} \mathcal{L}(f_{\text{graph}}^*(G', X, \tau_i), y_i)
\]

subject to \( \theta^* = \arg\min_{\theta} \sum_{\tau_i \in S_l} \mathcal{L}(f_{\text{graph}}(G, X, \tau_i), y_j) \)

where \( \Psi(G) \) is the set of generated adversarial examples.

**4 METHOD**

Our proposed GraphAttacker conducts an attack on multiple graph analysis tasks by combining different modification strategies, attack scale, and stealthiness constraints. Fig[1] shows the process of GraphAttacker on various graph analysis tasks. GraphAttacker framework consists of three modules: the multi-strategy attack generator (MAG), the similarity discriminator (SD), and the attack discriminator (AD). GraphAttacker modifies the graph structure and node attributes within given stealthiness constraints to attack the corresponding target model through alternating training of MAG, SD, and AD. In this part, we take the node classification attack task as an example to introduce our GraphAttacker.

**4.1 Multi-Strategy Attack Generator (MAG)**

Due to the discreteness of the graph-structured data, the existing graph attack methods prefer to selecting the optimal attack operation based on different optimizers, which are usually designed by the specific graph analysis task. The optimizers of these methods play a decisive role in generating adversarial examples and may have higher requirements on the model structure. When applied to other graph analysis tasks, these generation processes cannot be directly applied to other functions because they are not designed in a transferable manner.

Considering the diversity of attack targets, a generative adversarial example generator is worth considering. In our GraphAttacker, SD and AD can be regarded as our optimizers, which only play a guidance role in the generation process of MAG. Even if we can only obtain the prediction confidence of the target model without knowing the knowledge of the model structure, we can also guide the MAG to generate adversarial examples. This allows our MAG to generate adversarial examples for different graph analysis tasks quickly. Here we introduce the structure of MAG, multiple attack strategies, and multiple stealthiness constraints.

**4.1.1 Structure of MAG**

The proposed MAG generates diversiform adversarial examples through multiple attack strategies and stealthiness constraints. MAG contains two modules, including a feature extractor and a graph reconstructor.

**Feature extractor.** To better learn the feature of graph structure and node attributes, we consider using the graph convolutional layer to extract the information on the graph. Here, the hidden layer \( l + 1 \) is defined as

\[
H^{(l+1)} = \sigma(\tilde{A}H^{(l)}W^{(l)})
\]

where \( \tilde{A} = D^{-\frac{1}{2}}A D^{-\frac{1}{2}} \), \( A \) is the adjacency matrix, and \( \tilde{A} = A + I_N \) is the adjacency matrix of the real graph \( G \) with self-connections. \( I_N \) is the identity matrix and \( D_{ii} = \sum_j A_{ij} \) denotes the degree matrices of \( A \). In the first layer, we use the node attributes as input, i.e., \( H^{(0)} = X \), \( \sigma \) is the Relu active function. Specifically, we consider a two-layer GCN [6] as the graph feature extractor. It maps the graph structure and node attribute information to a \( d \)-dimensional node representation \( Z \), which is defined as:

\[
Z = f_{\text{node}}(X, A) = f(\tilde{A}\sigma(\tilde{A}XW^{(0)})W^{(1)})
\]

where \( W^{(0)} \in \mathbb{R}^{N \times H} \) and \( W^{(1)} \in \mathbb{R}^{H \times d} \) denote the trainable weight matrix of the hidden layer and the output layer with the hidden layer dimension \( H \), respectively. The values of \( H \) and \( d \) determine the quality of the learned low-dimensional representation \( Z \), and they are usually selected based on experimental results. \( f \) is the softmax function.

**Graph reconstructor.** After obtaining the node representation \( Z \) through the graph feature extractor, we use a dimension expansion matrix \( W_{ex} \) to reconstruct \( Z \) into the continuous adversarial example \( G' \) :

\[
G' = \left\{ \begin{array}{l}
A' = \text{sign}(A'_e) \\
X' = \text{sign}(X'_e)
\end{array} \right.
\]

where \( Z \subset \mathbb{R}^{N \times d} \), \( W_{ex}^A \subset \mathbb{R}^{d \times N} \) and \( W_{ex}^X \subset \mathbb{R}^{d \times d} \) are the dimension expansion matrices of graph structure \( A \) and node attributes \( X \). Sigmoid function \( \text{Sigmoid} \) maps the element values of generated data between \([0,1]\). Then we obtain discrete \( G' \) by the sign function:

\[
G' = \left\{ \begin{array}{l}
A' = \text{sign}(A'_e) \\
X' = \text{sign}(X'_e)
\end{array} \right.
\]

other graph analysis tasks, these generation processes cannot be directly applied to other functions because they are not designed in a transferable manner.
where the sign function sets the value greater than 0.5 to 1, and the others to 0.

4.1.2 Multiple attack strategies

Fig. 2 shows how MAG in GraphAttacker generates graph structure attack and node attributes attack based on different graph analysis attack strategies. In our GraphAttacker, we design optional modify strategies and attack scale to meet the requirements of different attack scenarios.

Modify strategy. In MAG, the hybrid attack can usually achieve the most effective attack. In this scenario, MAG can adaptively select the optimal attack target (graph structure attack or node attributes attack) and perturbation size according to the guidance of AD. Considering the attack scenarios that can modify the graph structure or the node attributes, MAG also provides graph structure attack and node attribute attack. The different modifying strategies are described as follows:

Graph structure attack: We use the Z and the $W^A_{ex}$ to generate the adversarial adjacency matrix $A'$, by Eq.4 and Eq.5 and preserve the original node attributes $X' = X$.

Node attribute attack: We want to preserve the original adjacency matrix $A = A$ in some cases. We only use the Z and the $W^X_{ex}$ to generate the adversarial node attributes $X'$ by Eq.4 and Eq.5.

Hybrid attack: Combining graph structure attack and node attribute attack, we both generate the adversarial adjacency matrix $A'$ and node attributes $X'$ to realize an adaptive modification strategy.

Attack scale. In addition to the multiple modification strategies, the different attack scales can also help generate diversiform adversarial examples. Unlike the adversarial example generation node that modifies the original graph once in each iteration, the MAG needs to generate a whole graph. The process will consume considerable computing resources, although it helps generate diversiform adversarial examples and allows it to extend to multi-strategy analysis tasks. Therefore, it is necessary to reduce the attack cost of GraphAttacker.

Here, we use $K$-hop subgraph instead of the original graph in the attack process to achieve an efficient and low-cost attack. The increase of the $K$ value MAG will conduct attacks on a larger scale and increase the complexity of the MAG. Specifically, we select the target node and its $K$-hop neighbors from the original graph $G$ to form a $K$-hop subgraph $G_{K-sub} = (A_{sub}, X_{sub})$. To prevent the node categories in the subgraph from becoming too concentrated, 20% of subgraph nodes are randomly selected from other categories and added to the $G_{K-sub}$, converted to the adversarial subgraph $G'_{K-sub} = (A'_{sub}, X'_{sub})$ by MAG to have the same size as $G_{K-sub}$. When the attack on $G_{K-sub}$ is successful, we will replace the subgraph $G_{K-sub}$ with $G'_{K-sub}$ in the original graph $G$ to obtain the adversarial example $G' = (A', X')$.

After solving the high complexity problem of MAG, we can achieve low-cost and effective attacks in different attack scales. Like the above-mentioned hybrid attack, the unlimited attack is also an adaptive attack, which can automatically select the optimal attack target among the direct or indirect neighbors of the target instance. The different attack scale $k \in \mathbb{N}_+$ are described as follows:

Direct attack ($k = 1$): Only delete the existing links of the target node, add a new one, or modify the attributes of the target node.

Indirect attack ($k \leq K$; $k \neq 1$): Delete or add links in the 2-to-$K$ hop node pairs except the target node in the subgraph, or modify the attributes of these nodes.

Unlimited attack ($k \leq K$): Combining the above two attack scales, delete or add links between any pair of nodes in the subgraph, or modify the attributes of any node.

4.1.3 Multiple stealthiness constraints

While achieving efficient and effective attacks, it is also necessary to ensure imperceptible perturbations in our adversarial examples. One choice is to limit the perturbation in generating adversarial examples by setting a stealthiness constraint loss. Since MAG generates adversarial examples through a generative strategy, the additional stealthiness constraint loss can only serve as a guiding role for MAG, i.e., it cannot ensure that the generated adversarial examples satisfy our stealthiness requirements.

Based on the above consideration, we perform stealthiness constraint evaluation after an adversarial example has been generated. The evaluation is independent of the attack process, which can help us achieve diversiform stealthiness constraints more easily. Here, we consider the following stealthiness constraints:

Attack budget $\Delta$. It accumulates the adjacency matrix and node attributes changes and limits them within the budget $\Delta$ to constrain the overall perturbation size of the adversarial example. Test statistic $\Lambda$. Zugner et al. [25] pointed out that the graph structure’s most prominent characteristic is its degree distribution. They provide a test statistic $\Lambda$ to limit the changes of node degree distribution.
Similarity modification ratio (SMR). Link prediction task usually use similarity scores to infer the possibility of link existence. The higher the similarity score between two nodes indicates the higher probability that they are linked. In other words, the links that exist between node pairs with low similarity scores may be abnormal. Based on this speculate, we constrain the perturbations at the node similarity level. Here we consider using cosine similarity to measure the similarity score between nodes $v_i$ and $v_j$:

$$s_{ij} = \frac{z_i \cdot z_j}{\|z_i\| \|z_j\|}$$  \hspace{1cm} (6)

where $v_i$ is our target node and $v_j \in S_i$ is the node that has a link with $v_i$. $z_i$ and $z_j$ are the i-th and j-th rows of $Z$, denoting the node representation of node $v_i$ and node $v_j$, respectively.

Using these similarity scores, we calculate the average similarity between the target node and its connected nodes to estimate the difference between $G$ and $G'$. It is worth noting that since the graph structure in $G'$ has changed, we need to use $z_i'$ and $z_j'$ to calculate $s_{ij}$ in $G'$. The SMR of node $v_i$ is:

$$SMR_i = \frac{(\sum_{j \in S_i} s_{ij})/|S_i| - (\sum_{j \in S'_i} s'_{ij})/|S'_i|}{(\sum_{j \in S_i} s_{ij})/|S_i|}$$  \hspace{1cm} (7)

4.2. Similarity Discriminator (SD)

The generated adversarial examples should be highly similar to the original ones. For this consideration, we design an SD, which aims to learn the difference between $G_{\text{sub}}$ and $G'_{\text{sub}}$, and distinguish the two as much as possible. SD also provides feedback to the MAG and guides it to generate an adversarial subgraph similar to the original one. Since the responsibility of SD is to ensure that the adversarial example is similar to the original one, it is independent of downstream graph analysis tasks. So we use a classic multi-layer perception (MLP) with one hidden layer as our SD, whose output layer is set to a one-dimensional sigmoid function. Briefly, the details of the SD can be formulated as follows:

$$SD(G) = S\left(W_{SD}^{(0)}W_{SD}^{(1)}h(0) + b(0) + b^{(1)}\right)$$  \hspace{1cm} (8)

where $\{W_{SD}^{(0)} \in \mathbb{R}^{N^2 \times H_{SD}}, W_{SD}^{(1)} \in \mathbb{R}^{H_{SD} \times 1}\}$ and $\{b^{(0)} \in \mathbb{R}^{H_{SD}}, b^{(1)} \in \mathbb{R}\}$ are the parameters of the hidden layer and the output layer, respectively. $H_{SD}$ is the hidden layer’s dimension of SD. The input $h(0)$ is the row-wise vector reshape from the graph structure $A$ or the node attributes $X$ according to the modification strategy. $S$ represents the sigmoid function of the output layer.

4.3. Attack Discriminator (AD)

Through alternate training of MAG and SD, we can get an adversarial example similar to the real one, but this does not satisfy our attack requirement. We add the AD to the game between MAG and SD to form a three-player game, making the generated adversarial examples have effective attack ability.

As our attack optimizer, the responsibility of AD is to guide MAG to generate adversarial examples, which can mislead the target model. Therefore, we design AD according to different target models. It is worth noting that when the target model has been trained, we only design the feedback to MAG according to the prediction confidence output of the target model, without the knowledge about the internal structure and the parameter information of the model. Considering that the untrained target model, we adopt the GCN model as our AD in the node classification task, which has the same model structure as the feature extractor in section 4.1.1 so we denote AD as:

$$AD(G) = f^{\text{node}}(X, A) = f\left(A^{\sigma}\left(A^{\text{XW}(0)}\right)^{\text{W}(1)}\right)$$  \hspace{1cm} (9)

AD obtains the category prediction confidence of the nodes according to the input graph $G$, here $d = |F|$.

4.4 Training Procedure

GraphAttacker can continuously generate massive and diversiform adversarial examples during the testing process based on the proposed three modules of MAG, SD, and AD. During the generation process, we perform a three-player non-cooperative game among MAG, SD, and AD. As shown in Fig.3, we design an alternate adversarial training process for MAG-SD and MAG-AD. SD and AD directly alternate training with MAG. SD and AD would indirectly affect each other through MAG. The three-player game of GraphAttacker includes the following four types:

**Train (MAG→SD).** Training SD via freezing the weights of MAG, and the optimization objective of SD is:

$$\max_{SD} E_{G_{K-sub} \sim \text{preal}} \log SD(G_{K-sub}) + E_{G_{K-sub} \sim \text{pMAG}} \log (1 - SD(G'_{K-sub}))$$  \hspace{1cm} (10)

where $G_{K-sub} \sim \text{preal}$ and $G_{K-sub} \sim \text{pMAG}$ denote original subgraph and adversarial subgraph generated by MAG, respectively.

**Train (SD→MAG).** Training MAG via freezing the weights of SD, and the optimization objective of MAG is:

$$\min_{MAG} E_{G_{K-sub} \sim \text{pMAG}} \log (1 - SD(G'_{K-sub}))$$  \hspace{1cm} (11)

**Train (MAG→AD).** Training AD via freezing the weights of MAG, and the optimization objective of AD is:

$$\max_{AD} E_{G_{K-sub} \sim \text{preal}} \log (AD^c(G_{K-sub})) + E_{G_{K-sub} \sim \text{pMAG}} \log (1 - (AD^c(G'_{K-sub}))$$  \hspace{1cm} (12)

s.t. $c = \text{argmax}(y)$ where $y$ represents one-hot encoded ground-truth label for target instance, and $\text{argmax}(y)$ is the position of the maximum value in...
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Will the perturbations generated by the existing attack

RQ2

The main research questions of this section are:

This section applies GraphAttacker to different graph analysis
tasks and compares the achieved attack results with the baselines.

Graph classification attack. In the graph classification task
attack, the target instance is the whole graph \(G\), and the expected
output of AD is the graph-level label of the target instance. AD can be expressed as:

\[
AD(G) = f_{\text{graph}}(X, A) \in \mathbb{R}^{Y}
\]  

(14)

where \(Y = [y_1, \cdots, y_{|Y|}]\) denotes the category set of graphs, \(|Y|\) is the number of graph categories. After obtaining the category
prediction confidence of graphs, GraphAttacker performs iterative
training on MAG, SD, and AD as well as in Section 4.4.

Link prediction attack. The link prediction task takes the existence
of the link instead of the node category as the prediction target. In this scenario, AD can be expressed as:

\[
AD(G) = f_{\text{link}}(X, A) \in \mathbb{R}^{N \times N}
\]  

(15)

where \(N\) is the total number of nodes in \(G\). The \(i\)-th row and \(j\)-th column of AD indicate the category prediction confidence of the existence of the link between nodes \(v_i\) and \(v_j\). The training process of GraphAttacker is the same as above.

4.5 Multi-Task Graph Attack

In GraphAttacker, the structure of MAG and SD is general to
different graph analysis tasks. We can easily implement attacks
on other graph analysis tasks by modifying AD as a target graph
analysis task model. Here, we briefly describe the difference in
AD for graph classification and link prediction tasks.

Graph classification attack. In the graph classification task
attack, the target instance is the whole graph \(G\), and the expected
output of AD is the graph-level label of the target instance. AD can be expressed as:

\[
\begin{align*}
\text{AD}(G) &= f_{\text{graph}}(X, A) \in \mathbb{R}^{Y} \\
\text{AD}(G) &= \left[\begin{array}{c}
f_{\text{graph}}(X_1, A_1) \\
f_{\text{graph}}(X_2, A_2) \\
\vdots \\
f_{\text{graph}}(X_n, A_n)
\end{array}\right] \\
\text{AD}(G) &= \left[\begin{array}{c}
f_{\text{graph}}(X_1, A_1) \\
f_{\text{graph}}(X_2, A_2) \\
\vdots \\
f_{\text{graph}}(X_n, A_n)
\end{array}\right]
\end{align*}
\]  

where \(Y = [y_1, \cdots, y_{|Y|}]\) denotes the category set of graphs, \(|Y|\) is the number of graph categories. After obtaining the category
prediction confidence of graphs, GraphAttacker performs iterative
training on MAG, SD, and AD as well as in Section 4.4.

Link prediction attack. The link prediction task takes the existence
of the link instead of the node category as the prediction target. In this scenario, AD can be expressed as:

\[
\begin{align*}
\text{AD}(G) &= f_{\text{link}}(X, A) \in \mathbb{R}^{N \times N} \\
\text{AD}(G) &= \left[\begin{array}{c}
f_{\text{link}}(X_1, A_1) \\
f_{\text{link}}(X_2, A_2) \\
\vdots \\
f_{\text{link}}(X_n, A_n)
\end{array}\right] \\
\text{AD}(G) &= \left[\begin{array}{c}
f_{\text{link}}(X_1, A_1) \\
f_{\text{link}}(X_2, A_2) \\
\vdots \\
f_{\text{link}}(X_n, A_n)
\end{array}\right]
\end{align*}
\]  

where \(N\) is the total number of nodes in \(G\). The \(i\)-th row and \(j\)-th column of AD indicate the category prediction confidence of the existence of the link between nodes \(v_i\) and \(v_j\). The training process of GraphAttacker is the same as above.

5 EXPERIMENTS

This section applies GraphAttacker to different graph analysis
tasks and compares the achieved attack results with the baselines.

The main research questions of this section are:

RQ1 For a specific graph analysis task, how does the attack
performance of GraphAttacker compared with existing
attack methods?

RQ2 Will the perturbations generated by the existing attack
methods significantly change the average similarity value
of node pairs? If there is such a defect, can GraphAttacker
make up for it?

RQ3 What is the impact of different graph datasets on attack
performance?

RQ4 What insights can we gain from the attack results on
different graph analysis tasks through GraphAttacker?

5.1 Experiment Setting

We randomly split each dataset into the training set, validation
set, and test set according to different division ratios introduced in
different graph attack experiments. We select 20 instances from
each class to form our whole target instance set \(T\). For each
attacked instance, we generate 20 adversarial examples. Once
an adversarial example can successfully mislead the target graph
analysis task, we consider the attack successful. At this time,
we stop the attack process and output the adversarial example.
We conduct attack experiments on different ratios of training
times for MAG, SD, and AD. The Adam optimizer is used to
optimize our GraphAttacker, and the learning rate is searched

| Algorithm 1: GraphAttacker: General multi-task graph attack |
|-----------------------------------------------|
| **input**: Original graph \(G = (A, X)\) or graph set \(G_{\text{set}} = \{G_1, \cdots, G_n\}\), target instance \(\tau\), stealthiness constraints \(R = \{\Delta, A, SMR\}\), perturbations \(\delta(G, G')\), the number of steps to apply to SD, MAG, AD, which are represented as \(k_{SD}, k_{MAG}\), and \(k_{AD}\). |
| **output**: Adversarial examples \(G' = (A', X')\). |
| 1. Train the target model: \(\theta^* \leftarrow \min_{\theta} \mathcal{L}_{\text{model}}(\theta, A, X)\) and feature extractor on original graph \(G\) to obtain \(Z\) by Eq.3 Randomly initialize the dimension expansion matrix \(W_{ex}\). |
| 2. for number of training iterations do |
| 3. for \(k_{SD}\) steps do |
| 4. generate an adversarial example \(G'\) by Eq.4 and Eq.5; update the SD by ascending gradient: |
| \(\nabla_{\theta_{SD}} \left[\log \text{SD}(G, \tau) + \log \left(1 - \text{SD}(G', \tau)\right)\right];\) |
| 5. for \(k_{MAG}\) steps do |
| 6. update the MAG by descending gradient: |
| \(\nabla_{\theta_{MAG}} \log \left(1 - \text{SD}(G', \tau)\right);\) |
| 7. for \(k_{AD}\) steps do |
| 8. update the AD by ascending gradient: |
| \(\nabla_{\theta_{AD}} \left[\log \text{AD}(G, \tau) + \log \left(1 - \text{AD}(G', \tau)\right)\right];\) generate a new adversarial example \(G'\); |
| 9. update the MAG by descending gradient: |
| \(\nabla_{\theta_{MAG}} \log \left(1 - \text{AD}(G', \tau)\right);\) |
| 10. if attack success then |
| 11. if \(\delta(G, G') < R\) then |
| 12. break: |
| 13. end |
| 14. end |
| 15. end |
| 16. end |
| 17. return The adversarial example \(G'\). |


in [0.001, 0.1]. Other key hyper-parameters are set by a hyper-parameter search in the hidden layer dimension of feature extractor $H_e \in \{16, 32, 64, 128, 328\}$, the hidden layer dimension of SD $H_{SD} \in \{16, 32, 64, 128, 328\}$, the subgraph hop number $K \in \{1, 2, 3, 4, 5\}$, and the attack scale $k \in \{0, 1, 2, 3, 4, 5\}$.

In our experiments, when the ratio of training times for MAG, SD, and AD is 1:1:1, the adversarial examples generated by GraphAttacker can both meet our attack requirements and stealthiness constraints. The final learning rate of MAG, SD, and AD is set to 0.03, and the hidden layer dimensions of the feature extractor and the SD are both set to 64. We implement our proposed GraphAttacker with Tensorflow, and our experimental environment consists of 17-7700K 3.5GHzx8 (CPU), TITAN Xp 12GiB (GPU), 16GBx4 memory (DDR4) and Ubuntu 16.04 (OS).

### 5.2 Datasets

We evaluate GraphAttacker on 13 real-world datasets, including Cora [66], Citeseer [67], Pol.Blogs [68], Pubmed [69], PROTEINS/PROTEINS-full [70], D&D (Dobson and Doig) [71], ENZYMES [72], NCI1 (National Cancer Institute 1) [73], IMDB-BINARY [74], NS (Network Science) [75], Yeast [76], and Facebook [77]. We divide these datasets according to different graph analysis tasks. Among them, the citation datasets Cora, Citeseer, Pubmed, and the political blog dataset Pol.Blogs are usually applied to the node classification task. PROTEINS/PROTEINS-full, D&D, ENZYMES, and NCI1 are bioinformatics datasets representing the relationship between biochemical structures, and IMDB-BINARY is a dataset containing movies classified by binary classification on IMDB. They are all used for the graph classification task. The NS, Yeast, and Facebook datasets used for the link prediction task contain the collaboration relationship between scientists in the network field, protein interaction relationship, and the user social relationship, respectively. Some datasets do not have original node attributes, such as Pol.Blogs, NS, Yeast, and Facebook. In PROTEINS, DD, NCI1, and IMDB-BINARY, the node categories of each graph constitute their node attributes. The basic statistics of these datasets are summarized in Table 3. We show the average number of nodes and links in each dataset used in the graph classification task.

### 5.3 Baselines

Since most of the existing graph classification attacks are poisoning attacks [28], [29], or only attack the hierarchical graph pooling model [31], so we only choose several attack methods in node classification and link prediction as our baseline. Among them, DICE, NETTACK and GF-Attack are baselines in node classification attacks. DICE can also be used for attack link prediction tasks, which form a link prediction attack baseline with IGA. For all the baselines, we use the attack results reported by the original authors when possible. When the baselines lack the attack results we need, we conduct experiments based on the source code released by the authors and their suggested parameter settings. The baselines are briefly described as follows:

- **DICE** [78]: In node classification attack, DICE randomly disconnect $b$ links of the target node, and then reconnect the target node to $M-b$ nodes of different categories, where $M$ is the original number of links of the target node. In a link prediction attack, the nodes $v_i$ and $v_j$ corresponding to the target link $e_{ij}$ are used as target nodes.

- **NETTACK** [25]: NETTACK generates adversarial perturbations for graph structure and node attributes. It ensures the perturbations are imperceptible by preserving the degree distribution and attributes co-occurrence probability.

- **GF-Attack** [27]: GF-Attack attacks graph embedding models by constructing corresponding graph filters in a black box background.

- **IG-JSMA** [41]: IG-JSMA introduces the integral gradient to influence the prediction result of the target node and implements general attacks on the node classification task.

- **GUA** [45]: GUA searches for a group of anchor nodes that can influence the prediction result of the target node and implements general attacks on the graph classification task.

### 5.4 Evaluation Metrics

To evaluate the performance of the attacks, we use the following four metrics:

- **Attack Success Rate (ASR):** It represents the ratio of the targets which will be successfully attacked under given constraints, which is defined as:
  \[
  ASR = \frac{\text{Number of successful attacked instances}}{\text{Number of attacked instances}}
  \]

- **Average Modified Links (AML):** AML is designed for graph structure attack, which indicates the average number of modified links of each attack process.
  \[
  AML = \frac{\text{Number of modified links}}{\text{Number of attacked nodes}}
  \]

- **Average Modified Attributes (AMA):** Different from AML, AMA is designed for node attribute attacks, which indicates each attack process’s average attribute perturbation size.
  \[
  AMA = \frac{\text{Number of modified attributes}}{\text{Number of attacked instances}}
  \]

- **L2-Norm \(\| \cdot \|_2\):** In graph classification attack, the node attributes of PROTEINS-full and ENZYMES are continuous values. We use the L2-Norm to measure the magnitude of the perturbations in this case.
  \[
  \| X, X' \|_2 = \sqrt{\sum_{i}^{N} \sum_{j}^{D} (x_{ij} - x'_{ij})^2}
  \]
In this subsection, we mainly discuss question **RQ1**, and take node classification attack as an example to make a detailed analysis of question **RQ2**. To better demonstrate the graph attack performance of GraphAttacker in multi-task, we conducted attack experiments on tasks of node classification, graph classification, and link prediction.

5.6 Multi-Task Graph Attack

In our evaluation system, **ASR** reflects the effectiveness of different attack methods most intuitively. A higher **ASR** is equivalent to a stronger attack capability. However, attack performance does not only depend on the **ASR**, the stealthiness of perturbations is also crucial. **AML** is an evaluation metric used to evaluate the stealthiness of structural perturbations, while **AMA** and **L2-norm** are suitable for measuring perturbations in node attributes. In general, we expect to achieve higher **ASR** with the lowest possible **AML**, **AMA**, or **L2-norm**. Moreover, calculating the changes in node degree distribution and node similarity by disturbance is also an important approach to evaluate attack performance, which will be introduced in detail in sections 5.5 and 5.6.

5.5 Node Similarity Analysis

To explore the relationship between the similarity of node pairs and the probability of the existence of links, we take the datasets of Cora, Citeseer, Pol.Blogs, and Pubmed as examples to plot several figures about the similarity frequency between their linked and unlinked node pairs in Fig 4. We use the low-dimensional representation of the nodes obtained from Eq.3 to calculate the cosine similarity (by Eq.6) between node pairs. The x-axis is the similarity value of the node pairs, and the y-axis is the similarity frequency. It is evident that linked node pairs tend to have higher similarity, and the similarity of more than 90% of linked node pairs is greater than 0.9. In other words, two nodes with low similarity are unlikely to be linked.

Based on this phenomenon, we conclude that we should pay more attention to generating effective adversarial perturbations between those nodes with high similarity. Therefore, we restrict the **SMR** to preserve the node similarity distribution of the original graph. In the attack of node classification and link prediction, we construct the \( K \)-hop subgraph as the target attack to reduce the cost of the attack. We added two types of nodes in the process of constructing the \( K \)-hop subgraph. 1) **Random nodes**: We randomly add some nodes with different categories to the original subgraph; 2) **High similarity nodes**: Only the nodes which have more than 0.9 similarities with the target node are added to the original subgraph. In this way, we limit the influence of the perturbation candidate set on node similarity. Specifically, the number of added nodes is 20% of the size of the original subgraph.

5.6.1 Node classification attack

Referring to some previous works [25], [40], we first divide each dataset into three parts: 20% as the training set, 40% as the validation set, and the remaining 40% as the test set. Then we compare our GraphAttacker with several attack methods on node classification. Our parameter analysis, average node similarity analysis, and attack performance are introduced as follows.

**Parameter analysis.** In node classification attack, \( K \)-hop subgraph is used in the attack process to achieve an efficient and low-cost attack. Here, we mainly examine the impact of the chosen number of selected hops \( K \), attack scale \( k \) and the iteration times for MAG, SD, and AD on the performance of GraphAttacker.

We select the number of subgraph hops \( K \in N_+ \) to get proper \( G_{K-\text{sub}} \). As illustrated in Fig 5(a), when \( K \) is less than 3, the subgraph of the Cora, Citeseer, and Pubmed datasets only contain less than 50 nodes. Especially on the large-scale Pubmed dataset, the number of nodes in the \( G_{K-\text{sub}} \) is even lower than 0.5% of the original number of nodes. In this case, we consider the information contained in the subgraph is insufficient. As \( K \) increases, the size of the subgraph also increases rapidly. When \( K = 5 \), the subgraph size has reached more than 10% of the original graph. To achieve a more efficient attack, we set the maximum number of subgraph hops as \( K = 5 \).

We further combine different attack scales \( k \) to observe the attack effect. We choose \( K = 3 \) as the initial setting of three attack scales, i.e. direct attack, indirect attack, and unlimited attack. Here we constrain the attack budget \( \Delta < 0.05 \times |E| \) to get **ASR**. When the number of perturbations is greater than 100, **AML** is set to 100. When \( K \) increases, we will also increase \( k \) to perform the corresponding scale attacks. Fig 5(b) shows the **ASR** under different attack scales. The solid lines represent the unlimited attack results, and the dotted lines indicate the results of the indirect attack. Since the initial value of \( K \) is 3, we are conducting a direct attack when \( k = 0 \). At this time, we set the **ASR** and **AML** of indirect attack to 0.

We can see that our unlimited attack has better results than indirect attack. When \( k = 1 \), i.e. performing a direct attack, the highest **ASR** and the lowest **AML** are obtained. Interestingly, with the increase of the scale \( k \), **ASR** is decreased significantly in Fig 5(b), while in contrast, **AML** is increased in Fig 5(c). We consider that because in \( G_{K-\text{sub}} \), the effect of indirect links on the target node is different from that in \( G \). Modifying the indirect links in the \( G_{K-\text{sub}} \) can misclassify the target node. Still, the impact of these perturbations may not be effective in \( G \).

As the parameters that control the three-player game of GraphAttacker, the selection of the number of iterations of MAG, SD, and AD in each epoch will directly determine the attack performance of GraphAttacker. Since GraphAttacker is designed
Fig. 5: The subgraph size under different $K$ and the ASR /AML under different modification scales $k$. The solid/dotted line denotes unlimited/indirect attack. When $k = 0$, we only modify the links or node attributes of the target node, which is a direct attack.

Fig. 6: The solid line denotes the attack performance of GraphAttacker(Ours) under different $k_{SD}$ or $k_{AD}$, and the dashed line represents the attack performance of “native” GAN.

Based on GAN, we compare GraphAttacker with “native” GAN to better illustrate the role of MAG, SD, and AD. Specifically, we use the source code released by the “native” GAN and its suggested parameter settings to generate adversarial examples with continuous-value. Then we discretize the adversarial examples through Eq. 5. In GraphAttacker, the number of subgraph hops $K$ and the attack scale $k$ are set to 3 and 1, respectively. The number of MAGs iterations $k_{MAG}$ is set to 10.

From Fig.6, the “native” GAN can only achieve an ASR of less than 10% under extremely high AML, which indicates that it is unsuitable for generating adversarial graph examples with excellent attack performance similar to the original ones. For GraphAttacker, we first set the number of AD’s iterations $k_{AD} = 0$ to explore the role of SD on GraphAttacker. As shown in Fig.6 (a) and (b), as the number of SD’s iterations $k_{SD}$ increase, GraphAttacker undergoes a decline in both ASR and AML gradually. This shows that SD can effectively guide MAG to generate adversarial examples similar to the original ones. Then, we set $k_{SD} = 10$ and adjust the $k_{AD}$. Fig.6 (c) and (d) indicate that AD effectively improves GraphAttacker’s attack performance. When $k_{AD} = 10$, GraphAttacker performs a satisfactory attack performance under the AML less than 10. As $k_{AD}$ continues to increase, although GraphAttacker’s ASR has been slightly improved on Pol.Blogs, the price of the sharp increase in AML cannot be ignored.

**Attack performance.** We refer to our GraphAttacker under the attack budget $\Delta < 0.05 * |E|$ as B-GA, and the GraphAttacker under $\Delta < 0.05 * |E|$ and $\Lambda < 0.004$ as D-GA. The node similarity modification ratio constraint is realized by adding high similarity nodes to $G_{K-Sub}$ with the constraint as $\Delta < 0.05 * |E|$, $\Lambda < 0.004$, and $SMR < 0.05$, which we call S-GA. According to the experimental results above, we set $K = 3$ in GraphAttacker, using graph structure attack and direct attack, i.e., attack A and set $k = 0$ to obtain ASR and AML, and compare the attack results with several other attack methods in TABLE 2.

We can observe that B-GA outperforms the baseline attack methods with higher ASR in all the cases. For the D-GA under the constraints of degree distribution statistics $\Lambda$, IG-JSMA and SGA are two powerful competitors. IG-JSMA searches for the perturbations that have the greatest impact on the model’s prediction results according to the target model’s integral gradient, which makes it achieve effective attacks with the lowest AML. However, the better performance of B-GA indicates that there may still be slight errors in the integral gradient, although it has largely solved the issue of inaccurate gradients on the discrete data. As another gradient-based attack method, SGA utilizes the target nodes’ degree as the attack budget $\Delta$ and performs similar attack performance to D-GA in terms of ASR and AML. Additionally, when attacking the random walk-based graph embedding methods, GraphAttacker also has a higher ASR, which proves its strong transferability.

An interesting result is that attacks under higher stealthiness constraints, such as D-GA and S-GA, have lower AML than B-GA. The reason is that in the iterative optimization process of GraphAttacker, once a generated adversarial example can successfully achieve the attack under the given constraints, GraphAttacker will stop the attack. Therefore, although the adversarial examples generated by GraphAttacker can meet our attack requirements, they are usually not optimal. Higher stealthiness constraints will increase the cost of attacks. However, once the attack is successful, it can bring the benefits of lower AML.

Due to stronger stealthiness constraints, S-GA has a smaller ASR than B-GA and D-GA. In the dataset Pol.Blog, the ASR of S-GA dropped significantly. That is because the nodes in Pol.Blogs have obvious differentiation. Only a few nodes have the frequency of nodes with different average similarities. D-GA, NETTACK, and GF-Attack have significantly changed the average similarity value of the target nodes. In particular, in Pol.Blogs,
Fig. 7: Node similarity distribution on different datasets illustrates the average node similarity distribution change by different attack methods. (D-GA: Degree-limited GraphAttacker; S-GA: Similarity-limited GraphAttacker)

TABLE 4: The ASR and AML (mean and 95% confidence interval) obtained by different attack methods on node classification tasks. We use bold to highlight wins. (B-GA:Budget-limited GraphAttacker; D-GA:Budget-limited GraphAttacker; S-GA:Similarity-limited GraphAttacker)
TABLE 5: The ASR, AML and AMA (mean and 95% confidence interval) obtained by GraphAttacker and GraphAttacker-ori with different attack strategies. We use bold to highlight wins.

| Attack method | Dataset | ASR(%) | A | X | Hybrid | ASR(%) | A | X | Hybrid |
|---------------|---------|--------|---|---|--------|--------|---|---|--------|
| GraphAttacker | Pol.Blogs | 89.99±1.40 | 65.30±2.20 | 93.84±1.16 | 8.62±0.84 | 5.43±0.92 | 5.63±0.66 | 4.30±0.74 |
|               | Cora    | 98.41±1.59 | 49.29±2.14 | 98.64±1.36 | 6.09±1.06 | 5.79±1.14 | 12.88±3.41 | 13.93±3.88 |
|               | Citeseer| 98.53±1.47 | 61.67±1.87 | 98.58±1.42 | 5.71±0.97 | 3.06±0.85 | 33.48±4.47 | 34.97±4.19 |
|               | Pubmed  | 98.62±1.27 | 63.42±1.92 | 98.84±1.16 | 6.42±1.24 | 4.41±0.92 | 19.42±2.04 | 18.64±2.16 |
| GraphAttacker-ori | Pol.Blogs | 65.14±2.36 | 45.10±2.40 | 70.61±1.89 | 18.23±2.87 | 17.12±2.44 | 9.14±2.13 | 10.53±1.96 |
|               | Cora    | 64.73±1.70 | 27.86±2.11 | 68.01±1.28 | 3.58±0.48 | 3.72±0.53 | 7.48±1.78 | 7.04±1.74 |
|               | Citeseer| 68.47±0.70 | 45.83±3.47 | 69.29±2.47 | 5.52±1.04 | 4.97±0.88 | 21.97±3.10 | 19.47±2.59 |
|               | Pubmed  | 64.67±2.00 | 46.12±2.88 | 66.15±2.18 | 6.42±1.27 | 4.41±1.05 | 19.42±2.57 | 18.64±2.27 |

Fig. 8: The training time in each iteration when attacking different size of graph structure.

The AS of the nodes is roughly concentrated at 0 or 1, and the nodes with AS = 0 are isolated nodes. Under S-GA attack, these isolated nodes are connected with highly similar isolated nodes to be better hidden in normal nodes. Combining TABLE 4 and Fig. 7, although S-GA sacrifices part of ASR, it generally maintains the original average similarity value of the target node, which is successfully attacked under the constraint of $\Delta$, $\Lambda$, and $SMR$. We believe that our GraphAttacker can further enhance the stealthiness of the perturbations.

**Different modification strategies.** We also implement node attribute attack and hybrid attack and compare them with the GraphAttacker-ori without adding random nodes to the $G_{K-sub}$. Here we also set $K = 3$ and use the direct attack. When attacking node attributes, we set the stealthiness constraint as $\Delta < 0.05 \times |E|$. In each epoch of the hybrid attack, the MAG generates the adversarial subgraph adjacency matrix $A'_{sub}$, and then generates the adversarial node attributes $X'_{sub}$ based on $A'_{sub}$. From TABLE 5 we can find that the attack on node attributes can only obtain less than 50% ASR. This may be that the node attributes of the citation datasets are relatively sparse, and the node categories are more determined by the graph structure. In a hybrid attack, we can get the highest ASR while reducing the AML by modifying the node attributes. Similar results can be observed in GraphAttacker-ori. However, the ASR of GraphAttacker-ori is much lower than that of GraphAttacker. It confirms our conjecture that the category distribution of the nodes is relatively concentrated in the original neighbor subgraph of the target node, which makes the attack very difficult. The strategy of randomly adding nodes to the subgraph is effective.

**Time efficiency of attack.** Most existing methods iteratively generate adversarial perturbations step by step. Different from them, GraphAttacker directly generates adversarial examples by its generator. In Fig. 8 we show the training time of GraphAttacker for different sizes of data structures. When the training time of each iteration is more than 100s, we set it to 100s. As the size of the graph structure increases, the training time also increases significantly. Since our $K$-hop neighbor subgraph size is smaller than 20% of the original graph, our strategy of attacking the $K$-hop neighbor subgraph can effectively reduce the attack cost. Especially for large-scale datasets such as Pubmed, GraphAttacker can effectively avoid the high complexity caused by GAN.

**5.6.2 Graph classification attack**

In the previous part, we introduce the node similarity stealthiness constraints and attack performance of GraphAttacker on the node classification task. In this part, we mainly explore the attack performance of GraphAttacker on graph classification tasks under different modification strategies.

**Model configurations.** Following several previous works [12], [13], we randomly split each graph classification dataset into three parts: 80% as the training set, 10% as the validation set, and the remaining 10% as the test set. We use Diffpool [12] built on the GCN architecture as our target attack model. The structure and parameter settings of Diffpool are consistent with the source code released by the author. It constructs two embedding GCNs and one pooling GCN by using a three-layer GCN module. According to the original graph, the first embedding GCN and the pooling GCN generate a node embedding and an assignment matrix, respectively. Then use the original graph, node embedding, and assignment matrix to generate a coarsened graph and node attributes, and use them as the input of the second embedding GCN to get a new node embedding. Finally, a fully connected layer is used to obtain the classification result of the target graph.

**Attack strategy.** From the dataset statistics in TABLE 3 we can see that the datasets used for graph classification usually consist of many graphs. Still the average size of these graphs is much smaller than that of citations and social network datasets. Therefore, without considering the difficulty of GAN in generating a large-size graph, we use GraphAttacker to directly generate the whole adversarial examples. Since the graph classification task predicts the graph category by aggregating the information of all nodes in the graph, it pays more attention to the overall characteristics of the graph. Therefore, we don’t need to consider direct attack and indirect attack in graph classification attack. Here we have conducted an unlimited attack. For modification strategy, similar to the node classification attack, we carry out different modification strategies.

**Attack performance.** Here we show the attack performance of different modification strategies on graph classification attack.

**Structure attack.** We constrain the attack budget on the graph structure to $\Delta < r \times |N|^2$, where $r$ is the perturbation ratio.
The tendency of GraphAttacker’s ASR with different structural perturbation ratios is shown in Fig. 9(a). On the one hand, as perturbations increase, the ASR on different datasets also increases. On the other hand, when the max ratio of structural perturbation is less than 10%, the ASR increases rapidly. After that, ASR does not increase significantly. It indicates that in graph classification attack, blindly increasing the attack budget may not achieve higher ASR. We speculate that in those datasets with low ASR, the graph structure may not focus on the graph classification model.

Fig. 9: ASR of different structural and attribute perturbation ratios.

Attribute and hybrid attacks. According to the types of node attributes, the datasets used for graph analysis are divided into two types. One uses node category as one-dimensional node attributes, such as PROTEIN, DD, NCI1, and IMDB-BINARY. The other has multi-dimensional continuous node attributes, such as PROTEIN-full and ENZYMES.

For the first type of datasets, we use one-hot encoding to express their node attributes: \(X \in \{0, 1\}^{N \times |F|}\), where \(F\) denotes the number of categories of nodes, and each node only has one attribute. We can still use \(\Delta\) to constrain the perturbations generated by GraphAttacker on the node attributes for these datasets. Fig. 9(b) shows the ASR of the first type of datasets under different attribute perturbation ratios \(r\), and the attack budget is set as: \(\Delta < r \times |N|\). Comparing with the highest values of ASR in Fig. 9(a) and Fig. 9(b), node attribute attack can achieve higher ASR. However, it requires a larger attack budget. For example, on PROTEIN, the ASR can reach 51.35% under 1% structural perturbation ratio constraint, which is higher than the ASR of 42.49% under the 20% node attribute perturbation ratio constraint. Because the node attributes composed of node categories are much more sparse and contain much less information than the graph structure, it is more difficult to influence the prediction results for the target model.

For the second type of datasets, since the \(\Delta\) and \(\Lambda\) do not apply to continuous node attributes, we use L2-Norm to measure the perturbation size of continuous node attributes and use it as an additional optimization item for AD.

To better understand the difficulty of attack graph structure or node attributes, we compare the attack effects of different modification strategies (including hybrid attack) under the constraint of \(r < 20\%\). As shown in TABLE 6, the hybrid attack achieves the highest ASR on all datasets, which has lower AML or L2-Norm in most cases. For the first type of datasets, their graph structures are relatively dense. Therefore, graph structure attack can achieve higher ASR than node attribute attack under the same constraints. For the second type of datasets, the continuous node attributes are denser, and the above results are the opposite.

5.6.3 Link prediction attack

Here we introduce the performance and transferability of GraphAttacker in link prediction attack.

Model configurations. In the link prediction task, we keep the same dataset division ratio as in Section 5.6.1. We use GAE as the target attack model. GAE consists of a GCN encoder and a simple inner product decoder. The structure and parameter settings of the encoder are the same as the feature extractor introduced in Section 4.1.1. The encoder learns the graph embedding \(Z\). Then, the decoder calculates the inner product of \(Z\) to obtain the probability of the existence of links.

Attack strategy. From TABLE 6, we can see that the datasets used for link prediction attack are similar to those in node classification and only contain one large-size graph. Therefore, we select \(K\)-hop subgraphs of nodes \(v_i\) and \(v_j\) from the target link as our attack targets. The datasets of Yeast and Facebook have large node degrees, \(G_{sub}\) already has more than thousands of nodes when \(K = 2\). We choose \(K = 3\) for NS and Cora, and \(K = 1\) for Yeast and Facebook to reduce the attack cost. Since there are no node attributes for most of the datasets used for link prediction attacks, we only conduct graph structure attacks for the convenience of comparison.

We find that unlimited attack achieves a higher ASR than direct attack in most cases in link prediction attack, which is different from the situation in node classification attack. We speculate that it may be challenging to cover up the influence of the other link to the target link in a link prediction attack by only directly adding links to the nodes at both ends of the target link. Simultaneously, the unlimited attack affects the target link itself and affects the features of the original links around it, making it have a better attack effect. In this case, the impact of the subtle difference between subgraph attack and whole graph attack can be ignored.

Attack performance. In this part, we compare unlimited attack with other attack methods in link prediction on TABLE 7, including B-GA, D-GA, and S-GA. In most cases, B-GA can achieve the highest ASR. However, under the same constraints, the AML of IGA is lower than B-GA. Considering that IGA performs an adversarial attack by modifying the link with the largest gradient, we think this result is reasonable. Similar to the result in section 5.6.1, we can also observe that S-GA and D-GA have smaller AML when attack link prediction task, although their ASR cannot reach the highest. In our experiments, the ASR of B-GA’s transfer attack on the traditional graph embedding methods is higher than that of other baselines, which shows that GraphAttacker has stronger transferability.

5.7 Attack Performance Under Possible Defenses

To further verify the advantages of GraphAttacker, we take the node classification attack as an example to investigate the attack performance of different attack methods under several possible defenses. Here, we conduct attack experiments under three different types of defense methods, including the classic adversarial training, the model structure-based GNNGuard [42], and the model parameter-based robust training [59]. Specifically, in the adversarial training for different node classification attack methods, we first generate ten adversarial training examples for each target node and then mix them with the original one to retrain the GCN. Due to the multiple attack strategies in GraphAttacker, we can combine multiple modification strategies and attack scale to generate diversiform adversarial examples for adversarial training, termed GA. After the GCN is retrained, we attack the retrained GCN by other newly generated adversarial examples by the same attack. For GNNGuard and robust training, we conduct
experiments based on the source code released by the authors and their suggested parameter settings.

TABLE 8 shows the attack performance of different attack methods on GCN with or without possible defenses. Compared with other methods, GA can still achieve satisfying attack effects when undergoing adversarial training. We can observe that adversarial training reduces the ASR of NETTACK, GF attack, IG-JSMA, and SGA by more than 50%. It proves that adversarial training has a strong defense ability in attack methods obtained perturbation candidate sets through specific attack strategies such as greedy methods and gradient learning. In addition, since GUA aims to achieve a general attack on different nodes through the largest impact perturbations through the integral gradient of the target model, seems to perform better, while GA still exhibits competitive attack performance. All in all, diversified adversarial example generation strategies and constraints on node similarity bring better attack performance to GraphAttacker even when faced with different defense methods. Diversified adversarial examples can effectively reduce the defense ability of adversarial training, while the node similarity constraint can help GraphAttacker avoid the detection of node similarity-based defense methods.

5.8 Summary and Insight

Finally, we summarize the experiment results of varying graph attack tasks. We put forward our insights for the impact of different graph datasets on graph analysis task attacks (question RQ3) and the attack performance of different graph analysis tasks (question RQ4).

For question RQ3, since the datasets we used in the link prediction attack only contain graph structure information, we compare the attack performance of different modification strategies in node classification attack and graph classification attack. In the datasets of Cora, Citeseer, PolBlog, and Pubmed most node attributes are 0, and their graph structure is relatively dense, containing more information. Therefore, in node classification attack, graph structure attack has a better attack effect than node attribute attack. In the datasets of PROTEINS, DD, NCI, and IMDB-BINARY the graph structure of each dataset is also dense, and the graph structure attack also achieves a better attack effect. In PROTEINS-full and ENZYMES, attacks on continuous node attributes have achieved a more significant attack effect. We conclude that graph analysis models may pay more attention to the graph feature (graph structure/node attributes), containing more information. Relatively dense information may be the weak point of the datasets. Similarly, Wang et al. [60] extracted the embedding of node attributes by constructing an attribute graph. They proved that the graph structure and node attributes in different graph

| Dataset | ASR(%) | AML | L2 Norm |
|---------|--------|-----|---------|
| A       | X      | Hybrid |       |
| PROTEINS-full | 63.42±1.56 | 94.88±1.75 | 97.62±1.03 | 21.32±3.31 | 14.87±2.72 | - | - | 1.61±0.37 | 1.48±0.39 |
| PROTEINS | 81.17±1.32 | 42.49±4.28 | 84.32±1.85 | 22.30±3.47 | 24.63±3.18 | 7.27±1.87 | 4.45±1.15 | - | - |
| D&D     | 83.92±1.26 | 58.42±3.36 | 96.14±1.61 | 678.74±34.07 | 612.96±29.47 | 14.82±2.11 | 13.72±2.16 | - | - |
| NCI     | 78.41±1.60 | 18.33±1.63 | 87.86±2.13 | 78.79±5.14 | 31.50±2.29 | 3.50±0.87 | 4.42±1.12 | - | - |
| ENZYMES | 59.26±2.41 | 88.42±1.46 | 90.37±1.27 | 20.82±2.52 | 16.05±2.26 | - | - | 1.57±0.44 | 1.51±0.52 |
| IMDB-BINARY | 82.53±1.87 | 36.60±2.36 | 87.46±1.88 | 31.51±3.20 | 20.24±2.41 | 14.69±2.51 | 14.03±1.63 | - | - |

| Dataset | Model | ASR | AML |
|---------|-------|-----|-----|
| Cora    | GAE   | 64.95±2.84 | 58.76±2.55 | 84.06±2.96 | 61.42±1.27 | 4.60±3.89 | 53.57±4.57 | 42.68±1.88 | 38.15±3.97 | 45.54±4.12 | 53.12±2.39 |
| Deepwalk | D-GA | 95.14±1.53 | 93.14±1.17 | 85.84±1.22 | 92.71±2.47 | 61.90±1.08 | 34.19±2.34 | 29.41±3.44 | 21.26±4.75 | 33.68±3.47 | 23.37±4.86 |
| Node2vec | S-GA | 95.24±1.46 | 93.26±1.88 | 84.12±2.21 | 92.57±1.67 | 58.67±2.89 | 35.62±3.37 | 29.84±3.84 | 20.47±4.10 | 20.84±3.76 | 24.51±5.33 |
| Yeast   | GAE   | 56.25±1.56 | 44.33±2.98 | 40.21±2.14 | 56.20±2.47 | 1.82±0.86 | 21.31±2.22 | 14.83±2.87 | 5.24±1.24 | 8.04±1.58 | 11.29±2.03 |
| Deepwalk | D-GA | 96.47±2.27 | 89.69±1.30 | 85.57±2.87 | 76.83±2.45 | 49.81±1.85 | 11.23±2.35 | 6.12±3.14 | 4.17±1.18 | 5.74±1.47 | 9.63±2.05 |
| Node2vec | S-GA | 93.33±2.15 | 89.69±2.30 | 86.87±3.21 | 71.43±2.69 | 44.44±2.08 | 10.86±2.26 | 6.08±1.49 | 4.21±1.20 | 3.36±0.92 | 4.59±1.41 |
| Facebook | GAE   | 68.69±1.85 | 60.64±2.01 | 54.84±3.11 | 69.52±3.27 | 5.03±3.46 | 73.13±3.44 | 48.24±4.12 | 41.52±5.46 | 46.78±3.81 | 67.27±7.62 |
| Deepwalk | D-GA | 94.57±2.42 | 93.42±1.01 | 90.82±2.67 | 94.21±2.04 | 76.67±1.81 | 45.05±5.79 | 31.71±5.01 | 26.4±3.81 | 22.77±3.40 | 43.60±4.49 |
| Node2vec | S-GA | 95.06±1.54 | 94.89±1.37 | 92.71±3.07 | 95.51±1.31 | 76.67±3.55 | 48.35±3.24 | 33.57±2.80 | 28.61±3.56 | 22.46±2.87 | 45.20±3.99 |
| Facebook | GAE   | 95.57±2.46 | 94.88±1.88 | 90.72±2.34 | 97.66±2.34 | 94.05±3.74 | 92.60±2.14 | 94.82±2.06 | 38.57±9.51 | 12.82±10.59 | 189.94±10.52 |
| Deepwalk | D-GA | 95.86±3.17 | 92.90±3.55 | 88.47±5.66 | 94.14±3.62 | 89.47±3.80 | 93.54±8.14 | 74.80±6.24 | 67.98±5.93 | 80.10±6.32 | 94.33±7.84 |
TABLE 8: The ASR (mean and 95% confidence interval) of different attack methods under various defense methods. GA is the GraphAttacker considering various attack strategies, S-GA denotes the GraphAttacker for direct attack under SMR constraints. We use **bold** to highlight wins.

| Dataset | Defense            | ASR(%)            |
|---------|--------------------|-------------------|
|---------|-------------------|------------------|
| Pol.Blogs | No defense | 89.99±1.40 | 51.28±2.35 | 50.27±4.43 | 82.97±1.74 | 19.89±3.41 | 46.42±3.41 | 89.14±1.74 | 86.68±1.34 |
|         | Adversarial training | 59.47±2.54 | 37.61±2.19 | 33.34±4.47 | 27.54±2.26 | 15.54±1.70 | 5.14±1.93 | 26.65±2.55 | 38.74±2.23 |
|         | GNNGuard | 42.67±3.41 | **44.43±1.72** | 11.82±3.56 | 19.60±1.82 | 14.73±2.31 | 16.43±1.41 | 12.47±0.86 | 39.45±2.04 |
|         | Robust training | 56.23±0.84 | 30.67±0.69 | 24.82±1.14 | 53.06±0.81 | 15.93±1.92 | 24.97±1.28 | **60.43±0.46** | 55.67±0.86 |
| Cora    | No defense | 98.41±1.59 | 78.26±2.23 | 52.36±2.49 | 91.04±1.83 | 80.67±1.88 | 84.68±3.08 | 97.64±1.56 | 94.74±2.14 |
|         | Adversarial training | 66.43±2.68 | 53.74±1.85 | 34.24±2.27 | 36.51±2.02 | 29.29±1.84 | 12.41±1.66 | 24.62±1.36 | 46.15±2.36 |
|         | GNNGuard | 54.07±3.18 | 68.46±2.24 | 14.22±3.37 | 29.43±1.82 | 26.74±1.47 | 28.43±1.76 | 24.54±1.08 | 43.96±1.95 |
|         | Robust training | 66.43±0.76 | 41.40±1.58 | 26.61±1.32 | 6.04±0.86 | 31.49±1.52 | 38.67±1.17 | **60.40±0.38** | 62.67±0.84 |
| Citeseer | No defense | 98.53±1.47 | 81.12±2.34 | 67.14±3.59 | 86.01±1.65 | 58.47±2.89 | 78.16±4.13 | 97.16±1.57 | 92.79±2.26 |
|         | Adversarial training | 56.57±2.14 | 42.84±1.49 | 37.52±2.53 | 38.41±2.60 | 32.41±1.98 | 11.86±3.17 | 31.72±1.43 | 45.84±2.54 |
|         | GNNGuard | 43.75±2.81 | 63.72±1.63 | 16.98±3.17 | 31.87±2.34 | 27.72±2.35 | 32.36±2.96 | 28.74±1.47 | 41.77±2.62 |
|         | Robust training | 49.10±0.74 | 33.47±0.66 | 27.59±1.46 | 47.68±0.76 | 32.16±1.58 | 36.81±1.37 | **61.52±0.51** | 47.71±1.31 |
| Pubmed  | No defense | 98.62±1.27 | 66.41±2.16 | 51.44±3.63 | 82.14±1.54 | 52.47±2.34 | 85.43±3.47 | 98.33±1.41 | 95.43±2.04 |
|         | Adversarial training | 64.57±2.84 | 57.40±2.41 | 35.14±3.44 | 34.54±1.63 | 26.54±1.84 | 13.05±3.06 | 34.08±1.35 | 46.92±2.47 |
|         | GNNGuard | 48.43±2.47 | **57.60±1.88** | 19.12±3.39 | 29.63±2.03 | 26.06±1.76 | 30.93±2.78 | 31.55±1.54 | 44.20±2.26 |
|         | Robust training | 57.25±0.63 | 31.58±0.69 | 27.41±2.10 | 51.16±0.82 | 32.41±1.62 | 37.51±2.18 | 57.06±0.49 | **58.34±1.06** |

6 CONCLUSION

We have proposed the first general attack framework for multiple graph analysis tasks to generate diversiform adversarial examples and better understand the attack characteristics of different graph analysis tasks. Based on the idea of GAN, we use a three-player game of MAG, SD, and AD to achieve general attacks under multiple modification strategies, attack scale, and stealthiness constraints. We have explored the possible shortcoming of the existing perturbation constraints and preserved the average similarity distribution of nodes in the adversarial examples, which have further improved the stealthiness of perturbations. Experiments on various benchmark datasets demonstrate that GraphAttacker can achieve state-of-the-art attack performance on graph analysis tasks of node classification, graph classification, and link prediction, no matter the adversarial training is conducted or not. Moreover, when conducting general attacks, we have analyzed the unique characteristics of each task and put forward our insights.

The robustness of the graph analysis task model is an important issue. This work has analyzed the different weaknesses for different graph analysis tasks. For future work, we hope to apply the GAN to the defense of graph analysis tasks, and achieve a more targeted defense based on the unique characteristics of different graph analysis tasks.
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