Comparative Analysis of Lithium-Ion Battery Resistance Estimation Techniques for Battery Management Systems
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Abstract: Safe and efficient operation of a battery pack requires a battery management system (BMS) that can accurately predict the pack state-of-health (SOH). Although there is no universal definition for battery SOH, it is often defined based on the increase in the battery’s internal resistance. Techniques such as extended Kalman filter (EKF) and recursive least squares (RLS) are two frequently used approaches for online estimation of this resistance. These two methods can, however, be computationally expensive, especially in the case of a battery pack composed of hundreds of cells. In addition, both methods require a battery model as well as chemistry specific parameters. Therefore, this paper investigates the performance of a direct resistance estimation (DRE) technique that requires minimal computational resources and can be implemented without any training data. This approach estimates the ohmic resistance only when the battery experiences sharp pulses in current. Comparison of results from the three algorithms shows that the DRE algorithm can accurately identify a degraded cell under various operating conditions while significantly reducing the required computational complexity. The findings will further advance diagnostic techniques for the identification of a weak cell in a large battery pack.
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1. Introduction

The global shift away from fossil fuels and towards more renewable energy sources has resulted in a significant push in favor of vehicle electrification. Lithium-ion (Li-ion) batteries are a promising candidate for energy storage in these vehicles due to their high power and energy density and long service life. The dangerous nature of Li-ion batteries necessitates an intelligent battery management system (BMS) for safe control and operation of the battery pack. The BMS is responsible for estimating the battery’s state-of-charge (SOC), as well as monitoring the state-of-health (SOH) of the battery. Therefore, development of an efficient and accurate SOH algorithm is essential for continued integration of electrified vehicles into the automotive market.

The health of a battery changes over time due to the irreversible physical and chemical processes that occur within the cell. The process, known as battery degradation, results in a decrease in capacity and an increase in resistance. Therefore, depending on the type of application, the SOH of the battery can be defined using either of these two metrics. For example, in electric vehicles (EVs), the parameter of interest for determining SOH is capacity since it determines the range of the vehicle. In hybrid electric...
vehicles (HEVs) and plug-in hybrid electric vehicles (PHEVs), the battery pack’s SOH can be defined using resistance since power losses in the pack can lead to lower acceleration or high fuel consumption in the vehicle. Although capacity can be estimated using a number of different approaches [1–3], the central focus of this paper will be algorithms for online estimation of the battery impedance.

The internal battery resistance is not a parameter that can be measured, but rather it needs to be inferred using sensor outputs such as voltage and current. Inference of the battery impedance is complicated by measurement noise, model error and computational limitations. Although a higher degree of accuracy can be obtained using a more complex model or algorithm, it often comes at the expense of computational efficiency [4]. Therefore, implementation of a resistance algorithm requires careful consideration of the trade-off between simplicity and accuracy.

A number of approaches have been proposed in literature for estimation of the battery impedance. One commonly used technique is electrochemical impedance spectroscopy (EIS), where an AC excitation current is applied, and the corresponding AC voltage response is recorded. Rodrigues et al. [5] used AC impedance to determine battery resistance and used these estimates for calculating SOC. Momma et al. [6] examined the impedance effects at low battery temperatures using EIS. Waag et al. [7] explored the changes in battery impedance characteristics over the lifetime of the battery, where SOC, temperature, cycling history and current draws were included in the analysis. Although EIS has proved to be a promising method for understanding the battery behavior offline, application of the technique in a BMS is challenging since it requires special circuits for generating the required signals.

Online estimation techniques of battery internal resistance generally fall into two distinct groups. In the first group, the battery is modeled using an electrochemical model, where the model parameters are estimated online [8,9]. Inference of these parameters, especially the parameters associated with battery impedance can provide insights into the degradation of the battery pack. However, implementation of these complex models can be difficult in a BMS, where computational resources are limited.

The second more frequently applied group of techniques involve modeling the battery using an equivalent circuit model (ECM) and estimating the circuit parameters online. Once again, the estimates of the circuit parameters are useful in determining the battery’s SOH. Adaptive filtering methods can then be utilized to obtain optimal parameter estimates from sensor data. These methods are frequently coupled with SOC estimation, where model parameters are updated online and used in determining the internal resistance. For example, Sun et al. [10] applied an adaptive extended Kalman filter (AEKF) for estimation of battery impedance in conjunction with SOC. Chiang et al. [11] developed an algorithm based on the Lyapunov-stability criteria to estimate the internal resistance and the open-circuit voltage (OCV). Wei et al. [12] have proposed a recursive least squares (RLS) approach for estimating resistance based on an ECM. Remmlinger et al. [13] used a specific excitation signal, found during normal operation of a HEV, along with the RLS algorithm to estimate battery impedance. Finally, Dai et al. [14] proposed a parameter estimation framework composed of two modules running on different time-scales. The EKF algorithm was applied for estimating the parameters associated with slow battery dynamics, while the RLS algorithm was used for modeling the faster battery dynamics.

Although the methods mentioned above provide reliable resistance estimates, they can become computationally expensive when implemented on a large battery pack, composed of hundreds of cells. One approach to deal with this issue has been proposed by Lievre et al. [15], where the resistance is estimated from the voltage drop across the battery, caused by large current variations in the profile. However, currently, no published works have examined how resistance estimates from this approach compare to more advanced filtering approaches. In addition, the work by Lievere et al. considered both the ohmic and diffusion resistance when calculating their SOH metric. This paper will explore the effectiveness of using only the ohmic resistance in determining the SOH of the battery.

In light of these gaps in literature, this paper will make the following contributions to literature. First, it will provide a comparison between two advanced resistance estimation techniques—the EKF and RLS algorithms, with a computationally efficient approach referred to in this work as
the direct resistance estimation (DRE). In addition to computational time, another advantage of the DRE algorithm is that, unlike the EKF and other adaptive filtering algorithms proposed by Plett [16–20], this technique does not require chemistry-specific parameters. The goal of this paper is to determine under what conditions the simple DRE algorithm is sufficient and when a more advanced, computationally expensive algorithm is required. In addition, the paper will explore whether estimating only the ohmic resistance will provide enough information for identifying a degraded cell. These findings will be beneficial for future researchers in trying to find a balance between algorithm complexity and accuracy. Similar to the algorithms developed for optimal control of EVs with relation to the grid [21,22], the proposed approach will allow for faster integration of electrified vehicles into the automotive market.

The paper is divided into five different sections. Section 2 describes the cells used in the validation tests, the design of the test bench, and the current profile. Section 3 discusses each of the three algorithms in greater detail, while the results from the validation test are shown in Section 4. Finally, conclusions and recommendations are provided in Section 5.

2. Experimental Set-up and Procedure

2.1. Cell Selection and Degradation

The algorithms under consideration are tested on a battery pack composed of four lithium iron phosphate (LFP) cells. Two relatively fresh cells are used in the pack, combined with two cells with a significant amount of degradation. The addition of the two damaged cells allows one to test the robustness of the algorithms under different aging conditions.

Battery degradation that occurs during the charging and discharging cycles is referred to as cycling aging. Battery degradation can also happen when the battery is at rest, and this type of aging is known as calendar aging. In this paper, two LFP cells are brought to different SOH values through accelerated calendar aging, where the batteries are stored for extended periods of time at elevated temperatures. The capacity and resistance of each cell in the battery pack are reported below.

Cell 2 is degraded by fully discharging the cell to 0% SOC and then storing the battery at 50°C for 24 months. Cell 4, on the other hand, is degraded by fully charging the battery to 100% SOC and then storing the cell at 50°C for six months. In both cases, a thermal chamber is utilized to maintain the battery at a constant temperature. The lower storage time for cell 4 resulted in a higher capacity and lower resistance when compared to cell 2. Examination of the impedance values in Table 1 shows that there is a large spread in the ohmic resistance of different cells in the pack. The goal of this paper is to test the algorithms and determine which ones can accurately detect this difference and can correctly pinpoint the problematic cells in the pack.

Table 1. Capacity and ohmic resistance of the four lithium iron phosphate (LFP) cells used in this study.

| Cell Number | Cell Capacity (Ah) | Ohmic Resistance (μOhms) at 50% SOC |
|-------------|-------------------|-------------------------------------|
| 1           | 18.5              | 2998                                |
| 2           | 11.7              | 6752                                |
| 3           | 18.4              | 2916                                |
| 4           | 16.1              | 4523                                |

2.2. Cell Characterization

Although the cell parameters for a given battery model will be identified online, the open-circuit voltage (OCV) curve is obtained offline. The OCV curve for the battery is generated using the following procedure:

1. The battery is charged to full at 1C using constant-current/constant-voltage (CCCV) protocol.
2. The battery is discharged to empty at a rate of C/25.
3. The battery is charged to full at a rate of C/25.

The OCV curve can be obtained by taking the average of the charge and discharge curves. It should be noted that the effect of aging on the OCV curve is not considered for this study.

2.3. Test Bench for Algorithm Validation

The test bench shown in Figure 1 was developed to validate the resistance estimation algorithms.

![Figure 1. Test bench used in validating the resistance estimation algorithms.]

Charging and discharging of the battery pack can be carried out using the XBL-series load box from TDI Power and Lambda Zup power supply. The power supply can deliver a maximum of 40 A with a voltage limit of 20 V, whereas the loadbox has a maximum voltage and current of 50 V and 150 A, respectively. Both the power supply and load box communicate remotely using a serial interface, and the commands are executed using Python. For safety purposes, two contactors are included in the circuit, one for the charge loop and one for the discharge loop. A Nuvation Low Voltage Battery Controller™ is utilized for temperature, current, and cell voltage measurements along with cell balancing, and pack safety. The experimental data obtained from the test bench can be used for testing the different resistance estimation algorithms.

2.4. Current Profile for Algorithm Validation

To simulate what a battery pack would experience in a PHEV or HEV application, the current profile used on the test bench was derived from three drive cycle profiles: The Urban Dynamometer Driving Schedule (UDDS), Highway Fuel Economy Test (HWFET), and US06. UDDS is a cycle that is used to represent driving in an urban environment, while HWFET represents driving conditions on the highway. US06 drive cycle, on the other hand, is used to simulate aggressive driving with extensive periods of acceleration. The combination of these three profiles will provide an accurate representation of the type of current transients a battery might experience during regular operation in a vehicle.

Drive cycles are reported as speed over time and therefore converted into a current profile using Autonomie software. Using the software, a Malibu plug-in hybrid with a 19.7 kWh battery pack consisting of seven 15s3p modules is simulated. Although the battery pack was sized for an AMP20 pouch battery, it can be scaled to any size. Figure 2A–C below shows the different drive cycles that are utilized in this paper.
In addition to the drive cycles, a hybrid pulse power characterization (HPPC) test was carried out at the beginning of each test. The hybrid pulse power characterization (HPPC) test is frequently used in identifying the resistance of the battery [23]. The test consists of a 10 s discharge at 1 C, followed by a 40 s rest period and a 10 s charge at \( \frac{3}{4} \) C. The test profile is shown in Figure 2D. The ohmic resistance obtained from the HPPC test provides a baseline upon which all other online estimation algorithms can be compared.

3. Algorithm Development

Before describing the estimation algorithms, it is important to define what is meant by battery internal resistance. The battery impedance is a sum of a few different processes that occur within the battery. Figure 3 below better illustrates the different resistances that are present in a Li-ion cell.

![Figure 3](image-url)

**Figure 3.** Equivalent circuit model used in describing the voltage response of Li-ion batteries.
The first resistor in the above circuit, referred to as $R_{ohmic}$, represents the sum of the ionic resistance of the electrolyte as well as the electric resistance of the current collector and the electrical tabs. It models the instantaneous voltage drop that occurs as soon as a current is applied. To capture the time-dependent voltage response, $n$ number of resistor/capacitor (RC) pairs can be added to the circuit. The RC pair with a smaller time constant is often used to represent the resistance associated with the charge-transfer reaction as well as the double layer capacitance that occurs at the surface of the electrode. The RC pair with a larger time constant represents the diffusion phenomena that occurs within the battery. Additional RC pairs are often included to increase the accuracy of the ECM.

Determination of SOH in this paper will be based on the pure ohmic resistance. Studies have shown that $R_{ohmic}$ is a strong indicator for the SOH of the battery [24–27]. Therefore, all three algorithms proposed in this paper will estimate the pure ohmic resistance of the battery. Comparison of the results from each technique will also provide insights into whether or not the ohmic resistance is sufficient for identifying a damaged cell at different operating conditions.

### 3.1. Direct Resistance Estimation Algorithm

Based on the approach used by Lievre et al. [15], DRE algorithm uses a moving time window that continuously checks for sharp pulses in current and voltage. When a significant change in both current and voltage is detected by the BMS, Ohm’s law can be used to estimate the resistance.

$$R_{ohmic} = \frac{\Delta V}{\Delta I}$$

(1)

Current and voltage fluctuations below a minimum threshold, represented by $\Delta I_{min}$ and $\Delta V_{min}$ respectively, will not be considered in determining the resistance. In addition, the length of the moving window should be kept as small as possible to estimate only the ohmic resistance. Utilization of a larger time window would produce values that contain activation and concentration polarization effects in addition to the ohmic component. The algorithm is summarized in Figure 4 below. The algorithm can be thought of as an offline resistance estimation technique that is applied online by considering the current transients inside a small moving time window.

![Figure 4](image-url)

**Figure 4.** Direct resistance estimation (DRE) approach for estimating ohmic resistance in the battery, where (a) is the current profile and (b) is the corresponding voltage profile.

The estimates obtained from the DRE would contain a significant amount of noise due to noise in the measurement readings. Therefore, an exponentially weighted moving average (EWMA) filter will be utilized. The filter has been shown by Lievre et al. [15] to provide substantial noise reduction while being computationally efficient. One significant advantage of using this filter is that it requires only...
storage of the previous mean value. A smaller memory requirement is essential for implementation in a BMS, especially when considering a large battery pack composed of hundreds of cells.

The EWMA is a moving average filter where the past values are weighted by a tunable constant $\lambda$. The constant represents the depth of memory, where using a large $\lambda$ value will produce more smoothing in the output. The equation of EWMA can be written as follows:

$$EWMA_k = (1 - \lambda) \times EWMA_{k-1} + (\lambda) \times R_{\text{ohmic},k}$$  \hspace{1cm} (2)$$

where, $EWMA_k$ represents the current filtered resistance estimate, $EWMA_{k-1}$ is the previous value of the filtered resistance estimate, and $R_{\text{ohmic},k}$ is the raw ohmic resistance.

There are two significant advantages in using this method for estimating the ohmic resistance. First, the algorithm does not require an open circuit voltage curve or other chemistry-specific battery parameters. Therefore, no initial battery characterization or training data is needed before the algorithm can be used in a BMS. The second advantage of this algorithm is that unlike the EKF and RLS approaches, it does not require complex matrix calculations. The lower computational cost is a significant advantage especially when one is considering implementing the algorithm in an embedded system. No research has been done recently that discuss the accuracy of such a simple resistance estimation technique in comparison to some of the more well-established algorithms. Therefore, in light of the advantages listed above, it is valuable to analyze the relative performance of these algorithms.

3.2. Extended Kalman Filter

Kalman filters have been utilized in a number of different fields including control of complex dynamic systems, such as aircrafts, ships, satellites, and robotics [28]. As advancements continue to be made in the field of Li-ion batteries, Kalman filters are a promising algorithm that can help estimate the internal states of the battery [29]. They have also been utilized for online estimation of battery parameters such as $R_{\text{ohmic}}$ and $R_1$ to provide insights into the health of the battery. Therefore, the EKF algorithm will be one of the three algorithms that will be compared in this work.

As previously mentioned, resistance is an intrinsic property of the Li-ion battery that cannot be directly measured. Therefore, the EKF algorithm is used to estimate it based on measurable outputs. Before application of the algorithm, it is important to select a model for describing the battery voltage response in discrete-time. For this paper, the ECM shown in Figure 3 will be reduced to include only the ohmic resistance and one RC pair. This model is referred to as the Thevenin model, and the components of this model are shown in red in Figure 3. The governing equations of the model as shown below.

$$\frac{d(V_{th})}{dt} = -\frac{V_{th}}{R_1C_1} + \frac{I}{C_1}$$  \hspace{1cm} (3)$$

$$V_T = V_{ocv} - V_{th} - IR_{\text{ohmic}}$$  \hspace{1cm} (4)$$

where, $V_{th}$ represents the voltage drop across the first RC pair, $I$ is the applied current, $V_{ocv}$ represent the open circuit voltage and $V_T$ is the terminal voltage.

Since the goal of this paper is to provide a comparison between different parameter estimation algorithms, only a brief discussion of the EKF will be provided in this section. For a more in-depth analysis on how the filter can be implemented, please refer to the series of papers written by Plett [16,17,19]. All the equations associated with the Kalman filter implementation are summarized below.

State-Space Models for Parameter Estimation:

$$\theta_{k+1} = \theta_k + r_k$$  \hspace{1cm} (5)$$

$$y_k = g(x_k, u_k, \theta_k) + e_k = V_{OCV,k} - R_{\text{ohmic}}I_k - V_{th,k} + e_k$$  \hspace{1cm} (6)$$


Definition:

$$\theta_k^\theta = \frac{dg(\hat{x}_k^\theta, u_k, \theta)}{d\theta} \bigg|_{\theta = \hat{\theta}_k^\theta} \quad (7)$$

Computation:

$$\hat{\theta}_k^- = \hat{\theta}_{k-1}^+ \quad (8)$$

$$\Sigma^-_{\hat{\theta},k} = \Sigma^+_{\hat{\theta},k-1} + \Sigma_r \quad (9)$$

$$L_k^\theta = \Sigma^-_{\hat{\theta},k} \left( C_k^\theta \Sigma^-_{\hat{\theta},k} \left( C_k^\theta \right)^T + \Sigma_r \right)^{-1} \quad (10)$$

$$\hat{\theta}_k^+ = \hat{\theta}_k^- + L_k^\theta [y_k - g(\hat{x}_k^\theta, u_k, \hat{\theta}_k^-)] \quad (11)$$

$$\Sigma^+_{\hat{\theta},k} = \left(I - L_k^\theta C_k^\theta \Sigma^-_{\hat{\theta},k} \right) \Sigma^-_{\hat{\theta},k} \quad (12)$$

Assuming that $\theta$ represents a vector containing the true values of the battery model parameters, the goal is to adapt $\hat{\theta}$ such that it converges to the true value. Equation (5) represents the state space model for the parameters, where the parameters are essentially constant but can change gradually over time as the battery is operated. The parameter $r_k$ represents the process noise and is assumed to follow a Gaussian distribution with a mean of zero and a covariance given by $\Sigma_r$. The output equation, shown in Equation (6), represents the cell voltage output, which can be determined by solving the Thevenin equivalent circuit. The sensor or measurement error, $e_k$, is modeled once again using a Gaussian distribution, with zero mean and variance of $\Sigma_e$.

The EKF algorithm is composed of two distinct steps: the state/parameter update and the measurement update. The parameter update is based on the state-space equation, where the parameter estimates $\hat{\theta}$ and the parameter error covariance matrix, $\Sigma_{\hat{\theta}}$, are propagated in time using Equations (8) and (9). The measurement update is then used to incorporate the additional knowledge acquired from the new measurement sample, and the parameter value is updated accordingly. The magnitude of the measurement update is based on the size of the Kalman gain, shown in Equation (10). If there is more confidence in the measurements than in the parameters, a large measurement update is carried out. Using this approach, the parameters can be continuously updated as new measurements are made available. It should be noted that initial guesses are required for both the process and measurement covariances as well as the parameter covariance. Therefore, development of an efficient filter requires tuning of these covariance matrices.

### 3.3. Recursive Least Squares

Online identification of the ohmic resistance can also be implemented using the RLS algorithm. The algorithm works by minimizing the difference between the estimated model voltage and the measured terminal voltage [10,30]. Due to its recursive nature, an optimal forgetting factor is required to reduce the influence of old data and update the parameters as new data is made available. To apply the proposed RLS algorithm, an autoregressive exogenous (ARX) model is required. For this paper, only the main model equations will be presented. For a more detailed analysis on the derivation of this model, please refer to He et al. [30]. The main equations for the RLS algorithm are summarized below.

**Auto Regressive Exogenous (ARX) Model:**

$$y_k = \theta_k \phi_k + e_k \quad (13)$$

**Initialization:**

$$\phi_k = [1 \ V_{T,k-1} \ I_k \ I_{k-1}] \quad (14)$$
The Li-ion battery pack was subjected to a current profile that would be typically experienced by an HEV or PHEV-type application. The profile was developed by combining the UDDS/US06/HWFET drive cycles. These three drive cycles were used to simulate both highway as well as urban driving conditions. In addition, the HPPC test was conducted before the start of each cycle. The input current profile along with the corresponding voltage response for the battery pack is shown in Figure 5.

Computation:

\[
\hat{\theta}_k = \left( (1 - a_{1,k}) * V_{oc,k} \right) a_{1,k} a_{2,k} a_{3,k}
\]

\[
a_1 = \frac{T - 2R_1C}{T + 2R_1C}, \quad a_2 = -\frac{R_0T + R_1T + 2R_0R_1C}{T + 2R_1C}, \quad a_3 = -\frac{R_0T + R_1T - 2R_0R_1C}{T + 2R_1C}
\]

\[
L_k = \frac{P_{k-1} \varphi_k^T}{\lambda_{RLS} + \varphi_k^T P_{k-1} \varphi_k}
\]

\[
P_k = \frac{P_{k-1} - L_k \varphi_k^T P_{k-1}}{\lambda}
\]

\[
\hat{\theta}_k = \hat{\theta}_{k-1} + L_k \left[ V_{T,k-1} - \varphi_k \hat{\theta}_{k-1} \right]
\]

Equation (13) represents the ARX model, where \( \varphi_k \) is the input vector, \( \theta_k \) is the parameter vector, \( y_k \) is the estimated system output (i.e., terminal voltage \( V_T \)), \( e_k \) is the process noise, and \( k \) is the sample step. The value of the constants \( a_1, a_2, a_3 \) can be used to solve for the ECM parameters \( R_0, R_1, \) and \( C \). Similar to the EKF, the new voltage measurements can be used to update the parameters, where the size of the update is dependent on the algorithm gain \( L_k \) (Equation (17)). The noise covariance of the parameters can also be propagated in time using Equation (18). The forgetting factor, \( \lambda_{RLS} \), can be included when calculating the algorithm gain, and in this paper, the value of \( \lambda_{RLS} \) will be initially set to 0.999.

4. Results and Discussion

4.1. Algorithm Validation with Differing SOH Values

The Li-ion battery pack was subjected to a current profile that would be typically experienced by an HEV or PHEV-type application. The profile was developed by combining the UDDS/US06/HWFET drive cycles. These three drive cycles were used to simulate both highway as well as urban driving conditions. In addition, the HPPC test was conducted before the start of each cycle. The input current profile along with the corresponding voltage response for the battery pack is shown in Figure 5.

\[\text{Figure 5. The validation current profile (A) and the corresponding voltage response (B) for the LFP battery pack at a constant temperature of 20 °C.}\]
Examining Figure 5B, it is evident that the impedance of cell 2 is significantly greater than the other three cells based on the large voltage drops. Cell 4 has the second largest resistance while cells 1 and 3 have the smallest. Given the substantial difference in the voltage response among the cells, all three resistance estimation algorithms will be tested on this profile to determine whether they can accurately estimate the cell impedance.

The three algorithms, discussed in Section 3, were developed in MATLAB (R2016b, MathWorks, Natick, Massachusetts, United States) and executed using the voltage and current data obtained from the test bench. The nominal resistance of each cell was set to 2500 µOhms to determine whether the algorithm could intelligently converge to the actual resistance of the individual battery. The results are shown in the Figure 6 below.

Figure 6. Resistance estimations from the HPPC test, EKF algorithm, RLS algorithm and DRE algorithm for cell one (A), two (C), three (B) and four (D) at a constant temperature of 20 °C.

The resistance obtained from the HPPC profile will be used as the reference when comparing the accuracy of the three resistance algorithms. Examining the results shown in Figure 6, it is evident that all three algorithms converge to the reference resistance value, given by the HPPC test. Although the initial guess for each algorithm was set to 2500 µOhms, the output estimates matched the battery’s true resistance values after the first few cycles.

It should also be noted that the DRE approach can provide the same degree of accuracy when estimating the ohmic resistance, as the more advanced algorithms. Table 2 provides a comparison of the averaged percent error of all three approaches. It was assumed that each of the three algorithms have converged after 20,000 s and the percent error is averaged from this point to the end of the test. The percent error for the DRE algorithm is in the same range as the error for RLS and EKF. These results indicate that by using a more simplified and computationally efficient approach to estimating resistance, the same degree of accuracy can be obtained.
Table 2. Comparison of the average percent error from DRE algorithm, RLS algorithm, and EKF algorithm for a battery pack maintained at 20 °C.

| Cell Number | RLS Error (%) | EKF Error (%) | DRE Error (%) |
|-------------|---------------|---------------|---------------|
| Cell 1      | 6.21          | 5.11          | 5.04          |
| Cell 2      | 1.66          | 1.39          | 1.58          |
| Cell 3      | 6.10          | 7.68          | 5.15          |
| Cell 4      | 7.43          | 2.91          | 6.87          |

It is also important to compare the convergence speed of the algorithm from its initial guess. The EKF can converge to the actual resistance value at a much faster rate than the other two methods. This is evident for all four cells in the battery pack. However, the disadvantage of using this approach is that it needs significant computational resources and requires careful tuning of the covariance matrices. The RLS method, on the other hand, requires less tuning but takes a longer time to converge to the correct resistance value. Finally, the DRE algorithm is not able to update the resistance during the initial part of the test, since this portion of the profile does not contain rapid changes in current. The algorithm does, however, quickly converge to the correct resistance value during the drive cycle portion of the profile. Therefore, although the DRE method is simple, computationally inexpensive, and can accurately track battery SOH, it requires sufficient excitation in the input current to provide accurate results.

4.2. Algorithm Validation at Different Temperatures

In addition to battery degradation, temperature has a significant effect on the ohmic resistance of the battery. A decrease in temperature has been shown to significantly increase the internal resistance of the battery [31]. To test the robustness of the algorithms under different operating conditions, the same profile shown in Figure 5A was carried out at three additional temperatures of 10 °C, 30 °C and 40 °C. The results are captured in Figure 7 for a fresh cell and Figure 8 for the cell with the highest amount of degradation.

Figure 7. Resistance estimations from HPPC test, EKF algorithm, RLS algorithm and DRE algorithm for cell #1 (fresh cell) at temperatures of 10 °C (A), 20 °C (B), 30 °C (C) and 40 °C (D).
Once again, there is strong agreement between the HPPC results and the output resistance estimates from all three algorithms. Given an initial guess of 2500 μOhms, all three algorithms were able to adapt to the actual battery resistance at different temperatures. This is true for both the fresh (Figure 7) and aged (Figure 8) cells. These trends are further confirmed when examining the mean percent error of the three different approaches (Table 3). The mean percent error is less than 10% at all temperatures except for 10 °C. Therefore, it can be concluded that the DRE algorithm, where only the ohmic resistance is estimated, can accurately track changes in resistance at different ambient temperatures.

Table 3. Comparison of the averaged percent error from DRE algorithm, RLS algorithm, and EKF algorithm for fresh and aged cell at temperatures of 10 °C, 20 °C, 30 °C, and 40 °C.

| Cell Number | RLS Error (%) | EKF Error (%) | DRE Error (%) |
|-------------|---------------|---------------|---------------|
| Fresh Cell  | 10 °C         | 16.95         | 11.51         | 9.06          |
|            | 20 °C         | 6.21          | 5.11          | 5.04          |
|            | 30 °C         | 3.90          | 4.48          | 4.80          |
|            | 40 °C         | 0.73          | 1.38          | 0.87          |
| Aged Cell  | 10 °C         | 12.63         | 11.89         | 6.32          |
|            | 20 °C         | 1.66          | 1.39          | 1.58          |
|            | 30 °C         | 5.56          | 7.76          | 5.60          |
|            | 40 °C         | 6.22          | 0.81          | 7.05          |

It should be noted that the error at the lowest temperature of 10 °C is significantly higher than at any other temperature. Examining Figures 7A and 8A, it is evident that the resistance estimates from all three algorithms are smaller than the HPPC result. To better understand this trend, it is important to examine the conditions under which the HPPC test is carried out. For this particular test, the battery is initially at rest, and the temperature of the battery is in equilibrium with the ambient temperature. The online estimation techniques, however, are estimating the internal resistance of the battery under operation. Heat generated from the applied current could result in a higher
battery internal temperature and therefore, a lower resistance estimate. This effect would be more prevalent at low temperature since resistance increases exponentially as the temperature is lowered [32]. Also, not modeling the battery hysteresis in the online estimation methods could be another reason for the discrepancy observed in Table 3. The hysteresis effect has been shown to be significant in LFP batteries [33]. Therefore, future work is still required in developing a resistance estimation technique that can account for this behavior.

Another observation from Figures 7 and 8 as well as Table 3 is that at low temperatures, there is a significant amount of variation in the resistance estimates. As the temperature increases, the resistance output becomes significantly smoother. One possible reason for this is that at lower temperatures, there can be differences in the battery internal resistance depending on the battery SOC. Therefore, for SOH calculations, it is advisable to estimate the battery resistance at a higher temperature, where a more stable output is observed.

Finally, it is important to compare the computational complexity of each of these three algorithms. One approach is to express the required execution time in big O notation, which provides an upper bound to the running time of the algorithm. The EKF and RLS algorithms both have matrix calculations that are dependent on the number of states or parameters that will be estimated. Suppose that $N$ represents the number of states/parameters that are being estimated. Then, it can be shown that the EKF method has a computational complexity of $O(N^3)$ [34], whereas the RLS algorithm has a complexity of $O(N^2)$ [35]. The DRE approach, however, has a lower complexity of $O(1)$. For state/parameter estimation in Li-ion batteries, the value of $N$ is usually two or three. Since the DRE technique only estimates a single parameter and does not adapt the other chemistry parameters, the computational complexity will always be $O(1)$. Therefore, the results from this study indicate that the DRE algorithm can provide accurate results with less complexity.

5. Conclusions

Three different approaches for estimating the internal resistance of the battery have been presented in this paper. The DRE approach searches the current profile for sharp pulses in the current and voltage to estimate the resistance. An exponentially weighted moving average filter is then applied to obtain a smooth resistance output. The findings from this approach are compared with the results from more advanced estimation techniques such as the EKF and RLS.

To test these three algorithms, a battery pack composed of four LFP cells connected in series were utilized. The pack was made of two new cells combined with two cells with a significant amount of degradation. The battery pack was then subjected to a carefully designed current profile.

The conclusions from this study are as follows:

1. All three algorithms were able to converge from an incorrect initial guess to the actual internal battery resistance, given by the HPPC test. This is true at different temperatures and different battery SOH.
2. The DRE technique can estimate the cell’s ohmic resistance with the same amount of accuracy as more advanced online estimation techniques. Therefore, utilization of this algorithm on a BMS can significantly reduce the computational cost. This can be extremely beneficial for a battery pack composed of hundreds of cells.
3. The DRE technique is only able to estimate the resistance when sufficient excitation is present in the current profile. Under operating conditions where the current does not change for long periods of time (i.e., constant current regions), the EKF or RLS approach should be used.
4. Comparison of the three techniques shows that the EKF has the fastest convergence to the true resistance value.
5. A more stable resistance output is obtained at a higher temperature for all three algorithms. These results seem to indicate that it might be advantageous to use resistance estimates at a higher temperature when evaluating SOH.
As previously mentioned, when considering the type of SOH estimation algorithm to use, it is important to consider the trade-off between simplicity and accuracy. The findings from this study will provide valuable knowledge on which algorithm is most appropriate for a particular application.
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