Seeing All the Angles: Learning Multiview Manipulation Policies for Contact-Rich Tasks from Demonstrations

Trevor Ablett, Yifan Zhai, and Jonathan Kelly†

Abstract—Learned visuomotor policies have shown considerable success as an alternative to traditional, hand-crafted frameworks for robotic manipulation. Surprisingly, an extension of these methods to the multiview domain is relatively unexplored. A successful multiview policy could be deployed on a mobile manipulation platform, allowing the robot to complete a task regardless of its view of the scene. In this work, we demonstrate that a multiview policy can be found through imitation learning by collecting data from a variety of viewpoints. We illustrate the general applicability of the method by learning to complete several challenging multi-stage and contact-rich tasks, from numerous viewpoints, both in a simulated environment and on a real mobile manipulation platform. Furthermore, we analyze our policies to determine the benefits of learning from multiview data compared to learning with data collected from a fixed perspective. We show that learning from multiview data results in little, if any, penalty to performance for a fixed-view task compared to learning with an equivalent amount of fixed-view data. Finally, we examine the visual features learned by the multiview and fixed-view policies. Our results indicate that multiview policies implicitly learn to identify spatially correlated features.

I. INTRODUCTION

The use of end-to-end visuomotor policies, in which observations are mapped directly to actions through a learned model, has emerged as an effective alternative to the traditional sense-plan-act approach for many robotic domains including autonomous driving [1], [2] and manipulation [3]–[5]. Visuomotor policies are particularly appealing for manipulation because programming a robot to complete even relatively basic tasks can pose a major challenge. Most research on learning end-to-end manipulation policies, where the inputs to the policy are easily-acquired camera images and proprioceptive sensor data, has focused on a fixed-base arm and a fixed camera viewpoint. If these policies are naïvely rolled out for a task that requires the camera angle or base position to change even slightly, as is often the case for a mobile manipulator, one would not expect the policies to succeed. We seek to learn highly generalizable policies that are not brittle in the face of perturbations to the viewpoint and base position.

In this work, we investigate the application of supervised imitation learning for generating end-to-end multiview policies for complex, contact-rich tasks. Specifically, we create datasets containing trajectories with varying base poses, allowing single policies to learn to complete tasks from a variety of viewpoints (see Fig. 1). Policies learned in this way can be directly applied to mobile manipulators in conjunction with a separate navigation policy that moves the mobile base to the vicinity of the manipulation task workspace [6]. Our main contributions are to answer the following questions:

1) How does supervised imitation learning perform in a series of challenging contact-rich tasks in the multiview domain?
2) Will a policy trained with multiview data be penalized when performing an equivalent fixed-perspective task, compared to a policy trained with an equal amount of exclusively fixed-perspective data?
3) How far can fixed-base and multiview policies be pushed beyond their training distributions?
4) Compared with a fixed-view policy, do the features learned by a multiview policy show greater spatial correlation between different views?

Somewhat surprisingly, we demonstrate that multiview policies have near-equal performance to fixed-view policies in fixed-view domains, motivating their use in any case where a mobile base is present. We do not explicitly encode view-invariance in the loss function or policy architecture,
and instead show that end-to-end multiview policies can be effectively trained implicitly by modifying the dataset.

II. RELATED WORK

In this section, we begin by examining existing work on end-to-end policy learning for robotics, followed by learning-based mobile manipulation and other multiview manipulation research. We close with a brief discussion of supervised imitation learning, also known as behaviour cloning.

The use of deep visuomotor policies that map raw observations to actions has exploded in popularity recently, largely owing to representational power and generalization capabilities of deep convolutional neural networks [3], [7], [8]. Encoding a policy this way offers the advantage of being able to learn directly from data, given either expert actions or an external reward signal, without requiring accurate world state information and a handcrafted behaviour policy. Such policies have the downside of being limited to operating on data that closely resemble the data they were trained on. In this work, we expand the training dataset to include multiple viewpoints, substantially improving the robustness of the learned policies.

Our approach can be compared to other learning-based methods used for mobile manipulation. The system developed in [9] applies several learning techniques, combined with connected motion primitives, to complete several tasks. View-invariance is encoded within separate object recognition and planning modules. Our method, in comparison, uses an end-to-end approach for completing tasks given raw sensor data only.

Several groups have attempted to learn policies that control both a mobile base and a manipulator simultaneously [10]–[12]. In each of these cases, the authors make assumptions about the availability of lower-level state information [10], [11], or confine their systems to perform only relatively simple reaching tasks [10], [12]. While we do not attempt to control the base during task execution, we generate policies that can complete challenging, contact-rich tasks without access to privileged state information. The authors of [13] learn a mobile manipulation bed-making task with imitation learning, but fiduciary markers are required at the base positions to ensure precise localization.

There has been some interest in learning policies that generalize to multiple views even when a fixed-base manipulator is employed. Through view synthesis, simulated views [14] or their latent representations [15] can be used for generating higher-quality policies. This approach has two major drawbacks: it requires a potentially prohibitive amount of training data and it operates on the assumption that all parts of images are relevant. Our method learns policies that output control signals given raw images, ensuring that only the parts of the scene relevant for control are extracted.

Other research has investigated the use of multiview representations learned with contrastive losses, determined from either time-aligned sequences from multiple camera views [16]–[18] or via pre-existing object-recognition software [19], [20]. Our method does not assume access to any extra information beyond raw RGB-D sensor data, but presumably, these representations could be used to improve the learned policies in our work.

In [21], the authors applied domain randomization [22] to learn policies that are able to complete a real-world multiview reaching task. The final policy is able to generalize to inputs from novel viewpoints. In contrast, our tasks require significantly higher dexterity than reaching alone.

Behaviour cloning (BC) is the common name given to imitation learning treated as supervised learning [1], [23]; after collecting an expert dataset, a policy is trained to regress to expert actions given the corresponding observations. A core assumption of supervised learning is that the training and test data are independently and identically distributed (IID). In BC, this translates to assuming that the policy dataset, generated by running the policy, is drawn from the same distribution as the expert dataset. Unfortunately, in general this assumption is violated [24], but the problem can be mitigated by manually increasing the coverage of the expert dataset [1], [4], [5] or by employing an intervention-based strategy [25]. We investigate the effects of including and excluding multiple views and base poses in the expert dataset for both multiview and fixed-base tasks.

III. PROBLEM FORMULATION

We formulate our problem as a Markov Decision Process (MDP). Our goal is to learn a deterministic policy \( \pi_\theta : O \rightarrow A \), parameterized by \( \theta \), for environment observations \( o \in O \) and actions \( a \in A \). Instead of maximizing a reward, in imitation learning, we attempt to match a learned policy \( \pi_\theta \) to an expert policy \( \pi_E \).

In our case, we do not assume we have direct access to \( \pi_E \) and instead only have samples of human-generated
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1We use depth information because it is easily acquired along with images using off-the-shelf RGB-D sensors.
demonstrations $DE := \{t_1, \ldots, t_n, \ldots, t_N\}; t_n := \{(o_{0n}, a_{0n}), \ldots, (o_{Tn}, a_{Tn})\}$, where $T$ is the task horizon length. The initial observation $o_0$ is sampled from a pre-defined distribution $p(o_0)$.

We train our policies using behaviour cloning. The policy $\pi_\theta$ can be trained by minimizing the mean squared error,

$$\min_\theta \sum_{(o,a) \in DE} (\pi_\theta(o) - a)^2. \tag{1}$$

In our work, each individual task or environment $T$ is a separate MDP that can be considered to be either multiview ($T_m$) or fixed-view ($T_f$), with $\pi_m$ denoting a policy trained with data from $T_m$ (and $\pi_f$ for $T_f$), where we omit $\theta$ for convenience. For $T_f$, we can define the observation generating process $g_{0,f}: S_M \times S_i \rightarrow O_{T_f}$, noting that $o_{T_f} \in O_{T_f}$ are generated by an unknown function $g_{0,f}$ of the underlying states of our manipulator $s_M \in S_M$ and task-relevant objects $s_i \in S_i$. The initial states of each episode, $s_{M,0}$ and $s_{i,0}$, are uniformly randomized within predefined constraints. In contrast, for the multiview case, we define $g_{0,m}: S_M \times S_i \times S_b \rightarrow O_{T_m}$, where we have added the state of the base of our robot $s_b \in S_b$, noting that $s_b$ is randomized only between episodes. In our formulation, measurements $o \in O$ are acquired from a sensor attached to the robot base and from the arm itself, so changing $s_{b,0}$ affects $s_{M,0}$, the view of task relevant objects, and the set of actions that are able to ‘solve’ the task.

IV. MULTIVIEW TRAINING AND SHARED INFORMATION

As stated in Section I, we are interested in the comparison between a fixed-base task $T_f$ and an equivalent multiview version $T_m$, as well as policies $\pi_f$ and $\pi_m$ trained on observations $O_{T_f}$ and $O_{T_m}$. It is important to note that because $S_M$ and $S_i$ are shared between these environments and $\dim(O_{T_m}) = \dim(O_{T_f})$, we can generate actions from $\pi_m$ or $\pi_f$ with both $O_{T_m}$ and $O_{T_f}$.

A. Comparing $T_m$ and $T_f$

Considering the sizes of the sets of possible states for $T_m$ and $T_f$ leads to a well-known challenge in prediction problems, the curse of dimensionality [26]: since $\dim(S_M \times S_i \times S_b) > \dim(S_M \times S_i)$, we should require more training examples from $O_{T_m}$ to learn $\pi_m$ than from $O_{T_f}$ to learn $\pi_f$ (i.e., to achieve the same success rate). Said differently, more examples are required to adequately ‘cover the space’ $O_{T_m}$ than to cover $O_{T_f}$.

A natural conclusion is that, given the same quantity of training data, $\pi_m$ will perform worse than $\pi_f$ on $T_f$, for two separate but related reasons: i) $\pi_m$ is required to learn a higher-dimensional problem than $\pi_f$, and ii) $\pi_m$ is provided with less (or possibly no) $O_{T_f} \in O_{T_f}$ at training time.

B. When Multiview Data Helps

Implicit in the above conclusion is the assumption that, for a specific task, the distributions of expert actions $p(a_E | s_b = \alpha)$ and $p(a_E | s_b = \beta)$ for two different base poses, $\alpha, \beta \in S_b$, are independent. However, this is not true for our problem, or for many other supervised learning tasks. The distributions of observations (and actions) for poses that are ‘nearby’ in the state space, $S_b$, must have nonzero mutual information, as well as smooth state, observation, and action spaces. If this were not the case, multiview policies would be unable to generalize to new poses. We experimentally show that our policies are able to generalize to new poses (in Section VII-A) and even to out-of-distribution data (in Section VII-B). We consider the task-dependent mutual information $I(A_E, \alpha; A_E, \beta)$ between $A_E, \alpha \sim p(a_E | s_b = \alpha)$ and $A_E, \beta \sim p(a_E | s_b = \beta)$ below.

For tasks where $I(A_E, \alpha; A_E, \beta)$ is large in general, $\pi_m$ will provide little benefit over $\pi_f$ in $T_m$. However, when $I(A_E, \alpha; A_E, \beta)$ is small in general, $\pi_m$ may be prohibitively costly to learn and suffer compared with $\pi_f$ in $T_f$. This issue arises due to the increased number of expert demonstrations needed to cover the space of $O_{T_m}$. For this reason, we expect $\pi_m$ will provide the most benefit, compared to $\pi_f$ learned from an equivalent amount of data, when $I(A_E, \alpha; A_E, \beta)$ falls somewhere in the middle—each base pose generates similar observations and requires a similar, but not identical, trajectory of actions to allow successful completion of the task (see Fig. 1). As an example, consider a lifting task, where the robot has to lift an object sitting on a table. If, when varying $s_b$, the object poses in the set $S_{i,0}$ remain the same relative to both the imaging sensor and the robot base, a multiview policy would provide little benefit. Conversely, consider a door opening task, where the robot has to open a cabinet door: the initial pose of the cabinet $s_{i,0}$ does not change relative to the world. Therefore, if $s_b$ is changed, the initial pose of the cabinet, relative to the imaging sensor and the robot base, will necessarily change, and a fixed-view policy will likely fail.

We can rephrase our first two experimental questions (see Section I): provided that a task has an upper bound on the range of base poses to consider, is there sufficient mutual information between trajectories at different (but ‘nearby’) poses to enable a policy $\pi_m$ to be learned that not only performs adequately in $T_m$, but performs comparably to $\pi_f$ in $T_f$, given the same amount of training data? That is, if we reduce the sampling density (of expert demonstrations), is the mutual information between those demonstrations sufficient to ensure that $\pi_m$ performs well in $T_m$ and similarly to $\pi_f$ in $T_f$? We explore this question in Section VII-A.

Finally, despite nonzero mutual information, it remains true that $\pi_m$ must learn in the larger space of $O_{T_m}$, compared to $\pi_f$ and $O_{T_f}$. If $\pi_m$ relies on mutual information, we would expect that many of the visual features learned by $\pi_m$ would consistently refer to the same parts of the scene, regardless of viewpoint, a possibility we examine in Section VII-C.

V. METHODOLOGY

As previously noted, we assume that we have access to an “approach” policy that is capable of moving the mobile base to a pose where the task-relevant objects are i) in view of the base-mounted sensor and ii) within the reachable workspace of the manipulator.
We use an automated process to generate randomized base poses for each new training episode. We require i) a rough estimate of the transform from the robot base frame to the sensor (often provided, and easily acquired through off-the-shelf calibration), ii) a rough estimate of the robot base pose in the fixed world reference frame $F_W$ (the estimate from wheel odometry is adequate), iii) a pre-selected centre point in $F_W$, and iv) the desired distance (again, approximate) between the camera frame origin and the centre point in $F_W$. We desire poses of the mobile base where the main optical axis of the camera sensor, at $F_S$, always very nearly intersects with the selected centre point in $F_W$. Each pose in the feasible set lies on a circle, as shown in Fig. 3. Since the base poses are in SE(2), they can be defined by $b_\phi$, $b_x$ and $b_y$; new poses are generated by randomly sampling $b_\phi \sim U(b_{\phi,\text{min}}, b_{\phi,\text{max}})$ (where $b_{\phi,\text{min}}$ and $b_{\phi,\text{max}}$ are set to ensure that there are no collisions with the environment) and computing the appropriate corresponding $b_x$ and $b_y$ using the constraints outlined above. After sampling and solving for the full base pose, we add a small amount of uniform random noise to the pose values (ensuring that task-relevant objects remain in view), with the aim of increasing the robustness of our learned policy. Importantly, our learned policies do not require direct knowledge of the base-to-camera transform or the workspace-to-base transform—this information is used only during the autonomous view generation process.

Our method also requires the collection of a dataset $D_E$ of expert trajectories of observation-action pairs $(o, a)$ acquired through teleoperation. We only require that the demonstrations are collected without an operator in view of the imaging sensor, though we note that this constraint exists for all visuo-motor imitation learning methods.

VI. EXPERIMENTAL SETUP

In this section, we describe our experimental design, including the hardware used, the parameters of our tasks, and how we train our policies.

A. Hardware

We carry out experiments on both simulated and real versions of our mobile manipulation platform, shown in Fig. 4. Our real platform has a Robotiq 3-finger gripper, while our simulated platform in PyBullet [27] uses either a PR2 gripper or a Franka Emika Panda gripper due to the difficulty of simulating the 3-finger gripper.

On our physical platform, we employ a simple compliant controller using a Robotiq FT-300 force-torque sensor, allowing our policies to operate safely in our contact-rich tasks. Our robot is controlled using off-the-shelf ROS packages at the lower level and our own inverse kinematics library.

On both the real and the simulated platforms, we use, in addition to other data as detailed in Section VI-B, RGB images and depth images. On the real platform, images are captured using a RealSense D435. The sensor is firmly mounted to the mobile base (see Fig. 4), ensuring that, when the base moves, the sensor moves with it (see Fig. 3).

To collect human demonstrations, we use a single HTC Vive hand controller (see Fig. 4) and custom-designed software. For visual feedback, we found that having the user observe the real robot during collection was sufficient. We also use the force-torque sensor measurements to provide proportional haptic feedback to the demonstrator through the vibration motor in the controller—the vibration amplitude increases with the magnitude of the force and/or torque.

B. Environments

For a summary of our environments/tasks, see Table I. Representative images from successful trajectories in each environment are shown in Fig. 5. All of the tasks’ input data include, in addition to RGB and depth images, the current pose of the end-effector in the frame of the robot, provided by forward kinematics and represented as a seven-tuple with position and a unit quaternion for orientation. As well, each environment that requires actuating the gripper includes the current and previous two positions of each gripper finger. Finally, the real environments also include force-torque sensor data.
TABLE I: Environments considered in this work. Demo time is the cumulative real time of the 200 demonstrations in the multiview version of each expert dataset and the $p(o_0)$ params are the initial conditions of the environment that are randomized between episodes. The “base $b_0$ range” corresponds to $b_{0,\text{max}} - b_{0,\text{min}}$, as described in Section V.

| Environment      | Objective                                | Demo time | $p(o_0)$ params                  | $p(o_0)$ (ranges) | Actions            |
|------------------|------------------------------------------|-----------|----------------------------------|-------------------|--------------------|
| LiftSim          | Reach block and lift above 7.5cm         | 18m23s    | base pose, block pose            | base $b_0$ range: | Trans vel, grip    |
| StackSim         | Stack blue block on green block          | 25m05s    | base pose, blue block pose,      | base $b_0$ range: | 6-DOF vel, grip    |
|                  |                                          |           | green block pose                 | 45°, block        |                    |
|                  |                                          |           |                                 | center in 25cm x |                    |
|                  |                                          |           |                                 | 25cm box          |                    |
| PickAndInsertSim | Grasp cylinder and insert in hole (<1mm tol.) | 14m23s   | base pose, cylinder pose         | base $b_0$ range: | 6-DOF vel, grip    |
| DoorSim          | Grasp door handle, open >90°             | 25m17s    | base pose, initial gripper pose  | base $b_0$ range: | 6-DOF vel, grip    |
|                  |                                          |           |                                 | 35°, gripper:     |                    |
|                  |                                          |           |                                 | in 12cm x 5cm x 5cm |                |
| PickAndInsertReal| Grasp cylinder and insert in hole (<1mm tol.) | 28m30s   | base pose, cylinder pose         | base $b_0$ range: | 6-DOF vel, grip    |
| DoorReal         | Hook door handle, open >90°              | 30m56s    | base pose, initial gripper pose  | base $b_0$ range: | 6-DOF vel          |
|                  |                                          |           |                                 | 35°, gripper:     |                    |
|                  |                                          |           |                                 | in 12cm x 5cm x 5cm |                |
| DrawerReal       | Hook drawer handle, open within 2cm of max | 32m23s  | base pose, initial gripper pose  | base $b_0$ range: | 6-DOF vel          |
|                  |                                          |           |                                 | 35°, gripper:     |                    |
|                  |                                          |           |                                 | in 12cm x 5cm x 5cm |                |

C. Policy Architecture and Training

Our policy networks are inspired by [4]. Specifically, we use a multi-layer convolutional neural network (CNN) to process the RGB and depth images, take the spatial soft-argmax [3] of the final CNN layer, and concatenate these points with other numerical state information before pushing them through a set of two fully-connected layers. Our CNN layers are the same as in [4], but we use 512 neurons in each of our fully-connected hidden layers. Crucially, all inputs are available from raw sensor data and our policy does not have access to any privileged state information, including object poses or the relative base pose. We reduce the resolution of our RGB and depth images to $64 \times 48 \times 3$ and $64 \times 48$, respectively, and initialize the weights of the RGB layer with weights from ResNet [28]. Empirically, we found greatly reduced variance between the performance of differently-seeded policies by training our policies as ensembles [29], so each policy is a five-member ensemble, with the final output being the mean output. Each member policy is trained with the same data shuffled differently, initialized with different random orthogonal weights (apart from the pretrained weights).

We train the policies using Tensorflow [30] and the Adam optimizer [31] with early stopping, ending training when the validation error on a 20% holdout set has not improved for 30 epochs. We use a learning rate of 0.001, a mini-batch size of 64, and a maximum of 200 epochs. Our loss function is the mean squared error (Eq. (1)) between the expert and policy action. We did not do a hyperparameter search because our results given these parameters sufficiently answered the questions posed in Section I, but presumably, a search could have marginally improved our success rates.

The LiftSim environment policies are trained using demonstrations generated from a policy learned with Soft-Actor Critic [32] to encourage repeatable experiments. Given the high cost of generating autonomous policies for the other tasks, all other tasks use exclusively human-generated data.

VII. EXPERIMENTAL RESULTS

Our goal in this work is to investigate the performance of multiview policies relative to fixed-view policies on a series of contact-rich manipulation tasks. To do so, we compare the performance of $\pi_m$ and $\pi_f$ in both $T_m$ and $T_f$ and on out-of-distribution data. To attempt to explain performance gaps, we additionally examine the spatial consistency of the visual features learned by $\pi_m$ and $\pi_f$.

For each task, we collected 200 demonstrations and trained five policies, with different seeds and at multiple demon-
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Fig. 6: Performance of our policies in environments in which we compared fixed-base with multiview policies in fixed-base (top) and multiview (bottom) environments. The shaded region shows the two-sigma bounds across five policy seeds in simulation, and three in the DoorReal environment. The multiview policies, as expected, outperform fixed-base policies in multiview settings, often substantially so, with either no or only minor detriment compared with a fixed-base policy in a fixed-base environment.

A. Multiview versus Fixed-base

For LiftSim, StackSim, PickAndInsertSim, DoorSim, and DoorReal, we collected both multiview and fixed-base data on each task and compared performance under four conditions: \( \pi_m \) in \( T_m \), \( \pi_m \) in \( T_f \), \( \pi_f \) in \( T_m \), and \( \pi_f \) in \( T_f \) (see Fig. 6). Notably, as we predicted in Section IV-B, in the Lift and Stack environments, the multiview policy only provides a marginal benefit over a fixed-base policy in a multiview environment. For these two environments, \( \pi_m \) does not perform any worse than \( \pi_f \) in \( T_f \), indicating that a multiview policy can improve performance, and does not appear to cause any detriment.

The benefits of a multiview policy are much clearer in the PickAndInsertSim, DoorSim, and DoorReal environments, where the fixed-base policy fails often in the multiview case, while the multiview policy, as expected, increases in performance with the number of demonstrations. Compared with a fixed-base policy, the multiview policy does lose a small amount of performance in the \( T_f \) DoorSim task. Notably, we do not see the same effect in the real world version of the Door task. We suspect that in the real world, it is quite difficult to ensure that the base is in the exact same pose it was in during data collection. Of course, this small deviation is not an issue for the multiview policy and further motivates its use over a fixed-view policy.

The performance results of multiview policies for PickAndInsertReal and DrawerReal are shown in Fig. 7. As is the case for PickAndInsertSim, DoorSim, and DoorReal, we would reasonably expect that a fixed-base policy would not be able to complete these tasks successfully given different views. It is worth noting that the performance variation between differently-seeded policies for PickAndInsertReal is relatively high. We suspect this is due to the difficulty of learning this task in a purely supervised framework. Empirically, many of the failures in this environment were “near-misses.”

B. Out-of-Distribution (OOD) Experiments

To investigate performance on OOD data, we compared the success rate of multiview policies with fixed-view policies given specific base angles, \( b_\phi \), as described in Section V. Our multiview policies were trained in our simulated environments with \( b_\phi \sim \mathcal{U}(-0.6, 0.2) \) (radians), and our fixed-view policies were trained with \( b_\phi = 0 \). We tested both policies with 12 sets of initial conditions for \( b_\phi \): \( b_\phi, \text{range} = \{-0.8, -0.7, -0.6\}, \ldots, \{0.3, 0.4\} \). We drew 50 random values from each \( b_\phi, \text{range} \), and recorded the success rate on these episodes for five seeds of multiview policies and fixed-base policies, each trained with 200 expert demonstrations. The results are shown in Fig. 9.

As predicted, both types of policies tend to perform roughly equally in each range of angles in LiftSim, and, as shown in Section VII-A, the StackSim multiview policy tends to perform better in general. For PickAndInsertSim and DoorSim, a clearer picture emerges to explain the performance difference shown in Fig. 6: the fixed-base policies were trained exclusively at \( b_\phi = 0 \) with no variation in \( b_\phi \).
or \( \beta \), so \( \pi_f \) performance, with even small variations in \( \beta \), falls dramatically compared with the performance of \( \pi_f \) on \( T_f \). The performance of \( \pi_f \) continues to deteriorate as \( |b_p| \) increases, while the multiview policies do well throughout the training distribution, with a noticeable negative skew in performance towards the negative angles. This reduced performance may occur because our camera is already at an angle to the left of the scene (see Fig. 3), so moving it further to the left makes the task particularly challenging. The multiview policies show some degree of ability to generalize beyond their training distribution, indicating that the multiview policies learn about the geometric relationship between the arm and the objects in the scene.

**C. Learned Feature Analysis**

Expanding on our analysis in Section IV-B, we compare the visual features learned by policies \( \pi_f \) and \( \pi_m \). The vision portion of our network terminates with a set of 32 spatial soft-argmax (SSAM) outputs per ensemble member, generated from each of the last convolutional filters, which can be interpreted as points in image space (we refer the reader to [3] for a more detailed explanation of SSAM). In this section, we refer to SSAM outputs/points interchangeably as features, but unlike traditional features in computer vision (i.e., those used for feature matching), they do not specifically encode a descriptor that can consistently identify exactly the same parts of different images.

The use of SSAM outputs allows us to interpret where the network directs its attention. We can therefore observe whether individual SSAM outputs are spatially consistent, which would imply that a view-independent geometric representation has been learned and potentially (partially) explain the generalization capability. As noted in Section IV-B, the reuse of information between views would lead to spatially consistent (correlated) features.

For this analysis, we used five random episodes (i.e., with five different views) of each of \( \pi_m \) and \( \pi_f \) acting in \( T_m \) in our DoorSim environment. In each episode, starting from one time step before the policy initially closed the gripper (attempting to grasp the door handle—arguably the most challenging part of the task), we recorded all of the SSAM points and activation magnitudes from each policy for five time steps. These SSAM points were then projected into Cartesian space using the known camera intrinsic parameters, depth image data, and the world gripper and door poses. Given five episodes and five time steps per episode, each SSAM output produces 25 3D feature points in the world frame. We sorted the SSAM points by their activation magnitudes, and took the three SSAM points with the highest average activation magnitudes that also showed up at least 20 out of 25 times on either the door or the gripper (as determined using ground-truth information from PyBullet), yielding six representative SSAM outputs in total (three for the door, three for the gripper) for each of \( \pi_m \) and \( \pi_f \). Each of these six SSAM features had between 20 and 25 positions on either the gripper or the door. We plotted the reprojected locations of these features in Fig. 8 (with features from \( \pi_f \) on the top row and from \( \pi_m \) on the bottom row).
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**Fig. 8:** A comparison of the three SSAM points with highest activation on the gripper and the door, reprojected from five different time steps for five different episodes with different viewpoints. The first five images of each row show the locations of the six features for each different viewpoint and the sixth image shows all SSAM points reprojected to a single view. The features in the top diagrams are from \( \pi_f \), and display far less spatial consistency than the features in the bottom diagrams from \( \pi_m \). The ellipsoids on the right show the two-sigma bounds of the covariance of all of the object-consistent SSAM positions. Each SSAM output corresponds to a different colour. See attached video for more details.

**Fig. 9:** Results of testing multiview policies (\( \pi_m \)) and fixed-base policies (\( \pi_f \)), each trained with 200 demonstrations, in multiview environments at a range of angles. The whiskers show the two-sigma bounds across five policy seeds. Here, \( \pi_m \) outperforms \( \pi_f \), and also shows some ability to perform adequately outside of the training distribution bounds.
The features learned by \( \pi_m \) clearly show a smaller degree of spread, and higher spatial correlation, than the features from \( \pi_f \). The spatial correlation of the SSAM layer activations indicates that a degree of view-invariance has been learned without the need to explicitly train using a view-invariance loss or architecture—the policy has learned a visual representation of the task-relevant objects (including the arm) in terms of features that are robust to viewpoint changes. Our interpretation that \( \pi_m \) has learned a degree of true view-invariance is also supported by our results in Section VII-B: \( \pi_m \) generalizes to viewpoint shifts beyond its training distribution.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we generated end-to-end policies for challenging, contact-rich tasks involving multiple views. We demonstrated the benefits of multiview policies through extensive experiments on a mobile manipulation platform in both simulation and in the real world. Specifically, given the same amount of training data, a multiview policy can be learned with very little, if any, detriment to performance compared with a fixed-base policy and a corresponding fixed-base task. Since multiview policies are considerably more flexible than their fixed-based counterparts, we assert that multiview data is potentially always desirable. As future work, we would like to further investigate methods for reducing the data required to learn effective policies through the use of traditional and learning-based view synthesis techniques or multiview representation learning.
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