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Abstract. We derive strong variance-based uncertainty relations for arbitrary two and more unitary operators by re-examining the mathematical foundation of the uncertainty relation. This is achieved by strengthening the celebrated Cauchy-Schwarz inequality using a method of brackets and convex functions. The unitary uncertainty relations outperform several strong unitary uncertainty relations, notably better than some recent best lower bounds such as [Phys. Rev. Lett. 120, 230402 (2018)] and [Phys. Rev. A. 100, 022116 (2019)].

1. Introduction

The uncertainty relation lies at the foundation of the quantum theory with a wide range of applications in quantum information including quantum cryptography [1, 2], quantum entanglement [3, 4, 5], quantum speed limit [6], signal processing [7], and so on. Uncertainty relations can be tested experimentally with neutronic [8, 9] and photonic qubits [10, 11, 12, 13]. There are two kinds of uncertainty relations in quantum theory: the preparation uncertainty relation and the measurement uncertainty relation.

The well-known Heisenberg uncertainty principle [14] has played a pivotal role and provided deep insights into the nature of quantum world and distinguished itself from the classical world. The classical Heisenberg uncertainty relation says that the measurement of position $x$ and momentum $p$ cannot be done exactly and simultaneously

$$\Delta x \Delta p \geq 1/2,$$

where $[x, p] = iI$ ($I$ is the identity operator) and $\Delta$ is the variance. The modern form of the uncertainty principle was established by Kennard [15] and well formulated by Weyl [16]. In 1929, Robertson generalized (1) to an arbitrary pair of non-commuting bounded observables $A$ and $B$ and showed that the product of variances of $A$ and $B$ has a general lower bound [17]:

$$\Delta A \Delta B \geq ||\langle [A, B] \rangle ||/2.$$

where $\langle [A, B] \rangle$ is the expectation value of the commutator $[A, B]$ with respect to a fixed state. Further works on variance-based uncertainty relations have been carried out in

---

Key words and phrases. Uncertainty relations, Cauchy-Schwarz inequality, unitary operators.

PACS numbers: 03.65.-w, 03.65.Ca, 03.65.Ta.
One notices that (1) or (2) maybe trivial and do not capture the intrinsic incompatibility of non-commuting observables [18, 19], this triggered further formulation of the uncertainty relation. One of the most promising ones is perhaps the entropy-based uncertainty relation [20, 21, 22, 23, 24, 25, 26]. Another important direction is to improve the uncertainty relation based on variances in a nontrivial way. In 2014, Mcconne and Pati [27] proposed a sum form of variance-based uncertainty relation, which captures the essence of noncommutativity and also raises the question of compatibility (see [28] for further discussion). In [29] the sum form was strengthened considerably. In [30] the authors showed that there are no nontrivial unconditional joint-measurement bounds for state-dependent errors in the conceptual framework, while Heisenberg-type measurement uncertainty relations for state-independent errors have been proven (cf. [31, 32]). Also the uncertainty relation for the Fourier transform has been studied in [33]. In [34], the authors presented the uncertainty relation for the characteristic functions of the quantum mechanical position and momentum probability distributions. Yet another important development is to improve the generalized product form of variance-based uncertainty relation given by Bong et al [35], which descends to Heisenberg-Robertson’s uncertainty relation for two unitary operators [36, 37, 39] at a special situation. Bong’s beautiful bound is expressed implicitly in terms of the Gram determinant, which is sometimes hard to extract the exact form. In [38] one of us and collaborators have proposed an improvement to evaluate the lower bound using a sequence of “fine-grained” inequalities [40].

The goal of this paper is to give another nontrivial improvement on the uncertainty relation for general two and more unitary operators. We achieve this by examining the mathematical foundation of the uncertainty relation to improve the Cauchy-Schwarz inequality. We use brackets and convex functions to derive variance-based unitary uncertainty relations in the products form for two unitary operators in all quantum systems, which is simple to understand and can be well presented. We show that our new bound outperforms Bong et al.’s [35] in the whole range as well as Yu et al.’s [38] and Li et al.’s [39] in almost the whole interval.

This paper is organized as follows. In section 2 we introduce the method of brackets and convex functions based on the Cauchy-Schwarz inequality to derive our main results, which gives effective lower bounds for the product of variances. In section 3 we examine several examples to show that our new bounds are indeed tighter than those of Bong et al’s and Yu et al’s bounds. In section 4 we discuss how to generalize our results to multiple observables. The conclusion is given in section 5.

### 2. UUR for two unitary operators

Let $|\psi\rangle$ be a fixed quantum state in a Hilbert space $H$ and $A$ a unitary operator on $H$. Let $\langle A \rangle = \langle \psi | A | \psi \rangle$ be the expectation value of $A$. Let $\delta A = A - \langle A \rangle$, then the variance of $A$ is defined by $\Delta A^2 = \langle (\delta A)^\dagger (\delta A) \rangle$. The celebrated unitary uncertainty relation (UUR) says that

$$\Delta A^2 \Delta B^2 \geq |\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2.$$  

This fundamental relation is vital to quantum mechanics. Usually the UUR follows from the well-known Cauchy-Schwarz inequality, which we now recall to motivate our discussion.
Fix a computational basis \( \{|j\rangle\}_1^n \) of \( H \), and let \( \alpha = (\alpha_1, \cdots, \alpha_n) \) be the coordinate vector of \( A \), and similarly \( \beta \) for \( B \). Physically the quantities \( |\alpha_i| = x_i \) and \( |\beta_i| = y_i \) are observed real numbers. Let \( |x| = \sqrt{x \cdot x} \) be the vector norm. Then

\[
\Delta A^2 \Delta B^2 = \langle \psi | (\delta A)^\dagger (\delta A) | \psi \rangle \cdot \langle \psi | (\delta B)^\dagger (\delta B) | \psi \rangle
\]

\[
= \sum_{i=1}^n |\alpha_i|^2 \cdot \sum_{i=1}^n |\beta_i|^2 = |x|^2 |y|^2,
\]

(4)

\[
|\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2 = |\langle \psi | (\delta A)^\dagger (\delta B) | \psi \rangle|^2 = \sum_{i=1}^n \alpha_i^* \beta_i = (x \cdot y)^2.
\]

(5)

The Cauchy-Schwarz inequality \( |x \cdot y| \leq |x||y| \) immediately implies the UUR \( \text{[3]} \text{[4]} \). Therefore an improvement of the Cauchy-Schwarz inequality will lead to an improvement of the UUR. This takes us to the following discussion.

Denote by \( \vec{x}_m = (x_1, \cdots, x_m, 0, \cdots, 0) \) a partial vector of \( x = (x_1, \cdots, x_n) \). Define \( \vec{x}_m = x - \vec{x}_m = (0, \cdots, x_{m+1}, \cdots, x_n) \). The Cauchy-Schwarz inequality implies that

\[
(x \cdot y)^2 = (\vec{x}_m \cdot \vec{y}_m)^2 + (\vec{x}_m \cdot \vec{y}_m^c)^2 + 2(\vec{x}_m \cdot \vec{y}_m)(\vec{x}_m \cdot \vec{y}_m^c)
\]

\[
\leq |\vec{x}_m|^2 |\vec{y}_m|^2 + |\vec{x}_m|^2 |\vec{y}_m^c|^2 + 2|\vec{x}_m||\vec{y}_m||\vec{x}_m||\vec{y}_m^c|
\]

\[
\leq |\vec{x}_m|^2 |\vec{y}_m|^2 + |\vec{x}_m|^2 |\vec{y}_m^c|^2 + |\vec{x}_m|^2 |\vec{y}_m|^2 + |\vec{x}_m^c|^2 |\vec{y}_m|^2
\]

\[
= (|\vec{x}_m|^2 + |\vec{x}_m^c|^2)(|\vec{y}_m|^2 + |\vec{y}_m^c|^2) = |x|^2 |y|^2
\]

with equality if and only if \( \vec{x}_m = k \vec{y}_m, \vec{x}_m^c = k^c \vec{y}_m^c \) and \( |\vec{x}_m| = |\vec{x}_m^c| = |\vec{y}_m|, \) where \( k \) and \( k^c \) are constants.

We have the following result on UUR.

**Theorem 1.** Let \( K_m = (|\vec{x}_m| |\vec{y}_m| + |\vec{x}_m^c| |\vec{y}_m^c|)^2 \) for \( m \in \{1, \cdots, n\} \) and \( K_m^v = v K_m + (1 - v)|x|^2 |y|^2 \) a convex function, then

\[
|\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2 \leq K_m \leq K_m^v \leq \Delta A^2 \Delta B^2,
\]

(7)

where \( v \in [0, 1] \).

**Proof.** Note that \( (x \cdot y)^2 \leq K_m \leq |x|^2 |y|^2 \) was already shown in (4). Now \( (K_m^v)' = K_m - |x|^2 |y|^2 \leq 0 \), so \( K_m^v \) is non-increasing function. Then we have

\[
(x \cdot y)^2 \leq K_m = f(1) \leq K_m^v \leq f(0) = |x|^2 |y|^2.
\]

So (7) follows from (4) and (5). \( \square \)

In reality one usually quantifies \( m \) coordinates of \( x \) not necessarily the first \( m \) ones. Physically one can just sample any \( m \) coordinates of \( x \). Mathematically this is better achieved by using symmetry. Let \( S_n \) be the symmetric group acting naturally on \( \mathbb{R}^n \) by permutation. In particular \( \sigma(\vec{x}_m) = (x_{\sigma(1)}, \cdots, x_{\sigma(m)}, 0, \cdots, 0) \), then \( \sigma(\vec{x}_m^c) = \sigma(x) - \sigma(\vec{x}_m) \). We set

\[
\sigma(K_m) = (|\sigma(\vec{x}_m)| |\sigma(\vec{y}_m)| + |\sigma(\vec{x}_m^c)| |\sigma(\vec{y}_m^c)|)^2,
\]

(8)

then we have the second result on UUR.

**Theorem 2.** Let \( \tilde{K}_m = \max_{\sigma \in S_n} \{\sigma(K_m)\} \) and \( \tilde{K} = \max_m \{\tilde{K}_m\} \), then we have

\[
|\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2 \leq K_m \leq \tilde{K}_m \leq \tilde{K} \leq \Delta A^2 \Delta B^2.
\]

(9)
Note that \( \tilde{K}_m = K_{d-m} \) by (5), so we only need \( \tilde{K}_m \) for \( m = 1, \ldots, \lfloor \frac{d}{2} \rfloor \). Set \( \tilde{K}_m^v = v\tilde{K}_m + (1 - v)|x|^2|y|^2 \), then

\[
|\langle A^\dagger B \rangle - \langle A \rangle \langle B \rangle|^2 \leq \tilde{K}_m \leq \tilde{K}_m^v \leq \Delta A^2 \Delta B^2.
\]

3. Pure or Mixed, that is a Question

In this section, we are interested in the question why we have focused only on the uncertainty associated with pure states from perspectives of both physics and mathematics. Previous works on variance-based uncertainty relations have considered quantifying uncertainties in terms of both pure and mixed states. Here, in contrast, we would like to show that the study on variance-based uncertainty relations for mixed states are superfluous.

Physically, the uncertainty principle exhibits a fundamental limit to the precisions with respect to multiple incompatible measurements, such as position and momentum, or measurements with mutually unbiased bases, just to name a few. More precisely, Heisenberg’s uncertainty principle says that more accurately we know from one of the incompatible measurements, less accurately we know the other. However, for mixed states, we can hardly know any observable with absolute precision from measurements, thus the uncertainty relation for mixed states, which includes the variance-based formalism, goes against the original idea of Heisenberg’s uncertainty principle.

Mathematically, the variance-based uncertainty relations can be reformatted into the following nonlinear optimization problem:

\[
\begin{align*}
\min & \quad \text{Tr}[(A - \langle A \rangle)^2 \rho] \text{ Tr}[(B - \langle B \rangle)^2 \rho] \\
\text{s.t.} & \quad \text{Tr}[\rho] = 1, \quad \rho \geq 0.
\end{align*}
\]

(11)

In general one cannot expect to solve above problem effectively. Fortunately, here we are only interested in whether the minimum is achieved by pure states or mixed states. Given a quantum state \( \rho \) and its spectral decomposition as

\[
\rho = \sum_j \lambda_j u_j,
\]

(12)

where \( u_j := |u_j\rangle \langle u_j| \). To avoid ambiguity, in this section we denote \( \text{Tr}[(A - \langle A \rangle)^2 \rho] \) as \( \Delta A^2_\rho \), and thus we have \( \Delta A^2_{u_j} = \langle u_j | (A - \langle A \rangle)^2 | u_j \rangle \). As a consequence of the convexity of the quadratic function, we immediately obtain

\[
\Delta A^2_\rho \geq \sum_j \lambda_j \Delta A^2_{u_j},
\]

(13)

which further implies that

\[
\begin{align*}
\Delta A^2_\rho \Delta B^2_\rho & \geq \left( \sum_j \lambda_j \Delta A^2_{u_j} \right) \left( \sum_k \lambda_k \Delta B^2_{u_k} \right) \\
& = \sum_{jk} \lambda_j \lambda_k \Delta A^2_{u_j} \Delta B^2_{u_k} \\
& \geq \sum_j \lambda_j^2 \Delta A^2_{u_j} \Delta B^2_{u_j}.
\end{align*}
\]

(14)
Finally, by setting $u \in \{u_j\}_j$ as the pure state that minimizes $\Delta A^2_{u_j} \Delta B^2_{u_j}$ for all $j$, we get

$$\Delta A^2_{\rho} \Delta B^2_{\rho} \geq \Delta A^2_u \Delta B^2_u.$$  

(15)

In other words, for any quantum state $\rho$, we can always find a pure state $u$ that minimizes the variance-based uncertainty relation. Observe that the statement is not only true for variance-based uncertainty relations with product form, but also works for variance-based uncertainty relations with sum form [31], whose proof is given by the following inequalities

$$\Delta A^2_{\rho} + \Delta B^2_{\rho} \geq \sum_j \lambda_j \left( \Delta A^2_{u_j} + \Delta B^2_{u_j} \right)$$

(16)

where $v \in \{u_j\}_j$ is the pure state that minimizes $\Delta A^2_{u_j} + \Delta B^2_{u_j}$ for all $j$. Now we conclude that, for the variance-based uncertainty relations, we only need to consider the case of pure states, namely

**Lemma 1.** [Pure State Lemma] If $f(A, B, \rho)$ is the uncertainty relations, expressed as $\Delta A^2_{\rho} \Delta B^2_{\rho}$ or $\Delta A^2_{\rho} + \Delta B^2_{\rho}$, for a quantum state $\rho \in D$ with $D$ stands for the collection of all quantum states, then $\min_{\rho \in D} f(A, B, \rho)$ is achieved by some pure states; that is

$$\min_{\rho \in D} f(A, B, \rho) = f(A, B, \psi)$$

(17)

holds for some pure state $\psi$.

Thanks to the lemma, one only needs to investigate variance-based uncertainty relations for pure states in this work.

4. Examples

Let’s first recall the celebrated unitary uncertainty relation (UUR) using Gram determinant. For $n + 1$ unitary operators $U_0 = I, U_1, \cdots, U_n$, and $|\psi\rangle$ a quantum state, the Gram matrix $G = (G_{jk})_{(n+1)\times(n+1)}$, where $G_{jk} := \langle U_j^\dagger U_k \rangle$. The fact of $G$ being positive semi-definite is formulated as a UUR for the operators $U_1, \ldots, U_n$ by Bong et al’s [35]. In particular, for two operators $A$ and $B$, the Gram determinant

$$\det \begin{pmatrix}
1 & \langle A \rangle & \langle B \rangle \\
\langle A^\dagger \rangle & 1 & \langle A^\dagger B \rangle \\
\langle B^\dagger \rangle & \langle B^\dagger A \rangle & 1
\end{pmatrix} \geq 0$$

(18)

gives the UUR as

$$\Delta A^2 \Delta B^2 \geq |\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2.$$  

(19)

In [38] Yu et al derived strong variance-based uncertainty relations for two unitary operators by using a sequence of “fined-grained” inequalities:

$$I_1 \geq \cdots \geq I_d \geq \cdots \geq I_n,$$

where for $1 \leq d \leq n$

$$I_d = \sum_{i=1}^n x_i^2 y_i^2 + \sum_{i<j,d<j} (x_i^2 y_j^2 + x_j^2 y_i^2) + \sum_{i<j,d} 2x_i y_i x_j y_j.$$  

(21)
In this case, the result shows that \( I_1 = \Delta A^2 \Delta B^2 \), \( I_n = |\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2 = LB \) is Bong et al’s lower bound, while \( I_d \) provide better bounds with \( I_2 \) the most optimal one.

Another improved uncertainty relation based on [38] was given by Li et al [39]. They defined a quantity \( I_1' \) which satisfies \( \Delta A^2 \Delta B^2 \geq I_1' \geq I_2 \), where

\[
I_1' = \sum_{i=1}^{n} x_i^2 y_i^2 + \sum_{j=1,j\neq i}^{n} x_i^2 y_j^2 + y_i^2 \sum_{i=4}^{n} x_i^2 + 2y_i^2 x_2 x_3.
\]

In the following we give examples to compare performances of these three sets of bounds. We will show that our bounds are easier to compute and tighter in most cases. Recall that

\[(x \cdot y)^2 \leq K_m \leq K_m^v \leq |x|^2|y|^2, v \in [0, 1].\]

**Example 1.** Let \( H \) be an \( d \)-dimensional Hilbert space and \( |\psi\rangle = \cos \theta |0\rangle - \sin \theta |d-1\rangle \in H \) a pure state. Let \( I_r \) be the identity operator of size \( r \), and consider two unitary operators \( A, B \):

\[
A = \text{diag}(1, \omega, \omega^2, \ldots, \omega^{d-1}), \omega = e^{\frac{2\pi i}{d}}, B = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
\]

Note that \( AB = \omega BA \). Then the associated real vectors \( x = (x_1, x_2, \ldots, x_d) \) and \( y = (y_1, y_2, \ldots, y_d) \) are given by

\[
x_1 = |(1 - e^{-\frac{2\pi i}{d}})\sin^2 \theta \cos \theta|, \quad x_2 = \cdots = x_{d-1} = 0, \quad x_d = |(1 - e^{-\frac{2\pi i}{d}})\sin \theta \cos^2 \theta|
\]

and

\[
y_1 = |\sin^2 \theta|, y_2 = |\cos \theta|, \quad y_3 = \cdots = y_{d-1} = 0, \quad y_d = |\sin \theta \cos \theta|.
\]

The lower bounds \( I_i(i=1, \cdots, d) \) of the UUR [38] for \( A \) and \( B \) can be computed as follows:

\[
I_1 = |1 - e^{-\frac{2\pi i}{d}}|^2 \cdot |\sin^6 \theta \cos^2 \theta + \sin^2 \theta \cos^4 \theta| = \Delta A^2 \Delta B^2,
\]

\[
I_2 = |1 - e^{-\frac{2\pi i}{d}}|^2 \cdot |\sin^6 \theta \cos^2 \theta + \sin^2 \theta \cos^4 \theta| = \cdots = I_{d-1},
\]

\[
I_d = |1 - e^{-\frac{2\pi i}{d}}|^2 \cdot |\sin^6 \theta \cos^2 \theta| = L_B = |\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2.
\]

The lower bound \( I_1' \) of the UUR [39] for \( A, B \) can be calculated as follows:

\[
I_1' = |1 - e^{-\frac{2\pi i}{d}}|^2 |\sin^8 \theta \cos^2 \theta + \sin^6 \theta \cos^6 \theta + \sin^2 \theta \cos^4 \theta|.
\]

Our lower bounds \( K_m \) and \( K_m^v \) are given by

\[
K_m = |1 - e^{-\frac{2\pi i}{d}}|^2 |\sin^{10} \theta \cos^2 \theta + \sin^6 \theta \cos^6 \theta + \sin^4 \theta \cos^4 \theta| \cdot 2|\sqrt{\sin^4 \theta \cos^2 \theta(\sin^6 \theta + \cos^2 \theta)} + \sqrt{\sin^6 \theta \cos^6 \theta}|^2,
\]

\[
K_m^v = vK_m + (1 - v)I_1.
\]

The case \( d = 2 \) is trivial, as all the bounds are the same in this case: \( \Delta A^2 \Delta B^2 = I_1 = I_2 = L_B = I_1 = K_m = K_m^0 \). We have plotted the bounds on the interval \([0, \pi]\) for \( d = 3 \) and \( d = 6 \) in Figure [1]. One can see that our bounds \( K_m^0 \) and \( K_m^1 \) outperform those of Bong et al, Yu et al and Li et al.
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Figure 1. Comparison of bounds I. The upper solid green, lower solid black, solid blue and dotted blue curves are bounds $\Delta A^2 \Delta B^2$, Bong et al’s $LB$, Yu et al’s $I_2$, and Li et al’s $I_1$ respectively. Our bounds $K_m$ and $K_m^{0.1}$ are shown in purple dashed and red dashed curves respectively.

Figure 2. Bound differences I. The solid black, blue and red curves represent $K_3^{0.1} - LB$, $K_3^{0.1} - I_2$ and $K_3^{0.1} - I_1$ respectively when $d = 6$. The black curve is on the top means that our bound is the best.

For $d = 6$, the bound $K_3^{0.1}$ is also the best among the four bounds (see Figure 2). The bounds $K_m$ and $K_m^0$ can be strengthened by Theorem 2. Take $\sigma = (36)$ for $d = 6$, then $\tilde{K}_3 = \Delta A^2 \Delta B^2$. For general $d$, we take $\sigma = (3d)$, then $\tilde{K}_m = \Delta A^2 \Delta B^2$.

Example 2. Let $A$ and $B$ be the unitary operators as in Example 1. The fixed state is $|\psi\rangle = \frac{1}{\sqrt{d-1}} \cos \theta \sum_{k=0}^{d-2} |k\rangle - \sin \theta |d-1\rangle$ on the $d$-dimentional Hilbert space ($d \geq 3$). Take $d = 4$ for example,

(22) 
\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & e^{i\pi} & 0 & 0 \\
0 & 0 & e^{i\pi} & 0 \\
0 & 0 & 0 & e^{3i\pi}
\end{bmatrix}, 
B = \begin{bmatrix}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}.
\]

The lower bounds $K_2$ and $K_2^{0.1}$ can be calculated by Theorem 1. The bounds are drawn in figure 3 and it is seen that our bound is tighter than Bong et al’s, Yu et al’s and Li et al’s \[35, 38, 39\] (see figure 4).

In this example, our bound $K_2^{0.1}$ is tighter than those of Yu et al \[38\] and Bong et al \[35\] in the whole range.
Example 3. Let us consider the pure state $|\psi\rangle = \sqrt{2} \cos \theta |0\rangle + \sqrt{2} \cos \theta |1\rangle + \sin \theta |2\rangle$ on a 3-dimensional Hilbert space. The unitary operators $A$ and $B$ are as in Example 1 for $d = 3$:

$$A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & e^{i\pi/2} & 0 \\ 0 & 0 & e^{3i\pi/2} \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}.$$

Using theorem 1 (2), the lower bounds can be quickly computed. Figure 5 compares these lower bound curves $LB, I_2, I_1'$ with our bounds $K_2, K_2^{0.1}$. In Figure 6, their differences are shown to facilitate the comparison. It is shown that our bound $K_2^{0.1}$ is better than the previous bounds to some extent.

Example 4. For any two operators $A, B$ in $SU(2)$ and the qubit state $\rho = \frac{1}{2}(I + \vec{r} \cdot \vec{\sigma})$ with $\vec{r} = (r_1, r_2, r_3) \in R^3$ and Pauli matrices $\vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3)$.

We known that $\rho$ is a pure state when $|\vec{r}| = \sqrt{\sum_{i=1}^{3} r^2} = 1$, in this case all unitary uncertainty bounds we mentioned above are equal. When $|\vec{r}| < 1$, $\rho$ is a mixed state, we
Figure 5. **Comparison of bounds III.** The upper solid green curve is $\Delta A^2 \Delta B^2$ and the lower black curve is Bong et al’s bound $LB$. The blue dotted curve is Yu et al’s bound $I_2$ and the orange dotdashed curve is Li et al’s bound $I_1'$. Our bounds $K_2$ and $K_2^{0.1}$ are shown in purple dashed and red dashed curves respectively.

Figure 6. **Bound Differences III.** The solid black, blue and red curves represent $K_2^{0.1} - LB$, $K_2^{0.1} - I_2$ and $K_2^{0.1} - I_1'$ respectively. The top black curve reveals that our bound is the best one.

Consider the purification of $\rho$ as following. Set $\lambda_i (i = 1, 2)$ to be the eigenvalues of $\rho$ and $p_i$ to be the corresponding norm eigenvectors. It is known that $\rho$ has the unitary diagonalizable form $\rho = UDU^\dagger$, where $U = (p_1, p_2)$ is a unitary matrix and $D = \text{diag}(\lambda_1, \lambda_2)$. In this article, we consider the vectorization of $\sqrt{\rho} = U\sqrt{D}U^\dagger$ to be the purification of the mixed state $\rho$. Specifically, the purification of the state $\rho = \frac{1}{2}(I + \vec{r} \cdot \vec{\sigma})$ is

$$|\sqrt{\rho}\rangle = \begin{pmatrix}
-\sqrt{1 - |r|^2 + \sqrt{1 + |r|^2}} + |r|(\sqrt{1 - |r|^2} + \sqrt{1 + |r|^2}) \\
\frac{2\sqrt{2}|r|}{(|r|^2 - r_1^2)(\sqrt{1 - |r|^2} - \sqrt{1 + |r|^2})} \\
\frac{2\sqrt{2}|r|}{(r_1 + ir_2)(\sqrt{1 - |r|^2} - \sqrt{1 + |r|^2})} \\
\frac{2\sqrt{2}|r|}{r_3(\sqrt{1 - |r|^2} - \sqrt{1 + |r|^2}) + |r|(\sqrt{1 - |r|^2} + \sqrt{1 + |r|^2})}
\end{pmatrix}.$$

Since $SU(2)$ is homeomorphic to the unit sphere, hence a general 2-dimensional unitary operator $A = aI + \sqrt{-1} \sum_{i=1}^3 a_i \sigma_i$, where $a, a_i \in \mathbb{R}$ are on the unit sphere: $a^2 + \sum_{i=1}^3 a_i^2 = 1$. The modulus of the four coordinates of the vector $v = I \otimes \delta A|\sqrt{\rho}\rangle$ are our real numbers.
$x_i (i = 1, \cdots , 4)$. Following our construction in [1], we can get the closed form of $K_m$ for any two unitary operators and a qubit state.

For example, when $A = \cos \frac{\pi}{8} I - \sqrt{\frac{1}{2}} \sin \frac{\pi}{8} \sigma_2$ and $B = \cos \frac{\pi}{8} I + \sqrt{\frac{1}{2}} \sin \frac{\pi}{8} \sigma_3$ and consider the state $\rho$ with $\vec{r} = (\frac{1}{3} \cos \theta, \frac{2}{3} \sin \theta)$. After the purification the bounds are computed according to Theorem 1 [2]. It turns out that $\Delta A^2 \Delta B^2 > K_2^{0.1} > I_2 > I_3 > I_4 \geq LB = |\langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle|^2$. Figure 7 shows the comparison. From the picture it is clear that the bound $K_2^{0.1}$ outperforms all the bounds $I_2$ from [38] and $LB$ from [35], meanwhile the bound $K_2$ is strictly better than Bong’s bound $LB$ in whole range.
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\includegraphics[width=0.8\textwidth]{fig7}
\caption{Comparison of bounds for purification of the state. The solid green (upper), solid black (lower), dotted blue and orange curves are $\Delta A^2 \Delta B^2$, Bong et al’s bound $LB$, Yu et al’s bound $I_2$ and Li et al’s bound $I_1$ respectively. Our bounds $K_2$ and $K_2^{0.1}$ are shown in purple and red dashed curves respectively.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig8}
\caption{Bound differences IV. The solid black, blue and red curves represent $K_2^{0.1} - LB$, $K_2^{0.1} - I_2$ and $K_2^{0.1} - I_1'$ respectively.}
\end{figure}

The bound $K_2$ can be further strengthened by Theorem 2 [2]. Take the permutation $\sigma = (2 \ 4)$, then $\tilde{K} = \tilde{K}_2 = (2 \ 4)K_2 = \Delta A^2 \Delta B^2$. Figure 8 shows the difference between our bounds and the former bounds. Figure 9 depicts the situation, where the curve corresponding to $\tilde{K}_3$ is almost better than that to $I_2$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig9}
\caption{Figure 9.}
\end{figure}
5. Uncertainty relations for multiple unitary operators

We can generalize the lower bounds to three and more unitary operators easily. Let $A$, $B$ and $C$ be three unitary operators defined on the Hilbert space $H$ containing a fixed state $\psi$. By Theorem 1 the UURs for the pairs $\{A, B\}$, $\{B, C\}$ and $\{A, C\}$ are as follows.

$$\Delta A^2 \Delta B^2 \geq K_m^2, \quad \Delta B^2 \Delta C^2 \geq K'_m^2, \quad \Delta A^2 \Delta C^2 \geq K''_m^2,$$

where $(0 \leq m \leq \text{dim} H/2)$. Taking the square root of the product, we have the following result.

**Proposition 1.** Let $\psi$ be a fixed state in an $n$-dimensional Hilbert space $H$, and $A$, $B$ and $C$ three unitary operators on $H$. Then the product of the variances satisfies $(1 \leq m \leq \lfloor n/2 \rfloor)$

$$(23) \quad \Delta A^2 \Delta B^2 \Delta C^2 \geq (K_m^v (K_m^v)' (K_m^v)'' )^{1/2} \geq (K_m K'_m K''_m)^{1/2}$$

where $K_m, K'_m, K''_m$ and $K_m^v, (K_m^v)', (K_m^v)''$ are the quantities defined in (2) for the pairs $\{A, B\}, \{A, C\}$ and $\{B, C\}$ respectively.

The lower bound can be tightened by employing the symmetry given in Theorem 2.

**Proposition 2.** Let $\psi, A, B, C$ be as in Prop. 1. Then the UURs are given by $(1 \leq m \leq \lfloor n/2 \rfloor)$

$$(24) \quad \Delta A^2 \Delta B^2 \Delta C^2 \geq (\tilde{K}_m (\tilde{K}_m)^t (\tilde{K}_m)'' )^{1/2},$$

where $\tilde{K}_m, (\tilde{K}_m)^t, (\tilde{K}_m)''$ are the improved lower bounds (9) for the pairs $\{A, B\}, \{A, C\}$ and $\{B, C\}$ respectively.

The lower bounds can be generalized to multi-observables.

**Theorem 3.** Let $A_1, \ldots, A_l$ be unitary operators on an $n$-dimensional Hilbert space with a fixed state $\psi$, then for each $1 \leq m \leq \lfloor n/2 \rfloor$,

$$(25) \quad \Delta^2 (A_1) \cdots \Delta^2 (A_l) \geq \left( \prod_{1 \leq i < j \leq l} K_{ij}^m \right)^{1/2}$$
where $K_{ij}^m = K_m$ given in Theorem 1 for the pair $\{A_i, A_j\}$. The same inequality also holds for $K_{ij}^m = \tilde{K}_m$ defined in Theorem 2 for the pair $\{A_i, A_j\}$.

For three unitary operators, the UUR by Bong et al.’s can be expressed as follows:

$$\det \begin{bmatrix} 1 & \langle A \rangle & \langle B \rangle & \langle C \rangle \\ \langle A^\dagger \rangle & 1 & \langle A^\dagger B \rangle & \langle A^\dagger C \rangle \\ \langle B^\dagger \rangle & \langle B^\dagger A \rangle & 1 & \langle B^\dagger C \rangle \\ \langle C^\dagger \rangle & \langle C^\dagger A \rangle & \langle C^\dagger B \rangle & 1 \end{bmatrix} \geq 0,$$

which can be rewritten as

$$\Delta A^2 \Delta B^2 \Delta C^2 \geq \Delta A^2 \langle B^\dagger C \rangle - \langle B^\dagger \rangle \langle C \rangle^2$$

$$+ \Delta B^2 \langle A^\dagger \rangle \langle C \rangle^2 + \Delta C^2 \langle A^\dagger B \rangle - \langle A^\dagger \rangle \langle B \rangle^2$$

$$- 2Re\{(\langle A^\dagger C \rangle - \langle A^\dagger \rangle \langle C \rangle^2) \cdot (\langle C^\dagger B \rangle - \langle C^\dagger \rangle \langle B \rangle^2)\}.$$

In [39], the quantities $M_{pq}^x, M_{pq}^y, M_{pq}^\theta$ were constructed and shown that $\Delta A^2 \Delta B^2 \Delta C^2 \geq \max\{M_{pq}^x, M_{pq}^y, M_{pq}^\theta\}$ [39 Sect.3]. Let’s consider how our bounds behave in the multi-operator case.

**Example 5.** Let $|\psi\rangle = \frac{1}{2}\cos\theta|0\rangle + \sqrt{\frac{3}{2}}\sin\theta|1\rangle + \frac{1}{2}\sin\theta|2\rangle + \sqrt{\frac{3}{2}}\cos\theta|3\rangle$ and consider three unitary operators

$$A = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -i \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}.$$  

The lower bounds $(K_2(K^0_2)^{1/2} - \tilde{K}_2)^{1/2}$ and $(\tilde{K}_2 K_2)^{1/2}$, calculated using Prop. 1 and Prop. 2, are better than those of Yu et al.’s and Bong et al.’s over a significant region. See Figures 10, 11 and 12 for the comparison, where the latter two charts highlight the differences.

**Example 6.** For a 3-dimensional Hilbert space, let us consider the pure state $\frac{\sqrt{3}}{2}\cos\theta|0\rangle + \frac{\sqrt{3}}{2}\sin\theta|1\rangle - \sin\theta|2\rangle$. Suppose the three unitary operators are as follows:

$$A = \begin{bmatrix} 1 & 0 & 0 \\ 0 & e^{\frac{i\pi}{4}} & 0 \\ 0 & 0 & e^{\frac{3i\pi}{4}} \end{bmatrix}, \quad B = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$  

The lower bounds $(K_2 K_2^{1/2} K_2)^{1/2}$ and $(K_2 K_2^{1/2} K_2)^{1/2}$ can be calculated using the Propositions. We see that the lower bound $(K_2(K^0_2)^{1/2} - \tilde{K}_2)^{1/2}$ is mostly tighter than those of Yu et al.’s, Bong et al.’s and Li et al.’s. See Figures 13 and 14 for the comparison.

All these examples have shown that our new bounds are mostly tighter than the previously known bounds in the case of multi-operators as well.

6. Conclusion

We have proposed an improved product-form of variance-based unitary uncertainty relations (UUR) for unitary operators relative to pure quantum states. The celebrated
Heisenberg-Robertson’s uncertainty relation reveals the distinguished property of the quantum theory, and is usually formulated with the help of the Cauchy-Schwarz inequality. Our approach to the problem is to get to the bottom of the inequality to improve the lower bounds for the UURs by using brackets and convex functions.
Figure 12. Bound difference V. The solid black curve represents \((K_2^{0.1}(K_2^{0.1})')(K_2^{0.1}))^{1/2} - LB\). The solid blue, purple, red, and orange curves are the differences between \((K_2^{0.1}(K_2^{0.1})')(K_2^{0.1}))^{1/2}\) and \((I_2I_2' I_2'')^{1/2}\), \(M_{121}^z\), \(M_{121}^x\) and \(M_{121}^y\) respectively.

Figure 13. Comparison for three operators. The solid green (upper), black (lower) and blue curves are \(\Delta A^2 \Delta B^2 \Delta C^2\), Bong et al’s bound LB and the Yu et al’s best bound. The solid gray, dotted dashed brown, orange curves are Li et al’s bounds \(M_{121}^z\), \(M_{121}^x\), \(M_{121}^y\) respectively. The red and purple dotted dashed curves represent our bounds \((K_2K_2'K_2'')^{1/2}\) and \((K_2^{0.1}(K_2^{0.1})')(K_2^{0.1}))^{1/2}\) respectively.

We have shown that the new uncertainty bounds outperform almost all existing UURs in the literature, notably better than Bong et al’s strong UUR using the positivity of the Gram matrix \[35\] for two and certain multiple unitary operators. This is achieved by mathematical analysis and illustrated by six examples where our new bounds are simpler and tighter than both lower bounds of the UURs given in \[35, 38, 39\]. The new bounds may shed new light on the effect of fine-grained inequalities and also the process how the data are collected in the measurement. We have also analyzed the effect of mixed states.
and pointed out that only UURs for pure states are enough for theoretical foundation of uncertainty relations in the product-form.
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