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Abstract

The equatorial symmetry of the Kerr black hole is generically broken in models of quantum gravity. Nevertheless, most phenomenological models start from the assumption of equatorial symmetry, and little attention has been given to the observability of this smoking gun signature of beyond-GR physics. Extreme mass-ratio inspirals (EMRIs), in particular, are known to sensitively probe supermassive black holes near their horizon; yet estimates for constraints on deviations from Kerr in space-based gravitational wave observations (e.g. with LISA) of such systems are currently based on equatorially symmetric models. We use modified “analytic kludge” waveforms to estimate how accurately LISA will be able to measure or constrain equatorial symmetry breaking, in the form of the lowest-lying odd parity multipole moments $S_2, M_3$. We find that the dimensionless multipole ratios such as $S_2/M^3$ will typically be detectable for LISA EMRIs with a measurement accuracy of $\Delta(S_2/M^3) \sim 1\%$; this will set a strong constraint on the breaking of equatorial symmetry.
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1 Introduction

Black holes will be probed to high precision by gravitational wave astronomy in the coming decades. The inspiral and capture of stellar mass compact objects into supermassive black holes holds particular promise [1]. From such extreme mass-ratio inspiral (EMRI) events, it is estimated that LISA, a space-based observatory [2], could determine the mass and spin of the supermassive black hole to about one part in $10^5$ [3, 4, 5].

A remarkable prediction of general relativity is that the mass and spin of the black hole are its only distinguishing properties (in vacuum). EMRIs will be a powerful tool to search for observational evidence to the contrary. In particular, all of the non-zero multipoles of Kerr are determined by its mass $M_0 = M$ and spin $S_1 = J = Ma$:

$$M_{2\ell} = M(-a^2)\ell, \quad S_{2\ell+1} = Ma(-a^2)\ell.$$  (1)

The first multipole for which the Kerr solution then gives a non-trivial prediction is the mass quadrupole moment $M_2 = -S_1^2/M$. LISA will be able to measure this dimensionless multipole ($M_2/M^3$) below the 1%-level [4, 5, 6].

The odd-parity multipoles $M_{2\ell+1}, S_{2\ell}$ vanish identically for Kerr, implying it is equatorially symmetric: the metric remains invariant when reflected over the equatorial plane. This equatorial symmetry of Kerr is “accidental”, in the sense that there is no underlying reason for its existence; this is in contrast to axisymmetry, which is a consequence of stationarity for vacuum black holes in GR [7]. As such, there is no reason for equatorial symmetry not to be broken in beyond-GR physics. Indeed, equatorial symmetry is generically broken in many models such as (odd-parity) higher-derivative corrections to GR [8, 9, 10], string theory black holes [11, 12], and compact, horizonless objects such as fuzzballs [13, 14, 11, 15, 16, 12].

Even though equatorial symmetry breaking is ubiquitous in beyond-GR physics, many gravitational phenomenology (including EMRI investigations) either assume an equatorial reflection symmetry and explicitly set $M_2 = S_2 = 0$ [4, 5, 4, 5, 24], or restrict to $M_2$ deformations [6, 4, 5]. $S_2$ and $M_2$ are, a priori, the next most important multipoles. However, they are also the first multipoles that break equatorial symmetry, and are therefore of a qualitatively different nature; it is not obvious how well results based on equatorially symmetric multipoles should generalize. We are thus left with the burning question: how well will we be able to detect this phenomenon with EMRI observations?

There are a few studies that have considered some aspects of equatorial symmetry breaking (although sometimes very briefly). Various aspects of equatorial symmetry-breaking spacetimes are discussed in [21, 22, 9, 23, 24], but none of these include a detailed analyses on its measurability. Multipole moments of the equatorial symmetry-breaking Kerr-NUT spacetime were considered in [25]; this included an analyses of how its multipoles affect the orbital frequencies in gravitational wave signals for near-circular, near-equatorial orbits (generalizing Ryan [17] and similar to our Section 2 below) — note that Kerr-NUT breaks asymptotic flatness as $S_0 \neq 0$. Notably, for asymptotically flat spacetimes, [26] discusses the (significant) potential of EMRIs to constrain dynamical Chern-Simons theory, which
modifies the Kerr multipoles starting from $S_4$. On the other hand, [3] discusses the gravitational radiation effects due to (other) higher-derivative corrections (including odd-parity ones), and estimates that current measurements cannot constrain these parameters much. Finally, odd-parity multipoles featured briefly in “bumpy” black hole analyses [27, 28], where it was found that there was no average influence of odd-parity bumps on orbital frequencies. These results seem discouraging for the measurability of equatorial symmetry breaking — although we will show here that a pessimistic conclusion would be too rash.

We will use the “analytic kludge” formalism developed by Barack and Cutler [3, 6] to investigate the accuracy that LISA can measure the equatorial symmetry-breaking dimensionless multipoles $S_2/M^3$ and $M_3/M^4$ for EMRIs. We will find that these generally can be measured and constrained to within $\sim 10^{-2}$. LISA measurement of EMRIs will thus give a surprisingly accurate and stringent measurement and constraint on the breaking of equatorial symmetry, a smoking gun of beyond-GR physics!

Before turning to general EMRIs, we first discuss the less general case of near-circular, near-equatorial orbits in Section 2. This was originally investigated by Ryan [17], and an initial analysis of the measurement accuracies of various (even-parity) multipoles for such orbits was performed also by Ryan [29].

We then introduce the analytic kludge formalism for generating EMRI waveforms in Section 3 and discuss how to generalize it to include the effects of the equatorial symmetry-breaking multipoles $S_2, M_3$. Our main results for LISA parameter estimation accuracy, based on the analytic kludge and a Fisher analysis, are presented in Section 4. We show that $S_2/M^3$ can be measured to within $\sim 10^{-2}$, and discuss the dependence of this prediction on the orbital parameters. Finally, in Section 5 we discuss our results and their implications.

2 Near-Circular, Near-Equatorial Orbits

Throughout we will consider the gravitational two-body problem where the two bodies have masses $\mu, M$ with $\mu \ll M$. These are called extreme mass-ratio inspirals (EMRIs). The supermassive object will have a nontrivial multipolar structure which we would like to constrain with gravitational wave observations, the stellar mass object will be modeled as a featureless point particle.\footnote{We use geometric units $G = 1$ and $c = 1$.}

Typical EMRIs are expected to have a rich and interesting orbital evolution, which in particular will be eccentric and inclined.\footnote{The coordinates used are those in [20].} However, before dealing with this general case, in this Section we consider the adiabatic evolution of near-equatorial circular orbits. When odd-parity, equatorial symmetry-breaking multipoles such as $S_2$ and $M_3$ are non-zero, a purely equatorial orbit is not possible.\footnote{In this case, near-equatorial circular orbits are possible with the relative separation vector \[ \vec{r} = r \sin \xi \left( \cos \left( 2 \pi \nu t + \frac{\pi}{2} \right), \ \sin \left( 2 \pi \nu t + \frac{\pi}{2} \right), \ \cot \xi \right). \] (2)}

Before turning to general EMRIs, we first discuss the less general case of near-circular, near-equatorial orbits in Section 2. This was originally investigated by Ryan [17], and an initial analysis of the measurement accuracies of various (even-parity) multipoles for such orbits was performed also by Ryan [29]. We then introduce the analytic kludge formalism for generating EMRI waveforms in Section 3 and discuss how to generalize it to include the effects of the equatorial symmetry-breaking multipoles $S_2, M_3$. Our main results for LISA parameter estimation accuracy, based on the analytic kludge and a Fisher analysis, are presented in Section 4. We show that $S_2/M^3$ can be measured to within $\sim 10^{-2}$, and discuss the dependence of this prediction on the orbital parameters. Finally, in Section 5 we discuss our results and their implications.
Here, \( r \) is the radial separation, \( \nu \) is the orbital frequency and \( \xi \) is the relative inclination with respect to the direction of the orbital angular momentum. Explicitly, in a large separation expansion in terms of the fiducial relative velocity \( v = (2\pi\nu M)^{1/3} \), this inclination is given by

\[
\cos \xi = \frac{3S_2}{M^3}v^5 - \frac{3M_3}{2M^4}v^6 - \frac{4S_2}{M^3}v^7 + v^8 \left( \frac{9M_3}{2M^4} - \frac{21S_1S_2}{M^5} \right) - v^9 \left( \frac{12M_3S_1}{M^6} + \frac{15M_2S_2}{M^6} + \frac{101S_2}{14M^3} - \frac{15S_4}{4M^3} \right) + \ldots .
\]  

On the other hand, the equatorially asymmetric multipoles responsible for this inclination contribute only quadratically to the binding energy \( E \) and separation \( r \) in function of the orbital frequency \( \nu \):

\[
\delta r_{\text{asym}} = \frac{19}{2} M v^8 \frac{S_2^2}{M^6} + 12M v^9 \frac{S_2 M_3}{M^7} + M v^{10} \left( \frac{15 M_3^2}{4 M^8} + \frac{23789 S_2^2}{792 M^6} \right) + \ldots ,
\]

\[
\delta \left( \frac{\nu}{\mu} \frac{dE}{d\nu} \right)_{\text{asym}} = -57v^{12} \frac{S_2^2}{M^6} - 65v^{13} \frac{M_3 S_2}{M^7} + v^{14} \left( -\frac{77 M_3^2}{4 M^8} - \frac{18577 S_2^2}{54 M^6} \right) + \ldots .
\]

The contributions by the other, equatorially symmetric, multipoles are well-known \cite{17}. We give the full expressions up to respectively \( \mathcal{O}(v^{10}) \) and \( \mathcal{O}(v^{14}) \) in (25) and (26) in appendix A, where we also provide more details on the derivation of these results.

The quadrupole formula provides the leading order radiation reaction \cite{4} which can again be seen to be corrected only to quadratic order by \( S_2, M_3 \):

\[
-\frac{dE}{dt} = \frac{32\mu^2 r^4 \sin^2 \xi (2\pi\nu)^6}{5} \left( 1 + \cos^2 \xi \right).
\]

Note that the emission pattern and frequency content are already modified at linear order and behave as what would ordinarily be a current quadrupole emission. This phenomenon occurs also from parity violating interactions \cite{8}. It would be interesting to investigate the signature of such emission, for instance in the case of comparable mass binaries where it is otherwise dynamically suppressed. Nevertheless, our focus will remain on the likely scenario that only the dominant gravitational wave emission is observed. For us, the influence of (unexpected) multipole moments is then due to its modification of the orbital dynamics.

From the orbital and radiated energies, \cite{26} and \cite{6}, as a function of the frequency, one can derive, in an adiabatic approximation, the correction of the multipoles to the gravitational waveform. We will additionally use a stationary phase approximation to go
to the frequency domain. Finally, we will focus on the change in phase such that the resulting frequency-domain waveform has the following structure

$\tilde{h}(f) = Af^{-7/6}e^{i\psi(f)}, \quad \psi(f) = \psi_0(f) + \delta\psi(f), \quad (7)$

with $f = 2\nu$, the gravitational wave frequency. Here, $\psi_0(f)$ represents the point-particle, or non-multipolar contribution. We will simply approximate it with a 3.5PN TaylorF2 phasing $\psi_{\text{F2}}[29]$, and is reproduced here as (28) in the appendix.

The full log $M_{\text{SNR}}=30$, assuming the multipoles vanish, more and more multipole moments given 1 year of LISA observation before the ISCO for $t_{\text{ISCO}}$.

Table 1: The errors for the different parameters in the waveform model (7) when including more and more multipole moments given 1 year of LISA observation before the ISCO for SNR=30, assuming the multipoles vanish, $M = 10^5M_\odot$ and $\mu = 10M_\odot$. We abbreviate $\log_{10}(\ldots) = L(\ldots)$ and $\tilde{S}_i = \frac{S_i}{M_i^{3/5}}, \tilde{M}_i = \frac{M_i}{M_i^{3/5}}$.
In Table 1, the results of this analysis are shown as more and more multipoles are included as free parameters, up to $M_2^3$, at which point there are already too many parameters to meaningfully constrain each additional multipole individually. As a check, we have ensured that, without the novel corrections and with a matching noise spectral density ($S_n$ in (9)), we reproduce the results of [29].

Although the number of new parameters quickly proliferates and undermines the determination of individual multipoles in this approach, Table 1 still suggests that $S_2$ could be measurable to a reasonable accuracy. To support this, the same analysis has been performed but only adding individual extra multipoles as free parameters, one at a time. Such an analysis yields, for instance, $\Delta(S_2^2/M^6) \sim 10^{-1}$ as well as $\Delta(M_2^3/M^8) \sim 10^{-1}$ given $\mu = 10M_\odot$, $M = 10^5M_\odot$ at an SNR of 30. For comparison, it gives $\Delta(M_2/M^3) \sim 10^{-3}$. An extended table of these results can be found in Table 4 in appendix A. The degradation of measurement accuracies in Table 1 then indeed largely follows from the increasing number of parameters.

To summarize, odd-parity multipoles, breaking equatorial symmetry, are qualitatively different from their even-parity counterparts. It is therefore unlikely that the present understanding of EMRIs as superb probes of multipolar structures can simply be extrapolated to include them. On the contrary, they do not affect the gravitational wave signal to linear order for near-circular near-equatorial orbits. Therefore, the ability of LISA to constrain them could be a lot worse. However, as we show in the following Sections, this does not turn out to be the case when we provide a more realistic estimate of LISA’s potential to constrain equatorial symmetry breaking in the form of these odd parity multipoles.

### 3 Generic Orbits: The Analytic Kludge

To get a better idea of how precisely equatorial symmetry breaking would be measurable, we want to move away from near-equatorial, near-circular orbits as well as model LISA’s detections more realistically. We need a way to simulate inspiral waveforms for general EMRI’s and investigate what the effects on these waveforms are when non-zero odd-parity multipoles $S_2, M_3$ are present. Generating accurate waveforms for generic (Kerr) orbits is a difficult problem [36, 37, 38], that has so far been solved to adiabatic order [39] although with additionally an understanding of the full first order self-force [40]. It is an active area of research both to go beyond adiabatic order [41, 42] as well as to improve computational efficiency [43, 44, 45].

In view of this, various approximate methods have been developed. We will use as our starting point the “analytic kludge” waveforms of Barack and Cutler [3]. These have the advantage of being simpler to compute than other, more accurate waveforms such as the “numerical kludge” methods [46, 47, 48, 49], while also being easier to adapt to (unknown) non-Kerr spacetimes than say “augmented analytic kludges” [50, 51] or “effective-one-body” models [52, 53, 54]. The analytic kludge waveforms were used by Barack and Cutler to estimate that LISA could measure the masses of both EMRI bodies as well as the

---

5 Although see e.g. [52] for an adaptation with a differing quadrupole moment.
massive BH spin to fractional accuracy \( \sim 10^{-5} - 10^{-4} \) \([3]\), and the quadrupole \( M_2 \) to within \( \sim 10^{-4} - 10^{-2} \) \([6]\). These numbers seem to be robust, despite the shortcomings of the model \([1, 56, 52]\). Therefore, although the use of the analytic kludge is a sacrifice in waveform accuracy, it is more than sufficient for our initial, proof of principle analysis of measuring equatorial symmetry breaking.

### 3.1 Setup and parameter space

In the analytic kludge, the EMRI is approximated as an instantaneous Newtonian-orbit binary which emits a quadrupolar waveform. Post-Newtonian equations are used to secularly evolve the orbit parameters. The approximated EMRI orbit is then translated into an observed waveform, taking into account the motion of the LISA detector using a low-frequency approximation \([57]\). (For more details, see \([3, 6]\).)

A binary system where both objects are Kerr black holes would be described by 17 parameters. However, we will follow \([3, 6]\) in neglecting the smaller object’s spin, reducing the number of parameters to 14. We then add three additional parameters to allow for the possibility that the multipoles \( M_2, S_2, M_3 \) can differ from the Kerr values \( M_2 = -S_1^2/M \) and \( S_2 = M_3 = 0 \). We are left with 17 parameters, summarized in Table 2.

| \( \lambda^0 \) | \( t_0(\times 1\text{mHz}) \) | total inspiral orbit time |
| --- | --- | --- |
| \( \lambda^1 \) | \( \ln \mu \) | (log of) smaller object’s mass |
| \( \lambda^2 \) | \( \ln M \) | (log of) large, central BH’s mass |
| \( \lambda^3 \) | \( \tilde{S}_1 = S_1/M^2 \) | large BH’s dimensionless spin magnitude |
| \( \lambda^4 \) | \( e_0 \) | final value (i.e. at LSO) of orbit eccentricity |
| \( \lambda^5 \) | \( \tilde{\gamma}_0 \) | final value for \( \tilde{\gamma} \) (the angle between \( \hat{L} \times \hat{S} \) and pericenter) |
| \( \lambda^6 \) | \( \Phi_0 \) | final value for mean anomaly \( \Phi \) |
| \( \lambda^7 \) | \( \mu_S := \cos \theta_S \) | (cosine of) source’s direction’s polar angle |
| \( \lambda^8 \) | \( \phi_S \) | azimuthal direction to source |
| \( \lambda^9 \) | \( \cos \lambda \) | (cosine of) orbit inclination angle \( \langle \hat{L} \cdot \hat{S} \rangle \) |
| \( \lambda^{10} \) | \( \alpha_0 \) | final value of azimuthal angle \( \alpha \) of \( \hat{L} \) in the orbital plane |
| \( \lambda^{11} \) | \( \mu_K := \cos \theta_K \) | (cosine of) polar angle of large BH spin |
| \( \lambda^{12} \) | \( \phi_K \) | azimuthal direction of large BH spin |
| \( \lambda^{13} \) | \( \ln(\mu/D) \) | (log of) smaller object’s mass divided by distance to source |
| \( \lambda^{14} \) | \( \hat{M}_2 = M_2/M^3 + \tilde{S}_1^2 \) | large BH’s dimensionless (mass) quadrupole moment |
| \( \lambda^{15} \) | \( \hat{S}_2 = S_2/M^3 \) | large BH’s dimensionless current quadrupole moment |
| \( \lambda^{16} \) | \( \hat{M}_3 = M_3/M^4 \) | large BH’s dimensionless mass octupole moment |

Table 2: Summary of the 17 parameters of the EMRI inspiral. Note that when the large central black hole is a Kerr BH, it satisfies \( \hat{M}_2 = \hat{S}_2 = \hat{M}_3 = 0 \) and \( 0 \leq \tilde{S}_1 \leq 1 \).

The parameter \( t_0 \) indicates the time at which the smaller object reaches its last stable orbit (LSO), where we end the integration and the inspiral transitions to a plunge. The masses of the smaller and large object are respectively \( \mu \) and \( M \).
The angles \((\theta_S, \phi_S, \theta_K, \phi_K)\) specify the orientation of the orbit and central black hole spin with respect to an ecliptic-based coordinate system. The distance to the source is given by \(D\).

The parameters \(e, \tilde{\gamma}, \alpha, \lambda, \Phi\) correspond to orbital elements for the smaller object’s trajectory, as defined relatively to the central black hole’s spin (i.e. taking the unit vector \(\hat{S}\) to lie along the positive \(z\)-axis). The orbit eccentricity is \(e\). The angle \(\tilde{\gamma}\) is the angle (in the plane of the orbit) from \(\hat{L} \times \hat{S}\) to the pericenter (where \(\hat{L}\) is the unit vector of the orbit’s angular momentum) — in standard orbit element terminology, this would correspond to the argument of periapsis, i.e. the angle \(\omega\) between the ascending node to the periapsis \([58, 59]\). The angle \(\alpha\) describes the azimuthal direction of \(\hat{L}\) around \(\hat{S}\) — this corresponds in terms of standard orbit elements to the longitude of ascending node \(\Omega\). The angle \(\lambda\) is the inclination of the orbit, i.e. the angle between \(\hat{S}\) and \(\hat{L}\). Finally, \(\Phi\) is the mean anomaly with respect to the pericenter passage.

As mentioned, we neglect the structure of the smaller object (i.e. its spin and other multipoles), but the larger object’s multipoles feature importantly in our analysis. Its dimensionless spin magnitude is \(\tilde{S}_1 = S_1/M^2\), which for Kerr lies between 0 (unspinning, Schwarzschild) and 1 (extremally rotating Kerr). Then, \(\tilde{M}_2\) is defined here as the amount that the dimensionless quadrupole moment \(M_2/M^3\) deviates from the Kerr value \((M_2)_{\text{Kerr}}/M^3 = -(S_1)^2/M^4\)\[^{6}\]. Finally, \(\tilde{S}_2 = S_2/M^3\) and \(\tilde{M}_3 = M_3/M^4\) are the dimensionless lowest-order odd parity multipoles that break equatorial symmetry, which of course vanish for Kerr.

3.2 Evolution equations

The five extrinsic parameters \((\theta_S, \phi_S, \theta_K, \phi_K, D)\) define the distance and orientation between the source and the solar system and are constant during the inspiral. We further take the six parameters that give the masses \(\mu, M\) and the multipoles \(\tilde{S}_i, \tilde{M}_i\) to be constants as well — a good approximation if the central object is much larger than the smaller one. We will also assume everywhere that \(\mu/M \ll 1\), and work to leading order in the ratio \(\mu/M\).

We are left with the six parameters \(\Phi, \nu, \tilde{\gamma}, \alpha, e, \lambda\), which describe the orbit of the smaller object in coordinates relative to the large BH spin \(\hat{S}\). Following Barack & Cutler \([3, 6]\), we approximate \(\lambda\) to be constant — this is known to be a good approximation \([60]\) (see also especially footnote 2 in \([3]\) for further justification). We have also explicitly checked that adding in time-evolution of \(\lambda\) does not change our main results; see Section 3.4.

We must then specify how the five orbital elements \(\Phi, \nu, \tilde{\gamma}, \alpha, e\) evolve in time. We are interested in time-scales comparable to the radiation time-scale, which is much larger than the time-scale of individual orbits. This means we can consider evolution equations which take into account (only) the averaged, secular change of these orbit elements.

The secular change of these (Newtonian) parameters can roughly be divided in two

\[^{6}\text{Note that this is slightly different from the parametrization of Barack & Cutler [6], who took the (entire) dimensionless quadrupole moment }M_2/M^3\text{ as parameter instead.}\]
parts: the Newtonian corrections which arise due to the non-zero multipoles (here, we consider $S_1, M_2, S_2, M_3$), and (mixed-order) post-Newtonian corrections. The former are conservative in nature and include standard effects such as Lense-Thirring precession due to $S_1$. The latter include dissipative effects on the orbital frequency $\nu$ and eccentricity $e$ due to quadrupolar radiation\footnote{Although note that we only take into account the effects of $S_1$ on the orbit when considering the radiation corrections to $e$.} and the general relativistic precession of the angle of the periapsis $\dot{\gamma}$. Note that the dissipative effects are also dependent on the central object’s multipole moments since these affect the (Newtonian) orbit that is used to calculate the average quadrupolar radiation. See appendix $B$ (and $[3]$) for more details. The evolution equations we use are then:

\[
\frac{d\Phi}{dt} = 2\pi\nu, \quad \nu := (2\pi M\nu)^{1/3}, \quad \mathcal{E} := (1 - e^2)^{-1/2}, \quad (10)
\]

\[
\frac{d\nu}{dt} = \frac{96}{10\pi M^3} v^{11} \mathcal{E}^9 \left\{ f_{\nu,0}(e) + v^2 f_{\nu,1}(e) - v^3 \mathcal{E} \tilde{S}_1 f_{\nu,S_1}(e) \cos \lambda \right. \\
- v^4 \mathcal{E}^2 \tilde{M}_2 \left[ f_{\nu,M_2,1}(e) (1 + 3 \cos 2\lambda) + e^2 f_{\nu,M_2,2}(e) \sin^2 \lambda \cos 2\dot{\gamma} \right] \\
- v^5 \mathcal{E}^3 \tilde{S}_2 e^{-1} f_{\nu,S_2}(e) \sin 2\lambda \sin \dot{\gamma} \\
\left. - v^6 \mathcal{E}^6 \tilde{M}_3 e^{-1} \sin \lambda \left[ f_{\nu,M_3,1}(e) (3 + 5 \cos 2\lambda) \sin \dot{\gamma} + e^4 f_{\nu,M_3,2}(e) \sin^2 \lambda \sin 3\dot{\gamma} \right] \right\}, \quad (11)
\]

\[
\frac{d\dot{\gamma}}{dt} = 6\pi\nu v^2 \mathcal{E}^2 \left[ 1 + \frac{1}{4} v^2 \mathcal{E}^2 (26 - 15e^2) \right] \\
+ \pi \nu \left\{ -12v^3 \mathcal{E}^3 \tilde{S}_1 \cos \lambda - \frac{3}{4} v^4 \mathcal{E}^4 \tilde{M}_2 (3 + 5 \cos 2\lambda) \\
+ 6v^5 \mathcal{E}^5 \tilde{S}_2 e^{-1} \left[ (1 + 5e^2) \cos 2\lambda - (1 + 3e^2) \right] \cot \lambda \sin \dot{\gamma} \\
+ \frac{3}{32} v^6 \mathcal{E}^6 \tilde{M}_3 e^{-1} \left[ (5 + 35e^2) \cos 4\lambda - 4 \cos 2\lambda - (1 + 3e^2) \right] \csc \lambda \sin \dot{\gamma} \right\}, \quad (12)
\]

\[
\frac{d\alpha}{dt} = \pi \nu \left\{ 4v^3 \mathcal{E}^3 \tilde{S}_1 + 3v^4 \mathcal{E}^4 \tilde{M}_2 \cos \lambda \\
- 12v^5 \mathcal{E}^5 \tilde{S}_2 e \csc \lambda \cos 2\lambda \sin \dot{\gamma} - \frac{3}{8} v^6 \mathcal{E}^6 \tilde{M}_3 e \cot \lambda (-7 + 15 \cos 2\lambda) \sin \dot{\gamma} \right\}, \quad (13)
\]

\[
\frac{de}{dt} = -\frac{e}{15 M^2} v^8 \mathcal{E}^7 \left\{ (304 + 121e^2)(1 - e^2)(1 + 12v^2) \\
- \frac{1}{56} v^2 ((8)(16705) + (12)(9082)e^2 - 25211e^4) \\
- v^3 \mathcal{E} \tilde{S}_1 \left( 654 + 6000e^2 + \frac{789}{2} e^4 \right) \cos \lambda \right\} \\
+ \pi \nu \left\{ 6v^5 \mathcal{E}^3 \tilde{S}_2 \sin 2\lambda \cos \dot{\gamma} + \frac{3}{8} v^6 \mathcal{E}^4 \tilde{M}_3 \sin \lambda (3 + 5 \cos 2\lambda) \cos \dot{\gamma} \right\}. \quad (14)
\]

The functions $f_i(e)$ are simple polynomials in the (squared) eccentricity $e^2$, which we give in appendix $B$.
We derived the Newtonian effects of the multipoles $S_i, M_i$ using the method of osculating elements; for more details, see appendix B. Note that our $S_1, M_2$-dependent terms are different from those used by Barack & Cutler [3, 6] (although our $S_1$ terms agree with Ryan [61], which was not true for [3, 6]); this is also explained in appendix B. We explicitly checked that our differing evolution equations do not change any of the conclusions or main quantitative estimates of [3, 6]. Note further that the $\tilde{S}_2, \tilde{M}_3$ terms in $de/dt$ are non-dissipative, but arise simply from the non-conservation (on a Newtonian level) of the orbital angular momentum when the multipoles $S_2, M_3$ are non-vanishing. In principle, $de/dt$ should also have dissipative terms proportional to $M_2, S_2, M_3$ which we neglect (as in [6] for $M_2$). Finally, we note that the dissipative terms in $d\nu/dt$ and $de/dt$ are correct up to 3.5PN order (i.e. one order higher than 2.5PN, which is the leading order radiation reaction); see [3]. At the order that the $\tilde{S}_2, \tilde{M}_3$ dissipative terms in $d\nu/dt$ arise, however, there should then also in principle be additional competing terms at the same order. These come from, for instance, higher-order multipolar radiation such as octupolar radiation. We describe a test in Section 3.4, inspired by [6], which nevertheless indicates the robustness of our analysis even though we are not strictly operating at a consistent PN order (as is characteristic of kludge models).

Finally, we will set initial conditions for the system of evolution equations at the approximate Schwarzschild last stable orbit

$$\nu_0 = (2\pi M)^{-1} \left( \frac{1 - \epsilon_0^2}{6 + 2\epsilon_0} \right)^{3/2}$$

(15)

This is conservative in that it is generally expected to lead to an underestimate of the parameter estimation accuracies [5].

### 3.3 Waveform and signal analysis

With a model for the orbital evolution in hand, we construct the observed waveform based on the quadrupole approximation for Newtonian binaries following Peters and Matthews [62, 63]. Concretely, this means the metric perturbation is given by

$$h_{ij} = \frac{2}{D}(P_{ik}P_{jl} - \frac{1}{2}P_{ij}P_{kl})\tilde{I}^{kl}$$

(16)

where $P_{ij} = \eta_{ij} - n_in_j$ with $n$ the direction to the source, and the inertial tensor, $I^{ij} = \mu r^i r^j$, is expanded in harmonics of $\nu$ as in [62] — see also [3].

To extract the LISA response from this waveform, we project it onto the time-dependent LISA antenna pattern functions, which are found for instance in [87]. Importantly, this means we now do take into account the motion of LISA, in contrast to Sec. 2. These choices, as well as an implementation of Doppler modulation due to the motion of LISA and a mode by mode reweighing for a time-domain computation of the Fisher matrix.

The multipoles $S_1, M_2$ also break conservation of orbital angular momentum, but actually conserve this angular momentum when averaged over orbits.
are thus kept the same as in the work of Barack & Cutler \[3, 6\]. We have based our implementation of these on code shared by the Black Hole Perturbation Toolkit \[64\], which in turn was modified from this original work. The main difference in our signal analysis is that we have used an updated noise curve \[35\] (as also used in Sec. 2).

### 3.4 Numerical and calculational checks

We mention here a number of robustness checks that we performed on our calculations. For all of these checks, we take as baseline simulation parameters those given in Table 3, unless otherwise specified.

In our main analysis, we keep the inclination angle $\lambda$ fixed, as in \[3, 6\]. As mentioned above, dissipative effects that alter $\lambda$ during the evolution are small and can be ignored \[60, 3\]. However, for non-zero $\tilde{S}_2, \tilde{M}_3$, there are also Newtonian precession effects that alter $\lambda$ at a lower order than the dissipative effects. The corresponding evolution equation \(34\) is given in the appendix. We checked that including $\lambda$ as a dynamical variable, using \(34\) to evolve it along the trajectory, does not alter our results significantly. Specifically, for $\lambda = \{\pi/6, \pi/3, 2\pi/3, 5\pi/6\}$ and the other parameters chosen as in Table 3, the result $\Delta \tilde{M}_1$ changes at most by $\sim 2 \times 10^{-5}$.

The presence of the $1/e$ terms in the evolution equations may seem worrying for low-eccentricity orbits.\(^9\) Of course, these terms are physical, and the $e \to 0$ divergence is an artifact of the ill-suitedness of the orbital elements to describe circular orbits. As long as $\tilde{S}_2/e$ and $\tilde{M}_3/e$ remain small, we expect our linear-order multipole analysis to remain valid. Nevertheless, we have also checked that our evolution equations and their results are robust despite the $1/e$ terms, by redoing the analysis with the evolution equations modified by deleting (by hand) (a) the $1/e$ terms in $d\nu/dt$ (which are dissipative), (b) the $1/e$ terms in $d\nu/dt$ and the Newtonian precession $1/e$ terms in $d\tilde{\gamma}/dt$. We performed both checks (a) and (b) for the simulation parameters in Table 3 and for eccentricities $e = 0.1, 0.01, 0.3$. The check (a) gives barely any change at all; by contrast, the error deteriorates to $\Delta \tilde{M}_1 \sim \mathcal{O}(10^{-1})$ for (b) — this shows that the Newtonian precession effect on $\tilde{\gamma}$ is relatively important to distinguish equatorial symmetry breaking.

We also repeated the “post-Newtonian robustness check” of \[6\], checking that deleting the highest PN-order dissipative terms in the evolution equations (i.e. the $\mathcal{O}(v^{13})$ term in \(11\), the $\mathcal{O}(v^4 \tilde{M}_0^5)$ terms in \(12\), and the $\mathcal{O}(v^{10})$ term in \(14\)) does not affect our results significantly. For example, repeating the simulation of Table 3 without these higher-order PN terms, the measurement accuracy on the multipoles $\Delta \tilde{S}_1, \Delta \tilde{M}_2, \Delta \tilde{M}_1$ changes at most by a factor of two.

Finally, we have implemented the analysis with higher precision arithmetic in order to be able to confidently establish the convergence of the numerical derivatives used to compute the Fisher information matrix \(9\). In addition, it is well-known that such Fisher

\(^{9}\)The $\sim \lambda^{-1}$ divergences in the evolution equations could similarly be worrying. However, we keep $\lambda$ fixed for most of our analyses, and moreover checked that varying $\lambda$ according to its Newtonian evolution equation \(34\) does not qualitatively affect the results.
matrices are typically not well-conditioned. It is not uncommon to find condition numbers of order $10^{19}$, although this can generally be reduced by judicious rescalings. Therefore, we have checked that the inversion is robust with respect to, for instance, the variations induced when varying the stepsize of the numerical derivative. The same is true when using a different inversion method, based on singular-value decomposition. An exception is when parameters are strongly degenerate (e.g. the angles $\theta_K, \phi_K, \lambda$ when $S \to 0$), but even then, the inversion is robust for other parameters such as the masses and the multipoles.

4 Measuring Equatorial Symmetry Breaking with LISA

The “analytic kludge” formalism for EMRIs, pioneered by Barack and Cutler [3, 6], and expanded here by us to include effects of odd parity multipoles $S_2, M_3$ that break equatorial symmetry, was introduced in the previous Section. We now use this formalism to simulate candidate EMRI events of which LISA detects 1 year of data before the final plunge. These simulations and their Fisher analysis then give us the accuracy to which we estimate LISA will be able to detect or constrain equatorial symmetry breaking of the central, supermassive black hole.

We introduce a single dimensionless parameter $\tilde{M}_1$ to parametrize equatorial symmetry breaking:

$$\tilde{M}_1 := \tilde{S}_2 = \tilde{M}_3.$$  

In this way, we artificially “link” the value of the two odd parity multipoles $S_2, M_3$ to a single value — this is actually relatively natural if the breaking of equatorial symmetry is due to the black hole having effectively a “gravitational dipole moment” such as in string theory black holes [13, 11, 12]. A prototypical result for the measurement accuracies of some of the EMRI parameters is given in Table 3 (see the caption for the specific simulation parameters used). We always take the reference simulation parameters, at which (9) is computed, of the large black hole to be those of Kerr, i.e. $\tilde{M}_2 = M_2/M^3 + \tilde{S}_2^2 = 0$ and $\tilde{S}_2 = \tilde{M}_3 = 0$. For the particular simulation in Table 3 at a signal-to-noise ratio (SNR) of 30, we project LISA can measure or rule out equatorial symmetry breaking to $\sim 1.8\%$. Note that an SNR of $\sim 30$ corresponds roughly to the estimated detection threshold for EMRIs [65], although in ideal conditions SNR $\sim 15$ might be sufficient [66]. Therefore, our estimate covers the weaker end of detectable signals and could actually be improved by an order of magnitude for a lucky “golden” EMRI. In addition, our result is rather robust; the rest of this Section is dedicated to discussing how (little) it changes when the simulation parameters are varied [10].

The choice of angles $\theta_S, \phi_S, \theta_K, \phi_K, \lambda$ do not qualitatively alter the result for $\Delta \tilde{M}_1$. We confirmed this by keeping all parameters fixed to their values as in Table 3 and varying these angles one by one, considering (inspired by the values analyzed in [6]): $\theta_S = \{\pi/6, \pi/2\},$

---

We will not discuss varying the unimportant initial parameters $\tilde{\gamma}_0, \Phi_0, \alpha_0$. The distance is always fixed by setting SNR $= 30$. 
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Table 3: The measurement accuracies for a number of parameters related to the smaller object’s orbit ($\mu, e_0, \cos \lambda, \gamma_0$) and the properties of the larger black hole ($M, \tilde{S}_1, \tilde{M}_2, \tilde{M}_1$) for an SNR of 30. The large black hole parameters for this simulation are $M = 10^6 M_\odot, \tilde{S}_1 = S_1/M^2 = 0.25, \tilde{M}_2 = M_2/M^3 + S_1^2 = 0$ and the equatorial symmetry breaking parameter is set to $\tilde{M}_1 = 0$. The small black hole’s orbit parameters are given by $\mu = 1 M_\odot, e_0 = 0.1$, together with the angles $\gamma_0 = \alpha_0 = \Phi_0 = 0$ and $\lambda = \pi/3$. The other angles are $(\theta_S, \phi_S, \theta_K, \phi_K) = (2\pi/3, 5\pi/3, \pi/2, 0)$.

We considered the effects of varying the parameters $M, \mu, e_0, \tilde{S}$; we simulated all combinations of the values $M = \{10^5, 10^6\} M_\odot, \mu = \{1, 10\} M_\odot, e_0 = \{0.01, 0.1, 0.3\}$, $\tilde{S}_1 = \{0, 0.25, 0.5, 0.75\}$, except certain $e_0 = 0.3$ trajectories which led to too high eccentricities along the trajectory. How the measurement accuracy varies with these parameters is summarized in Figures 1 and 2. As we see from Fig. 1, the accuracy $\Delta \tilde{M}_1$ is essentially insensitive to varying $\tilde{S}_1$, and $\mu$ and $M$ affect the result minimally.

![Figure 1](image1.png)

(a) $M = 10^5 M_\odot$

![Figure 2](image2.png)

(b) $M = 10^6 M_\odot$

Figure 1: The measurement accuracy $\Delta \tilde{M}_1$ for equatorial symmetry breaking, for varying values of $M, \mu, \tilde{S}_1$; with $e_0 = 0.1$ (and all other parameters kept fixed to their values of Table 3). The (initial) eccentricity $e_0$ seems to have the largest effect on $\Delta \tilde{M}_1$, as shown in Fig. 2 (where we have also included additional data points): low initial eccentricities $\sim 0.01$
lead to much better measurement accuracies $\Delta \tilde{M}_1 \sim 10^{-3}$\footnote{This may seem suspect, and in particular a consequence of the $\sim 1/e$ terms in the evolution equations (10)-(14). However, as mentioned in Section 3.4, we explicitly checked that “leaving out” these $1/e$ terms does not alter the result significantly. Note that, for example, the $O(e^{-1})$ and the $O(e)$ terms in (11) — see $f_{\nu, S_2}(e)$ in (40) — are of the same order for $e = 0.1; 3/e \approx 30$ and $(209/2)e \approx 10.5$.} On the other hand, higher eccentricity orbits $e_0 \sim 0.3$ lead to poorer measurement accuracies $\Delta \tilde{M}_1 \sim 10^{-1}$. Note that this analytic kludge analysis is not reliable for high eccentricities\cite{3, 6}, so we cannot extrapolate our results to arbitrary high eccentricities.

Figure 2: The measurement accuracy $\Delta \tilde{M}_1$ for equatorial symmetry breaking, for varying values of $\mu, e_0$; with $M = 10^6 M_\odot$ and $\tilde{S} = 0.25$ (and all other parameters kept fixed to their values of Table 3).

Finally, we also considered the case where $\tilde{S}_2, \tilde{M}_3$ are separate parameters, and not “linked” by $\tilde{M}_1 = \tilde{S}_2 = \tilde{M}_3$. We find that including $S_2$ alone yields results comparable (roughly within 10%) to the combined measurement accuracies. However, including independently $M_3$ can significantly worsen individual measurement accuracies. As such, in future analysis, it might be advisable to focus on $S_2$ but, rather than taking the results at face value for this particular multipole, consider it a proxy for the capability of LISA to detect equatorial symmetry breaking.

5 Discussion

From our analysis, it is clear that LISA will be able to measure and constrain equatorial symmetry breaking remarkably well in EMRIs. The effects of odd-parity (dimensionless) multipoles such as $\tilde{S}_2$ can be measured to within $10^{-2}$ (or better) for a large range of EMRI parameters. The conclusion is clear: LISA will give impressive measurements and constraints on equatorial symmetry breaking at the percent level!

It is very exciting that LISA will be able to measure this smoking-gun signal of beyond-GR physics. Odd-parity multipoles such as $S_2$ are higher-order, and so the naive expectation would be that measuring them very precisely would not be possible. However, we
find here — due to their special nature of breaking equatorial symmetry — that robust and precise measurements of them are still possible.

Given the rough nature of both the waveform used in this work (analytic kludge) as well as the data analysis technique (Fisher analysis), there is still a lot of room for potential improvement of the estimates of measurement accuracies we calculated here. First, a full Bayesian analysis should be conducted to assess the detectability of equatorial symmetry breaking, possibly with the incorporation of a realistic EMRI population model. Second, on the level of waveforms, significant improvements will likely require further assumptions about the nature of the equatorial symmetry breaking. A more complete picture of the relevant supermassive black hole spacetime is needed, given the reliance on gravitational waves from the highly relativistic region close to the horizon. Fortunately, as we have mentioned, there is no shortage of well-motivated beyond-GR models in which equatorial symmetry breaking occurs. Below, we briefly discuss how our work gives a rough estimate on how such models can be constrained. However, as mentioned, an in-depth, model-specific analysis (and one that is more suited to the highly relativistic region close to the horizon) would likely be able to improve such constraints considerably.

Constraining beyond-GR physics We mentioned in Section 1 that many models of beyond-GR physics give rise to equatorial symmetry breaking. Since LISA can constrain $\tilde{S_2} = S_2/M^3$ to within $10^{-2}$, we can also wonder how well this would constrain such models.

For example, we can consider the family of almost-BPS black holes of [12]. These have multipoles determined by a single parameter $h$; the lowest-order non-trivial multipoles $M_2, S_2$ are given by [12]:

$$M_2^{(aBPS)} = -M \left( \frac{S_1}{M} \right)^2 \left( \frac{1 - h^2}{h^2} \right), \quad S_2^{(aBPS)} = \mp 2S_1 \left( \frac{S_1}{M} \right) \left( 1 - \frac{h^2}{h^2} \right)^{1/2}. \quad (18)$$

We can set $h^{-1} = \sqrt{2}$ to fix $M_2$ to be the Kerr value $M_2 = -S_1^2/M$. (Since we expect to be able to measure $M_2/M^3$ to within $10^{-2} - 10^{-4}$ [6], this is a reasonable first analysis.) In this case, we find:

$$\frac{S_2^{(aBPS)}}{M^3} = \mp 2 \frac{S_1^2}{M^4}. \quad (19)$$

Our results then imply that such black holes can be ruled out (or detected) with LISA EMRIs as long as the central object has a spin $\tilde{S_1} = S_1/M^2 \gtrsim 0.1$.

Other beyond-GR models can be similarly constrained. For example, higher-derivative corrections to GR can be divided into even-parity and odd-parity corrections. As mentioned in Section 1, the odd-parity corrections give rise to equatorial symmetry-breaking corrections to the Kerr metric. In terms of multipoles, to linear order in the higher-derivative correction parameters, only the even-parity corrections contribute to deviations of $M_2$ from its Kerr value, while only the odd-parity corrections contribute to $S_2 \neq 0$.

---

12 Parameters of other, more general string theory black holes that break equatorial symmetry [11] can be similarly constrained.
The analytic kludge EMRI estimate of measuring $M_2$ as discussed by Barack and Cutler [6], and measuring $S_2$ as discussed here, then give a rough estimate of constraining both types of higher-derivative corrections [67]. However, note that the analytic kludge does not capture the dynamical modifications to gravity due to the higher-derivative corrections, so a more model-specific, dynamical analysis is necessary (such as in [8]) for a more accurate estimate of their constrainability. This would also be necessary to estimate the potential measurability of the non-zero $S_4$ induced in dCS gravity [26].
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A Details of Near-Circular, Near-Equatorial Analysis

In this appendix, we provide further details for the near-circular, near-equatorial analysis discussed in Sec. 2. Effectively, this will follow the seminal work of Ryan [17, 68, 29] with the crucial difference that reflection symmetry across the equatorial plan is not imposed.

First, in absence of radiation reaction, one can determine, in a large separation expansion, the properties of near-equatorial circular orbits by studying geodesics in an axisymmetric spacetime of a specified multipole structure

$$ds^2 = -F(r, \xi)(dt - \omega(r, \xi)d\phi)^2 + \frac{1}{F(r, \xi)} \left( e^{2\gamma(r, \xi)}(dr^2 + r^2d\xi^2) + r^2 \sin^2 \xi d\phi^2 \right). \quad (20)$$

Similar to [17], we find it most convenient to determine the functions $F$, $\gamma$, $\omega$ starting from a complex function $\tilde{\Xi}$ related to the Ernst potential $E$ [69]

$$E = F + i\psi = \frac{r - \tilde{\Xi}}{r + \tilde{\Xi}}, \quad (21)$$

where the real part of the Ernst potential is the $F$ appearing in (20). One then has [17]

$$\omega = -\int_\rho^\infty \frac{\rho'}{F^2} \frac{\partial \psi}{\partial z} d\rho', \quad (22)$$

and

$$\gamma = \frac{1}{4} \int_\rho^\infty \frac{\rho'}{F^2} \left( \frac{\partial F}{\partial \rho} \right)^2 + \left( \frac{\partial \psi}{\partial \rho} \right)^2 - \left( \frac{\partial F}{\partial z} \right)^2 - \left( \frac{\partial \psi}{\partial z} \right)^2 \right) d\rho', \quad (23)$$
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using \( z = r \cos \xi \) and \( \rho = r \sin \xi \). Now, expanding \( \tilde{\Xi} \) as\(^{13}\)

\[
\tilde{\Xi} = \sum_{j,k=0}^{\infty} a_{jk} \frac{\sin^j \xi \cos^k \xi}{r^{j+k}},
\]

(24)

all coefficients \( a_{jk} \) are determined in terms of \( a_{j0} \) and \( a_{j1} \) by means of the recurrence relation (24) in [17], see also [72, 73, 74]. Finally, the Ernst potential can in turn be related to the multipole moments, in the formulation of Geroch-Hansen [75, 76, 72], which can thus be fixed by the coefficients \( a_{jk} \). We do not repeat the procedure here; it can again be found in Sec. III (D) of [17], or is alternatively described in e.g. [72, 74].

Having fixed (20) in this way in terms of its multipole moments up to the desired order, one can then straightforwardly look for solutions of the geodesic equation with constant \( r \) and \( \xi \). Expressing those in terms of the frequency \( 2 \pi \nu = \frac{d\phi}{dt} \) or equivalently \( \nu = (2 \pi \nu M)^{1/3} \), one finds the results quoted in the main text (3) and

\[
\begin{align*}
\Delta E &= \frac{v^2}{3} - \frac{v^4}{2} + 20 S_1^2 M^5 v^5 + v^6 \left( \frac{27}{8} - \frac{M_2}{3M^3} \right) + 28 S_1^3 M^5 v^7 + v^8 \left( -\frac{225}{16} + \frac{80 S_1^2}{27M^4} + \frac{70 M_2}{9M^3} \right) \\
&\quad + v^9 \left( 81 S_1^2 - \frac{6 M_2 S_1}{M^5} - \frac{6 S_3}{M^4} \right) + v^{10} \left( -\frac{6615}{128} + \frac{935 M_2}{24M^4} + \frac{35 M_2^2}{12M^6} - \frac{35 M_4}{12M^5} + \frac{115 S_1^2}{18M^4} \right) \\
&\quad + v^{11} \left( -\frac{165 S_1^2}{M^2} + \frac{968 M_2 S_1}{27M^5} + \frac{1408 S_1^2}{243M^6} - \frac{352 S_3}{9M^4} \right)
\end{align*}
\]

\(^{13}\)At this point reflection symmetry would be characterized by reality of \( a_{j(2k)} \) while \( a_{j(2k+1)} \) are purely imaginary [70, 74].
multipole moments can then be found to be (8) while for the others they are given by [29]

\[ S_{\text{even}} \]

where one should take care to also include the current quadrupole radiation reaction for the gravitational wave frequency \( \nu \), and \( t_\ast, \phi_\ast \) are a reference time and phase. The leading order corrections due to the equatorially asymmetric multipole moments can then be found to be (8) while for the others they are given by [29]

\[ \delta \psi_{\text{sym}} = \frac{3}{128} \left( \frac{M}{\mu} \right) (\pi Mf)^{-5/3} \left( \sum_{2l \leq 1} \frac{(-1)^l/240(2l + 1)(l + 1)!!(\pi Mf)^{2l+1/3}}{3(2l - 5)(l - 4)!!} \right) \left( \frac{M}{M^{l+1}} \right) \]

\[ + \frac{3}{128} \left( \frac{M}{\mu} \right) (\pi Mf)^{-5/3} \left( \sum_{2l \geq 1} \frac{(-1)^{-l/2}80(2l + 5)!!(\pi Mf)^{(2l+1)+1/3}}{3(2l - 2)(2l - 7)(l - 1)!!} \right) \left( \frac{S_1}{M^{l+1}} \right) \]

\[ + \frac{3}{128} \left( \frac{M}{\mu} \right) (\pi Mf)^{-5/3} \left( -50 \frac{M_4}{M^5} (\pi Mf)^{8/3} \ln \pi Mf + \frac{113}{3} \frac{S_1}{M^2} \right) \]

where one should take care to also include the current quadrupole radiation reaction for \( S_1 \).

We use the LISA sensitivity curve as given in [35]

\[ S_n(f) = \frac{10}{3L^2} \left( 2(1 + \cos^2(f/f_*) S_{II}(f) + S_{II}(f)) \left( 1 + \frac{6}{10} \frac{(f/f_*)^2}{f_*} \right) + S_c(f) \right) \]

\[ (27) \]

\[ (28) \]

\[ (29) \]
with \( L = 2.5 \text{Gm}, f_* = 19.09 \text{mHz} \) and

\[
S_I(f) = (3 \times 10^{-15} \text{ms}^{-2})^2 \left(1 + \left(\frac{0.4 \text{mHz}}{f}\right)^2\right) \left(1 + \left(\frac{f}{8 \text{mHz}}\right)^4\right) \text{Hz}^{-1},
\]

\[
S_{II}(f) = (1.5 \times 10^{-11} \text{m})^2 \left(1 + \left(\frac{2 \text{mHz}}{f}\right)^4\right) \text{Hz}^{-1},
\]

\[
S_c(f) = A(f/\text{Hz})^{-7/3} e^{-(f/\text{Hz})\alpha + \beta(f/\text{Hz})/f} \sin(\kappa f/\text{Hz}) \left(1 + \tanh(\gamma (f_k - f/\text{Hz}))\right) \text{Hz}^{-1},
\]

where the confusion noise \( S_c(f) \) was estimated in [77]. We use here the four year values of the associated parameters

\[
A = 9 \times 10^{-45}, \quad \alpha = 0.138, \quad \beta = -221, \quad \kappa = 521, \quad \gamma = 1680, \quad f_k = 0.00113.
\]

Table 4: The errors for the different parameters in the waveform model (7) when including multipole moments individually given 1 year of LISA observation before the ISCO for SNR=30, assuming the multipoles vanish, \( M = 10^5 M_\odot \) and \( \mu = 10 M_\odot \). We abbreviate \( \log_{10}(\ldots) = \log(\ldots) \) and \( \tilde{S}_l = \frac{s_l}{M^{l+1}}, \tilde{M}_l = \frac{M_l}{M^{l+1}}. \)

### B Deriving the Analytic Kludge Evolution Equations

In this appendix, we give the details of how we arrived at various elements of the evolution equations (10)-(14). Note that the frequency \( \nu \) is essentially defined via the evolution equation (10) of the mean anomaly \( \Phi \), which covers an angle of precisely \( 2\pi \) between pericenter passages.

\[\text{These expressions are only used explicitly here so duplicate definitions should not cause any confusion.}\]
B.1 Overview and discussion

The \( \leq 3.5 \)PN non-multipolar dissipative terms in \( d\nu / dt \) (terms on first line of (11) proportional to \( f_{\nu,0}(e) \) and \( f_{\nu,1}(e) \)), and \( de / dt \) (first two lines of (14)), as well as the 2PN expression for \( d\tilde{\gamma} / dt \) (first line of (12)) were taken directly from [3] and were originally given in [78]; we do not rederive these. The dissipative radiation terms proportional to \( \tilde{S}_1 \) (first line of (11) for \( d\nu / dt \) and the third line of (14) for \( de / dt \)) were derived by Ryan [61]. We rederive and confirm here (see below) the dissipative \( \tilde{S}_1 \) term in (11) but not that in (14), although it would be straightforward to generalize our methods to rederive this as well. Note that the \( \tilde{S}_1 \) dissipative terms we give here are indeed compatible with [61], whereas the terms in Barack & Cutler [3, 6] are actually not: [3, 6] does not account for the shift in the definition of the parameter \( a \) in [61] with respect to the energy and thus the orbital frequency (see eqs. (6), (11), (14), (15) in [61]).

All other terms were (re)derived by us using the method of osculating elements with multi-scale evolution; see below in Section B.2. In this way, we arrive at the conservative, secular "precession" effects which are given in the three last lines of \( d\tilde{\gamma} / dt \) in [12], the entire expression for \( d\alpha / dt \) in [13], and the last line in \( de / dt \) in [14]. Note that our \( \tilde{M}_2 \) contribution to \( d\tilde{\gamma} / dt \) has a different \( \lambda \) dependence than given in [3, 6]; however, our terms are consistent with [79].

This method also gives Newtonian, secular effects for an average evolution \( d\lambda / dt \), which we ignore in the evolution (10)-(14). For completeness, we give the result here:

\[
\frac{d\lambda}{dt} = \pi\nu \left\{-12v^5\xi^5\tilde{S}_2\xi^{-1}\cos^2\lambda\cos\tilde{\gamma} - \frac{3}{8}e^6\xi^6\tilde{M}_2\xi^{-1}\cos\lambda(3 + 5\cos 2\lambda)\cos\tilde{\gamma}\right\}. \tag{34}
\]

As discussed in Section 3.4, we explicitly checked that including additionally evolving \( \lambda \) using (34) does not alter our results appreciably.

The dissipative terms can also be calculated using the osculating elements (see below in Section B.2). In this way, we obtain the multipolar dissipative terms in (11) for \( d\nu / dt \) (all contributions except those proportional to \( f_{\nu,0}(e), f_{\nu,1}(e) \)). The functions \( f_i(e) \) in (11) are given by:

\[
f_{\nu,0}(e) = \left(1 + \frac{73}{24}e^2 + \frac{37}{96}e^4\right)(1 - e^2), \tag{35}
\]

\[
f_{\nu,1}(e) = \frac{1273}{336} - \frac{2561}{224}\frac{e^2}{e^2} - \frac{3885}{128}\frac{e^4}{e^4} - \frac{13147}{5376}\frac{e^6}{e^6}, \tag{36}
\]

\[
f_{\nu,S_1}(e) = \frac{193}{12} + \frac{647}{8}\frac{e^2}{e^2} + \frac{1171}{32}\frac{e^4}{e^4} + \frac{65}{64}\frac{e^6}{e^6}, \tag{37}
\]

\[
f_{\nu,M_2,1}(e) = \frac{7}{4} + \frac{821}{192}\frac{e^2}{e^2} - \frac{1855}{192}\frac{e^4}{e^4} - \frac{2979}{512}\frac{e^6}{e^6} - \frac{59}{256}\frac{e^8}{e^8}, \tag{38}
\]

\[
f_{\nu,M_2,2}(e) = \frac{897}{64} - \frac{1919}{192}\frac{e^2}{e^2} - \frac{31055}{1536}\frac{e^4}{e^4} - \frac{79}{64}\frac{e^6}{e^6}, \tag{39}
\]

\[
f_{\nu,S_2}(e) = 3 + \frac{209}{8}e^2 + \frac{2097}{8}e^4 + \frac{8951}{96}e^6 + \frac{685}{256}e^8, \tag{40}
\]
\[ f_{\nu,M_3,1}(e) = \frac{1}{8} + \frac{373}{48}e^2 + \frac{1367}{128}e^4 - \frac{26869}{1024}e^6 - \frac{100637}{8192}e^8 - \frac{6473}{16384}e^{10} + \frac{683}{196608}e^{12} \] (41) 

\[ f_{\nu,M_3,2}(e) = \frac{67}{49152}e^{14} + \frac{78145}{262144}e^{16} + \mathcal{O}(e^{18}), \] (42)

The dissipative term in \( dv/dt \) proportional to \( \tilde{S}_1 \) is not the same as that given in [3, 6], but is precisely equivalent to that found by Ryan [61], as mentioned above. The term in \( dv/dt \) proportional to \( \tilde{M}_2 \) is also different than that in [6]: in [6], this term was taken from the Kerr value given in [48]. However, in any case, this term from [48] is only accurate to \( \mathcal{O}(\lambda^0) \) (as also mentioned in [6]), and moreover mixes contributions from \( M_2 \) and \(-S_1/M\) as these are indistinguishable in Kerr. Indeed, for near-circular, near-equatorial orbits (\( e = \lambda = 0 \)) the coefficient \( 33/16 \) given in \( dv/dt \) in [6] (eq. (5) therein) is clearly a mix of a contribution of 2 from \( M_2 \) and a contribution of 1/16 from \(-S_1/M\) — see e.g. eq. (55) in [17].

It is in principle possible to redefine the parameters (such as \( e \)) that we are using to parametrize the orbits. Such a redefinition could shift the actual coefficients appearing in the evolution equations. For example, if we shift \( e \to e[1 + S_1(c_0 + c_2e^2 + \cdots)] \) with arbitrary constants \( c_i \), then all of the \( \mathcal{O}(e^2) \) and higher order coefficients would change. Such a redefinition could then be interpreted to be the source of the discrepancies between our coefficients and those of [3, 6]. However, while this reasoning could in principle apply for the \( e \)-dependent terms, it is reasonable to demand that the \( e \to 0 \) limit remains well-defined and finite. This means the \( \mathcal{O}(e^0) \) term can never be altered, and also this term does not match between our expressions and those of [3, 6]. The fact that our calculations give the same expressions for the \( S_1 \) terms as in Ryan [61], shows that our definitions of parameters (including \( e \)) are compatible with those of [61] (see eqs. (2) and (6) therein).

Finally, we discuss briefly some of the more peculiar features of the \( S_2, M_2 \) terms in the evolution equations (11)-(14). We notice that the odd-parity terms in \( dv/dt \) all have a \( \sim \sin \lambda \) dependence, which is consistent with there being no such term linear in the odd parity multipoles in the near-equatorial analysis of Section 2. The dependence on \( \sim \csc \lambda \) in other evolution equations gives a divergence as \( \lambda \to 0 \); there are also divergences as \( e \to 0 \). However, these divergences are an artifact of the parametrization using orbital elements, which are not always well-suited for orbits with \( \lambda \sim 0 \) or \( e \sim 0 \). In particular, the divergence as \( \lambda \to 0 \) for the \( S_2, M_3 \) terms are simply reflecting the fact that the orbiting object must experience a finite force in the \( z \) direction when its orbit is (temporarily) aligned with the equatorial plane. The divergence as \( e \to 0 \) can be thought of physically as if the object is “chasing” its own perihelion during its orbit when eccentricity is very low, resulting in a \( \sim 1/e \) divergence in \( d\tilde{\gamma}/dt \). In addition, this results in the period (which is defined between perihelion passes) diverging as \( \sim 1/e \), which in turn features as a \( \sim 1/e \) divergence in the radiation dissipation (in \( dv/dt \)).
B.2 Method

Here, we describe the method of osculating elements with multi-scale evolution. This is described in [59], Sections 3.3 and 12.9; we summarize the key elements here. The following relations between the object’s distance \( r \) to the central object, and the parameters \( p, e \) are explicitly kept fixed:

\[
  r = \frac{p}{1 + e \cos \psi}, \quad p = a(1 - e^2), \quad h = \sqrt{M p}, \tag{43}
\]

where \( \psi \) is the true anomaly and \( h \) is the orbital angular momentum. The position and velocity of the orbiting object are parametrized by \( \vec{r}_{\text{Kepler}} \equiv (x, y, z) \) and \( \vec{v}_{\text{Kepler}} \equiv (v_x, v_y, v_z) \) with:

\[
  x = r \left( \cos \alpha \cos(\tilde{\gamma} + \psi) - \cos \lambda \sin \alpha \sin(\tilde{\gamma} + \psi) \right), \\
  y = r \left( \sin \alpha \cos(\tilde{\gamma} + \psi) + \cos \lambda \cos \alpha \sin(\tilde{\gamma} + \psi) \right), \\
  z = r \sin \lambda \sin(\tilde{\gamma} + \psi), \\
  v_x = -\sqrt{\frac{M}{p}} \left( \cos \alpha \sin(\tilde{\gamma} + \psi) + e \sin \tilde{\gamma} \right) + \cos \lambda \sin \alpha \left( \cos(\tilde{\gamma} + \psi) + e \cos \tilde{\gamma} \right), \\
  v_y = \sqrt{\frac{M}{p}} \left( \sin \alpha \sin(\tilde{\gamma} + \psi) + e \sin \tilde{\gamma} \right) - \cos \lambda \cos \alpha \left( \cos(\tilde{\gamma} + \psi) + e \cos \tilde{\gamma} \right), \\
  v_z = \sqrt{\frac{M}{p}} \sin \lambda \left( \cos(\tilde{\gamma} + \psi) + e \cos \tilde{\gamma} \right), \tag{44}
\]

which further define \( \tilde{\gamma}, \alpha, \lambda \). The orbital elements \( \tilde{\mu}^a = (p, e, \lambda, \alpha, \tilde{\gamma}, \psi) \) completely define the orbit. For a purely (unperturbed) Newtonian orbit, all elements except \( \psi \) would be constants. Since we are perturbing the orbit (by the multipoles of the central, gravitating object), we allow these to be explicit functions of time. We then use:

\[
  \vec{r} = \vec{r}_{\text{Kepler}}(t, \tilde{\mu}^a), \quad \vec{v} = \vec{v}_{\text{Kepler}}(t, \tilde{\mu}^a), \tag{45}
\]

to describe the orbit’s position and velocity along the perturbed orbit. In order for these to be compatible, we must have:

\[
  \sum_a \frac{\partial r_{\text{Kepler}}}{\partial \tilde{\mu}^a} \frac{d\tilde{\mu}^a}{dt} = 0, \quad \sum_a \frac{\partial v_{\text{Kepler}}}{\partial \tilde{\mu}^a} \frac{d\tilde{\mu}^a}{dt} = f_{\text{perturb}}, \tag{46}
\]

where \( f_{\text{perturb}} = f - f_{\text{Kepler}} \) is the perturbing force. These give six constraints, entirely fixing the first order evolutions of \( \mu^a \). Explicitly, the linear order equations are (see [59] (3.69) & (3.70)):

\[
  \frac{dp}{d\psi} = 2 \frac{p^3}{GM (1 + e \cos \psi)^3} S, \tag{47}
\]
\[
\frac{de}{d\psi} = \frac{p^2}{GM} \frac{\sin \psi}{(1 + e \cos \psi)^2} + \frac{2 \cos \psi + e(1 + \cos^2 \psi)}{(1 + e \cos \psi)^2} S, \quad (48)
\]
\[
\frac{d\lambda}{d\psi} = \frac{p^2}{GM} \frac{\cos(\tilde{\gamma} + \psi)}{(1 + e \cos \psi)^3} W, \quad (49)
\]
\[
\sin \lambda \frac{d\alpha}{d\psi} = \frac{p^2}{GM} \frac{\sin(\tilde{\gamma} + \psi)}{(1 + e \cos \psi)^3} W, \quad (50)
\]
\[
\frac{d\tilde{\gamma}}{d\psi} = \frac{1}{e} \frac{p^2}{GM} \frac{\cos \psi}{(1 + e \cos \psi)^3} \left( -R \sin \psi - e \cot \lambda \sin(\tilde{\gamma} + \psi) \right), \quad (51)
\]
\[
\frac{d\psi}{dt} = \sqrt{\frac{GM}{p^3}} (1 + e \cos \psi)^2 + \frac{1}{e} \sqrt{\frac{p}{GM}} \left( R \cos \psi - \frac{2 + e \cos \psi}{1 + e \cos \psi} \sin \psi S \right), \quad (52)
\]

where the projections of the perturbation force \( f_{\text{perturb}} \) are defined as (these are respectively the component along the separation vector, the one orthogonal to this in the orbital plane and the one along the orbital angular momentum):

\[
S = \vec{f}_{\text{perturb}} \cdot \vec{r}, \quad W = \vec{f}_{\text{perturb}} \cdot \left( \frac{\vec{h}}{R} \times \vec{r} \right), \quad R = \vec{f}_{\text{perturb}} \cdot \frac{\vec{h}}{R}. \quad (53)
\]

If we simply integrate these evolution equations “as is”, the solutions will have terms \( \sim \psi \) (i.e. not \( \sin \psi \) or \( \cos \psi \)) which indicate a slow, secular evolution over time-scales larger than the orbit. To take these into account more consistently and systematically, it is useful to introduce a multi-scale evolution. The five evolution equations (47)-(51) can be written schematically as:

\[
\frac{d\mu^a}{d\psi} = \epsilon F^a(\mu^b_0, \psi), \quad (54)
\]

with \( F^a \) is the right of the evolution equations and \( \mu^a = (p, e, \lambda, \tilde{\gamma}, \alpha) \) are the five orbit elements excluding \( \psi \); the parameter \( \epsilon \) is the small parameter that governs the perturbing force.

We then introduce a “slow scale” \( \tilde{\psi} := \epsilon \psi \), so that the “total” \( \psi \) derivative becomes:

\[
\frac{d}{d\psi} = \frac{\partial}{\partial \psi} + \epsilon \frac{\partial}{\partial \tilde{\psi}}, \quad (55)
\]

and we can then expand the orbital elements to first order as:

\[
\mu^a = \mu^a_0(\tilde{\psi}) + \epsilon \left( \mu_{1,\text{osc}}(\psi, \tilde{\psi}) + \mu_{1,\text{sec}}(\tilde{\psi}) \right) + O(\epsilon^2). \quad (56)
\]

Note that \( F = F(\mu^a_0, \psi) \) only depends on the slow scale \( \tilde{\psi} \) through \( \mu^a \). Using that \( \partial \mu^a_0/\partial \tilde{\psi} = 0 \), \( \mu^a_0 \) and \( \mu^a_{1,\text{osc}} \) are then determined by (see [59] eqs. (12.235) and (12.237)):

\[
\frac{\partial \mu^a_0}{\partial \tilde{\psi}} = \frac{1}{2\pi} \int_0^{2\pi} d\psi \right. F^a(\mu^b_0, \psi), \quad (57)
\]
\[
\mu^a_{1,\text{osc}} = \int d\psi \right. \left[ F^a(\mu^b_0, \psi) - \frac{\partial \mu^a_0}{\partial \tilde{\psi}} \right]. \quad (58)
\]
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The expansion has been constructed in such a way that $\mu_{1,\text{osc}}$ is precisely the $O(\epsilon)$ piece that is periodically oscillating in $\psi$. At $O(\epsilon)$ the secular part $\mu_{1,\text{sec}}$ is an “integration constant” from the perspective of the integral over $\psi$ that determines $\mu_{1,\text{osc}}$, and can be chosen freely. (At higher order, it will again be fully determined by $F$, see [52] eq. (12.238)). We will simply choose $\mu_{1,\text{sec}} = 0$. This means the secular (not fast-oscillating) part of the orbital element is given to $O(\epsilon)$ entirely by the zeroth order elements, $\mu^a \approx \mu^a_0$, so that $\mu^a_0$ is the obvious and natural choice to parametrize the orbit evolution with — in other words, the $e, \lambda, \tilde{\gamma}, \alpha$ appearing in the evolution equations [11]-[14] are precisely these quantities $\mu^a_0$. If we were to make a different choice for $\mu_{1,\text{sec}}$, the parametrization would look different in terms of $\mu^a_0$, but would remain identical when expressed in terms of $\mu^a$.

We will also need the period of the orbit, which to $O(\epsilon)$ is given by:

$$T = T_0 + \epsilon T_1 = \int_0^{2\pi} d\psi \left( \frac{dt}{d\psi} \right) (\mu^a, \psi),$$

(59)

where we need to integrate using the entire expression [56].

We are interested in the averaged change of the orbital elements over timescales of multiple periods. Then, the $\tilde{\psi}$ dependence of $\mu^a_0$ is the only important contribution to $O(\epsilon)$. (Since $\mu^a_{1,\text{osc}}$ is periodic in $\psi$, it does not contribute to the averaged, secular evolution.) The averaged, secular change in time of an element is then given to $O(\epsilon)$ by:

$$\left( \frac{d\mu^a}{dt} \right)_{\text{ave}} = \frac{2\pi}{T_0} \frac{\partial \mu^a_0}{\partial \tilde{\psi}},$$

(60)

where $T_0$ is the $O(\epsilon^0)$ period in [59]. This directly gives the conservative, secular “precession” effects in $d\mu^a/dt$ in (12), (13), (14), and (34) for the multipolar deformations given by the Lagrangian deformation:

$$\delta \mathcal{L} = -2\mu S_1 \sin \theta^2 \dot{\phi} \frac{\dot{r}}{r} + \mu M \frac{P_2(\cos \theta)}{r^3} - 6\mu S_2 \frac{\cos \theta \sin \theta^2 \dot{\phi}}{r^2} + \mu M_3 \frac{P_3(\cos \theta)}{r^4},$$

(61)

where each of the $S_i, M_i$ are taken to be $O(\epsilon)$, and we are using spherical coordinates where the spin $S_1$ is oriented along the $z$-axis. Note that the full Lagrangian is then:

$$\mathcal{L} = \mu \frac{\dot{r}}{r} + \frac{\mu M}{r} + \delta \mathcal{L}.$$  

(62)

To calculate the dissipative terms in (11) for $d\nu/dt$, we use the expression:

$$\left( \frac{dE}{dt} \right)_{\text{ave}} = -\frac{1}{5} \frac{1}{T} \int_0^{2\pi} d\psi \left( \frac{dt}{d\psi} \right) \dot{M}_{ij}(\mu^a, \psi) \tilde{M}_{ij}(\mu^a, \psi),$$

(63)

to calculate the average rate of energy loss due to radiation over an orbital period, with $T$ the entire expression [59]. The system quadrupole $M_{ij}(\mu^a, \psi)$ is given by:

$$M_{ij} = [r_i r_j]^{\text{STF}}.$$  

(64)
where STF means we take the symmetric, traceless part. To calculate time derivatives $\ddot{M}_{ij}$, we can use the equations of motion to eliminate any second-order or third-order derivatives, and use $[44]$ to express the remaining zeroth and first derivatives of $x_i(\mu^a, \psi)$ in terms of the elements $\mu^a$. The result $[63]$ is a function of the orbital elements $\mu^a$; we then use

$$\nu(\mu^a) := \frac{1}{T},$$

(65)

to invert the relation and find $p(\nu)$. Finally, we relate $dE/dt$ to $d\nu/dt$ by using:

$$\frac{d\nu}{dt} = \left(\frac{dE}{d\nu}\right)^{-1} \frac{dE}{dt},$$

(66)

where we take $E = (\partial L/\partial \dot{\mathbf{r}}) \cdot \dot{\mathbf{r}} - L$ to be the orbit energy. This then gives the dissipative terms for $M_2, S_2, M_3$ for $d\nu/dt$ in $[11]$. For the $S_1$ term, we must also take into account the current quadrupole radiation as this contributes at the same order as the mass quadrupole radiation. The only change in procedure is to replace (63) by:

$$\left(\frac{dE}{dt}\right)_{ave} = -\frac{1}{5 T} \int_0^{2\pi} d\psi \left(\frac{dt}{d\psi}\right) \ddot{M}_{ij}(\mu^a, \psi) \dddot{M}_{ij}(\mu^a, \psi)$$

(67)

$$- \frac{16}{45 T} \int_0^{2\pi} d\psi \left(\frac{dt}{d\psi}\right) \ddot{S}_{ij}(\mu^a, \psi) \dddot{S}_{ij}(\mu^a, \psi),$$

$$S_{ij} = \left[r_i \epsilon_{jkl} r_k \dot{r}_l - \frac{3}{2} S_{1} r_i \delta_{j3}\right]_{STF},$$

(68)

where we are explicitly using that the orientation of the spin $S_1$ is along the $z$-axis in these coordinates.

In practice, to compute the integral in $[63]$ or $[67]$ analytically, we expand and integrate the integrand order by order in $e$. In this way, we find the full expansion in $e$ of the integral after repeating this procedure to a sufficiently high order of $e$ such that the series expansion stops. The exception is one of the contributions of $M_3$, which we only obtain to $O(e^{16})$ — see $[41]$.  
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