Time- and angle-resolved photoelectron spectroscopy of strong-field light-dressed solids: prevalence of the adiabatic band picture
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Abstract

In recent years, strong-field physics in condensed-matter was pioneered as a novel approach for controlling material properties through laser-dressing, as well as for ultrafast spectroscopy via nonlinear light-matter interactions (e.g. harmonic generation). A potential controversy arising from these advancements is that it is sometimes vague which band-picture should be used to interpret strong-field experiments: the field-free bands, the adiabatic (instantaneous) field-dressed bands, Floquet bands, or some other intermediate picture. We here try to resolve this issue by performing ‘theoretical experiments’ of time- and angle-resolved photoelectron spectroscopy (Tr-ARPES) for a strong-field laser-pumped solid, which should give access to the actual observable bands of the irradiated material. To our surprise, we find that the adiabatic band-picture survives quite well, up to high field intensities (~10^12 W/cm^2), and in a wide frequency range (driving wavelengths of 4000 to 800nm, with Keldysh parameters ranging up to ~7). We conclude that to first order, the adiabatic instantaneous bands should be the standard blueprint for interpreting ultrafast electron dynamics in solids when the field is highly off-resonant with characteristic energy scales of the material. We then discuss weaker effects of modifications of the bands beyond this picture that are non-adiabatic, showing that by using bi-chromatic fields the deviations from the standard picture can be probed with enhanced sensitivity. Our work outlines a clear band picture for the physics of strong-field interactions in solids, which should be useful for designing and analyzing strong-field experimental observables and also to formulate simpler semi-empirical models.
I. INTRODUCTION

When solids are irradiated by strong laser pulses, a plethora of physical effects can be initiated. For instance, these can include high harmonic generation (HHG) \([1,2]\), creation of transient injection currents \([3–8]\), the dynamical Franz-Keldysh effect \([9,10]\), creation of new laser-dressed states of matter \([11–13]\), and more. Depending on the symmetries of the solid and the properties of the laser field, one can even create transient topological phases \([12,14]\), or valley-polarization by selectively populating certain regions of the Brillouin zone \([13,15–18]\). These phenomena are of technological importance for quantum information processing and petahertz electronics \([19]\), since they allow to generate, and probe, ultrafast motion of electrons in solids, in real-time. Of particular interest are topological \([20–27]\) and strongly-correlated \([28–32]\) phases, since these could hold the key for novel applications.

What is common in these effects is that they all occur under the same electronic conditions – strong-field driving of a periodic system. However, each effect is usually analyzed in terms of a different band picture to rationalize the results and physical mechanisms. For instance, the mechanism of HHG is usually described with semi-classical models employing the field-free bands \([33–42]\), which are utilized for HHG-spectroscopy of various basic electronic properties such as band structures berry-curvatures and density of states \([43–47]\). The dynamical Franz-Keldysh effect can be interpreted on the other hand with a Floquet time-averaged picture for the field-dressed bands \([9,10,48–50]\). For longer wavelength driving, one might employ an adiabatic band picture based on the instantaneous states of the laser-dressed system, the so called Houston states \([51,52]\), which is useful to obtain insight about vector-potential induced shifting of the bands \([53]\). Lastly, some phenomena require an intermediate picture that is neither fully time-averaged in the Floquet sense, nor instantaneous like the Houston states, which was recently utilized for measuring transient gap closings in higher conduction bands \([54]\). On the other hand, there are works demonstrating that in the same conditions, there can be very strong modification of the band structure due to the laser driving itself. For resonant interactions in the weak-field regime, this approach is known to yield Floquet-topological insulators \([14]\). But naturally, strong-field driving can also yield similar topological phases where the system’s gap substantially changes \([13]\), or even other phases such as free-electron like states \([12,55,56]\). In these cases, one might say that the choice of how to interpret experiments and formulate models for the electron dynamics is somewhat vague – after all, even if any full basis set can still be used for formulating a model, there is no point in describing electron trajectories in bands if those bands do not exist or alter strongly over time. Similarly, it might be confusing to use dressed-bands for describing new phases of matter if the underlying electron dynamics are well-captured by the field-free bands. We emphasize that the complication arises since several of the effects can co-exist because they are driven in the same conditions (they are just described by different observables). Beyond this, it is still an open question up to what laser powers, driving wavelengths, and Keldysh parameters, the band picture holds – i.e. do the band shapes significantly change in the strong-field regime (but still below the material damage threshold)?

One possible solution is to employ time- and angle-resolved photoelectron spectroscopy (Tr-ARPES) \([57–59]\). This approach allows to directly image populated single-particle bands in periodic systems even if they are simultaneously interacting with strong lasers. The advantage here is that the bands themselves become the observable quantities, rather than the basis set used for interpreting the experiment. ARPES has already been successfully employed for probing the electronic structure of many systems \([60]\), including topological insulators and Weyl semimetals \([61]\), superconductors \([62]\), and valley pseudospin \([63,64]\). It has also been utilized for probing dynamical phenomena such as photocurrents in topological insulators \([65]\) and electron-phonon couplings \([66–68]\). However, it has not yet been employed for investigating a solid system dressed by a strong laser field, which might provide new insights.

Here we perform \textit{ab-initio} calculations of ‘numerical experiments’ of Tr-ARPES in a periodic system that is dressed by intense laser light. Specifically, we explore a monolayer of hexagonal-boron-nitride (hBN) as a benchmark system, and investigate an instantaneous regime (that probes the instantaneous field-dressed bands), and a Floquet regime (that probes the Floquet cycle-averaged bands). We find that the instantaneous band picture holds up extremely well in strong-field driving – there is no observable breakdown of the bands or strong modification of the energy scales even in conditions where harmonics up to ~25 eV are driven (driving powers of ~10\(^13\) W/cm\(^2\)), and in wavelengths ranges of 4000 to 800nm (Keldysh parameters <7). That is to say that the band picture persists, even far
away from what is standardly considered as the adiabatic regime with Keldysh parameters <1. The main effect of the driving is seen to tune the phases of the electronic states (which affects transition matrix elements), and to shift the band origin with the instantaneous vector potential (as explained by the adiabatic theory) [51,52]. We also find that some modification of the bands arise beyond this instantaneous picture, i.e. involving electron dynamics that are non-adiabatic. These are slightly weaker effects, but should be experimentally detectable. We further show that by using a bi-chromatic dressing field, the non-adiabaticity can be probed with enhanced sensitivity.

The paper is ordered as follows: In Section II we present the methodology of our ab-initio calculations, also detailing how to remove contributions of continuum electron acceleration from the analysis. Section III outlines the logic of ‘numerical experiments’ of Tr-ARPES from strongly driven solids, outlining different regimes of laser parameters, as well as some of the expected band pictures as predicted from various theories. Section IV presents the main results and analysis, showing field-dressed bands under various driving conditions, including both Floquet and instantaneous regimes, and discussing adiabatic and non-adiabatic effects. Section V presents Tr-ARPES from bi-chromatically strong-field driven systems with emphasis on non-adiabatic light-dressing effects. Finally, section VI summarizes our results.

II. METHODOLOGY

A. Laser-driven dynamics

We begin by outlining the methodology of our ab-initio calculations. All results are obtained with the open-access real-space grid-based code, Octopus [69–72]. The dynamics of electrons with impinging laser light are described within the framework of real-time time-dependent density functional theory (TDDFT) [73], and within the adiabatic approximation for the exchange correlation (XC) functional (in the local density approximation). The laser-matter interaction is described in the velocity gauge, where the ions are assumed to be frozen and non-interacting with the laser field (which should be a valid approximation on few femtosecond timescales). We also neglect any macroscopic effects of phase matching and laser pulse propagation in the material. The resulting equations of motion for the Kohn-Sham (KS) Bloch states are given by (we use atomic units throughout, unless stated otherwise):

\[i\partial_t \phi_{nk}^{KS}(t) = \left(\frac{1}{2} \left(-i\nabla + \frac{\mathbf{A}(t)}{c}\right)^2 + v_{KS}(\mathbf{r}, t)\right)\phi_{nk}^{KS}(t)\]  \hspace{1cm} (1)

where \(\phi_{nk}^{KS}(t)\) is the KS-Bloch state at k-point k and band index n, \(\mathbf{A}(t)\) is the total vector potential of all laser pulses interacting with matter within the dipole approximation, such that \(-\partial_t \mathbf{A}(t) = ce\mathbf{E}(t)\), c is the speed of light in atomic units (c=137.036). \(v_{KS}(\mathbf{r}, t)\) in Eq. (1) is the time-dependent KS potential given by:

\[v_{KS}(\mathbf{r}, t) = -\sum_i \frac{Z_i}{|\mathbf{R}_i - \mathbf{r}|} + \int d^3r' \frac{n(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} + v_{XC}[n(\mathbf{r}, t)]\]  \hspace{1cm} (2)

where \(Z_i\) is the charge of the \(i^{th}\) nuclei and \(\mathbf{R}_i\) is its coordinate, \(v_{XC}\) is the XC potential that is a functional of \(n(\mathbf{r}, t) = \sum_n \langle \mathbf{r}|\phi_{nk}^{KS}(t)\rangle^2\), the time-dependent electron density. We note that practically, the bare Coulomb interaction of electrons with the nuclei is replaced with non-local pseudopotentials to reduce numerical costs (assuming the frozen core approximation for deep atomic states).

Following Eqs. (1) and (2), the KS Bloch wave functions are propagated in time, where the initial states are taken as the ground state which is found within DFT. All technical details of the propagation scheme and DFT calculations are delegated to the appendix.

B. ARPES calculations

In order to obtain ARPES spectra, we follow the path of performing ‘numerical experiments’, which effectively simulate the measurement process as it would occur in the lab (to the best currently possible extent). In this respect, the total vector potential in Eq. (1) that is used for propagating the KS states is split to two:

\(\mathbf{A}(t) = \mathbf{A}_{\text{pump}}(t) + \mathbf{A}_{\text{probe}}(t)\)  \hspace{1cm} (3)
Here $A_{\text{pump}}(t)$ refers to the strong-laser field that dresses the system. This field is taken to have the form:

$$A_{\text{pump}}(t) = f(t) \frac{CE_0}{\omega} \sin(\omega t) \hat{e}$$

where $f(t)$ is an envelope function (see appendix for details), $E_0$ is the field amplitude, $\omega$ is the carrier frequency, and $\hat{e}$ is a unit vector pointing transversely to the B-N bond axis (along the $\Gamma$-K line in reciprocal space) within the monolayer plane ($xy$ plane). The probe pulse, $A_{\text{probe}}(t)$, is taken as a linearly-polarized pulse polarized along the $z$-axis (transverse to the monolayer), with an extreme ultraviolet (XUV) carrier frequency:

$$A_{\text{probe}}(t) = f_{\text{xuv}}(t - t_0) \frac{CE_{\text{xuv}}}{\omega_{\text{xuv}}} \sin(\omega_{\text{xuv}} t) \hat{z}$$

where $f_{\text{xuv}}(t)$ is an envelope function with a maximum at $t = 0$, $t_0$ indicates the pump-probe delay, $\omega_{\text{xuv}}$ is the probe photon frequency taken here at 100eV in order to obtain high temporal resolution, and $E_{\text{xuv}}$ is the probe’s amplitude which is taken in the weak-field linear-response regime, corresponding to an intensity of $10^8$ W/cm². Thus, the pump laser field in Eq. (4) effectively dresses the solid, potentially causing some modification of the band structure, and the probe in Eq. (5) describes an XUV isolated pulse that photoionizes electrons which are then recorded in a momentum-resolved manner as the ARPES spectra. We note that the pump-probe delay, $t_0$, will be referred to from this point on as $t_{\text{ion}}$, which indicates a particular moment in time where $f_{\text{xuv}}$ is maximized (leading to the highest probability for photoemission) with respect the $A_{\text{pump}}(t)$. For example, the notation $A_{\text{pump}}(t_{\text{ion}}) = 0$ indicates that $t_0$ is set such that $f_{\text{xuv}}$ is maximized at the moment in time when $A_{\text{pump}} = 0$, but closest to the center of the pump pulse (i.e. closest to where $f(t)$ is maximized). Fig. 1(a) summarizes the schematic of the set-up.

The ARPES spectra are calculated directly from the propagated KS states, and without additional fundamental assumptions, using the highly accurate and efficient surface-flux method T-SURFF [74,75]. Here the momentum-resolved flux of photoelectrons is recorded across a surface normal to the hBN monolayer (located at $z = 0$), which lies sufficiently far away in the continuum to avoid interactions of outgoing waves with the monolayer (the surface is located at the plane $z = w$). The photoemission from all KS Bloch states is coherently summed, producing $k$-resolved spectra along high-symmetry axes. For hBN, we calculate ARPES along a path in reciprocal space that traverses from $\Gamma$ to $K$ and $K'$ (which is also taken as the pump laser driving axis in Eq. (4)). An exemplary ARPES spectra for the field-free case (with $E_0 = 0$) can be seen in Fig. 1(c), side-by-side with the field-free band-structure obtained with DFT (Fig. 1(b)). Additional technical details can be found in the appendix.

FIG. 1. (a) Illustration of Tr-ARPES with strong-field set-up. A monolayer of hBN is irradiated by an intense pump pulse that is polarized in the monolayer plane (blue), which dresses the electronic system and potentially causes some band modifications. A delayed XUV probe pulse that is polarized transverse to the monolayer (along the $z$-axis) then photoionizes electrons into the continuum. The photoemitted electrons propagate up to the detector surface, at which point their momenta and energy is recorded. (b) Ground-state DFT band structure along $K'$-T-K path. The top of the valence band is set to zero energy, and $K$ and $K'$ points are indicated with dashed lines. Occupied bands are denoted by red lines, while unoccupied bands with blue lines. (c) Pump-free ARPES spectra that captures the details of the equilibrium occupied bands. The energy of the ARPES spectrum is offset by $\omega_{\text{xuv}}$, and dashed white lines indicate the positions of the valence and conduction band edges.
C. Removing continuum effects

One issue with the approach (and corresponding experimental set-up) above, is that substantial modifications to the Tr-ARPES spectra might arise from propagation of the photoelectrons in the continuum up to the detector (e.g., laser-assisted photoemission [76,77]), rather than from the light-driven states inside matter. Usually, these effects comprise a main physical result (e.g. in photoemission from atomic and molecular species [78]). However, here we are interested in uncovering the nature of the field-dressed bands in the solid, and continuum-related phenomena can be considered as spurious effects that should be artificially removed. This can be a cumbersome procedure, because it essentially requires that \( A_{\text{pump}}(t) \) should only be ‘active’ in a certain region of the simulation box that is localized around the monolayer. One potential solution could be to multiply \( A_{\text{pump}}(t) \) by a spatial envelope, but this is not applicable in the dipole approximation and presents additional complications.

Therefore, we employ two other procedures in order to remove continuum effects from ARPES spectra. First, the photoelectrons that reach the ‘numerical detector’ (the surface through which the flux is calculated) are not further propagated in time, but rather, their momenta are recorded at that exact moment. This is a different approach than that usually employed in surface-flux methods, where the photoelectrons are further propagated under the full vector potential as Volkov states (assuming a strong-field approximation) [74,79]. This procedure guarantees that continuum-related effects correspond only to the laser-driven acceleration in the spatial region spanning from the monolayer up to the detector, which should be small because that region is only 30 Bohr wide. An exemplary result of this approach can be seen in Fig. 2(a,b) that compares field-dressed Tr-ARPES spectra with/without propagation of the Volkov states. From comparing Fig. 2(a) and Fig. 2(b), it is clear that propagation of electrons in the continuum causes substantial modifications of the ARPES spectra. These modifications will be discussed in more detail in the next subsection.

Notably, because \( E_0 \) in \( A_{\text{pump}} \) is so large in the strong-field regime, continuum-related effects can still arise after performing the procedure described above – photoelectrons can still accelerate in the \( xy \) plane (because they interact with \( A_{\text{pump}} \)) during their propagation up to the detector. For instance, one still observes some linear sloping of the bands in Fig. 2(b), which could partially arise from continuum acceleration rather than from laser-dressing of the solid (because laser-induced acceleration adds a term linearly proportional to \( k \) in the photoelectron energy, see below). Therefore, we employ a second procedure to remove such effects – we assume that in the region spanning from the monolayer up to the detector, the electrons propagate semi-classically, such that their overall momentum is varied by \( \Delta A \):

\[
\Delta A(t_{\text{ion}}) = -c \int_{t_{\text{ion}}}^{t_{\text{ion}}+\Delta t} E_{\text{pump}}(t) \, dt
\]

(6)

where \( t_{\text{ion}} \) indicates the approximate moment of ionization (taken here as the time that maximizes \( A_{\text{probe}}(t) \), assuming instantaneous ionization), \( \Delta t \) corresponds to the semi-classical time-of-flight of the photoelectron as it traverses from \( z = 0 \) at the monolayer, up to the detector at \( z = w \), and \( E_{\text{pump}}(t) \) is the electric field associated with \( A_{\text{pump}}(t) \). \( cE_{\text{pump}}(t) = -\partial_t A_{\text{pump}}(t) \). \( \Delta t \) is calculated assuming semi-classical dynamics under the strong-field approximation – the velocity component of the outgoing electron along the \( z \)-axis is taken as a constant of motion:

\[
v_z = \sqrt{2\omega_{\text{xuv}}} \]

(7)

, such that \( \Delta t = w/v_z \). Following this, the ARPES spectra can be artificially subtracted with the energy term \( k \cdot \Delta A(t_{\text{ion}})/c \), were \( k \) denotes the crystal momentum. The result of this procedure can be seen in Fig. 2(c), which further corrects the main linear slope in the bands seen in Fig. 2(b).

Importantly, the second procedure that subtracts propagation effects in the simulation box can only be performed if a singular well-defined moment of ionization with respect to \( A_{\text{pump}}(t) \) exists. This only occurs in a regime where the probe pulse duration is much shorter than a laser cycle (see below). Thus, the second correction is not applied to the Floquet-regime calculations outlined below (where the probe pulse duration is longer than a laser cycle). We also emphasize that it is still an approximate procedure, because it neglects interactions of the outgoing electron with the
monolayer, with the other electrons, and assumes semi-classical motion. Moreover, we have assumed an instantaneous moment of photoionization and neglected possible time-delays [80,81]. Still, errors arising from this approximation are expected to be small, because: (i) $\omega_{\text{ion}}$ is taken to be very large (100 eV), which minimizes the time-of-flight of photoelectrons to ~200 attoseconds, and (ii) such effects are anyways usually quite small.

**FIG. 2.** Continuum effects in strong-field dressed Tr-ARPES at a pump-probe delay that corresponds to $A(t_{\text{ion}})=0$. (a) Tr-ARPES spectrum from hBN including full propagation in the continuum. (b) Tr-ARPES spectrum from hBN including only propagation in the continuum within the simulation box, from $z=0$ to $z=w$. The propagation beyond $z=w$ is not performed (see text). (c) Tr-ARPES spectrum from hBN after removing continuum effects according to the two procedures outlined in the text. All Tr-ARPES spectra are calculated in the instantaneous regime (see text) with the parameters $I=10^{12} \text{ W/cm}^2$, $\lambda=2000 \text{ nm}$. A different color scale is used for the case where all continuum effects have been removed to indicate that it represents the approximate energy spectrum of the electrons inside the dressed solid. Dashed white lines indicate the positions of the valence and conduction band edges.

**D. Continuum effects**

At this point, we briefly discuss some of the continuum-related effects that can occur in the calculation of Tr-ARPES involving strong fields. This discussion is especially important in light of the context for our work – if one does not take extra care in removing these effects, it may seem as though unique new phases of matter are measured, while modifications of the bands could just result from continuum-dressing.

As an example, we highlight some continuum effects in Fig. 2: Figure 2(a) presents Tr-ARPES spectra in the standard conditions, where outgoing waves include all of the continuum effects, and the pump-probe delay is set such that $A(t_{\text{ion}}) = 0$. For this pump-probe delay, the instantaneous adiabatic band picture corresponds to field-free system (because $A \equiv 0$ at the moment when the photoelectron is ionized), such that the predicted Houston states coincide with the field-free states. However, as clearly visible, the Tr-ARPES spectra shows a parabolic band dispersion along the pump laser polarization axis. The band energies strongly deviate from the field-free system, especially around the K and K’ points at the valence band maxima (VBM), seemingly predicting a closing of the band gap. If one were to interpret this ‘measurement’ without post-processing at face value, it would suggest that the strong-field induces a free-electron-like state inside the material. However, as is obvious from Fig. 2(b), this free-electron-like state is only present in the dressed continuum. Moreover, deeper-lying bands also exhibit this behavior (not shown), clearly indicating that the parabolic bands originate from continuum acceleration of photoelectrons and not from a laser modification of the solid, which would not affect all the bands equally. Similarly, other phenomena may appear for other pump-probe delays, which could be perceived as fingerprints for unique light-driven phases, such as band bending or widening. We stress that extra caution must be taken before analyzing such phenomena, as they might result from continuum-based effects, even after the large majority of continuum effects have been artificially removed. For instance, some band widening along the energy axis is expected due to the non-singular ionization times of photoelectrons. That is, because electrons can also be ionized slightly before or after the assumed $t_{\text{ion}}$, variations in $\Delta A$ can be incurred as the outgoing waves propagate to the detector, which cannot be fully subtracted out of the ARPES spectra.

In an effort to clarify some of these effects, all ARPES spectra in this paper that present the physical field-dressed bands are represented in blue-red colormaps. ARPES spectra that include some continuum effects that have not been subtracted with the two procedures described above are represented by orange-black colormaps. We emphasize that
some weaker continuum-related effects might be present in the ARPES spectra that have undergone the continuum-removal procedures.

III. DRESSED-BAND PICTURES AND LASER REGIMES

Having outlined the methodological approach, we now detail the different possible electronic band pictures for interpreting the dynamics, and the physical regimes of interest. We also analyze the main degrees of freedom in $A_{\text{pump}}(t)$ and $A_{\text{probe}}(t)$ and their effect on the resulting spectra.

First, we outline two regimes in which Tr-ARPES is employed in this work. The first regime is denoted as the ‘instantaneous regime’. Here, the probe pulse is very short compared to the laser cycle of $A_{\text{pump}}(t)$. Practically, this means that we have:

$$FWHM_{\text{xuv}} \ll 2\pi/\omega \quad (8)$$

where $FWHM_{\text{xuv}}$ is the full-width-half-max of the probe pulse. An illustration for this regime can be seen in Fig. 3(a) – the probe pulse samples a particular time in the pumped system. The resulting ARPES spectra should then roughly correspond to the band-structure of the system in that moment, whatever that may be. The main idea is that in this way one may probe the actual physical states in the system as it interacts with $A_{\text{pump}}(t)$, and resolve any ambiguity that arises from the particular theory one uses to define the state of the system.

The second regime is denoted as the ‘Floquet regime’. In this regime the probe pulse duration is on a similar order of magnitude as (or larger than) the pump laser cycle:

$$FWHM_{\text{xuv}} \approx 2\pi/\omega \quad (9)$$

Here one cannot assign a specific moment of ionization to photoelectrons with respect to the laser cycle, but rather, electrons are emitted continuously throughout different times along the pump field. The photoemission from all of these moments is summed coherently, yielding a type of cycle-averaged band picture, which should correspond to the Floquet limit of the field-dressed system (see Fig. 3(b) for illustration).

![Fig. 3. Illustration of the Tr-ARPES regimes. (a) Instantaneous regime: the probe pulse has a duration much shorter than the pump field’s optical cycle. In this exemplary case, the pump-probe delay is set such that the probe overlaps with a momentary zero in the vector potential, i.e. $A_{\text{pump}}(t_{\text{ion}})=0$. (b) Floquet regime: the probe pulse duration is similar to one optical cycle of the pump field. Note that the probe pulse amplitude is many orders of magnitude weaker than the pump amplitude, but is plotted here on the same scale for clarity.](image_url)

In terms of extracting physical interpretations from the Tr-ARPES spectra, there could be several contradicting pictures. On the one hand, we have the adiabatic Houston state picture [51,52]. The Houston states are obtained by diagonalizing the instantaneous Hamiltonian, including the pump vector potential only, i.e. within our TDDFT approach, one may write:
\[
\left( \frac{1}{2} \left( -i \mathbf{\nabla} + \frac{\mathbf{A}_{\text{pump}}(t')}{c} \right)^2 + v_{KS}(\mathbf{r}, t') \right) |\varphi_{n,k}^{H-KS}(t')\rangle = \epsilon_{n,k}^{KS}(t') |\varphi_{n,k}^{H-KS}(t')\rangle
\]

where \( |\varphi_{n,k}^{H-KS}\rangle \) are the adiabatic Houston-KS-Bloch states, with corresponding eigenenergies \( \epsilon_{n,k}^{KS}(t') \), and \( t' \) is the instantaneous moment in time where the diagonalization procedure is performed. We emphasize that Eq. (10) is not solved with time propagation of the initial states up to \( t' \), but rather, is diagonalized at \( t' \) to yield the instantaneous adiabatic band structure (which is time-dependent). If the dynamics are exactly adiabatic, then this procedure should be identical to the time propagation up to an overall phase, the Berry phase [82], which interestingly can be indeed inferred from this picture [83]. The main effects of the Houston picture on the bands are two-fold: (i) the reference crystal momentum \( \mathbf{k} \) is translated by the instantaneous pump vector potential, such that \( \mathbf{k} \rightarrow \mathbf{k}' = \mathbf{k} + \mathbf{A}_{\text{pump}}(t')/c \) [53]. This can be considered equivalent to intra-band acceleration that is a main step in solid-HHG. (ii) The eigenstates can acquire an additional \( \mathbf{k} \)-dependent, and \( t' \)-dependent, phase. The acquired phase alters the transition matrix elements from the Bloch states to the continuum, which should modulate the photoemission probability vs. \( \mathbf{k} \). Most notably, for the moments in time where \( \mathbf{A}_{\text{pump}}(t') = 0 \), the Houston states correspond exactly to the field-free eigenstates up to the Berry phase, and neglecting effects of dynamical correlations. This suggests an easy procedure to extract deviations from adiabaticity and/or Berry phases, by measuring Tr-ARPES spectra with pump-probe delays for which \( \mathbf{A}_{\text{pump}}(t_{\text{ion}}) = 0 \), and subtracting it from the field-free ARPES spectra. In this context, the degree of adiabaticity of a system is usually estimated with a Keldysh parameter: \( \gamma = \omega_{\text{ion}}^2 E_0 / E_0 \), where \( E_0 \) is the band gap. For \( \omega \rightarrow 0 \) (long-wavelength limit), one might expect that the electrons follow the instantaneous pump field, and the adiabatic picture would hold (\( \gamma < 1 \)). On the other hand, for shorter wavelengths, even if \( E_0 \) is large, one can expect deviations from adiabaticity (\( \gamma > 1 \)).

On the opposing side to the instantaneous picture, we have the Floquet-picture, which is often employed for analyzing field-driven dynamics [13,14,48,84–87]. Here the effective bands of the field-dressed system correspond to a time-averaged picture. Assuming perfect temporal periodicity in the pump field (neglecting \( f(t) \) in Eq. (4)), one can obtain the Floquet-Bloch Hamiltonian [88], which in the TDDFT picture takes the form:

\[
H_f^{KS} = \text{Tr} \left\{ \hat{T} \exp \left[ -i \frac{\omega}{2\pi} \int_0^{2\pi} dt \left( \frac{1}{2} \left( -i \mathbf{\nabla} + \frac{\mathbf{A}_{\text{pump}}(t)}{c} \right)^2 + v_{KS}(\mathbf{r}, t) \right) \right] \right\}
\]

where \( \hat{T} \) is a proper time-ordering operator. The eigenvalues of \( H_f^{KS} \) are the Floquet quasi-energies with corresponding Floquet eigenstates (stroboscopic eigenstates). The Floquet states have a time-independent occupation, but evolve dynamically in a time-periodic manner. Due to the cycle-averaging, the quasi-energies are time-independent, which means that in this picture there should not be any pump-probe delay dependence of the Tr-ARPES spectra. Such states can be captured by Tr-ARPES in the Floquet regime outlined above. The implications of the Floquet picture for the strong-field regime of solid state physics remain not fully understood. It has been shown that due to light-dressing, Floquet sideband can be observed in ARPES [89–91] and in the linear optical response [9,10,48,49,92], as well as in charge transport [93,94]. The sidebands are shifted from the original electronic bands by integer multiples of the driving frequency, and are eigenstates of eq. (11). Floquet dressing by phonons is also possible [95]. It has been argued that such dressing could lead to gap closing and topological phases in certain regimes of laser driving [13,14], or even to free-electron like states with a parabolic dispersion [12,55,56]. At the same time, this picture can also be utilized as a basis set for calculating highly nonlinear effects such as HHG. Notably, the Floquet picture is not necessarily at odds with the adiabatic Houston picture – if the dynamics are adiabatic, the Floquet quasi-energy bands could simply emerge as the time-averaged adiabatic Houston bands, where one simply cycle-averages \( \epsilon_{n,k}^{KS}(t') \) in Eq. (10).

In between these pictures, one could obtain hybrid states that are neither Floquet states, nor instantaneous ones. In other words, there could be some diabatic effects in the light-driven electron dynamics. Recent work indicates that such hybrid states leads to gap closings in higher conduction bands [54]. We note that this physical interpretation relies on a different basis expansion of the electronic dynamics, which should give the same results for physical
observables as other basis sets. However, since these states have an oscillating form and occupation, they are potentially more difficult to analyze and associate with ARPES spectra.

As a final point, it is also possible that in extremely strong driving, the standard band picture breaks down. This is the expected behavior if one considers the strong-field approximation that is commonly employed for strong light-matter interactions in atoms and molecules [79]. Essentially, one could imagine that $A_{\text{pump}}(t)$ in Eqs. (10) and (11) might be so strong (because $E_0$ is large, and $\omega$ is small), that it overshadows all other terms in the effective Hamiltonian, leaving the solutions to be approximate eigenstates of the momentum operator (Volkov states). Such behavior would simply lead to a linear dispersion term that is added on top of the field-free bands. Of course, one needs to be careful since that is exactly the same expected dispersion as that of the continuum acceleration of the electrons.

In what follows, we analyze Tr-ARPES from hBN in the strong-field-dressed regime in the context of the above pictures. We will show that, to first order, the instantaneous adiabatic picture prevails as the dominant outlook, even in high field powers and in shorter wavelengths (corresponding to Keldysh parameters up to ~7).

IV. STRONG-FIELD-DRESSED TR-ARPES

A. Instantaneous-regime

We now present the main results of Tr-ARPES in hBN that is pumped by a strong laser field. As a starting point, Fig. 4 presents Tr-ARPES spectra in the instantaneous regime vs. pump-probe delay. The pump field power is set at $0.9 \times 10^{12}$ W/cm$^2$ and its wavelength to 2000nm (corresponding to a Keldysh parameter $\gamma \approx 2.5$). These conditions are usually used to generate high harmonics, transient currents, and possibly even novel phases of matter. In our case, the HHG spectrum contains harmonics up to 25eV, validating that both interband and intraband electron dynamics are present during the interaction of hBN with $A_{\text{pump}}$ (because harmonic emission with energies above $E_g$ can only be generated by excitations to the conduction band and further acceleration in it). Figures 4(a-f) show the ARPES spectra vs. pump-probe delay for delays ranging from $A_{\text{pump}}(t_{\text{ion}}) = 0$ (at Fig. 4(a)), up to $A_{\text{pump}}(t_{\text{ion}}) = cE_0/\omega$ (at Fig. 4(f)). Note that we focus on the topmost valence band (that includes the VBM at K and K'), since in these conditions the conduction band occupation is very small and difficult to analyze, and since deeper bands are not expected to be strongly affected by the pump laser because they are strongly bounded.

We highlight several main observations in Fig. 4: (i) The band picture generally holds up in these strong fields. (ii) At all pump-probe delays the bands are very similar to the field-free bands, showing only relatively small deviations. (iii) One main visible effect of the field-dressing is that the valence band (and other deeper bands, not shown) translate along the $k$-axis with the pump-probe delay. This exactly corresponds to the prediction from the adiabatic Houston states – the shift is highlighted in Fig. 4(f) where the pump vector potential is maximized. We verified that this shift indeed corresponds to the value of the vector potential upon the moment of ionization ($A_{\text{pump}}(t_{\text{ion}})$, the moment at which $A_{\text{probe}}(t)$ is at maxima). (iv) For all delays, one can see a clear asymmetry in the photoemission probability of positive/negative momenta. In other words, the Tr-ARPES spectra are not symmetric under $k \rightarrow -k$, even though $A_{\text{pump}}$ is linearly polarized. For the particular delay in Fig. 4(f), this is a clear result of the Houston state field-dressing that results in a $k$-dependent phase, that in turn modulates the ARPES transition matrix elements. On the other hand, a similar effect is also visible for the delay in Fig. 4(a), for which the instantaneous vector potential is zero at the moment of ionization. Thus, the ARPES transition matrix elements to the continuum provide clear signatures for deviations from the Houston picture, (i.e. for the instantaneous Bloch state field-acquired phases). (v) Lastly, we note that there are a few other effects in the bands that deviate from the Houston state prediction. These will be separately discussed at a later stage.
FIG. 4. Tr-ARPES in the instantaneous regime vs. pump-probe delay. (a)-(f) Tr-ARPES spectra for different pump-probe delays ranging from $A_{\text{pump}}(t_{\text{ion}})=0$ in (a) to $A_{\text{pump}}(t_{\text{ion}})=cE_0/\omega$ in (f) (indicated in the figure). Tr-ARPES spectra are calculated for pump parameters of $I_0=0.9 \times 10^{12}$ W/cm$^2$, $\lambda=2000$ nm. The markings in (f) denote a systematic shift of the band center with the pump vector potential, in accordance with the prediction of the adiabatic Houston states (see text). The effects of continuum state dressing have been removed according to the procedure detailed in II.C. Dashed white lines indicate the positions of the Gamma point.

Next, we explore the intensity dependence of the band-dressing effects. Figure 5(a-d) presents the resulting ARPES spectra for a system pumped by 2000nm light, with varying laser powers, at the pump-probe delay $A_{\text{pump}}(t_{\text{ion}})=0$. For very weak pump power (Fig. 5(a)), the valence band resembles the field-free system (see Fig. 1(c)). As the pump power is increased, we observe modifications of the bands. Most notably, attenuation of the ARPES transition matrix elements as observed also in Fig. 4. However, we also observe slight bending of the valence band near $\Gamma$, the origin of which remains unclear. We hypothesize that this effect arises from non-adiabatic electron dynamics with some short-term memory. One point to keep in mind is that if $A_{\text{pump}}(t_{\text{ion}})=0$, then $E_{\text{pump}}(t_{\text{ion}})$ is very large, meaning that strong motion of electrons within the bands could also be the cause for such non-adiabatic effects. Overall, the band shape is similar to the field-free bands in all of these driving conditions, which largely validates the instantaneous Houston band picture. Similar results are obtained for other pump-probe delays.
FIG. 5. Tr-ARPES in the instantaneous regime vs. pump power for $A_{\text{low}}=0$. Pump laser powers are indicated over each figure, and the pump wavelength is taken as $\lambda=2000$ nm. The effects of continuum state dressing has been removed according to the procedure detailed in II.C.

Figure 6(a-d) explores the ARPES dependence on the pump wavelength (down to 800nm) for strong driving conditions. The probe pulse duration in this case is scaled with the relative pump frequency in order to stay in the instantaneous regime (see appendix for details). This artificially widens the bands due to time-energy Fourier relations, but the main features are still clearly visible. The conclusion arising from Fig. 6 is that the instantaneous adiabatic picture is valid throughout these driving conditions. In fact, we found it largely valid in the domain of Keldysh parameters $\gamma\sim1-7$, which is well beyond the standardly considered adiabatic limit for the system (with $\gamma<1$). Of course, Fig. 6 still presents some non-adiabaticity effects that become more pronounced for shorter wavelengths, but the original band shape is preserved. This conclusion is valid for all pump-probe delays, as well as other laser driving conditions studied here.
FIG. 6. Tr-ARPES in the instantaneous regime vs. pump wavelength for \( A_{\text{ion}}=0 \). The pump wavelengths are indicated in each figure, and the pump power is taken as \( P=0.9 \times 10^{12} \) W/cm\(^2\). The effects of continuum state dressing has been removed according to the procedure detailed in II.C.

### Floquet-regime

Up to now, our calculations validate the instantaneous and adiabatic Houston state picture for analyzing field-dressing effects. However, one might object that these results are biased due to the explored parameter regime for \( A_{\text{probe}} \). That is, because the XUV pulse probes the instantaneous structure of the system (as it is much shorter than the duration of \( A_{\text{pump}} \)), a bias towards adiabaticity is created. To address this, we now investigate the Floquet regime, where the probe pulse has a similar duration to one laser cycle of the pump field. In this case, one cannot define a singular moment of ionization for outgoing photoelectrons, because they can be ionized at any moment along the pump laser cycle. As such, all photoemission events are coherently summed in time to obtain the resulting Tr-ARPES spectrum. The time-periodicity of this procedure manifests as Floquet sidebands in the spectra, which arise from destructive/constructive interference of photoemissions from different moments in time. We emphasize that such sidebands are simply a result of the time-periodicity of \( A_{\text{pump}}(t) \), and cannot solely validate the Floquet picture for the band-dressing (which can only be done by comparing the measured ARPES spectra to the actual Floquet quasi-energy band structure).

The Floquet regime also leads to some numerical issues: because there is no singular moment of ionization, we cannot fully remove all continuum propagation effects from the spectra (see section II). Even so, we can still determine the origin of the various features appearing in the spectra (band-dressing or continuum) by comparing to Tr-ARPES calculations in the instantaneous regime. We achieve this by performing three levels of calculations: (i) the Tr-ARPES calculations within the Floquet regime described above, which still include partial effects of acceleration in the continuum (within the simulation box). (ii) Tr-ARPES calculations that are calculated in the instantaneous regime vs. pump-probe delay, and are averaged incoherently over a full pump laser cycle. This cycle-averaged spectrum is equivalent to the Floquet calculation only as long as the electron dynamics are approximately adiabatic, and up to the phases of the outgoing photoelectrons. Because it lacks the phase information, it will not lead to Floquet sidebands. (iii) A calculation of a cycle-averaged Tr-ARPES in the instantaneous regime just as in (ii), but where the continuum effects are removed. By comparing these different levels of theory, we can conclude what are the main band dressing effects, and as we will show, the adiabatic picture remains valid.

Figure 7 presents calculations of Tr-ARPES spectra with the above-described procedures in the Floquet regime. Figure 7(a) clearly shows the formation of Floquet sidebands with spacing of \( \omega \). It also outlines a sizable effect of
band widening along the energy-axis, as well as along the $k$-axis. Widening along the $k$-axis can be viewed as the cycle-averaged result of the bands shifting with $A_{\text{pump}}(t)$, as observed also in the instantaneous regime. On the other hand, the band widening in the energy-axis (and consequential gap-closing by $\sim 1$ eV) was not observed in the instantaneous regime above, which means that it is either a physical result of Floquet band dressing, or an artifact of continuum propagation. Figure 7(b) shows the cycle-averaged spectrum in the instantaneous regime in similar conditions to Fig. 7(a). Because the spectra are averaged over a cycle incoherently (without phases), no Floquet sidebands appear. Even so, the envelope and main shape of the two spectra are very similar. This indicates that the dynamics are indeed largely adiabatic, since the calculation of Fig. 7(b) explicitly assumes adiabaticity. Note that Fig. 7(b) reproduces the $\sim 1$ eV closure of the band gap – a peak in photoemission is found 1 eV above the dashed white line that represents the original band edge, whereas standardly such a peak should be centered at the band edge position. Figure 7(c) further presents the cycle-averaged spectrum that is calculated just as in Fig. 7(b), but where continuum effects are subtracted. It directly shows that the gap-closing effect vanishes, verifying that it was an artifact of the continuum acceleration. The band widening along the momentum axis remains, and is a purely adiabatic effect. Similar results are obtained for shorter pump wavelengths. Altogether, we can deduce that the instantaneous adiabatic picture is still widely applicable in these conditions. A cycle-averaged Floquet type of dressing is fully compatible with this Houston state picture, and no novel physical effects are observed.

FIG. 7. Tr-ARPES in the Floquet regime with different levels of theory. (a) Tr-ARPES spectrum within the Floquet regime, where the spectrum is not corrected for effects of continuum propagation up to the detector. (b) Tr-ARPES spectrum obtained from incoherently averaging the individual spectra vs. delay in the same conditions as in (a), but where the pulse is in the instantaneous regime. Here the spectra are averaged over a full laser cycle. Continuum effects of propagation of photoelectron up to the detector are not corrected for. (c) Same as in (b), but where the continuum effects are corrected for. The spectra are averaged for pump laser conditions of $I=0.9 \times 10^{15}$ W/cm$^2$ and $\lambda=2000$ nm. Dashed white lines indicate the positions of the valence and conduction band edges.

V. STRONG-FIELD-DRESSING WITH CO-LINEAR $\omega$-$2\omega$ FIELDS

At this point, we focus on the non-adiabatic effects observed above, and outline one possible procedure to probe them more easily. In the following, we replace the monochromatic pump field in Eq. (4) with a two-color co-linearly polarized field:

$$A_{\omega-2\omega}^{\text{pump}}(t) = f(t) \frac{C E_0}{\omega} \left[ \sin(\omega t + \phi) + \Delta \sin(2\omega t) \right] \hat{e}$$

where $\phi$ is the relative phase between the two beams, and $\Delta$ is the relative amplitude between the beams. $A_{\omega-2\omega}^{\text{pump}}(t)$ describes a two-color coherent field that effectively breaks spatial inversion and time-reversal symmetries [87]. Let us explain why this symmetry-breaking is important in the context of non-adiabatic band effects. Non-adiabaticity is most easily observed in pump-probe delays for which $A_{\text{pump}}(t_{\text{ion}}) = 0$, because for those delays the adiabatic picture predicts no modifications (assuming that the contributions of dynamical correlations is negligible). When using a monochromatic field as in Eq. (4), the vector potential vanishes twice per optical cycle (i.e. for every cycle of the pump field there are two pump-probe delays that yield $A_{\text{pump}}(t_{\text{ion}}) = 0$). Both of these moments are connected by symmetry. In one of them $E_{\text{pump}}(t_{\text{ion}}) > 0$, while in the other $E_{\text{pump}}(t_{\text{ion}}) < 0$, but the absolute value of the field is identical in both. Consequently, the ARPES spectra are identical up to a mirror image – the time-reversal and mirror
symmetries in $A_{\text{pump}}$ connect K to K’. On the other hand, if those spectra were different, one could compare the deviations between them and search for diabatic effects in the dressing dynamics. This is exactly what the two-color field in Eq. (12) and its symmetry breaking implies – there can be up to four temporal moments in a single laser cycle for which $A_{\text{pump}}^{\omega-2\omega}(t_{\text{ion}}) = 0$. Moreover, even though $A_{\text{pump}}^{\omega-2\omega} = 0$ in each of those moments, the instantaneous electric field values, $E_{\text{pump}}^{\omega-2\omega}(t_{\text{ion}})$, can be widely different, disconnecting K and K’. This provides additional freedom for observing deviations from the adiabatic bands, especially while scanning the relative beam phase and amplitude.

Figures 8 and 9 present this analysis for two cases. In Fig. 8 we employ $\Delta$=1, and $\phi$=\pi/4. This leads to a vector potential that has two zeros per optical cycle, same as in the monochromatic case (see Fig. 8(a)), but with different values for the instantaneous electric fields. Another noteworthy point is that the 'history' of the vector potential's behavior (and potentially the corresponding electron dynamics) before those particular moments in time is different between these two temporal moments, since the field itself has broken time-reversal symmetry. Indeed from Figs. 8(b,c) we observe that the two spectra are not mirror images. Deviations between the images are clear at the K and K' points, where the band curvatures slightly differ, and where the ARPES amplitude differs. These are highlighted in Fig. 8(d), which plots the trace of the ARPES spectra for both time-delays at a fixed energy, corresponding to the valence band edge. Note that in Fig. 8(d) the plot is reflected with $k\rightarrow-k$ for one of the delays, which allows directly comparing deviations from mirror symmetry. Such effects could be fingerprints of short-term memory field-dressing electron dynamics, which is easier to observe with the two-color analysis. We note that here $E_0$ in Eq. (8) is scaled down to correspond to a power of 2.5x10^{11} W/cm^2, such that the total maximal field amplitude (from the coherent superposition of both beams) is close to that used in the previous sections. Moreover, the wavelength of the fundamental period is taken as 4000nm to make sure that any non-adiabaticity is on equal footing to previous sections (the fastest frequency component in the beam is at 2000nm).

**FIG. 8.** Tr-ARPES in the instantaneous regime with an $\omega$-2$\omega$ bi-chromatic pump (eq. (12)) for $\Delta$=1 and $\phi$=\pi/4. (a) Total vector potential vs. time showing that the laser field induces time-reversal and inversion symmetry breaking. Two moments in time where the vector potential is zero are highlighted with dashed lines and denoted by $t_1$ and $t_2$. While the vector potential is instantaneously zero in both of these moments, the evolution of the field prior to them is different, and so is the instantaneous electric field. (b) Tr-ARPES spectrum corresponding to a pump-probe delay where the peak ionization occurs at $t_1$. (c) same as (b), but for $t_2$. Plots calculated with pump parameters $\lambda$=4000 nm and $I_0$=2.5x10^{11} W/cm^2. The effects of continuum state dressing has been removed according to the procedure detailed in II.C. (d) ARPES yield traces for a fixed photoelectron energy at the VBM (along the dashed white lines in (b) and (c)), for the two pump-probe delays, but where for $t_1$ the plot is reflected with $k\rightarrow-k$. For a monochromatic field, these two curves are identical, whereas the deviation indicates nonadiabatic effects accessible with the two-color approach.
Figure 9 addresses a regime with $\Delta = \sqrt{2}$, and $\phi = \pi/2$ (the total power is similarly scaled to $2 \times 10^{11}$ W/cm$^2$ and the fundamental wavelength to 4000nm to avoid any bias towards enhanced non-adiabaticity). For these parameters there are four zeros in $A_{\text{pump}}^{\omega-2\omega}$ in each laser cycle, which correspond to completely different behaviors in the pumping electric field (see Fig. 9(a) with the highlighted moments in time). The resulting Tr-ARPES spectra for the corresponding delays are widely different: Figures 9(c) and (d) are remarkable similar to the field-free bands, while Figs. 9(b) and (e) show stronger modifications. Especially, Fig. 9(e) shows strong modifications of the band curvature near K and K’. Since Fig. 9(e) corresponds to the largest instantaneous electric field of these delays, and also shows the largest modifications, it suggests that an extension of the adiabatic theory to include the instantaneous electric field (the temporal derivative of $A_{\text{pump}}(t)$ that also incorporates some non-temporally-local effects) might improve the interpretation. Notably, in the Appendix we show that in these conditions dynamical correlations and e-e interactions contribute negligibly to the ARPES spectra, and are thus not a main source for the observed deviations from adiabaticity. Such investigations should be topics of future work.

![Tr-ARPES in the instantaneous regime with an $\omega-2\omega$ bi-chromatic pump (eq. (12)) for $\Delta=\sqrt{2}$ and $\phi=\pi/2$. (a) Total vector potential vs. time showing that the laser field induces time-reversal and inversion symmetry breaking. For these parameters there are four moments in time where the vector potential is zero, which are highlighted with dashed lines and denoted by $t_1$. While the vector potential is instantaneously zero all of these moments, the evolution of the field prior to them is different, and so is the instantaneous electric field. (b)-(e) Tr-ARPES spectra corresponding to a pump-probe delay where the peak ionization occurs at $t_1$, $t_2$, $t_3$, and $t_4$, respectively. Plots calculated with pump parameters $\Delta=4000$ nm and $I_0=2 \times 10^{11}$ W/cm$^2$. The effects of continuum state dressing has been removed according to the procedure detailed in II.C. Note that there is some numerical noise around K and K’ points for these strong driving conditions causing the vertical lines in the ARPES spectra.](image.png)

**VI. SUMMARY**

To summarize, we explored here Tr-ARPES in a benchmark solid system that is irradiated by a strong pump laser. The resulting ARPES spectra allow to directly, and without additional assumptions, observe field-dressed states of matter. This opens the path towards resolving unanswered questions in strong-field physics of solids. For hBN, we determined that the adiabatic bands, as predicted by the Houston state picture [51,52], are well valid for a very wide parameter regime. In particular, only weak modifications of the bands were observed in laser powers up to $10^{12}$ W/cm$^2$, and down to laser wavelength of 800nm. Surprisingly, the corresponding Keldysh parameter ranges are up to 7, which is much above the standard notion of adiabaticity in light-matter systems. We further validated that this conclusion is upheld even in the Floquet regime, where the ARPES spectra are comprised from coherent motion of electrons in the bands over a full pump laser cycle. Lastly, we put forw0061rd a time-resolved approach for observing non-adiabatic effects in bands by measuring Tr-ARPES spectra at pump-probe delays where the instantaneous pump vector potential is zero. With this technique, we showed that there are some interesting effects of band modifications due to light-dressing, which can be sensitively probed by pumping the system with a bi-chromatic $\omega-2\omega$ field. These results suggest
that the adiabatic theory could potentially be amended by adding a term that correlates with the instantaneous electric field, on top of the instantaneous vector potential.

Our work further validates that the adiabatic band picture should be the correct approach for interpreting strong-field driven dynamics in solids, at least in most cases where the pumping photon energy is far from resonances. This result provides theoretical soundness behind recent efforts for band structure and Berry curvature reconstructions in various systems [43–45,47]. At the same time, it remains unclear under what conditions strong modifications, or breaking, of solid bands could be observed in this regime, as we have not found any indication for it in the our simulations. Looking forward, several extensions of this approach present interesting prospects. First, it would be interesting to apply this technique to explore topological systems [20–26], systems driven by topological and chiral light [96–101], strongly-correlated systems [28,30,31], nonlinear photocurrents [3–8], systems experiencing symmetry breaking [102,103], and more. Second, Tr-ARPES in the strong-field regime, and instantaneous picture, presents a unique opportunity to measure photoemission time-delays [80,81] to high accuracy – because one can technically time the moment of ionization by mapping it to the instantaneous shifting of the band structure with the pump vector potential. Further development along these lines should be topic of future work.
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APPENDIX

We provide here additional technical details for the calculations performed in the main text, as well as some complementary results. The ground state DFT calculations were performed with octopus code [69–72]. The KS states were discretized on a Cartesian grid with a hexagonal unit cell in the \( xy \) plane, corresponding to the primitive cell of monolayer hBN. The transverse \( z \)-axis was taken to have a total length of 140 Bohr, with 70 Bohr vacuum spacing on each side of the monolayer. Lattice parameters and atomic positions were taken at experimental values, and grid spacing was taken to be 0.4 Bohr in all directions. We employed semi-periodic boundary conditions with two periodic dimensions in the monolayer plane (along the lattice vectors), and a non-periodic \( z \)-axis, with a 12x12x1 \( \Gamma \)-centered \( k \)-grid. Spin degrees of freedom (as well as spin-orbit coupling) were neglected. Deep core bands were replaced with norm-conserving pseudopotentials [104]. The KS equations were solved self-consistently with a tolerance of \( <10^{-7} \) Hartree. Results were converged with respect to grid spacing and \( k \)-grid density.

For TDDFT calculations, we employed a complex absorbing boundary in addition to the KS potential described in eq. (2), with a width of 40 Bohr along the \( z \)-axis, on both sides of the monolayer, and a \( \sin^2(z) \) shape that saturates to a height of -1. This effectively means that photoelectrons have a distance of 30 Bohr to traverse before reaching the onset of the complex absorbing potential, where the numerical detector is also located (\( w=30 \) Bohr), and the photoelectron momentum-resolved flux is computed for obtaining ARPES spectra. We employed a time step of \( \Delta t =0.07 \) a.u. for the propagation scheme.

The ARPES spectra were obtained with T-SURFF method as implemented in Octopus [74,75], but where the propagation of the outgoing waves was not performed beyond the numerical detector at \( z = w \). This is done in order to partially remove effects of propagation in the continuum (see main text). The only exception is Fig. 2(a), where a ‘standard’ T-SURFF approach was utilized including propagation of the Volkov states with the full vector potential. The ARPES spectra was calculated over an energy grid with spacing of 0.01 eV, and over a separate \( k \)-grid with 72 \( k \)-points traversing from (-0.5,-0.5,0) up to (0.5,0.5,0) in reciprocal space (in fractional units of the reciprocal lattice vectors). The resulting spectra were then smoothed with a moving mean filter.

The envelope function of the employed pump laser pulse, \( f(t) \), was taken to be of the following ‘super-sine’ form [105]:
where $\sigma=0.75$, $T_p$ is the duration of the laser pulse which was taken to be $T_p=8T$, where $T$ is a single cycle of the fundamental carrier frequency ($T = 2\pi/\omega$). This form is roughly analogous to a super-gaussian pulse, but where the $f(t)$ starts and ends exactly at 0 which is more convenient numerically. The corresponding full-width-half-max (FWHM) of the pulse is $4T$. The envelope function for the probe laser pulse was taken to have a similar form:

$$f_{xuv}(t) = \left(\sin \left(\pi \frac{t}{T_{xuv}}\right)\right)^{\left|\pi \frac{t}{T_{xuv} - 1/2}\right|}$$

where $T_{xuv}$ is the total duration of the probe pulse. For the instantaneous regime calculations we employed $T_{xuv} = 100(2\pi/\omega_{xuv})$, which has a FWHM of 2.1 femtoseconds. For the calculations in Fig. 6 this duration was linearly scaled with the pump wavelength, i.e., $T_{xuv} \rightarrow T_{xuv}' = \left(\frac{\lambda}{2000\text{nm}}\right)T_{xuv}$. For calculations in the Floquet regime performed in Fig. 7(a), we employed $T_{xuv} = 400(2\pi/\omega_{xuv})$, with a FWHM of 8.2 femtoseconds (which is a little longer than the pump period at 2000nm which is 6.7 femtoseconds.

Lastly, we show here that the results obtained in the main text are largely independent of dynamical correlations and $e$-$e$ interactions by comparing results obtained from the full TDDFT calculations (as presented in the main text), to calculations within the independent particle approximation (IPA). In the IPA we freeze the dynamical evolution of the Hartree and XC terms in the Hamiltonian, which decouples the equations of motion of all the KS-Bloch states, and removes any dynamical correlations from the simulations. Such effects could also be considered as a source for diabatic effects, regardless of light-dressed states. Figure 10 presents an exemplary calculation of an ARPES spectra in the instantaneous regime with the IPA compared to the full TDDFT calculation. The two calculations match extremely well, and similar results are obtained for other laser powers. Thus, we conclude that dynamical correlations are likely not a source of the main deviations from adiabaticity in the bands and that dynamical $e$-$e$ interactions do not substantially effect the Tr-ARPES spectra.

**FIG. 10.** Tr-ARPES in the instantaneous regime comparing the IPA to a full TDDFT calculation. In both ARPES spectra the system is driven by a pump field with a wavelength of 2000nm and $I=9\times10^{11}$ W/cm$^2$, and the pump-probe delay is set such that $A_{\text{pump}}(t_{\text{on}}) = cE_0/\omega_0$. (a) Full TDDFT calculation. (b) IPA calculation.
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