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Abstract

We prove that for every smooth compact manifold $M$ and any $r \geq 1$, whenever there is an open domain in $\text{Diff}^r(M)$ exhibiting a persistent homoclinic tangency related to a basic set with a sectionally dissipative periodic saddle, topologically generic diffeomorphisms in this domain have Lyapunov unstable Milnor attractors. This implies, in particular, that the instability of Milnor attractors is locally topologically generic in $C^1$ if $\dim M \geq 3$ and in $C^2$ if $\dim M = 2$. Moreover, it follows from the results of C. Bonatti, L. J. Díaz and E. R. Pujals that, for a $C^1$ topologically generic diffeomorphism of a closed manifold, either any homoclinic class admits some dominated splitting, or this diffeomorphism has an unstable Milnor attractor, or the inverse diffeomorphism has an unstable Milnor attractor. The same results hold for statistical and minimal attractors.

1 Introduction

There exist several nonequivalent definitions of attractors of dynamical systems, in particular, of diffeomorphisms. The general idea is that an attractor is an invariant subset to which most points evolve under the iterates of the system.

First definitions which appeared in the 1960s required the attractor to coincide with the intersection of the forward images of its dissipative neighborhood. An attracting fixed point — the simplest example — and a nontrivial hyperbolic attractor of the Smale-Williams solenoid map perfectly fit these definitions. Here is the simplest example of such definition.

Definition 1 (Maximal attractor). Suppose a homeomorphism $F$ has a dissipative domain $U$, i.e., $\overline{F(U)} \subset U$. Then a maximal attractor in $U$ is the intersection of the images of this domain under the positive iterates of the system: $A_{\text{max}} = \bigcap_{n \in \mathbb{N}} F^n(U)$. 
Attractors thus defined are also called topological attractors or trapped attractors. In this case $U$ is called a trapping neighborhood.

**Definition 2.** An invariant set $K$ of a homeomorphism $F$ is Lyapunov stable provided that for any neighborhood $U$ of $K$ there exists another neighborhood $V$ of $K$ such that any future orbit of $F$ starting at $V$ never quits $U$.

It is easy to see that maximal attractors are always Lyapunov stable. However, there are very simple dynamical systems for which this definition of attractor is inconvenient when we want to describe a global attracting set. Moreover, C. Bonatti, M. Li and D. Yang proved in [BLY] that if one adds to the definition of attractor the requirement that the attractor must be a chain-transitive set, then there would be $C^1$ locally topologically generic diffeomorphisms with no attractors thus defined.

On the contrary, the following attractors are always defined, at least for diffeomorphisms of compact Riemannian manifolds.

**Definition 3** (Milnor attractor\(^1\), [M]). For a homeomorphism $F$ of a metric measure space, the Milnor attractor is the smallest closed set that contains $\omega$-limit sets of almost all orbits.

We will denote the Milnor attractor by $A_M$ or $A_M(F)$. In what follows we will always assume that $M$ is a smooth closed Riemannian manifold of dimension at least two with a measure induced by the Riemannian metric.

A simplest example of a Lyapunov unstable Milnor attractor is provided by a diffeomorphism of a circle with a single semistable fixed point, for instance:

$$x \mapsto x + 0.1(1 - \cos x).$$

In this example the phase space has no nonempty proper dissipative domains, so we have to either say it has no topological attractor or say that the whole circle is the attractor. Either statement gives little information about the asymptotic behavior of orbits. The point 0 is the Milnor attractor here, but it is not Lyapunov stable.

The question whether Milnor attractors can be unstable for an open set of diffeomorphisms is still open. The following result implies though that the Lyapunov stability of attractors is not a topologically generic property and, in fact, instability is rather abundant.

**Theorem A.** Suppose that in a dense subset of an open set $U \subset \text{Diff}^r(M)$, $r \geq 1$, diffeomorphisms exhibit a homoclinic tangency\(^2\) associated with a sectionally dissipative\(^3\) periodic saddle $p$ that continuously depends on the map in $U$. Then a topologically generic diffeomorphism in $U$ has a Lyapunov unstable Milnor attractor.

---

\(^1\)J. Milnor originally called it the likely limit set.

\(^2\)Recall that a homoclinic tangency associated with the periodic saddle $p$ is simply a non-transverse intersection of $W^s(p_1)$ and $W^u(p_2)$, where $p_1, p_2$ belong to the orbit of $p$.

\(^3\)The definition of a sectionally dissipative saddle is given in Section 2 below (Def. 5).
Note that in the hypothesis of Theorem A we do not assume any continuous dependence of the orbits of tangency on the map.

Domains satisfying the assumption of Theorem A were first constructed by S. Newhouse in his series of works on persistent tangencies in $C^2$ [N1, N2, N3]. He also presented an example of locally dense diffeomorphisms with homoclinic tangencies in $C^1$ in dimension at least three (see Section 8 of [N4]; this example was later rediscovered by Masayuki Asaoka in [A]). Theorem A may be directly applied to these results, and such application yields, respectively, that on two-dimensional surfaces diffeomorphisms with Lyapunov unstable Milnor attractors are locally topologically generic in $C^2$, and on manifolds of dimension at least three they are locally topologically generic in $C^1$ (see Cor. 21 and 22 below). However, as we discuss in Remark 24, one does not actually need Theorem A to deduce the existence of locally generic diffeomorphisms with unstable attractors. Nevertheless, this theorem is necessary to show that locally generic diffeomorphisms with unstable attractors can be found $C^2$-close to any $C^2$-diffeomorphism with a homoclinic tangency related to a sectionally dissipative saddle (Cor. 25).

C. Bonatti, L. J. Díaz and E. R. Pujals stated in [BDP] the following dichotomy for a $C^1$-generic diffeomorphism: for each periodic hyperbolic saddle its homoclinic class either admits a dominated splitting or is contained in the closure of an infinite set of sinks or sources. In Section 6 by a rather simple argument based on their work we deduce the following result.

**Theorem B.** Let $M$ be a closed manifold and $F \in \text{Diff}^1(M)$ be a Baire-generic diffeomorphism of $M$. Then

- either any homoclinic class of $F$ admits some dominated splitting,
- or the Milnor attractor is Lyapunov unstable for $F$ or $F^{-1}$.

Note that here we discuss not local, but global topological genericity.

We should note that Theorem A and its corollaries are also true for diffeomorphisms of a compact manifold with boundary into its interior and even for local diffeomorphisms [3]. Theorem B substantially requires the map to be invertible, and therefore this theorem can only be restated for diffeomorphisms of compact manifolds that preserve the boundary.

Finally, we emphasize that these results on Milnor attractors are also true for any other definition of attractor if this definition implies that

- the attractor exists for any map of a given class,
- the attractor is a closed set,
- the attractor lies in the non-wandering set,
- any hyperbolic periodic sink lies in the attractor.

For example, statistical and minimal attractors introduced respectively in [AAIS] and [GI] (see also [H91] and [H03]) and the generic limit set from [M] possess these properties.

---

3The definitions of Lyapunov stability and Minor attractor for local diffeomorphisms are the same.
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2 Preliminaries

Definition 4. A property of diffeomorphisms is called \textit{topologically generic} (or \textit{Baire-generic}) if the diffeomorphisms that possess this property form a residual subset in the corresponding space of diffeomorphisms. A property is called \textit{locally topologically generic} if the diffeomorphisms with this property form a residual subset in some open domain in the space of diffeomorphisms.

When we speak about a $C^m$-generic diffeomorphism in $U \subset \text{Diff}^r(M)$, $m \geq r$, we mean a diffeomorphism from a residual subset in $U \cap \text{Diff}^m(M)$ (with respect to the subspace topology that comes from $\text{Diff}^m(M)$). Likewise, we will say that a subset is $C^m$-dense in $U$ if it is dense in $U \cap \text{Diff}^m(M)$. In what follows, “generic” is always assumed to mean “topologically generic”.

Definition 5. A hyperbolic periodic saddle $p$ of a diffeomorphism $F$ is called \textit{dissipative} if $|\det (dF^{\text{per}(p)}(p))| < 1$, where $\text{per}(p)$ is the period of $p$. If $|\det (dF^{\text{per}(p)}(p))| > 1$, the saddle is called \textit{area-expanding}.

The saddle $p$ is called \textit{sectionally dissipative} if it has a unique expanding eigenvalue $\lambda_1 : |\lambda_1| > 1$, and for any two eigenvalues $\lambda_i, \lambda_j$ ($i \neq j$) one has $|\lambda_i \cdot \lambda_j| < 1$.

Remark 6. The saddle $p$ is sectionally dissipative iff in some coordinates $dF^{\text{per}(p)}$ contracts two-dimensional euclidean volumes, i.e., its restriction to every (not necessarily invariant) two-dimensional plane is volume contracting (hence the name ‘sectionally dissipative’).

Definition 7. An $F$-invariant set $\Lambda$ is called \textit{locally maximal} if it coincides with the intersection of images of some its neighborhood $U$ under positive and negative iterates of the map: $\Lambda = \bigcap_{n \in \mathbb{Z}} F^n(U(\Lambda))$. A topologically transitive locally maximal (closed) hyperbolic invariant set is called a \textit{basic set}.

Basic sets survive small perturbations of the diffeomorphism, and we will often denote the hyperbolic continuation of a basic set by the same symbol that we use for the original basic set. Periodic points are always dense in basic sets.

Remark 8. Suppose $\Lambda$ is a basic set of saddle type and $p \in \Lambda$ is a periodic saddle. Denote by $O(p)$ the orbit of $p$. Then $W^u(O(p))$ is dense in $W^u(\Lambda)$. Indeed, consider a point $x \in \Lambda$ with a dense forward orbit. We may assume that $x$ is close to $p$. Then $W^u(p) \cap W^s(x) \neq \emptyset$ because of the local product structure. But for any point $y$ in this intersection $\text{dist}(F^n(y), F^n(x)) \to 0$ as $n \to \infty$. Then the density of the forward orbit

\footnote{i.e., a subset that contains a countable intersection of open and dense subsets of the space of diffeomorphisms.}

\footnote{Our set $\Lambda$ is a complete separable metric space, and in this case topological transitivity implies the existence of points with dense forward and backward orbits.}
of $x$ implies that $W_{\text{loc}}^u(\Lambda) \subset \overline{W^u(O(p))}$, and hence $W^u(\Lambda) \subset \overline{W^u(O(p))}$. An analogous statement is true for $W^s(O(p))$ and $W^s(\Lambda)$.

Two periodic saddles $p$ and $q$ are called \textit{heteroclinically related} if $W^u(O(p)) \cap W^s(O(q)) \neq \emptyset$ and $W^s(O(p)) \cap W^u(O(q)) \neq \emptyset$. It follows from the $\lambda$-lemma (also known as the inclination lemma) that this is an equivalence relation. The closure of the set of all saddles heteroclinically related to $p$ is called the \textit{homoclinic class} of $p$. We will denote the homoclinic class of a saddle $p$ by $H(p, F)$, where $F$ stands for the mapping. Whenever we use this notation, we assume that $p$ is a hyperbolic saddle for $F$.

[Definition 9] We will say that there is a homoclinic tangency associated with a hyperbolic periodic saddle $p$ if $W^u(O(p))$ and $W^s(O(p))$ have a point (and therefore an orbit) of non-transverse intersection.

In what follows in dimension greater than two we will consider only homoclinic tangencies that appear for sectionally dissipative saddles.

[Definition 10] Suppose that for each diffeomorphism in an open domain $U \subset \text{Diff}^r(M)$ there is a hyperbolic basic set $\Lambda(F)$ of saddle type that depends continuously on the diffeomorphism and for each $F \in U$ there are two points $p_1, p_2 \in \Lambda(F)$ such that $W^s(p_1)$ has a point of tangency with $W^u(p_2)$. Then we say that there is a $C^r$-\textit{persistent tangency} in $U$ for a hyperbolic set $\Lambda(F)$, or that $\Lambda(F)$ exhibits a $C^r$-\textit{persistent tangency}.

When we have a diffeomorphism with a basic set such that there is a persistent tangency in the neighborhood of this diffeomorphism associated with the continuation of this basic set, we will informally say that this diffeomorphism and this basic set exhibit a persistent tangency.

The detailed proof of the following proposition can be found in [N4] (see Lemma 8.4).\[5\]

[Proposition 11] Suppose that $\Lambda$ is a hyperbolic basic set for a diffeomorphism $F \in \text{Diff}^r(M)$, $p \in \Lambda$ is a periodic saddle, and there are two points $p_1, p_2 \in \Lambda$ such that $W^u(p_1)$ and $W^s(p_2)$ have an orbit of tangency. Then a homoclinic tangency associated with (the continuation of) $p$ can be obtained by a $C^r$-small perturbation of $F$.

Proposition [11] implies that whenever we have a domain $U \subset \text{Diff}^1(M)$ with a persistent tangency for a hyperbolic basic set $\Lambda(F)$, the diffeomorphisms with a homoclinic tangency associated with a given saddle $p(F) \in \Lambda(F)$ are $C^r$-dense in $U$ for any $r$. This inspires the definition of a persistent tangency related to a given saddle.

[Definition 12] We will say that an open set $U \subset \text{Diff}^r(M)$ exhibits a $C^r$-\textit{persistent tangency associated with the saddle} $p$ of the diffeomorphism $F \in U$ if for any $G \in U$ the continuation of $p$ is defined and diffeomorphisms with a homoclinic tangency related to the continuation of $p$ are dense in $U$ in $C^r$-topology.

\[7\] Though the primary focus is on the two-dimensional case there, the proof itself is valid in any dimension.
Definition 13. Suppose that $\Lambda$ is an $F$-invariant subset of $M$ and $TM|_{\Lambda} = E \oplus G$ is a $dF$-invariant splitting of $TM$ over $\Lambda$ such that the dimensions of the fibers of $E$ and $G$ are constant. Then the splitting $E \oplus G$ is called dominated if for some $n \in \mathbb{N}$ for any $x \in \Lambda$ and any $u \in E(x)$, $v \in G(x)$ one has
\[
\frac{\|dF^n(x)u\|}{\|u\|} \leq \frac{1}{2} \cdot \frac{\|dF^n(x)v\|}{\|v\|}.
\]

One may regard the existence of a dominated splitting as a very weak form of hyperbolic-like behavior. If we add to this definition the assumption that $E$ is purely contractive (or $G$ is dilative), we will obtain the definition of partial hyperbolicity; and if we, moreover, assume that $G$ is purely dilative, we will obtain the definition of a hyperbolic set.

3 A sufficient condition for the Lyapunov instability of the Milnor attractor

Proposition 14. Suppose that a diffeomorphism $F \in \text{Diff}^1(M)$ satisfies the following conditions:

- $F$ has a hyperbolic saddle $p$ whose unstable manifold $W^u(p)$ intersects the basin of attraction of some sink $\gamma$.
- $F$ has a sequence of periodic sinks $\gamma_j$, $j \in \mathbb{N}$, that accumulate to $p$, i.e.,
  \[ \text{dist} (\gamma_j, p) \to 0 \text{ as } j \to \infty. \]

Then $A_M(F)$ is Lyapunov unstable.

Proof. First note that the Milnor attractor $A_M(F)$ lies in the non-wandering set $\Omega(F)$. Indeed, since a wandering point has a neighborhood free of $\omega$-limit points, it can not belong to the attractor, for otherwise one could subtract the neighborhood of this wandering point from the attractor and obtain a smaller closed set that attracts almost every positive orbit, which is a contradiction.

Further note that every sink $\gamma_j$ belongs to the Milnor attractor since the basin of attraction of $\gamma_j$ contains a neighborhood of this sink and therefore has positive measure. As these sinks accumulate to the saddle $p$ and the Milnor attractor is, by definition, closed, we get: $p \in A_M(F)$.

Now consider the sink $\gamma$ from the first assumption of the proposition. The whole basin of this sink, except for the sink itself, consists of wandering points. The first assumption says that there is a point of $W^u(p)$ in that basin. Since such a point is wandering, it is separated from the attractor. But the preimages of this point under the iterates of $F$ come arbitrarily close to the saddle $p \in A_M(F)$, which implies the Lyapunov instability of the Milnor attractor. \qed
Remark 15. All statements about Milnor attractor which we prove below are reduced to Proposition 14. Note that the proof of Proposition 14 uses only the following three properties of the Milnor attractor: the attractor is closed, contains every sink and lies in the non-wandering set. Therefore, analogous statements are true for any other definition of attractor provided that the definition under consideration implies these three properties. Further note that Proposition 14 does not really need the assumption that $F$ is a diffeomorphism: this map may as well be just a local diffeomorphism.

Remark 16. Previously we defined Lyapunov stability in purely topological terms. However, one can consider another definition that is very much alike but not equivalent. Namely, let us call an invariant set $K$ metrically Lyapunov stable if for any $\varepsilon > 0$ there is $\delta > 0$ such that any positive semi-orbit that starts $\delta$-close to $K$ never leaves the $\varepsilon$-neighborhood of $K$. Then an analogue of Proposition 14 with Lyapunov instability replaced by metric Lyapunov instability is true and the proof does not utilize the closeness of the attractor. Thus, if we confine ourselves with metric Lyapunov stability, we can restate every result of this paper for any other definition of attractor if this definition implies that the attractor contains every sink and lies in the non-wandering set.

4 The Newhouse phenomena and the instability of attractors

In this section we will prove that every domain with a persistent tangency for a sectionally dissipative saddle has a residual subset of diffeomorphisms with Lyapunov unstable Milnor attractors.

4.1 The Newhouse phenomena

In the 70th S. Newhouse proved a number of results on persistent homoclinic tangencies and coexistence of infinitely many sinks or sources.

Theorem 17 (Newhouse, N1 N2). For any manifold $M$ of dimension greater than one and for any $r \geq 2$ there is an open set $U \subset \text{Diff}^r(M)$ such that any diffeomorphism $G \in U$ exhibits a persistent tangency for a basic set $\Lambda(G)$ and a topologically generic diffeomorphism in $U$ has infinitely many periodic sinks.

Theorem 18 (Newhouse, N3). Let $F \in \text{Diff}^2(M)$, $\dim M = 2$, have a periodic saddle $p$ with a homoclinic tangency. Then arbitrarily close to $F$ there exists an open set $U$ of $C^2$-diffeomorphisms with a persistent tangency for some basic set $\Lambda(G)$ that continuously depends on $G \in U$.

J. Palis and M. Viana in PV generalized the second result for higher dimensions assuming that the saddle $p$ was sectionally dissipative. Although they did not construct a single basic set with persistent tangency, they obtained a persistent heteroclinic tangency for a couple of basic sets and deduced from it the persistent tangency associated
with the continuation of some sectionally dissipative saddle. The latter persistent tangency implied a locally generic coexistence of infinitely many sinks. The argument in [PV] generalized the new proof of the Newhouse phenomena presented in the book [PT].

**Theorem 19** (Palis, Viana, [PV]). *Let $F \in \text{Diff}^2(M)$ have a sectionally dissipative periodic saddle $p$ with a homoclinic tangency. Then arbitrarily close to $F$ there exists an open set $U$ of $C^2$-diffeomorphisms with a persistent tangency associated with the continuation of some sectionally dissipative saddle $p_1$ and topologically generic diffeomorphisms in $U$ have infinitely many sinks.*

### 4.2 Instability of attractors

This subsection is devoted to the applications of Theorem A. Let us first repeat this theorem for convenience.

**Theorem A.** Suppose that in an open set $U \subset \text{Diff}^r(M)$, $r \geq 1$, there is a persistent tangency associated with a sectionally dissipative periodic saddle $p$. Then a topologically generic diffeomorphism in $U$ has a Lyapunov unstable Milnor attractor.

#### 4.2.1 Homoclinic tangencies and instability

**Corollary 20.** Suppose that in an open domain $U \subset \text{Diff}^r(M)$, $r \geq 1$, there is a persistent tangency associated with a basic set $\Lambda(F)$, $F \in U$, with a sectionally dissipative periodic saddle $p(F)$ that continuously depends on $F \in U$. Then a topologically $C^m$-generic ($m \geq r$) diffeomorphism in $U$ has a Lyapunov unstable Milnor attractor.

*Proof.* Proposition 11 implies that diffeomorphisms with a tangency associated with the saddle $p(F)$ are $C^m$-dense in $U \cap \text{Diff}^m(M)$. Then we can apply Theorem A to $U \cap \text{Diff}^m(M)$ and conclude the proof.

**Corollary 21.** For any smooth compact two-dimensional manifold $M$ there exists a $C^2$-open set $U \subset \text{Diff}^2(M)$ such that any $C^r$-generic ($r \geq 2$) diffeomorphism $F \in U$ has a Lyapunov unstable Milnor attractor.

*Proof.* Consider an open set $U$ given by Theorem 17. Take any $F \in U$ and note that after a small perturbation and, perhaps, time inversion, we may assume that in a $C^2$-neighborhood $V$ of $F$ the basic set $\Lambda$ that exhibits the persistent tangency also has a dissipative saddle. Then Corollary 20 applied to $V$ finishes the proof.

**Corollary 22.** For every smooth compact manifold $M$ of dimension $k \geq 3$ there exists a $C^1$-open domain $U \subset \text{Diff}^1(M)$ such that any $C^r$-generic ($r \geq 1$) diffeomorphism in $U$ has a Lyapunov unstable Milnor attractor.

*Proof.* This is verified by applying Corollary 20 to the following theorem.

---

8 Actually, in [PT, PV] only tangencies between invariant manifold of one and the same saddle are considered, but Theorem 19 is true as stated here; see Proposition 44 below.

9 It is more convenient to give a reference to the work of M. Asaoka here, though the construction that underlies this result can be found in [N4].
Theorem 23 (Asaoka, [A]). For any smooth manifold of dimension at least three there exists a $C^\infty$-diffeomorphism such that it admits a hyperbolic basic set that contains a sectionally dissipative saddle and exhibits a $C^1$-persistent tangency.

Remark 24. Actually, one does not need Theorem [A] to prove either of Corollaries 21 and 22.

In the two-dimensional case, as it was observed independently by Yu. S. Ilyashenko and A. Okunev, we may take $F \in \text{Diff}^2(M)$ as in Theorem 19, i.e. with a homoclinic tangency associated with a dissipative saddle $p$, and additionally require that $W^u(O(p))$ intersect the basin of some sink. The latter property persists under small perturbations. Therefore we may assume that any diffeomorphism in the domain $U$ given by Theorem 19 possesses this property. The next step would be to modify the proof of the two-dimensional version of Theorem 19 given in [PT] in order to show that one may take the saddle $p_1$ that is homoclinically related to the continuation of $p$. This would imply, with the help of the inclination lemma, that for the maps in $U$ the unstable manifold $W^u(p_1(G))$ intersects the basin of the aforementioned sink as well. It is easy to show (and we will show it below) that for a $C^r$-generic diffeomorphism in $U$ sinks accumulate to (the continuation of) $p_1$. Then a $C^r$-generic diffeomorphism in $U$ satisfies both assumptions of Proposition 14 with respect to the continuation of $p_1$ and therefore has an unstable Milnor attractor.

Moreover, it turns out peculiarly that the construction presented by M. Asaoka in [A] also ensures that generically both requirements of Proposition 14 are satisfied. He utilizes a normally hyperbolic repelling disk such that the restriction of the mapping to this disk is a Plykin map (see the original paper [Ply] by Plykin and also [GH] for a slightly modified and somewhat simpler example of such map) with an area expanding saddle that plays a key role in constructing the persistent tangency. One may observe that the stable manifold of this saddle intersects the repelling basin of a source of the Plykin map. After the inversion of time one gets a sectionally dissipative saddle $p$ with $W^u(p)$ intersecting a basin of the sink that was the aforementioned source prior to time inversion. Then a variant of the Newhouse argument (or Baire argument, if you like) yields that sources accumulate to that saddle locally generically.

Corollary 25. Any $C^2$-diffeomorphism $F$ exhibiting a homoclinic tangency associated with a sectionally dissipative periodic saddle $p$ belongs to the closure of a $C^2$-open set $U$ such that a generic diffeomorphism in $U$ has an unstable Milnor attractor.

Proof. Theorem 19 states that arbitrarily close to $F$ there is a domain with a persistent tangency associated with the continuation of some sectionally dissipative saddle $p_1$. Consider a sequence of such domains that approaches $F$ (saddles $p_1$ may be different for different domains). In each domain we apply Theorem [A] to the persistent tangency associated with $p_1$, which yields the genericity of maps with unstable attractors. Thus we can take the union of these domains as $U$.  

\[\text{[10]}\]Both conditions can be achieved by isotopically changing a linear mapping with a saddle at the origin, and this procedure may be adapted to any two-dimensional manifold, so the required map exists.
4.2.2 Infinitely many sinks and instability

It must be mentioned that some authors define the Newhouse phenomenon as a generic coexistence of infinitely many sinks, not assuming any persistent tangency. Persistent tangencies for sectionally dissipative saddles imply generic coexistence of infinitely many sinks, but it is not known whether the converse is true. S. Crovisier, E. Pujals and M. Sambarino have announced (see [C, Cor. 4.5]) that, at least in \( C^1 \), locally generic coexistence of infinitely many sinks implies the density of homoclinic tangencies, which seems to be pretty close to having a persistent tangency.

**Theorem 26** (Crovisier, Pujals, Sambarino). For any open set \( V \subset \text{Diff}^1(M) \), \( M \) being compact, the following properties are equivalent:

- Baire-generic diffeomorphisms in \( V \) have infinitely many sinks,
- densely in \( V \) there exist diffeomorphisms exhibiting homoclinic tangencies associated with sectionally dissipative periodic points.

Since homoclinic tangencies in this theorem appear, in general, for different sectionally dissipative saddles (we do not know whether those are heteroclinically related or not), Theorem A does not yield the local genericity of diffeomorphisms with unstable Milnor attractors. However, since a \( C^1 \)-diffeomorphism with a homoclinic tangency can be approximated by a \( C^2 \)-diffeomorphism with a tangency related to the continuation of the same saddle, a straightforward application of Corollary 25 provides the following statement.

**Corollary 27.** Suppose \( M \) is a smooth compact manifold and there is an open set \( V \subset \text{Diff}^1(M) \) such that a topologically generic diffeomorphism in \( V \) has infinitely many sinks. Then densely in \( V \) diffeomorphisms have Lyapunov unstable Milnor attractors.

To sum up, the positive answer to the following problem seems rather plausible.

**Problem.** Is it true that on compact manifolds the local Baire-generic coexistence of infinitely many sinks is always accompanied by the generic instability of Milnor attractors?

Recall that the subset of the phase space is called asymptotically stable if it is Lyapunov stable and attracts every point in some its neighborhood. The following argument due to A. Okunev shows that coexistence of infinitely many sinks implies, at least, that the attractor lacks asymptotic stability.

**Theorem 28** (A. Okunev). If the diffeomorphism \( F \) has infinitely many sinks, then its Milnor attractor is not asymptotically stable.

**Proof.** Consider a sink \( \gamma \) of \( F \). Denote by \( B \) the basin of attraction of \( O(\gamma) \). Its boundary \( \partial B \) is a closed invariant set. If it has a nonempty intersection with the attractor, then the attractor is Lyapunov unstable. Indeed, arbitrarily close to a point \( a \in \partial B \cap A_M \) one can take a point \( b \in B \) whose forward orbit inevitably passes through a wandering domain \( U \setminus \overline{F(U)} \), \( U \) being some fixed dissipative neighborhood of \( O(\gamma) \).
Suppose now that for every sink of the diffeomorphism $F$ the boundary of the basin of this sink is separated from the attractor. Note then that no point in this boundary is attracted to $A_M$. Take a sequence $(\gamma_j)_{j \in \mathbb{N}}$ of sinks that converges to some point $z \in M$ (as always, we assume $M$ to be compact). Since the attractor is closed, $z$ belongs to $A_M$. For every $\gamma_j$ denote by $B_j$ the basin of $O(\gamma_j)$. There is also a sequence of points $b_j \in \partial B_j$ that converges to the same point $z$. Indeed, for $\gamma_j$ close to $z$ one can take a segment that connects $z$ with $\gamma_j$ and find a point of $\partial B_j$ inside this segment. Thus, we have obtained a sequence $(b_j)$ that converges to $z \in A_M$ but consists of points that are not attracted to $A_M$, which is in contradiction with asymptotic stability.

4.3 Reduction of Theorem A to the capture lemma

**Lemma C** (capture lemma). Let $F \in \text{Diff}^r(M)$, $r \geq 1$, have a sectionally dissipative periodic hyperbolic saddle $p = p(F)$ with a homoclinic tangency. Then arbitrary $C^r$-close to $F$ there is a diffeomorphism $G$ for which $W^u(p(G))$ intersects the basin of a periodic sink.

**Remark 29.** A two-dimensional version of this lemma can be found in the paper by S. Newhouse [N5, Lemma 2.2] but there is a gap in the proof. Namely, that proof would work only if the eigenvalues $|\lambda| < 1 < |\sigma|$ of the saddle $p$ satisfied the inequality $|\lambda \sigma^2| < 1$.

**Remark 30.** As J. C. Tatjer kindly informed the author, the two-dimensional version of the capture lemma is implied by the main result of the work [TS] (see Thm 5.8 there). Although it seems that the argument of [TS] can be generalized to the general case, below we use a different approach based on the paper [PV] by J. Palis and M. Viana.

Now we will reduce Theorem A to the capture lemma, which we will prove in the next section.

Assume as in Theorem A that there is an open domain $U \subset \text{Diff}^r(M)$, $r \geq 1$, with a persistent tangency associated with a sectionally dissipative periodic saddle $p$ (see Definition 12) and take a diffeomorphism $F \in U$ with a tangency related to $p(F)$. According to Prop. 1 of [N2], when unfolding a homoclinic tangency by a $C^r$-small perturbation, we can create a hyperbolic periodic sink that passes arbitrarily close to the point where the tangency was. Since finite segments of orbits depend continuously on the initial point and the mapping, this proposition yields that for any $\delta$ we can create a sink passing $\delta$-close to the hyperbolic continuation of the saddle $p$. Indeed, before the perturbation the point of tangency $q$ was in the stable manifold of $p(F)$, and therefore there were a neighborhood $V$ of $q$ and an integer $n$ such that $F^n(V)$ lied in the (open) $\delta$-neighborhood of $p(F)$. The same is true for any diffeomorphism $G$ sufficiently close to $F$: $p(G)$ is close to $p(F)$, $G^n(V)$ is close to $F^n(V)$, and therefore $G^n(V)$ is in the $\delta$-neighborhood of $p(G)$. So, if $G$ has a sink in $V$, this sink passes $\delta$-close to $p(G)$.

At this point we can use a standard argument due to S. Newhouse. Namely, for each $n \in \mathbb{N}$ denote by $U_n$ the subset of $U$ that consists of diffeomorphisms $F$ with a

---

11. J. Palis and M. Viana prove this for a generic unfolding of a tangency in [PV] (see Remark 6.1), and we use a similar but a little simpler argument in the proof of the capture lemma, see Section 5.2.
sink at a distance less than $\frac{1}{n}$ from the saddle $p(F)$. These sets possess the following properties.

- Each $U_n$ is $C^r$-open, because hyperbolic sinks have hyperbolic continuations.
- Each $U_n$ is $C^r$-dense in $U$.

Indeed, we can take any $F \in U$, slightly perturb it to obtain a homoclinic tangency, then make another $C^r$-perturbation to unfold this tangency and create a sink that passes $\frac{1}{n}$-close to the saddle $p(\cdot)$, which yields a diffeomorphism in $U_n$.

Since the sets $U_n$ are $C^r$-open and $C^r$-dense in $U \subset \text{Diff}^r(M)$, the set $R = \bigcap_n U_n$ is a residual subset of $U$. For every $F \in R$ one can find a sink in any neighborhood of $p(F)$, which implies that there is a sequence of sinks that accumulates to this saddle.

Suppose that Lemma C is true. Then the diffeomorphisms $F$ for which $W^u(p(F))$ intersects a basin of some sink form a $C^r$-dense subset $C$ in $U$. Moreover, this subset is open due to the continuous dependence of local stable and unstable manifolds on the mapping.

The subset $R \cap C$ is residual in $U$, and any diffeomorphism in this subset satisfies both assumptions of Proposition 14: it has sinks accumulating to a saddle whose unstable manifold intersects the basin of one of the sinks. Therefore, any such diffeomorphism has an unstable Milnor attractor. The proof of Theorem A modulo Lemma C is complete.

5 Proof of the capture lemma

5.1 Model example

In this section we discuss the simplest two-dimensional example of unfolding of a homoclinic tangency. This example shows, without introducing technical difficulties of the general case, how the sink emerges near the point where the tangency was and how a part of the unstable manifold of the saddle is captured by that sink.

Description of the family

Take two numbers $\lambda, \sigma \in \mathbb{R}$ such that $0 < \lambda < 1 < \sigma$ and $\lambda \sigma < 1$ and consider a plane $\mathbb{R}^2$ with coordinates $x, y$ and a one-parameter family $\{F_\mu\}_{\mu \in [-\varepsilon, \varepsilon]}$ of $C^\infty$-diffeomorphisms of that plane such that

- for any $\mu$, the restriction of $F_\mu$ to the rectangle $R_0 = [-2, 2]^2$ has the form
  \[ F_\mu|_{R_0} : (x, y) \mapsto (\lambda x, \sigma y); \]  (1)
- there is a small rectangle $R_1$ centered at the point $r = (0, 1)$ and an integer $N \in \mathbb{N}$ such that for any $\mu$ the restriction $F_\mu^N|_{R_1}$ has the form
  \[ F_\mu^N|_{R_1} : (x, y) \mapsto (y, \mu - x + (y - 1)^2). \]  (2)
Obviously, for any $F_{\mu}$ there is a fixed dissipative saddle at the origin. We will denote this saddle $p$. The segments $[-2, 2] \times \{0\}$ and $\{0\} \times [-2, 2]$ are local stable and unstable manifolds of $p$ respectively. According to the second condition on the family, $F_{\mu}^N$ maps the segment $R_1 \cap Oy \subset W_{loc}^u(p, F_{\mu})$ into an arc $\Gamma_{\mu}$ of a parabola which shifts along the $y$-axis when we change the parameter, and when $\mu = 0$, there is a homoclinic tangency associated with $p$ at the point $q = (1, 0)$ which is the vertex of $\Gamma_0$ (Figure 1).

When $\mu$ is small and positive, $\Gamma_{\mu}$ is shifted upwards and does not intersect the $x$-axis. Take a small rectangle $R$ (with sides parallel to the axes) that lies between the point $q$ and $\Gamma_{\mu}$. Under the iterates of $F_{\mu}$ this rectangle will be contracted along $x$-axis and stretched along $y$-axis. If the center of $R$ is at $(1, \sigma^{-n})$, then the $n$-th image of this rectangle is a thin and long rectangle near the point $(0, 1)$. The latter rectangle, if it is contained in $R_1$, is mapped by $F_{\mu}^N$ into a curvilinear figure that lies below $\Gamma_{\mu}$ and may intersect $R$. The idea is that by adjusting $\mu$ and the size of the rectangle we can assure that $F_{\mu}^{n+N}$ maps it into its interior and therefore there is a periodic point inside the rectangle $R$.

**The sink**

Firstly, we will show how to obtain a sink “manually”. This will give some motivation to the renormalization technique below.

Suppose that we are looking for a periodic point $s = (x_s, y_s)$ of $F_{\mu}$ such that $s$ lies in the vicinity of $q$ and goes to the vicinity of the point $r$ after $n$ iterations, and then returns to its original position after another $N$ iterations. If it exists, then $F_{\mu}^n(x_s, y_s) =$
(\lambda^nx, \sigma^nx) \text{ lies in } R_1 \text{ and substituting this into } (2) \text{ yields the analytic expression for } \\begin{align} F_{\mu}^{n+N}(\cdot) &= (F^N \circ F_{\mu}^n)(\cdot) \text{ in a neighborhood of } s: \\end{align} 

\begin{align} F_{\mu}^{n+N}(x, y) &= (\sigma^ny, \mu - \lambda^nx + (\sigma^ny - 1)^2). \end{align} \tag{3}

Then we can try to find \( s \) by solving the equation

\begin{align} (x_s, y_s) &= (\sigma^ny_s, \mu - \lambda^nx_s + (\sigma^ny_s - 1)^2). \end{align}

Let us take \( x_s = 1 \). Then \( y_s = \sigma^{-n} \), and we have to set \( \mu = \mu_n = \sigma^{-n} + \lambda^n \). We have obtained the solution \( (x_s, y_s, \mu) = (1, \sigma^{-n}, \sigma^{-n} + \lambda^n) \). Note that \( s \to q \) and \( \mu_n \to 0 \) as \( n \to \infty \). Now it is easy to verify that for sufficiently large values of \( n \) we have \( F_{\mu_n}^n(x_s, y_s) \in R_1 \), which implies that \( F_{\mu_n}^{n+N} \) restricted to the neighborhood of \( s \) is given by expression (3). Thus, the point \( s \) is indeed a periodic point for the given value of \( \mu \).

Using (3) we can write the Jacoby matrix of \( F_{\mu_n}^{n+N} \) in the neighborhood of \( s \) explicitly:

\begin{align} dF_{\mu_n}^{n+N} = \begin{pmatrix} 0 & \sigma^n \\ -\lambda^n & 2\sigma^n(\sigma^ny - 1) \end{pmatrix} \end{align} \tag{4}

The matrix of \( dF_{\mu_n}^{n+N}(s) \) can be obtained by a substitution \( y = y_s = \sigma^{-n} \). The eigenvalues of this matrix are \( \pm i(\lambda\sigma)^{n/2} \). Since \( \lambda\sigma < 1 \), the moduli of eigenvalues are smaller than one and the point \( s \) is a periodic sink.

To sum up, for any \( n \) we have obtained a parameter value \( \mu_n \) such that the map \( F_{\mu_n}^{n+N} \) has a sink \( s_n \):

\begin{align} s_n = (1, \sigma^{-n}), \quad \mu_n = \lambda^n + \sigma^{-n}. \end{align}

**Renormalization**

Now we can use an argument utilizing a renormalization technique as in [PT] §3.4. Consider the following \( n \)-dependent affine change of coordinates:

\begin{align} H_n : (x, y) \mapsto (X, Y) = (\sigma^n(x - 1), \sigma^{2n}(y - \sigma^{-n})). \end{align} \tag{5}

The origin of the new \( X, Y \)-coordinates is at the point \( (1, \sigma^{-n}) \) in the \( x, y \)-coordinates, and the square \( K = [-1, 1]^2 \) in new coordinates corresponds to the following rectangle \( D_n \):

\begin{align} D_n = H_n^{-1}(K) = \{(x, y) \mid |x - 1| \leq \sigma^{-n}, \ |y - \sigma^{-n}| \leq \sigma^{-2n}\}. \end{align}

From now on we will consider only large values of \( n \) and assume that \( F_{\mu_n}^n(D_n) \subset R_1 \).

Let us calculate the expression for \( F_{n, \mu} = H_n \circ F_{\mu}^{n+N} \circ H_n^{-1} \) at \( K \), i.e., the expression for \( F_{\mu}^{n+N} \) at \( D_n \) in our new coordinates:

\begin{align} (X, Y) &\overset{H_n^{-1}}{\mapsto} (x, y) = (\sigma^{-n}X + 1, \ \sigma^{-2n}Y + \sigma^{-n}) \overset{F_{\mu}^{n+N}}{\mapsto} \\
&\overset{F_{\mu}^{n+N}}{\mapsto} (\sigma^{-n}Y + 1, \ \sigma^{-2n}Y^2 - \lambda^n(\sigma^{-n}X + 1) + \mu) \overset{H_n}{\mapsto} \\
&\overset{H_n}{\mapsto} (Y, Y^2 - \lambda^n\sigma^nX + \sigma^{2n}(\mu - (\sigma^{-n} + \lambda^n))) = F_{n, \mu}(X, Y). \end{align}
Consider the following \( n \)-dependent reparametrization defined in a neighborhood of \( \mu_n = \sigma^{-n} + \lambda^n \):

\[
\nu = \sigma^{2n}(\mu - (\sigma^{-n} + \lambda^n)).
\]  

(6)

Then \( |\nu| \leq 1 \) corresponds to \( |\mu - (\sigma^{-n} + \lambda^n)| \leq \sigma^{-2n} \), and we can suppose that the reparametrization is defined for \( \mu \) in a segment of radius \( \sigma^{-2n} \) centered at \( \mu_n = \sigma^{-n} + \lambda^n \) and that \( \nu \in [-1, 1] \).

Let \( \mathcal{G}_{n,\nu}(\mu) := \mathcal{F}_{n,\mu} \). Since

\[
\mathcal{G}_{n,\nu}(X, Y) = (Y, Y^2 - (\lambda^n\sigma^n)X + \nu),
\]

and \((\lambda\sigma)^n \to 0 \) as \( n \to \infty \), we have

\[
\mathcal{G}_{n,\nu}(X, Y) \Rightarrow (Y, Y^2 + \nu) =: \mathcal{G}_\nu(X, Y) \text{ for } (X, Y) \in K, \text{ and } |\nu| \leq 1 \ (n \to \infty). \quad (7)
\]

Note that if we take any \( k > 1 \), then for \((X, Y) \in k \cdot K = [-k, k]^2 \) and \( \nu \in [-k, k] \) the aforementioned reparametrization (6) and coordinate change (5) (more precisely, the inverse ones) will be well-defined for sufficiently large values of \( n \) and, moreover, the same uniform convergence will take place. Of course, in this case \( H^{-1}_n(k \cdot K) \) will be a rectangle \( D_{n,k} \) with the same center as \( D_n \) but \( k \) times larger, and the original parameter \( \mu \) will take on values in the segment \([\mu_n - k\sigma^{-2n}, \mu_n + k\sigma^{-2n}]\).

The map \( \mathcal{G}_\nu \) (viewed as a map from \( \mathbb{R}^2 \) to \( \mathbb{R}^2 \)) “forgets” the \( X \)-coordinate, maps the square \( K \) into an arc of parabola, and is semi-conjugated with the map \( Y \mapsto Y^2 + \nu \) (from \( \mathbb{R} \) to \( \mathbb{R} \)). For \( \nu \) small the latter map has exactly two fixed points: a sink at \( a_\nu \) close to \( \nu \) and a source at \( r_\nu \) close to \( 1 - \nu \), and the orbit of any point \( y \in [-r_\nu, r_\nu] \) is attracted to the sink. Thus, for any \( r < r_\nu \) the rectangle

\[
B : |Y| \leq r, \ |X| \leq 1
\]

is attracted to the sink \((a_\nu, a_\nu)\) of \( \mathcal{G}_\nu \), and the distance between the \( j \)-th image of a point and the sink decreases uniformly on \( B \) as \( j \) increases.

Since the convergence \( \mathcal{G}_{n,\nu}|K \to \mathcal{G}_\nu|K \) also holds in \( C^1 \) (in fact, it holds even in \( C^\infty \)), for sufficiently large \( n \) and small \( \nu \) the map \( \mathcal{G}_{n,\nu} \) has a sink \( s_{n,\nu} \) close to \((a_\nu, a_\nu)\), and it is not difficult to show that \( B \) is in its basin of attraction: it is enough to notice that it takes a uniformly limited number of iterations for \( B \) to plunge into a dissipative domain where all maps \( C^1 \)-close to \( \mathcal{G}_n \) are contracting in a suitable metric.

**The capture**

Suppose additionally that

\[
\lambda\sigma^2 < 1.
\]

(8)

We will call saddles that satisfy such inequality extremely dissipative.\(^{12}\)

Let us show that for the diffeomorphism \( F_\mu \) with any \( \mu \) sufficiently close to \( \mu_n = \sigma^{-n} + \lambda^n \) the unstable manifold of the saddle \( p \) intersects the attraction basin of the continuation of the sink \( H^{-1}_n(s_{n,\nu(\mu_n)}) \).

\(^{12}\)Strongly dissipative sounds better, but since some authors use this name for sectionally dissipative saddles, we would rather introduce extremely dissipative saddles to prevent any ambiguity.
Recall that in the original \(x, y\)-coordinates we had \(r = (0, 1) \in W^u(p, F_\mu)\) and \(F^{2n}_\mu(r) = (1, \mu) \in W^u(p, F_\mu)\). Condition \(\mathbf{8}\) implies that \(\lambda^n \sigma^{2n} \to 0\) as \(n \to \infty\), and hence we have:

\[
H_n(1, \mu) = (0, \sigma^{2n} \mu - \sigma^n) = (0, \nu + \lambda^n \sigma^{2n}) \to (0, \nu).
\]

Obviously, when \(n\) is large and \(\nu\) is small, \(H_n(1, \mu) \in B\), that is, the capture happens.

Condition \(\mathbf{8}\) is important for the capture, because when it is violated, the point \((1, \mu)\) may be outside the basin of attraction of the sink \(H^{-1}_n(s_n, \nu(\mu))\). For example, take \(\lambda, \sigma\) such that \(\sigma > 10\) and \(\lambda^2 \sigma^3 = 1\) and consider again \(\mu = \mu_n = \sigma^{-n} + \lambda^n\). Then it is easy to check by a direct calculation using expression \(\mathbf{3}\) that \(F^{2n+N}_\mu(1, \mu_n) = (\lambda^n + \lambda^2 n \sigma^n, 2) \notin R_1\) and \(F^{2n+N-1}_\mu(1, \mu_n) = (\lambda^{n-1} + \lambda^2 n \sigma^n, 2 \sigma^{-n}) \notin R_1\). Then the image of \((1, \mu_n)\) missed the rectangle \(R_1\) on the second “wind”, and one can add some additional conditions on the family to assure that this orbit never returns to the vicinity of our sink: for example, one can require that, for every map in the family, some neighborhood of the point \((0, 2)\) be attracted to another sink.

However, due to the complexity of dynamics introduced by homoclinic tangencies and intersections, it is difficult to see whether the global unstable manifold of \(p\) intersects the basin of the sink \(H^{-1}_n(s_n, \nu(\mu))\) when \(p\) is not extremely dissipative. In the general case we will use the following trick: a certain perturbation of the map with a homoclinic tangency associated with the saddle \(p\) yields a diffeomorphism with an extremely dissipative saddle heteroclinically related to the original one and with a new homoclinic tangency associated with this new saddle.

### 5.2 General case for extremely dissipative saddles

Let us begin with a general definition of an extremely dissipative saddle in any dimension. Consider a periodic hyperbolic sectionally dissipative saddle \(p\) of a map \(F\). Let \(\sigma\) be the (unique) expanding eigenvalue of \(dF_{\text{per}}(p)\) and \(\lambda\) be the restriction of \(dF_{\text{per}}(p)\) to the hyperplane \(E^s_p\) of contracting eigenvectors. Recall that for any norm on \(E^s_p\) the corresponding operator norm of \(\lambda\) is defined.

**Definition 31.** A periodic hyperbolic sectionally dissipative saddle \(p\) of a map \(F\) is called **extremely dissipative** if there is a norm on \(E^s_p\) such that the following inequality holds:

\[
\|\lambda\| \cdot \sigma^2 < 1.
\]

In this subsection we will prove the capture lemma for extremely dissipative saddles.

**Preliminary perturbations**

Suppose \(F\) is a \(C^r\)-smooth \((r \geq 1)\) diffeomorphism of \(M\) with a homoclinic tangency for an extremely dissipative saddle \(p\). Then \(F\) can be \(C^r\)-approximated by a \(C^\infty\)-diffeomorphism \(\hat{F}\) with the following properties:

- \(\hat{F}\) has a non-degenerate homoclinic tangency associated with the continuation of \(p\);
• the saddle \( p \) is non-resonant for \( \hat{F} \), and all eigenvalues of this saddle are different.

Thus, without loss of generality we can assume from the very beginning that \( F \) is \( C^\infty \)-smooth and possesses these properties. To prove the capture lemma for extremely dissipative saddles, it suffices to show that such a diffeomorphism can be \( C^\infty \)-approximated by a diffeomorphism for which the unstable manifold of the continuation of \( p \) intersects a basin of a sink.

### Linearizing coordinates

Since \( p \) is now non-resonant, by Sternberg’s theorem there is a neighborhood of \( p \) where \( F_{\text{per}}(p) \) can be linearized by a suitable \( C^2 \)-smooth change of coordinates. We will assume for simplicity that \( p \) is a fixed saddle, but the argument is almost literally the same for a periodic saddle.

Let us denote by \( x, y \) the linearizing coordinates in the neighborhood of \( p \): \( x \in \mathbb{R}^{m-1}, y \in \mathbb{R}, m = \dim M \). For the sake of simplicity we identify the points in the domain of the linearizing chart with their images in the codomain. We may assume that in our linearizing coordinates \( p \) is the origin, \( W^u_{\text{loc}}(p) \subset \{ y = 0 \} \), and \( W^s_{\text{loc}}(p) \subset \{ x = 0 \} \). Then, after a linear change of coordinates that preserves the \( y \)-axis and the \( x \)-hyperplane, we can also assume that

- the point \( r = (0, 1) \in W^u_{\text{loc}}(p) \) belongs to the orbit of tangency and \( F^N \) takes \( r \) to the point \( q = (e, 0) \in W^s_{\text{loc}}(p) \), the euclidean norm of \( e \) in \( \mathbb{R}^{m-1} \) being smaller than 1;
- the linear map \( \lambda \) contracts the unit ball \( B \) of the \( x \)-plane;
- our coordinates linearize \( F \) in a neighborhood \( R_0 \) of the cylinder \( B \times [-1, 1] \).

Let \( R_1 \) be a small neighborhood of the point \( r \). If we write \( F^N|_{R_1} \) in the following form:

\[
F^N|_{R_1} : (x, y) \mapsto (\mathcal{A}(x, y), \mathcal{B}(x, y)),
\]

then, since there is a quadratic tangency at \( q \), the maps \( \mathcal{A} : \mathbb{R}^m \to \mathbb{R}^{m-1} \) and \( \mathcal{B} : \mathbb{R}^m \to \mathbb{R} \) will satisfy:

\[
\mathcal{A}(0, 1) = e, \quad \mathcal{B}(0, 1) = \partial_y \mathcal{B}(0, 1) = 0, \quad \partial_{yy} \mathcal{B}(0, 1) \neq 0. \tag{10}
\]

### A special family

Now let us choose a one-parameter \( C^\infty \)-family \( (F_\mu) \) that passes through our diffeomorphism \( F \). The required perturbation will then be obtained by an arbitrary small shift along the parameter, as we did in the model case.

When choosing the family we should keep in mind that, first, we want \( F^N_\mu \) to have the simplest possible form in the neighborhood \( R_1 \) of \( r \), second, we do not really want the map to change inside \( R_0 \) when we change the parameter (in particular, we want our saddle to stay at the same place and have the same eigenvalues), and third, we want the tangency to be unfolded non-degenerately. To satisfy these requirements we will consider a family \( (F_\mu)_{\mu \in [-\varepsilon, \varepsilon]} \) such that
- $F_0 = F$ and any $F_\mu$ coincides with $F$ outside a small neighborhood of the point $z = F^{-1}(q) = F^{N-1}(r) \notin R_0$,
- when we change the parameter, the $F_\mu$-image of every point in some even smaller neighborhood of $z$ shifts in the $y$-direction with the same speed equal to 1.

In fact, keeping in mind restrictions (10) we can make $F^N_\mu$ have the following form in the neighborhood $R_1$ of $r$:

$$F^N_\mu |_{R_1} : (x, y) \mapsto \left( e + a \cdot (y - 1) + \gamma x + \rho_1(x, y), \mu - c x + b(y - 1)^2 + \rho_2(x, y) \right), \quad (11)$$

where $a \in \mathbb{R}^{m-1}$, $b \in \mathbb{R}$, $c : \mathbb{R}^{m-1} \to \mathbb{R}$ and $\gamma : \mathbb{R}^{m-1} \to \mathbb{R}^{m-1}$ are linear maps, and $\rho_1, \rho_2$ are remainder terms which satisfy the following conditions:

$$j_{(0,1)}^1 \rho_1 = 0, \quad j_{(0,1)}^1 \rho_2 = 0, \quad \partial_{yy} \rho_2(0, 1) = 0. \quad (12)$$

Here $j^1$ stands for the 1-jet of the map at the point $t$. Note that by choosing a proper family and a sufficiently small neighborhood $R_1$ we made the remainder terms independent of $\mu$.

Expression (11) resembles expression (2) from the model example: the only difference is that several new “coefficients” and these two remainder terms have appeared.

As we have already mentioned, in our special family the restriction $F_\mu |_{R_0}$ does not depend on $\mu$:

$$F_\mu |_{R_0} : (x, y) \mapsto (\lambda x, \sigma y). \quad (13)$$

**Renormalization**

Now we can use the renormalization technique as in the model case. We follow [PT] [PV], as before.

Consider the following $n$-dependent affine change of coordinates:

$$H_n : X = \sigma^n (x - e), \quad Y = b \sigma^{2n} (y - \sigma^{-n}). \quad (14)$$

In what follows we will consider even $n$ only, so $\sigma^n$ will always be positive. The origin of the new coordinates is at the point $(e, \sigma^{-n})$ in the $x, y$-coordinates and the cube $K = [-k, k]^m$, $k \geq 2$, in the new coordinates corresponds to the following parallelootope $D_{n,k}$ in the original coordinates:

$$D_{n,k} = H_n^{-1}(K) = \{(x, y) \mid |y - \sigma^{-n}| \leq k \sigma^{-2n}|b^{-1}|, |(x - e)_j| \leq k \sigma^{-n}, \quad j = 1, \ldots, m-1\}.$$

As in the model case, we calculate the expression for $F_{n,\mu} = H_n \circ F^{n+N}_\mu \circ H_n^{-1}$ at $K$ assuming that $n$ is sufficiently large:

$$(X, Y) \xrightarrow{H_n^{-1}} (x, y) = (\sigma^{-n} X + e, b^{-1} \sigma^{-2n} Y + \sigma^{-n}) \xrightarrow{F^{n+N}_\mu} \left( e + a \cdot \frac{\sigma^{-n}}{b} Y + \gamma (\lambda^n (\sigma^{-n} X + e) + \hat{\rho}_1, \mu - c \lambda^n (\sigma^{-n} X + e) + b(b^{-1} \sigma^{-n} Y)^2 + \hat{\rho}_2 \right) \xrightarrow{H_n}$$

$$(ab^{-1} Y + \gamma (\lambda^n (X + \sigma^n e)) + \sigma^n \hat{\rho}_1, Y^2 - c b \sigma^n \lambda^n(X) + b \sigma^{2n} (\mu - (\sigma^{-n} + c \lambda^n(e))) + b \sigma^{2n} \hat{\rho}_2)$$
Here
\[
\hat{\rho}_i(X, Y) = \rho_i(\lambda^n(\sigma^{-n}X + e), 1 + b^{-1}\sigma^{-n}Y), \quad i = 1, 2.
\]
Note that, since the saddle \( p \) is dissipative, we have \( \|\lambda^n\| \sigma^n \to 0 \) as \( n \to \infty \) for any operator norm of \( \lambda \). Then, obviously, \( \|\gamma(\lambda^n(\sigma^n e))\| \to 0, \|\gamma \circ \lambda^n\| \to 0 \) and \( \|c b \sigma^n \cdot \lambda^n\| \to 0 \) as \( n \to \infty \). Furthermore, it is easy to check that conditions (12) yield that
\[
\sigma^n \hat{\rho}_1|_K \to 0, \quad \sigma^n \hat{\rho}_2|_K \to 0 \text{ in } C^1.
\]

Now let us make, for \( n \) sufficiently large, an \( n \)-dependent reparametrization
\[
\nu = b \sigma^{2n}(\mu - (\sigma^{-n} + c \circ \lambda^n(e))) \quad (15)
\]
defined in a closed \( k \sigma^{-2n}|[0] \)-neighborhood of \( \mu_n = \sigma^{-n} + c \circ \lambda^n(e) \). Denote this neighborhood by \( I_n \). Then \( I_n \) corresponds to the interval \([-k, k]\) in the new parameter space.

Take \( A = a \cdot b^{-1} \in \mathbb{R}^{m-1} \) and consider the family of maps
\[
G_{\nu} : \mathbb{R}^{m-1} \times \mathbb{R} \to \mathbb{R}^{m-1} \times \mathbb{R} : (X, Y) \mapsto (AY, Y^2 + \nu).
\]
We can conclude now that for \( G_{n,\nu} := F_{n,\mu(\nu)} \) restricted to \( K \) the following convergence takes place:
\[
G_{n,\nu}|_K \overset{C^1}{\to} G_{\nu}|_K \text{ uniformly for } |\nu| \leq 1 \text{ as } n \to \infty. \quad (16)
\]

**The sink and the capture**

Analogously to the model example, for \( \nu \) close to zero the map \( G_{\nu} \) has a sink \((A a_{\nu}, a_{\nu})\), and there is a number \( \delta > 0 \) independent of \( \nu \) such that the cube \( B \):
\[
B : |Y| \leq \delta, \quad |X_i| \leq \delta, \quad i = 1, \ldots, m - 1,
\]
is in the basin of this sink.

Then the convergence (16) implies, for \( n \) sufficiently large and \( \nu \) sufficiently small, that the map \( G_{n,\nu} \) has a sink \( s_{n,\nu} \) close to \((A a_{\nu}, a_{\nu})\) and that \( B \) is in the basin of attraction of this sink.

Finally, we calculate the \( X, Y \)-coordinates of the point \( F_{\mu}^N(r) \in W^u(p, F_{\mu}) \). Since this point has \( x, y \)-coordinates equal to \((e, \mu)\), we have
\[
H_n(e, \mu) = (0, \nu + b c(\sigma^{2n}\lambda^n(e))) \to (0, \nu) \text{ as } n \to \infty.
\]
This convergence holds because the saddle is extremely dissipative. Note that though the definition of extreme dissipativity requires condition (9) to hold in some suitable norm, it nevertheless implies the convergence \( \|\sigma^{2n}\lambda^n\| \to 0 \) (as \( n \to \infty \)) in any norm. We see that when \( n \) is large and \( \nu \) is small, \( H_n(e, \mu) \) is in \( B \). We have obtained a diffeomorphism \( F_{\mu} \) for which the unstable manifold of the saddle \( p \) intersects the basin of the sink. Recall that the reparametrization was defined for \( \mu \in I_n \) and the intervals \( I_n \) are close to zero when \( n \) is large, therefore such \( F_{\mu} \) can be taken arbitrarily close to \( F \), which finishes the proof.
Remark 32. We presented the argument for a fixed saddle but, as we have already mentioned, essentially the same argument works for a periodic saddle even if the tangency involves the invariant manifolds of different points of the orbit. The only difference is that for a given \( n \) we should consider \( F^n(p) \) instead of \( F^{\nu} \).

Remark 33. The argument of this subsection can be modified in order to show that the capture happens when a quadratic homoclinic tangency associated with an extremely dissipative saddle is unfolded in a generic family of \( C^r \)-diffeomorphisms, and then one can also get rid of the extreme dissipativity assumption essentially in the same way as it is done in the next subsection. However, we do not need this stronger version of the capture lemma in this paper.

5.3 Extreme dissipativity requirement eliminated

Now we proceed to the case when the saddle \( p \) is not extremely dissipative. As in Section 5.2, we can assume that our map \( F \) is \( C^\infty \)-smooth, the linearization theorem is applicable in the neighborhood of \( p \), and the tangency is quadratic. Every perturbation discussed in this section is supposed to be \( C^\infty \)-small.

Finding another saddle

Imagine that after another small perturbation we find an extremely dissipative saddle \( p' \) heteroclinically related to the (continuation of the) original saddle and, more than that, there is a homoclinic tangency associated with \( p' \). Then we can apply our capture lemma to extremely dissipative saddle \( p \) and conclude that after another perturbation \( W_u(p') \) intersects the basin of a sink. We preserve the original notation \( p, p' \) for the continuations of our saddles.

Since two saddles are heteroclinically related, \( \lambda \)-lemma implies that \( W_u(O(p)) \) accumulates on \( W_u(O(p')) \). But then \( W_u(O(p)) \) intersects the basin of the same sink, which proves our lemma in the general case.

The renormalization technique provides a natural candidate for such a saddle \( p' \). Consider the map \( G_\nu \) (introduced in the previous subsection) for \( \nu = -2 \):

\[
(X, Y) \mapsto (AY, Y^2 - 2).
\]

It has a fixed saddle point \((2, 2)\) with eigenvalues 4 and 0, the latter being of multiplicity \( m - 1 \). Since the maps \( G_{\nu} \) approximate the map \( G_{-2} \) in \( C^1 \) as \( n \to \infty \), for sufficiently large values of \( n \) and for \( \nu \in [-2 - \varepsilon, -2 + \varepsilon] \) the maps \( G_{\nu} \) have extremely dissipative fixed saddles \( p_{n, \nu} \) close to \((2, 2)\). Indeed, for \( n \) large, \( m - 1 \) eigenvalues at the saddle \( p_{n, \nu} \) are close to zero and the last eigenvalue is close to 4, thus this saddle has to be extremely dissipative. Then the point \( \tilde{p}_{n, \mu(\nu)} = H^{-1}_n(p_{n, \nu}) \) is an extremely dissipative periodic point of the corresponding diffeomorphism \( F_{\mu(\nu)} \). Such a saddle is a natural candidate for the role of the saddle \( p' \) because, as the following proposition shows, for some \( \nu_0 \) close to \(-2\) there is a homoclinic tangency associated with the saddle \( \tilde{p}_{n, \mu(\nu_0)} \), provided that \( n \) is sufficiently large.
Proposition 34. Let $\varepsilon > 0$ be fixed. Then, for $n$ sufficiently large, there is $\nu_0 \in [-2 - \varepsilon, -2 + \varepsilon]$ such that the map $G_{n,\nu_0}$ has a homoclinic tangency associated with the saddle $p_{n,\nu_0}$.

The proof for the two-dimensional case can be found in [PT] (§ 6.3, Prop. 2), and the generalization of this proof for higher dimensions is straightforward. Application of $H_n^{-1}$ yields the corresponding tangency for the saddle $H_n^{-1}(p_{n,\nu_0})$ of $F_{\mu(\nu_0)}$.

Heteroclinic relations

J. Palis and M. Viana study the saddles $\tilde{p}_{n,\mu(\nu)} = H_n^{-1}(p_{n,\nu})$, $\nu \in [-2 - \varepsilon, -2 + \varepsilon]$, in [PV] to construct basic sets with large stable thickness. They prove that, under some assumptions on the original saddle $p$ and on the tangency unfolded to create the saddle $\tilde{p}_{n,\mu}$, this latter saddle is heteroclinically related to the continuation of $p$. In particular, they consider only tangencies between invariant manifolds of one and the same periodic saddle while we allow tangencies between invariant manifolds of different points of a periodic orbit.

Since we want to prove capture lemma for any sectionally dissipative saddle and any tangency, some additional work has to be done in order to use their results. Our plan is to replace, if necessary, the original saddle, or rather its continuation, with a heteroclinically related saddle, simultaneously obtaining a tangency associated with this new saddle, and then to replace this tangency by another one so that both the new saddle and the new tangency satisfy the aforementioned assumptions of [PV]. Then the unfolding of this last tangency will yield an extremely dissipative saddle heteroclinically related to the continuations of both previous saddles.

At this point we assume that $F \in \text{Diff}^\infty(M)$ has a sectionally dissipative periodic saddle $p$, that $F^{\text{ver}}p$ is linearizable in the neighborhood of $p$, and that the tangency associated with the saddle $p$ is quadratic. We will use the notation introduced in the subsection of Section 5.2 devoted to linearizing coordinates, i.e., we will suppose that these coordinates are defined in a neighborhood $R_0$ of $p$, that $W^{u}_{\text{loc}}(p)$ lies in the $y$-axis and $W^{s}_{\text{loc}}(p)$ lies in the $x$-hyperplane, that there are points $r, q : F^N(r) = q$ in the orbit of tangency, etc. Yet again we do not distinguish the points in $R_0$ and their images under the linearizing chart. When we resort to geometric intuition, we regard the $y$-axis as “vertical” and the $x$-plane as “horizontal”.

The saddle $p$ of $F$ may have several weakest contracting eigenvalues, i.e., contracting eigenvalues with maximal absolute value, but in a generic situation, which we assume to be the case, there is either one real weakest contracting eigenvalue or a pair of conjugated non-real ones.

Denote by $w$ the number of these weakest contracting eigenvectors. Let $E^{uu}_p$ be the subspace of $T_p M$ spanned by the expanding and the weakest contracting eigenvectors of $p$ and $E^{ss}_p$ be the subspace spanned by the rest contracting eigenvectors, which we will call strong. The saddle $p$ has an $(m - w - 1)$-dimensional strong stable manifold $W^{ss}(p)$ tangent to $E^{ss}_p$. If $M$ is two-dimensional, we take $E^{ss}_p = \{0\}$ and $W^{ss}(p) = \{p\}$. After another small perturbation we can assume that $q \notin W^{ss}(p)$. We will always assume that in what follows.
Linearizing coordinates allow us to define a $dF^{\text{per}(p)}$-invariant splitting $E_{uw} \oplus E_{ss}$ of $T_{R_0}M$: in the linearizing coordinates the fibers $E_{uw}^z, z \in R_0$, are simply parallel to $F^u_p$, and the fibers $E_{ss}^z$ are parallel to $E^u_p$.

Denote by $\pi$ the projection onto $E_{uw}$ along $E_{ss}$. Consider the map

$$
\Phi: E^u_p \to E^q_u, \quad \Phi = \pi \circ dF^N(r)|_{E^u_p}.
$$

The linearizing coordinates allow us to identify $E^u_p$ and $E_{uw}$ and regard $\Phi$ as a linear map from $\mathbb{R}^{u+1}$ to itself. Then we can consider the following condition on the tangency at $q$:

$$
det(\pi \circ dF^N(r)|_{E^u_p}) > 0. \tag{17}
$$

In Section 6 of [PV] J. Palis and M. Viana consider the case when $q \in W^s_{\text{loc}}(p) \cap W^u(p)$ and the saddle $p$ has a unique weakest contracting eigenvalue. They prove that if $\Phi$ defined above is an isomorphism, the saddle $\tilde{p}_{n,\mu(\nu)}$, obtained trough the renormalization technique when unfolding the tangency at $q$, has a unique weakest contracting eigenvalue too (for $n$ large). Moreover, if this eigenvalue is positive and there exist transverse homoclinic orbits that involve the same connected components of $W^u(p) \setminus \{p\}$ and $W^s(p) \setminus W^{ss}(p)$ as the former tangency at $q$, then $\tilde{p}_{n,\mu(\nu)}$ is heteroclinically related to the continuation of $p$ when $\nu$ is close to $-2$ and $n$ is sufficiently large. The point is that condition (17) ensures both that $\Phi$ is an isomorphism (which is obvious) and that the weakest contracting eigenvalue of $\tilde{p}_{n,\mu(\nu)}$ is positive, at least when $\nu$ is close to $-2$ and $n$ is large and even (see discussion after (6.10) at p. 244 of [PV]; in the notation of J. Palis and M. Viana condition (17) has the form $\det \Delta_{\mu=0}(r_0) > 0$). For future use let us state as a proposition the exact statement that we need and that has been proved in [PV] (but not stated as a proposition there).

**Proposition 35 ([PV]).** Suppose that the diffeomorphism $F \in \text{Diff}^\infty(M)$ has a sectionally dissipative saddle $p$ and a quadratic homoclinic tangency between $W^s(p)$ and $W^u(p)$. Suppose, moreover, that the following conditions hold:

a) $p$ has a unique weakest contracting eigenvalue,

b) $F^{\text{per}(p)}$ is linearizable in the neighborhood of $p$,

c) there exists a transverse homoclinic point that belongs to the connected components of $W^u(p) \setminus \{p\}$ and $W^s(p) \setminus W^{ss}(p)$ that are involved in the tangency,

d) condition (17) holds for the orbit of tangency (with $N \in \mathbb{N}$ and points $r \in W^s(p) \cap W^u_{\text{loc}}(p)$ and $q \in W^s_{\text{loc}}(p) \cap W^u(p)$ as described above).

Then for $\nu$ close to $-2$ and $n$ sufficiently large the saddle $\tilde{p}_{n,\mu(\nu)}$ that appears when generically unfolding the tangency at $q$ in the one-parameter family $F_\mu$ is heteroclinically related to the continuation of $p$.

We will always assume $F_\mu$ to be the special family defined in Section 5.2, but in [PV] they consider an arbitrary one-parameter family that unfolds the tangency generically, i.e., with non-zero speed (see also Remark 33). The renormalization scheme works for such a family as well, and the saddles $\tilde{p}_{n,\mu(\nu)}$ can be defined analogously, but since we use our special family only, we do not go into details.
If our diffeomorphism $F$ satisfies all conditions stated in the hypothesis of Proposition 35, then a small perturbation yields an extremely dissipative saddle $\tilde{p}_{n,\mu}(\nu)$ heteroclinically related to the continuation of the original saddle. Due to Proposition 34, we can also assume that our new saddle has a homoclinic tangency, so when we unfold this tangency, the unstable manifolds of both the new saddle and the continuation of the original one intersect a basin of a sink.

However, for now we suppose that the assumptions of Proposition 35 are not satisfied for the tangency that we consider. Let us show that after an arbitrarily small perturbation one can obtain a diffeomorphism with a homoclinic tangency associated with a saddle $\hat{p}$ heteroclinically related to the continuation of the original saddle $p$ such that for this new tangency Proposition 35 is applicable. For that we need to prove several auxiliary propositions first.

**Upper and lower tangencies**

Let $F$, as before, have a quadratic homoclinic tangency at $q \in W^s(p)$. Take a connected component $\Gamma$ of $W^u(p) \setminus \{p\}$ that is involved in the tangency at $q$. If the expansive eigenvalue $\sigma$ of $p$ is negative, then both unstable separatrices of $p$ are involved and one can choose any. The stable manifold $W^s(p)$ is an injectively immersed open disk of dimension $m - 1$. Let us call the “side” of $W^s(p)$ that faces $\Gamma$ at $p$ upper and the opposite “side” lower.

To be precise, consider the local stable manifold of $p$ first. This manifold splits a small ball $B_0$ centered at $p$ in two parts; the part that corresponds to $\Gamma$ will be called upper. Given any point $z \in W^s(p)$, take an even number $2l$ such that $F^{2l \cdot \per(p)}(z) \in W^s_{loc}(p)$. Now take a small ball $B \subset M$ centered at $z$. The connected component of $z$ in $W^s(p) \cap B$ splits $B$ in two parts. The upper part is the one that is mapped by $F^{2l \cdot \per(p)}$ inside the upper part of $B_0$ (we assume $B$ to be so small that its $F^{2l \cdot \per(p)}$-image lies inside $B_0$). Note that if $\sigma$ is negative, $F^{\per(p)}$ swaps the upper and the lower “sides” of $W^s(p)$.

Thus, inside a small ball centered at the point $q$ of quadratic tangency the unstable manifold of $O(p)$ approaches $W^s(p)$ either from above or from below. Therefore, we can define the tangencies from above and from below (or upper and lower tangencies). This concept is well-defined for any quadratic tangency associated with a sectionally dissipative saddle. Note that if the expansive eigenvalue of the saddle is negative, then any quadratic tangency related to this saddle becomes a tangency from below when the proper unstable separatrix is chosen. Therefore, in this case we will regard any quadratic tangency as a tangency from below.

**Proposition 36.** Suppose that for a diffeomorphism $F \in \Diff^\infty(M)$ a sectionally dissipative periodic saddle $p$ has an upper quadratic tangency at the point $q$ and also a transverse homoclinic orbit that involves the same connected component of $W^u(p) \setminus \{p\}$

---

13 We say that the the connected component $\Gamma$ of $W^u(p) \setminus \{p\}$ is involved in the tangency at $q$ if $q \in F^k(\Gamma)$ for some $k$. Recall that we allow tangencies of invariant manifolds of different points of $O(p)$, so $q$ does not necessarily belong to $\Gamma$, but it is still natural to talk about the component of $W^u(p) \setminus \{p\}$ involved in the tangency. This remark applies to transverse homoclinic intersections as well.
as the tangency. Then by an arbitrarily $C^\infty$-small perturbation one can obtain a diffeomorphism $G$ with a lower homoclinic tangency associated with a sectionally dissipative saddle $\hat{p}$ heteroclinically related to the continuation of $p$. If the original saddle had a unique weakest contracting eigenvalue, then one can take $\hat{p}$ with the same property.

Proof. We consider the case when the expansive eigenvalue $\sigma$ of $p$ is positive, because otherwise any quadratic tangency is a tangency from below. However, if we did not make this agreement, the argument would stay the same.

As above, we can assume without loss of generality that $F^{\per(p)}$ is linearizable in $R_0 \ni p$ and the linearizing coordinates and the points $r, q$ are as described in Section 5.2 (q can be replaced with $F^{2l\per(p)}(p)$ for some $l > 0$ if necessary).

Let the points $\tilde{r} = (0, y_{\tilde{r}}) \in W^u_{loc}(p) \cap R_0$, $y_{\tilde{r}} \in [0, 1/2]$, and $\tilde{q} = (x_{\tilde{q}}, 0) \in W^s_{loc}(p) \cap R_0$, $\parallel x_{\tilde{q}} \parallel < 1$, $\tilde{q} = F^N(\tilde{r})$, belong to the transverse homoclinic orbit that involves the same connected component of $W^u(p) \setminus \{p\}$ as the tangency at $q$. Without loss of generality we can assume that $N$ is divisible by $\per(p)$ (and so $\tilde{q} \in W^u(p)$): if this is not the case, then it is not difficult to show \textsuperscript{14} with the help of the $\lambda$-lemma that there is another transverse homoclinic orbit for which this is true. The existence of such an orbit implies (see, [KH], Thm 6.5.5, and also Chapter 3 of [PV]) that there is a basic set $\Lambda \ni p$.

This basic set $\Lambda$ can be obtained in the following way. For $\delta > 0$ small, take a cylinder

$$V_\delta = \{(x, y) \in R_0: \parallel x \parallel \leq 1, |y| \leq \delta \}.$$ 

Suppose that the value of $\delta$ is adjusted so that there is $\tilde{n} \in \mathbb{N}$ such that $F^{\tilde{n}\per(p)}(V_\delta)$ is a cylinder close to the segment $\{0\} \times [-2y_{\tilde{r}}, 2y_{\tilde{r}}] \subset W^u_{loc}(p)$ and, therefore, $F^{\tilde{n}\per(p)}+\tilde{N}(V_\delta) \cap V_\delta$ has at least two connected components: one of these components is a cylinder $\Delta_0 \ni p$ close to $\{0\} \times [-\delta, \delta]$ and another component $\Delta_q$ contains $\tilde{q}$. Denote $F^{\tilde{n}\per(p)}+\tilde{N}$ by $H$; then $H|\Delta_0 \cup \Delta_q$ is a horseshoe map (if $\delta$ is small enough) and $\hat{\Lambda} = \bigcap_{k \in \mathbb{Z}} H^k(\Delta_0 \cup \Delta_q)$ is its maximal invariant set. Then $\Lambda = \bigcup_{k \in \mathbb{N}} F^k(\hat{\Lambda})$ is the required basic set of $F$. We describe this construction to note two important features. First, since $\tilde{r}$ has a positive $y$-coordinate, this construction implies that in a sufficiently small neighborhood of $p$ every point $\xi \in \Lambda$ lies either in $W^s_{loc}(p)$ or above it relative to the $y$-axis. Second, $F^{-\tilde{N}}(\Delta_q)$ is contained in a small neighborhood of $\tilde{r}$ when $\delta$ is small.

Thus, it follows from the construction of $\Lambda$ that there is a sequence $(p_j)_{j \in \mathbb{N}}$ of saddles $p_j \in \Lambda$ such that

- a) $\per(p_j) = n_j \cdot \per(p) + \tilde{N}$ (therefore $\per(p_j)$ is divisible by $\per(p)$),
- b) $p_j \to p$ and $n_j \to \infty$ as $j \to \infty$,
- c) every $p_j$ lies above $W^s_{loc}(p)$,
- d) there is $r_j \in O(p_j)$ close to $\tilde{r}$ such that $F^\tilde{N}$ maps $r_j$ into a point $q_j$ close to $\tilde{q}$, $F^{l\per(p)}(q_j) \in R_0$ for $l = 1, \ldots, n_j$, and $F^{n_j\per(p)}(q_j) = r_j$,
- e) all orbits $O(p_j)$ are uniformly far from $F^{-1}(q)$.

\textsuperscript{14}If the unstable separatrix $\Gamma$ of $p$ intersects $W^s(F^k(p))$ transversely, then $\Gamma$ accumulates on $W^s(F^{2k}(p))$. Since $W^u(F^k(p))$ transversely intersects $W^s(F^{2k}(p))$, so does $\Gamma$. Continuing this line of argument, one concludes that $\Gamma$ has a point of transverse intersection with $W^s(F^{k\per(p)}(p)) = W^s(p)$. 
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First note that properties b) and d) imply that for large $j$ the saddles $p_j$ are sectionally dissipative. Indeed, let us show that in our coordinates they contract the 2-dimensional volume (and use Remark 6). Since $p$ is sectionally dissipative, we can assume that in the linearizing coordinates on $R_0$ we have $\sigma \| \Lambda \| < 1$, where the norm is generated by the euclidean vector norm. Then in these coordinates $dF_{\text{per}(p)}$ contracts the 2-dimensional volume. It follows from b), d) that for $r_j \in O(p_j)$ we have
\[ dF_{\text{per}(p)}(r_j) = dF_{n_j \cdot \text{per}(p)}(q_j) \circ dF_{\tilde{N}}(r_j). \]
Here $\tilde{N}$ is fixed, and so the norm of $dF_{\tilde{N}}(r_j)$ is uniformly bounded, whereas $dF_{n_j \cdot \text{per}(p)}(q_j)$ coincides with $(dF^{\text{per}(p)}(p))^{n_j}$ in our coordinates and hence contracts 2-volume exponentially as $n_j \to \infty$. Thus, for sufficiently large values of $j$, the linear maps $dF_{\text{per}(p)}(r_j)$ contract 2-volumes, which proves that $p_j$ are sectionally dissipative.

Furthermore, if $j$ is large enough, then due to the local product structure on $\Lambda$ the local stable manifold $W^{s}_{\text{loc}}(p_j)$ is a small nearly horizontal disk that lies above the $x$-hyperplane and transversally intersects $W^{u}_{\text{loc}}(p)$ at some point $a_j$. Likewise, $W^{u}_{\text{loc}}(p_j)$ is a nearly vertical segment that transversally intersects $W^{s}_{\text{loc}}(p)$ at $b_j$. Denote by $\Gamma_j$ the unstable separatrix of $p_j$ that contains the latter intersection. It is the continuation of $\Gamma_j$ that will be involved in the tangency we are going to obtain. As above, we can consider a “side” of $W^{s}(p_j)$ that faces $\Gamma_j$ at $p_j$. Let us call this “side” positive, because in this case the word “upper” may cause ambiguity: note that the positive “side” of $W^{s}_{\text{loc}}(p_j)$ is directed down relative to the $y$-axis (see Figure 2).

---

15This can be checked in a straightforward way, e.g., by considering an arbitrary pair of vectors $(v_i = u_i + s_i \mid u_i \in E^u_p, s_i \in E^s_p)_{i=1,2}$ and comparing the Gram determinants of this pair and its image under $dF_{\text{per}(p)}$, expressed in terms of $u_i, s_i, \sigma, \Lambda$. 

Figure 2: Making a lower tangency.
Since $W^s_{\text{loc}}(p_j)$ transversally intersects $W^u_{\text{loc}}(p)$ at $a_j$, it follows from the $\lambda$-lemma that there is a sequence of disks $D_k \subset W^s(p_j), \ k \in \mathbb{N}$, such that

1) the disk $D_k$ is a $F^{2k\cdot \text{per} p_j}$-preimage of a small neighborhood $\hat{D}_k$ of $a_j$ in $W^s_{\text{loc}}(p_j)$ (therefore, all images of these disks under the iterates of $F$ are uniformly far from $F^{-1}(q)$);

2) these disks tend to the disk $D_0 = \{(x, y): y = 0, \|x\| \leq 1\} \subset W^s(p)$ as $C^\infty$-immersed disks;

3) the positive “sides” of the disks $D_k$ are also directed downwards.

Note that 1) implies 3). Indeed, consider an oriented vertical segment $I = Oy \cap R_0$ that goes upwards. It crosses $W^s_{\text{loc}}(p_j)$ at $a_j$ from the positive side to the negative side. On one hand, the preimage $F^{-2k \cdot \text{per}(p_j)}(I)$ is also a vertical segment that goes upwards (because $2k \cdot \text{per}(p_j) = 2k \cdot l \cdot \text{per}(p)$ for some $l \in \mathbb{N}$). On the other hand, a curve that approaches $W^s(p_j)$ from the positive side at $a_j$ is mapped by $F^{-2k \cdot \text{per}(p_j)}$ to a curve that does so at $F^{-2k \cdot \text{per}(p_j)}(a_j)$. Therefore, the positive side of any disk $D_k$ looks downwards.

Likewise, there is a sequence of segments $I_k \subset F^k \cdot \text{per}(p)(I_j), \ k \in \mathbb{N}$, that accumulate to some segment $I_0 \ni r$ (recall that $r = (0, 1)$) while their preimages are uniformly bounded away from $F^{-1}(q)$.

Now fix such a saddle $p_j$ with $j$ large and consider a special family $F_{\mu}$ described in Section 5.2. Recall that the maps of this family differ from $F_0 = F$ only inside a small neighborhood of $F^{-1}(q)$. If this neighborhood is small enough, $p_j$ is a periodic saddle for every $F_{\mu}, \ \mu \in [-\varepsilon, \varepsilon]$, and the disks $D_k$ lie in the stable manifold of this saddle. Likewise, the segments $I_k$ lie in the unstable manifold of the orbit of this saddle. Recall\(^{16}\) that when we change the parameter $\mu$, the intersection of $F^N_{\mu}(I_k)$ with a sufficiently small neighborhood of $q$ moves upwards or downwards, whereas the disk $D_k$ stands still. Here $k$ is arbitrary. Thus, there is a sequence of parameter values $\mu_i \to 0$ (as $i \to \infty$) such that for each $\mu_i$ there exist $k_1$ and $k_2$ for which $F^N_{\mu_i}(I_{k_1}) = I_{k_1}, \mu_i$ is tangent to $D_{k_2}$ at some point $\tilde{q}$. Moreover, this is a tangency from the negative side (see Figure 2). In other words, we have obtained a perturbation of $F$ with a lower tangency associated with $\tilde{p} = p_j$.

Now we will prove the second statement of the proposition: if $p$ has a unique weakest contracting eigenvalue, then we can take $\tilde{p}$ with the same property. Let us assume that the image of $E^s_\tilde{q}$ under $dF^{-N}(\tilde{q})$ is transverse to $E^u_\tilde{q}$. This condition can be satisfied by a small perturbation that preserves all relevant properties of $F$, so we suppose that $F$ satisfied it from the very beginning.

For any $\alpha > 0$ and $z \in R_0$ denote by $C^s_\alpha(z)$ the $\alpha$-cone around $E^s_z$:

$$C^s_\alpha(z) = \{v \in T_z M \mid v = v_{uw} + v_{ss}, \ v_{uw} \in E^u_z, \ v_{ss} \in E^s_z, \ \|v_{uw}\| \leq \alpha \|v_{ss}\}\}.$$

Consider again the point $q_j \in O(p_j)$ (defined in d) above) and a narrow $\alpha$-cone $C^s_\alpha(q_j), \ \alpha \ll 1$. Since all $q_j, \ j \in \mathbb{N}$, are close to $\tilde{q}$, we suppose that the differentials $dF^{-N}(q_j)$ are uniformly close to $dF^{-N}(\tilde{q})$. Since $dF^{-N}(\tilde{q})E^s_\tilde{q}$ is transverse to $E^u_\tilde{q}$,
we can also assume that for any \( j \) the cone \( dF^{-\bar{\beta}}(q_j)(C^{ss}_\alpha(q_j)) \) is contained in \( C^{ss}_\beta(r_j) \), where \( \beta \) is some large number independent of \( j \).

The map \( F^\per(p) \) is linearized in \( R_0 \), so we can assume that both this map and its differential at every point \( z \in R_0 \) coincide with a linear map \( L \) for which \( E^{ss} \) is a stable strong bundle. Recall that (see d) above) \( q_j = F^{-n_j \per(p)}(r_j) \). The differential \( dF^{-n_j \per(p)}(r_j) \) coincides with \( L^{-n_j} \). If \( j \) is large, \( n_j \) is also large, and if \( n_j \) is large enough, then \( L^{-n_j} \) maps \( C^{ss}_\beta(r_j) \) inside \( C^{ss}_\alpha(q_j) \) and expands vectors in \( C^{ss}_\beta(r_j) \) considerably, so that \( C^{ss}_\alpha(q_j) \) becomes an expansive forward-invariant cone for \( dF^{-n_j \per(p)+\bar{\beta}}(q_j) \). Then there is a unique invariant \((m-2)\)-dimensional plane inside \( C^{ss}_\alpha(q_j) \) that can only be a span of strong stable eigenvectors of \( q_j \). So, \( p_j \) has a unique weakest contracting eigenvalue, at least for \( j \) large, and the same is true for its continuation that has a lower tangency related to it.

\[ \square \]

**Remark 37.** If \( q \in W^s(p) \cap W^u(p) \) for \( F \), then one can assure that \( \hat{q} \in W^u(\hat{p}, G) \cap W^s(\hat{p}, G) \).

Indeed, one can argue as follows. The point \( \hat{q} \) always lies in \( W^s(\hat{p}, G) \) by construction. If \( q \in W^s(p, F) \cap W^u(p, F) \), then \( \per(p) \) divides \( N \). Let \( N_1 \geq 0 \) be the remainder of division of \( N \) by \( \per(p_j) \). Since \( \per(p) \) divides \( \per(p_j) \) and \( N \), it also divides \( N_1 \). Consider the segments \( I_k \subset F^{l \per(p_j)}(\Gamma_j) \), as described in the proof, for \( k = \frac{l \per(p_j) - N_1}{\per(p)} \), where \( l \in \mathbb{N} \). For such \( k \) we have that

\[
F^N(\mu^N) = F^{l \per(p_j) - N_1 + N}(p_j, F_\mu) = W^u(F^{l \per(p_j) - N_1 + N}(p_j, F_\mu)).
\]

The last equality holds because \( N_1 \equiv N \pmod{\per(p_j)} \). If we obtain the new tangency using such \( I_k \), this tangency will lie on both invariant manifolds of \( \hat{p} = p_j \).

**Remark 38.** We can also assume that the map \( G \) in Proposition 36 has transverse homoclinic points that belong to the same connected components of \( W^u(\hat{p}) \setminus \{ \hat{p} \} \) and \( W^s(\hat{p}) \setminus W^{ss}(\hat{p}) \) as the newly obtained lower tangency. Indeed, after we fix the saddle \( p_j \), whose continuation will play the role of \( \hat{p} \), we can ensure by a small perturbation that the point \( a_j \in W^u_{loc}(p_j) \cap W^u(\hat{p}) \) does not belong to \( W^{ss}(p_j) \). Then for a large \( k_2 \) the disk \( D_{k_2} \subset W^s(p_j) \) will not intersect \( W^{ss}(p_j) \), because \( D_{k_2} \) is a distant preimage of a small neighborhood of \( a_j \). But this disk definitely will intersect \( \Gamma_j \) transversally at some point close to \( b_j \). This transverse intersection is preserved after the perturbation, it involves the same unstable separatrix as the new tangency, and both the new tangency and this intersection lie in the disk \( D_{k_2} \) that does not intersect the strong stable manifold of \( p_j \).

**From lower tangencies to condition (17)**

**Proposition 39.** If a diffeomorphism \( F \in \Diff^\infty(M) \) has a lower quadratic tangency associated with a sectionally dissipative periodic saddle \( p \), then by an arbitrarily \( C^\infty \)-small perturbation one can obtain a diffeomorphism \( G \) with a tangency that is associated with the continuation of \( p \) and satisfies condition (17).
Proof. As above, we suppose that $F_{\text{per}(p)}$ is linearizable in $R_0 \ni p$ and the linearizing coordinates and the points $r, q$ are as described in subsection “Linearizing coordinates” of Section 5.2 if $q$ is not in $W^s_{\text{loc}}(p)$, replace it with $F^{2k-\text{per}(p)}(q)$ for an appropriate $k$. We also assume that $r$ belongs to the unstable separatrix of $p$ that defines the lower tangency: if the expansive eigenvalue $\sigma$ is positive, this is always the case; otherwise replace $q$ by $F_{\text{per}(p)}(q)$ if necessary. Thus we can assume that in the neighborhood of $q$ the arc of $W^u(p)$ that is tangent to $W^s(p)$ at $q$ lies in the lower half-space $\{ (x, y) : y \leq 0 \}$.

If the tangency at $q$ satisfies condition (17), one can take $G = F$, so in what follows we assume that this is not the case. If $\det(\pi \circ dF^N(r)|_{E^{\text{uu}}_r}) = 0$, this determinant can be made non-zero by a small perturbation that preserves the tangency at $q$, so we can assume that it is negative.

We will obtain a new tangency using the idea of the proof of Thm 1 in § 3.2 of [PT]. Namely, consider a special one-parameter family $(F_{\mu})_{\mu \in [-\varepsilon, \varepsilon]}$ described in Section 5.2. Let $D \ni q$ be a small disk in $W^s_{\text{loc}}(p)$ such that $D_0 := F^{-N}(D)$ lies in $R_0$ and is $\delta$-distant from $\partial R_0$, while the boundary of $D_0$ is $\delta$-distant from $W^u_{\text{loc}}(p)$, $\delta$ being some small positive number. Let $I_0 = \{0\} \times [1 - \varepsilon_1, 1 + \varepsilon_1]$ be a small neighborhood of the point $r$ in $W^u_{\text{loc}}(p)$. Then for small positive values of $\mu$ the arc $F^N_r(I_0)$ has two points $z_1(\mu), z_2(\mu) \in D$ of transverse intersection with $W^s_{\text{loc}}(p)$. Denote by $\Gamma_\mu$ the segment of this arc that lies above $W^u_{\text{loc}}(p)$. Note that $D_\mu := F_{\mu}^{-N}(D)$ transversally intersects $W^u_{\text{loc}}(p)$ at points $w_i(\mu) = F^{-N}_\mu(z_i(\mu)), i = 1, 2$, close to $r$. If $\mu$ is sufficiently small, we can assume that $\partial D_\mu$ is $\delta$-distant from $W^u_{\text{loc}}(p)$ and $D_\mu$ itself is $\delta$-distant from $\partial R_0$.

The A-lemma implies that for sufficiently large even $n \in \mathbb{N}$ the arc $\Gamma_{n,\mu} := F_{\mu}^{n-\text{per}(p)}(\Gamma_\mu)$ has points of transverse intersection with $D_\mu$. Fix some $n$ such that this holds and, moreover, $\|\lambda^n(e)\| < \delta/2$ (recall that $e$ is the $x$-coordinate of $q$). Let $\hat{z}_i(\mu) = F_{\mu}^{n-\text{per}(p)}(z_i(\mu)), i = 1, 2$, and let $\gamma_i(\mu)$ be a connected component of $\hat{z}_i(\mu)$ in $\Gamma_{n,\mu} \cap R_0$. Note that $\gamma_1(\mu)$ coincides with $\gamma_2(\mu)$ when $\Gamma_{n,\mu}$ is contained in $R_0$.

For every point in $\Gamma_\mu$ its $x$-coordinate is close to that of the point $q = (e, 0)$, therefore the $x$-coordinate of any point that belongs to $\gamma_1(\mu) \cup \gamma_2(\mu)$ is close to $\lambda^n(e)$. In other words, $\gamma_1(\mu) \cup \gamma_2(\mu)$ (viewed as a set) is very close to $W^u_{\text{loc}}(p)$. This property is preserved when $\mu$ decreases to zero and the curve $\Gamma_{n,\mu}$ shrinks towards the point $(\lambda^n(e), 0) = F^n(q)$. At the same time $D_\mu$ stays in a small neighborhood of the point $r$ and far from $\partial R_0 \cup W^s_{\text{loc}}(p)$, and $\partial D_\mu$ stays $\delta$-far from $W^u_{\text{loc}}(p)$. Thus when we decrease $\mu$, the curves $\gamma_1(\mu)$ and $\gamma_2(\mu)$ cannot intersect $\partial D_\mu$ because the latter is $\delta$-far from $W^u_{\text{loc}}(p)$, and $D_\mu$ cannot intersect $\partial(\gamma_1(\mu) \cup \gamma_2(\mu)) \subset \partial R_0 \cup W^s_{\text{loc}}(p)$. However, for sufficiently small values of $\mu$, $\gamma_1(\mu)$ coincides with $\gamma_2(\mu)$ and does not intersect $D_\mu$. Therefore, for some $\mu_n > 0$ there is a point $r_0$ of tangency between one of the curves $\gamma_i(\mu_n)$ and $D_{\mu_n}$. Note that this construction allows $\mu_n$ to be taken arbitrarily close to zero and $r_0$ to be arbitrarily close to $r$. We will take $G = F_{\mu_n}$. As always, we can assume without loss of generality, that the tangency at $r_0$ for $G$ is quadratic.

Let $q_0 = G^{-n-\text{per}(p)}(r_0), \hat{r} = G^{-N}(q_0)$ and $\hat{q} = G^N(r_0) = G^{n-\text{per}(p)+2N}(\hat{r})$. The point $\hat{r}$ lies in $W^u_{\text{loc}}(p)$ and is close to $r$. The points $q_0$ and $\hat{q}$ are close to $q$, and $\hat{q} \in W^s_{\text{loc}}(p)$ (see Fig. 3). We are going to prove that for the tangency at $\hat{q}$ condition (17) holds.

\footnote{In fact, this argument can be adapted for any one-parameter family that unfolds the tangency at $q$ generically.}
The point \( \hat{r} \) plays the same role for \( \hat{q} \) that \( r \) played for \( q \), so condition (17) takes the following form:

\[
\Delta := \det(\pi \circ dG^n_{\mu} \cdot \per(p) + 2N)(\hat{r})_{|E_{uw}^\hat{r}} > 0.
\] (18)

Since \( dG^n_{\mu}(\hat{r}) = dG^N(r_0) \circ dG^n_{\mu}(q_0) \circ dG^N(\hat{r}) \) we need to prove that

\[
\sgn \det(\pi \circ dG^N(r_0) \circ dG^n_{\mu}(q_0) \circ dG^N(\hat{r})_{|E_{uw}^\hat{r}}) = 1.
\]

Recall that \( dG^n_{\mu}(q_0) = dF^n_{\mu}(q_0) = L^a \). Let us introduce the following shorthand notation:

\[
\Xi = dG^N(r_0), \quad \Theta = dG^N(\hat{r}).
\]

Note that both \( \Xi \) and \( \Theta \) are close to \( dF^N_{0}(r) \) since \( r_0 \) and \( \hat{r} \) are close to \( r \) and \( \mu_n \) is close to zero.

**Remark.** Let us deal with the two-dimensional case first. If \( \dim M = 2 \), (18) is reduced to \( \det(\Xi \circ L^n \circ \Theta) > 0 \). Since \( \Xi \approx dF^N_{0}(r) \approx \Theta \), we have \( \sgn \det(\Xi) = \sgn \det(\Theta) \). Recall that \( n \) is even and therefore \( \det(L^n) > 0 \). Combining these two observations, we finish the proof. In the general case we implement the same idea.

Let us assume that \( dF^N(r)(E_{uw}^\hat{r}) \) is transversal to \( E^{ss}_q \): this is a generic property compatible with tangency at \( q \). Since \( \Theta \) is close to \( dF^N(r) \), we suppose that \( \Theta(E_{uw}^\hat{r}) \) is transversal to \( E^{ss}_{q_0} \). If \( n \) is large, \( L^n \circ \Theta(E_{uw}^\hat{r}) \) is a plane \( E_0 \) very close to \( E_{uw}^{r_0} \). If it is
close enough, we have
\[ \text{sgn } \Delta = \text{sgn det } \left( \pi \circ \Xi \circ L^n \circ \Theta \big|_{E^u} \right) = \text{sgn det } \left( \pi \circ \Xi \big|_{E^u_{r_0}} \right) \cdot \text{sgn det } \left( \pi \circ L^n \circ \Theta \big|_{E^u_r} \right). \]

Since \( \Xi \) is close to \( dF^N(r) \), we have
\[ \text{sgn det } \left( \pi \circ \Xi \big|_{E^u_{r_0}} \right) = \text{sgn det } \left( \pi \circ dF^N(r) \big|_{E^u_r} \right) = -1. \]

Furthermore, since the bundle \( E^u \) is invariant for \( L^n \), we can write
\[ \text{sgn det } \left( \pi \circ L^n \circ \Theta \big|_{E^u_{r_0}} \right) = \text{sgn det } \left( \pi \circ L^n \big|_{E^u_{r_0}} \circ \pi \circ \Theta \big|_{E^u_r} \right) = \text{sgn det } \left( \pi \circ L^n \big|_{E^u_{r_0}} \right) \cdot \text{sgn det } \left( \pi \circ \Theta \big|_{E^u_r} \right). \]

Finally, \( \text{sgn det } \left( \pi \circ \Theta \big|_{E^u_r} \right) = 1 \) since \( n \) is even, and
\[ \text{sgn det } \left( \pi \circ \Theta \big|_{E^u_r} \right) = \text{sgn det } \left( \pi \circ dF^N(r) \big|_{E^u_r} \right) = -1. \]

Therefore, \( \text{sgn } \Delta = -1 \cdot 1 \cdot (-1) = 1 \), which concludes the proof.

Remark 40. Note that for the new point of tangency we have
\[ \hat{q} \in W^u(G^{2N+n \cdot \text{per}(p)}(p)) \cap W^s(p) = W^u(G^{2N}(p)) \cap W^s(p) \]
(we denote the continuation of the original saddle \( p \) of \( F \) by the same symbol). If \( q \in W^u(p, F) \cap W^s(p, F) \), then \( N \) is divisible by \( \text{per}(p) \) and, therefore, \( \hat{q} \in W^u(p, G) \cap W^s(p, G) \).

From tangencies to transverse intersections

Proposition 41. Suppose that a diffeomorphism \( F \) has a homoclinic tangency associated with a sectionally dissipative saddle \( p \). Then either there are transverse homoclinic intersections that involve the same connected component of \( W^u(p) \setminus \{p\} \) as the tangency, or such intersections can be obtained by a small perturbation together with a new homoclinic tangency.

Proof. As always, we can assume that \( F \) is \( C^\infty \)-smooth, \( F^{\text{per}(p)} \) is linearizable in the neighborhood of \( p \), and the tangency is quadratic. Denote the point of tangency by \( q \).

If the tangency at \( q \) is a tangency from below, we can argue as in the proof of Proposition [3] and obtain a new tangency and transverse homoclinic intersections as required no matter if such transverse orbits existed prior to perturbation or not.

Suppose now that we have a tangency from above at \( q \). Denote by \( \Gamma \) the connected component of \( W^u(p) \setminus \{p\} \) involved in the tangency. Suppose that for the diffeomorphism \( F \) there are no transverse intersections between \( F^k(\Gamma) \) and \( W^s(p) \) for any \( k \in \mathbb{Z} \). If

\[ \text{See footnote [13].} \]
there is an orbit of tangency different from that of \( q \), we can perturb one of these orbits into an orbit of transverse intersection while preserving the second orbit unchanged.

Thus, we need to consider only the case when there are no intersections between \( \bigcup_k F^k(\Gamma) \) and \( W^s(p) \) other than those that belong to \( O(q) \). In this case the argument is analogous to the first part of the proof of Proposition 39 and even simpler.

Namely, we can consider the linearizing neighborhood \( R_0 \) and assume that \( q \in W^s_{loc}(p) \subset R_0 \) and \( r = F^{-N}(q) \in W^u_{loc}(p) \subset R_0 \), just like in the proof of Proposition 39. Consider again a small disk \( D \): \( q \in D \subset W^s_{loc}(p) \), and its \( F^N \)-preimage \( D_0 \) contained in a neighborhood of \( r \in \Gamma \). We assume that \( \partial D_0 \) is \( \delta \)-far from \( W^u_{loc}(p) \) and \( D_0 \) itself is \( \delta \)-far from \( \partial R_0 \cup W^s_{loc}(p) \).

Consider a special one-parameter family \( (F_\mu) \) that unfolds the tangency at \( q \). Let \( D_\mu := F_\mu^{-N}(D) \). Since we have a tangency from above when \( \mu = 0 \), for small (in absolute value) \( \mu < 0 \) there will be two transverse intersections between \( F_\mu(W^s_{loc}(p)) \) and \( W^s_{loc}(p) \) at the points \( z_1(\mu), z_2(\mu) \) near \( q \). Take some small \( \mu_0 < 0 \) and denote by \( \Gamma_{\mu_0} \) a small arc in \( W^u(O(p)) \) that starts at \( z_1(\mu_0) \) and goes up. For a sufficiently big even integer \( n \) there is a transverse intersection between \( F^{\mu_0}(\Gamma_{\mu_0}) \) and \( D_{\mu_0} \) near \( r \).

Let \( R \) be the intersection of \( R_0 \) with the upper half-space and \( \gamma(\mu), \mu < 0 \), be a connected component of the point \( \hat{z}_1 = F^{\mu_0}(\Gamma_{\mu_0})(z_1) \) in \( W^u(O(p)) \cap R \). Then for large \( n \) and small negative \( \mu \) the component \( \gamma(\mu) \) continuously depends on \( \mu \). Define the curve \( \gamma(0) \) by continuity. If \( n \) is sufficiently large, then for any \( \mu \in [\mu_0, 0] \) both endpoints of \( \gamma(\mu) \) lie far from \( D_\mu \), while \( \gamma(\mu) \) itself is at least \( \delta/2 \) close to \( W^u_{loc}(p) \). At the same time we can assume that \( \partial D_\mu \) is \( \delta \)-far from \( W^u_{loc}(p) \). Recall that for \( \mu = 0 \) we have no intersections between \( \gamma(\mu) \) and \( D_\mu \), but for \( \mu = \mu_0 \) there is a transverse intersection. Since for \( \mu \in [\mu_0, 0] \) the curve \( \gamma(\mu) \) and the disk \( D_\mu \) can intersect by interior points only, there is some value of \( \mu \) when a point of tangency appears. Thus we have obtained both transversal intersections and a tangency as required.

\[ \square \]

Remark 42. If for \( F \) the point of tangency \( q \) is not in \( W^{ss}(p) \), then the same argument yields that we either have a transversal intersection that involves the same connected components of \( W^u(p) \setminus \{p\} \) and \( W^s(p) \setminus W^{ss}(p) \) or can obtain such an intersection together with a new tangency that involves the same connected components (to be precise, their continuations). It suffices to notice that the new transverse or tangential intersections are constructed near the original orbit of tangency with respect to the metric on \( W^s(p) \).

Furthermore, if \( q \in W^u(p) \cap W^s(p) \), then this intersection also is in \( W^u(p) \cap W^s(p) \) (since per(\( p \)) divides \( N \)).

**Tangencies for invariant manifolds of the same saddle**

**Proposition 43.** If a diffeomorphism \( F \) has a lower quadratic tangency between \( W^s(p) \) and \( W^u(F^N(p)) \), where \( p \) is a sectionally dissipative periodic saddle, then by an arbitrarily \( C^{\infty} \)-small perturbation one can obtain a diffeomorphism \( G \) with a tangency between the stable and the unstable manifolds of the continuation of \( p \).
Proof. Consider a diffeomorphism $G$ and a point $\hat{q}$ as in the proof of Proposition 39. Note that for $G$ we have transversal intersections between $W^u(p)$ and $W^s(G^{-N}(p))$ (at the points $w_i(u_n)$ mentioned in the proof). The $\lambda$-lemma implies that $W^u(p)$ accumulates on $W^s(G^{-N}(p))$ and, therefore, transversally intersects also $G^{-N}(W^s(G^{-N}(p))) = W^s(G^{-2N}(p))$. Arguing inductively, we obtain that for any $k \in \mathbb{N}$ the unstable manifold $W^u(p)$ transversally intersects $W^s(G^{-kN}(p))$ and accumulates on $W^u(G^{-kN}(p)).$ Take $k = 3 \text{per}(p) - 2 > 0.$ This yields that $W^u(p)$ transversally intersects $W^s(G^{2N}(p))$ and accumulates on $W^u(G^{2N}(p)).$ But $W^u(G^{2N}(p))$ is tangent to $W^s(p)$ at $\hat{q}.$ Therefore, we can obtain a tangency between $W^u(p)$ and $W^s(p)$ by another small perturbation arguing as in the proof of Proposition 36. 

Proposition 44. Suppose that a diffeomorphism $F$ has a sectionally dissipative periodic saddle $p$ and there is a quadratic tangency between $W^s(p)$ and $W^u(F^N(p))$ at the point $q.$ Then by an arbitrarily $C^\infty$-small perturbation one can obtain a diffeomorphism $G$ with a tangency between the stable and the unstable manifolds of the continuation of $p.$

Proof. Since the case of a lower tangency was already considered in the previous proposition, we assume that there is a tangency from above at $q.$ Without loss of generality we can also suppose that $q \notin W^s(p)$ and the saddle $p$ has transverse homoclinic orbits that involve the same connected components of $W^u(p) \setminus \{p\}$ and $W^s(p) \setminus W^s(p)$ as the orbit of tangency (see Proposition 41 and Remark 42).

Since the tangency at $q$ is a tangency from above, Proposition 36 yields that we can switch to another saddle heteroclinically related to $p$ and obtain, by a small perturbation of $F,$ a lower tangency associated with the continuation of this new saddle. Let us denote the perturbed map by $\hat{F}$ and the new saddle by $\hat{p}$ and preserve the notation $p$ for the continuation of the original saddle. Note that we can take $\hat{p}$ such that $\text{per}(\hat{p}) = l \cdot \text{per}(p)$ (for some $l \in \mathbb{N}$), $W^u(p, \hat{F}) \cap W^s(\hat{p}, \hat{F}) \neq \emptyset,$ and $W^s(p, \hat{F}) \cap W^u(\hat{p}, \hat{F}) \neq \emptyset,$ as in the proof of Proposition 36.

Applying Proposition 43 to $\hat{F},$ we obtain a diffeomorphism $\hat{G}$ such that there is a tangency between the stable and the unstable manifolds of the continuation of $\hat{p}.$ Again, let us preserve the notation $p, \hat{p}$ for the continuations of our saddles.

Since $W^u(p, \hat{G}) \cap W^s(\hat{p}, \hat{G}) \neq \emptyset$ and $\text{per}(p) \mid \text{per}(\hat{p}),$ we have that $W^u(p, \hat{G})$ accumulates on $W^u(\hat{p}, \hat{G}).$ Analogously, since $W^s(p, \hat{G}) \cap W^u(\hat{p}, \hat{G}) \neq \emptyset,$ we have that $W^s(p, \hat{G})$ accumulates on $W^s(\hat{p}, \hat{G}).$ Then, arguing as in the proof of Proposition 36, we can make a small perturbation and obtain a diffeomorphism $G$ with a tangency between the stable and the unstable manifolds of the continuation of $p,$ which finishes the proof.

End of the proof

Now when we proved the auxiliary propositions, we can get back to the proof of the capture lemma. Recall that we assumed $F \in \text{Diff}_\infty(M)$ to have a sectionally dissipative saddle $p$ with a quadratic homoclinic tangency between $W^s(p)$ and $W^u(F^N(p))$ at the point $q.$ Our goal is to match all assumptions of Proposition 35 and obtain an extremely
dissipative saddle heteroclinically related to the continuation of $p$ and having an orbit of tangency. However, we assume that Proposition 35 is not applicable to $F$ yet.

We are going to perform a series of perturbations, each of them arbitrarily $C^\infty$-small, and obtain in the end a diffeomorphism, a saddle, and a tangency for which Proposition 35 is applicable. In order to simplify the notation, we will repeatedly replace $F$ with the perturbed maps. At each step we also replace our saddle $p$ either by its hyperbolic continuation or by another saddle heteroclinically related to this continuation, and we obtain a new point of tangency, which we continue to denote by $q$ though it is a different point associated with the new saddle $p$.

1. First, by Proposition 44 we can obtain, by a small perturbation, a new tangency between the stable and the unstable manifolds of the continuation of $p$. Thus, we replace the diffeomorphism $F$ by the perturbed map and preserve the original notation for the continuation of $p$ and for the new point of tangency. If we already had a tangency between $W^s(p)$ and $W^u(p)$, this step is redundant.

2. Now we assume that $F$ has a quadratic tangency between $W^u(p)$ and $W^s(p)$ at $q$, the saddle $p$ being, as always, sectionally dissipative. In Section 5 of [PV] J. Palis and M. Viana prove that in this case a small perturbation yields another sectionally dissipative saddle $\tilde{p}$ that has a homoclinic tangency associated with it, has a unique weakest contracting eigenvalue and, moreover, is heteroclinically related to the original one.

There might be a small gap in the argument of J. Palis and M. Viana, but it is easy to fix it. In order to prove this result they first impose some genericity condition on $F$ and then consider a one-parameter family $(F_\mu)$, $F_0 = F$, that generically unfolds the tangency. Their argument suggests, however, that for $\mu > 0$ the tangency is unfolded with creation of transverse intersections and that there is also a sequence $(\mu_j)_{j \in \mathbb{N}}$, $\mu_j > 0$, $\mu_j \to 0$ as $j \to \infty$, such that the maps $F_{\mu_j}$ have new tangencies associated with the continuation of $p$. But it may happen that this is not the case: it is possible that the new tangencies appear only for negative $\mu$. However, this is always the case for a lower tangency, as one can see from the first part of the proof of Proposition 39. Thus, one can use Proposition 36 (with Remark 37) to switch to a heteroclinically related saddle with a lower tangency first and then argue as J. Palis and M. Viana do.

As before, we replace $F$ by the perturbed map and $p$ by $\tilde{p}$ without changing the notation.

3. Now we assume that the saddle $p$ has a unique weakest contracting eigenvalue and there is a quadratic homoclinic tangency at $q \in W^u(p) \cap (W^s(p) \setminus W^ss(p))$. Using Proposition 41 with Remark 42 we can also assume that there is a transverse homoclinic intersection between the same connected components of $W^u(p) \setminus \{p\}$ and $W^s(p) \setminus W^ss(p)$.

If the tangency at $q$ is a tangency from above, we can apply Proposition 36 (with Remark 37) to obtain a new tangency from below between $W^u(p)$ and $W^s(p) \setminus W^ss(p)$. In this case we replace the map, the saddle, and the tangency by the new ones again. By Remark 38 we can assume that there still are transversal homoclinic orbits that

---

19 They suppose that the map $\Phi$ (defined before condition (17)) is an isomorphism.
20 We might need another perturbation to move the tangency off $W^ss(p)$ and make it non-degenerate.
involve the same connected components of $W^u(p) \setminus \{p\}$ and $W^s(p) \setminus W^{ss}(p)$ as the tangency. If we have accidentally lost linearizability of $F_{\text{per}}(p)$ in the neighborhood of $p$ (actually, we could not), we can restore it by a small perturbation that preserves all relevant properties of our map.

4. Thus, now we assume that the tangency at $q$ is a tangency from below. If this tangency does not satisfy condition (17), then apply Proposition 39 with Remark 40 to obtain, after a small perturbation, a new tangency that satisfies condition (17). We can assume that the linearizability is preserved. Replace the map and the tangency by the new ones. The new tangency belongs to the same connected components of $W^u(p) \setminus \{p\}$ and $W^s(p) \setminus W^{ss}(p)$ as before (recall that in the proof of Prop. 39 $\hat{q}$ is close to $q$), therefore there are still transversal homoclinic intersections as in condition c) of Proposition 35. Then Proposition 35 can be applied to our new $F$.

5. Proposition 35 yields that after another perturbation we finally obtain an extremely dissipative saddle heteroclinically related to the continuation of the saddle $p$. Using Proposition 34, we can also suppose that for this new map there is a homoclinic tangency associated with this extremely dissipative saddle.

At each step of our argument we could replace saddle $p$ either by its continuation or by a heteroclinically related saddle only, so this final extremely dissipative saddle is heteroclinically related to the continuation of the original saddle $p$ that existed prior to any perturbation. We can apply the capture lemma to the tangency associated with the extremely dissipative saddle and conclude, as above, that after a proper perturbation the unstable manifolds of the continuations of both the extremely dissipative saddle and the original one intersect a basin of a sink. Now the proof of the capture lemma is complete.

6 Dominated splitting or instability

6.1 Statement and plan of the proof

C. Bonatti, L. J. Dáíaz and E. R. Pujals prove in [BDP, Cor. 0.3] the following dichotomy for a $C^1$-generic diffeomorphism of a closed manifold: for each periodic hyperbolic saddle its homoclinic class either admits a dominated splitting or is contained in the closure of an infinite set of sinks or sources. In this section by a relatively simple argument also based on [BDP] we will deduce Theorem [B] from a technical statement that underlies the result we have just quoted. Let us recall the statement of Theorem [B] for convenience.

**Theorem [B]** For a Baire-generic diffeomorphism $F \in \text{Diff}^1(M)$, $M$ being a closed manifold, either any homoclinic class of $F$ admits some dominated splitting, or the Milnor attractor is Lyapunov unstable for $F$ or $F^{-1}$.

Note that the two cases considered in Theorem [B] are not mutually exclusive. Indeed, one can take locally generic diffeomorphisms with unstable attractors from the previous sections, multiply them by a strong contraction, and thus obtain a dominated splitting whereas the attractors will still be unstable. What Theorem [B] really says is that
the absence of a dominated splitting over some homoclinic class gener ically implies instability of the Milnor attractor (perhaps, for the inverse map).

We will need the following fact that, though not stated explicitly, is proved in [BDP].

**Theorem 45** ([BDP], Lemma 1.9 + Lemma 1.10 + Prop. 2.1). Suppose that \( p \) is a periodic hyperbolic saddle of the diffeomorphism \( F \in \text{Diff}^1(M) \) and the homoclinic class \( H(p, F) \) does not admit a dominated splitting. Then, for any sufficiently small \( \varepsilon > 0 \), in any neighbourhood of \( p \) one can find a periodic saddle \( q \) with the following properties:

- \( q \) is heteroclinically related to \( p \),
- there are linear maps \( A_j \) \( \varepsilon \)-close to the differentials \( dF(F^{j-1}(q)) \), \( j = 1, \ldots, \text{per}(q) \), such that the composition \( A = A_{\text{per}(q)} \circ \cdots \circ A_1 \) is either a contraction or a dilation.\(^{21}\)

**Remark 46.** Actually, it follows from Remarks 5.5 and 5.6 in [BDP] that if \( H(p, F) \) contains a dissipative saddle \( p_1 \) heteroclinically related to \( p \) then one can take \( q \) such that the perturbation of the differentials along \( O(q) \) yields a contraction. Respectively, if there is an area-expanding \( p_2 \), one may assume that \( A \) is a dilation.

Recall that according to Franks’ lemma [F, Lemma 1.1] an \( \varepsilon \)-perturbation of the differential \( dF \) over a finite subset \( B \subset M \) can be realized by a diffeomorphism \( G \) that is \( 10\varepsilon \)-close to \( F \) in \( C^1 \) and coincides with \( F \) on \( B \) and outside some neighborhood of \( B \) that may be chosen to be arbitrary small. Therefore Theorem 45 combined with Franks’ lemma may be viewed as a means of creating sinks near the (continuation of the) saddle \( p \).

In order to prove Theorem B we will first deduce from Theorem 45 an analogue of the capture lemma: if there is a saddle \( q \in H(p, F) \) that can be turned into a sink by a small perturbation, then there is another saddle \( Q \in H(p, F) \) that not only becomes a sink after an appropriate perturbation, but also catches a part of the unstable manifold of the continuation of \( p \) into its basin of attraction. Since the proof of this lemma is a little technical, it is presented in a separate subsection.

Then a localized version of Theorem B can be proved similarly to Theorem A the only difference is that we should obtain new sinks with the help of Theorem 45 and Franks’ lemma and use the new capture lemma instead of the old one.

The global version of Theorem B is obtained from the local version by an argument of the Kupka-Smale type similar to the proof of Cor. 0.3 in [BDP].

### 6.2 Another capture lemma

**Lemma D** (another capture lemma). For any \( \varepsilon_0 > 0 \) there exists \( \varepsilon < \varepsilon_0 \) such that the following holds. Suppose that \( H(p, F) \) does not admit any dominated splitting and the point \( q \) provided by Theorem 45 for a given \( \varepsilon \) yields a contraction. Then by an

\(^{21}\)In this context a contraction (dilation) is meant to be a linear map with moduli of eigenvalues less than 1 (greater than 1), and we do not assume that the norm of this map is necessarily less than 1 (resp., greater than 1). Then, since \( \varepsilon \) is arbitrary, we don’t actually need to specify which norm we use to define the \( \varepsilon \)-perturbation of \( dF \). By default, we will assume the operator norm that corresponds to the vector norm provided by the Riemannian structure.
$\varepsilon_0$-perturbation of $F$ in $\text{Diff}^1(M)$ we can obtain a diffeomorphism $G$ such that the point $p$ is a hyperbolic saddle\footnote{and it is a hyperbolic continuation of the saddle $p$ of $F$.} for $G$ and $W^u(p,G)$ intersects the attraction basin of some sink.

**Idea of the proof**

Consider the saddle $q$ given by Theorem 15. Since it is heteroclinically related to $p$, there is a transverse heteroclinic orbit $O(z)$ that accumulates to $O(p)$ in the past and to $O(q)$ in the future. When we perturb the map in the neighborhood of $O(q)$ in order to turn $q$ into a sink, we cannot a priori be sure that $z$ will end up in the basin of this sink. It may happen, informally speaking, that the orbit of $z$ will leave the neighborhood where the map was perturbed just after a few iterations and long before $O(z)$ feels any attraction towards the new sink.

In order to circumvent this we will find another saddle $Q$ heteroclinically related to $p$ and such that the orbit of $Q$ makes $k$ winds close to the orbit of $q$, $k$ being arbitrarily large, and then closes after a few iterations. Denote by $x$ a heteroclinic point that goes from $O(p)$ to $O(Q)$. We will perform the perturbation in the neighborhood of $O(Q)$ in the following way. First, as in Franks lemma, the orbit of $Q$ itself will not be perturbed. Second, during the first $k_1$ winds there will be no perturbation, and we will let the images of $x$ approach the orbit of $Q$ as they do for the unperturbed map $F$. We need these images to come so close to $O(Q)$ that when we finally perturb the map in the neighborhood of the $(k_1 + 1)$-th wind, the corresponding points of the orbit of $x$ would stay in this neighborhood during the whole wind. Since the wind is close to $O(q)$, the perturbation can be so chosen that the image of $x$ is actually attracted to $O(Q)$ during the wind. Then we can repeat the same procedure during the rest of the winds.

We will make sure that the number of these winds $k_2 = k - k_1$ is very large, much larger then $k_1$. Then $Q$ will become a sink no matter that there was no perturbation done during the first $k_1$ winds and there would be no perturbation during those few iterations that the orbit of $Q$ may spend far from the orbit of $q$. Moreover, if $k_2$ is large enough, the future orbit of $x$ will be attracted to this sink, which will conclude the proof, because $x \in W^u(O(p))$.

**Saddle $Q$**

Since $q \in H(p,F)$, there are transverse homoclinic intersections associated with $q$. Then there is also a non-trivial basic set $\Lambda \subset H(p,F) = H(q,F)$ such that $q \in \Lambda$ (see, for example, \cite[Thm 6.5.5]{KH}). For a fixed $\delta > 0$ and any $k \in \mathbb{N}$, there is a periodic saddle $Q \in \Lambda$ with the following property: the orbit of $Q$ makes at least $k$ winds $\delta$-close to the orbit of $q$, and then closes after a number of iterations limited by a fixed integer that does not depend on $k$.

Indeed, any basic set admits Markov partitions of arbitrarily small diameter (see \cite[§18.7]{KH}). Take a Markov partition of diameter less than $\delta$ for $\Lambda$ and consider the cor-
responding\footnote{See [KH, Thm 18.7.4.].} transitive Markov chain $(\Sigma_A, \sigma_A)$ that is semi-conjugated to the dynamics on $\Lambda$. Take a finite word $w$ defined by which rectangles of partition are consecutively visited by the orbit of $q$, then consider its $k$-th power (under concatenation) $[w]^k$ and take another finite word $w_0$ such that, first, $[w]^k w_0$ is not a power of any word and, second, our Markov chain admits a transition between the last letter of $w_0$ and the first letter of $w$. Note that $w_0$ can be taken independent of $k$, at least if we assume that there is a rectangle of the partition not visited by $O(q)$. Then the periodic sequence $\omega \in \Sigma_A$ defined by the word $[w]^k w_0$ exists, and it is mapped to the required periodic point $Q$ by the semi-conjugacy map.

Let us state explicitly that when we speak about the “winds” of the orbit $O(Q)$ around the orbit $O(q)$, we assume that $Q$ is $\delta$-close to $q$ and the same is true for $F^j(Q)$ and $F^j(q)$ for $j = 1, 2, \ldots, kn$, where $n$ is the period of $q$. Each wind is a subset of $O(Q)$ that consists of $n$ consecutive points, namely the points $F^{u(j-1)+i}(Q)$, $i = 0, \ldots, n - 1$, for the $j$-th wind. We will denote the period of $Q$ by $N$. Obviously, $N > kn$.

Observe that by taking $\delta$ small enough we can ensure that the differentials at the points of $O(Q)$ that belong to the winds are $\varepsilon$-close to differentials at the corresponding points of $O(q)$. Therefore the composition of differentials along any wind can be turned into a contraction by $2\varepsilon$-perturbations of these differentials. Since the number of iterations that $O(Q)$ spends far from $O(q)$ is limited whereas $k$ may be taken arbitrarily large, we conclude that the composition of differentials along the whole $O(Q)$ may be turned into a linear contraction as well.

From now on we assume for simplicity, that for each point of the orbit $O(Q)$ we fix local coordinates with the origin at this point and whenever we consider $F$ restricted to a small neighborhood of the orbit $O(Q)$, we use these local coordinates. Then we may informally speak, for instance, about a linear mapping from the vicinity of $Q$ to the vicinity of $F(Q)$, or even about the mapping coinciding or $C^1$-close to $dF(Q)$. A formal way to say the same thing would be to consider an exponential mapping (given by the Riemannian metric) and then consider $\exp \circ dF(Q) \circ \exp^{-1}$. Moreover, we will switch to the euclidean metric and vector norm given by our fixed coordinates. When we change the vector norm, $\varepsilon$-perturbations of the differentials become $C\varepsilon$-perturbations for some positive constant $C$, so let us redefine $\varepsilon$ so that we do not need to write this constant every time.

The points $p$ and $Q$ are heteroclinically related (since this relation is transitive), therefore $W^u(O(p))$ transversally intersects $W^s(O(Q))$ at some point $x$. Replacing if necessary the points $p, Q, x$ by their images under some iteration of $F$ we can find a number $r < \min(\delta, \varepsilon)$ such that for the $r$-neighborhood $W$ of $O(Q)$ the following holds:

\begin{itemize}
  \item $W$ is a union of disjoint balls $B_j$, $j = 1, \ldots, N$ of radius $r$ centered at the points of $O(Q)$;
  \item in each ball $B_j$ the map $F$ is $\varepsilon/10$-close in $C^1$-topology to the linear map that corresponds to the differential at the center of the ball, i.e., to $dF(F^{j-1}(Q))$;
  \item $x \in W$, but the past semi-orbit of $x$ does not intersect $W$;
  \item $x \in W^s_{loc,r}(Q) \cap W^u(p)$.
\end{itemize}
In what follows we do not perturb $F$ outside $W$, therefore the point $x$ stays at the unstable manifold of the saddle $p$. We will perform the perturbation of $F$ in $W$ in two steps.

**Step 1: no perturbation during the first $k_1$ winds**

During the first step that consists of $k_1$ winds we do not perform any perturbations. The number $k_1$ should be chosen so large that the following inequality holds:

$$\frac{\text{dist}(F^{nk_1}(x), F^{nk_1}(Q))}{\text{dist}(x, Q)} < \frac{1}{10(L+1)^{n-1}},$$

(19)

where $L$ is the Lipschitz constant for $F$.

The distance between the images of $x$ and $Q$ decreases because $Q \in \Lambda$ and $x \in W^s_{loc,r}(Q)$. Indeed, it follows from the definition of a hyperbolic set that there are constants $c > 0$ and $\lambda < 1$ such that for any $z \in \Lambda$ and any $y \in W^s_{loc,r}(z)$, if $r$ is small enough, the following holds:

$$\forall j \in \mathbb{N}, \quad \text{dist}(F^j(y), F^j(z)) \leq c\lambda^j \cdot \text{dist}(y, z).$$

This inequality implies that (19) holds for large values of $k_1$.

Denote $x_1 = F^{nk_1}(x)$ and $Q_1 = F^{nk_1}(Q)$. Since $\text{dist}(x, Q) \leq r$, inequality (19) implies that $\text{dist}(x_1, Q_1) < r/(10(L+1)^{n-1})$.

**Step 2: actual perturbation**

Now the second step begins. It consists of $k_2 = k - k_1$ winds.

Theorem 45 provides $n$ linear maps $A_1, \ldots, A_n$ such that these are $\varepsilon$-perturbations of the differential along the orbit of $q$ and the composition $A = A_n \circ \cdots \circ A_1$ is a contraction. Let us assume for simplicity that $A$ contracts the euclidean norm. In the general case this is true for some power of $A$ and the argument should be modified accordingly.

Consider the $(k_1 + 1)$-th wind of $O(Q)$ around $O(q)$ that starts at $Q_1$ and continues up to $Q_n := F^{n-1}(Q_1)$. Recall that, since $Q_1$ is $\delta$-close to $F^{nk_1}(q) = q$, we assume that the map $A_1$ is a $2\varepsilon$-perturbation of the differential at $Q_1$, and, analogously, each $A_j$ is a $2\varepsilon$-perturbation of the differential at the corresponding point of the wind.

Take a ball $B(Q_1, \frac{r}{10})$ of radius $\frac{r}{10}$ centered at $Q_1$ and a ten times larger ball $B(Q_1, r)$ with the same center (this larger ball actually coincides with the previously defined ball $B_j$ with $j = nk_1 + 1$). We can modify $F$ inside $B(Q_1, r)$ in such a way that inside $B(Q_1, \frac{r}{10})$ the resulting map would coincide with the map $A_1$. This can be made by a $(c_1 \cdot 2\varepsilon)$-perturbation, where $c_1 \geq 1$ depends on the radii of the two balls, but not on $\varepsilon$.

Analogously, for any $j \in \{2, \ldots, n\}$ we can take balls of radii $\frac{r}{10}$ and $r$ centered at $Q_j := F^{j-1}(Q_1)$ and modify $F$ inside the bigger ball so that the restriction of the

\[\text{dist}(F^{nk_1}(x), F^{nk_1}(Q)) \leq \frac{1}{10(L+1)^{n-1}},\]

Note that we can not argue like that in the case of an arbitrary saddle. Imagine a situation when there is a weak repulsion during nearly the whole periodic orbit and at the very end a few decisive iterations make it a saddle.

Actually, making the radii small and their ratio large, we could take $c_1$ arbitrarily close to 1.
new map to the small ball coincide with $A_j$. Since for different $j$ the big balls do not intersect, it still takes merely a $(c_1 \varepsilon)\text{perturbation}$ to perform the overall modification.

We will preserve the notation $F$ for the modified map. It is important that after this modification the point $x$, in general, does not belong to the stable manifold of $Q$. However, at the end of the wind the corresponding iterate of $x$ is still inside the ball $B(Q_n, r)$.

Indeed, recall that we have denoted by $d$ the distance between $Q_1$ and $x_1 \in O(x)$. Obviously, the distance between $x_2 = F(x_1)$ and $Q_2 = F(Q_1)$ is less than $d \cdot (L + 1)$, where $L$ is the Lipschitz constant for the original $F$: we assume that $\varepsilon$ is small and add 1 to $L$ in order to take the perturbation into account. Likewise, we have for $x_j = F^{j-1}(x_1)$ that $\text{dist}(x_j, Q_j) < d \cdot (L + 1)^j$. Since, as we required during the first step, $d \cdot 10 \cdot (L + 1)^{n-1} < r$, we conclude that during this wind the points of $O(x)$ stay inside the union of smaller balls where the original map was replaced by the maps $A_1, \ldots, A_n$.

Recall that we assume the composition $A = A_n \circ \cdots \circ A_1$ to be a contraction map in our euclidean metric. Denoting by $\lambda_1$ the minimal rate of this contraction we obtain

$$\text{dist}(F^n(x_1), F^n(Q_1)) \leq \lambda_1 \cdot d < d.$$ 

This means that we can repeat the same modification procedure for the next wind and further on up to the end of the $k$-th wind.

**Attraction to the sink**

If $k_2$ is large enough, after Step 2 the point $Q$ becomes a sink and $x$ is in its basin of attraction. Indeed, let us show that if $k_2$ is sufficiently large, then any point $y$ that is $d$-close to $Q_1$ (in particular, the point $x_1 \in O(x)$) is attracted to this sink. Recall that $N = \text{per} (Q) = (k_1 + k_2)n + r_0$, where $r_0 = \text{length}(w_0)$ is smaller than some constant whereas $k_1$ and $k_2$ may be chosen arbitrary large, and we have already chosen $k_1$. We have

$$\text{dist} (F^N(y), Q_1) = \text{dist} (F^N(y), F^N(Q_1)) \leq (\lambda_1^{k_2} \cdot (L + 1)^{k_1 n + r_0}) \cdot \text{dist} (y, Q_1).$$

For a large $k_2$ the inequality $\lambda_1^{k_2} \cdot (L + 1)^{k_1 n + r_0} < \frac{1}{2}$ holds. Then we have

$$\text{dist} (F^N(y), Q_1) \leq \frac{1}{2} \cdot \text{dist} (y, Q_1).$$

This shows that $x_1$ and its preimage $x$ are both attracted to the sink.

Thus after a $2c_1 \varepsilon$-modification of the initial map inside the domain $W$ we see that:

- the past semi-orbit of $x$ is unchanged, and consequently $x$ is still in $W^u(p)$;
- the orbit of $Q$ is unchanged, but $Q$ becomes a sink, and $x$ is in its basin of attraction.

If $\varepsilon$ is small enough, we have $2c_1 \varepsilon < \varepsilon_0$. Then we have obtained an $\varepsilon_0$-modification of the initial $F$ with the required property. This completes the proof of the lemma.
6.3 Local version of Theorem \[3]\]

The following statement is a localized version of Theorem \[3]\].

**Theorem 47.** Suppose that \( F \in Diff^1(M) \) has a neighborhood \( U \) where the hyperbolic continuation of a periodic saddle \( p \) of \( F \) is defined, and, moreover, for any \( G \in U \) this saddle is dissipative. Then for a Baire-generic \( G \in U \) either \( H(p(G), G) \) admits a dominated splitting, or \( A_M(G) \) is Lyapunov unstable.

**Proof.** We will show, for a generic diffeomorphism \( G \in U \), that if \( H(p(G), G) \) does not admit a dominated splitting, then \( G \) satisfies both assumptions of Proposition \[4]\], i.e., there is a sequence of sinks accumulating to \( p(G) \) and the unstable manifold of \( p(G) \) intersects the basin of some sink. Then Proposition \[4]\] will imply that the Milnor attractor \( A_M(G) \) is unstable.

Denote by \( DS(U) \) the subset of \( U \) that consists of diffeomorphisms \( G \) for which \( H(p(G), G) \) admits a dominated splitting. Consider the interior of \( DS(U) \) and denote by \( V \) the complement of the closure of this interior in \( U: V = U \setminus Cl(IntDS(U)) \). It follows from the definition that \( V \) contains a dense subset of diffeomorphisms \( G \) for which \( H(p(G), G) \) does not admit any dominated splitting. If \( V \) is empty, we are done: the homoclinic class \( H(p(G), G) \) admits a dominated splitting for a topologically generic \( G \in U \). If \( V \neq \emptyset \), Theorem \[45]\] (combined with Franks’ lemma) implies that any diffeomorphism \( G \in V \) can be approximated by a diffeomorphism with a sink or a source \( s \) close to the continuation of \( p \). Since we assume that \( p(G) \) is dissipative, by Remark \[46]\] we can also assume that \( s \) is a sink.

Then we can use the Newhouse argument as in the proof of Theorem \[A\] (see Section 4.3). The only difference is that new sinks are obtained not by unfolding homoclinic tangencies but with the help of Theorem \[45]\] as above. This argument yields that generically in \( V \) sinks accumulate to the hyperbolic continuation of \( p \).

Further note that Lemma \[D\] can be applied to any diffeomorphism \( G \in V \) for which \( H(p(G), G) \) does not admit a dominated splitting, and such diffeomorphisms are dense in \( V \). Then there is an open and dense subset of \( V \) where for any diffeomorphism \( G \) the unstable manifold \( W^u(p(G), G) \) intersects a basin of a sink. Thus, there is a residual subset \( R \) of \( V \) where both assumptions of Proposition \[14]\] are satisfied and therefore \( A_M \) is unstable.

The observation that the union \( R \cup DS(U) \) is a residual subset of \( U \) completes the proof. \( \square \)

6.4 Global version of Theorem \[3]\]

Theorem \[3]\] may be proved now by essentially the same argument as Cor. 0.3. in [BDP].

**Proof of Theorem \[A\]** Diffeomorphisms for which all periodic points of period less than \( n \) are hyperbolic form an open and dense subset \( U_n \) of \( Diff^1(M) \). Let us split \( U_n \) into the union of open subsets \( U_{n,\alpha} \) such that for \( F \in U_{n,\alpha} \) the number of saddles of period less than \( n \) is constant and equal to \( k(\alpha) \), and these saddles vary continuously with the map. Take some \( U_{n,\alpha} \) and denote those saddles by \( p_1, \ldots, p_k \).
For each $j$ consider a set $DS(p_j) \subset U_{n,\alpha}$, where $H(p_j(G), G)$ admits a dominated splitting. Then fix $j$ and consider an open set $V_j = U_{n,\alpha} \setminus \text{Cl}(\text{Int}(DS(p_j)))$. Denote by $V_j^+$ (resp. $V_j^-$) an open subset of $V_j$ that consists of diffeomorphisms for which $p_j$ is dissipative (resp. area-expanding). The union $V_j^+ \cup V_j^-$ is dense in $V_j$. Application of Theorem 47 to $V_j^+$ yields a residual subset $R_j^+ \subset V_j^+$ where diffeomorphisms have unstable Milnor attractors. An analogous argument for $V_j^-$ in the inversed time provides a residual $R_j^- \subset V_j^-$ such that for each $F$ in this set the inverse map $F^{-1}$ has an unstable Milnor attractor. Then $R_j = R_j^- \cup R_j^+$ is residual in $V_j$. The union of $R_j$ and $DS(p_j)$ is a residual subset of $U_{n,\alpha}$. Intersecting these $R_j \cup DS(p_j)$ we obtain a residual subset $R_{n,\alpha}$ of $U_{n,\alpha}$. For any $F \in R_{n,\alpha}$ either homoclinic classes of all saddles $p_j$ admit some dominated splittings or the Milnor attractor of $F$ or $F^{-1}$ is unstable. Finally, $R = \bigcap \bigcup_{n,\alpha} R_{n,\alpha}$ is a global residual subset such that for any $F \in R$ either every homoclinic class admits a dominated splitting, or $A_M(F)$ is unstable for $F$, or $A_M(F^{-1})$ is unstable for $F^{-1}$.
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