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Abstract—What if deep neural networks can learn from sparsity-inducing priors? When the networks are designed by combining layer modules (CNN, RNN, etc), engineers less exploit the inductive bias, i.e., existing well-known rules or prior knowledge, other than annotated training data sets. We focus on employing sparsity-inducing priors in deep learning to encourage the network to concisely capture the nature of high-dimensional data in an unsupervised way. In order to use non-differentiable sparsity-inducing norms as loss functions, we plug their proximal mappings into the automatic differentiation framework. We demonstrate unsupervised learning of U-Net for background subtraction using low-rank and sparse priors. The U-Net can learn moving objects in a training sequence without any annotation, and successfully detect the foreground objects in test sequences.

Index Terms—nuclear loss function, Robust PCA, proximity operator

I. INTRODUCTION

Deep learning is a powerful technique for large-scale data analytics. There has not, however, been established a comprehensive deep-learning methodology for exploiting mathematically modeled domain knowledge. Even though experts in some domain have already designed a mathematical model that can approximately represent underlying data constructions with interpretable explanatory parameters, there is no guideline to use such domain knowledge for deep learning. Without the domain knowledge, data scientists have to re-invent their own model typically as a deep neural network, and fit it to large-scale data. As a consequence, deep neural networks have to be given prior domain knowledge indirectly through data sets annotated by experts, and not directly by existing mathematical models. Similar criticisms are found in [1], [2].

In this paper, we propose to explicitly use a sparse model as loss functions for training a deep neural network. Sparse modeling is a successful strategy for concisely explain the ingredients of high-dimensional data. The low-rank and sparse (L+S) model is suitable for analyzing a sequence or collection of data composed of linearly dependent and sparse features [3]. In deep learning methods, the nuclear norm (a.k.a., trace norm) and $\ell_1$ norm have been respectively used for regularizing network weights to be linearly dependent and sparse [4], [5]. To the best of our knowledge, our work is the first to apply these norms to the outputs of neural network in order to achieve unsupervised learning. In both the uses of L+S-inducing priors, there remains a potential issue in optimization.

Since the nuclear and $\ell_1$ norms are non-smooth functions, the loss function with these norms cannot be well minimized by the automatic differntiation frameworks for deep learning. We improve this by plugging proximal mappings [6]–[10] into the gradient-based minimization.

This paper begins with an overview of deep-learning schemes to position our work. As a typical application of unsupervised deep learning with sparsity-inducing priors, we introduce the nuclear and $\ell_1$ norms into the loss function for training a U-Net [11] as shown in Fig. 1. It is experimentally shown that, in a background subtraction task, the U-Net can learn to detect foreground objects in an image sequence without any annotation.

II. SPARSITY-AWARE DEEP-LEARNING SCHEMES

As summarized in Table 1 we categorize deep-learning schemes by network architecture and training criteria from the viewpoint of whether mathematically-modeled domain knowledge is taken into account. There are two main approaches to designing the network architecture. One is the successful analogy of biological neural processing (“Neural-model-based” in Table 1): sequential and/or recurrent connections of artificial neural network modules such as convolutional layers and dense layers, each often followed by nonlinear activation.
TABLE I
CATEGORIES OF NETWORK ARCHITECTURE AND TRAINING CRITERIA.

| Training                  | Architecture                                      | Mathematical-model-based                  |
|---------------------------|--------------------------------------------------|-------------------------------------------|
| Without sparsity-inducing prior | Convolutional/recurrent neural networks           | Unrolled sparse solvers, e.g., LISTA [12], CORONA [13] |
| With sparsity-inducing prior (our work) | Sparse feature learning [14]–[19], L+S regularization of network weights (U-Net trained with L+S output loss) | None (but crucial to prevent catastrophic forgetting) |

Another modeling approach is the so-called unfolding or loop unrolling (“Mathematical-model-based”): representation of a truncated iterative algorithm with a finite number of steps as a trainable feed-forward networks. Although there are many cases of unfolding, this approach has been shown to be very beneficial when applied to sparse coding. Gregor and LeCun [12] showed that early truncation of sparse encoders such as the iterative soft-thresholding algorithm (ISTA) [8] can be trained so as to produce approximate solutions, which impressively reduces computation time of sparse coding. The unfolding technique was also applied to ISTA for robust PCA [13].

There is plenty of room to incorporate sparsity-inducing priors into training as knowledge injection. They have explicitly been utilized for sparsification of hidden unit outputs in autoencoder-based sparse feature learning [14]–[19] as well as for low-rank and/or sparse regularization of network weights [5], [20]. The nuclear norm has not been used as a backpropable weights [5], [20]. The nuclear norm has not been used as a loss function yet, even though it is backpropable via automatic differentiation of the singular value decomposition [21]. The ℓ1 norm and nuclear norm are the convex relaxation of the ℓ0 norm and matrix rank, respectively. Because of the non-smoothness of these norms, most of the prior work mentioned above compromise some suboptimal training results by gradient-based methods with or without smoothing the norms. Proximal mapping as proposed in [19] is essential for the optimization of a loss function with sparsity-inducing norms, since the optimal solution locates at a non-differentiable point in the solution space. On fine tuning of a sparse-model-based network, using the sparsity-inducing norms as loss functions would be crucial to prevent catastrophic forgetting.

III. TRAINING U-NET FOR SEPARATING SPARSE FROM LOW-RANK COMPONENTS

Common occurrence of some features in a sequence or collection of data are likely derived from normal events or spatio-temporal structure. Sparse outlying features indicate unusual/abnormal events. A surveillance video consists of, for example, images of stationary background with temporary foreground objects superimposed. The background images with monotonous variation can be assumed to be linearly dependent. The foreground objects can be sparse in time and space.

Let \( \{ d^{(j)} \} \) \((j = 1, \ldots, n)\) be a sequence of \( m \)-dimensional data or feature vectors. We assume that \( \{ d^{(j)} \} \) is a mixture of sequences \( \{ l^{(j)} \} \) and \( \{ s^{(j)} \} \), derived respectively from usual and unusual events (e.g., sequences of background and foreground images). The linear dependence of \( \{ l^{(j)} \} \) can be quantified as the low-rankness of a matrix \( L = [l^{(1)}, \ldots, l^{(n)}] \in \mathbb{R}^{m \times n} \). The sparsity of \( \{ s^{(j)} \} \) can be evaluated as the number of nonzero entries of \( S = [s^{(1)}, \ldots, s^{(n)}] \in \mathbb{R}^{m \times n} \).

For a given matrix \( D = [d^{(1)}, \ldots, d^{(n)}] \in \mathbb{R}^{m \times n} \), its representation as a sum of the low-rank matrix \( L \) and the sparse matrix \( S \) is called the low-rank and sparse (L+S) model. Fitting the L+S model to \( D \) can be posed as the following minimization problem.

\[
\text{Minimize} \quad \frac{1}{2} \| D - (L + S) \|_F^2 + \lambda_s \| L \|_* + \lambda_1 \| S \|_1 \quad (1)
\]

Here, \( \| \cdot \|_F \) indicates the Frobenius norm. Minimizing the nuclear norm \( \| L \|_* \), and \( \| S \|_1 \) promotes the low-rankness and sparseness of the matrices \( L \) and \( S \), respectively. Their balance is controlled by the positive constants \( \lambda_s \) and \( \lambda_1 \).

The minimization problem in Eq. (1) is rewritten as

\[
\text{Minimize} \quad \frac{1}{2} \| D - AX \|_F^2 + g(X) \quad (2)
\]

where \( X = [L^T, S^T]^T \in \mathbb{R}^{2m \times n} \) and \( A = [I, I] \in \mathbb{R}^{m \times 2m} \) with the \( m \times m \) identity matrix \( I \). The scalar function

\[
g : \begin{bmatrix} L \\ S \end{bmatrix} \mapsto \lambda_s \| L \|_* + \lambda_1 \| S \|_1
\]

is a non-smooth convex function. Proximal forward-backward splitting algorithm [22] is a reliable approach to the solution of the problem in Eq. (2). Until convergence, the algorithm takes the iterative steps described as

\[
X^{(k+1)} = \text{prox}_{\alpha_k g}(X^{(k)} + \alpha_k A^T(D - AX^{(k)})). \quad (3)
\]

The superscript \( k \) denotes the matrix transposition. \( \alpha_k \) must be positive and not greater than \( 1/\kappa^2_{\max} = 1/2 \) where \( \kappa_{\max} \) is the largest singular value of \( A \). The proximal mapping [6] of a matrix \( Q \) with respect to a convex function \( f \) is defined as

\[
\text{prox}_f(Q) = \arg \min_X f(X) + \frac{1}{2} \| X - Q \|_F^2.
\]

The proximal forward-backward steps in Eq. (3) are explicitly written in the following forms.

\[
L^{(k+1)} = \text{svt}(L^{(k)} + \alpha(D - L^{(k)} - S^{(k)}), \alpha \lambda_s) \quad (4)
\]

\[
S^{(k+1)} = \text{soft}(S^{(k)} + \alpha(D - L^{(k)} - S^{(k)}), \alpha \lambda_1) \quad (5)
\]

The singular value thresholding operation [9], [10], denoted as svt, of a matrix \( Q \) is defined as

\[
\text{svt}(Q, \tau) = U^T \text{soft}(K, \tau)V^T.
\]
Here, the matrices $U$, $K$ and $V$ are the singular value decomposition (SVD) of $Q$. The soft thresholding operation \cite{7}, denoted as soft, is defined as

$\text{soft}(q, \tau) = \text{sign}(q) \max(|q| - \tau, 0)$,

and it works element-wise on matrices.

If \{${\bf d}^{(j)}$\} is a collection of images with (L+S) structure, hourglass network architecture with convolutional layers, such as the U-Net \cite{11}, is a best practice for estimating either or both of the low-rank and sparse features. In order to roughly train a U-Net model that outputs the sparse component $s^{(j)}$ for the input $d^{(j)}$, one can approximately minimize

$\text{loss}(\theta) = \lambda_s ||D - S_{\theta}(D)||_* + \lambda_1 ||S_{\theta}(D)||_1$  \hspace{1cm} (6)

with respect to the set of network weights, $\theta$, using an automatic differentiation framework for deep learning, e.g., PyTorch \cite{23}. Some of such frameworks provide a backpropable SVD function, and enable us to implement the nuclear norm via its backpropagation from \cite{25}.

We can further polish the U-Net model. Analogous to Eqs. \ref{4} and \ref{5}, we repeat the following proximal mapping procedure.

- Take the copies of the current estimates:
  \[ L \leftarrow D - S_{\theta}(D) \]
  \[ S \leftarrow S_{\theta}(D). \]

- Update $\theta$: take a single step of gradient descent by backpropagation from

\[ \lambda_s ||L + \alpha(S - S_{\theta}(D))||_* + \lambda_1 ||S_{\theta}(D)||_1 \]
\[ + \lambda_1 ||S_{\theta}(D)|| + \alpha(S - S_{\theta}(D))||_1 \]  \hspace{1cm} (7)

using $Q = \text{svt}(Q, \tau)$ and $Q = \text{soft}(Q, \tau)$ as the gradients of the nuclear and $\ell_1$ norms at $Q$ on the backward pass, respectively.

IV. EXPERIMENT

We demonstrate the unsupervised learning of U-Net via its application to background subtraction on an image sequence “airport” \cite{24}. The sequence consists of 3,584 color images (#1,000 to #4,583) of size 144$\times$176. We convert the colors to grayscale values ranging from 0 to 1, and use randomly chosen 50 frames for training. U-Net treats the training images as a tensor of size 50$\times$144$\times$176. When evaluating the losses in Eqs. \ref{6} and \ref{7}, the input and output tensors of U-Net are arranged into the matrices $D$ and $S_{\theta}(D)$ with $m = 144 \times 176 = 25,344$ dimensional $n = 50$ column vectors of pixel values of corresponding images.

The U-Net architecture is shown in Fig. \ref{1}. Each blue box corresponds to a multi-channel feature map. The number of channels is denoted on top of the box. White boxes represent copy feature maps. Each convolutional layer with $3 \times 3$ filters is followed by a batch normalization (BN) layer \cite{25} and a rectified linear unit (ReLU). The number of trainable params are 518,433, which roughly amounts to 2GB, and 8GB GPU memory are enough for forward and backward pass. We trained the U-Net as described in the previous section. We set $\lambda_s = 1$, $\lambda_1 = 5 \times 10^{-3}$, $\alpha = 0.5$. We ran the Adam optimizer \cite{26} with a learning rate of $3 \times 10^{-4}$ for 2,000 epochs to decrease the loss in Eq. \ref{6}. Then, we repeated the proximal mapping procedure 3,000 times to decrease the loss in Eq. \ref{7} with a learning rate of $3 \times 10^{-8}$.

Figure \ref{2} shows an example of the background subtraction result for a test image in the sequence. For comparison, the low-rank and sparse components of 50 images around the test image frame are shown in Fig. \ref{4} as the result of robust principal component analysis (RPCA). The RPCA result can be obtained by repeating the proximal forward-backward steps as shown in Eqs. \ref{4} and \ref{5} until convergence. One can see that RPCA misses foreground objects staying within this time interval, and represents them in the low-rank component (see persons in $L$). Including such objects, the trained U-Net detects the foregrounds better than RPCA, even when a pedestrian is partially occluded by the superimposed timestamp on the upper left side in the frame. This comparison implies that the U-Net learns apparent shapes of foreground objects without any annotation. We identified the foreground pixels by the Otsu binarization of the absolute values of $S$. The precision and recall of this U-Net output are 95.8% and 63.2% while those by RPCA are 96.5% and 49.6%, respectively. As another advantage, we would like to note that the forward computation of trained U-Net is much faster than applying RPCA to any batch of sequential images.

V. CONCLUDING REMARKS

Sparsity-inducing priors, the low-rank and sparse priors in particular, are very worth incorporating in deep learning. We illustrated, in a background subtraction task, how to inject sparse prior information into a deep network. Although the U-Net in the experiment may overfit the scene, we expect that it will generalize well if it experiences similar foreground objects in various training sequences. Our unsupervised deep learning would be advantageous when applied to medical images with L+S structure, e.g., angiography under free-breathing condition \cite{27}.
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