Gauss–Bonnet holographic superconductors in lower dimensions
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Abstract We disclose the effects of Gauss–Bonnet gravity on the properties of holographic $s$-wave and $p$-wave superconductors, with higher-order corrections, in lower-dimensional spacetime. We employ shooting method to solve equations of motion numerically and obtain the effect of different values of mass, nonlinear gauge field and Gauss–Bonnet parameters on the critical temperature and condensation. Based on our results, increasing each of these three parameters leads to lower temperatures and larger values of condensation. This phenomenon is rooted in the fact that conductor/superconductor phase transition faces with difficulty for higher effects of nonlinear and Gauss–Bonnet terms in the presence of a massive field. In addition, we study the electrical conductivity in holographic setup. In four dimension, real and imaginary parts of conductivity in holographic $s$- and $p$-wave models behave similarly and follow the same trend as higher dimensions by showing the delta function and divergence behavior at low-frequency regime. We observe the appearance of a gap energy at $\omega_g \approx 8T_c$ which shifts toward higher frequencies by diminishing temperature and increasing the effect of nonlinear and Gauss–Bonnet terms. Conductivity in three dimensions is far different from other dimensions. Even the real and imaginary parts in $s$- and $p$-wave modes pursue various trends. For example in $\omega \to 0$ limit, imaginary part in holographic $s$-wave model tends to infinity but in $p$-wave model approaches to zero. However, the real parts in both models show a delta function behavior. In general, real and imaginary parts of conductivity in all cases that we study tend to a constant value in $\omega \to \infty$ regime.

1 Introduction

The idea of holographic superconductors is introduced as a theoretical approach to study high-temperature superconductors by applying AdS/CFT duality which indicates that the strong coupling conformal field theory in $d$-dimension corresponds to a weak gravitational system in $(d + 1)$-dimension [1–8]. Since holographic superconductors (HSCs) show similar behavior as real superconductors, many works are done in this field such as considering the effect of nonlinear electrodynamics, different gravity models and backreaction analytically as well as numerically [9–35]. Like real superconductors, we can classify HSCs to $s$-, $p$- and $d$-wave models [36–51].

Gauss–Bonnet gravity as a higher-order correction in the phase transition of gravity model has been studied in $D \geq 5$ for a long time. However, it has been found that this theory can be considered in lower dimensions by applying some techniques. According to [52], rescaling the Gauss–Bonnet gravity term $\alpha \to \alpha/(D - 4)$ and taking the limit $D \to 4$ cause singularity resolution and make study the higher-order corrections in four-dimensional possible [52]. By following this approach, many researches are done to explore different aspects of Gauss–Bonnet gravity in $D = 4$ such as gravitational lensing, the thermodynamics, the observable shadows and the quasinormal modes [53–62]. However, some criticisms on this method were revealed and argued that there is no pure four-dimensional Gauss–Bonnet gravity [63–66]. In [67, 68], a new method to study lower-dimensional Gauss–Bonnet gravity was presented. Studying holographic superconductors in the presence of Gauss–Bonnet correction in $D = 4$ by using the rescaling of the Gauss–Bonnet term is done numerically and analytically [69, 70].

The purpose of this work is to explore the properties of holographic $s$- and $p$-waves superconductors in $D = 3$ and $D = 4$ dimensions by taking into account the higher-order corrections on the gravity and gauge field sides. We consider the effect of Gauss–Bonnet gravity in lower dimensions according to [67, 68]. Moreover, we apply general nonlinear electrodynamics with higher-order correction term, namely $\mathcal{L} = \mathcal{F} + b \mathcal{F}^2$, on the gauge field side. There are various ways to analyze holographic $p$-wave superconductors, but in the present work, we describe this kind of HSCs by considering a vector field in the bulk which corresponds to the vector-order parameter in the boundary [38–42].

We solve equations of motion numerically by applying shooting method to seek the effect of mass, nonlinear and Gauss–Bonnet coefficients on critical temperature and condensation. In all cases, increasing these three parameters diminishes the critical tem-
perature while condensation values go up. This behavior is a consequence of the fact that scalar/vector hair forms difficult in the presence of strong nonlinear and Gauss–Bonnet effects for a massive scalar/vector field. The trend of condensation as a function of temperature is the same as in BCS theory by following the mean field theory. Then, we obtain the electrical conductivity. In order to understand the influence of mass, nonlinear and Gauss–Bonnet terms, we plot the real and imaginary parts of conductivity as a function of frequency. We get that both parts of conductivity in \( D = 4 \) are identical in both models and follow the same approach as higher orders. A good illustration of this is obeying the Kramers–Kronig relation by having a delta function and a pole in real and imaginary parts of conductivity. In addition, the gap frequency occurs below the critical temperature at about \( \omega_g/T_c \approx \) which shifts to higher frequencies by decreasing temperature or increasing the effect of nonlinear and Gauss–Bonnet terms. However, real and imaginary parts of conductivity in \( D = 3 \) behave far different from each other and other dimensions. Maybe, considering the effect of backreaction can improve the results of conductivity in this dimension.

This work is outlined as follows. In Sect. 2, we introduce the holographic setup in the presence of Gauss–Bonnet gravity. In Sect. 3, we present the behavior of condensation and conductivity of holographic \( s \)-wave superconductors in \( D = 3 \) and \( D = 4 \). Section 4 is devoted to study conductor/superconductor phase transition and conductivity of holographic \( p \)-wave models in \( D = 3 \) and \( D = 4 \). Finally, we summarize our results in Sect. 5.

2 Holographic setup

We can express the action of gravitational field in the presence of Gauss–Bonnet gravity in lower dimensions as

\[
S_G = \int d^D x \sqrt{-g} \left[ R - 2\Lambda + \alpha \left( \mathcal{G} + 4G^{\mu\nu} \partial_\mu \xi \partial_\nu \xi - 4(\partial \xi)^2 \Box \xi + 2((\partial \xi)^2)^2 \right) \right],
\]

where \( g \) and \( R \) are metric determinant and Ricci scalar, respectively. In addition, by introducing \( l \) as the radius of the AdS spacetime, the negative cosmological constant can be defined by

\[
\Lambda = - \frac{(d - 1)(d - 2)}{2l^2}.
\]

Furthermore, Ricci tensor and Riemann curvature tensor are defined by \( \alpha \), \( R_{\mu\nu} \) and \( R_{\mu\nu\rho\sigma} \). In this model, \( \xi \) represents a scalar field. If in Eq. (1) the Gauss–Bonnet parameter tends to zero, \( \alpha \to 0 \), the action in Einstein case is recovered. We can define the metric as follows

\[
\text{d}s^2 = -f(r)\text{d}t^2 + \frac{dr^2}{f(r)} + r^2 \sum_{i=1}^{D-2} \text{d}x_i^2,
\]

where the function \( f(r) \) has the asymptotic behavior as

\[
f(r) = \frac{r^2}{2\alpha} \left[ 1 - \sqrt{1 - 4\alpha \left( 1 - \frac{1}{r^{(D-1)}} \right)} \right].
\]

We can present the effective radius \( L_{\text{eff}} \) for the AdS spacetime as

\[
L_{\text{eff}}^2 = \frac{2\alpha}{1 - \sqrt{1 - 4\alpha}}
\]

Based on the above equation, in order to have a well-defined vacuum expectation value \( \alpha \leq 1/4 \) where the upper bound \( \alpha = 1/4 \) is called Chern–Simons limit.

The Hawking temperature of the black hole is given by

\[
T = \frac{f'(r_*)}{4\pi} = \frac{(D - 1)r_*}{4\pi},
\]

where \( r_* \) represents the black hole horizon radius.
3 Holographic s-wave superconductors

3.1 Condensation of scalar field

To describe a holographic s-wave superconductor by considering $m$ and $q$ as mass and charge of scalar field $\psi$, action of matter part has the following form

$$S_m = \int d^Dx \sqrt{-g} \left[ \mathcal{L}_{\mathcal{N}\mathcal{L}} - |\nabla \psi - iq A|^2 - m^2 |\psi|^2 \right],$$

where the nonlinearity parameter $b$ tends to zero, and $\mathcal{L}_{\mathcal{N}\mathcal{L}}$ turns to the standard Maxwell Lagrangian $-1/4 F_{\mu\nu} F^{\mu\nu}$. The strength of the Maxwell field is equal to $F_{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu$ with $A_\mu$ as the vector potential. After varying the action with respect to $A_\mu$ and $\psi$ and adopting the ansatz for the gauge and the scalar fields as $A_\mu = \phi(r)$ and $\psi(x) = \psi(r)$, the equations of motion are obtained as

$$\phi''(r) + \frac{\phi'(r)(D-2)}{r} \left[ \frac{b \phi'(r)^2 + 1}{3b \phi'(r)^2 + 1} \right] - \frac{2q^2 \psi'(r)^2 \phi(r)}{f(r)} \left[ \frac{1}{3b \phi'(r)^2 + 1} \right] = 0,$$

and

$$\psi''(r) + \frac{\psi'(r)(D-2)}{r} \left[ \frac{f'(r)}{f(r)} + \frac{(D-2)}{r} \right] + \psi(r) \left[ \frac{q^2 \phi(r)^2}{f(r)^2} - \frac{m^2}{f(r)} \right] = 0,$$

in the Maxwell limit, $b \to 0$, and field equations turn to corresponding equations in [2] with $D = 4$. At the vicinity of AdS boundary ($r \to \infty$), these equations have the asymptotic behavior as

$$\phi(r) = \begin{cases} 
\rho + \mu \ln(r), & D = 3 \\
\frac{\rho}{r}, & D = 4 
\end{cases}$$

and

$$\psi(r) = \frac{\psi_+(r)}{r^\Delta_+} + \frac{\psi_-(r)}{r^\Delta_-}, \quad \Delta_{\pm} = \frac{1}{2} \left[ (D-1) \pm \sqrt{(D-1)^2 + 4m^2 L_{\text{eff}}^2} \right].$$

and based on the above equation, our choosing masses should satisfy the Breitenlohner–Freedman (BF) bound as [73]

$$\bar{m}^2 \geq \frac{(D-1)^2}{4}, \quad \bar{m}^2 = m^2 L_{\text{eff}}^2.$$

where $\mu$ and $\rho$ are interpreted as chemical potential and charge density in the dual field theory. In addition based on the AdS/CFT duality, $\psi_+$ and $\psi_-$ are regarded as duals of expectation value of order parameter and its source. Since we are looking for spontaneous symmetry breaking, we give the role of source to $\psi_-$ and set it to zero. $\psi_+$ is considered as expectation value of the order parameter $\langle O_+ \rangle$ in this work. To pursue our research, we solved Eqs. (10) and (11) numerically by applying shooting method. Without loss of generality, we set $r_+ = q = 1$. Our numerical results of critical temperatures $T_c$ based on $\mu$ or $\sqrt{\rho}$ affected by different values of mass, nonlinearity and Gauss–Bonnet parameters are summarized in Tables 1 and 2. According to our results, increasing each of these three parameters makes the condensation harder to form by diminishing the critical temperature. Figures 1 and 2 show the behavior of condensation $\langle O_+ \rangle^{1/(1+\Delta_+)}$ as a function of temperature for different choices of mass, nonlinearity and Gauss–Bonnet parameters in $D = 3$ and $D = 4$. The condensation values raise by increasing each of these three parameters. Besides, the Gauss–Bonnet term does not change the critical exponent of condensation which means that we face with second-order phase transition for all values of $\alpha$. Increasing the value of nonlinearity parameters makes the effect of different Gauss–Bonnet terms more clear. We obtain the same results as [74] in $D = 3$ with $\bar{m}^2 = 0$ and $\alpha = 0.0001$ which proves that for small values of $\alpha$ the Einstein case is regained.
Table 2 Numerical results for critical temperature $T_c$ for different values of mass, nonlinearity and Gauss–Bonnet parameters for holographic $s$-wave superconductor in $D = 4$

| Parameter | $m^2$ | $n^2$ | $\alpha$ | $T_c$ |
|-----------|-------|-------|-----------|-------|
|           | $-5/4$ | $0$   | $0.08$    | $0.0954 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.0001$  | $0.0992 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $-0.08$   | $1.024 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.08$    | $0.0833 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.0954$  | $0.0833 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $-0.08$   | $0.0938 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.0954$  | $0.0833 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $-0.08$   | $0.0938 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.0001$  | $0.0992 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $-0.08$   | $1.024 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.08$    | $0.0833 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.0954$  | $0.0833 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $-0.08$   | $0.0938 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $0.0954$  | $0.0833 \sqrt{\beta}$ |
|           | $-5/4$ | $0$   | $-0.08$   | $0.0938 \sqrt{\beta}$ |

\begin{align*}
\delta A_x &= A_x(r)e^{-i\omega t} \\
\frac{d^2 A_x}{dr^2} + \frac{D-2}{r} \frac{d A_x}{dr} + \frac{\omega^2 L^4_{\text{eff}}}{r^2} A_x &= 0,
\end{align*}

The behavior of the condensation parameter as a function of the temperature for different values of nonlinearity parameters in $D = 3$ and $D = 4$ is shown in Fig. 1 and Fig. 2, respectively.

### 3.2 Conductivity

Studying electrical conductivity is possible through applying an appropriate electromagnetic perturbation as \( \delta A_x = A_x(r)e^{-i\omega t} \) on the black hole background which corresponds to the boundary electrical current in holographic setup [2]. Turning on this component yields to

\[ A_x''(r) + \left( \frac{2b\phi'(r)\phi''(r)}{b\phi'(r)^2 + 1} + \frac{f'(r)}{f(r)} + (D-4) \right) A_x(r) + A_x(r) \left[ \frac{\omega^2}{f(r)^2} - \frac{2\psi(r)^2}{f(r)(b\phi'(r)^2 + 1)} \right] = 0, \quad (15) \]

with asymptotic behavior as

\[ A_x''(r) + \frac{(D-2)}{r} A_x(r) + \frac{\omega^2 L^4_{\text{eff}}}{r^2} A_x(r) = 0, \quad (16) \]

which has the solution as

\[
A_x = \begin{cases} 
A(0) + A(1) \log \left( \frac{1}{r} \right) + \cdots, & D = 3 \\
A(0) + \frac{A(1)}{r} + \cdots, & D = 4 
\end{cases}
\quad (17)
\]
where $A^{(0)}$ and $A^{(1)}$ are constant parameters. Based on Ohm’s law, electrical conductivity is obtained as

$$\sigma = -\frac{iA^{(1)}}{\omega A^{(0)}}$$

(18)

which is in complete agreement with in Einstein gravity [2, 75]. To analyze the behavior of conductivity as a function of frequency, we impose the ingoing wave boundary condition according to [69]

$$A_{\gamma}(r) = j(r)^{-i\omega/(4\pi T)}[1 + a(1 - r) + b(1 - r) + \cdots],$$

(19)

in which $a$ and $b$ are constant parameters. Figures 3, 4, 5 and 6 show the trend of real and imaginary parts of conductivity as a function of $\omega/T$ for different values of mass, nonlinearity and Gauss–Bonnet parameters in $D = 3$ and $D = 4$. In general, the behavior
of both parts of conductivity in $D = 3$ is different from higher dimensions. At low-frequency regime, we observe a delta function behavior in real part, while imaginary part has a pole. At low temperatures, we face with appearance of gap in real part which occurs at about $\omega_g \approx 8T_c$ based on Fig. 7. Increasing the effect of nonlinearity and Gauss–Bonnet parameters causes to deviate from this value. However, this isn’t observed in $T/T_c = 0.9$ case and in all temperatures of imaginary part. In high-frequency limit, both parts approach to zero.

The graphs in $D = 4$ follow the same behavior as in the presence of Einstein gravity [2] by connecting the real and imaginary parts via Kramers–Kronig relation which means the occurrence of delta function and pole in real and imaginary parts of conductivity in $\omega \rightarrow 0$ limit, respectively. At high-frequency limit, both parts of conductivity tend to a constant value. Furthermore, we observe that the superconducting gap in temperatures below the critical value becomes deeper and sharper by decreasing the temperature which leads to larger values of $\omega_g$ and indicates harder formation of fermion pairs and postpones the conductor/superconductor phase transition [72]. Same trend is seen in previous section about condensation by diminishing the temperature. In addition, in holographic setup $\omega_g \approx 8T_c$ which differs from the BCS’s value, 3.5, due to strong coupling between the pairs which makes them good candidates to explore the behavior of high-temperature superconductors. However, we face with deviation from 8 to larger values for stronger effects of nonlinearity and Gauss–Bonnet terms. To seek the effect of nonlinear electrodynamics and Gauss–Bonnet correction on the conductivity, we present the behavior of real and imaginary parts in fixed temperature $T = 0.3T_c$ in Fig. 8. In general, the gap frequency is shifted in the presence of these two parameters.

4 Holographic $p$-wave superconductor in Gauss–Bonnet gravity

4.1 Condensation of a vector field

In order to study holographic $p$-wave superconductors with a vector field $\rho_\mu$ with mass $m$ and charge $q$, we present the action of matter field as

$$S_m = \int d^D x \sqrt{-g} \left[ \mathcal{L}_{\mathcal{N} \mathcal{L}} - \frac{1}{2} \rho_\mu \rho^\mu - m^2 \rho^\mu \rho_\mu + iq \gamma \rho_\mu \rho_\nu F^{\mu \nu} \right],$$

where $\mathcal{L}_{\mathcal{N} \mathcal{L}}$ has the same definition as Eq. (8). After variation of action (20) with respect to gauge and vector fields and substituting $A_\nu dx^\nu = \phi(r) dr$ and $\rho_\nu dx^\nu = \rho_\rho dx$ in the consequent equations, we get
Fig. 6 The behavior of real and imaginary parts of conductivity with $m^2 = 0$ in $D = 4$ in $s$-wave case

Fig. 7 The behavior of real and imaginary parts of conductivity with $T/T_c = 0.3$ in $D = 3$ in $s$-wave case
The behavior of real and imaginary parts of conductivity with $T/T_c = 0.3$ in $D = 4$ in $s$-wave case.

**Fig. 8**

**Table 3** Numerical results for critical temperature $T_c$ with $m^2 = 1$ in $D = 3$ in $p$-wave case for different values of nonlinearity and Gauss–Bonnet parameters

| $b$ | $b = 0$ | $b = 0.02$ | $b = 0.04$ |
|-----|---------|------------|------------|
| $\alpha = 0.08$ | 0.0474 $\mu$ | 0.0430 $\mu$ | 0.0396 $\mu$ |
| $\alpha = 0.0001$ | 0.0503 $\mu$ | 0.0461 $\mu$ | 0.0429 $\mu$ |
| $\alpha = -0.08$ | 0.0523 $\mu$ | 0.0488 $\mu$ | 0.0456 $\mu$ |

**Table 4** Numerical results for critical temperature $T_c$ in $D = 4$ in $p$-wave case for different values of mass, nonlinearity and Gauss–Bonnet parameters

| $m^2$ | $b = 0$ | $b = 0.02$ | $b = 0.04$ |
|-------|---------|------------|------------|
| $m^2 = 0$ | $a = 0.08$ | 0.1200 $\sqrt{\rho}$ | 0.0980 $\sqrt{\rho}$ |
| $m^2 = 3/4$ | $a = 0.08$ | 0.1138 $\sqrt{\rho}$ | 0.0881 $\sqrt{\rho}$ |
| $m^2 = 0$ | $a = 0.0001$ | 0.1250 $\sqrt{\rho}$ | 0.1094 $\sqrt{\rho}$ |
| $m^2 = 3/4$ | $a = 0.0001$ | 0.1194 $\sqrt{\rho}$ | 0.0821 $\sqrt{\rho}$ |
| $m^2 = 0$ | $a = -0.08$ | 0.1291 $\sqrt{\rho}$ | 0.1153 $\sqrt{\rho}$ |
| $m^2 = 3/4$ | $a = -0.08$ | 0.1055 $\sqrt{\rho}$ | 0.0873 $\sqrt{\rho}$ |

\begin{align*}
\phi''(r) + \frac{\phi'(r)(D-2)}{r} \left[ \frac{b\phi'(r)^2 + 1}{3b\phi'(r)^2 + 1} \right] + \frac{2q^2\rho_\phi(r)^2\phi(r)}{r^2f(r)} \left[ \frac{1}{3b\phi'(r)^2 + 1} \right] &= 0, \quad (21) \\
\rho_\phi''(r) + \rho_\phi'(r) \left[ \frac{f'(r)}{f(r)} + \frac{(D-4)}{r} \right] + \rho_\phi(r) \left[ \frac{q^2\phi(r)^2}{f(r)^2} - \frac{m^2}{f(r)} \right] &= 0, \quad (22)
\end{align*}

in the Maxwell limit, $b \to 0$, and field equations turn to corresponding equations in [71]. The asymptotic behavior of Eq. (21) is same as Eq. (12). However, we now define the form of Eq. (22) in $r \to \infty$ limit as

$$\rho_\phi(r) = \frac{\rho_\phi^+(r)}{r^{\Delta_+}} + \frac{\rho_\phi^-(r)}{r^{\Delta_-}}, \quad \Delta_\pm = \frac{1}{2} \left( D - 3 \pm \sqrt{(D-3)^2 + 4m^2 L_{\text{eff}}^2} \right). \quad (23)$$

with the Breitenlohner–Freedman (BF) bound as

$$\sqrt{m^2} \geq \frac{(D-3)^2}{4}, \quad m^2 = m^2 L_{\text{eff}}^2. \quad (24)$$
The behavior of the condensation parameter as a function of the temperature for different values of nonlinearity parameters in $D = 3$ in $p$-wave case

![Figure 9](image9.png)

The behavior of the condensation parameter as a function of the temperature for different values of Gauss–Bonnet parameters in $D = 4$ in $p$-wave case

![Figure 10](image10.png)

Based on the AdS/CFT duality, $\rho_{x-}$ and $\rho_{x+}$ are interpreted as the source and the expectation value $\langle J_x \rangle$ which is considered as order parameter in the boundary theory. By following the same approach as in Sect. 3, we summarize the results of numerical solutions affected by different values of mass, nonlinearity and Gauss–Bonnet parameters in Tables 3 and 4. We observe that the critical temperature goes down by going up each of these terms. Furthermore, in $D = 4$ with $\alpha = 0.0001$, the results of critical temperature in [71] are obtained which prove the point that in small regime of Gauss–Bonnet coefficient the outcomes of Einstein case are recovered. Due to limitation of numerical solution, we can do our calculation only with $m^2 = 1$ for holographic $p$-wave superconductor in $D = 3$. The effect of mass, nonlinearity and Gauss–Bonnet parameters is illustrated in Figs. 9 and 10 by showing the behavior of $\langle J_x \rangle^2 / (1 + \Delta_\alpha)$ as a function of temperature. In all graphs, increasing each of these three parameters hinders conductor/superconductor phase transition. The trend of figures is the same as BCS theory with a square root behavior which is the sign of the second-order phase transition. According to these graphs, condensation values increase because of going up these terms which means it is harder to have a superconductor in the presence of strong nonlinear and Gauss–Bonnet terms for massive vector fields.

4.2 Conductivity

To explore the conductivity of holographic $p$-wave superconductors, we apply the same perturbation as in Sect. 3 in $D = 3$, but for $D = 4$ in order to prevent complexity we turn on the $y$-component of gauge field as $\delta A_y = A_y e^{-i\omega t}$ which yields to

$$A''_{xy}(r) + A'_{xy}(r) \left[ \frac{2b\phi'(r)\phi''(r)}{b\phi'(r)^2 + 1} + \frac{f'(r)}{f(r)} + \frac{(D - 4)}{r^2} \right] + A_{xy}(r) \left[ \frac{\omega^2}{f(r)^2} - \frac{2(D - 3)\rho_x(r)^2}{r^2 f(r)(b\phi'(r)^2 + 1)} \right] = 0, \quad (25)$$

in which indices $x$ and $y$ belong to $D = 3$ and $D = 4$, respectively. The asymptotic behavior of the above equation has the following form

$$A''_{xy}(r) + \frac{(D - 2)}{r} A'_{xy}(r) + \frac{\omega^2 r^4}{L_{eff}^4} A_{xy}(r) = 0, \quad (26)$$
Fig. 11 The behavior of real and imaginary parts of conductivity with $m^2 = 1$ in $D = 3$ in $p$-wave case

Fig. 12 The behavior of real and imaginary parts of conductivity with $m^2 = 0$ in $D = 4$ in $p$-wave case
Fig. 13 The behavior of real and imaginary parts of conductivity with $m^2 = 3/4$ in $D = 4$ in $p$-wave case

Fig. 14 The behavior of real and imaginary parts of conductivity with $T/T_c = 0.3$ in $D = 3$ in $p$-wave case

which has the solution as

$$
\begin{align*}
A_x &= A^{(0)} + A^{(1)} \log \left( \frac{1}{r} \right) + \cdots, \quad D = 3 \\
A_y &= A^{(0)} + A^{(1)} \frac{1}{r} + \cdots, \quad D = 4
\end{align*}
$$

(27)

with $A_0$ and $A_1$ as constant parameters. So, the electrical conductivity has the same definition as Eq. (18). As said before the behavior of conductivity in $D = 3$ is so different from higher dimensions which is shown in Fig. 11. Even the behavior of real and imaginary parts differs in $s$-wave and $p$-wave cases. In low-frequency limit, we observe a delta function behavior in real part, while the imaginary part contrary to other cases tends to zero. In addition, we face with the absence of gap in real part, while imaginary section shows a minimum which becomes deeper by going up the Gauss–Bonnet and nonlinearity terms. So, these two parts are not connected to each other through Kramers–Kronig equation. In high-frequency region, both parts tend to a constant value. In
Fig. 15 The behavior of real and imaginary parts of conductivity for $T/T_c = 0.3$ in $D = 4$ in $p$-wave case

$D = 4$, the behavior of conductivity is exactly the same as in $s$-wave model which shows that turning on the $y$-component of $A_\mu$ in $p$-wave case has the same effect as $x$ term of $A_\mu$ in $s$-wave model. By paying attention to Figs. 12 and 13 which show the behavior of real and imaginary parts of conductivity as a function of frequency in $D = 4$, we realize that the effects of mass, Gauss–Bonnet and nonlinearity parameters play exactly the same role in holographic $s$- and $p$-wave superconductors which is explained in Sect. 3. Moreover, the dependence of conductivity to nonlinearity and Gauss–Bonnet parameters at $T/T_c = 0.3$ is shown in Figs. 14 and 15.

5 Summary and conclusion

In this work by applying AdS/CFT duality, we study holographic $s$- and $p$-wave superconductors by considering the higher-order corrections in gravity and gauge field sides in $D = 3$ and $D = 4$ by considering the action which is introduced in [67, 68]. Firstly by using shooting method, we analyze the equations of motion numerically and find the relation between critical temperature $T_c$ and chemical potential $\mu$ or charge density $\rho$ for different values of mass, nonlinear and Gauss–Bonnet terms numerically. Our results show that in all cases increasing these terms diminishes the critical temperature which makes the conductor/superconductor phase transition harder to form. In addition, we plot the behavior of condensation as a function of temperature to illustrate the effect of different values of mass, nonlinearity and Gauss–Bonnet parameters. We face with larger values of condensation due to increasing each of these three parameters which is the sign of harder superconductor formation and can be considered as a confirmation of the results of critical temperature. Secondly, we calculate the electrical conductivity in holographic setup by turning on an appropriate perturbation on black hole background which corresponds to electrical current in CFT part. We present the behavior of real and imaginary parts of conductivity affected by different values of mass, nonlinearity and Gauss–Bonnet parameters. Based on our results, the behavior of both parts of conductivity in holographic $s$- and $p$-wave superconductors in $D = 4$ is exactly the same and follows the same behavior as higher dimensions in [27, 71]. In $\omega \to 0$ limit, real and imaginary parts are connected to each other via Kramers–Kronig relationship by appearance of delta function and divergence behavior, respectively. One of the superconductivity phase characteristics is infinite DC conductivity. Moreover in high-frequency regime, both parts tend to a constant value. Based on the BCS prediction, $\omega_g \approx 3.5T_c$, while we obtain larger value around 8 which deviates from this value in the presence of nonlinear electrodynamics and Gauss–bonnet correction for massive fields. Furthermore, the gap energy and minimum in real and imaginary
parts shift toward larger frequencies by diminishing temperature and increasing the effect of nonlinear and Gauss–Bonnet terms. However, the behavior of conductivity in $D = 3$ is so different from other dimensions. Even the graphs in $s$-wave model in holographic $s$-wave model, the behavior of both parts in low- and high-frequency regimes is alike those in $D = 4$. However, at low temperatures we observe the occurrence of a gap in real part at about $\omega_{0g} \approx 8T_c$, while the imaginary part follows a gentle trend without a minimum. Conductivity of holographic $p$-wave superconductor in $D = 3$ behaves far different from the previous cases. For example, in $\omega \to 0$ region, both parts have a delta function behavior and imaginary part does not tend to infinity. Now, we see a minimum in imaginary part which becomes deeper for stronger effect of nonlinearity and Gauss–Bonnet terms, while the gap energy does not appear in real section. Both parts of conductivity at high-frequency regime tend to a constant value which is similar to other cases. Maybe, considering the effect of backreaction can give more information about conductivity in $D = 3$.

**Data availability** Data sharing is not applicable to this article as no datasets were generated or analyzed during the current study.
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