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Abstract

While we’ve made progress over the last century, qualities of air and drinking water are getting worse. For the health of the people, many countries recommend to wear a mask or not to go out in case of bad air quality. However, the lack of real-time measurement and poor prediction of the concentration of fine dust provide inaccurate alarm and information to residents. The real-time air quality measurement data is the big data of new field which should be complemented with the national meteorological data in order to meet the demands for the customers and public through the other relevant data. In this study we aim to build a system to predict PM (particulate matter)—microscopic dust generated by human activities, such as the burning of fossil fuels in vehicles, power plants and various industrial processes. We also develop an optimized path of sprinkler vehicles to improve air condition in a local city. The density of PM is affected by meteorological variables such as temperature, rainfall, humidity and wind speed. To predict the density of (fine) PM, we use machine learning techniques considering not only meteorological data from observatories, but spatial factors like pollutants, floating populations and traffic volumes of a certain location using LTE (Long Term Evolution) signals. We suggested a conceptual architecture of a system and illustrate a case study of preprocessing and analyzing the data gathering from a local province with results and discussions.
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1. Introduction

World Health Organization classified fine dust as the group 1 carcinogenic substance which causes a serious health risk along with direct impact on work productivity, academic performance and work efficiency. The inconvenience and the anxiety of the people due to the fine dust has been increasing, on the other hand the utilization/accumulation of the data on the air pollution regarding the fine dust and its countermeasures against the fine dust are not properly performed. The real-time measurement data about air quality is the big data of new field which should be complemented with the national meteorological data in order to meet the demands for public people and relevant industry.

The changes in the frequency of dust generation, changes in power usage patterns, outbreaks
of the disease, and the movement pattern of people can be provided valuable information not only to the private sectors such as energy companies, electronics companies, medical institutions, and insurance companies, but also to the public sectors like local governments and schools. Air quality can be increased by dispatching and re-routing watering vehicles to appropriate areas on after predicting the future air pollution.

The study is to find out the correlations between the data and various activities of the people (such as health, economic activity, productivity, work efficiency) directly and indirectly by installing the air quality measurement which can be monitored for 24/7. With combining the air quality measurement data and various data in other fields can create the new big data with high value. This project stands for proposing a new value-added service through integration and analysis of data that relates to the fine dust and its relevant behaviors. To provide the public with a guidance/guidebook by establishing a big data platform of the fine dust, and to provide administrative guidance/guidebook to the public institutions and local governments and inform the integrated service of indoor and outdoor air management.

This study is organized as follows: Section 2 reviews related works of particular matter. Section 3 suggests a research framework regarding a big data analytic system and a model for predicting particular matter. In Section 4, we cover analytic results. We discuss the results and conclude our study with future research directions in Section 5.

## 2. Related Work

The literatures in predicting the density of particulate matter have several research directions. Main directions in these studies can be classified by prediction models and type of data used as shown in Table 1.

A machine learning approach is the most popular way of predicting the concentration of PM (particulate matter). Artificial neural network (ANN) is a common technique to represent features of forecasting the density of PM [1][10].

The second popular approach is a statistical analysis. Land use regression (LUR)—originally developed as a means to assess exposures from traffic-related air pollution—is a typical method to assess air pollution epidemiology [11][15].

Figures 1 and 2 show the number of annual papers published in relation to particulate matter and the word cloud used in the keywords, respectively.

### Table 1. Main research directions in predicting the density of PM

| Category        | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| **Prediction model** | Artificial neural network, Support vector machine                           |
| Statistical     | Land use regression                                                          |
| Ensemble        | Random forest                                                               |
| **Type of data** | Satellite data, Geographical                                               |
| Spatial data    | Traffic                                                                      |
| Pollutants data | Traffic                                                                      |
| Meteorological data | Temperature, Rainfall, Humidity, Wind speed                     |
| Temporal data   | Pollutants, Populations, Vehicles                                           |
| Combined        | Spatial + Pollutants + Meteorological + Temporal data                      |

Figure 1. Number of published articles (1970–2018).

Figure 2. Word cloud of keywords in PM related articles.
3. A Research Method

We suggest the conceptual architecture of a big data analytic system for particulate matter as shown in Figure 3. To analyze the density of particulate matter in the air, it is required to gather data from various sources such as Korean government, Meteorological Agency, Internet of Things (IoT) sensors, human activities and pollutants. A lot of data have spatio-temporal characteristics—values with geological location and/or with time stamp. While some of data is stored in databases and transferred through FTP (file transfer protocol), others are collected by sensors and transmitted through LTE networks automatically.

Heterogeneous and large volume of data should be stored in huge repository and accessible through networks. We suggest the mash-up data is preprocessed and stored in cloud service for ubiquitous access to shared pools of configurable system resources. A pre-processing process can include data quality assurance, normalization, and standardization.

Correlation analysis is an inevitable process for variable reduction. Multiple competing machine learning models need to be used to enhance the prediction accuracy. The target variable is the density of PM10 or PM2.5 with a 1-hour time gap between input variables. Since the target values are valid only in device locations, we need to estimate the target values of shaded areas considering spatial characteristic of estimated locations such as distances from multiple adjacent devices, floating population, traffic volumes and number of pollutants. After building a feasible analytic results, we will disseminate the outcomes to the public through open API (application programming interface).

Currently, a limited number of devices and lack of prediction mechanism cause wide shaded areas. We considered two models to estimate the density of shaded areas: (i) naive model of predicting an average density value from nearest two devices’ values, and (ii) interpolation model of a weighted average value from \( n \)-nearest devices’ values. Weight will be the closeness between a shaded spot and an IoT device. Figure 4 shows an

**Figure 3.** A conceptual architecture of big data analytic system for particulate matter (PM).

**Figure 4.** An As-Is model and To-Be models of predicting the densities of particulate matter in shaded areas.
As-Is model and To-Be models of predicting the densities of particulate matter in shaded areas.

\[ V_i = \frac{\sum_i w_i V_i}{\sum_i w_i}, \quad (1) \]

where \( w_i = \frac{1}{d_i} \).

\( V_i \) denotes the measure value of spot \( i \) and \( d_i \) means the Euclidean distance between estimation spot and spot \( i \). Eq. (1) means adjacent values will affect the predicted value in inverse proportion to the distance.

4. A Case Study

A case study is a nation-wide project to propose a new value-added service through integration and analysis of data that relates to particulate matter and its relevant behaviors. Fine dust measuring equipment is installed by the government at 320 branches nationwide and it measures the average value of the air quality every hour. In recent years, new IoT air quality measuring instruments have been introduced into the market, in combination with IoT technology.

The aim of project is to provide the public with a guidance/guidebook by establishing a big data platform of the fine dust, and to provide administrative guidance/guidebook to the public institutions and local governments and inform the integrated service of indoor and outdoor air management. The specification of the big data system is shown in Table 2.

We chose Jeju Island as a project area. Jeju Island is the cleanest area in Korea and is isolated from other areas, making it the easiest area to control and observe pollutants. Table 3 shows the raw data and details for predicting particulate matter. In order to predict the value after 1 hour, we collected the input values measured hourly.

4.1 Gathering and Preprocessing Raw Data

We used the density of (fine) PM (PM2.5, PM10) as both an input variable and a target variable. The densities are measured by IoT devices linked to LTE network and is transmitted automatically. There is a 1-hour gap between the two variables. The two variables, way of measuring density and characteristics of device location, were excluded since they are not influential to the target variable.

The meteorological data–temperature, amount of rainfall, humidity, wind speed–were downloaded from the government’s FTP server. If there is a missing value, it is replaced with another date value in the same time zone.

Data use the previous time value in case of missing values. Human movements (floating population and estimated traffic volume) are measured by the number of people and vehicles connected to the mobile phone base stations. The numbers are

| Category                        | Detail                      |
|---------------------------------|-----------------------------|
| Operating system                | CentOS release 6.9          |
| Database                        | postgres (PostgreSQL) 8.4.20|
| Application language            |                             |
| Batch Job                       | Shell script, crontab       |
| Preprocessing                   | Stored procedure            |
| Analysis language               | Python 3.6.3                |
|                                 | Library: scikit learn v0.19.1|

| Category                      | Details                                      | Metric | Volume (instance) |
|-------------------------------|----------------------------------------------|--------|-------------------|
| Air quality measurement data  | Time span: 2017/06/02-2017/09/25             | PM10   | 439 MB            |
|                               | Number of devices: 58                        | PM2.5  | (319 million cases)|
|                               | Measurement frequency: 1 min                 |        |                   |
| Pollution source data         | Time span: 2017/04/01-2017/09/30             | Floating population | 1 GB  |
|                               | Measurement frequency: 1 hr                  | Estimated traffic volume | (1.049 billion cases)|
|                               | Time span: 2017/09                         | Pollution volume | 76 kB  |
|                               | Measurement Frequency: 1 hr                  | Pollution grade | (6,000 sources) |
|                               | Temperature                                | Latitude-Longitude |        |
| Meteorological data           | Time span: 2017/06/02-2017/09/25             |        | 484 kB            |
|                               | Measurement Frequency: 1 hr                  | Temperature | (112,000)|
|                               | Cumulative rainfall                         | Humidity |                   |
|                               | Humidity                                    | Wind speed |                   |
5. Building Models and Predicting the Density

Figure 6 depicts the procedure of building models and predicting the density of particulate matter. 70% data was used for developing a prediction model and 30%, for performance test. Three competing models—neural network, multiple linear regression, and decision tree—compared their accuracies. The best model is used to predict 1-hour-later density of particulate matter.

The neural network model showed better $R^2$ and root-mean-squared error (RMSE) values than other models and was adopted as a fine dust prediction model. Although the performance difference is not large compared with other models, it is considered that the neural network is most suitable considering the improvement through continuous data accumulation. Table 4 shows the performance comparison results.

The density of target spot can be estimated by interpolation using Eq. (1). We gathered the density data from 58 IoT devices. However, we still need some interpolations to estimate the densities of shaded areas as shown in Figure 7. Considering accessibility and stability of density data, we use 5 adjacent measured densities to estimate the density of a shaded spot.
Table 4. Prediction accuracies

| Target variable | Model            | Training set | Test set  |
|-----------------|------------------|--------------|-----------|
|                 | R^2              | RMSE         | R^2       | RMSE     |
| PM10            | Neural network   | 0.70823      | 9.90440   | 0.715764 | 9.89117  |
|                 | Linear regression| 0.70293      | 9.94345   | 0.712042 | 9.87822  |
|                 | Decision tree    | 0.68144      | 10.28459  | 0.688197 | 10.28040 |
| PM2.5           | Neural network   | 0.71921      | 6.76133   | 0.71845  | 6.75422  |
|                 | Linear regression| 0.71337      | 6.79357   | 0.71265  | 6.76922  |
|                 | Decision tree    | 0.71740      | 6.74638   | 0.71656  | 6.72331  |

Figure 7. Location of IoT sensors and coverages.

6. Conclusion

We proposed an analytic system architecture for predicting PM density. Three data mining models are built and compared to find the best model for PM prediction. We also suggested an interpolation method to cover up the shaded areas. We expect that this study will be expanded to conduct a nationwide verification and to suggest some practical implications after further researches.
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