Transport phenomena and Weyl correction in effective holographic theory of momentum dissipation
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Abstract

We construct a higher derivative theory involving an axionic field and the Weyl tensor in four dimensional spacetime. Up to the first order of the coupling parameters, the charged black brane solution with momentum dissipation in a perturbative manner is constructed. Metal-insulator transitions are implemented when varying the system parameters at zero temperature. Also, we study the transports including DC conductivity and optical conductivity at zero charge density. We observe the exact particle-vortex duality for some specific momentum dissipation strength.
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I. INTRODUCTION

The quantum critical (QC) system has long been a central and challenging subject in condensed matter physics [1]. It is believed to account for the most interesting phenomena, such as the strange metal and pseudo-gap phase, in strongly correlated quantum materials. The QC system is associated with a QC phase transition and a QC phase. Since the QC system is strongly correlated, the conventional perturbative tools in traditional field theory, unfortunately, lose their power. We need to develop novel non-perturbative techniques and methods.

The AdS/CFT correspondence [2–5], mapping a strongly coupled quantum field theory to a weakly coupled gravitational theory in the large N limit, provides a powerful tool to the study of QC physics and has led to great progress. Especially, the metal-insulator transition (MIT), a special example of the QC phase transition, has been widely studied in the holographic framework; for instance see [6–19] and the references therein. To implement an MIT in a holographic framework, the key point is to deform the infrared (IR) geometry to a new fixed point by the introduction of momentum dissipation [6, 7].

Holographic QC phase at zero density has also been intensely explored in [20–31]. By studying transport phenomena, in particular the optical conductivity, from a probe Maxwell field coupled to the Weyl tensor $C_{\mu\nu\rho\sigma}$ on top of the Schwarzschild-AdS (SS-AdS) black brane background [20–28], one observed a non-trivial frequency dependent conductivity attributed to the introduction of the Weyl tensor. It exhibits a peak, which resembles the particle response and we refer to this as the Damle-Sachdev (DS) peak [32], or a dip, which is similar to the behavior of the vortex response, and is analogous to the one in the superfluid-insulator quantum critical point (QCP) [20–22].

But the peak is not the standard Drude peak and the DC conductivity has a bound, which cannot approach zero. When higher derivative (HD) terms are introduced, an arbitrarily sharp Drude-like peak can be observed at low frequency in the optical conductivity and the bound of conductivity is violated such that a zero DC conductivity can be obtained at a specific parameter [27]. Another step forward is the construction of a neutral scalar

\[ F^2 \] with $F$ being the Maxwell field strength [17].

We would like to point out that this bound in the conductivity is formalized in “almost” general theories.

---

1 Those kinds of peak and dip features have also been observed in probe branes and DBI action [33] and just higher terms in $F^2$.

2 We would like to point out that this bound in the conductivity is formalized in “almost” general theories.
hair black brane by coupling the Weyl tensor with a neutral scalar field, which provides a framework to describe the QC phase and a transition away from QCP [30, 31].

In this paper, we shall construct a higher derivative theory including the four derivative terms, a simple summation of the Weyl tensor as well as a term from the trace of axions coupling with the gauge field, and a six derivative term, a mixed term of the product of the Weyl tensor and the axionic field coupling with the gauge field, and we obtain a charged black brane solution in a perturbative manner. By using a perturbative method, some charged black brane solutions from higher derivative gravity theory have been constructed; for instance see [14, 38–42] and the references therein. Especially, in [14], it is the first time that an MIT is realized in the framework of higher derivative gravity. Along the line of [14], we shall study the MIT physics of our present model. Also, we explore the QC phase of this model at zero charge density.

We organize this paper as follows. In Sect. II, we construct the higher derivative model coupling axionic field and Weyl tensor with the gauge field. Then the perturbative black brane solution is obtained in Sect. III. In Sect. IV, we calculate the DC conductivity at finite charge density and study the MIT at zero temperature. The conductivity at zero charge density is explored in Sect. V. A brief discussion is presented in Sect. VI. The constraint on the coupling parameters is obtained in Appendix A.

II. HOLOGRAPHIC MODEL

We construct a higher derivative holographic effective theory including metric, axions and gauge field as follows:

\[
S_0 = \int d^4x \sqrt{-g} \left( R + \frac{6}{L^2} - \Phi \right), \tag{1a}
\]

\[
S_A = \int d^4x \sqrt{-g} \left( -\frac{L^2}{8g_F^2} F_{\mu\nu} X^{\mu\nu\rho\sigma} F_{\rho\sigma} \right), \tag{1b}
\]

where

\[
X^{\mu\nu\rho\sigma} = I^{\mu\nu\rho\sigma} - 4\gamma_{1,0} L^2 \Phi I^{\mu\nu\rho\sigma} - 8\gamma_{0,1} L^2 C^{\mu\nu\rho\sigma} - 8\gamma_{1,1} L^4 \Phi C^{\mu\nu\rho\sigma}, \tag{2a}
\]

\[
\Phi \equiv Tr[\Phi] \equiv \Phi_{\mu}^{\mu}, \quad \Phi_{\mu}^{\mu} = \frac{1}{2} \sum_{I=x,y} \partial_{\mu} \phi_I \partial_{\nu} \phi_I. \tag{2b}
\]

in [34, 35]. But in more generic theories [16, 36, 37], this bound is also violated.
A pair of spatial linear dependent axionic fields, $\phi_I = \alpha x_I$ with $I = x, y$ and $\alpha$ being a constant, are introduced in the above action, which are responsible for dissipating the momentum of the dual boundary field. $L$ is the radius of the AdS spacetimes. $g_F$ and $\gamma_{m,n}$ with $m, n = 0, 1$ are the dimensionless coupling parameters. In what follows, we shall set $g_F = 1$. $\Phi^\mu_\nu$ is the second order derivative term with respect to axions. The first term in the tensor $X$ gives the standard Maxwell term. $I_{\mu\nu}^{\rho\sigma}$ is an identity matrix defined as $I_{\mu\nu}^{\rho\sigma} = \delta_\mu^\rho \delta_\nu^\sigma - \delta_\mu^\sigma \delta_\nu^\rho$. The second term can be classified as a four derivative term, which is the term with $n = 0, m = 1$ in [36, 37] (Eq. (2.13) in [36]). The third term is also a four derivative one, constructed by the Weyl tensor, which has been well studied in [14, 43]. For consistency with the current literature [20, 43, 44], we denote $\gamma_{0,1} = \gamma$ in what follows. The last term is a 6 derivative term constructed by axions and the Weyl tensor. More higher derivative terms can be constructed in terms of axions, the Weyl tensor and the gauge field, which we leave for future study. It is easy to see that the new tensor $X$ possesses the same symmetry as $X_{\mu\nu\rho\sigma} = X_{[\mu[\nu]\rho]\sigma] = X_{\rho\sigma\mu\nu}$, like in [20, 43, 44].

The equations of motion (EOMs) can be straightforwardly derived from the above action (1),

$$\nabla_\mu \left[ \nabla^\mu \phi_I \left( 1 - \gamma_{1,0} L^4 F^2 - \gamma_{1,1} L^6 C^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} \right) \right] = 0, \quad (3a)$$

$$\nabla_\nu (X^{\mu\nu\rho\sigma} F_{\rho\sigma}) = 0, \quad (3b)$$

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} - \frac{3}{L^2} g_{\mu\nu} - \frac{L^2}{2} \left( 1 - 4 \gamma_{1,0} L^2 \bar{\Phi} \right) \left( F_{\mu\nu} F^\rho_\nu - \frac{1}{4} g_{\mu\nu} F_{\rho\sigma} F^{\rho\sigma} \right) - \frac{L^2}{2} \left( 1 - \gamma_{1,0} L^4 F^2 - \gamma_{1,1} L^6 C^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma} \right) \left( \sum_{I=x,y} \partial_\mu \phi_I \partial_\nu \phi_I \right) + \frac{1}{2} g_{\mu\nu} \bar{\Phi} - L^4 (\gamma + \gamma_{1,1} L^2 \bar{\Phi}) (G_{1\mu\nu} + G_{2\mu\nu} + G_{3\mu\nu}) = 0, \quad (3c)$$

where

$$G_{1\mu\nu} = \frac{1}{2} g_{\mu\nu} R_{\alpha\beta\rho\sigma} F^{\alpha\beta} F^{\rho\sigma} - 3 R_{(\mu[\alpha\beta\lambda] F^{\nu]}_\alpha} F^{\beta\lambda} - 2 \nabla_\alpha \nabla_\beta (F_{\nu(\mu} F_{\nu)}^\alpha \beta) \quad (4a)$$

$$G_{2\mu\nu} = -g_{\mu\nu} R_{\alpha\beta\rho\sigma} F^{\alpha\beta} F^{\rho\sigma} + g_{\mu\nu} \nabla_\alpha \nabla_\beta (F^{\alpha\beta}_{\nu} F^{\lambda}_{\mu}) + \Box (F^{\lambda}_{\mu} F^{\alpha\beta}_{\nu}) - 2 \nabla_\alpha \nabla_{(\nu} (F_{\nu)\beta} F^{\alpha\beta}) + 2 R^{\alpha}_{\nu\alpha} F^{\alpha}_{\mu} F^{\beta}_{\nu} + 2 R^{\alpha}_{\nu\alpha} F^{\alpha}_{\mu} F^{\beta}_{\nu}, \quad (4b)$$

$$G_{3\mu\nu} = \frac{1}{6} g_{\mu\nu} R F^2 - \frac{1}{3} R_{\mu\nu} F^2 - \frac{2}{3} R F^2_{\mu} F_{\alpha\nu} + \frac{1}{3} \nabla_{(\nu} \nabla_{\mu)} F^2 - \frac{1}{3} g_{\mu\nu} \Box F^2. \quad (4c)$$

Following Ref. [20], we can construct the electromagnetic (EM) dual theory of (1) with
\( S_B = \int d^4x \sqrt{-g} \left( -\frac{L^2}{8\tilde{g}_F} G_{\mu\nu} \hat{X}^{\rho\sigma}_{\mu\nu} G_{\rho\sigma} \right), \) \( (5) \)

where \( \tilde{g}_F^2 \equiv 1/g_F^2 \) and \( G_{\mu\nu} \equiv \partial_{\mu} B_{\nu} - \partial_{\nu} B_{\mu} \). The tensor \( \hat{X} \) is defined by

\[
\hat{X}^{\rho\sigma}_{\mu\nu} = -\frac{1}{4} \varepsilon^{\alpha\beta}_{\mu\nu} (X^{-1})_{\alpha\beta} \gamma_{\gamma\rho\sigma},
\]

\( (6) \)

\[
\frac{1}{2} (X^{-1})_{\mu\nu} \rho\sigma X^{\rho\sigma}_{\mu\nu} \equiv I_{\mu\nu}^{\alpha\beta},
\]

\( (7) \)

where \( \varepsilon_{\mu\nu\rho\sigma} \) is a volume element. The tensor \( \hat{X} \) possesses the same symmetry as \( X \), i.e.,

\[ \hat{X}_{\mu\nu\rho\sigma} = \hat{X}_{[\mu\nu][\rho\sigma]} = \hat{X}_{\rho\sigma\mu\nu}. \]

When \( X^{\mu\nu}_{\rho\sigma} = I^{\mu\nu}_{\rho\sigma} \), the modified Maxwell theory (1b) is reduced to the standard Maxwell one. In this case, one can easily deduce that \( X^{-1} = X \) and so \( \hat{X}^{\rho\sigma}_{\mu\nu} = I^{\rho\sigma}_{\mu\nu} \) from Eqs. 7 and 6. Hence, the actions (1b) and (5) are identical, which demonstrates that the standard Maxwell theory is self-dual.

It has been shown in [20] that, when the higher derivative term \( \gamma \) is introduced, the EM self-duality is violated. Here, we demonstrate that even if only the \( \gamma_{1,0} \) coupling term is introduced, the EM self-duality is also violated. We first evaluate the inverse of \( X \) in terms of (7), which is

\[
(X^{-1})_{\mu\nu}^{\rho\sigma} = 1 \frac{1}{1 - 4\gamma_{1,0} L^2 \Phi} I^{\rho\sigma}_{\mu\nu}.
\]

\( (8) \)

Immediately, from Eq. (6), we find

\[
\hat{X}^{\rho\sigma}_{\mu\nu} = (X^{-1})_{\mu\nu}^{\rho\sigma} = 1 \frac{1}{1 - 4\gamma_{1,0} L^2 \Phi} I^{\rho\sigma}_{\mu\nu}.
\]

\( (9) \)

Since \( \hat{X} \neq X \), the EM self-duality is violated.

### III. BLACK BRANE SOLUTION

Since the EOM (3) are a set of third order differential equations with high nonlinearity, it has been hard to solve it analytically or even numerically so far. So following the strategy in [14] (also see [38–42]), we shall construct analytical solutions up to the first order of those
coupling parameters. To this end, we take the following ansatz:

\[ \text{d}s^2 = -\frac{r^2}{L^2} f(r) \text{d}t^2 + \frac{L^2}{r^2 f(r)} \text{d}r^2 + \frac{r^2}{L^2} g(r) (\text{d}x^2 + \text{d}y^2), \quad (10a) \]

\[ A = A_t(r) \text{d}t, \quad (10b) \]

where the UV boundary is at \( r \to \infty \). Note that, when we take the following ansatz of \( \phi_I \):

\[ \phi_I = \alpha x_I, \quad \text{Eq. (3a)} \]

satisfied automatically. So we only need to expand the functions \( f(r), g(r) \) and \( A_t(r) \) in powers of \( \gamma_{0,1}, \gamma \) and \( \gamma_{1,1} \) up to the first order as

\[ f(r) = f_0(r) + \gamma_0 Y_{1,0}(r) + \gamma Y(r) + \gamma_{1,1} Y_{1,1}(r), \quad (11a) \]

\[ g(r) = 1 + \gamma G(r) + \gamma_{1,1} G_{1,1}(r) \]

\[ A_t(r) = A_{t0}(r) + \gamma_0 H_{1,0}(r) + \gamma H(r) + \gamma_{1,1} H_{1,1}(r), \quad (11c) \]

where \( f_0(r) \) and \( A_{t0}(r) \) are the zeroth order solutions, which have been worked out in [45], while \( Y_{i,j}(r), G_{i,j}(r) \) and \( H_{i,j}(r) \) are the first order solutions of \( \gamma_{i,j} \). Note that we do not include the correction from \( \gamma_{0,1} \) into the function of \( g(r) \), so that we can make a direct comparison with the analytical solution in [36, 37].

By directly solving Eq. (3) to the zeroth and first order of the coupling parameters, we can determine these functions:

\[ f_0(r) = 1 - \frac{M}{r^3} + \frac{q^2}{r^4} - \frac{\alpha^2 L^4}{2r^2}, \quad A_{t0}(r) = \mu - \frac{2q}{r L^2}, \quad (12a) \]

\[ Y_{1,0}(r) = -\frac{4 \alpha^2 q^2 L^4}{3 r^6}, \quad H_{1,0}(r) = \frac{8 \alpha^2 q L^2}{3 r^3}, \quad (12b) \]

\[ Y(r) = \frac{c_0 q^2}{r^5} - \frac{c_0 M}{2r^4} + \frac{c_1 \alpha^2 L^4}{2r^2} - \frac{c_0}{r} + \frac{20 M q^2}{9 r^7} - \frac{104 q^4}{45 r^8} + \frac{10 \alpha^2 q^2 L^4}{9 r^6} - \frac{32 q^2}{9 r^4}, \]

\[ G(r) = -\frac{c_0}{r} + c_1 + \frac{4 q^2}{9 r^4}, \]

\[ H(r) = -\frac{c_0 q}{r^7} - \frac{4 M q}{r^4 L^2} + \frac{296 q^3}{45 r^5 L^2} - \frac{8 \alpha^2 q L^2}{9 r^3}, \quad (12c) \]

\[ Y_{1,1}(r) = \frac{d_0 M}{2 r^4} - \frac{d_0 q^2}{2 r^2} + \frac{\alpha^2 d_1 L^4}{2 r^2} + \frac{d_0}{r} + \frac{64 \alpha^2 M q^2 L^4}{45 r^9} - \frac{496 \alpha^2 q^4 L^4}{315 r^{10}} + \frac{28 \alpha^2 q^2 L^2}{45 r^8} - \frac{32 \alpha^2 q^2 L^4}{45 r^6}, \]

\[ G_{1,1}(r) = \frac{d_0}{r} + d_1 + \frac{8 \alpha^2 q L^4}{45 r^6}, \]

\[ H_{1,1}(r) = \frac{d_0 q L^2}{r^2 L^2} - \frac{8 \alpha^2 M q L^2}{3 r^6} + \frac{208 \alpha^2 q^3 L^2}{45 r^7} - \frac{8 \alpha^4 q L^6}{15 r^5}. \quad (12d) \]

\(^3\) When the Weyl terms are turned off, i.e., \( \gamma = 0 \) and \( \gamma_{1,1} = 0 \), the black brane can be worked out analytically [36, 37]. We shall make a qualitative comparison on the DC conductivity between [36, 37] and our present results in Sec. IVB.
(µ, q, M, c₀, c₁, d₀, d₁) are seven integration constants, which are not independent from one another. Below, we shall derive the relations among them.

First, we can make the coordinate transformations

\[ r \rightarrow r + \frac{1}{2} \gamma c_0 - \frac{1}{2} d_0 \gamma_{1,1}, \]
\[ (x, y) \rightarrow (x, y) \left( -\frac{1}{2} d_1 \gamma_{1,1} - \frac{\gamma c_1}{2} + 1 \right), \]

and a redefinition of the axionic charge \( \alpha \)

\[ \alpha \rightarrow \alpha \left( \frac{1}{2} d_1 \gamma_{1,1} + \frac{\gamma c_1}{2} + 1 \right), \]

such that the integration constants \((c₀, c₁, d₀, d₁)\) can be eliminated. Using the conditions that \( f \) and \( A_\tau \) vanish at the horizon \( r = r_h \), we obtain the relations for \((µ, q, M)\):

\[ q = \frac{\mu r_h L^2}{2} - \gamma_{1,0} \frac{2 \alpha^2 \mu L^6}{3 r_h} + \gamma \left( \frac{5 \alpha^2 \mu L^6}{18 r_h} + \frac{29 \mu^3 L^6}{180 r_h} - \mu L^2 r_h \right), \]
\[ + \gamma_{1,1} \left( \frac{\alpha^4 \mu L^{10}}{5 r_h^3} + \frac{11 \alpha^2 \mu^3 L^{10}}{90 r_h^3} - \frac{2 \alpha^2 \mu L^6}{3 r_h} \right), \]
\[ M = r_h^3 - \frac{1}{2} \alpha^2 L^4 r_h + \frac{1}{4} \mu^2 L^4 r_h - \gamma_{1,0} \left( \frac{\alpha^2 \mu^2 L^8}{3 r_h} \right) + \gamma \left( \frac{5 \alpha^2 \mu^2 L^8}{18 r_h} + \frac{7 \mu^4 L^8}{45 r_h} - \frac{4 \mu^2 L^4 r_h}{3 \alpha} \right), \]
\[ + \gamma_{1,1} \left( \frac{8 \alpha^4 \mu^2 L^{12}}{45 r_h^3} + \frac{71 \alpha^2 \mu^4 L^{12}}{630 r_h^3} - \frac{22 \alpha^2 \mu^2 L^8}{45 r_h} \right). \]

It is convenient to work with dimensionless quantities. So we make the following rescaling:

\[ r \rightarrow r_h r, \quad (t, \vec{x}) \rightarrow \frac{L^2}{r_h^2} (t, \vec{x}), \quad A_t \rightarrow \frac{r_h}{L^2} A_t, \quad M \rightarrow M r_h^2, \quad Q \rightarrow Q r_h^2, \quad \alpha \rightarrow \frac{r_h}{L^2} \alpha. \]

Under this rescaling, we can set \( L = 1 \) and \( r_h = 1 \). Then the dimensionless temperature can be given by

\[ T = -\frac{2 \alpha^2 + \mu^2 - 12}{16 \pi} - \gamma_{1,0} \frac{\alpha^2 \mu^2}{12 \pi} + \gamma \frac{\mu^2 (\mu^2 - 60)}{720 \pi} + \gamma_{1,1} \frac{\alpha^2 \mu^2 (8 \alpha^2 + 3 \mu^2 - 84)}{360 \pi}. \]

Note that all the above quantities \( q, M \) and \( T \) have been expanded to the first order of the coupling parameters \((\gamma_{1,0}, \gamma, \gamma_{1,1})\). This black brane is characterized by two parameters, i.e., the temperature \( T/\mu \) and the strength of the momentum dissipation \( \alpha/\mu \). \( \mu \) is interpreted as the chemical potential of the dual field and can be treated as the unit for the grand canonical system. For later convenience, we denote \( \bar{T} \equiv T/\mu \) and \( \bar{\alpha} \equiv \alpha/T \).
In addition, for the convenience of calculation, we shall work with the coordinate $u = 1/r$. Then, in terms of $\mu$, we reexpress $f(u)$, $g(u)$ and $A_t(u)$ as follows:

$$f(u) = (1 - u)p(u),$$

$$p(u) = -\frac{1}{4} \mu^2 u^3 - \frac{\alpha^2 u^2}{2} + u^2 + u + 1 - \frac{1}{3} \gamma_{1,0} \alpha^2 \mu^2 u^3 \left( u^2 + u - 1 \right)$$

$$+ \frac{\gamma}{180} \mu^2 u^3 \left( 2 \mu^2 (13u^4 - 14) + 50 \alpha^2 (u^3 - 1) + (\mu^2 - 100) (u^3 + u^2 + u) + 240 \right)$$

$$+ \frac{\gamma_1}{630} \mu^2 u^3 \left( 14 \alpha^2 (8u^5 + u^4 + u^3 + u^2 + u - 8) - 28 (8u^5 + 8u^4 + 8u^3 + 4u^2 + 4u - 11) \right)$$

$$+ \mu^2 \left( 62u^6 + 6u^5 + 6u^4 + 6u^3 + 6u^2 + 6u - 71 \right),$$

$$g(u) = \frac{2}{45} \alpha^2 \mu^2 u^6 \gamma_{1,1} + \frac{1}{9} \gamma \mu^2 u^4 + 1,$$

$$A_t(u) = \mu(1 - u) \left[ 1 + \frac{4}{3} \alpha^2 u(u + 1) \gamma_{1,0} + \gamma \left( 2u \left( u^2 + u + 1 \right) - \frac{1}{9} \alpha^2 u(9u + 5) + 5 \right) \right.$$ 

$$- \frac{1}{90} \mu^2 u(u(74u + 29) + 29) + 29) + \frac{1}{45} \alpha^2 u \gamma_{1,1} \left( 60 \left( u^4 + u^3 + u^2 + u + 1 \right) - 6 \alpha^2(u(u(5u + 3) + 3) + 3) - \mu^2(u(u(u(26u + 11) + 11) + 11) + 11) + 11) \right) \right].$$

(18a) \hspace{1cm} (18b) \hspace{1cm} (18c) \hspace{1cm} (18d)

IV. DC CONDUCTIVITY AT FINITE DENSITY

A. The derivation of the DC conductivity

In this section, we follow the procedure in [8, 14, 46, 47] to calculate the DC conductivity. To this end, we turn on the following consistent perturbations

$$\delta g_{tx} = \frac{1}{u^2} h_{tx}(u) \left[ 1 + \gamma G(u) + \gamma_{1,1} G_{1,1}(u) \right], \quad \delta A_x = -E_x t + a_x(u), \quad \delta \phi_x = \chi_x(u).$$

(19)

Then, one can define a radial conserved current in the bulk as

$$J^x = \frac{1}{2} \sqrt{-g} X^{\mu \nu \rho \sigma} F_{\rho \sigma}.$$

(20)

Up to the first order of the coupling parameters, this conserved current can be evaluated as

$$J^x = -Q h_{tx}(u) + f(u)a_x'(u) - 4 \alpha^2 u^2 \gamma_{1,0} f(u) a_x'(u)$$

$$- \frac{2}{3} \alpha^2 u^2 \left( \alpha^2 u^2 \gamma_{1,1} + \gamma \right) \left( f''(u) a_x'(u) + 3 A_x'(u) h_{tx}(u) \right).$$

(21)

We have defined $Q = J^t$ in the above equation. It is the conserved electric charge density. Once $J^x$ is at hand, the DC conductivity can be evaluated in terms of Ohm’s law

$$\sigma_{DC} = \frac{J^x}{E_x}.$$

(22)
Since $J^x$ is a radial conserved quantity, the DC conductivity can be evaluated at the horizon $u = 1$. First, we extract the value of $h_{tx}$ at the horizon from the $t, x$ component of the Einstein equation, which reads

$$\gamma_{1,0} \left( \frac{1}{4} h_{tx} \left( G_{1,1} \left( (A')^2_t - 2f'' + 8f' + 12 \right) - 2f'G'_{1,1} \right) + \frac{1}{3} \alpha^2 u^2 A'_t (2f f'' a'_t + h_{tx} A'_t (f'' - 2f')) \right)$$

$$- \frac{1}{6} f a'_x A'_t (4\alpha^2 u^2 \gamma_{1,1} f'' + 4\gamma f'' + 3) + h_{tx} \left( \frac{1}{6} \left( 3\gamma_{1,1} f'G'_{1,1} - 2\gamma (A')^2_t (f'' - 2f') + 3\gamma f'G' \right) \right.$$

$$+ \frac{1}{6} \alpha^2 \left( 2u^2 \gamma_{1,1} (A')^2_t (2f' - f'') + 3 \right) - \frac{1}{4} (A')^2_t + \frac{f''}{2} - 2f' - 3 \right) = 0. \quad (23)$$

Notice that the above equation has taken value at $u = 1$. In addition, we also need to add a regular boundary condition of $a_x$ at the horizon, which is

$$a'_x = \frac{E_x}{f}. \quad (24)$$

Collecting Eqs. (21)-(24), we can obtain the DC conductivity:

$$\sigma_0 = 1 + \frac{1}{\alpha^2} + \gamma_{1,0} \left( \frac{28\mu^2}{3} - \frac{8}{3} \frac{\mu^4}{\alpha^2} - \frac{3\mu^4}{5\alpha^2} - 4\mu^2 \alpha^2 - \frac{4\mu^2}{5\alpha^2} - \frac{38\mu^4}{15} \right) + \gamma \left( 4 - \frac{4}{3} \frac{\mu^2}{\alpha^2} + \frac{8\mu^2}{15} \frac{\alpha^2}{4} + \frac{\mu^2}{9} \right)$$

$$+ \gamma_{1,1} \left( - \frac{4}{3} \frac{\mu^4}{\alpha^4} - \frac{1}{5} \frac{\mu^4}{\alpha^2} + \frac{\mu^4}{3\alpha^2} + 4\mu^2 \alpha^2 - \frac{4\mu^2}{\alpha^2} + \frac{10\mu^4}{9} - \frac{8\mu^2}{3} \right). \quad (25)$$

When $\gamma_{1,0} = 0$ and $\gamma_{1,1} = 0$, the result (25) reduces to Eq. (37) in [14]. To compare with our present results, involving more coupling terms, we would like to present a brief review [14]:

- There is a relation,

$$\sigma_0(\gamma, T) \simeq \text{const.} - \sigma_0(-\gamma, T), \quad (26)$$

which can be seen to hold when $\bar{\alpha}$ is fixed. It can be viewed as a special particle-vortex duality in [48, 49].

- A metal-insulator transition (MIT) happens at zero temperature for a given nonzero $\gamma$ when we change the axionic charge $\bar{\alpha}$.

- There is a mirror symmetry at zero temperature

$$\frac{\partial \sigma_0}{\partial T}(\gamma, \bar{\alpha}) = - \frac{\partial \sigma_0}{\partial T}(-\gamma, \bar{\alpha}). \quad (27)$$

---

4 This mirror symmetry also may be applicable at finite temperature.
Next, we shall analyze the behavior of the DC conductivity and explore the MIT. Before proceeding, we introduce the definition of metallic phase and insulating phase adopted in many holography references [6–19, 50]:

- Metallic phase: $\partial_T \sigma_0 < 0$.
- Insulating phase: $\partial_T \sigma_0 > 0$.
- Critical point (line): $\partial_T \sigma_0 = 0$.

## B. DC conductivity without Weyl term

In Appendix A, we analyze the causality and instabilities of the vector modes at zero density. When we only consider the $\gamma_{1,0}$ term, the analysis and the requirement of the positive DC conductivity indicate $-3/40 \leq \gamma_{1,0} \leq 1/40$. But it is hard to analyze the causality and instabilities of the vector modes at finite density even if we have an analytical perturbative black brane solution. We shall leave this problem for future study. Here, we only approximately impose a further constraint from the requirement of the positive DC conductivity at finite density.

Figure 1 show the DC conductivity $\sigma_0$ as a function of the temperature $T$ with different $\gamma_{1,0}$ and $\bar{\alpha}$. We find that, when $\gamma_{1,0} = 0.025$, $\sigma_0$ is negative for small $\bar{\alpha}$ and low temperature $T$. Further detailed exploration indicates that the positive definiteness of the DC conductivity constrains $\gamma_{1,0}$ in the range

$$-3/40 \leq \gamma_{1,0} \leq 1/100.$$  

(28)
FIG. 2: DC conductivity $\sigma_0$ as a function of $\bar{\alpha}$ with different $\gamma_{1,0}$ at zero temperature (left plot) and finite temperature (right plot), respectively.

FIG. 3: $\partial_T \sigma_0$ as a function of $\bar{\alpha}$ at zero temperature for different $\gamma_{1,0}$.

Also, we, respectively, show the DC conductivity as a function of $\bar{\alpha}$ for $\gamma_{1,0}$ belonging to the range (28) at zero temperature and finite temperature in Fig. 2. Figures 1 and 2 show that our result is qualitatively the same as that found in [36]:

- At zero temperature, the DC conductivity monotonously decreases in terms of $\bar{\alpha}$.

- At finite temperature, the DC conductivity is qualitatively similar to that at zero temperature when $\gamma_{1,0} > 0$. Meanwhile for $-3/40 \leq \gamma_{1,0} < 0$, the DC conductivity no longer monotonously decreases but has a minimum at some finite value of $\bar{\alpha}$.

- When $\bar{\alpha}$ is fixed, the DC conductivity monotonously decreases in terms of $\bar{T}$ for $\gamma_{1,0} > 0$, which demonstrates a metal phase. When the sign of $\gamma_{1,0}$ changes, an opposite behavior is found, which is an insulator phase.

Therefore, our system up to the first order of the coupling parameters captures the main properties as shown in [36].

Finally, we present some comments on comparing with the 4 derivative Weyl term studied in [14].
FIG. 4: Left plot: $\sigma_0$ as a function of $T$ with $\gamma_{1,0} = 0.0005$, $\bar{\alpha} = 2.5$ and for different $\gamma$. Right plot: $\sigma_0$ as a function of $T$ with $\gamma = 10^{-4}$, $\bar{\alpha} = 2.5$ and for different $\gamma_{1,0}$.

FIG. 5: $\partial_T \sigma_0$ as a function of $\bar{\alpha}$ at zero temperature.

- Different from that for the four derivative Weyl term, no MIT happens for a given nonzero $\gamma_{1,0}$ when changing $\bar{\alpha}$ (see Fig. 3). But the mirror symmetry on $\partial \sigma_0 / \partial T(\bar{\alpha})$ (27) at zero temperature holds when the sign of $\gamma_{1,0}$ changes.
- Equation (26) holds when the sign of $\gamma_{1,0}$ changes and $\bar{\alpha}$ is fixed.

C. DC conductivity from four derivative theory

When only the four derivative Weyl term $\gamma$ is involved, an MIT occurs at zero temperature by varying the axionic charge $\bar{\alpha}$. In particular, the quantum critical line is independent of the coupling parameter $\gamma$ [14].

In this section, we consider the mixed effect on DC conductivity in the four derivative theory including both $\gamma_{1,0}$ and $\gamma$ terms. The main properties are summarized as follows:

- Equations (26) and (27) hold for fixed $\bar{\alpha}$ and changing the signs of $\gamma$ and $\gamma_{1,0}$ (Fig. 4 and left plot in Fig. 5).
- For positive (negative) small $\gamma_{1,0}$, a MIT can be observed for negative (positive) $\gamma$ (see
right plot in FIG.5). But different from the case only involving the four derivative term in [14], the quantum critical line is dependent on $\gamma$ (Fig.6). It provides a new platform of QCP such that we can study the holographic entanglement entropy and the butterfly effect close to QCP as in [13, 14, 51]. We shall explore them in our present model in the future.

Before proceeding, we present some comments on the phase diagram for the MIT from four derivative theory at zero temperature (Fig. 6). For $\gamma_{1,0} < 0$ and $\gamma > 0$, with the increase of the strength of momentum dissipation, there is a phase transition from metallic phase to insulating one. This phenomenon is consistent with that of the usual charged particle excitations. On the other hand, for $\gamma_{1,0} > 0$ and $\gamma < 0$, we find that with the increase of the strength of momentum dissipation, the phase transition is opposite, i.e., the stronger momentum dissipates, the more insulating is the material. A better description of this phenomenon is provided by considering the excitations of vortices. Just as described [20], the EM duality of the bulk theory, which is related by changing the sign of $\gamma$, corresponds to the particle-vortex duality in the dual holographic CFT. Figure 6 shows such a duality; when we change the sign of $\gamma$, there is a duality between metallic and insulating phase. In fact, the phenomena can be easily concluded from Eq. (26). Finally, we would like to mention two corresponding examples. One is the transition observed in [20] from the Drude-like peak at low frequency optical conductivity, which is interpreted as the charged particle excitations, to the dip, which resembles the excitations of vortices. Another one is the observation in [43] that the momentum dissipation drives the Drude-like peak into the dip of the low frequency
optical conductivity for $\gamma > 0$. Meanwhile for $\gamma < 0$, the opposite scenario appears. When the sign of $\gamma$ changes, an approximate duality in optical conductivity is also observed for fixed strength of momentum dissipation. This duality is also observed in the next section.

**D. DC conductivity from six derivative theory**

Now, we turn to a study of the effect of the six derivative term. For simplicity, we turn off the four derivative terms, i.e., we set $\gamma_{1,0} = 0$ and $\gamma = 0$. Figure 7 exhibits the DC conductivity $\sigma_0$ as a function of the temperature $\bar{T}$ for some representative $\bar{\alpha}$ and $\gamma_{1,1}$. The left plot in Fig. 8 shows $\partial_T \sigma_0$ as a function of $\bar{\alpha}$ at zero temperature, while right plot shows the phase diagram in the $(\gamma_{1,1}, \bar{\alpha})$ plane for the MIT at zero temperature. We find that the properties of DC transport from six derivative theory is very similar to that from four derivative theory only involving the Weyl term [14]; here the mirror symmetries (26) and (27) hold for fixed $\bar{\alpha}$ and changing the signs of $\gamma_{1,1}$ in the phase diagram over $(\gamma_{1,1}, \bar{\alpha})$ plane for the MIT at zero temperature. One difference is that the quantum critical line is shifted to $\bar{\alpha} \simeq 0.9$.\footnote{The quantum critical line from four derivative theory only involving the Weyl term is located at $\bar{\alpha} \simeq 0.82$.} It is also interesting to explore the DC conductivity at finite density from the six derivative theory only involving Weyl terms and compare the results with present results, including the mixed effect of both axions and Weyl tensor. We leave this problem for future study.
In this section, we study the transports at zero density. In this case, the black brane solution reduces to the neutral one \cite{45}

\[
\begin{align*}
\text{ds}^2 &= \frac{1}{u^2} \left( -f(u)\text{d}t^2 + \frac{1}{f(u)} \text{d}u^2 + \text{d}x^2 + \text{d}y^2 \right), \\
f(u) &= (1 - u)p(u), \quad p(u) = \frac{\sqrt{1 + 6\hat{\alpha}^2 - 2\hat{\alpha}^2 - 1}}{\hat{\alpha}^2} u^2 + u + 1. 
\end{align*}
\]

Note that we have parameterized this black brane solution by one scaling-invariant quantity \( \hat{\alpha} = \alpha/4\pi T \) with \( T = p(1)/4\pi \). Based on this neutral geometry background, we shall study the transport starting from four derivative and six derivative theory, respectively.

**A. Four derivative theory**

In this section, we study the properties of the conductivity in four derivative theory and see how the new higher derivative coupling term \( \gamma_{1,0} \) affects them. Figure. 9 shows the optical conductivity \( \sigma(\bar{\omega}) \) as a function of \( \bar{\omega} \) with representative \( \gamma_{1,0}, \gamma \) and \( \hat{\alpha} \). Comparing Fig. 9 with Fig. 1 in our previous work \cite{43}, we observe that, for the system with positive (negative) \( \gamma \) and \( \gamma_{1,0} \), the transition from peak (dip) to dip (peak) appears to go easier with the increase of \( \hat{\alpha} \).

As have been revealed in \cite{43}, the particle-vortex duality is recovers with the change of \( \gamma \to -\gamma \) for a specific value of \( \hat{\alpha} = 2/\sqrt{3} \). Now we want to explore if this phenomenon is generic when a new higher derivative coupling term \( \gamma_{1,0} \) is taken into account. Figure. 10
FIG. 9: The optical conductivity $\sigma(\hat{\omega})$ as a function of $\hat{\omega}$ with representative $\gamma_{1,0}$, $\gamma$ and $\hat{\alpha}$.

![Graph showing the optical conductivity as a function of $\hat{\omega}$ with representative parameters](image)

FIG. 10: The DC conductivity $\sigma_0$ versus $\hat{\alpha}$ for the representative $\gamma$ and $\gamma_{1,0}$. Shows the DC conductivity $\sigma_0$ as a function of $\hat{\alpha}$ for the representative $\gamma$ and $\gamma_{1,0}$. We find that, for a given $\gamma_{1,0}$, all the lines of $\sigma_0(\hat{\alpha})$ with different $\gamma$ intersect at one point $\hat{\alpha} = 2/\sqrt{3}$, which is similar to that found for only the Weyl term $\gamma$ being involved. It indicates that $\sigma_0(\hat{\alpha})$ is independent of $\gamma$ for $\hat{\alpha} = 2/\sqrt{3}$, which can also be deduced from the expression for DC conductivity (A16). But we note that the value of $\sigma_0(\hat{\alpha} = 2/\sqrt{3}, \gamma)$ is not equal to

![Graph showing the DC conductivity as a function of $\hat{\alpha}$ with representative parameters](image)

FIG. 11: The optical conductivity as a function of $\hat{\omega}$ for various values of $\gamma$, $\gamma_{1,0}$ and fixed $\hat{\alpha} = 2/\sqrt{3}$. The solid and dashed curves are the conductivity of the original EM theory and its dual theory, respectively (red for $\gamma = 1/12$ and $\gamma_{1,0} = 1/100$ and blue for $\gamma = -1/12$ and $\gamma_{1,0} = -1/100$).

![Graph showing the optical conductivity as a function of $\hat{\alpha}$ with representative parameters](image)
unity. Also, the relation \( \sigma_0(\hat{\alpha} = 2/\sqrt{3}, \gamma) = \frac{1}{\sigma_0(\hat{\alpha}=2/\sqrt{3},-\gamma)} \) does not hold. It indicates the exact duality of the DC conductivity only with the Weyl term for \( \hat{\alpha} = 2/\sqrt{3} \) is violated when the \( \gamma_{1,0} \) term is taken into account. Furthermore, we study the optical conductivities of both the original EM theory and its dual theory for the specific value of \( \hat{\alpha} = 2/\sqrt{3} \), shown in Fig. 11, and we find that the exact particle-vortex duality is indeed violated when \( \gamma \to -\gamma \) and \( \gamma_{1,0} \to -\gamma_{1,0} \). It is easy to check that if we fix \( \gamma_{1,0} \), the particle-vortex duality is also violated when \( \gamma \to -\gamma \).

B. Six derivative theory

Now, we turn to a study of the case in six derivative theory. Figure 12 shows the optical conductivity with \( \gamma_{1,1} \) being turned on. We observe that for positive \( \gamma_{1,1} \) and small \( \hat{\alpha} \), a small peak is displayed in the low frequency region. With the increase of \( \hat{\alpha} \), the small peak starts to develop into a dip (left plot in Fig. 12). Meanwhile for negative \( \gamma_{1,1} \), an opposite scenario is found (right plot in Fig. 12). The phenomenon is similar to that with the \( \gamma \) term.

Also, we note that, for the specific value of \( \hat{\alpha} = 2/\sqrt{3} \), the DC conductivity \( \sigma_0 = 1 \) and is independent of \( \gamma_{1,1} \) (see Fig. 23), which is similar to that with only the Weyl term [43]. Furthermore, we study the particle-vortex duality of this case, which is shown in Fig. 13. It is obvious that for small \( \gamma_{1,1} \), the particle-vortex duality approximately holds. Meanwhile, for the specific value of \( \hat{\alpha} = 2/\sqrt{3} \), the duality exactly holds. Though here we do not work out the analytical understanding on the particle-vortex duality for the specific value of \( \hat{\alpha} = 2/\sqrt{3} \), it seems to originate from the Weyl term. The additional \( \gamma_{1,0} \) term violates this exact duality. Further, we examine the duality from another six derivative term with \( X_{\mu\nu}^{\rho\sigma} = -4\gamma_1 C^2 I_\mu^{\rho\sigma} \), of which the original theory has been studied in our previous work [44]. Again, the particle-vortex duality exactly holds for \( \hat{\alpha} = 2/\sqrt{3} \) when \( \gamma_1 \to -\gamma_1 \) (see Fig. 14). In future, we will further test the robustness of this phenomena by exploring that with the higher order terms of the Weyl coupling.

VI. DISCUSSIONS

In this work, we extend our previous work [14, 43] to constructing a higher derivative theory including the coupling among the axionic field, the Weyl tensor and the gauge field.
FIG. 12: The optical conductivity $\sigma(\hat{\omega})$ as the function of $\hat{\omega}$ with representative $\gamma_{1,1}$ and $\hat{\alpha}$.

FIG. 13: The optical conductivity as the function of $\hat{\omega}$ for various values of $\gamma_{1,1}$ and $\hat{\alpha}$. The solid and dashed curves are the conductivity of the original EM theory and its dual theory, respectively (red for $\gamma_{1,1} = 1/50$ and blue for $\gamma_{1,1} = -1/50$).

To be more specific, we construct four derivative terms, a simple summation of the Weyl term $C_{\mu\nu\rho\sigma}$ coupling with the gauge field, as well as a term from the trace of axions coupling with the gauge field, and a six derivative term, a mixed term by the product of Weyl tensor and the axionic field, coupling with the gauge field.

Following the strategy in [14], we construct the charged black brane solution with momentum dissipation in a perturbative manner up to the first order of the coupling parameters. We study the QCP from four and six derivative theory, respectively. For four derivative theory, because of the introduction of $\gamma_{1,0}$, the quantum critical line is independent of $\gamma$, 

\[
\alpha = \frac{1}{3}
\]

\[
\alpha = \frac{2}{3}
\]

\[
\alpha = 2
\]

\[
\alpha = 10
\]
FIG. 14: The optical conductivity as the function of $\omega$ for $\gamma_1 = \pm 0.02$ and $\hat{\alpha} = 2/\sqrt{3}$. The solid and dashed curves are the conductivity of the original EM theory and its dual theory, respectively (red for $\gamma_1 = 0.02$ and blue for $\gamma_1 = -0.02$).

which is different from the case only involving the 4 derivative term in [43]. It provides a new platform of QCP such that we can study holographic entanglement entropy and butterfly effect close to QCP, which may inspire new insight. For six derivative theory, the quantum critical line is independent of the coupling parameter $\gamma_{1,1}$, which is similar that in [14].

Also, we study the transport phenomena including DC conductivity and optical conductivity at zero charge density, which is away from the QC phase. For four derivative theory, the momentum dissipation makes the transition from peak (dip) to dip (peak) easier, comparing with that in our previous work [43]. In addition, we find that for the specific value of $\hat{\alpha} = 2/\sqrt{3}$, the exact particle-vortex duality, holding for only the $\gamma$ term, survives [43] and is violated when the $\gamma_{1,0}$ term is turned on. For the six derivative theory, the particle-vortex duality exactly holds for $\hat{\alpha} = 2/\sqrt{3}$. Meanwhile the effect of the momentum dissipation on the transition between the gap and the dip is similar to that in four derivative theory.

It is definitely a novelty and an interesting matter to compute the optical conductivity at finite chemical potential $\mu$. However, even if we have obtained the perturbative black brane solution to the first order of $\gamma$ in Sect. III, we still need to solve the linear perturbative differential equations beyond the second order to obtain the optical conductivity. It is a hard task and so we shall leave it for the future. In addition, this simple model including the mixed terms between the Weyl tensor and the axions can be straightforwardly generalized to include the charge complex scalar field such that we can study the superconducting phase. It is also interesting and valuable to further explore the transport of our present model at full momentum and energy spaces, which certainly will reveal more information of the systems.
This work deserves further study and we plan to publish our results in the near future.
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Appendix A: Bounds on the coupling

In this appendix, we explore the constraints on the coupling parameters. We mainly examine the causality of the dual boundary theory, the instabilities of the vector modes and the positive definiteness of the DC conductivity at zero charge density. We also discuss the constraint from the requirement that the graviton mass is real, i.e., $m_g^2 > 0$.

1. Bounds on the coupling at zero charge density

To examine the causality of the dual boundary theory and the instabilities of the vector modes, we decompose the perturbations of gauge field in the Fourier space as $A_{\mu}(t, x, y, u) \sim e^{i q \cdot x} A_{\mu}(u, q)$, with $q \cdot x = -\omega t + q^x x + q^y y$, and write down the EOMs as follows:

\begin{align*}
A'_t + \frac{\hat{q} f}{\hat{\omega} X_3} A'_x &= 0, \quad (A1) \\
A'' + \frac{X'_3}{X_3} A'_t - \frac{p^2 \hat{q} X_1}{f X_3} (\hat{q} A_t + \hat{\omega} A_x) &= 0, \quad (A2) \\
A'' + \left( \frac{f'}{f} + \frac{X'_5}{X_5} \right) A'_x + \frac{p^2 \hat{\omega} X_1}{f^2 X_5} (\hat{q} A_t + \hat{\omega} A_x) &= 0, \quad (A3) \\
A'' + \left( \frac{f'}{f} + \frac{X'_6}{X_6} \right) A'_y + \frac{p^2 \hat{\omega} X_2}{f^2 X_6} (\hat{\omega}^2 X_2 - q^2 \hat{q}^2 X_4) A_y &= 0, \quad (A4)
\end{align*}

where the prime denotes the derivative with respect to $u$ and the dimensionless frequency and momentum $\hat{\omega} \equiv \frac{\omega}{4 \pi T} = \frac{\omega}{p}, \hat{q} \equiv \frac{q}{4 \pi T} = \frac{q}{p}$, with $p \equiv p(1) = 4 \pi T$, are introduced. Due to the rotational symmetry in $xy$-plane, we have set $q^u = (\omega, q, 0)$. Also
we choose the gauge as $A_u(u, q) = 0$. At the same time, a tensor $X^B_\mu = \{X_1(u), X_2(u), X_3(u), X_4(u), X_5(u), X_6(u)\}$, with $A, B \in \{tx, ty, tu, xy, xu, yu\}$, has been introduced to simplify the expression of the perturbative EOMs. Since the background is rotationally symmetric in the $xy$-plane, we have $X_1(u) = X_2(u)$ and $X_5(u) = X_6(u)$. Combining Eqs. (A1) and (A2), one has a decoupled EOM for $A_t(u, \hat{q})$, which is

$$A''_t + \left(\frac{f'}{f} - \frac{X'_1}{X_1} + 2\frac{X'_3}{X_3}\right)A''_t + \left(-\frac{p^2 q^2 X_1}{f X_3} + \frac{p^2 \omega^2 X_1}{f^2 X_5} + \frac{f' X'_3}{f X_3} - \frac{X'_1 X'_3}{X_1 X_3} + \frac{X''_3}{X_3}\right)A'_t = 0 \quad (A5)$$

By making a transform as $A_\mu \rightarrow B_\mu$ and $X_i \rightarrow \hat{X}_i$, we can obtain the EOMs of the dual EM theory from the above equations. Note that from Eq. (6), it is easy to deduce that $\hat{X}_A^B$ is also diagonal with $\hat{X}_i = 1/X_i$.

Since $A_x$ can be expressed by $A_t$ in terms of Eq. (A1), there are only two independent vector modes, $A_t$ and $A_y$, which correspond to EOMs (A5) and (A4). They can be formulated in Schrödinger form as

$$-\partial^2_z \psi_i(z) + V_i(u)\psi_i(z) = \hat{\omega}^2 \psi_i(z). \quad (A6)$$

Notice that we have made a coordinate transformation, $dz/du = p/f$, and a separation of variable, $A_i(u) = G_i(u)\psi_i(u)$, where $A_i(u) := A'_i(u)$ and $i = \bar{t}, y$. For later convenience, we decompose the effective potential $V_i(u)$ into both a momentum dependent part and an independent one,

$$V_i(u) = \hat{q}^2 V_{0i}(u) + V_{1i}(u), \quad (A7)$$

where $[27]$

$$V_{0i} = f \frac{X_1}{X_3}, \quad V_{0y} = f \frac{X_3}{X_1}, \quad (A8)$$

$$V_{1i} = f \frac{4p^2 X_1^3}{4p^2 X_1^3} \left[3 f (X'_1)^2 - 2 X_1 (f X'_1)'ight], \quad (A9)$$

$$V_{1y} = f \frac{4p^2 X_1^3}{4p^2 X_1^3} \left[-f (X'_1)^2 + 2 X_1 (f X'_1)'ight]. \quad (A10)$$

Before proceeding, we present the main ingredients constraining the coupling parameters as follows.

- If $V_i(u)$ satisfies,

$$0 \leq V_i(u) \leq 1. \quad (A11)$$
the modes meet the requirements of both causality and the stability of the dual boundary theory [52–54].

• When $V_i(u)$ violates the lower bound, the modes may be instable. We need further analyze the zero energy bound state of the potential.

• An additional condition is the requirement of positive definiteness of the real part of the conductivity, especially the DC conductivity.

Next, we analyze the constraint on the coupling parameters.

\( a. \) Four derivative theory

When only the coupling parameter $\gamma_{1,0}$ survives, some related discussions have been explored in [36]. But here one only discusses the Schrödinger potential of the perturbation $A_x$. Here, we shall present a more detailed discussion in our present framework.

In terms of the expression of the DC conductivity [20, 23]

$$\sigma_0 = \sqrt{-gg^{xx}} \sqrt{-g^{uu}g^{uu}X_1X_5} \mid_{u=1}, \quad (A12)$$

we can explicitly write it down when only $\gamma_{1,0}$ survives,

$$\sigma_0 = 1 - 24\gamma_{1,0} - \frac{8\gamma_{1,0}}{\hat{\alpha}^2} + \frac{8\sqrt{1 + 6\hat{\alpha}^2}\gamma_{1,0}}{\hat{\alpha}^2}, \quad (A13)$$

Figure 15 shows $\sigma_0$ as a function of $\hat{\alpha}$ for sample values of $\gamma_{1,0}$. We see that, for $\gamma_{1,0} \leq 1/24$, $\sigma_0$ is positive for all values of $\hat{\alpha}$. Meanwhile, for $\gamma_{1,0} > 1/24$, it vanishes for some finite $\hat{\alpha}$. This can also be seen from the following: when $\hat{\alpha} \to +\infty$, $\sigma_0 = 1 - 24\gamma_{1,0}$. Therefore, a non-negative $\sigma_0$ gives a constraint on $\gamma_{1,0}$ as $\gamma_{1,0} \leq 1/24$. 

![Figure 15: The DC conductivity as a function of $\hat{\alpha}$ for only $\gamma_{1,0}$ surviving.](image-url)
Next, we turn to a discuss of the bounds of $\gamma_{1,0}$ imposed by the causality and the instabilities. First, it is easy to find that in the limit of large momentum, since $X_1 = X_3 = 1 - 4\tilde{\alpha}^2\gamma_{1,0}u^2$ for only $\gamma_{1,0}$ we have surviving $V_{0\tilde{t}} = V_{0y} = f(u)$, which are the dominant terms. Obviously, $V_{0\tilde{t}}$ and $V_{0y}$ are independent of the parameter $\gamma_{1,0}$ and satisfy the constraint (A11). Meanwhile for the case of the small momentum region, the dominant terms are $V_{1,i}$ ($i = \tilde{t}, y$), which are shown for representative values of $\gamma_{1,0}$ and $\tilde{\alpha}$ in Fig. 16. We can

![Diagram](image1)

**FIG. 16:** The potentials $V_{1\tilde{t}}(u)$ (plots above) and $V_{1y}(u)$ (plots below) with different $\gamma_{1,0}$ and $\tilde{\alpha}$.
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**FIG. 17:** $\tilde{n}_{1\tilde{t}}$ and $\tilde{n}_{1y}$ as a function of $\gamma_{1,0}$ for representative $\tilde{\alpha}$.

![Diagram](image3)

**FIG. 18:** The DC conductivity as a function of $\tilde{\alpha}$ when both $\gamma_{1,0}$ and $\gamma$ are turned on.
FIG. 19: The potentials $V_{0t}(u)$ with representative $\gamma_{1,0}$, $\gamma$ and $\hat{\alpha}$.

see that there is a negative minimum in $V_{1t}$. So we need to analyze the zero energy bound state of the potentials, which is [54]

$$\tilde{n}_{1\ell} = I / \pi + 1/2, \quad I \equiv \left(n - \frac{1}{2}\right)\pi = \int_{u_0}^{u_1} \frac{p}{f(u)} \sqrt{-V_{1\ell}(u)} du,$$  \hspace{1cm} (A14)

where $n$ is a positive integer and the potential well in the integral interval $[u_0, u_1]$ is negative. Both $\tilde{n}_{1\ell}$ and $\tilde{n}_{1y}$ as a function $\gamma_{1,0}$ for representative $\hat{\alpha}$ are exhibited in Fig. 17. The detailed analysis indicates that, when $\gamma_{1,0}$ belongs to the region $-3/40 < \gamma_{1,0} < 1/40$ and $1/40 < \gamma_{1,0} < 1/24$, the $\tilde{n}_{1\ell}$ are greater than unit and unstable modes develop. Combining the observation from DC conductivity, we can infer that the allowed region for $\gamma_{1,0}$ is

$$-3/40 \leq \gamma_{1,0} \leq 1/40.$$  \hspace{1cm} (A15)

Also, we have checked that, for finite momentum, no unstable mode appears for the constraint (A15). Note that the lower bound of $\gamma_{1,0}$ is consistent with that found in [36], but the upper bound becomes tighter than that in [36], which results from the instability of the mode $A_t$.

Now, we begin to discuss the bounds on the coupling when both $\gamma_{1,0}$ and $\gamma$ are turned on. We mainly restrict $\gamma$ to the region $-1/12 \leq \gamma \leq 1/12$ and explore the constraint of $\gamma_{1,0}$. First, in this case we derive the DC conductivity as

$$\sigma_0 = 1 + \frac{2}{3} \left(2 + \frac{4(-1 - 2\hat{\alpha}^2 + \sqrt{1 + 6\hat{\alpha}^2})}{\hat{\alpha}^2}\right) \gamma - 4\hat{\alpha}^2 \left(2 + \frac{-1 - 2\hat{\alpha}^2 + \sqrt{1 + 6\hat{\alpha}^2}}{\hat{\alpha}^2}\right)^2 \gamma_{1,0},$$  \hspace{1cm} (A16)
which we plot as a function of $\hat{\alpha}$ for sample values of $\gamma_{1,0}$ and $\gamma$ in Fig. 18. Since with the increases of $\hat{\alpha}$ the positive $\gamma$ lowers the DC conductivity, it gives a tighter constraint on $\gamma_{1,0}$. Specially, when $\gamma = 1/12$, to have positive $\sigma_0$, $\gamma_{1,0} \leq 1/36$ should be imposed. It can also be deduced thus: in the limit of $\hat{\alpha} \to +\infty$, $\sigma_0 = 1 - 4\gamma - 24\gamma_{1,0}$. Second, we examine the potential $V_{0,\ell}$, which is shown in Fig. 19. We see that, for $\gamma_{1,0} = 1/36$ and $\gamma = -1/12$, an infinite positive and negative well appears in the limit of $\hat{\alpha}$, which signals an instability.

FIG. 22: $\tilde{n}_{1T}$ as the function $\gamma_{1,0}$ for representative $\gamma$ and $\hat{\alpha}$. 

FIG. 21: The potentials $(4\pi T)^2 V_{1T}(u)$ with representative $\gamma_{1,0}$, $\gamma$ and $\hat{\alpha}$.

FIG. 20: The potentials $V_{0T}(u)$ with $\gamma = -1/12$ and $\hat{\alpha} = +\infty$ and different $\gamma_{1,0}$. 

FIG. 20: The potentials $V_{0T}(u)$ with $\gamma = -1/12$ and $\hat{\alpha} = +\infty$ and different $\gamma_{1,0}$. 

FIG. 21: The potentials $(4\pi T)^2 V_{1T}(u)$ with representative $\gamma_{1,0}$, $\gamma$ and $\hat{\alpha}$.
This instability is due to turning on of $\gamma_{1,0}$ for $\gamma = -1/12$. We find that, when we tune $\gamma_{1,0}$ to become smaller, so that $\gamma_{1,0} \leq 7/500$, the infinite well gradually disappears (see Fig. 20). Therefore, if we set $-1/12 \leq \gamma \leq 1/12$, then the constraint $-3/40 \leq \gamma_{1,0} \leq 7/500$ should be imposed. At the same time, it is easy to see that, for the above range of $\gamma$ and $\gamma_{1,0}$, the potential $V_{0,y}$ satisfies the constraint (A11). Third, we analyze the potential $V_{1f}$, which is shown in Fig. 21. We see that $V_{1f}$ develops a negative minimum. So to determine the range of parameter $\gamma_{1,0}$, we study $\tilde{n}_{1f}$ as a function of $\gamma_{1,0}$ for the representative values of $\gamma$ and $\hat{\alpha}$, which are plotted in Fig. 22. A detailed analysis indicates that, when $\gamma_{1,0}$ belongs to the region $-3/40 \leq \gamma_{1,0} \leq 1/100$, no unstable mode appears. Therefore, the constraint on $\gamma_{1,0}$ and $\gamma$ is

$$-1/12 \leq \gamma \leq 1/12, \quad -3/40 \leq \gamma_{1,0} \leq 1/100.$$  \hspace{1cm} \text{(A17)}$$

b. Six derivative theory

In this subsection, we study the bounds on the coupling $\gamma_{1,1}$ with other coupling vanishing. First, we derive the DC conductivity:

$$\sigma_0 = 1 - \frac{2}{3} \hat{\alpha}^2 \left( -2 - 4 \left( -1 - 2 \hat{\alpha}^2 + \sqrt{1 + 6 \hat{\alpha}^2} \right) \right) \left( 2 + \frac{-1 - 2 \hat{\alpha}^2 + \sqrt{1 + 6 \hat{\alpha}^2}}{\hat{\alpha}^2} \right) \gamma_{1,1}.  \hspace{1cm} \text{(A18)}$$

We plot it as a function of $\hat{\alpha}$ for sample values of $\gamma_{1,1}$ in FIG.23, in which we see that there are lower and upper bounds set by DC conductivity. By detailed analyzing, we find that $-1/3 \leq \gamma_{1,1} \leq 1/24$. Specially, the upper bound can be deduced from that in the limit of $\hat{\alpha} \to +\infty$, $\sigma_0 = 1 - 24 \gamma_{1,1}$.

Then, we consider the constraint from $V_{0f}$, which is shown in Fig.24. We see that, for $\gamma_{1,1} = -1/3$, with the increase of $\hat{\alpha}$, the condition (A11) is violated, which indicates that a tighter lower bound should be imposed on $\gamma_{1,1}$. A detailed examination indicates that
\[-1/50 \leq \gamma_{1,1} \leq 1/24.\] Also, we examine \(V_{0y}\) for this range \(\gamma_{1,1} \in [-1/50, 1/24]\) and find that it satisfies the condition (A11).

Now, we examine the potential \(V_{1,\bar{f}}\), which we plot in Fig. 25. As in the previous case, a negative minimum appears in \(V_{1,\bar{f}}\). So we further plot \(\bar{n}_{1\bar{f}}\) as a function of \(\gamma_{1,1}\) for the representative values of \(\check{\alpha}\), which are shown in FIG.26. We find that, for the range

\[-1/50 \leq \gamma_{1,1} \leq 1/50 ,\] (A19)

no unstable mode appears. A similar analysis also indicates that, for \(\gamma_{1,1}\) satisfying the constraint (A19), \(\bar{n}_{1y} \leq 1\). In addition, this range of \(\gamma_{1,1}\) is also a physically viable region for finite momentum.

FIG. 26: \(\bar{n}_{1\bar{f}}\) as the function \(\gamma_{1,1}\) for representative \(\check{\alpha}\).
2. Bounds on the coupling at finite charge density

In this section, we discuss the bounds on the coupling at finite charge density on top of the perturbative black brane geometry in Sect. III. Since the perturbative equations of vectors involve a set of third order differential equations with high nonlinearity, it is hard to decoupling them at finite charge density, like that at zero charge density. Therefore, it is difficult to study the bounds on the coupling at finite charge density by the method of Schrödinger potentials at zero charge density as Appendix A1 or the quasi-normal modes of vector modes. We hope that these problems can be worked out in the future. Here, we only give the constraints on the coupling parameters at finite charge density from the requirement that the mass of the graviton is real.

It has been demonstrated in [55] (also refer to [15, 56]) that the holographic lattices give the graviton an effective mass. In our present model (1), the effective graviton mass is

\[ m_g^2 = 1 - \frac{1}{2} \gamma_{1,0} I_{\mu \nu}^{\rho \sigma} F^{\mu \nu} F_{\rho \sigma} - \gamma_{1,1} C_{\mu \nu}^{\rho \sigma} F^{\mu \nu} F_{\rho \sigma}. \]  

(A20)

Obviously, \( m_g^2 > 0 \) for the case of zero charge density. In what follows, we shall discuss the bounds on the coupling parameters at finite charge density.

We first turn on \( \gamma_{1,0} \). Figure 27 shows \( m_g^2 \) as a function of \( u \) at zero temperature for representative \( \bar{\alpha} \) and \( \gamma_{1,0} \) (\( \gamma = 0 \) and \( \gamma_{1,1} = 0 \)).

![Figure 27: \( m_g^2 \) as a function of \( u \) at zero temperature for representative \( \bar{\alpha} \) and \( \gamma_{1,0} \) (\( \gamma = 0 \) and \( \gamma_{1,1} = 0 \)).](image)

Second, we turn on both \( \gamma_{1,0} \) and \( \gamma \). Figure 28 shows that if \( \gamma_{1,0} \) and \( \gamma \) satisfy the constraint (A17), set at zero charge density, \( m_g^2 > 0 \) for large \( \bar{\alpha} \) (right plot in Fig. 28), but \( m_g^2 > 0 \) is violated for small \( \bar{\alpha} \) (left plot in Fig. 28). By detailed analysis, we constrain \( \gamma_{1,0} \)
FIG. 28: $m_g^2$ as a function of $u$ at zero temperature for representative $\bar{\alpha}$, $\gamma_{1,0}$ and $\gamma$ ($\gamma_{1,1} = 0$).

FIG. 29: Left plot: $m_g^2$ as a function of $u$ at zero temperature for representative $\bar{\alpha}$ and $\gamma_{1,1}$ ($\gamma_{1,0} = 0$ and $\gamma = 0$). Right plot: $m_g^2$ as a function of $u$ at zero temperature for $\gamma_{1,1} = -1/100$ and different $\bar{\alpha}$ ($\gamma_{1,0} = 0$ and $\gamma = 0$).

and $\gamma$ in the region

$$-1/12 \leq \gamma \leq 1/12, \quad -3/40 \leq \gamma_{1,0} \leq 6/1000.$$  \hspace{1cm} (A21)

Finally, we analyze the constraint on $\gamma_{1,1}$ ($\gamma_{1,0}$ and $\gamma$ are turned off). The left plot in Fig. 29 shows that, when $\gamma_{1,1}$ reaches its lower bound set at zero charge density, $m_g^2$ becomes negative for $u$ approaching the horizon. Further analysis indicates that if $\gamma_{1,1}$ satisfies

$$-1/100 \leq \gamma_{1,1} \leq 1/50,$$  \hspace{1cm} (A22)

and $m_g^2 > 0$ (see the right plot in Fig. 29).

[1] S. Sachdev, *Quantum Phase Transitions*, (Cambridge University Press, Cambridge, 2000).

[2] J. M. Maldacena, “The Large N limit of superconformal field theories and supergravity,” Int. J. Theor. Phys. 38, 1113 (1999) [Adv. Theor. Math. Phys. 2, 231 (1998)] [hep-th/9711200].

[3] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “Gauge theory correlators from noncritical string theory,” Phys. Lett. B 428, 105 (1998) [hep-th/9802109].
[4] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2, 253 (1998) [hep-th/9802150].

[5] O. Aharony, S. S. Gubser, J. M. Maldacena, H. Ooguri and Y. Oz, “Large N field theories, string theory and gravity,” Phys. Rept. 323, 183 (2000) [hep-th/9905111].

[6] A. Donos and S. A. Hartnoll, “Interaction-driven localization in holography,” Nature Phys. 9, 649 (2013) [arXiv:1212.2998 [hep-th]].

[7] A. Donos and J. P. Gauntlett, “Holographic Q-lattices,” JHEP 1404, 040 (2014) [arXiv:1311.3292 [hep-th]].

[8] A. Donos and J. P. Gauntlett, “Novel metals and insulators from holography,” JHEP 1406, 007 (2014) [arXiv:1401.5077 [hep-th]].

[9] Y. Ling, “Holographic lattices and metal-insulator transition,” Int. J. Mod. Phys. A 30, no. 28-29, 1545013 (2015).

[10] Y. Ling, P. Liu, C. Niu, J. P. Wu and Z. Y. Xian, “Holographic Entanglement Entropy Close to Quantum Phase Transitions,” JHEP 1604, 114 (2016) [arXiv:1502.03661 [hep-th]].

[11] Y. Ling, P. Liu, C. Niu and J. P. Wu, “Building a doped Mott system by holography,” Phys. Rev. D 92, no. 8, 086003 (2015) [arXiv:1507.02514 [hep-th]].

[12] Y. Ling, P. Liu and J. P. Wu, “A novel insulator by holographic Q-lattices,” JHEP 1602, 075 (2016) [arXiv:1510.05456 [hep-th]].

[13] Y. Ling, P. Liu and J. P. Wu, “Characterization of Quantum Phase Transition using Holographic Entanglement Entropy,” Phys. Rev. D 93, no. 12, 126004 (2016) [arXiv:1604.04857 [hep-th]].

[14] Y. Ling, P. Liu, J. P. Wu and Z. Zhou, “Holographic Metal-Insulator Transition in Higher Derivative Gravity,” Phys. Lett. B 766, 41 (2017) [arXiv:1606.07866 [hep-th]].

[15] M. Baggioli and O. Pujolas, “Electron-Phonon Interactions, Metal-Insulator Transitions, and Holographic Massive Gravity,” Phys. Rev. Lett. 114, no. 25, 251602 (2015) [arXiv:1411.1003 [hep-th]].

[16] M. Baggioli and O. Pujolas, “On holographic disorder-driven metal-insulator transitions,” JHEP 1701, 040 (2017) [arXiv:1601.07897 [hep-th]].

[17] M. Baggioli and O. Pujolas, “On Effective Holographic Mott Insulators,” JHEP 1612, 107 (2016) [arXiv:1604.08915 [hep-th]].

[18] A. Donos, B. Goutéaux and E. Kiritsis, “Holographic Metals and Insulators with Helical
[19] E. Kiritsis and J. Ren, “On Holographic Insulators and Supersolids,” JHEP 1509, 168 (2015) [arXiv:1503.03481 [hep-th]].

[20] R. C. Myers, S. Sachdev and A. Singh, “Holographic Quantum Critical Transport without Self-Duality,” Phys. Rev. D 83, 066017 (2011) [arXiv:1010.0443 [hep-th]].

[21] S. Sachdev, “What can gauge-gravity duality teach us about condensed matter physics?,” Ann. Rev. Condensed Matter Phys. 3, 9 (2012) [arXiv:1108.1197 [cond-mat.str-el]].

[22] S. A. Hartnoll, A. Lucas and S. Sachdev, “Holographic quantum matter,” arXiv:1612.07324 [hep-th].

[23] A. Ritz and J. Ward, “Weyl corrections to holographic conductivity,” Phys. Rev. D 79, 066003 (2009) [arXiv:0811.4195 [hep-th]].

[24] W. Witczak-Krempa and S. Sachdev, “The quasi-normal modes of quantum criticality,” Phys. Rev. B 86, 235115 (2012) [arXiv:1210.4166 [cond-mat.str-el]].

[25] W. Witczak-Krempa and S. Sachdev, “Dispersing quasinormal modes in 2+1 dimensional conformal field theories,” Phys. Rev. B 87, 155149 (2013) [arXiv:1302.0847 [cond-mat.str-el]].

[26] W. Witczak-Krempa, E. S. Sørensen and S. Sachdev, “The dynamics of quantum criticality via Quantum Monte Carlo and holography,” Nature Phys. 10, 361 (2014) [arXiv:1309.2941 [cond-mat.str-el]].

[27] W. Witczak-Krempa, “Quantum critical charge response from higher derivatives in holography,” Phys. Rev. B 89, no. 16, 161114 (2014) [arXiv:1312.3334 [cond-mat.str-el]].

[28] E. Katz, S. Sachdev, E. S. Sørensen and W. Witczak-Krempa, “Conformal field theories at nonzero temperature: Operator product expansions, Monte Carlo, and holography,” Phys. Rev. B 90, no. 24, 245109 (2014) [arXiv:1409.3841 [cond-mat.str-el]].

[29] S. Bai and D. W. Pang, “Holographic charge transport in 2+1 dimensions at finite N,” Int. J. Mod. Phys. A 29, 1450061 (2014) [arXiv:1312.3351 [hep-th]].

[30] R. C. Myers, T. Sierens and W. Witczak-Krempa, “A Holographic Model for Quantum Critical Responses,” JHEP 1605, 073 (2016) Addendum: [JHEP 1609, 066 (2016)] [arXiv:1602.05599 [hep-th]].

[31] A. Lucas, T. Sierens and W. Witczak-Krempa, “Quantum critical response: from conformal perturbation theory to holography,” JHEP 1707, 149 (2017) [arXiv:1704.05461 [hep-th]].

[32] K. Damle and S. Sachdev, “Nonzero-temperature transport near quantum critical points,”
Phys. Rev. B 56, no. 14, 8714 (1997) [cond-mat/9705206 [cond-mat.str-el]].

[33] C. F. Chen and A. Lucas, “Origin of the Drude peak and of zero sound in probe brane holography,” Phys. Lett. B 774, 569 (2017) [arXiv:1709.01520 [hep-th]].

[34] S. Grozdanov, A. Lucas, S. Sachdev and K. Schalm, “Absence of disorder-driven metal-insulator transitions in simple holographic models,” Phys. Rev. Lett. 115, no. 22, 221601 (2015) [arXiv:1507.00003 [hep-th]].

[35] T. N. Ikeda, A. Lucas and Y. Nakai, “Conductivity bounds in probe brane models,” JHEP 1604, 007 (2016) [arXiv:1601.07882 [hep-th]].

[36] B. Goutéraux, E. Kiritsis and W. J. Li, “Effective holographic theories of momentum relaxation and violation of conductivity bound,” JHEP 1604, 122 (2016) [arXiv:1602.01067 [hep-th]].

[37] M. Baggioli, B. Goutéraux, E. Kiritsis and W. J. Li, “Higher derivative corrections to incoherent metallic transport in holography,” JHEP 1703, 170 (2017) [arXiv:1612.05500 [hep-th]].

[38] R. C. Myers, M. F. Paulos and A. Sinha, “Holographic Hydrodynamics with a Chemical Potential,” JHEP 0906, 006 (2009) [arXiv:0903.2834 [hep-th]].

[39] J. T. Liu and P. Szepietowski, “Higher derivative corrections to R-charged AdS(5) black holes and field redefinitions,” Phys. Rev. D 79, 084042 (2009) [arXiv:0806.1026 [hep-th]].

[40] R. G. Cai and D. W. Pang, “Holography of Charged Black Holes with $R F^2$ Corrections,” Phys. Rev. D 84, 066004 (2011) [arXiv:1104.4453 [hep-th]].

[41] A. Dey, S. Mahapatra and T. Sarkar, “Holographic Thermalization with Weyl Corrections,” JHEP 1601, 088 (2016) [arXiv:1510.00232 [hep-th]].

[42] A. Dey, S. Mahapatra and T. Sarkar, “Thermodynamics and Entanglement Entropy with Weyl Corrections,” Phys. Rev. D 94, no. 2, 026006 (2016) [arXiv:1512.07117 [hep-th]].

[43] J. P. Wu, “Momentum dissipation and holographic transport without self-duality,” arXiv:1609.04729 [hep-th].

[44] G. Fu, J. P. Wu, B. Xu and J. Liu, “Holographic response from higher derivatives with homogeneous disorder,” Phys. Lett. B 769, 569 (2017) [arXiv:1705.06672 [hep-th]].

[45] T. Andrade and B. Withers, “A simple holographic model of momentum relaxation,” JHEP 1405, 101 (2014) [arXiv:1311.5157 [hep-th]].

[46] A. Donos and J. P. Gauntlett, “Thermoelectric DC conductivities from black hole horizons,” JHEP 1411, 081 (2014) [arXiv:1406.4742 [hep-th]].
[47] M. Blake and A. Donos, “Quantum Critical Transport and the Hall Angle,” Phys. Rev. Lett. 114, no. 2, 021601 (2015) [arXiv:1406.1659 [hep-th]].

[48] C. P. Burgess and B. P. Dolan, “Particle vortex duality and the modular group: Applications to the quantum Hall effect and other 2-D systems,” Phys. Rev. B 63, 155309 (2001) [hep-th/0010246].

[49] J. Murugan and H. Nastase, “Particle-vortex duality in topological insulators and superconductors,” JHEP 1705, 159 (2017) [arXiv:1606.01912 [hep-th]].

[50] M. Baggioli, “Gravity, holography and applications to condensed matter,” arXiv:1610.02681 [hep-th].

[51] Y. Ling, P. Liu and J. P. Wu, “Holographic Butterfly Effect at Quantum Critical Points,” JHEP 1710, 025 (2017) [arXiv:1610.02669 [hep-th]].

[52] A. Buchel and R. C. Myers, “Causality of Holographic Hydrodynamics,” JHEP 0908, 016 (2009) [arXiv:0906.2922 [hep-th]].

[53] M. Brigante, H. Liu, R. C. Myers, S. Shenker and S. Yaida, “The Viscosity Bound and Causality Violation,” Phys. Rev. Lett. 100, 191601 (2008) [arXiv:0802.3318 [hep-th]].

[54] R. C. Myers, A. O. Starinets and R. M. Thomson, “Holographic spectral functions and diffusion constants for fundamental matter,” JHEP 0711, 091 (2007) [arXiv:0706.0162 [hep-th]].

[55] M. Blake, D. Tong and D. Vegh, “Holographic Lattices Give the Graviton an Effective Mass,” Phys. Rev. Lett. 112, no. 7, 071602 (2014) [arXiv:1310.3832 [hep-th]].

[56] L. Alberte, M. Baggioli, A. Khmelnitsky and O. Pujolas, “Solid Holography and Massive Gravity,” JHEP 1602, 114 (2016) [arXiv:1510.09089 [hep-th]].