Complementary views on electron spectra: From Fluctuation Diagnostics to real space correlations
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We study the relation between the microscopic properties of a many-body system and the electron spectra, experimentally accessible by photoemission. In a recent paper [Phys. Rev. Lett. 114, 236402 (2015)], we introduced the “fluctuation diagnostics” approach, to extract the dominant wave vector dependent bosonic fluctuations from the electronic self-energy. Here, we first reformulate the theory in terms of fermionic modes, to render its connection with resonance valence bond (RVB) fluctuations more transparent. Secondly, by using a large-U expansion, where U is the Coulomb interaction, we relate the fluctuations to real space correlations. Therefore, it becomes possible to study how electron spectra are related to charge, spin, superconductivity and RVB-like real space correlations, broadening the analysis of an earlier work [Phys. Rev. B 89, 245130 (2014)]. This formalism is applied to the pseudogap physics of the two-dimensional Hubbard model, studied in the dynamical cluster approximation. We perform calculations for embedded clusters with up to 32 sites, having three inequivalent K-points at the Fermi surface. We find that as U is increased, correlation functions gradually attain values consistent with an RVB state. This first happens for correlation functions involving the antinodal point and gradually spreads to the nodal point along the Fermi surface. Simultaneously a pseudogap opens up along the Fermi surface. We relate this to a crossover from a Kondo-like state to an RVB-like localized cluster state and to the presence of RVB and spin fluctuations. These changes are caused by a strong momentum dependence in the cluster bath-couplings along the Fermi surface. We also show, from a more algorithmic perspective, how the time-consuming calculations in fluctuation diagnostics can be drastically simplified.

I. INTRODUCTION

The one-particle electronic spectrum is experimentally accessible, often with high accuracy, by means of photoemission and inverse photoemission spectroscopy. While the spectral functions contain important information about the properties of the system, the extraction of this information is highly nontrivial. In fact, in the presence of strong correlations, different theoretical groups often obtain similar results for spectra, but draw different conclusions about the underlying physics. There is therefore a great need for reasonably unbiased methods for determining the physics from a spectral analysis. In particular, an important step would be to relate observable spectral properties to real space correlation functions and to momentum-dependent fluctuating modes.

Conceptionally, we can think of the electron spectrum $\rho(k, \varepsilon)$ in two quite different ways. Within a standard quantum many-body formalism, we can write

$$\rho(k, \varepsilon) = \frac{1}{\pi} \text{Im} g(k, \varepsilon + i0^+).$$  \hspace{1cm} (1)$$

where $g$ is the Green’s function, $\Sigma$ is the self-energy, $k$ is a wave vector, $\varepsilon$ the energy and $\mu$ is the chemical potential. This representation emphasizes the role of the self-energy and it allows, by applying the “fluctuation diagnostics” approach to $\Sigma$, to identify the predominant fluctuating modes of the system.

Alternatively, using a more quantum-chemistry oriented point of view, we can express the spectral function also as

$$\rho(k, \varepsilon) = \sum_n |\langle E_n(N-1)|c_k|E_0(N)\rangle|^2 \times \delta(\varepsilon - E_0(N) + E_n(N-1) + \mu).$$  \hspace{1cm} (2)$$

This expression has for simplicity been written for zero temperature ($T = 0$) and $\varepsilon \leq 0$ (photoemission). Here $|E_0(N)\rangle$ is the initial (ground-)state for $N$ electrons and $|E_n(N-1)\rangle$ is the $n$th excited final state for $N-1$ electrons, resulting in the photoemission process. $E_0(N)$ and $E_n(N-1)$ are the corresponding energies. This formalism tends to focus on the properties of the initial state, often described in terms of real space correlation functions, and how they influence the coupling to relevant final states. It therefore connects the spectra to ground-state properties in a natural way.
These two approaches provide two complementary views on the electronic spectra. In this paper, we describe how they work for theoretical calculations of strongly-correlated systems and how they are interconnected. In particular, we will show that \( \rho \) can be related either to momentum-dependent fluctuations or to real space correlation functions.

The spectra of strongly-correlated systems can be computed by means of different algorithms: lattice QMC\textsuperscript{2} functional renormalization group\textsuperscript{5,6} and cluster extensions\textsuperscript{7} of the dynamical mean field theory (DMFT)\textsuperscript{11,12} such as the cellular-DMFT\textsuperscript{13–14} or the dynamical cluster approximation (DCA)\textsuperscript{15} as well as diagrammatic extension\textsuperscript{16–20} of DMFT.

The relation between the complementary views given by Eq. (1) and (2) will be illustrated using the example of the pseudogap\textsuperscript{22} in the two-dimensional Hubbard model. Because of its relevance for the physics of high-\( T_c \) cuprates this problem has been extensively studied theoretically.\textsuperscript{25–47} In particular, the formation of the pseudogap has been ascribed to either spin fluctuations,\textsuperscript{26,43}44 or to superconducting fluctuations.\textsuperscript{26,43} It has also been argued that the pseudogap and superconductivity phases can compete.\textsuperscript{26,43} The pseudogap is hence a perfect case of study where controversial interpretations of spectral properties can arise.

The interpretation of the pseudogap physics within the many-body framework of Eq. (1) has recently been discussed in Ref. 4 using the “fluctuation diagnostics” approach. Within this scheme, the self-energy \( \Sigma \) is first expressed, through the Schwinger-Dyson equation of motion (EOM), in terms of a two-particle scattering amplitude \( F \). The EOM is then written in different representations, corresponding to the different scattering channels (charge, spin and particle-particle). This way, it has been shown that spin fluctuations with \( Q = (\pi, \pi) \) gives the dominant (\( \sim 75\% \)) contribution to \( \Sigma \), while pairing fluctuations do not contribute much for unconventional (non s-wave) superconductors. Such precise quantification has been possible by performing partial summations over the internal fermionic frequencies and momenta of the EOM, and by comparing the different terms of the partial sum in the complementary representations.

While this approach provides us with a clear-cut “diagnostics” of the dominant fluctuations, it does not explain why they become large for given values of the Coulomb interaction \( U \) and certain momenta. Moreover, it does also not explain the reason for the strong momentum (\( K \)) differentiation of \( \Sigma \) occurring in the hole-doped region of the phase diagram of the two-dimensional Hubbard model.

A rather different approach, in fact closer to the spirit of Eq. (2), was taken by Ferrero et al.\textsuperscript{44} De Leo et al.\textsuperscript{45} and Capone et al.\textsuperscript{46} who considered two- and three-orbital Anderson models and a four-impurity model. Their work focuses on changes of the initial state, emphasizing the crossover from a Kondo-screened to an unscreened state. For the case of the \( \text{A}_3\text{C}_{60} \) (\( \text{A} = \text{K, Rb} \)) compounds, they linked the appearance of a spectral pseudogap to an unscreened ground state. In these works, the strong \( K \) dependence of the pseudogap, such as that of the cuprates, was however not addressed.

A similar formalism has been developed for analyzing the pseudogap in cuprates, and in particular its momentum dependence.\textsuperscript{22} For a small Coulomb interaction and for an eight site embedded cluster in the DCA, it was found that cluster levels with the cluster momenta \( K = (\pi, 0), (0, \pi) \) and \((\pm \pi/2, \pm \pi/2) \) each forms a Kondo-like state with its bath. As \( U \) is increased, the energy gain from the Kondo-like coupling is reduced and it becomes favorable to correlate (localize) electrons in the space of the \((\pi, 0)\) and \((0, \pi)\) cluster levels, due to the energy gained when these levels form a localized state on the cluster.\textsuperscript{22} At this point a pseudogap forms for \( K = (\pi, 0) \) and \((0, \pi)\), due to the nondegenerate character of the localized state formed.\textsuperscript{22} Due to the stronger coupling to the bath, the \( K = (\pm \pi/2, \pm \pi/2) \) levels at first stay mainly Kondo-like.\textsuperscript{22} A further increase of \( U \), however, eventually leads to a localization also of these levels, and the formation of a resonance valence bond (RVB)-like state involving these levels and the \((\pi, 0)\) and \((0, \pi)\) levels. This then leads to a pseudogap also for \( K = (\pm \pi/2, \pm \pi/2) \).\textsuperscript{22} While this approach gives insights into the structure of the ground-state correlations, in contrast to the fluctuation diagnostics, it does not provide a direct information about which fluctuations are important.

The purpose of this paper is hence to merge the approach of Ref. 4 with that of Ref. 47, and to clarify the intrinsic connection among the different results previously obtained by studying the physical mechanisms at work in the pseudogap phase. In order to make the link between the two schemes, it is convenient to first reformulate the “fluctuation diagnostics” of Ref. 4 in terms of fermionic modes. Technically, this corresponds to performing the partial summation in the EOM over the bosonic momenta and frequencies arriving at a decomposition of the self-energy in terms of fermionic contributions, rather than in terms of bosonic collective modes. In a second step, we will make a large-\( U \) approximation, which allows us to relate the bosonic- or fermionic-resolved fluctuations to real space correlations, e.g., charge, spin, superconductivity or RVB-like correlations.\textsuperscript{49}

The work presented here has both physical and algorithmic implications. In particular, the importance of RVB-like correlations found here as well as in Ref. 47 is not in contradiction to the importance of antiferromagnetic spin fluctuations found in Ref. 4. The formation of RVB-like correlations also leads to substantial spin correlations\textsuperscript{47,48} which via the large \( U \) approximation introduced here, can be related to spin fluctuations.

On the numerical side, changing the order in performing the partial internal summations of the EOM represents a strong reduction of the numerical effort of both the “original” (bosonic) fluctuation diagnostics of Ref. 4
as well as of the calculations presented in this paper, because some of the frequency sums can then be performed analytically.

In Sec. II we present the methods and models. In Sec. III we develop the formalism. We give the relations between the vertex function and the self-energy and show how the self-energy can be related to real space correlations by making a large $U$ approximation. In Sec. IV correlation functions for the RVB-like state in isolated clusters are discussed. Finally, Sec. V shows the relations between spectra and correlation functions. The results are summarized in Sec. VI.

II. METHODS AND MODELS

We use the dynamical cluster approximation (DCA)\cite{DCA} for calculating the self-energy, correlation functions and generalized susceptibilities. A cluster with $N_c$ sites is embedded in a self-consistent bath. We consider $N_c = 4, 8$ and 32. The cluster problem is solved using the Hirsch-Fye\cite{HirschFye} method. For the cases considered here there is no sign problem, which allows us to calculate the various quantities with a rather good statistical accuracy.

For most of the work here we use the two-dimensional Hubbard model. This model is described by the Hamiltonian

$$H = t \sum_{\langle ij \rangle, \sigma} (c_{i\sigma}^\dagger c_{j\sigma} + c_{j\sigma}^\dagger c_{i\sigma}) - \mu \sum_{i, \sigma} n_{i\sigma} + U \sum_{i} n_{i\uparrow}n_{i\downarrow}$$

where $\langle ij \rangle$ limits the sum to nearest neighbors, $\sigma$ is a spin index and $n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma}$. The nearest neighbor hopping integral is $t$, the on-site Coulomb interaction is given by $U$ and we assume a square lattice. Typically a one-particle term

$$n_0 U \sum_{i, \sigma} n_{i\sigma}$$

is added to $H_0$ and subtracted from $H_U$, where $n_0$ is an estimate of the occupancy per spin. This model is often used to describe cuprates superconductors.\cite{AndersonHuse,Sandvik} We use values of $U \sim (4-8)|t|$, which includes the range where a pseudogap occurs. The Coulomb interaction can also be expressed in reciprocal space

$$H_U = \frac{U}{N_c} \sum_{\mathbf{K}, \mathbf{Q}} \sum_{\sigma} c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger c_{\mathbf{K}\sigma} + c_{\mathbf{K}}^\dagger c_{\mathbf{K}+\mathbf{Q}\sigma} + c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger c_{\mathbf{K}\sigma}$$

Cuprates show a pseudogap around $\mathbf{K} = (\pi,0)$ and $(0, \pi)$ for moderate doping. As the doping is reduced, the pseudogap extends over a larger range of $\mathbf{K}$-values around the Fermi surface. A similar effect is seen at half-filling as $U$ is increased.\cite{HirschFye,Sandvik} Here we therefore work at half-filling and vary $U$. This has the advantage that there is no sign problem, which makes it possible to study (DCA) clusters up to $N_c = 32$.

To improve our physical interpretation, below we also introduce a four-level model, which can be viewed as a simplified version of the $N_c = 4$ case. The model is particularly transparent and it can be analyzed in great detail. We discuss the cluster in terms of the different $\mathbf{K}$-states. The Coulomb part can be written in the form

$$H_U = U_{xx} \sum_{\mathbf{K}} n_{\mathbf{K}\uparrow}n_{\mathbf{K}\downarrow} + U_{xy} \sum_{\mathbf{K}, \mathbf{K}'} n_{\mathbf{K}\uparrow}n_{\mathbf{K}'\downarrow}$$

where the first two terms describe the direct Coulomb interaction and the following two are exchange terms.

For the Hubbard model $U_{xx} = U_{xy} = J = U/N_c$, as given in Eq. 6. For the $N_c = 4$ case, the orbitals $\mathbf{K} = (\pi, 0)$ and $(0, \pi)$ are particularly important for the physics, since at half-filling they are at the chemical potential. Therefore, in building up our simplified model, we consider a Hamiltonian where only these two orbitals are included, while the mainly occupied orbital $\mathbf{K} = (0, 0)$ as well as the mainly unoccupied $\mathbf{K} = (\pi, \pi)$ orbital are neglected. The two orbitals $\mathbf{K} = (\pi, 0)$ and $(0, \pi)$ are connected to one bath orbital each, giving a four-level model. The level structure of the isolated cluster containing just the four-site cluster to the bath plays an important role, and information about the ground-state.

$$H_{U} = U_{xx} \sum_{\mathbf{K}} n_{\mathbf{K}\uparrow}n_{\mathbf{K}\downarrow} + U_{xy} \sum_{\mathbf{K}, \mathbf{K}'} n_{\mathbf{K}\uparrow}n_{\mathbf{K}'\downarrow}$$

where $\mathbf{K}$ is an index and $\sigma$ is a spin. This has the advantage that $U < \Delta$ is added to $H_0$ and subtracted from $H_U$, where $n_0$ is an estimate of the occupancy per spin. This model is often used to describe cuprates superconductors.\cite{AndersonHuse,Sandvik} We use values of $U \sim (4-8)|t|$, which includes the range where a pseudogap occurs. The Coulomb interaction can also be expressed in reciprocal space

$$H_U = \frac{U}{N_c} \sum_{\mathbf{K}, \mathbf{Q}} \sum_{\sigma} c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger c_{\mathbf{K}\sigma} + c_{\mathbf{K}}^\dagger c_{\mathbf{K}+\mathbf{Q}\sigma} + c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger c_{\mathbf{K}\sigma}$$

Cuprates show a pseudogap around $\mathbf{K} = (\pi,0)$ and $(0, \pi)$ for moderate doping. As the doping is reduced, the pseudogap extends over a larger range of $\mathbf{K}$-values around the Fermi surface. A similar effect is seen at half-filling as $U$ is increased.\cite{HirschFye,Sandvik} Here we therefore work at half-filling and vary $U$. This has the advantage that there is no sign problem, which makes it possible to study (DCA) clusters up to $N_c = 32$.

To improve our physical interpretation, below we also introduce a four-level model, which can be viewed as a simplified version of the $N_c = 4$ case. The model is particularly transparent and it can be analyzed in great detail. We discuss the cluster in terms of the different $\mathbf{K}$-states. The Coulomb part can be written in the form

$$H_U = U_{xx} \sum_{\mathbf{K}} n_{\mathbf{K}\uparrow}n_{\mathbf{K}\downarrow} + U_{xy} \sum_{\mathbf{K}, \mathbf{K}'} n_{\mathbf{K}\uparrow}n_{\mathbf{K}'\downarrow}$$

where the first two terms describe the direct Coulomb interaction and the following two are exchange terms. For the Hubbard model $U_{xx} = U_{xy} = J = U/N_c$, as given in Eq. 6. For the $N_c = 4$ case, the orbitals $\mathbf{K} = (\pi, 0)$ and $(0, \pi)$ are particularly important for the physics, since at half-filling they are at the chemical potential. Therefore, in building up our simplified model, we consider a Hamiltonian where only these two orbitals are included, while the mainly occupied orbital $\mathbf{K} = (0,0)$ as well as the mainly unoccupied $\mathbf{K} = (\pi, \pi)$ orbital are neglected. The two orbitals $\mathbf{K} = (\pi, 0)$ and $(0, \pi)$ are connected to one bath orbital each, giving a four-level model. The level structure of the isolated cluster containing just the four-site cluster to the bath plays an important role, and information about the ground-state.

$$H_{U} = U_{xx} = U - \Delta U, \quad U_{xy} = U + \Delta U, \quad J = U$$

where $\mathbf{K}$ is an index and $\sigma$ is a spin. This has the advantage that $U < \Delta$ is added to $H_0$ and subtracted from $H_U$, where $n_0$ is an estimate of the occupancy per spin. This model is often used to describe cuprates superconductors.\cite{AndersonHuse,Sandvik} We use values of $U \sim (4-8)|t|$, which includes the range where a pseudogap occurs. The Coulomb interaction can also be expressed in reciprocal space

$$H_U = \frac{U}{N_c} \sum_{\mathbf{K}, \mathbf{Q}} \sum_{\sigma} c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger c_{\mathbf{K}\sigma} + c_{\mathbf{K}}^\dagger c_{\mathbf{K}+\mathbf{Q}\sigma} + c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger c_{\mathbf{K}\sigma}$$

Cuprates show a pseudogap around $\mathbf{K} = (\pi,0)$ and $(0, \pi)$ for moderate doping. As the doping is reduced, the pseudogap extends over a larger range of $\mathbf{K}$-values around the Fermi surface. A similar effect is seen at half-filling as $U$ is increased.\cite{HirschFye,Sandvik} Here we therefore work at half-filling and vary $U$. This has the advantage that there is no sign problem, which makes it possible to study (DCA) clusters up to $N_c = 32$.
The Green’s function is given by
\[ g_0(K, i\nu_n) = \frac{[i\nu_n - \Delta - \varepsilon_K - \Gamma_K(i\nu_n)]^{-1}}{N}, \]
where \( \nu_n \) is a Matsubara frequency, \( \Delta = n_0U - \mu \) and \( n_0 \) was defined below Eq. 9. Here the \( k \)-space has been divided in \( N_c \) patches among each cluster \( K \)-vector, where each patch contains \( N \) \( k \) states. We define \( \varepsilon_K = \frac{N}{N_c} \sum_{\xi \xi+\xi} \). The hybridization function \( \Gamma \) satisfies an important sum rule.
\[ -\frac{1}{\pi} \int \text{Im} \Gamma(e + i0^+)de = \frac{1}{N} \sum_k (\varepsilon_{K+k} - \varepsilon_K)^2, \]
where \( \Gamma_k(i\nu_n) \) has been analytically continued to real \( \varepsilon \) and \( 0^+ \) is an infinitesimal positive number. This result shows that the second moment of the \( \varepsilon_k \) inside a patch is a measure of the coupling to the bath. Due to the weak dispersion around \( K = (\pi, 0) \), \( \text{Im} \Gamma_k(i\nu_n) \) is much smaller for \( (\pi, 0) \) than for \( (\pi/2, \pi/2) \). The corresponding values are reported in Table 1 for \( N_c = 8 \) and 32. For \( N_c = 8 \) the difference is about a factor of four and for \( N_c = 32 \) the difference is even larger. In the latter case the patch around \( K = (\pi, 0) \) is very small and dominated by the saddle point for this \( K \).

### III. Formalism and Derivations

#### A. Two-particle vertex function

We first introduce generalized susceptibilities in the Matsubara formalism for a finite temperature \( T = 1/\beta \). We follow the notations of Rohringer et al. 33,34
\[
\chi_{\sigma\sigma'}(k'; k; q) = \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \int_0^\beta d\tau_3 
\times \text{e}^{-i(\omega\tau_1 + (\omega'+\nu)\tau_2 + (\omega'+\nu)\tau_3)} 
\times \langle \tau \epsilon_{K\sigma}^{\dagger}(\tau) c_k^\dagger c_{k+q} c_{\tau_2} c_{k'} c_{\tau_3} c_{\sigma'}^{\dagger} \rangle 
+ \beta g_0(k) g_{\sigma'}(k') \delta_{q=0}. \tag{11}
\]
Here we use the condensed notations \( q = (Q, \omega) \) and \( k = (K, \nu) \), where \( Q \) and \( K \) are (cluster) wave vectors and \( \omega \) and \( \nu \) are Matsubara boson and fermion frequencies, respectively. The Green’s function is given by
\[ g_\sigma(k) = -\int_0^\beta d\nu \epsilon^{i\nu\tau} \langle \epsilon_{K\sigma}^{\dagger}(\tau) c_k^\dagger \rangle, \tag{12} \]
where \( c_k^\dagger \) creates an electron with the wave vector \( K \) and spin \( \sigma \) and \( \langle \ldots \rangle \) is the thermodynamical average. From \( \chi \) we obtain the full vertex function
\[
\chi_{\sigma\sigma'}(k'; k; q) = -\beta g_\sigma(k) g_{\sigma'}(k + q) \delta_{kk'} \delta_{\sigma\sigma'} \tag{13}
- g_\sigma(k) g_{\sigma'}(k + q) F_{\sigma\sigma'}(k; k'; q) g_{\sigma'}(k') g_{\sigma}(k' + q). \]

In the SU(2) symmetric cases considered here, \( g \) is independent of \( \sigma \) (\( g = g_y = g_1 \)), and the index \( \sigma \) is therefore dropped in the following. The self-energy \( \Sigma \) can be obtained from the equation of motion. For the Hubbard model [Eqs. 4, 5] we have
\[
\Sigma(k) = [g(k)]^{-1} \int_0^\beta \langle [H_U(\tau), c_{K\sigma}(\tau)] c_{K\sigma}^{\dagger} \rangle d\tau e^{i\nu\tau}, \tag{14}
\]
where \( \nu \) is the number of \( K \)-points in the embedded cluster.

Exploiting the SU(2) symmetry of the Hubbard model for the paramagnetic state43 and “crossing relations”44 due to the electrons being identical particles, specific identities between different vertex functions can be derived. By means of these relations Eq. 13 can be rewritten as
\[
\Sigma(k) - \left( \frac{n}{2} - n_0 \right) U 
= -\frac{U}{\beta^2 N_c} \sum_{k', q} F_{\text{sp}}(k, k'; q) g(k') g(k + q),
= -\frac{U}{\beta^2 N_c} \sum_{k', q} F_{\text{ch}}(k, k'; q) g(k') g(k + q),
= -\frac{U}{\beta^2 N_c} \sum_{k', q} F_{\text{pp}}(k, k'; q) g(k') g(q - k') g(q - k), \tag{16}
\]
where
\[
F_{\text{ch}}(k; k'; q) = F_{\uparrow\uparrow}(k; k'; q) + F_{\uparrow\downarrow}(k; k'; q),
F_{\text{sp}}(k; k'; q) = F_{\uparrow\uparrow}(k; k'; q) - F_{\uparrow\downarrow}(k; k'; q),
F_{\text{pp}}(k; k'; q) = F_{\uparrow\uparrow}(k; k'; q) - F_{\uparrow\downarrow}(k; k'; q) - F_{\uparrow\downarrow}(k; k'; q), \tag{17}
\]
The three equations in Eq. 16 are all exact and give identical results if the summations are performed until convergence. Using the scheme coined “fluctuation diagnostics”4 the partial contribution to these sums were studied as a function of \( q \). In particular, we recall that if there are low-lying spin fluctuations for \( Q = Q_0 \), these give large contributions in the top formula in Eq. 16 for \( Q = Q_0 \) and small \( \omega \). In the other two formulas, on the other hand, the contributions are spread out over

### TABLE I: Sum rule \(-(1/\pi) \int \text{Im} \Gamma(K, \varepsilon + i0^+)de\) according to Eq. 10 for different values of \( K \) and \( N_c \) and for \( t = -0.25 \).

| \( K \)       | \( N_c = 8 \) | \( N_c = 32 \) |
|--------------|---------------|---------------|
| \( (\pi, 0) \) | 0.033         | 0.002         |
| \( (3\pi/4, \pi/4) \) | 0.025         |               |
| \( (\pi/2, \pi/2) \) | 0.149         | 0.047         |
many \( \mathbf{Q} \) and \( \omega \). In a similar way, one can detect the presence of well-defined charge and superconductivity fluctuations from the second and third formula, respectively. This makes it possible to identify which fluctuations are important in determining a given numerical result for the self-energy. From the algorithmic point of view, it is important to recall that the advantage of this procedure w.r.t. a more direct decomposition\(^{56,57} \) of the self-energy in terms of the parquet equations\(^{58} \) is to avoid, at any step of the algorithm, the calculation of possibly divergent\(^{59,60} \) two-particle irreducible vertex functions.

Complementarily to the fluctuation diagnostics, in Ref.\(^{47} \) the correlation function

\[
L(K) = \langle n_{K\uparrow} n_{K\downarrow} \rangle - \langle n_{K\uparrow} \rangle \langle n_{K\downarrow} \rangle. \tag{18}
\]

was introduced to relate the spectral function to the underlying ground-state properties. This correlation function describes the transition from a Kondo-like state to localized state on the cluster. For small \( U \), the Kondo screening of the different \( K \) states is important, as discussed in the introduction. We then obtained \( L \leq 0 \), showing the beginning of the formation of a spin 1/2 state in the orbital \( K \). This spin state was found to couple antiferromagnetically to the bath, leading to a Kondo-like state. For larger values of \( U \), it was found that localized states form on the cluster, e.g., for \( N_c = 4 \) as in Eq.\(^{43} \) below. This leads to \( L > 0 \). We will use this correlation function later, to clarify the relation between the results obtained by means of the fluctuation diagnostics and the complementary approach of Ref.\(^{47} \).

### B. Relation to susceptibilities

In this subsection, we start by reformulating the fluctuation diagnostic approach of Ref.\(^{4} \) in terms of fermionic modes. This reformulation is, from a physically point of view, rigorously equivalent to the bosonic one of Ref.\(^{4} \) for the case of SU(2)-symmetric models mostly considered in this work. It allows however, to establish in a more immediate way the connection between the predominant fluctuations and the underlying correlations in real space.

To this aim, we will introduce an extended set of correlation functions designed to capture the complementary aspects of the underlying physics. In particular, going beyond the derivations of Ref.\(^{4} \) we will also study the \( K' \) dependence of the two-particle correlation function after a summation over the transfer momentum \( \mathbf{Q} \) has been performed, as there the connection to RVB-like correlations is more easily visible. At the same time, we will discuss how the extended formalism allows for a drastic numerical simplification of the formulas previously used in fluctuation diagnostics.\(^{10} \)

The fermionic reformulation of the equation of Ref.\(^{4} \) is readily obtained by following an alternative route in treating the equation of motion. This corresponds, in practice, to the situation in which the frequency summations in Eqs.\(^{15,16} \) have already been performed. From Eq.\(^{13} \), we can see that the susceptibility is the two-particle irreducible vertex function \( F_{\uparrow\downarrow}(\mathbf{K}) \) times four Green’s functions, while the contribution to the self-energy is \( F_{\uparrow\uparrow}(\mathbf{K}) \) times three Green’s functions. The derivation below essentially replaces the vertex function by the susceptibility divided by a Green’s function and with two frequency summations performed.

As for the derivation, we start by inserting the expression of the Hubbard interaction in the commutator in Eq.\(^{13} \), obtaining

\[
\Sigma(k) + n_0 U = -\frac{U}{N_c g(k)} \sum_{\mathbf{K},\mathbf{Q}} \int_0^\beta \! d\tau e^{i\omega \tau} \langle c_{\mathbf{K}+\mathbf{Q}\sigma}^\dagger(\tau) c_{\mathbf{K}\sigma}^\dagger(\tau) c_{\mathbf{K}\sigma}(\tau) c_{\mathbf{K}+\mathbf{Q}\sigma}(\tau) \rangle. \tag{19}
\]

We now introduce a specific two-particle correlation function

\[
A_{\sigma\sigma'}(\mathbf{K}, \mathbf{K}', \mathbf{Q}) = \frac{-U}{N_c} \int_0^\beta \! d\tau e^{i\nu \tau} \langle c_{\mathbf{K}+\mathbf{Q}\sigma}(\tau) c_{\mathbf{K}\sigma'}^\dagger(\tau) c_{\mathbf{K}\sigma'}(\tau) c_{\mathbf{K}\sigma}(\tau) c_{\mathbf{K}\sigma}(\tau) \rangle, \tag{20}
\]

and express Eq.\(^{19} \) in terms of \( A_{\uparrow\uparrow}(\mathbf{K}, \mathbf{K}', \mathbf{Q}) \). In the following we focus on the lowest Matsubara fermion frequency (\( \nu = \pi/\beta \)) only; this frequency will therefore not be shown explicitly in the corresponding notation for \( A_{\uparrow\uparrow}(\mathbf{K}, \mathbf{K}', \mathbf{Q}) \). Comparing with Eqs.\(^{13,13} \), we can see that the integral in Eq.\(^{19} \) corresponds, to a large extent, to the susceptibility \( \chi_{\uparrow\uparrow}(k, k', q) \) summed over the frequencies \( \nu' \) and \( \omega' \):

\[
\Sigma(k) + n_0 U = \frac{1}{g(k)} \sum_{\mathbf{K}', \mathbf{Q}} \frac{U}{\beta^2 N_c} \sum_{\nu' \omega} \chi_{\uparrow\uparrow}(k, k', q) + \frac{N_c n}{2} g(k) \delta_{\mathbf{Q} \mathbf{Q}} \tag{21}
\]

Since all frequency summations have already been performed in Eq.\(^{20} \), this expression is much easier to calculate than the corresponding terms appearing in Eq.\(^{10} \). It is important to stress that this represents a significant advantage for the algorithms based on partial summation of the EOM, making it possible, e.g., to perform the fluctuation diagnostics of the DCA self-energy for much larger clusters (\( N_c = 32 \)) than before (\( N_c = 8 \)).

Note that in Eq.\(^{13} \) a Hartree term was separated out, while it is kept in the definition of \( A_{\uparrow\uparrow} \) in Eq.\(^{20} \), making \( A_{\uparrow\uparrow}/g \) slightly different from \( F_{\uparrow\uparrow}g_{\mathbf{gg}} \). Similarly, \( A_{\uparrow\uparrow}/g \) differs by a constant term from \( F_{\uparrow\uparrow}g_{\mathbf{gg}} \). However, in this work we consider a half-filled system and \( \mathbf{K} \) at the Fermi surface. For this case \( g(k) \) is imaginary, and
the difference in definition shows up in the imaginary part only. Hence, since we are mostly interested in the imaginary part of $\Sigma$ at the Fermi level, we can focus on $\text{Re } A_{\sigma\sigma'}$ only, for which the difference between $A_{\uparrow\downarrow}/g$ and $F_{\uparrow\downarrow}ggg$ is of no particular interest.

In order to rationalize the different, complementary treatments of the EOM discussed in this work, we introduce the following correlation functions:

\[B_{\sigma\sigma'}(K, K', Q) = \sum_{Q} A_{\sigma\sigma'}(K, K', Q)\]
\[C_{\sigma\sigma'}(K, Q) = \sum_{K'} A_{\sigma\sigma'}(K, K', Q)\]
\[D_{\sigma\sigma'}(K) + n_0 U g(k) = \sum_{K'} B_{\sigma\sigma'}(K, K') = \sum_{Q} C_{\sigma\sigma'}(K, Q),\]

that correspond to different ways of realizing the fluctuation diagnostics. In fact, while $C$ is the quantity defined in the original fluctuation diagnostics algorithm where partial summations of all internal variables, but the transfer momentum $Q$, have been performed. $B$ corresponds to an equivalent scheme, where all internal variable are summed, except the (incoming/outgoing) electron momentum $K'$. This latter procedure can be, thus viewed as a “fermionic” reformulation of the fluctuation diagnostics. Finally, the quantity $D$ is obtained performing the residual summation in the definition of $B$ and $C$, and it depends, thus, only on the external variables (here: on the momentum $K$).

By exploiting these definitions, we can rewrite Eq. (22) in several equivalent ways:

\[\Sigma(k) + n_0 U = \frac{1}{g(k)} \sum_{K'Q} A_{\uparrow\downarrow}(K, K', Q)\]
\[= \frac{1}{g(k)} \sum_{K'} B_{\uparrow\downarrow}(K, K')\]
\[= \frac{1}{g(k)} \sum_{Q} C_{\uparrow\downarrow}(K, Q)\]
\[= \frac{1}{g(k)} D_{\uparrow\downarrow}(K) + n_0 U.\]

The Green’s function given in Eq. (1) can be written as

\[g(k) = [i\nu_n - \Delta - \varepsilon_K - \Sigma(k)]^{-1},\]

Then we have

\[\Sigma(k) = [i\nu_n - \Delta - \varepsilon_K] \frac{D_{\uparrow\downarrow}(K)}{1 + D_{\uparrow\downarrow}(K)}.\]

From this expression, we see immediately that $D \to -1$ leads to a singularity, thus for $D \approx -1$ the system may become a non Fermi liquid or a Mott insulator.

Performing the $\tau$ integration in Eq. (20), and exploiting the Lehmann representation, we obtain

\[A_{\sigma\sigma'}(K, K', Q) = \frac{U}{N_c Z} \sum_{m\eta N} \frac{e^{-\beta E_m(N+1)} + e^{-\beta E_m(N)}}{i\nu + E_m(N) - E_n(N + 1)} \times \langle n|c_{K+Q\sigma'}c_{K'|+Q\sigma}c_{K\sigma}c_{K\sigma'}|m\rangle \langle m|c_{K\sigma}|n\rangle,\]

where $E_n(N) = E_n(N) - \mu N$.

To simplify this expression, we now assume that $\beta$ is very large and that

\[\beta[E_1(N_{el}) - E_0(N_{el})] \gg 1\]
\[\beta[E_1(N_{el} \pm 1) - E_0(N_{el} \pm 1)] \gg 1\]
\[\beta[E_0(N_{el} \pm 1) - E_0(N_{el})] \gg 1,

Here $N_{el}$ is the number of electrons which minimizes $E_0(N)$. For a very large and positive value of $U$ at half-filling, we have approximately that $E_n(N_{el} - 1)0(U^0)$, $E_n(N_{el}) = O(U^0)$, $E_n(N_{el} + 1) = U + O(U^0)$ and $\mu = U/2$. Similarly, for a very large, negative $U$ at half-filling, we have approximately that $E_n(N_{el} - 1) = (N_{el}/2 - 1)U$, $E_n(N_{el}) = (N_{el}/2)U$, $E_n(N_{el} + 1) = (N_{el}/2)U$ and $\mu = U/2$.

In both cases, we obtain:

\[\tilde{E}_n(N_{el} \pm 1) - \tilde{E}_0(N_{el}) = \frac{|U|}{2} + O(U^0).\]

Within the assumptions in Eq. (27) we have, furthermore, that

\[Z = e^{-\beta E_0(N_{el})},\]

because all other contributions to $Z$ can be neglected and we can also neglect the corresponding exponents in Eq. (20). We have, thus, two types of contributions: i) $|n\rangle$ is the lowest ($N_{el}$) state and $|m\rangle$ is any ($N_{el} + 1$) state or ii) $|n\rangle$ is the lowest ($N_{el}$) state and $|m\rangle$ is any ($N_{el} - 1$) state. As anticipated, we consider the lowest Matsubara frequency only, and assume that $\pi/\beta \ll |U|/2$, so that $\nu$ can be neglected. Inserting Eq. (28) in Eq. (26), we obtain

\[A_{\sigma\sigma'}(K, K', Q) = \frac{1}{N_c |U|} \langle E_0(N_{el})|c_{K\sigma'}c_{K+Q\sigma'}c_{K+Q\sigma}c_{K\sigma}|E_0(N_{el})\rangle \delta_{Q=(0,0)}\]
\[+ \frac{2}{N_c |U|} \langle E_0(N_{el})|c_{K+Q\sigma'}c_{K\sigma}|E_0(N_{el})\rangle \delta_{KK'}\delta_{\sigma\sigma'}\]
\[+ \frac{2}{N_c |U|} \langle E_0(N_{el})|c_{K+Q\sigma}c_{K\sigma'}|E_0(N_{el})\rangle \delta_{KK'}\delta_{\sigma\sigma'}\]

For the following discussion, it is useful to sum the first expectation value in Eq. (31) over $K'$ and transformed
to real space, expressing \( c_{\mathbf{K}\sigma} \) in the quantities \( c_{\mathbf{R}\sigma} \).

\[
\sum_{\mathbf{K}'} \langle E_0(N_{\text{el}}) | c_{\mathbf{K}\sigma}^\dagger c_{\mathbf{K}+\mathbf{Q}\sigma} c_{\mathbf{K}'\sigma}^\dagger c_{\mathbf{K}'\sigma} | E_0(N_{\text{el}}) \rangle
\]

\[
= \frac{1}{N_c} \sum_{\mathbf{R}_1,\mathbf{R}_2,\mathbf{R}_3} e^{i \mathbf{K} \cdot (\mathbf{R}_1 - \mathbf{R}_2) + \mathbf{Q} \cdot (\mathbf{R}_3 - \mathbf{R}_2)}
\]

\[
\times \langle E_0(N_{\text{el}}) | c_{\mathbf{R}_1\sigma}^\dagger c_{\mathbf{R}_2\sigma}^\dagger c_{\mathbf{R}_3\sigma} c_{\mathbf{R}_4\sigma} | E_0(N_{\text{el}}) \rangle
\]

\[
\simeq \frac{1}{N_c} \sum_{\mathbf{R}_1,\mathbf{R}_2} e^{i \mathbf{Q} \cdot (\mathbf{R}_2 - \mathbf{R}_1)}
\]

\[
\times \langle E_0(N_{\text{el}}) | n_{\mathbf{R}_1\sigma} n_{\mathbf{R}_2\sigma} | E_0(N_{\text{el}}) \rangle
\]

Note that the last equation is obtained by neglecting the double occupied/empty (singly occupied) states, consistent with the large positive (negative) interaction regime considered here. These large \( U \) approximations, the assumption in Eq. (28) and the neglect of double occupancy, have been discussed in Appendix B.

We now perform the \( \mathbf{K}' \) and \( \mathbf{Q} \) summations over \( A_{\uparrow\downarrow} \).

\[
D_{\uparrow\downarrow}(\mathbf{K}) + n_0 U g(k) = \sum_{\mathbf{K}' \mathbf{Q}} A_{\uparrow\downarrow}(\mathbf{K}, \mathbf{K}', \mathbf{Q})
\]

\[
= \frac{U}{|U|} \frac{4}{N_c} \sum_{\mathbf{R}_1} \langle E_0(N_{\text{el}}) | n_{\mathbf{R}_1\uparrow} n_{\mathbf{R}_1\downarrow} | E_0(N_{\text{el}}) \rangle
\]

\[
- \frac{2}{|U|} \frac{2}{N_c} \sum_{\mathbf{K}' \neq \mathbf{K}} \langle E_0(N_{\text{el}}) | n_{\mathbf{K}'\uparrow} | E_0(N_{\text{el}}) \rangle
\]

(32)

For a half-filled system and a large positive \( U \), the first term on the right hand side contributes nothing, while the second terms contributes -1. For a large negative \( U \) the first term instead contributes -2 and the second term +1. In both cases the total contribution to \( D_{\uparrow\downarrow}(\mathbf{K}) \) is -1. In the same limit the sum rule for \( A_{\uparrow\downarrow} \) is zero. For the half-filled case and for \( \mathbf{K} \) at the Fermi surface, the term \( n_0 U g \) is zero to leading order in \( 1/|U| \), so that \( D_{\uparrow\downarrow} \rightarrow -1 \) and \( D_{\downarrow\uparrow} \rightarrow 0 \).

While the derivations of this section have been performed exploiting specific assumptions, we will show later that for large values of \( U \) they agree with numerical results calculated without these assumptions (see also Appendix B). Thus they provide a reasonable theoretical framework for the physical interpretation of our numerical data.

### C. Relation to localized ground states

In Ref. [47] it has been argued that the progressive localization of some, and eventually all, electrons on the embedded DCA cluster as \( U \) is increased, plays an important role for the formation of the pseudogap. In particular, for large \( U \), it was found that the electrons on the cluster localize into an RVB state.

Below we discuss how the formulas [Eqs. (19, 20, 23)] for the self-energy expressed in terms of the susceptibilities can be related to such a localization. In this subsection we assume that \( U > 0 \). To this aim, we now switch to working in real space. Performing the summation over \( \mathbf{Q} \) in Eq. (33) we obtain

\[
B_{\uparrow\downarrow}(\mathbf{K}, \mathbf{K}', \nu) = \sum_{\mathbf{Q}} A_{\uparrow\downarrow}(\mathbf{K}, \mathbf{K}', \mathbf{Q})
\]

\[
- \frac{2}{N_c} \langle n_{\mathbf{K}'\uparrow} \rangle - \frac{4}{N_c^2} \sum_{\mathbf{R}_1 \neq \mathbf{R}_2} e^{i (\mathbf{K} - \mathbf{K}') \cdot (\mathbf{R}_1 - \mathbf{R}_2)}
\]

\[
\times \langle E_0(N_{\text{el}}) | c_{\mathbf{R}_1\uparrow}^\dagger c_{\mathbf{R}_2\uparrow}^\dagger c_{\mathbf{R}_1\downarrow} c_{\mathbf{R}_2\downarrow} | E_0(N_{\text{el}}) \rangle.
\]

Here we have introduced similar approximations as in Eq. (31), assuming half-filling and a large \( U \).

The operator in Eq. (33) couples to a valence bond between the sites \( \mathbf{R}_1 \) and \( \mathbf{R}_2 \) with the strength -1/2. Here \( \langle \text{vac} \rangle \) is the vacuum state. For a nearest neighbor (NN) bond on a square lattice and \( \mathbf{K} - \mathbf{K}' = (\pi, \pi) \) we then obtain a negative contribution due to the sign of the exponential, while for \( \mathbf{K} - \mathbf{K}' = (0, 0) \) the contribution is positive.

For a square lattice we can divide the lattice in two sublattices A and B, where the nearest neighbor of a site in one sublattice belongs to the other sublattice. The NN-RVB is a superposition of singlets of the type of Eq. (33) between neighboring sites taken from A to B sublattice with equal positive bond amplitudes:

\[
|\Psi_0 \rangle = \sum_{i \alpha, j \beta} \langle i_1 j_1 \rangle \langle i_2 j_2 \rangle \cdots \langle i_n j_n \rangle
\]

(34)

where \( i_\alpha \langle j_\beta \rangle \) denote neighbor sites in the A-sublattice (B-sublattice) and \( (i_\alpha j_\beta) \) denotes a singlet. First we only consider contributions where the operator in Eq. (33) acts within a given bond. For a NN-RVB state these contributions together with the term \(-2 \langle n_{\mathbf{K}'\uparrow} \rangle / N_c \) gives a substantial negative result for \( \mathbf{K} - \mathbf{K}' = (\pi, \pi) \), while there tends to be a net positive contribution for \( \mathbf{K} = \mathbf{K}' \). In addition there are also contributions where the operator in Eq. (33) acts on a product of two bonds \((i_1 j_1) (i_2 j_2)\), i.e., the two-site operator acts on one site of each bond. Then we can get a contribution also from second nearest neighbor, even for a NN-RVB state. In this case the exponent in Eq. (33) takes the same value for both \( \mathbf{K} - \mathbf{K}' = (\pi, \pi) \) and \( \mathbf{K} - \mathbf{K}' = (0, 0) \), reducing the difference between these two cases. As we will show in the following, \( B_{\uparrow\downarrow}(\mathbf{K}, \mathbf{K}') \) encodes, nevertheless, very clear signals of the RVB state formation.

Within the approximations above, the large \( U \) results only depends on \( \mathbf{K} - \mathbf{K}' \) and not on the two wave-vectors individually. For finite values of \( U \), however, there is also a difference between \( \mathbf{K} = (\pi, 0) \) and \( \mathbf{K} = (\pi/2, \pi/2) \), which plays an important role in the interpretation of the results.
D. Relation to the “fluctuation diagnostics”

We now discuss the relation to “fluctuation diagnostics” introduced earlier. While for the SU(2)-symmetric case, this connection can be analytically derived from the exact relations holding between the correlation functions $B$ and $C$. Here we however provide a physically more explicit derivation. To this aim, we first consider the coupling to charge and spin fluctuations. For this purpose we introduce

$$C_{ch/sp}(K, Q) = \sum_{K'} [A_{\uparrow\downarrow}(K, K', Q) \pm A_{\uparrow\uparrow}(K, K', Q)]$$

and

$$\Sigma(k) = \sum_Q C_{ch/sp}(K, Q)/g(k).$$

Here we have used that $\sum_{K} A_{\uparrow\uparrow}(K, K', Q) = 0$.

The coupling to spin fluctuations is expected to be relevant for positive values of $U$. In particular, for large enough $U$, at half-filling, we have:

$$C_{sp}(K, Q) = -\frac{2}{N^2} \sum_{R_1 R_2} e^{iQ(R_2 - R_1)}$$

$$\times \langle E_0(N_{el})|n_{R_1\uparrow} - n_{R_1\downarrow}|n_{R_2\downarrow} - n_{R_2\uparrow}\rangle|E_0(N_{el})\rangle$$

$$+ \frac{2}{N^2} \langle E_0(N_{el})|c_{K+Q}c_{K+Q}^\dagger|E_0(N_{el})\rangle.$$
of two electrons on the cluster. Writing explicitly the cluster part of the wave function we get
\[ |\Phi_c\rangle = \frac{1}{\sqrt{2}} (c_{(\pi,0)}^\dagger c_{(\pi,1)}^\dagger c_{(0,0)}^\dagger c_{(0,1)}^\dagger - c_{\pi,0}^\dagger c_{\pi,1}^\dagger c_{0,0}^\dagger c_{0,1}^\dagger) |\text{vac}\rangle. \] (42)

We also note, that the corresponding state for a four-site cluster with the \( K = (0,0) \) orbital occupied is given by
\[ |\psi_{\text{loc}}\rangle = \frac{1}{\sqrt{2}} (c_{(\pi,0)}^\dagger c_{(\pi,1)}^\dagger c_{(0,0)}^\dagger c_{(0,1)}^\dagger - c_{(0,0)}^\dagger c_{(0,1)}^\dagger c_{(\pi,0)}^\dagger c_{(\pi,1)}^\dagger) |\text{vac}\rangle, \] (43)

In Ref. 53 it was shown that this is a good approximation to the calculated state for a four-site cluster for moderate values of \( U \). It was also shown that this state is fairly closely related to a RVB state for the four-site cluster. We therefore refer to the states in Eqs. (42) as RVB-like states, although the RVB state is not yet fully developed for values of \( U \) of interest here. This is discussed further in Appendix B. The states have singlet character.

If, for large \( U \), \( \Delta U < 0 \) instead, the ground-state of the four-level model takes the form
\[ |\Phi\rangle = \frac{1}{\sqrt{3}} (c_{1\uparrow}^\dagger c_{2\uparrow}^\dagger c_{1\downarrow}^\dagger c_{2\downarrow}^\dagger - \frac{1}{2} (c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger + c_{1\downarrow}^\dagger c_{2\uparrow}^\dagger)) \times (c_{1\uparrow}^\dagger c_{2\downarrow}^\dagger + c_{1\downarrow}^\dagger c_{2\uparrow}^\dagger) + c_{1\uparrow}^\dagger c_{2\uparrow}^\dagger c_{1\downarrow}^\dagger c_{2\downarrow}^\dagger) |\text{vac}\rangle. \] (44)

Here the \( c \) part is degenerate and has triplet character and it couples to the bath in a Kondo-like way. In this case, even in the large \( U \) limit we cannot separate the wave function as a product of a cluster and a bath part, and hopping remains essential for the character of the state. We can then not talk about localization in the sense used below Eq. (11).

In order to clarify the connection with the correlations in real space, we first convert the \((\pi,0)\) and \((0,\pi)\) states to real space, using a four site cluster to represent the levels. Putting sites 1 and 2 in the \( x \)-direction and 1 and 4 in the \( y \)-direction (see inset in Fig. 1), we have
\[ \phi_{(\pi,0)} = \frac{1}{2} (|1\uparrow - |2\downarrow + |4\uparrow - |3\downarrow) (45) \]
\[ \phi_{(0,\pi)} = \frac{1}{2} (|1\downarrow + |2\uparrow - |4\downarrow - |3\downarrow) \]

The wave function in Eq. (42) then takes the (real space) form
\[ |E_0(N_{c\uparrow})\rangle = \frac{1}{2\sqrt{2}} (|1\uparrow 2\downarrow - 1\downarrow 2\uparrow\rangle + |1\uparrow 4\downarrow\rangle \]
\[-|1\downarrow 4\uparrow\rangle + |2\uparrow 3\downarrow\rangle - |2\downarrow 3\uparrow\rangle - |3\uparrow 4\downarrow\rangle - |3\downarrow 4\uparrow\rangle) \] (46)

The two terms within each parenthesis \(\ldots\) form a valence bond (VB), and the sum over all nearest neighbor VB gives the nearest neighbor RVB form. It is then clear that the operator in Eq. (46) couples the terms within each parenthesis very efficiently. The different contributions to \( B_{T\uparrow} \) add up coherently (with a negative sign) for \( K - K' = (\pi,\pi) \) and combine constructively with the trivial term \((n_{c\uparrow})\), while for \( K - K' = 0 \) there is a destructive interference with term \((n_{c\uparrow})\). The result is a large negative contribution for \( K - K' = (\pi,\pi) \) and a small result for \( K - K' = 0 \). The results for \( B_{T\uparrow}(K, K') \) are shown in Table II. The corresponding results for \( A_{T\uparrow}(K, K', Q) \) and \( C_{sp}(K, Q) \) are also reported there. The main contribution to \( B_{T\uparrow}(K, K') \) originates from \( A_{T\uparrow}(K, K + (\pi,\pi)) \) and \( C_{sp}(K, Q) \) at the corresponding transfer momentum \( Q = (\pi,\pi) \).

The large value of \( A_{T\uparrow}[(\pi,0); (0,\pi); (\pi,\pi)] \) can also be easily understood in reciprocal space by applying the definition of \( A \) in Eq. (20) to the wave function in Eq. (42), because the operator in Eq. (20) directly couples the two terms in Eq. (42).

For \( \Delta U < 0 \) the behavior is completely different, as seen in Table III \( |B_{T\uparrow}(K, K')\rangle \) is now particularly large for \( K' = K \), and the main contribution to this \( B \) comes from \( Q = (0,0) \). At the same time, \( C_{sp}(K, Q) \) is now the same for \( Q = (0,0) \) and \( (\pi,\pi) \). Further, in contrast to almost all other cases we consider in this work, we note that here \( C_{sp}(K, Q = (\pi,\pi)) \) differs significantly from \( B_{T\uparrow}(K, K + (\pi,\pi)) \). This happens because, as we already mentioned in Sec. II in the four-level model the SU(2) symmetry is violated and, thus, the related equivalence relations between \( B \) and \( C \) are not guaranteed a priori.
B. Isolated \( N_c = 4 \) cluster

We next consider the \( N_c = 4 \) case in the large \( U \) limit. The wave function of the cluster takes the RVB form, which can be written as

\[
\psi = \frac{1}{\sqrt{3}} \sum_{\mathbf{K}} \left[ \frac{1}{2} \left( \frac{c_{\mathbf{K} \uparrow}^\dagger c_{\mathbf{R}_1 \downarrow}^\dagger c_{\mathbf{R}_3 \uparrow}^\dagger c_{\mathbf{R}_4 \downarrow}^\dagger + c_{\mathbf{R}_1 \downarrow}^\dagger c_{\mathbf{R}_2 \uparrow}^\dagger c_{\mathbf{R}_3 \downarrow}^\dagger c_{\mathbf{R}_4 \uparrow}^\dagger \right) \right] |\text{vac}\rangle
\]

Here we will focus again on the most relevant case, where \( \mathbf{K} = (\pi, 0) \) and \( \mathbf{K}' = (\pi, 0) \) or \( (0, \pi) \). Applying the operator in Eq. (26), we obtain \( B_{11}^{\pi\pi}(\mathbf{K}, \mathbf{K}') = -0.92 \) for \( \mathbf{K}' = (\pi, \pi) \) and +0.42 for \( \mathbf{K}' = \mathbf{K} \). Although the wave function in Eq. (47) has no second nearest neighbor RVB couplings, they are generated between the terms in the second and third rows, in particular second nearest-neighbor couplings. The function \( B_{11}^{\pi\pi}(\mathbf{K}, \mathbf{K} + (\pi, \pi)) \) is therefore not a perfect measure of the RVB nature of the ground-state. These terms, however, are rather small (0.17), and the total contributions to \( B_{11}^{\pi\pi}(\mathbf{K}, \mathbf{K}) \) change from −0.92 to −1.09 and from +0.42 to +0.25, respectively (cf. Table V).

To double-check the reliability of our approximations, we have also calculated results for \( A_{11}^{\pi\pi}(\mathbf{K}, \mathbf{K}', Q) \) for a \( N_c = 4 \) isolated cluster at \( T = 0 \) for a finite \( U = 1.6 \) eV and for \( U = \infty \) without using any of the assumptions behind Eq. (33). The states of the isolated cluster were calculated using direct diagonalization, and expressing in terms of orbitals with well-defined \( \mathbf{K} \)-values. Eq. (26) can then easily be applied directly. Table V compares the results with the approximate formula Eq. (33). The approximate results are generally smaller (in absolute values) than the exact results for \( U = 1.6 \) eV. This is primarily due to the approximation in Eq. (26) for the eigenvalues, which leads to an underestimate in Table V.

We next consider the \( N_c = 4 \) case in the large \( U \) limit \( |\text{vac}\rangle \). The results with the approximate formula Eq. (33) are shown for \( U = 1.6 \) eV. For \( U = \infty \), Eq. (33) becomes exact, and therefore only exact results are shown. The parameters are \( t = -0.50 \) and \( \beta = \infty \). The corresponding values of \( C_{sp} \) have been computed for the case \( U = 1.6 \) eV and \( \beta = 60 \) eV \(^{-1} \).

| \( Q \) | \( K' = K + (\pi, \pi) \) | \( K' = K \) |
|-----------------|-----------------|-----------------|
| \( U = 1.6 \) eV \( U = \infty \) | \( U = 1.6 \) eV \( U = \infty \) | \( C_{sp}(Q) \) |
| \| Ex Appr. \| Ex Appr. \| Ex |
| \( (\pi, \pi) \) | -0.67 | -0.45 | -0.38 | -0.02 | -0.01 | -0.04 | -1.35 |
| \( (0, 0) \) | -0.35 | -0.23 | -0.21 | 0.31 | 0.20 | 0.12 | 0.37 |
| \( (\pi, 0) \) | -0.17 | -0.13 | -0.25 | 0.03 | 0.03 | 0.08 | 0.01 |
| \( (0, \pi) \) | -0.17 | -0.13 | -0.25 | 0.03 | 0.03 | 0.08 | 0.01 |

Table V: \( \text{Re} A_{11}^{\pi\pi}(\mathbf{K}, \mathbf{K}', Q) \) for an \( N_c = 4 \) isolated cluster and \( \mathbf{K} = (\pi, 0) \). Exact results [Eq. (26)] and results obtained using the approximate formula in Eqs. (33) are shown for \( U = 1.6 \) eV. For \( U = \infty \), Eq. (33) becomes exact, and therefore only exact results are shown. The parameters are \( t = -0.50 \) and \( \beta = \infty \). The corresponding values of \( C_{sp} \) have been computed for the case \( U = 1.6 \) eV and \( \beta = 60 \) eV \(^{-1} \).

C. Larger isolated clusters

The dependencies of our isolated cluster results on the cluster sizes have also been studied systematically, and the corresponding results have been summarized in Table V. The calculations have been performed using the approximate formula in Eq. (33) for isolated clusters of size \( N_c \) in the large \( U \) limit. More specifically Eq. (26) has been used for evaluating the energy differences, and the results should therefore be exact in the large \( U \) limit. We also recall that for \( N_c = 4 \) and 8, the exact ground-state is a NN-RVB state, while for \( N_c = 16 \) also more distant bonds (neglected in our calculations) play a role.

From the results of Table V, we can verify, once again, how the RVB character of the states is signaled by the large negative value of \( B(\mathbf{K}, \mathbf{K}') \) for \( \mathbf{K} - \mathbf{K}' = (\pi, \pi) \) and a smaller positive value for \( \mathbf{K} = \mathbf{K}' \).

V. RELATION TO SPECTRA

In this section, we eventually discuss one of the central topics of this work: the relation between real space correlations and spectral functions. Our purpose is to illustrate how changes in these correlation functions are reflected in the spectral function, often in a dramatic way. This will make it possible, in turn, to use spectral functions to extract information about correlation functions. In particular, we will focus here on RVB-like correlations.

In Sec. III we have already established relations between real space correlation functions and the behavior of the self-energy \( \Sigma \) for small \( \nu_n \). The behavior of \( \Sigma \) controls, in turn, the behavior of the spectrum. We have
that
\[
\text{Im } g(k) = \text{Im} \left\{ \frac{1}{\nu_n - \Delta - \varepsilon_K - \Sigma(k)} \right\} \\
= -\nu_n \int \frac{n(k, \varepsilon)}{\varepsilon^2 + \nu_n^2} d\varepsilon,
\]

i.e. \( \text{Im } g(k) \) measures the spectral weight over a range \( \nu_n \) around \( \varepsilon = 0 \). It is then clear that the presence of large negative value of \( \text{Im } \Sigma \) for small \( \nu_n \) will be reflected in a small or vanishing \( \rho \) for small \( \varepsilon \), i.e. the system behaves as a non Fermi liquid or, even, as a Mott-Hubbard insulator.

### A. Four-level model

We first consider the four-level model for \( \Delta U > 0 \). Fig. 1 shows various correlation functions for \( K = (\pi, 0) \) (also referred to as level 1c). For small values of \( U \) these are all very small. In the case of \( A, B, C_{sp} \) and \( D \) this is partly because of a prefactor \( U \) in Eq. (20), but these quantities remain small even if the prefactor \( U \) is divided out. In fact, in the \( U \to 0 \) limit the interaction between the two \( K \)-orbitals on the cluster vanishes, and each \( K \)-orbital only interacts with its bath. Therefore these correlation functions would be zero even if the factor \( U \) were divided out.

As \( U \) is increased, there is also interaction between the cluster \( K \)-orbitals, but the interaction with the bath initially dominates. The increase of \( U \) at first leads to a reduction of the double occupancy of each \( K \), as indicated by \( L[(\pi, 0)] \) [Eq. (15)] becoming negative. This means that a spin 1/2 state starts to develop in each \( K \)-orbital. This spin is found to have an antiferromagnetic correlation to a spin in its bath.\textsuperscript{27} Thus a Kondo-like state starts to develop for \( K = (\pi, 0) \) and for \( K = (0, \pi) \). The corresponding spectrum has a peak at the Fermi energy.\textsuperscript{27}

For intermediate values of \( U \approx 1 \text{ eV} \), \( L[(\pi, 0)] \) turns positive, reflecting the fact that the double occupancy of each \( K \)-orbital is now enhanced, instead of being suppressed. The reason is that a state of the type in Eqs. (41, 42) starts to develop, for which each \( K \)-orbital has an enhanced double occupancy. This is an RVB-like state (Eq. (40)), which is strongly correlated. In fact, as \( U \) is increased the energy gain from the Kondo effect is reduced and at the same time the energy gain from the formation of the RVB-like state in Eqs. (41, 42) increases, tipping the balance to the RVB-like state.\textsuperscript{27}
We proceed now by analyzing the corresponding spectral function, first in the language of Eq. (2), following Ref. 17. For $\Delta U > 0$, if an electron is removed from the cluster in a photoemission process, the RVB-like state is broken up. An electron can then hop in from the bath and form an RVB-like state again. In a similar way, if an electron is added in an inverse photoemission process, an extra electron can hop to the bath, leaving an RVB-like state on the cluster behind. The result is then spectral intensity at the Fermi energy. The crucial question is then what is the probability for forming RVB-like states in the final states after a photoemission or an inverse photoemission process. There are two different paths coupling the ground-state to the final states corresponding to intensity close to the Fermi energy. (i) For a localized non-degenerate state on the cluster ($\Delta U > 0$), like Eqs. (11,12), there is destructive interference and a pseudogap at the Fermi energy; (ii) For a localized degenerate state ($\Delta U < 0$), the interference is constructive, leading to to a peak at the Fermi energy.44-47

We next discuss the consequences of the formation of the state in Eqs. (11,12) in terms of the self-energy and the language of Eq. (1). As discussed in Sec. III A below Eq. (10), the formation of such a state leads to large negative values for the correlation function $A_{\uparrow\downarrow}(K, K + (\pi, \pi))$. This in turn leads to a large negative contribution to $B_{\uparrow\downarrow}(K, K + (\pi, \pi))$, as it would be expected for an RVB-like state according to the discussion in Sec. III C. Finally, this is also responsible for the main contribution to $D_{\uparrow\downarrow}(K)$, which approaches the value -1 for large $U$. All together, this leads to a large negative value for $\Sigma(K, \nu)$ for small $\nu$, and hence, to a small value for the spectral function at the Fermi energy.

Our numerical calculations of the correlation functions $A$, $B$ and $D$ are reported in Fig. 1 as a function of increasing $U$, while results for the self-energy $\Sigma$ of the four-level model are shown in Fig. 2a for a large value of $U$ and $\Delta U > 0$. $\Im \Sigma$ is indeed very negative for small $\nu$. The figure illustrates that the main contribution comes from $A_{\uparrow\downarrow}(\pi, 0), (0, \pi), (\pi, \pi)$, as could also be seen in Fig. 1. The results in Fig. 2a can be compared with Table I, where $A[(\pi, 0), (0, \pi), (\pi, \pi)]$ dominates. Table I also shows two smaller contributions for $Q = (0, 0)$ with opposite signs. The corresponding two curves in Fig. 2a also have similar magnitude with opposite signs.

Fig. 2b shows results for $\Delta U < 0$. These results are completely different from the results in Fig. 2a, but agree with Table III. In this case the (absolute) largest contribution comes from $A[\pi, (\pi, 0), (0, 0)]$. The contribution from $A[(\pi, 0), (0, \pi), (\pi, \pi)]$, which dominates for $\Delta U > 0$, is here very small. In this case, $\Sigma$ behaves as in a Fermi liquid. This large difference can be traced back to the degenerate character of the lowest cluster state for $\Delta U < 0$, in contrast to the non-degenerate character for $\Delta U > 0$.

These two (opposite) cases illustrate how the spectrum can depend very sensitively on small modifications in the physical parameters, provided that such modifications lead to a change of ground-state. In Appendix A we give detailed formulas for the spectra.

B. $N_c = 4$

We now turn to the embedded clusters of DCA and study the case $N_c = 4$ first. Fig. 3 shows the quantity $B_{\uparrow\downarrow}(\pi, 0), (0, \pi)$, describing the coupling to an RVB-like state, $C_{\sp}(\pi, 0), (\pi, \pi)$, used in the fluctuation diagnostics, and $D_{\uparrow\downarrow}(\pi, 0)$, describing the total contribution to $\Sigma$, its largest component $A_{\uparrow\downarrow}(\pi, 0), (0, \pi), (\pi, \pi)$ and the correlation function $L[(\pi, 0)]$. These are the same correlation functions as shown in Fig. 1 for the four-level
model. The behavior is very similar. This is not surprising. For large values of \( U \) a localized state of the approximate form in Eq. \((25)\) is formed \(^{13,27}\) which is identical to the localized state in Eq. \((22)\) for the four-level model, except for the occupied \( \mathbf{K} = (0,0) \) levels. In fact, by a systematic study\(^{25}\) of the correlation functions, it was found that the system also has a similar crossover from a Kondo-like system to a localized system, as for the four-level model.

The largest changes in the correlation functions considered (see Fig. \(3\)) take place between \( U = 1.0 \) eV and 1.2 eV. Fig. \(4\) shows the corresponding spectra for \( N_c = 4 \). For \( U = 1.0 \) eV there is a peak at the Fermi energy, although there are signs of a pseudogap starting to develop, while for \( U = 1.1 \) eV there is a pseudogap and for \( U = 1.2 \) eV a gap. This illustrates that the pseudogap opens up for the values of \( U \) where \( |B_{\uparrow\downarrow}| \) (and, thus, \( |C_{sp}| \)) become large. For \( U = 1.2 \) eV, \( \Delta[(\pi,0)] \approx -1 \), consistent with a very large negative imaginary part of \( \Sigma \) and the opening up of a gap, as discussed below Eq. \((29)\).

For large \( U \), the main contribution to \( D[(\pi,0)] \) comes from \( B_{\uparrow\downarrow}[(\pi,0),(0,\pi)] \), and the contributions from \( B_{\uparrow\downarrow}[(\pi,0),\mathbf{K}'] \) for \( \mathbf{K}' \neq \mathbf{K} + (\pi,\pi) \) are small. Similarly, if \( D \) is expressed as a transfer momentum sum of \( C_{sp} \), the main contribution to \( D[(\pi,0)] \) comes from \( C_{sp}[(\pi,0),(\pi,\pi)] \) and the contributions from \( C_{sp}[(\pi,0),\mathbf{Q}] \) for \( \mathbf{Q} \neq (\pi,\pi) \) are small.

Just as we could relate the properties of the four-level model to the formation of the localized state in Eq. \((12)\), the crucial common denominator for \( N_c = 4 \) is the formation of the state in Eq. \((42)\). This leads to a positive value of \( L[(\pi,0)] \) and shows how \( |A_{\uparrow\downarrow}[(\pi,0),(0,\pi),(\pi,\pi)]| \) gets large at the same time as \( L[(\pi,0)] \) goes positive, for reasons already discussed for the four-level model. Thus this specific component of \( A \) provides a substantial contribution to \( B_{\uparrow\downarrow}[(\pi,0),(0,\pi)] \), being about half of \( B \). That \( |A_{\uparrow\downarrow}[(\pi,0),(0,\pi),(\pi,\pi)]| \) becomes large when the state Eq. \((43)\) is formed can also be deduced from the definition in Eq. \((20)\). \( |A_{\uparrow\downarrow}[(\pi,0),(0,\pi),(\pi,\pi)]| \) also gives a substantial contribution \( C_{sp}[(\pi,0),\mathbf{Q}] \). At the same time, that \( C_{sp} \) must be also large can be inferred from Eq. \((28)\), relating \( C_{sp} \) to antiferromagnetic spin correlations and from the fact that the RVB-like state in Eq. \((43)\) implies, per definition, an appreciable amount of this specific correlation.\(^{12}\)

On the basis of these considerations, it is clear that the formation of the state in Eq. \((43)\) controls, simultaneously, several correlation functions: (i) \( L \), used in Ref. \(^{17}\), (ii) \( C_{sp} \), introduced in Ref. \(^{3}\), and as (iii) the related quantity \( B \), introduced here to describe more explicitly the coupling to RVB-like real space correlations.

Depending on the different theoretical perspectives, the origin of the pseudogap observed in the DCA spectra of the 2d Hubbard model can be ascribed, complementarily, either to antiferromagnetic spin correlations or RVB-like correlations. We must stress here, however, that this is not a contradiction, since the RVB state, as discussed above, does lead to substantial antiferromagnetic spin correlations, though weaker than in a pure Néel state (for instance, for a cluster with \( N_c = 8 \) and a large \( U \) the difference in strength is about a factor of two).\(^{28}\)

Thus, in this regime, the two pictures (AF or RVB correlations) simply provide different perspectives on the same physics.

We notice that \( A_{\uparrow\downarrow}[(\mathbf{K},\mathbf{K} + (\pi,\pi),(\pi,\pi))] \) gives almost the full contribution to \( D \) in the four-level model but only about half the contribution in the \( N_c = 4 \) model (see Fig. \(3\)). The other 15 combinations of \( \mathbf{K}' \) and \( \mathbf{Q} \) together contributing the other half. This illustrates the need to switch to summed quantities, such as \( B \) and \( C \), for larger values of \( N_c \), as the individual contributions \( A \) are reduced with \( N_c \). As discussed in Sec. \(\text{III}\) these summed quantities can be related to real space correlation functions, and they therefore have a weaker dependence on \( N_c \). The quantity \( L \) used in Ref. \(^{17}\) suffers from similar problems as an individual \( A \), namely of becoming smaller as \( N_c \) increases.

C. \( N_c = 8 \)

We now turn to \( N_c = 8 \). Fig. \(4\) shows correlation functions for \( \mathbf{K} = (\pi,0) \) and \( (\pi/2,\pi/2) \). Similar to the case \( N_c = 4 \), \( L \) first turns negative as \( U \) is increased and then positive for larger values of \( U \). As shown in Table \(\text{I}\) and emphasized in Ref. \(^{17}\), the coupling to the bath is much weaker for \( \mathbf{K} = (\pi,0) \) and for \((0,\pi)\) than for \((\pi/2,\pi/2)\). Therefore as \( U \) is increased, first there is a switch for \( \mathbf{K} = (\pi,0) \) and \((0,\pi)\) from a Kondo-like state to a state where the \((\pi,0)\) and \((0,\pi)\) orbitals form a state similar to state \((42)\). The loss of the Kondo energy in the \( \mathbf{K} = (\pi,0) \) and \((0,\pi)\) channels is then more than compensated by the substantial energy gain from the correlation of the \( \mathbf{K} = (\pi,0) \) and \((0,\pi)\) cluster orbitals. Over a certain range of \( U \) values, the orbitals for \( \mathbf{K} = (\pm\pi/2,\pm\pi/2) \), however, still form Kondo-like states with their baths, and they are fairly uncorrelated with other \( \mathbf{K} \)-values.\(^{19}\) This is also illustrated by \( L[(\pi,0)] \) going from negative to positive values, while \( L[(\pi/2,\pi/2)] \) still remains negative over some range of \( U \) values. As a result one observes\(^{17}\) a pseudogap for \( \mathbf{K} = (\pi,0) \) but not for \( \mathbf{K} = (\pm\pi/2,\pm\pi/2) \). For larger values of \( U \) also the Kondo states for \( \mathbf{K} = (\pm\pi/2,\pm\pi/2) \) are lost and all the cluster orbitals become strongly correlated, forming a localized state. At this point \( L[(\pi/2,\pi/2)] \) also turns positive. Then a spectral gap also opens up for \( \mathbf{K} = (\pm\pi/2,\pm\pi/2) \).

Fig. \(5\) clarifies the progression of the physics with increasing interaction. When \( L[(\pi,0)] \) turns positive, \( B_{\uparrow\downarrow}[(\pi,0),(0,\pi)] \) becomes very negative. This is due to the coupling to a state similar to the state of \((43)\). The orbitals \((\pm\pi/2,\pm\pi/2)\) are also occupied, but they are more entangled with their baths rather than with the cluster states \((\pi,0)\) and \((0,\pi)\).\(^{12}\) At this point correlation functions involving \((\pi,0)\) and \((0,\pi)\) take values similar to the ones in the RVB state. For somewhat
larger values of $U$, $L[(\pm\pi/2, \pm\pi/2)]$ turns positive. Then $B_{14}[(\pi/2, \pi/2), (-\pi/2, -\pi/2)]$ also becomes very negative, and correlation functions involving Fermi surface momenta approximately take on their values for an RVB state. A proper RVB state, however, does not develop until $U$ becomes substantially larger, as discussed in Appendix B.

Fig. 5 shows the spectra for $K = (\pi, 0)$ and $(\pi/2, \pi/2)$ and for different values of $U$. In particular, the figure illustrates how a pseudogap appears for $K = (\pi, 0)$ and $U = 1.6$ eV. In Fig. 5 $|B_{14}[(\pi, 0), (0, \pi)]|$ and $L[(\pi, 0)]$ indeed become large for this value of $U$, signaling a localization in the $(\pi, 0)$-(0, $\pi$) space which causes the pseudogap. For $U = 1.8$ eV, Fig. 5 shows how a spectral gap is opened also for $K = (\pi/2, \pi/2)$. In Fig. 5 $|B_{14}[(\pi/2, \pi/2), (-\pi/2, -\pi/2)]|$ and $L[(\pi/2, \pi/2)]$ become large for this value of $U$, signaling that a corresponding localization has also occurred. The evolution of spectra and correlations functions illustrates that the spectra are consistent with the arguments above.

It is important to note, however, that the picture emerging from Fig. 5 is different from the one where the system is viewed as a set of $K$-orbitals coupling to their baths but not to each other. In such a picture there would be a number of independent DMFT calculations for each $K$ and a series of momentum selective Mott transitions. Correspondingly, one would see how the double occupancy of each $K$-state is suppressed as $U$ is increased, and the gap forms because a gap develops also in the bath due to self-consistency. In Fig. 5 the double occu-
The observed progression can be understood by studying the couplings [Eq. (11)] to the baths for these three $K$ points, as shown in Table I. As found before, the coupling for $K = (\pi, 0)$ is much weaker than for $(\pi/2, \pi/2)$. Table I shows that the point in between, $K = (3\pi/4, \pi/4)$ indeed has an intermediate coupling. The switch from a Kondo-type of states to a localized state then happens successively for the three $K$ points as $U$ is increased.

This is illustrated in Fig. 8 showing $D_{11}(K)$, $B_{11}[K, K + (\pi, \pi)]$ and $L(K)$. As for smaller $N_c$, the spectrum for $K$ obtains a pseudogap shortly after $L(K)$ turns positive. At the same time $B_{11}[K, K + (\pi, \pi)]$ and $D_{11}(K)$ become strongly negative.

As $U$ is increased, correlation functions involving $K = (\pi, 0)$ and $(0, \pi)$ first approach values corresponding to an RVB state. At a somewhat later point this also applies for $K = (\pm 3\pi/4, \pm \pi/4)$ and $(\pm \pi/4, \pm 3\pi/4)$ and for yet larger values of $U$ for $(\pm \pi/2, \pm \pi/2)$. Thus the gradual development of an RVB state leads the gradual development of a pseudogap for $K$-points along the Fermi surface.

D. $N_c = 32$

While DCA calculation for larger clusters become numerically more expensive, the additional effort is certainly worth it for the case of a $N_c = 32$. In fact in this DCA cluster, there are three inequivalent $K$-points on the Fermi surface, $(\pi, 0)$, $(3\pi/4, \pi/4)$ and $(\pi/2, \pi/2)$ (see inset of Fig. 7), which makes it possible to study in more detail how the pseudogap evolves as $U$ is increased.

Fig. 7 shows the spectra. For $U = 0.9$ eV only $K = (\pi, 0)$ shows signs of a pseudogap, while there are still metallic peaks at $E_F$ for $K = (3\pi/4, \pi/4)$ and $(\pi/2, \pi/2)$. Increasing $U$ to 1.0 eV, there is also a pseudogap for $K = (3\pi/4, \pi/4)$ and, eventually, for $U = 1.1$ eV also $K = (\pi/2, \pi/2)$ shows an evident non Fermi-liquid behavior.

Increasing $U$ to 1.0 eV (b) and 1.1 eV (c). The parameters are $N_c = 32$, $t = -0.25$ eV and $\beta = 60$ (eV)$^{-1}$.
VI. CONCLUSIONS

In this paper, we have studied the relations between electron spectral functions and real space correlation functions. We used the Schwinger-Dyson equation to establish the connections between the electron self-energy and two-particle vertex functions $F(k,k',q)$, involving summations over $k'$ and $q$ to obtain $\Sigma(k)$. In fact, while $F$ contains a wealth of information about the scattering of the interacting particles, it is a challenging task to disentangle all the effects of these scattering processes on $\Sigma$, due to the intrinsic complexity of $F$. In this work, we have shown that this goal can be achieved through different, but physically equivalent, paths: Either one performs a sum over $k'$ in the equation of motion for $\Sigma$, making explicit the contributions as a function of the transferred energy/momentum $q$ ("bosonic fluctuation diagnostics") or one sums over $q$ and study the contributions to $\Sigma(k)$ as a function of $k'$ ("fermionic fluctuation diagnostics"). While the correlation functions of the two formulations are related by exact expressions, at least for the SU(2)-symmetric case, the latter allows for a more natural interpretation in terms of real space RVB fluctuations.

To improve our physical understanding, we exploited a large $U$ approximation, which allows us to establish more direct, semi-analytical relations between the spectral function and real space correlations. Comparison with numerical calculations for small clusters shows that this approximation is sufficiently accurate for values of $U$ where a spectral gap has developed over the whole Fermi surface in our DCA results for the two-dimensional Hubbard model. In this way, we could relate the spectra to real space charge, spin, superconductivity and RVB correlations. The approach has been applied to the pseudogap regime of the 2$d$ Hubbard model, as observed in DCA. It was demonstrated that the development of the pseudogap can be related, in a complementary description, to the formation of strong RVB or of antiferromagnetic correlations, but not to superconductivity or charge fluctuations.

In particular, we have performed DCA calculations up to a 32-site clusters, which has three inequivalent $K$-points on the Fermi surface. It is crucial that different $K$-orbitals on the cluster have rather different couplings to their baths. Therefore we find that as $U$ is increased, correlation functions first obtain values appropriate for an RVB state for $K = (\pi,0)$ and $(0,\pi)$, which have the weakest coupling to their baths. At the same time pseudogaps form for these $K$-vectors. The strong interaction between the $(\pi,0)$ and $(0,\pi)$ for larger values of $U$ is crucial for this result. The same happens for $K = (\pm 3\pi/4, \pm \pi/4)$ and $(\pm \pi/4, 3\pi/4)$ for a somewhat larger $U$, due to the stronger coupling to the corresponding baths. Finally this also happens for $K = (\pm \pi/2, \pm \pi/2)$ for a still larger $U$, where the coupling to the baths are the strongest.

From a purely algorithmic viewpoint, the systematic derivations presented in this paper demonstrate how it is possible to gain a considerable reduction of the numerical effort for the fluctuation diagnostic calculations (see Eq. 22 and the related discussion).

In summary, we clarify the relation between the evolution of spectra and different correlation functions in the most interesting correlated regime of the 2$d$ Hubbard model, where pseudogap features are clearly visible. In doing this, we have made contact to two earlier approaches in Refs. 4 and 47, using the conceptual framework of Eqs. 1 and 2, respectively. From our analysis, it becomes clear how the two approaches indeed capture complementary aspects of the same physics.
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Appendix A: Four-level model. Large \( U \) and \( \Delta U > 0 \)

To understand the results for \( \Delta U > 0 \) in a more transparent way, we consider the large \( U \) limit. Then two electrons localize on the cluster, and we can obtain a good description of \( \Sigma \) by considering the isolated cluster. We furthermore assume a small \( T \) so that only the lowest state is occupied. For \( \Delta U < 0 \), the system forms a Kondo-like state with the bath, and even for a large \( U \) we cannot simplify the problem by just considering the isolated cluster.

Generally, we can write the Green’s function for the cluster level 1 as,

\[
[g_{1c1c}(\nu)]^{-1} = [g_{1c1c}(\nu)]^{-1} - \Sigma_{1c1c}(\nu),
\]

where

\[
g_{1c1c}(\nu) = \frac{1}{i\nu - \varepsilon_c - \frac{1}{V^2} + \mu}
\]

and

\[
\Sigma_{1c1c}(\nu) = -[Zg_{1c1c}(\nu)]^{-1} \sum_{mn} \frac{e^{-\beta E_m} + e^{-\beta E_n}}{i\nu + E_n - E_m}
\]

\[
\times \langle n| -U_{xx} c_{1c\uparrow} n_{1c\downarrow} - U_{xy} c_{1c\uparrow} n_{2c\downarrow} - J c_{1c\uparrow} c_{2c\downarrow} c_{2c\uparrow} c_{1c\downarrow} + J c_{2c\downarrow} c_{2c\uparrow} c_{1c\downarrow} + J c_{2c\downarrow} c_{2c\uparrow} c_{1c\uparrow} c_{1c\downarrow} |m\rangle \langle m| c_{1c\uparrow} |n\rangle
\]

We now consider a large \( U/V \) and \( \Delta U > 0 \), so that we can consider the isolated cluster. For a small \( T \), we obtain

\[
\Sigma_{1c1c}(\nu) = \frac{1}{2g_{1c1c}(\nu)} \left[ \frac{1}{i\nu - U/2 - 3\Delta U/2 - J/2} \right]
\]

\[
+ \frac{1}{i\nu + U/2 + 3\Delta U/2 + J/2}
\]

\[
- \frac{1}{i\nu + U/2 + 3\Delta U/2 + J/2}
\]

\[
- \frac{1}{i\nu - U/2 - 3\Delta U/2 - J/2}
\]

The first term corresponds to \( Q = (0, 0) \) and \( K = K' = (\pi, 0) \), the second term to \( Q = (\pi, 0) \) and \( K = K' = (\pi, 0) \) and the third term to \( Q = (\pi, 0) \), \( K = (\pi, 0) \) and \( K' = (0, \pi) \). This is the largest term, showing the importance of \( Q = (\pi, 0) \) in the fluctuation diagnostics. The first two terms largely cancel each other.

Appendix B: Accuracy of large \( U \) approximation

Throughout our work, we have extensively used the large \( U \) approximation Eq. (28) in Eqs. (32), (33) and (34) to obtain a relation between spectra and real space correlation functions for a half-filled system. The accuracy of these approximations is therefore crucial. The approximations were of two types. First we made an approximation for the eigenenergies in Eq. (28) and in the following equations we also assumed that double occupancy can be neglected.

We can now discuss the accuracy of these approximations by comparing general results of the approximations with results in Figs. 1, 2, 3 and 6 which did not use large \( U \) approximations. The large \( U \) approximations predict that \( D_{\downarrow\uparrow} \rightarrow -1 \) and that \( B_{\uparrow\downarrow}[K, K + (\pi, \pi)] \) are independent of \( K \). We first discuss this for \( K \)-points at the Fermi surface. The large \( U \) results for \( B \) and \( D \) then show up in the Figs. 3 and 6 for values of \( U \) where the (pseudo)gap has developed. This happens for \( U \sim 1.2 \) eV (\( N_c = 4 \)), 1.8 eV (\( N_c = 8 \)) and 1.1-1.2 eV (\( N_c = 32 \)), in all cases for \( t = -0.25 \) eV and \( \beta = 60 \) eV\(^{-1}\). For somewhat smaller values of \( U \), \( B_{\uparrow\downarrow}[K, K + (\pi, \pi)] \) has an important dependence on \( K \), also for \( K \) at the Fermi surface. For the \( K \)-points away from the Fermi surface the large-\( U \) approximation becomes valid only for substantially larger values of \( U \) than above. We have performed calculations for an isolated cluster, since for large \( U \) the coupling to the bath plays a small role. For \( N_c = 8 \) we
find that $B_{\uparrow \downarrow}[ \mathbf{K}, \mathbf{K} + (\pi, \pi)]$ becomes independent of $\mathbf{K}$ for all values of $\mathbf{K}$ for $U \approx 10$ and then $B \approx -0.7$. We furthermore find that $D_{\uparrow \downarrow} \approx -1$ for all values of $\mathbf{K}$ for $U \approx 10$. At this point the RVB state is fully developed.

As $U$ is increased, $B_{\uparrow \downarrow}[ \mathbf{K}, \mathbf{K} + (\pi, \pi)]$ first approaches large negative values, as in the RVB state, for $\mathbf{K}$ at the antinodal point $[(\pi, 0)]$. As $U$ is further increased this gradually happens for $\mathbf{K}$-vectors moving towards the nodal point. This happens for moderate values of $U$ and it has above been referred to as the formation of an RVB-like state. To fully form an RVB state, however, $U$ has to be increased substantially more.
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In the SU(2) symmetric case the correlation functions $B_{\uparrow\downarrow}(k,k')$ and $C_{\uparrow\downarrow}(k,Q)$ are directly related, which can be easily seen in the following way: Considering the definition of $C_{\uparrow\downarrow}(k,Q)$ in Eqs. (22) and (23) as well as the SU(2) symmetry represented by the relation $A_{\uparrow\downarrow}(k,k',Q) = A_{\uparrow\downarrow}(k',Q) + A_{\uparrow\downarrow}(k,k',Q - Q) - A_{\uparrow\downarrow}(k,k,Q)$ we immediately obtain that $C_{\uparrow\downarrow}(k,Q) = B_{\uparrow\downarrow}(k,k + Q)$. From a physical perspective, $C_{\uparrow\downarrow}$ describes longitudinal and $B_{\uparrow\downarrow}$ transverse spin fluctuations which are of course the same in a SU(2) symmetric situation.
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It is interesting to note that in the previous case ($\Delta U > 0$) the mentioned equivalence between $B$ and $C$ appears to be well preserved (cf. the corresponding values in Table 1), although the corresponding four-level model is not SU(2)-symmetric. This depends, most likely, on the fact that, for $\Delta U > 0$, the (singlet) nature of the ground state of the model does not change w.r.t. the SU(2)-symmetric case ($\Delta U = 0$), differently from what happens in the case $\Delta U < 0$.

Note, however, that by further increasing $U$, i.e., for $U \to \infty$, all levels will be occupied equally, and Eq. (13) is not a good approximation any more. Then the four-site model becomes quite different from the four-level model.