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Abstract

Partial differential equations have recently garnered substantial attention as an image processing framework due to their extensibility, the ability to rigorously engineer and analyse the governing dynamics as well as the ease of implementation using numerical methods. This paper explores a novel approach to image trinarization with a concrete real-world application of classifying regions of sperm images used in the automatic analysis of sperm morphology. The proposed methodology engineers a diffusion equation with non-linear source term, exhibiting three steady-states. The model is implemented as an image processor using a standard finite difference method to illustrate the efficacy of the proposed approach. The performance of the proposed approach is benchmarked against standard image clustering/segmentation methods and shown to be highly effective.
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1. Introduction

Partial differential equations (PDEs) are a well established mathematical modelling tool and have been proven to show enormous value in a multitude of disciplines. More recently, PDEs have become a useful tool in image processing. Applications in image denoising, restoration, inpainting, remote sensing applications, document image binarization, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10], are a small subset of applications that illustrate the value of using a PDE framework to attain novel image processing algorithms. Additionally, research on processing medical images, such as ultrasounds and MRIs [11, 12, 13].

This work builds on previous works by the author [5, 6, 8] where PDE models were used for document image binarization, implementing global thresholding, locally adaptive thresholding and a nonlinear system of equations which self-governed the model parameters resulting in an unsupervised methodology. The approach was also extended to time fractional PDEs presented in [7]. Many other researchers have also contributed to the field using a variety of PDE based approaches. Feng [14, 15] presents variational level set approaches to the problem. An indirect diffusion approach to image segmentation is presented in [16], while Guo et al. [17] show how indirect diffusion with shock filters can be used for text binarization. Zhang et al. [18] present a nonlinear reaction diffusion model which exhibits the Perona-Malik [1] type diffusion (an edge preserving diffusion) coupled with a binarizing reaction term. An interger/fractional approach is combined with an edge detection to binarize heavily degraded document images [19, 20]. Du and He [21] propose a nonlinear diffusion model with selective source term which selectively restores the background or preserves the fidelity of the text.

The task of image or data trinarization has received significantly less attention. The task aims to segment image data into three distinct classes corresponding to some desirable segmentation. This problem can be viewed as a base case of image segmentation, or component clustering and hence is amenable to standard approaches. Specifically K-Means [22], K-Medoids [23], Spanning Trees [24], Agglomerative clustering [25]. This work benchmarks the proposed PDE approach against these standard approaches and illustrates that the fit-for-purpose PDE approach vastly outperforms the generalist approaches.
Kido and Higo [26] present the application of water retention tests, the results of which are amenable to data trinarization. The various phases of the test matter are trinarized using their approach presented in [27]. This technique is based on the frequency selection based on the image histogram data, a natural extension of Otsu’s [28] technique for image binarization. Another approach taken by Higo et al. [29] for this application is the implementation of a region growing method. Müssel et al. [30] present a multiscale approach for the binarization and trinarization of gene expression profiles. This application is motivated by the requirement of classifying data as ‘high’, ‘low’ or potentially ‘intermediate’, which is particularly pertinent for biological data.

Manual assessment of sperm morphology is a subjective process, which is prone to inter-expert variance and assessments are difficult to reproduce [31]. To address this problem computer aided semen analysis (CASA) has been an active research field for decades and has aimed to mitigate the subjectivity of the manual process. A natural approach to tackling the classification task of sperm morphology from images is by way of neural networks. Miahi et al. [31] present a novel Genetic Neural Architecture for the automatic assessment of sperm images. Javadi and Mirroshandel [32] provide a deep learning approach, applying a convolutional deep neural network to the Sperm Morphology Analysis dataset (MHSMA). Savkay et al. [33] present a convolutional neural network approach to CASA, presenting various morphological parameter predictions. An improved convolutional deep neural network approach is presented in [34]. A comprehensive review of artificial intelligence in fertility is presented by Riegler et al. [35] which covers the broader subject matter of assisted reproductive technology, but collates key contributions to CASA using artificial intelligence. Dai et al. [36] present a review of recent advances in sperm analysis, illustrating that the field is an active one, garnering the attention of many researchers.

The recent advances in CASA is largely focused on machine learning approaches. These techniques are well established as effective tools, but do suffer from some drawbacks typically associated with ‘black-box’ methods. Additionally, the estimation of the acrosomal region is a key factor in the assessment of human sperm and is inherently subjective. According to the WHO Laboratory Manual for the Examination and Processing of Human Semen [37] guidelines for sperm analysis this region should comprise 40% to
70% of the total sperm head. Figures 1a and 1b illustrate an example of the sperm head and acrosomal region as well as a schematic of the sperm anatomy.

Building on the PDE based framework for image processing, the task of image trinarization is approached with the same lens. This implementation is motivated by the application of automatic sperm analysis from microscopic images. Establishing this PDE based framework as an image processing tool gives credence to the method for tackling new data driven problems. In the case of morphological sperm analysis, the dynamic nature of the PDE clustering method allows for each region to dynamically transit to its final classification. As has been shown before, this results in a method which is robust to noise, extensible and accurate.

The following section introduces the proposed model and discusses the methodologies used to generate the results for automated sperm segmentation which are then discussed in Section 3. The paper concludes in Section 4 with insights given by the results and also how the present work opens new possibilities within the field of image processing with PDEs.
2. Methods

2.1. Model

The model, given below, is engineered to exhibit three steady states, corresponding to background, sperm head and acrosomal region. Explicitly, the model is defined by

\[ u_t = c_D \nabla u + c_S u(u - 1)(u - a)(u - b), \]
\[ u(x, y, 0) = \text{Image}(x, y). \]

The given model is constructed in two spatial dimensions, requiring that the input image be grayscale. Although, the extension to RGB images is straightforward under the PDE framework. The model is also subjected to zero-flux boundary conditions along all boundaries of the domain. This choice of boundary condition ensures smoothness at the boundaries and is motivated by previous works [5, 6, 8]. Explicitly, the boundary conditions are given by,

\[ u_x(0, y, t) = 0 \]
\[ u_x(1, y, t) = 0 \]
\[ u_y(x, 0, t) = 0 \]
\[ u_y(x, 1, t) = 0 \]

In engineering the dynamics of the present model, we require the model to exhibit three stable steady states. This is achieved by the careful construction of the source term. Figure 2 illustrate the phase space dynamics of the source term. This structure is an extension of the Fitzhugh-Nagumo model used in previous works [5, 6, 8]. The source term exhibits five steady states; \( u = 0, u = a, u = b, u = c \) and \( u = 1 \). Assuming that \( 0 \leq a < b < c \leq 1 \), the stable states exist at \( u = 0, u = 1 \) and \( u = b \) as illustrated in Figure 2.

Moreover, due to the nature of the input images, specifically high magnification with uniform illumination, there is likely minimal noise captured in the image which is associated with the camera sensor. The coefficients \( c_D \) and \( c_S \) are tunable to balance the bias of smoothing (denoising) versus trinarization.
2.2. Numerical Method

The standard finite-difference implementation offers a conditionally stable, explicit and parallelizable [6] method. Although the method is rudimentary its ease of implementation offers an attractive option for robust experimentation. The model is discretised as follows:

\[ u(x_i, y_j, t_n) = u(i\Delta x, j\Delta y, n\Delta n) = u^n_{i,j}, \quad (2) \]

\[ u_t(x, y, t) = \frac{u^n_{i,j+1} - u^n_{i,j}}{\Delta t} + \mathcal{O}(\Delta t), \quad (3) \]

\[ u_x(x, y, t) = \frac{u^n_{i+1,j} - u^n_{i-1,j}}{2\Delta x} + \mathcal{O}(\Delta x^2), \quad (4) \]

\[ u_y(x, y, t) = \frac{u^n_{i,j+1} - u^n_{i,j-1}}{2\Delta y} + \mathcal{O}(\Delta y^2), \quad (5) \]

\[ u_{xx}(x, y, t) = \frac{u^n_{i+1,j} - 2u^n_{i,j} + u^n_{i-1,j}}{\Delta x^2} + \mathcal{O}(\Delta x^2), \quad (6) \]

\[ u_{yy}(x, y, t) = \frac{u^n_{i,j+1} - 2u^n_{i,j} + u^n_{i,j-1}}{\Delta y^2} + \mathcal{O}(\Delta y^2). \quad (7) \]

The computational domain is prescribed by the input image, but is artificially normalised to \((x, y) \in [0, 1] \times [0, 1]\). The image dimensions, \(N\) and \(M\), thus
dictate $\Delta x = 1/(N - 1)$ and $\Delta y = 1/(M - 1)$. Discretising the model in (1) yields the explicit update scheme,

$$u_{i,j}^{n+1} = u_{i,j}^n + \frac{\Delta t \cdot cD}{\Delta x^2} (u_{i+1,j}^n - 2u_{i,j}^n + u_{i-1,j}^n) + \frac{\Delta t \cdot cD}{\Delta y^2} (u_{i,j+1}^n - 2u_{i,j}^n + u_{i,j-1}^n) - \Delta t \cdot cS u_{i,j}^n (u_{i,j}^n - a)(u_{i,j}^n - b)(u_{i,j}^n - c).$$

(8)

The resulting scheme is consistent with the model equation (1) as $\Delta x, \Delta y, \Delta t \to 0$.

The boundary conditions are discretised using the central difference formulae (4) and (5) to ensure second order accuracy at the boundaries. Explicitly we have

$$u_x(0, y, t) = 0 \Rightarrow u_{0,1}^n = u_{1,1}^n,$$

(9)

$$u_x(1, y, t) = 0 \Rightarrow u_{N+1,1}^n = u_{N-1,1}^n,$$

(10)

$$u_y(x, 0, t) = 0 \Rightarrow u_{i,-1}^n = u_{i,1}^n,$$

(11)

$$u_y(x, 1, t) = 0 \Rightarrow u_{M+1,1}^n = u_{M-1,1}^n.$$

(12)

For simplicity, the scheme can be written in matrix form

$$u^{n+1} = u^{n+1} + \frac{cD \Delta t}{\Delta x^2} A_u^n + \frac{cD \Delta t}{\Delta y^2} u^n. A^T - cS \Delta t u^n \circ (u^n - 1) \circ (u^n - a) \circ (u^n - b) \circ (u^n - c),$$

(13)

where $\circ$ denotes the Hadamard product and

$$u = \begin{pmatrix}
    u_{0,0}^n & u_{0,1}^n & \cdots & u_{0,M-1}^n & u_{0,M}^n \\
    u_{1,0}^n & u_{1,1}^n & \cdots & u_{1,M-1}^n & u_{1,M}^n \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    u_{N-1,0}^n & u_{N-1,1}^n & \cdots & u_{N-1,M-1}^n & u_{N-1,M}^n \\
    u_{N,0}^n & u_{N,1}^n & \cdots & u_{N,M-1}^n & u_{N,M}^n
\end{pmatrix},$$

(14)
\[
A = \begin{pmatrix}
-2 & 2 & 0 & \ldots & 0 & 0 & 0 \\
1 & -2 & 1 & 0 & 0 & 0 \\
0 & 1 & -2 & 0 & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & -2 & 1 & 0 \\
0 & 0 & 0 & 1 & -2 & 1 \\
0 & 0 & 0 & \ldots & 0 & 2 & -2 \\
\end{pmatrix}.
\]

(15)

2.3. Stability Analysis

To accommodate the nonlinearity in the stability analysis, the source term is replaced by the worst case contribution. This leads to stability conditions which are stricter than necessary in most cases. Nevertheless, the stability requirement does not overly impose on the functioning the method.

Consider the source term in (1),

\[
f(u) = -u(u - 1)(u - a)(u - b)(u - c).
\]

(16)

This function is maximal (in absolute value) under constraints \(0 \leq u \leq 1\), \(0 \leq a \leq 1\) and \(0 \leq b \leq 1\) with

\[
\max_{u,a,b,c} |f(u)| = \frac{256}{3125}.
\]

(17)

The von Neumann stability analysis is conducted by introducing the ansatz

\[
u_{i,j}^n = \zeta^n e^{Ii\Delta x_j \Delta y \omega},
\]

(18)

where \(\omega\) indicates an arbitrary Fourier wave number and \(I = \sqrt{-1}\). Deriving the conditions on \(\Delta x\), \(\Delta y\) and \(\Delta t\) that ensure the amplification factor, \(\zeta\), is smaller than one in absolute value, \(|\zeta| < 1\), is sufficient to guarantee the numerical method is stable. Substituting the ansatz into equation (8) we
have

\[
\zeta = 1 - \frac{2\Delta t_D}{\Delta x^2} + \frac{2\Delta t_D}{\Delta x^2} \frac{e^{i\Delta x \Delta y \omega} + e^{-i\Delta x \Delta y \omega}}{2} - \frac{2\Delta t_D}{\Delta y^2} + \frac{2\Delta t_D}{\Delta y^2} \frac{e^{i\Delta x \Delta y \omega} + e^{-i\Delta x \Delta y \omega}}{2} + \Delta t_S f(u_{i,j}^n),
\]

\[
= 1 + \frac{2\Delta t_D}{\Delta x^2} \left( \cos \left( \frac{2 j \Delta x \Delta y \omega}{2} \right) - 1 \right) + \frac{2\Delta t_D}{\Delta y^2} \left( \cos \left( \frac{2 i \Delta x \Delta y \omega}{2} \right) - 1 \right) + \Delta t_S f(u_{i,j}^n),
\]

\[
= 1 - \frac{2\Delta t_D}{\Delta x^2} \sin^2 \left( j \Delta x \Delta y \omega \right) - \frac{2\Delta t_D}{\Delta y^2} \sin^2 \left( i \Delta x \Delta y \omega \right) + \Delta t_S f(u_{i,j}^n) .
\]  \tag{19}

The stability condition |\zeta| < 1 leads to

\[
\Delta t_S |f(u_{i,j}^n)| \leq \Delta t_S \frac{256}{3125},
\]

\[
< \frac{2\Delta t_D}{\Delta x^2} \sin^2 \left( j \Delta x \Delta y \omega \right) + \frac{2\Delta t_D}{\Delta y^2} \sin^2 \left( i \Delta x \Delta y \omega \right),
\]

\[
< 2\Delta t_D \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} \right),
\]

\[
\]  \tag{20}

and

\[
-2 < - \frac{2\Delta t_D}{\Delta x^2} \sin^2 \left( j \Delta x \Delta y \omega \right) - \frac{2\Delta t_D}{\Delta y^2} \sin^2 \left( i \Delta x \Delta y \omega \right) + \Delta t_S f(u_{i,j}^n)
\]

\[
\leq - \frac{2\Delta t_D}{\Delta x^2} - \frac{2\Delta t_D}{\Delta y^2} + \Delta t_S f(u_{i,j}^n)
\]

\[
2\Delta t_D \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} - \frac{1}{\Delta t_D} \right) \leq \Delta t_S |f(u_{i,j}^n)| \leq \Delta t_S \frac{256}{3125} .
\]  \tag{21}

The above criteria can be summarised as

\[
|\Delta t_S \frac{128}{3125}| \leq c_D \left( \frac{\Delta t}{\Delta x^2} + \frac{\Delta t}{\Delta y^2} \right).
\]  \tag{22}

Since \(\Delta x\) and \(\Delta y\) are prescribed by the input image’s dimensions, \(\Delta t\) should be chosen so that \(\frac{\Delta t}{\Delta x^2}\) and \(\frac{\Delta t}{\Delta y^2}\) are \(\mathcal{O}(1)\). Then \(c_S\) and \(c_D\) can be chosen
to balance the effect of trinarization and smoothing respectively, while still obeying equation (22), thus ensuring the resulting implementation is stable.

3. Medical Image Application

This section presents the performance results of the present method as well as the benchmark figures for standard methodologies for image segmentation. Performance metrics are discussed which enable the quantitative measurement of performance of various methodologies. The application of segmentation of sperm head and acrosomal regions is an important aspect of CASA and has been an active field of research for many years. This work presents the novel approach of performing this segmentation using a PDE based framework. The results presented here illustrate that the PDE based approach allows for a PDE model to be engineered to exhibit desirable dynamics required by the application, and more importantly, provide a robust, provably stable and highly accurate method for CASA.

The images of sperm obtained from microscopy shown in Figures 4a, 5a, 6a, 7a and 8a, illustrate the subjective nature of discerning exactly where the acrosomal regions begin and end. As such, a robust algorithm which provides repeatable results is of significant importance in CASA.

3.1. Algorithm Description

In order to improve the classification results a post processing step is implemented, which is specific to the CASA application. Specifically this optimisation removes extraneous information at the edges of the image, or trimming of the sperm tail by constructing a mask from the image using traditional image processing techniques. This post processing was done for all clustering methods for a fair comparison of the segmentation task. The overall algorithm is described in Algorithm 1.

**Algorithm 1 Segmentation and Post-Processing Algorithm**

1: \( \text{img} \leftarrow \text{Input Image} \)
2: \( \text{result} \leftarrow \text{clusteringMethod}(\text{img}) \) \( \triangleright \) from selected clustering method
3: \( \text{result} \leftarrow \text{round}(2 \ast \text{result})/2 \) \( \triangleright \) force all pixel values to 0, 0.5 or 1
4: \( \text{mask} \leftarrow \text{closing}(\text{res}, \text{disk}(20)) \) \( \triangleright \) image mask formed with disk kernel
5: \( \text{result} \leftarrow \text{applyMask(\text{result}, \text{mask})} \) \( \triangleright \) Mask resulting image
3.2. Performance Metrics

The quantitative performance of the assessed clustering methodologies requires a robust performance measure. The performance of each algorithm is broken down into two binary classification tasks; measuring the number of pixels classified as head and measuring the number of pixels classified as acrosome. The classification results are shown in Figures 4, 5, 6, 7 and 8, where class 1 is shown in grey and class 2 is shown in black.

A natural approach to measuring the accuracy of a binary classification task is to count the number of pixels classified as black which are also classified as black in the ground truth image, and scale that count by the total number of pixels in the image; in essence giving a percentage of “correctly classified” pixels. These results are presented in Table 2 for each image and each method. However, this is biased in the case where the number of target pixels is much less than the total number of pixels in the entire image. For example, if the binary ground truth image contained only one black pixel, then a pure white image would be considered almost perfectly accurate, but in reality the importance of capturing that one black pixel is the core task. The overestimation of a method’s performance is evident in the high accuracies obtained by all methods in Table 2.

As such, many researchers adopt the F-measure, or $F_1$ score [38] as a more meaningful measure of accuracy in binary classification tasks. This measure is the harmonic mean of the precision and recall of the classification result, essentially compensating for the bias in class representation. The $F_1$ score is calculated as

$$
F_1 = 2 \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} = \frac{tp}{tp + \frac{1}{2} (fp + fn)}. \quad (23)
$$

The $F_1$ scores obtained by all methods across all images are presented in Table 3 and it can be seen that these scores correlate more meaningfully with the qualitative results shown in Figures 4, 5, 6, 7 and 8.

3.3. Results

The proposed method relies on the tuning of parameters $a$, $b$ and $c$, however in the experiments presented below, the algorithm proved to be robust for all input images, with fixed parameters of $a = 0.5$, $b = 0.65$ and $c = 0.7$. 
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As depicted in Figure 2, the value of $b$ determines the stable value to which pixels will be driven. Due to this the value of $b$ can be fixed and $a$ and $c$ varied to change the relative strength of the source term in driving pixel values toward 0, $b$ or 1.

Typical values were selected for the remaining model parameters, namely $c_D = 0.01$, $c_S = 1/\Delta t$ and $\Delta t = \Delta x \Delta y / 4$ where $\Delta x = 1/N$ and $\Delta y = 1/M$ with $(N, M)$ being the dimensions of the input image. The choice of these parameters is informed by previous studies, indicating that the relatively small value of $c_D$ is sufficient to introduce classification dynamics when the image is largely free of noise. The diffusion term encourages smoothing of noisy data and boundary regions.

The $F_1$ scores as a function of $a$ and $c$ are plotted in Figure 3. These figures illustrate that near optimal results can be obtained from the present methodology using the aforementioned fixed parameter values.

Figures 4, 5, 6, 7 and 8 illustrate the classification outputs obtained using the present method as well as four standard unsupervised image segmentation algorithms; namely Agglomerative clustering, K-Means, K-Medoids and Spanning Trees. The average performance results for all examples of the present method and aforementioned methods are presented in Table 1.

4. Conclusion

The present work extends the PDE based framework for image processing previously established for document image binarization [5, 6, 8]. The application of CASA raises the issue of image trinarization, whereby an image data is classified into three distinct classes. This classification task is performed dynamically by the carefully constructed PDE model, which is shown to exhibit three steady states (corresponding to the three distinct classes). This proposed model is benchmarked against several other general purpose clustering algorithms and shown to perform exceptionally well for a variety of input images and is robust, even with fixed parameter values.

The extensibility of the present image processing framework opens opportunities for novel processing algorithms, for new application domains.
Figure 3: Contour plots of $F_1$ scores for all example images for various values of $a$ and $c$. 

(a) Contour error plot for varying $a$ and $c$ with fixed $b = 0.65$.  
(b) Contour error plot for varying $a$ and $c$ with fixed $b = 0.65$.  
(c) Contour error plot for varying $a$ and $c$ with fixed $b = 0.65$.  
(d) Contour error plot for varying $a$ and $c$ with fixed $b = 0.65$.  
(e) Contour error plot for varying $a$ and $c$ with fixed $b = 0.65$. 
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Figure 4: Input image, ground truth and results from a variety of algorithms for Example 1.
Figure 5: Input image, ground truth and results from a variety algorithms for Example 2.
Figure 6: Input image, ground truth and results from a variety algorithms for Example 3.
Figure 7: Input image, ground truth and results from a variety algorithms for Example 4.
Figure 8: Input image, ground truth and results from a variety of algorithms for Example 5.
Table 1: Table reporting the average $F_1$ scores and accuracy over all images for all methods.

| Method      | $F_1$ Class 1 | $F_1$ Class 2 | Average $F_1$ | Accuracy Class 1 | Accuracy Class 2 | Average Accuracy |
|-------------|---------------|---------------|---------------|------------------|------------------|------------------|
| Agglomerate | 0.214378      | 0.708983      | 0.46168       | 0.950434         | 0.946978         | 0.948706         |
| KMeans      | 0.45513       | 0.798757      | 0.626943      | 0.962562         | 0.966829         | 0.964696         |
| KMedoids    | 0.454328      | 0.79845       | 0.626389      | 0.962536         | 0.966779         | 0.964658         |
| PDE         | **0.784823**  | **0.894653**  | **0.839738**  | **0.975313**     | **0.98833**      | **0.981821**     |
| SpanningTree| 0.45042       | 0.505314      | 0.289399      | 0.942096         | 0.963594         | 0.952845         |
Table 2: Table reporting the accuracy for all images and all methods.

| Example | Method      | Accuracy Class 1 | Accuracy Class 2 | Average Accuracy |
|---------|-------------|------------------|------------------|------------------|
| 1       | Agglomerate | 0.92285          | 0.925719         | 0.924284         |
| 2       | Agglomerate | 0.956875         | 0.961444         | 0.959159         |
| 3       | Agglomerate | 0.947506         | 0.936206         | 0.941856         |
| 4       | Agglomerate | 0.93955          | 0.922138         | 0.930844         |
| 5       | Agglomerate | 0.985706         | 0.993394         | 0.98955          |
| 1       | KMeans      | 0.976012         | 0.984981         | 0.980497         |
| 2       | KMeans      | 0.954438         | 0.964781         | 0.959609         |
| 3       | KMeans      | 0.96795          | 0.973869         | 0.970909         |
| 4       | KMeans      | 0.935137         | 0.927269         | 0.931203         |
| 5       | KMeans      | 0.979019         | 0.986556         | 0.982788         |
| 1       | KMedoids    | 0.976012         | 0.984981         | 0.980497         |
| 2       | KMedoids    | 0.954269         | 0.964781         | 0.959525         |
| 3       | KMedoids    | 0.96795          | 0.973869         | 0.970909         |
| 4       | KMedoids    | 0.935137         | 0.927269         | 0.931203         |
| 5       | KMedoids    | 0.979056         | 0.986306         | 0.982681         |
| 1       | PDE         | 0.971231         | 0.97955          | 0.975391         |
| 2       | PDE         | 0.981831         | 0.991081         | 0.986456         |
| 3       | PDE         | 0.986413         | 0.996219         | 0.991316         |
| 4       | PDE         | 0.95215          | 0.982944         | 0.967547         |
| 5       | PDE         | 0.984938         | 0.991856         | 0.988397         |
| 1       | SpanningTree| 0.924731         | 0.980788         | 0.952759         |
| 2       | SpanningTree| 0.935456         | 0.941144         | 0.9383           |
| 3       | SpanningTree| 0.962294         | 0.968025         | 0.965159         |
| 4       | SpanningTree| 0.901563         | 0.927925         | 0.914744         |
| 5       | SpanningTree| **0.986344**     | **0.995337**     | **0.990841**     |
| Example | Method      | $F_1$ Score Class 1 | $F_1$ Score Class 2 | Average $F_1$ Score |
|---------|-------------|---------------------|---------------------|---------------------|
| 1       | Agglomerate | 0.126645            | 0.611055            | 0.36885             |
| 2       | Agglomerate | 0.234184            | 0.750919            | 0.492551            |
| 3       | Agglomerate | 0.000713861         | 0.61277             | 0.306742            |
| 4       | Agglomerate | 0.0724971           | 0.648119            | 0.360308            |
| 5       | Agglomerate | 0.630473            | 0.948305            | 0.789389            |
| 1       | KMeans      | 0.835336            | 0.884941            | 0.860138            |
| 2       | KMeans      | 0.308087            | 0.766715            | 0.537401            |
| 3       | KMeans      | 0.597741            | 0.794272            | 0.696007            |
| 4       | KMeans      | 0.123035            | 0.662412            | 0.392724            |
| 5       | KMeans      | 0.397848            | 0.908775            | 0.653311            |
| 1       | KMedoids    | 0.835336            | 0.884941            | 0.860138            |
| 2       | KMedoids    | 0.307561            | 0.766715            | 0.537138            |
| 3       | KMedoids    | 0.597741            | 0.794272            | 0.696007            |
| 4       | KMedoids    | 0.123035            | 0.662412            | 0.392724            |
| 5       | KMedoids    | 0.394361            | 0.907244            | 0.650802            |
| 1       | PDE         | 0.839039            | 0.78767             | 0.813355            |
| 2       | PDE         | 0.818005            | 0.92206             | 0.870033            |
| 3       | PDE         | 0.870395            | 0.962067            | 0.916231            |
| 4       | PDE         | 0.684471            | 0.865969            | 0.77522             |
| 5       | PDE         | 0.712204            | 0.935498            | 0.823851            |
| 1       | SpanningTree| 0                   | 0.803125            | 0                   |
| 2       | SpanningTree| 0.574828            | 0                   | 0                   |
| 3       | SpanningTree| 0.501858            | 0.759383            | 0.63062             |
| 4       | SpanningTree| 0.504093            | 0                   | 0                   |
| 5       | SpanningTree| 0.668688            | 0.964062            | 0.816375            |
ically, the inclusion of local adaptivity [6], or automatic control of model parameters for unsupervised methodologies [8], or edge-preserving image denoising [39, 1]. A multitude of applications are available to this framework, and new architectures are necessary to be developed and explored to present novel solutions to arising problems.
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