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In recent years, new astrophysical observations have provided a wealth of exciting input for nuclear physics. For example, the observations of two-solar-mass neutron stars put strong constraints on possible phase transitions to exotic phases in strongly interacting matter at high densities. Furthermore, the recent observation of a neutron-star merger in both the electromagnetic spectrum and gravitational waves has provided compelling evidence that neutron-star mergers are an important site for the production of extremely neutron-rich nuclei within the r-process. In the coming years, an abundance of new observations is expected, which will continue to provide crucial constraints on the nuclear physics of these events. To reliably analyze such astrophysical observations and extract information on nuclear physics, it is very important that a consistent approach to nuclear systems is used. Such an approach consists of a precise and accurate method to solve the nuclear many-body problem in nuclei and nuclear matter, combined with modern nuclear Hamiltonians that allow to estimate the theoretical uncertainties. Quantum Monte Carlo methods are ideally suited for such an approach and have been successfully used to describe atomic nuclei and nuclear matter. In this contribution, I will present a detailed description of Quantum Monte Carlo methods focusing on the application of these methods to astrophysical problems. In particular, I will discuss how to use Quantum Monte Carlo methods to describe nuclear matter of relevance to the physics of neutron stars.
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1. INTRODUCTION

There are four fundamental forces in nature: gravity, the electromagnetic force, the weak nuclear force, and the strong nuclear force. While gravity describes the motion of the largest systems that we can observe, i.e., celestial bodies in the solar system and beyond, over very long distances, it is the weakest of the four fundamental forces. On the other end of the spectrum, the strong nuclear force is the strongest of the fundamental forces, but it acts only over very short distances and describes the interactions of some of the smallest building blocks of nature. In particular, it determines how neutrons and protons interact to form, e.g., atomic nuclei that make up all the matter that surrounds us everyday.

The strong interaction is described by its fundamental theory, Quantum Chromodynamics (QCD). QCD describes the strong interaction in terms of six quarks and eight gluons, which are elementary particles in the standard model. At low energies, these elementary particles can not be observed in isolation. Instead, they are confined to form so-called hadrons: mesons, e.g., the pion, or baryons, e.g., neutrons and protons. Furthermore, at these energies QCD is non-perturbative.
Hence, it is computationally very demanding and costly to describe nuclear systems in terms of quarks and gluons by solving QCD explicitly. While Lattice QCD, which is a numerical approach to solve QCD on finite space-time lattices, attempts to achieve exactly that, such calculations are limited to systems with small nucleon numbers \( A < 5 \) and/or for large values of the quark masses, where simulations become cheaper. Instead, at low energies it is a very good approximation to describe nuclear systems, e.g., atomic nuclei, in terms of protons and neutrons which interact via some effective model of strong interactions, i.e., nuclear forces. One of the major goals of theoretical nuclear physics is to unravel the exact nature of nuclear forces and to understand how these forces lead to the properties of the nuclear systems that we can observe.

Nuclear systems that can be explored in terrestrial laboratories are atomic nuclei, and nuclear theory tries to explain their structure, i.e., energy levels, radii, separation energies, decays, etc. (see, e.g., Hagen et al. [1], Elhatisari et al. [2], Lynn et al. [3], Klos et al. [4], Calci et al. [5], Piarulli et al. [6], Lonardoni et al. [7], and Gysbers et al. [8]). Of particular interest are exotic nuclei far from stability, because they probe nuclear interactions at larger proton-to-neutron asymmetries [9–12]. The Coulomb interaction does not allow the ratio of protons to neutrons, the proton fraction, to become too large because in such cases the Coulomb repulsion among the protons would overcome the short-range nuclear attraction and make nuclei fall apart. On the other hand, neutron-rich nuclei, which explore smaller proton fractions, can be bound in nature, but the most exotic among them are extremely short-lived. The limits of existence of these nuclei are described by the neutron dripline, where one- and two-neutron separation energies become negative [13].

Neutron-rich nuclei are relevant for the so-called rapid neutron-capture process (\( r \)-process), a nucleosynthesis process that creates nearly half of all the elements heavier than iron in the universe. Hence, neutron-rich nuclei are extensively studied in nuclear-structure calculations and experiments. Our experimental knowledge will be significantly expanded in experiments at the upcoming Facility for Radioactive Ion Beams (FRIB) in the US and the Facility for Antiproton and Ion Research (FAIR) in Germany. But even with these advanced facilities, exotic nuclei with the most extreme neutron-to-proton ratios will not live long enough to be studied experimentally. Hence, the determination of their properties, which are very important as input in \( r \)-process studies, relies on theoretical models and astrophysical observations [14]. To improve theoretical models, the interactions in many-body systems with small proton fractions need to be understood better and tested against experimental data where available.

Luckily, atomic nuclei are not the only systems where one can test nuclear interactions at neutron-rich extremes. Neutron stars, which are one of the final stages of stellar evolution, are supported against gravitational collapse by strong interactions among its constituents, mainly neutrons with only around 5–10% of protons. In addition, with typical masses of 1.4 times the mass of our sun compressed into a star with a radius of 11–12 km, the densities in the core of neutron stars are extremely high. While atomic nuclei explore densities of the order of the nuclear saturation density, \( n_{\text{sat}} = 0.16 \text{fm}^{-3} \) which corresponds to a mass density of \( 2.7 \times 10^{14} \text{ g/cm}^3 \), neutron stars explore strong interactions at much larger densities of up to 10 times \( n_{\text{sat}} \). Hence, neutron-star observations allow us to test nuclear interactions at low proton fractions and high densities, which provides important complimentary information to experiments here on Earth. As a consequence, the study of these astrophysical systems is very fascinating and important, and allows to probe nuclear interactions under extreme conditions.

The crucial quantity relating both experiments and astrophysical observations is the equation of state (EOS), which provides a relation between the energy density, pressure, temperature, and the proton fraction of the matter in nuclear systems. For neutron stars, due to the very high densities in these systems, the Fermi energy of the nucleons is typically much larger than thermal energies. For example, while neutron stars typically have temperatures of the order of \( T = 10^8 \text{ K} \), the corresponding thermal energy of about 10 keV is much smaller than typical particle energies of the order of a few tens of MeV. Hence, one can neglect thermal effects, except in the most catastrophic astrophysical scenarios. Then, the EOS is simply relating the energy density \( \epsilon \) and the pressure \( P \), or alternatively the energy per particle \( E/A \) and the baryon density \( n \), for a given proton fraction \( x \).

Astrophysical observations of neutron stars allow us to constrain the EOS, and hence, the strong interactions that determine its properties. In recent years, exciting new astrophysical observations of neutron-star properties have provided a wealth of input for nuclear physics, and I will address these observations in section 2.2. Additional observations in the coming years, for example by the Neutron-Star Interior Composition Explorer (NICER) mission that recently reported its first measurement [15, 16], will add even more information. However, if we want to reliably analyze such astrophysical observations with the goal of constraining the nuclear EOS, we need to relate observations and nuclear interactions in a consistent and model-agnostic way, to avoid any model-related biases and to minimize systematic uncertainties.

In a microscopic approach, one would start from a Hamiltonian that describes the interactions among the relevant degrees of freedom of the system at hand, and solve the many-body Schrödinger equation for that system (e.g., nucleonic matter in neutron stars). Such an approach should consist of a precise and accurate method to solve the nuclear many-body problem in nuclei and nuclear matter, combined with modern nuclear Hamiltonians that allow to estimate the theoretical uncertainties of the nuclear interactions. Quantum Monte Carlo (QMC) methods [17] are ideally suited for such an approach and have been successfully used to describe atomic nuclei and nuclear matter. On the other hand, chiral effective field theory (EFT) [18–21] provides a systematic expansion of the nuclear forces, that allows to estimate theoretical uncertainties.

In this contribution, I will present a detailed description of Quantum Monte Carlo methods, focusing on the application of these methods to astrophysical problems. In particular, I will discuss how to use Quantum Monte Carlo methods to describe nuclear matter of relevance to the physics of neutron
stars. I will also discuss how the combination of these methods with systematic interactions from chiral EFT allows us to extract information on the nuclear EOS in a reliable fashion. This contribution is organized as follows. In section 2, I will review neutron stars and the most important recent neutron-star observations. In section 3, I will address how to study the nuclear matter in neutron stars using Quantum Monte Carlo methods and modern nuclear interactions. In section 4, I will then show results and explain how to use these results to study neutron stars. Finally, I will summarize in section 5.

### 2. NEUTRON STARS AND THEIR PROPERTIES

In this section, I will review neutron stars and their relevant equations, as well as the most important recent neutron-star observations.

#### 2.1. Describing Neutron Stars

Neutron stars are one of the final stages of stellar evolution. While low-mass stars like our sun end their life as white dwarfs, neutron stars are remnants of core-collapse supernova explosions of medium-mass stars in the range of 8–20 solar masses (heavier stars will collapse to black holes; see, e.g., Fryer [22]). Hence, neutron stars are the most compact stars in the Universe.

While stars in their burning stages are supported against gravitational collapse by the thermal energy released in nuclear fusion, these processes have stopped in white dwarfs and neutron stars. White dwarfs are the remaining cores of lighter stars that have shed their outer layers. They typically consist of Carbon and/or Oxygen, and have masses of the order of the mass of our sun compressed to the size of a typical planet, with radii of the order of several 1,000 km. Due to the resulting densities and the fermionic nature of electrons, the electrons in white dwarfs form a degenerate gas. It costs energy to compress this electron gas, leading to a degeneracy pressure exerted outwards that balances the gravitational force that otherwise would collapse the star. Such a degenerate electron gas can typically support a white dwarf with a maximum mass of \( \sim 1.4M_\odot \), the so-called Chandrasekhar mass [23]. If a white dwarf accretes mass and surpasses this limit, the electron pressure does not suffice anymore to stabilize the star against gravitational collapse. This is what happens in core-collapse supernovae of heavier stars, where the white-dwarf-like core collapses due to continued accretion of fusion products. This collapse then triggers the supernova explosion of the star.

As a consequence of the core collapse, the densities of the electrons and nuclei increase dramatically, leading to an increasing Fermi energy for the electrons. At some point, it becomes energetically favorable for protons in the core to absorb electrons and form neutrons, lowering the proton fraction. As the collapse continues, at the largest densities in the core neutron-rich nuclei begin to dissolve into free nucleons, mostly neutrons. The collapse is halted when the core reaches radii of the order \( O(10) \) km. The abrupt stop of the contraction causes a so-called bounce that ultimately leads to a supernova explosion and ejects the remaining outer layers of the star, leaving a dense remnant. Due to their small proton fraction of the order of 5–10%, these young stars are called proto-neutron stars. They will cool over time and form cold neutron stars. Similar to white dwarfs, neutron stars are stabilized against gravitational collapse by the degeneracy pressure of their fermionic constituents, the neutrons. The discovery of the neutron by Chadwick [24] led to the postulation of neutron stars [25] long before their discovery in the 1960s [26, 27].

To investigate how the degeneracy pressure exerted by the neutron gas stabilizes neutron stars, one needs to start from the equations that describe the neutron-star structure. A less compact cold star (e.g., a white dwarf) would be described by the following structure equations:

\[
\frac{dP}{dr} = -\frac{Gm(r)\epsilon(r)}{r^2}, \quad \frac{dm}{dr} = 4\pi \epsilon(r)r^2,
\]

where \( P \) is the pressure, \( G \) is the gravitational constant, \( m \) is the mass, \( \epsilon \) is the energy density, and \( r \) is the radial coordinate. The first equation describes hydrostatic equilibrium and states that the pressure exerted outwards has to match the gravitational force acting inwards. The second equation is the conservation of mass. These equations are derived within Newtonian gravity, but since neutron stars are very compact, the structure equations need to be modified by general-relativistic extensions of Equation (1). These are the so-called Tolman-Oppenheimer-Volkoff (TOV) equations [31, 32]:

\[
\frac{dP}{dr} = -G\frac{m(r)\epsilon(r)}{r^2}\left(1 + \frac{4\pi r^3 P}{m(r)c^2}\right)\left(1 + \frac{P}{\epsilon(r)c^2}\right)\times\left(1 - \frac{2Gm(r)}{rc^2}\right)^{-1},
\]

\[
\frac{dm}{dr} = 4\pi \epsilon(r)r^2,
\]

where \( c \) is the speed of light. In the following, we will write all equations in natural units and set \( c = 1 \). The energy density for non-relativistic nucleonic matter is given by

\[
\epsilon = n \cdot \left(\frac{m_N}{A} + E(n,x)\right).
\]

Here, \( n \) is the baryon number density and \( m_N \) the nucleon mass. The first term of the energy density reflects the rest-mass density, while the second term is the specific internal energy.

To solve the TOV equations, the only required input is a relation between the pressure \( P \) and the energy density \( \epsilon \). This relation is the EOS, \( P = P(\epsilon) \). With the EOS as input, the TOV equations can be solved by integrating from the stars center at \( r = 0 \) (where \( P = P_0 \) and \( m = 0 \)) to the stars edge at radius \( R \) (where \( P = 0 \) and \( m(R) = M \)). Hereby, the central pressure \( P_c \) is an input parameter, that determines the mass \( M \) and the radius \( R \) for the given EOS. Solving the TOV equations for many different values for \( P_c \), maps out the mass-radius (MR) relation, that describes the radius of a NS for a given mass, see Figure 1 for an example EOS. The EOS and the resulting MR...
relations are in a 1-to-1 correspondence: given an EOS, one can predict the structure properties of neutron stars, but neutron-star observations also allow to determine the EOS.

Analogously to white dwarfs, Tolman and Oppenheimer inserted the EOS of a free and degenerate neutron gas to estimate the properties of neutron stars. They found a maximum mass of only $0.7M_\odot$ and, hence, concluded that neutron stars are not very important in nature. But, as we now know, the neutron-star EOS is much more complicated because strong interactions among neutrons, protons, and maybe other constituents at larger densities lead to many different effects. Including interaction effects can drastically increase the maximum mass of neutron stars to values as large as $3 - 4M_\odot$ [33], while observations have established the existence of neutron stars with masses as high as $2M_\odot$ (see next section). Hence, strong interactions are extremely important to stabilize neutron stars against gravitational collapse.

Generally, one can divide a neutron star into several layers. The neutron-star crust, the star’s outer layer, can be separated into two regions. The outer crust consists of a lattice of neutron-rich nuclei of the iron region. With increasing density, these nuclei become more and more neutron-rich. At a density of approximately $4 \cdot 10^{11}$ g/cm$^3$, the inner crust begins. Here, the neutron chemical potential is so large that neutrons begin to drip out of the nuclei and form a neutron gas around the lattice of nuclei. With increasing density, the density of the neutron gas increases and the nuclei slowly dissolve. At the bottom of the inner crust, the lattice of nuclei can form exotic structures, called pasta phases, by merging into rods and slabs [34].

The crust connects to the neutron-star core at about half nuclear saturation density. Here, all nuclei have dissolved and the neutron star consists of a fluid of neutrons, protons, and electrons. At even larger densities, in the so-called inner core of neutron stars, exotic phases of matter might appear. The neutron-star might experience phase transitions to hyperonic matter [35], deconfined quark matter [36], or other exotic phases. However, there is no reliable experimental information on matter at such high densities and, hence, on the relevant degrees of freedom that are present in the neutron-star core. Therefore, theoretical models for the EOS have a large spread.

Due to the 1-to-1 correspondence between the EOS and the MR relation, neutron-star observations are an ideal way to constrain EOS models. While we can observe masses quite accurately, neutron-star radii are very uncertain, and typically range from $9 - 15$ km for a typical $1.4M_\odot$ star [37]. This situation improves with new observations, e.g., from missions like NICER. For example, in the last years several observations have put tight constraints on the EOS and reduced the radius uncertainty quite dramatically. I will discuss these observations in the following, and show how they informed the EOS in section 4.

### 2.2. Recent Neutron-Star Observations

#### 2.2.1. Two-Solar-Mass Neutron Stars

Neutron stars are typically observed as pulsars, i.e., rotating neutron stars that emit beams of electromagnetic signals (mostly radio signals) that can be detected on Earth. When these pulsars are in a binary with another star, it is possible to accurately measure the masses of the objects by making use of general-relativity effects, e.g., Shapiro delay [38]. As a consequence, neutron-star masses could historically be inferred quite precisely [37]. Neutron-star masses can provide strong EOS constraints because they require the EOS to be sufficiently stiff, i.e., the pressure inside the neutron star has to be sufficiently high to support a star of a certain mass against gravitational collapse. The heavier an observed neutron star is, the stiffer the EOS has
to be. This can be used to rule out too soft EOS models, or EOS with very strong phase transitions that experience regions with a sudden and too strong softening.

Since the discovery of pulsars in the late 1960s, most neutron-star masses that were measured precisely are of the order of $1.4M_\odot$ [37]. This constraint is rather weak, and most EOS models can easily reproduce neutron stars of that mass. However, there have been a few exciting additional observations in the past decade. The first such observation was reported in 2008 [39, 40], when the mass of the binary pulsar J1903+0327 was determined to be of the order of $1.7M_\odot$. Only a few years later, in 2010, the first neutron star with a mass of the order of two solar masses was observed using Shapiro delay [41]: the pulsar PSR J1918-0642 with $M = 1.97 \pm 0.04M_\odot$. This value was later corrected to be $M = 1.93 \pm 0.02M_\odot$ [42]. In 2013, the existence of two-solar-mass neutron stars was firmly established with the observation of PSR J0348+0432 with a mass of $M = 2.01 \pm 0.04M_\odot$ [43]. Finally, only recently an even heavier neutron star was observed [44]: MSP J0740+6620 with a mass of $M = 2.14 \pm 0.10M_\odot$. These measurements put very strong constraints on the EOS of dense matter, and on possible phase transitions to exotic phases in strongly interacting matter at high densities.

### 2.2.2. Neutron-Star Mergers

In contrast to masses, it is quite difficult to infer neutron-star radii. X-ray observations, which are typically used to determine radii, have large uncertainties due to poorly understood systematics [45]. Recently, with the first observation of gravitational waves from a neutron-star merger and its electromagnetic counterpart [46, 47], a new possibility to constrain neutron-star radii was established.

As a consequence of general relativity, two neutron stars in a binary system emit gravitational waves. Hence, the system slowly loses energy and the distance of the two neutron stars slowly decreases. This leads to an even stronger emission of gravitational waves and so on. Finally, after a time scale of the order of gigayears, the two neutron stars will merge and form either a heavier neutron star or a black hole.

Neutron-star mergers are fascinating events because they simultaneously emit gravitational waves and electromagnetic signals in form of gamma-rays, X-rays, optical, infrared, to radio signals, and neutrinos. On August 17, 2017, the first such event was observed in gravitational waves and the electromagnetic spectrum [46–49]. The gravitational-wave signal was called GW170817 and I will focus on it in the following.

The crucial quantity that allows to extract radius information from neutron-star mergers is the tidal polarizability, $\Lambda$, which describes how a neutron star deforms under an external gravitational field, e.g., the field of the second neutron-star in a binary systems. The quadrupole deformation $Q_{ij}$ of a star, given an external field $E_{ij} = -\partial U(r)/\partial x_i \partial x_j$ with gravitational potential $U(r)$, is given by $Q_{ij} \sim \Lambda E_{ij}$. The tidal polarizability depends on neutron-star properties as [52]

$$
\Lambda = \frac{2}{3} \frac{k_2}{c^2} \left( \frac{R}{G M} \right)^5.
$$

Here, $k_2$ is the tidal Love number which is computed together with the Tolman-Oppenheimer-Volkoff equations; see, for example, Flanagan and Hinderer [52], Damour and Nagar [53], and Moustakidis et al. [54] for more details. For a neutron star of a given mass, one can immediately see that the tidal polarizability is strongly related to the radius of the neutron star. In particular, a larger neutron star will have a large tidal polarizability, while a small neutron star will have a small polarizability. In a neutron-star binary, one typically defines the binary tidal polarizability parameter $\tilde{\Lambda}$ as a mass-weighted average of the individual tidal polarizabilities,

$$
\tilde{\Lambda} = \frac{16}{13} \left[ \frac{(M_1 + 12M_2)(M_1^3 A_1)}{M_{\text{tot}}^5} + \frac{(M_2 + 12M_1)(M_2^3 A_2)}{M_{\text{tot}}^5} \right],
$$

where $M_1$ and $M_2$ are the individual masses of the two neutron stars, $A_1$ and $A_2$ are the two star's tidal polarizabilities, and $M_{\text{tot}}$ is the total mass of the system. In the left panel of Figure 2, I show the correlation of the average radius of the two neutron stars in a binary with the binary tidal polarizability, in this case for a system like GW170817. However, such a relation exists for any neutron-star binary. By measuring $\tilde{\Lambda}$ from the gravitational-wave signal, one can constrain the radius.

The LIGO-Virgo collaboration (LVC) was able to observe the signal GW170817 for about 100s (several 1000 revolutions, starting from 25 Hz). A detailed analysis of the signal [49] allowed a precise determination of the chirp mass $M_{\text{chirp}}$, defined as

$$
M_{\text{chirp}} = \frac{(M_1 M_2)^{3/5}}{(M_1 + M_2)^{1/5}}.
$$

From the signal, the LVC could also extract the mass ratio $q = M_2/M_1$, where $M_1$ is the mass of the heavier and $M_2$ the mass of the lighter neutron star in the binary. Finally, several groups have analyzed the gravitational-wave data and provided posterior probability distributions for the binary tidal polarizability, $p(\Lambda)$. These probability distributions are normalized to 1 and are marginalized over the systems properties, like the EOS, the individual neutron-star masses and spins, etc. Hence, these distributions define the probability $p$ that the two neutron stars in GW170817 had the binary tidal polarizability $\tilde{\Lambda}$. I show the result from several extractions in the right panel of Figure 2.

In particular, I show the probability distributions extracted by the LVC [49] and from the analysis of De et al. [51] for the two extreme cases [uniform mass prior (u) and mass prior informed by double neutron stars (d)], as well as fits to the LVC distribution of Tews et al. [50]. In these analyses, parametric models for the EOS have been tested against the observed gravitational-wave data for varying system parameters using Bayesian statistical inference tools. The result of these analyses are multidimensional posterior functions for the tidal polarizability. Marginalizing over the various system parameters results in the function $p(\Lambda)$. For more details on the extractions I refer the reader to the corresponding references. Because the neutron-star deformation appreciably impacts the gravitational-wave signal only during the last few of several thousand observed orbits [52, 53], the uncertainty of the extracted tidal polarizability is rather large.
In addition, there are ambiguities among several parameters, e.g., the neutron-star spins and the tidal polarizability, which additionally increase the uncertainties.

The results for \( p(\tilde{\Lambda}) \) were used by several groups to constrain the MR relation of neutron stars [55–59]. It was found that enforcing the constraint on \( \tilde{\Lambda} \) rules out equations of state that are rather stiff and produce neutron stars with large radii. In particular, it was found that the radius of a 1.4\( M_\odot \) neutron star, \( R_{1.4} \), can be constrained to be \( R_{1.4} < 13.6 \) km. The observation of the first neutron-star merger, GW170817, was also very remarkable because the gravitational-wave signal was not the only observed signal. In addition, the electromagnetic counterpart, or kilonova, was observed in multiple wave lengths, and allows to impose additional constraints on the EOS. The kilonova seems to be inconsistent with a direct collapse of the merger remnant to a black hole and, hence, rules out very soft EOS that cannot support sufficiently large neutron-star masses [60]. The kilonova is also inconsistent with the formation of a long-lived neutron star [61] and, hence, rules out EOS with maximum masses larger than about 2.2–2.3 \( M_\odot \) [61, 62]. Hence, the kilonova observations seem to prefer a delayed collapse of the merger remnant to a black hole. I will discuss the impact of these observations later.

3. MICROSCOPIC APPROACH FOR ASTROPHYSICAL APPLICATIONS

To constrain the neutron-star EOS from microscopic calculations, we need to understand the properties of the nuclear matter in the core of neutron stars. This system is described by a fluid of neutrons at nuclear densities with a small fraction of protons and electrons in \( \beta \)-equilibrium. Calculating the EOS of neutron-star matter is a challenging task because the interactions among nucleons are usually non-perturbative and have a complicated spin-isospin structure. Furthermore, given any nuclear interaction, an accurate and precise way of solving the many-body Schrödinger equation is needed to solve the many-body problem.

For strongly-interacting matter, there are several computational methods that have been used to solve the many-body problem. These methods include, for example, many-body perturbation theory (MBPT) [63–67], the coupled-cluster method [68], the self-consistent Green’s function method [69, 70], or the Brueckner-Hartree-Fock approach [71]. Here, I illustrate how to calculate properties of the EOS of neutron stars using precise and accurate quantum Monte Carlo methods [17] combined with modern nuclear Hamiltonians that allow to estimate the theoretical uncertainties.

3.1. Quantum Monte Carlo Method

Quantum Monte Carlo methods are one among several many-body methods to solve the Schrödinger equation for strongly interacting nucleonic matter. In particular, QMC methods solve the nuclear many-problem non-perturbatively and with controlled approximations, which makes QMC methods quasi-exact. They have been very successfully used in studies of nuclear matter and light nuclei [17, 72]. Several implementations of QMC methods have been developed over the years, e.g., Green’s function Monte Carlo (GFMC) [73] or auxiliary-field diffusion Monte Carlo (AFDMC) [74]. In this contribution, I will focus on the AFDMC method that has been used extensively to study nuclear matter for astrophysical applications [3, 33, 75–80].

The main idea of Quantum Monte Carlo methods is to stochastically solve the many-body Schrödinger equation to extract the ground state of a system, by evolving a given trial wave function of the many-body system, \( \Psi_V \), in imaginary time \( \tau = it \),

\[
\Psi(\tau) = e^{-\frac{\tau}{\hbar}} \Psi_V. \tag{7}
\]
Here, \( H \) is the Hamiltonian of the system, given by a collection of point-particles interacting via two-, three-, and other many-body forces (indicated by ellipses),

\[
H = -\frac{\hbar^2}{2m_N} \sum_i \nabla_i^2 + \sum_{i<j} V_{ij} + \sum_{i<j<k} V_{ijk} + \cdots .
\] (8)

The first term is the nucleon energy with nucleon mass \( m_N \), \( V_{ij} \) is the nucleon-nucleon (NN) interaction, \( V_{ijk} \) describes three-nucleon (3N) interactions, and so on. I will discuss the Hamiltonian in the next section.

When expanding the trial wave function \( \Psi_V \) in eigenfunctions of the Hamiltonian \( \Phi_i \), \( \Psi_V = \sum_i c_i \Phi_i \), one can rewrite Equation (7) as

\[
\Psi(\tau) = e^{-H\tau} \sum_i c_i \Phi_i = \sum_i c_i e^{-E_i \tau} \Phi_i = e^{-E_0 \tau} \left( c_0 \Phi_0 + \sum_{i \geq 1} c_i e^{-E_i \tau} \tau \Phi_i \right),
\] (9)

where the index \( i = 0 \) describes the lowest-energy eigenstate in the trial wave function (typically the ground state of the system). As a consequence, when evolving \( \Psi_V \) in imaginary time as shown above, excited states (with \( E_i > E_0 \)) are exponentially suppressed and will be projected out from the trial wave function for evolutions to sufficiently large imaginary times. Only the \( \Phi_0 \) contribution will remain after this process. Hence, given a good trial wave function with overlap with the true ground state of the system, the imaginary-time evolution projects out this ground state and allows to access its properties.

Let us discuss this process in more detail. QMC methods formulate the many-body problem in coordinate space. Then, the many-body Schrödinger equation in imaginary time for \( N \) nucleons reads

\[
H \Psi(\mathbf{R}, \tau) = -\frac{\partial}{\partial \tau} \Psi(\mathbf{R}, \tau),
\] (10)

where the vector \( \mathbf{R} = \{ r_1, \ldots, r_N, s_1, \ldots, s_N \} \) contains the configurations of all \( N \) particles with respect to all degrees of freedom, i.e., their positions \( r_i \) and their spin-isospin spinors \( s_i \), which contain amplitudes for all possible spin-isospin states: \( | p \uparrow \rangle, | p \downarrow \rangle, | n \uparrow \rangle, \) and \( | n \downarrow \rangle \). In bra and ket notation, \( n \) and \( p \) denote neutrons and protons, respectively, and the arrow-up and -down indicate spin-up and -down. One can rewrite the Schrödinger equation, and obtain the wave function at imaginary time \( \tau \), \( \Psi(\mathbf{R}, \tau) \), from the wave function at \( \tau_0 \) (which I set to \( \tau_0 = 0 \) in the following for simplicity) due to time evolution,

\[
\Psi(\mathbf{R}, \tau) = e^{-H(\tau-\tau_0)} \Psi(\mathbf{R}, \tau_0).
\] (11)

Projecting this equation into coordinate space and inserting a completeness relation, this leads to the general solution for the Schrödinger equation:

\[
\Psi(\mathbf{R}, \tau) = \int d^3 R' G(\mathbf{R}, \mathbf{R}', \tau) \Psi(\mathbf{R}', 0),
\] (12)

with the Green’s function or propagator

\[
G(\mathbf{R}, \mathbf{R}', \tau) = \langle \mathbf{R} | e^{-\hat{H} \tau} | \mathbf{R}' \rangle = \langle \mathbf{R} | e^{-(\hat{T} + \hat{V}) \tau} | \mathbf{R}' \rangle.
\] (13)

Here, \( \hat{T} \) denotes the kinetic energy part of the Hamiltonian and \( \hat{V} \) the potential part. By solving this integral equation for large imaginary times, one projects out the ground state, as discussed before. The crucial ingredient to accomplish that task is to compute the Green’s function.

The simplest case for the Green’s function is given for the free system with vanishing interactions, \( V = 0 \). In this case, the propagator can be computed analytically:

\[
G_0(\mathbf{R}, \mathbf{R}', \tau) = \langle \mathbf{R} | e^{-\hat{T} \tau} | \mathbf{R}' \rangle = \langle \mathbf{R} | e^{-\sum_i \frac{\pi}{2} \tau} | \mathbf{R}' \rangle = \left( \frac{m}{2\pi\tau} \right)^{3N} e^{-\frac{m}{\pi} \sum_i (r_i - r_i')^2}.
\] (14)

Adding an interaction is non-trivial. Ideally, one would like to be able to compute the matrix elements for \( \hat{T} \) and \( \hat{V} \) separately, because the element for \( \hat{T} \) can be calculated analytically. However, \( \hat{T} \) and \( \hat{V} \) cannot simply be separated as they are both arguments of the exponential function. A solution is offered by the Trotter-Suzuki formula \([81]\), which allows to simplify the propagator for a small timestep \( \Delta \tau \ll 1 \):

\[
e^{-\hat{T} \Delta \tau} = e^{-(\hat{T} + \hat{V}) \Delta \tau} = e^{-\hat{T} \Delta \tau} e^{-\hat{V} \Delta \tau} + O(\Delta \tau^3).
\] (15)

The smaller the imaginary time step, the smaller is the error of this approximation. This approximation is now used to calculate the propagator in Equation (13) for very large imaginary times, one projects out the ground state, as discussed before. The crucial ingredient to accomplish that task is to compute the Green’s function.

To add an interaction in Quantum Monte Carlo methods, it is important that the interactions are local, i.e., \( \langle \mathbf{R} | \hat{V} | \mathbf{R}' \rangle = V(\mathbf{R}) \delta(\mathbf{R} - \mathbf{R}') \), and, thus, the potential is only a function of particle separations. In this case, the propagator for small time steps simplifies to

\[
G(\mathbf{R}_n, \mathbf{R}_j, \Delta \tau) = \langle \mathbf{R}_n | e^{-\frac{\hat{V}}{2} \Delta \tau} | \mathbf{R}_j \rangle = G_0(\mathbf{R}_n, \mathbf{R}_j, \Delta \tau) e^{-\frac{V(\mathbf{R}_n - \mathbf{R}_j)}{2} \Delta \tau}.
\] (17)

To write the propagator in this form, it is necessary to being able to separate all momentum dependencies as a quadratic
\[ \sum_{i=1}^{N} p_i^2 \] term like above, which can generally be done only for local interactions. In this case, the interaction parts can be easily evaluated by exponentiating a small spin-isospin matrix. For non-local potentials, the evaluation of the propagator would involve the numerical calculation of derivatives, which is computationally too expensive.

Inserting this solution into Equation (12), one obtains

\[ \Psi(R, \tau + \Delta \tau) = \int d^3R' G_0(R, R', \Delta \tau) e^{-\frac{V(R) + V(R')}{\Delta \tau}} \Psi(R', \tau). \]

(18)

This equation is then solved consecutively for many small time steps until convergence is achieved. The remaining integrals are solved stochastically using Monte Carlo techniques, by averaging over a large number of configurations, or walkers, that are simultaneously evolved in imaginary time. Hence, this method is solved stochastically using Monte Carlo techniques, by averaging convergence and reduce the computational cost.

For fermionic systems of interest in nuclear physics, the wave function is antisymmetric and contains many changes in sign. Hence, the integrands in the previous QMC integrals are highly oscillatory and lead to very large statistical uncertainties, so that no information can be obtained from the calculation. This is known as the fermion sign problem. The QMC algorithms I discuss here need the trial wave function to have a definite sign to mediate the sign problem. In practice, the wave function space is split into regions of positive and negative wave functions, defining a nodal surface at which the wave function changes sign. Generally, walkers that cross the nodal surface are removed from the evolution. This approximation is called fixed-node approximation [82, 83]. A generalization of this approximation to complex wave functions is called constrained-path method [84–86], constraining the path of walkers to regions of space where the overlap of walker and the trial wave function has a positive real part. In the following, I will present results that were obtained using the constrained-path method.

To estimate the impact of this approximation, one can perform a so-called unconstrained evolution after the constrained-path evolution is completed. In this process, the approximation is abandoned and the walkers are allowed to cross the nodal surface. The simulation is performed until the sign problem creates noise that is too large. If a good trial wave function was chosen in the beginning of the QMC calculation, the change from the constrained to unconstrained result is very small, because the nodal surface of the trial wave function is sufficiently close to the nodal surface of the true ground state. In that case, the constrained-path approximation is good and leads to results close to the true answer.

In Figure 3, I show an example for the ground-state energy of \(^{16}\)O from Lynn et al. [89]. In the example, first a constrained-path evolution was performed using the GFMC method until an imaginary time of \( \tau \approx 0.5 \text{ MeV}^{-1} \). It can be seen that the energy drops fast and levels off after sufficiently large imaginary times.

At this point in the evolution, all excited state contributions have been projected out and differences to the true ground-state energy are due to the constrained-path approximation. Afterwards, an unconstrained evolution was performed, which is shown in more detail in the inset. The unconstrained evolution presents only a small correction to the constrained result, which highlights the quality of the trial wave function in this case. This does not need to be the case, as I show in the right panel of Figure 3, where the unconstrained evolution is presented for a calculation of \(^{16}\)O using AFDMC. In this case, the trial wave function leads to a constrained-path result far from the true ground state of the system (at \( \tau = 0 \)), and the unconstrained evolution is necessary to extract the final answer.

Typically, the unconstrained evolution is very important for nuclei and considered less important when calculating nuclear matter relevant for astrophysics. Hence, in the following I will only show results obtained using the constrained-path evolution. However, please see Piarulli et al. [79] for a recent analysis of the quality of the constrained-path approximation when calculating neutron matter with realistic Hamiltonians.

In the following, I will explain how a Quantum Monte Carlo calculation is done in practice. The first step of a QMC calculation of infinite matter is a Variational Monte Carlo (VMC) calculation. The VMC method is used to calculate the properties of the given many-body system starting from a trial wave function, \( \Psi_V \), which is usually chosen of the form

\[ |\Psi_V(R)\rangle = \left[ F_C + F_2 + F_3 \right] |\Phi(R)\rangle, \]

(19)

where the factor \( F_C \) accounts for all the central spin/isospin-independent correlations, and \( F_2 \) and \( F_3 \) are linear spin/isospin two- and three-body correlations; see Carlson et al. [17] for details. The part \( |\Phi(R)\rangle \) is usually given by a Slater determinant,

\[ |\Phi(R)\rangle = \mathcal{A} \prod_i |\phi_i(r_i, s_i)\rangle, \]

(20)

where the index \( \alpha \) labels the single-particle states which depend on the studied system, and set the correct quantum numbers. For nuclear matter of interest here, \( |\Phi\rangle \) is built from a Slater determinant of plane-wave states with momenta \( k_i \). The \( k_i \) are given by quantized momenta in a finite box with periodic boundary conditions, whose dimensions are determined by the chosen density and number of particles. The choice of periodic boundary conditions allows to study the infinite system [76]. The energy at the VMC level can be calculated as

\[ E_V = \frac{\langle \Psi_V | H | \Psi_V \rangle}{\langle \Psi_V | \Psi_V \rangle} = \sum_{\sigma \tau} \int dR \Psi^*_\sigma(R, \tau) H \Psi_\sigma(R, \tau), \]

(21)

and provides an upper bound to the true ground-state energy, \( E_0 \leq E_V \). Here, \( \sigma = [\sigma_1 \ldots \sigma_N] \), and \( \tau = [\tau_1 \ldots \tau_N] \) include all particles’ spins \( \sigma_i \), and isospins \( \tau_i \). The above equation can be written as

\[ E_V = \frac{\sum_{\sigma \tau} \int dR \Psi^*_\sigma(R, \tau) H \Psi_\sigma(R, \tau)}{\sum_{\sigma \tau} \int dR \Psi^*_\sigma(R, \tau)}, \]

(22)
where \( P(\mathbf{R}, \sigma, \tau) \) is a probability distribution. Typically, one chooses, \( P(\mathbf{R}, \sigma, \tau) = \Psi^\ast_V(\mathbf{R}, \sigma, \tau)\Psi_V(\mathbf{R}, \sigma, \tau) \). The probability distribution \( P \) is then used to sample the configurations that are used to stochastically solve the multidimensional integral by employing Monte Carlo integration methods, e.g., the Metropolis algorithm.

It is obvious that the results of a VMC calculation depend strongly on the choice of the variational wave function, because no diffusion as described in the beginning of this section is performed. However, since the VMC method offers an upper bound to the true ground state of the system, it allows to improve the variational wave function for a given system, which feeds into all subsequent parts of the calculation. This is done by varying all the parameters that describe the trial wave function, e.g., the correlations in Equation (19), and minimizing the variational energy. For the optimal set of variational parameters, the optimized trial wave function serves as input for the next step of the calculation, where diffusion Monte Carlo methods are used to perform the imaginary time evolution.

The most accurate diffusion Monte Carlo technique is GFMC, where each walker contains not only the nucleon positions but also a complex amplitude for each possible \( 2^A \binom{A}{2} \) spin-isospin configuration of the \( A \) nucleons including \( Z \) protons. In particular, in addition to the Monte Carlo integration over all spatial coordinates described above, summations in spin-isospin space are performed explicitly in GFMC. Because nuclear forces contain quadratic spin-isospin operators, components for all possible nucleon pairs have to be retained and accounted for explicitly. Hence, the scaling of the GFMC method with \( A \) is exponential, which makes it suitable to study light nuclei but unsuitable to study systems with large numbers of nucleons, like nucleonic matter. GFMC calculations are presently limited to 12 nucleons or 16 neutrons [91].

Instead, for nuclear matter discussed in this contribution, the AFDMC method [74] is more suitable. In AFDMC, all the summations in spin-isospin space are performed stochastically and quadratic spin-isospin dependences are linearized, which improves the scaling behavior but at the cost of less accuracy. This is made possible by using a Hubbard-Stratonovich transformation for an operator \( O \),

\[
\exp \left( -\frac{1}{2} \lambda \hat{O}^2 \right) = \frac{1}{\sqrt{2\pi}} \int dx \exp \left( -\frac{x^2}{2} + \sqrt{-\lambda} x \hat{O} \right). \tag{23}
\]

As a consequence, dependences on spin-isospin operators can be changed from quadratic to linear, at the cost of additional integrations over the variables \( x_i \), called auxiliary fields. The Hubbard-Stratonovich transformation is exact when the integrals are exactly solved, but only statistically exact when Monte Carlo sampling is used like in the AFDMC method. As a consequence of applying the Hubbard-Stratonovich transformation, the wave function can be written as a product of single-particle spin-isospin states, which is a large simplification and improves the scaling behavior from exponential like in GFMC to linear or polynomial in the nucleon number \( A \).

Following Schmidt and Fantoni [74] and considering only quadratic spin, isospin, and tensor operators, the potential can be written as

\[
V = V_{St} + \frac{1}{2} \sum_{i \neq j} \sigma_{i\alpha} A^{(\alpha)}_{i\alpha} \sigma_{j\beta} + \frac{1}{2} \sum_{i \neq j} \sigma_{i\alpha} A^{(\sigma)}_{i\alpha} \sigma_{j\beta} \tau_i \cdot \tau_j + \frac{1}{2} \sum_{ij} A^{(t)}_{ij} \tau_i \cdot \tau_j , \tag{24}
\]
where the first term contains all spin-isospin-independent parts of the interaction, the second term absorbs the isospin-independent but spin-dependent parts, and so on. Here, Latin indices label nucleons and Greek indices label Cartesian components. For the $m$ eigenvectors and eigenvalues of these matrices, one finds

\[ \sum_{\alpha \beta} A_{i \alpha j \beta} x_{m,i}^{(\sigma)} x_{j \beta}^{(\sigma)} = \lambda_m^{(\sigma)} x_{m,i}^{(\sigma)}, \quad (25) \]

\[ \sum_{\alpha \beta} A_{i \alpha j \beta} x_{m,i}^{(\tau)} x_{j \beta}^{(\tau)} = \lambda_m^{(\tau)} x_{m,i}^{(\tau)}, \quad (26) \]

\[ \sum_{\alpha \beta} A_{i \alpha j \beta} x_{m,i}^{(\tau)} x_{j \beta}^{(\tau)} = \lambda_m^{(\tau)} x_{m,i}^{(\tau)}. \quad (27) \]

For the matrices $A_{i \alpha j \beta}^{(\sigma)}$ and $A_{i \alpha j \beta}^{(\tau)}$ the index $m$ ranges from 1 to 3A, while there are A eigenvectors and eigenvalues for the matrix $A_{i j}^{(\tau)}$. Using this set of eigenvectors and the eigendecomposition of the A matrices, the potential can be rewritten as

\[ V = V_{SI} + \frac{1}{2} \sum_{m=1}^{3A} O_{i m}^{(\sigma)} \lambda_m^{(\sigma)} + \frac{1}{2} \sum_{m=1}^{3A} \sum_{m=1}^{3A} O_{i m}^{(\sigma)\sigma} \lambda_m^{(\sigma)} \]

\[ + \frac{1}{2} \sum_{m=1}^{A} \sum_{m=1}^{A} O_{i m}^{(\tau)} \lambda_m^{(\tau)}, \quad (28) \]

where

\[ O_{i m}^{(\sigma)} = \sum_{\alpha \beta} \sigma_{i \alpha j \beta} x_{m,i}^{(\sigma)} \]

\[ O_{i m}^{(\sigma)\sigma} = \sum_{\alpha \beta} \sigma_{i \alpha j \beta} x_{m,i}^{(\sigma)} \]

\[ O_{i m}^{(\tau)} = \sum_{\alpha \beta} \tau_{i \alpha j \beta} x_{m,i}^{(\tau)} \]

The Hubbard-Stratonovich transformation is now applied to this interaction to linearize all spin-isospin dependences. Hence, wave functions only need to depend on single-particle spinors,

\[ |s_i\rangle = a_i |p \uparrow \rangle + b_i |p \downarrow \rangle + c_i |n \uparrow \rangle + d_i |n \downarrow \rangle. \quad (32) \]

This allows to treat O(10)-O(100) nucleons in AFDMC.

When calculating nuclear matter, one typically simulates $N$ particles in a cubic box with size $L$, where $L$ is determined in such a way that the number density $n$ in the box reflects a chosen value, $L = (N/n)^{1/3}$. To avoid finite-size effects, the particle number $N$ has to be chosen sufficiently large to probe the thermodynamic limit. As stated before, for nuclear matter the trial wave function is constructed from plane waves in a box with periodic boundary conditions (the implementation of twist-averaged boundary conditions [92] is currently explored). For periodic boundary conditions, the momenta are defined as $k_i = 2\pi n_i/(n_x n_y n_z)$. Here, the numbers $n_x, n_y,$ and $n_z$ are integer numbers. In this case, the system acquires a shell structure, and the shell number is given by $I = n_1^2 + n_2^2 + n_3^2$. Typically, since a homogenic and isotropic system is considered, calculations are only performed with closed shells. For $I = 0$ there is one combination of $n_x, n_y,$ and $n_z$ for $I = 1$ there are six combinations, etc. Then, shell closures are given for 1, 7, 19, 27, 33, etc. particles for a given spin-isospin configuration. In pure neutron matter, this leads to shell closures for $N = 2, 14, 38, 54, 66,$ etc., as neutrons can be spin-up and spin-down. Due to growing computational costs associated with larger and larger particle numbers, for neutron matter one typically chooses $N = 66$ (33 spin up and 33 spin down neutrons). When comparing results for the free Fermi gas in a box as a function of particle number, it was found that $N = 66$ gives results close to the thermodynamic limit [75, 93].

### 3.2. Local Chiral Interactions

In addition to the many-body method, it is necessary to specify a model for the nuclear interaction that defines the interaction terms in Equation (8). In the past, Quantum Monte Carlo methods have been used with phenomenological interactions of the Argonne type [94, 95] and 3N interactions of the Urbana [96] and Illinois [97] families with great success. However, the last years have seen the development of new local interactions within the framework of chiral effective field theory (EFT) [3, 87, 88, 98-100]. This enabled QMC calculations with a much greater number of nuclear interactions. While the interactions are not the focus of this review, in this section I briefly discuss local chiral interactions. For more details, I refer the reader to the more detailed reviews in Lynn et al. [72] and Piarulli et al. [101].

Chiral EFT [18-20] is a low-energy effective theory for QCD in terms of nucleon and pion degrees of freedom. It is naturally formulated in momentum space in terms of the momentum transfer $q = p' - p$ and the momentum transfer in the exchange channel, $k = (p + p')/2$, where $p$ and $p'$ are the average momenta of the incoming and outgoing particles. When performing a Fourier transformation to coordinate space, all $q$ dependences transform to dependences on the relative distance of particles $i$ and $j$, $r = r_i - r_j$ and, hence, are local, while $k$ dependences transform to gradients and, hence, non-localities. As a consequence, to implement a chiral interaction in QMC methods the interaction can only depend on $q$.

Chiral EFT is grounded in a separation of scales between the typical momentum scale of nucleons in nuclear systems $Q$, of the order of the pion mass, $Q \sim m_{\pi}$, and high-energy scales that denote the appearance of new degrees of freedom that are not explicitly accounted for in chiral EFT. The appearance of these high-energy degrees of freedom is marked by the so-called breakdown scale $\Lambda_b$, and beyond this scale, chiral EFT interactions can not be reliably employed in many-body calculations anymore. The nuclear interaction is then expanded in terms of $(Q/\Lambda_b)^n$ according to a so-called power counting scheme. This scheme leads to a systematic expansion for nuclear interactions that makes chiral EFT very powerful. First, one can work up to a desired accuracy by going to higher and higher orders in the expansion. Second, one can estimate theoretical uncertainties based on the order-by-order contributions to a certain observable [102]. Another powerful advantage of chiral EFT interactions is that many-body forces naturally appear in...
the expansion and are intimately connected to the two-nucleon sector. This provides a systematic guiding principle to improve all individual parts of the nuclear Hamiltonian, in contrast to phenomenological interactions.

In chiral EFT, all the unresolved, short-range, high-energy physics beyond the breakdown scale is parameterized by a set of short-range contact operators among nucleons, which obey all the relevant symmetries [101]. For example, at leading order (LO), where \( v = 0 \) and the interaction is momentum-independent, the contact part is given by

\[
V_{\text{cont}}^{\text{LO}}(q, k) = V_{\text{cont}}^{\text{LO}} = \alpha_1 \mathbb{1} + \alpha_2 \sigma_1 \cdot \sigma_2 + \alpha_3 \tau_1 \cdot \tau_2 + \alpha_4 \sigma_1 \cdot \sigma_2 \tau_1 \cdot \tau_2, \tag{33}
\]

where the \( \alpha_i \) are low-energy couplings (LECs) that absorb the contributions of high-energy degrees of freedom. These LECs are typically fit once to experimental data, e.g., NN scattering phase shifts or cross sections. The resulting Hamiltonian can then be used to make predictions for all nuclear systems, e.g., the nuclear matter of interest to this contribution. At next-to-leading order (NLO), where \( v = 2 \), the contact interactions are momentum-dependent:

\[
V_{\text{cont}}^{\text{NLO}}(q, k) = \gamma_1 q^2 + \gamma_2 q^2 \sigma_1 \cdot \sigma_2 + \gamma_3 q^2 \tau_1 \cdot \tau_2 + \gamma_4 q^2 \sigma_1 \cdot \sigma_2 + \gamma_5 k^2 + \gamma_6 k^2 \sigma_1 \cdot \sigma_2 + \gamma_7 k^2 \tau_1 \cdot \tau_2 + \gamma_8 (\sigma_1 + \sigma_2)(q \times k) + \gamma_9 (\sigma_1 + \sigma_2)(q \times k)\tau_1 \cdot \tau_2 + \gamma_{10}(\sigma_1 \cdot q)(\sigma_2 \cdot q) + \gamma_{11}(\sigma_1 \cdot q)(\sigma_2 \cdot q)\tau_1 \cdot \tau_2 + \gamma_{12}(\sigma_1 \cdot k)(\sigma_2 \cdot k) + \gamma_{13}(\sigma_1 \cdot k)(\sigma_2 \cdot k)\tau_1 \cdot \tau_2, \tag{34}
\]

where the \( \gamma_i \) are the LECs at NLO.

In addition to contact interactions, chiral EFT explicitly includes long-range pion exchange contributions. At LO for momentum-dependent interactions in QMC methods, local interactions need to be constructed. There are two sources of possible non-localities: (i) non-local operators that depend on \( k \), see, e.g., Equation (34), or (ii) non-localities originating in the choice of so-called regulator functions, that are necessary in many-body calculations to cut off diverging momentum dependences.

These interactions are then Fourier transformed from momentum to coordinate space. To implement chiral interactions in QMC methods, local interactions need to be constructed. There are two sources of possible non-localities: (i) non-local operators that depend on \( k \), see, e.g., Equation (34), or (ii) non-localities originating in the choice of so-called regulator functions, that are necessary in many-body calculations to cut off diverging momentum dependences.

The first source of non-localities can be avoided by choosing a local set of contact interactions. Let me explain the basic idea. Since chiral forces describe fermionic interactions that are typically used between antisymmetrized wave functions, it is intuitive to define the antisymmetrized interaction

\[
V_{\text{as}} = 1/2 (V - A[V]), \tag{36}
\]

where

\[
A[V(q, k)] = \frac{1}{4} (1 + \sigma_1 \cdot \sigma_2)(1 + \tau_i \cdot \tau_j) \times V(q - 2k, k - \frac{1}{2}q).
\]

Constructing the antisymmetrized LO interaction, one obtains

\[
V_{\text{cont, as}}^{(0)} = \frac{1}{2} \left( 1 - \frac{1}{4} (1 + \sigma_1 \cdot \sigma_2)(1 + \tau_i \cdot \tau_j) \right) V_{\text{cont}}^{(0)} = \gamma_1 \frac{8}{3} \alpha_1 - \frac{3}{8} \alpha_2 - \frac{3}{8} \alpha_3 + \frac{9}{8} \alpha_4
\]

\[
+ \left( -\frac{1}{8} \alpha_1 + \frac{5}{8} \alpha_2 - \frac{3}{8} \alpha_3 + \frac{9}{8} \alpha_4 \right) \sigma_i \cdot \sigma_j
\]

\[
+ \left( -\frac{1}{8} \alpha_1 + \frac{1}{8} \alpha_2 + \frac{3}{8} \alpha_3 + \frac{3}{8} \alpha_4 \right) \tau_i \cdot \tau_j
\]

\[
+ \left( \frac{1}{3} C_{S} \right) \sigma_i \cdot \sigma_j \tau_i \cdot \tau_j, \tag{37}
\]

Hence, one finds that if the LO chiral interactions are used between antisymmetrized wave functions, only two out of the four couplings are linearly independent. This is also intuitive, as the LO interactions describe the two possible S-wave scattering channels. As a consequence, it is sufficient to choose two out of the four operators and the common choice is

\[
V_{\text{cont}}^{(0)} = C_S + C_T \sigma_i \cdot \sigma_j. \tag{38}
\]

Similarly, at NLO, it is possible to choose only 7 out of the 14 operators given in Equation (34). To construct local interactions, one chooses the 6 local terms as well as the spin-orbit interaction \( \sim \gamma_9 \) that can be treated within QMC methods. All the additional operator structures are then generated through antisymmetrization. Furthermore, pion-exchange interactions are local up to next-to-next-to-leading order (N2LO).

To avoid the non-localities due to the choice of regulator function, one typically defines these functions directly in coordinate space, e.g., by

\[
f_{\text{long}}(r) = \left( 1 - e^{-r^2 / R_0^2} \right)^{n_2}, \quad f_{\text{short}}(r) = \frac{n}{4\pi R_0} \Gamma \left( \frac{3}{2} \right) e^{-r^2 / R_0^2} \tag{39}
\]

where \( f_{\text{long}}(r) \) is a long-range regulator and \( f_{\text{short}}(r) \) is a short-range regulator, and \( R_0 \) is the cutoff scale. The long-range regulator function is applied to pion-exchange contributions, and cuts off short-range divergences \( \sim 1/r^{3n} \), while the short-range regulator smears out short-range delta-like contact interactions. When applying these regulator functions, regulator artifacts might appear that have to be carefully analyzed [103, 104].
It can be shown that it is possible to construct local chiral interactions up to $N^2\text{LO}$ [87, 88, 98, 100] using the ideas described above. These interactions can then be used in QMC methods. The $N^2\text{LO}$ interactions used in the following describe nucleon-nucleon phase shifts up to laboratory energies of 500 MeV within uncertainties, except the triplet $D$-wave phase shifts. To properly describe these phase shifts, it is necessary to construct interactions at next-to-next-to-next-to-leading order ($N^3\text{LO}$), because only at that order $D$-wave contact interactions appear. At $N^3\text{LO}$, however, only 8 out of 30 operators are local and, hence, there are too many non-local operators for this approach to work. Possible solutions are the definition of maximally local potentials [30].

A detailed discussion of local interactions is not within the scope of this contribution and I refer the interested reader to Piarulli and Tews [101], where the derivation of local chiral interactions in both the delta-full and delta-less approaches (i.e., including explicitly delta-isobar degrees of freedom or not) is explained. In addition, Piarulli and Tews [101] explains the regularization scheme and appearing regulator artifacts in great detail. Local chiral interactions have been successfully used in calculations of nuclei [6, 7, 90] and I refer to Lynn et al. [72] for a review of recent results. In section 4, I will show how to use QMC calculations with chiral interactions to understand neutron stars.

### 3.3. Strengths and Weaknesses of the QMC Approach

Before discussing results, I would like to discuss strengths and weaknesses of the QMC approach with local chiral interactions compared to other many-body approaches mentioned before.

A major weakness of QMC methods is that they can only employ local interactions. This makes many contemporary nuclear Hamiltonians, especially many chiral Hamiltonians, not suitable at the moment. For example, as stated before, this currently limits the order of the chiral interactions employed in QMC methods to be below $N^3\text{LO}$, while other many-body methods can typically employ interactions at higher orders. The need for local interactions presents a very strong limitation of QMC methods, and leads to additional problems, e.g., the appearance of regulator artifacts due to the violation of Fierz rearrangement freedom [104]. These regulator artifacts increase the uncertainties of the calculations [3].

However, even though QMC methods can only explore local interactions up to $N^2\text{LO}$, they are capable of solving the many-body problem also for hard, high-cutoff interactions in an accurate and precise manner. While other many-body methods, can employ a wider range of interactions, they are typically limited to perturbative, low-cutoff interactions, for which these methods converge. Typically, bare chiral interactions have large Weinberg eigenvalues [105] and need to be softened to be implemented in most many-body methods. This is done by either employing low cutoffs of the order of 400 MeV from the start or by using softening transformations, e.g., the similarity RG (SRG).

The ability to employ hard and/or bare interactions presents a major strength of QMC methods. Work on constructing $N^3\text{LO}$ interactions for QMC methods is under way, see, e.g., Piarulli et al. [6]. Furthermore, work on high-cutoff local interactions is in progress, which will allow to explore cutoff regions where regulator choices become less important and where uncertainties from regulator artifacts are reduced [106].

### 4. RESULTS FOR NEUTRON STARS

#### 4.1. The Dense-Matter Equation of State

To describe neutron stars, one needs access to the EOS, i.e., the relation of energy density and pressure; see section 2. In the following I will discuss how to extract this information from QMC simulations of nuclear matter.

Quantum Monte Carlo simulations are typically performed for $A$ nucleons in a box with volume $V = L^3$. The result of these simulations is the total energy per nucleon in the box, $E/A$, as a function of the number density $n = A/V$ and the chosen proton fraction, $x = n_p/(n_n + n_p) = Z/A$, where $n_p$ is the proton density, $n_n$ is the neutron density, and $Z$ is the number of protons in the box. The proton fraction determines the ratio of protons to neutrons, and is typically less than 10% in the core of neutron stars. Given the quantity $E/A(n, x)$, it is easy to reconstruct the energy density and pressure:

\[
\epsilon = \frac{m_N \cdot A + E}{V} = n \cdot \left( \frac{m_N}{A} + \frac{E}{A} \right), \quad (40)
\]

\[
p = -\frac{\partial E}{\partial V} = n^2 \frac{\partial E/A}{\partial n}. \quad (41)
\]

The proton fraction is determined by the $\beta$-equilibrium between protons, neutrons, and electrons and results from the condition

\[
\mu_n(x) = \mu_p(x) + \mu_e(x), \quad (42)
\]

where the $\mu_i$ are the chemical potentials of neutrons, protons, and electrons, respectively. The chemical potential can also be obtained from $E/A(n, x)$. At a given density, Equation (42) determines the proton fraction $x$. Hence, if one calculates $E/A(n, x)$, one can obtain $p(n)$ and $\epsilon(n)$ in $\beta$-equilibrium, and from this the EOS.

Ideally, a calculation of $E/A(n, x)$ at arbitrary proton fraction would be desirable to compute the EOS in $\beta$-equilibrium. However, this is computationally expensive because several values of $x$ would need to be computed for each density. Furthermore, with the addition of protons, interactions become more complicated to treat in QMC methods for nucleonic matter. For neutron stars, due to the small proton fraction, one generally starts from calculations of the pure neutron system with $x = 0$, called pure neutron matter (PNM), because the calculation is much easier as only certain parts of the interaction contribute. The AFDMC method is ideally suited to study pure neutron systems, and has been extensively used in the past for calculations of neutron drops and PNM [3, 33, 75, 76, 79, 99, 107, 108]. From PNM, one can typically extrapolate to small proton fractions...
by using empirical information from symmetric nuclear matter (SNM) with \( x = 1/2 \):

\[
\frac{E}{A}(n, x) = E_{\text{SNM}}(n) + (1 - 2x)^2 S(n), \tag{43}
\]

where \( S(n) = E_{\text{PNM}}(n) - E_{\text{SNM}}(n) \) is the symmetry energy and denotes the difference between SNM and PNM. The SNM EOS can be expanded around saturation density as

\[
E_{\text{SNM}}(n) = E_0 + \frac{K_0}{2!} \left( \frac{n - n_0}{3n_0} \right)^2 + \mathcal{O}(n^3), \tag{44}
\]

where \( E_0 \approx -16 \text{ MeV} \), \( n_0 \approx 0.16 \text{ fm}^{-3} \), and \( K_0 \approx 230 \text{ MeV} \) are empirical parameters that can be constrained experimentally. Using this information, the EOS of PNM can be easily extended to the small proton fractions of the order of 5% in \( \beta \)-equilibrium; see also Hebeler et al. [109]. I would like to note that, instead of using empirical values for the SNM parameters, it is also possible to calculate these parameters using QMC methods and local chiral interactions. This has very recently been achieved in Londerdoni et al. [80].

In Figure 4, I show AFDMC results for the energy per particle for 66 neutrons in a box as a function of density [3, 33]. The results have been obtained with local chiral interactions at N\(^3\)LO with coordinate-space cutoff \( R_0 = 1.0 \text{ fm} \) (red band), where the band denotes the theoretical uncertainty from the nuclear interactions as estimated from the order-by-order results [102]. In addition, the results are compared to results for astrophysical model EOS that are commonly used in astrophysical simulations: the Lattimer-Swesty EOS with incompressibility \( K = 220 \) [110], the TM1, SFHo, and SFHx EOSs (Hempel, private communication), the FSU and NL3 EOSs (Shen, private communication), and the DD2 EOS (Typel, private communication). It is obvious that the QMC calculations put strong constraints on the EOS of PNM, and disfavor several EOS, in particular EOS that lead to large pressures (large slopes of \( E/A \) with density). The \( L \) parameter, which is defined as the slope of the symmetry energy at saturation density and is connected to the pressure of PNM at saturation density, is found to lie in the range \( L = 24 - 68 \text{ MeV} \) [80]. The calculation of PNM is now the starting point to construct the neutron-star EOS.

To study neutron stars, we have to extend these calculations threefold. First, as discussed before, we have to extend the PNM EOS to finite proton fractions in \( \beta \)-equilibrium. Second, at low densities, neutron stars have a crust that consists of a lattice of nuclei and has to be taken into account. It is possible to replace the EOS at low densities, below \( \approx 1/2n_{\text{sat}} \), with phenomenological crust EOS models. In Tews [111], I have shown how to use neutron-matter calculations and information on SNM to construct a crust EOS with theoretical uncertainties in the Wigner-Seitz approximation. In this approximation, the Wigner-Seitz cell is modeled as a nucleus with density \( n_{\text{nuc}} \) and proton fraction \( x_{\text{nuc}} \) surrounded by a pure neutron phase in equilibrium. The two phases can be modeled using the results of many-body calculations and I refer the reader to Tews [111] for more details. The results of this crust model are also in excellent agreement with phenomenological crust models. This crust EOS replaces the EOS at low densities. Third and final, as one can see in Figure 4, the uncertainty from calculations with chiral EFT interactions grows fast with density because momenta approach the breakdown scale. Beyond approximately \( 2n_{\text{sat}} \), calculations with local chiral interactions are not reliable anymore [33].

To reliably extract neutron-star properties, it is crucial to find a way of extending QMC calculations to higher density in a model-agnostic way, to avoid introducing any systematic uncertainties. In Tews et al. [33, 50, 59], we have developed an extension of QMC calculations to higher densities using the speed of sound \( c_s \); see also Greif et al. [112]. This extension uses the QMC calculations, extended to \( \beta \)-equilibrium and including a crust, up to a certain density \( n_{\text{cr}} \), which is varied between \( 1 - 2n_{\text{sat}} \). From these results, the speed of sound up to \( n_{\text{cr}} \) is calculated. We do not know the speed of sound at higher densities, but we know that it has to be smaller than the speed of light, due to causality, and larger than 0, as the neutron star would otherwise be unstable: \( 0 \leq c_s \leq c \). Hence, by sampling many curves in the speed of sound plane, that are constrained up to \( n_{\text{cr}} \) by QMC calculations and above by \( 0 \leq c_s \leq c \), we can gauge the uncertainty in the neutron-star EOS. In practice, we sample these curves as piecewise linear segments in the speed-of-sound plane. From the resulting curves for \( c_s \), we then can reconstruct the EOS and solve the TOV equations. The only observational requirement we enforce is that each EOS has to reproduce the heaviest observed neutron stars.
I show the resulting EOS envelopes in Figure 5 for $n_{tr} = n_{sat}$ (left panel) and $n_{tr} = 2n_{sat}$ (right panel). These envelopes include all EOS that are consistent with QMC calculations at low densities. The range where low-density constraints from QMC calculations are enforced can easily be identified from the plots. At larger densities, there is a great freedom for the EOS. However, even though uncertainties of the QMC calculations grow fast with density, the additional information from such calculations in the density range between $1 - 2n_{sat}$ constrains the EOS significantly.

4.2. Neutron-Star Structure

Using these two sets of EOSs and solving the TOV equations (2), we can obtain the masses and radii of neutron stars as constrained by microscopic QMC calculations with uncertainty estimates from chiral EFT. We show the resulting MR envelopes in Figure 6 again for the cases $n_{tr} = n_{sat}$ (left panel) and $n_{tr} = 2n_{sat}$ (right panel). In the first case (left panel), the radius of a typical $1.4M_\odot$ neutron star is constrained to be between $8.4 - 15.2$ km. The maximum mass can reach values as high as 4 solar masses. It is interesting to note that the observation of heavy neutron stars directly impacts this uncertainty band, by ruling out too soft EOS. We indicate the excluded region by the gray-shaded area. The observation of heavier neutron stars, for example in Cromartie et al. [44], would allow to place even stronger constraints on soft EOS that produce low-radius neutron stars. Hence, neutron-star mass observations are a powerful tool to constrain the EOS of dense matter. However, even with such observations, the uncertainty remains quite large.

As in the EOS case, a possible improvement for the radius uncertainty is given by pushing the low-density constraints from QMC calculations to higher densities. We show the resulting MR envelope in the right panel of Figure 6 (for $n_{tr} = 2n_{sat}$), where the gray-shaded area is shown for comparison. It is found that the radius range for a typical neutron star reduces to $8.7 - 12.6$ km, much narrower than in the previous case. In this case, the upper limit on the maximum mass reduces to $2.9M_\odot$.

4.3. Neutron-Star Mergers

Finally, I address the recently observed neutron-star merger GW170817 [46–49] and its impact on inferring the MR relation. Using the information obtained from GW170817 and its electromagnetic counterpart, the EOS in our set can be analyzed according to their consistency with the gravitational-wave and EM signals. In particular, the EM signal constrains the EOS twofold: it disfavors a prompt collapse of the merger remnant to a black hole (which requires the maximum mass to be sufficiently large) [60, 61] and it disfavors a longer-lived neutron star as merger product (which requires the maximum mass to be sufficiently small) [61, 62]. This allows to constrain each EOS by computing its threshold mass for prompt collapse to a black hole [113, 114], $M_{thresh}$, comparing it with the total gravitational mass of GW170817, $M_{tot}$, and keeping only EOS where $M_{thresh} > M_{tot}$. Also, each EOS is required to have a maximum mass below $2.3M_\odot$ [61, 62]. Enforcing the gravitational-wave constraints as well as the constraints due to the energetics of the kilonova using a Bayesian analysis [115], this approach allows one to compute a posterior probability for each EOS in our EOS sets. I show the results in Figure 7.

It is found that the gravitational-wave data from GW170817 constrains the maximum radius of neutron stars but is not informative for small radii [51, 116]. The observation of an electromagnetic counterpart for GW170817 and the deduction that there cannot have been a prompt collapse to a black hole, on the other hand, eliminates EOS that are too soft and produce a too small maximum mass, analogous to NS mass observations. This, in turn, places a lower limit on neutron-star radii. The upper limit on the maximum mass, however, does not significantly constrain the EOS posterior.

Assuming that local chiral EFT interactions remain valid up to nuclear saturation density, one finds that very stiff EOS can be ruled out by the tidal polarizability of GW170817. I show the results in the left panel of Figure 7. If, instead, local chiral EFT interactions remain valid up to twice nuclear saturation density,
FIGURE 6 | Mass-radius envelopes for $n_{tr} = n_{sat}$ (left) and $n_{tr} = 2n_{sat}$ (right). We show the EOS envelope given all constraints (red area), as well as the MR space that is ruled out by the two-solar mass constraint and/or when enforcing chiral EFT constraints up to larger densities (gray areas). The results are compared to the same EOSs shown in Figure 4. Adapted by permission from Springer Nature, Tews et al. [50], copyright 2019.

FIGURE 7 | Mass-radius posteriors after constraints from the binary neutron-star merger GW170817 are enforced for the EOS set with $n_{tr} = n_{sat}$ (left) and $n_{tr} = 2n_{sat}$ (right). The shading of the individual MR curves corresponds to their posterior probability. The red-dashed lines indicate the mass range spanned by the prior, and the red-dotted line indicates the maximum neutron-star mass constraint as inferred from GW170817. The colored contours indicate the 50th and 90th percent credibility regions for the two neutron stars in GW170817, with the corresponding 1D marginalized posteriors plots on the sides. Figure taken from Capano et al. [115].

Theoretical predictions for the EOS and gravitational-wave observations agree from the start, and enforcing gravitational-wave constraints does not impact the MR relation significantly (right panel of Figure 7). In both cases, the final results are consistent with each other and provide the most stringent constraints on the radius of a typical neutron star to date, $R_{1.4} = 11.0^{+0.9}_{-0.6}$ km.

5. CONCLUSION AND OUTLOOK

In this review, I have discussed how to use QMC methods in combination with local interactions from chiral effective field theory up to $N^2$LO to address the structure of neutron stars. I have shown how to obtain constraints on the EOS of dense matter, probed in the core of neutron stars,
from microscopic calculations, and how these constraints impact the mass-radius relation. I have addressed the impact of the observation of heavy two-solar-mass neutron stars and the first observed binary neutron-star merger and its electromagnetic counterpart.

Quantum Monte Carlo methods have proven to be a reliable tool to investigate the EOS of neutron and neutron-star matter. Its recent combination with interactions from chiral effective field theory allows to build a systematic framework for the EOS with theoretical uncertainty estimates. However, current uncertainties are still sizable due to limitations in the employed interactions. Results for the mass-radius relation highlight that theoretical predictions need to be improved in the density range between $1 - 2n_{\text{sat}}$ in order to provide accurate theoretical predictions of neutron-star structure observables. Work to improve the interactions is under way.
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