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1. Introduction

Differential power analysis (DPA) is one of the most effective methods of side-channel attacks [13], where the leakage information regarding the user’s secret key is extracted by using the obtained power traces, while the encryption algorithm is being physically executed on some specific platforms. In order to resist this attack, the substitution boxes ((n,m)-functions or S-boxes), as the only nonlinear parts of block ciphers, should have acceptable resistance to reduce the information leakage under DPA-like attacks. Currently, there are three important indicators regarding the resistance of S-boxes against DPA-like attacks, i.e., signal-to-noise ratio (SNR), transparency order (TO) and confusion coefficient (CC). More specially, in 2004, the concept of SNR was introduced by Guilley et al. in [11]. In 2005, the transparency order (TO) with the auto-correlation function which measures the resistance of (n,m)-functions to DPA attacks was proposed by Prouff et al. in [16]. Later, some flaws have been found in the original definition of the transparency order, and a new refined transparency order (RTO, see Definition 6) with the cross-correlation function was presented in [8]. The refined transparency order has important influence on the resistance against DPA attacks. A tight upper bound on transparency order for an (n,1)-function was established in [21], and the lower bound directly depending on the nonlinearity was also obtained. In 2012, the definition of confusion coefficient (CC) was proposed by Fei et al. in [9]. On the other hand, in 2006, an efficient DPA attack on Grain and Trivium ciphers was proposed by Fischer et al. in [10], where the side-channel characteristic of the physical implementation can be seen as the SNR as defined in [11] indeed. In 2014, two theoretical distinguishers based on the Kolmogorov-Smirnov (KS) distance were presented in [12]. In this case, the relationship between SNR and CC on the distinguishers performance was discussed.

Notice that the notion of SNR was defined in terms of Walsh transform of (n,m)-functions in [11]. In particular, an upper bound on the SNR of balanced (n,m)-functions and a lower bound on the SNR of unbalanced (n,m)-functions were respectively investigated in [11]. It can be seen from the SNR of (n,m)-functions that the SNR is closely related to the Walsh transforms of its coordinates.

So far, few attempts have been made to check whether the balanced (n,m)-functions can really achieve the upper bound on the SNR or not. And whether the SNR of (n,m)-functions is affine invariant or not. But further investigating the in-depth relationships between the SNR and other cryptography indicators still appears to be an important issue.

In this paper, we consider the unsolved problems regarding SNR in [11]. Specially, in this reference it is shown that \( \sum_{\alpha \in \mathbb{F}_2^n} Y_\alpha = m \cdot 2^{2n} \) if \( F = (f_1, f_2, \cdots, f_m) \) is a balanced (n,m)-function, but \( \sum_{\alpha \in \mathbb{F}_2^n} Y_\alpha \in [0, m^2 2^{2n}] \) for the rest of the cases. Actually, the condition of our result (see Theorem 2) is weaker than that in [11]. A comprehensive description is given, i.e. \( \sum_{\alpha \in \mathbb{F}_2^n} Y_\alpha = m \cdot 2^{2n} \) if \( f_i \oplus f_j \) \( (1 \leq i < j \leq m) \) is a balanced function, but \( \sum_{\alpha \in \mathbb{F}_2^n} Y_\alpha \in [0, m^2 2^{2n}] \) for the rest of the cases. By this observation, we prove that the SNR of any balanced (n,m)-function cannot achieve the upper bound \( 2^n/2 \). On the other hand, the tight upper bound on the SNR of unbalanced (n,m)-functions \( F = (f_1, f_2, \cdots, f_m) \) is described. In particular, the upper bound on the SNR of bent (n,m)-functions is determined exactly. The concept of the sum of Walsh transform-product indicator (SWTPI) is introduced, and a relationship between SWTPI and the sum-of-squares indicator is derived as
A note on the Signal-to-noise ratio of \((n, m)\)-functions

well. Based on SWTPI, some relationships between the SNR of \((n, m)\)-functions and other important cryptographic indicators (including the maximum value of the absolute value of the Walsh transform, the sum-of-squares indicator and the nonlinearity of its coordinates) are established. Some bounds on the SNR of \((n, m)\)-functions are given in Table 2. Furthermore, the equality between the SNR of \(F\) and \(F \circ A\) is verified for any affine permutation \(A\), while \(F\) and \(A \circ F\) can have different SNR. It directly means that SNR does not have the affine invariant property. For instance, we calculate SNR for all optimal \((4, 4)\) S-boxes and many S-boxes used in some well-known encryption algorithms. These S-boxes all miss the affine invariant property.

The paper is organized as follows. In Section 2, the basic concepts are introduced. In Section 3, some results regarding SWTPI are given. In Section 4, the upper bounds on the SNR of balanced and unbalanced \((n, m)\)-functions are derived. Moreover, some relationships between the SNR and three cryptographic indicators are investigated. The simulations results are discussed in Section 5. Some concluding remarks are given in Section 6.

2. Preliminaries

A Boolean function on \(n\) variables may be viewed as a mapping from \(\{0, 1\}^n\) into \(\{0, 1\}\). Throughout this paper the binary field \(GF(2)\) is denoted by \(\mathbb{F}_2\) and the set of all Boolean functions mapping from \(\mathbb{F}_2^n\) to \(\mathbb{F}_2\) is denoted by \(\mathcal{B}_F\). Let \(\oplus\) be the addition operation. A Boolean function \(f\) is commonly represented as a multivariate polynomial over \(\mathbb{F}_2\) called the algebraic normal form (ANF) of \(f\). More precisely, \(f(x_1, x_2, \ldots, x_n)\) can be written as

\[
f(x) = \bigoplus_{I \in \mathcal{P}(N)} a_I (\prod_{i \in I} x_i),
\]

where \(\mathcal{P}(N)\) denotes the power set of \(N = \{1, \ldots, n\}\) in [6]. Every coordinate \(x_i (x = (x_1, x_2, \ldots, x_n))\) appears in this polynomial with exponents at most 1. The degree of the ANF is denoted by \(\text{deg}(f)\) and is called the algebraic degree of the function (this makes sense thanks to the existence and uniqueness of the ANF):

\[
\text{deg}(f) = \max\{|I| : a_I \neq 0\}, \text{ where } |I| \text{ denotes the size of } I.
\]

The Hamming weight \(w_H(x)\) of a binary vector \(x \in \mathbb{F}_2^n\) is the number of its nonzero coordinates, i.e. the size of \(\{i \in N : x_i \neq 0\}\), where \(N\) denotes the set \(\{1, 2, \ldots, n\}\), called the support of the binary vector. The Hamming weight \(w_H(f)\) of a Boolean function \(f\) on \(\mathbb{F}_2^n\) is the size of the support of the function, i.e. the set \(\{x \in \mathbb{F}_2^n : f(x) \neq 0\}\). We say that a Boolean function \(f\) is balanced if its Hamming weight equals \(2^{n-1}\). A Boolean function is an affine function if its algebraic degree satisfies \(\text{deg}(f) < 2\), and the set of all affine functions is denoted by \(\mathcal{A}_n\). If the constant term of an affine function is equal to zero, then this Boolean function is also called a linear function.

**Definition 1.** Let \(f \in \mathcal{B}_F\). The Walsh transform of \(f\) is defined by

\[
\mathcal{F}(f \oplus \varphi_\alpha) = \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x) \oplus \varphi_\alpha(x)},
\]

where \(\varphi_\alpha(x) = \alpha \cdot x = \alpha_1 x_1 \oplus \alpha_2 x_2 \oplus \cdots \oplus \alpha_n x_n, \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{F}_2^n\).

The nonlinearity of \(f \in \mathcal{B}_F\) is defined as the minimum Hamming distance to the set of all \(n\)-variable affine function. From Definition 1, we know that the
nonlinearity of $f$ can be computed by
\[ nl(f) = 2^n - 1 - \frac{1}{2} \max_{\alpha \in \mathbb{F}_2^n} |\mathcal{F}(f \oplus \varphi_{\alpha})|. \]

**Definition 2.** Let $f \in \mathcal{BF}_n$. The auto-correlation function of $f$ is defined by
\[ \mathcal{F}(D_b f) = \sum_{x \in \mathbb{F}_2^n} (-1)^{D_b f(x)}, \]
where $D_b f(x) = f(x) \oplus f(x \oplus b)$ is called the derivative of $f$ in the direction of $b \in \mathbb{F}_2^n$. And the cross-correlation function of two Boolean functions $f, g \in \mathcal{BF}_n$ is defined by
\[ \mathcal{F}(D_b (f, g)) = \sum_{x \in \mathbb{F}_2^n} (-1)^{D_b (f, g)(x)}, \]
where $D_b (f, g)(x) = f(x) \oplus g(x \oplus b)$ is called the derivative of $f$ and $g$ in the direction of $b \in \mathbb{F}_2^n$.

Two $n$-variable Boolean functions $f$ and $g$ are perfectly uncorrelated if $\mathcal{F}(D_{\alpha} (f, g)) = 0$ for all $\alpha \in \mathbb{F}_2^n$, and they are uncorrelated of degree $k$ if $\mathcal{F}(D_{\alpha} (f, g)) = 0$ for all $\alpha \in \mathbb{F}_2^n$ such that $0 \leq w_H(\alpha) \leq k$. From the results in [17, Corollary 3.4], we have $\mathcal{F}(f \oplus \varphi_{\alpha}) \mathcal{F}(g \oplus \varphi_{\alpha}) = 0$ for any $\alpha \in \mathbb{F}_2^n$ if $f$ and $g$ are perfectly uncorrelated. This property is equivalent to the fact that $f$ and $g$ have disjoint Walsh supports (see [15]).

Let $n$ and $m$ be two positive integers. The functions $F = (f_1, f_2, \ldots, f_m)$ from $\mathbb{F}_2^n$ to $\mathbb{F}_2^m$ are called $(n, m)$-functions (we call also vectorial Boolean functions [7]), the Boolean functions $f_1, f_2, \ldots, f_m$ are called the coordinate functions of $F$. An $(n, m)$-function $F$ is balanced if and only if its component functions are balanced, that is, for every nonzero $v \in \mathbb{F}_2^m$, the Boolean function $v \cdot F$ is balanced.

**Definition 3.** ([11]) Let $F = (f_1, \ldots, f_m)$ be an $(n, m)$-function. The signal-to-noise ratio (SNR) of $F$ is defined by
\[ \text{SNR}(DPA)(F) = \frac{m \cdot 2^{2n}}{\sum_{\alpha \in \mathbb{F}_2^n} [\sum_{i=1}^m \mathcal{F}(f_i \oplus \varphi_{\alpha})]^4}. \]

For convenience, we introduce the following symbol:
\[ \Gamma_F = \sum_{\alpha \in \mathbb{F}_2^n} [\sum_{i=1}^m \mathcal{F}(f_i \oplus \varphi_{\alpha})]^4, \]
which will be used in the sequel.

**Definition 4.** ([26]) Let $f, g \in \mathcal{BF}_n$. The sum-of-squares indicator of the cross-correlation between $f$ and $g$ is defined by
\[ \mathcal{V}(f, g) = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}^2(D_{\alpha} (f, g)). \]

If $f = g$, then we have (also see $GAC$ in [23]):
\[ \mathcal{V}(f) = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}^2(D_{\alpha} f). \]
Notice that, for any \( f, g \in \mathcal{B}_n \) we have, as shown in [17]:

\[
(2) \quad \mathcal{V}(f) = \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}^i(f \oplus \varphi_\alpha), \quad \mathcal{V}(f, g) = \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}^2(f \oplus \varphi_\alpha) \mathcal{F}^2(g \oplus \varphi_\alpha).
\]

In particular, (2) implies that the sum-of-squares indicator can be expressed in terms of Walsh transform. In order to further characterize the product of the Walsh transforms of these functions, we introduce a new definition to generalize \( \mathcal{V}(f, g) \) by (2).

**Definition 5.** Let \( f, g, s, t \in \mathcal{B}_n \). The sum of Walsh transform-product indicator (SWTP) of four Boolean functions \( f, g, s, t \) is defined by

\[
(3) \quad \sigma_{f,g,s,t}^{(i,j,k,l)} = \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}^i(f \oplus \varphi_\alpha) \mathcal{F}^j(g \oplus \varphi_\alpha) \mathcal{F}^k(s \oplus \varphi_\alpha) \mathcal{F}^l(t \oplus \varphi_\alpha),
\]

where \( i + j + k + l = 4, i, j, k, l \in \{0, 1, 2, 3, 4\} \).

For convenience, we denote \( \sigma_{f,g,s,t}^{(0,0,0,0)} \) by \( \sigma_{f,g,s,t}^{(0,0,0,0)} \) if \( i = 0 \). Based on (3), we have

1) If \( i = j = k = l = 0 \), then \( \sigma_{f,g,s,t}^{(0,0,0,0)} = \sigma_f^{(4)} = \mathcal{V}(f) \).

2) If \( i = j = 2, k = l = 0 \), then \( \sigma_{f,g,s,t}^{(2,2,0,0)} = \sigma^g_{f,g} = \mathcal{V}(f, g) \).

3) If \( i = j = 3, k = l = 0 \), then \( \sigma_{f,g,s,t}^{(3,3,0,0)} = \sigma_{f,g}^{(1,3)} \).

4) If \( i = j = k = l = 1 \), then \( \sigma_{f,g,s,t}^{(1,1,1,1)} = \sigma_{f,g,s,t} \).

Definition 5 gives some relations \( \sigma_{f,g,s,t}^{(i,j,k,l)} \) for four Boolean functions \( f, g, s, t \).

Generally, we focus on \( \mathcal{V}(f) (= \sigma_{f,g,s,t}^{(0,0,0,0)}) \) and \( \mathcal{V}(f, g) (= \sigma_{f,g,s,t}^{(2,2,0,0)}) \). Especially, (3) will be transformed into (2), if \( i = 4 \) and \( i = 2, j = 2, k = l = 0 \), respectively.

In order to describe the relationship between the SNR and the RTO, we consider Definition 6.

**Definition 6.** ([8]) Let \( F = (f_1, \ldots, f_m) \) be a balanced \((n, m)\)-function. The refined transparency order \((\text{RTO})\) of \( F \) is defined by:

\[
(4) \quad \text{RTO}(F) = \max_{\beta \in \mathbb{F}_2^n} \left\{ m - \frac{1}{2^{2n} - 2^n} \sum_{\alpha \in \mathbb{F}_2^n} \sum_{j=1}^m | \sum_{i=1}^m (-1)^{\beta_i \oplus \beta_j} \mathcal{F}(D_\alpha(f_i, f_j)) | \right\},
\]

where \( \mathbb{F}_2^* = \mathbb{F}_2 \setminus \{0^n\} \), and \( 0^n = (0, 0, \ldots, 0) \in \mathbb{F}_2^n \) is an \( n \)-dimensional zero vector.

### 3. The relationships between SWTP and the sum-of-squares indicator

In this section, some relationships between SWTP and the sum-of-squares indicator are discussed. We give some equations on \( \sigma_{f,g,s,t}^{(i,j,k,l)} \).

**Lemma 7.** Let \( f, g, s, t \in \mathcal{B}_n \). Then

1) \( \sigma_{f,g,s,t}^{(1,1,1,1)} = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(D_\alpha(f, g)) \mathcal{F}(D_\alpha(s, t)) \);

2) \( \sigma_{f,g,s,t}^{(2,1,1,0)} = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(D_\alpha f) \mathcal{F}(D_\alpha g) \);

3) \( \sigma_{f,g,s,t}^{(3,1,0,0)} = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(D_\alpha f) \mathcal{F}(D_\alpha g) \);

4) \( \sigma_{f,g,s,t}^{(2,2,0,0)} = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(D_\alpha f) \mathcal{F}(D_\alpha g) = \mathcal{V}(f, g) \);

5) \( \sigma_{f,g,s,t}^{(4,0,0,0)} = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}^2(D_\alpha f) = \mathcal{V}(f) \).
Proof. For any \( u \in \mathbb{F}_2^n \), we know
\[
\mathcal{F}(D_\alpha(f,g)) = \frac{1}{2^n} \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_u} \mathcal{F}(f \oplus \varphi_\omega) \mathcal{F}(g \oplus \varphi_\omega).
\]
\[1)\] Let \( \Lambda = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(D_\alpha(f,g)) \mathcal{F}(D_\alpha(s,t)) \), we have
\[
\Lambda = \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(D_\alpha(f,g)) \mathcal{F}(D_\alpha(s,t))
= \frac{1}{2^{2n}} \sum_{\alpha \in \mathbb{F}_2^n} \left\{ \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_\alpha} \mathcal{F}(f \oplus \varphi_\omega) \mathcal{F}(g \oplus \varphi_\omega) \right\} \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_\alpha} \mathcal{F}(s \oplus \varphi_\omega) \mathcal{F}(t \oplus \varphi_\omega)
= \frac{1}{2^{2n}} \sum_{\alpha \in \mathbb{F}_2^n} \left\{ \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_\alpha} \mathcal{F}(f \oplus \varphi_\omega) \mathcal{F}(g \oplus \varphi_\omega) \right\} \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_\alpha} \mathcal{F}(s \oplus \varphi_\omega) \mathcal{F}(t \oplus \varphi_\omega)
= \frac{1}{2^{2n}} \sum_{\alpha \in \mathbb{F}_2^n} A_\alpha B_\alpha,
\]
where
\[
A_\alpha = \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_\alpha} \mathcal{F}(f \oplus \varphi_\omega) \mathcal{F}(g \oplus \varphi_\omega),
B_\alpha = \sum_{\omega \in \mathbb{F}_2^n} (-1)^{\omega_\alpha} \mathcal{F}(s \oplus \varphi_\omega) \mathcal{F}(t \oplus \varphi_\omega).
\]
Let \( Q(\omega, \alpha) = (-1)^{\omega_\alpha} (\alpha, \omega, \omega \in \mathbb{F}_2^n) \), and the matrix \( H \) be generated in the following way:
\[
H = \begin{pmatrix}
Q(0,0) & Q(1,0) & \cdots & Q(2^n - 1,0) \\
Q(0,1) & Q(1,1) & \cdots & Q(2^n - 1,1) \\
\cdots & \cdots & \cdots & \cdots \\
Q(0,2^n - 1) & Q(1,2^n - 1) & \cdots & Q(2^n - 1,2^n - 1)
\end{pmatrix}
\]
where \( i \) (\( 0 \leq i \leq 2^n - 1 \)) is the integer corresponding to vector \( \alpha \in \mathbb{F}_2^n \), and \( H_i \) denotes the \( i \)-th row of \( H \).

Thus, we know that \( H \) is a Hadamard matrix with rank \( 2^n \). Meanwhile, let \( c_{f,g}, c_{s,t} \) be two column vectors defined by:
\[
c_{f,g} = [\mathcal{F}(f \oplus \varphi_0) \mathcal{F}(g \oplus \varphi_0), \mathcal{F}(f \oplus \varphi_1) \mathcal{F}(g \oplus \varphi_1), \cdots, \mathcal{F}(f \oplus \varphi_{2^n - 1}) \mathcal{F}(g \oplus \varphi_{2^n - 1})]^T, 
\]
\[
c_{s,t} = [\mathcal{F}(s \oplus \varphi_0) \mathcal{F}(t \oplus \varphi_0), \mathcal{F}(s \oplus \varphi_1) \mathcal{F}(t \oplus \varphi_1), \cdots, \mathcal{F}(s \oplus \varphi_{2^n - 1}) \mathcal{F}(t \oplus \varphi_{2^n - 1})]^T.
\]
And let \( A_\alpha \) be the product between \( H_i \) and \( c_{f,g} \), \( B_\alpha \) be the product between \( H_i \) and \( c_{s,t} \). According to the property of the Hadamard matrix: \( HH^T = 2^n I \) (\( I \) is the identity matrix), we have
\[
\Lambda = \frac{1}{2^{2n}} \sum_{\alpha \in \mathbb{F}_2^n} A_\alpha B_\alpha
= \frac{1}{2^{2n}} H \times c_{f,g} \times H \times c_{s,t}^T
= \frac{1}{2^{2n}} c_{f,g}^T \times H^T \times H \times c_{s,t}
= \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} \mathcal{F}(f \oplus \varphi_\alpha) \mathcal{F}(g \oplus \varphi_\alpha) \mathcal{F}(s \oplus \varphi_\alpha) \mathcal{F}(t \oplus \varphi_\alpha)
= \sigma_{f,g,s,t}^{(1,1,1,1)}.
\]
Similarly, \( 2), 3), 4) \) and \( 5) \) can be proved as well. \( \square \)

Based on Lemma 7, the upper bounds on SWTPI are presented.
Theorem 8. Let \( f, g, s, t \in B\mathbb{F}_n \).

1) \( \sigma_{f,g,s,t}^{(1,1,1,1)} \leq \sqrt{\mathbb{V}(f,g)\mathbb{V}(s,t)} \), where the equation takes the equal if and only if \( F(f \oplus \varphi_\alpha)F(g \oplus \varphi_\alpha) = F(s \oplus \varphi_\alpha)F(t \oplus \varphi_\alpha) \) for any \( \alpha \in \mathbb{F}_2^n \);

2) \( \sigma_{f,g,s,t}^{(3,1,0,0)} = \sigma_{f,g}^{(3,1)} \leq \sqrt{\mathbb{V}(f)\mathbb{V}(g)} \), where the equation takes the equal if and only if \( F^2(f \oplus \varphi_\alpha)F(g \oplus \varphi_\alpha) = F^2(g \oplus \varphi_\alpha)F(f \oplus \varphi_\alpha) \) for any \( \alpha \in \mathbb{F}_2^n \);

3) \( \sigma_{f,g,s,t}^{(2,2,0,0)} = \sigma_{f,g}^{(2,2)} = \mathbb{V}(f,g) \leq \sqrt{\mathbb{V}(f)\mathbb{V}(g)} \), where the equation takes the equal if and only if \( F^2(f \oplus \varphi_\alpha) = F^2(g \oplus \varphi_\alpha) \) for any \( \alpha \in \mathbb{F}_2^n \);

4) \( \sigma_{f,g,s,t}^{(2,1,1,0)} = \sigma_{f,g,s}^{(2,1,1)} \leq \sqrt{\mathbb{V}(f)\mathbb{V}(s,g)} \), where the equation takes the equal if and only if \( F^2(f \oplus \varphi_\alpha) = F(g \oplus \varphi_\alpha)F(s \oplus \varphi_\alpha) \) for any \( \alpha \in \mathbb{F}_2^n \).

Proof. According to Definition 5 and Cauchy inequality, we have

\[
\sigma_{f,g,s,t}^{(i,j,k,l)} = \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} F^i(f \oplus \varphi_\alpha)F^j(g \oplus \varphi_\alpha)F^k(s \oplus \varphi_\alpha)F^l(t \oplus \varphi_\alpha)
\]

\[
= \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^i(f \oplus \varphi_\alpha)F^j(g \oplus \varphi_\alpha)] [F^k(s \oplus \varphi_\alpha)F^l(t \oplus \varphi_\alpha)]
\]

\[
\leq \frac{1}{2^n} \sqrt{\sum_{\alpha \in \mathbb{F}_2^n} [F^i(f \oplus \varphi_\alpha)F^j(g \oplus \varphi_\alpha)]^2} \sqrt{\sum_{\alpha \in \mathbb{F}_2^n} [F^k(s \oplus \varphi_\alpha)F^l(t \oplus \varphi_\alpha)]^2}
\]

\[
= \sqrt{\frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^i(f \oplus \varphi_\alpha)F^j(g \oplus \varphi_\alpha)]^2} \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^k(s \oplus \varphi_\alpha)F^l(t \oplus \varphi_\alpha)]^2.
\]

There are four cases:

1) If \( i = j = k = l = 1 \), then we have

\[
\sigma_{f,g,s,t}^{(1,1,1,1)} \leq \sqrt{\frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^1(f \oplus \varphi_\alpha)F^1(g \oplus \varphi_\alpha)]^2} \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^1(s \oplus \varphi_\alpha)F^1(t \oplus \varphi_\alpha)]^2
\]

\[
= \sqrt{\mathbb{V}(f,g)\mathbb{V}(s,t)}.
\]

2) If \( i = 3, j = 1 \) and \( k = l = 0 \), then we have

\[
\sigma_{f,g,s,t}^{(3,1,0,0)} = \sigma_{f,g}^{(3,1)} = \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} F^3(f \oplus \varphi_\alpha)F^1(g \oplus \varphi_\alpha)
\]

\[
= \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} F^2(f \oplus \varphi_\alpha)F^1(f \oplus \varphi_\alpha)F^1(g \oplus \varphi_\alpha)
\]

\[
\leq \sqrt{\frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^2(f \oplus \varphi_\alpha)]^2} \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^1(f \oplus \varphi_\alpha)F^1(g \oplus \varphi_\alpha)]^2
\]

\[
= \sqrt{\mathbb{V}(f)\mathbb{V}(f,g)}.
\]

3) If \( i = 2, j = 2 \) and \( k = l = 0 \), then we have

\[
\sigma_{f,g,s,t}^{(2,2,0,0)} = \sigma_{f,g}^{(2,2)} \leq \sqrt{\frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^2(f \oplus \varphi_\alpha)]^2} \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [F^2(g \oplus \varphi_\alpha)]^2
\]

\[
= \sqrt{\mathbb{V}(f)\mathbb{V}(g)}.
\]
4) If \( i = 2, j = 1, k = 1 \) and \( l = 0 \), then we have

\[
\sigma_{f,g,s,t}^{(2,1,1,0)} \leq \sqrt{\frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [\mathcal{F}(f \oplus \varphi_\alpha)]^2} \frac{1}{2^n} \sum_{\alpha \in \mathbb{F}_2^n} [\mathcal{F}(g \oplus \varphi_\alpha)\mathcal{F}(s \oplus \varphi_\alpha)]^2
\]

\[
= \sqrt{\mathcal{V}(f)\mathcal{V}(g,s)}.
\]

The sufficient and necessary conditions of 1), 2), 3) and 4) are easy to be proved. □

These results are closely related to the lower bound on the SNR of any \((n,m)\)-function in Section 4.3.

4. The new upper bound on the SNR of \((n,m)\)-functions

In this section, let \( F = (f_1, \ldots, f_m) \) be an \((n,m)\)-function, and \( Y_\omega = [\sum_{i=1}^{m} \mathcal{F}(f_i \oplus \varphi_\omega)]^2 \) for any \( \omega \in \mathbb{F}_2^n \) [11], we have

\[
\text{SNR}(\text{DPA})(F) = \frac{m \cdot 2^{2n}}{\sqrt{\sum_{\omega \in \mathbb{F}_2^n} Y_\omega}}.
\]

In order to attain the exact upper bounds on the SNR of balanced or unbalanced \((n,m)\)-functions, we first give Lemma 9.

Lemma 9. ([20, 25]) For \( x_i \in \mathbb{Z} \), let \( \sum_{i=1}^{t} x_i = X \). Then

\[
\sum_{i=1}^{t} x_i^2 \geq 2X\left\lfloor \frac{X}{t} \right\rfloor - t\left\lfloor \frac{X}{t} \right\rfloor^2 + X - t\left\lfloor \frac{X}{t} \right\rfloor,
\]

where the equality (5) is achieved if and only if one of the following conditions holds:

1. Let \( \left\lfloor \frac{X}{t} \right\rfloor = M \in \mathbb{Z}, a + b = t, |A| = a \geq 1, |B| = b \geq 1, A \cap B = \Phi, A \cup B = \{1, \ldots, t\} \). If \( i \in B \), then \( x_i = M; \) if \( i \in A \), then \( x_i = M + 1 \).

2. \( x_i = M \) for all \( i = 1, \ldots, t \).

Lemma 10. ([26]) Let \( f, g \in \mathcal{B}F_n \). Then

\[
\sum_{\omega \in \mathbb{F}_2^n} \mathcal{F}(f \oplus \varphi_\omega)\mathcal{F}(g \oplus \varphi_\omega) = 2^n \mathcal{F}(D_{0^n}(f,g)).
\]

Lemma 11. Let \( f \in \mathcal{B}F_n \). Then

\[
\sum_{\omega \in \mathbb{F}_2^n} \mathcal{F}(f \oplus \varphi_\omega) = 2^n(-1)^{f(0^n)}.
\]

Lemma 12. ([11]) Let \( F = (f_1, \ldots, f_m) \) be an \((n,m)\)-function.

1. If \( F \) is a balanced \((n,m)\)-function, then

\[
\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m \cdot 2^{2n}.
\]

2. Otherwise, \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega \in [0, m^22^{2n}] \).

Lemma 12 implies that \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m \cdot 2^{2n} \) if \( F(x) \) is a balanced \((n,m)\)-function.
Theorem 13. Let $F = (f_1, \ldots, f_m)$ be an $(n,m)$-function.

(1) If $f_i \oplus f_j$ is a balanced Boolean function for $1 \leq i < j \leq m$, then we have

$$\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m \cdot 2^{2n}.$$  

(2) Otherwise, $\sum_{\omega \in \mathbb{F}_2^n} Y_\omega \in [0, m^2 2^{2n}]$.

Proof. According to the expression of $Y_\omega$, we have

$$\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = \sum_{\omega \in \mathbb{F}_2^n} [\sum_{i=1}^{m} F(f_i \oplus \varphi_\omega)]^2$$

$$= \sum_{\omega \in \mathbb{F}_2^n} [\sum_{i=1}^{m} F^2(f_i \oplus \varphi_\omega) + 2 \sum_{i<j} F(f_i \oplus \varphi_\omega) F(f_j \oplus \varphi_\omega)]$$

$$= \sum_{i=1}^{m} \sum_{\omega \in \mathbb{F}_2^n} F^2(f_i \oplus \varphi_\omega) + 2 \sum_{i<j} \sum_{\omega \in \mathbb{F}_2^n} F(f_i \oplus \varphi_\omega) F(f_j \oplus \varphi_\omega)$$

$$= m \cdot 2^{2n} + 2 \cdot 2^n \sum_{i<j} [D_0(f_i, f_j)]$$

$$= m \cdot 2^{2n} + 2 \cdot 2^n \sum_{i<j} [2^n - 2w_H(f_i \oplus f_j)].$$

(1) If $f_i \oplus f_j$ is a balanced Boolean function for $1 \leq i < j \leq m$, then $w_H(f_i \oplus f_j) = 2^{n-1}$, that is $\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m \cdot 2^{2n}$.

(2) If $f_i \oplus f_j$ is not a balanced Boolean function for $1 \leq i < j \leq m$, it is easy to verify $\sum_{\omega \in \mathbb{F}_2^n} Y_\omega \in [0, m^2 2^{2n}]$. \qed

Example 1. Let $F = (f_1, \ldots, f_m)$ be an $(n,m)$-function.

1) If $m = 1$, $F = f_1$, then

$$\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = \sum_{\omega \in \mathbb{F}_2^n} [F(f_1 \oplus \varphi_\omega)]^2 = 2^{2n}.$$  

It also means, $\sum_{\omega \in \mathbb{F}_2^n} Y_\omega$ can achieve the upper bound $m \cdot 2^{2n}$ ($m = 1$). Furthermore, \[ SNR(DPA) \left( F \right) = \sqrt{\frac{2^{2n}}{m!}}. \]

2) If $F = (f_1, \cdots, f_m)$, then

$$\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = \sum_{\omega \in \mathbb{F}_2^n} [\sum_{i=1}^{m} F(f_i \oplus \varphi_\omega)]^2$$

$$\leq \sum_{\omega \in \mathbb{F}_2^n} [\sum_{i=1}^{m} F^2(f_i \oplus \varphi_\omega)]^2$$

$$= m \cdot \sum_{\omega \in \mathbb{F}_2^n} \left[ \sum_{i=1}^{m} F^2(f_i \oplus \varphi_\omega) \right]$$

$$= m \cdot 2^{2n}, \tag{6}$$

where the equality (6) takes the equal if and only if $F(f_i \oplus \varphi_\omega) = F(f_j \oplus \varphi_\omega)$ with given $\omega \in \mathbb{F}_2^n$ for any $1 \leq i \neq j \leq m$. That is $f_1 = f_2 = \cdots = f_m$. It implies that $\sum_{\omega \in \mathbb{F}_2^n} Y_\omega$ reaches the upper bound $m^2 2^{2n}$.
3) If \( F = (f_1, \ldots, f_m) \) satisfies \( \sum_{\omega \in \mathbb{F}_2^n} f_i \ominus \varphi_\omega = 0 \) for any \( \omega \in \mathbb{F}_2^n \), then \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega = 0 \). For example, \( F = (f, f + 1) \), then \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega = 0 \).

4) If \( m = 4 \). The coordinate functions are defined as:

\[
\begin{align*}
    f_1(x, y_1, y_2) &= g(x) \oplus y_1 \oplus y_2, \\
    f_2(x, y_1, y_2) &= g(x) \oplus y_1, \\
    f_3(x, y_1, y_2) &= g(x) \oplus y_2, \\
    f_4(x, y_1, y_2) &= g(x),
\end{align*}
\]

where \( g \) is a bent \((n - 2)\)-function and \( n (n \geq 4) \) is even. Then we have the Walsh transform in Table 1, where \( \gamma \in \mathbb{F}_2^{n-2} \) and \( \gamma_1, \gamma_2 \in \mathbb{F}_2 \).

| \( \alpha = (\gamma, \gamma_1, \gamma_2) \) | \( (\gamma, 0, 0) \) | \( (\gamma, 0, 1) \) | \( (\gamma, 1, 0) \) | \( (\gamma, 1, 1) \) |
|---|---|---|---|---|
| \( \mathcal{F}(f_1 \oplus \varphi_\omega) \) | 0 | 0 | 0 | \( 2^2 \cdot \mathcal{F}(g \oplus \varphi_\gamma) \) |
| \( \mathcal{F}(f_2 \oplus \varphi_\omega) \) | 0 | 0 | 2\( 2^2 \cdot \mathcal{F}(g \oplus \varphi_\gamma) \) | 0 |
| \( \mathcal{F}(f_3 \oplus \varphi_\omega) \) | 0 | \( 2^2 \cdot \mathcal{F}(g \oplus \varphi_\gamma) \) | 0 | 0 |
| \( \mathcal{F}(f_4 \oplus \varphi_\omega) \) | \( 2^2 \cdot \mathcal{F}(g \oplus \varphi_\gamma) \) | 0 | 0 | 0 |

Table 1. Walsh transform of \( f_i \)

Note that \( g \) is a bent \((n - 2)\)-function, then (1) \( \mathcal{F}^2(g \oplus \varphi_\gamma) = 2^{n-2} \) for any \( \gamma \in \mathbb{F}_2^{n-2} \); (2) \( F \) is not a balanced function, and \( f_1 \oplus f_2, f_1 \oplus f_3, f_1 \oplus f_4, f_2 \oplus f_3, f_2 \oplus f_4, f_3 \oplus f_4 \) are balanced functions.

By Table 1, we have

\[
\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = \sum_{\omega \in \mathbb{F}_2^n} \left( \sum_{i=1}^m \mathcal{F}(f_i \oplus \varphi_\omega) \right)^2
\]

\[
= \sum_{\omega \in \mathbb{F}_2^n} \left[ 2^4 \cdot 2^{n-2} \right]
\]

\[
= 4 \cdot 2^{2n},
\]

i.e. \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega \) belongs to \([0, m^22^{2n}]\).

Moreover, we can calculate SNR(DPA)(\( F \)) = \( 2^{n/2} \).

From 4), we also find that \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m \cdot 2^{2n} \), if \( f_i \) and \( f_j \) are perfectly uncorrelated (or disjoint spectra functions) for any \( 1 \leq i \neq j \leq m \), where \( F = (f_1, \ldots, f_m) \).

\( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m2^{2n} \) plays an important role in obtaining the upper bound on the SNR of unbalanced \((n, m)\)-functions (see [11]). For \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega \) to reach \( m2^{2n} \), Theorem 13 is more detailed than Lemma 12. By Example 1, there are unbalanced \((n, m)\)-functions such that \( f_i \oplus f_j \ (1 \leq i < j \leq m) \) are balanced functions. Thus, compared with Lemma 12, Theorem 13 enables us to find more \((n, m)\)-functions satisfying: \( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m2^{2n} \).

Therefore, we have an upper bound on SNR(DPA)(\( F \)) for \( F = (f_1, \ldots, f_m) \) if \( f_i \oplus f_j \ (1 \leq i < j \leq m) \) are balanced functions.

**Theorem 14.** Let \( F = (f_1, \ldots, f_m) \) be an \((n, m)\)-function. If \( f_i \oplus f_j \ (1 \leq i < j \leq m) \) are balanced functions, then \( \text{SNR(DPA)}(F) \leq 2^{n/2} \).

4.1. The new upper bound on the SNR of balanced \((n, m)\)-functions.

Based on Lemma 12, it has been shown in [11] that the SNR of balanced \((n, m)\)-functions is bounded above by \( 2^{n/2} \). In this section, we verify that this upper bound cannot be tight at all.
Theorem 15. Let $F = (f_1, \ldots, f_m)$ ($f_i \in \mathcal{BF}_{n}, 1 \leq i \leq m$) be any balanced $(n, m)$-function. Then $\text{SNR}(DPA)(F) < 2^{n/2}$.

Proof. Assume $\text{SNR}(DPA)(F) = 2^{n/2}$, we have

$$\text{SNR}(DPA)(F) = \frac{m \cdot 2^{2n}}{\sqrt{\sum_{\omega \in \mathbb{F}_2^n} Y_\omega^2}} = 2^{n/2}.$$ 

By Cauchy’s inequality and $\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = m \cdot 2^{2n}$, we have

$$m^2 \cdot 2^{3n} = \sum_{\omega \in \mathbb{F}_2^n} Y_\omega^2 \geq \left( \sum_{\omega \in \mathbb{F}_2^n} Y_\omega \right)^2 = \left( \frac{m \cdot 2^{2n}}{2n} \right)^2 = m^2 \cdot 2^{3n}.$$ 

That is, $Y_\omega = \left( \sum_{i=1}^{m} F(f_i \oplus \phi_\omega) \right)^2 = m \cdot 2^n$ for any $\omega \in \mathbb{F}_2^n$. Moreover,

$$(7) \quad \sum_{i=1}^{m} F(f_i \oplus \phi_\omega) = \pm \sqrt{m \cdot 2^n}.$$ 

If $\omega = 0^n$ in (7), then (7) is equivalent to $\sum_{i=1}^{m} F(f_i \oplus \phi_{0^n}) = \pm \sqrt{m \cdot 2^n}$. Note that $F$ is a balanced $(n, m)$-function, then $f_i$ is a balanced function for $1 \leq i \leq m$. Thus, $F(f_i \oplus \phi_{0^n}) = 0$ for $1 \leq i \leq m$. That is, $0 = \pm \sqrt{m \cdot 2^n}$, this contradicts to $m \geq 1$ and $n \geq 1$. Therefore, we have $\text{SNR}(DPA)(F) < 2^{n/2}$. \hfill $\Box$

4.2. New upper bounds on the SNR of unbalanced $(n, m)$-functions.

In this section, the upper bound on the SNR of unbalanced $(n, m)$-functions is discussed by Hamming weight of the coordinate functions. Moreover, the upper bound on the SNR of bent $(n, m)$-functions is presented.

Theorem 16. Let $F = (f_1, \ldots, f_m)$ be an unbalanced $(n, m)$-function and $H_F = \sum_{i<j} [2^n - 2w_H(f_i \oplus f_j)]$. Then

$$(8) \quad \text{SNR}(DPA)(F) \leq \frac{m \sqrt{2^{3n}}}{m2^n + 2H_F},$$

where (8) takes the equal if and only if $Y_\omega = m \cdot 2^n + 2H_F$ for all $\omega \in \mathbb{F}_2^n$. 

Proof. According to the expression of $Y_\omega$, we have

\[
\sum_{\omega \in \mathbb{F}_2^n} Y_\omega = \sum_{\omega \in \mathbb{F}_2^n} \left( \sum_{i=1}^{m} \mathcal{F}(f_i \oplus \varphi_\omega) \right)^2
\]

\[
= \sum_{\omega \in \mathbb{F}_2^n} \left( \sum_{i=1}^{m} \mathcal{F}(f_i \oplus \varphi_\omega)^2 + 2 \sum_{i<j} \mathcal{F}(f_i \oplus \varphi_\omega) \mathcal{F}(f_j \oplus \varphi_\omega) \right)
\]

\[
= \sum_{i=1}^{m} \sum_{\omega \in \mathbb{F}_2^n} \mathcal{F}(f_i \oplus \varphi_\omega)^2 + 2 \sum_{i<j} \sum_{\omega \in \mathbb{F}_2^n} \mathcal{F}(f_i \oplus \varphi_\omega) \mathcal{F}(f_j \oplus \varphi_\omega)
\]

\[
= m \cdot 2^{2n} + 2 \sum_{i<j} 2^n \mathcal{F}(D_0^\omega(f_i, f_j))
\]

\[
= m \cdot 2^{2n} + 2^{n+1} \sum_{i<j} [2^n - 2w_H(f_i \oplus f_j)]
\]

\[
= m \cdot 2^{2n} + 2^{n+1} H_F.
\]

Let $X = m \cdot 2^{2n} + 2^{n+1} H_F$, $t = 2^n$ and $\lfloor \frac{X^2}{t} \rfloor = m \cdot 2^n + 2H_F$ in Lemma 9, we have

\[
\sum_{\omega \in \mathbb{F}_2^n} Y_\omega^2 \geq 2(m \cdot 2^{2n} + 2^{n+1} H_F)(m \cdot 2^n + 2H_F) - 2[m \cdot 2^n + 2H_F]^2
\]

\[
+ (m \cdot 2^{2n} + 2^{n+1} H_F) - 2^n(m \cdot 2^n + 2H_F)
\]

\[
= m^2 2^{3n} + 4m \cdot 2^{2n} H_F + 4 \cdot 2^n H_F^2
\]

\[
= 2^n(m \cdot 2^n + 2H_F)^2.
\]

Moreover, we have

\[
\text{SNR}(DPA)(F) = \frac{m \cdot 2^{2n}}{\sqrt{\sum_{\omega \in \mathbb{F}_2^n} Y_\omega^2}} \leq \frac{m \cdot 2^{2n}}{\sqrt[2]{2^n(m \cdot 2^n + 2H_F)^2}}
\]

\[
= \frac{m \sqrt{2^{3n}}}{m 2^{2n} + 2H_F}.
\]

By Lemma 9, we consider two cases.

1) If $Y_\omega$ satisfies the first condition in Lemma 9, then we have $M = \lfloor \frac{X}{t} \rfloor = m \cdot 2^n + 2H_F \in \mathbb{Z}$, where $a + b = 2^n, |A| = a \geq 1, |B| = b \geq 1, A \cap B = \Phi, A \cup B = \mathbb{F}_2^n$. (If $\omega \in B$, then $Y_\omega = M$, and if $\omega \in A$, then $Y_\omega = M + 1$). Actually, $\mathcal{F}(f \oplus \varphi_\omega) \equiv 0 \mod 4$ for any balanced Boolean function $f(x) \in BF_n (\omega \in \mathbb{F}_2^n)$, then we have $Y_\omega \equiv 0 \mod 16$ for $\omega \in \mathbb{F}_2^n$, i.e. $Y_\omega \neq M + 1$. This is impossible.

2) If $Y_\omega$ satisfies the second condition in Lemma 9, then $Y_\omega = M = m \cdot 2^n + 2H_F$ for all $\omega \in \mathbb{F}_2^n$. \hfill \Box

Remark 1. Theorem 16 also implies two facts:

1) This new upper bound on the SNR of an unbalanced $(n,m)$-function is presented for the first time, which is determined by the Hamming weight of the sum functions. In other word, if we know the Hamming weight of the sum functions, the exact upper bound on the SNR of unbalanced $(n,m)$-functions can be attained easily.
2) If $f_i \oplus f_j$ ($1 \leq i < j \leq m$) are balanced functions, then we have $H_F = 0$, i.e. $SNR(DPA)(F) \leq 2^{n/2}$. This upper bound is the same as the bound in Theorem 14.

**Example 2.** Let $F = (f, 1 \oplus f)$ be an $(n,2)$-function, where $f$ is a bent function. Then we have $Y_\omega = 2 \cdot 2^n - 2 \cdot 2^0$ for all $\omega \in \mathbb{F}_2^n$, and $SNR(DPA)(F) = \frac{2\sqrt{2^n}}{2^{n/2}} = 2^{n/2}$.

The lower bound on the SNR of bent $(n,m)$-functions was obtained in [11], but the upper bound on the SNR was not provided. Theorem 16 gives the upper bound on the SNR of a bent $(n,m)$-function since any bent function is unbalanced. Generally, for a bent $(n,m)$-function we have Corollary 1.

**Corollary 1.** Let $F = (f_1, \ldots, f_m)$ be a bent $(n,m)$-function ($m \leq n/2$). Then

$$SNR(DPA)(F) \leq \frac{2^n}{2^{n/2} - m + 1}.$$  

**Proof.** Since $F = (f_1, \ldots, f_m)$ is a bent $(n,m)$-function, $f_i \oplus f_j$ are also bent function for any $1 \leq i \neq j \leq m$, that is, $w_H(f_i \oplus f_j) = 2^{n-1} \pm 2^{n/2-1}$. Thus

$$H_F = \sum_{i<j} [2^n - 2w_H(f_i \oplus f_j)]$$

$$\geq \sum_{i=1}^m \sum_{1<i<j} [2^n - 2(2^{n-1} + 2^{n/2-1})]$$

$$= -m(m-1)2^{n/2-1}.$$  

Thus, we have

$$SNR(DPA)(F) \leq \frac{m\sqrt{2^{3n}}}{m \cdot 2^n + 2H_F} = \frac{2^n}{2^{n/2} - m + 1}.$$  

In Corollary 1, we find $SNR(DPA)(F) < 2^{n/2}$ for $m \geq 2$. In particular, if $m = 1$, we have $SNR(DPA)(F) \leq 2^{n/2}$.

### 4.3. The relationships between the SNR and other cryptographic properties.

In this section, the relationships between the SNR and other cryptographic properties are discussed.

**Theorem 17.** Let $F = (f_1, \ldots, f_m)$ be an $(n,m)$-function. Then

$$SNR(DPA)(F) = \frac{m\sqrt{2^{3n}}}{\sqrt{\Gamma_F}},$$

where

$$\Gamma_F^2 = \sum_{i=1}^m V(f_i) + 4 \sum_{i=1}^m \sum_{j \neq i} \sigma_{f_i,f_j}^{(3,1)} + 6 \sum_{i=1}^m \sum_{i<j} \sigma_{f_i,f_j}^{(2,2)} + 12 \sum_{i=1}^m \sum_{i<j<k} \sigma_{f_i,f_j,f_k}^{(2,1,1)} + 24 \sum_{i=1}^m \sum_{i<j<k<l} \sigma_{f_i,f_j,f_k,f_l}^{(1,1,1,1)}.$$
Proof. According to Definition 3, we have

\[
\Gamma_F = \sum_{\alpha \in \mathbb{F}_2^n} \left[ \sum_{i=1}^{m} \mathcal{F}(f_i \oplus \varphi_\alpha) \right]^4
\]

\[
= \sum_{\alpha \in \mathbb{F}_2^n} \sum_{i=1}^{m} \mathcal{F}^4(f_i \oplus \varphi_\alpha) + 4 \sum_{i=1}^{m} \sum_{j \neq i} \mathcal{F}^3(f_i \oplus \varphi_\alpha)(f_j \oplus \varphi_\alpha)
\]

\[
+ 6 \sum_{i=1}^{m} \sum_{j \neq i} \mathcal{F}^2(f_i \oplus \varphi_\alpha)\mathcal{F}^2(f_j \oplus \varphi_\alpha)
\]

\[
+ 12 \sum_{i=1}^{m} \sum_{i<j<k} \mathcal{F}(f_i \oplus \varphi_\alpha)\mathcal{F}(f_j \oplus \varphi_\alpha)\mathcal{F}(f_k \oplus \varphi_\alpha)
\]

\[
+ 24 \sum_{i=1}^{m} \sum_{i<j<k<l} \mathcal{F}(f_i \oplus \varphi_\alpha)\mathcal{F}(f_j \oplus \varphi_\alpha)\mathcal{F}(f_k \oplus \varphi_\alpha)\mathcal{F}(f_l \oplus \varphi_\alpha).
\]

By Definition 5, we have

\[
\Gamma_F = 2^n \sum_{i=1}^{m} \mathcal{V}(f_i) + 4 \sum_{i=1}^{m} \sum_{j \neq i} \sigma_{f_i,f_j}^{(3,1)} + 6 \sum_{i=1}^{m} \sum_{i<j} \sigma_{f_i,f_j}^{(2,2)}
\]

\[
+ 12 \sum_{i=1}^{m} \sum_{i<j<k} \sigma_{f_i,f_j,f_k}^{(2,1,1)} + 24 \sum_{i=1}^{m} \sum_{i<j<k<l} \sigma_{f_i,f_j,f_k,f_l}^{(1,1,1,1)}.
\]

Moreover, we have Corollary 2.

**Corollary 2.** Let \( F = (f_1, \ldots, f_m) \) be an \((n,m)\)-function. If \( f_i \) and \( f_j \) are perfectly uncorrelated for any \( 1 \leq i < j \leq m \), then we have

\[
SNR(DPA)(F) = \frac{m\sqrt{2^{3n}}}{\sqrt{\sum_{i=1}^{m} \mathcal{V}(f_i)}}.
\]

**Proof.** Since \( f_i \) and \( f_j \) are perfectly uncorrelated for any \( 1 \leq i < j \leq m \), that is, \( \mathcal{F}(f_i \oplus \varphi_\omega)\mathcal{F}(f_j \oplus \varphi_\omega) = 0 \) for \( \omega \in \mathbb{F}_2^n \) and \( 1 \leq i < j \leq m \) [17]. By Theorem 17, we easily attain this result. \( \square \)

**Remark 2.**

1) Let \( F = (f_1, \ldots, f_m) \) be a \( r \)-order plateaued \((n,m)\)-function [24]. If \( f_i \) and \( f_j \) are perfectly uncorrelated for \( 1 \leq i < j \leq m \), then we have \( SNR(DPA)(F) = \sqrt{m \cdot 2^r} \).

2) Let \( F = (f_1, \ldots, f_m) \) be a bent \((n,m)\)-function. If \( f_i \) and \( f_j \) are perfectly uncorrelated for \( 1 \leq i < j \leq m \), then we have \( SNR(DPA)(F) = \sqrt{m \cdot 2^n} \).

**Theorem 18.** Let \( F = (f_1, \ldots, f_m) \) be an \((n,m)\)-function. Then

\[
SNR(DPA)(F) \geq \frac{m\sqrt{2^{3n}}}{\sqrt{\Gamma_F^*(\sigma)}}.
\]
where
\[
\Gamma_P^*(\sigma) = \sum_{i=1}^{m} V(f_i) + 4 \sum_{i=1}^{m} \sum_{i<j} (V(f_i))^\frac{1}{2} (V(f_j))^\frac{1}{2} + 6 \sum_{i=1}^{m} \sum_{i<j} (V(f_i))^\frac{1}{2} (V(f_j))^\frac{1}{2} + 12 \sum_{i=1}^{m} \sum_{i<j<k} (V(f_i))^\frac{1}{2} (V(f_j))^\frac{1}{2} (V(f_k))^\frac{1}{2} + 24 \sum_{i=1}^{m} \sum_{i<j<k<l} (V(f_i))^\frac{1}{2} (V(f_j))^\frac{1}{2} (V(f_k))^\frac{1}{2} (V(f_l))^\frac{1}{2}.
\]

**Proof.** By Theorem 8 and \(V(f, g) \leq V(f)^\frac{1}{2} V(g)^\frac{1}{2}\) for any \(f(x), g(x) \in \mathcal{B} \mathcal{F}_n\) [27], we easily attain this result.

Actually, Theorem 18 gives the relationship between \(SNR(DPA)(F)\) and \(V(f_i)\) \((1 \leq i \leq m)\), and implies that \(SNR(DPA)(F)\) becomes smaller, if \(V(f_i)\) \((1 \leq i \leq m)\) becomes larger. Based on Theorem 18 for any \(f \in \mathcal{B} \mathcal{F}_n\), we have \(V(f) \leq 2^n |\mathcal{L}_f| \) [24], where \(\mathcal{L}_f = \max_{\alpha \in \mathbb{F}_2^m} |\mathcal{F}(f) \oplus \varphi_\alpha|\), and then we easily deduce Corollary 3.

**Corollary 3.** Let \(F = (f_1, \ldots, f_m)\) be an \((n, m)\)-function. Then
\[
SNR(DPA)(F) \geq \frac{m^{2^n}}{\Gamma_P^*(\mathcal{L})},
\]
where
\[
\Gamma_P^{**}(\mathcal{L}) = \sum_{i=1}^{m} \mathcal{L}_i^2 + 4 \sum_{i=1}^{m} \sum_{i<j} \mathcal{L}_i^2 \mathcal{L}_j^2 + 6 \sum_{i=1}^{m} \sum_{i<j} \mathcal{L}_i \mathcal{L}_j + 12 \sum_{i=1}^{m} \sum_{i<j<k} \mathcal{L}_i \mathcal{L}_j \mathcal{L}_k + 24 \sum_{i=1}^{m} \sum_{i<j<k<l} \mathcal{L}_i \mathcal{L}_j \mathcal{L}_k \mathcal{L}_l.
\]

**Remark 3.** Corollary 3 gives the relationship between \(SNR(DPA)(F)\) and \(\mathcal{L}_f\) \((1 \leq i \leq m)\), and implies that \(SNR(DPA)(F)\) becomes smaller, if \(\mathcal{L}_f\) \((1 \leq i \leq m)\) becomes larger. Based on Theorem 18 and Corollary 3, we can also derive the relationship between \(SNR(DPA)(F)\) and the nonlinearity of the coordinate functions \(nl(f_i)\) \((1 \leq i \leq m)\).

The relationship between \(SNR(DPA)(F)\) and \(nl(f_i)\) \((1 \leq i \leq m)\).
\[
SNR(DPA)(F) \geq \frac{m^{2^n}}{\Gamma_P^{**}(\mathcal{N})},
\]
where
\[
\Gamma_P^{**}(\mathcal{N}) = \sum_{i=1}^{m} (2^n - 2nl(f_i))^2 + 4 \sum_{i=1}^{m} \sum_{i<j} (2^n - 2nl(f_i))^\frac{1}{2} (2^n - 2nl(f_j))^\frac{1}{2} + 6 \sum_{i=1}^{m} \sum_{i<j} (2^n - 2nl(f_i))^\frac{1}{2} (2^n - 2nl(f_j))^\frac{1}{2} + 12 \sum_{i=1}^{m} \sum_{i<j<k} (2^n - 2nl(f_i))^\frac{1}{2} (2^n - 2nl(f_j))^\frac{1}{2} (2^n - 2nl(f_k))^\frac{1}{2} + 24 \sum_{i=1}^{m} \sum_{i<j<k<l} [(2^n - 2nl(f_i))(2^n - 2nl(f_j))(2^n - 2nl(f_k))(2^n - 2nl(f_l))^\frac{1}{2}].
\]
At the end of this section, we summarize some bounds on the SNR of \((n, m)\)-functions in Table 2.

**Table 2.** The signal-to-noise ratio bounds on S-boxes \(F = (f_1, \ldots, f_m)\)

| Ref. | \(SNR\) | S-Box type                      |
|------|----------|---------------------------------|
| [11] | \(1 \leq SNR \leq 2^{n/2}\) | Balanced S-Boxes                |
| Theorem 15 | \(SNR < 2^{n/2}\) | Balanced S-Boxes                |
| [11] | \(1/m \leq SNR\) | Unbalanced S-Boxes              |
| Theorem 16 | \(SNR \leq m \cdot \frac{2^{n/2}}{m^{2^n} + 2H_F}\) | Unbalanced S-Boxes              |
| [11] | \(2^{n/2}/q \approx SNR\) | Bent S-Boxes                    |

**Corollary 1**

\(SNR \leq 2^{n/2}\)

\(f_i\) and \(f_j\) are perfectly uncorrelated \((1 \leq i < j \leq m)\)

**Corollary 2**

\(SNR = m \sqrt{\frac{2^m}{\sum_{i=1}^{m} V(f_i)}}\)

4.4. **The signal-to-noise ratio of affine equivalence S-boxes.**

Some of the SNR of \((8, 8)\) S-boxes (included \((8, 8)\)-linear S-boxes, DES S-box, AES S-box, Bent S-box, etc) were proposed in [11], however the SNR of \((4, 4)\) S-boxes are not investigated. Notice that some \((4, 4)\) S-boxes are extensively used in many encryption algorithms, which are used in resource constrained environments. The number of bijective mappings (affine equivalence) \(F : F_2^n \to F_2^m\), was determined in [5], where the number of affine equivalence S-boxes is 302.

In what follows, the affine invariant property of \(SNR(DPA)(F)\) will be discussed. Notice that some cryptographic properties remain invariant under affine equivalence, e.g. nonlinearity, algebraic degree, etc. More specifically, let \(S_1\) and \(S_2\) be two balanced \((n, n)\)-functions, if there exists a pair of invertible affine mappings \(A\) and \(B\) such that \(B^{-1} \circ S_2 \circ A = S_1\), then we call \(S_1\) and \(S_2\) are affine equivalent. Each of these affine mappings can be expressed as a linear transform followed by an addition, which leads to an affine equivalence relation:

\[S_1(x) = B^{-1} \cdot S_2(A \cdot x \oplus a) \oplus b, x \in F_2^n,\]

where \(A\) is an invertible \(n \times n\)-bit linear mapping, \(B\) is an invertible \(m \times m\)-bit linear mapping, \(a\) is an \(n\)-bit constant and \(b\) is an \(m\)-bit constant.

**Theorem 19.** Let \(F = (f_1, \ldots, f_m)\) be a balanced \((n, m)\)-function. Then

\[SNR(DPA)(F(A \cdot x \oplus c)) = SNR(DPA)(F(x)),\]

where \(A\) is an invertible \(n \times n\)-bit linear mapping and \(c \in F_2\).

**Proof.** For convenience, let \(h_i(x) = f_i(A \cdot x \oplus c)\) for \(1 \leq i \leq n\), we need to prove \(SNR(DPA)(F) = SNR(DPA)(H)\) for \(H = (h_1, \ldots, h_m)\).

By Definition 3, we have

\[\Gamma_H = \sum_{\alpha \in F_2^n} \left| \sum_{i=1}^{m} F(h_i \oplus \varphi_{\alpha}) \right|^4\]

\[= \sum_{\alpha \in F_2^n} \left( \sum_{i=1}^{m} \sum_{x \in F_2^n} (-1)^{h_i(x) \oplus \varphi_{\alpha} x} \right)^4\]
Let $\alpha \in \mathbb{F}_2^n$. Then
\[
\sum_{i=1}^{m} \sum_{x \in \mathbb{F}_2^n} (-1)^{f_i(x) \cdot \Theta \cdot \alpha \cdot x} = \sum_{\alpha \in \mathbb{F}_2^n} \sum_{i=1}^{m} \sum_{x \in \mathbb{F}_2^n} (-1)^{f_i(y) \cdot \Theta \cdot \alpha \cdot A^{-1}(y \cdot c)}
\]
\[
= \sum_{\alpha \in \mathbb{F}_2^n} \sum_{i=1}^{m} (-1)^{A^{-1} \cdot c} \sum_{y=A \cdot x \oplus c \cdot x \in \mathbb{F}_2^n} (-1)^{f_i(y) \cdot \Theta \cdot \alpha \cdot A^{-1} \cdot y}
\]
\[
= \sum_{\alpha \in \mathbb{F}_2^n} [(-1)^{A^{-1} \cdot c}]^4 \sum_{i=1}^{m} \mathcal{F}(f_i \oplus \varphi_{A\cdot i})
\]
\[
= \sum_{\beta=\alpha \cdot A^{-1}, \alpha \in \mathbb{F}_2^n} \left[ \sum_{i=1}^{m} \mathcal{F}(f_i \oplus \varphi_{\beta}) \right]^4
\]
\[
= \Gamma_{F}.
\]
Therefore, we have $SNR(DPA)(F(A \cdot x \oplus c)) = SNR(DPA)(F(x))$. □

On the other hand, we consider $SNR(DPA)(F(A \cdot x \oplus c) \oplus d) = SNR(DPA)(F(x))$ for any affine permutation $A \in \mathbb{F}_n$ and $c, d \in \mathbb{F}_2^n$. For affine equivalent, we have Theorem 20.

**Theorem 20.** Let $F = (f_1, \ldots, f_m)$ be a balanced $(n, m)$-function. Then $SNR(DPA)(F) \neq SNR(DPA)(B \circ F)$ for some affine permutation $B \in \mathbb{F}_n$.

**Proof.** Let $F(x, y) = (f_1(x, y), \ldots, f_m(x, y))$ and $G(x, y) = (g_1(x, y), \ldots, g_m(x, y))$ be two balanced $(n + m, m)$-functions, and define $f_i, g_i$ as
\[
f_i(x, y) = g(x) \oplus y, \ i = 1, 2, \ldots, m;
\]
\[
g_j(x, y) = y_j \oplus y_j, \ g_j(x, y) = f_j(x, y), \ j = 2, \ldots, m,
\]
where $n$ is even, $x = (x_1, \ldots, x_n) \in \mathbb{F}_2^n$, $y = (y_1, \ldots, y_m) \in \mathbb{F}_2^m$, $g \in \mathcal{B}_n$ is a bent function.

Then $F$ and $G$ are affine equivalent S-boxes under affine transformation $B$, i.e., $G = B \circ F$:
\[
B = \begin{pmatrix}
1 & 1 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1
\end{pmatrix}_{m \times m}
\]

It can be verified that $f_i$ and $f_j$ $(1 \leq i \neq j \leq m)$ are perfectly uncorrelated, but $g_i$ and $g_j$ $(1 \leq i \neq j \leq m)$ are perfectly uncorrelated. By Corollary 2, we can easily calculate the distribution of Walsh transform with coordinate functions of $F$ and $G$.

For any $\gamma = (\alpha, \beta)$ and $\alpha \in \mathbb{F}_2^n, \beta \in \mathbb{F}_2^m$, we have
\[
\mathcal{F}(f_i \oplus \varphi_{\gamma}) = \left\{ \begin{array}{ll}
2^m \mathcal{F}(g \oplus \varphi_{\alpha}), & \gamma = (0^n, 1^m), \\
0, & \gamma \neq (0^n, 1^m), \ i = 1, 2, \ldots, m,
\end{array} \right.
\]
where $1^m$ means that the $i$-th position is 1, and the remaining positions are 0. And
\[
\mathcal{F}(g_1 \oplus \varphi_{\gamma}) = \left\{ \begin{array}{ll}
2^{n+1}, & \gamma = (0^n, 1, 1, 0, \cdots, 0), \\
0, & \gamma \neq (0^n, 1, 1, 0, \cdots, 0).
\end{array} \right.
\]
Note that \( g \) is a bent function such that \(| \mathcal{F}(g \oplus \varphi_\alpha) | = 2^{n/2}\) for any \( \alpha \in \mathbb{F}_2^n \).

Moreover, we have
\[
\text{SNR}(DPA)(F) = \frac{m \sqrt{2^{3(n+m)}}}{\sqrt{\frac{1}{2^{m+n}} (2^m \cdot 2^{n/2})^4 \times 4}} = \sqrt{m} 2^n.
\]
\[
\text{SNR}(DPA)(G) = \frac{m \sqrt{2^{3(n+m)}}}{\sqrt{\frac{1}{2^{m+n}} (2^m \cdot 2^{n/2})^4 \times (m-1) + \frac{1}{2^{m+n}} (2^{n+1})^4}} = \frac{m 2^n}{\sqrt{m-1 + 2^{2n}}}.
\]

We have \( \text{SNR}(DPA)(F) \neq \text{SNR}(DPA)(G) \).

From Theorem 20, we know that \( \text{SNR}(DPA)(F) \) is not affine invariant. In Section 5, some simulations that support Theorems 19 and 20 are made for \((4,4)\)-functions.

4.5. THE RELATIONSHIP BETWEEN THE SNR AND THE RTO.

In this section, the relationship between the SNR and the RTO for any \((n,m)\)-function is established.

In 2005, the notion of transparency order (TO) was proposed by Prouff et al. in [16], and this notion was also defined in terms of the auto-correlation coefficients of S-boxes. However, in 2017 Chakraborty et al. [8] identified certain limitations of the original definition in [16], and they presented the definition of transparency order (RTO) based on the cross-correlation coefficients of \((n,m)\)-functions.

Lemma 21. ([8]) Let \( F = (f_1, \ldots, f_m) \) be an \((n,m)\)-function. \( \text{RTO}(F) \) has the following lower bound
\[
m - \frac{\sqrt{2^n - 1}}{2^{2n} - 2^n} \sum_{j=1}^{m} \left( \sum_{i=1}^{m} \sum_{a \in \mathbb{F}_2^n} \mathcal{F}^2(f_i \oplus \varphi_\alpha) \mathcal{F}^2(f_j \oplus \varphi_\alpha) \right) + 2 \sum_{1 \leq i < k \leq m} \sum_{a \in \mathbb{F}_2^n} \mathcal{F}(f_i \oplus \varphi_\alpha) \mathcal{F}^2(f_j \oplus \varphi_\alpha) \mathcal{F}(f_k \oplus \varphi_\alpha) \right)^{1/2}.
\]

The expression of \( \left[ \sum_{i=1}^{m} f_i^\alpha \right]^4 \) in Definition 3 is given in Lemma 22.

Lemma 22. Let \( F = (f_1, \ldots, f_m) \) be an \((n,m)\)-function. Then
\[
\left[ \sum_{i=1}^{m} f_i^\alpha \right]^4 = \sum_{i=1}^{m} (f_i^\alpha)^4 + 4 \sum_{1 \leq i < j \leq m} (f_j^\alpha)^3 (f_i^\alpha) + 6 \sum_{1 \leq i < j \leq m} (f_j^\alpha)^2 (f_i^\alpha)^2
\]
\[
+ 12 \sum_{j=1}^{m} \sum_{i,j < k < \ell} (f_j^\alpha)^2 (f_i^\alpha) (f_k^\alpha) + 24 \sum_{1 \leq i < j < k < \ell \leq m} (f_i^\alpha) (f_j^\alpha) (f_k^\alpha) (f_\ell^\alpha),
\]
where \( f_i^\alpha = \mathcal{F}(f_i \oplus \varphi_\alpha) \) for \( 1 \leq i \leq m \) and \( \alpha \in \mathbb{F}_2^n \).

Moreover, we also give another form of Lemma 22.
Lemma 23. Let $F = (f_1, \ldots, f_m)$ be an $(n, m)$-function. Then
\[
\sum_{j=1}^{m} \sum_{i=1}^{m} (f_i^*)^2(f_j^*)^2 = \sum_{j=1}^{m} (f_i^*)^4 + 2 \sum_{1 \leq i < j \leq m} (f_i^*)^2(f_j^*)^2 + 4 \sum_{1 \leq i < j \leq m} (f_i^*)^3(f_j^*)^2
\]
\[+ 2 \sum_{j=1}^{m} \sum_{i,j,k,\ell \neq j} (f_i^*)^2(f_j^*)^2(f_k^*)^2(f_{\ell}^*)^2,\]
where $f_i^* = F(f_i \oplus \varphi_\alpha)$ for $1 \leq i \leq m$ and $\alpha \in \mathbb{F}_2^n$.

Based on Lemma 22 and Lemma 23, we have Theorem 24.

Theorem 24. Let $F = (f_1, \ldots, f_m)$ be a balanced $(n, m)$-function. Then
\[
\text{RTO}(F) \geq m - \sqrt{m(2^n - 1)} \left( \frac{m \cdot 2^{2n}}{\text{SNR}(DPA)(F)} \right)^{1/2} - \sum_{\alpha \in \mathbb{F}_2^n} \left( 4 \sum_{1 \leq i < j \leq m} (f_i^*)^2(f_j^*)^2 \right)
\]
\[+ 10 \sum_{j=1}^{m} \sum_{i,j,k,\ell \neq j} (f_i^*)^2(f_j^*)^2(f_k^*)^2(f_{\ell}^*)^2,\]
where $f_i^* = F(f_i \oplus \varphi_\alpha)$ for $1 \leq i \leq m$ and $\alpha \in \mathbb{F}_2^n$.

Remark 4. Although this relationship is rather rough, it can also reflect the relationship between the SNR and the RTO. Moreover, the definition of the SNR in [11] can be expressed by
\[
\text{SNR}(DPA)(F) = \frac{m \cdot 2^{2n}}{\left( \sum_{\alpha \in \mathbb{F}_2^n} (\sum_{i=1}^{m} F(f_i \oplus \varphi_\alpha))^4 \right)^{1/2}},
\]
\[
\sum_{\alpha \in \mathbb{F}_2^n} (\sum_{i=1}^{m} F(f_i \oplus \varphi_\alpha))^4 = \left( \frac{m \cdot 2^{2n}}{\text{SNR}(DPA)(F)} \right)^2 \geq 0,
\]
i.e.
\[
\left( \frac{m \cdot 2^{2n}}{\text{SNR}(DPA)(F)} \right)^2 \geq \sum_{\alpha \in \mathbb{F}_2^n} \left( 4 \sum_{1 \leq i < j \leq m} (f_i^*)^2(f_j^*)^2 \right)
\]
\[+ 10 \sum_{j=1}^{m} \sum_{i,j,k,\ell \neq j} (f_i^*)^2(f_j^*)^2(f_k^*)^2(f_{\ell}^*)^2 \geq 0.
\]

Combining the relation (5) and Theorem 24, we have
\[
\text{RTO}(F) \geq m - \sqrt{m(2^n - 1)} \left( \frac{m \cdot 2^{2n}}{\text{SNR}(DPA)(F)} \right)^{1/2}.
\]
It implies that the $\text{SNR}(DPA)(F)$ becomes larger, if $\text{RTO}(F)$ becomes larger.
5. Experimental data

By Theorem 19 and Theorem 20, we know that the SNR is not affine invariant. In the following we analyse SNR of (4,4) S-boxes. We know that a balanced (4,4) S-box corresponds to a 16-bit permutation, and the number of 16-bit permutations is 16! (= 2092278988800), which is about $2^{44.25}$. Moreover, according to the definition of the SNR, the Walsh transform of four component functions have to be calculated, and the number of the addition ($\sum$) in the Walsh transform for four component functions is at least $4 \times 2^4 \times 2^4 = 2^{10}$. If we ignore the scale of logical operations (for example vector inner product $\omega \cdot x$, addition $f(x) \oplus \omega \cdot x$, $(-1)^{f(x) \oplus \omega \cdot x}$, $x, \omega \in F_{2^2}$), this will take at least $2^{54.25}$ operations to calculate the SNR of all permutations.

It is almost infeasible for ordinary platform to finish simulations of the SNR of all balanced (4,4) S-boxes in some months. In this case, we only focus on calculating the SNR of (4,4) S-boxes in two aspects (see Section 5.1 and Section 5.2).

5.1. 302 affine equivalent S-boxes of all balanced (4,4) S-boxes.
Firstly, we give the SNR of 302 (4,4) S-boxes (affine equivalent [5]) in Table 3. And then we give the SNR of S-boxes in some well known encryption algorithms (such as Lblock [22], PRESENT [4], Piccolo [18], SKINNY [3], MANTIS [3], Marvin [19], Midori [1] and Gift [2]) in Table 4.

| Class | SNR(DPA)(F)_{(4,4)} | Number | Per(%) |
|-------|---------------------|--------|--------|
| 0     | 1.612137            | 1      | 0.33   |
| 1     | 1.663601            | 2      | 0.66   |
| 2     | 1.691253            | 9      | 2.98   |
| 3     | 1.705606            | 1      | 0.33   |
| 4     | 1.783290            | 1      | 0.33   |
| 5     | 1.976967            | 1      | 0.33   |
| 6     | 2.000000            | 1      | 0.33   |
| 7     | 2.023858            | 57     | 18.87  |
| 8     | 2.074252            | 14     | 4.64   |
| 9     | 2.128608            | 10     | 3.31   |
| 10    | 2.187475            | 43     | 14.24  |
| 11    | 2.218801            | 6      | 1.99   |
| 12    | 2.251512            | 4      | 1.32   |
| 13    | 2.398501            | 42     | 13.91  |
| 14    | 2.483682            | 29     | 9.60   |
| 15    | 2.529822            | 11     | 3.64   |
| 16    | 2.578633            | 16     | 5.30   |
| 17    | 2.685380            | 39     | 12.91  |
| 18    | 2.806586            | 6      | 1.99   |
| 19    | 2.945383            | 7      | 2.32   |
| 20    | 3.023716            | 1      | 0.33   |
| 21    | 3.108115            | 1      | 0.33   |
A note on the Signal-to-noise ratio of \((n,m)\)-functions

Table 4. The SNR of well known S-boxes

| Name of algorithm | S-box | SNR(DPA)(S-box)_{(4,4)} |
|-------------------|-------|-------------------------|
| Lblock [22]       | E9F0D4AB128376C5 | 2.945839 |
|                   | 4BE9FD0A7C562813 | 2.806586 |
|                   | 1E7CFD06B593248A | 2.806586 |
|                   | 768B0F3E9ACD5241 | 2.945839 |
|                   | E5F072CD1849BA63 | 2.945839 |
|                   | 2DBCFE097A631845 | 2.806586 |
|                   | B94E0FAD6C573812 | 2.945839 |
|                   | DAF0E49B218375C6 | 2.945839 |
|                   | 87E5FD06BC9A2413 | 2.806586 |
|                   | B5F0729D481CEA36 | 2.945839 |
| PRESENT [4]       | C56B90AD3EF84712 | 2.128608 |
| Piccolo [18]      | E4B238091A7F6C5D | 3.108115 |
| SKINNY [3]        | C6901A2B385D4E7F | 2.685380 |
| MANTIS [3]        | CAD3EBF789150246 | 1.663601 |
| Marvin [19]       | 021B83ED46F5C79A | 3.023716 |
| Midori [1]        | CAD3EBF789150246 | 1.663601 |
|                   | 1053E2F7DA9BC846 | 2.128608 |
| Gift [2]          | 1A4C6F392DB7508E | 2.398501 |

Remark 5. From Tables 3 and 4, we find three facts.

1) Table 3 gives the SNR of all 302 S-boxes of size \(4 \times 4\), which obtains a somewhat better insight in the behavior of this parameter. Our simulations also show that the SNR is confined within the range \(1.612137 \leq SNR(DPA)(F) \leq 3.108115\), which is consistent with the theoretical bound \(1 \leq SNR(DPA)(F) < 4\) for \((4,4)\) S-boxes (see Theorem 15).

2) In Table 3, the number of the SNR in the range \(SNR(DPA)(F)_{(4,4)} = [2.023858, 2.945839]\) equals to 284 = 57 + 14 + 11 + 42 + 6 + 10 + 43 + 6 + 39 + 6 + 7, which corresponds to about 94.04% of their total number. If we randomly select a \((4,4)\) S-box, the probability of the SNR for all \((4,4)\) S-boxes falling into the range \([2.023858, 2.945839]\) is 94.04%, which is quite high.

3) In Table 4, the SNR of 14 S-boxes (in 18 S-boxes with the well known encryption algorithms) is located in the range \([2.023858, 2.945839]\), and the SNR reaches the maximum value 3.108115 for only one S-box. It directly means the SNR of the \((4,4)\) S-boxes used in these algorithm is highly consistent to the SNR of 302 affine equivalent classes S-box.

5.2. The SNR of 16 classes of optimal \((4,4)\) S-boxes.

In 2007, Leander et al. gave 16 classes optimal \((4,4)\) S-boxes in [14]. These S-boxes satisfy three cryptographic properties: 1) the linearity is 8; 2) the difference is 8; 3) the algebraic degree is 3. The representatives of the truth table are put in Table 5.

By Theorem 19 and Theorem 20, for each type of S-box \(G = (g_1, g_2, g_3, g_4)\) \((g_i \in BF_4, i = 1, 2, 3, 4)\), we can calculate the SNR of its affine equivalent S-box \(A \circ G\) \((A\) is an invertible \(4\times4\) matrix in \(F_2\)). Here we do not consider the case of \(G(x \circ A \oplus b)\) \((A\) is an invertible \(4\times4\) matrix in \(F_2\), \(b \in F_2^4\)) because of \(SNR(DPA)(G(x \circ A \oplus b)) = SNR(DPA)(G(x))\) for \(A\) and \(b\) (see Theorem 19).
Table 5. Representatives for all 16 classes of optimal (4, 4) S-boxes [14]

| Class | (4, 4) S-boxes |
|-------|----------------|
| $G_0$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 11, 12, 9, 3, 14, 10, 5 |
| $G_1$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 11, 14, 3, 5, 9, 10, 12 |
| $G_2$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 11, 14, 3, 10, 12, 5, 9 |
| $G_3$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 12, 15, 3, 10, 14, 11, 9 |
| $G_4$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 12, 15, 3, 10, 14, 5, 3 |
| $G_5$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 12, 11, 9, 10, 14, 3, 5 |
| $G_6$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 12, 11, 9, 10, 14, 5, 3 |
| $G_7$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 12, 14, 11, 10, 9, 3, 5 |
| $G_8$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 9, 5, 10, 11, 3, 12 |
| $G_9$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 9, 5, 10, 11, 3, 12 |
| $G_{10}$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 11, 5, 10, 9, 3, 12 |
| $G_{11}$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 11, 10, 5, 9, 12, 3 |
| $G_{12}$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 11, 10, 9, 3, 12, 5 |
| $G_{13}$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 12, 9, 5, 11, 10, 3 |
| $G_{14}$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 12, 11, 3, 9, 5, 10 |
| $G_{15}$ | 0, 1, 2, 3, 4, 7, 15, 6, 8, 14, 12, 11, 9, 3, 10, 5 |

Moreover, we know that the number of the invertible $n \times n$ matrix in $\mathbb{F}_q$ is

$$q^{\frac{n(n-1)}{2}} \prod_{i=1}^{n} (q^i - 1).$$

Thus, the number (denoted by $N_{(4 \times 4)}$) of the invertible 4×4 matrix in $\mathbb{F}_2$ is $N_{(4 \times 4)} = 20160$, i.e. the number of the affine S-boxes ($A \circ G$) of one S-boxes ($G$) is 20160, where $G$ is a 4-bit S-box and $A$ is an invertible 4×4 matrix. In what follows, we calculate the SNR of 322560 ($=16 \times 20160$) S-boxes. The specific simulations data are given in Tables 6, 7.

In order to describe these data, we give the following marks.

1) $A \circ G_i$: the affine equivalent S-boxes of $G_i$, where $A$ is an invertible 4×4 matrix in $\mathbb{F}_2$;
2) $RV$: the range of the SNR of $A \circ G_i$;
3) $DN$: the number of the different values of the SNR of $A \circ G_i$;
4) Mean, Variance: the mean value and the variance of the SNR of $A \circ G_i$, respectively.

Based on these marks, we obtain SNR(DPA)($G_i$) of each optimal representative class S-box $G_i$ ($i = 0, 1, 2, ..., 15$) in Table 6. Especially, for $G_0$, we give the distribution of the SNR of affine equivalent S-boxes $A \circ G_0$ in Table 7.

**Remark 6.** By Table 6 and Table 7, we find four facts.

1) $RV$ of the SNR of affine equivalent S-box $A \circ G_i$ is [1.600000, 3.108115], where $A$ is an invertible 4×4 matrix in $\mathbb{F}_2$, $i = 0, 1, 2, ..., 15$. For a certain class of $G_i$, the SNR of $A \circ G_i$ are different to the SNR of $G_i$.

2) There are 20160 affine equivalent S-boxes $A \circ G_i$ in each optimal S-boxes $G_i$ ($i = 0, 1, 2, ..., 15$), but the value distributions ($DN$) of the SNR of $A \circ G_i$ are only 15 cases, 17 cases, 21 cases and 22 cases, respectively. For example, there are 22
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Table 6. The SNR of affine equivalent S-boxes of 16 optimal \((4, 4)\) S-boxes

| Class | SNR(DPA)(\(G_i\)) | \(RV\) | \(DN\) | Mean   | Variance |
|--------|-------------------|--------|--------|--------|----------|
| \(G_0\) | 2.945839 | [1.600000, 3.108115] | 22 | 2.457354 | 0.110006 |
| \(G_1\) | 2.685380 | [1.600000, 3.108115] | 22 | 2.456126 | 0.108045 |
| \(G_2\) | 2.685380 | [1.600000, 3.108115] | 22 | 2.456967 | 0.108855 |
| \(G_3\) | 2.685380 | [1.612137, 3.108115] | 15 | 2.466327 | 0.102287 |
| \(G_4\) | 3.108115 | [1.612137, 3.108115] | 17 | 2.466608 | 0.102820 |
| \(G_5\) | 3.108115 | [1.612137, 3.108115] | 17 | 2.466729 | 0.104456 |
| \(G_6\) | 3.108115 | [1.612137, 3.108115] | 17 | 2.465285 | 0.102820 |
| \(G_7\) | 2.806586 | [1.612137, 3.108115] | 16 | 2.47125 | 0.092405 |
| \(G_8\) | 2.945839 | [1.612137, 3.108115] | 22 | 2.45613 | 0.108452 |
| \(G_9\) | 2.685380 | [1.612137, 3.108115] | 22 | 2.453230 | 0.110267 |
| \(G_{10}\) | 2.685380 | [1.612137, 3.108115] | 22 | 2.452648 | 0.109412 |
| \(G_{11}\) | 2.685380 | [1.612137, 3.108115] | 17 | 2.464596 | 0.101206 |
| \(G_{12}\) | 2.685380 | [1.612137, 3.108115] | 17 | 2.448995 | 0.106486 |
| \(G_{13}\) | 2.945839 | [1.612137, 3.108115] | 17 | 2.481046 | 0.096809 |
| \(G_{14}\) | 2.945839 | [1.612137, 3.108115] | 21 | 2.465087 | 0.099087 |
| \(G_{15}\) | 2.945839 | [1.600000, 3.108115] | 21 | 2.466658 | 0.10133 |

Table 7. Distribution of the SNR of affine equivalent S-boxes of \(G_0\)

| Class | SNR(DPA)(\(A \circ G_0\)) | Number | Per(%) |
|--------|-----------------------------|--------|--------|
| 0      | 1.600000                    | 48     | 0.238095 |
| 1      | 1.612137                    | 120    | 0.595238 |
| 2      | 1.663601                    | 192    | 0.952381 |
| 3      | 1.691253                    | 312    | 1.547619 |
| 4      | 1.705606                    | 336    | 1.666667 |
| 5      | 1.720331                    | 144    | 0.714286 |
| 6      | 1.783290                    | 72     | 0.357143 |
| 7      | 2.023858                    | 792    | 3.928571 |
| 8      | 2.074252                    | 696    | 3.452381 |
| 9      | 2.128608                    | 624    | 3.095238 |
| 10     | 2.187475                    | 1968   | 9.761905 |
| 11     | 2.218801                    | 480    | 2.380902 |
| 12     | 2.251512                    | 432    | 2.142857 |
| 13     | 2.398501                    | 2328   | 11.547619 |
| 14     | 2.43682                     | 912    | 4.523810 |
| 15     | 2.529822                    | 2928   | 14.523810 |
| 16     | 2.578633                    | 1368   | 6.785714 |
| 17     | 2.685380                    | 3768   | 18.690476 |
| 18     | 2.806586                    | 672    | 3.333333 |
| 19     | 2.945839                    | 792    | 3.928571 |
| 20     | 3.023716                    | 240    | 1.190476 |
| 21     | 3.108115                    | 936    | 4.642857 |
cases of the SNR of $A \circ G_0$ in Table 7. This implies that the distribution of values is relatively concentrated.

3) The range of the mean value for the SNR of affine equivalent S-boxes $A \circ G_i$ belongs to the range of [2.448995, 2.481046], and the variance belongs to range of [0.092405, 0.110267]. The distribution of its value is concentrated in a relatively small interval.

4) Especially, we get the detailed distribution of the SNR of $A \circ G_0$ in Table 7. The calculation results of other $G_i$ ($i = 1, 2, 3, ..., 15$) are similar to Table 7, which is ignored due to the limited length of this paper.

6. Conclusions

In this paper, some exact bounds on the SNR of $(n, m)$-functions are investigated. In particular, we prove that the SNR of balanced $(n, m)$-functions should be less than $2^n/2$. Moreover, some relationships between the SNR of $(n, m)$-functions and three other cryptographic parameters are provided. Furthermore, the SNR of many $(4, 4)$ S-boxes are described via practical simulations.
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