Fuzzy modelling for tasks of management of the agricultural-industrial complex
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Abstract The problem of modeling and accounting for uncertainty in modern tasks of management is relevant. The effectiveness of the decisions depends significantly on the methods for describing the uncertainty in the problem. The greatest development in agrarian science received optimization and econometric models. However, these models are based on quantitative determined initial information and accounting for uncertainty as randomness, which is described by probabilistic and statistical methods. Meanwhile, many modern decision-making tasks in planning and managing agricultural production are characterized by the presence of uncertain factors, as well as the availability of high-quality, inaccurate or incomplete information. To account and describe such uncertainty, an alternative approach to the probabilistic approach is needed. Fuzzy set theory is one of the most effective mathematical tools aimed at formalizing and processing uncertain information. The econometrics section related to using fuzzy set theory in regression analysis is developing methods of fuzzy regression modeling. The possibilities of using fuzzy regression modeling tools for analyzing management processes of agricultural production are discussed in this article.
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1. Introduction
The problem of accounting for uncertainty and incompleteness of data is known to occupy a key place in solving the problems of managing an economic object, including management in the agro-industrial complex (AIC). Let us see how this problem is solved when modeling agricultural processes. Optimization and econometric models have received the greatest application in agrarian science and practice.

The currently developed quantitative methods for making optimal decisions in the management of the agro-industrial complex are based on the use of quantitative clear information and make it possible to choose the best of many possible solutions in two cases: under conditions of full certainty (deterministic models) or under the conditions of one particular type of uncertainty, namely uncertainty of probabilistic nature (stochastic models). Meanwhile, the requirement of determinacy of models is a simplification of reality; since in real life, situations devoid of uncertainty are the exception rather than the rule. As for accounting for uncertainty, there are various types of uncertainty in the decision-making process, of-ten not of a probabilistic nature.

Many modern decision-making tasks in planning and managing agricultural production are characterized by the presence of uncertain factors, as well as the availability of high-quality, inaccurate or incomplete information. Using a probabilistic approach to describing uncertainty, in this case, is not adequate to the
nature of uncertainty. A different approach is needed. One of the most effective mathematical tools aimed at formalizing and processing uncertain information is fuzzy set theory. This theory allows considering various types of uncertainty from a unified point of view. The branch of mathematics related to the search for optimal solutions based on fuzzy information is called fuzzy mathematical programming (FMP). This device, as shown in [1, 2], is widely used in the formulation and solution of problems of economics and management. However, specialists in mathematical, informational and technical specialties mainly use it. The possibilities of using fuzzy tools in modeling and solving optimization problems of agricultural production were considered earlier [3].

2. The problem under study.

This article is devoted to the consideration of econometric methods, in particular, regression modeling and analysis methods, which, along with optimization, have been widely used in the study of agricultural processes. The task of the regression analysis is to identify the dependence of a certain indicator on various characteristics and display this relationship in the form of a model. In classical regression analysis, the data for both the dependent variables and the independent variables are numeric [10-12]. At the same time, accurate numerical statistical information is necessary to obtain a qualitative regression model, since uncertainty is interpreted as randomness. In this case, to obtain estimates of model parameters, using statistical methods is justified.

Only approximate and fuzzy data are available in many modern applied problems, or they are not enough to establish a reliable type of probability distribution. In this case, the uncertainty becomes fuzzy, for which traditional regression modeling methods are not applicable [13,14]. As mentioned above, the best way to formalize approximate and fuzzy information is tools of the theory of fuzzy sets. The section of econometrics related to building a regression in a fuzzy form is called fuzzy regression modeling. Methods of fuzzy regression modeling are quite developed today [4, 5, 6]. However, to solve the problems of the agricultural sector, they have not yet found proper use.

There are two groups among the currently available methods of fuzzy regression modeling. One is based on the least squares method, the other - on linear programming. Building a fuzzy regression model for the analysis of the agricultural production process using the linear programming method is proposed in this article [15].

Different variants of fuzzy regression models are considered in the scientific literature. Independent variables (regressors) of regression can be both clear, with fuzzy coefficients and fuzzy with clear coefficients, or with fuzzy and regressors and coefficients of the model. In this case, the data for fuzzy regression can be specified interval, fuzzy or deterministic. Most modern fuzzy regression models have a linear structure [7, 8]. We consider fuzzy linear multiple regression modeling with fuzzy coefficients, clear regressors, and deterministic input data.

3. Problem statement and algorithm of its decision.

Let us set the following problem of fuzzy linear regression. We have \( n \) observational results of the dependent variable \( y_j, j = 1 \div n \). and \( m \ast n \) values of independent variables \( x_{ij}, i = 1 \div m; j = 1 \div n \) (Table 1).

| № observation | \( y \) | \( x_1 \) | \( x_2 \) | ... | \( x_m \) |
|---------------|-------|-------|-------|-----|-------|
| 1             | \( y_1 \) | \( x_{11} \) | \( x_{21} \) | ... | \( x_{m1} \) |
| 2             | \( y_2 \) | \( x_{12} \) | \( x_{22} \) | ... | \( x_{m2} \) |
| ...           | ...   | ...   | ...   | ... | ...   |
| \( n \)       | \( y_n \) | \( x_{1n} \) | \( x_{2n} \) | ... | \( x_{mn} \) |
We search for the resulting variable \( y \) in the form of a fuzzy multiple regression equation:

\[
\hat{y} = \hat{A}_0 + \hat{A}_1 x_1 + \ldots + \hat{A}_m x_m,
\]

where \( x_i \) — deterministic values, and \( \hat{y} \) — fuzzy values (~fuzziness symbol).

The task of building a fuzzy linear regression model, in this case, is to select fuzzy parameters \( \hat{A}_j, j=0+ m \) so that the following two conditions are satisfied:

1) The overall fuzziness of the model should be minimal.

2) The task of building a fuzzy linear regression model, in this case, is to select fuzzy parameters \( \hat{A}_j, j=0+ m \) that ensure the following two conditions are satisfied:

\[
y_i \text{ is a fuzzy number with } \mu_\text{F} = \mu(y_i) \geq h,
\]

where \( h \) is the specified threshold of reliability, and \( y_i \) is the dependent numeric value in the fuzzy regression equation:

\[
\text{equality } \sum_{i=1}^{n} b_j x_{ij},
\]

where \( b_j \) are fuzzy parameters of the fuzzy linear programming problem with the criterion (\text{V}1) and constraints (\text{V}2).

We will look for the coefficients \( \hat{A}_j \) in the form of symmetric triangular fuzzy numbers: \( \hat{A}_j = (a_j – b_j, a_j, a_j + b_j) \), \( b_j \geq 0 \). Then the dependent quantities \( \hat{y}_i \) are also symmetric fuzzy numbers, which are defined as

\[
\hat{y}_i = (c_i – d_i, c_i, c_i + d_i),
\]

where \( c_i = \hat{a}_0 + \sum_{j=1}^{m} b_j x_{ij} \). The total measure of fuzziness is equal to \( d = b_0 + \sum_{j=1}^{m} b_j x_{ij} \).

The task of determining the coefficients of fuzzy regression is reduced to the formulation and solution of the linear programming problem with the criterion (\text{V}2) and constraints (\text{V}1).
Formally, the task is to find the unknown coefficients $a_j$, $b_j$, $j=0÷m$, at which:

$$d=\sum_{i=1}^{n} \sum_{j=1}^{m} b_j \left| x_{ij} \right| \rightarrow \min,$$

under constraints:

$$\sum_{j=1}^{m} a_j x_{ij} - (1-h)(\sum_{i=1}^{n} b_j \left| x_{ij} \right|) \leq y_i, \quad i=1÷n,$$

$$\sum_{j=1}^{m} a_j x_{ij} + (1-h)(\sum_{i=1}^{n} b_j \left| x_{ij} \right|) \geq y_i, \quad i=1÷n,$$

$$b_j \geq 0, \quad j=0÷m.$$

4. Experiment

Based on the information data set, 15 agricultural enterprises of the Leningrad region form the dependence of annual revenue from sales per 1 hectare of agricultural land $y$ (thousand rubles) on the cost of goods sold per 1 hectare of agricultural land $x_1$ (thousand rubles) and average annual value of fixed assets per 1 hectare of agricultural land $x_2$ (thousand rubles). Using the method analyzed in the article, we construct a fuzzy equation of a multiple (two-factor) model.

| № enterprise | Revenue, thousand rubles $y$ | Costs, thousand rubles $x_1$ | Average annual value of fixed assets, thousand rubles $x_2$ |
|--------------|-----------------------------|-------------------------------|-------------------------------------------------|
| 1            | 71                          | 52.5                          | 90.3                                           |
| 2            | 46.4                        | 38.5                          | 105.7                                          |
| 3            | 42.5                        | 35.9                          | 32.7                                           |
| 4            | 47.6                        | 39.6                          | 93.4                                           |
| 5            | 35.4                        | 29.9                          | 27.2                                           |
| 6            | 42.5                        | 42.1                          | 30.3                                           |
| 7            | 36.9                        | 25.9                          | 25.8                                           |
| 8            | 34.1                        | 29.7                          | 38.1                                           |
| 9            | 21.3                        | 11                            | 16.2                                           |
| 10           | 23.7                        | 15.8                          | 30                                             |
| 11           | 54.8                        | 32.6                          | 37.4                                           |
| 12           | 23.3                        | 15.3                          | 23.6                                           |
| 13           | 25.6                        | 23.5                          | 20.2                                           |
| 14           | 37.8                        | 37.6                          | 44.9                                           |
| 15           | 50.7                        | 43.6                          | 34.3                                           |

Fuzzy linear two-factor regression has the following form:

$$\tilde{y}=(\tilde{y}_1, \tilde{y}_2)=A_0 + A_1 x_1 + A_2 x_2.$$  (2)

Building a regression is reduced to the determination of its coefficients. Let the regression coefficients (2) are symmetric triangular fuzzy numbers: $A_1=(a_1 - b_1, a_1, a_1 + b_1)$, $A_2=(a_2 - b_2, a_2, a_2 + b_2)$. Then for each $y_i$ ($i=1÷15$) a fuzzy value $\tilde{y}_i=(c_i - d_i, c_i, c_i + d_i)$ is defined, where
\[
\sum_{i=1}^{2} a_i x_i \quad \sum_{i=1}^{2} b_i x_i \quad \sum_{i=1}^{15} d_i \quad \sum_{i=1}^{15} b_i x_i
\]

\[
c_i = a_0 + a_1 x_1 + a_2 x_2 = a_0 + \sum_{j=1}^{2} a_j x_j ; \quad d_i = b_0 + b_1 x_1 + b_2 x_2 = b_0 + \sum_{j=1}^{2} b_j x_j .
\]

General fuzziness

\[
d = a_0 + a_1 x_1 + a_2 x_2 = b_0 + b_1 x_1 + b_2 x_2 = a_0 + \sum_{i=1}^{15} d_i = \sum_{i=1}^{15} b_i x_i \quad i = 1, 15 .
\]

We have the following linear programming problem:

\[
\begin{align*}
\sum_{i=1}^{15} \sum_{j=1}^{2} b_j x_i & \to \text{min}, \\
\sum_{i=1}^{15} \sum_{j=1}^{2} a_j x_i & - (1 - h)[\sum_{j=1}^{2} b_j x_i] & \leq y_i, \quad i = 1, 15; \\
\sum_{i=1}^{15} \sum_{j=1}^{2} a_j x_i & + (1 + h)[\sum_{j=1}^{2} b_j x_i] & \geq y_i, \quad i = 1, 15; \\
(\sum_{i=1}^{2} b_j x_i) & \geq 0 .
\end{align*}
\]

Problem (3) has 6 unknowns and 33 limitations. The task was solved using the built-in function “Search for a solution” in MS Excel.

5. Results analysis

The values \( h = 0, 0.25, 0.5, 0.75 \) were considered (Table 3). Depending on the given value \( h \), various solutions of the desired parameters of the fuzzy regression were found. The greater \( h \), the more reliable we want to get the values of the value of the effective index. The fuzziness of the effective index increases.

| \( h \)  | 0    | 0.25 | 0.5  | 0.75 | 0     |
|---------|------|------|------|------|-------|
| \( d \) | 153.7| 204.9| 307.3| 614.7| 197.6 |
| \( a_0 \) | 8,036| 8,036| 8,036| 8,036| 0     |
| \( a_1 \) | 0,958| 0,958| 0,958| 0,958| 0,851 |
| \( a_2 \) | 0,132| 0,132| 0,132| 0,132| 0,433 |
| \( b_0 \) | 0    | 0    | 0    | 0    | 0     |
| \( b_1 \) | 0,324| 0,433| 0,649| 1,298| 0     |
| \( b_2 \) | 0    | 0    | 0    | 0    | 0,304 |

The last column of the table shows the coefficients of the fuzzy regression without taking into account unaccounted factors \( a_0 = 0 \). In this case, the general uncertainty of the model with the same value \( h = 0 \) turned out to be higher than when taking into account unaccounted factors \( a_0 \neq 0 \). Therefore, a model with \( a_0 \neq 0 \) is preferable.

It can be seen from the table (3) that the fuzzy coefficient in the regression (2) associated with the fuzziness of the dependent indicator (revenue) for all values \( h \) is the degree of confidence, the coefficient \( A_1 \) with the explanatory variable “costs”.

Let us write the regression model at \( h = 0, a_0 \neq 0 \). We have

\[
\tilde{y} = 8,036 + 0,634; 0,958; 1,282 > x_1 + 0,132 x_2 .
\]

The resulting model (4) can be used to predict the amount of revenue. For this, the predicted values of
the factors should be substituted into the resulting equation (4) and the left, average, and right values of the effective index should be calculated from the predicted values of the factors. Table 4 shows the results of the evaluation function of the effective indicator (revenue), obtained on the basis of fuzzy regression (2), as well as the predicted values for the control sample (given in the last three lines).

| h=0          | Revenue, thousand rubles | Lower bound of range | Middle of the fuzzy range | Upper bound of range | Width of the fuzzy range |
|--------------|--------------------------|-----------------------|---------------------------|----------------------|--------------------------|
| Data for forecasting | fact                     | 71                    | 53,2                      | 70,3                 | 87,3                     | 17                       |
|              | 46,4                     | 46,4                  | 58,9                      | 71,4                 | 12,5                     |
|              | 42,5                     | 35,1                  | 46,8                      | 58,4                 | 11,6                     |
|              | 47,6                     | 45,5                  | 58,3                      | 71,2                 | 12,8                     |
|              | 35,4                     | 30,6                  | 40,3                      | 50                   | 9,7                      |
|              | 42,5                     | 38,7                  | 52,4                      | 66                   | 13,7                     |
|              | 36,9                     | 27,9                  | 36,3                      | 44,7                 | 8,4                      |
|              | 34,1                     | 31,9                  | 41,5                      | 51,1                 | 9,6                      |
|              | 21,3                     | 17,1                  | 20,7                      | 24,3                 | 3,6                      |
|              | 23,7                     | 22                    | 27,1                      | 32,3                 | 5,1                      |
|              | 54,8                     | 33,6                  | 44,2                      | 54,8                 | 10,6                     |
|              | 23,3                     | 20,8                  | 25,8                      | 30,8                 | 5                        |
|              | 25,6                     | 25,6                  | 33,2                      | 40,8                 | 7,6                      |
|              | 37,8                     | 37,8                  | 50                        | 62,2                 | 12,2                     |
|              | 50,7                     | 40,2                  | 54,3                      | 68,5                 | 14,1                     |
| Test        | 35,9                     | 27,4                  | 34,8                      | 42,3                 |                          |
|              | 47,7                     | 40                    | 52,6                      | 65,2                 |                          |
|              | 31,3                     | 29,5                  | 39,6                      | 49,8                 |                          |

The data in the table shows that the entire initial and predicted values y fell into the range of their values $\bar{y}$.

6. Conclusions
Modeling methods based on the theory of fuzzy sets provide wider opportunities for analyzing economic processes. Fuzzy regression allows getting a range of possible values, while providing coverage of the source data. The presence of interval variation of the resultant characteristic allows taking into account the uncertainty of the initial information and can replace the confidence interval of the average line of the classical regression. Fuzzy regression analysis can be used when setting the raw data in the form of clear, interval or fuzzy numbers.

In the above model, the membership function of fuzzy parameters of the estimated variable had a symmetrical triangular shape for the convenience and simplicity of calculating, but different membership function can be used for this.
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