Stable witness-beam formation in a beam-driven plasma cathode
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Electron beams to be accelerated in beam-driven plasma wakes are commonly formed by a photocathode and externally injected into the wakefield of a preceding bunch. Alternatively, using the plasma itself as a cathode offers the possibility of generating ultrashort, low-emittance beams by trapping and accelerating electrons from the ambient plasma background. Here, we present a beam-driven plasma cathode realized via laser-triggered density-downramp injection, showing stable beam formation over more than a thousand consecutive events with an injection probability of 95%. The plasma cathode is highly tunable, resulting in the injection of electron bunches of tens of pC of charge, energies of up to 79 MeV, and relative energy spreads as low as a few percent. The stability of the injected beams was sufficiently high to experimentally determine their normalized emittance of $9.3 \times 10^{-6}$ μm rms with a multishot method.
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I. INTRODUCTION

Plasma wakes excited by charged particle beams [1–3] are capable of generating GV/m accelerating gradients [4,5]—orders of magnitude higher than those produced by conventional radio-frequency-based technologies, thereby promising a drastic reduction in both the size and cost of particle-accelerator facilities. Such a decrease is of particular significance for future linear colliders [6] and the provision of compact free-electron-laser photon sources. The research field of beam-driven plasma-wakefield acceleration (PWFA) is dynamic, with advances ranging from the energy doubling of a 42 GeV electron beam over less than a meter [7] to the efficient energy transfer from the beam driving the wake (the drive beam) to the trailing beam experiencing the accelerating field (the witness beam) [8–11]. Witness beams can be injected into the plasma wake originating either from an external source, e.g., a photocathode, or internally by the trapping of ambient plasma electrons. Research on external injection methods has predominantly concentrated on maximizing energy transfer from the drive to the witness beam while preserving other beam parameters, such as energy spread [11,12]. Internal injection methods have the potential to provide witness beams with charges of tens to hundreds of picocoulombs, femtosecond bunch durations, and normalized transverse-emittance values much smaller than their drive beams [13–18]. Once injected, the phase-stable acceleration inherent to PWFAs allows for large single-stage energy gains [19] while the near-luminal phase velocity of the wake ensures a relatively high injection threshold and therefore maintains a low dark–current level, which could otherwise increase the emittance [20]. Beam-driven internal injection therefore offers the opportunity to generate a new class of beams with significantly enhanced brightness in comparison to conventional accelerator sources—an extremely desirable feature for future photon sources and applications in high-energy physics. While a variety of complementary internal-injection methods have been shown to work in principle [21–23], precise control over the injection process, and consequently the injected witness-beam parameters, has so far remained relatively unexplored.

Density-downramp injection (DDI) [24–29] is considered to be one of the most promising methods to generate high-brightness beams from PWFAs [30]—a prediction...
encouraged by numerical studies showing witness beams with sub-μm transverse normalized emittances [31–34] and five-dimensional brightness values of up to $10^{19}$ Am⁻² rad⁻² [34]. Furthermore, three-dimensional shaping of ramp gradients via laser ionization [17,18] enables extended control over the injection process [35] and correspondingly the witness-beam phase space. At a constant plasma density $n_e$, the wakefield phase velocity is equal to the drive beam’s velocity $v_d$, and close to the vacuum speed of light $c$. Therefore, witness beams remain phase stable over long distances such that energy gains are proportional to drive-beam energy, plasma length, and the transformer ratio [9,24]. The near-luminal phase velocity also precludes injection of electrons forming the boundary of the plasma wake. To realize injection, a negative plasma-density gradient along the propagation direction of the driver is required in order to locally reduce the phase velocity of the wake. The phase velocity in such a gradient is

$$v_\phi = v_d \left( \frac{1}{2n_e} \frac{\partial n_e(z)}{\partial z} \xi + 1 \right)^{-1},$$

where $\xi = z - ct$ is the longitudinal coordinate in the comoving frame, $z$ is the longitudinal coordinate in the laboratory frame, and $t$ is time. Toward the back of the wake, the phase velocity decreases, allowing fast plasma electrons to rephase into the accelerating region, where they rapidly attain relativistic speed and form a witness beam that is subsequently accelerated in the wakefield. In laser-driven plasma accelerators [36–38], DDI has been applied with excellent control over witness-beam energy [36,39] and with injection probabilities of up to 99% [40]. In combination with the advantages of PWFA, it is, thus, an ideal candidate for a reliable beam-driven plasma cathode. Assessing the efficacy of such a device forms the main topic of this work.

This paper describes experiments carried out at FLASHFORWARD [41,42]—a beamline in the FLASH facility [43,44] dedicated to plasma-wakefield research. It reports on the experimental realization of a stable and controlled internal injection process in PWFA, utilizing a laser-induced density downramp. As such, it represents the first demonstration of a beam-driven plasma cathode that can be reliably operated.

**II. EXPERIMENTAL SETUP**

Figure 1 depicts the experimental setup at FLASHFORWARD. Drive beams with a charge of $(790 \pm 4)$ pC, an energy of $(1116 \pm 6)$ MeV, and a peak current of 2.1 kA [see Fig. 1(d)] were used to drive a plasma wake inside a capillary
plasma source. The drive beam, with a transverse rms normalized emittance of \( \epsilon_{x,y} = (14.0, 5.3) \) \( \mu \)m, was focused at the capillary entrance by four quadrupoles. Using a combination of two cavity beam-position monitors (BPM) [45] and a spectrometer object-plane scan, the spot size was determined to be \( \sigma_{x,y}^2 = (25.5 \pm 1.6) \) \( \mu \)m and \( (17.1 \pm 0.8) \) \( \mu \)m [46]. Well-resolved characterization of the longitudinal phase space on an X-band transverse-deflection structure [47–49] downstream of the interaction point provided a precise measurement of the drive-beam current profile shown in Fig. 1(e).

Plasma was generated via tunneling ionization inside the constant-gas-flow capillary [36,52,53]. Two separate laser pulses—referred to as the ionization pulse and injection pulse—propagated collinearly and perpendicularly, respectively, to the electron beam axis. The capillary had a total length of 50 mm with a circular access port for the transverse injection laser located 20 mm downstream of the entrance, leaving a total acceleration length of 30 mm.

Uncertainty about the plasma length and width was identified in previous work as stability limiting [22]. By restricting the high-density plasma to the capillary length and choosing a large spot size for the ionization laser, these contributions to jitters were greatly reduced. With an \( (x \times y) \) vacuum spot size of \( (333 \times 461) \) \( \mu \)m full width at half maximum (FWHM) [see Fig. 1(b)] and a meter-scale Rayleigh length, the ionization laser was able to ionize over at least the length of the capillary and form a plasma column sufficiently wide to contain the plasma wake. The plasma-density profile can be expected to follow the gas-density profile with a taper developing toward the end of the capillary due to ionization defocusing (for details, see the Appendix). The injection laser was focused much more tightly than the ionization laser to a \( (z \times y) \) spot size of \( (57 \times 48) \) \( \mu \)m FWHM [see Fig. 1(c)] and reached significantly higher intensity than the ionization laser to ionize more strongly bound electrons of the 2:1 helium-argon gas mixture. Thus, combined laser ionization can form a sharp density spike to initiate DDI, surrounded by a plateau region where the witness beam is accelerated. By comparing the measured drive-beam energy loss to three dimensional particle-in-cell (PIC) simulations, conducted with the OSIRIS code [54], the plateau plasma density was determined to be \( 1.4^{+0.4}_{-0.3} \times 10^{16} \mu \text{m}^{-3} \).

Spatial alignment between the laser arms and the electron beam was achieved with screens reflecting optical transition radiation at the injection point and downstream of the capillary. Both injection and ionization laser arms were derived from the same 25 TW Ti:sapphire laser system, synchronized to the FLASH electron beam at the 100-femtosecond level [55] and compressed to a FWHM pulse duration of \( (40 \pm 3) \) fs as measured in the injection-laser beamline. The laser-ionized plasma on picosecond timescales follows the plasma shape determined by the intensity-distribution of the laser, until the hydrodynamic expansion dominates on the nanosecond timescale [56,57]. To avoid the regime of hydrodynamic expansion, the relative time-of-arrival was set such that the injection laser arrives 20 ps and the injection laser 42 ps earlier than the electron beam, as measured by delay-sensitive beam-heated plasma radiation [58].

The witness-beam charge was determined from excess charge measured as the difference between a cavity BPM [45] directly downstream and a toroidal current transformer (toroid) upstream of the interaction chamber with a combined resolution of 1 \( \mu \)C [59]. As dark current originating from the FLASH linear accelerator can be defocused or absorbed by the plasma cathode, the uncertainty in the excess-charge measurement can reach up to 5 \( \mu \)C. Simultaneously with the excess-charge measurement, detailed spectral and spatial information about the witness beams was retrieved from a LANEX scintillating phosphor screen as part of an imaging electron spectrometer capable of profiling electron beams from a few tens of MeV to 2.4 GeV.

III. STABLE WITNESS-BEAM FORMATION

The first investigation explored how the witness beams depended on the presence of the injection laser. This is shown in Fig. 2. Panel (a) depicts the energy spectrum of the witness beam over 500 consecutive shots at a spectrometer imaging energy of 45 MeV. The corresponding excess-charge values are plotted in panel (b). The injection laser was blocked and unblocked for 100 events at a time. Witness beams were only measured in the spectrometer if the injection laser was released. Outside the spectral range
of the plot, no witness-beam signal was observed. An excess charge of $Q_{\text{on}} = (32.1 \pm 9.6)$ pC was detected when the injection laser was unblocked. The equivalent value when the injection laser was switched off was $Q_{\text{off}} = (0 \pm 5)$ pC. Both distributions are clearly separated by more than $2\sigma$, unambiguously confirming that the witness-beam formation is triggered by the injection laser and DDI is established as the sole mechanism at play.

Next, a dataset of 1885 consecutive shots taken at a repetition rate of 2 Hz and recorded over a time span of approximately 15 min was used to explore the reliability of the plasma cathode. A waterfall plot of the projected witness-beam energy spectra is shown in Fig. 3(a). No drift in spectral properties is observed. Figure 3(b) shows the evolution of the mean energy and rms energy spread. An injected witness beam was measured for $(95.4 \pm 2.5)$% of the shots, represented by the two distributions visible in Fig. 3(c). Analysis of these distributions yields a mean witness charge and energy of $(33 \pm 10)$ pC and $(45 \pm 5)$ MeV, respectively, [see Fig. 3(c) and (d)] with an rms relative energy spread of $\langle \Delta E/E \rangle = 4.4\%$. Furthermore, no correlation between the witness beam charge or energy and the laser timing was detected up to $\approx 200$ ps relative time-of-arrival between drive beam and laser pulses.

**IV. SENSITIVITY TO LASER ENERGY AND INJECTION-LASER ALIGNMENT**

The high injection probability and repeatability of the plasma cathode permit multishot characterization of the witness beam. For instance, variations of mean witness-beam charge, energy, and energy spread as a function of on-target ionization-laser energy are plotted in Fig. 4(a–c). Analysis of the correlation coefficients yields, $\rho_{\text{charge}} = 0.08$, $\rho_{\text{energy}} = 0.34$, and $\rho_{\Delta E/E} = 0.12$, revealing a weak influence on witness-beam charge and thus indicating that the downramp-gradient did not vary strongly with laser energy. However, the influence on the witness-beam energy is much more pronounced. The relationship between laser energy and witness-beam energy is illustrated more clearly by systematically varying the laser energy over a broader range. The total laser energy was scanned in an on-target-energy range of 44–96 mJ for the ionization laser and a corresponding range of 3.5–7.7 mJ for the injection laser. Figure 4(d) shows a nearly linear correlation between laser energy and the witness-beam energy. The slope extracted from the data translates the measured rms laser-energy jitter of 1.5% to a contribution of 3.9% rms to the energy jitter of the witness beam.

This contribution is sufficiently small that the effective accelerating field along the 30 mm acceleration length can be fine-tuned between 1.3 and 2.7 GV/m by varying the laser energy. The observed correlation can likely be explained by a higher plasma density throughout the...
accelerating part of the plasma cathode from ionization of more strongly bound electrons at higher laser intensities, resulting in increased accelerating gradients. Plasma formation is decoupled from wake excitation because the driver does not ionize the plasma by itself. Therefore, any change in witness-beam properties is a result of a change to the plasma-density distribution. Energy-jitter in the witness beam can thus be further reduced e.g., by designing laser systems with lower energy jitter. If the argon in the gas mixture were to be replaced with a different gas e.g., hydrogen, the effect of ionization defocusing can be minimized and ionization along the gas-filled capillary source could more easily saturate, reducing the sensitivity to the laser energy at the cost of fine control over the witness-beam energy.

While witness-beam energy can be tuned by manipulating the laser energy, the injected charge shows a low sensitivity to laser energy; however, the relative position of the injection laser and electron beam has a much stronger influence. The relative y-position jitter between laser and electron beam is expected to be the predominant influence on the witness-beam charge, while other variations can be assumed to have a negligible effect. Variations in z position of the laser of \( \sigma_{z}^{\text{inj}} = 3.4 \mu \text{m} \) only influence the injection position along the electron-beam axis, which only changes the acceleration length not the injection process. This gives a maximum contribution to the final energy jitter of \( \approx 10 \text{ keV} \).

Similarly, the x-position jitter of the electron-beam waist \( \sigma_{x} = 1.0 \mu \text{m} \) is much smaller than the Rayleigh length of the injection-laser focus and is therefore also considered to be negligible. Figure 5 shows the measured excess charge as a function of injection-laser position in \( y \) relative to the electron-beam axis. Every data point plotted in Fig. 5 represent an average of 20 events, with the error on the measured charge given by the rms variation of the witness-beam charge. Error bars on the position, \( \sigma_{y,\text{inj}} = 4.5 \mu \text{m} \), were constant throughout the dataset and originated from two main sources: the rms y-position jitter of the electron beam at the injection position, \( \sigma_{y} = 1.4 \mu \text{m} \), measured by two cavity BPMs around the plasma chamber, and the rms variation of the laser-centroid y position, \( \sigma_{y}^{\text{inj}} = 4.2 \mu \text{m} \), measured at the focus.

A comparison between the experimental data and a PIC-simulated offset scan is plotted in Fig. 5, based on the measured plasma profile [see Fig. 1(e)]. Here, 0 \( \mu \text{m} \) corresponds to the highest simulated injected charge. The relative offset between the electron beam and injection laser could not be measured to sub-spot-size accuracy. Rather, it was determined by fitting the simulation-based model to the data. The data presented in Figs. 2–4 were taken at the working point indicated in Fig. 5 i.e., 24 \( \mu \text{m} \) offset from the center of the injection plasma. Both simulations and experimental data show that the witness-beam charge can be maximized by optimizing positioning in \( y \). Furthermore, the slope of the simulation-based model gives an estimate of the charge variation resulting from y-position jitter of 6.9 pC. Therefore, charge variation in the witness bunch can be explained predominantly by the position jitter between the electron beam and the injection laser, which is dominated by the laser pointing jitter. Such jitter would be eliminated e.g., by using an injection laser with a spot size that is wider than the plasma wake and has similar intensity. Focusing optics that produce asymmetric foci will be considered for this purpose in the future.

V. WITNESS-BEAM EMITTANCE AND DIVERGENCE

The brightness of a bunch of particles is dependent on its transverse emittance. Emittance-measurement techniques are typically averaged over many shots and, therefore, require stable and reproducible sources. In the past, this has not been possible with beams internally injected into PWFA due to the previous instability of the plasma cathode. Instead, single-shot methods were utilized that e.g., rely on assumptions on the beta-function of the beam [22] or an energy-independent beam-slice emittance to take advantage of large energy spreads and the chromaticity in quadrupole focusing [19]. Such methods will, however, be increasingly difficult to apply with envisioned future high-quality beams with low-energy spread [60] and low divergence. In that case, multishot methods, as commonly used in accelerators, will be more adequate. The high stability described in this paper made a quadrupole scan possible, enabling the first multishot measurement of the injected bunch’s transverse emittance.

Figure 6(a) shows the results of such a scan, providing the transverse beam size at the corresponding object plane \( s \). In the absence of focusing forces, a witness beam with transverse geometric emittance \( \varepsilon_{s} \) and a beta function \( \beta^{s} \) at its virtual source point \( s_{0} \) will expand outside the plasma such that it has a transverse rms beam size of

\[
\sigma_{x}\frac{1}{\beta^{s}} = \sqrt{s_{0}} \varepsilon_{s}
\]

FIG. 5. Effect of centroid laser-spot positioning with respect to the electron beam. The laser position was measured on the upstream OTR camera while the charge was measured on the electron spectrometer screen (points with error bars). Results are compared to simulation results, shown as squares with the plasma profile modeled as shown in Fig. 1(e). The working point for the data presented in this paper is indicated by a green circle.
The transverse normalized emittance, 
\[
\epsilon^p_x(s) = \left( \frac{\Delta x}{\beta^2} \right)^2 \sigma_x^2 \sigma_z^2 + \epsilon_x^2, \quad (3)
\]
depends on the \( s \)-dependent rms beam divergence \( \sigma_x \), spot size \( \sigma_z \), rms energy spread, and mean Lorentz factor \( \langle \gamma \rangle \). Therefore, beams from plasma cathodes with high-energy spread and high divergence can suffer from emittance growth after exiting the plasma [62]. The measurement described here gives an emittance at the plasma exit of \( \epsilon^p_x(s_0) = (9.3 \pm 0.3) \mu \text{m} \), increasing by less than 0.2\% before reaching the first quadrupole at a distance of 0.658 \text{ m}. An example of the witness-beam signal measured on the spectrometer screen is shown in Fig. 6(b). The visible oscillatory structure can be interpreted as transverse centroid oscillations of longitudinal witness-beam slices that have probably contributed to an increase in projected emittance during acceleration.

VI. CONCLUSION

This paper demonstrates a plasma cathode with stability at a level unprecedented in the field of beam-driven plasma injectors. The high degree of stability enabled detailed studies of the plasma cathode, revealed dependencies between witness-beam and plasma parameters, and enabled the first multishot emittance and divergence measurement of an internally injected witness beam. The presented results are compatible with very low emittance growth at the extraction from the plasma. Effective accelerating gradients, which can be precisely tuned in the range 1.3–2.7 GV/m, were demonstrated. Sources of charge and energy jitter were identified, and mitigation strategies were proposed for future applications. The setup described here will enable future optimization of the working point to reach lower initial emittance e.g., by improving the overlap between injection-laser and electron beam, symmetric focusing of the drive-beam or via manipulation of the drive-beam current profile to reduce offset-oscillations in the witness beam. Furthermore, the setup will enable studying beam propagation after the exit of plasma stages, which is of high importance for the transport of low-emittance beams from plasma cathodes in general. The presented results constitute a significant step toward stable, controllable beam-driven plasma cathodes and brightness-converter stages, which are of great interest for next-generation photon-science and particle-physics facilities.
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Ionization laser and injection laser were separated with a 0.5" pick-off mirror that was inserted into the laser path to reflect the central part of the 34 mm-diameter laser beam into the injection-laser beamline. As depicted in Fig. 1(a), the remaining part of the laser continued to propagate along the ionization-laser arm. Focusing of the ionization laser was achieved by two spherical mirrors with a resulting effective focal length of 18 m. An $f/51$ off axis parabola focused the injection laser perpendicular to the electron-beam axis through a fused silica window. To minimize nonlinear dispersion that can deteriorate the quality of the focal spot or pulse length, the window thickness was chosen to be 1.5 mm only, resulting in a maximal B-integral of 0.27. The intensity of the injection laser was set to be significantly higher than that of the ionization laser such that the latter ionized argon up to its second level whilst the former was capable of additionally ionizing the third ionization level of argon and the first of helium (see Table I). At the same time, the required intensities are sufficiently low to avoid significant ponderomotive heating of the plasma electrons [63].

**APPENDIX B: ALIGNMENT AND SYNCHRONIZATION**

The precise relative time-of-arrival between electron-beam, ionization laser, and injection laser was adjusted utilizing plasma-afterglow observation of beam-heated plasmas. The recombination light from the plasma after the passage of an electron beam with currents of order kA can be used to synchronize lasers to electron beams to within a few femtoseconds [58]. This effect was used to synchronize the two laser arms to the drive beam. For this measurement, the experimental chamber was filled with argon gas to 0.05 mbar and a plasma was ionized by the corresponding lasers with the capillary removed. Figure 7 shows the time-of-arrival (TOA) dependence of plasma light collected by a charge-coupled device camera viewing from the top for each of the laser arms—examples of camera images are depicted as insets. The visible transitions in Fig. 7 determine the TOA delay settings with respect to the electron beam. Once the lasers were set up, the capillary was positioned to maximize laser transmission through the capillary holes.

**APPENDIX C: PIC SIMULATIONS**

The gas flow inside and outside the capillary was modeled with COMSOL and ANSYS. To simulate the plasma generation by the ionization laser, the resulting model of the gas-density profile and measurements of the laser parameters served as input into a numerical study conducted with the code FBPI [65]. These studies showed that the plasma density can develop a taper toward the downstream end of the capillary due to plasma defocusing of the ionization laser. Similar simulations confirmed that in the case of the injection laser, the effect of the interaction with plasma onto the laser-pulse is sufficiently small and the shape of the plasma-density spike can be calculated from the intensity-distribution as measured in vacuum. The injection and acceleration of the witness beam was finally modeled with the three-dimensional PIC simulation code OSIRIS [54]. Simulations were performed with a comoving window of $(460 \times 400 \times 400)$ $\mu$m in $(z,x,y)$ with $(256 \times 256 \times 256)$ cells. A resolution convergence test was conducted. The drive-beam current profile, charge, and spot size were modeled based on measurements. The number of macroparticles per cell (PPC) for the drive beam was 8. While the PPC for the background plasma electrons was 1, the PPC was increased to 8 in a radius of 100 $\mu$m around the density downramp to resolve the physics of the injection process more accurately. The modeled plasma-density distribution was assumed with a plateau density of $1.4 \times 10^{16}$ cm$^{-3}$. Since the detailed structure of the taper can vary with laser parameters and gas density, the knowledge of the precise on axis plasma density decreases with laser-propagation distance. As a result, the OSIRIS

| Ionization level | Ionization energy (eV) | $I(W_{ADK} = 1\text{ fs}^{-1})$ (W/cm$^2$) |
|------------------|------------------------|------------------------------------------|
| Ar-I             | 15.76                  | $4.6 \times 10^{14}$                     |
| Ar-II            | 27.63                  | $1.0 \times 10^{15}$                     |
| Ar-III           | 40.74                  | $2.1 \times 10^{15}$                     |
| He-I             | 24.59                  | $2.2 \times 10^{15}$                     |
| He-II            | 54.42                  | $1.2 \times 10^{16}$                     |

FIG. 7. Normalized integrated plasma-afterglow signal as a function of the time-of-arrival (TOA) between the drive beam and the ionization (Ion.) and injection (Inj.) lasers; $t = 0$ is defined as the TOA of the electron beam. Inset are examples of the signal enhancement due to electron-beam-induced heating of the plasma formed by the ionization laser.

TABLE I. Relevant ionization energies [64] and the corresponding laser intensities for a tunnel ionization rate [51] of 1 fs$^{-1}$ at a laser wavelength of 800 nm.
simulations are assumed to only model the experiment with sufficient accuracy until shortly after the injection and thus results are shown at a longitudinal position of $z = 10.32$ mm downstream of the injection-laser focus. A snapshot of the simulated acceleration process can be seen in Fig. 8 and the slice properties and longitudinal phase space of the witness beam are shown in Fig. 9. The injection laser was positioned $(23.5 \pm 4.5) \mu m$ off axis with respect to the electron beam and varied to simulate the offset scan.

APPENDIX D: EMITTANCE MEASUREMENT

To calculate the datapoints shown in Fig. 6, the object plane and magnification was evaluated depending on energy and focusing strength of the imaging quadrupoles. This calculation was performed for the mean energy, upper standard-deviation limit and lower standard-deviation limit, giving, respectively, the mean value and error limits for $s$ and $\sigma_s$ for each data point. The measurement samples the virtual waist of the free-space propagation of the witness beam outside the plasma, which follows Eq. (2). An equation $\sigma_x(s) = \sqrt{A + B(s - s_0)^2}$, with fit parameters $A$, $B$, and $s_0$ was fitted to the data. From $A = \beta^2 \epsilon_x$ and $B = \frac{\epsilon_x}{\beta}$, the geometric emittance $\epsilon_x$ and the waist beta function $\beta_x$ were calculated.

It can be shown that the normalized emittance of electron beams with nonzero energy spread can increase in the drift-space downstream of the waist [62]. For relativistic beams ($\gamma \approx 1$) under the assumption that $\gamma$ is independent of $x$ and $x'$, this effect is described by Eq. (3). Figure 10 illustrates the postplasma emittance growth of the measured plasma cathode. The spot size $\sigma_x(s)$ according to the fit results and $\sigma'_x(s) = \frac{d\sigma_x(s)}{ds}$ is plotted in panel (a), where the divergence $\theta$ is the asymptotic limit of $\sigma'_x(s)$ for large distances $s$. The corresponding growth in normalized emittance is plotted in Fig. 10(b) and shows that the measurements are compatible with a small increase of less than 1% over 1 m of propagation outside the plasma.

FIG. 8. Simulation snapshot during the witness-beam acceleration: Cut through the plasma wake with electron densities (a) of witness beam (top right-hand colorbar), drive-beam (central colorbar), background plasma (bottom colorbar), and longitudinal current profile (solid gray line). (b) Longitudinal electric field as a central cut and an on axis one-dimensional projection (solid red line).

FIG. 9. Longitudinal phase space of the simulated witness-beam parameter (a) and slice parameters (b) after 10.32 mm of acceleration.

FIG. 10. (a) Fit result of measured waist of witness-beam and corresponding $s$-dependent divergence. (b) Emittance-growth in the drift-space downstream of the plasma cathode.
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