POLAR DECOMPOSITION OF
SCALE-HOMOGENEOUS MEASURES WITH
APPLICATION TO LÉVY MEASURES OF STRICTLY
STABLE LAWS
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ABSTRACT. A scaling on some space is a measurable action of
the group of positive real numbers. A measure on a measurable
space equipped with a scaling is said to be \( \alpha \)-homogeneous for some
nonzero real number \( \alpha \) if the mass of any measurable set scaled by
any factor \( t > 0 \) is the multiple \( t^{-\alpha} \) of the set’s original mass. It is
shown rather generally that given an \( \alpha \)-homogeneous measure on a
measurable space there is a measurable bijection between the space
and the Cartesian product of a subset of the space and the positive
real numbers (that is, a “system of polar coordinates”) such that
the push-forward of the \( \alpha \)-homogeneous measure by this bijection is
the product of a probability measure on the first component (that
is, on the “angular” component) and an \( \alpha \)-homogeneous measure
on the positive half-line (that is, on the “radial” component). This
result is applied to the intensity measures of Poisson processes that
arise in Lévy-Khinchin-Itô-like representations of infinitely divis-
ible random elements. It is established that if a strictly stable
random element in a convex cone admits a series representation
as the sum of points of a Poisson process, then it necessarily has
a LePage representation as the sum of i.i.d. random elements of
the cone scaled by the successive points of an independent unit
intensity Poisson process on the positive half-line each raised to
the power \(-\frac{1}{\alpha}\).

1. Introduction

One may consider infinitely divisible random elements in very gen-
eral settings where there is a binary operation on the carrier space such
that it makes sense to speak of the “addition” of two random elements.
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Once one rules out pathologies such as random elements with idempotent distributions (that is, probability measures that are equal to their convolution with themselves), the main step towards understanding infinitely divisible random elements usually consists of establishing their representation as a sum of the points of a Poisson random measure and possibly also constant terms and random elements with Gaussian-like distributions. Results of this type start from the classical Lévy-Khinchin theorem for Euclidean space, with further extensions to Banach spaces [1, 24], groups [21], function spaces [2, 13, 22], and general semigroups [25].

A **convex cone** is a semigroup equipped with a scaling, that is, with an action of the group of positive real numbers that interacts suitably with the semigroup operation. There is a natural notion of stability for random elements of such a carrier space that extends the usual notion of stability for random elements of Euclidean space, see [5]. For strictly stable random elements, the intensity measure of the corresponding Poisson process – the Lévy measure of the random element – is scale-homogeneous, that is, its value on any set scaled by any positive real number equals the value on the original set up to a factor given by a (fixed) power of the scaling constant. A scale-homogeneous measure on \( \mathbb{R}^d \) that is finite outside a neighborhood of the origin can be represented in polar coordinates as the product of a probability measure on the unit sphere (the directional or angular component) and a scale-homogeneous measure on the positive reals (the radial component). A nontrivial scale-homogeneous measures on the positive reals that is finite outside neighborhoods of the origin is necessarily of the form \( c \alpha t^{-(\alpha+1)} dt \) for some constants \( c > 0 \) and \( \alpha > 0 \). The unit sphere need not be the unit sphere for the Euclidean norm: the unit sphere for any norm on \( \mathbb{R}^d \) serves equally well. The situation becomes more complicated for more general spaces where there may be no natural candidates to play the rôle of the unit sphere.

Such a polar decomposition of the Lévy measure leads to a representation of stable random elements as the sum of a series obtained from a sequence of i.i.d. random elements scaled by the points of a Poisson process on the positive real line with intensity measure of the form \( \alpha t^{-(\alpha+1)} dt \) or, equivalently by points of the form \( \Gamma_k^{-\frac{1}{\alpha}} \), where \( (\Gamma_k)_{k \in \mathbb{N}} \) are the points of a unit intensity Poisson process on the positive real line. Such a representation was first obtained in [16] for Euclidean space and since then it and its various extensions have been called the **LePage series** representation. For example, such a representation was given for random elements of a suitable space of functions with
the semigroup operation being addition in [26] and with the semigroup operation being maximum in [6].

Section 2 presents the main result that concerns a polar decomposition of scale-homogeneous measures on quite general spaces. Proposition 2.8 is inspired by the argument used in [9, Th. 10.3] to derive the LePage series representation for stable metric measure spaces. A similar rescaling argument was used in the context of max-stable sequences in [6].

In Section 3 we review the definition of a convex cone, introduce stable random elements on such carrier spaces, and apply the general decomposition results to derive the series representation of strictly stable random elements in convex cones. Such a series representation is a consequence of the polar decomposition of the Lévy measure and expresses any strictly stable random element as a sequence of i.i.d. random elements scaled by a power of the successive points of the unit intensity Poisson point process on the positive half line. The key hypotheses we require are a one-sided continuity property of bounded semicharacters and the existence of a measurable transversal for the action of the positive real numbers on the carrier space.

Section 4 presents several applications, some in well-known settings and others in more novel contexts, where our approach streamlines the derivation of the LePage series representation of a stable random elements.

2. Decomposition of scale-homogeneous measures

**Definition 2.1.** Let \( X \) be a measurable space with a \( \sigma \)-algebra \( \mathcal{B} \), and let \((x,t) \mapsto tx \in X\) be a pairing of \( x \in X \) and \( t \in \mathbb{R}^+ := (0, \infty) \) which is \( \mathcal{B} \otimes \mathcal{B}(\mathbb{R}^+)/\mathcal{B}\)-measurable, where \( \mathcal{B}(\mathbb{R}^+) \) is the Borel \( \sigma \)-algebra on \( \mathbb{R}^+ \). Assume that this pairing is an action of the group \( \mathbb{R}^+ \) (where the group operation is the usual multiplication of real numbers) on \( X \); that is, for all \( t, s > 0 \) and \( x \in X \), \( t(sx) = (ts)x \) and \( 1x = x \). We refer to such a pairing as a scaling.

**Remark 2.2.** For \( B \in \mathfrak{B} \) and \( t \in \mathbb{R}^+ \), set \( tB := \{tx : x \in B\} \). The measurability of the map \( x \mapsto tx \) for each \( t \in \mathbb{R}^+ \) yields that \( sB = \{x : (s^{-1})x \in B\} \in \mathfrak{B} \) for all \( B \in \mathfrak{B} \) and \( s \in \mathbb{R}^+ \).

**Definition 2.3.** A measure \( \nu \) on \( X \) is said to be \( \alpha \)-homogeneous for some \( \alpha \in \mathbb{R} \setminus \{0\} \) if

\[
\nu(sB) = s^{-\alpha} \nu(B), \quad B \in \mathfrak{B}, \ s > 0.
\]

**Remark 2.4.** By redefining the pairing to be \((x,t) \mapsto t^{-1}x\), we may assume that \( \alpha > 0 \) and we will do so from now on. Moreover, by
redefining the pairing to be \((x, t) \mapsto t^{\frac{1}{\alpha}} x\) we could even assume that \(\alpha = 1\), but we choose not to do so in order that the notation \(tx\) retains its usual meaning when \(X\) is a subset of some vector space over \(\mathbb{R}\).

We begin with a technical lemma.

**Lemma 2.5.** Suppose that \(\nu\) is an \(\alpha\)-homogeneous measure on \((X, \mathcal{B})\). Write \(\mathcal{B}^\nu\) for the completion of the \(\sigma\)-algebra \(\mathcal{B}\) with respect to the measure \(\nu\). Then \(sB \in \mathcal{B}^\nu\) with \(\nu(sB) = s^{-\alpha}\nu(B)\) for all \(s > 0\) and \(B \in \mathcal{B}\).

**Proof.** Suppose that \(A \subset X\) is a \(\nu\)-null set. That is, there exists \(N \in \mathcal{B}\) such that \(A \subseteq N\) and \(\nu(N) = 0\). For any \(s > 0\), \(sA \subseteq sN \in \mathcal{B}\) and \(\nu(sN) = s^{-\alpha}\nu(N) = 0\) by (2.1), and so \(sA\) is also \(\nu\)-null. Now, \(B \in \mathcal{B}^\nu\) if and only if there exists \(C \in \mathcal{B}\) such that \(B \Delta C\) is \(\nu\)-null, in which case \(\nu(B) = \nu(C)\). Since \((sB)\Delta(sC) = s(B \Delta C)\) for \(s > 0\) and the latter set is \(\nu\)-null by the above, we see that \(sB \in \mathcal{B}^\nu\) and \(\nu(sB) = \nu(sC) = s^{-\alpha}\nu(C) = s^{-\alpha}\nu(B)\).

**Remark 2.6.** Note that Lemma 2.5 implies that the map \(x \mapsto sx\) is \(\mathcal{B}^\nu\)-measurable for any \(s \geq 0\). It does not say that the map \((x, s) \mapsto sx\) is \(\mathcal{B} \otimes \mathcal{B}(\mathbb{R}_{++})/\mathcal{B}^\nu\)-measurable.

**Notation 2.7.** For \(I \subset \mathbb{R}_{++}\) and \(B \in \mathcal{B}\), put

\[
IB := \bigcup_{t \in I} tB.
\]

The following is the first of a series of related assumptions that require the existence of a suitably rich family of subsets or nonnegative functions on our carrier space.

**Assumption A.** There exist sets \(U_k \in \mathcal{B}\), \(k \in \mathbb{N}\), such that

(i) if \(x \in U_k\), then \(tx \in U_k\) for all \(t \geq 1\) (that is, \([1, \infty) U_k = U_k\));
(ii) the sets \(V_k := (0, \infty) U_k\), \(k \in \mathbb{N}\), cover \(X\) (that is, \(\bigcup_{k \in \mathbb{N}} V_k = X\)).

**Proposition 2.8.** Suppose that Assumption [A] holds. The following are equivalent for a measure \(\nu\) on \((X, \mathcal{B})\).

i) The measure \(\nu\) is a nontrivial \(\alpha\)-homogeneous measure with

\[
\nu(U_k) < \infty, \quad k \in \mathbb{N}.
\]

ii) The measure \(\nu\) is the push-forward of the measure \(\pi \otimes \theta_{\alpha}\) by the map \((x, t) \mapsto tx\), where \(\pi\) is a probability measure on \(X\) such that

\[
\int_0^\infty \pi(tU_k) t^{\alpha-1} \, dt < \infty, \quad k \in \mathbb{N},
\]

and \(\theta_{\alpha}\) is the measure on \(\mathbb{R}_{++}\) given by \(\theta_{\alpha}(dt) := \alpha t^{-(\alpha+1)} \, dt\).
(iii) For a probability measure $\pi$ on $\mathbb{X}$ such that (2.3) holds,

$$
(2.4) \quad \nu(B) = \alpha \int_0^\infty \pi(tB) t^{\alpha-1} \ dt
$$

for all $B \in \mathcal{B}$.

**Proof.** Statement (iii) is just a restatement of statement (ii), so it suffices to show that (i) $\implies$ (ii) and (iii) $\implies$ (i).

(i) $\implies$ (ii). Fix $k \in \mathbb{N}$. Note that $V_k = \bigcup_{n \in \mathbb{N}} 2^{-n}U_k$, so that $V_k \in \mathcal{B}$.

Put

$$
\tilde{U}_k := \bigcap_{t < 1} tU_k = \bigcap_{n \in \mathbb{N}} (1 - 2^{-n})U_k \in \mathcal{B},
$$

and observe that $V_k = (0, \infty)\tilde{U}_k$. The $\alpha$-homogeneity of $\nu$ and (2.2) yield that

$$
\nu(\tilde{U}_k) = \inf_{t < 1} t^{-\alpha}\nu(U_k) = \nu(U_k) < \infty.
$$

For $x \in V_k$, set

$$
\tau(x) := \sup\{t > 0 : x \in t\tilde{U}_k\} \in (0, \infty].
$$

Since

$$
\{x \in V_k : \tau(x) \geq t\} = \bigcap_{s < t} s\tilde{U}_k = t \bigcap_{s < 1} s\tilde{U}_k = t\tilde{U}_k,
$$

the function $\tau : V_k \to (0, \infty]$ is $\mathcal{B}$-measurable. Clearly, $\tau(sx) = s\tau(x)$ for all $s > 0$. Also, setting

$$
N_k := \{x \in V_k : \tau(x) = \infty\} = \bigcap_{t > 0} t\tilde{U}_k,
$$

we have $sN_k = N_k$ for all $s > 0$ and

$$
\nu(N_k) = \inf_{t > 0} t^{-\alpha}\nu(\tilde{U}_k) = 0.
$$

Define

$$
W_k := \{x \in V_k : \tau(x) = 1\} = \tilde{U}_k \setminus \left( \bigcup_{t > 1} t\tilde{U}_k \right) \subseteq V_k \setminus N_k.
$$

Note that

$$
(2.5) \quad \tilde{U}_k \setminus N_k = [1, \infty)W_k
$$

and

$$
(2.6) \quad V_k \setminus N_k = (0, \infty)W_k.
$$

Set $V'_1 := V_1$ and $V'_i := (V_i \cap (V_1 \cup \cdots \cup V_{i-1})^c)$ for $i \geq 2$. Then put $V''_j := V_j \setminus N_j$, $W''_j := W_j \cap V''_j$ and $\tilde{U}''_j := \tilde{U}_j \cap V''_j$ for $j \in \mathbb{N}$. The sets $\{V''_k\}_{k \in \mathbb{N}}$ are disjoint, $\mathbb{X} \setminus \bigcup_{k \in \mathbb{N}} V''_k \subseteq \bigcup_{k \in \mathbb{N}} N_k$ is a $\nu$-null set, and $\tilde{U}''_k = \{tx : t \geq 1, x \in W''_k\}$ for all $k \in \mathbb{N}$. Therefore, it is possible to
assume without loss of generality that all of the sets \( N_k \) are empty, the sets \( \{U_k\}_{k \in \mathbb{N}} \) are pairwise disjoint, the sets \( \{V_k\}_{k \in \mathbb{N}} \) form a measurable partition of \( X \), and that \( \tau(x) \) is uniquely defined and finite for all \( x \in X \).

The sets \( \{x \in V_k : \tau(x) = t\} = tW_k \) are disjoint for different \( t > 0 \) and their union is \( V_k \). The map \( x \mapsto (\tau(x)^{-1}x, \tau(x)) \) is therefore a well-defined bimeasurable bijection between \( V_k \) and \( W_k \times \mathbb{R}_{++} \). Let \( \tilde{\nu} \) be the push-forward of \( \nu \) by the map \( x \mapsto (\tau(x)^{-1}x, \tau(x)) \) and define a measure \( \rho_k \) on \( W_k \) by \( \rho_k(A) = \tilde{\nu}(A \times [1, \infty)) \). Note that \( \rho_k \) is a finite measure, since

\[
\rho_k(W_k) = \tilde{\nu}(W_k \times [1, \infty)) = \nu(U_k) < \infty
\]

by (2.2). The \( \alpha \)-homogeneity of \( \nu \) is equivalent to the scaling property \( \tilde{\nu}(A \times sB) = s^{-\alpha} \tilde{\nu}(A \times B) \) for \( s > 0 \), measurable \( A \subseteq W_k \), and Borel \( B \subseteq \mathbb{R}_{++} \). Thus, if we let \( \theta_\alpha \) be the measure on \( \mathbb{R}_{++} \) given by \( \theta_\alpha(dt) = \alpha t^{-(\alpha+1)} dt \), then

\[
\tilde{\nu}(A \times [b, \infty)) = \tilde{\nu}(A \times b[1, \infty)) = b^{-\alpha} \tilde{\nu}(A \times [1, \infty)) = \rho_k(A) \times \theta_\alpha([b, \infty))
\]

for \( A \subseteq W_k \). The restriction of \( \tilde{\nu} \) to \( W_k \times \mathbb{R}_{++} \) is therefore \( \rho_k \otimes \theta_\alpha \) and hence the restriction of \( \nu \) to \( V_k \) is the push-forward of \( \rho_k \otimes \theta_\alpha \) by the map \((y, t) \mapsto ty\).

We can think of \( \rho_k \) as a measure on all of \( V_k \). For \( c_k \in \mathbb{R}_{++} \), let \( \eta_k \) be the measure on \( V_k \) that assigns all of its mass to the set \( c_kW_k \) and is given by \( \eta_k(A) = c_k^\alpha \rho_k(c_k^{-1}A) \). We have

\[
(\eta_k \otimes \theta_\alpha)((\{y, t\} : ty \in B)) = \int \eta_k(t^{-1}B) \alpha t^{-(\alpha+1)} dt
= \int c_k^\alpha \rho_k(c_k^{-1}t^{-1}B) \alpha t^{-(\alpha+1)} dt
= \int \rho_k(s^{-1}B) \alpha s^{-(\alpha+1)} ds
= (\rho_k \otimes \theta_\alpha)((\{y, t\} : ty \in B))
= \nu(B)
\]

for measurable \( B \subseteq V_k \), and so \( \eta_k \) is a finite measure with total mass \( c_k^\alpha \rho_k(W_k) \) that has the property that the push-forward of \( \eta_k \otimes \theta_\alpha \) by the map \((y, t) \mapsto ty\) is the restriction of \( \nu \) to \( V_k \).

We can regard \( \eta_k \) as being a finite measure on all of \( X \) and, by choosing the constants \( c_k \), \( k \in \mathbb{N} \), appropriately we can arrange for \( \pi := \sum_{k \in \mathbb{N}} \eta_k \) to be a probability measure such that (2.4) holds, and this also implies (2.3).
(iii) \(\implies\) (i). It is easy to see that \(\nu\) given by (2.4) is \(\alpha\)-homogeneous, and (2.2) follows from (2.3) and (2.4). \(\square\)

Remark 2.9. A key observation in the proof of Proposition 2.8 is that it is possible to define measurable sets \(W_k\) such that (2.5) and (2.6) hold, and if \(x \in W_k\), then \(tx \notin W_k\) for any \(t \neq 1\). We would like to reverse the construction in Proposition 2.8 by starting with a suitable collection of sets \(\{W_k\}_{k \in \mathbb{N}}\) with this last property and conclude that if \(\tilde{U}_k := [1, \infty)W_k\), then \(\tilde{U}_k \in \mathcal{B}\) and if we construct sets from each of the \(\tilde{U}_k\) in the manner that the \(W_k\) are constructed in the proof, then we recover the \(W_k\). There is, however, a slightly delicate point here: if \(B \in \mathcal{B}\), then it is not necessarily the case that \([1, \infty)B = \bigcup_{t \geq 1} tB = \{tx : t \geq 1, x \in B\} \in \mathcal{B}\).

Lemma 2.10. Let \(\nu\) be a \(\sigma\)-finite \(\alpha\)-homogeneous measure on \((\mathcal{X}, \mathcal{B})\) and suppose that \(\mathcal{B}\) is \(\nu\)-complete.

i) For \(B \in \mathcal{B}\) and a Borel set \(I \subseteq \mathbb{R}_+\), the set \(IB\) also belongs to \(\mathcal{B}\).

ii) If \(\nu([t, u)B) < \infty\) for \(B \in \mathcal{B}\) and \(0 < t < u < \infty\), then \(\nu([s, \infty)B) < \infty\) for all \(s > 0\).

Proof. For part (i), observe that

\[
IB = \{y \in \mathcal{X} : y = tx, \text{ for some } t \in I \text{ and } x \in B\}
= \{y \in \mathcal{X} : t^{-1}y = x, \text{ for some } t \in I \text{ and } x \in B\}
= \{y \in \mathcal{X} : uy = x, \text{ for some } u \in I^{-1} \text{ and } x \in B\}
= \{y \in \mathcal{X} : uy \in B, \text{ for some } u \in I^{-1}\}
= \Pi(\{(y, u) \in \mathcal{X} \times I^{-1} : uy \in B\}),
\]

where \(\Pi : \mathcal{X} \times \mathbb{R}_+ \to \mathcal{X}\) is the projection map defined by \(\Pi((x, t)) = x\).

The map \(t \mapsto t^{-1}\) from \(\mathbb{R}_+\) to itself is a \(\mathcal{B}(\mathbb{R}_+)\)-measurable bijection and it is its own inverse, so the set \(I^{-1}\) is \(\mathcal{B}(\mathbb{R}_+)\)-measurable. It follows that the set \(\{(y, u) \in \mathcal{X} \times I^{-1} : uy \in B\} \in \mathcal{B} \otimes \mathcal{B}(\mathbb{R}_+)\)-measurable. The projection theorem (see, for example, [14 Th. 12.3.4] or [7 Section III.44]) and the \(\nu\)-completeness of \(\mathcal{B}\) yield that \(IB \in \mathcal{B}\).

For part (ii), note that

\[
[s, \infty)B = \left(\bigcup_{n \geq 0} \frac{s}{t} \left(\frac{u}{t}\right)^n [t, u]\right)B
\subseteq \bigcup_{n \geq 0} \frac{s}{t} \left(\frac{u}{t}\right)^n [t, u)B.
\]
By the \( \alpha \)-homogeneity of \( \nu \)
\[
\nu \left( \frac{s}{t} \left( \frac{u}{t} \right)^n \left[ t, u \right) \right) = \left( \frac{s}{t} \right)^{-\alpha} \left( \frac{u}{t} \right)^{-n\alpha} \nu \left( \left[ t, u \right) \right),
\]
and the result follows from the subadditivity of \( \nu \) and the summability of the relevant geometric series. \( \square \)

It is possible to obtain the conclusion of Proposition 2.8 under another assumption.

**Assumption B.** There exists \( S \in \mathcal{B} \) such that
\[
X = \{ tx : t \in \mathbb{R}^+, x \in S \},
\]
and \( \{ x, tx \} \subset S \) for some \( x \in X \) and \( t > 0 \) implies that \( t = 1 \).

**Definition 2.11.** The orbits of the action of the group \( \mathbb{R}^+ \) on \( X \) are the sets of the form \( \{ tx : t \in \mathbb{R}^+ \} \) for some \( x \in X \). The orbits are the equivalence classes for the equivalence relation on \( X \) where we declare \( x \) and \( y \) to be equivalent if \( y = tx \) for some \( t \in \mathbb{R}^+ \). Assumption B says that the measurable set \( S \) intersects each equivalence class in exactly one point. Such a set is called a transversal.

The following result is immediate from Lemma 2.10 and the proof of Proposition 2.8.

**Proposition 2.12.** Let \( \nu \) be a \( \sigma \)-finite, \( \alpha \)-homogeneous measure on \( X \).

i) Suppose that Assumption A and the finiteness condition (2.2) hold. Set
\[
W_k := \left( \bigcap_{s < 1} sU_k \right) \setminus \left( \bigcup_{t > 1} \left( \bigcap_{s < 1} sU_k \right) \right).
\]
Then, by possibly replacing \( X \) with a set \( X' \in \mathcal{B} \) such that \( tX' = X' \) for all \( t > 0 \) and \( \nu(X \setminus X') = 0 \), Assumption B holds for \( S := \bigcup_{k \in \mathbb{N}} W_k \). Moreover, for any nonempty intervals \( I_k := [a_k, b_k) \subset \mathbb{R}^+, k \in \mathbb{N} \), it is the case that \( I_k W_k \in \mathcal{B} \) and \( \nu(I_k W_k) < \infty \) for \( k \in \mathbb{N} \).

ii) Suppose that Assumption B holds and there is a pairwise disjoint family of measurable sets \( \{ W_k \}_{k \in \mathbb{N}} \) such that \( S = \bigcup_{k \in \mathbb{N}} W_k \) and a family of nonempty intervals \( I_k := [a_k, b_k) \subset \mathbb{R}^+, k \in \mathbb{N} \), such that \( \nu(I_k W_k) < \infty \) for all \( k \in \mathbb{N} \), where \( I_k W_k \) is guaranteed to belong to \( \mathcal{B}' \) for all \( k \in \mathbb{N} \). Then Assumption A and the finiteness condition (2.2) hold with \( (X, \mathcal{B}) \) replaced by \( (X, \mathcal{B}') \) and \( U_k := [1, \infty)W_k \) for \( k \in \mathbb{N} \).
Definition 2.13. Recall that a *Borel space* is a measurable space that is Borel isomorphic to a Borel subset of a Polish space equipped with the trace of the Borel $\sigma$-algebra on the Polish space.

Lemma 2.14. Suppose that $\nu$ is a $\sigma$-finite $\alpha$-homogeneous measure on $(X, \mathcal{B})$ and that Assumption B is satisfied. For $x \in X$, define $\tau(x) \in R_{++}$ by the requirement that $\tau(x)^{-1}x \in S$. Then the following hold.

i) The maps $(x, t) \mapsto tx$ from $S \times R_{++}$ to $X$ and $x \mapsto (\tau(x)^{-1}x, \tau(x))$ from $X$ to $S \times R_{++}$ are mutually inverse.

ii) If $\mathcal{B}$ is $\nu$-complete, then $x \mapsto (\tau(x)^{-1}x, \tau(x))$ is $\mathcal{B}/\mathcal{B}_{S} \otimes \mathcal{B}(R_{++})$-measurable, where $\mathcal{B}_{S}$ is the $\sigma$-algebra induced by $\mathcal{B}$ on $S$.

iii) If $(X, \mathcal{B})$ is a Borel space, then $x \mapsto (\tau(x)^{-1}x, \tau(x))$ is $\mathcal{B}/\mathcal{B}_{S} \otimes \mathcal{B}(R_{++})$-measurable.

Proof. Part (i) is clear from the definition of $\tau$. Turning to part (ii), it suffices to show that the map $\tau$ is $\mathcal{B}$-measurable, but this follows from Lemma 2.10 and the fact that $\{x \in X : \tau(x) \geq t\} = [t, \infty)S$. For part (iii), first note that if $X$ is a Borel space, then so is $S$ equipped with the trace $\sigma$-algebra and hence also $S \times R_{++}$. Now apply the result of Kuratowski (see, for example, [21, Section I.3]) that a measurable bijection between two Borel spaces has a measurable inverse. \qed

Proposition 2.8 required Assumption A concerning the existence of suitable countable family of subsets of the carrier space $X$ and the hypothesis (2.2) that these sets all have finite $\nu$ mass. The following result replaces such requirements by the finiteness of integrals $\int h\,d\nu$ for a countable family of measurable functions $h : X \mapsto R_{+}$, $n \in N$.

Theorem 2.15. Suppose that Assumption B holds. Let $\mathcal{H}$ be a countable family of measurable functions $h : X \mapsto R_{+}$ such that for all $h \in \mathcal{H}$ and $x \in X$ the function $t \mapsto h(tx)$ is right-continuous (or left-continuous) on $R_{++}$.

A $\sigma$-finite measure $\nu$ on $X$ is $\alpha$-homogeneous and satisfies

\begin{equation}
\int_{X} h(x) \nu(dx) < \infty, \quad h \in \mathcal{H},
\end{equation}

and

\begin{equation}
\nu \left( \bigcap_{h \in \mathcal{H}} \{x \in X : h(x) = 0\} \right) = 0
\end{equation}
if and only if there exists a probability measure \( \pi \) on \( \mathbb{X} \) such that (2.4) holds,

\[
\int_{\mathbb{X}} \int_{0}^{\infty} h(tx) t^{-(\alpha+1)} \, dt \, dx < \infty, \quad h \in \mathcal{H},
\]

and

\[
\pi \left( (0, \infty) \cap \{ x \in \mathbb{X} : h(x) = 0 \} \right) = 0.
\]

**Proof.** Necessity. Enumerate \( \mathcal{H} \) as \( \{ h_n \}_{n \in \mathbb{N}} \). Assume that for all \( x \in \mathbb{X} \) the function \( t \mapsto h_n(tx) \) is right-continuous in \( t \in \mathbb{R}_{++} \). Denote by \( \mathbb{Q}_{++} \) the set of strictly positive rational numbers. For \( n, k, j \in \mathbb{N} \) and \( r \in \mathbb{Q}_{++} \), define

\[
U_{nkjr} := \{ x \in \mathbb{S} : h_n(sx) \geq 2^{-k}, s \in [r, r + 2^{-j}] \}.
\]

Since \( B := \{ x \in \mathbb{S} : h_n(x) \geq 2^{-k} \} \in \mathcal{B} \), the right-continuity property and Remark 2.2 yield that

\[
U_{nkjr} = \bigcap_{s \in \mathbb{Q} \cap [r, r + 2^{-j}]} s^{-1}B \in \mathcal{B}.
\]

Put \( J_{rj} := [r, r + 2^{-j}] \). Then \( J_{nj}U_{nkjr} \in \mathcal{B}^\nu \) and, by (2.7),

\[
\nu(J_{nj}U_{nkjr}) \leq 2^k \int_{J_{nj}U_{nkjr}} h_n(x) \, dx \leq 2^k \int_{\mathbb{S}} h_n(x) \, dx < \infty.
\]

Put \( S' = \bigcup_{n,k,r,j} U_{nkjr} \). If \( x \in \mathbb{S} \setminus S' \), \( n, k, j \in \mathbb{N} \), and \( r \in \mathbb{Q}_{++} \), there exists \( s \in [r, r + 2^{-j}] \) (depending on \( x, n, k, r, j \)) such that \( h_n(sx) < 2^{-k} \). The right-continuity of \( t \mapsto h_n(tx) \) yields that \( h_n(tx) = 0 \) for all \( r \in \mathbb{Q}_{++} \) and hence \( h_n(tx) = 0 \) for all \( t \in \mathbb{R}_{++} \).

Enumerate \( (U_{nkjr}, J_{rj}) \), \( n, k, j \in \mathbb{N} \) and \( r \in \mathbb{Q}_{++} \), as \( (W_n, I_n) \), \( n \in \mathbb{N} \), so that \( S' = \bigcup_{n \in \mathbb{N}} W_n \) and \( \nu(I_nW_n) < \infty \) for all \( n \in \mathbb{N} \). By (2.8), the measure \( \nu \) assigns all of its mass to the set \( \mathbb{X}' := (0, \infty)S' \in \mathcal{B}^\nu \), and the result follows from the decomposition of \( \nu \) guaranteed by Proposition 2.8 and Proposition 2.12. Finally, (2.9) follows from the change of variables in (2.7) using the polar decomposition of \( \nu \) as \( \pi \otimes \theta_\alpha \).

If all functions \( h_n(tx) \) are left continuous in \( t \in \mathbb{R}_{++} \), then the definition of \( U_{nkjr} \) should be modified by working with the interval \( [r - 2^{-j}, r] \) for \( 2^{-j} < r \).

**Sufficiency** is immediate by checking that the measure \( \nu \) defined by (2.4) is \( \alpha \)-homogeneous. □

**Remark 2.16.** If \( h_n(tx) \to 0 \) as \( t \downarrow 0 \) for all \( n \in \mathbb{N} \), then it is not necessary to require Assumption [3] in Theorem 2.15. A measurable
transversal can be constructed as follows. For each \( n \in \mathbb{N} \), let
\[
W_n := \{ x \in X : h_k(x) = 0, k < n, h_n(x) \neq 0 \}.
\]
Next, partition \( W_n \) into measurable sets
\[
W_{n,j} := \{ x \in W_n : \sup_{t > 0} h_n(tx) \in (2^{-j}, 2^{-j+1}] \}, \quad j \geq 1,
\]
\[
W_{n,0} := \{ x \in W_n : \sup_{t > 0} h_n(tx) > 1 \}.
\]
Finally, define
\[
\tau_{n,j}(x) := \inf \{ t > 0 : h_n(tx) > 2^{-j} \}, \quad x \in W_{n,j},
\]
and
\[
S_{n,j} := \{ \tau_{n,j}(x)^{-1} x : x \in W_{n,j} \}.
\]
Then \( S := \bigcup_{n,j \in \mathbb{N}} S_{n,j} \) satisfies Assumption B in the complement of the set \( \{ x \in X : h_n(x) = 0, n \in \mathbb{N} \} \).

Remark 2.17. Theorem 2.15 asserts that an \( \alpha \)-homogeneous measure \( \nu \) is the push-forward of the measure \( \pi \otimes \theta_\alpha \) under the map \( (x,t) \mapsto tx \) from \( X \times \mathbb{R}^d \) to \( X \). In this case we say that \( \nu \) admits a polar representation. It follows from the proof that we may replace \( X \) by a subset that is invariant under the action of \( \mathbb{R}^d \) in such a way that the probability measure \( \pi \) assigns all of its mass to a transversal.

3. Strictly stable random elements on convex cones

Definition 3.1. A convex cone \( \mathbb{K} \) is an abelian measurable semigroup with neutral element \( e \) and a scaling \( (x,a) \mapsto ax \) by \( \mathbb{R}^+ \) that has the properties
\[
a(x + y) = ax + ay, \quad a > 0, \ x, y \in \mathbb{K},
\]
\[
ae = e, \quad a > 0.
\]

Remark 3.2. The simplest examples of convex cones are \( \mathbb{K} = \mathbb{R}^d \) and \( \mathbb{K} = \mathbb{R}^d_+ \) with the usual scaling by \( \mathbb{R}^+ \), but there are many other examples, some of which we will Recall later in this paper.

Remark 3.3. In contrast to the many classical studies of convex cones that are convex subsets of vector spaces over the reals which are closed under multiplication by nonnegative scalars (see, for example, [10]), we do not assume the validity of the second distributivity law; that is, we do not require that \( ax + bx = (a + b)x \) for \( a, b > 0 \) and \( x \in \mathbb{K} \).

Stable random elements of convex cones have been studied in [5] under the assumptions that the scaling is jointly continuous and that \( \mathbb{K}' := \mathbb{K} \setminus \{ e \} \) is a Polish space.
Definition 3.4. An involution is a measurable map \( x \mapsto x^* \) satisfying 
\[
(x + y)^* = x^* + y^*, \quad (ax)^* = ax^*, \quad \text{and} \quad (x^*)^* = x
\]
for all \( x, y \in K \) and \( a > 0 \). We assume that \( K \) is equipped with an involution.

Definition 3.5. A measurable function \( \chi \) that maps \( K \) into the unit disk \( \mathbb{D} \) in the complex plane is called a bounded semicharacter (or, more briefly, a character) if 
\[
\chi(p + q) = \chi(p)\chi(q)
\]
for all \( p, q \in K \).

Remark 3.6. The family of all characters form a convex cone when equipped with pointwise multiplication as the semigroup operation, the topology of pointwise convergence, the neutral element \( 1 \) being the character identically equal to 1, the involution being the complex conjugate, and the scaling defined by \( (a\chi)(x) := \chi(ax) \), \( x \in K \), \( a > 0 \).

We assume in the following that there exists a separating family \( \hat{K} \) of characters in the usual sense that for each \( x \neq y \) there exists \( \chi \in \hat{K} \) such that \( \chi(x) \neq \chi(y) \). Such a family does not exist for all semigroups, see [5, Ex. 8.20]. We also assume that the characters in \( \hat{K} \) generate the \( \sigma \)-algebra on \( K \) and that the family \( \hat{K} \) is closed under taking finite products, contains the constant function \( 1 \), and so is a semigroup itself. Note that \( \hat{K} \) is not assumed to be closed under scaling and so it is not necessarily a convex cone.

The distribution of a \( K \)-valued random element \( \xi \) is determined by its Laplace transform \( \mathbb{E}\chi(\xi) \), \( \chi \in \hat{K} \), (see, for example, [5, Th. 5.4]). A random element \( \xi \) is said to be symmetric if \( \xi \stackrel{d}{=} \xi^* \), that is, \( \xi \) coincides in distribution with its involution. The Laplace transform of a symmetric random element takes only real values. Recall that the classical Lévy-Khinchin-Itô description of infinitely divisible random elements of \( \mathbb{R}^d \) can involve subtracting “compensating” terms to achieve convergence of a sum of the points in a Poisson point process that would otherwise be divergent, but that such compensation is not necessary when the random elements are symmetric in the usual sense for \( \mathbb{R}^d \)-valued random elements (which is the special case of the sense considered here with the involution given by \( x \mapsto -x \)). Since no such recentering using subtraction is possible in the general semigroup setting, we mostly consider symmetric random elements. If the involution is the identity, then all random elements are symmetric.

Definition 3.7. A random element \( \xi \) in \( K \) is said to be strictly \( \alpha \)-stable if 
\[
(3.1) \quad a^{1/\alpha}\xi' + b^{1/\alpha}\xi'' \stackrel{d}{=} (a + b)^{1/\alpha}\xi, \quad a, b > 0,
\]
where \( \xi' \) and \( \xi'' \) are i.i.d. copies of \( \xi \).
In general cones, any value $\alpha \neq 0$ is possible, see [5]. Since by redefining the scaling from $ax$ to $a^{-1}x$ it is possible to turn a negative $\alpha$ into a positive one, in the following we consider only the case $\alpha > 0$.

**Remark 3.8.** An alternative definition of strictly stable random elements that coincides with the above for $\mathbb{R}^d$ (and in many other situations) requires that, for all $n \geq 2$, there exists $a_n > 0$ such that $\xi_1 + \cdots + \xi_n \overset{d}{=} a_n \xi$, where $\xi, \xi_1, \ldots, \xi_n$ are i.i.d. and $n \geq 2$. While (3.1) implies this condition immediately, extra assumptions related to the semicontinuity property of characters and the continuity of the scaling operation are needed for the equivalence of the two definitions, see [5, Th. 5.16]. The major step is to establish that $a_n = n^{1/\alpha}$, after which (3.1) follows easily.

A strictly $\alpha$-stable $\xi$ is always infinitely divisible and so its Laplace transform satisfies

\begin{equation}
\mathbb{E}\chi(\xi) = \exp\{-\varphi(\chi)\}, \quad \chi \in \hat{K},
\end{equation}

for a negative definite complex-valued function $\varphi$ on $\hat{K}$ with $\text{Re} \varphi \in [0, \infty]$ and $\varphi(1) = 0$, see [3, Th. 3.2.2, Prop. 4.3.1]. The function $\varphi$ is called the Laplace exponent of $\xi$.

A Laplace exponent is associated with a unique Lévy measure $\nu$, a Radon measure on the semigroup of all bounded characters on $\hat{K}$, see [3]. In the following we always assume that the Lévy measure is supported by $K' := K\setminus\{e\}$ canonically embedded into the semigroup of all bounded semicharacters on $\hat{K}$ and that it is $\sigma$-finite on $K'$. In this case we say that $\xi$ admits a Lévy measure. The Lévy measure $\nu$ satisfies

\begin{equation}
\int_{K'} (1 - \text{Re} \chi(x)) \nu(dx) < \infty
\end{equation}

for all $\chi \in \hat{K}$. The measure $\nu$ is the intensity measure of a Poisson process $\{\eta_i : i \in \mathbb{N}\}$ on $K'$, and the appropriately defined (if necessary using principal values and compensating terms) sum of the points $\eta_i$ yields an infinitely divisible random element that is said to not have deterministic, Gaussian or idempotent components.

**Lemma 3.9.** Assume for some $\chi \in \hat{K}$ that

\begin{equation}
\liminf_{t \downarrow 0} \text{Re} \chi(tx) > 0
\end{equation}

for all $x \in K$. If $\xi$ is a strictly $\alpha$-stable random element, then $\mathbb{E}\chi(\xi) \neq 0$. 
Proof. Since $-1 \leq \Re \chi(tx) \leq 1$ for all $t > 0$ and $x \in \mathbb{K}$, it follows from the assumption (3.4) and Fatou’s Lemma that
\begin{equation}
0 < \mathbb{E} \left[ \liminf_{t \downarrow 0} \Re \chi(t\xi) \right] \leq \liminf_{t \downarrow 0} \mathbb{E} \Re \chi(t\xi).
\end{equation}
By the stability property of $\xi$, $\mathbb{E} \chi(\xi) = (\mathbb{E} \chi(n^{-1/\alpha}\xi))^n$ for all $n \in \mathbb{N}$, and so $\mathbb{E} \chi(\xi) = 0$ would imply that $\mathbb{E} \chi(n^{-1/\alpha}\xi) = 0$ and hence $\mathbb{E} \Re \chi(n^{-1/\alpha}\xi) = 0$ for all $n \in \mathbb{N}$, but this contradicts (3.5). □

Lemma 3.10. Assume that (3.4) holds for all $\chi \in \hat{\mathbb{K}}$. Then the Lévy measure of a strictly $\alpha$-stable random element is an $\alpha$-homogeneous measure on $\mathbb{K}'$.

Proof. It follows from (3.1) that
\begin{equation}
\varphi(a^{1/\alpha}\chi) + \varphi(b^{1/\alpha}\chi) = \varphi((a + b)^{1/\alpha}\chi), \quad a, b > 0,
\end{equation}
where the Laplace exponent $\varphi$ of the strictly stable random element $\xi$ is finite by Lemma 3.9. Since $(x, a) \mapsto ax$ is a jointly measurable map, the function $a \mapsto \mathbb{E} \chi(a\xi)$ is measurable by Fubini’s theorem. Therefore,
\begin{equation}
\varphi(a\chi) = a^\alpha \varphi(\chi), \quad a > 0.
\end{equation}
The random element $a\xi$ is also infinitely divisible and its Lévy measure is $B \mapsto \nu(aB)$ for measurable subsets $B \subseteq \mathbb{K}'$. By (3.6), the Lévy measure of $a\xi$ is $a^\alpha \nu$. Since the Lévy measure is unique, we obtain (2.1). □

Theorem 3.11. Let $\xi$ be a strictly stable random element that admits a $\sigma$-finite Lévy measure $\nu$. Assume that there is a countable, closed under finite products, separating family of characters $\hat{\mathbb{K}}$ such that $t \mapsto \Re \chi(tx)$, $t \in \mathbb{R}_+$, is right- (or left-) continuous for all $x \in \mathbb{K}'$ and $\chi \in \hat{\mathbb{K}}$. Assume also that Assumption B holds and (3.4) holds for all $\chi \in \hat{\mathbb{K}}$.

Then $\nu$ admits the polar representation $\pi \otimes \theta_\alpha$, where $\pi$ is a probability measure on $\mathbb{K}'$ satisfying
\begin{equation}
\int_0^\infty \mathbb{E}[1 - \Re \chi(t\varepsilon)]t^{-(\alpha+1)} \, dt < \infty, \quad \chi \in \hat{\mathbb{K}}.
\end{equation}
The Poisson process with intensity measure $\nu$ can be represented as $\{\Gamma_i^{-1/\alpha}\varepsilon_i\}_{i \in \mathbb{N}}$, where $\{\varepsilon_i\}_{i \in \mathbb{N}}$ is a sequence of i.i.d. copies of a random element $\varepsilon$ in $\mathbb{K}'$ with distribution $\pi$, and $\{\Gamma_i\}_{i \in \mathbb{N}}$ are successive points of a unit intensity Poisson process on $\mathbb{R}_+$. If $\xi$ is symmetric, then $\varepsilon$ can also be chosen to have a symmetric distribution.
Proof. The measure $\nu$ admits the polar decomposition $\pi \otimes \theta_\alpha$ by Theorem 2.15 applied with $X := K'$, $\mathcal{H} := \{1 - \text{Re} \chi : \chi \in \hat{\mathbb{R}}\}$, and $\nu$ being the Lévy measure of $\xi$. Indeed, (2.7) follows from (3.3), $\nu$ is $\alpha$-homogeneous by Lemma 3.10 given that (3.4) is assumed to hold, and the separating condition imposed on $\hat{\mathbb{R}}$ yields (2.8).

The Poisson point process with intensity measure $\theta_\alpha$ is obtained as $\{\Gamma_i : i \in \mathbb{N}\}$. Thus, the Poisson process on $\mathbb{R}^r$ with intensity measure $\pi \otimes \theta_\alpha$ is obtained by marking a Poisson point process $\{\Gamma_i^{-1/\alpha} : i \in \mathbb{N}\}$ with marks $\{\varepsilon_i\}_{i \in \mathbb{N}}$ that are i.i.d. copies of a random element $\varepsilon$ in $\hat{\mathbb{R}}'$ with distribution $\pi$. By (2.9), the random element $\varepsilon$ satisfies (3.7).

Since $\nu$ is the push-forward of $\pi \otimes \theta_\alpha$ under the multiplication map $(x, t) \mapsto tx$, the Poisson process with intensity $\nu$ is given by $\{\Gamma_i^{-1/\alpha} \varepsilon_i : i \in \mathbb{N}\}$.

The uniqueness of the Lévy measure yields that $\nu$ is symmetric if $\xi$ is symmetric. Then in the proof of Proposition 2.8 it suffices to replace each set $W_k$ with the union of $W_k$ and its image under the involution to ensure that $\pi$ is a symmetric measure. □

Remark 3.12. Note that the random element $\varepsilon$ in Theorem 3.11 is not unique and also is not restricted to belong to the transversal $\mathbb{S}$ from Assumption B. By rescaling it is always possible to arrange that $\varepsilon \in \mathbb{S}$ a.s., however in this case, the Poisson process with intensity $\nu$ is given by $\{c\Gamma_i^{-1/\alpha} \varepsilon_i : i \in \mathbb{N}\}$ for a positive scaling constant $c$.

Remark 3.13. Suppose that the “Lévy-Khinchin-Itô” decomposition of the strictly $\alpha$-stable random element $\xi$ does not contain any deterministic, Gaussian or idempotent components, so that $\xi$ is the sum of the points in a Poisson process $\{\eta_i : i \in \mathbb{N}\}$, where the sum is appropriately defined by using principal values and compensating terms if necessary, see [5, Th. 7.2]. Theorem 3.11 establishes that $\{\eta_i : i \in \mathbb{N}\}$ can be constructed as $\{\Gamma_i^{-1/\alpha} \varepsilon_i : i \in \mathbb{N}\}$, that is, as randomly scaled i.i.d. copies of a random element $\varepsilon$.

Recall that no compensating terms for the sum of the $\eta_i$ are required if $\xi$ is $\alpha$-stable and symmetric. In this case, the Laplace exponent of $\xi$ is given by

$$\varphi(\chi) = \int_{K'} (1 - \chi(x)) \nu(dx) = \int_{\mathbb{R}^r} (1 - \text{Re} \chi(x)) \nu(dx), \quad \chi \in \hat{\mathbb{R}}'.$$

Put

$$\xi(r) := \sum_{\Gamma_i \leq r} \Gamma_i^{-1/\alpha} \varepsilon_i, \quad r > 0.$$
The probability generating functional formula for a Poisson point process yields that, for all \( \chi \in \mathbb{K} \),

\[
\mathbb{E}\chi(\xi(t)) = \exp \left\{ - \int_{-\alpha}^{\alpha} \int_{\mathbb{K}} (1 - \chi(tx)) \alpha t^{-\alpha + 1} \pi(dx) dt \right\}
\]

\[
\rightarrow \mathbb{E}\chi(\xi) \quad \text{as } r \uparrow \infty,
\]

since \( \mathbb{E}\chi(t\varepsilon) \) is real-valued by the symmetry of \( \varepsilon \) and the integral under the exponential converges by (3.7).

4. Examples

Example 4.1. If \( \mathbb{K} = \mathbb{R}^d \) with the usual arithmetic addition, the involution given by the negation, the Borel \( \sigma \)-algebra, and conventional scaling by positive scalars, then Assumption [13] holds with \( S \) being the sphere in \( \mathbb{R}^d \) with respect to any norm. A countable separating family of continuous characters is given by \( \chi(x) = \exp\{\langle u, x \rangle\} \), where \( \langle u, x \rangle \) is the scalar product of \( u \in \mathbb{Q}^d \) and \( x \in \mathbb{R}^d \), and Theorem 3.11 yields the polar representation of Lévy measures for strictly stable random vectors. In particular, each strictly stable random vector \( \xi \) corresponds to the Poisson process \( \{\Gamma_i^{-1/\alpha} \varepsilon_i : i \in \mathbb{N}\} \). If \( \alpha \in (0, 1) \) or if \( \xi \) is symmetric, then the sum of these points converges almost surely and yields the LePage series decomposition of \( \xi \), see [16].

Example 4.2. In the setting of Example 4.1 define the scaling by letting \( tx := \exp\{(\log t)A\}x \), \( t > 0 \), for a non-degenerate matrix \( A \). The corresponding stable elements are usually called operator stable, see [12, 27]. An operator stable random element is infinitely divisible and so admits a series representation and a Lévy measure. By Theorem 3.11, an operator stable random element \( \xi \) in \( \mathbb{R}^d \) admits the LePage series representation

\[
\xi \overset{d}{=} \sum_{i \in \mathbb{N}} \exp\{-\alpha^{-1}(\log \Gamma_i)A\} \varepsilon_i.
\]

Note that the polar decomposition of the Lévy measure appears in [11, Eq. (2)] and [12].

Example 4.3. Let \( \mathbb{K} \) be the family \( \mathbb{R}^{[0,\infty)} \) of real valued-functions on \( \mathbb{R}_+ \) with the cylindrical \( \sigma \)-algebra, the pointwise arithmetic addition of functions as the semigroup operation, involution being the negation, and the scaling operation applied pointwise. It is known [13, 18] that an infinitely divisible separable in probability stochastic process \( \xi(s) \), \( s \in \mathbb{R}_+ \), can be associated with the Poisson process \( \{\eta_i, i \in \mathbb{N}\} \) on \( \mathbb{R}^{[0,\infty)} \) with a \( \sigma \)-finite intensity measure \( \nu \), so that \( \xi \) admits a Lévy measure.
If \( \xi \) is symmetric, then, for each \( s \in \mathbb{R}_+ \),

\[
\xi(s) \overset{d}{\sim} \lim_{r \downarrow 0} \sum_{|\eta(t)| \geq r} \eta_i(s), \quad s \in \mathbb{R}_+,
\]

where \( \overset{d}{\sim} \) in this setting denotes the equality of all finite-dimensional distributions. It should be noted that the order of summands in (4.1) may change with \( t \), and there might be no order of the summands that guarantees the convergence for all rational \( s \), not to say for all \( s \in \mathbb{R}_+ \).

Such a common order exists for random functions with non-negative values (in which case \( K \) is endowed with the identical involution).

This cone does not admit a countable separating family of characters. Let \( \tilde{K} \) be the countable family of characters defined by

\[
\chi(x) = e^{ix(s)u}, \quad s \in \mathbb{Q}_+,
\]

where \( x = (x(s))_{s \geq 0} \) is an element of \( \mathbb{R}^{[0, \infty)} \) and \( u \) belongs to the set \( \mathbb{Q} \) of rational numbers. Theorem 3.11 applies to the process \( \xi \) restricted onto the set \( \mathbb{Q}_+ \) of non-negative rationals, so that the image \( \tilde{\nu} \) of the Lévy measure \( \nu \) under the map that restricts a function to \( \mathbb{Q}_+ \) has polar decomposition as \( \pi \otimes \theta_\alpha \) and the Poisson process with intensity \( \tilde{\nu} \) is given by \( \{ \Gamma_i^{-1/\alpha} \xi_i, i \geq 1 \} \). By [13, Prop. 2.19], for each \( t \in \mathbb{R}_+ \setminus \mathbb{Q}_+ \), the separability property of \( \xi \) yields that \( \Gamma_i^{-1/\alpha} \xi_i(t_n) \) converges in probability to \( \eta_i(t) \), whence \( \xi_i(t_n) \) converges in probability to \( \xi_i(t) := \Gamma_i^{1/\alpha} \eta_i(t) \). Thus, the Lévy measure \( \nu \) corresponds to the Poisson process \( \{ \Gamma_i^{-1/\alpha} \xi_i, i \geq 1 \} \), where \( \{ \xi_i, i \in \mathbb{N} \} \) is a sequence of i.i.d. separable processes distributed as \( \xi(s), s \in \mathbb{R}_+ \). Condition (3.7) in this setting is equivalent to \( \mathbb{E}|\xi(s)|^\alpha < \infty \) for all \( s \).

In the symmetric case, following (3.8), the convergence in (4.1) can be rephrased as

\[
\xi(s) \overset{d}{\sim} \lim_{r \uparrow \infty} \sum_{\Gamma_i \leq r} \Gamma_i^{-1/\alpha} \xi_i(s), \quad s \in \mathbb{R}_+.
\]

Therefore, in case of symmetric \( \alpha \)-stable processes the order of summands in (4.1) can be made the same for all time points. This makes it possible to appeal to path regularity results for stochastic integrals from [23, Th. 4] in order to confirm that \( \xi \) shares path regularity properties with \( \xi \), for instance, \( \xi \) is almost surely right-continuous with left limits (càdlàg) if \( \xi \) is càdlàg. The same holds for stochastic processes with almost surely non-negative values, since then the involution is the identity. The pointwise convergence of the LePage series yields the uniform convergence, see [2]. Note that a result concerning the existence
of the series representation of a general (not necessarily symmetric stable) infinitely divisible càdlàg function using càdlàg summands is not available.

**Example 4.4.** Let $\mathbb{K}$ be the family of non-negative functions $x(s)$, $s \in \mathbb{R}_+$, with the cylindrical $\sigma$-algebra, the semigroup operation being pointwise maximum, identical involution, and the scaling applied pointwisely to the values of the function. It is shown in [13] that each separable max-infinitely divisible stochastic process admits a Lévy measure. A separating family of characters is given by those of the form $x \mapsto \chi(x) = 1_{x(s)<a}$ for $s, a \in \mathbb{R}_+$. While these characters are not continuous, the function $t \mapsto \chi(tx)$ is right-continuous. Restricting the functions to non-negative rationals as in Example 4.3 and using the results from [13] concerning the max-infinitely divisible setting, we obtain that the Lévy measure of each max-stable separable in probability stochastic process $\xi$ admits a polar representation and the process itself admits the series representation

$$\xi(s) \overset{d}{\sim} \bigvee_{i \in \mathbb{N}} \Gamma_i^{-1/\alpha} \varepsilon_i(s),$$

which first appeared in [6].

**Example 4.5.** Equip the family $\mathbb{K}$ of real-valued càdlàg functions on $\mathbb{R}_+$ that vanish at the origin with pointwise arithmetic addition, involution being the negation, and the scaling defined by $(tx)(s) := x(ts)$, $s \in \mathbb{R}_+$, for $t \in \mathbb{R}_{++}$. Stable elements in this cone with $\alpha = 1$ are called time-stable processes in [15] and processes infinitely divisible with respect to time in [17]. The characters are given by (4.2) and, in view of the càdlàg assumption, they constitute a countable separating family and are right-continuous as required in Theorem 3.11. Furthermore, $\chi(tx) = \exp\{tx(ts)u\} \to 1$ as $t \downarrow 0$, so that a transversal in $\mathbb{K}$ can be constructed as in Remark 2.16, see also [15]. Thus, if a time-stable process with symmetric distribution admits a series representation with càdlàg functions, it also admits the LePage representation

$$\xi(s) \overset{d}{\sim} \sum_{i \in \mathbb{N}} \varepsilon_i(\Gamma_i^{-1}s), \quad s \in \mathbb{R}_+,$$

where $\{\varepsilon_i\}_{i \in \mathbb{N}}$ are i.i.d. copies of $\varepsilon(s)$, $s \in \mathbb{R}_+$, such that

$$\mathbb{E} \int_0^\infty \min(1, \varepsilon(s)^2) s^{-2} ds < \infty$$

because of (3.7).
The setting can be altered by considering the family of non-negative càdlàg functions with the identical involution. In particular, each separable in probability càdlàg time-stable process with non-negative values admits a LePage series representation.

**Example 4.6.** Let $\mathbb{K}$ be the family of locally finite measures $\mu$ on $\mathbb{R}^d$ with the arithmetic addition, identical involution, and the Borel $\sigma$-algebra generated by the vague topology [4, Sec. 9.1]. An infinitely divisible locally finite random measure admits a Lévy measure, see [4]. A countable separating family of continuous characters consists of

$$
\chi(\mu) = \exp\left\{-\int ud\mu\right\},
$$

where $u$ belongs to an appropriately chosen countable family of continuous functions with compact support. If the scaling operation is applied to the values of measures, then $\chi(tx) \to 1$ as $t \downarrow 0$ for all $x$, so that a transversal can be constructed as in Remark 2.16. An alternative way of constructing a measurable trasversal $S$ is to take a sequence $\{B_k\}_{k \in \mathbb{N}}$ of bounded sets that form a base of the topology and let $\mu \in S$ if $\mu(B_0) = \cdots = \mu(B_{n-1}) = 0$ and $\mu(B_n) = 1$ for some $n$. By Theorem 3.11, each stable locally finite random measure admits the LePage representation

$$
\mu \overset{d}{\sim} \sum_{i \in \mathbb{N}} \Gamma_i^{-1/\alpha} \varepsilon_i
$$

for a sequence $\{\varepsilon_i\}_{i \in \mathbb{N}}$ of i.i.d. locally finite measures with $\alpha$-integrable values.

**Example 4.7.** Let $\mathbb{K}$ be the family of closed sets $F$ in $\mathbb{R}^d \setminus \{0\}$ with the union as the semigroup operation, identical involution, the conventional scaling, and the $\sigma$-algebra generated by families $\{F : F \cap K \neq \emptyset\}$ for all compact sets $K$. The countable separating family of continuous characters is given by $\chi(F) := 1_{F \cap G = \emptyset}$ for open sets $G$ from the base of topology on $\mathbb{R}^d$. Note that deterministic closed sets have idempotent distributions in this cone. It is known that each union infinitely divisible random closed set admits a Lévy measure, see [19]. Thus, each strictly $\alpha$-stable random closed set $\xi$ without idempotent factors (so that $P\{x \in \xi\} < 1$ for all $x \in \mathbb{R}^d$) admits the series representation as the union of $\Gamma_i^{-1/\alpha} \varepsilon_i$, $i \in \mathbb{N}$, for a sequence $\{\varepsilon_i\}_{i \in \mathbb{N}}$ of i.i.d. random closed sets.

**Example 4.8.** Let $\mathbb{K}$ be the family of all non-decreasing functions $\Phi : \mathcal{K} \mapsto \mathbb{R}_+$ defined on the family $\mathcal{K}$ of compact subsets of $\mathbb{R}^d$ that vanish at the empty set and are upper semicontinuous, that is
Φ(\(K_n\)) ↓ Φ(\(K\)) as \(K_n \downarrow K\). Such functions are known as capacities (and sometimes are called topological pre-capacities, see \([8]\)). Equip \(\mathbb{K}\) with the semigroup operation by taking pointwise maximum of two capacities and the scaling of their values. It is shown in \([20]\) that an infinitely divisible capacity \(\xi\) admits a Lévy measure. It does not have idempotent factors if the essential infimum of \(\xi(K)\) vanishes for all \(K \in \mathcal{K}\). By Theorem 3.11 each strictly \(\alpha\)-stable capacity admits the series representation \(\sum_{i \in \mathbb{N}} \Gamma^{-1/\alpha} \varepsilon_i\).

**Example 4.9.** Let \(\mathbb{K}\) be the family of metric measure spaces with the Cartesian product as the semigroup operation and the scaling applied to the metric, see \([9]\) for details. This semigroup admits a countable separating family of characters and a measurable transversal. Furthermore, each infinitely divisible random element in \(\mathbb{K}\) admits a Lévy measure and so Theorem 3.11 applies and yields the LePage series representation of stable metric measure spaces obtained in \([9\text{ Th. 10.3}]\).
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