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Abstract

Relying on random matrix theory (RMT), this paper studies asymmetric order-$d$ spiked tensor models with Gaussian noise. Using the variational definition of the singular vectors and values of [Lim, 2005], we show that the analysis of the considered model boils down to the analysis of an equivalent spiked symmetric block-wise random matrix, that is constructed from contractions of the studied tensor with the singular vectors associated to its best rank-1 approximation. Our approach allows the exact characterization of the almost sure asymptotic singular value and alignments of the corresponding singular vectors with the true spike components, when $\frac{\sum_{i \geq 1} n_i}{\sum_{j \leq 1} n_j} \to c \in [0, 1]$ with $n_i$'s the tensor dimensions. In contrast to other works that rely mostly on tools from statistical physics to study random tensors, our results rely solely on classical RMT tools such as Stein’s lemma. Finally, classical RMT results concerning spiked random matrices are recovered as a particular case.
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Notations: \([n]\) denotes the set \(\{1, \ldots, n\}\). The set of rectangular matrices of size \(m \times n\) is denoted \(\mathbb{M}_{m,n}\). The set of square matrices of size \(n\) is denoted \(\mathbb{M}_n\). The set of \(d\)-order tensors of size \(n_1 \times \cdots \times n_d\) is denoted \(\mathbb{T}_{n_1,\ldots,n_d}\). The set of hyper-cubic tensors of size \(n\) and order \(d\) is denoted \(\mathbb{T}^d_n\). The notation \(X \sim \mathbb{T}_{n_1,\ldots,n_d}(\mathcal{N}(0,1))\) means that \(X\) is a random tensor with i.i.d. Gaussian \(\mathcal{N}(0,1)\) entries. Scalars are denoted by lowercase letters as \(a, b, c\). Vectors are denoted by bold lowercase letters as \(\mathbf{a}, \mathbf{b}, \mathbf{c}\). \(\mathbf{e}_d\) denotes the canonical vector in \(\mathbb{R}^d\) with \(e_d^i = \delta_{ij}\). Matrices are denoted by bold uppercase letters as \(\mathbf{A}, \mathbf{B}, \mathbf{C}\). Tensors are denoted as \(\mathbf{A}, \mathbf{B}, \mathbf{C}\). \(T_{i_1,\ldots,i_d}\) denotes the entry \((i_1, \ldots, i_d)\) of the tensor \(T\). \(\langle \mathbf{u}, \mathbf{v} \rangle = \sum_i u_i v_i\) denotes the scalar product between \(\mathbf{u}\) and \(\mathbf{v}\), the \(\ell_2\)-norm of a vector \(\mathbf{u}\) is denoted as \(\|\mathbf{u}\|^2 = \langle \mathbf{u}, \mathbf{u} \rangle\). \(\| \cdot \|\) denotes the spectral norm for tensors. \(T(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}) \equiv \sum_{i_1,\ldots,i_d} u^{(1)}_{i_1} \cdots u^{(d)}_{i_d} T_{i_1,\ldots,i_d}\) denotes the contraction of tensor \(T\) on the vectors given as arguments. Given some vectors \(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(k)}\) with \(k < d\), the contraction \(T(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(k)}, \ldots)\) denotes the resulting \((d-k)\)-th order tensor. \(S^{N-1}\) denotes the \(N\)-dimensional unit sphere.
1 Introduction

The extraction of latent and low-dimensional structures from raw data is a key step in various machine learning and signal processing applications. Our present interest is in those modern techniques which rely on the extraction of such structures from a low-rank random tensor model [Anandkumar et al., 2014] and which extends the ideas from matrix-type data to tensor structured data. We refer the reader to [Sun et al., 2014, Rabanser et al., 2017, Zare et al., 2018] and the references therein which introduce an extensive set of applications of tensor decomposition methods to machine learning, including dimensionality reduction, supervised and unsupervised learning, learning subspaces for feature extraction, low-rank tensor recovery etc. Although random matrix models have been extensively studied and well understood in the literature, the understanding of random tensor models is still in its infancy and the ideas from random matrix analysis do not easily extend to higher-order tensors. Indeed, the resolvent notion (see Definition 1) which is at the heart of random matrices does not generalize to tensors. In our present investigation, we consider the spiked tensor model, which consists in an observed $d$-order tensor $T \in T_{n_1, \ldots, n_d}$ of the form

$$
T = \beta x^{(1)} \otimes \cdots \otimes x^{(d)} + \frac{1}{\sqrt{N}}X,
$$

where $(x^{(1)}, \ldots, x^{(d)}) \in S^{n_1-1} \times \cdots \times S^{n_d-1}$, $X \sim T_{n_1, \ldots, n_d}(\mathcal{N}(0, I))$ and $N = \sum_{i=1}^{d} n_i$. One aims at retrieving the rank-1 component (or spike) $\beta x^{(1)} \otimes \cdots \otimes x^{(d)}$ from the noisy tensor $T$, where $\beta$ can be seen as controlling the signal-to-noise ratio (SNR). The identification of the dominant rank-1 component is an important special case of the low-rank tensor approximation problem, a noisy version of the classical canonical polyadic decomposition (CPD) [Hitchcock, 1927, Landsberg, 2012]. Extensive efforts have been made to study the performance of low rank tensor approximation methods in the large dimensional regime – when the tensor dimensions $n_i \to \infty$, however considering symmetric tensor models where $n_1 = \ldots = n_d$, $x^{(1)} = \ldots = x^{(d)}$, and assuming that the noise is symmetric [Montanari and Richard, 2014, Perry et al., 2020, Lesieur et al., 2017, Handschy, 2019, Jagannath et al., 2020, Goulart et al., 2021].

In particular, in the matrix case (i.e., $d = 2$), the above spiked tensor model becomes a so-called spiked matrix model. It is well-known that in the large dimensional regime, there exists an order one critical value $\beta_c$ of the SNR below which it is information-theoretically impossible to detect/recover the spike, while above $\beta_c$, it is possible to detect the spike and recover the corresponding components in (at least) polynomial time using singular value decomposition (SVD). This phenomenon is sometimes known as the BBP (Baik, Ben Arous, and Pêché) phase transition [Baik et al., 2005, Benaych-Georges and Nadakuditi, 2011, Capitaine et al., 2009, Pêché, 2006].

In the (symmetric) spiked tensor model for $d \geq 3$, there also exists an order one critical value $\beta_c(d)$ below which it is information-theoretically impossible to detect/recover the spike, while above $\beta_c(d)$ recovery is theoretically possible with the maximum likelihood (ML) estimator. Computing the maximum likelihood in the matrix case corresponds to the computation of the largest singular vectors of the considered matrix which has a polynomial time complexity, while for $d \geq 3$, computing ML is NP-hard [Montanari and Richard, 2014, Biroli et al., 2020]. As such, a more practical phase transition for tensors is to characterize the algorithmic critical value $\beta_a(d, n)$ (which might depend on the tensor dimension $n$) above which the recovery of the spike is possible in polynomial time. Richard and Montanari [Montanari and Richard, 2014] first introduced the symmetric spiked tensor model (of the

\[1\] Note that the tensor noise is normalized by $\sqrt{\sum_{i=1}^{d} n_i}$ with $n_i$ the tensor dimensions, which is much convenient for simplicity of exposition subsequently.

\[2\] Depending on the tensor order $d$. We will sometimes omit the dependence on $d$ if there is no ambiguity.
form $Y = \mu x \otimes d + W \in T^d_n$ with symmetric $W$) and also considered the related algorithmic aspects. In particular, they used heuristics to highlight that spike recovery is possible, with Approximate Message Passing (AMP) or the tensor power iteration method, in polynomial time\(^3\) provided $\mu \gtrsim n^{d-1}$. This phase transition was later proven rigorously for AMP by [Lesieur et al., 2017, Jagannath et al., 2020] and recently for tensor power iteration by [Huang et al., 2020].

Richard and Montanari [Montanari and Richard, 2014] further introduced a method for tensor decomposition based on tensor unfolding, which consists in unfolding $Y$ to an $n^q \times n^{d-q}$ matrix $\text{Mat}(Y) = \mu x y^\top + Z$ for $q \in [d-1]$, to which a SVD is then performed. Setting $q = 1$, they predicted that their proposed method recovers successively the spike if $\mu \gtrsim n^{d-2}$. In a very recent paper by Ben Arous et al. [Ben Arous et al., 2021], a study of spiked long rectangular random matrices\(^4\) has been proposed under fairly general (bounded fourth-order moment) noise distribution assumptions. They particularly proved the existence of a critical SNR for which the extreme singular value and singular vectors exhibit a BBP-type phase transition. They applied their result for the asymmetric rank-one spiked model in Eq. (1) (with equal dimensions) using the tensor unfolding method, and found the exact threshold obtained by [Montanari and Richard, 2014], i.e., $\beta \gtrsim n^{d-2}$ for tensor unfolding to succeed in signal recovery.

For the asymmetric spiked tensor model in Eq. (1), few results are available in the literature (to the best of our knowledge only [Ben Arous et al., 2021] considered this setting by applying the tensor unfolding method proposed by [Montanari and Richard, 2014]). This is precisely the model we consider in the present work and our more general result is derived as follows. Given the asymmetric model from Eq. (1), the maximum likelihood (ML) estimator of the best rank-one approximation of $T$ is given by

$$\arg \min_{\lambda, u \in \mathbb{R}^+} \| T - \lambda u^{(1)} \otimes \cdots \otimes u^{(d)} \|_F^2. \quad (2)$$

In the above equation, $\lambda$ and the $u^{(i)}$ can be respectively interpreted as the generalization to the tensor case of the concepts of dominant singular value and associated singular vectors [Lim, 2005]. Following variational arguments therein, Eq. (2) can be reformulated using contractions of $T$ as

$$\max_{\Pi_{i=1}^d \|u^{(i)}\| = 1} |T(u^{(1)}, \ldots, u^{(d)})|, \quad (3)$$

the Lagrangian of which writes as $L = T(u^{(1)}, \ldots, u^{(d)}) - \lambda \left( \prod_{i=1}^d \|u^{(i)}\| - 1 \right)$ with $\lambda > 0$. Hence, the stationary points $(\lambda, u^{(1)}, \ldots, u^{(d)})$, with the $u^{(i)}$’s being unitary vectors, must satisfy the Karush-Kuhn-Tucker conditions, for $i \in [d]$

$$\begin{cases} T(u^{(1)}, \ldots, u^{(i-1)}, \cdot, u^{(i+1)}, \ldots, u^{(d)}) = \lambda u^{(i)}, \\ \lambda = T(u^{(1)}, \ldots, u^{(d)}). \end{cases} \quad (4)$$

An interesting question concerns the computation of the expected number of stationary points (local optima or saddle points) satisfying the identities in Eq. (4). [Ben Arous et al., 2019] studied the landscape of a symmetric spiked tensor model and found that for $\beta < \beta_c$ the values of the objective function of all local maxima (including the global one) tend to concentrate on a small interval, while for

---

\(^3\)Using tensor power iteration or AMP with random initialization.

\(^4\)Number of rows $m$ are allowed to grow polynomially in the number of columns $n$, i.e., $m_n = n^\alpha$. 

---
Figure 1: Illustration of the different thresholds for the SNR $\beta$. Our approach exhibits $\beta_s$ such that for $\beta > \beta_s$ there exists a local optimum that correlates with the spike, the threshold $\beta_c$ is unknown for asymmetric tensors and corresponds to the ML phase transition (above $\beta_c$ the global maximum correlates with the spike), while $\beta_a$ corresponds to the algorithmic phase transition (recovery of the spike in polynomial time).

$\beta > \beta_c$ the value achieved by the global maximum exits that interval and increases with $\beta$. In contrast, very recently Goulart et al. [Goulart et al., 2021] have studied an order 3 symmetric spiked random tensor $Y$ using a RMT approach, were it was shown that there exists a threshold $0 < \beta_s < \beta_c$ such that for $\beta \in [\beta_s, \beta_c]$ there exists a local optimum of the ML problem that correlates with the spike and such local optimum coincides with the global one for $\beta > \beta_c$. We conjecture that such observations extend to asymmetric spiked tensors, namely that there exists an order one critical value $\beta_c$ above which the ML problem in Eq. (3) admits a global maximum. As for [Goulart et al., 2021], our present findings do not allow to express such $\beta_c$ and its exact characterization is left for future investigation. However, for asymmetric spiked random tensors, we also exhibit a threshold $\beta_s$ such that for $\beta > \beta_s$ there exists a local optimum of the ML objective that correlates with the true spike. Figure 1 provides an illustration of the different thresholds of $\beta$ and see the last part of Subsection 3.2 for a more detailed discussion.

Main Contributions: Starting form the conditions in Eq. (4), we provide an exact expression of the asymptotic singular value and alignments $\langle x^{(i)}, u^{(i)}_s \rangle$, when the tensor dimensions $n_i \to \infty$ with $\frac{\sum_{j=1}^{n_i}}{\sum_{j=1}^{n_j}} \to c_i \in [0, 1]$, where the tuple $(\lambda_s, u^{(1)}_s, \ldots, u^{(d)}_s)$ is associated to a local optimum of the ML problem (satisfying Assumption 3 subsequently) which we conjecture to coincide with the global maximum above $\beta_c$ – that needs to be characterized. In particular, when all the tensor dimensions are equal, we show that for $\beta \leq \beta_c$ the values taken by the objective function in Eq. (3) lie in the interval $\left[2\sqrt{\frac{d-1}{d}}, \|T\| \right]$ for all local maxima, a result which has also been obtained by [Goulart et al., 2021] for symmetric tensors. Technically, we first show that the considered random tensor $T$ can be mapped to an equivalent symmetric random matrix $T \in M_N$, constructed through contractions of $T$ with $d-2$ directions among $u^{(1)}_s, \ldots, u^{(d)}_s$. Then, leveraging on random matrix theory, we first characterize the

---

$^5$Such a critical value has been characterized by [Jagannath et al., 2020] for symmetric tensors. See [Goulart et al., 2021] for a detailed discussion about this aspect in the case of symmetric tensors.

$^6$\|T\| is the spectral norm of $T$ and defined as $\|T\| \equiv \sup_{\|u\|_2 = 1} \|T(u^{(1)}, \ldots, u^{(d)})\|$. 
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Figure 2: Asymptotic singular value and alignments as per Eq. (5) when all the dimensions $n_i$ are equal ($c_i = \frac{1}{d}$ for all $i \in [d]$) for different values of the tensor order $d$. The matrix case corresponds to setting $d = 3$ and $c_3 = 0$ (see Section 4 for more details).

limiting spectral measure of such equivalent $T$ and then provide estimates of the asymptotic alignments $\langle x^{(i)}, u^{(i)}_s \rangle$. We precisely show (see Theorem 8) that for $d \geq 3$, there exists $\beta_s > 0$ such that for $\beta > \beta_s$

$$
\begin{align*}
\lambda_s \xrightarrow{a.s.} \lambda^\infty(\beta), \\
|\langle x^{(i)}, u^{(i)}_s \rangle| \xrightarrow{a.s.} \left(\frac{\alpha_i(\lambda^\infty(\beta))^{d-3}}{\prod_{j \neq i} \alpha_j(\lambda^\infty(\beta))}\right)^{\frac{1}{d-4}},
\end{align*}
$$

where $\lambda^\infty(\beta)$ satisfies $f(\lambda^\infty(\beta), \beta) = 0$ with $f(z, \beta) = z + g(z) - \beta \prod_{i=1}^d g_i(z)$ and

$$
g_i(z) = \left(\frac{\alpha_i(z)^{d-3}}{\prod_{j \neq i} \alpha_j(z)}\right)^{\frac{1}{d-4}}, \quad \alpha_i(z) = \frac{\beta}{z + g(z) - g_i(z)}, \quad g_i(z) = \frac{g(z) + z}{2} - \frac{\sqrt{4c_i + (g(z) + z)^2}}{2},
$$

$g(z)$ being the unique solution to the fixed point equation $g(z) = \sum_{i=1}^d g_i(z)$ (for $z$ large enough). Besides, for $\beta \in [0, \beta_s]$ with\footnote{For arbitrary values of $c_i$’s, the upper bound of $\lambda^\infty$ can be computed numerically as the minimum non-negative real number $z$ for which Algorithm 1 converges.} $c_i = \frac{1}{d}$ for all $i \in [d]$

$$
\lambda_s \xrightarrow{a.s.} \lambda^\infty \leq 2 \sqrt{\frac{d-1}{d}}, \quad |\langle x^{(i)}, u^{(i)}_s \rangle| \xrightarrow{a.s.} 0.
$$

We highlight that in our formulation the threshold $\beta_s$ corresponds to the minimal value of the SNR $\beta$ above which the derived asymptotic formulas are algebraically defined, which may differ from the true phase transition $\beta_c$ of the ML problem: In the case of symmetric tensors, it has been shown in [Goulart et al., 2021] that $\beta_s$ is slightly below $\beta_c$ obtained by [Jagannath et al., 2020] where the ML problem was studied.

Figure 2 notably depicts the asymptotic alignments as in Eq. (5) when all the tensor dimensions $n_i$ are equal. Since our result characterizes the alignments for $d \geq 3$, it is not possible to recover the matrix case by simply setting $d = 2$ since the equations are not defined for $d = 2$. However, the matrix case is
recovered by considering and order 3 tensor \((d = 3)\) and then taking the limit \(c_3 \to 0\) (equivalent to the degenerate case \(n_3 = 1\) which results in a spiked random matrix model), see Section 4 for more details. From Figure 2-(b), unlike the matrix case, i.e., \(d = 2\), the predicted asymptotic alignments are not continuous for orders \(d \geq 3\), this phenomenon has already been observed in the case of symmetric random tensors [Jagannath et al., 2020]. In particular, the predicted theoretical threshold \(\beta_s\) in the matrix case \(d = 2\) coincides with the classical so-called BBP (Baik, Ben Arous, and Péché) phase transition \(\beta_c(2)\) [Baik et al., 2005, Benaych-Georges and Nadakuditi, 2011, Capitaine et al., 2009, Péché, 2006]. Moreover, our result for the matrix case characterizes the asymptotic alignments for the long rectangular matrices studied by [Ben Arous et al., 2021] and we also recover the threshold \(\beta \gtrsim n^{d-2}\) for the case of tensor unfolding method (See remark 7). From a methodological view point, our results are derived based solely on Stein’s lemma without the use of complex contour integrals as classically performed in RMT. In essence, we follow the approach in [Gouart et al., 2021] and further introduce a new object (the mapping \(\Phi_d\) defined subsequently in Eq. \((31)\)) that simplifies drastically the use of RMT tools.

The remainder of the paper is organized as follows. Section 2 recalls some fundamental random matrix theory tools. In Section 3, we study asymmetric spiked tensors of order 3 where we provide the main steps of our approach. Section 4 characterizes the behavior of spiked random matrices given our result on spiked 3-order tensor models from Section 3. The generalization of our results to arbitrary \(d\)-order tensors is then presented in Section 5. Section 6 discusses the application of our findings to arbitrary rank-\(k\) tensors with mutually orthogonal components. Further discussions are presented in Section 7. In Appendix A, we provide some simulations to support our findings and discuss some algorithmic aspects. Finally, Appendix B provides the proofs of the main developed results.

## 2 Random matrix theory tools

Before digging into our main findings, we briefly recall some random matrix theory results that are at the heart of our analysis. Specifically, we recall the resolvent formalism which allows to assess the spectral behavior of large symmetric random matrices. In particular, given a symmetric matrix \(S \in \mathbb{M}_n\) and denoting \(\lambda_1(S) \leq \ldots \leq \lambda_n(S)\) its \(n\) eigenvalues with corresponding eigenvectors \(u_i(S)\) for \(i \in [n]\), its spectral decomposition writes as

\[
S = \sum_{i=1}^{n} \lambda_i(S)u_i(S)u_i(S)^\top.
\]

In the sequel we omit the dependence on \(S\) by simply writing \(\lambda_i\) and \(u_i\) if there is no ambiguity.

### 2.1 The resolvent matrix

We start by defining the resolvent of a symmetric matrix and present its main properties.

**Definition 1.** Given a symmetric matrix \(S \in \mathbb{M}_n\), the resolvent of \(S\) is defined as

\[
R_S(z) \equiv (S - zI_n)^{-1}, \quad z \in \mathbb{C} \setminus \mathcal{S}(S),
\]

where \(\mathcal{S}(S) = \{\lambda_1, \ldots, \lambda_n\}\) is the spectrum of \(S\).
The resolvent is a fundamental object since it retrieves the spectral characteristics (spectrum and eigenvectors) of $S$. It particularly verifies the following property which we will use extensively to derive our main results,

$$R_S(z) = \frac{-1}{z}I_n + \frac{1}{z}SR_S(z) = \frac{-1}{z}I_n + \frac{1}{z}R_S(z)S.$$ \hspace{1cm} (7)

The above identity, coupled with Stein’s Lemma (Lemma 1 in Section 2.3 below), is a fundamental tool used to derive fixed point equations that allow the evaluation of functionals of interests involving $R_S(z)$. Another interesting property of the resolvent concerns its spectral norm, which we denote by $\|R_S(z)\|$. Indeed, if the spectrum of $S$ has a bounded support, then the spectral norm of $R_S(z)$ is bounded. This is a consequence of the inequality

$$\|R_S(z)\| \leq \frac{1}{\text{dist}(z, S(S))}$$ \hspace{1cm} (8)

where dist($z, \cdot$) denotes the distance of $z$ to a set. The resolvent encodes rich information about the behavior of the eigenvalues of $S$ through the so-called Stieltjes transform which we describe subsequently.

### 2.2 The Stieltjes transform

Random matrix theory, originally, aims at describing the limiting spectral measure of random matrices when their dimensions grow large. Typically, under certain technical conditions on $S$, the empirical spectral measure of $S$ defined as

$$\nu_S \equiv \frac{1}{n} \sum_{i=1}^n \delta_{\lambda_i(S)},$$ \hspace{1cm} (9)

where $\delta_x$ is a Dirac mass on $x$, converges to a deterministic probability measure $\nu$. To characterize such asymptotic measure, the Stieltjes transform (defined below) approach is a widely used tool.

**Definition 2 (Stieltjes transform).** *Given a probability measure $\nu$, the Stieltjes transform of $\nu$ is defined by*

$$g_\nu(z) \equiv \int \frac{d\nu(\lambda)}{\lambda - z}, \quad z \in \mathbb{C} \setminus S(\nu).$$

Particularly, the Stieltjes transform of $\nu_S$ is closely related to its associated resolvent $R_S(z)$ through the algebraic identity

$$g_{\nu_S}(z) = \frac{1}{n} \sum_{i=1}^n \int \frac{\delta_{\lambda_i(S)}(d\lambda)}{\lambda - z} = \frac{1}{n} \sum_{i=1}^n \frac{1}{\lambda_i(S) - z} = \frac{1}{n} \text{tr} R_S(z).$$

The Stieltjes transform $g_\nu$ has several interesting analytical properties, among which, we have

1. $g_\nu$ is complex analytic on its definition domain $\mathbb{C} \setminus S(\nu)$ and $\Im[g_\nu(z)] > 0$ if $\Im[z] > 0$;
2. $g_\nu(z)$ is bounded for $z \in \mathbb{C} \setminus S(\nu)$ if $S(\nu)$ is bounded, since $|g_\nu(z)| \leq \text{dist}(z, S(\nu))^{-1}$;
3. Since $g'_\nu(z) = \int (\lambda - z)^{-2} d\nu(\lambda) > 0$, $g_\nu$ is monotonously increasing for $z \in \mathbb{R}$.
The Stieltjes transform $g_\nu$ admits an inverse formula which provides access to the evaluation of the underlying probability measure $\nu$, as per the following theorem.

**Theorem 1 (Inverse formula of the Stieltjes transform).** Let $a, b$ be some continuity points of the probability measure $\nu$, then the segment $[a, b]$ is measurable with $\nu$, precisely

$$\nu([a, b]) = \frac{1}{\pi} \lim_{\epsilon \to 0} \int_a^b \Im[g_\nu(x + i\epsilon)]dx.$$  

Moreover, if $\nu$ admits a density function $f$ at some point $x$, i.e., $\nu(x)$ is differentiable in a neighborhood of $x$ with $\lim_{\epsilon \to 0} \epsilon^{-1}\nu([x - \epsilon/2, x + \epsilon/2]) = f(x)$, then we have the inverse formula

$$f(x) = \frac{1}{\pi} \lim_{\epsilon \to 0} \Im[g_\nu(x + i\epsilon)].$$

When it comes to large random matrices, the Stieltjes transform admits a continuity property, in the sense that if a sequence of random probability measures converges to a deterministic measure then the corresponding Stieltjes transforms converge almost surely to a deterministic one, and vice-versa. The following theorem from [Tao, 2012] states precisely this continuity property.

**Theorem 2 (Stieltjes transform continuity).** A sequence of random probability measures $\nu_n$, supported on $\mathbb{R}$ with corresponding Stieltjes transforms $g_{\nu_n}(z)$, converges almost surely weakly to a deterministic measure $\nu$, with corresponding Stieltjes transform $g_\nu$ if and only if $g_{\nu_n}(z) \to g_\nu(z)$ almost surely, for all $z \in \mathbb{R} + i\mathbb{R}_+.$

In particular, Theorems 1 and 2 combined together allow the description of the spectrum of large symmetric random matrices.

### 2.3 Gaussian calculations

The following lemma by Stein (also called Stein’s identity or Gaussian integration by parts) allows to replace the expectation of the product of a Gaussian variable with a differentiable function $f$ by the variance of that variable times the expectation of $f'$.

**Lemma 1 (Stein’s Lemma [Stein, 1981]).** Let $X \sim \mathcal{N}(0, \sigma^2)$ and $f$ a continuously differentiable function having at most polynomial growth, then

$$E[Xf(X)] = \sigma^2 E[f'(X)],$$

when the above expectations exist.

We will further need the Poincaré inequality which allows to control the variance of a functional of i.i.d. Gaussian random variables.

**Lemma 2 (Poincaré inequality).** Let $F : \mathbb{R}^n \to \mathbb{R}$ a continuously differentiable function having at most polynomial growth and $X_1, \ldots, X_n$ a collection of i.i.d. standard Gaussian variables. Then,

$$\text{Var}F(X_1, \ldots, X_n) \leq \sum_{i=1}^n E \left| \frac{\partial F}{\partial X_i} \right|^2.$$
3 The asymmetric rank-one spiked tensor model of order 3

To best illustrate our approach, we start by considering the asymmetric rank-one tensor model of order 3 of the form

\[ T = \beta x \otimes y \otimes z + \frac{1}{\sqrt{N}} X, \]

where \( T \) and \( X \) both have dimensions \( m \times n \times p \) and \( N = m + n + p \). We assume that \( x, y \) and \( z \) are on the unit spheres \( S^{m-1}, S^{n-1} \) and \( S^{p-1} \) respectively, \( X \) is a Gaussian noise tensor with i.i.d. entries \( X_{ijk} \sim \mathcal{N}(0, 1) \) independent from \( x, y, z \).

3.1 Tensor singular value and vectors

According to Eq. (4), the \( \ell_2 \)-singular value and vectors, corresponding to the best rank-one approximation \( \lambda^* u^* \otimes v^* \otimes w^* \) of \( T \), satisfy the identities

\[ T(v)w = \lambda u \quad T(u)w = \lambda v \quad T(v)^\top u = \lambda w \quad \text{with} \quad (u, v, w) \in S^{m-1} \times S^{n-1} \times S^{p-1}, \]

where we denoted \( T(u) = T(u, :, :) \in M_{n,p} \), \( T(v) = T( :, v, :) \) \in \( M_{m,p} \) and \( T(w) = T( :, :, w) \in M_{m,n} \).

Furthermore, the singular value \( \lambda \) can be characterized through the contraction of \( T \) along all its singular vectors \( u, v, w \), i.e.

\[ \lambda = T(u, v, w) = \sum_{ijk} u_i v_j w_k T_{ijk}. \]

3.2 Associated random matrix model

We follow the approach developed in [Goulart et al., 2021] which consists in studying random matrices that are obtained through contractions of a random tensor model, and extend it to the asymmetric spiked tensor model of Eq. (10). Indeed, it has been shown in [Goulart et al., 2021] that the study of a rank-one symmetric spiked tensor model \( Y \in T_q^3 \) boils down to the analysis of the symmetric random matrix \( Y(a) \in M_q \) where \( a \in S^{q-1} \) stands for the eigenvector of \( Y \) corresponding to the best symmetric rank-one approximation of \( Y \), i.e.,

\[ (\mu, a) = \arg \min_{\mu \in \mathbb{R}, a \in S^{q-1}} \| Y - \mu a^{\otimes 3}\|_F^2 \quad \Leftrightarrow \quad Y(a)a = \mu a. \]

In the asymmetric case of Eq. (10), the choice of a “relevant” random matrix to study is not trivial since the corresponding contractions \( T(u), T(v) \) and \( T(w) \) yield asymmetric random matrices which present more technical difficulties from the random matrix theory perspective, therefore the extension of the approach in [Goulart et al., 2021] to asymmetric tensors is not straightforward. We will see in the following that such a choice of the relevant matrix to study an asymmetric \( T \) is naturally obtained through the use of the Pastur’s Stein approach [Marčenko and Pastur, 1967].

As described in [Goulart et al., 2021] and since the singular vectors \( u, v \) and \( w \) depend statistically on \( X \), the first technical challenge consists in expressing the derivatives of the singular vectors \( u, v \) and

\[ \text{The contraction of the tensor } Y \text{ with its eigenvector } a. \]
\( \mathbf{w} \) w.r.t. the entries of the Gaussian noise tensor \( \mathbf{X} \). Calculus (see details in B.1) show that deriving the identities in Eq. (11) w.r.t. an entry \( X_{ijk} \) of \( \mathbf{X} \) with \( (i, j, k) \in [m] \times [n] \times [p] \) results in

\[
\begin{bmatrix}
\frac{\partial u}{\partial X_{ijk}} \\
\frac{\partial v}{\partial X_{ijk}} \\
\frac{\partial w}{\partial X_{ijk}}
\end{bmatrix}
= -\frac{1}{\sqrt{N}} \begin{bmatrix}
0_{m \times m} & \mathbf{T}(\mathbf{w}) & \mathbf{T}(\mathbf{v}) \\
\mathbf{T}(\mathbf{w})^\top & 0_{n \times n} & \mathbf{T}(\mathbf{u}) \\
\mathbf{T}(\mathbf{v})^\top & \mathbf{T}(\mathbf{u})^\top & 0_{p \times p}
\end{bmatrix}^{-1}
\begin{bmatrix}
v_i w_k (e_i^m - u_i u_j) \\
u_i w_k (e_i^n - v_i v_j) \\
u_i v_j (e_i^p - w_i w_j)
\end{bmatrix} \in \mathbb{R}^N,
\]

where we recall that \( e_i^d \) denotes the canonical vector in \( \mathbb{R}^d \) with \( [e_i^d]_j = \delta_{ij} \). We further have the identity

\[
\frac{\partial \lambda}{\partial X_{ijk}} = \frac{1}{\sqrt{N}} u_i v_j w_k.
\]

Denoting by \( M \) the symmetric block-wise random matrix which appears in the matrix inverse in Eq. (14), the derivatives of \( u, v \) and \( w \) are therefore expressed in terms of the resolvent \( R_M(z) = (M - zI_N)^{-1} \) evaluated on \( \lambda \), and we will see subsequently that the assessment of the spectral properties of \( \mathbf{T} \) boils down to the estimation of the normalized trace \( \frac{1}{\sqrt{N}} \text{tr} R_M(z) \). As such, the matrix \( M \) provides the associated random matrix model that encodes the spectral properties of \( \mathbf{T} \). We will henceforth focus our analysis on this random matrix, in order to assess the spectral behavior of \( \mathbf{T} \). More generally, we will be interested in studying random matrices from the 3-order block-wise tensor contraction ensemble \( \mathcal{B}_3(\mathbf{X}) \) for \( \mathbf{X} \sim \mathcal{T}_{m,n,p}(\mathcal{N}(0,1)) \) defined as

\[
\mathcal{B}_3(\mathbf{X}) \equiv \{ \Phi_3(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c}) \mid (\mathbf{a}, \mathbf{b}, \mathbf{c}) \in \mathbb{S}^{m-1} \times \mathbb{S}^{n-1} \times \mathbb{S}^{p-1} \},
\]

where \( \Phi_3 \) is the mapping

\[
\Phi_3 : \mathcal{T}_{m,n,p} \times \mathbb{S}^{m-1} \times \mathbb{S}^{n-1} \times \mathbb{S}^{p-1} \longrightarrow \mathbb{M}_{m+n+p}
\]

\[
(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c}) \mapsto \\
\begin{bmatrix}
0_{m \times m} & \mathbf{X}(\mathbf{c}) & \mathbf{X}(\mathbf{b}) \\
\mathbf{X}(\mathbf{c})^\top & 0_{n \times n} & \mathbf{X}(\mathbf{a}) \\
\mathbf{X}(\mathbf{b})^\top & \mathbf{X}(\mathbf{a})^\top & 0_{p \times p}
\end{bmatrix}.
\]

We associate tensor \( \mathbf{T} \) to the random matrix

\[
\Phi_3(\mathbf{T}, \mathbf{u}, \mathbf{v}, \mathbf{w}) = \beta \mathbf{V} B \mathbf{V}^\top + \frac{1}{\sqrt{N}} \Phi_3(\mathbf{X}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \in \mathbb{M}_N,
\]

where

\[
B \equiv \\
\begin{bmatrix}
0 & \langle z, \mathbf{w} \rangle & \langle y, \mathbf{v} \rangle \\
\langle z, \mathbf{w} \rangle & 0 & \langle x, \mathbf{u} \rangle \\
\langle y, \mathbf{v} \rangle & \langle x, \mathbf{u} \rangle & 0
\end{bmatrix} \in \mathbb{M}_3, \quad V \equiv \\
\begin{bmatrix}
x & 0_m & 0_m \\
0_n & y & 0_n \\
0_p & 0_p & z
\end{bmatrix} \in \mathbb{M}_{N,3}.
\]

Note that \( \Phi_3(\mathbf{T}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \) is symmetric and behaves as a so-called spiked random matrix model where the signal part \( \beta \mathbf{V} B \mathbf{V}^\top \) correlates with the true signals \( \mathbf{x}, \mathbf{y} \) and \( \mathbf{z} \) for a sufficiently large \( \beta \). However, the noise part (i.e., the term \( \frac{1}{\sqrt{N}} \Phi_3(\mathbf{X}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \) in Eq. (18)) has a non-trivial structure due to the statistical dependencies between the singular vectors \( \mathbf{u}, \mathbf{v}, \mathbf{w} \) and the tensor noise \( \mathbf{X} \). Despite this statistical dependency, we will show in the next subsection that the spectral measure of \( \Phi_3(\mathbf{T}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \) (and that of \( \frac{1}{\sqrt{N}} \Phi_3(\mathbf{X}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \)) converges to a deterministic measure (see Theorem 4) that coincides with the limiting spectral measure of \( \Phi_3(\mathbf{T}, \mathbf{a}, \mathbf{b}, \mathbf{c}) \) where \( \mathbf{a}, \mathbf{b}, \mathbf{c} \) are unit vectors and independent of
Furthermore, the matrix $\Phi_3(T, u, v, w)$ admits $2\lambda$ as an eigenvalue (regardless of the value of $\beta$), which is a simple consequence of the identities in Eq. (11), since

$$
\Phi_3(T, u, v, w) = \begin{bmatrix} u \\ v \\ w \end{bmatrix} = \begin{bmatrix} T(w)v + T(v)w \\ T(w)u + T(u)w \end{bmatrix} = 2\lambda \begin{bmatrix} u \\ v \end{bmatrix}.
$$

(19)

Note however that the expression in Eq. (14) exists only if $\lambda$ is not an eigenvalue of $\Phi_3(T, u, v, w)$. As discussed in [Goulart et al., 2021] in the symmetric case, such condition is related to the locality of the maximum ML estimator. Indeed, we first have the following remark that concerns the Hessian of the underlying objective function.

**Remark 1.** Recall the Lagrangian of the ML problem as $\mathcal{L}(u, v, w) = T(u, v, w) - \lambda (\|u\|\|v\|\|w\| - 1)$ and denote $h = [u^T, v^T, w^T]^T$. If $\lambda$ is a singular value of $T$ with associated singular vectors $u, v, w$, then $(\lambda, h)$ is an eigenpair of the Hessian $\nabla^2\mathcal{L} = \frac{\partial^2 \mathcal{L}}{\partial h^2}$ evaluated at $h$. Indeed, $\nabla^2\mathcal{L}(h) = \Phi_3(T, u, v, w) - \lambda I_N$, thus $\nabla^2\mathcal{L}(h)h = \Phi_3(T, u, v, w)h - \lambda h = \lambda h$ since $\Phi_3(T, u, v, w)h = 2\lambda h$ (from Eq. (19)).

From [Nocedal and Wright, 2006, Theorem 12.5], a necessary condition for $u, v, w$ to be a local maximum of the ML problem is that

$$
\langle \nabla^2\mathcal{L}(h)k, k \rangle \leq 0, \quad \forall k \in h^\perp \equiv \{ k \in \mathbb{R}^N \mid \langle h, k \rangle = 0 \}.
$$

which yields (by remark 1) the condition

$$
\max_{k \in \mathbb{R}^N \cap h^\perp} \langle \Phi_3(T, u, v, w)k, k \rangle \leq \lambda.
$$

(20)

As such, for $\lambda > 0$, $2\lambda$ must be the largest eigenvalue of $\Phi_3(T, u, v, w)$ as per Eq. (19), while its second largest eigenvalue cannot exceed $\lambda$ as shown by Eq. (20). Thus our analysis applies only to some local optimum of the ML problem for which the corresponding singular value $\lambda$ lies outside the bulk of $\Phi_3(T, u, v, w)$, and we make the following technical assumption.

**Assumption 1.** There exists a tuple $(\lambda, u, v, w)$ verifying the identities in Eq. (11) such that $\lambda$ is not an eigenvalue of $\Phi_3(T, u, v, w)$.

Assumption 1 allows the existence of the matrix inverse in Eq. (14) and it is not restrictive in the sense that it is satisfied for a sufficiently large value of the SNR $\beta$.

In the sequel, for any $(\lambda, u, v, w)$ verifying the identities in Eq. (11), we find that the largest eigenvalue $2\lambda$ is always isolated from the bulk of $\Phi_3(T, u, v, w)$ independently of the SNR $\beta$. In addition, there exists $\beta_s > 0$ such that for $\beta \leq \beta_s$, the observed spike is not informative (in the sense that the corresponding alignments will be null) and is visible (an isolated eigenvalue appears in the spectrum of $\Phi_3(T, u, v, w)$, see Figure 4) because of the statistical dependencies between $u, v, w$ and $X$. The same phenomenon has been observed in the case of symmetric random tensors by [Goulart et al., 2021].

### 3.3 Limiting spectral measure of block-wise 3-order tensor contractions

We start by presenting our first result which characterizes the limiting spectral measure of the ensemble $B_3(X)$ with $X \sim T_{m,n,p}(\mathcal{N}(0,1))$. We characterize this measure in the limit when the tensor dimensions grow large as in the following assumption.

---

9We will find that Assumption 1 is satisfied provided $\beta > \beta_s$ for some $\beta_s > 0$ that we will determine.
Figure 3: Spectrum of $\frac{1}{\sqrt{N}}\Phi_3(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c})$ with $\mathbf{X} \sim \mathbb{T}_{m,n,p}(\mathcal{N}(0, 1))$ and $\mathbf{a}, \mathbf{b}, \mathbf{c}$ independently sampled from the unit spheres $\mathbb{S}^{m-1}, \mathbb{S}^{n-1}, \mathbb{S}^{p-1}$ respectively. In black the semi-circle law as per Theorem 3.

**Assumption 2** (Growth rate). As $m, n, p \to \infty$, the dimension ratios $\frac{m}{m+n+p} \to c_1 \in [0, 1]$, $\frac{n}{m+n+p} \to c_2 \in [0, 1]$ and $\frac{p}{m+n+p} \to c_3 = 1 - (c_1 + c_2) \in [0, 1]$.

We have the following theorem which characterizes the spectrum of $\frac{1}{\sqrt{N}}\Phi_3(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c})$ with arbitrary deterministic unit vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$.

**Theorem 3.** Let $\mathbf{X} \sim \mathbb{T}_{m,n,p}(\mathcal{N}(0, 1))$ be a sequence of random asymmetric Gaussian tensors and $(\mathbf{a}, \mathbf{b}, \mathbf{c}) \in \mathbb{S}^{m-1} \times \mathbb{S}^{n-1} \times \mathbb{S}^{p-1}$ a sequence of deterministic vectors of increasing dimensions, following Assumption 2. Then the empirical spectral measure of $\frac{1}{\sqrt{N}}\Phi_3(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c})$ converges weakly almost surely to a deterministic measure $\nu$ whose Stieltjes transform $g(z)$ is defined as the solution to the equation

$$g(z) = \sum_{i=1}^{3} g_i(z),$$

such that $\Im[g(z)] > 0$ for $\Im[z] > 0$ where, for $i \in [3]$

$$g_i(z) = \frac{g(z) + z}{2} - \sqrt{4c_i + (g(z) + z)^2}, \quad \text{where} \quad z \in \mathbb{C} \setminus S(\nu).$$

**Proof.** See Appendix B.2.

**Remark 2.** The equation $g(z) = \sum_{i=1}^{3} g_i(z)$ yields a polynomial equation of degree 5 in $g$ which can be solved numerically or via an iteration procedure which converges to a fixed point for $z$ large enough.

In particular, in the cubic case when $c_1 = c_2 = c_3 = \frac{1}{3}$, the empirical spectral measure of $\frac{1}{\sqrt{N}}\Phi_3(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c})$ converges to a semi-circle law as precisely stated by the following Corollary of Theorem 3.

**Corollary 1.** Given the setting of Theorem 3 with $c_1 = c_2 = c_3 = \frac{1}{3}$, the empirical spectral measure of $\frac{1}{\sqrt{N}}\Phi_3(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c})$ converges weakly almost surely to the semi-circle distribution supported on $S(\nu) \equiv [-2\sqrt{\frac{2}{3}}, 2\sqrt{\frac{2}{3}}]$, whose density and Stieltjes transform write respectively as

$$\nu(dx) = \frac{3}{4\pi} \sqrt{\left(\frac{8}{3} - x^2\right)^+} dx, \quad g(z) = \frac{3z + 3\sqrt{z^2 - \frac{8}{3}}}{4}, \quad \text{where} \quad z \in \mathbb{C} \setminus S(\nu).$$

**Proof.** See Appendix B.3.
Figure 4: Spectrum of $\Phi_3(T, u, v, w)$ at iterations 0, 5 and $\infty$ of the power method (see Algorithm 3) applied on $T$, for $m = n = p = 100$ and $\beta = 0$.

Figure 3 depicts the spectrum of $\frac{1}{\sqrt{N}}\Phi_3(X, a, b, c)$ with $X \sim T_{m,n,p}(N(0,1))$ and independent unit vectors $a, b, c$, it particularly illustrates the convergence in law of this spectrum when the dimensions $m, n, p$ grow large.

**Remark 3.** More generally, the spectral measure of $\frac{1}{\sqrt{N}}\Phi_3(X, a, b, c)$ converges to a deterministic measure with connected support if $\frac{1}{\sqrt{N}}\Phi_3(X, a, b, c)$ is almost surely full rank, i.e., if $\max(m, n) - \min(m, n) \leq p \leq m + n$ since the rank of $\frac{1}{\sqrt{N}}\Phi_3(X, a, b, c)$ is $\min(m, n) + \min(n, m + p) + \min(p, m + n)$. In contrast if it is not full rank, its spectral measure converges to a deterministic measure with unconnected support (see the case of matrices in Corollary 4 subsequently).

The analysis of the tensor $T$ relies on describing the spectrum of $\Phi_3(T, u, v, w)$ where the singular vectors $u, v, w$ depend statistically on $X$ (the noise part of $T$). Despite these dependencies, it turns out that the spectrum of $\Phi_3(T, u, v, w)$ converges in law to the same deterministic measure described by Theorem 3. We precisely have the following result.

**Theorem 4.** Let $T$ as defined in Eq. (10) and $(\lambda, u, v, w)$ verifying Assumption 1. Under Assumption 2, the empirical spectral measure of $\frac{1}{\sqrt{N}}\Phi_3(T, u, v, w)$ converges weakly almost surely to a deterministic measure $\nu$ whose Stieltjes transform $g(z)$ is defined as the solution to the equation $g(z) = \sum_{i=1}^{3} g_i(z)$ such that $\Im[g(z)] > 0$ for $\Im[z] > 0$ where, for $i \in [3]$

$$g_i(z) = \frac{g(z) + z}{2} - \frac{\sqrt{4c_i + (g(z) + z)^2}}{2}, \quad \text{where} \quad z \in \mathbb{C} \setminus S(\nu).$$

**Proof.** See Appendix B.4. \qed

However, the statistical dependency between $u, v, w$ and $X$ exhibits an isolated eigenvalue in the spectrum of $\Phi_3(T, u, v, w)$ at the value $2\lambda$ independently of the value of the SNR $\beta$, which is a consequence of Eq. (19). Figure 4 depicts iterations of the power iteration method where the leftmost histogram corresponds to the fixed point solution, where one sees that the spike converges to the value $2\lambda$.

**Remark 4.** Note that, from Assumption 1, the almost sure limit $\lambda^{\infty}$ of $\lambda$ must lie outside the support $S(\nu)$ of the deterministic measure $\nu$ described by Theorem 4. The same phenomenon was noticed in
where it is assumed that the almost sure limit \( \mu^\infty \) of \( \mu \) must satisfy \( \mu^\infty > 2\sqrt{\frac{2}{3}} \) in the case of symmetric tensors.

Let us denote the blocks of the resolvent of \( \Phi_3(\mathbf{T}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \) as

\[
R_{\Phi_3(T,u,v,w)}(z) = \begin{bmatrix}
R^{11}(z) & R^{12}(z) & R^{13}(z) \\
R^{12}(z)^\top & R^{22}(z) & R^{23}(z) \\
R^{13}(z)^\top & R^{23}(z)^\top & R^{33}(z)
\end{bmatrix},
\]

where \( R^{11}(z) \in \mathbb{M}_m, R^{22}(z) \in \mathbb{M}_n \) and \( R^{33}(z) \in \mathbb{M}_p \). The following corollary of Theorem 4 will be useful subsequently.

**Corollary 2.** Recall the setting and notations of Theorem 4. For all \( z \in \mathbb{C} \setminus S(\nu) \), we have

\[
\frac{1}{N} \text{tr} R^{11}(z) \xrightarrow{a.s.} g_1(z), \quad \frac{1}{N} \text{tr} R^{22}(z) \xrightarrow{a.s.} g_2(z), \quad \frac{1}{N} \text{tr} R^{33}(z) \xrightarrow{a.s.} g_3(z).
\]

### 3.4 Concentration of the singular value and the alignments

When the dimensions of \( \mathbf{T} \) grow large under Assumption 2, the singular value \( \lambda \) and the alignments \( \langle \mathbf{u}, \mathbf{x} \rangle, \langle \mathbf{v}, \mathbf{y} \rangle \) and \( \langle \mathbf{w}, \mathbf{z} \rangle \) converge almost surely to some deterministic limits. This can be shown by controlling the variances of these quantities using the Poincaré’s inequality (Lemma 2). Precisely, for \( \lambda \), invoking Eq. (15) we have

\[
\text{Var} \lambda \leq \sum_{ijk} \mathbb{E} \left| \frac{\partial \lambda}{\partial x_{ijk}} \right|^2 = \frac{1}{N} \sum_{ijk} u_i^2 v_j^2 w_k^2 = \frac{1}{N},
\]

from which we have the concentration of \( \lambda \) by Chebyshev’s inequality, namely for all \( t > 0 \)

\[
\mathbb{P} (|\lambda - \mathbb{E} \lambda| \geq t) \leq \frac{1}{N t^2}.
\]

Similarly, with Eq. (14), there exists \( C > 0 \) such that for all \( t > 0 \)

\[
\mathbb{P} (|\langle \mathbf{u}, \mathbf{x} \rangle - \mathbb{E} \langle \mathbf{u}, \mathbf{x} \rangle| \geq t) \leq \frac{C}{N t^2}, \quad \mathbb{P} (|\langle \mathbf{v}, \mathbf{y} \rangle - \mathbb{E} \langle \mathbf{v}, \mathbf{y} \rangle| \geq t) \leq \frac{C}{N t^2}, \quad \mathbb{P} (|\langle \mathbf{w}, \mathbf{z} \rangle - \mathbb{E} \langle \mathbf{w}, \mathbf{z} \rangle| \geq t) \leq \frac{C}{N t^2}.
\]

For the remainder of the manuscript, we denote the almost sure limits of \( \lambda \) and the of alignments \( \langle \mathbf{u}, \mathbf{x} \rangle, \langle \mathbf{v}, \mathbf{y} \rangle \) and \( \langle \mathbf{w}, \mathbf{z} \rangle \) respectively as

\[
\lambda^\infty(\beta) \equiv \lim_{N \to \infty} \lambda, \quad a_x^\infty(\beta) \equiv \lim_{N \to \infty} \langle \mathbf{u}, \mathbf{x} \rangle, \quad a_y^\infty(\beta) \equiv \lim_{N \to \infty} \langle \mathbf{v}, \mathbf{y} \rangle, \quad a_z^\infty(\beta) \equiv \lim_{N \to \infty} \langle \mathbf{w}, \mathbf{z} \rangle.
\]

### 3.5 Asymptotic singular value and alignments

Having the concentration result from the previous subsection, it remains to estimate the expectations \( \mathbb{E} \lambda, \mathbb{E} \langle \mathbf{u}, \mathbf{x} \rangle, \mathbb{E} \langle \mathbf{v}, \mathbf{y} \rangle \) and \( \mathbb{E} \langle \mathbf{w}, \mathbf{z} \rangle \). Usually, the evaluation of these quantities using tools from random matrix theory relies on computing Cauchy integrals involving \( R_{\Phi_3(T,u,v,w)}(z) \) (the resolvent of \( \Phi_3(\mathbf{T}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \)). Here, we take a different (yet analytically simpler) approach by taking directly the
expectation of the identities in Eq. (11) and Eq. (12), then applying Stein’s Lemma (Lemma 1). For instance, for \( \lambda \), we have

\[
E \lambda = \frac{1}{\sqrt{N}} \sum_{ijk} E \left[ v_j w_k \frac{\partial u_i}{\partial X_{ijk}} \right] + E \left[ u_i w_k \frac{\partial v_j}{\partial X_{ijk}} \right] + E \left[ u_i v_j \frac{\partial w_k}{\partial X_{ijk}} \right] + \beta E \left[ \langle u, x \rangle \langle v, y \rangle \langle w, z \rangle \right].
\]

From Eq. (14), when \( N \to \infty \), it turns out that the only contributing terms\(^{10}\) of the derivatives \( \frac{\partial u_i}{\partial X_{ijk}} \) and \( \frac{\partial v_j}{\partial X_{ijk}} \) in the above sum are respectively

\[
\frac{\partial u_i}{\partial X_{ijk}} \approx -\frac{1}{\sqrt{N}} v_j w_k R_{ii}^{11}(\lambda), \quad \frac{\partial v_j}{\partial X_{ijk}} \approx -\frac{1}{\sqrt{N}} u_i w_k R_{jj}^{22}(\lambda), \quad \frac{\partial w_k}{\partial X_{ijk}} \approx -\frac{1}{\sqrt{N}} u_i v_j R_{kk}^{33}(\lambda).
\]

This yields

\[
E \lambda = -\frac{1}{N} \left( \text{tr} R^{11}(\lambda) + \text{tr} R^{22}(\lambda) + \text{tr} R^{33}(\lambda) \right) + \beta E \left[ \langle u, x \rangle \langle v, y \rangle \langle w, z \rangle \right] + O \left( N^{-1} \right).
\]

Therefore, the almost sure limit \( \lambda^\infty(\beta) \) as \( N \to \infty \) of \( \lambda \) satisfies

\[
\lambda^\infty(\beta) + g(\lambda^\infty(\beta)) = \beta a_x^\infty(\beta) a_y^\infty(\beta) a_z^\infty(\beta),
\]

where \( a_x^\infty(\beta), a_y^\infty(\beta) \) and \( a_z^\infty(\beta) \) are defined in Eq. (22). From Eq. (11), proceeding similarly as above with the identities

\[
x^\top T(v) w = \lambda \langle u, x \rangle, \quad y^\top T(u) w = \lambda \langle v, y \rangle, \quad z^\top T(v)^\top u = \lambda \langle w, z \rangle,
\]

we obtain the following result.

**Theorem 5.** Recall the notations in Theorem 4. Under Assumptions 1 and 2, there exists \( \beta_s > 0 \) such that for \( \beta > \beta_s \),

\[
\begin{cases}
\lambda \xrightarrow{a.s.} \lambda^\infty(\beta), \\
\langle u, x \rangle \xrightarrow{a.s.} \frac{1}{\sqrt{\alpha_2(\lambda^\infty(\beta))\alpha_2(\lambda^\infty(\beta))}}, \\
\langle v, y \rangle \xrightarrow{a.s.} \frac{1}{\sqrt{\alpha_1(\lambda^\infty(\beta))\alpha_2(\lambda^\infty(\beta))}}, \\
\langle w, z \rangle \xrightarrow{a.s.} \frac{1}{\sqrt{\alpha_1(\lambda^\infty(\beta))\alpha_2(\lambda^\infty(\beta))}},
\end{cases}
\]

where \( \alpha_i(z) \equiv \frac{\beta}{z + g(z) - \gamma_i(z)} \) and \( \lambda^\infty(\beta) \) satisfies \( f(\lambda^\infty(\beta), \beta) = 0 \) with \( f(z, \beta) = z + g(z) - \frac{\beta}{\alpha_1(z)\alpha_2(z)\alpha_3(z)} \).

Besides, for \( \beta \in [0, \beta_s] \), \( \lambda^\infty \) is bounded\(^{11}\) by an order one constant and \( |\langle u, x \rangle|, |\langle v, y \rangle|, |\langle w, z \rangle| \xrightarrow{a.s.} 0 \).

**Proof.** See Appendix B.5. \( \square \)

Figure 5 depicts the predicted asymptotic dominant singular value \( \lambda^\infty(\beta) \) of \( T \) and the corresponding alignments from Theorem 5. As we can see, the result of Theorem 5 predicts that a non-zero correlation between the population signals \( x, y, z \) and their estimated counterparts is possible only when \( \beta > \beta_s \approx 1.1334 \), which corresponds to the value after which \( \lambda^\infty(\beta) \) starts to increase with \( \beta \).

**Remark 5.** Note that, given \( g(z) \), the inverse formula expressing \( \beta \) in terms of \( \lambda^\infty \) is explicit. Specifically, we have \( \beta(\lambda^\infty) = \sqrt{\prod_{i=1}^3(\lambda^\infty + g(\lambda^\infty) - \gamma_i(\lambda^\infty))} / \lambda^\infty + g(\lambda^\infty) \). In particular, this inverse formula provides an estimator for the SNR \( \beta \) given the largest singular value \( \lambda \) of \( T \).

\(^{10}\)Yielding non-vanishing terms in the expression of \( \lambda^\infty(\beta) \).

\(^{11}\)Such bound might be computed numerically and corresponds to the right edge of the limiting spectral measure in Theorem 4.
Figure 5: Asymptotic singular value and alignments of $\mathbf{T}$ as predicted by Theorem 5 for $c_1 = \frac{1}{6}, c_2 = \frac{1}{3}$ and $c_3 = \frac{1}{2}$.

3.6 Cubic 3-order tensors: case $c_1 = c_2 = c_3 = \frac{1}{3}$

In this section, we study the particular case where all the tensor dimensions are equal. As such, the three alignments $\langle \mathbf{u}, \mathbf{x} \rangle, \langle \mathbf{v}, \mathbf{y} \rangle, \langle \mathbf{w}, \mathbf{z} \rangle$ converge almost surely to the same quantity. In this case, the almost sure limits of $\lambda$ and $\langle \mathbf{u}, \mathbf{x} \rangle, \langle \mathbf{v}, \mathbf{y} \rangle, \langle \mathbf{w}, \mathbf{z} \rangle$ can be obtained explicitly in terms of the signal strength $\beta$ as per the following corollary of Theorem 5.

**Corollary 3.** Under Assumptions 1 and 2 with $c_1 = c_2 = c_3 = \frac{1}{3}$, for $\beta > \beta_s = \frac{2\sqrt{3}}{3}$

$$\lambda \xrightarrow{a.s.} \lambda^\infty(\beta) \equiv \sqrt{\frac{\beta^2}{2} + 2 + \frac{\sqrt{3}(3\beta^2-4)^3}{18\beta}},$$

$$\|\langle \mathbf{u}, \mathbf{x} \rangle\|, \|\langle \mathbf{v}, \mathbf{y} \rangle\|, \|\langle \mathbf{w}, \mathbf{z} \rangle\| \xrightarrow{a.s.} \sqrt{9\beta^2-12+\frac{\sqrt{3}(3\beta^2-4)^3}{\beta}} + \frac{\sqrt{2}\beta^2+36+\sqrt{3}(3\beta^2-4)^3}{6\beta^2\beta}.}

Besides, for $\beta \in \left[0, \frac{2\sqrt{3}}{3}\right]$, $\lambda \xrightarrow{a.s.} \lambda^\infty \leq 2\sqrt{\frac{2}{3}}$ and $\|\langle \mathbf{u}, \mathbf{x} \rangle\|, \|\langle \mathbf{v}, \mathbf{y} \rangle\|, \|\langle \mathbf{w}, \mathbf{z} \rangle\| \xrightarrow{a.s.} 0$.

**Proof.** See Appendix B.6. \square

Figure 6 provides plots of the almost sure limits of the singular value and alignments when $\mathbf{T}$ is cubic as per Corollary 3 (see Subsection A.2 for simulations supporting the above result). In particular, this result predicts a possible correlation between the singular vectors and the underlying signal components above the value $\beta_s = \frac{2\sqrt{3}}{3} \approx 1.154$ with corresponding singular value $\lambda_s = 2\sqrt{\frac{2}{3}} \approx 1.633$ with an alignment $a_s = \sqrt{\frac{2}{3}} \approx 0.707$. In addition, we can easily check from the formulas above that $\frac{\lambda^\infty(\beta)}{\beta} \rightarrow 1$ and $\|\langle \mathbf{u}, \mathbf{x} \rangle\| \rightarrow 1$ for large values of $\beta$. Besides, for values of $\beta$ around the value $\beta_s$, the expression of $\lambda^\infty(\beta)$ admits the following expansion

$$\lambda^\infty(\beta) = 2\sqrt{\frac{2}{3}} + \frac{\sqrt{2}}{4}(\beta - \beta_s) + \frac{\sqrt{2}3^4}{4}(\beta - \beta_s)^2 + \frac{3\sqrt{6}}{64}(\beta - \beta_s)^2 + o((\beta - \beta_s)^2),$$
whereas the corresponding alignment expends as
\[ \frac{\sqrt{2}}{2} + \frac{\sqrt{2}}{4} \left( \frac{3}{4} \right) \sqrt{\beta - \beta_s} - \frac{\sqrt{6}}{16} (\beta - \beta_s)^{\frac{1}{2}} + 21 \times \frac{\sqrt{2}}{256} (\beta - \beta_s)^{\frac{3}{2}} + o((\beta - \beta_s)^2). \]

4 Random tensors meet random matrices

In this section, we investigate the application of Theorem 5 to the particular case of spiked random matrices. Indeed, for instance when \( p = 1 \) the spiked tensor model in Eq. (10) becomes a spiked matrix model which we will now denote as
\[ M = \beta xy^\top + \frac{1}{\sqrt{N}} X, \quad (23) \]
where again \( x \) and \( y \) are on the unit spheres \( \mathbb{S}^{m-1} \) and \( \mathbb{S}^{n-1} \) respectively, \( N = m + n \) and \( X \) is a Gaussian noise matrix with i.i.d. entries \( X_{ij} \sim \mathcal{N}(0, 1) \).

Our approach does not apply directly to the matrix \( M \) above. Indeed, the singular vectors \( u, v \) of \( M \) corresponding to its largest singular value \( \lambda \) satisfy the identities
\[ Mv = \lambda u, \quad M^\top u = \lambda v, \quad \lambda = u^\top Mv, \quad (24) \]
and deriving \( u, v \) w.r.t. an entry \( X_{ij} \) of \( X \) will result in
\[ \left( \begin{bmatrix} 0_{m \times m} & M \\ M^\top & 0_{n \times n} \end{bmatrix} - \lambda I_N \right) \begin{bmatrix} \frac{\partial u}{\partial X_{ij}} \\ \frac{\partial v}{\partial X_{ij}} \end{bmatrix} = -\frac{1}{\sqrt{N}} \begin{bmatrix} v_j (e_i^n - u_i u) \\ u_i (e_j^n - v_j v) \end{bmatrix}. \quad (25) \]
Now since \( \lambda \) is an eigenvalue of \( \begin{bmatrix} 0_{m \times m} & M \\ M^\top & 0_{n \times n} \end{bmatrix} \), the matrix \( \begin{bmatrix} 0_{m \times m} & M \\ M^\top & 0_{n \times n} \end{bmatrix} - \lambda I_N \) is not invertible, which makes our approach inapplicable for \( d = 2 \). However, we can retrieve the behavior of the spiked matrix model in Eq. (23) by considering an order 3 tensor and setting for instance \( c_3 \to 0 \) as we will discuss subsequently.
Figure 7: Limiting spectral measure of $\frac{1}{\sqrt{N}} \Phi_3(X, a, b, c)$ for $c_1 = c, c_2 = 1 - c$ as per Corollary 4.

4.1 Limiting spectral measure

Given the result of Theorem 5, the asymptotic singular value and alignments for the spiked matrix model in Eq. (23) correspond to the particular case $c_3 \to 0$. We start by characterizing the corresponding limiting spectral measure, we have the following corollary of Theorem 4 when $c_3 \to 0$.

**Corollary 4.** Given the setting and notations of Theorem 3, under Assumptions 1 and 2 with $c_1 = c, c_2 = 1 - c$ for $c \in [0, 1]$, the empirical spectral measure of $\frac{1}{\sqrt{N}} \Phi_3(X, a, b, c)$ converges weakly almost surely to a deterministic measure $\nu$ defined on the support $S(\nu) \equiv [-\sqrt{1 + 2\sqrt{\eta}}, -\sqrt{1 - 2\sqrt{\eta}}] \cup [\sqrt{1 - 2\sqrt{\eta}}, \sqrt{1 + 2\sqrt{\eta}}]$ with $\eta = c(1 - c)$, whose density function writes as

$$\nu(dx) = \frac{1}{\pi x} \sin\left(\frac{\arctan(0, q_c(x))}{2}\right) \sqrt{|q_c(x)|} \left(\frac{\sin\left(\frac{\arctan(0, q_c(x))}{2}\right)}{x}\right) dx + (1 - 2\min(c, 1 - c)) \delta(x),$$

where $q_c(x) = (x^2 - 1)^2 + 4c(c - 1)$. And the corresponding Stieltjes transform writes as

$$g(z) = -z + \frac{\sqrt{q_c(z)}}{z}, \quad \text{for} \quad z \in \mathbb{C} \setminus S(\nu).$$

**Proof.** See Appendix B.7.

**Remark 6.** Corollary 4 describes the limiting spectral measure of $\frac{1}{\sqrt{m+n}} \Phi_3(X, a, b, c)$ for $X \sim T_{m,n,1}(\mathcal{N}(0,1))$, $(a, b) \in S^{m-1} \times S^{n-1}$ and $c = 1$ (a scalar), which is equivalent to random matrices of the form $\frac{1}{\sqrt{m+n}} \begin{bmatrix} 0_{m \times m} & X \\ X^\top & 0_{n \times n} \end{bmatrix}$ with $X \sim M_{m,n}(\mathcal{N}(0,1))$.

Figure 7 depicts the limiting spectral measures as per Corollary 4 for various values of $c$ (see also simulations in Appendix A.1). In particular, the limiting measure is a semi-circle law for square matrices (i.e., $c = \frac{1}{2}$), while it decomposes into a two-mode distribution\textsuperscript{12} for $c \in [0, 1] \setminus \{\frac{1}{2}\}$ due to the fact that the underlying random matrix model is not full rank ($\Phi_3(X, a, b, 1)$ if of rank $2\min(m, n)$).

\textsuperscript{12}With a Dirac $\delta(x)$ at 0 weighted by $1 - 2\min(c, 1 - c)$, not shown in Figure 7.
4.2 Limiting singular value and alignments

Given the limiting Stieltjes transform from the previous subsection (Corollary 4), the limiting largest singular value of $M$ (in Eq. (23)) and the alignments of the corresponding singular vectors are obtained thanks to Theorem 5, yielding the following corollary.

Corollary 5. Under Assumption 2 with $c_1 = c, c_2 = 1 - c$, we have for $\beta > \beta_s = \sqrt[4]{c(1-c)}$

$$\left\{ \begin{array}{l}
\lambda \xrightarrow{a.s.} \lambda^\infty(\beta) = \sqrt{\beta^2 + 1 + \frac{c(1-c)}{\beta^2}}, \\
|\langle \mathbf{u}, \mathbf{x}\rangle| \xrightarrow{a.s.} \frac{1}{\kappa(\beta,c)}, \quad |\langle \mathbf{v}, \mathbf{y}\rangle| \xrightarrow{a.s.} \frac{1}{\kappa(\beta,1-c)},
\end{array} \right.$$  

where $\mathbf{u} \in \mathbb{S}^{n-1}, \mathbf{v} \in \mathbb{S}^{n-1}$ are the singular vectors of $M$ corresponding to its largest singular value $\lambda$ and $\kappa(\beta,c)$ is given by

$$\kappa(\beta,c) = \sqrt{\beta^2 (\beta^2 + 1 - c(c - 1)) (\beta^2 + 1 - c)}.$$  

Besides, for $\beta \in [0, \beta_s]$, $\lambda \xrightarrow{a.s.} \sqrt{1 + 2\sqrt{c(1-c)}}$ and $|\langle \mathbf{u}, \mathbf{x}\rangle|, |\langle \mathbf{v}, \mathbf{y}\rangle| \xrightarrow{a.s.} 0$.

**Proof.** See Appendix B.8.

Figure 8 provides the curves of the asymptotic singular value and alignments of Corollary 5 (see Subsection A.1 for simulations supporting the above result). Unlike the tensor case from the previous
section, we see that the asymptotic alignments \( a_{x}^{\infty}(\beta), a_{y}^{\infty}(\beta) \) are continuous and a positive alignment is observed for \( \beta > \beta_s \) which corresponds to the classical BBP phase transition of spiked random matrix models [Baik et al., 2005, Benaych-Georges and Nadakuditi, 2011, Péché, 2006].

**Remark 7** (Application to tensor unfolding). The tensor unfolding method consists in estimating the spike components of a given tensor \( \mathbf{T} = \gamma \mathbf{x}^{(1)} \otimes \cdots \otimes \mathbf{x}^{(d)} + \frac{1}{\sqrt{n}} \mathbf{X} \in \mathbb{T}_{n}^{d} \) with \( \mathbf{X} \sim \mathcal{N}(\mathbf{0}, 1) \) by applying an SVD to its unfolded matrices (for \( i \in [d] \) \( \text{Mat}_i(\mathbf{T}) = \gamma \mathbf{x}^{(i)}(\mathbf{y}^{(i)})^\top + \frac{1}{\sqrt{n}} \mathbf{X}_i \) of size \( n \times n^{d-1} \). Applying Corollary 5 to this case predicts a phase transition at \( \beta_s = \frac{\sqrt{c(1 - c)}}{1 + n^{\frac{d - 2}{4}}} \) with \( m = n^d \). After rescaling the noise component (by multiplying Eq. (23) by \( \sqrt{1 + \frac{n}{n}} \) with \( m = n^d \)) this yields \( \gamma > n^{d-2} \), i.e., the phase transition for tensor unfolding obtained by [Ben Arous et al., 2021] (see Theorem 3.3 therein).

5 Generalization to arbitrary \( d \)-order tensors

We now show that our approach can be generalized straightforwardly to the \( d \)-order spiked tensor model of Eq. (1). Indeed, from Eq. (4), the \( \ell_2 \)-singular value \( \lambda \) and vectors \( \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)} \in \mathbb{S}^{n_1-1} \times \cdots \times \mathbb{S}^{n_d-1} \), corresponding to the best rank-one approximation \( \lambda \mathbf{u}^{(1)} \otimes \cdots \otimes \mathbf{u}^{(d)} \) of the \( d \)-order tensor \( \mathbf{T} \) in Eq. (1), satisfy the identities

\[
\begin{align*}
\mathbf{T}(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(i-1)}, \ldots, \mathbf{u}^{(i+1)}, \ldots, \mathbf{u}^{(d)}) &= \lambda \mathbf{u}^{(i)}, \\
\lambda &= \mathbf{T}(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}) = \sum_{i_1, \ldots, i_d} u_{i_1}^{(1)} \cdots u_{i_d}^{(d)} X_{i_1, \ldots, i_d}.
\end{align*}
\]

(26)

5.1 Associated random matrix ensemble

Let \( \mathbf{T}_{ij} \in \mathbb{M}_{n_i, n_j} \) denote the matrix obtained by contracting the tensor \( \mathbf{T} \) with the singular vectors in \( \{\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}\} \setminus \{\mathbf{u}^{(i)}, \mathbf{u}^{(j)}\} \), i.e.,

\[
\mathbf{T}_{ij} \equiv \mathbf{T}(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(i-1)}, \ldots, \mathbf{u}^{(i+1)}, \ldots, \mathbf{u}^{(j-1)}, \ldots, \mathbf{u}^{(j+1)}, \ldots, \mathbf{u}^{(d)}).
\]

(27)

As in the order 3 case, from Eq. (26), the derivatives of the singular vectors \( \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)} \) with respect to the entry \( X_{i_1, \ldots, i_d} \) of the noise tensor \( \mathbf{X} \) express as

\[
\left[ \begin{array}{c}
\frac{\partial u_{i_1}^{(1)}}{\partial X_{i_1, \ldots, i_d}} \\
\vdots \\
\frac{\partial u_{i_d}^{(d)}}{\partial X_{i_1, \ldots, i_d}}
\end{array} \right] = -\frac{1}{\sqrt{N}} \left[ \begin{array}{cccc}
\mathbf{0}_{n_1 \times n_3} & \mathbf{T}_{12}^{(1)} & \cdots & \mathbf{T}_{1d}^{(1)} \\
\mathbf{T}_{23}^{(1)} & \mathbf{0}_{n_2 \times n_2} & \cdots & \mathbf{T}_{2d}^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{T}_{d1}^{(1)} & \mathbf{T}_{d2}^{(1)} & \cdots & \mathbf{0}_{n_d \times n_d}
\end{array} \right]^{-1} \\
\left[ \begin{array}{c}
\Pi_{i \in \{2, \ldots, d\}} u_{i}^{(1)} (e_{i_1}^{(1)} - u_{i_1}^{(1)} \mathbf{u}^{(1)}) \\
\vdots \\
\Pi_{i \in \{1, \ldots, d-1\}} u_{i}^{(1)} e_{i_1}^{(1)} - u_{i_1}^{(1)} \mathbf{u}^{(1)}u_{i_d}^{(d)}
\end{array} \right]
\]

(28)

where \( N = \sum_{i \in [d]} n_i \), and the derivative of \( \lambda \) w.r.t. \( X_{i_1, \ldots, i_d} \) writes as

\[
\frac{\partial \lambda}{\partial X_{i_1, \ldots, i_d}} = \frac{1}{\sqrt{N}} \prod_{\ell \in [d]} u_{i_\ell}^{(\ell)}.
\]

(29)

As such, the associated random matrix model of \( \mathbf{T} \) is the matrix appearing in the resolvent in Eq. (28). More generally, the \( d \)-order block-wise tensor contraction ensemble \( \mathcal{B}_d(\mathbf{X}) \) for \( \mathbf{X} \sim \mathcal{T}_{n_1, \ldots, n_d}(\mathcal{N}(\mathbf{0}, 1)) \) is defined as

\[
\mathcal{B}_d(\mathbf{X}) \equiv \left\{ \Phi_d(\mathbf{X}, \mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(d)}) \mid (\mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(d)}) \in \mathbb{S}^{n_1-1} \times \cdots \times \mathbb{S}^{n_d-1} \right\}
\]

(30)
Algorithm 1 Fixed point equation to compute the Stieltjes transform in Theorem 6

Input: $z \in \mathbb{R} \setminus S(\nu)$ and tensor dimension ratios $c = [c_1, \ldots, c_d] \in [0, 1]^d$

Output: $g \in \mathbb{R}$, $g = [g_1, \ldots, g_d] \in \mathbb{R}^d$

Repeat

\[ g \leftarrow g \leftarrow \frac{2g^2 + z^2 - 4c_i + (g + z)^2}{2} \quad \text{\triangleright Element-wise vector operation.} \]

until convergence of $g$

where $\Phi_d$ is the mapping

\[
\Phi_d : T_{n_1, \ldots, n_d} \times S^{n_1-1} \times \cdots \times S^{n_d-1} \rightarrow M_{\sum n_i}^d
\]

\[
(X, a^{(1)}, \ldots, a^{(d)}) \mapsto \left[ \begin{array}{cccc}
X^{12} & X^{13} & \cdots & X^{1d} \\
0_{n_1 \times n_2} & X^{23} & \cdots & X^{2d} \\
0_{n_2 \times n_3} & 0_{n_3 \times n_4} & \cdots & X^{3d} \\
\vdots & \vdots & \ddots & \vdots \\
0_{n_{d-1} \times n_d} & 0_{n_d \times n_1} & \cdots & 0_{n_{d-1} \times n_d} \\
\end{array} \right], \quad (31)
\]

with $X^{ij} \equiv X(a^{(1)}, \ldots, a^{(i-1)}, a^{(i+1)}, \ldots, a^{(j-1)}, \ldots, a^{(j+1)}, \ldots, a^{(d)}) \in M_{n_i, n_j}$.

As in the order 3 case, to ensure the existence of the matrix inverse in Eq. (28), we need the following assumption.

Assumption 3. There exists a tuple $(\lambda, u^{(1)}, \ldots, u^{(d)})$ verifying the identities in Eq. (26) such that $\lambda$ is not an eigenvalue of $\Phi_d(T, u^{(1)}, \ldots, u^{(d)})$.

5.2 Limiting spectral measure of block-wise d-order tensor contractions

In this section, we characterize the limiting spectral measure of the ensemble $B_d(X)$ for $X \sim T_{n_1, \ldots, n_d}(\mathcal{N}(0, 1))$ in the limit when all tensor dimensions grow as per the following assumption.

Assumption 4. For all $i \in [d]$, assume that $n_i \rightarrow \infty$ with $n_i / \sum n_j \rightarrow c_i \in [0, 1]$.

We thus have the following result which characterizes the spectrum of $\frac{1}{\sqrt{N}} \Phi_d(X, a^{(1)}, \ldots, a^{(d)})$ for any deterministic unit norm vectors $a^{(1)}, \ldots, a^{(d)}$.

Theorem 6. Let $X \sim T_{n_1, \ldots, n_d}(\mathcal{N}(0, 1))$ be a sequence of random asymmetric Gaussian tensors and $(a^{(1)}, \ldots, a^{(d)}) \in S^{n_1-1} \times \cdots \times S^{n_d-1}$ a sequence of deterministic vectors of increasing dimensions, following Assumption 4. Then the empirical spectral measure of $\frac{1}{\sqrt{N}} \Phi_d(X, a^{(1)}, \ldots, a^{(d)})$ converges weakly almost surely to a deterministic measure $\nu$ whose Stieltjes transform is defined as the solution to the equation $g(z) = \sum_{i=1}^{d} g_i(z)$ such that $\Im[g(z)] > 0$ for $\Im[z] > 0$ where, for $i \in [d]$

\[
g_i(z) = \frac{g(z) + z^2 - 4c_i + (g(z) + z)^2}{2}, \quad \text{where} \quad z \in \mathbb{C} \setminus S(\nu).
\]

Proof. See Appendix B.9. \qed
Algorithm 1 provides a pseudo-code to compute the Stieltjes transform $g(z)$ in Theorem 6 through an iterative solution to the fixed point equation $g(z) = \sum_{i=1}^{d} g_i(z)$. In particular, as for the order 3 case, when all the tensor dimensions are equal (i.e., $c_i = \frac{1}{d}$ for all $i \in [d]$), the spectral measure of $\frac{1}{\sqrt{N}} \Phi_d(\mathbf{X}, \mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(d)})$ converges to a semi-circle law. We have the following corollary of Theorem 6.

**Corollary 6.** With the setting of Theorem 6. Under Assumption 4 with $c_i = \frac{1}{d}$ for all $i \in [d]$, the empirical spectral measure of $\frac{1}{\sqrt{N}} \Phi_d(\mathbf{X}, \mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(d)})$ converges weakly almost surely to the semi-circle distribution support $S(\nu) \equiv \left[-2\sqrt{\frac{d-1}{d}}, 2\sqrt{\frac{d-1}{d}}\right]$, whose density and Stieltjes transform write respectively as

$$
\nu(dx) = \frac{d}{2(d-1)\pi} \sqrt{\frac{4(d-1)}{d} - x^2}, \quad g(z) = \frac{-zd + d\sqrt{z^2 - \frac{4(d-1)}{d}}}{2(d-1)}, \quad \text{where} \quad z \in \mathbb{C} \setminus S(\nu).
$$

**Proof.** See Appendix B.10. \qed

Figure 9 provides an illustration of the empirical convergence in law (when the dimension $n_i$ grow large) of the spectrum of $\frac{1}{\sqrt{N}} \Phi_4(\mathbf{X}, \mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d})$ with a 4th-order tensor $\mathbf{X} \sim \mathbb{T}_{n_1, \ldots, n_4}(\mathcal{N}(0,1))$ and $\mathbf{a}, \mathbf{b}, \mathbf{c}, \mathbf{d}$ independently sampled from the unit spheres $S^{n_1-1}, \ldots, S^{n_4-1}$ respectively.

**Remark 8.** $\frac{1}{\sqrt{N}} \Phi_d(\mathbf{X}, \mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(d)})$ is almost surely of rank $\sum_i \min(n_i, \sum_{j \neq i} n_j)$. As in the order 3 case, when $\frac{1}{\sqrt{N}} \Phi_d(\mathbf{X}, \mathbf{a}^{(1)}, \ldots, \mathbf{a}^{(d)})$ is almost surely full rank, its spectral measure converges to a semi-circle law with connected support, while in general the limiting spectral measure has unconnected support.

The result of Theorem 6 still holds for $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ where $\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}$ stand for the singular vectors of $\mathbf{T}$ defined through Eq. (26). Indeed, the statistical dependencies between these singular vectors and the noise tensor $\mathbf{X}$ do not affect the convergence of the spectrum of $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ to the limiting measure described by Theorem 6. We specifically have the following result.

**Theorem 7.** Let $\mathbf{T}$ as defined in Eq. (1) and $\lambda, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}$ verifying Assumption 3. Under Assumption 4, the empirical spectral measure of $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ converges weakly almost surely...
to a deterministic measure $\nu$ whose Stieltjes transform $g(z)$ is defined as the solution to the equation

$$g(z) = \sum_{i=1}^{d} g_i(z) \text{ such that } \Re[g(z)] > 0 \text{ for } \Re[z] > 0 \text{ where, for } i \in [d]$$

$$g_i(z) = \frac{g(z) + z - \sqrt{4c_i + (g(z) + z)^2}}{2}, \text{ where } z \in \mathbb{C} \setminus \mathcal{S}(\nu).$$

**Proof.** See Appendix B.11. \qed

Figure 10 depicts the spectrum of $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ for an order 4 tensor $\mathbf{T}$ with $\beta = 0$. As we saw previously, an isolated eigenvalue pops out from the continuous bulk of $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ because of the statistical dependencies between the tensor noise $\mathbf{X}$ and the singular vectors $\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}$. More generally, for an order-$d$ tensor $\mathbf{T}$, the spectrum of $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ admits an isolated spike at the value $((d-1)\lambda$ independently of the signal strength $\beta$. Indeed, $(d-1)\lambda$ is an eigenvalue of $\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)})$ with corresponding eigenvector the concatenation of the singular vectors $\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}$, i.e.,

$$\Phi_d(\mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}) \begin{bmatrix} \mathbf{u}^{(1)} \\ \vdots \\ \mathbf{u}^{(d)} \end{bmatrix} = \begin{bmatrix} \sum_{i \neq 1} \mathbf{T}(:, \mathbf{u}^{(2)}, \ldots, \mathbf{u}^{(i-1)}, \mathbf{u}^{(i+1)}, \ldots, \mathbf{u}^{(d)}) \mathbf{u}^{(i)} \\ \vdots \\ \sum_{i \neq d} \mathbf{T}((1), \ldots, \mathbf{u}^{(i-1)}, \ldots, \mathbf{u}^{(i+1)}, \ldots, \mathbf{u}^{(d-1)}, :) \mathbf{u}^{(i)} \end{bmatrix} = (d-1)\lambda \begin{bmatrix} \mathbf{u}^{(1)} \\ \vdots \\ \mathbf{u}^{(d)} \end{bmatrix}. \quad (32)$$

### 5.3 Asymptotic singular value and alignments of hyper-rectangular tensors

Similarly to the 3-order case studied previously, when the dimensions of $\mathbf{T}$ grow large at the same rate, its singular value $\lambda$ and the corresponding alignments $\langle \mathbf{u}^{(i)}, \mathbf{x}^{(i)} \rangle$ for $i \in [d]$ concentrate almost surely around some deterministic quantities which we denote $\lambda^\infty(\beta) = \lim_{N \to \infty} \lambda$ and $a^\infty(\beta) = \lim_{N \to \infty} \|\langle \mathbf{u}^{(i)}, \mathbf{x}^{(i)} \rangle \|$ respectively. Applying again Stein's Lemma (Lemma 1) to the identities in Eq. (26), we obtain the following theorem which characterizes the aforementioned deterministic limits.

**Theorem 8.** Recall the notations in Theorem 7. Under Assumptions 3 and 4, for $d \geq 3$, there exists $\beta_s > 0$ such that for $\beta > \beta_s$,

$$\begin{cases} \lambda \xrightarrow{a.s.} \lambda^\infty(\beta), \\ \|\langle \mathbf{x}^{(i)}, \mathbf{u}^{(i)} \rangle \| \xrightarrow{a.s.} q_i(\lambda^\infty(\beta)), \end{cases}$$
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In particular, this inverse formula provides an estimator for the SNR

\begin{algorithm}
\textbf{Algorithm 2} Compute alignments as per Theorem 8
\begin{itemize}
  \item \textbf{Input:} Tensor singular value \( \lambda \in \mathbb{R} \setminus \mathcal{S}(\nu) \), tensor dimension ratios \( c = [c_1, \ldots, c_d]^\top \in [0, 1]^d \)
  \item \textbf{Output:} SNR \( \beta \in \mathbb{R}_+ \) and corresponding alignments \( a = [a_1^\infty(1), \ldots, a_d^\infty(d)]^\top \in [0, 1]^d \)
\end{itemize}

\begin{itemize}
  \item Compute \( g \in \mathbb{R} \) and \( \mathbf{g} = [g_1, \ldots, g_d]^\top \in \mathbb{R}^d \) by Algorithm 1 for \( z = \lambda \)
  \item \( b \leftarrow \frac{1}{\lambda + g - g} \)
  \item \( k \leftarrow \left( \frac{b^{d-2}}{\prod_{i=1}^d b_i} \right)^{\frac{1}{2d-4}} \)
  \item \( \beta \leftarrow \left( \frac{\prod_{i=1}^d k_i}{\lambda + g} \right)^{\frac{d-2}{2}} \)
  \item \( a \leftarrow \left( \frac{b^{d-2}}{\beta^2 \prod_{i=1}^d b_i} \right)^{\frac{1}{2d-4}} \)
\end{itemize}

\end{algorithm}

where \( q_i(z) = \left( \frac{\alpha_i(z)^{d-3}}{\prod_{j \neq i} \alpha_j(z)} \right)^{\frac{1}{2d-4}} \), \( \alpha_i(z) = \frac{\beta}{z + g(z) - g_i(z)} \) and \( \lambda^\infty(\beta) \) satisfies \( f(\lambda^\infty(\beta), \beta) = 0 \) with \( f(z, \beta) = z + g(z) - \beta \prod_{i=1}^d q_i(z) \). Besides, for \( \beta \in [0, \beta_s] \), \( \lambda^\infty \) is bounded (in particular when \( c_i = \frac{1}{\beta} \) for all \( i \in [d] \), \( \lambda \xrightarrow{a.s.} \lambda^\infty \leq 2\sqrt{\frac{d-1}{d}} \)) and \( |\langle \mathbf{x}^{(i)}, \mathbf{u}^{(i)} \rangle| \xrightarrow{a.s.} 0 \).

Prove. See Appendix B.12. \( \square \)

Remark 9. As in the order 3 case, note that the inverse formula expressing \( \beta \) in terms of \( \lambda^\infty \) is explicit. Specifically, we have \( \beta(\lambda^\infty) = \left( \frac{\prod_{i=1}^d k_i(\lambda^\infty)}{\lambda^\infty + g(\lambda^\infty)} \right)^{\frac{d-2}{2d-4}} \) with \( k_i(z) = \left( \frac{b_i(z)^{d-3}}{\prod_{j \neq i} b_j(z)} \right)^{\frac{1}{2d-4}} \) and \( b_j(z) = \frac{1}{z + g(z) - g_i(z)} \). In particular, this inverse formula provides an estimator for the SNR \( \beta \) given the largest singular value \( \lambda \) of \( \mathbf{T} \). Algorithm 2 provides a pseudo-code to compute the asymptotic alignments.

Figure 11 depicts the asymptotic singular value and alignments for an order 4 tensor as per Theorem 8. As discussed previously, the predicted alignments are discontinuous and a strictly positive correlation between the singular vectors and the underlying signals is possible for the considered local optimum of the ML estimator only above the minimal signal strength \( \beta_s \approx 1.234 \) in the shown example. In the
case of hyper-cubic tensors, i.e., all the dimensions \( n_i \) are equal, Figure 12 depicts the minimal SNR values in terms of the tensor order \( d \) and the corresponding asymptotic singular value and alignments. As such, when the tensor order increases the minimal SNR and singular value converge respectively to \( \approx 1.6 \) and \( 2 \), while the corresponding alignment\(^{13}\) gets closer to 1.

6 Generalization to rank \( r \) tensor with orthogonal components

In this section we discuss the generalization of our previous findings to rank \( r \) spiked tensor model with \( r > 1 \) of the form

\[
T = \sum_{\ell=1}^{r} \beta_{\ell} \mathbf{x}_{\ell}^{(1)} \otimes \cdots \otimes \mathbf{x}_{\ell}^{(d)} + \frac{1}{\sqrt{N}} \mathbf{X},
\]

where \( \beta_1 > \cdots > \beta_r \) are the signal strengths, \( (\mathbf{x}_{\ell}^{(1)}, \ldots, \mathbf{x}_{\ell}^{(d)}) \in \mathbb{S}^{n_1-1} \times \cdots \times \mathbb{S}^{n_d-1} \) for \( \ell \in [r] \), \( \mathbf{X} \sim T_{n_1,\ldots,n_d}(\mathcal{N}(0,1)) \) and \( N = \sum_{i=1}^{d} n_i \). Supposing that the components \( \mathbf{x}_{\ell}^{(1)}, \ldots, \mathbf{x}_{\ell}^{(d)} \) are mutually orthogonal, i.e., \( \langle \mathbf{x}_{\ell}^{(i)}, \mathbf{x}_{\ell}^{(i')} \rangle = 0 \) for \( \ell \neq \ell' \), the above \( r \)-rank spiked tensor model can be treated through equivalent rank-one tensors defined for each component \( \beta_{\ell} \mathbf{x}_{\ell}^{(1)} \otimes \cdots \otimes \mathbf{x}_{\ell}^{(d)} \) independently, by applying the result of the rank-one case established in the previous section. Precisely, the best rank-\( r \) approximation of \( T \) corresponds to

\[
\arg \min_{\lambda_{\ell} \in \mathbb{R}, (\mathbf{u}_{\ell}^{(1)}, \ldots, \mathbf{u}_{\ell}^{(d)}) \in \mathbb{S}^{n_1-1} \times \cdots \times \mathbb{S}^{n_d-1}} \| T - \sum_{\ell=1}^{r} \lambda_{\ell} \mathbf{u}_{\ell}^{(1)} \otimes \cdots \otimes \mathbf{u}_{\ell}^{(d)} \|_F^2,
\]

and the \( \mathbf{u}_{\ell}^{(i)} \)'s correlate with \( \mathbf{x}_{\ell}^{(i)} \)'s as a result of the uniqueness of orthogonal tensor decomposition (see Theorem 4.1 in [Anandkumar et al., 2014]). Therefore, the study of \( T \) boils down to the study of the random matrices \( \Phi_{d}(T, \mathbf{u}_{\ell}^{(1)}, \ldots, \mathbf{u}_{\ell}^{(d)}) \) for \( \ell \in [r] \) which behave as the rank-one case treated previously with signal strength \( \beta_{\ell} \) respectively. Indeed, since \( \mathbf{u}_{\ell}^{(i)} \in \mathbb{S}^{n_i-1} \) by definition and given the

\(^{13}\)corresponding to the minimal theoretical SNR \( \beta_s \).
orthogonality condition on the $x^{(i)}_{\ell'}$s, for $\ell' \neq \ell$ the inner product $\langle u^{(i)}_{\ell'}, x^{(i)}_{\ell'} \rangle$ a.s. → 0 in high dimension, as such

$$\|\Phi_d(T, u^{(1)}_{\ell}, \ldots, u^{(d)}_{\ell}) - \Phi_d(T, u^{(1)}_{\ell}, \ldots, u^{(d)}_{\ell})\| \xrightarrow{a.s.} 0,$$

where $T_{\ell} \equiv \beta_{\ell} x^{(1)}_{\ell} \otimes \cdots \otimes x^{(d)}_{\ell} + \frac{1}{\sqrt{N}}X$. Meaning, that the study of $\Phi_d(T, u^{(1)}_{\ell}, \ldots, u^{(d)}_{\ell})$ is equivalent to consider the rank-one spiked tensor model $T_{\ell}$.

### 7 Discussion

In this work, we characterized the asymptotic behavior of spiked asymmetric tensors by mapping them to equivalent (in spectral sense) random matrices. Our starting point is mainly the identities in Eq. (26) which are verified by all critical points of the ML problem. Quite surprisingly and as also discussed in [Goulart et al., 2021] for symmetric tensors, we found that our asymptotic equations describe precisely the maximum of the ML problem which correlates with the true spike. Extrapolating the findings from [Jagannath et al., 2020, Goulart et al., 2021] in the symmetric case, we conjuncture the existence of an order one threshold $\beta_c$ above which our equations describe the behavior of the global maximum of the ML problem. Unfortunately, it is still unclear how we can characterize such $\beta_c$ with our present approach, which remains an open question. The same question concerns the characterization of the algorithmic threshold $\beta_a$ which is more interesting from a practical standpoint as computing the ML solution is NP-hard for $\beta < \beta_a$.

In the present work, our results were derived under a Gaussian assumption on the tensor noise components. We believe that the derived formulas are universal in the sense that they extend to other distributions provided that the fourth order moment is finite (as assumed by [Ben Arous et al., 2021] for long random matrices). Other extensions concern the generalization to higher-ranks with arbitrary components and possibly correlated noise components since the present RMT-tools are more flexible than the use of tools form statistical physics.

### A Simulations

In this section we provide simulations to support our findings.

#### A.1 Matrix case

We start by considering the spiked random matrix model of the form

$$M = \beta xy^\top + \frac{1}{\sqrt{m+n}}X, \quad \text{with} \quad X \sim M_{m,n}(\mathcal{N}(0,1)),$$

and $x, y$ are unitary vectors of dimensions $m$ and $n$ respectively. Figure 13 depicts the spectrum of $\begin{bmatrix} 0_{m\times m} & M \\ M^\top & 0_{n\times n} \end{bmatrix}$ for $\beta = 0$ for different values of the dimensions $m, n$, and the predicted limiting spectral measure as per Corollary 4. Figure 14 shows a comparison between the asymptotic singular value and alignments obtained in Corollary 5 and their simulated counterparts through SVD applied on $M$. Figure 15 further provides comparison between theory and simulations in the case of long random matrices ($m = 200, n = m^{3/2}$), which corresponds to tensor unfolding as per Remark 7, where a perfect matching is also observed between theory and simulations.
A.2 Order 3 tensors

Now we consider a 3-order random tensor model of the form

$$T = \beta x \otimes y \otimes z + \frac{1}{\sqrt{m+n+p}} X,$$

with $X \sim T_{m,n,p}(\mathcal{N}(0,1))$, \hfill (37)

and $x, y, z$ are unitary vectors of dimensions $m, n$ and $p$ respectively. In our simulations the estimation of the singular vectors $u, v, w$ of $T$ is performed using the power iteration method described by Algorithm 3. We consider three initialization strategies for Algorithm 3:

(i) Random initialization by randomly sampling $u_0, v_0, w_0$ from the unitary spheres $S^{m-1}, S^{n-1}$ and $S^{p-1}$ respectively. We refer to this strategy in the figures legends by “Random init.”.

(ii) Initialization with the true components $x, y, z$. We refer to this strategy in the figures legends by “Init. with $x, y, z$”.

(iii) We start by running Algorithm 3 with strategy (i) for a high value of SNR $\beta \gg 1$ then progressively diminishing $\beta$ and initializing Algorithm 3 with the components obtained for the precedent value of $\beta$. We refer to this strategy in the figures legends by “Init. with $u, v, w$”.

Figure 16 provides a comparison between the asymptotic singular value and alignments of $T$ (obtained by Corollary 3) with their simulation counterparts where the singular vectors are estimated by Algorithm 3 with the initialization strategies (i) in yellow dots and (ii) in green dots. As we can see, as the tensor dimensions grow, the numerical estimates approach their asymptotic counterparts for (ii). Besides, the random initialization (i) yields poor convergence for $\beta$ around its minimal value $\beta_s$ when the tensor dimension is large enough (see $m = n = p = 150$). This phenomenon is related to the algorithmic time complexity of the power method which is known to succeed in recovering the underlying signal

![Figure 13: Spectrum of $\binom{0_{m \times m}}{M \, M^\top \, 0_{n \times n}}$ for $\beta = 0$ with different values of the dimensions $m, n$ and the limiting spectral measure in Corollary 4.](image-url)
in polynomial time provided that $\beta \geq n^{d-2}$ [Montanari and Richard, 2014, Biroli et al., 2020], which is also noticeable in our simulations (the algorithmic phase transition seems to grow with the tensor dimensions). Figure 17 further depicts comparison between theory and simulations when Algorithm 3 is initialized following strategy (iii) which allows to follow the trajectory of the global maximum of the ML problem, where we can notice a good matching between the asymptotic curves and their simulated counterparts.
Algorithm 3 Tensor power method \cite{anandkumar2014tensor}

Input: An order $d$ tensor $\mathbf{T} \in \mathbb{T}_{n_1, \ldots, n_d}$ and initial components $(\mathbf{u}^{(1)}_0, \ldots, \mathbf{u}^{(d)}_0) \in \mathbb{S}^{n_1-1} \times \cdots \times \mathbb{S}^{n_d-1}$

Output: Estimate of $\arg \min_{\lambda \in \mathbb{R}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)}} \| \mathbf{T} - \lambda \mathbf{u}^{(1)} \otimes \cdots \otimes \mathbf{u}^{(d)} \|_F^2$

Repeat
\hspace{0.5em} for $i \in [d]$ do
\hspace{1em} $\mathbf{u}^{(i)} \leftarrow \frac{\mathbf{T}(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(i-1)}, \mathbf{u}^{(i+1)}, \ldots, \mathbf{u}^{(d)})}{\| \mathbf{T}(\mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(i-1)}, \mathbf{u}^{(i+1)}, \ldots, \mathbf{u}^{(d)}) \|}$ \hspace{1em} \triangleright Contract $\mathbf{T}$ on all the $\mathbf{u}^{(j)}$'s for $j \neq i$
\hspace{0.5em} end for
\hspace{0.5em} until convergence of the $\mathbf{u}^{(i)}$'s

\section{Proofs}

\subsection{Derivative of tensor singular value and vectors}

Deriving the identities in Eq. (11) and Eq. (12) w.r.t. the entry $X_{ijk}$ of the tensor noise $\mathbf{X}$, we obtain the following set of equations

\begin{equation}
\begin{aligned}
\{ \mathbf{T}(\mathbf{u})_{X_{ijk}} &+ \mathbf{T}(\mathbf{v})_{X_{ijk}} + \frac{1}{\sqrt{N}} v_j w_k e^m = \frac{\partial \lambda}{\partial X_{ijk}} \mathbf{u} + \lambda \frac{\partial \mathbf{u}}{\partial X_{ijk}}, \\
\mathbf{T}(\mathbf{u})^\top_{X_{ijk}} &+ \mathbf{T}(\mathbf{v})_{X_{ijk}} + \frac{1}{\sqrt{N}} u_i w_k e^m = \frac{\partial \lambda}{\partial X_{ijk}} \mathbf{v} + \lambda \frac{\partial \mathbf{v}}{\partial X_{ijk}}, \\
\mathbf{T}(\mathbf{v})^\top_{X_{ijk}} &+ \mathbf{T}(\mathbf{u})_{X_{ijk}} + \frac{1}{\sqrt{N}} u_i v_j e_k = \frac{\partial \lambda}{\partial X_{ijk}} \mathbf{w} + \lambda \frac{\partial \mathbf{w}}{\partial X_{ijk}}, \\
\frac{\partial \lambda}{\partial X_{ijk}} &= \mathbf{T} \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}}, \mathbf{v}, \mathbf{w} \right) + \mathbf{T} \left( \mathbf{u}, \frac{\partial \mathbf{v}}{\partial X_{ijk}}, \mathbf{w} \right) + \mathbf{T} \left( \mathbf{u}, \mathbf{v}, \frac{\partial \mathbf{w}}{\partial X_{ijk}} \right) + \frac{1}{\sqrt{N}} u_i v_j w_k.
\end{aligned}
\end{equation}

Writing $\mathbf{T} \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}}, \mathbf{v}, \mathbf{w} \right)$ as $\mathbf{T} \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}}, \mathbf{v}, \mathbf{w} \right) = \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}} \right)^\top \mathbf{T}(\mathbf{v})\mathbf{w}$, we can apply again the identities in Eq. (11) which results in $\mathbf{T} \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}}, \mathbf{v}, \mathbf{w} \right) = \lambda \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}} \right)^\top \mathbf{u}$. Doing similarly with $\mathbf{T} \left( \mathbf{u}, \frac{\partial \mathbf{v}}{\partial X_{ijk}}, \mathbf{w} \right)$ and $\mathbf{T} \left( \mathbf{u}, \mathbf{v}, \frac{\partial \mathbf{w}}{\partial X_{ijk}} \right)$, we have

\begin{equation}
\frac{\partial \lambda}{\partial X_{ijk}} = \lambda \left( \left( \frac{\partial \mathbf{u}}{\partial X_{ijk}} \right)^\top \mathbf{u} + \left( \frac{\partial \mathbf{v}}{\partial X_{ijk}} \right)^\top \mathbf{v} + \left( \frac{\partial \mathbf{w}}{\partial X_{ijk}} \right)^\top \mathbf{w} \right) + \frac{1}{\sqrt{N}} u_i v_j w_k.
\end{equation}

Furthermore, since $\mathbf{u}^\top \mathbf{u} = \mathbf{v}^\top \mathbf{v} = \mathbf{w}^\top \mathbf{w} = 1$, we have

\begin{equation}
\left( \frac{\partial \mathbf{u}}{\partial X_{ijk}} \right)^\top \mathbf{u} = \left( \frac{\partial \mathbf{v}}{\partial X_{ijk}} \right)^\top \mathbf{v} = \left( \frac{\partial \mathbf{w}}{\partial X_{ijk}} \right)^\top \mathbf{w} = 0.
\end{equation}

Thus the derivative of $\lambda$ writes simply as

\begin{equation}
\frac{\partial \lambda}{\partial X_{ijk}} = \frac{1}{\sqrt{N}} u_i v_j w_k.
\end{equation}

Hence, we find that

\begin{equation}
\lambda \left[ \begin{array}{c}
\frac{\partial \mathbf{u}}{\partial X_{ijk}} \\
\frac{\partial \mathbf{v}}{\partial X_{ijk}} \\
\frac{\partial \mathbf{w}}{\partial X_{ijk}}
\end{array} \right] = \frac{1}{\sqrt{N}} \begin{bmatrix}
v_j w_k (e^m_i - u_i \mathbf{u}) \\
u_i w_k (e^n_j - v_j \mathbf{v}) \\
u_i v_j (e^p_k - w_k \mathbf{w})
\end{bmatrix} + \Phi_3(\mathbf{T}, \mathbf{u}, \mathbf{v}, \mathbf{w}) \left[ \begin{array}{c}
\frac{\partial \mathbf{u}}{\partial X_{ijk}} \\
\frac{\partial \mathbf{v}}{\partial X_{ijk}} \\
\frac{\partial \mathbf{w}}{\partial X_{ijk}}
\end{array} \right].
\end{equation}

Yielding the expression in Eq. (14). The same calculations apply to the more general $d$-order tensor case yielding the identity in Eq. (28).
Figure 16: Asymptotic singular value and alignments of the order 3 tensor in Eq. (37) having equal dimensions as per Corollary 3, and their simulated counterparts for different dimensions \{10, 30, 50, 100, 150\}. The yellow dots correspond to a random initialization of the power iteration method strategy (i), while the green dots correspond to an initialization with the true spike components \(\mathbf{x}, \mathbf{y}\) and \(\mathbf{z}\) strategy (ii).
Figure 17: Asymptotic singular value and alignments of the order 3 tensor in Eq. (37) having equal dimensions as per Corollary 3, and their simulated counterparts for different dimensions \{10, 30, 50, 100, 150\}. The green dots correspond the initialization with strategy (iii).
B.2 Proof of Theorem 3

Denote the matrix model as

\[ N \equiv \frac{1}{\sqrt{N}} \Phi_3(X, a, b, c), \]

where we recall \( X \sim T_{m,n,p}(N(0,1)) \) and \( (a, b, c) \in \mathbb{S}^{m-1} \times \mathbb{S}^{m-1} \times \mathbb{S}^{p-1} \) are independent of \( X \). We further denote the resolvent matrix of \( N \) as

\[ Q(z) \equiv (N - zI_N)^{-1}. \]

In order to characterize the limiting Stieltjes transform \( g(z) \) of \( N \), we need to estimate the quantity

\[ \frac{1}{N} \text{tr} Q(z) \xrightarrow{a.s.} g(z) \]

(as a consequence of Theorem 2). We further introduce the following limits

\[ \frac{1}{N} \text{tr} Q^{11}(z) \xrightarrow{a.s.} g_1(z), \quad \frac{1}{N} \text{tr} Q^{22}(z) \xrightarrow{a.s.} g_2(z), \quad \frac{1}{N} \text{tr} Q^{33}(z) \xrightarrow{a.s.} g_3(z). \]

From the identity in Eq. (7), we have

\[ NQ(z) - zQ(z) = I_N, \]

from which we particularly have

\[ \frac{1}{\sqrt{N}} \left[ X(c)Q^{12}(z)^\top \right]_{ii} + \frac{1}{\sqrt{N}} \left[ X(b)Q^{13}(z)^\top \right]_{ii} - zQ^{11}_{ii} = 1, \]

or

\[ \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(c)Q^{12}(z)^\top \right]_{ii} + \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(b)Q^{13}(z)^\top \right]_{ii} - \frac{z}{N} \text{tr} Q^{11}(z) = \frac{m}{N}. \tag{38} \]

We thus need to compute the expectations of \( \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(c)Q^{12}(z)^\top \right]_{ii} \) and \( \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(b)Q^{13}(z)^\top \right]_{ii} \), which develop as

\[ \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \mathbb{E} \left[ X(c)Q^{12}(z)^\top \right]_{ii} = \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{p} c_k \mathbb{E} \left[ X_{ijk}Q^{12}_{ij} \right] = \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{p} c_k \mathbb{E} \left[ \frac{\partial Q^{12}_{ij}}{\partial X_{ijk}} \right], \]

where the last equality is obtained by applying Stein’s lemma (Lemma 1). For continuing the derivations, we need to express the derivative of the resolvent \( Q(z) \) with respect to an entry \( X_{ijk} \) of the tensor noise \( X \). Indeed, since \( NQ(z) - zQ(z) = I_N \), we have

\[ \frac{\partial N}{\partial X_{ijk}} Q(z) + N \frac{\partial Q(z)}{\partial X_{ijk}} - z \frac{\partial Q(z)}{\partial X_{ijk}} = 0_{N \times N} \quad \Rightarrow \quad (N - zI_N) \frac{\partial Q(z)}{\partial X_{ijk}} = - \frac{\partial N}{\partial X_{ijk}} Q(z), \]

from which we get

\[ \frac{\partial Q(z)}{\partial X_{ijk}} = -Q(z) \frac{\partial N}{\partial X_{ijk}} Q(z), \]
where
\[
\frac{\partial \mathbf{N}}{\partial X_{ij}} = \frac{1}{\sqrt{N}} \begin{bmatrix}
0_{m \times m} & c_k e_i^m(e_j^m)\top & \cdots & \cdots & c_k e_i^m(e_p^m)\top \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0_{n \times n} & \cdots & \cdots & \cdots & 0_{n \times n} \\
c_k e_i^n(e_j^n)\top & \cdots & \cdots & \cdots & c_k e_i^n(e_p^n)\top \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0_{p \times p} & \cdots & \cdots & \cdots & 0_{p \times p}
\end{bmatrix},
\]
and we finally obtain the following derivatives
\[
\begin{align*}
\frac{\partial Q_{11}}{\partial X_{ijk}} &= -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{13} + Q_{i} Q_{13}) + b_j (Q_{i} Q_{13} + Q_{j} Q_{13}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right], \\
\frac{\partial Q_{12}}{\partial X_{ijk}} &= -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{23} + Q_{j} Q_{23}) + b_j (Q_{i} Q_{23} + Q_{j} Q_{23}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right], \\
\frac{\partial Q_{13}}{\partial X_{ijk}} &= -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{33} + Q_{j} Q_{33}) + b_j (Q_{i} Q_{33} + Q_{j} Q_{33}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right], \\
\frac{\partial Q_{22}}{\partial X_{ijk}} &= -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{23} + Q_{j} Q_{23}) + b_j (Q_{i} Q_{23} + Q_{j} Q_{23}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right], \\
\frac{\partial Q_{23}}{\partial X_{ijk}} &= -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{33} + Q_{i} Q_{33}) + b_j (Q_{i} Q_{33} + Q_{j} Q_{33}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right], \\
\frac{\partial Q_{33}}{\partial X_{ijk}} &= -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{33} + Q_{j} Q_{33}) + b_j (Q_{i} Q_{33} + Q_{j} Q_{33}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right].
\end{align*}
\]
In particular,
\[
\frac{\partial Q_{12}}{\partial X_{ijk}} = -\frac{1}{\sqrt{N}} \left[ a_i (Q_{j} Q_{23} + Q_{i} Q_{23}) + b_j (Q_{i} Q_{23} + Q_{j} Q_{23}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right].
\]

Going back to the computation of \(A\) as \(\frac{1}{N \sqrt{N}} \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{p} c_k \mathbb{E} \left[ \frac{\partial Q_{12}}{\partial X_{ijk}} \right]\), we will see that the only contributing term in the derivative \(\frac{\partial Q_{12}}{\partial X_{ijk}}\) is \(-\frac{1}{\sqrt{N}} c_k Q_{1i} Q_{2j}^{22}\). Indeed,
\[
A = -\frac{1}{N^2} \sum_{ij} c_k \mathbb{E} \left[ a_i (Q_{j} Q_{23} + Q_{i} Q_{23}) + b_j (Q_{i} Q_{23} + Q_{j} Q_{23}) + c_k (Q_{i} Q_{j} + Q_{i} Q_{j}) \right],
\]
\[
= -\frac{1}{N^2} \mathbb{E} \left[ a^\top Q_{12} Q_{23} c + a^\top Q_{13} c \tr Q_{22} + \tr Q_{11} b^\top Q_{23} c + b^\top (Q_{12})^\top Q_{13} c + \tr Q_{11} \tr Q_{22} + \tr (Q_{12})^\top \right].
\]
Now, since the vectors \(a, b, c\) are of bounded norms and assuming \(Q(z)\) is of bounded spectral norm (see condition in Eq. (8)), under Assumption 2 (as \(N \to \infty\)), the terms \(\frac{1}{\sqrt{N}} a^\top Q_{12} Q_{23} c, \frac{1}{\sqrt{N}} a^\top Q_{13} c \tr Q_{22}, \frac{1}{\sqrt{N}} \tr Q_{11} b^\top Q_{23} c, \frac{1}{\sqrt{N}} b^\top (Q_{12})^\top Q_{13} c\) and \(\frac{1}{\sqrt{N}} \tr (Q_{12})^\top \) are vanishing almost surely. As such, we find that
\[
\frac{1}{N \sqrt{N}} \sum_{i=1}^{m} \left[ \mathbf{X}(z) Q_{12}(z)^\top \right]_{ii} = -\frac{1}{N} \tr \left[ Q_{11} Q_{12}(z)^\top \right] + \mathcal{O}(N^{-1}) \xrightarrow{a.s.} -g_1(z) g_2(z) + \mathcal{O}(N^{-1}).
\]
Similarly, we find that
\[
\frac{1}{N \sqrt{N}} \sum_{i=1}^{m} \left[ \mathbf{X}(z) Q_{13}(z)^\top \right]_{ii} = -\frac{1}{N} \tr \left[ Q_{11} Q_{13}(z)^\top \right] + \mathcal{O}(N^{-1}) \xrightarrow{a.s.} -g_1(z) g_3(z) + \mathcal{O}(N^{-1}).
\]
From Eq. (38), \( g_1(z) \) satisfies
\[-g_1(z) (g_2(z) + g_3(z)) - zg_1(z) = c_1,\]
where we recall \( c_1 = \lim \frac{n}{N} \). Similarly, \( g_2(z) \) and \( g_3(z) \) satisfy
\[
\begin{cases}
-g_2(z)(g_1(z) + g_3(z)) - zg_2(z) = c_2, \\
g_3(z)(g_1(z) + g_2(z)) - zg_3(z) = c_3,
\end{cases}
\]
where we recall again \( c_2 = \lim \frac{n}{N} \) and \( c_3 = \lim \frac{p}{N} \). Moreover, by definition, \( g(z) = \sum_{i=1}^{3} g_i(z) \), thus we have for each \( i \in [3] \)
\[g_i(z)(g(z) - g_i(z)) + zg_i(z) + c_i = 0,\]
yielding
\[g_i(z) = \frac{g(z) + z}{2} - \sqrt{4c_i + (g(z) + z)^2},\]
with \( g(z) \) solution of the equation \( g(z) = \sum_{i=1}^{3} g_i(z) \) satisfying \( \Im[g(z)] > 0 \) for \( z \in \mathbb{C} \) with \( \Im[z] > 0 \) (see Property 2 of the Stieltjes transform in Subsection 2.2).

### B.3 Proof of Corollary 1

Given the result of Theorem 3, setting \( c_1 = c_2 = c_3 = \frac{1}{3} \), we have for all \( i \in [3] \)
\[g_i(z) = \frac{g(z) + z}{2} - \sqrt{\frac{4}{3} + (g(z) + z)^2},\]
where \( g(z) \) satisfies \( g(z) = \sum_{i=1}^{3} g_i(z) \), thus \( g(z) \) is the solution to
\[z + g(z) + z - \frac{3}{2} \sqrt{\frac{4}{3} + (g(z) + z)^2} = 0,\]
solving in \( g(z) \) yields
\[g(z) \in \left\{ -\frac{3z}{4} - \frac{\sqrt{3\sqrt{3}z^2 - 8}}{4}, -\frac{3z}{4} + \frac{\sqrt{3\sqrt{3}z^2 - 8}}{4} \right\},\]
and the limiting Stieltjes transform (with \( \Im[g(z)] > 0 \) for \( z \) with \( \Im(z) > 0 \) by property 2 of the Stieltjes transform, see Subsection 2.2) is therefore
\[g(z) = -\frac{3z}{4} + \frac{\sqrt{3\sqrt{3}z^2 - 8}}{4}.\]
B.4 Proof of Theorem 4

Given the random tensor model in Eq. (10) and its singular vectors characterized by Eq. (11), we denote the associated random matrix model as

\[ T \equiv \Phi_3(T, u, v, w) = \beta BB^T + N, \]

where

\[ N = \frac{1}{\sqrt{N}} \Phi_3(X, u, v, w), \quad B \equiv \begin{bmatrix} 0 & \langle z, w \rangle & \langle y, v \rangle \\ \langle z, w \rangle & 0 & \langle x, u \rangle \\ \langle y, v \rangle & \langle x, u \rangle & 0 \end{bmatrix} \in \mathbb{M}_3, \quad V \equiv \begin{bmatrix} x & 0 & m \\ 0 & y & 0_m \\ 0 & 0_p & z \end{bmatrix} \in \mathbb{M}_{N,3}. \]

We further denote the resolvents of \( T \) and \( N \) respectively as

\[ R(z) = (T - zI_N)^{-1} = \begin{bmatrix} R^{11}(z) & R^{12}(z) & R^{13}(z) \\ R^{12}(z)^T & R^{22}(z) & R^{23}(z) \\ R^{13}(z)^T & R^{23}(z)^T & R^{33}(z) \end{bmatrix}, \]

\[ Q(z) = (N - zI_N)^{-1} = \begin{bmatrix} Q^{11}(z) & Q^{12}(z) & Q^{13}(z) \\ Q^{12}(z)^T & Q^{22}(z) & Q^{23}(z) \\ Q^{13}(z)^T & Q^{23}(z)^T & Q^{33}(z) \end{bmatrix}. \]

By Woodbury matrix identity (Lemma 3), we have

\[ R(z) = Q(z) - Q(z) B^{-1} + V^T Q(z) V \left( \frac{1}{\beta} B^{-1} + V^T Q(z) V \right)^{-1} V^T Q(z), \]

(39)

In particular, taking the normalized trace operator, we get

\[
\frac{1}{N} \text{tr} R(z) = \frac{1}{N} \text{tr} Q(z) - \frac{1}{N} \text{tr} \left[ \left( \frac{1}{\beta} B^{-1} + V^T Q(z) V \right)^{-1} V^T Q(z) V \right],
\]

\[
= \frac{1}{N} \text{tr} Q(z) + O(N^{-1}),
\]

since the matrix \( \left( \frac{1}{\beta} B^{-1} + V^T Q(z) V \right)^{-1} V^T Q(z) V \) is of bounded spectral norm (assuming \( \|Q(z)\| \) is bounded, see condition in Eq. (8)) and being of finite size (3 \times 3 matrix). As such, the asymptotic spectral measure of \( T \) is the same as the one of \( N \) which can be estimated though \( \frac{1}{N} \text{tr} Q(z) \). Comparing to the result from Appendix B.2, now the singular vectors \( u, v, w \) depend statistically on the tensor noise \( X \) which needs to be handled.

From the identity Eq. (7), we have \( NQ(z) - zQ(z) = I_N \), from which

\[
\frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(w)Q^{12}(z)^T \right]_{ii} + \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(v)Q^{13}(z)^T \right]_{ii} - \frac{z}{N} \text{tr} Q^{11}(z) = \frac{m}{N}.
\]

(40)

We thus need to compute the expectations of \( \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(w)Q^{12}(z)^T \right]_{ii} \) and \( \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \left[ X(v)Q^{13}(z)^T \right]_{ii} \).

In particular,

\[
A \equiv \frac{1}{N\sqrt{N}} \sum_{i=1}^{m} \mathbb{E} \left[ X(w)Q^{12}(z)^T \right]_{ii} = \frac{1}{N\sqrt{N}} \sum_{i,j,k} \mathbb{E} \left[ X_{ijk} w_k Q^{12}_{ij} \right] = \frac{1}{N\sqrt{N}} \sum_{i,j,k} \mathbb{E} \left[ \frac{\partial (w_k Q^{12}_{ij})}{\partial X_{ijk}} \right],
\]
where the last equality is obtained by Stein’s lemma (Lemma 1). Due to the statistical dependency between \( w \) and \( X \), the above sum decomposes in two terms which are

\[
A = \frac{1}{N \sqrt{N}} \sum_{ijk} \mathbb{E} \left[ w_k \frac{\partial Q^{12}_{ij}}{\partial X_{ijk}} \right] + \frac{1}{N \sqrt{N}} \sum_{ijk} \mathbb{E} \left[ \frac{\partial w_k}{\partial X_{ijk}} Q^{12}_{ij} \right] = A_1 + A_2,
\]

where the first term \( A_1 \) has already been handled in the previous subsection (if replacing \( c \) with \( w \)). We now show that the second term \( A_2 \) is asymptotically vanishing under Assumption 2. Indeed, by Eq. (14), we have

\[
\frac{\partial w_k}{\partial X_{ijk}} = -\frac{1}{\sqrt{N}} \left( v_j w_k (R^{13}_{ik}(\lambda) - u_i u^T \bar{R}^{13}_{ik}(\lambda)) \right) - \frac{1}{\sqrt{N}} \left( u_i v_j (R^{33}_{kk}(\lambda) - w_k w^T \bar{R}^{33}_{kk}(\lambda)) \right).
\]

As such \( A_2 \) decomposes in three terms \( A_2 = A_{21} + A_{22} + A_{23} \), where

\[
A_{21} = -\frac{1}{N^2} \sum_{ijk} \mathbb{E} \left[ v_j w_k R^{13}_{ik}(\lambda) Q^{12}_{ij} \right] + \frac{1}{N^2} \sum_{ijkl} \mathbb{E} \left[ u_i v_j w_k u_l R^{13}_{ik}(\lambda) Q^{12}_{ij} \right],
\]

\[
= -\frac{1}{N^2} \mathbb{E} \left[ u^T Q^{12}(z) R^{13}(\lambda) w \right] + \frac{1}{N^2} \mathbb{E} \left[ u^T Q^{12}(z) v v^T R^{13}(\lambda) w \right] \to 0,
\]

as \( N \to \infty \), since the singular vectors \( u, v, w \) are of bounded norms and assuming the resolvent \( Q(z) \) and \( R(\lambda) \) are of bounded spectral norms (\( R(\lambda) \) has bounded spectral norm by Assumption 1 and Eq. (8)). Similarly we further have

\[
A_{22} = -\frac{1}{N^2} \sum_{ijk} \mathbb{E} \left[ u_i w_k R^{23}_{jk}(\lambda) Q^{12}_{ij} \right] + \frac{1}{N^2} \sum_{ijkl} \mathbb{E} \left[ u_i v_j w_k v_l R^{23}_{ik}(\lambda) Q^{12}_{ij} \right],
\]

\[
= -\frac{1}{N^2} \mathbb{E} \left[ u^T Q^{12}(z) R^{23}(\lambda) w \right] + \frac{1}{N^2} \mathbb{E} \left[ u^T Q^{12}(z) v w^T R^{23}(\lambda) w \right] \to 0.
\]

And finally,

\[
A_{23} = -\frac{1}{N^2} \sum_{ijk} \mathbb{E} \left[ u_i v_j R^{33}_{kk}(\lambda) Q^{12}_{ij} \right] + \frac{1}{N^2} \sum_{ijkl} \mathbb{E} \left[ u_i v_j w_k w_l R^{33}_{ik}(\lambda) Q^{12}_{ij} \right],
\]

\[
= -\frac{1}{N} \mathbb{E} \left[ u^T Q^{12}(z) v \right] + \frac{1}{N^2} \mathbb{E} \left[ u^T Q^{12}(z) w w^T R^{33}(\lambda) w \right] \to 0.
\]

Therefore,

\[
A = \frac{1}{N \sqrt{N}} \sum_{ijk} \mathbb{E} \left[ w_k \frac{\partial Q^{12}_{ij}}{\partial X_{ijk}} \right] + O(N^{-1}).
\]

As in the previous subsection, the derivative of \( Q(z) \) w.r.t. the entry \( X_{ijk} \) expresses as \( \frac{\partial Q(z)}{\partial X_{ijk}} = -Q(z) \frac{\partial N}{\partial X_{ijk}} \) but now with

\[
\frac{\partial N}{\partial X_{ijk}} = \frac{1}{\sqrt{N}} \left[ \begin{array}{c}
0_{m \times m} \quad w_k e^m_i (e^m_j)^T \\
v_j e^m_k (e^m_i)^T \quad 0_{m \times n} \\
u_i e^m_i (e^m_j)^T \quad 0_{p \times p}
\end{array} \right] + \frac{1}{\sqrt{N}} \Phi_3 \left( X, \frac{\partial u}{\partial X_{ijk}}, \frac{\partial v}{\partial X_{ijk}}, \frac{\partial w}{\partial X_{ijk}} \right),
\]
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where \( O = \frac{1}{\sqrt{N}} \Phi_3 \left( X, \frac{\partial u}{\partial X_{ijk}}, \frac{\partial v}{\partial X_{ijk}}, \frac{\partial w}{\partial X_{ijk}} \right) \) is of vanishing spectral norm. Indeed, from Eq. (14), there exists \( C > 0 \) independent of \( N \) such that \( \| \frac{\partial u}{\partial X_{ijk}} \|, \| \frac{\partial v}{\partial X_{ijk}} \|, \| \frac{\partial w}{\partial X_{ijk}} \| \leq \frac{C}{\sqrt{N}} \) yielding that the spectral norm of \( O \) is bounded by \( \frac{C'}{N^2} \) for some constant \( C' > 0 \) independent of \( N \). Therefore, we find that \( A \to -g_1(z)g_2(z) + \mathcal{O}(N^{-1}) \) (with \( g_1(z), g_2(z) \) the almost sure limits of \( \frac{1}{N} \text{tr} Q_1^{11}(z) \) and \( \frac{1}{N} \text{tr} Q_2^{22}(z) \) respectively), thus yielding the same limiting Stieltjes transform as the one obtained in Appendix B.2.

### B.5 Proof of Theorem 5

Given the identities in Eq. (11), we have

\[
\lambda(u, x) = x^\top T(v)w = \beta(v, y)\langle w, z \rangle + \frac{1}{\sqrt{N}} x^\top X(v)w, \tag{41}
\]

with \( \lambda, \langle u, x \rangle, \langle v, y \rangle \) and \( \langle w, z \rangle \) converging almost surely to their asymptotic limits \( \lambda^{\infty}(\beta), \frac{\alpha_{x}^{\infty}(\beta)}{\alpha_{y}^{\infty}(\beta)} \) and \( \frac{\alpha_{y}^{\infty}(\beta)}{\alpha_{y}^{\infty}(\beta)} \) respectively given the concentration properties in Subsection 3.4. To characterize such limits we need to evaluate the expectation of \( \frac{1}{\sqrt{N}} x^\top X(v)w \). Indeed,

\[
\frac{1}{\sqrt{N}} \mathbb{E} \left[ x^\top X(v)w \right] = \frac{1}{\sqrt{N}} \sum_{ijk} x_i \mathbb{E} [v_j w_k X_{ijk}] = \frac{1}{\sqrt{N}} \sum_{ijk} x_i \mathbb{E} \left[ \frac{\partial v_j}{\partial X_{ijk}} w_k \right] + \frac{1}{\sqrt{N}} \sum_{ijk} x_i \mathbb{E} \left[ v_j \frac{\partial w_k}{\partial X_{ijk}} \right]
\]

where the last equality is obtained by Stein’s lemma (Lemma 1). From Eq. (14), we have

\[
\frac{\partial v_j}{\partial X_{ijk}} = -\frac{1}{\sqrt{N}} \left( v_j w_k (R_{ij}^{12}(\lambda) - u_i u^\top R_{ij}^{12}(\lambda)) \right) - \frac{1}{\sqrt{N}} \left( u_i v_j (R_{ij}^{22}(\lambda) - v_j v^\top R_{ij}^{22}(\lambda)) \right) - \frac{1}{\sqrt{N}} \left( u_i v_j (R_{ij}^{22}(\lambda) - w_k w^\top R_{ij}^{22}(\lambda)) \right).
\]

Hence \( A \equiv \frac{1}{\sqrt{N}} \sum_{ijk} x_i \mathbb{E} \left[ \frac{\partial v_j}{\partial X_{ijk}} w_k \right] = A_1 + A_2 + A_3 \) decomposes in three terms \( A_1, A_2 \) and \( A_3 \). The terms \( A_1 \) and \( A_3 \) will be vanishing asymptotically and only \( A_2 \) contains non-vanishing terms. Indeed,

\[
A_1 = -\frac{1}{N} \sum_{ijk} \mathbb{E} \left[ x_i w_k v_j w_k R_{ij}^{12}(\lambda) \right] + \frac{1}{N} \sum_{ijkl} \mathbb{E} \left[ x_i w_k v_j w_k u_i u_l R_{ij}^{12}(\lambda) \right],
\]

as \( N \to \infty \) since \( x, u \) and \( v \) are of bounded norms and \( R(\lambda) \) being of bounded spectral norm for \( \lambda \) outside the support of \( \frac{1}{\sqrt{N}} \Phi_3(x, u, v, w) \) (through the identity in Eq. (39)). Similarly with \( A_3 \), we have

\[
A_3 = -\frac{1}{N} \sum_{ijk} \mathbb{E} \left[ x_i w_k u_i u_j R_{ij}^{23}(\lambda) \right] + \frac{1}{N} \sum_{ijkl} \mathbb{E} \left[ x_i w_k u_i u_j w_k R_{ij}^{23}(\lambda) \right],
\]

as \( N \to \infty \) since \( x, u \) and \( v \) are of bounded norms and \( R(\lambda) \) being of bounded spectral norm for \( \lambda \) outside the support of \( \frac{1}{\sqrt{N}} \Phi_3(x, u, v, w) \) (through the identity in Eq. (39)). Similarly with \( A_3 \), we have

\[
A_2 = -\frac{1}{N} \sum_{ijk} \mathbb{E} \left[ x_i w_k u_i u_j R_{ij}^{22}(\lambda) \right] + \frac{1}{N} \sum_{ijkl} \mathbb{E} \left[ x_i w_k u_i u_j v_k v_l R_{ij}^{22}(\lambda) \right],
\]

\[
\to -g_2(\lambda) \mathbb{E} \left[ \langle x, u \rangle \right] + \mathcal{O}(N^{-1}),
\]
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where the last line results from the fact that \( \frac{1}{N} \text{tr} \mathbf{R}^{22}(\lambda) \xrightarrow{\text{a.s.}} g_2(\lambda) \) as we saw in the previous subsection. Similarly, we find that

\[
B \equiv \frac{1}{\sqrt{N}} \sum_{ijk} x_i \mathbb{E} \left[ v_j \frac{\partial w_k}{\partial X_{ijk}} \right] \rightarrow -g_3(\lambda) \mathbb{E} [(x, u)] + O(N^{-1}).
\]

Therefore, by Eq. (41), the almost sure limits \( \lambda^\infty(\beta), a_x^\infty(\beta), a_y^\infty(\beta) \) and \( a_z^\infty(\beta) \) satisfy the equation

\[
\lambda^\infty(\beta) a_x^\infty(\beta) = \beta a_y^\infty(\beta) a_z^\infty(\beta) - [g_2(\lambda^\infty(\beta)) + g_3(\lambda^\infty(\beta))] a_x^\infty(\beta).
\]

Hence,

\[
a_x^\infty(\beta) = \alpha_1(\lambda^\infty(\beta)) a_y^\infty(\beta) a_z^\infty(\beta),
\]

with \( \alpha_1(z) \equiv \frac{\beta}{z + g(z) - g_3(z)} \). Similarly, we find that

\[
\begin{cases}
    a_y^\infty(\beta) = \alpha_2(\lambda^\infty(\beta)) a_x^\infty(\beta) a_z^\infty(\beta), \\
    a_z^\infty(\beta) = \alpha_3(\lambda^\infty(\beta)) a_x^\infty(\beta) a_y^\infty(\beta),
\end{cases}
\]

with \( \alpha_i(z) \equiv \frac{\beta}{z + g(z) - g_i(z)} \). Solving the above system of equations provides the final asymptotic alignments. Proceeding similarly with Eq. (12) we obtain an estimate of the asymptotic singular value \( \lambda^\infty(\beta) \), thereby ending the proof.

**B.6 Proof of Corollary 3**

By Corollary 1, the limiting Stieltjes transform is given by

\[
g(z) = -\frac{3z}{4} + \frac{\sqrt{3\sqrt{3z^2 - 8}}}{4},
\]

and since \( g(z) = \sum_{i=1}^{3} g_i(z) \) with all \( g_i(z) \) equal, then \( g_i(z) = \frac{g(z)}{3} \) for all \( i \in [3] \). Hence, for each \( i \in [3], \alpha_i(z) \) defined in Theorem 5 writes as

\[
\alpha_i(z) = \frac{\beta}{z + \sqrt{3\sqrt{3z^2 - 8}}},
\]

and \( \lambda^\infty(\beta) \) is solution to the equation

\[
\frac{z}{4} + \frac{\sqrt{3\sqrt{3z^2 - 8}}}{4} - \left( \frac{z}{2} + \frac{\sqrt{3\sqrt{3z^2 - 8}}}{6} \right)^3 \beta^2 = 0.
\]

First we compute the critical value of \( \beta \) by solving the above equation in \( \beta \) and taking the limit when \( z \) tends to the right edge of the semi-circle law (i.e., \( z \to 2\sqrt{\frac{2}{3}} \)). Indeed, solving the above equation in \( \beta \) yields

\[
\beta(z) = \sqrt{\frac{2z^3 + 2z^2\sqrt{3z^2 - 8} - 4z - 4\sqrt{3z^2 - 8}}{z + \sqrt{3\sqrt{3z^2 - 8}}}},
\]
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hence

$$\beta_s = \lim_{z \to 2\sqrt{\frac{3}{2}}} \beta(z) = \frac{2\sqrt{3}}{3}. $$

Now to express $\lambda^\infty(\beta)$ in terms of $\beta$, we solve the equation $\beta - \beta(z) = 0$ in $z$ and choose the unique non-decreasing (in $\beta$) and positive solution, which yields

$$\lambda^\infty(\beta) = \sqrt{\frac{\beta^2}{2} + 2 + \frac{\sqrt{3\sqrt{(3\beta^2 - 4)^3}}}{18\beta}}. $$

Plugging the above expression of $\lambda^\infty(\beta)$ into the expressions of the asymptotic alignments in Theorem 5, we obtain for all $i \in [3]$,

$$\alpha_i(\lambda^\infty(\beta)) = \frac{6\sqrt{2}\beta}{\sqrt{9\beta^2 - 12 + \frac{\sqrt{3\sqrt{(3\beta^2 - 4)^3}}}{\beta} + \sqrt{9\beta^2 + 36 + \frac{\sqrt{3\sqrt{(3\beta^2 - 4)^3}}}{\beta}}}}, $$

yielding the final result.

**B.7 Proof of Corollary 4**

Setting $c_1 = c, c_2 = 1 - c$ and $c_3 = 0$, we get

$$\begin{cases}
g_1(z) = \frac{g(z)+z}{2} - \frac{\sqrt{4c+(g(z)+z)^2}}{2}, \\
g_2(z) = \frac{g(z)+z}{2} - \frac{\sqrt{4(1-c)+(g(z)+z)^2}}{2}, \\
g_3(z) = 0.
\end{cases}$$

And since $g(z) = \sum_{i=1}^{3} g_i(z)$, then $g(z)$ satisfies the equation

$$z - \frac{\sqrt{4c+(g(z)+z)^2}}{2} - \frac{\sqrt{4(1-c)+(g(z)+z)^2}}{2} = 0,$$

the solution of which belongs to

$$g(z) \in \left\{-z - \frac{\sqrt{4c(c-1)+(z^2-1)^2}}{z}, -z + \frac{\sqrt{4c(c-1)+(z^2-1)^2}}{z}\right\},$$

thus the limiting Stieltjes transform (having $\Im[g(z)] > 0$) is given by

$$g(z) = -z + \frac{\sqrt{4c(c-1)+(z^2-1)^2}}{z}.$$ 

In particular, the edges of the support of the corresponding limiting distribution $\nu$ are the roots of $4c(c-1)+(z^2-1)^2$, yielding

$$\mathcal{S}(\nu) = \left[-\sqrt{1+2\sqrt{c(1-c)}},-\sqrt{1-2\sqrt{c(1-c)}}\right] \cup \left[\sqrt{1-2\sqrt{c(1-c)}},\sqrt{1+2\sqrt{c(1-c)}}\right].$$
And the density function of $\nu$ is obtained by computing the limit $\lim_{\varepsilon \to 0} |3[g(x + i\varepsilon)]|$ yielding

$$\nu(dx) = \frac{1}{\pi x} \sin \left( \frac{\arctan \left( \frac{q_c(x)}{2} \right)}{2} \right) \sqrt{|q_c(x)|} \sign \left( \frac{\arctan \left( \frac{q_c(x)}{2} \right)}{x} \right) dx + (1 - 2 \min(c,1-c)) \delta(x),$$

where $q_c(x) = (x^2 - 1)^2 + 4c(c - 1)$. The Dirac $\delta(x)$ component in the above expression corresponds to the fact that the corresponding matrix model is of rank $2\min(m,n)$.

### B.8 Proof of Corollary 5

From Subsection B.7, plugging the expression of the limiting Stieltjes transform $g(z)$ into the expressions defining $g_1(z)$ and $g_2(z)$ yields

$$\begin{align*}
g_1(z) &= \frac{\sqrt{4c(1-z^2)+z^2-1}^2}{2z} - \frac{\sqrt{4c(1-z^2)+z^2-1}^2}{2z}, \\
g_2(z) &= \frac{\sqrt{4c(1-z^2)+z^2-1}^2}{2z} - \frac{\sqrt{4c(1-z^2)+z^2-1}^2}{2z}.
\end{align*}$$

Thus, by Theorem 5, we have

$$\begin{align*}
\alpha_1(z) &= \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{2z} + \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{2z}, \\
\alpha_2(z) &= \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{2z} + \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{2z}, \\
\alpha_3(z) &= \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{2z} + \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{2z}.
\end{align*}$$

Then solving the equation $z + g(z) - \frac{\sqrt{4c^2-4c^2z^2-4z^2+1} + \beta}{\alpha_1(z)\alpha_2(z)\alpha_3(z)}$ in $z$ provides the almost sure limit of $\lambda$ in terms of $\beta$. Specifically,

$$\lambda^\infty(\beta) = \sqrt{\beta^2 + 1 + \frac{c(1-c)}{\beta^2}}.$$ 

Plugging the above expression of $\lambda^\infty(\beta)$ into $\frac{1}{\sqrt{\alpha_2(z)\alpha_3(z)}}$ by replacing $z$ with the expression of $\lambda^\infty(\beta)$ provides the asymptotic alignment $a^\infty_2(\beta)$ as $\frac{1}{\kappa(\beta,c)}$, with $\kappa(\beta,c) = \sqrt{\alpha_2(\lambda^\infty(\beta))\alpha_3(\lambda^\infty(\beta))}$ given by the following expression

$$\kappa(\beta,c) = \frac{\sqrt{\frac{\sqrt{\frac{\beta^2(\beta^2+1)-c(\beta^2+1)}{4\beta^4c(c-1)+\beta^4-\beta^4c(c-1)} \beta^2(\beta^2+1)-c(\beta^2+1)} \beta^2(\beta^2+1)-c(\beta^2+1)}}{\beta^4c(c-1)+\beta^4-\beta^4c(c-1)} \beta^2(\beta^2+1)-c(\beta^2+1)} \beta^2(\beta^2+1)-c(\beta^2+1)}{\beta^4c(c-1)+\beta^4-\beta^4c(c-1)} \beta^2(\beta^2+1)-c(\beta^2+1)}\beta^2(\beta^2+1)-c(\beta^2+1)}.$$

From the identities

$$\begin{align*}
4\beta^4c(c-1) + (\beta^4-c(c-1))^2 &= (\beta^4+c(c-1))^2 \\
-4\beta^2c(\beta^2-c) - c(c-1) + (\beta^2(\beta^2+2)-c(c-1))^2 &= (\beta^4+\beta^2(2-2c)-c^2+c)^2
\end{align*}$$

$\kappa(\beta,c)$ simplifies as

$$\kappa(\beta,c) = \beta \sqrt{\frac{\beta^2(\beta^2+1)-c(\beta^2+1)}{(\beta^4+c(c-1))(\beta^2+1-c)}}.$$
The asymptotic alignment $a_y^\infty(\beta)$ is given by $\frac{1}{c(\beta, 1-c)}$ since the dimension ratio of the component $y$ is $c_2 = 1 - c$. Moreover, the critical value of $\beta$ is obtained by solving the equation $\lambda^\infty(\beta_s) = \sqrt{1 + 2c(1 - c)}$, i.e., when the limiting singular value gets closer to the right edge of the support of the corresponding limiting spectral measure (see Corollary 4). Finally, similarly as above, we can check that $\sqrt{\alpha_1(\lambda^\infty(\beta))}\alpha_2(\lambda^\infty(\beta))$ is equal to 1 for $\beta \geq \beta_s$ (i.e., the alignment along the third dimension is 1, corresponding to the component $z$ in Eq. (10)).

B.9 Proof of Theorem 6

Denote the matrix model as

$$
N \equiv \frac{1}{\sqrt{N}} \Phi_d(X, a^{(1)}, \ldots, a^{(d)}),
$$

with $X \sim T_{n_1, \ldots, n_d}(N(0, 1))$ and $(a^{(1)}, \ldots, a^{(d)}) \in \mathbb{S}^{n_1-1} \times \cdots \times \mathbb{S}^{n_d-1}$ are independent of $X$. We further denote the resolvent of $N$ as

$$
Q(z) \equiv (N - zI_N)^{-1} = 
\begin{bmatrix}
Q^{11}(z) & Q^{12}(z) & Q^{13}(z) & \ldots & Q^{1d}(z) \\
Q^{21}(z)^\top & Q^{22}(z) & Q^{23}(z) & \ldots & Q^{2d}(z) \\
Q^{31}(z)^\top & Q^{32}(z)^\top & Q^{33}(z) & \ldots & Q^{3d}(z) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
Q^{d1}(z)^\top & Q^{d2}(z)^\top & Q^{d3}(z)^\top & \ldots & Q^{dd}(z)
\end{bmatrix},
$$

By Borel-Cantelli lemma, we have $\frac{1}{\sqrt{N}} \text{tr} Q(z) \xrightarrow{a.s.} g(z)$ and for all $i \in [d]$, $\frac{1}{N} \text{tr} Q^{ii}(z) \xrightarrow{a.s.} g_i(z)$. Applying the identity in Eq. (7) to the symmetric matrix $N$ we get $NQ(z) - zQ(z) = I_N$, from which we particularly get

$$
\frac{1}{\sqrt{N}} \sum_{j=2}^{d} [X^{1j}Q^{1j}(z)^\top]_{i_1i_1} - zQ_{i_1i_1}(z) = 1,
$$

or

$$
\frac{1}{N\sqrt{N}} \sum_{j=1}^{2} \sum_{i_1i_1=1}^{n_1} [X^{1j}Q^{1j}(z)^\top]_{i_1i_1} - \frac{z}{N} \text{tr} Q^{11}(z) = \frac{n_1}{N}, \tag{42}
$$

where we recall that $X^{1j} \equiv X(a^{(1)}, \ldots, a^{(i-1)}, a^{(i+1)}, \ldots, a^{(j-1)}, a^{(j+1)}, \ldots, a^{(d)}) \in \mathcal{M}_{n_1, n_j}$.

We thus need to compute the expectation of $\frac{1}{N\sqrt{N}} \sum_{i_1=1}^{n_1} [X^{1j}Q^{1j}(z)^\top]_{i_1i_1}$ which develops as

$$
A_j \equiv \frac{1}{N\sqrt{N}} \sum_{i_1=1}^{n_1} \mathbb{E} [X^{1j}Q^{1j}(z)^\top]_{i_1i_1} = \frac{1}{N\sqrt{N}} \sum_{i_1j} \mathbb{E} [X^{1j}]_{i_1j} Q_{i_1i_1}^{1j} = \frac{1}{N\sqrt{N}} \sum_{i_1, \ldots, i_d} \prod_{k \neq 1, k \neq j} a_{ik}^{(k)} \mathbb{E} \left[ \frac{\partial Q^{1j}}{\partial X_{i_1\ldots i_d}} \right],
$$

where the last equality follows from Stein’s lemma (Lemma 1). In particular, as in Appendix B.2 for the 3-order case, it turns out that the only contributing term in the derivative $\frac{\partial Q^{1j}}{\partial X_{i_1\ldots i_d}}$ is $-\frac{1}{\sqrt{N}} \prod_{k \neq 1, k \neq j} a_{ik}^{(k)} Q_{i_1i_1}^{11} Q_{i_1i_j}^{1j}$ with the other terms yielding quantities of order $\mathcal{O}(N^{-1})$. Therefore, we
find that
\[ A_j = \frac{1}{N\sqrt{N}} \sum_{i_1, \ldots, i_d, k \neq 1, k \neq j} a_{ik}^{(k)} \mathbb{E} \left[ \frac{\partial Q_{i_1i_2}^{ij}}{\partial X_{i_1,\ldots,i_d}} \right] = -\frac{1}{N^2} \sum_{i_1, \ldots, i_d, k \neq 1, k \neq j} \left( a_{ik}^{(k)} \right)^2 \mathbb{E} \left[ Q_{i_1i_1}^{ij} Q_{i_2i_2}^{jj} \right] + O(N^{-1}) \]

\[ = -\frac{1}{N} \text{tr} Q_{i_1i_1}^{ij} \frac{1}{N} \text{tr} Q_{i_2i_2}^{jj} + O(N^{-1}) \]

\[ \xrightarrow{a.s.} -g_1(z)g_j(z) + O(N^{-1}). \]

From Eq. (42), \( g_1(z) \) satisfies 
\[ -g_1(z) \sum_{j \neq 1} g_j(z) - zg_1(z) = c_1 \text{ with } c_1 = \lim \frac{n}{N}. \]
Similarly, for all \( i \in [d] \), \( g_i(z) \) satisfies 
\[ -g_i(z) \sum_{j \neq i} g_j(z) - zg_i(z) = c_i \text{ with } c_i = \lim \frac{n_i}{N}. \]
And since, \( g(z) = \sum_{i=1}^d g_i(z) \), we have for each \( i \in [d] \), \( g_i(z)(g(z) - g_i(z)) + zg_i(z) + c_i = 0 \), yielding
\[ g_i(z) = g(z) + \frac{z}{2} - \frac{\sqrt{4c_i + (g(z) + g_i(z))^2}}{2}, \]
with \( g(z) \) solution to the equation \( g(z) = \sum_{i=1}^d g_i(z) \) satisfying \( \Im(g(z)) > 0 \) for \( \Im(z) > 0. \)

**B.10 Proof of Corollary 6**

Given Theorem 6 and setting \( c_i = \frac{1}{d} \) for all \( i \in [d] \), we have \( g_i(z) = \frac{g(z)}{d} \), thus \( g(z) \) satisfies the equation
\[ \frac{g(z)}{d} = g(z) + \frac{z}{2} - \frac{\sqrt{\frac{4}{d} + (g(z) + z)^2}}{2}. \]

Solving in \( g(z) \) yields
\[ g(z) \in \left\{ \frac{dz}{2(d-1)} - \frac{\sqrt{d(dz^2 - 4d + 4)}}{2(d-1)}, \frac{dz}{2(d-1)} + \frac{\sqrt{d(dz^2 - 4d + 4)}}{2(d-1)} \right\}, \]
and the limiting Stieltjes transform with \( \Im(g(z)) \geq 0 \) is
\[ g(z) = -\frac{dz}{2(d-1)} + \frac{\sqrt{d(dz^2 - 4d + 4)}}{2(d-1)}. \]

**B.11 Proof of Theorem 7**

Given the random tensor model in Eq. (1) and its singular vectors characterized by Eq. (26), we denote the associated random matrix model as
\[ T \equiv \Phi_d \left( \mathbf{T}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)} \right) = \beta \mathbf{BV} \mathbf{V}^\top + \mathbf{N}, \]
where \( \mathbf{N} = \frac{1}{\sqrt{N}} \Phi_d \left( \mathbf{X}, \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(d)} \right), \mathbf{B} \in \mathbb{M}_d \) with entries \( B_{ij} = (1 - \delta_{ij}) \prod_{k \neq i,j} \langle \mathbf{x}^{(k)}, \mathbf{u}^{(k)} \rangle \)
\[ \mathbf{V} \equiv \begin{bmatrix} \mathbf{x}^{(1)} & 0_{n_1} & \cdots & 0_{n_1} \\ 0_{n_2} & \mathbf{x}^{(2)} & \cdots & 0_{n_2} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{n_d} & 0_{n_d} & \cdots & \mathbf{x}^{(d)} \end{bmatrix} \in \mathbb{M}_{N,d}. \]
We further denote the resolvent of $T$ and $N$ respectively as

$$R(z) \equiv (T - zI_N)^{-1} = \begin{bmatrix} R^{11}(z) & R^{12}(z) & R^{13}(z) & \cdots & R^{1d}(z) \\ R^{12}(z)^\top & R^{22}(z) & R^{23}(z) & \cdots & R^{2d}(z) \\ R^{13}(z)^\top & R^{23}(z)^\top & R^{33}(z) & \cdots & R^{3d}(z) \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ R^{1d}(z)^\top & R^{2d}(z)^\top & R^{3d}(z)^\top & \cdots & R^{dd}(z) \end{bmatrix}. $$

$$Q(z) \equiv (N - zI_N)^{-1} = \begin{bmatrix} Q^{11}(z) & Q^{12}(z) & Q^{13}(z) & \cdots & Q^{1d}(z) \\ Q^{12}(z)^\top & Q^{22}(z) & Q^{23}(z) & \cdots & Q^{2d}(z) \\ Q^{13}(z)^\top & Q^{23}(z)^\top & Q^{33}(z) & \cdots & Q^{3d}(z) \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ Q^{1d}(z)^\top & Q^{2d}(z)^\top & Q^{3d}(z)^\top & \cdots & Q^{dd}(z) \end{bmatrix}. $$

Similarly as in 3-order case, by Woodbury matrix identity (Lemma 3), we have

$$\frac{1}{N} \text{tr} R(z) = \frac{1}{N} \text{tr} Q(z) - \frac{1}{N} \text{tr} \left( \frac{1}{\beta} B^{-1} + V^\top Q(z)V \right)^{-1} V^\top Q^2(z)V ,$$

$$= \frac{1}{N} \text{tr} Q(z) + O(N^{-1}) ,$$

since the perturbation matrix $\left( \frac{1}{\beta} B^{-1} + V^\top Q(z)V \right)^{-1} V^\top Q^2(z)V$ is of bounded spectral norm (if $\|Q(z)\|$ is bounded, see condition in Eq. (8)) and has finite size ($d \times d$ matrix). Therefore, the characterization of the spectrum of $T$ boils down to the estimation of $\frac{1}{N} \text{tr} Q(z)$. Now we are left to handle the statistical dependency between the tensor noise $X$ and the singular vectors of $T$. Recalling the proof of Appendix B.9, we have again

$$\frac{1}{N\sqrt{N}} \sum_{j=1}^{n_1} \sum_{i_1, i_2} \mathbb{E} \left[ X^{ij} Q^{ij}(z) \right]_{i_1i_2} - \frac{z}{N} \text{tr} Q^{11}(z) = \frac{n_1}{N},$$

with $X^{ij} \equiv X(u^{(1)}, \ldots, u^{(i-1)}, u^{(i+1)}, \ldots, u^{(j-1)}, u^{(j+1)}, \ldots, u^{(d)}) \in \mathbb{M}_{n_1, n_j}$. Taking the expectation of $\frac{1}{N\sqrt{N}} \sum_{i_1, i_2} \mathbb{E} \left[ X^{ij} Q^{ij}(z) \right]_{i_1i_2}$ yields

$$A_j = \frac{1}{N\sqrt{N}} \sum_{i_1, \ldots, i_d} \mathbb{E} \left[ \frac{\partial Q^{ij}_{i_1i_j}}{\partial X_{i_1, \ldots, i_d}} \prod_{k \neq 1, k \neq j} u^{(k)}_{i_k} \right] + \frac{1}{N\sqrt{N}} \sum_{i_1, \ldots, i_d} \mathbb{E} \left[ Q^{ij}_{i_1i_j} \prod_{k \neq 1, k \neq j} \frac{\partial u^{(k)}_{i_k}}{\partial X_{i_1, \ldots, i_d}} \right] = A_{j1} + A_{j2},$$

where we already computed the first term ($A_{j1}$) in Appendix B.9. Now we will show that $A_{j2}$ is asymptotically vanishing under Assumption 4. Indeed, by Eq. (28), the higher order terms arise from the term $-\frac{1}{\sqrt{N}} \prod_{i \neq k} r^{(i)}_{ik} R^{ik}_{ik}(\lambda)$, we thus only show that the contribution of this term is also vanishing.
Given the identities in Eq. (26), we have for all $B.12$ Proof of Theorem 8

Finally, therefore, the spectral norm of

Indeed, by Eq. (28), there exists

expression asymptotically as the one in the independent case of Appendix B.9. Indeed, we have

Precisely,


\[
A_{j} = -\frac{1}{N^2} \sum_{i_1,\ldots,i_d} E \left[ Q_{i_1i_2}^{(j)} \prod_{k\neq 1, k\neq j} \prod_{\ell \neq k} u_{i_\ell}^{(k)} R_{i_ki_k}^{(\ell)}(\lambda) \right] + O(N^{-1})
\]

\[
\frac{1}{N^2} \sum_{i_1,\ldots,i_d} E \left[ (u^{(1)})^{d-2} Q_{i_1i_2}^{(j)} (u^{(j)})^{d-2} \prod_{k\neq 1, k\neq j} u_{i_k}^{(k)} R_{i_ki_k}^{(\ell)}(\lambda) \right] + O(N^{-1})
\]

\[
\frac{1}{N^2} E \left[ (u^{(1)})^{d-2} Q_{i_1i_2}^{(j)} (u^{(j)})^{d-2} \prod_{i_2,\ldots,i_{j-1},i_{j+1},\ldots,i_d} \prod_{k\neq 1, k\neq j} u_{i_k}^{(k)} R_{i_ki_k}^{(\ell)}(\lambda) \right] + O(N^{-1})
\]

where $a^{\otimes q}$ denotes the vector with entries $a_i^q$. As such, $A_{j2}$ is vanishing asymptotically since the singular vectors $u^{(1)},\ldots,u^{(d)}$ are unitary and since their entries are bounded by 1.

We finally need to check that the derivative of $Q(z)$ w.r.t. the entry $X_{i_1,\ldots,i_d}$ has the same expression asymptotically as the one in the independent case of Appendix B.9. Indeed, we have

\[
\frac{\partial Q(z)}{\partial X_{i_1,\ldots,i_d}} = -Q(z) \frac{\partial N}{\partial X_{i_1,\ldots,i_d}} Q(z) \text{ with }
\]

\[
\frac{\partial N}{\partial X_{i_1,\ldots,i_d}} = \begin{bmatrix} 0_{n_1 \times n_1} & C_{12} & \cdots & C_{1d} \\ C_{12}^T & 0_{n_2 \times n_2} & \cdots & C_{2d} \\ \vdots & \vdots & \ddots & \vdots \\ C_{1d}^T & C_{2d}^T & \cdots & 0_{n_d \times n_d} \end{bmatrix} + \frac{1}{\sqrt{N}} \Phi_d \left( X, \frac{\partial u^{(1)}}{\partial X_{i_1,\ldots,i_d}}, \ldots, \frac{\partial u^{(d)}}{\partial X_{i_1,\ldots,i_d}} \right),
\]

where $C_{ij} = \prod_{k\neq i, k\neq j} u_{i_k}^{(k)} e_{i_i}^{n_j} e_{i_j}^{n_j}$ and $O = \frac{1}{\sqrt{N}} \Phi_d \left( X, \frac{\partial u^{(1)}}{\partial X_{i_1,\ldots,i_d}}, \ldots, \frac{\partial u^{(d)}}{\partial X_{i_1,\ldots,i_d}} \right)$ is of vanishing norm. Indeed, by Eq. (28), there exists $C > 0$ independent of $N$ such that $\|\frac{\partial u^{(1)}}{\partial X_{i_1,\ldots,i_d}}\|, \ldots, \|\frac{\partial u^{(d)}}{\partial X_{i_1,\ldots,i_d}}\| \leq \frac{C}{\sqrt{N}}$, therefore, the spectral norm of $O$ is bounded by $\frac{|C|}{N^2}$ for some constant $C' > 0$ independent of $N$.

Finally, $A_j \to -g_1(z) g_j(z) + O(N^{-1})$ (with $g_1(z), g_j(z)$ the almost sure limits of $\frac{1}{N} \text{tr} Q^{i_1}(z)$ and $\frac{1}{N} \text{tr} Q^{i_2}(z)$ respectively), hence yielding the same limiting Stieltjes transform as the one obtained in Appendix B.9.

B.12 Proof of Theorem 8

Given the identities in Eq. (26), we have for all $i \in [d]$

\[
\frac{1}{\sqrt{N}} \sum_{j_1,\ldots,j_d} x_{j_i}^{(i)} \prod_{k \neq i} u_{j_k}^{(k)} X_{j_1,\ldots,j_d} + \beta \prod_{k \neq i} \langle u^{(k)}, x^{(i)} \rangle = \lambda \langle u^{(i)}, x^{(i)} \rangle,
\]

with $\lambda$ and $\langle u^{(i)}, x^{(i)} \rangle$ concentrate almost surely around their asymptotic denoted $\lambda^\infty(\beta)$ and $a^\infty_{x^{(i)}}(\beta)$ respectively. Taking the expectation of the first term and applying Stein’s lemma (Lemma 1), we get

\[
A_i = \frac{1}{\sqrt{N}} \sum_{j_1,\ldots,j_d} x_{j_i}^{(i)} E \left[ \frac{\partial \left( \prod_{k \neq i} u_{j_k}^{(k)} \right)}{\partial X_{j_1,\ldots,j_d}} \right] = \frac{1}{\sqrt{N}} \sum_{j_1,\ldots,j_d} x_{j_i}^{(i)} \sum_{k \neq i} E \left[ \frac{\partial u_{j_k}^{(k)}}{\partial X_{j_1,\ldots,j_d}} \prod_{\ell \neq k, \ell \neq i} u_{j_{\ell}}^{(\ell)} \right],
\]
where the only contributing term in the expression of \( \frac{\partial u_{j}^{(k)}}{\partial x_{j_1,\ldots,j_d}} \) from Eq. (28) is \(-\frac{1}{\sqrt{N}} \prod_{\ell \neq k} u_{j_\ell}^{(\ell)} R_{j_k j_h}^{(k)} (\lambda) \) which yields

\[
A_i = - \frac{1}{N} \sum_{j_1,\ldots,j_d} x_{j_i}^{(i)} \sum_{k \neq i} E \left[ R_{j_k j_h}^{(k)} (\lambda) \prod_{\ell \neq k} u_{j_\ell}^{(\ell)} \prod_{\ell \neq k, \ell \neq i} u_{j_\ell}^{(\ell)} \right] + \mathcal{O}(N^{-1})
\]

\[
= - E \left[ \langle u^{(i)}, x^{(i)} \rangle \sum_{k \neq i} \frac{1}{N} \text{tr} R_{j_k j_h}^{(k)} (\lambda) \right] + \mathcal{O}(N^{-1})
\]

\[
\rightarrow - E \left[ \langle u^{(i)}, x^{(i)} \rangle \right] \sum_{k \neq i} g_k (\lambda).
\]

Therefore, the almost sure limits \( \lambda^\infty \) and \( a_{x^{(i)}}^\infty \) for each \( i \in [d] \) satisfy

\[
\lambda^\infty a_{x^{(i)}}^\infty = \beta \prod_{k \neq i} a_{x^{(k)}}^\infty - a_{x^{(i)}}^\infty \sum_{k \neq i} g_k (\lambda^\infty),
\]

therefore

\[
a_{x^{(i)}}^\infty = \alpha_i (\lambda^\infty) \prod_{k \neq i} a_{x^{(k)}}^\infty, \quad \text{with} \quad \alpha_i (z) = \frac{\beta}{z + g(z) - g_i (z)}
\]

since \( g(z) = \sum_{k=1}^{d} g_k (z) \). To solve the above equation, we simply write \( x_i = a_{x^{(i)}}^\infty \) and \( \alpha_i = \alpha_i (z) \) by omitting the dependence on \( z \). We therefore have

\[
x_i = \alpha_i \prod_{k \neq i} x_k \quad \Rightarrow \quad x_i = \alpha_i x_j \prod_{k \neq i, k \neq j} x_k = \alpha_i x_j \prod_{k \neq i, k \neq j} \left( \alpha_k \prod_{\ell \neq k} x_\ell \right),
\]

from which we have

\[
x_i = x_j \left( \prod_{k \neq j} \alpha_k \right) \left( \prod_{k \neq i, k \neq j} \prod_{\ell \neq k} x_\ell \right) = x_j \left( \prod_{k \neq j} \alpha_k \right) \left( \prod_{k \neq i, k \neq j} \prod_{\ell \neq k, \ell \neq i} x_\ell \right) x_i^{d-2},
\]

thus

\[
x_j \left( \prod_{k \neq j} \alpha_k \right) \left( \prod_{k \neq i, k \neq j} \prod_{\ell \neq k, \ell \neq i} x_\ell \right) x_i^{d-3} = 1,
\]

and we remark that

\[
\left( \prod_{k \neq i, k \neq j} \prod_{\ell \neq k, \ell \neq i} x_\ell \right) x_i^{d-3} = \left( \frac{x_j}{\alpha_j} \right)^{d-3} x_j^{d-2}, \quad \text{hence} \quad x_j \text{ is given by}
\]

\[
x_j = \left( \frac{\alpha_j^{d-3}}{\prod_{k \neq j} \alpha_k} \right)^{\frac{1}{2d-4}},
\]

which ends the proof.
B.13 Additional lemmas

Lemma 3 (Woodbury matrix identity). Let $A \in \mathbb{M}_n$, $B \in \mathbb{M}_k$, $U \in \mathbb{M}_{n,k}$ and $V \in \mathbb{M}_{k,n}$, we have

$$(A + UBV)^{-1} = A^{-1} - A^{-1}U \left(B^{-1} + VA^{-1}U\right)^{-1} VA^{-1}.$$
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