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Abstract: Unmodeled differences between individuals or groups can bias parameter estimates and may lead to false-positive or false-negative findings. Such instances of heterogeneity can often be detected and predicted with additional covariates. However, predicting differences with covariates can be challenging or even infeasible, depending on the modeling framework and type of parameter. Here, we demonstrate how the individual parameter contribution (IPC) regression framework, as implemented in the R package ipcr, can be leveraged to predict differences in any parameter across a wide range of parametric models. First and foremost, IPC regression is an exploratory analysis technique to determine if and how the parameters of a fitted model vary as a linear function of covariates. After introducing the theoretical foundation of IPC regression, we use an empirical data set to demonstrate how parameter differences in a structural equation model can be predicted with the ipcr package. Then, we analyze the performance of IPC regression in comparison to alternative methods for modeling parameter heterogeneity in a Monte Carlo simulation.
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1. Introduction

A fundamental assumption of parametric modeling is that the model parameters represent all individuals in the sample. However, populations investigated in the behavioral sciences and related fields are rarely homogeneous and instead are often characterized by substantial differences between individuals or groups. For example, heterogeneity may reflect age differences in cognitive functioning (e.g., [1]) and differences in the prevalence of depression between women and men (e.g., [2]). Overlooking such heterogeneity results in an incomplete model with potentially biased parameter estimates and may lead to false-positive or false-negative findings [3,4]. Conversely, discovering and explaining heterogeneity can substantially support theory building.

Individual and group differences can often be accounted for with additional covariates such as contextual or background variables. In practice, researchers routinely probe the effects of potentially important covariates by using them as moderator variables or by estimating group-specific parameter values using pre-defined grouping variables. However, researchers are often limited to investigate only certain types of model parameters, depending on the choice of modeling technique. For instance, in regression models such as linear regression, generalized linear regression, and linear mixed models, differences in regression coefficients can be studied by simply adding covariates with main and interaction effects. On the contrary, uncovering heterogeneity in the variance parameter of the regression errors (or in the different variance parameters of a mixed model) with covariates is much more challenging. For example, in the statistical programming language R [5],...
neither the built-in function \texttt{lm} (for fitting linear regression models) or the functions of the widely used \texttt{lme4} package (for fitting mixed models; [6]) allow for ways to explain individual and group differences in the variance parameters in the model with covariates. Other modeling frameworks, such as structural equation modeling (SEM; [7,8]), offer the user more flexibility to incorporate covariates and investigate their effects on all model parameters. One popular method for investigating the effect of a discrete covariate is the use of multigroup structural equation models (MGSEMs, [9]). MGSEMs allow estimating SEMs with different parameter values across the levels of a grouping variable. If the covariate under investigation is continuous, one possible way to assess its effect is to include it into the SEM as a moderator variable by specifying a SEM with an interaction term (e.g., [10]). MGSEMs and SEMs with interactions are best suited in situations with a priori knowledge about the sources of heterogeneity and a clear set of target parameters. However, both approaches can quickly become impractical in an exploratory analysis of the potential effects of a larger number of covariates on multiple model parameters. As MGSEMs and SEMs with interactions are usually conducted by looking at the effects of one covariate at a time, many SEMs need to be specified, estimated, and evaluated. Moreover, exploring potential interactions between covariates may result in MGSEMs with too sparse groups or overly complex interaction models with too many parameters to be stably estimated.

As an alternative procedure to exploring the effects of covariates by adding them to the model, we introduced individual parameter contribution (IPC) regression [11,12]. IPC regression allows determining whether and how the parameters of a model vary as functions of covariates. IPC regression proceeds in three steps. First, the model is fitted to data. This model represents a given scientific theory, encompassing all variables that pertain to this theory and for which hypothesized relationships can be specified. Second, individual contributions to the model parameters are calculated. These IPCs are rough approximations of individual-specific parameter values. Third and last, the IPCs are regressed on a set of covariates such as discrete grouping variables or continuous variables to investigate whether any of these covariates predict differences in the parameters. The result of an IPC regression analysis may be used to explore predictors of parameter heterogeneity, generate new hypotheses about predictors of individual or group differences in model parameters, and may ideally help revise the substantive theory. To perform IPC regression in practice, we provide the R package \texttt{ipcr}.

IPC regression is a general, flexible, simple, and computationally efficient method. In principle, IPC regression allows investigating all types of model parameters of a parametric model. For instance, IPC regression makes it feasible to predict differences in certain types of model parameters, such as the residual variance parameters in regression models, which would not be possible by adding covariates directly to the model. Furthermore, IPC regression encompasses both discrete grouping variables as well as continuous covariates. This flexibility regarding the measurement level of the covariates appears particularly advantageous when working with SEMs. For SEMs, the effects of discrete and continuous covariates are often studied with different techniques, that is, either with MGSEMs (for discrete variables) or SEMs with interactions (for continuous variables). With IPC regression, we can leverage the same approach for studying covariates with different levels of measurement. Although the derivation of the IPCs is a little more involved, a basic understanding of linear regression is sufficient to perform IPC regression in practice. A final key feature of IPC regression is a clear separation between model estimation and the investigation of parameter differences. This separation is especially advantageous when the model is complex and hard to estimate (either in the sense of computation time or convergence problems) because assessing parameter heterogeneity does not involve repeated re-specification and re-estimation.

IPCs are calculated by transforming the partial derivative of an objective function with respect to the parameters. Objective functions such as the well-known log-likelihood function are used to estimate model parameters. Various statistical procedures analyze the derivative of an objective function to assess the fit of a statistical model. In the SEM
framework, the modification index (MI; [13]) uses the derivative to approximate how much the fit of a model would change after a new parameter is added to the model. As an extension to the MI, which is merely a test statistic, the expected parameter change (EPC; [14,15]) has been put forward for obtaining a direct estimate of the added parameter. Although the MI and EPC aim to quantify specification errors, Oberski [11] demonstrated that the MI and EPC for MGSEMs correspond to IPC regression under certain conditions. However, this equivalency ends in situations that cannot be handled by MGSEMs, such as continuous or multiple covariates, making IPC regression a much more flexible method for the investigation of heterogeneity. Other methods that analyze partial derivatives are structural change tests (e.g., [16,17]). Originally used in the detection of change points in time series analysis [18], structural change tests have been recently popularized by Merkle and Zeileis [19] and Merkle et al. [20] to uncover parameter heterogeneity in psychometric models. The difference between structural change tests and IPC regression is that structural change tests provide formal tests whether the parameters of a model are invariant with respect to a covariate. In contrast, IPC regression seeks to model the relationships between parameters and covariates by means of linear regression.

The purpose of this study is threefold. First, we introduce the ipcr package, which offers functions to perform IPC regression in R. Second, we expand upon earlier research, which focused on predicting differences in SEM parameters, by discussing how IPC regression can be used to investigate a much broader range of parametric models. Third, we compare the performance of IPC regression to established methods in four small Monte Carlo simulations. The remainder is structured as follows: Section 2 illustrates IPC regression by means of an instructive example. Section 3 deals with the theory behind IPC regression. This section is optional and addresses readers that are interested in more technical details. Section 4 gives an overview of the ipcr package. Section 5 illustrates how the ipcr package is applied in practice based on data from the lavaan package [21]. Section 6 presents the simulation results. Finally, this study concludes in Section 7 with a discussion of the method and the simulation results.

2. Introductory Example

In the following, we illustrate the rationale behind IPC regression with a simple regression example. Let us assume we want to predict an outcome variable \( y \) as a linear function of a single explanatory variable \( x \). The corresponding simple linear regression model can be defined as

\[
y_i = \beta_0 + \beta_1 x_i + \epsilon_i, \quad i = 1, \ldots, N.
\]

This regression model contains the parameters \( \beta_0, \beta_1, \) and \( \sigma^2 \). The regression coefficients \( \beta_0 \) and \( \beta_1 \) denote the intercept and slope of the regression line. \( \sigma^2 \) is the variance of the regression errors \( \epsilon \); that is, the part of the variability in the outcome \( y \) that is not explained by the explanatory variable \( x \). Unbiased and efficient parameter estimates can be obtained by employing the ordinary least squares (OLS) estimation method.

Further, we suspect that our model parameters could vary with respect to a covariate \( z \). One way to assess the influence of \( z \) would be to simply add the covariate to our model by specifying a direct effect from \( z \) on \( y \) and an interaction effect between \( z \) and \( x \). The direct and interaction effects would then tell us how \( \beta_0 \) and \( \beta_1 \) are influenced by \( z \). However, adding the covariate to the model does not enable us to quantify its influence on the variance parameter \( \sigma^2 \). On the other hand, IPC regression offers a way to estimate the effect of \( z \) on \( \sigma^2 \).

An IPC regression analysis involves three steps. In the first step, the simple linear regression model defined in Equation (1) is fitted to data. Generally, models investigated with IPC regression consist solely of variables important to one’s scientific theory. Therefore, covariates are usually not included in the first-step model but are used later as predictor variables in step three. In the second step, a new data matrix of IPCs is calculated. Every row of this data matrix corresponds to one individual and every column to one parameter.
For example, row $i$ contains the values of the three model parameters specific to individual $i$. The IPCs of a single individual are usually too noisy to be useful estimates of individual-specific parameters. However, regressing the IPCs on covariates averages out this noise and may reveal meaningful differences in the parameters. Figure 1 illustrates the three steps of IPC regression.

The IPC regression coefficients are interpreted as in any linear regression model. The IPC regression slope $\gamma_{1,\beta_0}$ represents the change in the intercept $\beta_0$ of the first-step model for a one-unit change in the covariate $z$. Further, the IPC regression slope $\gamma_{1,\beta_1}$ indicates how $z$ moderates the effect of the explanatory variable $x$ on the outcome $y$. Finally, $\gamma_{1,\sigma^2}$ represents the relationship between $z$ and the variance of the regression errors $\sigma^2$. A positive relationship indicates that individuals with smaller covariate values exhibit a smaller error variance and are therefore closer to the regression line, whereas individuals with larger values show more unexplained variability.

As in standard regression analysis, a $t$-test can be carried out to test the null hypotheses $\gamma_0 = 0$ and $\gamma_1 = 0$. Testing $\gamma_1 = 0$ can be seen as a test of parameter homogeneity with respect to the covariate $z$, and rejecting it implies that the parameter under investigation is not constant across individuals. It should be noted that the errors $\xi_i$ of the IPC regression equations are usually not normally distributed, even if the original data used for model fitting are normal. Therefore, the standard errors of the IPC regression estimates may be inaccurate in small samples.

Figure 1 shows a simplistic example with a single covariate. In practice, one might be interested in investigating the effects of multiple covariates and their interactions or estimating non-linear relationships between the model parameters and covariates by adding quadratic and cubic terms. All these techniques work exactly as in standard linear regression.

### 3. Derivation and Properties of Individual Parameter Contributions

In the following, we will first derive the IPCs in very general terms and then give more specific results for linear regression models. Further derivations for SEMs are provided by Arnold et al. [12]. Readers uninterested in technical details may skip this section.

#### 3.1. Calculation of the Individual Parameter Contributions

In brief, IPCs are calculated by transforming the partial derivative of a case-wise objective function with respect to the parameters. More formally, let $f(\theta)$ be an objective function used to estimate a $q$-variate vector of model parameters $\theta$ based on data from $N$ individuals. Typical examples for such an objective function are the sum of squared residuals (SSE) for linear regression models or the normal-theory maximum-likelihood
fitting function for SEMs. The model parameter estimates \( \hat{\theta} \) are obtained by minimizing the objective function, that is,

\[
\hat{\theta} = \arg\min_{\theta} f(\theta).
\] (2)

In practice, \( f \) is minimized by finding the roots (the zeros) of the partial derivative of the objective function. Thus, parameter estimates \( \hat{\theta} \) can be found by solving the first-order condition

\[
S(\hat{\theta}) = 0,
\] (3)

where

\[
S(\theta) = \left[ \frac{\partial f(\theta)}{\partial \theta^1} \cdots \frac{\partial f(\theta)}{\partial \theta^q} \right]^T
\] (4)
is the partial derivative of the objective function \( f(\theta) \) with respect to the parameters \( \theta \). Additional steps may be required to ensure that the parameter estimates are associated with the global minimum, depending on the type of objective function. In maximum likelihood estimation, the partial derivative defined in Equation (4) is known as the score. We will use this term to refer to the derivatives of all kinds of objective functions in the following.

The idea behind the derivation of the IPCs is simple. Instead of employing a score \( S(\theta) \), which takes information from all individuals into account to estimate a single set of parameters, we specify individual-specific scores to find individual-specific parameter estimates. In greater detail, let \( S_i(\theta) \) denote the score that uses only data from individual \( i \). Hypothetically, solving \( S_i(\hat{\theta}_i) = 0 \) would yield a vector of parameter estimates \( \hat{\theta}_i \) specific to individual \( i \). Unfortunately, the system of equations \( S_i(\hat{\theta}) = 0 \) is undetermined for most objective functions because there are more unknown parameters than individual-specific data. However, we can approximate the individual scores by combining individual data with information from the model.

Individual scores can be approximated through linearization. The equation for the linearization of the score \( S(\theta) \) at the model parameter estimates \( \hat{\theta} \) is:

\[
S(\theta) \approx S(\hat{\theta}) + H(\hat{\theta}) (\theta - \hat{\theta})
\] (5)

The first term, which is the intercept of the linear approximation, is just the score itself, evaluated at the parameter estimates. From Equation (3), we can see that this intercept is always zero. The function

\[
H(\theta) = \frac{\partial^2 f(\theta)}{\partial \theta \partial \theta^T}
\] (6)
is the Hessian matrix of second-order partial derivatives of the objective function with respect to the parameters. In the equation above, \( H(\theta) \) is the slope of the linearized score.

In the next step, we individualize this linear approximation of the score by replacing the sample score \( S(\hat{\theta}) \) with an individual-specific score \( S_i(\hat{\theta}) \). As a result, the intercepts of the individual score approximations are no longer zero but fluctuate around zero. In contrast to the sample score \( S(\hat{\theta}) \), the sample Hessian matrix \( H(\hat{\theta}) \) cannot be individualized as that would destabilize the approximation. Therefore, we are borrowing the Hessian matrix from the complete sample. As a result, the individualized approximated scores

\[
S_i(\hat{\theta}) + \frac{1}{N} H(\hat{\theta}) (\theta - \hat{\theta}), \quad \text{for } i = 1, \ldots, N,
\] (7)
all have the same slope.
Finally, finding the roots of these individualized scores yields the IPCs.

\[ 0 = S_i(\hat{\theta}) + \frac{1}{N} H(\hat{\theta}) \left[ IPC_i(\hat{\theta}) - \hat{\theta} \right] \]

\[ IPC_i(\hat{\theta}) = \hat{\theta} - \left( \frac{1}{N} H(\hat{\theta}) \right)^{-1} S_i(\hat{\theta}) \]  

(8)

The mean and variance of the IPCs correspond to well-known quantities. It follows directly from Equation (3) that the mean of the IPCs equals the parameter estimates; that is, \( \frac{1}{N} \sum_{i=1}^{N} IPC_i(\theta) = \theta \). Calculating the variance of the IPCs yields the following sample estimate of the so-called sandwich estimator of the covariance matrix of the parameters (see [22]):

\[ \hat{\text{Var}}[IPC_i(\hat{\theta})] = \left( \frac{1}{N} H(\hat{\theta}) \right)^{-1} \frac{1}{N} \sum_{i=1}^{N} S_i(\hat{\theta})S_i(\hat{\theta})^T \left( \left[ \frac{1}{N} H(\hat{\theta}) \right]^{-1} \right)^T = \hat{\text{Var}}(\theta) \]  

(9)

Next, we will give more explicit examples by deriving the IPCs to the regression coefficients of the standard multiple linear regression model, using the SSE objective function. The following model

\[ y_i = x_i^T \beta + \varepsilon_i, \quad i = 1, \ldots, N, \]  

(10)

extends the simple linear regression model in Equation (1) by having \( p \) regressors \( x \) with a corresponding \( p \)-variate vector of regression coefficients \( \beta \).

To calculate the IPCs to the estimated regression coefficients \( \hat{\beta} \), we need the first-order and second-order partial derivatives of the objective function. The SSE objective function minimizes the sum of the squared differences between the observed values of the outcome variable \( y \) and the predicted values based on the regression model. Formally, the SSE objective function is defined as

\[ f(\beta) = \sum_{i=1}^{N} \left( y_i - x_i^T \beta \right)^2. \]  

(11)

The first-order and second-order derivatives of the objective function are:

\[ S(\beta) = 2 \sum_{i=1}^{N} \left( -x_i y_i + x_i x_i^T \beta \right) \]  

(12)

\[ H(\beta) = 2 \sum_{i=1}^{N} x_i x_i^T \]  

(13)

Thus, the IPCs of individual \( i \) to the estimated regression coefficients \( \hat{\beta} \) are given by

\[ IPC_i(\hat{\beta}) = \hat{\beta} - \left( \frac{1}{N} H(\hat{\theta}) \right)^{-1} S_i(\hat{\beta}) \]

\[ = \hat{\beta} - \left( \frac{2}{N} \sum_{i=1}^{N} x_i x_i^T \right)^{-1} \left( -2x_i y_i + 2x_i x_i^T \hat{\beta} \right) \]

\[ = \hat{\beta} + \left( \frac{1}{N} \sum_{i=1}^{N} x_i x_i^T \right)^{-1} x_i y_i - \left( \frac{1}{N} \sum_{i=1}^{N} x_i x_i^T \right)^{-1} x_i x_i^T \hat{\beta} \]

\[ = \left( \frac{1}{N} \sum_{i=1}^{N} x_i x_i^T \right)^{-1} x_i y_i + \left[ I_p - \left( \frac{1}{N} \sum_{i=1}^{N} x_i x_i^T \right)^{-1} x_i x_i^T \right] \hat{\beta}, \]  

(14)

where \( I_p \) denotes an identity matrix of order \( p \).
Equation (14) allows us to illustrate the behavior of IPCs from groups of the sample. Let $G$ be the index set of a group of $n_G$ individuals with the same values in their covariates. Consider the following group-specific mean:

$$\frac{1}{n_G} \sum_{j \in G} IPC_j(\hat{\beta}) = \left( \frac{1}{N} \sum_{i=1}^{N} x_i x_i^\top \right)^{-1} \frac{1}{n_G} \sum_{j \in G} x_j y_j$$

$$+ \left[ I_p - \left( \frac{1}{N} \sum_{i=1}^{N} x_i x_i^\top \right)^{-1} \frac{1}{n_G} \sum_{j \in G} x_j x_j^\top \right] \hat{\beta}$$

(15)

In the above equation, the outer product of the regressors $xx^\top$ plays an important role. If the group-specific average of the outer product is identical to the outer product averaged over the complete sample, then the first term of Equation (15) equals the OLS estimate of the group-specific regression coefficients and the second term is zero. Therefore, the mean of the IPCs from this group will be an unbiased estimator of the group-specific regression coefficients. However, if the group-specific average of the outer product differs from the outer product averaged over the complete sample, then the first term will not be identical to the OLS estimate and the second term will not drop out. Thus, group differences in the outer product bias the IPCs. The size of this bias is proportional to the size of the differences in the outer products. These insights also apply to other model classes. Generally speaking, the bias of the IPCs increases with the amount of heterogeneity in the data [12]. In homogeneous samples, the IPCs are guaranteed to be unbiased.

3.2. Bias Correction Procedure

Arnold et al. [12] suggested a correction procedure termed iterated IPC regression that removes bias in the IPCs in a stepwise fashion. Iterated IPC regression proceeds as follows: first, the model is fitted, and standard IPC regression is performed. Second, individual-specific model parameters are predicted using the coefficients of the IPC regression equations. Third, these individual-specific model parameters are used to re-estimate the IPCs. The third step reduces some bias in the IPCs as the re-estimated IPCs are closer to the true individual-specific parameter values. By iterating over steps 2 and 3, the bias of the IPCs usually vanishes completely and the IPC regression estimates converge to unbiased estimates of the individual parameters. In a simulation study, Arnold et al. [12] compared both IPC regression approaches by predicting group differences in dynamic panel models. In contrast to standard IPC regression, whose estimates were slightly biased, the iterated algorithm provided nearly unbiased but slightly less precise estimates. Iterated IPC regression is implemented in the R package. However, the iterated algorithm is limited to SEMs at present.

4. The ipcr Package: Overview and Installation

The R package supplies functions for calculating IPCs and performing IPC regression. To a large extent, ipcr relies on infrastructure provided by the sandwich package [23]. sandwich allows users to estimate a wide variety of model-robust covariance estimators. The sandwich package contains the generic functions estfun() and bread() used as the building blocks to calculate the IPCs. estfun() returns the case-wise partial derivatives of the objective function with respect to the model parameters (see Equation (4) for the sum of the case-wise scores). bread() extracts an estimator for the expectation of the negative derivative of the objective function; usually the Hessian as defined in Equation (6).

Since the ipcr package was first introduced by Arnold et al. [12] to investigate parameter differences in SEMs fitted with the OpenMx package [24], support for various parametric models has been added. Now, ipcr can also be used to investigate SEMs fitted with the lavaan package [21]. Other than SEMs, linear and generalized regression models fitted by R’s built-in lm() and glm() functions are supported. Moreover, by using some extractor functions provided by the merDeriv package [25], ipcr can also be applied to study
Other notable new features are better plotting capabilities and regularized IPC regression. `ipcr` can be downloaded from GitHub [https://github.com/manuelarnold/ipcr](https://github.com/manuelarnold/ipcr) (accessed on 5 August 2021). The easiest way to obtain `ipcr` is via the `devtools` package [26]. To install and load `ipcr` within R, simply use the following commands:

```r
R> library("devtools")
R> install_github("manuelarnold/ipcr")
R> library("ipcr")
```

5. Application

This section demonstrates how parameter differences can be detected and predicted with the `ipcr` package, using the `HolzingerSwineford1939` data set included in the `lavaan` package.

5.1. Data Overview

`HolzingerSwineford1939` is a classic data set that has often been used to illustrate different SEM applications. It consists of mental ability test scores of 301 seventh-grade and eighth-grade children from two different schools and additional variables indicating the children’s sex, age, school, and grade. For the sake of simplicity, we limit this demonstration to a subset of the variables. We will use three visual ability test scores to fit a confirmatory factor analysis (CFA) model. Then, we use sex, age, school, and grade as IPC regression predictor variables to predict differences in the model. The variables are briefly described in Table 1.

| Variable Name | Description | Level of Measurement |
|---------------|-------------|----------------------|
| **Model data:** | | |
| x1            | Visual perception | Interval (\(M = 4.94, SD = 1.17\)) |
| x2            | Cubes         | Interval (\(M = 6.09, SD = 1.18\)) |
| x3            | Lozenges      | Interval (\(M = 2.25, SD = 1.13\)) |
| **Covariates:** | | |
| sex           | Gender        | Nominal (48.3% female, 51.7% male) |
| ageyr         | Age, year part | Interval (\(M = 13.00, SD = 1.05\)) |
| agemo         | Age, month part | Interval (\(M = 5.38, SD = 3.46\)) |
| school        | School (Pasteur or Grant-White) | Nominal (52% Pasteur, 48% Grant-White) |
| grade         | Grade         | Ordinal (52.3% grade 7, 47.7% grade 8) |

Note: \(M\): mean, \(SD\): standard deviation.

5.2. Data Pre-Processing

Below, we explain how missing data can be handled and show some preparation steps that facilitate the interpretation of IPC regression. First, we load the `lavaan` package that contains the data set. Then, we store the data set under a new variable name:

```r
R> library("lavaan")
R> HS_data <- HolzingerSwineford1939
```

The students’ age is stored in two different variables: `ageyr` measures the age in completed years, and the variable `agemo` contains the additional months. Next, we combine this information into a single variable that measures the students’ age in months:

```r
R> HS_data$age_months <- 12 * HS_data$ageyr + HS_data$agemo
```

Currently, the `ipcr` package requires the data used to fit the model and covariates to be complete, that is, without any missing values. In the cases of the `HolzingerSwineford1939` data set, there is just a single missing value in the covariate `grade`. In order to keep this
We will exclude the individual with the missing value from the data set by deleting the corresponding row in the data.frame. However, it has long been known that list-wise deletion is not optimal, and users with incomplete data sets might consider more sophisticated methods such as multiple imputation (see [27,28]) to deal with missing values. Here, we delete the incomplete row with the following command:

```r
R> HS_data <- HS_data[complete.cases(HS_data), ]
```

As in standard linear regression, the interpretation of the intercept can often be facilitated by centering the predictor variables at their means. After centering the covariates, a regression intercept represents the estimated parameter value for individuals with an average value on all covariates. The effects of categorical covariates, such as grouping variables, can be studied by encoding them as dummy variables. In the following, we center the covariate `months` and change the coding of all categorical covariates to either 0 or 1. We store the resulting covariates in a new data.frame called `covariates`:

```r
R> covariates <- data.frame(sex = HS_data$sex - 1,
+   months = scale(HS_data$age_months,
+     center = TRUE,
+     scale = FALSE),
+   school = as.numeric(HS_data$school) - 1,
+   grade = HS_data$grade - 7)
```

### 5.3 Fitting the Model

After the data have been prepared, we fit a CFA model using the `cfa` function from lavaan. The CFA consists of a latent variable, indicating the students’ visual ability, measured by three manifest variables \(x_1\), \(x_2\), and \(x_3\). Figure 2 shows a graphical representation of the model. The corresponding lavaan syntax for specifying this model is as follows:

```r
R> model_visual <- 'visual =~ x1 + x2 + x3'
```

![Path diagram of the CFA model](image)

**Figure 2.** Path diagram of the CFA model. The parameters \(\lambda_1\) and \(\lambda_2\) denote factor loadings, \(\phi\) represents the variance of the latent variable \(V\), and \(\psi_1\), \(\psi_2\), and \(\psi_3\) are measurement error variances.

We can now fit the model:

```r
R> fit_visual <- cfa(model = model_visual, data = HS_data)
```

The model contains 6 free parameters: 2 factor loadings (the factor loading of \(x_1\) is fixed at 1 and the loadings of \(x_2\) and \(x_3\) are estimated), 1 latent variance parameter, and 3 residual variance parameters of the manifest variables. Since the model has zero degrees of freedom and is just identified, we cannot assess its fit.
5.4. Individual Parameter Contribution Regression

The core of the ipcr package is the ipcr() function. ipcr() calculates IPCs for the parameters of a fitted model and, when provided with a data.frame of covariates, performs IPC regression. Other than the ipcr() function, the ipcr package offers the convenience functions get_ipcs() and get_scores(), which return a data.frame of IPCs or scores, respectively.

In the following, we call the ipcr() function to investigate whether and how the parameters of the CFA model for visual abilities vary with respect to the covariates:

```r
R> library(ipcr)
R> ipcr_visual <- ipcr(fit = fit_visual, covariates = covariates)
```

ipcr() automatically regresses the IPCs of all model parameter estimates on all covariates in the provided data.frame and returns an object of class ipcr. The usual R accessor functions such as coef(), fitted(), plot(), predict(), print(), and summary() can be used to extract various information from the ipcr object. To get a first overview, we can plot a heatmap using plot(ipcr_visual) that shows the correlations between the IPCs and covariates (see Figure 3). By specifying the argument print_corr = TRUE, the correlation coefficients are printed on the heatmap. Note that the heatmap depicts the zero-order correlations between IPCs and covariates, whereas IPC regression estimates the partial effects of the covariates on the IPCs. Zero-order correlations and partial effects might differ, especially if some of the covariates are correlated.

---

**Figure 3.** Correlations between covariates (x-axis) and the IPCs of the model parameters (y-axis) obtained with plot(ipcr_visual, print_corr = TRUE). Parameter names are given in lavaan syntax.
More detailed information can be obtained with the `summary()` function. `summary()` prints the IPC regression results for each estimated model parameter:

```r
R> summary(ipcr_visual)
```

### Standard IPC regression coefficients:

| Parameter      | Covariate | Estimate | Std. Error | t.value | Pr(>|t|) |
|----------------|-----------|----------|------------|---------|---------|
| visual =~ x2  | (Intercept) | 0.565    | 0.326      | 1.732   | 0.084   |
| visual =~ x2  | sex       | -0.253   | 0.313      | -0.809  | 0.419   |
| visual =~ x2  | months    | -0.027   | 0.016      | -1.712  | 0.088   |
| visual =~ x2  | school    | 0.037    | 0.321      | 0.114   | 0.909   |
| visual =~ x2  | grade     | 0.676    | 0.365      | 1.853   | 0.065   |
| visual =~ x3  | (Intercept) | 1.301    | 0.484      | 2.690   | 0.008   |
| visual =~ x3  | sex       | -1.192   | 0.464      | -2.566  | 0.011   |
| visual =~ x3  | months    | -0.021   | 0.023      | -0.897  | 0.371   |
| visual =~ x3  | school    | 0.152    | 0.477      | 0.320   | 0.749   |
| visual =~ x3  | grade     | 0.722    | 0.541      | 1.333   | 0.184   |
| x1 ~ x1      | (Intercept) | 1.046    | 0.288      | 3.634   | 0.000   |
| x1 ~ x1      | sex       | -0.253   | 0.276      | -0.917  | 0.360   |
| x1 ~ x1      | months    | 0.015    | 0.014      | 1.065   | 0.288   |
| x1 ~ x1      | school    | 0.152    | 0.477      | -0.320  | 0.749   |
| x1 ~ x1      | grade     | 0.722    | 0.541      | 1.333   | 0.184   |
| x2 ~ x2      | (Intercept) | 1.305    | 0.229      | 5.695   | 0.000   |
| x2 ~ x2      | sex       | -0.603   | 0.220      | -2.739  | 0.007   |
| x2 ~ x2      | months    | 0.003    | 0.011      | 0.251   | 0.802   |
| x2 ~ x2      | school    | 0.326    | 0.226      | 1.438   | 0.151   |
| x2 ~ x2      | grade     | -0.195   | 0.257      | -0.759  | 0.448   |
| x3 ~ x3      | (Intercept) | 0.255    | 0.269      | 0.947   | 0.344   |
| x3 ~ x3      | sex       | 0.341    | 0.259      | 1.317   | 0.189   |
| x3 ~ x3      | months    | -0.014   | 0.013      | -1.084  | 0.279   |
| x3 ~ x3      | school    | 0.240    | 0.266      | 0.905   | 0.366   |
| x3 ~ x3      | grade     | 0.149    | 0.302      | 0.493   | 0.622   |
| visual ~ visual | (Intercept) | 0.577    | 0.310      | 1.864   | 0.063   |
| visual ~ visual | sex   | 0.611    | 0.297      | 2.055   | 0.041   |
| visual ~ visual | months | 0.028    | 0.015      | 1.914   | 0.057   |
| visual ~ visual | school | -0.108   | 0.305      | -0.353  | 0.725   |

The output is structured as follows: the first column contains the names of the model parameters. The second column shows the names of the covariates, where (Intercept) simply refers to the intercept of the corresponding IPC regression equation. The remaining columns display the estimates, standard errors, t-values, and p-values of the IPC regression parameters as in a standard regression output. Using a significance level of $\alpha = 0.05$, we infer that there are three significant sex differences: the factor loading of the indicator $x_3$, the error variance of the indicator $x_2$, and the variance of the latent factor differs significantly between girls and boys. The other covariates do not significantly affect the remaining model parameters. The partial effects of the IPC regression equations can be visualized with the `plot_differences()` function. Figure 4 shows the estimated factor loading of the indicator $x_3$ for different values of the covariates `months` and `sex` when all other covariates are zero.
Figure 4. Estimated conditional differences in the factor loading of the indicator $x_3$. Left plot: IPCs to the factor loading are plotted on the students’ age in months. The solid blue line marks the estimated factor loading as a function of months when all other covariates are zero. The dashed blue lines represent the upper and lower limit of the 95% pointwise confidence bands. Right plot: IPCs to the factor loading are plotted on the students’ gender. The big dots mark the estimated factor loadings for girls and boys when all other covariates are zero. The error bars indicate the 95% confidence intervals of the estimated gender-specific factor loading.

By default, the accessor functions extract information about all model parameters. The output can be limited to a single or a subset of parameters of interest by specifying the parameter argument. For instance, the function call `coef(ipcr_visual, parameter = "visual~~visual")` shows only the IPC regression estimates for the variance parameter of the latent factor.

5.5. Non-Linear Effects and Interactions

Since IPC regression is linear regression at its heart, studying non-linear effects or interactions between covariates follows the known logic of adding extra terms to the regression model that are functions of the original covariates. For example, curvilinear relationships between model parameters and covariates can be modeled by adding polynomial terms to the `data.frame` provided to the `covariate` argument. Similarly, we can probe interactions between covariates by including product terms. To avoid multicollinearity, we recommend centering all non-dummy covariates used to generate new polynomial or product terms. It is important to remember that more complex models may seem to explain a larger part of the observed variation than simple models unless model selection is performed using approaches that adjust for model complexity or use independent data. A detailed account of modeling non-linear and interaction effects in linear regression models is given by Cohen et al. [29].

Besides exploring relationships between model parameters and covariates, IPC regression also provides means to discover non-linear relationships in the model. For example, consider the simple linear regression model in Equation (1). This model postulates a linear effect of the explanatory variable $x$ on the outcome $y$ denoted by the regression coefficient $\beta_1$. By regressing the IPCs to $\beta_1$ on the squared variable $x$, we can estimate and test the explanatory variable’s potential quadratic effect on the outcome $y$. 
5.6. Bias Correction

IPC regression may provide biased estimates of parameter differences in heterogeneous samples (see [12]). The ipcr package provides a correction procedure called iterated IPC regression that removes the bias in the IPC regression estimates at the cost of adding additional variance. One can perform iterative instead of standard IPC regression by calling the ipcr() function with the additional argument iterate set to TRUE. By default, iterate is set to FALSE, and standard IPC regression is performed. The iterated IPC regression algorithm tries to remove bias in the IPCs in a stepwise fashion and updates the IPC regression estimates as long as the change in any parameter between iterations is smaller than a numerical threshold (by default, the absolute difference needs to become smaller than $1 \times 10^{-4}$). This stopping criterion can be changed via the conv argument of the ipcr() function. Moreover, the user can also specify the maximum number of iterations by changing the max_it argument. By default, the algorithm terminates after 50 iterations. We will later compare the performance of both standard and iterated IPC regression in a series of simulation studies.

5.7. Regularization

If the number of covariates becomes large, there is a risk that we overfit the regression models. A solution to this problem is to make the IPC regression output sparser by coupling IPC regression with the least absolute shrinkage and selection operator (LASSO) [30,31]. LASSO is a widely applied form of regularization that adds a penalty term to the SSE objective function. This penalty term shrinks regression parameters towards zero, thus setting some of them to zero, and, as a result, produces sparser models and reduces overfitting. Note that this approach sets out to minimize prediction error at the cost of regression coefficients becoming biased estimates (see also [32]).

The ipcr package performs LASSO regularized IPC regression by interfacing the glmnet package [33]. More specifically, by setting the argument regularization to TRUE, ipcr() calls the cv.glmnet() function to estimates regularized linear regression models, using $k$-fold cross-validation. The settings of cv.glmnet() can be changed by providing ipcr() with the specific arguments. By default, 10-fold cross-validation with 100 different values for the penalty term is carried out.

To perform LASSO regularized IPC regression, all covariates need to be standardized beforehand. Standardization prevents LASSO from preferring variables with more variability over variables with less variability. Without standardization, covariates with smaller variances will be penalized more severely than covariates with larger variances. The following command standardizes all covariates:

```R
R> covariates_std <- scale(covariates, center = FALSE, scale = TRUE)
```

Then, we perform regularized IPC regression and inspect the results with summary():

```R
R> ipcr_visual_reg <- ipcr(fit = fit_visual, covariates = covariates_std,
+                         regularization = TRUE)
R> summary(ipcr_visual_reg)
```

Regularized standard IPC regression coefficients:

| Parameter   | Covariate | Estimate |
|-------------|-----------|----------|
|             | visual=x2 (Intercept) | 0.6      |
|             | visual=x2 sex         | -0.142   |
|             | visual=x2 months      | -0.274   |
|             | visual=x2 school      |          |
|             | visual=x2 grade       | 0.403    |
|             | visual=x3 (Intercept) | 1.449    |
|             | visual=x3 sex         | -0.543   |
|             | visual=x3 months      |          |
|             | visual=x3 school      |          |
The summary() function shows by default the regularized parameter estimates for the penalty term associated with the minimum mean cross-validated error. Parameter estimates for specific penalty terms can be obtained by specifying the s argument in the ipcr() function call and can then be displayed via summary(). In the above output, coefficients that were set to zero are marked with a dot, resulting in a sparse coefficients matrix with the most important coefficients. Standard errors, t-values, and p-values are not shown in the output as they are not provided by glmnet.

6. Simulation Studies

The following series of simulation studies showcases different applications of IPC regression and illustrates the method’s statistical properties. In Simulation I, we revisit the introductory example and predict group differences in the variance of the regression errors of a simple linear regression model. In the subsequent three simulation studies, we turn to SEMs. In Simulation II, we investigate the effect of multiple covariates on the type I error rate. Then, we compare the performance of IPC regression with MGSEMs (Simulation III) and SEMs with interactions (Simulation IV) as established benchmark methods.

All simulations were carried out with R (version 4.0.3). We used R’s built-in lm function to estimate the simple linear regression model in Simulation I. All SEMs were fitted with the lavaan package (version 0.6–7). We used a developmental snapshot of the ipcr package to perform IPC regression (commit: https://github.com/manuelarnold/ipcr/commit/d4132c73b0e05ced1da6be71119d846424a1a3d6 (accessed on 6 August 2021). d4132c7). Throughout all simulations, we set the significance level for all hypothesis tests to 5%. We replicated all experimental conditions 1000 times. The simulation scripts and complete simulation results can be found in our online Supplementary Material (https://osf.io/p5xrk accessed on 6 August 2021).

### 6.1. Simulation I: Simple Linear Regression Model

Simulation I assessed how well IPC regression could predict group differences in a simple linear regression model such as the one shown in Equation (1). We sampled the data from a two-group population with a group difference in the error variance $\sigma^2$. This simulation setup corresponds to a situation in which the reliability of the outcome variable differs between groups. For example, such group differences are often encountered in cross-cultural samples (e.g., [34]). If overlooked, the group differences would bias standard
errors and render the OLS estimator inefficient. The remaining model parameters, the intercept $\beta_0$ and the slope $\beta_1$, did not vary between groups and were set to 1 and 0.5, respectively. In every simulation replication, we simulated data, fitted the linear regression model while ignoring the group difference, and then recovered the group difference with IPC regression using a dummy variable which was 0 in the first group and 1 in the second group. We considered only the performance of standard IPC regression in Simulation I because iterated IPC regression for linear regression models is not yet implemented in the ipcr package. We investigated the following simulation conditions:

- **Group-specific value of $\sigma^2$:** The error variance of the first group $\sigma^2_{g1}$ was set to 1 in all simulation conditions. In the second group, the error variance $\sigma^2_{g2}$ varied across the following values: $5/10$, $6/10$, $7/10$, $8/10$, $9/10$, $10/10$, $10/9$, $10/8$, $10/7$, $10/6$, $10/5$. We chose the values so that the absolute value of the log-variance ratio $|\ln(\sigma^2_{g2}/\sigma^2_{g1})|$ was the same for the most extreme conditions ($5/10$ and $10/5$). Note that the $10/10$ condition resulted in a homogeneous sample without group differences.

- **Sample size:** The sample size per group $n$ was either 125, 250, or 500. The total sample size $N$, therefore, equaled 250, 500, or 1000.

### 6.1.1. Power

First, we report the observed statistical power of IPC regression to detect the group difference in the error variance. Statistical power is the proportion of $t$-tests that correctly rejected the null hypothesis of equal error variance in both groups if there truly was a difference. Figure 5 relates the power to the size of the group difference and sample size. We plotted the natural logarithm of the ratio of the error variance in the second group to the error variance in the first group on the $x$-axis so that the distances between consecutive ratios were similar. As expected, the power increased with the size of the group difference and sample size. When the error variance in the second group was either half or twice as large as in the first group, the power approached 100%, regardless of sample size. In the absence of any group differences, when the error variance was equal to 1 in both groups, the proportions of the rejected test approached the significance level of 5%.

![Figure 5](image.png)
6.1.2. Estimated Group Difference

Besides the statistical power to detect a group difference, the quality of the estimated group-specific parameters is also crucial. Figure 6 depicts the bias of the estimates of the group difference in the error variance provided by IPC regression. IPC regression yielded nearly unbiased estimates when the true group difference was small or zero. However, larger group differences were negatively biased. This negative bias implied that IPC regression either overestimated or underestimated the group difference, depending on whether the error variance of the second group (which varied across simulation conditions) was smaller or larger than the error variance of the first group (which was fixed at 1 in all experimental conditions). When the error variance of the second group was smaller than the error variance of the first group, IPC regression overestimated the group difference. Conversely, when the error variance was larger in the second group than in the first group, IPC regression underestimated the group difference. The sample size had no apparent effect on the bias but decreased the variability of the estimates.

![Figure 6. Boxplots with the bias of the estimated group difference in the error variance $\sigma^2$.](image)

6.2. Simulation II: Type I Error Rate

Simulation II aimed to assess the type I error rate of IPC regression, that is, the proportions of false-positive findings that a parameter differs with respect to a covariate although it is constant in the population. Ideally, the rate of false positives should approach the significance level of 5%.

The population model used in Simulation II and the remaining simulations is presented in Figure 7. Depicted is a regression model with two latent variables, each measured by three indicators. The values of the factor loading $\lambda$ and the regression coefficient $\beta$ varied across groups and individuals in Simulation III and IV but were constant in Simulation II with $\lambda = 1$ and $\beta = 0.5$. Thus, the population used in Simulation II was homogeneous. After generating multivariate normally distributed data from the population, we fitted the model by fixing the first indicator of each latent variable (that is, $x_1$ and $y_1$) to 1 and estimating the remaining 13 parameters (4 factor loadings, 6 residual variance parameters, 2 latent variance parameters, and 1 regression parameter) freely. Then, standard and iterated IPC regression were performed.
We investigated the following experimental factors:

- **Number of covariates**: The IPC regression algorithm was provided either with 1, 2, or 3 covariates. These covariates did not predict any parameter differences.
- **Type of covariates**: The covariates were either dummy or standard normally distributed variables.
- **Sample size (N)**: The simulated samples contained either 250, 500, or 1000 individuals.

### 6.2.1 Type I Error Rate

The observed type I error rates were close to the optimal rate of the 5% significance level. The average type I error rate was 4.92% for standard IPC regression with little variation across model parameters and simulation conditions. The rate of iterated IPC regression was slightly larger and was 5.25%. Iterated IPC regression rejected the null hypothesis more often than expected in smaller samples. When averaged over all model parameters and the other simulation conditions, iterated IPC regression exhibited a type I error rate of 5.58% in samples with 250 individuals, 5.40% in samples with 500, and 5.09% in samples with 1000 individuals.

Additional information about the convergence of the iterated IPC regression algorithm is given in Appendix A.1.

### 6.3 Simulation III: Group Difference in the Measurement Part

In Simulation III, we introduced heterogeneity to the measurement part of the model shown in Figure 7 by letting the factor loading $\lambda$ vary between two groups. The regression parameter $\beta$ was constant and was set to 0.5. IPC regression was provided with a grouping variable to predict the group difference. As a reference, we compared the performance of IPC regression with MGSEMs. The power to detect group differences of MGSEMs was assessed by performing likelihood-ratio tests between a MGSEM where $\lambda$ was allowed to vary between groups and a single-group SEM where $\lambda$ was constrained to be equal between groups. The remaining parameters of the MGSEMs were constrained to be equal between groups. The following simulation conditions were investigated:

- **Group-specific value of $\lambda$**: The value of the factor loading in the first group $\lambda_{g1}$ was set to 1. For the second group, the value of $\lambda_{g2}$ varied across 0.6, 0.7, 0.8, 0.9, 1, 1.1, 1.2, 1.3, and 1.4.
- **Sample size**: The sample size per group $n$ was either 125, 250, 500. Therefore, the total sample size $N$ was 250, 500, or 1000.
6.3.1. Power

Figure 8 shows the power of standard and iterated IPC regression and the MGSEMs to detect the differences in the factor loading $\lambda$. The power of standard and iterated IPC regression was nearly identical, resulting in overlapping lines. As expected, the power of all methods grew substantively with the sample size and the size of the group differences. MGSEMs were consistently more powerful than the IPC regression methods in detecting the group difference. For medium-sized group differences, when $\lambda^2_2$ was either 0.8 or 1.2, we found MGSEMs on average to outperform the IPC regression methods by roughly 21 percentage points. When $\lambda^2_2 = 1$, the factor loading was identical in both groups, resulting in a homogeneous sample. In this case, the proportions of significant tests approached the significance level of 5% for all methods.

![Figure 8](image_url)

**Figure 8.** The power of standard and iterated IPC regression and MGSEMs to detect a group difference in the factor loading $\lambda$. The dashed line marks a power of 5%.

6.3.2. Estimated Group Difference

Figure 9 presents boxplots of the bias of the estimated group difference in the factor loading, provided by standard and iterated IPC regression and MGSEMs. All methods produced nearly unbiased estimates. The estimates of the group difference provided by MGSEMs exhibited less variability than the IPC regression estimates in all experimental conditions. In terms of the root mean squared error (RMSE) averaged over the two group-specific estimates of the factor loading, MGSEMs (RMSE: 0.067) were marginally more accurate than standard (RMSE: 0.076) and iterated (RMSE: 0.077) IPC regression.
6.4. Simulation IV: Individual Differences in the Structural Part

In Simulation IV, we compared the performance of standard and iterated IPC regression to a SEMs with an interaction term. The data were generated by letting the regression parameter $\beta$ vary across individuals and fixing the factor loading $\lambda$ at 1. More specifically, the individual values of $\beta$ were a linear function of a standard normally distributed covariate $z$:

$$\beta_i = 0.5 + \gamma z_i$$

(16)

The value of the coefficient $\gamma$ determined the relationship between covariate and regression parameter and was of primary interest in this simulation. We investigated the following simulation conditions:

- **Value of $\gamma$**: The dependency of the individual regression parameter values on the covariate was either $-0.2, -0.15, -0.1, -0.05, 0, 0.05, 0.1, 0.15, \text{ or } 0.2$. Note that the zero condition corresponds to a homogeneous sample with a constant regression parameter $\beta$.

- **Sample size ($N$)**: The simulated samples contained either 250, 500, or 1000 individuals.

There are several ways to specify SEMs with interactions (see [10] for an overview). Following Marsh et al. [35], we contrasted IPC regression with a SEM containing a product term consisting of the indicators of the exogenous latent variable $\xi$ and the covariate $z$. We used a parcel of the indicators $x_1, x_2,$ and $x_3$ to create this product term, which we denote with $\bar{x}z$. Note that $\bar{x}$ refers to the row-wise means and not the mean of a single variable. We also added the covariate to the model and specified a main effect of the covariate on the endogenous latent variable $\eta$. Moreover, we let all exogenous predictor variables co-vary. Finally, to avoid having to specify a mean structure, we used double-mean centering (see [36]); that is, we centered all manifest variables, computed the product term using the centered variables, and then centered the product term again. A path diagram of the interaction model is shown in Figure 10. The direct effect of the product term on the endogenous variable (i.e., the regression parameter $\beta_{\eta,\bar{x}z}$) is an estimate of the coefficient $\gamma$.
in Equation (16). We assessed the power of the SEMs with a product term by testing the hypothesis $\beta_{\eta,z} = 0$ via $z$-tests.

![Path diagram of the interaction model with a product term.](image)

**Figure 10.** Path diagram of the interaction model with a product term.

6.4.1. Power

Figure 11 presents the observed power of the IPC regression methods and the interaction SEMs to detect that the regression parameter $\beta$ depended on the covariate $z$. As in Simulation II, the power of standard and iterated IPC regression was nearly the same. The SEMs with the product term were slightly more powerful than the IPC regression methods. The largest difference in power was found when the sample consisted of 500 individuals and the absolute value of the coefficient $\gamma$ was 0.1. Under this condition, the SEMs with a product term outperformed the IPC regression methods by approximately 15 percentage points. For $\gamma = 0$, when the regression parameter $\beta$ did not depend on the covariate $z$, the proportions of significant tests of all methods approached the significance level of 5%.

![Graph showing power comparison](image)

**Figure 11.** The power of standard and iterated IPC regression and SEMs with a product term to detect the dependency of the regression parameter $\beta$ on the covariate $z$. The dashed line marks a power of 5%.
6.4.2. Estimated Interaction

Figure 12 shows boxplots with the bias of the estimates of the coefficient $\gamma$ provided by standard and iterated IPC regression and the SEMs with a product term. SEMs with a product term underestimated the absolute value of the dependency slightly. In comparison, IPC regression yielded mostly unbiased but also more volatile estimates. Especially in smaller samples with 250 observations, iterated IPC regression produced some outliers that were not found in the estimates provided by standard IPC regression. In terms of RMSE averaged over all simulation conditions, standard (RMSE: 0.051) and iterated (RMSE: 0.051) IPC regression were marginally outperformed by SEMs with a product term (RMSE: 0.042).

Additional information about the convergence of the iterated IPC regression algorithm is given in Appendix A.2.

![Boxplots with the bias of the estimates of the dependency $\gamma$ (y-axis) for different values of $\gamma$ and sample sizes.](image)
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**Figure 12.** Boxplots with the bias of the estimates of the dependency $\gamma$ (y-axis) for different values of $\gamma$ and sample sizes.

7. Discussion

The present study showed how differences in model parameters can be predicted with IPC regression using the `ipcr` package. We showcased the functionality of the `ipcr` package using a classic data set and provided detailed R code. We expanded upon earlier research about predicting parameter differences in SEMs and demonstrated that IPC regression can also predict parameter differences in linear regression models. Moreover, we presented novel simulation results that illuminated the method’s performance for linear regression models and contrasted it with SEMs with an interaction term.

We see IPC regression primarily as a diagnostic tool that indicates whether there is any predictive potential for parameter heterogeneity in a set of covariates and provides researchers with hints on how these covariates can be integrated into their models. As such, IPC regression offers some advantages compared to other procedures for exploring heterogeneity with covariates. One of these advantages is the flexibility of the method: IPC regression allows researchers to investigate all types of model parameters. We demonstrated this flexibility by predicting group differences in the error variance of a linear regression model. Another merit of IPC regression is its simplicity. Especially for model classes where model specification and estimation can become complicated such as SEMs, researchers can obtain results much quicker with IPC regression via a single call of the
The IPcR() function than, for instance, from specifying and estimating MGSEMs and SEMs with interaction terms. One can also argue that this simplicity makes IPC regression less prone to specification errors and may prove useful if a complex model is hard to estimate. Finally, IPC regression can guide the selection of important covariates among a larger set of covariates, particularly in combination with LASSO regularization as implemented in the ipcr package.

The question remains as to how we can best translate the results of IPC regression into an improved parametric model. A key problem of data-driven methods like IPC regression is their susceptibility to capitalize on chance, that is, to overfit to noise in the data (see [37,38] for a discussion of the problem). In other words, IPC regression may indicate model modifications that increase the model’s fit in the sample at hand but generalize poorly to new data. The risk of overfitting rises with the complexity of the model and the number of covariates. For example, given a model with 10 parameters and a set of 10 covariates, IPC regression will produce 100 IPC regression estimates with associated p-values. Using the conventional 5% level of significance and assuming homogeneous data (i.e., no parameter differences at all), one would expect to 5 five false-positive effects of a covariate on a model parameter on average. We recommend three different strategies to minimize the risk of overfitting the model. First, adopting a machine learning perspective, we encourage researchers to apply regularized IPC regression, which penalizes each regression for model complexity. Second, if the sample size is sufficiently large, one should additionally split the sample into a training and a test data set. The training data set is used for model estimation with IPC regression. After modifying the model following the results of IPC regression, the fit of the new augmented model is then independently evaluated in the test data set. Third, we suggest considering the estimated change in model parameters in addition to p-values to determine how to modify a given theory-based model. For instance, a statistically significant group difference in a parameter may be just too small to be of scientific interest and would not necessarily warrant model modification. In most cases, such thresholds for scientific relevancy will be different for different types of parameters. Most likely, heterogeneity in nuisance parameters such as an error variance needs to be much more pronounced than heterogeneity in a regression parameter central to one’s inquiry to justify a model modification.

The results of our simulations were overall promising. In line with previous simulation studies reported by Oberski [11] and Arnold et al. [12], we found that IPC regression provided adequate control of type I errors under the null hypothesis of homogeneous parameters. Moreover, we found little differences in terms of bias and variance of the estimates provided by IPC regression and MGSEMs. However, as in the previous simulation studies, IPC regression was consistently less powerful in detecting parameter heterogeneity than MGSEMs. We expanded upon previous studies that only discussed IPC regression for SEMs and predicted a group difference in the error variance of a linear regression model. The estimates of the group differences were slightly biased. In another simulation study, we compared IPC regression to SEMs with a product interaction term suggested by Marsh et al. [10]. Interestingly, IPC regression was more accurate but less precise than SEMs with an interaction term and exhibited a lower power. As part of our simulation studies, we also compared standard IPC regression with iterated IPC regression. Iterated IPC regression was suggested by Arnold et al. [12] as an unbiased alternative to standard IPC regression. Unfortunately, these comparisons were limited to SEMs as iterated IPC regression has not yet been implemented for other model classes. Both IPC regression methods yielded almost identical results in terms of power and bias. However, iterated IPC regression showed some cases of non-convergence, especially in smaller samples and when provided with continuous covariates. Furthermore, the type I error rate of iterated IPC regression was marginally larger than the significance level in smaller samples. Similar performance of the IPC regression methods was to be expected because the parameter differences tested were too small to bias standard IPC regression.
Although the ipcr package makes performing IPC regression for various parametric models straightforward in most situations, it is still under ongoing development, and we would like to note some of its current limitations. The biased estimates obtained for the linear regression model underline the need to generalize the iterated IPC regression algorithm and develop a version for regression models. Moreover, the sometimes poor convergence rate of iterated IPC regression highlights the necessity for an improved algorithm that is more reliable in smaller samples and when provided with continuous covariates. Another limitation is that IPC regression currently requires complete data sets without missing values. Especially for researchers working with SEMs who routinely employ full information maximum likelihood to deal with missingness, this limitation might be an issue. We plan to implement support for SEMs fitted on incomplete data in the future. In the meantime, we suggest using an imputation technique such as multiple imputation as a workaround [27,28]. Finally, even though the combination of IPC regression and regularization seems like a natural fit to handle larger sets of covariates, more research is needed to understand this interplay better and determine better default settings.

IPC regression may not always be the best choice for exploring parameter heterogeneity with covariates. Besides adding covariates directly to the model, other techniques are available for testing and estimating the effects of covariates. If the sample is clustered into known groups, mixed-effects or multilevel models (e.g., [39,40]) are an obvious alternative and allow parameters to vary across groups. Unlike IPC regression, the use of mixed-effects models is usually motivated by a prior belief that certain data segments differ. In contrast, IPC regression is a more exploratory or data-driven procedure to identify potentially important covariates. Further, IPC regression does not rely on a clustered data structure. Of course, IPC regression can also be used to study heterogeneity in mixed-effects models. Other methods for exploring parameter heterogeneity are structural change tests (e.g., [16,18]). These tests have been recently introduced to psychometrics and are applied to discover parameter differences with respect to a covariate [19]. Especially if one wants to explore the effect of ordinal covariates, which can be hard to incorporate in the regression framework, structural change tests may be a well-suited alternative (see [20]). However, unlike IPC regression, structural change tests are limited to testing if a parameter changes but do not estimate how it changes with respect to a covariate. Another established approach to investigate heterogeneity with covariates are model-based recursive partitioning techniques (e.g., [41,42]). These methods divide a data set into homogeneous subgroups by finding covariates that predict parameter differences. For SEMs, model-based recursive partitioning was popularized as SEM trees and gained attention in the past years [43–45]. Finally, it is important to note that the performance of IPC regression depends primarily on the available covariates. If there are parameter differences, but these differences are unrelated to the covariates, IPC regression will fail to detect them. That is, covariates need to be sufficiently informative and reliable to be usable in the context of IPC regression. Consequently, IPC regression is not a global test of heterogeneity. Methods such as finite mixture models (e.g., [46–48]) that do not depend on covariates provide a more thorough test of parameter homogeneity than IPC regression.

Having these alternatives to IPC regression and limitations of the ipcr package in mind, we believe that IPC regression can be applied in many situations to uncover heterogeneity and gross model misspecification. Furthermore, in many cases in which additional covariates are available, it makes sense to run IPC regression as part of exploration and model checking procedures. Note that IPC regression should then be labeled as exploratory analyses and run only after all confirmatory actions were performed.

**Supplementary Materials:** The following are available at https://osf.io/p5xrk.

**Author Contributions:** Conceptualization, M.A., A.M.B. and M.C.V.; methodology, M.A.; software, M.A.; validation, M.A.; formal analysis, M.A.; investigation, M.A.; resources, A.M.B.; data curation, M.A.; writing—original draft preparation, M.A.; writing—review and editing, M.A., A.M.B. and
Appendix A. Convergence of Iterated IPC Regression

The iterated IPC algorithm was not always able to find a satisfactory solution. We counted all simulation trials in which the algorithm did not converge after 50 iterations or aborted prematurely as a non-converged trial. In the following, we report the percentages of non-converged trials for Simulation II and IV. All attempts converged in Simulation III.

Iterated IPC regression was not evaluated in Simulation I as it has not yet been implemented for linear regression models.

Appendix A.1. Simulation II

Table A1 presents the percentages of non-converged trials for continuous covariates. The instability of the iterated IPC regression algorithm was driven by the sample size and the number of continuous covariates. Smaller samples and more continuous covariates led to a larger number of non-converged trials. However, when provided with dummy variables, the iterated IPC algorithm was much more stable, and there were only four instances of non-convergence for smaller samples with 250 individuals and three covariates.

| N   | Number of Covariates | NC a |
|-----|----------------------|------|
| 250 | 1                    | 3.10 |
| 500 | 1                    | 0.20 |
| 1000| 1                    | 0.00 |
| 250 | 2                    | 9.90 |
| 500 | 2                    | 0.60 |
| 1000| 2                    | 0.00 |
| 250 | 3                    | 24.40|
| 500 | 3                    | 3.20 |
| 1000| 3                    | 0.00 |

a Percentages of the non-converged simulation trials.

Appendix A.2. Simulation IV

Table A2 summarizes the percentages of trials in which the iterated IPC regression algorithm did not converge, separated for different sample sizes. Convergence problems were mainly limited to smaller samples with 250 individuals, whereas iterated IPC regression found a solution almost every time in larger samples.
Table A2. Non-Convergence of the Iterated IPC Regression Algorithm.

| N   | NC a |
|-----|------|
| 250 | 4.2  |
| 500 | 0.3  |
| 1000| 0    |

a Percentages of the non-converged simulation trials.
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