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Spatial data occupies a large proportion of the large amount of data that is constantly emerging, but a large amount of spatial data cannot be directly understood by people. Even a highly configured stand-alone computing device can hardly meet the needs of visualization processing. In order to protect the security of data and facilitate for users the search for data and recover by mistake, this paper conducts a research on cloud computing storage backup and recovery strategies based on the secure Internet of Things and Spark platform. In the method part, this article introduces the security Internet of Things, Spark, and cloud computing backup and recovery related content and proposes cluster analysis and Ullman two algorithms. In the experimental part, this article explains the experimental environment and experimental objects and designs an experiment for data recovery. In the analysis part, this article analyzes the challenge-response-verification framework, the number of data packets, the cost of calculation and communication, the choice of Spark method, the throughput of different platforms, and the iteration and cache analysis. The experimental results show that the loss rate of database 1 in the fourth node is 0.4%, 2.4%, 1.6%, and 3.2% and the loss rate of each node is less than 5%, indicating that the system can respond to applications.

1. Introduction

The Internet of Things is known as the third wave of information technology after computers and the Internet. It is currently one of the most popular scientific researches in the field of communication and information. With the emergence of IoT applications, information security issues also follow. Users who want to conduct information system security inspections and early warnings also need security services and software support and require a lot of investments in training professional teams to complete related tasks. On the other hand, there are more and more types of security products, and the product standards of suppliers are different. Users encounter difficulties when choosing security products. In such an environment, it is particularly important to provide a security architecture that focuses on the application layer.

With the development of the Internet and computer technology, the growth of network scale and application and economic demand has given birth to a new network computing model, cloud computing, which has increasingly appeared in people’s field of vision, and people have quietly entered “Cloud Era.” Cloud computing organically combines a variety of technologies such as virtualization, distributed computing and storage, and diverse terminals and integrates various traditional software resources, storage, and computing resources through the network to form a “supercomputer” with a huge resource pool, that is, the cloud. In the cloud, people can use the various software and hardware resources in the cloud as convenient as tap water, only need to drink like tap water, without the need for traditional storage or maintenance of this water, and only drink what they drink. Resources are paid on demand.
Based on the secure IoT and Spark cloud computing storage backup and recovery strategies, many scholars at home and abroad have conducted related research. Kumar believes that the Internet of Things is an emerging technology that can connect everyday objects to the Internet. The Internet of Things technology does provide an interface for different technologies. New applications can be realized with the help of embedded physical devices with intelligent thinking capabilities, playing an important role in connecting to the Internet. The IoT gateway must be smart enough to perform the collected operations based on their respective applications. The author proposed the gateway Pi, an IoT smart security gateway framework integrated with the Raspberry Pi board. This proposal does make the IoT gateway a smart thing, and it runs like a normal PC. In addition to native gateway functions, this article also emphasizes the security of IoT gateways. The author proposed three measures to provide security for the IoT gateway, making the gateway a firewall and using gateway Pi to implement a cost-effective and reliable IoT architecture for smart irrigation. In this study, the author conducted research on IoT gateways, aiming at improving the security of the Internet of Things, but the author did not draw the relevant framework diagram [1]. Mary A A believes that, in cloud computing, from the perspective of reliable storage of sensitive data and storage service quality, the storage of massive amounts of information is a very challenging task. Among different cloud security issues, data disaster tolerance is the most critical issue. The motivation of recovery technology is to help users collect data from any backup server when the server loses data and cannot provide data to the user. To achieve this goal, many types of research have developed different technologies. Therefore, the author proposed a data disaster tolerance process using the opposition group search optimizer (OGSO) algorithm, mainly to avoid disasters in the cloud. The proposed data recovery process consists of four modules: (1) file upload module, (2) copy generation module, (3) data backup module, and (4) disaster recovery module. First, the author split the data into multiple files and uploaded the files to the corresponding virtual machine using the OGSO algorithm. Then, a copy is generated based on the bandwidth of each file. The copy is mainly used for data backup strategy. Finally, files based on user queries are backed up and retrieved based on copies. Experimental results show that the proposed OGSO-based disaster recovery process is better than other methods. The author conducted research on storage issues in cloud computing but did not discuss security issues [2]. Interlandi M debugging data processing logic in a data-intensive scalable computing (DISC) system is a difficult and time-consuming task. Today’s DISC system provides very few tools for debugging programs, so programmers spend countless hours collecting evidence (e.g., from log files) and performing trial and error debugging. To help with this work, the author built Titan, a library that enables data source tracking data through transformations in Apache Spark. Data scientists who use the Titan Spark extension will be able to quickly identify the underlying cause of potential errors or abnormal results in the input data. Titan is directly built into the Spark platform and provides data source support at an interactive speed of several orders of magnitude faster than alternative solutions, while having minimal impact on Spark job performance; the observed overhead for capturing data lineage rarely exceeds that of the baseline job 30% of execution time. The author conducted program debugging for Spark but did not compare these platforms with other platforms [3].

This paper proposes cloud computing storage backup and recovery strategies based on the secure Internet of Things and Spark and conducts related research. In the method part, this article introduces the security Internet of Things, Spark, and cloud computing backup and recovery related content and proposes cluster analysis and Ullman two algorithms. In the experimental part, this article explains the experimental environment and experimental objects and designs an experiment for data recovery. In the analysis part, this article analyzes the challenge-response-verification framework, the number of data packets, the cost of calculation and communication, the choice of Spark method, the throughput of different platforms, and the iteration and cache analysis. The innovation of this article is to combine the secure Internet of Things with Spark and use these two technologies to study storage backup and recovery strategies based on cloud computing, so as to maximize the value of data.

2. Cloud Computing Storage Backup and Recovery Strategy Method Based on Secure IoT and Spark

2.1. Secure Internet of Things. As a value-added application in the information network, the Internet of Things is also an extension of the special application of the communication network. The development of the Internet of Things industry involves three main elements. The first is recognition, which is a basic premise, the second is communication, which is a very important support and platform, and the third is application, which is the main goal and the ultimate goal, which fully demonstrates the Internet of Things itself. In the development and application of the Internet of Things, the requirements for technology are very high, and solutions are also an important driving force for strengthening the Internet of Things to achieve leapfrog development [4, 5].

Figure 1 shows the basic framework of the Internet of Things, which includes a comprehensive application layer, a network construction layer, a management service layer, and a perception recognition layer. Perception recognition layer: the core technology of the Internet of Things is perception technology, which is the key center of communication with the physical world and the information world. The detection layer mainly includes automatic data acquisition equipment such as radio frequency (RFID) and wireless sensors, as well as various intelligent electronic products dedicated to manual information [6]. Network construction layer: the key task of this layer is to connect the analysis and identification equipment of the lower layer to the Internet so that the upper layer can access the application. The foundation of the Internet of Things is the
Internet and the next-generation Internet. Various wireless networks have been providing Internet services, relying on powerful computers and mass storage technology to collect various amounts of data [7]. Comprehensive application layer: with the continuous advancement of computers, online applications are also undergoing earthquake-like changes. File transfer and e-mail are the keys to early data services. Since then, this kind of data service has become more widely used in user-centric network applications such as video images, online games, and social network [8].

At the same time, due to the large number of terminal nodes of the Internet of Things, the Internet of Things itself has some shortcomings, such as the interconnection and intercommunication of the Internet of Things systems and communication through the network. Despite any security measures, the system hardly provides any control and can trigger various network attacks. In addition, the sensing nodes in the Internet of Things also have low mobility [9]. Therefore, for these safety hazards, a secure Internet of Things is proposed. Figure 2 shows the safety supervision service system.

### 2.2. Spark

Spark is a fast and comprehensive large processing machine. In the case of sufficient memory, Spark runs 100 times faster than Hadoop and MapReduce. Even if the memory is insufficient, the flow to disk is 10 times faster. This is because Spark supports complex DAG drivers for circuit data flow and memory. Spark is implemented in Scala. It combines the language features of object-oriented and functional programming. It can operate distributed data sets as easily as local collection objects. It has the characteristics of fast running speed, simple operation, strong versatility, and good compatibility [10, 11].

Spark can realize the comprehensive and unified management of data sets such as text or graphs with different attributes and provides a computing architecture that can process real-time data streams like ordinary data. With the help of the Spark computing framework, the computing speed of cluster applications has been significantly improved. Before this, the computing speed of computer programs on the Hadoop platform in memory was only one percent of Spark, while the computing speed of programs on HDFS is only one-tenth [12, 13].
The specific characteristics of Spark are as follows. (1) It is fast. Spars and Hadoop applications can run on Hadoop. Spars can run up to 100 times faster than memory. Even on the disc the running speed has been increased by 10 times. Intermediate data can be stored in the memory instead of the disk, which reduces the time of rereading from the disk and improves the computational efficiency [14]. (2) Running Spark supports multiple languages to build applications, mainly Java, Scala, and Python, including Spark written in Scala language, with more than 80 built-in high-level operators [15]. (3) Detailed analysis: it not only provides computer functions similar to Map and Reduce, but also provides functions such as drawing [16].

In addition to Spark, there are also two architectures, Hadoop and MapReduce. As a distributed system architecture, Hadoop can be used to store and process massive amounts of data. It enables large databases to be processed through computer clusters using a simple programming model. Designed to grow from a single server to thousands of servers, each server provides a local computer and storage. The platform can be understood as a computer cluster operating system, and Spark and MapReduce are the only programming languages supported by this operating system [17, 18]. HDFS is a derivative of the file system based on all computer file systems. Table 1 is a comparison between Hadoop and Google for cloud computing systems.

As shown in Figure 3, the process map of MapReduce is an important part of the Hadoop ecosystem. MapReduce is a high-performance parallel computing platform that forms a distributed and parallel computer cluster, containing tens, hundreds, or even thousands of nodes [19].

First, the MapReduce library of the user program splits the input file into multiple copies and then starts the multiple copies of the program in the cluster. The master node then selects inactive nodes from all working nodes and assigns or reduces mapping tasks for them. After assigning the work node to the job, it starts to read the contents of the corresponding input slice. The content of the input slice is divided into key/value pairs for each row. The intermediate key/value pairs generated by the Map function are stored in a buffer in memory. The data storage location on the local disk is returned to the master node, which is responsible for transmitting the location information to the job node that runs the mitigation job. Then, it reads the saved data from the node that will execute the map task and then sorts the data. When the master node determines that the Map and Reduce tasks of all nodes are completed, the master node starts the user program and calls MapReduce in the user code to return to the editing process.

2.3. Cloud Computing Storage Backup and Recovery. In cloud computing, data storage operations are provided in the form of services, which makes the data security of cloud computing have unique characteristics: (1) User data is stored in the cloud server, and both upload and download need to go through the network, which increases the transmission process, the risk of data leakage in the medium. (2) The data is stored in a semitrusted third party; (3) cloud computing is based on a distributed network, and the computer servers are nodded, and the user’s data is stored in a node in the network. Above, in theory, an attacker can access its surrounding nodes through a certain node through a certain method [20].

As an extension of cloud computing and its derivative technology, cloud storage has also aroused great interest in industry, academia, and even the government. Cloud storage is an emerging storage technology. Its core is to store and manage resources on a cloud platform, enabling people to access data through the Internet in real time. The world’s IT giants Microsoft, Google, Amazon, and domestic companies such as Baidu, Ali, and Tencent have done a lot of research on cloud storage and provide corresponding cloud storage platforms. Architecture diagram of mobile phone backup system based on cloud storage is shown in Figure 4.

The redundancy of user data in the cloud storage system will increase the storage pressure of the cloud storage server, cause network transmission delays, and increase remote bandwidth pressure. In order to reduce the large amount of...
redundant data in cloud storage servers and save storage space and network bandwidth to the utmost extent, data deduplication technology has gradually become a hot research topic in recent years. In addition, backup and data recovery of these existing data are also important. The cloud storage system puts pressure on it.

Compared with cloud computing, cloud storage’s security issues are more focused on data issues. Data distribution in the cloud node transmission process may cause security risks. When internal attacks or illegal operations by employees take place, data leakage and loss may occur. When the system is under attack, user information may be leaked from it. Compared with traditional storage, the new features of cloud storage have brought many new security issues, especially the need to ensure the confidentiality and security of stored data, as well as the integrity and availability of data [21, 22].

2.4. Cluster Analysis. Clustering analysis is to divide a given data set into multiple classes or clusters. The goal is that objects in the same cluster have high similarity, and objects in different clusters have high dissimilarity [23].

Assuming that a data set $B = \{b_1, b_2, \ldots, b_n\}$, $b_m (m = 1, 2, \ldots, n)$ is a data object, the data set is divided into $l$ subsets according to the similarity between the data objects, and these subsets meet the following conditions:

$$
\begin{align*}
A_m & \neq \emptyset, \quad m = 1, 2, \ldots, l, \\
\bigcup_{m=1}^{l} A_m & = I, \quad m = 1, 2, \ldots, l, \\
A_m \cap A_n & = \emptyset, \quad m \neq n, m, n = 1, 2, \ldots, l.
\end{align*}
$$

2.4.1. Data Structure. Clustering is a hierarchical cluster, that is, a collection of nested clusters similar to a tree structure, and a data matrix is obtained through structured data storage. The data matrix represents the attribute values of all data objects in the data set, such as

$$
I_{\text{rss}} = \begin{bmatrix}
I_{a1} & \ldots & I_{lb} & \ldots & I_{lc} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
I_{sa} & \ldots & I_{sb} & \ldots & I_{sc} \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
I_{ta} & \ldots & I_{tb} & \ldots & I_{tc}
\end{bmatrix},
$$

where $t$ indicates that there are $t$ data objects in the data set, and each object has $q$ different attributes.

The value of each element in the dissimilarity matrix represents the difference between the two data objects, including

$$
K_{\text{rss}} = \begin{bmatrix}
0 & \ldots & \ldots & \ldots \\
k(1, 2, 1) & 0 & \ldots & \ldots \\
k(3, 1) & k(3, 2) & 0 & \ldots \\
\ldots & \ldots & \ldots & \ldots \\
k(t, 1) & k(t, 2) & \ldots & 0
\end{bmatrix},
$$

where $k(m, n)$ represents the quantized dissimilarity between objects $m$ and $n$. Generally speaking, its value is a non-negative number. The closer the two objects are to 0, the more similar the two objects are.

2.4.2. Similarity Measurement. The distance between data objects is commonly used to evaluate the similarity between objects. The higher the similarity between the data objects in the cluster and the greater the difference between the data objects and between the clusters, the better the j clustering result. The difference between data objects is usually measured by the distance between data objects. The shorter the distance, the higher the similarity. Typical similarity measures are as follows:

Euclidean distance refers to the true distance between two points in $m$-dimensional space [24]. The calculation formula is

$$
k(m, n) = \sqrt{(i_1 - j_1)^2 + (i_2 - j_2)^2 + \cdots + (i_m - j_m)^2},
$$

where $i_x$ and $j_y$ represent two $t$-dimensional data objects, and a weight can be added to the attributes of each dimension. The calculation formula is

$$
k(m, n) = V_1(i_1 - j_1)^2 + V_2(i_2 - j_2)^2 + \cdots + V_n(i_n - j_n)^2,
$$

where $V_1$, $V_2$, and $V_n$ are the weight of each dimension attribute.

Manhattan distance is used to describe the average difference of objects in each dimension in a multidimensional space [25], and its calculation formula is

$$
k(m, n) = |i_1 - j_1| + |i_2 - j_2| + \cdots + |i_m - j_m|.
$$

Minkowski is a generalization of Euclidean distance, and Euclidean distance is a special case of Minkowski distance.

$$
k(m, n) = \left( |i_1 - j_1|^q + |i_2 - j_2|^q + \cdots + |i_m - j_m|^q \right)^{1/q},
$$

where $q$ is a positive integer, and when the parameter $q$ is 1, Min’s distance is converted to Manhattan distance, and when $q$ is 2, it is converted to Euclidean distance.

In addition to using distance for similarity measurement, the similarity coefficient can also be used as the unit of
measurement. At present, the commonly used similarity coefficient is the angle cosine similarity. For two vectors \( s \) and \( t \), the calculation formula is

\[
\text{sim}(s, t) = \frac{s \cdot t}{\|s\| \cdot \|t\|} = \frac{\sum_{x=1}^{n} s_x \times t_x}{\sqrt{\sum_{x=1}^{n} (s_x)^2} \times \sqrt{\sum_{x=1}^{n} (t_x)^2}}.
\]  

(8)

2.4.3. Objective Function. Clustering objective function is often used to evaluate the quality of clustering results. The input process is composed after each node in the tree search. The result of this process is generally to reduce the number of subsequent nodes that must be searched, which reduces the total computer time required to determine the isomorphism, which can be used for data recovery. It can reflect the similarity of objects within a class and the difference of objects between classes. Generally, it includes two objective functions: error sum of squares criterion and absolute error criterion.

The most widely used cluster objective function in cluster analysis is the error sum of squares criterion. Its specific definition is as follows:

\[
\sigma = \sum_{x=1}^{r} \sum_{s \in B_x} \| i_y - b_s \|^2,
\]

(9)

where \( \sigma \) is the sum of squared errors of all objects in the data set.

The absolute error criterion is to select a representative object in each cluster as a reference point. This change can reduce the influence of outliers on the clustering algorithm in some cases. Its specific definition is as follows:

\[
\sigma = \sum_{x=1}^{r} \sum_{s \in B_x} \| i_y - c_s \|^2.
\]

(10)

2.5. Ullman Algorithm. Ullman’s algorithm is based on the branch and bound search of the search space, derived from the improvement of brute force enumeration. The core of Ullman algorithm is mainly divided into three parts: mapping matrix, compatibility matrix, and conditional judgment of isomorphism.

2.5.1. Mapping Matrix \( Q \). The subgraph isomorphism can be described as a mapping \( g \), and \( R_m \rightarrow R_n \) is described by a two-dimensional matrix \( M \) of order \( q_m \times q_n \), that is, the mapping relationship \( g \) between two vertices. When a vertex \( s \in R_m \) is mapped to a vertex \( t \in R_n \) through \( g \), the corresponding value in the matrix can be expressed as

\[
q_{st} = \begin{cases} 
1, & g(s) = t, \\
0, & \text{otherwise}.
\end{cases}
\]

(11)

Matrix \( Q \) represents a mapping from vertex \( R_m \) to vertex \( R_n \). In this process, each row of matrix \( Q \) has one and only one 1, and each column can only have one 1 at most:

\[
\forall s \in R_m: \sum_{t \in R_n} q_{st} = 1 \quad \text{and} \quad \forall t \in R_n: \sum_{s \in R_m} q_{st} \leq 1.
\]

(12)

2.5.2. Compatibility Matrix. The initial compatibility matrix is \( Q^0 \); if the degree of the vertex \( s \in R_m \) is not greater than the degree of the vertex \( t \in R_n \), then the vertex \( t \) is a candidate node of the vertex \( s \), and the formula is

\[
q_{st}^0 = \begin{cases} 
1, & g(s) = g(t), \\
0, & \text{otherwise}.
\end{cases}
\]

(13)

Ullman’s algorithm adds this judgment condition on the basis of brute force enumeration and achieves the purpose of simplifying the compatibility matrix. It gradually generates matrix \( Q \) from the compatibility matrix based on the backtracking method.

\[
F_b(s) = \{ t \in R_n | q_{st}^0 = 1 \}.
\]

(14)

This is a set of candidate sets of vertices \( s \). The matrix generated by filtering and simplification operations follows

\[
q_{st}^b = 0 \Rightarrow q_{st}^{b+1} = 0.
\]

(15)

2.5.3. Isomorphism Judgment. Ullman defines the matrix \( F \) in the method, which represents the adjacency matrix of the data graph. The matrix \( Q \) has the following conditions for the matrix \( F \):

\[
(\forall s \in R_m)(c_{st} = 1) \Rightarrow (b_{st} = 1)(1 \leq s \leq T_m, 1 \leq t \leq T_n).
\]

(16)

3. Cloud Computing Storage Backup and Recovery Strategy Experiment Based on Secure IoT and Spark

3.1. Experimental Environment. The cluster required for the experiment consists of 6 nodes, and the node configuration is shown in Table 2.

The Spark cluster of this system is built with 9 Red Hat Enterprise Server x64 virtual machines, and each virtual machine is configured with 500 G hard disk and 4 G memory. The software configuration information is shown in Table 3.

3.2. System Use Object. The user behavior analysis system involves two main user roles: system administrator responsible for platform development and daily management and maintenance, analyzing and verifying the correctness of the mining results, and business administrator responsible for the mining result data generated by the system calculation evaluation and management, optimizing and adjusting the corresponding business [26].

3.3. Experimental Design. The network data backup system is designed based on a hierarchical structure and includes three components: customer layer, service layer, and management layer. The client layer is the resource of the client computer that
Figure 3: MapReduce flowchart.

Figure 4: Architecture diagram of mobile phone backup system based on cloud storage (pictures from Baidu picture).
the system needs to manage; the management layer is the core of the system, and the management layer includes backup contacts, backup computers, and authentication centers; the service layer represents server resources that provide storage. Among the three practical layers of the backup system, the management layer is the core of the business management logic [27]. The client software with backup statements distributed online is the client layer. Clients generally perform data backup operations, including backup plans, backup and test settings, and environmental settings recovery; backup and recovery security measures, including data encryption and decryption, user certificate application, management and use; and cancellation of the recovery process. The service layer can be implemented with one or more duplicate servers. The storage device 21 connected to the server provides a backup of the storage space. The archive backup system management service is distributed on the server side, responds to backup and recovery operations, including backup plans, backup and test settings, and environmental settings recovery; backup and recovery security measures, including data encryption and decryption, user certificate application, management and use; and cancellation of the recovery process. The service layer can be implemented with one or more duplicate servers. The storage device 21 connected to the server provides a backup of the storage space. The archive backup system management service is distributed on the server side, responds to backup and recovery requests, and performs backup and recovery organizations, saves, and ends [28].

The data recovery process includes three stages: First, there is the data recovery application review process. The backup customer submits the recovery application to the console through the backup adapter, and the console authenticates the application through the CA. The second is the process of establishing a data recovery channel. The data transmission channel is established between the backup client and the backup service under the scheduling of the console. The third is the completion of the data recovery process. When the data recovery is over, the connection between the client and the backup server is closed, and the recovery result is notified to the console [29].

4. Cloud Computing Storage Backup and Recovery Strategy Analysis Based on Secure IoT and Spark

4.1. Challenge-Response-Verification Framework. It can be seen from Figure 5 that as the number of challenge data blocks increases, the time overhead of challenge-response-verification is gradually increasing, and the increase in the overhead of the verification process is small, which is difficult to see; under normal circumstances, the challenge is generated. The time cost is much smaller than the response cost, and the cost gradually increases with the increase in the number of challenge data blocks, but when the number of data blocks is very large, for example, when it reaches 1500, the time cost of the challenge increases sharply, and it becomes related to the verification process. The cost is comparable.

4.2. Number of Data Packets. After starting the test, you can compare the number of data packets received by each node of the remote monitoring software. The test results are shown in Table 4. The packet loss rate is equal to the number of packets sent minus the number of packets received divided by the number of packets sent.

From the data in Table 4, it can be seen that the data packet received by the monitoring software is smaller than the data packet sent by the monitoring node, indicating that this is a packet loss phenomenon in the data transmission process. This phenomenon is largely due to the large irregularities in the communication unit of the low-power unit. The results in Table 1 show that the loss rate of database 1 at the fourth node is 0.4%, 2.4%, 1.6%, and 3.2% and the loss rate of each node is less than 5%, indicating that the system can respond to applications.

4.3. Calculation and Communication Costs. The size of the file stored here is limited to 20 kb to 20mb, the number of elements is from 20 to 200, and the sample ratios are 10%, 20%, 30%, 40%, and 50%. The experimental results are shown in Figure 6. When the sample ratio is 50%, as the file size increases, the cost of calculation and communication rises from 0 to 193. These results indicate that the cost of calculation and communication increases with the file size and sample ratio.

The cost of response and inquiry is similar, and the cost of the answer and verification process is also similar. Figure 7 shows the experimental results of different query ratios. In order to confirm these verification results, the significant sample ratio in this paper is 10%–50%, the file size is limited to 10 MB, and each block has 200 elements. In the hybrid cloud $P = \{P1, P2, P3\}$, the data block is verified. The ratios are 0.1, 0.2, 0.3, 0.4, and 0.5, respectively. It can be seen from the figure that the cost of calculation and communication of inquiry and response changes slightly with the change of the sample rate, but the cost of answering and verification increases with the increase of the sample ratio. Here, the challenge and response are divided into two subprocesses: response 1 and response 2. Furthermore, the proportion of data blocks in each CSP largely affects the calculation and communication costs of queries and responses.

4.4. Spark Method Selection. For data storage and backup on the spark platform, algorithms need to be used to build a special processing system. Here, the APCA segmentation, ratio $R$, difference $D$, and duration $T$ methods are selected for error research.
As can be seen from Figure 8, compared with APCA segmentation, the errors of the other three two-stage representation methods are relatively small. The experiment found that the average error selected by the ratio $R$ method is the smallest and these two methods are better than selecting important points by controlling the duration. Therefore, comparing the results of running on Spark, it is best to use the ratio $R$ to select important points.

4.5. Throughput of Different Platforms. Figure 9 shows the comparison result with the native system throughput. After the optimization of the index mechanism, the throughput of S-TSQS is significantly higher than that of SparkDS and SparkSQL. Because of the better optimization strategy of SparkSQL, the efficiency of similarity query is slightly higher than that of SparkDS. Experimental data shows that the query efficiency of S-TSQS is about 3–6 times that of SparkSQL and SparkDS.

4.6. Iteration and Caching. It can be seen from Figure 10 that when the number of iterations is 1, the processing time within the range of 1–7 packets is not much different and the difference is almost negligible, but when the number of packets is 10, the impact of buffering begins to manifest. It turns out that the cached one needs less processing time, 104 hours, while the uncached one needs 133 hours. However, when the number of iterations is 3, there is basically no significant change in whether the data packet changes from 1 to 13, and it is basically the same throughout the whole process.

The default noncaching strategy means that no caching is performed, and the default caching means that no cost evaluation and optimization processing are performed on nodes with caching value, and the caching is set directly. Four representative queries were selected from the experimental results for analysis, and they were referred to as query 1, query 2, query 3, and query 4. The result data is shown in Table 5 (the value unit is seconds).
5. Conclusion

With the continuous development and rapid growth of spatial big data, the demand for visualization will become more evident in real time. Under the Spark platform, it is worth continuing to be studied from the perspective of streaming data processing to achieve real-time data visualization operations. Since its emergence, cloud computing has been attracting attention and has been developing at an extremely fast speed. However, due to potential security

| Node number | Sent data packet | Receive packet | Packet loss rate (%) |
|-------------|------------------|----------------|----------------------|
| Node 1      | 500              | 498            | 0.4                  |
| Node 2      | 500              | 488            | 2.4                  |
| Node 3      | 500              | 492            | 1.6                  |
| Node 4      | 500              | 484            | 3.2                  |

Table 4: Data packet experiment results.

---

![Figure 6: Use different ratios of experimental results.](image1)

![Figure 7: Experimental results of different query ratios.](image2)
Figure 8: Reference sequence segmentation error comparison.

Figure 9: Comparison with native system throughput.

Figure 10: Experimental results of the algorithm in this paper.
issues, many people and companies have been holding a wait-and-see attitude towards cloud computing. Among them, cloud storage security is the core that people pay most attention to. This paper conducts research from two perspectives of data integrity and data privacy protection research. The shortcoming of this article is that the projects in the article are all independent projects; that is, the work is divided into multiple independent computer projects for parallel computer processing. In a real cloud environment, many projects are not independent projects, but interdependent and important. Future work can explore how to improve the data center and reduce the completion time of dependent projects. In the design of the backup plan algorithm, only one indicator of the backup cost is considered. In the actual cloud environment, there are many factors that affect project organization, such as the storage space of resources. When designing project backups, future work may have a greater impact on all aspects.
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