Quantum Spin-Wave Materials, Interface Effects and Functional Devices for Information Applications
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With the continuous miniaturization of electronic devices and the increasing speed of their operation, solving a series of technical issues caused by high power consumption has reached an unprecedented level of difficulty. Fortunately, magnons (the quanta of spin waves), which are the collective precession of spins in quantum magnetic materials, making it possible to replace the role of electrons in modern information applications. In the process of information transmission, nano-sized spin-wave devices do not transport any physical particles; therefore, the corresponding power consumption is extremely low. This review focuses on the emerging developments of the spin-wave materials, tunable effects, and functional devices applications. In the materials front, we summarize the magnetic properties and preparation characteristics of typical insulating single-crystalline garnet films or metallic alloy films, the development of new spin-wave material system is also introduced. Afterward, we introduce the emerging electric control of spin-wave effects originating from the interface transitions, physical or chemical, among these films including, voltage-controlled magnetic anisotropy, magneto-ionic transport, electric spin-torque, and magnon-torque. In the functional devices front, we summarize and elaborate on the low dispassion information processing devices and sensors that are realized based on spin waves.
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INTRODUCTION

With the rapid development of science and technology, the revolution of electronic information technology has greatly changed our lives just within the course of few decades. The technological achievements of this decade have subverted people’s imagination a century ago. First invented in 1959, the integrated circuits have developed rapidly over the past 60 years. One of the key factors is Moore’s Law (Moore, 1965). In the past few decades, people have always regarded Moore’s Law as the core driving force for the development of the electronic information industry. Nevertheless, since 2005, one of the key elements of maintaining Moore’s Law, the miniaturization of semiconductor devices, has been significantly slowed down due to intrinsic physical constraints (Theis and Wong, 2017). This brings the imminent question, how long does Moore’s Law sustain? If Moore’s Law comes to an end, what would be the future of the integrated circuit industry? Three approaches are proposed in the related literature as the key plans to perpetuate the development of the integrated
circuit industry, namely “more Moore” (Li, 2012), “more than Moore” (Graef, 2011; Salah, 2017) and “beyond CMOS” (Hutchby et al., 2002; Bernstein et al., 2010; Nikonov and Young, 2013; Nikonov and Young, 2015; Pan and Naeemi, 2017).

Spin-wave devices based on magnetic materials are a new type of devices proposed under “beyond COMS” concept to replace the traditional charge transport devices (Rana and Ötani, 2019). Spin is an intrinsic particles’ property described in quantum mechanics, and spin waves are collective precession generated by the interaction of electron spins in metals, semiconductors, and insulators (Kruglyak et al., 2010). Spin-wave devices use wave amplitude, phase, and frequency as the carrier of information transmission and processing. The process of spin-wave propagation is only based on electron spin interactions, thus no physical particle transportation is involved. This results in extremely low power consumption by the spin-wave devices compared to the conventional CMOS devices (Kajiwara et al., 2010; Khitun et al., 2010). In addition, spin-wave sensors have a higher level of thermal stability and the innovative principle of magnetism provides them with unique advantages. Comparing with the conventional sensors, these provide the spin-wave sensors with a higher sensitivity, thermal stability, and lower cost (Goto et al., 2015; Matatagui et al., 2017).

Spin waves usually propagate in the waveguides made of magnetic thin films or strips. The spin-wave dispersion (the relationship between the spin-wave frequency and the wave number) depends on various parameters, such as the waveguide geometry (Chumak et al., 2014), Oersted field induced by the electric current (Rousseau et al., 2015) and spin-wave material properties (Qin et al., 2018), etc. Among these parameters, the magnetic material determines the basic performance of the device. Therefore, the choice of material is a key factor in the application of the spin-wave devices.

Single-crystal yttrium iron garnet (YIG) has a small Gilbert damping constant, a narrow ferromagnetic resonance linewidth, and other highlights (Dubs et al., 2017). Nevertheless, its saturation magnetization is rather small which limits its spin-wave frequency. Other spin-wave alloy materials, such as permalloy, have a higher level of thermal stability and the innovative principle of magnetism provides them with unique advantages. Comparing with the conventional sensors, these provide the spin-wave sensors with a higher sensitivity, thermal stability, and lower cost (Goto et al., 2015; Matatagui et al., 2017).

Spin waves usually propagate in the waveguides made of magnetic thin films or strips. The spin-wave dispersion (the relationship between the spin-wave frequency and the wave number) depends on various parameters, such as the waveguide geometry (Chumak et al., 2014), Oersted field induced by the electric current (Rousseau et al., 2015) and spin-wave material properties (Qin et al., 2018), etc. Among these parameters, the magnetic material determines the basic performance of the device. Therefore, the choice of material is a key factor in the application of the spin-wave devices.

Single-crystal yttrium iron garnet (YIG) has a small Gilbert damping constant, a narrow ferromagnetic resonance linewidth, and other highlights (Dubs et al., 2017). Nevertheless, its saturation magnetization is rather small which limits its spin-wave frequency. Other spin-wave alloy materials, such as permalloy, CoFeB, and Heusler alloy have a higher saturation magnetization and Curie temperature (Chumak et al., 2017), but their Gilbert damping constants are one to two orders of magnitude larger than YIG. Materials with such a high Gilbert damping constant are not conducive to the propagation and practical application of spin waves. The preparation of spin-wave thin films needs to consider both the film quality and film thickness, but these two indicators are usually opposed to each other. To pursue better spin-wave characteristics and new magnetic physical phenomena, the exploring of new materials aims at emerging fields such as antiferromagnetic materials (Nishitani et al., 2010), YIG modification (Sharma and Kuanr, 2018) and topological magnon insulators (Wang et al., 2018c). The structure design of spin-wave materials is mainly focused on magnonic crystals (Nikitov et al., 2001; Chumak et al., 2008; Krawczyk and Grundler, 2014). At the same time, the new interface effects found in magnetic heterostructures provide innovative means for spin-wave manipulation.

Various magneto-electric effects, including voltage-controlled magnetic anisotropy (VCMA) (Dieeny and Chshiev, 2017), magneto-ionic transport (Tan et al., 2019), electric spin-torque (Madami et al., 2011; Divinskiy et al., 2018) and magnon-torque (Wang et al., 2019), are capable of improving the spin-wave manipulation efficiency while effectively reduce the power consumption during the process. Therefore, magneto-electric effects enable the development of all-voltage-controlled spin-wave devices with extremely low power consumption.

Spin-wave functional devices have also been developed steadily based on spin-wave materials and the related effects and are becoming a mature technology. The basic manipulation processes required by spin-wave logic devices such as spin-wave phase shift (Wang et al., 2018b), signal division (Heussner et al., 2017), and channeling (Wagner et al., 2016) are also achieved. Spin-wave sensors have also attracted increasing attention due to their high level of thermal stability (Goto et al., 2015), accuracy (Matatagui et al., 2017).

The above-mentioned recent developments enable spin waves to find their roles in modern information applications. In this paper, an application chain of the spin-wave information technology is constructed. The application chain is built upon the spin-wave materials, their novel interface effects, and spin-wave functional devices. We start from the magnetic properties and preparation characteristics of typical spin-wave materials. Then we introduce the latest developments including recent exploration of new (e.g., antiferromagnetic spin-wave materials, modified YIG and topological magnon insulators), and structurally designed materials (e.g., magnonic crystals). We then summarize the origins, mechanisms, and applications of novel magneto-electric effects in magnetic heterostructures, including VCMA, magneto-ionic transport, electric spin-torque, and magnon-torque. After reviewing the spin-wave materials and interface effects, we further introduce the internal principles and outstanding advantages of the latest spin-wave functional devices from the perspective of information processing and sensing. Finally, we conclude the current status of spin-wave technology, and further provide some insights on the future development trends in this research area.

QUANTUM SPIN-WAVE THEORY AND MATERIALS

Basic Theory of Spin-Wave

The existence of several major energy terms in micromagnetic theory provides an explanation for the concept of effective field in the process of spin-wave propagation. These energy terms can be considered as Zeeman energy, exchange energy, magnetocrystalline anisotropy energy and demagnetizing energy.

Under the static magnetic field $\mathbf{B}$, the energy of a magnetic moment $\mathbf{\mu}_i$ at site $i$ is

$$U_i = -\mathbf{\mu}_i \cdot \mathbf{B}$$ (2.1)

We consider only the Heisenberg interaction, so that the exchange energy is given by
\[
U_{ex} = -2J \sum_i \vec{S}_i \cdot \vec{S}_{i+1} \tag{2.2}
\]

\( J \) is the nearest neighbor exchange parameter, \( \vec{S}_i \) is spin angular momentum operators at site \( i \). Consider now a simple ferromagnet with Zeeman and exchange energies only, we can write the spin Hamiltonian as

\[
\tilde{H} = -g\mu_B \sum_i H_0 \vec{S}_i - J \sum_{i,j} \vec{S}_i \cdot \vec{S}_j \tag{2.3}
\]

Where \( \mu_B \) is the Bohr magneton and \( g \) is the spectroscopic splitting factor. \( H_0 = H_0 - N_e z_\mu S + H_A \), which including the influence of external field \( H_0 \), demagnetization energy and magnetocrystalline anisotropy field \( H_A \). The second term of Eq. 2.3 represents the exchange energy, where \( \vec{S} \) is the vector connecting point \( i \) and the nearest neighbors. The detailed reasoning process refers to the literature (Rezende, 2020).

The effective field can be obtained

\[
\tilde{H}_{eff} = \frac{1}{\mu_0} \frac{\delta \varepsilon}{\delta \vec{M}} \tag{2.4}
\]

where \( \varepsilon = \varepsilon_{ex} + \varepsilon_{ex} + \varepsilon_k + \varepsilon_d \), which is the sum of the total energy of magnetic materials per unit volume. \( M \) is the magnetization intensity. When the local magnetic moment reaches the equilibrium state under the action of the effective field \( \tilde{H}_{eff} \) the magnetic moment \( \mu \) will be arranged in parallel along the direction of the effective field to achieve the lowest energy of the system. But when it deviates from the equilibrium state, it feels a torque

\[
\tau = \mu \times \mu_0 \tilde{H}_{eff} \tag{2.5}
\]

Under the semi-classical approximation, the relationship between magnetic moment \( \mu \) and angular momentum \( L \) is as follows:

\[
\mu = -\gamma |L| \tag{2.6}
\]

\( \gamma \) is the gyromagnetic ratio. According to the law of conservation of angular momentum, the time rate of change of angular momentum is equal to the torque \( \tau \)

\[
\frac{dL}{dt} = \tau \tag{2.7}
\]

From Eqs 2.5–2.7, we obtained

\[
\frac{d\mu}{dt} = -\gamma |\mu_0 (\mu \times H_{eff}) \tag{2.8}
\]

In a ferromagnet, the magnetization \( M \) is the magnetic moment per unit volume, and Landau-Lifshitz (LL) equation can be obtained by replacing \( \mu \)

\[
\frac{dM}{dt} = -\gamma |\mu_0 (M \times H_{eff}) \tag{2.9}
\]

In the above equation, if the magnetization vector \( M \) is not parallel to the effective field \( H_{eff} \), the magnetic moment \( \mu \) will keep precessing around the direction of \( H_{eff} \) which obviously does not meet the physical law. To solve this problem, T. Gilbert introduced the damping term, and the magnetic moment will be parallel to the effective field direction gradually under the damping action. Landau-Lifshitz and Gilbert (LLG) equation is obtained, where \( \alpha \) is the dimensionless damping factor

\[
\frac{dM}{dt} = -|\mu_0 (M \times H_{eff}) + \frac{\alpha}{M_0} (M \times \frac{dM}{dt}) \tag{2.10}
\]

The spin-wave is the non-uniform precession of the magnetic moments, and the adjacent magnetic moments are not parallel. For a standard ellipsoid, the effective field can be expressed by

\[
H_{eff} = (H - N_e M_e) \epsilon_x + H_{ex} + H_{demag} \tag{2.11}
\]

where \( H_{ex} = -2A k^2 / \mu_0 M_e \), \( m \) represents the exchange field, \( H_{demag} = -k (km) / k^2 \) represents the demagnetizing field, \( H \) is the external magnetic field parallel to the \( Z \) axis. Substituting Eq. 2.11 into the LLG equation, we can get the frequency expression of the spin-wave

\[
\omega = \sqrt{\left( \omega_{HF} - \omega_{RM} + \omega_{ex} \right)^2 + \omega_{HF}^2 - \omega_{RM}^2 + \omega_{ex}^2 + (\omega_{RM} \sin^2 \theta)} \tag{2.12}
\]

where \( \omega_{HF} = \gamma H, \omega_{RM} = \gamma M_e, \omega_{ex} = 2 \gamma A / \mu_0 M_e, \theta \) satisfy the following relations

\[
k = k \left( \sin \theta \epsilon_x + \cos \theta \epsilon_y \right) \tag{2.13}
\]

**Equation 2.12** represents the relationship between the spin-wave frequency \( \omega \) and the wave vector \( k \), which is also called the spin-wave dispersion relationship.

It is worth mentioning that, in addition to solving the governing equation of spin-wave propagation using the classical LLG equation, another method using first-principles is also very successful (see reference (Tancogne-Dejean et al., 2020)). Tancogne-Dejean et al. obtained systematic dynamical properties through the time-dependent Kohn–Sham equations in real time, which reveals the transverse magnetic excitation spectrum of the magnet, and provides an important reference to analyze magnonic excitation within the first-principles framework.

**Magnetic Properties of Typical Spin-Wave Materials**

We have witnessed an unprecedented progress in the discovery of new materials, structures and effects during the last 100 years. The exquisite blueprints drawn by the scientists and researchers and materialized by the industry fundamentally affected and changed our day-to-day life. During the last few decades, in-depth investigations have shown that magnetic materials, such as YIG (Dubs et al., 2017), permalloy (Michelini et al., 2002), CoFeB (Conca et al., 2013) and Heusler alloy (Kubota et al., 2009) provide clear advantages as spin-wave carriers.
Chumak et al. (2017) summarized the magnetization parameters and spin-wave characteristics of the above-mentioned four typical spin-wave materials, and concluded that the spin-wave materials should have four basic requirements: a) a small-value Gilbert damping constant that ensures that propagation of spin waves without excessive dissipation; b) a high saturation magnetization that ensures sufficient spin-wave frequency and group velocity; c) a high-value Curie temperature that provides thermal stability; and d) ease of processing. Gilbert damping constant, the intrinsic parameter of spin-wave materials, determines the group velocity of spin waves, and the product of spin-wave group velocity and lifetime is the mean free path of spin waves. Since the mean free path represents the transmission capacity of spin waves in the waveguide, Gilbert damping constant is one of the most important parameters of spin-wave materials. The saturation magnetization of spin-wave materials also determines the propagating frequency and group velocity. Furthermore, Curie temperature represents the critical point for ferromagnetic/ferrimagnetic materials to transform into paramagnetic materials, which is the key factor to evaluate the thermal stability of spin-wave electronic devices.

As it is seen in Table 1, Gilbert damping constant of single-crystal YIG thin film (\(\mu\)-thick) is in order of \(10^{-5}\). The lifetime of spin waves in \(\mu\)-thick YIG thin films is in order of hundreds of nanoseconds, and the mean free path is in order of thousands of microns. This set of characteristics is unmatched by any other materials. This is because YIG has a weak spin-orbit interaction, which results in a weaker magnon-phonon coupling than other magnetic materials. Therefore, YIG demonstrates an extremely low magnetic loss and Gilbert damping constant (Dubs et al., 2017). Note that permalloy and CoFeB are amorphous, and Heusler alloy is single crystal. Compared to YIG, spin-wave alloy materials still have a big gap in spin-wave propagation characteristics, but they generally have a higher saturation magnetization and Curie temperature. Therefore, the spin waves have a higher frequency in alloy materials, and metal-based spin-wave devices are more stable at high temperature. It should be also noted that permalloy is known for its high permeability, low coercivity, and low magnetic anisotropy (Chin, 1971; Michelin et al., 2002), and is an important part of spin valve devices (Tanoue and Tabuchi, 2001). Heusler alloy with semi-metallic properties have a very large spin polarization effect (Hillebrands and Felser, 2006) due to the energy gap in the up and down spin channel at its Fermi level, which results in generating fully spin-polarized conduction electrons (Kubota et al., 2009).

**Preparation Characteristics of Typical Spin-Wave Materials**

Table 2 summarizes the preparation characteristics of the thin films made of the above four spin-wave materials, including the main preparation technologies, substrate materials, and main preparation parameters. Magnetron sputtering is relatively common among various preparation technologies. This is because magnetron sputtering is easy to adjust and capable of sputtering the high-melting-point target materials made of different metals, alloys, and oxides (Kelly and Arnell, 2000). In addition, permalloy thin films prepared by electrochemical deposition have the most prominent feature of rapid growth (Zubbar et al., 2018). Among the thin film parameters, thickness and surface roughness are considered as the key factors for preparing micro-nano spin-wave electronic devices.

In general, thinning thickness is one of the main development trends in spin-wave materials. However, the magnetization dynamic characteristics of YIG ultra-thin films with nanometer-level thickness are not constant and their spin-wave attenuation length, group velocity, Gilbert damping, and other spin-wave characteristics may decline. The lowest Gilbert damping constant for such films is around \(2 \times 10^{-4}\) (Onbasli et al., 2014). Although YIG ultra-thin provides great advantages over other type of materials, it is far from YIG bulk materials. This is mainly due to the internal structure, composition phase and surface morphology of the films. Therefore, the preparation technology of nanometer-thick spin-wave films remains to be further explored.

YIG thin films are generally grown on gadolinium gallium garnet (GGG) substrates with (111) orientation. The main preparation techniques include liquid phase epitaxy (LPE), pulsed laser deposition (PLD), and magnetron sputtering (MS). The details of LPE has been developed in 1970s and solves solute and flux with a proper composition at a high temperature to form saturated melt for film preparation. The supercooling effect is then achieved by cooling within a large temperature range. Due to the supercooled precipitation of solute, YIG thin films with the same lattice constant as the substrate then grow on the substrate at a constant temperature. Although the preparation process is complex and the preparation cost is high, it is still one of the best choices for the preparation of \(\mu\)-thick YIG films (Levinstein et al., 1971; Dubs et al., 2017). YIG films prepared by LPE method are relatively thick, and the typical root mean square (RMS) surface roughness value is maintained at a high level, between 0.3–0.8 nm. Another preparation technology, PLD, is recently considered as the mainstream choice of YIG ultrathin films. The basic preparation process of PLD is using a high-energy pulsed laser to ionize the specific target. The plasma plume generated is then deposited and then nucleated on the surface of the GGG substrate. The PLD requires oxygen atmosphere, and its main advantage is the ability to obtain a more accurate stoichiometric ratio than that of other preparation technologies. This enables preparation of YIG ultra-thin films with thickness as low as 5 nm, and up to the standard surface roughness and magnetic properties (Sun et al., 2012; d’Allivy Kelly et al., 2013). MS can also be used to prepare YIG thin films, but the obtained Gilbert damping constant is generally about three times larger than that of PLD. This is because the sputtering parameters have an important influence on the microstructure of the films (Liu et al., 2014). For instance, a higher annealing temperature and a longer annealing time tend to aggravate the diffusion effect of atoms at the interface.

The preparation techniques of permalloy materials are mainly based on electrochemical deposition (ED), magnetron sputtering
The Gilbert damping constant in Heusler alloy thin alloy has the best spin-wave properties among the three alloys. The sputtered Heusler preparation is as low as 5 nm-thick YIG Permalloy CoFeB Heusler alloy

| Chemical composition | μm-thick YIG | nm-thick YIG | Permalloy | CoFeB | Heusler alloy |
|----------------------|-------------|-------------|-----------|-------|--------------|
| Structure            | Y₃Fe₅O₁₂    | Y₃Fe₅O₁₂    | Amorphous | Amorphous | Single crystal |
| Gilbert damping      | 5 × 10⁻⁵    | 2 × 10⁻⁴    | 7 × 10⁻⁵  | 4 × 10⁻³ | 3 × 10⁻³     |
| Saturation magnetization (kA·m⁻¹) | 140        | 140        | 800       | 1,250  | 1,000        |
| Exchange constant (μJ·m⁻³)    | 3.6        | 3.6        | 16        | 15     | 13           |
| Curie temperature (K)  | 560        | 560        | 550–870   | 1,000  | >980         |
| Lifetime (ns)         | 604.9      | 150.2      | 1.3       | 1.6    | 2.6          |
| Velocity (km/s)       | 33.7       | 0.23       | 2.0       | 3.5    | 6.9          |
| Mean free path (μm)   | 20,400     | 35.1       | 2.7       | 5.7    | 6.9          |
| Ratio of mean free path to wavelength | 64.9   | 27.9       | 2.1       | 4.5    | 5.5          |

Development of New Spin-Wave Material Systems

Antiferromagnetic Spin-Wave Materials

Antiferromagnets are highly magnetically ordered materials with periodic and symmetrical magnetic moments. In contrast with ferromagnetic materials, the magnetic moments of adjacent atoms in antiferromagnetic materials are antiparallel and two sets of opposite magnetic sublattices are closely coupled (Kittel, 1951). Therefore, below Neel temperature, antiferromagnetic materials macroscopically appear to be nonmagnetic. This special antiferromagnetic structure results in no net magnetism in the ground state. Such a characteristic result in increased robustness to the external stray magnetic fields. This further causes easily magnetic excitation at terahertz frequencies under the interaction of its internal strong exchange coupling and other external disturbances, e.g., laser irradiation (Nishitani et al., 2010). In addition, the maximum driven velocity of antiferromagnetic domain wall is several orders of magnitude larger than that of ferromagnetic domain wall (Shiino et al., 2016). Although some studies have explained the antiferromagnetic ordering of CaFe₂As₂ based on the interaction between spin waves and magnetic exchange (see, e.g., Zhao et al., 2009), the antiferromagnetic properties need further investigations.

Recently, researchers paid a lot of attention to antiferromagnetic spin waves and magnons. By applying other technologies, antiferromagnetic materials (especially NiO) have shown unique advantages in magnon excitation and spin-wave manipulation at high frequency and high speed. Nishitani et al. (2010) realized THz spin-wave excitation of antiferromagnetic single-crystal NiO under femtosecond laser irradiation and showed that Raman scattering is the likely mechanism behind this phenomenon. The relativistic kinematics of antiferromagnets explain that by increasing the domain wall velocity to the spin-wave group velocity, the domain wall is capable to emit THz spin waves (Shiino et al., 2016). Furthermore, it is shown that the energy can be transferred to the magnon mode by optical excitation. This has been proved through experiments by inverse Faraday effect and inverse Cotton-Mouton effect, where the excitation efficiency of the latter is about three orders of magnitude higher than that of the former (Tzschaschel et al., 2017).
mainly due to capability of antiferromagnets to accommodate both left-circular and right-circular polarized spin-wave modes. Antiferromagnetic materials also create the smallest spin-wave waveguide on record. For the first time, Patil et al. (2016) reported propagation of 43 THz spin waves in NiO nanorods with a length of 700 nm. Such a small size is explained based on the unique antiferromagnetism and geometric characteristics of NiO nanorods, and based on the fact that magneto-optical Faraday effect is the key factor in the process of spin-wave detection. Traditional Brillouin scattering spectroscopy can only be used to detect and observe spin waves with a few microns of wavelength.

**Modification of Yttrium Iron Garnet**

Modification of YIG is usually referred to the preparation of new materials by doping YIG (Rare-Earth-Doped Yttrium Iron Garnets, R: YIG) or replacing Y (Rare-Earth Iron Garnets, RIG) with other rare Earth elements. Modified YIG materials provide outstanding advantages in terms of spin-wave performance and magneto-optical properties.

Table 3 summarizes the characteristics of the modified YIG made by doping or substituting YIG with Eu, Lu, Tm, and other rare Earth elements. Comparing the modified YIG in Table 3, with those of pure YIG materials in Table 1, it is seen that the spin-wave damping property in modified YIG is not improved, and the Gilbert damping constant in pure YIG is the smallest (5 × 10⁻⁷). In Ce: YIG, the Gilbert damping constant of Y₂₀.₈₅Ce₀.₁₅Fe₅O₁₂ is 2.8 × 10⁻³ (Sharma and Kuanr, 2018). With the increase of Ce content, the Gilbert damping constant of Y₂ₓCeₓFe₅O₁₂ increases to the order of 10⁻² (Kehlberger et al., 2015), and the similar situation occurs in La: YIG (Sharma and Kuanr, 2018; Jin et al., 2019). If Y is completely replaced by other rare Earth elements (e.g., Eu, Lu and Tm), the Gilbert damping constant in RIG is around 10⁻² in order of magnitude, showing its highest level (Rosenberg et al., 2018; Crossley et al., 2019). These data indicate that YIG has unique advantages in spin-wave propagating characteristics, which is difficult to be replaced.

Although modification of YIG with the rare Earth elements material does not improve Gilbert damping constant, it provides special advantages in magneto-optical and other magnetic properties. For instance, Bi: YIG and BIG provide the largest magneto-optical constant in the iron garnet family and its Faraday rotation angle reached 60°/λ in the visible light range (λ = 430 nm). Furthermore, Ce: YIG demonstrates both enhanced Faraday effect (Gomi et al., 1991) and enhanced magneto-optical Kerr effect (Kehlberger et al., 2015). These excellent magneto-optical properties are of great significance to the design of integrated magneto-optical devices such as isolators and circulators. In addition, YIG films modified by rare Earth elements Ce (Lage et al., 2017), Bi (Sellappan et al., 2017; Soumah et al., 2018), Eu (Rosenberg et al., 2018) and Tm (Quindeau et al., 2017) can be used to control the magnetic anisotropy of the films. By reducing the thickness of these modified YIG films to a certain extent, the films show perpendicular magnetic anisotropy. Some believe that this is due to the magnetoelastic anisotropy caused by the epitaxial mismatch strain of the film on the substrate (Sellappan et al., 2017; Rosenberg et al., 2018). Another explanation for this is that
the transformation of the easy magnetic axis orientation is the result of competition between decreasing saturation magnetization and the constant uniaxial perpendicular anisotropy (Popova et al., 2013).

**Topological Magnonics**

The topological phase of matter and non-traditional chiral edge mode are believed to exist in various classical systems. The edge mode is robust to disturbances and is not sensitive to material parameters. Recently, the topological origin of the unidirectional magnetostatic surface spin waves has been deduced (Shindou et al., 2013; Yamamoto et al., 2019), implying that the topological phase of matter exists in a broader field including spintronics. For the first time, Chisnell et al. (2015) developed a two-dimensional topological magnon insulator, in which the degree of freedom of spin is similar to that of electrons in electronic topological insulators. This corroborates the existence of protecting chiral edge modes of spin waves. Collective spin excitations of chiral surface states were found in a three-dimensional topological insulator Bi2Se3 (Kung et al., 2017). Compared with the edge modes of spin waves, the strong spin-orbit coupling ensures the robustness of the spin waves.

The polarized Raman spectrum of Bi2Sn3 was measured experimentally, showing a resonance peak at 150 meV. It was found that the experimental result is in coincidence with the theoretical result of transverse chiral spin waves (calculated Raman spectrum), determined that the mode of spin waves propagate in three-dimensional topological insulator Bi2Sn3 is transverse chirality. The main computational process of Raman response is as follows (for a more detailed calculation process, see reference Kung et al. (2017)):

The chiral surface state of three-dimensional topological insulators can be expressed by the Hamiltonian operator

$$\tilde{H}(\mathbf{k}) \equiv \frac{k^2}{2m^*} \tilde{\sigma}_0 + v_1 \mathbf{\sigma} \cdot \mathbf{k} \quad (2.14)$$

where \(m^*\) is the effective mass, \(\tilde{\sigma}\) is the Pauli matrix, and \(\tilde{\sigma}_0\) is a \(2 \times 2\) unit matrix, \(\mathbf{k}\) describes hexagonal warping of the surface states away from the Dirac point. The low and high-energy Dirac cones of the surface state can be obtained, which are \(l_{1,2}\) and \(u_{1,2}\), respectively. Therefore, the resonance part of the Raman vertex can be written as

$$\gamma(\mathbf{k}) = \frac{(\mathbf{e}_i \cdot \mathbf{p}_{nl}) (\mathbf{e}_j \cdot \mathbf{p}_{nl})}{E_{l_2}(\mathbf{k}) - E_{l_1}(\mathbf{k}) - \Omega_l} + \frac{(\mathbf{e}_i \cdot \mathbf{p}_{nl}) (\mathbf{e}_j \cdot \mathbf{p}_{nl})}{E_{l_2}(\mathbf{k}) - E_{l_1}(\mathbf{k}) - \Omega_l} \quad (2.15)$$

The two terms in the right-hand side of Eq. 2.15, respectively, represent the interaction mechanism between holes to electrons, and holes to holes. Due to the characteristics of Bi2Se3, the second term is basically dispersion-free and the first term is small, which is consistent with the experiment (only one resonance is observed). The initial and final states of the Raman vertex form a \(2 \times 2\) space, then the Raman response function is written as

$$R(\omega, T) \propto \chi_{EE}^{\alpha \beta}(\omega, T)/(E_k - \Omega_l)^2 \quad (2.16)$$

Where \(\chi(\omega, T)\) represents the multi-body interaction, which can be approximated by Hubbard-like interaction

$$\tilde{\chi}(\omega, T) = -\tilde{\Pi}(\omega, T) \left(1 + \frac{U}{2} \tilde{\Pi}(\omega, T)\right)^{-1} \quad (2.17)$$

\(\tilde{\Pi}(\omega, T)\) is obtained by analytic continuation of

$$\Pi_{ff}(i\omega_n) = \frac{T}{\pi} \sum_{\epsilon_m} \text{Tr} \left[ \tilde{\sigma}_\alpha \tilde{G}_\beta(i\epsilon_m + i\omega_n) \tilde{G}_\alpha(i\epsilon_m) \right] \quad (2.18)$$

where \(\int_{\mathbf{k}} \equiv \int [d^2k/(2\pi)^2], \quad \tilde{G}_\alpha(i\epsilon_m) = \tilde{G}_\alpha = \tilde{H}(\mathbf{k}) + E_{\mathbf{k}} + isgn(\epsilon_m)\Gamma/2, \quad \tilde{H}(\mathbf{k})\) is given by Eq. 2.14, \(\Gamma\) is the impurity broadening. The results show that the peak state, amplitude, and signal change with temperature of calculated Raman spectrum are almost consistent with the actual measured Raman spectrum.

With the continuous in-depth research, spin waves with robust topological properties brought to the attention of the research community, see, e.g., Roldán-Molina et al. (2016) and Chen et al. (2018). Topological chiral edge spin waves (TESWs) generally exist in perpendicularly magnetized ferromagnets with a honeycomb lattice as shown in Figure 1A (Wang et al., 2018c). For example, Lu2V2O7 (Onose et al., 2010) with pyrochlore structure and Cu[1,3-bdc] (Chisnell et al.,
TESWs are a result of competition among Heisenberg exchange, Dzyaloshinskii–Moriya interaction and other physical mechanisms (Roldán-Molina et al., 2016; Chen et al., 2018), which are caused by spin-orbit coupling.

This topological chiral edge mode is different from the traditional magnetostatic spin-wave mode but is similar to the topological protected edge state in electronic topological insulators. As shown in Figure 1B, the excited spin waves propagate in a single direction along the surface or edge of the sample and are insensitive to sample’s geometry, defects, and external disturbances. This enables utilization of such materials as an appropriate information carrier in spin-wave information applications (Wang et al., 2017). Due to the unique advantages of TESWs, Wang et al. (2017) and Wang et al. (2018c) proposed the concept of “topological magnonics” using sample edges and domain walls to control the propagation of TESW. This enables designing topological spin-wave diodes, beam splitters, and interferometers (Figure 1C), thus opens up a new research direction namely robust, reconfigurable and scalable topological spin-wave circuits.

**Magnonic Crystals**

Magnonic crystals are formed by periodically adjusting material parameters, see, e.g., Ciubotaru et al. (2013), Obry et al. (2013), Banerjee et al. (2017), and Richardson et al. (2018) or external fields, see, e.g., Chumak et al. (2009) and Ustinov et al. (2019). As an artificial magnetic crystal, magnonic crystals are an important component of spin-wave devices. By using the periodic characteristics of magnonic crystals, the dispersion relationship and propagation characteristics of spin waves can be adjusted statically or dynamically. This also enables spin-wave filtering and other functions. Figure 2A shows a magnonic crystal with a groove array, where the width and height of the groove determine the propagating characteristics of the passing spin waves (Richardson et al., 2018).

Figure 2B shows the spin-wave propagation characteristics (left side) and dispersion relationship (right side) of magnonic crystal in Figure 2A. It can be clearly seen that the spin waves are forbidden to a certain extent at specific frequencies (4.18, 4.23 and 4.3 GHz) known as “band gaps,” while other frequencies can freely propagate. This is because of period change in the width, thickness, internal and external field parameters of magnonic crystals. In this periodic structure, Bragg scattering has a certain impact on the spectrum of the spin waves and generate “band gaps” that exclude the transmission of spin waves (Chumak et al., 2017).

Table 4 presents the status of development in different magnonic crystals at home and abroad in detail, including classification, designing mechanisms, respective characteristics, and the corresponding realized applications. As shown in Table 4, magnonic crystals can be divided into three categories: static, reconfigurable, and dynamic. Among them, the geometry and inherent magnetism of the static magnonic crystals vary periodically, hence it is unchangeable once the magnonic crystal is manufactured (Choudhury et al., 2017; Sadovnikov et al., 2018). The magnetic properties of reconfigurable magnonic crystals can be changed as needed which means that the propagation characteristics of spin waves can be flexibly changed (Vogel et al., 2015; Albisetti et al., 2016). The magnetic properties of dynamic magnonic crystals can also be changed, and the adjustment speed is even faster than the spin-wave propagation speed. Figure 2C is a schematic diagram of dynamic magnonic crystal based on current regulation. By changing the current, the transverse magnetic field of the magnetic crystal is also changed, thus the propagation characteristics of the passing spin waves can be adjusted accordingly, see, e.g., Chumak et al. (2009) and Rana and Otani (2019).

As a typical representative of the structure design of spin-wave materials, magnonic crystals are widely used in spin-wave devices. Filtering characteristics of magnonic crystals also facilitate building spin-wave filters. In addition to the filtering function, magnonic crystals are used in spin-wave logic devices (Nikitin et al., 2015), spin-wave transistors (Chumak et al., 2014), and spin-wave thermo electron applications (Albisetti et al., 2016), etc., and play a significant role in versatile development of multifunctional spin-wave devices.

**INTERFACIAL MAGNETOELECTRIC EFFECTS**

**Voltage-Controlled Magnetic Anisotropy**

Magnetic properties of materials controlled by electric field (voltage) are seen in many material systems. For example, in ferromagnetic materials, the magnetism can be manipulated by changing the number and density of charge carriers, while in multiferroic materials, coupling between electric field and magnetization occurs through electrical polarization (Matsukura et al., 2015). Voltage-controlled magnetic anisotropy (VCMA) generally occurs in metal (ferromagnet)/metal oxide (insulator) structures and can be also referred to as electrical manipulation of interfacial perpendicular magnetic anisotropy (iPMA). The most common VCMA structure is Fe/Co/MgO heterojunction. Applying an electric field in the interface between the metal film and insulator, due to the spin-orbit coupling interaction (Fe 3d-orbitals of strongly bond with the O 2p-orbitals) leading to charge transfer from 3d-orbitals to 2p-orbitals. Because the occupancy of 3d-orbitals electrons determines the direction and magnitude of magnetic anisotropy of ferromagnet films, the applied electric field can be used to control iPMA (Rana and Otani, 2019). The Fermi energy position at the interface is also changed due to hybridization between the orbits. This can be considered as an adjustment of Fermi energy position on magnetic anisotropy (Matsukura et al., 2015). Furthermore, in VCMA the change of iPMA is linearly proportional to the applied electric field (Duan et al., 2008), i.e., $\Delta K_S = \beta E$, where $\Delta K_S$ is the change of iPMA and $\beta$ is VCMA coefficient.

VCMA provides a breakthrough for the development of spin-wave devices and spin-wave manipulations. The conventional methods of controlling spin waves by current-induced Oersted field or spin-transfer torque increase the thermal management...
cost and further damages the life cycle of the devices. The spin-wave manipulation methods based on VCMA however only need enough electrons to charge and discharge the capacitor. This significantly reduces the power dissipation and adds non-volatile function compared to the charge-current methods (Matsukura et al., 2015). In the following we introduce the basic operations of VCMA including spin-wave excitation, conduction, phase shift and amplification.

Spin-wave excitations by VCMA can be divided into linear and nonlinear parametric excitations. Conventional parametric excitation system requires a high threshold value of the magnetic field which leads to a high energy consumption and Joule heating (Urazhdin et al., 2010). In this context, VCMA achieves nonlinear parametric excitation with a lower energy consumption in an elliptical nano magnetic tunnel junction (see Figure 3A; Chen et al., 2017). The magnetization direction of Co20Fe60B20/MgO interface is also controlled by the voltage instead of the magnetic field pumping used in the original system. Spin waves are excited by non-linear parameters where VCMA is combined with magnetization parameter resonance. The driving voltage is as low as 0.136 V which reduces the threshold value and energy consumption of the process. However, the nonlinear relationship and the amplitude of excited spin waves results in complexities in the application of spin-wave logic devices, and a certain value of threshold is still needed. To solve this issue, a linear parametric excitation method based on VCMA is proposed in Rana et al. (2017). As shown in Figure 3B, the top strip Au electrode is deposited on the waveguide made of multi-layer thin film. Further, the perpendicular magnetic anisotropy at the interface between CoFeB and MgO is regulated by applying a radio frequency (RF) voltage on the electrode. Spin waves with short wavelength are locally excited in linear form without requiring a voltage threshold as shown in Rana et al. (2017).

One of the difficulties in using spin waves to replace charge-currents as information transport carrier is to find solution to control spin waves propagation as effectively as using voltage to control the current flow. There are several techniques to design the spin-wave propagation channel among them making the spin-wave waveguide into strips has been investigated in Urazhdin et al. (2014) and Vogt et al. (2014). The issue however is that once the waveguide is completed, the function is fixed. Another technique is to control the propagation of spin waves by using Oersted field inside the waveguide (Sadovnikov et al., 2016; Heussner et al., 2017). In this technique, Oersted magnetic field is driven by direct current. As mentioned before, this inevitably brings about a high energy consumption as well as...
nonlocal Oersted field problems. VCMA also provides a new approach for designing spin-wave nano propagation channels. Using micromagnetic simulation, Rana and Otani (2018) showed that the spin-wave propagation channels designed based on VCMA are very simple. They further showed that these channels provide a unique advantage by controlling a few closely spaced spin-wave nanochannels at the same time. As shown in Figure 4A, by applying a positive voltage to the electrode above the waveguide, a perpendicular magnetic anisotropy is created in the direction out of the plane. This induces the magnetostatic forward volume-like spin waves that are propagated along X direction in the electrode covering area of the waveguide. The propagation of spin waves is terminated by setting the electrode voltage to 0 (see Figures 4B–D). Based on this principle, a variety of spin-wave nanochannels are designed including single channel, multi-channels, curved channel and Y-shaped channel. It is also shown in Rana and Otani (2018) that by using VCMA, the spin waves can be effectively switched in multiple channels.

Spin-wave phase shifter is one of the key components in spin-wave logic devices (Kostylev et al., 2005; Lee and Kim, 2008). The phase shift operation of spin waves is usually completed using Oersted magnetic field induced by current (Schneider et al., 2008; Hansen et al., 2009). In addition to producing a lot of Joule heat, this also affects the normal operation of other components because of the nonlocality of Oersted field. Rana and Otani (2018) realized XNOR and NAND gates by the phase shifters based on VCMA. The underlying mechanism is that VCMA affects the spin-wave dispersion, therefore, applying a positive voltage to the electrode, increases the vector of the spin waves passing through the waveguide. As shown in Figure 4F, different voltage values are corresponded to different wave vectors. Note that the spin-wave phase is equal to the product of wave vector and the propagation distance. Therefore, different phase accumulation occurs, where spin waves with different wave vectors pass through the waveguide under the action of VCMA.

In addition to the above basic operations, VCMA may be used for spin-wave amplifications. There is no study on directly inducing the amplitude enhancement of spin waves by VCMA, but some researches have shown that indirect amplification of spin waves can be achieved by reducing the magnetic damping of materials (Divinskiy et al., 2018). Okada et al. (2014) found that where the film thickness is determined, Gilbert damping constant and interface magnetic anisotropy energy density are linearly decreased with increasing the applied electric field while the modulation ratio is fixed. In a case where the film thickness is 1.4 nm, by increasing the voltage from 0 to 0.15 V the damping constant decreases from 0.0126 to 0.0122. Although the attenuation degree is only 3%, it is expected to effectively reduce the spin-wave damping by increasing the electric field intensity and modulation ratio. Although both the damping constant and the VCMA are explained by the second-order perturbation of the spin-orbit interaction (Bruno, 1989; Kamberský, 2007), the research on the relationship between them is still nonexistent.

**Magneto-Inonic Transport**

Previous studies have shown that ion migration in materials changes the thermal conductivity (Padture et al., 2002), optical properties (Lu et al., 2017), electrical conductivity (Waser et al.,
magnetic properties (Bi et al., 2014), etc. Various functions in new devices can be achieved by using the electric field-controlled ion migration effect. The modulation of magnetic moments and anisotropy through ion migration is called magneto-ionic transport. This can influence the hybridization of 3d-orbitals in ferromagnets and 2p-orbitals in oxygen on oxides, thereby modulating the VCMA effect between interfaces (Li et al., 2017). Magneto-ionic transport can also effectively improve the magnetism controlling efficiency, reduce the processing power consumption, and increase the operation speed which are beneficial in development of spintronic devices.

Magneto-ionic transport can be divided into two categories according to the different transporting ions. The first category is anion transportation represented by oxygen ion (Bi et al., 2014; Bauer et al., 2015; Gilbert et al., 2016a; Gilbert et al., 2016b; Grutter et al., 2016; Li et al., 2017), and the second is cation transportation including lithium and hydrogen ions (Dasgupta et al., 2016; Zhu et al., 2016; Tan et al., 2019). Oxygen ion transportation usually occurs in metal/metal oxide heterostructures. The principle of material selection should not only consider the VCMA effect between interfaces, but also ensure a sufficiently low activation energy for ion transportation. Figure 5A shows a typical magnetic heterostructure: Co/GdOx, in which GdOx material has high oxygen ion mobility which provides guarantee for effective transportation of ions in heterostructure controlled by the electric field (Bi et al., 2014; Bauer et al., 2015). Transportation of lithium ions also requires involvement of metal oxides with a lower activation energy, such as LiFe$_5$O$_8$ (Zhu et al., 2016), and Li$_{0.72}$CuFe$_2$O$_4$ (Dasgupta et al., 2016). Controlling the magnetic properties of materials by lithium ion transportation usually requires participation of other metal ions. For example, the redox reaction of Fe ions (Zhu et al., 2016) or Cu ions (Dasgupta et al., 2016) occurs in the process of lithium ion delamination or intercalation. The magnetic properties of materials are changed by the chemical properties of Fe or Cu ions.

Due to the oxidation or reduction reactions that occur during ion migration, the magneto-ionic transport can also be considered as electrochemical control of magnetism. Taking Co/GdOx heterostructure in Figures 5A,B as an example, by applying a negative voltage bias (Figure 5A), an oxidation reaction occurs at the anode. Co is then transformed into non-magnetic CoO material and the magnetism is completely eliminated. By applying a positive voltage bias (Figure 5B), a reduction reaction is occurred at the cathode and CoO is converted into metal Co, recovering perpendicular magnetic anisotropy across the Co/GdOx interface. Nevertheless, by continuous application of a positive bias, the out-of-plane perpendicular magnetic anisotropy at the interface cannot be preserved forever and turns into in-plane magnetism. There are two explanations for this observation. Bi et al. (2014) believed that when the reaction proceeded to an appropriate level and Co was embedded in CoO to form superparamagnetic Co islands, the perpendicular magnetic anisotropy could be formed at the interface, otherwise, when CoO layer is completely reduced to continuous Co layer in the metal state, only in-plane magnetic
is only a few Oersted which limits its practical applications (Li, 2019). The switching time of 0.2 ms at room temperature, its coercive force challenges to be addressed.

Material with higher quality is one of the next important (Tan et al., 2019), the device retention time can only last for a few days, which is not conducive to permanent data storage. Although hydrogen ion migration, has achieved more than 2,000 cycles at a relatively high speed (Gilbert et al., 2017). Therefore, hydrogen atoms are then expelled from the device in the redox reaction, therefore the in-plane magnetism is disappeared and replaced by the perpendicular magnetic anisotropy.

With the assistance of magneto-ionic transport, the process of controlling magnetism by electric field becomes quicker and more convenient, enabling further development of voltage-controlled spintronic devices. Electronically controlled ion migration however still needs further improvements in the following aspects. Firstly, the switching speed at room temperature needs to be increased. The switching time of modern hard disk drives is as small as 10 ms while it usually takes several minutes for oxygen ions to migrate at high temperature (>100°C) and produce a large enough magnetic transition (Bi et al., 2014; Bauer et al., 2015). Although the existing Co/SrCoO$_{2.5}$ heterostructures are capable of achieving a switching time of 0.2 ms at room temperature, its coercive force is only a few Oersted which limits its practical applications (Li et al., 2017). Secondly, reliability and non-volatility of these devices need to be enhanced. Although hydrogen ion migration has achieved more than 2,000 cycles at a relatively high speed (Tan et al., 2019), the device retention time can only last for a few days, which is not conducive to permanent data storage. PdH, a hydrogen storage material used in hydrogen ion transportation, has a high hydrogen mobility, but it is easy to eject hydrogen under vacuum or high temperature conditions (Gilbert et al., 2017). Therefore, finding a hydrogen storage material with higher quality is one of the next important challenges to be addressed.

**Electrical Spin-Torque and Magnon-Torque**

Electrical spin-torque can be divided into spin-transfer, and spin-orbit torque depending on its generation mechanisms. It is usually used to flip the magnetic moments of magnetic domains and is considered as the process of transferring spin angular momentum. Magnon-torque which is derived from magnon currents (spin waves), and electric spin-torque have similar functions but they are different in other aspects. These two kinds of torques existing in different heterostructures are widely used in switching magnetization of material and other fields. In the following we introduce them separately.

Existence of the spin-transfer torque (STT) effect was predicted by Berger (1996), and Slonczewski (1996), in 1996. Many experimental studies also confirmed its existence in the multilayer structures (such as Co/Cu/Co) composed of ferromagnetic and non-ferromagnetic films alternately (Tsoi et al., 1998; Myers et al., 1999; Katine et al., 2000). STT is usually observed with giant magnetoresistance effect as probe (Katine et al., 2000). By passing current through a magnetic tunnel junction vertically, the spin angular momentums carried by conducted electrons are transferred to the localized electrons in the free layer. This changes the relative magnetization direction between free layer and fixed layer as well as the resistance of magnetic tunnel junction (Myers et al., 1999). There are usually two mechanisms for the STT to change the magnetic properties of the thin films both based on polarized electrons to reverse the magnetization direction of the free layer. The electrons in the first mechanism are polarized under the positive influence of the reference layer. The polarization direction is parallel to the reference layer, therefore, passing the polarized electrons through a thin free layer forces the magnetization direction of the free layer to become parallel with the direction of the reference layer. In the second mechanism the polarized electrons are formed due to the negative influence of the reference layer. The polarization direction is the opposite to that of the reference layer, therefore, flowing the electrons through the
free layer forces the magnetization direction of the free layer becomes antiparallel to that of the reference layer.

Spin-orbit torque (SOT) usually exists in a two-layer structure composed of ferromagnet and nonmagnetic heavy metal (platinum, tantalum, tungsten, etc.) films (Fukami et al., 2016). In SOT, similar to the STT, the spin-torque of the polarized current is used to flip the magnetic moments of the magnetic domains (Katine et al., 2000). Once direct current flows through the plane of nonmagnetic heavy metal film at a certain angle, spin current is induced in a direction perpendicular to the thin films thus spin-torque is exerted on the magnetic moment of ferromagnet and changes its magnetization direction. In SOT, the spin-torque may be caused by Rashba effect (Emori et al., 2016), or Spin Hall effect (Fukami et al., 2016), or both (Fan et al., 2014), but it can be eventually interpreted as a strong spin-orbit coupling between heavy metal materials, therefore, the spin-torque is called the spin-orbit torque.

Magnetoresistive random access memory (MRAM) can be directly constructed under electric control based on STT and SOT, instead of using magnetic field generated by current to reverse magnetization in traditional magnetoresistive effect. This provides a significant practical value (Fong et al., 2016; Nozaki et al., 2019). STT-MRAM can achieve the level of integration density similar to the DRAM (Dynamic RAM), while obtain an excellent performance level similar to the SRAM (Static RAM). Although STT-MRAM is compatible with the CMOS manufacturing process, there exist some performance issues related to the energy efficiency of writing (Fong et al., 2016). As an improved version of STT-MRAM, SOT-MRAM provides more advantages. Since spin-orbital torque in SOT-MRAM is originated from heavy metals, the writing path does not pass through the magnetic tunnel junction and is separated from the reading path. Therefore, barrier breakdown can be almost avoided. The spin-orbit torque also achieves a higher writing speed due to the perpendicular magnetic anisotropic magnetic tunnel junction (Nozaki et al., 2019). Currently, almost all types of memories are faced with the dilemma of stable non-volatility and high working energy. It is believed that STT/SOT-MRAM will be able to make an important impact on the development of new memories with a low working and standby energy consumption.

In addition to their applications in memory, STT and SOT play an important role in spin-wave manipulation and the development of spin-wave devices (Madami et al., 2011; Divinskiy et al., 2018; Houshang et al., 2018; Fulara et al., 2019). Madami et al. (2011) used STT effect to excite spin waves in a multilayer heterostructure as shown in Figure 6A (CoFe layer as reference/fixed layer and NiFe layer as free layer). They managed to show the existence of propagating spin waves as opposed to localized spin waves. It is also found that a negative excitation current results in detecting a higher intensity of spin-wave intensity much larger than that of thermal spin-wave intensity. Interestingly, by applying a positive current the spin-wave signal cannot not be detected. It is concluded that the spin-wave frequency is linearly proportional to the injected direct current. Divinskiy et al. (2018) found that SOT is capable of exciting spin waves in a multilayer heterostructure as shown in Figure 6B (CoFe layer as reference/fixed layer and NiFe layer as free layer). They also show that SOT is also capable of spin waves amplification by compensating Gilbert damping in the spin-wave propagation. The experimental diagram is shown in Figure 6B. By combining theory with experiment, it was also proved that the anti-damping torque brought by spin current can, to a certain extent,
compensate the propagation damping of spin waves. According to damping compensation formula: \( a = a_0 \left( 1 - \frac{I}{I_0} \right) \) (Slavin and Tiberkevich, 2009), setting \( I = I_0 \) in theory the Gilbert damping, \( \alpha \), can be completely compensated or eliminated. With the continuous progress in STT and SOT, nanoscale electrically controlled spin-wave devices and computing systems are expected to embrace further development.

Magnon-torque is different from electric spin-torque in that the former comes from spin waves and the latter from spin currents. In contrast to the spin currents, no electron flow is required in spin-wave propagation. Therefore, the effects of joule heat are avoided as well as the corresponding power consumption. Furthermore, as it is seen in Table 1 the mean free path of spin-wave propagation is usually a few microns that even exceeds the propagation distance of 1,000 microns in high-quality bulk YIG. Nevertheless, the dissipation distance of spin currents is only on the nanometer scale (Bass and Pratt Jr, 2007). Because of the above advantages, it is of great scientific value to use magnon-torque to reverse the magnetization direction of materials. Wang et al. (2019) reported promising experimental results for magnetization switching based on magnon-torque.

Figure 7A shows the schematic diagram of a spin-torque ferromagnetic resonance (ST-FMR) measurement system. It is seen that the magnon current (spin waves), \( J_M \), induced by RF current, \( J_C \), is propagated perpendicular to the film plane, passes through NiO layer, and reversing the magnetization direction of NiFe layer. NiO is the only carrier of magnon current because it can isolate the spin polarized current. Figure 7B shows the variation of spin-torque ratio, \( \theta_i \), for three NiO layers with different thicknesses versus temperature, \( T \), in which \( \theta_i = J_i/J_C \) represents the generation ratio of input current to magnon current. At thickness of \( t_{NiO} = 25 \) nm, the spin-torque ratio is generally high, with the maximum value exceeding 0.4, and 0.3 at the room temperature, which is close to the electric spin-torque ratio (about 0.67). Experiments further confirmed that this magnon-torque is mainly affected by the magnon current rather than other factors (temperature, Oersted magnetic field, etc.). Experiments also corroborate successful realization of magnetization switching of permalloy (Py) in Bi$_2$Se$_3$/NiO/Py and Bi$_2$Se$_3$/NiO/Cu/Py heterostructures.

Application of magnon-torque in magnetization switching caused a paradigm change in the related fields of studies especially in magnon transport, and further broadened the scope of research on spintronics. In the current state-of-the-art, however, the generation of magnon-torque still needs external current injection and the efficiency of magnetization switching is lower than that of mature electric spin-torque (STT and SOT). With the continuous innovation of research on excitation and transportation of magnons (spin waves), we expect to see the application of magnon-torque in magnetic applications such as MRAM.

**FUNCTIONAL SPIN-WAVE DEVICES**

**Information Processing Devices**

Spin-wave devices take spin-wave as the carrier of information transmission and processing. Compared with the traditional CMOS devices which take charge-current as the carrier, low power consumption is one of the biggest advantages of spin-wave devices. However, many operations (such as excitation,
phase shifting and amplification) of spin waves require external energy or other forms of assistance. To meet the requirements in ultra-low power consumption of spin-wave devices, it is not sufficient to only focus on the energy dissipation in the process of spin-wave propagation. It is further essential to reduce the power dissipation during the manipulation of spin waves. This is one of the main motivations behind continuous development of the spin-wave information processing devices.

With the involvement of electrical current or voltage (Sekiguchi et al., 2012), and various novel interface effects (Rana and Otani, 2018; Wang et al., 2018b), researchers have designed a variety of spin-wave electronic devices, such as spin-wave phase shifter, signal splitter, and logic gate. Phase shifter is one of the most critical components in the spin-wave logic circuits. By adjusting the phases of two or more beams of spin waves from the same source, interference occurs upon their convergence resulting in the signal of spin-wave to be weakened, or strengthened corresponding logical value of 0 or 1, respectively.

Charge-current based electrical method is one of the main techniques used in the earlier spin-wave electronic devices (Lee and Kim, 2008). In 2008, Schneider et al. (2008) used Oersted field generated by current to regulate and design a phase shifter, as shown in Figure 8A. Oersted field affects the transmission dispersion of spin-wave and causes phase shift in spin-wave. By cutting of the current, Oersted field disappears and the spin-wave original propagation characteristics are recovered. However, in this method, using electric current causes a high-power consumption and the corresponding Joule heat may become unacceptable. Furthermore, the application area of Oersted field is difficult to be accurately controlled. This may affect other components in the system. In order to reduce the influence of Joule heating, in 2015, Zhong et al. (Wang et al., 2014; Chen et al., 2015; Chen et al., 2016) proposed using the polarized spin current generated by the STT effect to directly act on the waveguide. This changed the magnetization state of the original spin-wave, resulting in phase shifting as shown in Figure 8B. The experimental results show that a 180° phase shifting effect can be achieved using three phase shifters.

The signal splitter is of great significance for selective switching of spin-wave signals where there are multiple spin-wave channels. In 2017, Heussner et al. (2017) designed a spin-wave signal splitter based on charge-current. As shown in Figure 8A, a direct current is applied along the y-axis in the brown region to generate an Oersted field, while an external y-axis bias magnetic field is applied across the whole device. The spin wave is excited from the left end and then propagates to the right end. Compared with the original case, in which the spin waves can only propagate at a specific angle (Figure 8B), it is found that the spin-wave transmission trajectory can be adjusted under the action of Oersted field after applying a 100 mA current (Figure 8C). This is because Oersted field generated by current causes deviation in the direction of total magnetic field from the original external magnetic field in a certain angle, thus changing the dispersion of spin-wave and further changing the trajectory of transmission. Based on this principle, a signal splitter for connecting different waveguides is designed, as shown in Figures 8D–F. Since it can realize switching and on-off control between different waveguides, it is very beneficial to the circuit design of multistage cascade. Furthermore, the spin-wave multiplexer was realized by charge-current (Vogt et al., 2014) and the spin-wave directional coupler was realized by spin-wave dipole exchange effect (Yu et al., 2013; Wang et al., 2018a).

There still exist many issues in charge-current based spin-wave electronic devices. Oersted field and other related effects induced by current input are difficult to be control accurately in the whole system. Furthermore, a large amount of Joule heat generated during operation have negative effects on micro/nano-scale spin-wave electronic devices. To address this issues research attention was directed to voltage-controlled spin-wave electronic devices. In 2011, Liu and Vignale (2011), the electric field is used to directly manipulate the spin-wave dispersion and realized the effective control of the spin-wave phase under the spin-orbit coupling. As it is seen in Figure 9A, the electric field radiates from the center to the annular waveguide. A series of micro coupling effects occur during the spin-wave passing through the waveguide which result in a phase shift of 180°. This can be used for the designing spin-wave interferometer which then lays a foundation for the development of ultra-low power consumption spin-wave logic devices. This is because the phase-shifting process of spin-wave does not require current input. Different from the spin-orbit coupling effect, other researchers proposed a designing method for the spin-wave phase shifter accomplished by electric field through electromagnetic coupling and Dzyaloshinskii-Moriya interaction (DMI) (Wang et al., 2018b). Figure 9B is a schematic diagram of this phase shifter. Under the action of the left electric field application area, the dispersion of spin-wave appearing asymmetric structure during propagation to the right. Therefore, different phase offsets appear under different electric field intensities. In Voltage-Controlled Magnetic Anisotropy, we also discuss spin-wave phase shifting operation based on VCMA.

In addition to the electrical methods, using domain walls to control the phase and amplitude of spin waves is another important modulation method (Han et al., 2019). Figure 10A is the experimental setup, Figures 10B,C are the magneto-optical Kerr effect (MOKE) images of the devices, in which the bright and dark colors represent the domains with up and down magnetization. An obvious domain wall can be observed in the device of Figure 10C, while the device in Figure 10B is uniform. Figure 10D is the simulated propagation of spin waves, the upper and lower waveguides for spin-wave propagation corresponding to (b) uniform state and (c) domain wall state, respectively. The single dotted line indicates an inserted domain wall and the dotted rectangular indicates a phase shifting of nearly 180° after spin-wave passing through the domain wall. Han et al. proved that the phase shift induced by magnetic domain wall will not be influenced by magnetic domain configuration (i.e., up-down or down-up), and the deviation of five experimental phase shifting results is less than 10%. In addition, the amplitude of spin-wave is decreased by a factor of 4.3 times after passing through the domain wall. It is due to the reflection of spin-wave at the domain wall edge caused by the quasi-rigid boundary condition of the magnetic moments.
The author further studied the interaction between spin waves and magnetic domain wall, and finds that the position of magnetic domain wall is changed after spin-wave passing through it, and the magnetic domain wall always moves against the flow direction of spin-wave. This is attributed to the effect of spin-torque in magnon current. The mutual control between the spin waves and the domain wall means that all the operations in the spin-wave devices can be completed by only one spin-wave. This provided the possibility of the realization of all-magnon spin-wave devices.

As it is seen in the above, phase shifting operation based on charge-current is associated with high level of power consumption and the generated Oersted field reduces the operational accuracy of spin-wave devices. New spin-wave information processing devices are being developed with low power consumption, compatibility with micro/nano-scale devices and non-volatility. The ultimate goal is to realize all-voltage-controlled or all-magnon spin-wave logic devices in which voltage-controlled spin-wave device only needs enough electrons to charge and discharge a capacitor, and all-magnon spin-wave device can be achieved without any intervention of external field.

### Spin-Wave Sensors

Sensors are often used to transform measured information into information that can be directly read, e.g., electrical signals. In recent years, with the continuous development of magnetism researches, the concept of spin-wave sensors is formed. In spin-wave sensors, the mirror-like surface of spin waves is used to measure the magnetic field. The spin waves are excited and amplified by spin-transfer torque, and then the amplified spin waves are used to excite the magnetic field sensor. The magnetic field sensor detects the magnetic field and converts it into an electrical signal. This electrical signal is then processed and used to obtain the desired information.

![Spin-Wave Sensors](image-url)
wave sensors the output is not in form of electrical signal but spin-wave signals. In addition to energy conservation efficiency and avoiding the influence of Joule heating there are other reasons to pursue such sensors. In the following, we introduce several spin-wave sensors with different sensing functions including gas sensors (Matatagui et al., 2015b; Matatagui et al., 2017), magnetic sensors (Inoue et al., 2011; Goto et al., 2015), and humidity sensors (Matatagui et al., 2015a) and further discuss their basic operational principles and characteristics.

Aiming at gas identification and detection, researchers from The National Autonomous University of Mexico (Matatagui et al., 2015b; Matatagui et al., 2017), successively developed a toxic gas sensor in 2015 and improved its performance in 2017. This initiated a new field of research on “magnonic e-noses.” In this sensor, magnetic nanoparticles react with gas to induce a frequency shift to the spin-wave oscillator. This ensures high sensitivity, short response time, good reproducibility and recyclability. Figures 11A,B illustrate the basic structure, and working principle of the gas sensor, respectively. Once the magnetic nanoparticles layer reacts with the gas in the environment, the total magnetic field of the sensor system will be affected. This changes the oscillation frequency of the

---

**FIGURE 8** Spin-wave signal divider based on charge current. (A) Schematic diagram of simulation structure (Heussner et al., 2017). (B–F) Dynamic magnetization results. (B) Without applied current; (C) Applying a negative direct current of $-100$ mA; (D) Switching between waveguides after applying a negative direct current of $-100$ mA; (E) Switching between waveguides after applying a positive direct current of 100 mA; (F) Switching between waveguides without applied current. (A–F) Reprinted from Heussner, F., Serga, A., Brächer, T., Hillebrands, B., and Pirro, P. (2017). A switchable spin-wave signal splitter for magnonic networks. Applied Physics Letters 111 (12), 122401. With the permission of AIP Publishing.
magnetostatic surface spin-wave oscillator. Since the frequency shifts caused by different gases are different, the sensor can identify all kinds of gases (Matatagui et al., 2015b). On this basis, Matatagui et al. (2017) added the types of nanoparticles and formed a gas sensor array composed of CuFe2O4, ZnFe2O4, MnFe2O4 and CoFe2O4 particles. Due to the different sensitivity of various nanoparticles to a given type of gas by combining four sensing results through certain calculations classification accuracy of 100% was achieved. This gas sensor is not only excellent in performance, but also simple and inexpensive. However, it needs further researches in practical applications such as identifying or detecting the components of a mixed gas and distinguishing between different gases with different levels of concentrations.

Magnetic field sensor is another achievement in the field of spin-wave applications. High-precision magnetic field measurement is usually completed by a superconducting quantum interference device (Drung et al., 2007), and a giant magneto-impedance element (Yoshinaga et al., 2000). The former requires ultra-low temperature and the quality of soft magnetic material required by the latter needs to be further improved. An ultra-high precision magnetic field sensor at room temperature is yet to be realized. Inoue et al. (2011) provided a potential solution to this problem by using one-dimensional static magnonic crystal. As described in Magnonic Crystals, the spin-wave band gaps are used to prevent the propagation of the spin-wave of particular frequencies in the magnonic crystal. These gaps are realized by periodic adjustments in the media on the surface of the magnonic crystal. It should be noted that the frequencies of the band gaps are very sensitive to the magnetic field applied to the crystal. As shown in Figure 11C, the black arrows represent the great change of band gap frequency with the increase of applied magnetic field. The change of band gap frequency then influences the propagation characteristics of spin-wave. Based on this principle, researchers demonstrated a high-performance magnetic field sensor.

To solve the thermal stability problem of this sensor at a high temperature, Goto et al. (2015) suppressed the temperature sensitivity of the sensor by using a spin-wave differential channel composed of two YIG films. The results showed that the thermal stability of the spin-wave phases was improved by three orders of magnitude, and the magnetic field measurement accuracy was further improved. The authors showed that their proposed magnetic field sensor provides four significant advantages: 1) It can work at room temperature; 2) The field sensitivity is one order of magnitude higher than that of giant magneto-impedance element; 3) It can measure a wide range of magnetic fields; and, 4) It has a simple structure and small size. In the future, the sensor can also be developed into three-dimensional magnetic field measurement (by improving the dimension of magnon crystal). With the continuous improvement of measurement accuracy, such sensors are expected to play an important role in brain-computer interface (detecting the local three-dimensional magnetic field from the brain) and other applications.

Humidity measurement is another important sensing function which has widespread applications in various industries, e.g., food storage, high-tech instruments, pharmacy, and biomedicine. Similar to the gas sensors, the measurement of vapor compounds can be realized using magnetostatic a spin-wave oscillator as a key component (Matatagui et al., 2015a). Figure 11D shows a three-dimensional schematic diagram of ultra-high frequency humidity sensor. The sensor is mainly composed of a spin-wave oscillator and a coplanar waveguide probe in which the waveguide humidity probe is coupled with adjustable magnetostatic surface spin-wave oscillator and placed in the test chamber. The water absorbing material polyvinylpyrrolidone (PVP) polymer is coated on the right coplanar waveguide. For different humidity levels, the relative expansion of PVP caused by the absorption of water molecules leads to thickness change in the PVP layer. This then affects the dielectric constant of the coplanar waveguide gap and adjusts the oscillation frequency. The experiment tested the relative humidity in an environment with a range of 12.5%–95%. It was found that except for 95% relative humidity, all the other experimental groups reached more than 90% of the maximum frequency shift within one minute and could quickly recover to the initial state after being exposed to dry air. Researchers use this sensor to monitor human respiration in real time. Although humidity is rapidly changed due to respiration, the sensor is capable of quick response and recovery. This enables the sensor to diagnose respiratory diseases quickly. By coupling the spin-wave...
oscillator with a coplanar waveguide, a new type of humidity detector operating at a frequency up to 8 GHz is realized with significant advantages in high sensitivity and repeatability.

To sum up, the principle of spin-wave sensors is to use the spin-wave oscillator or magnonic crystal to convert the information to spin-wave signals (such as spin-wave frequency) for characterization and test. Whether gas sensor (Matatagui et al., 2015b; Matatagui et al., 2017) and humidity sensor based on spin-wave oscillators (Matatagui et al., 2015a), or a magnetic field sensor based on magnonic crystal (Inoue et al., 2011; Goto et al., 2015), they all using magnetostatic surface spin wave as the output signal carrier. This is because the spin-wave can achieve a high frequency and also has a high load Q value, low transmission loss, small wavelength, and high tunability (Matatagui et al., 2015b). These spin-wave characteristics and the innovative principle of magnetism provide a set of unique advantages to spin-wave sensors compared with the traditional sensors, e.g., higher sensitivity, lower cost, and improved thermal stability.

Current Status and Challenges of Spin-Wave Devices

After discussing the classification and functions of spin-wave devices, we will introduce the characteristics and challenges of spin-wave devices, especially their performance compared with other typical devices, including two mature silicon-based COMS (high-performance and low-power), graphene PN junction, spin-transfer torque/domain wall (STT/DW) devices, and spin-wave devices. COMS and graphene PN junction belong to electronic devices, while STT/DW devices and spin-wave devices are classified as spintronics applications. All data are from reference Nikonov and Young (2013).

Toward the device size, adder (adder-32b in this case) is fabricated using COMS or graphene PN junction, with the area of 63 or 46.7 μm² respectively, while the area of the adder achieved by spin wave is only 2.1 μm². In fact, the size of a single spin-wave logic gate is about twice that of a MOSFET, but the spintronic majority gate has more functions, making the spin-wave logic circuit require fewer components. Spin-wave devices only have a disadvantage in switching delay, essentially because the magnonic speed is about two orders of magnitude smaller than that of the electron.

As emphasized before, spin-wave devices take spin-wave as the information carrier, which consumes very little energy, and most of the energy is used in aspects such as spin-wave excitation or detection. The switching energy consumption per logical unit of the spin-wave device is only 0.26 fJ, and the power density is 1.1 W/cm². Although the power density of
low-power COMS is negligible at present, its computing throughput (integer operations per second per unit area) is the lowest among the five types of devices, only 0.05 Pops/s/cm², while the computing throughput of spin-wave device is 3.99 Pops/s/cm², which is the same order of magnitude as that of high-performance COMS.

Although spin-wave devices perform better than existing CMOS technology and other emerging devices (such as graphene PN junction) in many aspects, but there are other problems. First of all, the cascade and fan-out technology of the spin-wave signal is not mature enough, and the matching of cascade, multi-band transmission and further reduction of loss have a lot of room for optimization. Secondly, the development of spin-wave logic circuit has not formed mature market rules, the spin-wave transmission mode and basic materials of all kinds of spin-wave devices (such as phase shifters, amplifiers and filters) are very chaotic. Finally, the fabrication technology of the spin-wave device is not integrated with the traditional silicon-based processing technology. Therefore, facing the mature CMOS technology and market, the commercialization process of the spin-wave integrated circuit is still under great pressure.

However, with the development of the basic research related to spin-wave materials, spin-wave effects and device design is accelerating, we have many reasons to believe that spin-wave integrated circuit technology will advance to a new level in the next decade.

CONCLUSION AND OUTLOOK

We described a complete application chain of spin-wave information technology. The top and bottom ends of the chain are the base materials of spin-wave, and the functional spin-wave devices, respectively. Connecting the top and bottom ends is also accomplished by the emerging new interface effects. Magnetic materials represented by YIG, permalloy, CoFeB and Heusler alloy demonstrate excellent spin-wave properties, laying a material foundation for the development of spin-wave technology in the past few decades, while the construction of new spin-wave material system focuses on the preparation, exploitation and structural design of materials. In new preparation technologies the thickness of the spin-wave films is reduced while their original magnetization dynamic characteristics are maintained. New spin-wave materials are utilized in new fields such as antiferromagnets, YIG modification and topological magnonics. The structural design of spin-wave material is mainly reflected in the researches of magnonic crystals whose magnetic parameters change periodically.

The tunable interface effects explain the microphysical phenomena after the continuous miniaturization of the spin-wave device. VCMA is a key component of the potential solution for realizing all-voltage-controlled spin-wave devices. Facilitated by magneto-ionic transport, the process of controlling magnetism of materials by electric field becomes faster and more convenient.
This further enables further development of voltage-controlled spin-wave devices. The physical mechanism of both STT effect and SOT effect is to quickly flip the magnetic domain moment by using the electric spin-torque. This mechanism become the design core of the new memory MRAM and further improve the efficiency of the spin-wave excitation and amplification. Magnon-torque corresponding to the electric spin-torque has its own characteristics in terms of low energy consumption and long dissipation distance.

In view of the development of spin-wave functional devices the challenges are improving the working efficiency of devices, and reducing their power consumption. Compared with the traditional sensors, spin-wave sensors provide great advantages in the measurement or identification of physical and chemical indexes such as gas, magnetic field, and humidity. We anticipate that by continuous development new magnetoelectric effects, ultra-low power consumption spin-wave information processing devices will achieve new frontiers in aspects such as phase shifting, signal dividing and channeling, etc.

In the face of Moore’s law slowing down or even failing, there are still many challenges for the entry of spin-wave functional devices into the market, but we can find some rules for the future direction. From the perspective of spin waves and spin-wave materials, there are three aspects that need more development and advancement, that is, to achieve lower loss, higher frequency and robustness of spin wave propagation. The existing spin-wave material with the lowest Gilbert damping is YIG, which has reached the order of $10^{-5}$ (μm-thick) by liquid phase epitaxy, but the α of spin-wave alloys materials are generally in the order of $10^{-3}$ and need to be further optimized (spin-wave alloys have other unique advantages). Spin wave has covered the GHz band. If the intrinsic characteristics of antiferromagnetic materials can be used, the realization and application of THz spin-wave devices could be possible under the interaction of internal strong exchange coupling in antiferromagnets and external disturbance like laser irradiation. The robustness of the spin wave is the basis of the transmission of the spin wave in the long-distance complex environment. In addition to reducing magnetic damping of material itself and improve the spin-wave group velocity, perhaps we can learn from the topological protection edge state in electronic topological insulators, and realize almost lossless propagation of spin waves on waveguide surfaces, corners or even defects.

From the perspective of spin-wave functional devices, more time and efforts are needed before realizing the integration, easy regulation and unified standards of devices. There is no doubt that the integration and miniaturization of devices is the mainstream of the current development of spin-wave devices, therefore higher requirements are put forward for the preparation process (such as film thickness, quality and ease of processing) and reliability (such as temperature stability) of devices. At present, the manipulation technologies of spin-wave devices are far from mature enough. A fast, simple and reversible solution must be found to ensure the diversity and high efficiency of the function, maybe we can achieve the goal by adopting all-voltage-controlled regulation method on the basis of dynamic magnonic crystals. Although the current chaotic transmission patterns of the spin wave and the standards for basic materials must be harmonized before the spin-wave integrated device can be successfully marketed, we still have high expectations for the success of this process.
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