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Abstract

We study the problem of finding and characterizing subgraphs with small bipartiteness ratio. We give a bicriteria approximation algorithm $\text{SwpDB}$ such that if there exists a subset $S$ of volume at most $k$ and bipartiteness ratio $\theta$, then for any $0 < \epsilon < 1/2$, it finds a set $S'$ of volume at most $2k(1+\epsilon)$ and bipartiteness ratio at most $4\sqrt{\theta/\epsilon}$. By combining a truncation operation, we give a local algorithm $\text{LocDB}$, which has asymptotically the same approximation guarantee as the algorithm $\text{SwpDB}$ on both the volume and bipartiteness ratio of the output set, and runs in time $O(\epsilon^{-2}k^{-2} \ln k)$, independent of the size of the graph. Finally, we give a spectral characterization of the small dense bipartite-like subgraphs by using the $k$th largest eigenvalue of the Laplacian of the graph.

1 Introduction

We study the problem of finding subgraphs with small bipartiteness ratio. Let $G = (V, E)$ be an undirected graph. Let $L, R$ be two disjoint vertex subsets and $U := L \cup R$. The bipartiteness ratio of $L, R$ is defined as

$$\beta(L, R) = \frac{2e(L) + 2e(R) + e(U, \bar{U})}{\text{vol}(U)},$$

where $e(L), e(U, \bar{U})$ denote the number of edges in $L$ and the number of edges leaving from $U$ to the rest of the graph, respectively; and vol$(U)$, called the volume of $U$, is defined to be the sum of degrees of vertices in $U$. The concept of bipartiteness ratio was recently introduced and used as a subroutine to designing approximation algorithms for Max Cut problem by Trevisan [33]. In particular, Trevisan showed that this combinatorial object has close relation to the largest eigenvalue of the Laplacian of $G$, the Goemans-Williamson Relaxation and graph sparsification.

Another motivation of studying bipartiteness ratio is that it can be considered as a quality of dense bipartite-like subgraphs, which in turn characterize the communities (or clusters) in Web graphs [26, 15]. More specifically, a dense bipartite-like subgraph is a pair of disjoint vertex subsets $L, R$ such that ‘most’ of the edges involving the vertices in $L \cup R$ lie between $L$ and $R$. Equivalently, we say that $L, R$ form a dense bipartite subgraph if ‘few’ edges lie totally in $L$ or $R$, or leaving $L \cup R$ to the rest of the graph. The latter formulation turns out to be well captured by the bipartiteness ratio measure of $L, R$, as in Definition 1, the numerator involves all the edges that are not between $L$ and $R$, and the dominator involves all the edges.
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incident to $L \cup R$. It is intuitive that the smaller the bipartiteness, the more likely it behaves like a dense bipartite subgraph. In real applications, we suggest first detecting sets with small bipartiteness ratio (using the algorithms below) and then combining some heuristic algorithms (such as the prune-filter technique used in [15]) to process the found sets and to better exploit the community structure of the Web graph.

Thus, we will use the bipartiteness ratio (abbreviated as $B$-ratio) as a measure of a set being dense bipartite-like. We want to extract subgraphs with small $B$-ratio, which corresponds to good cyber-communities. Furthermore, we are interested in finding small communities, which generally contains more interesting information than large communities and may be more substantial in large scale networks. For example, Leskovec et al. investigate the community structure of many real networks by the conductance measure [18, 19], and they argue that large networks may have a core-periphery structure, where the periphery is composed of easily separable small communities and the nodes in the expander-like core are so intermingled that it is much harder to extract large communities (if exist) from it.

In order to make our algorithm practical, we would like to design a local algorithm to extract subgraphs with small $B$-ratio. A local algorithm, introduced by Spielman and Teng [29], is one that given as input a vertex, it only explores a small portion of the graph and finds a subgraph with good property, which has found applications in graph sparsification, solving linear equations [31], and designing near-linear time algorithms [32]. Local algorithms have also shown to be both effective and efficient on real network data (e.g., [18, 20]).

1.1 Our Results

We give approximation, local algorithms and spectral characterization of finding the small subgraphs with small $B$-ratio, as we argued above, with the goal of extracting small cyber-communities. In the following, we will use the terminology of small dense bipartite-like subgraphs to indicate small subgraphs with small $B$-ratio.

We first give a bicriteria approximation algorithm for finding the small dense bipartite-like subgraph.

**Theorem 1.** Assume that $G$ has a set $U = (L, R)$ such that $\beta(L, R) \leq \theta$ and $\text{vol}(U) \leq k$, where $\theta < 1/4$ and $k > 4$, then for any $0 < \epsilon < 1/2$, there exists an algorithm $\text{SwpDB}(G, k, \theta, \epsilon)$ that runs in polynomial time and finds a set $(X, Y)$ such that $\text{vol}(X \cup Y) \leq 2k^{1+\epsilon}$, and $\beta(X, Y) \leq 4\sqrt{\theta/\epsilon}$.

Note that the approximation ratio does not depend on the size of the graph, since the algorithm is based on a spectral characterization of the $B$-ratio of the graph given by Trevisan [33] (see Lemma 1), which is analogous to the Cheeger’s inequality for conductance (see more discussions below).

By incorporating a truncation operation we are able to give a local algorithm for the dense bipartite subgraphs.

**Theorem 2.** If there is a subset $U = (L, R)$ of volume $\text{vol}(U) \leq k$ and $B$-ratio $\beta(L, R) \leq \theta$, where $\theta < 1/12$ and $k > 2560000$, then there exists a subgraph $U_\theta \subseteq U$ satisfying that $\text{vol}(U_\theta) \geq \text{vol}(U)/2$ and that if $v \in U_\theta$, then for any $0 < \epsilon < 1/2$, there exists a local algorithm $\text{LocDB}(G, v, k, \theta, \epsilon)$ finds a subgraph $(X, Y)$ of volume $O(k^{1+\epsilon})$ and $B$-ratio $O(\sqrt{\theta/\epsilon})$. Furthermore, the running time of $\text{LocDB}$ is $O(\epsilon^2 \theta^{-2} k^{1+\epsilon} \ln^3 k)$.

We remark that in both theorems, we can give alternative tradeoff on the bounds of parameters $k$ and $\theta$. For example, in Theorem 2, we can require $\theta < 0.03$ and $k > 11000$ instead (see the proof of the theorem).

Note that the local algorithm runs in time independent of the size of the graph and is sublinear time (in the size of the input graph, denoted as $n$) when the size of the optimal set is sufficiently smaller than $n$ and the
approximation ratio of the algorithm is almost optimal in that it almost matches the guarantee of Trevisan’s spectral inequality for the B-ratio. This algorithm also improves the work of the second author [26], who gave a local algorithm for B-ratio guaranteeing that the output set has volume at most $O(k^2)$ and B-ratio at most $O(\sqrt{\theta})$.

Finally, as an application of the algorithm $SwpDB$, we give a spectral characterization of the small dense bipartite subgraph by relating the $k$th largest eigenvalue of the Laplacian of $G$ to the B-ratio of some subsets with volume at most $O(2|E|/k^{1-\epsilon})$. More specifically, if we let $\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{n-1}$ be the eigenvalues of the Laplacian matrix $L$ of the graph $G$, and define the dense bipartite profile of the graph as

$$\beta(k) := \min_{L,R: L \cap R = \emptyset, \text{vol}(L \cup R) \leq k} \beta(L, R),$$

then our spectral characterization implies that

$$\beta(\text{vol}(G)/k^{1-\epsilon}) \leq O(\sqrt{(2 - \lambda_{n-k}) \log k n}).$$

### 1.2 Our Techniques

Our approximation algorithm is based on Trevisan’s spectral characterization of the B-ratio $\beta(G)$ of the graph, which is the minimum B-ratio of all possible disjoint vertex subsets $L, R$, that is, $\beta(G) = \beta(\text{vol}(G))$. Recall that $\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{n-1}$ are the eigenvalues of $L$. Instead of working directly on $L$, we study a closely related matrix $M$, which we call the quasi-Laplacian, that has the same spectra as $L$. Let $v_0, v_1, \cdots, v_{n-1}$ be the corresponding eigenvectors of $M$. Trevisan showed that if $\lambda_{n-1} \geq 2 - 2\theta$, then by a simple sweep process over the largest eigenvector $v_{n-1}$, we can find a pair of subsets $X, Y$ with B-ratio at most $2\sqrt{\theta}$. On the other hand, it is well known that the largest eigenvector $v_{n-1}$ can be computed fast by the power method, which starts with a “good” vector $q_0$ and iteratively multiplies it by $M$ to obtain $q_t$, and outputs $q_T$ by choosing proper $T$. Hence, the power method combined with the sweep process can find a subset with B-ratio close to $\beta(G)$. However, such a method does not give a useful volume bound on the output set.

In order to find small dense bipartite subgraphs, we sweep each of the vector $q_t$ and characterize $q_t$ in terms of the minimum of B-ratio of all the small sweep sets (the sets found in the sweep process) encountered in all the $T$ iterations. This is done by a potential function $J(p, x)$, which has a nice convergence property that for general vector $p$ and some $x$, $J(pM, x)$ can be bounded by a function of $J(p, x')$ and the B-ratio of the some sweep set (see Lemma[2]). Using this property, we show inductively that if we choose $q_0 = \chi_v$ for some vertex $v \in V$, $J(q_t, x)$ can be upper bounded by a function in $t, K$ and the minimum B-ratio of all the sweep sets of volume at most $K$ for all $t \leq T$ (see Lemma[3]). On the other hand, if the graph contains a small dense bipartite subgraph $L, R$ of volume at most $k$, we prove that the potential function also increases quickly in terms of $t$ and $\beta(L, R)$ (see Lemma[4]), which will lead to the conclusion that at least one of the sweep set with volume at most $K$ has B-ratio “close” to $\beta(L, R)$ by choosing proper $K$ in terms of $k$ and the starting vertex $v$.

To give local algorithms that run in time independent of the size of the graph, we need to keep the support size of the vectors $q_t$ small in each iteration. This is done by a truncation operation of a vector that only keeps the elements with large absolute vector value. Let $\tilde{q}_0 = \chi_v$ and iteratively define $\tilde{q}_t$ to be the truncation vector of $\tilde{q}_{t-1} M$. We show that both upper bound and lower bound on $J(q_t, x)$ still approximately holds for $J(\tilde{q}_t, x)$, and thus prove the correctness of our local algorithm which sweeps all the vectors $q_t$ instead of $q_t$. 
Finally, we use a simple trace lower bound to serve as the lower bound for \( J(q_t, x) \) and obtain the spectral characterization of the dense bipartite profile.

### 1.3 Related Works

Our work is closely related to a line of research on the conductance of a set \( S \), which is defined as

\[
\phi(S) = \frac{e(S, \bar{S})}{\min\{\text{vol}(S), \text{vol}(\bar{S})\}}.
\]

Kannan, Vempala and Veta [13] suggest using the conductance as a measure of a set being a general community (in contrast of cyber-communities), since the smaller the conductance it, the more likely that the set is a community with dense intra-connections and sparse inter-connections. Spielman and Teng give the first local clustering algorithm to find subgraphs with small conductance by using the truncated random walk [29, 30]. Anderson, Chung and Lang [5], Anderson and Peres [6], Kwok and Lau [16] and Oveis Gharan and Trevisan [25] then give local algorithms for conductance with better approximation ratio or running time. All their local algorithms are based on the Cheeger’s inequality that relates the second smallest eigenvalue of \( L \) to the conductance [2, 1, 28], similar to our algorithms which depend on Trevisan’s spectral inequality that relates the largest eigenvalue of \( L \) to the B-ratio.

Some works studied the small set expander, that is, to find small set with small conductance. This problem is of interest not only for the reason that it has applications in finding small communities in social networks, but also that it is closely related to the unique games conjecture [27]. Arora, Barak and Steurer [7], Louis, Raghavendra, Tetali and Vempala [21], Lee, Oveis Gharan and Trevisan [17], Kwok and Lau [16], Oveis Gharan and Trevisan [25] and O’Donnell and Witmer [24] have given spectra based approximation algorithms and characterizations of this problem. The latter three works have recently shown that for any \( 0 < \epsilon < 1 \),

\[
\phi(\text{vol}(G)/k^{1-\epsilon}) \leq O(\sqrt{\lambda_k \log k n}),
\]

where \( \phi(k) \) is the expansion profile of \( G \) and is defined as

\[
\phi(k) := \min_{S: \text{vol}(S) \leq k} \phi(S).
\]

Their spectral characterization of the expansion profile as well as the Cheeger’s inequality all use the first \( k \) smallest eigenvalues of \( L \), which is comparable to our characterization of the dense bipartite profile by the \( k \)th largest eigenvalue of \( L \) as given in inequality (2).

Feige, Kortsarz and Peleg [12], and Bhaskara et al. [10] give non-local algorithms for the densest \( k \)-subgraphs. Charikar [11], Andersen [3], Andersen and Chellapilla [4], Khuller and Saha [14] studied approximation (or local) algorithms for dense subgraphs based on other measures. Arora et al. [8] and Balcan et al. [9] investigate the problem of finding overlapping communities in networks.

### 2 Preliminaries

Let \( G = (V, E) \) be an undirected weighted graph and let \( n := |V| \) and \( m := |E| \). Let \( d(v) \) denote the weighted degree of vertex \( v \). For any vertex subset \( S \subseteq V \), let \( \bar{S} := V \setminus S \) denote the complementary of \( S \). Let \( e(S) \) be the number of edges in \( S \) and define the volume of \( S \) to be the sum of degree of vertices in \( S \), that is \( \text{vol}(S) := \sum_{v \in S} d(v) \). Let \( \text{vol}(G) := \text{vol}(V) = 2m \). For any two subsets \( L, R \subseteq V \), let \( e(L, R) \) denote the number of edges between \( L \) and \( R \). For two disjoint subsets \( L, R \), that is, \( L \cap R = \emptyset \), we will use

\[
\text{vol}(L, R) := e(L, \bar{R}) + e(\bar{L}, R).
\]
$U = (L, R)$ to denote subgraph induced on $L$ and $R$, which is also called the pair subgraph. We will also use $U$ to denote $L \cup R$. Given $U = (L, R)$, the **bipartiteness ratio (or B-ratio)** of $U$ is defined as

$$\beta(L, R) := \frac{2e(L) + 2e(R) + e(\bar{U})}{\text{vol}(U)}.$$  

The **B-ratio of a set** $S$ is defined to be the minimum value of $\beta(L, R)$ over all the possible partitions $L, R$ of $S$, that is,

$$\beta(S) := \min_{(L, R)\text{ partition of } S} \beta(L, R).$$

The B-ratio of the graph $G$ is defined as

$$\beta(G) := \min_{S \subseteq V} \beta(S).$$

We are interested in finding small subgraphs with small B-ratio. In the following, we use lower bold letters to denote vectors. Unless otherwise specified, a vector $\mathbf{p}$ is considered to be a row vector, and $\mathbf{p}^T$ is its transpose. For a vector $\mathbf{p}$ on vertices, let $\text{supp}(\mathbf{p})$ denote the support of $\mathbf{p}$, that is, the set of vertices on which the $\mathbf{p}$ value is nonzero. Let $\|\mathbf{p}\|_1$ and $\|\mathbf{p}\|_2$ denote the $L^1$ and $L^2$ norm of $\mathbf{p}$, respectively. Let $|\mathbf{p}|$ denote its absolute vector, that is, $|\mathbf{p}|(v) := |\mathbf{p}(v)|$. For a vector $\mathbf{p}$ and a vertex subset $S$, let $\mathbf{p}(S) := \sum_{v \in S} \mathbf{p}(v)$. For $L, R$, let $\mathbf{p}(L, -R) := \sum_{v \in L} \mathbf{p}(v) - \sum_{v \in R} \mathbf{p}(v)$. One useful observation is that for any partition $(L, R)$ of $S$, $\mathbf{p}(L, -R) \leq |\mathbf{p}|(S)$. Also note that there exists a partition $(L_0, R_0)$ of $S$ such that $\mathbf{p}(L_0, -R_0) = |\mathbf{p}|(S)$. Actually, $L_0$ is the set of vertices with positive $\mathbf{p}$ value and $R_0$ is the set of the remaining vertices, that is, $L_0 = \{v \in S : \mathbf{p}(v) > 0\}$ and $R_0 = \{v \in S : \mathbf{p}(v) \leq 0\}$.

For any vertex $v$, let $\chi_v$ denote the indicator vector on $v$. Now let $A$ denote the adjacency matrix of the graph such that $A_{uv}$ is the weight of edge $u \sim v$. Let $D$ denote the diagonal degree matrix. Define the **random walk matrix** $W$, the **(normalized) Laplacian matrix** $\mathcal{L}$ and the **quasi-Laplacian matrix** $M$ of the graph $G$ as

$$W := D^{-1}A, \mathcal{L} := I - D^{-1/2}AD^{-1/2}, M := I - D^{-1}A.$$  

It is well known that these three matrices are closely related. In particular, for regular graphs, $\mathcal{L}$ and $M$ are the same; and if we let $\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_n$ be the eigenvalues of $\mathcal{L}$, then $\{1 - \lambda_i\}_{0 \leq i \leq n-1}$ and $\{\lambda_i\}_{0 \leq i \leq n-1}$ are the eigenvalues of $W$ and $M$, respectively. Note that for general graphs, though the eigenvalues of $\mathcal{L}$ and $M$ are the same, the corresponding eigenvectors might be different. In this paper, we will mainly use the quasi-Laplacian $M$ to give both algorithms and spectral characterization for the small dense bipartite subgraph problem. If we let $\mathbf{v}_0, \mathbf{v}_1, \cdots, \mathbf{v}_{n-1}$ be the corresponding left eigenvectors of $M$, then we have the following spectral inequality given by Trevisan [33] (see also [26] as Trevisan did not explicitly state his result in terms of the matrix $M$).

**Lemma 1 ([33])**. Let $\beta(G)$, $\lambda_{n-1}$ and $\mathbf{v}_{n-1}$ defined as above. We have that

$$\beta(G) \leq \sqrt{2(2 - \lambda_{n-1})}.$$  

Furthermore, a pair subgraph $(X, Y)$ with B-ratio at most $\sqrt{2(2 - \lambda_{n-1})}$ can be found by a sweep process over $\mathbf{v}_{n-1}$.

The sweep process mentioned above is defined as follows.

**Definition 1.** **(Sweep process)** Given a vector $\mathbf{p}$, the sweep (process) over $\mathbf{p}$ is defined by performing the following operations:
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1. Order the vertices so that 
\[
\frac{|p(v_1)|}{d(v_1)} \geq \frac{|p(v_2)|}{d(v_2)} \geq \cdots \geq \frac{|p(v_n)|}{d(v_n)}.
\]

2. For each \(i \leq n\), let \(L_i(p) := \{v_j : p(v_j) > 0 \text{ and } j \leq i\}\), \(R_i(p) := \{v_j : p(v_j) \leq 0 \text{ and } j \leq i\}\), and \(S_i(p) := (L_i(p), R_i(p))\), which we call the sweep set of the first \(i\) vertices. Compute the B-ratio of \(S_i(p)\).

In Trevisan’s inequality, to find the subgraph with small B-ratio, we just need to output the sweep set with the minimum B-ratio over all the sweep sets. Trevisan also showed the tightness (within constant factors) of this inequality in the sense that there exist graphs such that the two quantities in both hands of the inequality in Lemma 1 are asymptotically the same. The sweep process as well as Trevisan’s inequality are the bases of our algorithms for the small dense bipartite-like subgraphs.

We will use the following truncation operator to design local algorithms.

**Definition 2.** (Truncation operator) Given a vector \(p\) and a nonnegative real number \(\xi\), we define the \(\xi\)-truncated vector of \(p\) to be:
\[
[p]_\xi(u) = \begin{cases} 
  p(u) & \text{if } |p(u)| \geq \xi d(u), \\
  0 & \text{otherwise}.
\end{cases}
\]

The following facts are straightforward and will be useful in the remaining proofs.

**Fact 1.** For any vector \(p\) and \(0 \leq \xi \leq 1\),

1. \(|[p]_\xi| \leq |p| \leq |[p]_\xi| + \xi d\), where \(d\) is the degree vector.
2. \(\text{vol}(\text{supp}([p]_\xi)) = \sum_{v \in \text{supp}([p]_\xi)} d(v) \leq \sum_{v \in \text{supp}([p]_\xi)} |p(v)|/\xi \leq \|p\|_1/\xi\).

### 3 Approximation Algorithm for the Small Dense Bipartite-like Subgraphs

In this section, we first give the description of our approximation algorithm for the small dense bipartite-like subgraph, the main subroutine of which is the sweep process over a set of vectors \(\chi_v M^t\). We then introduce a potential function \(J(p, x)\) and give both upper bound and lower bound of the potential function \(J(\chi_v M^t, x)\) under certain conditions, using which we are able to show the correctness of our algorithm and thus prove Theorem 1.

Now we describe our algorithm \(\text{SwpDB}(G, k, \theta, \epsilon)\) (short for “sweep for dense bipartite”) for finding the small dense bipartite-like subgraphs.

| \text{SwpDB}(G, k, \theta, \epsilon) |
|---|
| **Input:** A graph \(G\), a target volume \(k > 4\), a target B-ratio \(\theta\), an error parameter \(0 < \epsilon < 1/2\). |
| **Output:** A subgraph \((X, Y)\). |
| 1. Let \(T = \frac{\epsilon \ln 2k}{2\theta}\). Let \(K = 2k^{1+\epsilon}\). |
| 2. Sweep over all vectors \(\chi_v M^t\), for each vertex \(v \in V\) and \(t \leq T\), to obtain a family \(\mathcal{F}\) of sweep sets with volume at most \(K\). |
| 3. Output the subgraph \((X, Y)\) with the smallest B-ratio ratio among all sets in \(\mathcal{F}\). |
3.1 A Potential Function

We define a potential function \( J : [0, 2m] \to \mathbb{R}^+ \):

\[
J(p, x) := \max_{w \in [0,1]^n} \sum_{v \in V} |p(v)|w(v).
\]

Note that our potential function is similar to a potential function for bounding the convergence of \( p(L^{+W})^t \) in terms of the conductance given by Lovász and Simonovits \([22, 23]\). Here we will use \( J(p, x) \) to bound the convergence of \( qM^t \) in terms of the B-ratio of the sweep sets.

There are two useful ways to see this potential function.

1. We view each edge \( u \sim v \in E \) as two directed edges \( u \to v \) and \( v \to u \). For each directed edge \( e = u \to v \), let \( p(e) = \frac{p(u)}{d(u)} \). Order the edges so that
   \[
   |p(e_1)| \geq |p(e_2)| \geq \cdots \geq |p(e_m)|.
   \]

   Now we can see that for an integer \( x \), \( J(p, x) = \sum_{i=1}^x |p(e_j)| \). For other fractional \( x = \lfloor x \rfloor + r \), \( J(p, x) = (1 - r)J(p, \lfloor x \rfloor) + rJ(p, \lceil x \rceil) \).

   Also it is easy to see that for any directed edge set \( F \), \( |p|(F) := \sum_{e \in F} |p|(e) \leq J(p, |F|) \), since the former is a sum of \( |p| \) values of one specific set of edges with \( |F| \) edges and the latter is the maximum over all such possible edge sets.

2. Another way to view the potential function is to use the sweep process over \( p \) as in Definition [1]. By the definitions of the potential function and the sweep process, we have the following observations.

   (a) For \( x = \text{vol}(S_i(p)) \), \( J(p, x) = \sum_{j=1}^i |p(v_j)| = |p|(S_i(p)) = p(L_i(p), -R_i(p)) \). And \( J(p, x) \) is linear in other values of \( x \).

   (b) For any set \( S \), \( |p|(S) \leq J(p, \text{vol}(S)) \), since the former is the sum of \( |p(v)|/d(v) \) values of vertices in \( S \) and the latter is the maximum sum over all sets with \( |S| \) vertices.

   From both views, we can easily see that the potential function is a non-decreasing and concave function of \( x \).

3.2 An Upper Bound for the Potential Function

Now we upper bound \( J(pM, x) \) in terms of \( J(p, x) \) and the B-ratio of the sweep set of \( pM \).

Lemma 2 (Convergence Lemma). For an arbitrary vector \( p \) on vertices, if \( \beta(L_i(p), R_i(p)) \geq \Theta \), then for \( x = \text{vol}(S_i(p)) \), we have

\[
J(pM, x) \leq J(p, x + \Theta x) + J(p, x - \Theta x).
\]

We remark that the proof heavily depends on the definition and combinatorial property of the B-ratio of a set. Though the form is similar to the corresponding characterization of conductance given by Lovász and Simonovits, the two proofs are very different.
Proof of Lemma 2. We show that for any \( U = (L, R) \), we have that
\[
pM(L, -R) \leq J(p, \text{vol}(U)(1 + \beta(L, R))) + J(p, \text{vol}(U)(1 - \beta(L, R))).
\] (3)

Then the lemma follows by letting \( U = S_i(p) = (L_i(p), R_i(p)) \) and that
\[
J(p, M, x) = pM(L_i(p), -R_i(p)) \\
\leq J(p, x(1 + \beta(L_i(p), R_i(p)))) + J(p, x(1 - \beta(L_i(p), R_i(p)))) \\
\leq J(p, x(1 + \Theta)) + J(p, x(1 - \Theta)),
\]
where the last inequality follows from the concavity of \( J(p, x) \).

Now we show inequality (3). Let \( L_1 \rightarrow L_2 \) denote the set of direct edges from \( L_1 \) to \( L_2 \) for two arbitrary vertex sets \( L_1 \) and \( L_2 \). We have that
\[
pM(L, -R) = p(I - D^{-1}A)(L, -R) \\
= p(L) - p(R) - pD^{-1}A(L) + pD^{-1}A(R) \\
= \sum_{v \in L} \sum_{u^{-} \rightarrow u} p(v) \frac{|d(v)|}{|d(u)|} - \sum_{v \in L} \sum_{u^{-} \rightarrow u} p(v) \frac{|d(v)|}{|d(u)|} - \sum_{v \in L} \sum_{u^{-} \rightarrow u} p(u) \frac{|d(u)|}{|d(u)|} + \sum_{v \in L} \sum_{u^{-} \rightarrow u} p(u) \frac{|d(u)|}{|d(u)|} \\
\leq \sum_{v \in (L \rightarrow L) \cup (R \rightarrow R) \cup (U \rightarrow U)} |p(e)| + \sum_{v \in (L \rightarrow R) \cup (R \rightarrow L)} |p(e)| \\
\leq J(p, 2e(L, R) + 2e(U, U)) + J(p, 2e(L, R)) \\
\leq J(p, \text{vol}(U) + 2e(L) + 2e(R) + e(U, L)) + J(p, \text{vol}(U) - 2e(L) - 2e(R) - e(U, U)),
\]
where the second to last inequality follows from the fact that \(|(L \rightarrow L) \cup (R \rightarrow R) \cup (U \rightarrow U)| = 2e(L, R) + 2e(U, U)\), that \(|(L \rightarrow R) \cup (R \rightarrow L)| = 2e(L, R)\) and that \(|p(F)| \leq J(p, |F|)\) for an arbitrary directed edge set \( F \); and the last inequality follows from that \( J(p, x) \) is non-decreasing. \( \square \)

Now we can use the convergence lemma to upper bound \( J(\chi_v M^t, x) \).

**Lemma 3.** For any vertex \( v \in V \), let \( q_t = \chi_v M^t \), if for all \( t \leq T \) and all sweep sets \( S_i(q_t) = (L_i(q_t), R_i(q_t)) \) of volume at most \( K \) have B-ratio at least \( \Theta \), that is, \( \beta(L_i(q_t), R_i(q_t)) \geq \Theta \), then for any \( t \leq T \), we have \( J(q_t, x) \leq \frac{2x}{K} + \sqrt{\frac{x}{d(v)}} \left( 2 - \frac{g^2}{4} \right)^t \).

**Proof.** The proof is by induction and is similar to the Lemma 4.2 in [23].

If \( t = 0 \), then the LHS is \( x/d(v) \) for \( x \leq d(v) \) and is 1 for \( x > d(v) \), and the RHS is at least \( \sqrt{x/d(v)} \) for any \( x \in [0, 2m] \). Thus, the lemma holds in this case.

Assume the lemma holds for \( t - 1 \). Since \( J(q_t, x) \) is piecewise linear in \( x \), and the RHS is concave, we only need to show the lemma holds for \( x = \text{vol}(S_i(q_t)) \) for any \( i \leq n \).
• For $x > K$, the RHS is at least $2^t$. On the other hand, for any vector $p$, we have

$$J(pM, 2m) = \|pM\|_1 = \sum_u \sum_v p(v)M_{vu} \leq \sum_v |p(v)|\sum_u |M_{vu}|$$

$$\leq 2\|p\|_1 = 2J(p, 2m),$$

Therefore,

$$J(q_t, x) \leq J(q_t, 2m) \leq 2J(q_{t-1}, 2m) \leq \cdots \leq 2^tJ(q_0, 2m) = 2^t.$$

So the lemma holds for $x$ in this case.

• For $x \leq K$, recall that $x = \text{vol}(S_t(q_t))$, by Lemma 2 and the induction hypothesis, we have

$$J(q_t, x) \leq J(q_{t-1}, x + x\Theta) + J(q_{t-1}, x - x\Theta)$$

$$\leq \frac{2 + 2^{t-1}x}{K} + \sqrt{\frac{x}{d(v)}} \left(2 - \Theta^2 \right)^{t-1} \left(\sqrt{1 + \Theta} + \sqrt{1 - \Theta} \right)$$

$$\leq \frac{2^t x}{K} + \sqrt{\frac{x}{d(v)}} \left(2 - \Theta^2 \right)^t,$$

where the last inequality follows from that

$$\sqrt{1 + \Theta} + \sqrt{1 - \Theta} \leq 2 - \frac{\Theta^2}{4}.$$

This completes the proof.

3.3 A Lower Bound for the Potential Function

We show that if the graph contains a pair subgraph with small $B$-ratio, then we can have a good lower bound on $J(\chi_v M^t)$ for some vertex $v$. The following lemma is similar to the upper bounds on the escaping probability of random walks given by Oveis Gharan and Trevisan [25]. Our proof uses a new spectral analysis by using the $H$-norm of a vector and may be modified to give a different proof for the corresponding results in [25].

Lemma 4. If $U = (L, R)$ has $B$-ratio $\beta(L, R) \leq \theta$, then for any integer $t > 0$,

1. there exists a vertex $v \in U$ such that $|q_t|(U) \geq (2 - 2\theta)^t$, where $q_t = \chi_v M^t$;

2. there exists a subset $U^t \subseteq U$ with $\text{vol}(U^t) \geq \text{vol}(U)/2$ satisfying that for any $v \in U^t$ and $q_t = \chi_v M^t$, $J(q_t, \text{vol}(U)) \geq |q_t|(U) \geq \frac{1}{20\theta}(2 - 6\theta)^t$, where we have assumed that $\theta < 1/3$.

Proof. To give the proof, we will use the following notation. For a set $U = (L, R)$, define $\rho_U$ and $\psi_U$ as

$$\rho_U(v) = \begin{cases} \frac{d(v)}{\text{vol}(U)} & \text{if } v \in L, \\ -\frac{d(v)}{\text{vol}(U)} & \text{if } v \in R, \\ 0 & \text{otherwise.} \end{cases}$$

$$\psi_U(v) = \begin{cases} \sqrt{\frac{d(v)}{\text{vol}(U)}} & \text{if } v \in L, \\ -\sqrt{\frac{d(v)}{\text{vol}(U)}} & \text{if } v \in R, \\ 0 & \text{otherwise.} \end{cases}$$
1. For the first part, we will show that

\[ \rho_U M^t(L, -R) \geq (2 - 2\theta)^t. \]  

(4)

If the above inequality holds, then by the fact that

\[ \rho_U M^t(L, -R) = \sum_{v \in U} \frac{d(v)}{\text{vol}(U)} \text{sgn}(v, L) \chi_v M^t(L, -R), \]

where sgn \((v, L)\) equals 1 if \(v \in L\) and \(-1\) if \(v \in R\), we know there exists a vertex \(v \in U\) satisfying sgn \((v, L)\) \(\chi_v M^t(L, -R) \geq (2 - 2\theta)^t\). Then the lemma follows from the fact that \(|p(U)| \geq \max\{p(L, -R), p(R, -L)\}\) for any \(p\).

To show inequality (4), we note that for any \(v' \in U\),

\[ \rho_U M^t(L, -R) = \rho_U D^{-1/2} L^t D^{1/2}(L, -R) = \psi_U L^t \psi_U^T. \]

On the other hand,

\[
\psi_U (2I - L) \psi_U^T = \psi_U D^{-1/2}(D + A) D^{-1/2} \psi_U^T = \sum_{u \sim v} (\psi_U(v) / \sqrt{d(v)} + \psi_U(v) / \sqrt{d(v)})^2 = \frac{4e(L) + 4e(R) + e(U, \bar{U})}{\text{vol}(U)} \leq 2\theta,
\]

which implies that

\[
\psi_U L^t \psi_U^T \geq 2 - 2\theta. \quad (5)
\]

Now recall that 0 = \(\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{n-1} \leq 2\) are the eigenvalues of the Laplacian \(L\). Let \(v_0, v_1, \ldots, v_{n-1}\) be the corresponding orthonormal eigenvectors of \(L\). If we write \(\psi_U = \sum_i \alpha_i v_i\), then by inequality (5), we have \(\sum_i \alpha_i^2 \geq 2 - 2\theta\). Therefore,

\[
\psi_U L^t \psi_U^T = \sum_i \lambda_i^2 \alpha_i^2 \geq \left( \sum_i \lambda_i^2 \alpha_i^2 \right)^t \geq (2 - 2\theta)^t,
\]

where the second inequality follows from the fact that \(\sum_i \alpha_i^2 = ||\psi_U||_2^2 = 1\) and the Chebyshev’s sum inequality.

2. For the second part, we show that for any set \(Z = (L_Z, R_Z)\) such that \(L_Z \subseteq L\), \(R_Z \subseteq R\) and \(\text{vol}(Z) \geq \frac{\text{vol}(U)}{2}\),

\[ \rho_Z M^t(L_Z, -R_Z) \geq \frac{1}{400} (2 - 6\theta)^t, \]

(6)

from which we know there exists at least one vertex \(v\) in \(Z\) such that

\[ |\chi_v M^t|(U) \geq |\chi_v M^t|(Z) \geq \text{sgn}(v, L_Z) \chi_v M^t(L_Z, -R_Z) \geq \frac{1}{400} (2 - 6\theta)^t. \]

Then by the choice of \(Z\), we know that the set \(U^t := \{v : |\chi_v M^t|(U) \geq \frac{1}{400} (2 - 6\theta)^t\}\) has volume at least \(\text{vol}(U) / 2\) and the lemma’s statement holds.
On the other hand, we have that \( \rho Z M^t(L_Z, -R_Z) = \psi_Z M^t \psi_Z^T \) for the same reason as in the first part of the proof, so we only need to show that

\[
\psi_Z M^t \psi_Z^T \geq \frac{1}{400} (2 - 6\theta)^t.
\]

Let \( H = \{ i : \lambda_i \geq 2 - 6\theta \} \). For an vector \( p \), define its \( H \)-norm as \( \|p\|_H := \sqrt{\sum_{i \in H} (p_i)^2} \). It is straightforward to show that \( \|\cdot\|_H \) is a seminorm. Recall that \( \psi_U = \sum_i \alpha_i v'_i \) and \( \sum_i \lambda_i \alpha_i^2 \geq 2 - 2\theta \).

By the definition of \( H \)-norm and that \( \|\psi_U\|_2^2 = 1 \), we have

\[
\sum_i \lambda_i \alpha_i^2 \leq \sum_{i \in H} \alpha_i^2 + (2 - 6\theta) \sum_{i \notin H} \alpha_i^2 = 2\|\psi_U\|_H^2 + (2 - 6\theta)(1 - \|\psi_U\|_H^2),
\]

which gives that

\[
\|\psi_U\|_H^2 \geq 2/3.
\]

Now we write \( \psi_Z = \sum_i \beta_i v'_i \). It is easy to show that

\[
\|\psi_U - \psi_Z\|_2^2 = \sum_{v \in Z} \left( \sqrt{\frac{d(v)}{\text{vol}(Z)}} - \sqrt{\frac{d(v)}{\text{vol}(U)}} \right)^2 + \sum_{v \in U \setminus Z} \frac{d(v)}{\text{vol}(U)}
\]

\[
= \sum_{v \in Z} d(v) \left( \frac{1}{\text{vol}(Z)} - \frac{2}{\sqrt{\text{vol}(Z)\text{vol}(U)}} + 1 \right) + \frac{\text{vol}(U \setminus Z)}{\text{vol}(U)}
\]

\[
\leq 2 - 2 \frac{\text{vol}(Z)}{\text{vol}(U)},
\]

where the last inequality follows from our assumption that \( \text{vol}(Z) \geq \text{vol}(U)/2 \).

Hence,

\[
\|\psi_U - \psi_Z\|_H \leq \|\psi_U - \psi_Z\|_2 \leq \sqrt{2 - \sqrt{2}},
\]

Then by the triangle inequality, we have

\[
\|\psi_Z\|_H \geq \|\psi_U\|_H - \|\psi_U - \psi_Z\|_H \geq \sqrt{\frac{2}{3}} - \sqrt{2 - \sqrt{2}} > \frac{1}{20}.
\]

Finally, we have

\[
\psi_Z L^t \psi_Z = \sum_i \lambda_i^2 \beta_i^2 \geq (2 - 6\theta)^t \|\psi_Z\|_H^2 > \frac{1}{400} (2 - 6\theta)^2.
\]

\[\square\]

Now we are ready to prove Theorem [1]
Proof of Theorem[7] Clearly the algorithm \textsc{SwpDB} runs in polynomial time. Now we show the correctness of the algorithm. Let $\Theta = 4\sqrt{\theta/\epsilon}$. Assume on the contrary that the algorithm \textsc{SwpDB}(G, k, \theta, \epsilon) does not find a desired subgraph, and thus for any $v \in V$, and $t \leq T = \frac{\epsilon \ln 2k}{2\theta}$, the sweep sets $S_t(\chi_v M^t)$ of volume at most $K = 2k^{1+\epsilon}$ have B-ratio at least $4\sqrt{\theta/\epsilon}$. Then by Lemma\textsuperscript{3} for any $v \in V$,

$$J(\chi_v M^T, k) \leq 2^T \frac{k}{2k^{1+\epsilon}} + \sqrt{k \left( 2 - \frac{\Theta^2}{4} \right)^T} \leq 2^T \left( \frac{1}{2k^\epsilon} + \sqrt{k \left( 1 - \frac{2\theta}{\epsilon} \right)^{\frac{\epsilon \ln 2k}{2\theta}}} \right) \leq 2^T \left( \frac{1}{2k^\epsilon} + \frac{1}{2k^{1/2}} \right) \leq 2^T k^{-\epsilon},$$

where in the last inequality we used the assumption that $0 < \epsilon < 1/2$.

On the other hand, since $U = (L, R)$ is subgraph such that $\beta(L, R) \leq \theta$ and $\text{vol}(U) \leq k$, then by Lemma\textsuperscript{4} we know that there exists a vertex $u \in U$ such that,

$$J(\chi_u M^T, k) \geq (2 - 2\theta)^T \geq 2^T (1 - \theta)^{\frac{\epsilon \ln 2k}{2\theta}} \geq 2^T e^{-\frac{\epsilon \ln 2k}{2(1-\theta)}} = 2^T (2k)^{-\frac{\epsilon}{2(1-\theta)}},$$

where in the last inequality we used the assumption that $\theta < 1/4$ and that $k > 4$. Hence we have derived a contradiction, which completes the proof.

By using a simple trace bound, we can obtain the following corollary that gives a spectral characterization of the small dense bipartite-like subgraphs and thus establish inequality \textsuperscript{(2)}.

**Corollary 1.** If $\lambda_n - k \geq 2 - 2\eta$, then there is a polynomial time algorithm such that for any $0 < \epsilon < 1$, it finds a subset $(X, Y)$ of volume at most $O(\text{vol}(G)/k^{1-\epsilon})$ and B-ratio $O(\sqrt{16(\eta/\epsilon) \log_k n})$.

**Proof.** Given $k, \eta, \epsilon$, we set $T = \frac{\epsilon \ln k}{2\theta}$, $K = \frac{\text{vol}(G)}{0.5 \epsilon k^{1-\epsilon}}$, and run the step 2 and 3 of the algorithm \textsc{SwpDB} to find a subgraph, which clearly runs in polynomial time. Assume that during this process, all the sweep sets $S_t(\chi_v M^t)$ of volume at most $K$ have B-ratio $\Theta = \sqrt{16(\eta/\epsilon) \log_k n}$, for any $v \in V$ and $t \leq T$. Then, by Lemma\textsuperscript{3} we have that for any $v \in V$,

$$\chi_v M^T \chi_v^T \leq J(\chi_v M_T, d(v)) \leq 2^T \frac{d(v)}{K} + \left( 2 - \frac{\Theta^2}{4} \right)^T.$$

Therefore,

$$\sum_{v \in V} \chi_v M^T \chi_v^T \leq 2^T \left( \frac{\text{vol}(G)}{K} + n \left( 1 - \frac{\Theta^2}{8} \right)^T \right) \leq 2^T \left( 0.5 k^{1-\epsilon} + n \left( 1 - \frac{2\eta \log_k n}{\epsilon} \right)^{\frac{\epsilon \ln k}{2\theta}} \right) \leq 2^T (0.5 k^{1-\epsilon} + 1) < 2^T k^{1-\epsilon}.$$

On the other hand, by the trace formula,

$$\sum_{v \in V} \chi_v M^T \chi_v^T = \text{Tr}(M^T) = \sum_{i=1}^{n} \lambda_i^T \geq k(2 - 2\eta)^T = 2^T k(1 - \eta)^{\frac{\epsilon \ln k}{2\theta}} \geq 2^T k^{1-\epsilon},$$

which is a contradiction. \qed

12
4 A Local Algorithm for Dense Bipartite-like Subgraphs

We will use the truncated operation to give our local algorithm LocDB (short for “local algorithm for dense bipartite subgraph”).

\[ \text{LocDB}(G, v, k, \theta, \epsilon) \]

Input: A graph \( G \), a vertex \( v \), a target volume \( k > 2560000 \), a target B-ratio \( \theta < 1/3 \) and an error parameter \( 0 < \epsilon < 1/2 \).
Output: A subgraph \((X, Y)\).

1. Let \( T = \frac{\epsilon \ln 1600k}{6\theta} \). Let \( \xi_0 = \frac{k^{1-t}}{800t^2} \). Let \( \tilde{q}_0 := \chi_v, r_0 := [\tilde{q}_0]_{\xi_0} \). Let \( \mathcal{F} = \emptyset \).
2. For each time \( 1 \leq t \leq T \):
   (a) Compute \( \tilde{q}_t := r_{t-1} M, r_t := [\tilde{q}_t]_{\xi_t} \);
   (b) Sweep over the support of \( \tilde{q}_t \) and add to \( \mathcal{F} \) all the sweep sets.
3. Output the subgraph \((X, Y)\) with the smallest B-ratio ratio among all sets in \( \mathcal{F} \).

Note that in the algorithm we just sweep the support of a given vector, which is important for the computation to be local.

Inspired by the proof of the correctness of SwpDB, we will use the upper bound and lower bound of the potential function \( J(\tilde{q}_t, x) \) to show the correctness of the local algorithm. Such bounds can be obtained by combining the following properties of the truncation operations in the algorithm.

Proposition 1. For any vertex \( v \), if \( q_t = \chi_v M^t \) and \( \tilde{q}_t, r_t \) are as defined in the algorithm LocDB, then for any \( t \geq 0 \),

1. \( \|\tilde{q}_t\|_1 \leq 2^t \);
2. \( |r_t - q_t| \leq \xi_0 t^2d \), where \( d \) is the degree vector.

Proof. We prove both the inequalities by induction.

1. If \( t = 0 \), the inequality trivially holds since \( \tilde{q}_0 = \chi_v \). Now assume that the inequality holds for \( t - 1 \). Then
   \[ \|\tilde{q}_t\|_1 = \|r_{t-1} M\|_1 = \|[\tilde{q}_{t-1}]_{\xi_{t-1}} M\|_1 \leq \|[\tilde{q}_{t-1}]_{\xi_{t-1}}\|_1 \leq 2 \|\tilde{q}_{t-1}\|_1 \leq 2^t, \]
   where the third inequality follows by the fact that \( \|p M\|_1 \leq 2 \|p\|_1 \) for all \( p \); the fourth inequality follows by the definition of truncation; and the last inequality follows by the induction.

2. If \( t = 0 \), the inequality holds since \( q_0 = r_0 = [q_0]_{\xi_0} = \chi_v \). If \( t = 1 \), then \( r_t = [\tilde{q}_1]_{\xi_t} = [r_0 M]_{\xi_1} = [q_0 M]_{\xi_1} = [q_1]_{\xi_1} \), and thus \( |r_1 - q_1| \leq \xi_1 d = 2\xi_0 d \) by the Fact [I]. Now assume that the inequality holds for \( t - 1 \), that is, \( |r_{t-1} - q_{t-1}| \leq \xi_0 (t - 1)^2 d \), which is equivalent to \( |(r_{t-1} - q_{t-1}) D^{-1}| \leq \xi_0 (t - 1)^2 d \), where \( 1 \) is the all 1 vector. On the other hand,
   \[ |r_t - q_t| = |(r_{t-1} M)_{\xi_t} - q_t| \leq |r_{t-1} M - q_t| + \xi_t d \]
   \[ = |(r_{t-1} - q_{t-1}) D^{-1} (D - A)| + \xi_t d \]
   \[ \leq 2 \xi_0 (t - 1)^2 d + \xi_0 2^t d \]
   \[ = \xi_0 t^2 d, \]
where the second to last inequality follows from the induction hypothesis and the fact that for any vector $p$, if $|p| \leq c \mathbf{1}$ for some constant $c$, then for any vertex $v$,

$$|p(D - A)(v)| = \sum_u p(u)(D_{vu} - A_{vu})| \leq \sum_u |p(u)|(D_{vu} + A_{vu}) \leq 2cd(v).$$

\[\square\]

Note that the second part of Proposition 1 directly implies a lower bound on $J(\tilde{q}_t, x)$. More specifically, we have the following corollary.

**Corollary 2.** For any set $U$, $|\tilde{q}_t|(U) \geq |r_t|(U) \geq |q_t|(U) - \xi_0 t2^t \text{vol}(U)$.

We can also give an upper bound on $J(\tilde{q}_t, x)$.

**Lemma 5.** For any vertex $v$, $T > 0$, $\Theta < 1$, if for any $t \leq T$, the sweep sets $S_i(\tilde{q}_t)$ of volume at most $K$ have B-ratio at least $\Theta$, then for any $0 \leq t \leq T$ and $0 \leq x \leq 2m$,

$$J(\tilde{q}_t, x) \leq \frac{2lx}{K} + \frac{x}{d(v)} \left(2 - \frac{\Theta^2}{4}\right)^t.$$

**Proof.** We prove the lemma by combining the following observations and the proof of Lemma 3.

First we note that for any $t \leq T$ and $x \leq 2m$, $J(r_t, x) \leq J(\tilde{q}_t, x)$. This follows by the definition of the potential function. More specifically, let $w \in [0, 1]^n$ be a vector that achieves $J(r_t, x)$, that is, $\sum_u w(u)d(u) = x$ and $J(r_t, x) = \sum_u |r_t|(v)w(v)$. Then $J(r_t, x) \leq \sum_u |\tilde{q}_t|(v)w(v) \leq J(\tilde{q}_t, x)$ since for any $v$, $|r_t|(v) \leq |\tilde{q}_t|(v)$. Furthermore, by the relation between $q_t$ and $r_{t-1}M$, we can always guarantee that $S_i(q_t) = S_i(r_{t-1}M)$ for every $i \leq n$.

Then by the conditions given in the lemma and the convergence Lemma 2 for $x = \text{vol}(S_i(\tilde{q}_t))$, we have

$$J(\tilde{q}_t, x) = J(r_{t-1}M, x) \leq J(r_{t-1}, x + \Theta x) + J(r_{t-1}, x - \Theta x) \leq J(\tilde{q}_{t-1}, x + \Theta x) + J(\tilde{q}_{t-1}, x - \Theta x).$$

Finally, we can use the same induction as in the proof of Lemma 5 to show that the lemma’s statement holds.

Now by using Corollary 2 and Lemma 5 we can show the correctness of the algorithm $\text{LocDB}$ and thus prove Theorem 2.

**Proof of Theorem 2.** We first show the correctness of $\text{LocDB}$ and then bound its running time.

- (Correctness.) As stated in the algorithm, we choose $T = \frac{\epsilon \ln 1600k}{6\theta}$. Let $U_0 = U^T \subseteq U$ be the subset as described in Lemma 4 which has volume at least $\text{vol}(U)/2$. Now let $v \in U_0$ and assume that in the algorithm $\text{LocDB}(G, v, k, \Theta, \epsilon)$, for any $t \leq T$, all the sweep sets $S_i(\tilde{q}_t)$ of volume at most $1600k^{1+\epsilon}$ have B-ratio at least $\Theta = \sqrt{48\theta/\epsilon}$, then by Lemma 5, we have

$$J(\tilde{q}_t, \text{vol}(S)) \leq J(\tilde{q}_t, k) \leq 2^t \left(\frac{k}{1600k^{1+\epsilon}} + \sqrt{k} \left(1 - \frac{\Theta^2}{8}\right)^T\right) \leq 2^t \left(\frac{1}{1600k^\epsilon} + \sqrt{k} \left(1 - \frac{6\theta}{\epsilon}\right)^{\frac{\ln 1600k}{6\theta}}\right) \leq 2^t \left(\frac{1}{1600k^\epsilon} + \frac{1}{1600k^{3/2}}\right) \leq \frac{2^T k^{-\epsilon}}{800}.$$
where the last inequality follows from the fact that \(0 < \epsilon < 1/2\).

On the other hand, by Lemma \ref{lemma:1} and Corollary \ref{corollary:2} and that \(\xi_0 T = \frac{k^{-1+\epsilon}}{800}\), we have

\[
|\tilde{q}_T|(U) \geq |\chi_v M^T||U| - \xi_0 T 2^T \text{vol}(U) \geq 2^T \left( \frac{1}{400} (1 - 3\theta) T - \xi_0 T k \right) \\
\geq 2^T \left( \frac{1}{400} (1 - 3\theta) \frac{k^{-\epsilon} \ln(1600k)}{2^{1+\theta}} - \frac{k^{-\epsilon}}{800} \right) \\
\geq 2^T \left( \frac{1}{400} (1600k)^{-2\epsilon/3} - \frac{k^{-\epsilon}}{800} \right) \\
\geq \frac{2^T k^{-\epsilon}}{800},
\]

where the last to third inequality follows from the assumption that \(\theta < 1/12\) and the last to second inequality follows from the assumption that \(k > 2560000\). (Also note that we can choose other bounds of \(\theta, k\) so long as these two inequalities are satisfied. For example, \(\theta < 0.03, k > 11000\).) Hence, we have derived a contradiction. Therefore, there exists at least one sweep set of volume at most \(O(k^{1+\epsilon})\) and B-ratio at most \(O(\sqrt{\theta/\epsilon})\).

- (Running time.) We first bound the time required in each iteration. For any \(t \leq T\), instead of perform the dense vector multiplication to compute \(\tilde{q}_t\), we keep record of the support of \(r_t\), which has volume at most \(\|\tilde{q}_t\|_1/\xi_t \leq 2^t/(\xi_0 2^t) = \xi_0^{-1}\). By definition, both the volume of the support and the computational time of \(\tilde{q}_{t+1}\) are proportional to \(\text{vol}(\text{supp}(r_t))\), which is at most \(\xi_0^{-1}\) by the property of truncation operation.

During the sweep process, we only need to sweep the vertices in \(\text{supp}(r_t)\). Sorting these vertices requires time

\[
O(|\text{supp}(r_t)| \ln |\text{supp}(r_t)|) \leq O(\text{vol}(\text{supp}(r_t))) \ln \text{vol}(\text{supp}(r_t)).
\]

Computing the B-ratio of the sweep sets requires time \(O(\text{vol}(\text{supp}(r_t)))\). Therefore, in a single iteration, the computation takes time

\[
O(\text{vol}(\text{supp}(r_t)) + \text{vol}(\text{supp}(r_t)) \ln \text{vol}(\text{supp}(r_t))) = O(\xi_0^{-1} + \xi_0^{-1} \ln \xi_0^{-1}) = O(\xi_0^{-1} \ln \xi_0^{-1}).
\]

Since the algorithm takes \(T\) iterations, the total running time is thus bounded by

\[
O(T \xi_0^{-1} \ln \xi_0^{-1}) = O(\epsilon^2 k^{1+\epsilon} \ln^3 k/\theta^2).
\]

\(\square\)
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