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Abstract

A common challenge in large-scale supervised learning, is how to exploit new incremental data to a pre-trained model, without re-training the model from scratch. Motivated by this problem, we revisit the canonical problem of dynamic least-squares regression (LSR), where the goal is to learn a linear model over incremental training data. In this setup, data and labels \((\mathbf{A}(t), \mathbf{b}(t)) \in \mathbb{R}^{t \times d} \times \mathbb{R}^{t}\) evolve in an online fashion \((t \gg d)\), and the goal is to efficiently maintain an (approximate) solution to \(\min_{\mathbf{x}(t)} \|\mathbf{A}(t)\mathbf{x}(t) - \mathbf{b}(t)\|_2\) for all \(t \in [T]\). Our main result is a dynamic data structure which maintains an arbitrarily small constant approximate solution to dynamic LSR with amortized update time \(O(d^{1+o(1)})\), almost matching the running time of the static (sketching-based) solution. By contrast, for exact (or even \(1/\text{poly}(n)\)-accuracy) solutions, we show a separation between the static and dynamic settings, namely, that dynamic LSR requires \(\Omega(d^{2-o(1)})\) amortized update time under the OMv Conjecture (Henzinger et al., STOC’15). Our data structure is conceptually simple, easy to implement, and fast both in theory and practice, as corroborated by experiments over both synthetic and real-world datasets.†
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1 Introduction

The problem of least-squares regression (LSR) dates back to Gauss in 1821 [45], and is the backbone of statistical inference [22], signal processing [39], convex optimization [11], control theory [13] and network routing [29, 32]. Given an overdetermined \((n \gg d)\) linear system \(A \in \mathbb{R}^{n \times d}, b \in \mathbb{R}^n\), the goal is to find the solution vector \(x\) that minimizes the mean squared error (MSE)

\[
\min_{x \in \mathbb{R}^n} \|Ax - b\|_2.
\]  

Among many other loss functions (e.g., \(\ell_p\)) that have been studied for linear regression, \(\ell_2\)-regression has been the most popular choice as it is at the same time robust to outliers, and admits a high-accuracy efficient solution.

The computational task of least-squares regression arises naturally in high-dimensional statistics and has been the central of focus. The exact closed-form solution is given by the well-known Normal equation \(x^* = (A^T A)^{-1} A^T b\), which requires \(O(nd^2)\) time to compute using naive matrix-multiplication, or \(O(nd^{1.4}) \approx O(nd^{1.37})\) time using fast matrix-multiplication (FMM) [46] for the current FMM exponent of \(\omega \approx 2.37\) [28, 3].

Despite the elegance and simplicity of this closed-form solution, in practice the latter runtime is often too slow, especially in modern data analysis applications where both the dimension of the feature space \((d)\) and the size of datasets \((n)\) are overwhelmingly large. A more modest objective in attempt to circumvent this computational overhead, is to seek an \(\epsilon\)-accurate solution that satisfies

\[
\|Ax - b\|_2 \leq (1 + \epsilon) \min_{x \in \mathbb{R}^d} \|Ax - b\|_2.
\]

This was the primary motivation behind the development of the sketch-and-solve paradigm [15], where the idea is to first compress the matrix into one with fewer \((\sim d/\epsilon^2)\) rows and then to compute the standard LSR solution but over the smaller matrix. A long line of developments on this framework culminated in algorithms that run in close to input-sparsity time [42, 15, 35, 12]. In particular, a direct application of sketch-and-solve yields an algorithm runs in \(O(nnz(A)\epsilon^{-1} + d^\omega)\) [2], which is near optimal in the “low precision” regime \((\epsilon = 1/\text{poly}(\log d))\). Interestingly, when combined with more sophisticated ideas of preconditioning and (conjugate) gradient descent, the runtime of this algorithm in terms of the error \(\epsilon\) can be further improved to \(O(nnz(A)\log(1/\epsilon) + d^\omega)\), which yields a high precision algorithm, i.e., it can efficiently solve the problem to within polynomial accuracy \(\epsilon = 1/\text{poly}(d)\).

Dynamic least-squares In many real-world scenarios of the aforementioned applications, data is evolving in an online fashion either by nature or by design, and such applications require maintaining the solution [1] adaptively, where rows of the data matrix and their corresponding labels \((A^{(t)}, b^{(t)})\) arrive one-by-one incrementally. This is known as the dynamic least-squares regression problem.

The origins of dynamic least-squares regression were in control theory of the 1950’s [38], in the context of dynamical linear systems. In this setup, the data matrix \([A^{(t)}, b^{(t)}]\) corresponds to the set of measurement and it evolves in an online (incremental) fashion, and the goal is to efficiently maintain the (exact) solution to a noisy linear system \(b := A^{(t)}x^{(t)} + \xi^{(t)}\) without recomputing the LSR solution from scratch. The recursive least-squares (RLS) framework and the celebrated Kalman filter [27] provide a rather simple update rule for maintaining an exact solution for this problem, by maintaining the sample covariance matrix and using the Woodbury identity (which asserts that an incremental update to \([A^{(t)}, b^{(t)}]\) translates into a rank-1 update to the sample covariance matrix), and hence each update can be computed in \(O(d^2)\) time [27].

\footnote{In this paper we use \(\tilde{O}(\cdot)\) to hide polylogarithmic terms, and we use \(O_*(\cdot)\) to hide \(\text{poly}(\log d, \epsilon^{-1})\) terms.}
Apart from this classic motivation, a more timely motivation for dynamic LSR comes from modern deep learning applications: Most neural networks need to be frequently re-trained upon arrival on new training data, in order to improve prediction accuracy, and it is desirable to avoid recomputing weights from scratch. This problem of efficient incremental training of DNNs has been studied before in elastic machine learning [31] and in the context of continual learning [37]. Our work sheds light on this question by analyzing the minimal computational resources required for $\ell_2$ loss-minimization.

Despite the rich literature on static LSR, the understanding of its dynamic counterpart was so far quite limited: All known dynamic algorithms hitherto still require $O(d^2)$ amortized update time (by direct application of the Woodbury identity). The basic questions we address in this paper is:

\textit{Is it possible to achieve sub-quadratic update time for maintaining an exact solution? Is it possible to achieve amortized $\tilde{O}(d)$ or even input-sparsity time for small-approximate solutions?}

In this paper, we settle both of these questions and present an essentially complete characterization of the dynamic complexity of LSR.

1.1 Overview of our results

Our first result is a negative answer to the first question above of maintaining exact (or polynomial-accuracy) LSR solutions in the dynamic setting – We prove that Kalman’s approach is essentially optimal, assuming the popular Online Matrix-Vector (OMv) Conjecture [24]:

Theorem 1.1 (Hardness of high-precision dynamic LSR, informal). Assuming the OMv Conjecture, any dynamic algorithm that maintains an $\epsilon = 1/poly(d)$-approximate solution for the dynamic LSR problem over $T = poly(d)$ iterations, must have $\Omega(d^{2-o(1)})$ amortized update time per iteration.

Theorem 1.1 separates the static and the dynamic complexities of the exact LSR problem: As mentioned above, the static problem can be solved by \textit{batching} rows together using FMM in time $O(Td^{\omega - 1})$, whereas the dynamic problem requires $\Omega(Td^2)$ by Theorem 1.1. Indeed, the implication of Theorem 1.1 is stronger, it also separates the static and dynamic complexity of approximate LSR problem under the high precision regime, it asserts that a polylogarithmic dependence on the precision (i.e. $d \cdot poly(\log(1/\epsilon))$) on update time is impossible (assuming OMv), in sharp contrast to the static case.

We next focus on an \textit{approximate} version of this classic online problem, \textit{dynamic $\epsilon$-LSR}, where the goal is to efficiently maintain, during all iterations $t \in [T]$, an $\epsilon$-approximate solution under incremental row-updates to $A^{(t)}$ and labels $b^{(t)}$, where efficiency is measured by the \textit{amortized update time} for inserting a new row. A natural complexity benchmark for this dynamic problem is the aforementioned best \textit{static} sketch-and-solve solution, which for $n = T$ is $\tilde{O}(nnz(A^{(T)})\epsilon^{-1}d^2) = \tilde{O}(nnz(A)\epsilon^{-1})$ for $T \gg d$ [15]. Our main result is a provably efficient and practical dynamic data structure, whose total running time essentially matches the complexity of the offline problem:

Theorem 1.2 (Main result, informal version of Theorem 3.1). For any accuracy parameter $\epsilon > 0$, there is a randomized dynamic data structure which, with probability at least 0.9, maintains an $\epsilon$-approximate solution to the dynamic LSR problem simultaneously for all iterations $t \in [T]$, with total update time

\[ O(\epsilon^{-2} \text{nnz}(A^{(T)}) \log(T) + \epsilon^{-6}d^3 \log^5(T)) \]

\footnote{This conjecture postulates that multiplying a fixed $d \times d$ matrix $A$ with an online matrix $B$, column-by-column $(AB_i)$, requires $d^{1-o(1)}$ time, in sharp contrast to the batch setting where this can be done using FMM in $d^{-2} \ll d^3$ time. See Section 4.}
For constant approximations (ε is a constant), Theorem 1.2 almost matches the fastest static sketching-based solution, up to polylogarithmic terms and the additive FMM term. When T ≫ d, this theorem shows that amortized update time of our algorithm is \( \tilde{O}(d) \).

1.2 Related work

Sketching and sampling  Least-squares regression has been extensively studied in the literature. A long line of work [2, 15, 35, 4, 16, 48, 47] has focused on using dimension reduction technique (sketching or sampling) to speedup the computation task, culminates into algorithms that run in \( \tilde{O}(\text{nnz}(A) \log(1/\epsilon) + d^2) \) time [15]. See Appendix A for a more thorough overview.

Regression in online, streaming, and sliding window models  Least-squares regression has been extensively studied in the literature. Sketching and sampling problems have also been studied in various computational models, though the focus of these models are generally not the (amortized) running time. Our algorithm uses techniques developed by [17], where the authors study the regression problem in the online model, with the goal of maintaining a spectral approximation of data matrix in the online stream. Their algorithm only needs to store \( O(d) \) rows, however the amortized running time is still \( \Omega(d^2) \) (see Section 3.1 for a detailed discussion). Low-memory algorithms for dynamic LSR were studied in the streaming model, where the main focus is on space complexity (but not update time), and in this case a direct application of random JL-sketching or Count-Sketch achieves (tight) space complexity \( \tilde{O}(d^2 \epsilon^{-1}) \) [14]. Recent work of [10] studies regressions and other numerical linear algebra tasks in the sliding window model, where data come in an online stream and only the most recent updates form the underlying data set. The major focus of a sliding window model is still the space complexity, and there is no amortized running time guarantee.

Disparity from online learning  Our work differs from online learning literature [23] in that the main bottleneck in online regret-minimization and bandit problems is information-theoretic, whereas the challenge in our loss-minimization problem is purely computational. See Appendix A for detailed discussions.

2 Problem formulation

In a dynamic least-squares regression problem, initially, we are given a matrix \( A^{(0)} \in \mathbb{R}^{n_0 \times d} \) together with a vector \( b^{(0)} \in \mathbb{R}^{n_0} \). At the \( t \)-th step, a new data of form \( ((a^{(t)})^\top, \beta^{(t)}) \in \mathbb{R}^d \times \mathbb{R} \) arrives, and the goal is to maintain an \( \epsilon \)-approximate solution. A formal description is provided below, where we assume \( n_0 = d + 1 \) for simplicity (see Remark 2.3).

**Definition 2.1** (Dynamic least-squares regression). Let \( d \in \mathbb{N}_+ \) and \( \epsilon \in [0, 1) \) be two fixed parameters. We say an algorithm solves \( \epsilon \)-approximate dynamic least squares regression if

- **The data structure** is given a matrix \( A^{(0)} \in \mathbb{R}^{(d+1) \times d} \) and a vector \( b^{(0)} \in \mathbb{R}^{d+1} \) in the preprocessing phase.

- **For each iteration** \( t \in [T] \), the algorithm receives updates \( a^{(t)} \in \mathbb{R}^d \) and \( \beta^{(t)} \in \mathbb{R} \). Define \( A^{(t)} := [(A^{(t-1)})^\top, a^{(t)})^\top \in \mathbb{R}^{(d+1) \times d} \) to be \( A^{(t-1)} \) appended with a new row \( (a^{(t)})^\top \), and \( b^{(t)} := [(b^{(t-1)})^\top, \beta^{(t)}]^\top \in \mathbb{R}^{d+1} \) to be \( b^{(t-1)} \) appended with a new entry \( \beta^{(t)} \). After this update, the algorithm outputs an \( \epsilon \)-approximate solution \( x^{(t)} \in \mathbb{R}^d \):

\[
\|A^{(t)}x^{(t)} - b^{(t)}\|_2 \leq (1 + \epsilon) \min_{x \in \mathbb{R}^d} \|A^{(t)}x - b^{(t)}\|_2.
\]
We write \([0 : T] = \{0, 1, \ldots, T\}\), and for any \(t \in [0 : T]\), we denote \(M^{(t)} := [A^{(t)}, b^{(t)}] \in \mathbb{R}^{(d + t + 1) \times (d + 1)}\). We make the following assumptions.

**Assumption 2.2.** We assume 1. Each data have bounded \(\ell_2\) norm, i.e., \(\forall i \in [T + d + 1]\), the \(i\)-th row of \(M^{(T)}\) satisfies \(\|M^{(T)}_{i,*}\|_2 \leq D\). 2. The initial matrix \(M^{(0)}\) has full rank, and its smallest singular value is bounded by \(\sigma_{d+1}(M^{(0)}) \geq \sigma\) for some polynomially small \(\sigma\) where \(\sigma \in (0, 1)\).

**Remark 2.3.** We remark that these assumptions are essentially w.l.o.g. for the following reasons: 1. Real world data inherently have bounded \(\ell_2\) norm, and in applications like machine learning, data are often normalized. 2. We can assume the initial matrix \(A^{(0)}\) has \(d + 1\) rows because brute-force adding these \(d + 1\) initial rows would only take \(O(d^3)\) time, and this is within our desired total running time of \(O(\text{nnz}(A^{(T)}) + d^3)\). 3. To satisfy the assumption that \(\sigma_{d+1}(M^{(0)}) \geq \sigma\) for some polynomially small \(\sigma\), we could let the initial matrix \(M^{(0)} = \sigma \cdot I_{d+1}\). This is equivalent to adding a small regularization term of \(\sigma \cdot \|x\|_2\) and this incurs only a polynomially small additive error.

## 3 Dynamic \(\epsilon\)-LSR data structure

In this section, we present an algorithm for the dynamic least squares regression problem, which maintains an \(\epsilon\)-approximate solution in close to input sparsity time:

**Theorem 3.1** (Dynamic data structure for \(\epsilon\)-LSR). Let \(\epsilon > 0\), \(d, T \in \mathbb{N}\). There exists a randomized algorithm for dynamic least-squares regression (Algorithm 1-4). With probability at least 0.9, the algorithm maintains an \(\epsilon\)-approximation solution for all iterations \(t \in [T]\) and the total update time over \(T\) iterations is at most \(O(\epsilon^{-2} \text{nnz}(A^{(T)}) \log(T) + \epsilon^{-6} d^3 \log^5(TD/\sigma))\). Our data structure uses at most \(O(\epsilon^{-2} d^2 \cdot \log^2(TD/\sigma))\) space.

**Notations** We use superscripts \((t)\) to denote the matrix/vector/scalar maintained by the data structure at the end of the \(t\)-th iterations. In particular, the superscript \((0)\) represents the variables after the preprocessing step. For any matrix \(A \in \mathbb{R}^{n \times d}\), \(i \in [n]\) we define its leverage score \(\tau(A) \in \mathbb{R}^n\) as \(\tau_i(A) := a_i^\top (A^\top A)^{-1} a_i\). We define the generalized leverage score (same as [16]) of \(A \in \mathbb{R}^{n \times d}\) with respect to another matrix \(B \in \mathbb{R}^{n' \times d}\) as : \(\tau_i^B(A) := a_i^\top (B^\top B)^{-1} a_i\). For more properties of the leverage scores see Section 3.1.

### 3.1 Technical Overview

Our approach is formally described in Algorithm [1][4]; we first overview the ideas behind it.

From a high level view, our approach follows the online row sampling framework [16][17][10]: When a new row arrives, we sample and keep the new row with probability proportional to the (approximated version of) online leverage score

\[
\tau_{d+t+1}^{M(t)}(M^{(t)}) = (m^{(t)})^\top ((M^{(t-1)})^\top M^{(t-1)})^{-1} m^{(t)}.
\]

The sampled matrix is a spectral approximation to the true data matrix. We maintain an approximate least-squares regression solution using this sampled matrix.

Naively computing the online leverage score takes \(O(d^2)\) time. In order to accelerate this computation, we use two approximations:

1. Similar to [17], we compute the online leverage scores with respect to the sampled matrix instead of the true data matrix. However, this idea alone is still not enough to achieve sub-quadratic time.
2. We use a JL-embedding\footnote{Johnson-Lindenstrauss (JL) Lemma shows a way to embed high-dimensional vectors to low-dimensional space while preserving the distances between the vectors. A rigorous statement is shown in Lemma B.4.} trick\footnote{Johnson-Lindenstrauss (JL) Lemma shows a way to embed high-dimensional vectors to low-dimensional space while preserving the distances between the vectors. A rigorous statement is shown in Lemma B.4.} to compress the size of the $d \times d$ matrix to $\approx \epsilon^{-2} \times d$. In this way, in each iteration it only takes $O_\epsilon(d)$ time to compute the approximate online leverage score.

We further use an inductive analysis to bound the overall error (Lemma 3.4).

Finally, we adopt a similar strategy as \cite{17} to prove that sampling according to the approximate online leverage score still keeps at most $O_\epsilon(d)$ sampled rows (Lemma 3.7). Whenever a row is sampled, it takes $O(d^2)$ time to update the maintained matrices using the Woodbury identity. Hence, the amortized update time of the sampled rows is $O_\epsilon(d^3/T) = o(d)$ when $T \gg d$.

Remark 3.2 (Difference from sketching-based solutions). Our approach crucially differs from the sketching-based solutions, which do not provide any speedup over the direct application of the Woodbury identity ($O(d^2)$ time per iteration). A sketching-based solution maintains a sketched matrix $SM \in \mathbb{R}^{O_\epsilon(d) \times d}$, where $S$ is a sketching matrix (e.g. SRHT \cite{2} or Count Sketch \cite{15}) that mixes the rows of $M$. When a new row of $M$ arrives, at least one row of the sketched matrix $SM$ needs to be updated, in contrast to our sampling-based approach where the sampled matrix is not updated in most of the iterations.

Implementation. We explain the detailed implementation of our algorithm. At the beginning of the $t$-th iteration, a sampling matrix $D^{t-1}$ is derived based on the online leverage score, and the sub-sampled matrix $N^{t-1} = D^{t-1}M^{t-1}$ maintains a spectral approximation on the column space of $M^{t-1} = [A^{t-1}, b^{t-1}]$. Let $s^{t-1}$ denote the number of sampled rows. To obtain spectral approximation, we maintain the approximate covariance matrices $H^{t-1} = (N^{t-1})^T(N^{t-1})^{-1}$ and $B^{t-1} = N^{t-1}H^{t-1}$. The online leverage score $\tau^{t}$ of a new row $m^{t}$ can be approximated as $\|B^{t-1}m^{t}\|_2$. To efficiently compute the leverage score of a new row, we left-multiply by a JL matrix $J^{t-1}$ and maintain a proxy $\tilde{B}^{t-1} = J^{t-1}B^{t-1}$, with the guarantee that $\|\tilde{B}^{t-1}m\|_2 \approx \|B^{t-1}m\|_2$ for any $m \in \mathbb{R}^{d+1}$ with high probability.

When a new row $m^{t}$ is inserted at the $t$-th iteration, we sample it via the approximate online leverage score (Line 3 of SAMPLE). We only perform update if the new row is sampled. In that case, we renew the JL matrix and perform a series of careful updates on all the variables that we maintain (See UPDATE MEMBERS). To obtain the final solution $x^{t} \in \mathbb{R}^{d}$, we solve $\min_{x \in \mathbb{R}^d} \|D^{t}A^{t}x - D^{t}b^{t}\|_2$, which has the closed-form solution of $x^{t} = G^{t} \cdot u^{t}$ and can be efficiently maintained by taking $G^{t} = (A^{t})^T(D^{t})^{-1} \in \mathbb{R}^{d \times d}$ and $u^{t} = (A^{t})^T(D^{t})^{-1}b^{t}$.

We outline the proof of Theorem 3.1 and defer the detailed proof to Appendix C due to space limits.

3.2 Correctness

We show the correctness of our algorithm and prove it maintains an $\epsilon$-approximate solution for all iterations with high probability. We start with closed-form formulas for all the variables we maintain. The JL matrix uses parameters $\delta = O(1/T^2)$ and $k = O(\epsilon^{-2} \log(T/\delta))$.

Lemma 3.3 (Closed-form formulas). At the $t$-th iteration of Algorithm 2 - 4, we have

1. $M^{t} = [A^{t}, b^{t}] \in \mathbb{R}^{(d+t+1) \times (d+1)}$.

2. $D^{t} \in \mathbb{R}^{(d+t+1) \times (d+t+1)}$ is a diagonal matrix with $s^{t}$ non-zero entries.
Algorithm 1 Preprocess \((A, b, \epsilon, T)\)

1: \(M \leftarrow [A, b] \quad \triangleright M \in \mathbb{R}^{(d+1)\times(d+1)}\)
2: \(D \leftarrow I_{d+1}\)
   \# Spectral approximation
3: \(s \leftarrow d + 1\)
4: \(N \leftarrow D \cdot M \quad \triangleright N \in \mathbb{R}^{s \times (d+1)}\)
5: \(H \leftarrow ((N)\top N)^{-1} \quad \triangleright H \in \mathbb{R}^{(d+1)\times(d+1)}\)
6: \(B \leftarrow N \cdot H \quad \triangleright B \in \mathbb{R}^{s \times (d+1)}\)
   \# JL approximation
7: \(\delta \leftarrow O(1/T^2), k \leftarrow O(\epsilon^{-2} \log(T/\delta))\)
8: \(J \leftarrow JL(s, \epsilon, \delta, T) \quad \triangleright JL matrix J \in \mathbb{R}^{k \times s}\)
9: \(\tilde{J} \leftarrow J \cdot B \quad \triangleright \tilde{J} \in \mathbb{R}^{k \times (d+1)}\)
10: \(G \leftarrow (A\top D\top DA)^{-1} \quad \triangleright G \in \mathbb{R}^{d \times d}\)
11: \(u \leftarrow A\top D^2 b \quad \triangleright u \in \mathbb{R}^{d}\)
12: \(x \leftarrow G \cdot u \quad \triangleright x \in \mathbb{R}^{d}\)

Algorithm 2 Update \((a, \beta)\)

1: \(m \leftarrow [a\top, \beta]\top \quad \triangleright m \in \mathbb{R}^{d+1}\)
2: \(\nu \leftarrow \text{Sample}(m) \quad \triangleright \nu \in \mathbb{R}\)
3: \(D \leftarrow \begin{bmatrix} D & 0 \\ 0 & \nu \end{bmatrix} \quad \triangleright \nu \neq 0\)
4: if \(\nu \neq 0\) then UpdateMembers\((m)\)
5: return \(x\)

Algorithm 3 Sample \((m)\)

1: \(\tau \leftarrow \|\tilde{B} \cdot m\|_2^2\)
2: \(p \leftarrow \min\{3(1+\epsilon)^2\epsilon^{-2} \tau \log(1/\delta), 1\}\)
3: \(\nu \leftarrow 1/\sqrt{p}\) with probability \(p\), and \(\nu \leftarrow 0\) otherwise

Algorithm 4 UpdateMembers \((m)\)

\# Update spectral approximation
1: \(s \leftarrow s + 1\)
2: \(\Delta H \leftarrow H_\text{mm} \top H/p \quad \triangleright \Delta H \in \mathbb{R}^{k \times k}\)
3: \(H \leftarrow H + \Delta H\)
4: \( \tilde{B} \leftarrow [(B + N \cdot \Delta H)\top, H \cdot m/\sqrt{p}]\top\)
5: \(N \leftarrow [N\top, m/\sqrt{p}]\top\)
\# Update JL approximation
6: \(J \leftarrow JL(s, \epsilon, \delta, T)\)
7: \(\tilde{B} \leftarrow J \cdot B\)
\# Update solution
8: \(G \leftarrow G - Gaa\top G/p \quad \triangleright G \in \mathbb{R}^{d \times d}\)
9: \(u \leftarrow u + \beta \cdot a/p\)
10: \(x \leftarrow G \cdot u\)
3. \( N(t) = (D(t)M(t))_{S(t),*} \in \mathbb{R}^{d(t) \times (d+1)} \), where \( S(t) \subset [d + t + 1] \) is defined as the set of non-zero entries of \( D(t) \).

4. \( H(t) = ((N(t) \top N(t))^{-1} \in \mathbb{R}^{(d+1) \times (d+1)}. \)

5. \( B(t) = N(t)H(t) \in \mathbb{R}^{d(t) \times (d+1)}. \)

6. \( \tilde{B}(t) = J(t) \cdot B(t) \in \mathbb{R}^{k \times (d+1)}, \) where \( k = O(\epsilon^{-2} \log(T/\delta)). \)

7. \( G(t) = ((A(t)) \top (D(t)^2 A(t))^{-1} \in \mathbb{R}^{d \times d}. \)

8. \( u(t) = (A(t)) \top (D(t)^2 b(t) \in \mathbb{R}^d. \)

9. \( x(t) = ((A(t)) \top (D(t)^2 A(t))^{-1} \cdot (A(t)) \top (D(t)^2 b(t) \in \mathbb{R}^d. \)

The following lemma is key for our correctness analysis. It shows that we maintain a good approximation on online leverage scores and a spectral approximation of \( M(t) \) throughout all iterations.

Lemma 3.4 (Spectral approximation via leverage score maintenance). With probability at least \( 1 - 2T\delta, \)

\[
(1 - \epsilon)^2 \tau_{d+t+1}^{M(t-1)} (M(t)) \leq \tau(t) \leq (1 + \epsilon)^2 \tau_{d+t+1}^{M(t-1)} (M(t)), \quad \forall t \in [T], \tag{2}
\]

and

\[
(M(t)^\top (D(t)^2 M(t) \approx (M(t)^\top M(t), \quad \forall t \in [0 : T]. \tag{3}
\]

Proof Sketch. We prove by induction and show that with probability \( 1 - 2T\delta, \) Eq. (2) holds for all \( t' \in [0 : t] \) and Eq. (2) holds for all \( t' \in [t]. \) The base case \( t = 0 \) holds trivially, as \( D(0) = I_{d+1}, \) and therefore, \( (M(0)^\top (D(0)^2 M(0) = (M(0)^\top M(0). \) Given the induction hypothesis upon \( t - 1, \) we proceed in the following three steps.

- We first use the induction hypothesis to prove that \( \|B(t-1) \cdot m(t)\|_2^2 \) is a good estimate on the online leverage score, that is

\[
(1 - \epsilon)^2 \tau_{d+t+1}^{M(t-1)} (M(t)) \leq \|B(t-1) \cdot m(t)\|_2^2 \leq (1 + \epsilon)^2 \tau_{d+t+1}^{M(t-1)} (M(t)).
\]

- We then use the JL lemma (Lemma B.4) to show that with probability \( 1 - \delta, \) the sketched covariance matrix \( \|B(t-1) \cdot m(t)\|_2^2 \) returns a good estimation of \( \|B(t-1) \cdot m(t)\|_2^2. \) That is

\[
(1 - \epsilon)^2 \cdot \tau_{d+t+1}^{M(t-1)} (M(t)) \leq \|B(t-1) \cdot m(t)\|_2^2 \leq (1 + \epsilon)^2 \cdot \tau_{d+t+1}^{M(t-1)} (M(t)). \quad \tag{4}
\]

- Finally, we wrap up the proof by proving the second part of induction. In particular, we show that conditioned on Eq. (4) holds, we have

\[
(M(t)^\top (D(t)^2 M(t) \approx (M(t)^\top M(t).
\]

The proof then follows by an union bound over failure events. \( \square \)

It is well known that spectral approximations of \( (M(t)^\top M(t) \) give approximate solutions to least squares regressions \[\text{LSS}, \) so we have proved the correctness of our algorithm.

Lemma 3.5 (Correctness of Algorithm 3.3). With probability at least \( 1 - O(1/T), \) in each iteration, Update of Algorithm 3.3 outputs a vector \( x(t) \in \mathbb{R}^d. \) such that

\[
\|A(t)\cdot x(t) - b(t)\|_2 \leq (1 + \epsilon) \min_{x \in \mathbb{R}^d} \|A(t)\cdot x - b(t)\|_2.
\]
3.3 Time analysis

Next, we bound the overall update time of our algorithm. We first compute the worst case update time of Algorithm 3. When $\nu(t) = 0$, i.e., the $t$-th row is not sampled, the Update procedure only needs to compute the approximate leverage score $\tau(t)$ (Sample, Algorithm 3), and it takes $O(k \cdot \text{nnz}(m(t)))$ time. When $\nu(t) \neq 0$, i.e., the $t$-th row is sampled, the Update procedure makes a call to UpdateMembers (Algorithm 4), and it takes $O(k \cdot s(t) \cdot d)$ time. Plugging in the value of $k$, we have the following lemma.

**Lemma 3.6 (Worst case update time).** At the $t$-th iteration of the Update procedure (Algorithm 3),

- If $\nu(t) = 0$, then Update takes $O(\epsilon^{-2} \log(T/\delta) \cdot \text{nnz}(a(t)))$ time.
- If $\nu(t) \neq 0$, then Update takes $O(\epsilon^{-2} s(t) d \log(T/\delta))$ time.

To bound the amortized update time, we need to bound the total number of sampled rows, and this is closely related to the sum of online leverage scores. Such an upper bound was already established by [17], here we present a slightly generalized version of it.

**Lemma 3.7 (Sum of online leverage scores, generalization of Theorem 2.2 of [17]).** If the matrix $M(T)$ satisfy Assumption 2.2, then

$$\sum_{t=1}^{T} \tau_{d+t+1}^{M(t-1)}(M(t)) \leq O(d \log(TD/\sigma)).$$

Now we are ready to bound the amortized update time of our algorithm.

**Lemma 3.8 (Amortized update time).** With probability at least 0.99, the total running time of Update over $T$ iterations is at most $O(\epsilon^{-2} \text{nnz}(A(T)) \log(T) + \epsilon^{-6} d^3 \log^5(TD/\sigma))$.

**Proof Sketch.** In this proof sketch we simplify the second term as $d^3 \cdot \text{poly}(\epsilon^{-1} \log(TD/\sigma))$. The first term comes from the computation cost of querying leverage score, which takes $O(\epsilon^{-2} \log(T/\delta) \cdot \text{nnz}(a(t)))$ time in the $t$-th iteration even if the $t$-th row is not sampled. The second term bounds the total update time for the sampled rows:

- From Lemma 3.4 and Lemma 3.7 with high probability the sum of the approximate online leverage scores $\tau(t)$ are bounded by $O(d \log(TD/\sigma))$.

- Using Markov inequality, the total number of sampled rows is bounded by

$$s^{(T)} = O(\sum_{i=1}^{T} p(t)) = O(\epsilon^{-2} \cdot \log(1/\delta) \cdot \sum_{i=1}^{T} \tau(t)) \leq O(d \cdot \text{poly}(\epsilon^{-1} \log(TD/\sigma))).$$

- Since there are $s^{(T)}$ sampled rows, and for each sampled row we update data structure members in $O(s^{(T)} d \cdot \text{poly}(\epsilon^{-1} \log(TD/\sigma)))$ time, the total update time for sampled rows is

$$s^{(T)} \cdot O(s^{(T)} d \cdot \text{poly}(\epsilon^{-1} \log(TD/\sigma))) = O(d^3 \cdot \text{poly}(\epsilon^{-1} \log(TD/\sigma))).$$
4 Hardness result

We prove a $\Omega(d^{2-o(1)})$ amortized time lower bound for dynamic least squares regression with high precision, assuming the OMv conjecture. The OMv conjecture was originally proposed by [24], and it is widely accepted in the theoretical computer science community.

**Conjecture 4.1 (OMv conjecture, [24]).** Let $d \in \mathbb{N}$, $T = \text{poly}(d)$. Let $\gamma > 0$ be any constant. $B \in \{0, 1\}^{d \times d}$ is a Boolean matrix. $\forall t \in [T]$, a Boolean vector $z^{(t)} \in \{0, 1\}^d$ is revealed at the $t$-th step. We say an algorithm solves the OMv problem if it returns the Boolean matrix-vector product $Bz^{(t)} \in \mathbb{R}^d$ at every time step. The conjectures states that there is no algorithm that solves the OMv problem using $\text{poly}(d)$ preprocessing time and $O(d^{2-\gamma})$ amortized running time, and has an error probability $\leq 1/3$.

The results in this section are all under the Word RAM model where the word size $w = O(\log d)$. Our main result is formally stated below.

**Theorem 4.2 (Hardness of dynamic-least squares regression with high precision).** Let $d \in \mathbb{N}$, $T = \text{poly}(d)$, $\epsilon = \frac{1}{\sqrt{d}} = 1/\text{poly}(d)$, and let $\gamma > 0$ be any constant. Assuming the OMv conjecture is true, any dynamic algorithm that maintains an $\epsilon$-approximate solution of the least squares regression requires at least $\Omega(d^{2-\gamma})$ amortized time per update.

Our lower bound is proved by first reducing the standard OMv conjecture for Boolean matrices to OMv-hardness for well-conditioned positive semidefinite (PSD) matrices over real numbers. Then we use this new OMv-hardness result to prove our lower bound for dynamic least squares regression. We only provide a proof sketch here and detailed proof are delayed to Section D.

**OMv-hardness for well-conditioned PSD matrix** The OMv conjecture asserts the hardness of solving online Boolean matrix-vector product exactly. We extend it to solving online real-valued matrix-vector product for well-conditioned PSD matrices, while allowing polynomially small error.

**Lemma 4.3 (Hardness of approximate real-valued OMv).** Let $d \in \mathbb{N}$, $T = \text{poly}(d)$. Let $\gamma > 0$ be any constant. Let $H \in \mathbb{R}^{d \times d}$ be a symmetric matrix whose eigenvalues satisfy $1 \leq \lambda_d(H) \leq \cdots \leq \lambda_1(H) \leq 3$. For any $t \in [T]$, $z^{(t)} \in \mathbb{R}^d$ is revealed at the $t$-th step, and $\|z^{(t)}\|_2 \leq 1$. Assuming the OMv conjecture is true, then there is no algorithm with $\text{poly}(d)$ preprocessing time and $O(d^{2-\gamma})$ amortized running time that can return an $O(1/d^2)$-approximate answer to $Hz^{(t)}$ for all $t$, i.e., a vector $y^{(t)} \in \mathbb{R}^d$ s.t. $\|y^{(t)} - Hz^{(t)}\|_2 \leq \epsilon$, and has an error probability $\leq 1/3$.

**Proof Sketch.** Given a Boolean matrix $B \in \{0, 1\}^{d \times d}$ in the OMv conjecture, we construct a PSD matrix $H = \begin{bmatrix} 2I_d & \frac{1}{2}B \\ \frac{1}{2}B^\top & 2I_d \end{bmatrix} \in \mathbb{R}^{2d \times 2d}$. We note that $H$ is symmetric and $1 \leq \lambda_d(H) \leq \lambda_1(H) \leq 3$. Given a binary OMv query vector $z^{(t)}$, we construct $\tilde{z}^{(t)} = (0_d, z^{(t)}) \in \mathbb{R}^{2d}$. Since $H$ has a constant condition number, we can prove that rounding an $\epsilon \sim 1/d^2$-approximate answer $\tilde{y} \approx \epsilon H \cdot \tilde{z}^{(t)}$ still gives the correct binary answer to $Bz^{(t)}$.

**Reducing OMv to dynamic least-squares regression** We next wrap up the proof of Theorem 4.2 by reducing OMv to dynamic $\epsilon$-LSR.

**Proof Sketch of Theorem 4.2** Given a PSD matrix $H$ and a sequence of query $\{Hz^{(t)}\}^T_{t=1}$ of the problem in Lemma 4.3 we reduce it to a dynamic $\epsilon$-LSR, where the initial $A$ is such that $A^\top A = H^{-1}$ (this preprocessing step of the reduction takes $\sim d^2$ time), and the label is 0 for the initial $d$ data. For each $t \in [T]$, the incoming row $a^{(t)}$ is a small scaled version of $z^{(t)}$, i.e., $a^{(t)} = \frac{1}{d^{2/\sqrt{T}}} z^{(t)} \in \mathbb{R}^d$. We use this new OMv-hardness result to prove our lower bound for dynamic least squares regression.
We compare with three baseline methods. 1. An online platform for malware detection. It has when fitted by a linear model. The dataset is collected from Nov 2010 to Jul 2014 by VirusShare. We select this dataset because it has a large number of features and data points, and has low errors.

We use the VirusShare dataset from the UCI Machine Learning Repository.\footnote{https://archive.ics.uci.edu/ml/datasets.php} Real-world dataset

In particular, let $y^{(t)} = d^2\sqrt{T}(x^{(t)} - x^{(t-1)})$, Step 2 and 3 directly implies $\|y - H z^{(t)}\|_2 \leq O(1/d^2)$. This completes the proof.

5 Experiments

Our method is most suitable for data distributions that are non-uniform. Indeed, if the data has low coherence (they are all similar to each other), then the naive uniform sampling is as good as leverage score sampling. We perform empirical evaluations on our algorithm over both synthetic and real-world datasets.

Synthetic dataset  We follow the empirical study of \cite{18} and generate data from the elliptical model. In this model, $a^{(t)} = w^{(t)} \Sigma z^{(t)}$, where $z^{(t)} \sim N(0, I_d)$ is a random Gaussian vector, $\Sigma \in \mathbb{R}^{d \times d}$ is a PSD matrix, and $w^{(t)}$ is a scalar. The label is generated as $b^{(t)} = \langle a^{(t)}, x^* \rangle + w^{(t)} \xi$, where $x^* \in \mathbb{R}^d$ is a hidden vector and $\xi \sim N(0, 1)$ is standard Gaussian noise. This model has a long history in multivariate statistics, see e.g. \cite{33}. In our experiments, we set $\Sigma = I_d$ for simplicity. In order to make the dataset non-trivial, we set $w^{(t)}$ to be large ($= \sqrt{T}$) for a few ($= d/10$) iterations, and small ($= 1$) for the rest of the iterations. We set $T = 500000$ and $d = 500$.

Real-world dataset We use the VirusShare dataset from the UCI Machine Learning Repository.\footnote{https://archive.ics.uci.edu/ml/datasets.php} We select this dataset because it has a large number of features and data points, and has low errors when fitted by a linear model. The dataset is collected from Nov 2010 to Jul 2014 by VirusShare (an online platform for malware detection). It has $T = 177856$ data points and $d = 482$ features.

Baseline algorithms We compare with three baseline methods. 1. Kalman’s approach makes use of the Woodbury identity and gives an exact solution. 2. The uniform sampling approach samples new rows uniformly at random. 3. The row sampling approach samples new rows according to the exact online leverage scores \cite{17}.

Our experiments are executed on an Apple M1 CPU with codes written in MATLAB. We repeat all experiments for at least 5 times and take the mean. On both datasets, we initiate the model based on the first 10\% of the data. The experiment results are formally presented in Figure \ref{fig:results} and more details can be found in Appendix \ref{appendix}. Our algorithm consistently outperforms baseline methods: Our algorithm runs faster when achieving comparable error rates.

6 Conclusion

We provide the first practical and provably fast data structure for dynamic least-squares regression, obtaining nearly tight upper and lower bounds for this fundamental problem. On the algorithmic
Figure 1: Experiment results. The $x$-axis shows the running time (unit: seconds), and the $y$-axis shows the relative error ($err / err_{std} - 1$), where $err$ is the error of the particular approach, and $err_{std}$ is the error of the static Normal equation. The $y$-axis is on a symlog scale, where for range $\geq 0.005$ we show the base-10 log scale, and for range $[0, 0.005)$ we show the linear scale. Kalman’s approach has a relative error of 0, and except this point, all other data points are in the range of the log scale. For uniform sampling, we take sampling probability $p = 0.05, 0.1, 0.2, 0.5$. For row sampling and our algorithm, we take the error parameter $\epsilon = 0.1, 0.2, 0.5, 1$.

side, we design an $\epsilon$-approximation dynamic algorithm whose total update time almost matches the input sparsity of the (online) matrix. On the lower bound side, we prove that it is impossible to maintain an exact (or even high-accuracy) solution with $d^{2-o(1)}$ amortized update time under the OMv conjecture. As such, this result exhibits the first separation between the static and the dynamic LSR problems.

Our paper sets forth several interesting future directions. On the theoretical side, a very interesting question is whether it is possible to reduce the additive term $d^3$ of our algorithm to matrix-multiplication time $d^\omega$? A second open problem—of interest in both theory and practice—is whether it is possible to achieve input-sparsity amortized update time in the fully dynamic setting, i.e., when allowing both addition and deletion of data rows? Finally, it would be interesting to find connections between dynamic least-squares regression and incremental training of more complicated models, such as dynamic Kernel-ridge regression and to deep neural networks.
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The celebrated sketch-and-solve paradigm is developed to speed up the computation of numerical linear algebra tasks, including regressions \cite{2,15,34,35,4,36,1,48,47}, low rank approximation \cite{15,5,40,48}, and more generally, sketching techniques have been useful in optimizations \cite{30,25} and machines learning applications \cite{1,9}. The most direct application of the sketch-and-solve paradigm is the (overconstrained) least squares regression problem, which aims to solve $\min_{x \in \mathbb{R}^d} \| Ax - b \|_2^2$, where $A \in \mathbb{R}^{n \times d}$, $b \in \mathbb{R}^n$ with $n \gg d$. The sketch-and-solve paradigm tackles the problem by first reducing the dimension via a subspace embedding $S$ and then solves $\min_{x \in \mathbb{R}^{n \times d}} \| SAx - Sb \|_2^2$ in a black box way. The subspace embedding and the reduced problem can be solved in $\tilde{O}(nd + \epsilon^{-2}d^2)$ time via the fast JL sketch \cite{2} and $\tilde{O}(\epsilon^{-1} \cdot \text{nnz}(A) + \epsilon^{-2}d^2)$ time via the count sketch \cite{15,34,35}. The dependence on $\epsilon$ can be improved via preconditioning \cite{44,41,15,9}. Instead of solving the regression via a black box sketch-and-solve reduction, one can first precondition the matrix $A$ and turn it into a well-conditioned matrix, then run gradient descent or conjugate gradient descent, resulting in a total running time of $\tilde{O}(\text{nnz}(A) \log(1/\epsilon) + d^2)$.

**Leverage score sampling** An alternative way to achieve subspace embedding (equivalently spectral approximation) is row sampling according to leverage scores \cite{19,20,21,43}. When the matrix $A \in \mathbb{R}^{n \times d}$ is the Laplacian matrix of a graph, the leverage scores are equivalent to the effective resistances of the graph, and they can be approximately computed in $O(n)$ time using efficient Laplacian solvers and JL sketch \cite{43}. For general matrices $A \in \mathbb{R}^{n \times d}$, using iterative uniform row sampling and JL sketch, the leverage scores can be approximately computed in $\tilde{O}(\text{nnz}(A) + d^2)$ time \cite{16}. Dynamic maintenance of leverage scores has been studied by \cite{38,7,6} in their specific applications of optimization problems.

**Online linear regression** The online linear regression, or more general, the online convex optimization (OCO) problem \cite{23}, aims to minimize a sequence of convex functions $f_1, \ldots, f_T$ in an online stream. The performance is measured in terms of regret, defined as $\sum_{t=1}^{T} f_t(x_t^*) - \min_{x^* \in \mathcal{D}} \sum_{t=1}^{T} f_t(x^*)$, where $\mathcal{D}$ is the feasible region and $x_t$ is the output in the $t$-th iteration. The OCO is fundamentally different from the dynamic counterpart, and they are incomparable in general. In OCO, the loss function $f_t$ is equipped with different output $x_t$, whereas the dynamic problems seeks for a single solution $x^{(T)}$ that achieves low error for all $f_1, \ldots, f_T$. The difficulty of OCO are mainly information-theoretic, as the function $f_t$ is revealed after fixing the choice of $x_t$, whereas the challenge in our loss-minimization problem is purely computational.

**B Preliminary**

**Notations** For an integer $n > 0$, let $[n] = \{1,2,\ldots,n\}$ and $[n_1 : n_2] = \{n_1,\ldots,n_2\}$. Let $I_n$ (resp. $0_n$) denote the all one (resp. all zero) vectors of length $n$, and let $I_n$ denote the identity matrix of size $n \times n$.

Consider a matrix $A \in \mathbb{R}^{m \times n}$. We use $\text{nnz}(A)$ to denote the number of non-zero entries of a matrix $A$. We use $\det(A)$ to denote the determinant of a matrix $A$. We use $\ker(A)$ and $\text{Im}(A)$ to denote the kernel space and the column space of $A$. We use $A_{i,*}$ and $A_{*,j}$ to denote the $i$-th row and $j$-th column of $A$. We use $A_{i,j}$ to denote the $(i,j)$-th entry of $A$. We use $\|x\|_2$ to denote the Euclidean norm of a vector $x$. We use $\mathcal{JL}(n)$ to denote the Johnson-Lindenstrauss transform of size $n$.
and the $j$-th column of $\mathbf{A}$. For two sets $S \subseteq [m], T \subseteq [n]$, we use $\mathbf{A}_{S,\ast}$ and $\mathbf{A}_{\ast,T}$ to denote the submatrix of $\mathbf{A}$ obtained by taking the rows in $S$ or taking the columns in $T$.

We use $\odot$ to denote the coordinate-wise multiplication of matrices: For two matrices $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{m \times n}$, $\mathbf{A} \odot \mathbf{B} = \sum_{i=1}^{m} \sum_{j=1}^{n} \mathbf{A}_{i,j} \cdot \mathbf{B}_{i,j}$.

For a vector $\mathbf{v} \in \mathbb{R}^{n}$, denote $\text{diag}(\mathbf{v}) \in \mathbb{R}^{n}$ as a diagonal matrix whose diagonal entries are $\mathbf{v}$; for a matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$, denote $\text{diag}(\mathbf{A}) \in \mathbb{R}^{n}$ as the vector of the diagonal entries of $\mathbf{A}$.

For any matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$ ($n > d$), let $\sigma(\mathbf{A}) = (\sigma_1(\mathbf{A}), \ldots, \sigma_d(\mathbf{A})) \in \mathbb{R}^d$ be the singular values of $\mathbf{A}$, and $\sigma_1(\mathbf{A}) \geq \cdots \geq \sigma_d(\mathbf{A}) \geq 0$. The condition number of $\mathbf{A}$ is $\kappa(\mathbf{A}) = \frac{\sigma_1(\mathbf{A})}{\sigma_d(\mathbf{A})}$. The pseudo-inverse of $\mathbf{A}$ is denoted as $\mathbf{A}^\dagger \in \mathbb{R}^{d \times n}$. When $\mathbf{A} \in \mathbb{R}^{n \times n}$ is a symmetric matrix, we use $\lambda(\mathbf{A}) = (\lambda_1(\mathbf{A}), \ldots, \lambda_d(\mathbf{A})) \in \mathbb{R}^n$ to denote the eigenvalues of $\mathbf{A}$, and $\lambda_1(\mathbf{A}) \geq \cdots \geq \lambda_n(\mathbf{A})$.

The spectral norm of $\mathbf{A}$ is defined as $\|\mathbf{A}\| = \max_{x \in \mathbb{R}^d, \|x\|_2 = 1} \|\mathbf{Ax}\|_2$. The Frobenius norm of $\mathbf{A}$ is defined as $\|\mathbf{A}\|_F = \sqrt{\sum_{i \in [n]} \sum_{j \in [d]} A_{i,j}^2}$.

### B.1 Basics on numerical linear algebra

**PSD matrix** A positive semidefinite (PSD) matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ is symmetric and satisfies $\mathbf{x}^\top \mathbf{A} \mathbf{x} \geq 0$ for all $\mathbf{x} \in \mathbb{R}^n$. We write $\mathbf{A} \succeq 0$ to denote that $\mathbf{A}$ is PSD, and we write $\mathbf{B} \succeq \mathbf{A}$ to denote that $\mathbf{B} - \mathbf{A}$ is PSD.

**Spectral approximation** For two symmetric matrices $\mathbf{A}, \tilde{\mathbf{A}} \in \mathbb{R}^{n \times n}$, we say that $\tilde{\mathbf{A}}$ and $\mathbf{A}$ are $\epsilon$-spectral approximations of each other (denoted as $\tilde{\mathbf{A}} \approx_\epsilon \mathbf{A}$) if

$$ (1 - \epsilon) \cdot \mathbf{A} \preceq \tilde{\mathbf{A}} \preceq (1 + \epsilon) \cdot \mathbf{A}. $$

**Leverage scores** For any matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$, we define its leverage score $\tau(\mathbf{A}) \in \mathbb{R}^n$ as follows: $\forall i \in [n]$, let $\mathbf{a}_i^\top$ be the $i$-th row of $\mathbf{A}$, then

$$ \tau_i(\mathbf{A}) := \mathbf{a}_i^\top (\mathbf{A}^\top \mathbf{A})^\dagger \mathbf{a}_i. $$

The summation of all leverage scores equals to the rank of the matrix $\mathbf{A}$. The leverage score of a row measures its importance with respect to other rows. If a row is orthogonal to all other rows, it has a large leverage score of 1. If all rows are the same, they all have the same leverage score of $\frac{1}{n}$.

We also define a generalized leverage score (same as [16]) of $\mathbf{A} \in \mathbb{R}^{n \times d}$ with respect to another matrix $\mathbf{B} \in \mathbb{R}^{n' \times d}$ as follows:

$$ \tau_i^B(\mathbf{A}) := \mathbf{a}_i^\top (\mathbf{B}^\top \mathbf{B})^\dagger \mathbf{a}_i, \quad \forall i \in [n]. $$

The following fact shows that the leverage score of a row w.r.t. a submatrix is larger than the leverage score of the original matrix.

**Fact B.1** (Leverage score with respect to submatrix). Let $\mathbf{A} \in \mathbb{R}^{n_1 \times d}$ and $\mathbf{B} \in \mathbb{R}^{n_2 \times d}$ be two matrices, and let $\mathbf{M} := [\mathbf{A}^\top, \mathbf{B}^\top]^\top \in \mathbb{R}^{(n_1+n_2) \times d}$. If $\mathbf{A}$ has rank $d$, then for any vector $\mathbf{v}$,

$$ \mathbf{v}^\top (\mathbf{A}^\top \mathbf{A})^{-1} \mathbf{v} \geq \mathbf{v}^\top (\mathbf{M}^\top \mathbf{M})^{-1} \mathbf{v}. $$

**Proof.** Since $\mathbf{A}$ has rank $d$, $\mathbf{M}$ also has rank $d$. We have $(\mathbf{A}^\top \mathbf{A})^{-1} \succeq (\mathbf{M}^\top \mathbf{M})^{-1}$ since $\mathbf{M}^\top \mathbf{M} = (\mathbf{A}^\top \mathbf{A} + \mathbf{B}^\top \mathbf{B}) \succeq \mathbf{A}^\top \mathbf{A}$. Thus $\mathbf{v}^\top (\mathbf{A}^\top \mathbf{A})^{-1} \mathbf{v} \geq \mathbf{v}^\top (\mathbf{M}^\top \mathbf{M})^{-1} \mathbf{v}$. $\square$

Given a matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$, we can obtain a spectral approximation of $\mathbf{A}$ by sampling a few rows of $\mathbf{A}$ according to its leverage scores.
Lemma B.2 (Spectral approximation by leverage score sampling \[19, 43, 16\]). Let \(\epsilon, \delta \in (0, 1)\) be two parameters. Let \(A \in \mathbb{R}^{n \times d}\) be a matrix. Let \(p \in \mathbb{R}^n\) satisfy
\[
p_i \geq \min\{3\epsilon^{-2}\tau_i(A) \log(1/\delta), 1\}
\]
where \(\tau_i(A)\) is the leverage score of the \(i\)-th row of \(A\). Define a random diagonal matrix \(D \in \mathbb{R}^{n \times n}\) as follows:
\[
D_{i,i} = \begin{cases} 
\frac{1}{\sqrt{p_i}}, & \text{with probability } p_i, \\
0, & \text{otherwise}.
\end{cases}
\]
Then with probability at least \(1 - \delta\), \(A^\top D^2 A\) is an \(\epsilon\)-spectral approximation of \(A^\top A\).

For the proof of this lemma, see e.g. Lemma 4 of [16].

Least squares regressions can be solved approximately using spectral approximations.

Lemma B.3 (Approximate least squares regression from spectral approximation). Given \(A \in \mathbb{R}^{n \times d}\) and \(b \in \mathbb{R}^n\), define a matrix \(M := [A, b] \in \mathbb{R}^{n \times (d+1)}\). Let \(D \in \mathbb{R}^{n' \times n}\) be a matrix that satisfies
\[
M^\top D^\top DM \approx \epsilon M^\top M.
\]
Define \(x \in \mathbb{R}^d\) to be
\[
x := \arg \min_{x' \in \mathbb{R}^d} \|DAx' - Db\|_2.
\]
Then with probability at least \(1 - \delta\), \(x\) satisfies
\[
\|Ax - b\|_2 \leq (1 + \epsilon) \min_{x' \in \mathbb{R}^d} \|Ax' - b\|_2.
\]

See Section 2.5 of [48] for details.

We make use of the Johnson-Lindenstrauss (JL) Lemma in our data structure.

Lemma B.4 (Johnson-Lindenstrauss Lemma [26]). There exists a function \(JL(n, \epsilon, \delta, m)\) that returns a random matrix \(J \in \mathbb{R}^{k \times n}\) where \(k = O(\epsilon^{-2} \log(m/\delta))\), and \(J\) satisfies that for any fixed \(m\)-element subset \(V \subset \mathbb{R}^n\),
\[
\Pr \left[ \forall v \in V, (1 - \epsilon)\|v\|_2 \leq \|Jv\|_2 \leq (1 + \epsilon)\|v\|_2 \right] \geq 1 - \delta.
\]
Furthermore, the function \(JL\) runs in \(O(kn)\) time.

B.2 Kalman’s method

We review Kalman’s approach for dynamic least squares regression, which maintains an exact solution with \(O(d^2)\) amortized update time per iteration. First, we note the standard least squares regression has a closed-form solution.

Fact B.5 (Closed-form formula for least squares regression). Let \(n \geq d\) be two integers. For any matrix \(A \in \mathbb{R}^{n \times d}\) with rank \(d\), and any vector \(b \in \mathbb{R}^d\), the vector \(x^* := A^\dagger \cdot b = (A^\top A)^{-1} A^\top \cdot b\) satisfies
\[
\|Ax^* - b\|_2 = \min_{x \in \mathbb{R}^d} \|Ax - b\|_2.
\]

We will use the Woodbury identity to compute the changes of the exact solution.
Fact B.6 (Woodbury identity). Let $A \in \mathbb{R}^{n \times n}, C \in \mathbb{R}^{k \times k}, U \in \mathbb{R}^{n \times k}, V \in \mathbb{R}^{k \times n}$, one has

$$(A + UCV)^{-1} = A^{-1} - A^{-1}U(C^{-1} + VA^{-1}U)^{-1}VA^{-1}.$$ 

In particular, when $U, V$ are vectors, i.e., $U = a, V = a^\top$, and $c = 1$, one has

$$(A + aa^\top)^{-1} = A^{-1} - A^{-1}a(1 + a^\top A^{-1}a)^{-1}a^\top A^{-1}.$$ 

Theorem B.7. There is an data structure with $O(d^2)$ preprocessing time and $O(d^2)$ update time that maintains an exact solution of the dynamic least squares regression problem.

Proof. For any $t \in [T]$, the data structure maintains $H^{(t)} := ((A^{(t)})^\top A^{(t)})^{-1}$ and $u^{(t)} := (A^{(t)})^\top b^{(t)}$. The later one costs $O(d)$ time to update. By the Woodbury identity, the former one satisfies

$$H^{(t)} = ((A^{(t-1)})^\top A^{(t-1)} + a^{(t)}(a^{(t)})^\top)^{-1} = H^{(t-1)} - H^{(t-1)}a^{(t)}(1 + (a^{(t)})^\top H^{(t-1)}a^{(t)})^{-1}(a^{(t)})^\top H^{(t-1)},$$

and it can be updated in $O(d^2)$ time.

The optimal solution $x^{(t)}$ at step $t$ satisfies $x^{(t)} = ((A^{(t)})^\top A^{(t)})^{-1}(A^{(t)})^\top b^{(t)} = H^{(t)}u^{(t)}$, and it can be computed in $O(d^2)$ time given $H^{(t)}$ and $u^{(t)}$. \qed

C Missing proofs from Section 3

We devote to prove the following result.

Theorem C.1 (Restatement of Theorem 3.1). Let $\epsilon > 0, d, T \in \mathbb{N}$. There exists a randomized algorithm for dynamic least-squares regression (Algorithm 4). With probability at least 0.9, the algorithm maintains an $\epsilon$-approximation solution for all iterations $t \in [T]$ and the total update time over $T$ iterations is at most $O(\epsilon^{-2} \text{nnz}(A^T) \log(T) + \epsilon^{-6}d^3 \log^5(TD/\sigma))$. Our data structure uses at most $O(\epsilon^{-2}d^2 \cdot \log^2(TD/\sigma))$ space.

Adversarial input We remark that our data structure works against adaptive adversaries. This is because we only re-use the random JL matrix when the new row is not sampled, and in this case the adversary cannot learn any information since our data structure behaves in exactly the same manner as a deterministic data structure that rejects all new rows. Whenever a new row is sampled, we immediately use fresh randomness to generate a new JL matrix, and any information the adversary might learn about the old JL matrix becomes useless.

C.1 Missing proofs from Section 3.2

We prove the correctness of algorithm. We start by providing closed-form formulas for all the variables we maintain in each iteration.

Lemma C.2 (Restatement of Lemma 3.3). At the $t$-th iteration of Algorithm 4, we have

1. $M^{(t)} = [A^{(t)}, b^{(t)}] \in \mathbb{R}^{(d+t+1) \times (d+1)}$.
2. $D^{(t)} \in \mathbb{R}^{(d+t+1) \times (d+t+1)}$ is a diagonal matrix with $s^{(t)}$ non-zero entries.
3. $N^{(t)} = (D^{(t)}M^{(t)})_{S^{(t)},*} \in \mathbb{R}^{s^{(t)} \times (d+1)}$, where $S^{(t)} \subset [d + t + 1]$ is defined as the set of non-zero entries of $D^{(t)}$. 
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4. \( H(t) = \left( (N(t))^\top N(t) \right)^{-1} \in \mathbb{R}^{(d+1) \times (d+1)} \).

5. \( B(t) = N(t)H(t) \in \mathbb{R}^{s(t) \times (d+1)} \).

6. \( \tilde{B}(t) = J(t) \cdot B(t) \in \mathbb{R}^{k \times (d+1)} \), where \( k = O(\epsilon^{-2} \log(T/\delta)) \).

7. \( G(t) = \left( (A(t))^\top (D(t))^2 A(t) \right)^{-1} \in \mathbb{R}^{d \times d} \).

8. \( u(t) = (A(t))^\top (D(t))^2 b(t) \in \mathbb{R}^d \).

9. \( x(t) = \left( (A(t))^\top (D(t))^2 A(t) \right)^{-1} \cdot (A(t))^\top (D(t))^2 b(t) \in \mathbb{R}^d \).

**Proof.** First note that all claims of the lemma hold for \( t = 0 \) in **Preprocess**.

We assume that the claims hold for \( t - 1 \), and inductively prove them for \( t \). We only prove the lemma for \( H(t) \) (Part 4), \( B(t) \) (Part 5), \( G(t) \) (Part 7) and \( u(t) \) (Part 8). The rest follows directly from the algorithm description.

**Part 4** (\( H(t) \)) \( \footnotesize{\text{if } \nu(t) = 0, \text{ then } N(t) = N(t-1) \text{ and } H(t) = H(t-1) = \left( (N(t))^\top N(t) \right)^{-1}} \). Otherwise when \( \nu(t) \neq 0 \), one has \( N(t) = \left[ (N(t-1))^\top, m(t)/\sqrt{p(t)} \right]^\top \). Using the Woodbury identity, we have

\[
\left( (N(t))^\top N(t) \right)^{-1} = \left( (N(t-1))^\top N(t-1) + (m(t))^\top m(t)/p(t) \right)^{-1} = \left( (N(t-1))^\top N(t-1) \right)^{-1} - \frac{(N(t-1))^\top N(t-1)^{-1} m(t) (m(t))^\top ((N(t-1))^\top N(t-1))^{-1} / p(t)}{1 + (m(t))^\top ((N(t-1))^\top N(t-1))^{-1} m(t)/p(t)} = H(t-1) - \frac{H(t-1) m(t) (m(t))^\top H(t-1)/p(t)}{1 + (m(t))^\top H(t-1) m(t)/p(t)}.
\]

The second term is exactly the \( \Delta H \) term when calling **UpdateMembers** (Line 2). Hence, \( H(t) = H(t-1) + \Delta H = \left( (N(t))^\top N(t) \right)^{-1} \).

**Part 5** (\( B(t) = N(t)H(t) \)) \( \footnotesize{\text{if } \nu(t) = 0, \text{ then } N(t) = N(t-1) \text{ and } H(t) = H(t-1), \text{ so } B(t) = B(t-1) = N(t)H(t)} \). Otherwise when \( \nu(t) \neq 0 \), one has \( N(t) = \left[ (N(t-1))^\top, m(t)/\sqrt{p(t)} \right]^\top \) and \( H(t) = H(t-1) + \Delta H \). We have

\[
N(t)H(t) = \begin{bmatrix}
N(t-1) \cdot H(t) \\
(m(t))^\top \cdot H(t)/\sqrt{p(t)}
\end{bmatrix} = \begin{bmatrix}
B(t-1) + N(t-1) \cdot \Delta H \\
(m(t))^\top \cdot H(t)/\sqrt{p(t)}
\end{bmatrix}.
\]

This is exactly what we compute in Line 4 of **UpdateMembers**.

**Part 7** (\( G(t) = \left( (A(t))^\top (D(t))^2 A(t) \right)^{-1} \)) \( \footnotesize{\text{if } \nu(t) = 0, \text{ then } G(t) = G(t-1) = \left( (A(t-1))^\top (D(t-1))^2 A(t-1) \right)^{-1} = \left( (A(t))^\top (D(t))^2 A(t) \right)^{-1}} \). On the other hand, when \( \nu(t) \neq 0 \), using the Woodbury identity, one has

\[
\left( (A(t))^\top (D(t))^2 A(t) \right)^{-1} = \left( (A(t-1))^\top (D(t-1))^2 A(t-1) + (a(t))^\top a(t)/p(t) \right)^{-1} = G(t-1) - \frac{G(t-1) a(t) (a(t))^\top G(t-1)/p(t)}{1 + (a(t))^\top G(t-1) a(t)/p(t)} = G(t).
\]

This is exactly what we compute in Line 8 of **UpdateMembers**.
Part 8 \((u^{(t)}) = (A^{(t)})^T(D^{(t)})^2b^{(t)})\) We focus on the case \(\nu^{(t)} \neq 0\), and we have
\[
u^{(t)} = u^{(t-1)} + \beta^{(t)} \cdot a^{(t)} / p^{(t)} = A^{(t-1)}(D^{(t-1)})^2b^{(t-1)} + (\nu^{(t)})^2 \cdot a^{(t)} \cdot \beta^{(t)} = A^{(t)}(D^{(t)})^2b^{(t)}
\]
The first step follows from the updating rule of the data structure (Line 9 of UPDATEMEMBERS), and the second step follows from \(u^{(t-1)} = A^{(t-1)}(D^{(t-1)})^2b^{(t-1)}\) and \(\nu^{(t)} = 1/\sqrt{p^{(t)}}\), the last step follows from the definition of \(A^{(t)}, b^{(t)}\) and \(D^{(t)}\). We conclude the proof.

The following lemma is the key to our proof, it asserts that \(\tau^{(t)}\) gives a suitable estimation on the leverage score, and consequently, the sub-sampled matrix \(N^{(t)} = (D^{(t)}M^{(t)})_{S^{(t)},*}\) obtains good spectral approximation of \(M^{(t)}\), with high probability.

**Lemma C.3** (Restatement of Lemma 3.4). With probability at least \(1 - 2T\delta\),
\[
(1 - \epsilon)^2 \tau^{M^{(t)}}_{d+1+1} (M^{(t)}) \leq \tau^{(t)} \leq (1 + \epsilon)^2 \tau^{M^{(t)}}_{d+1+1} (M^{(t)}), \quad \forall t \in [T],
\]
and
\[
(M^{(t)})^T (D^{(t)})^2M^{(t)} \approx \epsilon (M^{(t)})^T M^{(t)}, \quad \forall t \in [0 : T].
\]

**Proof.** We prove the claim inductively. The induction hypothesis is that with probability \(1 - 2t\delta\), Eq. (6) holds for all \(t' \in [0 : t]\) and Eq. (5) holds for all \(t' \in [t]\). The base case \(t = 0\) holds trivially, as \(D^{(0)} = I_{d+1}\), and therefore, \((M^{(0)})^T (D^{(0)})^2M^{(0)} = (M^{(0)})^T M^{(0)}\).

We next assume the induction hypothesis holds for \(t - 1\), and prove it for \(t\). We assume that Eq. (6) holds for all \(t' \in [0 : t - 1]\) and Eq. (5) holds for all \(t' \in [t - 1]\), and later add the \(2(t - 1)\delta\) failure probability using Union bound.

**Step 1** We first prove that
\[
(1 - \epsilon)^2 \tau^{M^{(t)}}_{d+1+1} (M^{(t)}) \leq \|B^{(t-1)} \cdot m^{(t)}\|^2_2 \leq (1 + \epsilon)^2 \tau^{M^{(t)}}_{d+1+1} (M^{(t))}.
\]

Using the closed-form formulas of Lemma 3.3, we have
\[
\|B^{(t-1)} \cdot m^{(t)}\|^2_2 = (m^{(t)})^T \cdot (H^{(t-1)})^T (N^{(t-1)})^T N^{(t-1)} H^{(t-1)} \cdot m^{(t)}
= (m^{(t)})^T \cdot ((N^{(t-1)})^T N^{(t-1)})^{-1} \cdot m^{(t)}
= (m^{(t)})^T \cdot ((M^{(t-1)})^T (D^{(t-1)})^2 M^{(t-1)})^{-1} \cdot m^{(t)}
\leq (1 + \epsilon) \cdot (m^{(t)})^T \cdot ((M^{(t-1)})^T M^{(t-1)})^{-1} \cdot m^{(t)}
= (1 + \epsilon) \cdot \tau^{M^{(t-1)}}_{d+1+1} (M^{(t)})
\]

where the first step follows from \(B^{(t-1)} = N^{(t-1)} H^{(t-1)}\), the second step follows from \(H^{(t-1)} = ((N^{(t-1)})^T N^{(t-1)})^{-1}\), the third step follows from \(N^{(t-1)} = (D^{(t-1)} M^{(t-1)})_{S^{(t-1)},*}\) with \(S^{(t-1)}\) being the set of non-zero entries of \(D^{(t-1)}\), the fourth step follows from the inductive hypothesis, and the last step follows from the definition of generalized leverage scores that \(\tau^{B}_{i} (A) = a_i^T (B^T B)^{-1} a_i\).

The other direction of Eq. (7) follows from a similar argument.

**Step 2** We next prove that with probability at least \(1 - \delta\),
\[
(1 - \epsilon)^2 \tau^{M^{(t-1)}}_{d+1+1} (M^{(t)}) \leq \|\tilde{B}^{(t-1)} \cdot m^{(t)}\|^2_2 \leq (1 + \epsilon)^2 \tau^{M^{(t-1)}}_{d+1+1} (M^{(t)}).
\]
By the closed-form formulas of Lemma \ref{lem:3.3}, we have \( \mathbf{B}^{(t-1)} = \mathbf{J}^{(t-1)} \cdot \mathbf{B}^{(t-1)} \), where \( \mathbf{J}^{(t-1)} \in \mathbb{R}^{k \times s(t)} \) and \( k = O(\epsilon^{-2} \log(T/\delta)) \). Using the JL Lemma (Lemma \ref{lem:jl}), we have that with probability at least \( 1 - \delta \),

\[
(1 - \epsilon)\|\mathbf{B}^{(t-1)} \cdot \mathbf{m}^{(t)}\|^2 \leq \|\mathbf{B}^{(t-1)} \cdot \mathbf{m}^{(t)}\|^2 \leq (1 + \epsilon)\|\mathbf{B}^{(t-1)} \cdot \mathbf{m}^{(t)}\|^2.
\]

Combining with Eq. \ref{eq:7} and using an union bound, we have that Eq. \ref{eq:8} holds with probability at least \( 1 - 2\delta \). We remark that we invoke the JL property of the matrix \( \mathbf{J}^{(t-1)} \) at most \( T \) times, and since its dimension is \( k = O(\epsilon^{-2} \log(T/\delta)) \), the above argument is correct for all \( T \) iterations.

Since \( \tau^{(t)} = \|\mathbf{B}^{(t-1)} \cdot \mathbf{m}^{(t)}\|^2 \), this proves the first part of the lemma.

**Step 3** Finally, we conclude the proof by proving the second part of induction, and show that conditioned on Eq. \ref{eq:8} holds, with probability at least \( 1 - \delta \), we have

\[
(\mathbf{M}^{(t)})^\top (\mathbf{D}^{(t)})^2 \mathbf{M}^{(t)} \approx \epsilon (\mathbf{M}^{(t)})^\top \mathbf{M}^{(t)}.
\]

For \( i \in [d+1], \) we have \( \mathbf{D}^{(t)}_{i,i} = 1 \). For \( i \in [t], \) we have \( \mathbf{D}^{(t)}_{d+i+1,d+i+1} = \sqrt{p^{(i)}} \) with probability \( p^{(i)} \) and otherwise \( \mathbf{D}^{(t)}_{d+i+1,d+i+1} = 0 \), where the sampling probability \( p^{(i)} \) satisfies

\[
p^{(i)} = \min\{3(1+\epsilon)^2\epsilon^2\tau^{(i)} \log(1/\delta), 1\}
\geq \min\{3\epsilon^{-2} \cdot \tau^{M(t-1)}_{d+i+1} (\mathbf{M}^{(t)}) \cdot \log(1/\delta), 1\}.
\]

where the first step follows from the definition, the second step follows from the induction hypothesis and the last step follows from Fact \ref{fact:b.1}.

Thus the sampling matrix \( \mathbf{D}^{(t)} \) satisfies the constraints of Lemma \ref{lem:b.2} so with probability at least \( 1 - \delta \), one has that \( (\mathbf{M}^{(t)})^\top (\mathbf{D}^{(t)})^2 \mathbf{M}^{(t)} \) is an \( \epsilon \)-spectral approximation of \( (\mathbf{M}^{(t)})^\top \mathbf{M}^{(t)} \). This proves Eq. \ref{eq:9}.

Finally, taking an union bound over the \( \delta \) failure probability of Step 2, the \( \delta \) failure probability of Step 5, and the \( 2(t-1)\delta \) failure probability of the induction hypothesis, we complete the proof.

We are now ready to prove the correctness of our data structure.

**Lemma C.4** (Restatement of Lemma \ref{lem:3.5}). With probability at least \( 1 - O(1/T) \), in each iteration, \textsf{Update} of Algorithm 2 outputs a vector \( \mathbf{x}^{(t)} \in \mathbb{R}^d \) such that

\[
\|\mathbf{A}^{(t)} \mathbf{x}^{(t)} - \mathbf{b}^{(t)}\|_2 \leq (1 + \epsilon) \min_{\mathbf{x} \in \mathbb{R}^d} \|\mathbf{A}^{(t)} \mathbf{x} - \mathbf{b}^{(t)}\|_2.
\]

**Proof.** Note by Lemma \ref{lem:3.3}, one has \( \mathbf{x}^{(t)} = ((\mathbf{A}^{(t)})^\top (\mathbf{D}^{(t)})^2 \mathbf{A}^{(t)})^{-1} (\mathbf{A}^{(t)})^\top (\mathbf{D}^{(t)})^2 \mathbf{b}^{(t)} \), which is the closed-form minimizer of \( \|\mathbf{D}^{(t)} \mathbf{A}^{(t)} \mathbf{x} - \mathbf{D}^{(t)} \mathbf{b}^{(t)}\|_2 \). From Eq. \ref{eq:6} in Lemma \ref{lem:3.4}, we know that with probability at least \( 1 - 2T\delta = 1 - O(1/T) \) (since \( \delta = O(1/T^2) \)), we have \( (\mathbf{M}^{(t)})^\top (\mathbf{D}^{(t)})^2 \mathbf{M}^{(t)} \approx \epsilon (\mathbf{M}^{(t)})^\top \mathbf{M}^{(t)} \). Using this spectral approximation and Lemma \ref{lem:b.3} we conclude the proof of this lemma.

**C.2 Missing proofs form Section 3.3**

We first bound the worst-case running time of the \textsf{Update} procedure at the \( t \)-th iteration. Without loss of generality, we may assume \( \text{nnz}(\mathbf{a}^{(t)}) > 0 \), otherwise we can ignore the \( t \)-th update.

**Lemma C.5** (Restatement of Lemma \ref{lem:3.6}). At the \( t \)-th iteration of the \textsf{Update} procedure,
• If \( \nu(t) = 0 \), then **Update** takes \( O(\epsilon^{-2}\log(T/\delta) \cdot \text{nnz}(\mathbf{a}(t))) \) time.

• If \( \nu(t) \neq 0 \), then **Update** takes \( O(\epsilon^{-2}s(t)d\log(T/\delta)) \) time.

**Proof.** If \( \nu(t) = 0 \), we only need to invoke the **Sample** procedure. The most time-consuming step of **Sample** is to compute \( \mathbf{B}^{(t-1)} \cdot \mathbf{m}(t) \) when computing \( \tau^{(t)} \) (Line 1). Since \( \mathbf{B}^{(t-1)} \in \mathbb{R}^{k \times (d+1)} \) where \( k = O(\epsilon^{-2}\log(T/\delta)) \) and \( \mathbf{m}(t) = [(\mathbf{a}(t))^\top, \beta(t)]^\top \), this takes \( O(\epsilon^{-2}\log(T/\delta) \cdot \text{nnz}(\mathbf{a}(t))) \) time.

If \( \nu(t) \neq 0 \), besides the **Sample** procedure, the data structure also needs to invoke the **UpdateMembers** procedure. The most time-consuming step is to compute \( \mathbf{B}(t) = \mathbf{J}(t) \cdot \mathbf{B}(t) \) on Line 7. Indeed, it’s easy to see that all other computations only involve matrix-vector multiplications and matrix additions, and they can be computed in \( O(s(t)d) \) time. Since \( \mathbf{J}(t) \in \mathbb{R}^{k \times s(t)} \) for \( k = O(\epsilon^{-2}\log(T/\delta)) \), and \( \mathbf{B}(t) \in \mathbb{R}^{s(t) \times (d+1)} \), computing \( \mathbf{B}(t) = \mathbf{J}(t) \cdot \mathbf{B}(t) \) takes \( O(\epsilon^{-2}s(t)d\log(T/\delta)) \) time.

In order to bound the amortized update time, we need to bound the sum of \( \tau(t) \). We use a slightly generalized version of Theorem 2.2 of \cite{L}. 

**Lemma C.6** (Restatement of Lemma 3.7). Let \( \mathbf{M}^{(0)} \in \mathbb{R}^{(d+1) \times (d+1)} \) be a full rank matrix that satisfy \( \sigma_{d+1}(\mathbf{M}^{(0)}) \geq \sigma \) for some small \( \sigma \in (0, 1) \). For \( T \) vectors \( \mathbf{m}^{(1)}, \mathbf{m}^{(2)}, \ldots, \mathbf{m}^{(T)} \in \mathbb{R}^{d+1} \), define matrix \( \mathbf{M}^{(t)} \in \mathbb{R}^{(d+t+1) \times (d+1)} \) to be \( \mathbf{M}^{(t)} \) appended with a new row \( (\mathbf{m}^{(t)})^\top \). Assume that \( \|\mathbf{M}^{(T)}_{i,s}\|_2 \leq D \) for all \( i \in [d + T + 1] \). Then

\[
\sum_{t=1}^{T} \tau^{(t-1)}_{d+t+1}(\mathbf{M}^{(t)}) \leq O(d\log(TD/\sigma)).
\]

For completeness we include a proof here. The proof slightly generalizes that of Theorem 2.2 of \cite{L}.

**Proof.** For simplicity, \( \forall t \in [T] \) we denote

\[
l_t := \tau^{(t-1)}_{d+t+1}(\mathbf{M}^{(t)}) = (\mathbf{m}^{(t)})^\top((\mathbf{M}^{(t-1)})^\top\mathbf{M}^{(t-1)})^{-1}\mathbf{m}^{(t)}.
\]

For any \( t \in [T - 1] \), we have

\[
det((\mathbf{M}^{(t+1)})^\top\mathbf{M}^{(t+1)}) = det((\mathbf{M}^{(t)})^\top\mathbf{M}^{(t)}) \cdot (1 + (\mathbf{m}^{(t+1)})^\top((\mathbf{M}^{(t)})^\top\mathbf{M}^{(t)})^{-1}\mathbf{m}^{(t+1)}))
\]

\[
\geq det((\mathbf{M}^{(t)})^\top\mathbf{M}^{(t)}) \cdot (1 + l_{t+1})
\]

\[
\geq det((\mathbf{M}^{(t)})^\top\mathbf{M}^{(t)}) \cdot e^{l_{t+1}/2},
\]

where the first step follows from \( \det(\mathbf{S} + \mathbf{uu}^\top) = \det(\mathbf{S}) \cdot (1 + \mathbf{u}^\top\mathbf{S}^{-1}\mathbf{u}) \) for any invertible square matrix \( \mathbf{S} \) and any vector \( \mathbf{u} \).

Hence,

\[
det((\mathbf{M}^{(T)})^\top\mathbf{M}^{(T)}) \geq det((\mathbf{M}^{(0)})^\top\mathbf{M}^{(0)}) \cdot e^{\sum_{t=1}^{T} l_{t+1}/2}
\]

\[
\geq \sigma^{2(d+1)} \cdot e^{\sum_{t=1}^{T} l_{t+1}/2}.
\]

Since \( \det((\mathbf{M}^{(T)})^\top\mathbf{M}^{(T)}) \leq \|\mathbf{M}^{(T)}\|^2_{d+1} \leq (D^2(T + d + 1))^{d+1} \), we have

\[
(D^2(T + d + 1))^{d+1} \geq \sigma^{2(d+1)} \cdot e^{\sum_{t=1}^{T} l_{t+1}/2}.
\]
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Using Lemma 3.6, the total running time is bounded by
\[ (d + 1) \log(D^2(T + d + 1)) \geq 2(d + 1) \log(\sigma) + \sum_{t=1}^{T} l_{t+1}/2 \]
\[ \implies \sum_{t=1}^{T} l_{t+1} \leq O(d \log(TD/\sigma)). \]

**Lemma C.7** (Upper bound on sum of \( \tau(t) \)). With probability at least \( 1 - 2T\delta \),
\[ \sum_{t=1}^{T} \tau(t) \leq O(d \log(TD/\sigma)). \]

**Proof.** From Lemma 3.4, with probability at least \( 1 - 2T\delta \), \( \tau(t) \leq (1 + \epsilon)^2 \tau_{d+t+1}^{M^{(t-1)}}(M^{(t)}) \) holds for all \( t \in [T] \), so using Theorem 3.7 we have
\[ \sum_{t=1}^{T} \tau^{(t)} \leq (1 + \epsilon)^2 \sum_{t=1}^{T} \tau_{d+t+1}^{M^{(t-1)}}(M^{(t)}) \leq O(d \log(TD/\sigma)). \]

We can now bound the amortized update time of Algorithm 2.

**Lemma C.8** (Restatement of Lemma 3.8). With probability at least 0.99, the total running time of Update over \( T \) iterations is at most \[ O(\epsilon^{-2} \text{nnz}(A^{(T)}) \log(T) + \epsilon^{-6} d^3 \log^5(TD/\sigma)). \]

**Proof.** Consider the sampling matrix \( D^{(T)} \in \mathbb{R}^{(d+T+1) \times (d+T+1)} \). Recall that \( s^{(T)} \) is the total number of non-zero diagonal entries of \( D^{(T)} \). For \( i \in [d+1] \), \( D^{(T)}_{i,i} = 1 \), and for \( t \in [T] \), \( D^{(T)}_{d+t+1,d+t+1} \neq 0 \) with probability \( p^{(t)} = \min\{3(1 + \epsilon)^2 \epsilon^{-2} \tau^{(t)} \log(1/\delta), 1\} \). So the expectation of \( s^{(T)} \) is bounded by
\[ \mathbb{E}[s^{(T)}] = d + 1 + \sum_{t=1}^{T} p^{(t)} \]
\[ \leq d + 1 + \min \left\{ O \left(\epsilon^{-2} \cdot \log(1/\delta) \cdot \sum_{t=1}^{T} \tau^{(t)} \right), T \right\} \]
\[ \leq d + 1 + O(\epsilon^{-2} d \cdot \log(\log(TD/\sigma)) \cdot \log(1/\delta)) \cdot (1 - 2T\delta) + 2T\delta \cdot T \]
\[ \leq O(\epsilon^{-2} d \cdot \log(TD/\sigma) \log(1/\delta)). \]

The second step follows from \( p^{(t)} = \min\{3(1 + \epsilon)^2 \epsilon^{-2} \tau^{(t)} \log(1/\delta), 1\} \), the third step follows from the fact that \( \sum_{t=1}^{T} \tau^{(t)} \leq O(d \log(TD/\sigma)) \) holds with probability \( 1 - 2T\delta \) (Lemma C.7), and the last step uses \( \delta = O(1/T^2) \).

By Markov inequality, with probability at least 0.99, one has \( s^{(T)} \leq O(\epsilon^{-2} d \cdot \log(TD/\sigma) \log(1/\delta)) \). Using Lemma 3.6, the total running time is bounded by
\[ \sum_{t=1}^{T} O(\epsilon^{-2} \log(T/\delta) \cdot \text{nnz}(a^{(t)})) + s^{(T)} \cdot O(\epsilon^{-2} s^{(T)} d \log(T/\delta)) \]
\[ \leq O \left( \epsilon^{-2} \text{nnz}(A^{(T)}) \log(T) + \epsilon^{-6} d^3 \log^5(TD/\sigma) \right). \]

We conclude the proof here.
Remark C.9 (Space usage). Since the largest matrices that the data structure maintains and updates in each iteration are $B^{(t)}, N^{(t)} \in \mathbb{R}^{s^{(t)} \times (d+1)}$, it is straightforward to see that the total space used by the data structure is bounded by $O(s^{(T)} \cdot d)$.

In Lemma 3.8 we already proved that with probability at least 0.99, we have $s^{(T)} \leq O(e^{-2d} \cdot \log(TD/\sigma) \log(1/\delta))$. So the total space is bounded by

$$O(e^{-2d^2} \cdot \log^2(TD/\sigma)).$$

D Missing proofs from Section 4

In this section we provide the complete proof of Theorem 4.2. We consider the Word RAM model where the word size $w = O(\log d)$ in all results in Section 4.

Remark D.1 (Limited precision in the Word RAM model). For simplicity, we present the proofs in Section D.1 and Section D.2 assuming infinite precision arithmetic. These proofs are still correct if we work in the Word RAM model with word size $w = 10 \log(dT) = O(\log d)$. This is because the $2^{-w} = 1/(d^{10}T^{10})$ error caused by the Word RAM model is much smaller than both the $1/d^2$ approximation error of Lemma 4.3 and the $1/(d^8T^2)$ approximation error of Theorem 4.3.

We prove OMv-hardness for well-conditioned PSD matrix in Section D.1 and reduce OMv to dynamic least squares regression in Section D.2.

D.1 OMv-hardness for PSD matrix

We prove Lemma 4.3 in this section.

Lemma D.2 (Restatement of Lemma 4.3). Let $d \in \mathbb{N}, T = \text{poly}(d)$. Let $\gamma > 0$ be any constant. Let $H \in \mathbb{R}^{d \times d}$ be a symmetric matrix whose eigenvalues satisfy $1 \leq \lambda_d(H) \leq \cdots \leq \lambda_1(H) \leq 3$. For any $t \in [T]$, $z^{(t)} \in \mathbb{R}^d$ is revealed at the $t$-th step, and $\|z^{(t)}\|_2 \leq 1$. Assuming the OMv conjecture is true, then there is no algorithm with poly($d$) preprocessing time and $O(d^{2-\gamma})$ amortized running time that can return an $O(1/d^2)$-approximate answer to $Hz^{(t)}$ for all $t$, i.e., a vector $y^{(t)} \in \mathbb{R}^d$ s.t. $\|y^{(t)} - Hz^{(t)}\|_2 \leq \epsilon$, and has an error probability $\leq 1/3$.

Proof. Given a Boolean matrix $B \in \{0,1\}^{d \times d}$ in the OMv conjecture (Conjecture 4.1), we construct a PSD matrix

$$H = \begin{bmatrix} 2I_d & B \\ B^\top & 2I_d \end{bmatrix} \in \mathbb{R}^{2d \times 2d}.$$

We note that $H$ is symmetric and $1 \leq \lambda_d(H) \leq \lambda_1(H) \leq 3$, since for any $z = (z', z'') \in \mathbb{R}^{2n}$ with $\|z\|_2^2 = 1$, one has

$$z^\top H z = 2\|z'\|_2^2 + 2\|z''\|_2^2 + \frac{1}{d}(z')^\top B z'' + \frac{1}{d}(z'')^\top B z' \leq 2\|z'\|_2^2 + 2\|z''\|_2^2 + 2\|z'\|_2\|z''\|_2 \in (1, 3).$$

The second step follows from $B \in \{0,1\}^d$, and therefore, $\|By\|_2 \leq d\|y\|_2$ and $\|B^\top y\|_2 \leq d\|y\|_2$ hold for any $y \in \mathbb{R}^d$.

Given an online query $z \in \{0,1\}^d$ for $B$, we can assume w.l.o.g. that $z \neq 0_d$. We construct a query vector for $H$ as $\bar{z} = (0_d, \frac{z}{\|z\|_2}) \in \mathbb{R}^{2d}$. Clearly one has $\|\bar{z}\|_2 = 1$. 
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We prove that one can recover $Bz$ from an $O(1/d^2)$-approximate answer to $Hz$. Let $\hat{y} = (y', y'') \in \mathbb{R}^{2d}$ be such an approximate answer, i.e., $\|\hat{y} - Hz\|_2 \leq O(1/d^2)$. We construct $y \in \{0,1\}^d$ such that $\forall i \in [d], y_i = 1$ if $d\|z\|_2 \cdot y'_i \geq 0.5$ and $y_i = 0$ otherwise. Next we prove that $y = Bz$.

$$
\| (Bz - d\|z\|_2 \cdot y') \|_2 = d\|z\|_2 \cdot \|z \|_2 - y' \|_2 \leq d\|z\|_2 \cdot \|Hz - \hat{y}\|_2 \leq d \cdot \sqrt{d} \cdot O(1/d^2) < 0.5.
$$

The second step follows from $Hz = (\frac{1}{d} B \frac{z}{\|z\|_2}, 2z) \in \mathbb{R}^{2d}$, and in the third step we use the fact that $\|\hat{y} - Hz\|_2 \leq O(1/d^2)$, and $\|z\|_2 \leq \sqrt{d}$ since $z \in \{0,1\}^d$.

Since each entry of $Bz$ is an integer, rounding $d\|z\|_2 \cdot y'$ to the closest integer gives the exact solution. Hence, we have $y = Bz$, and we conclude the proof here. \(\square\)

### D.2 Reducing dynamic least-squares regression to OMv

For any two vectors $x, y$ and $\delta > 0$, we write $x = y \pm \delta$ if $\|x - y\|_2 \leq \delta$. With Lemma 4.3 in hand, we can prove Theorem 4.2.

**Theorem D.3** (Restatement of Theorem 4.2). Let $d \in \mathbb{N}$, $T = \text{poly}(d)$, $\epsilon = \frac{1}{d^2 \tau^2} = 1/\text{poly}(d)$, and let $\gamma > 0$ be any constant. Assuming the OMv conjecture is true, any dynamic algorithm that maintains an $\epsilon$-approximate solution of the least squares regression requires at least $\Omega(d^{2-\gamma})$ amortized time per update.

*Proof*. We reduce from the problem of Lemma 4.3. Given a PSD matrix $H \in \mathbb{R}^{d \times d}$ for the problem of Lemma 4.3 where $1 \leq \chi_1(H) \leq \chi_d(H) \leq 3$, we compute $A^\top A = H^{-1}$. In the least squares regression problem, we take $A$ to be the initial matrix, and let $b = 0_d \in \mathbb{R}^d$ be the initial label vector. The preprocessing step takes $O(d^2)$ time.

In the online stage of the problem of Lemma 4.3 let the query at the $t$-th step be $z^{(t)} \in \mathbb{R}^d$ where $\|z^{(t)}\|_2 \leq 1$. We scale the vector to construct

$$a^{(t)} = \frac{1}{d^2 \sqrt{T}} \cdot z^{(t)} \in \mathbb{R}^d,$$

and use $(a^{(t)}, 1) \in \mathbb{R}^d \times \mathbb{R}$ as the update to the regression problem at the $t$-th step. Let $x^{(t)} \in \mathbb{R}^d$ be the solution returned by the dynamic algorithm for least squares regression at the $t$-th step. We prove that one can answer the matrix-vector query with

$$y^{(t)} = d^2 \sqrt{T} (x^{(t)} - x^{(t-1)}),$$

and we have the guarantee that

$$\|y^{(t)} - Hz^{(t)}\|_2 \leq O(1/d^2). \quad (10)$$

By Lemma 4.3, this is impossible if the OMv conjecture is true.

We first introduce some notations. Let $A^{(t)} \in \mathbb{R}^{(d+t) \times d}$ be the data matrix after the $t$-th time step, $b^{(t)} \in \mathbb{R}^{d+t}$ be the labels, and $H^{(t)} := ((A^{(t)})^\top A^{(t)})^{-1} \in \mathbb{R}^{d \times d}$. For simplicity, we also define $A^{(0)} = A$, $b^{(0)} = b$, $H^{(0)} = H$. For any $t \in [T]$, let $x^{(t)}_*$ be the optimal solution at the $t$-th step, and it has the closed-form $x^{(t)}_* = ((A^{(t)})^\top A^{(t)})^{-1} (A^{(t)})^\top \cdot b^{(t)}$. The proof divides into three steps:

- **Step 1.** $x^{(t)}$ and $x^{(t)}_*$ are close, i.e., $x^{(t)} = x^{(t)}_* \pm O(\frac{1}{d^2 \sqrt{T}})$.
- **Step 2.** $x^{(t)} - x^{(t-1)}$ recovers $H^{(t-1)} a^{(t)}$, i.e., $x^{(t)} - x^{(t-1)} = H^{(t-1)} a^{(t)} \pm O(\frac{1}{d^2 \sqrt{T}})$. 
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• Step 3. $H^{(t-1)}a^{(t)}$ is close to $Ha^{(t)}$, i.e., $H^{(t-1)}a^{(t)} = Ha^{(t)} + O\left(\frac{1}{d^4\sqrt{T}}\right)$.

In particular, Step 2 and 3 directly implies Eq. (10).

We first prove a useful bound on the singular values of $A^{(t)}$ and $H^{(t)}$ for all $t \in [T]$. First note that the assumption $1 \leq \lambda_1(H) \leq \lambda_d(H) \leq 3$ implies that $\frac{1}{\sqrt{3}} \leq \sigma_d(A) \leq \sigma_1(A) \leq 1$. Since $\|a^{(t)}\|_2 = \|\frac{1}{\|d^T\|} \cdot z^{(t)}\|_2 \leq \frac{1}{d^T}$ for any $t \in [T]$, we have that for any $x \in \mathbb{R}^d$ with $\|x\|_2 = 1$,

$$x^T(A^{(t)})^T A^{(t)} x = x^T A^T A x + \sum_{t=1}^{T} (x^T a^{(t)})^2 \leq \|x\|^2 + \sum_{t=1}^{T} \|x\|^2 \|a^{(t)}\|^2 \leq 1 + \sum_{t=1}^{T} \frac{1}{d^4 \cdot T} \leq 2.$$

Thus we have $\frac{1}{2} \leq \sigma_d(A) \leq \sigma_d(A^{(t)}) \leq \sigma_1(A^{(t)}) \leq \sigma_1(A^{(T)}) \leq 2$.

Therefore, the matrix $H^{(t)} = ((A^{(t)})^T A^{(t)})^{-1}$ satisfies $\frac{1}{4} \leq \lambda_d(H^{(t)}) \leq \lambda_1(H^{(t)}) \leq 4$.

**Step 1** We prove $x^{(t)} = x^{(t)}_* \pm \frac{1}{d^4 \sqrt{T}}$. Since at each step we add a new label 1 to the vector $b$, we have $\|b^{(t)}\|_2 \leq \|b^{(T)}\|_2 = \sqrt{T}$. Since $x^{(t)}$ is an $\epsilon$-approximate solution of the least squares regression problem, we have

$$(1 + \epsilon)^2 \|A^{(t)} x^{(t)}_* - b^{(t)}\|^2 \geq \|A^{(t)} x^{(t)} - b^{(t)}\|^2 = \|A^{(t)} x^{(t)}_* - b^{(t)}\|^2 + \|A^{(t)} (x^{(t)} - x^{(t)}_*)\|^2 \geq \|A^{(t)} x^{(t)}_* - b^{(t)}\|^2 + \frac{1}{4} \|x^{(t)} - x^{(t)}_*\|^2.$$ 

The second step follows from $A^{(t)} x^{(t)}_* - b^{(t)} = (A^{(t)} (A^{(t)})^T A^{(t)})^{-1} (A^{(t)}^T - I) \cdot b^{(t)} \in \ker[(A^{(t)})^T]$ is orthogonal to $A^{(t)} (x^{(t)} - x^{(t)}_*) \in \text{Im}[A^{(t)}]$, the third step follows from $\sigma_d(A^{(t)}) \geq \frac{1}{2}$.

Therefore, we conclude

$$\|x^{(t)} - x^{(t)}_*\|^2 \leq 4(2\epsilon + \epsilon^2) \|A^{(t)} x^{(t)}_* - b^{(t)}\|^2 \leq 12\epsilon \cdot \|b^{(t)}\|^2 \leq 12\epsilon T$$

$$\Rightarrow \|x^{(t)} - x^{(t)}_*\|^2 \leq 4\sqrt{T} = O\left(\frac{1}{d^4 \sqrt{T}}\right). \quad (11)$$

The last step follows from $\epsilon = \frac{1}{d^4 \sqrt{T}}$ in the theorem statement.

**Step 2** We prove $x^{(t)} - x^{(t-1)} = H^{(t-1)}a^{(t)} \pm O\left(\frac{1}{d^4 \sqrt{T}}\right)$. By the Woodbury identity, one has

$$x^{(t)}_* = ((A^{(t)})^T A^{(t)})^{-1} (A^{(t)})^T b^{(t)}$$

$$= ((A^{(t-1)})^T A^{(t-1)} + a^{(t)}(a^{(t)})^T)^{-1} \cdot ((A^{(t-1)})^T b^{(t-1)} + a^{(t)}$$

$$= (H^{(t-1)} - H^{(t-1)} a^{(t)} \cdot (1 + (a^{(t)})^T H^{(t-1)} a^{(t)})^{-1} \cdot (a^{(t)})^T H^{(t-1)} \cdot ((A^{(t-1)})^T b^{(t-1)} + a^{(t)})$$

$$= x^{(t-1)} + H^{(t-1)} a^{(t)} \left(1 - (1 + (a^{(t)})^T H^{(t-1)} a^{(t)})^{-1} (a^{(t)})^T (x^{(t-1)} + H^{(t-1)} a^{(t)}) \right) \quad (12)$$

The first step follows from $x^{(t)}_*$ is the optimal solution at step $t$, and the third step follows from the Woodbury identity and $((A^{(t-1)})^T A^{(t-1)})^{-1} = H^{(t-1)}$. We use $x^{(t-1)} = H^{(t-1)}(A^{(t-1)})^T b^{(t-1)}$ in the fourth step.
Consequently, we have
\[ x^{(t)} - x^{(t-1)} \]
\[ = x_*^{(t)} - x_*^{(t-1)} + O\left(\frac{1}{d^4\sqrt{T}}\right) \]
\[ = H^{(t-1)}a^{(t)} - H^{(t-1)}a^{(t)}(1 + (a^{(t)})^T H^{(t-1)}a^{(t)})^{-1}(a^{(t)})^T (H^{(t-1)}a^{(t)} + x_*^{(t-1)}) + O\left(\frac{1}{d^4\sqrt{T}}\right) \]
\[ = H^{(t-1)}a^{(t)} + O\left(\frac{1}{d^4\sqrt{T}}\right) \]
\[ = H^{(t-1)}a^{(t)} + O\left(\frac{1}{d^4\sqrt{T}}\right). \quad (13) \]

The first step comes from Eq. (11), the second step follows from Eq. (12), the third step follows from
\[ \|H^{(t-1)}a^{(t)} \cdot (1 + (a^{(t)})^T H^{(t-1)}a^{(t)})^{-1} \cdot (a^{(t)})^T (H^{(t-1)}a^{(t)} + x_*^{(t-1)})\|_2 \]
\[ \leq \|H^{(t-1)}\| \cdot \|a^{(t)}\|_2 \cdot (1 + (a^{(t)})^T H^{(t-1)}a^{(t)})^{-1} \cdot \|a^{(t)}\|^T_2 \cdot \|H^{(t-1)}a^{(t)} + x_*^{(t-1)}\|_2 \]
\[ \leq 4 \cdot \frac{1}{d^2\sqrt{T}} \cdot \frac{1}{d^2\sqrt{T}} \cdot \left(\frac{4}{d^2\sqrt{T}} + 8\sqrt{T}\right) = O\left(\frac{1}{d^4\sqrt{T}}\right) \]

where we use \( \|H^{(t-1)}\| \leq 4, \|a^{(t)}\|_2 \leq \frac{1}{d^2\sqrt{T}}, (1 + (a^{(t)})^T H^{(t-1)}a^{(t)})^{-1} \leq 1, \|H^{(t-1)}a^{(t)}\|_2 \leq \|H^{(t-1)}\|\|a^{(t)}\|_2 \leq \frac{4}{d^2\sqrt{T}}, \|H^{(t-1)}\|^T \leq 2 \) and
\[ \|x_*^{(t-1)}\|_2 = H^{(t-1)}(A^{(t-1)})^T b^{(t-1)} \]
\[ \leq \|H^{(t-1)}\| \cdot \|(A^{(t-1)})^T\| \cdot \|b^{(t-1)}\|_2 \leq 4 \cdot 2 \cdot \|b^{(t-1)}\|_2 \leq 8\sqrt{T}. \]

**Step 3** We prove \( H^{(t-1)}a^{(t)} = Ha^{(t)} + O(\frac{1}{d^6\sqrt{T}}). \) Denote \( U = [a^{(1)}, \ldots, a^{(t-1)}] \in \mathbb{R}^{d \times t}, \) we have \( \|U\| = \|U^T\| \leq \|U\|_F \leq \frac{1}{d^2} \) since \( \|a^{(i)}\|_2 \leq \frac{1}{d^2\sqrt{T}} \) for all \( i \in [t-1]. \) Then we have that
\[ H^{(t-1)}a^{(t)} = (A^T A + UU^T)^{-1}a^{(t)} \]
\[ = (H - HU(I + U^T H)^{-1}U^T H) \cdot a^{(t)} \]
\[ = Ha^{(t)} - HU(I + U^T H)^{-1}U^T Ha^{(t)} \]
\[ = Ha^{(t)} + O\left(\frac{1}{d^6\sqrt{T}}\right). \quad (14) \]

The second step follows from the Woodbury identity and \( H = (A^T A)^{-1}. \) The fourth step follows from
\[ \|HU(I + U^T H)^{-1}U^T Ha^{(t)}\|_2 \leq \|H\| \cdot \|U\| \cdot \|(I + U^T H)^{-1}\| \cdot \|U^T\| \cdot \|H\| \cdot \|a^{(t)}\|_2 \]
\[ \leq 4 \cdot \frac{1}{d^2} \cdot \frac{1}{d^2} \cdot 4 \cdot \frac{1}{d^2\sqrt{T}} = \frac{16}{d^6\sqrt{T}}, \]
as \( \|H\| \leq 4, \|U\| = \|U^T\| \leq \|U\|_F \leq \frac{1}{d^2}, \|(I + U^T H)^{-1}\| \leq 1, \) and \( \|a^{(t)}\|_2 \leq \frac{1}{d^2\sqrt{T}}. \)

**Combining three steps** We conclude that
\[ \|d^2\sqrt{T}(x^{(t)} - x^{(t-1)}) - Hz^{(t)}\|_2 = d^2\sqrt{T}\|\|x^{(t)} - x^{(t-1)}\| - Ha^{(t)}\|_2 = O(1/d^2) \]
where the first step follows from \( a^{(t)} = \frac{1}{d^{2}\sqrt{T}} \cdot z^{(t)} \), and the second step follows from Eq. (13) and Eq. (14). Hence one can recover the matrix-vector query from solutions of dynamic least squares regression. On the other side, the reduction only takes \( O(d) \) time per update. Hence, we have shown a \( \Omega(d^2) \) lower bound on the amortized running time for dynamic least squares regression problem under the OMv conjecture.

E  Details of experiments

We provide more details of the setting of our experiments in Section 5.

**Synthetic dataset**  The scaling parameters \( w^{(t)} \) of the elliptical model are chosen as follows: After the initial phase (the first 10% of the data), we randomly choose \( d/10 \) rows among the next 10% of data to have a large scalar of \( \sqrt{T} \). The rest of the data have a scalar of 1.

**Parameters**  In both our method and the row sampling method, we use an error parameter \( \epsilon \). We set the sampling probability to be \( p = \min\{\tau\epsilon^{-2}/2, 1\} \) (except when \( \epsilon = 1 \) we set \( p = \min\{\tau, 1\} \) to make it non-trivial), where \( \tau \) is the approximate online leverage score of different methods. The JL matrix in our algorithm has \( k \) number of rows, where we set \( k = c_\epsilon \cdot \epsilon^{-2} \) for some constants \( c_\epsilon \) so that \( k \approx 20 \).

The raw data of our experiments (Figure 1) are shown in Table 1.
| Dataset | Method             | Error | Time   | Other* |
|---------|--------------------|-------|--------|--------|
| Synthetic | Kalman             | 1     | 224.7s |        |
| Synthetic | ours               | 1.42  | 3.85s  | $\epsilon = 1$ |
| Synthetic | ours               | 1.22  | 8.6s   | $\epsilon = 0.5$ |
| Synthetic | ours               | 1.03  | 25.1s  | $\epsilon = 0.2$ |
| Synthetic | ours               | 1.009 | 82.0s  | $\epsilon = 0.1$ |
| Synthetic | row sampling       | 1.38  | 36.39s | $\epsilon = 1$ |
| Synthetic | row sampling       | 1.23  | 42.9s  | $\epsilon = 0.5$ |
| Synthetic | row sampling       | 1.039 | 51.6s  | $\epsilon = 0.2$ |
| Synthetic | row sampling       | 1.009 | 85.9s  | $\epsilon = 0.1$ |
| Synthetic | uniform            | 56.2  | 11.1s  | $p = 0.05$ |
| Synthetic | uniform            | 39.8  | 22.3s  | $p = 0.1$  |
| Synthetic | uniform            | 39.5  | 44.9s  | $p = 0.2$  |
| Synthetic | uniform            | 20.4  | 117.3s | $p = 0.5$  |
| VirusShare | Kalman            | 1     | 45.3s  |        |
| VirusShare | ours              | 1.24  | 1.74s  | $\epsilon = 1$ |
| VirusShare | ours              | 1.18  | 2.50s  | $\epsilon = 0.5$ |
| VirusShare | ours              | 1.03  | 6.73s  | $\epsilon = 0.2$ |
| VirusShare | ours              | 1.005 | 17.5s  | $\epsilon = 0.1$ |
| VirusShare | row sampling       | 1.25  | 7.35s  | $\epsilon = 1$ |
| VirusShare | row sampling       | 1.15  | 7.94s  | $\epsilon = 0.5$ |
| VirusShare | row sampling       | 1.02  | 12.0s  | $\epsilon = 0.2$ |
| VirusShare | row sampling       | 1.005 | 18.1s  | $\epsilon = 0.1$ |
| VirusShare | uniform sampling   | 1.215e+05 | 2.62s | $p = 0.05$ |
| VirusShare | uniform sampling   | 9.7335e+03 | 5.23s | $p = 0.1$  |
| VirusShare | uniform sampling   | 2.3363e+03 | 9.66s | $p = 0.2$  |
| VirusShare | uniform sampling   | 23.1  | 23.7s  | $p = 0.5$  |

Table 1: Experiment results.