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1. Introduction

Nowadays, a great number of processes in our daily life are carried out automatically by machines. In order to get the machines to complete the desired task, a message providing a given set of acoustic instructions has to be conveyed with precision. That is, an effective interaction between human and machine is needed. Human-Machine Interaction (HMI), sometimes referred to as Human-Computer Interaction (HCI), is a discipline concerned with the design, evaluation and implementation of interactive computing systems for human use and the study of the major phenomena surrounding them. Interaction between users and computers can be carried out using different resources: keyboard and mouse, a graphical user interface (GUI), a haptic environment, human conversation, etc. Advances in Artificial Intelligence have promoted research in the HMI field in order to obtain an intuitive and easy means of communication with machines. Additionally, aspects relating to a socially correct interaction dependent upon cultural criteria are also considered. Within this
framework, the use of speech and gestures in the communication process becomes essential, since these are natural modes of communication for humans.

The research carried out in this work deals with an improvement in HMI by using a conversational interface. To do this, a Spoken Dialogue System (SDS) is considered. SDSs, thoroughly described in [1-3], aim to enable people to interact with robots - or computers in general - using spoken language in a natural way. They consist of a human-machine interface that can recognize and understand a speech request uttered by the speaker and provide an output answer. In this process, different modules are involved in order to recognize the speech input, understand their meaning, manage the dialogue and provide the speech output. Two different kinds of SDS were considered in this work:

- Informants: Systems providing some piece of information to the user.
- Actuators: Systems that have to carry out some action.

One of the most important challenges which must be faced in a SDS is the speech understanding issue, in which an Automatic Speech Recognition (ASR) and a Language Understanding (LU) module are involved in translating the speech signal into a set of commands that can be understood by the system. Indeed, the rest of the modules cannot provide a good response when the utterance of the speaker has not been properly understood. Thus, this work focuses on the improvement of this aspect in order to achieve better performance on the part of the dialogue system.

On the other hand, ASR systems have managed to achieve very good performance when in a controlled environment of use and with a collaborative user. However, their rates of accuracy drop when they leave these conditions or else there is a serious acoustic mismatch between the training and the testing data. This is the case with a robot that has been provided with a dialogue system in order to interact with people. It might be working in a noisy environment where different users try to get information about some issue. In order to tackle these problems, Acoustic Modelling has to be considered. Acoustic Models (AMs) can reduce the variability in the speech signal and obtain a set of models and techniques that are robust to all the sources of variability in the speech. In this work, the impact of using a speaker adaptation strategy in the system’s performance is explored. Speaker adaptation is especially desirable in cases where there are many and repeated spoken interactions with a limited number of users; for instance, a system or robot that helps in home-related tasks.

In this work, we propose to improve the performance of an ASR system included in a dialogue system, taking into account the LM on the one hand and the AM on the other hand. Additionally, we contribute by exploring the
reciprocal impact of these two aspects upon the overall behaviour of the system. Moreover, the use of the proposed LMs allows the integration of the ASR and LU system in just one step. This fact promotes the speech-recognition and natural language components to become tightly coupled so that only the acoustically promising hypotheses that are semantically meaningful are advanced.

This paper is organized as follows: Section 2 describes the proposed LMs and provides some experiments showing the improvements associated with the use of these models in the ASR system. In Section 3, a SDS that could be installed in a robot is considered. This new application is described in detail. Within this task, improvements carried out on AMs and LMs are explored along with their reciprocal impact. The results extracted from a different series of experiments are also given. Section 4 describes the use of the proposed LMs in a language understanding task and Section 5 provides the extracted conclusion and the future work.

2. Impact of the Language Model in ASR systems.

In this section, the impact of an improved language modelling approach will be evaluated.

2.1 Hierarchical Language Models

The use of class-based LMs in ASR systems - specifically class n-gram LMs - has been widely explored by different authors [6, 8]. A class n-gram LM is more compact and generalizes better on unseen events; nevertheless, it only captures the relations between the classes of words, while it assumes that the inter-word transition probabilities depend only upon the word classes. This fact degrades the performance of the ASR system. Various approaches based on different techniques can be found in the literature which attempt to avoid this loss of accuracy by integrating different information sources, such as model interpolation [9, 10], class back-off [11], factorized LMs [12, 13] or LMs based on Latent Dirichlet Allocation [14]. Alternatively, phrases or sequences of words can be integrated into the classes of a class n-gram LM instead of isolated words. In this way, a hierarchical language model is proposed, whereby the cooperation between different models is carried out at two levels. At the higher level, a class n-gram LM is generated to learn the structure of the sentence and to generalize on unseen events. At the second level, a word n-gram LM is generated inside each class to capture the relations between the words. Two different approaches to such a hierarchical LM were employed. The main difference between the two is that in the first one (Msw), the words in a phrase are separately studied and the transition probabilities among them are calculated. In the second approach (Msl), and instead, the words in a phrase are gathered and the whole phrase is treated as a unique token, so that new words need to be considered in the vocabulary. Both approaches were formally defined and formulated in [15], and a brief definition of them is given in Sections 2.1.1 and 2.1.2. These models were compared with a classical word n-gram LM (Mw) employed as a baseline. The probability of a word sequence, \( w = w_1 \ldots w_n \), using this model is given in Equation (2), where \( (n_{w} - 1) \) stands for the maximum length of the word histories considered.

\[
P(w) = P_{M_w}(w) = \prod_{i=1}^{n_w} P(w_i | w_{i-1})
\]  

On the other hand, two different approaches to hierarchical LMs based on classes made up of phrases were proposed.

2.1.1 First approach, Msw

In this approach, classes are made up of phrases constituted by unlinked words. The probability of a sequence of words, using this Msw model, can be computed by means of Equation (3):

\[
P(w) = \sum_{c \in C} \sum_{\tilde{c} : w \in \tilde{c}} P(w | s, \tilde{c}) P(s) P(\tilde{c})
\]  

being C the set of all the possible sequences of T classes given a predefined set of classes, where classes are made up of phrases constituted by not linked words. \( S_c(w) \) is a set of segmentations of the word sequence which were compatible with the possible sequences of classes (\( \tilde{c} \)) associated with each sequence of words. Next, we assume the following approaches: a class n-gram model to estimate \( P(c) \), \( P(s | c) = \alpha \) and \( P(w | s, c) \), estimated with zero order models. Equation (3) is rewritten as Equation (4):

\[
P(w) = P_{M_w}(w) = \alpha \sum_{\tilde{c} : w \in \tilde{c}} \prod_{i=1}^{n_{w}} P(w_i | w_{i-1}). P(\tilde{c}_{i-1} | \tilde{c}_{i})
\]

where \( n_{w} \) stands for the maximum length of the word histories considered inside each class \( c \) and \( n_{c} \) is the maximum length of the class history considered.

2.1.2 Second approach, Msl

In the second approach, classes are made up of phrases constituted by linked words, \( \bar{I} \). The probability of a word sequence model is given by Equation (5), being C the set of all the possible sequences of T classes, given a predetermined set of classes:
\[ P(w) = \sum_{c \in C} \sum_{l \in L_c(w)} P(w | l, c) P(l | c) P(c) \]  

(5)

\[ L_c(w) \) is the set of all the possible sequences of phrases compatible with the given sequence of words and the possible sequences of classes. Assuming that \( P(c) \) is estimated using a class n-gram model, \( P(l | c) \) is estimated using zero-order models and, finally, \( P(w | l, c) \) is equal to 1 for \( l \in L_c(w) \) and 0 otherwise. Accordingly, Equation (5) is rewritten as Equation (6), considering that \( P(w) = P_{M_d}(w) \):

\[ P_{M_d}(w) = \sum_{c \in C} \sum_{l \in L_c(w)} \prod_{i=1}^{t} P(l_i | c_i) P(c_i | c_{i-1}^{l-1}) \]  

(6)

### 2.2 Acoustic Models

Nowadays the most widely employed AMs are based on Hidden Markov Models (HMMs) [16]. An HMM is a statistical model in which the system being modelled is assumed to be a Markov process with unobserved (hidden) states. The probability \( P(x | w) \) in Equation (1) can be estimated by the concatenation of different HMMs where the sequence of observable events comprises the parameters extracted from the acoustic signal and it is assumed that they have been generated by a sequence of hidden states. Usually, a three state HMM like the one shown in Figure 2 is used in order to represent phonetic units (phonemes in general) in which the acoustic signal is divided. The concatenation of the different HMMs associated with the phonemes of a word composes the HMM associated with a word.

![Figure 2. HMM associated with the word “no”](image)

### 2.3 Task and Corpus

The experiments - to be presented in this section - were carried out over a task-oriented corpus that consists of human-machine dialogues in Spanish, DIHANA (acquired by a consortium of Spanish Universities) [16]. In this corpus, 225 speakers asked for information about long-distance train timetables, fares, destinations and services by telephone (8 KHz). Thus, an informant dialogue system is needed. A total of 900 dialogues were acquired using the Wizard of Oz technique. Each speaker took part in 4 dialogues. In order to obtain more realistic dialogues, the speakers had to reach a certain goal in each dialogue, while they were entirely free to express themselves as desired. The features of the training and test corpora are given in Table 1. The DIHANA task has an intrinsically high level of difficulty due to the spontaneity of the speech and the problems related to the acquisition of a large amount of transcriptions of human-machine dialogues for training purposes. Therefore, it is well-suited for studying the improvements that result from modifications to the LM. This task is employed in order to show that the presented models can improve the results of an ASR system, as can be seen in [15].

|          | DIHANA   |
|----------|----------|
| Training |          |
| Sentences| 8,606    |
| Different Sentences| 5,590 |
| Running Words    | 77,476 |
| Vocabulary       | 865     |
| Audio Length     | 8.5 hours |
| Test             |          |
| Sentences        | 1,349   |
| Running Words    | 12,365  |
| Vocabulary       | 580     |
| Audio Length     | 2.3 hours |
| Out of Vocabulary Words| 72 |

Table 1. Features of the DIHANA corpus.

### 2.4 Experimental Framework

The ASR system employed in this work was developed in the University of the Basque Country. A set of 32 features (10 Mel-frequency cepstral coefficients with delta and acceleration coefficients, energy and delta-energy) to be processed by the ASR system was extracted from the acoustic signals recorded in the DIHANA corpus. The features were obtained using an analysis window size of 25 ms and with a window shift of 10 ms. In this work, the vocabulary was divided into 821 triphone-like units, each of which is modelled by a typical left-to-right non-skipping self-loop three-state HMM, with 32 Gaussian mixtures per state.

The LMs presented in this work \( M_{LM} \) and \( M_{a} \) were fed into the ASR system to be integrated into the dialogue system. To do this, the different sets of classes that made up phrases - represented in Table 2 - were used. These classes were statistically obtained using a free tool - mkcls - which employs a clustering algorithm based on a maximum likelihood criterion, as developed by [17]. The mkcls must be given the number of classes as a precondition and each word is assigned to only one class. The set of phrases was also obtained using a statistical criterion based on the most frequent n-grams. This process is thoroughly described in [18] and it does not allow ambiguities - that is, only one sequence of phrases can be associated with each sequence of words.

The performance of the ASR system was evaluated when using the proposed LMs and it was compared with that obtained with a standard LM, like a classic word n-gram LM \( M_{a} \). The set of classes for \( M_{a} \) and \( M_{d} \) models was
selected in a tuning stage. The comparison was carried out in terms of the Word Error Rate (WER) and the results are shown in Table 3. The obtained results show that both $M_{ow}$ and $M_{i}$ models significantly outperform the results obtained with the classical $M_{o}$. The percentage of improvement related to $M_{ow}$ is 6.5% ($M_{ow}$-WER - $M_{o}$-WER) · 100 / $M_{o}$-WER), while that associated with $M_{i}$ reaches 8%. In this way, it has been demonstrated that, with a single improvement in the LM, the results of the speech understanding process involved in the dialogue system could provide better results. This fact promotes the HMI to become easier because fewer correction turns have to be introduced by the dialogue manager and the risk of misunderstanding decreases.

| Classes of phrases | 50, 100, 200, 300 |
|--------------------|-------------------|
| Phrase Vocabulary  | 1,289             |
| Total no. classes  | 43,553            |
| Total no. phrases  | 43,553            |

Table 2. Different sets of classes of phrases for DIHANA.

|          | M_{ow} | M_{ow} | M_{i} |
|----------|--------|--------|-------|
| WER(%)   | 19.74  | 18.45  | 18.15 |

Table 3. WER results for the state-of-the-art word n-gram LM and the two LMs proposed in this work.

3. Impact of the AM and the LM

In this section, a new human-machine interaction application that can be directly applied to robotics is described [19]. The final goal will be the design of a butler robot. This robot should be able to control electrical appliances and provide information about their conditions by using an actuator dialogue system. This work focuses on the design of the needed SDS that was developed in the GENIO project [20] and partially supported by FAGOR Home Appliances. It allows the user to ask for the state of each appliance, to program them or else to consult a database of recipes, using spontaneous speech. The butler robot should pick the input voice signal uttered by a speaker and, making use of the dialogue system, provide a multimodal output combining speech, dynamical graphics displays and actions such as switching on/off or programming the different appliances.

In this section we explore the impact of improvements in the acoustic and language modelling, and in the performance of the ASR and the overall dialogue system. That is, two different issues were considered in order to explore their influence in the ASR system: Language and Acoustic Modelling. Specifically, our goal is to explore whether the use of more accurate AMs could influence the improvement rates obtained with hierarchical LMs.

3.1 Acoustic Modelling

Current Acoustic Modelling techniques mostly rely upon the ability of Hidden Markov Models (HMM) theory for describing the speech signal as a random process variable in time. Robust acoustic models based on HMMs can be obtained with large databases that contain speech from different speakers in different environments. In this situation, when a speaker and channel independent model is to be achieved the Maximum Likelihood (ML) algorithm [21] is used.

However, when it is possible to have some speech data from the speaker and in the environment in which the system is going to be used, the best results are achieved by using speaker adaptation over that data. In this case, our butler robot’s workspace is the home environment, where it is going to receive orders from a few different people that can be easily controlled and used to adapt the ASR system. Several adaptation techniques exist these days. Those that are most commonly accepted are the Maximum A Posterior (MAP) algorithm [22] and the Maximum Likelihood Linear Regression (MLLR) algorithm [23]. Both algorithms display good performance in the adaptation to a given speaker and channel conditions when a small portion of data is available. The MLLR adaptation makes a linear regression over the supervector of a given model to map the supervector towards the desired speaker space. The linear regression is computed with the use of the Expectation Maximization (EM) algorithm to calculate matrices $G$ and $Z$ and then matrix $W$, which maps the mean supervector ($\theta_{as}$) to the new space ($\theta_{as,la}$), as seen in Eq. (6):

$$\theta_{mllr} = W_l \times \theta_{as} = (C_{l}^{-1} \times Z_{l}) \times \theta_{as} \quad (6)$$

Contrary to the MAP algorithm, a priori information is not used in MLLR and so badly conditioned adaptation data might create some strongly mismatched adapted units. In addition, MLLR does not require an iterative procedure like MAP to converge on the optimum values; however, iterative MLLR could be used as a way to improve the performance of the speaker-dependent model. In this way, a MLLR strategy was taken for the evaluation of speaker adaptation techniques due to its ability to achieve convergence in a single iteration.

3.2 Language Modelling

The proposed $M_{ow}$ and $M_{i}$ LMs were also considered in this case. However, in order to build these models, semantic classes were employed instead of the
statistically motivated ones that were used with DIHANA corpus. Thus, in this application, semantic information is integrated into class-based LMs where classes are made up of phrases. The classes employed to generate the LMs were chosen to be the semantic classes used by the understanding module of the dialogue system. These semantic classes are, in general, dependent upon the task and the use of this set of classes involves a partial classification of the training corpus - i.e., only some word sequences of the vocabulary were classified. In this way, when the class n-gram language model is built for both the $M_a$ and $M_b$ models, a mixed model is actually obtained - i.e., a model that considers n-grams made up of a combination of classes and words. This fact does not entail any difference in the training or decoding processes because words can be considered as classes made up of a single word.

In this work, the sets of phrases and classes were not obtained by a statistical criterion but they were semantically motivated and manually obtained. These classes were made up of the different sequences of words employed to switch on/off, to program or to ask for information about the state of the electrical appliances. There are also classes made up of affirmative or negative phrases that are not dependent upon the task and could be used in other applications. 40 semantic classes were defined.

An example of some of the employed semantic classes is given below. $ApagarHorno$ corresponds to the sentences used to switch off the oven, $Tiempo$ to sentences related to a period of time, $TemperaturaHorno$ to sentences related to the temperature of the oven, $ProgramaLavadora$ to sentences related to the programs of the washing-machine and $Negación$ is made up of negative clauses.

- $ApagarHorno$: para de cocinar (stop cooking), para el horno (stop the oven), . . .
- $Tiempo$: durante dos horas y veinticinco minutos (for two hours and twenty-five minutes), durante cuatro horas y veinticinco minutos (for four hours and twenty-five minutes), durante veinte minutos (for twenty minutes), . . .
- $TemperaturaHorno$: ochenta grados (eighty degrees), cien grados (a hundred degrees), doscientos veinte grados (two hundred and twenty degrees), doscientos grados (two hundred degrees), . . .
- $ProgramaLavadora$: algodón treinta (cotton thirty), delicado frío (delicate cold), lana (wool), centrifugado (spin), prelavado sesenta (preshaw sixty), . . .
- $Negación$: no (no), no está bien (it is not ok), anular (cancel), incorrecto (incorrect), . . .

In this way, for a word sequence such as “a cien grados de temperatura durante dos horas y veinticinco minutos,” the corresponding segmented sentence would be labelled as follows: “a cien-grados de temperatura durante-dos-horas-y-veinticinco-minutos” and the classified sentence as “a TemperaturaHorno de temperatura Tiempo.” Let us note that ambiguities are not allowed in the segmentation or classification processes. That is, each sequence of words is associated with only one sequence of phrases and each sequence of phrases to only one sequence of classes.

### 3.3 Task and Corpus

The experiments were carried out over a specific corpus that was recorded in the kitchen of the FAGOR1 Home Appliance facilities: Domolab. It was composed of 48 speakers with 125 utterances per speaker. 3 tasks were considered: the control of appliances in the kitchen (90 utterances per speaker), continuous digits (15 utterances per speaker) and 20 phonetically balanced utterances per speaker. On the other hand, 8 audio channels were recorded: 3 located in the kitchen (freezer, extractor hood and washing machine), 3 placed on the speaker, a close talk and 2 lapel microphones and finally 2 channels were recorded with a dummy (right and left ears) placed close to the speaker. Additionally, 2 speaker positions were defined: P0, in front of the washing machine, and P1, in front of the extractor hood. A scheme of the kitchen with the location of the microphones and speaker is given in Figure 3. Additionally, the photograph in Figure 4 shows the recording environment.

1 http://www.fagor.com/
Three acoustic environments were considered in the recording:

- **E0**: no appliances on, with 45 dBA of typical Sound Pressure Level (SPL) of noise.
- **E1**: extractor hood on with a 60 dBA of typical SPL of noise.
- **E2**: washing machine on with a 62 dBA of typical SPL of noise.

15 utterances for every speaker were recorded in every position and acoustic environment. The features of the text corpus employed are detailed in Table 4. A total of 38,798 utterances were used for the training of the speaker-independent model (via the Maximum Likelihood Table).

| Training          | Domolab |
|-------------------|---------|
| Sentences         | 44,236  |
| Different Sentence| 43,982  |
| Running Words     | 349,890 |
| Vocabulary        | 357     |

| Test              |         |
|-------------------|---------|
| Sentences         | 1,617   |
| Running Words     | 9,660   |
| Vocabulary        | 325     |
| Out of Vocabulary Words | 27 |

Table 4. Features of the Domolab corpus.

Likelihood algorithm); 13,600 of these utterances were taken from the training and testing set of the Albayzin database [24] and 25,378 utterances from the training and testing set of the Spanish SpeechDat-Car database [25]. No signals from the Domolab database were used for the training of the speaker-independent model in order to maintain total independence between the train and the testing sets for this Domolab task.

For the evaluation of speaker adaptation techniques, a MLLR strategy was taken. The experiments carried out in this work followed a structure similar to a leave-one-out experiment in order to ensure the independence of the utterances used for adaptation from those used for the evaluation of the experiments. Considering that the amount of data per speaker is 90 sentences, four different experiments were performed. In the first experiment, the first 45 (1, 2, ..., 45) utterances of every speaker were used for training and the last 45 (46, 47, ..., 90) were used for evaluation. The second experiment had the last 45 utterances (46, 47, ..., 90) for training and the first 45 (1, 2, ..., 45) for evaluation. The third experiment took the utterances with an even utterance number (2, 4, 6, ..., 90) for training and the odd (1, 3, 5, ..., 89) utterances for evaluation. While the fourth and final experiment used the odd (1, 3, 5, ..., 89) utterances for adaptation and the even (2, 4, 6, ..., 90) utterances for the testing and evaluation results. The final results were obtained as a statistical average of the four experiments run for every speaker.

3.4 Experimental Framework

In this case, the database was acquired at 16 KHz; thus, it was parameterized into 38 features, 12 Mel-frequency cepstral coefficients with delta and acceleration coefficients, energy and delta-energy. The vocabulary was divided into 24 phoneme-like units corresponding with the Spanish phonemes. These units were also modelled by a typical left-to-right non-skipping self-loop three-state HMM, with 32 Gaussian mixtures per state.

Different series of experiments were carried out in order to evaluate the ASR system’s performance with speaker-dependent and independent AMs and hierarchical LMs (\(M_{	ext{asw}}\) and \(M_{\text{a}}\)) when using the Domolab corpus. The signals used for the experiments were those recorded through the close-talk microphone (referred to as microphone ml0) and through the left lapel microphone (referred to as microphone ml1). That is, acoustic conditions were selected so as to allow consideration in what is not an especially noisy environment. Nevertheless, the use of the lapel microphone involves the inclusion of more noise than the close-talk one. Furthermore, it allows the user to be in movement while talking, promoting in this way a more natural speech. We can think of a person that is walking around the house while ordering the robot butler to carry out an action.

For the evaluation of speaker adaptation techniques, a MLLR strategy was taken. The experiments carried out in this work followed a structure similar to a leave-one-out experiment in order to ensure the independence of the utterances used for adaptation from those used for the evaluation of the experiments. Considering that the amount of data per speaker is 90 sentences, four different experiments were performed. In the first experiment, the first 45 (1, 2, ..., 45) utterances of every speaker were used for training and the last 45 (46, 47, ..., 90) were used for evaluation. The second experiment had the last 45 utterances (46, 47, ..., 90) for training and the first 45 (1, 2, ..., 45) for evaluation. The third experiment took the utterances with an even utterance number (2, 4, 6, ..., 90) for training and the odd (1, 3, 5, ..., 89) utterances for evaluation. While the fourth and final experiment used the odd (1, 3, 5, ..., 89) utterances for adaptation and the even (2, 4, 6, ..., 90) utterances for the testing and evaluation results. The final results were obtained as a statistical average of the four experiments run for every speaker.

3.4 Experimental Framework

In this case, the database was acquired at 16 KHz; thus, it was parameterized into 38 features, 12 Mel-frequency cepstral coefficients with delta and acceleration coefficients, energy and delta-energy. The vocabulary was divided into 24 phoneme-like units corresponding with the Spanish phonemes. These units were also modelled by a typical left-to-right non-skipping self-loop three-state HMM, with 32 Gaussian mixtures per state.

Different series of experiments were carried out in order to evaluate the ASR system’s performance with speaker-dependent and independent AMs and hierarchical LMs (\(M_{\text{asw}}\) and \(M_{\text{a}}\)) when using the Domolab corpus. The signals used for the experiments were those recorded through the close-talk microphone (referred to as microphone ml0) and through the left lapel microphone (referred to as microphone ml1). That is, acoustic conditions were selected so as to allow consideration in what is not an especially noisy environment. Nevertheless, the use of the lapel microphone involves the inclusion of more noise than the close-talk one. Furthermore, it allows the user to be in movement while talking, promoting in this way a more natural speech. We can think of a person that is walking around the house while ordering the robot butler to carry out an action.

For the evaluation of speaker adaptation techniques, a MLLR strategy was taken. The experiments carried out in this work followed a structure similar to a leave-one-out experiment in order to ensure the independence of the utterances used for adaptation from those used for the evaluation of the experiments. Considering that the amount of data per speaker is 90 sentences, four different experiments were performed. In the first experiment, the first 45 (1, 2, ..., 45) utterances of every speaker were used for training and the last 45 (46, 47, ..., 90) were used for evaluation. The second experiment had the last 45 utterances (46, 47, ..., 90) for training and the first 45 (1, 2, ..., 45) for evaluation. The third experiment took the utterances with an even utterance number (2, 4, 6, ..., 90) for training and the odd (1, 3, 5, ..., 89) utterances for evaluation. While the fourth and final experiment used the odd (1, 3, 5, ..., 89) utterances for adaptation and the even (2, 4, 6, ..., 90) utterances for the testing and evaluation results. The final results were obtained as a statistical average of the four experiments run for every speaker.

3.4 Experimental Framework

In this case, the database was acquired at 16 KHz; thus, it was parameterized into 38 features, 12 Mel-frequency cepstral coefficients with delta and acceleration coefficients, energy and delta-energy. The vocabulary was divided into 24 phoneme-like units corresponding with the Spanish phonemes. These units were also modelled by a typical left-to-right non-skipping self-loop three-state HMM, with 32 Gaussian mixtures per state.

Different series of experiments were carried out in order to evaluate the ASR system’s performance with speaker-dependent and independent AMs and hierarchical LMs (\(M_{\text{asw}}\) and \(M_{\text{a}}\)) when using the Domolab corpus. The signals used for the experiments were those recorded through the close-talk microphone (referred to as microphone ml0) and through the left lapel microphone (referred to as microphone ml1). That is, acoustic conditions were selected so as to allow consideration in what is not an especially noisy environment. Nevertheless, the use of the lapel microphone involves the inclusion of more noise than the close-talk one. Furthermore, it allows the user to be in movement while talking, promoting in this way a more natural speech. We can think of a person that is walking around the house while ordering the robot butler to carry out an action.

For the evaluation of speaker adaptation techniques, a MLLR strategy was taken. The experiments carried out in this work followed a structure similar to a leave-one-out experiment in order to ensure the independence of the utterances used for adaptation from those used for the


| m0  | WER | Msw  | Msl | Impr. | WER | Msl  | Impr. |
|-----|-----|------|-----|-------|-----|-----|-------|
| m0  | 5.81| 14.33| 15.3| 4.70  | 19.1|
| m1  | 14.53| 14.31| 1.5 | 13.34 | 8.2 |

Table 5. WER results for microphones m0 and m1, using speaker-independent acoustic models and different LMs: a word n-gram LM and two different approaches to hierarchical LMs (Msw and Msl). The improvement associated with hierarchical models with regard to the Msl model is also given.

Let us note that these improvements are even more noticeable, taking into account the low WER taken as a starting point - i.e., the WER values obtained with the baseline LM. When the results obtained with different microphones are compared with each other, the same tendency can be observed although a significant difference is observed in the improvement percentages (1.5% vs. 15.3% when using the Msw model and 8.2% vs. 19.1% for the Msl model). This could be due to acoustic conditions. That is, when using microphone m1 the LM influence is not so significant due to the high level of the noise of the acoustic signal. Thus, the LM cannot overcome acoustic restrictions and the improvement in the ASR system’s performance is less significant.

Alternatively, speaker-dependent AMs were employed and the experiments were repeated. The results obtained can be seen in Table 6. Looking at these results, it can be noticed that very important improvements have been obtained with these AMs. That is, the MLLR algorithm increases the ASR system’s performance when dealing with the present task. On the other hand, better WER values are observed when comparing hierarchical LMs with the baseline Msw and the improvements are slightly better for Msl, like in the previous case. However, here the improvements are much more significant, reaching 50% with microphone m0 and 30% with m1. Thus, it can be concluded that, when using better AMs, the improvement associated with hierarchical LMs is much more noticeable. Again, this might happen due to acoustic conditions. When using speaker-dependent models, the AMs can better solve the problems associated with acoustic issues - thus, the LM becomes more important and its influence is more noticeable in the ASR system’s results.

| m0  | WER | Msw  | Msl | Impr. | WER | Msl  | Impr. |
|-----|-----|------|-----|-------|-----|-----|-------|
| m0  | 2.31| 2.12 | 47.6| 0.99  | 57.1|
| m1  | 2.47| 1.73 | 29.9| 1.52  | 38.4|

Table 6. WER results for microphones m0 and m1, using speaker-dependent acoustic models and different LMs: a word n-gram LM and two different approaches to hierarchical LMs (Msw and Msl). The improvement associated with hierarchical models with regard to the Msl model is also given.

The best WER result was obtained with speaker-dependent AMs, the Msl model and m0 microphone. This result outperforms the value obtained with the baseline Msw model and the same acoustic conditions by 57.1%. When comparing it to speaker-independent models, the improvement reaches 82.9%.

The obtained results can be interpreted in another way. Specifically, we can wonder if the loss of accuracy related to the use of a lapel microphone - which introduces more noise into the system but gives the user more freedom to walk around the house - could be offset by the integration of improved acoustic and language models. The answer is in the affirmative, because the WER values obtained with microphone m1, speaker-dependent AMs and both Msw and Msl, are better than the result obtained with microphone m0, speaker-independent AMs and Msw LM.

In summary, it can be concluded that the integration of hierarchical LMs, on its own, could benefit the ASR system, as shown in Section 2. On the other hand, a significant difference is observed in the improvement percentage over this task when using hierarchical LMs. This might be motivated by two factors: firstly, the use of semantic ad-hoc classes. This kind of classification has proven to be useful even when using classical class n-gram LMs [26]. Secondly, the power of hierarchical Msw and Msl models can take advantage of a class-based and a word-based LM. Furthermore, when combining these LMs with certain improvements in the AMs, the impact of using more accurate LMs is much more noticeable in the overall system. That is, improvements in each of the models can receive the benefit from the improvements in the other one, leading to an efficient dialogue system that can improve HMI. Notice that improvements carried out in the ASR system can be directly translated into the dialogue system’s performance because, when using an efficient ASR, the number of confirmation turns can be reduced and the number of turns dedicated to error recuperation decreases, leading to much more pleasant interaction for the user. When using a poor ASR instead, it is very difficult for the dialogue manager to go on with a meaningful dialogue and the experience becomes frustrating to the user.

4. Hierarchical LMs in Language Understanding.

When dealing with Language Understanding (LU), different strategies can be found in the literature, aiming to extract the semantic information from an input acoustic sentence [27, 28]. First, LU systems have performed syntactic analysis on the best sequence obtained from an ASR system and used non-probabilistic rules for mapping syntactic structures onto semantic ones [29]. Alternatively, different approaches based on stochastic finite-state models have been developed [30, 31]. There are also some approaches that transform acoustic signals directly into basic semantic constituents [32-34]. In this
kind of system, ASR and LU processes are carried out together by searching at the same time for the best sequence of words and concepts.

The LU module is devoted to extracting semantic information from a text sentence. Let us note that we have considered a LU process consisting of two phases, like the one described in [31]. In the first phase, the input sentence is sequentially translated into an intermediate semantic language; in the second phase, the frame or frames associated with this intermediate sentence are generated. In a frame, a user turn of the dialogue is represented as a concept (or as a list of concepts) and a list of constraints made over this concept.

When hierarchical LMs are considered, the ASR system provides, at the same time, the recognized sentence and the associated classified sentence. Taking into account the fact that in this case semantic classes are involved in the hierarchical models, the semantic information associated with the word sequence can also be retrieved during the recognition process. Therefore, when using these models, the recognition process and the first phase of the understanding module can be merged into a single step, thus speeding up the interventions of the dialogue system. Moreover, when using a LM that includes semantic information, the recognition process will be influenced by this information and only semantically meaningful sentences will be obtained by the ASR system. In this way, the LU process would take the benefit from the proposed LMs, leading to a better dialogue system.

4.1 Experimental Framework

Different experiments were carried out in order to assess the performance of our LU task. The evaluation was carried out in terms of the Category Error Rate (CER). The CER is measured in the same way as the WER is, but considering the class sequences provided by the system and the classified reference sentences. Regarding the \( M_w \) model, the CER values were obtained by classifying reference sentences on the one hand and, on the other hand, classifying the sentences obtained with the ASR system and an \( M_w \) model. The results thus obtained are summarized in Table 7 (speaker-independent) and Table 8 (speaker-dependent).

These CER results show the same tendency observed previously for WER values. However the improvement percentages are much higher here: 9.1% vs. 1.5% for the \( M_w \) model and 17.2% vs. 8.2% for \( M_s \) when microphone \( m1 \) is used and speaker-independent acoustic models are considered. Differences are even higher for microphone \( m0 \). Thus, it can be concluded that the CER improvement is not only due to a better recognized sentence with a lower WER but also due to the semantic information involved in the hierarchical LMs, which is helping in order to provide a higher CER percentage improvement.

When considering speaker-dependent AMs, the same tendency is observed when using microphone \( m1 \), but the CER improvement percentage is lower than the WER improvement percentage for microphone \( m0 \). This happens because of the very low error rates and some ambiguity problems in the reference sentence's classification. When the error rates are higher, these problems are not noticeable. Let us give an example with the user sentence “repite”, which means “repeat”. This word can be found in two different classes: one made up of phrases related to an utterance that has not been understood by the system and another one related to phrases associated with the steps in a recipe. When classifying the reference, the second class was assigned. Let us note that there was no ambiguity in the classification process and a word sequence was labelled with an only one sequence of phrases and classes. The ASR system, instead, assigns the first class to the sentence “repite”.

|     | \( M_w \) | \( M_{sw} \) | \( M_s \) |
|-----|----------|----------|--------|
| %   | CER      | CER      | Impr.  |
| m0  | 6.13     | 4.36     | 28.9   |
| m1  | 15.32    | 13.92    | 9.1    | 12.69  | 17.2   |

Table 7. CER results for microphones m0 and m1, using speaker-independent acoustic models and different LMs: a word n-gram LM and two different approaches to hierarchical LMs (\( M_{sw} \) and \( M_s \)). The improvement associated with hierarchical models with regard to the \( M_w \) model is also given.

|     | \( M_w \) | \( M_{sw} \) | \( M_s \) |
|-----|----------|----------|--------|
| %   | CER      | CER      | Impr.  |
| m0  | 2.58     | 1.74     | 32.5   |
| m1  | 2.79     | 1.41     | 49.4   | 1.31   | 52.7   |

Table 8. CER results for microphones m0 and m1, using speaker-dependent acoustic models and different LMs: word n-gram LM and two different approaches to hierarchical LMs (\( M_{sw} \) and \( M_s \)). The improvement associated with hierarchical models with regard to the \( M_w \) model is also given.

5. Concluding Remarks and Future Work

The goal of this work was to explore speech-based human-machine interaction by considering a dialogue system installed in a robot. Since one of the most difficult issues that must be solved in a dialogue system is the ASR, this work has a bearing on this system. For doing this, a hierarchical LM is employed. It can be concluded that the dialogue system can take advantage of the use of hierarchical LMs in different ways: more accurately recognized sentence will be obtained from the ASR system, on the one hand. This improvement will be even more noticeable when using any method to obtain better AMs, such as speaker adaptation techniques. On the other hand, when using semantic classes in the proposed models, speech recognition and language understanding processes could be merged in just one step, thus speeding
up the dialogue system. Moreover, the use of these semantic classes in the LM only allows the ASR system to provide semantically meaningful sentences, thus improving the LU results.

For future work, we propose to consider the underlying idea of hierarchical language models in the dialogue manager module in order to provide a better dialogue system strategy.
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