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Abstract
In this paper, we propose a large-scale language pre-training for text GENeration using dIffusion modEl, which is named GENIE. GENIE is a pre-training sequence-to-sequence text generation model which combines Transformer and diffusion. The diffusion model accepts the latent information from the encoder, which is used to guide the denoising of the current time step. After multiple such denoise iterations, the diffusion model can restore the Gaussian noise to the diverse output text which is controlled by the input text.

1. Introduction
Text generation is an important branch of natural language processing area. Early text generation works mostly adopts recurrent neural network (RNN) based approaches (Pawade et al., 2018; Song et al., 2018; Gu et al., 2016; Qi et al., 2021). With the rise of pre-training language models, Transformer (Vaswani et al., 2017b) has become the mainstream text generation framework. More and more Transformer-based pre-trained language models (Qi et al., 2020; Lewis et al., 2019; Raffel et al., 2020) are applied to text generation tasks, and has been proven to be very effective in improving the text generation performance.

Diffusion model has been actively explored in various content generation tasks in recent years, i.e., image generation (Ho et al., 2020; Song et al., 2020), molecule generation (Hoogeboom et al., 2022), video generation (Ho et al., 2022b) and text generation (Li et al., 2022; Gong et al., 2022; Strudel et al., 2022; Reid et al., 2022).

Based on Transformer (Vaswani et al., 2017b) architecture, different pre-training paradigms are proposed, including decoder only (Radford et al., 2018), encoder only (Dong et al., 2019b), and encoder-decoder architectures (Qi et al., 2020; Lewis et al., 2019). Encoder-decoder model architecture as the most popular one, there are two commonly used decoding methods on the decoder side: autoregressive decoding (AR) and non-autoregressive decoding (NAR) (Qi et al., 2021). Autoregressive models are trained to predict the next word in a sequence by using the previous words as context. This approach is effective, but it is slow because the model must generate each word sequentially. Non-autoregressive models, on the other hand, are trained to generate an entire sequence of words all at once. This approach is faster, but it is also less accurate because the model has less context to work with.

In this paper, we propose a novel pre-training approach, called GENIE, it combines the diffusion model and Transformer-based method. GENIE follows the encoder-decoder architecture, where the input text is transformed into a sequence of hidden vectors using a Transformer encoder. Hidden information from encoder will guide denoise in the process of reverse diffusion. After multiple time step iterations, the diffusion model can restore the randomly sampled Gaussian noise to the output text controlled by the input text.

Since pre-training has been proven effective in Transformer-based methods, here we propose an end-to-end pre-training method for the GENIE. Different from pre-training tasks (infilling token or text split) commonly used in previous works (Qi et al., 2020; Lewis et al., 2019; Raffel et al., 2020), we propose a novel pre-training task, named continuous paragraph denoise (CPD). CPD allows the model to predict the noise added to continuous paragraphs in the current time.
We conduct an extensive experiments on three popular publicly available benchmarks: XSum (Narayan et al., 2018), CNN/DailyMail (Hermann et al., 2015), and Gigaword (Rush et al., 2015). Experimental results show that GENIE achieves comparable performance with Transformer-based methods and the proposed pre-training method can improve the performance effectively.

The main contributions of this work are three folds: 1). GENIE is the first large-scale language pre-trained model based on the diffusion framework. 2). We propose a novel CPD loss as the pre-training objective, and adopt the encoder-diffusion model framework to support sequence-to-sequence tasks. 3). Our extensive experiments have validated the effectiveness of the pre-trained diffusion model in downstream tasks, and we have conducted a large number of ablation studies, such as exploring the impact of diffusion steps in GENIE and text generation diversity.

2. Preliminary

2.1. Task Definition

In the standard sequence-to-sequence(seq-to-seq) task, assume given a source text \( s = \{w_1^s, w_2^s, \ldots, w_n^s\} \) containing \( n \) tokens, it generates target text sequence \( y = \{w_1^y, w_2^y, \ldots, w_T^y\} \). Non-autoregressive (NAR) based generation model can be simply expressed as:

\[
P_{\text{NAR}} = \prod_{t=0}^{n} p(w_t^y \mid s)
\]  

(1)

2.2. Diffusion model

In the diffusion model, the diffusion process can be regarded as a Markov process. The time step \( t \) starts from \( t = 0 \), and Gaussian noise is gradually added to the variable \( x_0 \) in the forward diffusion process. At the time step \( t + 1 \), the latent variable \( x_{t+1} \) is only determined by the \( x_t \) at time \( t \), expressed as:

\[
q(x_{t+1} \mid x_t) = \mathcal{N}(x_{t+1}; \sqrt{1 - \beta_{t+1}} x_t, \beta_{t+1} I)
\]  

(2)

where \( \beta_{t+1} \in (0, 1) \) represents the scaling of variance at time step \( t + 1 \). When the time step \( t = T \) is large enough, \( x_T \) tends to standard Gaussian noise \( \mathcal{N}(x_T; 0, I) \).

The inverse process of diffusion can be regarded as the process of denoising. The diffusion model predicts the noise of current time step \( t \) and denoise to previous state \( x_{t-1} \), which variance and mean are respectively expressed as \( \mu_0^{-1} \) and \( \sigma_{t-1}^{-1} \):

\[
p(x_{t-1} \mid x_t) = \mathcal{N}(x_{t-1}; \mu_{t-1}^{-1}, \sigma_{t-1}^{-1})
\]  

(3)

Final objective function based on VLB (Ho et al., 2020) is used to train the diffusion model:

\[
\ell_{\text{diff}} = \sum_{t=1}^{T} \mathbb{E}_{q(x_t \mid x_0)} \left( \|\mu_{t-1}^{-1} - \hat{\mu}_{t-1}\|^{2} \right)
\]  

(6)

where \( \hat{\mu}_{t-1} \) is calculated from the reverse conditional probability \( q(x_{t-1} \mid x_t, x_0) \).

3. Model

We propose a novel seq-to-seq training framework in GENIE based on diffusion model as shown in Figure 1. The source text sequence is \( s \). In the World Cup 2022, [MASK] won people’s praise. The target text sequence is \( y \): Messi’s performance. GENIE is composed of a bidirectional encoder model and a cross-attention diffusion model: the encoder model produces the distributed vector representation for source text \( s \), i.e., \( H_s = \text{Encoder}(s) \). The diffusion model takes \( H_s \) and a Gaussian noise as input, to generate the embeddings of target sequence iteratively.

Different from the traditional autoregressive text generation paradigm, the diffusion model in GENIE generates the whole target sequence embeddings at each denoising step. Hence, GENIE is a non-autoregressive generation (NAR) model.

**Encoder** The encoder in GENIE is a 6-layer transformer model which takes the source text \( s \) as input with bidirectional self-attention. Specifically, given a source text sequence \( s = \{w_1^s, w_2^s, \ldots, w_n^s\} \) with \( n \) tokens, the encoder model computes the vector \( h_i \) for each token \( w_i \). Thus, the source text \( s \) can be represented as \( H_s \) by the encoder model:

\[
H_s = \{h_1, h_2, \ldots, h_n\} = \text{Encoder}(s)
\]  

(7)

**Text Diffusion Model** The diffusion model in GENIE is composed of 6-layer transformer blocks with cross-attention on source text representation. It predicts the noise given the current diffusion step \( t \), state \( x_t \) and source information \( H_s \), denoted as \( z_0(x_t, t, H_s) \). We elaborate more details about grounding continuous state \( x_t \) with the discrete target tokens in the following discussion.

**Inference Phase** In the Inference phase, it starts from the time step \( t = T \). We randomly sample a standard Gaussian distribution as state \( x_T \sim \mathcal{N}(0, I) \) and predict the noise of
the previous time step according to the equation 4 and 5. After arriving to $t = 0$, the final generated text is obtained by adopting the clamping trick (Li et al., 2022) to force the vectors in $x_0$ close to word embeddings.

### Training Phase

In the training phase, we convert the target sequence $y = \{w_1^0, w_2^0, \ldots, w_m^0\}$ into the continuous latent variable $x_0$ with embedding function, which is expressed as:

$$q(x_0|y) = \mathcal{N}(x_0; \text{Emb}(y), \beta_0 \mathbf{I})$$

where $\text{Emb}(\cdot)$ is embedding function, $\beta_0$ represents the scaling of variance at time step $t = 0$. Through forward diffusion process (equation 2) and $x_0$, we can obtain the latent variable $x_t$ at time $t$ as:

$$q(x_t|x_0) = \mathcal{N}(x_t; \sqrt{\alpha_t} x_0, \sqrt{1-\alpha_t} \mathbf{I})$$

where $\alpha_t = \prod_{i=1}^t \alpha_i$.

We sample $t$ as the current time step, calculate the latent variable $x_t$, and predict the noise of the current time step by combining the latent information $H_s$ with cross attention. The mean and variance of the predicted noise is express as follows:

$$\mu_{t-1} = \frac{1}{\sqrt{\alpha_t}} \left( x_t - \frac{\beta_t}{\sqrt{1-\alpha_t}} z_0(x_t, t, H_s) \right)$$

$$\sigma^2_{t-1} = \frac{1-\alpha_{t-1}}{1-\alpha_t} \beta_t$$

where $z_0$ is the Gaussian noise predicted by the denoising architecture, $\theta$ is the parameters of the GENIE. Finally, the training objectives of seq-to-seq based on diffusion model can be expressed as:

$$L_{\theta,t} = \mathbb{E}_{q(x_0|y)} \left[ \sum_{t=1}^T \left\| \mu_{t-1} - \hat{\mu}_{t-1} \right\|^2 \right]$$

where $p_\theta(y|x_0) = \prod_{i=1}^n p_\theta(w_i^0|x_0)$, represents mapping the continuous latent variable $x_0$ into the discrete space token $w_i^0$.

### 3.1. Pre-training GENIE

Diffusion model has immeasurable potential in the domain of natural language generation (NLG) because of the diversity of its generated results. However, due to its slow convergence speed and the inherent pool quality of non-autoregressive models, the diffusion model has not received enough attention in the domain of NLG. In this paper, we apply pre-training on diffusion language model and propose a novel pre-training task specifically for the diffusion language model. With the help of pre-training, GENIE greatly accelerates the convergence speed and significantly improves the quality of the generation. Meanwhile, GENIE can flexibly adapt to a variety of downstream tasks for NLG. The generated effect of GENIE is enough to announce the birth of a brand-new large-scale pre-training language model.

For pre-training on diffusion language model, we propose a novel pre-training task, named continuous paragraph de-noise (CPD). CPD allows the model to predict the noise added to continuous paragraphs in the current time step based on the paragraph context information and the noisy paragraph information.

Specifically, given a document $d = \{w_1^d, w_2^d, \ldots, w_l^d\}$ which contains $l$ words, we need to select the paragraph $p = \{w_1^p, w_2^p, \ldots, w_m^p\}$ from document $d$, where $m = \lfloor \gamma * l \rfloor$ is the length of the paragraph $p$. $\gamma$ represents the proportion of paragraph $p$ in the document $d$. We add mask token ([MASK]) to the position where paragraph $p$ is removed in document $d$, and take the processed result $d' = \{w_1^{d'}, w_2^{d'}, \ldots, \text{[MASK]}, \ldots, w_{l-m}^{d'}\}$ as the input of GENIE encoder. Meanwhile, we take the noisy target $p$.
obtained through forward diffusion (equation 9) as the input of the GENIE denoising architecture, and predict the noise (equation 10 and 11) together with the context latent information from the output of GENIE encoder.

Through such pre-training, GENIE based on diffusion model can deepen the semantic understanding of the continuous text and achieve better denoising effect at each diffusion time step.

4. Experiments and Results

In this section, we will introduce the details of GENIE pre-training, the data setting, and show extensive experimental results on various NLG downstream tasks.

4.1. GENIE Pre-training

Model Framework Our model uses a 6-layer transformer as the encoder, and a 6-layer cross attention transformer as denoising architecture. In particular, in denoising architecture, we use the randomly embedding function to map discrete token into continuous variable. We set latent variable dim to 768 and embedding dim to 128.

Pre-training Data Recent works has shown that pre-training on large scale corpus can improve the performance of the model on downstream tasks (Lewis et al., 2019; Qi et al., 2020), which is also applicable to GENIE based on diffusion model. Following BART (Lewis et al., 2019), we use pre-training data consisting of 160Gb of news, books, stories, and web text. We segment sentences belonging to different chapters, and ensure that the input text length does not exceed 512.

Pre-training Setting We use the CPD task mentioned in §3.1 to pre-train GENIE on large-scale corpus. The proportion of continuous paragraph $\gamma$ sets to 30%, hence, for the 512 length input, the target length is 153. We randomly extract 153 length targets from the text input, and leave [MASK] token at the extracted position. In the training process, we use Adam optimizer (Kingma & Ba, 2015) with learning rate 1e-4, and we set the batch size to 512. So far, we have pre-trained our model on 8 x 32GB NVIDIA A100 GPUs with 200w steps, lasting for 25 days. In the fine-tuning phase, the pre-training model we use are all 200w step checkpoints, so the main results are from the result of fine-tuning on 200w step pre-training model. However, pre-training on GENIE is not completely sufficient, and we are still work in process.

4.2. Fine-tune on Downstream Tasks

In order to verify the effectiveness of pre-training on GENIE based on diffusion model, we fine-tune and verify the effect of GENIE on a variety of downstream tasks. Through the above task, we can prove that the pre-trained GENIE can quickly adapt to different types of NLG tasks without long time training like other diffusion models.

**Text Summarization** As an important task in the NLG field, text summarization aims to summarize long documents into fluent short texts. In the experiment, we selected three widely used datasets: (a) GIGAWORD corpus (Rush et al., 2015), (b) CNN/DAILYMAIL (Hermann et al., 2015), and (c) XSUM (Narayan et al., 2018). In the process of fine-tuning, we set the learning rate to 5e-5 and the 120K training steps for all three dataset. In the inference process, we randomly sample 10 Gaussian noise for iteration denoising, and use the highest score as the final generated result. For evaluation, we following the existing work (Lewis et al., 2019; Qi et al., 2020), reporting F1 scores of ROUGE-1, ROUGE-2, and ROUGE-L on test set.

4.3. Baselines

We compare GENIE with the baselines of several mainstream methods. Specifically, these methods can be divided into two groups. The first group is the NAR model, including NAT (Gu et al., 2017), iNAT (Lee et al., 2018), CMLM (Ghazvininejad et al., 2019), LevT (Gu et al., 2019b), BANG (Qi et al., 2021), and InsT (Stern et al., 2019). Among them, InsT, iNAT, CMLM, LevT, and BANG can also be used in Semi-NAR, which can optimize the generation quality through multiple NAR iterations. It is worth noting that GENIE also belongs to the Semi-NAR model.

The second group is AR model, including LSTM (Greff et al., 2017) and Transformer (Vaswani et al., 2017a) without pre-training, and strong baselines MASS (Song et al., 2019), BART (Lewis et al., 2019), BANG (Qi et al., 2021), and ProphetNet (Qi et al., 2020) with large scale pre-training.

4.4. Main Results

The results comparing GENIE with the baselines on XSUM, CNN/DAILYMAIL, GIGAWORD are shown in Table 1 and Table 2. Although we have selected the best results for testing in multiple sampling, it can be easily observed that the experimental results are sufficient to prove that the pre-trained GENIE has great potential. In particular, on the XSUM dataset, the generation quality of GENIE is far better than other NAR methods and Semi-NAR methods, and on all three text summarization datasets, the text generation quality of GENIE can be comparable to that of the pre-trained AR model.

Moreover, we compared the pre-trained GENIE and GENIE trained from scratch (w/o pre-train). Among the results of three different dataset which are shown in Table 1 and Table 2, we found that GENIE with pre-training has signif-
4.5. Generate Diversity Comparison

Nowadays, non-autoregressive generation has been well-known for its fast decoding. With the emergence of the diffusion based model such as GENIE, the advantages of non-autoregressive generation in diversity will be gradually valued. In this experiment, we will combine experimental index and case analysis to prove the rich diversity of GENIE in text generation.

First, we verify the diversity of GENIE generation from experimental index. We choose SELF-BLEU as the index of diversity. The smaller the value of SELF-BLEU, the richer the diversity of generated text. For comparison, we selected ProphetNet, a powerful baseline in the autoregressive model, which is pre-trained on large scale corpus. For ProphetNet, we use beam search (Xiao et al., 2022) and diverse beam search (Vijayakumar et al., 2016) methods to generate 10 result samples, and diverse beam strength sets to 0.5. For GENIE, we sample 10 Gaussian noises to generate 10 result samples. Finally, we use the 10 samples generated from XS\textsc{um} and CNN/DAILY\textsc{MAIL} to calculate the SELF-BLEU scores. As results shown in Table 3, although the diversity of autoregressive generation can be improved slightly through diversity beam search, the improvement is still not significant. On the contrary, the diversity of generation is greatly improved by using the method of diffusion. The huge differences on SELF-BLEU represent that the GENIE model can truly generate diversity, rather than the differences of several words.

It may not be intuitive to analyze experimental index only, so second, we will conduct case study to verify the diversity of GENIE generation. We select three samples from the XS\textsc{um}. The source sequence has been abbreviated for the convenience of presentation. For each sample, we list three summaries generated with diffusion method and diverse beam search method respectively. We ignore syntax errors in the generated results. As example summaries shown in Table 4, although the autoregressive generation method is of high quality when there is only one sentence, once generating multiple sentences, even if the diversity beam search method is used, it is difficult to improve its diversity, and there may be a large number of repeated prefixes. In contrast, on the premise of ensuring the quality of generation, the diffusion generation method has rich diversity, which

| Pattern | Methods | ROUGE-1 | ROUGE-2 | ROUGE-L | OVERALL |
|---------|---------|---------|---------|---------|---------|
| NAR     | NAT (Gu et al., 2017) | 24.0 | 3.9 | 20.3 | 16.1 |
|         | iNAT (Lee et al., 2018) | 24.0 | 4.0 | 20.4 | 16.1 |
|         | CMLM (Ghazvininejad et al., 2019) | 23.8 | 3.6 | 20.2 | 15.9 |
|         | LevT (Gu et al., 2019b) | 24.8 | 4.2 | 20.9 | 16.6 |
|         | BANG (Qi et al., 2021) | 32.6 | 9.0 | 27.4 | 23.0 |
| AR      | Transformer (Vaswani et al., 2017b) | 30.7 | 10.8 | 24.5 | 22.0 |
|         | MASS (Song et al., 2019) | 39.7 | 17.2 | 31.9 | 29.6 |
|         | BART (Lewis et al., 2019) | 38.8 | 16.2 | 30.6 | 28.5 |
|         | ProphetNet (Qi et al., 2020) | 39.9 | 17.1 | 32.1 | 29.7 |
|         | BANG (Qi et al., 2021) | 41.1 | 18.4 | 33.2 | 30.9 |
| Semi-NAR| InsT (Stern et al., 2019) | 17.7 | 5.2 | 16.1 | 13.0 |
|         | iNAT (Lee et al., 2018) | 27.0 | 6.9 | 22.4 | 18.8 |
|         | CMLM (Ghazvininejad et al., 2019) | 29.1 | 7.7 | 23.0 | 20.0 |
|         | LevT (Gu et al., 2019b) | 25.3 | 7.4 | 21.5 | 18.1 |
|         | BANG (Qi et al., 2021) | 34.7 | 11.7 | 29.2 | 25.2 |
|         | GENIE (w/o pre-train) | 38.9 | 17.5 | 31.0 | 29.1 |
|         | GENIE | 42.1 | 20.7 | 34.4 | 32.4 |

Table 2. The main results on CNN/DAILY\textsc{MAIL} and GIGAWORD, while all baselines are AR model.
Table 3. SELF-BLEU score of ProphetNet and GENIE generated results.

| Model       | Generate Method            | XSUM | CNN/DAILYMAIL |
|-------------|----------------------------|------|---------------|
| ProphetNet  | Beam Search                | 92.2 | 96.1          |
|             | Diverse Beam Search        | 77.2 | 87.7          |
| GENIE       | Diffusion                  | 29.1 | 38.5          |

Figure 2. Effect of different diffusion steps on text generation quality, on XSUM. The result is the optimal value of 5 Gaussian samples.

4.6. Impact of Pre-training Steps

Due to our pre-training method and the nature of the diffusion model itself, our pre-training is bound to take a long time to fully converge, but it also gives the diffusion language model unlimited potential. Here we discuss the performance improvement from pre-training compared with the GENIE without pre-training under different pre-training steps. Specifically, we fine-tune the corresponding checkpoints on the XSUM dataset at 50w step intervals. During the evaluation, we randomly sample 5 Gaussian noise and use the highest score as the final generated result. As result shown in Table 5, compared with GENIE without pre-training, only 50w steps of pre-training can significantly improve the quality of generation. Moreover, we can easily observe from the results that with the increase of pre-training steps, pre-training is still steadily improving the performance of the GENIE on downstream tasks.

4.7. Impact of Total Time Step

Different diffusion steps have great influence on the quality of generation. We explore the performance of the GENIE under different inverse diffusion steps on the XSUM dataset. Assuming that the total number of diffusion steps $T = 2000$, we respectively set the interval step of inverse diffusion as 1, 2, 4, 8, 20, and the corresponding inverse diffusion steps are 2000, 1000, 500, 250, 100. In this experiment, we sample 5 Gaussian noise and choose the best denoise result. As results shown in Figure 2, we can clearly observe that when the number of inverse diffusion steps is small, the quality of generation with GENIE has a serious loss. As the number of inverse diffusion step increases to 1000, the generated quality of GENIE tends to be stable.

4.8. Impact of Sample Number

Compared with the autoregressive model, GENIE based on the diffusion model can generate more diversified texts in the reference phase, even under the control of the source sequence. Different Gaussian noise sampled during denoise can often lead to completely different generation results. This method is more flexible, but it is not conducive to the evaluation of the only standard answer. However, as the number of Gaussian noise sampled increases, the generated text has a greater probability of approaching the only standard answer, and the corresponding evaluation score is higher. To this end, we test the performance of the model on the test set under different sample numbers on the XSUM

---

1 The experiment of Impact of Total Time Step is completed at the 100w step pre-training checkpoint. We will update the results at the end of pre-training.
### Table 4. Summaries example of ProphetNet and GENIE generated results.

| Source sequence I (abbreviated) | GENIE summaries I (diffusion)                                                                 | ProphetNet summaries I (diversity beam search)                                                                 |
|---------------------------------|-----------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------|
|                                 | The name is expressed with affection by some, with hostility by others, but it calls up history for everyone. The story of his life is very much the story of our times: revolutionary movements, the Cold War, East v West, North v South, communism v capitalism - except that most of the world has passed him by. Fidel Castro has remained the same, a symbol of revolution, a communist who has survived the fall of communism. Fidel’s views continued to be made public though in the form of editorials and occasional TV appearances. Fidel maintained his rule with an iron grip, sending opponents to prison for years. Throughout his leadership, he railed against the US, its economic and trade embargo and against the evils of free marketsFidel has been praised for standing up for the oppressed of Latin America, for opposing the Yankee imperialist, for making Cuba into a more equal society than many, for developing Cuba’s health service and sending doctors abroad to help others. | 1. the story of fidel castro, the head of one’s, has in the history of the communist, is an apparent close to cuba and many around the world.  
2. for the story of the late revolutionary life, fidel castro, one of the most communist house public, has remained the story of who to become the president.  
3. the story of the life is life of fidel castro when it comes to one of the most and most armed people in the world.  
1. the cuban leader fidel castro has died at the age of 82 . . . his name is raul.  
2. the cuban leader fidel castro has died at the age of 94, his family has said.  
3. the cuban leader fidel castro has died at the age of 85. |

| Source sequence II (abbreviated) | Genie summaries II (diffusion)                                                                 | ProphetNet summaries II (diversity beam search)                                                                 |
|---------------------------------|-----------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------|
|                                 | Those who participated in the Aberdeen Children of the 1950s project, which saw all primary pupils aged seven to 12 surveyed by the Medical Research Council in 1962, have been contacted. They have been asked to take part in the Scottish Family Health Study. It aims to investigate why diseases such as cancer can run in families. Those recruited will have their health tracked, with the intention of creating a Scottish "bio-bank" containing genetic, medical and family history and lifestyle information. The data gathered would help future research into the prevention, treatment and diagnosis of illnesses. | 1. health information have been recruited by university school primary pupils to help improve their lives.  
2. a health project is to be recruited by learning for university researchers in scotland.  
3. scientists in aberdeen are to meet experts in scotland to get more health data for their children.  
1. a group of children in aberdeen have been asked to help lead a new study into diseases such as diabetes and diabetes.  
2. a group of children who were among the first to be surveyed in scotland have been asked to share their health information.  
3. a group of children in aberdeen have been asked to help lead a new study into diseases such as diabetes. |

| Source sequence III (abbreviated) | GENIE summaries III (diffusion)                                                                 | ProphetNet summaries III (diversity beam search)                                                                 |
|---------------------------------|-----------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------|
|                                 | Elin Jones is expected to lay out plans where some areas of Welsh forest could be transferred to the private sector or to not for profit organisations. But she has already ruled out the widespread sale of Welsh woodlands.Forestry Commission Wales said it would explore the feasibility of transfer to the private sector case by case. The minister told BBC Radio Wales she plans to "compensate" the public by buying new land for new planting or management if any forest was sold off on a case-by-case basis."I don’t want any stagnancy in the forest estate. I want it to work for public benefit whether that’s economic or environmental or access benefit,” she said.”It’s my view there should be no reduction in the publicly owned estate and I have asked the Forestry Commission to look at how it can make that estate work harder, provide a better return for the public.”Whether that’s in terms of public access, in terms of environmental benefit in the production of renewable energy or biomass potential or also in terms of the economic return from that forestry estate.” | 1. the forestry minister is preparing to fill out its plan for some members of the public on wales’ forests to be reduced.  
2. the forestry minister is picking forward plans to tackle some of the companies in wales to develop a boost in the management of forests.  
3. the forestry minister hopes to face plans continue on the future of wales’ forest estate to be held to a growing and better access to the private sector.  
1. the environment minister has said there should be no reduction in the amount of forest in wales’ forests.  
2. the environment minister has said there should be no reduction in the amount of forest land in wales.  
3. the forest minister has said she wants to see no reduction in the amount of forest land in wales’ forests. |
5. Related Work

5.1. Large Scale Pre-training Language Models

Recently, a major breakthrough has been made in the model of pre-training on large scale corpus. As unidirectional language models, GPT (Radford et al., 2018), GPT2 (Radford et al., 2019) modeling the text based on left-to-right, and predict the next token according to the token appearing on the left. At the same time, bidirectional language models, which uses bidirectional encoder to model text, can obtain better context sensitive representation, such as BERT (Devlin et al., 2019) and RoBERT (Liu et al., 2019). RoBERT optimizes pre-training tasks compared to BERT, both of which significantly improve the ability of natural language understanding. In order to improve the performance of the large scale pre-training model in natural language generation, some works has designed pre-training tasks based on the standard framework of sequence-to-sequence. MASS (Song et al., 2019) lets the model predict the short masked token span step by step, while ProphetNet (Qi et al., 2020) predict more words in each step to ease local over fitting.

5.2. Non-autoregressive and Autoregressive Generation

Autoregressive generation is the mainstream in the current text generation field, due to its higher generation quality compared with non-autoregressive models. However, non-autoregressive generation has a wide application space due to its fast decoding ability compared with autoregressive generation. Especially in machine translation task, some works (Qian et al., 2021; Huang et al., 2022) uses non-autoregressive method to achieve better and faster translation. There are also some works (Gu et al., 2019a; Zhang et al., 2020; He, 2021) adopt non-autoregressive method to text revision. Faster decoding seems to be the synonym of non-autoregressive, but the diversity of text brought by non-autoregressive cannot be ignored, especially the current autoregressive text generation is faced with text degradation caused by greedy decoding (Holtzman et al., 2020). Even if there are methods similar to beam search (Xiao et al., 2022) and diverse beam search (Vijayakumar et al., 2016), autoregressive text generation cannot bring about essential changes to the diversity of generated text. We believe that the diffusion model, which generates texts by non-autoregressive method, will make a major breakthrough in the diversity of text generation.

5.3. Diffusion Models for Text

In recent years, diffusion model has achieved great success in the domains of image generation (Ramesh et al., 2022; Saharia et al., 2022; Rombach et al., 2022). Because of its amazing generation quality, some works apply diffusion model in text generation domains. Diffusion-LM (Li et al., 2022) maps discrete tokens into continuous latent variable, achieving more complex controllable text generation through continuous diffusion. In the field of text revision where non-autoregressive method is widely used, DiffusER (Reid et al., 2022) also uses the diffusion model to implement the edit based generative processes. DiffuSeq (Gong et al., 2022) achieves conditional text generation with a new method which controlled information is also involved in the diffusion process. Different from the above work, we build a novel language model based on the diffusion model for the first time, using the standard encoder-decoder framework. For our best knowledge, we are the first to adopt large scale pre-training on the language model based on the diffusion model.

6. Conclusion

In this paper, we propose a novel diffusion language model GENIE, which is pre-training on large scale corpus. In this new sequence-to-sequence framework, the bidirectional encoder is used to encode the source sequence, and the denoise architecture is used to predict the noise of the corresponding time step, so that we can gradually denoise to generate diverse text in a non auto-regressive manner. At the same time, this framework design also allows us to adopt large-scale pre-training to the GENIE based on diffusion model. In the pre-training process, we propose a novel pre-training method named continuous paragraph denoise, which denoise continuous paragraphs as target. Extensive experiments on various widely used NLG tasks show that GENIE can generate high-quality and diversified text, and proves the effectiveness of the large scale pre-training on GENIE.
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