MULTIPLE PATTERNS FORMATION FOR AN AGGREGATION/DIFFUSION PREDATOR-PREY SYSTEM
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ABSTRACT. We investigate existence of stationary solutions to an aggregation/diffusion system of PDEs, modelling a two species predator-prey interaction. In the model this interaction is described by non-local potentials that are mutually proportional by a negative constant $-\alpha$, with $\alpha > 0$. Each species is also subject to non-local self-attraction forces together with quadratic diffusion effects. The competition between the aforementioned mechanisms produce a rich asymptotic behaviour, namely the formation of steady states that are composed of multiple bumps, i.e. sums of Barenblatt-type profiles. The existence of such stationary states, under some conditions on the positions of the bumps and the proportionality constant $\alpha$, is showed for small diffusion, by using the functional version of the Implicit Function Theorem. We complement our results with some numerical simulations, that suggest a large variety in the possible strategies the two species use in order to interact each other.

1. INTRODUCTION

The mathematical modelling of the collective motion through aggregation/diffusion phenomena has raised a lot of interest in the recent years and it has been deeply studied for its application in several areas, such as biology [9, 39, 47, 48], ecology [35, 42, 43], animal swarming [3, 4, 40, 46] sociology and economics, [18, 49, 50, 51]. One of the common idea in this modelling approach is that a certain population composed by agents evolves according to long-range attraction and short-range repulsion forces between agents. We are interested in modelling the problem of predator-prey interactions, namely we consider two populations that attract (prey) and repel (predators) each others. The pioneering works for this problem are the ones by Lotka, [36] and Volterra [54], which describe the predator-prey interaction via reaction terms in a set of differential equations, possibly combined with diffusion terms, see [41] and the references therein.

As in [21], in this paper we model predator-prey interactions via a transport terms rather than a reaction ones as follows: consider $N$ predators located at $X_1, \ldots, X_N \in \mathbb{R}^n$, and $M$ prey at $Y_1, \ldots, Y_M \in \mathbb{R}^n$ with masses $m_X^i > 0$ and $m_Y^j > 0$ respectively. We assume that each agent of the same species interacts under the effect of a radial non-local force that is attractive in the long range and repulsive in the short range. Moreover, predators are attracted by the prey, while the latter are subject to a repulsive force from the predators, that is proportional to the previous one. This set of modelling assumptions leads to the following system of ODEs:

$$\begin{aligned}
\dot{X}_i(t) &= -\sum_{k=1}^{N} m_X^k \left( \nabla S_1^i(X_i(t) - X_k(t)) + \nabla S_2^i(X_i(t) - X_k(t)) \right) - \sum_{h=1}^{M} m_Y^h \nabla K(X_i(t) - Y_h(t)), \\
\dot{Y}_j(t) &= -\sum_{h=1}^{M} m_Y^h \left( \nabla S_2^j(Y_j(t) - X_h(t)) + \nabla S_1^j(Y_j(t) - X_h(t)) \right) + \alpha \sum_{k=1}^{N} m_X^k \nabla K(Y_j(t) - X_k(t)),
\end{aligned}$$

with $i = 1, \ldots, N$ and $j = 1, \ldots, M$. The potentials $S_1^i$ and $S_2^j$ are called self-interaction and model the long-range attraction among agents of the same species. The potential $K$ is responsible for the predator-prey interaction, and it is called cross-interaction potential. The coefficient $\alpha > 0$ models the escape propensity of prey from the predators. The short-range repulsion among particles of the same species is modelled by the non-local forces $S_1^i$ and $S_2^j$, this range usually scales with the number of particles, $S_1^i(z) = N^\beta S(N^{\beta/n}z)$ for a smooth functional $S$, see [40].
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The formal limit when the number of particles tends to infinity leads to the following system of partial differential equations
\[
\begin{align*}
\partial_t \rho &= \text{div}(\rho \nabla (d_1 \rho - S_\rho * \rho - K * \eta)), \\
\partial_t \eta &= \text{div}(\eta \nabla (d_2 \eta - S_\eta * \eta + \alpha K * \rho)),
\end{align*}
\]
where \(\rho\) and \(\eta\) are the densities of predators and prey respectively. Through this limit the (non-local) short-range repulsion formally turns to a (local) nonlinear diffusion terms, being \(d_1\) and \(d_2\) positive constants modelling the spreading velocity, while the long-range attraction takes into account the non-local self-interactions. We can therefore lighten the notation by calling \(S_\rho^1 = S_\rho\) and \(S_\eta^2 = S_\eta\).

The goal of this paper is to show that the model above catches one of the main features that occur in nature, namely the formation of spatial patterns where the predators are surrounded of empty zones and the prey aggregates around, that is usually observed in fish schools or in flock of sheeps, see [32, 38]. In the fully aggregative case, namely system (2) with \(d_1 = d_2 = 0\), the formation of these types of patterns has been studied in several papers, see [15, 27, 21, 46] and references therein.

Existence theory for solutions to system of the form (2) can be performed in the spirit of [10, 20]. In particular, system (2) should be framed in the context of non symmetrizable systems, for which the Wasserstein gradient flow theory developed in [1] and adapted to systems in [22] does not work. In [10, 20, 22], the authors consider different choices for the diffusion part (no diffusion in [22], diagonal nonlinear diffusion in [10] and cross-diffusion with dominant diagonal in [20]), and the existence of solutions is proved via an implicit-explicit version of the JKO scheme [33].

We reduce our analysis to the one-dimensional setting
\[
\begin{align*}
\partial_t \rho &= \partial_x (\rho \partial_x (d_1 \rho - S_\rho * \rho - K * \eta)) \\
\partial_t \eta &= \partial_x (\eta \partial_x (d_2 \eta - S_\eta * \eta + \alpha K * \rho))
\end{align*}
\]
Note that by a simple scaling argument we can always assume that \(d_1 = d_2 = d\), indeed it is enough to multiply the first equation by \(d_2/d_1\), and setting (by an abuse of notation) \(d_2 = d\), \(S_\rho = \frac{d}{d_1} S_\rho\), \(K = \frac{d}{d_1} K\) and \(\alpha = \frac{d}{d_2} \alpha\). We are interested in existence of stationary solutions to (3), that are solutions to the following system
\[
\begin{align*}
0 &= (\rho(d_\rho - S_\rho * \rho - K * \eta))_x, \\
0 &= (\eta(d_\eta - S_\eta * \eta + \alpha K * \rho))_x,
\end{align*}
\]
as well as their properties, e.g. symmetry, compact support, etc.

The stationary equation for the one species case, i.e.,
\[
\partial_t \rho = \partial_x (\rho \partial_x (d_\rho - S \rho))
\]
is studied several papers, see [2, 7, 11, 16] and therein references. In [7] the Krein-Rutman theorem is used in order to characterise the steady states as eigenvectors of a certain non-local operator. The authors prove that a unique steady state with given mass and centre of mass exists provided that \(d < \|K\|_{L^1}\), and it exhibits a shape similar to a Barenblatt profile for the porous medium equation; see [52] and [24] for the local stability analysis. Similar techniques are used in [8] in order to partly extend the result to more general nonlinear diffusion, see also [34]. This approach is used in [6] in order to explore the formation of segregated stationary states for a system similar to (3) but in presence of cross-diffusion. Unfortunately, when dealing with systems, it is not possible to reproduce one of the major issues solved in [6], namely the one-to-one correspondence between the diffusion constant (eigenvalue) and the support of the steady state. A support-independent existence result for small diffusion coefficient \(d\) is obtained in [6] by using the generalised version of the implicit function theorem, see also [5] where this approach is used in the one species case.

In this paper we apply the aforementioned approach in order to show that stationary solutions to (3) are composed of multiple Barenblatt profiles. Let us introduce, for fixed \(z_\rho, z_\eta > 0\), the following space
\[
\mathcal{M} = \{ (\rho, \eta) \in (L^\infty \cap L^1(\mathbb{R}))^2 : \rho, \eta \geq 0, \|\rho\|_{L^1} = z_\rho, \|\eta\|_{L^1} = z_\eta \}.
\]

**Definition 1.1.** We say that a pair \((\rho, \eta) \in \mathcal{M}\) is a multiple bumps steady state to (3) if the pair \((\rho, \eta)\) solves (4) weakly and there exist two numbers \(N_\rho, N_\eta \in \mathbb{N}\), and two families of intervals \(I^i_\rho = [l^i_\rho, r^i_\rho]\), for \(i = 1, ..., N_\rho\), and \(I^h_\eta = [l^h_\eta, r^h_\eta]\), for \(h = 1, ..., N_\eta\) such that
Consider Theorem 1.1. where we shall require that all the kernels are smooth and attractive. More precisely:

\[ \text{In particular, } G(A_3) \leq S(A_1) \]

Then, there exists a constant \( C \) such that for all \( I_i^\rho \cap I_j^\rho = \emptyset \), for \( i, j = 1, \ldots, N_\rho, \ i \neq j \) and \( I_h^\eta \cap I_k^\eta = \emptyset \), for \( h, k = 1, \ldots, N_\eta, \ h \neq k \), 

\( \rho \) and \( \eta \) are supported on

\[ \text{supp}(\rho) = \bigcup_{i=1}^{N_\rho} I_i^\rho \quad \text{and} \quad \text{supp}(\eta) = \bigcup_{i=1}^{N_\eta} I_i^\eta, \]

respectively and

\[ \rho(x) = \sum_{i=1}^{N_\rho} \rho^i(x) \mathbb{I}_{I_i^\rho}(x) \quad \text{and} \quad \eta(x) = \sum_{h=1}^{N_\eta} \eta^h(x) \mathbb{I}_{I_h^\eta}(x), \]

where, for \( i = 1, \ldots, N_\rho \) and \( h = 1, \ldots, N_\eta, \rho^i \) and \( \eta^h \) are even w.r.t the centres of \( I_i^\rho \) and \( I_h^\eta \) respectively, non-negative and \( C^1 \) functions supported on that intervals.

In order to simplify the notations, in the following we will denote with \( l \in \{ \rho, \eta \} \) a generic index that recognise one of the two families.

We recall that an interaction potential \( G \) is said to be radial if \( G(x) = g(|x|) \) for some \( g : [0, +\infty) \to \mathbb{R} \). In particular, \( G \) is attractive if \( g'(r) > 0 \) for \( r > 0 \), while it is repulsive if \( g'(r) < 0 \) for \( r > 0 \). Throughout the paper we shall require that all the kernels are smooth and attractive. More precisely:

(A1) \( S_\rho, S_\eta \) and \( K \) are \( C^2(\mathbb{R}) \).

(A2) \( S_\rho, S_\eta \) and \( K \) are radially symmetric and decreasing w.r.t. the radial variable.

(A3) \( S_\rho, S_\eta \) and \( K \) are non-negative, with finite mass on \( \mathbb{R} \).

The main result of the paper is the following

**Theorem 1.1.** Assume that the interaction kernels are under the assumptions (A1), (A2) and (A3). Consider \( N_\rho, N_\eta \in \mathbb{N} \) and let \( z_i^\rho \) be fixed positive numbers for \( i = 1, 2, \ldots, N_\rho \), and \( l \in \{ \rho, \eta \} \). Consider two families of real numbers \( \{ cm_i^l \}_{i=1}^{N_\rho} \) and \( \{ cm_i^h \}_{i=1}^{N_\eta} \) such that

(i) \( \{ cm_i^\rho \}_{i=1}^{N_\rho} \) and \( \{ cm_i^\eta \}_{i=1}^{N_\eta} \) are stationary solutions of the purely non-local particle system, that is, for \( i = 1, 2, \ldots, N_\rho \), for \( l, h \in \{ \rho, \eta \} \) and \( l \neq h \),

\[ B_i^\rho = \sum_{j=1}^{N_\rho} S_j^\rho (cm_i^\rho - cm_j^\rho) z_j^\rho + \alpha_l \sum_{j=1}^{N_h} K'(cm_i^\rho - cm_j^\rho) z_j^\rho = 0, \tag{5} \]

(ii) the following quantities

\[ D_i^\rho = - \sum_{j=1}^{N_\rho} S_j''^\rho (cm_i^\rho - cm_j^\rho) z_j^\rho - \alpha_l \sum_{j=1}^{N_h} K''(cm_i^\rho - cm_j^\rho) z_j^\rho, \tag{6} \]

are strictly positive, for all \( i = 1, 2, \ldots, N_\rho \), \( l, h \in \{ \rho, \eta \} \) and \( l \neq h \).

Then, there exists a constant \( d_0 \) such that for all \( d \in (0, d_0) \) the stationary equation (4) admits a unique solution in the sense of Definition 1.1 of the form

\[ \rho(x) = \sum_{i=1}^{N_\rho} \rho^i(x) \mathbb{I}_{I_i^\rho}(x) \quad \text{and} \quad \eta(x) = \sum_{h=1}^{N_\eta} \eta^h(x) \mathbb{I}_{I_h^\eta}(x) \]

where

- each interval \( I_i^\rho \) is symmetric around \( cm_i^\rho \) for all \( i = 1, 2, \ldots, N_\rho \), \( l \in \{ \rho, \eta \} \),
- \( \rho^i \) and \( \eta^h \) are \( C^1 \), non-negative and even w.r.t the centres of \( I_i^\rho \) and \( I_h^\eta \) respectively, with masses \( z_i^\rho \) and \( z_h^\eta \), for \( i = 1, \ldots, N_\rho \) and \( j = 1, \ldots, N_\eta \),
- the solutions \( \rho \) and \( \eta \) have fixed masses

\[ z_\rho = \sum_{i=1}^{N_\rho} z_i^\rho \quad \text{and} \quad z_\eta = \sum_{i=1}^{N_\eta} z_i^\eta, \]

respectively.
The paper is structured as follows. In Section 2 we recall the basics notions on optimal transport and we introduce the $p$-Wasserstein distances in spaces of probability measures. Then, we recall the strategy for proving existence to systems of the form (2). The remaining part of the Section is devoted to the preliminary existence analysis of steady states via the Krein-Rutman theorem of two particular types of stationary solutions that we call mixed and separated. In Section 3, existence and uniqueness results for multiple bumps stationary solutions are proved in case of small diffusion coefficient using the implicit function theorem. We conclude the paper with Section 4, complementing our results with numerical simulations that also show interesting stability issues of the stationary states, namely transitions between states and others effects such as travelling waves profiles.

2. Preliminary results

2.1. Tools in Optimal Transport. We start collecting preliminary concepts on the Wasserstein distance.

Let $\mathcal{P}(\mathbb{R}^n)$ be the space of probability measures on $\mathbb{R}^n$ and fix $p \in [1, +\infty)$. The space of probability measures with finite $p$-moment is defined by

$$\mathcal{P}_p(\mathbb{R}^n) = \left\{ \mu \in \mathcal{P}(\mathbb{R}^n) : m_p(\mu) = \int_{\mathbb{R}^n} |x|^p \, d\mu(x) < \infty \right\}. $$

For a measure $\mu \in \mathcal{P}(\mathbb{R}^n)$ and a Borel map $T : \mathbb{R}^n \to \mathbb{R}^k$, denote with $T#\mu \in \mathcal{P}(\mathbb{R}^n)$ the push-forward of $\mu$ through $T$, defined by

$$\int_{\mathbb{R}^k} f(y) dT#\mu(y) = \int_{\mathbb{R}^n} f(T(x)) d\mu(x) \quad \text{for all } f \text{ Borel functions on } \mathbb{R}^k. $$

We endow the space $\mathcal{P}_p(\mathbb{R}^n)$ with the Wasserstein distance, see for instance [1, 45, 53]

$$W^p_p(\mu, \nu) = \inf_{\gamma \in \Gamma(\mu, \nu)} \left\{ \int_{\mathbb{R}^n \times \mathbb{R}^n} |x-y|^p d\gamma(x, y) \right\},$$

where $\Gamma(\mu_1, \mu_2)$ is the class of transport plans between $\mu$ and $\nu$, that is the class of measures $\gamma \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}^n)$ such that, denoting by $\pi^i$ the projection operator on the $i$-th component of the product space, the marginality condition $\pi^i_{\#} \gamma = \mu_i$ $i = 1, 2$ is satisfied.

Since we are working in a ‘multi-species’ structure, we consider the product space $\mathcal{P}_p(\mathbb{R}^n) \times \mathcal{P}_p(\mathbb{R}^n)$ endowed with a product structure. In the following we shall use bold symbols to denote elements in a product space. For a $p \in [1, +\infty]$, we use the notation

$$W^p_p(\bar{\mu}, \bar{\nu}) = W^p_p(\mu_1, \nu_1) + W^p_p(\mu_2, \nu_2),$$

with $\bar{\mu} = (\mu_1, \mu_2), \bar{\nu} = (\nu_1, \nu_2) \in \mathcal{P}_p(\mathbb{R}^n) \times \mathcal{P}_p(\mathbb{R}^n)$. In the one-dimensional case, given $\mu \in \mathcal{P}(\mathbb{R})$, we introduce the pseudo-inverse variable $u_\mu \in L^1([0, 1]; \mathbb{R})$ as

$$u_\mu(z) = \inf \{ x \in \mathbb{R} : \mu((-\infty, x]) > z \}, \quad z \in [0, 1],$$

see [14].

2.2. Weak solutions for the time-dependent system. In the Introduction we already mention that the well-posedness of (3) can be stated according to the results in [10, 20] and an arbitrary space dimension $n$. In these papers, the existence of weak solutions is provided using an implicit-explicit version of the Jordan-Kinderlehrer-Otto (JKO) scheme [33, 22], that we sketch it in the following. A key point in this approach is to associate to (3) a relative energy functional

$$E_{\mu, \nu}(\rho, \eta) = \frac{d}{2} \int_{\mathbb{R}^n} \rho^2 + \eta^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^n} \rho S_\rho * \rho \, dx - \frac{1}{2} \int_{\mathbb{R}^n} \eta S_\eta * \eta \, dx - \int_{\mathbb{R}^n} \rho K * \mu \, dx + \alpha \int_{\mathbb{R}^n} \eta K * \nu \, dx, $$

for a fixed reference couple of measures $(\mu, \nu)$. We state our definition of weak measure solution for (3), in the space $\mathcal{P}_2(\mathbb{R}^n)^2$.

**Definition 2.1.** A curve $\bar{\mu} = (\rho(\cdot), \eta(\cdot)) : [0, +\infty) \to \mathcal{P}_2(\mathbb{R}^n)^2$ is a weak solution to (3) if

(i) $\rho, \eta \in L^2([0, T] \times \mathbb{R}^n)$ for all $T > 0$, and $\nabla \rho, \nabla \eta \in L^2([0, +\infty) \times \mathbb{R}^n)$ for $i = 1, 2,$
(ii) for almost every \( t \in [0, +\infty) \) and for all \( \phi, \varphi \in C_c^\infty(\mathbb{R}^n) \), we have
\[
\frac{d}{dt} \int_{\mathbb{R}^n} \phi \rho dx = -\int_{\mathbb{R}^n} \rho \nabla \rho \cdot \nabla \varphi dx + \int_{\mathbb{R}^n} \rho (\nabla S_\rho * \rho + \nabla K * \eta) \nabla \phi dx,
\]
\[
\frac{d}{dt} \int_{\mathbb{R}^n} \varphi \eta dx = -\int_{\mathbb{R}^n} \eta \nabla \eta \cdot \nabla \varphi dx + \int_{\mathbb{R}^n} \eta (\nabla S_\eta * \eta - \alpha \nabla K * \rho) \nabla \phi dx.
\]

**Theorem 2.1.** Assume that (A1)-(A3) are satisfied. Let \( \hat{\mu}_0 = (\rho_{1,0}, \rho_{2,0}) \in \mathcal{P}_2(\mathbb{R}^n)^2 \) such that
\[
\mathcal{F}[\hat{\mu}_0](\hat{\mu}_0) < +\infty.
\]
Then, there exists a weak solution to (3) in the sense of Definition 2.1.

As already mentioned the proof of Theorem 2.1 is a special case of the results in [10, 20] and consists in the following main steps:

1. Let \( \tau > 0 \) be a fixed time step and let \( \hat{\mu}_0 = (\rho_{1,0}, \rho_{2,0}) \in \mathcal{P}_2(\mathbb{R}^n)^2 \) be a fixed initial datum such that \( \mathcal{F}[\hat{\mu}_0](\hat{\mu}_0) < +\infty \). Define a sequence \( \{\hat{\mu}_k^{\tau}\}_{k \in \mathbb{N}} \) recursively: \( \hat{\mu}_0^\tau = \hat{\mu}_0 \) and, for a given \( \hat{\mu}_k^\tau \in \mathcal{P}_2(\mathbb{R}^n)^2 \) with \( n \geq 0 \), we choose \( \hat{\mu}_{k+1}^\tau \) as follows:
\[
\hat{\mu}_{k+1}^\tau \in \argmin_{\mu \in \mathcal{P}_2(\mathbb{R}^n)^2} \left\{ \frac{1}{2\tau} \mathcal{W}_2^2(\hat{\mu}_k^\tau, \mu) + \mathcal{F}[\mu](\mu) \right\},
\]
(9)

Let \( N := \lfloor \frac{T}{\tau} \rfloor \), set
\[
\hat{\mu}_\tau(t) = (\rho_\tau(t), \eta_\tau(t)) = \hat{\mu}_k^\tau \quad t \in ((k-1)\tau, k\tau],
\]
with \( \hat{\mu}_k^\tau \) defined in (9).

2. There exists an absolutely continuous curve \( \hat{\mu} : [0, T] \to \mathcal{P}_2(\mathbb{R}^n)^2 \) such that the piecewise constant interpolation \( \hat{\mu}_\tau \) admits a sub-sequence \( \hat{\mu}_{\tau_k} \) narrowly converging to \( \hat{\mu} \) uniformly in \( t \in [0, T] \) as \( k \to +\infty \). This is a standard result coming from the minimising condition (9).

3. There exist a constant \( C > 0 \) such that
\[
\int_0^T \left[ ||\rho_\tau(t, \cdot)||_{H^1(\mathbb{R}^n)}^2 + ||\eta_\tau(t, \cdot)\frac{d\tau}{\tau}||_{H^1(\mathbb{R}^n)}^2 \right] dt \leq C(T, \hat{\mu}_0),
\]
(10)
and the sequence \( \hat{\mu}_{\tau_k} : [0, +\infty[- \to \mathcal{P}_2(\mathbb{R}^n)^2 \) converges to \( \hat{\mu} \) strongly in
\[
L^2((0, T) \times \mathbb{R}^n) \times L^2((0, T) \times \mathbb{R}^n),
\]
for every \( T > 0 \). The estimate in (10) can be deduced by using the so called **Flow-interchange Lemma** introduced in [37], see also [25]. In order to deduce the strong convergence we use the extended version of the Aubin-Lions Lemma in [44].

4. The approximating sequence \( \hat{\mu}_{\tau_k} \) converges to a weak solution \( \hat{\mu} \) to (3). This can be showed considering two consecutive steps in the semi-implicit JKO scheme (9), i.e. \( \hat{\mu}_k^\tau \), \( \hat{\mu}_{k+1}^\tau \), and perturbing in the following way
\[
\hat{\mu}^\epsilon = (\rho^\epsilon, \eta^\epsilon) = (P^\epsilon \hat{\mu}_{k+1}^\tau, \hat{\mu}_k^\tau),
\]
(11)
where \( P^\epsilon = \text{id} + \epsilon \zeta \), for some \( \zeta \in C_c^\infty(\mathbb{R}^n; \mathbb{R}^n) \) and \( \epsilon \geq 0 \). From the minimizing property of \( \hat{\mu}_k^\tau \) we have
\[
0 \leq \frac{1}{2\tau} \left[ \mathcal{W}_2^2(\hat{\mu}_{k+1}^\tau, \hat{\mu}^\epsilon) - \mathcal{W}_2^2(\hat{\mu}_k^\tau, \hat{\mu}_{k+1}^\tau) \right] + \mathcal{F}[\hat{\mu}_k^\tau](\hat{\mu}^\epsilon) - \mathcal{F}[\hat{\mu}_{k+1}^\tau](\hat{\mu}^\epsilon).
\]
(12)
After some manipulations, sending first \( \epsilon \to 0 \) and then \( \tau \to 0 \) the inequality (12) leads to the first weak formulation in Definition 2.1. Perturbing now on \( \eta \) and repeating the same procedure we get the required convergence.
2.3. Stationary states for purely non-local systems. The existence of weak solutions to the purely non-local systems, i.e.,
\[
\begin{align*}
\partial_t \rho &= \text{div}(\rho \nabla (S_\rho \ast \rho + K_\rho \ast \eta)), \\
\partial_t \eta &= \text{div}(\eta \nabla (S_\eta \ast \eta + K_\eta \ast \rho)),
\end{align*}
\]
(13)
with generic cross-interaction kernels $K_\rho$ and $K_\eta$ is investigated in [22], whereas studies on the shape of stationary states can be found in [17, 27]. Concerning the predator-prey modelling and patterns formation, in [15, 46] a minimal version of (1) has been considered with only one predator and arbitrarily many prey subject to (different) singular potentials. This model induces the formation of nontrivial patterns in some way to prevent the action of the predators. In [21] the authors study existence and stability of stationary states for the purely aggregative version of system (3), namely equation (3) with $d = 0$,
\[
\begin{align*}
\partial_t \rho &= \text{div}(\rho \nabla (S_\rho \ast \rho + K \ast \eta)), \\
\partial_t \eta &= \text{div}(\eta \nabla (S_\eta \ast \eta - \alpha K \ast \rho)),
\end{align*}
\]
(14)
and its relation with the particle system
\[
\begin{align*}
\dot{X}_i(t) &= -\sum_{k=1}^{N} m^k_i \nabla S_\rho(X_i(t) - X_k(t)) - \sum_{k=1}^{M} m^k_i \nabla K(X_i(t) - Y_k(t)), \\
\dot{Y}_j(t) &= -\sum_{k=1}^{M} m^j_k \nabla S_\eta(Y_j(t) - Y_k(t)) + \alpha \sum_{k=1}^{N} m^j_k \nabla K(Y_j(t) - X_k(t)).
\end{align*}
\]
(15)
It is proved that stationary states of system (14) are linear combinations of Dirac’s deltas, namely $\bar{\rho}, \bar{\eta} \in \mathcal{D}(\mathbb{R}^n)$, with
\[
(\bar{\mu}_1, \bar{\mu}_2) = \left( \sum_{k=1}^{N} m^k_X \delta_{\bar{X}_k}(x), \sum_{h=1}^{M} m^h_Y \delta_{\bar{Y}_h}(x) \right).
\]
(16)
where $\{ \bar{X}_k \}_k$, $\{ \bar{Y}_h \}_h$ are stationary solutions of system (15), i.e.,
\[
\begin{align*}
0 &= \sum_{k=1}^{N} \nabla S_\rho(\bar{X}_k - \bar{X}_i)m^k_X + \sum_{h=1}^{M} \nabla K(\bar{Y}_h - \bar{X}_i)m^h_Y, \\
0 &= \sum_{h=1}^{M} \nabla S_\eta(\bar{Y}_h - \bar{Y}_j)m^h_Y - \alpha \sum_{k=1}^{N} \nabla K(\bar{X}_k - \bar{Y}_j)m^k_X.
\end{align*}
\]
(17)
for $i = 1, ..., N$ and $j = 1, ..., M$, see also [29, 30] for a similar result in the one-species case. As pointed out in [21], system (17) is not enough to determine a unique steady state, since the linear combination of the first $N$ equations, weighted with $\alpha m^i_X$, and the final $M$ equations weighted with coefficients $-m^j_Y$. get the trivial identity $0 = 0$. System (17) should be coupled with the quantity
\[
C_\alpha = \alpha \sum_{i=1}^{N} m^i_X X_i - \sum_{j=1}^{M} m^j_Y Y_j
\]
(18)
that is a conserved quantities, and therefore one would like to produce a unique steady state once the quantity $C_\alpha$ is prescribed. Solutions to system (17) will play a crucial role in the proof of the main Theorem 1.1.

2.4. Existence of some stationary states via Krein-Rutman Theorem. We now prove the existence of two possible shapes of steady states, that will be prototype examples for the general case. The first one is what we can call mixed steady state, that identifies the case in which the predators can catch the prey, see Figure 1.

The other steady state, called separated steady state, corresponds to the case where the prey win, namely the corresponding densities are supported on disjoint intervals and a vacuum region is formed around predators, see Figure 2.

The proof of the existence of such steady states follows by using the strong version of the Krein-Rutman theorem, see [26].
Figure 1. Example of mixed stationary state. Note that by symmetry $L\rho = -R\rho$ and $L\eta = -R\eta$.

Figure 2. Example of separated stationary state. Assuming symmetry in both the densities we easily recover that $L\rho = -R\rho$ and $cm\rho = 0$, $L^1\eta = -R^2\eta$ and $cm^1\eta = -cm^2\eta$.

Theorem 2.2 (Krein-Rutman). Let $X$ be a Banach space, $K \subset X$ be a solid cone, such that $\lambda K \subset K$ for all $\lambda \geq 0$ and $K$ has a nonempty interior $K^\circ$. Let $T$ be a compact linear operator on $X$, which is strongly positive with respect to $K$, i.e. $T[u] \in K^\circ$ if $u \in K \setminus \{0\}$. Then,

(i) the spectral radius $r(T)$ is strictly positive and $r(T)$ is a simple eigenvalue with an eigenvector $v \in K^\circ$. There is no other eigenvalue with a corresponding eigenvector $v \in K$.

(ii) $|\lambda| < r(T)$ for all other eigenvalues $\lambda \neq r(T)$.

As pointed out in [6], using this strategy we only obtain existence of stationary states for a diffusion coefficient that depends on the support, without providing an explicit formula. Even if non completely satisfactory, the following results give a useful insight on the possible conditions we can expect in order to get existence of steady states, see Remark 3.1.

2.4.1. Mixed steady state. Let us first introduce a proper definition for mixed steady states as in Figure 1.

Definition 2.2. Let $0 < R_\rho < R_\eta$ be fixed. We call a pair $(\rho, \eta)$ a mixed steady state solution to system (3) if $\rho$ and $\eta$ are $L^1 \cap L^\infty(\mathbb{R})$, non-negative, symmetric and radially decreasing functions with supports

$$I_\rho := \text{supp}(\rho) = [-R_\rho, R_\rho], \quad \text{and} \quad I_\eta := \text{supp}(\eta) = [-R_\eta, R_\eta],$$

and $\rho'(0) = \eta'(0) = 0$.

Let us now assume that $(\rho, \eta)$ is a steady state to system (3) as in Definition 2.2, then (4) can be rephrased as

$$\begin{cases}
    d\rho(x) - S_\rho * \rho(x) - K * \eta(x) = C_\rho & x \in I_\rho \\
    d\eta(x) - S_\eta * \eta(x) + \alpha K * \rho(x) = C_\eta & x \in I_\eta
\end{cases}$$

(19)
where $C_ρ, C_η > 0$ are two constants. Differentiating the two equations in (19) w.r.t. $x \in \text{supp}(ρ)$ and $x \in \text{supp}(η)$ respectively, we obtain

$$
\begin{align*}
\begin{cases}
dρ_x = \int_{-R_ρ}^{R_ρ} S_ρ(x - y)ρ_y(y)dy + \int_{-R_η}^{R_η} K(x - y)η_y(y)dy & x \in I_ρ \\
dη_x = \int_{-R_η}^{R_η} S_η(x - y)η_y(y)dy - \alpha \int_{-R_ρ}^{R_ρ} K(x - y)ρ_y(y)dy & x \in I_η
\end{cases}.
\end{align*}
$$

By symmetry properties of the kernels $S_ρ$, $S_η$ and $K$ and the steady states $ρ$ and $η$, for $x > 0$, we get

$$
\begin{align*}
dρ_x &= \int_0^{R_ρ} \left( S_ρ(x - y) - S_ρ(x + y) \right)ρ_y(y)dy + \int_0^{R_η} \left( K(x - y) - K(x + y) \right)η_y(y)dy, \\
dη_x &= \int_0^{R_η} \left( S_η(x - y) - S_η(x + y) \right)η_y(y)dy - \alpha \int_0^{R_ρ} \left( K(x - y) - K(x + y) \right)ρ_y(y)dy.
\end{align*}
$$

For simplifying notations, we set $G(x, y) := G(x - y) - G(x + y)$, for $G = S_ρ, S_η, K$. Notice that $G$ is a nonnegative function for $x, y > 0$. We also set $p(x) = -ρ_x(x)$ for $x \in (-R_ρ, R_ρ)$ and $q(x) = -η_x(x)$ for $x \in (-R_η, R_η)$. Hence, (21) is rewritten simply as

$$
\begin{align*}
\begin{cases}
dp(x) = \int_0^{R_ρ} \tilde{S}_ρ(x, y)p(y)dy + \int_0^{R_η} \tilde{K}(x, y)q(y)dy \\
dq(x) = \int_0^{R_η} \tilde{S}_η(x, y)q(y)dy - \alpha \int_0^{R_ρ} \tilde{K}(x, y)p(y)dy
\end{cases}.
\end{align*}
$$

**Proposition 2.1.** Assume that $S_ρ, S_η, K$ satisfy (A1), (A2) and (A3) and fix $0 < R_ρ < R_η$. Assume that there exists a constant $C$ such that

$$
C < \frac{\int_0^{R_η} \tilde{S}_η(x, y)q(y)dy}{\int_0^{R_ρ} \tilde{K}(x, y)p(y)dy}
$$

then, there exists a unique mixed steady state $(ρ, η)$ in the sense of Definition 2.2 to system (3) with $d = d(R_ρ, R_η) > 0$, provided that

$$
α < \min \left\{ C, \frac{-S_ρ(R_η)z_η}{-R_η K''(0)z_ρ} \right\},
$$

where $z_ρ$ and $z_η$ are masses of $ρ$ and $η$ respectively.

**Proof.** Let us first introduce the following Banach space

$$
\mathcal{X}_{R_ρ, R_η} = \{ (p, q) \in C^1[0, R_ρ] \times C^1[0, R_η] : p(0) = q(0) = 0 \},
$$

endowed with the $W^{1,∞}$-norm for the two components $p$ and $q$. Define the operator $T_{R_ρ, R_η}[P]$ on the Banach space $\mathcal{X}_{R_ρ, R_η}$ as

$$
T_{R_ρ, R_η}[P] := (f, g) \in C^1[0, R_ρ] \times C^1[0, R_η],
$$

where $P = (p, q) \in \mathcal{X}_{R_ρ, R_η}$, and $(f, g)$ are given by

$$
\begin{align*}
f(x) &= \int_0^{R_ρ} \tilde{S}_ρ(x, y)p(y)dy + \int_0^{R_η} \tilde{K}(x, y)q(y)dy \quad \text{for} \quad x \in [0, R_ρ), \\
g(x) &= \int_0^{R_η} \tilde{S}_η(x, y)q(y)dy - \alpha \int_0^{R_ρ} \tilde{K}(x, y)p(y)dy \quad \text{for} \quad x \in [0, R_η].
\end{align*}
$$

By assumptions on the kernels, it follows that the operator $T_{R_ρ, R_η}$ is compact on the Banach space $\mathcal{X}_{R_ρ, R_η}$. Now, consider the subset $\mathcal{X}_{R_ρ, R_η} \subseteq \mathcal{X}_{R_ρ, R_η}$ defined as

$$
\mathcal{X}_{R_ρ, R_η} \{ P \in \mathcal{X}_{R_ρ, R_η} : p \geq 0, q \geq 0 \}.
$$
It can be shown that this set is indeed a solid cone in $\mathcal{K}_{R_\rho,R_\eta}$. Moreover, we have that
\[ \mathcal{K}_{R_\rho,R_\eta} = \{ P \in \mathcal{K}_{R_\rho,R_\eta} : p'(0) > 0, p(x) > 0 \text{ for all } x \in (0,R_\rho), \text{ and } q'(0) > 0, q(x) > 0 \text{ for all } x \in (0,R_\eta) \} \subset \mathcal{K}_{R_\rho,R_\eta}, \]
where $\mathcal{K}_{R_\rho,R_\eta}$ denotes the interior of $\mathcal{K}_{R_\rho,R_\eta}$. Next, we show that the operator $T_{R_\rho,R_\eta}$ defined above is strongly positive on the solid cone $\mathcal{K}_{R_\rho,R_\eta}$ in the sense of Theorem 2.2. Let $(p,q) \in \mathcal{K}_{R_\rho,R_\eta}$ with $p, q \neq 0$, then by the definition of the operator $T_{R_\rho,R_\eta}$, the first component is non-negative. Concerning the second component, we have
\[
\int_0^{R_\rho} \tilde{S}_p(x,y) q(y) dy - \alpha \int_0^{R_\rho} \tilde{K}(x,y)p(y) dy > 0 \tag{24}
\]
if and only if $\alpha < C$ with $C$ as in (23). Next, it is easy to show that the derivative at $x = 0$ of the first component is strictly positive. The derivative of the second component is given by
\[
\frac{d}{dx} \bigg|_{x=0} \left( \int_0^{R_\rho} \tilde{S}_p(x,y) q(y) dy - \alpha \int_0^{R_\rho} \tilde{K}(x,y)p(y) dy \right)
\]
\[
= \int_0^{R_\rho} \tilde{S}_{p,x}(0,y) q(y) dy - \alpha \int_0^{R_\rho} \tilde{K}_x(0,y)p(y) dy
\]
\[
= \int_0^{R_\rho} \left( S'_{p}(y) - S'_{p}(y) \right) q(y) dy - \alpha \int_0^{R_\rho} \left( K'(y) - K'(y) \right) p(y) dy
\]
\[
= -2 \int_0^{R_\rho} S'_{p}(y) q(y) dy + 2\alpha \int_0^{R_\rho} K'(y) p(y) dy := A.
\]
Now, we need to find the condition on $\alpha$ such that $A > 0$. Chebyshev's inequality in the first integral of $A$ yields the bound
\[
-\frac{2}{R_\eta} \int_0^{R_\rho} S'_{p}(y) q(y) dy = -\frac{2}{R_\eta} \int_0^{R_\rho} S''_{p}(y) \eta(y) dy
\]
\[
\geq \left( \frac{1}{R_\eta} \int_0^{R_\rho} - S''_{p}(y) dy \right) \left( \frac{2}{R_\eta} \int_0^{R_\rho} \eta(y) dy \right) = \frac{-S'_p(R_\eta) \eta_\rho}{R_\eta^2}.
\]
The other integral can be easily bounded by
\[
-2 \int_0^{R_\rho} K'(y) p(y) dy = -2 \int_0^{R_\rho} K''(y) \rho(y) dy < -K''(0) \rho_\rho.
\]
Thus, $A > 0$ holds under the condition
\[
\alpha < \frac{-S'_p(R_\eta) \eta_\rho}{-R_\eta^2 K''(0) \rho_\rho}.
\]
As a consequence, the operator $T_{R_\rho,R_\eta}[P]$ belongs to $H_{R_\rho,R_\eta}$, which implies that the operator $T_{R_\rho,R_\eta}$ is strongly positive on the solid cone $\mathcal{K}_{R_\rho,R_\eta}$. Then, the Krein-Rutman theorem applies and guarantees the existence of an eigenvalue $d = d(R_\rho,R_\eta)$ such that
\[
T_{R_\rho,R_\eta}[P] = dP,
\]
with an eigenspace generated by a nontrivial element $(p,q)$ in the interior of the solid cone $\mathcal{K}_{R_\rho,R_\eta}$. \qed

2.4.2. Separated stationary states. We now introduce the following definition

**Definition 2.3.** Fix $0 < R_\rho < L_\eta < R_\eta$. Set $cm^1_\eta = \frac{R_\rho + L_\eta}{2}$. A pair $(\rho, \eta)$ is called separated steady state to system (3) if $\rho$ and $\eta$ have supports
\[ I_\rho := \text{supp}(\rho) = [-R_\rho, R_\rho], \quad \text{and} \quad I_\eta := \text{supp}(\eta) = [-R_\eta, -L_\eta] \cup [L_\eta, R_\eta], \]
respectively, $\rho, \eta \in L^1 \cap L^\infty(\mathbb{R})$, both are non-negative, $\rho$ is symmetric around zero and monotone decreasing on $[0, R_\rho]$, $\eta$ symmetric on both parts of its support, monotone decreasing on $[-cm^1_\eta, -L_\eta] \cup [cm^1_\eta, R_\eta]$, and $\rho'(0) = \eta'(cm^1_\eta) = \eta'(-cm^1_\eta) = 0$. 

Assume that \( \rho \) and \( \eta \) are solutions to (4) with a structure as described in Definition 2.3, then (4) can be rephrased as

\[
\begin{align*}
    d\rho - S_\rho \ast \rho - K \ast \eta &= C_1 \quad \text{for} \quad x \in I_\rho \\
    d\eta - S_\eta \ast \eta + \alpha K \ast \rho &= C_2 \quad \text{for} \quad x \in I_\eta
\end{align*}
\]

where \( C_1, C_2 > 0 \) are two constants. A similar procedure to the one before leads to the following

\[
\begin{align*}
    dp(x) &= \int_{0}^{R_\rho} \hat{S}_\rho(x,y) p(y) dy + \int_{cm_1^\eta}^{R_\eta} \hat{K}(x,y) q(y) dy \quad x \in [0, R_\rho] \\
    dq(x) &= \int_{cm_1^\eta}^{R_\eta} \tilde{S}_\eta(x,y) q(y) dy - \alpha \int_{0}^{R_\eta} \tilde{K}(x,y) p(y) dy \quad x \in [cm_1^\eta, R_\eta]
\end{align*}
\]

where

\[
\begin{align*}
    \hat{S}_\rho(x,y) &= S_\rho(x-y) - S_\rho(x+y), \\
    \hat{K}(x,y) &= K(x-y) - K(x+y), \\
    \tilde{S}_\eta(x,y) &= S_\eta(x-y) - S_\eta(x+y) - S_\eta(x+y - 2cm_1^\eta) + S_\eta(x-y - 2cm_1^\eta), \\
    \tilde{K}(x,y) &= K(x-y) - K(x+y) - K(x+y - 2cm_1^\eta) + K(x-y - 2cm_1^\eta),
\end{align*}
\]

and \( p(x) = -\rho'(x) \) restricted to the interior of \( I_\rho \) and \( q(x) = -\eta'(x) \) restricted to the interior of \( I_\eta \). Let us now introduce the Banach space

\[
\mathcal{X}_{R_\rho,L_\eta,R_\eta} = \{(p, q) \in C^1[0, R_\rho] \times C^1[cm_1^\eta, R_\eta] : p(0) = q(cm_1^\eta) = 0\},
\]

endowed with the \( W^{1, \infty} \)-norm for the two components \( p \) and \( q \). Define the operator \( T_{R_\rho,L_\eta,R_\eta}[P] \) as

\[
\mathcal{X}_{R_\rho,L_\eta,R_\eta} \ni P \mapsto T_{R_\rho,L_\eta,R_\eta}[P] := (f, g) \in C^1[0, R_\rho] \times C^1[cm_1^\eta, R_\eta],
\]

with

\[
\begin{align*}
    f(x) &= \int_{0}^{R_\rho} \hat{S}_\rho(x,y) p(y) dy + \int_{cm_1^\eta}^{R_\eta} \hat{K}(x,y) q(y) dy := A_1(x) + A_2(x) \quad x \in [0, R_\rho], \\
    g(x) &= \int_{cm_1^\eta}^{R_\eta} \tilde{S}_\eta(x,y) q(y) dy - \alpha \int_{0}^{R_\eta} \tilde{K}(x,y) p(y) dy := A_3(x) - \alpha A_4(x) \quad x \in [cm_1^\eta, R_\eta].
\end{align*}
\]

Define \( \mathcal{K}_{R_\rho,L_\eta,R_\eta} \subseteq \mathcal{X}_{R_\rho,L_\eta,R_\eta} \) as

\[
\mathcal{K}_{R_\rho,L_\eta,R_\eta} = \{ P \in \mathcal{X}_{R_\rho,L_\eta,R_\eta} : p \geq 0, q \geq 0 \}.
\]

It can be shown that this set is a solid cone in \( \mathcal{X}_{R_\rho,L_\eta,R_\eta} \). Moreover,

\[
\mathcal{H}_{R_\rho,L_\eta,R_\eta} = \{ P \in \mathcal{K}_{R_\rho,L_\eta,R_\eta} : p'(0) > 0, p(x) > 0 \quad \text{for all} \quad x \in (0, R_\rho], \quad \text{and} \quad \eta'(cm_1^\eta) > 0, q(x) > 0 \quad \text{for all} \quad x \in (cm_1^\eta, R_\eta) \} \subset \mathcal{K}_{R_\rho,L_\eta,R_\eta},
\]

where \( \mathcal{K}_{R_\rho,L_\eta,R_\eta} \) denotes the interior of \( \mathcal{K}_{R_\rho,L_\eta,R_\eta} \).

**Proposition 2.2.** Let \( 0 < R_\rho < L_\eta < R_\eta \) be fixed and set \( cm_1^\eta = \frac{R_\rho + L_\eta}{2} \). Assume that \( S_\rho, S_\eta, K \) satisfy (A1), (A2) and (A3) and moreover that \( K, S_\eta \) are strictly concave on \([- (R_\rho + R_\eta), R_\rho + R_\eta]\), \([- (cm_1^\eta + R_\eta), cm_1^\eta + R_\eta]\) respectively. Assume that there exists a constant \( c > 0 \) such that

\[
c < \frac{A_3(x)}{A_4(x)} \quad \text{for all} \quad x \in [cm_1^\eta, R_\eta],
\]

with \( A_3 \) and \( A_4 \) defined in (31) and consider \( \alpha \) such that

\[
\alpha < \min \left( c, \frac{-2S''_\rho(cm_1^\eta - R_\eta) + S''_\eta(cm_1^\eta + R_\eta) + S''_\eta(2cm_1^\eta)z_\eta}{-4K''(0)z_\rho} \right).
\]

Then, there exists a unique separated steady state \((\rho, \eta)\) to (3) in the sense of Definition 2.3 with \( d = d(R_\rho, L_\eta, R_\eta) > 0 \).
It is easy to check that $\Delta_2 y > \Delta_1 y$ and so the slope between the two point $(a_3, K(a_3)), (a_4, K(a_4))$ is less than the slope between the two points $(|a_1|, K(|a_1|)), (|a_2|, K(|a_2|))$.

Proof. We study each integral in (30) and (31) separately. $A_1(x) > 0$ by the assumptions that $S_\rho$ is decreasing on $[0, \infty)$. Concerning the sign of $A_2(x)$ we set

$$a_1 = x + y - 2cm_1^1, \quad a_2 = x - y, \quad a_3 = x - y + 2cm_1^1, \quad a_4 = x + y,$$

see Figure 3. The following order holds for all $(x, y) \in [0, R_\rho] \times [cm_1^1, R_\rho]$,\[|a_1| < |a_2|, \quad |a_1| < a_3, \quad |a_1| < a_4, \quad |a_2| < a_4, \quad a_3 < a_4.\]

Using these notations, $A_2$ becomes

$$A_2(x) = \int_{cm_1^1}^{R_\rho} [K(a_2) - K(a_4) - K(a_3) + K(a_3)] q(y) dy.$$

It is easy to check that $a_4 - a_3 = a_1 - a_2$, then we have

$$K(a_3) - K(a_4) - K(a_1) + K(a_2) = -(a_4 - a_3) \left( \frac{K(a_4) - K(a_3)}{a_4 - a_3} + \frac{K(a_1) - K(a_2)}{a_1 - a_2} \right)$$

$$= -(a_4 - a_3) \left( \frac{K(a_4) - K(a_3)}{a_4 - a_3} + \frac{K(a_1) - K(a_2)}{a_1 - a_2} \right) > 0,$$

where the last inequality holds thanks to the concavity assumption on $K$ and (34). This implies that $A_2(x) > 0$ and the first component of $T_{R_\rho, R_\rho, R_\rho}$, $f(x) > 0$ for all $x \in (0, R_\rho)$. The same can be done to prove that $A_3(x) > 0$. On the other hand, since the function $K(x - y) - K(x + y)$ is non-negative for $x, y > 0$ we get that $\alpha A_4(x) < 0$. Therefore, the second component $g(x)$ can be positive under the condition $\alpha < c$. The derivatives of the first component computed at $x = 0$ and the second computed at $x = cm_1^1$, are given by

$$\frac{d}{dx} f(x) \big|_{x=0} = \int_0^{R_\rho} -2S'_\rho(y)p(y) dy + \int_{cm_1^1}^{R_\rho} -2[K'(y) + K'(y - 2cm_1^1)] q(y) dy,$$

$$\frac{d}{dx} g(x) \big|_{x=cm_1^1} = \int_{cm_1^1}^{R_\rho} [2S'_\rho(cm_1^1 - y) - S'_\rho(cm_1^1 + y) + S'_\rho(3cm_1^1 - y)] q(y) dy$$

$$- \alpha \int_0^{R_\rho} [K'(cm_1^1 - y) - K'(cm_1^1 + y)] p(y) dy.$$

By the assumptions on the kernels $K, S_\rho$, we have

$$\int_0^{R_\rho} -2S'_\rho(y)p(y) dy > 0, \quad \int_0^{R_\rho} [K'(cm_1^1 - y) - K'(cm_1^1 + y)] p(y) dy > 0.$$
Under the assumptions on the concavity of the kernels $K, S_\eta$, it is easy to show
\[
\int_{cm_1^0}^{R_\eta} \left[ -2\left[K'(y) + K'(y - 2cm_1^0)\right] q(y)dy > 0,
\int_{cm_1^0}^{R_\eta} \left[ 2S_\eta'(cm_1^0 - y) - S_\eta'(cm_1^0 + y) + S_\eta''(3cm_1^0 - y)\right] q(y)dy > 0.
\]

By concavity assumption on $S_\eta$ i.e. $S_\eta''(x) < 0$ on $[-2cm_1^0, 2cm_1^0]$, we have the bound
\[
\int_{cm_1^0}^{R_\eta} \left[ 2S_\eta'(cm_1^0 - y) - S_\eta'(cm_1^0 + y) + S_\eta''(3cm_1^0 - y)\right] q(y)dy
= -\int_{cm_1^0}^{R_\eta} \left[ 2S_\eta''(cm_1^0 - y) + S_\eta''(cm_1^0 + y) + S_\eta''(3cm_1^0 - y)\right] \eta(y)dy
\geq -\frac{z_\eta}{4}(2S_\eta''(cm_1^0 - R_\eta) + S_\eta''(cm_1^0 + R_\eta) + S_\eta''(2cm_1^0)) > 0.
\]

On the other hand,
\[
\int_0^{R_\eta} \left(K'(cm_1^0 - y) - K'(cm_1^0 + y)\right) p(y)dy = -\int_0^{R_\eta} \left(K''(cm_1^0 - y) + K''(cm_1^0 + y)\right) \rho(y)dy \leq -K''(0)z_\rho.
\]

Hence, we get $\frac{\partial g(x)}{\partial x} > 0$ under the condition in (32). Then the operator $T$ defined above is strongly positive on the solid cone $\mathcal{K}_{R_\eta, L_\eta, R_\eta}$ and Krein-Rutman theorem applies. \qed

3. Existence for Multiple Bumps Steady States

In this Section we prove existence and uniqueness of a multiple bumps steady state in the sense of Definition 1.1 fixing masses and a small diffusion coefficient. Following the approach in [5, 6], we first formulate the problem in terms of the pseudo-inverse functions and then we use the Implicit Function Theorem (cf. [19, Theorem 15.1]).

We start rewriting our stationary system in terms of pseudo-inverse functions. Let $(\rho, \eta)$ be a solution to the stationary system
\[
\begin{cases}
0 = (\rho(dp - S_\rho \ast \rho - \alpha_\rho K \ast \eta)_x) \\
0 = (\eta(d\eta - S_\eta \ast \eta - \alpha_\eta K \ast \rho)_x).
\end{cases}
\]
(36)
where $\alpha_\rho = 1$ and $\alpha_\eta = -\alpha$. Assume that $(\rho, \eta)$ have masses $z_\rho$ and $z_\eta$ respectively and denote by $cm_l$, $l = \{\rho, \eta\}$, the centres of masses
\[
\int_\mathbb{R} x \rho(x)dx = cm_\rho, \quad \int_\mathbb{R} x \eta(x)dx = cm_\eta.
\]

Remember that the only conserved quantity in the evolution, together with the masses, is the joint centre of mass
\[
CM_\alpha = \alpha cm_\rho - cm_\eta, \quad (37)
\]
that we can consider fixed. Define the cumulative distribution of $\rho$ and $\eta$ as
\[
F_\rho(x) = \int_{-\infty}^x \rho(x)dx, \quad F_\eta(x) = \int_{-\infty}^x \eta(x)dx.
\]
Let $u_l : [0, z_l] \to \mathbb{R}$, $l \in \{\rho, \eta\}$, be the pseudo-inverse of $F_l$, namely
\[
u_l(z) = \inf\{x \in \mathbb{R} : F_l \geq z\}, \quad l \in \{\rho, \eta\},
\]
supported on
\[
\text{supp}(u_l) = [0, z_l] := J_l, \quad l \in \{\rho, \eta\}.
\]
For $\rho$ and $\eta$ multiple bumps in the sense of Definition 1.1 we can denote the mass of each bump as
\[
\int_\mathbb{R} \rho_i(x)dx = z_{i\rho}, \quad \int_\mathbb{R} \eta_j(x)dx = z_{j\eta}, \quad i = 1, 2, \ldots, N_\rho, \quad j = 1, 2, \ldots, N_\eta,
\]
and the centres of masses accordingly,
\[ \int x_{\rho_i}(x)dx = cm_{\rho_i}^i, \quad \int x_{\eta_j}(x)dx = cm_{\eta_j}^j, \quad i = 1, 2, \ldots, N_{\rho}, \quad j = 1, 2, \ldots, N_{\eta}, \]
and we can always assume that the centres of masses are ordered species by species, i.e. \( cm_{\rho_i}^i \geq cm_{\rho_j}^j \) if \( i \geq j \).

Let us consider the case of centres of masses that are stationary solutions of the purely non-local particle system \((17)\), that we recall for the reader convenience,
\[
\begin{aligned}
&\sum_{j=1}^{N_{\rho}} S^\prime_{\rho}(cm_{\rho}^i - cm_{\rho}^j)z_{\rho}^j + \sum_{j=1}^{N_{\eta}} K^\prime(cm_{\rho}^i - cm_{\eta}^j)z_{\eta}^j = 0, \quad i = 1, \ldots, N_{\rho}, \\
&\sum_{j=1}^{N_{\eta}} S^\prime_{\eta}(cm_{\eta}^i - cm_{\eta}^j)z_{\eta}^j - \alpha \sum_{j=1}^{N_{\rho}} K^\prime(cm_{\eta}^i - cm_{\rho}^j)z_{\rho}^j = 0, \quad i = 1, \ldots, N_{\eta},
\end{aligned}
\]
(38)
coupled with the conservation of the joint centre of mass \( CM \) in \((37)\), see the discussion in Section 2. Then the pseudo-inverse \( u_l \) reads as
\[ u_l(z) = \sum_{i=1}^{N_i} u_l^i(z) \mathbb{I}_{J_l}(z), \quad l \in \{\rho, \eta\}, \]
where
\[ \text{supp}(u_l) = [0, z_l] = J_l = \mathbb{U} \left[ \sum_{k=1}^{i} z_{\rho}^{k-1} + \sum_{k=1}^{i} z_{\eta}^{k} \right] \]
\[ = \bigcup_{i=1}^{N_i} [z_l^i, z_l^i], \quad l \in \{\rho, \eta\}, \]
with \( z_l^0 = 0 \) and \( z_l = \sum_{k=1}^{N_i} z_l^k \). We are now in the position of reformulating \((36)\) in terms of the pseudo-inverse functions as follows:
\[
\begin{aligned}
&\frac{d}{2} \partial_z \left( (\partial_z u_{\rho}(z))^2 \right) = \int_{J_{\rho}} S_{\rho}^\prime(u_{\rho}(z) - u_{\rho}(\xi))d\xi + \alpha_{\rho} \int_{J_{\rho}} K^\prime(u_{\rho}(z) - u_{\rho}(\xi))d\xi, \quad z \in J_{\rho}, \\
&\frac{d}{2} \partial_z \left( (\partial_z u_{\eta}(z))^2 \right) = \int_{J_{\eta}} S_{\eta}^\prime(u_{\eta}(z) - u_{\eta}(\xi))d\xi + \alpha_{\eta} \int_{J_{\eta}} K^\prime(u_{\eta}(z) - u_{\eta}(\xi))d\xi, \quad z \in J_{\eta}.
\end{aligned}
\]
(39)
The restriction to \( z \in J_l^i, \quad i = 1, 2, \ldots, N_i, \) and \( l \in \{\rho, \eta\} \), allow us to rephrase \((39)\) in the compact form
\[
\frac{d}{2} \partial_z \left( (\partial_z u^i_l(z))^2 \right) = \sum_{j=1}^{N_i} \int_{J_l^i} S^\prime_{\rho}(u^i_l(z) - u^i_l(\xi))d\xi + \alpha \sum_{j=1}^{N_i} \int_{J_l^i} K^\prime(u^i_l(z) - u^i_l(\xi))d\xi, \quad z \in J_l^i.
\]
(40)
Similar to \([5, 6]\), we suggest the linearization
\[ u^i_l = cm_{\rho}^i + \delta v^i_l, \quad i = 1, 2, \ldots, N_i, \quad l \in \{\rho, \eta\}, \]
with \( v^i_l \), being odd functions defined on \( J_l^i \). Using this ansatz in \((40)\), with the scaling \( d = \delta^3 \) we have
\[
\frac{d}{2} \partial_z \left( (\partial_z v^i_l(z))^2 \right) = \sum_{j=1}^{N_i} \int_{J_l^i} S^\prime_{\rho}(cm_{\rho}^i - cm_{\rho}^j + \delta(v^i_l(z) - v^j_l(\xi)))d\xi \]
\[ + \alpha \sum_{j=1}^{N_i} \int_{J_l^i} K^\prime(cm_{\rho}^i - cm_{\rho}^j + \delta(v^i_l(z) - v^j_l(\xi)))d\xi. \]
(41)
Multiplying \((41)\) by \( \delta \partial_z v^i_l \), and taking the primitives w.r.t. \( z \), we obtain
\[
\frac{\delta^2}{\partial_z v^i_l(z)} = \sum_{j=1}^{N_i} \int_{J_l^i} S_{\rho}(cm_{\rho}^i - cm_{\rho}^j + \delta(v^i_l(z) - v^j_l(\xi)))d\xi \]
\[ + \alpha \sum_{j=1}^{N_i} \int_{J_l^i} K(cm_{\rho}^i - cm_{\rho}^j + \delta(v^i_l(z) - v^j_l(\xi)))d\xi + A_l^i, \quad z \in J_l^i.
\]
(42)
where \( A_i \) are the integration constants. In order to recover the constants \( A_i \), we substitute \( z_i^j \) into equation (42). Denoting by \( v_i^j(z_i^j) = \lambda_i^j \), we obtain

\[
A_i = - \sum_{j=1}^{N_i} \int_{J_i} S_l \left( cm_i^j - cm_l^j + \delta (\lambda_i^j - v_l^j(\xi)) \right) d\xi - \alpha_i \sum_{j=1}^{N_h} \int_{J_h} K \left( cm_i^j - cm_h^j + \delta (\lambda_i^j - v_h^j(\xi)) \right) d\xi. \tag{43}
\]

Next, we set \( G_l \) and \( H \) such that \( G'_l = S_l \) and \( H' = K \), with \( G_l, H \) to be odd and satisfy \( G_l(0) = H(0) = 0 \). Then, multiplying (42) again by \( \delta \partial_z v_i^j \) and taking the primitives w.r.t. \( z \in J_i^j \), we obtain

\[
\delta^3 z = \sum_{j=1}^{N_i} \int_{J_i} G_l \left( cm_i^j - cm_l^j + \delta (v_i^j(z) - v_l^j(\xi)) \right) d\xi
+ \alpha_i \sum_{j=1}^{N_h} \int_{J_h} H \left( cm_i^j - cm_h^j + \delta (v_i^j(z) - v_h^j(\xi)) \right) d\xi + A_i^j \delta v_i^j(z) + \beta_i^j, \quad z \in J_i^j. \tag{44}
\]

Let us denote with \( z_i^j \) the middle point of each interval \( J_i^j \). Then, in order to recover the integration constants \( \beta_i^j \), we substitute \( z_i^j \) in (44) which yields

\[
\beta_i^j = \delta^3 z_i^j - \sum_{j=1}^{N_i} \int_{J_i} G_l \left( cm_i^j - cm_l^j - \delta v_i^j(\xi) \right) d\xi
- \alpha_i \sum_{j=1}^{N_h} \int_{J_h} H \left( cm_i^j - cm_h^j - \delta v_h^j(\xi) \right) d\xi. \tag{45}
\]

As a consequence of all above computations, we get the following relation for \( z \in J_i^j \).

\[
\delta^3(z - z_i^j) = \sum_{j=1}^{N_i} \int_{J_i} G_l \left( cm_i^j - cm_l^j + \delta (v_i^j(z) - v_l^j(\xi)) \right) - G_l \left( cm_i^j - cm_l^j - \delta v_i^j(\xi) \right) d\xi
- \delta v_i^j(z) \sum_{j=1}^{N_i} \int_{J_i} S_l \left( cm_i^j - cm_l^j + \delta (\lambda_i^j - v_l^j(\xi)) \right) d\xi
+ \alpha_i \sum_{j=1}^{N_h} \int_{J_h} H \left( cm_i^j - cm_h^j + \delta (v_i^j(z) - v_h^j(\xi)) \right) - H \left( cm_i^j - cm_h^j - \delta v_h^j(\xi) \right) d\xi
- \delta v_i^j(z) \alpha_i \sum_{j=1}^{N_h} \int_{J_h} K \left( cm_i^j - cm_h^j + \delta (\lambda_i^j - v_h^j(\xi)) \right) d\xi. \tag{46}
\]

If we define, for \( p = (v_{i_1}^p, \ldots, v_{i_p}^p, v_{i_1}^n, \ldots, v_{i_n}^n) \)

\[
\mathcal{F}_i[p; \delta](z) = z_i^j - z - \delta^3 \left[ \sum_{j=1}^{N_i} \int_{J_i} G_l \left( cm_i^j - cm_l^j + \delta (v_i^j(z) - v_l^j(\xi)) \right) - G_l \left( cm_i^j - cm_l^j - \delta v_i^j(\xi) \right) d\xi
- \delta v_i^j(z) \sum_{j=1}^{N_i} \int_{J_i} S_l \left( cm_i^j - cm_l^j + \delta (\lambda_i^j - v_l^j(\xi)) \right) d\xi
+ \alpha_i \sum_{j=1}^{N_h} \int_{J_h} H \left( cm_i^j - cm_h^j + \delta (v_i^j(z) - v_h^j(\xi)) \right) - H \left( cm_i^j - cm_h^j - \delta v_h^j(\xi) \right) d\xi
- \delta v_i^j(z) \alpha_i \sum_{j=1}^{N_h} \int_{J_h} K \left( cm_i^j - cm_h^j + \delta (\lambda_i^j - v_h^j(\xi)) \right) d\xi \right], \quad z \in J_i^j. \tag{47}
\]
we have that (40) reduces to the equation $\mathcal{F}_l[p; \delta](z) = 0$. In the following we compute the Taylor expansion of $\mathcal{F}_l[p; \delta](z)$ around $\delta = 0$. Let us begin with the first integral on the r.h.s. of (47), i.e.,

$$
\int_{J_l^i} G_l\left(cm_l^i - cm_l^j + \delta(v_l^i(z) - v_l^j(\xi))\right) - G_l(cm_l^i - cm_l^j - \delta v_l^i(\xi)) \, d\xi
$$

$$
= \left[ S_l(cm_l^i - cm_l^j)\delta v_l^i(z) + \frac{\delta^2}{2} S_l''(cm_l^i - cm_l^j)(v_l^i(z))^2 + \frac{\delta^3}{6} S_l'''(cm_l^i - cm_l^j)(v_l^i(z))^3 \right] |J_l^i| + \int_{J_l^i} \frac{\delta^3}{2} S_l'''(cm_l^i - cm_l^j)(v_l^i(\xi))^2 v_l^j(z) \, d\xi + R(S_l'''', \delta^4),
$$

(48)

where we used the fact that $\int_{J_l^i} v_l^j(\xi) \, d\xi = 0$ and $R(S_l'''', \delta^4)$ is a remainder term. For the second integral we have

$$
- \delta v_l^i(z) \int_{J_l^i} S_l\left(cm_l^i - cm_l^j + \delta(\lambda_l^i - v_l^j(\xi))\right) \, d\xi
$$

$$
= \left[ - S_l(cm_l^i - cm_l^j)\delta v_l^i(z) - \delta^2 S_l''(cm_l^i - cm_l^j)\lambda_l^i v_l^j(z) - \frac{\delta^3}{2} S_l'''(cm_l^i - cm_l^j)(\lambda_l^i)^2 v_l^i(z) \right] |J_l^i| - \int_{J_l^i} \frac{\delta^3}{2} S_l'''(cm_l^i - cm_l^j)(v_l^i(\xi))^2 v_l^j(z) \, d\xi + R(S_l'''', \delta^4).
$$

(49)

Summing up the contributions in (48) to (49), we get that the self-interaction part in (47) reduces to

$$
\delta^3 \left[ - \frac{\delta^2}{2} S_l''(cm_l^i - cm_l^j)(v_l^i(z) - 2\lambda_l^i) + \frac{\delta^3}{6} S_l'''(cm_l^i - cm_l^j)(v_l^i(z))^3 - 3\lambda_l^i(v_l^j(z))^2 \right] |J_l^i| + R(S_l'''', \delta^4).
$$

(50)

Similarly, for the cross-interaction part we obtain

$$
\delta^3 \left[ - \frac{\delta^2}{2} K''(cm_l^i - cm_l^j)(v_l^i(z) - 2\lambda_l^i) + \frac{\delta^3}{6} K'''(cm_l^i - cm_l^j)((v_l^i(z))^3 - 3\lambda_l^i(v_l^j(z))^2) \right] |J_l^i| + R(K'''', \delta^4).
$$

(51)

Putting together the contributions of (50) and (51) in the functional equation (47), we get

$$
\mathcal{F}_l[p; \delta](z) = (\tilde{z}_l^i - z) + \frac{D_l^i}{6} \left( 3v_l^j(z)(\lambda_l^i)^2 - (v_l^j(z))^3 \right) + \delta^{-1} \frac{B_l^i}{2} v_l^j(z)(v_l^j(z) - 2\lambda_l^i) + R(S_l'''', K'''', \delta^4),
$$

(52)

where we used the notations introduced in (6) and (5), namely

$$
D_l^i = - \sum_{j=1}^{N_l} S_l''(cm_l^i - cm_l^j)|J_l^j| - \alpha_l \sum_{j=1}^{N_h} K''(cm_l^i - cm_h^j)|J_h^j|,
$$

and

$$
B_l^i = \sum_{j=1}^{N_h} S_l'(cm_l^i - cm_l^j)|J_l^j| + \alpha_l \sum_{j=1}^{N_h} K'(cm_l^i - cm_h^j)|J_h^j|.
$$

Note that since the values $cm_l^i$ satisfy (38) we have that $B_l^i = 0$. After the manipulations above, equation $\mathcal{F}_l[p; 0](z) = 0$ reads as

$$
(\tilde{z}_l^i - z) + \frac{D_l^i}{6} \left( 3v_l^j(z)(\lambda_l^i)^2 - (v_l^j(z))^3 \right) = 0, \quad z \in J_l^i,
$$

(53)

that gives a unique solution once the value of $\lambda_l^i$ is determined. In order to do that, let us introduce the following quantity

$$
\Lambda_l[p; \delta] = \mathcal{F}_l[p; \delta](\tilde{z}_l^i)
$$

(54)

Performing Taylor expansions similar to the ones in (48) and (49) we get that

$$
\Lambda_l[p; 0] = \left( \tilde{z}_l^i - \bar{z}_l^i \right) + \frac{D_l^i}{3}(\lambda_l^i)^3,
$$

(55)
and we are now in the position to solve
\[
\begin{cases}
\left(\bar{z}_i^l - z\right) + \frac{D_i^j}{6}(3\nu_i^j(z)\lambda_i^j)^2 - (\nu_i^j(z))^3) = 0, \\
\left(\bar{z}_i^l - \bar{z}_j^l\right) + \frac{D_i^j}{3}(\lambda_i^j)^3 = 0.
\end{cases}
\]
(56)

The second equation in (56) admits a solution once we have that \(D_i^j > 0\), and \(\lambda_i^j\) is uniquely determined by
\[
\lambda_i^j = \left(\frac{3(\bar{z}_i^l - \bar{z}_j^l)}{D_i^j}\right)^{1/3}.
\]
(57)

By construction \(\lambda_i^j \geq \lambda_j^j\) if \(i \geq j\), and this implies that equation (56) admits the unique solution \(\bar{v}_i^l\) which can be recovered as the pseudo inverse of the following Barenblatt type profiles
\[
\bar{\rho}(x) = \frac{D^j_i}{2}((\lambda_i^j)^2 - (x - cm_i^j)^2) \mathbb{1}_{I_i^j}(x), \quad i = 1, \ldots, N_p,
\]
\[
\bar{\eta}(x) = \frac{D^h}{2}((\lambda_i^j)^2 - (x - cm_i^j)^2) \mathbb{1}_{I_h^j}(x), \quad h = 1, \ldots, N_p,
\]
(58)

where the intervals \(I_i^j = [l_i^j, r_i^j]\) and \(I_h^j = [l_h^j, r_h^j]\) are determined imposing
\[
l_i^k = cm_i^k - \lambda_i^k, \quad r_i^k = cm_i^k + \lambda_i^k, \quad i_k = 1, \ldots, N_k, \quad k = \rho, \eta.
\]

We are now ready to reformulate (46) as a functional equation on a proper Banach space. Consider the spaces
\[
\Omega_i^l = \left\{ v \in L^\infty\left([\bar{z}_i^l, \bar{z}_i^j]\right) \mid v \text{ increasing, } v(\bar{z}_i^l) = 0 \right\}, \quad i = 1, \ldots, N_i, \quad l \in \{\rho, \eta\},
\]
(59)

endowed with the \(L^\infty\) norm and take the product spaces
\[
\Omega_l = \bigtimes_{i=1}^{N_i} \Omega_i^l, \quad \text{for } l \in \{\rho, \eta\}.
\]

We now introduce the space \(\Omega\) defined by
\[
\Omega = \Omega_{\rho} \times \mathbb{R}^{N_p} \times \Omega_{\eta} \times \mathbb{R}^{N_p},
\]
(60)

with elements \(\omega = (v_1^\rho, \ldots, v_{N_p}^\rho, \lambda_1^\rho, \ldots, \lambda_{N_p}^\rho, v_1^\eta, \ldots, v_{N_p}^\eta, \lambda_1^\eta, \ldots, \lambda_{N_p}^\eta)\) endowed with the norm
\[
|||\omega||| = \sum_{i=1}^{N_p} (|||v_i^\rho|||_{L^\infty} + |||\lambda_i^\rho|||) + \sum_{i=1}^{N_p} (|||v_i^\eta|||_{L^\infty} + |||\lambda_i^\eta|||).
\]
(61)

For \(\gamma > 0\), calling \(J_i^l = [\bar{z}_i^l, \bar{z}_i^j]\), we consider the norm
\[
|||\omega|||_\gamma = |||\omega||| + \sum_{l \in \{\rho, \eta\}} \sum_{i=1}^{N_i} \sup_{z \in J_i^l} \left| \lambda_i^l - \nu_i^l(z) \right|^{\gamma},
\]
(62)

and set \(\Omega_\gamma := \{ \omega \in \Omega : |||\omega|||_\gamma < +\infty \}\). For a given \(\omega \in \Omega\), we define the operator \(T : \Omega_\gamma \to \Omega_l\)
\[
T[\omega; \delta](z) := \begin{pmatrix}
\mathcal{F}_\rho[\omega; \delta](z) \\
\Lambda_\rho[\omega; \delta] \\
\mathcal{F}_\eta[\omega; \delta](z) \\
\Lambda_\eta[\omega; \delta]
\end{pmatrix}
\]
(63)

where for \(l \in \{\rho, \eta\}\) we have shorted the notation introducing
\[
\mathcal{F}_l[\omega; \delta](z) = \begin{pmatrix}
\mathcal{F}_1[\omega; \delta](z), \ldots, \mathcal{F}_{N_l}[\omega; \delta](z)
\end{pmatrix}, \quad \Lambda_l[\omega; \delta](z) := \begin{pmatrix}
\Lambda_{\rho_1}[\omega; \delta], \ldots, \Lambda_{\rho_{N_l}}[\omega; \delta]
\end{pmatrix}.
\]
(64)

The operator \(T\) is a bounded operator for any fixed \(\delta \geq 0\) and can be continuously extended at \(\delta = 0\) to (53) and (55). In order to prove existence of stationary solutions for small \(\delta > 0\) using the Implicit Function
Theorem, we need to prove that the Jacobian matrix of $T$ is a bounded linear operator form $\Omega_{1/2}$ to $\Omega_1$ with bounded inverse. The Jacobian of $T$ has the following structure

$$
D_T[\omega; \delta] = \begin{pmatrix}
D_{v_1}T_\rho(\delta) & D_{v_2}T_\rho(\delta) & \cdots & D_{v_N}T_\rho(\delta) \\
D_{v_1}T_\lambda(\delta) & D_{v_2}T_\lambda(\delta) & \cdots & D_{v_N}T_\lambda(\delta) \\
D_{v_1}T_\eta(\delta) & D_{v_2}T_\eta(\delta) & \cdots & D_{v_N}T_\eta(\delta)
\end{pmatrix},
$$

(65)

where the components are actually matrices defined by

$$
D_{v_i}T_\lambda(\delta) = \left(\frac{\partial T_\lambda[\omega; \delta]}{\partial v_j^h}(v_i^h)\right)_{i,j=1}^{N_1, N_h},
$$

$$
D_{v_i}T_\eta(\delta) = \left(\frac{\partial T_\eta[\omega; \delta]}{\partial v_j^h}(v_i^h)\right)_{i,j=1}^{N_1, N_h},
$$

where $v_i^h$ and $a_i^h$ are generic directions. We first compute the diagonal terms in the matrix $D_{v_i}T_\lambda(\delta)$. We have

$$
\frac{\partial T_\lambda[\omega; \delta]}{\partial v_i^h}(v_i^h) = -\delta^2 \int_{J_i^h} v_i^h(\xi) \left[ S_i \left( \delta (v_i^h(z) - v_i^h(\xi)) \right) - S_i \left( -\delta v_i^h(\xi) \right) \right] d\xi
$$

$$
+ \delta^2 v_i^h(z) \sum_{j=1}^{N_h} \int_{J_j^h} \left[ S_i \left( cm_i^h - cm_j^h + \delta (v_i^h(z) - v_i^h(\xi)) \right) - S_i \left( cm_i^h - cm_j^h + \delta (v_i^h(z) - v_i^h(\xi)) \right) \right] d\xi
$$

$$
+ \delta^2 v_i^h(z) \alpha_i \sum_{j=1}^{N_h} \int_{J_j^h} \left[ K \left( cm_i^h - cm_j^h + \delta (v_i^h(z) - v_i^h(\xi)) \right) - K \left( cm_i^h - cm_j^h + \delta (v_i^h(z) - v_i^h(\xi)) \right) \right] d\xi.
$$

A Taylor expansion around $\delta = 0$ similar to the ones in (48) - (51) easily gives that in the limit $\delta \to 0$ we obtain

$$
\frac{\partial T_\lambda[\omega; 0]}{\partial v_i^h}(v_i^h) = D_i^h \frac{(\lambda_i^h)^2 - (v_i^h(z))^2}{2} v_i^h(z).
$$

Concerning the other terms in $D_{v_i}T_\lambda(\delta)$ we get

$$
\frac{\partial T_\lambda[\omega; \delta]}{\partial v_i^h}(v_i^h) = -\delta^2 \sum_{j=1}^{N_h} \int_{J_j^h} v_i^h(\xi) \left[ S_i \left( cm_i^h - cm_j^h + \delta (v_i^h(z) - v_i^h(\xi)) \right) - S_i \left( cm_i^h - cm_j^h - \delta v_i^h(\xi) \right) \right]
$$

$$
- \delta^2 v_i^h(z) S_i \left( cm_i^h - cm_j^h + \delta (\lambda_i^h - v_i^h(\xi)) \right) \right] d\xi,
$$

that all vanish in the limit $\delta \to 0$. Let us now focus on the matrix $D_{\lambda_i}T_\lambda(\delta)$. By (47) it is easy to see that the only non-zero terms in $D_{\lambda_i}T_\lambda(\delta)$ are the diagonal ones that are given by

$$
\frac{\partial T_\lambda[\omega; \delta]}{\partial \lambda_i^h}(a_i^h) = -\delta^2 v_i^h(z) a_i^h \left[ \sum_{j=1}^{N_h} \int_{J_j^h} S_i \left( cm_i^h - cm_j^h + \delta (\lambda_i^h - v_i^h(\xi)) \right) d\xi 
$$

$$
+ \alpha_i \sum_{j=1}^{N_h} \int_{J_j^h} K \left( cm_i^h - cm_j^h + \delta (\lambda_i^h - v_i^h(\xi)) \right) d\xi \right].
$$

Then, Taylor expansion w.r.t. $\delta$ yields

$$
\frac{\partial T_\lambda[\omega; 0]}{\partial \lambda_i^h}(a_i^h) = D_i^h \lambda_i^h v_i^h(z) a_i^h.
$$
Since all the entrances in the matrix $D_{\lambda_i} F_i(\delta)$ are zero, the last matrix that concerns $F_i$ is $D_{v_i} F_i(\delta)$. The elements of this matrix are given by

$$\frac{\partial F_i^j[\omega; \delta]}{\partial v^j_h}(v^j_h) = -\delta^{-2} \alpha_i \sum_{j=1}^{N_h} \int_{J_h^i} v^j_h(\xi) \left[ K \left( cm_i^j - cm_h^j + \delta(v^j_i(z) - v^j_h(\xi)) \right) - K \left( cm_i^j - cm_h^j - \delta v^j_i(\xi) \right) - \delta v^j_i(\xi) K' \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) \right] d\xi,$$

that vanish in the limit $\delta \to 0$. We now start in computing the functional derivatives for $A_i$ in (54). Again we should consider the four matrix in (65), and we start from $D_{v_i} A_i(\delta)$. Note that the terms in the diagonal are zero in this case and the others are given by

$$\frac{\partial A_i^j[\omega; \delta]}{\partial v^j_h}(v^j_h) = -\delta^{-2} \alpha_i \sum_{j=1}^{N_h} \int_{J_h^i} v^j_h(\xi) \left[ S_i \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) - S_i \left( cm_i^j - cm_h^j - \delta v^j_i(\xi) \right) - \delta \lambda_i S_i' \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) \right] d\xi.$$

The terms in $D_{v_i} A_i(\delta)$ are

$$\frac{\partial A_i^j[\omega; \delta]}{\partial v^j_h}(v^j_h) = -\delta^{-2} \alpha_i \sum_{j=1}^{N_h} \int_{J_h^i} v^j_h(\xi) \left[ K \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) - K \left( cm_i^j - cm_h^j - \delta v^j_i(\xi) \right) - \delta \lambda_i K' \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) \right] d\xi,$$

and the usual Taylor expansions around $\delta = 0$, shows that both the matrices $D_{v_i} A_i(0) = D_{v_h} A_i(0) = 0$. Since $D_{\lambda_i} A_i(\delta)$ is trivially a zero matrix, only remains to compute the diagonal terms in $D_{\lambda_i} A_i(\delta)$. We have

$$\frac{\partial A_i^j[\omega; \delta]}{\partial \lambda_i^j}(a^j_i) = -\delta^{-1} \alpha_i \sum_{j=1}^{N_h} \int_{J_h^i} \lambda_i S_i' \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) d\xi$$

$$- \delta^{-1} \alpha_i \sum_{j=1}^{N_h} \int_{J_h^i} \lambda_i K' \left( cm_i^j - cm_h^j + \delta(\lambda_i^j - v^j_i(\xi)) \right) d\xi.$$

The last Taylor expansion gives

$$\frac{\partial A_i^j[\omega; 0]}{\partial \lambda_i^j}(a^j_i) = D_i^j(\lambda_i^j)^2 a^j_i.$$

We have proved that

$$D_i^j[\omega; 0] = \begin{pmatrix}
(dg \left( \frac{D_i^j}{2} \left( (\lambda_i^j)^2 - (v^j_i)^2 \right) \right) & dg \left( D_i^j \lambda_i^j v^j_i a^j_i \right) & 0 & 0 \\
0 & dg \left( D_i^j \lambda_i^j v^j_i a^j_i \right) & 0 & 0 \\
0 & 0 & dg \left( \frac{D_i^j}{2} \left( (\lambda_i^j)^2 - (v^j_i)^2 \right) \right) & dg \left( D_i^j \lambda_i^j v^j_i a^j_i \right) \\
0 & 0 & 0 & dg \left( D_i^j \lambda_i^j v^j_i a^j_i \right)
\end{pmatrix},$$

with $dg(A_i)$ diagonal matrix with elements $A_i$. Let us denote by $\omega_0$ the unique solution to (56), we have the following lemma:

**Lemma 3.1.** For $\delta > 0$ small enough, the operator $D_i^j[\omega_0; \delta]$ is a bounded linear operator from $\Omega_{1/2}$ to $\Omega_1$.

**Proof.** Thanks to the previous computations is easy to see that $D_i^j$ is a bounded linear operator from $\Omega$ into itself and it is continuous at $\delta = 0$. The definition of the norm in (62) implies that for $z \in J_i^j$ we need to
control only that

\[
\sup_{||\omega||_{1,2}} \frac{1}{(z_1^2 - z)} \left[ \frac{\partial F_j}{\partial v_l^2} \cdot \delta(a_l^j) - \left( \frac{\partial A_l^j}{\partial v_l^2} \cdot \delta(0)(a_l^j) \right) \right. \\
+ \left. \frac{\partial F_j}{\partial A_l^j} \cdot \delta(0)(a_l^j) \right] \leq 0.
\]

We start estimating the third row in (67),

\[
\frac{1}{(z_1^2 - z)} \left[ \frac{\partial F_j}{\partial v_l^2} \cdot \delta(a_l^j) - \left( \frac{\partial A_l^j}{\partial v_l^2} \cdot \delta(0)(a_l^j) \right) \right. \\
+ \left. \frac{\partial F_j}{\partial A_l^j} \cdot \delta(0)(a_l^j) \right] \leq 0
\]

as \( \delta \searrow 0 \). We start estimating the third row in (67),

\[
\frac{1}{(z_1^2 - z)} \left[ \frac{\partial F_j}{\partial v_l^2} \cdot \delta(a_l^j) - \left( \frac{\partial A_l^j}{\partial v_l^2} \cdot \delta(0)(a_l^j) \right) \right. \\
+ \left. \frac{\partial F_j}{\partial A_l^j} \cdot \delta(0)(a_l^j) \right] \leq 0
\]

where in the first equality we did a Taylor expansion around the point \( x_0 = cm_l^j - cm_h^j + \delta(\lambda_l^j - v_l^j(\xi)) \) for the kernel \( K \), \( \delta(\lambda_l^j - v_l^j(\xi)) \), while in the second equality we did a Taylor expansion around the point \( x_0 = cm_l^j - cm_h^j \) for the kernel \( K'' \). Similarly, we can show that

\[
\frac{1}{(z_1^2 - z)} \left[ \frac{\partial F_j}{\partial A_l^j} \cdot \delta(0)(a_l^j) \right. \\
+ \left. \frac{\partial F_j}{\partial A_l^j} \cdot \delta(0)(a_l^j) \right] = 0.
\]
The first two rows in (67) can be treated as follows,

\[
\frac{1}{(z_i^1 - z)} \left[ \frac{\partial^2 \mathcal{H}}{\partial \nu_i^1 \partial \nu_i^1} \right] \delta(\nu_i^1) - \frac{\partial \Lambda_i^1}{\partial \nu_i^1} \delta(\nu_i^1) - \left( \frac{\partial^2 \mathcal{H}}{\partial \nu_i^1 \partial \nu_i^1} \right) \left( \frac{\partial \Lambda_i^1}{\partial \nu_i^1} \right) \\
+ \frac{\partial \mathcal{H}}{\partial \nu_i^1} \delta(\nu_i^1) - \frac{\partial \Lambda_i^1}{\partial \nu_i^1} \delta(\nu_i^1) - \left( \frac{\partial \mathcal{H}}{\partial \nu_i^1} \right) \left( \frac{\partial \Lambda_i^1}{\partial \nu_i^1} \right)
\]

\[
= \frac{\delta}{(z_i^1 - z)} \left[ \sum_{j=1}^{N_j} \int J_i \delta^{-2} \left( v_i^j (z) - \lambda_i^j \right) v_i^j (z) - a_i^j \right) S_i^j (c m_1^j - c m_2^j + \delta (\lambda_i^j - v_i^j (\xi)))
\]

\[
+ \delta^{-\frac{1}{2}} \left( v_i^j (z) - \lambda_i^j \right) ^2 (v_i^j (z) - v_i^j (\xi)) S_i^j (c m_1^j - c m_2^j + \delta (\lambda_i^j - v_i^j (\xi)))
\]

\[
+ \frac{1}{6} \left( v_i^j (z) - \lambda_i^j \right) ^3 (v_i^j (z) - v_i^j (\xi)) S_i^j (\bar{z}_1 (\xi)) d \xi
\]

\[
+ \alpha \sum_{j=1}^{N_h} \int J_h \delta^{-2} \left( v_i^j (z) - \lambda_i^j \right) v_i^j (z) - a_i^j \right) K_i^j (c m_1^j - c m_2^j + \delta (\lambda_i^j - v_i^j (\xi)))
\]

\[
+ \delta^{-\frac{1}{2}} \left( v_i^j (z) - \lambda_i^j \right) ^2 (v_i^j (z) - v_i^j (\xi)) K_i^j (c m_1^j - c m_2^j + \delta (\lambda_i^j - v_i^j (\xi)))
\]

\[
+ \frac{1}{6} \left( v_i^j (z) - \lambda_i^j \right) ^3 (v_i^j (z) - v_i^j (\xi)) K_i^j (\bar{z}_2 (\xi)) d \xi
\]

\[
= \left( 2 \left( \frac{v_i^j (z) - a_i^j}{(z_i^1 - z)} \right) (z_i^1 - z) + (2v_i^j (z) - 1) \left( \frac{v_i^j (z) - \lambda_i^j}{(z_i^1 - z)} \right) \right) O(\delta)
\]

Since the functions \( v_i^j \) are components of a vector \( \omega \) belonging to \( \Omega_{1/2} \) the quantities

\[
\frac{\lambda_i^j - v_i^j (z)}{(z_i^1 - z)^{1/2}}
\]

are uniformly bounded in \( \bar{J}_i^1 \), that gives (67).

\[\square\]

**Lemma 3.2.** For any \( \delta > 0 \) small enough, \( D\mathcal{T}[\omega_0; 0] : \Omega_{1/2} \rightarrow \Omega_1 \) is a linear isomorphism.

**Proof.** Given \( w \in \Omega_1 \), we have to prove that

\[
D\mathcal{T}[\omega_0; 0] \omega = w
\]

admits a unique solution \( \omega \in \Omega_{1/2} \) with the property

\[
||\omega||_{1/2} \leq C ||w||_1.
\]

The determinant of the matrix in (66) is given by

\[
\det D\mathcal{T} = \left( \prod_{i=1}^{N_p} \frac{(D_i^j)^2}{2} (\lambda_i^j)^2 - (v_i^j)^2 \right) \left( \prod_{i=1}^{N_p} \frac{(D_i^j)^2}{2} (\lambda_i^j)^2 - (v_i^j)^2 \right)
\]

that is always different from zero under the condition \( D_i^j > 0 \) and since \( (v_i^j(z) - \lambda_i^j) < 0 \) on \( z \in [\bar{z}_1^j, \bar{z}_2^j] \). Thanks to the structure in (66) and denoting with \( v_i^j, a_i^j \) and \( \sigma_i^j, k_i^j \) the generic entrances in \( \omega \) and \( w \) respectively, we easily get that

\[
v_i^j (z) = \frac{-2\sigma_i^j(z)}{D_i^j ((v_i^j(z))^2 - (\lambda_i^j)^2)} + \frac{2\lambda_i^j v_i^j(z) a_i^j}{(v_i^j(z))^2 - (\lambda_i^j)^2},
\]

\[
a_i^j = \frac{k_i^j}{D_i^j (\lambda_i^j)^2},
\]
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that implies \( \|v_i^l\|_{1/2} \leq C\|\sigma_i^l\|_{\infty} \) for \( i = 1, 2, \ldots, N_l \), and \( l \in \{\rho, \eta\} \). In order to close the argument, it is enough to note that the ratio
\[
\frac{a_i^l - v_i^l(z)}{(z_i^l - z)^{1/2}},
\]
is uniformly bounded since \((\lambda_i^l - v_i^l(z))/(z_i^l - z)\) is uniformly bounded, see [5, Lemma 4.4].

We are now in the position of proving the main result of the paper, namely Theorem 1.1, that we recall below for convenience.

**Theorem 3.1.** Assume that the interaction kernels are under the assumptions (A1), (A2) and (A3). Consider \( N_\rho, N_\eta \in \mathbb{N} \) and let \( z_i^l \) be fixed positive numbers for \( i = 1, 2, \ldots, N_l \), and \( l \in \{\rho, \eta\} \). Consider two families of real numbers \( \{cm_i^l\}_{i=1}^{N_l} \) and \( \{cm_j^l\}_{j=1}^{N_j} \) such that

\( i ) \) \( \{cm_i^l\}_{i=1}^{N_l} \) and \( \{cm_j^l\}_{j=1}^{N_j} \) are stationary solutions of the purely non-local particle system, that is, for \( i = 1, 2, \ldots, N_l \), for \( l, h \in \{\rho, \eta\} \) and \( l \neq h \),
\[
B_i^l = \sum_{j=1}^{N_j} S_i^l(cm_i^l - cm_j^l)z_j^l + \alpha_l \sum_{j=1}^{N_j} K'(cm_i^l - cm_j^l)z_j^l = 0,
\]

(ii) the following quantities
\[
D_i^l = -\sum_{j=1}^{N_j} S_i''(cm_i^l - cm_j^l)z_j^l - \alpha_l \sum_{j=1}^{N_j} K''(cm_i^l - cm_j^l)z_j^l,
\]
are strictly positive, for all \( i = 1, 2, \ldots, N_l \), \( l, h \in \{\rho, \eta\} \) and \( l \neq h \).

Then, there exists a constant \( d_0 \) such that for all \( d \in (0, d_0) \) the stationary equation (4) admits a unique solution in the sense of Definition 1.1 of the form
\[
\rho(x) = \sum_{i=1}^{N_\rho} \rho^i(x) \mathbb{1}_{I^\rho_i}(x) \quad \text{and} \quad \eta(x) = \sum_{h=1}^{N_\eta} \eta^h(x) \mathbb{1}_{I^\eta_h}(x)
\]
where

- each interval \( I^\rho_i \) is symmetric around \( cm_i^\rho \) for all \( i = 1, 2, \ldots, N_\rho \), \( l \in \{\rho, \eta\} \),
- \( \rho^i \) and \( \eta^j \) are \( C^1 \) and even w.r.t the center of \( I^\rho_i \) and \( I^\eta_j \) respectively, with masses \( z_i^\rho \) and \( z_j^\eta \) for \( i = 1, \ldots, N_\rho \) and \( j = 1, \ldots, N_\eta \),
- the solutions \( \rho \) and \( \eta \) have fixed masses
\[
z_\rho = \sum_{i=1}^{N_\rho} z_i^\rho \quad \text{and} \quad z_\eta = \sum_{i=1}^{N_\eta} z_i^\eta,
\]
respectively.

**Proof.** Consider \( z_\rho \) and \( z_\eta \) fixed masses and a set of points \( cm_i^\rho \) for \( i = 1, 2, \ldots, N_\rho \), and \( l \in \{\rho, \eta\} \) that satisfy (i) and (ii). The results in Lemma 3.1 and Lemma 3.2 imply that given \( \mathcal{T} \) defined in (63), the functional equation
\[
\mathcal{T}[\omega; \delta](z) = 0,
\]
admits a unique solution \( \omega = (v_\rho^1(z), v_\rho^2(z), \ldots, v_\rho^{N_\rho}(z), \lambda_\rho^1, \ldots, \lambda_\rho^{N_\rho}, v_\eta^1(z), \ldots, v_\eta^{N_\eta}(z), \lambda_\eta^1, \ldots, \lambda_\eta^{N_\eta}) \) for \( \delta > 0 \) small enough. The entrances \( u_i^l(z) \) are solutions to (46) for \( z \in J^l_i \). Consider now \( u_i^l \) defined for \( z \in J^l_i \) as \( u_i^l(z) = cm_i^l + \delta v_i^l(z) \). Differentiating (46) twice w.r.t \( z \) we get that \( v_i^l \) is differentiable and strictly increasing for \( z \in J^l_i \) and that \( u_i^l \) is a solution to (40). Moreover \( u_i^l \) is also strictly increasing and we can define the inverse \( F_i^l \) that and its spatial derivative \( \rho_i^l = \partial_x F_i^l \) is a solution to (4).

**Remark 3.1.** Note that conditions (ii) in Theorem 3.1 turn to be conditions on the centres of masses and on the value of \( \alpha \). Indeed, as a sufficient condition for \( D_i^\rho > 0 \) we can assume that all the
differences between the centres of masses are in the range of concavity of the kernels. Moreover, \( D^i_\eta > 0 \) is satisfied if

\[
\alpha < \min_{i=1,\ldots,N} \frac{\sum_{j=1}^{N_\eta} K''(cm^l_\eta - cm^j_\eta)|J^i_\eta|}{\sum_{j=1}^{N_\eta} S''(cm^l_\eta - cm^j_\eta)|J^i_\eta|},
\]

Note that the above conditions are comparable to the ones we got in the proofs of Section 2 using the Krein-Rutmann approach.

4. Numerics and Perspectives

In this section, we study numerically solutions to system (3) using two different methods, the finite volume method introduced in [12, 13] and particles method studied in [23, 28]. We validate the results about the existence of the mixed steady state, separated steady state, and the multiple bumps steady states. Moreover, we perform some examples to show the variation in the behavior of the solution to system (3) under different choices of initial data and the parameter \( \alpha \), which, in turn, suggests a future work on the stability of the solutions to system (3). Finally, traveling waves are detected under a special choice of initial data and value for the parameter \( \alpha \). We begin by sketching the particles method. This method essentially consists in a finite difference discretization in space to the pseudo inverse version of system (3)

\[
\begin{align*}
\partial_t u_\rho(z) &= -\frac{d}{2} \partial_z \left( (\partial_z u_\rho(z))^{-2} \right) + \int_{J_\rho} S'_\rho(u_\rho(z) - u_\rho(\xi))d\xi + \alpha \int_{J_\rho} K'(u_\rho(z) - u_\rho(\xi))d\xi, \quad z \in J_\rho, \\
\partial_t u_\eta(z) &= -\frac{d}{2} \partial_z \left( (\partial_z u_\eta(z))^{-2} \right) + \int_{J_\eta} S'_\eta(u_\eta(z) - u_\eta(\xi))d\xi + \alpha \int_{J_\eta} K'(u_\eta(z) - u_\eta(\xi))d\xi, \quad z \in J_\eta,
\end{align*}
\]

as the following: Let \( N \in \mathbb{N} \), let \( \{z^i\}_{i=1}^N \) be a sequence of points that partition the interval \([0,1]\) uniformly. Denote by \( X^i(t) := u_i(t, z^i) \) the approximating particles of the pseudo inverse at each point \( z^i \) of the partition. Assuming that the densities \( \rho \) and \( \eta \) are of unit masses, then we have the following approximating system of ODEs

\[
\begin{align*}
\partial_t X^i_\rho(t) &= \frac{d}{2N} \left( \rho^{i-1}(t)^{-2} - (\rho^i(t))^{-2} \right) + \frac{1}{N} \sum_{j=1}^{N_\rho} S'_{\rho}(X^i_\rho(t) - X^j_\rho(t))d\xi, \\
&\quad + \frac{\eta}{N} \sum_{j=1}^{N_\rho} K'(X^i_\rho(t) - X^j_\rho(t))d\xi, \quad i = 1, \ldots, N, \\
\partial_t X^i_\eta(t) &= \frac{d}{2N} \left( \eta^{i-1}(t)^{-2} - (\eta^i(t))^{-2} \right) + \frac{1}{N} \sum_{j=1}^{N_\eta} S'_{\eta}(X^i_\eta(t) - X^j_\eta(t))d\xi, \\
&\quad + \frac{\eta}{N} \sum_{j=1}^{N_\eta} K'(X^i_\eta(t) - X^j_\eta(t))d\xi, \quad i = 1, \ldots, N,
\end{align*}
\]

where the densities are reconstructed as

\[
\begin{align*}
\rho^i(t) &= \frac{1}{N(X^i_{\rho} + 1(t) - X^i_{\rho}(t))}, \quad i = 1, \ldots, N - 1, \\
\rho^0(t) &= 0, \\
\rho^N(t) &= 0,
\end{align*}
\]

and the same for the \( \eta^i(t) \). To this end, we are ready to solve this particle system by applying the Runge-Kutta MATLAB solver ODE23, with initial positions \( X_i(0) = X_{i,0} = \{X^i_{\rho,0}\}_{i=1}^N \), \( l = \rho, \eta \) determined by solving

\[
\int_{X^i_{\rho,0}}^{X^i_{\rho+1}} \rho(t = 0)dX = \frac{1}{N - 1}, \quad i = 1, \ldots, N - 1.
\]

The second method we use is the finite volume method which introduced in [12] and extended to systems in [13], that consists in a 1D positive preserving finite-volume method for system (3). To do so, we first
partition the computational domain into finite-volume cells \( U_i = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \) of a uniform size \( \Delta x \) with \( x_i = i\Delta x, i \in \{-s, \ldots, s\} \). Define
\[
\bar{\rho}_i(t) := \frac{1}{\Delta x} \int_{U_i} \rho(x, t) dx, \quad \bar{\eta}(t) := \frac{1}{\Delta x} \int_{U_i} \eta(x, t) dx,
\]
the averages of the solutions \( \rho, \eta \) computed at each cell \( U_i \). Then we integrate each equation in system (3) over each cell \( U_i \), and so we obtain a semi-discrete finite-volume scheme described by the following system of ODEs for \( \mathbf{\bar{p}} \) and \( \mathbf{\bar{\eta}} \)
\[
\begin{align*}
\frac{d\bar{\rho}_i(t)}{dt} &= -\frac{F^\rho_{i+\frac{1}{2}}(t) - F^\rho_{i-\frac{1}{2}}(t)}{\Delta x}, \\
\frac{d\bar{\eta}_i(t)}{dt} &= -\frac{F^\eta_{i+\frac{1}{2}}(t) - F^\eta_{i-\frac{1}{2}}(t)}{\Delta x},
\end{align*}
\]
where the numerical flux \( F^l_{i+\frac{1}{2}}, l = \rho, \eta, \) is considered as an approximation for the continuous fluxes \(-\rho(\varepsilon \rho + S_{\rho} * \rho + \alpha_{\rho} K * \eta)_x \) and \(-\eta(\varepsilon \eta + S_{\eta} * \eta + \alpha_{\eta} K * \rho)_x \) respectively. More precisely, the expression for \( F^\rho_{i+\frac{1}{2}} \) is given by
\[
F^\rho_{i+\frac{1}{2}} = \max(\bar{\rho}^{i+1}_j, 0) \left[ \bar{\rho}_i + \frac{\Delta x}{2} (\rho_x)_i \right] + \min(\bar{\rho}^{i+1}_j, 0) \left[ \bar{\rho}_i - \frac{\Delta x}{2} (\rho_x)_i \right],
\]
where
\[
\bar{\rho}^{i+1}_j = -\frac{\varepsilon}{\Delta x} (\bar{\rho}_{i+1} - \bar{\rho}_i) - \sum_j \bar{\rho}_j \left(S_{\rho}(x_{i+1} - x_j) - S_{\rho}(x_i - x_j)\right) - \alpha_\rho \sum_j \bar{\rho}_j \left(K(x_{i+1} - x_j) - K(x_i - x_j)\right),
\]
and
\[
(\rho_x)_i = \min\left(\frac{2\bar{\rho}_{i+1} - \bar{\rho}_i}{\Delta x}, \frac{\bar{\rho}_{i+1} - \bar{\rho}_{i-1}}{2\Delta x}, \frac{2\bar{\rho}_i - \bar{\rho}_{i-1}}{\Delta x}\right).
\]
The minmod limiter in (76) has the following definition
\[
\text{minmod}(a_1, a_2, \ldots) := \begin{cases} 
\min(a_1, a_2, \ldots), & \text{if } a_i > 0 \ \forall i \\
\max(a_1, a_2, \ldots), & \text{if } a_i < 0 \ \forall i \\
0, & \text{otherwise.}
\end{cases}
\]
We have the same as the above expressions for \( \eta \). Finally, we integrate the semi-discrete scheme (73) numerically using the third-order strong preserving Runge-Kutta (SSP-RK) ODE solver used in [31].

In all the simulations below, we will fix the kernels as a normalised Gaussian potentials
\[
S_{\rho}(x) = S_{\eta}(x) = K(x) = \frac{1}{\sqrt{\pi}} e^{-x^2},
\]
that are under the assumptions on the kernels (A1), (A2) and (A3). This choice helps us in better understanding the variation in the behavior of the solutions w.r.t. the change in the initial data and the parameter \( \alpha \). In the first five examples, see Figures 4, 5, 6, 7 and 8 we show:

- in the first row steady states are plotted at the level of density, on the l.h.s. we compare the two methods illustrated above, while on the r.h.s. we show the evolution by the finite volume method,
- in the second row we plot the particles paths for both species obtained with the particles method,
- in the last row we show the pseudo inverse functions corresponding to the steady state densities.

The last example we present shows an interesting travelling waves-type evolution.

The first example is devoted to validating existence of mixed steady state and separated steady state. By choosing the initial data \( (\rho_0, \eta_0) \) as
\[
\rho_0(x) = \eta_0(x) = \frac{10}{14} 1_{[-0.7,0.7]}(x),
\]
and fixing \( \alpha = 0.1 \) and \( d = 0.4 \), we obtain a mixed steady state as plotted in Figure 4. Note that, the small value of \( \alpha \) allows the predators to dominate the prey which results in the shape shown in Figure 4. Next, we take the initial data as
\[
\rho_0(x) = 0.51_{[-1,1]}(x), \quad \eta_0(x) = 0.51_{[-3,3]}(x),
\]
Figure 4. In this figure, a mixed steady state is plotted by using initial data given by (78), $\alpha = 0.1$, $d = 0.4$. Number of particles are chosen equal to number of cells in the finite volume method, which is $N = 71$.

with the same $d$ as above and $\alpha = 0.2$. This choice of the initial data, actually, introduce two equal attractive forces on the right and left hand sides of the predators which, in turn, fix the predators at the centre and gives the required shape of the separated steady state as shown in Figure 5. Finally, a sort of separated steady state can also be obtained starting from the same initial data as in (78) and same diffusion parameter $d$. If we choose $\alpha = 6$, the prey $\eta$ will have enough speed to get out of the predators region, producing a transition between the mixed state to the separated one, this is illustrated in Figure 6.

We then, test two cases where we validate the existence theory of multiple–bumps steady states done in Section 3. Let us fix $d = 0.3$. Then, a four-bumps steady state is performed and plotted in Figure 7, where
we consider
\[
\rho_0(x) = \frac{10}{14} \mathbb{1}_{[-0.7, 0.7]}(x), \quad \eta_0(x) = \frac{5}{21} \mathbb{1}_{[-0.7, 0.7]}(x) + \frac{1}{3} \mathbb{1}_{[-6, -5] \cup [5, 6]}(x),
\]
as initial data and we take \( \alpha = 0.05 \). This way of choosing initial data produces a balanced attractive forces which in turn form the required steady state. Similarly, we can obtain a steady state of five bumps by using initial data
\[
\rho_0(x) = \frac{1}{2} \mathbb{1}_{[-5, -4] \cup [4, 5]}(x), \quad \eta_0(x) = \frac{1}{3} \mathbb{1}_{[-9, -8] \cup [-0.5, 0.5] \cup [8, 9]}(x),
\]
and \( \alpha = 1 \), see Figure 8.
Figure 6. This figure shows how from the initial densities $\rho_0, \eta_0$ and $d$, as in Figure 4, a transition between mixed and a sort of separated steady state appears by choosing the value of $\alpha = 6$. This large value of $\alpha$ suggests an unstable behaviour in the profile, see Remark 3.1.

In this example, we finally detect existence of traveling waves. Indeed, by choosing initial data as

$$\rho_0(x) = \frac{10}{12}1_{[-0.6,0.6]}(x), \quad \eta_0(x) = \frac{10}{12}1_{[1.7,2.9]}(x),$$

$\alpha = 1$ and $d = 0.2$, we obtain a traveling wave that is shown in Figure 9. Once the initial data and the value of $d$ are fixed, if $\alpha$ is taken small enough, then we will come out with a mixed steady state. If we take a larger value for $\alpha$ then the prey will be fast escaping from the predators. Therefore, the proper value for
\( \alpha \) will produce a situation where the \textit{attack speed} of the predators is equal to the \textit{escape speed} of the prey, which results in a travelling wave of both the densities \( \rho \) and \( \eta \). All the simulations above motivate further

\textbf{References}

[1] L. Ambrosio, N. Gigli, and G. Savaré. \textit{Gradient flows in metric spaces and in the space of probability measures}. Lectures in Mathematics ETH Zürich. Birkhäuser Verlag, Basel, second edition, 2008.

[2] J. Bedrossian, Global minimizers for free energies of subcritical aggregation equations with degenerate diffusion, Applied Mathematics Letters, 24 (2011), 1927–1932.
Figure 8. Starting from initial data as in (81) with $\alpha = 1$ and $d = 0.3$, we get a five bumps steady state.

[3] N. Bellomo, Nicola and S.-Y Ha, A quest toward a mathematical theory of the dynamics of swarms, Mathematical Models and Methods in Applied Sciences, 27 (04) 745-770, 2017.
[4] N. Bellomo and J. Soler. On the mathematical theory of the dynamics of swarms viewed as complex systems. Math. Models Methods Appl. Sci., 22(1140006), 2012.
[5] M. Burger and M. Di Francesco. Large time behavior of nonlocal aggregation models with nonlinear diffusion. Netw. Heterog. Media, 3(4):749–785, 2008.
[6] M. Burger, M. Di Francesco, S. Fagioli, and A. Stevens, Sorting Phenomena in a Mathematical Model For Two Mutually Attracting/Repelling Species SIAM J. Math. Anal. 50 (3): 3210–3250, 2018.
[7] M. Burger, M. Di Francesco, and M. Franek, Stationary states of quadratic diffusion equations with long-range attraction, Commun. Math. Sci., 11 (3) ,709–738, 2013.
This last figure shows a possible existence of traveling waves by choosing initial data as in (82), $\alpha = 1$ and $d = 0.2$. The first two plots are performed by particles method, while the third one is done by finite volume method. Here we fix $N = 101$.

[8] M. Burger, R. C. Fetecau and Y. Huang, Stationary states and asymptotic behavior of aggregation models with nonlinear local repulsion, SIAM J. Appl. Dyn. Syst., 13, 397–424, 2014.

[9] S. Boi, V. Capasso, and D. Morale. Modeling the aggregative behavior of ants of the species polyergus rufescens. Nonlinear Anal. Real World Appl., 1(1):163–176, 2000. Spatial heterogeneity in ecological models (Alcalá de Henares, 1998).

[10] G. Carlier, M. Laborde, Remarks on continuity equations with nonlinear diffusion and nonlocal drifts, J. Math. Anal. Appl. 444 (2016), no. 2, 1690–1702.

[11] V. Calvez, J. A. Carrillo and F. Hoffmann, Equilibria of homogeneous functionals in the fair-competition regime, Nonlinear Analysis TMA, 159 (2017), 85–128.

[12] J. A. Carrillo, A. Chertock and Y. Huang, A finite-volume method for nonlinear nonlocal equations with a gradient flow structure, Communications in Computational Physics, 17 , 233–258, (2015)

[13] J. A. Carrillo, Y. Huang, and M. Schmidtchen, Zoology of a nonlocal cross-diffusion model for two species, SIAM J. Appl. Math., 78 (2018), pp. 1078–1104.

[14] J. A. Carrillo and G. Toscani. Wasserstein metric and large-time asymptotics of nonlinear diffusion equations. New trends in mathematical physics, pages 234–244, 2004.
[48] M. Topaz, A. L. Bertozzi, and M. A. Lewis. A nonlocal continuum model for biological aggregation. *Bulletin of Mathematical Biology*, 68(7):1601–1623, 2006.

[49] M. Torregrossa, G. Toscani. On a Fokker-Planck equation for wealth distribution, Kinet. Relat. Models, 11(2) 337-355, 2018.

[50] M. Torregrossa, G. Toscani, Wealth distribution in presence of debts. A Fokker-Planck description, Commun. Math. Sci., 16 (2) 537-560, 2018.

[51] G. Toscani, Kinetic models of opinion formation, Commun. Math. Sci., 4 (3) , 481-496, 2006.

[52] J. L. Vazquez, The Porous Medium Equation, Oxford Mathematical Monographs (2006).

[53] C. Villani. *Topics in optimal transportation*, volume 58 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2003.

[54] V. Volterra. Variazioni e fluttuazioni del numero d’individui in specie animali conviventi. *Mem. Accad. Lincei Roma*, 2:31–113, 1926.

Simone Fagioli, Yahya Jaafra - DISIM - Department of Information Engineering, Computer Science and Mathematics, University of L’Aquila, Via Vetoio 1 (Coppito) 67100 L’Aquila (AQ) - Italy

E-mail address: simone.fagioli@univaq.it
E-mail address: yahyaya.jaafra@graduate.univaq.it

31