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Abstract—Existing video super-resolution methods often utilize a few neighboring frames to generate a higher-resolution image for each frame. However, the abundant information in distant frames has not been fully exploited in these methods: corresponding patches of the same instance appear across distant frames at different scales. Based on this observation, we propose to improve the video super-resolution quality with long-term cross-scale aggregation that leverages similar patches (self-exemplars) across distant frames. Our method can be implemented as post-processing for any super-resolution methods to improve performance. Our model consists of a multi-reference alignment module to fuse the features derived from similar patches; we fuse the features of distant references to perform high-quality super-resolution. We also propose a novel and practical training strategy for reference-based super-resolution. To evaluate the performance of our proposed method, we conduct extensive experiments on our collected CarCam dataset, the Waymo Open dataset, and the REDS dataset, and the results demonstrate our method outperforms state-of-the-art methods.

I. INTRODUCTION

Super-resolution (SR) has broad practical applications in autonomous driving and robotics since it can be used to reconstruct high-resolution (HR) visual images from low-resolution (LR) ones. While image super-resolution [1]–[14] exploits spatial information to recover missing details, video super-resolution (VSR) [15]–[27] needs to utilize additional temporal information from other frames to reconstruct a clear HR video, which can be better used for detecting small distant objects and recover critical information such as license plates.

The typical limitation of existing VSR methods is that only a few neighboring frames are utilized (usually 3 ~ 7 frames) because, compared to utilizing the distant frames or feature maps, it is relatively easier to perform the spatial alignment on the neighboring frames or feature maps to gather information for super-resolution. However, long videos containing relevant content among long-term frames are ubiquitous, especially in driving scenarios, video surveillance, and so on. However, in previous methods, such valuable information in long-term frames is rarely exploited due to the difficulty of spatial alignment, which is caused by various reasons, including the change of camera positions, the appearance difference of the same object, and so on. To solve this problem, we propose to decompose a frame into patches and search for patches (self-exemplars) with similar content but higher resolutions from distance frames. Then the redundant information in distant frames can be fully utilized for super-resolution.

For the spatial alignment, a large portion of previous methods relies on motion compensation [17], [19], [28]–[30]. These methods first perform optical flow estimation or deformable convolution [31] to align the frames and then use aligned frames to reconstruct the image. However, estimating dense motion between two distant frames is difficult. Moreover, imperfect motion estimation often leads to unsatisfactory artifacts in the SR results of these motion-based VSR approaches. Thus, the motion-based methods are not applicable when exploiting long-term information. Another stream of VSR [16], [18], [32] is to use recurrent models to store long-term information. However, these methods usually employ a fixed-size feature vector to store previous content, and thus it is tough to memorize high-frequency long-term details. Our method fully exploits long-term self-exemplars, leading to better super-resolution performance.

According to our observation, patch recurrence exists commonly in a video. Objects may appear small and blurry in one frame but become large and clear in another frame. This is because the distance from the objects to the camera is changing. The patch of a high-resolution object in other frames can be used as a reference for super-resolution.

Thus, we introduce a long-term non-local aggregation method to leverage the most similar patches across frames, as shown in Fig. 1. Because the information contained in the whole sequence is redundant and not easy to be processed directly by a network, we propose a self-exemplar retrieval module to search self-exemplars across frames. In our method, for each frame, we first uniformly divide this frame into several patches. Then, each patch is used as a query to search higher-resolution long-term self-exemplars and short-term self-exemplars with the same resolution. For the long-term self-exemplars, we propose a long-term texture aggregation module to select useful references and initially align them with query. Afterward, we propose a feature alignment module to align the feature maps of these self-exemplars by affine transformations. Moreover, we use a multi-reference fusion module to fuse long-term features. Then, we use a long-term and short-term feature aggregation module to fuse long-term information and short-term information to reconstruct details. Also, we propose a novel training strategy to solve the imbalance problem of data distribution.

Commonly used VSR datasets contain only several frames or have slight camera motion. To demonstrate the effectiveness of our method, we choose the driving scene as a classical application scenario as it has large camera motion.
and evident patch recurrence. We use two datasets of driving scenarios to evaluate the performance of our method. We collected a CarCam dataset that contains 139 video sequences. We also use the public Waymo Open dataset [33]. Our method outperforms state-of-the-art (SOTA) methods on the CarCam and Waymo datasets [33]. Besides, to demonstrate the performance of our proposed method on general scenarios other than driving, we conduct experiments on the REDS dataset [34]. Our method surpasses the SOTA methods on PSNR and has a comparable performance with them on SSIM [35].

Our contributions can be summarized as follows:

• To better exploit redundant information in distant frames, we propose a novel long-term cross-scale aggregation method leveraging self-exemplars.
• We propose several novel modules to enhance the reconstruction performance: self-exemplar retrieval, multi-reference selection and pre-alignment, feature alignment, and a novel and practical training strategy.
• We collected the new CarCam dataset with 139 dashcam videos. The experiments show that our proposed method outperforms state-of-the-art VSR methods.

II. METHOD

Our key observation is that, for low-resolution content, it is highly likely there are similar and clearer high-resolution details in other frames, which provide valuable information for SR. Based on this observation, we propose to exploit the information from distant frames as the reference to super-resolve a video frame. For each patch in the frame to be super-resolved, we first employ Self-exemplar Retrieval module to search the self-exemplars with higher resolution from all the video frames as the long-term self-exemplars and search self-exemplars with the same resolution from neighboring frames as the short-term self-exemplars. Due to the limitation of model capacity, we employ a Pre-alignment and Reference Selection module to select the most valuable references. Afterward, we propose the Multiple Reference Feature Alignment module to align reference features to the LR patch feature. Finally, the features of the input patch and reference patches are fused and fed into the SR network to generate the high-resolution output.

A. Self-exemplar Retrieval

Because the time interval between distant frames can be several seconds, it is difficult to compute accurate motion compensation or align frames precisely. Furthermore, the scale and view angle of an instance may vary significantly in a video, therefore it is hard to obtain correspondence from the whole video by optical flow or object tracking. Thus, we decompose a frame into patches, and perform the patch-level self-exemplar search, without relying on motion compensation. We divide the self-exemplar into long-term and short-term based on the search range.

Long-term self-exemplars. We uniformly divide all the video frames \( M = \{I_1, ..., I_T\} \) into patches with overlap. For one patch \( p \), we search its self-exemplars from \( M \). We first define an increasing scale sequence \( C = \{c|c_1, c_2, ..., \} \), where \( c > 1 \). Then, for each \( c \), we apply bicubic up-sampling on \( p \) using scale \( c \) to get an up-sampled query image \( p_c\uparrow \). We also sequentially apply bicubic down-sampling and up-sampling on all the frames \( M \) using scale \( c \) to obtain blurry frames \( M_c\downarrow \) to match the frequency band of \( p_c\uparrow \). The patch \( p_c\uparrow \) is used as a query to search larger self-exemplars in each frame from \( M_c\downarrow \) using the template matching [36]. After this operation, we obtain the patch \( q_c\downarrow \) from \( M_c\downarrow \) with the highest similarity. The cosine distance is used as the metric of the similarity. Then we extract the patch \( q_c \) from \( M \) with the same spatial location as \( q_c\downarrow \) as the self-exemplar for \( p \) of scale \( c \). The long-term self-exemplars for \( p \) is constructed by \( Q = \{q_c|c_1, c_2, ...\} \).

With this searching method, there may be some patches in \( Q \) that contain irrelevant content of \( p \) which are not suitable to serve as self-exemplars, especially for larger scales in \( C \). These inaccurate exemplars are filtered out using our long-term self-exemplar selection module, which will be discussed later.

Short-term self-exemplars. Like most of the existing VSR methods, the information in the neighboring frames is also involved. For patch \( p \), we use the patch retrieval strategy introduced above to search the most similar patches from their neighboring frames using the scale factor 1. The patch retrieval result is denoted as short-term self-exemplars \( Q_s \).
B. Long-term Texture Aggregation

Irrelevant self-exemplars will bring unwanted noise and result in performance degradation, which is discussed in detail in Sec. III-E. Thus, in this module, the feature of long-term self-exemplars is selected, aligned, and fused.

1) Pre-alignment and Long-term Self-exemplar Selection.

To select the most valuable self-exemplars, directly computing the similarity such as the cosine distance of the patches in $Q$ with $p$ leads to an unsatisfied result because smaller self-exemplars extracted from near frames in $Q$ often have a higher similarity score but provide less high-frequency details. Thus, we design a novel metric to measure the quality of the patches in $Q$.

For each patch $q$ in $Q$, we first up-sample $p$ to $p \uparrow$ to match the spatial resolution of $q$. We apply down-sampling and up-sampling on $q$ to generate $q \downarrow\uparrow$ to match the frequency band of $p \uparrow$. Then a pretrained VGG-19 [37] network $\phi$ is used to obtain features of $p \uparrow$ and $q \downarrow\uparrow$.

Inspired by the feature swapping operation in SRNTT [38], we unfold the features $\phi(p \uparrow)$ and $\phi(q \downarrow\uparrow)$ into $N$ feature blocks for feature matching. The cosine distance is used to measure the similarity between the feature blocks:

$$
\gamma_{g,h} = \left< \frac{B_g(\phi(p \uparrow))}{\|B_g(\phi(p \uparrow))\|}, \frac{B_h(\phi(q \downarrow\uparrow))}{\|B_h(\phi(q \downarrow\uparrow))\|} \right>,
$$

where $B_g(\cdot)$ denotes the $g$-th feature block, and $\gamma_{g,h}$ is the similarity between the $g$-th feature block of $\phi(p \uparrow)$ and $h$-th feature block of $\phi(q \downarrow\uparrow)$. Then we search over all the reference feature blocks:

$$
h^g = \arg\max_h \gamma_{g,h},
$$

$$
\Gamma_g = \gamma_{g,h^g},
$$

where $\Gamma_g$ is the similarity of the $g$-th feature block on $\phi(p \uparrow)$. Different from the feature swapping operation [38], we do not directly swap the feature blocks of $\phi(q)$ to construct the aligned feature map for $p$. Feature swapping takes the average of the swapped features in the overlap regions, resulting in texture corruption as shown in Fig. 3. We use a novel affine transformation-based alignment module to align the reference feature, which will be discussed in detail later.

Then we propose a score function for $q$ to measure the distance between $p$ and $q$ for self-exemplars selection:

$$
D_q(x_g, y_g) = \| x_g - (x_{hs}, y_{hs}) \|^2,
$$

$$
\text{score}(q) = \frac{1}{N} \sum_{p} D_q(x_g, y_g),
$$

where $D_q$ is the distance map for $q$, $N$ is the number of feature blocks for $p$. $(x_g, y_g)$ and $(x_{hs}, y_{hs})$ are spatial
coordinates of \( g \)-th feature block of \( \phi(p↑) \) and \( h^\sigma \)-th feature block of \( \phi(q↓↑) \). If \( q \) matches \( p \), the corresponding feature block pairs should appear at similar positions. Based on this observation, we will filter out patch \( q \) in \( Q \) when \( \text{score}(q) > \delta \) because \( \text{score}(q) \) represents the average distance between corresponding feature blocks. Then the largest \( K \) remaining patches in \( Q \) are selected as \( Q' = \{ q_1', ..., q_K' \} \). If the number of the remaining patches is smaller than \( K \), the patches with the smallest \( \text{score}(q) \) are used for \( Q' \). \( \delta \) is set as 0.1 empirically, and the selection of \( K \) is discussed in Sec. III-E.

2) **Multiple Reference Feature Alignment.** After obtaining multiple references \( Q' \), we abandon the previously commonly used feature swapping align scheme because the information will be corrupted. Moreover, motion estimation can not be directly applied since the time interval between \( p \) and \( q \) may be several seconds, and the viewpoint may change largely. Thus, we propose a new affine transformation based alignment module to align the patches:

\[
\begin{align*}
\theta^* &= \text{argmin}_{\theta} \sum_{g} \| (x_g, y_g) - T(x_{h^\sigma}, y_{h^\sigma}; \theta) \|^2, \quad (6)
\end{align*}
\]

where \( T \) represents the affine transformation, and \( \theta \) is the parameters of \( T \). We use RANSAC algorithms to obtain \( \theta^* \) which minimizes the sum of Euclidean distances between \( (x_g, y_g) \) and transformed \( (x_{h^\sigma}, y_{h^\sigma}) \) in Equation 6.

We use a sequence of residual blocks [39] to extract features \( f_q \) of each \( q' \) and \( f_p \) of \( p \). Then we transform \( f_q \) with the affine transformation parameter \( \theta^* \) to get the aligned reference feature for \( f_p \):

\[
 f^*_q = T(f_q; \theta^*). \quad (7)
\]

**Comparison to feature swapping.** Feature swapping takes the average of transferred textures due to dense sampling. Therefore the original information will be corrupted. As shown in Fig. 3, the text is broken and blurry, although the reference patch contains clear and correct details. While the proposed affine transformation based alignment module keeps the structure and the details of the self-exemplars. For visualization, we swap and transform the images instead of the feature maps.

3) **Multiple reference fusion.** To fuse the transformed feature maps, we use a weight network to predict the weight map of each \( f^*_q \). This network takes the feature map \( f_p \), \( f^*_q \), similarity map \( \Gamma \), and distance map \( D \) as input. Then we use a softmax function to predict a weight map \( w \) for each \( f^*_q \):

\[
 f_{\text{long}} = \sum_{r=1}^{k} w_r \cdot f^*_{q_r}, \quad (8)
\]

where \( f^*_{q_r} \) is the aligned feature map of \( r \)-th \( q' \) in \( Q' \).

**C. Long-term and short-term feature aggregation**

We use a sequence of residual blocks to extract features \( f_{\text{short}}, f_p \) of short-term self-exemplars, and \( p \). The \( f_{\text{long}}, f_{\text{short}} \) and \( f_p \) are concatenated together and fed into an SR network to generate SR output. During training, we adopt the Charbonnier loss [40], which is defined as

\[
\sqrt{\| \tilde{I}_t - I^t_t \|^2 + \epsilon^2}, \quad (9)
\]

where \( \tilde{I}_t \) is the predicted SR result, \( I^t_t \) is the ground truth, and \( \epsilon \) is a small constant. \( \tilde{I}_t \) is obtained by splicing SR results of patches.

**D. Training strategy for data imbalance**

The effectiveness of reference is related to the spatial locations of LR patches. The background region is less likely to have valuable references since the distance between the background and the camera changes slightly. Although the camera is moving, the size variance of the background region is small. Meanwhile, the region near the camera or self-moving objects has a larger probability of having good references.

As the background region occupies a large portion of the image, there is an imbalance in data distribution between regions with good references and regions with normal references.

Suppose we train the network using a regular training strategy, and the network will rely heavily on short-term references without utilizing long-term information.

Thus, we propose a unique training strategy to randomly replace a reference patch with a slightly adjusted ground-truth patch by an affine transformation. This strategy will solve the data imbalance by rebalancing the data distribution of the reference patches. Thus, the network can learn to draw beneficial details from long-term reference features. The probability of the replacing operation is set as 0.3 empirically.

**III. EXPERIMENTS**

**A. Datasets**

Since commonly used datasets usually contain videos captured by slow cameras, thus, these datasets can not demonstrate the ability of our method in exploiting long-term content. Thus, we collect two datasets in driving scenes, including the CarCam dataset and, the Waymo Open dataset [33]. To demonstrate the generalization ability of our method on common scenarios other than driving scenes, we also evaluate our method on a commonly used SR dataset, REDS dataset.

**CarCam dataset.** To demonstrate the effectiveness of our method, we collect a CarCam dataset containing videos captured in different cities using different cameras. Our CarCam dataset contains 139 high-resolution video clips of driving scenarios from YouTube. The videos are captured in multiple cities, including Hong Kong, Paris, Hollywood, and Chicago. Each sequence contains 60 frames, and the shape of the frame is \( 1920 \times 1080 \). The length of each clip is 10 seconds. To evaluate the performance quantitatively, we downsample the videos by a factor of 4 using BICUBIC to obtain LR videos. The frame rate is 6fps.

**B. Implementation Details**

Our model is trained with the Adam optimizer [41] with an initial learning rate of 0.0001. We train the network for 300 epochs and use the Charbonnier loss [40] as the training loss. We use a sequence of residual blocks [39] to extract features from the input frames.

**C. Results and Analysis**

We evaluate our model on the CarCam dataset and the Waymo Open dataset [33]. To demonstrate the generalization ability of our method on common scenarios other than driving scenes, we also evaluate our model on a commonly used SR dataset, REDS dataset.
Waymo Open dataset [33]. We randomly collect 100 sequences within rich texture from the Waymo Open dataset [33]. Each sequence contains 50 frames, and the resolution of the frame is $1920 \times 1280$. We use 70 sequences as training and 30 sequences as testing. The LR videos are downsampled from the original video using BICUBIC.

REDS dataset [34]. To demonstrate the generalization ability of our method on common scenarios other than driving scenes, we use REDS to evaluate our proposed method. REDS is a commonly adopted dataset for video super-resolution evaluation. REDS consists of realistic and dynamic scenes, containing 270 sequences (266 for training and 4 for testing). Each sequence has 100 frames, and the frame rate is 24 fps.

B. Distribution of self-exemplars

To demonstrate that patches in the distant frames are used as the reference for SR, we show the distribution of the frame span between the current frame and the frames where the self-exemplars are from.

In the CarCam dataset, there are 55.99%, 38.27%, 20.45% self-exemplars from frames which have intervals larger than 5 frames, 10 frames, 20 frames. And the percentages are 68.98%, 54.16%, 35.86% for the REDS dataset and 60.17%, 41.18%, 20.99% for the Waymo Open dataset.

According to the distribution shown above, a relatively large part of the self-exemplars are from the distant frames and most of the valuable information in the whole video is utilized in our proposed method.

C. Implementation Details

In the patch retrieval process, the patch size and stride are $32 \times 32$ and 24. All the images are downsampled $2 \times$ for fast searching. The scale sequence $C$ is defined as $[1, 2, 1.4, 1.7, 2.1, 2.5, 2.9, 3.5]$. After searching all the frames in the video, we select the best three long-term references due to the limitation of model capacity. The choice of this number is discussed in detail in Sec. III-E. The number of long-term and short-term references is set as 3 and 2. The backbone of our network is a sequence of residual blocks. The network architecture and training details are provided in the supplement.

We search the self-exemplars from all the video frames. Theoretically, this is the optimal strategy in terms of super-resolution performance. Practically for a faster processing speed during inference, there can be a sliding window containing the previous and following frames to search the self-exemplars. The size of sliding windows can be adjusted based on the motion of the camera and objects.

D. Evaluation

On the CarCam and Waymo Open datasets, we evaluate our method with previous state-of-the-art methods, including PFNL [22], RBPN [18], TDAN [19], TGA [41], MuCAN [42], RSDN [32] and BasicVSR [43]. For a fair comparison, we re-train all the methods on these two datasets carefully except BasicVSR. For the methods without training code, we carefully re-implement them. For BasicVSR, we use the pre-trained model on Vimeo90K. The visual comparison is presented in Fig. 4, and the quantitative results are presented in Table I. The evaluation metrics are SSIM, PSNR, and LPIPS [45].

As depicted in Table I, our method outperforms other methods by at least 0.25dB and 0.40dB on these two datasets. Our method also has a better perceptual quality surpassing others by at least 0.002 and 0.011 in LPIPS. The results demonstrate the effectiveness of our method. Although the LR image is blurry, our method can reconstruct high-frequency details by properly utilizing long-term self-exemplars, while previous methods can not. More visual results are provided in the supplementary material.

We also conduct experiments on REDS to demonstrate our generalization ability. The quantitative comparison is shown in Table II. It is clear that our method surpasses previous methods by at least 0.4dB in PSNR.

Our method can perform well on commonly used video super-resolution scenarios and can yield much better performance when there exists patch recurrence in distant frames.

E. Ablation study

We conduct an ablation study on several components to demonstrate the effectiveness of our proposed method.

Long-term Texture Aggregation Module. We build a baseline without utilizing information in long-term frames (WL). The long-term texture branch is removed. As shown in Table III, the baseline yields 29.129 dB in PSNR and 0.896 in SSIM. Utilizing long-term self-exemplars brings 0.41 dB improvement in PSNR, which proves the effectiveness of the long-term texture aggregation module.

Training Strategy. We build a baseline (WT) without the rebalancing training strategy. As shown in Table III, this strategy improves the result by 0.295 dB. Our proposed strategy resolves the data imbalance problem and helps promote performance when having higher-resolution self-exemplars.

Affine Transformation. As indicated in Sec. II-B.2, directly adopting commonly used feature swapping [38] instead of affine transformation (WA) will result in content corruption as shown in Fig. 3. As feature swapping unfolds a feature map into $3 \times 3$ patches and overlaps the transferred texture, the clear content will be broken. As shown in Table III, using affine transformation brings 0.417 dB improvement.
Fig. 4. Visual comparisons among different super-resolution methods on our CarCam dataset. More visual results are provided in the supplement.

| Method  | BICUBIC | RCAN [44] | ToFlow [30] | DUF [30] | EDVR [17] | MuCAN [42] | BasicVSR [43] | Ours   |
|---------|---------|-----------|-------------|---------|-----------|-------------|---------------|-------|
| Clip,000| 24.55/0.6489 | 26.17/0.7371 | 26.52/0.7540 | 27.30/0.7937 | 27.78/0.8156 | 27.99/0.8219 | 28.39/0.8610 | 28.61/0.8090 |
| Clip,011| 26.06/0.7261 | 29.34/0.8255 | 27.80/0.7858 | 28.38/0.8056 | 31.60/0.8779 | 31.84/0.8801 | 32.46/0.9049 | 32.10/0.8786 |
| Clip,015| 28.52/0.8034 | 31.85/0.8881 | 30.67/0.8609 | 31.55/0.8846 | 33.71/0.9161 | 33.90/0.9170 | 34.22/0.9272 | 34.01/0.9152 |
| Clip,020| 25.41/0.7386 | 27.74/0.8293 | 26.92/0.7953 | 27.30/0.8164 | 29.74/0.8809 | 29.78/0.8811 | 30.60/0.9093 | 30.41/0.8786 |
| Average | 26.14/0.7292 | 28.78/0.8200 | 27.98/0.7990 | 28.63/0.8251 | 30.71/0.8726 | 30.18/0.8750 | 31.42/0.9077 | 31.28/0.8703 |

TABLE III

| Ablation Study on CarCam. WL: without long-term frames; WT: without rebalancing training; WA: without affine transformation. |
|-------------|----------|----------|----------|----------|----------|----------|----------|
| WL | WT | WA | Full Model |
| SSIM↑  | 0.896  | 0.898  | 0.896  | 0.904 |
| PSNR↑  | 29.129 | 29.247 | 29.125 | 29.542 |

F. Efficiency analysis

The average search time of one patch for one scale is 0.24 seconds on a single CPU thread and single GPU. And the RANSAC algorithm is conducted only on the selected patches, which costs 0.0156 seconds for each patch. Since the self-exemplar search and RANSAC for each patch and each scale is independent, this processing can be significantly accelerated by multi-threading and multi-GPU parallel processing.

G. As a Post-Processing

Our method can serve as a post-processing of existing methods to further improve previous methods by exploiting long-term information. We conduct experiments on the BasicVSR [43] which is currently the state-of-the-art video super-resolution method. The output of the BasicVSR is used as the input of our method. As shown in Table IV, after our post-processing module, the performance is further increased. It is demonstrated that long-term information should be used for a better super-resolution result.

IV. Conclusion

The critical contribution of our proposed method is the exploitation of the long-term content in all the frames of a video, while the previous methods focus on the fusion of short-term information. In this paper, we have proposed a novel video super-resolution method with long-term cross-scale aggregation by utilizing self-exemplars across distant frames. We propose a novel long-term texture module to select, align, and fuse features derived from similar patches. We fuse the features of both long-term and short-term references and propose a novel training strategy for the data imbalance problem. Extensive experiments demonstrate the effectiveness of our proposed method. Our method has many potential applications beyond car camera scenarios, such as hand-held videos, drone videos, and surveillance.
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