Pose-GNN: Camera Pose Estimation System Using Graph Neural Networks
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Abstract—We propose a novel image-based localization system using graph neural networks (GNN). The pretrained ResNet50 convolutional neural network (CNN) architecture is used to extract the important features for each image. Following, the extracted features are input to GNN to find the pose of each image by either using the image features as a node in a graph and formulate the pose estimation problem as node pose regression or modeling the image features themselves as a graph and the problem becomes graph pose regression. We do an extensive comparison between the proposed two approaches and the state of the art single image localization methods and show that using GNN leads to enhanced performance for both indoor and outdoor environments.

I. INTRODUCTION

Camera pose estimation is one of the common methods for localizing an agent in any environment. It is a part of the simultaneous localization and mapping (SLAM) system where an agent can be equipped with multiple sensors and use them to localize itself in an unknown environment and build a map simultaneously. Camera pose estimation can be also used for relocalization if the agent loses tracking of its pose and needs to localize itself again which requires the system to be accurate and simple. Classical camera pose estimation systems rely on either 2D-2D or 2D-3D matchings. Handcrafted features such as speeded-up robust features (SURF) [1] and oriented fast rotated brief (ORB) [2] of the consecutive images are matched to find the relative pose between them [3]. For 2D-3D methods, a 3D model of the environment built using structure from motion (sfm) [4] or point clouds is used to match between the 2D image features and the 3D model and the pose is estimated using n-point algorithm [5] inside a RANSAC loop [6]. To enhance the performance of the pose estimation, machine learning techniques are used without the need for extracting hand-crafted features or matching the images which is susceptible to errors and drift. Neural networks are used for the pose estimation tasks by either directly regressing the pose of the single image or by regressing scene coordinates by constructing the depth map of every pixel. The later methods can lead to similar or better results compared to the classical pose estimation methods but they require very complex training procedure and a ground truth depth map during training.

Our work belongs to the single image pose estimation system, however, for the first time according to the authors’ knowledge, to use the graph neural network (GNN) for image pose estimation. GNN is a class of neural networks that learn to do tasks by aggregating the features of graph structured data. A graph \( G = (V, E) \) is defined as a set of nodes or vertices \( V \) and connections between these nodes or edges \( E \). Each node is associated with features which is processed initially by GNN. The purpose of GNN is to update the node representation through multiple layers by aggregating the information of the neighbors of every node through message passing to have final hidden features for every node [7]. Nodes representation can be updated using recurrent neural networks (RecGNN) [8] or using multiple forms of convolution (ConvGNN) [9]. The final node representation can be used for many tasks including node level tasks where there is a label for every node such as semi-supervised node classification [10] or graph level tasks where there is one label for the whole graph such as molecule property regression [11].

A. Contribution

Single image pose estimation networks mostly use pretrained convolutional neural networks with the addition of more layers and use transfer learning to train the overall structure in an end to end fashion. We propose a new pipeline to this process. Firstly, instead of training the pretrained CNN again, we show that the pretrained features are good enough for pose estimation task without further fine-tuning. Secondly, instead of using fully connected layers [12] or LSTM layers [13], we leverage the power of GNN to process the pretrained features. We propose two novel approaches to model the image features with ConvGNN:

1) Image as a node (node-pose).
2) Image as a graph (graph-pose).

For the node-pose approach, the second to last layer features vector of pretrained ResNet50 [14] are extracted for every image which will be used as the representation of every image as a node in a big graph which contains connections between neighboring images based on the similarity between the pretrained features. The ConvGNN is trained to regress the pose of every node in the graph. The second approach deals with image as a graph where instead of extracting the flattened pretrained features, the intermediate feature maps of ResNet50 are extracted for each image and then converted into
a graph structured data by connecting the nearest neighbors of the features and ConvGNN is used to to regress the pose of each graph.

We do extensive experiments using both indoor and outdoor datasets and show the superiority of both systems compared to the state of the art and the advantages of using either approach for pose estimation.

II. RELATED WORK

In feature based image localization methods, features are extracted and matched using feature detectors and descriptors. ORB descriptors are used in [13], [15] to find the correspondences between consecutive frames and then using 8-point algorithm to find the relative poses. Other techniques [16], [17] use the 2D-3D correspondence between the 2D image and the 3D model using, e.g., structure from motion (sfm) to solve finding pose problem [18]. For direct methods, the whole image information is used in [19] which leads to a denser map. In addition, the work [20] uses image retrieval techniques to search for the similarity between the current image and images in the database, then find the relative poses. Learning-based SLAM techniques are being enhanced day after day, especially for pose estimation problems. For example, transfer learning [21] and the pretrained GoogLeNet [22] are used in [12] to find the absolute pose of the camera. Similar architecture were implemented in [23] with long-short term memory (LSTM) [24] to memorize good features which help finding the absolute pose. Further, pretrained ResNet-34 [14] is applied for regressing camera pose in [25] by adopting encoder-decoder architecture with skipped connections to move the features from the early layers to the output layers. CNN architecture and image retrieval techniques are combined in [26] in which the proposed model contains two subnetworks, the representation part which learns to represent the image with fixed length vector for the image retrieval task and the regression subnetwork which finds the relative pose between the query image and the retrieved image. VidLOC [27] proposes a video localization architecture using the combination of CNN and Bidirectional LSTM to find the absolute pose of each image in videos with different lengths. Finally, to reduce the training complexity, many ideas are proposed using SURF descriptors with both CNN and LSTM [28], [29], [30] and Linear regression [31] to learn the pose of single images.

III. GRAPH NEURAL NETWORK FOR IMAGE POSE ESTIMATION

A. Convolutional graph neural network (ConvGNN)

ConvGNN relies on doing convolutions on the sparse graph structure which is different from the image convolution with defined grid structure. Convolution is usually done in two ways:

1) Spectral convolution (Spectral ConvGNN)
2) Spatial convolution (Spatial ConvGNN)

1) Spectral ConvGNN: For undirected graph with adjacency matrix $A$ and a degree matrix $D$ which is the sum of neighbors to every node $D_i = \sum_j A_{ij}$, we can use the normalized graph Laplacian matrix $L = I_n + D^{-0.5} A D^{-0.5}$ to approximate the graph convolution using Fourier transform properties [7]. There are many implementations and approximations to spectral ConvGNN such as GCN [10] and ChebNet [32]. In our experiments, we use GCN for its simplicity and proven performance in multiple applications [33]. GCN follows the node representation update as

$$x' = \hat{D}^{-0.5} \hat{A} \hat{D}^{-0.5} X \theta$$

where $x'$ is the new nodes features representation, X is the current nodes features, $\hat{A} = A + I_n$ is the adjacency matrix with added self loops (node is connected to itself), $\hat{D}$ is the node degree matrix where $\hat{D}_i = \sum_j \hat{A}_{ij}$ and $\theta$ is the learning parameters or the weights.

2) Spatial ConvGNN: Instead of relying on the spectral theory to approximate the convolution operation, spatial methods try to use the same convention of convolution done on regular grid structures like images which is simple aggregation of neighbors such as addition, product, minimum and maximum. Many spatial ConvGNN implement different aggregation criteria including GraphSage [34], Graph attention networks (GAT) [35] and Weisfeiler and Leman-GNN (WL-GNN) [36]. We use WL-GNN for implementing our systems as it has a different set of weights for the central node than the neighbors which helps improve the performance according to [37]. WL-GNN has the following node update formula

$$x'_i = \theta_1 x_i + \sum_{j \in N(i)} \theta_2 x_j$$

where $x'_i$ and $x_i$ are the new and current representation of node $i$, $\theta_1$ and $\theta_2$ are the weights for the central node $i$ and the neighbors $j$ to node $i$ lying in the set $N(i)$ of all neighbors to node $i$.

B. Image as a node (node-pose)

Fig. 1 shows the details of the first architecture where images are modeled as nodes in a graph. To designate an image as a node, each image should be represented by a feature vector which is used as the initial features of the node. CNN architectures that are trained on a big image classification dataset for days are proven to act as a backbone to many applications, providing an initial feature set to start with. Here, we use ResNet50 CNN architecture [14] that is widely used in many applications. Images are input to pretrained ResNet50 and the output of the second to last layer is taken as the feature vector of size 2048 for each image.

1) Training: For $N$ training images with size $(N \times 224 \times 224 \times 3)$, pretrained features are extracted to a total size $(N \times 2048)$. Next, the pretrained features representation is converted into a graph structure by building connections (edges) between images in the form of binary adjacency matrix. We use K-nearest neighbors (KNN) algorithm [38] to search for the nearest K neighbors of every image based on the $L_2$
distance between every image’s pretrained features. For two images $I_i, I_j$ with pretrained feature representation $x_i$ and $x_j$, the $L_2$ distance is calculated as

$$d(I_i, I_j) = d(x_i, x_j) = \sqrt{\sum_{n} (x_{in} - x_{jn})^2}$$

where $n$ is the dimension of the pretrained features, i.e., 2048. The images with the smallest $K$ distances are assigned as neighbors. Following, we use the feature matrix of the images $X \in \mathbb{R}^{N \times 2048}$ and the binary adjacency matrix $A \in \mathbb{R}^{N \times N}$ as input to the GNN. There are 3 graph convolutional layers (Gconv). The first layer accepts the node feature representation of size 2048 and learn new features of size 256 by aggregating the neighboring features of each node according to (1). Following, new hierarchical features are learned in Gconv2 and Gconv3 of sizes 128 and 64 respectively. The output of the last Gconv layer (Gconv3) is fed to the final fully-connected layers of size 3 and 4 for position $p = [x, y, z]$ and orientation $q = [q_w, q_x, q_y, q_z]$ in quaternion form. The $L_2$ loss function to learn the pose of the images is given by

$$\text{loss}(X) = ||\hat{p} - p||_2 + \alpha||\hat{q} - q||_2$$

where $\alpha$ is used to balance the scaling between position and orientation. We choose the value of $\alpha$ to be 200 for outdoor environments and 10 for indoor environments.

2) Testing: After training is done and the weights of the model are saved, testing can be done for single or multiple images different than the training data. Specifically, for one or multiple testing images, pretrained features are extracted with size 2048. Then, the K-nearest images from the training image set are identified to construct a new graph containing the testing images and the K nearest training images by finding the $L_2$ distance between the pretrained features expressed in (3). Finally, the saved model is used to aggregate information from the testing images and their neighbors and regresses the poses of the testing images.

C. Image as a graph (graph-pose)

Here, instead of dealing with images as nodes in a graph, we represent the images themselves as graphs. So if we have $N$ images, we will have $N$ small graphs instead of one big graph with $N$ nodes. To represent the image as a graph, we need to decompose the image into a set of nodes and construct connections or edges between them. Dealing with the original image is not a feasible solution as it contains thousands of pixels that can be candidate nodes. In our system, we use ResNet50 pretrained CNN to extract feature nodes of the input image. All the images are input to ResNet50, then, instead of extracting the second to last flattened features, we extract the intermediate feature maps with general size $L \times W \times d$ denoting for the length, width and depth. These feature maps result from downsampling the input image through convolution, pooling and nonlinear activation function at the different layers with different number of convolutional filters. The details of the graph-pose system are shown in Fig. 2 where the input image is fed to ResNet50 and feature maps of the intermediate layers are extracted. ResNet50 consists of 50 layers: 1 flattened layer and 49 different feature maps that can be used as input to GNN. We use the feature maps from the layer before the flattened features with size $7 \times 7 \times 2048$. These feature maps can be reshaped to $49 \times 2048$ and be represented as a graph that contains 49 nodes with features vector of size 2048 for each of them. Next, edges between different nodes are constructed using the K-nearest neighbors with $L_2$ distance criteria between different nodes. For training this system, we use the same $L_2$ loss in (4).

IV. DATASETS

For testing the proposed systems in different conditions, we use one indoor dataset and one outdoor dataset:

1) The 7 scenes dataset \cite{39} consists of 7 different scenes ranging from small area, low field of views images to wide areas and complex scenes. Each scene contains the
training images and testing images with their ground truth poses.
2) The Cambridge dataset [40] contains multiple scenes from outdoor environments with multiple images for training and testing along with the ground truth poses.

V. DESIGN ANALYSIS

In this section, we discuss the effect of multiple design consideration on the localization accuracy including the choices of the pretrained dataset, the type of ConvGNN and the number of neighbors.

A. Pretrained features and types of ConvGNN

For both node-pose and graph-pose architectures, we employ ResNet50 CNN to extract the features of the input images which is pretrained on large image dataset. ImageNet dataset [41] and Places dataset [42] are used as two pretrained datasets and study the effect of using them on the positional error of both the 7 scenes and Cambridge datasets. The position error of two types of ConvGNN, spectral ConvGNN (GCN) and spatial ConvGNN (WL-GNN), is shown in Fig. 3. Multiple observations can be concluded from Fig. 3:

- Using ImageNet dataset always produces better results for indoor scenes than Places dataset.
- Using Places dataset gives lower error for outdoor scenes.
- WL-GNN outperforms GCN across all scenes and for both systems.
- Node-pose architecture performs better than graph-pose system.

Here, we discuss the above-mentioned observations in details. Firstly, ImageNet dataset is an object classification dataset that contains mostly one type of objects with simple scenes while Places dataset is a scene classification dataset with more complex scenes, many objects and mostly outdoor images. This can be one reason why ImageNet dataset pretrained features perform well for indoor scenes where the images contain few objects and scenes are not complex. On the other hand, Places dataset pretrained features work well for outdoor...
scenes where the scenes are more complex and the images contain many objects. Secondly, we observe the superiority of WL-GNN over GCN for all scenes. One big difference between WL-GNN and GCN is that WL-GNN gives a different set of weights to the central node than the neighbors in contrast to GCN that applies the same set of weights to all nodes. As mentioned in the benchmark paper [37], learning separate weights for central nodes is beneficial to the learning process and provide better results for multiple tasks and datasets. Finally, node-pose system provides better results since multiple images are used as neighbors for the final decisions while only the current image information is used by graph-pose architecture without connecting to neighboring images.

B. Effect of the number of neighbors

Both of the proposed GNN systems rely on aggregating the information between the central node and its neighbors where the number of neighbors is a hyperparameter we need to tune. Fig. 5 shows the relation between the number of neighbors and median position error for the 7 scenes dataset (Heads and Fire scenes) on the right y axis and the Cambridge dataset (Kings and Shop scenes) on the left y axis for both the node-pose architecture (left) and graph-pose architecture (right). For clarity, the notion of neighbors differs for the two systems. The neighbors for the node-pose system are images with similar pretrained features. However, for pose-graph, the neighbors are similar elements from the pretrained features map. Firstly, for the node-pose system, we can see in Fig. 5 that in the indoor Heads and Fire scenes, more than 35 neighbors are needed to reach the lowest positional error while less than 10 neighbors are used to achieve the best accuracy for the outdoor Kings and Shop scenes. One reason for such phenomenon is that the distance between consecutive images for the outdoor scenes is much higher than the indoor scenes. This means more neighbors for outdoor scenes will be far from each other which will not help localization. However, for the indoor scenes, the camera moves very slowly and adding more neighbors up to a certain number will be beneficial and help localization as they will be close to the central node. Moreover, Fig. 4 shows the same observation that the neighbors for the indoor scenes are closer than the outdoor scenes. In Fig. 4 2 nodes from the training set and 2 nodes from the test set for each scene along with their neighbors from the training set are visualized. In the case of the Heads scene, we can see that the positions of training nodes (in cyan and yellow) are very close which validates our claim that similar pretrained features of images leads to close positions. However, for the test nodes, as we find their nearest neighbors from the training set, we can see that the neighbors are not as ideal as the training nodes but they lie on the same area of the testing node. For the Kings outdoor scene, although the connected positions are not very far from each other, they are not very close either contrary to the indoor scene case. This happens because the overlap between images is lower than the indoor scene and the distance between consecutive images is higher.

Secondly, despite the different neighbors representation for the graph-pose system, the same behaviour is present as shown in Fig. 5 where using more than 40 neighbors gives the best performance for indoor scenes and the lowest error for outdoor scenes is achieved using less than 10 neighbors. This behaviour is preserved since for indoor images, the field of view of images is small which can enable us to relate more pixels or features together than the outdoor images whose field of view is very wide and lower features from the images can be related as neighbors.

VI. PERFORMANCE ANALYSIS

We validate the performance of the two proposed systems with the state of the art single image localization systems for all the scenes of the 7 scenes dataset and the Cambridge dataset in terms of median position error (m) and median orientation error (deg) using both ImageNet and Places pretrained datasets in Table I. As seen, the node-pose system outperforms all the other methods for the 7 scenes dataset for both position and orientation reaching average error of 0.18m/7.5° using ImageNet pretrained features. Moreover, node-pose outperforms all the other methods using Places pretrained features for the orientation calculation of the outdoor scenes with
an average error of 3.76° and reaches comparable results to PN L-W and LSTM. PN for the position error with only few centimeters difference and outperforming all the other methods. We can notice the same observation mentioned in Subsection V-A that using Places dataset is better for outdoor scenes while ImageNet pretrained features perform better for the indoor environments. For graph-pose system, we observe that although node-pose system outperforms it, the graph-pose system still outperforms all the other methods for the 7 scenes dataset. However, for the Cambridge outdoor dataset, the graph-pose architecture does not perform as well as for the indoor scenes but produce comparable results to the other localization methods.

VII. CONCLUSION

In this paper, a novel image based localization system using graph neural networks has been proposed. Image features from the pretrained ResNet50 CNN architecture are used as either node features in a graph or as a one graph. Experiments for indoor and outdoor scenes have been done using multiple pre-trained datasets and multiple types of GNNs. It has been found that representing images as nodes in a graph and learning the pose from neighbouring nodes leads to lower localization error for indoor and outdoor scenes than representing images as a graph. Moreover, using the central node features with a different set of weights than its neighbours can enhance the training and produces better results. Finally, for outdoor scenes, features from the Places dataset perform the best while features from ImageNet dataset produce the best results for indoor environments.
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