Floquet control of optomechanical bistability in multimode systems
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Cavity optomechanical systems enable fine manipulation of nanomechanical degrees of freedom with freedom, adding operational functionality and impacting their appeal in photonic technologies. We show that distinct mechanical modes can be exploited with a temporally modulated laser drive to steer between bistable steady states induced by changes of cavity radiation pressure. We investigate the influence of thermo-optic nonlinearity on these Floquet dynamics and find that it can inhibit or enhance the performance of the coupling mechanism in contrast to their often performance limiting character. Our results provide new techniques for the characterization of thermal properties and the control of optomechanical systems in sensing and computational applications.

Introduction.—Cavity optomechanics employs optical forces to exert control over optical and mechanical degrees in micro-mechanical systems and is a contemporary research field with outstanding progress [1]. Prototypically, an optomechanical system consists of a single mode of the electromagnetic radiation field, e.g., within a high-finesse optical cavity [2], interacting with the motion of a harmonic oscillator by means of the radiation pressure force [3]. The optomechanical interaction has been used to cool the motion of the mechanical system down to its ground state [4, 5] and generate quantum entanglement between mechanical oscillators [6, 7]. On the other hand, it is also possible to transfer energy from the optical field into the mechanical oscillator which leads to self-sustained oscillations and lies at the heart of synchronization phenomena in optomechanics [8–18]

Such systems may also find technological use; synchronized optomechanical arrays, for example, could act as high-power and low-noise on-chip frequency sources [15], proof-of-concept isolators and directional amplifiers for microwave radiation were produced [19–22] as well as bidirectional conversion between microwave and optical light was shown [23]. Other potential application of uniformly driven optomechanical systems lie in the non-linear behaviour which can create an effective double-well potential for the mechanical degree of freedom resulting in the optomechanical bistability [24, 25]. Nanomechanical elements which can controllably be put into distinct mechanical states can act as memory cells which are quintessential for possible nanomechanical computing devices [26–28]. As these devices reach the nanoscale this can cause competitive information densities which can be operated at frequencies in the GHz range [26]. In addition, an optomechanical realization will be operated fully optically while being resistant to magnetic perturbations [28].

The study of non-uniform optical driving schemes resulted recent advances in optomechanics driven by theoretical advances with the Floquet approach [29, 30]. It enables non-reciprocal transfer of phonons [31] leading to topological transport of phonons via synthetic gauge fields [32–34], allows quantum states to be transferred from one mechanical element to another [35], and to entangle such elements [6]. These temporal control schemes also allow to overcome mode-competition inhibiting multiple mechanical modes to simultaneously experience amplification resulting in mode-locked lasing of degenerate modes [36]. Additionally, recent studies investigated the characterization of the cavity’s thermal properties based on Floquet techniques and measurement effects on the quantum mechanical properties in the mechanical ground state [37–41]. In this letter, we show that the Floquet driving approach offers dynamical control of the optomechanical bistability in multimode settings which presents a useful tool in the manipulation of optomechanical systems.

We derive a spectral method that incorporates thermo-optical effects which suggest that thermo-optical effects can inhibit or even improve the control and underpin its predictions with experimental results. Finally, we explore their use for elementary phononic memory elements, frequency sensing and discuss logic elements generalizations.

Model.—We consider the collective dynamics of a system consisting of $N$ mechanical modes coupled to one optical mode, which is described by the optomechanical Hamiltonian

$$\hat{H}_S/\hbar = \omega_{\text{op}} \hat{a}^\dagger \hat{a} + \sum_{j=1}^{N} (\Omega_j \hat{b}_j^\dagger \hat{b}_j - g_j \hat{a}^\dagger \hat{a} (\hat{b}_j + \hat{b}_j^\dagger)).$$

with $\hat{a}$ ($\hat{b}_j$) the optical (mechanical) annihilation operator, $\omega_{\text{op}}$ ($\Omega_j$) the corresponding resonance frequencies, and $g_j$ the vacuum optomechanical coupling rates. The laser driving the optics is modelled by extending the Hamiltonian with $i\hbar [\mathcal{E}_{\text{drive}}(t) \hat{a}^\dagger - \mathcal{E}_{\text{drive}}^*(t) \hat{a}]$, where the driving laser $\mathcal{E}_{\text{drive}} = \mathcal{E}_0 e^{i\omega t}$ is subject to optical modulation $\mathcal{E}_{\text{drive}}(t) = \mathcal{E}_{\text{in}}(t) / T(t)$. We assume a Mach–Zehnder modulator (MZM) whose transfer characteristic $T(t) = e^{i\theta(t)} (1 + e^{i\theta(t)}) / 2$ implements intensity modulation for $\phi(t) = -\pi / 2 + d \cos(\theta(t))$ and can be expressed in terms of the Bessel functions of the first kind $J_n(d)$ using the Jacobi-Anger expansion

$$\frac{T(t)}{e^{i\phi(t)}} = \frac{1 - iJ_0(d)}{2} + \sum_{n=1}^{\infty} i^{n+1} J_n(d) \cos(n\theta(t)), \quad (2)$$

with $\theta(t) = \Omega \mod t + \theta_0$. This indicates that an increasing modulation depth $d$ involves increasingly many driving tones beyond the usual first order expansion [37–42].
Employing the standard procedure of appending bath degrees of freedom and tracing them out [1] results in quantum Langevin equations. These are separable into mean field and fluctuation components \( \dot{\hat{a}}(t) = i\omega_{op} \hat{a}(t) + 2i\alpha(t) \) and \( \dot{\hat{b}}_j(t) = \beta_j(t) + \hat{b}_j(t) \), with mean fields obeying
\[
\dot{\hat{a}} = \{-i\left[\Delta - \sum_{j=1}^{N} g_j R(\beta_j)\right] - \kappa/2\} \hat{a} + \mathcal{E}_0 T e^{-i\phi_0},
\]
\[
\dot{\beta}_j = -(i\Omega_j + \Gamma_j/2) \beta_j + ig_j |\hat{a}|^2.
\]
Here, \( \Delta = \omega_{op} - \omega_L \) denotes the detuning of the central laser frequency from the optical resonance and \( R(z) = z + z^* \).

In addition to the dispersive optomechanical coupling, the cavity in experimental setups absorbs photons and heats up which in turn changes its refractive index and geometry. We acknowledge and model the heating process by the dynamics of the temperature deviation \( \delta T(t) = g_{abs} |\hat{a}|^2(t) - \gamma_{th} \delta T(t)/2 \) and the resulting shift of the optical cavity frequency \( \omega_{op} \approx \omega_{op}(T) + \frac{\partial \omega_{op}(T)}{\partial T} \delta T(t) = \omega_{op} + g_T \delta T(t) \), due to this photo-thermo-refractive-shift mechanism (PTRS) [37–42]. Here, \( g_{abs} \) denotes the temperature change due to linear photon absorption, \( \gamma_{th} \) the thermalization rate, and \( g_T \) parametrizes the linear thermal shift of the optical frequency. The mean field equation for the mechanical field \( \beta(t) \) and the temperature deviation \( \delta T(t) \) can be solved in terms of the mean intensity \( |\hat{a}|^2(\omega) \) in Fourier space. Since the equation for the mean optical field \( \hat{a} \) is periodic in time, we choose a Floquet ansatz and express \( \alpha \) as a truncated Fourier series \( \alpha(t) = \sum_{n \in \{-D,...,D\}} \alpha_n e^{-int\mod T} \), where \( \alpha_n \) is periodic in time, \( \gamma_{th} \) the thermalization rate, and \( g_T \) parametrizes the linear thermal shift of the optical frequency. The mean field equation for the mechanical field \( \beta(t) \) and the temperature deviation \( \delta T(t) \) can be solved in terms of the mean intensity \( |\hat{a}|^2(\omega) \) in Fourier space. Since the equation for the mean optical field \( \hat{a} \) is periodic in time, we choose a Floquet ansatz and express \( \alpha \) as a truncated Fourier series \( \alpha(t) = \sum_{n \in \{-D,...,D\}} \alpha_n e^{-int\mod T} \), where \( \alpha_n \) is periodic in time, \( \gamma_{th} \) the thermalization rate, and \( g_T \) parametrizes the linear thermal shift of the optical frequency.

The resulting Floquet susceptibilities \( \tilde{\chi}_m^{-1} = -[i(\Omega_j - \Omega_{mod}) + \Gamma_j/2] \) and the optical susceptibility \( \tilde{\chi}^{-1} = -[i(\Delta - \sum_j [\hat{a}_0]^2 i(\tilde{\chi}_m^{-1}) / |\tilde{\chi}_m^{-1}|^2 + \kappa/2)] \) where we denote \( \Theta(\tilde{\delta}) = \tilde{\delta} + \delta \Theta \) and \( \Theta(z) = i(\tilde{z} - z) \). Using the input–output relations for the relevant contributions to the optical field \( \hat{a}_{out}(\omega) = \hat{a}_{in}^{(0)}(\omega) - \sqrt{\tilde{\kappa}}(\hat{a}_{in}(\omega)) \) with input noise \( \Theta(\hat{a}_{in}(\omega)) = \delta(\omega - \omega') \delta_{u_n \delta m_p} \hat{\eta}_{in}^{(m)} \) yields the stationary power spectral density of the experimentally accessible output field
\[
S(\omega) = \tilde{S} + \sum_{n,j} \frac{\kappa \gamma_j^2}{[\omega - \Omega_j + \Gamma_j/2]} \frac{2\tilde{\kappa}}{\delta n_{in}^2} \frac{\delta_{u_n \delta m_p}}{[\omega - \Omega_j + \Gamma_j/2]} [\delta_{u_n \delta m_p} n_{in}^2]
\]
consisting of a noise floor \( \tilde{S} \) and multiple Lorentzian peaks at \( \Omega_j = \omega_j + \Omega_{mod} \). In sideband unresolved systems (\( \kappa \gg \Omega_{mod} \)), these are filtered equally by the Lorentzian cavity density of states with effective detuning \( \tilde{\Delta} = \Delta + \sum_{j \neq m} 2 \tilde{\kappa} n_j^2 / \Omega_j \), due to static radiation pressure for \( \Gamma_j \ll \Omega_j \). Consequently, the spectrum displays the mean field amplitudes \( |\hat{a}_n|^2 \) in leading order.

**Results with one mechanical mode.**—Aiming to observe the
model dynamics with one mechanical mode, we use a 265 nm
thin InP $10 \times 20 \mu m^2$ membrane suspended over a rib silicon
waveguide via a 250 nm air-gap illustrated in Fig. 1 (a). The
membrane is pierced with a 2D photonic crystal at the
center of which two L3 defect cavities are designed. These
defects, shown in the inset of Fig. 1 (a), allow localized photonic
modes to be evanescently driven from the waveguide. The
optical channel transmission spectrum is measured by injecting
a broadband light source into the waveguide gratings termina-
tation. The transmitted field is collected and sent to a monochro-
mator. The normalized transmission spectrum is plotted in
Fig. 1 (b). We fit the data using the coupled mode theory(CMT) of two waveguide-coupled photonic cavities [44] and
ignore the right most feature. From the fit, the bonding and an-
tibonding modes central wavelengths are found to be respec-
tively $\lambda_- = 1557.27$ nm and $\lambda_+ = 1565.55$ nm, with total
quality factors $Q_\text{tot}^- \approx 380$ and $Q_\text{tot}^+ \approx 3240$. The discrep-
ancy between fit and data around 1570 nm is due to imper-
fect alignment of the injection and collection fiber tips with
regard to the SOI gratings. The distributions of the electric
field transverse component are simulated for both modes and
shown in Fig. 1 (b). We place the chip in a vacuum chamber
pumped below $10^{-5} \text{ mbar}$ and perform all the following
measurements at room temperature.

To access the mechanical noise spectrum of the suspended
membrane, a tunable laser resonantly drives a given optical
mode (dashed vertical lines in Fig. 1 (b)). The output sig-
nal is filtered, sent to a low noise amplifier (LNA), and cou-
ped to a low-sensitivity photodetector. We measure the re-
sulting RF signal with an electrical spectrum analyzer (ESA).
The suspended membrane sustains several mechanical modes
with frequencies ranging from 4 MHz to more than 100 MHz.
These resonances are coupled with the optical modes through
optomechanical couplings of dissipative and dispersive na-
ture [45]. As illustrated in Fig. 1 (c), the mechanical spec-
trum can be accessed by driving either the bonding (light
blue) or antibonding (dark blue) optical mode. In this work
we focus on the fundamental mode with central frequency
$\Omega_1/2\pi = 4.330$ MHz and mechanical linewidth $\Gamma_1/2\pi = 6$

Before injecting into the system, the laser with wavelength
$\lambda_L = 1565.75$ nm passes a Mach–Zehnder modulator (MZM)
in which we input a RF signal $V(t) = V_{\text{mod}} \cos\Omega_{\text{mod}}t$. The
modulation depth is $d = \pi \times V_{\text{mod}}/V_\text{r}$ with the calibrated
half-wave voltage $V_\text{r} = 7.0$ V. We record the output optical
field noise spectrum as illustrated in Fig. 2 (a). The resulting
experimental diagrams using a modulation depth of $d = 0.89$
are depicted in Fig. 2 (b). The top figure shows the result for the
input power $P_{\text{in}} = 1.3$ mW which corresponds to the
center of the previously characterized thermo-optic bistability
(see Supplemental Material). We observe modulation side-
bands surrounding the mechanical peak, with imbalanced am-
plitudes due to thermo-optical effects. For comparison, the
identical measurement realized in the low-power situation is
shown in the bottom of Fig. 2 (b). In this case, only one pair of
sidebands with weak and balanced amplitudes are recorded.
The numerical prediction by Eq. (6) with $g_1 = 1$ MHz,
$\Omega_1/g_1 = 4.34$, $\Gamma_1/g_1 = 6 \times 10^{-3}$, $\kappa/g_1 = 5.45 \times 10^3$,
$\Delta/g_1 = 6.60 \times 10^3$ neglecting higher order contributions
(See Supplemental Material) is presented in the top of Fig. 2
(c) showing qualitative agreement with the experiment at large
input power. We employ a drive of $E_0/g_1 = 1.85 \times 10^4$
and modulation depth $d = 1.35$ in addition with the thermo-
optical coupling strength $g_\text{res}^2 = 2.3$ and thermalization
rate $r_{\text{th}} = 4.25 \mu s$. We find that $\Omega_{\text{mod}}$ allows control over
the transduced modulation comb. This effect requires suffi-

FIG. 2: (Color online) Floquet dynamics of a single-mode optomechanical system (a) Schematic of an optomechanical cavity
driven with a modulated laser field. (b) Experimentally measured noise spectra centered at the mechanical frequency
$\Omega_1/2\pi = 4.330$ MHz for $P_{\text{in}} = 1.3$ mW (top) and $P_{\text{in}} = 325 \mu W$ (bottom) mapped over the modulation frequency $\Omega_{\text{mod}}$. (c)
Theoretically predicted noise spectra for varying $\Omega_{\text{mod}}$ employing high (top) and low (bottom) optical power. (d) Horizontal
section of the respective diagrams of measured spectra (green) and numerical results (black) at $\Omega_{\text{mod}}/2\pi = 16$ kHz.
cantly high input power and modulation frequencies below 125 kHz. This cut-off frequency finds its origins in the thermalization rate of the material. In an independent measurement (see Supplemental Material), we measure the switching transition time of approximately 4 μs in the thermo-optic resonator, in good agreement with previous measurements in a similar device [46]. Higher modulation frequency suppresses the thermo-optic effect. Consequently, the modulation comb retains its symmetry. We perform a measurement as a function of the modulation depth (see Supplemental Material) and find that this parameter also enables control over the modulation comb asymmetry. Numerical simulations of Eq. (6) with a reduced driving strength \( \mathcal{E}_0/g_1 = 10^3 \) and modulation depth \( d = 0.89 \) shown in the bottom of Fig. 2 (c) agree with the experimental result and show only one pair of symmetric sidebands. Horizontal sections for a fixed modulation frequency of \( \omega_{\text{mod}} = 16 \text{ kHz} \) of the respective theoretical (black) and experimental (green) heatmaps are shown in Fig. 2 (d) for large (top) and low (bottom) input power further confirm the observed model dynamics.

**Floquet control of optomechanical bistability.**—Based on our model and its agreement with experiment for one mechanical mode, we extend the discussion to potential applications with multimode systems. We can analyze the interaction of the mechanical Floquet modes \( b_j^{(m)} \) mediated through the optical field fluctuations by eliminating \( \hat{a}^{(0)} \) and find their effective coupling via the contributions

\[
\sigma_{jlp}^{(m)} (\omega) = \frac{g_j S a^{\dagger} - m a_p}{i(\Delta - \omega) + \frac{\kappa}{2}} - i(\Delta + \omega) + \frac{\kappa}{2}.
\]

The stationary mechanical spectra without periodic drive \( (m \equiv p \equiv 0) \) are Lorentzians [47, 48] \( S_{b_j}(\omega) = \tilde{S}_{b_j} + \Gamma_j \tilde{b}_j[\Omega_j^2 - \omega] + \Gamma_j^2 / 4 \) with optical-spring-corrected frequencies \( \Omega_j' = \sqrt{(\sigma_{j0}^{(0)}(\Omega_j))/4 + 1} \) and modified linewidths \( \Gamma_j' = \Gamma_j + R(\sigma_{j0}^{(0)}(\Omega_j)) \). The former expression allows assessing the stability of mechanical oscillators’ steady states for red-detuned driving \( (\Delta > 0) \). If we examine the static frequency response we find \( \Omega_j'(\omega = 0) = \Omega_j \sqrt{n_{j}} \) with \( n_j = 1 - \bar{\Lambda} - \bar{\kappa}/2[\Omega_j^2 + \kappa^2/4] \) which has to be larger than zero for a stable steady state in accordance with the standard treatment via the Routh-Hurwitz criterion [47]. In the presence of the periodic drive, there are additional contributions to the frequency response which modify the stability parameter

\[
\eta_j = \eta_j + \frac{1}{4} \sum_{n,l \neq j} 1 \left[ \sigma_{jln}^{(0)} \sigma_{jln}^{(n)} \right] \left( \Omega_j - n \Omega_{\text{mod}} \right) + \frac{\sigma_{jln}^{(0)}}{4} + \sigma_{jln}^{(n)}
\]

This suggests that a mechanical mode \( \hat{b}_j \) can influence the occurrence of the optomechanical bistability of a distinct mechanical mode \( \hat{b}_j \) if the modulation frequency is tuned into resonance at \( \Omega_{\text{mod}} = \Omega_j/n \) with \( n \in \mathbb{Z} \) on the scale of the mechanical linewidth \( \Gamma_j \). We investigate the predicted capability of the periodic drive in Eq. (8) to control the bistability of a distinct mechanical mode as depicted in Fig. 3 (a). We therefore conduct numerical simulations with system parameters which exhibit an optomechanical bistability based on [25]. It consists of a mechanical oscillator with frequency \( \Omega_1 = 10 \text{ MHz} \), damping rate \( \Gamma_1 = 500 \text{ kHz} \), and mass \( m_1 = 5 \text{ mg} \), coupled to a Fabry–Pérot cavity of length \( L = 1 \text{ mm} \) and finesse \( F = 1.07 \times 10^4 \) with the strength \( g_1 = \omega_c / L \sqrt{\hbar / m \Omega_1} \), driven by a laser with \( \lambda = 810 \text{ nm} \) and \( \Delta = 2.62 \Omega_1 \) and \( \mathcal{E}_0 / \sqrt{2} = 6.4 \times 10^6 \). Additionally, a second mechanical mode with frequency \( \Omega_2 = 11 \text{ MHz} \), damping rate \( \Gamma_2 = 55 \text{ kHz} \) and coupling strength \( g_2 / g_1 = 5.53 \times 10^{-2} \) is used to control the prior one’s steady state. We inspect the effect of the modulated drive with modulation depth \( d = 1.875 \times 10^{-5} \) to the mean field dynamics of the Itô stochastic differential equation corresponding to Eq. (3). We study thermal excitation corresponding to shot noise \( n_{b_1} = n_{b_2}^{\text{th}} = 0 \) for the cavity and the bistable mechanical mode and \( n_{b_2}^{\text{th}} = 8000 \) phonons with examples depicted in Fig. 3 (b) employing the Euler–Maruyama scheme [49]. The system remains stable in its steady state for off-resonant modulation \( \Omega_{\text{mod}} = 1 \text{ MHz} \ll \Omega_2 \). For sufficient time under resonant modulation \( \Omega_{\text{mod}} = \Omega_2 \), switching of the steady state occurs (see Sup-
plumental Material) and enables the setup to detect and signal the frequency $\Omega_2$ in the signal fed into the MZM. Figure 3 (c) summarizes the result of omitting thermal excitation and replacing it with periodic drive to clarify the switching mechanism. Switching of the steady state occurs if the phase $\phi_2$ of the mechanical oscillator used to control the bistability aligns with the phase $\theta_0$ of the optical modulation for resonant intensity modulation. This requires the control oscillator to assume the correct phase for sufficiently long optical modulation (See Supplemental Material) which is caused by phase noise and shows the necessity of thermal excitation. Tuning the modulation depth, we find that the amplitude of the sidebands $\tilde{a}_n$ can be increased or suppressed for modulation frequencies in the thermo-optical regime (See Supplemental Material). Since Eq. (8) suggests that the underlying coupling strength grows (non-linearly) with these amplitudes, photothermal effects and thermal excitation can be exploited for increased control of multimode optomechanical systems.

Conclusions.—Our investigation reveals that thermal properties of optomechanical systems can be employed to tailor its Floquet dynamics. Using a 2D sideband unresolved optomechanical photonic crystal, we demonstrated experimentally how a Kerr-type nonlinearity—namely the thermo-optic effect—can achieve the predicted desymmetrization. This method conveniently characterizes thermal properties which we verify with independent measurements. Interestingly such nonlinearities are ubiquitous in semiconductor microcavities, with cut-off frequencies ranging from a few kHz and surpassing the GHz range [50], depending on the process nature. These Floquet modes allow to control the bistability of a distinct mechanical mode which can be understood from higher-order cross-mode contributions to the self-energy with modulated drive. The mechanism is shown with two mechanical modes where the thermal excitation of one mode allows resonant modulation to trigger a response of the other. This mechanism applies equally to multiple harmonically spaced control modes where the switching can implement logical rules.
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**Corrections to the power spectral density of higher-order Floquet modes**

The experimentally recorded spectra show additional imbalance of the modulation sidebands which cannot be explained in terms of the leading order description. Therefore, we inspect the linearized fluctuation dynamics

\[
\hat{a} = -\left(i\Delta + \frac{K}{2}\right)\hat{a} - i\sum_{j=1}^{N} g_j(\alpha \mathcal{R}(\tilde{b}_j) + \alpha \mathcal{R}(\tilde{b}_j)) + \sqrt{\kappa} \hat{a}_{\text{in}},
\]

\[
\hat{b}_j = -\left(i\Omega_j + \frac{\Gamma_j}{2}\right)\hat{b}_j - ig_j(\alpha^* \hat{a} + \alpha \hat{a}^*) + \sqrt{\Gamma_j} \hat{b}_{j,\text{in}}. \tag{9}
\]

The periodic mean field $\alpha(t) = \sum_{n=1}^{N} \tilde{a}_n e^{-i n \Omega_{\text{mod}} t}$ allows to expand the fluctuation dynamics in terms of Floquet modes

\[
\hat{a}^{(m)} = -\tilde{\chi}_{m,1}^{-1} \hat{a}^{(m)} - \sum_{(p,q)} \sum_{j=1}^{N} \chi_{\text{OM},j}^{-1} \tilde{\kappa}_p \tilde{\alpha}_p^* \hat{a}^{(m-q)} - \sum_{n=-D}^{n=N} \sum_{j=1}^{N} i g_j \tilde{\alpha}_n \mathcal{R}(\tilde{b}^{(m-n)}(\omega)) + \sqrt{\kappa} \hat{a}_{\text{in}}^{(m)}
\]

\[
\hat{b}_j^{(m)} = -\tilde{\chi}_{\text{me}},m \hat{b}_j^{(m)} - ig_j \sum_{n=-D}^{n=N} \tilde{\alpha}_n \hat{a}^{(m-n)} + \tilde{\alpha}_n \hat{a}^{(m-n)} + \sqrt{\Gamma} \hat{b}_{j,\text{in}}^{(m)} \tag{10}
\]

with $\tilde{\chi}_{\text{me}},m = \sqrt{\Delta} - m \Omega_{\text{mod}} + \Gamma_j/2$. Restricting to $\hat{a}^{(0)}$ results in Eq. (5) in the main text. Including the higher order fluctuation modes results in the Fourier transform

\[
\hat{a}^{(0)}(\omega) = \frac{\sqrt{\kappa} \hat{a}_{\text{in}}^{(0)}(\omega) - \sum_{p=-D}^{p=N} \sum_{j=1}^{N} i g_j \tilde{\kappa}_p \sqrt{\Gamma} \hat{b}_{j,\text{in}}^{(0)}(\omega)}{\tilde{\chi}_0^{1/2} - i \omega + \sum_{p=-D}^{p=N} \sum_{j=1}^{N} (|\tilde{\kappa}_p|)^2 \tilde{\chi}_{\text{OS},p}^{-1}(\omega)} \tag{11}
\]

which shows that the optomechanical interaction alters the optical detuning and decay rate by $\tilde{\chi}_{\text{OS},p} = \chi_{\text{OM},0}^{-1}(\omega + \tilde{\kappa} \Omega_{\text{mod}})$ where the former contribution is frequency independent and leads to the static optical spring effect covered in the main text. The latter contributions however make the effective detuning $\tilde{\Delta}(\omega) = \Delta + \sum_{p=-D}^{p=N} \tilde{\kappa}_p \sqrt{\Gamma} \hat{b}_{j,\text{in}}^{(0)}(\omega)$ and decay $\tilde{\kappa}(\omega) = \kappa + \sum_{p,-D}^{p=N} 2 |\tilde{\kappa}_p| \tilde{\chi}_{\text{OS},p}^{-1}(\omega + \tilde{\kappa} \Omega_{\text{mod}})$ frequency dependent which will also be reflected in the accessible power spectral density of the output field

\[
\hat{S}(\omega) = \tilde{S} + \sum_{p,j} \left[ \frac{\kappa \tilde{\kappa}_p^2 \Gamma_j}{(\omega - \Delta)^2 - \frac{\tilde{\kappa}_p^2}{4}} \right] \left( \frac{\omega - \Omega_{jp}^2 + \frac{\Gamma_j^2}{4}}{\omega - \Omega_{jp}^2 + \frac{\Gamma_j^2}{4}} \right). \tag{12}
\]

These effects modify the cavity density of states and lead to a change of the apparent imbalance of the mean field amplitudes $|\alpha_n|^2$ displayed by the power spectral density. These contributions were not included in the numerical analysis of the experiment as they made the numerical fitting procedure unstable.
Thermo-optic effect and thermalization time

The physical origin of the thermo-optic effect in our experiment is the temperature growth in the material induced by light absorption which is responsible for a significant shift of the dielectric index. In an optical cavity, this effect is enhanced such that it can red-shift the cavity resonance frequency. If the input field intensity passes a certain threshold, the optical resonator intra-cavity field switches from the cold state (high transmission) to the hot state and then returns back to the cold state at half a cycle following an exponential decay. We attribute this discrepancy to a too large scanning speed of the laser wavelength. In practice, it is set at 10 nm/s in order to prevent oscillations in the laser output power, which would have corrupted the measured transmission. This results in an averaging effect of the transmission near the bistability edges. In the experimental data, the jumps of the optical states are not abrupt as expected, but follow the photodetector response lifetime (≈ 6 ms).

In the thermo-optic bistability, the optical resonator intra-cavity intensity is likely to switch stable state due to external perturbation such as e.g. noise or input field modulation. The switching time \( \tau_s \) is given by the thermalization time of the resonator. Under sufficiently strong external modulation, the resonator can switch periodically, at the modulation frequency. However if the latter is higher than a certain cut-off frequency, given by \((2\tau_s)^{-1}\), the resonator cannot switch twice a modulation period. This cut-off frequency therefore defines a limitation for the processes relying of thermo-optic nonlinearity. In order to estimate the switching time \( \tau_s \), the input laser is modulated at sufficiently low-frequency for the transition regime to be observed. For this purpose, the laser wavelength is set at the center of the bistability (\( \lambda = 1566.75 \) nm) and modulated in the MZM with a square signal carrying amplitude \( V_{\text{mod}} = 2 \) V and frequency \( \omega_{\text{mod}} = 10 \) kHz. At the waveguide output, a fiber splitter allows to trigger the transmitted signal via a fW sensitive photodetector.

Using a modulation depth \( d = 0.89 \) and frequency \( \Omega_{\text{mod}} = 10 \) kHz, we record the optical output and average hundreds of modulation periods. The data are shown in Fig. 4(c). Here, the optical resonator intra-cavity field switches from the cold state (high transmission) to the hot state and then returns back to the cold state at half a cycle following an exponential decay. We fit the data with a function \( f(t) = A \exp(-t/\tau_s) + B \) which provides the thermalization time \( \tau_s \approx 4 \) µs. Following the above discussion, we deduce that the corresponding cut-off frequency is of the order of 125 kHz.

### Numerical simulation procedures demonstrating bistability control

The numerical procedure that we use to generate the sample trajectories of our model displayed in Fig. 3 (b) of the main text employs the Euler–Maruyama scheme [49] for the
dynamics of the mean fields

\[ \dot{\alpha} = \left\{ -i \left[ \Delta - \sum_{j=1}^{N} g_j R(\beta_j) \right] - \frac{\kappa}{2} \right\} \alpha + \mathcal{E}_0 T e^{-i\phi_0} + \xi_\alpha(t), \]

\[ \dot{\beta}_j = - \left( i\Omega_j + \frac{\Gamma_j}{2} \right) \beta_j + i g_j |\alpha|^2 + \xi_{\beta_j}(t), \quad (13) \]

where we choose the parameters of the two mechanical modes \((N = 2)\) as described in the main text, namely \(\Omega_1/2\pi = 10\) MHz, \(\Gamma_1/\Omega_1 = 0.1\), \(g_1 = 952.717\) kHz, \(\Omega_2/2\pi = 11\), \(\Gamma_2/\Omega_2 = 10^{-2}\), \(g_2 = 52.717\) kHz as well as the optical cavity \(\Delta = 164.619\) MHz, and \(\kappa = 88.0211\) MHz. This places the numerical example in the unresolved sideband regime. The Gaussian noise terms we employ are described by their statistical momenta, i.e. their mean \(\langle \xi(t) \rangle = 0\) taken to be zero throughout the analysis and time correlation \(\langle \xi_r(t)\xi_s(t') \rangle = \delta(t-t')\) for all \(2(N+1)\) variables \(r\) and \(s\) denoting the real \(\text{Re}(z) = R(\zeta)/2\) and imaginary \(\text{Im}(z) = I(\zeta)/2\) parts of \(\alpha\) and \(\beta_j\) with the variance of the Gaussian noise \(\lambda_\xi\) gauging the strength of the random forces. Throughout our simulations we employ \(\lambda_{\text{Re}(\alpha)} = \lambda_{\text{Im}(\alpha)} = 1\) mimicking cavity shot noise as well as noise consistent with the zero point fluctuations of \(\beta_1\), described by \(\lambda_{\text{Re}(\beta_1)} = \lambda_{\text{Im}(\beta_1)} = 1\). The noise in the control oscillator is parametrized by \(\lambda_{\text{Re}(\beta_1)} = \lambda_{\text{Im}(\beta_1)} = 8001\). We generate an initial condition of the system at the end of the bistable region by evolving the system without noise starting from rest \(\alpha(t = -2t_0) = \beta_j(t = -2t_0) = 0\) for \(t_0 = 50\)\(\mu\)s and constant drive \((\mathcal{E}_0 = 9107022.675, T_0 = (1 - i)/2, \phi_0 = 0)\). To generate realistic initial conditions, we then repeat the procedure with noise for another \(t_0 = 50\)\(\mu\)s. After the initial procedure to approach the bistability edge of the system, we then drive with \(T_0 = (1 - iJ_0(d))/2\), \(T_{\pm 1} = -J_1(d)\) and switch on the intensity modulation with \(d = 1.875 \times 10^{-5}\) for \(t = 200\)\(\mu\)s. After the modulation has been probed we evolve the system without modulation for another \(50\)\(\mu\)s to make sure that simulations that were changing steady state have sufficient time to converge and surpass our switching criterion. The bistable state we start from is characterized by a mean number of quanta of \(\beta_2\) around 46500 whereas the other state is sustains approximately 790000 oscillator quanta. Thus, switching occurs if the mechanical oscillator quanta of \(\beta_1\) surpass 60000 at the end of the simulation. The step size \(\delta t = 0.0001\mu\)s throughout every simulation in order to numerically converge. We conducted 50 such runs for modulation with \(\Omega_\text{mod} = 1\) MHz which showed no switching event and another 50 runs with \(\Omega_\text{mod} = 11\) MHz which showed two switching events. This result coincides with the analytic result that intensity modulation at the frequency of the control oscillator at \(\Omega_2 = 11\) MHz is resonant and can lead to switching whereas off-resonant optical modulation does not affect the bistable state of \(\beta_1\). We conducted another set of deterministic simulations of

\[ \dot{\alpha} = \left\{ -i \left[ \Delta - \sum_{j=1}^{N} g_j R(\beta_j) \right] - \frac{\kappa}{2} \right\} \alpha + \mathcal{E}_0 T, \]

\[ \dot{\beta}_j = - \left( i\Omega_j + \frac{\Gamma_j}{2} \right) \beta_j + i g_j |\alpha|^2 + iD \cos(\omega t + \phi_2), \quad (14) \]

with \(\mathcal{E}_0 = 9107026.875, D = 1550, d = 10^{-4}\) and the system parameters used in the prior simulation. The numerical procedure consists of the initialization process from rest to the parameters at the bistability edge for \(t_0 = 50\)\(\mu\)s with \(D = 0\) followed by a simulation for \(500\)\(\mu\)s for the respective phase \(\phi_2\) and \(\Omega_\text{mod}\). The threshold criterion is equivalent to discriminating the steady states by the mean photon number |\(\alpha|^{2}\). Fig 3(b) of the main text shows that one steady state is characterized by a mean photon number of \(3 \times 10^{9}\) and the other steady state attains a mean photon number of \(5 \times 10^{8}\). Thus our discrimination criterion is to attribute a photon number smaller than \(4 \times 10^{8}\) after the evolution protocol to the initial steady state and a photon number larger than \(4 \times 10^{9}\) to a switching event leading to the phase diagram of Fig. 3(c) in the main text. The time requirements of the numerical algorithm limit the maximal simulation time per data point leading to fluctuations in the phase diagram because the respective simulations are undergoing the transition but are still below the threshold.

**Modulation depth influence**

We record the noise spectrum while varying the modulation voltage from 0 to 2 V. The heatmap shown in Fig. 5 evidence the progressive apparition of two pairs of sidebands around the mechanical resonance (\(\Omega_1 = 4.340\)). The sidebands start to display imbalance amplitudes around \(d = 0.75\). The thermo-optically induced imbalance of the modulation
sidebands for large modulation depths can be employed for an amplification of the Floquet mechanism. Eq. (8) of the main text implies that an increase of the sideband amplitudes leads to an increased coupling of the Floquet mechanism. We therefore explore the dependence of the amplitude numerically. We employ the same parameters as in Fig. 2 (c) of the main text except for an even larger modulation depth \( \delta = 2.0 \). These parameters lead to an inverted sideband imbalance as displayed in Fig. 6. In contrast to the large modulation frequency case, the positive sideband is increased for low modulation frequencies.

FIG. 6: Numerical evidence of the inversion of the sideband imbalance for low modulation frequencies with modulation depth \( \delta = 2.0 \). The increased amplitude of the positive sideband proves that the thermo-optical effect can inhibit or enhance the Floquet control mechanism.
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