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Abstract—This paper studies strategies to optimize the lane configuration of a transportation network for a given set of Origin-Destination demands using a planning macroscopic network flow model. The lane reversal problem is, in general, NP-hard since the optimization is made over integer variables. To overcome this burden, we reformulate the problem using a piecewise affine approximation of the travel latency function which allows us to exploit the total unimodularity property of Integer Linear Programming (ILP). Consequently, we transform the ILP problem to a linear program by relaxing the integer variables. In addition, our method is capable of solving the problem for a desired number of lane reversals which serves to perform cost-benefit analysis. We perform a case study using the transportation network of Eastern Massachusetts (EMA) and we test our method against the original lane configuration and a projected lower bound solution. Our empirical results quantify the travel time savings for different levels of demand intensity. We observe reduction in travel times up to 40% for certain links in the network.
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I. INTRODUCTION

Traffic congestion and urban mobility are among the most relevant topics regarding the development and sustainability of cities. Thanks to the increasing ability to gather, communicate, and process data, we are closer towards the establishment of “Smart Cities”. Thus, urban-policy decisions today will have a considerable impact on how urban and suburban mobility unfolds in the future. Therefore, it is imperative to think of short, medium, and long term solutions to reduce traffic congestion.

An indisputable solution to ease traffic congestion is to increase the network’s capacity. One way to accomplish this without the economical and societal cost of building new roads, is to dynamically reverse the direction of certain lanes on specific roads of the network. This strategy is known as Contraflow Lane Reversals (or simply Lane Reversals) [1]–[3] and has already been implemented during rush hour times in many cities (e.g., Mexico City, Montreal) in order to mitigate traffic congestion.

Still, current contraflow lane reversals are used in practice in limited situations, particularly when emergency evacuations are needed (e.g., Hurricane Florence in South Carolina [4]), or after the culmination of a big event (e.g., NASCAR races in New Hampshire [5]). In both cases, the reversal must be carefully planned before being implemented.

Presumably, the main challenge when applying lane reversals is to effectively communicate the updated direction of the lanes to drivers. Current systems utilize overhead signals indicating the direction of the lane (see Fig. 1a), or they simply define structured schedules throughout the day. However, only a few cities have adopted this technology, and even then, it has only been done for a small fraction of the lanes. In part this is because at the time when the reversal occurs, a gridlock can be produced by poor human ability to respond to such a coordinated change. In addition, lane reversals may produce more congestion due to increases in traffic accidents [6]. Thus, the spread of contraflow lane reversals has been curtailed because of the lack of effective means for communicating the status of the transportation infrastructure to drivers.

Fortunately, the rapid development of Connected and Automated Vehicles (CAVs) can address such limitations. The promising ability of CAVs to communicate with the infrastructure offers the possibility to implement contraflow lane reversals more aggressively either by doing it for more roads, or by dynamically changing the direction of a single road more regularly.

In this paper we take a macroscopic planning view to address the lane reversal problem. Rather than investigating when to reverse a single lane, we focus on selecting the best lane configuration that alleviates the traffic congestion when the overall demand pattern of travelers is considered. Figure 1b shows a diagram illustrating the problem.

Most of the research solving the contraflow lane reversal problem has focused either on reversing lanes for evacuation routing plans during emergencies, or to ease traffic congestion. For evacuation route planning, the problem has been solved using simulation and network flow models. Simulation methods, [7] and [8], showed that evacuation route capacity can be improved by 53% and 73%, respectively, when designing appropriate lane reversals. Furthermore, for
network flow models, [9] proposes a mixed-integer programming formulation for which a solution is found using a generic solver. They report improvements on total population evacuation time of the order of 30% to 40% for the Salt Lake City network. In addition to these numerical results [10] showed that this network flow problem is NP-hard and provided a greedy heuristic algorithm.

The research concerned with reducing traffic congestion (and not evacuation planning) has focused in reversing lanes in single bottleneck roads (typically tunnels or bridges) or selecting the reversing lanes considering the full transportation network. For single roads, rule-based [11] and fuzzy [1], [2] controllers have been proposed and they typically rely on the fundamental diagram of traffic flow [12]. For network-wide settings, its canonical mathematical representation is an Integer Linear Program (ILP) which is NP-hard. To tackle it, [13] uses a distributed alternating direction method of multipliers (ADMM) to decompose the problem into smaller integer programs. Their numerical results report improvements in travel times of 61% in New York City. In addition, [3], [14] use genetic algorithms and report increases in efficiencies of 72% for the city of Austin. Alternatively, [15] solves a microscopic cell-transmission version of the problem using a heuristic based on congestion estimates. Their results show a 21% reduction in total system travel time. Note that none of the models above provide guarantees to find an optimal solution. However, their numerical results show that these algorithms work well in practice and motivate the use of lane reversals to alleviate traffic congestion.

The contribution of this paper is threefold. First, and our main result, is to transform the NP-hard ILP lane reversal problem with fixed flows to a tractable, polynomial-time, linear program (LP). To that end, we approximate the convex function of the lane reversal problem with a piecewise affine and convex function. Interestingly, this approximation maintains the total unimodularity of the ILP. Therefore, we can solve the problem using any linear programming method and it is ensured to recover an integer solution. Second, we propose an algorithm that calculates a lower-bound of the flow-aware problem using the original convex function. Finally, we test our methods and provide numerical results using the Eastern Massachusetts (EMA) transportation network.

The remainder of the paper is organized as follows: In Section II we present the preliminaries and problem formulation. In Section III we introduce the piecewise affine approximation to reduce the NP-hard convex integer programming (IP) problem to a tractable LP. In Section IV we discuss the optimality conditions of the lane reversal planning problem and propose an algorithm to obtain a lower bound. In Section V we show the performance of the proposed method over a case study using the EMA network. Finally, we draw some conclusions in Section VI. In this paper, all vectors are column vectors and denoted by bold lowercase letters. We use “prime” to denote transpose, and use $1$ to denote the vector whose entries are all ones.

**II. Model and Problem Formulation**

Consider a transportation network as a strongly-connected directed graph $G(V,A)$, where $V$ is the set of nodes (intersections) and $A$ is the set of arcs (roads). For every arc $(i,j)$ in $A$, we denote the number of lanes assigned to it with $z_{ij}$ and its total capacity (veh/h) with $m_{ij} = z_{ij} c_{ij}$ where $c_{ij}$ is the capacity per lane of arc $(i,j)$. Moreover, we let $n_{ij} = n_{ji}$ be the sum of the number of lanes in arcs $(i,j)$ and $(j,i)$. Therefore the maximum number of lanes that can be assigned to $(i,j)$ or $(j,i)$ is $n_{ij}$. Let the node-arc incidence matrix of $G$ be $N \in \{0,1,-1\}^{|V| \times |A|}$ and $e_{ij} \in \mathbb{R}^{|A|}$ be a zero vector with an entry equal to 1 corresponding to arc $(i,j)$. Let $w_k = (w_{sk},w_{tk})$ denote an Origin-Destination (OD) pair, the total number of OD pairs be $K$, and $W = \{w_k : w_k = (w_{sk},w_{tk}), k = 1,\ldots,K\}$ be the set of all OD pairs. For every $k = 1,\ldots,K$, let $d^{w_k} \geq 0$ be the demand of flow (veh/hr) that travels from origin $w_{sk}$ to destination $w_{tk}$, and denote by $d^{w_k} \in \mathbb{R}^{|V|}$ the vector of all zeros except for the coordinates of nodes $w_{sk}$ and $w_{tk}$ which take values $-d^{w_k}$ and $d^{w_k}$, respectively. Let $x_{ij}$ be the total flow on arc $(i,j)$ and $x = (x_{ij} : i,j \in A)$ be the vector of all arc flows in the transportation network.

To maintain demand satisfaction and conservation of flow, we let an arc flow vector $x$ be feasible if $x \in \mathcal{F}$ where

$$
\mathcal{F} = \left\{ x \in \mathbb{R}^{|A|} : x = \sum_{k=1}^{K} x^{w_k}, N x^{w_k} = d^{w_k}, \right\},
$$

and $x^{w_k}$ is the flow vector attributed to OD pair $w_k$.

In addition, let $t_{ij}(x_{ij}, z_{ij}) : \{\mathbb{R}_{\geq 0}, \mathbb{N}_{\geq 0}\} \mapsto \mathbb{R}_{\geq 0}$ be the latency cost (i.e., travel time) function for arc $(i,j)$ which depends on the arc’s flow and on the number of lanes assigned to the arc. Using the same structure as in [16], we characterize $t_{ij}(x_{ij}, z_{ij})$ as:

$$
t_{ij}(x_{ij}, z_{ij}) = t_{ij}^0 f \left( \frac{x_{ij}}{c_{ij} z_{ij}} \right),
$$

where $f(\cdot)$ is a strictly increasing, positive, and continuously differentiable function, and $t_{ij}^0$ is the free-flow travel time on arc $(i,j)$. We set $f(0) = 1$, which ensures that if there is no constraint on the arc’s capacity, the travel time $t_{ij}$ equals the free-flow travel time $t_{ij}^0$. To explicitly characterize $f(\cdot)$ we employ the widely-used bureau of public roads (BPR) function [17]:

$$
f(x) = 1 + 0.15 x^4.
$$

However, we could use any other polynomial function as discussed in [18]. Finally, we let the vector of travel latency functions be $t(x,z) = (t_{ij}(x_{ij}, z_{ij}) : \forall (i,j) \in A)$.

Using these definitions, we now can formulate the Lane-Assignment System-Optimal Traffic Assignment Problem (LASO-TAP) as follows:

$$\min_{x, z} \ t(x,z)^t x \quad \text{s.t.} \quad z_{ij} + z_{ji} \leq n_{ij}, \quad \forall (i,j) \in A, \quad x \in \mathcal{F}, \quad z \in \mathbb{N}^{|A|}_+.$$
where in the objective (4a) we are minimizing the overall travel time, in constraint (4b) we ensure that the number of assigned lanes does not exceed the maximum number of available lanes, and in constraint (4c) we restrict \( x \) and \( z \) to be feasible vectors which complies with demand satisfaction and conservation of flow (c.f. (1)).

The LASO-TAP is difficult to solve for several reasons. First, the interaction of the decision variables in (4a) makes it non-convex. This is because when multiplying by \( x_{ij} \) we get \( \gamma_{ij} x_{ij}^3 / z_{ij}^2 \) where \( \gamma_{ij} = 0.15 t_{ij}^0 / c_{ij}^0 \). Second, we are optimizing over a set of integer variables \( z \) which makes the problem computationally intractable for large instances of the problem. In the following, we present modifications to this problem and propose efficient approximate solutions for it.

Remark 1. Note that the LASO-TAP as stated in (4) is seeking a System-Optimal (SO) solution to the Traffic Assignment Problem (TAP). We can expect a SO behavior when vehicles collaborate with each other when deciding their routes (which is investigated for the presence of CAVs in cities [19], [20]). However, by slightly modifying the objective function, the same algorithms that solve a SO TAP are capable of solving the User-Centric (UC) TAP [21]. Hence, in this manuscript we focus on the SO case, but our framework can easily accommodate both SO and UC TAPs.

III. Lane Assignment Problem

Recall that in the literature (e.g., [10]) the LASO problem has been identified as NP-hard. Thus, let us consider exclusively the Lane Assignment (LA) problem by fixing the arc flows \( x \). This is to

\[
\begin{align*}
\min_z & \quad J(z) := t(x, z)'x \\
\text{s.t.} & \quad z_{ij} + z_{ji} \leq n_{ij}, \quad \forall (i, j) \in \mathcal{A}, \\
& \quad z \in \mathbb{N}^{n_{\mathcal{A}}},
\end{align*}
\]

where we have fixed \( x \) and therefore \( J(z) \) in (5a) only depends on \( z \). The problem LA, as stated in (5), is an integer program (IP) with a convex objective and linear constraints. The convexity comes from the fact that each element \( J_{ij} := t(x_{ij}, z_{ij})x_{ij} \) is convex in \( z_{ij} \) when we use the BPR function defined in (3). This is because its second derivative is nonnegative for all \( z_{ij} \geq 0 \), and by the fact that the sum of convex functions is convex. Besides the objective, a key property of this formulation is that the left-hand side of the constraint matrix formed by (5b) is unimodular (all submatrices have determinant 1 or -1), and the right-hand side is an integer-valued vector \( n \).

Even with these structural properties, solving (5) is computationally expensive as it requires optimizing over integer variables. Now, we present our main result which exploits convexity, monotonicity and total unimodularity to provide an optimal solution to (5) using LP.

A. Piecewise affine approximation

In order to obtain an optimal solution to the LA problem, we approximate the function \( J_{ij} \) with a piecewise affine and convex function, as shown in Fig. 2. Let \( \theta_{ij} = (1, \ldots, n_{ij}) \) be a vector of thresholds for every arc \((i, j)\) and let its \( k \)-th entry be \( \theta_{ij}^{(k)} \). These thresholds serve as breakpoints of the piecewise affine approximation and we have intentionally selected them to be integers as we are interested in evaluating the function at these points. For each segment \( (\theta_{ij}^{(k)}, \theta_{ij}^{(k+1)}) \) we let \( \beta_{ij}^{(k)} \) be the slope of the corresponding affine segment, and we will use \( \beta_{ij}^{(0)} \) to refer to the function’s intercept.

For every arc \((i, j)\) we let \( \epsilon_{ij} \in \{0, 1\}^{n_{ij}} \) be a vector of slack variables, each corresponding to an assignment of a lane to arc \((i, j)\). Hence, we have that \( z_{ij} = \sum_{k=1}^{n_{ij}} \epsilon_{ij}^{(k)} \).

With these definitions, we rewrite the LA problem as

\[
\begin{align}
\min_{\boldsymbol{\epsilon}} \quad & \quad \hat{J}(\boldsymbol{\epsilon}) := \sum_{(i,j) \in \mathcal{A}} \beta_{ij}^{(0)} + \beta_{ij}^{(1)} \boldsymbol{\epsilon}_{ij} \\
\text{s.t.} \quad & \quad \sum_{k=1}^{n_{ij}} (\epsilon_{ij}^{(k)} + \epsilon_{ij}^{(k)}) \leq n_{ij}, \quad \forall (i, j) \in \mathcal{A}, \\
& \quad \sum_{k=1}^{n_{ij}} \epsilon_{ij}^{(k)} \leq \theta_{ij}^{(l)}, \quad \forall (i, j) \in \mathcal{A}, \quad l = 1, \ldots, n_{ij}, \\
& \quad \epsilon_{ij} \in \{0, 1\}^{n_{ij}}, \quad \forall (i, j) \in \mathcal{A},
\end{align}
\]

where \( \epsilon = (\epsilon_{ij}; \forall (i, j) \in \mathcal{A}) \). Using the model in (6), we state the main results of our paper.

Theorem III.1 (Equivalence of Problems (5) and (6)). If the intersections of the piecewise affine segments defining \( J_{ij} \) coincide with the value of the original function \( J_{ij} \) and \( J_{ij} \) is convex and monotonically decreasing, then solving problem (6) is equivalent to solving problem (5).

Proof. We prove it by construction. Observe that the main difference between (5) and (6) is the use of an approximated piecewise affine objective function \( \hat{J} \) rather than \( J \). We argue that since (5) is over the integer-valued variables \( z_{ij} \), the only points for which \( J_{ij} \) is evaluated are the ones which coincide with the breakpoints \( \theta_{ij} \) (see Figure 2) and are exactly evaluated by our assumption on \( \hat{J}_{ij} \). Moreover, by the monotonicity and convexity of \( J \) (which implies that \( \beta_{ij}^{(k)} \leq \beta_{ij}^{(k+1)} \)) we have that if \( z_{ij} \) is integer, then \( \epsilon_{ij}^{(k)} = 1 \) if and only if all \( \epsilon_{ij}^{(l)} = 1 \) for \( l = 1, \ldots, k-1 \). This allows the objective to be \( \beta_{ij} \epsilon_{ij} \). Note that with this modification both objective functions are the same, and the constraints (5b) and (6b) are identical by using the fact that \( z_{ij} = \sum_{k=1}^{n_{ij}} \epsilon_{ij}^{(k)} \). Finally, constraint (6c) restricts \( \epsilon_{ij} \) to be either 0 or 1.
Theorem III.2 (Total unimodularity). If the integer variables \( e \) in (6) are relaxed to be continuous, then, the solution to the relaxed version of (6) is an integer solution.

Proof. First, observe that problem (6) seeks to minimize a linear objective over a set of constraints whose matrix is unimodular (integer matrix). Next, notice that the right hand side vector of (6d) and (6c) is integer-valued since \( n_{ij} \) and \( \theta_{ij}(k) \) are integers for all \((i,j)\) and all \( k = 1, \ldots, n_{ij} \). Thus, by using the Unimodularity Theorem [22, Thm. 11.15], we can now relax the integer variables \( e \) to be continuous, and the resulting LP is certified to recover an integer solution.

Interestingly, these two results imply that the LA problem can be solved with any polynomial-time LP algorithm. The only disadvantage of (6) with respect to (5) is that it requires \( \sum_{(i,j) \in \mathcal{A}} n_{ij} \) decision variables instead of \(|\mathcal{A}|\), i.e., the total number of lanes instead of the number of arcs. Nonetheless, because these extra variables grow linearly with respect to the original ones, the computational cost is not too high. In addition, note that solving the LA problem obtains an upper bound to the optimal value of the LASO-TAP (since LA selects the best \( z \) but LASO-TAP optimizes both \( x \) and \( z \)).

The problem as stated in (6) is a lane assignment problem rather than a lane reversal problem. This distinction is negligible when we are capable to reverse any number of lanes in the network. In reality, the transportation infrastructure is not very flexible and might not be able to handle many lane reversals. Hence, we are interested in considering a sparse lane assignment problem in which we limit the number of lane reversals. To achieve this, let \( x^0 \in \mathbb{N}_{\geq 0}^{|\mathcal{A}|} \) be a preferred lane configuration, for example, the current network condition. Then, our formulation (6) can handle the sparse case by adding an extra term in the objective function that penalizes an \( \ell_1 \)-norm deviation from the nominal \( x^0 \), i.e., for every arc, we would penalize \( \|1^t e_{ij} - z_{ij}^0\|_1 \). It is straightforward to see that these problems can be reformulated as LPs [23]. Conversely, we can also include this term as a constraint (rather than a cost) and fix a maximum number of lane reversals allowed in the optimization procedure.

B. Lower Bound

To compare our solution with a theoretical benchmark, we design a lower bound solution to the problem. A natural approach to generate lower bounds when dealing with IPs is to relax the integer variables to continuous ones to obtain a convex programming problem. We follow this idea and derive optimality conditions for the relaxed problem. To do so, we quantify the impact on the objective when we reverse a small fraction of a lane while the flows \( x \) remain unchanged. Formally, we perturb an infinitesimal amount of capacity \( \delta \), and estimate its impact on \( J \) as follows:

\[
\frac{\partial J}{\partial z_{ij}} = \lim_{\delta \to 0} \left( (x_{ij}t_{ij}(x_{ij}, z_{ij} + \delta) + x_{ji}t_{ji}(x_{ji}, z_{ji} - \delta)) - (x_{ij}t_{ij}(x_{ij}, z_{ij}) + x_{ji}t_{ji}(x_{ji}, z_{ji})) \right)/\delta. \tag{7}
\]

Note that the way in which we are calculating these derivatives assumes that the flow vector \( x \) remains constant.

Algorithm 1 Relaxed LA problem

1: while \( \|\nabla_z J\| \geq \xi \) do
2: for \((i,j) \in \mathcal{A}\) do
3: \( \frac{\partial J}{\partial z_{ij}} \leftarrow \) using (7)
4: \( z_{ij} \leftarrow \Pi(z_{ij} - \alpha_{ij} \frac{\partial J}{\partial z_{ij}}) \)
5: \( \alpha_{ij} \leftarrow \) update coordinate step-size
6: end for
7: end while

This is aligned with solving the LA instead of the LASO problem and we expect it to be a good estimate even for the LASO when \( \delta \) is sufficiently small. Then, an optimality condition of the relaxed problem is that for all \((i,j) \in \mathcal{A}\),

\[
\begin{align*}
\frac{\partial J}{\partial z_{ij}} &= 0, \quad \text{for } z_{ij} \in (0, n_{ij}), \\
\frac{\partial J}{\partial z_{ij}} &\geq 0, \quad \text{for } z_{ij} = 0, \\
\frac{\partial J}{\partial z_{ij}} &\leq 0, \quad \text{for } z_{ij} = n_{ij}.
\end{align*}
\]

That is, there is no benefit to reversing \( \delta \) units of capacity for any arc \((i,j)\). Thus, since the relaxed problem is convex, we propose a feasible direction method described in Alg. 1 to solve the \( \xi \)-optimal relaxed LA problem where we use \( \Pi \) to indicate a projection to the closest feasible value.

IV. LASO OPTIMIZATION

So far, we have discussed a simpler version of our LASO-TAP formulation in (4) by fixing the vector flow \( x \) in (5). Now, let us discuss the optimality conditions of the LASO-TAP (i.e., when we also optimize the flows) as well as some algorithms to find good solutions for it.

A. Optimality conditions

Similar to (7), the idea is to measure the impact on the objective when we reverse a single lane in the network. Consider reversing a lane in arc \((i,j)\); then its impact on the objective can be calculated with:

\[
\psi_{ij} = \left( x_{ij}^1 t_{ij}(x_{ij}^1, z_{ij}^1, z_{ji} + 1) + x_{ji}^1 t_{ji}(x_{ji}^1, z_{ji} - 1) \right) - \left( x_{ij} t_{ij}(x_{ij}, z_{ij}) + x_{ji} t_{ji}(x_{ji}, z_{ji}) \right) + \sum_{(k,l) \in \mathcal{A}\setminus\{(i,j),(j,i)\}} \left( x_{kl}^1 t_{kl}(x_{kl}^1, z_{kl}) - x_{kl} t_{kl}(x_{kl}, z_{kl}) \right)
\]

where \( x_{ij}^1 \) indicates the updated flows when we reverse a lane on arc \((i,j)\). Then, the necessary optimality conditions are \( \psi_{ij} \geq 0 \) for \( z_{ij} = 0, \ldots, n_{ij} - 1 \) and \( \psi_{ij} \leq 0 \) for \( z_{ij} = n_{ij} \), for all \((i,j) \in \mathcal{A}\). Note that to calculate this, we have to solve a TAP to get \( x_{ij}^1 \). Therefore, to evaluate the full vector \( \psi \), we are required to solve \(|\mathcal{A}|\) TAPs. Checking this condition in a sequential algorithm is computationally expensive, but could be used regularly as a measure of closeness to optimality.
B. Algorithms

Since the conditions presented above are expensive to evaluate, we propose a faster approximation by assuming that routing decisions do not change when a single lane is reversed, i.e., \( x \) remains fixed. In this case, the relaxed optimality condition is the same as in Section V-A, but we use an approximated \( \hat{\psi} \) instead of \( \psi \), defined as follows:

\[
\hat{\psi}_{ij} = (x_{ij}t_{ij}(x_{ij}, z_{ij} + 1) + x_{ji}t_{ji}(x_{ji}, z_{ji} - 1)) - (x_{ij}t_{ij}(x_{ij}, z_{ij}) + x_{ji}t_{ji}(x_{ji}, z_{ji})).
\]

(9a)

In other words, reversing the direction of a lane does not improve the cumulative travel times for that road. Note that it is hard to establish that \( \hat{\psi}_{ij} \) approximates \( \psi_{ij} \) in expectation as we anticipate routing decisions to fluctuate when we change a lane’s direction. This is especially true for congested lanes. However, the idea is that by computing \( \hat{\psi}_{ij} \) fast, we can design algorithms that yield good solutions for the LASO-TAP.

We list three algorithms that can be employed to solve the LASO-TAP: (i) Use the classical Frank-Wolfe algorithm used to solve the TAP [21] and at each step include an update on the capacities using the derivative estimates (9a). In this manner, the optimization will be trying to minimize (4) by updating both \( x \) and \( z \) at every step. (ii) Utilize a sequential approach consisting of solving the TAP, fixing \( x \), and then taking a descent step in the negative direction of (7). (iii) Employ a fully sequential approach which repeatedly solves the TAP and then solves the LA problem (6). Due to space limitations of this manuscript, we leave the development of these approaches for future work.

V. NUMERICAL RESULTS AND CASE STUDIES

To test the effectiveness of our method we designed two case studies using the EMA transportation network. The EMA network (Fig. 3) consists of 74 nodes, 258 arcs, 581 lanes, and 1113 OD pairs, and it captures mobility in the context of suburban/urban topologies where we expect lane reversal strategies to be beneficial. This is because arterial roads typically have a large number of lanes and, at the same time, they experience high traffic congestion. The values of the network topology (e.g., capacities, free flow speeds), and the code used to perform the experiments are publicly available in our online repository.

A. Performance of the LA solution

We are interested in comparing the performance of the solution of (6) against other approaches and for different congestion levels. In particular, we compare its solution with (i) the original lane configuration of the transportation network and (ii) projecting the solution of the relaxed lower bound presented in Section III-B into integers. That is, rounding each continuous variable obtained when running Alg. 1 to its closest integer. Figure 4 shows the performance of these approaches for different demand levels. The results show that for low congestion levels, the achievable benefits are marginal. That is because the network is not congested and therefore there are no benefits to rearranging the lane directions. As we begin to increase demand, we see that we can achieve overall travel time improvements of almost 10% when compared with the original lane configuration, and around 1% when compared to the projected relaxation approach. It is important to stress that these results are measuring the performance of the overall travel time of commuters. Hence, when we analyze the performance of each individual arc, we see improvements of up to 40%. Figure 5 shows the performance per arc relative to its flow. In addition to the comparison with these two benchmarks, we also include the lower bound value achieved by following Alg. 1 and its projected version. It is interesting to see that the projected lower bound solution is close to the optimal LA one. This is encourages further research to develop projected solutions for the optimal relaxed LASO-TAP.

B. Maximum number of reversals

Our next experiment explores the Pareto optimal frontier using the sparse version of the LA problem described in the last paragraph of Section III. That is, we explore the performance as we increase the maximum number of allowable reversals. To achieve this, we include a constraint that fixes the maximum number of lane reversals and we solve the problem for different values. Figure 6 shows this relationship when the demand multiplier is equal to 1.5. As expected, the first lanes contribute the most to the improvement of the overall travel times. These results are of particular interest to urban planners that need to prioritize the most critical roads. Moreover, our results imply that it is not necessary to apply too many lane reversals to achieve a large fraction of possible improvements. For example, by making between 15 to 20 reversals (out of 581 possible lane reversals) in Fig. 6 the solution has already reached a good performance level.

VI. CONCLUSION

Most existing approaches to tackle the contraflow lane reversal problem use standard heuristic algorithms to solve the Integer Programming (IP) problem encountered. In this paper, instead of using these techniques, we approximate the objective using a piecewise affine function that reformulates...
Fig. 4: Deviation in percentage of the optimal travel times achieved when solving the LA problem \( (\text{LP}) \) against the Original lane configuration and the projected relaxation solution, \( P(\text{Lower bound}) \), for different congestion levels. For example, for a demand multiplier equal to 2.5, the overall travel time for the original configuration is around 5% higher than when lanes are rearranged using \( (\text{LP}) \). In the same spirit, we show a lower bound obtained when solving Alg. 1 and an upper-bound when projecting this solution to its closest integer. As expected, we see that the higher the congestion, the higher the benefit of utilizing lane reversals.

The problem as a Linear Program (LP). We show that this LP obtains the same optimal solution as the IP problem when the flows are fixed. In addition to this technical result, our empirical results show the potential benefits of using contraflow lane reversals for a case study in the Eastern Massachusetts Area. Our numerical results show that lane reversals can be used as a tool to reduce commuter travel times and that they provide good performance even when the total number of lane reversals is restricted.
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