Artificial intelligence to improve efficiency of administration of gross motor function assessment in children with cerebral palsy
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ABBREVIATIONS
FNN Feed forward neural net
GMFM Gross Motor Function Measure
ICC Intraclass correlation coefficient
MAE Mean absolute error
MSE Mean squared error
SVM Support vector machine

AIM To create a reduced version of the 66-item Gross Motor Function Measure (rGMFM-66) using innovative artificial intelligence methods to improve efficiency of administration of the GMFM-66.

METHOD This study was undertaken using information from an existing data set of children with cerebral palsy participating in a rehabilitation programme. Different self-learning approaches (random forest, support vector machine [SVM], and artificial neural network) were evaluated to estimate the GMFM-66 score with the fewest possible test items. Test agreements were evaluated (among other statistics) by intraclass correlation coefficients (ICCs).

RESULTS Overall, 1217 GMFM-66 assessments (509 females, mean age 8y 10mo [SD 3y 9mo]) at a single time and 187 GMFM-66 assessments and reassessments (80 females, mean age 8y 5mo [SD 3y 10mo]) after 1 year were evaluated. The model with SVM predicted the GMFM-66 scores most accurately. The ICCs of the rGMFM-66 and the full GMFM-66 were 0.997 (95% confidence interval [CI] 0.996–0.997) at a single time and 0.993 (95% CI 0.993–0.995) for the evaluation of the change over time.

INTERPRETATION The study shows that the efficiency of the full GMFM-66 assessment can be increased by using machine learning (self-learning algorithms). The presented rGMFM-66 score showed an excellent agreement with the full GMFM-66 score when applied to a single assessment and when evaluating the change over time.

Over the past decade, the efficacy of motor interventions for children with mobility disorders such as cerebral palsy (CP) has frequently been investigated. Nowadays, the identification of responder and non-responder is becoming increasingly important for quality management in rehabilitation.1 In this sense, a responder is someone who responds to a medical treatment with a clinically relevant (usually positive) effect. In addition, the identification of useful therapies and the avoidance of harmful therapies are important for patients and their families.

The Gross Motor Function Measure (GMFM) is a commonly used assessment tool designed and evaluated to measure changes in gross motor function over time in children and adolescents with CP.2 The original version of the GMFM contains 88 test items (GMFM-88). Studies have shown excellent interrater and test–retest reliability, and internal consistency in children with CP, but the GMFM-88 score had only an ordinal scale level.3 To improve its effectiveness, a Rasch analysis was performed and a 66 test-item version (GMFM-66) was developed with comparable reliability and validity.4 The GMFM-66 provides a total score based on an interval scale, which has clear advantages for mathematical processing, especially when used as an outcome parameter in clinical settings as well as in studies.

The entire test of the GMFM-66 takes between 45 minutes and 60 minutes for someone familiar with the measure, which is often an obstacle for administration in clinical practice.5 To further improve the efficiency of administration of the GMFM-66, the item-set method (GMFM-66-IS) and the GMFM-66 basal and ceiling (GMFM-66 B&C) were constructed.6 The abbreviated versions of the GMFM-66 have been developed to facilitate the best choice of test items. The GMFM-66-IS takes approximately 20 to 30 minutes to perform.

Artificial intelligence-powered medical technologies are increasingly used in clinical practice.6,7 They are based, for example, on self-learning algorithms which could be used...
for classification and regression tasks in medicine. Self-learning algorithms are computer programs that analyse the relation between the input (here: GMFM-66 items) and the output (here: the GMFM-66 score) on the basis of example input–output pairs to predict new, unknown input data. This kind of algorithm is also called supervised machine learning and is often used to create artificial intelligence. Self-learning algorithms can also be used to reduce the required features for creating a statistical model (feature selection).

The aim of this study was to create a reduced version of the GMFM-66 (rGMFM-66) using innovative artificial intelligence methods to improve efficiency of administration of the GMFM-66.

METHOD
The present study was a single-centre retrospective analysis of prospectively collected data of children with CP, who participated in the rehabilitation programme ‘Auf die Beine’ (‘On your feet’) at the Centre of Prevention and Rehabilitation (University of Cologne, Germany) from January 2006 to January 2020. The rehabilitation programme is financed as part of the regular rehabilitation programme of the health care system.

The rehabilitation programme combines intensive, goal-directed training during two short inpatient stays and continuous, intensive whole-body vibration training at home for 6 months. Assessments were applied at baseline (M0), after 6 months (M6) of additional training, and after 12 months (M12) without additional training (6mo of follow-up).

The inclusion criteria for this study were a main diagnosis of CP and age below 18 years. After receiving written informed consent from the legal representative of the child, clinical data were stored in a prospective single-centre patient registry. The Ethics Committee of the University of Cologne approved this registry (16-269). A detailed description of the registry can be found at www.germanc.tr.de (DRKS0001131).

Assessment of motor function by the GMFM-66
The GMFM-66 is an observational, clinical measure to evaluate gross motor function in children with CP. It is used routinely within the rehabilitation programme ‘Auf die Beine’ at the start, after 6 months, and after 12 months. It consists of 66 motor tasks (items), is validated, and is commonly used to quantify motor skills in children with CP (maximum score 100 points). The results of the individual items were analysed using the Gross Motor Ability Estimator (version 2) scoring software for the GMFM (CanChild, McMaster University, Ontario, Canada).

Classification of motor function by the GMFCS
The Gross Motor Function Classification System (GMFCS) was used to classify the children according to their motor function level. The GMFCS consists of a 5-point ordinal scale, designated as I to V. Children classified in GMFCS levels I and II can walk without support or with limitations respectively; children in GMFCS levels III and IV can only walk using handheld mobility devices or powered mobility. Children are transported in a manual wheelchair in all settings. Children are limited in their ability to maintain antigravity head and trunk postures and control leg and arm movements.

Study population
From January 2006 to January 2020, 5747 GMFM-66 measurements were recorded (Fig. S1, online supporting information). These included longitudinal measurements of the same patient 6 months apart. Two hundred and seventeen measurements were excluded, because they did not meet the age inclusion criteria. In clinical routine, it is not always possible to collect 100% complete GMFM-66 measurements, because sometimes the child is tired or other external or child-related factors make full testing impossible. Additionally, for internal quality management, we decided to omit item 46 (crawls up four steps on hands and knees/feet) if the child/adolescent felt too exposed in this task. For those reasons, many (n=4312) of the GMFM-66 assessments had to be excluded, because we only wanted to include 100% complete measurements for validation reasons. Nevertheless, 1217 measurements of the complete GMFM-66 could be included in the analysis. These GMFM-66 assessments were used for training, tuning, and validating the statistical models (see below and Fig. S2, online supporting information).

Additionally, there were 187 children with complete GMFM-66 assessments at M0 and M12. The change over time was defined as the GMFM-66 score at M12 minus the GMFM-66 score at M0. The data of these 187 children were used to compare the change over time using the rGMFM-66 and the GMFM-66.

Table 1 presents the demographics of the study populations. Overall mean age was approximately 8 years and most children were classified as having bilateral spastic CP (75%) with about a third classified in GMFCS level III and another third in GMFCS level IV.

Creation of rGMFM-66
The creation of the rGMFM-66 is described in detail in Figure S2. In summary, we split the GMFM-66 data (n=1217 GMFM-66 measurements) into training data (for training and tuning the statistical models, approximately two-thirds of the whole data) and validation data (for validating the models). The GMFM-66 score was defined as
the result of the full GMFM-66 assessment, when evaluating all 66 GMFM-66 items. The training data were sorted by increasing GMFM-66 score. Then two points were defined that divided the ordered data into three parts, each containing a third of the training data (three terciles). The first tercile contained the measurements with the lowest GMFM-66 scores, the third tercile with the highest. One of the self-learning algorithms used to create models in this study was the random forest model. Using the random forest model, it is possible to evaluate the importance of the independent variable (here: individual GMFM-66 item) on the explained/dependent variable (here: GMFM-66 score). Thus, we created random forest models for each tercile to determine the least important GMFM-66 item for predicting the GMFM-66 score and calculated the mean squared error (MSE) of the model.

Then this GMFM-66 item was omitted in the creation of the next random forest models (now with 65 items) for each tercile and the MSE was again calculated. This procedure was repeated 50 times (meaning a reduction of the number of used GMFM-66 items from 66 to 16 for the prediction of GMFM-66 score). With this method, it was possible to evaluate the maximum number of omitted GMFM-66 items without an increase of MSE in the random forest model. Thus, there were three reduced GMFM-66 item sets, each one optimal for each tercile of the possible GMFM-66 score. Typically, it is not known in which tercile the GMFM-66 score will be before the assessment is performed. Therefore, the intersection of the three reduced GMFM-66 item sets was determined, which included seven items, and used to predict the tercile in which the GMFM-66 score would lie. Three self-learning algorithms (random forest, support vector machine [SVM], and feed forward neural net [FNN]) were evaluated for predicting the tercile. According to the prediction, the corresponding GMFM-66 items set can then be used.

In summary, in clinical application of the rGMFM-66, at first the same seven GMFM-66 items are tested and then the tercile predicted by a statistical model. According to the predicted tercile, the remaining GMFM-66 items of the corresponding tercile are tested as well. Then the GMFM-66 score is predicted using the measured GMFM-66 items.

### Calculation of the statistical models

In this study, three different self-learning algorithms (random forest, SVM, and FNN) were used to predict the GMFM-66 tercile and the GMFM-66 score. A detailed description of the different self-learning algorithms is beyond the scope of this paper; thus, in the following text, the creation of the statistical models is summarized.

The training data (n=852 GMFM-66 assessments) were used to train and tune the models. Each model type (random forest, SVM, and FNN) had specific hyperparameters with which the model could be adjusted to make the best prediction (Table S1, online supporting information). For this purpose, the training data were resampled in two parts. One part was used to train the model and the second part was used for the adjustment of the hyperparameters of the model, the so-called model tuning. For random forest models the out-of-bag samples were used for model tuning, and for the SVM and FNN a 10-fold cross-validation was performed. The adjusted hyperparameters for random forest models were the number of trees, number of used GMFM-66 items for each split, sample size of the used data for a tree, and the minimum node number of terminal nodes. The adjusted hyperparameters for the SVM model were epsilon (epsilon of the insensitive-loss function), cost, and gamma (both are parameters of the kernel function [radial basis]). For more details, see the package description of the R package e1071.15

In this study we used FNN models with one hidden layer. For regression (prediction of GMFM-66 score), we used the function neuralnet in neuralnet package with rprop+ algorithm. The adjusted hyperparameters of the FNN models were the number of nodes in the hidden layer and the threshold of the error function as stopping criteria.16 For classification (prediction of the tercile [first, second, or third]), we used mnet function in package mnet.

The adjusted hyperparameters of the FNN models were the number of nodes in the hidden layer and decay (a parameter for weight decay); for details see the package description.17

### Validation of the statistical models

To determine how well the rGMFM-66 agreed with the GMFM-66 score, each case in the validation sample was submitted to the full proposed assessment process:

### Table 1: Demographics of the study population, by sex and GMFCS level

| GMFCS level, % | I | II | III | IV | V |
|----------------|---|----|-----|----|---|
| Female         | 350 | 159 | 80  | 852 | 365 | 187 |
| Age, y:mo      | 8:10 | 8:9 | 8:5 | (3:9) | (3:10) | (3:10) |
| Height, Z-score | −1.57 (1.31) | −1.67 (1.22) | −1.59 (1.32) |
| BMI, Z-score    | −0.76 (1.54) | −0.79 (1.42) | −0.67 (1.40) |

| Data are mean (SD) unless otherwise indicated. GMFCS, Gross Motor Function Classification System; BMI, body mass index. |
selection of tercile by the seven items and scoring of the chosen item set. The ability of the three different models to predict the GMFM-66 score was evaluated with intra-class correlation coefficient (ICC) and Bland–Altman statistics by using the validation data (n=365, prediction of GMFM-66 score, single time). In addition, we analysed the ability of the best model in predicting the change over time in the study population with two complete GMFM-66 assessments 1 year apart (n=187). These results were compared with the diagnostic performance of the already existing GMFM-66-IS by Russell et al.6

The change over time of the GMFM-66 score is often used to evaluate the effectiveness of a therapeutic intervention. Thus some authors recommend comparing the observed change over time with minimal clinically important differences. For this reason, we evaluated the diagnostic performance of the rGMFM-66 to detect a relevant change in the GMFM-66 score. All children with GMFM-66 remeasurement after 12 months (n=187) were classified according to a predefined limit as having a change in GMFM-66 score or not. The same classification was performed with the rGMFM-66 and GMFM-66-IS to evaluate their diagnostic performances. The predefined limit was set to values between −10.0 and +10.0 in 0.1 steps.

Statistical analysis
All calculations were performed with RStudio version 1.3.959 in conjunction with R version 4.0.1 (R Foundation for Statistical Computing, Vienna, Austria) and the statistical packages neuralnet version 1.44.2, ranger version 1.12.1, randomForest version 4.6-14, e1071 version 1.7-3, rel 1.4.2, and BlandAltmanLeh version 0.3.1. The results are presented as mean (SD) or count (relative frequency), unless otherwise stated. Values of p<0.05 were set as the threshold for statistical significance. The ICCs were calculated with the specifications two-way model, agreement, and single measurement (function icc in the rel package). The p values for multiple comparisons (Fig. S3, online supporting information) were calculated with pairwise comparisons using Wilcoxon rank-sum tests with continuity correction and p values adjustment according to the Bonferroni–Holm method.

RESULTS
Study population
There were no significant differences in the demographics between training and validation data for single time and change over time analysis (Table 1).

Creation of the rGMFM-66
Figure S4 (online supporting information) gives the MSE of the random forest models with reducing numbers of used GMFM-66 items. To predict the GMFM-66 score in the first tercile (of the training data), the 41 least important GMFM-66 items could be omitted without a relevant increase in the MSE of the random forest model. For the second tercile 32 GMFM-66 items could be omitted without a relevant increase in the MSE, and for the third tercile 25 items (Fig. S4). This meant that to predict a GMFM-66 score, in the first tercile 25 GMFM items were needed, in the second tercile 34, and in the third tercile 41. Figure S5 (online supporting information) summarizes the GMFM-66 items used in each tercile.

Validation of the statistical models
To evaluate the prediction of the GMFM-66 tercile, the false classification rates of the three models (using the validation data) were calculated as 7.4% for the random forest model, 7.1% for the SVM model, and 6.6% for the FNN model. Thus, the FNN model with five nodes in the hidden layer and a threshold of 0.215 performed best in predicting the GMFM-66 items used in each tercile.

| Table 2: Criterion validity of the reduced GMFM-66 and GMFM-66-IS with the GMFM-66 |
| --- |
| Single time (n=378) |
| **Random forest** | **Bland–Altman statistics** |
| Random forest | **ICC** | Upper limit (97.5%) | Lower limit (2.5%) |
| Support vector machine | 0.995 (0.994–0.996) | 3.34 (3.07–3.68) | –3.33 (–3.63 to –3.02) |
| Feed forward neural net | 0.997 (0.996–0.997) | 2.90 (2.64–3.15) | –2.71 (–2.98 to –2.46) |
| GMFM-66-IS* | 0.996 (0.995–0.997) | 2.87 (2.60–3.13) | –2.95 (–3.21 to –2.68) |
| GMFM-66-IS* | 0.994 (0.993–0.996) | 3.80 (3.48–4.12) | –3.25 (–3.57 to –2.92) |
| **Change score (n=187)** |
| **Random forest** | **Bland–Altman statistics** |
| rGMFM-66 | **ICC** | Upper limit | Lower limit |
| rGMFM-66 with SVM | 0.993 (0.993–0.995) | 2.62 (2.29–2.96) | –2.60 (–2.93 to –2.26) |
| GMFM-66-IS* | 0.976 (0.968–0.982) | 4.74 (4.12–5.36) | –4.95 (–5.56 to –4.33) |

*The GMFM-66 item set consists of four different sets, of which set 1 has 15 items, set 2 has 29 items, set 3 has 39 items, and set 4 has 22 items. On average, 30.5 items were evaluated in the study population. GMFM-66, 66-Item Gross Motor Function Measure; GMFM-66-IS, 66-Item Gross Motor Function Measure item set; ICC, intraclass correlation coefficient; CI, confidence interval.
(random forest, SVM, and FNN) had higher ICCs than the GMFM-66-IS (Table 2). The SVM model had the highest ICC and the best Bland–Altman statistics of the evaluated models (Fig. 1). In the study population, 34.5 GMFM-66 items on average were used to calculate the rGMFM-66 score. The mean absolute error (MAE) of the prediction of the GMFM-66 score did not differ significantly between females and males ($p=0.118$) or CP subtypes ($p=0.131$).

There was a slight, but significant, difference in the MAE between the five GMFCS levels ($p<0.001$), with the lowest MAE for GMFCS levels III and IV. The median MAE for GMFCS levels III and IV was 0.7 to 0.8 and for GMFCS levels I, II, and V 1.1 to 1.6 points (Fig. S3).

The prediction of the GMFM-66 change score over 1 year was performed only with the SVM model (because it was the best model in the single-time validation). Table 2 also gives the results compared with the GMFM-66-IS. Table S2 (online supporting information) shows the results for the diagnostic performance of the rGMFM-66 compared with the GMFM-66-IS to detect a change in the full GMFM-66.

**DISCUSSION**

The study results indicate that by using self-learning algorithms it is possible to increase the efficiency of the full GMFM-66 assessment. The presented rGMFM-66 score showed a very good agreement with the GMFM-66 score when applied to a single assessment, as indicated by the ICC and Bland–Altman statistics (Table 2). The mean of the Bland–Altman statistics was almost 0, indicating that in our study population the rGMFM-66 was systematically neither higher nor lower than the full GMFM-66 score (Fig. 1). In addition, the 95% confidence interval (CI) of the Bland–Altman statistics was lower than ±3.0 points and the MAE was slightly over 1 point, indicating a very

---

**Figure 1**: (a–d) Bland–Altman diagrams for single time and change score validation of the reduced version of the 66-item Gross Motor Function Measure (rGMFM-66) and the item-set method of the GMFM-66 (GMFM-66-IS) against the GMFM-66. Dashed lines, 95% confidence intervals (CI) of the Bland–Altman diagrams. The widths of the 95% CI are an indication of the degree of agreement between the rGMFM-66 and GMFM-66, and GMFM-66-IS and GMFM-66. The rGMFM-66 shows a higher agreement than the GMFM-66-IS. CS, change score.
good score agreement in most of the study population (Table 2 and Fig. S3). The score agreement was independent of sex and CP subtype. Although the same items were always evaluated, there was also a good performance of the rGMFM-66 even with unilateral CP, probably because the rGMFM-66 contains almost no one-sided, 'asymmetrical' item (with exception of item 27: sit on mat: touches toy placed 45° behind child's left side; and item 66: stand, two hands on large bench: cruises five steps to left). There was slightly better score agreement for children classified in GMFCS levels III and IV than in the other GMFCS levels (Fig. S3). The reason for this could be that this group made up most of the study population.

When the change over time was measured, the rGMFM-66 score again showed very good agreement with the GMF66 score, with comparable ICC and Bland–Altman statistics as for the single-time evaluation (Table 2 and Fig. 1). Additionally, the diagnostic performance of the rGMFM-66 in detecting a relevant change in the GMF66 was excellent, as indicated by the very high sensitivity, specificity, positive predictive value, and negative predictive value (92.3–98.1%; Table S2).

**GMFM-66-IS**

Other abbreviated versions of the GMFM-66 were already introduced by Russell et al. (GMFM-66-IS)⁶ and by Brunton et al. (GMFM-66 B&C).⁷ Unfortunately, the values for the GMFM66 B&C were not available to us and therefore could not be compared with the rGMFM-66. However, Avery et al. were able to show that the GMFM-66-IS matches the GMFM-66 better than the GMFM-66 B&C.⁹ They reported the equal ICC for single-time evaluation, as in our study population (ICC 0.944 [95% CI 0.993–0.996]). The ICC for the change over time (1y) was slightly higher in our study population than that reported by Avery et al. (0.976 [95% CI 0.968–0.982] vs 0.922 [95% CI 0.888–0.946]).

**Comparison of rGMFM-66 and GMFM-66-IS**

The diagnostic performance of the rGMFM-66 in predicting the GMFM-66 score at a single time was significantly higher than that of the GMFM-66-IS, as indicated by the higher ICC and the lower Bland–Altman statistics (Table 2).

The time savings when performing an abbreviated version of the full GMFM-66 measurement are particularly important in clinical use. Since in the clinical setting the GMFM-66 is also very often used as an outcome parameter, the change over time is of particular importance. In this category too, the rGMFM-66 shows a better match with the GMFM-66 than the GMFM-66-IS (Table 2 and Table S2). In our study population, the mean number of measured GMFM-66 items was slightly higher in rGMFM-66 assessments than in GMFM-66-IS (34.5 vs 30.5 items).

Overall, the rGMFM-66 appeared to correspond more closely to the GMFM-66 than the GMFM-66-IS and seems to be a good alternative to the GMFM-66, when time saving is of particular interest. Additionally, since testing 66 motor items could be very exhausting for the child, depending on the condition, the rGMFM-66 may provide fewer confounding results.

**Study limitations**

Limitations of this study include selection bias because our artificial intelligence-powered algorithms were based on the data of our rehabilitation programme. Therefore, relatively few children with CP in GMFCS levels I and V were represented in this cohort. Also, the study population consisted largely of children with spastic CP. Since most children with CP have this CP subtype, these findings should be widely applicable to the population of children with CP.

In addition, our study was a retrospective study. Although we divided the existing data set into training, tuning, and validation sets for the validity check, we also considered it necessary to check the rGMFM-66 prospectively for the validity in other data sets. Another important limitation is that this study was undertaken using information from an existing data set, and a non-shortened version of the GMFM-66 was actually administered. On the other hand, this approach eliminated possible confounding factors for variation, for example fatigue of the children, differences among raters, or influence of the testing environment.

This study should show the feasibility of increasing the efficiency of the administration of the GMFM-66 by using self-learning algorithms. The presented results cannot currently be easily used in clinical practice. For clinical use, the results would first have to be implemented in software, such as the Gross Motor Ability Estimator (version 2) scoring software for the GMFM-66.

**CONCLUSION**

The study results indicate that by using self-learning algorithms it was possible to increase the efficiency of administration of the GMFM-66 assessment. The presented rGMFM-66 score showed an excellent agreement with the GMFM-66 score when applied to a single assessment and when evaluating the change over time.
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