A change-point–based control chart for detecting sparse mean changes in high-dimensional heteroscedastic data

Zezhong Wang and Inez Maria Zwetsloot
Department of Systems Engineering, City University of Hong Kong, Kowloon, Hong Kong

ABSTRACT
Because of the “curse of dimensionality,” high-dimensional processes present challenges to traditional multivariate statistical process monitoring (SPM) techniques. In addition, the unknown underlying distribution of and complicated dependency among variables such as heteroscedasticity increase the uncertainty of estimated parameters and decrease the effectiveness of control charts. In addition, the requirement of sufficient reference samples limits the application of traditional charts in high-dimension, low-sample-size scenarios (small n, large p). More difficulties appear when detecting and diagnosing abnormal behaviors caused by a small set of variables (i.e., sparse changes). In this article, we propose two change-point–based control charts to detect sparse shifts in the mean vector of high-dimensional heteroscedastic processes. Our proposed methods can start monitoring when the number of observations is a lot smaller than the dimensionality. The simulation results show that the proposed methods are robust to nonnormality and heteroscedasticity. Two real data examples are used to illustrate the effectiveness of the proposed control charts in high-dimensional applications. The R codes are provided online.

1. Introduction

In modern manufacturing systems, widely used sensors and internet technologies make it possible to collect hundreds of measurements related to the final product and its production over time. These measurements can be used to evaluate process conditions and the necessity of corrective actions. Statistical process monitoring (SPM) tools for such applications in high-dimensional processes are becoming prevalent. Detecting abnormality is a challenging task for traditional multivariate control charts, such as the Hotelling’s $T^2$ control chart, because the “curse of dimensionality” affects the parameter estimates and signal detection ability of multivariate control charts significantly (Hastie, Tibshirani, and Friedman 2009).

The underlying distribution and parameters of a target process are crucial factors for setting up control charts. These are usually unknown and need to be estimated based on in-control (IC) data in a Phase I analysis. The uncertainty of estimation grows rapidly with dimensionality, especially of the estimated covariance matrix (Zhang, Chen, and Wu 2020). One overlooked characteristic, which can also affect the accuracy of parameter estimates in SPM solutions for high-dimensional data, is heteroscedasticity (Hong, Balzano, and Fessler 2018). We define heteroscedasticity as the inequality of error variance over time. In some applications, heteroscedasticity is regarded as undesirable and needs to be detected. On the contrary, we focus on situations in which heteroscedasticity is an intrinsic part of the stable process. Therefore, our aim is to monitor for changes in the mean, given the heteroscedastic nature of the process.

For example, heteroscedasticity is an intrinsic aspect of financial data in financial surveillance. It is explicitly modeled by autoregressive conditional heteroscedastic (ARCH) models (Engle 1982) or generalized autoregressive conditional heterokedastic (GARCH) models (Bollerslev 1986). Schipper and Schmid (2001) and Bodnar (2009) used univariate and multivariate GARCH models to develop dispersion control charts for monitoring shifts in the variance. It is challenging to apply the same strategy to high-
dimensional scenarios because of the computational complexity (Frisén 2008).

Heteroscedasticity is also an inherent property of data whenever data collection procedures are affected by environmental or dynamic external factors that are difficult to remove. For example, astronomical measurements of stars taken at various times are affected by the changing atmospheric effects, which cause the amount of noise to vary across time (Tamuz, Mazeh, and Zucker 2005). Another example of intrinsic heteroscedasticity is the residual of dengue-related data with unequal variance in different months, displayed in Figure 1(a) (Wang and Zwetsloot 2019). Figure 1(b) shows the heteroscedasticity of a vibration index collected by sensors when the system functions normally (Wang, Goedhart, and Zwetsloot 2023).

In this article, we consider heteroscedasticity an inherent characteristic of the process and wish to detect changes in the location parameter. We therefore treat the different variances over time as a common cause variability in the processes. All variables share the same heteroscedasticity. We focus on robust methods to maintain consistent performance under dynamic covariance matrices for monitoring high-dimensional heteroscedastic data.

Another challenge is detecting sparse shifts in high-dimensional data. Dimension reduction is one solution for monitoring high-dimensional processes. Principal components analysis (PCA) is widely used in monitoring high-dimensional time series as an efficient dimension reduction tool. The PCA-based control charts first extract the latent variables from the original data and then monitor the derived statistics. An excellent overview is given by De Ketelaere, Hubert, and Schmitt (2015). It is rare that all variables change simultaneously in a process. More often, in high-dimensional processes, the shift is sparse; that is, a small subset of variables is likely to cause the abnormality. Because of the curse of dimensionality, the out-of-control (OC) behaviors caused by sparse changes are more likely to be buried in the noise (Shu and Fan 2018).

The capability of PCA-based methods to detect sparse shifts is questionable because the extracted latent variables may overlook important data features. After successfully detecting an alarm, it may also be difficult to locate and identify the assignable causes because the interpretation of the derivative statistic may be meaningless (Wang and Jiang 2009). Ebrahimi, Ranjan, and Paynabar (2022) proposed an adaptive PCA-based SPC framework, adaptive PC selection (APC), for high-dimensional data streams. This method is valid for monitoring sparse shifts, and a root-cause diagnostics stage is proposed to determine the shifted variables. However, its performance decreases for nonnormal data.

Combining variable selection algorithms and control charts is an alternative for detecting sparse changes. Zou and Qiu (2009) proposed a LEWMA chart by combining a least absolute shrinkage and selection operator (LASSO) test statistic with a MEWMA chart. Independently, Wang and Jiang (2009) proposed a VS-MSPC control chart, which first combined a forward variables selection (FVS) algorithm with a multivariate Shewhart chart. Jiang, Wang, and Tsung (2012) and Abdella et al. (2017) extended the FVS algorithm to the VS-EWMA chart and the VS-CUSUM chart, respectively. One bonus associated with these variable selection–based methods is that the tasks of detection and diagnosis are naturally integrated and conveniently and simultaneously resolved because all the selected variables are assumed to be responsible for the OC signals (Jiang, Wang, and Tsung 2012).

The multivariate normality assumption limits the application of the aforementioned variable selection control charts, and heteroscedasticity is a potential factor that affects their performance. Robust control charts are preferable, and nonparametric methods are
appropriate when the underlying process distribution is nonnormal and/or challenging to verify (Ebadi et al. 2022). Zou, Wang, and Tsung (2012), Holland and Hawkins (2014), Huang, Kong, and Huang (2014), Chen, Zi, and Zou (2016), Shu and Fan (2018), and Zhang, Chen, and Wu (2020) developed different distribution-free methods based on the change-point model. These methods are also appropriate for monitoring the location shifts when the number of variables is much greater than the number of individual observations $(p > n)$. This is also referred to as a high-dimension, low-sample-size (HDLSS) scenario. The change-point control chart proposed by Li et al. (2014) can detect mean changes at the beginning of a process and identify corresponding assignable causes. It is robust to nonnormality, as shown in their simulation results. Change-point–based methods can support practitioners in identifying root causes. Huang, Kong, and Huang (2014) discussed the change-point estimate algorithm in the post-signal diagnosis phase. For a systematic review of change-point estimation in SPC, refer to Amiri and Allahyari (2012).

To overcome the three challenges of monitoring high-dimensional processes—(1) heteroscedasticity, (2) sparsity of the change, and (3) parameter estimation when $p > n$—we propose change-point–based control charts for detecting sparse mean shifts in high-dimensional heteroscedastic data. We consider abrupt and sustained shifts. The change-point methods allow us to deal naturally with the third challenge. We apply supremum-based tests to deal with the first and second challenges. The proposed methods, called the $RH$-$CP$ chart and the $RH$-$SCP$ chart, where $RH$ stands for robust to heteroscedasticity, are valid in HDLSS scenarios. Another attractive feature is their robustness to nonnormality. A data-driven method is used to obtain control limits. We propose a post-signal diagnosis method to estimate the change-point and assignable causes.

The structure of this article is as follows. In Section 2, we propose our novel change-point–based control charts, the $RH$-$CP$ chart and the $RH$-$SCP$ chart, for detecting sparse shifts in the mean vector of possibly heteroscedastic nonnormal data. Section 3 shows the performance of proposed methods and a comparison with another method. In Section 4, we propose a post-signal diagnosis procedure. In Section 5, two examples are used to showcase the proposed methods. Section 6 concludes the article.

### 2. Change-point–based control chart

#### 2.1. Change-point–based monitoring scheme

Given a series of independent and individual $p$-dimensional observations $X_i = (X_{i1}, X_{i2}, ..., X_{ip})'$, $i = 1, 2, ..., n$, the change-point model is

$$H_0 : X_i \sim F_p(\mu_0, \Sigma_i) \text{ and } H_1 : X_i \sim \left\{ \begin{array}{ll} F_p(\mu_0, \Sigma_i) & , \quad i \leq \tau, \\ F_p(\mu_1, \Sigma_i) & , \quad i > \tau, \end{array} \right. $$

where $F_p^0$ and $F_p^1$ are the IC and OC distribution functions, $\mu_0$ and $\mu_1$ are the corresponding unknown IC and OC mean vectors, and $\Sigma_i$ is the IC covariance matrix, which changes over time. The change-point $\tau$, which indicates the process changes after $X_\tau$, is also unknown and needs to be estimated.

Various test statistics for mean vectors have been adapted to high-dimensional process monitoring. Zou et al. (2015) developed a new control chart based on the goodness-of-fit test proposed by Zhang (2002). Multivariate distribution-free tests proposed by Randles (2000), Choi and Marden (1997), and Bickel (1969) have been adapted to monitoring schemes by Zou and Tsung (2011), Holland and Hawkins (2014), and Chen, Zi, and Zou (2016), respectively. Li et al. (2014) extended the high-dimensional two-sample test proposed by Chen and Qin (2010) to a self-starting control chart. Shu and Fan (2018) developed a nonparametric control chart based on the high-dimensional one-sample test proposed by Saha, Sarkar, and Ghosh (2017).

High-dimensional test statistics can be categorized as sum-of-squares–based test statistics and supremum-based test statistics. The former is powerful when there are many small differences between $\mu_0$ and $\mu_1$—in other words, when the signals are dense but weak (Chen and Qin 2010). However, this type of method could be ineffective under the sparsity assumption, as the accumulation of all differences will not be significantly influenced by a few large differences, especially in a big data stream (Gregory et al. 2015). For the case in which a few variables have large shifts and the signals are sparse but strong, a supremum-based test statistic may perform better. To detect the sparse changes effectively, we proposed a control chart based on the supremum-based test statistics modified from Chang et al. (2017).

Chang et al. (2017) proposed two tests for location parameters—a nonstudentized test and a studentized test—both of which are valid in the HDLSS scenario. A fully data-driven Monte Carlo simulation is proposed to compute the critical values. According to
their simulation results, both tests are robust against nonnormality. They loosen the assumption of the covariance matrix, so the two test samples can be drawn from distributions with different covariance matrices. Both tests are potentially robust for testing high-dimensional means under heteroscedasticity. When the sample size is small, the nonstudentized test can maintain nominal significance; hence, it is recommended for practical application. Standardization is necessary to reduce the impact of unequal variances before applying the nonstudentized test. The studentized method involves sample variance estimation and is recommended for a larger sample size because its performance depends on accurate and precise variance estimates.

According to Chang et al. (2017), their tests based on very large dimensions might result in large critical values. They added a preliminary screening step for dimension reduction to enhance its power before conducting the tests. The screening procedure requires static sample sizes, which is violated in process monitoring and the change-point model. Consequently, we take the nonstudentized and studentized tests and modify them to be applicable in an online monitoring setting.

To test for \( H_0 \) vs. \( H_1 \) in Eq. [1], we partition the \( n \) observations into two sets, \( \{X_1, \ldots, X_k\} \) and \( \{X_{k+1}, \ldots, X_n\} \) at a split point \( k(3 \leq k \leq n - 3) \). Each subset contains at least three observations in order to compute the sample mean and variance. Hence, this method can start monitoring with at least six observations, making it appropriate for monitoring short-run processes. As in Chang et al. (2017), the nonstudentized statistics with \( n \) observations and split point \( k \) are defined as follows:

\[
T^{(1)}_{n,k} = \max_{1 \leq r \leq p} \frac{\sqrt{k(n-k)}|X_{k,r} - \overline{X}_{n-k,r}|}{\sqrt{k\hat{\sigma}^2_{k,r} + (n-k)\hat{\sigma}^2_{n-k,r}}}, \quad [2]
\]

where \( \overline{X}_{k,r} = \frac{1}{k} \sum_{i=1}^{k} X_{i,r} \) and \( \overline{X}_{n-k,r} = \frac{1}{n-k} \sum_{i=k+1}^{n} X_{i,r} \).

The monitoring statistic at time point \( n \), referred to as \( U^{(1)}_n \), is the maximum value of \( T^{(1)}_{n,k} \) over all split points \( k \):

\[
U^{(1)}_n = \max_{3 \leq k \leq n-3} T^{(1)}_{n,k}. \quad [3]
\]

We plot \( U^{(1)}_n \) on a chart with a limit \( h^{(1)}_p \) and signal when \( U^{(1)}_n > h^{(1)}_p \). The change-point \( \tau \) can be estimated directly by the corresponding \( k \) when \( U^{(1)}_n \) exceeds the control limit \( h^{(1)}_p \):

\[
\hat{\tau}^{(1)}_n = \arg \max_{3 \leq k \leq n-3} (T^{(1)}_{n,k} > h^{(1)}_p). \quad [4]
\]

By standardizing Eq. [2] with sample variances, we get the monitoring statistics and change-point estimation based on studentized test statistics.

\[
T^{(2)}_{n,k} = \max_{1 \leq r \leq p} \frac{\sqrt{k(n-k)}|X_{k,r} - \overline{X}_{n-k,r}|}{\sqrt{k\hat{\sigma}^2_{k,r} + (n-k)\hat{\sigma}^2_{n-k,r}}}, \quad [5]
\]

where \( \overline{X}_{k,r} \) and \( \overline{X}_{n-k,r} \) are the same as in Eq. [2].

\[
\hat{\sigma}^2_{k,r} = \frac{1}{k-1} \sum_{i=1}^{k} (X_{i,r} - \overline{X}_{k,r})^2 \quad \text{and} \quad \hat{\sigma}^2_{n-k,r} = \frac{1}{n-k-1} \sum_{i=k+1}^{n} (X_{i,r} - \overline{X}_{n-k,r})^2
\]

\((n - k)\) are the pre-shift sample variance and the post-shift sample variance of variable \( r \). Furthermore, the monitoring statistic equals

\[
U^{(2)}_n = \max_{3 \leq k \leq n-3} T^{(2)}_{n,k}. \quad [6]
\]

The change-point \( \tau \) can be estimated directly by the corresponding \( k \) when \( U^{(2)}_n \) exceeds the control limit:

\[
\hat{\tau}^{(2)}_n = \arg \max_{3 \leq k \leq n-3} (T^{(2)}_{n,k} > h^{(2)}_p). \quad [7]
\]

### 2.2. Moving window

Note that for progressive online monitoring, our statistics will be based on larger samples (i.e., \( n \) increases with time). The efficiency of detecting sparse shifts decreases with the sample size (\( n \)) because the signals are more likely to be buried by noise from the data. Another practical problem with the method is that the time and complexity of data processing multiply with incoming observations; \( n - 5 \) iterations are needed to compute the statistic from \( n \) observations. A third issue is that the sample size influences the statistics; therefore, the control limits are dynamic. To shorten the detection delay and promote the sensitivity of the proposed monitoring schemes, we have added a moving window to the proposed methods.

For a fixed window size \( W \), the monitoring procedure starts with the first \( W \) observations (\( X_1, \ldots, X_W \)). After collecting \( s \) new observations (\( s \) is the step size), the oldest \( s \) observations are excluded and the procedure moves to the second window (\( X_{1+s}, \ldots, X_{W+s} \)). An appropriate step size can speed up the computation and reduce the serial correlation, making the monitoring statistics approximately independent. The observation matrix at time point \( n(n > W) \) is

\[
X_n = (X_{n-W+1}, X_{n-W+2}, \ldots, X_n).
\]

The window-based nonstudentized statistics are

\[
T^{(1)}_{n,W,k} = \max_{1 \leq r \leq p} \frac{\sqrt{k(W-k)(X_{W-k,r} - \overline{X}_{n-k,r})}}{\sqrt{W}}, \quad [8]
\]
where \( k^*(3 \leq k^* \leq W - 3) \) is the split point inside the current window and \( \bar{X}_{t-r,r} \) is the mean of the first \( k^* \) observations in window \( W_n \). The corresponding charting statistic based on this window is

\[
U_{n,W}^{(1)} = \max_{3 \leq k^* \leq W-3} T_{n,W,k^*}^{(1)}.
\]  

Note that we observe \( U_{n,W}^{(1)} \) at each \( s \) time point only. Estimating the change-point is also straightforward. If the control chart signals at time point \( n \), the corresponding change-point estimate is

\[
\hat{\tau}_{n,W}^{(1)} = n - W + \arg\max_{3 \leq k^* \leq W-3} \left( T_{n,W,k^*}^{(1)} | R_{n,W}^{(1)} > \hat{h}_{p,W}^{(1)} \right).
\]  

Similarly, the window-based studentized statistic is

\[
T_{n,W,k^*}^{(2)} = \max_{3 \leq k^* \leq W-3} \frac{\sqrt{k^*(W-k^*)} | \bar{X}_{t-r,r} - \bar{X}_{W-k^*-r}^{(1)} |}{\sqrt{k^* \sigma^2_{W-k^*}^{(1)} + (W-k^*) \sigma^2_{W-k^*-r}^{(1)}}},
\]  

where \( \sigma^2_{W-k^*}^{(1)} \) is the sample variance of first \( k^* \) observations in window \( W_n \) and \( \sigma^2_{W-k^*}^{(1)} \) is the sample variance of the rest of the \( W-k^* \) observations. The corresponding charting statistic based on this window is

\[
U_{n,W}^{(2)} = \max_{3 \leq k^* \leq W-3} T_{n,W,k^*}^{(2)}.
\]  

And the corresponding change-point estimate is

\[
\hat{\tau}_{n,W}^{(2)} = \arg\max_{3 \leq k^* \leq W-3} \left( T_{n,W,k^*}^{(2)} | R_{n,W}^{(2)} > \hat{h}_{p,W}^{(2)} \right) + n - W
\]  

The magnitude of studentized and nonstudentized monitoring statistics depends on the window size, which is a prespecified fixed value. Consequently, the control limits are constant values and need to be simulated for different dimensionality and window sizes. The RH-CP chart signals when \( U_{n,W}^{(1)} > \hat{h}_{p,W}^{(1)} \), where \( \hat{h}_{p,W}^{(1)} \) is the control limit. And the RH-SCP chart signals when \( U_{n,W}^{(2)} > \hat{h}_{p,W}^{(2)} \), where \( \hat{h}_{p,W}^{(2)} \) is the control limit.

The sample mean and variance are part of the statistics in Eqs. (8) and (11). Determining the window size is a tradeoff between estimation accuracy (large windows) and a quick start of the monitoring scheme (small windows). If the practitioner prefers sensitive methods, a large window is recommended.

### 2.3. Control limits

Chang et al. (2017) used Monte Carlo simulations to compute the critical values for the proposed maximum-type statistics. The empirical distribution of a set of i.i.d. Gaussian random vectors from \( N(0, \Sigma_{1,2}) \), where \( \Sigma_{1,2} = \frac{n}{m+n} \Sigma_1 + \frac{m}{m+n} \Sigma_2 \), is used to estimate the critical value. Estimation requires a known and fixed sample size, which is violated in our proposed methods. The distributions of \( U_{n,W}^{(1)} \) and \( U_{n,W}^{(2)} \) are complicated and unknown, so we use a data-driven bootstrap method to determine the control limits based on their empirical distributions. One bonus of the bootstrap method is that the effect from underlying heteroscedasticity is already incorporated.

The control limits are determined by setting a prespecified false alarm probability (FAP) instead of the ARL because the ARL is affected by the window size and step size directly. Moreover, simulation for ARLs is more time-consuming. FAP = \( \text{Pr}(RL \leq n|H_0) \) is the probability of at least one false alarm in the process from time 1 to \( n \) (Chakraborti, Human, and Graham 2008). Based on this, we used the bootstrap method in Algorithm 1 to compute the control limits.

**Algorithm 1: Bootstrap method for control limits**

1. Import \( B \), \( n \), \( W \), \( s \), and \( \mathbb{X}_p \), where \( B \) is the number of bootstrap samples, \( n \) is the monitoring interval, \( W \) is the window size, and \( s \) is the step size.
2. Draw \( B \) bootstrap samples of size \( W \) with replacement from \( \mathbb{X}_p \).
3. Use Eqs. (8) and (9) or Eqs. (11) and (12) to calculate the charting statistics \( U_{W,b}^{(1)} \), \( b = 1, 2, ..., B, l = 1, 2 \), for every bootstrap sample. An empirical distribution of \( U_{W,b}^{(1)} \) can be built as \( \hat{F}_W(t) = B^{-1} \sum_{b=1}^{B} I\{U_{W,b}^{(1)} \leq t\} \).
4. Given that FAP = \( \alpha \), the control limits can be estimated as \( \hat{h}_{p,W}^{(1)} = \inf \{t \in \mathbb{R} : \hat{F}_W(t) \geq \sqrt{1 - \frac{\alpha}{s}}\} \), where \( Q = \max \{z \in \mathbb{Z} | z \leq \left( \frac{n-W}{s} \right) \} + 1 \).

Step 4 in Algorithm 1 is valid when an appropriate step size, \( s \), can make \( \text{Pr}(U_{n,W} > \hat{h}_{p,W} | \text{no signal before } n, H_0) \leq 1 - \sqrt{1 - \frac{\alpha}{s}} \) in other words, the sequential \( U_{n,W}^{(1)} \) and \( U_{n,W}^{(2)} \) are approximately independent. A simple simulation is used to verify this statement. In each simulation run, 100 observations are generated from \( N_{50}(0, \Sigma_r) \). A sequence of \( U_{n,W}^{(1)} \) and their autocorrelations are calculated with \( s = \)}
1, 3, 5 and $W = 20, 30, 40$. Finally, the autocorrelations (from lag 1 to lag 10) are averaged over 100 replications. As shown in Figure 2, when $s = 5$, the autocorrelations are weak for all lags. The results are consistent with different dimensionality, and the same conclusion holds for $U_{n,W}^{(2)}$. Hence, we recommend using $s \geq 5$ for computational convenience and accuracy of the control limits. We also explore the relationship between the sample size of $X_p$ and the estimated control limits. For different scenarios with various $p$ and $W$, we recommend using at least 150 observations to achieve reliable control limits.

3. Performance study

In this section, we evaluate the performance of the RH-CP and RH-SCP charts and compare them with another method. We use the empirical FAP to evaluate IC performances and propose two new metrics to assess OC performances.

According to Frisén (2009), the choice of performance metrics should rely on the characteristics of surveillance methods. The probability of detection and the expected delay are valid for the change-point model. Here we use the proportion of runs that are stopped by a signal out of runs to compute the detecting power of the proposed methods. This metric is called the detection rate (DR), where

$$DR = \frac{\sum_{i=1}^{n} I(U_{n,W}^{(i)} \geq \beta_{n,W}(H_1))}{n}$$

for $l = 1, 2$. The proposed method is sensitive to changes when $DR$ is close to 1.

Timely detection is also important for a monitoring scheme. We define the conditionally expected detection delay (CED), which is the time between the average stop point and the change-point, as

$$CED = \frac{\sum_{i=1}^{n} \min(\arg_{t}(U_{n,W}^{(i)} \geq \beta_{n,W}(H_1)))}{n} - \tau.$$  

CED is influenced by $W$, $s$, and $\tau$ directly. When $W \leq \tau$, the smaller CED reflects better performance. When $W > \tau$ and $CED = W - \tau$, it means that the control chart can detect a signal as early as the first window. For more uses and discussion of DR and CED in SPM, see Knoth (2015), Liu et al. (2023), Yu et al. (2022), Alghuried and Moghaddass (2022), and Lee et al. (2022). We discuss the highlights of the simulation results below.

3.1. Comparison

As discussed in Section 1, Chen, Zi, and Zou (2016) proposed a distribution-free EWMA control chart (DFEWMA) based on the change-point model. It is efficient in detecting sparse shifts in location parameters under HDLSS scenarios. We select the DFEWMA control chart because its MATLAB code is available online. We realize that other methods could also be good comparisons, but either there is no code available (e.g., LEWMA chart and VS-CUSUM by Zou and Qiu (2009) and Abdella et al. (2017)) or the implementation is so slow that it is impractical to run the method (e.g., the method proposed by Li et al. (2014)). Hence, we focus on the DFEWMA chart because it is the only method that is comparable, has code available, and is fast to run.

One property of the DFEWMA method is that its IC run length always follows the geometric distribution. According to Theorem 1 in Chen, Zi, and Zou (2016), the FAP satisfies the following equation:

$$FAP = P(\text{RL} \leq n) = 1 - (1 - \beta)^n.$$  

$\beta$ is used to determine the control limits, which makes it comparable with our proposed methods. They also provided an equation for change-point estimation without further evaluation.
Robustness under heteroscedasticity is of interest to us, without a loss of generality, so we use $N_p(0, I_p)$ as a baseline model, with $p = 20, 50, 100$. To imitate and manipulate the heteroscedastic model $N_p(0, \Sigma_i)$, we multiply the constant covariance matrix by a time-dependent parameter $\lambda_i$. The heteroscedastic model is $N_p(0, \lambda_i I_p)$, where $\lambda_i$ is a set equal to \{0.5, 0.6, ..., 1.4, 1.5, 1.4, ..., 0.6\} and repeated until the end of the process. As a result, each variable has a unit variance on average within a prolonged time period. We set the window size as $W = 30$ for the three methods. The smoothing parameter in the DFEWMA chart is 0.1 according to the guidelines in Chen, Zi, and Zou (2016). The reference sample for DFEWMA consists of $m_0 = 100$ observations. For the proposed RH-CP chart and RH-SCP chart, we set $s = 5$ and use 500 observations to compute the control limits by $B = 10,000$ replications. The first $\nu = 25\%$ components in the location parameter change by $\delta = 1.5$ or 2 after $\tau = 25$ observations. The absolute shift sizes are fixed with dynamic variance. Therefore, when $\lambda_i = 1$, the shifts are $1.5\sigma_i$ and $2\sigma_i$. When $\lambda_i < 1$, the real shifts are relatively larger than $1.5\sigma_i$ and $2\sigma_i$. Symmetrically, the relevant shifts are smaller than $1.5\sigma_i$ and $2\sigma_i$ when $\lambda_i > 1$. All performance results in this section are obtained from 2,000 simulation runs unless indicated otherwise.

All methods are designed to achieve a $FAP = 0.01$ with $n = 100$ observations. The Empirical column in Table 1 shows the empirical $FAP$ values. Surprisingly, the empirical $FAP$ values of the DFEWMA chart are about five times larger than the designed values when the data follow a standard normal distribution. Chen, Zi, and Zou (2016) claimed that with a given $\beta$, the simulated $FAP = Pr(\text{RL} \leq n)$ of the DFEWMA chart is close to the theoretical one. One possible explanation of the inconsistency is that when $FAP = 0.01$, the corresponding $\beta$ is much smaller. The estimation of such a long-tail percentile is challenging. More variables and observations include more uncertainty, which may also cause the inflation of $FAP$.

Both the RH-CP chart and the RH-SCP chart can guarantee low $FAP$ values under baseline models. Under heteroscedasticity, the empirical $FAP$ of all three methods increases significantly. The simulated $FAP$ of the RH-SCP chart is about twice the predefined value, which is the most robust.

The incomparable $FAP$ values make the OC performance analysis meaningless. Therefore, we adjust the control limits of our proposed methods to get a similar empirical $FAP$ as the DFEWMA chart. The complementary results show that $DR$ positively correlates with $FAP$. With a large $FAP$, the $DR$ of the proposed methods is approximately equal to 1. The RH-CP chart has a larger $DR$ in all OC scenarios, and it is more sensitive than the RH-SCP chart. Heteroscedasticity reduces the $DR$ of the proposed methods, but the RH-CP chart is less affected.

The DFEWMA method shows a smaller $CED$ than the proposed methods in all scenarios, since it uses an increasing window size and moves with every new observation. When $\tau = 25$ and $W = 30$, the proposed methods have a theoretical minimum detection delay of five, and they can achieve the ideal $CED$ with a large $FAP$ and shift size. Overall, the maximum detection delay is about half the window size, which is reasonable for a change-point model. Heteroscedasticity reduces the $CED$ of the DFEWMA chart by 1; this is related to the large $FAP$ and increases the $CED$ of the proposed methods by a few observations. Another universal conclusion is that all three methods can achieve good $DR$ and fast $CED$ for all considered $p$.

Figure 3 shows the $DR$ and $CED$ curves with varying $\delta$ in heteroscedastic processes. Overall, with increasing $\delta$, the $DR$ of all methods converges to 1 and achieves a much smaller detection delay. Figure 3(a) shows the $DR$ with $\nu = 10\%$ under various

| Model       | Methods | Design | Empirical | DR | CED | DR | CED |
|-------------|---------|--------|-----------|----|-----|----|-----|
| $N_{50}(0, I_p)$ | DFEWMA | 0.01   | 0.042     | 1.00 | 6.08 | 1.00 | 4.95 |
|             | RH-CP   | 0.01   | 0.006     | 0.91 | 11.99 | 1.00 | 8.29 |
|             | RH-SCP  | 0.01   | 0.005     | 0.56 | 12.57 | 0.97 | 9.09 |
| $N_{50}(0, I_p)$ | RH-CP   | 0.05   | 0.031     | 0.99 | 8.44  | 1.00 | 5.41 |
|             | RH-SCP  | 0.05   | 0.046     | 0.87 | 11.14 | 1.00 | 7.06 |
| $N_{100}(0, I_p)$ | DFEWMA | 0.01   | 0.047     | 1.00 | 4.38  | 1.00 | 3.64 |
|             | RH-CP   | 0.01   | 0.009     | 0.99 | 10.46 | 1.00 | 6.39 |
|             | RH-SCP  | 0.01   | 0.008     | 0.75 | 11.86 | 1.00 | 7.86 |
| $N_{100}(0, I_p)$ | RH-CP   | 0.05   | 0.045     | 1.00 | 6.78  | 1.00 | 5.02 |
|             | RH-SCP  | 0.05   | 0.050     | 0.96 | 9.69  | 1.00 | 5.97 |

When $m_0 = 100$, $\nu = 25\%$, $\tau = 25$, $W = 30$. |
dimensional models for our proposed methods. When \( \delta > 2 \), the proposed RH-CP and RH-SCP charts can achieve \( DR = 1 \) approximately. In higher-dimensional scenarios such as \( p = 100 \), the detection power grows faster because of more shifted variables. The difference between Figure 3(a) and (b) is sparsity, and our
proposed methods converge faster with more shifted variables caused by lower sparsity levels. Figure 3(c) and (d) illustrate similar conclusions; with more shifted variables, the CED values for both methods decrease faster and converge to the minimum detection delay of five when \( \delta \) is large.

In Table 1, the DFEWMA chart outperforms the proposed methods. One reasonable explanation for this result is the reference sample, as the DFEWMA chart compares new observations with IC data points. To make a fair comparison and to illustrate the improvement of a large window, we use \( W = 100 \) for our methods to detect changes at \( \tau = 125 \) in heteroscedastic models with \( p = 50 \) and 100. For the DFEWMA chart, we use \( W = 30 \) and \( \tau = 25 \), since it has a reference sample with size \( m_0 = 100 \). Figure 3(e) and (f) plot the DR curves for the RH-CP chart, RH-SCP chart, and DFEWMA chart with \( \nu = 10\% \) and \( \nu = 25\% \), respectively. Our proposed methods can converge to \( DR = 1 \) as soon as \( \delta = 1 \) with \( W = 100 \). The improvement is significant compared with Figure 3(a) and (b) when \( W = 30 \). The lower sparsity can improve the performance of all methods, and the positive effect is more significant on the DFEWMA chart. The CED of our proposed methods with \( W = 100 \) decreases faster than with \( W = 30 \). The trends of CED are not monotonous when \( \delta \) is small. Figure 3(g) and (h) show that the CED increases for small \( \delta \) before decreasing again for larger \( \delta \). This phenomenon is related to the increasing DR as well as the large window size. As the DR increases with the increase of \( \delta \), we will have more detected signals, and because the shift is still relatively small, some of these signals will only be observed far into the window, resulting in a larger CED. When \( \delta \) is large, our proposed methods can achieve the minimum detection delay of seven. Hence, when the change-point is not at the beginning of the process, our proposed methods can achieve a similarly good performance as the DFEWMA control chart based on a large window.

An obvious drawback of the DFEWMA is the excessive empirical FAP. If there is no heteroscedasticity and the process practitioner does not mind many false alarms, we recommend the DFEWMA method. We believe practitioners should use our proposed control charts for all other scenarios. The reason is that, although its detection power is a little smaller, monitoring can start quickly, and false alarms will be close to the nominal level. In addition, our methods exhibit consistent performance under heteroscedastic data, whereas the performance of the DFEWMA chart is severely affected (which is why we do not consider it in the following simulations for robustness).

Another drawback of the DFEWMA method is the extra computation time in processing high-dimensional data. When \( p = 100 \) and \( W = 30 \), it takes 2 minutes to process 200 IC observations, but the RH-CP chart requires only 1 second. One convincing explanation is that individually estimating the control limits for each time point is time-consuming in the DFEWMA chart. Further, Chen, Zi, and Zou (2016) considered 0.5 the maximum correlation in their models. Wang, Goedhart, and Zwetsloot (2023) applied the DFEWMA method for monitoring highly dependent variables, with a strong correlation of 0.9. Hence, when the underlying dependency structure is strong and complicated, we recommend our proposed methods, which showed robustness to correlation in the simulation results.

### 3.2. Robustness

To comprehensively analyze the robustness and efficiency of our proposed methods, we designed two other covariance matrices as replacements for the baseline model. First, we consider \( D_p = \left( I_{p_1} \quad 0 \right) \left( 0 \quad 2I_{p-p_1} \right) \), where \( p_1 = 0.2p \). This model can test the influence of unequal variances and standardization for the RH-CP chart. Second, the covariance matrix \( \Sigma_p = (\sigma_{i,m})_{1 \leq i, m \leq p} \), where \( \sigma_{i,m} = 0.95^{\left|i-m\right|} \), is used to explore the impact of correlation. Third, a multivariate \( t \) distribution with 30 degrees of freedom, denoted as \( t_{p,30}(\mathbf{0}, \Sigma_p) \), is used to explore the robustness to nonnormality. We also investigate the influence of dimensionality, window size, sparsity, and heteroscedasticity. Again, the FAP is used to compare the IC performances. The DR, CED, and change-point estimate (CPE) are used to assess the OC performances.

| Model \( \mathbf{0}, \Sigma_p \) | Methods | \( W = 30 \) | \( W = 40 \) | \( W = 30 \) | \( W = 40 \) | \( W = 30 \) | \( W = 40 \) |
|-----------------------------|---------|-------------|-------------|-------------|-------------|-------------|-------------|
| \( N_p(0, D_p) \) | RH-CP   | 0.014       | 0.008       | 0.008       | 0.008       | 0.009       | 0.013       |
| \( N_p(0, \Sigma_p) \) | RH-SCP  | 0.008       | 0.007       | 0.010       | 0.008       | 0.014       | 0.011       |
| \( t_{p,30}(0, \Sigma_p) \) | RH-CP   | 0.015       | 0.008       | 0.005       | 0.014       | 0.004       | 0.007       |
| \( t_{p,30}(0, \Sigma_p) \) | RH-SCP  | 0.009       | 0.007       | 0.008       | 0.010       | 0.012       | 0.011       |
| \( N_p(0, \mathbf{I}_p) \) | RH-CP   | 0.004       | 0.004       | 0.002       | 0.014       | 0.010       | 0.012       |
| \( N_p(0, \mathbf{I}_p) \) | RH-SCP  | 0.004       | 0.005       | 0.005       | 0.012       | 0.008       | 0.012       |
| \( N_p(0, \mathbf{I}_p) \) | RH-CP   | 0.050       | 0.030       | 0.045       | 0.029       | 0.062       | 0.036       |
| \( N_p(0, \mathbf{I}_p) \) | RH-SCP  | 0.033       | 0.049       | 0.026       | 0.045       | 0.036       | 0.074       |
| \( N_p(0, \mathbf{I}_p) \) | RH-CP   | 0.037       | 0.019       | 0.027       | 0.018       | 0.029       | 0.028       |
| \( N_p(0, \mathbf{I}_p) \) | RH-SCP  | 0.011       | 0.027       | 0.012       | 0.053       | 0.023       | 0.028       |
| \( t_{p,30}(0, \mathbf{I}_p) \) | RH-CP   | 0.013       | 0.017       | 0.022       | 0.016       | 0.038       | 0.030       |
| \( t_{p,30}(0, \mathbf{I}_p) \) | RH-SCP  | 0.020       | 0.019       | 0.020       | 0.028       | 0.022       | 0.035       |

When the designed FAP = 0.01.
can keep the charts. Both the change point shifts from high-dimensional processes. Therefore, the RH-SCP average, but the simulated scenarios. The window size has no effect on the heteroscedasticity. 

sponding to such a small scale, the shifts occur in variables with smaller variances; other variables with large variances disturb the RH-SCP chart and cause a small DR. The CED and CPE corresponding to such a small DR are meaningless.

Table 3. DR, CED, and CPE of the RH-CP and RH-SCP charts, under various models and $W_0$.

| Model | Methods | $W = 30$ | $W = 40$ | $W = 30$ | $W = 40$ |
|-------|---------|----------|----------|----------|----------|
| $N_{100}(0,D_{100})$ | RH-CP   | 0.02     | 0.14     | 31.38    | 20.44    |
|       | RH-SCP  | 0.09     | 1.00     | 9.06     | 15.01    |
| $N_{100}(0,\Sigma_{100})$ | RH-CP   | 0.93     | 0.99     | 8.93     | 15.15    |
|       | RH-SCP  | 0.69     | 0.94     | 11.15    | 15.74    |
| $\Gamma_{100,30}(0,\Sigma_{100})$ | RH-CP   | 0.91     | 0.99     | 9.10     | 15.22    |
|       | RH-SCP  | 0.61     | 0.91     | 11.74    | 15.96    |
| $N_{100}(0,\lambda D_{100})$ | RH-CP   | 0.06     | 0.05     | 34.67    | 36.45    |
|       | RH-SCP  | 0.94     | 1.00     | 10.67    | 15.08    |
| $N_{100}(0,\lambda \Sigma_{100})$ | RH-CP   | 0.83     | 0.96     | 10.87    | 15.78    |
|       | RH-SCP  | 0.63     | 0.86     | 11.77    | 17.22    |
| $\Gamma_{100,30}(0,\lambda \Sigma_{100})$ | RH-CP   | 0.80     | 0.91     | 11.31    | 15.88    |
|       | RH-SCP  | 0.58     | 0.84     | 12.16    | 17.48    |

When $p = 100$, $\tau = 25$, $\delta = 2$, nominal FAP = 0.01, $v = 10\%$.

Table 4. DR, CED, and CPE of the RH-CP and RH-SCP charts, under various models and $W_0$.

| Model | Methods | $W = 30$ | $W = 40$ | $W = 30$ | $W = 40$ |
|-------|---------|----------|----------|----------|----------|
| $N_{100}(0,D_{100})$ | RH-CP   | 1.00     | 1.00     | 5.00     | 15.00    |
|       | RH-SCP  | 1.00     | 1.00     | 5.01     | 15.00    |
| $N_{100}(0,\Sigma_{100})$ | RH-CP   | 0.96     | 1.00     | 8.26     | 15.10    |
|       | RH-SCP  | 0.93     | 0.99     | 8.74     | 15.18    |
| $\Gamma_{100,30}(0,\Sigma_{100})$ | RH-CP   | 0.75     | 0.97     | 10.31    | 15.49    |
|       | RH-SCP  | 0.68     | 0.93     | 11.01    | 15.77    |
| $N_{100}(0,\lambda D_{100})$ | RH-CP   | 1.00     | 1.00     | 5.00     | 15.00    |
|       | RH-SCP  | 0.93     | 0.99     | 8.74     | 15.18    |
| $N_{100}(0,\lambda \Sigma_{100})$ | RH-CP   | 0.95     | 0.97     | 10.44    | 15.52    |
|       | RH-SCP  | 0.85     | 0.95     | 11.03    | 15.77    |
| $\Gamma_{100,30}(0,\lambda \Sigma_{100})$ | RH-CP   | 0.70     | 0.89     | 11.26    | 16.89    |
|       | RH-SCP  | 0.84     | 0.95     | 11.03    | 15.77    |
| $\Gamma_{100,30}(0,\lambda \Sigma_{100})$ | RH-CP   | 0.64     | 0.90     | 11.82    | 17.04    |
|       | RH-SCP  | 0.58     | 0.84     | 12.16    | 17.48    |

When $p = 100$, $\tau = 25$, $\delta = 2$, nominal FAP = 0.01, $v = 25\%$.

Table 2 shows the FAP of the proposed control charts. Both the RH-CP chart and the RH-SCP chart can keep the FAP at a low level for all considered scenarios. The window size has no effect on the FAP. Heteroscedasticity can multiply the FAP threefold on average, but the simulated FAP values are still acceptable. Thus, the proposed methods are robust to heteroscedasticity.

Table 1 showed that both the RH-CP chart and the RH-SCP chart are more efficient in detecting large shifts from high-dimensional processes. Therefore, the following comparisons only include the scenarios under $p = 100$ and $\delta = 2$. Sparsity level $v$ is used to control the number of changed variables; after the change point $\tau = 25$, the location parameter becomes $\mu = (\delta, 0_{p(1-v)})$. Table 3 shows results for $v = 10\%$ and Table 4 for $v = 25\%$.

One evident difference between Table 3 and Table 4 is the performance of the RH-CP chart under $N_p(0, D_p)$ and $N_p(0, \lambda D_p)$ distributions. When $v = 10\%$, the shifts occur in variables with smaller variances; other variables with large variances disturb the RH-CP method and cause a small DR. The CED and CPE corresponding to such a small DR are meaningless.

In applications, it is likely that different variables have different scales. It is recommended that the scales be standardized before monitoring starts. This can be done using application knowledge, if available. Alternatively, an initial data sample can be collected (Phase I) to estimate sample standard deviations for each process. We highly recommend the RH-CP method when standardization techniques are feasible and the RH-SCP method when standardization of scales is not feasible.

The RH-CP chart is more sensitive to sparse changes than the RH-SCP chart. When $v = 10\%$, the DR values of the RH-CP chart are greater than 0.9 with $\Sigma_{100}$. Under heteroscedastic models, it can still keep $DR > 0.8$. As expected, both methods are more efficient when more variables shift ($v = 25\%$). The improvement is significant in model $N_{100}(0, D_{100})$ because the shifts occur in variables with larger variance.

Both methods can achieve higher detection power, smaller detection delay, and more accurate CPE with larger window sizes. The improvement is more noticeable for the RH-SCP method because the estimated standard deviations are more accurate. The CED shows that the proposed methods can signal within 10 observations after a change or in the first window. Determining the optimal window size is a tradeoff between detection delay and sensitivity and should depend on the expected change-point location and application.

Correlation and/or heavy tails can reduce the DR of the RH-SCP chart by about 30 percent, and they have no significant impact on CED and CPE. The RH-CP outperforms the RH-SCP by showing more robustness. The same conclusion can be drawn under heteroscedastic scenarios, although the variability from covariance matrices can cause an approximate 10 percent overall reduction of DR.

Overall, we presented and compared the robustness and sensitivity of the proposed methods. The RH-CP chart and the RH-SCP chart can maintain low FAPs under nonnormal and heteroscedastic distributions. They can also detect large changes in high-dimensional mean vectors with appropriate window sizes under various conditions. The RH-CP method is recommended, with standardization in data preparation.

4. Diagnosis

After detecting a signal, it is of interest to diagnose the root causes. Eqs. [10] and [13] give the change-point estimate for the RH-CP and RH-SCP charts. One limitation of the proposed supremum-based methods is that the signal is directly caused by one
variable, and the abnormal behavior in other variables is ignored. We propose the following diagnostic procedure for the RH-CP chart to locate all suspicious variables:

$$\hat{V}_n^{(1)} = \arg \left( \frac{\sqrt{k'(W - k')}|\bar{X}_{k',r} - \bar{X}_{W-k',r}|}{\sqrt{W}} > h_{p,W}^{(1)}|U_{n,W}^{(1)} > h_{p,W}^{(1)}, H_{1}\right), \tag{14}$$

where $\hat{V}_n^{(1)}$ is the set of variables that yield a signal in the RH-CP method. To evaluate the accuracy of the diagnostic procedure, we compared $\hat{V}_n^{(1)}$ with the pre-defined variable set $V_n = (X_1, ..., X_{sp})$. The detection rate of variables (DRV) is defined as

$$DRV^{(1)} = P\left(\frac{\left|\hat{V}_n^{(1)} \cap V_n\right|}{|V_n|} \geq \frac{\sum_{i \in \hat{V}_n^{(1)}} I(i \leq p \times v)}{p \times v}\right), \tag{15}$$

where $i$ is an element in $\hat{V}_n^{(1)}$ (the set of suspicious variables). $DRV^{(2)}$ for the RH-SCP chart can be derived similarly.

Table 5 shows the post-signal diagnostic performances of the proposed methods with $p = 100$, $\tau = 25$, $W = 40$, and $\delta = 2$ under different models. The RH-CP method performs better in finding the suspicious variables from various models. Without heteroscedasticity, both can correctly detect approximately 90 percent of the change variables under correlated models. Heteroscedasticity has a limited effect on the performance of both methods. One possible way to locate assignable causes is to add a variable selection algorithm to the proposed method.

5. Case study

In this section, we illustrate the proposed methods on two real data sets.

### 5.1. Semiconductor data

The first data set is from a semiconductor manufacturing process under constant surveillance via monitoring signals/variables collected from sensors and/or measurement points. This data set is available online. It consists of 590 variables, each with 1,567 records in chronological order. A classification label (±1) is given to indicate whether the product passes or fails, where −1 represents pass and 1 is fail. Among these, 1,463 observations are from the IC sample, and the remaining 104 observations compose the OC sample.

Preprocessing of constant values, null values, and potential outliers in the data set is necessary. We remove the constant variables from both samples, leaving 416 variables. The outliers in the IC sample are identified by Tukey’s fences (Tukey 1977) and replaced by the variable median. The variable median replaces the missing values in both samples. After that, all the observations are standardized by the sample mean and standard deviation from the IC observations so that all variables have similar ranges. The proposed methods are applied to monitor the standard scores. Figure 4 shows the heteroscedastic standard scores of some variables when they are in control.

The control limits are simulated by the proposed bootstrap method in Algorithm 1, based on the IC sample with $FAP = 0.05$ and $n = 100$. Based on the assumption that the process starts from an IC status, the changes occur at time $\tau$, where $\tau = 25, 50$. As shown in Table 6, the RH-CP chart is efficient in monitoring real high-dimensional processes. The $DR$ is equal to 1 in all scenarios. It can achieve timely detection in the first window when $W > \tau$ or with an acceptable delay when $W < \tau$. But the RH-SCP chart performs poorly. One explanation is that both the mean vector and the dispersion parameter change after $\tau$, and the standardization step in the RH-SCP chart shrinks the location changes. These results confirm that the RH-CP chart is robust to unknown distributions and heteroscedasticity.

### 5.2. Monitoring the health condition of escalators

This case uses vibration data from escalators. The data are part of a project to develop a comprehensive health condition model for escalators using mathematical analysis of the related parameters. Sensors were installed to collect vibration data for four important escalator components: gearbox, main drive, motor, and tension carriage. Each component had two vibration sensors that recorded three vibration profiles per day from January 4 to October 20, 2021. Participants
in this project did not give written consent for their data to be shared publicly, so supporting data are not available.

Figure 5(a) shows the vibration profiles collected by two sensors in one day. The x-axis is frequency, and the y-axis is amplitude. The shapes are different and are complicated to analyze. Therefore, we summarize the profiles using indexes proposed by Li et al. (2016). Each profile is described by 13 indexes; in other words, 13 features are used to describe one component, yielding 104 variables for one escalator.

We use the records from January to July 2021 as Phase I. According to the fault log, we removed the observations related to faults. Finally, we have 450 IC data points (three measures per day for six months). The other 140 observations from August to October are used for Phase II monitoring. All data are standardized by the IC sample mean and variance. Two standardized health indicators of one gearbox sensor in Phase I are shown in Figure 5(b).

We set $W = 20$ and $FAP = 0.01$ to simulate the control limits from the IC data and apply them to Phase II monitoring. Figure 6 plots the control charts. The RH-SCP chart signals at 30, 35, 40, but no reported faults are identified during this period. Both charts can detect changes at 80, 85, 90, and 95, and the
estimated change-point is at 75 on September 7 (see the vertical line). After applying the post-signal diagnosis procedure from Section 4, the gearbox and motor are identified as root causes. We also observe significant shape changes in the spectrum before and after that date, and investigations show a link with maintenance activity. These two cases support the claim that the RH-CP method is more sensitive and more robust to unknown distributions, which is recommended for real applications.

6. Conclusion

The curse of dimensionality increases the unreliability of parameter estimates, especially when numerous IC observations are unavailable. Sparsity is another practical aspect when analyzing control chart performance, which challenges signal detection and diagnosis methods. The major contribution of this article is that it considers heteroscedasticity as a common cause of variability in processes and explores the effect of heteroscedasticity in process monitoring. We proposed two change-point–based control charts for monitoring large, sparse changes in a high-dimensional mean vector under heteroscedasticity, specifically for HDLSS scenarios. Our method is useful for detecting changes in the location parameter while ignoring variance changes, but we do not recommend it for detecting changes in covariance structure.

A moving window is added to speed up computation and increase sensitivity. Results of our experiments show that the proposed RH-CP and RH-SCP charts can effectively detect large, sparse shifts. In addition, they can accurately estimate the change-point and the potential OC variables. The RH-CP chart is more robust to correlation, nonnormality, and heteroscedasticity. A reliable standardization step is necessary before applying the RH-CP chart. Although all the simulations are based on a finite set of observations, the proposed methods can be applied for online monitoring with continuous and infinite observations. In addition, the experiments provide information about determining the optimal window size, where a tradeoff between sensitivity and false alarms needs to be considered. The real-world case studies illustrate the robustness and practicability of the RH-CP chart in applications. In comparison, our proposed charts are not as sensitive as the spatial-rank–based DFEWMA chart. However, the DFEWMA chart needs a large reference sample, is slow to compute, is not robust, and shows excessive false alarms, none of which are issues in our method. Future directions for research should focus on improving the sensitivity in detecting small and medium changes in high-dimensional heteroscedastic processes. One possibility is to adopt a variable selection algorithm before starting to monitor. An alternative is exploring other statistics that are robust to heteroscedasticity.
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