MORITA THEORY FOR HOPF ALGEBROIDS, PRINCIPAL BIBUNDLES, AND WEAK EQUIVALENCES

LAIACHI EL KAOUTIT AND NIELS KOWALZIG

Abstract. We show that two (flat) commutative Hopf algebroids are Morita equivalent if and only if they are weakly equivalent and if and only if there exists a principal bibundle connecting them. This gives a positive answer to a conjecture due to Hovey and Strickland. We also prove that principal (left) bundles lead to a bicategory together with a 2-functor from (flat) Hopf algebroids to trivial principal bundles. This turns out to be the universal solution for 2-functors which send weak equivalences to invertible 1-cells. Our approach can be seen as an algebraic counterpart to Lie groupoid Morita theory.
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1. Introduction

1.1. Aims and objectives. The two fundamental concepts around which this article is orbiting are those of weak equivalence and Morita equivalence. Recall from, e.g., [MoeMr, §5] that two Lie groupoids $\mathcal{G}$ and $\mathcal{G}'$ are called weakly equivalent if there exist weak equivalences $\phi : \mathcal{H} \rightarrow \mathcal{G}$ and $\phi' : \mathcal{H}' \rightarrow \mathcal{G}'$ for some third Lie groupoid $\mathcal{H}$ (see again op. cit. for the precise definition of a weak equivalence $\phi$). For instance, the groupoids associated to two atlases of a manifold (or two transverse atlases of a foliated manifold) are weakly equivalent; each groupoid associated to a principal bundle of a Lie group $G$ and base manifold $M$ is weakly equivalent to the unit Lie groupoid $U(M)$.

As a definition of Morita equivalence of two (Lie) groupoids might serve reversing the (classical) Morita theorem, that is, the requirement that their categories of representations (quasi-coherent $G$-sheaves of $k$-modules) are equivalent as symmetric monoidal categories. This leads to a quite general idea of equivalence which can be applied to any mathematical object that allows for the notion of “representation”, or, more generally, (co)modules.

That the two notions of weak equivalence and Morita equivalence are essentially the same and also imply the presence of a principal bibundle (in an appropriate sense) is a well-known fact for (Lie) groupoids (in fact, the terminology varies and often coincides, which adds somewhat to the confusion), see [MuReWi, Hae, Mr1]. Note, however, that in the first of these references the respective concept of principal bundle slightly differs from the latter two. Taking Lie groupoids as objects, one constructs, together with the isomorphism classes of principal bundles (as morphisms, sometimes called Hilsum-Skandalis maps) and equipped with the tensor product, a category, sometimes called the Morita category. Moreover, there is a functor from the category of Lie groupoids to this Morita category which transforms weak equivalences to isomorphisms that establishes a universal solution for functors having this property.

Roughly speaking, commutative Hopf algebroids can be seen as presheaves of groupoids on affine schemes: the datum of a flat Hopf algebroid is equivalent to the datum of a certain stack with a specific presentation [Na, FCh]. In this perspective, one can establish an equivalence between (right) comodules over a Hopf algebroid and quasi-coherent sheaves with a groupoid action [Ho, Thm. 2.2].

Hopf algebroids were introduced in algebraic topology (see, e.g., [Ra]) as a cogroupoid kind of object, which motivates the following definitions taken from [HoSt, Def. 6.1] resp. [Ho]. For the necessary ingredients and notation used therein we refer to the main text.

**Definition 1.1.** Let $(A, \mathcal{H})$ and $(B, \mathcal{K})$ be two (flat) Hopf algebroids.

(i) A morphism $(A, \mathcal{H}) \rightarrow (B, \mathcal{K})$ is said to be a weak equivalence if and only if the respective induction functor $\text{Comod}_\mathcal{H} \rightarrow \text{Comod}_\mathcal{K}$ establishes an equivalence of categories. The Hopf algebroids $(A, \mathcal{H})$ and $(B, \mathcal{K})$ are said to be weakly equivalent if there is a diagram

\[
\begin{array}{ccc}
(A, \mathcal{H}) & \xrightarrow{(C, \mathcal{F})} & (B, \mathcal{K})
\end{array}
\]

of weak equivalences of Hopf algebroids.

(ii) Two (flat) Hopf algebroids are said to be Morita equivalent if their categories of (right) comodules are equivalent as symmetric monoidal categories.

For instance, the existence of a weak equivalence implies Morita equivalence since induction functors are always symmetric monoidal functors.

In the context of Hopf algebras, the second part in the above definition appeared in [Sch3, Def. 3.2.3] baptised monoidal Morita-Takeuchi equivalence therein but also before in [Sch2, Def. 5.6], where such a property was called monoidal co-Morita equivalence. Let us also mention that a Morita
theory for certain cocommutative Hopf algebroids (so-called \( \ddag \text{tale Hopf algebroids} \)) was developed in \cite{Mr2} using a different notion of bundles (called \( \text{principal bimodules} \)). Furthermore, the idea of describing Morita theory in the language of bicategories was explained, for example, in \cite{La} for various contexts, such as rings, \( C^\ast \)-algebras, von Neumann algebras, Lie groupoids, symplectic groupoids, and Poisson manifolds.

1.2. Main results. Transferring the above statements from Lie groupoids to the case of commutative Hopf algebroids will be the main task (and result) of this article, summarised as follows:

**Theorem A.** Let \((A, \mathcal{H})\) and \((B, \mathcal{K})\) be two (flat) Hopf algebroids. The following are equivalent:

1. \((A, \mathcal{H})\) and \((B, \mathcal{K})\) are Morita equivalent.
2. There is a principal bibundle connecting \((A, \mathcal{H})\) and \((B, \mathcal{K})\).
3. \((A, \mathcal{H})\) and \((B, \mathcal{K})\) are weakly equivalent.

The subsequent picture shows all implications between (1), (2), and (3) that we will explore in the main text:

![Figure 1. Paths in the proof of Theorem A](image)

In particular, the step (1) \(\Rightarrow\) (3) in the above Theorem A was conjectured in \cite[Conj. 6.3]{HoSt}, more precisely, Hovey and Strickland conjectured that in case the category of \( \mathcal{H} \)-comodules is equivalent to the one of comodules over \( \mathcal{K} \), then the two Hopf algebroids \((A, \mathcal{H})\) and \((B, \mathcal{K})\) are connected by a chain of weak equivalences, and we show that this chain can be taken to be of length 2.

By a chain of weak equivalences of length \( n \geq 2 \) we mean a zig-zag of weak equivalences in the sense of \cite[Def. 7.9.1]{Hi}, up to the equivalence transformations given in \cite[§14.4]{Hi}. The key here is Proposition 5.3 which shows that any zig-zag of weak equivalences of the form \( \bullet \rightarrow \cdots \rightarrow \bullet \) can be completed to a diagram of weak equivalences having the form

\[
\begin{array}{ccc}
\bullet & \rightarrow & \bullet \\
\downarrow & & \downarrow \\
\bullet & \rightarrow & \bullet
\end{array}
\]

which is commutative up to a 2-isomorphism (a property dual to condition (BF3) in \cite[p. 254]{Pr}).

In this way, any chain of weak equivalences (in the above sense) between two (flat) Hopf algebroids \((A, \mathcal{H})\) and \((B, \mathcal{K})\) can be transformed to one of the form

\[
\begin{array}{cccccccc}
\overset{J_{k+2}}{A_{k+2}} & \overset{(d_k, J_k)}{\rightarrow} & \overset{(d_{k+2}, J_{k+2})}{\cdots} & \overset{(d_k, J_k)}{\rightarrow} & \overset{(d_{k+1}, J_{k+1})}{\rightarrow} & \overset{(d_k, J_k)}{\cdots} & \overset{(d_{k+1}, J_{k+1})}{\rightarrow} & \overset{(d_k, J_k)}{\bullet} \\
\overset{(A, \mathcal{H})}{\rightarrow} & \overset{(C_1, J_1)}{\rightarrow} & \overset{(C_2, J_2)}{\cdots} & \overset{(C_{k+1}, J_{k+1})}{\rightarrow} & \overset{(C_k, J_k)}{\rightarrow} & \overset{(C_{k+1}, J_{k+1})}{\rightarrow} & \overset{(C_k, J_k)}{\bullet} & \overset{(B, \mathcal{K})}{\rightarrow}
\end{array}
\]

of length \( 2(k + 1) \), which, in turn, can be completed to the following isosceles triangle...
of \((k + 2)\) vertices on each side. Such a triangle is obtained by constructing \(k(k + 1)/2\) new (flat) Hopf algebroids being essentially two-sided translation Hopf algebroids built from trivial principal bundles.

The notion of \((quantum)\) principal bundle that appears as a crucial ingredient in Theorem A is a relatively straightforward extension of the corresponding concept for Hopf algebras as introduced in [BrzMaj], see also [Brz]. In [Sch3, §3.2.4], again in the realm of Hopf algebras, these objects were called \(bi\)-Galois objects and the corresponding implications \((1) \iff (2)\) of Theorem A were shown. As a matter of fact, in many examples constructing \(bi\)-Galois objects or principal bundles has turned out to be a practicable way to establish monoidal equivalences between comodule categories; as a concrete illustration, see, for example, [Mas, Bi]. Analogous objects in sheaf theory are known under the name of \((bi)\)torsors, see [DemGa].

In fact, we gather (flat) Hopf algebroids and principal bundles along with their morphisms in a bicategory. More precisely, in Proposition 5.5 we prove that the data given by

- flat Hopf algebroids (as 0-cells),
- left principal bundles (as 1-cells),
- as well as morphisms of left principal bundles (as 2-cells)

define a bicategory, denoted by \(\text{PB}^\ell\). It turns out that there is a 2-functor

\[ \mathcal{P} : 2\text{-HAlgd} \to \text{PB}^\ell_{\text{co}} \]

from the 2-category of (flat) Hopf algebroids to the conjugate of \(\text{PB}^\ell\), which sends any 1-cell \(\phi : (A, \mathcal{H}) \to (B, \mathcal{K})\) to its associated trivial left principal bundle \(\mathcal{P}(\phi) = \mathcal{H} \otimes_\mathcal{B} B\). A 1-cell \(\phi\) in \(2\text{-HAlgd}\) is a weak equivalence if and only if \(\mathcal{P}(\phi)\) is an invertible 1-cell in \(\text{PB}^\ell_{\text{co}}\), i.e., is part of an internal equivalence. We then present the pair \((\text{PB}^\ell, \mathcal{P})\) as the universal solution with respect to this property:

**Theorem B.** Let \(\mathcal{F} : 2\text{-HAlgd} \to \mathcal{B}\) be a 2-functor which sends weak equivalences to invertible 1-cells. Then, up to isomorphism (of 2-functors), there is a unique 2-functor \(\tilde{\mathcal{F}}\) such that the diagram

\[
\begin{array}{ccc}
2\text{-HAlgd} & \xrightarrow{\mathcal{P}} & \text{PB}^\ell_{\text{co}} \\
\downarrow{\mathcal{F}} & & \downarrow{\tilde{\mathcal{F}}} \\
\mathcal{B} & \xleftarrow{} & \mathcal{B}
\end{array}
\]

commutes up to an isomorphism of 2-functors.

We finally want to mention that this universality leads to a kind of calculus of fractions in the 2-category \(2\text{-HAlgd}\) with respect to weak equivalences in a sense “dual” to the approach in [Pr].

**Acknowledgements.** It is a pleasure to thank Alessandro Ardizzoni, Federica Galluzzi, and Fabio Gavarini for stimulating discussions and useful comments.
2. Hopf algebroids and comodule algebras

All algebras are considered to be commutative \( \kappa \)-algebras, where \( \kappa \) is a commutative ground ring. The \( \kappa \)-module of all algebra maps from \( R \) to \( C \) will be denoted by \( \text{Alg}_\kappa(R, C) \).

2.1. Hopf algebroids. Recall from, e.g., [Ra] that a commutative Hopf algebroid is a pair \((A, \mathcal{H})\) of two commutative \( \kappa \)-algebras together with a diagram \( \xymatrix{ & \mathcal{H} \ar[ld] \ar[rd] \ar@{.>}[rr] & & A \ar[ll] \ar@{.>}[rr] & & A } \) of algebra maps, a structure \((\mathcal{H}, \Delta, \varepsilon)\) of an \( A \)-coring with underlying \( A \)-bimodule \( \mathcal{H}_A = \mathcal{H}_s \), along with an isomorphism \( \mathcal{S} : \mathcal{H}_s \to \mathcal{H}_s \) of \( A \)-corings that fulfills \( \mathcal{S}^2 = \text{id} \), where the codomain is the opposite \( A \)-coring of \( \mathcal{H} \). The map \( \mathcal{S} \) is called the antipode of \( \mathcal{H} \). All the previous maps are asked to be compatible in the following way:

\[
\begin{align*}
\varepsilon \circ \mathcal{S} &= \text{id}_A, & \varepsilon \circ t &= \text{id}_A, \\
\Delta(1_A) &= 1_A \otimes_A 1_A, & \varepsilon(1_A) &= 1_A, \\
\Delta(uv) &= u(1)v(1) \otimes_A u(2)v(2), & \varepsilon(uv) &= \varepsilon(u)\varepsilon(v), \tag{2.1}
\end{align*}
\]

\[
\begin{align*}
\Delta(\mathcal{S}(u)) &= (\mathcal{S}(u))(1) \otimes_A (\mathcal{S}(u))(2), & \varepsilon(\mathcal{S}(u)) &= \mathcal{S}(\varepsilon(u)), \\
\mathcal{T}(\varepsilon(u)) &= \mathcal{S}(\mathcal{S}(u))u(2), & \mathcal{S}(\varepsilon(u)) &= (\mathcal{S}(u))\mathcal{T}(u(2)), \tag{2.2}
\end{align*}
\]

for every \( a \in A, u, v \in \mathcal{H} \), where we used Sweedler’s notation for the comultiplication.

As all Hopf algebroids in this article are commutative and flat over the base ring, they are also faithfully flat since both the source and target are (left) split morphisms of modules over the base ring.

A morphism \( \phi : (A, \mathcal{H}) \to (B, \mathcal{K}) \) of Hopf algebroids consists of a pair \( \phi = (\phi_0, \phi_1) \) of algebra maps \( \phi_0 : A \to B \) and \( \phi_1 : \mathcal{H} \to \mathcal{K} \) that are compatible with the structure maps of both \( \mathcal{H} \) and \( \mathcal{K} \) in a canonical way. That is, the equalities

\[
\begin{align*}
\phi_1 \circ \mathcal{S} &= \mathcal{S} \circ \phi_0, & \phi_1 \circ t &= t \circ \phi_0, \tag{2.6}
\end{align*}
\]

\[
\begin{align*}
\Delta \circ \phi_1 &= \chi \circ (\phi_1 \otimes_A \phi_1) \circ \Delta, & \varepsilon \circ \phi_1 &= \phi_0 \circ \varepsilon, \tag{2.7}
\end{align*}
\]

\[
\begin{align*}
\mathcal{S} \circ \phi_1 &= \phi_1 \circ \mathcal{S}, \tag{2.8}
\end{align*}
\]

hold, where \( \chi \) is the obvious map \( \chi : \mathcal{K} \otimes_A \mathcal{K} \to \mathcal{K} \otimes_A \mathcal{K} \), and where no distinction between the structure maps of \( \mathcal{H} \) and \( \mathcal{K} \) was made.

Example 2.1 (Scalar extension Hopf algebroid). For a Hopf algebroid \((A, \mathcal{H})\) and an algebra map \( \phi_0 : A \to B \), we can consider the so-called scalar extension Hopf algebroid \((B, B \otimes_A \mathcal{H} \otimes_A B)\) in a canonical way such that \((\phi_0, \phi_1) : (A, \mathcal{H}) \to (B, B \otimes_A \mathcal{H} \otimes_A B)\), where \( \phi_1(u) = 1_B \otimes_A u \otimes_A 1_B \), becomes a morphism of Hopf algebroids. In this way, any morphism \( \phi : (A, \mathcal{H}) \to (B, \mathcal{K}) \) of Hopf algebroids factors through the following morphism

\[
\Phi : (B, B \otimes_A \mathcal{H} \otimes_A B) \to (B, \mathcal{K}), \quad b \otimes_A u \otimes_A b' \mapsto \mathcal{S}(b)\phi_1(u)\mathcal{T}(b') \tag{2.9}
\]

of Hopf algebroids.

Remark 2.2. Notice that the scalar extension Hopf algebroid \((B, B \otimes_A \mathcal{H} \otimes_A B)\) is not necessarily flat. This happens, for instance, if \( \phi_0 \) is a flat extension or if \( B \) is Landweber exact over \((A, \mathcal{H})\) in the sense of [HoSt, Def. 2.1, Corollary 2.3], which means that either the extension \( A \to \mathcal{H} \otimes_A B, a \mapsto \mathcal{S}(a) \otimes_A 1_B \) or \( A \to B \otimes_A \mathcal{H}, a \mapsto 1_B \otimes_A \mathcal{T}(a) \) is flat, see also Remark 4.2. Another important situation is when \( \mathcal{H} \) is assumed to be flat as an \( A \otimes A \)-module (i.e., the extension \( \mathcal{S} \otimes t \) is flat). This happens, for instance, when \( \mathcal{H} \) is geometrically transitive Hopf algebroid in the sense of Deligne and Bruguères [De, Br].
2.2. Comodules and bicomodules. This section gathers some standard material on comodules over commutative Hopf algebroids which will be needed in the sequel, see, e.g., again [Ra] for more information.

A right \( \mathcal{H} \)-comodule over a Hopf algebroid \((A, \mathcal{H})\) is a pair \((M, \rho^M_\mathcal{H})\), where \(M\) is an \(A\)-module and \(\rho^M_\mathcal{H} : M \to M \otimes_A \mathcal{H}\), \(m \mapsto m(0) \otimes_A m(1)\) is an \(A\)-linear map, written in the usual Sweedler notation, and which satisfies the usual coassociativity and counitary properties. Here, the \(A\)-module structure on \(M \otimes_A \mathcal{H}\) with respect to which the coaction is \(A\)-linear is defined by \((m \otimes_A u) \cdot a := m \otimes_A u(a)\). When the context is clear, we shall also drop sub- and superscripts on \(\rho^M_\mathcal{H}\) that are sometimes needed to distinguish various coactions.

Morphisms of right \( \mathcal{H} \)-comodules are defined in an obvious way, and the category of right \( \mathcal{H} \)-comodules will be denoted by \(\operatorname{Comod}_\mathcal{H}\), whereas a morphism between two right \( \mathcal{H} \)-comodules \(M\) and \(N\) will be denoted as \(\operatorname{Comod}_\mathcal{H}(M, N)\). The category \(\operatorname{Comod}_\mathcal{H}\) is symmetric monoidal, where the coaction on the tensor product is given by the codiagonal coaction, that is,

\[
\rho^M_\mathcal{H}: M \otimes_A N \to (M \otimes_A N) \otimes_A \mathcal{H}, \quad m \otimes_A n \mapsto (m(0) \otimes_A n(0)) \otimes_A m(1)n(1). \tag{2.10}
\]

The identity object is given by \((A, 1)\) and the symmetry is given by the natural transformation obtained from the tensor flip.

Remark 2.3. There are situations where the tensor product \(M \otimes_A N\) of the underlying modules of two right \( \mathcal{H} \)-comodules can be endowed with more than one comodule structure. For distinction, we will from now on denote by \(M \otimes^L_A N\) the tensor product in \(\operatorname{Comod}_\mathcal{H}\) endowed then with the coaction of equation \(2.10\).

To each right \( \mathcal{H} \)-comodule \((M, \rho)\) one can define the \(k\)-vector space of coinvariants:

\[
M^\operatorname{coinv}_\mathcal{H} = \{ m \in M \mid \rho(m) = m \otimes_A 1 \}_{x}.
\]

This, in fact, establishes a functor which is naturally isomorphic to the functor \(\operatorname{Comod}_\mathcal{H}(A, -)\), that is, we have a natural isomorphism of \(k\)-vector spaces:

\[
\operatorname{Comod}_\mathcal{H}(A, M) \cong M^\operatorname{coinv}_\mathcal{H}.
\]

Analogously, one can define the category \(\mathcal{H}_*\operatorname{Comod}\) of left comodules, and both categories are isomorphic via the antipode. Explicitly, one can endow a left \( \mathcal{H} \)-comodule \((M, \lambda^M_\mathcal{H})\) with a right \( \mathcal{H} \)-comodule structure, denoted by \(M^\nu\),

\[
\rho^M_\mathcal{H}: M^\nu \to M^\nu \otimes_A \mathcal{H}, \quad m \mapsto m(0) \otimes_A \mathcal{H}(m(1)), \tag{2.11}
\]

and referred to as the opposite comodule of \(M\). Since we always have \(\mathcal{H}^2 = \text{id}\) for commutative Hopf algebroids, this correspondence obviously establishes an isomorphism of symmetric monoidal categories.

For an arbitrary algebra \(R\) and a right comodule \((N, \rho)\) whose underlying module is also an \((A, R)\)-bimodule such that \(\rho\) is left \(R\)-linear, i.e., \(\rho^R_\mathcal{H}(m) = rm(0) \otimes_A n(1)\), for \(r \in R, n \in N\), one can define a functor

\[
\rho^{\mathcal{H}}: M^\nu \otimes_A N \to X \otimes_R N, X \otimes_R N \mapsto (X \otimes_R N, X \otimes_R \rho).
\]

For two Hopf algebroids \((A, \mathcal{H})\) and \((B, \mathcal{K})\), the category of \((\mathcal{H}, \mathcal{K})\)-bicomodules has triples \((P, \lambda^P_\mathcal{H}, \rho^P_\mathcal{K})\) as objects, where \(P = \rho_b\) is an \((A, B)\)-bimodule such that \((P, \lambda^P_\mathcal{H})\) is a left comodule with a right \(B\)-linear coaction \(\lambda^P_\mathcal{H}\), while \((P, \rho^P_\mathcal{K})\) is right comodule with a left \(A\)-linear coaction \(\rho^P_\mathcal{K}\), and both coactions are compatible in the sense that

\[
(\mathcal{H} \otimes_A \rho^P_\mathcal{K}) \circ \lambda^P_\mathcal{H} = (\lambda^P_\mathcal{H} \otimes_B \mathcal{K}) \circ \rho^P_\mathcal{K}. \tag{2.13}
\]
In other words, \( \lambda^u \) is a morphism of right \( \mathcal{K} \)-comodules, and \( \rho^X \) of left \( \mathcal{H} \)-comodules, where the codomains of both maps are comodules according to the functor of equation \( (2.12) \). Morphisms of bicomodules are defined in a canonical way; denote by \( \mathcal{H}\text{-}\text{Bicomod}_\mathcal{K} \) the category of \((\mathcal{H}, \mathcal{K})\)-bicomodules.

Next, we recall the definition of the cotensor product. Let \((M, \rho)\) be a right \( \mathcal{H} \)-comodule and \((N, \lambda)\) a left \( \mathcal{H} \)-comodule. The cotensor product bifunctor is defined as the equaliser

\[
\begin{CD}
0 @>>> M \otimes_\mathcal{H} N @. M \otimes_\mathcal{H} \mathcal{H} @<\rho \otimes_\mathcal{H} N\llnder{M} \otimes_\mathcal{H} N,
\end{CD}
\]

which is a bifunctor from the product category \( \text{Comod}_\mathcal{H} \times \mathcal{H}\text{-}\text{Comod} \) to \( \text{Mod}_A \). If we further assume that \((N, \rho, \lambda)\) is also an \((\mathcal{H}, \mathcal{K})\)-bicomodule, the cotensor product lands in the category of right \( \mathcal{K} \)-comodules since our Hopf algebroids are flat. This way, it is possible to define the bifunctor

\[
- \otimes_\mathcal{H} - : \mathcal{H}\text{-}\text{Bicomod}_\mathcal{H} \times \mathcal{H}\text{-}\text{Bicomod}_\mathcal{K} \to \mathcal{H}\text{-}\text{Bicomod}_\mathcal{K}. \tag{2.14}
\]

One easily checks that \( \mathcal{H} \otimes_\mathcal{H} N \cong N \) and \( A \otimes_\mathcal{H} N \cong N^{\text{coinv}}_\mathcal{H} \) for every right \( \mathcal{H} \)-comodule \( N \).

The associativity of the cotensor products is not always guaranteed unless one makes more assumptions on the comodules involved. For example, since all our Hopf algebroids are assumed to be flat, if \( M \) is a flat \( A \)-module along with a flat \( B \)-module \( N' \), one has

\[
M \otimes_\mathcal{H} (N \otimes_\mathcal{K} N') \cong (M \otimes_\mathcal{H} N) \otimes_\mathcal{K} N'.
\]

Compare, for example, [BrzWi] \S\S 22.5–22.6 for more situations in which this associativity holds true.

Given a morphism \( \phi = (\phi_0, \phi_1) : (A, \mathcal{H}) \to (B, \mathcal{K}) \) of Hopf algebroids, there is a functor

\[
\phi := - \otimes_\mathcal{H} B : \text{Comod}_\mathcal{H} \to \text{Comod}_\mathcal{K}, \tag{2.15}
\]

called the induction functor, which is defined on objects by sending any right comodule \((M, \rho^\mathcal{H}_M)\) to a right comodule \((M \otimes_\mathcal{H} B, \rho^\mathcal{K}_M)\) with underlying \( B \)-module \( M \otimes_\mathcal{H} B \) and coaction

\[
\rho^\mathcal{K}_M : M \otimes_\mathcal{H} B \to (M \otimes_\mathcal{H} B) \otimes_\mathcal{K} \mathcal{K}, \quad m \otimes_\mathcal{H} b \mapsto (m(0) \otimes_\mathcal{H} 1_B) \otimes_\mathcal{K} \phi_1(m(1)) \phi_2(b).
\]

The image of \( \mathcal{H} \) with the induction functor is, in fact, an \((\mathcal{H}, \mathcal{K})\)-bicomodule. In a similar way, we have the induction functor

\[
\phi := B \otimes_\mathcal{K} - : \mathcal{K}\text{-}\text{Comod} \to \mathcal{H}\text{-}\text{Comod},
\]

called the coinduction functor.

2.3. **Comodule algebras.** Recall that a left \( \mathcal{G} \)-action of a groupoid \( \mathcal{G} \) on a set \( N \) consists of two maps \( \alpha : N \to \mathcal{G}_0 \) and \( \mathcal{G}_1 \times N \to N, (g, n) \mapsto gn \), satisfying

\[
\alpha(gn) = t(g), \quad \iota(s)n = n, \quad g'(gn) = (g'g)n.
\]

In this way, one can consider the left translation groupoid \( \mathcal{G} \ltimes N \) with \( \mathcal{G}_1 \ltimes N \) as set of arrows and \( N \) as set of objects. This is the so-called semi-direct product groupoid, see [MoeMr] p. 163.

Next, we want to give the analogue notion in the Hopf algebroids context. To this end, recall first that a left \( \mathcal{H} \)-comodule algebra for a Hopf algebroid \((A, \mathcal{H})\) is a commutative monoid in the symmetric
monoidal category \( \mathcal{H}\Comod \). That is, a pair \((R, \sigma)\) consisting of a commutative \(A\)-algebra \(\sigma : A \to R\) which is also a left \(\mathcal{H}\)-comodule with coaction \(\lambda^H_R : R \to \mathcal{H} \otimes_A R\), satisfying for all \(x, y \in R\)

\[
\lambda^H_R(xy) = x_{(-1)}y_{(-1)} \otimes_A x_{(0)}y_{(0)} \quad \text{and} \quad \lambda^H_R(1) = 1_{\mathcal{H}} \otimes_A 1_R. \tag{2.17}
\]

In others words, the coaction \(\lambda^H_R\) is an \(A\)-algebra map, where \(\mathcal{H} \otimes_A R\) is seen as an \(A\)-algebra via \(A \to \mathcal{H} \otimes_A R, \ a \mapsto s(a) \otimes_A 1_R\). A morphism of left \(\mathcal{H}\)-comodule algebras is an \(A\)-algebra map which is also a left \(\mathcal{H}\)-comodule morphism. Right \(\mathcal{H}\)-comodule algebras are analogously defined.

Note that for a left \(\mathcal{H}\)-comodule algebra \((R, \sigma)\) the \(K\)-vector subspace

\[
R^{coH} = \{ x \in R \mid \lambda^H_R(x) = 1_{\mathcal{H}} \otimes_A x \}
\]

of \(\mathcal{H}\)-coinvariant elements is a \(K\)-subalgebra of \(R\) that does not necessarily contain the image \(\sigma(A)\), unless one makes more assumptions; for instance, if the source and the target maps are equal. A trivial example of a comodule algebra is the base algebra \(A\) of a Hopf algebroid \((A, \mathcal{H})\) itself.

Assume now that \(\gamma : B \to R\) is another algebra map such that \(\lambda^H_R\) is right \(B\)-linear, that is,

\[
\lambda^H_R(x \gamma(b)) = x_{(-1)} \otimes_A x_{(0)} \gamma(b),
\]

for every \(x \in R\) and \(b \in B\). One can easily see that \(\gamma(B) \subseteq R^{coH}\). In this situation, the canonical map

\[
\text{can}_{H,R} : R \otimes_B R \to \mathcal{H} \otimes_A R, \quad x \otimes_B y \mapsto x_{(-1)} \otimes_A x_{(0)} y \tag{2.18}
\]

is a \(B\)-algebra map, where \(\mathcal{H} \otimes_A R\) is a \(B\)-algebra via \(\gamma\) in the second factor. The canonical map is also left \(\mathcal{H}\)-colinear, when \(R \otimes_B R\) is seen as a left comodule via the coaction \(\lambda^H_R \otimes_A R\).

We have the following well-known properties:

**Lemma 2.4.** Assume that \(R\) carries a left \(\mathcal{H}\)-comodule algebra structure with underlying algebra map \(\sigma : A \to R\) and that \(\gamma : B \to R\) is a morphism of algebras.

(i) The pair \((R, \mathcal{H} \otimes_A R)\) is a Hopf algebroid with the following structure maps:

\[
\begin{align*}
\mathbf{s} & : \lambda^H_R, \\
\epsilon(u \otimes_A r) & := \epsilon_H(u)r, \\
\Delta(u \otimes_A r) & := (u_{(1)} \otimes_A 1_R) \otimes_R (u_{(2)} \otimes_A r), \\
\psi(u \otimes_A r) & := \mathcal{H}(u) r_{(-1)} \otimes_A r_{(0)}.
\end{align*}
\]

(ii) The map \((\sigma, - \otimes_A 1_A) : (A, \mathcal{H}) \to (R, \mathcal{H} \otimes_A R)\) is a morphism of Hopf algebroids.

(iii) If \(\lambda^H_R\) is right \(B\)-linear, where \(\mathcal{H} \otimes_A R\) is seen as an \((A, B)\)-bimodule, then the canonical map of Eq. (2.18) is a morphism of Hopf algebroids as well as a morphism of left \(\mathcal{H}\)-comodules.

(iv) If \(R\) is an \((\mathcal{H}, \mathcal{K})\)-bicomodule, then the canonical map

\[
\text{can}_{H,K} : (R \otimes^B R, \rho^K_R) \to (\mathcal{H} \otimes_A R, \mathcal{H} \otimes_A \rho^K_R)
\]

is also a morphism of right \(\mathcal{K}\)-comodules.

**Proof.** These are routine computations. \(\square\)

In analogy to groupoid terminology, the Hopf algebroid \((R, \mathcal{H} \otimes_A R)\) of Lemma 2.4 is termed the left translation Hopf algebroid of \((A, \mathcal{H})\) along \(\sigma\). Symmetrically, one can define a right translation Hopf algebroid of \((A, \mathcal{H})\) by employing right comodule algebras.

**Remark 2.5.** Recall that for a groupoid \(\mathcal{G}\) one can define its set of orbits as follows: for any \(x \in \mathcal{G}_0\), one considers either the set

\[
\mathcal{O}_x = \{ t(s^{-1}(x)) \},
\]

or \(\mathcal{O}_x = s(t^{-1}(x))\). An equivalence relation on \(\mathcal{G}_0\) is now defined by setting \(x \sim y\) if and only if \(\mathcal{O}_x = \mathcal{O}_y\). The set of orbits of \(\mathcal{G}\) is the quotient set \(\mathcal{G}_0/\sim\), which is often denoted by \(\mathcal{G}_0/\mathcal{G}\).
A more general situation arises when a groupoid acts on a set. Specifically, the orbit set of $N$, denoted by $N/\mathcal{G}$, is the orbit set of the left translation groupoid $\mathcal{G} \ltimes N$. An exercise shows that in case $\mathcal{G}$ is an action groupoid, then this set coincides with the classical set of orbits.

For a Hopf algebroid $(A, \mathcal{H})$ and any commutative algebra $C$, one can consider its underlying presheaf of groupoids, canonically defined by $C \mapsto \mathcal{H}(C, A(C)) = (\text{Alg}_k(\mathcal{H}, C), \text{Alg}_k(A, C))$ is the groupoid defined by reversing the structure maps of $(A, \mathcal{H})$. This leads then to the orbit presheaf $C \mapsto \mathcal{O}(C) := A(C)/\mathcal{H}(C)$. Clearly, there is a morphism $\mathcal{O} \to \text{Alg}_k(A^{\text{coinv}}, -)$ of presheaves, where $A^{\text{coinv}}$ is the coinvariant subalgebra of $A$, that is, the set of elements $a \in A$ such that $s(a) = t(a)$. Thus, $A^{\text{coinv}}$ can be thought of as the coordinate ring of the orbit space. In case of a general left $\mathcal{H}$-comodule algebra $(R, \alpha)$ and for any commutative algebra $C$, the groupoid $\mathcal{H}(C)$ acts on $R(C)$ via $(g, x) \mapsto gx$ given by the algebra map

$$gx : R \to C, \quad r \mapsto g(r(1))x(r(0)).$$

This determines the presheaf $\mathcal{O}_k : C \mapsto \mathcal{O}(C)/\mathcal{H}(C)$ of orbits together with a morphism of presheaves $\mathcal{O}_k \to \text{Alg}_k(R^{\text{coinv}}, -)$. So as before, $R^{\text{coinv}}$ is the coordinate ring of the orbit space. On the other hand, one can easily check that $R^{\text{coinv}} = R^{\text{coinv}_{\text{left}}(\mathcal{H}, R)}$, where $(R, \mathcal{H} \otimes \mathcal{H} R)$ is the left translation Hopf algebroid as above.

### 2.4. The coinvariant subalgebra for the tensor product of comodule algebras.

For any two left $\mathcal{H}$-comodule algebras $(R, \alpha)$ and $(S, \sigma)$, the comodule tensor product $S \otimes_\mathcal{H} R$ is an $A$-algebra by means of the algebra map $A \to S \otimes_\mathcal{H} R, a \mapsto \sigma(a) \otimes 1 = 1 \otimes_\mathcal{H} \alpha(a)$. This algebra clearly admits the structure of a left $\mathcal{H}$-comodule algebra the coinvariant subalgebra of it can be described as follows:

**Lemma 2.6.** For any two left $\mathcal{H}$-comodule algebras $(R, \alpha)$ and $(S, \sigma)$, we have an isomorphism

$$(S \otimes_\mathcal{H} R)^{\text{coinv}} \cong S^* \Box_\mathcal{H} R$$

of algebras, where $(S^*, \sigma)$ is the opposite right $\mathcal{H}$-comodule algebra of $(S, \sigma)$.

**Proof.** For an element $s \otimes_\mathcal{H} r \in (S \otimes_\mathcal{H} R)^{\text{coinv}}$, the equality

$$1_{\mathcal{H}} \otimes_\mathcal{H} s \otimes_\mathcal{H} r = s(1) r(1) \otimes_\mathcal{H} s(0) \otimes_\mathcal{H} r(0)$$

holds in $\mathcal{H} \otimes_\mathcal{H} S \otimes_\mathcal{H} R$. Applying $(\text{id}_{\mathcal{H}} \otimes m_{\mathcal{H}} \otimes \text{id}_{\mathcal{H}}) \circ \tau_{12} \circ (\mathcal{H} \otimes \text{id}_{\mathcal{H}} \otimes \mathcal{H})$ to both sides, where $\tau_{12}$ denotes the tensor flip and $m_{\mathcal{H}}$ the multiplication in $\mathcal{H}$, we obtain

$$s \otimes_\mathcal{H} r(1) = s_0 \otimes_\mathcal{H} \mathcal{H}(s(1) r(1)) \otimes_\mathcal{H} r_0$$

which shows that $s \otimes_\mathcal{H} r \in S^* \Box_\mathcal{H} R$. The converse is similarly deduced. $\square$

**Remark 2.7.** For a left resp. right $\mathcal{G}$-set $(M, \alpha)$ and $(N, \beta)$ over a groupoid $\mathcal{G}$ as in Remark 2.5, the fibred product $N \times_{\mathcal{G}} M$ carries a left $\mathcal{G}$-action given by $g(n, m) := (ng^{-1}, gm)$, and one can consider its orbit space (i.e., the orbit of the left translation groupoid $\mathcal{G} \ltimes (N \times_{\mathcal{G}} M)$), denoted by $N \otimes_{\mathcal{G}} M$ in [MoeMr, p. 166]. Taking Remark 2.5 into account, Lemma 2.6 describes its analogue in the Hopf algebroid context, that is, the cotensor product of (left and right) $\mathcal{H}$-comodule algebras should be thought of as the orbit space of their tensor product.
2.5. Bicomodule algebras and two-sided translation Hopf algebroids. For two groupoids $\mathcal{G}$ and $\mathcal{H}$ and a set $N$ with compatible left $\mathcal{G}$-action and right $\mathcal{H}$-action, one can consider the so-called two-sided semi-direct product groupoid (or two-sided translation groupoid), which is usually denoted by $\mathcal{G} \ltimes N \rtimes \mathcal{H}$. In what follows, we give the analogous construction for Hopf algebroids.

For two Hopf algebroids $(A,\mathcal{H})$ and $(B,\mathcal{K})$, consider an $(\mathcal{H},\mathcal{K})$-bicomodule $P$ such that $(P,\alpha)$ is a left $\mathcal{H}$-comodule algebra and $(P,\beta)$ is a right $\mathcal{K}$-comodule algebra. We then say that the triple $(P,\alpha,\beta)$ is an $(\mathcal{H},\mathcal{K})$-bicomodule algebra. A morphism of $(\mathcal{H},\mathcal{K})$-bicomodule algebras is a map which is simultaneously a morphism of left $\mathcal{H}$-comodule algebras and right $\mathcal{K}$-comodule algebras.

**Lemma and Definition 2.8.** Let $(P,\alpha,\beta)$ be an $(\mathcal{H},\mathcal{K})$-bicomodule algebra. Then $(P,\mathcal{H} \otimes_A P \otimes_B \mathcal{K})$ with tensor product defined by $\mathcal{H} \ltimes P \rtimes \mathcal{K} := \mathcal{H} \otimes_A P \otimes_B \mathcal{K}$ carries a canonical structure of a flat Hopf algebroid the structure maps of which are given by:

(i) the source and target are given by

$$S(p) := 1_H \otimes_A p \otimes_B 1_K, \quad t(p) := \mathcal{J}(p_{(-1)}) \otimes_A p_{(0)} \otimes_B p_{(1)};$$

(ii) the comultiplication and counit are as follows:

$$\Delta(u \otimes_A p \otimes_B w) := (u_{(1)} \otimes_A p \otimes_B w_{(1)}) \otimes_B (u_{(2)} \otimes_A 1_R \otimes_B w_{(2)}), \quad \varepsilon(u \otimes_A p \otimes_B w) := a(\varepsilon(u))p\beta(\varepsilon(w));$$

(iii) whereas the antipode is defined as:

$$\mathcal{S}(u \otimes_A p \otimes_B w) := \mathcal{J}(up_{(-1)}) \otimes_A p_{(0)} \otimes_B p_{(1)} \mathcal{J}(w).$$

Furthermore, there is a diagram

$$\begin{array}{ccc}
(P,\mathcal{H} \ltimes P \rtimes \mathcal{K}) & \xrightarrow{\alpha=(\alpha_1,\alpha_2)} & (A,\mathcal{H}) \\
\downarrow_{\beta=(\beta_1,\beta_2)} & & \downarrow \beta=(\beta,\beta_1) \\
(A,\mathcal{H}) & \xrightarrow{\alpha=(\alpha_1,\alpha_2)} & (B,\mathcal{K})
\end{array}$$

of Hopf algebroids, where $\alpha_1$ and $\beta_1$ are the maps $h \mapsto h \otimes_A 1_R \otimes_B 1_K$ and $k \mapsto 1_H \otimes_A 1_R \otimes_B k$, respectively. This Hopf algebroid will be termed two-sided translation Hopf algebroid.

**Proof.** The fact that $S : P \to \mathcal{H} \otimes_A P \otimes_B \mathcal{K}$ is a flat extension is clear since $\mathcal{H}$ and $\mathcal{K}$ are flat; hence $\mathcal{H} \otimes_A P \otimes_B \mathcal{K}$ will give a flat Hopf algebroid over $P$. Using the source map (2.20), the comultiplication $\Delta$ and the counit $\varepsilon$ are obviously left $P$-linear; the right $P$-linearity follows from

$$\varepsilon((u \otimes_A p' \otimes_B w)\mathcal{J}(p)) = \varepsilon(u \mathcal{J}(p_{(-1)}) \otimes_A p' \otimes_B p_{(0)} \otimes_B p_{(1)} \mathcal{J}(w)) \xrightarrow{(2.4)} \varepsilon(u \otimes_A p' \otimes_B w)p$$

as well as

$$\Delta((u \otimes_A p' \otimes_B w)\mathcal{J}(p)) = \Delta(u \mathcal{J}(p_{(-1)}) \otimes_A p' \otimes_B p_{(0)} \otimes_B p_{(1)} \mathcal{J}(w)) = (u_{(1)} \mathcal{J}(p_{(-1)}) \otimes_A p' \otimes_B p_{(0)} \otimes_B w_{(1)} \mathcal{J}(p_{(1)} \mathcal{J}(w)) \otimes_B (u_{(2)} \mathcal{J}(p_{(-2)}) \otimes_A 1_R \otimes_B w_{(2)} \mathcal{J}(p_{(2)})))$$

$$= (u_{(1)} \mathcal{J}(p_{(-1)}) \otimes_A p' \otimes_B w_{(1)} \mathcal{J}(p_{(1)} \mathcal{J}(w))) \otimes_B (u_{(2)} \mathcal{J}(p_{(-2)}) \otimes_A 1_R \otimes_B w_{(2)} \mathcal{J}(p_{(2)}))$$

$$= (u_{(1)} \mathcal{J}(p_{(-1)}) \otimes_A p' \otimes_B w_{(1)} \mathcal{J}(p_{(1)} \mathcal{J}(w))) \otimes_B (u_{(2)} \mathcal{J}(p_{(-2)}) \otimes_A 1_R \otimes_B w_{(2)} \mathcal{J}(p_{(2)}))$$

In order to define a Hopf algebroid, we need these maps to satisfy Eqs. (2.24)-(2.25), which are either clear from definitions or follow by computations similar to the subsequent one proving (2.4); we have

$$\mathcal{J}(u_{(1)} \mathcal{J}(p \otimes_B w_{(1)}))(u_{(2)} \mathcal{J}(p \otimes_B w_{(2)})) = \mathcal{J}(u_{(1)})(\mathcal{J}(p_{(-1)})(u_{(2)} \mathcal{J}(p_{(0)} \otimes_B p_{(1)} \mathcal{J}(w))))$$

$$= \mathcal{J}(\varepsilon(u))(\mathcal{J}(p_{(-1)})(u_{(2)} \mathcal{J}(p_{(0)} \otimes_B p_{(1)} \mathcal{J}(w))))$$

$$= \mathcal{J}(\mathcal{S}(u_{(1)}))(u_{(2)} \mathcal{J}(p_{(0)} \otimes_B p_{(1)} \mathcal{J}(w))))$$
Similar concepts in the framework of Hopf algebras appear under the name

3.1.

of Hopf algebroids as can be seen by adapting the proof of Lemma 4.3 below.

\[
\text{Finally note that for a morphism } f: (P, \alpha, \beta) \to (P', \alpha', \beta') \text{ of } (\mathcal{H}, \mathcal{K})\text{-bicomodule algebras, Lemma 2.8 leads to a commutative diagram}
\]

\[
(P, \mathcal{H} \ltimes P \rtimes \mathcal{K}) \\
(A, \mathcal{H}) \\
(P', \mathcal{H} \ltimes P' \rtimes \mathcal{K})
\]

of flat Hopf algebroids.

Example 2.9. Let \((A, \mathcal{H})\) be a Hopf algebroid, \(C\) any algebra, and \(h: \mathcal{H} \to C\) an algebra morphism. Using \(\phi := h \circ s: A \to C\) and \(\psi := h \circ t: A \to C\), construct the scalar extension Hopf algebroids \((C, \mathcal{H}_0) := C \otimes \mathcal{H} \otimes \mathcal{H}_0\) resp. \((C, \mathcal{H}_0) := C \otimes \mathcal{H} \otimes \mathcal{H}_0\) C\), where we used the notation \(\otimes_0\) resp. \(\otimes_v\) to distinguish between the two \(A\)-module structures on \(C\) given by either \(\phi\) or \(\psi\). From [HoSt, Lemma 6.4] we deduce that \((C, \mathcal{H}_0) \equiv (C, \mathcal{H}_0)\) as Hopf algebroids; indeed, this isomorphism is explicitly given by:

\[
C \otimes_v \mathcal{H} \otimes_0 C \to C \otimes_\psi \mathcal{H} \otimes_0 C, \quad c \otimes_\psi u \otimes_0 c' \leftrightarrow c h(u(1)) \otimes_\psi u(2) \otimes_\psi h(\mathcal{J}(u(3)))c',
\]

with inverse \(d \otimes_\psi v \otimes_0 d' \leftrightarrow d h(\mathcal{J}(v(1))) \otimes_\psi v(2) \otimes_\psi h(v(3))d'\).

Now, assume that \(C\) is of the form \(C := B \otimes_0 \mathcal{H} \otimes_0 B'\) for some extensions \(B \xrightarrow{\phi} A \xrightarrow{\psi} B'\) along with the obvious algebra map \(h: \mathcal{H} \to C\) as well as \(\phi: A \to C\) and \(\psi: A \to C\). We can consider \((C, \phi, \psi)\) as an \((\mathcal{H}_0, \mathcal{H}_0)\)-bicomodule algebra in a canonical way; this, in fact, is the bicomodule algebra arising from the cotensor product algebra \(P^m \otimes_h P\) by considering, respectively, \(P := \mathcal{H} \otimes_0 B\) and \(P' := \mathcal{H} \otimes_0 B'\). Let \((C, \mathcal{H}_0) \equiv (C, \mathcal{H}_0)\) be the associated two-sided translation Hopf algebroid. Then one can show that there is an isomorphism

\[
(C, \mathcal{H}_0) \equiv (C, \mathcal{H}_0) \equiv (C, \mathcal{H}_0)
\]

of Hopf algebroids as can be seen by adapting the proof of Lemma 4.3 below.

3. Principal bibundles in the Hopf algebroid context

3.1. General definitions. In this section, we will introduce one of the main notions in this article. Similar concepts in the framework of Hopf algebras appeared under the name quantum principal bundle [BrzMa, Brz] or bi-Galois extension [Sch2, Sch3].

Definition 3.1. A left principal \((\mathcal{H}, \mathcal{K})\)-bundle \((P, \alpha, \beta)\) for two Hopf algebroids \((A, \mathcal{H})\) and \((B, \mathcal{K})\) is an \((\mathcal{H}, \mathcal{K})\)-bicomodule algebra as in 2.3 that is, \(P\) is equipped with a left \(\mathcal{H}\)-comodule algebra and a right \(\mathcal{K}\)-comodule algebra structures with respect to the algebra maps \(\alpha: A \to P\) resp. \(\beta: B \to P\) such that

\[
(i) \quad \beta \text{ is a faithfully flat extension};
\]
(ii) the canonical map
\[ \text{can}_{H,P} : P \otimes B P \to H \otimes_A P, \quad p \otimes_B p' \mapsto p_{(-1)} \otimes_A p_{(0)} p' \]
is bijective.

At times, when the context is clear and hence (we think that) no confusion can arise, the subscripts in the notation \( \text{can} \) of the canonical map are dropped.

Maps between principal bundles are defined as follows:

**Definition 3.2.** A morphism of left principal \((H,K)\)-bundles \((P,\alpha,\beta)\) and \((P',\alpha',\beta')\) is a map \( f : P \to P' \) that is a morphism of \((H,K)\)-bicomodule algebras, i.e., simultaneously a morphism of \(A\)-algebras, \(B\)-algebras, and a morphism of \((H,K)\)-bicomodules. We will also call such a morphism an equivariant morphism. An isomorphism of left principal bundles is a bijective morphism of left principal bundles. The category of left principal \((H,K)\)-bundles will be denoted by \( PB(H,K) \).

Let us denote the inverse of \( \text{can}_{H,P} \) by a sort of Sweedler type notation,
\[ \text{can}^{-1}_{H,P} : H \otimes_A P \to P \otimes_B P, \quad u \otimes_A p \mapsto u_+ \otimes_B u_- p, \]
where
\[ \tau : \text{can}^{-1}_{H,P}(- \otimes_A 1_P) : H \to P \otimes_B P, \quad u \mapsto u_+ \otimes_B u_- \]
denotes the translation map. The following lemma summarises the properties of this map and its compatibility with the Hopf algebroid structure:

**Lemma 3.3.** Let \((P,\alpha,\beta)\) be a left principal \((H,K)\)-bundle. One has for all \(a,a' \in A\), \(u,v \in H\), and \( p \in P \):
\[
(uv)_+ \otimes_B (uv)_- = u_+ v_+ \otimes_B v_- u_-, \quad (3.2)
u_{s(-1)} \otimes_A u_{s(0)} \otimes_B u_- = u_{(1)} \otimes_A u_{(2)_+} \otimes_B u_{(2)_-}, \quad (3.3)
u_+ u_- = \alpha(\varepsilon(u)), \quad (3.4)
p_{(-1)_+} \otimes_B p_{(-1)_-} p_{(0)} = p \otimes_B 1_P, \quad (3.5)
u_{s(-1)} \otimes_A u_{s(0)} u_- = u \otimes_A 1_P, \quad (3.6)
(\mathcal{S}(a)(a'))_+ \otimes_B (\mathcal{S}(a)(a'))_- = \alpha(a) \otimes_B \alpha(a'). \quad (3.7)

Furthermore,
\[
u_{s(0)} \otimes_B u_{(-1)} \otimes_B u_{s(0)} u_{(-1)} = u_+ \otimes_B u_- \otimes_B 1_K \in P \otimes_B P \otimes_B K, \quad (3.8)
\]
\[\mathcal{J}(u) \otimes_A 1_P = u_{(-1)} \otimes_A u_{(-1)} u_+, \quad (3.9)\]
\[\mathcal{J}(u)_+ \otimes_B \mathcal{J}(u)_- = u_+ \otimes_B u_-, \quad (3.10)\]
\[u_{(1)_+} \otimes_B u_{(1)_-} \otimes_A \mathcal{J}(u_{(2)}) = u_+ \otimes_B u_{(-1)} \otimes_A u_{(-1)}. \quad (3.11)\]

**Proof.** The first six equations are proved along the lines of the proof of [Sch1 Prop. 3.7], where the special case in which \( P := H \) is treated. Eq. (3.8) is obtained by the fact that the canonical map (and hence its inverse) is a morphism of right \( K \)-comodules, as follows from Lemma 2.4 (iv). Eq. (3.9) is proven as follows: since \( P \) is a left \( H \)-comodule algebra and the coaction is \( A \)-linear, one has
\[
\mathcal{J}(u) \otimes_A 1_P = \mathcal{J}(u_{(1)})(\mathcal{S}(\varepsilon(u_{(2)}))) \otimes_A 1_P = \mathcal{J}(u_{(1)})(\alpha(\varepsilon(u_{(2)})))_{(-1)} \otimes_A (\alpha(\varepsilon(u_{(2)})))_{(0)} \equiv (3.10)
\]
\[
\mathcal{J}(u_{(1)})(u_{(2)} u_{(2)_-})_{(-1)} \otimes_A (u_{(2)} u_{(2)_-})_{(0)} \equiv \mathcal{J}(u_{(1)})(u_{(2)})(u_{(3)}_{(-1)} \otimes_A u_{(3)_+} + u_{(3)_-}) \equiv (3.11)
\]
\[
\mathcal{J}(u_{(1)})(u_{(2)})(u_{(3)}_{(-1)} \otimes_A u_{(3)_+} + u_{(3)_-}) \equiv (3.9)
\]
\[
\mathcal{J}(u)(u_{(1)})(u_{(2)} u_{(2)_-})_{(-1)} \otimes_A (u_{(2)} u_{(2)_-})_{(0)} \equiv \mathcal{J}(u_{(1)})(u_{(2)})(u_{(3)}_{(-1)} \otimes_A u_{(3)_+} + u_{(3)_-}) \equiv (3.11)
\]
\[
\mathcal{J}(u)(u_{(1)})(u_{(2)})(u_{(3)}_{(-1)} \otimes_A u_{(3)_+} + u_{(3)_-}) \equiv (3.9)
\]
\[
\mathcal{J}(u)(u_{(1)})(u_{(2)})(u_{(3)}_{(-1)} \otimes_A u_{(3)_+} + u_{(3)_-}) \equiv (3.9)
\]
Eq. (3.10) now follows by simply applying the inverse of the canonical map to both sides, using (3.5). Finally, Eq. (3.11) is seen by applying (3.3) to the element \( \mathcal{S}(u) \), using (3.10) and the fact that the antipode is an anti-coring morphism. □

Right principal bundles use the right \( \mathcal{K} \)-comodule algebra structure of \( P \) and the canonical map:

\[
\text{can}_{P; \mathcal{K}} : P \otimes_A P \to P \otimes_B \mathcal{K}, \quad p' \otimes_A p \mapsto p' p(0) \otimes_B p(1).
\]

In this way, \( P \) is said to be a right principal \((\mathcal{H}, \mathcal{K})\)-bundle if \( \alpha \) is a faithfully flat extension and the canonical map \( \text{can}_{P; \mathcal{K}} \) is bijective. The triple \((P, \alpha, \beta)\) is said to principal \((\mathcal{H}, \mathcal{K})\)-bibundle provided \( P \) is both left and right principal. Since we will explicitly use principal bibundles, we also need the notation and the properties for the right translation map. The inverse of \( \text{can}_{P; \mathcal{K}} \) is denoted by

\[
P \otimes_B \mathcal{K} \to P \otimes_A P, \quad p \otimes_B v \mapsto pv^{-} \otimes_A v^{+},
\]

which fulfills the relations

\[
(vw)^{+} \otimes_A (vw)^{-} = v^{+}w^{+} \otimes_A w^{-}v^{-}, \quad (3.12)
\]

\[
v^{-}v^{+} = \beta(\varepsilon(v)), \quad (3.13)
\]

\[
p(0)p(1)^{-} \otimes_A p(1)^{+} = 1_{\mathcal{H}} \otimes_A p, \quad (3.14)
\]

\[
v^{-}v^{+}(0) \otimes_B v^{+}(1) = 1_{\mathcal{K}} \otimes_B v, \quad (3.15)
\]

\[
v^{-} \otimes_A v^{+}(0) \otimes_A v^{+}(1) = (v^{-} \otimes_A v^{+}(0) \otimes_A v^{+}(1)), \quad (3.16)
\]

\[
(s(b)(b'))^{-} \otimes_A (s(b)(b'))^{+} = \beta(b) \otimes_A \beta(b'). \quad (3.17)
\]

With a similar argumentation that lead to (3.8), we have the identity

\[
v^{-}_{(-1)}v^{+}_{(-1)} \otimes_A v^{-}_{(0)} \otimes_A v^{+}_{(0)} = 1_{\mathcal{H}} \otimes_A v^{-} \otimes_A v^{+} \in \mathcal{H} \otimes_A P \otimes_A P. \quad (3.18)
\]

Analogously, one obtains

\[
\mathcal{S}(v)^{-} \otimes_A \mathcal{S}(v)^{+} = v^{+} \otimes_A v^{-},
\]

\[
v_{(2)}^{-} \otimes_A v_{(2)}^{+} \otimes_B \mathcal{S}(v(1)) = v^{-} \otimes_A v^{+}_{(0)} \otimes_B v^{+}_{(1)} \in P \otimes_A P \otimes_B \mathcal{K},
\]

\[
1_{\mathcal{H}} \otimes_B \mathcal{S}(v) = v^{-}v^{+}_{(0)} \otimes_B v^{+}_{(1)}.
\]

In a similar way, one can define a morphism between right principal \((\mathcal{H}, \mathcal{K})\)-bundles. The obtained category will be denoted by \( \mathbf{PB}'(\mathcal{H}, \mathcal{K}) \). Morphisms of principal bibundles are simultaneously morphisms of left and right principal bundles. The category obtained this way will be denoted by \( \mathbf{PB}'(\mathcal{H}, \mathcal{K}) \).

**Remark 3.4.**

(i) For a morphism \( \tau : (P, \alpha, \beta) \to (P', \alpha', \beta') \) in \( \mathbf{PB}'(\mathcal{H}, \mathcal{K}) \), we have a commutative diagram:

\[
\begin{array}{ccc}
\mathcal{H} & \xrightarrow{\tau_{P}} & P \otimes_B P \\
\downarrow{\tau_{P}} & & \downarrow{\text{can}_{P; \mathcal{K}}} \\
P' & \xrightarrow{\otimes_B \tau_{P}} & P' \otimes_B P,
\end{array}
\]

where \( \tau \) is the corresponding translation map.

(ii) The definition above is left-right symmetric: if \( \gamma_{P} \) is a left principal \((\mathcal{H}, \mathcal{K})\)-bundle, then the opposite bicomodule \( \pi \mathcal{S}_{P} \mathcal{P}^{\alpha_{\gamma}} \) is a right principal \((\mathcal{K}, \mathcal{H})\)-bundle with respect to the canonical map

\[
P^{\alpha_{\gamma}} \otimes_B P^{\alpha \mathcal{S}_{P} \mathcal{P}} \to P^{\alpha} \otimes_A \mathcal{H}, \quad p' \otimes_B p \mapsto p' p(0) \otimes_A \mathcal{S}(p(-1)).
\]
Using (3.10), one immediately verifies that
\[ P^{\co} \otimes_A \mathcal{H} \to P^{\co} \otimes_B P^{\co}, \quad p \otimes_A h \mapsto ph \otimes_B h \]
defines the inverse of this map. If we denote by \( \alpha^{\co} : A \to P^{\co} \) and \( \beta^{\co} : B \to P^{\co} \), respectively, then the corresponding algebra maps, the coproduct \((\mathcal{H}, \mathcal{K})\)-bicomodule algebra \((P, \alpha, \beta) \to (P^{\co}, \beta^{\co}, \alpha^{\co})\) establishes an isomorphism of categories between \( PB(\mathcal{H}, \mathcal{K}) \) and \( PB(\mathcal{K}, \mathcal{H}) \). The bundle \((P^{\co}, \beta^{\co}, \alpha^{\co})\) so constructed is called the opposite bundle of \((P, \alpha, \beta)\).

(iii) Since \( P_B \) is faithfully flat, we know by the faithfully flat descent theory (see, for instance [KaoGo], Theorem 3.10]) that the subalgebra of \( \mathcal{H}\)-coinvariants is \( P^{\co,\mathcal{H}} = \beta(B) \) as \( \beta \) is injective. Moreover, since \( \alpha : A \to P \) is a right \( \mathcal{H}\)-colinear map, we have the following commutative diagram

\[
\begin{array}{ccc}
A^{\co,\mathcal{H}} & \xrightarrow{\alpha^{\co,\mathcal{H}}} & P^{\co,\mathcal{H}} \\
\downarrow & & \downarrow \beta \\
A & \xrightarrow{\alpha} & P
\end{array}
\]
of algebras. On the other hand, the category of relative left comodules, that is, the category of left \((\mathcal{H}, \mathcal{K})\)-comodule algebra is (monoidally) equivalent to the category of \( B\)-modules, where \((P, \mathcal{H} \otimes_A P)\) is the translation Hopf algebroid along \( \alpha \). Conversely, given an \((\mathcal{H}, \mathcal{K})\)-bicomodule algebra \((P, \alpha, \beta)\) such that the functor \(- \otimes_A P : \text{Mod}_B \to \text{Comod}_{\mathcal{H} \otimes_A P}\) establishes an equivalence of categories, \((P, \alpha, \beta)\) carries the structure of a left principal \((\mathcal{H}, \mathcal{K})\)-bundle.

(iv) For the trivial Hopf algebroid \((B, \mathcal{K}) := (B, B), \) a left principal \((\mathcal{H}, B)\)-bundle is a left \( \mathcal{H}\)-comodule algebra \((P, \alpha)\) with a faithfully flat extension \( \beta : B \to P \) whose \( \mathcal{H}\)-coaction is a \( B\)-linear map and where \( \text{can}_{H, P} : P \otimes_B P \to \mathcal{H} \otimes_A P \) is bijective.

**Example 3.5 (Unit bundles).** The underlying \( \mathcal{H}\)-bicomodule of any (flat) Hopf algebroid \((A, \mathcal{H})\) is a left principal \((\mathcal{H}, \mathcal{H})\)-bundle. More precisely, \( \mathcal{H} \) is an \( \mathcal{H}\)-bicomodule via the algebra maps \( s, t : A \to \mathcal{H} \) and both ring extensions are faithfully flat by assumption. So, we only need to check (ii) in Definition 3.1. In this case we have

\[ \text{can}_{\mathcal{H}, \mathcal{H}} : \mathcal{H} \otimes_A \mathcal{H} \to \mathcal{H} \otimes_A \mathcal{H}, \quad u \otimes_A v \mapsto u(1) \otimes_A u(2) v, \]

where the domain tensor product is defined by \( \mathcal{H} \) in both factors, while the codomain tensor product is the standard one from the coproduct of \( \mathcal{H} \). The inverse of \( \text{can}_{\mathcal{H}, \mathcal{H}} \) is, as for Hopf algebras,

\[ \text{can}_{\mathcal{H}, \mathcal{H}}^{-1} : \mathcal{H} \otimes_A \mathcal{H} \to \mathcal{H} \otimes_A \mathcal{H}, \quad u \otimes_A v \mapsto u(1) \otimes_A u(2) v. \]

This bundle is referred to as the **unit principal bundle** and will be denoted by \( U(\mathcal{H}) \). Note that \( U(\mathcal{H}) \) is both a left and a right principal \((\mathcal{H}, \mathcal{H})\)-bundle, and therefore a principal bibundle.

**Example 3.6 (Induced or pull-back bundles).** For a morphism \( \psi = (\psi_0, \psi_1) : (B, \mathcal{K}) \to (C, J) \) of Hopf algebroids and a left principal \((\mathcal{H}, \mathcal{K})\)-bundle \((P, \alpha, \beta)\), consider \( P \otimes_B C \) with the obvious algebra extensions \( \alpha \) and \( \beta \). It is clear that \( \beta \) is a faithfully flat extension and that \( P \otimes_B C \) is an \((\mathcal{H}, J)\)-bicomodule: its left coaction is \( \lambda_P^{\mathcal{H} \otimes_B C} : \lambda_P^{\mathcal{H} \otimes_B C} \) and its right coaction is defined by the composition

\[ \rho_{P \otimes_B C} : P \otimes_B C \xrightarrow{p_{\mathcal{K}}^{\mathcal{H} \otimes_B C}} P \otimes_B \mathcal{K} \otimes_B C \xrightarrow{\psi_1 \otimes_B \psi_0} \mathcal{K} \otimes_B C \xrightarrow{p_{\mathcal{K} \otimes_B J}} (P \otimes_B C) \otimes_B J, \]

where \( \tilde{\xi}_J : J \otimes_B C \to C \otimes_B J \), \( w \otimes_B c \mapsto 1_c \otimes_B \psi_1(w)(c) \). Explicitly, one obtains

\[ \rho_{P \otimes_B C} : (p(0) \otimes_B 1_C) \otimes_B \psi_1(p(1))(c), \]
and both coactions are algebra maps. Thus, $P \otimes B C$ is both a left $\mathcal{H}$-comodule algebra and a right $\mathcal{J}$-comodule algebra. The canonical map $\text{can}_{\mathcal{H}, P \otimes B C}$ is bijective since, up to canonical isomorphisms, it is of the form $\text{can}_{\mathcal{H}, P} \otimes B C$. Hence, $(P \otimes B C, \alpha, \beta)$ is a left principal $(\mathcal{H}, \mathcal{J})$-bundle, called the induced bundle of $P$ or pull-back bundle of $P$, and denoted $\psi^*(P)$ or $\psi^*((P, \alpha, \beta))$. Of course, this establishes a functor $\text{PB}((\mathcal{H}, \mathcal{K})) \to \text{PB}'((\mathcal{H}, \mathcal{J}))$.

**Example 3.7 (Restricted principal bundles).** For a left principal $(\mathcal{H}, \mathcal{K})$-bundle $(P, \alpha, \beta)$ and an algebra map $\tau : B \to R$, consider the scalar extension Hopf algebroid $(R, \mathcal{K}_R) := (R, R \otimes_B \mathcal{K} \otimes_B R)$, along with the obvious algebra maps $\alpha_R : A \to P \to P_R$ and $\beta_R : R \to P_R$, where $P_R := P \otimes_B R$. It is clear that $P_R$ admits the structure of an $(\mathcal{H}, \mathcal{K}_R)$-bicomodule algebra with coactions, up to natural isomorphisms, defined by $\lambda_{P_R} \coloneqq \lambda_P \otimes_B R$ and $\rho_{P_R} \coloneqq \rho_P \otimes_B R$. These are clearly algebra maps which convert $(P, \lambda_P)$ and $(P, \rho_P)$ into comodule algebras. The canonical maps are, up to natural isomorphism, given by

$$\text{can}_{\mathcal{H}, P} \coloneqq \text{can}_{\mathcal{H}, P} \otimes B R, \quad \text{can}_{\mathcal{H}, P} \otimes B R : R \otimes_B \text{can}_{\mathcal{H}, P} \otimes B R.$$

Obviously, $\beta_R$ is a faithfully flat extension, hence $(P_R, \alpha_R, \beta_R)$ is again a left principal $(\mathcal{H}, \mathcal{K}_R)$-bundle, and we have that $(P^\text{coinv}_{\mathcal{H}})_R = R$. We refer to this construction as the restricted principal bundle of $(P, \alpha, \beta)$ with respect to $\tau$. Again, this yields a functor $\text{PB}((\mathcal{H}, \mathcal{K})) \to \text{PB'}((\mathcal{H}, \mathcal{K}_R))$.

**Remark 3.8.**

(i) If we assume that $(P, \alpha, \beta)$ in Example 3.7 is only an $(\mathcal{H}, \mathcal{K})$-bicomodule algebra, then it is possible to compute the coinvariant subalgebra $(P^\text{coinv}_{\mathcal{H}})_R$ of the restricted $(\mathcal{H}, \mathcal{K}_R)$-bicomodule algebra $(P_R, \alpha_R, \beta_R)$ by means of the coinvariant subalgebra $P^\text{coinv}_{\mathcal{H}}$ provided that $\tau$ is a flat extension. One then has the following chain of algebra isomorphisms:

$$(P^\text{coinv}_{\mathcal{H}})_R \cong A \otimes_{\mathcal{H}} (P \otimes_B R) \cong (A \otimes_{\mathcal{H}} P) \otimes_B R \cong P^\text{coinv}_{\mathcal{H}} \otimes_B R.$$

(ii) For a left principal $(\mathcal{H}, \mathcal{K})$-bundle $(P, \alpha, \beta)$ and a morphism $\psi = (\psi_0, \psi_1) : (B, \mathcal{K}) \to (\mathcal{C}, \mathcal{J})$ of Hopf algebroids, one can consider the induced left principal $(\mathcal{H}, \mathcal{J})$-bundle $\psi^*((P, \alpha, \beta))$ on the one hand, and the restricted left principal $(\mathcal{C}, \mathcal{K}_C)$-bundle $(P_C, \alpha_C, \beta_C)$ on the other hand. However, using the canonical morphism $\Psi$ of Hopf algebroids associated to $\psi$ as defined in Eq. (2.9), the bundle $(P_C, \alpha_C, \beta_C)$ induced by $\Psi$ coincides with $\psi^*(P)$, i.e.,

$$\psi^*((P, \alpha, \beta)) = \Psi^*((P_C, \alpha_C, \beta_C)).$$

**Example 3.9 (Trivial Bundles).** An example of an induced principal bundle is the following, which although rather basic will reveal important in subsequent sections; cf. also Example 2.9. For any morphism $(\phi_0, \phi_1) : (A, \mathcal{H}) \to (B, \mathcal{K})$ of Hopf algebroids, consider

$$P := \mathcal{H} \otimes_A B := \mathcal{H} \otimes \mathcal{K}, B = \mathcal{K}, B = \text{span}(\{u(a) \otimes b - u \otimes \phi_0(a)b \mid u \in \mathcal{H}, b \in B, a \in A\}),$$

as a left principal $(\mathcal{H}, \mathcal{K})$-bundle by pulling back the unit bundle $\mathcal{V}((\mathcal{H})$. More precisely, consider the following algebra maps:

$$\alpha : A \to P, \quad a \mapsto \mathfrak{s}(a) \otimes_A 1_B, \quad \text{and} \quad \beta : B \to P, \quad b \mapsto 1_B \otimes \alpha_b.$$

Obviously, $P_{B}$ is a faithfully flat module, that is, $B$ is a faithfully flat extension. The algebra $P$ is an $(\mathcal{H}, \mathcal{K})$-bicomodule with left coaction $\lambda_P := \Delta_H \otimes_A B$ along with the right coaction $\rho_P : P \otimes_B \mathcal{K}, \quad u \otimes b \mapsto (u(1) \otimes_A 1_B) \otimes_B \phi_1(u(2))b(b).$

Both left and right coactions are easily seen to be morphisms of algebras. The canonical map is defined as

$$\text{can}_{\mathcal{H}, P} : P \otimes_B P \to \mathcal{H} \otimes_A P, \quad (u \otimes_A b) \otimes_B (v \otimes_A b') \mapsto u(1) \otimes_A (u(2) v \otimes_A b b').$$
which by Example 3.5 is clearly bijective, and the corresponding translation map reads:

\[ \tau_P : H \to P \otimes_A P, \quad u \mapsto (u_{(1)} \otimes_A 1_B) \otimes_B (\mathcal{S}(u_{(2)}) \otimes_A 1_B). \]

The fact that the subalgebra of \( \mathcal{H} \)-coinvariant elements is isomorphic to \( B \), see Remark 3.4(ii), can be deduced directly in this case: from the isomorphisms

\[ A \sqcap_{\mathcal{H}} (H \otimes_A B) \cong (A \sqcap_{\mathcal{H}} H) \otimes_A B \cong B \]

one obtains that \( P^{\text{coinv}_{\mathcal{H}}} \cong A \Box_{\mathcal{H}} B \) via \( \beta \). The second canonical map is in this case given by

\[ \text{can}_{P,K} : P \otimes_A P \to P \otimes_B \mathcal{K}, \quad (u \otimes_A b) \otimes_A (v \otimes_A b') \mapsto (uv_{(1)} \otimes_A b) \otimes_B \phi_1(v_{(2)}) t(b'). \quad (3.21) \]

This example motivates the following definition.

**Definition 3.10.** We say that a left principal \((\mathcal{H}, \mathcal{K})\)-bundle \( P \) is trivial if it is isomorphic to an induced bundle of the unit bundle \( \mathcal{U}(\mathcal{H}) \) as defined in Example 3.5, i.e., if there is an isomorphism

\[ P \cong \phi^*(\mathcal{U}(\mathcal{H})) := \mathcal{H} \otimes_A B \]

of principal bundles with respect to some Hopf algebroid morphism \( \phi : (A, \mathcal{H}) \to (B, \mathcal{K}) \).

The following lemma is the analogue of the statement in [MoeMr, p. 165] in the theory of Lie groupoids.

**Lemma 3.11.** Any morphism between trivial left principal \((\mathcal{H}, \mathcal{K})\)-bundles is an isomorphism.

**Proof.** Let \( f : P \to P' \) be a morphism between two induced \( \mathcal{H} \)-principal bundles over \( \mathcal{K} \) and \( \phi, \psi : (A, \mathcal{H}) \to (B, \mathcal{K}) \) the two Hopf algebroid morphisms which induce \( P \) resp. \( P' \), that is, \( P = \mathcal{H} \otimes_A B \) and \( P' = \mathcal{H} \otimes_A B \) as in (3.20). Abbreviating \( \bar{u} \otimes_A \bar{u} := f(u \otimes_A 1) \), one has for all \( u \in \mathcal{H}, b \in B \) and \( a \in A \)

\[ f(u \otimes_A b) = \bar{u} \otimes_A \bar{u} b, \quad f(u(a) \otimes_A 1) = u(a) \otimes_A 1. \]

Moreover, the map

\[ \hat{f} : H \to B, \quad u \mapsto \psi_0(\epsilon(\bar{u})) \bar{u} \]

is an algebra map which for all \( a \in A \) satisfies \( \hat{f}(u(a)) = \psi_0(a) \) but also

\[ f(u \otimes_A b) = u_{(1)} \otimes_A \hat{f}(u_{(2)}) b, \]

for all \( u \in \mathcal{H} \) and \( b \in B \) since \( f \) is a left \( \mathcal{H} \)-comodule morphism. What is going to be the inverse of \( f \) is given by

\[ f^{-1} : \mathcal{H} \otimes_A B \to \mathcal{H} \otimes_A B, \quad u \otimes_A b \mapsto u_{(1)} \otimes_A \hat{f}(u_{(2)}) b, \]

as we verify now: for every \( u \in \mathcal{H} \), we have

\[ f(u_{(1)} \otimes_A \hat{f}(u_{(2)})) = u_{(1)} \otimes_A \hat{f}(u_{(2)}) \hat{f}(u_{(3)}) = u_{(1)} \otimes_A \hat{f}(u_{(2)}) \hat{f}(u_{(3)}) \]

\[ = u_{(1)} \otimes_A \hat{f}(u_{(2)}) \hat{f}(u_{(3)}) = u_{(1)} \otimes_A \hat{f}(u_{(2)}) \hat{f}(u_{(3)}) = u_{(1)} \otimes_A \psi_0(\epsilon(u_{(2)})) = u_{(1)} \otimes_A 1 = u \otimes_A 1, \]

which shows that \( f \) is an isomorphism. \( \square \)

Sufficient and necessary conditions under which a left principal bundle is trivial are given in the subsequent proposition.

**Proposition 3.12.** Let \( (P, \alpha, \beta) \) be a left principal \((\mathcal{H}, \mathcal{K})\)-bundle. The following are equivalent:

(i) \((P, \alpha, \beta)\) is a trivial principal bundle.

(ii) \( \beta \) splits as an algebra map, that is, there is an algebra map \( \gamma : P \to B \) such that \( \gamma \circ \beta = \text{id}_A \).
Proof. Proving \((i) \Rightarrow (ii)\) is immediate from the definitions. To prove \((ii) \Rightarrow (i)\), we first need to construct a Hopf algebroid morphism \((\phi_1, \phi_0) : (A, \mathcal{H}) \to (B, \mathcal{K})\). Here, the algebra map \(\phi_0 : A \to B\) will be defined as the composition \(\phi_0 = \gamma \circ \alpha\), whereas \(\phi_1\) is given by

\[
\phi_1 : \mathcal{H} \to \mathcal{K}, \quad u \mapsto s(\gamma(u_{+0}() u_{+1}()) u(\gamma(u_-())),
\]

using the notation in (3.1) for the translation map; a routine computation shows that \(\phi = (\phi_0, \phi_1)\) is a morphism of Hopf algebroids, indeed. Consider then the trivial left principal \((\mathcal{H}, \mathcal{K})\)-bundle \(\mathcal{H} \otimes_A B = \mathcal{H} \otimes_A B\) as in (3.20). Let us check that

\[
f : \mathcal{H} \otimes_A B \to P, \quad u \otimes_A b \mapsto u_+ \beta(\gamma(u_-)) \beta(b),
\]

is a bijection whose inverse will be

\[
g : P \to \mathcal{H} \otimes_A B, \quad p \mapsto p_{(-1)} \otimes_A \gamma(p_{(0)}).
\]

For any \(p \in P\), we have

\[
f(g(p)) = f(p_{(-1)} \otimes_A \gamma(p_{(0)})) = p_{(-1)} \beta(\gamma(p_{(-1)}) \beta(\gamma(p_{(0)}))) = p_{(-1)} \beta(\gamma(p_{(-1)} p_{(0)})) = p \beta(\gamma(1_p)) = p.
\]

On the other hand, for any \(u \otimes_A b \in \mathcal{H} \otimes_A B\), one computes

\[
g(f(u \otimes_A b)) = g(u_+ \beta(\gamma(u_-)) \beta(b)) = u_{+(-1)} \otimes_A \gamma(u_{+0}(u_{+1})u_{-}) b = u_{+(-1)} \otimes_A \gamma(u_{+0}(u_{-}) b = u \otimes_A \gamma(1_p) b = u \otimes_A b.
\]

Thus, \(f\) and \(g\) are mutually inverse. It is also clear that \(g\) is both an \(A\)-algebra map, a \(B\)-algebra map, as well as an \((\mathcal{H}, \mathcal{K})\)-bicomodule map. Hence, \(g\) is an isomorphism of left principal \((\mathcal{H}, \mathcal{K})\)-bundles. \(\Box\)

3.2. Comments on “local triviality” of principal bundles. In the Lie groupoid context, it is well-known that any left principal bundle is locally trivial [MoeMr, p. 165]. Thus, the study of principal bundles in this context can be done locally. Another technical advantage of this local property is that any morphism between left principal bundles (or equivariant morphisms) can be shown to be an isomorphism [loc. cit.]. In the Hopf algebroid framework, the notion of “local triviality” is not so clear. A good notion of such a property can possibly be used to investigate, by means of Lemma 3.11, whether equivariant morphisms are isomorphisms as well.

However, the naive approach to “local triviality” by localisation apparently does not yield anything new: let \((P, \alpha, \beta)\) be a left principal \((\mathcal{H}, \mathcal{K})\)-bundle. Denote by \(\mathcal{Y} := \text{Spec}(B)\) the underlying topological space of the locally ringed space associated to \(B\), and by \(\Omega(B)\) its subspace of maximal ideals. Take a prime ideal \(y \in \mathcal{Y}\) and consider the localisation \(B_y\) at this point (the stalk) with \(\tau_y : B \to B_y\), as the canonical localisation algebra map. Using the notation \(\beta_y : B_y \to P_y := P \otimes_B B_y\) and \(\alpha_y : A \to P_y \to P_y\), we obtain the restricted left principal \((\mathcal{H}, \mathcal{K})\)-bundle \((P_y, \alpha_y, \beta_y)\) with respect to \(\tau_y\), as defined in Example 3.7. In this way, any left principal \((\mathcal{H}, \mathcal{K})\)-bundle \((P, \alpha, \beta)\) can be restricted to a “local principal bundle” \((P_y, \alpha_y, \beta_y)\) for every \(y \in \mathcal{Y}\). One can say that \((P, \alpha, \beta)\) is “locally trivial” if and only if \((P_y, \alpha_y, \beta_y)\) is trivial for every \(y \in \mathcal{Y}\). Hence, by Proposition 3.12, this happens if and only if \(\beta_y : B_y \to P_y\) splits as an algebra map for every \(y \in \mathcal{Y}\); if and only if \(\beta_n : B_n \to P_n\) splits as an algebra map for every \(n \in \Omega(B)\); if and only if \(\beta : B \to P\) splits as an algebra map, see [Bc, p. 111f.]. In this sense, \(P\) would be “locally trivial” if and only if it is globally so.
In a different direction, assume that there exists for any \( y \in \mathcal{Y} \) an element \( f \not\in \mathcal{Y} \) such that \( \beta_f : \mathcal{B}_f \to P_f \) splits an algebra map, which by Proposition 3.12 means that the restricted left principal bundle \( (P_f, \alpha_f, \beta_f) \) is trivial on the open neighbourhood \( \mathcal{Y}_f := \text{Spec}(\mathcal{B}_f) \) of \( y \in \mathcal{Y} \); there is a section \( \sigma_f : \mathcal{Y}_f \to \text{Spec}(P_f) \to \text{Spec}(P) \), that is, \( \beta_f \circ \sigma_f = \text{id}_{\mathcal{Y}_f} \), where \( \beta_f : \text{Spec}(P_f) \to \mathcal{Y}_f \) is the associate continuous map of \( \beta_f : \mathcal{B}_f \to P_f \). Again, one sees that a left bundle \((P, \alpha, \beta)\) with this assumption is in fact a (globally) trivial bundle. Indeed, take a maximal ideal \( m \in \Omega(B) \); under the assumptions made, there is an \( h \not\in m \) such that \( \beta_h : \mathcal{B}_h \to P_h \) splits as an algebra map; write \( \sigma_h : P_h \to \mathcal{B}_h \) for this splitting. Then one can easily check that

\[
P_n = P \otimes_B B_m = P \otimes_B B_h \otimes_B B_m = P_h \otimes_{B_h} B_m \xrightarrow{\sigma_h \otimes_B B_m} B_h \otimes_{B_m} B_m \cong B_n
\]

is an algebra map which splits \( \beta_n \). Thus, \( \beta_n \) splits for every \( m \in \Omega(B) \), and so does \( \beta \). Therefore, \((P, \alpha, \beta)\) is a trivial bundle.

On the other hand, it seems that the “local triviality” property of a given left principal \((\mathcal{H}, \mathcal{K})\)-bundle \((P, \alpha, \beta)\) is already contained in our condition of faithfully flatness of \( \beta \). More specifically, since \( \beta \) is a flat extension, \( \beta \) is also a flat extension for every \( y \in \mathcal{Y} \). Therefore, also \( \mathcal{B}_y \to \mathcal{P}_y \) is a flat extension for every \( y \in \mathcal{Y} \) and \( z \in (\mathcal{C})^{-1}(y) \), where \( \mathcal{C} : \text{Spec}(P) =: \mathcal{X} \to \text{Spec}(B) =: \mathcal{Y} \) is the associated continuous map of \( \beta \). In other words, \( \mathcal{Y} \) is flat over \( \mathcal{X} \) [Ha, p. 254]; hence, as mentioned in [Pr Def. 1.2], this appears to be a good substitute for “local triviality”, see [Pa, Sec. 3] for a deeper discussion of this point.

### 3.3. Natural comodule transformations

Let \((P, \alpha, \beta)\) be a left principal \((\mathcal{H}, \mathcal{K})\)-bundle. As mentioned before, one can define a functor

\[
- \square_{\mathcal{H}} P : \text{Comod}_{\mathcal{H}} \to \text{Comod}_{\mathcal{K}}
\]

since our Hopf algebroids are all assumed to be flat. We will give some natural transformations involving this functor, which will be useful in the sequel.

**Lemma 3.13.** One has the following natural transformations:

(i) for any right \( \mathcal{H} \)-comodule \( M \), the map

\[
\zeta_M : (M \square_{\mathcal{H}} P) \otimes_B P \to M \otimes_B P, \quad (m \square_{\mathcal{H}} p) \otimes_B p' \mapsto m \otimes_B pp'
\]

is an isomorphism of right \( \mathcal{K} \)-comodules, where the coaction of the left hand side is the codiagonal one. The inverse of \( \zeta_M \) is given by

\[
m \otimes_B p \mapsto (m_{(0)} \square_{\mathcal{H}} m_{(1),}) \otimes_B m_{(1)-} p;\]

(ii) for any right \( \mathcal{H} \)-comodule \( M \), the map

\[
\eta_M : M \to (M \square_{\mathcal{H}} P) \square_{\mathcal{K}} P; \quad m \mapsto (m_{(0)} \square_{\mathcal{H}} m_{(1),}) \square_{\mathcal{K}} m_{(1)-}
\]

defines a morphism of right \( \mathcal{H} \)-comodules.

**Proof.** To prove (i), we proceed as follows: that \( (3.22) \) is a morphism of comodules follows from the fact that \( P \) is a comodule algebra. Moreover, from \( (3.3) \) one deduces that the inverse is well-defined and using the flatness of \( P \) over \( B \) along with \( (3.4) \) and \( (3.5) \), one checks that the given maps are mutually inverse.

As for (ii), since \( P \) is flat over \( B \), the inclusion \((M \square_{\mathcal{H}} P) \otimes_B P \hookrightarrow M \otimes_B P \otimes_B P \) is the kernel of the map \( M \otimes_B P \otimes_B P \to M \otimes_B \mathcal{H} \otimes_B P \otimes_B \mathcal{K} \otimes_B P \) given by

\[
m \otimes_B p \otimes_B q \mapsto m_{(0)} \otimes_B m_{(1),} p_{(0)} \otimes_B p_{(1)} \otimes_B q - m_{(0)} \otimes_B m_{(1),} p \otimes_B \mathcal{J}(q_{(1)}) \otimes_B q_{(0)} - m \otimes_B p_{(-1)} \otimes_B p_{(0)} \otimes_B p_{(1)} \otimes_B q + m \otimes_B p_{(-1)} \otimes_B p_{(0)} \otimes_B q_{(0)} \mathcal{J}(q_{(1)}) \otimes_B q_{(0)}.
\]
Composing this map with $M \to M \otimes_A P \otimes_B P$, $m \mapsto m_{(0)} \otimes_A m_{(1)_+} \otimes_B m_{(1)_-}$, and applying (3.2) shows that (3.23) is well-defined on the given cotensor products; that it is also a morphism of comodules follows from (3.11). \qed

4. Principal bibundles versus weak equivalences

As recalled in Definition 1.1, a morphism $\phi : (A, \mathcal{H}) \to (B, \mathcal{K})$ of (flat) Hopf algebroids is said to be a weak equivalence if and only if the induced functor $\phi_* : \text{Comod}_\mathcal{H} \to \text{Comod}_\mathcal{K}$ of Eq. (2.15) establishes an equivalence of categories (which is, in fact, a monoidal symmetric equivalence).

Let us consider the trivial bundle $P = \mathcal{H} \otimes_A B$ associated to a given morphism $\phi$. One can easily check that the opposite bundle is $P^\omega = B \otimes_A \mathcal{H}$ as defined in Remark 3.4(ii). The associated functors are, up to natural isomorphisms,

$$\phi_* \cong - \Box_H P \quad \text{and} \quad \phi^* \cong - \Box_K P^\omega.$$ 

Moreover, as mentioned before, $- \Box_K P^\omega$ is a right adjoint to $- \Box_H P$.

4.1. The case of trivial principal bibundles. Part of the following proposition was shown in [HoSt, Theorem 6.2] by using a different approach, see also [Ho, Theorem D & 5.5]. In Theorem 6.1 below we give a more general result.

**Proposition 4.1.** Let $\phi = (\phi_i, \phi_i) : (A, \mathcal{H}) \to (B, \mathcal{K})$ be a morphism of (flat) Hopf algebroids, and consider the associated trivial bundle $P = \mathcal{H} \otimes_A B$. The following are equivalent:

(i) $P$ is a principal $(\mathcal{H}, \mathcal{K})$-bibundle.

(ii) The canonical morphism $\Phi : B \otimes_A \mathcal{H} \otimes_A B \to \mathcal{K}$, $b \otimes_A u \otimes_A b' \mapsto \mathcal{S}(b)\phi_i(u)t(b')$ of Hopf $B$-algebroids is an isomorphism, and $\alpha$ is a faithfully flat extension.

(iii) The morphism $\phi$ is a weak equivalence.

**Proof.** To prove (i) $\Rightarrow$ (ii), we only need to check that $\Phi$ is bijective. By assumption, $\text{can}_{r, \mathcal{K}}$ is bijective, and denote the translation map here as

$$\tau : \mathcal{K} \to P \otimes_A P, \quad k \mapsto (i^k \otimes_A b^k) \otimes_A (v^k \otimes_A c^k),$$

which means that for every $k \in \mathcal{K}$

$$1_r \otimes_A k = (1_{\mathcal{H}} \otimes_A 1_B) \otimes_A k = (i^k(v^k(1)) \otimes_A b^k) \otimes_A \phi_i(v^k(2))t(c^k),$$

Applying the counit of $\mathcal{H}$ we obtain

$$k = \mathcal{S}(b^k)\phi_i(\mathcal{S}(v^k))t(c^k).$$

Define now the map

$$\Lambda : \mathcal{K} \to B \otimes_A \mathcal{H} \otimes_A B, \quad k \mapsto \phi_i(\mathcal{S}(v^k))b^k \otimes_A v^k \otimes_A c^k.$$ 

Using the previous equality, we easily get that $\Phi \circ \Lambda = \text{id}$. In the opposite direction, we have

$$\Lambda \circ \Phi(b \otimes_A u \otimes_A b') = b \otimes_A u \otimes_A b'$$

since $k = \mathcal{S}(b)\phi_i(u)t(b')$ is uniquely determined by the equation

$$1_r \otimes_A k = (1_{\mathcal{H}} \otimes_A b) \otimes_A \phi_i(u)t(b').$$

In order to prove (ii) $\Rightarrow$ (iii), we already know by definition that $\phi_* = - \Box_H P$ is a symmetric monoidal functor. We need to establish natural isomorphisms

$$(\Box_H P) \circ (- \Box_K P^\omega) \cong \text{id}_{\text{Comod}_\mathcal{K}}, \quad (- \Box_K P^\omega) \circ (\Box_H P) \cong \text{id}_{\text{Comod}_\mathcal{H}}.$$  

(4.1)
First recall that we have a commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & P^o \square_H P \\
\downarrow \cong & & \downarrow \\
0 & \longrightarrow & B \otimes_{A} \mathcal{H} \otimes_{A} B
\end{array}
\]

Hence, the canonical injection \(P^o \square_H P \hookrightarrow P^o \otimes_A P\) splits in the category of \(B\)-bimodules. For a right \(\mathcal{K}\)-comodule \(N\), we then have a chain of isomorphisms

\[
(N \square_P P^o) \square_H P \cong N \square_{\mathcal{K}} (P^o \square_H P) \cong N \square_{\mathcal{K}} \mathcal{K} \cong N
\]
of right \(\mathcal{K}\)-comodules, where we used the fact that \(\Phi\) is an isomorphism of \(\mathcal{K}\)-bicomodules. Clearly, the resulting isomorphism is natural and this gives the first natural isomorphism in (4.1). To establish the second one, we will use the faithfully flatness of \(P\_a\), that is, of \(a\). For a right \(\mathcal{H}\)-comodule \(M\) define by means of Eq. (3.23) the following morphism

\[
\theta_M : M \rightarrow (M \square_{\mathcal{H}} P) \square_{\mathcal{K}} P^o, \quad m \mapsto (m_{(0)} \square_{\mathcal{H}} (m_{(1)} \otimes_{B} 1_B)) \square_{\mathcal{K}} (1_\mathcal{A} \otimes_\mathcal{B} \Phi(m_{(2)}))
\]
of right \(\mathcal{H}\)-comodules. Using the natural isomorphisms \(\zeta\) of (3.22), one can show that \(\theta_M \otimes_D P\) is an isomorphism, and hence that \(\theta\) is a natural isomorphism. Therefore, \(\phi\) is an equivalence of categories.

The step (iii) \(\Rightarrow\) (i) is seen as follows: by Example 3.9, \(P\) is a left principal \((\mathcal{H},\mathcal{K})\)-bundle. To check that \(P\) is also a right principal \((\mathcal{H},\mathcal{K})\)-bundle, we need to verify that the canonical map \(\text{can}_{\mathcal{P},\mathcal{K}}\) of Eq. (3.21) is bijective as well as that \(a\) is a faithfully flat extension. Since \(\phi\) is an equivalence of categories, there is a natural isomorphism

\[
- \otimes_{\mathcal{H}} \phi_*(\mathcal{H}) \cong \phi_* (- \otimes_{\mathcal{A}} \mathcal{H}),
\]

where \(- \otimes_{\mathcal{A}} \mathcal{H} : \text{Comod}_{\mathcal{H}} \rightarrow \text{Comod}_{\mathcal{H}}\) is the composition of the forgetful functor with the functor defined as in (2.12), and where \(P = \phi_* (\mathcal{H})\) is an \(A\)-module via the algebra map \(\alpha : A \rightarrow P\), \(a \mapsto \Phi(a) \otimes_1 \mathcal{B}\). Hence, such a natural isomorphism directly implies that \(a\) is a faithfully flat extension.

Let us then prove that \(\text{can}_{\mathcal{P},\mathcal{K}}\) is bijective. Since the counit of the adjunction \(\phi_* : \text{Comod}_{\mathcal{H}} \rightarrow \text{Comod}_{\mathcal{K}}\) is a natural isomorphism (see 3.22), we denote by

\[
\xi_{\mathcal{K}} : \mathcal{K} \rightarrow B \otimes_{\mathcal{A}} \mathcal{H} \otimes_{\mathcal{K}} B, \quad k \mapsto b^k \otimes_{\mathcal{A}} u^k \otimes_{\mathcal{A}} c^k
\]

its inverse at \(\mathcal{K}\), with the help of which we can write

\[
k = \Phi(b^k) \phi_*(u^k)(c^k)
\]

for every \(k \in \mathcal{K}\). Define moreover

\[
\Psi : P \otimes_{\mathcal{K}} \mathcal{K} \cong \mathcal{H} \otimes_{\mathcal{A}} \mathcal{K} \rightarrow P \otimes_{\mathcal{A}} P, \quad u \otimes_{\mathcal{A}} k \mapsto (u \varepsilon(v^k_{(1)}) \otimes_{\mathcal{A}} b^k) \otimes_{\mathcal{A}} (v^k_{(2)} \otimes_{\mathcal{A}} c^k)
\]

and compute

\[
\Psi \circ \text{can}_{\mathcal{P},\mathcal{K}}((u \otimes_{\mathcal{A}} b) \otimes_{\mathcal{A}} (v \otimes_{\mathcal{A}} b')) = \Psi((uv_{(1)} \otimes_{\mathcal{A}} b) \otimes_{\mathcal{A}} \phi_1(v_{(2)})(b'))
\]

\[
= \Psi(uv_{(1)} \otimes_{\mathcal{A}} \varepsilon(b)\phi_1(v_{(2)})(b'))
\]

\[
= \Psi(uv_{(1)} \otimes_{\mathcal{A}} \varepsilon(b \otimes_{\mathcal{A}} v_{(2)} \otimes_{\mathcal{A}} b'))
\]

\[
= uv_{(1)} \varepsilon(v_{(2)}) \otimes_{\mathcal{A}} b \otimes_{\mathcal{A}} v_{(3)} \otimes_{\mathcal{A}} b'
\]

\[
= (u \varepsilon(v_{(1)})) \otimes_{\mathcal{A}} b \otimes_{\mathcal{A}} (v_{(2)} \otimes_{\mathcal{A}} b')
\]

\[
= (u \otimes_{\mathcal{A}} b) \otimes_{\mathcal{A}} (v \otimes_{\mathcal{A}} b'),
\]

which shows that \(\Psi \circ \text{can}_{\mathcal{P},\mathcal{K}} = \text{id}\). The opposite direction is verified as follows:

\[
\text{can}_{\mathcal{P},\mathcal{K}} \circ \Psi(u \otimes_{\mathcal{A}} k) = \text{can}_{\mathcal{P},\mathcal{K}}((u \varepsilon(v^k_{(1)}) \otimes_{\mathcal{A}} b^k) \otimes_{\mathcal{A}} (v^k_{(2)} \otimes_{\mathcal{A}} c^k))
\]
mutandum is clear from the assumptions, and that the map in Eq. (4.2) is bijective. Denote this map by $\tilde{\phi}$, which gives the desired equality.

We compute from one hand

$$\mathcal{H} \otimes_a P \otimes_b \mathcal{K} \rightarrow \mathcal{H} \otimes_a \mathcal{K} \otimes_b P; \quad u \otimes_a p \otimes_b w \mapsto pu_+ \otimes_b \mathcal{U}(u_{-(1)})w \otimes_b u_{-(0)}.$$  

From the other hand, to check that also $\tilde{\beta} \circ \tilde{\beta} = \text{id}$, we first deduce from Eq. (4.5)

$$p(0) \otimes_b p(1) \otimes_b p(2) \otimes_b 1_b = p(-1)^{+}(0) \otimes_b p(-1)^{+}(1) \otimes_b p(1) \otimes_b p(-1)^{-}p(0),$$

which we use to see that

$$\tilde{\beta} \circ \tilde{\beta}(p' \otimes_b w \otimes_b p) \quad \overset{\text{4.10}}{=} \quad p(0)p(-1)^{-}p' \otimes_b \mathcal{U}(p(-1)^{+}(1)p(1)w \otimes_b p(-1)^{+}(0)).$$

Remark 4.2. The statement that $\alpha$ is a flat extension is equivalent to saying that $B$ is Landweber exact over $(A, \mathcal{H})$ in the sense of [HoSt Def. 2.1], see Lemma 2.2 in op. cit. This, as mentioned before, implies in particular that $(B, B \otimes_a \mathcal{H} \otimes_a B)$ is a flat Hopf algebra.

4.2. The case of general principal bundles. Let now $(P, \alpha, \beta)$ be an $(\mathcal{H}, \mathcal{K})$-bicomodule algebra. Consider the two-sided translation Hopf algebroid $(P, \mathcal{H} \rtimes P \rtimes \mathcal{K})$ as in Lemma 2.8. Recall that the tensor product $\mathcal{H} \otimes_a P \otimes_b \mathcal{K}$ is defined by using the module structures $\mathcal{H}, \mathcal{P}_a,$ and $\mathcal{K}$, and also that there is a diagram of Hopf algebroids $\alpha : (A, \mathcal{H}) \rightarrow (P, \mathcal{H} \rtimes P \rtimes \mathcal{K}) \leftarrow (B, \mathcal{K}) : \beta$, where $\beta$ and $\alpha$ are the maps as in Lemma 2.8. On the other hand, one can consider the extended Hopf algebroids $(P, P \otimes_a \mathcal{H} \otimes_a P)$ and $(P, P \otimes_a \mathcal{K} \otimes_a P)$, together with the morphisms of Hopf algebroids:

$$P \otimes_a \mathcal{K} \otimes_a P \rightarrow \mathcal{H} \rtimes P \rtimes \mathcal{K}, \quad p' \otimes_a w \otimes_a p \mapsto \mathcal{S}(p')\beta(w)(p) = \mathcal{D}(p_{(-1)}) \otimes_a p(0)p' \otimes_a p_{(1)},$$

$$P \otimes_a \mathcal{H} \otimes_a P \rightarrow \mathcal{H} \rtimes P \rtimes \mathcal{K}, \quad p' \otimes_a u \otimes_a p \mapsto \mathcal{S}(p')\alpha(u)(p) = \mathcal{D}(p_{(-1)}) \otimes_a p_{(0)}p' \otimes_a p_{(1)}.$$
and this concludes the proof. □

**Corollary 4.4.** Let \( \mathfrak{f} : (P, \alpha, \beta) \to (P', \alpha', \beta') \) be a morphism in \( \text{PB}^\ell(\mathcal{H}, \mathcal{K}) \). Then the associated morphism between the two-sided translation Hopf algebroids (see §2.5)

\[
(\mathfrak{f}, \mathcal{H} \otimes_b \mathcal{K}) : (P, \mathcal{H} \otimes \mathcal{P} \cong \mathcal{K}) \to (P', \mathcal{H} \otimes \mathcal{P}' \cong \mathcal{K})
\]

is a weak equivalence.

**Proof.** This directly follows from Lemma 4.3(i) and the commutative diagram (2.21). □

**Remark 4.5.** As mentioned in §3.2 in the Lie groupoid context it is well-known that any morphism between principal bundles is an isomorphism [MoeMr, p. 165], and hence induces an isomorphism between the associated two-sided translation groupoids. For Hopf algebroids, we do not know whether an analogous statement holds. However, Corollary 4.4 means that any morphism of principal bundles induces a weak equivalence between the associated two-sided translation Hopf algebroids.

---

### 5. The bicategory of principal bundles as a universal solution

In this section, we introduce the cotensor product of two principal bundles in the Hopf algebroid context, which is the analogue of the tensor product of principal bundles in the framework of Lie groupoids [MoeMr, p. 166], where it is defined as the orbit space of the fibred product of the underlying bundles. In the case of Hopf algebroids, the cotensor product leads to the orbit space (which is the coinvariant subalgebra as mentioned in §2.4) of the tensor product of the underlying comodule algebras. With this product, principal bundles can be shown to form a bicategory. It turns out that trivial bundles constitute a 2-functor from the canonical 2-category of (flat) Hopf algebroids to this bicategory, which yields a certain universal solution (or a calculus of fractions with respect to weak equivalences).

#### 5.1. The cotensor product of principal bundles

Consider three flat Hopf algebroids \((A, \mathcal{H}), (B, \mathcal{K}), \text{and} (C, \mathcal{J})\), and let \((P, \alpha, \beta)\) be a left principal \((\mathcal{H}, \mathcal{K})\)-bundle and \((Q, \sigma, \theta)\) a left principal \((\mathcal{K}, \mathcal{J})\)-bundle. Recall from (2.14) that \(P \Box_{\mathcal{K}} Q\) carries the structure of an \((\mathcal{H}, \mathcal{J})\)-bicomodule. Moreover, it is clear from the definition of a comodule algebra that this is simultaneously an \(A\)-algebra and \(C\)-algebra via the following commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha} & P \\
\downarrow{\alpha} & & \downarrow{\odot_b 1_Q} \\
P \Box_{\mathcal{K}} Q & \xrightarrow{1_{P \odot_b \mathcal{K}}} & P \otimes_b Q \\
\downarrow{\odot \theta} & & \downarrow{1_{P \odot_b \mathcal{K}}} \\
0 & \xrightarrow{\odot} & Q \\
\downarrow{\theta} & & \downarrow{\theta} \\
& & C.
\end{array}
\]

This structure converts the triple \((P \Box_{\mathcal{K}} Q, \bar{\alpha}, \bar{\theta})\) into an \((\mathcal{H}, \mathcal{J})\)-bicomodule algebra. In the subsequent lemma we show that this gives in particular a left principal bundle:
Lemma 5.1.

(i) The correspondence

\[ \text{PB}^\ell(\mathcal{H},\mathcal{K}) \times \text{PB}^\ell(\mathcal{K},\mathcal{J}) \longrightarrow \text{PB}^\ell(\mathcal{H},\mathcal{J}), \]

\[ ((P,\alpha,\beta),(Q,\sigma,\theta)) \longmapsto (P \boxtimes K Q,\bar{\alpha},\bar{\theta}), \]

\[ (F,G) \longmapsto F \boxtimes K G \]

gives a well-defined functor.

(ii) The canonical algebra extension \( P \boxtimes K Q \hookrightarrow P \otimes Q \) is faithfully flat.

Proof. Part (i): as we have seen before, the obvious algebra map \( \theta : C \rightarrow Q \rightarrow P \otimes Q \) factors through

\[ C \xrightarrow{\bar{\theta}} P \boxtimes K Q \]

\[ \xrightarrow{\theta'} P \otimes Q, \]

and \( \theta' \) is a faithfully flat extension since \( \beta \) and \( \theta \) are so. The faithfully flatness of the map \( \bar{\theta} : C \rightarrow P \boxtimes K Q \) is seen as follows: one has a chain of \( C \)-module isomorphisms

\[ (P \boxtimes K Q) \otimes C Q \overset{\cong}{\longrightarrow} P \boxtimes (Q \otimes C Q) \overset{\overset{P \boxtimes K Q}{\text{can}}}{\longrightarrow} P \boxtimes (K \otimes Q Q) \overset{\cong}{\longrightarrow} P \otimes Q, \]

hence \( (P \boxtimes K Q) \otimes C Q \) is also faithfully flat over \( C \), and since by assumption \( Q \) is so over \( C \), we deduce that \( P \boxtimes K Q \) is faithfully flat over \( C \). For better distinction, let us denote the involved translation maps as

\[ \tau_p : \mathcal{H} \rightarrow P \otimes Q, \quad u \mapsto u_+ \otimes u_-, \quad \tau_Q : \mathcal{K} \rightarrow Q \otimes C Q, \quad w \mapsto w_+ \otimes w_- \]

The canonical map that turns the cotensor product into a bundle is given as

\[ \text{can} : (P \boxtimes K Q) \otimes C (P \boxtimes K Q) \rightarrow \mathcal{H} \otimes (P \boxtimes K Q), \quad \text{can}(p \boxtimes K q) \otimes (p' \boxtimes K q') \mapsto p_{(-1)} \otimes (p(0)p' \boxtimes K q q'), \]

and what is going to be its inverse is defined by

\[ \text{canc} : \mathcal{H} \otimes (P \boxtimes K Q) \rightarrow (P \boxtimes K Q) \otimes C (P \boxtimes K Q), \quad \text{canc}(u \otimes (p \boxtimes K q)) \mapsto (u_{+0} \boxtimes K u_{+1}(-1)) \otimes C (pu_- \boxtimes K qu_{+1}[-1]), \]

which are well-defined maps by the \( A \)-linearity of the coaction as well as using (3.7). We then compute

\[ \text{\text{canc} \circ \text{can}}((p \boxtimes K q) \otimes (p' \boxtimes K q')) = \text{\text{canc}}((p_{(-1)} \otimes (p(0)p' \boxtimes K q q')) \]

\[ \overset{\text{\text{(5.3)}}}{=} (p_{(-1)+} \boxtimes K p_{(+1)+}) \otimes C (p(0)p_{(-1)}-p' \boxtimes K q q' p_{(-1)+}) \]

\[ \overset{\text{\text{(5.4)}}}{=} (p \boxtimes K p_{(+1)+}) \otimes C (p' \boxtimes K q q' p_{(+1)+}) \]

\[ \overset{\text{\text{(5.5)}}}{=} (p \boxtimes K q_{(+1)+}) \otimes C (p' \boxtimes K q q' q_{(+1)+}) \]

where we used the definition of the cotensor product in the fourth step. The opposite verification is left to the reader. To prove part (ii), consider the diagram (5.2): the desired faithfully flatness of the vertical arrow follows by those of \( \bar{\theta} \) and \( \theta' \).

\[ \square \]

Remark 5.2. Of course, the construction of the functor in Lemma 5.1 can be adapted \textit{mutatis mutandis} for right principal bundles as well as for principal bibundles.

An example of the cotensor product construction above arises from the following proposition,
Proposition 5.3. Let \((A, \mathcal{H})\) and \((C_1, \mathcal{F}_1),\ i = 1, 2,\) be (flat) Hopf algebroids. Then any diagram of weak equivalences
\[
\begin{array}{ccc}
(C_1, \mathcal{F}_1) & \xleftarrow{\theta_1} & (A, \mathcal{H}) \\
& (C_2, \mathcal{F}_2) \xleftarrow{\theta_2} & \\
\end{array}
\]
can be completed to the following diagram
\[
\begin{array}{ccc}
(C_1, \mathcal{F}_1) & \xleftarrow{\theta_1} & (A, \mathcal{H}) \\
& (P_1 \boxtimes_n P_2, \mathcal{F}_1 \triangleleft (P_1 \boxtimes_n P_2, \mathcal{F}_2)) \xleftarrow{\xi_i} & \\
& (C_2, \mathcal{F}_2) \xleftarrow{\theta_2} & \\
\end{array}
\]
of weak equivalences, where \(P_i = \mathcal{H} \otimes_n C_i,\ i = 1, 2,\) are the respective associated trivial bundles.

Proof. Since \(\theta_i\) is a weak equivalence, \(P_i\) is a principal \((\mathcal{H}, \mathcal{F}_i)\)-bibundle by Proposition 4.1. Therefore, by Lemma 5.1 (and its right hand side version, see Remark 5.2), the cotensor product \(P_1 \boxtimes_n P_2\) is a principal \((\mathcal{F}_1, \mathcal{F}_2)\)-bibundle as well and the proof is completed using Lemma 4.3.

Example 5.4. A particular situation of Proposition 5.3 is the one considered in Example 2.9: let \(\phi: B \to A \leftarrow B': \psi\) be a diagram of commutative algebras. Assume that \(\alpha: A \to P := \mathcal{H} \otimes B,\ a \mapsto \delta(a) \otimes 1_B,\) and \(\alpha': A \to P' := \mathcal{H} \otimes B'\) are faithfully flat extensions. This, in particular, means that \(B\) and \(B'\) are Landweber exact. Consider the algebra \(C := B \otimes \mathcal{H} \otimes B'\) along with the scalar extension Hopf algebroids \((C, \mathcal{H}_0)\) and \((C, \mathcal{H}_0')\), where \(\phi: A \to C \leftarrow A: \psi\) are the obvious maps constructed from \(\phi\) resp. \(\psi\) as in Example 2.9. Now \((B, \mathcal{H}_0) \xleftarrow{\alpha} (A, \mathcal{H}) \xrightarrow{\alpha'} (B', \mathcal{H}_0)\) is a diagram of weak equivalences by Proposition 4.1. Applying Proposition 5.3 we get a diagram
\[
(B, \mathcal{H}_0) \xrightarrow{\beta} (C, \mathcal{H}_0) \cong (C, \mathcal{H}_0 \lhd C \rhd \mathcal{H}_0) \cong (C, \mathcal{H}_0') \xleftarrow{\beta'} (B', \mathcal{H}_0')
\]
of weak equivalences, where the middle isomorphisms are as in Example 2.9. This, in fact, is part of the proof given in [HoSt, Theorem 6.5].

5.2. The bicategory of principal bundles. In particular, the constructions in the preceding subsection allow for the main observation in this section:

Proposition 5.5. The data given by
- flat Hopf algebroids (as 0-cells),
- left principal bundles (as 1-cells),
- as well as morphisms of left principal bundles (as 2-cells)

define a bicategory.

Proof. The unit 0-cells in this bicategory are the unit bundles of the form \(\mathcal{H}(\mathcal{H})\) as in Example 3.5. The multiplication of two principal bundles (i.e., their cotensor product) and of their morphisms is given as in Lemma 5.1. The associativity of the cotensor product is not obvious in this case as it does not follow directly from the flatness of the involved Hopf algebroids: let \((A, \mathcal{H}), (B, \mathcal{K}), (C, \mathcal{F}),\) and \((D, I)\) be flat Hopf algebroids, as well as \((P, \alpha, \beta), (Q, \sigma, \theta),\) and \((S, \gamma, \delta)\) be left principal \((\mathcal{H}, \mathcal{K})\)-,\(\mathcal{F}\)-, and \(\mathcal{K}\)-equivariant flat Hopf algebroids, respectively.
(\mathcal{K}, \mathcal{F})$, resp. \((\mathcal{F}, \mathcal{I})\)-bundles. First of all, we have the following diagram\[
\begin{array}{ccc}
P \square_k (Q \square_j S) & \longrightarrow & P \otimes_k (Q \square_j S) \\
P \otimes_k Q \otimes_k S, \end{array}
\]
where the upper injections result from definitions and the flatness of \(P\) over \(B\). The second map of the lower injections follows from the fact that, as in Lemma 5.1(ii), the injection \(P \square_k Q \hookrightarrow P \otimes_k Q\) is faithfully flat. Using the universal property of kernels, we deduce the desired natural isomorphism\[
(P \square_k Q) \square_j S \longrightarrow P \square_k (Q \square_j S).
\]
The remaining axioms to be verified in a bicategory are left to the reader. □

We denote this bicategory by \(\mathbf{PB}'\) and refer to it as the \textit{bicategory of (left) principal bundles}. The category of 1- and 2-cells from \((A, \mathcal{H})\) to \((B, \mathcal{K})\) then is the category \(\mathbf{PB}'(\mathcal{H}, \mathcal{K})\), see §3.1.

Similarly, we can introduce the \textit{bicategory of right principal bundles} \(\mathbf{PB}'\) and also the \textit{bicategory of principal bibundles} \(\mathbf{PB}^p\) as mentioned in Remark 5.2. On the other hand, by Remark 3.4(ii) there is an isomorphism \(\mathbf{PB}' \cong (\mathbf{PB}')^o\) of bicategories, using Bénabou’s terminology [Be, §3]: for a bicategory \(\mathcal{B}\), denote by \(\mathcal{B}^o\) its \textit{transpose bicategory}, obtained from \(\mathcal{B}\) by reversing 1-cells. On the other hand, its \textit{conjugate bicategory} \(\mathcal{B}^{\text{conjugate}}\) is obtained by reversing 2-cells. We will call a morphism between two bicategories in the sense of [Be, §4] a \textit{2-functor}.

5.3. \textbf{Invertible 1-cells}. Recall that an \textit{internal equivalence} between two 0-cells \((A, \mathcal{H})\) and \((B, \mathcal{K})\) in \(\mathbf{PB}'\) is given by two 1-cells \((P, \alpha, \beta)\) and \((Q, \sigma, \theta)\) in \(\mathbf{PB}'(\mathcal{H}, \mathcal{K})\) resp. \(\mathbf{PB}'(\mathcal{K}, \mathcal{H})\), such that
\[
P \square_k Q \cong \mathcal{U}(\mathcal{H}), \quad Q \square_k P \cong \mathcal{U}(\mathcal{K}),
\]
holds as 1-cells, respectively, in \(\mathbf{PB}'(\mathcal{H}, \mathcal{H})\) and \(\mathbf{PB}'(\mathcal{K}, \mathcal{K})\). Here we are implicitly assuming the triangle property, that is, we assume the following diagrams
\[
\begin{array}{ccc}
Q \square_k \mathcal{H} & \xrightarrow{\sim} & Q \square_k (P \square_k Q) \\
\downarrow & & \downarrow \\
Q \xrightarrow{\sim} & & Q \otimes_k P \otimes_k Q
\end{array}
\]
and
\[
\begin{array}{ccc}
P \square_k \mathcal{K} & \xrightarrow{\sim} & P \square_k (Q \square_k P) \\
\downarrow & & \downarrow \\
\mathcal{H} \square_k P & \xrightarrow{\sim} & P \otimes_k Q \otimes_k P
\end{array}
\]
to be commutative. In this case, we also say that \((A, \mathcal{H})\) and \((B, \mathcal{K})\) are \textit{internally equivalent in} \(\mathbf{PB}'\). Internal equivalences are, up to 2-isomorphisms, uniquely determined. More precisely, given a 1-cell \(P\) in \(\mathbf{PB}'\), if we assume that there exists \(Q\) and \(Q'\) in \(\mathbf{PB}'\) such that
\[
Q \square_k P \cong \mathcal{U}(\mathcal{K}), \quad P \square_k Q \cong \mathcal{U}(\mathcal{H}),
\]
and
\[
Q' \square_k P \cong \mathcal{U}(\mathcal{K}), \quad P \square_k Q' \cong \mathcal{U}(\mathcal{H}),
\]
then we have \( Q \cong Q' \) as 1-cells. As in the general case, this is an easy consequence of the associativity of the cotensor product in \( \mathbb{P}B^\ell \). Such a \( P \) is called an invertible left principal bundle.

Examples of invertible left principal bundles are typically obtained by bibundles:

**Proposition 5.6.** Let \((P, \alpha, \beta)\) be a left principal \((\mathcal{H}, \mathcal{K})\)-bundle and let \((Q, \sigma, \gamma)\) be a right principal \((\mathcal{K}, \mathcal{H})\)-bundle.

(i) The translation map \( \tau : \mathcal{H} \to P \otimes_\mathcal{B} P \) factors through the map

\[
\tau' : \mathcal{H} \to P \otimes_{\mathcal{K}} P^\omega.
\]

Analogously, the translation map \( \nu : \mathcal{K} \to Q \otimes_{\mathcal{A}} Q \) factors through

\[
\nu' : \mathcal{K} \to Q \otimes_{\mathcal{H}} Q^\omega.
\]

(ii) Assume moreover that \((P, \alpha, \beta)\) is a principal \((\mathcal{H}, \mathcal{K})\)-bibundle. Then \((P^\omega, \beta, \alpha)\) is a principal \((\mathcal{K}, \mathcal{H})\)-bibundle and the translation maps induce isomorphisms

\[
\mathcal{H}(\mathcal{H}) \xrightarrow{\sim} P \otimes_{\mathcal{K}} P^\omega, \quad \mathcal{K}(\mathcal{K}) \xrightarrow{\sim} P^\omega \otimes_{\mathcal{H}} P
\]

of principal \((\mathcal{H}, \mathcal{H})\)-bibundles resp. of principal \((\mathcal{K}, \mathcal{K})\)-bibundles. Furthermore, \((P, \alpha, \beta)\) is an invertible 1-cell in \( \mathbb{P}B(\mathcal{H}, \mathcal{K}) \).

**Proof.** Part (i): to show that the image of the map \( \tau : u \mapsto u_+ \otimes_{\mathcal{B}} u_- \) lands for every \( u \in \mathcal{H} \) in the cotensor product \( P \otimes_{\mathcal{K}} P^\omega \), we need to show that

\[
u_{\tau} : u_{+1} \otimes_{\mathcal{B}} u_{-1} \otimes_{\mathcal{B}} u_{-1} = u_{+1} \otimes_{\mathcal{B}} \mathcal{H}(u_{-1}) \otimes_{\mathcal{B}} u_{-1} \in P \otimes_{\mathcal{A}} \mathcal{K} \otimes_{\mathcal{B}} P,
\]

where we used the coopposite comodule structure given in (2.11). This is done by applying the map

\[
P \otimes_{\mathcal{B}} P \otimes_{\mathcal{B}} \mathcal{K} \to P \otimes_{\mathcal{B}} \mathcal{K} \otimes_{\mathcal{B}} P, \quad p' \otimes_{\mathcal{B}} p \otimes_{\mathcal{B}} w \mapsto p' \otimes_{\mathcal{B}} w \mathcal{H}(p_{1}) \otimes_{\mathcal{B}} p_{0}
\]

to both sides of Eq. (3.8). The situation for right bundles is proven mutatis mutandam.

Part (ii): by Lemma 5.1, the cotensor product carries the structure of a principal bundle. It is furthermore clear that \( \tau' \) is compatible with the source and target maps of \( \mathcal{H} \). The fact that \( \tau' \) is \( \mathcal{H} \)-colinear follows directly from (3.3). To show that this map is also right \( \mathcal{H} \)-colinear one uses (2.11) along with (5.11). To prove that \( \tau' \) is an isomorphism, it is sufficient to prove that \( \tau' \otimes_{\mathcal{A}} id_\mathcal{P} \) is so since \( P \) is faithfully flat over \( A \). By direct verification, one can show that the composition

\[
\mathcal{H} \otimes_{\mathcal{A}} P \xrightarrow{\tau' \otimes_{\mathcal{A}} P} (P \otimes_{\mathcal{H}} P) \otimes_{\mathcal{A}} P \xrightarrow{\sim} P \otimes_{\mathcal{B}} P,
\]

where the second map is an isomorphism for right principal bundles analogous to that mentioned in Lemma 5.3 coincides with the inverse \( \text{can}^{-1} : \mathcal{H} \otimes_{\mathcal{A}} P \to P \otimes_{\mathcal{B}} P \) of the canonical map, which shows that \( \tau' \otimes_{\mathcal{A}} id_\mathcal{P} \) is an isomorphism as well. To check the last statement, one only needs to show the triangle property (5.4) (notice that here there is, in fact, only one diagram). Using the notation of (3.4) the commutativity of (5.4) reads in this case:

\[
p_{0} \otimes_{\mathcal{B}} p_{1} = p_{1} \otimes_{\mathcal{B}} p_{0} \in P \otimes_{\mathcal{B}} P \otimes_{\mathcal{B}} P,
\]

for every \( p \in P \). To verify this, one first applies the map \( P \otimes_{\mathcal{B}} \text{can}_{\mathcal{B}}^{-1} \) to both terms and then uses Eq. (3.5) in order to obtain the same element \( p_{0} \otimes_{\mathcal{B}} 1_{\mathcal{P}} \otimes_{\mathcal{B}} p_{1} \) in \( P \otimes_{\mathcal{B}} P \otimes_{\mathcal{B}} \mathcal{K} \).

**Proposition 5.7.**

(i) Let \((P, \alpha, \beta)\) be a left principal \((\mathcal{H}, \mathcal{K})\)-bundle. Assume moreover that \((P, \alpha, \beta)\) is an invertible 1-cell in \( \mathbb{P}B^\ell \) with inverse \((Q, \theta, \sigma) \in \mathbb{P}B(\mathcal{K}, \mathcal{H}) \). Then \((P, \alpha, \beta)\) is a principal
(\mathcal{H}, \mathcal{K})\text{-bibiudle and } (Q, \theta, \sigma) \text{ is a principal } (\mathcal{K}, \mathcal{H})\text{-bibiudle. Furthermore, we have an isomorphism}

\[ Q \cong P^\alpha \]

of principal bundles.

(ii) Let \( \phi : (A, \mathcal{H}) \rightarrow (B, \mathcal{K}) \) be a morphism of (flat) Hopf algebroids. Then \( \phi \) is a weak equivalence if and only if the trivial bundle \( P = \mathcal{H} \otimes \mathcal{B} \) is an invertible 1-cell in \( \text{PB}(\mathcal{H}, \mathcal{K}) \).

\textbf{Proof.} For better orientation, we recall here that the algebra diagrams defining \( P \) and \( Q \) are

\[ A \xrightarrow{\alpha} P \xleftarrow{\beta} B, \quad A \xrightarrow{\sigma} Q \xleftarrow{\theta} B, \]

where \( \beta \) and \( \sigma \) are faithfully flat, and also that the canonical maps \( \text{can}_{\mathcal{H}, P} \) and \( \text{can}_{\mathcal{K}, Q} \) are bijective.

Part (i): by assumption, we have the following 2-isomorphisms

\[ \chi : \mathcal{H} \rightarrow P \otimes \mathcal{K} Q, \quad u \mapsto p^u \otimes_\mathcal{K} q^u, \quad \text{and} \quad \zeta : \mathcal{K} \rightarrow Q \otimes_\mathcal{H} P, \quad w \mapsto q^w \otimes_\mathcal{H} p^w, \]

where \( \chi \) is, in particular, a morphism of \( \mathcal{H} \)-bibiudles and \( \zeta \) is a morphism of \( \mathcal{K} \)-bibiudles. The triangle properties then say that we have, up to a canonical isomorphism,

\[ \chi(p_{(1)}) \otimes_\mathcal{H} p_{(0)} = p_{(0)} \otimes_\mathcal{K} \zeta(p_{(1)}), \quad \zeta(q_{(1)}) \otimes_\mathcal{K} q_{(0)} = q_{(0)} \otimes_\mathcal{H} \chi(q_{(1)}), \]

for all \( p \in P, q \in Q \). On the other hand, we also have an isomorphism

\[ P \otimes_b Q \cong (P \otimes_\mathcal{K} Q) \otimes_\mathcal{H} (Q \otimes_\mathcal{K} P) \]  \hspace{1cm} (5.6)

of \( (\mathcal{H}, \mathcal{K})\)-bibiudles, where the first isomorphism is the natural transformation of Eq. (3.22). Using this isomorphism, we can easily check that \( \alpha \) is a faithful extension. Indeed, take a morphism \( f \) such that \( f \otimes_b P = 0 \); then \( f \otimes_\mathcal{H} \mathcal{H} \otimes_\mathcal{K} Q = 0 \) which yields \( f = 0 \) since \( \mathcal{H} \) and \( \mathcal{K} \) are faithfully flat. Now for a monomorphism \( i : X \rightarrow X' \) of \( A \)-modules, we obtain, using again the isomorphism (5.7), that \( \ker(i \otimes_\mathcal{A} P) \otimes_\mathcal{B} Q = 0 \), which implies that \( \ker(i \otimes_\mathcal{A} P) = 0 \) since \( i \mathcal{K} \) and \( i \mathcal{Q} \) are faithfully flat. This shows that \( \alpha \) is a faithfully flat extension.

We still need to check that the canonical map \( \text{can} : P \otimes_\mathcal{A} P \rightarrow P \otimes_\mathcal{B} \mathcal{K} \) is bijective. To this end, we define what is going to be its inverse as

\[ \text{can} : P \otimes_\mathcal{B} \mathcal{K} \rightarrow P \otimes_\mathcal{A} P, \quad p \otimes_\mathcal{B} w \mapsto pg(q^w) \otimes_\mathcal{A} p^w, \]

where \( g \) is simultaneously the \( A \)-algebra and \( B \)-algebra map given explicitly by

\[ g : Q \rightarrow P, \quad q \mapsto \beta(e(\zeta^{-1}(q_{(0)} \otimes_\mathcal{H} q_{(1)})))q_{(1)} \cdots. \]

This map satisfies

\[ p^u g(q^w) = \alpha(e(u)), \quad g(q^w)p^v = \beta(e(w)), \]  \hspace{1cm} (5.8)

for every \( u \in \mathcal{H}, w \in \mathcal{K} \), which is seen as follows: for the second one, we have for \( w \in \mathcal{K} \)

\[ g(q^w)p^v = \beta(e(\zeta^{-1}(q^w_0 \otimes_\mathcal{H} q^w_{(1)})))q^w_{(1)}p^v = \beta(e(\zeta^{-1}(q^w_0 \otimes_\mathcal{H} p^v_{(1)}+1)))p^v_{(0)}(1) = \beta(e(\zeta^{-1}(q^w_0 \otimes_\mathcal{H} p^v_{(1)})p^v_{(1)}(1) - p^v_{(1)}) - p^v_{(0)}) = \beta(e(\zeta^{-1}(q^w_0 \otimes_\mathcal{H} p^v_{(1)}))) = \beta(e(w)). \]

As for the first equation in (5.8), by the right \( \mathcal{H} \)-colinearity of \( \chi \) and Eq. (3.3)

\[ p^u \otimes_\mathcal{K} (q^w_0 \otimes_\mathcal{H} q^w_{(1)+}) \otimes_\mathcal{B} q^w_{(1)-} = p^u \otimes_\mathcal{K} (q^w_{(0)} \otimes_\mathcal{H} u_{(+0)}(1)) \otimes_\mathcal{B} u_-, \quad \in P \otimes_\mathcal{B} (Q \otimes_\mathcal{H} P) \otimes_\mathcal{B} P, \]
holds for any \( u \in \mathcal{H} \), an equation which can be seen in \( P \otimes_B Q \otimes_A P \otimes_B P \) since \( P_B \) is flat. Therefore,

\[
p^*g(q^*) = p'^*(\xi^{-1}(q'^*(\mu u_0)))u_-
\]

On the other hand, by the first equality of Eq. \((5.6)\),

\[
(p'^*(\mu) q'^*(\mu) \mu h u_0(0) \otimes_B u_- = (q'(\mu u_0(1)) \otimes_B u_- = (u_0(0) \otimes_B \xi(u_0(1))) \otimes_B u_-,
\]

which implies that

\[
p'^*(\mu) \otimes_B (q'^*(\mu) \otimes_B u_0(0)) \otimes_B u_- = u_0(0) \otimes_B \xi(u_0(1)) \otimes_B u_-,
\]

from which, in turn, we obtain that

\[
p'^*g(q^*) = p'^*(\xi^{-1}(q'^*(\mu u_0)))u_+ = u_0(0) \beta(\xi(u_0(1)))u_+ = u_+u_- \tag{5.8}
\]

as claimed. Using Eqs. \((5.8)\), we now compute from one hand,

\[
can \circ can(p \otimes_B w) = can(p \circ g(q^*) \otimes_A p^*) = p \circ g(q^*) p^*(0) \otimes_B p^*(1) = p \circ g(q^*) p^*(1) \otimes_B w^*(2) = p \circ \beta(\xi(w^*(1))) \otimes_B w^*(2) = p \otimes_B w,
\]

and from the other side,

\[
can \circ can(p' \otimes_A p) = can(p' \otimes_A p(0) \otimes_B p(1)) = p' \otimes_A p(0) \otimes_B p(1) = p' \otimes_A p(0) = p' \otimes_A p,
\]

which gives the desired bijection, and so \((P, \alpha, \beta)\) is a principal bibundle. Similarly, one checks that \((Q, \theta, \sigma)\) is so as well.

To complete the proof of the first part, we also need to check that \(Q\) is the opposite bundle of \(P\). For this, we use the following chain of isomorphisms of \(k\)-modules

\[
P \otimes_A P \cong \mathcal{K} \otimes_B P \cong (Q \square_A P) \otimes_B P \cong Q \otimes_B P,
\]

where the last isomorphism is given by Eq. \((3.22)\), which leads to an isomorphism \(P \cong Q\) of \(A\)-modules since \(P\) is faithfully flat over \(A\). In the same way, using the faithfully flatness of \(P\) over \(B\), one shows that this is also an isomorphism of \(B\)-modules, and thus that \(Q\) is the opposite bundle of \(P\).

To prove \((ii)\), assume first that \(\phi\) is a weak equivalence. Then \(P\) is a right principal \((\mathcal{H}, \mathcal{K})\)-bundle by Proposition \(4.1\) along with the fact that \(- \square_A \mathcal{K}\) defines an equivalence of categories with inverse \(- \square_A P^\circ\). From this it is clear that \(P \square_A P^\circ \cong \mathcal{H}(\mathcal{H})\) and \(P^\circ \square_A P \cong \mathcal{H}(\mathcal{K})\), see Example \(3.3\) for notation. To prove the converse, using Proposition \(4.1\) again, we only have to show that \(P = \mathcal{H} \otimes_B B\) is a bibundle, which is a direct consequence of \((i)\). \(\square\)

**Corollary 5.8.** For two 0-cells \((A, \mathcal{H})\) and \((B, \mathcal{K})\), the full subcategory of invertible 1-cells in \(PB^0(\mathcal{H}, \mathcal{K})\) coincides with the full subcategory \(PB^0(\mathcal{H}, \mathcal{K})\) of principal bibundles.
5.4. The 2-functor \( \mathcal{P} \) and principal bundles as universal solution. It is well-known that groupoids, functors, and natural transformations form a 2-category. Adapting this to Hopf algebroids, one can construct a 2-category as observed in [Na, §3.1]. Here, 0-cells are Hopf algebroids (or even flat ones), 1-cells are morphisms of Hopf algebroids, and for two 1-cells \((\zeta_0, \xi_1), (\theta_0, \theta_1) : (A, \mathcal{H}) \to (B, \mathcal{K})\), a 2-cell \(\epsilon : (\zeta_0, \xi_1) \to (\theta_0, \theta_1)\) is defined to be an algebra map \(\epsilon : \mathcal{H} \to B\) that makes the diagrams

\[
\begin{array}{c}
\mathcal{H} \xrightarrow{\epsilon} B \\
\downarrow \quad \downarrow \\
A \quad A
\end{array}
\quad \begin{array}{c}
\mathcal{H} \xrightarrow{\epsilon} B \\
\downarrow \quad \downarrow \\
A \quad A
\end{array}
\quad \begin{array}{c}
\mathcal{H} \xrightarrow{\Delta} \mathcal{H} \otimes \mathcal{H} \\
\downarrow \quad \downarrow \\
\mathcal{H} \otimes \mathcal{H} \xrightarrow{m_\xi(\zeta \otimes \alpha t)} \mathcal{K}
\end{array}
\tag{5.9}
\]

commutative, where \(m_\xi\) denotes the multiplication in \(\mathcal{K}\). The identity 2-cell for \((\zeta_0, \xi_1)\) is given by \(1_\epsilon := \zeta_0 \circ e\). The tensor product (or vertical composition) of 2-cells is given as

\[
\epsilon' \circ \epsilon : (\zeta_0, \xi_1) \xrightarrow{\epsilon'} (\theta_0, \theta_1) \xrightarrow{\epsilon} (\xi_0, \xi_1),
\]

which yields a map

\[
\epsilon' \circ \epsilon : \mathcal{H} \rightarrow B, \quad u \mapsto \epsilon(u_1) \epsilon'(u_2).
\tag{5.10}
\]

We denote by \(2\text{-}\mathsf{HAlg}\) the 2-category whose 0-cells are flat Hopf algebroids. Examples of 2-cells in this 2-category are described by the following lemma:

**Lemma 5.9.** Let \(\phi : (A, \mathcal{H}) \to (B, \mathcal{K})\) be a morphism of (flat) Hopf algebroids. As in Example 3.9 consider its associated trivial left principal \((\mathcal{H}, \mathcal{K})\)-bundle \((P := \mathcal{H} \otimes B, \alpha, \beta)\) together with the diagram

\[
\begin{array}{c}
(P, \mathcal{H}) \times P \times \mathcal{K} \\
\downarrow \quad \downarrow \\
(A, \mathcal{H}) \xrightarrow{\phi} (B, \mathcal{K})
\end{array}
\]

of Hopf algebroids, where the top is the two-sided translation Hopf algebroid defined in Lemma 2.8.

Then there is a 2-isomorphism \(\alpha \equiv \beta \circ \phi\), that is, the above diagram is commutative up to an isomorphism.

**Proof.** Consider the following two algebra maps

\[
\epsilon : \mathcal{H} \to P, \quad u \mapsto u \otimes_\alpha 1_B, \quad \text{and} \quad \epsilon' : \mathcal{H} \to P, \quad u \mapsto \mathcal{S}(u) \otimes_\beta 1_B.
\]

Let us check that \(\epsilon : \alpha \to \beta \circ \phi\) and \(\epsilon' : \beta \circ \phi \to \alpha\) are 2-cells in \(2\text{-}\mathsf{HAlg}\). To this end, we need to show the commutativity of the diagrams in Eq. [5.9], corresponding to \(\epsilon\) and \(\epsilon'\). By definition, it is clear that the triangles

\[
\begin{array}{c}
\mathcal{H} \xrightarrow{\epsilon} P \\
\downarrow \quad \downarrow \\
A \quad A
\end{array}
\quad \begin{array}{c}
\mathcal{H} \xrightarrow{\epsilon} P \\
\downarrow \quad \downarrow \\
A \quad A
\end{array}
\quad \begin{array}{c}
\mathcal{H} \xrightarrow{\epsilon'} P \\
\downarrow \quad \downarrow \\
A \quad A
\end{array}
\quad \begin{array}{c}
\mathcal{H} \xrightarrow{\epsilon'} P \\
\downarrow \quad \downarrow \\
A \quad A
\end{array}
\]

commute. We only show the rectangle in [5.9] for \(\epsilon'\) since an analogous proof works for \(\epsilon\). Thus, we want to show that \(m_{H \times P \times_K} \circ ((\beta_1 \circ \phi_1) \otimes_\alpha (t \circ \epsilon')) \circ \Delta = m_{H \times P \times_K} \circ ((\epsilon \circ \epsilon') \otimes_\alpha \lambda_1) \circ \Delta\), where the target and source \(t, s\) are those of \(\mathcal{H} \times P \times \mathcal{K}\). Taking into account the structure maps of Lemma 2.8 we compute for \(u \in \mathcal{H}\)

\[
m_{H \times P \times_K} \circ ((\beta_1 \circ \phi_1) \otimes_\alpha (t \circ \epsilon')) \circ \Delta(u) = (1_H \otimes_\alpha 1_P \otimes_\beta \phi_1(u(1)))((\mathcal{S}(u(2)) \otimes_\beta 1_B)
\]

Lemma 5.10. Let \((P,\alpha,\beta)\) be a 1-cell in \(PB^1(\mathcal{H},\mathcal{K})\), and denote by \((P,\mathcal{H} \ltimes P \rtimes \mathcal{K})\) the two-sided translation Hopf algebroid, together with the diagram

\[
\begin{array}{ccc}
\mathcal{A}(\mathcal{H}) & \xrightarrow{\alpha=(\alpha,\alpha_1)} & (P,\mathcal{H} \ltimes P \rtimes \mathcal{K}) \\
& \xleftarrow{\beta=(\beta,\beta_1)} & \mathcal{B}(\mathcal{K})
\end{array}
\]

of flat Hopf algebroids. Consider the trivial bundles \(\alpha^*(\mathcal{U}(\mathcal{H})) = \mathcal{H} \otimes_{\alpha} P\) and \(\beta^*(\mathcal{U}(\mathcal{K})) = \mathcal{K} \otimes_{\beta} P\). Then the map

\[
\delta : (P,\alpha,\beta) \longrightarrow \{\alpha^*(\mathcal{U}(\mathcal{H})) \triangleleft_{H_{\alpha\beta}=K} \beta^*(\mathcal{U}(\mathcal{K}))^{\circ}, \tilde{\alpha}, \tilde{\beta}\}, \quad p \longmapsto (p_{(-1)} \otimes_{\alpha} p_{(0)}) \triangleleft_{H_{\alpha\beta}=K} (1_r \otimes_{\beta} p_{(1)}).
\]

defines an isomorphism of left principal \((\mathcal{H},\mathcal{K})\)-bundles.

**Proof.** Recall that a generic element of the form \((u \otimes_{\alpha} p) \otimes_{\beta} (p' \otimes_{\beta} w) \in \alpha^*(\mathcal{U}(\mathcal{H})) \otimes_{\alpha} \beta^*(\mathcal{U}(\mathcal{K}))^{\circ}\) belongs to the cotensor product \(\alpha^*(\mathcal{U}(\mathcal{H})) \triangleleft_{H_{\alpha\beta}=K} \beta^*(\mathcal{U}(\mathcal{K}))^{\circ}\) if and only if

\[
(u_{(1)} \otimes_{\alpha} p) \otimes_{\alpha} (u_{(2)} \otimes_{\alpha} 1_r \otimes_{\beta} 1_k) \otimes_{\beta} (p' \otimes_{\beta} w) = (u \otimes_{\alpha} 1_r) \otimes_{\alpha} (1_r \otimes_{\beta} p' \otimes_{\beta} w_{(1)}) \otimes_{\beta} (1_r \otimes_{\beta} w_{(2)}),
\]

(5.11)

holds true in \(\alpha^*(\mathcal{U}(\mathcal{H})) \otimes_{\alpha} (H \ltimes P \rtimes K) \otimes_{\beta} \beta^*(\mathcal{U}(\mathcal{K}))^{\circ}\). Hence, in order to check that \(\delta\) is well-defined, one needs to show this equality for \(h(p)\), for all \(p \in P\). The left hand side in (5.11) for \(h(p)\) reads as

\[
(p_{(-2)} \otimes_{\alpha} 1_r) \otimes_{\alpha} (p_{(-1)} \otimes_{\alpha} 1_r \otimes_{\alpha} 1_k) \otimes_{\beta} (p_{(0)} \otimes_{\beta} p_{(1)}),
\]

while the right hand side becomes

\[
(p_{(-1)} \otimes_{\alpha} 1_r) \otimes_{\alpha} (1_r \otimes_{\alpha} p_{(0)} \otimes_{\beta} p_{(1)}) \otimes_{\beta} (1_r \otimes_{\beta} p_{(2)}).
\]

Using the expression of the target map of \(H \ltimes P \rtimes K\) given in Lemma 2.3, we have that

\[
(p_{(-2)} \otimes_{\alpha} 1_r) \otimes_{\alpha} (p_{(-1)} \otimes_{\alpha} 1_r \otimes_{\alpha} 1_k) \otimes_{\beta} (p_{(0)} \otimes_{\beta} p_{(1)}) = (p_{(-2)} \otimes_{\alpha} 1_r) \otimes_{\alpha} (p_{(-1)} \otimes_{\alpha} 1_r \otimes_{\beta} p_{(1)}) \otimes_{\beta} (p_{(0)} \otimes_{\beta} p_{(1)}),
\]

\[
= (p_{(-3)} \otimes_{\alpha} 1_r) \otimes_{\alpha} (p_{(-2)} \otimes_{\alpha} 1_r \otimes_{\beta} p_{(1)}) \otimes_{\beta} (p_{(0)} \otimes_{\beta} p_{(2)}) \triangleleft_{H_{\alpha\beta}=K} (1_r \otimes_{\beta} p_{(2)}),
\]

(2.3)

which shows that \(\delta\) is a well-defined map. Recall now that the algebra maps \(\tilde{\alpha}\) and \(\tilde{\beta}\) are given by

\[
\tilde{\alpha}(a) = (S(a) \otimes_{\alpha} 1_r) \triangleleft_{H_{\alpha\beta}=K} (1_r \otimes_{\beta} 1_k); \quad \tilde{\beta}(b) = (1_r \otimes_{\alpha} a) \triangleleft_{H_{\alpha\beta}=K} (1_r \otimes_{\beta} \{b\}).
\]
Clearly, $h$ is simultaneously an $A$-algebra and a $B$-algebra map, and the fact that $h$ is an $(\mathcal{H},\mathcal{K})$-bicomodule map is also clear from the definitions. Let us finally check that $h \otimes_B P$ is so since $P$ is faithfully flat via $\beta$. Consider the following commutative diagram:

$$
P \otimes_B P \xrightarrow{\text{can}_{H,P}} \left( \alpha^*(\mathcal{U}(\mathcal{H})) \right) \otimes_{\text{mor-r}-\mathcal{K}} \left( \beta^*(\mathcal{U}(\mathcal{K})) \right) \otimes_B P \xrightarrow{\text{can}_{H,P}} \alpha^*(\mathcal{U}(\mathcal{H})) \otimes_{\text{mor-r}-\mathcal{K}} \left( \beta^*(\mathcal{U}(\mathcal{K})) \right) \otimes_B P
$$

where the map on the second factor of the second vertical isomorphism is the one proved in Lemma 4.3(i) (it corresponds to the weak equivalence $\beta$). Therefore, $h \otimes_B P$ is bijective as $\text{can}_{H,P}$ is. □

Next we give a further property of the diagram (5.3) that appeared in Proposition 5.3.

**Lemma 5.11.** Let $\theta_i : (A, \mathcal{H}) \to (C_i, \mathcal{J}_i)$, $i = 1, 2$, be two weak equivalences. Then the diagram of weak equivalences (5.3) constructed in Proposition 5.3 is commutative up to a 2-isomorphism.

**Proof.** Denote by $P_i := \mathcal{H} \otimes_B C_i$, $i = 1, 2$ the respective associated trivial bibundles of $\theta_i$. Up to a canonical isomorphism, the bundle $Q := P_1 \otimes_{\mathcal{H}} P_2$ is of the form $Q = C_1 \otimes_B \mathcal{H} \otimes_B C_2$. So, considering the obvious algebra map $\psi : H \to Q$, $u \mapsto 1 \otimes_1 u \otimes_1 1$ and writing $\phi := \psi \circ \theta_1$ and $\psi := \psi_2 \circ \theta_2$, one can use the definition of the maps $\psi_i$ in Lemma 2.8 to show that the diagrams in (5.9) are commutative, and that hence $\psi : \phi \to \psi$ is a 1-cell in $\text{2-HAlg}_d$. Its inverse is $\psi^{-1} : \mathcal{H} \to Q$ which sends $u \mapsto 1 \otimes_1 \phi(u) \otimes_1 1$. □

Denote by $\text{PB}^{\mathcal{J}}$ the conjugate bicategory of $\text{PB}^{\mathcal{J}}$, defined by reversing 2-cells.

**Proposition 5.12.** There is a 2-functor

$$\mathcal{P} : \text{2-HAlg}_d \longrightarrow \text{PB}^{\mathcal{J}}_c,$$

which sends any 1-cell $\phi : (A, \mathcal{H}) \to (B, \mathcal{K})$ to its associated trivial left principal bundle $P = \mathcal{H} \otimes_B B$. Moreover, a 1-cell $\phi$ in $\text{2-HAlg}_d$ is a weak equivalence if and only if $\mathcal{P}(\phi)$ is an invertible 1-cell in $\text{PB}^{\mathcal{J}}_c$.

**Proof.** Let $\psi : \phi \to \psi$ be a 2-cell in $\text{2-HAlg}_d$. Then its image by $\mathcal{P}$ is given by

$$\mathcal{P}(\psi) : \mathcal{H} \otimes_B B \to \mathcal{H} \otimes_B B, \quad u \otimes_B b \mapsto u(1) \otimes_B \phi(u(2))b,$$

which is easily shown to be a morphism of left principal bundles. The remaining axioms which $\mathcal{P}$ is required to fulfill are also easily shown and therefore left to the reader. Nevertheless, notice that for two composable 1-cells $\phi : (A, \mathcal{H}) \to (B, \mathcal{K})$ and $\phi' : (B, \mathcal{K}) \to (C, \mathcal{J})$ one has

$$\mathcal{P}(\phi' \circ \phi) \cong \mathcal{P}(\phi) \otimes_{\mathcal{K}} \mathcal{P}(\phi'),$$

that is, $\mathcal{P}$ is contravariant. The last statement is a direct consequence of Proposition 5.7(ii). □

The following theorem is Theorem B in the Introduction and is our second main result:
Theorem 5.13. Let $\mathcal{F} : 2\text{-HA}lgd \to \mathcal{B}$ be a 2-functor which sends weak equivalences to invertible 1-cells. Then, up to isomorphism (of 2-functors), there is a unique 2-functor $\hat{\mathcal{F}}$ such that the following diagram

$$
\begin{array}{ccc}
2\text{-HA}lgd & \xrightarrow{\mathcal{F}} & PB^{\ell\text{co}} \\
\downarrow & & \downarrow \hat{\mathcal{F}} \\
\mathcal{B} & & 
\end{array}
$$

(5.12)

commutes up to an isomorphism of 2-functors.

Proof. For two 0-cells $(A, \mathcal{H})$ and $(B, \mathcal{K})$ and a 1-cell $(P, \alpha, \beta)$ in $PB^{\ell\text{co}}(\mathcal{H}, \mathcal{K})$, from Lemma 5.3 one obtains that $\beta : (B, \mathcal{K}) \to (P, \mathcal{H} \boxtimes P \boxtimes \mathcal{K})$ is a weak equivalence. Then, by assumption, $\mathcal{F}(\beta)$ is an invertible 1-cell in $\mathcal{B}(\mathcal{F}(A, \mathcal{H}), \mathcal{F}(B, \mathcal{K}))$; denote by $\hat{\mathcal{F}}(\beta)^{-1} \in \mathcal{B}(\mathcal{F}(B, \mathcal{K}), \mathcal{F}(A, \mathcal{H}))$ its inverse. Define furthermore

$$
\hat{\mathcal{F}}(P, \alpha, \beta) := \mathcal{F}(\beta)^{-1} \circ \mathcal{F}(\alpha),
$$

which gives a 1-cell in $\mathcal{B}(\mathcal{F}(A, \mathcal{H}), \mathcal{F}(B, \mathcal{K}))$. In particular, the image of the unit bundle $(\mathcal{U}(\mathcal{H}), s, t)$ then is, by using Lemma 5.9 of the form

$$
\hat{\mathcal{F}}(\mathcal{U}(\mathcal{H})) \cong \mathcal{F}(\text{id}_{(A, \mathcal{H})}) = 1_{\mathcal{F}(A, \mathcal{H})},
$$

the identity 1-cell of the monoidal category $\mathcal{B}(\mathcal{F}(A, \mathcal{H}), \mathcal{F}(A, \mathcal{H}))$. Now, the image of a 2-cell $\hat{\mathcal{F}}(\hat{\mathcal{F}}(P', \alpha', \beta')) \to (P, \alpha, \beta)$ in $PB^{\ell\text{co}}(\mathcal{H}, \mathcal{K})$ by $\hat{\mathcal{F}}$ is going to be a 2-isomorphism: define

$$
\hat{\mathcal{F}}(\hat{f}) : \hat{\mathcal{F}}(P', \alpha', \beta') = \mathcal{F}(\beta)^{-1} \circ \mathcal{F}(\alpha') \to \mathcal{F}(\beta)^{-1} \circ \mathcal{F}(\alpha) = \hat{\mathcal{F}}(P, \alpha, \beta)
$$

as the unique isomorphism in $\mathcal{B}(\mathcal{F}(A, \mathcal{H}), \mathcal{F}(B, \mathcal{K}))$ satisfying

$$
\hat{\mathcal{F}}(\mathcal{F}(\beta')) \circ \hat{\mathcal{F}}(\hat{f}) = 1_{\mathcal{F}(P, \alpha, \beta)},
$$

since from Diagram (2.21) follows that $\hat{f} \circ \alpha = \alpha'$ and $\hat{f} \circ \beta = \beta'$ as 2-cells in 2-HAldg, where, by abuse of notation, we did not distinguish between the vertical and horizontal composition in $\mathcal{B}$.

The fact that $\hat{\mathcal{F}}$ is compatible with both vertical and horizontal compositions of $PB^{\ell\text{co}}$ is shown as follows: first, as seen above, $\hat{\mathcal{F}}(\mathcal{U}(\mathcal{H})) \cong 1_{\mathcal{F}(A, \mathcal{H})}$ for every 0-cell $(A, \mathcal{H})$. Second, for $(P, \alpha, \beta) \in PB(\mathcal{H}, \mathcal{K})$ and $(Q, \sigma, \theta) \in PB(\mathcal{K}, \mathcal{J})$ consider their product

$$(P \boxtimes Q, \tilde{\sigma}, \tilde{\theta}) \in PB(\mathcal{H} \boxtimes P \boxtimes \mathcal{K} \boxtimes Q \boxtimes \mathcal{J}),$$

where $\tilde{\sigma}$ and $\tilde{\theta}$ are as in Diagram (5.1). Consider the morphism $\sigma : (B, \mathcal{K}) \to (Q, \mathcal{K} \boxtimes Q \boxtimes \mathcal{J})$ of Hopf algebroids as in Lemma 2.8. From the trivial bundles $\sigma^*(\mathcal{U}(\mathcal{K})) \in PB(\mathcal{K}, \mathcal{K} \boxtimes Q \boxtimes \mathcal{J})$ and $\beta^*(\mathcal{U}(\mathcal{K})) \in PB(\mathcal{K}, \mathcal{K} \boxtimes Q \boxtimes \mathcal{J})$ we can construct their product $\beta^*(\mathcal{U}(\mathcal{K})) \boxtimes \sigma^*(\mathcal{U}(\mathcal{K}))$, which belongs to $PB(\mathcal{H} \boxtimes P \boxtimes \mathcal{K} \boxtimes Q \boxtimes \mathcal{J})$. On the other hand, an easy verification shows that $(P \otimes_B \mathcal{K} \otimes_B Q, \gamma, \delta)$ is also a principal bundle in $PB(\mathcal{H} \boxtimes P \boxtimes \mathcal{K} \boxtimes Q \boxtimes \mathcal{J})$, where

$$
\gamma : P \to P \otimes_B \mathcal{K} \otimes_B Q, \quad p \mapsto p \otimes_B 1_{\mathcal{K}} \otimes_B 1_Q; \\
\delta : Q \to P \otimes_B \mathcal{K} \otimes_B Q, \quad q \mapsto 1_P \otimes_B 1_{\mathcal{K}} \otimes_B q,
$$

and using the canonical bicomodule structure given by the coaction

$$
P \otimes_B \mathcal{K} \otimes_B Q \to (\mathcal{H} \boxtimes P \boxtimes \mathcal{K}) \otimes_B (P \otimes_B \mathcal{K} \otimes_B Q), \quad p \otimes_B w \otimes_B q \mapsto (1_P \otimes_B p \otimes_B w_{(1)}) \otimes_B (1_P \otimes_B w_{(2)} \otimes_B q)
$$

as well as

$$P \otimes_B \mathcal{K} \otimes_B Q \to (P \otimes_B \mathcal{K} \otimes_B Q) \otimes_B (\mathcal{K} \boxtimes Q \boxtimes \mathcal{J}), \quad p \otimes_B w \otimes_B q \mapsto (p \otimes_B w_{(1)} \otimes_B 1_Q) \otimes_B (w_{(2)} \mathcal{F}(q_{(-1)}) \otimes_B q_{(0)} \otimes_B q_{(1)}).
$$

Taking into account the canonical isomorphism

$$
\beta^*(\mathcal{U}(\mathcal{K})) \boxtimes \sigma^*(\mathcal{U}(\mathcal{K})) = (P \otimes_B \mathcal{K}) \boxtimes_B (\mathcal{K} \otimes_B Q) \cong P \otimes_B \mathcal{K} \otimes_B Q
$$
of bicomodule algebras, we can then identify both principal bundles. The two-sided translation Hopf algebroids associated to \((P \square_K Q, \alpha, \bar{\theta})\) resp. \((P \otimes_K Q, \gamma, \delta)\) are now related via the morphism
\[
\mu : \left( P \square_K Q, \mathcal{H} \ltimes (P \square_K Q) \ltimes J \right) \to \left( P \otimes_K Q \otimes_K Q, \mathcal{H} \ltimes P \otimes_K Q \ltimes (P \otimes_K Q) \ltimes (K \ltimes Q \ltimes J) \right)
\]
of Hopf algebroids, sending
\[
(p' \square_K q', u \otimes (p \square_K q) \otimes_B j) \mapsto (p'_0 \otimes_B p'_1 \otimes_B q', \tilde{\alpha}(u) \otimes_B (p(0) \otimes_B p(1) \otimes_B q) \otimes_B \bar{\theta}(j)),
\]
where \(\tilde{\alpha}\) and \(\bar{\theta}\) are the associated maps to \(\tilde{\alpha}\) and \(\bar{\theta}\) as in Lemma 2.8 (while \(\alpha\) and \(\sigma\) are not necessarily so since \(P\) and \(Q\) are just left bundles).

\[
\begin{tikzcd}
(P \square_K Q, \mathcal{H} \ltimes (P \square_K Q) \ltimes J) \arrow{rr}{\mu} \arrow{dr}{\gamma} \arrow{d}{\alpha} & & \left( P \otimes_K Q \otimes_K Q, \mathcal{H} \ltimes P \otimes_K Q \ltimes (P \otimes_K Q) \ltimes (K \ltimes Q \ltimes J) \right) \arrow{dl}{\delta} \arrow{dr}{\sigma} \arrow{d}{\beta} \\
(A, \mathcal{H}) & & (B, \mathcal{K}) \arrow{dr}{\theta} \arrow{dl}{\sigma} \arrow{d}{\delta} \\
(C, J). & & & &  \\
\end{tikzcd}
\]

Applying the functor \(\mathcal{F}\) to this diagram and taking into account that \(\beta, \delta, \theta,\) and \(\bar{\theta}\) are weak equivalences by Lemma 4.3 (while \(\alpha\) and \(\sigma\) are not necessarily so since \(P\) and \(Q\) are just left bundles), we obtain the equality
\[
\mathcal{F}(\bar{\theta})^{-1} \circ \mathcal{F}(\tilde{\alpha}) = \mathcal{F}(\theta)^{-1} \circ \mathcal{F}(\sigma) \circ \mathcal{F}(\beta)^{-1} \circ \mathcal{F}(\alpha),
\]
which means that
\[
\mathcal{F}(Q, \sigma, \theta) \circ \mathcal{F}(P, \alpha, \beta) = \mathcal{F}(P \square_K Q, \alpha, \bar{\theta}),
\]
that is, \(\mathcal{F}\) is contravariant (in the proof of Proposition 5.12 we saw that \(\mathcal{P}\) is also contravariant, hence \(\mathcal{F} \circ \mathcal{P}\) is covariant). To show that \(\mathcal{F}\) is unique up to isomorphism, one uses Lemma 5.10. Finally, to check that the Diagram 5.12 is commutative up to 2-isomorphism, one makes use of Lemma 5.9. 

6. Principal bibundles and Morita equivalences

In this section, which contains one of our main results (Theorem A in the Introduction), we explore the relationship between bibundles and Morita theory. We remind the reader that, as in Definition 1.1, two (flat) Hopf algebroids are said to be Morita equivalent if their categories of (right) comodules are equivalent as symmetric monoidal categories.

6.1. Principal bibundles versus monoidal equivalence. The result we want to prove first and which will be part of the main theorem reads as follows:

**Theorem 6.1.** Let \((A, \mathcal{H})\) and \((B, \mathcal{K})\) be two flat Hopf algebroids and \((P, \alpha, \beta)\) be a principal \((\mathcal{H}, \mathcal{K})\)-bibundle. Then the functor

\[
- \square_{\mathcal{H}} P : \text{Comod}_{\mathcal{H}} \to \text{Comod}_{\mathcal{K}}
\]

induces a symmetric monoidal equivalence of categories.
Proof. Let us first check that the functor is symmetric monoidal: by Remark 3.3 (ii), there is an algebra isomorphism
\[ A \boxtimes H P \cong P^{\text{coinv}} \cong B \]
as \( \beta \) is injective. Second, for two right \( \mathcal{H} \)-comodules \( M \) and \( N \) define the map
\[
\delta : (M \boxtimes_H P) \otimes^\beta (N \boxtimes_H P) \to (M \otimes^\delta N) \boxtimes_H P, \quad (m \boxtimes_H p) \otimes^\beta (n \boxtimes_H p') \mapsto (m \otimes^\delta n) \boxtimes_H pp',
\]
which is a morphism of right \( \mathcal{K} \)-comodules, where the tensor products are those of comodules as explained in Remark 2.3. In order to show that \( \delta \) is an isomorphism, we proceed similarly as before and show that \( \delta \otimes_B \text{id}_P \) is an isomorphism since \( P \) is faithfully flat over \( B \). Now a straightforward verification proves that the composition
\[
\zeta_{M \otimes B N} \circ (\delta \otimes_B \text{id}_P) : ((M \boxtimes_H P) \otimes^\beta (N \boxtimes_H P)) \otimes_B P \to (M \otimes_B N) \otimes_B P,
\]
using the natural transformation \( \zeta \) from (3.22), coincides with the following chain
\[
((M \boxtimes_H P) \otimes^\beta (N \boxtimes_H P)) \otimes_B P \xrightarrow{\text{id} \otimes_B \text{id}_N} (M \boxtimes_H P) \otimes^\beta (N \otimes_B P) \xrightarrow{\cong} ((M \boxtimes_H P) \otimes_B N) \otimes_B P \xrightarrow{\zeta_{M \otimes B N}} (M \otimes_B N) \otimes_B P
\]
of isomorphisms, where the last step simply uses the tensor flip and the associativity of the tensor product. Clearly, \( \delta \) is a natural transformation and compatible with the symmetry of the tensor product of comodules.

Now we check that \( - \boxtimes_H P \) is an equivalence of categories, using the natural transformation
\[
\eta_M : M \to (M \boxtimes_H P) \boxtimes_K P^\text{co}, \quad m \mapsto (m_0 \boxtimes_H m_{(1)}) \boxtimes_K m_{(1)^-}
\]
for any right \( \mathcal{H} \)-comodule \( M \) from (3.22). As above, one shows that \( \eta_M \otimes_B \text{id}_P \) is an isomorphism by using the natural transformation \( \zeta \) from (3.22). Explicitly, the inverse of \( \eta_M \otimes_B \text{id}_P \) is given by
\[
((M \boxtimes_H P) \boxtimes_K P^\text{co}) \otimes_B P \xrightarrow{\zeta_{M \boxtimes H P}} (M \boxtimes_H P) \otimes_B P \xrightarrow{\eta_M} M \otimes_B P,
\]
where the first \( \zeta \) corresponds to the left principal bundle \( P^\text{co} \) while the second one corresponds to \( P \). One therefore has a natural isomorphism
\[
(- \boxtimes_H P^\text{co}) \circ (- \boxtimes_H P) \xrightarrow{\cong} \text{id}_{\text{Comod}_H}.
\]
Analogously, one obtains a natural isomorphism \((- \boxtimes_H P) \circ (- \boxtimes_H P^\text{co}) \to \text{id}_{\text{Comod}_K} \), which concludes the proof.

The converse of Theorem 6.1 will be investigated in the next section; however, we give here a partial answer when two Hopf algebroids are weakly equivalent.

**Proposition 6.2.** Two (flat) Hopf algebroids \((A, \mathcal{H})\) and \((B, \mathcal{K})\) are weakly equivalent if and only if there is a principal bibundle connecting them.

**Proof.** The implication \((\Leftarrow)\) directly follows from part (iii) of Lemma 4.3. As for the opposite direction \((\Rightarrow)\), assume that there is a diagram
\[
\begin{array}{ccc}
\varphi & \rightarrow & (C, \mathcal{J}) \\
\downarrow & & \downarrow \omega \\
(A, \mathcal{H}) & \rightarrow & (B, \mathcal{K})
\end{array}
\]
of (flat) Hopf algebroids, where \( \varphi \) and \( \omega \) are weak equivalences. Denote the associated trivial bundles by \( P := K \otimes_C C \) and \( Q := C \otimes_C \mathcal{H} \). As shown in Proposition 4.1 and explained in Remark 5.2.
\[ P \in \text{PB}^e(\mathcal{K}, \mathcal{J}) \text{ and } Q \in \text{PB}^e(\mathcal{J}, \mathcal{H}) \] are trivial bibundles, and we can form the bundle \( P \bowtie Q \), which is an object in \( \text{PB}^e(\mathcal{K}, \mathcal{H}) \), or equivalently \( (P \bowtie Q)^o \in \text{PB}^e(\mathcal{H}, \mathcal{K}) \), and this finishes the proof. \[ \square \]

6.2. Symmetric monoidal equivalence versus principal bibundles. Starting with two Morita equivalent (flat) Hopf algebroids, the aim of this subsection is to extract from these data a principal bibundle. To this end, let us first recall some basic facts on monoidal functors, restricting ourselves to the case of monoidal categories of comodules over flat Hopf algebroids. Let \((A, \mathcal{H})\) and \((B, \mathcal{K})\) be two (flat) Hopf algebroids, and assume that there is a symmetric monoidal equivalence

\[ \mathcal{F} : \text{Comod}_{\mathcal{H}} \rightarrow \text{Comod}_{\mathcal{K}} \]

with inverse \( \mathcal{G} \) in what follows. In particular, this means that there is a natural isomorphism

\[ \phi^i : \mathcal{F}(\mathcal{H}) \rightarrow \mathcal{H}(\mathcal{K}), \quad \phi^o : B \rightarrow \mathcal{F}(A), \quad (6.1) \]

where the latter is an algebra isomorphism. Both \( \phi^i \) and \( \phi^o \) should be compatible in a coherent way with the associativity, the commutativity (i.e., the symmetries), and the unitary property of the tensor products of both \( \text{Comod}_{\mathcal{H}} \) and \( \text{Comod}_{\mathcal{K}} \). Notice that, in this case, there also exists a symmetric monoidal equivalence between left comodules.

The inverse natural transformation of \( \phi \) will be denoted by \( \psi \). It is known that the functor \( \mathcal{G} \) is also a symmetric monoidal functor; its associated natural isomorphism can be computed from that of \( \mathcal{F} \) by using the natural transformation defining the equivalence.

Now, let \( M \in \mathcal{H} \text{Bicomod}_M \), where \( T \) is any commutative algebra, \( i.e., M \) is a \((T, A)\)-bimodule and right \( \mathcal{H} \)-comodule with left \( T \)-linear coaction. Then, we have an algebra map

\[ \lambda_t : T \rightarrow \text{Comod}_{\mathcal{H}}(M, M), \quad t \mapsto [m \mapsto tm], \]

which is used to get a new algebra map

\[ A \xrightarrow{\lambda_t} \text{Comod}_{\mathcal{H}}(M, M) \xrightarrow{\mathcal{F}} \text{Comod}_{\mathcal{K}}(\mathcal{F}(M), \mathcal{F}(M)), \]

from which we obtain that \( \mathcal{F}(M) \) is a \((T, B)\)-bimodule and that its right coaction \( \rho^p_{\mathcal{F}(M)} \) is left \( T \)-linear, that is, \( \mathcal{F}(M) \in \mathcal{H} \text{Bicomod}_B \). Moreover, \( \mathcal{F} \) is restricted to the functor

\[ \mathcal{F} : \mathcal{H} \text{Bicomod}_M \rightarrow \mathcal{K} \text{Bicomod}_B. \]

Following [BrzWi, §23 & 39.3], since \( \mathcal{F} \) is right exact and commutes with inductive limits, there is a natural isomorphism over (right) modules \( \text{Mod}_T \)

\[ \Upsilon_{-M} : \mathcal{T}(- \otimes_T M) \rightarrow - \otimes_T \mathcal{F}(M), \quad (6.2) \]

which is natural on \( M \) as well, and where the functor \( - \otimes_T M : \text{Mod}_T \rightarrow \text{Comod}_M \) is defined as in (2.12). Furthermore, \( \Upsilon \) defines morphisms of right \( \mathcal{K} \)-comodules. Notice that \( \Upsilon_{T,M} : \mathcal{F}(M) \rightarrow T \otimes_T \mathcal{F}(M) \) is just the canonical map sending \( x \mapsto 1_T \otimes_T x \).

For instance, in case \( M := \mathcal{H} \) with left \( A \)-action given by the source \( s \), we obtain an algebra map

\[ \lambda_s : A \rightarrow \text{Comod}_{\mathcal{H}}(\mathcal{H}, \mathcal{H}), \quad a \mapsto [u \mapsto s(a)u], \]

The composition

\[ A \xrightarrow{\lambda_s} \text{Comod}_{\mathcal{H}}(\mathcal{H}, \mathcal{H}) \xrightarrow{\mathcal{F}} \text{Comod}_{\mathcal{K}}(\mathcal{F}(\mathcal{H}), \mathcal{F}(\mathcal{H})) \]
induces on $\mathcal{F}(\mathcal{H})$ an $(A, B)$-bimodule structure with a left $A$-linear right coaction $\rho^B_{\mathcal{F}(\mathcal{H})}$. In fact, $\mathcal{F}(\mathcal{H})$ becomes an $(\mathcal{H}, K)$-bicomodule with these actions as follows. The structure of a left $\mathcal{H}$-comodule is given by

$$\lambda^H_{\mathcal{F}(\mathcal{H})}: \mathcal{F}(\mathcal{H}) \xrightarrow{\mathcal{F}(\Delta)} \mathcal{F}(\mathcal{H} \otimes_A \mathcal{H}) \xrightarrow{\rho^H_{\mathcal{F}(\mathcal{H})}} \mathcal{H} \otimes_A \mathcal{F}(\mathcal{H}),$$

(6.3) using the natural isomorphism of Eq. (6.2), which can be shown to be a morphism of right $K$-comodules. Similar arguments hold true for $G$. Furthermore, we have natural isomorphisms

$$\mathcal{F} \cong - \square_{\mathcal{H}} \mathcal{F}(\mathcal{H}), \quad G \cong - \square_{\mathcal{K}} G(\mathcal{K}).$$

(6.4)

Since $\mathcal{H}$ is a monoid in $\text{Comod}_{\mathcal{H}}$, it follows that $\mathcal{F}(\mathcal{H})$ is a monoid in $\text{Comod}_{\mathcal{K}}$. Thus, $\mathcal{F}(\mathcal{H})$ is a right $\mathcal{K}$-comodule algebra with respect to the underlying algebra map

$$\beta: B \xrightarrow{\phi^A} \mathcal{F}(A) \xrightarrow{\mathcal{F}(t)} \mathcal{F}(\mathcal{H}).$$

(6.5) Explicitly, the multiplication in $\mathcal{F}(\mathcal{H})$ is given by

$$m_{\mathcal{F}(\mathcal{H})}: \mathcal{F}(\mathcal{H}) \otimes^B \mathcal{F}(\mathcal{H}) \xrightarrow{\psi_{\mathcal{H}, \mathcal{H}}} \mathcal{F}(\mathcal{H} \otimes^A \mathcal{H}) \xrightarrow{\mathcal{F}(m_{\mathcal{H}})} \mathcal{F}(\mathcal{H}).$$

(6.6) Note that $\mathcal{F}(\mathcal{H})$ is commutative since $\phi$ is so (preserves the symmetries) as well as $\mathcal{H}$.

Next, we want to endow $\mathcal{F}(\mathcal{H})$ with the structure of a left $\mathcal{H}$-comodule algebra using the left comodule structure of Eq. (6.3). The $A$-algebra structure on $\mathcal{F}(\mathcal{H})$ is given by the linear map

$$\alpha: A \to \mathcal{F}(\mathcal{H}), \quad a \mapsto \mathcal{F}(\lambda_B(a))(1_{\mathcal{F}(\mathcal{H})}) = a1_{\mathcal{F}(\mathcal{H})},$$

(6.7) where $1_{\mathcal{F}(\mathcal{H})}$ is just the identity element of the right $\mathcal{K}$-comodule algebra $\mathcal{F}(\mathcal{H})$, which can be identified with $\mathcal{F}(t) \circ \phi^A(1_B) = \mathcal{F}(t)(1_{\mathcal{F}(\mathcal{H})})$. We have:

**Lemma 6.3.** The map $\alpha$ of Eq. (6.7) is an algebra map. That is, there exists a map which makes the diagram

$$\begin{array}{ccc}
\mathcal{F}(\mathcal{H}) \otimes \mathcal{F}(\mathcal{H}) & \xrightarrow{\psi} & \mathcal{F}(\mathcal{H} \otimes^A \mathcal{H}) \\
\mathcal{F}(\mathcal{H}) & \xrightarrow{m_{\mathcal{H}}} & \mathcal{F}(\mathcal{H})
\end{array}$$

commutative.

**Proof.** It is clear that $\alpha(1_A) = 1_{\mathcal{F}(\mathcal{H})}$, since $\mathcal{F}(\lambda_B(1_A)) = id_{\mathcal{F}(\mathcal{H})}$. Now, for $a, a' \in A$ compute

$$m_{\mathcal{F}(\mathcal{H})}(\alpha(a) \otimes_B \alpha(a')) = \mathcal{F}(m_{\mathcal{H}}) \circ \psi_{\mathcal{H}, \mathcal{H}} \circ (\mathcal{F}(\lambda_B(a))(1_{\mathcal{F}(\mathcal{H})}) \otimes_B \mathcal{F}(\lambda_B(a'))(1_{\mathcal{F}(\mathcal{H})}))$$

$$= \mathcal{F}(m_{\mathcal{H}}) \circ \psi_{\mathcal{H}, \mathcal{H}} \circ (\mathcal{F}(\lambda_B(a)) \otimes^B \mathcal{F}(\lambda_B(a')))(1_{\mathcal{F}(\mathcal{H})} \otimes_B 1_{\mathcal{F}(\mathcal{H})})$$

$$= \mathcal{F}(m_{\mathcal{H}}) \circ \mathcal{F}(\lambda_B(a) \otimes^A \lambda_B(a')) \circ \psi_{\mathcal{H}, \mathcal{H}}(1_{\mathcal{F}(\mathcal{H})} \otimes_B 1_{\mathcal{F}(\mathcal{H})})$$

$$= \mathcal{F}(\lambda_B(aa') \circ m_{\mathcal{H}}) \circ \psi_{\mathcal{H}, \mathcal{H}}(1_{\mathcal{F}(\mathcal{H})} \otimes_B 1_{\mathcal{F}(\mathcal{H})})$$

$$= \mathcal{F}(\lambda_B(aa')) \circ \mathcal{F}(m_{\mathcal{H}}) \circ \psi_{\mathcal{H}, \mathcal{H}}(1_{\mathcal{F}(\mathcal{H})} \otimes_B 1_{\mathcal{F}(\mathcal{H})})$$

$$= \mathcal{F}(\lambda_B(aa')) \circ m_{\mathcal{F}(\mathcal{H})}(1_{\mathcal{F}(\mathcal{H})} \otimes_B 1_{\mathcal{F}(\mathcal{H})})$$

$$= \mathcal{F}(\lambda_B(aa'))(1_{\mathcal{F}(\mathcal{H})}) = a(aa').$$

As the last statement is obvious, this finishes the proof. \qed
In order to show that the coaction (6.3) is an algebra map with respect to $\alpha$, we need to introduce the following natural transformations:
\[
\Omega_{X,Y} : (X \otimes_A \mathcal{F}(H)) \otimes (Y \otimes_A \mathcal{F}(H)) \rightarrow (X \otimes_A Y) \otimes_A \mathcal{F}(H),
\]
\[
(\varpi \otimes x, q) \otimes (\varphi \otimes x, q) \mapsto (\varpi \otimes x, q, \varphi \otimes x, q),
\]
\[
\nabla_{X,Y} : (X \otimes_A \mathcal{H}) \otimes (Y \otimes_A \mathcal{H}) \rightarrow (X \otimes_A Y) \otimes_A \mathcal{H},
\]
\[
(\varpi \otimes x, u) \otimes (\varphi \otimes x, v) \mapsto (\varpi \otimes x, u, \varphi \otimes x, v),
\]
where $X$ and $Y$ are $A$-modules and where we used the multiplication on the right hand side.

Using a functor similar to the one in (2.12), one sees that $\Omega$ defines morphisms of right $\mathcal{K}$-comodules since the right $\mathcal{K}$-coaction of $\mathcal{F}(H)$ is left $A$-linear (with respect to the $A$-action given by $\alpha$). Analogously, $\nabla$ defines morphisms of right $\mathcal{H}$-comodules. These natural transformations are compatible in the following way:

**Proposition 6.4.** The diagram

\[
\begin{array}{ccc}
\mathcal{F}(X \otimes_A \mathcal{H}) \otimes (Y \otimes_A \mathcal{H}) & \xrightarrow{\Omega} & (X \otimes_A Y) \otimes_A \mathcal{F}(H) \\
\mathcal{F}(X \otimes_A \mathcal{H}) \otimes \mathcal{F}(Y \otimes_A \mathcal{H}) & \xrightarrow{\nabla} & (X \otimes_A Y) \otimes \mathcal{F}(H) \\
\end{array}
\]

of right $\mathcal{K}$-comodules commutes.

**Proof.** First, notice that both $\mathcal{H} \circ \mathcal{F}(\nabla) \circ \psi$ and $\mathcal{H} \circ (\mathcal{H} \otimes \psi)$ are natural transformations on $(X, Y)$. Now, up to the canonical isomorphisms $A \otimes_A \mathcal{H} \cong \mathcal{H}$ and $A \otimes_A \mathcal{F}(H) \cong \mathcal{F}(H)$, we see that the diagram commutes for $X := A$ and $Y := A$ as this is just the definition of the multiplication $m_{\mathcal{F}(H)}$ defined in (6.6). Using the naturality of both paths in the diagram, one can also show that the diagram commutes when $X$ and $Y$ are free $A$-modules of finite rank. Since the involved functors commute with direct sums, the same holds true when $X$ and $Y$ are free $A$-modules. Lastly, since all involved functors are right exact, one can use free representations of any $A$-module to complete the proof. \qed

**Proposition 6.5.** The pair $(\mathcal{F}(H), \alpha)$ is a left $\mathcal{H}$-comodule algebra with respect to the coaction (6.3).

**Proof.** We need to check that the map $\lambda = \mathcal{H} \circ \mathcal{F}(\Delta)$ in (6.3) is an algebra map. First, we prove unitality, that is, $\lambda(1_{\mathcal{F}(H)}) = \lambda(\alpha(1_A)) = 1_{\mathcal{H}} \otimes_A 1_{\mathcal{F}(H)}$; this follows from the commutative diagram

\[
\begin{array}{ccc}
\mathcal{F}(A) & \xrightarrow{\mathcal{F}(1)} & \mathcal{F}(A) \\
\mathcal{F}(1) & \xrightarrow{\mathcal{F}(\Delta)} & \mathcal{F}(1) \\
\mathcal{F}(\mathcal{H}) & \xrightarrow{\mathcal{H}(0)} & \mathcal{H}(\mathcal{H}) \\
\mathcal{H}(0) & \xrightarrow{\mathcal{H}(1)} & \mathcal{H}(1) \\
\end{array}
\]

where the left hand side $\mathcal{H}$ is just the canonical map $y \mapsto 1_A \otimes_A y$. 
Now we proceed to check that \( \lambda \) is multiplicative. To this end, we show that the diagram

\[
\begin{array}{cccc}
\mathcal{F}(H) \otimes \mathcal{F}(H) & \xrightarrow{\pi} & \mathcal{F}(H) & \\
\mathcal{F}(H \otimes \mathcal{F}(H)) & \xrightarrow{\pi} & \mathcal{F}(H) & \\
\mathcal{F}(H \otimes \mathcal{F}(H)) & \xrightarrow{\pi} & \mathcal{F}(H) & \\
\end{array}
\]

is commutative, which follows from Lemma 6.3, Proposition 6.4 as well as from the very definitions of all involved maps and natural transformations.

Our next aim is to show that \( \mathcal{F}(\mathcal{H}) \) is a principal left \( (\mathcal{H}, \mathcal{K}) \)-bundle with respect to \( \alpha \) and \( \beta \). As a start, the subsequent lemma concerns the faithfully flatness.

**Lemma 6.6.** Assume that there is a symmetric monoidal equivalence

\[ \mathcal{F} : \text{Comod}_\mathcal{H} \to \text{Comod}_\mathcal{K} \]

with inverse \( \mathcal{G} \). Then, for every right \( \mathcal{H} \)-comodule \( M \) whose underlying \( A \)-module is faithfully flat, \( \mathcal{F}(M) \) is a faithfully flat \( B \)-module.

**Proof.** One can easily check that there is a natural isomorphism

\[ O_\mathcal{K}(-) \otimes_B \mathcal{F}(M) \xrightarrow{\cong} \mathcal{F}(\mathcal{G}(-) \otimes^A M), \]

where \( O_\mathcal{K} : \text{Comod}_\mathcal{K} \to \text{Mod}_B \) denotes the forgetful functor. Hence, \( O_\mathcal{K}(-) \otimes_B \mathcal{F}(M) \) is a faithful and exact functor. Using the fact that \( \mathcal{F}(M) \) carries the structure of a left \( \mathcal{K} \)-comodule (in fact its opposite comodule), we see that \( - \otimes_B \mathcal{F}(M) \) is a faithful and exact functor.

With the help of this lemma we can state:

**Proposition 6.7.** The triple \((\mathcal{F}(\mathcal{H}), \alpha, \beta)\) forms a left principal \((\mathcal{H}, \mathcal{K})\)-bundle.

**Proof.** From Proposition 6.5 follows that \((\mathcal{F}(\mathcal{H}), \alpha)\) is a left \( \mathcal{H} \)-comodule algebra. Therefore, \((\mathcal{F}(\mathcal{H}), \alpha, \beta)\) is an \((\mathcal{H}, \mathcal{K})\)-bicomodule algebra since \((\mathcal{F}(\mathcal{H}), \beta)\) is a right \( \mathcal{K} \)-comodule algebra. As \( \mathcal{H} \) is faithfully flat, \( \mathcal{F}(\mathcal{H})_B \) is, using Lemma 6.6, also faithfully flat and therefore \( \beta \) is a faithfully flat extension. To complete the proof, we need to check that the canonical map

\[ \text{can}_{\mathcal{H}, \mathcal{F}(\mathcal{H})} : \mathcal{F}(\mathcal{H}) \otimes^B \mathcal{F}(\mathcal{H}) \xrightarrow{\text{can}} \mathcal{H} \otimes_A \mathcal{F}(\mathcal{H}) \otimes^B \mathcal{F}(\mathcal{H}) \xrightarrow{\mathcal{H} \otimes_A m} \mathcal{H} \otimes_A \mathcal{F}(\mathcal{H}) \]
is bijective. To this end, using Eqs. (6.3) and (6.6) to express the coaction and the multiplication in $\mathcal{F}(\mathcal{H})$, we write down the map $\text{can}_{\mathcal{H},\mathcal{F}(\mathcal{H})}$ in the diagram

![Diagram](image)

Once shown that this diagram is commutative, it follows that the canonical map for $\mathcal{F}(\mathcal{H})$ is bijective as $\text{can}_{\mathcal{H},\mathcal{F}(\mathcal{H})} = \Upsilon \circ \mathcal{F}(\text{can}_{\mathcal{H},\mathcal{H}}) \circ \psi$, where $\text{can}_{\mathcal{H},\mathcal{H}}$ is bijective being the canonical map of the unit bundle $\mathbb{U}(\mathcal{H})$. To check that the above diagram is commutative, one only needs to show the commutativity of the rectangle in the upper right. This, in fact, forms part of the well-known properties of the natural transformation $\Upsilon$; for the sake of completeness, we explain how this works: to start with, denote by $\mathcal{T}, \mathcal{S}: \text{Mod}_A \rightarrow \text{Comod}_K$ the functors

$$\mathcal{T}(X) = \mathcal{F}(X \otimes_\mathcal{H} \mathcal{H}) \otimes^\mathcal{F}(\mathcal{H}), \quad \mathcal{S}(X) = \mathcal{F}(X \otimes_\mathcal{H} (\mathcal{H} \otimes \mathcal{H})).$$

Clearly, $\psi: (\mathcal{T},\mathcal{S}) : \mathcal{T} \rightarrow \mathcal{S}$ is a natural transformation. Since $\mathcal{T}$ and $\mathcal{S}$ commute with direct limits, we have for every $A$-module $X$:

$$(X \otimes_\mathcal{H} \psi((A \otimes_\mathcal{H} \mathcal{H}), \mathcal{H})) \circ \Upsilon^X = \Upsilon^X \circ \psi(X \otimes_\mathcal{H} \mathcal{H}), \mathcal{H}.$$

Using this equality for $X := A$, we deduce the claim since $\Upsilon^X = \Upsilon^X \otimes^\mathcal{F}(\mathcal{H})$ holds.

**Corollary 6.8.** Let $(D, I)$ be another (flat) Hopf algebroid. Then the functor $\mathcal{F}$ restricts to a functor $\mathcal{F}: \text{PB}(I, \mathcal{H}) \rightarrow \text{PB}(I, \mathcal{K})$.

**Proof.** By Proposition 6.7, the triple $(\mathcal{F}(\mathcal{H}), \alpha, \beta)$ defines a principal left $(\mathcal{H}, \mathcal{K})$-bundle; the cotensor product $(R \square_\mathcal{H} \mathcal{F}(\mathcal{H}), \delta, \beta)$, where $(R, \delta, \omega)$ is a principal left $(I, \mathcal{H})$-bundle, yields as in Lemma 5.1 a principal left $(I, \mathcal{K})$-bundle. Then, the first natural isomorphism of Eq. (6.4) leads to $R \square_\mathcal{H} \mathcal{F}(\mathcal{H}) \cong \mathcal{F}(R)$, which is an isomorphism of $(I, \mathcal{K})$-bicomodules, and this proves the claim.

The following proposition (mentioned in Figure 1 in the Introduction) shows that two Morita equivalent Hopf algebroids are connected by a principal bibundle.

**Proposition 6.9.** Let $(A, \mathcal{H})$ and $(B, \mathcal{K})$ be two (flat) Hopf algebroids. Assume that there is a symmetric monoidal equivalence of categories $\mathcal{F}: \text{Comod}_A \rightarrow \text{Comod}_B$ with inverse $\mathcal{G}$. Then $(\mathcal{F}(\mathcal{H}), \alpha, \beta)$ is a principal $(\mathcal{H}, \mathcal{K})$-bibundle whose opposite bundle is $\mathcal{G}(\mathcal{K})$.

**Proof.** Set $P := \mathcal{F}(\mathcal{H})$ and $Q := \mathcal{G}(\mathcal{K})$. From Proposition 6.7, it follows that $(P, \alpha, \beta)$ is a left principal $(\mathcal{H}, \mathcal{K})$-bundle. Interchanging $\mathcal{F}$ with $\mathcal{G}$, we also obtain that $(\mathcal{G}(\mathcal{K}), \alpha, \beta)$ is a left principal $(\mathcal{K}, \mathcal{H})$-bundle, where $\theta: A \cong \mathcal{G}(B) \rightarrow \mathcal{G}(\mathcal{K})$, and $\sigma$ is constructed in the same way as was $\alpha$.

On the other hand, using the equivalences $\mathcal{F}$ and $\mathcal{G}$ together with the natural transformations

$$\mathcal{F} \cong - \square_\mathcal{H} P, \quad \mathcal{G} \cong - \square_\mathcal{K} Q,$$

of Eq. (6.4), we obtain the isomorphisms

$$P \square_\mathcal{K} Q \cong \mathbb{U}(\mathcal{H}), \quad Q \square_\mathcal{H} P \cong \mathbb{U}(\mathcal{K})$$
of $\mathcal{H}$ and $\mathcal{K}$-bicomodules, respectively, which fulfil the triangle properties (5.4) and (5.5). This implies that $(P, \alpha, \beta)$ is an invertible 1-cell in the category $\mathbf{PB}^{\mathcal{H}}(\mathcal{H}, \mathcal{K})$ of principal left bundles. Now, conclude the proof by making use of Proposition 5.7(i).

In a summarising manner, we can state the main theorem of this article:

**Theorem 6.10.** Let $(A, \mathcal{H})$ and $(B, \mathcal{K})$ be two (flat) Hopf algebroids. The following are equivalent:

(a) $(A, \mathcal{H})$ and $(B, \mathcal{K})$ are Morita equivalent.

(b) There is a principal bibundle connecting $(A, \mathcal{H})$ and $(B, \mathcal{K})$.

(c) $(A, \mathcal{H})$ and $(B, \mathcal{K})$ are weakly equivalent.

**Proof.** The implication $(a) \Rightarrow (b)$ is Proposition 6.9 whereas the implication $(b) \Rightarrow (c)$ is contained in Proposition 6.2. Finally, the step $(c) \Rightarrow (a)$ is obvious from the very definitions.

**Remark 6.11.** As mentioned in Figure 1 in the Introduction, Theorem 6.1 also states the implication $(b) \Rightarrow (a)$, whereas Proposition 6.2 moreover yields $(c) \Rightarrow (b)$.

**Appendix A. Some observations on coinvariant subalgebras**

As our guideline was to mimic the theory of principal bundles in the Lie groupoid context, we include for sake of completeness two results dealing with coinvariant subalgebras. They correspond to the statement that for any $\mathcal{G}$-equivariant submersion $Q \to P$, where $P$ is a principal $\mathcal{G}$-bundle and $Q$ a $\mathcal{G}$-manifold, $Q/\mathcal{G}$ is a manifold as well and the canonical projection $Q \to Q/\mathcal{G}$ yields a principal $\mathcal{G}$-bundle, see [MoeMr, Lemma 2.8].

**Proposition A.1.** Let $(Q, \sigma)$ be a left $\mathcal{H}$-comodule algebra, $F : P \to Q$ be an $\mathcal{H}$-colinear injective map of $A$-rings, and $(P, \alpha, \beta)$ a trivial left principal $(\mathcal{H}, \mathcal{K})$-bundle of the form $P := \mathcal{H} \otimes_A B$. Consider the algebra $Q \otimes_F B$, which is defined by using the splitting of $\beta$ in the second factor and $F$ in the first one. Then

(i) there is an algebra isomorphism

$$T := Q_{\text{coinv}}^{\mathcal{H}} \cong Q \otimes_F B,$$

and the canonical monomorphism $\tau : Q_{\text{coinv}}^{\mathcal{H}} \hookrightarrow Q$ splits as an algebra map;

(ii) the triple $(Q, \sigma, \tau)$ is a left principal $(\mathcal{H}, T)$-bundle.

**Proof.** Denote by

$$\gamma : P := \mathcal{H} \otimes_A B \to B, \quad u \otimes_A b \mapsto \phi_0(\varepsilon(u))b,$$

the splitting of $\beta$, see Example 3.9. To prove (i), define first

$$\omega : Q \otimes_F B \to Q, \quad q \otimes_F b \mapsto q(0)F(\mathcal{G}(q(-1))) \otimes_A b,$$

which via the map $(q \otimes_A b, q') \mapsto \omega(q \otimes_A b)q'$ yields a left $(Q \otimes_F B)$-action on $Q$. One can easily check that $\omega$ is well-defined and has

$$\kappa : Q \to Q \otimes_F B, \quad q \mapsto q(0) \otimes_F \phi_0(\varepsilon(q(-1)))$$

as a splitting, that is, $\kappa \circ \omega = \text{id}_{Q \otimes_F B}$. Since the image of $\omega$ lands in $Q_{\text{coinv}}^{\mathcal{H}}$, we can use this splitting to establish an isomorphism $Q_{\text{coinv}}^{\mathcal{H}} \cong Q \otimes_F B$ of algebras, which also shows that $\tau$ is a split monomorphism.

To prove (ii), we already know by part (i) that $\tau$ splits, so in order to prove that $\tau$ is faithfully flat, we only need to check that $\tau$ is flat or, equivalently, that this is true for $\omega$. To this end, we will check that there is a natural isomorphism

$$- \otimes_{Q \otimes_F B} Q \to - \otimes_A \mathcal{H},$$
where we consider $Q \otimes_{r} B$ as an $A$-algebra via the map $\phi_0$ in the second factor. This will be sufficient since $\mathcal{H}$ is flat. Let $X$ be a $(Q \otimes_{r} B)$-module and consider the map

$$\vartheta : X \otimes_{Q \otimes_{p} B} Q \to X \otimes_{\mathcal{H}}, \quad x \otimes_{Q \otimes_{p} B} q \mapsto (x(q(0) \otimes_{r} 1_{B})) \otimes_{A} q(-1),$$

which is well-defined as the following consideration shows: from one hand, we have

$$\vartheta((x(q \otimes_{r} b)) \otimes q') = (x(qq'(0) \otimes_{r} b)) \otimes_{A} q'(-1).$$

On the other hand,

$$\vartheta((x \otimes \omega(q \otimes_{r} b)q')) = \vartheta(x \otimes (q(0)F(\mathcal{F}(q(-1)) \otimes_{A} b)q'(0)) \otimes 1_{B}) \otimes_{A} q'(-1)$$

$$= x\left[1_q(0)F(\mathcal{F}(q(-1)) \otimes_{A} b)q'(0) \otimes 1_{B}\right] \otimes_{A} q'(-1)$$

$$= x(\left(q(0)q'(0) \otimes_{r} \gamma(\mathcal{F}(q(-1)) \otimes_{A} b)\right) \otimes_{A} q'(-1)$$

$$= x(\left(q(0)q'(0) \otimes_{r} id_{\mathcal{F}(q(1))} b\right) \otimes_{A} q'(-1)$$

$$= x(\left(q(0)q'(0)F(s(q(1))) \otimes_{A} 1_{B}\right) \otimes_{A} q'(-1)$$

$$= x(\left(q(0)q'(0)F(x(q(1))) \otimes_{A} b\right) \otimes_{A} q'(-1)$$

$$= x\left((q(0)q'(0) \otimes_{r} \sigma(x(q(1))) \otimes_{A} b\right) \otimes_{A} q'(-1)$$

$$= x(\left(qq'(0) \otimes_{r} b\right) \otimes_{A} q'(-1)$$

$$= \vartheta((x(q \otimes_{r} b)) \otimes q'),$$

which shows the well-definedness of $\vartheta$. The inverse of $\vartheta$ is now given by

$$\vartheta^{-1} : X \otimes_{A} \mathcal{H} \to X \otimes_{Q \otimes_{p} B} Q, \quad x \otimes_{A} u \mapsto x \otimes_{Q \otimes_{p} B} F(u \otimes_{A} 1_{B}),$$

and the fact that $\vartheta$ is a natural transformation is easily checked from the definition. Let us finally check that the canonical map $\text{can} : Q \otimes_{r} Q \to \mathcal{H} \otimes_{A} Q$ is bijective; define

$$\text{can}^{-1} : \mathcal{H} \otimes_{A} Q \to Q \otimes_{r} Q, \quad u \otimes_{A} q \mapsto F(u(1) \otimes_{A} 1_{B}) \otimes_{A} F(\mathcal{F}(u(2)) \otimes_{A} 1_{B})q,$$

and we leave it to the reader to check that this is the desired inverse, indeed. \qed

In case that $P$ is no longer trivial, we can make the following statement:

**Proposition A.2.** Let $(Q, \tau)$, and $F : P \to Q$ be as in Proposition A.1, and $(P, \alpha, \beta)$ any left principal $(\mathcal{H}, \mathcal{K})$-bundle. Then the canonical map

$$\text{can} : Q \otimes_{r} Q \to \mathcal{H} \otimes_{A} Q, \quad q \otimes_{A} q' \mapsto q(-1) \otimes_{A} q(0)q'$$

is bijective, where $\tau : Q^{\text{conn}} = : T \to Q$ is the canonical monomorphism.

**Proof.** Define a map

$$\text{can} : \mathcal{H} \otimes_{A} Q \to Q \otimes_{r} Q, \quad u \otimes_{A} q \mapsto F(u+) \otimes_{A} F(u-)q,$$

and we will explicitly compute that $\text{can} \circ \text{can} = \text{id}_{Q^{\otimes_{r} A}}$ along with $\text{can} \circ \text{can} = \text{id}_{Q^{\otimes_{r} A}}$. Since $F$ is an $\mathcal{H}$-colinear morphism of algebras, one sees that

$$(\text{can} \circ \text{can})(u \otimes_{A} q) = (F(u+))(q(-1)) \otimes_{A} (F(u+))(0)F(u-)q = u_{q(-1)} \otimes_{A} F(u_{q(0)}u-)q = u \otimes_{A} q,$$
using (3.6). On the other hand,
\[
(can \circ can)(q \boxtimes q') = F(q_{(-1)+}) \otimes_T F(q_{(-1)-}q(0))q' \\
= F(q_{(-1)+})F(q_{(-1)-}q(0)) \otimes_T q' \\
= F(\alpha(\epsilon(q_{(-1)-})))q(0) \otimes_T q' = q \otimes_T q',
\]
using (3.4) in the third step, and where the second step is justified by the fact that an element of the form \(q_{(-1)+} \otimes_B F(q_{(-1)-}q(0)) \in P \otimes_B Q\) actually lies in \(P \otimes_B T = P \otimes_B Q^{com_H}\), which we show now: compute
\[
(id_P \otimes_B A)(q_{(-1)+} \otimes_B F(q_{(-1)-}q(0))) = q_{(-2)+} \otimes_B q_{(-2)-}q_{(-1)} \otimes_A F(q_{(-2)-}q(0))q(0) \\
= q_{(-3)+} \otimes_B \mathcal{H}(q_{(-2)-}q_{(-1)}) \otimes_A F(q_{(-3)-}q(0)) \\
= q_{(-2)+} \otimes_B \mathcal{H}(\epsilon(q_{(-1)-})) \otimes_A F(q_{(-2)-}q(0)) \\
= q_{(-1)+} \otimes_B 1_H \otimes_A F(q_{(-1)-}q(0)),
\]
where we used the \(\mathcal{H}\)-colinearity of \(F\) together with (3.11) and (3.4). \(\square\)

Remark A.3. If one were able to show that \(\tau\) is a faithfully flat extension, then the triple \((Q, \sigma, \tau)\) became a left principal \((\mathcal{H}, T)\)-bundle.
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