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We discuss the existence and uniqueness of solutions for the Langevin fractional differential equation and its inclusion counterpart involving the Hilfer fractional derivatives, supplemented with three-point boundary conditions by means of standard tools of the fixed-point theorems for single and multivalued functions. We make use of Banach’s fixed-point theorem to obtain the uniqueness result, while the nonlinear alternative of the Leray-Schauder type and Krasnoselskii’s fixed-point theorem are applied to obtain the existence results for the single-valued problem. Existence results for the convex and nonconvex valued cases of the inclusion problem are derived via the nonlinear alternative for Kakutani’s maps and Covitz and Nadler’s fixed-point theorem respectively. Examples illustrating the obtained results are also constructed. (2010) Mathematics Subject Classifications. This study is classified under the following classification codes: 26A33; 34A08; 34A60; and 34B15.

1. Introduction

Fractional calculus is an emerging field in applied mathematics that deals with derivatives and integrals of arbitrary orders. For details and applications, we refer the reader to the texts in [1–6]. In the literature, there exist several definitions of fractional integrals and derivatives, from the most popular Riemann-Liouville and Caputo-type fractional derivatives to others such as the Hadamard fractional derivative and the Erdely-Kober fractional derivative. A generalization of both the Riemann-Liouville and Caputo-type fractional derivatives was given by Hilfer in [7], which is known as the Hilfer fractional derivative $D^{\alpha, \beta} x(t)$ of order $\alpha$ and type $\beta \in [0,1]$. One can observe that the Hilfer fractional derivative interpolates between the Riemann-Liouville and Caputo derivatives as it reduces to the Riemann-Liouville and Caputo fractional derivatives for $\beta = 0$ and $\beta = 1$, respectively. Some properties and applications of the Hilfer derivative can be found in [8, 9] and references cited therein.

One of the important equations governing several phenomena occurring in physical sciences and electrical engineering is the Langevin differential equation, first formulated by Langevin in 1908 [10]. In recent years, several fractional variants of the Langevin equation have been introduced and studied; see, for example, [11–19] and the references cited therein.

Initial value problems involving the Hilfer fractional derivatives were studied by several authors; see for example [20–22]. Nonlocal boundary value problems for the Hilfer fractional differential equation have been discussed in [23]. In [24], the authors proved some results for initial value problems of the Langevin equation with the Hilfer fractional derivative.
Exploring the literature on fractional order boundary value problems, we find that there does not exist any work on boundary value problems of the Langevin equation with the Hilfer fractional derivative. Motivated by this observation, we fill this gap by introducing a new class of boundary value problems of the Hilfer-type Langevin fractional differential equation with three-point nonlocal boundary conditions. In precise terms, we investigate the existence and uniqueness criteria for the solutions of the following nonlocal boundary value problem:

$$H^{\alpha,\delta} D^{\alpha,\delta} (H^{\alpha,\delta} + \lambda) x(t) = f(t, x(t)), \quad t \in [a, b],$$  \hspace{1cm} (1)

where $H^{\alpha,\delta}, i = 1, 2$ is the Hilfer fractional derivative of order $\alpha_i, 0 < \alpha_i < 1$ and parameter $\delta_i, 0 \leq \delta_i \leq 1, i = 1, 2, \lambda \in \mathbb{R}, a \geq 0,$ and $f : [a, b] \times \mathbb{R} \to \mathbb{R}$ is a continuous function.

In order to study problem (1)–(2), we convert it into an equivalent fixed-point problem and then use Banach’s fixed-point theorem to prove the uniqueness of its solutions. We also obtain two existence results for problem (1)–(2) by applying the nonlinear alternative of the Leray-Schauder type [25] and Krasnoselskii’s fixed-point theorem [26].

As a second problem, we switch onto the multivalued analogue of (1) and (2) by considering the inclusion problem:

$$H^{\alpha,\delta} D^{\alpha,\delta} (H^{\alpha,\delta} + \lambda) x(t) \in F(t, x(t)), \quad t \in [a, b],$$  \hspace{1cm} (3)

where $F : [a, b] \times \mathbb{R} \to \mathcal{P}(\mathbb{R})$ is a multivalued map (\mathcal{P}(\mathbb{R}) is the family of all nonempty subsets of \mathbb{R}).

Existence results for problem (3)–(4) with convex and nonconvex valued maps are respectively derived by applying the nonlinear alternative for Kakutani’s maps and Covitz and Nadler’s fixed-point theorem for contractive maps.

The rest of the paper is organized as follows: Section 3 contains the main results for problem (1)–(2), while the existence results for problem (3)–(4) are presented in Section 4. We recall the related background material in Section 2.

2. Preliminaries

In this section, we introduce some notations and definitions of fractional calculus and multivalued analysis and present preliminary results needed in our proofs later [1].

**Definition 1.** The Riemann-Liouville fractional integral of order $\alpha > 0$ for a continuous function $u : [a, \infty) \to \mathbb{R}$ is defined by

$$I^\alpha u(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} u(s) ds,$$  \hspace{1cm} (5)

provided that the right-hand side exists on $(a, \infty)$.

**Definition 2.** The Riemann-Liouville fractional derivative of order $\alpha > 0$ of a continuous function $u$ is defined by

$$RLD^n u(t) := D^n I^{\alpha-n} u(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^n \int_a^t (t-s)^{n-\alpha-1} u(s) ds,$$  \hspace{1cm} (6)

where $n = [\alpha] + 1, [\alpha]$ denotes the integer part of real number $\alpha$, provided that the right-hand side is point-wise defined on $(a, \infty)$.

**Definition 3.** The Caputo fractional derivative of order $\alpha > 0$ of a continuous function $u$ is defined by

$$CD^n u(t) := I^{\alpha-n} D^n u(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t (t-s)^{n-\alpha-1} \left( \frac{d}{ds} \right)^n u(s) ds,$$  \hspace{1cm} (7)

provided that the right-hand side is point-wise defined on $(a, \infty)$.

**Definition 4** (Hilfer fractional derivative [7, 8]). The Hilfer fractional derivative of order $\alpha$ and parameter $\beta$ of a function (also known as the generalized Riemann-Liouville fractional derivative) is defined by

$$H^{\alpha,\beta} D^n u(t) = I^{\alpha-n} D^n I^{(1-\beta)(\alpha-n)} u(t),$$  \hspace{1cm} (8)

where $n-1 < \alpha < n, 0 \leq \beta \leq 1, t > a,$ and $D = (d/dt)$.

**Remark 5.** When $\beta = 0$, the Hilfer fractional derivative corresponds to the Riemann-Liouville fractional derivative:

$$H^{\alpha,0} D^n u(t) = D^n I^{\alpha-n} u(t),$$  \hspace{1cm} (9)

while $\beta = 1$ in the definition of the Hilfer fractional derivative corresponds to the Caputo fractional derivative:

$$H^{\alpha,1} D^n u(t) = I^{\alpha-n} D^n u(t).$$  \hspace{1cm} (10)

In the following lemma, we present the compositional property of the Riemann-Liouville fractional integral operator with the Hilfer fractional derivative operator.
Lemma 6 (see [8]). Let $f \in L(a, b)$, $n - 1 < \alpha \leq n$, $n \in \mathbb{N}$, $0 \leq \beta \leq 1$, and $I^{\alpha(n-\alpha)(1-\beta)}f \in AC_{k}[a, b]$. Then

$$
\left( I^{xH D_{x}^{\alpha, \beta}} f \right)(t) = f(t) - \sum_{k=0}^{n-1} \frac{(t-a)^{k-(n-\alpha)(1-\beta)}}{\Gamma(k-(n-\alpha)(1-\beta)+1)} \left. \frac{d^{k}}{dt^{k}} \right|_{t=a} (f^{(k-\beta)(n-\alpha)}f)(t).
\tag{11}
$$

The following lemma deals with a linear variant of the boundary value problem (1)–(2).

Lemma 7. Let $a \geq 0$, $0 < \alpha_{i} < 1$, $\gamma_{i} = \alpha_{i} + \beta_{i} - \alpha_{i} \beta_{j}$, $i = 1, 2$, $\gamma_{1} + \alpha_{2} > 1$, and $h \in C([a, b], \mathbb{R})$. Then, the function $x$ is a solution of the boundary value problem:

$$
H D_{x}^{\alpha_{i}, \beta_{i}} \left( H D_{x}^{\alpha_{2}, \beta_{2}} + \lambda \right) x(t) = h(t),
\tag{12}
$$

and

$$
x(a) = 0, \quad x(b) = \theta x(\eta),
\tag{13}
$$

if and only if

$$
x(t) = I^{\alpha_{1}} h(t) - \lambda I^{\alpha_{2}} x(t) + \frac{(t-a)^{\gamma_{1}+\alpha_{2}-1}}{\Lambda \Gamma(\gamma_{1}+\alpha_{2})} \left[ \theta I^{\alpha_{1}} h(\eta) - \lambda \theta I^{\alpha_{2}} x(\eta) - I^{\alpha_{2}} h(b) + \lambda I^{\alpha_{2}} x(b) \right],
\tag{14}
$$

where $\Lambda = \frac{1}{\Gamma(\gamma_{1}+\alpha_{2})} \left[ (b-a)^{\gamma_{1}+\alpha_{2}-1} - \theta(\eta-a)^{\gamma_{1}+\alpha_{2}-1} \right] \neq 0.$
\tag{15}

Proof. Applying the Riemann-Liouville fractional integral of order $\alpha_{1}$ to both sides of (12), we obtain by using Lemma 6

$$
H D_{t}^{\alpha_{1}, \beta_{1}} x(t) + \lambda x(t) = \frac{c_{0}}{\Gamma(\gamma_{1})} (t-a)^{\gamma_{1}-1} + I^{\alpha_{1}} h(t),
\tag{16}
$$

where $c_{0}$ is an arbitrary constant and $(2 - \alpha_{1})(1 - \beta_{1}) = 2 - \gamma_{1}$. Applying the Riemann-Liouville fractional integral of order $\alpha_{2}$ to both sides of (16), we obtain

$$
I^{\alpha_{2}} H D_{t}^{\alpha_{1}, \beta_{1}} x(t) = I^{\alpha_{1}+\alpha_{2}} h(t) - \lambda I^{\alpha_{1}} x(t) + \frac{c_{0}}{\Gamma(\gamma_{1})} I^{\alpha_{2}} (t-a)^{\gamma_{1}-1} = I^{\alpha_{1}+\alpha_{2}} h(t) - \lambda I^{\alpha_{1}} x(t) + \frac{c_{0}}{\Gamma(\gamma_{1}+\alpha_{2})} (t-a)^{\gamma_{1}+\alpha_{2}-1}.
\tag{17}
$$

Applying Lemma 6 to (17), we obtain

$$
x(t) = I^{\alpha_{1}+\alpha_{2}} h(t) - \lambda I^{\alpha_{1}} x(t) + \frac{c_{0}}{\Gamma(\gamma_{1}+\alpha_{2})} (t-a)^{\gamma_{1}+\alpha_{2}-1} + \frac{c_{1}}{\Gamma(\gamma_{2})} (t-a)^{\gamma_{2}-1}.
\tag{18}
$$

Using $x(a) = 0$ in (18), we obtain $c_{1} = 0$, and hence we get

$$
x(t) = I^{\alpha_{1}+\alpha_{2}} h(t) - \lambda I^{\alpha_{1}} x(t) + \frac{c_{0}}{\Gamma(\gamma_{1}+\alpha_{2})} (t-a)^{\gamma_{1}+\alpha_{2}-1}.
\tag{19}
$$

Next, combining the condition $x(b) = \theta x(\eta)$ with (19), we have

$$
c_{0} = \frac{1}{\Lambda} \left[ \theta I^{\alpha_{1}} h(\eta) - \lambda \theta I^{\alpha_{2}} x(\eta) - I^{\alpha_{2}} h(b) + \lambda I^{\alpha_{2}} x(b) \right].
\tag{20}
$$

Substituting the value of $c_{0}$ in (19) yields the solution (14). The converse follows by direct computation. This completes the proof.

3. Existence and Uniqueness Results for Single-Valued Problem (1)–(2)

In view of Lemma 7, we define an operator $\mathcal{A} : \mathcal{C} \rightarrow \mathcal{C}$ associated with problem (1)–(2) by

$$
(*) x(t) = I^{\alpha_{1}+\alpha_{2}} f(t, x(t)) - \lambda I^{\alpha_{1}} x(t) + \frac{(t-a)^{\gamma_{1}+\alpha_{2}-1}}{\Lambda \Gamma(\gamma_{1}+\alpha_{2})} \left[ \theta I^{\alpha_{1}} f(\eta, x(\eta)) - \lambda \theta I^{\alpha_{2}} x(\eta) - I^{\alpha_{2}} f(b, x(b)) + \lambda I^{\alpha_{2}} x(b) \right],
\tag{21}
$$

where $\mathcal{C} = C([a, b], \mathbb{R})$ denotes the Banach space of all continuous functions from $[a, b]$ into $\mathbb{R}$ with the norm $\|x\| = \sup \{ |x(t)| : t \in [a, b]\}$. One can observe that the existence of a fixed point of operator $\mathcal{A}$ implies the existence of a solution for problem (1)–(2).

For computational convenience, we introduce the following notations:

$$
\Omega_{1} = \frac{(b-a)^{\alpha_{1}+\alpha_{2}}}{\Gamma(\alpha_{1}+\alpha_{2}+1)} + \frac{(b-a)^{\gamma_{1}+\alpha_{2}-1}}{\Lambda \Gamma(\gamma_{1}+\alpha_{2})},
\tag{22}
$$

$$
\Omega_{2} = \left( \frac{(b-a)^{\alpha_{2}}}{\Gamma(\alpha_{2}+1)} + \frac{(b-a)^{\gamma_{1}+\alpha_{2}-1}}{\Lambda \Gamma(\gamma_{1}+\alpha_{2})} \right) \left( \frac{1}{\Gamma(\alpha_{2}+1)} + \frac{1}{\Gamma(\gamma_{1}+\alpha_{2})} \right),
\tag{23}
$$

$$
\Omega_{3} = \left( \frac{(b-a)^{\alpha_{2}}}{\Gamma(\alpha_{2}+1)} + \frac{(b-a)^{\gamma_{1}+\alpha_{2}-1}}{\Lambda \Gamma(\gamma_{1}+\alpha_{2})} \right) \left( \frac{1}{\Gamma(\alpha_{2}+1)} + \frac{1}{\Gamma(\gamma_{1}+\alpha_{2})} \right),
\tag{24}
$$

$$
\Omega_{4} = \left( \frac{(b-a)^{\alpha_{1}+\alpha_{2}}}{\Gamma(\alpha_{1}+\alpha_{2}+1)} + \frac{(b-a)^{\gamma_{1}+\alpha_{2}-1}}{\Lambda \Gamma(\gamma_{1}+\alpha_{2})} \right) \left( \frac{1}{\Gamma(\alpha_{1}+\alpha_{2}+1)} + \frac{1}{\Gamma(\gamma_{1}+\alpha_{2})} \right).
\tag{25}
$$

Theorem 8. Assume that the following conditions hold:

\( (H_f) \) \( f : [a, b] \times \mathbb{R} \to \mathbb{R} \) is a continuous function such that \( |f(t, x)| \leq \varphi(t) \), \( \forall \varphi(t) \in [a, b] \), with \( \varphi \in C([a, b], \mathbb{R}^+ \) )

\( (H_f) \) \( \Omega_2 < 1 \), where \( \Omega_2 \) is given by (23)

Then, there exists at least one solution for problems (1) and (2) on \([a, b]\).

Proof. In order to verify the hypothesis of Krasnoselskii’s fixed-point theorem [26], we split operator \( \mathcal{A}_1 \) defined by (21) into the sum of two operators \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) on the closed ball \( B_\rho = \{ x \in \mathbb{R} : |x| \leq \rho \} \) with \( \rho \geq (\|\varphi\|\Omega_1)/(1 - \Omega_2) \),

\[
\sup_{t \in [a, b]} \varphi(t) = \|\varphi\|, \text{ where}
\]

\[
\mathcal{A}_1 x(t) = t^\alpha \Gamma(\alpha) \left[ f(t, x(t)) + \frac{(t-a)^{\gamma-\alpha-1}}{\Gamma(\gamma+\alpha)} \right] \left[ \theta \Gamma(\alpha) \left[ f(t, x(t)) - \frac{(t-a)^{\gamma-\alpha-1}}{\Gamma(\gamma+\alpha)} \right] \right], \quad t \in [a, b],
\]

and

\[
\mathcal{A}_2 x(t) = -\lambda t^\alpha \Gamma(\alpha) \left[ f(t, x(t)) - \frac{(t-a)^{\gamma-\alpha-1}}{\Gamma(\gamma+\alpha)} \right], \quad t \in [a, b],
\]

For any \( x, y \in B_\rho \), we have

\[
\|\mathcal{A}_1 x(t) + (\mathcal{A}_2 y)(t)\| \leq \sup_{t \in [a, b]} \left\{ t^\alpha \Gamma(\alpha) \left[ f(t, x(t)) + \lambda t^\alpha \Gamma(\alpha) |x(t)| \right] + \frac{(t-a)^{\gamma-\alpha-1}}{\Gamma(\gamma+\alpha)} \left[ \theta \Gamma(\alpha) \left[ f(t, x(t)) - \frac{(t-a)^{\gamma-\alpha-1}}{\Gamma(\gamma+\alpha)} \right] \right] \right\} \leq \|\varphi\| \Omega_1 + \rho \Omega_2 \leq \rho.
\]

This shows that \( \mathcal{A}_1 x + \mathcal{A}_2 y \in B_\rho \). By using \( (H_f) \), it is easy to establish that \( \mathcal{A}_2 \) is a contraction mapping.

Continuity of operator \( \mathcal{A}_1 \) follows from that of \( f \). Also, \( \mathcal{A}_1 \) is uniformly bounded on \( B_\rho \) as

\[
\|\mathcal{A}_1 x\| \leq \|\varphi\| \Omega_1 \|\varphi\|.
\]

Now, we prove that operator \( \mathcal{A}_1 \) is compact. Setting \( \sup_{(t,x) \in [a, b] \times B_\rho} \|f(t, x)\| = M \), we obtain

\[
\|\mathcal{A}_1 x(t) - (\mathcal{A}_1 x)(t_1)\|
\]

independently of \( x \in B_\rho \). Thus, \( \mathcal{A}_1 \) is equicontinuous and hence \( \mathcal{A}_1 \) is relatively compact on \( B_\rho \). In consequence, it follows from the Arzelà-Ascoli theorem that \( \mathcal{A}_1 \) is compact on \( B_\rho \). In view of the foregoing arguments, we deduce that the hypothesis of Krasnoselskii’s fixed-point theorem [26] holds true and consequently its conclusion implies that problem (1)–(2) has at least one solution on \([a, b]\).

Example 9. Consider the three-point boundary value problem of the Langevin equation with the Hilfer fractional derivative of the form:

\[
\begin{align*}
(\mathcal{H}) f(x(t), (\mathcal{H}_1(t))^{(1/2)}(\mathcal{H}_1(t))^{(1/2)} + \frac{1}{4}) x(t) &= \frac{3 \sin x(t)}{5 + 3t} \left( 1 + |x(t)| \right) + \frac{1}{4}, \quad t \in [1, 5/3], \\
&\text{subject to } x(1/3) = 0, x(5/3) = \frac{2}{3} x(2/3)
\end{align*}
\]

(29)

Here, \( a_1 = 4/5, a_2 = 3/5, \beta_1 = 3/4, \beta_2 = 1/2, \lambda = 1/4, a_1 = 1/3, b = 5/3, \eta = 2/3, \) and \( \theta = 2/7 \). Using the given values, it is found that \( \gamma_1 = 19/20, \gamma_2 = 3/20, \alpha_1 = 1/4, \alpha_2 = 1/6 \). The hypothesis of Theorem 8 holds true and consequently its conclusion implies that the boundary value problem (29) has at least one solution on \([1/3, 5/3]\).

The Leray-Schauder Nonlinear Alternative [25] is used for our next existence result.

Theorem 10. Suppose that \( (H_f) \) and the following conditions hold:

\[
\begin{align*}
\sup_{t \in [a, b]} \|f(t, x(t))\| &= \|\varphi(t)\|, \\
\|\mathcal{A}_1 x\| &= \|\varphi\| \Omega_1 \|\varphi\|, \\
|f(t, x)| &\leq \frac{3 \sin^2 x}{5 + 3t} + \frac{1}{4} = \varphi(t).
\end{align*}
\]

Clearly the hypothesis of Theorem 8 holds true and consequently its conclusion implies that the boundary value problem (29) has at least one solution on \([1/3, 5/3]\).
(H₃) \( |f(t,x)| \leq p(t) \psi(|x|) \) for each \( (t,x) \in [a,b] \times \mathbb{R} \), where \( \psi : [0,\infty) \rightarrow [0,\infty) \) is a continuous nondecreasing function and \( p \in C([a,b], \mathbb{R}^+) \)

(H₄) There exists a constant \( M > 0 \), such that

\[
\frac{(1 - \Omega_2)M}{\psi(M)} > 1,
\]

where \( \Omega_1, \Omega_2 \) are respectively given by (22) and (23).

Then, there exists at least one solution for problem (1)–(2) on \([a,b]\).

Proof. Let us verify that operator \( \mathcal{A} \) defined by (21) satisfies the hypothesis of the Leray-Schauder Nonlinear Alternative [25]. In our first step, we establish that operator \( \mathcal{A} \) maps bounded sets into a bounded set in \( \mathcal{C} \). For a number \( r > 0 \), let \( B_r = \{ x \in \mathcal{C} : ||x|| \leq r \} \) be a bounded ball in \( \mathcal{C} \). Then, for \( t \in [a,b] \), we have

\[
||\mathcal{A}x(t)|| \leq \sup_{t_0 \in [a,b]} \left\{ \frac{L^p^{\gamma_1} (|f(t,x(t))| + ||p||^2 \psi(x(t)) + |p|_{\mathcal{A}} ||x||^2)}{\Lambda^p (\gamma_1 + \alpha_2)} \right\} + \sup_{t_0 \in [a,b]} \left\{ \frac{(1 - \Omega_2)M}{\psi(M)} \right\} ||x||,
\]

and consequently,

\[
||\mathcal{A}x|| \leq ||p|| \psi(||x||) \Omega_1 + r \Omega_2. \tag{33}
\]

Next, we will show that \( \mathcal{A} \) maps bounded sets into equicontinuous sets of \( \mathcal{C} \). Let \( \tau_1, \tau_2 \in [a,b] \) with \( \tau_1 < \tau_2 \) and \( x \in B_r \). Then we have

\[
||\mathcal{A}x(\tau_2) - \mathcal{A}x(\tau_1)|| \leq \frac{||p|| \psi(||x||) \Omega_1}{\Lambda^p (\gamma_1 + \alpha_2)} ||x|| (\tau_2 - \tau_1)^{\gamma_1 + \alpha_2}
\]

and

\[
= \frac{||p|| \psi(||x||) \Omega_1}{\Lambda^p (\gamma_1 + \alpha_2)} ||x|| (\tau_2 - \tau_1)^{\gamma_1 + \alpha_2}.
\]

Observe that the right-hand side of the above inequality tends to zero independently of \( x \in B_r \) as \( \tau_2 - \tau_1 \rightarrow 0 \). Thus, the set \( \mathcal{A} B_r \) is equicontinuous. Therefore, the Arzelà-Ascoli theorem applies and hence operator \( \mathcal{A} \) is completely continuous.

Finally, we show that the set of all solutions to equations \( x = \lambda \mathcal{A}x \) is bounded for \( \lambda \in (0,1) \).

Following the computation in the first step, we obtain

\[
||x(t)|| \leq \frac{||p|| \psi(||x||) \Omega_1 + ||x|| \Omega_2}{r} \quad t \in [a,b], \tag{35}
\]

which yields

\[
\frac{||p|| \psi(||x||) \Omega_1}{r} \leq 1. \tag{36}
\]

According to (H₄), there exists \( M > 0 \) satisfying \( ||x|| \neq M \). Introduce a set

\[
U = \{ x \in C([a,b], \mathbb{R}) : ||x|| < M \}, \tag{37}
\]

and notice that \( \mathcal{A} : U \rightarrow \mathcal{C} \) is continuous and completely continuous. Then, the choice of \( U \) implies that there is no \( x \in \partial U \), such that \( x = \lambda \mathcal{A}x \) for some \( \lambda \in (0,1) \). In consequence, we deduce by the nonlinear alternative of the Leray-Schauder type [25] that \( \mathcal{A} \) has a fixed-point \( x \in U \), which corresponds to a solution of problem (1)–(2). This completes the proof.

Example 11. Consider the three-point boundary value problem of the Langevin equation with the Hilfer fractional derivative of the form:

\[
\left\{ \begin{array}{ll}
F_{\mathbb{H}}^{\alpha_1}(\alpha_1) + (t)^{\alpha_1}(\gamma_1 + \alpha_2) + \frac{1}{2} x(t) = \frac{1}{80} (4t + 1) \left( x^2(t) + \frac{1}{4} \right), & t \in \left[ \frac{1}{4}, \frac{3}{4} \right]. \\
\end{array} \right.
\]

Then, we have

\[
\frac{1}{80} (4t + 1) \left( x^2(t) + \frac{1}{4} \right) \leq \frac{1}{80} (4t + 1) \left( x^2(t) + \frac{1}{4} \right), \tag{38}
\]

Here \( \alpha_1 = 4/7, \alpha_2 = 2/5, \beta_1 = 1/3, \beta_2 = 4/5, \lambda = 1/5, a = 1/4, b = 3/4, \eta = 1/2, \) and \( \theta = 2/3 \). Using the given values, we obtain \( \gamma_1 = 5/7, \gamma_2 = 22/25, \Lambda = 0.3752096355, \Omega_1 \approx 2.316402992, \) and \( \Omega_2 \approx 0.8402809682 \). Next, the nonlinear function is bounded as

\[
f(t,x) = \frac{1}{80} (4t + 1) \left( x^2(t) + \frac{1}{4} \right) \leq \frac{1}{80} (4t + 1) \left( x^2(t) + \frac{1}{4} \right),
\]

which satisfies condition \( H_4 \) with \( ||p|| = 1/20 \) and \( \psi(M) = M^2 + (1/4) \). Furthermore, we find that \( M \in (0.2147201605, 1.164306134) \), satisfying \( H_4 \) of Theorem 10. Therefore, by applying Theorem 10, the boundary value problem (38) has at least one solution on \([1/4, 3/4] \).
In the following result, we apply Banach’s fixed-point theorem to prove the existence of a unique solution of the problem at hand.

**Theorem 12.** Assume that

\[
(H_J) \quad |f(t,x) - f(t,y)| \leq L|x - y|, \quad L > 0 \text{ for each } t \in [a, b] \text{ and } x, y \in \mathbb{R}.
\]

If the constants \(\Omega_1, \Omega_2\) defined by (22) and (23), respectively, are such that

\[
L \Omega_1 + \Omega_2 < 1,
\]

then problem (1)–(2) has a unique solution on \([a, b]\).

**Proof.** Let us first show that \(\mathcal{A}\) defined by (21) satisfies \(\mathcal{A}B \subset B\), where \(B_r = \{x \in \mathbb{R} : ||x|| \leq r\}\) with \(r \geq (M \Omega_1/(1 - L \Omega_1 - \Omega_2))\) and sup\(_{t \in [a,b]} |f(t,0)| = M < \infty\). For any \(x \in B_r\), we have

\[
|\mathcal{A}x(t)| \leq \sup_{t \in [a,b]} \left\{ \int_{t-1}^{t+1} \left| f(s,x(s)) \right| ds + |\theta| \int_{t-1}^{t+1} |x(s)| ds \right\} \leq (L||x|| + M)
\]

which implies that \(\mathcal{A}B \subset B\).

Next, let \(x, y \in \mathcal{C}\). Then for \(t \in [a, b]\), we have

\[
|\mathcal{A}x(t) - \mathcal{A}y(t)| \leq \sup_{t \in [a,b]} \left\{ \int_{t-1}^{t+1} \left| f(s,x(s)) - f(s,y(s)) \right| ds \right\} \leq (L||x - y|| + M)
\]

which implies that \(||\mathcal{A}x - \mathcal{A}y|| = (L \Omega_1 + \Omega_2)||x - y||\). As \(L \Omega_1 + \Omega_2 < 1\), \(\mathcal{A}\) is a contraction. Therefore, by Banach’s fixed-point theorem, operator \(\mathcal{A}\) has a unique fixed point which is indeed a unique solution of problem (1)–(2). The proof is finished.

**Example 13.** Consider the three-point boundary value problem of the Langevin equation with the Hilfer fractional derivative of the form:

\[
\begin{cases}
\mu \left( \frac{d^{(1/2)-t}}{dt^{(1/2)-t}} + \frac{2}{159 + 2t} \right) x(t) = \frac{2}{159 + 2t} x(t) + \frac{2}{3}
\end{cases}
\]

...and there exists a fixed point which is indeed a unique solution of problem (1)–(2). The proof is finished.

\[
x(t) = \frac{2}{159 + 2t} x(t) + \frac{2}{3}
\]

Using the given data, we obtain \(a_1 = 4/5, a_2 = 17/20, \lambda = 0.94393932223, \quad b_1 = 0.724559445, \quad b_2 = 0.7305167191, \quad L = 140\) as

\[
|f(t,x) - f(t,y)| \leq \frac{4}{159 + 2t} |x| < \frac{1}{40} |x - y|.
\]

Moreover, we have \(L \Omega_1 + \Omega_2 = 0.8986307052 < 1\). As all the assumptions of Theorem 12 are satisfied, we therefore deduce by its conclusion that problem (43) has a unique solution on \([1/2, 5/2]\).

### 4. Existence Results for Multivalued Problems (3) and (4)

**Definition 14.** A continuous function \(x\) is said to be a solution of problem (3)–(4) if \(x(a) = 0, x(b) = \partial x(\eta)\) and there exists a function \(v \in L^1([a, b], \mathbb{R})\) with \(v \in F(t,x)\), a.e., on \([a, b]\) such that

\[
x(t) = \int_{\alpha}^{\gamma} v(t) - \lambda \int_{\alpha}^{\gamma} x(t)
\]

which implies that \(||\mathcal{A}x - \mathcal{A}y|| = (L \Omega_1 + \Omega_2)||x - y||\). As \(L \Omega_1 + \Omega_2 < 1\), \(\mathcal{A}\) is a contraction. Therefore, by Banach’s fixed-point theorem, operator \(\mathcal{A}\) has a unique fixed point which is indeed a unique solution of problem (1)–(2). The proof is finished.

### Lemma 15 (see [27]).

Let \(X\) be a separable Banach space. Let \(F : [a, b] \times \mathbb{R} \rightarrow \mathcal{P}_{\mathcal{D}_a}(X)\) be an \(L^1\)-multivalued map and let \(\Theta\) be a linear continuous mapping from \(L^1([a, b], X)\) to \(C([a, b], X)\). Then the operator...
\[ \Theta \circ S_F : C([a, b], X) \to \mathcal{P}_{c.p.}(C([a, b], X)), \]
\[ x \mapsto (\Theta \circ S_F)(x) = \Theta(S_{F,x}), \]

is a closed graph operator in \( C([a, b], X) \times C([a, b], X) \).

Our first existence result, dealing with the convex valued \( F \), is based on the nonlinear alternative of the Leray-Schauder type for (Kakutani) multivalued maps [25] with the assumption that \( F \) is Carathéodory.

**Theorem 16.** Suppose that \((H_3), (H_4)\), and the following conditions hold:

\( \begin{align*}
(A_1) & \quad F : [a, b] \times \mathbb{R} \to \mathcal{P}_{c.p.}(\mathbb{R}) \text{ is } L^1\text{-Carathéodory,} \\
& \quad \text{where } \mathcal{P}_{c.p.}(\mathbb{R}) = \{ Y \in \mathcal{P}(\mathbb{R}) : Y \text{ is compact and convex} \} \\
(A_2) & \quad \| F(t, x) \|_\varphi = \sup \{ |y| : y \in F(t, x) \} \leq p(t)\psi(|x|) \text{ for each } (t, x) \in [a, b] \times \mathbb{R}, \text{ where } \psi : [0, \infty) \to (0, \infty) \text{ is a continuous nondecreasing function and } p \in C([a, b], \mathbb{R}^+) \end{align*} \)

Then, there exists at least one solution for problem (3.4) on \([a, b] \).

**Proof.** Let us transform problem (3.4) into a fixed-point problem by introducing an operator \( \mathcal{F} : C([a, b], \mathbb{R}) \to \mathcal{P}(C([a, b], \mathbb{R})) \) as

\[ \mathcal{F}(x) = \{ h \in C([a, b], \mathbb{R}) : h(t) = \left( \frac{f(t) + \lambda \alpha(t)}{1 + \alpha(t)} \right) - \lambda T(t)x(\eta) - \lambda r(t)x(b) \} \]

for \( t \in [a, b] \) and \( v \in S_{F,x} \). Notice that the existence of a fixed point of \( \mathcal{F} \) ensures the existence of a solution of the linear problem (1) and (2). This will be achieved by establishing that operator \( \mathcal{F} \) satisfies the hypotheses of the Leray-Schauder nonlinear alternative for the Kakutani maps [25]. We do it in several steps.

**Step 1.** Since \( S_{F,x} \) is convex (\( F \) has convex values), therefore \( \mathcal{F}(x) \) is convex for each \( x \in C([a, b], \mathbb{R}) \).

**Step 2.** \( \mathcal{F} \) maps bounded sets (balls) into bounded sets in \( C([a, b], \mathbb{R}) \).

Let \( B_r = \{ x \in C([a, b], \mathbb{R}) : \| x \| \leq r \} \) be a bounded set in \( C([a, b], \mathbb{R}) \). Then, for each \( h \in \mathcal{B}(x), x \in B_r \), there exists \( v \in S_{F,x} \) such that

\[ h(t) = \left( \frac{f(t) + \lambda \alpha(t)}{1 + \alpha(t)} \right) - \lambda T(t)x(\eta) - \lambda r(t)x(b) \]

for \( t \in [a, b] \) and \( v \in S_{F,x} \), such that

\[ h(t) = \left( \frac{f(t) + \lambda \alpha(t)}{1 + \alpha(t)} \right) - \lambda T(t)x(\eta) - \lambda r(t)x(b) \]

for \( t \in [a, b] \) and \( v \in S_{F,x} \).

Then, for \( t \in [a, b] \), we have

\[ \| h(t) \| \leq \sup_{t \in [a, b]} \left| \left( \frac{f(t) + \lambda \alpha(t)}{1 + \alpha(t)} \right) - \lambda T(t)x(\eta) - \lambda r(t)x(b) \right| \]

\[ + \left| \frac{(t-a)^{n+\alpha-1}}{AT(\gamma_1 + \alpha_2)} \right| \left( \| \theta \| x(\eta) - \| \theta \| x(b) \right) \]

\[ + \lambda | \theta | x(\eta) - \lambda | \theta | x(b) \]

\[ \leq \| p \| \| \psi \|_\varphi \| \Omega_1 \| + \| \lambda \| \| \Omega_2 \| \]

Thus,

\[ \| h \| \leq \| p \| \| \psi \|_\varphi \| \Omega_1 \| + \| \lambda \| \| \Omega_2 \|. \]

**Step 3.** \( \mathcal{F} \) maps bounded sets into equicontinuous sets of \( C([a, b], \mathbb{R}) \).

Let \( \tau_1, \tau_2 \in [a, b] \) with \( \tau_1 < \tau_2 \) and \( x \in B_r \). Then, for each \( h \in \mathcal{B}(x), x \in B_r \), we obtain

\[ \| h(t_2) - h(t_1) \| \leq \frac{1}{T(\alpha_1 + \alpha_2)} \left[ \int_{t_1}^{t_2} \| (t_2 - s)^{n+\alpha-1} - (t_1 - s)^{n+\alpha-1} \| \psi(\| x \|) ds \right] \]

\[ + \left| \frac{1}{T(\alpha_2)} \right| \left[ \int_{t_1}^{t_2} \| (t_2 - s)^{n+\alpha-1} - (t_1 - s)^{n+\alpha-1} \| \psi(\| x \|) ds \right] \]

\[ + \left| \frac{1}{T(\alpha_3)} \right| \left[ \int_{t_1}^{t_2} \| (t_2 - s)^{n+\alpha-1} - (t_1 - s)^{n+\alpha-1} \| \psi(\| x \|) ds \right] \]

\[ \leq \| p \| \| \psi \|_\varphi \| \Omega_1 \| + \| \lambda \| \| \Omega_2 \|. \]
Therefore, \( \mathcal{F} : C([a, b], \mathbb{R}) \rightarrow \mathcal{P}(C([a, b], \mathbb{R})) \) is completely continuous by the application of the Arzelà-Ascoli theorem.

Next, we show that \( \mathcal{F} \) is upper semicontinuous by proving that it has a closed graph ([28], Proposition 1.2) as \( \mathcal{F} \) is already shown to be completely continuous.

**Step 4.** \( \mathcal{F} \) has a closed graph.

Let \( x_n \rightarrow x, h_n \in \mathcal{F}(x_n) \) and \( h_n \rightarrow h_* \). Then, we need to show that \( h_* \in \mathcal{F}(x) \). Associated with \( h_n \in \mathcal{F}(x_n) \), there exists \( v_n \in S_{F,x_n} \) such that for each \( t \in [a, b] \),

\[
\begin{align*}
\mathcal{h}(t) &= I^{\alpha_1, \alpha_2} v_n(t) - \lambda I^{\alpha_2} x(t) \\
&+ \frac{(t-a)^{\gamma_1, \gamma_2-1}}{\Gamma(\gamma_1 + \alpha_2)} [\mathcal{F}^{\alpha_1, \alpha_2} v_n \eta] - \lambda \mathcal{F}^{\alpha_2} x(\eta) \quad (54)
\end{align*}
\]

Thus, it suffices to show that there exists \( v_* \in S_{F,x_*} \), such that for each \( t \in [a, b] \),

\[
\begin{align*}
\mathcal{h}_*(t) &= I^{\alpha_1, \alpha_2} v_* (t) - \lambda I^{\alpha_2} x(t) \\
&+ \frac{(t-a)^{\gamma_1, \gamma_2-1}}{\Gamma(\gamma_1 + \alpha_2)} [\mathcal{F}^{\alpha_1, \alpha_2} v_* \eta] - \lambda \mathcal{F}^{\alpha_2} x(\eta) \quad (55)
\end{align*}
\]

Let us introduce the linear operator \( \Theta : L^1([a, b], \mathbb{R}) \rightarrow C([a, b], \mathbb{R}) \) as by

\[
\begin{align*}
\Theta(\psi)(t) &= I^{\alpha_1, \alpha_2} \psi(t) - \lambda I^{\alpha_2} x(t) \\
&+ \frac{(t-a)^{\gamma_1, \gamma_2-1}}{\Gamma(\gamma_1 + \alpha_2)} [\mathcal{F}^{\alpha_1, \alpha_2} \psi \eta] - \lambda \mathcal{F}^{\alpha_2} x(\eta) \\
&- I^{\alpha_1, \alpha_2} v_*(b) + \lambda I^{\alpha_2} x(b).
\end{align*}
\]

(56)

Observe that \( \|h_n - h_*\| \to 0 \), as \( n \to \infty \). So, by Lemma 15, \( \Theta \circ S_F \) is a closed graph operator. Furthermore, we have \( h_n(t) \in \Theta(S_{F,x_n}) \). Since \( x_n \to x_* \), we have

\[
\begin{align*}
\mathcal{h}_*(t) &= I^{\alpha_1, \alpha_2} v_*(t) - \lambda I^{\alpha_2} x(t) \\
&+ \frac{(t-a)^{\gamma_1, \gamma_2-1}}{\Gamma(\gamma_1 + \alpha_2)} [\mathcal{F}^{\alpha_1, \alpha_2} v_* \eta] - \lambda \mathcal{F}^{\alpha_2} x(\eta) \quad (57)
\end{align*}
\]

for some \( v_* \in S_{F,x_*} \).

**Step 5.** We show that there exists an open set \( U \subseteq C([a, b], \mathbb{R}) \) with \( x \notin \mathcal{F}(x) \) for any \( v \in (0, 1) \) and all \( x \in \partial U \).

Let \( v \in (0, 1) \) and \( x = v \mathcal{F}(x) \). Then, there exists \( v \in L^1([a, b], \mathbb{R}) \) with \( v \in S_{F,x} \), such that for \( t \in [a, b] \), we have

\[
x(t) = \mathcal{F}^{\alpha_1, \alpha_2} v(t) - \lambda I^{\alpha_2} x(t) + \frac{(t-a)^{\gamma_1, \gamma_2-1}}{\Gamma(\gamma_1 + \alpha_2)} [\mathcal{F}^{\alpha_1, \alpha_2} \eta] - \lambda \mathcal{F}^{\alpha_2} x(\eta) \quad (58)
\]

As in the second step, it can be shown that

\[
|\psi(t)| \leq \|p\|\psi(\|x\|) \quad (59)
\]

which implies that

\[
\|\psi\| \leq \|p\|\psi(\|x\|)\Omega_1 + \|x\|\Omega_2.
\]

Consequently

\[
\frac{1 - \Omega_2}{\|p\|^2\psi(\|x\|)\Omega_1} \leq 1. \quad (60)
\]

By \( H_0 \), we can find a number \( M \) with \( \|x\| \neq M \). Define

\[
U = \{ x \in C([a, b], \mathbb{R}) : \|x\| < M \}. \quad (61)
\]

Notice that operator \( \mathcal{F} : \mathcal{U} \rightarrow \mathcal{P}(C([a, b], \mathbb{R})) \) is compact, upper semicontinuous, and convex valued. By the choice of \( U \), we cannot find \( x \in \partial U \) satisfying \( x = v \mathcal{F}(x) \) for some \( v \in (0, 1) \). Therefore, by the Leray-Schauder nonlinear alternative for the Kakutani maps [25], \( \mathcal{F} \) has a fixed point \( y \in \mathcal{U} \) which is a solution of problem (3)–(4). This completes the proof.

In our next result, we show the existence of solutions for the nonconvex valued case of problem (3)–(4). For that, we need the following assumptions.

(B) \( F : [a, b] \times \mathbb{R} \rightarrow \mathcal{P}_{cp}(\mathbb{R}) \) is such that \( F(\cdot, x) : [a, b] \rightarrow \mathcal{P}_{cp}(\mathbb{R}) \) is measurable for each \( x \in \mathbb{R} \), where \( \mathcal{P}_{cp}(\mathbb{R}) = \{ Y \in \mathcal{P}(\mathbb{R}) : Y \text{ is compact} \} \)
Suppose that conditions (B1) and (B2) hold and that $X$ is a convex metric space (Proposition III.4 in [30]), we can apply a fixed-point theorem for multivalued maps due to Covitz and Nadler [29]; if $\mathcal{N} : X \to \mathcal{P}_d(X)$ is a contraction, then $\text{Fix} \mathcal{N} \neq \emptyset$, where $\mathcal{P}_d(X) = \{ Y \in \mathcal{P}(X) : Y$ is closed $\}$.

**Theorem 17.** Suppose that conditions (B1) and (B2) hold and that

$$\delta = \| m \| \Omega_1 + \Omega_2 < 1.$$  \hspace{1cm} (64)

Then, problem (3)-(4) has at least one solution on $[a, b]$.

Proof. In view of (B2), the set $S_{F, x}$ is nonempty for each $x \in C([a, b], \mathbb{R})$, and hence $F$ has a measurable selection (see Theorem III.6 in [30]). Now, we verify that operator $\mathcal{F}$ defined by (49) satisfies the hypothesis of Covitz and Nadler’s fixed theorem [29]. In order to establish that $\mathcal{F}(x) \in \mathcal{P}_d \left( C([a, b], \mathbb{R}) \right)$ for each $x \in C([a, b], \mathbb{R})$, let $\{ u_n \}_{n \geq 0} \in \mathcal{F}(x)$ be such that $u_n \rightharpoonup u$ (n $\to +\infty$) in $C([a, b], \mathbb{R})$. Then, $u \in C([a, b], \mathbb{R})$ and there exists $v_0 \in S_{F, u}$ such that, for each $t \in [a, b]$

$$u_n(t) = I^{\rho_0, \tau_0} v_n(t) - \lambda I^{\rho_2} x(t)$$
$$+ \frac{(t - a)^{\rho_2 - 1}}{\Lambda(\gamma_1 + \alpha_2)} \left[ \eta I^{\rho_2} v_n(t) - \lambda I^{\rho_2} x(t) \right]$$
$$- I^{\rho_2} v_n(t) + \lambda I^{\rho_2} x(t).$$  \hspace{1cm} (65)

Since $F$ is compact valued, we pass onto a subsequence (if necessary) to obtain that $v_n$ converges to $v$ in $L^1([a, b], \mathbb{R})$. Therefore, $v \in S_{F, x}$, and for each $t \in [a, b]$, we have

$$u_n(t) \rightharpoonup u(t) = I^{\rho_0, \tau_0} v(t) - \lambda I^{\rho_2} x(t)$$
$$+ \frac{(t - a)^{\rho_2 - 1}}{\Lambda(\gamma_1 + \alpha_2)} \left[ \eta I^{\rho_2} v(t) - \lambda I^{\rho_2} x(t) \right]$$
$$- I^{\rho_2} v(t) + \lambda I^{\rho_2} x(t).$$  \hspace{1cm} (66)

which implies that $u \in \mathcal{F}(x)$.

Next, we show that we can find a $\delta < 1$ (defined by (64)) satisfying

$$H_d(\mathcal{F}(x), \mathcal{F}(\bar{x})) \leq \delta \| x - \bar{x} \|$$
for each $x, \bar{x} \in C^2([a, b], \mathbb{R})$.  \hspace{1cm} (67)

Let $x, \bar{x} \in C^2([a, b], \mathbb{R})$ and $h_1 \in \mathcal{F}(x)$. Then, there exists $v_1(t) \in F(t, x(t))$ such that, for each $t \in [a, b]$,

$$h_1(t) = I^{\rho_0, \tau_0} v_1(t) - \lambda I^{\rho_2} x(t)$$
$$+ \frac{(t - a)^{\rho_2 - 1}}{\Lambda(\gamma_1 + \alpha_2)} \left[ \eta I^{\rho_2} v_1(t) - \lambda I^{\rho_2} x(t) \right]$$
$$+ I^{\rho_2} v_1(t) + \lambda I^{\rho_2} x(t).$$  \hspace{1cm} (68)

By assumption (B2), we have that $H_d(F(t, x), F(t, \bar{x})) \leq m(t) \| x(t) - \bar{x}(t) \|$. So we can find $q \in F(t, \bar{x}(t))$, such that

$$\| v_1(t) - q \| \leq m(t) \| x(t) - \bar{x}(t) \|, \quad t \in [a, b].$$  \hspace{1cm} (69)

Define $\mathcal{Y} : [a, b] \to \mathcal{P}(\mathbb{R})$ by

$$\mathcal{Y}(t) = \{ q \in \mathbb{R} : \| v_1(t) - q \| \leq m(t) \| x(t) - \bar{x}(t) \| \}. \hspace{1cm} (70)$$

As the multivalued operator $\mathcal{Y}(t) \cap F(t, \bar{x}(t))$ is measurable (Proposition III.4 in [30]), we can find a function $v_2(t)$ which is a measurable selection for $\mathcal{Y}$. So $v_2(t) \in F(t, \bar{x}(t))$, and for each $t \in [a, b]$, we have $\| v_1(t) - v_2(t) \| \leq m(t) \| x(t) - \bar{x}(t) \|$.

For each $t \in [a, b]$, let us define

$$h_2(t) = I^{\rho_0, \tau_0} v_2(t) - \lambda I^{\rho_2} \bar{x}(t)$$
$$+ \frac{(t - a)^{\rho_2 - 1}}{\Lambda(\gamma_1 + \alpha_2)} \left[ \eta I^{\rho_2} v_2(t) - \lambda I^{\rho_2} \bar{x}(t) \right]$$
$$+ I^{\rho_2} v_2(t) + \lambda I^{\rho_2} \bar{x}(t).$$  \hspace{1cm} (71)

Thus,

$$\| h_1(t) - h_2(t) \| = I^{\rho_0, \tau_0} \left( \| v_1(t) - v_2(t) \| + \lambda I^{\rho_2} \| x(t) - \bar{x}(t) \| \right)$$
$$+ \frac{(b - a)^{\rho_2 - 1}}{\Lambda(\gamma_1 + \alpha_2)} \left[ \eta I^{\rho_2} \| v_1(t) - v_2(t) \| \right]$$
$$+ \frac{(b - a)^{\rho_2 - 1}}{\Lambda(\gamma_1 + \alpha_2)} \left[ \eta I^{\rho_2} \| x(t) - \bar{x}(t) \| \right]$$
$$+ I^{\rho_2} \| v_1(t) - v_2(t) \| + \lambda I^{\rho_2} \| x(t) - \bar{x}(t) \|.$$  \hspace{1cm} (72)
\[ \| h_1 - h_2 \| \leq (\| m \| \Omega_1 + \Omega_2) \| x - \tilde{x} \|. \quad (73) \]

By interchanging the roles of \( x \) and \( \tilde{x} \), one can obtain in a similar manner that
\[ H_d(\mathcal{F}(x), \mathcal{F}(\tilde{x})) \leq (\| m \| \Omega_1 + \Omega_2) \| x - \tilde{x} \|. \quad (74) \]

This shows that \( \mathcal{F} \) is a contraction. So, by Covitz and Nadler’s fixed-point theorem [29], operator \( \mathcal{F} \) has a fixed-point \( x \) which corresponds to a solution of problem (3)–(4). This completes the proof.

**Example 18.** Consider the three-point boundary value problem of the Langevin inclusion with the Hilfer fractional derivative of the form:
\[
\begin{align*}
\left\{ \begin{array}{l}
\mu_D^{(3/7), (2/3)} (\mu_D^{(5/7), (1/4)} + \frac{1}{10}) x(t) \in F(t, x(t)), \quad t \in \left[ \frac{3}{5}, \frac{9}{5} \right], \\
x \left[ \frac{3}{5} \right] = 0, \quad x \left[ \frac{9}{5} \right] = \frac{3}{4} - \frac{7}{5}.
\end{array} \right.
\end{align*}
\]
(75)

where
\[
F(t, x) = \left[ \frac{1 + \sin |x|}{(15 + t)^2} \left( \frac{t + 1}{41} \right) \left( \frac{1 + 2|x|}{1 + |x|} \right) \right].
\]
(76)

Here, \( \alpha_1 = 3/7, \alpha_2 = 5/7, \beta_1 = 2/3, \beta_2 = 1/4, \lambda = 1/10, a = 3/5, b = 9/5, \eta = 7/5, \) and \( \theta = 3/4 \). We can find that \( \gamma_1 = 17/21, \gamma_2 = 11/14, \Lambda \approx 0.4879734002, \Omega_1 = 5.461283890, \) and \( \Omega_2 = 0.6208844245 \). It is clear that \( F \) is measurable for all \( x \in \mathbb{R} \). Now, we see that
\[ H_d(F(t, x), F(t, y)) \leq \left( \frac{t + 1}{41} \right) |x - y|, \quad x, y \in \mathbb{R}, \quad t \in \left[ \frac{3}{5}, \frac{9}{5} \right]. \quad (77) \]

By choosing \( m(t) = (t + 1)/41 \), we have \( \| m \| = 14/205 \) and also we obtain \( d(0, F(t, 0)) \leq m(t), \ t \in [3/5, 9/5] \). Then we find that
\[
\| m \| \Omega_1 + \Omega_2 \approx 0.9938501536 < 1.
\]
(78)

Hence, by using Theorem 17, we get that the boundary value problem (75) has at least one solution on \([3/5, 9/5] \).
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