Large Eddy Simulation of an Ethanol Spray Flame with Secondary Droplet Breakup
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Abstract
A computational investigation of three configurations of the Delft Spray in Hot-diluted Co-flow (DSHC) is presented. The selected burner comprises a hollow cone pressure swirl atomiser, injecting an ethanol spray, located in the centre of a hot co-flow generator, with the conditions studied corresponding to Moderate or Intense Low-oxygen Dilution (MILD) combustion. The simulations are performed in the context of Large Eddy Simulation (LES) in combination with a transport equation for the joint probability density function (pdf) of the scalars, solved using the Eulerian stochastic field method. The liquid phase is simulated by the use of a Lagrangian point particle approach, where the sub-grid-scale interactions are modelled with a stochastic approach. Droplet breakup is represented by a simple primary breakup model in combination with a stochastic secondary breakup formulation. The approach requires only a minimal knowledge of the fuel injector and avoids the need to specify droplet size and velocity distributions at the injection point. The method produces satisfactory agreement with the experimental data and the velocity fields of the gas and liquid phase both averaged and ‘size-class by size-class’ are well depicted. Two widely accepted evaporation models, utilising a phase equilibrium assumption, are used to investigate the influence of evaporation on the evolution of the liquid phase and the effects on the flame. An analysis on the dynamics of stabilisation sheds light on the importance of droplet size in the three spray flames; different size droplets play different roles in the stabilisation of the flames.
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1 Introduction

Spray combustion is a highly challenging physical phenomenon involving multi-scale multi-phase processes in a reacting environment. The chemical length and time scales at which reaction occurs are very small compared to the integral length and time scales of the flow. The length scales at which the breakup of the liquid film issuing from the injector occur are also much smaller than those of the flow considered. Thus in order to perform large scale simulations, whilst operating at the optimum point between computational cost and accuracy, the extensive use of models is required. It is therefore important to understand the consequences of the modelling choices so as to better interpret the results and be aware of their predictive limitations.

If a simulation of any practical device is to be performed then Large Eddy Simulation (LES) provides a satisfactory degree of detail while keeping the computational cost reasonable. While Direct Numerical Simulation (DNS) studies may provide fundamental insights into MILD combustion regimes (van Oijen 2013; Minamoto and Swaminathan 2014), due to the very large computing requirements, especially for high Reynolds number flows, it is not currently feasible for industrial scale devices. In contrast the less expensive Reynolds Averaged Navier-Stokes (RANS) approach does not provide sufficient information on the interaction between the gas and the liquid phases.

In the present paper the Delft Spray in Hot-diluted Co-flow (DSHC) burner, used in one of the few detailed studies of Moderate or Intense Low-oxygen Dilution (MILD) combustion available, has been simulated. The experimental investigation was performed in TU Delft by Roekaerts et al. (Correia Rodrigues et al. 2015a, b), and provides a comprehensive characterisation of both the gaseous and liquid phase in terms of the velocity and temperature fields. Different co-flow temperatures are considered experimentally and present work describes the results of simulation of three cases measured.

The DSHC has been studied numerically at TU Delft by Roekaerts et al. (Ma et al. 2015; Ma and Roekaerts 2016a, b, c), Motaalegh Mahalegi and Mardani 2019 and by the authors (Gallot-Lavallée et al. 2016). The groups employ different approaches for modelling combustion. Roekaerts et al apply Flamelet Generated Manifolds (FGM), which is based on tabulation of the chemical mechanism in terms of two variables, mixture fraction and reaction progress variable. Hence the local temperature and chemical composition is ultimately based on the tabulated flamelets. The approach has been applied using both RANS and LES. In Motaalegh Mahalegi and Mardani (2019) the approach adopted is RANS, the EDC combustion model (with a skeletal chemical mechanism) and the Lagrangian tracking of droplets. In contrast Gallot-Lavallée et al. (2016) applied the stochastic fields method to solve the modelled transport equation for the joint pdf of the scalars (mass fractions and enthalpy) needed to describe reaction. The method allows for a comprehensive description of the chemical reaction mechanism used and no explicit assumptions regarding the mode of burning are required. It provides a more detailed description of the underlying chemical mechanisms. For the liquid phase Ma et al. (2015), Ma and Roekaerts (2016a), Ma and Roekaerts (2016b), Ma and Roekaerts (2016c) and Gallot-Lavallée et al. (2016) both used a Lagrangian point particle approach, and proposed a conditional injection method (Gallot-Lavallée et al. 2016; Ma and Roekaerts 2016a) to characterise the injection process. This requires assumptions regarding the distribution of droplet diameter at the injection location and adjustments are required on a case specific basis.

In the present work LES is applied with the stochastic fields method being used for the gas phase conjunction together with a Lagrangian point particle approach for the dispersed
phase. The influence of sub-grid-scale (sgs) fluctuations on droplet dispersion are represented in a stochastic fashion as proposed by Bini and Jones (2008). The code used for this simulation is the in-house BOFFIN (Jones et al. 2002) which has previously been used to simulate a range of flames, for example a stratified flame (Brauner et al. 2016), gas turbine combustor (Jones et al. 2014, 2015), methanol spray flame (Jones et al. 2015) and the Sandia n-heptane spray flame (Gallot Lavallée and Jones 2016) amongst others.

The major aim of the present paper is to devise an injection model whereby the number of parameters needed to characterise the injector is minimised and the need to specify a droplet size and velocity distribution at the injection point is avoided. One possible alternative would be to adopt a complete and full multi-phase flow formulation. An example of such an approach is provided in Xiao et al. (2014a) and Xiao et al. (2014b) where an LES of a single drop and liquid jet breakup are considered. However, a full two-phase computation requires an extremely fine mesh and to combine this with a spray flame computation is likely to be prohibitively computationally expensive at the present time. As an alternative a simple primary droplet breakup model is combined with a probabilistic formulation of secondary breakup. The primary breakup model represents droplet formation via instabilities of the incoming fuel jet/sheet and provides an estimate of the resulting mean droplet size. Droplets of this size are then injected into the domain with a velocity determined by the fuel flow rate and the injector geometry; the subsequent secondary droplet breakup then being determined via a probabilistic formulation. The secondary breakup model is based on that proposed in Jones and Lettieri (2010). A similar approach using a different stochastic breakup model is described in Irannejad and Jaberi (2014). The influence of two equilibrium-based evaporation models, widely accepted in the literature Chen and Pereira (1996), are also investigated to provide an improved understanding of the dynamics of spray flame stabilisation. A preliminary study on a single droplet is used to provide insight into general characteristics of the models. In the spray flame the two models are compared in respect of the gaseous and liquid phase velocity fields and the flame structure and species production. The effect of the boundary conditions on flame stabilisation are also discussed.

In the first section of the paper a description of the mathematical models is provided, followed by the description of the experimental and numerical configuration. The results are then presented for a single droplet case and for the experimentally studied flames. A summary of the conclusions drawn follows.

2 Mathematical Modelling

Simulating a spray flame requires a careful choice of the different available modelling techniques in order to achieve accurate results whilst keeping the computational cost affordable. Specifically LES is adopted for the solution of the gas phase equations describing the evolution of the scalars and vector fields. In LES a spatial filter is applied to the equations of motion thereby filtering out the fine sub-filter scales from the equations. The method thus involves the direct simulation of large scale motions, which represent the most significant part of the energy spectrum, while the effects of the small, least energetic scales are modelled. Simple eddy viscosity models are conventionally adopted for the small sub-grid scale (sgs) fluctuations. Providing the Reynolds number, based on both viscosity and the sgs viscosity remains large, then the main role of the sgs model is to provide a mechanism for the dissipation of kinetic
energy, (Wille 1997; Pope 2004). As a consequence results are relatively insensitive to
the sgs closure model used and their direct influence on transport are negligible. The
solution of the scalar fields is obtained via the use of the joint sgs-pdf solved by means
of the stochastic field method. In this context the multi-phase flow is represented by
the Lagrangian point particle approach, the atomisation process is accounted by a sto-
chastic model for breakup.

2.1 Continuous Phase

2.1.1 Fluid Filtered Equations

In order to obtain the equations to be solved in LES, the equations of motion are fil-
tered in order to separate the large scales from the small. The spatial filtering operator
applied to a general function \( f(x, t) \) is defined in the physical space as:

\[
\tilde{f}(x, t) = \int_{\Omega} G(x - x'; \Delta(x)) f(x', t) dx'
\]

where \( \Omega \) is the integration domain, \( G \) is the filter function that must satisfy the normalisa-
tion property:

\[
\int_{\Omega} G(x - x'; \Delta(x)) dx' = 1
\]

The density variations in the unresolved scales that arise in combusting flows can be treated
through the use of density weighted, or Favre, filtering, defined by \( \tilde{f}(x, t) = \rho f / \rho \). With
the inclusion of the contribution from the dispersed phase—treated as point sources— the
application of the density weighted filtering operation to the equations of motion results in:

\[
\frac{\partial \rho_g}{\partial t} + \frac{\partial (\rho_g \tilde{u}_j)}{\partial x_j} = \tilde{m}
\]

\[
\frac{\partial (\rho_g \tilde{u}_i)}{\partial t} + \frac{\partial (\rho_g \tilde{u}_i \tilde{u}_j)}{\partial x_j} = -\frac{\partial \rho}{\partial x_i} + \frac{\partial}{\partial x_j} (2 \mu \tilde{e}_{ij}) + \frac{\partial \tau_{ij}^{sgs}}{\partial x_j} + \rho_g g_i + \tilde{m}_{mom,i}
\]

where \( \rho_g \) is the density of the gaseous phase, \( u_i \) is the gas phase velocity, \( \mu \) is the viscos-
ity, \( p \) is the static pressure and \( e_{ij} \) is the strain tensor. It is noted that the use of the Favre
filter operator results in Eq. (3) appearing in closed form. The terms \( \tilde{m} \) and \( \tilde{m}_{mom} \) repres-
ent sources of mass and momentum arising from evaporating spray. The sub-grid scale
stress tensor \( \tau_{ij}^{sgs} = \rho (u_i \tilde{u}_j - \tilde{u}_i \tilde{u}_j) \) is determined via the dynamically calibrated version of
the Smagorinsky model proposed by Piomelli and Liu (1995).
2.1.2 Scalar Equations

In the present work the variation in thermodynamic pressure can be neglected and the unity Lewis (Le) number approximation is invoked so that a homologous equation for the species conservation and energy can be written:

\[
\frac{\partial \tilde{\rho}_s \tilde{\phi}_a}{\partial t} + \frac{\partial \tilde{\rho}_s \tilde{\phi}_a \tilde{u}_j}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{\mu}{\sigma} \frac{\partial \tilde{\phi}_a}{\partial x_j} \right) + \frac{\partial \mathcal{J}^{\text{sgs}}}{\partial x_j} +
\]

\[
\quad + \tilde{m}_a(\phi) + \tilde{\rho}_s \tilde{\omega}_a(\phi)
\]

where \( \phi_a \) is the \( a^{th} \) scalar field, \( \mathcal{J}^{\text{sgs}} \) is the sub-grid flux, \( \tilde{m}_a \) represents the rate of addition of mass of species \( \alpha \) to the continuous phase per unit volume through droplet evaporation and \( \sigma \) is the Prandtl or Schmidt number. The filtered form of the conservation equations for the chemical species contain the filtered net formation rate through chemical reaction, \( \tilde{\rho}_g \tilde{\omega}_a \). The direct evaluation of this poses serious difficulties and the equation is not solved directly, instead a joint \textit{sgs-pdf} evolution equation formulation is adopted.

The source terms appearing in the gas phase equations (3) and (4) are evaluated as:

\[
\tilde{m} = \frac{1}{4} \sum_{p=1}^{n} m^{(p)}
\]

where \( n \) is the number of droplets contained within the finite volume cell and \( m^{(p)} \) is the source term arising from the \( p^{th} \) droplet.

2.2 Sub-Grid Joint pdf

An exact equation describing the evolution of the joint sub-grid (more strictly the fine grained) pdf \( P_{\text{sgs}} \) defined as:

\[
P_{\text{sgs}}(\psi; \mathbf{x}, t) = \frac{1}{N} \sum_{n=1}^{N} \prod_{a=1}^{N_{s}} \delta \left[ \psi_a - \xi_{a}^{n}(\mathbf{x}, t) \right]
\]

can be derived by standard methods, e.g. Gao and O’Brien (1993). Following the approach of Brauner et al. (2016) the resolved part of the convection and ‘molecular’ mixing are added to both sides of the equation so that the modelled form the equation becomes:
where $\sigma_{sgs}$ is assigned the value 0.7 and $\dot{\omega}_{\alpha}(\psi)$ is, in the case of chemical species, the net formation rate through chemical reaction. The terms on the rhs of equation represent $sgs$-transport of $pdf$ and $sgs$ micro-mixing respectively, which are represented by a Smagorinsky type gradient model and by the Linear Mean Square Estimation (LMSE) closure (Dopazo 1979). The micro-mixing constant $C_d$ is 2.0 and the time-scale is given by $\tau_{sgs} = d^2/\mu_{sgs}$. The role of the micro-mixing term is to drive instantaneous chemical compositions or enthalpy of the $n^{th}$ field towards their filtered mean value according to the sub-grid time scale. Equation (7) has the merit of becoming exact in the DNS limit or where $sgs$ variations are negligible. In the present work this equation describing the evolution of the $pdf$ is solved using the stochastic fields method.

2.3 Stochastic Field Method

The temporal evolution of the joint $sgs$-$pdf$ is represented by an ensemble of $N$ stochastic fields, with each field involving the $N_s$ scalars, namely $\xi_{\psi,n}^n(x,t)$ with $1 \leq n \leq N$ and $1 \leq \alpha \leq N_s$. In the present work the Itô formulation of the stochastic integral is adopted and the influence of the $sgs$ fluctuations of the dispersed phase is neglected (Jones et al. 2016). Thus the fields evolves according to:

$$
\frac{\partial \tilde{P}_{sgs}(\psi)}{\partial t} + \frac{\partial \tilde{\rho} u_j \tilde{P}_{sgs}(\psi)}{\partial x_j} - \frac{\partial}{\partial x_j} \left[ \frac{\mu}{\sigma} \frac{\partial \tilde{P}_{sgs}(\psi)}{\partial x_j} \right] + \sum_{a=1}^{N_s} \sum_{\alpha=1}^{N_s} \frac{\partial}{\partial \psi_a} \left[ \tilde{\rho} \tilde{m}_{\alpha}(\psi) \tilde{P}_{sgs}(\psi) \right] =
$$

$$
\frac{\partial}{\partial x_j} \left[ \frac{\mu_{sgs}}{\sigma_{sgs}} \frac{\partial \tilde{P}_{sgs}(\psi)}{\partial x_j} \right] + \frac{C_d}{\tau_{sgs}} \sum_{a=1}^{N_s} \frac{\partial}{\partial \psi_a} \left[ (\psi_a - \tilde{\phi}_a(x,t)) \tilde{P}(\psi) \right]
$$
The stochastic fields given by Eq. (8) are not to be mistaken with any particular realisation of the real field, but rather form an equivalent stochastic system (both sets have the same one-point pdf, Gardiner 1983) smooth on the scale of the filter width. From the set of stochastic fields is possible to calculate the instantaneous mean field:

\[ \hat{\phi}_a = \frac{1}{N} \sum_{n=1}^{N} \xi^n_a \]  

(9)

The liquid-phase contributions to Eq. (8) are evaluated via the spray equations, described below, using the continuous phase values of species concentrations and temperature.

### 2.4 Discrete Phase

The droplets are presumed to be sufficiently small as to be represented by point sources for the continuous phase and the spray is assumed ‘dilute’, Jenny et al. 2012. Following the work of Bini and Jones (2008), a probabilistic representation of the spray is adopted. The spray pdf is described as a function of a set of macroscopic variables: the droplet radius, \( r \), velocity \( \dot{v} \), temperature \( \theta \). If, as is the present case, the breakup process is considered, the droplet number \( N \) is also to be included. In the present case the equation for the evolution of the corresponding joint pdf \( \hat{P}_p(\xi, \theta, n; \dot{v}, r) \) is:

\[
\frac{\partial \hat{P}_p}{\partial t} + \frac{\partial}{\partial \dot{v}_j} (a_j \hat{P}_p) + \frac{\partial}{\partial r} (R \hat{P}_p) + \\
+ \frac{\partial}{\partial \theta} (\Theta \hat{P}_p) + \frac{\partial}{\partial n} (\dot{N} \hat{P}_p) = 0
\]  

(10)

where \( a_j \) is the conditional particle acceleration, \( R \) the conditional rate of change of the droplet size through evaporation, \( \Theta \) the conditional rate of change of droplet temperature caused by heat transfer from the surrounding gas phase, and \( \dot{N} \) is the conditional rate of change of the number of droplets due to the breakup. Considering the state space \( \Phi = \{ \dot{v}, r, \theta, n \} \) to be a realisation of the sampling space \( \Psi = \{ \dot{v}, R, \Theta, N \} \), the rates of changes appearing Eq. (10) can be written in a general form as:

\[
E \left( \frac{D\Psi}{Dt} \right) \bigg| \Psi = \Phi
\]

(11)

where the expectation of the rate of change of the state variable \( D\Psi/Dt \) is conditioned upon \( \Psi = \Phi \). The solution of the LES-pdf equations provides the deterministic instantaneous mean values of the scalar and velocity field of the gaseous phase at the droplet location. The particles are treated as point sources so that the fluctuations at the unresolved subgrid-scales have an impact on the evolution of the droplets. The effect of the fluctuations
of velocity and scalar fields such as temperature and mixture composition of the carrier phase must therefore be taken into account and modelled. To achieve this, Eq. (10) is first replaced with a set of stochastic differential equations as described in Bini and Jones (2007), which utilises a stochastic Markov model to represent the unresolved fluctuations. This stochastic particle approach (Jones and Sheen 1999; Bini and Jones 2007; Bini 2007) is consistent with the stochastic approach to the solution of the joint sub-grid pdf for the continuous phase.

2.4.1 Droplet Dispersion

The velocity of the droplets is obtained by the sum of deterministic contribution as formulated by Maxey and Riley (1983), and by a stochastic contribution as follow:

\[
d\mathbf{V}^{(p)} = \tau_p^{-1} \left( \mathbf{\bar{U}} - \mathbf{V}^{(p)} \right) dt + \left( 1 - \frac{\rho_p}{\rho_g} \right) g dt + \left( \frac{k_{sgs}}{\tau_f} \right)^{1/2} d\mathbf{W}_f
\]

(12)

where \( \mathbf{V}^{(p)} \) is the velocity of the \( p \)th particle, \( \mathbf{\bar{U}} \) is the filtered gas velocity at the droplet location, \( k_{sgs} \) is the unresolved kinetic energy of the gas phase, \( C_0 \) is a model constant with an assumed value of unity, \( g \) is the gravitational acceleration, \( d\mathbf{W}_f \) represents the increment of the Wiener process and \( \tau_f \) is a sub-grid time scale which affects the rate of interaction between the droplet and turbulence dynamics, defined as: \( \tau_f = \left( \frac{\rho_p}{\rho_g} \right)^{2n-1} \). The particle relaxation time, \( \tau_p \) is given by:

\[
\tau_p^{-1} = \frac{3}{8} \frac{\rho_p C_D}{\rho_g \ell_p} |\mathbf{U} - \mathbf{V}| \quad \text{where the drag coefficient} \quad C_D \quad \text{is obtained from Yuen and Chen (1976)}:
\]

\[
C_D = \begin{cases} 
\frac{24}{Re} \left( 1 + \frac{Re^{2/3}}{6} \right) & 0 < Re < 1000 \\
0.424 & Re \geq 1000
\end{cases}
\]

(13)

where \( Re \) is the Reynolds number based on the droplet diameter and the relative velocity of the droplet with respect to the gas phase. The \( sgs \) kinetic energy is obtained from:

\[
k_{sgs} = (2\Delta v_{sgs} e_i e_j)^{2/3} \quad \text{an expression derived using equilibrium arguments.}
\]

2.4.2 Droplet Breakup

The atomisation process that leads to a fluid film breaking up into droplets is certainly among the important challenges in spray simulations. One possible choice is to represent this phenomena by assuming an initial distribution of diameters based on empirical correlations, as reviewed in Lefebvre (1988), and use a conditional injection method to reproduce the specific characteristics of the injector. This approach has been previously applied to the simulation of the present experimental configuration using two different conditional injection models Gallot-Lavallée et al. (2016); Ma and Roekaerts (2016a). Both are based on a probabilistic injection process around the nominal injection angle, where the velocity
of the droplet varies depending on the droplet size. However, the introduction of a suitable breakup model would allow the injection of droplets at a fixed size and angle, that will then break and disperse without any a priori assumptions regarding injection droplet size and velocity distributions.

A fuel injector is characterised by the injection of the liquid fuel in the form of a jet or sheet which becomes unstable and breaks up to form fragments of liquid of varied shapes and sizes (Lefebvre 1988; Gorokhovski and Herrmann 2008). The direct numerical simulation of this process requires a full multi-phase calculation and a mesh sufficiently fine to resolve it; an approach which is extremely computationally expensive. In the present work a simpler approach is adopted. The aim of the breakup model for primary atomisation is to reproduce the spray by specifying as few parameters as possible. Consequently the average diameter is calculated using the Linear Stability Analysis (LISA) (Senecal et al. 1999) model. The nominal injection angle is determined by the injector geometry and a normal distribution around that value is added to reproduce the oscillatory behaviour of the primary atomisation. The droplet velocity is determined by the fuel flow-rate.

The secondary breakup model used is the improved version of Noh et al. (Jones et al. 2016) of the previously proposed model by Jones and Lettieri (2010). The rate of change of the droplet number \( \dot{N} \) in Eq. (10) is described with a discrete Poisson process; the distribution of the droplet sizes originated from the breaking event is described by a pdf that varies depending on the turbulence surrounding the droplet. The rate of change of the number of droplets through breakup (Lasheras et al. 2002) is given by:

\[
\dot{N} = \int_{r}^{\infty} m(r_0)f(r, r_0)\omega(\epsilon, r_0)n(r_0, t)dr_0 - \omega(\epsilon, r)n(r, t)
\]

(14)

where \( f(r, r_0) \) is the pdf of the size distribution of the daughter droplet arising from the breakup of a droplet of size \( r_0 \), \( m(r_0) \) is the mean number of droplets originated from a droplet of size \( r_0 \), the breakup event occurs at a frequency of \( \omega(\epsilon, r_0) \), generating a probable number of daughter droplets \( n(r_0, t) \) in the range \( r_0 + dr \) at time \( t \). The breakup frequency, function of the radius \( r \) and the dissipation of kinetic energy \( \epsilon \), is modelled to comprise a deterministic and stochastic contribution. The former due to the disruptive effect of aero-dynamic forces and the latter to the fluctuations of the dissipation rate of turbulent kinetic energy. The expression used for \( \omega(\epsilon, r) \) is:

\[
\omega(\epsilon, r) = K_s \left[ \frac{\sqrt{\beta(\epsilon 2r)^{2/3} - 12\sigma_s/(pr)}}{2r} \right]_{\text{stochastic}} + \frac{1}{\pi} \sqrt{\frac{8\sigma_s}{\rho_l r^3}}_{\text{deterministic}}
\]

(15)

where \( \sigma_s \) is the surface tension of the liquid phase, \( \beta = 8.2 \), (Batchelor 1953) and \( K_s \) is assigned the value 2.0. The deterministic contribution to the breakup frequency is modelled to be the inverse of the breakup time scale (O’Rourke and Amsden 1987). The modelling of the stochastic part is based on the work from Martínez-Bazán et al. (1999) where the disruption of air bubbles in a turbulent water flow was investigated. It was observed that the frequency of the breakup events are dependent on the sgs dissipation of kinetic
energy given by \( e = 2(\mu + \mu_{sgs}) \tilde{S}_{ij} \tilde{S}_{ij} \). The model parameter \( K_g \) in the case of air bubbles was experimentally determined to be 0.25 and the methodology has been extended to the breakup of liquid jets in gas flow by Lasheras et al. (2002), Lasheras et al. (1998).

The pdf of the size distribution of the daughter droplets \( f(r, r_0) \) can be modelled following three approaches (Martínez-Bazán et al. 1999; Semiao et al. 1996; Babinsky and Sojka 2002): statistical models, phenomenological models based on the surface energy of a breaking droplet, and mixed models. Following the extended work of Martínez-Bazán et al. (2010) based on Martínez-Bazán et al. (1999), the following model is adopted:

\[
f^*(r^*) = \frac{r^{2} [r^{2/3} - A^{5/3}] [(1 - r^{3})^{2/9} - A^{5/3}]}{\int_{r_{\min}^{*}}^{r_{\max}^{*}} r^{2} [r^{2/3} - A^{5/3}] [(1 - r^{3})^{2/9} - A^{5/3}] dr^{*}} (16)
\]

where \( r^* = r_1/r_0 \) and \( A = r_c/r_0 \). The critical radius \( r_c = [12\sigma/(\beta \rho)]^{3/5} e^{-2/5} \) determines the threshold radius of the mother droplet \( r_0 \) above which it experience breakup. The radii of the mass conserving daughter droplets \( r_1 \) and \( r_2 \) can be obtained using the inverse transform sampling method. However if the breakup problem is treated from a trajectory point of view then this would allow the daughter droplets to have trajectories independent of each other in the phase space. This would in turn require a continuous approach, leading to excessive computational costs. For this reason the breakup event is approximated as a discrete Poisson release process (Jones and Lettieri 2010). The number of broken droplets in a time interval \( t_0 + dt \) is then obtained from:

\[
N_{\text{broken}}(r) = \int_{t_0}^{t} \omega(\epsilon, r) N_i(r) dt
\]

where \( N_i(r) \) is the number of droplets with diameter \( r \) at a given time \( t \).

To summarise the model, if a droplet is injected in the computational domain with a nominal radius \( r \), then providing this is larger than \( r_c \) and the time following injection \( \Delta t \) is greater than the expected lifetime \( t_{\text{break}} = 1/\omega \) the droplet will breakup. The effective breakup frequency \( \omega \) is obtained by sampling a Poisson distribution with mean computed from the breakup frequency given by Eq. (15). The process will continue until the droplet radius becomes smaller than \( r_c \), the number of droplets generated in the breakup \( m(r_0) \) is computed as the sum of the number of daughter particles. The interested reader is referred to Jones et al. (2016), Noh (2016) for further details.

### 2.4.3 Droplet Evaporation

The evaporation of droplets has been extensively studied Miller et al. (1998) where they observed experimentally the evaporation of different liquid fuels and compared it numerically with several evaporation models. In many circumstances the equilibrium evaporation formulations are found to be comparable to the non-equilibrium. In this study, the droplet evaporation is described using two widely established evaporation models: the rapid-mixing or infinite conductivity model and its corrected version, Sirignano (1983) that incorporates the effect of Stefan flow on the heat and mass transfer. The first will be referred to as R-M and the second as A-S. The Biot number is small and the internal droplet temperature distribution may be assumed homogeneous. Thus phase equilibrium conditions may be presumed at the droplet surface (Faeth 1983). Under these assumptions the temperature \( \theta_i^{(b)} \) and mass \( m_i^{(b)} \) of a single droplet \( i \) can be expressed as (Miller et al. 1998; Bini 2007).
where \( \theta_g \) is the carrier gas temperature at the \( p \)th particle position, \( h_{fg} \) is the latent heat of evaporation, \( C_{p,g} \) and \( C_{p,l} \) are the gas and liquid heat capacities at constant pressure, \( Pr_g \) and \( Sc_g \) are the gas-phase Prandtl and Schmidt numbers while the Nusselt, \( Nu^* \) and Sherwood, \( Sh^* \) numbers appears in a modified form to account for convection of heat and mass transfer. In this context two different models are evaluated (Ranz and Marshall 1952; Clift et al. 2005); \( k_1 \) is defined differently in the two models. The parameter \( f_2 \) is a heat transfer correction due to the evaporation of the droplet, \( H_M \) represents the driving force for mass transfer, and \( H_{ad} \) represents an additional terms to correct the assumption of infinite liquid thermal conductivity. The two model selected differs to one another according to Table 1.

Where \( B_T \) and \( B_M \) are respectively the heat and mass transfer Spalding numbers, and \( C_{p,v} \) is the heat capacity of the vapour of the liquid phase. A brief description of the fundamental assumptions involved in the two methods is outlined below. Also, to take into account the sub-grid-scales fluctuations in the continuous phase, a stochastic vaporisation modification is added and is described later in the paper.

The models are found to be sensitive to the values of thermo-physical properties (Miller et al. 1998). The established \( 1/3^{rd} \) rule (Hubbard et al. 1975) is used to estimate the properties of the gas mixture, while the heat capacities and enthalpy (Burcat and Ruscic 2005) are obtained from JANAF polynomials; the other properties are estimated according to the kinetic theory of gases (Kuo 1986; Chung et al. 1988, 1984).

**Rapid Mixing.** This is the classical evaporation model (Spalding 1953; Godsave 1953), its main advantage is its simplicity of the implementation. No correction to the evaporation due to heat transfer or for Stefan flow is included and infinite thermal conductivity is assumed \( (H_{ad} = 0) \). A quasi-steady condition for the gas phase is also assumed \( (H_M = \ln(1 + B_M)) \) where the Spalding number is defined by \( B_M = \frac{Y_{f,g} - Y_{f,s}}{Y_{f,g}} \) with \( Y_f \) being gas-phase mass fractions. The Nusselt and Sherwood numbers are calculated using the Ranz and Marshall (1952).

**Abramzon Sirignano.** The Abramzon and Sirignano model (Sirignano 1989) is a revised version of the R-M model to include the effect of Stefan flow, the Spalding heat transfer number \( B_T' \) is modified as follow:

\[
d\theta_{(p)} = \frac{f_2 Nu^*}{3Pr_g} \left( \frac{k_1}{\tau_p} \right) \left( \tilde{\theta}_g - \theta_i \right) dt + \left( \frac{h_{fg}}{C_{p,e}} \frac{m_{(p)}}{m_{(p)}} \right) dt
\]

\[
dm_{(p)} = -\frac{Sh^*}{3Sc_g} \left( \frac{m_{(i)}}{\tau_p} \right) H_M dt
\]

**Table 1** Different values that the parameters assumes for the Abramzon-Sirignano (A-S) and the Rapid Mixing (R-M) models. The subscripts \( g, l \) and \( v \) refer to gas, liquid and fuel vapour.

| Model   | \( k_1 \) | \( f_2 \) | \( Nu^*, Sh^* \) | \( H_M \)          |
|---------|----------|----------|----------------|-------------------|
| R-M     | \( C_{p,g}/C_{p,l} \) | 1        | Ranz and Marshall (1952) | \( \ln[1 + B_M] \) |
| A-S     | \( C_{p,v}/C_{p,l} \) | \( \frac{m_{(i)}}{m_{(p)} R_t} \frac{3Pr_g Y_{f,l}}{Nu} \) | Clift et al. (2005) | \( \ln[1 + B_M] \) |
where $F_M$ and $F_T$ are given by:

$$
B_T' = (1 + BM)^\phi - 1,
\phi = \frac{C_{p,c}Sh^*}{C_{p,g}Nu^*Le}
$$

$$
Nu^* = 2 + \frac{Nu_0 - 2}{F_T},
Sh^* = 2 + \frac{Sh_0 - 2}{F_M}
$$

where $F_M$ and $F_T$ are given by:

$$
F_T = \frac{(1 + B_T')^{0.7}}{B_T} \ln(1 + B_T')
$$

$$
F_M = \frac{(1 + B_M)^{0.7}}{B_M} \ln(1 + B_M)
$$

In this case, according to Sirignano (1989), the Ranz-Marshall correlations can lead to an over estimation of mass transfer rates at low Reynolds numbers, therefore the correlation of Clift et al. (2005) is used. The method requires an iterative method for the determination of $B_T'$ resulting in an increase in the computational cost, that is however limited as the algorithm converges, typically in a few iterations; for further details on the implementation of the method, refer to Noh (2016). Both models imply that the rate of change of droplet diameter increases rapidly as the droplets temperatures approach the saturation temperature—the rate of change approaches infinity as the saturation temperature is reached. As a consequence the droplets evaporate rapidly as the saturation temperature is approached and effectively disappear well before it is reached. A discussion on a simulation of the evaporation of a single droplet compared to experimental data will provide the basis for the interpretation of the results from the simulations of the lab-scale configuration. An important aspect of the two models is that the parameter $k_1$ in the case of A-S differs from that of the case R-M.

**Stochastic vaporisation modification.** Following the work of Bini and Jones (2007), the influence of the $sgs$ fluctuations on the evolution of the droplets is accounted for by a modification of the Sherwood number, and following (Gallot-Lavallée et al. 2016) the Nusselt number is modified in a similar fashion. This is achieved by separating $Sh^*$ and $Nu^*$ into a stochastic and deterministic component: $\mathcal{A}^* = \mathcal{A}^{\text{det}} + \mathcal{A}^{\text{sgs}}$ where the deterministic component is computed as previously discussed depending on the evaporation model selected. The stochastic component is constructed (consistent with the stochastic particle approach) by the use of a Wiener process that guarantees continuity, randomness and is physically realistic. The formulation is as follow:

$$
\mathcal{A}^{\text{sgs}} = \mathcal{B}_g^{1/3} \left[ \left( \frac{k_{\text{sgs}}^{1/2} \tau_p^{(i)}}{\mu_g} \right) \left| \text{d}W_i \right| \right]^{1/2} \frac{\tau_p^{3/4}}{\delta t}
$$

where $\mathcal{B}_g$ is the gas phase Schmidt or Prandtl number as appropriate.
3 Experimental Configuration

The burner simulated in this paper is the Delft Spray in a Hot-diluted Co-flow (DSHC) studied experimentally by Roekaerts et al. (Correia Rodrigues et al. 2015a, b). A schematic of the configuration is shown in Fig. 1. It comprises a cylindrical burner with 180 mm diameter in which a hot co-flow is generated by the combustion of lean fuel mixture Dutch Natural Gas (DNG) and air and the centreline a commercial hollow cone pressure swirl atomiser (WDA 0.5) produced by Delavan is used to inject liquid ethanol.

The nominal cone angle of the injector is $\eta = 30^\circ$ and the injection pressure for the three cases is 1.2 MPa. A large number of cases were measured involving different co-flow temperatures, oxygen concentrations, fuel mass flow rate and velocity of the co-flow (Correia Rodrigues et al. 2015a, b). The cases simulated in the present study are shown in Table 2.

At the end of the co-flow generator (location referred as $z=0$ indicated in Fig. 1) Laser Doppler Anemometry (LDA) was used to measure the axial and radial velocity components of the co-flow to provide detailed information on the boundary conditions. To characterise the droplets velocities and size simultaneously, a Phase Doppler Anemometry (PDA) measurement was performed allowing a direct comparison on a class-by-class size basis to be made. The temperature profiles were measured by means of Coherent Anti-Stokes Raman Scattering (CARS) technique both at $z=0$ and in the spray flame. A flue gas analyser was employed to characterise the chemical species at the location $z=0$.

| Case | $T_0K$ | $U_{cf}[m/s]$ | $O_2[\%]$ | $\dot{m}_{fuel}[kg/s]$ |
|------|--------|---------------|------------|-----------------------|
| $H_I$ | 1,480  | 3.42          | 7.1        | 3.7 E-4               |
| $H_{II}$ | 1,300 | 2.23          | 9.3        | 4.0 E-4               |
| $H_{III}$ | 1,225 | 1.81          | 10.1       | 4.1 E-4               |

Fig. 1 Non scaled schematic of the experimental set-up
4 Solution Method

The simulations are performed using the in-house code BOFFIN, a block structured highly parallelised code using MPI for inter-processor communication. It comprises a pressure based finite-volume incompressible formulation further details of which are provided in Jones and Prasad (2010). An approximate factorisation method is used for chemical reaction in which the time step is sub-divided to ensure that numerically accurate solutions are obtained. The discrete phase equations are solved using the method described in Bini and Jones (2008). In the present case eight stochastic fields are used, as it has previously been found that an increase of this value did not bring significant changes to time averaged results. The mesh used to encompass the cylindrical geometry was of height $h = 180 \text{ mm}$ and diameter $D = 160 \text{ mm}$ comprised 198 blocks with $\sim 20,000$ elements in each with a total of $\sim 4 \cdot 10^6$ nodes. The computational domain and mesh are shown in Fig. 2 where, a view from the bottom is also included.

The mesh is arranged so that a finer spacing of 0.2 mm is used in the central region, corresponding to the location of the injector. This provides for greater resolution of the atomisation process that occurs in this region. An exponential expansion in the radial direction up to 2 mm maintains an expansion ratio $< 8\%$ to minimise commutation errors. In the axial direction (parallel to the flow) finer spacing of 0.2 mm is used in the vicinity of the injector while the coarser spacing of 4mm is used towards the outlet of the domain. The time-step is fixed at $\Delta t = 1 \times 10^{-7} \text{ s}$. Simulations were carried out for 10 flow through times based on the bulk velocity and flame length to ‘washout’ the effects of initial conditions and statistics were then collected over further 15 flow through times. The reduced chemical mechanism for ethanol of Bhagatwala et al. (2014), involving 28 species, was used to describe reaction.
4.1 Boundary Conditions

The profiles for the inlet boundary conditions in the three cases in terms of chemical species, velocity and temperature were provided experimentally. At the outlet of the domain a zero gradient boundary condition is applied and at the walls a free slip condition is used. For the liquid phase boundary conditions no experimental information is available but only an estimate of the initial diameter and the velocity of the injected droplets is required and these are estimated using the LISA (Senecal et al. 1999) model resulting in an injected diameter of \( d_0 = 43 \, \mu m \) and axial velocity of \( \sim 28 \, m/s \). The nominal injection angle is fixed by the injector, and a normal distribution with a standard deviation (\( \sigma = 15^\circ \)), around that value is applied to reproduce the oscillatory behaviour of the primary atomisation. An instantaneous snapshot of the droplets under test-like conditions is presented, from a side view, in Fig. 3 and, from above the injector, in Fig. 4: in both figures the plotted size of the droplets is proportional to their physical size.

The figure refers to case \( H_I \) and serve to illustrate the simulated breakup process. In Fig. 3 shows results in a plane passing through the centerline and containing the injector with the bottom figure providing an expanded view to provide more insight on the region of initial breakup. Figure 4 presents horizontal sections orthogonal to the flow field at different axial locations.

All droplets are injected with the same diameter and the mean injection angle is also fixed but there is a small variation in the latter due to the normal distribution imposed. The size and velocity of injected droplets implies that they are roughly one diameter apart close to the injection point. After few millimetres the breakup process occurs, and the small daughter droplets tend to travel towards the centre of the spray whilst the larger ones maintain their original trajectory. This is mainly due to the momentum exchange with the gas phase that results in small droplets loosing momentum rapidly while the large droplets exhibit a ballistic behaviour. The phenomena is clearly visible in Fig. 4 where the droplets start to separate after 1 \( mm \) and at 4 \( mm \) a clear segregation is visible indicated by the sub-green droplets. These locations are far from the flame and as a consequence there is no direct interactions with it in this region. In the near injector region the diameter reduction is dominated by the breakup process but beyond this the diameters of most of the droplets fall below the critical value for breakup and evaporation appears to be dominant resulting in complete droplet evaporation beyond \( \sim 50 \, mm \) in this specific case.

5 Results

In this section a brief analysis for the case of a single evaporating droplet is presented to provide an insight on the performance of the different evaporation models. This is followed by a comparison of results of the simulations with the experimental data and the analysis of the results. The results are presented in three sections: the gaseous phase, the liquid phase and the flames.
5.1 Single Droplet Evaporation

In order to evaluate the performance of the different evaporation models, the evaporation of a single droplet in stagnant surroundings was computed and the results compared with the measurements of Saharin et al. (2012) taken using the cross wire technique. The droplets are ethanol and evaporate into an environment of 99.95% \( N_2 \) in order to prevent the ignition of the evaporated fuel vapour. Two of the reported cases have been used for comparison. The first has an initial diameter of \( d_0 = 609 \, \mu m \) and temperature...
of \( T_0 = 473 \, K \) while the second has \( d_0 = 430 \, \mu m, \, T_0 = 673 \, K \). The temporal evolution of the droplet diameter is measured by means of a high speed video camera. The droplet diameters studied are much larger than those to be found in a typical fuel injector where single droplet measurements are understandably not available. The computations are performed using the same algorithm as used in the LES code, although here it is applied to a single particle. The surrounding mixture is stagnant and represented by reference
values as in the LES code. In a spray the evaporation results in an increase in the local mixture fraction and changes to the gas phase velocity, both of which are constrained in the single droplet case.

Both the R-M and A-S evaporation models are evaluated and the results are presented in Fig. 5, where the classical $d^2$ law is observed both in the experiments and the computations.

It is interesting to observe how the ethanol droplets deviate from a linear behaviour for small diameters. This is probably associated with the non perfect anhydrous composition of the droplets. Due to the high volatility of ethanol, water will be segregated and therefore evaporate at the end of the evaporation process. Furthermore, the accuracy of the cross-wire technique for very small droplets is not fully understood and can be a source of error. The results in Fig. 5 highlight how the R-M model over predicts the evaporation rates obtained experimentally, while the A-S model closely reproduces the measurements. At the higher temperature the evaporation process is very fast and the time scales are correspondingly much shorter. At the lower temperature the discrepancy is larger with both models though the diameter decay rate is reproduced more accurately by the A-S model over much of the diameter range. The study of the single droplet evaporation indicates that the A-S model is able to represent the measured evaporation rates more closely of the R-M model. The effects of the use of these to models in LES is discussed in the following sections.

---

**Fig. 6** Gas phase axial velocity radial profiles at different locations for case $H_1$, (black solid line) R-M evaporation model, (green solid line) A-S evaporation model
5.2 Gaseous Phase

In this section the velocity profiles at different axial location for the three different cases are presented. The different radial profiles for the axial velocity are shown for case $H_I$ in Fig. 6, for case $H_{II}$ in Fig. 7, and for case $H_{III}$ in Fig. 8.
The use of the two different evaporation models does not appear to influence the gas phase velocities appreciably. Only in the case $H_I$ with the A-S model is there a somewhat larger dispersion of the axial velocity at the axial location $z = 30 \text{ mm}$.

The similarity of the profiles when comparing the two evaporation models is due to the fact that the interaction between the phases is greatest when the liquid volume fraction highest. This occurs in the region close to the injector where neither the dispersion nor the breakup is significant and for the three cases, a ‘double maximum’ in the axial velocity profile is observed. This is typical of the profile resulting from a hollow con injector. It is to be noted that the experimental velocity profiles display a small asymmetry, which can be either due to a production defect in the injector or a measure of the uncertainty in the measurements. The comparisons with the experimental data show that the profile at the first measurement location is reproduced more accurately than those further downstream. Generally the comparisons, with the exception of $H_I$ at $z = 30\text{ mm}$, show a slight over-prediction in the velocity profiles that could be linked to an excessive dispersion of the droplets at downstream locations resulting in greater transfer of momentum to the gas phase. This does not appear likely, however, as the momentum exchange is not enhanced by the different evaporation rates of the two models. The experimental data for gas phase velocity are obtained using small fuel droplets, with Stokes behaviour, as a tracer. Thus some discrepancies could also be introduced at locations close to the flame because of the different intensity of the refraction of the droplets in this region. Given that the gas phase velocity profiles are a direct result of the injection of droplets the agreement between the

Fig. 9 Sauter Mean Diameter (SMD) radial profiles at different axial location for cases $H_I$, $H_{II}$, and $H_{III}$. (black solid line) R-M evaporation model, (green solid line) A-S evaporation model
simulations and experiments for the three cases is overall satisfactory. The acceleration of the gas phase is caused by the ‘drag’ forces exerted by the droplets, without which the velocity would remain essentially constant and equal to that of the co-flow.

### 5.3 Liquid Phase

The characteristics of the dispersed phase are discussed first in terms of the Sauter Mean Diameter (SMD). The SMD is the ratio of droplet volume and droplet area and it is defined as

$$SMD = \frac{\sum d^3_{(p)}}{\sum d^2_{(p)}}.$$  

The radial profiles of SMD at different locations for the three flames are shown in Fig. 9.

The inlet conditions for the dispersed phase for the three cases are identical and the mass flow rates are closely similar so that the difference that occur are because of the interaction with different gas phase conditions. The droplets appear to be distributed in a wider region and with greater values of SMD as the co-flow temperatures are reduced (i.e. $H_I \rightarrow H_{III}$) due to the correspondingly lower evaporation rates. At the first measurement location, the difference arising from the two models is negligible because the droplets are not exposed to a hot environment for sufficient time. However, at the axial location $z = 20$ mm and beyond the effect of the faster evaporation rate of R-M as compared to A-S is evident. The difference is probably related to the discrepancies evident in the preliminary study performed of a single droplet. However, when the evaporation rate is sufficiently large, the difference

---

**Fig. 10** Axial velocity radial profiles of different class sizes at different axial location for case $H_I$. (black solid line) R-M evaporation model, (green solid line) A-S evaporation model
between the results of the two models becomes increasingly less important. The agreement of the simulations with the experiments does not seem to be significantly affected by the evaporation model except at the furthermost downstream location for cases $H_{II}$ and $H_{III}$. In these cases and location, the rapid mixing model results in an excessively rapid evaporation rate that reduces the SMD values too rapidly compared to the experimental data.

The axial velocity profiles for the different droplet classes at different downstream location for cases $H_I$, $H_{II}$ and $H_{III}$ are presented in Figs. 10, 11, 12.

The statistics are collected only when a droplet of the selected class size is present in the finite volume cell in order to reproduce the experimental measurement technique as closely as possible. Each of the columns denoted with $d = d_i \mu m$, refers to droplets with diameter $d_i - 10 \mu m < d < d_i$. The differences in the velocity profiles with the two evaporation models is due to the difference in the change in momentum of the droplets and drag. In the case where the evaporation rate is more rapid, the diameter of droplets reduces correspondingly quicker. For lower diameter droplets this results in the R-M model giving overall a larger velocities per class size than would be the case if they exhibited a ballistic type behaviour.

The droplets with larger diameters (class 40 $\mu m$) that survive at downstream locations are those that do not experience breakup—because of the breakup frequency—and they lose little axial momentum due to their larger inertia. However, the evaporation process results in a loss of mass and momentum so that the droplets decelerate because of the...
reduced diameter. A similar behaviour is observed for the class 30 μm droplets, although the smallest of the reported classes (20 μm) do not appear to change their nominal velocity substantially. This is partly due to the fact that those droplets are generated from the breakup of bigger, therefore faster moving, droplets. These resulting small droplets have initially a correspondingly high velocity but after a delay time reach an ‘equilibrium’ velocity. Also, the tracer-like behaviour of the small droplets is such that they tend to converge to the gas phase velocity. This droplet class has Stokes number, evaluated using the estimated local Kolmogorov time scale, \( St > 1 \), but the difference in the velocities between the droplets and gas phase is relatively small. To provide an overall representation of the liquid phase, the mean axial and radial velocities for the complete liquid phase are presented in Fig. 13.

The profiles refer to different axial locations and to the three cases. The radial velocities are plotted in the same figure, but shifted by \( v_r = v_r - 10 [m/s] \) in the interest of clarity. Generally the agreement with the experimental data appears to be good for the first two measurement locations, where the results of the two evaporation models do not differ substantially both in terms of axial and radial velocities. The difference is most evident in the last reported measurement location (ie \( z = 30 \text{mm} \)). Here, the A-S model, with its lower evaporation rate, results in a larger axial velocity as compared to the R-M model. While the effect was not entirely evident in the class-by-class results, it is more apparent in the average liquid phase velocity, which provide a global representation. The effect of the choice

Fig. 12 Axial velocity radial profiles of different class sizes at different axial location for case \( H_{III} \). (black solid line) R-M evaporation model, (green solid line) A-S evaporation model
of the different evaporation models thus appears to be clearer in the mean representation of the dispersed phase. The discrepancy between the models increases with increasing temperatures. In the case where the evaporation rate is faster the effect of the drag on the droplets gives rise to a larger loss of momentum. Therefore, a model that over-estimates the evaporation rates introduces, as a consequence the under prediction of the average liquid velocity.

5.4 Flames

The results of the simulations are discussed in terms of the different flames properties in this section. The effect of the different co-flow temperatures and the different evaporation models is examined by observation of the species concentration and temperature profiles. The combustion regime and the interaction between the spray and the flame are also discussed.

The temperature profiles for the three different flames and the two evaporation models at different axial locations are compared with the measured data in Fig. 14. The results for

![Graph showing mean axial and radial velocity radial profiles at different axial location for cases $H_I$, $H_{II}$, and $H_{III}$. The radial velocity profile is shifted by $v_r = v_r - 10 m/s$. (black solid line) R-M evaporation model, (green solid line) A-S evaporation model.](image-url)

Fig. 13 Mean axial and radial velocity radial profiles at different axial location for cases $H_I$, $H_{II}$, and $H_{III}$. The radial velocity profile is shifted by $v_r = v_r - 10 m/s$. (black solid line) R-M evaporation model, (green solid line) A-S evaporation model.
both models appear to be in reasonable overall agreement with the experimental data for cases $H_1$ and $H_2$, although appreciable local differences are evident. In case $H_3$ the ignition process appears to be slightly delayed in the simulations resulting in an under prediction of the temperature peak at the first measurement location.

In the three cases a comparison between the evaporation models shows that the A-S model consistently results in a thickening of the flames compared to R-M model. This is almost certainly due to the longer life of the droplets when the A-S model is used so that the droplets tend to disperse more and deliver ethanol vapour to a wider region which in turn produces a wider region of flammable gas. With the R-M model the more rapid rate of evaporation gives rise to the fuel vapour being concentrated in a narrower region, thus reducing the reactivity. A convergence study involving mesh refinement and the influence of the stochastic fields showed an insensitivity to these parameters.

An instantaneous image of the temperature in a plane containing the injection axis is presented in Fig. 15 on which contours of mixture fraction, based on carbon element, are also shown.

As expected the values of mixture fraction arising from the R-M model are higher. However with the A-S model the fuel appears to be more evenly distributed resulting in the thickening of the reaction zone discussed above. Instantaneously pockets of high mixture fraction are generated and these are associated with the interaction of the droplets with the turbulent eddying structure of the gas phase. Overall the qualitative structure of the flames
Fig. 15 Snapshots of temperature and mixture fraction for the cases $H_I$, $H_{II}$, and $H_{III}$. The dashed line shows the stoichiometric value of mixture fraction. The left and right parts of the figures show results with the R-M (left) and A-S (right) models.

| Case  | EXP mm | R-M mm | A-S mm |
|-------|--------|--------|--------|
| $H_I$ | 7.5    | 8      | 9      |
| $H_{II}$ | 13    | 12     | 11     |
| $H_{III}$ | 18   | 19     | 19     |
shown in Fig. 15 is consistent with the profiles of Fig. 14. An increasing value of the lift-off (estimated from the mean temperature and \( \text{OH} \) contours) is observed when reducing the co-flow temperature where the agreement between lift-off of the simulations and the experimental data is excellent for both the evaporation models, as summarised in Table 3.

It is interesting to observe that the choice of the evaporation model has only a marginal effect on the lift-off of the flame. The likely explanation for this is that the stabilisation...
process involves a premixed combustion regime that is linked more to the mixing problem rather than to the evaporation rate. In order to illustrate this an instantaneous plot of the flame index \((FI)\) based on the fuel vapour is shown in Fig. 16.

The left half of each of the figures refers to the R-M model, while the right hand side refers to A-S model. The flame index, Yamashita et al. (1996) is defined as
\[
FI_{C,H,OH} = \nabla Y_{C,H,OH} \cdot \nabla Y_{O_2}
\]
allows a distinction to be made between premixed and non-premixed burning, although in spray flames of the present type its use is subject to some uncertainty. If the index takes a positive value then the flame is premixed while a negative value indicates that the flame is non-premixed. There have been a number of DNS and LES studies involving Flame Index of lifted flames, for example Grout et al. (2011); Luo et al. (2011) where results indicate that the lifted base region may have both premixed and non-premixed structures.

The R-M model appears to be characterised by stronger gradients when compared to the A-S model. This is not surprising in the non-premixed region of the flame because of the correspondingly larger rate of formation of the fuel vapour. In the premixed region, corresponding to \(FI \geq 0\) where both fuel and oxygen are consumed, it appears that larger amounts of ethanol vapour lead to a larger reactivity of the mixture and therefore greater consumption of oxygen. The reduction of co-flow temperature (ie \(H_I \rightarrow H_{III}\)) causes a shift in the base of the reaction zone further upstream and the transition from non-premixed and premixed appears to be more smooth. It is observed that the location of the FI maxima is coincident with a strong transition from the inflow temperature to higher temperatures. However in this region the temperatures do not reach the fully burnt temperatures of the flame nor are they associated with \(OH\) production, typically associated with heat release. In Fig. 18 an instantaneous snapshot of the \(OH\) concentration together with the corresponding droplet distribution is shown. The figure exhibits a maximum in \(OH\) concentration that is not aligned with the maxima in the FI. However, it is associated with the maximum temperatures suggesting this to be the region with larger heat release.

Collecting together all the information presented above allows a better understanding of the flame formation and stabilisation processes. The first stage of the reaction zone is characterised by the addition of fuel via the evaporation of droplets that can be more or less intense depending on the evaporation model. This reduces the gas phase temperature because of the heat absorption related to the evaporation. The fuel vapour is added to the environment while oxygen concentration is reduced inducing a negative value of the FI associated with a non-premixed regime. When the mixing of the cold rich mixture with the hot co-flow causes the ethanol vapour to react with the oxygen, positive values of FI appear due to the negative gradients of both species in favour of intermediate products such as \(CO\) and \(CH_4\). The instantaneous snap-shot of the droplets of Fig. 18 shows that large droplets penetrate the region confined by the \(FI = 0\) line and supply fuel vapour at a higher temperature. This region is however low in oxygen as it has been consumed in the inner reaction zone closer to the centreline and correspondingly \(FI = 0\). When the fuel rich mixture mixes with the outer oxygen-rich region burning occurs, \(OH\) is produced and flame temperatures reach their adiabatic values. This is confirmed by the plotted temperature profiles and illustrated by the plots of mean (time average) heat release rates shown in Fig. 17 using the R-M model.

In Fig. 19 mixture fraction is plotted against temperature at the same location \((z = 20 \text{ mm})\) for the three flames using both evaporation models. In order to provide a qualitative idea of the location of the different points of the scatter plot, a colour-map is added: red correspond to the centreline \((r = 0)\) and blue to the co-flow \((r = 40 \text{ mm})\). From the scatter plots it is possible to observe how the centreline (red) is characterised
by low temperature and low $Z$ values, while towards the side of the flame, local ignition processes occurs in the rich-mixture region. With increasing radius from the centreline a typical adiabatic flame profile is observed until $Z_{st}$, where the temperature starts to decrease together with an increase in the richness of the mixture until it reaches the co-flow conditions. The lower co-flow temperatures reduce the mixing and the local ignition in the centreline region as it is observed by the lower dispersion of the scatter plots. The influence of the evaporation model here plays an important role. With the A-S model the dispersion is much larger than that arising from the R-M model. In case $H_{III}$ it is also interesting to observe how the profile spans a much narrower range of mixture-fractions and no ignition phenomena occurs at high $Z$ values. The flame appears to be located very close to $Z_{st}$ which is due to the lower evaporation. Reducing the co-flow temperature further while using the A-S evaporation model would probably make the fuel supply too low producing local extinction phenomena.

**Fig. 17** Mean Heat Release Rate: R-M model; slices through the computational mesh

- **(a) $H_I$**
- **(b) $H_{II}$**
- **(c) $H_{III}$**
6 Conclusion

Three different configuration of the Delft Spray in Hot-diluted Co-flow have been studied. The LES Eulerian-stochastic field method coupled with the Lagrangian stochastic particle approach was found to reliably reproduce the measured data. The current work introduced the use of a stochastic breakup model in combination with a simple primary breakup
model in order to minimise the parameters needed to characterise the injector and with the aim of providing more general approach hopefully applicable to larger number of injector configuration. The level of agreement achieved was found to be satisfactory and comparable to that previously obtained (Gallot-Lavallée et al. 2016) with estimated injector droplet size and velocity distributions. Given a specified fuel flow-rate however, with the present breakup model the only parameters that have been estimated are the diameter of the droplets injected, related to the injector orifice. No size or velocity distribution is needed and the breakup process is modelled. The droplet velocity at the injection point is determined by the fuel flow-rate and injector geometry.

Fig. 19 Mixture-fraction—temperature scatter plot at $z = 20\text{mm}$ for the three flames. Upper row R-M model, lower row A-S model. The colour scheme represents the distance from the centreline ($r = 0\text{mm}$ red) and the co-flow ($r = 40\text{mm}$ blue). The dashed line represent the stoichiometric mixture fraction calculated to be 0.1

Particular emphasis has also been put on the dependence of the LES results on two different evaporation models. A single droplet analysis comparing the infinite conductivity model and the corrected model of Abramzon and Sirignano with experimental data highlighted that the former model generally leads to an over-prediction of evaporation rates whilst the latter displays better overall agreement.

In the spray flame the two models were found to give very similar results at high temperatures but the differences become larger at low temperatures. The results of the simulations were compared with the measured the gas-phase velocity field, liquid phase average and class by class velocity fields, temperature profiles, $OH$ profiles, FI profiles and mixture fraction-temperature scatter plot. Whilst marginal differences have been observed in the gas phase velocities, the dispersed phase showed some discrepancies in
the non-size-class-specific quantities such as mean velocity and SMD. In these cases the enhanced evaporation of the infinite conductivity model reduces the SMD values at downstream locations thereby increasing their loss of momentum. The flames have similar lift-off heights but with the corrected evaporation model of Abramzon and Sirignano the reaction zone is thicker than that of the infinite conductivity model. Also the mixing process was found to be enhanced with the former model, as confirmed by the mixture fraction-temperature scatter plot.

The dynamics of the stabilisation of the flame were also investigated. The liquid ethanol spray is injected into the hot surrounds and begins to evaporate, thereby reducing the temperature locally. Due to the addition of fuel vapour and the associated local reduction of oxygen concentration the Flame Index takes negative values. When the mixture fraction levels become sufficiently large and the mixing with oxygen is sufficiently rapid reaction occurs between fuel and oxygen causing a change in the sign in the Flame Index so that it becomes positive. Intermediate species are created in this region and are stable until they are exposed to a richer oxygen region that shows high levels of $OH$ concentration. Small droplets appears to be important for the supply of fuel vapour in the inner reaction zone indicated by the change in sign of the Flame index. The larger droplets, in contrast, penetrate this region and provide fuel region where high levels of $OH$ are found. Overall a better overall agreement (although there are local discrepancies) was achieved with the corrected Abramzon and Sirignano evaporation model, consistent with the findings of Chen and Pereira (1996). The work provides validation of the stochastic breakup model for a pressure swirl atomiser, furnishes an improved insight on the DSHC stabilisation phenomena and demonstrates the effect of different evaporation models.
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