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Abstract
Context: A number of Systematic Mapping Studies (SMSs) that cover Software Engineering (SE) are reported in literature. Tertiary studies synthesize the secondary studies to provide a holistic view of an area.
Objectives: We synthesize SMSs in SE to provide insights into existing SE areas and to investigate the trends and quality of SMSs.
Methodology: We use Systematic Literature Review protocol to analyze and map the SMSs in SE, till August 2017, to SE Body of Knowledge (SWEBOK).
Results: We analyze 210 SMSs and results show that: (1) Software design and construction are most active areas in SE; (2) Some areas lack SMSs, including mathematical foundations, software configuration management, and SE tools; (3) The quality of SMSs is improving with time; (4) SMSs in journals have higher quality than SMSs in conferences and are cited more often; (5) Low quality in SMSs can be attributed to a lack of quality assessment in SMSs and not reporting information about the primary studies.
Conclusion: There is a potential for more SMSs in some SE areas. A number of SMSs do not provide the required information for an SMS, which leads to a low quality score.
Keywords: Tertiary study; systematic mapping study; secondary study; Survey; software engineering

1. Introduction

Software engineering is an active area of research with a large number of studies published every year. These studies include research papers presenting primary works, secondary studies that summarize and classify published research papers [5, 6], and tertiary studies that provide an assessment of secondary studies [8, 9]. Secondary research studies are well-established in software engineering and are useful in providing an overview and a mapping of the published papers. Tertiary studies provide an assessment of secondary studies and provide the researchers with an insight into the research landscape of a particular research area. Such studies help in the assessment and efficient interpretation of available knowledge. These studies also help in directing the focus of primary research by indexing the existing works and identifying potential gaps for further research. With the increase in the number of secondary studies in software engineering, there is a need of more tertiary research studies that aggregate and summarize the existing secondary studies. This aggregation of information is possible by conducting studies that focus on indexing, classifying, mapping and assessing the secondary studies.

Secondary studies in SE can be Systematic Literature Reviews (SLRs), systematic mapping studies (SMSs), and regular surveys. Regular surveys often suffer from selection bias and the results are
often not repeatable as these are not conducted in a systematic way with an explicitly defined protocol [4]. An SLR aims to provide an in-depth review of the primary studies and to aggregate and describe the research methodologies and results [1, 2]. While SLRs bring several benefits including a well-defined systematic research protocol, these are often time-consuming and require a significant effort. Another type of systematic study – Systematic Mapping Studies have become quite popular among researchers. These studies, similar to SLRs, follow a systematic process and a well-defined research protocol to avoid biases, however unlike SLRs, the aim of SMSs is to answer broader sets of questions of a given area. There has been a rapid increase in the number of SMSs published in various SE disciplines in recent years. For example, over 90 SMSs have been published between 2015 and 2017, with a total of 210 published SMSs till August 2017. For a new researcher or practitioner, it is laborious to go through all published secondary studies in order to gain a high-level view of the research landscape in software engineering. Such a high-level view is well captured in tertiary studies.

Tertiary studies are a form of meta-studies and cover secondary studies. Such meta-level studies are necessary to investigate, classify, analyze and interpret existing secondary studies. These studies aid new researchers and practitioners in identifying the papers that have been published in a given area, the topics that have been addressed and the gaps and potential future research topics of the area. Tertiary studies help researchers and practitioners by reducing individual effort of gathering and summarizing relevant literature [2]. In our opinion, tertiary studies play an important role in supporting future research and providing evidence regarding the impact of secondary studies as well as the growing areas in SE. Such studies support new researchers by clearly identifying the research gaps and highlighting interesting future research directions. These studies also provide evidence to reinforce or reject widely held beliefs about the research domain under study.

In this paper, we present a tertiary study that covers the SMSs published in SE up to August 2017. The paper integrates and classifies all published SMSs and will serve as a high-level catalogue of research in SE for both researchers and practitioners. The paper identifies the current trends that are observed in the published SMSs, reports on the quality and demographics of the SMSs, identifies the top researchers in SE, analyze the trends relating to the primary studies, maps the existing literature to identify gaps and evaluates the impact of the papers (measured in number of citations and normalized citations). To assess the quality of the SMSs we have used Database of Abstracts of Reviews of Effects (DARE) criteria [15] by Centre for Reviews and Dissemination, University of York. We build a systematic map of the published SMSs by using the thematic analysis approach [16]. To provide insights on how existing literature maps to the standard SE curriculum, we map the identified SMSs on the knowledge areas defined by the Software Engineering Body of Knowledge (SWEBOK) [17]. An important aspect of an SMS is the quality assessment of existing studies. For this purpose, a number of quality assessment guidelines have been recommended in literature for assessing quality of an SMS. The most widely used and
comprehensive [8, 18, 19] quality assessment guidelines in the area of SE is by Center for Reviews and Dissemination [15]. In our study, we also conduct a quality assessment of published SMSs according to the guidelines given in [15]. There are a number of guidelines available for conducting an SMS. We also identify the most-often cited guidelines for conducting an SMS to guide the researchers who are new to secondary studies. To date, this is the only study that aims to map all existing SMSs across the entire SE spectrum.

The rest of the paper is structured as follows: Section 2 presents the related work; Section 3 provides the details of the research method followed in this study. The Results of the study are presented in Section 4. Section 5 discusses the implication of our tertiary study for EBSE researchers and on software engineering education as well as practitioners. Section 6 provides a comparison of our study with the results of previous tertiary studies. The validity to threats are addressed in Section 7 and Section 8 provides limitations of the study. Finally, Section 9 discusses future directions and concludes the paper.

2. Related Work

Our paper is a tertiary study that follows the methodology of an SLR. In this section, we review the other tertiary studies published in SE and position our work.

Tertiary studies are conducted in the research areas when there are a large number of existing secondary studies that answer broader research questions [2]. The tertiary studies are designed to answer more coarse-grained questions and serve as indexes of published secondary studies [2]. A number of tertiary studies that are published in SE are presented in Table 1. We identified 17 tertiary studies in SE published between 2009 to August 2017. Out of these 17 studies, seven are broader studies that focus on SE in general, whereas ten tertiary studies cover specific sub-areas of SE.

The tertiary study by Kitchenham et al. [6] in 2009 is largely credited as the first tertiary study in SE. The study provides an overview of SLRs published in the domain of SE. The study looked at 19 published SLRs and provided guidelines for performing an SLR in SE.

Silva et al. performed a critical appraisal of SLRs in SE based on the research questions posed by studies. The study analyzed 53 SLRs and found that most of the research questions posed in the papers are exploratory and only a few studies contained causality questions [20]. The authors suggested a need for the reliable use of terminology to categorize the secondary studies and that the studies should follow well-defined reporting guidelines for assessment and comparison. Marques et al. [21] presented a tertiary study of SLRs in the sub-area of distributed software development. The study included 14 SLRs and identify the potential topics for SLRs to be conducted as well as the limitations of existing SLRs. The authors presented a classification of areas related to Distributed Computing in addition to the classification proposed by SWEBOK.
Hanssen et al. [22] reported results of a tertiary study in the area of Global Software Development (GSD). Their study includes 12 SLRs. The study emphasized the need of developing a common agenda for research in GSD community. Verner et al. [9] performed another tertiary study in the area of GSD that included 37 SLRs. The work identified project execution, environmental organization, and project planning and control as major topics covered by SLR in GSD. Moreover, the study mapped the geographic location of more prominent researchers in GSD.

Zhang et al. [23] performed a tertiary study covering 38 secondary studies in order to provide a systematic search strategy for identification of relevant literature in software engineering. The strategy helps to automatically search for relevant papers in different domain-specific conferences and journals. The strategy is evaluated on two case studies and the results show that the approach is effective to improve the process of searching for related papers while conducting an SLR. Cruzes and Dyba et al. [24] performed a tertiary study on data synthesis methods used in SLR. The paper reported that more than half of the SLRs did not contain data synthesis. Santos et al. [25] performed a tertiary study of 20 SLRs in the area of distributed software development (DSD) and identified the factors that impact the effectiveness of communication in DSD. Intiaz et al. [26] reported experiences of performing SLR by covering 116 SLRs and identified the search process and data extraction and planning as the most challenging tasks while performing an SLR. Zhou et al. [27] conducted a tertiary study on the quality assessment conducted in SLRs. The work discusses the features of the quality assessment carried out in 127 SLRs and classifies the questions related to quality assessment. The study found that most of the SLRs do not mention the purpose of quality assessment and do not include it as a part of an SLR.

Goula et al. [18] conducted a tertiary study in the area of Model Driven Engineering (MDE). The study discussed the quality attributes used in MDE based on its review of 22 SLRs. The paper identified maintainability as the most widely studied attribute in MDE. Nurdiani et al. [28] carried out a tertiary study that covered 13 SLRs to analyze the impact of applying agile and lean development practices. The study found Test Driven Development as the most followed practice among the 14 practices found in literature. Hoda et al. [29] performed a tertiary study that included 28 SLRs published on ten different research topics in Agile Software Development (ASD). The study found that research and industry relevance in ASD still remains a challenge and more models are required to combine both the communities. Garousi et al. [19] conducted a tertiary study of 101 different SLRs in software testing and concluded that most of the works focus on model-based approaches.

Khan et al. [30] presented guidelines for improving the reporting quality of empirical studies in Model Based Testing (MBT). The authors analyzed the reporting quality of 87 empirical studies and found that most of the empirical studies fail to follow the existing reporting guidelines. Furthermore, the study proposes MBT specific reporting guidelines to support reproducibility of the results for empirical studies in MBT.
Peterson et al. [10] provides an updated version of the guidelines for conducting an SMS and mapped 52 SMSs up to the year 2012. The study identifies significant improvements in the process of systematic mappings, the topics covered by SMSs and explored other demographic information. The paper answers questions related to the search protocol and reporting structure of SMSs with the aim of providing guidelines. The paper assesses the search strategies, the activities performed, criteria used for quality assessment and diagrams used for visualization of information in different SMSs. In our study, we aim to answer a different set of research questions that focus more on current trends and research gaps in SE as well as demographic information, rather than focusing on developing guidelines for mapping studies.

| S.no | Title                                                                 | Included secondary studies | Year  | Ref     |
|------|----------------------------------------------------------------------|---------------------------|-------|---------|
| 1    | Systematic literature reviews in software engineering                | 20                         | 2009  | [6]     |
| 2    | Critical appraisal of SLRs in SE from the perspective of the research questions | 53                         | 2010  | [20]    |
| 3    | Signs of Agile Trends in Global Software Engineering Research       | 12                         | 2011  | [22]    |
| 4    | Identifying relevant studies in SE                                  | 38                         | 2011  | [23]    |
| 5    | Research synthesis in software engineering                          | 49                         | 2011  | [24]    |
| 6    | Systematic Literature Reviews in Distributed Software Development    | 14                         | 2012  | [21]    |
| 7    | Systematic Literature Reviews in Global Software Development         | 37                         | 2012  | [9]     |
| 8    | Communication in Distributed Software Development Projects           | 20                         | 2012  | [25]    |
| 9    | Experiences of Conducting Systematic Literature Reviews in Software Engineering | 116                        | 2013  | [26]    |
| 10   | Risks and risk mitigation in global software development             | 37                         | 2013  | [31]    |
| 11   | Quality Assessment of Systematic Reviews in Software Engineering     | 127                        | 2015  | [27]    |
| 12   | Guidelines for conducting systematic mapping studies in software engineering: An update | 52                         | 2015  | [10]    |
| 13   | Quality in model-driven engineering                                  | 22                         | 2016  | [18]    |
| 14   | The Impacts of Agile and Lean Practices on Project Constraints       | 13                         | 2016  | [28]    |
| 15   | A systematic literature review of literature reviews in software testing | 101                        | 2016  | [19]    |
| 16   | Systematic literature reviews in agile software development: a tertiary study | 28                         | 2017  | [29]    |
| 17   | Empirical studies omit reporting necessary details: A systematic literature review of reporting quality in model based testing | 87                         | 2017  | [30]    |

Our tertiary study is significantly different from the above mentioned tertiary studies in many ways. Mainly, these tertiary studies are conducted in specific areas (e.g. Agile Software Engineering and MDE) and their scope is limited to specific sub-areas in SE. Unlike others, the scope of our study is much broader and includes all the SMSs in different areas of SE. Consequently, we pose a different set of questions to build an overall map of the domain and to identify key trends by including the papers up to August 2017. Our study provides results and insights on a higher level of abstraction than the already published tertiary studies due to being broader in nature. Moreover, we assess the quality of each included SMS and provide in-depth analysis and insights on the quality of SMSs published in journals and in conferences. We build a systematic map of SMSs in SE using both a thematic analysis and by mapping the identified results on SWEBOK knowledge areas. We provide insights on trends observed in the published SMSs to guide new researchers in Evidence based Software Engineering (EBSE) domain. We also discuss implications of identified trends on SE education and for SE practitioners. Finally, we compare
our findings with the findings of previous studies and discuss where our results confirm previously published results and where they differ.

3. Research Method

Our paper is a tertiary study that follows the same methodology as an SLR, following the guidelines proposed by Kitchenham et al. [2] and Peterson et al. [1]. These guidelines are widely accepted in the evidence-based software engineering (EBSE) community to conduct SMSs and SLRs in SE [21] [19] [31].

Figure 1(a) shows the review protocol followed in this study. We define six phases for completing this study. In phase 1, we formulate the research questions according to the stated objectives of the study. In phase 2, we define our search strategy by identifying different keywords and the relevant online databases. In phase 3, we apply the inclusion and exclusion criteria for article selection. In phase 4, quality assessment of selected SMSs is performed using the widely used DARE guidelines [15]. In phase 5, we identified the attributes and extracted the relevant information to build our systematic classification map. Finally, in phase 6, we synthesize the data and report our results. Figure 1(b) shows our complete search process. Following, we discuss the various phases of the study.

![Review Protocol and Search Process](image)

Figure 1. (a) Review Protocol, (b) Search Process

3.1. Research questions

We formulate our research questions in light of the objectives of our study and after comprehensive review of research questions in other tertiary studies, such as [8, 29, 31]. Table 2 presents our research questions.
3.2. Search procedure

The search procedure used in this research is as follows:

### 3.2.1. Search strings

| SNNo. | Research questions |
|-------|-------------------|
| RQ1.1 | Which areas in SE are addressed by SMSs based on a thematic analysis? |
| RQ1.2 | Which areas in SE are addressed by SMSs based on the SWEBOK classification of knowledge areas in SE? |
| RQ2.1 | Is the quality of published SMSs improving over time? |
| RQ2.2 | Do the SMSs published in journals have better quality than SMSs published in conference papers? |
| RQ2.3 | What are the strengths and weaknesses of published SMSs in terms of quality? |
| RQ2.4 | How does the quality of SMSs vary with publication venues? |
| RQ2.5 | What is the distribution of quality w.r.t different SE areas? |
| RQ3.1 | Which guidelines are most frequently cited for conducting SMSs? |
| RQ3.2 | Which online databases are most frequently included as sources? |
| RQ3.3 | What types of research questions are most frequently addressed by SMSs? |
| RQ3.4 | How many primary studies are included on average by published SMSs? |
| RQ3.5 | Is there an increase in the number of included studies over the years? |
| RQ4.1 | How many SMSs are published annually? What is the publication trend? |
| RQ4.2 | Which venues publish SMSs most frequently? |
| RQ4.3 | Which are the most cited papers in the area? |
| RQ4.4 | Are SMSs published in journals cited more often than SMSs published in conferences? |
| RQ4.5 | Who are the active researchers with most published SMSs? |

Table 2. Research questions
We use the guidelines provided by Kitchenham et al. [2] to finalize search keywords and the search string as follows:

- Derivation of keywords from research questions, relevant papers and books
- Identification of synonyms and alternate spellings
- Using Boolean operator, OR, for synonyms and alternative spellings
- Using Boolean operator AND to connect search keywords

We slightly altered the search strings according to the format required by each online database. Table 3 provides the search strings for each of the ten included databases.

| Search engine        | Query string                                                                 |
|----------------------|-------------------------------------------------------------------------------|
| Google scholar       | “Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review” AND “software” |
| ACM portal           | (“Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review”) OR AND (“software”) |
| IEEExplore           | (((((((“Abstract”: “systematic mapping”) OR “Abstract”: “systematic map”) OR “Abstract”: “mapping study”) OR “Abstract”: “systematic mapping study”) OR “Abstract”: “literature review”) OR “Abstract”: “scoping study”) OR “Abstract”: “systematic mapping review”) OR “Abstract”: “systematic review”) AND “software”) NOT “Publication Title”: “systematic literature review”) |
| CiteSeerX Library    | (abstract: “Systematic mapping” OR abstract: “systematic map” OR abstract: “mapping study” OR abstract: “systematic mapping study” OR abstract: “literature review” OR abstract: “scoping study” OR abstract: “systematic mapping review” OR abstract: “systematic review”) AND (text: “software”) |
| Elsevier             | ((“Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review”) AND “software”) |
| Science Direct       | (Systematic mapping OR systematic map OR mapping study OR systematic mapping study OR literature review OR scoping study OR systematic mapping review OR systematic review) and (software). |
| Wiley                | (“Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review”) AND (“software”) |
| Scopus               | (“Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review”) AND (“software”) |
| Web of Science       | (“Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review”) AND (“software”) |
| Springer Link        | (“Systematic mapping” OR “systematic map” OR “mapping study” OR “systematic mapping study” OR “literature review” OR “scoping study” OR “systematic mapping review” OR “systematic review”) AND (“software”) |

3.2.2. Online Databases

We searched in a total of ten electronic databases to extract relevant SMSs. These include: Google scholar, ACM Digital Library, IEEEXplore, CiteseerX, Elsevier, Science Direct, Wiley, Scopus, Web of Sciences, and Springer Link. The search includes title, abstract, and keywords of published
papers. These databases form a comprehensive set as they are likely to index all the published SMSs and are identified from published secondary and tertiary studies.

3.2.3. Search process

Systematic search of databases for identifying relevant studies is a key activity in a systematic review. First we searched major online databases to retrieve an initial set of relevant studies and then we applied our inclusion and exclusion criteria for further selection of relevant studies. Additionally to reduce the risk of missing relevant studies, we then applied the snowballing technique to our selected set of studies to identify additional relevant studies. Snowballing is the process of identifying relevant papers from the references and citations of the existing study pool. The newly identified studies were then filtered based on our inclusion and exclusion criteria. The same process was then iteratively applied on newly identified papers until all the relevant papers were identified. We followed the guidelines presented by Wohlin et al. to conduct the process of snowballing [32]. In backward snowballing, we examined the references of the selected studies. For example, S15 has a total of 84 references in which there was one mapping study, which was not included in our selected pool of SMSs. Therefore, we added the new study to our selected pool for the next iteration. In forward snowballing, we used Google Scholar to analyze the citations of the papers and search for more relevant studies. For example, S14 has 42 citations (by August 2017) and we found one relevant study which was already present in our selected set of SMSs. In both, forward and backward, snowballing we looked at the title, venue, and abstract of the papers cited or citing the paper. We also applied snowballing to the tertiary studies discussed in related work section. This process resulted in a total of seven new studies which raised the number of included studies to 210. The same technique was applied to the newly added studies (07) and no new study was discovered. Hence, we were left with the final set of 210 SMSs for further analysis.

3.3. Study selection

As shown in Figure 1(b), initially, we retrieved 2420 papers from online databases. We applied the inclusion and exclusion criteria for selecting the final set of studies. First, we removed duplicate papers (EC3) by using the reference management software, Mendeley [33]. After removing duplicate papers, there were 1802 papers for further scrutiny. We discarded the papers which were non-peer reviewed and for which the full text was not available in English (EC1, EC2, IC1 and IC2 are applied respectively). This step reduced the number of papers to 1256. To remove irrelevant papers, two of the authors read the title and abstract of each paper and selected 203 papers that were considered relevant to our study by at least one author (EC5, EC6, IC4 and IC5). After completing the formal search process, we applied forward and backward snowballing in the bibliography of the selected 203 studies which led to identification of seven additional relevant studies, raising the final number of studies to 210. Our protocol required that the papers for which both researchers reach consensus should be included in the study directly. The two authors managed to reach consensus on most of papers (187 SMSs, 89%) to include without requiring arbitration. The papers where the two researchers disagree, required the third author to act as an
arbitrator. Out of 30 such studies, 23 were included after the arbitration process and seven were rejected.

The final selection for this study includes 210 SMSs.

**Inclusion criteria:**
IC1: The secondary study is reported in English.
IC2: The secondary study is peer-reviewed.
IC3: Full text is available.
IC4: The secondary study reported a systematic mapping in SE.
IC5: The systematic mapping study included a systematic review process and primary studies.

**Exclusion criteria:**
EC1: The secondary study is not reported in English.
EC2: The secondary study is not peer-reviewed.
EC3: The secondary study is duplicate of an already included study.
EC4: The full text of secondary study is not available.
EC5: The secondary study does not report a systematic mapping in SE.
EC6: The systematic mapping study does not include a systematic review process and primary studies.

### 3.4. Quality assessment

Quality assessment of included studies is an essential part of secondary and tertiary studies [2, 3, 7]. The reliability of results and conclusions drawn in an SMS is associated to its quality [27]. Hence, we use the well-accepted DARE criteria [15, 18, 29] to assess the quality of SMSs. The DARE criteria are presented by Center for Reviews and Dissemination, University of York, for assessment of systematic reviews to be included in their database, called Database of Abstracts of Reviews of Effects (DARE) (http://www.crd.york.ac.uk/CRDWeb/). We use the following five questions as a criterion to evaluate the quality of included SMSs, we refer to them as Quality Criteria (QC).

QC1. Is the inclusion and exclusion criteria defined and appropriate?
QC2. Is the search adequate, i.e., does it cover all the relevant papers?
QC3. Are the included papers synthesized?
QC4. Does the paper evaluate the quality of included primary studies?
QC5. Did the study provide data about the primary studies?

For quality assessment, we extracted the attributes given in Table 4 for each included SMS. Each attribute has three possible values: 1, 0.5 or 0. The total quality score of each SMS is the sum of the values of all five attributes for that study and is ranged from low (0.5 ≤ quality score ≤ 2) to medium (2.5 ≤ quality score ≤ 3) and to high (3.5 ≤ quality score ≤ 5).
### Table 4. Parameters extracted for assessing quality of each SMS

| Attribute                                | Score                                                                                   |
|------------------------------------------|-----------------------------------------------------------------------------------------|
| **Inclusion and exclusion criteria** (QC1) | • If the inclusion and exclusion criteria are explicitly defined, the score is 1       |
|                                          | • If the inclusion and exclusion criteria are partially defined, the score is 0.5      |
|                                          | • If the inclusion and exclusion criteria are not defined, the score is 0              |
| **Search adequacy** (QC2)                | • If four or more reputed digital libraries are searched, the score is 1               |
|                                          | • If 3 or 4 digital libraries are searched with no appropriate search strategy, the score is 0.5 |
|                                          | • If two or less than two online databases are searched, the score is 0                |
| **Synthesis method** (QC3)               | • If the paper presents explicit synthesis method and a reference to the method is given, the score is 1 |
|                                          | • If the paper presents synthesis method but no reference is given, the score is 0.5  |
|                                          | • If the paper presents no synthesis method, the score is 0                           |
| **Quality assessment of primary studies** (QC4) | • If the quality assessment criterion is explicitly defined and assessed in the paper, the score is 1 |
|                                          | • If quality assessment is conducted but not reported, the score is 0.5               |
|                                          | • If no effort is made to assess the quality of included papers, the score is 0       |
| **Information about included studies** (QC5) | • If data is provided about each primary study, the score is 1                        |
|                                          | • If only summary information of primary studies is given, the score is 0.5           |
|                                          | • If the information about the primary studies is not given than the score is 0       |

Performing mathematical operations on quality scores is a widespread practice followed in recent SMSs published in software engineering [8, 18, 28, 29, 34]. However, using mathematical operations on DARE criteria values for quality assessment of a paper poses a threat to validity. This results in treating ordinal scale values as ratio scale values. In order to mitigate this risk, where possible, we rely more on presence or absence of answers to the DARE criteria questions to assess the quality of a paper. We make limited use of “total quality score” to broadly categorize the quality of the included studies. We do not use quality scores as a criterion to exclude papers.

In decision making process, Multiple Criteria Decision Aid (MCDA) instruments are widely used to facilitate decision makers, as it is based on unstructured and potentially conflicting goals and objectives [35,36]. MCDA approaches allow decision making keeping in view the preferences and judgements of the decision makers who may have different preferences for similar decision criteria. There are MCDA methods that allow evaluators to model their preferences, here we use the well-established DARE criteria in SE and the prevailing scoring scheme because it is simple, efficient and a common practice in similar studies [8,18, 28, 29, 34].

The quality scores of all 210 SMSs are given in Table A 3 in the Appendix. Two authors conducted the quality assessment independently and noted any disagreements in spreadsheet. The disagreements were resolved through meetings where a third author acted as an arbitrator. For example, S5 did not report explicit criteria for the selection of studies, but implicitly explained the selection of studies and used voting process among the authors for increasing confidence in the selection of studies. So one of the authors of our work assigned a quality score of 0.5 and another author assigned a score 1 for inclusion and exclusion criteria. In such cases, the third author was used as an arbitrator to listen to the arguments of both the authors and decide which score to assign.
to each quality criterion. Such conflicts among the authors occurred several times in around 40 SMSs which were solved through several review meetings.

3.5. Data Extraction and Synthesis

The information about the identified attributes is extracted from each of the SMS and is stored in a spreadsheet for analysis. Table 5 lists all the 23 attributes extracted for each SMS. The non-subjective attributes, such as publication year, list of databases used, and number of authors were extracted by single author of this study. For the extraction of subjective attributes, such as, review topic, knowledge area and quality assessment, two of the authors were involved. A third author acted as an arbitrator when there were disagreements.

1. First, the two authors independently extracted the subjective attributes for each SMS and provided reasoning for the value of each attribute. The reasoning was captured in the spreadsheet along with the extracted values.
2. The results were compared with each other and conflicts were noted.
3. The conflicts were resolved through meetings that involved a third author as an arbitrator.

The aim of data synthesis is to analyze and summarize the evidence from the included studies to answer the research questions of this study. We use descriptive analysis to answer the questions involving quantitative data and thematic synthesis to answer questions involving qualitative data [38].

3.6. Data Extraction results

The 210 SMSs from 2007 to august 2017 included in this study are shown in the Bibliography of Included SMSs. The Table A 1 (in appendix) shows some of the extracted attributes for all 210 papers. For each SMS, we identify the publication year, total quality score, publication type (conference/journal), number of primary studies included by the study, guidelines used for conducting the SMSs, guidelines used for quality assessment, time period covered, venue, digital databases used, number of authors, number of citations, knowledge area, type of research questions, and research areas based on keywords and thematic analysis. We only show the most significant attributes in the table instead of showing all 23 attributes due to space limitations. The studies with high quality score (quality score \( \geq 3 \)) are highlighted in bold. The included SMSs studies aggregate primary studies from 1966 to august 2017. Among the 210 SMSs included, 102 are journal papers, 102 are conference papers and 6 are published in workshops.

| No. | Data Item name | Description | Relevant RQ |
|-----|----------------|-------------|-------------|
| D1  | Title          | The title of the study | RQ1.1, RQ1.2 |
| D2  | Year           | Publication Year | RQ4.1       |
| D3  | Venue          | Where the paper is published | RQ4.2       |
The quality assessment scores for all 210 included SMSs evaluated against the criteria given in Table 4 is shown in Table A 3 (in appendix). The total quality scores assigned to each SMS range from 1-2 (low), 2.5 to 3 (medium), and to 3.5-5 (high). The distribution of quality scores is shown in Figure 4, indicating how quality varies across the included SMSs. Our analysis shows that overall the published SMSs have high quality (mean quality score is 3.2 out of 5.0). More than half of the papers have medium or high quality scores. However, the quality of SMSs published in journals is significantly higher than the quality of SMSs published in conferences. The frequency of 1’s in each quality criteria for SMSs published in journals is more than those published in conferences. For example, there are 90 out of 102 SMSs, published in journals, that have quality score 1 in inclusion and exclusion criteria whereas 75 out of 102 SMSs in conferences have a quality score 1 in the same quality criteria. In all of our five quality criteria, the SMSs published in journals have higher frequency of 1’s in each criterion than those published in conferences. Overall, 41 (33 conference and 8 journal papers) SMSs do not provide information regarding the included studies and scored zero in the corresponding criterion, information about primary studies. Majority of SMSs (60 from journals, 84 from conferences) published in journals and conferences do not measure the quality of included primary studies and scored zero in the corresponding criterion, quality assessment of included studies. Moreover, 23 SMSs (21 conference and 8
Journal) do not mention any synthesis method and 87 (55 conference and 32 journal) failed to give reference of the synthesis method used for analyzing the extracted data, therefore, scored zero and 0.5 respectively. The mean quality score of SMSs in journals is 3.7 versus the mean quality score of 2.8 for conferences (the sum of quality of a paper is calculated by adding the quality scores of a given paper across all quality criteria). The mean quality score of SMSs published in workshops is 3.1, but as there are only 4 SMSs published in workshops, no conclusions can be drawn from such a small sample. While the mean quality score suffers from the drawbacks associated with taking arithmetic means of non-ratio scale values, it is a widely used approach of summarizing the quality of SMSs [6, 29] and can provide a high level view of the quality of a paper in conjunction with the frequency-based ranking against each of the quality criteria. Further discussion is provided in Section 4, when answering research question related to quality of the published SMSs.

4. Results and answers to research questions

In this section, we present our findings and answer the research questions outlined in Section 2.

RQ 1. Which areas in SE are addressed by the SMSs?
To identify the areas addressed by the included SMSs, we map the included SMSs to knowledge areas in SE using both thematic analysis and SWEBOK syllabus, as discussed in RQ1.1 and RQ1.2.
RQ1.1 Which areas in SE are addressed by SMSs based on thematic analysis?
We classify the selected articles by using thematic analysis approach [16]. In thematic analysis, different research areas addressed by the included studies are identified by naming and defining the key themes. Two authors independently classified the SMSs which were then discussed in the review meetings attended by all authors. The research areas are identified by looking at the title, abstract and the overall focus of the SMSs. No major conflicts were identified between the two authors and the minor disagreements were resolved in discussions during the meetings. The results of thematic analysis mapping each included SMS to a thematic area are given in Table A1 (in the appendix). Figure 5 shows a word-cloud built from the sanitized titles of the included 210 SMSs. The titles are sanitized to remove words that are irrelevant for meta-analysis, including words such as “systematic mapping study”, “literature review”, and “software”.

Some of the SE areas, such as, testing, requirements, product-lines (product line engineering), quality, architecture and empirical software engineering, have been studied more often than others. Same can be observed from Figure 6 that shows the thematic research areas that have at least five published SMSs. There are 24 SMSs that are mapped to testing, which is the most covered area in SE as per the thematic analysis. There are 18 SMSs that are mapped to requirements engineering while 18 SMSs are mapped to product line engineering. The categories are not mutually exclusive and one SMS can be placed in multiple areas. For example, S167 discusses testing in software product-line engineering and is classified under the category of both the product-line engineering and testing. Requirement engineering (RE) has the second highest number of SMSs as 18 out of 193 papers are related to RE. For example, S1 is classified under RE because it focuses on the improvements in the area. Similarly, 13 SMSs that focus on the models used in different areas of software engineering are placed in model driven engineering (MDE) category. There are ten SMSs that cover Global Software Development (GSD) and ten SMSs that cover Agile Software Development (ASD). We identified ten SMSs which performed meta-analysis (e.g. S8) and are classified in meta-studies class.
Thematic analysis is a well-accepted way of building systematic maps of a research domain [16]. However, the results of thematic analysis are subjective because these are not mapped to any established standard taxonomy. Additionally, though the thematic analysis reveals the areas addressed by the included SMSs, there is no information on which areas have not been covered by these studies.

![Figure 6. Thematic areas with at least 5 SMSs](image)

**RQ1.2 Which areas in SE are addressed by SMSs based on SWEBOK classification of knowledge areas in SE?**

The classification of SE areas provided by SWEBOK is widely acknowledged and has been used in a number of secondary and tertiary studies in SE [6][S8]. The classification is formalized for academia and practitioners to present a consistent view of each knowledge area. SWEBOK provides a broad classification with some overlap between the knowledge areas, therefore a single study may potentially be mapped to multiple knowledge areas. In the second step of our classification process, we map the 210 SMSs to the SWEBOK knowledge areas. Same as the first step, mapping is done for each of included SMSs independently by two authors using the results of thematic analysis. The mappings were presented in a meeting of all authors and any disagreements in mapping between the two authors were resolved through discussions. The output of the mapping process is a systematic map of SE using SWEBOK knowledge areas, developed through consensus of all authors and is shown Figure 7.

Table 6 provides the classification of the SMSs based on SWEBOK. According to our findings, *Software design* has the highest count of 49 SMSs, whereas, *Software Engineering models and methods* is the second most frequent area of study with 31 SMSs. Other prominent areas include *Software Construction* with 28 SMSs, *Software quality* with 26 SMSs and *Software Testing* with 24 SMSs. Furthermore, *Software Engineering Management*, *Software Engineering Process* and *Computing Foundations* has 21 SMSs each. *Software Engineering Economics* has 20 SMSs, while *Software Requirements* and *Engineering foundations* has 18 SMSs each. *Software engineering professional practices* and *Software Maintenance* have 15 and 13 SMSs respectively. On the other hand, areas such as *Software configuration management and Mathematical Foundations* are relatively neglected with six and zero SMSs respectively.
Table 6. Detailed distribution of SMSs within different areas of SE as per SWEBOK

| Chapter No | Chapter Name               | Sub Areas                  | SMSs Count | SMSs References       | Total |
|------------|----------------------------|----------------------------|------------|-----------------------|-------|
| 1          | Software Requirements      |                            |            |                       |       |
|            | Software Requirement Fundamentals | 3                       | S1, S157, S164 |                       |       |
|            | Requirement Process        | 3                          | S82, S147, S186 |                       |       |
|            | Requirement Elicitation    | 6                          | S33, S38, S41, S63, S121, S141 |       |
| Section                                      | Chapters | Content           |
|----------------------------------------------|----------|-------------------|
| Requirement Analysis                        | 1        | S133              |
| Requirement Specification                   | 4        | S58, S172, S182, S203 |
| Requirement Validation                      | 0        |                   |
| Practical Consideration                     | 1        | S36               |
| Software Requirement Tools                  | 0        |                   |
|Software Design Fundamentals                 | 2        | S58, S60          |
| Key Issues in Software Design               | 3        | S78, S125, S132   |
|Software Structure and Architecture          | 18       | S2, S21, S39, S43, S68, S70, S79, S96, S98, S111, S118, S122, S130, S152, S170, S180, S185, S210 |
| User Interface Design                       | 3        | S80, S136, S165   |
|Software Design Quality and Evaluation       | 6        | S9, S42, S73, S131, S144, S150 |
|Software Design Notations                    | 3        | S117, S143, S184  |
| Component Based Design                       | 1        | S196              |
|Software Design Strategies and Methods       | 11       | S48, S61, S67, S76, S77, S113, S131, S140, S150, S158, S173 |
|Software Design Tools                        | 1        | S100              |
|Software Construction Fundamentals           | 11       | S2, S3, S28, S34, S74, S103, S135, S139, S173, S183, S201 |
| Managing Construction                        | 1        | S187              |
|Practical Consideration                      | 1        | S134              |
|Construction Technologies                    | 15       | S17, S32, S50, S62, S77, S78, S81, S84, S125, S127, S151, S159, S169, S199, S200 |
|Software Construction Tools                  | 0        |                   |
|Software Testing Fundamentals                | 5        | S19, S42, S136, S153, S172 |
|Test Levels                                  | 0        |                   |
|Test Technique                               | 17       | S48, S54, S59, S75, S90, S98, S99, S108, S116, S124, S129, S142, S145, S167, S168, S181, S194 |
|Test Measures                                | 0        |                   |
|Test Process                                | 2        | S88, S71          |
|Software Testing Tools                       | 0        |                   |
|Software Maintenance Fundamentals            | 4        | S18, S34, S36, S176 |
|Key Issues in Software Maintenance           | 4        | S57, S94, S103, S143 |
|Maintenance Process                          | 0        |                   |
|Evolution of Software                        | 1        | S197              |
|Techniques for Maintenance                   | 3        | S69, S113, S150   |
|Software Maintenance Tools                   | 1        | S138              |
|Management of SCM Process                    | 2        | S3, S178          |
|Software Configuration Identification         | 0        |                   |
|Software Configuration Control               | 1        | S94               |
|Software Configuration Status Accounting      | 0        |                   |
|Software Configuration Auditing              | 0        |                   |
| 7 | Software Engineering Management | Software Release Management and Delivery | 2 | S82, S132 |
|   |                               | Software Configuration Management Tools | 1 | S132 |
|   |                               | Initiation and Scope Definition | 0 |   |
|   |                               | Software Project Planning | 4 | S65, S158, S169, S199 |
|   |                               | Software Project Enactment | 3 | S22, S94, S186 |
|   |                               | Review and Evaluation | 4 | S18, S76, S86, S97 |
|   |                               | Closure | 0 |   |
|   |                               | Software Engineering Management | 3 | S25, S87, S187 |
|   |                               | Software Engineering Measurement | 5 | S148, S163, S174, S175, S177 |
|   |                               | Software Engineering Management Tools | 2 | S133, S159 |
| 8 | Software Engineering Process | Software Process Definition | 2 | S90, S155 |
|   |                               | Software Life Cycles | 2 | S74, S92 |
|   |                               | Software Process Assessment and Improvement | 10 | S3, S10, S46, S53, S87, S89, S93, S163, S174, S193 |
|   |                               | Software Measurement | 7 | S46, S53, S84, S126, S134, S162, S189 |
|   |                               | Software Engineering Process Tools | 0 |   |
| 9 | Software Engineering Models and Methods | Modelling | 12 | S44, S56, S63, S64, S67, S77, S101, S134, S140, S161, S169, S192 |
|   |                               | Types of Models | 5 | S54, S113, S119, S134, S164 |
|   |                               | Analysis of Models | 1 | S15 |
|   |                               | Software Engineering Methods | 13 | S31, S63, S43, S97, S102, S112, S137, S138, S145, S179, S198, S202, S206 |
| 10 | Software Quality | Software Quality Fundamentals | 16 | S11, S23, S24, S28, S53, S68, S73, S78, S81, S91, S139, S156, S172, S194, S196, S209 |
|   |                               | Software Quality Management Process | 5 | S105, S126, S146, S162, S167 |
|   |                               | Practical Considerations | 4 | S141, S144, S160, S170 |
|   |                               | Software Quality Tools | 1 | S153 |
| 11 | Software Engineering Professional Practices | Professionalism | 4 | S55, S113, S69, S166 |
|   |                               | Group Dynamics and Psychology | 10 | S11, S47, S52, S95, S106, S127, S155, S159, S164, S178 |
|   |                               | Communication Skills | 1 | S95 |
| 12 | Software Engineering Economics | Software Engineering Economics Fundamentals | 6 | S34, S97, S103, S188, S204, S208 |
|   |                               | Life Cycle Economics | 3 | S11, S154, S173 |
|   |                               | Risk and Uncertainty | 4 | S18, S106, S158, S110 |
|   |                               | Economic Analysis Methods | 6 | S55, S65, S107, S148, S153, S174 |
|   |                               | Practical Considerations | 1 | S64 |
| 13 | Computing Foundations | Problem Solving Techniques | 1 | S74 |
|   |                               | Abstraction | 0 |   |
|   |                               | Programming Fundamentals | 0 |   |
SWEBOK is organized in the form of chapters that provide a coarse-grained classification of knowledge areas in SE. Each chapter in turn provides a more fine-grained classification. For example, Software requirements is further refined into eight sub-areas that are Software requirement fundamentals, Requirement process, Requirement elicitation, Requirement analysis, Requirement specification, requirement validation, practical considerations and software requirement tools. For each identified knowledge area, the ‘sub-area’ column provides a further breakdown of SMSs mapped to that area. The sub-area shows a fine-grained distribution of SMSs as mapped to SWEBOK. It can be observed that there are a number of sub-areas that have no SMS.
Tools play an important role in SE and reports on their usage and experience are of particular importance to SE practitioners. However in general, tools in SE seem to be a neglected area and there are few SMSs aggregating the primary studies reporting tool usage experiences. Software maintenance is an important activity in SE, however the number of SMSs covering this area do not reflect the importance of the area. There is only one SMS that is conducted on role of communication skills in software engineering professional practices. Similarly, there is no SMS conducted on software engineering standards, which has implications for software engineering practitioners. Empirical methods and experiments, software structure and architecture, software construction technologies, and software testing techniques are among the most frequently addressed sub-areas.

**RQ2. What are the trends relating to quality of published SMSs?**

The result of our quality assessment (discussed in section 3.4) for all 210 studies is shown in Table A3. SMSs with high quality scores (greater than 3) are highlighted in bold. Overall, the quality scores reveal that almost half of the published SMSs are of high quality (quality scores >= 3.5), calculated as per the DARE criteria. The journal papers have higher frequency of one’s in all the quality criteria as compared to SMSs published in conferences. Also, the mean quality score for SMSs published till August 2017 is 3.2 out of 5. Overall the journal papers have a higher mean quality score (mean score = 3.7 for 102 SMSs) as compared to the conference papers (mean quality score = 2.8 for 102 SMSs). There are only six workshop papers, which are not sufficient to draw any conclusions (mean quality score = 3.1).

**RQ2.1 Is the quality of SMSs improving over time?**

Figure 8 shows the variation of quality of SMSs in SE published from 2007 to August 2017. It can be observed from the scatter plot (Figure 8) that most of the quality scores are concentrated in the top-right quadrant. There are more SMSs with medium or high quality scores in recent years. We analyze the relationship between the variables, time and quality score, and calculate the non-parametric spearman’s rank order correlation coefficient $r_s$ to determine the strength and direction of relationship [39]. Spearman’s $r_s$ is interpreted as follows: correlation value of 1 indicates that there is a strong positive relationship between the two variables, correlation value of $-1$ indicates a strong negative relationship between the two variables, while correlation value of 0 indicates that the two variables are not related. The absolute value of the correlation coefficient gives the strength of the relationship. Using the quality scores from all the included studies, we found a positive relationship between the two variables ($r_s = 0.59$, $p$-value $= 0.05$). The obtained $r_s$ value can be interpreted as showing a strong positive relationship, i.e., the quality scores are improving over time.
RQ2.2 Do the SMSs published in Journals have better quality than SMSs published in conferences?

Table 7 shows the number of SMSs published in journals, conferences and workshops in each of the quality ranges. It is noticeable that over 80% of the SMSs have medium or high quality scores (2.5 ≤ quality score ≤ 5). Figure 9-11 show the number of 1’s, 0.5’s and 0’s, respectively, for each quality criterion of SMSs published in journals, conferences, and workshops. It can be seen from the figures that journal papers have more number of 1’s in each quality criterion than conference papers. The number of one’s in all the quality assessment criteria of SMSs published in journals is 344 whereas that of conference paper is 228.

Figure 9-12 provides a visualization of conference and journal papers over different quality scores. As can be observed there are fewer journal papers with low quality scores, i.e., there are 34 conference papers with low quality as compared to only four journal papers. Overall, we found that a significant number of SMSs do not include quality assessment of primary studies (QC4). We also found a significant number of SMSs published in conferences that fail to report information on included primary studies (QC5).

Table 7 Distribution of SMSs over quality range

| Quality score range | Category | No. of journal papers | No. of conference papers | No. of workshops papers | Total |
|---------------------|----------|-----------------------|--------------------------|-------------------------|-------|
| 0.5 – 2             | low      | 4                     | 34                       | 0                       | 38    |
| 2.5 – 3.5           | Medium   | 43                    | 48                       | 6                       | 97    |
| 3.5 – 5             | High     | 55                    | 20                       | 0                       | 75    |

Figure 9. Number of 1’s in each quality criterion

Figure 10. Number of 0.5’s in each quality criterion
RQ2.3 What are the strengths and weaknesses of published SMSs in terms of quality?

To assess the strengths and weakness of the included SMSs, we analyze the quality scores of each of the 210 SMSs for the extracted quality assessment parameters corresponding to quality assessment questions suggested by DARE criteria. Individual analysis of each parameter provides insights into the strengths and weaknesses of published SMSs. We analyze the results separately for journals and conferences to gain further insights on how the responses vary between SMSs in conferences and journals. Recall that each attribute has three possible values: 1, 0.5, or 0. Figure 12 shows the quality score against each of the five identified parameters for the journal papers. A large number of SMSs published in journal papers do not provide quality assessment of included primary studies. Details of synthesis method is another area of concern as large number of papers only provide partial information on synthesizing results. Defining the IC and EC criteria, and the search process are strong points followed by inclusion of basic information about the included primary studies.
Figure 13 shows the aggregates for individual quality parameters of SMSs published in conferences. SMSs in conferences have a lower mean quality score (mean quality score of 2.8) than journals. Quality assessment of included studies is again identified as a weak point of SMSs. However, the results are more alarming, as 84 of the 102 SMSs in conferences do not provide quality assessment of included studies. Additionally, a high number of papers either completely fail to provide information about the included primary studies or only provide partial information. A high number of conference papers do not discuss the synthesis method adequately. Surprisingly, we identified ten conference papers and two journal papers (S30, S32) that fail to provide the inclusion and exclusion criteria, which is a basic requirement of SMSs.

It can be argued that the lower quality scores for conferences are a result of space limitations. Conference papers tend to be shorter than journal papers and consequently some information cannot be presented in an adequate manner [40]. The quality score of SMSs in EASE conference which has the highest number of published SMSs in SE (for conferences) is higher than other conferences.

**RQ2.4 How does the quality of SMSs vary with publication venues?**

We identify the top publication venues (defined in terms of the total count of published SMSs) for both conferences and journals. To answer this RQ, we analyze the quality scores of SMSs published in top publication venues for both conferences and journals. As discussed previously, in total there are 63 distinct conferences and 36 journals that have published at least one SMS in SE. However, most of the SMSs are published in selected few venues. For example, out of 102 included SMSs from journals, 37 are published in the journal *Information and Software Technology (IST)* and 18 are published in *Journal of Systems and Software (JSS)*. For conferences, there are 102 identified SMSs in total and the most frequent venues are *Evaluation and Assessment in Software Engineering (EASE)* with 14 SMSs and *Empirical Software Engineering and Measurement (ESEM)* with ten published SMSs. No other venue has more than five published SMSs.

| Venue                                      | Type          | No. of Papers | Mean Quality Score |
|---------------------------------------------|---------------|---------------|--------------------|
| Information and Software Technology (IST)   | Journal       | 37            | 3.97               |
| Journal of Systems and Software (JSS)       | Journal       | 18            | 3.97               |
| Evaluation and Assessment in Software Engineering (EASE) | Conference | 14            | 3.17               |
| Empirical Software Engineering and Measurement (ESEM) | Conference | 10            | 2.35               |
| Other Journals (Excluding IST and JSS)       | Journal       | 47            | 3.55               |
| Other Conferences (Excluding EASE and ESEM) | Conference | 78            | 2.82               |

When grouped together IST and JSS account for approximately half of all SMSs published in journals. Table 8 shows the distribution of the mean quality scores for top journals and conferences based on the number of papers. IST and JSS have the same mean quality score of 3.97. However,
Excluding IST and JSS, the mean quality scores still remain high (3.55) for all the remaining journals. For conferences, EASE has a mean quality score of 3.17 as compared to the mean quality score of 2.35 of ESEM, the second most frequent conference venue. Excluding EASE and ESEM, gives a mean quality score of 2.82 which is same as the overall mean for conferences.

To summarize, 55 out of 102 SMSs published in SE journals are published in IST and JSS, both of which have a high mean quality score for the published SMSs. The remaining 47 SMSs are published in 34 different journals. Only five SMSs in the journals fail to provide the necessary guidelines on conducting an SMS and have quality scores lower than 2. The SMSs published in conferences are more widely distributed. The EASE conference has published 14 SMSs and ESEM conference has published ten SMSs. The remaining 78 SMSs are published in 61 different conferences. Some of these conferences do not enforce the SMS guidelines (possibly due to page restrictions) resulting in 30 SMSs which have quality scores lower than or equal to 2.

**RQ2.5 What is the distribution of quality w.r.t different SE areas?**

We have shown quality distribution for both, keywords-based classification and SWEBOK-based knowledge areas. Figure 14 to 20 show the distribution of quality among different areas (based on our keywords-based classification). Overall we found that a significant number of SMSs do not meet the requirement of assessing the quality of included primary studies (QC4).

For example, Figure 14 shows the frequency of quality scores for each quality criterion in the area of software testing. There are 24 SMSs in software testing area. Out of 24 SMSs, 18 studies scored one in QC1 (inclusion and exclusion criteria). There are 22 SMSs scored one in QC2 (search adequacy). There are 13 SMSs scored one in QC3 (synthesis method). QC4 refers to quality assessment of included primary studies. The results indicate that seven SMSs scored one in this criterion because they successfully report quality assessment of primary studies. Most of the SMSs in the area of software testing meet the four quality criteria except QC4 which represent quality assessment of included primary studies. QC4 has the highest number of zeroes, which indicates that majority of SMSs ignore quality assessment of included primary studies. Figure 15 shows the frequency distribution of quality scores for each quality criteria in the area of Requirements Engineering. There are a total of 18 SMSs in this area. It can be seen that there are 11 SMSs that have scored zero in QC4 (quality assessment of primary studies). Nine SMSs partially applied synthesis method (QC3) and six SMSs provide incomplete information about included primary studies (QC5) and therefore scored 0.5. We show the distribution of quality scores for individual knowledge areas based on SWEBOK, given from Figure 21 up to Figure 34. It can be noticed that majority of the SMSs from all the knowledge areas failed to meet QC4 (quality assessment) and partially fulfilled QC3 (synthesis method). However, most of the SMSs have met QC1 (inclusion and exclusion criterion) and QC2 (search adequacy criterion).
Figure 14. Quality distribution of SMSs in the area of Software Testing

Figure 15. Quality distribution of SMSs in the area of Requirement Engineering

Figure 16. Quality distribution of SMSs in the area of Product Line Engineering

Figure 17. Quality distribution of SMSs in the area of Model Driven Engineering

Figure 18. Quality distribution of SMSs in the area of Agile Software Development

Figure 19. Quality distribution of SMSs in the area of Meta Studies

Figure 20. Quality distribution of SMSs in the area of Global Software Development
Figure 21 shows the quality distribution of SMSs in the area of requirements engineering. It can be seen that 14 out of 18 SMSs did not assess the quality of included primary papers (QC4). Three SMSs failed to include basic information regarding the included studies (QC5). Furthermore, three SMSs did not meet QC3, which is the use of synthesis method for analyzing the extracted data. One SMS did not mention any inclusion and exclusion criteria (QC1) and one SMS did not fulfil the search adequacy criterion (QC2). Also, out of 18 SMSs in requirements engineering area, ten studies partially perform synthesis method (QC3), 07 studies failed to report complete information about primary studies (QC5) and four studies do not follow an adequate search process (QC2). Two SMSs partially assess quality of primary studies (QC4) and two SMSs in Requirement Engineering failed to explicitly report inclusion and exclusion criteria (QC1).

Figure 22 shows the quality distribution of SMSs in the area of software design. There are 48 SMSs in software design area. Out of 48 SMSs, 33 studies did not evaluate the quality of included studies (QC4) and 13 did not meet the criterion of including information about primary studies (QC5). Eight SMSs failed to use appropriate synthesis method (QC3), four studies failed to report appropriate inclusion and exclusion criteria (QC1), and 4 studies did not perform adequate search process (QC2). We found 21 SMSs that document the synthesis method used to analyze the included studies but did not explicitly provide a reference to which synthesis method is used. We consider such papers as partially meeting the requirement of describing the synthesis method used (QC3). Nine SMSs do not explicitly report inclusion and exclusion criteria (QC1), seven studies provide incomplete information about primary studies (QC5). There are four studies in the area of software design that do not perform adequate search process (QC2). Finally, there are two SMSs that partially assess the quality of primary studies (QC4).

Figure 23 shows the quality distribution of SMSs in the area of Software Construction. There are 28 SMSs in the area of software construction. 75% of the total SMSs in this area did not evaluate the quality of included studies (QC4) and 16 SMSs partially fulfilled the criterion of synthesis method (QC3). In the area of software maintenance, eight out of 13 SMSs failed to fulfil quality assessment criteria (QC4) and five performed data synthesis (QC3) without providing any reference of the used method. Figure 24 shows quality distribution in software testing area. Most of the SMSs in this area meet four quality criteria except QC4 which indicates that majority of SMSs ignored quality assessment of included primary studies. Figure 25 presents the graph of quality distribution in the Software Maintenance area. Two studies partially meet quality assessment criteria (QC4), similarly, two studies partially report information about primary studies (QC5).

Figure 26 shows the distribution of quality scores in the area of Software Configuration Management. This area has a total of six SMSs. Four out of six studies in the area did not assess the quality of primary studies (QC5), whereas, only one study did not perform adequate search process (QC2). Consequently, four mapping studies in the partially synthesized the included literature (QC3). There are two studies that provide incomplete information about primary studies.
Finally, only one study in this area did not explicitly reported inclusion and exclusion criteria (QC1).

Figure 27 presents the distribution of quality in the *Software Engineering Management* area. In this area, there are a total of 21 SMSs. Out of 21 SMSs, 14 failed to assess the quality of included studies (QC4), Nine SMSs partially applied synthesis method (QC3) and five studies incompletely reported information about primary studies (QC5).

Figure 28 shows the distribution of quality in the area of software engineering process. This area has a total of 21 SMSs out of which 15 did not asses the quality of primary studies (QC4). Nine SMSs partially applied synthesis method (QC3), whereas, four SMSs report insufficient information about primary studies (QC5).

Figure 29 shows the quality distribution of *Software Engineering Models and Methods*. There are a total of 31 SMSs in this area. 87% of these SMSs did not evaluate the quality of included studies. Nearly half of the SMSs of this area partially applied synthesis method (QC3).

In the *Software Quality* area, 18 out 31 SMSs did not meet QC4 (quality criteria) and scored a zero, as shown in Figure 30. Additionally, seven SMSs failed to provide any information about primary studies (QC5). Five studies do not apply synthesis method (QC3). Three studies do not report inclusion and exclusion criteria (QC1) and two SMSs do not apply any adequate search process (QC2). All the studies that completely failed to fulfil a given quality criteria scored a zero. Nine out of 31 studies, partially fulfilled QC3 (synthesis method) and four SMSs partially fulfilled QC5 (primary studies information). There are three SMSs in software quality area that did not provide a through synthesis of literature (QC3). Four studies did not provide explicit inclusion and exclusion criteria (QC1). Finally, there are two SMSs in software quality area that failed to provide a quality assessment of included primary studies (QC4). All the SMSs that partially fulfilled a given quality criteria were assigned a score of 0.5.

Figure 31 shows the distribution of quality in the area of *Software Engineering Professional Practices*. There are 15 SMSs in this area. It can be seen from Figure 31 that most of the SMSs managed to score a 1 in all quality criteria except in QC4 (quality assessment of primary studies). 73% of the studies failed to assess the quality of included primary studies (QC4) hence scored 0 in QC4.

Figure 32 shows the distribution of quality scores in the area of *Software Engineering Economics*. There are a total of 20 SMSs in this area. 80% of the SMSs in this area failed to assess the quality of included primary studies (QC4), hence scored 0 in QC4. Similarly, five studies failed to provide information about primary studies (QC5) and 2 studies scored 0 in QC3 due to absence of synthesis method (QC3). 50% of the studies this area partially applied synthesis method (QC3).
Figure 33 shows the quality distribution in the area of computing foundations. Out of 21 SMSs, 14 studies failed to evaluate the quality of included studies (QC4), 04 failed to use any synthesis method (QC3) and include basic information regarding primary studies (QC5).

Figure 34 shows the distribution of quality in the area of engineering foundations. There is a total of 18 SMSs in this area, out of which 13 SMSs did not perform quality assessment of included primary studies (QC4) and four SMSs failed to provide information about primary studies (QC5). Eight studies scored 0.5 in QC3 (synthesis method) and five studies scored 0.5 in QC5 (primary studies information).
To answer RQ 2.5, we present and discuss a number of graphs (Figure 14-Figure 34) which shows the quality distribution of included SMSs. To summarize, we can say that most of the SMSs in different SE areas did not assess the quality of included primary studies (QC4) whereas most of the SMSs partially fulfilled the QC3 (Synthesis Method). Most of the SMSs do meet QC1 (inclusion and exclusion criterion) and QC2 (search adequacy criterion).

**RQ3.1 Which guidelines are most frequently cited for conducting SMSs?**

We identified 15 different papers that contained guidelines for performing secondary studies (shown in Table A1). Figure 35 shows number of papers following each of the identified guidelines. We found 79 papers that followed multiple guideline. For example S186, cites both the guidelines proposed by Peterson et al. [1] and the guidelines proposed by Kitchenham et al. [2]. In such cases we credit both the papers. The guidelines by Peterson et al. [1] appear to be most widely used and we identified 119 SMSs that explicitly claim to follow these guidelines (not exclusively). We found six SMSs citing the guidelines proposed by Peterson et al. in [1]. Guidelines by Kitchenham et al. [2] are referred by 73 SMSs. Another 73 SMSs claim to follow the guidelines presented by Kitchenham et al. [3, 4, 6, 8] [5]. There are 17 SMSs that claim to follow the guidelines proposed in Budgen et al. [7]. We identified 12 papers that did not cite any guidelines and we could not infer the information about the followed guidelines. This is represented by N/A in Figure 35. We can conclude that works by Peterson et al. and Kitchenham et al. have the most influence on how the SMSs are conducted in SE and the guidelines proposed by the two works have a high level of acceptance in EBSE community.

![Figure 35. Number of SMSs using each of the identified guidelines](image)

**RQ3.2 Which online databases are most frequently included as sources?**
We identified 28 different online databases used by the included 210 SMSs. Table A2 in the Appendix shows the usage statistics for all of the online databases and Figure 36 shows the 15 mostly frequently used online databases. *IEEE*Exp*lore* is the most frequently cited database and is mentioned as a data source in 183 of 210 included SMSs. *ACM* is the second most frequently included source and is included in 177 SMSs. *Science Direct* is included in 117 SMSs while *Springer Link* is included in 98 SMSs. Other important data sources include *Scopus* (95), *Web of science* (56), *Google scholar* (51), *Compendex* (44) and *Inspec* (36). Whereas, *IET Digital Library*, *ArXiv*, *Inderscience*, *Kluwer online*, *EMBASE* and *sciVerse* are the least used online databases.

![Figure 36. Online databases used by SMSs](image)

**RQ3.3 What type of research questions are most frequently addressed by SMSs?**

Formulation of research questions is an essential part of conducting an SMS. An SMS provide insights on the included primary studies through answers to the posed research questions. In *RQ3.3*, we analyze the kind of questions being posed by SMSs in SE. The answer will allow us to analyze the usefulness of the information provided by SMSs.

Following our established protocol, two authors independently classified the type of questions addressed by the SMSs into four distinct categories, i.e., *current trends*, *demographics*, *research gaps* and *quality assessment*. Both authors analyzed every question posed by 210 SMSs and placed it into one of the above-mentioned categories. Any conflicts between the two researchers were resolved through meetings and discussions where all authors participated.

Table 9 presents the categories with the examples of questions included in these categories. *Current trends* include the questions regarding the existing primary work and identify the nature of existing work in the area. *Demographics* include questions that determine the characteristics of papers in the area, for example, top cited papers, top researchers and top venues, etc. *Research gaps* contain questions that identify gaps in the area and provide future directions. *Quality assessment* comprises of questions that assess the quality of the included primary studies.
Table 9. Categories of research questions with examples

| Category          | Sample questions                                                                 |
|-------------------|-----------------------------------------------------------------------------------|
| Current trends    | • What are the existing techniques in the area?                                   |
|                   | • What are the active areas of research in the area?                              |
|                   | • What is the automation level of techniques?                                     |
|                   | • What is the type of contribution made by study?                                 |
|                   | • What is the type of research made by study.                                     |
| Demographics      | • Which are the most cited papers in the area?                                    |
|                   | • What is the annual distribution of papers?                                      |
|                   | • What are the top venues?                                                        |
|                   | • Who are the top researchers?                                                     |
|                   | • Which countries are most active in publishing relevant research papers?         |
| Research gaps     | • What are the limitations of the existing techniques?                            |
|                   | • Which areas of research needs the attention of researchers?                    |
|                   | • What are the potential gaps in the area?                                        |
|                   | • What are directions for new research?                                           |
| Quality assessment| • What is the quality of papers published in the area?                            |
|                   | • Is the quality of papers improving over time?                                   |
|                   | • What are the quality papers in the area?                                        |
|                   | • How to improve the quality of papers in the area?                               |
|                   | • What is the reporting quality of papers?                                        |

Figure 37 shows the distribution of SMSs containing each type of questions. Around 72% of the papers (152 out of 210) directly pose questions relating to the demographics in the area. Almost every SMS (207 out of 210) contained questions related to current trends. A closer analysis of the three remaining SMSs (S30, 145, S148) show some related information, but there were no research questions that explicitly identified current trends. Most SMSs aim to build a systematic map of the domain and identify research gaps in literature and we found 169 SMSs that explicitly defined such research questions. The remaining SMSs contained some discussion on research gaps but no research questions were explicitly posed to identify gaps. Quality assessment of included studies is a weak point as only 47 out of 210 included SMSs assess the quality of included studies. Quality assessment is important to ensure that the results of SMSs are not being biased by including very low-quality research papers.

**Figure 37. Types of questions addressed by SMSs**

RQ3.4 How many primary studies are included on average in published SMSs?
Each included SM contains a varying number of included studies. The included SMSs contain approximately 100 primary studies on average, with a high standard deviation of 148.28. A total of 20,466 primary studies are included in the published SMSs (includes repetitions and overlap between studies). S28 aggregates the least number of primary studies at 9, while S161 contains the highest number of included primary studies (1440); both the papers are conference papers. For journal papers, S2 contains the highest number of primary studies where 679 primary studies are included. Figure 38 (b) shows a scatter plot of number of primary studies included in each SMS for each year since 2007 while Figure 38 (a) shows the boxplot of included primary studies. One reason for such high number of included primary studies is the broadness of area. For example, S161 reports on a wide-ranging area of domain specific languages and S115 aggregates the mechanisms to perform empirical studies, both of which contain extensive works. The number of primary studies included in each SMS is given in Table A1.

[Figure 38: Number of included primary studies (a) box plot (b) scatter plot]

**RQ3.5 Is there an increase in the number of included studies over the years?**

An SMS aggregates primary studies published in a given area. Number of primary studies included in SMSs in a given year can be taken as a rough indicator of how active the area is and how many primary studies are published each year. We use spearman’s rank order correlation to analyze the relationship between the number of included studies over time. As more and more primary studies are published, we expect to see an increase in the number of included primary studies in recent years. The resultant values of $r_s = 0.13$ and $p$-value = 0.04 show a weak correlation but statistically significant results, indicating that the number of primary studies included in published SMSs is increasing.

**RQ4 What are the demographics of published SMSs in SE?**
A common contribution of secondary and tertiary studies is to provide demographic information on the area being studied. In the following we briefly answer various sub-questions regarding the demographics of SMSs in SE.

**RQ4.1 How many SMSs are published annually? What is the publication trend?**

Distribution of SMSs over the years is shown in Figure 39. It can be observed that since the publication of first SMS in 2007, there is a steady increase in number of SMSs published annually. In particular since 2010 there is a rapid increase in the number of published SMSs. Out of 210 papers, 102 were published in journals, 102 were published in conferences and only 6 were published in workshops. The year 2015 has the highest frequency of published SMSs at 52, whereas the following year has only 30 published SMSs. The data for 2017 is not complete as we only include papers till August 2017, however the data from first eight months (15 SMSs) suggest that the number of SMSs would remain lower than 2015. A possible reason can be publications of large number of SMSs aggregating various SE fields and consequently there are fewer gaps that remain to be covered by secondary studies.

![Figure 39. Annual distribution of papers](image)

**RQ4.2 Which venues publish SMSs most frequently?**

Almost half of all SMSs published in journals are published in Information and Software Technology (IST) and Journal of Systems & Software’s (JSS). Evaluation and Assessment in Software Engineering (EASE) and Empirical Software Engineering and Measurement (ESEM) are the most frequent conference venues for SMSs. These four publication venues combine for approximately 38% of all published SMSs in SE. Similar results have been observed in other tertiary and secondary studies [10, 29, 30]. Table 10 shows the publication venues that have more than three SMSs published. A full list appears in Table A 1 in the Appendix.

| S.no | Venue type | Venue name | Acronym | Count |
|------|------------|------------|---------|-------|
|      | Workshops  |            |         |       |
|      | Conferences|            |         |       |
|      | Journal    |            |         |       |
| 2007 |            | 0          |         |       |
| 2008 |            | 1          |         |       |
| 2009 |            | 1          |         |       |
| 2010 |            | 2          |         |       |
| 2011 |            | 4          |         |       |
| 2012 |            | 15         |         |       |
| 2013 |            | 14         |         |       |
| 2014 |            | 12         |         |       |
| 2015 |            | 25         |         |       |
| 2016 |            | 12         |         |       |
| 2017 |            | 3          |         |       |
RQ4.3 Which are the most cited papers in the area?

Citation count can loosely be taken as an indicator of the impact of a given research paper. The citation data included in this paper is extracted from Google Scholar on 11\textsuperscript{th} September 2017. The Google Scholar citation counts are not the most reliable way of measuring actual citations as they do consider citations from technical reports, etc., in the count. Nevertheless these are a useful measure for identifying how much a paper has been cited. Our included SMSs are cited a combined total of 4,741 times with an average of nearly 22.57 citations per paper and a standard deviation of 37.87. Figure 40 (a) shows the number of citations for each included SMS. As expected, citations are highly influenced by publication date (among other factors), and papers published earlier tend to have more citations. Also journal papers tend to have higher citations as compared to conference papers.

Since these papers have different publication year, it would be appropriate to take into account the age (calculated as current year \textendash{} publication year) of each SMS in evaluating the citation count. Figure 40 (b) shows the normalized number of citation for each SMS and is calculated as:

\[
\text{Normalized number of citations} = \frac{\text{Total Citations}}{(\text{Current year} - \text{publication year})}
\]

Table 11 and Table 12 lists the top cited journal and conference papers using total citation count and normalized citation counts respectively. S181 is the highest cited SMS based on total citations while S60 is the highest cited SMS based on normalized citations.
Table 11. Top cited Papers based on number of citations (extracted on 11 September 2017)

| Ref | Paper Title | Venue | Year | # of citations | Normalized citations |
|-----|-------------|-------|------|----------------|----------------------|
| S181 | A systematic review of search-based testing for non-functional system properties | IST | 2009 | 274 | 30.44 |
| S168 | Software product line testing - A systematic mapping study | IST | 2011 | 217 | 31 |
| S165 | Usability evaluation methods for the web: A systematic mapping study | IST | 2011 | 210 | 30 |
| S177 | What’s up with software metrics? - A preliminary mapping study | JSS | 2010 | 171 | 21.37 |
| S60  | Gamification in Education: A Systematic Mapping Study | ETS | 2015 | 159 | 53 |

Top 5 cited Journal papers based on Normalized citations

| Ref | Paper Title | Venue | Year | # of citations | Normalized citations |
|-----|-------------|-------|------|----------------|----------------------|
| S60 | Gamification in Education: A Systematic Mapping Study | ETS | 2015 | 159 | 53 |
| S14 | Continuous deployment of software intensive products and services: A systematic map | JSS | 2017 | 42 | 42 |
| S69 | A systematic mapping study on technical debt and its management | JSS | 2015 | 110 | 36.66 |
| S168 | Software product line testing - A systematic mapping study | IST | 2011 | 217 | 31 |
| S181 | A systematic review of search-based testing for non-functional system properties | IST | 2009 | 274 | 30.44 |

Table 12. Top cited SMs based on Normalized citation (extracted on 11 September 2017)

| Ref | Paper Title | Venue | Year | # of citations | Normalized citations |
|-----|-------------|-------|------|----------------|----------------------|
| S14 | Continuous deployment of software intensive products and services: A systematic map | JSS | 2017 | 42 | 42 |
| S69 | A systematic mapping study on technical debt and its management | JSS | 2015 | 110 | 36.66 |
| S168 | Software product line testing - A systematic mapping study | IST | 2011 | 217 | 31 |
| S181 | A systematic review of search-based testing for non-functional system properties | IST | 2009 | 274 | 30.44 |

From Table 11 and Table 12 we can observe that most cited papers are published in the most frequent publication venues for journals. i.e., IST and JSS. S60 which is published in ETS is an exception. ETS has a wider audience in the education domain and the SMS covers an active area of research of utilizing game concepts to improve education.

RQ4.4 Are SMs published in journals cited more often than SMs published in conferences?

Journal papers tend to receive higher number of citation as compared to conference. The 102 included SMs published in journals have on average 33.19 citations per paper. The average
The number of citations for SMSs published in conferences is much lower at 12.0 citations per paper. The top 5 cited SMSs in SE are all published in journals. The highest cited conference paper has only 120 total citations compared to the highest cited journal paper that has 274 citations. There are 11 conference papers with no citations compared to 12 journal papers with no citations. There are 27 journal papers that have between 1-10 citations as compared to 52 conference papers in the same range, as shown in Table 13. We found only 9 SMSs (out of 102) published in conference and 37 (out of 102) journal papers that have more than 30 citations. Compared to eight journal papers, there is only one SMS published in a conference that has more than 100 citations. Figure 41 (a) depicts the number of citations vs. the number of papers published in journals while Figure 41 (b) shows the number of citations vs. the number of papers published in conferences.

![Figure 41 Number of papers vs citation count (a) Conferences, (b) Journals](image)

| Ranges (# of citations) | # Citations (Journals) | # Citations (Conferences) | # Citations (Workshops) | # of Papers |
|-------------------------|------------------------|---------------------------|-------------------------|-------------|
| 0                       | 12                     | 11                        | 0                       | 23          |
| 1 – 10                  | 27                     | 52                        | 2                       | 81          |
| 11 – 30                 | 26                     | 30                        | 3                       | 59          |
| 31 – 60                 | 25                     | 5                         | 0                       | 30          |
| 61 – 100                | 4                      | 3                         | 1                       | 8           |
| 101 – 200               | 5                      | 1                         | 0                       | 6           |
| 201 – 300               | 3                      | 0                         | 0                       | 3           |

The results of one tailed Wilcoxon rank sum test [41] show that the journal papers have significantly higher citation counts as compared to conference papers ($n_1 = 102$, $n_2 = 102$, $w = 5908$, $p = 0.00002$). The magnitude of the difference is given by Cohen D = 0.57, which indicates a medium sized effect on citation counts due to the nature of publication.

**RQ4.5 Who are the active researchers with most published SMSs?**

To show the highest publishing authors in the area we have followed the same approach, followed in other studies, like [42], by counting the number of published SMSs by each author. For simplicity, we have shown the top authors who have at least published four SMSs in our included
studies, as given in Table 14. The ranking of the authors, based solely on the number of publication is as follows: Fabio Q B da Silva has published 7 SMSs and is the author with most published SMSs. Ali Idri, Mario Piattini and Jose Luise Fernandez Aleman have published 6 SMSs each. They are followed by Vahid Garousi, Paria Avgeriou, Marcela Genero and Ambrosio Toval with 5 published SMSs. Consequently, Wasif Afzal and Robert Feldt have 04 publications each.

| S.No | Author                                  | References           |
|------|-----------------------------------------|----------------------|
| 1    | Fabio Q B da Silva                      | S32, S47, S51, S109, S169, S171, S199 |
| 2    | Ali Idri                                | S25, S65, S66, S85, S141, S209 |
| 3    | Mario Piattini                          | S53, S81, S91, S97, S105, S159 |
| 4    | Jose Luis Fernandez Aleman              | S25, S50, S85, S141, S165, S209 |
| 5    | Vahid Garousi                           | S55, S88, S124, S136, S201 |
| 6    | Paria Avgeriou                          | S9, S43, S69, S111, S122 |
| 7    | Marcela Genero                          | S91, S97, S105, S117, S143 |
| 8    | Ambrosio Toval                          | S25, S50, S85, S141, S209 |
| 9    | Wasif Afzal                             | S5, S59, S181, S194 |
| 10   | Robert Feldt                            | S172, S181, S183, S194 |

5. Discussion: Interpretation and Implications

In this tertiary study, we reviewed 210 secondary studies published in SE till August 2017. We identified 102 SMSs published in journals, 102 SMSs published in conferences and 6 SMSs published in workshops. In this section, we reflect on implications of our tertiary study.

5.1. Reflection on SM in SE

Systematic mapping studies have gradually become popular in SE with more than 60% of the SMSs published in the past four years: 2014 to 2017. We found that not all areas of SE are well covered by SMSs. Some of the SE areas, such as software testing and requirements engineering have significantly more SMSs than areas such as software maintenance and software configuration management. We did not find any SMS on SE tool usage and evaluations or on mathematical and computational foundations in SE. Tools play an important role in managing various SE activities and we consider a lack of focus on SE tools to be an important omission.

We found that while the overall quality of published SMSs is improving in recent years, there is a significant difference in the quality of SMSs published in journals as compared to SMSs published in conferences. More than half of the SMSs in journals are published in IST and JSS. The SMSs published in both these journals have a higher aggregate quality score as compared to the SMSs published in other journals. Most of the published SMSs focus on identifying current trends and research gaps in the existing literature. A significant number of SMSs do not perform any quality assessment of primary studies. This is an important factor to consider when conducting secondary studies, because a quality assessment may have a significant impact on the results drawn from an SMS. For example, lack of quality assessment criteria may result in an inaccurate demographic information drawn from an SMS.
With the passage of time, the SMSs are including more primary studies, as discussed in detail in RQ3.5. This can be attributed to the increasing amount of primary studies being published in various areas of SE. However, this also poses a challenge for the authors of SMSs. One key reason for conducting an SMS rather than an SLR is that they require relatively less effort [1, 4]. With the increasing number of primary studies the required effort for conducting an SMS is also significantly increasing. Consequently, we have identified some SMSs that exclude a number of mandatory steps provided in the various guidelines to reduce the effort. For example, the studies S2, S89 and S101 do cover a large number of primary studies, however they do not provide synthesis on the extracted data and basic information about the primary studies that are considered mandatory for conducting SMSs [27, 40].

Citations are considered as an indirect measure to evaluate to impact of a published work. Our study indicates that the SMSs published in journals have higher citation counts as compared to SMSs published in conferences. This can be attributed to a general perception of journal papers being more prestigious.

5.2. Implications for Software Engineering Education

Software Engineering Book of Knowledge (SWEBOB) [17] plays an important role in SE and is referenced by a number of curriculum guidelines, including ACM graduate curriculum guidelines [43]. We map the identified SMSs in the area of software engineering to the various knowledge areas included in SWEBOK. Such a mapping allows us to (i) identify areas that currently lack research focus, (ii) highlight areas that are more popular in terms of research, and (iii) identify any area that is attracting attention in terms of research publications but is not covered by SWEBOK. SMSs aggregate existing primary studies and a lack of SMSs in an area can be considered as an (weak) indicator of less papers being published in the area [19, 29].

The mapping of the SMSs on SWEBOK is shown in Table 6. The table shows a number of areas that lack SMSs, especially in certain ‘sub areas’ of software engineering (mentioned in the “sub areas” column of the table). We identify a distinct lack of SMSs covering SE tools ranging from requirement management tools to software design, analysis, and testing tools. In our opinion, there is, in general, a lack of research papers on empirical evaluation of existing commercial and open source tools. Most papers tend to focus on in-built research prototype tools that are not available for professional use. Also, at times, the publication venues can be harsh on papers that present tool comparisons. This is typically because such empirical evaluations mostly do not cover the entire spectrum of available tools and are considered as incomplete studies or such evaluations are considered to not provide significant ‘research’ contributions. Further efforts should be made to increase awareness about the tools. Surprisingly, important SE areas such as configuration management also lack sufficient coverage by SMSs. Configuration management plays an
important role in software industry, therefore more efforts should be focused on research and evaluation of configuration management approaches.

Though the SWEBOK classification allows a mapping of existing SMSs in various SE knowledge areas in a consistent manner, there are some SMSs that are difficult to map onto an existing class. We identify a total of 18 papers that either only partially map to existing knowledge areas of SWEBOK or cannot be mapped at all. Table 15 provides a mapping of such studies. Three new areas (not covered in SWEBOK) are identified; Software Engineering Education, Gamification in Software Engineering, and Social Computing. These three areas are attracting attention recently and in our opinion, require an explicit placement in SWEBOK knowledge areas. Seven studies that could only be partially mapped, but are from diverse domains are placed in the miscellaneous category.

| S.no | Proposed Knowledge Area                  | SMSs References         |
|------|-----------------------------------------|-------------------------|
| 1.   | Software Engineering Education          | S49, S83, S60, S85, S90, S104, S195, S206 |
| 2.   | Gamification in Software Engineering    | S81, S60, S104, S105    |
| 3.   | Social Computing                        | S191, S114              |
| 4.   | Miscellaneous                           | S81, S96, S93, S68, S47, S109, S197 |

5.3. Implications for research community

Our study can benefit researchers in various ways. The classification of existing SMSs in SE can help new researchers in targeting research areas that currently lack secondary studies. Another way of identifying interesting areas could be to combine most popular areas across different phases of software development lifecycle as proposed by Garousi et al. [19]. Alternatively, researchers can focus on less explored areas by combining least popular areas or a hybrid combination of areas to identify topics not yet covered by existing SMSs. Thus building on the examples provided in [19], an interesting topic for a future SMS can be “Empirical evaluation of tool support for Software Architecture Description Languages” that combines the popularity of software architecture and empirical evaluations with low level focus on software engineering tools. Other gaps can also be directly identified as noted by a large number of sub-areas that have less or no published SMS, i.e., popular sub-areas of Software Testing: Software Testing Tools, Test Levels, Test Measures, Software Configuration Management and Mathematical Foundations (discussed in detail in section 4). Our study can also be useful for researchers new to systematic mapping studies by providing meta-information from the existing published SMSs. New researchers can use the identified information and trends as a set of recommendations to follow. For example, following are some of the recommendations that can be extracted from our study: (i) The guidelines for SMSs that are most widely accepted by editors and reviewers, (ii) The databases that are expected to be included when searching for source studies, (iii) The type of questions that should be posed (iv) The suitable venues for publishing an SMS, and (v) The type of publications (journal/conference)
that have a higher impact. Finally, the presence of a significant number of papers that cite multiple guidelines that are being followed indicate that the current set of guidelines need further refinement and may be consolidated, particularly in the view of increasing number of primary studies.

5.4. Implications for practitioners

Most of the tertiary studies focus on providing information to researchers as well as practitioners. Our study can be useful for practitioners as it serves as an index of existing studies in SE domain. Practitioners can identify the maturity of secondary studies in various sub-areas, loosely based on the quality of the published secondary works in each of the SE sub areas. This allows the practitioners to adopt the practices proposed by researchers with greater confidence and helps in locating the relevant evidence to support their industry usage, and in convincing the higher management to adopt certain practices. The keyword based thematic analysis identify the more active areas of research. For example, the high number of published works in software design indicates a more mature sub-area as compared to software configuration management, where relatively fewer works are published. Similarly, the high maturity of software testing indicates that this is an active area of research with new findings being published regularly.

6. Comparison of results with previous tertiary studies

We conduct a tertiary study that aims to provide a map of all SMSs published in SE. We evaluate the quality of the published SMSs and provide implications for academics, researchers and industry practitioners. As discussed in literature review, a number of previous tertiary studies exist in the domain with different focus and research questions. In this section, we compare the results of our study with related published tertiary studies, indicating where our results reinforce the previously published results and where they diverge. Table 16 provides a detailed comparison of our results with the existing tertiary studies.

Similar to previous three studies [8, 10, 18], we also identify that the quality assessment is still a weak area for SMSs. Our study includes recent papers published till August 2017 and finds that the claim of inadequate quality assessment is still valid. In general, 71% percent of the SMSs fail to adequately perform the quality assessment of the included primary studies. Similarly, our results on the most often used databases are partially similar to the results presented in [29]. Our findings also reinforce the findings in [19] (covering SMSs in software testing) that most of the SMSs in software testing focus on software testing techniques and that there is lack of secondary studies on test levels, measures and tools. Our findings on the guidelines used by SMSs are in line with Peterson et al. [10] that most of the papers used the guidelines provided in [1] and [2] for conducting an SMS. We also confirm their claim that software testing and software design have most number of SMSs. We also identified “software engineering education” as an area to be included in SWEBOK classification along with four additional areas (given in Table 15). Moreover, our findings regarding the top venues are also in agreement with other tertiary studies.
However, our findings are not in line with the claim made by [24] which states that few studies perform research synthesis. According to our findings, there are only 10% studies which failed to perform synthesis, whereas most of the studies performed synthesis in one way or another. Our results also differ from [10] which claims that number of secondary studies published in conferences are greater than journals. According to our findings, number of SMSs published in journals are greater than conference publications.

Table 16. Comparison of our results with existing tertiary studies

| Ref  | Area            | Points                                                                 | Inline/Dissimilar |
|------|-----------------|------------------------------------------------------------------------|-------------------|
| [19] | Software Testing| No SMS is found on test automation tools                                | Inline            |
|      |                 | Test management, organization and monitoring has no SMS                 | Inline            |
|      |                 | No SMS found on test planning and estimation                            | Inline            |
|      |                 | SMSs are of poor quality due to not assessing the quality of included papers | Inline            |
| [29] | Agile Development| Majority of SMSs are following standard guidelines                       | Inline            |
|      |                 | The number of SMSs in the area of agile is on rise                      | Inline            |
|      |                 | IEEEExplore and ACM are the most used databases                         | Inline            |
|      |                 | Majority of the studies have good quality                               | Inline            |
|      |                 | Studies published in Journals have good quality than conferences        | Inline            |
| [28] | Agile Development| Most of the papers in the area of agile are of low or medium quality    | Inline            |
|      |                 | Most of the papers in the area fail to assess the quality of primary studies | Inline            |
| [24] | Meta study      | Few studies include research synthesis                                  | Dissimilar        |
| [9]  | GSD             | Most of the systematic reviews in GSD have explicitly mentioned the number of included primary studies | Inline            |
|      |                 | Quality assessment of primary studies is missing from most of the systematic reviews published in the area of GSD | Inline            |
| [18] | MDE             | Most of the papers failed to assess the quality of included studies     | Inline            |
| [10] | Meta study      | Overall quality of SMSs is improving                                    | Inline            |
|      |                 | Most of the SMSs failed to assess the quality of primary studies        | Inline            |
|      |                 | The number of SMSs published in conferences are more than published in journals | Dissimilar         |
|      |                 | IST and EASE are top publishing venues                                  | Inline            |
|      |                 | Suggested addition of new areas for SWEBOK e.g. Software Engineering Education etc. | Inline            |
|      |                 | IEEEExplore and ACM are the top most used databases                     | Inline            |

7. Threats to validity

In this section, we discuss the various potential threats to the validity of our results.

*Internal validity:* An internal threat to our study can be the incomplete selection of studies. To reduce the threat, we have rigorously conducted our search process by identifying the search keywords, formation of search strings and execution of search strings according to the instructions given by each online repository. Furthermore, we have applied our inclusion and exclusion criteria for final selection of papers. Any conflicts in the final selection process were resolved through discussion and voting process to reduce the biasness of individual author.
**External validity:** we conducted this tertiary study in the domain of software engineering. Therefore, the results and findings are only valid in the given area. We believe that this study is repeatable because of the systematic protocol followed to search, gather and evaluate the data.

**Construct validity:** The construct validity is related to the correctness of constructs studied in the paper. In our study, selected papers were systematically mapped to our classification schemes after the selection of papers. At each stage, two authors independently extracted data from papers according to the identified attributes. Then the results of mappings are finalized in different review and group meetings where all authors participated.

**Conclusion validity:** In order to reduce this threat, the conclusion must be drawn correctly and should be reproducible for other researchers. In this study most of the graphs, charts and tables, which discusses the trends and observations, are directly generated from the data and therefore our results are directly traceable to the data. The data from secondary studies are extracted carefully and systematically, which is explained in section 3. This ensures high degree of reliability that the conclusion drawn in the study is directly traceable to the data and hence can be reproduced by other researchers. Another threat is the scoring scheme used for summarizing the overall quality of SMSs. We use DARE criteria for assessing the quality of the included studies. The assessment of quality depends on presence and absence or partial presence of information in the included studies. To categorize the studies broadly based on the quality criteria, we sum the obtained values as per the current practice followed by the recent SLR in top journals of the domain [6, 8, 29, 34]. There is a potential risk of arriving at wrong conclusion about the quality of the paper. However, we use the quality scores to place studies in broad categories and do not exclude studies based on quality scores calculated in this manner.

8. **Conclusion**

The goal of our tertiary study was to systematically map the published Systematic Mapping Studies (SMSs) in Software Engineering (SE) to identify various trends, including, the guidelines used, frequent publication venues, most cited papers, type of research questions answered with the goal of identifying gaps in literature, and to highlight future research directions. We provide quality assessment of the published SMSs and contrast the quality and differences in the impact (in terms of citations) of SMSs published in journals with the quality of SMSs published in conferences. We build a systematic map of SMSs in SE and identify active research areas through thematic analysis and discuss implications for software engineering education through mapping on SWEBOK knowledge areas.

Our study includes a total of 210 published SMSs till August 2017. While software engineering is a relatively new discipline, there is a huge body of published work. Identifying interesting works and developing an overall understanding of what is happening in software engineering is a daunting task for any new researcher and practitioner. Tertiary studies like ours play an important role by aggregating and indexing published secondary studies, which in turn aggregate the primary studies. This provides an easier and systematic approach to locate the most relevant information.
Our summarized findings in response to our posed research questions are as follows:

(i) **RQ1**: which areas in SE are addressed by SMSs? We classified the included studies using thematic analysis to determine the most active areas of research. Thematic analysis does not conform to a uniform classification but is useful in determining the research areas gaining a lot of attention. To obtain a more uniform view of the landscape of SMSs in SE, we map the identified SMSs on SWEBOK knowledge areas. Our results show that not all areas in SE are equally covered or active. Areas such as software testing, software design, requirements engineering, product line engineering contain highest count of SMSs. On the other hand, some important areas such as software maintenance and configuration management only have a few SMSs. Results also show a lack of SMSs on tools used in various stages of software development lifecycle. Given the importance of tools for practitioners we recommend secondary (and primary) studies to aggregate the available literature.

(ii) **RQ2**: what are the trends relating to quality of published SMSs? We evaluated the quality of the published SMSs using the widely accepted DARE criteria in the EBSE community. We found the overall quality of SMSs in SE to be adequate. Journal papers have significantly higher quality scores than conference papers. In our opinion, while available space limits do affect the quality, the results also show that the journal reviewers tend to be more familiar with SMSs and hence only papers with proper reporting are accepted. This is corroborated by high concentration of SMSs published in journals in IST and JSS. Almost half of all published SMSs in journals appear in these two prestigious venues. SMSs published in conferences are more widely spread, with only 24 out of 102 included SMSs from conferences appearing in top two conferences. Even the papers in the second most frequent conference venue ESEM tend to have low quality scores. One important weakness of SMSs is the lack of quality assessment of included studies. Relatively few SMSs include such assessment and its importance needs to be emphasized.

(iii) **RQ3**: What are the current trends in SMSs relating to guidelines, data sources, types of questions and number of included studies? We extract the information on the most frequently cited guidelines in SMSs, the frequently used databases, and the types of research questions answered in SMSs. We found that 79 of 210 papers cited multiple guidelines. While most papers cite the guidelines by Kitchenham and Peterson, the exact citation differs. There are a number of papers containing guidelines and revisions to those guidelines. This fragmentation of citations is a potential source of confusion for new researchers and we recommend that the guidelines should be revised and consolidated. The revisions could also take into account the large body of work that is now available and recommendations can be made to reduce or eliminate or update some steps from the existing guidelines. The importance of quality assessment questions should be highlighted as they are frequently missing from the list of questions posed by SMSs. We found that 2015 was the peak year in terms of frequency of SMSs published. Since 2015, a decreasing trend in the number of published SMSs is observed. On the other hand, we see a significant increase in the number of primary studies included in published SMSs, indicating a fast increase in the body of available primary studies in SE.
(iv) **RQ4**: What are the demographics of published SMSs in SE? Demographic information is a frequent outcome of all secondary and tertiary studies. We found an increasing trend in number of SMSs being published. However, we note a drop in frequency of published SMSs since the peak year of 2015. We identify IST and JSS as the journals with highest number of published SMSs while EASE and ESEM are the most frequent conferences. We found that the journal papers have significantly more impact than conferences papers in terms of citations. On the other hand, we found a large number of papers with very few (less than 10) citations. Even accounting for SMSs published in 2017 (and hence not having enough time to accumulate citations), few SMSs appear to have high impact. There is no SMS in conferences that have more than 100 citations, while the highest cited SMS published in IST has 274 citations. Of the most cited SMSs, 3 are published in IST, 1 in JSS and 1 in ETS. Fabia Q B da Silva is the researcher with most published SMSs.

Additionally, we reflect on the current trends in SE and discuss the implications of our study on software engineering education and for new researchers. We point out the hot areas in SE that are not covered by SWEBOK classification and recommend including them. SWEBOK classification is used as reference when developing SE curriculum in a number of universities, and therefore it is important to include areas that are of interest to researchers and practitioners. We identify quality assessment and information on primary studies as the two main factors contributing to low quality scores. Our study results can also be used by new researchers as concrete recommendations on which type of questions to pose, which databases to use, where to publish, etc., by new researchers. The results of our study partially re-confirm results of previous studies that found inadequate quality assessment in published secondary studies. Moreover, our findings regarding the top venues are in agreement with other tertiary studies [10, 29]. However, our findings differ with the claim made by [24] which states that few studies perform research synthesis. We found that only approximately 10% of the studies failed to perform synthesis. Our results also differ from [10] which claims that number of secondary studies published in conferences are greater than journals. We found more SMSs published in journals than in conferences. Based on our results, we recommend more emphasis be placed on neglected areas such as tool support for software engineering practices, software configuration management and mathematical foundations for software engineering. In future, our study can be used as basis of performing multi-vocal study on areas that are not well covered by SMSs.

### Included Systematic Mapping Studies

|   | Authors | Title | Year | Details |
|---|---------|-------|------|---------|
| S1 | Fernández, D. M., Ognawala, S., Wagner, S., & Daneva, M. (2017). Where do we stand in requirements engineering improvement today? First results from a mapping study. In *Proceedings of the 8th ACM/IEEE International Symposium on Empirical Software Engineering and Measurement*. https://doi.org/10.1145/2652524.2652555 |
| S2 | Haghighatkhah, A., Banijamali, A., Pakanen, O.-P., Oivo, M., & Kuvaja, P. (2017). Automotive software engineering: A systematic mapping study. *Journal of Systems and Software, 128**(June)**, 25–55. https://doi.org/10.1016/j.jss.2017.03.005 |
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|----|---------|-------|---------|--------|-------|-----|
| S3 | Assuncao, W. K. G., Lopez-Herrejon, R. E., Linsbauer, L., Vergilio, S. R., & Egyed, A. | Reengineering legacy applications into software product lines: a systematic mapping. | Empirical Software Engineering | 1 | 1–45 | https://doi.org/10.1007/s10664-017-9499-z |
| S4 | Caballero-Hernández, J. A., Palomo-Duarte, M., Dodero, J. M., Caballero Hernández, J. A., Duarte, M. P., & Dodero Beardo, J. M. | Skill assessment in learning experiences based on serious games: A Systematic Mapping Study. | Computers & Education | 113 | 42–60 | https://doi.org/10.1016/j.compedu.2017.05.008 |
| S5 | Abbaspour Asadollah, S., Sundmark, D., Eldh, S., Hansson, H., & Afzal, W. | 10 Years of research on debugging concurrent and multicore software: a systematic mapping study. | Software Quality Journal | 25(1) | 49–82 | https://doi.org/10.1007/s11219-015-9301-7 |
| S6 | Enríquez, J. G., Domínguez-Mayo, F. J., Escalona, M. J., Ross, M., & Staples, G. | Entity reconciliation in big data sources: A systematic mapping study. | Expert Systems with Applications | 80 | 14–27 | https://doi.org/10.1016/j.eswa.2017.03.010 |
| S7 | Ferreira, T. N., Vergilio, S. R., & de Souza, J. T. | Incorporating user preferences in search-based software engineering: A systematic mapping study. | Information and Software Technology | 90 | 55–69 | https://doi.org/10.1016/j.infsof.2017.05.003 |
| S8 | Usman, M., Britto, R., Börstler, J., & Mendes, E. | Taxonomies in software engineering: A Systematic Mapping study and a revised taxonomy development method. | Information and Software Technology | 85(January) | 43–59 | https://doi.org/10.1016/j.infsof.2017.01.006 |
| S9 | García, L., Ampatzoglou, A., Aygier, P., & Nakagawa, E. Y. | Quality attributes and quality models for ambient assisted living software systems: A systematic mapping. | Information and Software Technology | 82 | 121–138 | https://doi.org/10.1016/j.infsof.2016.10.005 |
| S10 | Marimuthu, C., & Chandrasekaran, K. | Software Engineering Aspects of Green and Sustainable Software: A Systematic Mapping Study. | In Proceedings of the 10th Innovations in Software Engineering Conference (pp. 34–44). ACM. |
| S11 | Meldrum, S., Liorish, S. A., Tony, B., & Savarimuthu, R. | Crowdsourced Knowledge on Stack Overflow: A Systematic Mapping Study. | In Proceedings of the 21st International Conference on Evaluation and Assessment in Software Engineering (pp. 180–185). ACM. |
| S12 | Nguyen, P. H., Ali, S., & Yue, T. | Model-based security engineering for cyber-physical systems: A systematic mapping study. | Information and Software Technology | 83(November) | 116–135 | https://doi.org/10.1016/j.infsof.2016.11.004 |
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| S29 | de Farias, M. A., Novais, R., Júnior, M. C., da Silva Carvalho, L. P., Mendonça, M., & Spinola, R. O. (2016). A systematic mapping study on mining software repositories. *Proceedings of the 31st Annual ACM Symposium on Applied Computing - SAC '16*, (August), 1472–1479. https://doi.org/10.1145/2851613.2851786 |
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| S34 | Lopez-Herrejon, R. E., Illescas, S., & Egyed, A. (2016). Visualization for Software Product Lines: A Systematic Mapping Study. | 4th IEEE Working Conference on Software Visualization, 26–35. | https://doi.org/10.1109/VISSOFT.2016.11 |
| S35 | Mague, D. A., Castro, J. W., & Acuna, S. T. (2016). Usability in agile development: A systematic mapping study. | 2016 XLII Latin American Computing Conference (CLEI), 1–8. | https://doi.org/10.1109/CLEI.2016.7833347 |
| S36 | Montalvillo, L., & Diaz, O. (2016). Requirement-driven evolution in software product lines: A systematic mapping study. | Journal of Systems and Software, 122, 110–143. | https://doi.org/10.1016/j.jss.2016.08.053 |
| S37 | Alshuqayran Nuha, A. N. E. R. (2016). A Systematic Mapping Study in Microservice Architecture. | IEEE 9th International Conference on Service Oriented Computing and Application | 8. | https://doi.org/10.1109/SOCA.2016.15 |
| S38 | Horkoff, J., Aydemir, F. B., Cardoso, E., Li, T., Mate, A., Paja, E., ... Giorgini, P. (2016). Goal-Oriented Requirements Engineering: A Systematic Literature Map. | 2016 IEEE 24th International Requirements Engineering Conference (RE), 106–115. | https://doi.org/10.1109/RE.2016.41 |
| S39 | Saint-Louis, P., & Lapalme, J. (2016). Investigation of the Lack of Common Understanding in the Discipline of Enterprise Architecture: A Systematic Mapping Study. | Proceedings - IEEE International Enterprise Distributed Object Computing Workshop, EDOCW, 2016–September, 74–82. | https://doi.org/10.1109/EDOCW.2016.7584364 |
| S40 | Aguileta, A. A., & Gómez, O. S. (2016). Software engineering research in mexico: A systematic mapping study. | International Journal of Software Engineering and Its Applications, 10(12), 75–92. | https://doi.org/10.14257/ijseia.2016.10.12.07 |
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| S42 | Lindström, B., Ali, S. M., & Blom, M. (2016). Testability and Software Performance: A Systematic Mapping Study. | ACM Symposium on Applied Computing, 1566–1569. |
| S43 | Yang, C., Liang, P., & Avgeriou, P. (2016). A systematic mapping study on the combination of software architecture and agile development. | Journal of Systems and Software, 111(October 2015), 157–184. | https://doi.org/10.1016/j.jss.2015.09.028 |
| S44 | Batot, E., Sahraoui, H., Syriani, E., Molins, P., & Sboui, W. (2016). Systematic Mapping Study of Model Transformations for Concrete Problems. | In Model-Driven Engineering and Software Development (MODELSWAD), 2016 4th International Conference on (pp. 176–183). IEEE. |
| S45 | Salehi, S., Selamat, A., & Fujita, H. (2015). Systematic mapping study on granular computing. | Knowledge-Based Systems, 80(May), 78–97. | https://doi.org/10.1016/j.knosys.2015.02.018 |
| S46 | Feloni, D. F. G., & Braga, R. T. V. (2015). Methodologies for Evaluation and Improvement of Software Processes in the Context of Quality and Maturity Models: a Systematic Mapping. | 18th Ibero American Conference on Software Engineering (ClbSE), 1–14. |
| S47 | Cruz, S., Da Silva, F. Q. B., & Capretz, L. F. (2015). Forty years of research on personality in software engineering: A mapping study. | Computers in Human Behavior, 46, 94–113. | https://doi.org/10.1016/j.chb.2014.12.008 |
| S48 | Dalal, D., Gill, N. S., & Singh, L. (2015). Built-in testing in component-based software - a mapping study. | Computing for Sustainable Global Development (INDIACom), 2015 2nd International Conference on, 159–168. |
| S49 | Connor, R. V, Mitasiunas, A., & Ross, M. (2015). A Systematic Mapping Study on Software Process Education. | 1st International Workshop on Software Process Education, Training and Professionalism (SPETP 2015). | https://doi.org/urn:nbn:de:0074-1368-8 |
| S50 | Cruz, Z., Fernández-Alemán, J., & Toval, A. (2015). Security in cloud computing: A mapping study. | Computer Science and Information Systems, 12(1), 161–184. | https://doi.org/10.2298/CSIS140205086C |
| S51 | De Magalhães, C. V. C., Da Silva, F. Q. B., Santos, R. E. S., & Suassuna, M. (2015). Investigations about replication of empirical studies in software engineering: A systematic mapping study. *Information and Software Technology, 64*(July), 76–101. https://doi.org/10.1016/j.infsof.2015.02.001 |
| --- | --- |
| S52 | Abelein, U., & Paech, B. (2015). Understanding the Influence of User Participation and Involvement on System Success -- A Systematic Mapping Study. *Empirical Software Engineering, 20*(1), 28–81. https://doi.org/10.1007/s10664-013-9278-4 |
| S53 | García-Mireles, G. A., Moraga, M. Á., García, F., & Piattini, M. (2015). Approaches to promote product quality within software process improvement initiatives: A mapping study. *Journal of Systems and Software, 103*, 150–166. https://doi.org/10.1016/j.jss.2015.01.057 |
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| S56 | Wakil, K., & Jawawi, D. N. A. (2015). Model driven web engineering: A systematic mapping study. *E-Informatica Software Engineering Journal, 9*(1), 87–122. https://doi.org/10.5277/E-INF150106 |
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## Appendix A

Table A 1. Key parameters extracted from SMSs

| S.no | Year | Type of Publication | Primary Studies | Guidelines Used* | Years covered | Quality Score | Research Area |
|------|------|---------------------|-----------------|------------------|---------------|---------------|---------------|
| S1   | 2017 | Conference          | 58              | PFMM             | 1996-2012     | 3             | Requirement engineering |
| S2   | 2017 | Journal             | 679             | PFMM, KBB        | 1990-2015     | 2.5           | Automated software engineering |
| S3   | 2017 | Journal             | 119             | FMM, PVK         | 2001-2015     | 3.5           | Software product line engineering |
| S4   | 2017 | Journal             | 165             | PFMM, KC         | 2010-2014     | 3             | Game based learning |
| S5   | 2017 | Journal             | 145             | PFMM             | 2005-2015     | 2.5           | Software development |
| S6   | 2017 | Journal             | 61              | KPBBTNL, KC      | 2010-2017     | 3             | Big data |
| S7   | 2017 | Journal             | 40              | PFMM             | 2008-2015     | 3             | Search based software engineering |
| S8   | 2017 | Journal             | 270             | PFMM, Wi         | 2000-2017     | 2.5           | Evidence-Based Software Engineering |
| S9   | 2017 | Journal             | 27              | KC               | 2001-2017     | 5             | Ambient Assisted Living, Model driven engineering |
| S10  | 2017 | Conference          | 82              | PFMM, DD         | 2010-2016     | 3             | Sustainable software development |
| S11  | 2017 | Conference          | 266             | PFMM, Wi         | 2009-2017     | 3             | Crowdsourcing |
| S12  | 2017 | Journal             | 48              | KBB, Ki, PVK, PFMM | 2001-2016     | 3             | Model driven engineering |
| S13  | 2017 | Journal             | 28              | KBB, PFMM, PVK, | 2007-2015     | 3             | Social media, Business Process improvement |
| S14  | 2017 | Journal             | 50              | KC, PFMM         | 2001-2014     | 5             | Software configuration management |
| S15  | 2017 | Journal             | 62              | BKBTK            | 2001-2015     | 3.5           | Software product line engineering |
| S16  | 2016 | Journal             | 96              | PFMM, KC         | 2002-2015     | 2.5           | Software visualization |
| S17  | 2016 | Journal             | 35              | KBB, PFMM, BKBTK, | 2011-2014     | 4             | Internet of Things |
| S18  | 2016 | Journal             | 107             | PVK, KC, PFMM, BKBTK | 2000-2013     | 3.5           | software cost estimation |
| S19  | 2016 | Journal             | 55              | Ki, KC, KBBTBL, PFMM, BKBTK | 1998-2016     | 3             | Software testing |
| S20  | 2016 | Journal             | 79              | PFMM, KC         | 2005-2015     | 4             | Software Testing |
| S21  | 2016 | Conference          | 16              | Ki, PFMM         | 2004-2015     | 3             | Software architecture |
| S22  | 2016 | Journal             | 100             | BTBK, KC         | 2010-2014     | 4             | Software Maintenance |
| S23  | 2016 | Journal             | 32              | N/A              | 2011-2014     | 4.5           | Software ecosystems |
| S24  | 2016 | Conference          | 50              | PFMM             | 2008-2015     | 1             | software engineering practices |
| S25  | 2016 | Journal             | 76              | KC               | 1990-2014     | 5             | Global Software Development |
| S26  | 2016 | Conference          | 21              | PFMM, KBBTBL     | 2013-2015     | 4             | Micro-services |
| S27  | 2016 | Journal             | 390             | KBB, PFMM        | 2006-2012     | 2.5           | Domain-Specific Languages |
| S28  | 2016 | Conference          | 9               | BKBTK, PFMM      | 2000-2016     | 2             | Software Product line |
| Volume | Year | Type       | Authors                          | Dates               | Pages | Topics                                                                 |
|--------|------|------------|----------------------------------|---------------------|-------|------------------------------------------------------------------------|
| S29    | 2016 | Conference | KBBTBL, PFMM, BKBTK              | 2010-2014           | 2     | Software Repository Mining (MSR)                                       |
| S30    | 2016 | Journal    | KC                               | 2007-2016           | 1.5   | Automated software engineering                                        |
| S31    | 2016 | Workshop   | Keele, PVK                       | 2013-2015           | 3     | Software process development                                          |
| S32    | 2016 | Journal    | PFMM                             | 2005-2015           | 2.5   | Mobile applications, Cloud computing                                  |
| S33    | 2016 | Conference | N/A                              | 2010-2015           | 2.5   | Requirement engineering                                               |
| S34    | 2016 | Conference | PFMM, KC, KBB                    | 2007-2015           | 3.5   | Software product line engineering                                      |
| S35    | 2016 | Conference | PFMM                             | 2002-2015           | 3     | Agile software development                                            |
| S36    | 2016 | Journal    | N/A                              | 2010-2015           | 4.5   | Software product line engineering, Requirement engineering            |
| S37    | 2016 | Journal    | KBBTBL, PFMM                     | 2014-2016           | 3     | Software architecture                                                 |
| S38    | 2016 | Conference | PFMM                             | 1997-2015           | 3     | Requirement engineering                                               |
| S39    | 2016 | Conference | KBB                              | 1989-2015           | 2     | Software architecture                                                 |
| S40    | 2016 | Journal    | Ki, BTBK, KC, PVK                | 2001-2015           | 2.5   | Software engineering practices                                         |
| S41    | 2016 | Journal    | PFMM                             | 2000-2013           | 4.5   | Requirement engineering                                               |
| S42    | 2016 | Conference | PFMM                             | 1990-2014           | 2.5   | Software Testing                                                      |
| S43    | 2016 | Journal    | Basili                           | 2001-2014           | 4.5   | Agile software development                                            |
| S44    | 2016 | Conference | PFMM                             | 2005-2014           | 2     | Model driven engineering                                              |
| S45    | 2015 | Journal    | PFMM, Wi                         | 2012-2014           | 2.5   | Software paradigms                                                    |
| S46    | 2015 | Conference | PFMM                             | 2001-2014           | 3     | Software process model                                                |
| S47    | 2015 | Journal    | KDJ, KC                          | 1970-2010           | 4.5   | Human factors in software engineering                                 |
| S48    | 2015 | Conference | N/A                              | 1995-2014           | 4.5   | Software testing                                                      |
| S49    | 2015 | Conference | PFMM                             | 2000-2014           | 2     | Professional practices                                                |
| S50    | 2015 | Journal    | PFMM                             | 2009-2012           | 3     | Cloud computing                                                       |
| S51    | 2015 | Journal    | PFMM                             | 1996-2012           | 4.5   | Evidence based software engineering                                   |
| S52    | 2015 | Journal    | KC                               | 1959-2011           | 4     | Software Development                                                  |
| S53    | 2015 | Journal    | Bio                              | 1997-2013           | 4.5   | Software quality assurance                                            |
| S54    | 2015 | Conference | PFMM                             | 1997-2012           | 3     | Software testing                                                      |
| S55    | 2015 | Journal    | PFMM, KBBTBL, KBB, BTBK          | 1971-2011           | 4.5   | Software Documentation                                                |
| S56    | 2015 | Journal    | PFMM                             | 2000-2013           | 3.5   | Model driven engineering                                              |
| S57    | 2015 | Conference | KC                               | 1985-2013           | 2.5   | Software maintenance                                                  |
| S58    | 2015 | Conference | KC, KBBTBL                       | 2005-2014           | 3     | Requirement engineering                                               |
| S59    | 2015 | Conference | KC, KBBTBL                       | 2005-2015           | 5     | Embedded systems, Software testing                                    |
| S60    | 2015 | Journal    | N/A                              | 2010-2014           | 3     | Game based learning                                                   |
| S61    | 2015 | Conference | KBB, PFMM                        | 2000-2013           | 1.5   | Service-Oriented Architecture                                         |
| S62    | 2015 | Conference | KC                               | 2006-2015           | 5     | Software product line engineering                                     |
| S63    | 2015 | Conference | KC                               | 2000-2014           | 2     | Agile Software Development, Requirement engineering                   |
| S   | Year | Type    | Volume | Authors | Years    | Keywords                                      |
|-----|------|---------|--------|---------|----------|-----------------------------------------------|
| S64 | 2015 | Journal | 51     | PFMM    | 1997-2014 | 3 Model driven engineering                   |
| S65 | 2015 | Journal | 65     | KBB, KC | 1990-2012 | 5 Software Cost estimation                   |
| S66 | 2015 | Conference | 35 | PFMM | 2000-2013 | 4 Data mining                                 |
| S67 | 2015 | Journal | 40     | BTBK    | 2003-2014 | 3.5 Model driven engineering                 |
| S68 | 2015 | Journal | 30     | BTBK, KC, PFMM | 1995-2015 | 5 Software architecture                      |
| S69 | 2015 | Journal | 94     | KDJ, KC | 1992-2013 | 5 Software management                        |
| S70 | 2015 | Journal | 48     | KBBTBL, Ki | 2000-2011 | 2 Software as a service                      |
| S71 | 2015 | Journal | 15     | KBB, KC | 2003-2013 | 5 Software Testing                           |
| S72 | 2015 | Conference | 10 | PFMM | 2012-2014 | 1.5 Mobile computing                          |
| S73 | 2015 | Conference | 78 | PFMM | 1996-2013 | 1.5 Web application                           |
| S74 | 2015 | Journal | 77     | PFMM    | 2001-2014 | 4.5 Software Product line engineering        |
| S75 | 2015 | Conference | 47 | PFMM | 2006-2015 | 2.5 Software Product line engineering, software testing |
| S76 | 2015 | Journal | 253    | KPBBTNL, PFMM | 2000-2013 | 4.5 Object oriented software                |
| S77 | 2015 | Journal | 129    | KBB     | 2003-2013 | 2.5 Service oriented architecture, Model driven engineering |
| S78 | 2015 | Conference | 49 | PFMM | 1987-2015 | 3.5 Robotics                                   |
| S79 | 2015 | Conference | 25 | KBB, KC, PFMM | 1990-2014 | 4.5 Software architecture                     |
| S80 | 2015 | Conference | 228 | KC     | 2000-2015 | 1 Software development                      |
| S81 | 2015 | Journal | 29     | KBB, PFMM | 2011-2014 | 5 Gamification in software engineering       |
| S82 | 2015 | Journal | 39     | KI, PFMM | 2001-2013 | 4.5 Requirement engineering                  |
| S83 | 2015 | Conference | 121 | PFMM, Ki | 2003-2013 | 3.5 Computer based learning                   |
| S84 | 2015 | Journal | 67     | BTBK, PFMM, KBBTBL, KPBBTNL | 2008-2012 | 3.5 Cloud computing                           |
| S85 | 2015 | Journal | 79     | PFMM    | 1995-2012 | 5 Requirement engineering                    |
| S86 | 2015 | Conference | 24 | PFMM, KC | 2001-2013 | 3 Software Product line engineering          |
| S87 | 2015 | Conference | 36 | PFMM, KC | 1988-2014 | 3.5 Software metrics                          |
| S88 | 2015 | Journal | 60     | PC, PFMM | 1998-2012 | 5 Software testing                            |
| S89 | 2015 | Conference | 635 | PFMM, Ki | 1989-2013 | 2.5 Software Process Improvement             |
| S90 | 2015 | Journal | 53     | PFMM, KC | 1994-2014 | 3 Software engineering education             |
| S91 | 2015 | Conference | 35 | PFMM, KBB | 2008-2014 | 2 Software quality engineering               |
| S92 | 2015 | Conference | 41 | N/A    | 1994-2014 | 3 Security of web applications               |
| S93 | 2015 | Journal | 33     | KBB, PFMM | 2003-2013 | 5 Software engineering                       |
| S94 | 2014 | Journal | 142    | PFMM    | 1990-2013 | 5 Software repositories                      |
| S95 | 2014 | Journal | 139    | PFMM    | 2006-2013 | 4.5 Software engineering                     |
| S96 | 2014 | Conference | 71 | PFMM, KBB | 2008-2012 | 1.5 Service-Oriented architecture, Software product line engineering |
| S97 | 2014 | Conference | 76 | PFMM, Wi | 2002-2013 | 2.5 User centred design, Agile software development |
| S100 | 2014 | Conference | 87 | PFMM | 2000-2012 | 2.5 | Software visualization |
| S101 | 2014 | Journal | 503 | PFMM | 2003-2014 | 2.5 | Model driven engineering |
| S102 | 2014 | Conference | 24 | KBB, PFMM | 2010-2013 | 4 | Agile software development |
| S103 | 2014 | Conference | 63 | PFMM | 2011-2014 | 3.5 | Software Product line engineering |
| S104 | 2014 | Conference | 26 | PFMM | 2011-2013 | 3.5 | Gamification Applied to Education |
| S105 | 2014 | Conference | 112 | KC | 2014 | 1 | Quality assurance |
| S106 | 2014 | Conference | 421 | KC, KBB, PFMM | N/A | 2.5 | Software Development |
| S107 | 2014 | Conference | 83 | KC | 1999-2013 | 4 | Sustainable software engineering |
| S108 | 2014 | Conference | 19 | BTBK | 1990-2014 | 3.5 | Software Testing |
| S109 | 2014 | Conference | 52 | Ki, KC | 2004-2013 | 2.5 | Evidence based software engineering |
| S110 | 2014 | Journal | 43 | KC, PFMM | 1994-2013 | 3.5 | Software Development |
| S111 | 2014 | Journal | 144 | PMM, BTBK, KC | 2002-2012 | 4 | Software architecture |
| S112 | 2014 | Conference | 34 | PMM | 2004-2013 | 3 | Software process improvement |
| S113 | 2014 | Journal | 83 | PMM | 1985-2012 | 4 | Data-intensive systems |
| S114 | 2014 | Conference | 48 | KC, Wo | 2000-2013 | 5 | Model driven engineering |
| S115 | 2014 | Conference | 891 | DybaKJ | 1996-2013 | 3.5 | Evidence based software engineering |
| S116 | 2014 | Conference | 85 | PMM | 2002-2013 | 3 | Software Testing |
| S117 | 2014 | Conference | 94 | PMM | 2000-2012 | 4 | Model driven engineering |
| S118 | 2014 | Conference | 30 | PMM | 2000-2013 | 4 | Software architecture |
| S119 | 2014 | Journal | 79 | Pe, PW | 1999-2011 | 4.5 | Software traceability |
| S120 | 2013 | Conference | 10 | PMM | 2001-2009 | 3.5 | Formal Methods |
| S121 | 2013 | Journal | 14 | KC | 2007-2012 | 2.5 | Requirement engineering |
| S122 | 2013 | Journal | 55 | KC | 2000-2011 | 5 | Software architecture |
| S123 | 2013 | Conference | 14 | KC | 2004-2013 | 2 | Automated software engineering |
| S124 | 2013 | Journal | 79 | PMM | 2000-2011 | 4 | Software testing |
| S125 | 2013 | Journal | 91 | KC, Pe | 2006-2010 | 5 | Global software development |
| S126 | 2013 | Conference | 30 | KBB | 2000-2013 | 3 | Software evolution |
| S127 | 2013 | Conference | 38 | PMM | 2001-2011 | 3.5 | Global Software Development |
| S128 | 2013 | Conference | 64 | N/A | 2008-2012 | 2.5 | Evidence based software engineering |
| S129 | 2013 | Journal | 120 | PMM, BTBK, KC | 2000-2012 | 4 | Software testing |
| S130 | 2013 | Conference | 63 | KDJ | 2002-2012 | 2 | Evidence-Based Software Engineering |
| S131 | 2013 | Conference | 187 | PFMM, KC | 2006-2012 | 3.5 | Quality assurance |
| S132 | 2013 | Conference | 29 | PFMM | 2002-2012 | 2.5 | Software Configuration Management |
| S133 | 2013 | Conference | 39 | BTBK, PFMM | 2000-2009 | 3.5 | Requirement engineering |
| S134 | 2013 | Journal | 65 | PFMM | 2002-2011 | 3.5 | Model driven engineering |
| S135 | 2013 | Journal | 81 | PFMM | 2000-2011 | 5 | Software product line engineering |
| S136 | 2013 | Journal | 136 | Basili | 1991-2011 | 4 | Software testing |
|------|------|----------|-----|--------|------------|---|-----------------|
| S137 | 2013 | Journal | 28  | KC     | 2003-2012 | 3.5 | Embedded systems, Agile software development |
| S138 | 2013 | Journal | 74  | PFMM   | 1997-2012 | 4 | Software product line engineering |
| S139 | 2013 | Journal | 154 | KC     | 2001-2009 | 3.5 | Evidence based software engineering |
| S140 | 2013 | Journal | 38  | PFMM   | 2002-2009 | 3.5 | Model driven engineering |
| S141 | 2013 | Conference | 51  | BKDK   | 1990-2012 | 4 | Requirement engineering |
| S142 | 2013 | Conference | 51  | PFMM, KC | 2003-2013 | 4 | Quality assurance |
| S143 | 2013 | Journal | 38  | KC     | 1997-2010 | 5 | Software maintenance |
| S144 | 2012 | Conference | 53  | Ki     | 2007-2011 | 4 | Service oriented architecture |
| S145 | 2012 | Conference | 166 | PFMM  | 2002-2011 | 1 | Agile software Development, Software testing |
| S146 | 2012 | Journal | 51  | PFMM, KC | 1985-2010 | 3.5 | Quality assurance |
| S147 | 2012 | Conference | 46  | Ki, PFMM | 2002-2011 | 3 | Requirement engineering |
| S148 | 2012 | Journal | 593 | PFMM  | 2005-2011 | 2 | Sustainable software engineering |
| S149 | 2012 | Conference | 70  | Ki, PFMM | 2010 | 2 | software engineering |
| S150 | 2012 | Conference | 138 | Ki    | 1996-2011 | 3.5 | Software maintenance |
| S151 | 2012 | Conference | 28  | PFMM, KC | 2004-2011 | 1.5 | Usability engineering |
| S152 | 2012 | Conference | 98  | PR    | 2000-2010 | 1.5 | Service oriented architecture |
| S153 | 2012 | Journal | 144 | PFMM  | 1991-2010 | 4 | Software testing |
| S154 | 2012 | Conference | 36  | KC    | 1998-2011 | 2 | Software Cost estimation |
| S155 | 2012 | Conference | 29  | PFMM  | 2000-2012 | 4 | Software development process |
| S156 | 2012 | Journal | 168 | Ki, Pe, DD | 2005-2010 | 4 | Quality Assurance |
| S157 | 2012 | Journal | 23  | PFMM  | 2004-2009 | 3 | Requirement engineering |
| S158 | 2012 | Conference | 36  | BTBK, KC | 1986-2010 | 4 | OTS based software development |
| S159 | 2012 | Journal | 60  | BTBK, PFMM | 2000-2010 | 4 | Global software development |
| S160 | 2012 | Conference | 19  | N/A   | 2000-2011 | 2 | Defect density |
| S161 | 2012 | Conference | 1440 | Ki, KC, PFMM | 1966-2011 | 1.5 | Domain-specific languages |
| S162 | 2012 | Conference | 22  | KC    | 2001-2011 | 3.5 | Software metrics |
| S163 | 2012 | Journal | 237 | KC, Ki | 1993-2010 | 1.5 | CMMI |
| S164 | 2011 | Journal | 53  | PFMM  | 1997-2012 | 3.5 | Requirement engineering |
| S165 | 2011 | Journal | 206 | BTBK, Ki, PFMM | 2003-2009 | 5 | Usability engineering |
| S166 | 2011 | Journal | 18  | N/A   | 2001-2010 | 2.5 | Software economics |
| S167 | 2011 | Journal | 45  | PFMM  | 1993-2009 | 4.5 | Software Product line engineering, Software testing |
| S168 | 2011 | Journal | 64  | PFMM  | 2001-2008 | 3 | Software product line engineering, Software testing |
| S169 | 2011 | Journal | 70  | Ki    | 1997-2009 | 3.5 | Global Software Development |
| S170 | 2011 | Conference | 40  | PFMM  | 1998-2011 | 2 | Software architecture |
| S171 | 2011 | Workshop | 93  | KC    | 1994-2010 | 3.5 | Evidence based software engineering |
| S172 | 2011 | Conference | 36  | PFMM  | 2002-2010 | 3 | Software testing, Requirement engineering |
| ID   | Year | Type     | Volume | Authors            | Year   | Impact Factor | Keywords                                                                 |
|------|------|----------|--------|--------------------|--------|---------------|--------------------------------------------------------------------------|
| S173 | 2011 | Conference| 56     | PFMM, KC          | 1987-2009 | 2             | OTS based software development                                           |
| S174 | 2011 | Journal   | 38     | PFMM, DD          | 1991-2007 | 5             | software productivity                                                    |
| S175 | 2011 | Workshop  | 25     | KC                | 1997-2010 | 3             | Software product management                                             |
| S176 | 2011 | Conference| 13     | Ki                | 1989-2009 | 4             | Software testing                                                         |
| S177 | 2010 | Journal   | 103    | KC, Ki            | 2000-2005 | 4             | software metrics                                                         |
| S178 | 2010 | Conference| 24     | PFMM              | 1999-2010 | 2.5           | Global software development, Configuration management                   |
| S179 | 2010 | Conference| 77     | KC                | 1999-2009 | 4             | Global software development, Agile software development                 |
| S180 | 2010 | Workshop  | 13     | PFMM              | 1999-2009 | 3             | Software architecture                                                    |
| S181 | 2009 | Journal   | 35     | Ki                | 1996-2007 | 5             | Software testing                                                         |
| S182 | 2009 | Conference| 46     | N/A               | 2000-2008 | 1.5           | Requirement engineering                                                  |
| S183 | 2008 | Journal   | 20     | PFMM              | 1999-2007 | 2.5           | Software Product line engineering                                        |
| S184 | 2008 | Conference| 33     | N/A               | 1999-2007 | 0.5           | Model driven engineering                                                 |
| S185 | 2007 | Conference| 138    | BKBT, Ki          | 2000-2006 | 2             | Software Design                                                          |
| S186 | 2013 | Conference| 53     | PFMM              | 1997-2012 | 2.5           | Requirement Engineering                                                  |
| S187 | 2013 | Conference| 27     | PW, KC            | 1996-2013 | 3             | Software Process Model                                                   |
| S188 | 2014 | Conference| 34     | PFMM              | 2004-2014 | 3.5           | Software ecosystems                                                       |
| S189 | 2014 | Journal   | 83     | PFMM, KC          | 1985-2012 | 4             | Method Engineering                                                       |
| S190 | 2015 | Conference| 46     | PFMM              | 2002-2015 | 2             | Agile software development                                               |
| S191 | 2013 | Journal   | 100    | PFMM              | 1999-2010 | 4             | Global software development                                              |
| S192 | 2012 | Conference| 38     | KC, PFMM          | 2002-2011 | 3.5           | Integration of Aspect Orientation, Model-Driven Engineering              |
| S193 | 2012 | Journal   | 115    | PFMM              | 2003-2011 | 2.5           | Software Process Model                                                   |
| S194 | 2008 | Conference| 35     | Ki                | 1996-2007 | 1.5           | Software Testing                                                         |
| S195 | 2014 | Conference| 173    | Ki                | 2013-2014 | 2.5           | Software Engineering                                                     |
| S196 | 2013 | Journal   | 36     | Ki, KC            | 1994-2011 | 5             | component-based software system metrics                                  |
| S197 | 2013 | Journal   | 146    | KC, PFMM          | 1992-2011 | 3.5           | Software visualization                                                   |
| S198 | 2011 | Journal   | 32     | KC, BKBT, BTB     | 2001-2010 | 4             | Agile software development, Software Product Line                        |
| S199 | 2012 | Journal   | 70     | Ki                | 1997-2009 | 4.5           | Distributed software development                                         |
| S200 | 2015 | Journal   | 113    | PFMM              | 2006-2014 | 3.5           | Crowdsourcing                                                             |
| S201 | 2013 | Journal   | 130    | KC, PFMM          | 1996-2011 | 4             | Software Development                                                     |
| S202 | 2014 | Conference| 19     | Ki                | 2004-2013 | 4.5           | Human Computer Interaction                                               |
| S203 | 2014 | Conference| 51     | BKBT              | 1998-2013 | 2             | Software Requirements                                                    |
| S204 | 2015 | Conference| 28     | KC                | 2010-2014 | 2             | Software Ecosystem                                                        |
| S205 | 2010 | Conference| 24     | N/A               | 1999-2010 | 3.5           | Global software development                                              |
| S206 | 2013 | Conference| 53     | KC, BTB           | 1994-2014 | 4             | Software Engineering Education                                           |
| S207 | 2016 | Journal   | 215    | KC                | 2012-2015 | 2.5           | Software Development                                                     |
| S208 | 2011 | Workshop  | 44     | Ki                | 2002-2011 | 2.5           | Software Ecosystem                                                        |
| S209 | 2014 | Workshop  | 57     | BKBT, KBB         | 1990-2013 | 3.5           | Software Quality                                                          |
| S.no | Online Database          | Number | Percentage (%) |
|------|--------------------------|--------|----------------|
| 1    | IEEExplore               | 183    | 87.14          |
| 2    | ACM                      | 177    | 84.28          |
| 3    | Science Direct           | 117    | 55.71          |
| 4    | SpringerLink             | 98     | 46.66          |
| 5    | Scopus                   | 95     | 45.23          |
| 6    | Web of Science           | 56     | 26.66          |
| 7    | Google Scholar           | 51     | 24.28          |
| 8    | Compendex                | 44     | 20.95          |
| 9    | Inspec                   | 36     | 17.14          |
| 10   | Wiley                    | 29     | 13.80          |
| 11   | CiteSeerX                | 10     | 10.0           |
| 12   | Elsevier                 | 10     | 10.0           |
| 13   | DBLP                     | 12     | 5.71           |
| 14   | Engineering Village      | 6      | 1.85           |
| 15   | JSTOR                    | 5      | 1.42           |
| 16   | ProQuest                 | 3      | 1.42           |
| 17   | AIS                      | 3      | 1.42           |
| 18   | MAS                      | 3      | 1.42           |
| 19   | Scirus                   | 3      | 1.42           |
| 20   | ERIC                     | 2      | 0.95           |
| 21   | EBSCHost                 | 2      | 0.95           |
| 22   | SAE                      | 1      | 0.47           |
| 23   | IET Digital Library      | 1      | 0.47           |
| 24   | ArXiv                    | 1      | 0.47           |
| 25   | Inderscience             | 1      | 0.47           |
| 26   | Kluwer Online            | 1      | 0.47           |
| 27   | EMBASE                   | 1      | 0.47           |
| 28   | SciVerse                 | 1      | 0.47           |
Table A 3. Parameter-wise breakdown of Quality scores

| S.no | Inclusion and exclusion criteria | Search adequacy | Synthesis Method | Quality Criteria | Basic information about primary studies | Quality Sum |
|------|----------------------------------|-----------------|------------------|------------------|------------------------------------------|-------------|
| S1   | 1                                | 1               | 1                | 0                | 0                                        | 3           |
| S2   | 1                                | 1               | 0.5              | 0                | 0                                        | 2.5         |
| S3   | 1                                | 1               | 1                | 0                | 0.5                                      | 3.5         |
| S4   | 1                                | 1               | 1                | 0                | 0                                        | 3           |
| S5   | 0.5                              | 0.5             | 0.5              | 0                | 1                                        | 2.5         |
| S6   | 1                                | 0.5             | 0.5              | 0                | 1                                        | 3           |
| S7   | 1                                | 1               | 0.5              | 0                | 0.5                                      | 3           |
| S8   | 1                                | 0.5             | 0.5              | 0                | 0.5                                      | 2.5         |
| S9   | 1                                | 1               | 1                | 1                | 1                                        | 5           |
| S10  | 1                                | 0               | 0.5              | 1                | 0.5                                      | 3           |
| S11  | 1                                | 1               | 1                | 0                | 0                                        | 3           |
| S12  | 1                                | 1               | 0.5              | 0                | 0.5                                      | 3           |
| S13  | 1                                | 0               | 1                | 0.5              | 0.5                                      | 3           |
| S14  | 1                                | 1               | 1                | 1                | 1                                        | 5           |
| S15  | 0.5                              | 0.5             | 1                | 0.5              | 1                                        | 3.5         |
| S16  | 0.5                              | 1               | 0.5              | 0                | 0.5                                      | 2.5         |
| S17  | 1                                | 1               | 1                | 0                | 1                                        | 4           |
| S18  | 1                                | 1               | 1                | 0                | 0.5                                      | 3.5         |
| S19  | 1                                | 1               | 0.5              | 0                | 0.5                                      | 3           |
| S20  | 1                                | 1               | 1                | 0                | 1                                        | 4           |
| S21  | 1                                | 1               | 0.5              | 0                | 0.5                                      | 3           |
| S22  | 1                                | 1               | 1                | 0                | 1                                        | 4           |
| S23  | 0.5                              | 1               | 1                | 1                | 1                                        | 4.5         |
| S24  | 0.5                              | 0               | 0.5              | 0                | 0                                        | 1           |
| S25  | 1                                | 1               | 1                | 1                | 1                                        | 5           |
| S26  | 1                                | 0               | 1                | 1                | 1                                        | 4           |
| S27  | 1                                | 0               | 0.5              | 0                | 1                                        | 2.5         |
| S28  | 0                                | 0.5             | 0.5              | 0                | 1                                        | 2           |
| S29  | 1                                | 0               | 0.5              | 0                | 0.5                                      | 2           |
| S30  | 0                                | 0               | 0.5              | 0                | 1                                        | 1.5         |
| S31  | 0.5                              | 1               | 0.5              | 0                | 1                                        | 3           |
| S32  | 0                                | 1               | 0.5              | 0                | 1                                        | 2.5         |
| S33  | 1                                | 0.5             | 0.5              | 0                | 0.5                                      | 2.5         |
| S34  | 1                                | 1               | 0.5              | 0                | 1                                        | 3.5         |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| S35 | 1 | 0.5 | 1 | 0 | 0.5 | 3 |
| S36 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S37 | 1 | 0.5 | 0.5 | 0.5 | 0.5 | 3 |
| S38 | 1 | 1 | 0.5 | 0.5 | 0 | 3 |
| S39 | 0.5 | 1 | 0.5 | 0 | 0 | 2 |
| S40 | 1 | 0.5 | 1 | 0 | 0 | 2.5 |
| S41 | 1 | 1 | 0.5 | 1 | 1 | 4.5 |
| S42 | 0.5 | 1 | 0 | 0 | 1 | 2.5 |
| S43 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S44 | 1 | 0.5 | 0.5 | 0 | 0 | 2 |
| S45 | 1 | 0 | 1 | 0 | 0.5 | 2.5 |
| S46 | 1 | 0.5 | 0.5 | 0 | 1 | 3 |
| S47 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S48 | 1 | 1 | 0.5 | 1 | 1 | 4.5 |
| S49 | 0.5 | 1 | 0.5 | 0 | 0 | 2 |
| S50 | 1 | 1 | 1 | 0 | 0 | 3 |
| S51 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S52 | 1 | 1 | 1 | 0 | 1 | 4 |
| S53 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S54 | 0.5 | 1 | 0.5 | 0 | 1 | 3 |
| S55 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S56 | 1 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S57 | 1 | 0 | 0.5 | 0 | 1 | 2.5 |
| S58 | 0.5 | 1 | 0.5 | 0 | 1 | 3 |
| S59 | 1 | 1 | 1 | 1 | 1 | 5 |
| S60 | 0.5 | 1 | 0.5 | 0 | 1 | 3 |
| S61 | 0.5 | 0 | 0.5 | 0 | 0.5 | 1.5 |
| S62 | 1 | 1 | 1 | 1 | 1 | 5 |
| S63 | 1 | 0 | 0 | 0 | 1 | 2 |
| S64 | 0.5 | 1 | 0.5 | 0 | 1 | 3 |
| S65 | 1 | 1 | 1 | 1 | 1 | 5 |
| S66 | 1 | 1 | 1 | 0.5 | 0.5 | 4 |
| S67 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S68 | 1 | 1 | 1 | 1 | 1 | 5 |
| S69 | 1 | 1 | 1 | 1 | 1 | 5 |
| S70 | 0.5 | 0 | 1 | 0 | 0.5 | 2 |
| S71 | 1 | 1 | 1 | 1 | 1 | 5 |
| S72 | 1 | 0 | 0 | 0 | 0.5 | 1.5 |
| S73 | 0.5 | 1 | 0 | 0 | 0 | 1.5 |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| S74 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S75 | 0.5 | 1 | 0.5 | 0 | 0.5 | 2.5 |
| S76 | 1 | 1 | 0.5 | 1 | 1 | 4.5 |
| S77 | 1 | 0.5 | 0.5 | 0 | 0.5 | 2.5 |
| S78 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S79 | 1 | 1 | 0.5 | 1 | 1 | 4.5 |
| S80 | 0 | 1 | 0 | 0 | 0 | 1 |
| S81 | 1 | 1 | 1 | 1 | 1 | 5 |
| S82 | 1 | 1 | 0.5 | 1 | 1 | 4.5 |
| S83 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S84 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S85 | 1 | 1 | 1 | 1 | 1 | 5 |
| S86 | 1 | 1 | 0.5 | 0 | 0.5 | 3 |
| S87 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S88 | 1 | 1 | 1 | 1 | 1 | 5 |
| S89 | 1 | 1 | 0.5 | 0 | 0 | 2.5 |
| S90 | 1 | 1 | 1 | 0 | 0 | 3 |
| S91 | 0 | 1 | 1 | 0 | 0 | 2 |
| S92 | 1 | 1 | 1 | 0 | 0 | 3 |
| S93 | 1 | 1 | 1 | 1 | 1 | 5 |
| S94 | 1 | 1 | 1 | 1 | 1 | 5 |
| S95 | 1 | 1 | 1 | 1 | 0.5 | 4.5 |
| S96 | 0 | 1 | 0.5 | 0 | 0 | 1.5 |
| S97 | 0 | 1 | 0.5 | 0 | 0 | 2.5 |
| S98 | 1 | 1 | 1 | 1 | 1 | 5 |
| S99 | 0 | 0.5 | 0.5 | 0.5 | 0.5 | 2 |
| S100 | 1 | 1 | 0.5 | 0 | 0 | 2.5 |
| S101 | 1 | 0.5 | 1 | 0 | 0 | 2.5 |
| S102 | 1 | 1 | 1 | 0 | 1 | 4 |
| S103 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S104 | 1 | 1 | 1 | 0 | 0.5 | 3.5 |
| S105 | 0 | 0.5 | 0 | 0.5 | 0 | 1 |
| S106 | 1 | 1 | 0.5 | 0 | 0 | 2.5 |
| S107 | 1 | 1 | 1 | 0.5 | 0.5 | 4 |
| S108 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S109 | 1 | 1 | 0.5 | 0 | 0 | 2.5 |
| S110 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S111 | 1 | 1 | 1 | 0 | 1 | 4 |
| S112 | 1 | 1 | 0.5 | 0 | 0.5 | 3 |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| S113 | 1 | 1 | 1 | 0 | 1 | 4 |
| S114 | 1 | 1 | 1 | 1 | 1 | 5 |
| S115 | 1 | 1 | 1 | 0 | 0.5 | 3.5 |
| S116 | 1 | 1 | 0.5 | 0 | 0.5 | 3 |
| S117 | 1 | 1 | 1 | 0 | 1 | 4 |
| S118 | 1 | 1 | 0.5 | 0.5 | 1 | 4 |
| S119 | 1 | 1 | 1 | 1 | 0.5 | 4.5 |
| S120 | 1 | 1 | 0 | 0.5 | 1 | 3.5 |
| S121 | 1 | 0.5 | 0 | 0 | 1 | 2.5 |
| S122 | 1 | 1 | 1 | 1 | 1 | 5 |
| S123 | 1 | 0.5 | 0 | 0 | 0.5 | 2 |
| S124 | 1 | 1 | 1 | 0 | 1 | 4 |
| S125 | 1 | 1 | 1 | 1 | 1 | 5 |
| S126 | 1 | 1 | 0.5 | 0 | 0.5 | 3 |
| S127 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S128 | 1 | 1 | 0.5 | 0 | 0 | 2.5 |
| S129 | 1 | 1 | 1 | 0 | 1 | 4 |
| S130 | 1 | 1 | 0 | 0 | 0 | 2 |
| S131 | 0.5 | 1 | 1 | 1 | 0 | 3.5 |
| S132 | 1 | 0 | 0.5 | 0 | 1 | 2.5 |
| S133 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S134 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S135 | 1 | 1 | 1 | 1 | 1 | 5 |
| S136 | 1 | 1 | 1 | 0 | 1 | 4 |
| S137 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S138 | 1 | 1 | 1 | 0 | 1 | 4 |
| S139 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S140 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S141 | 1 | 1 | 1 | 0 | 1 | 4 |
| S142 | 1 | 1 | 0 | 1 | 1 | 4 |
| S143 | 1 | 1 | 1 | 1 | 1 | 5 |
| S144 | 1 | 1 | 0 | 1 | 1 | 4 |
| S145 | 0 | 1 | 0 | 0 | 0 | 1 |
| S146 | 1 | 0.5 | 1 | 0 | 1 | 3.5 |
| S147 | 1 | 1 | 0.5 | 0 | 0.5 | 3 |
| S148 | 1 | 1 | 0 | 0 | 0 | 2 |
| S149 | 1 | 0 | 0 | 0 | 0 | 1 |
| S150 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S151 | 1 | 0.5 | 0 | 0 | 0 | 1.5 |
|   | 1 | 0.5 | 0 | 0 | 0 | 1.5 |
|---|---|----|---|---|---|-----|
| S152 | 1 | 1 | 1 | 0 | 1 | 4  |
| S153 | 1 | 1 | 1 | 0 | 1 | 4  |
| S154 | 1 | 1 | 1 | 0 | 1 | 4  |
| S155 | 1 | 1 | 1 | 0 | 1 | 4  |
| S156 | 1 | 1 | 1 | 0 | 1 | 4  |
| S157 | 1 | 1 | 0.5 | 0 | 0.5 | 3  |
| S158 | 1 | 1 | 1 | 0 | 1 | 4  |
| S159 | 1 | 1 | 1 | 0 | 1 | 4  |
| S160 | 1 | 0 | 0.5 | 0 | 0.5 | 2  |
| S161 | 1 | 0 | 0.5 | 0 | 0 | 1.5 |
| S162 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S163 | 1 | 0 | 0.5 | 0 | 0 | 1.5 |
| S164 | 1 | 1 | 1 | 0 | 0.5 | 3.5 |
| S165 | 1 | 1 | 1 | 1 | 1 | 5  |
| S166 | 1 | 1 | 0 | 0 | 0.5 | 2.5 |
| S167 | 1 | 1 | 1 | 1 | 0.5 | 4.5 |
| S168 | 1 | 0 | 1 | 0 | 1 | 3  |
| S169 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S170 | 1 | 1 | 0 | 0 | 0 | 2  |
| S171 | 1 | 1 | 1 | 0 | 0.5 | 3.5 |
| S172 | 1 | 1 | 0.5 | 0 | 0.5 | 3  |
| S173 | 0.5 | 1 | 0.5 | 0 | 0 | 2  |
| S174 | 1 | 1 | 1 | 1 | 1 | 5  |
| S175 | 1 | 1 | 0.5 | 0 | 0.5 | 3  |
| S176 | 1 | 1 | 1 | 0 | 1 | 4  |
| S177 | 1 | 0 | 1 | 1 | 1 | 4  |
| S178 | 0.5 | 1 | 0.5 | 0 | 0.5 | 2.5 |
| S179 | 1 | 1 | 1 | 0 | 1 | 4  |
| S180 | 1 | 1 | 0.5 | 0 | 0.5 | 3  |
| S181 | 1 | 1 | 1 | 1 | 1 | 5  |
| S182 | 1 | 0.5 | 0 | 0 | 0 | 1.5 |
| S183 | 0.5 | 1 | 0.5 | 0 | 0.5 | 2.5 |
| S184 | 0 | 0.5 | 0 | 0 | 0 | 0.5 |
| S185 | 0 | 1 | 1 | 0 | 0 | 2  |
| S186 | 0 | 1 | 1 | 0 | 0.5 | 2.5 |
| S187 | 1 | 1 | 0.5 | 0 | 0.5 | 3  |
| S188 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S189 | 1 | 1 | 1 | 0 | 1 | 4  |
| S190 | 0.5 | 0 | 1 | 0 | 0.5 | 2  |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| S191 | 1 | 1 | 1 | 0 | 1 | 4 |
| S192 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S193 | 0.5 | 0 | 1 | 0 | 1 | 2.5 |
| S194 | 0.5 | 1 | 0 | 0 | 0 | 1.5 |
| S195 | 1 | 1 | 0.5 | 0 | 0 | 2.5 |
| S196 | 1 | 1 | 1 | 1 | 1 | 5 |
| S197 | 1 | 1 | 1 | 0 | 0.5 | 3.5 |
| S198 | 1 | 1 | 1 | 0 | 1 | 4 |
| S199 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S200 | 1 | 1 | 0.5 | 1 | 0 | 3.5 |
| S201 | 1 | 1 | 1 | 0 | 1 | 4 |
| S202 | 1 | 1 | 1 | 0.5 | 1 | 4.5 |
| S203 | 0.5 | 0.5 | 0.5 | 0 | 0.5 | 2 |
| S204 | 0.5 | 0.5 | 0.5 | 0 | 0.5 | 2 |
| S205 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S206 | 1 | 1 | 1 | 0 | 1 | 4 |
| S207 | 0.5 | 1 | 0.5 | 0 | 0.5 | 2.5 |
| S208 | 0.5 | 0.5 | 0.5 | 0 | 1 | 2.5 |
| S209 | 1 | 1 | 0.5 | 0 | 1 | 3.5 |
| S210 | 1 | 0 | 1 | 1 | 1 | 4 |