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Abstract. For a class of competition-diffusion nonlinear systems involving the square root of the Laplacian, including the fractional Gross-Pitaevskii system

$$(-\Delta)^{1/2} u_i = \omega_i u_i^3 + \lambda_i u_i - \beta u_i \sum_{j \neq i} a_{ij} u_j^2, \quad i = 1, \ldots, k,$$

we prove that $L^\infty$ boundedness implies $C^{\alpha,0}$ boundedness for every $\alpha \in [0,1/2)$, uniformly as $\beta \to +\infty$. Moreover we prove that the limiting profile is $C^{0,1/2}$.

This system arises, for instance, in the relativistic Hartree-Fock approximation theory for $k$-mixtures of Bose-Einstein condensates in different hyperfine states.

1. Introduction

Regularity issues involving fractional laplacians are very challenging, because of the genuinely non-local nature of such operators, and for this reason they have recently become the object of an intensive research, especially when associated with the asymptotic analysis and the study of free boundary problems, see for instance [9, 3, 21, 8, 11, 7, 20] and references therein. The present paper is concerned with this topic, when the creation of a free boundary is triggered by the interplay between fractional diffusion and competitive interaction.

Several physical phenomena can be described by a certain number of densities (of mass, population, probability, ...) distributed in a domain and subject to laws of diffusion, reaction, and competitive interaction. Whenever the competition is the prevailing feature, the densities tend to segregate, hence determining a partition of the domain. When anomalous diffusion is involved, one is lead to consider the class of stationary systems of semilinear equations

$$\begin{cases}
(-\Delta)^s u_i = f_i(x, u_i) - \beta u_i \sum_{j \neq i} g_{ij}(u_j) \\
u_i \in H^s(\mathbb{R}^N),
\end{cases}$$

thus focusing on the singular limit problem obtained when the (positive) parameter $\beta$, accounting for the competitive interactions, diverges to $\infty$. Among the others, the cases $f_i(s) = r_i s(1 - s/K_i)$, $g_{ij}(s) = a_{ij} s$ (logistic internal dynamics with Lotka-Volterra competition) and $f_i(s) = \omega_i s^3 + \lambda_i s$, $g_{ij}(s) = a_{ij} s^2$ (focusing-defocusing...
Gross-Pitaevskii system with competitive interactions, see for instance [13, 12]) are of the highest interest in the applications to population dynamics and theoretical physics, respectively.

For the standard Laplace diffusion operator (namely $s = 1$), the analysis of the qualitative properties of solutions to the corresponding systems has been undertaken, starting from [13, 14, 15], in a series of recent papers [16, 29, 30, 6, 22], also in the parabolic case [28, 17, 18, 19]. In the singular limit one finds a vector $u = (u_1, \cdots, u_k)$ of limiting profiles with mutually disjoint supports: indeed, the segregated states $u_i$ satisfy $u_i \cdot u_j \equiv 0$, for $i \neq j$, and

$$-\Delta u_i = f_i(x, u_i) \quad \text{whenever } u_i \neq 0, \ i = 1, \ldots, k.$$ 

Natural questions concern the functional classes of convergence (a priori bounds), optimal regularity of the limiting profiles, equilibrium conditions at the interfaces, and regularity of the nodal set. In [16] (for the Lotka-Volterra competition) and [22] (for the variational Gross-Pitaevskii one) it is proved that $L^\infty$ boundedness implies $C^{0,\alpha}$ boundedness, uniformly as $\beta \to +\infty$, for every $\alpha \in (0, 1)$. Moreover, in the second case, it is shown that the limiting profiles are Lipschitz continuous. The proof relies upon elliptic estimates, the blow-up technique, the monotonicity formulae by Almgren [1] and Alt-Caffarelli-Friedman [2], and it reveals a subtle interaction between diffusion and competition aspects. This interaction mainly occurs at two levels: the validity and exactness of the Alt-Caffarelli-Friedman monotonicity formula and, consequently, the validity of Liouville type theorems for entire solutions to semilinear systems.

In this paper we address the problem of a priori bounds and optimal regularity of the limiting profiles in the simplest case of anomalous diffusion, driven by the square root of the Laplacian. As well known, anomalous diffusion arises when the Gaussian statistics of the classical Brownian motion is replaced by a different one, allowing for the Lévy jumps (or flights). In the light of already built theory for the regular Laplacian, we focus on the joint effect of diffusion and competition as the (non local) diffusion process acts on a longer range.

Our model problem will be the following:

\begin{equation}
\begin{cases}
(\Delta)^{1/2} u_i = f_{i, \beta}(u_i) - \beta u_i \sum_{j \neq i} u_j^2 \\
u_i \in H^{1/2}(\mathbb{R}^N).
\end{cases}
\end{equation}

This class of problems includes the already mentioned Gross-Pitaevskii systems with focusing or defocusing nonlinearities

\begin{equation}
\begin{cases}
(\Delta + m_i^2)^{1/2} u_i = \omega_i u_i^3 + \lambda_i, \beta u_i - \beta u_i \sum_{j \neq i} a_{ij} u_j^2 \\
u_i \in H^{1/2}(\mathbb{R}^N),
\end{cases}
\end{equation}

with $a_{ij} = a_{ji} > 0$, which is the relativistic version of the Hartree-Fock approximation theory for mixtures of Bose-Einstein condensates in different hyperfine states. Even though we will perform the proof in the case $m_i = 0$ and $a_{ij} = 1$, the general case, allowing positive masses $m_i > 0$, follows with minor changes and it is actually a bit simpler.

As it is well known (see e.g. [10]), the $N$-dimensional half Laplacian can be interpreted as a Dirichlet-to-Neumann operator and solutions to problem (1.1) as traces of harmonic functions on the $(N + 1)$-dimensional half space having the right-hand side of (1.1) as normal derivative. For this reason, it is worth stating
our main results for harmonic functions with nonlinear Neumann boundary conditions involving strong competition terms. We use the following notations: for any dimension $N \geq 1$, we consider the half ball $B^+_1(x_0, 0) := B_r(x_0, 0) \cap \{ y > 0 \}$, which boundary contains the spherical part $\partial^+ B^+_1 := \partial B_r \cap \{ y > 0 \}$ and the flat one $\partial^0 B^+_1 := B_r \cap \{ y = 0 \}$ (here $y$ denotes the $(N + 1)$-th coordinate).

**Theorem 1.1** (Local uniform Hölder bounds). Let the functions $f_{i, \beta}$ be continuous and uniformly bounded (w.r.t. $\beta$) on bounded sets, and let $\{v_\beta = (v_{i, \beta})_{1 \leq i \leq k}\}_\beta$ be a family of $H^1(B^+_1)$ solutions to the problems
\[
\begin{align*}
-\Delta v_i &= 0 \quad \text{in } B^+_1 \\
\partial_{\nu} v_i &= f_{i, \beta}(v_i) - \beta \alpha_i \sum_{j \neq i} v_j^2 \quad \text{on } \partial^0 B^+_1.
\end{align*}
\]

Let us assume that
\[\|v_\beta\|_{L^\infty(B^+_1)} \leq M,\]
for a constant $M$ independent of $\beta$. Then for every $\alpha \in (0, 1/2)$ there exists a constant $C = C(M, \alpha)$, not depending on $\beta$, such that
\[\|v_\beta\|_{C^{0, \alpha}(B^+_1)} \leq C(M, \alpha).\]

Furthermore, $\{v_\beta\}_\beta$ is relatively compact in $H^1(B^+_1) \cap C^{0, \alpha}(B^+_1)$ for every $\alpha < 1/2$.

As a byproduct, up to subsequences we have convergence of the above solutions to a limiting profile, which components are segregated on the boundary $\partial^0 B^+$. If furthermore $f_{i, \beta} \to f_i$, uniformly on compact sets, we can prove that this limiting profile satisfies
\[
\begin{align*}
-\Delta v_i &= 0 \quad \text{in } B^+_1 \\
v_i \partial_{\nu} v_i &= f_i(v_i) v_i \quad \text{on } \partial^0 B^+_1.
\end{align*}
\]

One can see that, for solutions of this type of equation, the highest possible regularity correspond to the Hölder exponent $\alpha = 1/2$. As a matter of fact, we can prove that the limiting profiles do enjoy such optimal regularity.

**Theorem 1.2** (Optimal regularity of limiting profiles). Under the assumptions above, assume moreover that the locally Lipschitz continuous functions $f_i$ satisfy $f_i(s) = f'_i(0)s + O(|s|^{1+\varepsilon})$ as $s \to 0$, for some $\varepsilon > 0$. Then $v \in C^{0, 1/2}(B^+_1)$.

Once local regularity is established, we can move from $(P)_\beta$ and deal with global problems, adding suitable boundary conditions. An example of results that we can prove is the following.

**Theorem 1.3** (Global uniform Hölder bounds). Let the functions $f_{i, \beta}$ be continuous and uniformly bounded (w.r.t. $\beta$) on bounded sets, and let $\{u_\beta\}_\beta$ be a family of $H^{1/2}(\mathbb{R}^N)$ solutions to the problems
\[
\begin{align*}
(-\Delta)^{1/2} u_i &= f_{i, \beta}(u_i) - \beta u_i \sum_{j \neq i} u_j^2 \quad \text{on } \Omega \\
u_i &= 0 \quad \text{on } \mathbb{R}^N \setminus \Omega,
\end{align*}
\]
where $\Omega$ is a bounded domain of $\mathbb{R}^N$, with sufficiently smooth boundary. Let us assume that
\[\|u_\beta\|_{L^\infty(\Omega)} \leq M,\]
for a constant $M$ independent of $\beta$. Then for every $\alpha \in (0, 1/2)$ there exists a constant $C = C(M, \alpha)$, not depending on $\beta$, such that

$$\|u_\beta\|_{C^{0, \alpha}(\mathbb{R}^N)} \leq C(M, \alpha).$$

Analogous results hold, for instance, when the square root of the laplacian is replaced with the spectral fractional laplacian with homogeneous Dirichlet boundary conditions on bounded domains (see [4]). Moreover, note that $L^\infty$ bounds can be derived from $H^{1/2}$ ones, once suitable restrictions are imposed on the growth rate (subcritical) of the nonlinearities and/or on the dimension $N$, by means of a Brezis-Kato type argument.

In order to pursue the program just illustrated, compared with the case of the standard laplacian, a number of new difficulties has to be overcome. For instance, the polynomial decay of the fundamental solution of $(-\Delta)^{1/2} + 1$ already affects the rate of segregation. Furthermore, since such segregation occurs only in the $N$-dimensional space, it is natural to expect free boundaries of codimension 2. But, perhaps, the most challenging issue lies in the lack of the validity of an exact Alt-Caffarelli-Friedman monotonicity formula. This reflects, at the spectral level, the lack of convexity of the eigenvalues with respect to domain variations, see Remark 2.4 below. To attack these problems new tools are in order, involving different extremality conditions and new monotonicity formulas (associated with trace spectral problems).

Let us finally mention that general fractional laplacians arise in many models of enhanced anomalous diffusion; such operators are of real interest both in population dynamics and in relativistic quantum electrodynamics. This strongly motivates the extension of the theory in this direction, for any $s \in (0, 1)$.

The paper is organized as follows:
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1.1. **Notation.** Throughout the paper, we will agree that any $X \in \mathbb{R}^{N+1}$ can be written as $X = (x, y)$, with $x \in \mathbb{R}^N$ and $y \in \mathbb{R}$, in such a way that $\mathbb{R}^{N+1}_+ :=$
For any \( D \subset \mathbb{R}^{N+1} \) we write
\[
D^+ := D \cap \{ y > 0 \},
\]
\[
\partial^+ D^+ := \partial D \cap \{ y > 0 \},
\]
\[
\partial^0 D^+ := D \cap \{ y = 0 \}.
\]
In most cases, we use this notation with \( D = B_r(x_0, 0) \) (the \((N + 1)\)-dimensional ball centered at a point of \( \mathbb{R}^N \)). In such case, we denote
\[
S_{r}^{N-1}(x_0, 0) := \{ (x, 0) : x \in \mathbb{R}^N, |x - x_0| = r \} = \partial B^+_r \setminus (\partial^+ B^+_r \cup \partial^0 B^+_r).
\]
Beyond the usual functional spaces, we will write
\[
H^1_{\text{loc}}(\mathbb{R}^{N+1}) := \{ v : \forall D \subset \mathbb{R}^{N+1} \text{ open and bounded, } v|_{D^+} \in H^1(D^+) \}.
\]
Finally, we write \( B^+ \) for \( B^+_1 \), and we denote with \( C \) any constant we need not to specify (possibly assuming different values even in the same expression).

2. Alt-Caffarelli-Friedman type monotonicity formulae

This section is devoted to the proof of some monotonicity formulae of Alt-Caffarelli-Friedman (ACF) type.

2.1. Segregated ACF formula. The validity of ACF type formulae depends on optimal partition problems involving spectral properties of the domain. In the present situation, the spectral problem we consider involves a pair of functions defined on \( S^N_+ := \partial S^N_+ \). As a peculiar fact, here such functions have not disjoint support on the whole \( S^N_+ \), but only on its boundary \( S^N_{-1} \). In this way we are lead to consider the following optimal partition problem on \( S^N_{-1} \).

**Definition 2.1.** For each open subset \( \omega \) of \( S^N_{-1} := \partial S^N_+ \) we define the first eigenvalue associated to \( \omega \) as
\[
\lambda_1(\omega) := \inf \left\{ \frac{\int_{S^N_+} |\nabla_T u|^2 \, d\sigma}{\int_{S^N_+} u^2 \, d\sigma} : u \in H^1(S^N_+), u \equiv 0 \text{ on } S^N_{-1} \setminus \omega \right\}.
\]
Here \( \nabla_T u \) stands for the (tangential) gradient of \( u \) on \( S^N_+ \).

**Definition 2.2.** On \( S^N_{-1} \) we define the set of 2-partition \( \mathcal{P}^2 \) by
\[
\mathcal{P}^2 := \{ (\omega_1, \omega_2) : \omega_1 \subset S^N_{-1} \text{ open, } \omega_1 \cap \omega_2 = \emptyset \}
\]
and the number, only depending on \( N \),
\[
\nu^{\text{ACF}} := \frac{1}{2} \inf_{(\omega_1, \omega_2) \in \mathcal{P}^2} \sum_{i=1}^2 \left( \frac{N - 1}{2} \lambda_1(\omega_i) + \frac{N - 1}{2} \right).
\]

\[
\nu^{\text{ACF}} = \frac{1}{2} \inf_{(\omega_1, \omega_2) \in \mathcal{P}^2} \sum_{i=1}^2 \gamma(\lambda_1(\omega_i)).
\]

**Remark 2.3.** As it is well known, \( u \) achieves \( \lambda_1(\omega) \) if and only if it is one signed, and its \( \gamma(\lambda_1(\omega)) \)-homogeneous extension to \( \mathbb{R}^{N+1}_+ \) is harmonic.
Remark 2.4. By symmetrization arguments, one may try to restrict the study of the above optimal partition problem to the case when both $\omega_i$ are spherical caps. In such a situation, writing $\Gamma(\vartheta) := \gamma(\lambda_1(\omega_\vartheta))$ for the spherical cap $\omega_\vartheta$ with opening $\vartheta$, one is lead to minimize the quantity

$$\varphi(\vartheta) := \frac{1}{2} [\Gamma(\vartheta) + \Gamma(\pi - \vartheta)], \quad \vartheta \in [0, \pi].$$

It is worthwhile noticing that the function $\varphi$ is not convex, indeed one can prove that

$$\varphi(0) = \varphi\left(\frac{\pi}{2}\right) = \varphi(\pi) = \frac{1}{2}$$

(for details, see the proofs of Lemma 2.5 and Proposition 2.12 below). Thus, in particular, it is not clear whether the minimum of $\varphi$ may be strictly less that $1/2$.

As already mentioned, this marks a notable difference with respect to the standard diffusion case.

Lemma 2.5. For every dimension $N$, it holds $0 < \nu^{ACF} \leq \frac{1}{2}$.

Proof. The bound from above easily follows by comparing with the value corresponding to the partition $(S^{N-1}, \emptyset)$: indeed, it holds $\lambda_1(S^{N-1}) = 0$, achieved by $u(x,y) \equiv 1$, and $\lambda_1(\emptyset) = 2N$, achieved by $u(x,y) = y$. In order to prove the estimate from below, let us first observe that, for each pair $(\omega_1, \omega_2) \in \mathcal{P}^2$, there exist two functions $u_1$ and $u_2$ in $H^1(S^N_\omega)$ such that $u_i \equiv 0$ on $S^{N-1} \setminus \omega_i$,

$$\lambda_1(\omega_i) = \int_{S^N_\omega} |\nabla u_i|^2 \, d\sigma \quad \text{and} \quad \int_{S^N_\omega} u_i^2 \, d\sigma = 1.$$

This claim is a consequence of the compactness both of the embedding $H^1(S^N) \hookrightarrow L^2(S^N)$ and of the trace operator from $H^1(S^N_\omega)$ to $L^2(S^{N-1})$ (recall that the constraint is continuous with respect to the $L^2(S^{N-1})$ topology).

We proceed by contradiction, supposing that there exists a sequence of 2-partition $(\omega^n_1, \omega^n_2) \in \mathcal{P}^2$ such that

$$\gamma(\lambda_1(\omega^n_1)) + \gamma(\lambda_1(\omega^n_2)) \to 0.$$

Since the function $\gamma$ is non negative and increasing, it must be that $\lambda_1(\omega^n_i) \to 0$ for $i = 1, 2$, that is, there exist two sequences of functions $u^n_1$ and $u^n_2$ in $H^1(S^N_\omega)$ such that $u_i \equiv 0$ on $S^{N-1} \setminus \omega_i$,

$$\int_{S^N_\omega} |\nabla u_i|^2 \, d\sigma \to 0 \quad \text{while} \quad \int_{S^N_\omega} u_i^2 \, d\sigma = 1.$$

Therefore, up to a subsequence, it holds

$$u^n_1, u^n_2 \rightharpoonup |S^N_\omega|^{1/2} \quad \text{in} \quad H^1(S^N_\omega) \quad \text{and} \quad \int_{S^{N-1}} u^n_1 u^n_2 \, d\sigma = 0$$

which are incompatible. 

Under the previous notations, we can prove the following monotonicity formula.

Theorem 2.6. Let $v_1, v_2 \in H^1(B^N_\rho(x_0,0))$ be continuous functions such that

- $v_1 v_2|_{y=0} = 0$, $v_i(x_0,0) = 0$;
Then the function

\[ \Phi(r) := \prod_{i=1}^{2} \frac{1}{r^{2 \nu + 1}} \int_{B^{+}_{r}(x_{0}, 0)} |X - (x_{0}, 0)|^{-N+1} \text{d}x \text{d}y \]

is monotone non decreasing in \( r \) for \( r \in (0, R) \).

Remark 2.7. Since

\[ \int_{\mathbb{R}^{N+1}_{+}} (\nabla v_{i}) \cdot (v_{i} \phi) \text{d}x \text{d}y = \int_{\mathbb{R}^{N+1}_{+}} \left[ \nabla v_{i} \phi + \frac{1}{2} \nabla (v_{i}) \cdot \nabla \phi \right] \text{d}x \text{d}y, \]

we have that if \( v_{1}, v_{2} \) satisfy the assumptions of Theorem 2.6 then also \( |v_{1}|, |v_{2}| \) do.

By the above remark, we can assume without loss of generality that \( v_{1} \) and \( v_{2} \) are non negative. Since the theorem is trivial if either \( v_{1} \equiv 0 \) or \( v_{2} \equiv 0 \), we will prove it when both \( v_{1} \) and \( v_{2} \) are non zero. Moreover, by translating and scaling, the theorem can be proved under the assumption that \( x_{0} = 0 \) and \( R = 1 \). We will need the following technical lemmas.

Definition 2.8. We define \( \Gamma_{1} \in C^{1}(\mathbb{R}^{N+1}_{+}; \mathbb{R}^{+}) \) as

\[ \Gamma_{1}(X) := \begin{cases} \frac{1}{|X|} & |X| \geq 1 \\ \frac{1}{N+1} - \frac{N-1}{2} |X|^{2} & |X| < 1. \end{cases} \]

We let also \( \Gamma_{\varepsilon}(X) = \Gamma_{1}(X/\varepsilon)^{1-N} \), so that \( \Gamma_{\varepsilon} \geq \Gamma = |X|^{1-N} \), a multiple of the fundamental solution of the half-laplacian, as \( \varepsilon \to 0 \).

Remark 2.9. Let us observe that each \( \Gamma_{\varepsilon} \) is radial and, in particular, \( \partial_{r} \Gamma_{\varepsilon} = 0 \) on \( \mathbb{R}^{N} \). Moreover, they are superharmonic on \( \mathbb{R}^{N+1}_{+} \).

Lemma 2.10. Let \( v_{1}, v_{2} \) be as in Theorem 2.6. The function

\[ r \mapsto \int_{B^{+}_{r}} \left| \nabla v_{i} \right|^{2} \text{d}x \text{d}y \]

is well defined and bounded in any compact subset of \((0, 1)\).

Proof. We proceed as follows: let \( \varepsilon > 0, \delta > 0 \) and let \( \eta_{\delta} \in C_{0}^{\infty}(B_{r+\delta}) \) be a smooth, radial cutoff function such that \( 0 \leq \eta_{\delta} \leq 1 \) and \( \eta_{\delta} = 1 \) on \( B_{r} \). Choosing \( \phi = \eta_{\delta} \Gamma_{\varepsilon} \) in the second assumption of the theorem, and recalling equation (2.1), we obtain

\[ \int_{\mathbb{R}^{N+1}_{+}} \left[ \nabla v_{i} \right]^{2} \Gamma_{\varepsilon} + \frac{1}{2} \nabla (v_{i}) \cdot \nabla \Gamma_{\varepsilon} \right] \eta_{\delta} \text{d}x \text{d}y \leq - \int_{\mathbb{R}^{N+1}_{+}} \frac{1}{2} \Gamma_{\varepsilon} (\nabla v_{i})^{2} \cdot \nabla \eta_{\delta} \text{d}x \text{d}y \]

\[ = \int_{r}^{r+\delta} \left[ -\eta_{\delta}'(\rho) \int_{\partial B^{+}_{r}} \Gamma_{\varepsilon} \nabla v_{i} \cdot \frac{X}{|X|} \text{d}\sigma \right] \text{d}\rho. \]
Passing to the limit as $\delta \to 0$ we obtain, for almost every $r \in (0, 1)$,
\[
\int_{B^+_r} \left[ |\nabla v_i|^2 \Gamma_\varepsilon + \frac{1}{2} \nabla (v_i)^2 \cdot \nabla \Gamma_\varepsilon \right] \, dx \, dy \leq \int_{\partial^+ B^+_r} \Gamma_\varepsilon v_i \partial_r v_i \, d\sigma,
\]
which, combined with the inequality $-\Delta \Gamma_\varepsilon \geq 0$ tested with $v_i^2/2$ leads to
\[
\int_{B^+_r} |\nabla v_i|^2 \Gamma_\varepsilon \, dx \, dy \leq \int_{\partial^+ B^+_r} \left( \Gamma_\varepsilon v_i \partial_r v_i - \frac{v_i^2}{2} \partial_r \Gamma_\varepsilon \right) \, d\sigma.
\]
Letting $\varepsilon \to 0^+$, by monotone convergence we infer
\[
\int_{B^+_r} \frac{|\nabla v_i|^2}{|X|^{N-1}} \, dx \, dy \leq \frac{1}{r^{N-1}} \int_{\partial^+ B^+_r} v_i \partial_r v_i \, d\sigma + \frac{N-1}{2r^N} \int_{\partial^+ B^+_r} v_i^2 \, d\sigma
\]
and this, in turns, proves the lemma. \hfill \Box

**Lemma 2.11.** Let $v_1, v_2$ be two non trivial functions satisfying the assumptions of Theorem 2.6. It holds
\[
\sum_{i=1}^2 \int_{B^+_r} \frac{|\nabla v_i|^2}{|X|^{N-1}} \, dx \, dy \geq \frac{4}{r} ACF.
\]

**Proof:** First we use the estimate (2.3) to bound from below the left hand side of (2.4):
\[
\int_{\partial^+ B^+_r} \frac{|\nabla v_i|^2}{|X|^{N-1}} \, d\sigma \geq \int_{\partial^+ B^+_r} |\nabla v_i|^2 \, d\sigma
\]
\[
\int_{B^+_r} \frac{|\nabla v_i|^2}{|X|^{N-1}} \, dx \, dy = \int_{B^+_r} |\nabla v_i|^2 \, dx \, dy
\]
\[
= \int_{S^N_+} |\nabla v_i^{(r)}|^2 \, d\sigma + \int_{S^N_+} |\nabla T v_i^{(r)}|^2 \, d\sigma
\]
where $v_i^{(r)} : S^{N-1}_+ \to \mathbb{R}$ is defined as $v_i^{(r)}(\xi) = v_i(r\xi)$. We now estimate the right hand side as follows: the numerator writes
\[
= \int_{S^N_+} \left( \int_{S^N_+} |\nabla v_i^{(r)}|^2 \, d\sigma + \int_{S^N_+} |\nabla T v_i^{(r)}|^2 \, d\sigma \right)
\]
\[
= \int_{S^N_+} \left( \int_{S^N_+} |\nabla v_i^{(r)}|^2 \, d\sigma + \int_{S^N_+} |\nabla T v_i^{(r)}|^2 \, d\sigma \right).
\]
where $\mathcal{R}$ stands for the Rayleigh quotient of $v_i^{(r)}$ on $\mathbb{S}_+^N$. On the other hand, by the Cauchy-Schwarz inequality, the denominator may be estimated from above by

$$\int_{\mathbb{S}_+^N} v_i^{(r)} \partial_r v_i^{(r)} \, d\sigma + r \frac{N-1}{2} \int_{\mathbb{S}_+^N} |v_i^{(r)}|^2 \, d\sigma$$

$$\leq \left( \int_{\mathbb{S}_+^N} |v_i^{(r)}|^2 \, d\sigma \right)^{1/2} \left( \int_{\mathbb{S}_+^N} \partial_r v_i^{(r)} \, d\sigma \right)^{1/2} + r \frac{N-1}{2} \int_{\mathbb{S}_+^N} |v_i^{(r)}|^2 \, d\sigma$$

$$\leq \int_{\mathbb{S}_+^N} |v_i^{(r)}|^2 \, d\sigma \left[ \frac{\int_{\mathbb{S}_+^N} |\partial_r v_i^{(r)}|^2 \, d\sigma}{\int_{\mathbb{S}_+^N} |v_i^{(r)}|^2 \, d\sigma} \right]^{1/2} + r \frac{N-1}{2} \right].$$

As a consequence

$$\frac{\int_{B_+^r} |\nabla v_i|^2}{|X|^{N-1}} \, dx \, dy \geq \frac{1}{r} \frac{\min_{t \in \mathbb{R}^+} \mathcal{R} + t^2}{t + \frac{N-1}{2}}.$$A simple computation shows that the minimum is achieved when

$$t = \gamma(\mathcal{R}) = \sqrt{\left( \frac{N-1}{2} \right)^2 + \mathcal{R} - \frac{N-1}{2}},$$

and it is equal to $2\gamma(\mathcal{R})$. Summing over $i = 1, 2$, we obtain

$$\sum_{i=1}^2 \frac{\int_{B_+^r} |\nabla v_i|^2}{|X|^{N-1}} \, dx \, dy \geq \frac{2}{r} \inf_{(\omega_1, \omega_2) \in \mathbb{P}^2} \sum_{i=1}^2 \gamma(\lambda_1(\omega_i)) = \frac{4}{r} \nu_{ACF}$$

where the inequality follows by substituting each $\mathcal{R}$ with their optimal value, that is, the eigenvalue $\lambda_1(\omega_i)$. \qed

**Proof of Theorem 2.6.** As already noticed, we may assume that $x_0 = 0$ and $R = 1$ and that both $v_1$ and $v_2$ are non trivial and non negative. We start observing that the function $\Phi(r)$ is positive and absolutely continuous for $r \in (0, 1)$, since it is the product of functions which are positive and absolutely continuous in $(0, 1)$. Therefore, the theorem follows once we prove that $\Phi'(r) \geq 0$ for almost every $r \in (0, 1)$. A direct computation of the logarithmic derivative of $\Phi$ shows that

$$\frac{\Phi'(r)}{\Phi(r)} = -4\nu_{ACF} \frac{r}{r} + \left\{ \begin{array}{ll}
\frac{\int_{\partial^+ B_+^r} |\nabla v_i|^2}{|X|^{N-1}} \, d\sigma \\
\sum_{i=1}^2 \frac{\int_{B_+^r} |\nabla v_i|^2}{|X|^{N-1}} \, dx \, dy \geq 0
\end{array} \right.$$where the last inequality follows by Lemma 2.11. \qed
As we mentioned, Theorem 2.6 will be crucial in proving interior regularity estimates. We now provide a related result, suitable to treat regularity up to the boundary. Differently from before, in this case we can show that the optimal exponent in the corresponding monotonicity formula is exactly $\gamma = 1/2$.

**Proposition 2.12.** Let $v \in H^1(B_R^+)$ be a continuous function such that
- $v_1(x, 0) = 0$ for $x_1 \leq 0$;
- for every non negative $\phi \in C_0^\infty(B_R)$,
  \[ \int_{R^N+1} (-\Delta v) v \phi \, dxdy + \int_{R^N} (\partial_{\nu} v) v \phi \, dx = \int_{R^N+1} \nabla v \cdot \nabla (v \phi) \, dxdy \leq 0. \]

Then the function
\[ \Phi(r) := \frac{1}{r} \int_{B_r^+} |\nabla v|^2 \, dxdy \]

is monotone non decreasing in $r$ for $r \in (0, R)$.

**Proof.** Let $\bar{\omega} := S^{N-1} \cap \{x_1 > 0\}$, and let $v$ denote the $1/2$ homogeneous, harmonic extension of $v(x, 0) = \sqrt{x_1^2 + y^2}$ to $\mathbb{R}^N+1$, that is
\[ v(x, y) = \sqrt{\frac{x_1^2 + y^2 + x_1}{2}}. \]

Since $v$ is positive for $y > 0$, Remark 2.3 implies that $v|_{S^N_+}^1$ is an eigenfunction associated to $\lambda_1(\bar{\omega})$, providing
\[ \gamma(\lambda_1(\bar{\omega})) = \frac{1}{2}. \]

But then, reasoning as in the proofs of Lemma 2.11 and Theorem 2.6 we readily obtain that
\[ \frac{\Phi'(r)}{\Phi(r)} \geq \frac{2}{r} \left[ -\frac{1}{2} + \gamma(\lambda_1(\bar{\omega})) \right] = 0. \]

\[ \square \]

### 2.2. Perturbed ACF formula

We now move from Theorem 2.6 and introduce a perturbed version of the monotonicity formula, suitable for functions which coexist on the boundary, rather than having disjoint support.

**Theorem 2.13.** Let $\nu^{ACF}$ be as in Definition 2.2, and let $v_1, v_2 \in H^1_{loc}(\mathbb{R}_+^{N+1})$ be continuous functions such that, for every non negative $\phi \in C_0^\infty(\mathbb{R}_+^{N+1})$ and $j \neq i$,
\[ \int_{\mathbb{R}_+^{N+1}} (-\Delta v_i) v_i \phi \, dxdy + \int_{\mathbb{R}^N} (\partial_{\nu} v_i + v_i v_j^2) v_i \phi \, dx \]

\[ = \int_{\mathbb{R}_+^{N+1}} \nabla v_i \cdot \nabla (v_i \phi) \, dxdy + \int_{\mathbb{R}^N} v_i^2 v_j^2 \phi \, dx \leq 0. \]

For any $\nu' \in (0, \nu^{ACF})$ there exists $\bar{r} > 1$ such that the function
\[ \Phi(r) := \prod_{i=1}^{2} \Phi_i(r) \]
is monotone non decreasing in $r$ for $r \in (\bar{r}, \infty)$, where

$$\Phi_i(r) := \frac{1}{r^{2\nu'}} \left( \int_{B^+_r} |\nabla v_i|^2 \Gamma_1 \, dx + \int_{\partial^0 B^+_r} v_i^2 v_j^2 \Gamma_1 \, d\sigma \right),$$

for $j \neq i$.

**Remark 2.14.** We observe that, analogously to Remark 2.7, the main assumption of Theorem 2.13 can be equivalently rewritten as

$$\int_{\mathbb{R}^{N+1}} \left[ |\nabla v_i|^2 \phi + \frac{1}{2} \nabla (v_i)^2 \cdot \nabla \phi \right] \, dx \, dy + \int_{\mathbb{R}^N} v_i^2 v_j^2 \phi \, dx \leq 0,$$

for every compactly supported $\phi \geq 0$. In particular, if $v_1, v_2$ satisfy such assumption, so do $|v_1|, |v_2|$. Moreover, reasoning as in Lemma 2.10 we obtain that, for every $\phi \geq 0$ and almost every $r$,

$$\int_{B^+_r} \left[ |\nabla v_i|^2 \phi + \frac{1}{2} \nabla (v_i)^2 \cdot \nabla \phi \right] \, dx \, dy + \int_{\partial^0 B^+_r} v_i^2 v_j^2 \phi \, dx \leq \int_{\partial^+ B^+_r} (\partial_r v_i) v_i \phi \, d\sigma,$$

$$\int_{\partial^+ B^+_r} \left[ |\nabla v_i|^2 \Gamma_1 + \frac{1}{2} \nabla (v_i)^2 \cdot \nabla \Gamma_1 \right] \, dx \, dy + \int_{\partial^+ B^+_r} v_i^2 v_j^2 \Gamma_1 \, d\sigma \leq \int_{\partial^+ B^+_r} v_i \partial_n v_i \Gamma_1 \, d\sigma.$$

The proof of Theorem 2.13 follows the lines of the one of Theorem 2.6.

**Lemma 2.15.** Let $v_1, v_2$ be two non trivial functions satisfying the assumptions of Theorem 2.13. Then, for any $r > 1$, it holds

$$\sum_{i=1}^2 \int_{B^+_r} \frac{1}{r^{2N-1}} |\nabla v_i|^2 \Gamma_1 \, dx + \int_{\partial^0 B^+_r} v_i^2 v_j^2 \Gamma_1 \, d\sigma \geq \frac{2}{r} \sum_{i=1}^2 \gamma \left( \Lambda_i(r) \right),$$

where

$$\Lambda_i(r) = \frac{\int_{\mathbb{R}^{N}} |\nabla T v_i^{(r)}|^2 \, d\sigma + r \int_{\mathbb{R}^{N-1}} (v_i^{(r)} v_j^{(r)})^2 \, d\sigma}{\int_{\mathbb{S}^{N-1}} |v_i^{(r)}|^2 \, d\sigma}.$$

(again, $v_i^{(r)} : \mathbb{S}^{N-1} \rightarrow \mathbb{R}$ is such that $v_i^{(r)}(\xi) = v_i(\xi)$).

**Proof.** By choosing $\phi = \Gamma_1$ (Definition 2.8) in equation (2.5) we obtain, for a.e. $r > 0$,

$$\int_{B^+_r} \left[ |\nabla v_i|^2 \Gamma_1 + \frac{1}{2} \nabla (v_i)^2 \cdot \nabla \Gamma_1 \right] \, dx \, dy + \int_{\partial^0 B^+_r} v_i^2 v_j^2 \Gamma_1 \, d\sigma \leq \int_{\partial^+ B^+_r} v_i \partial_n v_i \Gamma_1 \, d\sigma.$$

The superharmonicity of $\Gamma_1$ yields then

$$\int_{B^+_r} |\nabla v_i|^2 \Gamma_1 \, dx \, dy + \int_{\partial^0 B^+_r} v_i^2 v_j^2 \Gamma_1 \, d\sigma \leq \int_{\partial^+ B^+_r} \left( v_i \partial_n v_i \Gamma_1 - \frac{v_i^2}{2} \partial_n \Gamma_1 \right) \, d\sigma.$$
Recalling that \( r > 1 \) we can use the previous estimate to bound from below the left hand side of equation (2.6), obtaining

\[
\int_{\partial B^+_r} |\nabla v_i|^2 \Gamma_1 \, d\sigma + \int_{r S^{N-1}} \nu_i v_i^2 \Gamma_1 \, d\sigma \geq \frac{1}{S^+_r} \int_{S^{N-1}} |\nabla v_i(r)|^2 \, d\sigma + r \int_{S^{N-1}} (v_i(r) v_j(r))^2 \, d\sigma
\]

We now estimate the right hand side as follows: the numerator writes

\[
\int_{S^+_r} |\nabla v_i(r)|^2 \, d\sigma + r \int_{S^{N-1}} (v_i(r) v_j(r))^2 \, d\sigma
\]

\[
= \int_{S^+_r} |\nabla v_i(r)|^2 \, d\sigma + \int_{S^{N-1}} |\nabla T v_i(r)|^2 \, d\sigma + r \int_{S^{N-1}} (v_i(r) v_j(r))^2 \, d\sigma
\]

\[
= \int_{S^+_r} |v_i(r)|^2 \, d\sigma \left( \int_{S^+_r} \frac{|\nabla v_i(r)|^2 \, d\sigma}{S^+_r} + \int_{S^{N-1}} \frac{|\nabla T v_i(r)|^2 \, d\sigma}{S^{N-1}} + r \int_{S^{N-1}} \frac{(v_i(r) v_j(r))^2 \, d\sigma}{S^{N-1}} \right)
\]

We may bound the denominator as in Lemma (2.11). As a consequence

\[
\int_{\partial B^+_r} |\nabla v_i|^2 \Gamma_1 \, d\sigma + \int_{r S^{N-1}} \nu_i v_i^2 \Gamma_1 \, d\sigma \geq \frac{1}{S^+_r} \int_{S^{N-1}} |\nabla v_i(r)|^2 \, d\sigma + r \int_{S^{N-1}} (v_i(r) v_j(r))^2 \, d\sigma
\]

Minimizing with respect to \( t \) as in Lemma (2.11) and summing over \( i = 1, 2 \), we obtain equation (2.6).

**Proof of Theorem 2.15** Without loss of generality, we assume that both \( v_1 \) and \( v_2 \) are non trivial. As in Theorem 2.6 we will prove that the logarithmic derivative of \( \Phi \) is non negative for any \( \nu' \in (0, \nu_0 \Lambda) \) and \( r \) sufficiently large. Again, a direct computation shows that

\[
\frac{\Phi'(r)}{\Phi(r)} = -\frac{4\nu'}{r} + \frac{2}{r} \sum_{i=1}^{2} \int_{\partial B^+_r} |\nabla v_i|^2 \, d\sigma + \int_{r S^{N-1}} \nu_i v_i^2 \Gamma_1 \, d\sigma
\]

\[
\int_{B^+_r} |\nabla v_i|^2 \, d\sigma + \int_{\partial B^+_r} |\nabla v_i|^2 \, d\sigma \geq \frac{1}{r} \int_{B^+_r} \sum_{i=1}^{2} \gamma \left( \Lambda(v_i(r)) \right) = \frac{1}{r} \int_{B^+_r} \sum_{i=1}^{2} \gamma \left( \Lambda(v_i(r)) \right)
\]

and thus it is sufficient to prove that there exists \( \bar{r} > 1 \) such that, for every \( r > \bar{r} \), the last term is nonnegative. Of course if \( \Lambda_i(r) \to +\infty \) for some \( i \) then there is
nothing to prove; thus we can suppose that each \( \Lambda_i(r) \) is bounded uniformly. To begin with, we see that, for \( r \) large,

\[
H(r) := \| v_i^{(r_n)} \|_{L^2(S^N_+)}^2 = \int_{S^N_+} (v_i^{(r_n)})^2 \, d\sigma \geq C > 0.
\]

Indeed, the choice of \( \phi \equiv 1 \) in equation (2.5) yields

\[
H'(r) = \int_{S^N_+} r \partial_r (v_i^{(r_n)}) (r \xi) \, d\sigma \geq 0,
\]

and, since the functions are non trivial, \( H \) cannot be identically 0.

Let us suppose by contradiction that there exists a sequence \( r_n \to \infty \) such that

\[
\frac{1}{2} \sum_{i=1}^{2} \gamma (\Lambda_i(r_n)) \leq \nu' < \nu^{ACF}.
\]

We introduce the renormalized sequence

\[
w_{i,n} = \frac{v_i^{(r_n)}}{\left( \int_{S^N_+} (v_i^{(r_n)})^2 \, d\sigma \right)^{1/2}}, \quad \text{so that} \quad \| w_{i,n} \|_{L^2(S^N_+)} = 1.
\]

Recall that \( \Lambda_i(r_n) \) is uniformly bounded, that is

\[
K \geq \Lambda_i(r_n) = \int_{S^N_+} |\nabla_T w_{i,n}|^2 \, d\sigma + \int_{S^{N-1}} r_n w_{i,n}^2 w_{i,n}^2 \| v_i^{(r_n)} \|_{L^2(S^N_+)} \, d\sigma
\]

and, together with (2.7), this yields

\[
\int_{S^N_+} |\nabla_T w_{i,n}|^2 \, d\sigma \leq K \quad \text{and} \quad \int_{S^{N-1}} w_{i,n}^2 w_{i,n}^2 \, d\sigma \leq \frac{1}{r_n} K'.
\]

Hence there exist functions \( \tilde{w}_i \in H^1(S^N_+) \) such that, up to subsequences, \( w_{i,n} \to \tilde{w}_i \), weakly in \( H^1(S^N_+) \), with \( \| \tilde{w}_i \|_{L^2(S^N_+)} = 1 \). Moreover, from the weak lower semi-continuity of the norm,

\[
\liminf_{k \to \infty} \Lambda_i(r_{n_k}) \geq \int_{S^N_+} |\nabla_T \tilde{w}_i|^2 \, d\sigma_N \geq \lambda_1(\{ \tilde{w}_i \}_{y=0} > 0).
\]

From (2.8) we have that \( w_i^{(r)} w_j^{(r)} \to 0 \) a.e. on \( S^{N-1} \) and \( \tilde{w}_i \tilde{w}_j = 0 \) on \( S^{N-1} \). This means that the limit configuration \((w_1, w_2)\) induces a partition of \( S^N_+ \), for which we have

\[
\liminf_{k \to \infty} \frac{1}{2} \sum_{i=1}^{2} \gamma (\Lambda_i(r_{n_k})) \geq \nu^{ACF}
\]

in contradiction with (2.8). \( \square \)
3. ALMGREN TYPE MONOTONICITY FORMULAE

In the following, we will be concerned with a number of entire profiles, that is \( k \)-tuples of functions defined on the whole \( \mathbb{R}^{N+1} \), which will be obtained from solutions to problem \((P)_{\beta}\), by suitable limiting procedures. This section is devoted to the proof of some monotonicity formulae of Almgren type, related to such profiles.

3.1. Almgren’s formula for segregation entire profiles. To start with, we consider \( k \)-tuples \( v \) having components with segregated traces on \( \mathbb{R}^N \). In such a situation, on one hand each component of \( v \), when different from zero, satisfies a limiting version of \((P)_{\beta}\), where the internal dynamics are trivialized; on the other hand, the interaction between different components is now described by the validity of some Pohozaev type identity. We recall that, in order to prove the Almgren formula, it is sufficient to require the Pohozaev identity to hold only in spherical domains. Nonetheless, we prefer to assume its validity in the broader class of cylindrical domains, that is domains which are products of spherical and cubic ones. This choice will be useful in classifying the possible limiting profiles, when we will be involved in a procedure of dimensional reduction.

More precisely, let \( C^+_{r,l}(x_0,0) \subset \mathbb{R}^{N+1}_+ \) be any set such that there exists \( h \in \mathbb{N} \), \( h \leq N \), and a decomposition \( \mathbb{R}^{N+1}_+ = \mathbb{R}^{h+1}_+ \oplus \mathbb{R}^{N-h} \) such that, writing

\[
\mathbb{R}^{N+1}_+ \ni X = (x', x'', y), \text{ with } (x', y) \in \mathbb{R}^{h+1}_+, x'' \in \mathbb{R}^{N-h},
\]

it holds

\[
C^+_{r,l}(x_0,0) = B^+_r(x'_0,0) \times Q_l(x''_0).
\]

Here, \( B^+_r \subset \mathbb{R}^{h+1}_+ \) denotes an half ball of radius \( r \), and \( Q_l \subset \mathbb{R}^{N-h} \) a cube of edge length equal to \( 2l \).

**Definition 3.1 (Segregation entire profiles).** We denote with \( \mathcal{G}_s \) the set of functions \( v \in H^1_{\text{loc}}(\mathbb{R}^{N+1}_+; \mathbb{R}^k) \), \( v = (v_1, \ldots, v_k) \) continuous, which satisfy the following assumptions:

1. \( v_i v_j |_{y=0} = 0 \) for every \( j \neq i \);
2. for every \( i \),

\[
\begin{cases} 
-\Delta v_i = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
 v_i \partial_\nu v_i = 0 & \text{on } \mathbb{R}^N \times \{0\};
\end{cases}
\]

(3.1)

3. for any \( x_0 \in \mathbb{R}^N \) and a.e. \( r > 0, l > 0 \),

\[
\int_{C^+_{r,l}} \sum_i 2|\nabla_{(x', y)} v_i|^2 - (h + 1)|\nabla v_i|^2 \ dx dy + r \int_{\partial^+ B^+_r \times Q_l} |\nabla v_i|^2 \ d\sigma + \\
= 2r \int_{\partial^+ B^+_r \times Q_l} |\partial_\nu v_i|^2 \ d\sigma - 2 \int_{B^+_r \times \partial^+ Q_l} \sum_i |\partial_\nu v_i \nabla_{(x', y)} v_i| (x' - x'_0, y) \ d\sigma,
\]

where \( \nabla_{(x', y)} \) is the gradient with respect to the directions in \( \mathbb{R}^{h+1}_+ \).
Remark 3.2. Let \( \nu \in \mathcal{G}_s \). By choosing \( h = N \) in the above definition, we obtain that the spherical Pohozaev identity holds, namely

\[
(1 - N) \int_{B_r^+} \sum_i |\nabla v_i|^2 \, dx \, dy + r \int_{\partial + B_r^+} \sum_i |\nabla v_i|^2 \, d\sigma = 2r \int_{\partial + B_r^+} \sum_i |\partial_x v_i|^2 \, d\sigma
\]

for a.e. \( r > 0 \).

Let us define, for every \( x_0 \in \mathbb{R}^N \) and \( r > 0 \),

\[
E(x_0, r) := \frac{1}{r^{N-1}} \int_{B_r^+(x_0,0)} \sum_i |\nabla v_i|^2 \, dx \, dy
\]

\[
H(x_0, r) := \frac{1}{r^N} \int_{\partial + B_r^+(x_0,0)} \sum_i v_i^2 \, d\sigma.
\]

Let \( x_0 \) be fixed. Since \( \nu \in H^1_{\text{loc}}(\mathbb{R}^N, \mathbb{R}^k) \), both \( E \) and \( H \) are locally absolutely continuous functions on \((0, +\infty)\), that is, both \( E' \) and \( H' \) are \( L^1_{\text{loc}}(0, \infty) \) (here, \( r' = \frac{d}{dr} \)).

Theorem 3.3. Let \( \nu \in \mathcal{G}_s, \nu \not\equiv 0 \). For every \( x_0 \in \mathbb{R}^N \) the function (Almgren frequency function)

\[
N(x_0, r) := \frac{E(x_0, r)}{H(x_0, r)}
\]

is well defined on \((0, \infty)\), absolutely continuous, non decreasing, and it satisfies the identity

\[
\frac{d}{dr} \log H(r) = \frac{2N(r)}{r}.
\]

Moreover, if \( N(r) \equiv \gamma \) on an open interval, then \( N \equiv \gamma \) for every \( r \), and \( \nu \) is a homogeneous function of degree \( \gamma \).

Proof. Up to a translation, we may suppose that \( x_0 = 0 \). Obviously \( H \geq 0 \), and \( H > 0 \) on a nonempty interval \((r_1, r_2)\), otherwise \( \nu \equiv 0 \). As a consequence, either \( \nu \) is a nontrivial constant, and the theorem easily follows; or, by harmonicity, \( \nu \) is not constant in the whole \( B_{r_2}^+ \), and also \( E > 0 \) for \( r < r_2 \). Passing to the logarithmic derivatives, the monotonicity of \( N \) will be a consequence of the claim

\[
\frac{N'(r)}{N(r)} = \frac{E'(r)}{E(r)} = \frac{H'(r)}{H(r)} \geq 0 \quad \text{for } r \in (r_1, r_2).
\]

Deriving \( E \) and using the Pohozaev identity \((3.3)\), we have that

\[
E'(r) = \frac{1 - N}{r^N} \int_{B_r^+} \sum_i |\nabla v_i|^2 \, dx \, dy + \frac{1}{r^{N-1}} \int_{\partial + B_r^+} \sum_i |\nabla v_i|^2 \, d\sigma
\]

\[
= \frac{2}{r^{N-1}} \int_{\partial + B_r^+} \sum_i |\partial_x v_i|^2 \, d\sigma,
\]

while testing equation \((3.1)\) with \( v_i \) in \( B_r^+ \) and summing over \( i \), we obtain

\[
E(r) = \frac{1}{r^{N-1}} \int_{B_r^+} \sum_i |\nabla v_i|^2 \, dx \, dy = \frac{1}{r^{N-1}} \int_{\partial + B_r^+} \sum_i v_i \partial_x v_i \, d\sigma.
\]
As far as $H$ is concerned, we find

$$H'(r) = \frac{2}{rN} \int_{\partial^+ B^r_r} \sum_i v_i \partial_r v_i \, d\sigma.$$  

As a consequence, by the Cauchy-Schwarz inequality, we have

$$\frac{1}{2} \frac{N'(r)}{N(r)} = \frac{1}{\partial^+ B^r_r} \sum_i |\partial_r v_i|^2 \, d\sigma - \frac{1}{\partial^+ B^r_r} \sum_i v_i \partial_r v_i \, d\sigma \geq 0 \quad \text{for } r \in (r_1, r_2).$$

Moreover, on the same interval,

$$\frac{d}{dr} \log H(r) = \frac{H'(r)}{H(r)} = \frac{2E(r)}{rH(r)} = \frac{2N(r)}{r}.$$

Let us show that we can choose $r_1 = 0$, $r_2 = +\infty$. On one hand, the above equation provides that, if $\log H(\bar{r}) > -\infty$, then $\log H(r) > -\infty$ for every $r > \bar{r}$, so that $r_2 = +\infty$. On the other hand, let us assume by contradiction that

$$r_1 := \inf \{ r : H(r) > 0 \text{ on } (r, +\infty) \} > 0.$$  

By monotonicity, we have that $N(r) < N(2r_1)$ for every $r_1 < r \leq 2r_1$. It follows that

$$\frac{d}{dr} \log H(r) \leq \frac{2N(2r_1)}{r} \quad \Rightarrow \quad H(2r_1) = \frac{2E(r)}{rH(r)} \leq \left( \frac{2r_1}{r} \right)^{2N(2r_1)}$$

and, since $H$ is continuous, $H(r_1) > 0$, a contradiction.

Now, let us assume $N(r) \equiv \gamma$ on some interval $I$. Recalling equation (3.5), we see that

$$\left( \int_{\partial^+ B^r_r} \sum_i v_i \partial_r v_i \, d\sigma \right)^2 = \int_{\partial^+ B^r_r} \sum_i v_i^2 \, d\sigma \int_{\partial^+ B^r_r} |\partial_r v_i|^2 \, d\sigma,$$

which is true, by the Cauchy-Schwarz inequality, if and only if $v$ and $\partial_r v$ are parallel, that is

$$v_i = \lambda(r) \partial_r v_i = \frac{\lambda(r)}{r} X \cdot \nabla v_i, \quad \forall i = 1, \ldots, k.$$  

Using the definition of $N$, we have $\gamma = r/\lambda(r)$ for every $r \in I$, so that

$$\lambda v_i = X \cdot \nabla v_i \quad \forall i = 1, \ldots, k.$$  

But this is the Euler equation for homogeneous functions, and it implies that $v$ is homogeneous of degree $\gamma$. Since each $v_i$ is also harmonic in $\mathbb{R}^{N+1}_+$, the homogeneity extends to the whole of $\mathbb{R}^{N+1}_+$, yielding $N(r) \equiv \gamma$ for every $r > 0$.

In a standard way, from Theorem 3.3 we infer that the growth properties of the elements of $\mathcal{G}_s$ are related with their Almgren quotient.

**Lemma 3.4.** Let $v \in \mathcal{G}_s$, and let $\gamma$, $\bar{r}$ and $C$ denote positive constants.

1. If $|v(X)| \leq C|X - (x_0, 0)|^\gamma$ for every $X \notin B^\bar{r}_+(x_0, 0)$, then $N(x_0, r) \leq \gamma$ for every $r > 0$. 

(2) If $|v(X)| \leq C|X - (x_0, 0)|^\gamma$ for every $X \in B_r^+(x_0, 0)$, then $N(x_0, r) \geq \gamma$ for every $r > 0$.

Proof. Let $v \in \mathcal{G}_s$, and let us assume the growth condition for $r \geq \bar{r}$. We observe that it implies, for $r$ large, $H(r) \leq Cr^{2\gamma}$. Arguing by contradiction, let us suppose that there exists $R > \bar{r}$ such that $N(x_0, R) \geq \gamma + \varepsilon$. By monotonicity of $N$ we have

$$\frac{d}{dr}\log H(r) \geq \frac{2}{r}(\gamma + \varepsilon) \quad \forall r \geq R$$

and, integrating in $(R, r)$, we find

$$Cr^{2(\gamma + \varepsilon)} \leq H(r) \leq Cr^{2\gamma},$$

a contradiction for $r$ large enough. On the other hand, if the growth condition holds for $r < \bar{r}$, we can argue in an analogous way, assuming that

$$\frac{d}{dr}\log H(r) \leq \frac{2(\gamma - \varepsilon)}{r}$$

for $r$ small enough and obtaining again a contradiction. \qed

Corollary 3.5. If $v \in \mathcal{G}_s$ is globally Hölder continuous of exponent $\gamma$ on $\mathbb{R}^{N+1}_+$, then it is homogeneous of degree $\gamma$ with respect to any of its (possible) zeroes, and

$$Z := \{x \in \mathbb{R}^N : v(x, 0) = 0\} \quad \text{is an affine subspace of } \mathbb{R}^N.$$  

Furthermore, if $\gamma < 1$, then

$$Z = \emptyset \quad \iff \quad v \text{ is a (nontrivial) constant.}$$

Proof. On one hand, if $(x_0, 0) \in Z$, Lemma 3.4 implies $N(x_0, r) = \gamma$ for every $r$, and the first part easily follows. On the other hand, let $Z = \emptyset$. By continuity, up to a relabeling, we have that $v_1(x, 0) = \cdots = v_{k-1}(x, 0) = 0$ on $\mathbb{R}^N$, so that their odd extension across $\{y = 0\}$ are harmonic and globally Hölder continuous of exponent $\gamma < 1$ on the whole of $\mathbb{R}^{N+1}$; but then the classical Liouville Theorem implies that they are all trivial. Finally, by continuity, $v_k(x, 0)$ is always different from zero, so that $\partial_y v_k(x, 0) \equiv 0$ on $\mathbb{R}^N$. As a consequence, Liouville Theorem applies also to the even extension of $v_k$ across $\{y = 0\}$, concluding the proof. \qed

Remark 3.6. We observe that $v = (1, y, 0, \ldots, 0)$ belongs to $\mathcal{G}_s$ and it is globally Lipschitz continuous, but it is not homogeneous. This does not contradict the previous Corollary 3.5 indeed its zero set is empty.

To conclude this section, we observe that the monotonicity of $N(x, r)$ implies that both for $r$ small and for $r$ large the corresponding limits are well defined.

Lemma 3.7. Let $v \in \mathcal{G}_s$. Then

1. $N(x, 0^+)$ is a non negative upper semicontinuous function on $\mathbb{R}^N$;
2. $N(x, \infty)$ is constant (possibly $\infty$).

Proof. The first assertion follows because $N(x, 0^+)$ is the infimum of continuous functions. On the other hand, let

$$\nu := \lim_{r \to \infty} N(0, r) > 0;$$

we prove the second assertion in the case $\nu < \infty$, the other case following with minor changes. Let us suppose by contradiction that there exists $x_0 \in \mathbb{R}^N$ such that $\sup_{r > 0} N(x_0, r) = \nu - 2\varepsilon$ for some $\varepsilon > 0$. Let moreover $r_0 > 0$ be such that
By definition
\[
\int_{B_{R_1}^+(x_0,0) \setminus B_{r_0}^+(x_0,0)} \sum_i v_i^2 \, dx dy = \int_{r_0}^{R_1} H(x_0, s)s^N \, ds \leq CR_1^{N+2(\nu-2\varepsilon)}
\]
and
\[
\int_{B_{R_2}^+(0,0) \setminus B_{r_0}^+(0,0)} \sum_i v_i^2 \, dx dy = \int_{r_0}^{R_2} H(0, s)s^N \, ds \geq CR_2^{N+2(\nu-\varepsilon)}.
\]
Now, if we let \( R_1 = R_2 + |x_0| \), we obtain
\[
CR_2^{N+2(\nu-\varepsilon)} \leq \int_{B_{R_2}^+(0,0) \setminus B_{r_0}^+(0,0)} \sum_i v_i^2 \, dx dy
\]
\[
\leq \int_{B_{r_0}^+(x_0,0)} \sum_i v_i^2 \, dx dy - \int_{B_{r_0}^+(0,0)} \sum_i v_i^2 \, dx dy + \int_{B_{R_1}^+(x_0,0) \setminus B_{r_0}^+(x_0,0)} \sum_i v_i^2 \, dx dy
\]
\[
\leq C + C'(R_2 + |x_0|)^{N+2(\nu-2\varepsilon)}
\]
and we find a contradiction for \( R_2 \) sufficiently large. Exchanging the role of 0 and \( x_0 \) we can conclude.

\[\square\]

3.2. Almgren’s formula for coexistence entire profiles. We now shift our attention to the case in which \( v \) is a \( k \)-tuple of functions which a priori are not segregated, but satisfy a boundary equation on \( \mathbb{R}^N \). In this setting, the validity of the Pohozaev identities is a consequence of the boundary equation.

**Definition 3.8** (Coexistence entire profiles). We denote with \( \mathcal{G}_c \) the set of functions \( v \in H^1_{\text{loc}}(\mathbb{R}^{N+1}_+) \) which are solutions to
\[
\begin{cases}
-\Delta v_i = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_{\nu} v_i + v_i \sum_{j \neq i} v_j^2 = 0 & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\]
for every \( i = 1, \ldots, k \).

**Remark 3.9.** Of course, if \( v \in H^1_{\text{loc}}(\mathbb{R}^{N+1}_+) \) solves
\[
\begin{cases}
-\Delta v_i = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_{\nu} v_i + \beta v_i \sum_{j \neq i} v_j^2 = 0 & \text{on } \mathbb{R}^N \times \{0\},
\end{cases}
\]
for some \( \beta > 0 \), then a suitable multiple of \( v \) belongs to \( \mathcal{G}_c \).
Lemma 3.10. Let $v \in G_c$. For any $x_0 \in \mathbb{R}^N$ and $r > 0$, the following identity holds
\[
(1 - N) \int_{B^+_r} \sum_i |\nabla v_i|^2 \, dx \, dy + r \int_{\partial^+ B^+_r} \sum_i |\nabla v_i|^2 \, d\sigma - N \int_{\partial^0 B^+_r} \sum_{i,j<i} v_i^2 v_j^2 \, dx + r \int_{S^{N-1}_{N-1}} \sum_{i,j<i} v_i^2 v_j^2 \, d\sigma = 2 \int_{\partial^+ B^+_r} \sum_i |\partial_{v_i}|^2 \, d\sigma.
\]

Proof. The proof follows by testing equation (3.6) with $\nabla v_i \cdot X$ in $B^+_r$ and exploiting some standard integral identities (see also Lemma 5.2 for a similar proof in a more general case).

As before, we introduce the functions
\[
E(x_0,r) := \frac{1}{r^{N-1}} \int_{B^+_r(x_0,0)} \sum_i |\nabla v_i|^2 \, dx \, dy + \frac{1}{r^{N-1}} \int_{\partial^0 B^+_r(x_0,0)} \sum_{i,j<i} v_i^2 v_j^2 \, dx
\]
and
\[
H(x_0,r) := \frac{1}{r^N} \int_{\partial^+ B^+_r(x_0,0)} \sum_i v_i^2 \, d\sigma.
\]

Theorem 3.11. Let $v \in G_c$. For every $x_0 \in \mathbb{R}^N$ the function
\[
N(x_0,r) := \frac{E(x_0,r)}{H(x_0,r)}
\]
is non decreasing, absolutely continuous and strictly positive for $r > 0$. Moreover it holds
\[
\frac{d}{dr} \log H(r) \geq \frac{2N(r)}{r}
\]

Proof. The proof runs exactly as the one of Theorem 3.3 by using Lemma 3.10 instead of equation (3.3).

As in the case of entire profiles of segregation, we can state some first consequence of Theorem 3.11.

Lemma 3.12. Let $v \in G_c$, and let $\gamma$ and $C$ denote positive constants. If $|v(X)| \leq C(1 + |X|^\gamma)$ for every $X$, then $N(x, \infty)$ is constant and less than $\gamma$.

Proof. The proof follows reasoning as in the ones of Lemmas 3.4 and 3.7.

4. Liouville type theorems

By combining the results obtained in Sections 2 and 3 we are in a position to prove that nontrivial entire profiles, both of segregation and of coexistence, exhibit a minimal rate of growth connected with the Alt-Caffarelli-Friedman exponent $\nu_{ACF}$. To be precise, the result concerning coexistence entire profiles only relies on the arguments developed in Section 2.

Proposition 4.1. Let $v \in G_c$ and $\nu_{ACF}$ be defined according to Definitions 3.8 and 2.2. If for some $\gamma \in (0, \nu_{ACF})$ there exists $C$ such that
\[
|v(X)| \leq C(1 + |X|^\gamma),
\]
for every $X$, then $k - 1$ components of $v$ annihilate and the last is constant.
Proof: We start by proving that only one component of $v$ can be different from zero. Let us suppose by contradiction that two components, say $v_1$ and $v_2$, are non-trivial: indeed, we observe that $|v_1|$, $|v_2|$ fit in the setting of Theorem 2.13 (recall Remark 2.14). Let $r$ be large accordingly, and let $\eta$ be a non negative, smooth and radial cut-off function supported in $B_r^+$ with $\eta = 1$ in $B_r^+$ and $|\nabla \eta| \leq C r^{-1}$, $|\Delta \eta| \leq C r^{-2}$. Moreover, let $\Gamma_1$ be defined as in 2.8 (in particular, it is radial and superharmonic). Testing the equation for $v_i$ with $\Gamma_1 v_i \eta$ we obtain

\[
\int_{B_r^+} |\nabla v_i|^2 \Gamma_1 \eta \, dx \, dy + \int_{\partial^0 B_r^+} v_i^2 v_j^2 \Gamma_1 \eta \, dx \leq \int_{B_r^+ \setminus B_r^+} \frac{1}{2} v_i^2 [\Gamma_1 \Delta \eta + 2 \nabla \eta \cdot \nabla \Gamma_1] \, dx \, dy,
\]

where in the last step we used that $\eta$ is constant in $B_r^+$. Since $\Gamma_1(X) = \|X\|^{1-N}$ outside $B_1$, and $|v_i(X)| \leq C r^\gamma$ outside a suitable $B_r$, using the notations of Theorem 2.13 we infer

\[
\Phi_i(r) = \frac{1}{r^{2\nu'}} \left( \int_{B_r^+} |\nabla v_i|^2 \Gamma_1 \, dx \, dy + \int_{\partial^0 B_r^+} v_i^2 v_j^2 \Gamma_1 \, dx \right) \leq \frac{1}{r^{2\nu'}} \cdot C r^{2\gamma},
\]

with $C$ independent of $r > \bar{r}$. Fixing $\gamma < \nu' < \nu_{ACF}$ and possibly taking $\bar{r}$ larger, Theorem 2.13 states that

\[
0 < \Phi(\bar{r}) \leq \Phi(r) = \prod_{i=1}^2 \Phi_i(r) \leq C r^{4(\gamma - \nu')},
\]

a contradiction for $r$ large enough. Finally, if $v_1$ is the unique non trivial component of $v$, an even extension of $v_1$ through $\mathbb{R}^N$ is harmonic in $\mathbb{R}^{N+1}$ and bounded everywhere by a function growing less than linearly, implying that $v_1$ is constant. \hfill \square

Turning to segregation entire profiles, the results of Section 3 become crucial.

**Proposition 4.2.** Let $v \in G_s$ and $\nu_{ACF}$ be defined according to Definitions 3.7 and 2.2

1. If for some $\gamma \in (0, \nu_{ACF})$ there exists $C$ such that

\[
|v(X)| \leq C (1 + |X|^\gamma),
\]

for every $X$, then $k - 1$ components of $v$ annihilate;

2. If furthermore $v \in C^{0,\gamma}(\mathbb{R}^{N+1})$ then the only possibly nontrivial component is constant.

**Remark 4.3.** We notice that the uniform Hölder continuity of exponent $\gamma$ required in 2. readily implies the growth condition in 1., which we may not require explicitly. On the other hand, from the proof it will be clear that, once $k - 1$ components annihilate, 2. follows by assuming uniform Hölder continuity of any exponent $\gamma' \in (0,1)$, not necessarily related to $\nu_{ACF}$.

**Proof of Proposition 4.2.** To prove 1., we start as above by assuming by contradiction that there exist two components, $v_1$ and $v_2$, which are non-trivial. We deduce that they must have a common zero on $\mathbb{R}^N$. As a consequence, we can reason as in the proof of Proposition 4.1 using Theorem 2.6 (and Remark 2.7) instead of
Theorem 2.13 and obtain a contradiction. Turning to 2., let \( v \) denote the only non trivial component. By Corollary 3.5, we have that the set
\[
\mathcal{Z} = \{ x \in \mathbb{R}^N : v(x, 0) = 0 \}
\]
is an affine subspace of \( \mathbb{R}^N \). Now, if \( \mathcal{Z} = \mathbb{R}^N \), then \( v \) satisfies
\[
\begin{cases}
-\Delta v = 0 & \text{in } \mathbb{R}_+^{N+1} \\
v = 0 & \text{on } \mathbb{R}^N,
\end{cases}
\]
so that the odd extension of \( v \) through \( \{ y = 0 \} \) is harmonic in \( \mathbb{R}^{N+1} \) and bounded everywhere by a function growing less than linearly, implying that \( v \) is constant.

On the other hand, if \( \dim \mathcal{Z} \leq N - 1 \), then
\[
\begin{cases}
-\Delta v = 0 & \text{in } \mathbb{R}_+^{N+1} \\
\partial_{r} v = 0 & \text{on } \mathbb{R}^N \setminus \mathcal{Z},
\end{cases}
\]
and the even reflection of \( v \) through \( \{ y = 0 \} \) is harmonic in \( \mathbb{R}^{N+1} \setminus \mathcal{Z} \); since \( \mathcal{Z} \) has null capacity with respect to \( \mathbb{R}^{N+1} \), we infer that \( v \) is actually harmonic in \( \mathbb{R}^{N+1} \), and the conclusion follows again since, by assumption, \( v \) is bounded everywhere by a function growing less than linearly.

In the same spirit of the previous theorems, we provide now a result concerning single functions, rather than \( k \)-tuples.

**Proposition 4.4.** Let \( v \in H^1_{\text{loc}} \left( \mathbb{R}_+^{N+1} \right) \) be continuous and satisfy
\[
\begin{cases}
-\Delta v = 0 & \text{in } \mathbb{R}_+^{N+1} \\
v \partial_r v \leq 0 & \text{on } \mathbb{R}^N \\
v(x, 0) = 0 & \text{on } \{ x_1 \leq 0 \},
\end{cases}
\]
and let us suppose that for some \( \gamma \in [0, 1/2) \), \( C > 0 \) it holds
\[
|v(X)| \leq C(1 + |X|^{\gamma})
\]
for every \( X \). Then \( v \) is constant.

**Proof.** It is trivial to check that \( v \) as above fulfills the assumptions of Proposition 2.12. Now, assuming that \( v \) is not constant, we can argue as in the proof of Proposition 4.1 obtaining a contradiction.

To conclude the section, we provide other two theorems of Liouville type concerning single functions. The first one relies on the construction of a supersolution of a suitable problem, as done in the following lemma.

**Lemma 4.5.** Let \( M > 0 \) and \( \delta > 0 \) be fixed and let \( h \in L^{\infty}(\partial^0 B_1^+ \cap \mathcal{C} ( \overline{B_1^+} )) \) with \( \| h \|_{L^{\infty}} \leq \delta \).

Any \( v \in H^1( B_1^+) \cap C( \overline{B_1^+} ) \) non negative solution to
\[
\begin{cases}
-\Delta v \leq 0, & \text{in } B_1^+ \\
\partial_r v \leq -Mv + h, & \text{on } \partial^0 B_1^+
\end{cases}
\]
verifies
\[
\sup_{\partial^0 B_1^{+\frac{1}{2}}} v \leq \frac{1 + \delta}{M} \sup_{\partial^+ B_1^+} v.
\]
Proof. The proof follows from a simple comparison argument, once one notices that, for any \( \delta > 0 \), the function

\[
w_\delta := \delta \frac{1}{M} + \frac{1}{N} \sum_{i=1}^{N} \frac{2}{\pi} \left[ \frac{\pi}{2} - \arctan \left( \frac{x_i + 1}{y + \frac{2}{M}} \right) \right]
\]

satisfies the following system

\[
\begin{cases}
-\Delta w_\delta = 0 & \text{in } B_1^+ \\
\partial_\nu w_\delta \geq -Mw_\delta + \delta & \text{on } \partial^0 B_1^+ \\
w_\delta \geq 1 & \text{on } \partial^+ B_1^+ \\
w_\delta \leq \frac{1+\delta}{M} & \text{in } \partial^0 B_{1/2}^+.
\end{cases}
\]

The claim can be proved by direct checking. For the reader’s convenience, we sketch it in the case \( N = 1, \delta = 0 \).

For notation convenience, let us denote \( w_M \) by \( w \). It is a straightforward computation to verify that \( w \) is positive and harmonic in \( \mathbb{R}^2_+ \). Using the elementary inequality \( \frac{\pi}{2} - \arctan t \geq \frac{1}{1+t} \) for all \( t \geq 0 \), we can estimate

\[
w(x,0) \geq \frac{2}{\pi} \left[ \frac{1}{1 + \frac{M}{2}(x+1)} + \frac{1}{1 + \frac{M}{2}(1-x)} \right].
\]

On the other hand, using the inequality \( \frac{1}{1+t} \leq \frac{2}{1+t^2} \) for \( t \geq 0 \), we have

\[
w_y(x,0) \leq \frac{2}{\pi} M \left[ \frac{1}{1 + \frac{M}{2}(x+1)} + \frac{1}{1 + \frac{M}{2}(1-x)} \right].
\]

Therefore, \( \partial_\nu w(x,0) = -w_y(x,0) \geq -Mw(x,0) \). For \( (x, y) \in B_1^+ \) we have

\[
\arctan \left( \frac{x+1}{y + \frac{2}{M}} \right) + \arctan \left( \frac{1-x}{y + \frac{2}{M}} \right) \leq \frac{\pi}{2},
\]

that is \( w(x,y) \geq 1 \) in \( B_1^+ \). Finally, we observe that \( w(x,0) \), as a function of \( x \), is strictly convex and even in \((-1,1)\). Consequently, if \( |x| \leq \frac{1}{2} \), using the elementary inequality \( \frac{\pi}{2} - \arctan t \leq \frac{t}{1+t} \) for \( t \geq 0 \), we obtain

\[
w(x,0) \leq \frac{1}{M}.
\]

\[ \square \]

Remark 4.6. One of the peculiar difficulties in dealing with fractional operators with respect to the standard local case is due to the slow decay of supersolutions. Indeed, in the pure laplacian case, it is well known that positive solutions of

\[-\Delta u \leq -Mu \quad \text{in } B \subset \mathbb{R}^N\]

exhibit an exponential decay, that is \( u|_{B_{1/2}} \leq e^{-\frac{5\sqrt{M}}{T}} \sup_{\partial B} u \); see, for instance, [16, 22]. In great contrast with this result, in the previous lemma we proved that non negative solutions of

\[-(\Delta)^{1/2} u \leq -Mu \quad \text{in } B \subset \mathbb{R}^N\]
exhibit only polynomial decay, that is \( u|_{B_{1/2}} \leq \frac{1}{M} \sup_{\mathbb{R}^N \setminus B} u \). This estimate is sharp, since

\[
\begin{cases}
-\Delta v = 0 & \text{in } B^+ \\
v \geq 0 & \text{in } B^+ \\
\partial_{\nu} v = -M v & \text{on } \partial^0 B^+
\end{cases}
\]

implies

\[
\inf_{\partial^0 B_{1/2}^+} v \geq \frac{1}{1 + M} \inf_{\partial^+ B^+} v.
\]

This last fact follows by a comparison between \( v \) and the subsolution \( w = \frac{1}{1 + M} (1 + My) \inf_{\partial^+ B^+} v \).

The previous estimate allows to prove the following.

**Proposition 4.7.** Let \( v \) satisfy

\[
\begin{cases}
-\Delta v = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_{\nu} v = -\lambda v & \text{on } \mathbb{R}^N
\end{cases}
\]

for some \( \lambda \geq 0 \) and let us suppose that for some \( \gamma \in [0, 1) \), \( C > 0 \) it holds

\[
|v(X)| \leq C(1 + |X|^\gamma)
\]

for every \( X \). Then \( v \) is constant.

**Proof.** If \( \lambda = 0 \), using an even reflection through \( \{y = 0\} \), we extend \( v \) to a harmonic function in all \( \mathbb{R}^{N+1}_+ \), and we conclude as usual using the growth assumption. If \( \lambda > 0 \) let either \( z = v^+ \) or \( z = v^- \). In both cases,

\[
\begin{cases}
-\Delta z \leq 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_{\nu} z \leq -M z & \text{on } \mathbb{R}^N.
\end{cases}
\]

By translating and scaling, Lemma 4.5 implies that

\[
z(x_0, 0) \leq \sup_{\partial^0 B_{1/2}(x_0, 0)} z \leq \frac{1}{\lambda r} \sup_{\partial^+ B_r(x_0, 0)} z \leq C \frac{1 + r^\gamma}{r}.
\]

Letting \( r \to \infty \) the proposition follows. \( \square \)

Finally, we have the following.

**Proposition 4.8.** Let \( v \) satisfy

\[
\begin{cases}
-\Delta v = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_{\nu} v = \lambda & \text{on } \mathbb{R}^N
\end{cases}
\]

for some \( \lambda \in \mathbb{R} \) and let us suppose that for some \( \gamma \in [0, 1) \), \( C > 0 \) it holds

\[
|v(X)| \leq C(1 + |X|^\gamma)
\]

for every \( X \). Then \( v \) is constant.

**Proof.** For \( h \in \mathbb{R}^N \), let \( w(x, y) := v(x + h, y) - v(x, y) \). Then \( w \) solves

\[
\begin{cases}
-\Delta w = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_{\nu} w = 0 & \text{on } \mathbb{R}^N
\end{cases}
\]
and, as usual, we can reflect and use the growth condition to infer that $w$ has to be constant, that is $v(x + h, y) = c_h + v(x, y)$. Deriving the previous expression in $x_i$, we find that

$$v(x, y) = \sum_{i=1}^{k} c_i(y)x_i + c_0(y).$$

Using again the growth condition, we see that $c_i \equiv 0$ for $i = 1, \ldots, k$, while $c_0$ is constant. We observe that, consequently, $\lambda = 0$. □

5. Some approximation results

In the following, we want to apply the Liouville type theorems obtained in the previous section to suitable limiting profiles, obtained from solutions to the problem

$$\begin{cases}
-\Delta v_i = 0 & \text{in } B^+ \\
\partial_v v_i = f_{i,\beta}(v_i) - \beta v_i \sum_{j \neq i} v_j^2 & \text{on } \partial^0 B^+,
\end{cases}$$

through some blow up and blow down procedures. From this point of view we have seen that, in the case of entire profiles of segregation, the key property is the validity of some Pohozaev identities, which imply that the Almgren formula holds. In this section we prove that such identities can be obtained by passing to the limit in the corresponding identities for $(P)_\beta$, under suitable assumptions about the convergence. To be more precise, we will prove the following.

**Proposition 5.1.** Let $v_n \in H^1(B^+_{r_n})$ solve problem $(P)_{\beta_n}$ on $B^+_{r_n}$, $n \in \mathbb{N}$, and $v \in H^1_{\text{loc}}(\mathbb{R}^{N+1})$, be such that, as $n \to \infty$,

1. $\beta_n \to \infty$;
2. $r_n \to \infty$;
3. for every compact $K \subset \mathbb{R}^{N+1}$, $v_n \to v$ in $H^1(K) \cap C(K)$;
4. the continuous functions $f_{i,\beta_n}$ are such that, for every $\tilde{m} > 0$,

$$|f_{i,\beta_n}(s)| \leq C_n(\tilde{m}) \quad \text{for } |s| < \tilde{m},$$

where $C_n(\tilde{m}) \to 0$.

Then $v \in G_s$.

We start by stating the basic identities for problem $(P)_\beta$. We recall that $S^N_{N-1}$ denotes the $(N - 1)$-dimensional boundary of $\partial^0 B^+_{r}$ in $\mathbb{R}^N$.

**Lemma 5.2** (Pohozaev identity). Let $v$ solve problem $(P)_\beta$ on $B^+$. For every $B^+_r := B^+_r(x_0, 0) \subset B^+$ the following Pohozaev identity holds:

$$\begin{align*}
(1 - N) \int_{B^+_r} \sum_i |\nabla v_i|^2 \, dx dy + r \int_{\partial^0 B^+_r} \sum_i |\nabla v_i|^2 \, d\sigma + \\
+ 2N \int_{\partial^0 B^+_r} \sum_i F_{i,\beta}(v_i) \, dx - N \beta \int_{\partial^0 B^+_r} \sum_{i \neq j} v_i^2 v_j^2 \, dx - 2r \int_{S^N_{N-1}} \sum_i F_{i,\beta}(v_i) \, d\sigma + \\
+ r \beta \int_{S^N_{N-1}} \sum_{i \neq j} v_i^2 v_j^2 \, d\sigma = 2r \int_{\partial^0 B^+_r} \sum_i |\partial_v v_i|^2 \, d\sigma.
\end{align*}$$
Proof. Let the functions \( v_i \) solve problem \((P)_\beta \). Up to translations, we assume that \( x_0 = 0 \). By multiplying the equation with \( X \cdot \nabla v_i \) and integrating by parts over \( B_r^+ \), we obtain

\[
\int_{B_r^+} \nabla v_i \cdot \nabla (X \cdot \nabla v_i) \, dx \, dy = r \int_{\partial^+ B_r^+} |\partial_\nu v_i|^2 \, d\sigma + \int_{\partial^0 B_r^+} (\partial_\nu v_i)(x \cdot \nabla x v_i) \, dx.
\]

Using the identity

\[
\nabla v_i \cdot \nabla (X \cdot \nabla v_i) = |\nabla v_i|^2 + X \cdot \nabla \left( \frac{1}{2} |\nabla v_i|^2 \right)
\]

and integrating again by parts, we can write the right hand side as

\[
\int_{B_r^+} \nabla v_i \cdot \nabla (X \cdot \nabla v_i) \, dx \, dy = \frac{1 - N}{2} \int_{B_r^+} |\nabla v_i|^2 \, dx \, dy + \frac{r}{2} \int_{\partial^+ B_r^+} |\nabla v_i|^2 \, d\sigma
\]

and this yields

\[
\frac{1 - N}{2} \int_{B_r^+} |\nabla v_i|^2 \, dx \, dy + \frac{r}{2} \int_{\partial^+ B_r^+} |\nabla v_i|^2 \, d\sigma - \int_{\partial^0 B_r^+} f_{i,\beta}(v_i)(x \cdot \nabla x v_i) \, dx + \frac{\beta}{2} \int_{\partial^0 B_r^+} (x \cdot \nabla x v_i^2) \sum_{j \neq i} v_j^2 \, dx = r \int_{\partial^+ B_r^+} |\partial_\nu v_i|^2 \, d\sigma.
\]

Summing the identities for \( i = 1, \ldots, k \) we obtain

\[(5.1) \quad \frac{1 - N}{2} \int_{B_r^+} \sum_i |\nabla v_i|^2 \, dx \, dy + \frac{r}{2} \int_{\partial^+ B_r^+} \sum_i |\nabla v_i|^2 \, d\sigma
\]

\[- \int_{\partial^0 B_r^+} (x \cdot \nabla x) \sum_i F_{i,\beta}(v_i) \, dx + \frac{\beta}{2} \int_{\partial^0 B_r^+} (x \cdot \nabla x) \sum_{i,j < i} v_i^2 v_j^2 \, dx = r \int_{\partial^+ B_r^+} \sum_i |\partial_\nu v_i|^2 \, d\sigma.
\]

The terms on \( \partial^0 B_r^+ \) can be further simplified: by an application of the divergence theorem on \( \mathbb{R}^N \) we have

\[
\int_{\partial^0 B_r^+} \sum_{i,j < i} v_i^2 v_j^2 \, dx = \int_{\partial^0 B_r^+} \text{div} \left( x \sum_{i,j < i} v_i^2 v_j^2 \right) \, dx - \int_{\partial^0 B_r^+} \text{div} x \sum_{i,j < i} v_i^2 v_j^2 \, dx
\]

\[
= r \int_{S_{r}^{N-1}} \sum_{i,j < i} v_i^2 v_j^2 \, d\sigma - N \int_{\partial^0 B_r^+} \sum_{i,j < i} v_i^2 v_j^2 \, dx
\]

and

\[
\int_{\partial^0 B_r^+} (x \cdot \nabla x) \sum_i F_{i,\beta}(v_i) \, dx = \int_{\partial^0 B_r^+} \text{div} \left( x \sum_i F_{i,\beta}(v_i) \right) \, dx - \int_{\partial^0 B_r^+} \text{div} x \sum_i F_{i,\beta}(v_i) \, dx
\]

\[
= r \int_{S_{r}^{N-1}} \sum_i F_{i,\beta}(v_i) \, d\sigma - N \int_{\partial^0 B_r^+} \sum_i F_{i,\beta}(v_i) \, dx;
\]

the lemma follows by substituting into equation \((5.1)\). \(\square\)
In a similar way, it is possible to prove the validity of the Pohozaev identities in cylinders (we use the notations introduced in the discussion at the beginning of Section 3.1).

**Lemma 5.3 (Pohozaev identity in cylinders).** Let \( v \in H^1(B^+) \) be a solution to problem \((P)_\beta\). For every \( x \in \partial^0 B^+ \) and \( r > 0 \), \( l > 0 \) such that \( C_{r,l}^+ \subset B^+ \) the following Pohozaev identity holds:

\[
\int_{C_{r,l}^+} \left( \sum_{i} 2|\nabla (x',y)v_i|^2 - (h + 1)|\nabla v_i|^2 \right) \, dx dy + r \int_{\partial^0 B^+_r \times Q_l} \sum_i |\nabla v_i|^2 \, d\sigma + \\
2h \int_{\partial^0 C_{r,l}^+} \sum_i F_{i,\beta}(v_i) \, dx - h\beta \int_{\partial^0 C_{r,l}^+} \sum_{i,j<i} v_i^2 v_j^2 \, dx \\
- 2r \int_{S^{l-1} \times Q_l} \sum_i F_{i,\beta}(v_i) \, d\sigma + r\beta \int_{S^{l-1} \times Q_l} \sum_{i,j<i} v_i^2 v_j^2 \, d\sigma \\
= 2r \int_{\partial^0 B^+_r \times Q_l} \sum_i |\partial_x v_i|^2 \, d\sigma - 2 \int_{B^+_r \times \partial^0 Q_l} \sum_i \partial_x v_i \nabla (x',y)v_i \cdot (x', y) \, d\sigma,
\]

where \( \nabla (x', y) \) is the gradient with respect to the directions in \( \mathbb{R}^{l+1}_+ \).

**Remark 5.4.** Even though the mentioned Pohozaev identities are enough for our purposes, we would like to point out that they are nothing but special cases of a more general class of identities, namely the domain variation formulas, see for instance [19]. They may be obtained by testing the equation of \((P)_\beta\) by \( \nabla v \cdot Y \) in a smooth domain \( \omega \subset \mathbb{R}^{N+1} \), where \( Y \in C^1(\mathbb{R}^{N+1}_+; \mathbb{R}^{N+1}_+) \) is a smooth vector field such that \( Y|_{\beta=0} \in C^1(\mathbb{R}^N; \mathbb{R}^N) \).

To proceed, we need the following standard result.

**Lemma 5.5.** Let \( f, \lambda \in L^\infty(\partial^0 B^+) \). If \( w \in H^1(B^+) \) is a solution to

\[
\begin{cases}
-\Delta w = 0 & \text{in } B^+ \\
\partial_x w = f - \lambda w & \text{on } \partial^0 B^+,
\end{cases}
\]

then \( |w| \in H^1(B^+) \) and for any \( \phi \in H^1(B^+) \), \( \phi|_{\partial^0 B^+} = 0 \), \( \phi \geq 0 \) it holds

\[
\int_{B^+} \nabla |w| \cdot \nabla \phi \, dx dy - \int_{\partial^0 B^+} (|f| - \lambda |w|) \phi \, dx \leq 0
\]

**Proof.** Let \( g_\varepsilon(s) = \sqrt{s^2 + \varepsilon} \in C^\infty(\mathbb{R}) \) such that \( g_\varepsilon(s) \to |s| \) and \( g'_\varepsilon(s) \to \text{sgn}(s) \). By Stampacchia Lemma,

\[
g_\varepsilon(w) \to |w| \quad \text{in } H^1(B^+)
\]

while, by Lebesgue theorem

\[
g'_\varepsilon(w)w \to |w| \quad \text{in } L^2(\partial^0 B^+).
\]
Thus, for any $\phi \in H^1(B^+)$, $\phi|_{\partial B^+} = 0$, $\phi \geq 0$, we have

$$
\int_{B^+} \nabla g_\varepsilon (w) \cdot \nabla \phi \, dx\, dy - \int_{\partial^0 B^+} g'_\varepsilon (v) (f - \lambda w) \phi \, dx \\
= \int_{B^+} g'_\varepsilon (w) \nabla w \cdot \nabla \phi \, dx\, dy - \int_{\partial^0 B^+} g'_\varepsilon (w) \partial_n \phi \, dx \\
= \int_{B^+} - \text{div} (g'_\varepsilon (w) \nabla w) \phi \, dx\, dy = \int_{B^+} (-g''_\varepsilon (w)|\nabla w|^2 - g'_\varepsilon (w) \Delta w) \phi \, dx\, dy \leq 0.
$$

Passing to the limit for $\varepsilon \to 0$ we obtain the lemma.

Going back to the notations of Proposition 5.1, we have the following lemma.

**Lemma 5.6.** For every $K$ compact subset of $\mathbb{R}^N$, it holds

$$
\lim_{n \to \infty} \beta_n \int_K v_{i,n}^2 \sum_{j \neq i} v_{j,n}^2 \, dx = 0.
$$

Moreover, for every $x_0 \in \mathbb{R}^N$, and for almost every $r > 0$,

$$
\beta_n \int_{S_{r-1}} v_{i,n}^2 \sum_{j \neq i} v_{j,n}^2 \, d\sigma \to 0.
$$

**Proof.** Let $\eta \in C_\infty^\infty (B_r)$ be a positive smooth cutoff function with the property that $\eta \equiv 1$ on $K$. Taking into account Lemma 5.5, we obtain that

$$
0 \leq \beta_n \int_K |v_{i,n}| \sum_{j \neq i} v_{j,n}^2 \, dx \leq \int_{\partial^0 B_r^+} (|f_{i,n}| \eta - |v_{i,n}| \partial_n \eta) \, dx + \int_{B_r^+} |v_{i,n}| \Delta \eta \, dx \leq C.
$$

In particular, on one hand this implies that

$$
\beta_n \int_K |v_{i,n}| \sum_{j \neq i} v_{j,n}^2 \, dx \leq C,
$$

while on the other hand, by passing to the limit, we infer that $\{v_i = 0\} \cup \{v_j = 0\}$ contains $K$, for every $i \neq j$. As a consequence, each term in the sum can be estimated as follows

$$
\beta_n \int_K v_{i,n}^2 \sum_{j \neq i} v_{j,n}^2 \, dx \leq \beta_n \int_{K \cap \{v_i = 0\}} v_{i,n}^2 \, dx + \beta_n \int_{K \cap \{v_j = 0\}} v_{j,n}^2 \, dx \\
\leq \|v_{i,n}\|_{L^\infty (K \cap \{v_i = 0\})} \beta_n \int_{K \cap \{v_i = 0\}} |v_{i,n}| v_{j,n}^2 \, dx \\
+ \|v_{j,n}\|_{L^\infty (K \cap \{v_j = 0\})} \beta_n \int_{K \cap \{v_j = 0\}} |v_{j,n}| v_{i,n}^2 \, dx \to 0,
$$

and the first conclusion follows by summing over all $j \neq i$. As far as the second one is concerned, it follows by applying Fubini’s Theorem to the previous conclusion when $K = \partial^0 B_R^+$.
Proof of Proposition 5.1. First we notice that, by Lemma 5.6, it holds \( v_i v_j = 0 \) for every \( i \neq j \). Moreover, since the uniform limit of harmonic functions is harmonic itself, \( \Delta v_i = 0 \) on \( \mathbb{R}^{N+1}_+ \). In order to obtain (3.1), we observe that, for any \( \eta \in C^\infty (\mathbb{R}^N) \), we have

\[
\int_{\mathbb{R}^N} v_{i,n} \partial_v v_{i,n} \phi \, dx = \int_{\mathbb{R}^N} \left( v_{i,n} f_{i,\beta_n}(v_{i,n}) - \beta_n v_{i,n}^2 \sum_{j \neq i} v_{j,n}^2 \right) \phi \, dx \to 0
\]

by assumption 4. and Lemma 5.6. Finally, to prove that (3.2) holds, we are going to show that, for every \( x_0 \in \mathbb{R}^N \) and almost every \( r > 0 \), the Pohozaev identity of Lemma 5.2 passes to the limit (the general case following by analogous arguments).

Let us recollect the terms of the identity as

\[
(1 - N) \int_{B_r^+} \sum_i |\nabla v_{i,n}|^2 \, dx \, dy + \int_{\partial^+ B_r^+} \sum_i |\nabla v_{i,n}|^2 \, d\sigma + 2N \int_{\mathbb{R}^{N+1}_+} F_i(v_{i,n}) \, dx - 2r \int_{S_{r+1}^{N-1}} \sum_i F_i(v_{i,n}) \, d\nu + N \beta_n \int_{B_r^+} \sum_{i,j<i} v_{i,n} v_{j,n}^2 \, dx + \int_{\partial^+ B_r^+} \sum_i v_{i,n} v_{i,n}^2 \, d\sigma \]

On one hand, by strong \( H^1_{\text{loc}} \) convergence,

\[
A_n \to (1 - N) \int_{B_r^+} \sum_i |\nabla v_i|^2 \, dx \, dy.
\]

Moreover, both \( I_n \to 0 \) (by assumption 4.) and \( C_n \to 0 \) for a.e. \( r \) (by Lemma 5.6).

We claim that

\[
\lim_{n \to \infty} B_n^+ \to r \int_{\partial^+ B_r^+} |\nabla v_i|^2 \, d\sigma \quad \text{and} \quad \lim_{n \to \infty} B_n^2 = 2r \int_{\partial^+ B_r^+} |\partial_v v_i|^2 \, d\sigma
\]

in \( L^1_{\text{loc}}(0, \infty) \): in particular, this will imply convergence for a.e. \( r \). Let us prove the former limit, which implies also the latter. The strong convergence \( v_n \to v \) in \( H^1_{\text{loc}} (\mathbb{R}^{N+1}_+ \) implies that

\[
\int_0^R \int_{\partial^+ B_r^+} \sum_i |\nabla v_{i,n} - \nabla v_i|^2 \, d\sigma \, dr \to 0,
\]

so that \( \int_{\partial^+ B_r^+} |\nabla v_{i,n}|^2 \, d\sigma \to \int_{\partial^+ B_r^+} |\nabla v_i|^2 \, d\sigma \) for a.e. \( r \) and there exists an integrable function \( f \in L^1(0, R) \) such that, up to a subsequence

\[
\int_{\partial^+ B_r^+} |\partial_v v_{i,n_k}|^2 \, d\sigma \leq \int_{\partial^+ B_r^+} |\nabla v_{i,n_k}|^2 \, d\sigma \leq f(r) \quad \text{a.e.} \quad r \in (0, R)
\]
for every $i = 1, \ldots, k$. We can then use the Dominated Convergence Theorem. Since every subsequence of $\{v_n\}_{n \in \mathbb{N}}$ admits a convergent sub-subsequence, and the limit is the same, we conclude the convergence for the entire approximating sequence.

□

6. Local $C^{0,\alpha}$ uniform bounds, $\alpha$ small

In this section we begin our regularity analysis with a first partial result. We will obtain a localized version of the uniform Hölder regularity for solutions to problem $(P)_\beta$ (introduced at page 24), when the Hölder exponent is sufficiently small. We recall that, here and in the following, the functions $f_{i,\beta}$ are assumed to be continuous and uniformly bounded, with respect to $\beta$, on bounded sets.

Remark 6.1. By standard regularity results (see for instance the book [26]), we already know that for every $r < 1$, $\alpha \in (0, 1)$, $\bar{m} > 0$ and $\bar{\beta} > 0$, there exists a constant $C = C(r, \alpha, \bar{m}, \bar{\beta})$ such that

$$\|v_\beta\|_{C^{0,\alpha}(B^+_1)} \leq C,$$

for every $v_\beta$ solution of problem $(P)_\beta$ on $B^+_1$, satisfying

$\beta \leq \bar{\beta}$ and $\|v_\beta\|_{L^\infty(B^+_1)} \leq \bar{m}$.

The main result of this section is the following.

Theorem 6.2. Let $\{v_\beta\}_{\beta > 0}$ be a family of solutions to problem $(P)_\beta$ on $B^+_1$ such that

$$\|v_\beta\|_{L^\infty(B^+_1)} \leq \bar{m},$$

with $\bar{m}$ independent of $\beta$. Then for every $\alpha \in (0, \nu^{\text{ACF}})$ there exists a constant $C = C(\bar{m}, \alpha)$, not depending on $\beta$, such that

$$\|v_\beta\|_{C^{0,\alpha}(B^+_{1/2})} \leq C.$$

Furthermore, $\{v_\beta\}_{\beta > 0}$ is relatively compact in $H^1(B^+_{1/2}) \cap C^{0,\alpha}(B^+_{1/2})$ for every $\alpha < \nu^{\text{ACF}}$.

Remark 6.3. Even though we prove it in $B^+_{1/2}$, Theorem 6.2 holds also when replacing $B^+_{1/2}$ with $K \cap B^+_1$, for every compact set $K \subset B_1$.

For easier notation, we write $B^+ = B^+_1$. Inspired by [22, 27], we proceed by contradiction and develop a blow up analysis. First, let $\eta$ denote a smooth function such that

$$\begin{align*}
\eta(X) &= 1 & 0 \leq |X| \leq \frac{1}{2} \\
0 < \eta(X) &\leq 1 & \frac{1}{2} \leq |X| \leq 1 \\
\eta(X) &= 0 & |X| = 1
\end{align*}$$

(6.1)

(in particular, $\eta$ vanishes on $\partial^+ B^+$ but is strictly positive $\partial^0 B^+$). We will prove that

$$\|\eta v\|_{C^{0,\alpha}(B^+)} \leq C,$$

and the theorem will follow by the regularity of $\eta$. 
Let us assume by contradiction the existence of sequences \( \{ \beta_n \}_{n \in \mathbb{N}}, \{ v_n \}_{n \in \mathbb{N}} \), solutions to \((P)_{\beta_n}\), such that

\[
L_n := \max_{i=1, \ldots, k} \max_{X' \neq X'' \in B^+} \frac{|(\eta v_{i,n})(X') - (\eta v_{i,n})(X'')|}{|X' - X''|^{\alpha}} \to \infty,
\]

for some \( \alpha \in (0, \nu^{\text{ACF}}) \), which from now on we will consider as fixed. By Remark 6.1 we readily infer that \( \beta_n \to \infty \). Moreover, up to a relabelling, we may assume that \( L_n \) is achieved by \( i = 1 \) and a sequence of points \( (X'_n, X''_n) \in B^+ \times B^+ \). We start showing some first properties of such sequences.

**Lemma 6.4.** Let \( X'_n \neq X''_n \) and \( r_n := |X'_n - X''_n| \) satisfy

\[
L_n = \frac{|(\eta v_{1,n})(X'_n) - (\eta v_{1,n})(X''_n)|}{r_n^{\alpha}}.
\]

Then, as \( n \to \infty \),

1. \( r_n \to 0; \)
2. \( \frac{\text{dist}(X'_n, \partial^+ B^+)}{r_n} \to \infty, \frac{\text{dist}(X''_n, \partial^+ B^+)}{r_n} \to \infty. \)

**Proof.** By the uniform control on \( \|v_n\|_{L^\infty} \) we have

\[
L_n \leq \frac{\bar{m}}{r_n^{\alpha}} (\eta(X'_n) + \eta(X''_n)),
\]

which immediately implies \( r_n \to 0 \). Since \( \eta \) vanishes on \( \partial^+ B^+ \), we have that, for every \( X \in B^+ \), it holds

\[
\eta(X) \leq \ell \text{dist}(X, \partial^+ B^+),
\]

where \( \ell \) denotes the Lipschitz constant of \( \eta \). As a consequence, the first inequality becomes

\[
\frac{\text{dist}(X'_n, \partial^+ B^+)}{r_n} + \frac{\text{dist}(X''_n, \partial^+ B^+)}{r_n} \geq \frac{L_n r_n^{\alpha-1}}{\bar{m} \ell} \to \infty
\]

(recall that \( \alpha < 1 \)), and the lemma follows by recalling that \( \text{dist}(X'_n, X''_n) = r_n \). □

Our analysis is based on two different blow up sequences, one having uniformly bounded H"older quotient, the other satisfying a suitable problem. Let \( \{ P_n \}_{n \in \mathbb{N}} \subset B^+, |P_n| < 1 \), be a sequence of points, to be chosen later. We write

\[
\tau_n B^+ := \frac{B^+ - P_n}{r_n},
\]

remarking that \( \tau_n B^+ \) is a hemisphere, not necessarily centered on the hyperplane \( \{ y = 0 \} \). We introduce the sequences

\[
w_{i,n}(X) := \frac{v_{i,n}(P_n + r_n X)}{L_n r_n^{\alpha}} \quad \text{and} \quad \tilde{w}_{i,n}(X) := \frac{(\eta v_{1,n})(P_n + r_n X)}{L_n r_n^{\alpha}},
\]

where \( X \in \tau_n B^+ \). With this choice, on one hand it follows immediately that, for every \( i \)

\[
\max_{X' \neq X'' \in \tau_n B^+} \frac{|\tilde{w}_{i,n}(X') - \tilde{w}_{i,n}(X'')|}{|X' - X''|^{\alpha}} \leq \frac{\tilde{w}_{1,n} \left( X'_n - P_n \right)}{r_n} - \tilde{w}_{1,n} \left( X''_n - P_n \right) = 1,
\]
in such a way that the functions \{\tilde{w}_n\}_{n \in \mathbb{N}} share an uniform bound on H"older seminorm, and at least their first components are not constant. On the other hand, since \(\eta(P_n) > 0\), each \(w_n\) solves

\[
\begin{aligned}
-\Delta w_{i,n} &= 0 \\
\partial_\nu w_{i,n} &= f_{i,n}(w_{i,n}) - M_n w_{i,n} \sum_{j \neq i} w_{j,n}^2 \\
\end{aligned}
\]

in \(\tau_n B^+\) and \(\partial_\nu B^+\), with \(f_{i,n}(s) = \eta(P_n)r_n^{1-\alpha}L_n^{-1}f_{i,\beta_n}(L_n r_n^\alpha s/\eta(P_n))\) and \(M_n = \beta_n L_n^2 r_n^{2\alpha+1}/\eta(P_n)^2\).

**Remark 6.5.** The uniform bound of \(\|v_\beta\|_{L^\infty}\) imply that

\[
\sup_{\tau_n \partial B^+} |f_{i,n}(w_{i,n})| = \eta(P_n)r_n^{1-\alpha}L_n^{-1} \sup_{\partial B^+} |f_{i,\beta_n}(v_{i,n})| \leq C(r_n^{1-\alpha}L_n^{-1} \to 0)
\]

as \(n \to \infty\).

A crucial property is that the two blow up sequences defined above have asymptotically equivalent behavior, as enlighten in the following lemma.

**Lemma 6.6.** Let \(K \subset \mathbb{R}^{N+1}\) be compact. Then:

1. \(\max_{\tilde{w}_n(X) - \bar{w}_n(X)} \to 0\);
2. there exists \(C\), only depending on \(K\), such that \(|w_n(X) - \tilde{w}_n(0)| \leq C\), for every \(x \in K\).

**Proof.** Again, this is a consequence of the Lipschitz continuity of \(\eta\) and of the uniform boundedness of \(\{v_\beta\}_{\beta}\). Indeed we have, for every \(i = 1, \ldots, k\),

\[
|w_{i,n}(X) - \tilde{w}_{i,n}(X)| \leq \tilde{m}r_n^{-\alpha}L_n^{-1}|\eta(X_n + \tau_n X) - \eta(X_n)| \leq \tilde{m}r_n^{1-\alpha}L_n^{-1}|X|
\]

and the right hand side vanishes in \(n\), implying the first part. Moreover, by definition, \(w_n(0) = \tilde{w}_n(0)\), and \(|w_n(X) - \tilde{w}_n(0)| \leq C|X|^\alpha\) for every \(X \in \tau_n B^+\). But then we can conclude noticing that

\[
|w_n(X) - \tilde{w}_n(0)| \leq |w_n(X) - \tilde{w}_n(X)| + |\tilde{w}_n(X) - \tilde{w}_n(0)|
\]

and applying the first part. \(\square\)

**Lemma 6.7.** Let, up to subsequences, \(\Omega_\infty := \lim \tau_n B^+\) and let

\[
\tilde{w}_n(X) := w_n(X) - \tilde{w}_n(0) \quad \text{and} \quad w_n(X) := \tilde{w}_n(X) - \bar{w}_n(0).
\]

Then there exists a function \(\tilde{W} \in C^{0,\alpha}(\Omega_\infty)\) which is harmonic and such that \(\tilde{W}_n \to \tilde{W}\) and \(\tilde{W}_n \to \tilde{W}\) uniformly in every compact set \(K \subset \Omega_\infty\). Moreover, if we choose \(\{P_n\}_{n \in \mathbb{N}}\) such that \(|X_n - P_n| < C r_n\) for some constant \(C\) and for every \(n\), then \(\tilde{W}\) is non constant.

**Proof.** Let \(K \subset \Omega_\infty\) be any fixed compact set. Then, by definition, \(K\) is contained in the half sphere \(\tau_n B^+\), for every \(n\) sufficiently large. By definition, \(\{\tilde{W}_n\}_{n \in \mathbb{N}}\) is a sequence of functions which share the same \(C^{0,\alpha}\)-seminorm and are uniformly bounded in \(K\), since \(\tilde{W}_n(0) = 0\). By the Ascoli-Arzelà theorem, there exists a function \(\tilde{W} \in C(K)\) which, up to a subsequence, is the uniform limit of \(\{\tilde{W}_n\}_{n \in \mathbb{N}}\): taking a countable compact exhaustion of \(\Omega_\infty\), we find that \(\tilde{W}_n \to \tilde{W}\) uniformly in every compact set. By Lemma 6.6, we also find that \(\tilde{W}_n \to \tilde{W}\) and, since the uniform limit of harmonic function is harmonic, we conclude that \(\tilde{W}\) is harmonic. Let \(X, Y \in \Omega_\infty\) be any pair of points. By definition, there exists \(n_0 \in \mathbb{N}\) such that \(X, Y \in \tau_n B^+\) for every \(n \geq n_0\), and so

\[
|\tilde{W}_n(X) - \tilde{W}_n(Y)| \leq \sqrt{\epsilon}|X - Y|^\alpha \quad \text{for every } n \geq n_0.
\]
Passing to the limit in $n$ the previous expression, we obtain $W \in C^{0,\alpha}(\Omega_\infty)$. Let now $C > 0$ be fixed, and let us choose $\{P_n\}_{n \in \mathbb{N}}$ be such that $|X' - P_n| < Cr_n$. It follows that, up to a subsequence,

$$\frac{X' - P_n}{r_n} \to X' \quad \text{and} \quad \frac{X'' - P_n}{r_n} \to X'',$$

where $X', X'' \in \overline{B_{C+1} \cap \Omega_\infty}$. Therefore, by equicontinuity and uniform convergence,

$$|\bar{W}_{1,n} \left(\frac{X' - P_n}{r_n}\right) - \bar{W}_{1,n} \left(\frac{X'' - P_n}{r_n}\right)| = 1 \implies |W_1(X') - W_1(X'')| = 1$$

and the lemma follows.

In Lemma 6.4 we have shown that $X'_n$, $X''_n$ cannot accumulate too fast towards $\partial^+ B^+$. Now we can prove that they converge to $\partial^0 B^+$. \hfill $\Box$

**Lemma 6.8.** There exists $C > 0$ such that, for every $n$ sufficiently large,

$$\frac{\text{dist}(X'_n, \partial^0 B^+) + \text{dist}(X''_n, \partial^0 B^+)}{r_n} \leq C.$$

**Proof.** We argue by contradiction. Taking into account the second part of Lemma 6.4 this forces

$$\frac{\text{dist}(X'_n, \partial B^+) + \text{dist}(X''_n, \partial B^+)}{r_n} \to \infty.$$

Choosing $P_n = X'_n$ in the definition of $w_n$, $\bar{w}_n$, we can apply Lemma 6.7. First of all, we notice that $\tau_n B^+ \to \Omega_\infty = \mathbb{R}^{N+1}_+$. But then $W$ as in the aforementioned lemma is harmonic, globally Hölder continuous on $\mathbb{R}^{N+1}$ and non constant, in contradiction with Liouville theorem. \hfill $\Box$

We are in a position to choose $P_n$ in the definition of $w_n$, $\bar{w}_n$: from now on let us define

$$P_n := (x'_n, 0),$$

where as usual $X'_n = (x'_n, y'_n)$. With this choice, it is immediate to see that $\tau_n B^+ \to \Omega_\infty = \mathbb{R}^{N+1}_+$, and that all the above results, and in particular Lemma 6.7, apply. This last fact follows from Lemma 6.8 since

$$Cr_n \geq \text{dist}(X'_n, \partial^0 B^+) = |X'_n - P_n|.$$

Our next aim is to prove that $\{w_n\}_{n \in \mathbb{N}}$, $\{\bar{w}_n\}_{n \in \mathbb{N}}$ are uniformly bounded. This will be done by contradiction, in a series of lemmas.

**Lemma 6.9.** Under the previous blow up configuration, if $\bar{w}_{i,n}(0) \to \infty$ for some $i$, then

$$M_n w_{i,n}^2(0) = M_n \bar{w}_{i,n}^2(0) \leq C$$

for a constant $C$ independent of $n$. In particular, $M_n \to 0$.

**Proof.** Let $r > 0$ be fixed, and let $B^+_2r$ be the half ball of radius $2r$: by Lemma 6.8 for $n$ sufficiently large we have that $B^+_2r \subset \tau_n B^+$. Since the sequence $\{\bar{w}_n\}_{n \in \mathbb{N}}$ is made of continuous functions which share the same $C^{0,\alpha}$-seminorm, we have that $\inf_{\partial^0 B^+_2r} |\bar{w}_{i,n}| \to \infty$. Furthermore, by Lemma 6.6 $\inf_{\partial^0 B^+_2r} |w_{i,n}| \to \infty$ as well.

Proceeding by contradiction, we assume that

$$I_n := \inf_{\partial^0 B^+_2r} M_n w_{i,n}^2 \to \infty.$$
We first show that for \( j \neq i \), both the sequence \( \{w_{j,n}\}_{n \in \mathbb{N}} \) and \( \{\bar{w}_{j,n}\}_{n \in \mathbb{N}} \) are bounded in \( B^+_r \). We recall that \( |w_{j,n}| \) is a subsolution of problem \( (6.2) \). More precisely, by Lemma 5.5, we have that

\[(6.3) \quad \int_{B^+_r} \nabla |w_{j,n}| \cdot \nabla \phi \, dx \, dy - \int_{\partial^0 B^+_r} (\|f_{j,n}\|_{L^\infty(B_{2r})} - I_n |w_{j,n}|) \phi \, dx \leq 0,\]

for every \( \phi \in H^1_0(B_{2r}), \phi \geq 0 \). Letting \( \eta \in C^\infty_0(B_{2r}) \), we can choose \( \phi = \eta^2 |w_{j,n}| \) in the above equation, obtaining

\[
\int_{B^+_r} (|\nabla (\eta |w_{j,n}|)|^2 - |\nabla \eta|^2 |w_{j,n}|^2) \, dx \, dy + I_n \int_{\partial^0 B^+_r} \eta^2 |w_{j,n}|^2 \, dx \leq \|f_{j,n}\|_{L^\infty} \int_{\partial^0 B^+_r} \eta^2 |w_{j,n}| \, dx.
\]

As a consequence

\[(6.4) \quad I_n \int_{\partial^0 B^+_r} \eta^2 |w_{j,n}|^2 \, dx \leq \int_{B^+_r} |\nabla \eta|^2 |w_{j,n}|^2 \, dx \, dy + \|f_{j,n}\|_{L^\infty} \int_{\partial^0 B^+_r} \eta^2 |w_{j,n}| \, dx \leq \sup_{B^+_r} |w_{j,n}|^2 \left( \int_{B^+_r} |\nabla \eta|^2 \, dx \, dy + \|f_{j,n}\|_{L^\infty} \right) + C(r) \|f_{j,n}\|_{L^\infty}, \]

where, by Remark 6.5, \( C(r) \|f_{j,n}\|_{L^\infty} \to 0 \). On the other hand, using again the uniform Hölder bounds of the sequence \( \{\bar{w}_{n}\}_{n \in \mathbb{N}} \) and the uniform control given by Lemma 6.6, we infer

\[
I_n \int_{\partial^0 B^+_r} \eta^2 |w_{j,n}|^2 \, dx \geq I_n \inf_{\partial^0 B^+_r} |w_{j,n}|^2 \int_{\partial^0 B^+_r} \eta^2 \, dx \geq CI_n \left( \sup_{B^+_r} |w_{j,n}|^2 - (2r)^{2\alpha} \right) \int_{\partial^0 B^+_r} \eta^2 \, dx.
\]

Combining (6.4) with (6.5) we deduce the uniform boundedness of \( \sup_{\partial^+ B^+_r} |w_{j,n}| \) for \( j \neq i \). Equation (6.3) fits into (the variational counterpart of) Lemma 4.5, which implies

\[(6.6) \quad |w_{j,n}| \leq \frac{C}{I_n} \sup_{\partial^+ B^+_r} |w_{j,n}| \quad \text{on} \quad \partial^0 B^+_r \]

for a constant \( C \) independent of \( n \). From the uniform bound it follows that \( w_{j,n} \to 0 \) uniformly in \( \partial^0 B^+_r \) for every \( r > 0 \), and the same is true for \( \bar{w}_{j,n}, j \neq i \): in particular, since \( |\bar{w}_{1,n}(\tau_n X_n') - \bar{w}_{1,n}(\tau_n X_n'')| = 1 \), we deduce that, necessarily, \( i = 1 \).
Now, \( w_{1,n} \) satisfies

\[
\int_{B_r^+} \nabla w_{1,n} \cdot \nabla \varphi \, dx \, dy = \int_{\partial^0 B_r^+} \left( f_{1,n} - M_n w_{1,n} \sum_{j \neq 1} w_{j,n}^2 \right) \varphi \, dx
\]

for every \( \varphi \in H^1_0(B_r) \). From the previous estimates and the definition of \( I_n \) we find

\[
\left| f_{1,n} - M_n w_{1,n} \sum_{j \neq 1} w_{j,n}^2 \right| \leq \| f_{1,n} \|_{L^\infty} + M_n \left( |w_{1,n}|^2 + 1 \right) \sum_{j \neq 1} w_{j,n}^2
\]

\[
\leq \| f_{1,n} \|_{L^\infty} + CI_n + M_n \left( r^{2} + 1 \right)
\]

on \( \partial^0 B_r^+ \), and this holds for every \( r \). As a consequence, we can define \( \{ W_n \}_{n \in \mathbb{N}} \) as in Lemma 6.7, obtaining that \( W_{1,n} \) converges to \( W_1 \), which is a nonconstant, globally Hölder continuous function on \( \mathbb{R}^{N+1}_+ \), which satisfies

\[
\begin{cases}
- \Delta W_1 = 0 & \text{in } \mathbb{R}^{N+1}_+ \\
\partial_\nu W_1 = 0 & \text{on } \mathbb{R}^N.
\end{cases}
\]

But then the even extension of \( W_1 \) through \( \{ y = 0 \} \) contradicts the Liouville theorem.

**Lemma 6.10.** Under the previous blow up setting, if there exists \( i \) such that \( \bar{w}_{i,n}(0) \to \infty \), then

\[
M_n |\bar{w}_{i,n}(0)| \sum_{j \neq i} \bar{w}_{j,n}^2(0) \leq C
\]

for a constant \( C \) independent of \( n \).

**Proof.** Let \( r > 1 \) be any fixed radius. Multiplying equation (6.2) by \( w_{i,n} \) and integrating on \( B_r^+ \) we obtain the identity

\[
\int_{B_r^+} |\nabla w_{i,n}|^2 \, dx \, dy + \int_{\partial^0 B_r^+} \left( -f_{i,n} w_{i,n} + M_n w_{i,n}^2 \sum_{j \neq i} w_{j,n}^2 \right) \, dx = \int_{\partial^0 B_r^+} w_{i,n} \partial_\nu w_{i,n} \, d\sigma.
\]

Defining

\[
E_i(r) := \frac{1}{r^{N-1}} \left( \int_{B_r^+} |\nabla w_{i,n}|^2 \, dx \, dy + \int_{\partial^0 B_r^+} \left( -f_{i,n} w_{i,n} + M_n w_{i,n}^2 \sum_{j \neq i} w_{j,n}^2 \right) \, dx \right)
\]

and

\[
H_i(r) := \frac{1}{r^N} \int_{\partial^0 B_r^+} w_{i,n}^2 \, d\sigma,
\]

a straightforward computation shows that \( H_i \in AC(r/2, r) \) and

\[
H'_i(r) = \frac{2}{r} E_i(r).
\]

In particular, integrating from \( r/2 \) to \( r \), we obtain the following identity

\[
H_i(r) - H_i \left( \frac{r}{2} \right) = \int_{r/2}^r \frac{2}{s} E_i(s) \, ds.
\]

(6.7)
If \( r \) is suitably chosen, and \( n \) is large, after a scaling in the definition of \( H_i \), we have that the left hand side of (6.7) writes as

\[
H_i(r) - H_i\left(\frac{r}{2}\right) = \int_{\partial^+ B^+} \left[ w_{i,n}^2(rx) - w_{i,n}^2\left(\frac{r}{2}x\right) \right] d\sigma
\]

\[
= \int_{\partial^+ B^+} \left[ w_{i,n}(rx) - w_{i,n}\left(\frac{r}{2}x\right) \right] \left[ w_{i,n}(rx) + w_{i,n}\left(\frac{r}{2}x\right) \right] d\sigma
\]

\[
\leq C(r)(|w_{i,n}(0)| + 1),
\]

where we used the first part of Lemma 6.6 to estimate the difference in the integral above, and the second part of the same lemma for the sum. In a similar way, we obtain a lower bound of the right hand side of equation (6.7)

\[
\frac{1}{r} \int_{r/2}^r \frac{2}{s} E_i(s) \, ds \geq \min_{s \in [r/2, r]} \frac{1}{s} E_i(s)
\]

\[
\geq M_n \min_{s \in [r/2, r]} \frac{1}{s} \int_{\partial B^+_r} \sum_{j \neq i} w_{i,n}^2 w_{j,n}^2 \, d\sigma - \max_{s \in [r/2, r]} \frac{1}{s} \int_{\partial B^+_r} |f_{i,n} w_{i,n}| \, d\sigma
\]

\[
\geq M_n c(r) \left( \sum_{j \neq i} w_{i,n}^2(0) w_{j,n}^2(0) - 1 \right) - C(r)\|f_{i,n}\|_{L^\infty}(|w_{i,n}(0)| + 1),
\]

where \( c(r)\|f_{i,n}\|_{L^\infty} \to 0 \) as \( n \to \infty \). Putting the two estimates together and recalling that \( M_n \) is bounded, we find

\[
M_n \sum_{j \neq i} w_{i,n}^2(0) w_{j,n}^2(0) \leq C(r)(|w_{i,n}(0)| + 1).
\]

The conclusion follows dividing by \( |w_{i,n}(0)| \), using the uniform control of the sequence \( \{w_{i,n}\}_{n \in \mathbb{N}} \) and \( \{\tilde{w}_{i,n}\}_{n \in \mathbb{N}} \) and the assumption that \( |\tilde{w}_{i,n}(0)| \to \infty \). \( \square \)

**Lemma 6.11.** If \( \{\tilde{w}_n(0)\}_{n \in \mathbb{N}} \) is unbounded, then also \( \{\tilde{w}_{1,n}(0)\}_{n \in \mathbb{N}} \) is.

**Proof.** Suppose, by contradiction, that \( \{\tilde{w}_{1,n}(0)\}_{n \in \mathbb{N}} \) is bounded while, by Lemma 6.9 \( M_n \to 0 \). Then, reasoning as in the proof of Lemma 6.7 we have that both \( w_{1,n} \) and \( \tilde{w}_{1,n} \) converge to some \( w_1 \), uniformly on compact sets; moreover, \( w_1 \) is harmonic, globally Hölder continuous and non constant. We claim that there exists a constant \( \lambda \geq 0 \) such that

\[
\partial_\nu w_{1,n} = f_{1,n} - M_n \sum_{i \neq 1} w_{i,n}^2 \to -\lambda w_1
\]

uniformly in every compact set. This would contradict Proposition 4.7, proving the lemma.

To prove the claim:

- let \( i \neq 1 \) be an index such that \( \tilde{w}_{i,n}(0) \) is unbounded: from Lemma 6.10 we see that \( M_n \tilde{w}_{i,n}(0) \) is bounded. Moreover, by uniform Hölder bounds, \( M_n \|\tilde{w}_{i,n}^2(x, 0) - \tilde{w}_{i,n}^2(0, 0)\| \leq M_n \osc_{\partial B^+_r} \tilde{w}_{i,n}^2 \to 0 \), implying \( M_n \tilde{w}_{i,n}^2(x, 0) \to \lambda_i \geq 0 \);
let now $j$ be an index such that $\bar{w}_{j,n}(0)$ is bounded. Then, again by uniform convergence,

$$M_n \bar{w}_{1,n} \bar{w}_{j,n}^2 \to 0$$

uniformly in every compact set.

It follows that

$$f_{1,n} - M_n \bar{w}_{1,n} \sum_{i \neq 1} \bar{w}_{i,n}^2 \to -\lambda w_1$$

uniformly in every compact set, and the same limit holds for $\{w_{1,n}\}_{n \in \mathbb{N}}$ by uniform convergence.

**Lemma 6.12.** The sequence $\{\bar{w}_n(0)\}_{n \in \mathbb{N}}$ is bounded.

**Proof.** By contradiction, let $\{\bar{w}_n(0)\}_{n \in \mathbb{N}}$ be unbounded. Then, by the above lemmas, $M_n \to 0$, $\{\bar{w}_{1,n}(0)\}_{n \in \mathbb{N}}$ is unbounded, and

$$M_n |\bar{w}_{1,n}(0)| \sum_{i \neq 1} \bar{w}_{i,n}^2(0) \leq C,$$

independent of $n$. Taking into account the uniform bound on $\text{osc}_{\partial B_r^+} \bar{w}_{1,n} \bar{w}_{i,n}^2$, we deduce the existence of a constant $\lambda$ such that, at least up to a subsequence,

$$f_{1,n} - M_n \bar{w}_{1,n} \sum_{h \neq 1} \bar{w}_{h,n}^2 \to \lambda$$

uniformly on every compact subset of $\mathbb{R}^N$, and the same holds true for the sequence $\{w_{1,n}\}_{n \in \mathbb{N}}$. Thus, as usual, $W_{1,n} = w_{1,n} - w_{1,n}(0)$ converges to $W_1$, a nonconstant, globally Hölder continuous solution to

$$\begin{cases}
-\Delta W_1 = 0 & \text{in } \mathbb{R}^{N+1}_+

\partial_n W_1 = \lambda & \text{on } \mathbb{R}^N.
\end{cases}$$

Appealing to Proposition 4.8 we obtain a contradiction. □

The uniform bound on $\{\bar{w}_n(0)\}_{n \in \mathbb{N}}$ allows to prove the following convergence result.

**Lemma 6.13.** Under the previous blow up setting, there exists $w \in (H^1_{\text{loc}} \cap C^{0,\alpha})(\mathbb{R}^{N+1}_+)$ such that, up to a subsequence,

$$w_n \to w \text{ in } (H^1 \cap C)(K)$$

for every compact $K \subset \overline{\mathbb{R}^N_+}$.

**Proof.** Reasoning as in the proof of Lemma 6.7 we can easily obtain that, up to subsequences, both $\{\bar{w}_n\}_{n \in \mathbb{N}}$ and $\{w_n\}_{n \in \mathbb{N}}$ converge uniformly on compact sets to the same limit $w \in C^{0,\alpha}(\overline{\mathbb{R}^{N+1}_+})$, hence we are left to show the $H^1_{\text{loc}}$ convergence of the latter sequence.

Let $K$ be compact, $r$ be such that $K \subset \overline{B_r^+}$, and let us consider $\eta \in C^\infty_0(B_r^+)$ any smooth cutoff function, such that $0 \leq \eta \leq 1$ and $\eta \equiv 1$ on $K$. Testing the equation
for $w_{i,n}$ by $w_{i,n}\eta^2$, we obtain

$$0 \leq \int_K |\nabla w_{i,n}|^2 dxdy + M_n \int_{\partial^0 K} w_{i,n}^2 \sum_{j \neq i} w_{j,n}^2 dx$$

$$\leq \int_{B^+} |\nabla w_{i,n}|^2 \eta^2 dxdy + M_n \int_{\partial^0 B^+} w_{i,n}^2 \sum_{j \neq i} w_{j,n}^2 \eta^2 dx$$

$$\leq \frac{1}{2} \int_{B^+} w_{i,n}^2 |\Delta \eta^2| dxdy + \frac{1}{2} \int_{\partial^0 B^+} (w_{i,n}^2 |\partial_\nu \eta^2| + f_{i,n} w_{i,n} \eta^2) dx.$$ 

Since the right hand side is bounded uniformly in $n$ (recall Lemmas 6.12 and 6.16), we deduce that, up to subsequences, $\{w_n\}_{n \in \mathbb{N}}$ weakly converges in $H^1(K)$. Since this holds for every $K$, we deduce that $w_n \rightharpoonup w$ in $H^1_{\text{loc}}(\mathbb{R}^{N+1})$. To prove the strong convergence, let us now test the equation by $\eta^2(w_{i,n} - w_i)$. We obtain

$$\int_{B^+} \nabla w_{i,n} \cdot \nabla [\eta^2(w_{i,n} - w_i)] dxdy = \int_{\partial^0 B^+} \eta^2(w_{i,n} - w_i) \partial_\nu w_{i,n} dx.$$ 

We can estimate the right hand side as

$$\int_{\partial^0 B^+} \eta^2(w_{i,n} - w_i) \partial_\nu w_{i,n} dx$$

$$\leq \sup_{x \in B^+} |w_{i,n} - w_i| \int_{\partial^0 B^+} \eta^2 \left[M_n |w_{i,n}| \sum_{i,j<i} w_{j,n}^2 + |f_{i,n}| \right] dx$$

$$\leq C(r) \sup_{x \in B^+} |w_{i,n} - w_i|,$$

where the last step holds since the inequality for $|w_{i,n}|$ (Lemma 5.5) tested by $\eta^2$ yields

$$\int_{\partial^0 B^+} \eta^2 M_n |w_{i,n}| \sum_{i,j<i} w_{j,n}^2 dx$$

$$\leq \int_{\partial^0 B^+} (|f_{i,n}| \eta^2 + |w_{i,n} \partial_\nu \eta^2|) dx + \int_{B^+} |w_{i,n} \Delta \eta^2| dxdy \leq C(r).$$

Resuming, equation (6.8) implies

$$\int_{B^+} |\nabla(\eta w_{i,n})|^2 dxdy \leq \int_{B^+} (\eta^2 \nabla w_{i,n} \cdot \nabla w_i + 2\eta w_i \nabla w_{i,n} \cdot \nabla \eta + |\nabla \eta|^2 w_i^2) dxdy$$

$$+ C(r) \sup_{x \in B^+} |w_{i,n} - w_i|.$$ 

Using both the weak $H^1$ convergence and the uniform one, we have that

$$\limsup_{n \to \infty} \int_{B^+} |\nabla(\eta w_{i,n})|^2 dxdy \leq \int_{B^+} |\nabla(\eta w_i)|^2 dxdy$$
and we conclude the strong convergence in \( H^1(B^+_1) \) of \( \{\eta_\nu w_n\}_{n \in \mathbb{N}} \) to \( \eta w \), that is, since \( \eta \) was arbitrary, the strong convergence of \( w_n \) to \( w \) in \( H^1_{\text{loc}}(\mathbb{R}^N_{+}) \). \( \square \)

**End of the proof of Theorem 6.2.** Summing up, we have that \( w_n \to w \) in \( (H^1 \cap C)_{\text{loc}} \), and that the limiting blow up profile \( w \) is a nonconstant vector of harmonic, globally Hölder continuous functions. To reach the final contradiction, we distinguish, up to subsequences, between the following three cases.

**Case 1:** \( M_n \to 0 \). In this case also the equation on the boundary passes to the limit, and the nonconstant component \( w_1 \) satisfies \( \partial_{\nu} w_1 \equiv 0 \) on \( \mathbb{R}^N \), so that its even extension through \( \{y = 0\} \) contradicts Liouville theorem.

**Case 2:** \( M_n \to C > 0 \). Even in this case the equation on the boundary passes to the limit, and \( w \) solves

\[
\begin{cases}
-\Delta w_i = 0 & \text{in } \mathbb{R}^N_{+} \\
\partial_{\nu} w_i = -C w_i \sum_{j \neq i} w_j^2 & \text{on } \mathbb{R}^N \times \{0\}
\end{cases}
\]

The contradiction is now reached using Proposition 4.1 since \( w \in G_c \cap C^{0,\alpha}(\mathbb{R}^N_{+}) \) and \( \alpha < \nu_{\text{ACP}} \).

**Case 3:** \( M_n \to \infty \). By Proposition 5.1 we infer \( w \in G_s \cap C^{0,\alpha}(\mathbb{R}^N_{+}) \) with \( \alpha < \nu_{\text{ACP}} \), in contradiction with Proposition 4.2.

As of now, the contradictions we have obtained imply that \( \{v_\beta\}_{\beta > 0} \) is uniformly bounded in \( C^{0,\alpha}(\mathbb{B}_{1/2}) \), for every \( \alpha < \nu_{\text{ACP}} \). But then the relative compactness in \( C^{0,\alpha}(\mathbb{B}_{1/2}) \) follows by Ascoli-Arzelà Theorem, while the one in \( H^1(\mathbb{B}_{1/2}) \) can be shown by reasoning as in the proof of Lemma 6.13. \( \square \)

**Remark 6.14.** It is worthwhile noticing that, in proving Theorem 6.2, the only part in which we used the assumption \( \alpha < \nu_{\text{ACP}} \) is the concluding argument, while in the rest of the proof it is sufficient to suppose \( \alpha < 1 \).

As we mentioned, even though we are not able to show that \( \nu_{\text{ACP}} = 1/2 \), nonetheless we will prove that the uniform Hölder bound hold for any \( \alpha < 1/2 \). In view of the previous remark, this can be done by means of some sharper Liouville type results, which will be obtained in the next section. To conclude the present discussion, we observe that a result analogous to Theorem 6.2 holds, when entire profiles of segregation are considered, instead of solutions to \((P)_\beta\).

**Proposition 6.15.** Let \( \{v_n\}_{n \in \mathbb{N}} \) be a subset of \( G_s \cap C^{0,\alpha}(\overline{\mathbb{B}_{1/2}}) \), for some \( 0 < \alpha \leq \nu_{\text{ACP}} \), such that

\[
\|v_n\|_{L^\infty(\mathbb{B}_{1/2}^+)} \leq \bar{m},
\]

with \( \bar{m} \) independent of \( n \). Then for every \( \alpha' \in (0, \alpha) \) there exists a constant \( C = C(\bar{m}, \alpha') \), not depending on \( n \), such that

\[
\|v_n\|_{C^{0,\alpha'}(\overline{\mathbb{B}_{1/2}^+})} \leq C.
\]

Furthermore, \( \{v_n\}_{n \in \mathbb{N}} \) is relatively compact in \( H^1(\mathbb{B}_{1/2}^+) \cap C^{0,\alpha'}(\overline{\mathbb{B}_{1/2}^+}) \) for every \( \alpha' < \alpha \).
uniform convergence of \( \mu \)

on the other hand consequent subharmonicity of \( X \)

ration) equal to 1, while on the other hand

assuming that, up to subsequences,

Proof. The proof follows the line of the one of Theorem 6.2, being in fact easier, since we do not have to handle any competition term. We proceed by contradiction, assuming that, up to subsequences,

\[
L_n := \max_{i=1,\ldots,k} \sup_{X',X'' \in \mathbb{B}} \frac{\| \eta(X') v_{i,n}(X') - \eta(X'') v_{i,n}(X'') \|}{|X' - X''|^{\alpha'}} \to \infty,
\]

where again \( \eta \) is a smooth cutoff function of the ball \( B_{1/2} \) and \( \alpha' < \alpha \). If \( L_n \) is achieved by \( (X'_n, X''_n) \), we introduce the sequences

\[
w_{i,n}(X) := \eta(X_n) \frac{v_{i,n}(P_n + r_n X)}{L_n r_n^{\alpha'}} \quad \text{and} \quad \bar{w}_{i,n}(X) := \frac{(\eta v_{i,n})(P_n + r_n X)}{L_n r_n^{\alpha'}}.
\]

for \( X \in \tau_n B^+ \), where, as usual, on one hand \( \bar{w}_n \) has Hölder seminorm (and oscillation) equal to 1, while on the other hand \( w_n \) belongs to \( G \). All the preliminary properties of \( (X'_n, X''_n) \), up to Lemma 6.8 are still valid, since they depend only on the harmonicity of \( \{w_n\}_{n \in \mathbb{N}} \). It follows that the choice \( P_n = (x'_n, 0) \) for every \( n \in \mathbb{N} \) guarantees the convergence of the rescaled domains \( \tau_n B^+ \) to \( \mathbb{R}^{N+1} \), while on any compact set the sequences \( \{w_n\}_{n \in \mathbb{N}} \) and \( \{\bar{w}_n\}_{n \in \mathbb{N}} \) shadow each other. Up to relabelling and subsequences, we are left with two alternatives:

1. either for any compact set \( K \subset \mathbb{R}^N \) we have \( w_{1,n}(x, 0) \neq 0 \) for every \( n \geq n_0(K) \) and \( x \in K \);
2. or there exists a bounded sequence \( \{x_n\}_{n \in \mathbb{N}} \subset \mathbb{R}^N \) such that \( w_n(x_n, 0) = 0 \) for every \( n \).

In the first case, if we define \( W_n = w_n - w_n(0) \) and \( \bar{W}_n = \bar{w}_n - \bar{w}_n(0) \), we obtain that the sequence \( \{W_n\}_{n \in \mathbb{N}} \) is uniformly bounded in \( C^{0, \alpha'} \), and hence \( \{W_n\}_{n \in \mathbb{N}} \) converges uniformly on compact sets to a non constant, globally Hölder continuous function \( W \), with \( \partial_i W(x, 0) = 0 \) and \( W_i(x, 0) = 0 \) for \( i > 1 \), on \( \mathbb{R}^N \). Extending properly the vector \( W \) to the whole \( \mathbb{R}^{N+1} \), we find a contradiction with the Liouville theorem.

Coming to the second alternative, this time \( \{w_n\}_{n \in \mathbb{N}} \) itself converges, uniformly on compact sets, to a non constant, globally Hölder continuous function \( w \). We want to show that the convergence is also strong in \( H_{1, \text{loc}}^1 \); this will imply that also \( w \in G \) (recall also the end of the proof of Proposition 5.1), in contradiction with Proposition 6.2. To prove the strong convergence let us consider, for any \( i \), the even extension of \( |w_{i,n}| \) through \( \{y = 0\} \), which we denote again with \( |w_{i,n}| \). We have that there exists a non negative Radon measure \( \mu_{i,n} \) such that

\[
-\Delta |w_{i,n}| = -\mu_{i,n} \quad \text{in } \mathcal{D}'(\tau_n B);
\]

indeed, on one hand, for \( X \in \{w_{i,n} \neq 0\} \), there exists a radius \( r > 0 \) such that the even extension of \( w_{i,n} \) through \( \{y = 0\} \) is harmonic in \( B_r(X) \), providing

\[
|w_{i,n}|(X) \leq \frac{1}{|B_r|} \int_{B_r(X)} |w_{i,n}|(Y) dY;
\]

on the other hand \( X \in \{w_{i,n} = 0\} \) immediately implies the same inequality, and the consequent subharmonicity of \( |w_{i,n}| \). At this point, we can reason as in [25], showing that the \( L^\infty \) uniform bounds on compact sets of \( |w_{i,n}| \) implies that the measures \( \mu_{i,n} \) are bounded on compact sets [25, Lemma 3.7]; and that this, together with the uniform convergence of \( \{|w_n\}_{n \in \mathbb{N}} \) implies its strong \( H_{1, \text{loc}}^1 \)-convergence [25, Lemma 3.11].
As a consequence of the previous contradiction argument, we deduce both the uniform bounds and the pre-compactness of \( \{v_n\}_{n \in \mathbb{N}} \) in \( C^{0,\alpha}(B_{1/2}) \). Once we have (the uniform \( L^\infty \) bounds and) the uniform convergence of \( \{v_n\}_{n \in \mathbb{N}} \), the strong \( H^1 \) pre-compactness can be obtained exactly as in the last part of the proof, replacing \( |w_{i,n}| \) with \( |v_{i,n}| \). □

7. Liouville type theorems, reprise: the optimal growth

In Section 6 we proved that non existence results of Liouville type imply uniform bounds in corresponding Hölder norms. This section is devoted to the study of the optimal Liouville exponents, which will allow to enhance the regularity estimates. Our aim is to prove the following result.

**Theorem 7.1.** Let \( \nu \in (0, \frac{1}{2}) \). If

1. either \( v \in G_s \cap C^{0,\nu}(\mathbb{R}^{N+1}_+) \),
2. or \( v \in G_c \) and \( |v(X)| \leq C(1 + |X|^{\nu}) \) for every \( X \),

then \( v \) is constant.

The rest of the section is devoted to the proof of the above theorem. As of now, we already know by Propositions 4.1 and 4.2 that such theorem holds true whenever \( \nu \) is smaller than \( \nu_{ACF} \). In order to refine such result, we will prove that it holds for \( \nu \) smaller than \( \nu_{Liou} \), according to the following definition.

**Definition 7.2.** For \( \nu > 0 \) and for every dimension \( N \), we define the class

\[
\mathcal{H}(\nu, N) := \left\{ v \in G_s : v \in C^{0,\alpha}_{\text{loc}}(\mathbb{R}^{N+1}_+) \text{, for some } \alpha > 0 \right\},
\]

and the critical value

\[
\nu_{Liou}(N) = \inf\{\nu > 0 : \mathcal{H}(\nu, N) \text{ is non empty}\}
\]

**Remark 7.3.** Since \((y, 0, \ldots, 0) \in \mathcal{H}(1, N)\), for every \( N \), we have that \( \nu_{Liou}(N) \leq 1 \).

**Remark 7.4.** By Corollary 3.5 we have that, if \( v \) is non constant and satisfies assumption (1) in Theorem 7.1 for some \( \nu \), then \( v \in \mathcal{H}(\nu, N) \).

To prove Theorem 7.1, we start by showing that, given any non constant \( v \) satisfying assumption (2) in Theorem 7.1 for some \( \nu \), we can construct a function \( \bar{v} \in \mathcal{H}(\nu', N) \), for a suitable \( \nu' \leq \nu \). This, together with the previous remark, will imply the equivalence between Theorem 7.1 and the inequality

\[
\nu_{Liou}(N) \geq \frac{1}{2}.
\]

To construct such \( \bar{v} \), we will use the blow down method. For any (non trivial) \( v \in G_c \) we denote with \( N_v(x_0, r), H_v(x_0, r) \) the related quantities involved in the Almgren frequency formula, defined in Section 3. For any \( r > 0 \), let us define

\[
v_r(X) := \frac{1}{\sqrt{H_v(0, r)}} v(rX).
\]

Since \( H \) is a strictly positive increasing function in \( \mathbb{R}_+ \) (recall Theorem 3.11), \( v_r \) is well defined. We have the following.
Lemma 7.5 (Blow down method). Let $v$ be a non constant function, satisfying assumption (2) in Theorem 7.1 for some $\nu$, and let

$$0 < \nu' = \lim_{r \to \infty} N_{\nu}(r) \leq \nu.$$ 

Then there exists $\tilde{v} \in \mathcal{H}(\nu', N)$ such that, for a suitable sequence $r_n \to \infty$,

$$v_{r_n} \to \tilde{v} \text{ in } (H^1 \cap C)(K)$$

for every compact $K \subset \mathbb{R}^{N+1}_+$. 

Proof. First of all, by construction, we have that

$$\|v_r\|_{L^2(\partial^+B^+)} = 1 \quad \text{so that} \quad \|v_{i,r}\|_{L^2(\partial^+B^+)} \leq 1 \quad \text{for } i = 1, \ldots, k.$$ 

Each $v_r$ is solution to the system

$$
\begin{cases}
- \Delta v_{i,r} = 0 & \text{in } B^+ \\
\partial_v v_{i,r} + rH(r)v_{i,r} \sum_{j \neq i} v_{j,r}^2 = 0 & \text{on } \partial^0 B^+,
\end{cases}
$$

where $rH(r) \to \infty$ monotonically as $r \to \infty$. Reasoning as in Lemma 5.5 we have that the even reflection of $v_{i,r}$ through $\{y = 0\}$ satisfies

$$
\begin{cases}
- \Delta |v_{i,r}| \leq 0 & \text{in } B \\
\|v_{i,r}\|_{L^2(\partial B)} \leq \sqrt{2}.
\end{cases}
$$

By the Poisson representation formula, it follows that there exists a constant $C$, not depending on $r$, such that

$$\|v_r\|_{L^\infty(B^+_{1/2})} \leq C$$

for every $r$. Thus we are in a position to apply Theorem 6.2 in order to see that the family $\{v_r\}_{r > 1}$ is relatively compact in $(H^1 \cap C^{0,\alpha})(B^+_{1/2})$, for all $\alpha < \nu_{\text{ACF}}$. Furthermore, Proposition 5.1 implies that any limiting point of the family is an element of $G_s$ on $B^+_{1/2}$. In order to find a non trivial limiting point, we claim that there exists a sequence of radii $\{r_n\}_{n \in \mathbb{N}}, r_n \to \infty$, and a positive constant $C$ such that

$$H(r_n) \leq CH(r_n/2) \quad \forall r_n > 0.$$ 

Indeed, we can argue by contradiction, assuming that there exists $r_0 > 0$ such that

$$H(r) \geq 3^{2\nu}H(r/2) \quad \forall r \geq r_0.$$ 

Using the diadic sequence of radii $\{2^jr_0\}_{j \in \mathbb{N}}$ we see that

$$3^{2\nu j}H(r_0) \leq H(2^jr_0) \leq C(2^j)^{2\nu},$$

by assumption. The above inequality provides a contradiction for $j$ sufficiently large, yielding the validity of the claim. If we denote with $\tilde{v}$ a limiting point of the sequence $\{v_{r_n}\}_{n \in \mathbb{N}}$, it follows that

$$\|v_{r_n}\|_{L^2(\partial^+B^+_{1/2})} = \sqrt{\frac{H(r_n/2)}{H(r_n)} \geq \sqrt{\frac{1}{C}}},$$

implying, in particular, that $\tilde{v}$ is a nontrivial element of $G_s$. Moreover, its Almgren quotient $N_{\tilde{v}}(0, r)$ is constant for all $r \in (0, 1/2)$, indeed

$$N_{\tilde{v}}(0, r) = \lim_{r_n \to \infty} N_{v_{r_n}}(0, r) = \lim_{r_n \to \infty} N_{\nu}(0, r) = \lim_{r \to \infty} N_{\nu}(0, r) = \nu'.$$
where the latter limit exists by the monotonicity of $N$ (Theorem 6.11); moreover, since $v$ is not constant we have that $v' > 0$, while $v' \leq \nu$ by Lemma 5.12. Since $N(0, r)$ is constant, we conclude by Theorem 6.3 that $\tilde{v}$ is homogeneous of degree $\nu'$, and then it can be extended on the whole $\mathbb{R}^{N+1}_+$ to a $C^0_{loc}$ function, for every $\alpha < \nu_{ACF}$. \hfill $\square$

By the previous lemma, if we show that $\nu_{Liou}(N) \geq 1/2$ then Theorem 7.1 will follow. The next step in this direction consists in reducing such problem to the one of estimating $\nu_{Liou}(1)$.

**Lemma 7.6** (Dimensional descent). For any dimension $N \geq 2$, it holds

$$\nu_{Liou}(N) \geq \nu_{Liou}(N - 1).$$

**Proof.** For every $\nu > 0$ such that there exists $v \in \mathcal{H}(\nu, N)$, we will prove that $\nu_{Liou}(N - 1) \leq \nu$. Let $\nu, v$ as above. By homogeneity, we have that $v(0, 0) = 0$ and $N(0, r) = \nu$ for all $r > 0$. Since the function $v$ is homogeneous, its boundary nodal set

$$Z = \{ x \in \mathbb{R}^N : v(x, 0) = 0 \}$$

is a cone at $(0, 0)$. We can easily rule out two degenerate situations:

1. $Z = \mathbb{R}^N$, in which case all the components of $v$ have trivial trace on $\mathbb{R}^N$. As a consequence, the odd extension of $v$ through $\{ y = 0 \}$ is a nontrivial vector of harmonic functions on $\mathbb{R}^{N+1}$, forcing $\nu \geq 1 \geq \nu_{Liou}(N - 1)$ by Remark 7.3.

2. $Z = \{(0, 0)\}$, in which case all the components of $v$ but one have trivial trace, and the last one has necessarily a vanishing normal derivative in $\{ y = 0 \}$. As before, extending the former functions oddly and the latter evenly through $\{ y = 0 \}$, we obtain again that $\nu \geq 1 \geq \nu_{Liou}(N - 1)$.

We are left to analyze the third and most delicate case, namely the one in which the boundary $\partial Z$ is non trivial. Let $x_0 \in \partial Z \setminus \{(0, 0)\}$, and let us introduce the following blow up family (here $r \to 0$)

$$v_r(X) = \frac{1}{\sqrt{H(x_0, r)}} v((x_0, 0) + rX).$$

We want to apply Proposition 6.15 to a subsequence of $\{v_r\}$; the only assumption non trivial to check is the uniform $L^\infty$ bound. To prove it, we observe that the even extension of $|v_{i,r}|$ through $\{ y = 0 \}$ (denoted with the same writing) is subharmonic, indeed the inequality

$$|v_{i,r}|(X) \leq \frac{1}{|B_\rho|} \int_{B_\rho} |v_{i,r}|(Y) dY$$

holds true, if $\rho$ is sufficiently small, both when $v_{i,r}(X) = 0$ and when $v_{i,r}(X) \neq 0$; once we know that each $|v_{i,r}|$ is non negative and subharmonic, arguing as in the first part of the proof of Lemma 7.3 one can show that $w_{i,r}$ is uniformly bounded in $L^\infty(B_{3/4})$. Applying Proposition 6.15 we obtain that, up to subsequences, $v_r$ converges uniformly and strongly in $H^1$ to $v$, an element $G_s(N)$ on $B_{1/2}^3$. Reasoning as in the end of the proof of Lemma 7.3, we infer that $v$ is non trivial, locally $C^{0,\alpha}$, and that

$$N_v(0, \rho) = \lim_{r \to 0} N_{v_r}(0, \rho) = \lim_{r \to 0} N_{v_r}(x_0, r\rho) = \lim_{r \to 0} N_{v_r}(x_0, r) = : \nu'.$$
where
\[ \alpha \leq N_\nu(x_0, 0^+) = \nu' \leq N_\nu(x_0, \infty) = \nu \]
by Lemmas 3.3, 3.4, and the monotonicity of \( N \). In particular, \( \tilde{v} \) is homogeneous of degree \( \nu' \).

To conclude the proof, we will show that \( \tilde{v} \) is constant along the direction parallel to \((x_0, 0)\), and that its restriction on the orthogonal half plane belongs to \( G_s(N-1) \). Let \((x, y) \in \mathbb{R}^{N+1}_+ \) and \( h \in \mathbb{R} \) be fixed. By the homogeneity of \( \tilde{v} \) we have
\[
|v_r(x + h(x_0 + rx), (1 + hr)y) - v_r(x, y)| = |\frac{v((1 + hr)(x_0 + rx, ry)) - v(x_0 + rx, ry)}{\sqrt{H(x_0, r)}}|
\]
\[
= |(1 + hr)^\nu - 1| \frac{|v(x_0 + rx, ry)|}{\sqrt{H(x_0, r)}} = |(1 + hr)^\nu - 1| |v_r(x, y)|.
\]
As \( r \to 0 \) (up to subsequences) we infer, by uniform convergence,
\[
|\tilde{v}(x + hx_0, y) - \tilde{v}(x, y)| = 0, \quad \text{for every } h \in \mathbb{R}.
\]
Let us denote by \( \tilde{v} \) a section of \( \tilde{v} \) with respect to the direction \{\( h(x_0, 0) \)}_{h \in \mathbb{R}}\: we claim that \( \tilde{v} \in \mathcal{H}(\nu', N-1) \). It is a direct check to verify that \( \tilde{v} \) is nontrivial, \( \nu' \)-homogeneous, and \( C^0_{\text{loc}} \). In order to show that \( \tilde{v} \in G_s(N-1) \), we observe that the equations and the segregation conditions are trivially satisfied, therefore we only need to prove the Pohozaev identities on cylindrical domains (recall the discussion before Definition 3.1). To this aim, let \( C' \) denote one of such domains in \( \mathbb{R}^N_+ \), and \( C'' \) the corresponding domain in \( \mathbb{R}^{N+1}_+ \) having \( C' \) as \( N \)-dimensional section, and the further axis parallel to \((x_0, 0)\). But then the Pohozaev identity for \( \tilde{v} \) on \( C' \) immediately follows by the one for \( \tilde{v} \) on \( C'' \), using Fubini theorem. \( \square \)

We are ready to obtain the proof of Theorem 7.1 as a byproduct of the following classification result, which completely characterize the elements of \( \mathcal{H}(\nu, 1) \) and shows that \( \nu^{\text{Liou}}(1) = 1/2 \).

**Proposition 7.7.** Let \( \nu > 0 \). The following holds.

1. \( \mathcal{H}(\nu, 1) = 0 \iff 2\nu \notin \mathbb{N}; \)
2. if \( \nu \in \mathbb{N} \) any element of \( \mathcal{H}(\nu, 1) \) consists in homogeneous polynomial, and only one of its components may have non trivial trace on \{\( y = 0 \}\};
3. if \( \nu = k + 1/2, k \in \mathbb{N} \), any element of \( \mathcal{H}(\nu, 1) \) has exactly two non trivial components, say \( v \) and \( w \), and there exists \( c \neq 0 \) such that
\[
v(\rho, \theta) = c \rho^{\frac{1}{2} + k} \cos \left( \frac{1}{2} + k \right) \theta, \quad w(\rho, \theta) = \pm c \rho^{\frac{1}{2} + k} \sin \left( \frac{1}{2} + k \right) \theta
\]
(here \( (\rho, \theta) \) denote polar coordinates in \( \mathbb{R}^2_+ \) around the homogeneity pole).

**Proof.** Let \( \nu > 0 \) be such that \( \mathcal{H}(\nu, 1) \) is not empty, and \( v \in \mathcal{H}(\nu, 1) \). Since, by assumption, \( v \) is homogeneous, the Almgren quotient \( N(0, r) \) is equal to \( \nu \) for every \( r > 0 \). Moreover, for topological reasons, no more than two components of \( v \) can have non trivial trace on \( \{y = 0\} \). We will classify \( v \), and hence \( \nu \), according to the number of such components.
As a first case, let us suppose that two components of $v$, say $v$ and $w$, have non-trivial trivial trace, in such a way that they solve
\[
\begin{cases}
-\Delta v = 0 & \text{in } \mathbb{R}^2_+ \\
v(x,0) = 0 & \text{on } x < 0 \\
\partial_x v(x,0) = 0 & \text{on } x > 0
\end{cases}
\quad\begin{cases}
-\Delta w = 0 & \text{in } \mathbb{R}^2_+ \\
w(x,0) = 0 & \text{on } x < 0 \\
\partial_x w(x,0) = 0 & \text{on } x > 0
\end{cases}
\]
By homogeneity, we can easily find $v$ and $w$; indeed, for instance, $v$ must be of the form $v(\rho, \theta) = \rho^\nu g(\theta)$ with $\nu$ and $g$ solutions to
\[
\begin{cases}
\nu^2 g + g'' = 0 & \text{in } (0, \pi) \\
g(\pi) = 0, g'(0) = 0,
\end{cases}
\]
and an analogous argument holds for $w$. We conclude that
\[
v(\rho, \theta) = c\rho^{\frac{k}{2} + k} \cos \left(\frac{1}{2} + k\right) \theta, \quad w(\rho, \theta) = d\rho^{\frac{k}{2} + k} \sin \left(\frac{1}{2} + k\right) \theta,
\]
with $c, d \neq 0$ and $k \in \mathbb{N}$, forcing $\nu = k + 1/2$. All the other components of $v$ must satisfy
\[
\begin{cases}
-\Delta v_i = 0 & \text{in } \mathbb{R}^2_+ \\
v_i = 0 & \text{on } \mathbb{R} \times \{0\},
\end{cases}
\]
with homogeneity degree equal to $k + 1/2$, which is impossible unless they are null.
Let $\bar{v}$ be the function
\[
\bar{v}(\rho, \theta) = \rho^{\frac{k}{2} + k} \cos \left(\frac{1}{2} + k\right) \theta,
\]
in such a way that $v(x, y) = c\bar{v}(x, y)$, while $w(x, y) = d\bar{v}(-x, y)$. Since $v$ must satisfy the Pohozaev identities for the elements of $G$, we infer that
\[
\int_{\partial^+ B^+_{\varrho}(x_0,0)} |\nabla v|^2 + |\nabla w|^2 \, d\sigma = 2 \int_{\partial^+ B^+_{\varrho}(x_0,0)} |\partial_v v|^2 + |\partial_v w|^2 \, d\sigma,
\]
for every $x_0 \in \mathbb{R}$ and $\varrho > 0$. Considering the choices $x_0 = 1$ and $x_1 = -1$, and using the symmetries, one has
\[
A_+ c^2 + A_- d^2 = 2B_+ c^2 + 2B_- d^2, \\
A_- c^2 + A_+ d^2 = 2B_- c^2 + 2B_+ d^2,
\]
where
\[
A_{\pm} = \int_{\partial^+ B^+_{\varrho}(\pm1,0)} |\nabla \bar{v}|^2 \, d\sigma, \quad B_{\pm} = \int_{\partial^+ B^+_{\varrho}(\pm1,0)} |\partial_v \bar{v}|^2 \, d\sigma.
\]
Since $A_+ - 2B_+ \neq 0$, at least for some $\varrho$, the above equalities force $c^4 - d^4 = 0$, that is $d = \pm c$. We want to show that this condition is also sufficient for $(v, w, 0, \ldots, 0)$ to belong to $\mathcal{H}(\nu, 1)$. To this aim, we only need to prove the actual validity of the Pohozaev identity for any $x_0$ and $R$. We begin by observing that $v$ and $w$ are conjugated harmonic functions, thus in particular it holds
\[
\nabla v \cdot \nabla w = 0 \quad \text{and} \quad |\nabla v| = |\nabla w| \quad \text{in } \mathbb{R}^2_+.
\]
Hence, for any unitary vector $n \in \mathbb{R}^2$ we have
\[
|\nabla v|^2 = |\nabla w|^2 = |\nabla v \cdot n|^2 + |\nabla w \cdot n|^2 = |\partial_n v|^2 + |\partial_n w|^2,
\]
and the Pohozaev identity follows by integrating over half circles, and choosing $\nu$ as the outer normal. Resuming, the case in which $v$ has two components with non trivial trace on $\{y = 0\}$ always fall into alternative (3) of the statement.

Secondly, let us assume that only one component, say $v$, has non trivial trace on $\{y = 0\}$. Then $\{v(x, 0) > 0\}$ is either a half line or the entire real line. The first case never happens, since $v$ would solve

$$
\begin{cases}
  -\Delta v = 0 & \text{in } \mathbb{R}_+^2 \\
  v(x, 0) = 0 & \text{on } x < 0 \\
  \partial_n v = 0 & \text{on } x > 0.
\end{cases}
$$

Reasoning as before, we would obtain that $v$ is of the form

$$v(\rho, \theta) = c\rho^{1+k} \cos \left(\frac{1}{2} + k\right) \theta,$$

with $c \in \mathbb{R}$ and $k \in \mathbb{N}$, while all the (odd extensions of the) other components should be harmonic on $\mathbb{R}^2$ and homogeneous of degree $k + 1/2$, that is null; the Pohozaev identity would force $c = 0$, and $v$ would be trivial. In the second case, if $v(x, 0) \neq 0$ for every $x \neq 0$, then $v$ is of the form

$$v(\rho, \theta) = c\rho^k \cos(k\theta)$$

with $c \in \mathbb{R} \setminus \{0\}$ and $k \in \mathbb{N}$, while all the other components of $v$ are of the form

$$v_i(\rho, \theta) = c_i\rho^k \sin(k\theta)$$

for some $c_i \in \mathbb{R}$. Then the case of one non trivial trace on $\{y = 0\}$ always falls into alternative (2) of the statement.

As the last case, let us suppose that $v_i(x, 0) \equiv 0$ for every $i$. Then each of them is a $\nu$-homogeneous solution to

$$
\begin{cases}
  -\Delta v_i = 0 & \text{in } \mathbb{R}_+^2 \\
  v_i = 0 & \text{on } \mathbb{R} \times \{0\}
\end{cases}
$$

that is, for some $k \in \mathbb{N}$ and $c_i \in \mathbb{R}$, $\nu = 1 + k$ and

$$v_i(\rho, \theta) = c_i\rho^{1+k} \sin((1 + k)\theta).$$

Also this case always falls into alternative (2) of the statement, and the proposition follows. □

8. $C^{0,\alpha}$ Uniform Bounds, $\alpha < 1/2$

This section is devoted to the proof of the uniform H"older bounds, with every exponent less that $1/2$, for the problem with exterior boundary Dirichlet data. In this direction, let us consider the problem

$$
\begin{cases}
  -\Delta v = 0 & \text{in } B^+ \\
  \partial_n v_i = f_{i,\beta}(v_i) - \beta v_i \sum_{j \neq i} v_j^2 & \text{on } \partial^0 B^+ \cap \Omega \\
  v_i = 0 & \text{on } \partial^0 B^+ \setminus \Omega
\end{cases}
$$

(PD)$_\beta$

where $\Omega$ is a smooth bounded domain of $\mathbb{R}^N$ and the functions $f_{i,\beta}$ are continuous and uniformly bounded, with respect to $\beta$, on bounded sets.
Remark 8.1. For \((PD)_\beta\) it is known that, if \(\Omega\) is of class \(C^3\), then any \(L^\infty\) solution is in fact \(C^{0,\alpha}\) for every \(\alpha < 1/2\), see [24]. Furthermore, a uniform bound holds when \(\beta\) is bounded, similarly to Remark 6.1. Actually, the assumption on the smoothness of \(\Omega\) can be weakened, at least when considering global problems for \(u(\cdot) = v(\cdot, 0)\), as done in the recent paper [29].

We prove the following.

**Theorem 8.2.** Let \(\{v_\beta\}_{\beta > 0}\) be a family of solutions to problem \((PD)_\beta\) on \(B_1^+\) such that

\[
\|v_\beta\|_{L^\infty(B_1^+)} \leq \bar{m},
\]

with \(\bar{m}\) independent of \(\beta\). Then for every \(\alpha \in (0,1/2)\) there exists a constant \(C = C(\bar{m}, \alpha)\), not depending on \(\beta\), such that

\[
\|v_\beta\|_{C^{0,\alpha}(\overline{B_{1/2}})} \leq C.
\]

Furthermore, \(\{v_\beta\}_{\beta > 0}\) is relatively compact in \(H^1(B_{1/2}) \cap C^{0,\alpha}(\overline{B_{1/2}})\) for every \(\alpha < 1/2\).

Actually, two particular cases of the above theorem can be obtained in a rather direct way.

**Remark 8.3.** If \(\partial^0B^+ \cap \Omega = \emptyset\) then Theorem 8.2 holds true. Indeed, the family of functions obtained from \(\{v_\beta\}_{\beta > 0}\) by odd reflection across \(\{y = 0\}\) consists in harmonic, \(L^\infty\) uniformly bounded functions on \(B_1\).

**Remark 8.4** (Proof of Theorem 1.1). If \(\partial^0B^+ \subset \Omega\) then Theorem 8.2 holds true. This is indeed the content of Theorem 1.1, that is the one of Theorem 6.2 with \(\nu^{\text{ACF}}\) replaced by \(1/2\). In order to prove this result, one can reason as in the proof of such theorem, by using Theorem 7.1 instead of Propositions 4.1 and 4.2 (also recall Remark 6.14).

**Proof of Theorem 8.2.** The outline of the proof follows the one of Theorem 6.2 to which we refer the reader for further details. To start with, let \(\eta\) be a smooth cutoff function as in equation (6.1), and let \(\alpha \in (0,1/2)\) be fixed. We assume by contradiction that

\[
L_n := \max_{i=1,...,k} \max_{X' \neq X'' \in B_1^+} \frac{|(\eta v_{i,n})(X') - (\eta v_{i,n})(X'')|}{|X' - X''|^\alpha} \rightarrow \infty,
\]

where, as usual, \(v_n\) solves \((PD)_{\beta_n}\), \(\beta_n \rightarrow \infty\), and \(r_n := |X_n' - X_n''| \rightarrow 0\). Furthermore, reasoning as in Lemmas 6.4 and 6.8 one can prove that the sequences \(\{X_n'\}_{n \in \mathbb{N}}\) and \(\{X_n''\}_{n \in \mathbb{N}}\) accumulate near \(\partial^0B^+\) and far away from \(\partial B^+\), at least in the scale of \(r_n\).

Under the previous notations, we define the blow up sequences

\[
w_{i,n}(X) := \eta(P_n) \frac{\nu_{i,n}(P_n + r_n X)}{L_n r_n^\alpha} \quad \text{and} \quad \bar{w}_{i,n}(X) := \frac{(\eta v_{i,n})(P_n + r_n X)}{L_n r_n^\alpha},
\]

where

\[
P_n := (x_n', 0) \quad \text{and} \quad X \in \tau_n B^+ := \frac{B^+ - P_n}{r_n}.
\]

Such sequences satisfy the following properties:
Theorem 8.2 to each of the corresponding half-ball of radius 1.

Theorem 8.5.

Proof. We have that \( \{\bar{w}_n\}_{n \in \mathbb{N}} \) have uniformly bounded H"older quotient on \( \tau_n \partial B^+ \), and osc \( w_{1,n} = 1 \) for every \( n \) on a suitable compact set;

- each \( w_n \) solves

\[
\begin{cases}
-\Delta w_{i,n} = 0 & \text{in } \tau_n B^+ \\
\partial_\nu w_{i,n} = f_{i,n}(w_{i,n}) - M_n w_{i,n} \sum_{j \neq i} w_{j,n}^2 & \text{on } \tau_n (\partial^0 B^+ \cap \Omega) \\
w_{i,n} = 0 & \text{on } \tau_n (\partial^0 B^+ \setminus \Omega),
\end{cases}
\]

where sup \( |f_{i,n}(w_{i,n})| \to 0 \) as \( n \to \infty \);

- \( |w_n - \bar{w}_n| \to 0 \) uniformly, as \( n \to \infty \), on every compact set.

By the regularity assumption on \( \partial \Omega \) we infer that, up to translations, rotations and subsequences, one of the following three cases must hold.

**Case 1:** \( \tau_n (\partial^0 B^+ \setminus \Omega) \to \mathbb{R}^N \). In particular, we have that \( w_n(0) = \bar{w}_n(0) = 0 \) for \( n \) large. Reasoning as in Section 9 we obtain that both \( w_n \) and \( \bar{w}_n \) converge, uniformly on compact sets, to the same \( w \) which is harmonic and globally H"older continuous on \( \mathbb{R}^N_+ \), vanishing on \( \mathbb{R}^N \) and nonconstant. But then the odd extension of \( w \) across \( \{y = 0\} \) contradicts Liouville theorem.

**Case 2:** \( \tau_n (\partial^0 B^+ \cap \Omega) \to \mathbb{R}^N \). In this case, for every compact set \( K \subset \mathbb{R}^N_+ \), we have that \( \{w_n|K\}_{n \in \mathbb{N}} \) and \( \{\bar{w}_n|K\}_{n \in \mathbb{N}} \), for \( n \) large, fit in the setting of Section 9. Consequently we can argue exactly in the same way, recalling that the regularity for every \( \alpha < 1/2 \) is obtained by means of Theorem 7.1 (see also Remark 8.4).

**Case 3:** \( \tau_n (\partial^0 B^+ \cap \Omega) \to \{x \in \mathbb{R}^N : x_1 > 0\} \). As in the first case, we have that \( w_n(0) = \bar{w}_n(0) = 0 \) for \( n \) large, implying that \( w_{1,n} \to w_1 \), uniformly on compact sets of \( \mathbb{R}^N_+ \), with \( w_1 \) non constant, harmonic, and such that \( w_1(x,0) = 0 \) for \( x_1 \leq 0 \). Finally, reasoning as in Lemma 6.13 we have that \( w_{1,n} \to w_1 \) also strongly in \( H^1_{\text{loc}} \), thus \( w_1 \partial_\nu w_1 \leq 0 \). We are in a position to apply Proposition 4.4 to \( w_1 \) and reach a contradiction. \( \square \)

Using the above result, we can prove the following global theorem.

**Theorem 8.5.** Let \( \{v_\beta\} \in H^1_{\text{loc}}(\mathbb{R}^N \times (0,1)) \) solve

\[
\begin{cases}
-\Delta v_{i,\beta} = 0 & \text{in } \mathbb{R}^N \times (0,1) \\
\partial_\nu v_{i,\beta} = f_{i,\beta}(v_{i,\beta}) - \beta v_{i,\beta} \sum_{j \neq i} v_{j,\beta}^2 & \text{on } \Omega \\
v_{i,\beta} = 0 & \text{on } \mathbb{R}^N \setminus \Omega.
\end{cases}
\]

If there exists a constant \( \bar{m} \) such that

\[\|v_{i,\beta}\|_{L^\infty(\mathbb{R}^N \times (0,1))} \leq \bar{m}\]

then for any \( \alpha \in (0,1/2) \)

\[\|v_{\beta}\|_{C^{0,\alpha}(\mathbb{R}^N \times [0,1/3])} \leq C(\bar{m}, \alpha).\]

Furthermore, \( \{v_\beta\}_{\beta > 0} \) is relatively compact in \( (H^1 \cap C^{0,\alpha})_{\text{loc}} \) for every \( \alpha < 1/2 \).

**Proof.** The proof easily follows by a covering argument. Indeed, we can cover \( \mathbb{R}^N \times [0,1/3] \) with a countable number of half-balls of radius 1/2, centered on \( \mathbb{R}^N \), and apply Theorem 8.2 to each of the corresponding half-ball of radius 1. \( \square \)

**Proof of Theorem 7.3.** This is actually a corollary of Theorem 8.5. Indeed, if \( u \in (H^{1/2} \cap L^\infty)(\mathbb{R}^N) \), and \( v \in H^1(\mathbb{R}^N_+ \cap \Omega) \) is its unique harmonic extension satisfying

\[(-\Delta)^{1/2} u(\cdot) = -\partial_\nu v(\cdot, 0),\]
then $v$ is uniformly bounded in $L^\infty$. \hfill $\Box$

**Remark 8.6.** Analogous results can be proved, with minor changes, when the fractional operator considered is the spectral square root of the Laplacian, as studied in [4]. Indeed, in such situation, the corresponding extension problem is given by

\[
\begin{cases}
-\Delta v_{i,\beta} = 0 & \text{in } \Omega \times (0, \infty) \\
\partial_\nu v_{i,\beta} = f_{i,\beta}(v_{i,\beta}) - \beta v_{i,\beta} \sum_{j \neq i} v^2_{j,\beta} & \text{on } \Omega \times \{0\} \\
v_{i,\beta} = 0 & \text{on } \partial \Omega \times (0, \infty),
\end{cases}
\]

and the starting regularity for $\beta$ bounded is even finer. As a consequence, one can consider the extension of $v$ which is trivial outside $\Omega \times (0, \infty)$, and conclude by using a modified version of Proposition 4.4, suitable for subharmonic functions.

9. $C^{0,1/2}$ Regularity of the Limiting Profiles

In this section we consider the regularity of the limiting profiles, that is, the accumulation points of solutions to problem $(P)_\beta$ as $\beta \to \infty$. In Section 6 we proved that, if $\{v_\beta\}_{\beta > 0}$ is a family of solutions to problem $(P)_\beta$, and $\|v_\beta\|_{L^\infty(B)} \leq \bar{m}$ for a constant $\bar{m}$ independent of $\beta$, then there exists a sequence $v_n := v_{\beta_n}$ such that $\beta_n \to \infty$ and $v_n \to v$ in $(H^1 \cap C^{0,\alpha})(K \cap B^+)$, for every compact set $K \subset B$ and every $\alpha \in (0, 1/2)$; and the starting regularity for $\beta$ bounded is even finer. As a consequence, one can consider the extension of $v$ which is trivial outside $\Omega \times (0, \infty)$, and conclude by using a modified version of Proposition 4.4, suitable for subharmonic functions.

**Remark 9.1.** If $f_i \in C^{1,\varepsilon}$ in a neighborhood of 0, and $f_i(0) = 0$, then assumption (9.1) holds true. Indeed this implies that $2F_i(s) - sf_i(s) = O(s^{2+\varepsilon})$ as $s \to 0$.

We will obtain Theorem 1.2 as a byproduct of a stronger result, in the form of the following proposition.

**Proposition 9.2.** Let $v \in H^1(B^+)$ be such that

1. $v \in (H^1 \cap C^{0,\alpha})(K \cap B^+)$, for every compact set $K \subset B$ and every $\alpha \in (0, 1/2)$;
2. $v_i v_j|_{\partial B^+} = 0$ for every $j \neq i$ and

\[
\begin{cases}
-\Delta v_i = 0 & \text{in } B^+ \\
v_i \partial_\nu v_i = v_i f_i(v_i) & \text{on } \partial B^+,
\end{cases}
\]

where $f_i$ is locally Lipschitz continuous and satisfies (9.1), for every $i = 1, \ldots, k$;
(3) for every \( x_0 \in \partial^0 B^+ \) and a.e. \( r > 0 \) such that \( B^+_r(x_0,0) \subset B^+ \), the following Pohozaev identity holds

\[
(1 - N) \int_{B^+_r(x_0,0)} \sum_i |\nabla v_i|^2 \, dx \, dy + r \int_{\partial^+ B^+_r(x_0,0)} \sum_i |\nabla v_i|^2 \, d\sigma + 2N \int_{\partial^+ B^+_r(x_0,0)} \sum_i F_i(v_i) \, dx = 2r \int_{\partial^+ B^+_r(x_0,0)} \sum_i v_i \partial^\nu v_i \, d\sigma.
\]

Then \( v \in C^{0,1/2}(K \cap B^+) \), for every compact \( K \subset B \).

As we mentioned, Theorem 1.2 will follow from the above proposition by virtue of the following result.

**Lemma 9.3.** Let \( \beta_n \to \infty \) and \( v_n \) solve problem \((P)_{\beta_n}\), for every \( n \), be such that

\[
v_n \to v \quad \text{in} \quad (H^1 \cap C^0,\alpha)(K \cap B^+),
\]

for every compact set \( K \subset B \) and every \( \alpha \in (0,1/2) \). Moreover, let the corresponding reaction terms \( f_{i,n} \) converge, uniformly on compact sets, to the locally Lipschitz functions \( f_i \) satisfying \((9.1)\). Then \( v \) fulfills the assumptions of the Proposition 9.2.

**Proof.** The proof follow the line of the one of Proposition 5.1, with minor changes.

\( \square \)

In view of the previous lemma, with a slight abuse of terminology, we will denote as limiting profiles also functions which simply satisfy the assumptions of Proposition 9.2. For the rest of this section we will denote with \( v \) a fixed limiting profile.

In the proof of Proposition 9.2 we shall use a further monotonicity formula of Almgren type. For every \( x_0 \in \partial^0 B^+ \) and \( r > 0 \) such that \( B^+_r(x_0,0) \subset B^+ \), we introduce the functions

\[
E(x_0, r) := \frac{1}{r^{N-1}} \left( \int_{B^+_r(x_0,0)} \sum_i |\nabla v_i|^2 \, dx \, dy - \int_{\partial^+ B^+_r(x_0,0)} \sum_i f_i(v_i) \, dx \right),
\]

\[
H(x_0, r) := \frac{1}{r^N} \int_{\partial^+ B^+_r(x_0,0)} \sum_i v_i^2 \, d\sigma.
\]

As usual, the function \( E(x_0, r) \) admits an equivalent expression: indeed, multiplying the equation in assumption (2) by \( v_i \), integrating over \( B^+_r(x_0,0) \) and summing over \( i = 1, \ldots, k \) we obtain

\[
(9.2) \quad E(x_0, r) = \frac{1}{r^{N-1}} \int_{\partial^+ B^+_r(x_0,0)} \sum_i v_i \partial^\nu v_i \, d\sigma = \frac{2}{r} H'(x_0, r).
\]

The presence of internal reaction terms in the definition of the function \( E \) has to be dealt with. To this end, the next two lemmas will provide a crucial estimate in order to bound the Almgren quotient. Before we state them, let us recall the following Poincaré inequality: for every \( p \in [2,p^\#] \), where \( p^\# = 2N/(N - 1) \) denotes the critical Sobolev exponent for trace embedding (or simply \( p \geq 2 \) in dimension
there exists a constant $C_P = C_P(N,p)$ such that, for every $w \in H^1(B_+^1)$,

\[\left[ \frac{1}{r^{N-1}} \int_{\partial^0 B_+^r} |w|^p \, dx \right]^{\frac{1}{p}} \leq C_P \left[ \frac{1}{r^{N-1}} \int_{B_+^r} |\nabla w|^2 \, dx dy + \frac{1}{r^N} \int_{\partial^+ B_+^r} w^2 \, d\sigma \right]\]

(such an inequality follows by the one on $B^+$ by scaling arguments).

Lemma 9.4. For every $p \in [2, p^#]$ there exist constants $C > 0$, $\bar{r} > 0$ such that

\[\left[ \frac{1}{r^{N-1}} \int_{\partial^0 B_+^r} \sum_i |v_i|^p \, dx \right]^{\frac{1}{p}} \leq C [E(r) + H(r)] \quad \text{for every } r \in (0, \bar{r}).\]

Proof. Since $v \in L^\infty(B^+)$, and each $f_i$ is locally Lipschitz continuous with $f_i(0) = 0$, we have

\[
\left| \frac{1}{r^{N-1}} \int_{\partial^0 B_+^r} \sum_i f_i(v_i) v_i \, dx \right| \leq C \frac{1}{r^{N-1}} \int_{\partial^0 B_+^r} \sum_i v_i^2 \, dx \leq C' r \left[ \frac{1}{r^{N-1}} \int_{B_+^r} \sum_i |\nabla v_i|^2 \, dx dy + \frac{1}{r^N} \int_{\partial^+ B_+^r} \sum_i v_i^2 \, d\sigma \right],
\]

where we used inequality (9.3) with $p = 2$. As a consequence,

\[E(r) + H(r) \geq (1 - Cr) \left[ \frac{1}{r^{N-1}} \int_{B_+^r} \sum_i |\nabla v_i|^2 \, dx dy + \frac{1}{r^N} \int_{\partial^+ B_+^r} \sum_i v_i^2 \, d\sigma \right],\]

and the lemma follows by taking into account equation (9.3) and choosing $\bar{r}$ sufficiently small. \qed

For the following lemma we introduce, for $p \in (2, p^#]$, the auxiliary function

\[\psi(x_0, r) := \left( \frac{1}{r^{N-1}} \int_{\partial^0 B_+^{x_0,0}^r} \sum_i |v_i|^p \, dx \right)^{1-\frac{1}{p}},\]

which is bounded for $r$ small. We have the following.

Lemma 9.5. For every $p \in (2, p^#]$ there exist constants $C > 0$, $\bar{r} > 0$ such that

\[\frac{1}{r^{N-1}} \int_{S_r^{N-1}} \sum_i |v_i|^p \, d\sigma \leq C [E(r) + H(r)] \cdot \frac{d}{dr}(r \psi(r)) \quad \text{for every } r \in (0, \bar{r}).\]
Proof. A direct computation yields the identity
\[
\frac{d}{dr} \psi(r) = \left(1 - \frac{2}{p}\right) \psi^{2/(p-2)} \left( \frac{1}{r^{N}} \int_{\partial^{p}B_{r}^{+}(x_{0},0)} \sum_{i} |v_{i}|^{p} \, dx \right) \\
= \left(1 - \frac{2}{p}\right) \psi(r) \frac{r^{-N} \int_{\partial^{p}B_{r}^{+}} \sum_{i} |v_{i}|^{p} \, d\sigma}{r^{-N} \int_{\partial^{p}B_{r}^{+}} \sum_{i} |v_{i}|^{p} \, d\sigma}.
\]
As a consequence we infer
\[
\frac{d}{dr}(r\psi(r)) = \psi(r) \left(r \left(1 - \frac{2}{p}\right) \frac{\int_{\partial^{p}B_{r}^{+}} \sum_{i} |v_{i}|^{p} \, d\sigma}{\int_{\partial^{p}B_{r}^{+}} \sum_{i} |v_{i}|^{p} \, d\sigma} + \left(1 - N \left(1 - \frac{2}{p}\right)\right) \right).
\]
Now, \(p \leq p^{\#}\) implies \(N \left(1 - \frac{2}{p}\right) \leq 1\), so that
\[
\frac{d}{dr}(r\psi(r)) \geq \psi(r) \left(1 - \frac{2}{p}\right) \frac{\int_{\partial^{p}B_{r}^{+}} \sum_{i} |v_{i}|^{p} \, d\sigma}{\int_{\partial^{p}B_{r}^{+}} \sum_{i} |v_{i}|^{p} \, d\sigma}.
\]
Recalling the definition of \(\psi\) and using Lemma 9.4, we finally obtain
\[
(E(r) + H(r)) \frac{d}{dr}(r\psi(r)) \geq C \frac{1}{r^{N-1}} \int_{S_{r}^{N-1}} \sum_{i} |v_{i}|^{p} \, d\sigma,
\]
where, since \(p > 2\), \(C > 0\).

As a matter of fact, we need to estimate the Almgren quotient only on the zero set of \(v\) (which is well defined since \(v\) is continuous).

**Definition 9.6.** We define the boundary zero set of the limiting profile \(v\) as
\[
\mathcal{Z} = \{x \in \partial^{p}B^{+} : v(x,0) = 0\}.
\]

**Remark 9.7.** A natural notion of free boundary, associated to a limiting profile \(v\), is the set in which the boundary condition of assumption (2) does not reduce to \(\partial_{\nu}v_{i} = f_{i}(v_{i}), v_{j} \equiv 0 \) for some \(j \neq i\), that is, *a posteriori*, the support of the singular part of the measure \(\partial_{\nu}v\). It is then clear that the free boundary is a subset of \(\mathcal{Z} \subset \mathbb{R}^{N}\).

We are now in a position to state the Almgren type result which we use in this framework. As we mentioned, we prove it only at points of \(\mathcal{Z}\); furthermore, it concerns boundedness of a (modified) Almgren quotient, rather than its monotonicity. More precisely, let us consider the function
\[
N(x_{0},r) := \frac{E(x_{0},r)}{H(x_{0},r)} + 1.
\]
We have the following.
Lemma 9.8. There exist constants \( C > 0, \bar{r} > 0 \) such that, for every \( x_0 \in \mathbb{Z} \), \( r \in (0, \bar{r}) \) and \( B^+(x_0, 0) \subset B^+ \), we have:

1. \( H(r) > 0, N(r) > 0 \) on \( (0, \bar{r}) \);
2. the function \( r \mapsto e^{Cr(1+\psi(r))}N(x_0, r) \) is monotone non decreasing;
3. \( N(x_0, 0^+) \geq 1 + \frac{1}{2} \).

Proof. The proof is similar to the one of Theorem 3.3, but in this case the internal reaction terms do not vanish. Let \( x_0 \in \mathbb{Z} \) and let \( \bar{r} \) be such that both Lemma 9.4 and Lemma 9.5 hold. First, we ensure that the Almgren quotient, where defined, is non negative. Indeed, by Lemma 9.4

\[ E(r) + H(r) \geq 0 \implies N(r) = \frac{E}{H} + 1 \geq 0, \]

whenever \( H(r) \neq 0 \). By continuity of \( H \) we can consider, as in the proof of Theorem 3.3, a neighborhood of \( r \) where \( H \) does not vanish. We compute the derivative of \( E \) and we use the Pohozaev identity (assumption (3) of Proposition 9.2), to obtain

\[
E'(r) = \frac{1}{r^N} \left( \int_{B_+^r} \sum_i |\nabla v_i|^2 \, dx \, dy - \int_{\partial B_+^r} \sum_i v_i f_i(v_i) \, dx \right) \\
+ \frac{1}{r^{N-1}} \left( \int_{\partial B_+^r} \sum_i |\nabla v_i|^2 \, dx \, dy - \int_{S^{N-1}} \sum_i v_i f_i(v_i) \, ds \right) \\
= \frac{2}{r^{N-1}} \int_{\partial B_+^r} \sum_i |\partial_{v_i} v_i|^2 \sigma + \frac{1}{r^N} \int_{B_+^r} \left[ (N-1) \sum_i v_i f_i(v_i) - 2N \sum_i F_i(v_i) \right] \, dx \\
+ \frac{1}{r^{N-1}} \int_{S^{N-1}} \left[ -\sum_i v_i f_i(v_i) + 2 \sum_i F_i(v_i) \right] \, d\sigma.
\]

Since \( v \in L^\infty, f_i \) are locally Lipschitz and \( f_i(0) = 0 \), there exists a positive constant \( C \), such that

\[ |f(v_i)v_i| \leq C v_i^2 \text{ and } |F(v_i)| \leq C v_i^2. \]

The direct application of Lemma 9.4 (with \( p = 2 \)) provides

\[ I \geq -C(E + H). \]

On the other hand, by assumption (9.1) and Lemma 9.5 (it is sufficient to choose \( p = \min\{2 + \varepsilon, p^\#\} \)), we obtain

\[ Q \geq -C(E + H)(r\psi)' \]

The two estimates yield

\[ E' \geq T - C \left[ 1 + (r\psi)' \right] (E + H). \]
Therefore, differentiating the Almgren quotient and using the Cauchy-Schwarz inequality, we obtain
\[
\frac{N'}{N} = \frac{E' + H'}{E + H} - \frac{H'}{H} \geq \frac{TH - EH'}{H(E + H)} - C[1 + (r\psi')] \geq -C[1 + (r\psi')],
\]
which implies that the function \(e^{Cr(1+\psi(r))}N(r)\) is non decreasing as far as \(H(r) \neq 0\). Equation (9.2) directly implies
\[
\frac{d}{dr} \log H(r) = \frac{H'(r)}{H(r)} = \frac{2E(r)}{rH(r)} = \frac{2(N(r) - 1)}{r};
\]
reasoning as in the proof of Theorem 3.3, we can use this formula, together with the bound
\[
N(r) \leq e^{Cr(1+\psi(r^*))}N(r^*) \quad \text{for every } r \leq r^*,
\]
in order to obtain the strict positivity of \(H\) for \(r \in (0, \bar{r})\) (for a possibly smaller \(\bar{r}\)). Finally, reasoning as in the proof of Lemma 3.4, part (2), let us assume by contradiction that, for some \(r^* < \bar{r}\) and \(\varepsilon > 0\), \(e^{Cr^*(1+\psi(r^*))}N(r^*) \leq \frac{3}{2} - \varepsilon\). By the above bound we obtain that
\[
\frac{d}{dr} \log H(r) \leq \frac{2(e^{Cr^*(1+\psi(r^*))}N(r^*) - 1)}{r} \leq \frac{1 - 2\varepsilon}{r}
\]
for every \(r \in (0, r^*)\). But this is in contradiction with the fact that \(v\) is in \(C^{0,\alpha}\) for \(\alpha = (1 - \varepsilon)/2\). \(\square\)

The proof Proposition 9.2 is based on a contradiction argument, involving Morrey inequality. Indeed, let \(K \subset B\) be compact, and let us define, for every \(X \in K \cap \{y \geq 0\}\) and every \(r < \text{dist}(K, \partial B)\), the function
\[
\Phi(X, r) := \frac{1}{r N} \int_{B_r(X) \cap \{y > 0\}} \sum_i |\nabla v_i|^2 \, dx \, dy.
\]
It is well known that if \(\Phi\) is bounded then \(v \in C^{0,1/2}(K \cap B^+)\).

As a consequence of Lemma 9.8, we can prove a first estimate on \(\Phi\).

**Lemma 9.9.** For every compact \(K \subset B\) there exists constants \(C > 0, \bar{r} > 0\), such that for every \(x_0 \in Z \cap K\) and \(r \in (0, \bar{r})\), it holds
\[
\Phi(x_0, r) \leq C.
\]

**Proof.** If \(\bar{r}\) is sufficiently small, from Lemma 9.8 we know that
\[
3 \frac{e^{-Cr(1+\psi(r))}}{2} \leq N(r) \leq C
\]
for every \(r \in (0, \bar{r})\). Since \(E + H = NH\), equation (9.4) implies that
\[
\frac{1}{r N} \int_{B^+_r(x_0,0)} \sum_i |\nabla v_i|^2 \, dx \, dy \leq \frac{C}{r} \frac{H(r)}{r}.
\]
On the other hand, by the lower estimate on \(N\),
\[
\frac{d}{dr} \log \frac{H(r)}{r} \geq 3 \frac{e^{-Cr(1+\psi(r))} - 1}{r} \geq -3C(1 + \psi(r)) \geq -C.
\]
Integrating, we obtain
\[
\frac{H(r)}{r} \leq e^{Cr} \frac{H(\bar{r})}{\bar{r}},
\]
and the lemma follows. □

The above result can be complemented by the following lemma.

**Lemma 9.10.** For every compact $K \subset B$ there exist constants, $C > 0$, $\bar{r} > 0$, such that for every $x_0 \in (K \cap \{y = 0\}) \setminus \mathcal{Z}$ and

$$0 < r < d := \min\{\text{dist}(x_0, \mathcal{Z}), \bar{r}\},$$

it holds

$$\Phi(x_0, d) \geq C \Phi(x_0, r).$$

**Proof.** Since $x_0 \notin \mathcal{Z}$ and $r \leq \text{dist}(x_0, \mathcal{Z})$, we can assume that $v_j \equiv 0$ on $\partial^0 B^+(x_0, 0)$ for, say, $j \geq 2$. As a consequence, the odd extension of $v_j$ across $\{y = 0\}$ is harmonic on $B_r(x_0, 0)$, and the mean value property applied to the subharmonic function $|\nabla v_j|^2$ provides

$$\left(9.5\right) \frac{1}{r^N} \int_{B_r^+(x_0, 0)} |\nabla v_j|^2 \, dx \, dy \leq \frac{1}{d^N} \int_{B_d^+(x_0, 0)} |\nabla v_j|^2 \, dx \, dy, \quad \text{for every } j \geq 2.$$

We now show that a similar estimate holds true also for $v_1$. Indeed, let $u := |\nabla v_1|^2$; by a straightforward computation, we have that

$$\begin{cases}
-\Delta u \leq 0 & \text{in } B_d^+, \\
\partial_\nu u \leq au & \text{in } \partial^0 B_d^+,
\end{cases}$$

where $a := 2||f_1'(v_1)||_{L^\infty(B^+)}$ is bounded by assumption. Now, by scaling, one can show that if $\bar{r} = \bar{r}(a)$ is sufficiently small, then the equation

$$\begin{cases}
-\Delta \varphi = 0 & \text{in } B^+_{\bar{r}} \\
\partial_\nu \varphi = a\varphi & \text{on } \partial^0 B^+_{\bar{r}}
\end{cases}$$

admits a strictly positive (and smooth) solution. By the definition of $d$ we deduce that

$$\begin{cases}
-\text{div} \left( \frac{\varphi^2 \nabla u}{\varphi} \right) \leq 0 & \text{in } B_d^+ \\
\varphi^2 \partial_\nu \frac{u}{\varphi} \leq 0 & \text{in } \partial^0 B_d^+,
\end{cases}$$

so that the even extension of $u$ is a solution to

$$-\text{div} \left( \varphi^2 \nabla \frac{u}{\varphi} \right) \leq 0 \quad \text{in } B_d.$$

Integrating such equation on any ball $B_r$, we obtain

$$\int_{\partial B_r} \varphi^2 \partial_\nu \frac{u}{\varphi} \, d\sigma \geq 0.$$

If we introduce the function

$$H(r) = \frac{1}{r^N} \int_{\partial B_r} \varphi u d\sigma = \int_{\partial B} \varphi^2 (rx) \frac{u(rx)}{\varphi(rx)} \, d\sigma,$$

a straightforward computation shows that

$$H'(r) = \frac{2}{r^N} \int_{\partial B_r} u \partial_\nu \frac{\varphi}{\varphi} \, d\sigma + \frac{1}{r^N} \int_{\partial B_r} \varphi^2 \partial_\nu \frac{u}{\varphi} \, d\sigma \geq -2 \left\| \partial_\nu \varphi \right\|_{L^\infty(B)} H(r) \geq -CH(r),$$
that is, the function $r \mapsto e^{Cr}H(r)$ is monotone non decreasing in $r$. Hence, for
every $0 < r_1 \leq r_2 < d$, we obtain that $H(r_1) \leq CH(r_2)$. Multiplying by $r_1^N r_2^N$ and
integrating in $(0, r) \times (r, d)$, with $r \leq d$, we obtain
\[
\left(1 - \frac{r^{N+1}}{d^{N+1}}\right) \frac{1}{r^{N+1}} \int_{B_{r}} \varphi u \, dx dy \leq \frac{C}{d^{N+1}} \int_{B_{d}\setminus B_{r}} \varphi u \, dx dy.
\]
Adding $Cd^{-N-1} \int_{B_{r}} \varphi u \, dx dy$, we infer
\[
\frac{1}{r^{N+1}} \int_{B_{r}} \varphi u \, dx dy \leq \frac{C}{d^{N+1}} \int_{B_{d}} \varphi u \, dx dy.
\]
Recalling that $\varphi$ is positive and bounded, and that $u = |\nabla v_i|^2$, we finally obtain that
\[
\frac{1}{r^N} \int_{B_{r}^{+}(x_0,0)} |\nabla v_i|^2 \, dx dy \leq \frac{C r}{d^N} \int_{B_{d}^{+}(x_0,0)} |\nabla v_i|^2 \, dx dy.
\]
The lemma now follows by summing up with inequality (9.5), for $j = 2, \ldots, k$, and
recalling that $d/r \geq 1$.

\textit{End of the proof of Proposition 9.2.} Let us assume by contradiction that there exists a sequence $\{(X_n, r_n)\}_{n \in \mathbb{N}}$ such that $X_n = (x_n, y_n) \in K \cap \{y \geq 0\}$, $r_n < \text{dist}(K, \partial B)$, and
\[
\Phi(X_n, r_n) \to +\infty, \quad \text{as } n \to \infty.
\]
It is immediate to prove that $r_n \to 0$ and $y_n \to 0$: indeed, $v$ is $H^1$ and harmonic
for $\{y > 0\}$. In particular, the sequence $\{X_n\}_{n \in \mathbb{N}}$ accumulates at $\partial^0 K$. First we
observe that, thanks to the subharmonicity of $\sum_i |\nabla v_i|^2$, if $r_n < y_n$ then
\[
\Phi(X_n, y_n) \geq \frac{y_n}{r_n} \Phi(X_n, r_n) \geq \Phi(X_n, r_n);
\]
as a consequence we can assume without loss of generality that $r_n \geq y_n$. Analogously, once $r_n \geq y_n$, we have that
\[
\Phi((x_n,0), 2r_n) \geq \frac{1}{2^N} \Phi(X_n, r_n),
\]
and again, without loss of generality, we can assume that $y_n = 0$ for every $n$, and
drop it from our notation.

Now, by the result of Lemma 9.10, the sequence $(x_n, r_n)$ can be replaced by a
sequence of points in $Z$. Indeed, if $\text{dist}(x_n, Z) > \bar{r}$ for every $n \in \mathbb{N}$, then
\[
\Phi(x_n, r_n) \leq C \Phi(x_n, \bar{r})
\]
and the right hand side is bounded since $v \in H^1(B^+)$. Consequently, it must be
$\text{dist}(x_n, Z) \leq \bar{r}$, and then
\[
\Phi(x_n, r_n) \leq C \Phi(x_n, \text{dist}(x_n, Z)).
\]
Since the set $Z$ is locally closed and $\text{dist}(K, \partial^+ B) > 0$, for $n$ sufficiently large, to
each $x_n$ we can associate $x_n' \in Z$ such that $\text{dist}(x_n, Z) = |x_n - x_n'| \leq \frac{1}{2} \text{dist}(x_n, \partial^+ B)$
and we can substitute the sequence $(x_n, \text{dist}(x_n, Z))$ with $(x_n', 2\text{dist}(x_n, Z))$. We
are in position to apply Lemma 9.9 and find a contradiction to the unboundedness
of the Morrey quotient. \qed
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