SEMICONICAL EIGENVALUE INTERSECTIONS AND THE ENSEMBLE CONTROLLABILITY PROBLEM FOR QUANTUM SYSTEMS
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Abstract. We study one-parametric perturbations of finite dimensional real Hamiltonians depending on two controls, and we show that generically in the space of Hamiltonians, conical intersections of eigenvalues can degenerate into semi-conical intersections of eigenvalues. Then, through the use of normal forms, we study the problem of ensemble controllability between the eigenstates of a generic Hamiltonian.

1. Introduction. Controlling parametrized families of quantum systems with a common control signal is a critical task for many applications in quantum control (see [17] and references therein), notably in Nuclear Magnetic Resonance [16].

For a general closed quantum system under the action of a control $u$ and depending on a parameter $z$, the corresponding controlled equation is of the form

$$i\frac{d\psi}{dt}(t) = H(u(t), z)\psi(t), \quad \psi(t) \in \mathcal{H},$$

(1)

with $H(u, z)$ self-adjoint on the complex Hilbert space $\mathcal{H}$ for every value of $u$ and $z$.

The parameter $z$ can be used either to describe a family of physical systems on which acts a common field driven by $u$ or a physical systems for which the value of one parameter is not known precisely.

The controllability properties of systems of this form have been studied both for discrete and continuous sets of parameters. The case of a finite set of systems
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is characterized in [14]. In [10] the asymptotic ensemble stabilization is studied for countable sets of parameters. In [22], [5] a proof of a strong notion of ensemble controllability has been obtained for a two-level system. Numerical ensemble control in the case of a continuum of parameters has been thoroughly studied for two-level systems [32, 9, 29].

Adiabatic control is a powerful technique which can be used to handle perturbations and uncertainties. One of its main advantages is that it provides explicit and regular control laws. It has hence been successfully applied to obtain control strategies such as the chirp pulses (see, for instance [8, 28]) for spin 1/2 systems with dispersed Larmor frequency. Another nowadays classical application of adiabatic control to ensemble controllability is given by the so-called counterintuitive pulses for the STIRAP process [15, 27]. A generalization of this approach has been proposed in [21]. These techniques use in an explicit or implicit way the existence of conical intersections between the eigenvalues of the Hamiltonian corresponding to each of the systems of the ensemble. A conical intersection (also called diabolic point) is a cone-like singularity of the spectrum of \( H(u, z) \), seen as a function of the control \( u \) (see Figure 1). They are generic in the sense that they are the least degenerate singularities of the spectrum of a Hamiltonian and have been studied since the beginning of quantum mechanics [33]. They play an important role in the context of semiclassical analysis [12, 13]. Adiabatic paths through conical intersections can be used to induce superpositions of eigenstates, as shown in [7] and to obtain tests for exact controllability when \( \mathcal{H} \) is finite-dimensional and for approximate controllability when \( \mathcal{H} \) is infinite-dimensional [6]. Results for ensemble control beyond the quantum control setting can be found in [2, 20, 23, 26].

In our paper [4] we proposed a framework for the adiabatic ensemble control of a continuum of \( n \)-level systems with real Hamiltonian, driven by two controls and having conical intersections between the eigenvalues. The main idea was that, if a system corresponding to a fixed parameter has conical intersections between two eigenvalues, then a small perturbation of the parameter yields a curve of conical intersections, each point of the curve corresponding to exactly one value of the parameter. One can then follow adiabatically such curves in the space of controls and obtain a population transfer between the two levels for the whole ensemble of systems.

The argument sketched above works under the assumption that for all values of the parameter eigenvalue intersections remain conical and follow a smooth curve. These assumptions are satisfied for generic small parametric perturbations. For generic large perturbations it may happen that conicity of eigenvalue intersections is lost at isolated points of the curve. The goal of this paper is to extend the analysis to this case. In particular, we

- characterize typical non-conical intersections and give normal forms for them;
- study the evolution of the system corresponding to adiabatic paths in the space of controls passing through such intersections;
- conclude on the ensemble controllability of generic one-parameter systems presenting typical intersections (conical and non-conical).

The results of this paper concern \( n \)-level systems with a real Hamiltonian and they can be generalized to systems evolving in an infinite-dimensional Hilbert space. As explained in Section 6, thanks to the adiabatic decoupling, their study can be reduced to the case of zero-trace two-level systems. Consider then an equation of
the form
\[ i \frac{d\psi}{dt}(t) = H(u(t), v(t))\psi(t), \quad \psi(t) \in \mathbb{C}^2, \quad (u(t), v(t)) \in \mathbb{R}^2, \quad (2) \]
with \[ H(u, v) = \begin{pmatrix} f_1(u, v) & f_2(u, v) \\ f_2(u, v) & -f_1(u, v) \end{pmatrix}, \quad f = (f_1, f_2) \in C^\infty(\mathbb{R}^2, \mathbb{R}^2). \]

As in [4], we restrict our attention to real Hamiltonians, which are relevant in many physical systems, for instance for Galerkin approximations of the Schrödinger equation
\[ i \partial_t \psi(x, t) = (-\Delta + V(x) + u(t)W(x))\psi(x, t), \]
where \( x \) belongs to a bounded set of \( \mathbb{R}^n \) and \( V, W \) are regular enough real functions. The spectrum of \( H(u, v) \) is \( \{\pm \sqrt{f_1(u, v)^2 + f_2(u, v)^2}\} \) and, in particular, it is degenerate if and only if \( f(u, v) = (0, 0) \), that is, if \( (u, v) \) is an eigenvalue intersection. Denote by \( \lambda^+(u, v) = \sqrt{f_1(u, v)^2 + f_2(u, v)^2} \) the largest eigenvalue of \( H(u, v) \) and notice that the gap (denoted \( \text{Gap}(u, v) \)) between the two eigenvalues of \( H(u, v) \) is equal to \( 2\lambda^+(u, v) \). An eigenvalue intersection \((u, v)\) is said to be conical if
\[ \chi(f) := \text{det}(\nabla f_1, \nabla f_2) \]
is nonzero at \((u, v)\), where \( \nabla \) denotes the gradient with respect to the variables \( u \) and \( v \), and semi-conical if \( \nabla f_1(u, v) \) and \( \nabla f_2(u, v) \) are collinear, are not both zero, and the directional derivative \( \partial_\eta \chi(f) \) along \( \eta = (-\partial_2 f_j(u, v), \partial_1 f_j(u, v)) \) is nonzero if \( j \in \{1, 2\} \) is such that \( \eta \neq 0 \). The direction spanned by \( \eta \) is called the non-conical direction at \((u, v)\). If \((u, v)\) is a conical intersection, then
\[ \frac{1}{C} \|(u', v') - (u, v)\| \leq \text{Gap}(u', v') \leq C\|(u', v') - (u, v)\| \quad (3) \]
for some \( C > 0 \) and for all \((u', v')\) in a neighborhood of \((u, v)\). If, instead, \((u, v)\) is a semi-conical intersection, then an inequality of the type (3) holds along any line passing through \((u, v)\) in a direction transversal to the non-conical direction. It turns out that along the non-conical direction \( \eta \) we have
\[ \frac{1}{C} \eta^2 \leq \text{Gap}(u, v) + t\eta \leq Ct^2 \quad (4) \]
for some \( C > 0 \) and for all \( t \) in a neighborhood of 0 (see Remark 7).

Intersections with the previous properties appear for instance in STIRAP processes in which the uncontrolled Hamiltonian has a double eigenvalue, in the case where, for \((u, v) \in \mathbb{R}^2\), \( H(u, v) = \begin{pmatrix} E & u & 0 \\ u & E & v \\ 0 & v & E' \end{pmatrix} \), with \( E < E' \). In Figure 3, we have plotted the spectrum of \( H(u, v) \) as a function of \((u, v)\) for such a Hamiltonian. We notice graphically that there is a semi-conical intersection between the first and second levels, and two conical intersections between the second and third levels.

Let us now consider a one-parameter family of two-level systems as above, that is, the Ensemble Schrödinger Equation
\[ i \frac{d\psi}{dt}(t) = H(u(t), v(t), z)\psi(t), \quad \psi(t) \in \mathbb{C}^2, \quad (u(t), v(t)) \in \mathbb{R}^2, \quad (5) \]
with
\[ H(u, v, z) = \begin{pmatrix} f_1(u, v, z) & f_2(u, v, z) \\ f_2(u, v, z) & -f_1(u, v, z) \end{pmatrix}, \quad f = (f_1, f_2) \in C^\infty(\mathbb{R}^3, \mathbb{R}^2). \]
The spectrum of $H(u, v, z)$ is $\{\lambda^\pm(u, v, z) = \pm \sqrt{f_1(u, v, z)^2 + f_2(u, v, z)^2}\}$ and, in particular, it is degenerate if and only if $f(u, v, z) = (0, 0)$. In order to extend the definition of conical and semi-conical intersections for a one-parameter Hamiltonian, we need to add to the previous definitions some regularity assumptions with respect
to the perturbation parameter \( z \). Let \((u, v, z)\) be a point such that \( f(u, v, z) = (0, 0) \). It is said to be conical for the family \((F\text{-conical})\) if \((u, v)\) is conical for \( f(\cdot, \cdot, z) \) and \( \partial_z f(u, v, z) \neq (0, 0) \). It is said to be semi-conical for the family \((F\text{-semi-conical})\) if it is semi-conical for \( f(\cdot, \cdot, z) \) and \( f \) is a submersion at \((u, v, z)\). The requirement that \( f \) is a submersion guarantees that the set

\[
Z(f) = \{(u, v, z) \mid f(u, v, z) = (0, 0)\}
\]

is a smooth curve in the neighborhood of a semi-conical point. In the following we denote by \( Z_{nc}(f) \) the set of non-conical intersections in \( Z(f) \). The following lemma is a consequence of the results in Section 3.

**Lemma 1.1.** Let \((\bar{u}, \bar{v}, \bar{z})\) be a F-semi-conical intersection. Then \((\bar{u}, \bar{v}, \bar{z})\) is isolated in \( Z_{nc}(f) \). \( Z(f) \) is a smooth curve locally near \((\bar{u}, \bar{v}, \bar{z})\), whose tangent is not vertical. Moreover, the tangent at \((\bar{u}, \bar{v})\) to the projection on the plane \((u, v)\) of such a curve coincides with the non-conical direction corresponding to \((\bar{u}, \bar{v}, \bar{z})\).

We focus in what follows on generic properties for systems of the type \((5)\). This means that we look for properties which hold for all \( f \) in a subset of \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) with “small” complement. For a precise definition, we refer to Section 2.1.

**Theorem 1.2.** Generically with respect to \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \), for any connected component \( \gamma \) of \( Z(f) \),

1. \( \gamma \) is a one-dimensional submanifold of \( \mathbb{R}^3 \);
2. The projection \( \pi(\gamma) \) of \( \gamma \) on the plane \((u, v)\) is a \( C^\infty \) embedded curve of \( \mathbb{R}^2 \);
3. \( (Z(f) \setminus Z_{nc}(f)) \cap \gamma \) is made of F-conical intersections and \( Z_{nc}(f) \cap \gamma \) is made of F-semi-conical intersections only.

The following theorem resumes the main properties of the control strategy that we study in the paper.

**Theorem 1.3.** Assume that \( Z(f) \) has a single connected component \( \gamma \). Assume moreover that

1. \( \pi(\gamma) \) has no self-intersections.

Take two conical intersections \((u_0, v_0, z_0), (u_1, v_1, z_1)\) in \( \gamma \) with \( z_0 < z_1 \). Consider a regular \( C^4 \) path \((u, v) : [0, 1] \to \mathbb{R}^2 \) such that \((u, v)(t_0) = (u_0, v_0), (u, v)(t_1) = (u_1, v_1)\) for some \( 0 < t_0 < t_1 < 1 \). Assume, moreover, that \((u, v)(0) = (u, v)(1) =: (\bar{u}, \bar{v})\), that \((u, v)(t) \in \pi(\gamma)\) if and only if \( t \in [t_0, t_1] \), that \( z \in [z_0, z_1] \) for every \( z \) and \( t \) such that \((u(t), v(t), z) \in \gamma \). For every \( z \in [z_0, z_1] \), let \( \phi^-_z \) and \( \phi^+_z \) be two normalized eigenvectors of \( H(\bar{u}, \bar{v}, z) \) corresponding to \( \lambda^- (\bar{u}, \bar{v}, z) \) and \( \lambda^+ (\bar{u}, \bar{v}, z) \), respectively. Then there exists \( C > 0 \) such that for every \( z \in [z_0, z_1] \) and every \( \epsilon > 0 \), the solution \( \psi \) of \( i\psi(t) = H_f(u(\epsilon t), v(\epsilon t), z)\psi(t) \), \( \psi(0) = \phi^-_z \), satisfies

\[
\left\| \psi \left( \frac{1}{\epsilon} \right) - e^{i\xi \phi^+_z} \right\| < C\epsilon^{\frac{1}{2}},
\]

for some \( \xi \in \mathbb{R} \), possibly depending on \( \epsilon \) and \( z \).

The paper is organized as follows: In Section 2 we provide normal forms for the Hamiltonians yielding the different types of eigenvalue intersections introduced above. In Section 3, we prove Theorem 1.2 and we study the singularities of the projection \( \pi(f) \) of \( Z(f) \) on the control plane. In Section 4, we study the dynamical
properties of an isolated semi-conical intersection of eigenvalues and we prove Theorem 1.3. Then, in Section 6, we extend Theorem 1.3 to systems with more than two levels.

2. Basic facts and normal forms.

2.1. Generic families of 2-level Hamiltonians. Consider a smooth function $f = (f_1, f_2) : \mathbb{R}^2 \times \mathbb{R}^l \to \mathbb{R}^2$ with $l = 0$ or $l = 1$. Denote by $(e_1, \ldots, e_{2+l})$ the canonical basis of $\mathbb{R}^{2+l}$. Given a vector $\eta \in \mathbb{R}^{2+l}$ and a smooth function $g : \mathbb{R}^{2+l} \to \mathbb{R}^q$, $q \in \mathbb{N}$, we write $\partial_\eta g$ for the directional derivative of $g$ in the direction $\eta$ and $\partial_i$ for $\partial_{e_i}$, $i = 1, \ldots, 2+l$. For $x \in \mathbb{R}^{2+l}$ and $h \in T_x \mathbb{R}^{2+l} \approx \mathbb{R}^{2+l}$, denote the differential of $f$ at $x$ applied to $h$ by $Df_x(h)$.

In the following, we study generic situations in the cases $l = 0$ and $l = 1$. The coordinates $(x_1, x_2)$ play the role of controls, and are denoted by $(u, v)$, while—in the case $l = 1$—the coordinate $x_3$ is a parameter and is denoted by $z$. The space $C^\infty(\mathbb{R}^{2+l}, \mathbb{R}^2)$ is endowed in what follows with the $C^\infty$-Whitney topology.

Definition 2.1. We say that a property is satisfied by a generic $f \in C^\infty(\mathbb{R}^{2+l}, \mathbb{R}^2)$ (or, equivalently, that it holds generically with respect to $f$) if there exists an open and dense subset $\mathcal{O}$ of the space $C^\infty(\mathbb{R}^{2+l}, \mathbb{R}^2)$ such that the property holds for every $f \in \mathcal{O}$.

The main tool which we use to investigate the genericity of the properties studied in this paper is Thom’s transversality theorem, which ensures that a property is generic if it can be written in the following form: there exists a semi-algebraic set
A of codimension at least $3 + l$ in the jet space of the functions from $\mathbb{R}^{2+l}$ to $\mathbb{R}^2$ such that the property holds when the jet of $f$ does not cross $A$ (see, e.g., [18, 19]).

2.1.1. The single system case $l = 0$. Consider a two-dimensional real Hamiltonian of the form

$$H_f(u, v) = \begin{pmatrix} f_1(u, v) & f_2(u, v) \\ f_2(u, v) & -f_1(u, v) \end{pmatrix},$$

where $f_1, f_2 : \mathbb{R}^2 \to \mathbb{R}$ are smooth functions depending on 2 control variables $(u, v)$ and $f = (f_1, f_2)$. Denote by $\chi(f)(u, v)$ the Jacobian of $f$. Notice that the eigenvalues of $H_f$ are $\lambda^+ = \sqrt{f_1^2 + f_2^2}$ and $\lambda^- = -\sqrt{f_1^2 + f_2^2}$. Define Gap = $\lambda^+ - \lambda^- = 2\sqrt{f_1^2 + f_2^2}$.

**Definition 2.2.** Consider $f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ and let $(\bar{u}, \bar{v}) \in \mathbb{R}^2$ be such that $f(\bar{u}, \bar{v}) = (0, 0)$. We say that the eigenvalue intersection $(\bar{u}, \bar{v})$ is

- conical in the direction $\nu \in \mathbb{R}^2$ if $\partial_\nu f(\bar{u}, \bar{v}) \neq (0, 0)$;
- semi-conical if $\chi(f)(\bar{u}, \bar{v}) \neq 0$;
- conical if $\nabla f_1(\bar{u}, \bar{v})$ and $\nabla f_2(\bar{u}, \bar{v})$ are collinear, are not both zero, and the directional derivative of $\chi(f)(\bar{u}, \bar{v})$ along $\eta = (-\partial_2 f_j(\bar{u}, \bar{v}), \partial_1 f_j(\bar{u}, \bar{v}))$ is nonzero if $j \in \{1, 2\}$ is such that $\eta \neq 0$. The direction spanned by $\eta$ is called the non-conical direction at $(\bar{u}, \bar{v})$.

**Remark 1.** The definition of conical intersection for $f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ given above is equivalent to the one used in [7], namely, a point $(\bar{u}, \bar{v})$ such that $f(\bar{u}, \bar{v}) = (0, 0)$ and there exists $c > 0$ such that, for every $\eta \in \mathbb{R}^2 \backslash \{0\}$ and $\delta > 0$ small enough, we have $\frac{\text{Gap}(\bar{u}, \bar{v}) + \delta |\eta|}{\delta} \geq c$.

The following proposition states that semi-conical points are isolated zeros of $f$. Although the proof could be deduced rather straightforwardly from the definition, we postpone it for simplicity to Section 2.3, where we base it on normal forms.

**Proposition 1** (Semi-conical intersections are isolated). Consider a semi-conical point $(\bar{u}, \bar{v})$ for $f$. Then there exists a neighborhood $V$ of $(\bar{u}, \bar{v})$ in $\mathbb{R}^2$ such that for every $(u, v) \in V \setminus \{(\bar{u}, \bar{v})\}$, $f(u, v) \neq (0, 0)$.

We introduce here the transversality argument used in the following of the section to prove genericity of several properties. As an illustration, we recall how such an argument can be used to prove that conical intersections are generic. Denote by $J^1(\mathbb{R}^2, \mathbb{R}^2)$ the space of 1-jets of functions from $\mathbb{R}^2$ to $\mathbb{R}^2$. For every $(u, v) \in \mathbb{R}^2$ and $f \in C^1(\mathbb{R}^2, \mathbb{R}^2)$, we write $j^1(f)(u, v) \in J^1(\mathbb{R}^2, \mathbb{R}^2)$ to denote the 1-jet of $f$ at $(u, v)$. Define

$$S_r = \{j^1(f)(0) \mid f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2), \ f(0) = 0, \ \text{rank}(Df(0)) = r \}, \quad r = 0, 1.$$ 

It is easy to check that $S_0, S_1$ are two submanifolds of $J^1(\mathbb{R}^2, \mathbb{R}^2)$ of codimension 6 and 3, respectively. One can easily show that the algebraic subset $S_0 \cup S_1$ of $J^1(\mathbb{R}^2, \mathbb{R}^2)$ admits a Whitney stratification (see [19] Part I, Chapter 1) whose strata have codimension strictly larger than the dimension of $\mathbb{R}^2$. By Thom’s transversality theorem (see, e.g., [18]) used in combination with [19, §1.3.2],

$$U = \{f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \mid j^1(f)(\mathbb{R}^2) \cap (S_1 \cup S_2) = \emptyset \}$$

$$= \{f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \mid j^1(f)(\mathbb{R}^2) \cap S_1 = \emptyset \cap \{f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \mid j^1(f)(\mathbb{R}^2) \cap S_2 = \emptyset \}$$

is an open and dense subset of $C^\infty(\mathbb{R}^2, \mathbb{R}^2)$.
2.1.2. The ensemble case \( l = 1 \). Consider a two-dimensional real Hamiltonian of the form

\[
H_f(u, v, z) = \begin{pmatrix}
 f_1(u, v, z) & f_2(u, v, z) \\
 f_2(u, v, z) & -f_1(u, v, z)
\end{pmatrix},
\]

where \( f_1, f_2 : \mathbb{R}^3 \to \mathbb{R} \) are smooth functions depending on two control variables \((u, v)\) and one parameter \( z \). Define the smooth function \( f = (f_1, f_2) : \mathbb{R}^3 \to \mathbb{R}^2 \). An eigenvalue intersection is a point \((u, v, z)\) such that \( f(u, v, z) = (0, 0) \).

**Definition 2.3.** For \( i, j \in \{1, 2, 3\} \), let \( \chi_{ij}(f) \) be the Jacobian of the restriction of \( f \) to the plane parallel to \( \text{span}(e_i, e_j) \), i.e.,

\[
\chi_{ij}(f)(u, v, z) = \begin{vmatrix}
 \partial_i f_1(u, v, z) & \partial_j f_1(u, v, z) \\
 \partial_i f_2(u, v, z) & \partial_j f_2(u, v, z)
\end{vmatrix}.
\]

By a slight abuse of notation, we set \( \chi(f) = \chi_{12}(f) \).

In order to extend the definition of conical and semi-conical intersections to parametrized Hamiltonians, we need to add to the previous definitions some regularity assumptions with respect to the parameter \( z \).

**Definition 2.4.** Let \((u, v, z)\) be a point such that \( f(u, v, z) = (0, 0) \). It is said to be conical for the family \((F\text{-conical})\) if \((u, v)\) is conical for \( f(\cdot, \cdot, z) \) and \( \partial_3 f(u, v, z) \neq (0, 0) \). It is said to be semi-conical for the family \((F\text{-semi-conical})\) if it is semi-conical for \( f(\cdot, \cdot, z) \) and \( f \) is a submersion at \((u, v, z)\).

**Proposition 2.** Generically with respect to \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \), \( f \) is a submersion at every point of \( Z(f) \) and the set \( Z(f) = \{(u, v, z) \in \mathbb{R}^3 \mid f(u, v, z) = 0\} \) is a submanifold of \( \mathbb{R}^3 \) of dimension 1.

**Proof.** Define, for \( r \in \{0, 1\} \),

\[
\Sigma_r = \{j^1(f)(0) \in J^1(\mathbb{R}^3, \mathbb{R}^2) \mid f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2), f(0) = 0, \text{rank}(Df(0)) = r\}.
\]

Notice that \( \Sigma_0 \) and \( \Sigma_1 \) are smooth submanifolds of \( J^1(\mathbb{R}^3, \mathbb{R}^2) \) of codimensions 8 and 4, respectively. One can easily show that the algebraic subset \( \Sigma_0 \cup \Sigma_1 \) of \( J^1(\mathbb{R}^3, \mathbb{R}^2) \) admits a Whitney stratification whose strata have codimension strictly larger than 3. Transversality theory then allows to conclude that \( U = \{f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \mid j^1(f)(\mathbb{R}^3) \cap (\Sigma_0 \cup \Sigma_1) = \emptyset\} \) is an open and dense subset of \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \). Hence, \( f \) is generically a submersion at every point \((u, v, z) \in Z(f)\). The proposition is proved. \( \square \)

In the next two propositions we provide a geometric description of the curve \( Z(f) \) and we show its links with the conicity properties of \( f \).

**Proposition 3.** A point \((\bar{u}, \bar{v}, \bar{z}) \in Z(f)\) is conical for \( f(\cdot, \cdot, \bar{z}) \) if and only if \( f \) is a submersion at \((\bar{u}, \bar{v}, \bar{z})\) such that \( Z(f) \) is locally near \((\bar{u}, \bar{v}, \bar{z})\) a one-dimensional submanifold transversal to the plane of \( \mathbb{R}^3 \) of equation \( z = \bar{z} \).

**Proof.** Let \((\bar{u}, \bar{v}, \bar{z}) \in Z(f)\) be conical for \( f(\cdot, \cdot, \bar{z}) \). By definition, we have that \( \chi(f)(\bar{u}, \bar{v}, \bar{z}) \neq 0 \), hence \( f \) is a submersion at \((\bar{u}, \bar{v}, \bar{z})\). It follows that \( Z(f) \) is locally near \((\bar{u}, \bar{v}, \bar{z})\) a one-dimensional submanifold of \( \mathbb{R}^3 \). Fix \( \bar{t} \in \mathbb{R} \) and a local smooth regular parametrization \( c(t) = (u(t), v(t), z(t))_{t \in \mathbb{R}} \) of \( \text{supp}(c) \subset Z(f) \) such that \( c(\bar{t}) = (\bar{u}, \bar{v}, \bar{z}) \). Assume for the sake of contradiction that \( \dot{z}(\bar{t}) = 0 \). Differentiating the condition \( f(c(t)) = 0 \), we have

\[
\begin{cases}
\dot{u}(\bar{t})\partial_1 f_1(\bar{u}, \bar{v}, \bar{z}) + \dot{v}(\bar{t})\partial_2 f_1(\bar{u}, \bar{v}, \bar{z}) = 0 \\
\dot{u}(\bar{t})\partial_1 f_2(\bar{u}, \bar{v}, \bar{z}) + \dot{v}(\bar{t})\partial_2 f_2(\bar{u}, \bar{v}, \bar{z}) = 0
\end{cases}
\]
Hence \( \chi(f)(\bar{u}, \bar{v}, \bar{z}) = 0 \), that is impossible.

Conversely, consider a submersion \( f \) at \( (\bar{u}, \bar{v}, \bar{z}) \) such that \( Z(f) \) is locally near \( (\bar{u}, \bar{v}, \bar{z}) \) a one-dimensional submanifold transversal to the plane of \( \mathbb{R}^3 \) of equation \( z = \bar{z} \). For the sake of contradiction, assume that \( (\bar{u}, \bar{v}, \bar{z}) \) is non-conical for \( f \). By definition, there exists a direction \( \eta \in \mathbb{R}^2 \setminus \{(0, 0)\} \) such that \( \partial_{(\eta,0)} f(\bar{u}, \bar{v}, \bar{z}) = 0 \).

Fix \( \bar{t} \in \mathbb{R} \) and a local smooth regular parametrization \( c(t) = (u(t), v(t), z(t))_{t \in \mathbb{R}} \) of \( \text{supp}(c) \subset Z(f) \) such that \( c(\bar{t}) = (\bar{u}, \bar{v}, \bar{z}) \). Differentiating the condition \( f(c(t)) = 0 \), we have \( (\dot{u}(\bar{t}), \dot{v}(\bar{t}), \dot{z}(\bar{t})) \in \ker Df(\bar{u}, \bar{v}, \bar{z}) \). Since \( f \) is a submersion at \( (\bar{u}, \bar{v}, \bar{z}) \), we deduce that \( (\dot{u}(\bar{t}), \dot{v}(\bar{t}), \dot{z}(\bar{t})) \) is collinear to \( (\eta, 0) \). Hence we get \( \dot{z}(\bar{t}) = 0 \), which is impossible.

\[ \square \]

**Proposition 4.** Assume that \( f \) is a submersion locally near \( (\bar{u}, \bar{v}, \bar{z}) \) and that \( (\bar{u}, \bar{v}, \bar{z}) \) is non-conical for \( f \) in the direction \( \eta \in \mathbb{R}^2 \setminus \{(0, 0)\} \). Fix \( \bar{t} \in \mathbb{R} \) and a local smooth regular parametrization \( c(t) = (u(t), v(t), z(t))_{t \in \mathbb{R}} \) of \( \text{supp}(c) \subset Z(f) \) such that \( c(\bar{t}) = (\bar{u}, \bar{v}, \bar{z}) \) and \( \dot{z}(\bar{t}) = 0 \). Then we have the equivalence

\[ \dot{z}(\bar{t}) = 0 \iff \partial_{(\eta,0)} \chi(f)(\bar{u}, \bar{v}, \bar{z}) = 0. \]

In particular, if \( (\bar{u}, \bar{v}, \bar{z}) \) is F-semi-conical for \( f \) then \( \dot{z}(\bar{t}) \neq 0 \).

**Proof.** Without loss of generality, we can assume \( (\bar{u}, \bar{v}, \bar{z}) = (0, 0, 0) \). Under the assumption that \( f \) is a submersion, we have that \( \partial_{(\bar{t},f_1(0), \partial_2 f_1(0))} \neq (0, 0) \) or \( \partial_1 f_2(0), \partial_2 f_2(0) \neq (0, 0) \). Without loss of generality, assume \( \partial_1 f_1(0) = r \cos(\theta) \) and \( \partial_2 f_1(0) = r \sin(\theta) \) where \( r > 0 \) and \( \theta \in [0, 2\pi] \). Define the matrix \( R_\theta = \begin{pmatrix} -\sin(\theta) & -\cos(\theta) & 0 \\ \cos(\theta) & -\sin(\theta) & 0 \\ 0 & 0 & 1 \end{pmatrix} \). For every \( (u, v, z) \in \mathbb{R}^3 \), define \( \bar{f}(u, v, z) = (f \circ R_\theta)(u, v, z) \).

By simple computations, we have \( \partial_1 \bar{f}(0) = 0 \) and \( \partial_1 \chi(\bar{f}) = \partial_{(\eta,0)} \chi(f) \). Hence, it is sufficient to prove the proposition for \( \eta = (1, 0) \).

Notice that

\[ \partial_1 \chi(f)(0) = \begin{bmatrix} \partial_{11} f_1(0) & \partial_{12} f_1(0) \\ \partial_{21} f_2(0) & \partial_{22} f_2(0) \end{bmatrix} + \begin{bmatrix} \partial_f(0) & \partial_{21} f_1(0) \\ \partial_f(0) & \partial_{22} f_1(0) \end{bmatrix} = \begin{bmatrix} \partial_{11} f_1(0) & \partial_2 f_1(0) \\ \partial_{12} f_1(0) & \partial_2 f_2(0) \end{bmatrix}, \tag{7} \]

where we used that \( \partial_1 f_1(0) = \partial_2 f_2(0) = 0 \).

Since \( f \) is a submersion at 0, the equality \( \frac{d}{d\bar{t}} f(c(t)) \big|_{\bar{t} = \bar{t}} = 0 \) implies that \( \dot{c}(\bar{t}) = a \epsilon_1 \) for some \( a \neq 0 \). The equality \( \frac{d^2}{d\bar{t}^2} f(c(t)) = 0 \) can be rewritten as \( Df(c(t)) \dot{c}(\bar{t}) + D^2 f(c(t)) \ddot{c}(\bar{t}) = 0 \), that is, for \( t = \bar{t} \),

\[ \begin{bmatrix} \dot{y}(\bar{t}) \dot{z} f_1(0) + \dot{z}(\bar{t}) \partial_{11} f_1(0) + a^2 \partial_{11} f_1(0) = 0, \\ \dot{y}(\bar{t}) \dot{z} f_2(0) + \dot{z}(\bar{t}) \partial_{12} f_1(0) + a^2 \partial_{12} f_1(0) = 0, \end{bmatrix} \]

which can be rewritten as

\[ \begin{pmatrix} \partial_{11} f_1(0) & \partial_{12} f_1(0) \\ \partial_{11} f_2(0) & \partial_{12} f_2(0) \end{pmatrix} \begin{pmatrix} a^2 \\ \dot{y}(\bar{t}) \end{pmatrix} = -\dot{z}(\bar{t}) \partial_3 f(0). \tag{8} \]

Since \( f \) is a submersion at 0 and \( \partial_1 f(0) = 0 \), we have that \( \partial_3 f(0) \) is nonzero. The conclusion then follows from (7) and (8).

**Remark 2.** If \( (\bar{u}, \bar{v}, \bar{z}) \) is F-semi-conical and the triplet \((u(t), v(t), z(t))_{t \in \mathbb{R}}\) such that \( (u(\bar{t}), v(\bar{t}), z(\bar{t})) = (\bar{u}, \bar{v}, \bar{z}) \) defines a smooth and regular local parametrization of \( Z(f) \), then \( \dot{z}(\bar{t}) = 0 \) and \( \ddot{z}(\bar{t}) \neq 0 \). In particular, F-semi-conical intersections are isolated in \( \mathbb{R}^3 \).
Proposition 5. For a generic $f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)$, for every $(u, v, z) \in \mathbb{R}^3$ such that $(u, v, z)$ is a conical intersection for $f(\cdot, \cdot, z)$, we have that $(u, v, z)$ is a F-conical intersection for $f$.

Proof. The set $Q = \{j^1(f)(0) \in J^1(\mathbb{R}^3, \mathbb{R}^2) \mid f(0) = (0, 0), \partial_3 f(0) = \partial_2 f(0) = 0\}$ is a Whitney stratified subset of $J^1(\mathbb{R}^3, \mathbb{R}^2)$ of codimension 4. By transversality theory the set $\{f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \mid j^1(f)(\mathbb{R}^3) \cap Q = \emptyset\}$ is an open and dense subset of $C^\infty(\mathbb{R}^3, \mathbb{R}^2)$.

Proposition 6. For a generic $f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)$, for every $(u, v, z) \in \mathbb{R}^3$ such that $(u, v, z)$ is a non-conical intersection for $f(\cdot, \cdot, z)$, we have that $(u, v, z)$ is a F-semi-conical intersection for $f$.

Proof. Set

$$S_1 = \{j^2(f)(0) \in J^2(\mathbb{R}^3, \mathbb{R}^2) \mid f(0) = (0, 0), \partial_1 f_2(0) = \partial_2 f_1(0) = 0\}, \quad j = 1, 2.$$

Then $S_1$ and $S_2$ are smooth subspaces of $J^2(\mathbb{R}^3, \mathbb{R}^2)$ of codimension 4. Define

$$S_3 = \left\{j^2(f)(0) \in J^2(\mathbb{R}^3, \mathbb{R}^2) \mid f(0) = 0, (\partial_3 f_1(0), \partial_2 f_1(0)) \neq 0, \chi(f)(0) = 0, \partial_2 \chi(f)(0) = 0 \right\},$$

and

$$S_3 = \{j^2(f)(0) \in J^2(\mathbb{R}^3, \mathbb{R}^2) \mid f(0) = 0, \chi(f)(0) = 0, \partial_2 \chi(f)(0) = 0\}.$$

We are going to prove that $S_3$ is a smooth submanifold of $J^2(\mathbb{R}^3, \mathbb{R}^2)$ of codimension 4, that is, that the equalities $f(0) = 0, \chi(f)(0) = 0$ and $\partial_2 \chi(f)(0) = 0$ define independent equations in $J^2(\mathbb{R}^3, \mathbb{R}^2)$ under the condition $(\partial_1 f_2(0), \partial_2 f_1(0)) \neq 0$. The equality $f(0) = 0$ is clearly independent from the two others. Using the property that $\partial_1 f_2(0) \neq 0$ or $\partial_2 f_1(0) \neq 0$, one easily establishes that $\chi(f)(0) = 0$ and $\partial_2 \chi(f)(0) = 0$ define independent equations in $J^2(\mathbb{R}^3, \mathbb{R}^2)$.

One then can easily prove that the algebraic subset $S = S_1 \cup S_2 \cup S_3 = S_1 \cup S_2 \cup S_3$ of $J^2(\mathbb{R}^3, \mathbb{R}^2)$ admits a Whitney stratification whose strata have a codimension strictly larger than 3. By transversality theory we get that $O = \{f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \mid j^2(f)(\mathbb{R}^3) \cap S = \emptyset\}$ is an open and dense subset of $C^\infty(\mathbb{R}^3, \mathbb{R}^2)$.

2.2. Admissible transformations. The aim of this section is to define admissible transformations in order to get normal forms for the Hamiltonians $H_f = \begin{pmatrix} f_1 & f_2 \\ f_2 & -f_1 \end{pmatrix}$ defined for $f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ and $f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)$. Consider the Schrödinger Equation, defined for $f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ by

$$i \frac{d\psi(t)}{dt} = H_f(u(t), v(t))\psi(t), \quad \psi(t) \in \mathbb{C}^2,$$

and the Ensemble Schrödinger Equation, defined for $f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)$ by

$$i \frac{d\psi(t)}{dt} = H_f(u(t), v(t), z)\psi(t), \quad \psi(t) \in \mathbb{C}^2.$$

The control functions $u, v$ are in $L^\infty(\mathbb{R}, \mathbb{R})$ and the perturbation $z$ belongs to $[z_0, z_1]$ where $z_0, z_1 \in \mathbb{R}$. 
The three transformations correspond to equivalent representations of the dynamical systems (9) and (10) achieved, respectively, by time-reparameterization, state-space diffeomorphism, and independent diffeomorphic transformations of both the space of controls and the space of perturbations.

**Definition 2.5.** We say that two elements \( f \) and \( \tilde{f} \) of \( C^\infty(\mathbb{R}^2, \mathbb{R}^2) \) (respectively, \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \)) are *time-equivalent* at 0 if there exists a nowhere-vanishing function \( \xi \in C^\infty(\mathbb{R}^2, \mathbb{R}) \) such that \( \tilde{f}(u, v) = \xi(u, v)f(u, v) \) (respectively, \( \tilde{f}(u, v, z) = \xi(u, v)f(u, v, z) \)) in a neighborhood of 0.

**Remark 3.** A time-equivalence as introduced in Definition 2.5 with \( \xi > 0 \) corresponds to a time-change in Equation (9). As for the case \( \xi < 0 \), consider \( f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \), \( \psi_0, \psi_1 \in \mathbb{C}^2 \) and a control path \( (u(\cdot), v(\cdot)) \) such that the solution \( \psi : [0, T] \to \mathbb{C}^2 \) of Equation (9) with \( \psi(0) = \psi_0 \) satisfies \( \psi(T) = \psi_1 \). Then the solution \( \tilde{\psi} \) of Equation (9) associated with \( (u(T - \cdot), v(T - \cdot)) \) such that \( \tilde{\psi}(0) = \tilde{\psi}_1 \) satisfies \( \tilde{\psi}(T) = \tilde{\psi}_0 \) (where we denote by \( \bar{x} \) the complex-conjugate of \( x \in \mathbb{C}^2 \)). Hence the equations (9) and

\[
\frac{d\tilde{\psi}(t)}{dt} = -H_f(u(t), v(t))\psi(t), \quad \psi(t) \in \mathbb{C}^2,
\]

have the same controllability properties. Hence time-equivalence is justified for a function \( \xi \in C^\infty(\mathbb{R}^2, (\mathbb{R}^\infty, 0)) \). The same argument is also valid for \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \).

**Definition 2.6.** We say that two elements \( f \) and \( \tilde{f} \) of \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) or \( C^\infty(\mathbb{R}^2, \mathbb{R}^2) \) are *left-equivalent* if there exists \( P \in O_2(\mathbb{R}) \) independent of \( u, v, z \) such that \( H_f = PH_fP^{-1} \).

**Remark 4.** Let \( f \) be in \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) or \( C^\infty(\mathbb{R}^2, \mathbb{R}^2) \). Considering

\[
P_{\theta, \zeta} = \begin{pmatrix} \cos(\theta) & -\zeta \sin(\theta) \\ \sin(\theta) & \zeta \cos(\theta) \end{pmatrix} \in O_2(\mathbb{R}),
\]

where \( \theta \in \mathbb{S}^1 \) and \( \zeta = \pm 1 \), the associated left-equivalence transforms \( f = (f_1, f_2) \) into

\[
\tilde{f} = (\cos(2\theta)f_1 - \zeta \sin(2\theta)f_2, \zeta \cos(2\theta)f_2 + \sin(2\theta)f_1).
\]

**Remark 5.** Let \( f \) be in \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) or \( C^\infty(\mathbb{R}^2, \mathbb{R}^2) \). If \( t \mapsto \psi(t) \) is a solution of Equation (9) or (10) associated with \( f \) and with initial condition \( \psi(0) = \psi_0 \), then \( t \mapsto Y(t) = P\psi(t) \) is a solution of Equation (10) associated with \( \tilde{f} \) satisfying \( Y(0) = P\psi_0 \). Hence, transitions for \( Y \) between the eigenstates of \( H_f = PH_fP^{-1} \) correspond to transitions for \( \psi \) between the eigenstates of \( H_f \).

**Definition 2.7.** We say that two elements \( f \) and \( \tilde{f} \) of \( C^\infty(\mathbb{R}^2, \mathbb{R}^2) \) are *right-equivalent* at 0 if there exists a diffeomorphism \( \phi \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \) such that \( \phi(0) = 0 \) and \( \tilde{f} = f \circ \phi \) in a neighborhood of 0.

**Definition 2.8.** We say that two elements \( f \) and \( \tilde{f} \) of \( C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) are *right-equivalent* at 0 if there exists a diffeomorphism \( \phi \in C^\infty(\mathbb{R}^3, \mathbb{R}^3) \) of the form \( \phi : (u, v, z) \mapsto (\phi_1(u, v), \phi_2(u, v), \phi_3(z)) \), where \( \phi_1, \phi_2 \in C^\infty(\mathbb{R}^2, \mathbb{R}) \) and \( \phi_3 \in C^\infty(\mathbb{R}, \mathbb{R}) \), satisfying \( \phi(0) = 0 \) and \( \tilde{f} = f \circ \phi \) in a neighborhood of 0.

Combining the previous three definitions we introduce the following notion of equivalence.
Definition 2.9. We say that two elements $f$ and $\tilde{f}$ of $C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ are equivalent at 0 if there exists $(\phi, \theta, \xi) \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \times S^1 \times C^\infty(\mathbb{R}^2, \mathbb{R} \setminus \{0\})$ with $\phi$ as in Definition 2.8, and $\zeta = \pm 1$ such that for every $(u, v, z)$ in a neighborhood of 0,

$$
\begin{align*}
\tilde{f}_1(u, v) &= \xi(u, v)(\cos(2\theta)f_1 \circ \phi(u, v) - \zeta \sin(2\theta)f_2 \circ \phi(u, v)), \\
\tilde{f}_2(u, v) &= \xi(u, v)(\sin(2\theta)f_1 \circ \phi(u, v) + \zeta \cos(2\theta)f_2 \circ \phi(u, v)).
\end{align*}
$$

Definition 2.10. We say that two elements $f$ and $\tilde{f}$ of $C^\infty(\mathbb{R}^3, \mathbb{R}^2)$ are equivalent at 0 if there exists $(\phi, \theta, \xi) \in C^\infty(\mathbb{R}^3, \mathbb{R}^3) \times S^1 \times C^\infty(\mathbb{R}^2, \mathbb{R} \setminus \{0\})$ with $\phi$ as in Definition 2.8, and $\zeta = \pm 1$ such that for every $(u, v, z)$ in a neighborhood of 0,

$$
\begin{align*}
\tilde{f}_1(u, v, z) &= \xi(u, v)(\cos(2\theta)f_1 \circ \phi(u, v, z) - \zeta \sin(2\theta)f_2 \circ \phi(u, v, z)), \\
\tilde{f}_2(u, v, z) &= \xi(u, v)(\sin(2\theta)f_1 \circ \phi(u, v, z) + \zeta \cos(2\theta)f_2 \circ \phi(u, v, z)).
\end{align*}
$$

An essential feature of admissible transformations is the following proposition, which is obtained by a direct application of the definitions.

**Proposition 7.** • Let $f, \tilde{f} \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ be equivalent. Then 0 is conical for $f$ if and only if it is conical for $\tilde{f}$ and 0 is semi-conical for $f$ if and only if it is semi-conical for $\tilde{f}$.

• Let $f, \tilde{f} \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)$. Then 0 is F-conical for $f$ if and only if it is F-conical for $\tilde{f}$ and 0 is F-semi-conical for $f$ if and only if it is F-semi-conical for $\tilde{f}$.

2.3. Normal forms for the single system case.

2.3.1. **Conical intersection.** Define $f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$ such that $\chi(f)(0) \neq 0$. In this case, $f$ is a diffeomorphism in a neighborhood of 0. Hence $f$ is right-equivalent to $\text{Id} : \mathbb{R}^2 \to \mathbb{R}^2$. The normal form provides the well-known Hamiltonian $H(u, v) = \begin{pmatrix} u & v \\ v & -u \end{pmatrix}$, for $u, v \in \mathbb{R}^2$.

2.3.2. **Semi-conical intersection.** The main result of this section is the following theorem.

**Theorem 2.11.** Assume that 0 is semi-conical for $f \in C^\infty(\mathbb{R}^2, \mathbb{R})$. Then $f$ is equivalent to $(u, v) \mapsto \begin{pmatrix} h(u)u \\ u + v^2 \end{pmatrix}$ where $h : \mathbb{R} \to \mathbb{R}$ is a smooth function satisfying $h(0) = 1$.

**Remark 6.** As claimed in Proposition 1, it follows from the normal form of Theorem 2.11 that semi-conical intersections are isolated (as eigenvalue intersections) in $\mathbb{R}^2$.

**Remark 7.** Consider a normal form as in Theorem 2.11. Notice that the non-conical intersection is the direction $e_2$. Let $(u(t), v(t))_{t \in [0, 1]}$ be a smooth regular curve passing through the semi-conical intersection in the non-conical direction at $t = 0$, i.e., such that $u(0) = v(0) = \dot{u}(0) = 0$. Then we have $\text{Gap}(u(t), v(t)) = 2t^2 \left( \frac{u(0)^2}{4} + \left( \frac{u(0)}{2} + \dot{v}(0)^2 \right)^2 + o(t^2) \right)$, when $t \to 0$. This proves in particular the validity of the estimate (4).

The **algorithm** that we will refer as (A) to get the normal form is the following:

• **STEP 1:** By a left-equivalence we transform $f_1$ and $f_2$ into two functions $\tilde{f}_1$ and $\tilde{f}_2$ such that $\nabla \tilde{f}_1(0) = \nabla \tilde{f}_2(0) \neq 0$. 

• **STEP 2:** By a right-equivalence, we bring the non-conical direction to \( \text{span}(e_2) \).

• **STEP 3:** By a further right-equivalence then a time-equivalence we transform \( f \) into the announced form.

2.3.3. **Proof of Theorem 2.11:** **STEP 1.**

**Proposition 8.** Consider \( f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \) having a semi-conical intersection at 0. Then there exists \( \tilde{f} \) left-equivalent to \( f \) such that \( \nabla \tilde{f}_1(0) = \nabla \tilde{f}_2(0) \neq 0 \).

**Proof.** Without loss of generality, we can assume \( \nabla f_1(0) \neq 0 \). Define \( \alpha \in \mathbb{R} \) such that \( \nabla f_2(0) = \alpha \nabla f_1(0) \).

Denote by \( \tilde{f} \) the function obtained by applying to \( f \) the left-equivalence associated with \( \theta \in S^1 \) and \( \zeta = 1 \) as in Remark 4. Hence,

\[
\nabla \tilde{f}_1 = \cos(2\theta) \nabla f_1 - \sin(2\theta) \nabla f_2, \quad \nabla \tilde{f}_2 = \cos(2\theta) \nabla f_2 + \sin(2\theta) \nabla f_1.
\]

We have \( \nabla \tilde{f}_1(0) = \nabla \tilde{f}_2(0) \) if and only if \( \left( \begin{array}{c} \cos(2\theta) \\ \sin(2\theta) \end{array} \right) \left( \begin{array}{c} 1 - \alpha \\ -1 + \alpha \end{array} \right) = 0 \). It is clearly possible to choose \( \theta \in S^1 \) satisfying the previous condition, the proposition is proved.

2.3.4. **Proof of Theorem 2.11:** **STEP 2.**

**Proposition 9.** Assume that 0 is semi-conical for \( f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \). There exists a right-equivalence \( \phi : \mathbb{R}^2 \to \mathbb{R}^2 \) of \( f \) such that \( \tilde{f} = f \circ \phi \) satisfies

\[
\partial_2 \tilde{f}_1(0,0) = \partial_2 \tilde{f}_2(0,0) = 0
\]

and

\[
\partial_1 \tilde{f}_1(0,0) \neq 0, \quad \partial_1 \tilde{f}_2(0,0) \neq 0.
\]

**Proof.** Consider \( r_1, r_2 \neq 0 \) and \( \beta_1 \in [0, 2\pi] \) such that

\[
\partial_2 f_1(0,0) = r_1 \cos(\beta_1), \quad \partial_1 f_1(0,0) = r_1 \sin(\beta_1),
\]

\[
\partial_2 f_2(0,0) = r_2 \cos(\beta_1), \quad \partial_1 f_2(0,0) = r_2 \sin(\beta_1).
\]

Introducing the right-equivalence \( \phi(u, v) = \left( \begin{array}{c} -\sin(\beta_1) \\ -\cos(\beta_1) \end{array} \right) \left( \begin{array}{c} u \\ v \end{array} \right) \) and \( \tilde{f} = (f \circ \phi) \), we have \( D\tilde{f}(0,0) = \left( \begin{array}{c} -r_1 \\ 0 \\ -r_2 \\ 0 \end{array} \right) \).

Propositions 8 and 9 lead us to consider the next condition:

\[
f(0) = 0, \quad \partial_2 f(0) = 0, \quad \partial_1 f_1(0) = \partial_1 f_2(0) \neq 0, \quad \partial_2 \chi(f)(0) \neq 0. \tag{SC}
\]

2.3.5. **Proof of Theorem 2.11:** **STEP 3.**

**Proposition 10.** Let \( f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \) satisfy Condition (SC). Then there exists \( h \in C^\infty(\mathbb{R}, \mathbb{R}) \) satisfying \( h(0) = 1 \) such that \( f \) is right-equivalent to \( (u, v) \mapsto \left( \begin{array}{c} h(u)u \\ u + v^2 \end{array} \right) \) or \( (u, v) \mapsto \left( \begin{array}{c} h(u)u \\ u - v^2 \end{array} \right) \).

**Proof.** Because of the condition \( \partial_1 f_1(0) \neq 0 \), the map \( \Phi : (u, v) \mapsto (f_1(u, v), v) \) is a diffeomorphism in a neighborhood of 0 and \( g = f \circ \Phi^{-1} \) is right-equivalent to \( f \). Locally near 0 we have

\[
g_1(u,v) = u, \quad g_2(u,v) = f_2(G(u,v), v),
\]
where $G$ is a smooth function satisfying $\partial_1 G(u, v) = \frac{1}{\partial_1 f_1(u, v)}$ and $\partial_2 G(u, v) = -\frac{\partial_2 f_1(u, v)}{\partial_2 f_1(u, v)}$. Hence,

$$\partial_1 g_2(u, v) = \partial_1 f_2(G(u, v), v) \partial_1 G(u, v),$$

$$\partial_2 g_2(u, v) = \partial_1 f_2(G(u, v), v) \partial_2 G(u, v) + \partial_2 f_2(G(u, v), v).$$

The condition $\partial_1 f_1(0) \neq 0 \neq \partial_1 f_2(0)$ implies that $\partial_1 g_2(0) \neq 0$. Moreover,

$$\partial_2 g_2(u, v) = \partial_2 f_2(G(u, v), v) \partial_1 f_2(G(u, v), v) + \partial_2 f_2(G(u, v), v)$$

$$+ \partial_2 G(u, v)^2 \partial_1 f_2(G(u, v), v) + 2 \partial_2 G(u, v) \partial_1 f_2(G(u, v), v).$$

Evaluating at 0 and noticing that $\partial_1 G(0) = \frac{1}{\partial_1 f_1(0)}$ and $\partial_2 G(0) = 0$, we get $\partial_2 g_2(0) = 0$ and

$$\partial_2 g_2(0) = \partial_2 G(0) \partial_1 f_2(0) + \partial_2 f_2(0) = \frac{\partial_2 \chi(f)(0)}{\partial_1 f_1(0)} \neq 0,$$

since $f$ satisfies Condition (SC). By the Implicit Function Theorem, $\partial_2 g_2(u, v)$ vanishes on a smooth curve $v = \eta(u)$ in a neighborhood of 0. By Lemma B.2, there exist two smooth functions $m \in C^\infty(\mathbb{R}^2, \mathbb{R})$ and $f_0 \in C^\infty(\mathbb{R}, \mathbb{R})$ such that $g_2(u, v) = (v - \eta(u))^2 m(u, v) + f_0(u)$ in a neighborhood of 0. The conditions $\partial_1 g_2(0) \neq 0$ and $\partial_2 g_2(0) \neq 0$ yield $f_0'(0) \neq 0$ and $m(0) \neq 0$, respectively. Applying first the right-equivalence $(u, v) \mapsto \left(\frac{u}{(v - \eta(u))\sqrt{|m(u, v)|}}\right)$ and then $(u, v) \mapsto \left(\frac{h(u)u}{u + \text{sign}(m(0, 0))v^2}\right)$, for some smooth function $h$ obtained by inversion of $f_0$. Noticing that the quantity $\frac{\partial_1 f_1(0)}{\partial_1 f_2(0)}$ is invariant by right-equivalence, this provides $h(0) = \frac{\partial_1 f_1(0)}{\partial_1 f_2(0)} = 1$.

**Proof of Theorem 2.11.** According to Propositions 9 and 10, we are left to prove that

$$f : (u, v) \mapsto \left(\frac{h(u)u}{u - v^2}\right)$$

is right-time-equivalent to

$$(u, v) \mapsto \left(\frac{\tilde{h}(u)u}{u + v^2}\right),$$

where $\tilde{h}$ is in $C^\infty(\mathbb{R}, \mathbb{R})$. Indeed, we can apply the right-equivalence $(u, v) \mapsto (-u, v)$, then the time-equivalence associated with $\xi \equiv -1$. The result follows defining $\tilde{h}(u) = h(-u)$.

**2.4. Normal forms for the ensemble case.** Before discussing separately the conical and the semi-conical cases, let us present a useful technical result.

**Lemma 2.12.** For every $f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)$ such that $\partial_3 f_2(0) \neq 0$, let $\beta(f) = \frac{\partial_3 f_1(0)}{\partial_3 f_2(0)}$. Then $\beta(f)$ is invariant by right-equivalence.

**Proof.** Let $\tilde{f}$ be right-equivalent to $f$ and let $\phi_1 \in C^\infty(\mathbb{R}^2, \mathbb{R}), \phi_2 \in C^\infty(\mathbb{R}^2, \mathbb{R}), \phi_3 \in C^\infty(\mathbb{R}, \mathbb{R})$ be such that $\phi(u, v, z) = (\phi_1(u, v), \phi_2(u, v), \phi_3(z))$ is a right-equivalence between $f$ and $\tilde{f}$. Then,

$$\frac{\partial_3 \tilde{f}_1(0)}{\partial_3 f_2(0)} = \frac{\partial_3 f_1(0) \phi_3'(0)}{\partial_3 f_2(0) \phi_3'(0)} = \beta(f),$$

using the fact $\phi_3'(0) \neq 0$ because $\phi$ is a diffeomorphism.
2.4.1. Conical case.

**Theorem 2.13.** Let \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \). Then 0 is F-conical for \( f \) if and only if there exist \( h_1, h_2 \in C^\infty(\mathbb{R}^3, \mathbb{R}) \) satisfying \( h_1(0) = h_2(0) = 1 \), such that \( f \) is equivalent to

\[
(u, v, z) \mapsto \begin{pmatrix} h_1(u, v, z)(z-u) \\ h_2(u, v, z)(z-v) \end{pmatrix}.
\]

**Proof.** By the same argument as in the proof of Proposition 8, there exists \( \tilde{f} \) left-equivalent to \( f \) such that \( \partial_3 \tilde{f}_1(0) \neq 0 \), \( \partial_3 \tilde{f}_2(0) \neq 0 \) and \( \beta(\tilde{f}) = 1 \). Using the fact that \( f(0) = 0 \), we deduce that \( \tilde{f}_1 \) and \( \tilde{f}_2 \) vanish respectively on two smooth surfaces whose equations are of the form \( z = \eta_1(u, v) \) and \( z = \eta_2(u, v) \), where \( \eta_1, \eta_2 \) are smooth functions vanishing at \((0, 0)\). By Lemma B.1, there exist two smooth scalar functions \((u, v, z) \mapsto \phi_1(u, v, z), (u, v, z) \mapsto \phi_2(u, v, z)\) such that

\[
\tilde{f}_1(u, v, z) = \phi_1(u, v, z)(z - \eta_1(u, v)), \quad \tilde{f}_2(u, v, z) = \phi_2(u, v, z)(z - \eta_2(u, v)).
\]

Differentiating these expressions and evaluating them at 0 we get that \( \chi(\tilde{f})(0) = \phi_1(0)\phi_2(0)\chi(\eta)(0) \), where \( \eta = (\eta_1, \eta_2) \). Hence, by F-conicity of 0, \( \phi_1(0) \neq 0 \), \( \phi_2(0) \neq 0 \), and \( \chi(\eta)(0) \neq 0 \). In particular, \( \eta \) is a diffeomorphism in a neighborhood of \((0, 0)\).

Then \( \tilde{f} \) is right-equivalent to

\[
\tilde{f} \circ \mu^{-1}(u, v, z) = \begin{pmatrix} h_1(u, v, z)(u-z) \\ h_2(u, v, z)(v-z) \end{pmatrix},
\]

where \( \mu : (u, v, z) \mapsto (\eta_1(u, v), \eta_2(u, v), z) \) and \( h_1, h_2 \in C^\infty(\mathbb{R}^3, \mathbb{R}) \) satisfy \( h_1(0) \neq 0 \) and \( h_2(0) \neq 0 \). By Lemma B.12, \( \frac{h_1(0)}{h_2(0)} = \beta(\tilde{f}) = 1 \). By applying a time equivalence associated with \( \xi \equiv \frac{1}{h_1(0)} \), we conclude the proof of the theorem. \( \square \)

2.4.2. Semi-conical case.

**Theorem 2.14.** Let \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \). Then 0 is F-semi-conical for \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) if and only if there exist \( h_1, h_2 \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) satisfying \( h_1(0) = h_2(0) = 1 \) and \( m \in C^\infty(\mathbb{R}, \mathbb{R}) \) satisfying \( m(0) \notin \{-1, 0\} \) such that \( f \) is equivalent to

\[
(u, v, z) \mapsto \begin{pmatrix} h_1(u, v, z)(z - m(u)u) \\ h_2(u, v, z)(z + u + v^2) \end{pmatrix}.
\]

Before proving the theorem, let us make some general considerations and provide an intermediate result in Proposition 11.

First remark that, up to a left-equivalence, we can assume that

\[ \partial_1 f_1(0) \neq 0, \partial_1 f_2(0) \neq 0, \partial_3 f_1(0) = \partial_3 f_2(0) \neq 0. \]

In particular, \( \beta(f) = 1 \). In order to impose the non-conical direction to be in the \( \text{span}(e_2) \)-direction, we use the same right-equivalence of the plane \((u, v)\) as in the first step of the algorithm (A) in Section 2.3 (see Proposition 9). As a result, we end up with \( \tilde{f} \) equivalent to \( f \) and such that

\[
f(0) = 0, \partial_2 f(0) = 0, \partial_1 f_1(0) \neq 0, \partial_1 f_2(0) \neq 0, \partial_3 f_1(0) = \partial_3 f_2(0) \neq 0, \]

\[ \chi_{13}(f)(0) \neq 0, \partial_2 \chi(f)(0) \neq 0. \]  

(SCP)

Notice that the condition \( \chi_{13}(f)(0) \neq 0 \) can then be rewritten as \( \partial_1 f_1(0) \neq \partial_1 f_2(0) \).
Proposition 11. Let \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) satisfy (SCP) at 0. Then there exist \( h_1, h_2 \in C^\infty(\mathbb{R}^3, \mathbb{R}) \) non-vanishing at 0 and \( m \in C^\infty(\mathbb{R}, \mathbb{R}) \) such that \( \frac{h_1(0)}{h_2(0)} = 1 \), \( m(0) = -\frac{\partial f_1(0)}{\partial f_2(0)} \notin \{-1, 0\} \), and \( f \) is right-equivalent to
\[
(u, v, z) \mapsto \left( \frac{h_1(u, v, z)(z - m(u)u)}{h_2(u, v, z)(z + u \pm v^2)} \right),
\]
where the sign depends on \( f \).

Proof. Using the fact that \( f(0) = 0 \) and the conditions \( \partial_3 f_1(0) \neq 0 \neq \partial_3 f_2(0) \), we can deduce that \( f_1 \) and \( f_2 \) are smooth functions vanishing, in the neighborhood of the origin, on two smooth surfaces whose equations are, respectively, \( z = \eta_1(u, v) \) and \( z = \eta_2(u, v) \), where \( \eta_1, \eta_2 : \mathbb{R}^2 \to \mathbb{R} \) are smooth functions vanishing at 0. By Lemma B.1, there exist two smooth functions \( \phi_1, \phi_2 : \mathbb{R}^3 \to \mathbb{R} \) such that
\[
f_1(u, v, z) = \phi_1(u, v, z)(z - \eta_1(u, v)), \quad f_2(u, v, z) = \phi_2(u, v, z)(z - \eta_2(u, v)).
\]
Differentiating these expressions with respect to \( z \), we deduce that \( \phi_1(0) \neq 0 \neq \phi_2(0) \). Differentiating \( f_1 \) and \( f_2 \) with respect to \( y \), we get then from (SCP) that \( \partial_1 \eta_1(0) \neq 0 \neq \partial_1 \eta_2(0) \) and \( \partial_2 \eta_1(0) = \partial_2 \eta_2(0) = 0 \). Applying the right-equivalence associated with the inverse of \( (u, v) \mapsto (\eta_1(u, v)) \), we get that \( f \) is right-equivalent to
\[
(u, v, z) \mapsto \left( \phi_1(G(u, v), v, z)(z - u) \right. \\
\left. \phi_2(G(u, v), v, z)(z - \eta_2(G(u, v), v)) \right),
\]
for some smooth function \( G \) such that \( \partial_1 G(0) \neq 0 \). Set \( \tilde{\eta}(u, v) = \eta_2(G(u, v), v) \). Then \( \tilde{\eta}(0) = 0 \) and
\[
\partial_1 \tilde{\eta}(u, v) = \partial_1 G(u, v) \partial_1 \eta_2(G(u, v), v), \\
\partial_2 \tilde{\eta}(u, v) = \partial_1 \eta_2(G(u, v), v) \partial_2 G(u, v) + \partial_2 \eta_2(G(u, v), v).
\]
Evaluating at zero, we get that \( \partial_1 \tilde{\eta}(0) \neq 0 \) and \( \partial_2 \tilde{\eta}(0) = 0 \). Differentiating once more and using the hypothesis \( \partial_2 \chi(f)(0) \neq 0 \), we have \( \partial_2 \tilde{\eta}(0) \neq 0 \). By the same arguments as in the proof of Theorem 2.11, \( f \) is right-equivalent to
\[
(u, v, z) \mapsto \left( \frac{h_1(u, v, z)(z - m(u)u)}{h_2(u, v, z)(z + u \pm v^2)} \right)
\]
where \( h_1, h_2 \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) and \( m \in C^\infty(\mathbb{R}, \mathbb{R}) \). Noticing that the quantities \( \frac{\partial f_1(0)}{\partial f_2(0)} \) and \( \beta(f) \) are invariant by right-equivalence, we get \( \frac{h_1(0)}{h_2(0)} = \beta(f) = 1 \) and \( m(0) = -\frac{\partial f_1(0)}{\partial f_2(0)} \notin \{-1, 0\} \) because \( f \) satisfies (SCP) at 0.

Proof of Theorem 2.14. First notice that if \( f \) is of the form
\[
f : (u, v, z) \mapsto \left( \frac{h_1(u, v, z)(z - m(u)u)}{h_2(u, v, z)(z + u \pm v^2)} \right)
\]
then there exist \( \tilde{h}_1, \tilde{h}_2 \in C^\infty(\mathbb{R}^3, \mathbb{R}) \) and \( \tilde{m} \in C^\infty(\mathbb{R}, \mathbb{R}) \) such that \( f \) is right-time equivalent to
\[
(u, v, z) \mapsto \left( \frac{\tilde{h}_1(u, v, z)(z - \tilde{m}(u)u)}{\tilde{h}_2(u, v, z)(z + u \pm v^2)} \right).
\]
Indeed, applying the right-equivalence \( (u, v, z) \mapsto (-u, v, -z) \) and the time-equivalence associated with \( \xi : (u, v) \mapsto -1 \) the claim follows with \( \tilde{h}_i(u, v, z) = h_i(-u, v, -z), i \in \{1, 2\}, \) and \( \tilde{m}(u) = m(-u) \). Theorem 2.14 hence follows from Proposition 11. \( \square \)
3. Generic global properties of the singular locus.

3.1. Proof of Lemma 1.1 and Theorem 1.2. Let \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \), \( Z(f) = \{(u, v, z) \mid f(u, v, z) = (0, 0)\} \), and denote by \( Z_{nc}(f) \) the set of non-conical intersections in \( Z(f) \). Let \( \pi(f) \) be the orthogonal projection of \( Z(f) \) onto the plane \((u, v)\).

**Proposition 12.** Assume that \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \) is a submersion at every point of \( Z(f) \). Then \( \pi(f) \) has no cuspidal point.

**Proof.** Fix a local smooth regular parametrization \( c(t) = (u(t), v(t), z(t))_{t \in \mathbb{R}} \) of \( \text{supp}(c) \subset Z(f) \). It is sufficient to show that there exist no \( t \in \mathbb{R} \) such that \( \dot{u}(t) = \dot{v}(t) = 0 \). By the same arguments as those used in the proof of Proposition 3, we get that \( \dot{u}(t) = 0 \) implies that \( \begin{vmatrix} \partial_1 f_1(c(t)) & \partial_3 f_1(c(t)) \\ \partial_1 f_2(c(t)) & \partial_3 f_2(c(t)) \end{vmatrix} = 0 \), while \( \dot{v}(t) = 0 \) implies that \( \begin{vmatrix} \partial_2 f_1(c(t)) & \partial_3 f_1(c(t)) \\ \partial_2 f_2(c(t)) & \partial_3 f_2(c(t)) \end{vmatrix} = 0 \). If the two determinants simultaneously vanish then \( f \) is not a submersion at \( c(t) \).

**Proposition 13.** Assume that \((\bar{u}, \bar{v}, \bar{z})\) is a \( F \)-semi-conical intersection for \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \). Then \( \pi(f) \) is tangent at \((\bar{u}, \bar{v})\) to the non-conical direction of \( f \) at \((\bar{u}, \bar{v}, \bar{z})\).

**Proof.** By Proposition 3, \( Z(f) \) is locally near \((\bar{u}, \bar{v}, \bar{z})\) a smooth curve that we parameterize by \( c(t) = (u(t), v(t), z(t))_{t \in \mathbb{R}} \), with \( c(0) = (\bar{u}, \bar{v}, \bar{z}) \) and \( \dot{z}(0) = 0 \). The condition \( f(c(t)) \equiv 0 \) implies that \( Df_{c(t)}(\dot{c}(t)) \equiv 0 \). In particular, \( (\dot{u}(0), \dot{v}(0)) \) is collinear to \( \eta = \begin{pmatrix} -\partial_2 f_1(\bar{u}, \bar{v}, \bar{z}) \\ \partial_1 f_1(\bar{u}, \bar{v}, \bar{z}) \end{pmatrix} \), which is the non-conical direction of \( f \) at \((\bar{u}, \bar{v}, \bar{z})\).

Propositions 12 and 13, together with Remark 2, prove Lemma 1.1. As for Theorem 1.2, it follows from Proposition 12 together with Propositions 2, 5, and 6.

3.2. Generic self-intersections of \( \pi(f) \). By a multi-jet version of the transversality arguments already used in the previous sections (see, for instance, [18, §4, Theorem 4.13]) one can deduce the following result.

**Proposition 14.** Generically with respect to \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \),

1. \( \pi(f) \) has no points whose preimage in \( Z(f) \) has cardinality strictly larger than \( 2 \);

2. Let \((u, v), z_1 \neq z_2, \) and \((\bar{u}, \bar{v}), \bar{z}_1 \neq \bar{z}_2 \) be such that \( f(u, v, z_1) = f(u, v, z_2) = f(\bar{u}, \bar{v}, \bar{z}_1) = f(\bar{u}, \bar{v}, \bar{z}_2) = 0 \). Then \( z_i \neq \bar{z}_j \) for every \( i, j \in \{1, 2\} \);

3. Let \((u, v)\) and \( z \neq \bar{z} \) satisfy \( f(u, v, z) = f(u, v, \bar{z}) = 0 \). Then \((u, v, z)\) and \((u, v, \bar{z})\) are \( F \)-conical for \( f \);

4. Let \((u, v, z)\) and \((\bar{u}, \bar{v}, \bar{z})\) be two non-conical intersections for \( f \). Then \( z \neq \bar{z} \).

4. Adiabatic control through a semi-conical intersection of eigenvalues.

Let us consider \( f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \), its associated Hamiltonian \( H_f = \begin{pmatrix} f_1 & f_2 \\ f_2 & -f_1 \end{pmatrix} \), and a control path \((u(t), v(t))_{t \in [0, 1]} \). Denote by \( \lambda^-(u, v) \) and \( \lambda^+(u, v) \) the smallest and the largest eigenvalue of \( H_f(u, v) \), respectively.

In the following, we denote by \( \phi_-(u(t), v(t)) \) (respectively, \( \phi_+(u(t), v(t)) \)) a real normalized eigenvector of \( H_f(u(t), v(t)) \) associated with \( \lambda_-(u(t), v(t)) \) (respectively,
\( \lambda_+(u(t), v(t))) \). If \( f(u(t), v(t)) \neq 0 \) then \( \lambda_-(u(t), v(t)) \) and \( \lambda_+(u(t), v(t)) \) are simple and the choice of \( \phi_{\pm}(u(t), v(t)) \) is unique up to multiplication by \(-1\). If \((u(t), v(t))_{t \in [0,1]}\) does not cross \( \mathcal{Z}(f) \) then \( t \mapsto \phi_{\pm}(u(t), v(t)) \) and \( t \mapsto \lambda_{\pm}(u(t), v(t)) \) can be chosen with the same regularity as \((u(t), v(t))_{t \in [0,1]}\). It is a classical fact that this may not be the case when \((u(t), v(t))_{t \in [0,1]}\) crosses \( \mathcal{Z}(f) \). However, we are going to prove the existence of a \( C^k \) basis of eigendirections of \( H_f \) along a \( C^{k+2} \) path \((u(t), v(t))_{t \in [0,1]}\) passing through a semi-conical intersection in a conical or a non-conical direction.

4.1. Adiabatic dynamics. Let \( f \in C^\infty(\mathbb{R}^2, \mathbb{R}^2) \). Consider a smooth regular control path \((u(t), v(t))_{t \in [0,1]}\) such that there exist \( P \in C^2([0,1], SO_2(\mathbb{R})) \) and \( \lambda \in C^2([0,1], \mathbb{R}) \) such that \( \{\lambda(t), -\lambda(t)\} \) is the spectrum of \( H_f(u(t), v(t)) \), and the columns of \( P \) form a basis of eigenvectors of \( H_f(u(t), v(t)) \) for every \( t \in [0,1] \).

We can write, for every \( t \in [0,1] \),
\[
P(t) = \begin{pmatrix} \cos(\theta(t)) & -\sin(\theta(t)) \\ \sin(\theta(t)) & \cos(\theta(t)) \end{pmatrix}
\]
where \( \theta \in C^2([0,1], \mathbb{R}) \).

Let us study the dynamics of
\[
i \frac{d\psi_\epsilon(t)}{dt} = H_f(u(\epsilon t), v(\epsilon t))\psi_\epsilon(t), \quad \psi_\epsilon(0) = \tilde{\psi}_0,
\]
where \( t \in [0, \frac{1}{\epsilon}] \) and \( \tilde{\psi}_0 \) is independent of \( \epsilon \).

Defining \( Y_\epsilon(\tau) = P(\tau)\psi_\epsilon(\frac{\tau}{\epsilon}) \) for every \( \tau \in [0,1] \), we have
\[
i \frac{dY_\epsilon(\tau)}{d\tau} = \left( \frac{1}{\epsilon} \begin{pmatrix} \lambda(\tau) & 0 \\ 0 & -\lambda(\tau) \end{pmatrix} + \begin{pmatrix} 0 & i\theta(\tau) \\ -i\theta(\tau) & 0 \end{pmatrix} \right) Y_\epsilon(\tau).
\]

Thanks to the further change of variables \( \tilde{Y}_\epsilon(\tau) = \begin{pmatrix} e^{\frac{i}{\epsilon} \int_0^\tau \lambda(s)ds} & 0 \\ 0 & e^{-\frac{i}{\epsilon} \int_0^\tau \lambda(s)ds} \end{pmatrix} Y_\epsilon(\tau) \),
the dynamics are transformed into
\[
i \frac{d\tilde{Y}_\epsilon(\tau)}{d\tau} = \begin{pmatrix} 0 & i\theta(\tau)e^{\frac{2i}{\epsilon} \int_0^\tau \lambda(s)ds} \\ -i\theta(\tau)e^{-\frac{2i}{\epsilon} \int_0^\tau \lambda(s)ds} & 0 \end{pmatrix} \tilde{Y}_\epsilon(\tau).
\]

Based on Corollary 2, one gets the following result.

**Theorem 4.1** (Adiabatic Theorem). Let \( k \in \mathbb{N} \) and assume that \( \lambda : [0,1] \to \mathbb{R} \) is \( C^2 \) and \( \theta : [0,1] \to \mathbb{R} \) is \( C^2 \). Let \( \psi_\epsilon : [0,1] \to C^2 \) be the solution of Equation (11).
Assume that there exists \( c > 0 \) such that
\[
\left| \int_0^t e^{\frac{2i}{\epsilon} \int_0^s \lambda(x)dx} ds \right| \leq c e^{1/(k+1)}, \quad \forall t \in [0,1].
\]

Then \( \tilde{Y}_\epsilon(\tau) = \tilde{Y}_\epsilon(0) + O(\epsilon^{1/\tau}) \) uniformly w.r.t. \( \tau \in [0,1] \). In particular, if \( \tilde{\psi}_0 = \begin{pmatrix} \cos(\theta(0)) \\ \sin(\theta(0)) \end{pmatrix} \), then \( \psi_\frac{1}{\epsilon}(\frac{\tau}{\epsilon}) = e^{i\eta} \begin{pmatrix} \cos(\theta(1)) \\ \sin(\theta(1)) \end{pmatrix} + O(\epsilon^{1/\tau}) \), where \( \eta \) possibly depends on \( \epsilon \).

4.2. Regularity of the eigenpairs along smooth control paths. The main goal of this section is to study the regularity of eigenpairs of \( H_f \) along smooth curves passing through a semi-conical intersection for \( f \). Using the normal form obtained in Section 2.3, we can restrict our attention to the case where \( f \) has the form \( f : (u, v) \mapsto \begin{pmatrix} uh(u) \\ u + v^2 \end{pmatrix} \), where \( h \in C^\infty(\mathbb{R}, \mathbb{R}) \) is such that \( h(0) = 1 \).
4.2.1. Conical directions. We recall here the following regularity result which is a special case of [11, Proposition 3.1] and [4, Lemma 3.2].

**Proposition 15** (Eigenpairs in the conical directions). Consider a Hamiltonian $H_f$ where $f : (u,v) \mapsto \begin{pmatrix} uh(u) \\ u + v^2 \end{pmatrix}$ and $h \in C^\infty(\mathbb{R}, \mathbb{R})$ is such that $h(0) = 1$. Let $\ell \in \mathbb{N}$, $t_0 \in (0,1)$, and $(u(t), v(t))_{t \in [0,1]}$ be a $C^{\ell+1}$ path such that $(u(t), v(t)) = 0$ if and only if $t = t_0$ and $\dot{u}(t_0) \neq 0$. Define $\lambda_0, \lambda_1 : [0,1] \to \mathbb{R}$ by

$$
\lambda_0(t) = \lambda_-(u(t), v(t)), \quad \lambda_1(t) = \lambda_+(u(t), v(t)), \quad \text{for } t < t_0,
$$

$$
\lambda_0(t) = \lambda_+(u(t), v(t)), \quad \lambda_1(t) = \lambda_-(u(t), v(t)), \quad \text{for } t \geq t_0.
$$

Then $\lambda_0$ and $\lambda_1$ are $C^{\ell+1}$ on $[0,1]$. Moreover, there exist $\Phi_0, \Phi_1 \in C^\ell([0,1], \mathbb{R}^2)$ such that $\Phi_j(t)$ is a normalized eigenvector of $H_f(u(t), v(t))$ corresponding to the eigenvalue $\lambda_j(t)$ for $j \in \{0,1\}$ and $t \in [0,1]$.

The following proposition states that the limit eigenvectors along a $C^2$ curve crossing conically a semi-conical intersection do not depend on the choice of the curve.

**Proposition 16** (Limit eigenvectors along a conical direction). Consider the function $f$, the control path $(u(t), v(t))_{t \in [0,1]}$, $t_0$, and $\Phi_0, \Phi_1$ as in Proposition 15, where the latter are uniquely defined up to multiplication by $-1$. Then $\Phi_0(t_0)$ and $\Phi_1(t_0)$ depend only on the sign of $\dot{u}(t_0)$. More precisely, $\Phi_0(t_0) = \frac{1}{\sqrt{1 + V^2}} \begin{pmatrix} V \\ 1 \end{pmatrix}$ and

$$
\Phi_1(t_0) = \frac{1}{\sqrt{1 + V^2}} \begin{pmatrix} 1 \\ -V \end{pmatrix}
$$

with $V = -(1 + \text{sign}(\dot{u}(t_0))\sqrt{2})$.

**Proof.** By definition of $\Phi_0, \Phi_1$, we have

$$
\Phi_0(t) = \phi_-(u(t), v(t)), \quad \Phi_1(t) = \phi_+(u(t), v(t)), \quad \text{for } t < t_0.
$$

Hence, up to multiplication by $-1$,

$$
\Phi_0(t) = \frac{1}{\sqrt{1 + V^2}} \begin{pmatrix} -1 \\ V(t) \end{pmatrix}, \quad \Phi_1(t) = \frac{1}{\sqrt{1 + V^2}} \begin{pmatrix} V(t) \\ 1 \end{pmatrix}, \quad \text{for } t < t_0,
$$

where $V(t) = 0$ if $u(t) + v(t)^2 = 0$ and

$$
V(t) = \frac{-u(t)h(u(t)) + \sqrt{u(t)^2h(u(t))^2 + (u(t) + v(t)^2)^2}}{u(t) + v(t)^2}
$$

otherwise. Then, as $t \to t_0$,

$$
V(t) = \frac{-\dot{u}(t_0)h(0)(t-t_0) + o(t-t_0) + \sqrt{\dot{u}(t_0)^2(t-t_0)^2(h(0)^2 + 1) + o((t-t_0)^2)}}{\dot{u}(t_0)(t-t_0) + o(t-t_0)}
$$

$$
= -\frac{\dot{u}(t_0)(t-t_0) + |t-t_0||\dot{u}(t_0)|\sqrt{2}}{\dot{u}(t_0)(t-t_0)} + o(1)
$$

$$
= -(1 + \text{sign}(\dot{u}(t_0))\sqrt{2}) + o(1).
$$

Since $\Phi_0, \Phi_1$ are continuous on $[0,1]$ by Proposition 15, the conclusion follows. □
4.2.2. Non-conical direction.

**Proposition 17** (Continuity of the eigenstates in the non-conical direction). Let $f$ be as in Proposition 15. Let $\ell \in \mathbb{N}$, $t_0 \in (0, 1)$, and $(u(t), v(t))_{t \in [0, 1]}$ be a $C^{\ell+2}$ path such that $(u(t), v(t)) = 0$ if and only if $t = t_0$ and $\dot{u}(t_0) = 0$ (i.e., $(u(t), v(t))$ passes through 0 in the non-conical direction at $t = t_0$ as on Figure 5). Then there exist $\lambda_0, \lambda_1 \in C^{\ell+2}([0, 1], \mathbb{R}^2)$, $\Phi_0, \Phi_1 \in C^{\ell}([0, 1], \mathbb{R}^2)$ such that $\lambda_0(t) = \lambda_-(u(t), v(t))$, $\lambda_1(t) = \lambda_+(u(t), v(t))$, $\Phi_0(t) = \phi_-(u(t), v(t))$ and $\Phi_1(t) = \phi_+(u(t), v(t))$ for every $t \in [0, t_0) \cup (t_0, 1]$. Moreover, defining $\beta = \frac{\dot{u}(t_0)}{2} + \dot{v}(t_0)^2$, we have that $\Phi_0(t_0)$ and $\Phi_1(t_0)$ depend only on $\dot{u}(t_0)$ and $\beta$, namely

- $\Phi_0(t_0) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}$ and $\Phi_1(t_0) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}$ if $\beta = 0$.

**Proof.** The condition $\dot{u}(t_0) = 0$ provides $u(t) + v(t)^2 = (t - t_0)^2 \left( \frac{\dot{u}(t_0)}{2} + \dot{v}(t_0)^2 \right) + o((t - t_0)^2) = \beta(t - t_0)^2 + o((t - t_0)^2)$ when $t \to t_0$.

By direct computations, we show that $\frac{d^2 \lambda_\pm(u(t), v(t))}{dt^2} = \pm \sqrt{\beta^2 + \dot{u}(t_0)^2} + o(1)$ when $t \to t_0$. Hence $t \mapsto \lambda_\pm(u(t), v(t))$ can be extended in a $C^2$ function at $t = t_0$ by fixing $\frac{d^2 \lambda_\pm(u(t), v(t))}{dt^2} = 2 \pm \sqrt{\beta^2 + \dot{u}(t_0)^2}$. The $C^{\ell+2}$ regularity follows by higher order analog computations.

Define, for every $t \in [0, 1]$ such that $u(t) + v(t)^2 \neq 0$,

$$V(t) = \frac{-u(t)h(u(t)) + \sqrt{u(t)^2h(u(t))^2 + (u(t) + v(t)^2)^2}}{u(t) + v(t)^2}.$$ 

Reasoning as in the proof of Proposition 16, we must prove that $V$ can be extended as a $C^\ell$ function at $t_0$ by setting $V(t_0) = \dot{V}$.

**First case:** $\beta \neq 0$. Assuming that $\beta \neq 0$, we have, as $t \to t_0$,

$$V(t) = -\frac{\dot{u}(t_0)}{2}(t - t_0)^2 - \frac{\sqrt{(t - t_0)^2 \dot{u}(t_0)^2 + \beta^2(t - t_0)^4 + o((t - t_0)^4)}}{\beta(t - t_0)^2 + o((t - t_0)^2)}$$

$$= -\frac{\dot{u}(t_0)}{2} - \frac{\sqrt{\dot{u}(t_0)^2 + \beta^2}}{\beta} + o(1).$$

The continuity of $V$ is proved in the case $\beta \neq 0$. The same computations show that $V$ is $C^\ell$ at $t_0$ if $(u(t), v(t))_{t \in [0, 1]}$ is $C^{\ell+2}$.

**Second case:** $\beta = 0$. In the case $\beta = 0$, consider the left equivalence $\tilde{f}$ of $f$ associated with $\theta = \frac{\pi}{4}$ and $\zeta = -1$ as in Remark 4, so that, we have $H_f = P_{\theta, \zeta}H_fP_{\theta, \zeta}^{-1}$.

If $f = (f_1, f_2) \in C^\infty(\mathbb{R}^2, \mathbb{R}^2)$, then we have $\tilde{f} = (f_2, f_1)$. Define, for every $t \in [0, 1]$ such that $u(t)h(u(t)) \neq 0$, $\tilde{V}(t) = \frac{\dot{u}(t) + v(t)^2 + \sqrt{u(t)^2h(u(t))^2 + (u(t) + v(t)^2)^2}}{u(t)h(u(t))}$. We have easily $\lim_{t \to t_0} \tilde{V}(t) = -1$. Hence we can define continuous eigenvectors $\tilde{\Phi}_0$ and $\tilde{\Phi}_1$ of $H_{\tilde{f}}$ along $(u(t), v(t))_{t \in [0, 1]}$, respectively, up to phases, to $\frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}$ and
Proposition 16, moreover, there exists a \( C_k \).

Corollary 4 proves that they satisfy (14) with \( \bar{\epsilon} \).

First notice that

\[
\begin{align*}
\langle \text{Ensemble adiabatic dynamics.} \\
5.1. \text{Control of an ensemble of systems.} \end{align*}
\]

Proof. Let \( \bar{\epsilon} \) be as in Proposition 15. Consider a solution \( \psi_s \) of Equation (11) such that \( \psi_s(0) = \phi_p(u(0), v(0)) \). Then we have

\[
\langle \psi_s(1/\bar{\epsilon}), \phi_p(u(1), v(1)) \rangle = O(\bar{\epsilon}).
\]

Proof. Let \( \lambda_0 \) be as in Proposition 17 and define \( \bar{\lambda}_s = \int_0^T \lambda_0(s)ds \) for \( \bar{\lambda}_s \in [0,1] \).

Notice that \( \lambda_0 \) is at least \( C^2 \) by Proposition 17 and that \( \psi \) satisfies \( \bar{\lambda}_s(t) = \bar{\psi}''(t_0) = \bar{\psi}''(t_0) = \bar{\psi}''(t_0) = 0 \) and \( \bar{\psi}''(t_0) \neq 0 \). Hence, by Lemma A.2, \( \lambda_0 \) satisfies the estimate (14) with \( k = 2 \). The result follows by applying Theorem 4.1 in combination with Proposition 17.

5. Control of an ensemble of systems. The main goal of this section is to prove the controllability result stated in Theorem 1.3.

5.1. Ensemble adiabatic dynamics. Let \( f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2) \). Consider a smooth regular control path \( (u(t), v(t)) \in [0,1] \). In analogy with the previous sections, denote by \( \lambda_0 \) the eigenvalues of \( H_f(u(t), v(t), z) \).

Similarly, let \( \phi_0 \) be two real normalized eigenvector of \( H_f(u(t), v(t), z) \) and \( \lambda_2 \) associated with \( \lambda_2 \).

Let \( Z = [z_0, z_1] \) be a compact interval of \( \mathbb{R} \). Assume that for every \( z \in Z \) there exist \( P_z \in C^2([0,1], \mathbb{R}) \) and \( \lambda_z \in C^2([0,1], \mathbb{R}) \) such that \( \{\lambda_z(t), -\lambda_z(t)\} \) is the spectrum of \( H_f(u(t), v(t), z) \) and the columns of \( P_z \) form a basis of eigenvectors of \( H_f(u(t), v(t), z) \) for every \( t \in [0,1] \). We can write, for every \( t \in [0,1] \),

\[
\begin{align*}
P_z(t) &= \begin{pmatrix}
\cos(\theta_z(t)) & -\sin(\theta_z(t)) \\
\sin(\theta_z(t)) & \cos(\theta_z(t))
\end{pmatrix}
\end{align*}
\]

where \( \theta_z \in C^2([0,1], \mathbb{R}) \).

Let us study the dynamics of

\[
\begin{align*}
\frac{d\psi_z(t)}{dt} = H_f(u(t), v(t), z)\psi_z(t), \quad \psi_z(0) = \psi_0,
\end{align*}
\]

where \( t \in [0, \frac{1}{\bar{\epsilon}}] \) and \( \psi_0 \) is independent of \( \bar{\epsilon} \).
Figure 5. A control path passing at a semi-conical intersection in the non-conical direction as a function of the controls \((u, v)\).}

Defining \(Y^z_\tau(\tau) = P_z(\tau)\psi^z_\tau(\tau)\) for every \(\tau \in [0, 1]\), we have
\[
\frac{dY^z_\tau(\tau)}{d\tau} = \left( \frac{1}{\epsilon} \begin{pmatrix} \lambda_z(\tau) & 0 \\ 0 & -\lambda_z(\tau) \end{pmatrix} + \begin{pmatrix} 0 & i \dot{\theta}_z(\tau) \\ -i \dot{\theta}_z(\tau) & 0 \end{pmatrix} \right) Y^z_\tau(\tau). \tag{16}
\]

Thanks to the further change of variable
\[
\tilde{Y}^z_\tau(\tau) = e^{\frac{2\pi i}{\tau} \int_0^\tau \lambda_z(s)ds} Y^z_\tau(\tau),
\]
the dynamics is transformed into
\[
\frac{d\tilde{Y}^z_\tau(\tau)}{d\tau} = \begin{pmatrix} 0 & i \dot{\theta}_z(\tau)e^{\frac{2\pi i}{\tau} \int_0^\tau \lambda_z(s)ds} \\ -i \dot{\theta}_z(\tau)e^{-\frac{2\pi i}{\tau} \int_0^\tau \lambda_z(s)ds} & 0 \end{pmatrix} \tilde{Y}^z_\tau(\tau). \tag{17}
\]

Based on Corollary 5, one get the following result.

**Theorem 5.1 (Parametric Adiabatic Theorem).** Let \(k \in \mathbb{N}\). For every \(z \in [z_0, z_1]\), assume that \(\lambda_z : [0, 1] \to \mathbb{R}\) is \(C^2\) in \([0, 1]\) and \(\theta_z\) is \(C^2\) in \([0, 1]\). Let \(\psi^z_\tau(t)\) be the solution of Equation (15). Assume that there exists \(c > 0\) such that for every \(t \in [0, 1]\), and for every \(z \in [z_0, z_1]\),
\[
\left| \int_0^t e^{\frac{2\pi i}{\tau} \int_0^s \lambda_z(x)dx} ds \right| \leq c\epsilon^{\frac{1}{k+1}}, \quad \forall \epsilon > 0, \tag{18}
\]
and that \((t, z) \mapsto \tilde{\theta}_z(t)\) and \((t, z) \mapsto \tilde{\theta}_z(t)\) are uniformly bounded with respect to \((t, z) \in [0, 1] \times [z_0, z_1]\). Then we have \(\dot{Y}^z_\tau(\tau) = \tilde{Y}^z_\tau(0) + O(\epsilon^{\frac{1}{k+1}})\), uniformly w.r.t.
Let possibly depending on $f$ when $u$ has a $F$-semi-conical intersection at 0.

where $U$ is a compact neighborhood of 0 in $\mathbb{R}$ and $m \in C^\infty(\mathbb{R}, \mathbb{R})$ satisfy $h_1(0) = h_2(0) \neq 0$ and $m(0) \notin \{-1, 0\}$. Recall that $f$ has a $F$-semi-conical intersection at 0.

Consider a compact neighborhood $S$ of 0 in $\mathbb{R}^3$ on which the product $h_1 h_2$ does not vanish and $m$ is different from 0 and $-1$. Assume that $S$ writes $S = U \times [z_0, z_1]$, where $U$ is a compact neighborhood of 0 in $\mathbb{R}^2$ and $z_0 < 0 < z_1$. Define $C := Z(f) \cap S$ and, for every $(u, v, z) \in S$, $h(u, v, z) = \frac{h_1(u, v, z)}{h_2(u, v, z)}$. Notice that $(u, v, z) \in S$ is in $C$ if and only if $m(u)u = z = -u - u^2$. Up to restricting $U$, we can assume that $u \to (m(u) + 1)u$ is monotone, so that

$$(m(u) + 1)u = -u^2$$

(19)
defines a smooth submanifold of $U$ which contains the projection $\pi(C)$ of $C$ onto the plane of controls $(u, v) \in \mathbb{R}^2$.

Without loss of generality, assume that $m(0) > -1$ (the case $m(0) < -1$ being analogous). According to (19), this means that $\pi(C)$ lies in the intersection of $U$ with the left half-plane. Notice that the sign of $z = m(u)u$ on $C$ is the opposite as the sign of $m(0)$.

5.2.1. Uniform adiabatic estimates when $(u(t), v(t))_{t \in [0, 1]} \subset \pi(C)$. Assume that $(u, v) : [0, 1] \to U$ is a regular $C^\infty$ control path satisfying the following conditions, referred to as $(C)$:

- $(u(t), v(t))_{t \in [0, 1]} \subset \pi(C)$
- $(u, v)(0) = (u_0, v_0)$ where $(u_0, v_0, z_0) \in C$ is a $F$-conical intersection for $f$;
- $(u, v)(1) = (0, 0)$

The curve $t \mapsto (u(t), v(t))$ is represented in Figure 6.

Under the previous assumptions, for every $z \in [z_0, 0]$, we can consider $t_z$ as the unique element in $[0, 1]$ that satisfies $(u(t_z), v(t_z), z) \in C$. On the other hand, for $z \in (0, z_1]$ there exist no $t \in [0, 1)$ such that $(u(t), v(t), z) \in C$. By the regularity of $(u, v)$, the application $[z_0, 0] \ni z \mapsto t_z$ is $C^\infty$. Moreover, as a direct consequence of equation (19), which holds on $C$, we have

$f_1(u(t), v(t), z) = h(u(t), v(t), z)f_2(u(t), v(t), z)$

for every $t \in [0, 1]$ and $z \in [z_0, z_1]$.

Definition 5.2. For any $z \in [z_0, z_1]$, define $V_z : [0, 1] \to \mathbb{R}$ as follows: if $z \in [z_0, 0)$, let $V_z(t) = -(h(u(t), v(t), z) - \sqrt{1 + h(u(t), v(t), z)^2})$ for $t < t_z$ and $V_z(t) = -(h(u(t), v(t), z) + \sqrt{1 + h(u(t), v(t), z)^2})$ for $t \geq t_z$; if $z \in [0, z_1]$, let $V_z(t) = -(h(u(t), v(t), z) - \sqrt{1 + h(u(t), v(t), z)^2})$ for every $t \in [0, 1]$.

By Propositions 15 and 17, we get the following result on the regularity of eigenpairs.

Proposition 20. [Regularity of eigenpairs for a control path $(u(t), v(t))_{t \in [0, 1]} \subset \pi(C)$]

Let $(u, v)$ satisfy $(C)$. For $z \in [0, z_1]$, define, for every $t \in [0, 1]$, $\Phi_0(t) = \phi_-(u(t), v(t))$. 


In the particular (non-generic) case in which Remark 8.

24 NICOLAS AUGIER, UGO BOSCAIN AND MARIO SIGALOTTI

Proposition 21. For any $z \in [z_0, z_1]$, let $\theta_z = \arctan(V_z) \in C^\infty([0,1], \mathbb{R})$, where $V_z$ is defined as in Definition 5.2. Then $(t, z) \mapsto \theta_z(t)$ and $(t, z) \mapsto \tilde{\theta}_z(t)$ are bounded w.r.t. $(t, z) \in [0,1] \times [z_0, z_1]$. 

Proof. By definition of $V_z$, for every $(t, z) \in [0,1] \times [z_0, z_1]$, $\theta_z(t)$ and $\tilde{\theta}_z(t)$ depend only on $\frac{\partial}{\partial t} h(u(t), v(t), z)$ and $\frac{\partial}{\partial z} h(u(t), v(t), z)$, which are uniformly bounded w.r.t. $(t, z) \in [0,1] \times [z_0, z_1]$ because $h \in C^\infty(S, \mathbb{R})$. 

Remark 8. In the particular (non-generic) case in which $h$ is constant, the curve $(u, v)$ is non-mixing for all $z \in [z_0, z_1]$, in the sense developed in [7]. Non-mixing curves are characterized by an enhanced adiabatic approximation with respect to general curves passing through an eigenvalue intersection.
Proposition 22. The functions \( \lambda_0^z, \lambda_1^z \), defined as in Proposition 20, satisfy (18) with \( k = 2 \).

Proof. As a first step of the proof, let us show the following local estimate: There exist \( t_1 \in [0, 1) \), a nonempty compact neighborhood \( W \subset [z_0, z_1] \) of 0, and \( C_1 > 0 \) independent of \( z \) such that for every \( t \in [t_1, 1] \), \( j \in \{0, 1\} \), and \( z \in W \) we have

\[
\left| \int_{t_1}^{t} e^{\frac{2z}{t} \int_{s}^{z} \lambda_j^z(r)dr} ds \right| \leq C_1 e^{\frac{2}{t_1}}, \quad \forall \epsilon > 0.
\]

(20)

According to Corollary 5, it is enough to prove that there exist \( t_1 \) and \( W \) as above such that

\[
|\tilde{\lambda}_z(t)| > c, \quad \forall z \in W, t \in [t_1, 1] \setminus \{t_2\},
\]

where \( c > 0 \) is independent of \( z \in W \). Notice that

\[
\lambda_z(t) = |z - m(u(t))u(t)|\sqrt{h_1(u(t), v(t), z)^2 + h_2(u(t), v(t), z)^2}.
\]

By hypothesis (C), \( u(1) = \dot{u}(1) = 0 \) and \( \ddot{u}(1) = 0 \). Hence,

\[
\frac{d}{dt}(z - m(u(t))u(t)) \bigg|_{t=1} = 0, \quad \frac{d^2}{dt^2}(z - m(u(t))u(t)) \bigg|_{t=1} = (z - m(0))\ddot{u}(1),
\]

and, in particular, for \( z = 0 \) we have

\[
\lim_{z \to 0} \left| \frac{d^2}{dt^2} \lambda_z(t) \right|_{t=1} = |m(0)\ddot{u}(1)| > 0.
\]

Inequality (21), and hence the required local estimate (20), follow by a continuity argument. Notice that, up to restricting \( W \) or increasing \( t_1 \), we can assume that \( \{t_z \mid z \in W \cap [z_0, 0]\} = \{t_1, 1\} \).

Let us now extend (20) to \( z \in [z_0, z_1] \) and \( t \in [0, 1] \). For \( z \in [0, z_1] \setminus W \), there exists \( c_1 > 0 \) (independent of \( z \)) such that \( |\lambda_0^z(t)| > c_1 > 0 \) for every \( t \in [0, 1] \). Hence, by applying Lemma A.4, we have \( |\int_{t_1}^{t} e^{\frac{2z}{t} \int_{s}^{z} \lambda_j^z(r)dr} ds| \leq C_1 e^{\frac{2}{t_1}}, \) where \( C_1 > 0 \) is independent of \( (t, z) \in (0, 1) \times ([z_0, z_1] \setminus W) \).

For every \( z \) in \([z_0, 0]\) we have \( \lambda_j^z(t_2) \neq 0 \). By continuity of the applications \( z \mapsto t_2 \) and (t, z) \( \mapsto \lambda_j^z(t) \), there exist \( c_2 > 0 \) such that \( |\lambda_j^z(t)| > c_2 > 0 \) for every \( z \in [z_0, 0] \) such that \( t_z \leq (t_1 + 1)/2 \) and every \( t \in [t_z - \alpha, t_z + \alpha] \). By continuity of the application \((t, z) \mapsto \lambda_j^z(t)\), moreover, we get the existence of \( c_3 > 0 \) such that \( |\lambda_j^z(t)| > c_3 > 0 \) for every \( z \in [z_0, 0] \setminus W \) and every \( t \in [0, 1] \\setminus [t_z - \alpha, t_z + \alpha] \), also for every \( z \in [z_0, 0] \setminus W \) and every \( t \in [0, 1] \\setminus [t_z - \alpha, t_z + \alpha] \).

For \( z \in [z_0, 0] \setminus W \) and \( t \in [0, 1] \), we write

\[
\int_{0}^{t} e^{\frac{2z}{t} \int_{s}^{z} \lambda_j^z(r)dr} ds = \int_{[0,t] \cap [0,t_1 - \alpha]} e^{\frac{2z}{t} \int_{s}^{z} \lambda_j^z(r)dr} ds + \int_{[0,t] \cap [t_z - \alpha, t_z + \alpha]} e^{\lambda_j^z(t_1 + \alpha)} dr ds + \int_{[0,t] \cap [t_1 + \alpha, 1]} e^{\frac{2z}{t} \int_{s}^{z} \lambda_j^z(r)dr} ds,
\]

and we conclude, up a change of time variable, by applying Corollary 5 (on \([0, t] \cap [t_1 - \alpha, t_1 + \alpha]\), with \( k = 2 \)) and Lemma A.4 (on \([0, t] \cap [0, t_1 - \alpha] \) and \([0, t] \cap [t_1 + \alpha, 1]\)).

We conclude similarly for \( z \in W \cap [z_0, 0] \), by splitting \([0, 1]\) in the intervals \([0, \min(t_1, t_z - \alpha)], [\min(t_1, t_z - \alpha), t_1], \) and \([t_1, 1]\) and by applying Corollary 5, Lemma A.4, and (20).

Proposition 21 and 22 allow us to apply Theorem 5.1 and deduce the following ensemble adiabatic approximation result.
Theorem 5.3 (Semi-conical case). Let \((u, v)\) be a regular \(C^\infty\) control path satisfying condition \((C)\). Let \(\psi_0^z\) be the solution of Equation (15), where \(\psi_0^z = \phi^z_\eta(u(0), v(0))\) for every \(z \in (z_0, z_1]\) and \(\psi_0^z = \lim_{t \to 0^+} \phi^z_\eta(u(t), v(t))\).

Set
\[
T_z(z) = |(\psi_0^z(1), \phi^z_\eta(u(1), v(1)))|.
\]

Then
\[
\lim_{\epsilon \to 0} T_{\epsilon}(z) = \left\{ \begin{array}{ll}
0 & \text{if } z \in [0, z_1] \cup \{z_0\}, \\
1 & \text{if } z \in (z_0, 0),
\end{array} \right.
\]

the convergence being uniform w.r.t. \(z \in [z_0, z_1]\). More precisely, we have \(T_z(z) = O(\epsilon^{1/3})\) for \(z \in [0, z_1] \cup \{z_0\}\).

The dependence of \(\lim_{\epsilon \to 0} T_{\epsilon}(z)\) w.r.t. \(z\) in Equation (22) corresponds to the number of intersections of the control path with the set \(\{(u, v) \in \mathbb{R}^2 \mid f(u, v, z) = 0\}\). This number is equal to 0 for \(z \in [0, z_1]\), 1 for \(z \in (z_0, 0)\). For \(z = 0\), the intersection is semi-conical, while for \(z = z_0\), the intersection does not give rise to transition because it arises at the time \(t = 0\).

5.3. The control path \((u, v)\) exits from \(\pi(f)\). By similar arguments as those developed in [4], we get the following proposition.

Proposition 23 (Conical exit). Let \(f \in C^\infty(\mathbb{R}^3, \mathbb{R}^2)\). Let \((u_1, v_1, z_1)\) be a \(F\)-conical intersection for \(f\). Let \(N\) be a neighborhood of \((u_1, v_1, z_1)\) in \(\mathbb{R}^3\) such that \(\pi(f) \cap N\) is made of \(F\)-conical intersections only and \(\pi(Z(f) \cap N)\) is a \(C^\infty\) submanifold of \(\mathbb{R}^2\). Let \((u_0, v_0, z_0) \in Z(f) \cap N\) be such that \(z_0 < z_1\). Consider a regular \(C^3\) control path \((u(t), v(t))\) in \([0, 1]\) and a time \(t_1 \in (0, 1)\) such that \((u(0), v(0)) = (u_0, v_0), (u(t_1), v(t_1)) = (u_1, v_1), (u(t), v(t)) \in \pi(Z(f) \cap N)\) for \(t \in [0, t_1]\), and \((u(t), v(t)) \notin \pi(f)\) for \(t > t_1\). For every \(z \in \mathbb{R}\), consider \(\theta_z \in C^2([0, 1], \mathbb{R})\) and \(\lambda_z \in C^2([0, 1], \mathbb{R})\) as in Theorem 5.1. Then \((t, z) \mapsto \theta_z(t)\) and \((t, z) \mapsto \lambda_z(t)\) are uniformly bounded with respect to \((t, z) \in [0, 1] \times [z_0, z_1]\), and there exists \(c > 0\) such that for every \(z \in (z_0, z_1]\) and for every \(t\) in \([0, 1]\),
\[
\int_0^t e^{\frac{2z}{c}} \int_0^s \lambda_z(x) dx ds \leq ce^{\frac{1}{4}}, \quad \forall t > 0.
\]

Corollary 1. Let \(f, (u, v)\) as in Proposition 23. Define \(\psi_0^z\) as the solution of (15) with \(\psi_0^z = \phi^z_\eta(u(0), v(0))\) for \(z \neq 0\) and \(\psi_0^z = \lim_{t \to 0^+} \phi^z_\eta(u(t), v(t))\). Then for every \(z \in (z_0, z_1]\) and for every \(t\) in \([0, 1]\),
\[
|(\psi_0^z(1), \phi^z_\eta(u(1), v(1)))| = 1 + O(\epsilon^{1/2}).
\]

Moreover, for every \(z \leq z_0\), we have, uniformly w.r.t. \(z \in [z, z_0]\),
\[
|(\psi_0^z(1), \phi^z_\eta(u(1), v(1)))| = O(\epsilon^{1/2}).
\]

5.4. Proof of Theorem 1.3.

Proof of Theorem 1.3. Consider a \(C^4\) regular control path denoted by \((\eta(t))_{t \in [0, 1]} = (u(t), v(t))\) in \([0, 1]\) and such that \(\eta(0) = \eta(1), \eta(t_0) = (u_0, v_0), \eta(t_1) = (u_1, v_1), \eta(t) \in \pi(\gamma)\) for \(t \in [t_0, t_1]\), and \(\eta(t) \notin \pi(f)\) for \(t \notin [t_0, t_1]\). Thanks to Remark 2, for every \(z \in [z_0, z_1]\), the equation \(f(u(t), v(t), z) = 0\) has a finite number of solutions \(t \in [t_0, t_1]\), and an odd number of them correspond to conical intersections. Moreover, we can define, for every \(z \in \mathbb{R}\), \(\theta_z \in C^2([0, 1], \mathbb{R})\) and \(\lambda_z \in C^2([0, 1], \mathbb{R})\) along the path \(\eta\), as required in Theorem 5.1.
For $t \in [t_0, t_1]$, the hypothesis of non-existence of self-intersections for $\pi(\gamma)$ guarantees that we can apply the same arguments as those used in the proof of Proposition 22 for the normal form in order to get

$$\left| \int_{t_0}^{t} e^{\frac{2\pi i}{\epsilon} \int_{s}^{t} \lambda_{s}(r)dr} ds \right| \leq C \epsilon^\frac{1}{2}, \quad \forall \epsilon > 0,$$

where $C > 0$ is independent of $(t, z) \in [t_0, t_1] \times [z_0, z_1]$. Moreover by Proposition 21, $(t, z) \mapsto \dot{\theta}_z(t)$ and $(t, z) \mapsto \ddot{\theta}_z(t)$ are bounded on $[t_0, t_1] \times [z_0, z_1]$.

Under the assumptions that $z \in [z_0, z_1]$ for every $z$ and $t$ such that $(u(t), v(t), z) \in \gamma$ and that $(w_1, v_1, z_1)$ is a F-conical intersection, we can apply Proposition 23 and get that $(t, z) \mapsto \dot{\theta}_z(t)$ and $(t, z) \mapsto \ddot{\theta}_z(t)$ are uniformly bounded with respect to $(t, z) \in [t_1, 1] \times [z_0, z_1]$, and there exists $c > 0$ such that for every $z \in [z_0, z_1]$ and for every $t$ in $[t_1, 1]$, we obtain that on the whole interval $t \in [0, 1]$, $(t, z) \mapsto \dot{\theta}_z(t)$ and $(t, z) \mapsto \ddot{\theta}_z(t)$ are uniformly bounded with respect to $(t, z) \in [0, 1] \times [z_0, z_1]$, and by triangular inequality, there exists $\tilde{C} > 0$ such that for every $z \in [z_0, z_1]$ and for every $t$ in $[0, 1]$, we get the expected result by applying Theorem 5.1.

6. Extension to $n$-level systems. The goal of this section is to extend Theorem 1.3 of ensemble controllability between the eigenfunctions to the case of $n$-level systems.

6.1. Generic assumptions on $n$-level Hamiltonians and adiabatic decoupling. In this section, we show that the study of a $n$-level real Hamiltonian can be reduced locally to the study of a 2-level Hamiltonian in the adiabatic regime and that such a transformation preserves the codimension of the generic conditions expressed in Section 2.1. Such a reduction allows us to define a semi-conical intersection model for a $n$-level real Hamiltonian.

For every $H \in S_n(\mathbb{R})$ denote by $(\lambda_j(H))_{j=1}^{n}$ the spectrum of $H$, where $j \mapsto \lambda_j(H)$ is the nondecreasing sequence of eigenvalues of $H$ repeated according to their multiplicities. We write $(\phi_1(H), \ldots, \phi_n(H))$ to denote an orthonormal basis of associated eigenvectors.

Next lemma is a classical result of continuity of the spectrum (see, for instance [25]).

Lemma 6.1. Let $H_0 \in S_n(\mathbb{R})$ and $j \in \{1, \ldots, n-1\}$ be such that $\lambda_j(H_0), \lambda_{j+1}(H_0)$ are separated from the rest of the spectrum of $H_0$. Then, there exists a neighborhood $V$ of $H_0$ in $S_n(\mathbb{R})$ and a Jordan curve $c$ in $\mathbb{C}$ separating

$$\{\lambda_q(H) \mid q \in \{j, j+1\}, \ H \in V \}$$

from

$$\bigcup_{H \in V} (\text{Spectrum}(H) \setminus \{\lambda_j(H), \lambda_{j+1}(H)\}).$$
From now on, we consider \(H_0, j, c, V\) verifying Lemma 6.1. For all \(H \in V\), we consider 
\[ P_{j,j+1}(H) = \frac{1}{2\pi i} \int_c (H - \xi)^{-1} d\xi. \]
Notice that, \(P_{j,j+1}(H)\) is a real matrix because \(H\) is real. By construction of \(c, V \ni H \mapsto P_H\) is smooth. Up to reducing \(V\), for every \(H\) we can consider an orthogonal mapping \(I(H) : \mathbb{R}^2 \to \text{Im}(P_{j,j+1}(H))\) such that \(V \ni H \mapsto I(H)\) is smooth. For every \(H \in V\) define \(\pi_{j,j+1}(H) = \text{Im}(P_{j,j+1}(H))\), \(I^{-1}(H)\) as the inverse of \(I(H)\) on \(\pi_{j,j+1}(H)\) and
\[
F(H) = I^{-1}(H)HI(H) \in S_2(\mathbb{R}).
\]
Notice that \(I^{-1}(H) = \mathcal{I}(H)\).

Consider \(H \in C^\infty(\mathbb{R}^k, S_n(\mathbb{R}))\) such that \(H(0) = H_0\), and denote by \(W\) a neighborhood of \(0\) in \(\mathbb{R}^k\) such that \(H(u) \in V\) for every \(u \in W\). Define \(h \in C^\infty(\mathbb{R}^k, S_2(\mathbb{R}))\) such that for every \(u \in W\), \(h(u) = (F \circ H)(u)\). We say that \(h\) is a reduced Hamiltonian for \(H\). Notice that if \(\phi \in C^2\) is an eigenvector of \(h(u)\) associated with the eigenvalue \(\lambda \in \mathbb{R}\) then \(I(H(u))\phi\) is an eigenvector of \(H(u)\) associated with the same eigenvalue \(\lambda\). We deduce from this, as it has been already used in [4], that the regularity of the eigenpairs of \(H\) with respect to \(u \in W\) can be deduced from the regularity of those of \(h\).

**Proposition 24.** \(F\) is a submersion from \(V\) to \(S_2(\mathbb{R})\).

**Proof.** Consider \(A \in V\). Define \(\psi_1 = I(A)e_1, \psi_2 = I(A)e_2\) where \((e_1, e_2)\) is the canonical basis of \(C^2\).

- Define \(H = h_{11}\psi_1^t\psi_1 + h_{22}\psi_2^t\psi_2 + h_{12}\psi_1^t\psi_2 + h_{12}\psi_2^t\psi_1\) with \(h_{11}, h_{22}, h_{12} \in \mathbb{R}\).
  - By direct computations, we get
    \[
    \mathcal{I}(A)HI(A) = \begin{pmatrix} h_{11} & h_{12} \\ h_{12} & h_{22} \end{pmatrix}.
    \]
  - Hence, the application \(S_n(\mathbb{R}) \ni H \mapsto \mathcal{I}(A)HI(A) \in S_2(\mathbb{R})\) is surjective.
- For \(H \in S_n(\mathbb{R})\) such that \(A + H \in V\),
  \[
  F(A + H) = \mathcal{I}(A + H)(A + H)I(A + H) = F(A) + \mathcal{I}(A)HI(A) + \mathcal{I}(A)DI_A(H)AI(A) + \mathcal{I}(A)ADI_A(H) + o(H).
  \]
  - Hence, \(\forall H \in S_n(\mathbb{R}),\)
    \[
    DF_A(H) = \mathcal{I}(A)HI(A) + \mathcal{I}(A)DI_A(H)AI(A) + \mathcal{I}(A)ADI_A(H).
    \]
  - Let us consider \(H = h_{11}\psi_1^t\psi_1 + h_{22}\psi_2^t\psi_2 + h_{12}\psi_1^t\psi_2 + h_{12}\psi_2^t\psi_1\). Then, we have
    \[
    DF_A(H) = \mathcal{I}(A)HI(A).
    \]
  - Hence, \(F\) is a submersion. \(\square\)

Using classical facts on the composition of \(k\)-jets (see [24]), we obtain the following result.

**Proposition 25.** Consider \(\mathcal{F} : J^2(W, S_n(\mathbb{R})) \to J^2(W, S_2(\mathbb{R}))\) such that for every \(u \in W, j^2(h)(u) = \mathcal{F}(j^2(H)(u))\). Then \(\mathcal{F}\) is a submersion.

It follows that if \(S\) is a codimension \(q\) smooth submanifold of \(J^2(W, S_2(\mathbb{R}))\), then \(\mathcal{F}^{-1}(S)\) is a codimension \(q\) smooth submanifold of \(J^2(W, S_n(\mathbb{R}))\). This can be used to deduce generic properties for \(H \in C^\infty(W, S_n(\mathbb{R}))\) from generic properties for \(h \in C^\infty(W, S_2(\mathbb{R}))\).
6.2. Adiabatic decoupling. We present here some results of adiabatic decoupling, adapted from [31].

**Theorem 6.2** (Adiabatic decoupling). Consider a Hamiltonian \( H \in C^\infty(\mathbb{R}^k, S_n(\mathbb{R})) \) and \( j \in \{1, \ldots, n-1\} \) such that

\[
\{\lambda_q(H(u)) \mid q \in \{j, j+1\}\}
\]

is separated from

\[
\text{Spectrum}(H(u)) \setminus \{\lambda_q(H(u)) \mid q \in \{j, j+1\}\}
\]

for \( u \) in a neighborhood \( W \) of 0 in \( \mathbb{R}^k \). Define, for every \( u \in W \), \( I(H(u)) \) and \( h(u) \) as in Section 6.1. Consider a \( C^2 \) regular path \( u : [0, 1] \to W \) such that there exist \( t \in \mathbb{N} \) and \( C^\ell \) functions \( \Lambda_j, \Lambda_{j+1} : [0, 1] \to \mathbb{R} \) such that for every \( t \in [0, 1] \), \( \{\Lambda_j(t), \Lambda_{j+1}(t)\} = \{\lambda_j(H(u(t))), \lambda_{j+1}(H(u(t)))\} \) and that \( h \) admits \( C^2 \) eigenvectors along \( u \).

Assume that there exists \( c > 0 \) such that

\[
\left| \int_0^1 e^{\int_0^x (\Lambda_{j+1}(s) - \Lambda_j(s)) ds} dx \right| \leq cc^{1/\varepsilon}, \quad \forall t \in [0, 1].
\]  

(23)

Let \( \tilde{\psi}_0 \in \mathbb{C}^2 \). Then the solutions \( \psi_\varepsilon \) and \( \tilde{\psi}_\varepsilon \) of, respectively,

\[
i \frac{d\psi}{dt} = H(u(\varepsilon t))\psi, \quad \psi(0) = I(H(u(0)))\tilde{\psi}_0,
\]

and

\[
i \frac{d\tilde{\psi}}{dt} = h(u(\varepsilon t))\tilde{\psi}, \quad \tilde{\psi}(0) = \tilde{\psi}_0,
\]

are such that \( \psi_\varepsilon(1/\varepsilon) \) is \( O(\varepsilon^{1/\varepsilon}) \)-close to \( I(H(u(1)))\tilde{\psi}_\varepsilon(1/\varepsilon) \).

**Proof.** Define for \( q \in \{1, 2\} \), and for every \( u \in W \), \( \psi_q(u) = I(H(u))e_q \), where \((e_1, e_2)\) is the canonical basis of \( \mathbb{C}^2 \). For \( \tau \in [0, 1] \), define

\[
B(\tau) = \begin{pmatrix}
0 & \langle \dot{\psi}_j(u(\tau)), \psi_{j+1}(u(\tau)) \rangle \\
\langle \dot{\psi}_j(u(\tau)), \psi_{j}(u(\tau)) \rangle & 0
\end{pmatrix}.
\]

Let \( \psi_\varepsilon^{\text{eff}}(t) \) be the solution for \( t \in [0, \frac{1}{\varepsilon}] \), of

\[
i \frac{d\psi_\varepsilon^{\text{eff}}}{dt}(t) = (h(u(\varepsilon t)) - \iota \varepsilon B(\varepsilon t)) \psi_\varepsilon^{\text{eff}}(t),
\]  

(24)

with \( \psi_\varepsilon^{\text{eff}}(0) = \tilde{\psi}_0 \).

By [31, Theorem 1.4], there exists \( C > 0 \), such that, for every \( t \in [0, \frac{1}{\varepsilon}] \),

\[
\|\psi_\varepsilon(t) - I(h(u(\varepsilon t)))\psi_\varepsilon^{\text{eff}}(t)\| \leq C\varepsilon, \quad \forall \varepsilon > 0.
\]

Under the assumptions of the theorem, we can consider a \( C^2 \) basis of eigenvectors of \( h \) along \( u \). Hence, by the same arguments as those used in Section 4.1 in order to prove Theorem 4.1, there exists \( c > 0 \) such that, for every \( t \in [0, \frac{1}{\varepsilon}] \),

\[
\|\tilde{\psi}_\varepsilon(t) - \psi_\varepsilon^{\text{eff}}(t)\| \leq cc^{1/\varepsilon}, \quad \forall \varepsilon > 0.
\]

We get the expected result by triangular inequality. \( \square \)

In the ensemble case, using estimates that are uniform with respect to the parameter \( z \), we get the following extension of Theorem 6.2.

**Theorem 6.3** (Adiabatic decoupling for parametric systems). Consider a Hamiltonian \( H \in C^\infty(\mathbb{R}^{k+1}, S_n(\mathbb{R})) \) and \( j \in \{1, \ldots, n-1\} \) such that

\[
\{\lambda_q(H(u, z)) \mid q \in \{j, j+1\}\}
\]
is separated from
\[ \text{Spectrum}(H(u, z)) \setminus \{ \lambda_q(H(u, z)) \mid q \in \{ j, j+1 \} \} \]
for \( u \) in a neighborhood \( W \) of 0 in \( \mathbb{R}^k \) and \( z \in [z_0, z_1] \). Define, for every \( (u, z) \in W \times [z_0, z_1], I(H(u, z)) \) and \( h(u, z) \) as in Section 6.1. Consider a \( C^2 \) regular path \( u : [0, 1] \to W \) and \( \tilde{\psi}_0^z \in C^2 \), for every \( z \in [z_0, z_1] \). Let \( \ell \in \mathbb{N} \) and assume that for every \( z \in [z_0, z_1] \), there exist \( C^\ell \) functions \( \Lambda_j, \Lambda_{j+1} : [0, 1] \to \mathbb{R} \) such that for every \( t \in [0, 1] \), \( \{ \Lambda_j(t), \Lambda_{j+1}(t) \} = \{ \lambda_j(u(t)), \lambda_{j+1}(u(t)) \} \) and that, for every \( z \in [z_0, z_1] \), \( h(u(\cdot), z) \) admits \( C^2 \) eigenvectors \( \Phi_j^z, \Phi_{j+1}^z \) such that \( (t, z) \mapsto \frac{d\Phi_j^z(t)}{dt} \) and \( (t, z) \mapsto \frac{d^2\Phi_j^z(t)}{dt^2} \) are bounded uniformly with respect to \( (t, z) \in [0, 1] \times [z_0, z_1] \), for every \( q \in \{ j, j+1 \} \). Assume that there exists \( c > 0 \) such that
\[
\left| \int_0^1 e^{i \int_0^t (\Lambda_{j+1}(x) - \Lambda_j(x)) dx} ds \right| \leq ce^{rt}, \quad \forall t \in [0, 1], \quad \forall z \in [z_0, z_1]. \tag{25}
\]
Then the solutions \( \psi_z^0 \) and \( \tilde{\psi}_0^z \) of, respectively,
\[
i \frac{d\psi_z}{dt} = H(u(\ell t))\psi_z, \quad \psi_z(0) = I(H(u(0)), z)\tilde{\psi}_0^z,
\]
and
\[
i \frac{d\tilde{\psi}_z}{dt} = h(u(\ell t), z)\tilde{\psi}_z, \quad \tilde{\psi}_z(0) = \tilde{\psi}_0^z,
\]
are such that \( \psi_z(1/\epsilon) \) is \( O(\epsilon^{r/2}) \)-close to \( I(H(u(1)), z)\tilde{\psi}_z(1/\epsilon) \), uniformly w.r.t. \( z \in [z_0, z_1] \).

6.3. Semi-conical intersections for \( n \)-level quantum systems. Consider a Hamiltonian \( H \in C^\infty(\mathbb{R}^k, S_n(\mathbb{R})) \) and \( j \in \{ 1, \ldots, n-1 \} \) such that
\[
\{ \lambda_q(H(u)) \mid q \in \{ j, j+1 \} \}
\]
is separated from
\[
\text{Spectrum}(H(u)) \setminus \{ \lambda_q(H(u)) \mid q \in \{ j, j+1 \} \}
\]
for \( u \) in a neighborhood \( W \) of 0 in \( \mathbb{R}^k \). Define, for every \( u \in W, I(H(u)) \) and \( h(u) \) as in Section 6.1. Define for \( q \in \{ 1, 2 \} \) and for every \( u \in W, \psi_q(u) = I(H(u))e_q \), where \((e_1, e_2)\) is the canonical basis of \( \mathbb{C}^2 \). Then we have the identity
\[
h(u) = \begin{pmatrix}
\langle \psi_1(u), H(u)\psi_1(u) \rangle & \langle \psi_1(u), H(u)\psi_2(u) \rangle \\
\langle \psi_2(u), H(u)\psi_1(u) \rangle & \langle \psi_2(u), H(u)\psi_2(u) \rangle
\end{pmatrix}.
\]

Definition 6.4. By removing the trace of \( H(u) \), define the reduced zero-trace Hamiltonian of \( H \) as, for every \( u \in W \),
\[
h_{\text{red}}(u) = \begin{pmatrix} f_1(u) & f_2(u) \\ f_2(u) & -f_1(u) \end{pmatrix},
\]
with
\[
f_1(u) = \frac{1}{2} \left( \langle \psi_1(u), H(u)\psi_1(u) \rangle - \langle \psi_2(u), H(u)\psi_2(u) \rangle \right),
\]
\[
f_2(u) = \langle \psi_1(u), H(u)\psi_2(u) \rangle.
\]
Assume \( k = 2 \). By a slight abuse of notations, write \( u := (u, v) \in U \), where \( U \) is a connected open neighborhood of the origin in \( \mathbb{R}^2 \).

Next proposition, which follows by direct computations, states that conicity properties do not depend on the choice of the unitary transformation \( I(H(u, v)) : \mathbb{C}^2 \to \text{Im}(P_{j,j+1}(H(u, v))) \).
Proposition 26. Let \( f \in C^\infty(U, \mathbb{R}^2) \) and \( R \in C^\infty(U, O_2(\mathbb{R})) \). Define \( \tilde{f} \in C^\infty(U, \mathbb{R}^2) \) such that \( H_{\tilde{f}}(u,v) = R(u,v)H_f(u,v)R(u,v) \) for every \((u,v)\) in \(U\). Then

- 0 is conical for \( f \) if and only if 0 is conical for \( \tilde{f} \);
- 0 is semi-conical for \( f \) if and only if 0 is semi-conical for \( \tilde{f} \). Moreover, their non-conical directions are the same.

Similarly, one can show that in the ensemble case, F-conical intersections and F-semi-conical intersections are invariant under such an orthogonal mapping, possibly depending on the parameter \( z \). We define semi-conical intersections of eigenvalues for \( H(\cdot) \in C^\infty(U, S_n(\mathbb{R})) \) and F-conical (respectively F-semi-conical intersections) for \( H(\cdot) \in C^\infty(U \times \mathbb{R}, S_n(\mathbb{R})) \) (see Section 8 for precise definitions of these notions for two level systems) as follows.

Definition 6.5. Let \( j \in \{1, \ldots, n-1\} \).

- We say that \((\bar{u}, \bar{v}) \in U \) is a semi-conical intersection for \( H \in C^\infty(U, S_n(\mathbb{R})) \) between the levels \( j \) and \( j+1 \) if and only if there exists a unitary mapping \( I(H(u,v)) : \mathbb{C}^2 \to \text{Im}(P_{j,j+1}(H(u,v))) \), \( C^\infty \) with respect to \((u,v)\) \in \(U\), such that \((\bar{u}, \bar{v})\) is a semi-conical intersection for the associated reduced Hamiltonian \( h_{\text{red}} \in C^\infty(U, S_2(\mathbb{R})) \).
- We say that \((\bar{u}, \bar{v}, \bar{z}) \in U \times \mathbb{R} \) is a F-conical (respectively F-semi-conical) intersection for \( H \in C^\infty(U \times \mathbb{R}, S_n(\mathbb{R})) \) between the levels \( j \) and \( j+1 \) if and only if there exists a unitary mapping \( I(H(u,v,z)) : \mathbb{C}^2 \to \text{Im}(P_{j,j+1}(H(u,v,z))) \), \( C^\infty \) with respect to \((u,v,z)\) \in \(U \times \mathbb{R}\), such that \((\bar{u}, \bar{v}, \bar{z})\) is a F-conical (respectively F-semi-conical) intersection for the associated reduced Hamiltonian \( h_{\text{red}} \in C^\infty(U \times \mathbb{R}, S_2(\mathbb{R})) \).

By Proposition 25, we get that F-conical intersections and F-semi-conical intersections as defined in Definition 6.5 are generic for \( H \in C^\infty(\mathbb{R}^3, S_n(\mathbb{R})) \) endowed with the Whitney topology.

Remark 9. For \( j \in \{1, \ldots, n-1\} \) set \( Z_j = \{(u,v,z) \in U \times \mathbb{R} | \lambda_j(u,v,z) = \lambda_{j+1}(u,v,z)\} \). By Definition 6.5, we have the expected result (see Proposition 4 for the same property for two-level systems) that if \((\bar{u}, \bar{v}, \bar{z})\) is a F-semi-conical intersection between the levels \( j \) and \( j+1 \), then \( Z_j \) is tangent to the plane \( z = \bar{z} \) at the point \((\bar{u}, \bar{v}, \bar{z})\), and, considering a local smooth and regular parametrization \((u(t), v(t), z(t))_{t \in [0,1]} \) of \( Z_j \) and \( \bar{t} \in [0,1] \) such that \((u(\bar{t}), v(\bar{t}), z(\bar{t})) = (\bar{u}, \bar{v}, \bar{z})\), we have \( \dot{z}(\bar{t}) = 0 \) and \( \ddot{z}(\bar{t}) \neq 0 \).

6.4. Controllability result. We consider the controlled Schrödinger equation in \( \mathbb{C}^n \), \( n \in \mathbb{N} \),

\[
i \frac{d\psi(t)}{dt} = H(u(t), v(t), z)\psi(t) .
\]

(26)

Definition 6.6. Let \( z_0, z_1 \in \mathbb{R} \). We say that system (26) is ensemble approximately controllable between eigenstates if for every \( \epsilon > 0 \), \( j,k \in \{1, \ldots, n\} \), and \((u_0, v_0), (u_1, v_1) \in U \) such that \( \lambda_j(u_0, v_0, z) \) and \( \lambda_k(u_0, v_0, z) \) are simple for every \( z \in [z_0, z_1] \), there exists a control \((u(\cdot), v(\cdot)) \in L^\infty([0,T], U)\) such that for every \( z \in [z_0, z_1] \) the solution of (26) with initial condition \( \psi^0 = \phi_k^0(u_0, v_0) \) satisfies

\[
\|\psi^z(T) - e^{i\theta} \phi_k^0(u_1, v_1)\| < \epsilon \text{ for some } \theta \in \mathbb{R} \text{ (possibly depending on } z \text{ and } \epsilon) .
\]

For \( j \in \{1, \ldots, n-1\} \), let us denote by \( \gamma_j \) the set \( \{(u,v,z) \in U \times [z_0, z_1] | \lambda_j(u,v,z) = \lambda_{j+1}(u,v,z)\} \). Let, moreover, \( \gamma_0 = \gamma_n = \emptyset \). Denote by \( \pi \) the projection \( \pi : (u,v,z) \mapsto (u,v) \).
Assumption A. There exists a connected component \( \tilde{\gamma}_j \) of \( \tilde{\gamma}_j \) such that

- \( \tilde{\gamma}_j \) is a one-dimensional submanifold of \( \mathbb{R}^3 \) made of F-conical intersections and F-semi-conical intersections only;
- There exist \((u_0, v_0) \in U \) and \((u_1, v_1) \in U \) such that \((u_0, v_0, z_0), (u_1, v_1, z_1) \in \tilde{\gamma}_j \) are F-conical intersections for \( H \);
- \( \pi(\tilde{\gamma}_j) \) is a \( C^\infty \) embedded curve of \( \mathbb{R}^2 \) without self-intersections, which is contained in \( U \setminus (\pi(\gamma_{j-1}) \cup \pi(\gamma_{j+1})) \).

Using the control strategy proposed in Theorem 1.3 and the result of adiabatic decoupling proposed in Theorem 6.3, we get the following result.

**Theorem 6.7.** Consider a \( C^\infty \) map \( U \times [z_0, z_1] \ni (u, v, z) \mapsto H(u, v, z) \in S_n(\mathbb{R}) \). Let assumption A. be satisfied for every \( j \in \{1, \ldots, n-1\} \). Then system (26) is ensemble approximately controllable between eigenstates.

**Appendix A. Averaging theorems and estimates of oscillatory integrals.**

The following theorem is a quantitative version in \( u(n) \) of a more general averaging result stated in [3, Lemma 8.2]. Its proof is similar to the proof of [3, Lemma 8.2] using an explicit inequality that yields the speed of convergence of order \( O(\epsilon) \).

**Theorem A.1.** Consider A and \((A_\epsilon)_{\epsilon>0} \) in \( C^0([0,1], u(n)) \) and assume that \( A_\epsilon(\tau) \) is uniformly bounded w.r.t. \((\tau, \epsilon) \). Denote the flow of the equation \( \frac{dx}{d\tau} = A(\tau)x(\tau) \) at time \( \tau \) by \( P_\tau \in U(n) \) and the flow of the equation \( \frac{dx(\tau)}{d\tau} = A_\epsilon(\tau)x(\tau) \) at time \( \tau \) by \( P_\tau^\epsilon \in U(n) \). If
\[
\int_0^\tau A_\epsilon(s)ds = \int_0^\tau A(s)ds + O(\epsilon)
\]
then
\[
P_\tau^\epsilon = P_\tau + O(\epsilon),
\]
both estimates being uniform w.r.t. \( \tau \in [0,1] \).

**Remark 10.** Notice that in [3, Lemma 8.2], the hypothesis that \( \|A_\epsilon\|_\infty \) is bounded w.r.t. \( \epsilon \) is not explicitly mentioned, but it is necessary for concluding that \( P_\tau^\epsilon \to P_\tau \) as \( \epsilon \to 0 \).

A direct consequence of Theorem A.1 is the following.

**Corollary 2 (Quantum two-level systems averaging).** Let \( v, \varphi : [0,1] \to \mathbb{R} \) be two continuous functions and, for every \( \epsilon > 0 \), denote by \( P_\tau^\epsilon \) the flow at time \( \tau \in [0,1] \) of
\[
\frac{dX}{d\tau} = \begin{pmatrix} 0 & \epsilon v(\tau) \frac{d}{d\tau} \varphi(\tau) \\ \epsilon v(\tau) e^{\frac{i}{\epsilon} \varphi(\tau)} & 0 \end{pmatrix} X(\tau).
\]
If \( \int_0^\tau v(s)e^{\frac{i}{\epsilon} \varphi(s)}ds \leq c\epsilon^q \), where \( q \) is a positive real number and \( c > 0 \) is independent of \( \epsilon, \tau \), then \( P_\tau^\epsilon \) satisfies \( P_\tau^\epsilon = \text{Id} + O(\epsilon^q) \).

We recall a classical result (see [30]) which is useful to estimate oscillatory integrals.

**Lemma A.2 (Van Der Corput).** Let \( k \in \mathbb{N} \) and \( \varphi \in C^{k+1}([a,b], \mathbb{R}) \) such that \( |\varphi^{(k)}(x)| \geq 1 \) for all \( x \in [a, b] \). Assume either that \( k \geq 2 \) or that \( k = 1 \) and \( \varphi' \) is monotone. Then
\[
\left| \int_a^b e^{i \varphi(x)/\epsilon} dx \right| \leq c_k \epsilon^{1/k},
\]
where \( c_k \) is independent of \( \varphi \) and \( \epsilon \).
In the case $k = 1$, if $\varphi'$ is not monotone we may lose the uniformity of the estimate with respect to the phase $\varphi$. However, we can recover by a direct integration by parts the following estimate.

**Lemma A.3** (The case $k = 1$). Let $\varphi \in C^2([a,b], \mathbb{R})$ such that $|\varphi'(x)| \geq 1$ for all $x \in [a,b]$. Then

$$\left| \int_a^b e^{i\varphi(x)/\epsilon} dx \right| \leq 2\epsilon + \epsilon \int_a^b \left| \frac{d}{dx} \frac{1}{\varphi'(x)} \right| dx.$$  

By integration by parts we also get the following results.

**Corollary 3.** Let $\varphi$ and $k$ be as in Lemma A.2. Let, moreover, $v \in C^1([a,b], \mathbb{R})$. Then

$$\left| \int_a^b v(x)e^{i\varphi(x)/\epsilon} dx \right| \leq c_k \epsilon^{1/k} \left[ |v(b)| + \int_a^b |v'(x)| dx \right],$$

where $c_k$ is the constant obtained in Lemma A.2.

**Corollary 4.** Let $\varphi$ be as in Lemma A.3 and consider $v \in C^1([a,b], \mathbb{R})$. Then

$$\left| \int_a^b v(x)e^{i\varphi(x)/\epsilon} dx \right| \leq c \epsilon,$$

where $c$ is independent of $\epsilon$.

**Corollary 5.** Consider an open subset $Z$ of $\mathbb{R}$ and let $k > 1$. Assume that $\varphi : [a,b] \times Z \to \mathbb{R}$ is $C^{k+1}$ w.r.t. the first variable $x \in [a,b]$, and $v : [a,b] \times Z \to \mathbb{R}$ is $C^1$ w.r.t. the first variable $x \in [a,b]$. Assume that $|\frac{\partial^k \varphi}{\partial x^k}(x,y)| \geq 1$ for all $x \in [a,b]$ and $y \in Z$. Then

$$\left| \int_a^b v(x,y)e^{i\varphi(x,y)/\epsilon} dx \right| \leq c_k \epsilon^{1/k} \left[ |v(b,y)| + \int_a^b |\frac{\partial v}{\partial x}(x,y)| dx \right],$$

where $c_k$ is the constant obtained in the Lemma A.2 (independent of $\varphi$, $y$ and $\epsilon$). If we assume that $v$ and $\frac{\partial v}{\partial x}$ are uniformly bounded on $[a,b] \times Z$, then

$$\left| \int_a^b v(x,y)e^{i\varphi(x,y)/\epsilon} dx \right| \leq d_k \epsilon^{1/k},$$

where $d_k$ depends on $v$ and is independent of $\varphi$, $y \in Z$ and $\epsilon$.

Next lemma is a direct consequence of Lemma A.3.

**Lemma A.4.** Consider a compact subset $Z$ of $\mathbb{R}$. Consider two functions $\varphi \in C^2([a,b] \times Z, \mathbb{R})$ and $v \in C^1([a,b] \times Z, \mathbb{R})$. Assume that $|\frac{\partial \varphi}{\partial x}(x,y)| \geq 1$ for all $x \in [a,b]$ and $y \in Z$. Then

$$\left| \int_a^b v(x,y)e^{i\varphi(x,y)/\epsilon} dx \right| \leq d \epsilon,$$

where $d$ depends on $v$ and $\varphi$ and is independent of $y \in Z$ and $\epsilon$. 
Appendix B. Two useful lemmas. We recall some classical results that are derived from [1, §9].

Lemma B.1. Let \( n \in \mathbb{N} \) and let \( \mathbb{R}^n \times \mathbb{R} \ni (x,y) \mapsto F(x,y) \in \mathbb{R} \) be a smooth function vanishing on the graph \( y = \eta(x) \), where \( \eta: \mathbb{R}^n \to \mathbb{R} \) is a smooth function. Then for every point \( x_0 \in \mathbb{R}^n \) there exist a neighborhood \( W \) of \( (x_0, \eta(x_0)) \) and a smooth function \( \varphi: W \to \mathbb{R} \) such that

\[
\forall (x,y) \in W, \quad F(x,y) = (y - \eta(x)) \varphi(x,y).
\]

Lemma B.2. Let \( n \in \mathbb{N} \) and let \( F: \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) be a smooth function such that \( \frac{\partial F}{\partial y} \) is vanishing on the smooth hypersurface \( y = \eta(x) \). Then for every point \( x_0 \in \mathbb{R}^n \) there exist a neighborhood \( W \) of \( (x_0, \eta(x_0)) \) that can be written as \( W = W_1 \times W_2 \) where \( W_1 \) is an open subset of \( \mathbb{R}^n \) and \( W_2 \) is an open subset of \( \mathbb{R} \), and smooth functions \( \varphi: W \to \mathbb{R} \) and \( f_0 : W_1 \to \mathbb{R} \) such that

\[
\forall (x,y) \in U, \quad F(x,y) = (y - \eta(x))^2 \varphi(x,y) + f_0(x).
\]
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