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\textbf{Abstract.} Learning-based Multi-View Stereo (MVS) methods warp source images into the reference camera frustum to form 3D volumes, which are fused as a cost volume to be regularized by subsequent networks. The fusing step plays a vital role in bridging 2D semantics and 3D spatial associations. However, previous methods utilize extra networks to learn 2D information as fusing cues, underusing 3D spatial correlations and bringing additional computation costs. Therefore, we present MVSTER, which leverages the proposed epipolar Transformer to learn both 2D semantics and 3D spatial associations efficiently. Specifically, the epipolar Transformer utilizes a detachable monocular depth estimator to enhance 2D semantics and uses cross-attention to construct data-dependent 3D associations along epipolar line. Additionally, MVSTER is built in a cascade structure, where entropy-regularized optimal transport is leveraged to propagate finer depth estimations in each stage. Extensive experiments show MVSTER achieves state-of-the-art reconstruction performance with significantly higher efficiency: Compared with MVSNet and CasMVSNet, our MVSTER achieves 34\% and 14\% relative improvements on the DTU benchmark, with 80\% and 51\% relative reductions in running time. MVSTER also ranks first on Tanks&Temples-Advanced among all published works. Code is available at \url{https://github.com/JeffWang987/MVSTER}.
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\section{Introduction}

Given multiple 2D RGB observations and camera parameters, Multi-View Stereo (MVS) aims to reconstruct the dense geometry of the scene. MVS is a fundamental task in 3D computer vision, with applications ranging from autonomous navigation to virtual/augmented reality. Despite being extensively studied by traditional geometric methods \cite{19,43,50,58} for years, MVS is still challenged
by unsatisfactory reconstructions under conditions of illumination changes, non-Lambertian surfaces and textureless areas [28,44].

Recent researches [65,66] have relieved the aforementioned problems via learning-based methods. Typically, they extract image features through 2D Convolutional Neural Networks (CNN). Then, source features are warped into reference camera frustum to form source volumes, which are fused as a cost volume to produce depth estimations. Fusing source volumes is an essential step in the whole pipeline and many MVS approaches [65,70,57,53,68] put efforts into it. The core of the fusing step is to explore correlations between multi-view images. MVSNet [65] follows the philosophy that various images contribute equally to the 3D cost volume, and utilizes variance operation to fuse different source volumes. However, such fusing method ignores various illumination and visibility conditions of different views. To alleviate this problem, [53,14,20] enrich 2D feature semantics via Deformable Convolution Network (DCN) [12], and [68,70] leverage extra networks to learn per-pixel weights as a guidance for fusing multi-view features. However, these methods introduce onerous network parameters and restrict efficiency. Besides, they only concentrate on 2D local similarities as a criteria for correlating multiple views, neglecting depth-wise 3D associations, which could lead to inconsistency in 3D space [25].

Therefore, in this paper, we explore an efficient approach to model 3D spatial associations for fusing source volumes. Our intuition is to learn 3D relations from data itself, without introducing extra learning parameters. Recent success in attention mechanism prompts that Transformer [51] is appropriate for modeling 3D associations. The key advantage of Transformer is it leverages cross-attention to build data-dependent correlations, introducing minimal learnable parameters. Besides, compared with CNN, Transformer has expanded receptive field, which is more adept at constructing long-range 3D relations. Therefore, we propose the epipolar Transformer, which efficiently builds multi-view 3D correlations along the epipolar line. Specifically, we firstly leverage an auxiliary monocular depth estimator to enhance the 2D semantics of the query feature. The auxiliary branch guides our network to learn depth-discriminative features, and it can be detached after training, which brings no extra computation cost. Subsequently, cross-attention is utilized to model 3D associations explicitly from features on epipolar lines, without introducing sophisticated networks. Additionally, we formulate the depth estimation as a depth-aware classification problem and solve it with entropy-regularized optimal transport [38], which propagates finer depth maps in a cascade structure.

Owing to the epipolar Transformer, MVSTER obtains enhanced reconstruction results with fewer depth hypotheses. Compared with MVSNet [65] and CasMVSNet [23], our method reduces 88% and 73% relative depth hypotheses, making 80% and 51% relative reduction in running time, yet obtaining 34% and 14% relative improvements on the DTU benchmark, respectively. Besides, our method ranks first among all published works on Tanks&Temples-Advanced. The main technique contributions are four-fold as follows:
- We propose a novel end-to-end Transformer-based method for multi-view stereo, named MVSTER. It leverages the proposed epipolar Transformer to efficiently learn 3D associations along epipolar line.
- An auxiliary monocular depth estimator is utilized to guide the query feature to learn depth-discriminative information during training, which enhances feature semantics yet brings no efficiency compromises.
- We formulate depth estimation as a depth-aware classification problem and solve it with the entropy-regularized optimal transport, which produces finer depth estimations propagated in the cascade structure.
- Extensive experiments on DTU, Tanks&Temples, BlendedMVS, and ETH3D show our method achieves superior performance with significantly higher efficiency than existing methods.

2 Related Work

**Learning-based MVS** With the rapid progress of deep learning in 3D perception [39,75,40,46,26,35,16,33], the MVS community is gradually dominated by learning-based methods [65,66,61,53,57,34,23,68]. They achieve better reconstruction results than traditional methods [19,43,5,18,50]. Learning-based MVS approaches project source images into reference camera frustum to form multiple 3D volumes, which are fused through variance operation [65,66,61,23,63,8]. Such a fusing method follows the philosophy that the feature volumes from various source images contribute equally [65], neglecting heterogeneous illumination and scene content variability [68]. To remedy the aforementioned problem, PVA-MVSNet [68] proposes a self-adaptive view aggregation module to learn the different significance in source volumes. Vis-MVSNet [70] computes pixel-visibility to represent matching quality, which serves as a volume fusing weight. AA-RMVSNet [57] leverages expensive DCNs [12] to enhance intra-view semantics, and it aggregates inter-view with pixel-wise weight. However, these methods use CNN-based module aggregating local features as fusing guidance, which lacks long-range 3D associations and thus restricts their performance under challenging conditions. Besides, such aggregation modules bring extra computation cost burdening the network. In contrast, the proposed epipolar Transformer learns both 2D semantics and 3D spatial relations from data itself, without bringing onerous network parameters.

**Transformers in 3D Vision** Transformers [51,2,49,13,42] find their initial applications in natural language processing and have drawn attention from computer vision community [15,32,6,62,7,54,74]. In tasks for 3D vision, BEVerse [72] and SurroundDepth [56] uses view Transformer to build correlations between images from different views. STTR [30] formulates stereo depth estimation as a sequence-to-sequence correspondence problem that is optimized by self-attention and cross-attention. Recently, Transformer extends its application to MVS. LANet [71], TransMVSNet [14] introduces an attention mechanism
extracting dense features with global contexts, which expands the network receptive field. However, these methods densely correlate each pixel within 2D feature maps, which makes significant efficiency compromises. On the contrary, our epipolar Transformer leverages geometric knowledge, restricting attention associations within the epipolar line, which significantly reduces dispensable feature correlations and makes our pipeline more efficient. Besides, MVSTER only leverages the essential cross-attention of Transformer [51], without introducing sophisticated architecture (i.e., position encoding, Feedforward Neural Network (FNN) and self-attention), which further boosts efficiency.

**Auxiliary Task Learning** Auxiliary branch learning is demonstrated effective in multiple vision tasks [24,73,36,41]. In general, the auxiliary tasks are selected to be positively related to the main task, thus taking effect during training. In addition, the branch can be discarded after training, bringing no burden during inference. ManyDepth [55] is a self-supervised monocular depth estimator, utilizing MVS cost volume as an auxiliary branch, which enhances estimation reliability. This inspires us that MVS assists monocular depth estimation, and vice versa. Therefore, an auxiliary monocular depth estimation branch is leveraged in MVSTER to learn depth-discriminative features.

3 Method

![Fig. 1. MVSTER architecture. MVSTER firstly extracts features via FPN, then the multi-view features are aggregated by the epipolar Transformer, where the auxiliary branch makes monocular depth estimation to enhance context. Subsequently, the aggregated feature volume is regularized by 3D CNNs, producing depth estimations. Finally, optimal transport is utilized to optimize the predicted depth.](image)

In this section, we give a detailed description of MVSTER. The network architecture is illustrated in Fig. 1. Given a reference image and its corresponding source images, we firstly extract 2D multi-scale features using Feature Pyramid
Network (FPN) [31]. Source image features are then warped into reference camera frustum to construct source volumes via differentiable homography (Sec. 3.1). Subsequently, we leverage the epipolar Transformer to aggregate source volumes and produce the cost volume, which is regularized by lightweight 3D CNNs to make depth estimations (Sec. 3.2). Our pipeline is further built in a cascade structure, propagating depth map in a coarse to fine manner (Sec. 3.3). To reduce erroneous depth hypotheses during depth propagating, we formulate depth estimation as a depth-aware classification problem and optimize it with optimal transport. Finally, the network losses are given (Sec. 3.4).

### 3.1 2D Encoder and 3D Homography

Given a reference image $I_i = 0 \in \mathbb{R}^{H \times W \times 3}$ and its neighboring source images $I_i = 1, \ldots, N - 1 \in \mathbb{R}^{H \times W \times 3}$, the first step is to extract the multi-scale 2D features of these inputs. A FPN-like network is applied, where the images are downsampled $M$ times to build deep features $F_{k=0, \ldots, M-1}^i \in \mathbb{R}^{H_k \times W_k \times C_k}$. The scale $k=0$ denotes the original size of images. The subsequent formulations can be generalized to a specific scale $k$, so $k$ is omitted for simplicity.

Following previous learning-based methods [65,66,53,14], we utilize plane sweep stereo [10] that establishes multiple front-to-parallel planes in the reference view. Specifically, equipped with camera intrinsic parameters $\{K_i\}_{i=0}^{N-1}$ and transformations parameters $\{[R_{0,i}|t_{0,i}]\}_{i=1}^{N-1}$ from source views to reference view, source features can be warped into the reference camera frustum:

$$p_{s_{i,j}} = K_i \cdot (R_{0,i} \cdot (K_0^{-1} \cdot p_r \cdot d_j) + t_{0,i})$$  \hspace{1cm} (1)

where $d_j$ denotes $j$-th hypothesized depth of pixel $p_r$ in the reference feature, and $p_{s_{i,j}}$ is the corresponding pixel in the $i$-th source features. After the warping operation, $N-1$ source volumes $\{V_i\}_{i=1}^{N-1} \in \mathbb{R}^{H \times W \times C \times D}$ are constructed, where $D$ is the total number of hypothesized depths.

### 3.2 Epipolar Transformer

Next, we introduce the epipolar Transformer to aggregate source volumes from different views. The original attention function in Transformer [51] can be described as mapping a query and a set of key-value pairs to an output. Similarly, in the proposed epipolar Transformer, the reference feature is leveraged as the user query to match source features (keys) along the epipolar line, thus enhancing the corresponding depth value. Specifically, we enrich the reference query via an auxiliary task of monocular depth estimation. Subsequently, cross-attention computes associations between query and source volumes under epipolar constraint, generating attention guidance to aggregate the feature volumes from different views. The aggregated features are then regularized by lightweight 3D CNNs. In the following, we firstly give details about the query construction, then elaborate on the epipolar Transformer guided feature aggregation. Finally, the lightweight regularization strategy is given.
Query Construction

As aforementioned, we deem the reference feature as a query for the epipolar Transformer. However, features extracted by shallow 2D CNNs become less discriminative at non-Lambertian and low-texture regions. To remedy this problem, [53,14,57,20] utilize expensive DCNs [12] or ASPP [47] to enrich features. In contrast, we propose a more efficient way to enhance our query: building an auxiliary monocular depth estimation branch to regularize the query and learn depth-discriminative features.

A common decoder [22] used in the monocular depth estimation task is applied in our auxiliary branch. Given multi-scale reference features $F_k^0, \ldots, F_{k-1}^M$ that are extracted via FPN, we expand a low resolution feature map through interpolation, and concatenate it with the subsequent scale feature. The aggregated feature maps are fed into regression head [22,21] to make monocular depth estimations:

$$M_k = \Phi(I(F_k^0), F_k^{k+1}),$$

where $\Phi(\cdot)$ is monocular depth decoder, $I(\cdot)$ is the interpolation function and $[\cdot, \cdot]$ denotes concatenation operation. Subsequently, the monocular depth estimation is repeated for queries with different scales. Notably, such auxiliary branch is only used in the training phase, guiding our network to learn depth-aware features.

Epipolar Transformer Guided Aggregation

The aggregation pipeline is depicted in Fig. 2(a), which aims at building 3D associations of the query feature. However, depth-wise 3D spatial information is not explicitly delivered by the 2D query feature map, so we firstly restore the depth information via homography warping. According to the warping operation in Equation (1), the hypothesized depth locations of query feature $p_r$ are projected onto the source image epipolar line, resulting in the source volume features $\{p_{s,i,j}\}_{j=0}^{D-1}$, which are regarded as the keys for the epipolar Transformer. Consequently, the key features along the epipolar line are leveraged to construct depth-wise 3D associations of the query feature, which is implemented with the cross-attention operation:

$$w_i = \text{softmax}\left(\frac{v_i^T p_r}{t_e \sqrt{C}}\right),$$

where $v_i \in \mathbb{R}^{C \times D}$ is calculated by stacking $\{p_{s,i,j}\}_{j=0}^{D-1}$ along depth dimension, $t_e$ is the temperature parameter, and $w_i$ is the attention correlating query and keys. We visualize an example of real images in Fig. 2(b), where the attention focuses on the most matched location on the epipolar line.

The calculated attention $w_i$ between query and keys is utilized to aggregate values. As for the Transformer value design, we follow [53,59,70] to use group-wise correlation, which measures the visual similarity between reference feature and source volumes in an efficient manner:

$$s_i^q = \frac{1}{G} \langle v_i^q, p_s^q \rangle,$$
Fig. 2. (a) The epipolar Transformer aggregation. Homography warping is leveraged to restore depth-wise information of the reference feature, then cross-attention computes 3D associations between query and source volumes under epipolar constraint, generating attention guidance to aggregate the feature volumes from different views. (b) Visualization of the cross-attention score on scan 1 of the DTU dataset, where the opacity of dots on the epipolar line represents the attention score.

where $g = 0, ..., G - 1$, $v_i^g \in \mathbb{R}^{D \times D}$ is the $g$-th group feature of $v_i$, $\hat{p}_r^g \in \mathbb{R}^{G \times 1}$ is the $g$-th group feature of $\hat{p}_r$, and $\langle \cdot, \cdot \rangle$ is the inner product. $\{s_i^g\}_{g=0}^{G-1}$ are then stacked along channel dimension to get $s_i \in \mathbb{R}^{G \times D}$, which is the value for our Transformer. Finally, values are aggregated by epipolar attention score $w_i$ to determine the final cost volume:

$$c = \frac{\sum_{i=1}^{N-1} w_i s_i}{\sum_{i=1}^{N-1} w_i}.$$  

(5)

In summary, for the proposed epipolar Transformer, a detachable monocular depth estimation branch is firstly leveraged to enhance depth-discriminative 2D semantics, then the cross-attention between query and keys is utilized to construct depth-wise 3D associations. Finally, the combined 2D and 3D information serves as guidance for aggregating different views. As shown in Equation (3)-(5), the epipolar Transformer is designed as an efficient aggregation module, where no learnable parameter is introduced, and the epipolar Transformer only learns data-dependent associations.

**Lightweight Regularization** Due to non-Lambertian surfaces or object occlusions, the raw cost volume is noise-contaminated [65]. To smoothen the final
depth map, 3D CNNs are utilized to regularize the cost volume. Considering we have embedded 3D associations into the cost volume, depth-wise feature encoding is omitted in our 3D CNNs, which makes it more efficient. Specifically, we reduce convolution kernel size from $3 \times 3 \times 3$ to $3 \times 3 \times 1$, only aggregating cost volume along feature width and height. The regularized probability volume $P \in \mathbb{R}^{H \times W \times D}$ is highly desirable in per-pixel depth confidence prediction, which is leveraged to make depth estimations in the cascade structure.

### 3.3 Cascade Depth Map Propagation

Cascade structure is proven effective in stereo depth estimation [45, 17, 48], monocular reconstruction [4] and MVS [23, 9, 53], which brings efficiency and enhanced performance. Following [53], a four-stage searching pipeline is set for MVSTER, where the resolutions of inputs for the four stages are $H \times W \times 64$, $H \times W \times 32$, $H \times W \times 16$ and $H \times W \times 8$ respectively. Following [59, 53], the inverse depth sampling is utilized to initialize depth hypotheses in the first stage, which is equivalent to equidistant sampling in pixel space. To propagate depth map in a coarse to fine manner, the depth hypotheses of each stage are centered at the previous stage’s depth prediction, and $D_k$ hypotheses are uniformly generated within the hypothesized depth range.

### 3.4 Loss

Although cascade structure benefits from coarse to fine pipeline, it has difficulty recovering from errors introduced at previous stages [23]. To alleviate this problem, a straightforward way is to generate a finer depth map at each stage, especially avoiding predicting depth far away from the ground truth. However, previous methods [66, 14, 57] simply regard depth estimation as a multi-class classification problem, which treats each hypothesized depth equally without considering the distance relationship between them. For example in Fig. 3, given a ground truth depth probability distribution, the cross-entropy losses of case 1 and case 2 are the same. However, the depth prediction of case 1 is out of the valid range and cannot be properly propagated to the next stage.

In this paper, the depth prediction is formulated as a depth-aware classification problem, which emphasizes the penalty of the predicted depth that is distant from the ground truth. Specifically, we measure the distance between the predicted distribution $P_i \in \mathbb{R}^D$ and the ground truth distribution $P_{\theta,i} \in \mathbb{R}^D$ with the off-the-shelf Wasserstein distance [3]:

$$d_w(P_i, P_{\theta,i}) = \inf_{\gamma \in \Pi(P_i, P_{\theta,i})} \sum_{x,y} |x-y| \gamma(x,y).$$

where $\inf$ stands for infimum, and $\Pi(P_i, P_{\theta,i})$ is the set of all possible distributions whose marginal distributions are $P_i$ and $P_{\theta,i}$, which satisfies $\sum_x \gamma(x,y) = P_i(y)$ and $\sum_y \gamma(x,y) = P_{\theta,i}(x)$. Such formulation is inspired by the optimal
transport problem [38] that calculates the minimum work transporting $P_i$ to $P_{\theta,i}$, which can be differentially solved via the sinkhorn algorithm [11].

In summary, the loss function consists of two parts: Wasserstein loss measuring the distance between predicted depth distribution and ground truth, and $L_1$ loss optimizing monocular depth estimation:

$$\text{Loss} = \sum_{k=0}^{M-1} \sum_{i \in \mathbf{p}_{\text{valid}}} d_w(P^k_i, P^k_{\theta,i}) + \lambda L_1(M^k_i, P^k_{\theta,i}),$$

where $\mathbf{p}_{\text{valid}}$ refers to the set of valid ground truth pixels, and $\lambda$ is the loss weight. The total loss is calculated for $M$ stages.

4 Experiments

4.1 Datasets

MVSTER is evaluated on DTU [1], Tanks&Temples [28], BlendedMVS [67] and ETH3D [44] to verify its effectiveness. Among the four datasets, DTU is an indoor dataset under laboratory conditions, which contains 124 scenes with 49 views and 7 illumination conditions. Following MVSNet [65], DTU is split into training, validation and test set. Tanks&Temples is a public benchmark providing realistic video sequences, which is divided into the intermediate set and a more challenging advanced set. BlendedMVS is a large-scale synthetic dataset that contains 106 training scans and 7 validation scans. ETH3D benchmark introduces high-resolution images with strong viewpoint variations, which is split into training and test sets. As for the evaluation metrics, DTU, Tanks&Temples, and ETH3D evaluate point cloud reconstructions using overall metrics [1] and $F_1$ score [28,44]. BlendedMVS evaluates depth map estimations using depth-wise metric [67]: EPE stands for $L_1$ distance between predicted depth map and ground truth, $e_1$ and $e_3$ represent the proportion of pixels with depth error larger than 1 and 3.
4.2 Implementation Details

Following the common practice [37,52,14], MVSTER is firstly trained on DTU training set and evaluated on DTU test set, then it is finetuned on BlendedMVS before being tested on Tanks&Temples and ETH3D benchmark. For DTU training, we use ground truth provided by MVSNet [65], whose depth range is sampled from 425mm to 935mm. The input view selection and data pre-processing are the same as [53]. For BlendedMVS, we use the original image resolution and the number of input images is set as 7.

The hypothesized depth numbers \( \{D_k\}_{k=0,...,3} \) for each stage are set as 8, 8, 4, 4. Following [37,57], the hypothesized number of the 1st stage is doubled when MVSTER is tested on Tanks&Temples and ETH3D. The group correlation \( \{G_k\}_{k=0,...,3} \) are set as 8, 8, 4, 4. For inverse depth sampling, the inverse depth range \( R_k \) satisfies \( \frac{1}{R_k} = \frac{1}{D_{k-1}} - \frac{1}{D_{k-1}} \). For the epipolar Transformer, the temperature parameter \( t_e \) is set as 2. And the loss weight \( \lambda \) is set as 0.0003 in the experiments. We train MVSTER for 10 epochs and optimize it with Adam [27] (\( \beta_1 = 0.9, \beta_2 = 0.999 \)). MVSTER is trained on four NVIDIA RTX 3090 GPUs with batch size 2 on each GPU. The learning rate is initially set as 0.001, which decays by a factor of 2 after 6, 8 and 9 epochs.

For point cloud reconstruction, we follow previous methods [66,65,23] to use both geometric and photometric constraints for depth filtering. We set the view consistency number and the photometric probability threshold as 4 and 0.5, respectively. The final depth fusion steps also follow previous methods [66,65,23].

4.3 Benchmark Performance

Evaluation on DTU  We compare MVSTER with traditional methods [19,43,50], published learning-based methods [65,66,69,68,23,9,53,57] and approaches from recent technical reports [14,76,37,52]. The input images are set as different resolutions (MVSTER*: 1600 × 1200 and MVSTER: 864 × 1152) to compare with previous methods, and the number of views is set as 5. The quantitative results are shown in Table 1, where MVSTER* achieves a state-of-the-art overall score and completeness score among all the competitors. Significantly, the inference time of MVSTER* is 0.17s, which is faster than the previous fastest method [53]. Additionally, MVSTER with lower resolution (864 × 1152) still outperforms all published works, and it runs at 0.09s per image with 2764 MB GPU memory consumption, which sets a new state of the art for efficient learning-based MVS. Qualitative results reconstructed by MVSTER are shown in the supplement.

Evaluation on Tanks&Temples  MVSTER is tested on Tanks&Temples to demonstrate the generalization ability. We use the original image resolution and set the number of views as 7. The depth range, camera parameters, and view selection strategies are aligned with PatchmatchNet [53]. And we follow the dynamic consistency checking method in depth filtering [61]. We compare
Table 1. Quantitative results of different methods on the DTU evaluation set. Methods with * denote their input resolution is 1600 × 1200. The last four methods with gray font come from technical reports.

| Method          | Acc.↓ | Comp.↓ | Overall↓ | Runtime (s)↓ |
|-----------------|-------|--------|----------|--------------|
| Gipuma [19]     | 0.283 | 0.873  | 0.578    | -            |
| COLMAP [43]     | 0.400 | 0.664  | 0.532    | -            |
| Tola [50]       | 0.342 | 1.190  | 0.766    | -            |
| MVSNet [65]     | 0.396 | 0.527  | 0.462    | 0.85         |
| R-MVSNet [66]   | 0.383 | 0.452  | 0.417    | 0.89         |
| CasMVSNet [23]  | 0.325 | 0.385  | 0.355    | 0.35         |
| UCS-Net* [9]    | 0.338 | 0.349  | 0.344    | 0.32         |
| PatchmatchNet* [53] | 0.427 | 0.277  | 0.352    | 0.18         |
| AA-RMVSNet [57] | 0.376 | 0.339  | 0.357    | -            |
| MVSTER          | 0.350 | 0.276  | 0.313    | 0.09         |
| MVSTER*         | 0.340 | 0.266  | 0.303    | 0.17         |
| TransMVSNet [14]| 0.321 | 0.289  | 0.305    | 0.99         |
| MVS2D* [64]     | 0.394 | 0.290  | 0.342    | 0.13         |
| UniMVSNet [37]  | 0.352 | 0.278  | 0.315    | -            |
| IterMVS* [52]   | 0.373 | 0.354  | 0.363    | 0.18         |

MVSTER with traditional methods [43, 58], published learning-based methods [66, 23, 53, 34, 57], and approaches from recent technique reports [14, 64, 37, 52]. Advanced set quantitative results are shown in Table 2, where MVSTER achieves the highest mean F-score among all published works, and the inference time per image is 0.26s. Although our performance is 1.4% lower than the recent UniMVSNet [37], the inference speed of MVSTER is 3× faster than UniMVSNet. For Tanks&Temples-Intermediate, MVSTER achieves a 60.92 mean F-score, which is 7.8% better than the previous most efficient method [53]. Overall, MVSTER shows strong generalization ability with great efficiency.

Evaluation on ETH3D For evaluation on the ETD3D dataset, the input images are resized to 1920 × 1280 and the number of inputs is set as 7. The depth range, camera parameters, and view selection strategies are aligned with PatchmatchNet [53]. We compare MVSTER with traditional methods [43, 18, 43, 58], published learning-based methods [53, 29] and approaches from technique reports [60, 52]. The running time per image is 0.30s and the quantitative results are shown in Table 3. On the training set, MVSTER achieves better $F_1$-score than the most competitive traditional method ACMH [58] and the recent IterMVS [52]. On the test set, our method obtains 8.9% improvement over the previous most efficient method [53], which is comparable to the recent IterMVS [52]. This demonstrates MVSTER can be well generalized to high-resolution images.

4.4 Ablation Study

The ablation study is conducted to analyze the effectiveness of each component, which is measured with DTU’s point cloud reconstruction metric [1] and Blend-
Table 2. Quantitative results on Tanks&Temples-advanced. The evaluation metric is the mean F-score and the last four methods with gray font come from technical reports.

| Method          | Mean F-score | Aud. | Bal. | Cou. | Mus. | Pal. | Tem. |
|-----------------|--------------|------|------|------|------|------|------|
| COLMAP [43]     | 27.24        | 16.02| 25.23| 34.70| 41.51| 18.05| 27.94|
| ACMH [58]       | 34.02        | 23.41| 32.91| 41.17| 48.13| 23.87| 34.60|
| R-MVSNet [66]   | 29.55        | 19.49| 31.45| 29.90| 43.10| 22.94| 32.29|
| PatchmatchNet [53] | 32.31      | 23.69| 37.73| 30.04| 41.80| 28.31| 32.29|
| EPP-MVSNet [54] | 35.72        | 21.28| 39.74| 35.34| 49.21| 30.00| 38.75|
| AA R-MVSNet [57]| 33.53        | 20.96| 40.15| 32.05| 46.01| 29.28| 32.71|
| MVSTER          | **37.53**    | **26.68**| **42.14**| **35.65**| **49.37**| **32.16**| **39.19**|

Table 3. Quantitative results on the ETH3D benchmark, which is split into a training set and a test set. The last two methods with gray font come from technical reports.

| Methods         | Training set | Test set |
|-----------------|--------------|----------|
|                 | Acc. | Comp. | F$_1$ -score | Acc. | Comp. | F$_1$ -score |
| Gipuma [43]     | 84.44| 34.91| 36.38       | 86.47| 24.91| 45.18       |
| PMVS [18]       | 90.23| 32.08| 46.06       | 90.08| 31.84| 44.16       |
| COLMAP [43]     | **91.85**| 55.13| 67.66       | **91.97**| 62.98| 73.01       |
| ACMH [58]       | 88.94| 61.59| 70.71       | 89.34| 62.67| 75.89       |
| PatchmatchNet [53] | 64.81 | 69.43| 64.21       | 60.71| 77.46| 74.12       |
| MVSTER          | **76.92**| **68.08**| **72.06** | **77.09**| **82.47**| **79.01** |
| PVSNet [60]     | 67.84| 69.66| 67.48       | 66.41| 80.05| 72.08       |
| IterMVS [52]    | 79.79| 66.08| 71.69       | 84.73| 76.49| 80.06       |

edMVS’s depth estimation metric [67]. Unless specified, the image resolutions for DTU and BlendedMVS are 864 × 1152 and 576 × 768.

Epipolar Transformer (ET) Existing methods for aggregating different views in learning-based MVS can be categorized as two types: (i) variance fusing [65,23,9,63,66], (ii) CNN-based fusing [57,68,70,53]. In this experiment, the aforementioned two methods are compared with the ET module under three conditions. The quantitative results are concluded in Table 4. We observe that reducing hypothesized depth number can significantly decrease inference time. Compared with the hypothesized number used by MVSNet [65] and CasMVS-Net [23], our method relatively reduces 70% and 53% running time. However, the variance fusing strategy shows restricted improvement in the third condition with fewest hypothesized number. CNN-based fusing alleviates the problem by

---

5 Three hypothesized depth number: (i) $D : 192$ used by one-stage methods [65,66,57], (ii) $D : 48, 32, 8$ used by three-stage methods [23,14], and (iii) $D : 8, 8, 4, 4$ used by MVSTER. All of these conditions follow implementation details described in Sec. 4.2.
enhancing local visual similarity, but it relatively brings 45%, 46%, 89% computation cost in three cases. In contrast, the ET module shows consistent performance improvement under different hypothesized cases, which demonstrates that 3D spatial associations are beneficial for aggregating multi-view features. Significantly, the ET module learns data-dependent fusing guidance, introducing minimal network parameters and bringing no extra computation cost.

Table 4. Quantitative results of different fusing methods under conditions with different hypothesized depth numbers.

| Method            | Hypo. Num. | Overall | EPE ↓ | $e_1$ ↓ | $e_3$ ↓ | Runtime (s) ↓ | Param (M) ↓ |
|-------------------|------------|---------|-------|---------|---------|---------------|-------------|
| Variance Fusion   | 192        | 0.460   | 1.62  | 19.34   | 9.84    | 0.40          | 0.34        |
| CNN Fusion        | 192        | 0.442   | 1.58  | **17.89** | 9.47    | 0.58          | 0.35        |
| ET (Ours)         | 192        | **0.435** | 1.54  | 17.93   | **9.32** | 0.40          | **0.34**    |
| Variance Fusion   | 48,32,8    | 0.335   | 1.28  | 14.82   | 7.55    | 0.28          | 0.93        |
| CNN Fusion        | 48,32,8    | 0.327   | **1.07** | 14.34   | 7.03    | 0.41          | 0.94        |
| ET (Ours)         | 48,32,8    | **0.323** | 1.09  | **14.17** | **6.89** | **0.28**      | **0.93**    |
| Variance Fusion   | 8,8,4,4    | 0.334   | 1.39  | 15.32   | 7.92    | 0.09          | 0.98        |
| CNN Fusion        | 8,8,4,4    | 0.320   | 1.33  | **14.80** | 7.32    | 0.17          | 1.01        |
| ET (Ours)         | 8,8,4,4    | **0.313** | **1.31** | 14.98   | **7.27** | **0.09**      | **0.98**    |

Monocular Depth Estimator (MDE) [ht] In this experiment, the proposed MDE module is compared with DCN used by [53,14,57] and ASPP used by [20]. The results are shown in Table 5. We observe that the ASPP restricts the reconstruction performance, and DCN enhances reconstruction results with reduced depth error $e_1$. However, DCN brings high computation costs and introduces onerous learning parameters. In contrast, the MDE module shows comparable performance improvement with DCN but introduces no extra computation burden. We also provide an example in Fig. 4, where the MDE module enhances features details at object boundaries, which could reduce ambiguity for depth estimations within boundary areas.

Table 5. Comparison of our MDE module with DCN and ASPP.

| Method       | Overall | EPE ↓ | $e_1$ ↓ | $e_3$ ↓ | Runtime (s) ↓ | Param (M) ↓ |
|--------------|---------|-------|---------|---------|---------------|-------------|
| Raw feature  | 0.317   | 1.35  | 15.00   | 7.37    | 0.09          | 0.98        |
| DCN          | **0.313** | 1.33  | **14.82** | 7.55    | 0.23          | 1.51        |
| ASPP         | 0.327   | 1.34  | 15.30   | 7.53    | 0.15          | 1.16        |
| MDE (Ours)   | **0.313** | **1.31** | **14.98** | **7.27** | **0.09**      | **0.98**    |

Optimal Transport in Depth Propagation (OT) Learning-based MVS methods usually use $L_1$ loss to regress the depth map [65,23] or use cross-entropy
Fig. 4. An example shows that MDE guides the FPN feature to deliver more details at object boundaries. For better visualization, we leverage PCA to reduce the number of feature channels to 3 and color the channels with RGB.

loss to classify depth [66,14]. In this experiment, the two losses are compared with the Wasserstein loss computed by OT. Apart from the aforementioned evaluation metrics, we introduce $S_3$ EPE and $S_4$ EPE, which stand for EPE of stage 3 and stage 4 depth estimations on DTU. As shown in Table 6, OT improves point cloud reconstruction performance and reduces depth error. Especially, it greatly reduces depth error of the last two stages, which demonstrates OT is effective in propagating finer depth maps to later stages.

Table 6. Comparison of optimal transport with $L_1$ loss and cross-entropy loss.

| Method    | Overall↓ | EPE↓ | $e_1$↓ | $e_3$↓ | $S_3$ EPE↓ | $S_4$ EPE↓ |
|-----------|----------|------|--------|--------|------------|------------|
| $L_1$ Loss| 0.321    | 1.47 | 15.32  | 7.53   | 7.02       | 6.32       |
| CE Loss   | 0.314    | 1.34 | 14.96  | 7.40   | 7.12       | 6.64       |
| OT (Ours) | 0.313    | 1.31 | 14.98  | 7.27   | 6.41       | 5.90       |

5 Conclusions

In this paper, we present the epipolar Transformer for efficient MVS, termed as MVSTER. The proposed epipolar Transformer leverages both 2D semantics and 3D spatial associations to efficiently aggregate multi-view features. Specifically, MVSTER enriches 2D depth-discriminative semantics via an auxiliary monocular depth estimator. And the cross-attention on the epipolar line constructs 3D associations without learnable parameters. The combined 2D and 3D information serves as guidance to aggregate different views. Moreover, we formulate depth estimation as a depth-aware classification problem, which produces finer depth estimations propagated in the cascade structure. Extensive experiments on DTU, Tanks&Temple, BlendedMVS, and ETH3D show our method achieves stage-of-the-art performance with significantly higher efficiency. We hope that MVSTER can serve as an efficient baseline for learning-based MVS, and further work may focus on simplifying 2D extractors and 3D CNNs.
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