Coil2Coil: Self-supervised MR image denoising using phased-array coil images
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Abstract—Denoising of magnetic resonance images is beneficial in improving the quality of low signal-to-noise ratio images. Recently, denoising using deep neural networks has demonstrated promising results. Most of these networks, however, utilize supervised learning, which requires large training images of noise-corrupted and clean image pairs. Obtaining training images, particularly clean images, is expensive and time-consuming. Hence, methods such as Noise2Noise (N2N) that require only pairs of noise-corrupted images have been developed to reduce the burden of obtaining training datasets. In this study, we propose a new self-supervised denoising method, Coil2Coil (C2C), that does not require the acquisition of clean images or paired noise-corrupted images for training. Instead, the method utilizes multichannel data from phased-array coils to generate training images. First, it divides and combines multichannel coil images into two images, one for input and the other for label. Then, they are processed to impose noise independence and sensitivity normalization such that they can be used for the training images of N2N. For inference, the method inputs a coil-combined image (e.g., DICOM image), enabling a wide application of the method. When evaluated using synthetic noise-added images, C2C shows the best performance against several self-supervised methods, reporting comparable outcomes to supervised methods, reporting comparable outcomes to supervised methods. When testing the DICOM images, C2C successfully denoised real noise without showing structure-dependent residuals in the error maps. Because of the significant advantage of not requiring additional scans for clean or paired images, the method can be easily utilized for various clinical applications.

Index Terms—MRI, Self-supervised learning, Noise2Noise, Real image denoising.

I. INTRODUCTION

Magnetic resonance imaging (MRI) is a powerful modality for in-vivo imaging. Magnetic resonance (MR) images have a finite signal-to-noise ratio (SNR) [1] and often suffer from SNR deficiency, hampering accurate diagnosis or proper processing of the images. Therefore, enhancing image SNR has long been an important research topic in MR image processing. One popular approach to improving SNR is using denoising algorithms [2], which are designed as post-processing tools and can be applied to existing images. Traditionally, algorithms such as filtering-based methods [3-5] and low-rank-based methods [6, 7] have been developed.

Recently in the computer vision field, deep learning-based denoising methods have been widely investigated [8, 9]. When applying supervised learning, a denoising network is developed by training the network using pairs of images, consisting of a noise-corrupted image and a clean image [10]. In most cases, however, obtaining a clean image is expensive or sometimes impossible. Hence, another method, Noise2Noise (N2N) [11], that can train a network without clean images is proposed. This method utilizes pairs of noisy images that have the same origin but are corrupted by independent noise, relaxing the condition of requiring clean images in the supervised learning. Despite this advantage, however, N2N still has limited applicability due to the necessity of two noise-corrupted images [12].

To overcome this limitation, methods have been suggested using self-supervised learning, requiring only one noisy image at the cost of performance degradation [13-16].

In MRI, deep learning has been successfully applied in various steps of processing [17-20], including denoising [21-26], and has been demonstrated to outperform conventional approaches. As was the case for non-MRI denoising, MRI denoising methods were developed largely using supervised learning, requiring clean images [21-26]. More recently, studies have proposed self-supervised denoising methods by utilizing redundancy in a specific MR sequence (e.g., redundancy of b-value domain in diffusion-weighted imaging (DWI) [27] and temporal domain in dynamic MR imaging [28]). Although these methods are free from the constraint of obtaining clean images, the usability of these methods is limited to specific MR acquisitions (i.e., DWI and dynamic MR). As a more general self-supervised method, a modified N2N method, which is referred to as N2N-CS, was proposed by incorporating compressed sensing [11]. In this method, a paired image was created by two independently undersampled k-space data that were reconstructed by compressed sensing. Because of the two
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different undersampling patterns and complex nonlinear reconstruction, the clean image might not be perfectly matched, limiting denoising performance.

In this study, we propose a new self-supervised method, which does not require clean images nor the acquisition of paired noise-corrupted images. The method generates a pair of noise-corrupted images from phased-array coil data and utilizes the pair for network training, requiring only multi-channel data. For inference, the method can input a channel-combined image (e.g., DICOM image), enabling a wide application of the method. Denoising experiments were performed with synthetic noise-added images and DICOM images, evaluating the performances of the proposed method. This new method is referred to as Coil2Coil (C2C), hereafter. The source code of C2C is available on Github (https://github.com/SNU-LIST/Coil2Coil).

II. METHODS

A. Noise2Noise

In N2N, a denoising network is trained with pairs of noise-corrupted images, with one image as an input and the other image as a label, learning the characteristics of noise between the two images for denoising [11]. The method requires the following three conditions: (1) The paired images have independent noise. (2) They have the same noise-free image. (3) The expectation of the noise is zero. Note that the power of the noise in the paired images does not have to be the same (see Discussion). When training a denoising network, L2 loss between the output and label is used. Despite the advantage of not requiring noise-free images, the method still has limited applicability due to the requirement for paired noise-corrupted images. Therefore, subsequent studies have proposed denoising methods using a single noise-corrupted image by masking out some pixels of the input image and utilizing the masked pixels as a label [13-15]. Depending on a mask generation scheme, the method is referred to as Noise2Void (N2V: when the masked pixels are randomly chosen [13]), or Noise2Self (N2Se: when a masking scheme is suggested based on the independence of the input and label pixels [14]), or Noise2Same (N2Sa: when self-similarity loss between input and denoised images is utilized [15]). All of these methods, however, showed performance degradation when compared to N2N. As mentioned earlier, N2N-CS was proposed in MRI, reporting similar degradation [11].

B. Coil2Coil: generation of input and label images

In C2C, paired noise-corrupted images that satisfy the three conditions of N2N are generated from the combination of phased-array coil data (Fig. 1). Then, the pairs are applied to train a denoising network as described in N2N.

When a phased-array coil is utilized to acquire an MR image (x ∈ ℂ^2), an individual channel image (y_i ∈ ℂ^2) of the channel (i ∈ M = [1 ... m]) can be formulated as y_i = s_i x + n_i, where s_i (∈ ℂ^2) is the coil sensitivity and n_i (∈ ℂ^2) is the noise of the channel, modeled as zero mean Gaussian with the standard deviation of σ_i for both real and imaginary axes (n_{ri} ∈ ℜ^2 and n_{ti} ∈ ℜ^2). The matrix multiplication (or division) hereafter indicates Hadamard multiplication (or

![Fig. 1. Overview of Coil2Coil (C2C). (a) When using a phased-array coil, multiple channel images are acquired. In C2C, these images are divided into two groups and combined to generate I_{input} and I_{label}. Then, I_{label} is processed for noise independence and normalized for coil sensitivity in order to satisfy the conditions of N2N. Finally, this processed image I'_{label} paired with I_{input} is utilized for the training of a denoising neural network. (c) For inference, all channel images are combined (e.g., DICOM image) and used as an input for the network, creating a denoised image.](https://example.com/coil2coil_diagram.png)
In C2C, these channel images are grouped into two sets such that each set generates either an input ($I_{\text{input}}$) or label ($I_{\text{label}}$) image:

$$I_{\text{input}} = |\sum_j s_j^H y_j| \quad \text{(Eq. 1)}$$
$$I_{\text{label}} = |\sum_k s_k^H y_k|, \quad \text{(Eq. 2)}$$

where half of the channels are in $j$ and the other half in $k$, and $s_j^H$ is the hermitian of $s_j$. We assume that the two images cover all imaging volumes because most of the individual coils have relatively large volume coverage and are mutually coupled (see Fig. 1a).

These two images, however, have different coil sensitivity weighting (see $I_{\text{input}}$ and $I_{\text{label}}$ in Fig. 1b) and may have noise covariance (e.g., mutual inductance between channels) [29]. Therefore, they need to be further processed to satisfy the three conditions of N2N. In order to impose the independence of noise between the two images, a generalized least-square solution is applied, resulting in the following modification in the label image [30] (see Appendix):

$$I_{\text{label}}' = \alpha I_{\text{input}} + \beta I_{\text{label}} \quad \text{(Eq. 3)}$$

with $\alpha = \frac{-\sigma_k}{\sqrt{\sigma_j^2 + (\sigma_k^2)}}$, and $\beta = \frac{\sigma_j^2}{\sqrt{\sigma_j^2 + (\sigma_k^2)}}$.

where $\sigma_j^2$, $\sigma_k^2$, and $\sigma_k^2$ are matrices ($\mathbb{R}^2$) calculated as $\text{var}(|\sum_j s_j^H y_j|)$, $\text{var}(|\sum_k s_k^H y_k|)$, and $\text{cov}(|\sum_j s_j^H y_j|, |\sum_k s_k^H y_k|)$, respectively. In these equations, all operations are voxel-wise operations. As a result, $I_{\text{label}}'$ is modified to $I_{\text{label}}''$, and thereby the noise covariance between $I_{\text{input}}$ and $I_{\text{label}}$ becomes zero.

To impose the requirement of the same noise-free image, the coil sensitivity of $I_{\text{label}}'$ (i.e., $S'_{I} = \alpha |\sum_k s_k^H y_k| + \beta |\sum_j s_j^H y_j|$) is modified to match that of $I_{\text{input}}$ (i.e., $S_j = |\sum_j s_j^H y_j|$) by multiplying the sensitivity ratio ($S_j/S_k^2$) to $I_{\text{label}}'$ in each voxel, generating a final image ($I_{\text{label}}'' = (S_j/S_k') \cdot I_{\text{label}}'$). Since multiplying a coefficient is a linear process, the first condition of noise independence still holds after the processing.

The third condition of zero-mean noise in N2N is valid, assuming that the combined images have reasonably high SNR such that the noise characteristics within the image can be considered as Gaussian with zero mean [31].

For inference, the images of all channels are combined to generate an input image (i.e., $I_{\text{input}} = |\sum_i s_i^H y_i|$; Fig. 1c). Additional options exist for the input images (see Discussion). Finally, scanner-generated DICOM images are also evaluated.

For the training of a denoising network, the L2 loss is utilized as follows:

$$\text{loss} = |S_k f_0 (I_{\text{input}}) - S_j I_{\text{label}}''|^2, \quad \text{(Eq. 4)}$$

where $f_0$ is the neural network. Note that the scaled version of $I_{\text{label}}''$ is used instead of $I_{\text{label}}'$ to avoid division. This loss function is calculated within a brain mask.

### C. Deep neural network

For the structure of the neural network, DnCNN [32] was tested. It consists of a total of 18 convolutional layers. The first convolutional layer is followed by a leaky rectified linear unit (ReLU; alpha = 0.1) [33], and then 16 convolutional layers are followed by batch normalization [34] and leaky ReLU (alpha = 0.1) each. The last convolutional layer generates an output, and a skip connection is applied to the output from the first layer to the end layer of the network [35]. This original structure was maintained except for the convolutional kernel size, which was modified from 3×3 to 5×5 for an increased network capacity.

The initial weights of the network parameters were set by the Xavier initializer [36]. The learning rate was 1e-4, and a decaying factor of 0.87 was applied for each epoch. For an optimizer, an Adam optimizer was utilized [37]. The batch size was 8. The training process was stopped after 100 epochs. For each epoch, the channel combinations for the input and label images were randomly determined for generalization.

The network training was performed on a GPU workstation (TITAN Xp GPU with Intel i7-7800X CPU at 3.50GHz) using PyTorch [38]. The total training time was approximately 78 hours.

### D. Datasets

For the training and test, the NYU fastMRI brain train and test datasets, containing T1-weighted, T2-weighted, and fluid attenuation inversion recovery (FLAIR) images from 1.5 T and 3 T were utilized [39]. The number of channels ranged from 4 to 20.

As a preprocessing step, each subject was normalized by the mean and standard deviation. The upper three slices were excluded because they were usually background. A total of 34341 and 8284 slices were utilized as the training and test datasets, respectively. The sensitivity map of each channel image was calculated using ESPRIT [40]. The brain mask was obtained using a brain extraction tool [41]. All preprocessing steps were performed using MATLAB (MATLAB2020a, MathWorks Inc., Natick, MA, USA).

### E. Denoising of synthetic noise added images

To quantitatively analyze the performance of C2C, denoising experiments were performed by adding synthetic noise to the data. A virtual true image, $\hat{x}$, which was considered as a clean image in this synthetic noise experiment, was calculated by combining all channel images ($\sum_i s_i y_i$). To simulate the synthetic channel image, $\tilde{y}_i$ ($i \in \mathbb{N} = [1 \ldots m]$), $\hat{x}$ was multiplied by the coil sensitivity, $s_i$, and was then corrupted by complex noise $(n_r + jn_i)$; each axis with zero-mean Gaussian noise with the standard deviation of $\frac{\sigma}{\sqrt{2}}$, where $\sigma$ was the noise level set to be 1.0 as default. The noise correlation between two channels was randomly chosen from 0.0 to 0.2.
Finally, these data were processed using C2C and utilized for training. When evaluating the trained network, three noise levels, $\sigma$ of 0.5, 1.0, and 1.5, were tested.

The performance of C2C was compared to that of several denoising methods. As supervised methods, Noise2Clean (N2CL) [10], which used a noise-corrupted image as an input and a clean image as a label, and N2N were tested. For self-supervised methods, N2V, N2Se, N2Sa, N2N-CS, and a self-supervised denoising network (SSDN) by Laine, et al. [42] were tested. These methods utilized all channel combined images ($\sum l \hat{y}_l$) for training using the same network structure as C2C except for SSDN. In order to evaluate the denoising performance, the quantitative metrics, peak signal-to-noise ratio (pSNR) and structural similarity index (SSIM), were measured between the denoised image and clean image within the brain mask. The means and standard deviation of the quantitative metrics were reported for all slices of the test dataset. A paired t-test was performed for the quantitative metrics between C2C and the self-supervised methods. For statistical significance, the p-value threshold was set to be 0.05.

![Synthetic noise denoising](image)

Fig. 2. Denoised images of the synthetic noise denoising experiment. (a) T1-weighted images: The clean image and noise-corrupted input image are shown in the first column. Denoised images using the supervised learning (N2CL and N2N; blue boxes) and self-supervised learning (C2C, N2V, N2Se, N2Sa, N2N-CS, and SSDN; orange boxes) are shown along with the error maps at the scale of error $\times$ 20. The results of T2-weighted images (b) and FLAIR images (c) are presented in the same format. The C2C results show superior images to those of the self-supervised learning methods, providing comparable outcomes to the supervised learning methods that require additional acquisition of paired images for training.
Ablation studies were performed to estimate the effects of the two processing steps of C2C (i.e., noise independence and sensitivity normalization). To assess the noise independence processing, the performance of C2C was evaluated with and without imposing the condition by replacing the label $I_{\text{label}}$ with $I_{\text{label}}'$. Then, a new network, C2C\textunderscore dependent, was trained and the results were compared with those of C2C when the maximum noise correlation was varied from 0.0 to 0.5. To explore the effects of the sensitivity normalization, the performance of C2C was evaluated with and without the normalization. A new network, C2C\textunderscore unnormalized, was trained and the results were compared to those of C2C.

**F. Denoising of real world images**

Experiments were performed to denoise real world images (i.e., DICOM images directly from scanners). The network was trained using the same procedure as in the synthetic noise experiment but with no additional noise. For test, the NYU fastMRI brain DICOM dataset, containing T1-weighted, T2-weighted, and FLAIR images, was utilized [39]. For comparison, the self-supervised methods, N2V, N2Se, N2Sa, N2N\textunderscore CS, and SSDN, were trained and tested using the same datasets.

### III. RESULTS

The results of the synthetic noise denoising experiment are shown in Fig. 2. Our method (C2C) successfully denoised the synthetic noise, generating high-quality images similar to the clean images in all three contrasts (see the images in the yellow boxes and compare them to the clean images in the first column). When compared to the results of the supervised learning methods (blue boxes), the C2C images reveal similar image qualities that can be confirmed by the error $\times$ 20 images. On the other hand, the outputs of the other self-supervised learning methods (orange boxes) show performance degradations that are manifested in both output and error images (e.g., blurring in the N2Sa and N2N\textunderscore CS images, persistent noise in the N2V, N2Se, and SSDN images). When analyzed quantitatively, C2C reports the highest pSNR (38.97 ± 2.91; $p < 0.001$) and SSIM (0.968 ± 0.017; $p < 0.001$) among the self-supervised learning methods, confirming the visual inspection results (Table 1). Furthermore, the performance of C2C is comparable to those of the supervised learning methods despite the self-supervised learning nature of C2C.

When the denoising methods were evaluated by varying the noise level $\sigma$ from 0.5 to 1.5, the results were consistent (Fig. 3). Our C2C outperformed the other self-supervised denoising methods while reporting a comparable performance to the

### TABLE I

**Quantitative Results For The Synthetic Noise Denoising Experiment**

| Method          | pSNR        | SSIM        |
|-----------------|-------------|-------------|
| Supervised      |             |             |
| N2CL            | 39.56 ± 2.71| 0.978 ± 0.010|
| N2N             | 39.18 ± 2.96| 0.968 ± 0.017|
| C2C             | **38.97 ± 2.91**| **0.968 ± 0.017**|
| N2V             | 35.09 ± 3.48*| 0.926 ± 0.047*|
| Self-supervised |             |             |
| N2Se            | 35.38 ± 3.36*| 0.933 ± 0.042*|
| N2Sa            | 36.34 ± 2.29*| 0.951 ± 0.016*|
| N2N-CS          | 37.10 ± 2.66*| 0.955 ± 0.019*|
| SSDN            | 37.08 ± 3.46*| 0.926 ± 0.046*|

pSNR and SSIM of the denoising methods for the synthetic noise denoising experiment (* denotes a statistically significant difference between self-supervised learning denoising method and C2C).
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Fig. 3. pSNR and SSIM of the supervised (blue background) and self-supervised learning methods (orange background; C2C in yellow background) for the synthetic noise denoising experiments in various noise levels ($\sigma = 0.5, 1.0, and 1.5$). The quantitative metrics suggest a consistent denoising performance of C2C for the different levels of noise, providing comparable outcomes to the supervised learning methods.
supervised methods, demonstrating the robustness of C2C for noise levels.

The ablation study of evaluating the noise independence processing step suggests that the step successfully improves the performance when noise correlation between the input and label images exists (Fig. 4). When C2C was trained without the sensitivity normalization step (C2C\_unnormalized), it failed to denoise the test image (pSNR: 24.72 ± 4.01; SSIM: 0.712 ± 0.060).

When the real world images (i.e., DICOM) are processed for denoising (Fig. 5), C2C successfully denoised the images, showing little or no structure-dependent error (yellow box). Similar to the synthetic noise experiment, the N2Sa and N2N-CS images show blurring while N2V, N2Se, and SSDN yield less denoised images. No result of the supervised learning methods are available because the dataset contains no clean image nor paired noise-corrupted image.

---

**Real world image denoising**

![Real world image denoising](image)

**Fig. 5.** Denoising results of the real world DICOM images using the self-supervised methods. (a) T1-weighted image: The input image contains a noticeable level of noise whereas the denoised images using C2C, N2V, N2Se, N2Sa, N2N-CS, and SSDN show improved results. The differences are shown below the denoised images. The results of T2-weighted images (b) and FLAIR images (c) are also displayed. In all results, C2C images are superior to the other results, showing little or no structure in the difference maps.
IV. DISCUSSION

In this study, we proposed a novel self-supervised MRI denoising framework, C2C, which generated a pair of noise-corrupted images from phased-array coil data to train a deep neural network. The paired images were modified to satisfy the conditions of N2N, enabling network training using N2N. C2C showed the best performance among the self-supervised methods, while reaching comparable outcomes to the supervised methods. The method successfully denoised the real world images, demonstrating wide applicability.

In previous studies, a few self-supervised denoising methods were proposed to utilize redundancy in data from specific sequences (e.g., DWI [27] and dynamic MR [28]), limiting applications of the methods. On the other hand, C2C is not limited to a specific sequence and, therefore, can be utilized more generally. Furthermore, it can be extended to train complex images in order to denoise both magnitude and phase images.

In C2C training, the noise level of the paired images can be different depending on the combinations of channel images or the scaling process. This does not violate the conditions of N2N because the conditions do not require the same level of noise in the paired images as demonstrated in [11].

The number of the network parameters in our DnCNN was $1.64e+6$, which was larger than that of SSDN ($1.27e+6$). When we tested DnCNN with a decreased number of the parameters ($0.59e+6$) by reducing the kernel size from $5 \times 5$ to $3 \times 3$, our method still outperformed SSDN (pSNR: 38.25 ± 2.45 vs. pSNR: 37.08 ± 2.88 and SSIM reduced from 0.968 ± 0.017 to 0.962 ± 0.017).

Since sample noise is common in all channels, we expect our method removes noise from the receiver chain (e.g., coil, preamplifier, etc.), which may or may not be dominant depending on the size of the coil relative to the sample [44]. Despite this limitation, the real world data results indicate that the method may perform beyond the receiver chain noise removal potentially because of the nature of a denoising neural network that inputs multiple voxels ($5 \times 5$ in our case), utilizing information from neighboring voxels for denoising.

While developing C2C, we also tested U-net [45] as an alternative network structure. The results were almost the same, except for slight performance degradation when compared to DnCNN.

As another option for inference, we tested an approach that combined all channel images into two and then inferred the two images, generating two C2C denoised images. When these images were averaged as the final output, the performances were slightly worse than the current approach of combining all channels and then inferencing (pSNR dropped from 38.97 ± 2.91 to 38.10 ± 2.88 and SSIM reduced from 0.968 ± 0.017 to 0.962 ± 0.017).

The proposed method is based on the assumption that the paired images generated from different combinations of the channels sufficiently cover the imaging volume which may not be valid when using a coil with a small number of channels or channels with limited coverages, potentially degrading the performance of our method.

To process an image of an unseen contrast or data of an untrained coil, transfer learning with a small number of training data can be performed.

Our method utilized the redundancy of phased-array coil data. It may be combined with additional redundancy (e.g., multi-echo data, multi-contrast data) to provide an further improvement in denoising performance.

V. CONCLUSION

In this work, a novel self-supervised denoising method, C2C, was developed for MRI. Compared to supervised learning, the method does not require noise-free images nor multiple data acquisition, making it easy to train and utilize the network. Furthermore, the network can input various contrast DICOM images, demonstrating its wide applicability for future practices.

APPENDIX

A linear equation can be written as follows:

$$y = Ax + n$$

where $y \in \mathbb{R}^N$ is an N vector of observation, $A \in \mathbb{R}^{N \times M}$ is an N×M matrix, $x \in \mathbb{R}^M$ is an M vector of data, $n \in \mathbb{R}^N$ is an N vector of noise, and $\Sigma \in \mathbb{R}^{N \times N}$ is a noise covariance matrix of $y$. Since a covariance matrix is symmetric and positive semi-definite, $\Sigma$ can be decomposed into $LL^T$, where $L$ is a lower triangular matrix with positive diagonal entries.

We can impose independence among the noise vectors by multiplying $L^{-1}$ to Eq. 5 [30]:

$$L^{-1}y = L^{-1}Ax + L^{-1}n.$$  

Then, the new noise covariance matrix ($\text{var}(L^{-1}y)$) becomes an identity matrix as shown below.

$$\text{var}(L^{-1}y) = L^{-1}\text{var}(y)(L^{-1})^T = L^{-1}(LL^T)(L^{-1})^T = I.$$  

In the case of $N = 2$, we can express $L^{-1}$ in terms of the components of $\Sigma$:

$$\Sigma = \begin{bmatrix} \sigma_f^2 & \sigma_{fr}^2 \\ \sigma_{fr}^2 & \sigma_r^2 \end{bmatrix} = L L^T = \begin{bmatrix} L_{11} & 0 \\ L_{21} & L_{22} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ \frac{-\sigma_{fr}^2}{\sigma_f^2 \sigma_r^2 - (\sigma_{fr}^2)^2} & \frac{\sigma_f^2}{\sigma_f^2 \sigma_r^2 - (\sigma_{fr}^2)^2} \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$  

where $\sigma_f^2$, $\sigma_r^2$, and $\sigma_{fr}^2$ are the noise variances and covariance of the observations. Then we have

$$L^{-1} = \frac{1}{\sqrt{\sigma_f^2}} \begin{bmatrix} 1 & 0 \\ \frac{-\sigma_{fr}^2}{\sigma_f^2 \sigma_r^2 - (\sigma_{fr}^2)^2} & \frac{\sigma_f^2}{\sigma_f^2 \sigma_r^2 - (\sigma_{fr}^2)^2} \end{bmatrix}.$$  

(Eq. 9)
In C2C, we have the two observations \((I_{\text{input}}(=|\sum f_i^y y_i|))_{\text{label}}(=|\sum s_i^y y_i|)\)^T and the noise variances and covariance \((\sigma_i^2, \sigma_{jk}^2, \text{and } \sigma_k^2)\) for each voxel. Hence, we can impose noise independence by applying the inverse lower triangular matrix as shown above. To keep \(I_{\text{input}}\) the same, \(\sqrt{\sigma_i^2}\) is multiplied, generating the final formula in Eq. 3.
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