Abstract. Solutions to a class of one dimensional conservation laws with discontinuous flux are constructed relying on the Crandall-Liggett theory of nonlinear contractive semigroups [14, 21], with a vanishing viscosity approach. The solutions to the corresponding viscous conservation laws are studied using the Backward Euler approximations. We prove their convergence to a unique vanishing viscosity solution to the Cauchy problem for the non viscous equations as the viscous parameter tends to zero. This approach allows to avoid the technicalities in existing literature such as traces, Riemann problems, interfaces conditions, compensated compactness and entropy inequalities. Consequently we establish our result under very mild assumptions on the flux, with only a requirement on the smoothness with respect to the unknown variable and a condition that allows the application of the maximum principle.
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1. Introduction. We consider the Cauchy problem for the scalar conservation law

\[ u_t + f(x, u)_x = 0, \]

with initial data

\[ u(0, x) = \bar{u}(x). \]

In the simpler case where \( f = f(u) \) is independent of \( x \), solutions have been constructed by a variety of techniques [22, 23, 41]. In particular, in [20] it was proved that the abstract theory of nonlinear contractive semigroups developed by Crandall and Liggett [21] can indeed be applied to scalar conservation laws, and yields the same solutions obtained by Kruzhkov [41] as vanishing viscosity limits. While these approaches are effective even for multi-dimensional scalar conservation laws, their exploitation is harder when the flux depends explicitly on the time and space variables \((t, x)\) in a discontinuous way. Aim of the present paper is to develop a semigroup approach for the one-dimensional case in the more general context where the flux function \( f = f(x, u) \) is allowed to depend on \( x \) in a discontinuous way, by extending the classical results of [20, 21].

We consider the following hypotheses on the flux \( f \):

\[ f_0) \]

i) \( x \mapsto f(x, \omega) \) is in \( L^\infty(\mathbb{R}, \mathbb{R}) \) for any \( \omega \in \mathbb{R} \); \( \omega \mapsto f(x, \omega) \) is smooth for any \( x \in \mathbb{R} \);

ii) there exists a constant \( L \geq 0 \) such that, for any fixed \( x \in \mathbb{R} \):

\[ |f(x, \omega_1) - f(x, \omega_2)| \leq L |\omega_1 - \omega_2|, \quad \text{for any } \omega_1, \omega_2 \in \mathbb{R}; \]

iii) there exists a constant \( L_1 \geq 0 \) such that,

\[ \int_{\mathbb{R}} |f(x, 0)| \, dx \leq L_1. \]

\[ f_1) \] The flux \( f \) satisfies \( f_0) \), and has the following form

\[ f(x, \omega) = \begin{cases} f_l(\omega) & \text{if } x \leq 0, \\ f_r(\omega) & \text{if } x > 0, \end{cases} \]

where \( f_l \) and \( f_r \) are smooth functions satisfying

\[ f_l(0) = f_r(0) = 0, \quad f_l(1) = f_r(1). \]
Scalar conservation laws with discontinuous flux arise in many applications where the conservation laws describe physical models in rough media. Examples include but are not limited to traffic flow with rough road condition and various polymer flooding models in two phase flow in porous media. Beginning with the work by Isaacson & Temple [31, 32, 33, 52] and by Risebro and collaborators [26, 27, 39], scalar conservation laws with discontinuous coefficients have become the topic of a vast literature [1, 7, 8, 10, 19, 24, 25, 26, 34, 40, 43, 48].

The existence of solutions for (1.1) can be established through a compactness argument on a family of approximate solutions. These approximations can be constructed by mollification of the flux [10, 39, 45], by wave front tracking [25, 26, 27, 28, 40], by Godunov’s method [2, 4, 32, 38, 42], and by several other numerical schemes [16, 37, 48, 53, 54]. We would also like to mention the recent related results on existence of solutions for Cauchy problems for models of polymer flooding [50] and slow erosion in granular flow [49].

In a general setting, the solutions to the conservation law (1.1) can be obtained as limits of two combined approximations:

\begin{equation}
\begin{aligned}
&u_t + f^{\delta_n}(x,u)_x = \varepsilon_n u_{xx}, \\
&\varepsilon_n u_{xx} \text{ is a viscosity term, and } f^{\delta_n}(x,u) \text{ is a mollified flux which is smooth in } x. \text{ As } n \to \infty, \text{ one takes the double limits } \varepsilon_n \to 0 \text{ and } \delta_n \to 0 \text{ (where } f^{\delta_n} \to f^0 = f). \text{ It is important to observe that in general these two limits do not commute. Indeed, one can let } \varepsilon_n, \delta_n \to 0 \text{ keeping the ratio } \kappa = \delta_n/\varepsilon_n \text{ constant. A detailed study of viscous traveling waves in } [29, 51] \text{ reveals that, for the same initial data, infinitely many limit solutions of (1.3) can exist, depending on the ratio } \kappa. \text{ The uniqueness of the double-limit solution is proved in } [51] \text{ only under some additional monotonicity conditions on the flux function and on the mollification } f^{\delta_n}.
\end{aligned}
\end{equation}

In this paper we set \(\delta_n \equiv 0\), and consider the viscous approximation to (1.1):

\begin{equation}
\begin{aligned}
&u_t + f(x,u)_x = \varepsilon u_{xx}, \\
&\text{for small } \varepsilon > 0. \text{ A Backward Euler scheme is adopted to generate approximate solutions to the viscous equation (1.4). Using the results in } [14, 21] \text{ and relying on a detailed study of the Backward Euler approximations, we establish existence and uniqueness of the vanishing viscosity limit, as } \varepsilon \to 0. \\
&\text{We remark that the backward Euler approximation was recently implemented in } [13], \text{ to construct a semigroup of solutions to a conservation law with nonlocal flux, modeling slow erosion phenomena in granular flow.}
\end{aligned}
\end{equation}

In the literature, uniqueness of solutions to (1.1) is usually obtained through specific entropy conditions, possibly supplemented with interface conditions at the point where the flux is discontinuous, satisfied by the limit of the approximate solutions, see [3, 8, 16, 17, 25, 37, 38, 39, 41]. It must be noted that, when the flux is discontinuous in the variable \(x\), different entropy conditions or interface conditions may lead to different solutions to (1.1). This is also indicated by the non-uniqueness of the double limits for (1.3), studied in [51]. A systematic study of the various entropy conditions that can be imposed on the solutions to (1.1), leading to different semigroups of solutions, can be found in [8].

In addition to the vanishing viscosity approach, an additional approach to obtain uniqueness is available in the literature, utilizing the so called adapted entropies. The basic concept was first introduced in [9], and then further extended and applied in [11, 15, 18, 46]. Under further restrictions on the flux function, the adapted entropy inequality can be applied to multi-dimensional problems [15, 30]. However, with the exception of some very particular fluxes, the solutions selected by the adapted entropies in [9] are NOT the vanishing viscosity solutions obtained by letting \(\varepsilon \to 0\) in (1.4). Some preliminary analysis shows that the adapted entropy concept corresponds to taking \(\varepsilon_n \to 0\) first, then taking \(\delta_n \to 0\) in (1.3). A detailed discussion can be found in Section 6, where counter examples and analysis for selected examples are provided, and more observations are made.

The novelty of our approach lies mainly on the techniques applied to the problem, i.e. the application of the Brezis & Pazy convergence result [14] to obtain the existence and uniqueness
of vanishing viscosity solutions to conservation laws with discontinuous fluxes. Compactness and entropy arguments are only used to study solutions to the resolvent equations, constructing the approximate and the limit semigroups (see Section 4). This involves solutions to ordinary differential equations, depending only on the variable \( x \). With this approach and using the result in [14], we prove directly the strong convergence of the semigroups generated by (1.4) to a unique semigroup generated by (1.1), without the need of additional entropy conditions. In this way, we obtain the uniqueness and strong convergence results without any additional hypothesis on the flux. We list a few comparisons with some existing literature.

- We do not require the nondegeneracy condition, which is usually required for compensated compactness arguments [35, 37].
- We do not have requirement on the shape of the graph of the flux, which is usually needed by the arguments based on BV bounds [3, 16, 25, 31, 38]. In particular, we do not exclude the presence of an infinite number of maxima/minima or flux crossings, which was required by [38].
- We study the convergence, as \( \varepsilon \to 0 \), of solutions to (1.4) directly, without mollifying the flux as it is done, for instance, in [18, 35, 36]. Therefore we avoid the problem of choosing the relative ratio of convergence between the mollification parameter and the viscosity.

In this paper we establish the existence and uniqueness of solution for the conservation law where the flux is discontinuous at one location. Such a result can serve as a building block for equations where the discontinuities in the flux function form a more complex pattern. Indeed, the result in this paper is utilized as the starting point for the recent paper [12], where the existence and uniqueness of the vanishing viscosity limit is extended to one dimensional scalar conservation laws with regulated flux. To be precise, in [12] we prove the existence and uniqueness of the limit as \( \varepsilon \to 0 \) of the solution \( u^\varepsilon \) to

\[
\begin{align*}
  u_t + f(t, x, u)_x &= \varepsilon u_{xx}, \\
  u(0, x) &= u_0(x).
\end{align*}
\]

Here the mapping \((t, x) \mapsto f\) is a regulated function in two dimensions (see Definition 1.1 in [12]), which can be highly discontinuous in the \((t, x)\)-plane. Specially, this result can be applied directly to the existence and uniqueness of solutions to the triangular system

\[
\begin{align*}
  u_t + f(v, u)_x &= 0, \\
  v_t + g(v)_x &= 0,
\end{align*}
\]

under mild assumptions on the flux \( g \) and the initial data \( v_0(x) \). We refer to [12] for details.

The remainder of the paper is organized as follows. In Section 2 we review classical results on non linear semigroups that are used in the other sections. In Section 3 we study the resolvent equation

\[ u + \lambda [f(x, u)_x - \varepsilon u_{xx}] = w \]

for the viscous problem and prove that, under the assumption \( f_0 \), it has a unique solution \( u = J_\lambda^\varepsilon w \). Furthermore, according to [21], the operator \( J_\lambda^\varepsilon \) generates a non linear semigroup \( S_t^\varepsilon \) of weak solutions for the viscous equation (1.4). In Section 4, under the hypothesis \( f_1 \), we show that \( J_\lambda^\varepsilon w \), as \( \varepsilon \to 0 \), converges to a unique limit \( J_\lambda w \) which solves

\[ u + \lambda f(x, u)_x = w. \]
In Section 5 we apply the results in [21] to show that $J_\lambda$ generates a non-linear semigroup $S_t$ whose trajectories are solutions to (1.1). Then [14] is applied to show that $S^\varepsilon_T$ converges to $S_t$ uniformly for $t$ in compact sets. See the diagram in Figure 1. In Section 6 we discuss in some detail the adapted entropies introduced in [9], to illustrate their difference from vanishing viscosity solutions. Finally, several examples and counterexamples related to the generation of non-linear semigroups are presented in Section 7, together with some final remarks.

2. Review on contractive semigroups generated by backward Euler operator. We first give a brief review on the main results in [14, 21], which are important to the analysis in this paper. Let $X$ be a Banach space with norm $\| \cdot \|$, and let $A$ be a possibly nonlinear, multivalued map that we view as a subset of $X \times X$. The set $Au$, the domain of $A$ and its range are defined as

$$
Au = \{ v \in X : (u, v) \in A \}, \\
D(A) = \{ u \in X : Au \neq \emptyset \}, \\
R(A) = \bigcup_{u \in D(A)} Au.
$$

(2.1)

We say that the operator $A$ is accretive if

$$
v_1 \in Au_1, \quad v_2 \in Au_2, \quad \lambda > 0 \quad \Rightarrow \quad \|(u_1 + \lambda v_1) - (u_2 + \lambda v_2)\| \geq \|u_1 - u_2\|. \tag{2.2}
$$

Consider the abstract Cauchy problem

$$
\frac{d}{dt} u + Au \ni 0, \quad u(0) = \bar{u}. \tag{2.3}
$$

We define its Backward Euler operator $J_\lambda$ by setting

$$
(w, u) \in J_\lambda \quad \text{if and only if} \quad u \in D(A) \quad \text{and there exists} \quad v \in Au \quad \text{such that} \quad u + \lambda v = w. \tag{2.4}
$$

If $A$ is accretive, because of (2.2), $J_\lambda$ is a single valued map. Fix a time step $\lambda > 0$, we consider the approximation

$$
u(t + \lambda) = J_\lambda u(t). \tag{2.5}
$$

Approximate solutions to (2.3) can be constructed by time iterations with the Backward Euler operator. For time interval $[0, \tau]$ and $n$ time steps, one computes

$$
u(\tau) \approx (J_\lambda)^n \bar{u}, \quad \lambda = \tau/n.
$$

The Backward Euler operator $J_\lambda$ has the following properties.

**Lemma 2.1.** [21, Lemma 1.2] Let $A$ be an accretive operator on the Banach space $X$, and assume that there exists $\lambda_0 > 0$ such that

$$
D(J_\lambda) = R(I + \lambda A) \supseteq \overline{D(A)} \quad \forall \lambda \in [0, \lambda_0]. \tag{2.6}
$$

Then, for $\lambda, \mu \in [0, \lambda_0]$ the following holds.
(i) The operator \( J_\lambda \) is single-valued. Indeed, for \( u_1, u_2 \in \mathcal{D}(J_\lambda) \)
\[
\| J_\lambda u_1 - J_\lambda u_2 \| \leq \| u_1 - u_2 \|.
\]

(ii) For \( u \in \mathcal{D}(A) \) one has
\[
\frac{1}{\lambda} \| J_\lambda u - u \| \leq \| Au \| = \inf \{ \| v \| : v \in Au \}.
\]

(iii) If \( n \) is a positive integer and \( u \in \mathcal{D}(J_\lambda) \), then
\[
\| (J_\lambda)^n u - u \| \leq n \| J_\lambda u - u \|.
\]

(iv) For any \( u \in \mathcal{D}(J_\lambda) \), the “resolvent formula” holds:
\[
\tilde{u} = \frac{\mu}{\lambda} u + \frac{\lambda - \mu}{\lambda} J_\lambda u \in \mathcal{D}(J_\mu) \quad \text{and} \quad J_\lambda u = J_\mu(\tilde{u}).
\]

Here and in the following \( I \) denotes the identity operator. The Backward Euler approximation converges to a limit as \( n \to \infty \). The limit solution generates a semigroup of contractions, as shown in this elegant result by Crandall & Liggett [21].

**Theorem 2.2.** [21, Theorem 1] Let \( A \) be an accretive operator on the Banach space \( X \), and \( J_\lambda \) the corresponding Backward-Euler operator. Assume that there exists \( \lambda_0 > 0 \) such that
\[
\mathcal{D}(J_\lambda) = \mathcal{R}(I + \lambda A) \supseteq \overline{\mathcal{D}(A)} \quad \forall \lambda \in [0, \lambda_0].
\]

Then the following holds.

**I** For every initial datum \( u \in \overline{\mathcal{D}(A)} \) and every \( t \geq 0 \) the limit
\[
S_t u = \lim_{n \to \infty} (J_{t/n})^n u
\]
is well defined.

**II** The family of operators \( \{ S_t : t \geq 0 \} \) defined at (2.12) is a continuous semigroup of contractions on the set \( \overline{\mathcal{D}(A)} \). Namely

(i) For all \( t, s \geq 0 \) and \( u \in \overline{\mathcal{D}(A)} \) one has \( S_0 u = u \), \( S_t S_s u = S_{t+s} u \).

(ii) For every \( u \in \overline{\mathcal{D}(A)} \) the map \( t \mapsto S_t u \) is continuous.

(iii) For every \( u_1, u_2 \in \overline{\mathcal{D}(A)} \) and every \( t \geq 0 \) one has \( \| S_t u_1 - S_t u_2 \| \leq \| u_1 - u_2 \| \).

Consider a family of accretive operators \( A^\sigma \), and the corresponding semigroups \( S^\sigma \). As shown by Brezis and Pazy [14], the limit \( \lim_{\sigma \to 0} S^\sigma_t x \) exists if one has the convergence of the corresponding Backward Euler operators \( J_\lambda^\sigma \).

**Theorem 2.3.** [14, Theorem 3.1] Let \( A, A^\sigma \), \( \sigma \in [0, \sigma_0] \) be accretive operators such that
\[
\mathcal{D}(J_\lambda) = \mathcal{R}(I + \lambda A) \supseteq \overline{\mathcal{D}(A)}, \quad \mathcal{D}(J_\lambda^\sigma) = \mathcal{R}(I + \lambda A^\sigma) \supseteq \overline{\mathcal{D}(A^\sigma)}, \quad \forall \lambda \in [0, \lambda_0], \forall \sigma \in [0, \sigma_0].
\]

Let \( S, S^\sigma \) be the corresponding semigroups (Theorem 2.2), and call
\[
\mathcal{D} = \bigcap_{\sigma > 0} \overline{\mathcal{D}(A^\sigma)} \cap \mathcal{D}(A).
\]

If the corresponding Backward Euler operators satisfy
\[
\lim_{\sigma \to 0} J_\lambda^\sigma u = J_\lambda u \quad \forall u \in \mathcal{D}, \forall \lambda \in [0, \lambda_0],
\]
then
\[
\lim_{\sigma \to 0} S^\sigma_t u = S_t u \quad \forall u \in \mathcal{D}, \forall t \geq 0,
\]
and the limit is uniform for \( t \) in bounded intervals.
3. The resolvent equation for the viscous problem. In this section we assume hypothesis R0) for the flux $f$, and study the resolvent equation for the viscous conservation law (1.4). We establish suitable properties so that the classical results stated in Section 2 can be applied. To this end, we consider

$$u_t + [f(x, u) - \varepsilon u_x]_x \geq 0$$

and define the non linear map $A^\varepsilon \subset L^1(\mathbb{R}, \mathbb{R}) \times L^1(\mathbb{R}, \mathbb{R})$ as

$$(u, v) \in A^\varepsilon \quad \text{if and only if} \quad u, v \in L^1(\mathbb{R}, \mathbb{R}) \text{ and } [f(x, u) - \varepsilon u_x]_x = v.$$  

The domain of the map is

$$(3.2) \quad D(A^\varepsilon) = \{u \in L^1(\mathbb{R}, \mathbb{R}) : [f(x, u) - \varepsilon u_x]_x \in L^1(\mathbb{R}, \mathbb{R})\}.$$  

We also use the notation $A^\varepsilon u$ to denote $v$ in (3.1), since $A^\varepsilon$ is a single valued operator.

Recall that $I$ is the identity, $\lambda$ is any positive real number and $\mathcal{R}(B)$ denotes the range of a map $B$. We consider the resolvent equation

$$(3.3) \quad u + \lambda A^\varepsilon u = w \quad \text{i.e.} \quad u + \lambda [f(x, u) - \varepsilon u_x]_x = w,$$

where $w$ is any given function in $L^1(\mathbb{R}, \mathbb{R})$.

We begin with the definition of weak solution to (3.3).

**Definition 3.1.** A function $u \in L^1_{\text{loc}}(\mathbb{R})$ is a weak solution to (3.3), with data $w \in L^1(\mathbb{R}, \mathbb{R})$, if for any test function $\phi \in C^2_c(\mathbb{R}, \mathbb{R})$ it holds

$$\int_{\mathbb{R}} \left[ \frac{u(x) - w(x)}{\lambda} \phi(x) - f(x, u)\phi'(x) - \varepsilon u(x)\phi''(x) \right] dx = 0.$$  

We now introduce the definitions of the upper and lower solutions to (3.3).

**Definition 3.2.** Let $\Omega \subset \mathbb{R}$ be open and $w$ be any function in $L^1_{\text{loc}}(\Omega, \mathbb{R})$. The function $u \in L^1_{\text{loc}}(\Omega, \mathbb{R})$ is a lower solution to (3.3) in $\Omega$ if

$$u + \lambda [f(x, u) - \varepsilon u_x]_x \leq w$$

holds in $\Omega$ in the sense of distributions. On the other hand, the function $u \in L^1_{\text{loc}}(\Omega, \mathbb{R})$ is an upper solution to (3.3) in $\Omega$ if

$$u + \lambda [f(x, u) - \varepsilon u_x]_x \geq w$$

holds instead.

Lower and upper solutions to (3.3) satisfy the following maximum principle.

**Theorem 3.3.** Let $u_1, u_2 \in L^1_{\text{loc}}(\Omega, \mathbb{R})$ be respectively a lower and an upper solution to (3.3) in the open set $\Omega$ with right hand sides respectively equal to $w_1, w_2 \in L^1_{\text{loc}}(\Omega, \mathbb{R})$:

$$(3.4) \quad \begin{cases} 
    u_1 + \lambda [f(x, u_1) - \varepsilon u_{1,x}]_x & \leq u_1, \\
    u_2 + \lambda [f(x, u_2) - \varepsilon u_{2,x}]_x & \geq w_2.
\end{cases}$$

Let $a, b \in \mathbb{R} \cup \{\pm \infty\}$ be such that $|a, b| \subset \Omega$ and

$$(3.5) \quad \liminf_{x \to a^+} [u_1(x) - u_2(x)] \leq 0, \quad \liminf_{x \to b^-} [u_1(x) - u_2(x)] \leq 0,$$

then the inequality

$$(3.6) \quad \int_a^b [u_1(x) - u_2(x)]^+ dx \leq \int_a^b [w_1(x) - w_2(x)]^+ dx$$

holds, where $[\cdot]^+$ denotes the positive part of a real number: $[t]^+ = \max\{0, t\}$. In particular, if $w_1 \leq w_2$ holds in $|a, b|$, then $u_1 \leq u_2$ holds in the same interval.
Proof. Define the function \( v = u_1 - u_2 \). Subtracting the inequalities in (3.4) we have

\[
(3.7) \quad v + \lambda [f (x, u_1) - f (x, u_2) - \varepsilon v_x]_x \leq w_1 - w_2,
\]

in the space of distributions. Therefore, the distribution

\[
(3.8) \quad w_1 - w_2 - v - \lambda [f (x, u_1) - f (x, u_2) - \varepsilon v_x]_x
\]

is non negative and consequently a positive Radon measure on \( \Omega \) (see [47, Theorem 2.14]). Since \( w_1 - w_2 - v \) is a locally integrable function, \( [f (x, u_1) - f (x, u_2) - \varepsilon v_x]_x \) is a signed Radon measure. Therefore

\[
f (x, u_1) - f (x, u_2) - \varepsilon v_x \in BV_{\text{loc}} (\Omega, \mathbb{R}) \subset L^1_{\text{loc}} (\Omega, \mathbb{R}).
\]

Hypothesis (\textbf{f0}) implies that \( f (x, u_1), f (x, u_2) \in L^1_{\text{loc}} (\Omega, \mathbb{R}) \), leading to \( v_x \in L^1_{\text{loc}} (\Omega, \mathbb{R}) \). Thus, \( v \) is locally absolutely continuous in \( \Omega \).

If \( v \leq 0 \) holds in \( |a, b| \), there is nothing to prove. Otherwise, let \( |\alpha, \beta| \) be any connected component of the open set

\[
V = \{ x \in |a, b| : v(x) > 0 \}.
\]

Note that we do not exclude the possibilities \( \alpha = -\infty \) and \( \beta = +\infty \). Now, hypothesis (3.5) and the continuity of \( v \) in \( \Omega \) imply

\[
(3.9) \quad \liminf_{x \to \alpha^+} v(x) = 0, \quad \liminf_{x \to \beta^-} v(x) = 0, \quad v(x) > 0 \text{ for all } x \in |\alpha, \beta|.
\]

Let \( \mathcal{L} \) be the intersection of the Lebesgue points in \( \Omega \) of the functions \( f (x, u_1), f (x, u_2) \) and \( v_x \). Fix \( \eta, \xi \in \mathcal{L} \) such that \( \alpha < \eta < \xi < \beta \), we evaluate the measures in (3.7) over the set \( |\eta, \xi| \) and obtain

\[
\int_\eta^\xi v(x) \, dx + \lambda [f (\xi, u_1(\xi)) - f (\xi, u_2(\xi))]
\]

\[
- \lambda [f (\eta, u_1(\eta)) - f (\eta, u_2(\eta))] - \lambda \varepsilon [v_x (\xi) - v_x (\eta)]
\]

\[
\leq \int_\eta^\xi [w_1(x) - w_2(x)] \, dx \leq \int_\eta^\xi [w_1(x) - w_2(x)]^+ \, dx.
\]

Using (\textbf{f0}) and recalling that \( v > 0 \) in \( |\alpha, \beta| \), the above inequality becomes

\[
(3.10) \quad \int_\eta^\xi v(x) \, dx \leq \lambda [\varepsilon v_x (\xi) + Lv (\xi)] + \lambda [-\varepsilon v_x (\eta) + Lv (\eta)] + \int_\eta^\xi [w_1(x) - w_2(x)]^+ \, dx.
\]

Now we claim that

\[
(3.11) \quad \liminf_{\eta \to -\alpha, \xi \to -\beta} [\varepsilon v_x (\eta) + Lv (\eta)] \leq 0, \quad \liminf_{\xi \to -\beta} [\varepsilon v_x (\xi) + Lv (\xi)] \leq 0.
\]

Indeed, by contradiction, suppose that the second inequality in (3.11) were not true (the other case being similar). Then there should exist \( \gamma > 0 \) and \( \xi_0 < \beta \) such that \( \varepsilon v_x (\xi) + Lv (\xi) \geq \gamma \) for all \( \xi \in (\xi_0, \beta) \cap \mathcal{L} \). Solving this differential inequality with \( v (\xi_0) > 0 \) as initial data we have

\[
v (\xi) \geq \left[ v (\xi_0) - \frac{\gamma}{L} \right] e^{-\frac{L}{L}} + \frac{\gamma}{L},
\]

If in this last inequality we take the lower limit as \( \xi \to \beta \) we have (including the case \( \beta = +\infty \)):

\[
\liminf_{\xi \to \beta^-} v (\xi) \geq v (\xi_0) e^{-\frac{L}{L}} + \frac{\gamma}{L} \left( 1 - e^{-\frac{L}{L}} (\beta - \xi_0) \right) > 0
\]

which contradicts (3.8).
Now we take the lower limits in (3.10) as \( \eta \to \alpha^+ \) and \( \xi \to \beta^- \). Using (3.11) we obtain

\[
\int_{\alpha}^{\beta} v(x) \, dx \leq \int_{\alpha}^{\beta} |w_1(x) - w_2(x)|^+ \, dx.
\]

Finally, writing \( V \) as the union of its connected components \( V = \bigcup_{i=1}^{N} (\alpha_i, \beta_i) \) (with \( N = +\infty \) if there are countably many connected components), we compute

\[
\int_{\alpha}^{b} [u_1(x) - u_2(x)]^+ \, dx = \int_{\alpha}^{b} [v(x)]^+ \, dx = \int_{V} v(x) \, dx
\]

\[
= \sum_{i=1}^{N} \int_{\alpha_i}^{\beta_i} v(x) \, dx \leq \sum_{i=1}^{N} \int_{\alpha_i}^{\beta_i} [w_1(x) - w_2(x)]^+ \, dx \leq \int_{\alpha}^{b} [w_1(x) - w_2(x)]^+ \, dx,
\]

proving the theorem. \( \Box \)

If the functions \( u \) and \( w \) in (3.3) are integrable over \( \mathbb{R} \), then the operator \( A^\varepsilon \) defined in (3.1) is accretive. Indeed we have the following result.

**Corollary 3.4.** Let \( u_1, u_2, w_1, w_2 \in L^1(\mathbb{R}, \mathbb{R}) \) satisfy

\[
\begin{align*}
\begin{cases}
u_1 + \lambda [f(x, u_1) - \varepsilon u_{1,x}] & = w_1, \\
u_2 + \lambda [f(x, u_2) - \varepsilon u_{2,x}] & = w_2,
\end{cases}
\end{align*}
\]

in the sense of distribution, then the following inequalities hold:

\[
\int_{\mathbb{R}} [u_1(x) - u_2(x)]^+ \, dx \leq \int_{\mathbb{R}} [w_1(x) - w_2(x)]^+ \, dx,
\]

\[
\int_{\mathbb{R}} |u_1(x) - u_2(x)| \, dx \leq \int_{\mathbb{R}} |w_1(x) - w_2(x)| \, dx.
\]

**Proof.** According to Definition 3.2, \( u_1 \) and \( u_2 \) are both lower and upper solutions to (3.3) with right hand side respectively \( w_1 \) and \( w_2 \). Since they are integrable, we have

\[
\liminf_{x \to \pm \infty} [u_1(x) - u_2(x)] \leq 0.
\]

Theorem 3.3 with \( a = -\infty \) and \( b = +\infty \) can be applied to get (3.14). Changing the role of \( u_1 \) and \( u_2 \) allows us to obtain (3.15). \( \Box \)

In the following theorem we establish some properties of the Backward Euler operator \( J_\lambda^\varepsilon = (I + \lambda A^\varepsilon)^{-1} \) defined in (2.4) and show that \( R(I + \lambda A^\varepsilon) = L^1(\mathbb{R}, \mathbb{R}) \).

**Theorem 3.5.** Suppose the flux \( f(x, \omega) \) satisfies hypothesis \( f0 \). Then for any \( \lambda, \varepsilon > 0 \), \( w \in L^1(\mathbb{R}, \mathbb{R}) \), there exists a unique weak solution \( u = J_\lambda^\varepsilon w \in L^1(\mathbb{R}, \mathbb{R}) \) to equation (3.3). The maps \( A^\varepsilon : D(A^\varepsilon) \to L^1(\mathbb{R}, \mathbb{R}) \) and \( J_\lambda^\varepsilon : L^1(\mathbb{R}, \mathbb{R}) \to L^1(\mathbb{R}, \mathbb{R}) \) satisfy

(i) \( J_\lambda^\varepsilon w_1 \leq J_\lambda^\varepsilon w_2 \) whenever \( w_1 \leq w_2 \), (monotonicity);

(ii) \( \int_{\mathbb{R}} J_\lambda^\varepsilon w \, dx = \int_{\mathbb{R}} w \, dx \) for any \( w \in L^1(\mathbb{R}, \mathbb{R}) \), (conservation);

(iii) \( \|J_\lambda^\varepsilon w_1 - J_\lambda^\varepsilon w_2\|_{L^1(\mathbb{R}, \mathbb{R})} \leq \|w_1 - w_2\|_{L^1(\mathbb{R}, \mathbb{R})} \), (contraction property);

(iv) \( D(A^\varepsilon) = L^1(\mathbb{R}, \mathbb{R}) \) (density of the domain).

**Proof.** The uniqueness, the monotonicity (i) and the contraction property (iii) are direct consequences of Corollary 3.4. We now show the existence. For \( \lambda > 0 \), \( x \in \mathbb{R} \), we consider the traditional convolution kernel

\[
H(\lambda, x) = \frac{1}{2\sqrt{\lambda}} e^{-\frac{|x|}{\sqrt{\lambda}}}.
\]
It has the following properties:

\[
\begin{aligned}
& H_x (\lambda, x) = - \frac{1}{\sqrt{\lambda}} \text{sign}(x) H (\lambda, x), \\
& H_{xx} (\lambda, \cdot) = \frac{1}{\lambda} (H (\lambda, \cdot) - \delta_0), \\
& \lim_{\lambda \to 0^+} H (\lambda, \cdot) = \delta_0, \quad \text{where } \delta_0 \text{ is the unit mass at } x = 0, \\
& \|H (\lambda, \cdot)\|_{L^1(\mathbb{R}, \mathbb{R})} = 1, \quad \|H_x (\lambda, \cdot)\|_{L^1(\mathbb{R}, \mathbb{R})} = \frac{1}{\sqrt{\lambda}}.
\end{aligned}
\]  

(3.17)

Fix \( \varepsilon, \lambda > 0 \) and for any \( w \in L^1 (\mathbb{R}, \mathbb{R}) \) we define the Lipschitz continuous map \( \Lambda^w_\lambda : L^1 (\mathbb{R}, \mathbb{R}) \to L^1 (\mathbb{R}, \mathbb{R}) \) as

\[
\|\Lambda^w_\lambda (u_1) - \Lambda^w_\lambda (u_2)\|_{L^1(\mathbb{R}, \mathbb{R})} \leq L \sqrt{\frac{\varepsilon}{\lambda}} \|u_1 - u_2\|_{L^1(\mathbb{R}, \mathbb{R})}, \quad \text{for any } u_1, u_2 \in L^1 (\mathbb{R}, \mathbb{R}).
\]

(3.18)

By properties (3.17), it follows that \( u \in L^1 (\mathbb{R}, \mathbb{R}) \) is a weak solution to (3.3) if and only if \( u = \Lambda^w_\lambda (u) \). Moreover, one has

\[
(I + \lambda \Lambda^w_\lambda) u = w.
\]

Multiplying this equality by \( \Lambda^{-w}_\lambda \), algebraic manipulations give

\[
(I + \lambda \Lambda^w_\lambda) u = \left( 1 - \frac{\lambda \varepsilon}{\lambda} \right) u + \frac{\lambda \varepsilon}{\lambda} w.
\]

By the surjectivity of \( (I + \lambda \Lambda^w_\lambda) \), the above equation is equivalent to the fixed point equation \( u = T_w u \), where the map \( T_w : L^1 (\mathbb{R}, \mathbb{R}) \to L^1 (\mathbb{R}, \mathbb{R}) \) is defined by

\[
T_w u = J^\varepsilon_{\lambda_0} \left( \left( 1 - \frac{\lambda \varepsilon}{\lambda} \right) u + \frac{\lambda \varepsilon}{\lambda} w \right).
\]

Since \( J^\varepsilon_{\lambda_0} \) is a contraction, we compute

\[
\|T_w u_1 - T_w u_2\|_{L^1(\mathbb{R}, \mathbb{R})} \leq \left( 1 - \frac{\lambda \varepsilon}{\lambda} \right) \|u_1 - u_2\|_{L^1(\mathbb{R}, \mathbb{R})}.
\]

One concludes that \( T_w \) is a strict contraction in \( L^1 (\mathbb{R}, \mathbb{R}) \), and hence it has a unique fixed point \( u = T_w u \).

To prove \((ii)\), it is enough to integrate over \( \mathbb{R} \) the identity \( u = \Lambda^w_\lambda u \) and apply Fubini’s theorem.

It remains to prove \((iv)\), the density of the domain of \( A^\varepsilon \). Fix \( w \in L^1 (\mathbb{R}, \mathbb{R}) \) and observe that \( u_\lambda = J^\varepsilon_{\lambda_0} w \in D (A^\varepsilon) \) for any \( \lambda > 0 \). Hence it suffices to show that \( u_\lambda \to w \) as \( \lambda \to 0 \). Fix a point \( \bar{u} \in D (A^\varepsilon) \). The contraction property of \( J^\varepsilon_{\lambda_0} \) and (2.8) imply

\[
\|u_\lambda\|_{L^1(\mathbb{R}, \mathbb{R})} \leq \|J^\varepsilon_{\lambda_0} w - J^\varepsilon_{\lambda_0} \bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})} + \|J^\varepsilon_{\lambda_0} \bar{u} - \bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})} + \|\bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})}
\]

\[
\leq \|w - \bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})} + \lambda \|A^\varepsilon \bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})} + \|\bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})}
\]

\[
\leq C,
\]

(3.19)
where $C$ is a constant independent of $\lambda \in [0,1]$. Using (f0), and the fact that $u_\lambda$ is the unique fixed point of $\Lambda^w_\lambda$, we compute

$$
\|u_\lambda - w\|_{L^1(\mathbb{R},\mathbb{R})} = \|\Lambda^w_\lambda (u_\lambda) - w\|_{L^1(\mathbb{R},\mathbb{R})}
$$

$$
\leq \int_{\mathbb{R}^2} H(\lambda \varepsilon, x - y) \|w(x) - w(y)\| \, dx \, dy + \int_{\mathbb{R}^2} \lambda^0 |H_x(\lambda \varepsilon, x - y)| |f(y, u_\lambda(y))| \, dx \, dy 
$$

$$
(3.20)
$$

$$
\leq \int_{\mathbb{R}} H(\lambda \varepsilon, \xi) \left[ \int_{\mathbb{R}} |w(x) - w(x - \xi)| \, dx \right] \, d\xi + \int_{\mathbb{R}} \frac{\lambda^0}{\sqrt{\lambda \varepsilon}} \|f(y, 0) + L |u_\lambda(y)|\| \, dy 
$$

$$
\leq \int_{\mathbb{R}} H(\lambda \varepsilon, \xi) \left[ \int_{\mathbb{R}} |w(x) - w(x - \xi)| \, dx \right] \, d\xi + \frac{L^0}{\varepsilon} [L_1 + L \cdot C] 
$$

$$
\xrightarrow{\lambda \to 0} 0, 
$$

completing the proof.

We are now ready to apply Theorem 2.2.

**Theorem 3.6.** If the flux $f$ satisfies the hypothesis (f0), then the operator $A^\varepsilon$ defined in (3.1) generates (in the sense of Theorem 2.2) a non linear continuous semigroup $S^\varepsilon_t : L^1(\mathbb{R},\mathbb{R}) \to L^1(\mathbb{R},\mathbb{R})$ of contractions. For any $u \in L^1(\mathbb{R},\mathbb{R})$, the trajectory of the semigroup $u(t,x) = (S^\varepsilon_t u)(x)$ belongs to $C^0(0,1) \times L^1(\mathbb{R},\mathbb{R})$ and is a weak solution to the parabolic equation (1.4). Theorem 3.5 guarantees that $A^\varepsilon$ satisfies the hypotheses of Theorem 2.2. Therefore it generates a continuous semigroup $S^\varepsilon_t : D(A^\varepsilon) \to D(A^\varepsilon)$ of contractions with $D(A^\varepsilon) = L^1(\mathbb{R},\mathbb{R})$. For any $u \in L^1(\mathbb{R},\mathbb{R})$, the trajectory of the semigroup $u(t,x) = (S^\varepsilon_t u)(x)$ belongs to $C^0(0,1) \times L^1(\mathbb{R},\mathbb{R})$. The trajectory $u$ can be obtained (see [44, Theorem 4.2]) as the limit in $L^1$ of approximations

$$
u(t) = \lim_{\lambda \to 0} \nu_\lambda(t), \quad \nu_\lambda(t) = (J^\varepsilon_\lambda)^{\frac{1}{2}} \bar{u}.
$$

By the definition of the resolvent $J^\varepsilon_\lambda$, the approximations $\nu_\lambda(t)$ solve

$$
\frac{\nu_\lambda(t,x) - \nu_\lambda(t - \lambda, x)}{\lambda} + [f(x, \nu_\lambda(t,x)) - \varepsilon u_{\lambda,x}(t,x)]_x = 0, \quad t \geq \lambda.
$$

We multiply this equation by a test function with compact support in $]0,1[ \times \mathbb{R}$, and perform integrations by parts. Taking the limit $\lambda \to 0$, one shows that $u$ is a weak solution to the parabolic problem (1.4).

**4. The vanishing viscosity limit for the Backward Euler operator.** In this section we study the vanishing viscosity limit $\varepsilon \to 0$ in (1.4), where we assume the hypotheses (f1) on the flux $f$. Under (f1), the region $[0,1]$ is invariant for (3.3). We introduce the domain

$$
D = \{ u \in L^1(\mathbb{R},\mathbb{R}) : 0 \leq u \leq 1 \}.
$$

If the source term $w$ in (3.3) is in $D$, then $u(x) = 0$ and $\bar{u}(x) = 1$ are respectively a lower and an upper solution to (3.3). An application of Theorem 3.3 shows that $J^\varepsilon_\lambda w \in D$.

Hypothesis (f1) implies additional regularity on the solutions to (3.3).

**Lemma 4.1.** Suppose $f(x,\omega)$ satisfies (f1). If $u \in L^1_{\text{loc}}(\mathbb{R},\mathbb{R})$, then a function $u \in L^1_{\text{loc}}(\mathbb{R},\mathbb{R})$ is a weak solution to (3.3) if and only if the following three conditions are satisfied:

(i) $u \in W^{2,1}_{\text{loc}}(\mathbb{R} \setminus \{0\}, \mathbb{R}) \cap W^{1,1}_{\text{loc}}(\mathbb{R},\mathbb{R})$;

(ii) in $\mathbb{R} \setminus \{0\}$, $u$ is a weak (Sobolev) solution to (3.3);

(iii) the two limits $\lim_{x \to 0} u_x(x) = u_x(0 \pm)$ exist and they satisfy

$$
f_r(u(0)) - f_l(u(0)) = \varepsilon (u_x(0+) - u_x(0-)) \quad (4.2)
$$

Moreover, we have

$$
f(x, u) - \varepsilon u_x \in W^{1,1}_{\text{loc}}(\mathbb{R},\mathbb{R}) \quad (4.3).
$$
\textbf{Proof.} Suppose first that }u \in L^1_{\text{loc}}(\mathbb{R}, \mathbb{R})\text{ is a weak solution to (3.3) in }\mathbb{R}.\text{ Then it satisfies}

\begin{equation}
\lambda [f(x,u) - \varepsilon u_x] = w - u \in L^1_{\text{loc}}(\mathbb{R}, \mathbb{R}) \Rightarrow f(x,u) - \varepsilon u_x \in W^{1,1}_{\text{loc}}(\mathbb{R}, \mathbb{R})
\end{equation}

proving (4.3). It further shows that }f(x,u) - \varepsilon u_x\text{ is continuous in }\mathbb{R}.\text{ Since }f(x,u) \in L^1_{\text{loc}}(\mathbb{R}, \mathbb{R}),

(4.4) \text{ also implies } u_x \in L^1_{\text{loc}}(\mathbb{R}, \mathbb{R})\text{ and consequently } u \in W^{1,1}_{\text{loc}}(\mathbb{R}, \mathbb{R}).\text{ Therefore both } u \text{ and } f(x,u) - \varepsilon u_x \text{ are continuous in } \mathbb{R},\text{ and we have}

\[
\lim_{x \to 0^-} [f(x,u) - \varepsilon u_x] = f_l(u(0)) - \varepsilon u_x(0-) = \lim_{x \to 0^+} [f(x,u) - \varepsilon u_x] = f_r(u(0)) - \varepsilon u_x(0+),
\]

concluding (iii).

Consider now the domain } ]-\infty,0[ \text{, where } f(x,u) = f_l(u) \in W^{1,1}_{\text{loc}}(]-\infty,0[, \mathbb{R}).\text{ Then (4.4) imply } u_x \in W^{1,1}_{\text{loc}}(]-\infty,0[, \mathbb{R})\text{ and hence } u \in W^{2,1}_{\text{loc}}(]-\infty,0[, \mathbb{R}).\text{ The same argument holds in the domain } ]0, +\infty[\text{, proving (i) and (ii).}

Suppose now that } u \in L^1_{\text{loc}}(\mathbb{R}, \mathbb{R})\text{ satisfies (i), (ii), (iii). In }\mathbb{R} \setminus \{0\} \text{, equation (3.3) is equivalent to } [f(x,u) - \varepsilon u_x] = w - u \text{ and (iii) implies that } f(x,u) - \varepsilon u_x \text{ is continuous at } x = 0.\text{ Therefore } u \text{ is a weak solution to (3.3) on } \mathbb{R}.\]

\textbf{Corollary 4.2.} For } k \in \mathbb{N}, \text{ if } w \in C^k(\mathbb{R}, \mathbb{R}), f_l, f_r \in C^k(\mathbb{R}, \mathbb{R}), \text{ and } u \in L^1_{\text{loc}}(\mathbb{R}, \mathbb{R})\text{ is a weak solution to (3.3), then } u \in C^{k+1}(]-\infty,0[ \cup ]0, +\infty[, \mathbb{R}).

\textbf{Proof.} In }]-\infty,0[\text{, we have that } u_{xx} = \frac{1}{2} (u + f'(u) u_x - w) \text{ holds. This relation, starting with the initial regularity given by Lemma 4.1 item (i), by induction proves the result. The same holds in } ]0, +\infty[.\]

The next Lemma shows that the total variation of } J^* \text{ is uniformly bounded with respect to the parameter } \varepsilon.

\textbf{Lemma 4.3. Under the hypothesis f1\textbf{, the map } J^* \text{ defined in Theorem 3.5 satisfies}

\begin{equation}
\text{Tot. Var. } J^* w \leq 2 + \text{Tot. Var. } \{w\}, \text{ for all } w \in D.
\end{equation}

\textbf{Proof.} Consider first } w \in C^\infty(\mathbb{R}, \mathbb{R})\text{ and define } u = J^* w.\text{ Lemma 4.1 and Corollary 4.2 imply that } u\text{ is smooth in } \mathbb{R} \setminus \{0\}\text{ and continuous in } \mathbb{R}.\text{ We claim the following:}

- If } \bar{x} \neq 0 \text{ is a point of local maximum for } u,\text{ then } u(\bar{x}) \leq w(\bar{x}).
- If } \bar{x} \neq 0 \text{ is a point of local minimum for } u,\text{ then } u(\bar{x}) \geq w(\bar{x}).

Indeed, consider a local max } \bar{x} > 0 \text{ (the case } \bar{x} < 0 \text{ being completely similar). We have}

\[
u_x(\bar{x}) = 0, \quad u_{xx}(\bar{x}) \leq 0,
\]

so

\[
w(\bar{x}) - u(\bar{x}) = \lambda [(f_r)'(u(\bar{x}))u_x(\bar{x}) - \varepsilon u_{xx}(\bar{x})] \geq 0.
\]

Fix } \gamma < \text{Tot. Var. } \{u\}\text{ and points } x_0 < x_1 < \ldots < x_{J-1} < 0 < x_j < \ldots < x_N \text{ such that}

\[
\gamma < \sum_{i=1}^{J-1} |u(x_i) - u(x_{i-1})| + |u(0) - u(x_{J-1})| + |u(0) - u(x_{j})| + \sum_{i=J+1}^{N} |u(x_i) - u(x_{i-1})|.
\]

It is not restrictive to assume that } w(x_0) = w(x_N) = 0, \text{ and that the points } x_i, \text{ for } 1 \leq i \leq J - 1, \text{ are alternatively points of local maximum and minimum for } u \text{ beginning with a maximum at } x_1 \text{ while, for } J \leq i \leq N - 1, \text{ they are alternatively point of local maximum and minimum beginning with a maximum at } x_{N-1}. \text{ Therefore we have } |u(x_i) - u(x_{i-1})| \leq |w(x_i) - w(x_{i-1})|\text{ for } 0 \leq i \leq N, \text{ with } i \neq J \text{ which implies}

\[
\gamma < \sum_{i=1}^{J-1} |w(x_i) - w(x_{i-1})| + 1 + 1 + \sum_{i=J+1}^{N} |w(x_i) - w(x_{i-1})| \leq \text{Tot. Var. } \{w\} + 2.
\]

This proves the assertion because of the arbitrariness of } \gamma < \text{Tot. Var. } \{u\}.
Finally, given any \( w \in D \) there exists a sequence \( w_\nu \in C^\infty_c(\mathbb{R}, \mathbb{R}) \cap D \) converging to \( w \) in \( L^1(\mathbb{R}, \mathbb{R}) \) such that \( \text{Tot. Var.} \{w_\nu\} \leq \text{Tot. Var.} \{w\} \). The continuity of \( J^\lambda_\nu \) and the lower semicontinuity of the total variation imply

\[
\text{Tot. Var.} \{J^\lambda_\nu w\} \leq \liminf_{\nu \to +\infty} \text{Tot. Var.} \{J^\lambda_\nu w_\nu\} \leq 2 + \liminf_{\nu \to +\infty} \text{Tot. Var.} \{w_\nu\} \tag{4.6}
\]

The previous Lemma yields the compactness of the family \( \{J^\lambda_\nu w\}_{\nu \geq 0} \) whenever \( w \) has bounded total variation. The limit is unique due to the following characterization.

**Theorem 4.4.** Given \( w \in D \cap \text{BV} \left( \mathbb{R}, \mathbb{R} \right) \), from any sequence \( \varepsilon_\nu \to 0 \), we can extract a subsequence \( \varepsilon_\nu \) such that \( J^\lambda_\nu w \) converges pointwise to a function \( u \in \text{BV} \left( \mathbb{R}, \mathbb{R} \right) \) which satisfies

\[
u \]

Furthermore the following entropy inequality holds in the space of distributions

\[
\lambda \delta_0 \int_0^{\infty} \eta'\left(\omega\right) \left[f_r\left(\omega\right) - f_l\left(\omega\right)\right] \ d\omega + \lambda q(x,u)_x + \eta'\left(u\right) \left[u - w\right] \leq 0, \tag{4.8}
\]

where \( \delta_0 \) is the unit mass at the origin, \( \eta \) is any smooth convex function, \( q \) is defined by

\[ q(x,\omega) = \int_0^\omega \eta'(\bar{\omega}) f_\omega(x,\bar{\omega}) \ d\bar{\omega}. \]

Moreover, if \( u \) is discontinuous at \( x_o \) with \( u^\pm = u(x_o,\pm) \), we must have

\[
\int_{x_o^-}^{x_o^+} f = \int_{x_o^-}^{x_o^+} f = \bar{f}, \tag{4.9}
\]

and the following entropy conditions:

1. if \( u^- < u^+ \) and \( x_o \neq 0 \) then

   \[
   f(x_o,k) \geq \bar{f}, \text{ for all } k \in [u^-, u^+] ;
   \]

2. if \( u^- > u^+ \) and \( x_o \neq 0 \) then

   \[
   f(x_o,k) \leq \bar{f}, \text{ for all } k \in [u^+, u^-] ;
   \]

3. if \( u^- < u^+ \) and \( x_o = 0 \) then there exists \( u^* \in [u^-, u^+] \) such that

   \[
   \begin{cases}
   f_l\left(k\right) \geq \bar{f}, \text{ for all } k \in [u^-, u^*] , \\
   f_r\left(k\right) \geq \bar{f}, \text{ for all } k \in [u^*, u^+] ;
   \end{cases}
   \]

4. if \( u^- > u^+ \) and \( x_o = 0 \) then there exists \( u^* \in [u^+, u^-] \) such that

   \[
   \begin{cases}
   f_r\left(k\right) \leq \bar{f}, \text{ for all } k \in [u^+, u^*] , \\
   f_l\left(k\right) \leq \bar{f}, \text{ for all } k \in [u^*, u^-] ;
   \end{cases}
   \]

**Proof.** The proof takes a few steps.

**Step 1.** Define \( u^\varepsilon = J^\lambda_\varepsilon w \). By Lemma 4.3, \( \text{Tot. Var.} \{u^\varepsilon\} \) is bounded uniformly in \( \varepsilon \). Therefore there exists a subsequence \( u^{\varepsilon_j} \) which converges pointwise to a function \( u \in \text{BV} \left( \mathbb{R}, \mathbb{R} \right) \) with \( 0 \leq u \leq 1 \). To simplify the notation we denote \( u^\varepsilon = u^{\varepsilon_j} \). By definition of \( J^\lambda_\nu w \), \( u^\varepsilon \) is a weak solution to (3.3). Passing to the limit as \( \varepsilon \to 0 \) in (3.3) we immediately obtain (4.7).

**Step 2.** By Lemma 4.1, given any smooth convex function \( \eta\left(\xi\right) \), the composition \( \eta\left(u^\varepsilon\right) \) is in \( W^1_\text{loc}\left(\mathbb{R}, \mathbb{R}\right) \) with \( \eta\left(u^\varepsilon\right)_x = \eta'\left(u^\varepsilon\right)u^\varepsilon_x \). Multiplying (3.3) by the continuous function \( \eta'\left(u^\varepsilon\right) \) we obtain

\[
\eta'\left(u^\varepsilon\right) \lambda f(x,u^\varepsilon)_x - \lambda \varepsilon \eta'\left(u^\varepsilon\right) u^\varepsilon_x + \eta'\left(u^\varepsilon\right) \left[u^\varepsilon - w\right] = 0. \tag{4.10}
\]
By Lemma 4.1, \( u_\varepsilon^\ast \in W^{1,1}_\text{loc} (\mathbb{R} \setminus \{0\}, \mathbb{R}) \) with a possible discontinuity at \( x = 0 \), therefore \( u_\varepsilon^\ast \in \text{BV}_{\text{loc}} (\mathbb{R}, \mathbb{R}) \). Since \( \eta' (u^\ast) \) is locally Lipschitz we obtain by Leibniz rule ([5, Proposition 3.2])

\[
[\eta (u^\ast)]_x = [\eta' (u^\ast) u_\varepsilon^\ast]_x = \eta'' (u^\ast) (u_\varepsilon^\ast)^2 + \eta' (u^\ast) u_\varepsilon^\ast.
\]

Using this equality, (4.10) becomes

\[
\eta' (u^\ast) \lambda f (x, u^\ast)_x - \lambda \varepsilon \eta (u^\ast)_{xx} + \eta' (u^\ast) [u^\ast - w] = -\lambda \varepsilon \eta'' (u^\ast) (u_\varepsilon^\ast)^2 \leq 0.
\]

In the space of distribution, \( \lambda \varepsilon \eta (u^\ast)_{xx} \to 0 \) and \( \eta' (u^\ast) [u^\ast - w] \to \eta' (u) [u - w] \) as \( \varepsilon \to 0 \). It remains to show the weak convergence of the measure \( \eta' (u^\ast) f (x, u^\ast)_x \).

We define the notations

\[
q (x, \omega) = \begin{cases} 
q_l (\omega) & \text{for } x \leq 0, \\
q_r (\omega) & \text{for } x > 0,
\end{cases}
\]

where

\[
q_l (\omega) = \int_0^\omega \eta' (\tilde{\omega}) f' (\tilde{\omega}) \ d\tilde{\omega}, \quad q_r (\omega) = \int_0^\omega \eta' (\tilde{\omega}) f' (\tilde{\omega}) \ d\tilde{\omega}.
\]

Fix a test function \( \varphi \). Observe that \( \eta' (u^\ast) f (x, u^\ast)_x \) has a Dirac mass at the origin. We compute the duality product

\[
\langle \eta' (u^\ast) f (x, u^\ast)_x, \varphi \rangle = \eta' (u^\ast (0)) [f_r (u^\ast (0)) - f_l (u^\ast (0))] \varphi (0) + \int_0^0 q_l (u^\ast)_x \varphi \ dx + \int_0^\infty q_r (u^\ast)_x \varphi \ dx
\]

\[
= \eta' (u^\ast (0)) [f_r (u^\ast (0)) - f_l (u^\ast (0))] \varphi (0) + [q_l (u^\ast (0)) - q_r (u^\ast (0))] \varphi (0)
\]

\[
- \int_{-\infty}^0 q_l (u^\ast) \varphi_x \ dx - \int_0^\infty q_r (u^\ast) \varphi_x \ dx
\]

\[
= \left\{ \eta' (u^\ast (0)) [f_r (u^\ast (0)) - f_l (u^\ast (0))] + [q_l (u^\ast (0)) - q_r (u^\ast (0))] \right\} \varphi (0)
\]

\[
- \int_\mathbb{R} q (x, u^\ast) \varphi_x \ dx.
\]

Using \( f_l (0) = f_r (0) = 0 \) and integration by parts, we obtain

\[
\eta' (u^\ast (0)) [f_r (u^\ast (0)) - f_l (u^\ast (0))] + [q_l (u^\ast (0)) - q_r (u^\ast (0))]
\]

\[
= \eta' (u^\ast (0)) [f_r (u^\ast (0)) - f_l (u^\ast (0))] + \int_0^{u^\ast (0)} \eta' (\omega) [f'_r (\omega) - f'_l (\omega)] \ d\omega
\]

\[
= \int_0^{u^\ast (0)} \eta'' (\omega) [f_r (\omega) - f_l (\omega)] \ d\omega.
\]

This gives

\[
\langle \eta' (u^\ast) f (x, u^\ast)_x, \varphi \rangle = \varphi (0) \int_0^{u^\ast (0)} \eta'' (\xi) [f_r (\xi) - f_l (\xi)] \ d\xi - \int_\mathbb{R} q (x, u^\ast) \varphi_x \ dx
\]

\[
= \langle \delta_0 \int_0^{u^\ast (0)} \eta'' (\xi) [f_r (\xi) - f_l (\xi)] \ d\xi + q (x, u^\ast)_x, \varphi \rangle.
\]

Finally, since \( u^\ast \) converges pointwise to \( u \) and is uniformly bounded, we have that the convergence

\[
\delta_0 \int_0^{u^\ast (0)} \eta'' (\omega) [f_r (\omega) - f_l (\omega)] \ d\omega + q (x, u^\ast)_x \to \delta_0 \int_0^{u (0)} \eta'' (\omega) [f_r (\omega) - f_l (\omega)] \ d\omega + q (x, u)_x
\]

holds in the space of the distributions, completing the proof of (4.8).
Step 3. The entropy conditions follow from the entropy inequality \((4.8)\). Indeed, assume that \(u\) has a jump at \(x_o\) with \(u^± = u(x_o±)\). Suppose \(u^- < u^+\) while the other case being completely similar. Since \(\eta' (u) (u - w)\) is absolutely continuous with respect to the Lebesgue measure, computing the measure of \((4.8)\) at the singleton \(\{x_o\}\) we obtain

\[
\delta_0 (\{x_o\}) \int_0^{u(0)} \eta'' (\omega) [f_r (\omega) - f_l (\omega)] \, d\omega + q (x_o+, u^+) - q (x_o-, u^-) \leq 0.
\]

For \(k \in [0, 1]\) and \(i \in \mathbb{N} \setminus \{0\}\), we consider the following family of smooth convex functions \(\eta_{k,i}\) and the corresponding fluxes \(q_{k,i}\):

\[
\eta_{k,i} (\omega) = \sqrt{\frac{1}{k^2} + \omega^2}, \quad q_{k,i} (x, \omega) = \int_0^\omega \eta_{k,i} (\omega) f_\omega (x, \omega) \, d\omega.
\]

We have that, as \(i \to +\infty\):

\[
\eta_{k,i} (\omega) \to |\omega - k| \quad \text{uniformly},
\]

\[
\eta_{k,i}' (\omega) \to \text{sign}(\omega - k) \quad \text{pointwise},
\]

\[
\eta_{k,i}'' (\omega) \to 2\delta_k \quad \text{weakly}\ast \text{ in the space of Radon measures},
\]

\[
q_{k,i} (x, \omega) \to \int_0^\omega \text{sign}(\omega - k) f_\omega (x, \omega) \, d\omega \quad \text{pointwise}.
\]

Here \(\delta_k\) is the unit mass centered at \(\omega = k\).

We now substitute \(\eta_{k,i}\) and \(q_{k,i}\) in \((4.14)\) and take the limit as \(i \to +\infty\). We obtain, for any \(k \notin \{0, u(0)\}\):

\[
2\delta_0 (\{x_o\}) \chi_{[0, u(0)]} (k) [f_r (k) - f_l (k)]
+
\int_0^{u^+} \text{sign}(\omega - k) f_\omega (x_o+, \omega) \, d\omega - \int_0^{u^-} \text{sign}(\omega - k) f_\omega (x_o-, \omega) \, d\omega \leq 0.
\]

Since the second and the third terms in the left hand side of \((4.16)\) are continuous with respect to \(k\), it must hold for any \(u(0), k \in [0, 1]\).

Step 4. Suppose \(x_o > 0\) (the case \(x_o < 0\) is completely similar). Then \((4.16)\) becomes (recall that we assume \(u^- < u^+\))

\[
\int_{u^-}^{u^+} \text{sign}(\omega - k) f_r' (\omega) \, d\omega \leq 0, \quad \text{for any } k \in [0, 1].
\]

Evaluating \((4.17)\) at \(k = 0\) gives \(f_r (u^+) - f_r (u^-) \leq 0\), while at \(k = 1\) it gives \(f_r (u^+) - f_r (u^-) \geq 0\), thus we conclude \((4.9)\). Letting \(k \in [u^-, u^+]\), \((4.17)\) becomes \(\tilde{f} \leq f_r (k)\) which proves 1.

Finally we consider the case \(x_o = 0\) where \(\delta_0 (x_o) = 1\). Then, \((4.16)\) becomes

\[
2\chi_{[0, u(0)]} (k) [f_r (k) - f_l (k)] + \int_0^{u^+} \text{sign}(\omega - k) f_r' (\omega) \, d\omega - \int_0^{u^-} \text{sign}(\omega - k) f_l' (\omega) \, d\omega \leq 0.
\]

Setting \(k = 0\) and \(k = 1\) in the above inequality we obtain

\[
f_l (u^-) = f_r (u^+) = \tilde{f},
\]

proving \((4.9)\). Then, with \(k \in [u^-, u^+]\) we get

\[
\tilde{f} \leq -\chi_{[0, u(0)]} (k) [f_r (k) - f_l (k)] + f_r (k) \quad \text{for any } k \in [u^-, u^+].
\]

Letting

\[
u^* = \begin{cases} u^- & \text{if } u(0) \leq u^-, \\ u(0) & \text{if } u^- \leq u(0) \leq u^+, \\ u^+ & \text{if } u(0) \geq u^+, \end{cases}
\]

this proves 3. This proof for 2. and 4. is completely similar. □
We now establish the uniqueness of the vanishing viscosity limit for backward Euler operator $J_\lambda^\varepsilon$.

**Theorem 4.5.** For any $w \in D$, $J_\lambda^\varepsilon w$ converges in $L^1(\mathbb{R}, \mathbb{R})$ to a unique limit $J_\lambda w \in D$ as $\varepsilon \to 0$, the map $J_\lambda : D \to D$ being a contraction.

**Proof.** Suppose first $w \in C^\infty_c(\mathbb{R}, \mathbb{R})$, where the support of $w$ is contained in $[-M, M]$ for some $M > 0$. Define

$$\overline{u}(x) = e^{\gamma(x+M)}.$$ 

For $\gamma > 0$ sufficiently small independently of $\varepsilon \in (0, 1)$, we have, for all $x \in ]-\infty, -M[,$

$$\overline{u} + \lambda [f(x, u) - \varepsilon u_x]_x = \overline{u} [1 + \lambda \gamma (f'_e(\overline{u}) - \varepsilon \gamma)] \geq 0 = w.$$ 

Therefore, for $\gamma > 0$ small, in $]-\infty, -M[,$ $\overline{u}$ is an upper solution to (3.3) satisfying

$$\liminf_{x \to -\infty} [u(x) - \overline{u}(x)] = 0, \quad \liminf_{x \to -M^-} [u(x) - \overline{u}(x)] = u(-M) - 1 \leq 0,$$

where $u(x) = (J_\lambda^\varepsilon w)(x)$. Applying Theorem 3.3, we have that $0 \leq J_\lambda^\varepsilon w \leq \overline{u}$ in $]-\infty, -M[$. A similar argument holds in the interval $]M, +\infty[.$

Hence, for any $\varepsilon \in (0, 1)$ we have

$$0 \leq J_\lambda^\varepsilon w \leq \min \left\{1, e^{\gamma(x+M)}, e^{-\gamma(x-M)} \right\} \in L^1(\mathbb{R}, \mathbb{R}).$$

By Theorem 4.4, for any sequence $\varepsilon_n \to 0$ there exists a subsequence $\varepsilon_{n'}$ such that $u_{\varepsilon_{n'}} = J_\lambda^\varepsilon_{n'} w$ converges pointwise in $\mathbb{R}$ to a function $u$, and we have $0 \leq u \leq 1$. Using (4.18), the dominated convergence theorem implies that the pointwise limit $u$ is in $L^1(\mathbb{R}, \mathbb{R})$ and that $J_\lambda^\varepsilon w$ converges to $u$ in $L^1(\mathbb{R}, \mathbb{R})$. The limit $u$ is a weak solution to (4.7) and must satisfy all the properties in Theorem 4.4.

We use contradiction to prove uniqueness of the limit. Assume that there are two limit functions $u$ and $v$, which satisfy all the properties of Theorem 4.4. Since they have bounded total variation, we consider their left continuous representatives. This choice does not change at any point the left and right limits, therefore (4.9) and 1. 2. 3. 4. in Theorem 4.4 continue to hold. Suppose that there exists a point $x_o$ such that $u(x_o) < v(x_o)$. Define (see Figure 2):

$$a = \inf \{x \leq x_o : u(\xi) < v(\xi) \text{ for any } \xi \in [x, x_o]\},$$

$$b = \sup \{x \geq x_o : u(\xi) \leq v(\xi) \text{ for any } \xi \in [x_o, x]\}.$$ (4.19)

![Fig. 2. If there exists a point $x_o$ such that $v(x_o) > u(x_o)$ a contradiction is reached.](image)

We have $a < x_o \leq b$, and

$$u(x) < v(x), \text{ for } x \in [a, x_o]; \quad u(x) \leq v(x), \text{ for } x \in [x_o, b],$$

$$v(a+) - u(a+) \geq 0, \quad v(b-) - u(b-) \geq 0,$$

$$v(a-) - u(a-) \leq 0, \text{ for } a \neq -\infty; \quad v(b+) - u(b+) \leq 0, \text{ for } b \neq +\infty.$$ (4.20)
Observe that \( f(x, u) \) and \( f(x, v) \) are absolutely continuous thanks to (4.7). Hence integrating over the interval \([a, x_o]\) the identity

\[
v - u = \lambda \left[ f(x, u) - f(x, v) \right]_x,
\]

we get

\[
0 < \int_a^{x_o} [v - u] \, dx \leq \int_a^{b} [v - u] \, dx = \lambda \int_a^{b} [f(x, u) - f(x, v)]_x \, dx
\]

\[
= \lambda \left[ f(b-, u(b-)) - f(b-, v(b-)) \right] - \lambda \left[ f(a+, u(a+)) - f(a+, v(a+)) \right].
\]

We claim that the entropy conditions of Theorem 4.4 imply

\[
f(b-, u(b-)) - f(b-, v(b-)) \leq 0 \text{ and } f(a+, u(a+)) - f(a+, v(a+)) \geq 0.
\]

The claim leads to the contradiction

\[
0 < \int_a^{x_o} [v - u] \, dx \leq 0.
\]

Thus, \( J^\lambda_w \) converges in \( L^1(\mathbb{R}, \mathbb{R}) \) to a unique limit \( J^\lambda w \) that satisfies all the properties of Theorem 4.4.

Finally we take any function \( w \in D \) and fix \( \gamma > 0 \). Take \( w_\gamma \in C_c^\infty (\mathbb{R}, \mathbb{R}) \cap D \) such that \( \| w_\gamma - w \|_{L^1(\mathbb{R}, \mathbb{R})} < \gamma \). Then, using the contraction property of \( J^\lambda_w \), we have

\[
\| J^\lambda_w - J^\lambda_{w_\gamma} \|_{L^1(\mathbb{R}, \mathbb{R})} \leq 2\gamma + \| J^\lambda_{w_\gamma} - J^\lambda_w \|_{L^1(\mathbb{R}, \mathbb{R})},
\]

so that

\[
\limsup_{\epsilon, \mu \to 0} \| J^\lambda_w - J^\lambda_{w_\gamma} \|_{L^1(\mathbb{R}, \mathbb{R})} \leq 2\gamma.
\]

This proves that \( J^\lambda_w \) is a Cauchy sequence in the complete metric space \( D \), hence it converges in \( D \) to a unique limit \( J^\lambda w \). Consequently \( J^\lambda \) is also a contraction.

It remains to prove the claim (4.22). We prove only the first inequality, while the second being completely similar. If \( b = +\infty \) then we have

\[
f(b-, u(b-)) - f(b-, v(b-)) = f_r(0) - f_r(0) = 0.
\]

If \( b \in [0, +\infty[ \) then

\[
f(b-, u(b-)) - f(b-, v(b-)) = f_r(u(b-)) - f_r(v(b-)).
\]

Denote \( u^\pm = u(b\pm), v^\pm = v(b\pm), \) and suppose \( u^- \leq u^+ \) (the other case being similar). By (4.9) we have

\[
\overline{f_v} - f_r(u^-) = f_r(u^+), \quad \overline{f_v} - f_r(v^-) = f_r(v^+), \quad f_r(u(b-)) - f_r(v(b-)) = \overline{f_v} - \overline{f_r}.
\]

If one of the two states \( v^- \) or \( v^+ \) belongs to the interval \([u^-, u^+]\), then 1. in Theorem 4.4 implies \( \overline{f_v} \geq \overline{f_u} \). If none of them is on the interval \([u^-, u^+]\), by (4.20) we have \( v^+ \leq u^- \leq u^+ \leq v^- \). By point 2. in Theorem 4.4 applied to the function \( v \) we obtain again \( \overline{f_u} \leq \overline{f_v} \), proving the claim. The case \( b < 0 \) is completely similar.

Finally we consider the case \( b = 0 \). Again, suppose \( u^- \leq u^+ \) and let \( u^* \) be the state in point 3. of Theorem 4.4. If either \( v^- \in [u^-, u^+] \) or \( v^+ \in [u^*, u^+] \) then 3. in Theorem 4.4 implies \( \overline{f_v} \geq \overline{f_u} \). If neither \( v^- \in [u^-, u^+] \) nor \( v^+ \in [u^*, u^+] \), then by (4.20) we have \( v^+ \leq u^* \leq v^- \). This relation, together with point 4. in Theorem 4.4 applied to the function \( v \) gives again \( \overline{f_u} \leq \overline{f_v} \), since there exists a point, namely \( u^* \in [v^+, v^-] \), such that \( \overline{f_v} \geq \min \{ f_l(u^*), f_r(u^*) \} \geq \overline{f_u} \). This completes the proof for the claim (4.22).
5. The vanishing viscosity limit for the generated semigroups. In this section we apply Theorems 2.2 and 2.3 to approximate the semigroup generated by
\begin{equation}
    u_t + f(x, u)_x = 0
\end{equation}
with the semigroups generated by the parabolic evolution equations
\begin{equation}
    u_t + f(x, u) = \varepsilon u_{xx},
\end{equation}
where the flux $f$ satisfies $\Omega$.

Theorem 4.5 implies
\begin{equation}
    \lim_{\varepsilon \to 0} J^A_\varepsilon w = J_\lambda w, \quad \text{for any } w \in D, \lambda > 0,
\end{equation}
with $J_\lambda$ being a family of contractions in $D$ with $D$ defined in (4.1). Therefore we can define the (possibly multivalued) map
\begin{equation}
    A = \left\{ \left( J_\lambda w, \frac{1}{\lambda} (w - J_\lambda w) \right) : w \in D, \lambda > 0 \right\} \subset D \times L^1(\mathbb{R}, \mathbb{R}).
\end{equation}

Remark 5.1. Recalling (2.1), the domain of $A$ is given by:
\begin{equation}
    \mathcal{D}(A) = \{ u \in D : \text{there exist } w \in D, \lambda > 0 \text{ such that } u = J_\lambda w \}.
\end{equation}
Therefore, if $u \in \mathcal{D}(A)$, then, for some $w \in D, \lambda > 0: u = J_\lambda w = \lim_{\varepsilon \to 0} u^\varepsilon$ with $u^\varepsilon = J^A_\varepsilon w$. Since $J^A_\varepsilon$ is the resolvent of $A^\varepsilon$, the function $u^\varepsilon$ solves $u^\varepsilon + \lambda [f(x, u^\varepsilon) - \varepsilon u^\varepsilon]_x = w$. Taking the weak limit of this equation as $\varepsilon \to 0$ we have that $u$ is a weak solution to $u + \lambda f(x, u)_x = w$. This implies $w - \lambda J_\lambda w = w - u = \lambda f(x, u)_x$, therefore the operator $A$ is single valued with
\begin{equation}
    Au = f(x, u)_x \in L^1(\mathbb{R}, \mathbb{R}) \quad \text{for any } u \in \mathcal{D}(A).
\end{equation}
The operator $A$ is a candidate as a generator for the evolution equation (5.1).

Take now $u \in D \cap C_c^\infty (\mathbb{R} \setminus \{0\}, \mathbb{R})$, satisfying $u(x) < 1$ for any $x \in \mathbb{R}$. Then, for a suitably small $\lambda > 0$ and all $\varepsilon \in [0, 1]$, we have
\begin{equation}
    w^\varepsilon = u + \lambda [f(x, u) - \varepsilon u_x]_x \in C_c^\infty (\mathbb{R} \setminus \{0\}, \mathbb{R}) \cap D.
\end{equation}
Moreover $w^\varepsilon$ converges to $w = u + \lambda f(x, u)_x \in D$ in $L^1(\mathbb{R}, \mathbb{R})$ as $\varepsilon \to 0$. Since $u = J^A_\varepsilon w^\varepsilon$ we compute
\begin{equation}
    \|u - J_\lambda w\|_{L^1(\mathbb{R}, \mathbb{R})} = \lim_{\varepsilon \to 0} \|J^A_\varepsilon w^\varepsilon - J_\lambda w\|_{L^1(\mathbb{R}, \mathbb{R})} \leq \lim_{\varepsilon \to 0} \|w^\varepsilon - w\|_{L^1(\mathbb{R}, \mathbb{R})} = 0.
\end{equation}
This means that $u = J_\lambda w$ and hence $u \in \mathcal{D}(A)$. This implies $\overline{\mathcal{D}(A)} = D$ i.e. the domain of $A$ is dense in $D$.

Theorem 5.2. The map $A$ defined in (5.4) (or, alternatively in (5.5), (5.6)) generates a unique continuous semigroup of contractions $S_t : D \to D$ whose trajectories are weak solutions to (5.1). Moreover, let $S^A_t : D \to D$ be the semigroup generated by $A^\varepsilon$ in (3.1), then the following limit holds
\begin{equation}
    S_t \bar{u} = \lim_{\varepsilon \to 0} S^A_t \bar{u}, \quad \text{for all } \bar{u} \in D \text{ uniformly on bounded } t \text{ intervals}.
\end{equation}

Proof. Take any $w \in D, \lambda > 0$, by definition (5.5), $J_\lambda w \in \mathcal{D}(A)$, therefore, using (5.4) we compute
\begin{equation}
    (I + \lambda A) J_\lambda w = J_\lambda w + \lambda \frac{1}{\lambda} (w - J_\lambda w) = w.
\end{equation}
Therefore, for any $\lambda > 0$, we have $\overline{\mathcal{D}(A)} = D \subset \mathcal{R}(I + \lambda A)$. The previous equality also shows that the resolvent of $A$ is $J_\lambda$ which is a contraction on $D$. By the Crandall & Liggett generation theorem, Theorem 2.2, the map $A$ generate a semigroup of contractions $S_t$ defined on $D$.

We are now in a position to apply the result by Brezis and Pazy. Since $\lim_{\varepsilon \to 0} J^A_\varepsilon w = J_\lambda w$ for any $w \in D = \overline{\mathcal{D}(A)}$ and $\lambda > 0$ with $\mathcal{D}(A) \subset \overline{\mathcal{D}(A^\varepsilon)} = L^1(\mathbb{R}, \mathbb{R})$, Theorem 2.3 implies (5.7) for the corresponding semigroups. Finally, passing to the limit in the weak formulation for (5.2), the trajectories of $S_t$ are weak solutions to (5.1).
6. Counter examples on adapted entropies and their applications. We first observe that the entropy solutions selected by the adapted entropies approach [9, 11, 15, 18, 46] are not, in general, the vanishing viscosity limits. We consider the example given in [9, Section 5], the paper where the concept was originally introduced. One considers a conservation law

\[
\frac{\partial u}{\partial t} + f(x,u) = 0, \quad \text{where} \quad f(x,u) = \begin{cases} \frac{1}{2}(u - 1)^2, & x \leq 0, \\ \frac{1}{2}u^2, & x > 0. \end{cases}
\]

See Figure 3 for an illustration of the graphs for the flux functions \(f_l\) and \(f_r\).

Below we give several examples, on various cases and aspects of this problem.

Example 6.1. In this example we show that the solution that satisfies the adapted entropy is different from the one obtained by vanishing viscosity. Consider the Riemann problem

\[
\frac{\partial u}{\partial t} + f(x,u) = 0, \quad u(0,x) = \begin{cases} \frac{1}{2}, & x < 0, \\ 1, & x > 0, \end{cases}
\]

and the corresponding viscous equation

\[
\frac{\partial u}{\partial t} + f(x,u) = \varepsilon \frac{\partial^2 u}{\partial x^2}, \quad u(0,x) = \frac{1}{2}.
\]

We observe that the graphs of \(f_l\) and \(f_r\) intersect at \(u = \frac{1}{2}\) where \(f_l(\frac{1}{2}) = f_r(\frac{1}{2})\). Therefore the constant function \(u^\varepsilon(t,x) = \frac{1}{2}\) is the solution of the Cauchy problem for the viscous equation (6.3) for any \(\varepsilon > 0\). Hence as \(\varepsilon \to 0^+\), the solution \(u^\varepsilon\) converges strongly to the constant function \(u(t,x) = \frac{1}{2}\), which is the vanishing viscosity solution for the non-viscous equation with the same initial data (6.2).

However, the solution selected by the adapted entropy with initial condition (6.2) is different. From formula \([9, (5.7)]\), we see that the adapted entropy solution consists of three parts:

- a rarefaction wave with negative characteristic speed, solving the Riemann problem

\[
\frac{\partial u}{\partial t} + f_l(u) = 0, \quad u(0,x) = \begin{cases} \frac{1}{2}, & x < 0, \\ 1, & x > 0, \end{cases}
\]

- a discontinuity at \(x = 0\), with the traces \(u(t,0-) = 1\) and \(u(t,0+) = 0\), and

- a rarefaction wave with positive characteristic speed, solving the Riemann problem

\[
\frac{\partial u}{\partial t} + f_r(u) = 0, \quad u(0,x) = \begin{cases} 0, & x < 0, \\ \frac{1}{2}, & x > 0. \end{cases}
\]
Example 6.2. We now show that, a discontinuity satisfying the adapted entropy condition can not be obtained as the vanishing viscosity limit of a viscous traveling wave. Formula [9, (5.7)] further implies that, for the Cauchy problem with the initial condition

\[
 u(0, x) = \begin{cases} 
 1, & x < 0, \\
 0, & x > 0, 
\end{cases}
\]

the adapted entropy solution is stationary in time, i.e.

\[
 u(t, x) = u(0, x) = \begin{cases} 
 1, & x < 0, \\
 0, & x > 0, 
\end{cases}, \quad \forall t \geq 0.
\]

We claim that the solution (6.5) can not be obtained by vanishing viscosity of a viscous traveling wave for the viscous equation

\[
 u_t + f(u)_x = \varepsilon u_{xx}.
\]

Indeed, fix \( \varepsilon > 0 \), and let \( U \) be a monotone stationary viscous profile for (6.6), satisfying the asymptotic limits

\[
 \lim_{x \to -\infty} U(x) = 1, \quad \lim_{x \to +\infty} U(x) = 0.
\]

Then, \( U \) satisfies the ODE

\[
 \varepsilon U' = f(x, U).
\]

With the asymptotic conditions (6.7) we seek monotonically decreasing solutions, i.e. \( U'(x) \leq 0 \) for all \( x \in \mathbb{R} \). However from Figure 3 it is clear that, for every \( U \) between 0 and 1, we have both \( f_l(U) > 0 \) and \( f_r(U) > 0 \), therefore \( f(x, U) > 0 \) and thus \( U'(x) > 0 \) for all \( x \in \mathbb{R} \) and \( U \in (0, 1) \), a contradiction. We conclude that no stationary, monotonically decreasing viscous wave profiles can exist with the asymptotic conditions (6.7), proving the claim.

Remark 6.3. We remark that a vanishing viscosity Riemann solver was constructed in [29] and a rigorous proof was given. Following the algorithm in [29], the unique vanishing viscosity solution for the Riemann problem in Example 6.2 consists of (i) a shock from \( u = 1 \) to \( u = \frac{1}{2} \) with negative wave speed for \( x < 0 \), (ii) \( u(t, 0-) = u(t, 0+) = \frac{1}{2} \) at \( x = 0 \), and (iii) a shock from \( u = \frac{1}{2} \) to \( u = 0 \) with positive wave speed for \( x > 0 \).

Example 6.4. It would be of interest to analyze rigorously the admissible solutions selected by the adapted entropies as limit solutions of some regularization (for example vanishing viscosity), a problem which is still open. Preliminarily, by comparing the above examples to Example 4.4 in [51], it appears that the adapted entropy condition selects the solution with \( \kappa = \infty \), i.e., with \( \varepsilon_n = 0 \) in (1.3). We now provide a simple proof for this claim in the setting of this example.

The flux in (6.1) can also be rewritten as

\[
 f(x, u) = \frac{(u - 1 + H(x))^2}{2},
\]

where \( H \) is the Heaviside step function. Consider a smooth and monotone mollification \( H^\delta \) such that

\[
 H^\delta(x) = \begin{cases} 
 0 & \text{for } x \leq -\delta, \\
 1 & \text{for } x \geq \delta,
\end{cases}
\]

and

\[
 \lim_{\delta \to 0} H^\delta(x) = H(x) \quad \text{pointwise } \forall x \in \mathbb{R} \setminus \{0\}.
\]
We denote the mollified flux as
\[ f^\delta(x, u) = \frac{(u - 1 + H^\delta(x))^2}{2}. \]

Fix an \( x \), we have
\[ (f^\delta)_u(x, u) = u - 1 + H^\delta(x). \]
Therefore the minimum of the mapping \( u \mapsto f^\delta \) is at
\[ u_m(x) = 1 - H^\delta(x), \]
where \( f^\delta(x, u_m(x)) = 0 \) \( \forall x \in \mathbb{R} \).

One can readily verify that the smooth function \( u^\delta \) defined as
\[ u^\delta(t, x) = \begin{cases} 
1, & x \leq -\delta, \\
u_m(x) = 1 - H^\delta(x), & |x| \leq \delta, \\
0, & x \geq \delta,
\end{cases} \]

is a stationary solution of the Cauchy problem for the conservation law
\[ u_t + f^\delta(x, u)_x = 0 \]
with initial condition \( u^\delta(0, \cdot) \). Taking the limit \( \delta \to 0 \), we see that \( u^\delta(t, \cdot) \) converges to \( u(t, \cdot) \) in (6.5), which is the solution selected by the adapted entropies. This proves our claim.

The analysis in Example 6.4 applies only to this specific example, with the specific choice of mollification. A rigorous analysis for the general cases is beyond the scope of this paper, and could be the topic of a separated future work.

Remark 6.5. We remark that the adapted entropies require strong restrictions on the fluxes, even in one space dimension. In [9] (H3′), the flux can have at most one single minimum (or maximum) at the same level for any \( x \). This restricts a direct application to models of traffic flow with rough road conditions and road junctions (see [25]), where a typical flux function is \( f(x, u) = V(x)u(1 - u) \) with \( V \) discontinuous. In contrast, our hypothesis allows the presence in the flux both at \( x > 0 \) and \( x < 0 \) of any number of maxima/minima at any number of different levels.

The adapted entropy concept is utilized in [46] to establish uniqueness of solutions for scalar conservation laws with discontinuous flux. The procedure introduced in [46, (1.5)] allows the study of rather general right and left flux functions, in the adapted entropies framework. Unfortunately, in the case where the right and left fluxes have extrema at different levels, one obtains non-physical solutions in applications. Below we give a concrete example.

Example 6.6. Consider the Riemann problem for traffic flow
\[ \begin{cases} 
u_t + f(x, \nu)_x = 0, \\ u(0, x) = \frac{1}{2}, \end{cases} \]
for the flux
\[ f(x, \omega) = \begin{cases} f_l(\omega) = 8\omega(1 - \omega) & \text{if } x \leq 0 \text{ and } \omega \in [0, 1], \\ f_r(\omega) = 4\omega(1 - \omega) & \text{if } x > 0 \text{ and } \omega \in [0, 1]. \end{cases} \]
Depending on the choice of \( g \) and \( \beta \) satisfying \( f(x, \omega) = g(\beta(x, \omega)) \) as in [46] one can get only two types of solutions. The first one is a connection in the sense of [3, 17] with \( A = 1 \) and \( B = 0 \) as it has already been observed in [46, after (4.3)]. The other type of solutions take values outside the interval \( [0, 1] \) which is “nonphysical” since the conserved variable is a density function. Other types of solutions studied in the literature, such as the ones obtained with connections using different \( A \) and \( B \) values, or the one obtained by vanishing viscosity, do not satisfy the adapted entropy condition.

We finally remark that the solutions considered in [46] are not the vanishing viscosity solutions in general case, from the discussions in Examples 6.1-6.4.
7. Examples and concluding remarks.

Example 7.1. We first give several examples of the backward Euler operators for the non-viscous conservation law

\[ u_t + f(u)_x = 0. \]

If \( f_u \) has a fixed sign, say \( f_u > 0 \), then for any \( \lambda > 0 \) the backward Euler operator \( J_\lambda \) generates a continuous function \( u \), even for discontinuous function of \( w \). In this simpler case, the entropy condition is automatically satisfied, and the operator generates a Lipschitz semigroup of entropy weak solution for the conservation law \([20]\). However, when \( f_u \) changes sign, the backward Euler solution might not be unique, and entropy conditions (such as in Theorem 4.4) are required to single out the admissible solution.

To fix the idea, we consider the traffic flow model with \( f(u) = u(1 - u) \). Given \( w \), the solution \( u = J_\lambda w \) satisfies the ODE

\[ u'(x) = \frac{w - u}{\lambda f'(u)} = \frac{w - u}{2\lambda(0.5 - u)}. \]

If \( w(x) \) is piecewise constant, the solution for the above ODE can be constructed explicitly on each interval where \( w(x) \) is constant. One can then piece them together to form a solution on the whole real line.

We observe that \( u' \) blows up at \( u = 0.5 \), unless \( w = 0.5 \) also. When \( w = 0.5 \), we have \( u' = 1/(2\lambda) \) if \( u \neq 0.5 \). Since \( u' \) can be anything at \( u = 0.5 \), we also have \( u \equiv 0.5 \) as a solution.

Case 1. If we use the initial condition

\[ w(x) = \begin{cases} 
0.5 & (|x| > 1), \\
1 & (-1 < x < 1),
\end{cases} \]

the solution of the conservation law consists of a shock at \( x = -1 \) and a rarefaction at \( x = 1 \). Furthermore, we have \( f'(u) \leq 0 \) in the solution. Consequently, the backward Euler solution \( u(x) \) contains no jump, see Figure 4 for a qualitative illustration. However, we observe vertical tangent at \( x = 1 \) where \( u = 0.5 \) and \( f'(u) = 0 \).

![Fig. 4. Case 1. Plots of \( w(x) \) (thick black lines), possible solutions of (7.1) (thin black curves), and \( u(x) \) (thick red curves) for the case with \( f'(u) \leq 0 \). Here \( u(x) \) contains no jumps.](image)

Case 2. If we use the initial condition

\[ w(x) = \begin{cases} 
0.5 & (x < -1), \\
1 & (-1 < x < 0), \\
0.25 & (0 < x < 0.5), \\
0.5 & (x > 0.5),
\end{cases} \]

the solution for the conservation law consists of a transonic rarefaction initiated at \( x = 0 \). The backward Euler solution \( u(x) \) contains no jumps, see Figure 5, although the gradient is infinite at \( x = 0 \) where \( u = 0.5 \).
Case 3. If we use the initial data

\[ w(x) = \begin{cases} 
0.5 & (x < -1), \\
0.25 & (-1 < x < 0), \\
1 & (0 < x < 1), \\
0.5 & (x > 1), 
\end{cases} \]

the solution of the conservation laws contains a transonic shock initiated at \( x = 0 \). The backward Euler solution \( u(x) \) contains a jump, see Figure 6. Note that there are many places to insert the jump, if no entropy conditions are required. The unique location of the jump in \( u(x) \) is determined by the entropy conditions in Theorem 4.4 point 1.

Example 7.2. We now give an example of the backward Euler operator for the non viscous conservation law with discontinuous flux. We consider

\[ u_t + f(x,u)x = 0, \quad f(x,u) = \begin{cases} 
f_l(u) = u(1 - u) & (x < 0), \\
f_r(u) = 2u(1 - u) & (x > 0). 
\end{cases} \]

We use the following initial data:

\[ w(x) = \begin{cases} 
0.5 & (x < -1), \\
0.4 & (-1 < x < 0), \\
0.7 & (0 < x < 1), \\
0.5 & (x > 1). 
\end{cases} \]

The solution \( u = J_\lambda w \) satisfies the ODE

\[ u'(x) = \frac{w - u}{\lambda f_u(x,u)}. \]
In the solution of the conservation law, we have rarefaction waves at \( x = \pm 1 \). The Riemann problem at \( x = 0 \) is solved with a stationary jump and a shock with positive speed. The backward Euler solutions without entropy conditions, are not unique. Applying the entropy conditions of Theorem 4.4, the solution \( u(x) \) contains two discontinuities, as illustrated in Figure 7. The discontinuity at \( x = 0 \) satisfies the condition in point 4 of Theorem 4.4, while the location of the transonic shock satisfies point 1 of Theorem 4.4.

We now study the same phenomenon from the point of view of the nonlinear generator of the semigroup. At first sight, the evolution equation (5.1) should correspond to the operator \( B \) defined by

\[
(u, v) \in B \quad \text{if and only if} \quad u, v \in L^1(\mathbb{R}, \mathbb{R}) \quad \text{and} \quad v = f(x, u)_x,
\]

as in the definition of the operators \( A^\varepsilon \). Unfortunately, as we have seen from the point of view of the backward Euler operator, the domain of \( B \) is “too big” and it is not an accretive operator, therefore the Crandall & Liggett generation theorem does not apply. We see this in a spatial homogeneous case.

**Example 7.3.** Consider (5.1) with \( f_l(u) = f_r(u) = f(u) = u(1 - u) \), i.e. a classical example for scalar conservation laws:

\[
u_t + [u(1 - u)]_x = 0.
\]

Let \( \phi(x) \in [0, 1] \) be a Lipschitz continuous function such that \( \phi(x) = 0 \) for \( x \leq -2 \) and \( \phi(x) = 1 \) for \( x \geq -1 \) and define the following family of functions parametrized by \( \gamma \in [0, 1] \) (See Figure 8):

\[
u_\gamma(x) = \begin{cases} 
\phi(x) & \text{if } x \leq -1, \\
1 & \text{if } -1 < x \leq -\gamma, \\
\frac{1}{2} \left(1 - \frac{x}{\gamma}\right) & \text{if } x \in ]-\gamma, \gamma[, \\
0 & \text{if } x \geq \gamma.
\end{cases}
\]

Since \( u_\gamma \) for \( \gamma > 0 \) is Lipschitz continuous, it belongs to the domain of \( B \). When \( \gamma = 0 \), \( u_0 \) is discontinuous at \( x = 0 \), but \( x \mapsto f(u_0) \) is smooth, therefore \( u_0 \) also belongs to the domain of \( B \). But we will show that \( u_0 \) does not belong to the domain of \( A \) as defined in (5.5).

For \( \gamma \in [0, 1] \) we have (see Figure 9)

\[
(Bu_\gamma)(x) = \begin{cases} 
f(\phi(x))_x & \text{if } x \leq -1, \\
x & \text{if } -1 < x \leq -\gamma, \\
\frac{x}{2\gamma^2} & \text{if } -\gamma < x < \gamma, \\
0 & \text{if } x \geq \gamma,
\end{cases} \quad (Bu_0)(x) = \begin{cases} 
f(\phi(x))_x & \text{if } x \leq -1, \\
0 & \text{if } -1 < x.
\end{cases}
\]
Then for \( \gamma > 0, \lambda \in ]0, 1[ \), we have

\[
\|u_\gamma - u_0\|_{L^1(\mathbb{R}, \mathbb{R})} = 2 \int_0^\gamma \frac{1}{2} \left( 1 - \frac{x}{\gamma} \right) dx = \frac{\gamma^2}{2},
\]

\[
\|u_\gamma + \lambda B u_\gamma - (u_0 + \lambda B u_0)\|_{L^1(\mathbb{R}, \mathbb{R})} = 2 \int_0^\gamma \left| \frac{1}{2} \left( 1 - \frac{x}{\gamma} \right) - \frac{x}{2\gamma^2} \right| dx,
\]

\[
= \int_0^\gamma \left| 1 - \frac{x}{\gamma} \left( 1 + \frac{\lambda}{\gamma} \right) \right| dx = \frac{\gamma}{2} \cdot \frac{1 + \lambda^2/\gamma^2}{1 + \lambda/\gamma}.
\]

so that

\[
\|u_\gamma + \lambda B u_\gamma - (u_0 + \lambda B u_0)\|_{L^1(\mathbb{R}, \mathbb{R})} \leq \frac{1 + \lambda^2/\gamma^2}{1 + \lambda/\gamma} \|u_\gamma - u_0\|_{L^1(\mathbb{R}, \mathbb{R})}.
\]

Therefore choosing \( \lambda \in ]0, \frac{1}{2}[ \) and \( \gamma = 2\lambda \) we have

\[
\|u_{2\lambda} + \lambda B u_{2\lambda} - (u_0 + \lambda B u_0)\|_{L^1(\mathbb{R}, \mathbb{R})} \leq \frac{5}{6} \|u_{\gamma} - u_0\|_{L^1(\mathbb{R}, \mathbb{R})}.
\]

This shows that \( B \) is not accretive. Furthermore, it does not satisfies the broader condition [14, (1.1)]. Observe that an argument similar to the one in Remark 5.1 shows that all Lipschitz continuous functions in \( D \) are contained in \( D(A) \), therefore \( u_\gamma \in D(A) \) for any \( \gamma \in ]0, 1[ \), hence since \( A \) is accretive, \( u_0 \) cannot belong to the domain of \( A \). On the other hand some computations show that

\[
\|u_{\gamma} + \lambda B u_\gamma - (u_{\tilde{\gamma}} + \lambda B u_{\tilde{\gamma}})\|_{L^1(\mathbb{R}, \mathbb{R})} \geq \|u_{\gamma} - u_{\tilde{\gamma}}\|_{L^1(\mathbb{R}, \mathbb{R})}
\]

for any \( \gamma, \tilde{\gamma} \in ]0, 1[ \), which is compatible with \( A \) being accretive.

Remark 7.4. It is well known that the solution \( u(t,x) \) to the Cauchy problem for the evolution equation (7.4) develops discontinuities in finite time, even with smooth integrable initial data. If a discontinuity travels with a speed different from zero, then \( u(1-u) \) must contains a Dirac mass, hence the solution at time \( t \) is not contained in the domain \( D(A) \), see (5.6), of the generator of the evolution semigroup, but only in its closure \( \overline{D(A)} = D \). Therefore, this represents a very natural example of a non–linear semigroup for which the domain of its generator is not invariant.
We note that, in order to apply the generation theorem, the domain of \( B \) must be “reduced”, and different “reductions” may lead to different generated semigroups. The reduction given by (5.5) leads to the semigroup of viscous approximations in Theorem 5.2. This reduction can also lead to Kružkov entropy inequalities, see [20] for the multidimensional case with smooth fluxes, or [6] for (5.1). Kružkov entropy inequalities can also be used to define different reductions which gives correspondingly different semigroups in [6], referred to as “germs”.

What happens if the dependence of the flux \( f \) on the spatial variable \( x \) is more irregular? In [12], using Theorem 5.2 as a building block, existence and uniqueness of the vanishing viscosity limit for fluxes \( f(t, x, \omega) \) with general BV regularity with respect to the variables \((t, x)\) is obtained. The result in [12] is based on comparison estimates for solutions to the corresponding Hamilton–Jacobi equations.

The BV regularity on the flux is an essential assumption, as shown in the following counter example. Suppose that the map \( x \mapsto f(x, \omega) \) is \( L^\infty \) but with unbounded variation. In this case the domain of the operator \( Au = f(x, u)_x \) may not be dense in \( L^1 \). For every \( \varepsilon > 0 \), the viscous approximations

\[
(7.6) \quad u^\varepsilon_t + f(x, u^\varepsilon)_x = \varepsilon u^\varepsilon_{xx}, \quad u^\varepsilon(0, x) = \bar{u}(x),
\]

are still well defined for any initial data \( \bar{u} \in L^1(\mathbb{R}, \mathbb{R}) \), according to Theorem 3.6. However, they may not converge to a (weakly) continuous function of time \( t \mapsto u(t) \). In the next example, we show that one could have

\[
(7.7) \quad \lim_{t \to 0^+} \left( \lim_{\varepsilon \to 0} u^\varepsilon(t, \cdot) \right) \neq \bar{u}.
\]

**Example 7.5.** Let \( Q = \{ q_i \}_{i=1}^{+\infty} \) be an enumeration of the rational numbers, \( \kappa > 0 \), and \( V \) be the open set defined by

\[
V = \bigcup_{i=1}^{+\infty} q_i - \kappa 2^{-(i+1)}, q_i + \kappa 2^{-(i+1)} \bigcup,
\]

so that \( \text{meas}(V) \leq \kappa \). Define the closed set \( K = \mathbb{R} \setminus V \) and the function \( \alpha = \chi_K \) i.e. the characteristic function of the set \( K \). Observe that \( K \) is totally disconnected, that any rational number \( q \in Q \) has a neighborhood in which \( \alpha \) is identically zero and that \( \alpha \) has unbounded total variation on any interval with length greater than \( \kappa \).

**Theorem 7.6.** Any weak solution \( u \in L^\infty([0, T] \times \mathbb{R}, \mathbb{R}) \) to the conservation law

\[
(7.8) \quad u_t + f(x, u)_x = 0, \quad f(x, u) = \alpha(x) u(1 - u)
\]

such that the map \( t \mapsto u(t, \cdot) \) is continuous from \([0, T]\) into \( L^\infty(\mathbb{R}, \mathbb{R}) \) endowed with the weak* topology is constant in time, \( u(t, x) = \bar{u}(x) \), and must satisfy \( \bar{u}(x) \in \{0, 1\} \) almost everywhere in \( K \).

**Proof.** For \( \varepsilon > 0 \), define the convolution kernels \( \lambda_{\varepsilon} \) as

\[
(7.9) \quad \lambda_{\varepsilon}(x) = \frac{1}{\varepsilon} \lambda\left( \frac{x}{\varepsilon} \right), \quad \lambda \in C^\infty(\mathbb{R}, [0, 1]), \quad \int_{\mathbb{R}} \lambda(x) \, dx = 1, \quad \lambda(x) = 0 \forall x \notin [-1, 1].
\]

We let

\[
a_{\varepsilon}(x) = \int_{-\infty}^{x} \lambda_{\varepsilon}(\xi) \, d\xi.
\]

Fix two rational numbers \( r < q \), a time \( \tau > 0 \), small positive \( \varepsilon, \gamma > 0 \) and evaluate (7.8) using the test function

\[
\varphi(t, x) = (a_{\varepsilon}(x - r) - a_{\varepsilon}(x - q)) (a_{\gamma}(t - \gamma) - a_{\gamma}(t - \tau - \gamma)),
\]
we get

\begin{equation}
\int_{0}^{\tau+2\gamma} \int_{r-\epsilon}^{q+\epsilon} u(t, x) (a_{\varepsilon} (x - r) - a_{\varepsilon} (x - q)) (\lambda_{\gamma} (t - \gamma) - \lambda_{\gamma} (t - \tau - \gamma)) \, dt \, dx
\end{equation}

\begin{equation}
\int_{0}^{\tau+2\gamma} \int_{r-\epsilon}^{q+\epsilon} f (x, u(t, x)) (\lambda_{\gamma} (x - r) - \lambda_{\gamma} (x - q)) (a_{\gamma} (t - \gamma) - a_{\gamma} (t - \tau - \gamma)) \, dt \, dx = 0.
\end{equation}

If \( \varepsilon \) is sufficiently small the supports of \( \lambda_{\gamma} (x - r) \) and of \( \lambda_{\gamma} (x - q) \) are contained in \( V \) where \( f(x, u(t, x)) \) vanishes. Therefore, the previous equality becomes

\begin{equation}
\int_{0}^{\tau+2\gamma} \int_{r-\epsilon}^{q+\epsilon} u(t, x) (a_{\varepsilon} (x - r) - a_{\varepsilon} (x - q)) (\lambda_{\gamma} (t - \gamma) - \lambda_{\gamma} (t - \tau - \gamma)) \, dt \, dx = 0.
\end{equation}

Letting \( \varepsilon \) tend to zero we obtain

\begin{equation}
\int_{0}^{\tau+2\gamma} \lambda_{\gamma} (t - \gamma) \int_{r}^{q} u(t, x) \, dx \, dt = \int_{\tau}^{\tau+2\gamma} \lambda_{\gamma} (t - \tau - \gamma) \int_{r}^{q} u(t, x) \, dx \, dt.
\end{equation}

The weak* continuity assumption implies that the map \( t \mapsto \int_{r}^{q} u(t, x) \, dx \) is continuous, therefore we can take the limit as \( \gamma \to 0 \) and get

\begin{equation}
\int_{r}^{q} u(t, x) \, dx = \int_{r}^{q} u(0, x) \, dx, \quad \text{for any } r < q, \text{ with } r, q \in \mathbb{Q} \text{ and } \tau \in [0, T].
\end{equation}

This implies that \( u(t, x) = u(0, x) = \bar{u}(x) \) must be constant in time as a function from \([0, T]\) into \( L^\infty (\mathbb{R}, \mathbb{R}) \). From (7.8), we have

\begin{equation}
[a(x) \bar{u}(x) (1 - \bar{u}(x))]_{x} = 0, \quad \Rightarrow \quad a(x) \bar{u}(x) (1 - \bar{u}(x)) = C
\end{equation}

for some constant \( C \in \mathbb{R} \). But \( a \) vanishes on the set \( V \), therefore \( C = 0 \). Finally, since \( a(x) = 1 \) for any \( x \in K \), then \( \bar{u}(x) \in \{0, 1\} \) a.e. \( x \in K \).

**Remark 7.7.** As a consequence of this theorem, only initial data \( \bar{u} \) that satisfy \( \bar{u}(x) \in \{0, 1\} \) almost everywhere on \( K \) have a solution to the Cauchy problem

\begin{equation}
\begin{cases}
\begin{align*}
u_t + f(x, u) &= 0, \\
u(0, x) &= \bar{u}(x)
\end{align*}
\end{cases}
\end{equation}

which depends continuously on time. Hence, if \( b - a > \kappa \), and \( \bar{u} = \frac{1}{2} \chi_{[a, b]} \) does not lie in the closure of the domain of the operator \( Au = f(x, u) \). This can be checked by showing that, if \( ||u - \bar{u}||_{L^1(\mathbb{R}, \mathbb{R})} < \rho \) with \( 0 < \rho < \frac{b - a - \kappa}{4} \), then the function \( x \mapsto f(x, u(x)) \) has unbounded variation. Indeed, if \( ||u - \bar{u}||_{L^1(\mathbb{R}, \mathbb{R})} < \rho \), then, setting \( B = \{ x \in [a, b] : \frac{1}{2} \leq u(x) \leq \frac{3}{4} \} \)

\begin{equation}
\text{meas}(B) = b - a - \text{meas}\left( \left\{ x \in [a, b] : \left| u(x) - \frac{1}{2} \right| > \frac{1}{4} \right\} \right) \geq b - a - 4\|u - \bar{u}\|_{L^1(\mathbb{R}, \mathbb{R})} > \kappa.
\end{equation}

So that \( \text{meas}(K \cap B) > 0 \). We now have

\begin{equation}
f(x, u(x)) \begin{cases}
\geq \frac{3}{16} & \text{if } x \in B \cap K \\
= 0 & \text{if } x \in V.
\end{cases}
\end{equation}

Since for any two points \( x_1, x_2 \in B \cap K \) we can find an interval contained in \( V \) between them, the total variation of \( f(x, u) \) is infinite and \( u \notin \mathcal{D}(A) \). It is thus clear that the classical theory of contractive semigroups [21] cannot be applied here.
Acknowledgment: The present work was supported by the PRIN 2015 project Hyperbolic Systems of Conservation Laws and Fluid Dynamics: Analysis and Applications and by GNAMPA 2017 project Conservation Laws: from Theory to Technology. The authors would like to thank the first anonymous referee for suggesting a discussion on the comparison between vanishing viscosity and the adapted entropies, which led to the creation of Section 6, and the second anonymous referee for carefully reading the manuscript and providing many useful suggestions.

REFERENCES

[1] Adimurthi and G. D. V. Gowda, Conservation law with discontinuous flux, J. Math. Kyoto Univ., 43 (2003), pp. 27–70, https://doi.org/10.1215/kjm/1250283740.

[2] Adimurthi, J. Jaffré, and G. D. Veerappa Gowda, Godunov-type methods for conservation laws with a flux function discontinuous in space, SIAM J. Numer. Anal., 42 (2004), pp. 179–208, https://doi.org/10.1137/S003614290139562X.

[3] Adimurthi, S. Mishra, and G. D. V. Gowda, Optimal entropy solutions for conservation laws with discontinuous flux-functions, J. Hyperbolic Differ. Equ., 2 (2005), pp. 783–837, https://doi.org/10.1142/97819981605000622.

[4] D. Amadori, L. Gosse, and G. Guerra, Godunov-type approximation for a general resonant balance law with large data, J. Differential Equations, 198 (2004), pp. 233–274, https://doi.org/10.1016/j.jde.2003.10.004.

[5] L. Ambrosio, N. Fusco, and D. Pallara, Functions of bounded variation and free discontinuity problems, Oxford Mathematical Monographs, The Clarendon Press, Oxford University Press, New York, 2000.

[6] B. Andreianov, The semigroup approach to conservation laws with discontinuous flux, in Hyperbolic conservation laws and related analysis with applications, vol. 49 of Springer Proc. Math. Stat., Springer, Heidelberg, 2014, pp. 1–22, https://doi.org/10.1007/978-3-642-39007-4.

[7] B. Andreianov, K. H. Karlsen, and N. H. Risebro, On vanishing viscosity approximation of conservation laws with discontinuous flux, Netw. Heterog. Media, 5 (2010), pp. 617–633, https://doi.org/10.3934/nhm.2010.5.617.

[8] B. Andreianov, K. H. Karlsen, and N. H. Risebro, A theory of $L^1$-dissipative solvers for scalar conservation laws with discontinuous flux, Arch. Ration. Mech. Anal., 201 (2011), pp. 27–86, https://doi.org/10.1007/s00205-010-0389-4.

[9] E.Audusse and B. Perthame, Uniqueness for scalar conservation laws with discontinuous flux via adapted entropies, Proc. Roy. Soc. Edinburgh Sect. A, 135 (2005), pp. 253–265, https://doi.org/10.1017/S030821050003863.

[10] F. Bachmann and J. Vovelle, Existence and uniqueness of entropy solution of scalar conservation laws with a flux function involving discontinuous coefficients, Comm. Partial Differential Equations, 31 (2006), pp. 371–395, https://doi.org/10.1080/0360530050058095.

[11] P. Baiti and H. K. Jenssen, Well-posedness for a class of $2 \times 2$ conservation laws with $L^\infty$ data, J. Differential Equations, 140 (1997), pp. 161–185, https://doi.org/10.1006/jdeq.1997.3308.

[12] A. Bressan, G. Guerra, and W. Shen, Vanishing viscosity solutions for conservation laws with regulated flux, Journal of Differential Equations, 266 (2019), pp. 312–351, https://doi.org/10.1016/j.jde.2018.07.044.

[13] A. Bressan and W. Shen, A semigroup approach to an integro-differential equation modeling slow erosion, J. Differential Equations, 257 (2014), pp. 2360–2403, https://doi.org/10.1016/j.jde.2014.05.038.

[14] H. Brezis and A. Pazy, Convergence and approximation of semigroups of nonlinear operators in Banach spaces, J. Functional Analysis, 9 (1972), pp. 63–74.

[15] M. Bulíček, P. Gwiazda, and A. Świerczewska-Gwiazda, Multi-dimensional scalar conservation laws with fluxes discontinuous in the unknown and the spatial variable, Math. Models Methods Appl. Sci., 23 (2013), pp. 407–439, https://doi.org/10.1142/S0218202512500510.

[16] R. Bürger, K. H. Karlsen, and J. D. Towers, An Engquist-Osher-type scheme for conservation laws with discontinuous flux adapted to flux connections, SIAM J. Numer. Anal., 47 (2009), pp. 1684–1712, https://doi.org/10.1137/0709314X.

[17] R. Bürger, K. H. Karlsen, and J. D. Towers, An Engquist-Osher-type scheme for conservation laws with discontinuous flux adapted to flux connections, SIAM J. Numer. Anal., 47 (2009), pp. 1684–1712, https://doi.org/10.1137/0709314X.

[18] G.-Q. Chen, N. Eben, and C. Klingenberg, Hyperbolic conservation laws with discontinuous fluxes and hydrodynamic limit for particle systems, J. Differential Equations, 245 (2008), pp. 3095–3126, https://doi.org/10.1016/j.jde.2008.07.036.

[19] G. M. Coclite and N. H. Risebro, Viscosity solutions of Hamilton-Jacobi equations with discontinuous coefficients, J. Hyperbolic Differ. Equ., 4 (2007), pp. 771–795, https://doi.org/10.1142/S0219891607001355.

[20] M. G. Crandall, The semigroup approach to first order quasilinear equations in several space variables, Israel J. Math., 12 (1972), pp. 108–132, https://doi.org/10.1007/BF02764657.

[21] M. G. Crandall and T. M. Liggett, Generation of semi-groups of nonlinear transformations on general Banach spaces, Amer. J. Math., 93 (1971), pp. 265–298, https://doi.org/10.2307/2373376.

[22] C. M. Dafermos, Polygonal approximations of solutions of the initial value problem for a conservation law, J. Math. Anal. Appl., 38 (1972), pp. 33–41.
[23] C. M. Dafermos, Hyperbolic conservation laws in continuum physics, vol. 325 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], Springer-Verlag, Berlin, third ed., 2010, https://doi.org/10.1007/978-3-642-04048-1.

[24] S. Diehl, Scalar conservation laws with discontinuous flux function. I. The viscous profile condition, Comm. Math. Phys., 176 (1996), pp. 23–44, http://projecteuclid.org/euclid.cmp/1104285902.

[25] M. Garavello, R. Natalini, B. Piccoli, and A. Terracina, Conservation laws with discontinuous flux, Netw. Heterog. Media, 2 (2007), pp. 159–179, https://doi.org/10.3934/nhm.2007.2.159.

[26] T. Gimse and N. H. Risebro, Riemann problems with a discontinuous flux function, in Third International Conference on Hyperbolic Problems, Vol. I, II (Uppsala, 1990), Studentlitteratur, Lund, 1991, pp. 488–502.

[27] T. Gimse and N. H. Risebro, Solution of the Cauchy problem for a conservation law with a discontinuous flux function, SIAM J. Math. Anal., 23 (1992), pp. 635–648, https://doi.org/10.1137/0523032.

[28] G. Guerra, Well-posedness for a scalar conservation law with singular nonconservative source, J. Differential Equations, 206 (2004), pp. 438–469, https://doi.org/10.1016/j.jde.2004.04.008.

[29] G. Guerra and W. Shen, Vanishing viscosity solutions of Riemann problems for models of polymer flooding, in Non-linear Partial Differential Equations, Mathematical Physics, and Stochastic Analysis: The Helge Holden Anniversary Volume, F. Gesztesy, H. Hanche-Olsen, E. J. Jakobsen, Y. Lyubarskii, N. H. Risebro, and K. Seip., eds., vol. 14 of EMS Series of Congress Reports (ECR), European Mathematical Society, July 2018, pp. 261–285.

[30] P. Gwiazda, A. Świerczewska-Gwiazda, P. Wittbold, and A. Zimmermann, Multi-dimensional scalar balance laws with discontinuous flux, J. Funct. Anal., 267 (2014), pp. 2846–2883, https://doi.org/10.1016/j.jfa.2014.07.009.

[31] E. Isaacson and B. Temple, Nonlinear resonance in systems of conservation laws, SIAM J. Appl. Math., 52 (1992), pp. 1260–1278, https://doi.org/10.1137/0152073.

[32] E. Isaacson and B. Temple, Convergence of the 2 x 2 Godunov method for a general resonant nonlinear balance law, SIAM J. Appl. Math., 55 (1995), pp. 625–640.

[33] E. L. Isaacson and J. B. Temple, Analysis of a singular hyperbolic system of conservation laws, J. Differential Equations, 65 (1986), pp. 250–268, https://doi.org/10.1016/0022-0396(86)90037-9.

[34] J. Johansen and R. Winther, The solution of the Riemann problem for a hyperbolic system of conservation laws modeling polymer flooding, SIAM J. Math. Anal., 19 (1988), pp. 541–566, https://doi.org/10.1137/0519039.

[35] K. H. Karlsen, M. Rascle, and E. Tadmor, On the existence and compactness of a two-dimensional resonant system of conservation laws, Commun. Math. Sci., 5 (2007), pp. 253–265, http://projecteuclid.org/euclid.cms/1183990365.

[36] K. H. Karlsen, N. H. Risebro, and J. D. Towers, On a nonlinear degenerate parabolic transport-diffusion equation with a discontinuous coefficient, Electron. J. Differential Equations, (2002), pp. No. 93, 23.

[37] K. H. Karlsen and J. D. Towers, Convergence of the Las-Friedrichs scheme and stability for conservation laws with a discontinuous space-time dependent flux, Chinese Ann. Math. Ser. B, 25 (2004), pp. 287–318, https://doi.org/10.1142/S0252959904000299.

[38] K. H. Karlsen and J. D. Towers, Convergence of a Godunov scheme for conservation laws with a discontinuous flux lacking the crossing condition, J. Hyperbolic Differ. Equ., 14 (2017), pp. 671–701, https://doi.org/10.1142/S0219891617500229.

[39] R. A. Klausen and N. H. Risebro, Stability of conservation laws with discontinuous coefficients, J. Differential Equations, 157 (1999), pp. 41–60, https://doi.org/10.1006/jdeq.1998.3624.

[40] C. Klingenberg and N. H. Risebro, Stability of a resonant system of conservation laws modeling polymer flow with gravitation, J. Differential Equations, 170 (2001), pp. 344–380, https://doi.org/10.1006/jdeq.2000.3826.

[41] S. N. Kružkov, First order quasilinear equations with several independent variables, Mat. Sb. (N.S.), 81 (123) (1970), pp. 228–255.

[42] L. W. Lin, B. Temple, and J. H. Wang, Suppression of oscillations in Godunov’s method for a resonant non-strictly hyperbolic system, SIAM J. Numer. Anal., 32 (1995), pp. 841–864, https://doi.org/10.1137/0732038.

[43] D. Mitrovic, New entropy conditions for scalar conservation laws with discontinuous flux, Discrete Contin. Dyn. Syst., 30 (2011), pp. 1191–1210, https://doi.org/10.3934/dcds.2011.30.1191.

[44] I. Miyadera, Nonlinear semigroups, vol. 109 of Translations of Mathematical Monographs, American Mathematical Society, Providence, RI, 1992. Translated from the 1977 Japanese original by Choong Yun Cho.

[45] D. N. Ostrov, Solutions of Hamilton-Jacobi equations and scalar conservation laws with discontinuous space-time dependence, J. Differential Equations, 182 (2002), pp. 51–77, https://doi.org/10.1006/jdeq.2001.4088.

[46] E. Y. Panov, On existence and uniqueness of entropy solutions to the Cauchy problem for a conservation law with a discontinuous flux, J. Hyperbolic Differ. Equ., 6 (2009), pp. 525–548, https://doi.org/10.1142/S0219891609001915.

[47] W. Rudin, Real and complex analysis, McGraw-Hill Book Co., New York, third ed., 1987.

[48] N. Seguin and J. Vovelle, Analysis and approximation of a scalar conservation law with a flux function with discontinuous coefficients, Math. Models Methods Appl. Sci., 13 (2003), pp. 221–257, https://doi.org/10.1142/S0218202503002477.
[49] W. Shen, *Slow erosion with rough geological layers*, SIAM J. Math. Anal., 47 (2015), pp. 3116–3150, https://doi.org/10.1137/15M101124X.

[50] W. Shen, *On the Cauchy problems for polymer flooding with gravitation*, J. Differential Equations, 261 (2016), pp. 627–653, https://doi.org/10.1016/j.jde.2016.03.020.

[51] W. Shen, *On the uniqueness of vanishing viscosity solutions for Riemann problems for polymer flooding*, NoDEA Nonlinear Differential Equations Appl., 24 (2017), pp. Art. 37, 25, https://doi.org/10.1007/s00030-017-0461-y.

[52] B. Temple, *Global solution of the Cauchy problem for a class of 2 × 2 nonstrictly hyperbolic conservation laws*, Adv. in Appl. Math., 3 (1982), pp. 335–375, https://doi.org/10.1016/S0196-8858(82)80010-9.

[53] J. D. Towers, *Convergence of a difference scheme for conservation laws with a discontinuous flux*, SIAM J. Numer. Anal., 38 (2000), pp. 681–698, https://doi.org/10.1137/S0036142999363668.

[54] J. D. Towers, *A difference scheme for conservation laws with a discontinuous flux: the nonconvex case*, SIAM J. Numer. Anal., 39 (2001), pp. 1197–1218, https://doi.org/10.1137/S0036142900374974.