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Abstract

Solving heat transfer equations on chip becomes very critical in the upcoming 5G and AI chip-package-systems. However, batches of simulations have to be performed for data driven supervised machine learning models. Data driven methods are data hungry, to address this, Physics Informed Neural Networks (PINN) have been proposed. However, vanilla PINN models solve one fixed heat equation at a time, so the models have to be retrained for heat equations with different source terms. Additionally, issues related to multi-objective optimization have to be resolved while using PINN to minimize the PDE residual, satisfy boundary conditions and fit the observed data etc. Therefore, this paper investigates an unsupervised learning approach for solving heat transfer equations on chip without using solution data and generalizing the trained network for predicting solutions for heat equations with unseen source terms. Specifically, a hybrid framework of Auto Encoder (AE) and Image Gradient (IG) based network is designed. The AE is used to encode different source terms of the heat equations. The IG based network implements a second order central difference algorithm for structured grids and minimizes the PDE residual. The effectiveness of the designed network is evaluated by solving heat equations for various use cases. It is proved that with limited number of source terms to train the AE network, the framework can not only solve the given heat transfer problems with a single training process, but also make reasonable predictions for unseen cases (heat equations with new source terms) without retraining.
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1 Introduction

Machine learning has been growing exponentially and achieving tremendous success in various applications in recent few years\[^1\], such as image classification, pattern recognition, question answering\[^2\], robotics, advanced manufacturing systems\[^3\] \[^4\] \[^5\] and so on. Artificial neural networks and other machine learning algorithms can be extensively used for predicting weather, calamities, severe illnesses and facilitating research on medical, autonomous vehicles and recommendation systems.

Although the concept of using neural networks to solve partial differential equations (PDEs) goes back to 1990s \[^6\] \[^7\] \[^8\], more extensive and active research on it emerges in recent few years. Based on whether training data is required, these approaches can be classified into supervised and unsupervised genres. For supervised approach, a data-driven framework for learning unknown time-dependent autonomous PDEs using deep neural networks is presented in \[^9\]. On the other hand, the function approximation capabilities of feed-forward neural networks are utilized to provide accurate solutions to ordinary and partial differential equations in an unsupervised way in \[^10\]. In terms of network architectures, feed forward neural networks is widely used. For example, a method for constructing multilayer neural network approximations of solutions of differential equations, based on the finite difference method, is proposed in \[^11\]. A multilayer neural networks is used in \[^12\] and an extended backpropagation algorithm was proposed to approximate solution for a class of first-order partial differential equations for input-to-state linearizable or approximate linearizable systems. A “Deep Galerkin Method (DGM)” based deep neural network is trained to solve high-dimensional PDEs in \[^13\] and is able to solve PDEs up to 200 dimensions. Besides, there has been researches using Convolutional Neural Network (CNN) based structure as well, for example, a U-Net architecture is used in \[^14\] and a CNN-based encoder-decoder model is used in \[^15\] for constructing numerical solvers for PDEs. With recent developments in one of the most useful but perhaps underused techniques in scientific computing: automatic differentiation (AD) \[^16\], the idea of defining partial differential equations utilizing AD, imposing physics through neural network losses together with easy access to backpropagation revolutionized PDE solving by using Physics-Informed Neural Networks (PINN). Implementations of PINN on solving PDEs are investigated in \[^17\] \[^18\] \[^19\] \[^20\].

Naturally, neural networks has been investigated in solving parabolic PDEs as well, such as heat equations. For instance, a continuous-time analogue Hopfield neural network (CHNN) is proposed in \[^21\] to solve time-varying forward heat conduction problems. PDE model problems including heat equations are solved using data driven based artificial neural networks in \[^22\]. Advection and diffusion type PDEs in complex geometries are solved by modifying backpropagation algorithm in \[^23\]. Heat equations are solved by deep neural networks and Automatic Differentiation based framework in \[^24\]. With the rapid development of solving heat equations using neural networks, given one specific problem, most of the approaches mentioned above would obtain desirable pre-
dictions of the corresponding solutions. However, such a trained network would struggle if the inference problem is slightly modified, e.g., a new source term is introduced to the heat equation. Usually the network needs to be retrained for the unsupervised models or more solution data should be collected for retraining the supervised algorithms, which diminishes the efficiency and effectiveness of the trained neural network.

In addition, it is of critical importance to investigate improving the generalization capability of neural network to different source terms for the heat equations. For instance, chip thermal analysis (CTA) becomes important for the performance and reliability of chip-package-system in the upcoming 5G and AI systems [25, 26]. One interesting problem is obtaining the temperature profile on a chip given a certain power map, which can be treated as the source term in heat equations. Conventionally, finite element method (FEM) or computational fluid dynamics (CFD) technology is applied to acquire an accurate thermal profile on-chip and is very time-consuming. Not to mention that in CTA problems the source term will change when the design of the chip or input to the chip alters so the heat transfer problem to be solved will vary accordingly. Thus, large amount of numerical simulations have to be performed, which is labour-intensive. To alleviate the problem, a data driven DNN-based approach is proposed in [25, 26] and it can achieve run time reduction of greater than 100-1000x with good accuracy compared to the traditional FEA based method. However, data-driven approaches usually require generating the solutions to the problems in advance for training the models, which will still incur batches of simulations. Unsupervised models such as PINN [17] does not require a lot of training data whereas a vanilla PINN trained for one heat source is not expected to make satisfactory inference on another heat source so it has to be retrained for every unseen source term. Currently, there is very few research papers investigating generalizing a trained neural network based heat equation solver to various source terms (seen and unseen) at the same time, especially for unsupervised approaches.

Against this background, a hybrid framework which integrates an Auto Encoder (AE) and Image Gradient (IG) based network is proposed. The task of the AE is to learn and compress the PDE source terms to latent vectors, which will be input to the IG based network. The PDE residual, which is designed as the loss function of the IG based network, will be minimized through network training. The hybrid framework on the one hand can focus on minimizing the PDE residuals for various heat equations at the same time, on the other hand, it will associate the residual minimization with these compact representations of source terms (AE latent vectors). It is shown through test cases that this framework can handle solving the heat equations and learning the generalization at the same time.

This paper is organized as follows. In Section 2, the CTA problem is defined and the theoretical foundation of the proposed framework is explained. The hybrid framework of AE and IG based network is presented in Section 3. Use cases for demonstrating the capability of the framework on solving heat equations and making predictions for unseen power maps are provided in Section 4.
Finally, conclusions are given in Section 5.

2 Solving CTA using neural network

This section first introduces the CTA problem this paper aims at solving and then discusses neural network as a function approximator. The presented neural network framework is approximating a function mapping input power maps to heat equation solutions (temperature distributions).

2.1 CTA

A side view of a chip is given in Fig. 1 where the red solid line in the detailed die model (the right sub-figure) represents the power map side view.

![Power map of devices (FEOL) at interface of BEOL and Buried SiO2 (BOX)](image)

Figure 1: Side view of a chip package. Left: side view of the whole package, right: details of the die model

In system-level thermal analysis using finite element method (FEM) or computational fluid dynamics (CFD) method, chip(s) are usually modeled as pure silicon blocks. The silicon block is further segmented into uniformly distributed tiles and the power map is considered as the general thermal environment of a chip. A tile-based power map can usually be obtained from a dynamic voltage drop analysis tool. An example of tile based power map is shown in Fig. 2. In this paper, the focus will be on the temperature prediction of the chip given the device power map. The silicon block is simplified to be a 2D square or a 3D cube and the power map is applied on top of the square or in the center plane of the cube.

Artificially created power maps together with one realistic power map are investigated in this paper. The realistic power map is extracted from ANSYS RedHawk, which can import chip package layout and perform accurate on-chip static IR drop and AC hot spot analyses.

2.1.1 CTA in 2D

In this study, the steady state temperature profile on each tile of the chip is of interesting. And the steady state two-dimensional diffusion equation is given by Eq. 1.
\[ \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} = 0 \]  

The power map applied on the chip (external heat source) is modeled as the source term of the heat equation, which is denoted as \( Q(x, y) \). Therefore, the 2D heat equation to be solved by the neural network is:

\[ k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} \right) + Q(x, y) = 0 \]

where \( k \) is the thermal conductivity.

### 2.1.2 CTA in 3D

For conducting CTA in 3D, the chip is simplified and modelled as a 3D cube, a 2D power map is placed at its center plane and there is convection on the 6 faces of the cube, as shown in Fig. 3.

Figure 2: Tile based power map: (a) power map example (b) Zoom in view of power region

\[ \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} = 0 \]  

Figure 3: Simplified 3D CTA
Therefore, the corresponding steady state 3D heat equation with convection is:

\[
k (\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2}) - (V_x \frac{\partial T}{\partial x} + V_y \frac{\partial T}{\partial y} + V_z \frac{\partial T}{\partial z}) + Q(x, y, z) = 0
\]  

(3)

where \( k \) is the thermal conductivity, \( V_x, V_y \) and \( V_z \) are constant velocities along \( x, y \) and \( z \) directions respectively and \( Q(x, y, z) \) is the source term.

### 2.2 Neural network approximation theorem

Based on the mathematical principle of neural networks, the universal approximation theorem [27] states that any continuous functions can be approximated by neural networks with non polynomial activation functions if no constraint is imposed on the number of hidden layers and the number of neurons in each layer [28].

For a width-unbounded neural network with a single hidden layer [29, 30], we have:

\[
F(x) = \sum_{i=1}^{N} c_i \sigma(w_i^T x + b_i)
\]

(4)

where \( \sigma \) is the activation function. Let \( I_n \) represent closed \( n \)-dimensional unit hyper cube \([0, 1]^n\). And all continuous functions defined on \( I_n \) are denoted as \( C(I_n) \). Any continuous function defined in the domain of \( C(I_n) \), which is \( f \in C(I_n) \) can be accurately approximated with a fully connected neural network. The approximator is guaranteed to have a small approximation error. That is, for any \( \varepsilon > 0 \) and \( x \in I_n \),

\[
|F(x) - f(x)| < \varepsilon
\]

(5)

Based on this theory, deep neural networks can be designed to approximate Eq. (2) and Eq. (3) in this study.

Conventional neural network function approximator is constructed in a supervised learning process. The training data consists of variables \( x_i \) and function values \( y_i \). For a function approximator \( \hat{y} \) at \( x_i \), the loss function is defined as:

\[
L = \sum_{i=1}^{N} |\hat{y}(x_i) - y_i|^2
\]

(6)

However, since an unsupervised approach is implemented in this study, the loss function is defined as the residual of function \( f \) in Eq. (7). The optimization goal is to minimize the mean squared error of heat equation residual.

\[
MSE_f = \frac{1}{N_f} \sum_{i=1}^{N_f} |f(x'_f)|^2
\]

(7)

The details of the proposed framework are provided in Section 3.
3 The hybrid framework of AE and IG based network

Principal component analysis (PCA) is one of the most powerful and popular dimension reduction techniques, which can represent high-dimensional data with low-dimensional space. An autoencoder is a feed-forward neural network which is trained to map from a vector of values to the same vector \[31\], which acts as a nonlinear implementation of a PCA using neural network architecture. Due to the benefit of being efficient, flexible and versatile, autoencoders are widely used in compressing the input data. It has shown some successful applications in the field of parameter estimation of PDEs \[32\], \[33\], \[34\], \[35\], \[36\], \[37\], \[38\]. Therefore, a convolutional AE is designed to compress the input power maps of the heat equations to be compact latent vectors.

An image gradient represents a directional variation in the intensity or color of an image. The gradient of a function of two variables at each image point is a 2D vector consisting of the derivatives in the horizontal and vertical directions. Thus, obtaining the derivative approximations of an image \( T \) with respect to spatial variables \( x \) and \( y \), which are \( \frac{\partial T}{\partial x} \) and \( \frac{\partial T}{\partial y} \), using image gradient becomes straightforward. The working principle behind image gradient inspires the proposed IG based network. Intuitively, the temperature distribution profile in Eq. (2) or Eq. (3) can be treated as an image, which is a function of spatial variables \( x \) and \( y \). Therefore, to get the second order derivative approximations for \( \frac{\partial^2 T}{\partial x^2} \) and \( \frac{\partial^2 T}{\partial y^2} \) in heat equations, we can make use of the output from image gradient function and realize an implementation of second order central differences.

Further information about the AE and IG based network are illustrated in Section 3.1.1 and Section 3.1.3 respectively. The integration of these two networks will be discussed in Section 3.1.5.

3.1 Auto encoder and Image Gradient based network

3.1.1 AE structure

Since our inputs are power maps on a chip, which can be treated as images, it is straightforward to use convolutional neural networks as encoders and decoders. The implemented encoder consists of stacked Conv2D and MaxPooling2D layers. The max pooling is used for spatial down-sampling on the power map. Correspondingly, the decoder consists of stacked Conv2D and UpSampling2D layers. The power map is compressed to be a Dense layer. Power maps of shape \((\text{batchsize}, \text{height}, \text{width}, \text{channel})\) are input to the AE for training. The schematic of the AE is illustrated in Fig. 4.

3.1.2 Data generation and training of AE using artificial power maps

Different distributions of artificial power maps are created as the training data sets for AE, including sinusoidal power maps, exponential power maps, variations of one realistic power maps for 2D and 3D. For sinusoidal and exponential
power maps, the input to AE can be treated as samples from continuous functions in 2D controlled by function parameters. For variations of one realistic power maps for 2D and 3D, artificial power maps are generated by image augmentation techniques (rotations and shifts) applied on one realistic power map from a chip design, as the one shown in Fig. 4 and Fig. 5. Mean Squared Error (MSE) of the residual is defined as the loss, Adam optimizer with learning rate of 1e-4 is used for optimization and the model is trained for 5000 epochs.

### 3.1.3 Image Gradient based network for solving the PDEs

After the training of AE is finished, the encoder model will be extracted for encoding the power maps into compact vectors. These latent vectors will be fed to the IG based network for solving their corresponding PDEs. Convolutional layers are used in the IG based network, which is illustrated in Fig. 5.

$$f''(x) \approx \frac{f(x + 2h) - 2f(x) + f(x - 2h)}{4h^2}$$  \hspace{1cm} (8)

The boundary condition for all the power maps discussed in this paper is 150°C. It is encoded by padding the temperature prediction profile from the neural network with the boundary temperature values of the chip before performing the gradient calculation at each iteration.
The activation function used in the convolutional layers is tanh. Adam optimizer of learning rate of 1e-4 is used for network optimization. The model is trained for 10000 epochs to minimize the MSE loss of PDEs’ residual.

3.1.5 AEIG framework

By combining the AE network in Section 3.1.1 and IG based network in Section 3.1.3, the whole framework is constructed, as shown in Fig. 6. The AE will learn and compress the input power maps into compact vectors and the IG will solve the heat equations corresponding to the compact vectors during training. The heat equations for all input power maps are solved in one training process. After the training procedure is completed, besides the power maps seen by the network at training time, variations of these power maps unseen to the network are also used to test the generalization capability of the proposed framework.

Figure 6: The AEIG framework

4 Use cases

4.1 Solving the heat equation for sinusoidal power maps

The established framework is first tested on solving sinusoidal power maps, which is described in Eq. 9

\[ \text{power}(x, y) = C \sin(2\pi(ax + by)) + C \]  

(9)

where \( C \) is set to be 0.125, \( a \) and \( b \) are both integers in range \([0, 4]\). In total, there are 25 combinations of \( a \) and \( b \) values and thus creating 25 distinct power maps. The visualization of these power maps is shown in Fig. 7.
After the network training is finished, the network temperature predictions for the 25 training power maps are compared with their corresponding numerical solutions from a numerical solver. Mean absolute percentage error (MAPE) is used as the evaluation metric and the overall MAPE is $0.15\%$.

Then the trained network is tested on 175 unseen power maps (7 groups in total, 25 power maps in each group). In each of the 7 test sets, only one modification on the control variables is activated. To be specific, either $C$ is modified to be $C'$ taking values in $[0.1, 0.13, 0.15]$ or biases of $[0.05, 0.1, 0.3, 0.5]$ are added to both $a$ and $b$ to form $a'$ and $b'$. The overall analysis on the MAPE error for the test data sets are depicted in Fig. 8. For notational convenience, we refer "training points" as the power maps in the training data sets and "test points" as the power maps in the test data sets. The "test points" are close to the "training points" if the absolute differences between parameters $C'$, $a'$, $b'$ and $C$, $a$, $b$ are small correspondingly. It can be observed from the plot that the network makes predictions of low MAPE as long as the "test points" are close to the "training points". Even though the error would increase if the "test points" are further away from the "training points", this issue can be alleviated if the "training points" can uniformly cover the complete anticipated field of the unknown inputs, which can be observed from later use cases.

4.2 Solving the heat equation for exponential power maps

In this test, exponential power maps, which is defined in Eq. 10 are created.

Figure 7: Sinusoidal power maps
Figure 8: Mean absolute percentage error plot for test data sets

\[\text{power}(x, y) = e^{-\left(\sin\left(\frac{2\pi x}{0.5 + \text{bias}}\right) + \sin\left(\frac{2\pi y}{0.5 + \text{bias}}\right)\right)}\]  \hspace{1cm} (10)

where \(a\) and \(b\) are both integers in range \([0, 4]\) and \(\text{bias}\) is set to be 0. In total, there are 25 combinations of \(a\) and \(b\) values and thus 25 different power maps are designed. The visualization of these power maps is shown in Fig. 9.

After the network has been trained with above mentioned 25 exponential power maps, the temperature predictions it made are validated against numerical solver’s results. The MAPE is calculated for each case and the overall MAPE is 0.15%.

Similar to Section 4.1, the trained network is tested on 250 unseen exponential power maps (10 groups in total, 25 power maps in each group) where biases of \([-0.5, -0.4, -0.3, -0.2, -0.1, 0.1, 0.2, 0.3, 0.4, 0.5]\) are added to \(a\) and \(b\). The MAPE error for the test data sets is investigated and given in Fig. 10. Similar patterns can be observed that the network makes predictions of low MAPE for "test points" close to the "training points". The prediction accuracy is expected to increase as the "training points" cover the complete anticipated field of the unknown inputs.
Figure 9: Exponential power maps

Figure 10: Mean absolute percentage error plot for test data sets
4.3 Solving the heat equation for variations of a realistic chip power map

As mentioned in Section 3.1.2, one realistic chip power map is obtained from a certain chip design. 41 artificial power maps can be created by aforementioned image augmentation techniques, such as translation and rotation of original power map by \( c \times \text{step} \) where \( c \) is an integer in range \([1, 20]\) and \( \text{step} \) is 20. These created power maps are used as the training data for the presented framework. Some examples of these training power maps are provided in Fig. 11.

![Figure 11: Examples for some variations of a realistic chip power map](image)

The equations for the power maps in above data set are solved by the IG based network during its training process. After the training is finished, the network gives the temperature profile predictions. A second-order finite difference numerical solver is utilized to obtain the ground truth results to evaluate the network predictions and the overall MAPE for all the training power maps is 0.19%.

Then the trained network is tested on data sets generated by rotating and shifting the original power maps by \( c' \times \text{step}' \) where \( c' \) is an integer in range \([1, 20]\) and \( \text{step}' \) can be an integer in range \([1, 20]\). In total, there are 217 distinct unseen power maps. An example of the performance of network predictions is given in Fig. 12 with the first row to be the test power map, the second row is the corresponding ground truth solution from numerical solver, the third row is the network prediction and the last row shows the MAPE for each of the network prediction.

To further quantify the effectiveness of the trained network, the network predictions for all the test power maps are compared with solutions from a numerical solver and the overall MAPE for all the test data sets is 0.4%.
4.4 Solving 3D heat equation with convection for variations of a realistic chip power map

Similar to Section 4.3, 41 artificial power maps are created by applying image augmentation techniques on the given realistic chip power map. The same translation and rotation methods mentioned in Section 4.3 are performed, which is rotating or shifting the original power map by $c \times \text{step}$ where $c$ is an integer in range $[1, 20]$ and $\text{step}$ is 20. These created power maps are placed in the center plane of a cube to simulate a simplified chip device with different power maps.

The temperature profile for the cubes with different power maps are calculated during the training process and presented in Fig. 13. To verify the predictions from the network, the same problems are solved by numerical solvers and the overall MAPE for all the predictions on the training power map is 0.11%.

Finally, the trained network is tested using 188 distinct unseen power maps.
All the settings in this section are similar to those in Section 4.3 except that the created 2D power maps are placed in the center plane of 3D cubes and a 3D heat equation with convection, which is defined by Eq. 3 is solved. Similarly, the ground truth solutions for these 3D power maps are obtained from a numerical solver and compared with the network predictions. The overall MAPE for all the test data sets is 0.14%. The small MAPE shows the effectiveness of the network’s generalization to unseen 3D power maps.

5 Conclusion

This paper presents a framework for solving heat equations on chip in 2D and 3D. The proposed framework can not only solve heat equations with different source terms (distinct power maps) at the same time, it can also generalize the learned physics to heat equations with new source terms. The framework consists of an AE and an IG based network. The AE will learn and compress the source terms of the heat equations and the IG based network will solve heat equations with different source terms during one training process. The effectiveness of the framework on solving sinusoidal, exponential and typical 2D and 3D chip power maps is verified. The potential of using the trained framework on solving heat equations with unseen source terms is tested as well and the low MAPE proves the effectiveness of the proposed framework. It is also worth noting that to obtain reasonable results, the AE network should be fully trained with a set of training data which covers the complete anticipated space of the unknown inputs. The future work would be extending the inference capability of the proposed framework.
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