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Abstract: In recent years, Convolutional Neural Network (CNN) has become an attractive method to recognize and localize plant species in unstructured agricultural environments. However, developed systems suffer from unoptimized combinations of the CNN model, computer hardware, camera configuration, and travel velocity to prevent missed detections. Missed detection occurs if the camera does not capture a plant due to slow inferencing speed or fast travel velocity. Furthermore, modularity was less focused on Machine Vision System (MVS) development. However, having a modular MVS can reduce the effort in development as it will allow scalability and reusability. This study proposes the derived parameter, called overlapping rate \( (o) \), or the ratio of the camera field of view \( (S) \) and inferencing speed \( (fps) \) to the travel velocity \( (\vec{v}) \) to theoretically predict the plant detection rate \( (r_d) \) of an MVS and aid in developing a CNN-based vision module. Using performance from existing MVSs, the values of \( r_o \) at different combinations of inferencing speeds \((2.4 \text{ to } 22 \text{ fps})\) and travel velocity \((0.1 \text{ to } 2.5 \text{ m/s})\) at 0.5 m field of view were calculated. The results showed that missed detections occurred when \( r_o < 1 \). Comparing the theoretical detection rate \( (r_{d\sim}) \) to the simulated detection rate \( (r_{d\sim}) \), it was determined that \( r_{d\sim} \) had a 20\% margin of error in predicting plant detection rate when travel velocity \((\vec{v})\) is at very low travel distances \((<1 \text{ m})\), but there was no margin of error when travel distance was sufficient to complete a detection pattern cycle \((\geq 10 \text{ m})\). The simulation results also showed that increasing \( S \) or having multiple vision modules reduced missed detection by increasing the allowable \( \vec{v}_{\text{max}} \). This number of needed vision modules was equal to rounding up the inverse of \( r_o \). Finally, a vision module that utilized SSD MobileNetV1 with an average effective inferencing speed of \( 16 \text{ fps} \) was simulated, developed, and tested. Results showed that the \( r_{d\sim} \) and \( r_{d\sim} \) had no margin of error in predicting \( r_{d\sim} \) of the vision module at the tested travel velocities \((0.1 \text{ to } 0.3 \text{ m/s})\). Thus, the results of this study showed that \( r_o \) can be used to predict \( r_d \) and optimize the design of a CNN-based vision-equipped robot for plant detections in agricultural field operations with no margin of error at sufficient travel distance.
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1. Introduction

The increasing cost and decreasing availability of agricultural labor \([1,2]\) and the need for sustainable farming methods \([3–5]\) led to the development of robots for agricultural field operations. However, despite the success of robots in industrial applications, agricultural robots for field operations remain primarily in the development stage due to the complex characteristics of the farming environment, high cost of development, and high durability, functionality, and reliability requirements \([6–8]\).
As a potential solution to these challenges, field robots with computer vision have been increasing due to the large amount of information that can be extracted from an agricultural scene [9]. Real-time machine vision systems (MVS) are often used to recognize, classify and localize plants accurately for precision spraying [10,11], mechanical weeding [12], solid fertilizer application [13], and harvesting [14,15]. However, using traditional image processing techniques, early machine vision implementations for field operations were difficult due to the vast number of features needed to model and differentiate plant species [13] and work at various farm scenarios [12].

Recently, developments in deep learning allowed Convolutional Neural Networks (CNN) to be used for accurate plant species detection and segmentation [16,17]. However, despite high classification and detection performance, the large computational power requirement of CNN limits its application in real-time operations [18]. As a result, most CNN applications in agriculture were primarily employed in non-real-time scenarios, excluding inferencing speeds in the evaluated parameters among related studies. For example, a study that surveyed CNN-based weed detection and plant species classification reported 86–97% and 48–99% precisions, respectively, but data on inferencing speeds were unreported [19]. Similarly, research on fruit classification and recognition using CNN showed 77–99% precision, but inferencing speeds were also excluded in the measured parameters [19–21].

Few studies have evaluated the real-time performance of CNNs for agricultural applications. For example, in a study by Olsen et al. (2019) [22] on detecting different species of weeds, the real-time performance of ResNet-50 in an NVIDIA Jetson TX2 was only 5.5 fps at 95.1% precision. Optimizing their TensorFlow model using TensorRT increased the inferencing speed to 18.7 fps. The study of Chechliński et al. (2019) [23] using a custom CNN architecture based on U-Net, MobileNets, DenseNet, and ResNet in a Raspberry Pi 3B+ resulted in only 60.2% precision at 10.0 fps. Finally, Partel et al. (2019) [11] developed a mobile robotic sprayer that used YOLOv3 running on an NVIDIA 1070TI at 22 fps and NVIDIA Jetson TX2 at 2.4 fps for real-time crop and weed detection and spraying. The vision system with 1070TI had 85% precision, while the TX2 vision system had 77% precision. Furthermore, the system with TX2 missed 43% of the plants because of its slow inferencing speed. Conversely, the CNN-based sprayer with the faster 1070TI, resulting in higher inferencing speed, only missed 8% of the plants.

However, the travel velocities of surveyed systems were often unevaluated despite operating in real-time. Additionally, theoretical approaches to quantify and account for the effect of travel velocity on the capability of the vision system to sufficiently capture discrete data and effectively represent a continuous field scenario were often not included in the design. Other studies, on the contrary, evaluated the effect of travel velocity on CNN detection performance, but the impact of inferencing speed remained unevaluated. For instance, in the study of Liu et al. (2021) [24], the deep learning-based variable rate agrochemical spraying system for targeted weeds control in strawberry crops equipped with a 1080TI showed increasing missed detections, as travel velocity increases regardless of CNN architecture (VGG-16, GoogleNet or AlexNet). At 1, 3, and 5 km/h, their system missed 5–9%, 6–10%, and 13–17% of the targeted weeds, respectively.

The brief review of the developed systems showed that inferencing speed (fps) and travel velocity (v) of a CNN-based MVS impact its detection rate (rd). rd is the fraction of the number of detected plants to the total number of plants and was often expressed as the recall of the CNN model [11,24,25]. However, a theoretical approach to predict the rd of a CNN-based MVS as affected by both fps and v is yet to be explored.

Current approaches in developing a mechatronic system with CNN-based MVS involve building and testing an actual system to determine rd [11,24,25]. However, building and testing several CNN-based MVS to determine the effect of v and fps on rd would be very tedious as the process would involve building the MVS hardware, image dataset preparation, training multiple CNN models, developing multiple software frameworks to integrate the different CNN models into the vision system, and testing the MVS. Hence,
this study also proposes to use computer simulation, in addition to theoretical modeling, in predicting $r_d$ as a function of the mentioned parameters, to reduce the difficulty of selecting and sizing the components of the CNN-based MVS.

Computer simulations were often used to characterize the effect of design and operating parameters on the overall performance of agricultural robots for field operations. For example, Villette et al. (2021) [26] demonstrated that computer simulations could be used to estimate the required sprayer spatial resolution of vision-equipped boom sprayer, as affected by boom section weeds, nozzle spray patterns, and spatial weed distribution. Wang et al. (2018) [27] used computer modeling and simulation to identify potential problems of a robotic apple picking arm and developed an algorithm to improve the performance by 81%. Finally, Lehnert et al. (2019) [28] used modeling and computer simulation to create a novel multi-perspective visual servoing technique to detect the location of occluded peppers. However, the use of simulation to quantify the effects of $f_{ps}$, $\vec{v}$, and camera configurations on $r_d$ of an MVS remain unexplored.

Furthermore, a survey of review articles showed that almost all robotic systems in agriculture employ fixed configurations and are non-scalable, resulting in less adaptability to complex agricultural environments [7,8,29,30]. Thus, aside from modeling and simulation, this study also proposes a module-based design approach to enable reusability and scalability by minimizing production costs and shortening the lead time of machine development [31]. A module can be defined as a repeatable and reusable machine component that performs partial or full functions and interact with other machine components, resulting in a new machine with new overall functionalities [32].

Therefore, this study proposes theoretical and simulation approaches in predicting combinations of $f_{ps}$, $\vec{v}$, and camera configuration to prevent missed plant detections and aid in developing a modular CNN-based MVS. In particular, based on the brief literature review and identified research gaps, the study specifically aims to make the following contributions:

- The introduction of a dimensionless parameter, called overlapping rate ($r_0$), which is a quantitative predictor of $r_d$ as a function of $\vec{v}$ and $f_{ps}$, for a specific camera field of view ($S$);
- A set of Python scripts containing equations and algorithms to model a virtual field, simulate the motion of the virtual camera, and perform plant hill detection;
- An evaluation of $r_d$ based on different combinations of published $f_{ps}$ and $\vec{v}$ from existing systems through the proposed theoretical approach and simulation;
- A detailed analysis through simulation of the concept of increasing $S$ or using several adjacent synchronous cameras ($n_{vis}$) to prevent missed detections in MVS with low $f_{ps}$ at high $\vec{v}$; and
- A reusable and scalable CNN-based vision module for plant detection based on Robot Operating System (ROS) and the Jetson Nano platform.

2. Materials and Methods

2.1. Concept

Cameras for plant detection are typically mounted on a boom of a sprayer or fertilizer spreader [10,11,13], as illustrated in Figure 1. They are oriented so that their optical axis is perpendicular to the field and captures top-view images of plants [33].
Depending on the distance between the camera lens and captured plane, lens properties, and sensor size, the frame width or height is equivalent to an actual linear distance. For simplicity, the linear length of the side of a field of view of a frame parallel to the direction of travel shall be denoted as $S$, in meters per frame. To provide complete visual coverage of the traversed width of the boom, the maximum spacing between adjacent cameras is equal to the length of the side of a field of view of a frame perpendicular to the direction of travel, denoted as $W$, in meters per frame [10].

During motion, the traverse distance between two consecutive frames of the camera ($d_f$), in meters, is equal to the product of travel velocity ($\vec{v}$), in m/s, and the time between the frames ($1/f_{ps}$), in seconds, as illustrated in Equation (1).

$$d_f = \vec{v} \cdot \frac{1}{f_{ps}} = \frac{\vec{v}_{f}}{f_{ps}}$$  

(1)

The ratio of $S$ to $d_f$ is proposed as the overlapping rate ($r_o$), a dimensionless parameter, and is represented by Equation (2).

$$r_o = \frac{S \times f_{ps}}{\vec{v}} = \frac{S}{d_f}$$  

(2)

With a single camera, the value of $r_o$ describes whether there is an overlap or gap between frames. Depending on the value of $r_o$, certain regions in the traversed field of the machine, with a single camera configuration, will be uniquely captured, captured in multiple frames, or completely missed, as shown in Figure 2 and illustrated by the following cases:

- **Case 1**: $r_o = 1$. When $S$ and $d_f$ are equal, the extents of each consecutive processed frame are side by side. Hence, both gaps and overlaps are absent. This scenario is ideal since the vehicle velocity and camera frame rate match perfectly.

- **Case 2**: $r_o > 1$. The vision system accounted for all regions in the traversed field, but there is an overlap between the frames. The length of the current frame that is already accounted for by the previous one is $S - d_f$. The vehicle can run faster if the mechanical capacity allows.

- **Case 3**: $r_o < 1$. Gaps will occur between each pair of consecutive frames, and the camera will miss certain plants. The length of each gap is $d_f - S$. We can define a gap rate ($r_g$) as shown in Equation (3) to depict the significance of the gap.
\[ r_g = \frac{d_f - S}{d_f} = 1 - r_o \]  

Figure 2. Relative positions of two consecutive processed frames of a vision system: (a) \( r_o = 1 \) since \( d_f = S \), resulting in frames with unique bounded regions; (b) \( r_o > 1 \) since \( d_f < S \), resulting in overlap region (b); and (c) \( r_o < 1 \) since \( d_f > S \), resulting in missed region.
2.1.1. Theoretical Detection Rate

The theoretical or maximum detection rate \( r_{d,th} \) can be defined as \( \min(1, r_0) \), shown in Equation (4). The \( r_{d,th} \) was also a dimensionless parameter.

\[
\begin{align*}
    r_{d,th} &= \begin{cases} 
        1, & r_0 \geq 1 \\
        r_0, & r_0 < 1 
    \end{cases} 
\end{align*}
\]  

\( (4) \)

2.1.2. Maximizing Travel Velocity

Setting \( r_0 = 1 \) in Equation (2) resulted in Equation (5), which is similar to the equation used by Esau et al. (2018) \[10\] in calculating the maximum travel velocity of a sprayer. However, Equation (5) only describes the maximum forward velocity \( \vec{v}_{max} \) that a vision-equipped robot can operate to prevent gaps while traversing the field as a function of \( S \) and \( f_{ps} \).

\[
\vec{v}_{max} = S \times f_{ps}
\]  

\( (5) \)

2.1.3. Increasing \( \vec{v}_{max} \)

A consequence of Equation (5) was that increasing the length of the frame \( S \) at a constant \( f_{ps} \) shall increase \( \vec{v}_{max} \). Hence, raising the camera mounting height or using multiple adjacent synchronous cameras along a single plant row can increase the effective \( S \). This situation, then, shall increase \( \vec{v}_{max} \) without the need for powerful hardware for a faster inferencing speed. When \( r_0 < 1 \), the number of vision modules \( (n_{vis}) \) to prevent missed detection can be calculated using Equation (6). Since \( r_0 \) represents the fraction of the field that can be covered by a single camera, the inverse of \( r_0 \) represents the number of adjacent cameras that will result in 100% field coverage. The calculated inverse was rounded up to the following number, as cameras are discrete elements.

\[
n_{vis} = \left\lceil \frac{1}{r_0} \right\rceil
\]  

\( (6) \)

The effective actual ground distance \( (S_{eff}) \), in meters, captured side-by-side by identical and synchronous vision modules without gaps and overlaps is equal to the product of \( n_{vis} \) and \( S \), as shown in Equation (7). This configuration will then allow the use of less powerful devices while operating at the required \( \vec{v} \) of an agricultural field operation such as spraying, as illustrated in Figure 3.

\[
S_{eff} = S \times n_{vis}
\]  

\( (7) \)
2.1.2. Maximizing Coverage

As shown in Equations (12) and (13), respectively, in Equation (13), the number of adjacent synchronous cameras along a single plant row can increase the effective area covered. This situation, then, shall increase the effective actual ground distance (Equation 14). However, the maximum travel velocity of a sprayer (Equation 15) is reduced as shown in Equation (16).

\[
S_{eff} = S \times \frac{n_{vis}}{2}
\]  

\[
S_{eff} = S \times \frac{n_{vis}}{2}
\]  

\[
v = \frac{d_{prev}}{t_{prev}}
\]  

\[
v = \frac{d_{prev}}{t_{prev}}
\]

2.2. Field Map Modeling

A virtual field was prepared to test the concepts that were presented. A 1000 m field length \(d_j\) with crops planted in hills at 0.2 m hill spacings \(d_h\) was used. The number of hills \(n_h\) and plant hill locations \(X_i\), in meters, in the entire field length were calculated using Equations (8) and (9), respectively. A section of the virtual field is presented in Figure 4.

\[
n_h = \left[ \frac{d_j}{d_h} \right]
\]

\[
X_i = i \times d_h; \quad i \in 1, 2, \ldots, n_h
\]

Figure 3. Multiple adjacent cameras for plant detection at \(n_{vis} = 2\). Thus, \(S_{eff} = 2S\).

Figure 4. Virtual field with field map and motion modeling parameters. The frame at \(k = 0\) represents the frame just outside the virtual field. The frame at \(k = 1\) represents the first frame that entered the virtual field.

2.3. Motion Modeling

The robot was assumed to move from right to left of the field during simulation, as shown in Figure 4. Therefore, the right border of the virtual area was the assumed field.
origin. The total number of frames \((K)\) throughout the motion of the vision system then becomes the number of \(d_f\)-sized steps to completely traverse \(d_l\), as shown Equation (10).

\[
K = \frac{d_l}{d_f}
\]  

(10)

The elapsed time after several frame steps \((t_k)\), in seconds, was calculated by dividing the number of elapsed frames \((k)\) by the inferencing speed, as shown in Equation (11). \(t_k\) was then used to calculate the distance of the left \((d_{o,k})\) and right \((d_{s,k})\) borders of the virtual camera frame with respect to the field origin, in meters, using kinematic equations as shown in Equations (12) and (13), respectively. In Equation (13), \(S\) was subtracted from \(d_{o,k}\) due to the assumed right to left motion of the camera.

\[
k \in 0, 1, 2, \ldots K
\]

\[
t_k = k \times \frac{1}{fps} = \frac{k}{fps}
\]

(11)

\[
d_{o,k} = \vec{v} \times t_k
\]

(12)

\[
d_{s,k} = d_{o,k} - S
\]

(13)

2.4. Detection Algorithm

The simulation was implemented using two Python scripts, which were made publicly available in GitHub. The first script, called “settings.py”, was a library that defined the “Settings” object class. This object contained the properties of the virtual field, kinematic motion, and camera parameters for the detection. The second script, “vision-module.py”, was a ROS node that published only the horizontal centroid coordinates of the plant hills that would be within the virtual camera frame. The central aspect of ROS was implementing a distributed architecture that allows synchronous or asynchronous communication of nodes [34]. Hence, the ROS software framework was used so that the written simulation scripts for the vision system can be used in simulating the performance and optimizing the code of a precision spot sprayer that was also being developed as part of the future implementation of this study.

When “vision-module.py” was executed, it initially loaded the “Settings” class and fetched the required parameters, including \(X_i\), from “settings.py”. The following algorithm was then implemented for the detection:

1. Create an empty NumPy vector of detected hills.
2. For each \(k\) frame in \(K\) total frames:
   a. \(t_k, d_{o,k}\) and \(d_{s,k}\) were calculated.
   b. For each \(i\) within the number of hills \(n_h\):
      i. All \(X_i\) within the left border, \(d_{o,k}\), and the right border, \(d_{s,k}\), were plant hills within the camera frame
      ii. Append detected hill indices to list
3. The number of detected hills \((n_d)\) was then equal to the number of unique detected hill indices in the list.

In step 1, an empty vector was needed to store the indices of the detected plant hills. In step 2, each \(k\) frame represented a camera position as the vision system traversed along the field. Step 2a calculated the elapsed time and the left and right border locations of the frame as described in Section 2.3. The specific detection method was performed in Step 2b, which compared the current distance locations of the left and right bounds of the camera frame to the plant hill locations. The plant hill indices that satisfied Step 2b-i were then appended to the NumPy vector. The duplicates were filtered from the NumPy vector in Step 3, and the remaining elements were counted and stored in the integer variable \(n_d\).
Finally, the simulated detection rate \( r_{d,\text{sim}} \) of the vision system was then the quotient of \( n_d \) and \( n_h \) as shown in Equation (14).

\[
    r_{d,\text{sim}} = \frac{n_d}{n_h}
\]

(14)

2.5. Experimental Design

A laptop (Lenovo ThinkPad T15 g Gen 1) with Intel Core i7-10750H, 16 GB DDR4 RAM, and NVIDIA RTX 2080 Super was used in the computer simulation. The script was implemented using Python 2.7 programming language and ROS Melodic Morenia in Ubuntu 18.04 LTS operating system.

The simulation was performed at \( S = 0.5 \) m, based on the camera configuration of Chechliński et al. (2019) [23]. Sensitivity analysis was performed at \( d_l \) values of 1, 10, 100, 1000, and 10,000 m. The literature review showed that 20,000 m was used in the study of Villette et al., 2021 [26]. However, the basis for the \( d_l \) used in their study was not explained. Hence, sensitivity analysis was performed in this study to establish the sufficient \( d_l \) that would not affect \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \). The resulting values of \( r_{d,\text{sim}} \) were compared to \( r_{d,\text{th}} \). Inferencing speed of 2.4 fps and travel velocity of 2.5 m/s were used for the sensitivity analysis to have an \( r_o < 1 \) at \( S = 0.5 \) m. If a faster inferencing speed or slower travel was used, \( r_o \) could be equal to or greater than 1. This result will fall into Case 1 or 2 and could not be used for sensitivity analysis.

The model was then simulated at different values of \( \tilde{v} \) and \( f\text{ps} \), as shown in Table 1 to estimate the detection performance of combinations of CNN model, hardware, and \( \tilde{v} \). Forward walking speeds using a knapsack sprayer typically ranged from 0.1 to 1.78 m/s [35–37]. On the other hand, the travel velocities of boom sprayers ranged from 0.7 to 2.5 m/s [38–41]. Solid fertilizer application using a tractor-mounted spreader operated at 0.89 to 1.68 m/s [13,42]. Finally, a mechanical weeder with rotating mechanisms worked at 0.28–1.67 m/s [43,44]. The literature review showed that 0.1 m/s was the slowest [41] and 2.5 m/s was the highest [40] forward velocities found. The mid-point velocity of 1.3 m/s estimated the typical walking speed using knapsack sprayers [35–37] and forward travel velocities of boom sprayers and fertilizer applicators [38–41].

| Levels        | \( \tilde{v} \), m/s | \( f\text{ps} \) |
|---------------|----------------------|------------------|
| Low (−1)      | 0.1                  | 2.4              |
| Standard (0)  | 1.3                  | 12.2             |
| High (+1)     | 2.5                  | 22.0             |

Table 1. Complete factorial design to determine the detection rate of a CNN-based vision system for agricultural field operation using simulation.

In addition, 2.4 and 22 fps were the inferencing speeds of YOLOv3 running on an NVIDIA TX2 embedded system and a laptop with NVIDIA 1070Ti discrete GPU as described in the study of Partel et al. (2019) [11]. Finally, 12.2 fps approximated the inferencing time of a custom CNN architecture or SSD MobileNetV1 CNN model optimized in TensorRT and implemented an embedded system [22,23].

The effect of increasing \( S \) using multiple camera modules in preventing missed detection was also performed on treatments falling under Case 3.

2.6. Vision Module Development

The development of the vision module was divided into three phases: (1) hardware and software development; (2) dataset preparation and training of the CNN model; and (3) simulation and testing.
2.6.1. Hardware and Software Development

Table 2 summarizes the list and function of the hardware components used to develop the vision module. NVIDIA Jetson Nano with 4 GB RAM was used to perform inferencing on 1280 $\times$ 720 at 30 fps video from a USB webcam (Logitech StreamCam Plus). Powering the whole system is a power adapter that outputs 5VDC at 4A.

| Hardware                | Model                          | Function                                      |
|-------------------------|--------------------------------|-----------------------------------------------|
| Webcam                  | Logitech StreamCam Plus        | Realtime video capture                        |
| Vision Compute Unit     | NVIDIA Jetson Nano 4 GB USB 3.0| Image inferencing                             |
| Communication Bus       | 5VDC 4A Power Adapter          | Communication with USB devices                |

Table 2. Summary of vision module hardware.

Table 3 summarizes the software packages used to develop the software framework of the vision module. The software for the vision module was written in Python 2.7. The detectnet object class of Jetson Inference Application Programming Interface (API) was used to develop the major components of the software framework. Detectnet object facilitated connecting to the webcam using gstream, optimizing the PyTorch-based SSD MobileNetV1 model into TensorRT, loading the model, performing inferences on the video stream from the webcam, image processing for drawing bounding boxes onto the processed frame, and displaying the frame. OpenCV is an open-source computer vision library focused on real-time applications. It was used to display the calculated speed of the vision module and convert the detectnet image format from red–green–blue–alpha (RGBA) to blue–green–red (BGR), which was the format needed by ROS for image transmission.

| Software Package         | Function                                                   |
|--------------------------|------------------------------------------------------------|
| NVIDIA Jetson Inference API | Facilitates camera connection, training of object detection model, converting to TensorRT, loading of object detection model, inferencing, and image processing |
| Python                   | General programming language to implement the algorithms   |
| OpenCV                   | Image processing                                           |
| Robot Operating System (ROS) | Image data, plant coordinate, and processing time transmission |
| Ubuntu 18.04 ARM         | The operating system for Jetson Nano and hosts the other software packages |

Table 3. Summary of vision module software.

To enable modularity, the software framework, as illustrated in Figure 5, was also implemented using ROS version Melodic Morenia, which was the version that was compatible with Ubuntu 18.04. A node is a virtual representation of a component that can send or receive messages directly from other nodes. The vision module or node required two inputs: (1) RGB video stream from a video capture device and (2) TensorRT-optimized SSD MobileNetV1 object detection model. It calculates and outputs four parameters, namely: (1) weed coordinates, (2) crop coordinates, (3) processed images, and (4) total delay time. Each parameter was published into its respective topics. Table 4 summarizes the datatype and the function of these outputs.
Figure 5. Software framework of the vision module.

Table 4. Output parameters of the vision module with their description.

| Parameter                  | Datatype   | Description                                                                 |
|----------------------------|------------|-----------------------------------------------------------------------------|
| Weed coordinates, px      | Integer    | Array of integers representing the x-coordinate of all detected weed per frame |
| Crop coordinates, px      | Integer    | Array of integers representing the x-coordinate of all detected crops per frame |
| Images                    | CvBridge   | Image data with detections                                                  |
| Time delay, s             | Float      | Total delay time of the vision module as a result of inferencing, image processing, calculation, and data transmission |

2.6.2. Dataset Preparation and Training of the CNN Model

Using the Jetson Inference library, a CNN model for plant detection was trained using SSD MobileNetV1 object detection architecture and PyTorch machine learning framework. A total of 2000 sample images of artificial potted plants at 1280 × 720 composed of 50% weeds and 50% plants were prepared. For CNN model training and validation, 80% and 20% of the datasets were used, respectively. A batch size of 4, base learning rate of 0.001, and momentum of 0.90 were used to train the model for 100 epochs (5000 iterations).

2.6.3. Testing and Simulation

The performance requirement for the vision module was to avoid missed detections for spraying operations at walking speeds, which was 0.1 m/s at minimum [35–37]. The Jetson Nano and webcam were mounted at a height where \( s \) was equal to 0.79 m, as shown in Figure 6. \( s \) was determined so that the top projections of the potted plants were within the camera frame, and the camera and plants would not collide during motion. A conveyor belt equipped with a variable speed motor was used to reproduce the relative travel velocity of the vision system at 0.1, 0.2, and 0.3 m/s. A maximum of 0.3 m/s was used, since beyond this conveyor speed consistent \( d_h \) at 0.2 m was difficult to achieve, even with three people performing the manual loading and unloading, as the potted artificial plants were traveling too fast.

A total of 60 potted plants were loaded onto the conveyor for each conveyor speed setting. Detection was carried out at a minimum conference threshold of 0.5. Detected and correctly classified plants were considered true positives (TP), while detected and incorrectly classified plants were categorized as false positives (FP). Missed detections were classified as false negatives (FN). The precision \( p_{\text{actual}} \) and recall \( r_{\text{actual}} \) of the vision module were then determined using Equations (15) and (16), respectively.

\[
p_{\text{actual}} = \frac{TP}{TP + FP} \tag{15}
\]
\[ r_{\text{actual}} = \frac{TP}{TP + FN} \] (16)

2.6.2. Dataset Preparation and Training of the CNN Model

Using the Jetson Inference library, a CNN model for plant detection was trained using SSD MobileNetV2 object detection architecture and PyTorch machine learning framework. A total of 2000 sample images of artificial potted plants at 1280 × 720 composed of 50% weeds and 50% plants were prepared. For CNN model training and validation, 80% and 20% of the datasets were used, respectively. A batch size of 4, base learning rate of 0.001, and momentum of 0.90 were used to train the model for 100 epochs (5000 iterations).

2.6.3. Testing and Simulation

The performance requirement for the vision module was to avoid missed detections for spraying operations at walking speeds, which was 0.1 m/s at minimum [35–37]. The Jetson Nano and webcam were mounted at a height where \( S \) was equal to 0.79 m, as shown in Figure 6. \( S \) was determined so that the top projections of the potted plants were within the camera frame, and the camera and plants would not collide during motion. A conveyor belt equipped with a variable speed motor was used to reproduce the relative travel velocity of the vision system at 0.1, 0.2, and 0.3 m/s. A maximum of 0.3 m/s was used, since beyond this conveyor speed consistent \( d_{\text{ps}} \) at 0.2 m was difficult to achieve, even with three people performing the manual loading and unloading, as the potted artificial plants were traveling too fast.

Figure 6. Laboratory setup composed of Jetson Nano 4 GB, Logitech StreamCam Plus, and variable speed conveyor belt with artificial potted plants.

3. Results and Discussion

The sensitivity of \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \) to the total traversed distance was first determined to establish the \( d_t \) that was used in the experimental design. The influence of \( \vec{v} \) and \( fps \) at specific \( S \) on \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \) were then compared and analyzed. Finally, the results of performance testing the vision module were compared to theoretical and simulation results.

3.1. Sensitivity Analysis

As illustrated in Figure 7, the sensitivity analysis results showed that \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \) converged at 10 m traversed distance. The 20% difference of \( r_{d,\text{th}} \) from \( r_{d,\text{sim}} \) can be attributed to the different variables considered to determine each parameter. \( r_{d,\text{th}} \) used inferencing speed, travel velocity, and capture width to theoretically calculate the gaps between consecutive processed frames related to the detection rate, as illustrated in Section 2.1.

On the other hand, \( r_{d,\text{sim}} \) determined the detection rate based on the number of unique plants within the processed frames, as influenced by traversed distance, hill spacing, inferencing speed, travel velocity, and capture width, as described in Section 2.2, Section 2.3, Section 2.4. Results showed that simulation better approximated the detection rate than theoretical approaches at less than 10 m traversed distance, 0.2 m hill spacing, 2.5 m/s travel velocity, 2.4 fps, and 0.5 m frame capture width.

These results infer that at very short distances, \( r_{d,\text{sim}} \) approximates the detection rate more accurately than \( r_{d,\text{sim}} \). However, for long traversed distances, the influence of hill spacing on the detection rate was no longer significant and \( r_{d,\text{th}} \) can simply be used to calculate the detection rate.
3. Results and Discussion

The sensitivity of $r_{d, th}$ and $r_{d, sim}$ to the total traversed distance was first determined to establish the $d_{th}$ that was used in the experimental design. The influence of $\vec{v}$ and $fps$ at specific $S$ on $r_{d, th}$ and $r_{d, sim}$ were then compared and analyzed. Finally, the results of performance testing the vision module were compared to theoretical and simulation results.

3.1. Sensitivity Analysis

As illustrated in Figure 7, the sensitivity analysis results showed that $r_{d, th}$ and $r_{d, sim}$ converged at 10 m traversed distance. The 20% difference of $r_{d, th}$ from $r_{d, sim}$ can be attributed to the different variables considered to determine each parameter. $r_{d, th}$ used referencing speed, travel velocity, and capture width to theoretically calculate the gaps between consecutive processed frames related to the detection rate, as illustrated in Section 2.1.

Figure 7. Theoretical (solid) and simulated (broken-line) detection rates at 1, 10, 100, 1000, and 10,000 m field lengths at 0.2 m hill spacing, 2.5 m/s travel velocity, 2.4 fps, and 0.5 m frame capture width.

3.2. Effects of $\vec{v}$ and $fps$

Table 5 summarizes the theoretical and simulation results on the combinations of $\vec{v}$ and $fps$ at $S$ equal to 0.5-m. Comparing the $r_{d, th}$ to $r_{d, sim}$ for any combinations of the tested parameters showed that detection rates were equal. Results also showed that there were no missed detections at any $\vec{v}$ when the inferencing speeds were at 12.2 and 22 fps (Case 2), as illustrated in Figures 8 and 9. These results infer that one-stage object detection models, such as YOLO and SSD, running on a discrete GPU such as 1070TI, have sufficient inferencing speed to avoid detection gaps in typical ranges of travel velocities for agricultural field operations. The result was also comparable to the 92% precision of the CNN-based MVS with 22 fps inferencing speed in the study of Partel et al. (2019) [11]. Therefore, these results infer that using a one-stage CNN model such as YOLOv3 on a laptop with NVIDIA 1070TI GPU or better can provide sufficient inferencing speed to avoid gaps in different field operations. However, as mentioned in Section 1, the study did not report the travel velocity and field of view length of their setup. Thus, only an estimated performance comparison can be made.

Table 5. Theoretical and simulation performance of a vision system for plant detection at $S = 0.5$ m at three-levels of travel velocity ($\vec{v}$) and inferencing speed ($fps$).

| Treatment No. | $\vec{v}$, m/s | $fps$ | $d_{th}$ m/Frame | $r_o$ | Case | $r_g$ | $r_{d, th}$ | $r_{d, sim}$ |
|---------------|----------------|-------|------------------|-------|------|-------|-------------|-------------|
| 1             | 0.1            | 2.4   | 0.0417           | 12.00 | 2    | 0.00  | 1.00       | 1.00        |
| 2             | 0.1            | 12.2  | 0.0082           | 61.00 | 2    | 0.00  | 1.00       | 1.00        |
| 3             | 0.1            | 22    | 0.0245           | 110.00| 2    | 0.00  | 1.00       | 1.00        |
| 4             | 1.3            | 2.4   | 0.5417           | 0.92  | 3    | 0.08  | 0.92       | 0.92        |
| 5             | 1.3            | 12.2  | 0.1066           | 4.69  | 2    | 0.00  | 1.00       | 1.00        |
| 6             | 1.3            | 22    | 0.0591           | 8.46  | 2    | 0.00  | 1.00       | 1.00        |
| 7             | 2.5            | 2.4   | 1.0417           | 0.48  | 3    | 0.52  | 0.48       | 0.48        |
| 8             | 2.5            | 12.2  | 0.2049           | 2.44  | 2    | 0.00  | 1.00       | 1.00        |
| 9             | 2.5            | 22    | 0.1136           | 4.40  | 2    | 0.00  | 1.00       | 1.00        |
3.2. Effects of \( v \) and \( f_{ps} \)

Table 5 summarizes the theoretical and simulation performance of a vision system for plant detection at different travel velocities and inferencing speeds. The table shows the simulated plant hill detection rates for various velocities and inferencing speeds.

| Travel Velocity, m/s | Inferencing Speeds, fps | Detection Rate |
|----------------------|-------------------------|----------------|
| 0.1                  | 0.0591                  | 0.28           |
| 1.3                  | 0.5417                  | 0.92           |
| 2.5                  | 0.1066                  | 0.48           |
| 2.4                  | 0.0591                  | 0.28           |
| 12.2                 | 0.0591                  | 0.28           |
| 22                   | 0.0591                  | 0.28           |

Figure 8. Simulated plant hill detection rates of the vision system moving at 0.1, 1.3, and 2.5 m/s at different inferencing speeds (fps).

Figure 9. Simulated plant hill detection rates of the vision system moving at 2.4, 12.2, and 22 fps at different travel velocities.

The result of this study also agrees with the results of other studies with known \( S \), \( \vec{v} \), and \( f_{ps} \). In the study of Chechliński et al. (2019) [23], their CNN-based-vision spraying system had \( S = 0.55 \) m, \( \vec{v} = 1.11 \) m/s, and \( f_{ps} = 10.0 \). Applying these values to Equation (2) also yields \( r_o > 1 \) (Case 2), which correctly predicted their results of full-field coverage. In the study of Esau et al. (2018) [10], their vision-based spraying system had \( S = 0.28 \) m, \( \vec{v} = 1.77 \) m/s, and \( f_{ps} = 6.67 \) and also falls under Case 2. Similarly, the vision-based robotic fertilizer application in the study of Chattha et al. (2018) [13] had a \( S = 0.31 \) m, \( \vec{v} = 0.89 \) m/s, and \( f_{ps} = 4.76 \). Again, calculating \( r_o \) yielded Case 2, which also agrees with their results.

At 2.4 fps, the simulated MVS failed to detect some plant hills when \( \vec{v} \) was 1.3 (Treatment 4) or 2.4 m/s (Treatment 7). In contrast, missed detections were absent at 0.1 m/s (Treatment 1). As mentioned in Section 2.5, treatments 1, 4, and 7 represent typical inferencing speeds of CNN models, such as YOLOv3 running in an embedded system, such as NVIDIA TX2 [11]. From these results, it can be inferred that unless CNN object de-
tection models were optimized, such as illustrated in previous studies [23,45], MVS with embedded systems shall only be applicable for agricultural field operations at walking speeds.

Figure 10 illustrates the detected hills per camera frame along the first 10 m traversed distance of treatments simulated at 2.4 fps (Treatments 1, 4, and 7). From Figure 10, three information can be obtained: (1) absence of vertical gaps between consecutive frames; (2) horizontal overlaps among consecutive frames; and (3) detection pattern. In Figure 10a, the absence of vertical gaps at 0.1 m/s detections infers that all the hills were detected as the vision moved along the field length. The horizontal overlaps among consecutive frames also illustrate that a plant hill was captured by more than one processed frame. Finally, a detection pattern was observed to repeat every 24 consecutive frames or approximately every 1 m length. The length of the pattern was calculated by multiplying the number of frames to complete a cycle and $d_f$.

In contrast, the vertical gaps in some consecutive frames at 1.3 m/s, shown in Figure 10b, illustrated the missed detections. Horizontal overlaps were also absent. Hence, the detected plant hills were only represented in the frame once. The vision module traveled too fast and processed the captured frame too slowly at the set capture width, as demonstrated by the detection pattern of one missed plant hill every seven consecutive frames or approximately every 3.8 m traversed distance. Similar results were also observed at 2.5 m/s travel velocity, as shown in Figure 10c. However, the vertical gaps were more extensive than Figure 10b due to faster travel speed. Observing the detection pattern showed that 14 plant hills were being undetected by the vision system every five frames or approximately every 5.21 m traversed distance. This pattern that forms every 5.21 m further explains the difference in the $r_{d,h}$ and $r_{d,sim}$ in the sensitivity analysis in Section 3.1, when the traversed distance was only 1 m. A complete detection pattern was already formed when the distance was more than 10 m, resulting in better detection rate estimates.

From these results, two vital insights can be drawn. First, at $r_o < 1$, $r_{d,h}$ shall have a margin of error when the length of the detection pattern is less than the traversed distance. Second, concerning future studies, object tracking algorithms, such as Euclidean-distance-based tracking [46], that requires objects should be present in at least two frames, would be not applicable when $r_o \leq 1$. Hence, the importance that $r_o > 1$ in MVS designs is further emphasized.
Figure 10. Range of plant hill indices that were detected per frame along the first 10 m of the simulated field at 2.4 fps, 0.5 m capture width, 0.2 m hill spacing at (a) 0.1 m/s, (b) 1.3 m/s, and (c) 2.5 m/s. Blue broken lines enclose a detection pattern, while broken red lines specify the missed plant hills.
3.3. Effect of Increasing S or Multiple Cameras

In cases where \( r_o < 1 \) (Case 3), a practical solution to increase \( \vec{v}_{max} \) is to raise the camera mounting height, which, in effect, shall increase \( S \). However, if raising the camera mounting height is inappropriate as doing so shall also decrease object details, the use of multiple cameras can be a viable solution.

Figure 11 illustrates the effect of increasing the effective \( S \) or using multiple cameras on the calculated values of \( \vec{v}_{max} \) for the three levels of infencing speeds (2.4, 12.2, and 22 fps) simulated at \( S = 0.5 \) m. The results showed that treatments with missed detections exceeded the allowable \( \vec{v}_{max} \). For treatments 4 and 7, the allowable travel velocity was only 1.2 m/s using a single camera module, which was less than the simulated \( \vec{v} \) of 1.3 and 2.5 m/s, respectively.

Figure 11. Theoretical maximum travel velocity to prevent missed detections with 1, 2, and 3 cameras at 2.4, 12.2, and 22.0 fps.

Calculating \( n_{eq} \) using Equation (6) for treatments 4 and 7 showed that 2 and 3 vision modules, respectively, were required to prevent missed detections. Thus, using two vision modules for treatment 4 prevented missed detections, as shown in Figure 12. The 6th, 20th, and 34th frames captured by the second camera detected the plants undetected by the first camera.

As predicted, a two-vision-module configuration for treatment 7 was insufficient in preventing missed detections since the simulated \( \vec{v} \) of 2.5 m/s of the vision system was still higher than the increased \( \vec{v}_{max} \). As illustrated in Figure 12, without a third camera, the two-camera configuration would still result in an undetected hill on the 16th frame.

Based on these simulated results, the problem of missed detection due to the slow inferencing speed of embedded systems could be potentially solved by using multiple, adjacent, non-overlapping, and colinear cameras along the traversed row when raising the height of the camera was unwanted.
still higher than the increased $v_{\text{max}}$. As illustrated in Figure 12, without a third camera, the two-camera configuration would still result in an undetected hill on the 16th frame. Based on these simulated results, the problem of missed detection due to the slow inferencing speed of embedded systems could be potentially solved by using multiple, adjacent, non-overlapping, and colinear cameras along the traversed row when raising the height of the camera was unwanted.

**Figure 12.** The range of plant hill indices detected per frame along the first 10 m of the simulated field at $f_{\text{fps}} = 2.4$, $S = 0.5$ m, and $d_{h} = 0.2$ m: (a) detections at 1.3 m/s using two cameras where broken red lines represent plant hills undetected by the first camera but detected by the second camera; and (b) detections at 2.5 m/s and three cameras where broken orange lines represent plant hills undetected by the first and second cameras but detected by the third camera.

### 3.4. Vision Module Simulation and Testing Performance

Figure 13 shows the sample detection of the vision module. Results showed that using a TensorRT-optimized SSD MobileNetV1 to detect plants in 1280 × 720 images on an NVIDIA Jetson Nano 4 GB had an average inferencing speed of 45 fps. This average inferencing speed only represented the elapsed time to inference on an already loaded frame. However, due to calculation overheads caused by additional data processing and transmission, the average effective inferencing speed of the vision module was only 16 fps, as shown in Figure 13. The effective speed was the average time difference for the vision module to complete a single loop, including grabbing a frame from the camera, inferencing, calculating detection parameters, image processing, and transmitting data.

The results using the theoretical approach and simulation for the vision module are shown in Table 6. Using Equation (2), the configuration of the laboratory setup falls under Case 2 since $r_{o} > 1$. Then, using Equation (4), $r_{d,\text{th}}$ was calculated to be equal to 1.00. Applying Equation (5) yields $v_{\text{max}} = 12.64$ m/s, which was highly sufficient for the target 0.3 m/s and inferred that multiple vision modules were not required to prevent missed detections. Theoretical prediction of the performance of the vision module showed that the configuration was sufficient to prevent missed detection. Likewise, the theoretical result
was confirmed by the simulation results that showed no missed detections \( (r_{d,\text{sim}} = 1.00) \) for both crops and weeds among the simulated \( \vec{v} \).

![Image](image1.png)

**Figure 13.** Sample real-time inferencing using trained SSD MobileNetV1 model and optimized in TensorRT. The vision system utilized Jetson Inference API.

| \( \vec{v}, \text{m/s} \) | \( d_f, \text{m/Frame} \) | \( r_o \) | Case | \( r_g \) | \( r_{d,\text{th}} \) | \( r_{d,\text{sim}} \) |
|---|---|---|---|---|---|---|
| 0.1 | 0.0063 | 126.40 | 2 | 0.00 | 1.00 | 1.00 |
| 0.2 | 0.0125 | 63.20 | 2 | 0.00 | 1.00 | 1.00 |
| 0.3 | 0.0188 | 42.13 | 2 | 0.00 | 1.00 | 1.00 |

Table 7 summarizes the precision and recall of the trained CNN model in detecting potted plants at different relative travel velocities of the conveyor. Results showed that the combination of an optimized SSD MobileNetV1 in TensorRT running in a Jetson Nano 4 GB have robust detection performance, and incorrect or missed detections were absent despite increasing travel velocity. Comparing the value of \( r_{\text{actual}} \) to \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \), results showed that the detection rates were equal. The recall was used for comparison instead of precision since the former is the ratio of the correctly detected plants to the total sample plants. This definition of \( r_{\text{actual}} \) in Equation (16) is equivalent to the definition of \( r_{d,\text{sim}} \) in Equation (14). Since the \( r_{\text{actual}} \), \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \) were equal, these results proved the validity of the theoretical concepts and simulation methods presented in this study. Hence, \( r_{d,\text{th}} \) and \( r_{d,\text{sim}} \) can be used to theoretically determine the detection rate of a vision system in capturing plant images as a function of \( \vec{v} \) and \( fps \) with known \( S \).
Table 7. The detection performance of the CNN-based vision module for detecting a 60 potted plants at different conveyor velocities ($\vec{v}$).

| $\vec{v}$, m/s | TP | FP | FN | $p_{\text{actual}}$ | $r_{\text{actual}}$ |
|---------------|----|----|----|---------------------|-------------------|
| 0.1           | 60 | 0  | 0  | 1.00                | 1.00              |
| 0.2           | 60 | 0  | 0  | 1.00                | 1.00              |
| 0.3           | 60 | 0  | 0  | 1.00                | 1.00              |

4. Conclusions

This study presented a practical approach to quantify $r_d$ and aid in the development of a CNN-based vision module through the introduction of the dimensionless parameter $r_0$. The reliability of $r_0$ in predicting the $r_d$ of an MVS as a function of inferencing speed and travel velocity was successfully demonstrated by having no margin of error compared to simulated and actual MVS at sufficient traversed distance ($\geq 10$ m). In addition, a set of scripts for simulating the performance of a vision system for plant detection was also developed and showed no margin of error compared to the $r_d$ of actual MVS. This set of scripts was made publicly available to verify the results of this study and provide a practical tool for developers in optimizing design configurations of a vision-based plant detection system.

The mechanism of missed detection was also successfully illustrated by evaluating each of the simulated frames in detail. Using the concept of $r_0$, simulation, and detailed assessment of each processed frame, the mechanism to prevent missed plant hills by increasing the effective $S$ through synchronous multi-camera vision systems in low-frame processing rate hardware was also successfully presented.

Furthermore, a vision module was also successfully developed and tested. Performance testing showed that the $r_{d,\text{th}}$ and $r_{d,\text{sim}}$ accurately predicted the $r_{\text{actual}}$ of the vision module with no margin of error. The script for the vision module was also made available in a public repository where future improvements shall also be uploaded.

However, despite accomplishing the set objectives in this research, the study encountered limitations that shall be improved in future research. First, the robustness of $r_0$ in predicting the detection rate was supported mainly by simulation data. The current laboratory tests were only implemented at a maximum travel velocity of 0.3 m/s due to limitations in the manual loading of the test plants. At this time, the study relied on results of other studies to validate the robustness of $r_0$ at higher travel velocities and different inferencing speeds. Thus, the concepts presented in this shall be further tested to determine the robustness of $r_0$ at higher travel velocities during the application of the developed vision module on actual field scenarios.

Lastly, the methodology to calculate $r_{d,\text{th}}$ and $r_{d,\text{sim}}$ assumed that the CNN has 100% precision. In cases less than 100% precision, it can be theorized that $r_{d,\text{th}}$ and $r_{d,\text{sim}}$ can be multiplied by the precision of the CNN to estimate the effective recall of a CNN-based vision system in evaluating moving objects across the camera frame. However, this concept is yet to be demonstrated and shall also be included in future studies.
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