Explicit representations for Banach subspaces of Lizorkin distributions
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The Lizorkin space is well suited to the study of operators like fractional Laplacians and the Radon transform. In this paper, we show that the space is unfortunately not complemented in the Schwartz space. In return, we show that it is dense in $C_0(\mathbb{R}^d)$, a property that is shared by the larger Schwartz space and that turns out to be useful for applications. Based on this result, we investigate subspaces of Lizorkin distributions that are Banach spaces and for which a continuous representation operator exists. Then, we introduce a variational framework that involves these spaces and that makes use of the constructed operator. By investigating two particular cases of this framework, we are able to strengthen existing results for fractional splines and 2-layer ReLU networks.
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1. Introduction

This paper pertains to the Lizorkin space $S_{Liz}(\mathbb{R}^d)$, which was first introduced in [20] for the investigation of partial differential equations. It consists of the Schwartz functions $S(\mathbb{R}^d)$ for which all moments vanish. For detailed expositions on the topic, we refer to [26, 28]. Surprisingly, $S_{Liz}(\mathbb{R}^d)$ is still rather large, its closure under the $L_\infty$-norm being the space $C_0(\mathbb{R}^d)$. Another attractive feature of $S_{Liz}(\mathbb{R}^d)$ is that many non-invertible operators become invertible if their domain is restricted to $S_{Liz}(\mathbb{R}^d)$, which happen with the Radon transform and with fractional Laplacians. This makes $S_{Liz}(\mathbb{R}^d)$ well suited to theoretical analyses. In the present paper, we show that $S_{Liz}(\mathbb{R}^d)$ cannot be complemented in $S(\mathbb{R}^d)$. In particular, continuous projections onto $S_{Liz}(\mathbb{R}^d)$ cannot exist. This result is in sharp contrast to the periodic setting, where a projection actually exists.

*Corresponding author
The corresponding dual space $S'_{\text{Liz}}(\mathbb{R}^d)$ of Lizorkin distributions \cite{41} is fairly large and has attracted increased interest over the past years (e.g., shearlet transform \cite{2}, ridgelet transform \cite{18}, choice of activation functions in neural networks \cite{33}). It is well known that $S'_{\text{Liz}}(\mathbb{R}^d)$ can be identified as the quotient space $S'(\mathbb{R}^d)/\mathcal{P}(\mathbb{R}^d)$, where $\mathcal{P}(\mathbb{R}^d)$ denotes the space of polynomials. Naturally, this leads to a representation problem if we want to make computations explicit, an issue that has not been addressed so far. Here, our results directly imply that no continuous linear projector for the assignment of representatives can exist. At first glance, this result appears to be quite discouraging as it implies that, in general, it is necessary to work with equivalence classes. Fortunately, this can be circumvented if we consider appropriate Banach subspaces of $S'_{\text{Liz}}(\mathbb{R}^d)$. Indeed, due to the density of $S_{\text{Liz}}(\mathbb{R}^d)$ in $C_0(\mathbb{R}^d)$ and due to the Riesz theorem, the space of Radon measures is an embedded subspace of $S'_{\text{Liz}}(\mathbb{R}^d)$ for which unique representations exist. Further, we are able to provide a positive answer for more general cases if we restrict ourselves to subspaces that can be equipped with a specific Banach-space structure. In this case, we are able to provide a continuous representation operator for which the point evaluations are weak*-continuous.

The procedure to obtain these subspaces and the representatives is as follows: Given a well understood pair of Banach spaces $(X, X')$, we construct Banach spaces $(X_T, X'_T)$ through a linear homeomorphism $T: S_1 \subset X \rightarrow S_2$ defined on some dense subspace of $X$. The core advantage of our construction is that many properties carry over directly to $(X_T, X'_T)$; for instance, the set of the extreme points of $X'_T$ can be specified easily from those of $X'$. While our construction is abstract, it allows us to make use of the fact that many (differential) operators are homeomorphisms on $S_{\text{Liz}}(\mathbb{R}^d)$ due to the density of $S_{\text{Liz}}(\mathbb{R}^d)$ in $C_0(\mathbb{R}^d)$. Unfortunately, the space $X'_T$ usually still consists of mere equivalence classes. Therefore, as the second step, we formulate conditions under which we can identify the elements of $X'_T$ using a representation operator. These conditions are fulfilled when the Green’s function of the operator $T$ is sufficiently regular. Overall, this framework enables us to design a rich class of interesting new norms for which the related Banach subspaces of Lizorkin distributions have a continuous representation operator. This makes our framework usable for applications.

Within the proposed setting, we study variational problems involving the constructed Banach spaces and the general representer theorems established in \cite{37, 38}. The fact that our abstract formulation involves spaces whose elements are equivalence classes can be circumvented by the application of our representation operator. We investigate two special cases for which the formulations become explicit. First, we revisit fractional splines in arbitrary dimensions, which have been investigated before in \cite{9, 39, 40}. These splines are a generalization of the traditional polynomial splines \cite{31} and preserve most of their properties. Note that (fractional) splines are still fashionable and recently found their way into neural network research \cite{3, 11, 24}. Although this is not included in our discussion, we may also use the model to study
polynomial splines. Overall, our approach leads to a unifying setting that includes a straightforward extension to the multivariate case.

As second example, we strengthen the representation results for 2-layer ReLU networks established by Parhi and Nowak [23] and Bartolucci et al. [1], which builds up on the univariate case investigated in [30]. The involved norm was also studied from a theoretical point of view in [22]. While proofs in these works rely on a general result on the existence of sparse solutions for variational problems by Bredies and Carioni [4], we are additionally able to identify the solution set as being the weak* closure of certain sparse solutions. Similarly to [1], our construction is related to reproducing-kernel Banach spaces [6, 19, 42] since our representation operator is constructed using a kernel and the point evaluations are continuous. The key ingredient that enables us to strengthen the results of these prior works is that we actually construct a predual space for the optimization domain, which enables us to use our proposed variational framework.

The paper is organized as follows: The necessary preliminaries are provided in Sec. 2. Then, we proceed with a discussion of $S_{\text{Liz}}(\mathbb{R}^d)$ in Sec. 3 and show that a continuous projection onto $S_{\text{Liz}}(\mathbb{R}^d)$ cannot exist. This part is complemented with a short discussion of the periodic case. In Sec. 4, we identify subspaces of Lizorkin distributions for which a continuous representation operator exists. Next, we relate these subspaces to several interesting research questions in Sec. 5. As warm-up, we investigate the construction of periodic (fractional) splines in Sec. 5.1. Here, no representation mechanism is necessary as we can use the projector. Then, we introduce in Sec. 5.2 our general variational framework involving the constructed Banach spaces, for which we detail two specific cases: The delicate case of non-periodic (fractional) splines in Sec. 5.3 and a representer theorem for 2-layer ReLU neural networks in Sec. 5.4. Finally, conclusions are drawn in Sec. 6.

2. Mathematical Preliminaries

In this paper, we consider functions $f: \mathbb{R}^d \rightarrow \mathbb{C}$. To describe their partial derivatives, we use the multi-index $k = (k_1, \ldots, k_d) \in \mathbb{N}^d$ with the notational conventions $k! = \prod_{n=1}^{d} k_n!$, $|k| = k_1 + \cdots + k_d$, $x^k = \prod_{n=1}^{d} x_n^{k_n}$ for any $x \in \mathbb{R}^d$ and

$$\partial^k f(x) = \frac{\partial^{|k|} f(x_1, \ldots, x_d)}{\partial x_1^{k_1} \cdots \partial x_d^{k_d}}. \quad (2.1)$$

This enables us to write the multidimensional Taylor expansion around $x_0$ of an analytical function $f: \mathbb{R}^d \rightarrow \mathbb{C}$ in compact form as

$$f(x) = \sum_{n=0}^{\infty} \sum_{|k|=n} \frac{\partial^k f(x_0)}{k!} (x - x_0)^k. \quad (2.2)$$

The Schwartz space [32] of smooth and rapidly decreasing functions $\varphi: \mathbb{R}^d \rightarrow \mathbb{C}$ equipped with the usual Fréchet–Schwartz topology is denoted by $\mathcal{S}(\mathbb{R}^d)$. This space is an algebra for the multiplication as well as the convolution product. Additionally,
it is closed under translation, differentiation and multiplication by polynomials. Its continuous dual is the space of tempered distributions \( \mathcal{S}'(\mathbb{R}^d) \). Moreover, \( \mathcal{S}'(\mathbb{R}^d) \) (as well as \( \mathcal{S}(\mathbb{R}^d) \)) is a nuclear Montel space, where a sequence in \( \mathcal{S}'(\mathbb{R}^d) \) converges with respect to the strong dual topology if and only if it converges in the weak* topology. Therefore, it does not actually matter which of the two topologies we choose for \( \mathcal{S}'(\mathbb{R}^d) \). The Montel space also implies that \( \mathcal{S}(\mathbb{R}^d) \) is reflexive, which means that there exists an isomorphism between the topological vector spaces \( \mathcal{S}''(\mathbb{R}^d) \) and \( \mathcal{S}(\mathbb{R}^d) \). Note that the Lebesgue spaces \( L_p(\mathbb{R}^d) \) for \( p \in [1, \infty) \) are the completion of the set \( \mathcal{S}(\mathbb{R}^d) \) under the \( L_p \)-norm \( \| \cdot \|_{L_p} \). For \( p = \infty \), we have that \( (\mathcal{S}(\mathbb{R}^d), \| \cdot \|_{L_\infty}) = C_0(\mathbb{R}^d) \), namely, the space of continuous functions that vanish at infinity. The dual of \( C_0(\mathbb{R}^d) \) is the space \( \mathcal{M}(\mathbb{R}^d) = \{ f \in \mathcal{S}'(\mathbb{R}^d) : \| f \|_\mathcal{M} < \infty \} \) of bounded Radon measures with norm

\[
\| f \|_{\mathcal{M}} = \sup_{\varphi \in \mathcal{S}(\mathbb{R}^d), \| \varphi \|_{L_\infty} \leq 1} \langle f, \varphi \rangle. \tag{2.3}
\]

The latter is an isometrically-embedded superset of \( L_1(\mathbb{R}^d) \), which implies that \( \| f \|_{L_1} = \| f \|_{\mathcal{M}} \) for all \( f \in L_1(\mathbb{R}^d) \). We also need the weighted Lebesgue space \( L_{\infty, \alpha}(\mathbb{R}^d), \alpha \geq 0 \), defined via the weighted norm

\[
\| f \|_{\infty, \alpha} := \sup_{x \in \mathbb{R}^d} | f(x) | (1 + |x|^2)^{-\alpha}, \tag{2.4}
\]

which consists of functions that grow with order at most \( \alpha \).

The Fourier transform \( \mathcal{F}: L_1(\mathbb{R}^d) \to C_0(\mathbb{R}^d) \) of a function \( \varphi \in L_1(\mathbb{R}^d) \) is defined as

\[
\hat{\varphi}(\omega) := \mathcal{F}\{\varphi\}(\omega) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \varphi(x) e^{-i\omega \cdot x} \, dx. \tag{2.5}
\]

As the Fourier transform \( \mathcal{F}: \mathcal{S}(\mathbb{R}^d) \to \mathcal{S}(\mathbb{R}^d) \) is an isomorphism, it can be extended by duality to \( \mathcal{S}'(\mathbb{R}^d) \). Specifically, \( \hat{f} \in \mathcal{S}'(\mathbb{R}^d) \) is the (unique) *generalized Fourier transform* of \( f \in \mathcal{S}'(\mathbb{R}^d) \) if and only if \( (\hat{f}, \varphi) = \langle f, \varphi \rangle \) for all \( \varphi \in \mathcal{S}(\mathbb{R}^d) \). Finally, we note that the analytic Schwartz functions form a dense subset of \( \mathcal{S}(\mathbb{R}^d) \), which can be seen as follows. As the smooth and compactly supported functions \( \mathcal{D}(\mathbb{R}^d) \) are dense in \( \mathcal{S}(\mathbb{R}^d) \), we also get that \( \mathcal{F}(\mathcal{D}(\mathbb{R}^d)) \) is dense in \( \mathcal{S}(\mathbb{R}^d) \). Due to the Paley–Wiener theorem, the Fourier transform of any \( f \in \mathcal{D}(\mathbb{R}^d) \) is analytic and also entire. Hence, these functions are dense.

The simplest way to specify fractional derivatives or integrals is to describe their action in the Fourier domain. Let us start with \( d = 1 \). The one-dimensional fractional derivative \( D^\alpha: \mathcal{S}(\mathbb{R}) \to \mathcal{S}'(\mathbb{R}) \) of order \( \alpha \geq 0 \) is defined as

\[
D^\alpha \{ \varphi \}(t) = \mathcal{F}^{-1}\{ (j \cdot)^\alpha \hat{\varphi} \}(t). \tag{2.6}
\]

For \( \alpha = n \in \mathbb{N} \), \( D^n = \frac{d^n}{dt^n} \) coincides with the classical \( n \)th order derivative. Definition (2.6) is also valid for negative orders, in which case it yields a fractional
Integral [29]. In fact, the impulse response of $D^{-\alpha}$ is the Green’s function of $D^\alpha$, which is given by
\[
\rho_\alpha(t) = \mathcal{F}^{-1} \left\{ \frac{1}{|\omega|^\alpha} \right\}(t) = \begin{cases} \frac{t^{\alpha-1}}{\Gamma(\alpha)}, & \alpha - 1 \in \mathbb{R} \setminus \mathbb{N}, \\ \text{sgn}(t) \frac{t^n}{2^n n!}, & \alpha - 1 = n \in \mathbb{N}. \end{cases} \tag{2.7}
\]
Likewise, the fractional Laplacian $(-\Delta)^{\alpha/2}$ of order $\alpha \in (1, \infty)$ is the linear-shift-invariant operator (LSI) whose frequency response is $\|\omega\|^{\alpha}$. Its inverse is the fractional integrator $(-\Delta)^{-\alpha/2}$, which corresponds to a frequency-domain multiplication by $\|\omega\|^{-\alpha}$. Fractional derivatives and Laplacians are part of the same family of operators (isotropic LSI and scale-invariant) with their distributional impulse response for $\alpha > d$ being given by
\[
k_{\alpha,d}(x) = \mathcal{F}^{-1} \left\{ \frac{1}{\|\omega\|^{\alpha}} \right\}(x) = \begin{cases} (-\Delta)^{-n} \{ \delta \}, & \alpha/2 = n \in \mathbb{N} \\ B_{n,d} \|x\|^{2n} \log(\|x\|), & \alpha - d = 2n \in 2\mathbb{N} \\ A_{\alpha,d} \|x\|^{\alpha-d}, & \alpha - d \notin 2\mathbb{N} \end{cases} \tag{2.8}
\]
with constants $A_{d,\alpha} = \frac{\Gamma((d-\alpha)/2)}{2^{\alpha-1} \pi^{d/2} \Gamma(\alpha/2)}$ and $B_{d,n} = \frac{(-1)^{1+n}}{2^{n+\alpha-1} \pi^{d/2} \Gamma(\alpha+n/2) n!}$. For a more detailed exposition on the topic, we refer to [13, 29, 34].

3. Lizorkin Spaces

The Lizorkin space $S_{\text{Liz}}(\mathbb{R}^d)$ is the closed subspace of $S(\mathbb{R}^d)$ that consists of the functions whose moments of any order $k$ are zero, so that
\[
S_{\text{Liz}}(\mathbb{R}^d) = \left\{ \varphi \in S(\mathbb{R}^d) : \int_{\mathbb{R}^d} x^k \varphi(x) \, dx = 0, \; \forall \, k \in \mathbb{N}^d \right\}. \tag{3.1}
\]
A nice overview with properties of $S_{\text{Liz}}(\mathbb{R}^d)$ is given in [36]. Equivalently, we can describe these functions in the Fourier domain through
\[
\widehat{S}_{\text{Liz}}(\mathbb{R}^d) = \mathcal{F}(S_{\text{Liz}}(\mathbb{R}^d)) = \{ \psi \in S(\mathbb{R}^d) : \partial^k \psi(0) = 0 \; \forall \, k \in \mathbb{N}^d \}. \tag{3.2}
\]
Although closed subspaces of reflexive topological vector spaces are in general not reflexive, this property holds for Fréchet spaces. Hence, the spaces $S_{\text{Liz}}(\mathbb{R}^d)$ and $\widehat{S}_{\text{Liz}}(\mathbb{R}^d)$ are reflexive. Further, we have for all $\varphi \in S_{\text{Liz}}(\mathbb{R}^d)$, $x_0 \in \mathbb{R}^d$ and $a \in \mathbb{R}$ that $\varphi(-x_0) \in S_{\text{Liz}}(\mathbb{R}^d)$ and $\varphi(\cdot/a) \in S_{\text{Liz}}(\mathbb{R}^d)$. Finally, we note that $S_{\text{Liz}}(\mathbb{R}^d) \cap \mathcal{D}(\mathbb{R}^d) = \{0\}$. Indeed, if $\varphi \in \mathcal{D}(\mathbb{R}^d)$, then $\hat{\varphi}$ is entire and hence equal to its Maclaurin expansion. But if $\varphi \in S_{\text{Liz}}(\mathbb{R}^d)$, then the Taylor series of $\hat{\varphi}$ is 0.

We are going to show that $S_{\text{Liz}}(\mathbb{R}^d)$ cannot be complemented in $S(\mathbb{R}^d)$; in other words, a continuous projector $P_{\text{Liz}} : S(\mathbb{R}^d) \to S_{\text{Liz}}(\mathbb{R}^d)$ cannot exist. Before we prove this negative result, we first discuss the easier case of periodic Lizorkin functions, for which a continuous projection actually exists.
3.1. Periodic Lizorkin spaces

The functions of interest are $T$-periodic and typically specified only over their main period $\mathbb{T} = [0,T]$. The corresponding space of test functions is $\mathcal{S}(\mathbb{T}) = C^\infty_{\text{perio}}(\mathbb{T})$, which is in one-to-one correspondence with the Fréchet space of rapidly decaying sequences\(^a\) $\mathcal{S}(\mathbb{Z})$ via the Fourier homeomorphism \([10, 35]\). More precisely, there are Fourier coefficients $\hat{\varphi}[n] \in \mathcal{S}(\mathbb{Z})$ such that

$$\varphi(t) = \sum_{n \in \mathbb{Z}} \hat{\varphi}[n] e^{in\omega_0 t} \in \mathcal{S}(\mathbb{T})$$

(3.3)

with $\omega_0 = \frac{2\pi}{T}$. This expansion of $\varphi$ is unique and $\hat{\varphi}[n] = \langle \varphi, e^{-jn\omega_0} \rangle_T$, where $\langle f, g \rangle_T = \frac{1}{T} \int_T f(t)g(t)dt$. The continuous dual of $\mathcal{S}(\mathbb{T})$ is the space of periodic distributions $\mathcal{S}'(\mathbb{T}) = \mathcal{S}'_{\text{perio}}(\mathbb{R})$, which is itself homeomorphic to the space $\mathcal{S}'(\mathbb{Z})$ of slowly growing sequences. Indeed, it holds $f \in \mathcal{S}'(\mathbb{T}) \iff \hat{f}[\cdot] \in \mathcal{S}'(\mathbb{Z})$, where $\hat{f}[n]$ denotes the $n$th Fourier coefficient of $f$.

To ensure invertibility of the continuous fractional-derivative operator $D^\alpha : \mathcal{S}(\mathbb{T}) \to \mathcal{S}(\mathbb{T})$ given by

$$D^\alpha \{ \varphi \}(t) = \sum_{n \in \mathbb{Z}} (jn)^\alpha \hat{\varphi}[n] e^{in\omega_0 t},$$

(3.4)

we restrict ourselves to the subspace

$$\mathcal{S}_0(\mathbb{T}) = \{ \varphi \in \mathcal{S}(\mathbb{T}) : \langle 1, \varphi \rangle_T = 0 \},$$

(3.5)

which inherits the nuclear topology from $\mathcal{S}(\mathbb{T})$. While (3.5) imposes a restriction only on the mean value of $\varphi$, the resulting space $\mathcal{S}_0(\mathbb{T})$ is the proper periodic counterpart of the $\mathcal{S}_{\text{Liz}}(\mathbb{R})$, since the only periodic polynomials are constants. The periodic setting is simple, in that $\mathcal{S}_0(\mathbb{T})$ is 1-complemented in $\mathcal{S}(\mathbb{T})$ with $\mathcal{S}(\mathbb{T}) = \mathcal{S}_0(\mathbb{T}) \oplus \mathcal{P}_0$ and

$$\mathcal{P}_0 = \{ b_0 \cdot 1 : b_0 \in \mathbb{R} \} \subset \mathcal{S}(\mathbb{T}).$$

(3.6)

Correspondingly, we introduce the continuous projection $\mathcal{P}_0 : \mathcal{S}(\mathbb{T}) \to \mathcal{S}_0(\mathbb{T})$ with

$$\mathcal{P}_0(\phi) = \varphi - \langle 1, \varphi \rangle_T 1.$$  

(3.7)

As $\mathcal{S}_0(\mathbb{T}) = \mathcal{P}_0(\mathcal{S}(\mathbb{T}))$, its dual is $\mathcal{S}_0'(\mathbb{T}) = \mathcal{P}_0'(\mathcal{S}'(\mathbb{T}))$ with $\mathcal{S}'(\mathbb{T}) = \mathcal{S}_0'(\mathbb{T}) \oplus \mathcal{P}_0$. Here, we can identify $\mathcal{P}_0' = \mathcal{P}_0$ because the space is spanned by $1 \in \mathcal{S}(\mathbb{T}) \subset \mathcal{S}'(\mathbb{T})$ with $\langle 1, 1 \rangle_T = 1$. The latter property also implies that $\mathcal{P}_0' = \mathcal{P}_0$, which makes the projection (3.7) also applicable to periodic distributions.

As the space $\mathcal{P}_0$ of constant polynomials is indeed the null space of $D^\alpha : \mathcal{S}(\mathbb{T}) \to \mathcal{S}(\mathbb{T})$ with $\alpha > 0$, we can restrict $D^\alpha$ to a homeomorphism $D^\alpha : \mathcal{S}_0(\mathbb{T}) \to \mathcal{S}_0(\mathbb{T})$ for any $\alpha \in \mathbb{R}$. By duality, the same holds true on $\mathcal{S}_0'(\mathbb{T})$ with the Fourier-domain

\(^a\)This space is denoted by “$s$” in [12]. It is the discrete analog of the Schwartz space $\mathcal{S}(\mathbb{R})$. 
Definition (3.4) of $D^\alpha$ being applicable to periodic distributions as well. In particular, the fractional integrator $D^{-\alpha} : \mathcal{S}'_0(\mathbb{T}) \to \mathcal{S}'_0(\mathbb{T})$ of order $\alpha \geq 0$ is given by

$$D^{-\alpha} \{ f \}(t) = \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{1}{(|n\omega_0|)^\alpha} \hat{f}(n)e^{in\omega_0t}. \quad (3.8)$$

3.2. Nonexistence of a continuous projector

$P_{\text{Liz}} : \mathcal{S}(\mathbb{R}^d) \to \mathcal{S}_{\text{Liz}}(\mathbb{R}^d)$

To prove the nonexistence of a continuous linear projection onto the Lizorkin space $\mathcal{S}_{\text{Liz}}(\mathbb{R}^d)$, we first show that the closed set $\mathcal{P}(\mathbb{R}^d)$ is not complemented in $\mathcal{S}'(\mathbb{R}^d)$.

**Theorem 3.1.** There exists no topological complement of $\mathcal{P}(\mathbb{R}^d)$ in $\mathcal{S}'(\mathbb{R}^d)$.

**Proof.** Assume there is a complement. In other words, assume that a continuous projector $P : \mathcal{S}'(\mathbb{R}^d) \to \mathcal{P}(\mathbb{R}^d) \subset \mathcal{S}'(\mathbb{R}^d)$ exists. We consider $\delta_{x_0} \in \mathcal{S}'(\mathbb{R}^d), x_0 \in \mathbb{R}^d$, and set $p_{x_0} := P\{\delta_{x_0}\} \in \mathcal{P}(\mathbb{R}^d)$. Using relations such as

$$\lim_{t \to -0} \delta_{x_0} - \delta = -\nabla x_0 \delta \quad (3.9)$$

and similar ones for higher-order derivatives, we observe that $\mathcal{P}(\mathbb{R}^d) \subset \text{span}\{\delta_{x_0}\}_{\|x_0\| \leq 1}$, where all equalities are in the sense of distributions. Since $P$ is a continuous projection onto $\mathcal{P}(\mathbb{R}^d)$, this implies that

$$\mathcal{P}(\mathbb{R}^d) \subset \text{span}\{p_{x_0}\}_{\|x_0\| \leq 1}. \quad (3.10)$$

In the sequel, we show that the polynomials $p_{x_0}$ with $\|x_0\|_2 \leq 1$ have a common maximum degree $m$, which results in the contradiction that $\mathcal{P}(\mathbb{R}^d) \subset \mathcal{P}_m(\mathbb{R}^d)$.

If no common maximum exists, then there is a sequence $\{h_n\}_{n \in \mathbb{N}} \in \mathbb{R}^d$ with $\|h_n\|_2 \leq 1$ such that $\{p_{h_n}\}_{n \in \mathbb{N}}$ is a sequence of polynomials with unbounded degree. By passing to a subsequence, we can assume that $h_n \to h$ for some $h \in \mathbb{R}^d$ with $\|h\| \leq 1$. Due to the continuity of $P$ and $F$, we also have that $\hat{p}_{h_n} \to \hat{p}_h$ in the sense of distributions. Setting $p_{h_n} = \sum_{j=0}^{m_n} a_{j,n} x^j$ with $m_n \to \infty$ and $a_{m_n,n} \neq 0$, this can be written as

$$\hat{p}_{h_n} = \sum_{j=0}^{m_n} (-2\pi)^j a_{j,n} \frac{\partial^j}{\partial \xi^j} \delta_0 \to \hat{p}_h. \quad (3.11)$$

Dropping again to a subsequence, we assume that $m_n$ is monotonically increasing. Using Borel’s theorem, we then pick $\varphi \in \mathcal{S}(\mathbb{R}^d)$ with $\frac{\partial^{m_n}}{\partial \xi^{m_n}} \varphi(0) = (a_{m_n,n})^{-1} C_n$, where $C_n$ is chosen such that

$$\sum_{j=0}^{m_n} (-2\pi)^j a_{j,n} \frac{\partial^j}{\partial \xi^j} \varphi(0) \geq n. \quad (3.12)$$

Hence, $\hat{p}_{h_n}(\varphi) \to \infty$, which contradicts that $\hat{p}_{h_n} \to \hat{p}_h \in \mathcal{S}'(\mathbb{R}^d)$. Consequently, all $p_{h}$ with $\|h\| \leq 1$ have a common maximum degree $m$. \hfill \qed
Remark 3.1. Theorem 3.1 implies that there is no continuous linear projection $P : S'(\mathbb{R}^d) \to S'(\mathbb{R}^d)$ with $\ker P = P(\mathbb{R}^d)$. Otherwise, we would have that $(\text{Id} - P)$ is a continuous projector onto $P(\mathbb{R}^d)$. In particular, representatives of Lizorkin distributions cannot be assigned in a continuous linear way.

Now, the desired nonexistence result follows immediately.

Corollary 3.1. There exists no topological complement of $S_{\text{Liz}}(\mathbb{R}^d)$ in $S(\mathbb{R}^d)$.

Proof. On the contrary, let us assume that a continuous linear projection $P_{\text{Liz}} : S(\mathbb{R}^d) \to S_{\text{Liz}}(\mathbb{R}^d)$ exists. Then, the adjoint map $P_{\text{Liz}}^* : S'(\mathbb{R}^d) \to S'(\mathbb{R}^d)$ is a projection as well. Due to the fact that $\langle P_{\text{Liz}}^* \{f\}, \varphi \rangle = \langle f, P_{\text{Liz}} \{\varphi\} \rangle$ (3.13) for all $f \in S'(\mathbb{R}^d)$ and $\varphi \in S(\mathbb{R}^d)$, its null space is given by $\ker P_{\text{Liz}}^* = P(\mathbb{R}^d)$. Hence, $(\text{Id} - P_{\text{Liz}}^*)$ would be a projection onto $P(\mathbb{R}^d)$, which contradicts Theorem 3.1. □

3.3. Closure of the Lizorkin space

Despite the negative finding of Sec. 3.2, we are nevertheless able to provide a result that is useful for applications.

Theorem 3.2. It holds that $(S_{\text{Liz}}(\mathbb{R}^d), \| \cdot \|_{\infty}) = C_0(\mathbb{R}^d)$.

We note that the result was already mentioned in [27], but without a proof.

Proof. Using the function $\hat{\varphi}_0 : \mathbb{R}^d \to \mathbb{R}$ with $\hat{\varphi}_0(\mathbf{x}) = \exp(-1/(1 - (2\|\mathbf{x}\|^2))/n_d$ (n.d is the normalizing constant) for $\|\mathbf{x}\| < 1/2$ and zero else, we define $\varphi : \mathbb{R}^d \to [0, 1]$ via $\varphi(\mathbf{x}) = (\chi_{B_1(0)} * \hat{\varphi}_0)(2\mathbf{x})$ with $\chi_{B_1(0)}$ being the characteristic function of the unit ball. This function is smooth, symmetric, and satisfies that $\varphi(\mathbf{x}) = 1$ for $|\mathbf{x}| \leq 1/4$ and $\varphi(\mathbf{x}) = 0$ for $|\mathbf{x}| \geq 3/4$. Based on this function, we define

$$\phi_n = \frac{\mathbf{x}^n}{n!} \varphi_0 \in S(\mathbb{R}^d), \quad n \in \mathbb{N}^d \quad (3.14)$$

and set

$$E_2 = \text{span}\{\phi_n : n \in \mathbb{N}^d\} \subset S(\mathbb{R}^d). \quad (3.15)$$

Next, we observe that $(\hat{\phi}_n - t^{-|n| - d}\hat{\phi}_n(c/t)) \to \hat{\phi}_n \in C_0(\mathbb{R}^d)$ as $t \to \infty$, where the sequences have all moments equal to zero. Hence, we have that

$$\hat{E}_2 \in (S_{\text{Liz}}(\mathbb{R}^d), \| \cdot \|_{\infty}). \quad (3.16)$$

To conclude the argument, we show that $\hat{S}_{\text{Liz}}(\mathbb{R}^d) + E_2$ contains the entire Schwartz functions, so that its closure under the Schwartz topology is already the
complete space $\mathcal{S}(\mathbb{R}^d)$. Then, the same holds true for $\mathcal{S}_{Liz}(\mathbb{R}^d) + \hat{E}_2$ and consequently, we get that

$$
(\mathcal{S}_{Liz}(\mathbb{R}^d), \| \cdot \|_\infty) = (\mathcal{S}(\mathbb{R}^d), \| \cdot \|_\infty) = C_0(\mathbb{R}^d). \quad (3.17)
$$

The Taylor series of any entire function $f$ converges absolutely for any $x \in \mathbb{R}^d$. It then holds that

$$
g = f \varphi_0 = \sum_{n \in \mathbb{N}^d} \partial^n f(0) \varphi_n \in \mathcal{S}(\mathbb{R}^d). \quad (3.18)
$$

Hence, we get that $(f - g) \in \hat{S}_{Liz}(\mathbb{R}^d)$. It remains to show that $g \in E_2$ or, equivalently, that

$$
g_j = \sum_{n \in \mathbb{N}^d, |n| < j} \partial^n f(0) \varphi_n \to g \quad (3.19)
$$
in the Schwartz topology. For any $\alpha, k \in \mathbb{N}^d$, it holds that

$$
\| x^\alpha \partial^k (g - g_j) \|_\infty \leq \sup_{|x| \leq 3/4} \left| x^\alpha \right| \sum_{n \in \mathbb{N}^d, |n| \geq j} \frac{|\partial^n f(0)|}{n!} \left| \partial^k (x^n \varphi_0(x)) \right|
$$

$$
\leq \sup_{|x| \leq 3/4} \sum_{n \in \mathbb{N}^d, |n| \geq j} |\partial^n f(0)| \sum_{k_1 \leq k, n} \binom{k}{k_1} \frac{|x^{n-k_1}|}{(n-k_1)!} |\partial^{k-k_1} \varphi_0(x)|
$$

$$
\leq C \sum_{n \in \mathbb{N}^d, |n| \geq j} |\partial^n f(0)| \sum_{k_1 \leq k, n} \binom{k}{k_1} \frac{1}{(n-k_1)!}
$$

$$
\leq C \sum_{n \in \mathbb{N}^d, |n| \geq j} |\partial^n f(0)| \frac{n^k}{n!}. \quad (3.20)
$$

The last expression converges to zero as $j \to \infty$ if

$$
1 < \limsup_{j \to \infty} \left( \sum_{|n| = j} |\partial^n f(0)| j^{|k|} \right)^{-\frac{1}{j}}. \quad (3.21)
$$

However, it holds that $\limsup_{j \to \infty} j^{-\frac{1}{j}} = 1$ and hence, the claim follows since the Taylor expansion converges absolutely for any $x \in \mathbb{R}^d$.

By duality, Theorem 3.2 implies that the Radon measures $\mathcal{M}(\mathbb{R}^d)$ are continuously embedded into the space $\mathcal{S}_{Liz}^*(\mathbb{R}^d)$ of Lizorkin distributions.

Remark 3.2. In [27], it was shown that the same results hold for $L_p(\mathbb{R}^d)$ with $1 \leq p < \infty$. 


4. Banach Subspaces of Lizorkin Distributions

In contrast to the periodic case, the space $S'_{\text{Liz}}(\mathbb{R}^d)$ is an abstract space of equivalence classes, which means that the assignment of representatives for computational purposes is difficult. Therefore, we want to restrict our attention to subspaces with more structure. As our proposed framework is also applicable for other spaces, we outline it in full generality and explicitly provide the specifications for $S'_{\text{Liz}}(\mathbb{R}^d)$ as discussed.

Let $S_1, S_2$ be two topological vector spaces with a linear homeomorphism $T : S_1 \to S_2$ and let $T^* : S'_2 \to S'_1$ be defined via duality. The simplest choice for the construction of Banach subspaces of $S'_{\text{Liz}}(\mathbb{R}^d)$ is $S_1 = S_2 = S'_{\text{Liz}}(\mathbb{R}^d)$, but variations of this setting are clearly possible. In the Lizorkin setting, a possible choice of operator is the fractional Laplacian $T = (-\Delta)^\alpha$, which is discussed as first example in Sec. 3.3. Now, let $(\mathcal{X}, \mathcal{X}')$ be a dual pair of Banach spaces whose norm $\| \cdot \|_{\mathcal{X}}$ is continuous with respect to the topology of $S_1$ such that $(S_1, \| \cdot \|_{\mathcal{X}}) = \mathcal{X}$. For $S_1 = S'_{\text{Liz}}(\mathbb{R}^d)$, we have seen in Sec. 3.3 that $\mathcal{X} = L^p(\mathbb{R}^d)$, $p \in [1, \infty)$ and $\mathcal{X} = C^0(\mathbb{R}^d)$ are admissible choices, as their norms are indeed compatible with the Schwartz topology. The density enables us to write that

$$\|f\|_{\mathcal{X}'} = \sup_{\varphi \in \mathcal{X}, \varphi \|_{\mathcal{X}} \leq 1} \langle f, \varphi \rangle = \sup_{\varphi \in S_1, \varphi \|_{\mathcal{X}} \leq 1} \langle f, \varphi \rangle$$

(4.1)

for any $f \in \mathcal{X}'$. Given any $f \in S'_1$ for which (4.1) is finite, the bounded linear transformation (BLT) theorem implies that there exists a unique continuous extension due to the compatibility of the norm and the topology. Conversely, any $f \in \mathcal{X}'$ defines a unique element in $S'_1$ via restriction.

In this setting, we define the abstract space

$$\mathcal{X}'_T = \{ f \in S'_2 : \| T^*\{f\} \|_{\mathcal{X}} < \infty \} = \{ T^{-\ast}\{g\} \in S'_2 : g \in \mathcal{X}' \},$$

(4.2)

which is a Banach space if equipped with the norm $\| \cdot \|_{\mathcal{X}_T} := \| T^*\{\cdot\} \|_{\mathcal{X}}$. In particular, by choosing $S_2 = S'_{\text{Liz}}(\mathbb{R}^d)$, we can construct a subspace of $S'_{\text{Liz}}(\mathbb{R}^d)$ and equip it with a Banach-space structure. The norm of $\mathcal{X}'_T$ can be rewritten in dual form as

$$\|f\|_{\mathcal{X}'_T} = \sup_{\varphi \in S_2, \varphi \|_{\mathcal{X}} \leq 1} \langle T^*\{f\}, \varphi \rangle = \sup_{\varphi \in S_2, \varphi \|_{\mathcal{X}} \leq 1} \langle T^*\{f\}, T^{-1}\{\varphi\} \rangle$$

(4.3)

$$= \sup_{\varphi \in S_2, \varphi \|_{\mathcal{X}} \leq 1} \langle f, T^{-1}\{-\varphi\} \rangle = \sup_{\varphi \in S_2, \varphi \|_{\mathcal{X}} \leq 1} \langle f, \varphi \rangle.$$

Consequently, from the BLT theorem again, any $f \in \mathcal{X}'_T$ can be extended to a continuous functional with domain

$$\mathcal{X}_T = (S_2, \| T^{-1}\{\cdot\} \|_{\mathcal{X}}),$$

(4.4)

which is identified as a predual of $\mathcal{X}'_T$ since $T^{-1}$ is continuous. Likewise the operator $T^{-1}$ can be extended to a continuous and surjective operator $T^{-\ast} : \mathcal{X}_T \to \mathcal{X}$. Now, it holds that $\langle f, \varphi \rangle = \langle g, T^{-\ast}\{\varphi\} \rangle$ for any $f = T^{-\ast}\{g\}$ and $\varphi \in \mathcal{X}_T$. Hence, the
weak* convergence of a sequence $f_n = T^{\ast\ast}\{g_n\}$ to $f = T^{\ast\ast}\{g\}$ is equivalent to the weak* convergence of $g_n$ to $g$.

Let us now discuss in more detail the case $S_1 = S_2 = S_{\operatorname{Liz}}(\mathbb{R}^d)$. To simplify the notation, we stick to $X = C_0(\mathbb{R}^d)$, but the same argumentation applies to $L_p(\mathbb{R}^d)$.

For the remainder of this section, we use the more specific notations

$$S'_{\operatorname{Liz},T}(\mathbb{R}^d) = \{ T^{\ast\ast}\{\mu\} \in S'_{\operatorname{Liz}}(\mathbb{R}^d) : \mu \in \mathcal{M}(\mathbb{R}^d) \}$$

(4.5)

and $S_{\operatorname{Liz},T}(\mathbb{R}^d)$ for the dual and for the predual, respectively. At first glance, the search for representatives for $S'_{\operatorname{Liz},T}(\mathbb{R}^d)$ is as difficult as before because we are still dealing with elements in $S'_{\operatorname{Liz}}(\mathbb{R}^d)$. To resolve this issue, let us assume that there exist continuous elements $\rho_{T,Y} = T^{\ast\ast}\{\delta(-y)\} \in C(\mathbb{R}^d)$ in each equivalence class. Then, we conclude, for any $f = T^{\ast\ast}\{\mu\} \in S'_{\operatorname{Liz},T}(\mathbb{R}^d)$ and $\varphi \in S_{\operatorname{Liz}}(\mathbb{R}^d)$, that

$$\langle T^{\ast\ast}\{\mu\}, \varphi \rangle = \langle \mu, T^{\ast\ast}\{\varphi\} \rangle = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\rho_{T,Y}(x) - p_Y(x))\varphi(x)d\mu(y) = \int_{\mathbb{R}^d} \langle T^{\ast\ast}\{\delta(-y)\}, \varphi \rangle d\mu(y)$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho_{T,Y}(x)\varphi(x)d\mu(y)$$

(4.6)

where the polynomials $p_Y(x) \in \mathcal{P}(\mathbb{R}^d)$ are added to ensure the following properties:

First, the kernel $h(x,y) = \rho_{T,Y}(x) - p_Y(x)$ must be bi-continuous and bounded for some $g \in L_{1,\alpha}(\mathbb{R}^d)$, $\alpha \geq 0$, and every $y \in \mathbb{R}^d$ by

$$|h(x,y)| \leq g(||x||).$$

Second, we require that $h(x,y) \to 0$ for a given $x \in \mathbb{R}^d$ and $||y|| \to \infty$. Using Fubini’s theorem and the growth control, we can then identify the distribution $T^{\ast\ast}\{\mu\} \in S'_{\operatorname{Liz}}(\mathbb{R}^d)$ as the continuous function $f(x) = \int_{\mathbb{R}^d} \rho_{T,Y}(x) - p_Y(x)d\mu(y)$. Due to the growth bound, this function corresponds to a unique distribution in $S'(\mathbb{R}^d)$. We collect these observations together with a few properties in Theorem 4.1.

**Theorem 4.1.** Assume that the Schwartz kernel $h(x,y) = \rho_{T,Y}(x) - p_Y(x)$ is bi-continuous and bounded for every $y \in \mathbb{R}^d$ as

$$|h(x,y)| \leq g(||x||)$$

(4.8)

for some $g \in L_{1,\alpha}(\mathbb{R}^d)$, $\alpha \geq 0$. Then, any element $f = T^{\ast\ast}\{\mu\} \in S'_{\operatorname{Liz},T}(\mathbb{R}^d)$ can be identified as the continuous function

$$f(x) = \int_{\mathbb{R}^d} \rho_{T,Y}(x) - p_Y(x)d\mu(y)$$

(4.9)

with bounded growth so that $|f(x)| \leq ||\mu||(||x||)g(||x||)$. In particular, we get that the operator $P_{\operatorname{Liz},T} : S'_{\operatorname{Liz},T}(\mathbb{R}^d) \to L_{1,\alpha}(\mathbb{R}^d) \hookrightarrow S'(\mathbb{R}^d)$ with $T^{\ast\ast}\{\mu\} \mapsto f$ assigning the representatives is linear and continuous. Moreover, if $h(x,\cdot) \in C_0(\mathbb{R}^d)$ for every $x \in \mathbb{R}^d$, then the point evaluations for the representatives are in the predual $S_{\operatorname{Liz},T}(\mathbb{R}^d)$.

**Proof.** We have already shown that $f$ is indeed a representative. The growth bound and the continuity of $P_{\operatorname{Liz},T}$ follow immediately from the bound on $h(x,y)$.
Next, we show that point evaluations are weak*-continuous. Let \( f_n = T^{-*}\{\mu_n\} \) be a weak*-convergent sequence with limit \( f = T^{-*}\{\mu\} \), in the sense that \( \mu_n \) converges weakly to \( \mu \) as a measure. Due to the requirement that \( e(x, \cdot) \in C_0(\mathbb{R}^d) \), we directly get that the evaluation functionals are weak*-continuous. To conclude the argument, we recall that the only weak*-continuous linear functionals on \( S'_{\text{Liz}, T}(\mathbb{R}^d) \) are the elements of \( S_{\text{Liz}, T}(\mathbb{R}^d) \), see [25, Theorem IV.20].

While this construction does not cover all Lizorkin distributions, we discuss two interesting examples, which will then be used in Sec. 5.2 to revisit representer theorems for certain problems.

**Remark 4.1.** The same argumentations and constructions can be applied if \( S_1 \) consists of even or odd (hyper-spherical) Lizorkin functions. This setting is actually required for one of our examples.

### 4.1. Example 1: Fractional Laplacians

Here, we choose the spaces as \( S_1 = S_2 = S_{\text{Liz}}(\mathbb{R}^d) \) and \( X = C_0(\mathbb{R}^d) \) with \( T \) being the fractional Laplacian described in Sec. 2 which is self-adjoint. Specifically, \((-\Delta)^\alpha : S_{\text{Liz}}(\mathbb{R}^d) \to S_{\text{Liz}}(\mathbb{R}^d) \) for any \( \alpha \in \mathbb{R} \) with \((-\Delta)^{-\alpha}(-\Delta)^\alpha = \text{Id} \) on \( S_{\text{Liz}}(\mathbb{R}^d) \). First, we note that the required density result was already established in Theorem 3.2. According to these choices, \( X'_T \) is given by

\[
\mathcal{M}^\alpha(\mathbb{R}^d) = \{(-\Delta)^{-\alpha/2}\mu \in S'_{\text{Liz}}(\mathbb{R}^d) : \mu \in \mathcal{M}(\mathbb{R}^d)\},
\]

(4.10)

with predual space \( C^\alpha(\mathbb{R}^d) = (S'_{\text{Liz}}(\mathbb{R}^d),\|(-\Delta)^{-\alpha/2}\cdot\|_{L_\infty}) \).

By Theorem 4.1, we can get a representation operator for \( \alpha > d \) and \((\alpha - d) \notin \mathbb{N} \). Indeed, let \( \rho_{\text{Liz}, \alpha} = (-\Delta)^{-\alpha/2}\{\delta\} \in \mathcal{M}(\mathbb{R}^d) \) with a continuous representation given by (2.8). Using this representation, we obtain that \( \rho_{\text{Liz}, \alpha}(\cdot - x_k) = (-\Delta)^{-\alpha/2}\{\delta(\cdot - x_k)\} \). Now, we have to show that there exist polynomials \( p_k(x) \in \mathcal{P}(\mathbb{R}^d) \) such that the kernel \( h(x, y) = \rho_{\text{Liz}, \alpha}(x - y) - p_k(x) \) fulfills the requirements. Based on (2.8), we construct for \( y \neq 0 \) the polynomial \( \tilde{p}_k(x) = T_{[\alpha - d - 1]}{\rho_{\text{Liz}, \alpha}(\cdot - y)}(x) \) with \( T_{[\alpha - d - 1]} \) the Maclaurin expansion of order \([\alpha - d - 1]\) around 0. For this function, we can bound the kernel \( h(x, y) = \rho_{\text{Liz}, \alpha}(x - y) - \tilde{p}_k(x) \) by

\[
|h(x, y)| \leq C\|x\|^{\lceil\alpha - d\rceil} \sup_{t \in [0,1], |k| = |\alpha - d|} \|\partial^k \rho_{\text{Liz}, \alpha}(tx - y)\|_2.
\]

(4.11)

For any fixed \( x \in \mathbb{R}^d \), we then use our estimates from Proposition A.1 in the appendix to conclude that \( |h(x, y)| \leq C\|x\|^{\alpha - d} \) if \( \|y\| \geq \|x\| + 1 \) and \( \tilde{e}(x, \cdot) \in C_0(\mathbb{R}^d) \) for every \( x \in \mathbb{R}^d \). Next, apply a smooth function \( \chi : \mathbb{R} \to \mathbb{R} \) with \( \chi(t) = 0 \) if \( |t| \leq 1 \) and \( \chi(t) = 1 \) if \( |t| \geq 2 \) to define a bi-continuous (both in \( x \) and \( y \)) function \( x \mapsto p_k(x) = \chi(\|y\|)\tilde{p}_k(x) \in \mathcal{P}(\mathbb{R}^d) \). Now, we can bound the kernel \( h(x, y) \) using
the bound for \( h(x, y) \) by
\[
|h(x, y)| \leq \max \left\{ \max_{|y| \leq |x| + 2} \{ p_{\text{Liz}, \alpha}(x - y) + |p_y(x)| \}, C \|x\|^{\alpha - d} \right\} \\
\leq C(\|x\| + 2)^{\alpha - d},
\]
where we used Proposition 4.1 to produce the estimate
\[
\max_{|y| \leq |x| + 2} |p_y(x)| \leq \max_{|y| \leq |x| + 2} \sum_{|k| \leq |\alpha - d| - 1} \frac{1}{k!} |\partial^k p_{\text{Liz}, \alpha}(y)| \|x\|^{\|k\|} \\
\leq C(\|x\| + 2)^{\alpha - d}.
\]
Finally, we apply Theorem 4.1 to obtain the desired representations. The results of this section are summarized in the following corollary.

**Corollary 4.1.** Let \( \alpha > d \) with \((\alpha - d) \notin \mathbb{N} \). Then, there exists a continuous representation operator \( \text{P}_{\text{Liz}, \alpha} : M^\alpha(\mathbb{R}^d) \to L^\infty_{\alpha - d}(\mathbb{R}^d) \subset S'(\mathbb{R}^d) \) with \((-\Delta)^{-\alpha/2}\mu \to f\). Further, the point evaluations for these representatives are in the predual \( C^\alpha(\mathbb{R}^d) \).

### 4.2. Example 2: Radon domain splines

In this example, we work with certain hyper-spherical counterparts of \( S_{\text{Liz}}(\mathbb{R}^d) \) as described in Sec. 2. More specifically, the Euclidean indexing with \( x \in \mathbb{R}^d \) is replaced by \((t, \xi) \in \mathbb{R} \times S^{d-1}\) and we distinguish between even and odd functions. We express this distinction with an index \( m \in \mathbb{N} \), which simplifies the notation. We define
\[
S_{\text{Liz}, m}(\mathbb{R} \times S^{d-1}) = \left\{ \varphi \in S_{m}(\mathbb{R} \times S^{d-1}) \ : \ \int_{\mathbb{R} \times S^{d-1}} \varphi(t, \xi)p(t)dt d\xi = 0 \ \forall p \in \mathcal{P}(\mathbb{R}) \right\},
\]
where \( d\xi \) stands for the surface element on the unit sphere \( S^{d-1} \). Here, the space \( S_{m}(\mathbb{R} \times S^{d-1}) \) is defined as the even functions in \( S(\mathbb{R} \times S^{d-1}) \) if \( m \) is even and the odd ones otherwise. Correspondingly, an element \( g \in S'_{\text{Liz}, m}(\mathbb{R} \times S^{d-1}) \) is a continuous linear functional on \( S_{\text{Liz}, m}(\mathbb{R} \times S^{d-1}) \) whose action on the test function \( \varphi \) is represented by the duality product \( \langle g, \varphi \rangle_{\text{Rad}} \). If \( g \) can be identified with a function \( g: \mathbb{R} \times S^{d-1} \to \mathbb{R} \), then
\[
\langle g, \phi \rangle_{\text{Rad}} = \int_{S^{d-1}} \int_{\mathbb{R}} g(t, \xi)\phi(t, \xi)dt d\xi.
\]

The evaluation functional on \( S_{\text{Liz}}(\mathbb{R} \times S^{d-1}) \) is \( \delta_{\omega_0} = \delta(\cdot - t_0)\delta(\cdot - \xi_0) \) with \( \omega_0 = (t_0, \xi_0) \in \mathbb{R} \times S^{d-1}\). A brief overview for properties of the Radon transform \( R \) and its filtered version \( K_{\text{rad}}R \) related to these spaces is given in [Appendix B]. In particular, it holds that both \( R \) and \( K_{\text{rad}}R \) are homeomorphisms. Next, we briefly review Lizorkin ridges, which play a key role for the construction of representatives.
The most basic ridge is
\[ \delta \pm L_{\text{Lizorkin Ridges}} \]
respectively, that vanish at infinity. Next, recall that the derivative
Proposition 4.1 (Radon Transform of Lizorkin Ridges).

The 1D profile (or ridge) along the direction \( \xi_0 \in \mathbb{R}^d \) associated
to \( r \in S'_{\text{Liz}}(\mathbb{R}) \) is the distribution \( r_{\xi_0} \in S'_{\text{Liz}}(\mathbb{R}^d) \) that satisfies
\[ \forall \varphi \in S_{\text{Liz}}(\mathbb{R}^d) : \langle r_{\xi_0}, \varphi \rangle = \langle r, R\{ \varphi \}(\cdot, \xi_0) \rangle. \quad (4.16) \]

An equivalent form of (4.17) in Proposition 4.1 is
\[ \delta(\xi_0^T \cdot - t_0) = R^*P_{\text{even}}(\delta_{\xi_0})*(x), \quad (4.23) \]

Lizorkin Ridges The 1D profile (or ridge) along the direction \( \xi_0 \in \mathbb{R}^d \) associated
to \( r \in S'_{\text{Liz}}(\mathbb{R}) \) is the distribution \( r_{\xi_0} \in S'_{\text{Liz}}(\mathbb{R}^d) \) that satisfies
\[ \forall \varphi \in S_{\text{Liz}}(\mathbb{R}^d) : \langle r_{\xi_0}, \varphi \rangle = \langle r, R\{ \varphi \}(\cdot, \xi_0) \rangle. \quad (4.16) \]

The most basic ridge is \( \delta(\xi_0^T \cdot - t_0) := r_{\xi_0} \) with \( r = \delta(\cdot - t_0) \). It is a Dirac ridge
along \( \xi_0 \) with offset \( t_0 \). Since the Fourier transform of such ridges is localized along
the ray \( \{ \omega = \omega_0 \cdot \xi_0 : \omega \in \mathbb{R} \} \), the Radon transform of a ridge must vanish away from
\( \pm \xi_0 \). This is generalized and formalized as follows.

Proposition 4.1 (Radon Transform of Lizorkin Ridges). Let \((t_0, \xi_0) = z_0 \in \mathbb{R} \times \mathbb{S}^{d-1}\) and \( r \in S'_{\text{Liz}}(\mathbb{R}) \). Then,
\[ K_{\text{rad}} R\{ \delta(\xi_0^T \cdot - t_0) \} = P_{\text{even}}(\delta_{\xi_0}) \in S'_{\text{Liz}}(\mathbb{R} \times \mathbb{S}^{d-1}), \quad (4.17) \]
\[ R\{ \delta(\xi_0^T \cdot - t) \} = P_{\text{even}}(q_t \delta(\cdot - \xi_0)) \in S'_{\text{Liz}}(\mathbb{R} \times \mathbb{S}^{d-1}), \quad (4.18) \]
\[ K_{\text{rad}} R\{ r(\xi_0^T \cdot - t) \} = P_{\text{even}}(r(\cdot - \xi_0)) \in S'_{\text{Liz}}(\mathbb{R} \times \mathbb{S}^{d-1}), \quad (4.19) \]
\[ R\{ r(\xi_0^T \cdot - t) \} = P_{\text{even}}((q_t * r)(\cdot - \xi_0)) \in S'_{\text{Liz}}(\mathbb{R} \times \mathbb{S}^{d-1}), \quad (4.20) \]

where \( q_t(t) = 2(2\pi)^{d-1} F^{-1} 1/|\cdot|^{d-1}(t) \) is the 1D impulse response of the Radon-domain
inverse filtering operator \( K_{\text{rad}}^{-1} \). Here, (4.17) can be identified as an even
measure.

Proof. For any \( \varphi \in S_{\text{Liz}}(\mathbb{R} \times \mathbb{S}^{d-1}) \), it holds that \( R R^* K_{\text{rad}} \{ \varphi \} = \varphi \) and therefore, also that
\[ \langle K_{\text{rad}} R\{ r_{\xi_0} \}, \varphi \rangle = \langle r_{\xi_0}, R^* K_{\text{rad}} \{ \varphi \} \rangle = \langle r, R R^* K_{\text{rad}} \{ \varphi \}(\cdot, \xi_0) \rangle = \langle r, \varphi(\cdot, \xi_0) \rangle, \quad (4.21) \]

from which (4.17) and (4.19) do follow. In a similar way, we obtain, for any \( \varphi \in S_{\text{Liz}}(\mathbb{R} \times \mathbb{S}^{d-1}) \), that
\[ \langle R\{ r_{\xi_0} \}, \varphi \rangle = \langle r, R R^* \{ \varphi \}(\cdot, \xi_0) \rangle = \langle r, K_{\text{rad}}^{-1} \{ \varphi \}(\cdot, \xi_0) \rangle, \quad (4.22) \]

from which (4.18) and (4.20) do follow as \( K_{\text{rad}}^{-1} \{ \varphi \}(t, \xi_0) = (q_t * \varphi(\cdot, \xi_0))(t) \). \( \square \)

Construction of Radon Splines In this example, we choose the spaces for constructing
the Banach subspaces as \( \mathcal{S}_1 = S_{\text{Liz}, m}(\mathbb{R} \times \mathbb{S}^{d-1}), \mathcal{S}_2 = S_{\text{Liz}}(\mathbb{R}^d) \) and
\( \mathcal{X} = C_{0,m}(\mathbb{R}^d) \), where \( C_{0,m}(\mathbb{R}^d) \) consists of even or odd continuous functions,
respectively, that vanish at infinity. Next, recall that the derivative
\( \partial_{t}^m : S_{\text{Liz}, m}(\mathbb{R} \times \mathbb{S}^{d-1}) \rightarrow S_{\text{Liz}, 0}(\mathbb{R} \times \mathbb{S}^{d-1}) \) is self-adjoint and a homeomorphism. Its inverse
can be constructed by iterating \( \partial_{t}^{-1} \{ \varphi \}(t, \xi) = \int^\infty_{t} \varphi(r, \xi) dr \). Then, we choose
T = R^*K_{rad}\partial_t^m \text{ such that the dual } T^* = \partial_t^m K_{rad}R \text{ is the concatenation of the filtered projection } K_{rad}: S'_{\text{Lin}}(\mathbb{R}^d) \rightarrow S'_{\text{Lin},0}(\mathbb{R} \times S^{d-1}) \text{ with the partial derivative } \partial_t^m. \text{ To begin, we show the required density result for the construction of the spaces related to Theorem 4.1, which also applies in this hyper-spherical setting, as pointed out in Remark 4.1.}

**Lemma 4.1.** It holds that

\[
\mathcal{S}_{\text{Lin},m}(\mathbb{R}^d), \| \cdot \|_\infty = C_{0,m}(\mathbb{R}^d) = \begin{cases} 
C_{0,\text{even}}(\mathbb{R}^d) & \text{if } m \text{ is even}, \\
C_{0,\text{odd}}(\mathbb{R}^d) & \text{if } m \text{ is odd}.
\end{cases}
\]  

(4.24)

**Proof.** By the Stone–Weierstrass theorem and the continuity of the projection onto even or odd functions, respectively, we first get that \(C_{0,m}(\mathbb{R}) \times C(S^{d-1}) = C_{0,m}(\mathbb{R}^d).\) Then, we conclude from Theorem 3.2 that \(\mathcal{S}_{\text{Lin},m}(\mathbb{R}) \times C_\infty(S^{d-1}) \subset \mathcal{S}_{\text{Lin},m}(\mathbb{R} \times S^{d-1})\) is dense in \(C_{0,m}(\mathbb{R}^d).\)

According to these choices, our Banach space \(X'_T\) with smoothness exponent \(m\) is given by

\[
\mathcal{M}_{\text{Rad},m}(\mathbb{R}^d) = \{R^*\partial_t^{-m}\mu : \mu \in \mathcal{M}_m(\mathbb{R}^d)\}
\]  

(4.25)

with predual \(C_{\text{Rad},m}(\mathbb{R}^d) = (\mathcal{S}_{\text{Lin},m}(\mathbb{R}^d), \|\partial_t^{-m}R\{\cdot\}\|_{L_m}).\) Now, we show that Theorem 4.1 can be applied for \(m \geq 2\) to get continuous representations of elements in \(\mathcal{M}_{\text{Rad},m}(\mathbb{R}^d).\) Define

\[
\rho_{\text{Rad},m}(x) = \max(0, x)^{m-1}/(m - 1)!
\]  

(4.26)

Then, as shown in Proposition 4.1, \(\rho_{\text{Rad},m}(\cdot, \xi_0) - t_0)\) with \(z_0 = (t_0, \xi_0) \in \mathbb{R} \times S^{d-1}\) is an element of the equivalence class

\[
\frac{1}{2} R^*P_{\text{even}}\left\{\rho_{\text{Rad},m}(\cdot - t_0)\delta(\cdot - \xi_0)\right\} = \frac{1}{2} R^*\partial_t^{-m}\{\delta_{z_0} \pm \delta_{-z_0}\} \in \mathcal{M}_{\text{Rad},m}(\mathbb{R}^d),
\]  

(4.27)

where the sign depends on \(m.\) Now, we have to show that there are polynomials \(p_{t, \xi} \in \mathcal{P}(\mathbb{R}^d)\) such that the kernel \(h(x, z) = \rho_{\text{Rad},m}(x, \xi) - t - p_{t, \xi}(x)\) with \(z = (t, \xi)\) fulfills the requirements. As \(m\) is a natural number, no Taylor expansion is necessary and we can provide the correcting family of polynomials directly. More precisely, we set

\[
p_{t, \xi} = \max\{0, \min\{-t, 1\}\}\{(\cdot, \xi) - t\}^{m-1}/(m - 1)! \in \mathcal{P}(\mathbb{R}^d),
\]  

(4.28)

which ensures that \(\rho_{\text{Rad},m}(x, \cdot) - p_{t, \xi}(x) = C_0(\mathbb{R} \times S^{d-1})\) together with

\[
\|\rho_{\text{Rad},m}(x, \cdot) - p_{t, \xi}(x)\|_{L_m} \leq C\|x\|^{m-1}.
\]  

(4.29)

Hence, we can apply Theorem 4.1 to obtain explicit representations.

**Corollary 4.2.** Let \(m \geq 2.\) Then, there exists a continuous representation operator \(P_{\text{Rad},m} : \mathcal{M}_{\text{Rad},m}(\mathbb{R}^d) \rightarrow L_{\infty,m-1}(\mathbb{R}^d) \subset \mathcal{S}'(\mathbb{R}^d)\) with \(R^*\partial_t^{-m}\{\mu\} \rightarrow f.\) Further, the point evaluations for these representatives are in the predual \(C_{\text{Rad},m}(\mathbb{R}^d).\)
5. Variational Problems that Involve Lizorkin Spaces

As warm-up, we first revisit periodic (fractional) splines [9]. For variational problems in which the regularization favors such functions, we can use the projection (3.7) to get representations. Note that our approach is applicable to a very broad class of problems; namely, whenever a continuous projection and a suitable extension are available. By contrast, after this warm-up example, we study variational problems where no projection onto the involved spaces is available. There, we focus on problems that involve our previously constructed Banach subspaces, which usually only consist of equivalence classes. This makes the situation much more delicate than before and the use of a representation operator is necessary. Based on this operator, we are able to obtain similar results as before.

5.1. Periodic fractional splines

We use our tools to derive a representer theorem that is an alternative to the one in [9]. To this end, we need the space $C(T) = (S(T), \| \cdot \|_{L^\infty})$ of continuous, $T$-periodic functions. Its topological dual $M(T)$ (namely, the space of $T$-periodic Radon measures) can be specified as $M(T) = \{ f \in S'(T) : \| f \|_M < \infty \}$ with $\| f \|_M = \sup_{\phi \in S(T), \| \phi \|_{L^\infty} \leq 1} \langle f, \phi \rangle$.

Since the projection continuously extends to these spaces, we have the decomposition $C(T) = C_0(T) \oplus P_0$ with $C_0(T) = P_0(C(T))$. The final ingredient are the sampling functionals in $M_0(T) = C_0(T)' \approx M(T)/P_0$, where we use $P_0^*$ to identify representations.

**Theorem 5.1 (Periodic Lizorkin Sampling Functionals).** The Lizorkin sampling functionals $\delta_0(\cdot - t_0) = P_0^*\{\delta_{\text{perio}}(\cdot - t_0)\} \in M_0(T)$ with $t_0 \in T$ have the following properties:

1. **Explicit representation:** $\delta_0(\cdot - t_0) = \delta_{\text{perio}}(\cdot - t_0) - 1$.
2. **Sampling at $t_0$:** $\langle \delta_0(\cdot - t_0), \phi \rangle = \phi(t_0)$ for all $\phi \in C_0(T)$.
3. **Zero mean:** $\langle \delta_0(\cdot - t_0), 1 \rangle = 0$ for all $t_0 \in \mathbb{R}$.
4. **It holds that $\| \delta_0(\cdot - t_0) \|_{M_0} = 1$ for any $t_0 \in T$.**
5. For finite sets $\{t_k\} \subset T$ of distinct points, it holds $\| \sum_k a_k \delta_0(\cdot - t_k) \|_{M_0} = \sum_k |a_k|$. 
6. If $e_k \in \text{Ext}(M_0(T))$, then $e_k = \pm \delta_0(\cdot - t_k)$ for some $t_k \in T$.

**Proof.** The first 3 items follow directly by construction. Now, we prove item 4. For any $(f, \phi) \in M(T) \times C_0(T)$, it holds that

$$\langle P_0^*(f), \phi \rangle = \langle f, P_0(\phi) \rangle = \langle f, \phi \rangle.$$ (5.2)
In particular, $\langle \delta_0(\cdot - t_0), \phi \rangle = \langle \delta_{\text{perio}}(\cdot - t_0), \phi \rangle$. By definition of the dual norm, we have that

$$\|\delta_0(\cdot - t_0)\|_{M_0} = \sup_{\phi \in C_0(T) : \|\phi\|_{L_\infty} \leq 1} \langle \delta_0(\cdot - t_0), \phi \rangle = \sup_{\phi \in C_0(T) : \|\phi\|_{L_\infty} \leq 1} \langle \delta_{\text{perio}}(\cdot - t_0), \phi \rangle \leq \sup_{\phi \in C(\mathbb{T}) : \|\phi\|_{L_\infty} \leq 1} \langle \delta_{\text{perio}}(\cdot - t_0), \phi \rangle = \|\delta_{\text{perio}}(\cdot - t_0)\|_{M} = 1. \quad (5.3)$$

Next, we show that this bound is sharp by fixing $0 < \epsilon < T/2$ and choosing the test function

$$\phi_{\epsilon, \text{perio}}(\cdot - t_0) = \sum_{n \in \mathbb{Z}} \varphi_0 \left( \frac{\cdot + nT - t_0}{\epsilon} \right), \quad (5.4)$$

where $\varphi_0 : \mathbb{R} \to [-1, 1]$ is continuous with $\varphi_0(0) = 1$, $\int_\mathbb{R} \varphi_0(t) dt = 0$ and $\text{supp}(\varphi_0) \subset [-1, 1]$. Then, the statement follows from $\phi_{\epsilon, \text{perio}}(t_0) = 1$ and $\|\phi_{\epsilon, \text{perio}}\|_{L_\infty} \leq 1$. Similarly, for item 5, we first observe that the triangle inequality leads to

$$\sup_{\phi \in \mathcal{C}_0(\mathbb{T}) : \|\phi\|_{L_\infty} \leq 1} \left( \sum_{k} a_k \delta_0(\cdot - t_k), \phi \right) = \left\| \sum_{k} a_k \delta_0(\cdot - t_k) \right\|_{M_0} \leq \sum_{k} |a_k|, \quad (5.5)$$

Since the $t_k$ are distinct, there exists $\epsilon > 0$ with $|t_k - t_{k'}| > 2\epsilon$ for all $k' \neq k$. Then, we take the critical function \( \phi_{\text{crit}}(t) = \sum_{k} \text{sgn}(a_k) \phi_{\epsilon, \text{perio}}(t - t_k) \) satisfying $\|\phi_{\text{crit}}\|_{L_\infty} = 1$, which saturates the bound.

Due to $M_0(\mathbb{T}) \simeq M(\mathbb{T})/P_0$, it holds that $P_0^* B(M(\mathbb{T})) = B(M_0(\mathbb{T}))$. By [4] Lemma 3.2, we then get that $\text{Ext} B(M_0(\mathbb{T})) \subset P_0^* \text{Ext} B(M(\mathbb{T}))$. Since the extreme points of $B(M(\mathbb{T}))$ are $\{\pm \delta(\cdot - \cdot)\}_{t \in \mathbb{T}}$, the last claim readily follows.

Now, we are able to formulate the approximation problem. Given a series of (possibly noisy) data points $(y_m, t_m) \in \mathbb{R} \times \mathbb{T}$, $m = 1, \ldots, M$, we consider the task of reconstructing a periodic function $f : \mathbb{T} \to \mathbb{R}$ such that $f(t_1) \approx y_1, \ldots, f(t_M) \approx y_M$ without overfitting. Since this problem is inherently ill-posed, we put a penalty on $\|D^\alpha \{f\}\|_{M_0}$ in order to favor solutions with “sparse” $\alpha$th derivatives. The corresponding native space is

$$\mathcal{M}^\alpha(\mathbb{T}) = \{ f \in S'(\mathbb{T}) : \|D^\alpha \{f\}\|_{M_0} < \infty \} = \{ D^{-\alpha} \{w\} + p_0 : (w, p_0) \in M_0(\mathbb{T}) \times P_0 \}. \quad (5.6)$$

In particular, this means that $\mathcal{M}^\alpha(\mathbb{T}) = \mathcal{U}' \oplus P_0$ with $\mathcal{U}' = D^{-\alpha}(M_0(\mathbb{T}))$, which is isomorphic to $M_0(\mathbb{T}) \times P_0$. The basic atoms for the representation of minimum-norm interpolators in $\mathcal{U}'$ are the extreme points $\epsilon_k$ of the unit ball $B_{\mathcal{U}'}(1)$. Due to the isometry between $\mathcal{U}'$ and $M_0(\mathbb{T})$, we have that $\text{Ext} B_{\mathcal{U}'}(1) = D^{-\alpha}(\text{Ext} B_{M_0}(1))$, \( \square \)
which in light of items 1 and 6 in Theorem 5.1 yields that
\[ e_k = D^{-\alpha} \{ \delta_0(\cdot - t_k) \} = \rho_{\text{perio}, \alpha}(\cdot - t_k), \quad (5.7) \]
where
\[ \rho_{\text{perio}, \alpha}(t) = D^{-\alpha} \{ \delta_0 \} = \sum_{n \in \mathbb{Z} \setminus \{0\}} \frac{1}{|n\omega_0|^\alpha} e^{jn\omega_0 t}. \quad (5.8) \]

The latter formula is obtained from (3.8) by using that \( \hat{\delta}_0[n] = \hat{\delta}[n] \) for \( n \neq 0 \). The resulting Fourier series (5.8) converges to a continuous function for \( \alpha > 1 \). The functions \( \rho_{\text{perio}, \alpha} \) are the building blocks of the (non-periodic) fractional splines of degree \( \alpha - 1 \). Now, the direct application of the third case of [38, Theorem 3] yields the following.

**Theorem 5.2 (Minimum-Energy Periodic Spline Reconstruction).** Let \( E: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a strictly convex loss function and \( \lambda > 0 \) some regularization parameter. Then, for any given data points \( (y_m, t_m) \in \mathbb{R} \times \mathbb{T}, m = 1, \ldots, M, \) the solution set of the functional-approximation problem with \( \alpha > 1, \)
\[ S = \arg \min_{f \in M_0^\alpha(\mathbb{T})} \sum_{m=1}^{M} E(y_m, f(t_m)) + \lambda \| D^\alpha f \|_{M_0} \quad (5.9) \]
is nonempty and weak*-compact. It is the weak* closure of the convex hull of its extreme points, which are all of the form
\[ f_{\text{Ext}}(t) = b_0 + \sum_{k=1}^{K_0} a_k \rho_{\text{perio}, \alpha}(t - \tau_k) \quad (5.10) \]
for some \( K_0 \leq M - 1, \) weights and knots \( (a_k, \tau_k) \in \mathbb{R} \times \mathbb{R}, k = 1, \ldots, K_0, \) and the periodic basis function \( \rho_{\text{perio}, \alpha}: \mathbb{R} \to \mathbb{R} \) specified by (5.8).

**Proof.** First, we identify the (unique) predual space \( C_0^\alpha(\mathbb{T}) = U \oplus P_0 \) such that \( M_0^\alpha(\mathbb{T}) = U^* \) \( \oplus P_0^* \). By the injectivity of \( D^\alpha \) on \( C_0^\alpha(\mathbb{T}) = (S_0(\mathbb{R}), \| \cdot \|_{L_\infty}) \) and by setting \( U = D^\alpha(C_0^\alpha(\mathbb{T})) \), we readily verify that \( U^* = D^{-\alpha}(M_0(\mathbb{T})) \). This allows us to identify the predual space as
\[ C_0^\alpha(\mathbb{T}) = U \oplus P_0 = \{ D^\alpha \{ v \} + p_0 : (v, p_0) \in C_0^\alpha(\mathbb{T}) \times P_0 \}, \quad (5.11) \]
which is a Banach space isomorphic to \( C_0^\alpha(\mathbb{T}) \times P_0 \) as expected. The technical prerequisite for applying [38, Theorem 3] is the weak*-continuity of the sampling functionals \( \delta(\cdot - t_m) \), which is equivalent to \( \delta(\cdot - t_m) \in C_0^\alpha(\mathbb{T}) \). To this end, we have that
\[ D^{-\alpha*} \{ \delta(\cdot - t_m) - 1 \} = \rho_{\text{perio}, \alpha}(t_m - \cdot) \quad (5.12) \]
with the latter function being included in \( C_0^\alpha(\mathbb{T}) \) if and only if \( \alpha > 1 \) or, equivalently, when the Fourier coefficients in (5.8) are in \( \ell_1(\mathbb{Z}) \). 
\[ \square \]
Explicit representations for Banach subspaces of Lizorkin distributions

Remark 5.1. Functions of the form (5.10) are fractional splines if and only if
\[ \sum_{k=1}^{K_0} a_k = 0, \]
see [9, Proposition 3]. To ensure this, we can add the constraint
\[ (f, e_j^\omega)_{T} = 0 \]
in Theorem 5.2, which again leads to extreme points of the form (5.10) with
\[ K_0 \leq M. \]
Since \( \|D^\alpha f\|_{M} \geq \|D^\alpha f\|_{M_0} \) with equality holding for extreme
points, this modified version of Theorem 5.2 remains true if we replace
\[ \|D^\alpha f\|_{M_0} \] in (5.9) by \( \|D^\alpha f\|_{M} \). Plots of the fractional splines
\( \rho_{\text{perio},\alpha} - \rho_{\text{perio},\alpha}(\cdot - \frac{T}{2}) \) for different \( \alpha \) are given in [9, Fig. 1].

Remark 5.2 (Numerical Approach). To find \( f \), we can overparameterize it
with knots \( \tau_k \) chosen over a fine uniform grid. The respective weights are then
recovered by solving a discrete penalized basis pursuit problem using state-of-
the-art proximal algorithms [7, 15] or Bregman methods [5]. While conceptually
simple, this is computationally expensive since the underlying grid needs to have
much more knots than \( M - 1 \). More advanced meshfree approaches for directly
recovering the positions \( \tau_k \) can be developed using, for example, the Franck–Wolfe
algorithm [8, 12].

5.2. A general variational problem framework

In this section, we first state a general variational problem framework that
involves the constructed Banach spaces and shares some similarities with the
approach presented in Sec. 5.1, but for which no projector is available. Here, the
derived representation operator from Theorem 4.1 makes the framework explicit,
again with the advantage that we can rely on the general abstract machinery
for the derivation of theoretical results. We then treat several useful special
cases related with the Banach subspaces of \( S'_Liz(\mathbb{R}^d) \) introduced as examples in
Sec. 4.

By construction, we immediately deduce that the extreme points of the unit
ball in \( X'_T \) are given by \( \tilde{e}_k = T^{-\ast}\{e_k\} \in X'_T \), where \( e_k \) are the extreme points of the
unit ball in \( X' \). Now, we are able to formulate a variational problem that involves
our constructed Banach spaces and provide a representer theorem for the structure
of the solutions.

Theorem 5.3 (Representer Theorem [38]). Let the linear operator \( \nu: X'_T \to \mathbb{R}^M \) be given by \( f \mapsto (\nu_1, f), \ldots, (\nu_M, f) \) with \( \nu_i \in X'_T \) being linearly independent.
Further, let \( E: \mathbb{R}^M \times \mathbb{R}^M \to \mathbb{R}_+ \cup \{+\infty\} \) be proper, lower-semicontinuous and
convex and let \( \psi: \mathbb{R}_+ \to \mathbb{R}_+ \) be strictly increasing and convex. Then, for any fixed
\( y \in \mathbb{R}^M \), the solution set \( S \) of the generic optimization problem

\[ \arg \min_{f \in X'_T} E(y, \nu\{f\}) + \psi(\|f\|_{X'_T}) \]  

is nonempty, convex and weak*-compact. If, additionally, \( E \) is strictly convex or
if it imposes the equality constraint \( y = \nu\{f\} \), then \( S \) is the weak*-closure of the
convex hull of its extreme points, which can all be expressed as

$$f_0 = \sum_{k=1}^{K_0} c_k T^{-*}\{e_k\}$$  \hspace{1cm} (5.14)$$

with $K_0 \leq M$ and $c_k \in \mathbb{R}$.

**Remark 5.3.** The result can be slightly strengthened if $\mathcal{X}$ is strictly convex, see [38] for details.

As illustration, we briefly derive two corollaries from Theorem 5.3. They are based on the two Banach subspaces of $S'_{\text{Liz}}(\mathbb{R}^d)$ introduced in Sec. 4.1.

### 5.3. Fractional splines

Here, we extend our investigations in Sec. 5.1 to non-periodic splines using Theorem 5.3 and the discussion from Sec. 4.1 which is summarized in Corollary 4.1. Since the point evaluations are in the predual, the application of Theorem 5.3, together with the explicit representation of elements in $\mathcal{M}^\alpha(\mathbb{R}^d)$, yields the following.

**Corollary 5.1 (Minimum-Energy Lizorkin Splines).** Let $E: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ be a strictly convex loss function, let $(x_m, y_m) \in \mathbb{R}^d \times \mathbb{R}, m = 1, \ldots, M$, be a set of data points, and let $\lambda > 0$ be some regularization parameter. Then, for $\alpha > d$ and $\alpha - d \notin \mathbb{N}$, the solution set $S$ of the functional optimization problem

$$\arg\min_{f \in \mathcal{M}^\alpha(\mathbb{R}^d)} \sum_{m=1}^{M} E(y_m, P_{\text{Liz}, \alpha}\{f\}(x_m)) + \lambda\|(-\Delta)^{\alpha/2}\{f\}\|_{\mathcal{M}}$$  \hspace{1cm} (5.15)$$
is nonempty and weak*-compact. It is the weak* closure of the convex hull of its extreme points, which are all of the form

$$f_{\text{Ext}} = P_{\text{Liz}, \alpha}\left\{ \sum_{k=1}^{K_0} a_k (-\Delta)^{\alpha/2}\{\delta(\cdot - x_k)\} \right\} = \sum_{k=1}^{K_0} a_k (\rho_{\text{Liz}, \alpha}(\cdot - x_k) - p_{x_k})$$  \hspace{1cm} (5.16)$$

for some $K_0 \leq M$, expansion parameters (weights and adaptive centers) $(a_k, x_k) \in \mathbb{R} \times \mathbb{R}^d$ for $k = 1, \ldots, K_0$, $p_{x_k} \in \mathcal{P}_{\lfloor \alpha-d-1\rfloor}(\mathbb{R}^d)$, and the radial basis function $\rho_{\text{Liz}, \alpha}: \mathbb{R}^d \to \mathbb{R}$ from Sec. 4.1.

**Remark 5.4.** Starting from the chosen representative, we could replace $P_{\text{Liz}, \alpha}\{f\}(x_m)$ with $P_{\text{Liz}, \alpha}\{f\}(x_m) + p(x_m)$, where $p \in \mathcal{P}_{\lfloor \alpha-d\rfloor}(\mathbb{R}^d)$, which would result in a minimization over $L_{\infty, \alpha-d}(\mathbb{R}^d)$. Hence, we are back to a more classical setting and a similar result holds, see [38, Theorem 3]. Proving the weak*-continuity of the evaluation functional in this extended setting follows along the lines of the Lizorkin-distribution setting.
5.4. Radon splines

The native Banach space for interpolation with Radon splines, given some order \( m \in \mathbb{N} \), is the space \( \mathcal{M}_{\text{Rad},m}(\mathbb{R}^d) \) introduced in Sec. 4.2. Due to the form of the function \( \rho_{\text{Rad},m} \), this interpolation problem is closely related to approximations with 2-layer neural networks as pointed out in \([1, 23]\). Since the point evaluations are in the sense of \( S \), the application of Theorem 5.3 together with the explicit representation of elements in \( \mathcal{M}_{\text{Rad},m}(\mathbb{R}^d) \) obtained in Corollary 4.2 yields the following.

**Theorem 5.4 (Minimum-Energy Radon Splines).** Let \( E: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) be a strictly convex loss function, let \((x_i, y_i) \in \mathbb{R}^d \times \mathbb{R}, i = 1, \ldots, M\), be a set of data points, and let \( \lambda > 0 \) be some regularization parameter. For \( m \in \mathbb{N}, m \geq 2 \), the solution set \( S \) of the functional optimization problem

\[
\arg \min_{f \in \mathcal{M}_{\text{Rad},m}(\mathbb{R}^d)} \sum_{i=1}^{M} E(y_i, \rho_{\text{Rad},m}(f)(x_i)) + \lambda \| \partial_1^m \rho_{\text{Rad}} \|_{\mathcal{M}_m} \tag{5.17}
\]

is nonempty and weak*-compact. It is the weak* closure of the convex hull of its extreme points, which are all of the form

\[
f_{\text{Ext}} = \rho_{\text{Rad},m} \left( \sum_{k=1}^{K_0} a_k \partial_1^{-m} \{ \delta(\cdot - x_k) \} \right) = \sum_{k=1}^{K_0} a_k (\rho_{\text{Rad},m}(\xi_k, \cdot) - t_k) - p_{t_k, \xi_k} \tag{5.18}
\]

for some \( K_0 \leq M \), expansion parameters (weights and adaptive centers) \((a_k, t_k, \xi_k) \in \mathbb{R} \times \mathbb{R} \times \mathbb{S}^{d-1}\) for \( k = 1, \ldots, M \), \( p_{t_k, \xi_k} \in \mathcal{P}_{m-1}(\mathbb{R}^d) \), and the Radon radial-basis function \( \rho_{\text{Rad},m}: \mathbb{R} \to \mathbb{R} \) defined by \([1, 23]\).

**Remark 5.5.** Starting from the chosen representative, we can also add the minimization over \( \mathcal{P}_{m-1}(\mathbb{R}^d) \) to the problem and replace \( \rho_{\text{Rad},m}(f)(x_m) \) with \( \rho_{\text{Rad},m}(f)(x_m) + p(x_m) \), where \( p \in \mathcal{P}_{m-1}(\mathbb{R}^d) \), which results in a minimization over \( L_{\infty,m-1}(\mathbb{R}^d) \). As this rules out the dependence on the representation operator \( \rho_{\text{Rad},m} \), we are back in a classical setting and a similar result holds (with \( K_0 \leq M - m \), see \([23]\) Theorem 3). Further, we can also evaluate \( \| \partial_1^m \rho_{\text{Rad}} \|_{\mathcal{M}_m} \) in the sense of \( S'(\mathbb{R}^d) \) since \( \mathcal{P}_{m-1}(\mathbb{R}^d) \subset \ker \partial_1^m \rho_{\text{Rad}} \). Compared to previous results in the literature \([1, 23]\), this leads to a stronger characterization of the solution set \( S \) together with a nice and elegant proof.

6. Conclusions

We have shown that continuous projections onto the Lizorkin space cannot exist. Therefore, we had to resort to projection-free approaches to find representatives of Lizorkin distributions. Using the property that the space is dense in \( C_0(\mathbb{R}^d) \), we have established a framework for finding representatives of distributions that lie in certain Banach subspaces. To do so, we only require representations of the related Green functions with sufficient regularity. Based on the obtained representation
operator, we have introduced a powerful variational framework for the study of a wide class of inverse problems. In particular, this enabled us to strengthen results obtained in prior works. As future work, we want to apply our framework to the study of other subspaces and related variational models.
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Appendix A. Fundamental Solutions of the Fractional Laplacian

Given $\alpha \in \mathbb{R}$ and $d \in \mathbb{N}$ with $\alpha > d$ and $\alpha - d \notin \mathbb{N}$, we want to provide an estimate of the asymptotic behavior of $f_{\alpha,d} : \mathbb{R}^d \to \mathbb{R}$ with $f_{\alpha,d}(x) = \|x\|^{\alpha-d}$ and of its derivatives. For this purpose, we need the following lemma.

Lemma A.1. For any $k \in \mathbb{N}^d$, it holds that $\partial^k \| \cdot \| = p_k \| \cdot \|^{\alpha-d-1}$ for some polynomial $p \in \mathcal{P}(\mathbb{R}^d)$ of order at most $|k|$.

Proof. We proceed by induction. For $k = 0$ the result is obviously true. Assume that the claim holds for any $k \in \mathbb{N}^d$ with $|k| \leq n$ and let $k \in \mathbb{N}^d$ with $|k| = n+1$. For simplicity of notation, we assume that the derivative with respect to $x_1$ is included and define $k = k - e_1$. The induction assumption implies that

$$\partial^k \|x\| = \partial_{x_1} \partial^k \|x\| = \partial_{x_1} \frac{p_k(x)}{\|x\|^{-1+2|k|}} = \partial_{x_1} \frac{p_k(x)\|x\|^{-3+2|k|}}{\|x\|^{-2+4|k|}} = \frac{p_k(x)}{\|x\|^{-1+2|k|}},$$

which concludes the proof.

Lemma A.1 is going to let us prove the actual result.

Proposition A.1. For any $k \in \mathbb{N}^d$ with $|k| \leq \lfloor \alpha - d \rfloor$ and $x \neq 0$, it holds that $|\partial^k f_{\alpha,d}(x)| \leq C \|x\|^{\alpha-d-1}$.

Proof. We proceed inductively over $[\alpha-d]$. For $[\alpha-d] = 1$, Lemma A.1 implies that

$$|\partial_{x_1} f_{\alpha,d}(x)| = |(\alpha - d - 1)f_{\alpha-1,d}(x)\partial_{x_1} \|x\|| \leq C \|x\|^{\alpha-d-1}. \quad (A.2)$$

If $k = 0$, there is nothing to show. Assume now that the results holds for $[\alpha-d] = n$ and let $\alpha, d$ be such that $[\alpha-d] = n+1$. Like in the proof of Lemma A.1 we assume
Fourier-slice theorem

Again that the derivative with respect to \( x_i \) is included and define \( \hat{k} = k - e_1 \). Then, using the Leibniz rule, we provide the estimate

\[
|\partial^{k} f_{\alpha,d}(x)| = |\partial^{\hat{k}} \partial_{x_i} f_{\alpha,d}(x) |
\]

\[
\leq C |\partial^{\hat{k}} (f_{\alpha-1,d}(x)) \partial_{x_i}||x||| \leq C \sum_{i<k} |\partial^{\hat{k}-1} f_{\alpha-1,d}(x) \partial^{i+e_i}||x|||
\]

\[
\leq C \sum_{i<k} \|x\|^{|a-d-|k-i||} \leq C |x|^{|a-d-|k|},
\]

which concludes the proof.

\[\square\]

Appendix B. Radon Transform

Here, we recall some important properties of the Radon transform, for which an extensive overview is given in [17]. The Radon transform is first described for Lizorkin functions and then extended to distributions by duality.

**Classical Integral Formulation**

The Radon transform of \( f \in L_1(\mathbb{R}^d) \) is defined as

\[
\mathcal{R}\{f\}(t, \xi) = \int_{\mathbb{R}^d} \delta(t - \xi^T x) f(x) dx, \quad (t, \xi) \in \mathbb{R} \times S^{d-1}. \quad (B.1)
\]

Its adjoint is the back-projection \( \mathcal{R}^* \), whose action on \( g: \mathbb{R} \times S^{d-1} \rightarrow \mathbb{R} \) is defined as

\[
\mathcal{R}^*\{g\}(x) = \int_{S^{d-1}} g(\xi^T x, \xi) d\xi, \quad x \in \mathbb{R}^d. \quad (B.2)
\]

Given the Fourier transform \( \hat{f} := \mathcal{F}\{f\} \) of \( f \in L_1(\mathbb{R}^d) \), we can calculate \( \mathcal{R}\{f\}(\cdot, \xi_0) \) at given \( \xi_0 \in S^{d-1} \) through the relation

\[
\mathcal{R}\{f\}(t, \xi_0) = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{f}(\omega \xi_0) e^{i\omega \cdot t} d\omega = \mathcal{F}^{-1}\{\hat{f}(\xi_0)\}(t), \quad (B.3)
\]

a property that is referred to as the **Fourier-slice theorem**. The key property for analysis purposes is that the Radon transform is continuous and invertible if the spaces are chosen properly, see [18] [17] [21] for details.

**Theorem B.1 (Continuity and Invertibility of the Radon Transform on \( S_{\text{Liz}}(\mathbb{R}^d) \)).** The Radon operators \( \mathcal{R}: S_{\text{Liz}}(\mathbb{R}^d) \rightarrow S_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) \) and \( \mathcal{R}^*: S_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) \rightarrow S_{\text{Liz}}(\mathbb{R}^d) \) are bijective and continuous. Moreover, \( \mathcal{R}^*\mathcal{K}_\text{rad}\mathcal{R} = \mathcal{K}\mathcal{R}\mathcal{R}^* = \text{Id} \) on \( S_{\text{Liz}}(\mathbb{R}^d) \) and \( \mathcal{K}_\text{rad}\mathcal{R} = \text{Id} \) on \( S_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) \), where \( K = (\mathcal{R}^\ast \mathcal{R})^{-1} = c_d (\Delta)^{d-1}/2 \) with \( c_d = (2(2\pi)^{d-1})^{-1} \) is the so-called “filtering” operator and where \( \mathcal{K}_\text{rad} \) is an one-dimensional radial counterpart that acts along the Radon-domain variable \( t \). These filtering operators are characterized by their frequency response \( \mathcal{K}(\omega) = c_d |\omega|^{d-1} \) and \( \mathcal{K}_\text{rad}(\omega) = c_d |\omega|^{d-1} \).

As evidenced in [23], the impulse response of the filtering operator \( K \) in Theorem B.1 is proportional to \( k_{-d+1,d} \), which tells us that it asymptotically decays like
This shows that, indeed, characterization is of generalized Fourier transforms can be identified as continuous functions of \( \omega \), especially helpful when the underlying function or distribution is isotropic.

**Definition B.1.** The distribution \( g = R\{f\} \in S'_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) \) is the Radon transform of \( f \in S'_{\text{Liz}}(\mathbb{R}^d) \) if
\[
\forall \phi \in S_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) : \langle g, \phi \rangle_{\text{Rad}} = \langle f, R^* \{\phi\} \rangle.
\]

Likewise, \( \tilde{g} = KR\{f\} \in S'_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) \) is the filtered projection of \( f \in S'_{\text{Liz}}(\mathbb{R}^d) \) if
\[
\forall \phi \in S_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) : \langle \tilde{g}, \phi \rangle_{\text{Rad}} = \langle f, R^*K_{\text{rad}} \{\phi\} \rangle.
\]

Finally, the backprojection \( f = R^* \{g\} \in S'_{\text{Liz}}(\mathbb{R}^d) \) of \( g \in S'_{\text{Liz},0}(\mathbb{R} \times S^{d-1}) \) is defined via
\[
\forall \varphi \in S_{\text{Liz}}(\mathbb{R}^d) : \langle R^* \{g\}, \varphi \rangle = \langle g, R\{\varphi\} \rangle_{\text{Rad}}.
\]

Due to duality, the distributional extension of the Radon transform inherits most of the properties of the “classical” operator defined by \( \text{Eq.} \).

**Theorem B.2 (Invertibility of the Radon Transform on \( S'_{\text{Liz}}(\mathbb{R}^d) \)).** It holds that \( R^*K_{\text{rad}}R = KR^*R = \text{Id} \) on \( S'_{\text{Liz}}(\mathbb{R}^d) \). Hence, the “filtered-projection” operator \( K_{\text{rad}}R : S'_{\text{Liz}}(\mathbb{R}^d) \to S'_{\text{Liz},0}(\mathbb{R}^d) \) is a homeomorphism with inverse \( R^* : S'_{\text{Liz},0}(\mathbb{R}^d) \to S'_{\text{Liz}}(\mathbb{R}^d) \).

The Fourier-slice theorem expressed by \( \text{Eq.} \) yields a unique (Fourier-based) characterization of \( R\{f\} \). It remains valid for tempered distributions whose generalized Fourier transforms can be identified as continuous functions of \( \omega \). It is especially helpful when the underlying function or distribution is isotropic.

An isotropic function \( \rho_{\text{iso}} : \mathbb{R}^d \to \mathbb{R} \) is characterized by its radial profile \( \rho : \mathbb{R}_{\geq 0} \to \mathbb{R} \), so that \( \rho_{\text{iso}}(x) = \rho(||x||) \). The frequency-domain counterpart of this characterization is \( \hat{\rho}_{\text{iso}}(\omega) = \hat{\rho}_{\text{rad}}(||\omega)|| \) with radial frequency profile
\[
\hat{\rho}_{\text{rad}}(\omega) = \frac{(2\pi)^{d/2}}{|\omega|^{d/2-1}} \int_0^\infty \rho(t) t^{d/2-1} J_{d/2-1}(\omega t) dt,
\]
where \( J_\nu \) is the Bessel function of the first kind of order \( \nu \). In Proposition \( \text{B.1} \) we characterize isotropic Lizorkin functions.

**Proposition B.1.** Let \( \varphi_{\text{iso}} \in S(\mathbb{R}^d) \) be an isotropic test function. Then, \( \varphi_{\text{iso}} \in S_{\text{Liz}}(\mathbb{R}^d) \) if and only if \( \varphi_{\text{rad}}(t) = R\{\varphi_{\text{iso}}\}(t,\xi) \in S_{\text{Liz}}(\mathbb{R}) \).

**Proof.** Since \( \varphi_{\text{iso}} \) is isotropic, for any \( k \in \mathbb{N}^d \), we have that
\[
c_k = \langle x^k, \varphi_{\text{iso}} \rangle = j^{k} \partial^k \varphi_{\text{iso}}(0) = j^k D^k \{\varphi_{\text{rad}}\}(0) = c_k \quad \text{with} \quad k = |k|.
\]

The last equality also implies that \( c_k = \int_\mathbb{R} \varphi_{\text{rad}}(t) t^k dt \), where \( \varphi_{\text{rad}} = F^{-1}\{\varphi_{\text{rad}}\}(\cdot,\xi) = R\{\varphi\}(\cdot,\xi) \) is the radial profile (by the Fourier-slice theorem). This shows that, indeed,
\[
\varphi_{\text{rad}} \in S_{\text{Liz}}(\mathbb{R}) \iff \varphi_{\text{iso}} \in S_{\text{Liz}}(\mathbb{R}^d).
\]
\( \square \)
Finally, we provide a result on how to compute the Radon transform of isotropic Lizorkin distributions.

**Proposition B.2 (Radon Transform of Isotropic Distributions).** Let \( \rho_{iso} \) be an isotropic distribution whose radial frequency profile is \( \hat{\rho}_{rad}(\omega) \). Then,

\[
R\{\rho_{iso}(\cdot-x_0)\}(t, \xi) = \hat{\rho}_{rad}(t - \xi^T x_0), \tag{B.10}
\]

\[
K_{rad} R\{\rho_{iso}(\cdot-x_0)\}(t, \xi) = \hat{\rho}_{rad}(t - \xi^T x_0), \tag{B.11}
\]

\[
R\{\partial^m \rho_{iso}\}(t, \xi) = \xi^m \hat{\rho}_{rad}(t), \tag{B.12}
\]

with \( \hat{\rho}_{rad}(t) = \mathcal{F}^{-1}\{\hat{\rho}_{rad}\}(t) \) and \( \tilde{\rho}_{rad}(t) = \frac{1}{2\pi} t^{-\frac{1}{2}} \mathcal{F}^{-1}\{\xi \mapsto |\xi|^{-1} \tilde{\rho}_{rad}(\xi)\}(t) \).

**Proof.** These identities are all direct consequences of the Fourier-slice theorem. For instance, by setting \( \omega = \omega \xi \) in the Fourier transform of \( \partial^m \rho_{iso} \), we get that

\[
\partial^m \rho_{iso}(\omega \xi) = (j\omega)^m \hat{\rho}_{rad}(\omega) = \xi^m (j\omega)^m \hat{\rho}_{rad}(\omega), \tag{B.13}
\]

which, upon taking the inverse 1D Fourier transform, yields \( B.12 \).

\[
\square
\]

**Appendix C. Extreme Points**

First, we recall the definition of extreme points.

**Definition C.1 (Extreme Points).** Let \( C \) be a convex set in a Banach space \( X \). The extreme points of \( C \) are the points \( x \in C \) such that if there exist \( x_1, x_2 \in C \) and \( \theta \in (0, 1) \) with \( x = \theta x_1 + (1-\theta) x_2 \), then necessarily holds that \( x_1 = x_2 \). The set of extreme points is denoted by \( \text{Ext}(C) \).

**Proposition C.1 (Isometric Projections and Extreme Points).** Let \( U \) be a closed subspace of the Banach space \( (X, \|\cdot\|_X) \) with some corresponding continuous projection \( \text{Proj}_U : X \to U \). Then, the following hold:

1. The unit ball in the Banach space \( U = \text{Proj}_U(X) \) satisfies

\[
B_U(1) \subseteq \text{Proj}_U(B_X(1)) \subseteq B_U(\|\text{Proj}_U\|), \tag{C.1}
\]

where \( B_U(r) = \{ x \in U : \|x\|_U \leq r \} \) and \( \|\text{Proj}_U\| \) is the norm of the underlying projector. Consequently, \( B_U(1) = \text{Proj}_U(B_X(1)) \) if and only if \( \|\text{Proj}_U\| = 1 \).

2. Let \( \tilde{E} = \{ \text{Proj}_U(e) : e \in \text{Ext}(B_X(1))\} \backslash \{0\} \). If \( \|\text{Proj}_U\| = 1 \) and all \( \tilde{e} \in \tilde{E} \) satisfy \( \tilde{e},_X = 1 \), then \( B_U(1) \) is the closed convex hull of \( \tilde{E} \) so that \( \text{Ext}(B_U(1)) \subseteq \tilde{E} \).

**Proof.** For the first statement, note that the unit ball in \( U \) is \( B_U(1) = B_X(1) \cap U \). In particular, \( u = \text{Proj}_U(u) \) and \( \|u\|_X \leq 1 \) for any \( u \in B_U(1) \), which implies that \( B_U(1) \subseteq \text{Proj}_U(B_X(1)) \). Next, we recall that the norm of \( \text{Proj}_U : X \to U \) is given by

\[
\|\text{Proj}_U\| = \sup_{x \in X \backslash \{0\}} \frac{\|\text{Proj}_U(x)\|_X}{\|x\|_X}. \tag{C.2}
\]

Therefore, any \( x \in B_X(1) \) satisfies \( \|\text{Proj}_U(x)\|_X \leq \|\text{Proj}_U\| \|x\|_X \leq \|\text{Proj}_U\| \), which implies that \( \text{Proj}_U(B_X(1)) \subseteq B_U(\|\text{Proj}_U\|) \).
The Krein–Milman theorem ensures that \( B_X(1) \) is the closed convex hull of its extreme points \( e_k \in E = \text{Ext}(B_X(1)) \), namely, \( B_X(1) = \text{cch}E \). Due to \( \|\text{Proj}_U\| = 1 \), it holds that \( B_U(1) = \text{Proj}_U(B_X(1)) \). Further, as \( B_U(1) \) is convex, each \( u = \text{Proj}_U(\sum_{k=1}^{K} \theta_k e_k) = \sum_{k=1}^{K} \theta_k e_k \) with \( \theta_k \geq 0 \), \( \sum_{k=1}^{K} \theta_k = 1 \) and \( e_k \in E \) lies in \( B_U(1) \). In other words, the convex hull of the \( e_k \) maps onto the convex hull of the \( \epsilon_k = \text{Proj}_U e_k \) with \( \epsilon \{ \epsilon_k \} \subseteq B_U(1) \). Since \( \text{Proj}_U \) is continuous and \( B_X(1) \) is closed, the argument carries over to limits as well. Hence, it holds that \( B_U(1) = \text{Proj}_U(\text{cch}E) = \text{cch}(\text{Proj}_U(E)) = \text{cch}(E) \). 

\( \square \)

**Example C.1.** The projector \( \text{Proj}_{\text{even}} : S(\mathbb{R}^d) \to S_{\text{even}}(\mathbb{R}^d) \) onto the even Schwartz functions is given by

\[
\text{Proj}_{\text{even}} \{ f \}(x) = \frac{f(x) + f(-x)}{2}.
\]

By duality, we define \( \text{Proj}_{\text{even}}' : S'(\mathbb{R}^d) \to S'_{\text{even}}(\mathbb{R}^d) \). The extreme points of \( M(\mathbb{R}^d) \) are \( (\delta(-\tau))_{\tau \in \mathbb{R}^d} \). Since

\[
\|\text{Proj}_{\text{even}}(\delta(-\tau))\|_M = \left\| \frac{1}{2} \delta(\cdot + \tau) + \frac{1}{2} \delta(\cdot - \tau) \right\|_M = 1
\]

for all \( \tau \in \mathbb{R}^d \), the extreme points of \( M_{\text{even}}(\mathbb{R}^d) \) are of the form \( \frac{1}{2} \delta(\cdot + \tau) + \frac{1}{2} \delta(\cdot - \tau) \) with \( \tau \in \mathbb{R}^d \).
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