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ABSTRACT
Heterogeneous Information Network (HIN) embedding refers to the low-dimensional projections of the HIN nodes that preserve the HIN structure and semantics. HIN embedding has emerged as a promising research field for network analysis as it enables downstream tasks such as clustering and node classification. In this work, we propose VA-C-HINE for joint learning of cluster embeddings as well as cluster-aware HIN embedding. We assume that the connected nodes are highly likely to fall in the same cluster, and adopt a variational approach to preserve the information in the pairwise relations in a cluster-aware manner. In addition, we deploy contrastive modules to simultaneously utilize the information in multiple meta-paths, thereby alleviating the meta-path selection problem - a challenge faced by many of the famous HIN embedding approaches. The HIN embedding, thus learned, not only improves the clustering performance but also preserves pairwise proximity as well as the high-order HIN structure. We show the effectiveness of our approach by comparing it with many competitive baselines on three real-world datasets on clustering and downstream node classification.
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• Information systems → Clustering and classification; Clustering and classification; • Theory of computation → Unsupervised learning and clustering; • Mathematics of computing → Variational methods; • Computing methodologies → Learning latent representations.
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1 INTRODUCTION
Network structures or graphs are used to model the complex relations between entities in a variety of domains such as biological networks[2, 13, 16], social networks[33, 34, 55, 59, 62], chemistry[11, 15], knowledge graphs[5, 40], and many others[3, 56, 61]. A large number of real-world phenomena express themselves in the form of heterogeneous information networks or HINs consisting of multiple node types and edges[44, 45]. For instance, figure 1 illustrates a sample HIN consisting of three types of nodes (authors, papers, and conferences) and two types of edges. A red edge indicates that an author has written a paper and a blue edge models the relation that a paper is published in a conference. Compared to homogeneous networks (i.e., the networks consisting of only a single node type and edge type), HINs are able to convey a more comprehensive view of data by explicitly modeling the rich semantics and complex relations between multiple node types. The advantages of HINs over homogeneous networks have resulted in an increasing interest in the techniques related to HIN embedding[43]. The main idea of a network embedding is to project the graph nodes into a continuous low-dimensional vector space such that the structural properties of the network are preserved[4, 7]. Many HIN embedding methods follow meta-paths based approaches to preserve HIN structure[10, 14, 42], where a meta-path is a template indicating the sequence of relations between two node types in HIN. As an example, PAP and PCP in figure 1 are two meta-paths defining different semantic relations between two paper nodes. Although the HIN embedding techniques based on meta-paths have received considerable success, meta-path selection is still an open problem. Above that, the quality of HIN embedding highly depends on the selected meta-path[24]. To overcome this issue, either domain knowledge is utilized, which can be subjective and expensive, or some strategy is devised to fuse the information from predefined meta-paths[6, 14, 23].

Node clustering is another important task for unsupervised network analysis, where the aim is to group similar graph nodes together. The most basic approach to achieve this can be to apply an off-the-shelf clustering algorithm, e.g., K-Means or Gaussian
Mixture Model (GMM), on the learned network embedding. However, this usually results in suboptimal results because of treating the two highly correlated tasks, i.e., network embedding and node clustering, in an independent way. There has been substantial evidence from the domain of euclidean data that the joint learning of latent embeddings and clustering assignments yields better results compared to when these two tasks are treated independently[8, 22, 27, 57, 58]. For homogeneous networks, there are some approaches, e.g., [26, 39, 49], that take motivation from the euclidean domain to jointly learn the network embedding and the cluster assignments. However, no such approach exists for HINs to the best of our knowledge.

We propose an approach for Variational Cluster Aware HIN Embedding, called VaCA-HINE to address the above challenges of meta-path selection and joint learning of HIN embedding and cluster assignments. Our approach makes use of two parts that simultaneously refine the target network embedding by optimizing their respective objectives. The first part employs a variational approach to preserve pairwise proximity in a cluster-aware manner by aiming that the connected nodes fall in the same cluster and vice versa. The second part utilizes a contrastive approach to preserve high-order HIN semantics by discriminating between real and corrupted instances of different meta-paths. VaCA-HINE is flexible in the sense that multiple meta-paths can be simultaneously used and they all aim to refine a single embedding. Hence, the HIN embedding is learned by jointly leveraging the information in pairwise relations, the cluster assignments, and the high-order HIN structure.

Our major contributions are summarized below:

- To the best of our knowledge, our work is the first to propose a unified approach for learning the HIN embedding and the node clustering assignments in a joint fashion.
- We propose a novel architecture that fuses together variational and contrastive approaches to preserve pairwise proximity as well as high order HIN semantics by simultaneously employing multiple meta-paths, such that the meta-path selection problem is also mitigated.

We show the efficacy of our approach by conducting clustering and downstream node classification experiments on multiple datasets.

2 RELATED WORK

2.1 Unsupervised Network Embedding

Most of the earlier work on network embedding targets homogeneous networks and employs random-walk based objectives, e.g., DeepWalk[36], Node2Vec[17], and LINE[46]. Afterwards, the success of different graph neural network (GNN) architectures (e.g., graph convolutional network or GCN[30], graph attention network or GAT[51] and GraphSAGE[18], etc.) gave rise to GNN based network embedding approaches[4, 7]. For instance, graph autoencoders(GAE and VGAE[31]) extend the idea of variational autoencoders[29] to graph datasets while deploying GCN modules to encode latent node embeddings as gaussian random variables. Deep Graph Infomax (DGI[52]) is another interesting approach that employs GCN encoder. DGI extends the idea of Deep Infomax[19] to graph domain and learns network embedding in a contrastive fashion by maximizing mutual information between a graph-level representation and high-level node representations. Nonetheless, these methods are restricted to homogeneous graphs and fail to efficiently learn the semantic relations in HINs.

Many HIN embedding methods, for instance Metapath2Vec[10], HIN2Vec[14], RHINE[32] and HERec[42], etc., are partially inspired by homogeneous network embedding techniques in the sense that they employ meta-paths based random walks for learning HIN embedding. In doing so, they inherit the known challenges of random walks such as high dependence on hyperparameters and sacrificing structural information to preserve proximity information [38]. Moreover, their performance highly depends upon the selected meta-path or the strategy adopted to fuse the information from different meta-paths. Recent literature also proposes HIN embedding using the approaches that do not depend on one meta-path. For instance, a jump-and-stay strategy is proposed in [24] for learning the HIN embedding. HeGAN[21] employs a generative adversarial approach for HIN embedding. Following DGI[52], HDGI[37] adopts a contrastive approach based on mutual information maximization. NSHE[60] is another approach to learn HIN embedding based on multiple meta-paths. It uses two sets of embeddings; the node embeddings preserve edge-information and the context embeddings preserve network schema. DHNE[50] is a hyper-network embedding based approach that can be used to learn HIN embedding by considering meta-paths instances as hyper-edges.

2.2 Node Clustering

For homogeneous networks, we classify the approaches for node clustering in the following three classes:

(1) The most basic approach is the unsupervised learning of the network embedding, followed by a clustering algorithm, e.g., K-Means or GMM, on the embedding.

(2) Some architectures learn the network embedding with the primary objective to find good clustering assignments[47, 48]. However, they usually do not perform well on downstream tasks such as node classification as the embeddings are primarily aimed to find clusters.
(3) There are some other approaches, e.g., CommunityGAN [26], CNRL [49] and GEMSEC [39], etc., that take motivation from euclidean domain to jointly learn the network embedding and the cluster assignments. To the best of our knowledge, there exists no approach for HINs that can be classified as (2) or (3) as per the above list. For HINs, all the known methods use the most basic approach, stated in (1), to infer the cluster assignments from the HIN embedding. It is worth noticing that devising an approach of class (2) or (3) for HINs is non-trivial as it requires explicit modeling of heterogeneity as well as a revision of the sampling techniques. VaCA-HINE is classified as (3) as it presents a unified approach for cluster-aware HIN embedding that can also be utilized for downstream tasks such as node classification.

3 PRELIMINARIES

This section sets up the basic definitions and notations that will be followed in the subsequent sections.

Definition 3.1 (Heterogeneous Information Network [44]). A Heterogeneous Information Network or HIN is defined as a graph \( \mathcal{G} = (V, E, \mathcal{A}, \mathcal{R}, \pi, \lambda) \) with the sets of nodes and edges represented by \( V \) and \( E \) respectively. \( \mathcal{A} \) and \( \mathcal{R} \) denote the sets of node-types and edge-types respectively. In addition, a HIN has a node-type mapping function \( \pi : V \rightarrow \mathcal{A} \) and an edge-type mapping function \( \lambda : E \rightarrow \mathcal{R} \) such that \( |\mathcal{A}| + |\mathcal{R}| > 2 \).

Example: Figure 1 illustrates a sample HIN on an academic network, consisting of three types of nodes, i.e., authors (A), papers (P), and conferences (C). Assuming symmetric relations between nodes, we end up with two types of edges, i.e., the author-paper edges, colored in red, and the paper-conference edges, colored in blue.

Definition 3.2 (Meta-path [45]). A meta-path \( M \) of length \( |M| \) is defined on the graph network schema as a sequence of the form

\[
A_1 \xrightarrow{R_1} A_2 \xrightarrow{R_2} \ldots \xrightarrow{R_{|M|}} A_{|M|+1},
\]

where \( A_j \in \mathcal{A} \) and \( R_i \in \mathcal{R} \). Using \( \circ \) to denote the composition operator on relations, a meta-path can be viewed as a composite relation \( R_1 \circ R_2 \circ \ldots \circ R_{|M|} \) between \( A_1 \) and \( A_{|M|+1} \). A meta-path is often abbreviated by the sequence of the involved node-types i.e. \( (A_1, A_2, \ldots, A_{|M|+1}) \).

Example: In figure 1, although no direct relation exists between authors, we can build semantic relations between them based upon the co-authored papers. This results in the meta-path (APA). We can also go a step further and define a longer meta-path (APCPA) by including conference nodes. Similarly, semantics between two papers can be defined in terms of the same authors or same conferences, yielding two possible meta-paths, i.e., (PAP) and (PCP).

In this work, we denote the \( p \)-th meta-path by \( M_p \) and the set of the samples of \( M_p \) is denoted by \( \{m_p\} \) where \( m_p \) refers to a single sample of \( M_p \). The node at \( n \)-th position in \( m_p \) is denoted by \( m_p(n) \).

4 PROBLEM FORMULATION

Suppose a HIN \( \mathcal{G} = (V, E, \mathcal{A}, \mathcal{R}, \pi, \lambda) \) and a matrix \( X \in \mathbb{R}^{N \times F} \) of \( F \)-dimensional node features, \( N \) being the number of nodes. Let \( A \in \{0, 1\}^{N \times N} \) denote the adjacency matrix of \( \mathcal{G} \), with \( a_{ij} \) referring to the element in \( i \)-th row and \( j \)-th column of \( A \). Given \( K \) as the number of clusters, our aim is to jointly learn the \( d \)-dimensional cluster embeddings as well as the HIN embedding such that these embeddings can be used for clustering as well as downstream node classification.

Figure 2 gives an overview of the VaCA-HINE framework. It consists of a variational module and a set of contrastive modules. The main goal of the variational module is to optimize the reconstruction of \( A \) by simultaneously incorporating the information in the HIN edges and the clusters. The contrastive modules aim to preserve the high-order structure by discriminating between the positive and negative samples of different meta-paths. So, if \( M \) meta-paths are selected to preserve high-order HIN structure, the overall loss function, to be minimized, takes the following form

\[
L = L_{\text{var}} + L_{\text{cont}}
\]

\[
= L_{\text{var}} + \sum_{p=1}^{M} 1^P
\]

where \( L_{\text{var}} \) and \( L_{\text{cont}} \) refer to the loss of variational module and contrastive modules respectively. We now discuss these modules along with their losses in detail.

5 VARIATIONAL MODULE

The objective of the variational module is to recover the adjacency matrix \( A \). More precisely, we aim to learn the free parameters \( \theta \) of our model such that \( \log(p_\theta(A)) \) is maximized.

5.1 Generative Model

Let the random variables \( z_i \) and \( c_i \) respectively denote the latent node embeddings and the cluster assignment for the \( i \)-th node. The generative model is then given by

\[
\mathbb{P}(\theta)(A) = \int \sum_e \mathbb{P}(Z, c, A) dz,
\]

where

\[
e = [e_1, e_2, \ldots, e_N],
\]

\[
Z = [z_1, z_2, \ldots, z_N].
\]

So, \( c \) and \( Z \) stack cluster assignments and node embeddings respectively. We factorize the joint distribution in equation (3) as

\[
\mathbb{P}(\theta)(Z, c, A) = \mathbb{P}(Z)p_\theta(c|Z)p_\theta(A|c, Z).
\]

In order to further factorize equation (6), we make the following assumptions:

- Following the existing approaches, e.g., [28, 31], we consider \( z_i \) to be i.i.d. random variables.
- The conditional random variables \( c_i|z_i \) are also assumed i.i.d.
- The reconstruction of \( a_{ij} \) depends upon the node embeddings \( z_i, z_j \), as well as the cluster assignments \( c_i \) and \( c_j \). The underlying intuition comes from the observation that the connected nodes have a high probability of falling in the same cluster. Since \( z_i \) have been assumed i.i.d., we need to reconstruct \( a_{ij} \) in a way to ensure the dependence between the connected nodes and the clusters chosen by them.
Following the above assumptions, the distributions in equation (6) can now be further factorized as

\[ p(Z) = \prod_{i=1}^{N} p(z_i), \tag{7} \]

\[ p_{\theta}(c|Z) = \prod_{i=1}^{N} p_{\theta}(c_i|z_i), \tag{8} \]

\[ p_{\theta}(A|c, Z) = \prod_{i,j} p_{\theta}(a_{ij}|c_i, c_j, z_i, z_j). \tag{9} \]

5.2 Inference Model

For notational convenience, we define \( I = (A, \pi, \lambda, X) \). To ensure computational tractability in equation (3), we introduce the approximate posterior

\[ q_{\phi}(Z, c|I) = \prod_{i} q_{\phi}(z_i, c_i|I) \]
\[ = \prod_{i} q_{\phi}(z_i|I) q_{\phi}(c_i|z_i, I), \tag{11} \]

where \( \phi \) denotes the parameters of the inference model. The objective now takes the form

\[ \log(p_{\theta}(A)) = \log\left( \mathbb{E}_{q_{\phi}(Z, c|I)} \left\{ \frac{p(Z) p_{\theta}(c|Z) p_{\theta}(A|c, Z)}{q_{\phi}(Z|I) q_{\phi}(c|z_i, I)} \right\} \right) \tag{12} \]

\[ \geq \mathbb{E}_{q_{\phi}(Z, c|I)} \left\{ \log \left( \frac{p(Z) p_{\theta}(c|Z) p_{\theta}(A|c, Z)}{q_{\phi}(Z|I) q_{\phi}(c|z_i, I)} \right) \right\} \tag{13} \]

\[ = L_{\text{ELBO}}. \tag{14} \]

where (13) follows from Jensen’s Inequality. So we maximize, with respect to the parameters \( \theta \) and \( \phi \), the corresponding ELBO bound, given by

\[ L_{\text{ELBO}} \approx \sum_{i=1}^{N} D_{K L}(q_{\phi}(z_i|I) \mid \mid p(z_i)) \]

\[ - \sum_{i=1}^{N} \frac{1}{R} \sum_{r=1}^{R} D_{K L}(q_{\phi}(c_i|z_i^{(r)}|I) \mid \mid p_{\theta}(c_i|z_i^{(r)})) \]

\[ + \sum_{(i,j) \in E} \mathbb{E}_{q_{\phi}(z_i, z_j, c_i, c_j|I)} \left\{ \log \left( p_{\theta}(a_{ij}|c_i, c_j, z_i, z_j) \right) \right\} \tag{15} \]

where \( D_{K L}(\cdot \mid \mid \cdot) \) represents the KL-divergence between two distributions. The detailed derivation of equation (15) is provided in the supplementary material. Equation (15) contains three major summation terms as indicated by the braces under these terms.

(1) The first term, denoted by \( L_{\text{enc}} \), refers to the encoder loss. Minimizing this term minimizes the mismatch between the approximate posterior and the prior distributions of the node-embeddings.

(2) The second term, denoted by \( L_{c} \), gives the mismatch between the categorical distributions governing the cluster assignments. Minimizing this term ensures that the cluster assignments \( c_i \) take into consideration not only the respective node embeddings.

Figure 2: Overview of VaCA-HINE architecture. For illustrational convenience, the variational encoder block has been extracted to the top-left. All the encoder blocks have been colored yellow to highlight that a single shared encoder is used in the whole architecture. Blocks containing learnable and non-learnable parameters are colored gray and blue respectively. On the bottom, lies the variational module for learning the node embeddings \( Z \) and the cluster embeddings \( \{g_k\}_{k=1}^{K} \) such that the variational loss \( L_{\text{var}} \), given in equation (17), is minimized. The \( p \)-th contrastive module lies on the top right. It discrimates between true/positive and corrupted/negative samples for the meta-path \( M_p \). The red-dashed arrow indicates the corruption of the positive samples \( \{m_p\} \) of the meta-path \( M_p \), to generate negative samples \( \{\overline{m}_p\} \). The encoded representations of the true and corrupted versions of the respective meta-path samples are denoted by \( \{Z_p\} \) and \( \{\overline{Z}_p\} \). These representations, along with the summary vectors \( s(\{Z_p\}) \), are fed to the discriminator \( D_{\varphi}^p \) to distinguish between positive and negative samples.
embeddings $z_i$ but also the high order HIN structure as given in $I$.

(3) The third term is the negative of the reconstruction loss or $L_{\text{recon}}$. It can be viewed as the negative of binary cross-entropy (BCE) between the input and the reconstructed edges.

Instead of maximizing the ELBO bound, we can minimize the corresponding loss, which we refer to as the variational loss or $L_{\text{var}}$ given by

$$L_{\text{var}} = -L_{\text{ELBO}} = L_{\text{enc}} + L_e + L_{\text{recon}}$$ (17)

### 5.3 Choice of Distributions

Now we go through the individual loss terms of $L_{\text{var}}$ in equation (17) and (15), and describe our choices of the underlying distributions.

#### 5.3.1 Distributions Involved in $L_{\text{enc}}$

The prior $p(z_i)$ in equation (7) is fixed as the standard Gaussian. The respective approximate posterior $q_\phi(z_i|I)$ in equation (11) is also chosen to be a Gaussian, with the parameters (mean $\mu_i$ and variance $\sigma_i^2$) learned by the encoder block. i.e.

$$q_\phi(z_i|I) = \mathcal{N}(\mu_i(I), \text{diag}(\sigma_i^2(I)))$$ (18)

#### 5.3.2 Distributions Involved in $L_e$

For $K$ as the desired number of clusters, we introduce the cluster embeddings $\{g_1, g_2, \ldots, g_K\}$, $g_k \in \mathbb{R}^d$. The prior $p_\theta(c_i|z_i)$ is then parameterized in the form of a softmax of the dot-products between node embeddings and cluster embeddings as

$$p_\theta(c_i = k|z_i) = \text{softmax}(z_i^T g_k).$$ (19)

The softmax is over $K$ cluster embeddings to ensure that $p_\theta(c_i|z_i)$ is a distribution.

The corresponding approximate posterior $q_\phi(c_i|z_i, I)$ in equation (11) is conditioned on the node embedding $z_i$ as well as the high-order HIN structure. The intuition governing its design is that if $i$-th node falls in $k$-th cluster, its immediate neighbors as well as high order neighbors have a relatively higher probability of falling in the $k$-th cluster, compared to the other nodes. To model this mathematically, we make use of the samples of the meta-paths involving the $i$-th node. Let us denote this set as $\zeta_i = \{m | \exists n: m(n) = i\}$. For every meta-path sample, we average the embeddings of the nodes constituting the sample. Afterward, we get a single representative embedding by averaging over $\zeta_i$ as

$$\hat{z}_i = \frac{1}{|\zeta_i|} \sum_{m \in \zeta_i} \frac{1}{|m|+1} \sum_{n=1}^{|m|+1} z_m(n).$$ (20)

The posterior distribution $q_\phi(c_i|z_i, I)$ can now be modeled similar to equation (19) as

$$q_\phi(c_i = k|z_i, I) = \text{softmax}(z_i^T g_k).$$ (21)

So, while equation (19) targets only $z_i$ for $c_i$, the equation (21) relies on the high order HIN structure by targeting meta-path based neighbors. Minimizing the KL-divergence between these two distributions ultimately results in an agreement where nearby nodes tend to have the same cluster assignments and vice versa.

#### 5.3.3 Distributions Involved in $L_{\text{recon}}$

The posterior distribution $q_\phi(z_i, z_j, c_i, c_j|I)$ in the third summation term of equation (15) is factorized into two conditionally independent distributions i.e.

$$q_\phi(z_i, z_j, c_i, c_j|I) = q_\phi(z_i, c_i|I)q_\phi(z_j, c_j|I).$$ (22)

where $q_\phi(z_i, c_i|I)$ factorization and the related distributions have been given in equation (11), (18) and (21).

Finally, the edge-decoder in equation (9) is modeled to maximize the probability of connected nodes to have same cluster assignments, i.e.,

$$p_\theta(a_{ij}|c_i = l, c_j = m, z_i, z_j) = \frac{\sigma(z_i^T g_m) + \sigma(z_j^T g_l)}{2}.$$ (23)

where $\sigma(\cdot)$ is the sigmoid function. The primary objective of the variational module in equation (17) is not to directly optimize the cluster assignments, but to preserve edge information in a cluster-aware fashion. So the information in the cluster embeddings, the node embeddings, and the cluster assignments is simultaneously incorporated by equation (23). This formation forces the cluster embeddings of the connected nodes to be similar and vice versa.

On one hand, this helps in learning better node representations by leveraging the global information about the graph structure via cluster assignments. On the other hand, this also refines the cluster embeddings by exploiting the local graph structure via node embeddings and edge information.

### 5.4 Practical Considerations

Following the same pattern as in section 5.3, we go through the individual loss terms in $L_{\text{var}}$ and discuss the practical aspects related to minimization of these terms.

#### 5.4.1 Considerations Related to $L_{\text{enc}}$

For computational stability, we learn $\log(\sigma)$ instead of variance in (18). In theory, the parameters of $q_\phi(z_i|I)$ can be learned by any suitable network, e.g., relational graph convolutional network (RGCN [41]), graph convolutional network (GCN [30]), graph attention network (GAT [51]), GraphSAGE [18], or even two linear modules. In practice, some encoders may give better HIN embedding than others. Supplementary material [1] contains further discussion on this. For efficient back-propagation we use the reparameterization trick [9] as illustrated in the encoder block in figure 2.

#### 5.4.2 Considerations Related to $L_e$

Since the community assignments in equation (21) follow a categorical distribution, we use Gumbel-softmax [25] for efficient back-propagation of the gradients. In the special case where a node $i$ does not appear in any meta-path samples, we formulate $\hat{z}_i$ in (20) by averaging over its immediate neighbors. i.e.

$$\hat{z}_i = \frac{1}{|\{j : a_{ij} = 1\}|} \sum_{j : a_{ij} = 1} z_j,$$ (24)

i.e., when meta-path based neighbors are not available for a node, we restrict ourselves to leveraging the information in first-order neighbors only.

#### 5.4.3 Considerations Related to $L_{\text{recon}}$

The decoder block requires both positive and negative edges for learning the respective distribution in equation (23). Hence we follow the current approaches, e.g., [28, 31] and sample an equal number of negative
edges from A to provide at the decoder input along with the positive edges.

6 CONTRASTIVE MODULES

In addition to the variational module, VaCA-HINE architecture consists of M contrastive modules, each referring to a meta-path. All the contrastive modules target the same HIN embedding Z generated by the variational module. Every module contributes to the enrichment of the HIN embedding by aiming to preserve the high-order HIN structure corresponding to a certain meta-path. This, along with the variational module, enables VaCA-HINE to learn HIN embedding by exploiting the local information (in the form of pairwise relations) as well as the global information (in the form of cluster assignments and samples of different meta-paths). In this section, we discuss the architecture and the loss of p-th module as shown in the figure 2.

6.1 Architecture of p-th Contrastive Module

6.1.1 Input. The input to p-th module is the set (mp) consisting of the samples of the meta-path Mp.

6.1.2 Corruption. As indicated by the red-dashed arrow in figure 2, a corruption function is used to generate the set Mp of negative/corrupted samples using the HIN information related to true samples, where Mp is a negative sample corresponding to mp. VaCA-HINE performs corruption by permuting the matrix X row-wise to shuffle the features between different nodes.

6.1.3 Encoder. All the contrastive blocks in VaCA-HINE use the same encoder, as used in the variational module. For a sample mp, the output of encoder is denoted by the matrix Zp ∈ ℝ(|Mp|+1)×d given by

\[ Z_p = [z_{mp(1)}, z_{mp(2)}, \ldots, z_{mp(|M_p|+1)}] \]  

Following the same approach, we can obtain Z̄p for a corrupted sample Z̄p.

6.1.4 Summaries. The set of the representations of {mp}, denoted by {Zp}, is used to generate the summary vectors sp(mp) given by

\[ s(mp) = \frac{1}{|M_p|+1} \sum_{i=1}^{|M_p|+1} z_{mp(n)}. \]  

6.1.5 Discriminator. The discriminator of p-th block is denoted by D_p, where ϕ collectively refers to the parameters of all the contrastive modules. The aim of D_p is to differentiate between positive and corrupted samples of Mp. It takes the representations {Zp} and {Z̄p} along with the summary vectors at the input, and outputs a binary decision for every sample, i.e., 1 for positive and 0 for negative or corrupted samples. Specifically, for a sample mp, the discriminator D_p first flattens Zp in equation (25) into ϕ_p by vertically stacking the columns of Zp as

\[ \phi_p = \| z_{mp(n)} \|_{n=1}^{(|M_p|+1)}. \]  

where || denotes the concatenation operator. Afterwards the output of D_p is given by

\[ D_p(mp, s(mp)) = \sigma(\phi_p W_p s(mp)), \]  

where \( W_p \in \mathbb{R}^{(|M_p|+1) \times d} \) is the learnable weight matrix of D_p. Similarly, for negative sample Z̄p,

\[ D_p(Z̄p, s(mp)) = \sigma(\phi_p W_p s(mp)). \]  

where \( \phi_p \) is the flattened version of \( \phi_p \).

6.2 Loss of p-th Contrastive Module

The outputs in equation (28) and (29) can be respectively viewed as the probabilities of \( mp \) and \( Z̄p \) being positive samples according to the discriminator. Consequently, we can model the contrastive loss \( L_p \), associated with the p-th block, in terms of the binary cross-entropy loss between the positive and the corrupted samples. Considering \( f \) negative samples \( Z̄p(f) \) for every positive sample \( mp \), the loss \( L_p \) can be written as

\[ L_p = -\frac{1}{(f+1) \times |{mp}|} \sum_{m_p \in {mp}} \left( \log D_p(mp, s(mp)) \right) \\
+ \sum_{j=1}^f \log \left( 1 - D_p(Z̄p(j), s(mp)) \right). \]  

Minimizing \( L_p \) preserves the high-order HIN structure by ensuring that the correct samples of \( M_p \) are distinguishable from the corrupted ones. This module can be replicated for different meta-paths. Hence, given \( M \) meta-paths, we have \( M \) contrastive modules, each one aiming to preserve the integrity of the samples of a specific meta-path by using a separate discriminator. The resulting loss, denoted by \( L_{cont} \), is the sum of the losses from all the contrastive modules as defined in equation (2). Since the encoder is shared between the variational module and the contrastive modules, minimizing \( L_{cont} \) ensures that the node embeddings also leverage the information in the high-order HIN structure.

7 EXPERIMENTS

In this section, we conduct an extensive empirical evaluation of our approach. We start with a brief description of the datasets and the baselines selected for evaluation. Afterward, we provide the experimental setup for the baselines as well as for VaCA-HINE. Then we analyze the results on clustering and downstream node classification tasks. Furthermore, the supplementary material[1] contains the evaluation with different encoder modules both with and without contrastive loss \( L_{cont} \).

7.1 Datasets

We select two academic networks and a subset of IMDb[54] for our experiments. The detailed statistics of these datasets are given in table 1.

7.1.1 DBLP[11]. The extracted subset of DBLP2 has the author and paper nodes divided into four areas, i.e., database, data mining, machine learning, and information retrieval. We report the results

https://dblp.uni-trier.de/
of clustering and node classification for author nodes as well as paper nodes by comparing with the research area as the ground truth. We do not report the results for conference nodes as they are only 20 in number. To distinguish between the results of different node types, we use the names DBLP-A and DBLP-P respectively for the part of DBLP with the node-type authors and papers.

### 7.1.2 ACM [54]
Following [54] and [60], the extracted subset of ACM$^1$ is chosen with papers published in KDD, SIGMOD, SIGCOMM, MobiCOMM and VLDB. The paper features are the bag-of-words representation of keywords. They are classified based upon whether they belong to data-mining, database, or wireless communication.

### 7.1.3 IMDB [54]
Here we use the extracted subset of movies classified according to their genre, i.e., action, comedy, and drama. The dataset details along with the meta-paths, used by VaCA-HINE as well as other competitors, are given in table 1.

### 7.2 Baselines
We compare the performance of VaCA-HINE with 15 competitive baselines used for unsupervised network embedding. These baselines include 5 homogeneous network embedding methods, 3 techniques proposed for joint homogeneous network embedding and clustering, and 7 HIN embedding approaches.

#### 7.2.1 DeepWalk [36]
It learns the node embeddings by first performing classical truncated random walks on an input graph, followed by the skip-gram model.

#### 7.2.2 LINE [46]
This approach samples node pairs directly from a homogeneous graph and learns node embeddings with the aim of preserving first-order or second-order proximity, respectively denoted by LINE-1 and LINE-2 in this work.

#### 7.2.3 GAE [31]
GAE extends the idea of autoencoders to graph datasets. The aim here is to reconstruct $A$ for the input heterogeneous graph.

#### 7.2.4 VGAE [31]
This is the variational counterpart of GAE. It models the latent node embeddings as Gaussian random variables and aims to optimize $\log(p(A))$ using a variational model.

#### 7.2.5 DGI [52]
Deep-Graph-Infomax extends Deep-Infomax [20] to graphs. This is a contrastive approach to learn network embedding such that the true samples share a higher similarity to a global network representation (known as summary), as compared to the corrupted samples.

#### 7.2.6 GEMSEC [39]
This approach jointly learns network embedding and node clustering assignments by sequence sampling.

#### 7.2.7 CNRL [49]
CNRL makes use of the node sequences generated by random-walk based techniques, e.g., DeepWalk, node2vec, etc., to jointly learn node communities and node embeddings.

#### 7.2.8 CommunityGAN [26]
As the name suggests, it is a generative adversarial approach for learning community based network embedding. Given $K$ as the number of desired communities, it learns $K$-dimensional latent node embeddings such that every dimension gives the assignment strength for the target node in a certain community.

#### 7.2.9 Metapath2Vec [10]
This HIN embedding approach makes use of a meta-path when performing random walks on graphs. The generated random walks are then fed to a heterogeneous skip-gram model, thus preserving the semantics-based similarities in a HIN.

#### 7.2.10 HIN2Vec [14]
It jointly learns the embeddings of nodes as well as meta-paths, thus preserving the HIN semantics. The node embeddings are learned such that they can predict the meta-paths connecting them.

#### 7.2.11 HERec [42]
It learns semantic-preserving HIN embedding by designing a type-constraint strategy for filtering the node-sequences based upon meta-paths. Afterward, skip-gram model is applied to get the HIN embedding.

#### 7.2.12 HDGI [37]
HDGI extends DGI model to HINs. The main idea is to disassemble a HIN to multiple homogeneous graphs based upon different meta-paths, followed by semantic-level attention to aggregate different node representations. Afterward, a contrastive approach is applied to maximize the mutual information between the high-level node representations and the graph representation.

#### 7.2.13 DHNE [50]
This approach learns hyper-network embedding by modeling the relations between the nodes in terms of indecomposable hyper-edges. It uses deep autoencoders and classifiers to realize a non-linear tuple-wise similarity function while preserving both local and global proximities in the formed embedding space.

#### 7.2.14 NSHE [60]
This approach embeds a HIN by jointly learning two embeddings: one for optimizing the pairwise proximity, as

| Dataset | Nodes | Number of Nodes | Relations | Number of Relations | Used Meta-paths |
|---------|-------|-----------------|-----------|--------------------|----------------|
| DBLP    | Papers (P) | 9566            | P-A       | 18304              | ACPA            |
|         | Authors (A) | 20000           | P-C       | 9556               | APA             |
|         | Conferences (C) | 20              |           |                    | ACA             |
| ACM     | Papers (P) | 4019            | P-A       | 13407              | PAP             |
|         | Authors (A) | 7167            | P-S       | 4019               | PSP             |
|         | Subjects (S) | 60              |           |                    |                 |
| IMDB    | Movies (M) | 3676            | M-A       | 11028              | MAM             |
|         | Actors (A) | 4353            | M-D       | 3676               | MDM             |

Table 1: Statistics of the datasets used for evaluation.
dictated by $A$, and the second one for preserving the high-order proximity, as dictated by the meta-path samples.

7.2.15 **HeGAN**[21]. HeGAN is a generative adversarial approach for learning HIN embedding by discriminating between real and fake heterogeneous relations.

7.3 Implementation Details

7.3.1 *For Baselines*. The embedding dimension $d$ for all the methods is kept to 128. The only exception is CommunityGAN because it requires the node embeddings to have the same dimensions as the desired clusters, i.e., $d = K$. The rest of the parameters for all the competitors are kept the same as given by their authors. For GAE and VGAE, the number of sampled negative edges is the same as the positive edges as given in the original implementations. For the competitors that are designed for homogeneous graphs (i.e., DeepWalk, LINE, GAE, VGAE, and DGI), we treat the HINs as homogeneous graphs. For the methods Metapath2Vec and HERec, we test all the meta-paths in Table 1 and report the best results. For DHNE, the meta-path instances are considered as hyper-edges. The embeddings obtained by DeepWalk are used for all the models that require node features.

7.3.2 *For VaCA-HINE*. The training process of VaCA-HINE has the following steps:

1. **$Z$ Initialization**: This step involves pre-training of the variational encoder to get $Z$. So, $L_{enc}$ is the only loss considered in this step.

2. **$g_i$ Initialization**: We fit K-Means on $Z$ and then transform $Z$ to the cluster-distance space, i.e., we get a transformed matrix of size $N \times K$ where the entry in $i$-th row and $k$-th column is the euclidean distance of $z_i$ from $k$-th cluster center. A softmax over the columns of this matrix gives us initial probabilistic cluster assignments. We then pre-train the cluster embeddings $g_i$ by minimizing the KL-divergence between $p_i(e|z)$ and the initialized cluster assignment probabilities. This KL-divergence term is used as a substitute for $L_C$. All the other loss terms function the same as detailed in section 5 and section 6.

3. **Joint Training**: The end-to-end training of VaCA-HINE is performed in this step to minimize the loss in equation (1). The architecture is implemented in pytorch-geometric[12] and the meta-path samples are generated using dgl[53]. For every meta-path, we select 10 samples from every starting node. For the loss $L^P$ in equation (30), we select $J = 1$, i.e., we generate one negative sample for every positive sample. The joint clustering assignments are obtained as the argmax of the corresponding cluster distribution. All the results are presented as an average of 10 runs. Kindly refer to the supplementary material[1] for further details of implementation.

7.4 Node Clustering

We start by evaluating the learned embeddings on clustering. Apart from GEMSEC, CNRL, and CommunityGAN, no baseline learns clustering assignments jointly with the embeddings. Therefore we choose K-Means to find the cluster assignments for such algorithms. For VaCA-HINE we give the results both with and without $L_{cont}$.

| Method                  | DBLP-P | DBLP-A | ACM  | IMDB |
|-------------------------|--------|--------|------|------|
| DeepWalk                | 46.75  | 66.25  | 48.81| 0.41 |
| LINE-1                  | 42.18  | 29.98  | 37.75| 0.03 |
| LINE-2                  | 46.83  | 61.11  | 41.8 | 0.03 |
| GAE                     | 63.21  | 65.43  | 41.03| 2.91 |
| VGAE                    | 62.76  | 63.42  | 42.14| 3.51 |
| DGI                     | 37.33  | 10.98  | 39.66| 0.53 |
| GEMSEC                  | 41.18  | 62.22  | 32.69| 0.21 |
| CNRL                    | 39.02  | 66.18  | 36.81| 0.30 |
| CommunityGAN            | 41.43  | 66.93  | 38.06| 0.68 |

Table 2: NMI scores on node clustering task. Best results for each dataset are bold. For comparison, we give the results both with and without contrastive loss $L_{cont}$. For VaCA-HINE results, We use $g_i$ when the results are obtained by utilizing cluster embeddings for inferring the cluster assignments. Moreover, we also give the results obtained by fitting K-Means (abbreviated as KM) on the learned embeddings.

Moreover, for comparison with the baselines, we also look at the case where the cluster embeddings $g_i$ are used during joint training but not used for extracting the cluster assignments. Instead, we use the assignments obtained by directly fitting K-Means on the learned HIN embedding. We use normalized mutual information (NMI) score for the quantitative evaluation of the performance. Table 2 gives the comparison of different algorithms for node clustering. The results in the table are divided into three sections i.e., the approaches dealing with homogeneous networks, the approaches for unsupervised HIN embedding, and different variants of the proposed method. VaCA-HINE results are the best on all the datasets. In addition, the use of $L_{cont}$ improves the results in 3 out of 4 cases, the exception being the IMDB dataset. It is rather difficult to comment on the reason behind this, because this dataset is inherently not easy to cluster as demonstrated by the low NMI scores for all the algorithms. Whether or not we use $L_{cont}$, the performance achieved by using the jointly learned cluster assignments is always better than the one where K-Means is used to cluster the HIN embedding. So joint learning of cluster assignments and network embedding consistently outperforms the case where these two tasks are treated independently. This conforms to the results obtained in the domain of euclidean data and homogeneous networks. It also highlights the efficacy of the variational module and validates the intuition behind the choices of involved distributions. Moreover, as shown by the last two rows of Table 2, $L_{cont}$ has a negative effect on the performance in 3 out of 4 datasets if K-Means is used to get cluster assignments. Apart from VaCA-HINE, the HIN embedding methods, e.g., HeGAN, NSHE, and Metapath2Vec,
Table 3: F1-Micro and F1-Macro scores on node classification task. Best results for each dataset are bold. For comparison, we give the results both with and without contrastive loss $L_{cont}$. It can be readily observed that VaCA-HINE outperforms the baselines for all the datasets. Moreover, the results are always improved by including the contrastive modules.

| Method            | DBLP-P   | DBLP-A   | ACM      | IMDB     | DBLP-P   | DBLP-A   | ACM      | IMDB     |
|-------------------|----------|----------|----------|----------|----------|----------|----------|----------|
| DeepWalk          | 90.12    | 89.44    | 82.17    | 56.52    | 89.45    | 88.48    | 81.82    | 55.24    |
| LINE-1            | 81.43    | 82.32    | 82.46    | 43.75    | 80.74    | 80.20    | 82.35    | 39.87    |
| LINE-2            | 84.76    | 88.76    | 82.21    | 40.54    | 83.45    | 87.35    | 81.32    | 33.06    |
| GAE               | 90.09    | 77.54    | 81.97    | 55.16    | 89.23    | 60.21    | 81.47    | 53.57    |
| VGAE              | 90.95    | 71.43    | 81.59    | 57.47    | 90.04    | 69.03    | 81.30    | 56.06    |
| DGI               | 95.24    | 91.81    | 81.65    | 58.42    | 94.51    | 91.20    | 81.79    | 56.94    |
| GEMSEC            | 78.38    | 87.45    | 62.05    | 51.56    | 77.85    | 87.01    | 61.24    | 50.20    |
| CNRL              | 81.43    | 83.20    | 66.58    | 43.12    | 80.83    | 82.68    | 65.28    | 41.48    |
| CommunityGAN      | 72.01    | 67.81    | 52.87    | 33.81    | 66.54    | 71.55    | 51.67    | 31.09    |
| DHINE             | 85.71    | 73.30    | 65.27    | 38.99    | 84.67    | 67.61    | 62.31    | 30.53    |
| Metapath2Vec      | 92.86    | 89.36    | 83.60    | 51.90    | 92.44    | 87.95    | 82.77    | 50.21    |
| HIN2Vec           | 83.81    | 90.30    | 54.30    | 48.02    | 83.85    | 89.46    | 48.59    | 46.24    |
| HERec             | 90.47    | 86.21    | 81.89    | 54.48    | 87.50    | 84.55    | 81.74    | 53.46    |
| HDGI              | 95.24    | 92.27    | 82.06    | 57.81    | 94.51    | 91.81    | 81.64    | 55.73    |
| NSHE              | 95.24    | 93.10    | 82.52    | 59.21    | 94.76    | 92.37    | 82.67    | 58.31    |
| HeGAN             | 88.79    | 90.48    | 83.09    | 58.56    | 83.81    | 89.27    | 82.94    | 57.12    |
| VaCA-HINE         | 100.00   | 93.57    | 83.70    | 60.73    | 100.00   | 92.80    | 83.48    | 59.28    |
| VaCA-HINE without $L_{cont}$ | 100.00   | 93.57    | 83.70    | 60.73    | 100.00   | 92.80    | 83.48    | 59.28    |

7.5 Node Classification

For node classification, we first learn the HIN embedding in an unsupervised manner for each of the four cases. Afterward, 80% of the labels are used for training the logistic classifier using lbfgs solver[35, 63]. We keep the split the same as our competitors for a fair comparison. The performance is evaluated using F1-Micro and F1-macro scores. Table 3 gives a comparison of VaCA-HINE with the baselines. In all the datasets, VaCA-HINE gives the best performance. However, the performance suffers when $L_{cont}$ is ignored, thereby providing empirical evidence to the utility of the contrastive modules for improving HIN embedding quality. The improvement margin is maximum in case of DBLP-P, because relatively fewer labeled nodes are available for this dataset. So, compared to the competitors, correctly classifying even a few more nodes enables us to achieve perfect results. Among the methods that jointly learn homogeneous network embedding and clustering assignments, CommunityGAN performs poorly in particular. A possible reason is restricting the latent dimensions to be the same as the number of clusters. While it can yield acceptable clusters, it makes the downstream node classification difficult for linear classifiers, especially when $K$ is small. An interesting observation lies in the results of contrastive approaches (DGI and HDGI) and autoencoder based models in table 2 and table 3. For clustering in table 2, DGI/HDGI results are usually quite poor compared to GAE and VGAE. However, for classification in table 3, DGI and HDGI almost always outperform GAE and VGAE. This gives a hint that an approach based on edge reconstruction might be better suited for HIN clustering, whereas a contrastive approach could help in the general improvement of node embedding quality as evaluated by the downstream node classification. Since VaCA-HINE makes use of a variational module (aimed to reconstruct $A$) as well as the contrastive modules, it performs well in both tasks.

8 CONCLUSION

We make the first attempt at joint learning of cluster assignments and HIN embedding. This is achieved by refining a single target HIN embedding using a variational module and multiple contrastive modules. The variational module aims at reconstruction of the adjacency matrix $A$ in a cluster-aware manner. The contrastive modules attempt to preserve the high-order HIN structure. Specifically, every contrastive module is assigned the task of distinguishing between positive and negative/corrupted samples of a certain meta-path. The joint training of the variational and contrastive modules yields the HIN embedding that leverages the local information (provided by the pairwise relations) as well as the global information (present in cluster assignments and high-order semantics as dictated by the samples of different meta-paths). In addition to the HIN embedding, VaCA-HINE simultaneously learns the cluster embeddings and consequently the cluster assignments for HIN nodes. These jointly learned cluster assignments consistently outperform the basic clustering strategy commonly used for HINs, i.e., applying some off-the-shelf clustering algorithm (e.g., K-Means or GMM, etc.) to the learned HIN embedding. Moreover, the HIN embedding is also efficient for downstream node classification task, as demonstrated by comparison with many competitive baselines.
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SUPPLEMENTARY MATERIAL
Throughout the following sections, we make use of the notation and the references from the paper.

A DERIVATION OF ELBO BOUND

\[
\log(p_\theta(A)) = \log\left(\int \sum_c p_\theta(Z, c, A) dZ\right) \\
= \log\left(\int \sum_c p(Z) p_\theta(c|Z) p_\theta(A|c, Z) dZ\right) \\
= \log\left(\mathbb{E}_{(Z,c) \sim q_\phi(Z,c)} \left\{ \frac{p(Z) p_\theta(c|Z) p_\theta(A|c, Z)}{q_\phi(c|Z,I)} \right\} \right) \\
\geq \mathbb{E}_{(Z,c) \sim q_\phi(Z,c)} \left\{ \log \left( \frac{p(Z) p_\theta(c|Z) p_\theta(A|c, Z)}{q_\phi(c|Z,I)} \right) \right\} \\
= \mathbb{E}_{(Z,c) \sim q_\phi(Z,c)} \left\{ \log \left( \frac{p(Z)}{q_\phi(Z,I)} \right) \right\} \\
+ \log \left( \frac{p_\theta(c|Z)}{q_\phi(c|Z,I)} \right) + \log \left( p_\theta(A|c, Z) \right) \\
= \mathbb{E}_{Z \sim q_\phi(Z)} \left\{ \log \left( \frac{p(Z)}{q_\phi(Z,I)} \right) \right\} \\
+ \mathbb{E}_{(Z,c) \sim q_\phi(Z,c)} \left\{ \log \left( \frac{p_\theta(c|Z)}{q_\phi(c|Z,I)} \right) \right\} \\
+ \mathbb{E}_{(Z,c) \sim q_\phi(Z,c)} \left\{ \log \left( p_\theta(A|c, Z) \right) \right\}. 
\]

(34)

Here (34) follows from Jensen’s Inequality. The first term of (36) is given by:

\[
\mathbb{E}_{Z \sim q_\phi(Z)} \left\{ \log \left( \frac{p(Z)}{q_\phi(Z,I)} \right) \right\} = \sum_{i=1}^{N} \mathbb{E}_{z_i \sim q_\phi(z_i|I)} \left\{ \log \left( \frac{p(z_i)}{q_\phi(z_i|I)} \right) \right\} \\
= -\sum_{i=1}^{N} D_{KL}(q_\phi(z_i|I) \parallel p(z_i)) \\
= -L_{enc}. 
\]

The second term of equation (36) can be derived as:

\[
\mathbb{E}_{(Z,c) \sim q_\phi(Z,c)} \left\{ \log \left( \frac{p_\theta(c|Z)}{q_\phi(c|Z,I)} \right) \right\} \\
= \sum_{i=1}^{N} \mathbb{E}_{(z_i,c_i) \sim q_\phi(z_i,c_i|I)} \left\{ \log \left( \frac{p_\theta(c_i|z_i)}{q_\phi(c_i|z_i,I)} \right) \right\} \tag{40} \\
\approx \sum_{i=1}^{N} \frac{1}{R} \sum_{r=1}^{R} D_{KL}(q_\phi(c_i|z_i^{(r)}, I) \parallel p_\theta(c_i|z_i^{(r)})) \tag{41} \\
= -\sum_{i=1}^{N} \frac{1}{R} \sum_{r=1}^{R} D_{KL}(q_\phi(c_i|z_i^{(r)}, I) \parallel p_\theta(c_i|z_i^{(r)})) \tag{42} \\
= -L_{c}. \tag{43}
\]

Here (41) follows from equation (40) by replacing the expectation over \( z_i \) with sample mean by generating \( R \) samples \( z_i^{(r)} \) from distribution \( q(z_i|I) \). Assuming \( a_{ij} \in [0, 1] \) \( \forall i \), the third term of equation (36) is the negative of binary cross entropy (BCE) between observed and predicted edges.

\[
\mathbb{E}_{(Z,c) \sim q_\phi(Z,c|I)} \left\{ \log \left( \frac{p_\theta(A|c,z)}{q_\phi(A|c,z,I)} \right) \right\} \\
\approx \sum_{(i,j) \in E} \mathbb{E}_{q_\phi(z_i,z_j,c_i,c_j|I)} \left\{ \log \left( \frac{p_\theta(a_{ij}|c_i,c_j,z_i,z_j)}{q_\phi(a_{ij}|c_i,c_j,z_i,z_j)} \right) \right\} \\
= -L_{recon}. \tag{45}
\]

Hence, by substituting equation (38) and equation (42) in equation (36), we get the ELBO bound as:

\[
L_{ELBO} \approx -\sum_{i=1}^{N} D_{KL}(q_\phi(z_i|I) \parallel p(z_i)) \\
- \sum_{i=1}^{N} \frac{1}{R} \sum_{r=1}^{R} D_{KL}(q_\phi(c_i|z_i^{(r)}, I) \parallel p_\theta(c_i|z_i^{(r)})) \\
+ \sum_{(i,j) \in E} \mathbb{E}_{q_\phi(z_i,z_j,c_i,c_j|I)} \left\{ \log \left( p_\theta(a_{ij}|c_i,c_j,z_i,z_j) \right) \right\} \tag{46}
\]

B VACA-HINE WITH DIFFERENT ENCODERS

In this section we evaluate the performance of VACA-HINE for five different encoders. For GCN[30] and RGCN[41], we compare both variational and non-variational counterparts. For variational encoder, we learn both mean and variance, followed by reparameterization trick as given in section 5.4.1. For non-variational encoders, we ignore \( L_{enc} \) as we directly learn \( Z \) from the input \( I \). In addition to GCN and RGCN encoders, we also give the results for a simple linear encoder consisting of two matrices to learn the parameters of \( q_\phi(z_i|I) \). For classification, we only report F1-Micro score as F1-Macro follows the same trend.

The relative clustering and classification performances achieved using these encoders are illustrated in figure 3 and figure 4 respectively. The results in these bar plots are normalized by the second best values in table 2 and table 3 for better visualization. In figure 3 the results are usually better with \( L_{cont} \), although the performance difference is rather small. One exception is the IMDB dataset where the results are better without \( L_{cont} \) as stated in section 7.4. Overall, VACA-HINE performs better than its competitors with at least three out of five encoders in all four cases. The effect of \( L_{cont} \) gets more highlighted for the classification task in figure 4. For instance, without \( L_{cont} \), VACA-HINE fails to beat the second-best F1-Micro scores for ACM and IMDB, irrespective of the chosen encoder architecture. In addition, it is worth noticing that even a simple matrices-based variational encoder yields reasonable performance for downstream classification, which hints on the stability of the architecture of VACA-HINE for downstream node classification even with a simple encoder.
Figure 3: Clustering performance (NMI) of VaCA-HINE for different types of encoders.

(a) With $L_{cont}$.

(b) Without $L_{cont}$.

Figure 4: Classification performance (F1-Micro) of VaCA-HINE for different types of encoders.

(a) With $L_{cont}$.

(b) Without $L_{cont}$.