An Empirical Study on the Change of Consumption Level of Chinese Residents
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ABSTRACT

With the rapid development of Chinese economy since the reform and opening up, people's living standards have been improved, and people's consumption level has been gradually improved. Consumption plays an important role in stimulating economic growth. At present, China needs to adjust its economic structure and optimize its industrial structure. Therefore, it is very important to analyze the factors that affect the consumption level of Chinese residents and study the main factors for promoting the healthy and sustainable development of Chinese economy. Therefore, based on the statistical data from 1995 to 2018, this paper collects the variable data that affects the consumption level of residents, such as the freight volume of infrastructure railway and highway, the per capita disposable income of national residents, ordinary college students, the consumer price index of residents, the average real wage index and the gross domestic product. And through the establishment of multiple linear regression model and the stepwise regression, the paper also finds out the main factors influencing the consumption level of residents. Using R language and analyzing the results of the research, we can draw the conclusion that the national per capita disposable income of residents, ordinary college students and consumer price index and GDP are the main factors that affect the consumption level of Chinese residents.
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II. ESTABLISHMENT OF MULTIPLE LINEAR REGRESSION MODEL

2.1 Establishment of Multiple Linear Regression Model

Set variable $Y$ and variable $x_1, x_2, ..., x_p$ has the following linear relationship: $Y = \alpha_0 + \alpha_1 x_1 + \alpha_2 x_2 + \cdots + \alpha_p x_p + \varepsilon$, where $\varepsilon \sim N(0, \sigma^2)$ and $\sigma^2$ are unknown parameters, $p \geq 2$, the model is called multiple linear regression model. In multiple linear regression, it is impossible to use graph to help judge whether the change is linear or not, so the significance test becomes very important. There are two kinds of significance tests: one is to test whether the regression coefficient is significant [4], in short, to test whether the regression coefficient corresponding to the variable is 0; the other is to test whether the regression equation is significant, roughly speaking, to test whether this group of sample data can use linear equation for regression prediction.

The difference between the two tests lies in the following two points: first, the original hypothesis is different from the alternative hypothesis. The regression
coefficient tests whether a certain coefficient is 0, that is, the original hypothesis is $h_0: \alpha_i = 0$, alternative hypothesis $h_1: \alpha_i \neq 0$, $i = 1, 2, ..., p$. The regression equation tests whether all coefficients are 0, and the original hypothesis is $h_0: \alpha_1 = \alpha_2 = \alpha_p = 0$, alternative hypothesis $h_1: \alpha_1, \alpha_2, ..., \alpha_p$ is not all 0. The second is the difference of test statistics. The statistics of regression coefficient test are $t$ statistics, while the statistics of regression equation test are $F$ statistics. And

$$F = \frac{SSR/p}{SSE/(n-p-1)} \sim F(p, n-p-1)$$

Where $SSR$ is the sum of regression squares, $SSE$ is the sum of residual squares, and the sum of the two is the sum of total deviation squares. The square of correlation coefficient is defined as $R^2 = SSR/SST$, which can be used to evaluate the closeness of correlation between $Y$ and independent variables.

### 2.2 Solution of Multiple Linear Regression Model

#### 2.2.1 Relationship between Residents' Consumption Level and Various Indicators

In the statistical yearbook, statistical bulletin and some statistical tables[5] of China Statistics Bureau over the years, we found the required relevant data and collected the variable index data from 1995 to 2018 since the reform and opening up.

In order to make better regression analysis and comparative study, according to the collected data of various variables, this paper establishes the following multiple linear regression model:

$$Y = \alpha_0 + \alpha_1x_1 + \alpha_2x_2 + \alpha_3x_3 + \alpha_4x_4 + \alpha_5x_5 + \alpha_6x_6 + \varepsilon$$

where $\alpha_i$ ($i = 1, 2, ..., 6$) is the variable index, $\varepsilon \sim N(0, \sigma^2)$ is random error. A multiple linear regression model is established with the consumption level of residents as the dependent variable and the railway freight volume of basic facilities, the per capita disposable income of the whole country, general college students, the consumer price index, the average real wage index and the GDP as the independent variables.

![Figure 1 fitting of multiple linear regression model](image)

The results of R language show that the regression equation of the model is as follows:

$$Y = 15060 - 0.0001586x_1 + 0.5757x_2 - 0.7611x_3 - 80.87x_4 - 47.71x_5 + 0.01127x_6$$

In terms of the relationship between the variables, $Y$ increases with the increase of $x_2, x_4$, which is consistent with the original conjecture of the actual situation. The level of residents’ consumption increases with the increase of national per capita disposable income and GDP, while $Y$ increases with the increase of $x_1, x_3, x_4, x_5$, which is consistent with the original conjecture. The consumption level of residents decreases with the increase of freight volume of infrastructure railway and highway, general college students, consumer price index and average real wage index. The coefficient before the freight volume of infrastructure railway and highway is small, so no matter what the change is, it affects the change of $Y$ very small.

From the inspection results, there are the following points:

1. **Goodness of fit test ($R^2$ test):** goodness of fit indicates the degree of fit between regression equation and sample data. $R^2$ is used to express goodness of fit, and its
maximum value is 1. The closer the value of \( R^2 \) is to 1, the higher the fitting degree of regression equation and sample data is \([6]\); otherwise, the closer the value of \( R^2 \) is to zero, the worse the fitting degree is. From the results of program running, we can see that \( R^2 = 0.9997 \), and the modified coefficient is \( R^2 = 0.9993 \). These two results indicate that the fitting degree of the model to the samples is very high.

(2) \( P \) value is the goodness of fit between the collected sample data and the original hypothesis. The larger the \( P \) value, the stronger the evidence to prove the original hypothesis. If we first determine a significance level \( \alpha \), when the \( P \) value is greater than \( \alpha \), then we should reject the original hypothesis \( H_0 \). That is to say, the variable corresponding to \( P \) value has no significant influence on the dependent variable. And the influence degree is: extremely significant, highly significant, general significant, not too significant, not significant. According to the results of significance test, when the significance level \( \alpha \) is 0.05, none of the variables can pass the significance test, The \( P \) value corresponding to \( x_2,x_5 \) is a little larger than 0.05, which shows that 95% of the respondents believe that GDP has a little less significant impact on the consumption level of residents, and there are serious deficiencies. Therefore, they are not enough to affect the consumption level of residents in this model, and the model needs further optimization and improvement, so it needs gradual regression.

2.2.2 The Optimal Regression Equation of Residents' Consumption Level

In the actual production and life process, there are many factors affected by the dependent variables, so we need to select some variables to establish the regression model, which involves variable selection. If some independent variables with high degree of correlation with dependent variables are omitted in a regression equation, the established regression equation will certainly have a large deviation from the actual situation, but not too many independent variables, because it is not convenient to use, especially those independent variables with degree of correlation with dependent variables almost 0, at this time, it may reduce due to the residual square and \( SSE \) degrees of freedom Because of its small size, the estimation of \( \sigma^2 \) increases, so that the accuracy of regression equation for regression prediction is reduced, so it is particularly important to find an optimal regression equation \([7]\).

In fact, there are many ways to find the optimal regression equation, such as: stepwise regression method, forward method, all subset regression method, backward method, etc. But the stepwise regression method is very important to eliminate the independent variables which are not highly correlated with the dependent variables, and the program is simple, so it is widely used. In this paper, the independent variables that affect the level of residents' consumption are the freight volume of infrastructure railway and highway, per capita disposable income of the whole country, college students, consumer price index, average real wage index, GDP, etc.

![Figure 2 stepwise regression to eliminate variables](image-url)
It can be seen from the running results after stepwise regression with step() function that when these six variables are used as regression equation, the AIC value is one hundred and thirty point six seven. The data table then shows that if the variable x is removed, the new AIC value is obtained one hundred and twenty-eight point seven nine. Next remove the variable x. The value of AIC is one hundred and twenty-eight point zero five. In this case, the value of AIC is the lowest. In the new round of calculation, it is found that no matter which variable is removed, the AIC value will rise, so R language will terminate the calculation and get the optimal regression equation.

The data in Figure 3 shows that the significant level of the regression coefficient is significantly increased. When the significance level $\alpha$ is 0.05, $x_2, x_3, x_4$ can pass the significance test, and the corresponding $P$ values are 0.00149, 0.00240, 0.00716, indicating that 95% of the respondents believe that the national per capita disposable income, general college students and consumer price index have a highly significant impact on the level of consumption, and the corresponding $P$ value of $x_6$ is 0.06969 respectively, that is to say, 95% of the respondents believe that the GDP has a less significant impact on the level of consumption. Generally speaking, 95% of them think that the regression model is suitable for linear regression equation. So the optimal regression equation is:

$$Y = 7243 + 0.6425x_2 - 0.8817x_3 - 57.17x_4 + 0.008966x_6$$

The regression equation can be used to predict the multivariate linear regression equation when the coefficient of each variable is significant after the significance experience. For $(X = x_0, Y = y_0)$, the prediction interval with a confidence of $1 - \alpha$ is $[y_0 - l_iy_0 + l]$, where $l$ is the absolute difference. For example, the consumption level of residents can be predicted when $x_2 = 32000, x_3 = 3000, x_4 = 102, x_6 = 980000$.

| fit    | lwr   | upr   |
|--------|-------|-------|
| 28113.91 | 27509.71 | 28718.11 |

III. MODEL TEST WITH REGRESSION DIAGNOSIS

Although the stepwise regression method has been used to select the independent variables that have significant influence on the dependent variable $Y$ to enter
the regression model, and the AIC criterion is used to select the optimal regression equation, but these are only to study the independent variables, without further analysis of some properties of the regression model, and without considering the problem of abnormal samples, the existence of abnormal samples will make the regression model unstable. The following are the main contents of regression diagnosis: (1) whether there are abnormal samples; (2) whether the linear model is appropriate; (3) whether the error term satisfies the independence, equal variance and normality; (4) whether there is a high correlation between independent variables, that is, whether there is a multiple collinearity problem; (5) whether the results of regression analysis rely heavily on some samples, That is, whether the regression model is stable.

When the least square method is used to calculate the regression model, the assumption of independence, equal variance and normality is made for the residual. However, whether the residuals of the regression model obtained from the N-group sample data of p + 1 variables satisfy these three properties should be discussed. Before we discuss the problem of residual test, we first discuss the residual. There are three types of residuals: ordinary residuals, standardized residuals and biochemical residuals. In this paper, the residuals of the regression model obtained from 6 independent variables and 12 groups of sample data of one dependent variable of the actual index are presented.

The scatter plot with the residual $\varepsilon_i$ as the ordinate, the fitted value $\hat{y}_i$, or the corresponding data observation serial number $i$, or the data observation time as the abscissa is collectively referred to as the residual plot, which can be used to diagnose the regression model. In order to test whether the multiple linear regression model is suitable, we can use the scatter diagram of regression value and residual to test. The method is to draw the scatter diagram of regression value and common residual, or draw the scatter diagram of regression value and standard residual. There may be three different situations: normal situation, heteroscedasticity situation and nonlinear situation.

For the normal case, the residual $\varepsilon_i$ has the same distribution regardless of the size of the regression value $Y$, and satisfies various assumptions of the model; for the heteroscedasticity case, it indicates that the size of the regression value is related to the volatility of the residual, that is, the assumption of equal variance is problematic; for the nonlinear case, the nonlinear model should be used. For the first case, if most of the points fall in the middle part, and only a few points fall outside, the corresponding samples of these points may have abnormal values.

### 3.1 Model Checking by Residual Graph

Next, I take the residual graph of regression value and residual as an example for specific analysis. The results of R language operation are as follows:

![Figure 4 residual diagram](image1)

![Figure 5 standardized residual diagram](image2)

It can be seen from the two figures that the residuals have the same distribution and satisfy various assumptions of the model. After careful analysis, when the assumption that the residual is normal distribution holds, the standardized residual should be approximately normal distribution. According to the nature of normal distribution, if the random variable $X \sim (0, \sigma^2)$, there is $P(\mu - 2\sigma < X < \mu + 2\sigma) = 0.954$. That is to say, for standardized residuals,
95% of the sample points should fall in the interval \([-2, 2]\). At the same time, the fitting value \(y_i\) and the residual \(e_i\) are independent of each other, so they are different from the standardized residual \(\hat{r}_i\), \(\hat{r}_2\), ..., \(\hat{r}_n\) are also independent. Therefore, with the fitted value \(y_i\) as the abscissa and the standardized residual \(r_i\) as the ordinate, the point \((y_i, r_i)\) on the plane should probably fall in the area of the horizontal band with a width of 4, and there is no trend. From this point of view, it is easier to diagnose whether the regression model has problems by standardizing the residual map. All the points in the graph are in the area of horizontal band with width of 4, and there is no trend, so the regression equation model is suitable and accurate.

### 3.2 Model Checking with Multicollinearity

When the independent variables are related to each other, the regression equation may be difficult to handle and understand. The effect of estimation may change the value, even the symbol, because of other independent variables in the model, so it is very important to know the relationship between independent variables when understanding the research. This tedious problem is usually called collinearity or multicollinearity [9]. If there is multicollinearity, the stability of the regression model is poor and the model is not accurate. Therefore, the next step is to test whether the regression model has multicollinearity.

If there are some constants \(b_0, b_1, b_2\), which can make the linear equation \(b_0 + b_1x_1 + b_2x_2 = b_0\) hold for all data samples in the data, then the two independent variables \(x_1\) and \(x_2\) have exact collinearity. In actual production and life, precise collinearity is accidental. Therefore, when the equations are almost all true for the measurement data, it means that there is approximate collinearity [10]. The square of the sample correlation coefficient is a measure of the degree of collinearity between \(x_1\) and \(x_2\). The exact collinearity is 1 for \(r_{12}^2\); the non collinearity is 0 for \(r_{12}^2\). When it is closer to 1, the approximate collinearity is stronger. Generally, if the word "approximate" is removed, when \(r_{12}^2\) is large, \(x_1\) and \(x_2\) are collinear.

For \(p\) independent variables, if there are constants \(b_0, b_1, b_2, ..., b_p\), so that \(b_0 + b_1x_1 + b_2x_2 + ... + b_px_p = b_0\) is approximately true, then these \(p\) variables have multicollinearity. The results show that the condition number \(k = 235.8189\), so it is not considered that there is a large multicollinearity. Next, the eigenvalues of the matrix and the corresponding eigenvectors can be calculated to verify.

![Figure 6 results of multicollinearity test](image)

From the results of Figure 6 after running R language, it can be seen that there is no serious multicollinearity. There is no variable autocorrelation in this model, so this regression model is more appropriate and accurate.

### IV. CONCLUSION

Through the above regression analysis, correlation test and regression diagnosis, this paper concludes that the main factors affecting the level of residents’ consumption are the national per capita disposable income, ordinary college students, consumer price index, followed by GDP. Moreover, the consumption level of residents increases with the increase of per capita disposable income and GDP, which is in a positive proportion to the two independent variables. Although the freight volume of infrastructure railway and highway and the average real wage index are excluded, this does not mean that these two independent variables have no impact on the level of residents' consumption, but in this regression model, the impact of these two variables on the level of residents' consumption is not considered temporarily. Therefore, the multiple linear regression model established in this paper has some limitations and needs further improvement. To sum up, we get a quaternion linear regression equation without multicollinearity and heteroscedasticity, which is consistent...
with the actual economic significance, so we can predict the future trend more accurately.

To sum up, one belt, one road is proposed. We must persist in reform and opening up, speed up the construction of the whole belt and further promote economic development. Through the analysis of the above results, it can be found that accelerating economic growth and increasing GDP are of great significance for improving the level of consumption of residents. With the increase of GDP, the consumption level of residents is also improved; with the decrease of GDP, the consumption level of residents is also reduced. (2) We should further increase the per capita disposable income of residents. It can be seen from the above data that if the per capita disposable income is properly increased, the corresponding consumption level of residents will also be increased; if the per capita disposable income is properly reduced, the corresponding consumption level of residents will also be reduced. Therefore, it is necessary to formulate a suitable real average annual wage to improve the real average annual wage index, and then improve the per capita disposable income of residents, so as to improve the consumption level of residents, to promote economic growth and improve the index of people's happy life.
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