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1.Introduction

Surface electromyography signal is the superposition of action potentials of multiple active motor units in time and space during muscle contraction. Skeletal muscle activity can be measured and predicted by sEMG signal. Different gesture actions have different action potentials. Different gesture actions can be distinguished by analyzing the differences between action potentials [1]. Hand gesture recognition based on sEMG has been widely used in the diagnosis of skeletal muscle system diseases, rehabilitation medicine, biological feedback, and human-computer interaction, especially in the field of sEMG prosthetic control [2–4]. There are many methods and researches on gesture recognition based on sEMG now, which mainly focus on signal feature extraction, feature selection, and classification [5].

Feature extraction is a key step in EMG control. EMG control requires accurate recognition, so every link is designed to minimize the error. The capability of a recognition system is directly related to feature selection [6]. For the EMG control system, how to extract effective feature information and make full use of the characteristics of the signal to characterize the EMG signal is the main problem to be solved. According to the theory of pattern recognition [7–9], the feature extraction methods of EMG signal are mainly as follows: time domain analysis method, frequency domain analysis method, time-frequency analysis method, time series analysis method, and nonlinear dynamics analysis method [10–13]. In motion control, in addition to the accuracy of recognition, the time used for recognition is also essential. The time domain analysis method deals with the EMG signal as a function of time and obtains the statistical characteristics of the signal. Time series refers to a group of data arranged in time order. Time series analysis is a data processing method that uses a parameter model to analyze and process the observed ordered random data. In recent years, the parametric model method has become an important solution for surface electromyography signal analysis because of its high-frequency resolution, among
which AR model method is a typical one. AR model is a linear, second-order moment stationary model, which is suitable for short data analysis and convenient operation, especially for real-time processing of EMG control. The extraction of time domain features and model coefficients is relatively simple and the calculation is relatively fast.

In order to retain more information of EMG signal, the number of channels of EMG signal acquisition instruments reaches 8 or more, which leads to the problem of the high dimension of the signal after feature extraction. In order to reduce the disaster of high dimension feature operation and preserve the global characteristics of the signal, it is necessary to use the dimension reduction algorithm for feature selection. During the past few years, feature selection methods have been under intensive research by using various types of methods, such as principal component analysis (PCA) [14], unsupervised clustering [15], and rough set theory [16]. After the feature information of the signal is obtained, the selection of the classifier is followed to determine the accuracy of signal recognition.

Gesture recognition is one of the algorithms of EMG pattern recognition. EMG pattern recognition is normally divided into three stages [17]. The third stage is classification, which establishes a model for gesture classification. Gesture classification is the switch of motion control. The first step of motion control is to recognize the motion intention in the form of gesture correctly. Gesture recognition is the key step to complete the follow-up work, including force prediction and motion control. On the other hand, one of the key problems in gesture pattern recognition is to identify the motion type of the sEMG signals. Machine learning and deep learning are widely used for data processing. There are many pattern classification methods used in sEMG, including K-nearest neighbor (KNN), artificial neural network (ANN), and support vector machine [18–23].

However, the research on the above features extraction and gesture recognition focuses on the surface muscle electrical signals with high sampling frequency. With the development of Bluetooth communication and low-power embedded technology, wearable sensors begin to play a role in gesture recognition. Gesture recognition based on the wearable sensor is generally robust and accurate and is becoming an important part of the motion control platform [24]. It is very popular to use convenient and comfortable wearable devices for gesture recognition and motion control. For example, MYO bracelet is a non-invasive surface electromyography acquisition method developed by Thalmic laboratory. It provides a more convenient interface for motion control based on human gesture recognition. However, wearable sensors (such as MYO bracelet) have the lower sampling frequency than the widely used 1 kHz EMG acquisition devices. Gesture recognition methods based on high-frequency sEMG signals have been quite mature, but these methods are not suitable for sEMG signals below 1 kHz. Reference [25] uses SVM to classify sEMG signals obtained at 200 Hz and 1 kHz sampling frequency, and the classification accuracy of 1 kHz is obviously higher than 200 Hz. In reference [26], the prosthetic hand of the forearm amputee is controlled by a surface electromyography signal with a frequency of 1 kHz. The motion control based on low sampling rate is still less accurate, and how to maintain high classification accuracy is a key point.

Motivated by the above discussion, an AMPSO optimized SVM algorithm is proposed, which is successfully applied to the recognition of sEMG signals. Motivated by the above discussion, an AMPSO optimized SVM algorithm is proposed, which is successfully applied to the recognition of sEMG signals with a low sampling rate. The main contributions of this paper can be summarized from the following three points:

1. A novel adaptive mutation method is proposed to improve the original PSO algorithm; moreover, a new calculation method of mutation probability is introduced in this paper.
2. A combined gesture recognition method based on a low sampling rate EMG signal is proposed, which has the advantages of simple calculation, fast acquisition speed, and high classification accuracy.
3. A feature selection strategy, which can effectively remove the redundancy between features and improve the accuracy of subsequent sEMG classification algorithms, is designed to solve the problem of high feature dimension.

The rest of this paper is arranged as follows. In Section 2, it discusses the feature extraction method of sEMG gesture recognition task. In Section 3, it introduces the AMPSO-SVM algorithm for sEMG pattern classification and demonstrates the process of adaptive PSO mutation in detail. In Section 4, the comparative experiments are developed to demonstrate the effectiveness of the proposed AMPSO-SVM method. Finally, it summarizes the research work in Section 5.

2. Feature Extraction and Selection

As shown in Figure 1, we design a combination method for sEMG gesture classification. This combination is suitable for EMG signals with low sampling rate and high dimension. This proposed algorithm is efficient with few parameters. Moreover, the parameters of SVM are selected automatically by AMPSO to avoid complicated calculations.

Specific time domain and time series features are extracted from the sEMG signals after the denoise through the proposed combination. After feature extraction, the high-dimensional samples are selected by GA and finally sent to AMPSO-SVM classifier for gesture classification.

2.1. Feature Extraction. Feature extraction is an essential step in EMG gesture pattern recognition. The purpose of feature extraction is to distinguish different gesture actions as far as possible, which is directly related to the discrimination ability of the gesture recognition system. Features or attributes of EMG signals representing various upper limb movements are extracted. The feature processing includes three steps: noise reduction, maximum contribution feature determination, and normalization.
2.1.1. Noise Reduction. The practical process of data acquisition will always evolve the noise due to the environmental impact. The existence of noise often conceals the information of the data. Therefore, it is necessary to preprocess the actual signals, and the most important step of preprocessing is noise reduction [27]. DB44 wavelet method is selected to decompose the data into five levels, and the five-layer wavelet coefficients are obtained as the data before feature extraction. Figure 2 shows the waveform of one channel EMG signal after denoising.

2.1.2. Maximum Contribution Feature Determination. The actions in this dataset are hand at rest, hand clenched in a fist, wrist flexion, wrist extension, radial deviations, ulnar deviations, and extended palm (the gesture was not performed by all subjects). The main local structures of the wrist are radial carpal tunnel, ulnar carpal tunnel, and carpal tunnel. The related muscles were flexor carpi ulnaris, flexor carpi radialis, extensor carpi longus radialis, extensor digitorum, and extensor carpi ulnaris. When the muscle contraction force slightly changes, the RMS, MAV, and other time domain characteristics of sEMG signal change greatly, and the AR coefficient can accurately estimate the power spectrum of the signal. The position of the electrode on the muscle surface almost does not affect the coefficient and can be less disturbed by the external environment. Based on the physiological information of muscle, the researchers select the characteristics with strong correlation with muscle contraction and relaxation state in clinical manifestations that include mean absolute value (MAV), integrated absolute value (IAV), waveform length (WL), root mean square (RMS), and autoregressive model (AR) [28–32]. The physiological explanations of the five characteristics which are closely related to muscle contraction are shown in Table 1.

The sliding window is 200 and the step size is 50 (in sampling points). The overlap rate is 75%. The definition formulas for the selected feature are as follows:

\[
\text{RMS} = \sqrt{\frac{1}{M} \sum_{k=1}^{M} x_k^2},
\]
\[
\text{MAV} = \frac{1}{M} \sum_{k=1}^{M} |x_k|,
\]
\[
\text{IAV} = \sum_{k=1}^{M} |x_k|,
\]
\[
\text{WL} = \frac{1}{M} \sum_{k=1}^{M-1} |x_{(k+1)} - x_k|,
\]
\[
x_k = -\sum_{i=1}^{P} a_i x_{k-i} + \omega_k,
\]

where \( x_k (k = 1, 2, \ldots, M) \) is the time series of the signals, \( P = 7 \) is the order of AR model (the best result is the 7th order AR coefficient), \( a_i \) is the parameter of AR model, and \( \omega_k \) is a white noise. In this paper, the Burg method is used to select the parameters of AR model \( a_1 - a_7 \).

In the process of the experiment, 88-dimensional feature sample data are extracted at once; five features are extracted from each channel of MYO bracelet. In other words, one dimension is extracted from each channel of MAV, IAV, WL, and RMS, and seven dimensions are extracted from each channel of AR model.

2.1.3. Data Normalization. Data normalization is a primary work of data processing. Different evaluation indexes often mean different dimensions and dimension units, which will affect the results of data analysis. To eliminate the dimensional influence between indexes, data normalization processing is needed to solve the comparability between data indexes. In this paper, the \([0, 1]\) interval normalization is set for the EMG dataset. The comparison of classification accuracy with and without normalization is shown in Table 2,
where $C = 31$ and $\sigma = 0.01$ are set as in the reference. Table 2 illustrates that the classification accuracy is significantly improved from 58.9815% without the normalization to 98.8148% with $[0, 1]$ interval normalization.

2.2. Feature Selection. If the dimension of the feature matrix is too large, it will put forward higher requirements for subsequent gesture recognition. Therefore, the computation of the feature matrix must be within the computational load of the computer. In this paper, we use a genetic algorithm as the feature selection method, and the recognition rate of $k$-nearest neighbor classification is used as the fitness function. A genetic algorithm needs to map the solution space to the coding space, and each binary code corresponds to a chromosome. The detailed steps of feature selection are shown as follows.

- **Initialization:** in this paper, the coding length is designed to be 88, each bit in the chromosome represents a channel feature, and the gene of the chromosome is only available for the numbers of "0" or "1." If the corresponding position is "1," then the channel feature is selected; otherwise, the channel feature is discarded.

- **Calculate fitness function:** the input feature matrix is divided into the training set and test set. For each feature combination, the training samples and test samples are reconstructed using the selected features. We use KNN to identify the test samples and obtain the recognition rate $R$. Let $f(X)$ be the fitness value, count be the number of predicted correct samples, and $P$ be the number of test samples. The fitness value formula can be defined as follows:

$$f(X) = \frac{\text{count}}{P}. \quad (2)$$

- **Selection operation:** the selection operation adopts the proportional selection operator. Set $n$ as the number of individuals and $M$ the sum of fitness. The fitness of all individuals in the population is summed as follows:

$$M = \sum_{k=1}^{n} f(X_k). \quad (3)$$

Meanwhile, the relative fitness value of each individual in the population can be calculated as follows:

$$m_k = \frac{f(X_k)}{M}, \quad k = 1, 2, \ldots, n, \quad (4)$$

where $m_k$ represents the probability that the individual is selected and successfully inherited to the next generation. Roulette function is used to generate a random number between $(0, 1)$ that is used to determine the number of times for each individual. Individuals with higher fitness values are more likely to be selected to pass on their genes to the next generation.

- **Cross operation:** the single point crossover operator is used in the crossover operation process, randomly selects the same position of two individuals among the selected individuals, and exchanges positions according to a certain probability.

| Table 1: Physiological explanation of characteristics. |
|-----------------------------------------------|
| **Features** | **Physiological explanation** |
| RMS  | RMS mainly reflects the type of motor units and the degree of synchronization during muscle activity |
| MAV  | MAV is well matched with the change of muscle tension and also reflects the change of muscle contraction |
| IAV  | IAV is the characteristic after all the amplitude of the signal is converted into the positive value; it is the most intuitive response of muscle contraction force; the larger the IAV is, the greater the muscle contraction force is |
| WL   | WL can reveal the change of amplitude, frequency, and duration of EMG waveform |
| AR   | EMG spectrum changes with the change of muscle contraction state, which will cause the change of AR model coefficient; by monitoring the AR model coefficient, the muscle contraction state can be estimated |

| Table 2: Normalized comparison. |
|--------------------------------|
| **Selected normalization** | **Classification accuracy of test set (%)** |
| [0, 1] interval normalization | 94.8148 |
| No normalization            | 58.9815 |

Figure 2: Surface electromyography signal after noise reduction. (a) Original signal. (b) Signal after denoising.
Learning is used to recognize the gesture. Once the gesture samples are determined, the method of machine learning is used to recognize the gesture. The binary coding is carried out in this scheme and the corresponding result of mutation operation can only change between “0” and “1.”

Let the maximum evolutionary algebra be 40, the maximum population size $M$ be 20, the chromosome length be 88, crossover probability $p_c = 0.3$, and mutation probability $p_m = 0.03$. The pseudocode of the genetic algorithm is shown in Algorithm 1.

The most representative combination of input variables can be selected after the proposed interactive evolution. Using the genetic algorithm to select 88-dimensional feature components, whose feature is retained, finally, only 44-dimensional feature components are retained. After the feature samples are determined, the method of machine learning is used to recognize the gesture.

3. Recognition Model

A 44-dimensional feature vector is obtained after the feature selection process, which is sent to the feature classifier for feature recognition and classification. The dataset used in this study uses MYO bracelet to measure. MYO bracelet has eight channels, and its dimension is relatively high. The sampling frequency of MYO bracelet is 200 Hz, and the number of data samples is small. Therefore, MYO EMG data contains characteristics of few samples and high dimensions. SVM is an effective classifier in solving small sample, nonlinear, and high-dimensional pattern recognition problems [33, 34]. Therefore, SVM and the obtained feature sample have a good combination. In this section, adaptive particle mutation with the design scheme of AMPSO-SVM model is used for sEMG gesture recognition. The flowchart of AMPSO-SVM gesture recognition algorithm is shown in Figure 3.

3.1. SVM. The existing methods for action pattern recognition of sEMG signals are basically based on the nonlinearity and nonstationarity of sEMG signals; however, these characteristics are not combined with the sample size, feature dimension, and the points that may fall into local minima to construct classifiers. SVM is capable of solving nonlinear, small sample, high dimension, and local minimum problems. In this paper, SVM theory is applied to the action pattern recognition of sEMG signal; moreover, a more effective action pattern recognition method of sEMG signal is discussed. SVM algorithm was originally designed for binary classification problems. When dealing with multiclass problems, it is necessary to construct appropriate multiclass classifiers. The method is proposed to design an SVM between any two samples; therefore, the samples of $k$ categories require $k(k-1)/2$ times SVM. When an unknown sample is classified, the category with the most votes is the class of the unknown sample. The original spatial sample data are mapped to the high dimension through a nonlinear transformation with the kernel function for the linear nonseparable problem of SVM. In this paper, the researchers select the following radial basis function (RBF) [35–37] as the SVM kernel function:

$$K(x_i, x) = \exp\left(-\frac{1}{\sigma}||x_i - x||^2\right),$$

(5)

Therefore, SVM can be transformed into the following optimization problems:

$$\min \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{l} y_i y_j \alpha_i \alpha_j - \sum_{i=1}^{l} \alpha_i, \quad 0 \leq \alpha_i \leq C,$$

(6)

where $\sigma$ is the kernel function parameter, which implicitly determines the distribution of data after mapping to the new feature space; $C$ is the penalty parameter, which is used to adjust the weight of the margin size and classification accuracy preference in the optimization direction. Penalty parameters $C$ and kernel function parameters $\sigma$ affect the classification accuracy and the stability of the SVM classifier. Since traditional parameter optimization methods, such as grid search method and gradient descent method, are easy to fall into local optimum in the process of optimization, and manual parameter adjustment causes a large error. Therefore, it is necessary to introduce a suitable parameter search method to find the sum of parameters in SVM. The problem has also been studied by previous researchers [38, 39]. The particle swarm optimization (PSO) algorithm is used in this paper to find the optimal parameters that are capable of improving the accuracy of the model classification and anti-interference ability.

3.2. AMPSO-SVM. In the past several years, biological evolutionary algorithms have been used to optimize the parameters of classifiers including the drosophila algorithm, genetic algorithm, gravity search algorithm, and particle swarm optimization algorithm [40–43]. Particularly, PSO as a global search evolutionary algorithm is proposed by Kennedy and Eberhart in 1995 [44]. Considering that SVM classifier is sensitive to penalty parameter and kernel radius parameter and it is difficult to find the appropriate parameters artificially, particle swarm optimization algorithm is introduced to optimize SVM classifier to find the appropriate parameters. In each iteration, particles update their positions and velocities according to the following equations:

$$v_{id}^{(k+1)} = \omega v_{id}^{(k)} + c_1\text{rand}(p_{best}^{(k)} - x_{id}^{(k)}) + c_2\text{rand}(g_{best}^{(k)} - x_{id}^{(k)}),$$

(7)

$$x_{id}^{(k+1)} = x_{id}^{(k)} + v_{id}^{(k+1)},$$

(8)

where $c_1$ and $c_2$ are acceleration coefficients, adjusting the maximum step size to the global best particle and the
individual best particle respectively; rand is the random number uniformly distributed in \([0, 1]\); \(\omega\) is the inertia weight, maintaining the balance of global and local search capabilities.

Aiming at the premature convergence problem of PSO algorithm, in order to obtain the better SVM parameter selection using PSO algorithm, this paper proposes an adaptive mutation operation after particle position update and defines a new adaptive mutation probability calculation method, so as to obtain an adaptive mutation PSO algorithm.

In the process of iteration, particles continuously fly in the optimal direction. If a particle finds a current optimal position, then other particles quickly approach it, and the speed of all particles drops to zero in a short time. If the optimal particle is a local optimum, then the particle swarm cannot search for the optimal point in the solution space, even though the premature convergence phenomenon occurs, and it is difficult to jump out of the local extremum. In order to deal with the premature convergence phenomenon in the process of PSO, a simple mutation operator is introduced on the basis of the ordinary PSO algorithm. The basic idea is to reinitialize the particles with a certain probability after each update and set the probability as \(R\). In reference [45], a mutation method has been proposed for binary PSO algorithm, \(R = \frac{1}{N}\) is the mutation probability, and \(N\) is the data dimension, but, in the process of algorithm iteration, \(R\) is a fixed value. Hence, this method cannot adapt to the characteristics of PSO algorithm properly, while PSO is a kind of heuristic algorithm, which needs strong global searchability in the early stage and local searchability in the later stage. Based on the above characteristics, the mutation probability of PSO in the early stage is larger than that in the later stage.

In this paper, we define a novel mutation probability formula as follows:

\[
R = 1 - \frac{i}{(N + i)}
\]  

where \(N\) is the dimension of the data and \(i\) is the algebra of the current algorithm iteration. When a new particle is generated, each particle produces a certain mutation probability. According to the analysis, the range of defined mutation probability \(R\) gradually decreases from 1 to 0; that is, almost all mutation occurs in the early stage, and few

![Algorithm 1: The algorithm for feature selection.](image)

**Algorithm 1:** The algorithm for feature selection.
mutations occur in the late stage, which can better adapt to the characteristics of PSO algorithm.

The adaptive mutation rules are defined in Algorithm 2:

The implementation steps of the proposed AMPSO-SVM algorithm are in Algorithm 3:

Taking the accuracy of the training set in the sense of CV as the fitness function value in the AMPSO, the overall algorithm process of optimizing SVM parameters by AMPSO is shown in Figure 4.

In this paper, adaptive PSO is used to determine the parameters $C$ and $\sigma$ that are more suitable for SVM, and the proposed AMPSO-SVM will be used to classify four EMG gestures in Section 4.

4. Experiment and Analysis

4.1. Data Sources. Data utilized in this study were acquired from UCI dataset [46], which adopts a noninvasive method; the dataset is measured by the MYO bracelet worn on the user’s forearm. The subjects measured the surface EMG signals of upper limbs by MYO bracelet, viewed the EMG signals by PC software, and then processed the original data by feature extraction, feature selection, and pattern classification.

Now, most of the published datasets use American Delsys electrode and German Otto bock electrode, such as Ninapro [47]. It can be worn above the elbow joint of different people’s arms. MYO bracelet has the advantages of stronger mobility, nonrestriction of space and site. The dataset used in this study was collected from 36 healthy volunteers, aged 18 to 41. The bracelet involving eight

| Algorithm 2: The algorithm for mutation operation rules. |
|--------------------------------------------------------|
| **Begin** |
| Initialization; |
| while rand < R do |
| $k = \text{ceil}(2 \times \text{rand})$; |
| end while |
| while $k == 1$ do |
| pop$(j, k) = (20 - 1) \times \text{rand} + 1$; |
| end while |
| while $k == 2$ do |
| pop$(j, k) = (\sigma_{\text{max}} - \sigma_{\text{min}}) \times \text{rand} + \sigma_{\text{min}}$; |
| end while |

| Algorithm 3: The algorithm for searching parameters. |
|-----------------------------------------------------|
| **Begin** |
| **Determining fitness function** |
| **Initialization population and speed** |
| **Calculate fitness function** |
| **Fitness calibration** |
| **Whether the termination conditions are satisfied** |
| **Y** |
| **N** |
| **Speed and individual update** |
| **Determine and output the optimal solution** |
| **End** |

**Figure 4**: Flowchart of SVM parameters optimized by particle swarm optimization.
sensors is set equidistant around the forearm; moreover, it can simultaneously obtain muscle image signals. Each gesture is executed for 3 seconds, and the pause time between two gestures is 3 seconds.

MYO has eight channels with high dimensions. The sampling frequency of MYO is 200 Hz, and the number of data samples is small. Therefore, MYO has the characteristics of small samples and high dimension. In view of the characteristics of the dataset collected by MYO, it is necessary to study this kind of data.

The experiment evaluates the EMG of these four gestures from two perspectives. The first method is to take all four gesture categories into account to calculate the effectiveness of category prediction. The other method is to consider each category separately and calculate the effectiveness of each category separately. The proposed AMPSO-SVM algorithm is validated and compared with four popular methods including adaptive PSO, ordinary PSO, grid search for SVM parameters (GS-SVM), and BP algorithm.

4.2. Multiclassification. In this section, we randomly select one person from the dataset (http://archive.ics.uci.edu/ml/datasets/EMG+data+for+gestures) to do a classifier verification experiment. Four kinds of gestures were selected from the dataset, such as twist flexion, twist extension, radial deviation, and ulnar deviation. The error classification charts of BP [48], GS-SVM [49], PSO-SVM [50], and AMPSO-SVM are drawn respectively to intuitively understand the four algorithms’ classification performance. By observing the sEMG data of 8 channels from the selected person, it seems that the data range of the selected person’s ulnar deviation is quite different from the other three actions.

4.2.1. Test Set Classification Result. The classification accuracy of the four recognition methods for the selected person is shown in Figure 5. The results of BP algorithm, GS-SVM algorithm, PSO-SVM algorithm, and AMPSO-SVM algorithm are shown in Figures 5(a)–5(d), respectively.

Figure 5(a) illustrates that BP algorithm is capable of classifying the ulnar deviation and radial deviation; however, the twist flex and twist extension are not identified successfully. As can be seen from Figure 5(a), the recognition rate of BP algorithm is 0.9019. Moreover, the BP algorithm is too complex for inexperienced users due to a large number of layers and parameters.

Then the twist extension can be classified using GS-SVM as shown in Figure 5(b). However, the twist flex has still not been identified in this case. Although the accuracy is improved in this case, the process is expensive for computation. The recognition rate is 0.9093.

In Figure 5(c), it can be seen that the PSO-SVM algorithm is slightly higher than GS-SVM, and the recognition rate is 0.9463. PSO and GA are commonly used as heuristic algorithms. Compared with GA algorithm, PSO has no operation of selection, crossover, and mutation, so its convergence speed is relatively fast. In this paper, PSO algorithm is used to optimize the parameters of SVM. The idea of mutation in GA is also introduced into PSO, which can integrate the advantages of both.

Figure 5(d) illustrates that the classification performance of the proposed AMPSO-SVM has greatly improved compared with the other three recognition methods. The recognition rate of AMPSO-SVM is 0.975. As can be seen from Figure 5, all features have been accurately identified and classified using the proposed AMPSO-SVM algorithm. Moreover, the test set sample labels are predicted as well.

The performance comparison of the four algorithms can be indicated by the recognition rate. The recognition rate of AMPSO-SVM is 0.975, which is the highest from the 0.9019 of BP algorithm, 0.9093 of GS-SVM algorithm, and 0.9463 of PSO-SVM algorithm.

The parameters of the proposed AMPSO-SVM algorithm are set as follows: the maximum number of iterations is 100, the population size is 25 generations, the learning factors \( c_1 = 1.6, c_2 = 1.9 \), and the mutation probability is \( R = 1 - i/N + i \). The curve of the best fitness value with the iteration times in AMPSO-SVM algorithm is shown in Figure 6.

Figure 6 indicates that the adaptive mutation PSO is optimized iteratively and converges in the 13th generation, the SVM parameters can be found as \( C = 4.4792, \sigma = 0.17226 \); moreover, the classification accuracy of four postures reaches 97.5%. Through the comparison of the above results, it can be clearly seen that the parameters found by the adaptive mutation PSO can obtain higher classification accuracy.

4.2.2. Evaluation Indexes. In this section, we will evaluate the effectiveness of the four algorithms in multiclassification tasks based on three evaluation indicators, including accuracy, Kappa coefficient, and MacroF1. Classification accuracy is the most commonly used standard indicator to evaluate the quality of the model. The calculation formula is as follows:

\[
\text{accuracy} = \frac{m}{n},
\]

where \( m \) is the correct number of samples in the test set and \( n \) is the total number of samples in the test set.

Kappa coefficient is used to evaluate the reduction of the classification error rate compared with complete random classification. The calculation formula is defined as follows:

\[
\text{Kappa} = \frac{\text{accuracy} - p_e}{1 - p_e},
\]

where \( c \) is the data category, \( t_1, t_2, \ldots, t_n \) are the real sample numbers of each class, \( h_1, h_2, \ldots, h_n \) are the predicted sample number of each class, and the calculation formula of \( p_e \) can be defined as follows:

\[
p_e = \frac{t_1 \times h_1 + t_2 \times h_2 + \cdots + t_n \times h_n}{n \times n}.
\]
moderate, 0.61 to 0.80 for substantial, and 0.81 to 1 for almost perfect.

Macro $F_1$ is the arithmetic mean of each sEMG performance (precision, recall and $F_1$); $G_1$, $G_2$, $G_3$, and $G_4$ are used to represent wrist flexion, twist extension, radial deviation, and lateral deviation, respectively, and the formula is defined as follows:

$$F_1 = \frac{2(\text{precision} \times \text{recall})}{\text{precision} + \text{recall}}, \quad (13)$$

where $F_1$ measures the combination of recall and precision of categories $G_1$, $G_2$, $G_3$, and $G_4$, respectively.

Recall is used to measure recall rate of categories $G_1$, $G_2$, $G_3$, and $G_4$, respectively.

$$\text{Macro } F_1 = \frac{F_1 + \cdots + F_4}{4}, \quad (14)$$

twhere $F_1 + \cdots + F_4$ is the $F_1$ from category 1 to category 4.

According to the above three evaluation indicators, it can be seen from Figure 7 that the multiclassification performance of PSO-SVM algorithm is slightly better than GS-SVM algorithm and BP algorithm, while AMPSO-SVM algorithm is obviously the best of all algorithms.

4.3. Classification Performance of Each Action

4.3.1. Different People. In this section, we randomly select five people from the dataset to repeat the experiments five times. Only GS-SVM, PSO-SVM, and AMPSO-SVM are considered in this section to test the classification performance since they are capable of classifying at least three kinds of sEMG. Figure 8 shows the recognition rate of the four actions of these five people. We can see that the recognition rates of the three classifiers for different people are quite different. The results indicate that even though the collected data are significantly affected by different people, the recognition rate of all selected postures using AMPSO-SVM algorithm is still the highest. Moreover, the recognition rates of twist extension and radial deviation using AMPSO-
SVM algorithm are slightly higher than those using PSO-SVM algorithm. Furthermore, the accuracy of the AMPSO-SVM algorithm and PSO-SVM algorithm is closed on recognizing the ulnar deviation.

4.3.2. Average Recognition Rate. The recognition rates of different postures are different due to the different posture performances of subjects. Thus, we calculate the average recognition rate of the five randomly selected people to see the difference among the three classifiers. Figure 9 shows the average recognition rate of the four actions.

The average recognition rate of wrist flexion using AMPSO-SVM algorithm shown in Figure 9(a) is the highest of the three algorithms. The result of AMPSO-SVM is 0.08 higher than that of PSO-SVM. The result in Figure 9(b) is
similar to the result of wrist extension. The average recognition rate of radial deviation using AMPSO-SVM algorithm is much higher than the value using PSO-SVM algorithm. Moreover, the difference of results between AMPSO-SVM and the other two algorithms used for radial deviation recognition is relatively large as shown in Figure 9(c). Figure 9(d) shows the average recognition rate of ulnar deviation. The result using AMPSO-SVM algorithm is similar to the value using PSO-SVM algorithm, which is higher than the result using GS-SVM. Figure 9 illustrates that the AMPSO-SVM algorithm has the advantage of recognizing the wrist flexion, wrist extension, and radial deviation. However, the capability of PSO-SVM algorithm is similar to the AMPSO-SVM algorithm for recognizing the ulnar deviation.

5. Conclusion

In this paper, a new AMPSO-SVM algorithm is proposed and successfully applied to low sampling rate sEMG gesture recognition. In order to improve the adaptability of gesture recognition technique, a new mutation probability calculation method is defined in particle mutation, which can effectively solve the premature problem of PSO. In the aspect of feature extraction, five features with a high correlation to muscle contraction have been selected. This combination of calculations is simple and fast and can effectively obtain the sEMG signal information. The genetic algorithm is used to solve the problem of high dimension and redundancy of multichannel sEMG signals, which effectively reduces the complexity of subsequent classification. The comparisons of results show that the algorithm is capable of recognizing the sEMG signals with sampling rate accurately. It provides an effective method for gesture recognition of low sampling rate sEMG signal.
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