Reflections on the human role in AI policy formulations: how do national AI strategies view people?
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Abstract
Purpose There is no artificial intelligence (AI) without people. People design and develop AI; they modify and use it and they have to reorganize the ways they have carried out tasks in their work and everyday life. National strategies are documents made to describe how different nations foster AI and as human dimensions are such an important aspect of AI, this study sought to investigate major national strategy documents to determine how they view the human role in emerging AI societies.

Approach Our method for analyzing the strategies was conceptual analysis since the development of technology is embedded with conceptual ideas of humanity, explicit or implicit, and in addition to deepening analysis of explicit argumentation the method enables the deconstruction and reconstruction of meanings and conceptual relations within the strategies, exposing presumptions and tacit commitments of the writers.

Findings The analysis of the documents illustrates that the general tendency in national strategies is globally dominantly technology-driven as the state of affairs appears to be creating new technologies. However, various human research points such as usability, user experience, sociotechnical and life-based themes are less well represented. Because national strategies are used to develop innovation processes, we argue that future development of national strategies could be improved by taking human research issues more energetically in the agenda.

Originality Our study elaborates the current trends in AI-policy discourses and discusses reasons and possibilities for more holistic policymaking, making it a valuable resource for policymakers, researchers, and the larger public.

Keywords Human-technology interaction (HTI) · Human–computer interaction (HCI) · AI policy · AI strategies · Human factors · Artificial intelligence · Social transformation · Ethical AI

1 Introduction

Artificial intelligence (hereafter AI) is increasingly becoming a part of our lives, although it is often an invisible presence. When typing a text, numerous AI programs make the task easier by picking up typos or underlining grammatical errors. Kitchens have invisible apps and other pieces of code which make using stoves, vacuum cleaners, and refrigerators more fluent and more economical to use. Of course, mobile phones and computers with their massive sets of apps are full of AI. Thus, AI is here, and it is increasingly integrated in our everyday life [8, 40, 53, 58, 107].

However, it is not easy to find a clear definition of AI. Definitions vary in that they may concentrate to list functionalities (e.g., adaptability and autonomy) or technological solutions (e.g., machine learning and machine vision) that characterize
Al, or they may consider AI as a sociotechnical whole, comprised of the combination of a certain kind of technical artefact and human actions [95, 96]. Here, we rely on Marvin Minsky’s (1967) classical idea of defining AI on the ground of performance capacity [9, 72, 87]. This classic idea was that AI takes care of things which require intelligence from people. One can see that behind this definition is Turing’s (1950) well-known idea that machines can think like people [92, 111], which means that AI applications can perform the same tasks as people, but sameness is defined on the ground of performance capacity rather than on the ground of similarity of processing.

One core measure for the level of AI performance today is its capacity to replace people or to modify the way people have previously worked [87]. For example, autopilots can fly large sections of the routes in which airplanes have normally been operated by human pilots. The routes are operated by autopilots as their performance in normal circumstances was better than humans. Machines do not get exhausted, frustrated, or lose their attention when performing work tasks, even the most mundane ones. Thus, AI can often surpass humans in well-definable tasks, and it is no wonder that massive use of AI shall redefine social work processes [45, 58, 107].

The importance of the growth of AI can be seen in the fact that practically all the major industrial countries have made explicit AI strategies [80]. There is growing scientific literature that has summarized and evaluated some of the strategies, although focusing mainly on their economic and political implications [3, 25, 42]. To analyze possible broader social implications of the strategies, it is important and interesting to pay attention to the underlying intuitive assumptions and tacit commitments. Especially when we think the role governmental working groups give to people in terms of what the strategy papers say about people and their changing life. This is the perspective of our analysis considering the AI strategies of the European Union, Finland, India, France, South-Korea, Germany, Lithuania, Estonia, United Kingdom, Japan, China, and the United States of America.

Indeed, all of technology from a macro perspective concerns how people live, or quality of life [58, 79, 88]. Therefore, it is important to pay attention to the holism of techno-social changes. New technological paradigms have always changed how people live as they modify the ways they obtain their living, form their social relations, and interact with their environment. For example, the steam engine and propeller made it possible to have accurate timetables and consequently, it was possible to reorganize work processes [6, 7, 21].

The paradigms may contribute to the formation of new techno-cultures, which change the entirety of society from habits to laws and ways of living [58, 79]. Agriculture and related technologies gradually replaced nomadic life. People no longer moved from one place to another because surplus made it possible to change social structures and to transit into slave society, social governance changed, and life was renewed. Similarly, the emergence of industrialism transferred people from countryside to cities and changed traditional landowner societies into free democracies [6, 7, 21]. Today, it is essential to think about what an AI-run society will be like.

Much of the AI discussion is performed by people with technical competences [58, 95, 127] as developing AI is understandably an engineering problem [85]. However, one should not think that AI does not essentially change the way people live, and for this reason it is essential to activate social scientists and other human researchers to consider what future life will be like [22]. The contents of national AI strategies have their role in activating this discussion as they include descriptions of required skills for obtaining a wanted AI development [58, 60, 79, 88].

Strategies are documents for what one should do during the next several years. They are primarily used to plan the allocation of resources [11]. Strategies define the goals of national and organizational action and the major actions one must take to reach these goals. Thus, an analysis of national strategies is a way to learn how governmental organizations think and determine what is viewed as important to do and what are the issues of lesser value [58, 60].

It is good to ask what kind of impact the analyzed strategies may have to national policymaking and AI development, and so assess the relevance of studying them. The main direct impacts of the strategies are that they steer national and intergovernmental funding, public procurements, formation of national and intergovernmental innovation ecosystems and national and intergovernmental legal environments [25, 42, 62, 64]. The analyzed strategies channel funding’s mainly towards educational facilities and research and development activities [25, 42]. To be eligible for funding’s, research groups, innovation ecosystems and educational institutions must comply to funding descriptions, which follow strategic decisions of the public institutions. Through procurements, public institutions have a possibility to create demand for

---

1 A concrete example is creating new governmental positions for coordinating AI policymaking and public–private-academy collaborations related to AI development.
what factors are emphasized in the purchased technologies.\textsuperscript{2} Parallelly initiating, and/or subsidizing innovation ecosystems are actions that reflect social imaginaries and conceptual understandings of the public institutions [58, 59, 111]. Even though the analyzed strategies are not legally binding, they have already generated policy actions over policy cycles (e.g., [32, 42, 80]; also, see the section considering the national strategy of the United States of America).

It can be argued that strategies in general are high-level plans, and such plans tend to serve only as preliminary guiding thoughts that evolve and change as they are put into action [60, 122, 128]. Therefore, it is very likely that many of the strategies we have analyzed here will not have the concrete influence their writers have hoped for. However, in addition to guiding concrete actions, strategies have the potential of provoking discourses about desirable futures and pathways towards achieving them. This, then again, has impacts on how people perceive technology development and related policy environments [60, 79]. Consequently, from a policy perspective, the strategies we have analyzed fulfill at least a double goal: guide direct policy actions and provide basis for important discourses. For these reasons, analyzing them is of utmost importance.

An important aspect of strategies is their time-span; for example, they examine actions and the world in some 5-year timespan. Thus, commitment to a strategy defines how people will proceed during the next few years in developing AI. The designated timespan is a strength of strategic thinking, but it may also entail risks: if the strategy is mistaken, the consequences may cause harm to resource allocation in AI development processes for a long period. Therefore, it is necessary to consider possible blind spots and gaps in strategies so that they can be discussed promptly. In this paper, the critical questions will be how human dimensions of AI development are understood and what role those dimensions and human research\textsuperscript{3} have been given in the analyzed AI strategies.

Earlier studies have examined the importance of understanding human dimensions related to energy policies to provide more rigorous basis for achieving national implementation goals of green technology [121], and to biotechnology policies to understand why the development of public biobanks faced so much resistance in European countries during the turn of the millennium [58]. In a larger perspective, human dimensions of technology are considered central when developing policies to achieve ethically aligned technology development [22, 58, 79, 88, 98].

This article consists of four chapters: introduction, strategy analysis, discussion on missing questions, and conclusions. The introduction chapter has a subsequent section explaining the methodology of our study, including a definition for what we mean by human dimensions in the context of AI. In addition, the strategy analysis chapter is further divided into two sections considering short descriptions about the role of people in the strategies and an empirical analysis section, in which we provide data of considered human dimensions in a table form.

1.1 Methodology

The aim of our study is to provide information about how human dimensions of AI development are presented in selected AI strategies and reflect how the findings compare to research literature. The produced analysis provides novel understanding about the current state and gaps of AI policy discussions. Therefore, this paper serves as a start for conversation, not as a paper that proposes definite solutions. However, discussions presented here give directions on how coming revisions of AI strategies and their implementations can better incorporate a holistic perspective on AI development.

As the strategies are documents where writers present their ideas in textual form, we used text analysis in the form of conceptual analysis as the method for our study. We chose conceptual analysis as our method because in addition to deepening analysis of explicit argumentation, it also enables the deconstruction and reconstruction of meanings and conceptual relations within the strategies, exposing presumptions and tacit commitments of the writers [57, 86, 99].

Concepts organize the world for us. Therefore, the interest in the meaning and functions of concepts in scientific thinking does not come as a surprise. There are numerous studies devoted to analyzing some key concepts in different areas of science [17, 52, 82, 86, 112]. Conceptual analysis has been used in the context of AI development e.g., to analyze dimensions of governance [13, 37] and ethics [95]. It has also been used to uncover how information systems developers understand humanity [57] and the understanding of users within research areas such as user psychology [91] and human–computer interaction (HCI) [10]. Interestingly, conceptual analysis has also been seen as a method in design research under the term conceptual engineering [16, 26].

\textsuperscript{2} However, this possibility is not well enough recognized in public administrations [117].

\textsuperscript{3} By human research we refer to including social sciences and humanities into the idea of multidisciplinary research and development of AI.
Conceptual analysis can mean many different things. Here we are interested in the information contents of concepts. This means that we consider how a concept contributes to the contents of a proposition or a representation [86]. For example, the concept of expert is different from the concept of medical expert as the latter defines that the person has skills in medicine. This means that in the latter case the concept has the attribute of medicine.

All objects, people and events have theory properties, and the respective concepts have attributes representing those properties. For example, medical doctors are medical experts, because they have medical skills. The analysis of concepts refers to explicating the attributes of concepts. In this way, it is possible to investigate and to analyze the contents of concepts [86].

We are interested in one important issue in the notion of technology. It is common that technology is seen as technical artefacts. Typical examples are electromechanical machines and devices or programs. However, especially in sociotechnical discourses technology refers to the way technical artefacts are used by people in their actions [26, 41, 51, 58].

In this view, technology design can be divided into artefact- and human-technology based. In our analysis we consider what kind of role strategies give to human dimensions of AI development. By human dimensions in technology development, we refer to the roles humans are given in technological development and how the roles are put into action. In the context of technology design and development the two dimensions—description (roles given to humans) and operationalization (how the roles are put into action)—of concepts are equally important, as it has been recognized that abstract definitions (conceptual descriptions) such as ethical principles are not sufficient enough to provide technology or policy developers with the capability of putting the ideas reflected in the abstract definitions into action [39, 57, 73, 75, 95, 104]. In relation to conceptual analysis, description of human roles reflects the information content of the representation of human dimensions and operationalization reflects information content of propositions that are derived from the representation.

The fact that abstract concepts have not been enough for developers of technology and policymakers to put ideas into action is the reason we provide our analysis in two ways: short descriptions of the strategies and a table presenting human dimensions the strategies consider. The table form presents what is mentioned in the strategies (representational level) and the short descriptions provide in-depth analysis of the tacit commitments of the writers, exposing possible contradictions between what is said and how it is perceived to be put into action (propositional level). As an example, the writers of India's AI strategy say that their high-level goal for AI development is AI for all. However, they neglect usability and user experience dimensions of AI development in their strategy, leading to tacitly portraying a top-down view of technology development where people are objects of technology development, not meaningful subjects within the development process. Therefore,—while meritorious in many ways—the strategy falls short in providing actions for achieving AI for all from a universal design point of view, which may impede reaching the explicitly stated goals of AI for all. As the example shows, our approach provides the reader with an understanding about the ambiguities and complexities that are involved in technology development and the need for considering it from a holistic point of view.

As we reflect the human dimensions provided in the strategy papers to views provided in research literature, we need to define how human dimensions are presented in the used literature. The dimensions can be defined through three large perspectives of human technology interaction (HTI): usability, user experience and sociotechnical aspects. The different views are equally relevant [10, 22] but look at people from different perspectives and therefore hold different problem domains that should be considered in AI development [10, 24, 78]. Usability looks at people as users of technology, which means that the development of technology should take the cognitive functioning of people into consideration for people to be capable to use the developed technology. Compared to usability, user experience largens the scope of considered human dimensions as to involve emotional and motivational aspects of technology use [10, 77, 91]. Sociotechnical aspects of human dimensions can be divided into looking at technology as part of organizational activity—so that technology is perceived as part of social functioning instead of being a separate entity [10, 98]—and to looking at technology as part of the larger non-institutional social, cultural, and ethical contexts of human lives [10, 58, 81, 91]. The latter description of sociotechnical aspects of human dimensions can also be referred to as life-based approach [88]. The sociotechnical aspects change the role of humans in technology development from users to being reasons for why technology is developed [10, 81, 88, 95].

---

\[^{4}\text{Non-institutional means in this context that technology is considered as part of human lives in general and not only as part of work contexts. Therefore, it does not mean that institutions have no effect in this dimension, but that they are not the starting point of examination [10, 58, 91].}\]
Through these human dimensions it possible to reflect and discuss AI development as part of desirable societal development [58, 81, 95], understand phenomena such as digital divide and the importance of e-inclusion in the context of AI [58, 81, 123], and perceive novel human-technology interaction (HTI) issues that AI technologies may cause such as appropriate trust [45, 68, 84] or complexities involved in auditing AI systems [63, 127]. Thus, the dimensions provide a multilevel framework for understanding AI design and development in a holistic manner. It is the framework to which we compare how human dimensions are understood within the analyzed strategies.

The nascent field of AI auditing is a practical example of the importance for a holistic view towards AI development. Approaches in the field emphasize a need for interdisciplinary and actionable means for assessing and mitigating unwanted impacts of AI technologies, such as biased results and loss of privacy. Current approaches consider algorithms [63] or the development processes [127] of AI technology as the main objects for auditing. The point of emphasis does not indicate a dichotomy between the two approaches but points out differences in how recognized ethical and governance principles are considered to be transformed as actionable [95, 108].

Related to AI auditing, it is widely noticed that one core factor for principles to be actionable (and measurable) is that AI technology should be explainable [23, 27, 37, 46, 62, 63]. Explainability of AI is then again understood as an interrelation between technical solutions [23, 46, 63], action analysis [45, 54, 62, 90] and analysis of level of use [37, 63]. Together, they enable the development of different performance measurement and auditing levels so that auditing processes can respect the changing risk and task environments of AI technologies.

All the analyzed strategies consider explainable AI as an important issue to be discussed. However, many of them reduce it as to mean technical transparency and refer to it as the black box issue. An in-depth comparison between how human dimensions of AI development and explainable AI are perceived in the strategies is a wide question and as such is its own research approach and a good topic for a subsequent article.

### 1.1.1 Sample selection

As the focus of this article is to provide a view of the current state of AI policy discussions from a novel point of view, our selection of AI strategies for analysis was guided by a large enough geographical and cultural coverage. However, without the pursuit to cover all possible strategies, as that would reduce the possibility to provide in-depth descriptions of the strategies as it requires lots of text space. In addition, we wanted to cover countries with large AI research and development capabilities such as China and the United States of America to which the intergovernmental strategy of the European Union (EU) can also be considered. We also wanted to see how the EU strategy affects the strategies of its member states, which is why we wanted to cover national strategies of countries from different geographical locations within the EU and different degrees of maturity in relation to AI development and implementation.

We ended our selection process in May 2020. At that time there was no national AI strategies from African, Oceanian, or Southern-American countries and many Asian, European, and North-American countries were missing national strategies. Therefore, our selection process was also guided by the availability of strategies. We acknowledge that the sample countries could be geographically and culturally larger, but as our aim is not specifically to analyze cultural differences

---

5 Bias in this context refers to the phenomena of individual, institutional or social prejudice being transferred to the decision-making processes of AI technology. Such bias may be a result of biased training data of machine learning algorithms, uncritically using decision patterns of people (which inherently involve prejudice) to form decision patterns for algorithms, and/or for under-representation of some group(s) of people in the design and development process of the technology [27, 64, 102].

6 Explainability within AI development is also considered a prerequisite for assessing inherent tradeoffs related to developing ethical AI [45, 54, 62–64, 66] and in enabling human oversight to assure ethical operation of AI as there will always occur situations that have not been predicted in the design phase [15, 45, 64, 68].

7 Action analysis includes analyzing the level of autonomy of the assessed technical artefact.

8 Level of use refers to understanding that different users of AI technology (e.g., operators and engineers responsible for redesign) require a different level of explicability from the technical artefact. As the operator requires understanding of how inputs and outputs relate to one another on the problem domain level, the engineer requires understanding of the technical solutions and reasoning underlying the operating level.

9 Black box is the mainstream way of referring to transparency issues related to AI technology [23]. However, it is not a coherent scientific concept, which is why its interpretation is affected by how AI development is understood in general.

10 We pursued to cover all continents and within the continents we selected geographically disperse countries.

11 Capabilities understood as financial funding and as research studies produced within fields related to AI.
within the strategies, but to open a new angle to the discussions of AI strategies and AI policy in general, we perceive that our sample countries are versatile enough to avoid a biased standpoint towards global AI policy discussions.

To avoid interpretations that there are intended value judgements in the ordering of the analyzed national strategies, we cover them in a randomized order. The only exception is the strategy of the EU, which is placed as the first analyzed strategy as it provides a framework for the reader to interpret how the views of the EU level strategy is reflected in the strategies of analyzed EU member states. Our sample strategies are from the European Union, Finland, India, France, South-Korea, Germany, Lithuania, Estonia, United Kingdom, Japan, China, and the United States of America.

2 Strategy analysis

The development of technology is embedded with conceptual ideas of humanity, explicit or implicit [57, 58, 60, 79, 118, 119]. This is elaborated in the definition of technology as a combination of technical artefacts and human activity to fulfill defined objectives [41, 88, 100]. It is axiomatic that one needs the right tool to achieve a wanted outcome, but less obvious that the perceived concept of human in the development or choosing of the tool might lead to unwanted or biased results [57].

The working title for this paper was The Forgotten Human. After analyzing the strategies further, it became clear that it did not give credit to the intentions of most of the working groups responsible for assembling the strategies, even though it might be illustrative in the case of a few papers. The strategies are by nature focused on clarifying ecosystems required for developing and implementing AI technologies. However, it varies in terms of how relevant the authors of the strategies have regarded defining the relation between humans and AI, or the roles of human at all.

2.1 Short descriptions

The reason for providing short descriptions of each strategy in addition to the table form presentation of empirical data is that the text form descriptions have an in-depth explanatory power. This is necessary for understanding the complexity of the relation of people and technology, and the ambiguity of interpretations provided in the strategies. Whilst x’s in a table hold strong demonstrative power, if left alone, they over-simplify a complex issue by describing very little about the issue itself [58, 93].

2.1.1 The European Union

Implementation of the responsible research and innovation (RRI)—initiative to the Horizon-2020 program has made public engagement one strategical emphasis for the European Commission’s (EC) view on AI [33, 120]. Other central concepts for the EU’s AI strategy include responsible AI, trustworthy AI, and human-centered AI [28–31]. All these concepts depict aspects related to the human role in AI development and their influence can be seen in the AI strategies of EU nations. Thus, understanding the EC’s view on AI is important for understanding the larger context in which EU member states develop their strategies.

The concept of human-centricity is not univocal in the reports describing EU’s strategy towards AI development. In the documents Artificial Intelligence for Europe [28], Coordinated Plan on AI [29] and Building Trust in Human Centric Artificial Intelligence [30], the flourishment of human agency, assurance of human oversight, and ensuring a just work-life transition lay the ground for human-centricity in the context of AI. According to these reports, supporting the flourishment of human agency requires that AI systems empower human beings, allowing them to make informed decisions, pursue their aspirations and help foster their fundamental rights. Human oversight is then again considered to ensure the ethical operation of AI systems. Proper oversight can be achieved through human-in-the-loop, human-on-the-loop, and human-in-command approaches [29].

The emancipatory role of technology is given lesser value—even forgotten—in later EU strategy work. Additionally, the notion of human-centricity is reduced to a synonym for obeying human and basic rights in AI development and deployment [31]. This is contradictory when reflecting on the earlier EU strategy work since obedience to human and

---

12 The EU has recommended its member states to form national strategies for AI with the idea of ensuring that humans remain in the center of development, deployment and decision making of AI [25, 30].
basic rights describes the minimum necessities for respecting human dignity but do not function as a holistic approach for defining human flourishment [14, 37].

The White Paper on Artificial Intelligence—A European Approach to Excellence and Trust [31] has gathered ideas from earlier documents related to the EU's AI-strategy and aims at compiling a comprehensive document for describing the European Union's strategy. It states that human-centricity and ethical design of AI are core requirements for trustworthy AI development. However, reflecting on the Commission's earlier work, human-centric AI development should take further steps than just fulfilling “prerequisites” [31 p. 1] for the uptake of AI, such as trustworthiness in the form of legal certainty. Legal certainty is important, but as the Commission's earlier work emphasizes, human-centric development should aim at fostering the idea of desirable technology and innovations. Otherwise, the concept of human-centricity merely becomes a term in political rhetoric.

As part of supporting the ethical design of AI, the authors of the white paper consider it important to assess social and ecological impacts of developing and deploying AI technology. Additionally, they see strengthening people's data literacy and basic understanding of how AI works as important steps to empower people and communities to participate in the discussions about what kind of technological development should be pursued for [31]. Moreover, the writers suggest using the AI Assessment List (2019)—made by the EU's high-level expert group on AI (AI HLEG)—to assess and address social impacts of AI in the development phase and “…transforming the assessment list of the ethical guidelines into an indicative "curriculum" for developers of AI that will be made available as a resource for training institutions” [31 p. 6].

While making a worthwhile proposition of integrating the work of the AI HLEG into concrete strategic actions, by placing social and ethical aspects of technology development as mere check lists13 or side courses for developers, the white paper suggests progressing on the demands of technology development. By referencing the AI Assessment List [30], the white paper underlines many aspects that require ex ante deep expertise in issues related to human research and social sciences. This is particularly the case for the AI Assessment Lists' sections concerning Accessibility and Universality and Social impacts. Therefore, there is a need to have adequate know-how available to understand human dimensions in the process of designing and developing AI-technologies [124, 127].

Considering the emphasis given to ethical design and human-centricity on a conceptual level, the white paper provides a narrow understanding of multidisciplinarity and knowledge management in AI development. By referring to the AI Assessment List, the following problematic understanding of responsibility for knowledge dissemination is also referred to:

*The HR department ensures the right mix of competences and diversity of profiles for developers of AI systems. It ensures that the appropriate level of training is delivered on Trustworthy AI inside the organization [2 p. 25].*

Forming a profile for design teams that ensures a human-centric approach to AI is not only an issue for the HR departments of organizations, but an issue for promoting and developing a systemic understanding of needed skills for the design of trustworthy and desirable AI on the highest political level. From the perspective of ethical and human-centric design, multidisciplinary research and innovation that integrates the points of view of different fields of humanities and social sciences is necessary [88, 124, 127]. Currently, the white paper discusses multidisciplinary research in AI only to illustrate the need for different technical fields to work together [31].

As a conclusion, it would be beneficial for the European Commission to systematize the connection between human-centeredness and ethical design of AI in its strategy work [95]. It would also be consistent that the coming revision of the Coordinated Plan not only “could” but rather should “also address societal and environmental well-being as a key principle for AI” [31 p. 5].

### 2.1.2 Finland

The authors of Finland's AI strategy Edelläkävijänä tekoälyaikaan (Leading the way into the age of artificial intelligence) [94] understand AI as a largely disruptive technology. Therefore, they see a need for a comprehensive definition of what kind of a role AI should have in society and in relation to humans. The authors define the societal role of AI through the concept of human-centricity.

---

13 Using checklists for assessing the ethical aspects of technology design has been observed to be insufficient [114]. It is unjustifiable to presume that engineers who have a technical education background should be able to assess multifaceted ethical and social impacts (even if they are provided with a list of the issues) of technology, since it is not their area of expertise [51, 95].
Human-centricity, then again, is part of the strategy’s 11 key action points, as the 10th action point considers “steering AI development into a trust-based, human-centered direction” [94 pp. 46, 101]. The concept of human-centricity is mentioned in the action point as a precondition for creating an environment of trust. However, the concept is not explicitly defined in any part of the report, and it is used in different ways by referring to a generic adjective, or to the wellbeing of citizens, companies, and society, or to data management that empowers individuals in the data economy era [94].

Despite the concept’s ambiguous use, the report implies that human-centricity will be realized through the national AI program “Aurora AI” and other national AI related initiatives, such as MyData. Aurora AI is a program which aims to sustainably shift the Finnish public service system to deploy AI in its service providing processes. Its basic idea is that machine learning-based systems use data gathered from individuals to predict their “life-events” [94, p. 85], such as child's birth, unemployment, etc., and provide the individuals with concentrated information and possible contact details of service providers in a timely manner.

Aurora AI focuses on developing public services, whereas MyData focuses on empowering individual’s agency in the digitalized society all together.15 The idea of MyData is to form a data ecosystem where individuals have the right and capability to control all their personal data through a single platform. MyData is therefore an initiative that ensures that Aurora AI together with other digital services are based on people's consent and aim toward their empowerment, rather than exploitation [83, 94].

On a more general level, it can be said that the writers of the Finnish strategy consider people as a heterogenic group with differing needs considering AI development. This is implied for example in the presented ideas of educational needs related to AI and user engagement. The writers state that the educational systems for lifelong learning must be flexible enough to provide people a chance to choose platforms that suite them best. As for user engagement, the writers emphasize the necessity to understand the variety of backgrounds, interests, and needs people have when considering the process of engaging citizens and stakeholder groups in the development of AI. In addition to acknowledging user needs, the writers perceive wide-ranging engagement as a requirement for decreasing discriminative impacts of AI development and deployment [94].

Despite the incentives to include a variety of perspectives on AI development, the Finnish strategy focuses on individualistic needs of humans. Even talks of inclusiveness refers to inclusiveness of individuals to society. In this way the strategy omits analyzing how communal [79, 108] aspects of human lives are affected by AI development and how the social aspects of human flourishing could be supported through the development and deployment of AI.

2.1.3 India

The authors of the Indian National Strategy for Artificial Intelligence [65] perceive AI as a “once-in-a-generation phenomenon” [65 p. 7], which has the power to change people's lives in such a fundamental way that its outcomes cannot be left to market mechanisms to decide. Therefore, the authors suggest AI for all as the national strategy’s main concept. This means that the governmental strategy must emphasize development of social good and collaboration between public, private, and academy/research in the development and implementation of AI. Ecosystems must be developed to motivate different stakeholders to work together since multifaceted collaboration is the way to assure that AI benefits the greater good.

Even though the goals of India’s AI strategy—such as development of schooling systems to reduce poverty, production of agricultural innovations through AI to reduce hunger, and improving transport infrastructures to support mobility of people [65]—are well developed to support the use of AI for social good [110], the underlying understanding of AI through technical means may prevent them from being delivered. This is because the target of the application is only one part of what defines a technology's inclusive dimensions. Others are for example integration of the community’s expectations [120] and taking the dimensions of usability and user experience into consideration in the design of the technology [15, 77]. Otherwise, the process of AI for all is run as a top-down process, where people are objects of technology development instead of defining subjects of the process. An example of such incoherence of inclusion can be observed.
in how the writers perceive low implementation of education technology in India mainly as the result of “unwillingness of teachers and students to adopt technology” [65 p. 35]. There is no mentioning of trying to understand why they are unwilling to use the provided educational technology: it is simply stated as a cause of the users lack in education. This implies an understanding that the usability problems of technology are a fault caused by the user’s capabilities, contrary to taking the capabilities and needs of varying users and usage cultures as the offset for designing technology.

India’s strategy appears in its advantage by being one of the few that considers the need to highlight humans as part of a larger ecological system [65]. However, this concept is not systematically integrated into the strategy since it is narrowed down to mean using AI for reducing the negative ecological impact of humans. A systematic approach would also consider the possible negative ecological impacts of AI technology itself, as for example the development of machine learning systems requires large amounts of energy [43, 120]. This is another example of how technology can be implicitly considered as a neutral isolated entity to which people and the environment must adjust, contrary to understanding it as part of human activity.

2.1.4 France

France’s strategy on AI—AI for Humanity [116]—is one of the most comprehensive national AI strategies, not only in considering technical and infrastructural prerequisites for AI development and deployment but in seeking to answer the question of how meaningful development is achieved. The strategy is based on the document For a Meaningful Artificial Intelligence—towards a French and European Strategy [116] known also as the Villani Report written by a group of AI experts with various academic backgrounds and lead by mathematician Cedric Villani. The name of the strategy underlines its tone; it seeks to redress AI development as a complex systemic process, which should be led by the idea of seeking meaningful progress. The writers of the Villani report explicitly state that AI is not an end in itself and promote the idea of meaningful development as being a result of empowering human well-being whilst producing a competitive national strategy for AI [116].

Human dimensions of AI are incorporated in such concepts as inclusion, human-technology complementarity, impact assessment, ecology, and diversity. Even though dimensions related to each of these concepts are discussed separately within the strategy, they are understood to be intertwined. This is lucid in terms of how the writers emphasize the systemic nature of AI development and deployment [116].

Inclusion of the public is seen to be a prerequisite for developing a democratic society for tomorrow. Inclusion in this context entails including people to discussions considering the use of AI, fostering the skills needed to work and participate in a digital society, supporting fragile segments of population affected by the deployment of AI, and affirming non-alienation of AI-technology by design [116]. The idea of inclusion is also reflected in how the focus areas of AI deployment are chosen on the notion that they serve a general interest of the population. The writers suggest focusing on four sectors—health, environment, transport-mobility, and defense-security—on the notion that in addition to serving a general interest, France has the potential of deploying AI through these sectors [116].

The concept of human-technology complementarity is related to impact assessment of AI on labor markets. The idea of the writers is that by concentrating on the complementary aspects of human-technology interaction, people will not lose their jobs to automation, but new jobs are created instead [116]. The concept is part of a larger construct of promoting ethics by design in the design of applications and education of AI developers. [17]

France’s strategy can be summarized to view e-inclusiveness [34, 123] and meaningful development as emerging from empowering citizens in the age of AI and fostering a diverse view of humanity in the design, development, and deployment of AI. In addition, it calls for a proactive role for government in the pursuance for desirable social change.

2.1.5 South Korea

An interdepartmental working group of the government of South Korea released a Mid- to Long-Term Master Plan in Preparation for the Intelligent Information Society as early as 2016. The working group present Realizing a Human-Centered

---

[16] Therefore, if this aspect is not considered in the designing phase of the AI ecosystems (as in how the used energy is produced), one might contradictorily increase the negative ecological impact of their actions while pursuing to decrease them by deploying AI.

[17] The profile of developers is perceived in an interdisciplinary manner, including expertise from social sciences, ethics, and cognitive sciences in addition to technical disciplines.
Intelligent Information Society as the main vision for the strategy [71]. They do not explicitly say what they mean by human-centeredness, but it seems to come down to preparing Korean society for societal and economical changes brought about by the large-scale adoption of AI technologies.

The writers of the strategy mention changes in employment structure, growing socioeconomic polarization, and misuse or malfunction of AI to be key societal challenges and threats of the AI-lead fourth industrial revolution. On the other hand, the writers interpret the current industrial revolution to be inevitable and to provide South Korea with the possibility to strive for economic and social wellbeing by becoming a leader in the AI technology development and adoption strategy [71]. This framework is the foundation on which the writers base their policy suggestions.

They suggest a market-lead approach in which the government has a role as a facilitator of a necessary innovation ecosystem in achieving the desired development and as a forerunner in adopting AI technology to governmental practices and public services. Modifying education (including re-education) and social welfare policies is said to be at the core of ensuring that automation of jobs does not lead the socioeconomic polarization of Korean population to grow and in assuring that AI development and deployment is beneficial for all. Combined with initiatives to equalize the opportunities of businesses of different sizes by providing public datasets and key AI technologies to the use of all businesses and by modifying the judicial landscape to mitigate power concentration to multinational companies that own key software platforms and AI technology solutions—such as Google and Microsoft—the government can help to create new jobs and foster social well-being through the industry-led revolution [71].

The concepts that the authors of South Korea's strategy use to describe AI technology imply that they are preparing for the emergence of autonomous artificial agents within the concept's broad meaning (strong AI). They elaborate this by suggesting legislative changes to handle "electronic persons" [71 p. 56] (artificial agents) with judicial responsibilities and rights. In addition, people and technology are referred to as separated agents whose interaction is often described to form a one-way influence from AI technology towards the human. For example, the writers suggest that the roles of humans and ethics should be redefined to fit the age of AI [71], although AI development could also be viewed as a systemic process where ethics and human life are core-defining elements [51, 58, 88, 95].

The absence of human-technology interaction aspects leads the writers to form policy suggestions with an economical and technical focus and thin content on what is required for the technology development itself to supplement human needs and desires. Therefore, they have laid an objective—human-centered intelligent information society—but with incomplete steps to achieving it. The writers acknowledge the incomplete nature of strategies and suggest compiling a committee to monitor and prevent the negative impacts of AI development and adoption [71].

2.1.6 Germany

Human-centered development in Germany's strategy means reviewing the structural changes that AI will have on work-life and steering the change to a desirable direction. Steering actions include producing a change monitoring system, gathering a consortium to discuss the subject, developing international discourses within ILO and OECD, and increasing research on AI's effects on the concept of work [36].

The strategy paper draws a systemic view of AI development, but the view is technology-driven. This can be seen in how ethics, work-life, and human-technology interaction aspects are to be implemented ex post facto the design processes of AI systems. They are regarded as relevant only in the implementation phase of technology [36]. It does not have to be so, they could also be included within the design phase [76, 77, 81, 88, 120]. From this perspective, the strategy seems to suggest that other systemic factors of AI development are modified accordingly to fit AI artefacts. The legal framework governing the use of AI technology is considered as an exception in this perspective, as a proper review of needed additions to the legal framework in the context of AI systems is recommended to be done ex ante [36].

---

18 And additional guidance and support for small and middle-sized companies (SMEs).

19 It has to be mentioned that the writers take possible ripple effects of large-scale adoption of AI technologies into careful consideration and build policy measures to support a humane transformation within the expected industrial revolution [71]. These are important actions, but they concentrate on ripple effects, not to the central part causing the societal reform.
2.1.7 Lithuania

The strategy paper Lithuanian Artificial Intelligence Strategy—A Vision of The Future [70] outlines how the Lithuanian government will pursue fostering AI development and deployment. The writers of the strategy have pursued to endorse a human-centric approach for AI development in Lithuania. This can be seen in how the strategy is divided into six key sections to guide policy measures related to AI, and the first key section is “Ethical and legal core principles for the development and use of artificial intelligence” [70 pp. 3, 8]. One can see the influence of EU’s policy papers in this section in the use of concepts such as “human-centric” and “trustworthy AI” [70 pp. 5, 8] and the way these concepts are linked to respecting fundamental rights and the technical robustness of AI.

In the aforementioned section of the paper, the writers propose policy measures to establish an AI ethics committee to review impact of AI to fundamental rights and to provide recommendations for the government of Lithuania, create interdisciplinary education in AI for higher education institutions, provide education about ethics of technology in all educational levels, create and foster public engagement measures, and to engage in international regulation and standard setting for AI amongst other proposals [70]. Underlying these proposals is a narrow and vague view of ethics as respecting fundamental rights and applicable regulation and pursuance for technical robustness. Respect for fundamental rights should be viewed as a minimum standard for respecting human dignity. An ethical viewpoint for technology development should seek to comprehend what are the values we should pursue to augment through technology development in addition to fulfilling such minimum prerequisites [14, 38].

The adoption of such a narrow view of human-centered development [88] and ethics is probably one of the factors leading the writers of Lithuania’s strategy to technological determinism in their paper. This can be seen for example in the policy recommendations relating to “National Development of Skills and Competencies Needed for a Future with Artificial Intelligence” [70 p. 14]. The next generations are to prepare “for work with AI” [70 p. 15], the current workforce is “to adapt their workflow to meet the demands of AI” [70 p. 15] and a training program for the general public will amongst other things “communicate the impact that it (AI) will have on the future” [70 p. 16]. However, no one knows the impacts AI will have in societies and our lives in the future20—which means the proposed measures try to fit people to presumptions of AI development, rather than asking what kind of development is desired and necessary and what should the role of AI be in constructing the vision.

The writers of the strategy introduce measures such as public engagement, interdisciplinary education on topics related to AI, promoting ethics of technology teaching in all educational levels, and establishing an independent multi-stakeholder AI ethics committee to advise governmental policy, which are important systemic factors in pursuance for desirable AI development and deployment [70]. However, the narrowness of ethical thinking and understanding of human-technology interaction and vague explications of how the topics relate to technology development undermine the good intentions behind the policy proposals.

2.1.8 Estonia

The government of Estonia introduced Estonia’s National Artificial Intelligence Strategy 2019–2021 in July 2019. As the headline indicates, the strategy is set for an exceptionally short time-period. This is because an expert group consisting of members from academia, governmental offices, and experts from private sector set to formulate groundwork for the Estonian AI strategy proposed an agile approach for the strategy development process. The expert group presented their views in the Report of Estonia’s Task Force [69] from which the actual strategy was then assembled by the lead of the Ministry of Economic Affairs and Communications.

The idea of the expert group for suggesting an agile approach is to first lay ground for large-scale piloting of AI implementation in the public and private sector during 2019–2021, from which a working group set up to monitor the implementation of the strategy can then gather information to form a long-term AI strategy for Estonia in 2021 [47, 69].

---

20 This is not to say that foresight mechanisms should not be used, but to emphasize that the assessment mechanisms for evaluating socio-technical transformation are supposed to be interactive tools for furthering and systematizing discourse of change [76]. They are not to produce deterministic views.
This is one reason why the strategy concentrates on setting basic competences for AI development and implementation in Estonia.

In the context of Estonia’s strategy, basic competences do not mean only technical requirements, but a great deal of attention is given to needed education, requirements for funding, and organizational requirements as well. The expert group has built a comprehensive view of necessary education development. It includes investing in adding basic knowledge of AI to general education, delivering open courses to increase public knowledge of AI, and strengthening multi-disciplinary higher education on AI [47, 69].

The set requirements for receiving public funding for AI projects include a sustainability clause. By the sustainability clause, the writers of the strategy suggest that AI solutions—or “kratts”\(^{21}\) as the writers call Estonian AI solutions—are to be monitored throughout their life-cycle to make sure they work as intended and do not produce unintended harm. In addition, research projects that aim to understand the complex requirements of implementing AI solutions to different contexts are one of the priority research agendas for 2019–2021, human–robot interaction research being mentioned as one of three key research fields [47].

An important aspect to notice is that the writers of the report state that “The report does not include the topics of adaptation and the social impact related to the implementation of artificial intelligence, as these measures are simultaneously developed by the Ministry of Social Affairs and the Ministry of Education and Research” [69 p. 8]. The same case is with the issue of adapting the labor force to respond to the changes implementation of AI brings forward. It is also noticeable that the expert group’s report includes an overview of ethics related to AI, but that section is not even mentioned in the actual strategy [47, 69]. These remarks make it worthwhile to ask the following question: is the implementation of AI going to be aligned with the needs of societal adaptation and ethical use of AI, if they are separated this way from the actual AI strategy?

### 2.1.9 United Kingdom

The government of the United Kingdom published their strategy for AI Industrial Strategy—Artificial Intelligence Sector Deal as part of a larger industrial strategy in 2018. The strategy is an embodiment of cooperation between government officials, members of industry and members of academia. It followed an independent review Growing the AI industry in the UK [50], from which recommendations were adopted to the final strategy [19, 50].

Unfortunately, regardless of the multistakeholder cooperation, people have been given a minor role in the strategy paper. This can be seen in how the strategy’s common theme is to list technical prerequisites for the successful development and deployment of AI and means to fulfill them. Societal challenges that AI development may raise are not explicitly spoken of, other than the need to assess impacts of automation to different sectors. Otherwise, they are referred to by stating that data ethics is an important factor when deploying AI [19].

The writers set the strategy aim to “create an economy that boosts productivity and earning power throughout the UK” [19 p. 6]. To do so, it is considered necessary that AI is developed in the UK and largely deployed throughout societal sectors. The writers name five foundations which must be noted for the objective to realize, from which “People” [19 pp. 6, 26] is one. On a superficial level, the section concerning people promotes the idea of “Good jobs and earning power for all” [19 p. 6]. When looked at more closely, it focuses on establishing required skills and segmenting populations of interest from the focus point of achieving technical requirements for vast AI development and deployment in the UK. Special attention is given to the need to secure more education on STEM sciences in the schooling system, to retrain people in work-life to be suited for AI and data intensive jobs, to increase higher education in AI, and to attract and retain global high talents in AI [19].

The writers of the Sector Deal consider promoting a “diverse research base” [19 p. 16] in AI and diversity amongst developers of AI as important policy issues. It is left vague what the writers mean by diverse research base, but it is said that it would be beneficial to think of ways of including expertise from other fields\(^{22}\) to work in AI. Promoting diversity of developers, on the other hand, is explained to be vital in ensuring that all potential talents are recognized and that the developers represent a realistic view of the demography of the UK [19].

---

\(^{21}\) Kratt is a creature in Estonian mythology, who is said to be treacherous if left untended [69].

\(^{22}\) The language used in the Sector Deal is an example of how AI may sometimes be referred to being a scientific discipline [85].

\(\odot\) Springer
As stated earlier, the Sector Deal promotes the need for cooperation between the government, industry, and academia in AI development. For this reason, a novel council of AI is to be established which consists of experts from these three sectors, and its task is to guide the office of AI in issues related to AI development and deployment [19]. This framework represents a top-down [58, 108, 120] view of societal development. It, together with the Sector Deal's section concentrating on people, illustrate how the writers concern the public as an object of AI development and deployment and not as a dynamic participant in the development process.

2.1.10 Japan

The Strategic Council for AI Technology introduced Japan's national Artificial Intelligence Technology Strategy in the form of a report in March 2017. The working group of the Strategic Council explicitly state in the report that the strategy’s road maps for AI development and implementation are “organized based solely on possibilities in terms of technology” [105 p. 5]. Contradictorily, they continue in the same sentence “since it is necessary to resolve issues such as system development, social receptivity, etc. before social implementation, it is possible that more time will be required” [105 p. 5]. To repeat this idea in other words, the writers of the strategy understand the need to resolve other than merely technical issues of AI development, but decide to bypass them in the national AI strategy.

By further analyzing the report, the reader can perceive that the report includes ideas of how to foster the non-technical aspects of AI development. These ideas include active promotion and facilitation of multi-stakeholder open innovation platforms and discussions about AI development and implementation by governmental actors (including dialogue with citizens), taking active part in international standard setting for AI, and augmenting the general public’s knowledge about the possibilities and boundaries for AI [105]. Apart from taking part in international discussions of standards and facilitating multi-stakeholder open innovation platforms, the strategy does not give concrete suggestions or mandate further discussions for these issues.

To clarify objectives for AI development, the writers of the report explicate the “image of society that should be aimed for” [105 p. 5]. As we have stated earlier, images of desirable societies are embedded with presumptions about humanity and the good life [60, 79, 118, 119]. One of the main objectives for AI development is to support hyper-customization of services and goods. This refers to valuing heterogeneity of humanity and/or productivity linked to customization. By examining the Draft AI R&D GUIDELINES for International Discussions [106] produced by the governmental working group of The Conference toward AI Network Society, one can presume that the idea of hyper-customization involves valuing plurality. This is evident in the principle of user assistance, which emphasizes aspects of universal design in the development of AI [106].

The strategy report’s section considering health, medical care, and welfare illuminates presumptions about the relation of humans and technology. Japanese culture(s) is known for containing trends of ideas that do not make clear distinctions between humans and machines [61]. This trend can also be seen in the strategy’s objective of developing medical care towards preventive care, where “body functions can be easily replaced by artificial organs and sensors” [105 p. 7] and in developing welfare to a direction where “General purpose robots are utilized as family members in daily life, solving the problem of nursing care and allowing people to live in peace” [105 p. 7]. These objectives contain projecting human-like cognition as a characteristic of robots without critically evaluating its possible risks [67], or if it is even possible for robots to “understand a person’s intentions” [105 p. 7] and needs.

It is possible that in addition to cultural aspects, the writers of the report do not emphasize the need for critical human-technology interaction research, since nursing robots and longevity of working-aged people have been observed to play a vital part in responding to issues related to Japan’s aging society [56, 105].

2.1.11 China

It is worth noticing that the writers of the English version of China’s strategy use the term “integration” to define the desirable relationship between humans and technology. Human-technology integration differs as a concept from human-technology interaction in its way of emphasizing that people and contemporary technology form a symbiotic relationship. This gives the idea of a single functioning unit [97]. The main objective of man–machine “collaboration”, [97 p. 8] or
“integration” [97 p. 8] described in the strategy is to enhance the overall intelligence of the symbiotic system and not so much in achieving human-defined objectives.

The writing group of China's strategy perceives the development and application of AI technology to be the most important factor in achieving economic growth and in increasing social well-being in China. This objective seems to justify placing the studies of social and ethical impacts of AI to support the large-scale application of AI, rather than critically examining it. The writers explicitly acknowledge that the development and adoption of AI technology may have unwanted consequences but point to the paradoxical nature of safe and reliable AI development and adoption [97]; to have reliable AI, one needs a policy framework to control its development and application, but to produce proper policies one needs experience of large-scale application of AI technologies. This phenomenon is also known as the Collingridge dilemma [20].

The paradoxical nature is only partly true since we do need knowledge of technology application to better understand its beneficial nature and risks that it poses. At the same time, technology advancement and application can be, and is, guided by human desires and objectives of what kind of society we want to live in. The difference is that when left undefined, the development is guided by unconscious or implicit objectives. The benefit of explicating the objectives is that they are then placed under public scrutiny, which enhances the discourse of desirable development and acceptability of the developed technology. By clarifying desires and objectives in the strategy, one can enhance their realization and uniformity [44, 59, 76, 81, 120].

However, it seems that the writers of the strategy do not want to place the vision of a desirable society under public scrutiny. This is lucid in how the writers describe the role of the public. Public opinion is not stated to have influence on the design and development of AI, but rather governmental actors are coerced to bring the public to understand the necessity and benefits of AI development and deployment so that the large-scale adoption of AI technology does not phase obstacles caused by public opinion [97]. The interaction between the developers of AI and the public is therefore perceived as non-reciprocal.

The writers talk about people-centered development and producing social wellbeing, but do not clarify what they mean with those concepts and only slightly determine what actions are needed to achieve them in the perspective of AI development [97]. Due to the vagueness of the employed concepts, the determined actions do not have clear goals either. China’s strategy also explicates an objective of gradual improvement of ethical norms, laws, and safety assurance measures according to the five-year cycles between 2020, 2025 and 2030 [97]. This can be considered as leaving them as dimensions that will transform accordingly to the new technological context or as an anticipatory mechanism. Considering the authors' earlier reference to Collingridge dilemma, the former case is more likely.

### 2.1.12 United States of America

The Executive Order on Maintaining American Leadership in Artificial Intelligence [35] outlines the United States' national strategy on AI. The strategy establishes six objectives, which are presumed to assure that the United States maintains its leader position in AI development: sustained investment in AI R&D, enhancing access to data, models and computing power, reducing barriers to the use and adoption of AI technologies, producing technical standards to minimize the technology’s vulnerability to attacks, producing an environment of trust in AI technology, training the next generation workforce to be able to take advantage of AI's potential, and developing and implementing an action plan to protect the advantage of the United States in AI [35].

Although it is mentioned only as one objective in the executive order, research and development (R&D) guidelines form the basis of the United States strategy and play a key role in forming and implementing the action plan to protect the advantage of the United States in AI mentioned in the Executive order [35, 113]. The National Artificial Intelligence Research and Development Strategic Plan: 2019 Update [113] produced by the White House Select Committee on Artificial Intelligence [26] goes into more depth in explicating aspects of the AI development than other official policy documents.

---

24 For example, the need for a multidisciplinary approach, including social and behavioral sciences, humanities and law is often underlined in the strategy.

25 The 2019 strategy is an update on the 2016 released National Artificial Intelligence Research and Development Strategic Plan and relies heavily on its statements.

26 The Select Committee on Artificial Intelligence is a subcommittee under the National Science and Technology council.
documents of the government of the United States. Therefore, we examine the United States strategy’s views through The National Artificial Intelligence Research and Development Strategic Plan: 2019 Update.

In the updated AI R&D strategic plan, the select committee concentrates solely on framing the research and development guidelines for AI as guidance for federal agencies of the United States. They set out eight R&D priorities for the strategy: 1. sustaining long term investments in AI research, 2. developing effective methods for human-AI collaboration, 3. understanding and addressing the ethical, legal, and societal implications of AI, 4. ensuring the safety and security of AI systems, 5. developing shared public datasets and environments for AI training and testing, 6. measuring and evaluating AI technologies through standards and benchmarks, 7. providing better understanding of the national AI R&D workforce need, and 8. expanding public and private partnerships to accelerate advances in AI [113].

Viewing the eight priorities of the R&D strategic plan gives a feeling that its writers have a holistic view of AI development and acknowledge people to be at the center of the development. In reality, the strategy is contradictory in how it draws attention to human and social aspects of AI development and deployment. On the one hand, the writers clearly state that aspects of human-technology interaction and social and ethical implications of AI development and deployment are important issues, and that ensuring trustworthy and desirable development for AI requires multidisciplinary approaches including social sciences and humanities. But on the other hand, the strategy has a technically-oriented approach to human-AI interaction, where for example producing ethically aligned AI systems is mostly a technical question of system architecture [113]. This kind of an approach implies a narrow understanding [37, 95, 115] of ethical issues related to technology development and that the ethical and social issues related to Human-AI interaction are already understood and clear to the system developers. However, research demonstrates this is not the case [15, 45, 114].

Another example of the contradictory nature of the strategy is that AI development’s possible impact on work life is mentioned as an addressable social issue in the section considering ethical and social impacts of AI but it is not mentioned in any way in the section considering employment. Rather, the employment section concentrates in questions of how to guarantee a capable workforce that can fulfill the promises of AI development and guarantee that the United States preserves its leading position in the international AI arena [113].

The contradictory character of the strategy is likely due to it being more of a document that seeks to elucidate primary issues in AI development and deployment as largely as possible but does not seek to provide answers or concrete next steps to solving them. This leads to a lack of conceptual and goal uniformity for the strategy. The writers of the strategy state that the idea behind concentrating on the R&D dimensions of AI development is that governing and regulation proposals will occur as results from the government-supported R&D processes [113]. However, this omits the question about how successful or coordinated can the addressing of the possible proposals be if the strategy does not prepare conceptual or operational ground for it?

2.2 Empirical analysis

National strategies are vital documents as they guide national innovation systems. Such institutional actors as universities, governmental training, education, state supported research activities and technology acquisition decisions are in numerous ways connected to the strategy papers. Strategy papers define what is important and what is worth labor in innovating new technological ideas.

When comparing contents of existent strategies with the major issues being actively analyzed by research communities, it is not difficult to find human issues which would make sense as parts of national strategies. We have identified three multilayered entities of human dimensions that the governmental working groups should consider in their strategies to get prepared for a future where the role of AI technologies is pervasive. We classify the entities as sociotechnical, usability and user experience aspects of AI development [59, 77, 91, 106]. The sociotechnical aspects can be further parsed to consider the description of the pursued society (desirable society) [58, 60, 81, 91, 120], engaging the larger

---

27 It must be noted that the updated strategy also stresses the importance of international and public, private and academia partnerships to assure trustworthy development of AI. This way the protectionist rhetoric of the writers does not imply a nationally inward focus for the development of AI.

28 The section about safety and security is an example of how trustworthiness, transparency of AI technology and human dimensions of technology design are dealt in a holistic, reciprocal, and consistent way throughout the section [113]. But the holistic approach does not consider the whole strategy.
| Strategy               | Sociotechnical aspects | Usability | User experience |
|-----------------------|------------------------|-----------|-----------------|
|                       | Description of desirable society (including guiding principles) | Public engagement | Adaptation of labor/livelihood | Impacts on Human Rights | Assessing environmental impact | Adaptation of educational system (including interdisciplinarity) | Universal design | Promotion of user experience point of views |
| The European Union    | x                      | x         | x               | x                        | x                        | x                          | x               | x               |
| Finland               | x                      | x         | x               | x                        | x                        | x                          | x               | x               |
| India                 | x                      |            |                 | x                        | x                        |                           | x               | x               |
| France                | x                      | x         | x               | x                        | x                        | x                          | x               | x               |
| South Korea           | x                      | x         | x               | x                        | x                        |                           |                 | x               |
| Germany               | x                      | x         | x               | x                        | x                        |                           |                 | x               |
| Lithuania             | x                      | x         |                 | x                        | x                        |                           |                 | x               |
| Estonia               | x                      | x         |                 | x                        |                           |                           |                 |                 |
| United Kingdom        | x                      | x         | x               | x                        | x                        |                           |                 | x               |
| Japan                 | x                      | x         |                 | x                        |                           |                           |                 |                 |
| China                 | x                      |            |                 | x                        | x                        |                           |                 | x               |
| United States of America | x                  |            |                 | x                        | x                        |                           |                 | x               |
public's anticipations and desires in the designing processes of AI [58, 81, 91, 120], adaptation of people's livelihood [5, 12], human rights (HR) impact assessment [4], environmental impact assessment [43, 81, 120], and adaptation of educational systems [79, 91, 108, 124, 127]. In addition, as usability is a wide research area, we identify that usability should be understood as universal design [125] in high-level AI strategies. This is because universal design takes into consideration that people have distinct capabilities and needs as technology users. Therefore, it is an important aspect in inclusive technology design [123, 125].

Due to the ambiguous nature of some of the identified sociotechnical issues, some further clarification is necessary. We consider public engagement as the action of empowering the larger public to participate in the discourse of desirable development as a meaningful actor, as described in the RRI framework [81, 120]. By adaptation needs of labor/livelihood, we mean adaptation needs caused by large scale use of AI technology and there by modification or loss of jobs, not only adaptation needs to ensure competitive AI development [58, 79, 107]. In addition, assessment of environmental impact should include both, the use of AI technology to achieve green growth and assessment of environmental impact of the use of AI technology [18, 43, 81, 110, 120].

Furthermore, we understand the educational system to include basic and higher education as well as continuous learning in work-life. By interdisciplinarity, we mean combination of disciplines from STEM and natural sciences with disciplines from humanities and/or social sciences. This is because we believe expertise from humanities and social sciences are vital for being able to take human dimensions into consideration in AI development [5, 12, 79, 88, 95, 124, 127]. While important, we do not notice the combination of only technical disciplines as an interdisciplinary action in our analysis.

Our method for analyzing the strategies was philosophical text analysis in the form of conceptual analysis. This means, we analyzed the strategies on their explicit and tacit argumentative levels and compared their arguments to the framework of acknowledged human dimensions [86]. From this, we built a matrix (Table 1) presenting how the working groups responsible for assembling the national strategies have considered the aforementioned human dimensions in their final presentations of national strategies. X signifies that the considered subject is taken into account in the respective strategy.

As can be observed in the short descriptions, conceptual analysis proved as an elaborative method for analyzing the strategies. Human dimensions are abstract constructs which is why one might be able to refer to them on a heading level but miss their vital elements or actions to realize them. Therefore, understanding the strategies on an argumentation level is important. For example, as we consider public engagement as the action of empowering the larger public to participate in the discourse of desirable development as a meaningful actor, we do not count actions of guiding public opinion to match with presupposed outcomes as public engagement. This is why, the national AI strategy of China has been marked as to not have considered public engagement, even though the writers of the strategy have referred to it on a heading level.30

Table 1 illustrates how national strategies underestimate the complexity and importance of human dimensions. This emphasis should be changed in the future because technology will change human life so fundamentally.

### 3 Discussion

Human dimensions of AI strategies could be contributed by adding human and social issues directly in the documents.31 AI entails the greatest social transformation process since industrialization. Therefore, it is not positive to implement it on a strategical level only by following technical rationalities [44, 48, 58, 74]. Rather, social and emancipatory issues should be central in the agenda of strategy discussions. AI is an important technical innovation, but its most important consequences can be found in the ways it changes our societies and social lives.

Our analysis of a number of important national strategies illustrates that the main effort in developing AI is invested in developing technologies. Strategies focus on technical artefacts and their properties and only a restricted set of issues relevant in transformation of work and leisure processes have been accepted to strategic agendas.

---

29 Human rights may refer to the Universal Declaration of Human Rights (UDHR) or to local human rights charters, such as the European Convention of Human Rights (ECHR) or the Cairo Declaration on Human Rights in Islam (CDHRI).

30 This elaborates how conceptual analysis is a good method for detecting and pointing out actions of whitewash.

31 This is for example recognized by the government of Japan. Two years after releasing their first strategy paper, they have introduced a new way of shaping and communicating their strategy in the document AI Strategy 2019—AI for Everyone [56].
3.1 Missing issues

Missing human issues can be collected under three major HTI-research programs [88]. Firstly, the strategies do not pay essential attention to usability-related themes. These themes would also include ergonomics, human factors and HCI themes. The ultimate question is if people can use technologies. AI is a specific technology, and it may be closed behind the gates of digital divide for many people unless usability issues are taken seriously.

Second, an important human-technology interaction problem is user experience [10, 77, 88]. This can also be called affective ergonomics, emotional usability, or kansei-engineering. The core issue is how people feel and how motivated they are in using intelligent technologies. Emotions are central in human information processing as people decide emotionally the value of other things for themselves. In this regard, they experience new technologies as beautiful or attractive, they can trust or distrust intelligent solutions, and they may also feel competent or frustrated [77, 89, 90]. They can even be hesitant with applying new technologies in complex problems such as autonomous transport. Thus, emotional interaction with emerging intelligent technologies belongs to AI related HTI issues which should not be neglected in any AI strategy.

Finally, AI strategists should pay attention to how technologies should be integrated with human life [58, 79, 88, 95]. This third perspective to human interaction with intelligent technologies is complex and versatile. A technology strategist should ask what important social and human life quality issues are to be improved by means of intelligent technologies, how new technologies should be adapted to the demands of human life, and what will the consequences in society and in human life be when some AI technology is generally adopted. The latter question refers also to ethical and legal regulation of new technologies. It also entails economical and management issues, which are almost globally absent or too narrowly discussed (however, South Korea makes an exception as it calls attention to the economic consequences of adopting AI).

The lucid (possible) social issues related to deploying AI involve but are not exhausted in changes in how we work, including loss of routine work processes through automation, endangering of fundamental human rights, such as privacy and non-discriminatory rights, emerging of new marginal groups socially excluded from society (not able or willing to use emerging technology), and growing complexity of security threats in the form of possible cybersecurity breakages. However, developing technical artefacts as if they have intrinsic value, or seeing their design and development processes as morally neutral, pose less obvious impacts. They lead to developing more and more technology which cause unnecessary demands for people to adapt their needs and anticipations to fit the context of developed technology, and in worst case-scenarios they lead to unnecessary and harmful moral trade-offs.

The development of tracing apps for the fight against the spread of COVID-19 provides a good example of how development and use of AI technology can be involved in unnecessary moral trade-offs. Many proposed and used tracing apps are based on concentrated monitoring of movements and contacts of app users, which has posed the risk of violating the user’s right to privacy. The research consortium of Troncoso et al. [109] took the preservation of end user’s privacy as a key principle in the design process of their tracing app, and managed to produce a solution of decentralized monitoring, which included no possibility for human supervision of the data. The solution is called DP3T. This example demonstrates how adding aspects of human and social needs and anticipations ex-ante in the design process of AI will bear outcomes that are more likely to be desirable than assessing technology’s role in the social context or aspects of human-technology interaction ex post facto the design process.

4 Conclusions

National strategies are generally rather laconic in discussing human roles in developing intelligent technologies. They are technology driven, but should they be something else? It can firstly be asked why human roles should be opened much more effectively on strategy level and after that what are the main issues national strategies should address? The need for reevaluation is evident in how implicit presumptions of technical progress and attaining the described desirable societies are in conflict in many of the analyzed strategies.

AI like all technologies opens new possibilities to meet the challenges of nature and to organize human living in a new manner. New technical capacities enable people to get their living in a new way and thus live a new kind of life. Technical artefacts are important as they enable people to reach their action goals easier and often make reaching possible [6, 7]. The main justification of any technology is that technology emancipates people.
Technology as emancipator means the capacity of expanding the possibilities of life. Originally, emancipation has referred to freeing one from oppressive social conditions. For example, the rejection of slavery in Rome was an example of emancipation [1, 48, 49, 55, 103]. Life can be restricted if social conditions prevent people from increasing the quality of their life. Many human restrictions are humane i.e., political, and social. However, often the problems of human life have been solved through technical advancements. New ways of treating illnesses require new kinds of technical tools, such as new forms of transportation or new kinds of medical instruments.

The emancipatory role of technology has been one of the main catalysts that have led many individuals and organizations to focus their efforts on creating technologies. Decreasing child mortality, illnesses, hunger, and violence, for example, has been possible with the help of technologies [7, 126]. While child mortality was very high 150 years ago even in developed countries, it started to rapidly decrease at the end of the nineteenth century with improvements in medical understanding, hygiene, and technology [126]. Emancipation in the context of HTI thus refers to the liberation of people by technological means from any circumstances that diminish the quality of their lives.

To better understand the current trends in AI policy discourses and roles people have been given in them, we analyzed 12 AI strategies and examined how human dimensions of AI development are perceived in them. In addition, we asked what role the human dimensions and human research have been given in the strategies. We reflected our analysis on a multilateral human dimensions framework which was derived from research literature. Our method of examination was conceptual analysis and we provided results of our analysis in two ways: through short descriptions of each strategy and a table showing how the analyzed strategies have considered acknowledged human dimensions.

From the short descriptions, one can perceive an important notice about a temporal inconsistency when talking about human dimensions within AI development. By this, we refer to the notice that while many strategies may consider some human dimensions as important factors in AI development, the dimensions are understood to be integrated ex post facto to the design of the technical artefacts (see especially the short description of Germany’s AI strategy). This shows that the design phase of technical artefacts is not well enough understood as a possible and vital moment for integrating understanding from human and social sciences to the development of AI technologies. As the example of tracing apps demonstrated, this kind of conception does not reflect reality. Best results come from interdisciplinary design processes that incorporate knowledge from human and social sciences right from the beginning. Otherwise, properties of the technical artefacts set limits for how the perceived human dimensions can be taken into consideration.

Table 1 explicates how some of the acknowledged human dimensions are better integrated into current policy discourses and how some of the dimensions are almost absent in total. For example, describing what kind of societies are pursued through AI development, adaptation of labor/ livelihood, and adaptation of educational systems are dimensions that are considered in almost all the analyzed strategies. Then again, consideration of environmental impact assessment and aspects of usability and user experience are missing from most of the analyzed strategies.

Best way to understand what kind of phenomena our results indicate comes from comparison of the short descriptions and Table 1. Firstly, even though Table 1 shows that adaptation of educational systems is widely considered in the analyzed strategies, the short descriptions show that many of the suggestions of integrating human and social sciences are on unsolid ground—as is in the case of considering them as side courses for engineers, even though the related issues require deep expertise (see for example the short description for the strategy of the European Union). Secondly, the short descriptions provide insights for how the negligence of usability and user experience point of views of AI development—evident in Table 1—undermine well-intended pursuance of social well-being in many of the analyzed strategies. This is a good example of how in the policy discourses technology is implicitly considered as a neutral isolated entity to which people and the environment must adjust, contrary to understanding it as part of human activity.

In addition, when looking at Table 1, the strategies of the European Union and France seem to be comprehensive and consistent. However, from the short descriptions it comes obvious that—while in the case of France’s strategy this holds true—in the case of the European Union’s strategy it does not. Even though the strategy of the European Union is comprehensive, it includes ambiguities in how central concepts describing views on HTI issues, such as human-centric AI, ethical AI, and trustworthy AI are perceived. This appears also as inconsistencies in how the goals of AI development are understood and what action proposals are considered. This observation underlines the complexities involved in technology development and the need for holistic HTI approaches in AI policies. According to our findings, France’s AI strategy can be considered a good benchmark for a holistic AI strategy. Nevertheless, as we mentioned in the methodology section, strategy papers should be considered as representations of thoughts and therefore, it is also important to follow how the policy proposals of the analyzed strategies are put into action.
On the general level, HTI thinking in national strategies is narrow: the AI-strategies discuss of AI in a technical manner and set aside the human role in technology. This is an issue that should be rethought. For example, if the national strategies were used to guide national efforts in AI, the minor role given to people may lead to misguided policies. If people are not important, why should one pay attention to human research skills and knowledge in training new generations of AI designers? Why should designers know about the economy, management, or social information processing, if national strategies do not give any attention to these fields of learning?

The rise of an AI-run society is challenging and will necessarily mean job-losses as intelligent machines can perform tasks which have earlier been conducted by people [40]. However, one should not think that the job losses would necessarily lead to unemployment. One can easily see that the problems of cancer or virology could be solved by having ten times more people working on them than today. The end of some jobs does not mean the end for work life in general [12]. The problem is to find proper ways of organizing new economies so that people can transition from old jobs to new ones.

AI is a new kind of technology that will have holistic effects on our society. Therefore, it would be wise to move in terms of social strategy work from narrow technical thinking to holistic technological thinking which not only concentrates on the development of technical artefacts but would also consider social, and life issues at the same time. Extension of the narrow technical focus would put better possibilities for eliminating negative consequences and other troubles coming from adopting new technical artefacts into social life [53]. Thus, the recommendation of extending AI strategic thinking from technology to socio-technological discussions is well grounded.

Acknowledgements: The authors wish to acknowledge the project “Ethical AI for the Governance of the Society” (ETAIROS), funded by Strategic Research Council at the Academy of Finland. In addition, the authors wish to acknowledge the anonymous reviewers of the manuscript of this article for their valuable insights.

Authors’ contributions HS-P and PS contributed to the design and implementation of the research, to the analysis of the results and to the writing of the manuscript. HS-P is the corresponding author. Both the authors read and approved the final manuscript.

Funding Both authors were Funded by the Strategic Research Council at the Academy of Finland during the writing process.

Data availability Not applicable.

Code availability Not applicable.

Declarations

Competing interests The authors affirm that there are no competing interests involved in the writing process of this article.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References
1. Adorno TW. The dialectics of enlightenment. London: Verso; 1947.
2. AI HLEG. Ethics guidelines for trustworthy AI. High-level expert group on artificial intelligence. Brussels: European Commission; 2019. p. 2019.
3. AI Watch. National strategies on artificial intelligence. 2021. https://knowledge4policy.ec.europa.eu/ai-watch/national-strategies-artificial-intelligence_en. Accessed 31 Dec 2021.
4. Allen RQC, Masters D. Regulating for an equal AI: a new role for equality bodies. Brussels: EQUINET; 2020.
5. Arregui Pabollet E, Bacigalupo M, Biagi F, Cabrera Giraldéz M, Caena F, Castaño Muñoz J, Centeno Mediavilla I, Edwards J, Fernandez Macías E, Gomez Gutierrez E, Gomez Herrera M, Inamorato Dos Santos A, Kampylis P, Klenert D, Lopez Cobo M, Marschinski R, Pesole A, Punie Y, Tolan S, Torreon Perez S, Urzi Brancati M, Vuorikari R. The changing nature of work and skills in the digital age. In: Gonzalez Vazquez I, Milasi S, Carretero Gomez S, Napierala J, Centeno Mediavilla I, Edwards J, Fernandez Macías E, Gomez Gutierrez E, Gomez Herrera M, Inamorato Dos Santos A, Kampylis P, Klenert D, Lopez Cobo M, Marschinski R, Pesole A, Punie Y, Tolan S, Torreon Perez S, Urzi Brancati M, Vuorikari R. The changing nature of work and skills in the digital age. In: Gonzalez Vazquez I, Milasi S, Carretero Gomez S, Napierala J, Robledo Bottcher N, Jonkers K, Goenaga Beldarraín X, editors. EUR 29823 EN. Luxembourg: Publications Office of the European Union; 2019. p. 2019. https://doi.org/10.2760/373892.
6. Basalla G. The evolution of technology. Cambridge: Cambridge University Press; 1988.
7. Bernal JD. Science in history 1–4. Harmondsworth: Penguin; 1969.
8. Boden M. AI: its nature and future. Oxford: Oxford University Press; 2016.
9. Boden M. Artificial intelligence and natural man. Sussex: Harvester Press; 1977.
10. Bødker S. Third-wave HCI, 10 years later—participation and sharing. Interactions. 2015;22(5):24–31.
11. Bryson JM, Hamilton Edwards L, Van Slyke DM. Getting strategic about strategic planning research. Public Manag Rev. 2018;20(3):317–39. https://doi.org/10.1080/14719037.2017.1285111.
12. Bughin J, Staun J, Andersen JR, Schultz-Nielsen M, Aagaard P, Enggaard T. Digitally-enabled automation and artificial intelligence: Shaping the future of work in Europe's digital front-runners. New York: McKinsey & Company; 2017.
13. Calo R. Artificial intelligence policy: a primer and roadmap. Univ Bologna Law Rev. 2018;3(2):180–218. https://doi.org/10.6092/issn.2531-6133/8670.
14. Canca C. AI & global governance: human rights and AI ethics—why ethics cannot be replaced by the UDHR. New York: United Nations University—Center for Policy Research; 2019.
15. Chairs CS, Salvendy G, et al. Seven HCI grand challenges. Int J Hum Comput Interact. 2019;35(14):1229–69. https://doi.org/10.1080/10447318.2019.1619259.
16. Chalmers DJ. What is conceptual engineering and what should it be? Inquiry. 2020. https://doi.org/10.1080/0020174X.2020.1817141.
17. Chalmers DJ, Jackson F. Conceptual analysis and reductive explanation. Philos Rev. 2001;110(3):315–60.
18. Chui M, Harryson M, Manyika J, Roberts R, Chung R, van Heteren A, Nel P. Applying artificial intelligence for social good. New York: McKinsey & Company; 2018.
19. Clark G, Hancock M, Hall DW, Presenti J. Industrial strategy artificial sector deal. London: Department for Digital, Culture, Media & Sport and Department for Business, Energy & Industrial Strategy; 2018.
20. Collingridge D. The social control of technology. New York: St. Martin’s Press; 1980.
21. Derry TK, Williams TI. A short history of technology from the earliest times to A. D. 1900 (4th impr.). New York: Oxford University Press; 1979.
22. Dighum. Vienna manifesto on digital humanities. The digital humanism initiative. 2019. https://dighum.ec.tuwien.ac.at/dighum-manifesto/. Accessed 31 Dec 2021.
23. Doran D, Schulz S, Besold TR. What does explainable AI really mean? A new conceptualization of perspectives. https://arxiv.org/abs/1710.00794. 2017.
24. Duarte EF, Baranauskas M. Revisiting the Three HCI Waves: a preliminary discussion on philosophy of science and research paradigms. New York: Proceedings of the 15th Brazilian Symposium on Human Factors in Computing Systems IHC ’16. Association for Computing Machinery; 2016, p. 1–4.
25. Dutton J. An overview of national AI strategies. Medium.com—Politics+AI. 2018. https://medium.com/politics-ai/an-overview-of-national-ai-strategies-2a70ec6edfd. Accessed 31 Dec 2021.
26. Eklund M. Intuitions, conceptual engineering, and conceptual fixed points. In: The Palgrave handbook of philosophical methods. London: Palgrave Macmillan; 2015. p. 363–85.
27. Eubanks V. Automating inequality—how high-tech tools profile, police, and punish the poor. New York: St. Martin’s Press; 2018.
28. European Commission. Communication: artificial intelligence for Europe. Brussels: European Commission; 2018.
29. European Commission. Coordinated plan on artificial intelligence. Brussels: European Commission; 2018.
30. European Commission. Communication: building trust in human centric artificial intelligence. Brussels: European Commission; 2019.
31. European Commission. White paper on artificial intelligence: a European approach to excellence and trust. Brussels: European Commission; 2020.
32. European Commission. Proposal for a regulation of the European parliament and of the council laying down harmonised rules on artificial intelligence (artificial intelligence act) and amending certain union legislative acts. COM/2021/206 final. 2021. https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206. Accessed 31 Dec 2021.
33. Executive Office of the President. Executive order—maintaining american leadership in artificial intelligence. Washington: Federal Government; 2018.
34. Floridi L. Soft ethics and the governance of the digital. Philos Technol. 2018;134:75–88.
80. OECD.AI (2021). Database of national AI policies. Powered byEC/OECD. 2021. https://oecd.ai/dashboards. Accessed 31 Dec 2021.
81. Owen R, Stilgoe J, Macnaghten P, Fisher E, Gorman M, Guston D. A framework for responsible innovation. In: Owen R, Bessant J, Heintz M, editors. Responsible innovation. Hoboken: Wiley; 2013. p. 27–50.
82. Pignatelli G, Martin R, Hickman R. Decision fatigue: a conceptual analysis. J Health Psychol. 2018. https://doi.org/10.1177/135905318763510.
83. Poikola A, Kuikkaniemi K, Honko H, et al. MyData—a Nordic Model for human-centered personal data management and processing. Helsinki: Liikenne-Ja Viestintäministeriö; 2015.
84. Ruff H, Narayanan S, Draper M. Human interaction with levels of automation and decision-aid fidelity in the supervisory control of multiple simulated unmanned air ve-hiciles. Presence. 2002;11(4):335–51.
85. Russell S, Norvig P. Artificial intelligence: a modern approach. 4th ed. Boston: Pearson; 2020.
86. Saariluoma P. Foundational analysis: presuppositions in experimental psychology. London: Routledge; 1997.
87. Saariluoma P. Four challenges in structuring human-autonomous systems interaction design processes. In: Williams A, Scharre P, editors. Autonomous systems: issues for defense policymakers. Brussels: NATO Communications and Information Agency; 2015. p. 226–48.
88. Saariluoma P, Cañas J, Leikas J. Designing for life. London: MacMillan; 2016.
89. Saariluoma P, Jokinen JP. Emotional dimensions of user experience: a user psychological analysis. Int J Hum Comput Int. 2014;30:303–20.
90. Saariluoma P, Karvonen H, Roussi R. Techno-trust and rational trust in technology: a conceptual investigation. In: Barricelli BR, Roto V, Clemmensen T, Campos P, Lopes A, Gonçalves F, Abdelnour-Nocera J, editors. Human work interaction design engaging automation. Designing engaging automation: 5th IFIP WG 13.6 Working Conference, HWID 2018, Espoo, Finland. Berlin: Springer; 2019. p. 283–93. https://doi.org/10.1007/978-3-030-05297-3_19.
91. Saariluoma P, Oulasvirta A. User psychology: re-assessing the boundaries of a discipline. Sci Res. 2010;1(5):317–28.
92. Saariluoma P, Rauterberg M. Turing’s error-revised. Int J Philos Study. 2016;4:22–41. https://doi.org/10.14355/iJips.2016.04.004.
93. Saariluoma P, Salo-Pöntinen H. Lost people: how national AI-strategies paying attention to users. In: Ahram T, Taar R, Groff F, editors. Human interaction, emerging technologies and future applications IV: Proceedings of the 4th International Conference on Human Interaction and Emerging Technologies: future applications (IHIE—AI 2021). Berlin: Springer; 2021. p. 563–8. https://doi.org/10.1007/978-3-030-74009-2_72.
94. SAIP. Leading the way into the era of artificial intelligence: final report of Finland’s Artificial Intelligence Programme 2019. Helsinki: Steering group and secretariat of the Artificial Intelligence Program (SAIP), Publications of the Ministry of Economic Affairs and Employment; 2019.
95. Salo-Pöntinen H. AI ethics: critical reflections on embedding ethical frameworks in AI technology. In: Rauterberg M, editor. Culture and Computing: Design Thinking and Cultural Computing 9th International Conference, C&C 2021, Held as Part of the 23rd HCI International Conference, HCI21, Virtual Event, July 24–29, 2021, Proceedings, Part II. Berlin: Springer; 2021. p. 311–29. https://doi.org/10.1007/978-3-030-77431-8_20.
96. Samoioli S, Lopez CM, Gomez GE, De Prato G, Martinez-Plumed F, Delipetrev B. AI WATCH. Defining artificial intelligence. Luxembourg: Publications Office of the European Union; 2020. https://doi.org/10.2760/382730.
97. Sapio F, Chen W, Lo A. New generation of artificial intelligence development plan 2017: state council document no. 35. Washington DC: Foundation for Law and International Affairs; 2017.
98. Sein MK, Henfridsson O, Purao S, Rossi M, Lindgren R. Action design research. MIS Q. 2011;35(1):37–56. https://doi.org/10.2307/23043488.
99. Silverman HJ, editor. Derrida and deconstruction. London: Routledge; 1989.
100. Simon HA. The sciences of the artificial—reissue of the third edition with a new introduction by John Laird. Cambridge: M. I. T; 2019.
101. Sitra. IHAN Blueprint 2.5. Helsinki: Suomen Itsenäisyyden Juhlarahasto Sitra; 2020.
102. Simon HA. The sciences of the artificial—reissue of the third edition with a new introduction by John Laird. Cambridge: M. I. T; 2019.
103. Simon HA. The sciences of the artificial—reissue of the third edition with a new introduction by John Laird. Cambridge: M. I. T; 2019.
104. Stix C. Actionable principles for artificial intelligence policy: three pathways. Sci Eng Ethics. 2021. https://doi.org/10.1007/s44163-022-00019-3.
Proceedings, Lecture Notes in Computer Science, 11915. Cham: Springer; 2019. p. 331–8. https://doi.org/10.1007/978-3-030-35333-9_24.

115. van de Poel I. Embedding values in artificial intelligence (AI) systems. Mind Mach. 2020;30:385–409. https://doi.org/10.1007/s11023-020-09537-4.

116. Villani C, Shoenauger M, Bonnet Y, Berthet C, Corlut A, Levin F, Rondepierre B. For a meaningful artificial intelligence—towards a French and European Strategy. Paris: Office of the Prime Minister; 2018.

117. Vilpponen H, Grundström M, Abrahamsson P. Exploring the critical success factors in social and health care information systems project procurement. In: Kumar Goel A, editor. Recent developments in engineering research, vol. 8. UK: Book Publisher International; 2020.

118. Visala AO. Tekoäly ja teologinen ihmiskäsitys [Artificial intelligence and theological anthropology]. In: Erävalo E, editor. Robotiikka, geeniteknikka, etiikka [Robotics, genetic engineering, ethics]. Helsinki: Ajatushautomo Kompassi; 2017. p. 11–34.

119. Visala AO. Ihmiskäsitykset tekoälyn aikakaudella [Conceptions of humanity in the era of artificial intelligence]. 2020. https://vm.fi/documents/10623/10841416/Visala-Ihmisk%C3%A4iskyset.teko%C3%A4lyn+aikakaudella.pdf/1862e455-6c7c-0292-2f85-c6f779690cbVisala-Ihmisk%C3%A4iskyset.teko%C3%A4lyn+aikakaudella.pdf. Accessed 31 Dec 2021.

120. von Schomberg R, editor. Towards responsible research and innovation in the information and communication technologies and security technologies fields. Brussels: Publication Office of the European Union; 2011.

121. Weick K, Sutcliffe K, Obstfeld D. Organizing and the process of sensemaking. Organ Sci. 2005;16(4):409–21. https://doi.org/10.1287/orsc.1050.0133.

122. Wessels B. E-inclusion: European perspectives beyond the digital divide. In: Lee I, editor. Encyclopedia of E-business development and management in the global economy. Pennsylvania: IGI Global; 2010. p. 1068–75. https://doi.org/10.4018/978-1-61520-611-7.ch107.

123. Whittaker M, Crawford K, Dobbe R, Fried G, Kaziunas E, Mathur V, Mayers West S, Richardson R, Schultz S, Shcwarts O. AI now report 2018. New York: AI Now Institute; 2018.

124. Wobbrock JO, Gajos KZ, Kane SK, Vanderheiden GC. Ability-based design. Commun ACM. 2018;61(6):62–71.

125. Wolleswinkel-van den Bosch JH, van Poppel FW, Tabeau E, Mackenbach JP. Mortality decline in the Netherlands in the period 1850–1992: a turning point analysis. Soc Sci Med. 1998;47:429–36.

126. Zicari RV, Brodersen J, Brusseau J, Düdder B, Eichhorn T, Todor I, Kararigas G, Kringen P, McCullough M, Möselein F, Tolle K, Jahan Tithi J, Mushtaq N, Roig G, Stürzt N, van Halem I, Westerlund M. Z-Inspection®: a process to assess ethical AI. IEEE Transact Technol Soc. 2021;2(2):83–97. https://doi.org/10.1109/TTS.2021.3066209.

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.