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Abstract—PV power forecasting models are predominantly based on machine learning algorithms which do not provide any insight into or explanation about their predictions (black boxes). Therefore, their direct implementation in environments where transparency is required, and the trust associated with their predictions may be questioned. To this end, we propose a two stage probabilistic forecasting framework able to generate highly accurate, reliable, and sharp forecasts yet offering full transparency on both the point forecasts and the prediction intervals (PIs). In the first stage, we exploit natural gradient boosting (NGBoost) for yielding probabilistic forecasts, while in the second stage, we calculate the Shapley additive explanation (SHAP) values in order to fully comprehend why a prediction was made. To highlight the performance and the applicability of the proposed framework, real data from two PV parks located in Southern Germany are employed. Comparative results with two state-of-the-art algorithms, namely Gaussian process and lower upper bound estimation, manifest a significant increase in the point forecast accuracy and in the overall probabilistic performance. Most importantly, a detailed analysis of the model’s complex nonlinear relationships and interaction effects between the various features is presented. This allows interpreting the model, identifying some learned physical properties, explaining individual predictions, reducing the computational requirements for the training without jeopardizing the model accuracy, detecting possible bugs, and gaining trust in the model. Finally, we conclude that the model was able to develop complex nonlinear relationships which follow known physical properties as well as human logic and intuition.
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NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| Σ      | Covariance matrix of the noise-free system |
| I      | Identity matrix |
| K      | Covariance matrix |
| k      | Covariance vector |
| x      | Feature vector |
| I      | Fisher information |
| L      | Scoring rule |
| N      | Gaussian distribution |
| S      | Subset of features |
| T      | Training set |
| Z      | Set containing all features |
| E      | Expected value |
| ε      | Gaussian noise |
| η      | Penalty factor of lower upper bound estimation algorithm |
| γ      | Hyperparameter of lower upper bound estimation algorithm |
| F      | Predicted cumulative distribution function |
| 1      | Heaviside function |
| µ      | Mean value |
| Φ      | SHAP interaction value |
| φ      | SHAP value |
| ρ(ɛ)   | Scaling factor at stage n |
| σ      | Standard deviation |
| θ      | Parameters of a probability distribution |
| C      | Kernel function |
| c      | Binary coefficient if a predicted value is within the prediction intervals |
| d      | Observed feature |
| f(n)   | Base learners of stage n |
| g      | Explanation model (SHAP method) |
| g(ɛ)   | Natural gradient at stage n |
| h      | Function mapping a binary vector into the original input space |
| i      | Training example index |
| L      | Lower bound of predictions intervals |
| l, α, p| The lengthscale, the scale-mixture, and the period of a kernel |
| M      | Total number of training examples |
| P      | Probability distribution |
| R      | Maximum value of the target variable |
| U      | Upper bound of predictions intervals |
| y      | Target Variable |
| z'     | Binary coefficient if a feature is present or not |

I. INTRODUCTION

The ongoing transition of the power system towards a fossil-fuel-free system has led to a wide integration of renewable energy sources (RES) worldwide. Photovoltaic (PV) power forms one of the most widespread and promising alternatives to conventional power plants [1]. However, the stochastic nature of PV power induced by volatile weather conditions hinders the reliable electricity supply, which can result in an increase in the reserve capacity of the system. At the same time, PV parks are typically connected to the grid through power electronics leading to declining system inertia and thus, pushing the system closer to its stability margins [2]. Accurate and reliable PV power forecasting can alleviate...
the aforementioned challenges allowing for a large-scale PV integration.

PV power forecasting can be split into two general categories, namely deterministic and probabilistic approaches. The former yield single point forecasts at each time step whereas in the latter, the PV output is considered as a random variable and the model generates the respective probability density functions or prediction intervals (PIs) [3]. While deterministic forecasting has been extensively studied in the literature, probabilistic approaches have only recently gained attention [4]. For a detailed overview of the current deterministic approaches, we refer to [1], [4], [5].

Probabilistic forecasts are more valuable compared to deterministic ones since they provide uncertainty information about the future power outcomes [4]. This information can be leveraged by the involved parties, e.g., TSOs, DSOs, traders, legislators, for a lower risk and a more beneficial decision making [3]. Indicative examples can be found in [6] and [7], which exploit probabilistic load and wind power forecasts in order to estimate the optimal reserve requirements. Furthermore, trading wind power in the day-ahead market using probabilistic predictions has shown an increase in the profit of the producer in comparison with the case of traditional deterministic predictions, as presented in [8] and [9].

The probabilistic forecasting methods can be further split into parametric and nonparametric approaches depending on the output distribution assumptions [10]. Parametric approaches assume that the PV power follows a known probability distribution, the parameters of which should be estimated during the training procedure. In [11], a Gamma distribution is deployed and its parameters are estimated using Bayesian inference. Similarly, a Gaussian distribution with zero mean and a variable standard deviation is selected in [12] in order to describe the irradiance errors. The Gaussian distribution was also employed in [13], where it is compared with the Laplacian distribution with respect to modeling the forecast errors. Generally, most of the existing parametric approaches focus on extending their deterministic predictions into probabilistic ones. As a result, nonparametric methods, which make no assumptions about the output distribution, have dominated the literature [4].

The nonparametric approaches can be grouped into six different categories based on the main method that is being employed. Those include quantile regression, bootstrapping, lower upper bound estimation (LUBE), gradient boosting, kernel density estimation, and analog ensemble [4]. A major part of the state-of-the-art approaches is summarized below.

Quantile regression: Quantile regression can be seen as an extension of linear regression for probabilistic output. In [14], three different quantile regression models using different sets of features are developed and analyzed, while [15] presents a multiple quantile regression method in order to estimate the full probability distributions. References [3] and [16] study the application of quantile regression in PV power forecasting and compare it with a Gaussian process (GP) and a bootstrap model, respectively.

Bootstrapping: Bootstrapping is a simple statistical method for yielding PIs, which has been widely deployed in probabilistic forecasting [1], [4]. Three representative examples of this method in PV power forecasting can be found in [16]–[18]. In addition, [19] introduces the application of Bayesian bootstrapping in real-time probabilistic PV forecasting, while [20] proposes an improved bootstrap method that requires less assumptions about the distribution of the forecast errors.

LUBE: A recently introduced probabilistic regression algorithm based on neural networks with applications in various fields is the lower upper bound estimation (LUBE) [21]. This algorithm was combined with extreme learning machines in [22], in order to generate accurate PIs, while a new model initialization approach was proposed in [23]. In [24], a stacked auto-encoder is used as a pre-processing step to reduce the inputs of the LUBE algorithm. A similar approach combining extreme learning machines and an auto-encoder was introduced in [25].

Gradient boosting: Gradient boosting is based on the principle of combining many weak learners in order to develop a powerful probabilistic machine learning model. In [26], a gradient boosting regression tree model is utilized to develop point forecasts while a k-nearest neighbors regression model is adopted for estimating the respective PIs. In [27], a principal component analysis is combined with a quantile gradient boosting algorithm for the day-ahead solar irradiance forecasting. Lastly, feature engineering techniques are incorporated with gradient boosting trees in order to improve the accuracy of a numerical weather prediction model in [28].

Kernel density estimation: Kernel density estimation methods are considered a popular choice for RES power forecasting due to their flexibility and adaptability [29]. Applications of kernel density estimation methods in PV power forecasting have been presented in [30]–[34].

Analog ensemble: The analog ensemble is a hybrid model that employs numerical weather predictions and past power values in order to yield probabilistic forecasts. The algorithm was initially proposed in [35] and was further developed by adding a neural network component in [36]. Another application of the analog ensemble algorithm in PV power forecasting can be found in [37].

There are a few more works that do not belong to one of the aforementioned categories. For instance, in the recent work of [38], the authors developed a weather scenario generation method for yielding various weather scenarios, which are then being applied on the generation of probabilistic forecasts. In [39], a methodology combining Bayesian rules and stochastic models was introduced, while a dynamic Gaussian process (GP) model was proposed in [40]. Finally, the output of a numerical weather prediction ensemble for solar power forecasting is post-processed using a Bayesian model averaging in the work of [41].

Yet, despite the inspiring research work in probabilistic RES forecasting, it has still not been studied to a great extent. At the same time, we also lack a systematic approach to integrate it into the system operation [4], [38]. Furthermore, apart probably from the bootstrapping techniques, those machine learning approaches can be considered as complex black box models that require high computational resources for training. Those characteristics may hinder the widespread integration
of those algorithms in practice, especially in the case of TSOs and DSOs who are responsible for the safe and reliable operation of the power system. The more complex become those models, the harder it gets to understand them and explain their results. Therefore, in applications where safety critical decisions are to be made, e.g., power system operation and control, the trust in complex black box models may be questioned. At the same time, due to the role of TSOs and DSOs in society, one of their main duties is to be transparent and share information about the forecasting quantities with the general public. Hence, their trust in those models is of utmost importance. It is also worth mentioning that the forecasting models are broadly employed by energy traders. Therefore, identifying learned patterns or rules, detecting possible bias in the predictions, and exploring regions where the used features are not sufficient for an accurate prediction may be crucial for the developed bidding strategies and consequently, for the maximization of their profit. Moreover, debugging a machine learning models is a rather challenging task. Even at big technology companies, many bugs in machine learning pipelines may not be discovered [42]. Therefore, the ability to interpret the generated forecasts has been characterized as “vital” in the very recent work of [1].

To this end, the aim of this work is to introduce a PV forecasting model that generates accurate, reliable, and sharp probabilistic predictions, minimizes the domain knowledge required for its practical implementation, and provides full transparency on its output. To fulfill these objectives, we propose a readily applied two stage framework that can generate high quality probabilistic forecasts while being fully interpretable. In the first stage, we propose the application of the natural gradient boosting (NGBoost) algorithm for yielding probabilistic PV power forecasts. NGBoost is a simple modular yet powerful gradient boosting algorithm, which can be used out-of-the-box and without requiring expert programming knowledge or time-consuming hyperparameter tuning [43]. Due to its ability to deploy decision trees as base learners, we combine it with Shapley additive explanation (SHAP) values in the second stage. The estimation of SHAP values is the unique consistent attribution method that is able to provide theoretical optimal explanations about the predictions of a model [44].

It is worth mentioning that initial work deploying SHAP values in PV power forecasting has been presented in [45] and [46]. However, both studies aim at interpreting deterministic models and do not consider SHAP interaction values. In particular, these interaction values form one of the most important points in model interpretability, since they reveal complex interactions between pairs of features.

Applications of machine learning algorithms combined with SHAP explanations have been recently introduced in the literature for a wide range of use cases. Those include building ventilation [47], fraud detection [48], gold price forecasting [49], cases of COVID-19 forecasting [50], market sales [51], particle concentrations [52], load forecasting [53], pavement performance [54], construction [55], and traffic accident detection [56]. However, all of these studies deploy deterministic models which do not estimate uncertainty. As a result, no further interpretation can be performed apart from deterministic predictions. In addition, these studies only briefly discuss SHAP values in order to explain the derived models, without using them to increase the model performance as in the proposed approach (Section V). Lastly, apart from [49], [55], [56], no other approach explores pairwise interactions between the features.

Therefore, the main contributions of this paper can be summarized in the following points:

1) We propose the application of a simple yet highly accurate probabilistic regression algorithm in PV power forecasting.
2) We present a thorough comparison of its performance with two state-of-the-art probabilistic algorithms while considering the influence of the season.
3) We introduce for the first time, to the best of our knowledge, the application of SHAP values in the estimation of PIs in order to understand how the algorithm models the uncertainty.
4) We calculate and analyze the SHAP interaction values for both the point forecasts and the derived PIs in order to identify whether the model has learned some known physics based relationships between the deployed features.
5) To the best of our knowledge, it the first attempt to fully interpret a probabilistic machine learning model in the context of power systems research.
6) We leverage the SHAP explanations in order to increase the model’s performance by optimally selecting the most important features.

The rest of the paper is organized as follows: In Section II, an explanatory data analysis is conducted in an attempt to identify important correlations between the data. In Section III and IV, we establish the theoretical background of the deployed forecasting algorithms, performance metrics, and interpretability methods. In Section V, we present the results of this research work, which are then discussed in Section VI. Finally, the corresponding conclusions and suggestions for future work can be found in Section VII.

II. POWER AND METEOROLOGICAL DATA

In this section, we introduce the various data employed for this study. We also present a small explanatory data analysis in order to identify some pairwise relationships between the data. Those relationships will be later contrasted with the ones that the model learned in Section V.

The power data employed in this study were acquired from two PV parks located in Southern Germany, in particular in the state of Baden-Württemberg. They have a nominal power of approximately 3.2 MVA and 1.8 MVA and in the rest of the paper, we will refer to them as PVP1 and PVP2, respectively. Both PV parks experience similar weather conditions since they are located 50 km apart from each other. The recorded data were obtained from February 2018 to October 2019 with a time resolution of 15 min (quarter hour data). Since there is no power generation during the night hours, the power values from 22:00 to 06:00 are discarded from the recorded dataset, as in [57].
As we want to determine how a model handles the various features in order to make a prediction, i.e., model interpretation, we deploy a set populated by the most commonly used meteorological variables, time variables, and lagged power values as features for the model. These include temperature, relative humidity, precipitation, wind speed, ground level solar radiation, month, time of the day, and lagged power values [1], [5]. Based on the autocorrelation values of the power time series, we deploy three lagged power values corresponding to the power generation 15 min, 30 min, and 45 min before the desired time step. We will refer to them as t-15, t-30, t-45, respectively. It is worth mentioning that the power values of the same time of the previous day (t-24h) were initially included in the model without leading to an increase in the prediction accuracy; hence, they were discarded. Furthermore, the meteorological data were obtained from the German Weather Agency (Deutscher Wetterdienst - DWD) [58]. Those data were acquired from weather stations located a few kilometers away from the respective PV parks and thus, they do not match the exact weather values at the desired locations. In this regard, the deployed weather data are assumed as the corresponding weather forecasts at the locations of the two PV parks. We follow this assumption since we do not have weather data at the exact PV park locations and we expect only small weather variations between the locations of the weather station and the respective PV park. Under those conditions, we use these inexact weather data as an equivalent of the daily weather forecasts that we would get from a weather forecast provider for the location of the PV parks.

To ensure that December and January are seen as two consecutive months by the model and not as two completely different feature values, i.e., month = 1 or month = 12, we map the cyclical month variable onto a unit circle. For each month we compute its sin and cos components as:

\[
\text{month}_\text{sin} = \sin(2\pi \cdot \text{month}/12),
\]

\[
\text{month}_\text{cos} = \cos(2\pi \cdot \text{month}/12).
\]

Note that, since we remove the night hours from our dataset, the time of the day is not a cyclical variable anymore and thus, no similar transformation is required.

A potential use case of the proposed model is to support the placement of bids of specific volumes in the European short term electricity market. Therefore, we are interested in short-term forecasting for a time horizon of 36h (day-ahead) and a time resolution of 15 min. To do so, we perform recursive multi-step predictions based on the predicted values of the previous time steps. In addition, we follow the sliding horizon for the model validation, where the training set comprises the data from one whole year while the test set comprises the data from the month right after the end of the training set. It is worth mentioning that similar results were obtained using the whole dataset which covers approximately 1.5 years. Nevertheless, we opted for one year data for training in order to have a balanced dataset for model interpretation. In order to thoroughly assess the performance of the algorithm under different weather and generation scenarios, four different pairs of training-test sets are constructed for each PV park, where each test set corresponds to a month of a different season.

Since we are going to examine pairwise feature interactions developed by the proposed models in Section V, it is helpful
to estimate the respective correlation coefficients first. Due to the fact that the correlation coefficients between the feature variables in the two PV parks were identical, we illustrate the combined correlation coefficients of PVP1 and PVP2 in Fig. 1. To do so, the power values were scaled using the nominal power of each park. Note that combining the two datasets was done to avoid showing identical correlation heatmaps; however, separate models were developed for each PV park. It is worth pointing out that the Pearson correlation coefficient is employed, which reveals only the linear correlation between variable pairs. Therefore, nonlinear correlations are not reflected in this correlation coefficient. As expected, the output power is strongly correlated with the power of the previous time steps as well as with the ground level radiation. Slightly less, yet still clearly correlated with the power output are the temperature and the humidity, which both have a direct impact on the efficiency of the PV panel. Small negative correlation is also observed for month COS, which can be justified by the fact that negative COS values correspond to the left half of the unit circle (spring and summer months). In addition, the time of the day (hour) is weakly correlated with the output power. This, however, does not imply that the former does not have an influence on the latter. The correlation coefficient captures only linear relationships and due to the bell-shaped power curve over one day, as shown in Fig. 2, the respective correlation value is small. In this regard, the derived models will exploit this nonlinear relationship in order to make accurate predictions, as it will be revealed when interpreting the models. The rest of the pairwise relationships will help us to understand the models better in Section V.

III. Forecast Models and Metrics

In this section, we describe the probabilistic forecasting algorithm NGBest, which is applied in the first stage of the proposed framework. To benchmark the performance of NGBest in PV power forecasting, we follow the recommendations of [59], where it is advised to benchmark a forecasting model with a highly reliable but more naive model and a state-of-the-art method. Within our study, we opt for persistence as the reliable model and Gaussian process (GP) as well as lower upper bound estimation (LUBE) as two state-of-the-art methods. To do so, a set of validation metrics assessing the accuracy, bias, reliability, sharpness, and overall probabilistic performance of the forecasting models is deployed. Their scope and analytic expressions are presented in this section.

A. Natural gradient boosting (NGBest)

NGBest is a gradient boosting algorithm for solving probabilistic regression problems [43]. In general, gradient boosting algorithms are based on the sequential training of several base learners, which all together form an additive ensemble. Each learner is optimized by minimizing the current residual as estimated by the ensemble of the previous learners. Then, the output of that learner is scaled by a learning rate and it is appended to the current ensemble.

As for NGBest, in its general form, the algorithm aims at estimating the parameters of a probability distribution \( P_\theta(y|x) \); where \( x \in \mathbb{R}^D \) is the feature vector of an observation, \( y \in \mathbb{R} \) is the target variable, and \( \theta \in \mathbb{R}^L \) is the parameter vector of the distribution. For instance, if we assume a normal distribution, \( \theta \) will contain the mean and the standard deviation. NGBest is composed of three main modules: 1) the base learners \( f^{(n)} \), 2) a parametric probability distribution \( P_\theta(y|x) \), and 3) an adequate scoring rule \( \mathcal{L}(P_\theta, y) \), e.g., continuous ranked probability score (CRPS). A schematic representation of NGBest is shown in Fig. 3.

Regarding the base learners, shallow decision trees have been proved to be an effective choice in practice [43] and thus, they are also employed in this work. The next step is to determine the type of the probability distribution \( P_\theta \). In this context, any distribution characterized by continuous parameters can be used, e.g., normal, lognormal, or exponential distributions. Preliminary results showed that the normal distribution can yield accurate and sharp forecasts and therefore, it was selected for this study. One should bear in mind that this distribution does not refer to the target variable as a whole, as in the case of parametric probabilistic forecasting approaches, but rather corresponds to the training examples that will end up at each leaf of a tree. Hence, each leaf will have its own normal distribution. Finally, the module of the scoring rule can be seen as the counterpart of the cost function in the deterministic regression. The scoring rule generates a rating given a predicted distribution and an observation of the target variable. The most commonly used scoring rule is the logarithmic score, which can mathematically described as

\[
\mathcal{L}(\theta, y) = -\log(P_\theta(y)).
\]

Fig. 3. Block diagram representation of NGBest showing its major components, i.e., base learners, distribution, scoring rule, and natural gradient [43].
However, since the “difference” between two parameters of a distribution does not reflect the “difference” of the distributions themselves, traditional gradient based methods, e.g., gradient descent, would not work with respect to minimization of the scoring rule. To this end, NGBoost leverages the natural gradient $\nabla L(\theta, y)$, which is motivated by information geometry, in order to learn the model parameters. This not only results in a parametrization invariant optimization but also makes the learning more stable and efficient [60].

To be more specific, assuming that we have a training set $T = \{(x_i, y_i)\}_{i=1}^M$, we start with the estimation of a common set of parameters $\theta^{(0)}$ for the complete training set as

$$\theta^{(0)} = \arg\min_\theta \sum_{i=1}^M L(\theta, y_i),$$

where $M$ is the total number of training examples. Next, for each tree $n$, we estimate the individual natural gradients $g^{(n)}_i$ with respect to the estimated parameters up to that tree (stage) as

$$g^{(n)}_i = \frac{1}{M} \sum_{i=1}^M \left( \theta^{(n-1)} - \rho \cdot f^{(n)}(x_i), y_i \right),$$

where, for given $L$, $\nabla L(\theta)$ denotes the Fisher Information that the target variable $y$ carries about the probability distribution $P_\theta$ [61]. For the case of the logarithmic score, the Fisher Information can be written as

$$\nabla L(\theta) = E_{y \sim P_\theta} \left[ \nabla_\theta L(\theta, y) \nabla_\theta (\theta, y)^\top \right].$$

Once the natural gradients $g^{(n)}_i$ have been estimated, they are used together with the input vectors $x_i$ to train the set of base learners of that stage $f^{(n)}$. As a following step, the scaling factor $\rho^{(n)}$ is computed as

$$\rho^{(n)} = \arg\min_\rho \sum_{i=1}^M L(\theta^{(n-1)} - \rho \cdot f^{(n)}(x_i), y_i),$$

and the parameters $\theta^{(n)}_i$ are updated using

$$\theta^{(n)}_i = \theta^{(n-1)} - \eta \left( \rho^{(n)} \cdot f^{(n)}(x_i) \right),$$

where $\eta$ denotes a usual learning rate. Note that when the training is over, we will have two base learners $f^{(n)}_\mu$ and $f^{(n)}_\sigma$, one estimating the mean $\mu$ and one estimating the standard deviation $\sigma$ (normal distribution), respectively.

B. Gaussian Process (GP)

For GP regression [62], we assume that we have a set of finite random variables following a joint multivariate Gaussian distribution:

$$f(x_1),...,f(x_n) \sim \mathcal{N}(0, K),$$

where $K$ expresses the covariance matrix of those random variables. In particular, each element $K_{ij} = C(x_i, x_j)$ describes the covariance between $f(x_i)$ and $f(x_j)$ and implicitly controls the influence level of the output at $x_i$ on the output at $x_j$. In this context, the choice of the covariance function $C(x_i, x_j)$ practically introduces prior knowledge about the expected output. Typical choices for a covariance function are the radial basis function (RBF), the rational quadratic kernel (RQ), and the periodic kernel, which can be expressed by the following three equations, respectively:

$$C_{RBF}(x_i, x_j) = \sigma^2 \exp \left( -\frac{|x_i - x_j|^2}{2l^2} \right),$$

$$C_{RQ}(x_i, x_j) = \sigma^2 \left( 1 + \frac{|x_i - x_j|^2}{2\alpha l^2} \right)^{-\alpha},$$

$$C_{Per}(x_i, x_j) = \sigma^2 \exp \left( -\frac{2}{l^2} \sin^2 \left( \frac{\pi |x_i - x_j|}{p} \right) \right),$$

where the parameter $\sigma$ indicates the standard deviation of $f$, the lengthscale $l$ modulates the correlation between neighbor points, $\alpha$ expresses the scale-mixture which regulates the weighting between different length scales, and $p$ corresponds to the period of the unknown function. Moreover, combinations of the aforementioned kernels can be also deployed in order to model more complex relationships.

Assuming a Gaussian noise $\epsilon_i$ with a variance $\sigma_n$ in our observations, we can mathematically express the output as:

$$y_i = f(x_i) + \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, \sigma_n^2).$$

Given the noise variance and the parameters of the kernel function are known, it can be proved that the output distribution $y^*$ for a new test input $x^*$ follows also a Gaussian distribution with a mean and a variance that can be estimated by:

$$\mu(x^*) = k(x^*)^\top K^{-1} y,$$

$$\sigma^2(x^*) = k(x^*)^\top K^{-1} k(x^*).$$

Here, assuming that $\Sigma$ denotes the covariance matrix of the noise-free system and $I$ is the $M \times M$ identity matrix, their combination $K = \Sigma + \sigma_n I$ expresses the covariance matrix of the full system. The vector $y = [y_1, ..., y_M]^\top$ contains the observed target variables, $k(x^*) = [C(x_1, x^*), ..., C(x_M, x^*)]^\top$ expresses the covariances between the input vectors $x_i$ and the test input $x^*$, and $k(x^*)$ indicates the prior variance of $x^*$. The training of the model, i.e., the estimation of model parameters, is done by the minimization of the negative log marginal likelihood of $p(y, X)$, where $X = [x_1, ..., x_M]^\top$. The minimization is solved using the Adam optimizer [63].

C. Lower Upper Bound Estimation (LUBE)

LUBE is a neural network based algorithm, which, as the name implies, estimates the lower and upper bound of the PIs associated with a point forecast [21]. Most of the times, the neural network comprises one hidden layer and two output neurons corresponding to the lower and upper bounds of the PIs, $L(x_i)$ and $U(x_i)$, respectively. However, contrary to the traditional neural networks typically using the mean square error as a cost function, LUBE considers a combination of two terms, namely the number of data points lying within the yielded PIs and the total width of those PIs. Those two terms can be expressed as:

$$\text{PICP} = \frac{1}{M} \sum_{i=1}^M c_i,$$
The PI coverage probability (PICP) is essentially the percentage of the output points covered by the generated PIs. In this regard, \( c_i = 1 \) if \( y_i \in [L(x_i), U(x_i)] \) and \( c_i = 0 \) otherwise. In addition, the PI normalized average width (PINAW) is used to balance the influence of PICP so that the PIs do not become very large. The normalization variable \( R \) corresponds to the maximum value of the target variable. Now, the cost function of the neural network, also called coverage width-based criterion (CWC), can be expressed as:

\[
\text{CWC} = \text{PINAW} \left( 1 + \gamma (\text{PICP}) e^{-\eta (\text{PICP} - \mu)} \right),
\]

where the hyperparameter \( \mu \) denotes the confidence level of the PIs while \( \eta \) is as a penalty factor magnifying small differences between PICP and \( \mu \). The term \( \gamma (\text{PICP}) \) is 1 while training the network and is predominantly employed for assessing the PIs after the training. In that case, \( \gamma = 1 \) if \( \text{PICP} \geq \mu \) and \( \gamma = 0 \) otherwise. Finally, the simulated annealing algorithm is used for the estimation of the weights and the biases of the neural network, since the CWC is nonlinear and discontinuous [64].

It is worth mentioning that LUBE yields only PIs and thus, its performance will be assessed using only the probabilistic metrics described in the next section.

### D. Validation metrics

In this section, we present the main metrics concerning the accuracy, bias, reliability, and sharpness of a probabilistic forecast.

The accuracy and the bias refer to the point forecasts and express how much they deviate from the real power values. The most commonly used metrics are the mean absolute error (MAE), the root mean square error (RMSE), and the mean bias error (MBE). Those metrics can be calculated as:

\[
\text{MAE} = \frac{1}{M} \sum_{i=1}^{M} |y_i^* - y_i|,
\]

\[
\text{RMSE} = \sqrt{\frac{1}{M} \sum_{i=1}^{M} (y_i^* - y_i)^2},
\]

\[
\text{MBE} = \frac{1}{M} \sum_{i=1}^{M} (y_i^* - y_i).
\]

Two important properties of a probabilistic forecast are its reliability and its sharpness. The former expresses whether the real power values could have been drawn from the predicted distribution whereas the latter expresses how concentrated the predicted distribution is [65]. A typical metric to evaluate reliability is the histogram of the probability integral transform (PIT). The PIT value of an observation \( y_i \) is estimated by applying the predicted cumulative distribution function (CDF) \( \hat{F} \) to that observation as

\[
PIT_i = \hat{F}(y_i).
\]

By applying the predicted CDF to all observations, we acquire the histogram of PIT, which should be as close as possible to a uniform histogram [66]. U-shaped histograms imply overconfidence whereas concave-shaped histograms imply the opposite. Another metric measuring reliability is PICP which can be calculated using (16). Similarly, a commonly used metric for sharpness is PINAW, as described in (17).

Due to the variety of forecasting metrics addressing different model properties, it is difficult to generally benchmark different models by jointly comparing the various metrics. Therefore, the negatively oriented continuous ranked probability score (CRPS) is employed, which takes into consideration the aforementioned desired properties of a model and generates a score expressed in the units of the forecast quantity. It is defined as

\[
\text{CRPS}_i = \int_{-\infty}^{\infty} \left( \hat{F}(y) - \mathbb{1} (y - y_i) \right)^2 dy,
\]

where \( \mathbb{1} \) represents the Heaviside function, which is 1 if its argument is nonnegative and 0 otherwise.

### IV. MODEL INTERPRETABILITY

Probabilistic forecasting models are predominantly complex black box models that lack transparency. In the second stage of the proposed framework, we aim at understanding the model and its learned feature relationships. In particular, we focus on interpreting the NGBoost model using the SHAP values. Note that the term interpretability refers to the ability of the model to communicate why and how a prediction was made using feature attribution values, which basically describe the contribution of each feature to the final output.

#### A. SHAP values

As mentioned, the interpretability of a model is usually defined by a set of feature attribution values that quantify the influence of each input feature on the model output. Those values can describe the influence of a feature as a whole (global) or they can correspond to a single prediction (local). For tree based models, the gain [67], the split count [68], the permutation [69], and the SHAP [70] approach are currently the main approaches for estimating the global feature importance. In the case of local explanations, the SHAP and the Saabas method [71] form the two unique alternatives to date. However, the gain, split count, and Saabas approaches are inconsistent, meaning that the estimated feature attributions do not always align with the actual feature impact on a prediction [44]. Furthermore, although permutation approaches are consistent, they only provide global feature importance. On the contrary, the SHAP approach is able to deliver local explanations while providing theoretical guarantees about the method’s consistency based on game theory [44]. For those reasons, we opt for the SHAP method in order to interpret the predictions generated in the first stage of the proposed framework.

In order to estimate the individualized feature attributions, it is assumed that \( g \) is an explanation model, which can be seen as an interpretable approximation of our initial model
f, g can be written as a linear combination of the feature attributions $\phi_d \in \mathbb{R}$ with the binary coefficients $z'_d \in \{0, 1\}$. Here, $z'_d = 1$ when the feature $d$ is observed whereas $z'_d = 0$ when the feature is unknown, i.e., has not been observed. In this regards, $g$ can be expressed as:

$$g(z') = \phi_0 + \sum_{d=1}^{D} \phi_d \cdot z'_d,$$  

where $\phi_0$ denotes the initial expectation about the model output without observing any feature (base value) and $D$ indicates the total number of features.

The SHAP method estimates the influence of a feature by observing how the model behaves with and without that feature. To do so, it casts the problem of feature attribution to a cooperative game theory problem, where each player (feature) contributes differently to the game. As proved in [72], SHAP values are the unique consistent and local accurate solution subject to the missingness property (the attribution of missing values are zero) for calculating the contribution of each player to the final game result.

In particular, a function $h_x$ is initially defined in order to map the binary vector $z'$ into the original input space. Given the function $h_x$, the influence of observing a feature can be estimated by assigning the value of $f(h_x(z'))$, which is the expected value of the model $f$ conditioned on a subset of features $S \subseteq Z$ ($Z$ being the set containing all input features). This can be written by defining $f_x(S) = f(h_x(z')) = E[f(x)|x_S]$, where $x_S$ indicates the values of the features defined by $S$. In order to obtain the correct contribution of a feature, we need to consider the interaction effects with the other features and thus, its influence is estimated over all possible subsets of features. Those different combinations result in a computationally challenging calculation:

$$\phi_d = \sum_{S \subseteq Z \setminus \{d\}} \frac{|S|!(|Z| - |S| - 1)!}{|Z|!} \left[ f_x(S \cup \{d\}) - f_x(S) \right].$$  

(25)

While SHAP values can be approximated for black box models, e.g., neural networks, support vector machines [70], tree based models enjoy the exact calculation of SHAP values in polynomial instead of exponential time based on the work in [44]. Under those conditions, we can further support our motivation to combine a tree based model, such as NGBoost, with the SHAP method in order to introduce a computationally efficient interpretable probabilistic forecasting framework.

### B. SHAP interaction values

The feature attributions calculated by (25) determine the influence of individual features without revealing any information about the various interactions with other features. To capture pairwise interactions between features, the SHAP interaction values have been introduced in [44]. To this end, the classic Shapley values have been extended to a Shapley interaction index, which can be calculated by:

$$\Phi_{d_1, d_2} = \sum_{S \subseteq Z \setminus \{d_1, d_2\}} \frac{|S|!(|Z| - |S| - 2)!}{2(|Z| - 1)!} \nabla_{d_1, d_2}(S),$$  

(26)

where

$$\nabla_{d_1, d_2}(S) = f_x(S \cup \{d_1, d_2\}) + f_x(S) - f_x(S \cup \{d_1\}) - f_x(S \cup \{d_2\}).$$  

(27)

Based on (26), the SHAP interaction value between $d_1$ and $d_2$ is divided into two equal parts, $\Phi_{d_1, d_2}$ and $\Phi_{d_2, d_1}$. Hence, the total interaction value between the features $d_1$ and $d_2$ is calculated by adding those two terms, i.e., $\Phi_{d_1, d_2} + \Phi_{d_2, d_1}$.

Consequently, the SHAP interaction value can be inferred as the difference between the SHAP values of feature $d_1$ when the feature $d_2$ is observed and not observed. In this context, the SHAP interaction values can reveal interesting pairwise relationships that otherwise would be missed, e.g., physics based relationships.

Similarly to the SHAP values, the SHAP interaction values can be calculated in polynomial time following the work of [44].

### V. RESULTS

#### A. Comparative results

In this and the following subsections, we focus on the first stage of the proposed forecasting framework and in particular, we thoroughly examine the performance of NGBoost in probabilistic PV forecasting while taking into account the influence of the seasons. To do so, we compare the proposed NGBoost with LUBE (only for PIs), GP, and persistence (only for point forecasts). For the persistence model, which is included as a benchmark model with minimal model complexity, we assume that the predicted power at a certain point in time will be the same as the power generated the previous day at the exact same time. As for the machine learning approaches, different models of the same algorithm are developed based on different sets of hyperparameters. Specifically, we vary the depth of the tree, the learning rate, the boosting iterations, the distribution, and the score for NGBoost, the number of neurons and the penalty factor $\eta$ for LUBE (increments of 10), and the kernel function for GP. The exact values of those hyperparameters can be found in Table I. As a result, numerous models corresponding to all possible combinations of hyperparameters were developed. Those models were thoroughly evaluated using both point forecasting (MAE, RMSE, MBE) as well as probabilistic metrics (PICP, PINAW, CRPS).

Based on those models, the following observations have been made. The depth of the tree seems to have no remarkable influence on the NGBoost performance while 500 boosting iterations combined with a learning rate of 0.01 showed the best performance overall. Regarding the scoring rule, the

| MODEL | HYPERPARAMETERS OF THE DIFFERENT MODELS |
|-------|-----------------------------------------|
| NGBoost | depth=$\{3, 4, 5\}$, learning rate = $\{0.01, 0.05, 0.1\}$, boosting iterations = $\{100, 500, 1000\}$, distribution = $\{\text{Gaussian, Laplace}\}$, score = $\{\text{log, CRPS}\}$ |
| LUBE | neurons = $\{10, 20, \ldots, 100\}$, $\eta = \{10, 20, \ldots, 90\}$ |
| GP | kernel = $\{\text{RBF, RQ, Per, RQ + Per, RQ \cdot Per}\}$ |
logarithmic and CRPS score perform almost equally well in all the seasons apart from winter, where CRPS demonstrated a significant decay in accuracy (≈50%). Lastly, the Gaussian distribution generates slightly more accurate results than Laplace (around 10% on average). Furthermore, LUBE models were developed for all the possible combinations of the number of neurons and the parameter $\eta$ shown in Table I. In this context, the LUBE models with 20 neurons and a penalty factor of 50 show the best performance. Concerning GP, the RQ kernel yields marginally better results than the rest of the kernels.

Due to the large number of models, the one with the best overall performance is selected for each method and is presented in the comparative plots of Fig. 4-9. Those results refer to the average values of PVP1 and PVP2, which were scaled by the nominal power. Moreover, the hyperparameters of the presented models are:

- **NGBoost**: \{depth=3, learning rate=0.01, boosting iterations=500, score=log, distribution=Gaussian\}
- **LUBE**: \{neurons=20, $\eta=50$\}
- **GP**: \{kernel=RQ\}

Starting with the metrics related to point forecasts (MAE, RMSE, MBE), NGBoost and GP generate significantly better results than the persistence model for all the four seasons. Only for winter days, GP shows a small decay in MAE and MBE. Moreover, NGBoost outperforms GP with respect to the point forecasts, regardless of the time of the year, as clearly observed in Fig. 4-6. Specifically, NGBoost leads to an overall decrease of around 56% and 40% in MAE and RMSE, respectively, compared to PVP1 and PVP2. At the same time, NGBoost shows almost zero bias for all the seasons whereas GP seems to underestimate the PV generation during spring and overestimate it during winter. Thus, NGBoost can be considered as an adequate choice for accurate point predictions.

Regarding the PIs, LUBE exhibits the highest PICP (Fig. 7) even though its hyperparameter $\mu$ was set to 95% (confidence level of the included PIs). This comes at a cost of a higher PINAW (Fig. 8), which is significantly higher than the ones of NGBoost and GP. Furthermore, the proposed algorithm yields on average 64% and 75% narrower PIs throughout the year than GP and LUBE, respectively. As for CRPS (Fig. 9), it can be clearly observed that the overall performance of NGBoost in probabilistic forecasting is remarkably better than that of GP and LUBE reaching an average drop of around 50%. Importantly, NGBoost seems quite robust with respect to the various seasons. In contrast, the performance of GP and LUBE is influenced by the time of the year as revealed in Fig. 4-9.

**Training time**: In Table II, we present the average training times per algorithm. It is worth emphasizing that the NGBoost models can be trained within less than 2 minutes whereas the other two algorithms require around 25 minutes each. The fast training time is of significant importance for the development of a machine learning model in practice, as initially, different features and hyperparameters should be tried out in order to find the optimal combination of them. All models were developed in Python and the training was performed by a personal computer with an Intel Core i5-8500 CPU, 3.00 GHz processor and 8 GB of RAM. The code can be found in the GitHub repository of [73].


B. Probabilistic forecasting

Fig. 10 shows four indicative results as generated by the NGBoost algorithm using data from PVP1. In particular, those four plots refer to the day-ahead forecasts, which were randomly selected by the corresponding test sets. As depicted in Fig. 10, each plot illustrates a completely different generation pattern due to seasonal variations. Yet the NGBoost algorithm was able to yield highly accurate and sharp probabilistic forecasts, where the point forecasts lie always within the boundaries of the predicted distributions. Since we opted for a Gaussian distribution, we plot approximately the 68%, 95%, and the 99% PIs, which correspond to the values less than one, two, and three standard deviations away from mean, respectively.

In order to assess the reliability of the two NGBoost models corresponding to PVP1 and PVP2, respectively, the common histogram of their PITs as defined in (22) is presented in Fig. 11. Note that the power values were scaled using the respective nominal power. For PIT values above 0.5, the models exhibit almost perfectly reliable forecasts, whereas there is a small tendency of underestimating the density of the bins in the lower half. Nevertheless, the yielded values are quite close to a perfectly reliable model.

To summarize, the proposed model is able to yield reliable and more accurate predictions compared to two of the state-of-

---

**TABLE II**

|                | NGBoost | LUBE  | GP    |
|----------------|---------|-------|-------|
| Training time (s) | 109     | 1439  | 1791  |
the-art approaches. In this regard, PV park operators, system operators, and power traders could benefit from the high forecasting accuracy by optimally placing their bids in the short term energy market. As a result, the system operators would require less balancing energy to be activated and the PV park operators or traders would increase their profits by minimizing the imbalance costs. Moreover, the proposed method offers a forecasting solution that minimizes the expert knowledge required for its implementation. On the contrary, state-of-the-art approaches are often characterized by very complex models with long training times while the source code is mostly not available. Therefore, their implementation in practice may be challenging. To this end, we have published our code as open source so that anyone can test it and apply it to the corresponding problem without many modifications needed.

C. Interpretation of point forecasts

In the following sections, we rigorously study the results of the second stage of the proposed forecasting framework which aims at interpreting and understanding the output of the probabilistic forecasting model. First, we focus on the point forecasts and especially, how the derived model exploits the different features to make a prediction. As mentioned, the SHAP method provides both global and local explanations. Starting with the global ones, the average contribution of each feature is demonstrated in Fig. 12. It is clearly visible that the past power values and the radiation dominate the model, while humidity and time of the day have smaller contributions. The month and the weather information about precipitation, temperature, and wind speed have a negligible effect on the model output.

However, global feature importance provides limited information about the model. Instead, we use the SHAP summary plot that summarizes the local explanations in a compact yet information-rich way, as shown in Fig. 13. In this plot, each dot corresponds to an individual prediction and its position along the x-axis corresponds to the impact of the respective feature on the model output. Additionally, the color of the dot denotes the feature value in order to highlight to what extent different feature values affect the result. For instance, high t-15 values tend to push the model output to higher values, whereas close to zero t-15 values push the model output to decrease. Hence, the higher the t-15 values are, the bigger will be their impact on the model output. The vertical dispersion of the dots implies a higher number of observations with a similar impact. In this context, those SHAP summary plots reveal information about both the magnitude and the direction of each feature’s impact as well as the number of observations with those characteristics. Note that all models, i.e., both for PVP1 and PVP2, yielded almost identical SHAP plots. Therefore, in order to avoid redundancy, we present the respective SHAP plots of a randomly selected model from PVP1.

Regarding the rest of the features, high radiation and t-45 values seem to have a bigger impact on the model output than their corresponding lower values. This observation may be attributed to the fact that for low radiation and lagged power values, the information about t-15 seems to suffice for the model to yield a prediction. On the contrary, for higher radiation and lagged power values, where the PV generates power, the model requires to employ more features in order to make an accurate prediction. The majority of t-30 observations show a lower impact on the model output possibly due to its high correlation with t-15 (the model simply uses t-15) as identified in Fig. 1. Nonetheless, there are points where the feature t-30 manifests a big influence on the output; at those points, it is likely that t-30 interacts strongly with other features. Moreover, bigger humidity values
lead to smaller power predictions and vice versa, following the physical properties of a PV cell, whose efficiency drops in high humidity [74]. Similar common sense explanations apply to the time of the day feature (hour), where midday hours have a “positive” impact (pushes the output to increase) on the model output since the bell-shape curve reaches its peak during that time period (Fig. 2), late hours push the result towards smaller values, and early morning hours towards larger ones. As for the month, a subset of high month_sin values (corresponding to March and April) seems to have a positive effect on the predicted PV output whereas the big positive month_cos values (= 1) have no impact on the model output. The latter may be attributed to November, December, and January (mostly winter months), where the power generation is low and thus, it is likely that the model exploits features such as t-15 and radiation to make a prediction. Finally, precipitation, temperature, and wind speed show predominantly no influence on point forecasts. Yet those features can be of high importance for a few examples, as indicated by their long tails in Fig. 13.

In addition to SHAP summary plots, we introduce here the derived SHAP interaction plots, which underline the complex, nonlinear feature interactions developed by the model. Importantly, high interaction values have been developed between pairs of features with high-high importance and high-low importance whereas low ranked features do not show remarkable interactions with each other. In this context, we present a set of representative SHAP interaction plots (Fig. 14-17). As derived by Fig. 14, t-15 values within the range of 0.5 MW-1.5 MW can have an utterly different influence on the model predictions depending on the radiation values. As expected, high radiation leads to higher and low radiation to lower power predictions. For higher lagged power values (>1.5 MW), the interaction between t-15 and radiation tends to decrease. This can be attributed to the fact that the information about radiation is redundant when the PV park generates high power. As for the temperature, its interaction with t-15 starts at power values bigger than 2 MW, where the model exploits also the temperature information (Fig. 15). In this region, high temperatures lead to a negative influence of the output power whereas medium temperatures within the range of 10-15°C have a positive impact, respectively. This can be explained by the decline of PV panel efficiency at higher temperatures [75]. In Fig. 16, we observe how the model combines the information about the month with the power of t-30. During the spring and summer months (month_cos < 0) and for power values bigger than 1.5 MW, the model will tend to yield higher power predictions whereas during the autumn and winter months (month_cos > 0), the model will generate lower power predictions for the same power range. In the interaction plots of Fig. 17, the combination of humidity and radiation shows a significant influence on the model output. For high humidity values, an increase in radiation pushes the generation to decrease whereas for low humidity values, the predicted PV generation increases as the radiation increases. Overall, the
gradient boosting trees modeling the point forecasts (mean of the distribution) show to be consistent with common sense and physical properties characterizing the PV generation.

Note that the SHAP values describe the relationships that the model has learned and not the linear correlation between features. In this regard, the feature importance derived by the SHAP values may significantly differ from the linear correlation coefficients, as highly nonlinear interactions were discovered. Only in a linear model, the feature importance would probably coincide with the correlation coefficients.

Finally, a representative example of a “force” plot corresponding to an individual prediction is presented in Fig. 18. A force plot visually describes the magnitude and direction of the influence that each feature has on the output of an individual prediction. It is worth pointing out that the scope of force plots is limited to interpreting individual predictions whereas no general inference can be derived about the model behavior. In this example, t-15 = 0.89 MW, t-30 = 0.56 MW, t-15 = 0.54 MW, radiation = 515.2 W/m², hour = 10:45, and the output corresponds to the normalized one (0.59). In this regard, morning hours, high radiation and moderate t-15 values will push the model output to increase, whereas the low past t-30 and t-45 will have the opposite effect but with a lower magnitude. Note that the features with negligible contribution to the final output are not displayed.

D. Interpretation of model uncertainty

One of the main contributions of this work is to analyze and understand how the model adjusts its predictive uncertainty. To do so, we perform the same analysis as in the previous section but for the PIs instead of the point forecasts. Starting with global explanation values, Fig. 19 and 20 illustrate the global feature importance using bar plots and SHAP summary plots, respectively. In general, the order of the feature importance follows mostly the same pattern as in the point forecast model. Nevertheless, the influence of t-15 on PI estimation compared to the rest of the features has been reduced while the latter have gained importance. Only month_sin seems to have no influence on the model output, which may be explained by the fact that month_cos splits the unit circle into spring-summer (higher power output) and autumn-winter (lower power output) semicircles and thus, month_cos reflects all necessary seasonal information.

Regarding the summary plots, the uncertainty of the model decreases significantly for small t-15 values. For instance, if the PV park does not generate power, it is very likely that it will continue doing so in the next 15 min. For higher power values, t-15 has a comparable impact for most of the observations indicating the stochastic nature of PV generation. Consequently, higher radiation usually means lower confidence about the model prediction. This behavior can be also observed in the t-30 and t-45 features. The only difference between them is that low two past power values have almost no effect on the model output. In this regard, t-15 and radiation seem to suffice for the model to increase its confidence. Furthermore, mid-day hours, where the power generation is high, seem to have a negative effect on the model’s confidence whereas night hours seem to be modeled with higher confidence, like the morning hours. This can be readily explained by the high variance of power values during mid-day hours (Fig. 2). Low humidity values seem to have a determinant role in reducing the uncertainty of the output, while high humidity values do not contribute to model confidence. Medium humidity values have a small impact on the uncertainty, possibly due to the high variance of the respective humidity data. As mentioned, low month_cos values correspond to spring and summer, where the generation is high and thus, it is subject to many variations. Therefore the model is less confident during those two seasons and more confident during autumn and winter where generation is not expected to be high. As in the point forecast model, temperature and wind
speed do not have a remarkable impact on the result while precipitation has almost zero influence on model uncertainty. Yet a limited number of high precipitation points have a negative impact on model’s confidence. Therefore, the overall contribution of those three features may be questioned and will be studied in the next section.

A representative set of SHAP interaction plots corresponding to how the model handles uncertainty by combining different feature pairs is shown in Fig. 21-24. Similar to the interaction plots of point forecasts, high interaction values have been developed between pairs of features with high-high importance and high-low importance. An interesting observation is that the model exploits the humidity information in order to increase its confidence about a prediction, as depicted in Fig. 21. Low humidity values have a significant positive effect, whereas the rest of humidity values are not considered in the estimation of the PIs. Moreover, similar past power values have only a positive impact on the model’s confidence. The bigger the power values are, the bigger becomes the confidence about the model’s prediction (Fig. 22). As for the influence of the time of the day (hour), Fig. 23 highlights the nonlinear interactions between the radiation and hour. For low radiation, the time of the day plays a crucial role in model’s uncertainty. Morning hours are characterized by an increase in uncertainty whereas low radiance in night hours has a clear positive impact since no big variations in power generation are expected compared to the morning hours. For radiation values above 200 W/m², the interaction between those features decreases. Yet early morning hours combined with high radiation tend to decrease the predictive uncertainty. Finally, as in point forecasts, radiation and t-15 are also strongly connected in the uncertainty estimation. Radiation seems to provide an extra confidence in the model, when it is combined with the t-15 information, as confirmed by Fig. 24. Based on the aforementioned analysis, the gradient boosting trees estimating the standard deviation (uncertainty) of the predictive distribution manifests that the model can successfully encode the stochastic nature of PV generation while following physical properties and common sense.

Using the same sample as in Fig. 18, we illustrate the corresponding force plot with respect to the uncertainty estimation in Fig. 25. Compared to the point forecast, this model exploits predominantly the information of the same features in order to

![Fig. 21. PVP1: Interaction plots between t-15 and humidity (PI forecast).](image1)

![Fig. 22. PVP1: Interaction plots between t-30 and t-45 (PI forecast).](image2)

![Fig. 23. PVP1: Interaction plots between radiation and hour (PI forecast).](image3)

![Fig. 24. PVP1: Interaction plots between t-15 and radiation (PI forecast).](image4)

![Fig. 25. PVP1: Force plot showing the contribution of each feature to the uncertainty estimation for a random prediction.](image5)
estimate the PIs. In particular, past power values, radiation, and humidity contribute to an increase in the model’s uncertainty (standard deviation), while the time of day tends to influence positively the model output (reducing uncertainty).

E. Model performance with a subset of features

Based on the previous analysis, we identified that the weather information of precipitation, temperature, and wind speed are deployed only for a small number of observations by the point forecasting model while their contribution to estimating the uncertainty related to a prediction is rather negative. Therefore, we discarded those features from our datasets and we retrained the models. In Table III, we present the average forecasting metrics yielded by the test sets for the case of using all the aforementioned features and for the case, in which precipitation, temperature, and wind speed are discarded. In particular, there is an increase in accuracy of around 6% for RMSE and around 10% for CRPS. This result may be caused by a local optimum solution in the training of the model where all features were employed due to the higher dimensionality of the problem.

Therefore, following the proposed methodology, one can fully understand how a trained model works, determine the features leading to an increase in uncertainty, and possibly discard them. It is worth pointing out that there may be specific examples where those features are useful for the model and lead to lower prediction errors. In the context of the overall performance however, they may have a rather negative impact.

VI. Discussion

The optimal PV integration is a challenging problem due to volatile weather conditions leading to intermittent generation. The latter has a direct impact on system stability and reliable electricity supply and thus, accurate and reliable PV forecasting techniques are of utmost importance. In this context, a small number of probabilistic models have been recently introduced in the literature aiming at providing more information about the derived forecasts compared to deterministic methods. This additional information corresponds to the uncertainty of the predictions and is usually expressed in the form of PIs. However, most of the existing probabilistic approaches are complex black box models characterized by high training requirements and extensive hyperparameter tuning. Furthermore, the lack of interpretability may prevent their practical implementation in a safety critical system as the power system.

As a solution, we propose an open source probabilistic forecasting method that minimizes the expert knowledge required, does not require extensive training times, yields highly accurate and reliable forecasts, and finally, provides full transparency on its predictions. To do so, we propose a two stage forecasting framework. In the first stage, we leverage the newly introduced NGBoost algorithm in order to yield accurate and reliable probabilistic forecasts while in the second stage, we calculate the SHAP values for both the point forecasts as well as the derived PIs.

Based on a thorough comparison using both deterministic and probabilistic metrics, we showed that NGBoost can achieve better performance than GP and LUBE, regardless of the seasonal weather and power variations. Importantly, NGBoost can be trained more than ten times faster than the other two algorithms. This can be considered as a great advantage for a machine learning approach since most of those approaches may require many trial and error attempts for finding the best combination of features and hyperparameters.

It is also worth mentioning that the combination of gradient boosting trees of depth 3, a learning rate of 0.01, 500 boosting iteration, a log score, and a Gaussian distribution has been empirically found to be a suitable choice for the NGBoost hyperparameters in the context of PV power forecasting. Those parameters could serve as a starting point the practical implementation of the proposed method in a real-world scenario.

It worth pointing out that an alternative would be to use gradient boosting or even extreme gradient boosting (XGBoost) for point forecast and then quantile regression or bootstrapping for the prediction intervals. Nevertheless, this would require the training and the coding of two models and thus, it would increase the effort for the practical implementation. As we want to minimize the effort and the expert knowledge required while maintaining high accuracy levels, we have opted for a single model that can yield both point forecasts and prediction intervals.

Regarding the second stage, we demonstrated that local feature importance is particularly advantageous with respect to interpreting the output of a model. By using the theoretically optimal SHAP values as feature attributions, we are able to determine the magnitude and the direction of the influence of each individual feature on the final result. Specifically, the SHAP method was applied for the first time on both the prediction point and the PI models. A detailed analysis of the derived SHAP values revealed that the forecasting models came up with some nonlinear feature relationships that follow known physical properties and human logic and intuition. This outcome may have a significant impact on tackling the missing trust in machine learning models and thus, help them become widespread.

Furthermore, the optimal feature selection is a rather challenging task and it is highly dependent on the deployed models and the given dataset [1]. More features usually lead to higher complexity and longer training times. Against this background, understanding the influence of each feature on the model may alleviate the problem of feature selection. In this context, features with a very limited contribution were discarded and the model was retrained. As a result, the new model achieved higher accuracy and sharper probabilistic forecasts. This outcome may be justified by the fact that the dimensionality of

|                     | NGBoost (all features) | NGBoost (reduced features) |
|---------------------|------------------------|-----------------------------|
| MAE (pu)            | 0.0367                 | 0.0325                      |
| RMSE (pu)           | 0.0617                 | 0.0577                      |
| MBE (pu)            | -0.0007                | -0.0002                     |
| PICP (-)            | 0.8882                 | 0.889                       |
| PINAW (pu)          | 0.1732                 | 0.1805                      |
| CRPS (pu)           | 0.0274                 | 0.0245                      |
the parameter estimation problem increases with the number of features. Therefore, the iterative optimization may yield a suboptimal solution due to the higher dimensionality.

VII. CONCLUSION

The main findings and gains of the proposed transparent model can be summarized in the following points:

- It was observed that no counter-intuitive or surprising relationship was developed by the proposed model. This finding is of utmost importance considering that debugging machine learning models is an extremely challenging task. Even at big technology companies, many bugs in machine learning pipelines may not be discovered [42]. Once a model is trained, no insight is given about whether it has learned meaningful relationships and the test set usually comprises a rather small amount of data. Therefore, model weaknesses or unrealistic learned relationships may not be detected. In this context, the proposed model seems to not have any evident bugs or biases.

- An increase of around 6% in RMSE and 10% in CRPS is achieved by identifying and then applying the most important available features. This is one of the very few cases in which SHAP values are actually used for increasing a model’s performance and not just explaining the model’s predictions.

- The proposed model can be employed by the various stakeholders, such as system operators or traders, whose decisions require high transparency and contain financial risks. As a general rule, they are often reluctant in deploying black box models in practice. To this end, the proposed approach can exploit the full potential of a complex machine learning model while providing full transparency on its predictions.

As a next step, a detailed analysis of the feature values yielding large prediction errors is to be performed. We expect that this will reveal important information about when and under which conditions bigger forecasting errors are observed. Future work will also aim at the implementation of the proposed method in other forecasting problems related to power systems, e.g., wind power forecasting, load forecasting, etc., in order to identify whether the derived models are also built based on physical properties and human intuition.
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