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ABSTRACT Recently, machine learning (ML) methods have been used to create powerful language models for a broad range of natural language processing tasks. An important subset of this field is that of generating code of programming languages for automatic software development. This review provides a broad and detailed overview of studies for code generation using ML. We selected 37 publications indexed in arXiv and IEEE Xplore databases that train ML models on programming language data to generate code. The three paradigms of code generation we identified in these studies are description-to-code, code-to-description, and code-to-code. The most popular applications that work in these paradigms were found to be code generation from natural language descriptions, documentation generation, and automatic program repair, respectively. The most frequently used ML models in these studies include recurrent neural networks, transformers, and convolutional neural networks. Other neural network architectures, as well as non-neural techniques, were also observed. In this review, we have summarized the applications, models, datasets, results, limitations, and future work of 37 publications. Additionally, we include discussions on topics general to the literature reviewed. This includes comparing different model types, comparing tokenizers, the volume and quality of data used, and methods for evaluating synthesized code. Furthermore, we provide three suggestions for future work for code generation using ML.

INDEX TERMS Automatic programming, computer languages, data collection, machine learning, natural language processing, neural networks, recurrent neural networks, software debugging, software maintenance, text mining.

I. INTRODUCTION

Software development is a complex and time-consuming process. It consists of two main phases: analysis and coding [1]. In the analysis phase, the requirements and architecture of the software system are formalized. In the coding phase, source code is written and tested to meet the requirements set in the first phase. Usually, maintenance of the system is included as an additional phase in the software development cycle where previous steps can be adapted to reflect changes in the needs of the system user. Figure 1 shows a flowchart for a simple software development model. In this review, we focus on the coding phase which works directly with source code.

Modern society relies on complex software applications. These applications can consist of millions of lines written in many programming languages (PLs) by many teams of developers. Even small software projects will often leverage large libraries that are expected to be easy to use and trusted to be efficient and safe. PLs are difficult to read and understand quickly so the developers must also document their programs to make them more maintainable. Mistakes made during the coding phase lead to software bugs that can cost time and
money for the software creators and users. In the worst-case scenario, software bugs can jeopardize the safety of human beings.

As a result, many software development tools and technologies have been created to help developers write better software. A popular technology used by software developers is a “linter” which flags syntactic errors in code. Auto-formatters will add or remove whitespace and “new-line” characters to code to improve readability. Statement auto-complete tools can suggest tokens that programmers might write next to improve their productivity. While these traditional tools can be useful for programmers, most of them can’t help a developer with complex tasks such as writing understandable code documentation or implementing algorithms.

More recently, machine learning (ML) has opened up the possibility to automate difficult programming-related tasks. In particular, advances in neural network (NN) architectures, such as recurrent neural networks (RNNs) and transformers [2], have been used to advance the state-of-the-art (SOTA) for many difficult automated software engineering tasks. These tasks include code generation from code documentation [3], [4], documentation generation from code [5], [6], and cross-PL translation [7]. These technologies, among others, have even led to commercial products such as Tabnine [8] and Github [9]’s Copilot [10].

To provide a broad and detailed introduction to this field, this systematic review summarizes and discusses publications that use ML to generate code. More specifically, publications retrieved from searches on arXiv [11] and IEEE Xplore [12] databases that propose models that synthesize code from non-code inputs (description-to-code), generate code documentation given code inputs (code-to-description), or modify existing code from one form to another (code-to-code) were reviewed. We categorize each publication by its ML model and the relevant sub-domain. The intention of this review is to provide a broad but detailed overview of ML techniques applied to the domain of automatic software generation. A summary of each publication and general discussions are provided. Topics discussed in this review include the application categories, popular ML models, tokenization strategies, the quantity and quality of data, and metrics used to evaluate synthesized code. Additionally, three directions for future work are suggested before concluding this systematic review.

II. METHODOLOGY

This review followed the Preferred Reporting Elements for Systematic Reviews and Meta-analyses (PRISMA) guidelines [13] where appropriate for the scope of this review (see Section III for more details). The arXiv [11] and IEEE Xplore [12] databases were searched to identify potential publications for review. Inclusion criteria refer to filters applied to the search functions of each database. The search applied two general inclusion criteria and one inclusion criterion specific for each of the databases searched. Four exclusion criteria were then applied to the studies retrieved from this search to remove studies that are not appropriate for this review. Figure 2 provides a graphical overview of the search and selection methodology explained in more detail in the remainder of this section.

The first inclusion criterion applied to both databases was the search terms used. The search phrase “code generation using machine learning” was applied to all fields (title, abstract, full-text, etc.) using each database’s search engine to identify possible publications for review. The second general inclusion criterion was the publication date. To ensure a variety in the different ML models studied by the retrieved publications, the first publication date range used was chosen to be 2016, one year before the introduction of the transformer architecture [2]. This was done because transformers have become very popular recently and we wanted to make sure that studies using other ML models were also retrieved by our search. Therefore the first searches were limited to studies published between 2016 and 2021. Additional searches were applied on earlier years iteratively by decrementing the last year searched, keeping all other inclusion criteria the same, until no new studies are selected for the review. An additional filter was added to the search of each database
using filtering options provided by the search function of each database, respectively. The search on the IEEE Xplore database was limited to conference and journal publications. For the search on the arXiv database, the search was limited to publications on the subject of computer science (including cross-listings).

Four exclusion criteria were defined to filter publications returned by search queries using the inclusion criteria that are not applicable to the review. These exclusion criteria are as follows: (i) publications that do not propose new ML techniques or models for code-to-description, description-to-code, or code-to-code applications; (ii) survey, benchmark, and vision papers; (iii) publications where an ML model predicts numerical parameters for non-ML code generation engines; and (iv) publications not written in English. These criteria were applied to the title and abstract of publications first. Titles and abstracts that do not provide sufficient information to justify removal from consideration of the review are not filtered at this stage. Next, duplicates between the remaining publications from both databases were removed. Finally, the full texts of the remaining publications were screened based on the exclusion criteria. The publications not filtered in this final stage are added to the set of selected publications. All searches were performed in April 2022.

III. RESULTS

For the initial query using the publication date range of 2016-2021, the query on the arXiv [11] and IEEE Xplore [12] databases returned 613 and 274 publications, respectively. After applying the inclusion and exclusion criteria to the titles and abstracts of the 887 identified publications, 811 publications were excluded from consideration for the review. One duplicate study was found among the remaining 76 studies between the two databases and was removed. The final selection of publications was obtained by applying the inclusion and exclusion criteria to the full text of the 75 remaining publications. The final selection consisted of 37 publications, 28 indexed in the arXiv database [11] and 9 indexed in the IEEE database [12].

An overview of these search results for every step in the selection methodology is shown in Figure 3. Figure 3 also shows the results of the second search which was limited to studies published in 2015, one year earlier than the publication date range of the first search. Since no new studies were selected from this second search, no additional searches were conducted. All searches were performed in April 2022.

A direct comparison of the results of each publication is not possible as they use different model types, are trained and evaluated on different datasets, and use different methods for evaluation. Instead, a summary of each publication is provided in Table 1. The table consists of the following columns: (i) the application studied, (ii) the ML model used, (iii) the datasets used by the study, (iv) the results of the study and discussion, and (v) limitations and/or future work. General aspects of the applications, ML model types, tokenizers, datasets, and evaluation methods of these publications are discussed in more detail in the next section.

Common abbreviations used in Table 1 and tables in Section IV are as follows (in alphabetical order): API (Application Programming Interface), APR (Automatic Program Repair), AST (Abstract Syntax Tree), CNN (Convolutional Neural Network), DSL (Domain Specific Language), ENN (Essence Neural Network), GRU (Gated Recurrent Unit), GUI (Graphical User Interface), kNN (k Nearest Neighbors), LSTM (Long Short-Term Memory network), MLP (Multi-Layer Perceptron), NL (Natural language), NN (Neural Network), NMT (Neural Machine Translation), PBE (Programming-By-Example), PL (Programming Language), RF (Random Forests), RL (Reinforcement Learning), RNN (Recurrent Neural Network), SM (Statistical Model), SOTA (State-Of-The-Art).

IV. DISCUSSION

This review examines 37 studies that propose ML models to generate code from non-code descriptions, generate code documentation, or modify code. This section discusses common challenges these studies faced as well as key findings from the selected studies as a whole. First, the different application categories are introduced and explained with the help of examples. Next, the popular model types are introduced and compared. Subsequently, different tokenization strategies for code generation are compared. The quantity and quality of readily-available data for the different applications are discussed in their respective sub-sections. A section where the different metrics for measuring the quality of synthesized source code are compared is also included. Finally, three suggestions for future work are listed.

A. APPLICATION CATEGORIES

The studies reviewed in Table 1 can be categorized into three paradigms: description-to-code, code-to-description, and code-to-code. The studies can further be categorized into a number of application categories as shown in Table 2.

| IDENTIFICATION | INITIAL SCREENING | DEDUPLICATION | FINAL SCREENING |
|----------------|-------------------|---------------|----------------|
| 2016-2021: 613 | 2016-2021: 887    | 2016-2021: 76 | 2016-2021: 75 |
| (ArXiv)       | (ArXiv)           | (ArXiv)       | (ArXiv)        |
| 2015: 6       | 2015: 2           | 2015: 2       | 2015: 2        |

FIGURE 3. Flow diagram which shows the number of publications at each step of the search and filtering process.
| Study | Application | MI, Model | Dataset | Results & Discussion | Limitations & Future Work |
|-------|-------------|-----------|---------|----------------------|---------------------------|
| [14]  | Code formatting tailored to a representative corpus | The proposed model, CodeBuff, is a kNN model used to compare a given code context with code contexts extracted from a training corpus. The amount of preceding whitespace suggested for the given code context is then determined by the whitespace preceding the nearest neighbors. | The corpora used for training and evaluation include manually formatted ANTLR [15] grammars, two open-source Java [16] projects, and an open-source SQL project. Additionally, a corpus written in Quorum [17] was used to evaluate the model’s ability to generalize to an unfamiliar language and grammar. | For each corpus consisting of several documents, models were trained and evaluated using leave-one-out cross-validation. The proposed method achieved median leave-one-out error rates between 0.01 and 0.19. The more consistently formatted corpora yielded better error rates. Changing the grammar used to parse the corpora barely changed the error rates suggesting that CodeBuff is grammar invariant. A study on the size of the corpus needed to achieve good error rates suggested a minimum corpus size of 10 files. Finally, CodeBuff was evaluated on a corpus of an unfamiliar language and grammar, Quorum, without being trained on it. The achieved error rate was 0.04 indicating that CodeBuff generalizes well to unseen corpora. | CodeBuff is relatively memory intensive since all code context features are stored in memory for testing purposes. A 1.75Gb RAM footprint was observed for the largest corpora evaluated. |
| [18]  | Generate code from a given label that can include API calls to use, data types, and keywords | This study presents, BAYOU, a model that uses a Gaussian encoder-decoder RNN to generate code given API calls to use, data types, and keywords. The model learns code abstractions called sketches, tree-structured data that capture key elements of program syntax and ignores low-level elements such as variable names. | A dataset consisting of 1500 Android apps from the Android Drawer [19] online repository. | BAYOU outperformed or tied the SOTA model at the time, GSNN [20], in terms of five, custom, code-specific, metrics that aim to measure program equivalence. An ablation study suggested that making sketches from programs explicit leads to better performance percentage in these metrics. | Traditional program synthesis uses instance-specific semantic constraints while BAYOU only handles syntactic constraints. Combining syntactic and semantic constraints is left as future work. |
| [21]  | Documentation generation | This study trains an attention-based encoder-decoder LSTM model that takes Java [16] method ASTs as input and outputs comments in NL. The model, DeepCom, uses structure-based traversal (SBT) to process ASTs in a way that improves training. | Trained and evaluated on a dataset of Java method and comment pairs extracted from 97 Java repositories on Github [9]. | DeepCom achieved a BLEU-4 [22] score of 38.17%. It outperformed Code-NN [23] and traditional Seq2Seq baselines which achieved BLEU-4 scores of 25.30% and 35.50%, respectively. When pre-order traversal is used instead of the proposed SBT, DeepCom’s score drops to 36.01%. This suggests that the structural information of an AST is important for code translation tasks since SBT better captures structural information. | The AST traversal method used by DeepCom does not generalize to all PLs. Creating a similar traversal method for other PLs is proposed as future work. |
| [24]  | Generating GUI code from screenshots | This study uses a model composed of a combination of different NN architectures to translate a screenshot to GUI code. First, a CNN extracts high-level visual features from the screenshot. These features are then given to two LSTMs, a block LSTM determines the number of blocks to generate in the program and a token LSTM generates program tokens for each block. | The model is trained and evaluated on the dataset from pix2code [25] as well as a more challenging custom dataset created by the authors of the study. Both datasets contain code-screenshot pairs of Android, IOS, and Web applications. The code in these datasets is translated to a DSL which is what the model generates. | The proposed model achieves a token error rate between 26.79-11.5% for different subsets of the dataset. The baselines, pix2code [25], a CNN encoder with an LSTM decoder, and a hierarchical LSTM network, achieve worse error rates for every subset of the dataset compared to the proposed model, respectively. Beam search sizes of 3 and 5 performed best for IOS and Android/Web respectively. | The proposed model ignores the values of textual elements. Text values are assigned randomly in the generated code. |
| [26]  | Translating CUDA [27] code to OpenCL [28] code | This study trains a model to translate CUDA source code to OpenCL source code. | Data was generated by extracting CUDA API usages from CUDA samples and manually writing corresponding OpenCL API usages. From these manually written pairs, general API usage patterns are extracted and used to automatically find new samples. | The proposed model translates between 26.79-11.5% for different subsets of the dataset. The baselines, pix2code [25], a CNN encoder with an LSTM decoder, and a hierarchical LSTM network, achieve worse error rates for every subset of the dataset compared to the proposed model, respectively. Beam search sizes of 3 and 5 performed best for IOS and Android/Web respectively. | This publication does not present any experimental results or discussion. |
| [29]  | Generating HTML from images of hand-drawn mock-ups | This study proposes an algorithm for generating HTML code from hand-drawn images. The algorithm has the following steps: (i) object detection using image processing techniques such as contour detection, (ii) object cropping, (iii) object recognition using a CNN model, and (iv) model output converted to HTML code through an HTML builder script. | The dataset used was a collection of images from Sketch2Code [30]. | The CNN model achieved a validation accuracy of 73% after 200 epochs of training. | The study provides no baseline models to compare the proposed model’s results to. The HTML builder script is not a learned algorithm and is instead a rule-based script. |
### TABLE 1. (Continued.) Summary of all selected publications. The rows are ordered chronologically by publication date.

| APR | Documentation generation | This study proposes a Multi-way Tree-LSTM architecture that extends Tree-LSTMs by being able to handle an arbitrary number of ordered children. A Multi-way Tree-LSTM is used to encode a program's AST. The encoding is then decoded to NL using an LSTM decoder with attention. | The model is trained and evaluated on the same dataset from [21], a dataset of Java [16] methods, and comment pairs extracted from 9714 Java repositories on Github [9]. | This study expresses concerns about poor data quality due to the highly automated nature of the mining procedure for BFPs from GitHub repositories. It also does not compare results with SOTA APR models. |
| [34] | APR | This study proposes ENCORE, a novel NMT architecture using convolutional layers and attention as well as an ensembling method based on hyper-parameter selection where each model in the ensemble specializes in fixing certain types of bugs. ENCORE is trained on Github [9] repositories written in one of four languages, Java [16], Python [39], C++ [40], or JavaScript. | ENCORE performs on par with SOTA APR techniques and solves 6 and 10 bugs in the Defects4J [41] and QuixBugs [42] datasets, respectively, that have not been fixed before. The NMT approach and the large ensemble of models allow ENCORE to generalize over PLs; this is something many other APR techniques cannot do. | The study assumes perfect fault localization. Fault localization is left as future work. |
| [38] | APR | This study approaches APR as an NMT problem by using an encoder-decoder LSTM architecture with attention. The dataset used for training and evaluation consists of Java code from five open-source projects. Pattern-based patch suggestions from the training set were used as a baseline for evaluation. The proposed model achieves the same F1 scores (0.50, 0.29, and 0.83) for three of the repositories evaluated on. The proposed model outperforms the baseline for the other two repositories achieving improvements in terms of F1 scores of 0.68 and 0.01. Furthermore, this study performs a qualitative human study to measure the helpfulness of the model. The human study suggests that fixes generated from queries with unknown tokens are helpful for both correct and incorrect fixes since the (attempted) fix is understandable. Queries with unknown tokens generated unhelpful and even confusing fixes. | The two main problems of this study's NMT approach are the out-of-vocabulary problem, the need to use unknown tokens for infrequently occurring tokens, and the coverage problem, no guarantee that all query tokens are translated which can lead to incomplete statements. Additional limitations of the proposed system include the inability to generate patches that need additions or deletions of statements, the inability to generate patches that consist of multiple statements, and the lack of a bug-localization step. | |
| [43] | Documentation generation | This study trains an encoder-decoder LSTM on code-comment pairs to generate documentation written in Japanese from source code inputs at inference time. Two important data processing techniques used in the proposed system are (i) using term frequency-inverse document frequency (TF-IDF) to find and increase the generation probability of important terms in the source code and (ii) replacing variable names with a known token and replacing the known token post-generation. The training dataset consisted of “C language examples” and the evaluation data consisted of 53 problem statements and solutions written in C [45] used in university lectures for first-year students of “information studies”. | A human study was performed to evaluate the proposed model. Students were asked to evaluate the quality of generated comments for a given snippet of code by assigning a score between 1-6 (bad-good) for the generated comment. The encoder-decoder model augmented with the TF-IDF keyword highlighter achieved an average score of 3.99. When replacing variables during pre-processing and reintroducing them post-generation, the average score dropped to 3.52. The encoder-decoder model by itself achieved an average score of 3.68. | The study does not provide an evaluation of the proposed models using an objective metric and relies solely on the human study. In certain instances, such as variable definition, the obfuscation of variable name information did improve the scores of the model’s output so the improvement of this processing step is suggested for future work. |
| [44] | Code generation from NL descriptions | This study uses a phrase-based statistical machine translation model to generate method bodies from method descriptions written in NL. The model was trained and evaluated on a dataset of 1000 Github [9] projects that use APIs from popular Java libraries. | When given queries consisting of an NL version of a method name, the model achieves an F1 score of 73.06%. | This study generates query data by performing transformations to the source code directly. Therefore, the results are most likely optimistic compared to what the model would score on organic queries written by humans. The study does not provide a thorough discussion of the results of the experiment. |
| Table 1. (Continued.) Summary of all selected publications. The rows are ordered chronologically by publication date. |
|-------------------------------------------------|-------------------------------------------------|-------------------------------------------------|
| [47] Code generation from NL descriptions | This study trains and evaluates two neural models for the proposed dataset. The two models are an LSTM encoder-decoder with attention and a transformer [2] model. | This study presents JuCe: a large-scale distantly supervised dataset for open-domain context-based code generation. The training set consists of 1.5M target code and context pairs extracted from 69K publicly available Jupyter notebooks [48]. The test set consists of 3725 pairs from 13905 open source programs [49] programming exercises assignments and solutions written in Jupyter notebooks. | LSTM baselines outperform corresponding transformer models both in terms of BLEU [22] and exact match scores. Both baseline types benefit from additional code context. | NA |
| [50] Code generation from NL descriptions | The proposed model consists of an NL encoder and an AST decoder, both using LSTMs. The decoder is trained on code idioms, frequently occurring and meaningful ASTs of code, with a custom training objective. | This study uses Hearthsong [51] and Spider [52], two code semantic parsing datasets. | The baseline model consists solely of a similar decoder trained using a cross-entropy objective. For Spider and Hearthsong, in terms of exact match and BLEU [22] score respectively, the proposed model outperforms the baseline decoder for most configurations (number of idioms trained on and idioms scoring function). The baseline ties with the best configuration of the proposed model in terms of exact match for the Hearthsong development set. | The Spider test set dataset is unreleased so the study only evaluates the development split for Spider. Out of 80 mined idioms, 51 appeared in the inferred ASTs which suggests that idiom mining could be improved to filter out unhelpful abstract syntax sub-trees. |
| [53] Generating tests for Android GUI applications | This study proposes an RL algorithm that uses formal specifications from a developer and observed actions on an Android application to generate a test. | A dataset of GUI-level test specifications for the Chroma Walk and Notes applications from F-Droid [54] were obtained from P-Droid bug reports, novel bugs found, app-agnostic test oracles [55], and manually created specifications. | Different but equivalent linear temporal logic (LTL) formulas to depict GUI actions for the RL learner affected both the satisfiability of a given specification as well as the speed of test generation. The proposed algorithm was able to generate a satisfactory test for all nine formal specifications tested for two-thirds of LTL formulas. For these LTL formulas, the proposed algorithm was faster than baselines, outperforming baselines. The baselines, a random test explorer, Monkey [56], QBEs [57], generated a satisfactory test for six, three, and four out of nine specifications, respectively. | The sensitivity of the proposed algorithm to the LTL formula depiction of GUI actions is a problem that must be addressed before these LTL formulas can be generated automatically. The proposed method cannot specify GUI functions that depend on timing. The support of metric temporal logic, an extension of LTL which uses time-constrained temporal operators [58], is left as future work by the authors. |
| [59] PBE | This study compares 14 different NNs that construct probability matrices for functions to be applied to input data. This probability matrix is used to enhance a depth-first search over 32 possible programs written in a custom DSL. Each NN has 3-5 layers using sigmoid or LeakyRelu activation functions and Adam [60] or Nadam [61] optimizers. | This study uses a custom dataset of input-output examples with corresponding programs written in the custom DSL accompanied by at least five test cases to validate generated programs. | For 500 programs of length 3, the best model, using LeakyRelu with Nadam optimization, was able to complete each program in 1718 steps on average. The average proposed model took fewer steps than the same search strategy without the use of NNs. | This study uses a small, custom DSL to keep the search space small. The search space and consequently the inference time of the proposed method would be intractable for general-purpose languages such as Java [16] or Python [39]. |
| [62] Code refactoring | This study proposes an RF classifier that identifies valid source code transformations. | A dataset of Google Code Jam submissions composed of 27,300 C++ source code files consisting of 273 topics each with 10 parallel files, from Google Code Jam. From this dataset, approximately 152,000 paraphrases were generated. Of these paraphrases, 11% yield valid code transformations. | Given source code input, the RF classifier was able to correctly classify a snippet of code as being a valid transformation of another snippet of code with accuracy of 83.7% of transformation pairs tested. | The main focus of this work was on a formal methodology for creating paraphrases given many semantically equivalent source code versions. As a result, there is a minimal discussion on how to improve the proposed RF classifier and no comparisons to baselines. |
| [63] Pre-process source code to reduce the search space for PBE | The proposed pre-processing model includes a criticality predictor and a time-savings predictor. The criticality predictor is a feed-forward NN that takes a set of constraints as input and predicts if a terminal | The training set for the criticality predictor consists of 124,928 programs generated by CVCC4 [64] and corresponding | A SyGuS solver, CVCC4, augmented with the proposed model outperformed half of the given benchmarks with a reduction in total synthesis time for all benchmarks. CVCC4 using only the criticality predictor and not the time-savings predictor | The two predictors of the model simply vote to combine the predictions on terminals. This largely ignores interactions between the two metrics. The |
| Source | Details | Summary |
|--------|---------|---------|
| [66] Documentation generation | The proposed model architecture consists of two components. The first is a CNN model that predicts keywords from the source code. The second phase is a CNN-based encoder and LSTM decoder. The inputs for the second phase are source code and the predicted keywords from the first phase via an attention mechanism. | The study creates its own dataset consisting of 114,099 code-annotation pairs of Java methods collected from Github [9] repositories. Additionally, a dataset collected by [23] is used which contains 66,015 C# programming questions and related code pairs. |
| [67] Generation of assert statements for unit tests | An LSTM encoder-decoder model that takes unit tests and the method to be tested as input and outputs an assert statement. | A custom dataset consisting of 189,154 raw JUnit [68] test-assert pairs (TAPs) mined from 9,275 open-source projects. On raw TAPs, the model achieves exact match for 17.56%, 2.33%, and 27.03% of total predictions for beam sizes of 1, 5, and 50, respectively. When abstracting uncommon tokens out of the input, the perfect prediction performance improves to 31.42%, 49.69%, and 65.31%. |
| [69] Documentation generation | The proposed model takes as input the source code token sequence, the AST, and previously generated documentation tokens. The source code tokens and preceding documentation tokens are first embedded using recurrent layers while the AST is embedded using a Convolutional GNN. These embeddings are then input to GRUs and attention mechanisms to obtain the probability distributions for the next documentation token. | This study uses a dataset from [70] which contains 2.1M Java method comment pairs mined from open-source repositories. The proposed model outperformed all graph-based and non-graph-based baselines tested. It achieved 19.93% in terms of BLEU [22] and 56.08% in terms of ROUGE [37]. It outperforms the nearest graph-based baseline by 4.6% and 0.05%, respectively. It outperforms the non-graph baseline by 5.7% and 12.72%, respectively. |
| [71] Code editing and APR | The proposed model consists of two stages, (i) an LSTM encoder-decoder model that predicts the output syntax tree structure from an input source code syntax tree and (ii) another LSTM encoder-decoder model to generate tokens given the input source code as well as the output from the first encoder-decoder. | This study uses three datasets, (i) Code-Change-Data, a custom dataset consisting of pre- and post-patch Java file pairs, (ii) a subset of Pull-Request-Data [72], and (iii) a subset of Defects4j [41]. The proposed model outperforms all other baselines when predicting the correct edit within the top 2 and 5 predictions for Code-Change-Data and the top 5 predictions for Pull-Request-Data. Despite not being designed for bug-fixing, the proposed model can generate bug-fix patches for 15 bugs and partial patches for 10 bugs in Defects4j. |
| [73] PBE | Top-down search strategy using a bidirectional LSTM model for processing global leaf representations before score calculation for guiding search. The main contribution of this study is the addition of data types as additional input features. | A custom dataset consisting of generated code in a subset of the Haskell language [74]. The proposed model outperforms baseline neural search techniques in terms of node prediction accuracy by a substantial margin. The proposed method outperforms uniform random search in most cases. Uniform random search almost matches the proposed method for programs of 3 nodes and outperforms the proposed model when evaluated on 100 sample programs of 1 node. |
| [75] Translating Swift code to Java code and vice versa | Transformer model which takes as input source code and outputs source code. The preprocessing methods used include code formatting, line separation, and line selection. | A custom dataset of manually written, equivalent Swift and Java code snippet pairs. The proposed model achieves token accuracy ranging between 55%-94% and BLEU scores between 19-94 for different types of code tasks. The model performs best on a certain translation task when trained only on similar training data. It was found that using a variety of different training data requires more training data and time to achieve similar results. |

**Table 1. (Continued.)** Summary of all selected publications. The rows are ordered chronologically by publication date.
| Code generation from NL descriptions & documentation generation from code | Large decoder-only Transformer [2] model comparable to GPT-3 [87]. | The training dataset consists of a large collection of publicly available code from GitHub [9]. A custom evaluation dataset, HumanEval, which consists of 164 hand-written programming problems each with a function, signature, docstring, body, and on average 7.7 unit tests to test functional correctness. | The proposed model solves 28.8% of problems in the HumanEval test set while baselines GPT-3 and GPT-J [88] solve 0% and 11.4%, respectively, for a single generated solution. When generating 100 solutions and picking the highest mean log probability or solution that passes all unit tests, the proposed model solves 77.5% of problems, respectively. For document generation, generated solutions were hand-graded and the document generation model successfully generated documentation for 20.3% and 46.5% of problems using pass@K (a metric estimating the fraction of sentences generated that solve a given problem) for k=1 and k=10, respectively. The proposed model is not sample efficient to train, it was trained on hundreds of evaluations of lines of code. The proposed model struggles most with longer and/or higher-level docstrings. | NA |
| --- | --- | --- | --- | --- |
| Documentation generation | The proposed model, API2Com, is a transformer [2] model that combines API documentation with source code and AST to generate comments. | This study uses a Java [16] only subset of the CodeSearchNet [81] dataset which consists of comment-code pairs from open-source repositories in a variety of PLs. | API2Com outperforms all non-transformer baselines in terms of BLEU 1−4 [22] and METEOR [36] scores but not ROUGE-L [37] score. The “TransformerBased” [44] baseline outperforms all baselines as well as the proposed model in terms of all metrics used. An ablative study suggested that giving API documentation data improves performance while giving AST decreases performance. Using a GRU architecture instead of a transformer architecture was shown to consistently and significantly decrease performance. | Beam search with a beam size greater than one was deemed to be too computationally expensive for the study. |
| APR | The proposed model is a combined model consisting of the context-aware neural translation (CoNoT) [86] architecture with a GPT-2 Transformer [80] as the language model between CoNoT’s encoders and decoders. | The training dataset used in the CoNoT study is used for this study as well. It consists of bug patch data extracted from open-source repositories searched on keywords in commit messages. Two evaluation datasets were used, Defects4J [41] and QuixBugs [42]. | Compared to baselines, the proposed model fixes the most number of bugs, 57 and 26 for Defects4J and QuixBugs, respectively. It fixes 12 bugs in Defects4J that have not been fixed before by previous methods. It fixes 1 bag for QuixBugs that has not been fixed before by previous methods. An ablative study suggested that the GPT language model, code-aware beam search strategy, and subword-tokenization components of the proposed model all positively impact its performance. | NA |
| (76) Code generation from NL descriptions | Transformer model augmented with (i) a pseudo-relevance feedback mechanism that retrieves relevant source code using the input as a query and emphasizes common tokens in the source code as possible output tokens and (ii) a copy generation mechanism that emphasizes tokens from the inputs as possible outputs. | This study uses three datasets, (i) Django [77] consisting of annotated lines of Django (web framework) code, Hearthstone [51] consisting of names, descriptions, and statistics of cards from a card game and corresponding code, and (iii) CoNaLa [78] consisting of question-answer pairs. | The proposed model achieves BLEU [22] scores of 82.3, 74.5, ad 22.3 for the Django, Hearthstone, and CoNaLa datasets, respectively. The proposed model outperforms all retrieval methods and all SOTA generative methods tested. | NA |
| (79) Code generation from NL descriptions | The proposed model is the GPT-3 transformer model [80] fine-tuned on the datasets used in the study. | The dataset used in this study is a Python [39] only subset of the CodeSearchNet [81] dataset which consists of comment-code pairs from open-source repositories in many different PLs. | With the best hyper-parameters for each model, the proposed model achieves a BLEU [22] score of 0.22 while the baseline, Char-RNN [82], achieves a BLEU score of 0.17 on the training dataset. An ablative study showed that byte pair encoding performed better than character encoding. | A clear, quantitative comparison between the proposed model and the baselines is not shown in the study. |
| (85) APR | The proposed model is a combined model consisting of the context-aware neural translation (CoNoT) [86] architecture with a GPT-2 Transformer [80] as the language model between CoNoT’s encoders and decoders. | The training dataset used in the CoNoT study is used for this study as well. It consists of bug patch data extracted from open-source repositories searched on keywords in commit messages. Two evaluation datasets were used, Defects4J [41] and QuixBugs [42]. | Compared to baselines, the proposed model fixes the most number of bugs, 57 and 26 for Defects4J and QuixBugs, respectively. It fixes 12 bugs in Defects4J that have not been fixed before by previous methods. It fixes 1 bag for QuixBugs that has not been fixed before by previous methods. An ablative study suggested that the GPT language model, code-aware beam search strategy, and subword-tokenization components of the proposed model all positively impact its performance. | Beam search with a beam size greater than one was deemed to be too computationally expensive for the study. |
| (89) PBE & code generation for snippets of code | The proposed model is a transformer model augmented with a CNN for extracting and encoding code features. The model takes source code as input and outputs NL pseudo-code using beam search. | The study uses two datasets, Django [77] and SPoC [90] consisting of C++ [40] code-pseudo code pairs. | The proposed model outperforms all baselines tested in terms of BLEU-4 [22], METEOR [36], ROUGE-L [37], and CIDEr [35] metrics. An ablative study suggested that the code feature extractor CNN can improve the performance of the model. | No cross-validation is used for the evaluation due to the high training computational cost. |
| (91) PBE & code generation for snippets of code | The proposed model consists of three main components, (i) a latent predictor that predicts a distribution of latent codes conditioned on program specification, (ii) a latent | For PBE, a synthetic dataset generated by sampling programs from a string transformation DSL [92] was used. For NL | For PBE, string transformation programs were generated. The proposed method performed 4, 6, and 6 percentage points better than the best variation of the RobustPill model studied [94] in terms of | The specifications in the Python dataset are noisy and the code is often not executable due to missing dependencies. |
### TABLE 1. (Continued.) Summary of all selected publications. The rows are ordered chronologically by publication date.

| Publication | Program | Description | Accuracy | Notes |
|-------------|---------|-------------|----------|-------|
| [95] | Documentation generation | Three transformer models with different encoding fusion methods are studied. The three different fusion methods are (i) the source code and its AST are encoded with their own encoder and the code and AST vectors together form the output vector, (ii) a shared encoder that takes as input either source code or AST, and (iii) a single encoder that takes as input both source code and AST. A dataset containing over 40K java method-comment pairs [96] sourced from GitHub [9]. | | |
| [97] | APR | The proposed model, BEEP, takes as input the sub-tokens (token splits based on camel case naming or underscores) and the AST of a code snippet as well as potential bug-fix operations. The methods described in code2seq [5], these inputs are encoded and given to a fully-connected layer followed by an LSTM encoder-decoder model, followed by a pointer network. The final output is a path prediction that characterizes the location of a fault and the appropriate operator to fix it. For path generation, BEEP substitutes faulty tokens using heuristics. | Beep is compared to two baselines, an SM that uses probabilities of faulty code elements [101] and an RF classifier that predicts whether a given token is faulty. Beep outperforms these baselines on buggy lines and methods for Recall@Top-1,5,10,20 as well as Mean First Rank metrics. When required to also predict the operation needed to fix a fault in a method, the performance of Beep lowers but still performs significantly better than the baselines. For path generation, Beep achieves a perfect correctness ratio for all bugs it corrects and fixes 2, 2, and 4 bugs not fixed before for Defects4J, Bears, and Bugs jar [100] were used. | |
| [102] | Code completion from function signatures | This study proposes conditional distributional policy gradients (CDPG) to condition finetuning of language models towards satisfying a set of constraints. CDPG approximates energy-based models which represent control objectives. CDPG is used to finetune GPT-Neo [103], a decoder-only transformer, to generate Python [39] code conditioned on a constraint. The two constraints experimented with are compilability and compliance of PEP8 [104] Python style guide. The input data consists of function signatures and the model predicts the corresponding function body. | Using compilability as the conditioning constraint, CDPG finetuning produced compilable functions for 65% of samples, an increase from 40% before finetuning. Using PEP8 errors, the average PEP8 error count decreased and compilability increased. Two RL baselines, Reinforce [106] and Ziegler [107], outperformed CDPG on compilability but produced heavily degenerated code measured predominantly by expected Kullback-Leibler (KL) divergence from the pretrained model’s output as well as an optimal output that has minimal KL divergence to the original pretrained model. CDPG performed similarly in almost all metrics to its unconditional DPG ablation. | |
| [108] | PBE | This study proposes a method that generates Python [39] code from ENNs [109]. ENNs map inputs to corresponding output labels using symbolic learning approaches. A condensed representation of a trained ENN in the form of code is produced as follows: neurons with similar connection patterns are organized and grouped, these groups are interpreted as logical functions, and these functions can then be translated to a high-level programming language. Collections of input-output pairs for various computational problems were generated for this study. The problems studied include cellular automata [110], finding the maximum absolute value of a list of inputs, maximum Boolean satisfiability, and classifying shape orientations. | The proposed method is able to generate code that perfectly describes cellular automata update rules. This was accomplished using a very limited subset of all available data and scaled to large cellular automata. It outperformed a “simple deep learning” baseline as well as an RF baseline, both in terms of the number of problems solved as well as data efficiency. For maximum Boolean satisfiability, the code generated outperformed a 3/4 approximation algorithm as well as a greedy algorithm in terms of the fraction of clauses satisfied. 100% accuracy is achieved for the maximum absolute value problem and shape orientation prediction problems. | |

The localization capabilities of Beep are restricted to the token level and assume perfect line/method level localization. In this study, Beep only created short AST/operation paths so the effect of long paths in larger code contexts is unknown. Extending Beep to other programming languages and collecting datasets with more diverse bugs are listed as future work.

Applying CDPG to other tasks as well as using different control objectives are listed as future work.
TABLE 1. (Continued.) Summary of all selected publications. The rows are ordered chronologically by publication date.

| Function body generation conditioned on static analysis specifications of the code context. | This study proposes neurosymbolic attribute grammars (NSG) which use a static analyzer to create code context specifications (variable types, documentation strings, etc.), a context-free grammar to specify generation rules, and a neural model to predict which rules to expand. The neural model is similar to the one proposed by [18] and uses LSTMs. | More than 1.5M pairs of method bodies and corresponding class contexts were created from the Android Drawer [19] Java repository for training and evaluation. | Three Transformer (2) baselines (GPTNeo [103], CodeGPT [112], and Codex (4)) and two grammar-based baselines (ONN2NAG [113] and CNO, the latter of which is identical to NSG but is not trained on attributes) were used to compare results to the proposed NSG model. NSG is able to generate code that passes all 13 static checks for 86.41% of samples while the best baseline, Codex, achieves this for 67.3% of samples. NSG outperforms all baselines for all four fidelity checks (set of API calls, sequences of API calls, sequences of program paths, and AST exact match) that compare generated code to reference code. | The proposed method requires designing an appropriate context-free grammar extended with attributes as well as static analysis rules. Substituting the LSTMs used in the proposed NSG model with a Transformer model is suggested as future work. |

| Data visualization code generation from hand-drawn sketches | This study trains and evaluates encoder-decoder models to generate data visualizations from images of hand-drawn sketches that represent the desired data visualizations. A CNN-RNN and CNN-Transformer model were used for experiments. | A dataset of sketch-code pairs was created by (i) automatically generating DSL code, (ii) executing the code to render visualizations, and (iii) applying style transfer techniques. Style transfer mechanisms used include two traditional visualization tools as well as a deep-learning style transfer model, Photo-Sketching [115]. Additionally, 100 hand-drawn visualizations with corresponding DSL code were manually created for evaluation purposes. | The proposed RNN and Transformer models were evaluated using classification accuracy (output tokens compared to reference tokens) as well as two novel metrics, structural accuracy (e.g., syntax errors and incorrect visualization types in the output code) and decoration accuracy (correctness of visualization specifications). On the automatically generated test data, both RNN and Transformer models performed similarly, only deviating by a few percentage points for each metric. Approximately 97% of the predictions were valid DSL expressions that generated correct visualizations. On the hand-drawn test set, the Transformer model achieves 95% structural accuracy while the RNN model only achieves 66% structural accuracy. | The dataset used a very limited vocabulary of DSL tokens. Expanding the capabilities of these models to produce additional types of visualizations would require creating additional DSL tokens and training the model on new data that uses these tokens. |

TABLE 2. Application categorization of the selected publications. The applications categories are grouped together by three paradigms: description-to-code, code-to-description, and code-to-code. These paradigms describe the nature of the inputs and outputs of its applications. All studies within a row are ordered chronologically by publication date.

| Paradigm                  | Application category     | Studies |
|---------------------------|--------------------------|---------|
| Description-to-code       | From NL descriptions     | [46], [47], [50], [76], [79], [4], [91] |
|                           | PBE                      | [59], [63], [75], [91], [108], [24], [29], [114] |
|                           | From other structured data inputs | [18], [53], [111] |
| Code-to-description       | Documentation generation | [21], [34], [44], [66], [69], [83], [4], [89], [95] |
| Code-to-code              | APR                      | [31], [38], [43], [71], [85], [97] |
|                           | Cross-PL translation     | [26], [75] |
|                           | Relactoring              | [14], [62] |
|                           | Code completion          | [67], [102] |

Figure 4 shows the percentage of selected studies belonging to each paradigm. This section explains the three paradigms and introduces the most popular application categories of the selected publications.

Description-to-code applications involve generating code conditioned on model inputs that are not code. This was the most popular paradigm, applicable to 46% of all selected studies. The descriptions can come in various forms. The most popular description type is natural language (NL) documentation. These descriptions are often obtained from code comments written before a code snippet. An example NL description with an associated code implementation is shown in Figure 5.

Programming-by-example (PBE) is the second most popular application category for the description-to-code paradigm. For PBE, the functionality of the desired program to be
generated is described by pairs of program input and output examples. Figure 6 shows an example of a list of possible program inputs and a list of corresponding outputs as well as a program that satisfies the given input-output pairs.

Another important description type is images. For [24] and [29] the images are screenshots of graphical user interfaces (GUIs) and for [114] the images are sketches of data visualizations. The desired output is a program that can synthesize the given image. Figure 7 shows a possible image-program pair for a simple GUI implemented in the HTML language.

Code-to-description studies in this review all belong to a single application category, documentation generation. With 25% of all selected studies being code-to-description studies, the paradigm is the least popular of the three paradigms while documentation generation is the single most popular application category. Sometimes called source code summarization, the objective of this task is to generate an NL description of the code, usually in the form of a comment. An example of documentation generation is shown in Figure 8 as well as Figure 7 if the input and output data were swapped.

Code-to-code applications generate code conditioned on other code. The most popular application category of this paradigm is automatic program repair (APR). The input for APR is faulty, or buggy, code for which the model should generate similar code that does not have the bug. Figure 9 shows a buggy line of Python [39] code that has a syntactic error and the fixed line of code as the output.

Cross-PL translation involves translating code written in one programming language (PL) to code written in another PL while preserving as many features of the original code as possible. An example where C++ [40] code is translated to Python that preserves the same functionality is shown in Figure 10. Refactoring is similar to cross-PL translation.
FIGURE 10. A cross-PL translation pair example. The first code snippet is written in C++ [40]. A functionally equivalent Python [39] translation of the code snippet is shown in the second code snippet.

TABLE 3. Overview of the types of ML models used by selected studies. Types are partitioned into sub-types where appropriate. All studies within a row are ordered chronologically by publication date. If a study proposes multiple models or proposes a model that combines different model-types, they are all listed in this table with the exception of MLPs which are not listed if connected to another model type (e.g. RNN, Transformer, CNN, etc).

| ML model type | Sub-type | Studies |
|---------------|----------|---------|
| RNN           | LSTM     | [21], [24], [34], [43], [44], [47], [50], [66], [67], [73], [97], [112] |
|               | GRU      | [31], [69] |
|               | Other    | [18], [114] |
| Transformer   | [2]      | [47], [75], [76], [79], [83], [85], [4], [89], [91], [93], [102], [114] |
| CNN           | MLP      | [24], [29], [38], [66], [69], [89], [114] |
|               | Graph NN | [69] |
|               | Neural tree | [71] |
|               | ENN [109] | [108] |
|               | Unspecified | [26] |
| Other neural  | SM       | [40], [63] |
|               | RL       | [50] |
|               | RF       | [63] |
| Non-neural    | LNN      | [14] |

in that features of the input code should be preserved but different because the input and output code are written in the same PL. Refactoring aims to transform the input code to a form that is better understandable for humans. Reference [14] does this by adding or removing whitespaces or new-line characters to input code while [62] attempts to paraphrase code statements so that the transformed code is more concise than the input. The final application category, code completion, involves predicting subsequent code statements only from prior code.

B. MACHINE LEARNING MODEL TYPES

The review shows that a wide variety of ML methods can be used for different code generation tasks. Table 3 shows which of the selected studies use certain model types. Figure 11 shows the number of times a ML method is used for the different application categories introduced in Section IV-A. The popular ML methods used by the selected studies are introduced and compared in this section.

Recurrent neural networks (RNN) are a class of NN often used with sequential data such as NL. RNNs use previous outputs and states of the network as supplementary information to the current input. Diagrams and equations of three types of RNNs, a basic RNN, LSTM, and GRU, are shown in figures 12, 13, and 14, respectively. The hidden state, \( h_t \), allows the model to use previous data in a sequence alongside the current input. Basic RNNs do not capture long-term dependencies well. LSTMs address this issue by passing along its cell state, \( c_t \) [117]. GRUs combine the hidden state and cell state into one state, simplifying the network. Attention mechanisms, first proposed in [118], are often used by RNNs to encode information in variable-length vectors which reduces information loss for large inputs.

RNNs are the most popular NN type in the review, used in 43% of the selected studies, 80% of which use LSTMs specifically. RNNs are used for every application category from...
Compared to simple RNNs such as the one shown in figure 12, LSTMs add a cell state \( c_t \) which allows for better handling of long-term dependencies in sequential data.

GRUs aim to handle long-term dependencies like LSTMs but combine the hidden state and cell state into one state to simplify the network.

Transformers rely solely on attention mechanisms to capture dependencies between tokens in sequential data. While complex RNNs incorporate attention mechanisms to enhance dependency information, only using self-attention allows for greater parallelization. Figure 15 shows multi-head attention, the main building block of the original transformer architecture [2].

The transformer architecture is studied in 12 out of the 37 selected publications, as shown in Figure 16, making it the second most popular model type overall. Figure 16 also shows that transformers are the most popular model type if only the last year is considered. Similar to RNNs, transformers are used for a wide variety of tasks. Transformers are used
for five out of seven code generation from NL description studies, more than any other model type. The only tasks that do not have a selected study that uses a transformer are code generation from other structured data and refactoring.

As RNNs and transformers work well with sequential data, they are often compared in experiments. Of the 12 studies that use transformers in their proposed models, 9 of them [47], [76], [79], [83], [85], [89], [91], [95], [102] compare their results with RNN baselines. The transformer model used in [47] underperformed a comparative RNN model studied. The other eight publications propose transformer-based models that outperformed RNN-based baselines of each respective study. Reference [111] proposed a method with an LSTM component that outperformed transformer baselines but it was suggested that replacing the LSTM component with a transformer could improve the proposed method.

Convolutional neural networks (CNN) use convolution layers that sweep an input using a feature filter to aggregate information about the input. Convolutional operators work well on grid-like data such as images. Pooling is frequently used in CNNs to reduce the number of parameters of the model. Figure 17 shows an example of the convolution operation as well as the pooling operation.

![Figure 17. Convolution and pooling operation examples, equations, and dimensions. Note that no zero-padding is used in this example and simple parameters are used (e.g., strides of size 1). For more detailed information on these, we refer to [119].](image)

All three publications on code generation from images used CNNs. Reference [29] used a CNN to classify objects in GUI screenshots. References [24], [114] used CNNs to extract features from images in combination with RNN or transformer decoders. CNNs are also used as encoders in other encoder-decoder models to create embeddings of code inputs [38], [66], [89]. References [38], [66] use CNNs in RNN encoder-decoder architectures while [89] use CNNs to augment a transformer architecture. Reference [69] uses a convolutional graph NN on AST inputs due to their ability to encode spatial information well.

ML augmented search for PBE is a method of generating programs by building an AST node-by-node where the next node is chosen by an ML model until the program satisfies all input-output examples. Explicit functional specifications such as input-output examples are important so that the model knows when to stop searching. The advantage of this method, compared to other code-generation techniques, is that a generated program is guaranteed to compile and behave as specified by the input-output examples given. Three of the five PBE studies [59], [63], [73] use ML augmented search. These studies use DSLs specifically designed to reduce the search space of all possible programs. General PLs like Java [16] or Python [39] have large program spaces that make these search techniques infeasible. For general PLs, RNNs or transformers are commonly utilized as they can more efficiently build sequences one token at a time by using decoding strategies such as beam search [120]. These decoding strategies usually do not provide any syntactic or functional guarantees for the generated program in contrast to PBE with AST search.

C. TOKENIZERS AND THE OUT-OF-VOCABULARY PROBLEM

Tokenization is a preprocessing step where an input string is partitioned into chunks. These chunks or “tokens” are mapped to numbers that ML models can process. The outputs of the models can be mapped back to tokens which form a part of the model output. Models with tokenizers recognize a finite set of tokens which are called the vocabulary of the model. Whenever a chunk of the input string does not have a matching token in the vocabulary, a special <unknown> token must be used. This results in a loss of information which is referred to as the out-of-vocabulary (OOV) problem.

Table 4 categorizes the selected studies of the review into three main tokenizer types: word-based, character-based, and subword-based. Figure 19 shows examples of the three main types of tokenizers: word-based, character-based, and subword-based tokenizers. Word-based tokenizers split words on whitespace characters with special rules for punctuation. In the context of code, parsers are frequently used to handle “code punctuation” such as brackets. Word tokens capture a complete unit of meaning from the input string but require a large vocabulary. Character-based tokenizers split the input string on every character. This simplifies the vocabulary, but each token usually holds little meaningful information. Subword-based tokenization provides a compromise between character and word-based tokenization. The vocabulary consists of all base characters as well as frequently occurring sequences of characters. Sub-word tokenizers are the most popular tokenizer type as shown in Figure 18.
TABLE 4. Overview of tokenizer types used by the selected studies. For non-string data, tokenizers are not used.

| ML model type | Tokenizer type | Non-string data |
|---------------|----------------|-----------------|
|               | Character-based | [21], [24], [31], [43], [44], [114] | [18], [34], [50], [73], [111] |
| RNN           | Word-based      | [47], [66], [67], [69], [89], [97] |                  |
| Transformer   | Subword-based   | [79], [83], [85], [14], [95], [102] |                  |
| CNN           | [38]            | [71], [108]     |                  |
| Other neural  | [63]            | [14], [46], [53] |                  |
| Non-neural    | [63]            | [62], [26]       |                  |

FIGURE 18. Percentages of selected studies that used different tokenizer types. Non-string data refers to studies that did not use tokenizers to preprocess data for ML models.

named “helloWorld” or “hello_world”). Therefore, tokenizers should be designed with the OOV problem in mind. Using character-level tokenization is a possible solution but has limits for statements with more than 15 characters [121]. Only one of the selected studies used character-based tokenization. Word-based tokenization split on whitespace characters is popular for processing NL but is susceptible to the OOV problem. References [38], [66], [83], [97] used subword-based tokenization by separating words on capital letters, underscores, and numbers as well. The byte-pair-encoding (BPE) algorithm [122], which builds a vocabulary of frequently occurring subwords in a training corpus, was used by [4], [47], [79], [85], [95], [102].

Custom tokenization processes can be used to keep vocabulary sizes small while encapsulating useful information in each token. Token copying is one such process observed in the selected publications. Reference [76] used positioned <unknown> tokens to copy tokens not in the model vocabulary from the input to the output string. Similarly, [75] keeps out of vocabulary tokens and a position encoding in a lookup table to replace <unknown> tokens during the decoding of the output. Reference [50] used copying mechanisms for AST tokens based on probabilities from the training data.

The second type of tokenization enhancement process observed in the selected literature is token abstraction by using multiple <unknown> tokens that distinguish different types of tokens. Reference [21] noticed that <unknown> tokens are terminal nodes in the AST and uses the node type as a replacement token rather than a generic <unknown> token. Similarly, [34], [67] abstracted OOV identifiers for methods and variables to the separate <unknown> tokens. Reference [31] used an identifier abstraction mechanism where all instances of an identifier were tokenized to a numbered identifier token.

D. VOLUME OF AVAILABLE DATA

The volume of data needed to train and evaluate code generation models is critical to the performance of the model. The studies in this review use open-source repository data, manually created data, and/or automatically generated data. Table 5 shows which data source types were used by each selected study. Percentages of the number of studies that use data from different combinations of these sources are shown in Figure 20.

Data from open-source repositories are used by 62% of selected publications. Open-source repositories provide large volumes and varied data in many PLs. Reference [4] shows an example of this in their proposed model which was trained on millions of lines of code to be able to generate a wide variety of multi-line Python [39] functions. These lines of code were collected from Github [9]. Eighteen of the selected publications [4], [14], [21], [31], [34], [38], [43], [46], [47], [66], [67], [71], [79], [85], [91], [95], [97], [102] used data sourced from git repositories. This data often includes source code, documentation, as well as repository change information. This last type of data is especially useful for APR studies as these changes are occasionally pre- and post-bug-fix pairs. All APR studies used open-source repository data. Reference [76] used data sourced from StackOverflow [123], a forum where users ask and answer programming-related questions, which is especially useful for obtaining NL-code pairs.

A lack of available data led five studies [26], [44], [53], [59], [114] to manually create data. For example, [75] manually wrote translations in a target programming language given code from a source programming language. Manually created datasets made publicly available from other studies were used by six [29], [50], [62], [63], [76] of the selected studies. Data generation performed by humans is time-intensive which is why it is avoided where possible.
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FIGURE 19. Example word-, character-, and subword-based tokenizers with limited vocabularies. Each tokenizer processes the input string differently. The output elements are called tokens. These tokens can then be translated to numbers using a lookup table to create a valid input for a neural network. The $<\text{unknown}>$ token is denoted as $<\text{unk}>$.

TABLE 5. Overview of data source types of the datasets used by the selected studies. Manually created datasets have humans-in-the-loop during data generation while automatic generation implies data created in a programmatic manner.

| Paradigm          | Application category | Data source type                  |
|-------------------|----------------------|-----------------------------------|
|                   |                      | Open-source repositories | Manually created | Automatically generated |
| Description-to-code | From NL descriptions | [46], [47], [79], [4], [91], [76] | [50], [76], [89] | |
| PBE               |                      | [63]                             | [59], [63], [73], [91], [108] | |
| From images       |                      | [29], [114]                      | [24], [114]      | |
| From other structured data inputs |               | [18] [111]                       | [53]              | |
| Code-to-description | Documentation generation | [21], [34], [66], [69], [83], [4], [95] | [44], [4] | |
| APR               |                      | [31], [38], [43], [71], [85], [97] | [26]              | [26], [75] |
| Cross-PL translation |                  | [14]                             | [14], [62]       | |
| Refactoring       |                      | [67], [102]                      |                  | |
| Code completion   |                      |                                  |                  | |

FIGURE 20. Percentages of data-source types used by the selected studies.

If there is not enough data readily available, automatic data generation methods can also be considered. Machine-generated data is used in all of the works reviewed in the domain of PBE since any randomly generated input-output pairs for numeric calculations or string transformations are usually acceptable to derive a program from. References [26], [114] generate automatic data in addition to creating data manually to achieve a balance between quality and quantity of data.

The need for a partition of the dataset for evaluation purposes reduces the amount of data that can be used for training. This problem is usually resolved by using cross-validation. Cross-validation involves training many models and is often computationally expensive. This is especially the case for large language models. More discussion on this topic is provided in Section IV-G.

E. QUALITY OF AVAILABLE DATA

As mentioned in the previous section, researchers leverage automatic mining from open-source repositories to obtain large volumes of data. Even after preprocessing and filtering, the quality of the automatically collected data can be unreliable. Automatically mined source code often has dependencies that can be difficult to obtain automatically, making the source code non-executable. Reference [91] found this to be problematic for obtaining input-output pairs in the domain of PBE. Executable source code is also important for functional evaluation of other applications. References [4], [114] manually curated test datasets to ensure better quality testing data. An alternative to evaluation by comparing synthesized code with code snippet is human evaluation. This is done...
TABLE 6. Overview of evaluation methods used by the selected studies. Token match metrics used in the review which are popular for NLP applications include BLEU [22], CIDEr [35], ROUGE [37], and METEOR [36]. Examples of other token match metrics are “exact match” and “token accuracy”. Dynamic analysis analyzes runtime behavior of code while static analysis does not require code to be executed.

| Paradigm                  | Application category | Token match | Dynamic analysis | Static analysis | Other |
|---------------------------|----------------------|-------------|------------------|-----------------|-------|
|                           |                      | From NLP    | Other            | Functional      | Time-to- |
| Description-to-code       | From NL descriptions | [47], [50], [76], [79], [91] | [46], [47], [50] | correctness     | completion |
|                           | PBE                  | [73]        | [91], [108]      | [59], [63]      |       |
|                           | From images          | [24], [114] |                  |                 | [29]  |
|                           | From other structured data inputs | [18], [111] | [53]            | [53]            | [111] |
| Code-to-description       | Documentation generation | [21], [34], [66], [69], [83], [89], [95] | [44], [4], [95] |                 |       |
| Code-to-code              | APR                  | [97]        | [31], [38], [43], [71], [85] | [31]            | [43]  |
|                           | Cross-PL translation | [75]        | [75]             |                 |       |
|                           | Refactoring          | [14]        |                  |                 |       |
|                           | Code completion      | [102]       | [67], [102]      | [102]           | [102] |

by [4], [43], [44], [95]. Manually generating or evaluating data is time-intensive which is why automatic data mining or generation and automatic evaluation are more common.

F. EVALUATING GENERATED CODE

Evaluating the quality of synthesized code is done either by comparing it to a “ground-truth” code statement, analyzing it statically, or analyzing it at runtime. Table 6 shows which evaluation methods each of the selected studies used.

The selected studies that evaluate synthesized code by comparing it to ground-truth code statements do so at the token level. Token comparisons are either performed by algorithms from NLP literature such as BLEU [22], CIDEr [35], ROUGE [37], and METEOR [36] or other metrics such as “exact match” and “token accuracy”. Figure 21 shows that token match is used by 76% of the selected studies. Token match evaluation is popular because the same data used for training can be used for evaluation, it is automatic, and does not require the code to be executable. Using token match metrics from NLP for documentation generation is not a problem as these metrics show they correlate with human judgments. However, reference [4] shows that this is not the case for synthesized code. Reference [124] argues that BLEU and exact match do not properly capture code semantics and instead propose a code-specific metric, CodeBLEU. CodeBLEU uses a weighted sum of BLEU, BLEU weighted on code keywords, syntactic similarity by comparing ASTs, and data-flow similarity [124]. CodeBLEU was not used by any of the works reviewed. References [18], [111] used custom, code-specific token match metrics to measure program equivalence to better measure code semantics.

Dynamic analysis involves evaluating the functional correctness and/or the time-to-completion of executable code at runtime. Functional correctness requires certain types of
data such as input-output examples (e.g. PBE), unit tests [4], or formal specifications [53]. This is a code-appropriate metric and allows for different code implementations that are functionally equivalent to obtain the same score. This is unlike token match evaluation which will give a better score to an implementation that is most similar to reference code. Furthermore, reference [4] argues that functional correctness correlates well with what humans would consider to be quality code. Dynamic analysis often requires the code to be syntactically correct which is not always guaranteed by ML-based code generation methods as discussed at the end of Section IV-B.

Static analysis is more accessible than dynamic analysis since the code does not need to be executable and no ground-truth references are needed. However, only using syntactic correctness as a metric to validate models can lead to degeneration where synthesized code does not exhibit any desirable functional or semantic properties [111]. Human evaluation is a holistic evaluation method but is time-consuming and requires programmers with knowledge of the PL the code is written.

### G. Future Work

In this section, we list three suggestions for future work that would contribute to the field of code generation using ML.

**Improving language model efficiency** is our first suggestion for future work. Models such as transformers [2] are good for general code generation tasks but are extremely data-hungry [4], [95]. Training and evaluating these models are therefore computationally expensive. Similarly, improving the energy efficiency of language models would also lower the barrier of entry for research. High energy consumption leads to high monetary costs. References [43], [71], [75], [83] mention computation costs as restrictive to their research.

**Ensemble learning** is our second suggestion for future work. Some models excel in specific contexts while performing poorly in general. References [69], [71] are examples of this as they found that different models performed better on certain bug types in the context of APR. Reference [75] gives an example of how training and evaluating a model for three specific types of cross-PL translations required half as much data to achieve similar performance compared to a model trained and evaluated on four types of translations. Studying ensembles that combine the strengths of different models to improve performance over a variety of cases is a promising direction for future work.

**New ways of using Abstract Syntax Trees (AST)** representations of source code is our final suggestion for future work. Multiple studies discussed in this review, such as [21], [95], use AST representations of code for their models. Further exploitation of this data structure, which is characteristic of PLs, is recommended for future research. Generalized ASTs over multiple programming languages could lead to greater transfer learning capabilities and models that generalize to multiple languages. Code-specific decoding methods for sequential output models remain unexplored to the best of our knowledge. A decoding method that exploits AST or other syntax information could lead to more efficient and syntactically correct synthesized code.

### V. Threats to Validity

This section first discusses threats to the validity of the search criteria used by this review. Afterward, the threats to the validity of the models proposed by the selected studies are discussed.

One search phrase was used across two databases due to a large number of publications returned. While we believe the search phrase accurately and precisely defines the types of works we aimed to survey, we recognize that it is sensitive to variations in terminology and/or missing keywords. For example, [6] presented an influential code language model, CodeBERT, but never mentions “machine learning” even though ML techniques were used by the study. This led to it not being returned by our search. Other examples of influential models that were not retrieved by our searches are PyMT5 [3], Code2Seq [5], and TransCoder [7]. This survey should first and foremost be used as an introduction to the various applications, ML models, tokenizers, data, and evaluation methods used in the various sub-domains of code generation. We encourage readers who want to read more about a topic covered in this review to perform citation searches on the selected publications, or the influential publications mentioned above, to find additional relevant literature.

To investigate whether our chosen search phrase retrieves a disproportionate amount of description-to-code publications, a small experiment was conducted. Table 7 compares retrieval statistics for the original query for publication dates between 2016 and 2021 with a similar query which also includes two similar search phrases. These additional search phrases, “code modification using machine learning” and “code summarization using machine learning”, are more specific for the code-to-code and code-to-description paradigms, respectively. This extended search query retrieved roughly 8% more publications than the query with only the original search query. Extrapolated to the number of selected studies, this increase leads to 40 selected studies. We consider this to be a relatively small number of additional studies and therefore conclude that our search phrase adequately covers all three paradigms discussed in this review.

As mentioned in Section IV-F, many of the metrics used to evaluate generated code are not code-specific and rely on comparisons with a ground truth code statement. Comparing generated code to a ground-truth program is limiting as the space of valid output programs for a given input is generally large. Furthermore, many token match metrics such as BLEU are sensitive to the tokenizer used [125]. This means that results from different studies using these metrics should only be compared if a similar tokenizer is used to tokenize the output before calculating the token match metric. Functional correctness is the best metric to avoid this problem but requires extra data in the form of test programs.
The question of how to measure the quality of code is also discussed in a corresponding section. Automatic evaluation by comparing tokens of generated code to tokens from ground-truth references was conducted by 76% of the selected studies. However, most of these token match algorithms are not appropriate for evaluating code. Functional correctness is a viable alternative but requires certain types of data and requires the generated code to be executable. Static analysis doesn’t require the code to be executable but can lead to degeneration when only syntax is considered or is time-consuming if performed by humans.

Finally, three promising directions for future work were suggested: (i) improving the efficiency of language models, (ii) ensemble learning for specialized models, and (iii) more research on the possibilities for exploiting abstract syntax tree representations of source code.

VI. CONCLUSION

This systematic review selected 37 works published in the last six years in the arXiv [11] and IEEE Xplore [12] databases that proposed ML models for code generation, documentation generation, and code modification. Each publication’s application, model, datasets, results, limitations, and proposed future work were summarized. Then, the general findings of these 37 studies were discussed.

The discussion started by introducing the various application categories of the selected studies. The most popular applications of the selected publications include code generation from NL descriptions, documentation generation, APR, and PBE. The popular model types used by these studies such as RNNs, transformers [2], CNNs, and ML augmented search, were introduced and compared in the context of different applications. RNNs and transformer models were used mostly for code generation given natural language (NL) description as well as documentation generation. In general, transformer models outperformed RNN models when the two were compared by an evaluative study. CNNs are used for image data but also to augment other models such as transformers.

Different tokenization strategies used by these publications are listed. How some of these strategies handle the out-of-vocabulary problem is also discussed. Effective tokenization processes used by the reviewed publications are subword-tokenization, copy-mechanisms, and/or multiple <unk> tokens to capture a particular subset of possible tokens such as variable identifiers.

Limitations in the quantity and quality of data for code generation models were highlighted in respective sections of the discussion. Language models require large datasets, especially when the model is expected to be able to generate code in many different types of contexts. Automatic mining of online sources such as Github [9] is often needed to obtain large enough volumes of data. The quality of automatically mined source code varies greatly. This led two studies [4], [114] to manually create their own test datasets. Automatically generating data is a fast alternative for obtaining data but is only appropriate for certain contexts such as PBE.
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