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ABSTRACT
We study a variant of classical clustering formulations in the context of algorithmic fairness, known as diversity-aware clustering. In this variant we are given a collection of facility subsets, and a solution must contain at least a specified number of facilities from each subset while simultaneously minimizing the clustering objective (k-median or k-means). We investigate the fixed-parameter tractability of these problems and show several negative hardness and inapproximability results, even when we afford exponential running time with respect to some parameters.

Motivated by these results we identify natural parameters of the problem, and present fixed-parameter approximation algorithms with approximation ratios \((1+\frac{3}{k}+\epsilon)\) and \((1+\frac{3}{k}+\epsilon)\) for diversity-aware k-median and diversity-aware k-means respectively, and argue that these ratios are essentially tight assuming the gap-exponential time hypothesis. We also present a simple and more practical bicriteria approximation algorithm with better running time bounds. We finally propose efficient and practical heuristics. We evaluate the scalability and effectiveness of our methods in a wide variety of rigorously conducted experiments, on both real and synthetic data.
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1 INTRODUCTION
Consider the problem of forming a representative committee. In essence, the task amounts to finding a group of people among a given set of candidates, to represent the will of (a usually) larger body of constituents. In computational terms, this can be modeled as a clustering problem like \(k\)-MEDIAN: each cluster center is a chosen candidate, and the points in the corresponding cluster are the constituents it best represents.

In certain scenarios, it may be adequate to consider additional requirements. For instance, it may be necessary that at least a number of the chosen committee members belong to a certain minority-ethnic background, to ensure that all groups in a society are represented in the decision-making process. This problem was recently formalized as the **diversity-aware** \(k\)-median problem (Div-\(k\)-MED) [34]. As in conventional \(k\)-MEDIAN, the goal is to pick \(k\) facilities to minimize the sum of distances from clients to their closest facility [3]. In Div-\(k\)-MED, however, each facility is associated to an arbitrary number of attributes from a given finite set. The solution is required to contain at least a certain number of facilities having each attribute (the requirement for each attribute is given to us as part of the input).

Thejaswi et al. showed that this additional constraint makes \(k\)-MEDIAN harder to solve [34], in the following sense. While \(k\)-MEDIAN is NP-hard to solve exactly, it is NP-complete to even decide whether a Div-\(k\)-MED instance has a feasible solution. The rest of their work, thus, focuses on tractable cases and practical heuristics. This work follows a recent line of interest in **algorithmic fairness**, which has attracted significant attention in recent years. In the design of fair algorithms, additional constraints are imposed on the objective function to ensure equitable—or otherwise desirable—outcomes for the different groups present in the data [6, 7, 13, 18, 25, 32, 36].

Contributions. In this paper we provide a much more comprehensive analysis of Div-\(k\)-MED (Div-\(k\)-MEANS resp.), addressing computational complexity, approximation algorithms, and practical heuristics for the problems. In particular, we give the first known and tight approximation results for the problems.

Since we know that Div-\(k\)-MED does not admit polynomial-time approximation algorithms [34], we first focus on fixed-parameter tractability [16]. That is, we seek to answer the following question: can we hope to find algorithms with approximation guarantees by allowing their running time to be exponential in some input parameter? In other words, is approximating Div-\(k\)-MED (Div-\(k\)-MEANS resp.) fixed-parameter tractable (FPT)?

Our main result in this paper is a positive answer to this question. We give a constant-factor approximation algorithm with running time parameterized by \(k\) and \(t\), the number of clusters and the number of candidate attributes respectively. We further develop our understanding of Div-\(k\)-MED (Div-\(k\)-MEANS resp.) by characterizing the problem in terms of parameterized complexity. Finally, we consider practical aspects of the problem and design effective, practical heuristics which we evaluate through a variety of experiments. Our contributions are summarized below:

Computational complexity. We strengthen the known complexity results for Div-\(k\)-MED (Div-\(k\)-MEANS resp.) by analyzing its...
parameterized complexity and inapproximability. In particular, for these problems,
- we give a lower bound for the running time of optimal and approximation algorithms (Corollary 3.1);
- we show that finding bicriteria approximation algorithms is fixed-parameter intractable with respect to the number of clusters (Proposition 3.2);
- we show that they are fixed-parameter intractable with respect to various choices of parameters (Proposition 3.3).

Approximation algorithms.
- We give the first and tight fixed-parameter tractable constant-factor approximation algorithm for Div-k-MED (Div-k-MEANS resp.) w.r.t. $k$ and $t$ (Theorem 4.1).
- We give a faster and tight dynamic programming algorithm for deciding the feasibility (Theorem 6.1). This yields a faster bicriteria approximation algorithm (Theorem 4.2).

Practical heuristics and empirical evaluation.
- Despite their theoretical guarantees, the methods discussed above are impractical. We propose a practical approach to find feasible solutions based on linear programming. Despite its lack of guarantees, we show how it can be used as a building block in the design of effective heuristics.
- We evaluate the proposed methods in a wide variety of experimental results, rigorously conducted on real an synthetic datasets. In particular, we show that the proposed heuristics are able to reliably and efficiently find feasible solutions of good quality on a variety of real data sets.

The rest of the paper is organized as follows. In Section 2 we introduce notation and basic notions. In Section 3 we present our computational complexity analysis, and Section 4 gives an overview of our main results. Our algorithms are described in Sections 5 and 6, and our experimental results in Section 7. An overview of related work is given in Section 8, while Section 9 provides concluding remarks. Some proofs are deferred to the Supplementary.

2 PRELIMINARIES

In this section we introduce notation and problem definitions.

Notation. Given a metric space $(U, d)$, a set $C \subseteq U$ of clients, a set $F \subseteq U$ of facilities, and a subset $S \subseteq F$ of facilities, we denote by $\text{cost}(S) = \sum_{c \in C} d(c, S)$ the clustering cost of $S$, where $d(c, S) = \min_{e \in S} d(c, e)$. We say that $C$ is weighted when every $c \in C$ is associated to a weight $w_c \in \mathbb{R}$, and the clustering cost becomes $\text{cost}(S) = \sum_{c \in C} w_c \cdot d(c, S)$. Similarly, for $C' \subseteq C$ and $S \subseteq F$, we write $\text{cost}(C', S) = \sum_{c \in C'} w_c \cdot d(c, S)$. Further, given a collection $\mathcal{G} = \{G_1, \ldots, G_t\}$ of facility groups such that $G_i \subseteq F$, for each facility $f \in F$ we denote by $\mathcal{I}_f$ and $\mathcal{I}_f^{\text{odd}}$ the characteristic vector of $f$ with respect to $\mathcal{G}$, and is defined as $\mathcal{I}_f$ and $\mathcal{I}_f^{\text{odd}}$ for all $i \in [t]$. For $\eta > 0$ and $a \in \mathbb{Z}_{\geq 0}$, we denote $[a]_{\eta} \in \mathbb{Z}$ as the smallest integer such that $(1 + \eta)^{[a]_{\eta}} \geq a$. For a metric space $(U, d)$, the aspect ratio is defined as $\Delta = \max_{x,y \in U} \frac{d(x, y)}{d(x, y)}$.

In this paper we use standard parameterized complexity terminology from Cygan et al. [16].

Definition 2.1 (Diversity-aware k-median (Div-k-MED)). Given a metric space $(U, d)$, a set $C \subseteq U$ of clients, a set $F \subseteq U$ of facilities, a collection, called groups, $\mathcal{G} = \{G_1, \ldots, G_t\}$ of facility sets $G_i \subseteq F$, a budget $k \leq |F|$, and a vector of requirements $\mathbf{r} = (r_1, \ldots, r_t)$. The problem asks to find a subset of facilities $S \subseteq F$ of size $k$, satisfying $|\mathcal{I}_i \cap G_i| \geq r_i$ for all $i \in [t]$, such that the clustering cost of $S$, $\text{cost}(S) = \sum_{c \in \mathcal{G}} d(c, S)$, is minimized. An instance of Div-k-MED is denoted as $I = ((U, d), F, C, \mathcal{G}, r, k)$.

In diversity-aware k-means problem (Div-k-MEANS), the clustering cost of $S \subseteq F$ is $\text{cost}(S) = \sum_{c \in S} d(c, S)^2$. We denote $r_i = \max_{e \in \mathcal{I}_i} r_i$ and we assume $\Delta$ is polynomially bounded w.r.t $|U|$ [14].

3 HARDNESS

To motivate the choice of parameters for designing FPT algorithms, we characterize the hardness of Div-k-MED (Div-k-MEANS resp.) based on standard complexity theory assumptions. Observe that Div-k-MED (Div-k-MEANS resp.) problems are an amalgamation of two independent problems: (i) finding a subset of facilities $S \subseteq F$ of size $|S| = k$ that satisfies the requirements $|\mathcal{I}_i \cap G_i| \geq r_i$ for all $i \in [t]$, and (ii) minimizing the $k$-Med (k-MEANS resp.) clustering cost. To remain consistent with the problem statement of Thejaswi et al. [34], we refer to subproblem (i) as the requirement satisfiability problem ($\mathcal{F}$-SAT), where the cost of clustering is ignored. If we ignore the requirements in (i) we obtain the classical $k$-Median (k-MEANS resp.) formulation, which immediately establishes the NP-hardness of Div-k-MED (Div-k-MEANS resp.).

A reduction of the vertex cover problem to $\mathcal{F}$-SAT is sufficient to show that Div-k-MED (Div-k-MEANS resp.) are inapproximable to any multiplicative factor in polynomial-time even if all the subsets are of size two [33, Theorem 3]. The $W[2]$-hardness of Div-k-MED (Div-k-MEANS resp.) with respect to parameter $k$ is a consequence of the fact that $k$-Median (k-MEANS resp.) are $W[2]$-hard, which follow from a reduction by Guha and Kuller [21]. More strongly, combining the result of [34, Lemma 1] with the strong exponential hypothesis (SETH) [26], we conclude the following: if we only consider the parameter $k$, a trivial exhaustive-search algorithm is our best hope for finding an optimal, or even an approximate, solution to Div-k-MED (Div-k-MEANS resp.). The proof is in Supplementary A.3.

Corollary 3.1. Assume SETH. For all $k \geq 3$ and $\epsilon > 0$, there exists no $\mathcal{O}(\text{OPT}^{1-\epsilon})$ algorithm to solve Div-k-MED (Div-k-MEANS resp.). Furthermore, there exists no $\mathcal{O}(\text{OPT}^{1-\epsilon})$ algorithm to approximate Div-k-MED (Div-k-MEANS resp.) to any multiplicative factor.

Given the $W[2]$-hardness of Div-k-MED with respect to parameter $k$, it is natural to consider relaxations of the problem. An obvious question is whether we can approximate Div-k-MED in FPT time w.r.t $k$, if we are allowed to open, say, $f(k)$ facilities instead of $k$, for some function $f$. Unfortunately, this is also unlikely as Div-k-MED captures $k$-DomSet [34, Lemma 1], and even finding a dominating set of size $f(k)$ is $W[1]$-hard [31]. The proof is in Supplementary A.3.

Proposition 3.2. For any function $f(k)$, finding $f(k)$ facilities that approximate the Div-k-MED (Div-k-MEANS resp.) cost to any multiplicative factor in FPT time with respect to parameter $k$ is $W[1]$-hard.

A possible way forward is to identify other parameters of the problem, to design FPT algorithms to solve the problem optimally.
As established earlier, $k$-median is a special case of Div-$k$-MED when $t = 1$. This immediately rules out an exact FPT algorithm for Div-$k$-MED with respect to parameters $(k, t)$. Furthermore, we caution the reader against entertaining the prospects of other, arguably natural, parameters, such as the maximum lower bound $r = \max_{i \in [t]} r[i]$ (ruled out by the relation $r[i] \leq k$) and the maximum number of facilities a group can belong to $\mu = \max\{f \in F | (G_i : f \in G_i, i \in [t])\}$ (ruled out by the relaxation $\mu \leq t$).

**Proposition 3.3.** Finding an optimal solution for Div-$k$-MED (Div-$k$-MEANS resp.) is $WP[2]$-hard with respect to parameters $(k, t)$, $(r, t)$ and $(\mu, t)$.

The above intractability results thwart our hopes of solving the Div-$k$-MED problem optimally in FPT time. We then ask, are there any parameters of the problem that allow us to find an approximate solution in FPT time? We answer this question positively, and present a tight FPT-approximation algorithm w.r.t $(k, t)$, the number of chosen facilities and the number of facility groups.

### 4 OUR RESULTS

Our main result, stated below, shows that a constant-factor approximation of Div-$k$-MED (k-MEANS resp.) can be achieved in FPT time with respect to parameters $(k, t)$. In fact, somewhat surprisingly, the factor is the same as the one achievable for $k$-median (k-means resp.). So despite the stark contrast in their polynomial-time approximability, the FPT landscape is rather similar for these two problems. We also note that under the gap-exponential time hypothesis (Gap-ETH), the approximation ratio achieved in Theorem 4.1 is essentially tight for any FPT algorithm w.r.t $(k, t)$. This follows from combining the fact that the case $t = 1$ is essentially $k$-median (k-means resp.) with the results of Cohen-Addad et al. [14], which assuming Gap-ETH gives a lower bound for any FPT algorithm w.r.t $k$. This bound matches their — and our— approximation guarantee.

**Theorem 4.1.** For every $\epsilon > 0$, there exists a randomized $(1 + \frac{2}{k} + \epsilon)$-approximation algorithm for Div-$k$-MED with time $f(k, \epsilon) \cdot poly(|U|)$, where $f(k, \epsilon) = O\left(\frac{2^{t\log^2 k}}{\epsilon^2 \log(1+\epsilon)}\right)^k$. Furthermore, the approximation ratio is tight for any FPT algorithm w.r.t $(k, t)$, assuming Gap-ETH. For Div-$k$-MEANS, with the same running time, we obtain $(1 + \frac{2}{k} + \epsilon)$-approximation, which is tight assuming Gap-ETH.

Finally, in Section 6 we will point out a simple observation: by relaxing the upper bound on the number of facilities to at most $2k$, we can use a practical local-search heuristic and obtain a slightly weaker quasi-guarantee with better running time bounds. To achieve this we make use of Theorem 6.1.

**Theorem 4.2.** For every $\epsilon > 0$, there exists a randomized $(3 + \epsilon)$-approximation algorithm that outputs at most $2k$ facilities for the Div-$k$-MED problem in time $O((2^t r + 1)^t \cdot poly(|U|, 1/\epsilon))$.

### 5 ALGORITHMS

In this section we present an FPT approximation algorithm for Div-$k$-MED. For Div-$k$-MEANS, the ideas are similar. Throughout the section, by FPT we imply FPT w.r.t $(k, t)$.

A birds-eye view of our algorithm (see Algorithm 1) is as follows: Given a feasible instance of Div-$k$-MED, we first carefully enumerate collections of facility subsets that satisfy the lower-bound requirements (Section 5.1). For each such collection, we obtain a constant-factor approximation of the optimal cost of the collection (Section 5.3). Since at least one of these feasible solutions is optimal, the corresponding approximate solution will be an approximate solution for the Div-$k$-MED problem. A key ingredient for obtaining a constant factor approximation in FPT time is to shrink the set of clients. For this we rely on the notion of coresets (Section 5.2).

In the exposition to follow, we will refer to the problem of $k$-median with $p$-partition matroid constraints:

**Definition 5.1 ($k$-median with $p$-Partition Matroid ($k$-MED-$p$-PM)).** Given a metric space $(U, d)$, a set of clients $C \subseteq U$, a set of facilities $F \subseteq U$ and a collection $\mathcal{E} = \{E_1, \ldots, E_p\}$ of disjoint facility groups called a $p$-partition matroid. The problem asks to find a subset of facilities $S \subseteq F$ of size $k$, containing at most one facility from each group $E_i$, so that the clustering cost of $S$, $\text{cost}(S) = \sum_{c \in C} d(c, S)$ is minimized. An instance of $k$-med-$p$-PM is specified as $I = ((U, d), F, C, \mathcal{E}, k)$.

### 5.1 Finding feasible constraint patterns

We start by defining the concept of constraint pattern. Given an instance $I = ((U, d), F, C, \mathcal{E}, k)$ of Div-$k$-MED, where $\mathcal{E} = \{G_1, \ldots, G_t\}$, consider the set $\{\bar{f}_{G_i} | \mathcal{E} \in \mathcal{E}\}$ of the characteristic vectors of $F$. For each $\bar{f} \in \{0,1\}^t$, let $E(\bar{y}) = \{f \in F : \bar{f}_{G_i} = \bar{y}\}$ denote the set of all facilities with characteristic vector $\bar{y}$. Finally, let $\mathcal{E} = \{E(\bar{y}) : \bar{y} \in \{0,1\}^t\}$. Note that $\mathcal{E}$ induces a partition on $F$.

Given a $k$-multiset $\mathcal{E} = \{E(\bar{y}_1), \ldots, E(\bar{y}_k)\}$, where each $E(\bar{y}_i)$ is in $\mathcal{E}$, the constraint pattern associated with $\mathcal{E}$ is the vector obtained by the element-wise sum of the characteristic vectors $\{\bar{y}_1, \ldots, \bar{y}_k\}$, that is, $\sum_{i \in [k]} \bar{y}_i$. A constraint pattern is said to be feasible if $\sum_{i \in [k]} \bar{y}_i \geq \bar{f}$, where the inequality is taken element-wise.

**Lemma 5.2.** Given an instance $I = ((U, d), F, C, \mathcal{E}, k)$ of Div-$k$-MED, we can enumerate all the $k$-multisets with feasible constraint pattern in time $O((2^k t |U|))$.

**Proof.** There are $\sum_{i=0}^{k} \binom{|C|}{k-i}$ possible $k$-multisets of $\mathcal{E}$, so enumerating all feasible constraint patterns can be done in $O((2^t |F|)$ time. Further, the enumeration of $\mathcal{E}$ itself can be done in time $O((2^t |F|)$, since $|\mathcal{E}| \leq 2^t$. Hence, time complexity of enumerating all feasible constraint patterns is $O((2^k t |U|))$.

Observe that for every $k$ multiset $\mathcal{E} = \{E(\bar{y}_1), \ldots, E(\bar{y}_k)\}$ with a feasible constraint pattern, picking an arbitrary facility from each $E(\bar{y}_i)$ yields a feasible solution to the Div-$k$-MED instance $I$.

### 5.2 Coresets

Our algorithm relies on the notion of coresets. The high-level idea is to reduce the number of clients such that the distortion in the sum of distances is bounded to a multiplicative factor $(1 + \epsilon)$ for some $\epsilon > 0$. Given an instance $I = ((U, d), F, C, k)$ of the $k$-MED-k-PM problem, for every $\epsilon > 0$ we can reduce the number of clients in $C$ to a weighted set $C' \subseteq C$ of size $|C'| = O(n^{-\frac{k}{2}} \log |U|)$. We make use of the coreset construction for $k$-median by Feldman and Langberg [19] and extend the approach to $k$-MED-$p$-PM. To our knowledge, this is the best-known framework for constructing coresets.
Definition 5.3 (Coreset). Given an instance \( I = ((U, d), C, F, k) \) of \( k \)-MID and a constant \( \nu > 0 \), a (strong) coreset is a subset of clients \( C' \subseteq C \) with associated weights \( \{w_c : c \in C'\} \) such that for any subset of facilities \( S \subseteq F \) of size \( |S| = k \) it holds that

\[
(1 - \nu) \cdot \sum_{c \in C} d(c, S) \leq \sum_{c \in C'} w_c \cdot d(c, S) \leq (1 + \nu) \cdot \sum_{c \in C} d(c, S).
\]

Theorem 5.4 ([19], Theorem 4.9). Given a metric instance \( I = ((U, d), C, F, k) \) of the \( k \)-MID problem, for each \( \nu > 0, \delta < \frac{1}{2} \), there exists a randomized algorithm that, with probability at least \( 1 - \delta \), computes a coreset \( C' \subseteq C \) of size \( |C'| = O((\nu^{-2} (k \log |U| + \log \frac{1}{\delta})) \) in time \( O((k |U| + k) + \log^2 \frac{1}{\delta} \log^2 |U|) \). For \( k \)-MEANS, with the same runtime, it yields a coreset of size \( |C'| = O((\nu^{-2} (k \log |U| + \log \frac{1}{\delta})) \).

Observe that the coresets obtained from the above theorem are also coresets for \( \text{Div-}k\text{-MID} \) and \( \text{Div-}k\text{-MEANS} \) resp., as the corresponding objective remain same.

5.3 FPT approximation algorithms

In this section we present our main result. We will first give an intuitive overview of our algorithm. As a warm-up, we will describe a simple \((3 + \epsilon)\)-FPT-approximation algorithm. Then, we will show how to obtain a better guarantee, leveraging the recent FPT-approximation techniques of \( k \)-MID.

Intuition. Given an instance \(((U, d), C, F, \mathcal{F}, \tau, k)\) of \( \text{Div-}k\text{-MID} \), we first partition the facility set \( F \) into at most \( 2^\mathcal{F} \) subsets \( \mathcal{E} = \{E(\tilde{y}) : \tilde{y} \in \{0, 1\}^\mathcal{F}\} \), such that each subset \( E(\tilde{y}) \) corresponds to the facilities with characteristic vector same as \( \tilde{y} \in \{0, 1\}^\mathcal{F}\). Then, using Lemma 5.2, we enumerate all \( k \)-multisets of \( \mathcal{E} \) with feasible constraint pattern. For each such \( k \)-multiset \( \mathcal{E} = \{E(\tilde{y}_1), \ldots, E(\tilde{y}_k)\} \), we generate an instance \( I(\mathcal{E}) = ((U, d), \{E(\tilde{y}_1), \ldots, E(\tilde{y}_k)\}, C, F, k) \) of \( \text{Div-}k\text{-MID} \), resulting at most \( O(2^{|\mathcal{F}|} |U|) \) instances. Next, using Theorem 5.4, we build a coreset \( C' \subseteq C \) of clients. In our final step, we obtain an approximate solution to each \( \text{Div-}k\text{-MID} \) instance by adapting the techniques from [14], which we discuss next.

Let \( \mathcal{E} = \{E(\tilde{y}_1), \ldots, E(\tilde{y}_k)\} \) be a \( k \)-multiset of \( \mathcal{E} \) with a feasible constraint pattern, and let \( \mathcal{J}_{\mathcal{E}} \) be the corresponding feasible \( k \)-MID instance. Let \( \mathcal{J}^* = \{j^*_i \in E(\tilde{y}_i) : i \in [k]\} \) be an optimal solution of \( \mathcal{J}_{\mathcal{E}} \). For each \( j^*_i \subseteq E(\tilde{y}_i) \), let \( \tilde{c}_{j^*_i} \subseteq C \) be a closest client, with \( d(c, \tilde{c}_{j^*_i}) = \lambda_{j^*_i} \). Next, for each \( \tilde{c}_{j^*_i} \) and \( \lambda_{j^*_i} \), let \( \Pi^* \subseteq E(\tilde{y}_i) \) be the set of facilities \( j \in E(\tilde{y}_i) \) such that \( d(c, \tilde{c}_{j^*_i}) = \lambda_{j^*_i} \). Let us call \( \tilde{c}_{j^*_i} \) and \( \lambda_{j^*_i} \) as the leader and radius of \( \Pi^* \), respectively. Observe that, for each \( i \in [k] \), \( \Pi^* \) contains \( j^*_i \). Thus, if only we knew \( \tilde{c}_{j^*_i} \) for all \( i \in [k] \), we would be able to obtain a provably good solution.

To find the closest client \( \tilde{c}_{j^*_i} \) and its corresponding distance \( \lambda_{j^*_i} \) in FPT time, we employ techniques of Cohen-Addad et al. [14], which they build on the work of Feldman and Langberg [19]. The idea is to reduce the search spaces small enough so as to allow brute-force search in FPT time. To this end, first, note that, we already have a smaller client set, \( |C| = O((k\nu^{-2} \log |U|) \), since \( C \) is a client coreset. Hence, to find \( \{\tilde{c}_{j^*_i} : i \in [k]\} \), we enumerate all ordered \( k \)-multisets of \( C \) resulting in \( O((k\nu^{-2} \log |U|)k) \) time. Then, to bound the search space of \( \lambda_{j^*_i} \) (which is at most \( \Lambda = \text{poly}(|U|) \)), we discretize the interval \([1, \Lambda] \) to \([\lfloor \lambda \rfloor, \Lambda] \), for some \( \lambda > 0 \). Note that \( |\lambda | \leq \log_2 \lambda + \Lambda = O(\log |U|) \). Hence, enumerating all ordered \( k \)-multisets of \([\Lambda \eta] \), we spend at most \( O((\log k \log |U|) \) time. Thus, the total time for this step, guaranteeing \( \tilde{c}_{j^*_i} \) and \( \lambda_{j^*_i} \) in some enumeration, is \( O((k\nu^{-2} \log |U|)^k) \), which is FPT.

Next, using the facilities in \( \{\Pi^*_i \} \subseteq [k]\), we find an approximate solution for the instance \( \mathcal{J}_{\mathcal{E}} \). As a warm-up, we show in Lemma 5.5 that picking exactly one facility from each \( \Pi^*_i \) arbitrarily already gives a \((3+\epsilon)\) approximate solution. Finally, in Lemma 5.6, we obtain a better approximation ratio by modeling the \( k \)-MID problem as a problem of maximizing a monotone submodular function, relying on the ideas of Cohen-Addad et al. [14].

Lemma 5.5. For every \( \epsilon > 0 \), there exists a randomized \((3 + \epsilon)\)-approximation algorithm for the \( \text{Div-}k\text{-MID} \) problem which runs in time \( f(k, t, \epsilon) \cdot \text{poly}(|U|) \), where \( f(k, t, \epsilon) = O((2\epsilon e^{-2} k^2 \log k)^k) \).

Proof. Let \( I = ((U, d), C, \mathcal{F}, \tau, k) \) be an instance of \( \text{Div-}k\text{-MID} \). Let \( J = ((U, d), C, \{E^*_1, \ldots, E^*_k\}) \) be an instance of \( \text{Div-}k\text{-MID} \) corresponding to an optimal solution of \( I \). That is, for some optimal solution \( F^* = \{j^*_1, \ldots, j^*_k\} \) of \( I \), we have \( j^*_i \in E^*_i \). Let \( c^* \subseteq C \) be the closest client to \( j^*_i \), for \( j \in [k] \), with \( d(c^*, j^*_i) = \lambda_{j^*_i} \). Now, consider the enumeration iteration where leader set is \( \{c^*_j \} \subseteq [k] \) and the radius is \( \lambda_{j^*_i} \). The construction is illustrated in Figure 1.

Figure 1: An illustration of facility selection for FPT algorithm for solving \( k \)-MID-k-PM instance.

We define \( \Pi^*_i \) to be the set of facilities in \( E(\tilde{y}_i) \) at a distance of at most \( \lambda_{j^*_i} \) from \( c^*_j \). We will now argue that picking one arbitrary facility from each \( \Pi^*_i \) gives a \((3+\epsilon)\)-approximation with respect to an optimal pick. Let \( C^*_j \subseteq C \) be a set of clients assigned to each facility \( j^*_i \) in optimal solution. Let \( \{f_i, \ldots, f_k\} \) be the arbitrarily chosen facilities, such that \( j^*_i \in F^*_j \). Then for any \( c \in C_j \)

\[
d(c, f_j) \leq d(c, j^*_i) + d(f_j^*, c^*) + d(c^*, f_j).
\]

By the choice of \( j^*_i \), we have \( d(f_j^*, c^*) + d(c^*, f_j) \leq 2\lambda_{j^*_i} \leq 2d(c, f_j^*) \), which implies \( \sum_{c \in C_j} d(c, f_j)^2 \leq 3 \sum_{c \in C} d(c, f_j)^2 \). By the properties of the coreset and bounded discretization error [14], we obtain the approximation stated in the lemma. \hfill \Box

We will now focus on our main result, stated in Theorem 4.1. As mentioned before, we build upon the ideas for \( k \)-MID of Cohen-Addad et al. of [14]. Their algorithm, however, does not apply directly to our setting, as we have to ensure that the chosen facilities satisfy the constraints.

A key observation is that by relying on the partition-matroid constraint of the auxiliary submodular optimization problem, we can ensure that the output solution will satisfy the constraint pattern.
Since at least one constraint pattern contains an optimal solution, we obtain the advertised approximation factor.

In the following lemma, we argue that this is indeed the case. Next, we will provide an analysis of the running time of the algorithm. This will complete the proof of Theorem 4.1.

**Lemma 5.6.** Let $I = ((U, d), F, C, \mathcal{G}, \mathcal{T}, k)$ be an instance of Div-k-Med to Algorithm 1 and $F^* = (f_1^*, \ldots, f_k^*)$ be an optimal solution of $I$. Let $f = ((U, d), [E_1, \ldots, E_k], C, k)$ be an instance of k-Med-k-PM corresponding to $F^*$, i.e., $f_i^* \in E_i^*$, $i \in [k]$. On input $(f, \epsilon)$, Algorithm 2 outputs a set $S$ satisfying $cost(S) \leq (1 + \frac{\epsilon}{2} + \epsilon)cost(F^*)$. Similarly, for Div-k-Means, $cost(S) \leq (1 + \frac{\epsilon}{2} + \epsilon)cost(F^*)$.

**Proof.** Consider the iteration of Algorithm 2 where the chosen clients and radii are optimal, that is, $\hat{x}_i^* = d(c_i^*, f_i^*)$ and this distance is minimal over all clients served by $f_i^*$ in the optimal solution. Assuming the input described in the statement of the lemma, it is clear that in this iteration we have $f_i^* \in \Pi_i$ (see Algorithm 2, line 5). Furthermore, given the partition-matrix constraint imposed on it, the proposed submodular optimization scheme is guaranteed to pick exactly one facility from each of $\Pi_i$ for all $i$.

On the other hand, known results for submodular optimization show that this problem can be efficiently approximated to a factor within $(1 - 1/e)$ of the optimum [11]. It is not difficult to see that this translates into a $(1 + \frac{\epsilon}{2} + \epsilon)$-approximation $(1 + \frac{\epsilon}{2} + \epsilon)$ resp. of the optimal choice of facilities, one from each of $\Pi_i$ [14]. For complete calculations, please see Section A.2.

**Running Time:** First we bound the running time of Algorithm 2. Note that, the runtime of Algorithm 2 is dominated by the two for loops (Line 2 and 3), since remaining steps, including finding approximative solution to the submodular function improve, runs in time $\text{poly}(|U|)$. The for loop of clients (Line 2) takes time $\Theta((|V| + 2 \log |U|)k)$. Similarly, the for loop of discretized distances (Line 3) takes time $\Theta((|A_B|k)^2) = \Theta((|A_B|k)^2)$. Since $B = \text{poly}(|U|)$. Hence, setting $\eta = O(\eta)$, the overall running time of Algorithm 2 is bounded by

$$\Theta\left(\frac{k \log^2 |U|}{\epsilon^2 \log (1 + \epsilon)}\right)^k \text{poly}(|U|) = \Theta\left(\frac{k^2 \log^2 k}{\epsilon^2 \log (1 + \epsilon)}\right)^k \text{poly}(|U|)$$

Since Algorithm 1 invokes Algorithm 2 $\Theta(2^k)$ times, its running time is bounded by $\Theta\left(\frac{2^k \log^2 k}{\epsilon^2 \log (1 + \epsilon)}\right)^k \text{poly}(|U|)$.

### 6 BICRITERIA APPROXIMATION AND HEURISTICS

In this section, we describe a bicriteria approximation algorithm that relies on a simple observation: we can solve feasibility and clustering independently, and merge the resulting solutions.

First, we use a polynomial-time approximation algorithm $\mathcal{O}$ for $k$-MEDIAN ignoring the constraints in $\mathcal{T}$ to obtain a solution. If the obtained solution does not satisfy all the requirements in $\mathcal{T}$, then we use a feasibility algorithm, $\mathcal{O}$, to obtain a feasible constraint pattern of at most size $k$. Picking one facility in each $E_i$ of constraint pattern

\[ A[i, \eta] = \min\{1 + A[i - 1, \eta - E_i], A[i - 1, \eta]\} \quad \text{for each } \eta \neq 0, \quad A[0, \eta] = \infty \]

round negative entries in $\eta - E_i$ to zero.

**Algorithm 1: Div-k-Med**

**Input:** $I$, an instance of the Div-k-Med problem

**Output:** $T^*$, subset of facilities

1. **for each** $\tilde{y} \in \{0, 1\}^k$ **do**
2. **$T = \{f \in F : \tilde{y} \in f\}$**
3. $\epsilon \leftarrow \text{cost}(T)$
4. **$C \leftarrow \text{coreset}(U, d, F, C, k, \epsilon) / 16$**
5. **$T' = \emptyset$**
6. **for each** multiset $(E(\tilde{y}_1), \ldots, E(\tilde{y}_k)) \subseteq \mathcal{S}$ of size $k$ **do**
7. **if** $\sum_{i \in [k]} \bar{y}_i \geq \gamma$, **then**
8. **Duplicate facilities to make subsets in $(E(\tilde{y}_1), \ldots, E(\tilde{y}_k))$ disjoint**
9. $T' \leftarrow k$-Median-PM$(U, d, (E(\tilde{y}_1), \ldots, E(\tilde{y}_k)), C, \epsilon/4)$
10. **if** cost($C$, $T'$) $< \text{cost}(C, T')$ **then**
11. $T'' \leftarrow T'$
12. **return** $T''$

will satisfy our requirements in $\mathcal{T}$. Finally, we return the union of the two solutions, which have at most $2k$ facilities that satisfy the lower-bound constraints and achieve the quality guarantee of $\mathcal{O}$ (w.r.t. the optimal solution of size $k$). We can employ, for instance, the local-search heuristic of Arya et al., which yields a $(2k, 3 + \epsilon)$-approximation [4], or the result of Byrka et al. [10] to achieve a $(2k, 2.675)$-approximation. Recall from Proposition 3.3 that, even if we relax the number of facilities to any function $\gamma(f)$, it is unlikely to approximate the Div-k-Med problem in polynomial time. Our bicriteria approximation shows that this is not the case in FPT time.

Leveraging the fact that $\mathcal{O}$ only needs to find one feasible constraint pattern, instead of using the time-consuming Lemma 5.2, we propose the following, relatively efficient strategy to obtain a feasible solution leading to exponential speedup.

### 6.1 Dynamic programming approach (DP)

**Theorem 6.1.** There exists a deterministic algorithm with time $\Theta((k + 1/\epsilon)^4 \text{poly}(|U|))$ that can decide and find a feasible solution for Div-k-Med. On the other hand, assuming SETH, for any $\epsilon > 0$, there does not exist an algorithm that decides the feasibility of Div-k-Med in time $\Theta((r + 1/\epsilon)^4 \text{poly}(|U|))$ for every $r \geq 1$. Here $r = \max_{i \in [1]} f(i)$.

**Proof.** First we give an algorithm for feasibility. An instance of feasibility problem is $I = ((y, y) \subseteq \{0, 1\}^k, \mathcal{T}, k)$, where $f : \mathcal{O} \rightarrow [n]$ is the frequency vector, and $\mathcal{T} \subseteq \{0, \ldots, k\}$ is the lower bound vector. We say a $k$-multiset $E$ satisifies $f$ if for every $E_i \in E$, $E$ contains $E_i$ at most $f(E_i)$ times. The goal is to find a $k$-multiset $E'$ respecting $f$ such that $\sum_{i \in [k]} E_i' \geq \mathcal{T}$.

The approach is similar to the dynamic program technique employed for SetCover. First, we obtain $\mathcal{O}$ from $\mathcal{S}$ as follows. For every element $E_i \in \mathcal{S}$, create min{$f(E_i)$, $k$} copies of $E_i$ in $\mathcal{O}$. Thus, $|\mathcal{O}| \leq k|\mathcal{S}|$. Now let us arbitrarily order the elements in $\mathcal{O}$ as $\mathcal{O}' = (E_1, E_2, \ldots)$. For every $i \in [|\mathcal{O}|']$, and $\eta \subseteq \{0, \ldots, k\}$, we have an entry $A[i, \eta]$ which is assigned the minimum number of elements in $E_1, \ldots, E_i$ summing to at least $\eta$. The dynamic program recursion works as follows, as base case $A[0, \emptyset] = 0$. For each $\eta \neq 0$, $A[0, \eta] = \infty$

\[ A[i, \eta] = \min\{1 + A[i - 1, \eta - E_i], A[i - 1, \eta]\} \quad \text{for each } \eta \neq 0, \quad A[0, \eta] = \infty \]
Finally, we check if $A[|\vec{\delta}'|, \vec{r}] \leq k$. Note that any solution on $\vec{\delta}'$ respects $f$ due to construction. Finally, the running time of the above algorithm is $|\vec{\delta}'| \cdot (r + 1)^t = \Theta(kt^2(r + 1)^t)$.

To find a feasible solution, we update our dynamic program table as follows: For $A[0, \vec{0}] = \gamma'$. For each $\vec{\eta} \neq \vec{\eta}$,

$$A[0, \vec{\eta}] = 0 \cdot \ldots \cdot 0' \quad \text{string of } k + 1 \text{ zeros}$$

$$A[i, \vec{\eta}] = \begin{cases} A[i-1, \vec{\eta}] & \text{if } |A[i-1, \vec{\eta}]| < k \subseteq A[i-1, \vec{\eta} - E_i] \\ \{E_i\} \cup A[i-1, \vec{\eta} - E_i] & \text{otherwise} \end{cases}$$

round negative entries in $\vec{\eta} - E_i$ to zero, and union is for multiset.

Finally, we check whether or not $|A[|\vec{\delta}'|, \vec{r}]| \leq k$. To show the lower bound on runtime, note that if there exists an algorithm running in time $\Theta((r + 1 - \epsilon)^t \cdot \text{poly}(U))$, for some $\epsilon > 0$, then we can solve SetCover in time $\Theta((I - \epsilon)^t \cdot \text{poly}(U))$, where $U$ is the universe of the SetCover instance. This is because $r = 1$ for SetCover, which contradicts SETH [15, 16, Conjecture 14.36].

6.2 Linear programming approach (LP)

In this subsection, we propose a heuristic for finding a feasible solution based on randomized rounding of the fractional solution of a linear program. The linear program formulation is as follows:

Minimize $0 \cdot x$ such that $\vec{\delta}' \cdot x \geq \vec{r}$, $x_i \leq k, 0 \leq x_i \leq f(E_i)$.

We solve the LP to obtain a fractional solution and round $x_i$ to an integer value using randomized rounding strategy inspired by [29].

$$x_i' = \begin{cases} \lfloor x_i \rfloor & \text{with probability } 1 - x_i + \lfloor x_i \rfloor \\ \{x_i\} & \text{otherwise} \end{cases}$$

Therefore, it holds that $E_i(\sum x_i') \leq k$. However, the lower requirements might be unfilled, so the algorithm needs to verify the correctness and repeat the procedure a many times and produce another solution (E.g., by randomizing objective function).

Even though the randomized rounding approach does not guarantee finding an existing solution, the algorithm is very effective in real-world dataset, as demonstrated in Section 7.

6.3 Local search heuristic (LS1)

First, we present a local-search algorithm for $k$-MED-$k$-PM problem and discuss how to apply this approach to solve Div-$k$-MED problem. Given an instance $(U, d, (E_{1}', \ldots, E_{n}''), C, k))$, we pick one facility from each $E_i$ at random as an initial assignment, and continue to swap with facilities from the same group until the solution is con verged to a facility $f_i \in E_i$ is only allowed to swap with facility $f_j \in E_j$ for all $i \in k$.

Recall that each feasible constraint pattern is an instance of $k$-MED-$k$-PM, likewise, we employ the heuristic discussed above for each instance to obtain a solution with minimum cost. The runtime of the algorithm is $\Theta(2^{k} \cdot \text{poly}(U))$, since we have at most $2^{k}$ feasible constraint patterns and each iteration of the local search can be executed in polynomial time. In our experiments, we refer to this algorithm as LS1. Bounding the approximation ratio of LS1 is left as an open problem.

7 EXPERIMENTS

This section discusses our experimental setup and results. Our objective is mainly to evaluate the scalability of the proposed methods.

7.1 Experimental setup

Hardware. Our experiments make use of two hardware configurations: (i) a desktop with a 4-core Haswell CPU with 16 GB of main memory, Ubuntu 21.10; (ii) a compute node with a 20-core Cascade lake CPU with 64 GB of main memory, Ubuntu 20.04.

Datasets. We use datasets from UCI machine learning repository [17] (for details check the corresponding webpage of each dataset). Data are processed by assigning integer values to categorical data and normalize each column to unit norm. We assume the set of clients and facilities to be the same i.e., $U = C = F$.

Data generator. For scalability, we generate synthetic data using make_blob from scikit-learn. The groups are generated by sampling data points uniformly at random and restricting the maximum data a point can belong to, i.e., each data point belongs to at least one and at most $t/2$ groups. We ensure that the same instance is generated for each configuration by using an initialization seed value.

Baseline. For Div-$k$-MED, we use the local-search algorithm with no requirement constraints as a baseline, denoted as LS0, which is a 5-approximation for $k$-MEDIAN. Additionally, we implemented a $p$-swap local-search algorithm, denoted as LS(p), which is a $(3+\frac{2}{p})$-approximation [3]. We observed no significant improvement in the cost of solution of LS(p) compared to LS with $p = 2$. We also experimented with trivial algorithms based on brute force and linear program solvers, which fail to scale for even modest size instance with $|U| = 100$, $k = 6$. For Div-$k$-MEANS, we use $k$-means++ with no requirement constraints as baseline, denoted as KM, which is a log$(k)$-approximation for $K$-MEANS [35]. For each dataset we perform 5 executions of LS0 (or KM) using random initial assignments to obtain a solution with minimum cost.

Implementation. Our implementation is written in Python programming language. We make use of numpy and scipy python packages for matrix computations. We use $k$-means++ implementation from scikit-learn. For coresets we use importance sampling, which results in coresets of size $\Theta(kD\epsilon^{-2})$, $\Theta(kD^2\epsilon^{-2})$ for $k$-MEDIAN and $k$-MEANS, respectively, where $D$ is the dimension of data [5, 19]. For discretizing distances we use the existing implementation of binning from scikit-gstat python package.

Our exhaustive search algorithm is implemented as matrix multiplication operation, thereby we use optimized implementation of numpy to enumerate feasible constrained patterns. To achieve this, we generate two matrices, a matrix $A[|\vec{\delta}'|, M]$ encoding bit vectors $[0, 1]^f$ corresponding to subset lattice of $\vec{\delta}' = \{G_1, \ldots, G_t\}$, and, matrix $B[\binom{|\vec{\delta}'|}{k}]$ enumerating all combinations (with repetitions) of choosing $k$ facilities from non-intersecting groups in $\vec{\delta}'$ and multiply $B \times A = \binom{|\vec{\delta}'|}{k}$ finally, for each row $R$ we verify if the requirements in $R$ are satisfied elementwise to obtain all feasible constraint patterns. More precisely, if $i$-th row of $R$ satisfy requirement in $\vec{r}$ elementwise, it implies that $i$-th row of $B$ is a feasible constraint pattern. For finding one feasible constrained pattern, we
The experimental setup of our scalability experiments is available in Table 1. Our feasibility experiments execute on the desktop configuration. Bicriteria experiments are executed on the compute node. All reported runtimes are in seconds, and we terminated experiments that took more than two hours.

Our first set of experiments studies the scalability of finding one feasible constraint pattern. In Figure 2, we report the runtime of exhaustive enumeration (ES), dynamic program (DP) and linear program (LP) algorithms for finding a feasible constraint satisfaction pattern as a function of number of facilities $|U|$ (left), number of cluster centers $k$ (center) and number of groups $t$ (right). For each configuration of $|U|$, $t$ and $k$ in Table 1, we report runtimes of 5 independent input instances and observed little variance in runtime. We observed similar scalability for Div-$k$-Means, for which we make use of kmeans++ (KM) implementation from scikit-learn, along with ES, LP and DP (See Supplementary 5).

Our third set of experiments studies the scalability of ES + LS. In Figure 4, we report runtime as a function of number of facilities $|U|$ (left), number of centers $k$ (center) and number of groups $t$ (right). For each configuration of $|U|$, $t$ and $k$ in Table 1, we report runtimes of 5 independent input instances and observed little variance in runtime. We observed high variance in runtime, as a result of variance in the number of feasible constraint patterns among independent inputs. The algorithm manages to solve two instances with up to 40 thousand facilities in approximately 2.5 hours on a desktop computer.

**Experiments on real datasets.** For each dataset, we generate two disjoint groups $G_1, G_2$. For this we choose gender, except for house-votes, where we choose party affiliation. We use the protected attributes race or age group to generate groups $G_3$ and $G_4$, respectively, so groups $G_3, G_4$ intersect with either or both $G_1, G_2$. The experiments are executed on desktop with number of centers $k = 6$, number of groups $t = 4$ and requirement vector $\vec{r} = (3, 3, 2, 1)$. That is, we have a requirement that the chosen cluster centers must be an equal number of men and women, with additional requirements to pick at least two cluster centers that belong to a group representing race and one center that belongs to a group representing a certain age group. For each dataset, we execute 5 iterations of each algorithm with different initial assignment to report a solution with minimum cost and corresponding runtime.

In Table 2, we report dataset name, size $|U|$, dimension $D$ in Column 1-3, respectively. Column 4 is the runtime of LS. We report results of bicriteria approximation algorithms LS + LP in Column 5-7. LS + ES in Column 8-10 and LS + DP in Column 11-13. For each bicriteria algorithm we report runtime, $\xi^* = \frac{\text{cost}(ALG)}{\text{cost}(LS)}$ which is the ratio of the cost bicriteria algorithm to the cost of LS and the size of reported solution $k^*$. Finally, in Column 14-15, Column 16-17 and Column 18-19, we report results of LP + LS, ES + LS and FPT($3 + \epsilon$) approximation algorithm, respectively. For each of these algorithms we report runtime and $\xi^* = \frac{\text{cost}(ALG)}{\text{cost}(LS)}$.

In bicriteria algorithms, LS consumes the majority (> 90%) of the runtime, and a minority (< 10%) of the runtime is spent on finding a feasible constraint pattern. This observation is trivial by comparing runtime of bicriteria algorithm(s) and LS. As expected, LS + DP returns solution with minimum size $k^*$ with no significant change in the cost of solution obtained from LP + LS and ES + LS. Note that the value of $\xi^* < 1.0$ since the size of solution obtained $k^* > k = 6$.

Even though the FPT approximation algorithms presented in Section 5 have good theoretical guarantees, they fail to perform in practice. We believe the reason is two-fold. First, the size of the coreset obtained using importance sampling ($\mathcal{O}(kD^2\epsilon^{-2})$) is relatively large. Second, the $\epsilon’$ factor used for discretizing distances is also large. In this regard, there is still room for implementation engineering to make the algorithm practically viable.
8 RELATED WORK

$k$-MEDIAN is a classic problem in computer science. The first constant-factor approximation for metric $k$-MEDIAN was presented by Charikar et al. [12], which was improved to $(3 + \epsilon)$ in a now seminal work by Arya et al. [4], using a local-search heuristic. The best known approximation ratio for metric instances stands at 2.675, which is due to Byrka et al. [10]. Kanungo et al. [27] gave a $(9 + \epsilon)$ approximation algorithm for $k$-MEDIAN, which was recently improved to 6.357 by Ahmadian et al. [1]. On the other side of the coin, the $k$-MEDIAN problem is known to be NP-hard to approximate to a factor less than $1 + 2/e$ [21]. Bridging this gap is a well known open problem. In the FPT landscape, finding an optimal solution for $k$-MEDIAN/$k$-MEANS are known to be $W[2]$-hard with respect to parameter $k$ due to a reduction by Guha and Khuller [21]. More recently, Cohen-Addad
et al. [14] presented FPT approximation algorithms with respect to parameter \( k \), with approximation ratio \( (1 + \frac{2}{k} + \epsilon) \) and \( (1 + \frac{2}{k} + \epsilon) \) for \( k\text{-Median} \) and \( k\text{-Means} \), respectively. They showed that the ratio is essentially tight assuming Gap-ETH. Their result also implies a \( (2 + \epsilon) \) approximation algorithm for \( \text{MATROID-Median} \) in FPT time with respect to parameter \( k \).

In recent years the attention has turned in part to variants of the problem with constraints on the solution. One such variant is the red-blue median problem (\( rb\text{-Median} \)), in which the facilities are colored either red or blue, and a solution may contain only up to a specified number of facilities of each color [22]. This formulation was generalized by the matroid-median problem (\( \text{MATROID-Median} \) [28], where solutions must be independent sets of a matroid. Constant-factor approximation algorithms were given by Hajiaghayi et al. [22, 23] and Krishnasawamy et al. [28] for \( rb\text{-Median} \) and \( \text{MATROID-Median} \) problems, respectively.

**Algorithmic fairness.** In recent years, the notion of fairness in algorithm design has gained significant traction. The underlying premise concerns data sets in which different social groups, such as ethnicities or people from different socioeconomic backgrounds, can be identified. The output of an algorithm, while suitable when measured by a given objective function, might negatively impact one of said groups in a disproportionate manner [8, 9].

In order to mitigate this shortcoming, constraints or penalties can be imposed on the objective to be optimized, so as to promote more equitable outcomes [18, 20, 24, 36].

In the context of clustering, which is the focus of the present work, existing proposals have generally dealt with the notion of equal representation within clusters [6, 7, 13, 25, 30, 32]. That is, the clients in each cluster should not be comprised disproportionately of any particular group, and all groups should enjoy sufficient representation in all clusters. In contrast, this paper deals with the problem of representation constraints among the facilities, as formalized in the recent work of Thejawi et al [34]. While the problem admits no polynomial-time approximation algorithms for the general case, the authors of the original work presented constant-factor approximation algorithms for special cases [34].

### 9 CONCLUSIONS & FUTURE WORK

In this paper we have provided a comprehensive analysis of the **diversity-aware k-median** problem, a recently proposed variant of **k-Median** in the context of algorithmic fairness. We have provided a thorough characterization of the parameterized complexity of the problem, as well as the first fixed-parameter tractable constant-factor approximation algorithm. Our algorithmic and hardness results naturally extend for diversity-aware k-means problem.

Despite its theoretical guarantees, said approach is impractical. Thus, we have proposed a faster dynamic program for solving the feasibility problem, as well as an efficient, practical linear-programming approach to serve as a building block for the design of effective heuristics. In a variety of experiments on real-world and synthetic data, we have shown that our approaches are effective in a wide range of practical scenarios, and scale to reasonably large data sets.

Our results open up several interesting directions for future work. For instance, it remains unclear whether further speed-ups are possible in the solution of the feasibility problem. The exponent of \( \log r \) in our algorithm is close to the known lower bound of \( t \), so it is natural to ask whether this extra factor can be shaven off.
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A PROOFS

A.1 Scalability experiments

In Figure 5 we report the scalability of bicriteria approximation algorithms for Div-k-Means problem.

A.2 Proof of Lemma 5.6

In fact, we prove Theorem 4.1. We primarily focus on Div-k-MED, indicating the parts of the proof for Div-k-MEANS. In essence, to achieve the results for Div-k-MEANS, we need to consider squared distances which results in the claimed approximation ratio with some runtime bounds.

As mentioned before, to get a better approximation factor, the idea is to reduce the problem of finding an optimal solution to k-Med-k-PM to the problem of maximizing a monotone submodular function. To this end, for each $S \subseteq F$, we define the submodular function $\text{improv}(S)$ that, in a way, captures the cost of selecting $S$ as our solution. To define the function $\text{improv}$, we add a fictitious facility $F'_i$ for each $i \in [k]$ such that $F'_i$ is at a distance $2\lambda_i$ for each facility in $\Pi_i$. We, then, use the triangle inequality to compute the distance of $F'_i$ to all other nodes. Then, using an $(1 - 1/e)$-approximation algorithm (Line 12), we approximate improv. Finally, we return the set that has the minimum k-MEDIAN cost over all iterations.

Algorithm 2: k-Med-k-PM($I = ((V, d), \{E_1, \cdots, E_k\}, E', \epsilon')$

Input: $J$, an instance of the $k$-Med-k-PM problem, $\epsilon'$, a real number
Output: $S'$, a subset of facilities
1 $S' \leftarrow \emptyset$, $\lambda \leftarrow e' / 2$
2 foreach ordered multiset $\{c'_1, \cdots, c'_k\} \subseteq C'$ of size $k$
3 foreach ordered multiset $\lambda = \{\lambda_1, \cdots, \lambda_k\}$ such that $\lambda_i \subseteq [[\lambda_\gamma]]$
4 for $j = 1$ to $k$ do
5 $\Pi_j \leftarrow \{f' \in F'_j : d(f', c'_j) = \lambda_j\}$
6 Add a fictitious facility $F'_j$
7 for $f \in \Pi_i$ do
8 $d(f', f) \leftarrow 2\lambda_j$
9 for $f \not\in \Pi_i$ do
10 $d(f', f) \leftarrow 2\lambda_j + \min_{f \in \Pi_i} d(f, n)$
11 for $S \subseteq F$, define improv($S) = \text{cost}(C', F') - \text{cost}(C', F' \cup S)$
12 $S_{\text{max}} \leftarrow S \subseteq F$ that maximizes improv($S)$ s.t.
13 if $\text{cost}(C', S_{\text{max}}) < \text{cost}(C', S')$ then
14 $S' \leftarrow S_{\text{max}}$
15 return $S'$

Correctness: Given $I = ((V, d), F, C, F, \bar{r}, k)$. Let $\mathcal{F} = \{f_i\}$ be the instances of k-Med-k-PM generated by Algorithm 1 at Line 9 (For simplicity, we do not consider client coreset $C'$ here). For correctness, we show that $F^* = \{f^*_i\}_{i \in [k]} \subseteq \mathcal{F}$ is feasible to $I$ if and only if there exists $J^* = ((V, d), \{E^*, \cdots, E_k^*\}, C) \in \mathcal{F}$ such that $F^*$ is feasible to $J^*$. This is sufficient, since the objective function of both the problems is same, and hence returning minimum over $\mathcal{F}$ of an optimal (approximate) solution obtains an optimal (approximate resp.) solution to $I$. We need the following proposition for the proof.

Proposition A.1. For all $E \in \mathcal{E}$, and for all $f \in E$, we have $\bar{x}_f = \bar{x}_E$.

Proof. Fix $E \in \mathcal{E}$ and $f \in E$. Since $E \in \mathcal{E}$, there exists $\bar{y} \in \{0, 1\}^{f}$ such that $E_\bar{y} = E$. But this means $\bar{x}_E = \bar{y}$. On the other hand, since $f \in E_\bar{y}$, we have that $\bar{x}_f = \bar{y}$.

Suppose $F^* = \{f^*_i\}_{i \in [k]} \subseteq \mathcal{F}$ is a feasible solution to $I: \sum_{i \in [k]} \bar{x}_E' \geq \bar{r}$. Then, consider the instance $J^* = ((V, d), \{E^*_1, \cdots, E^*_k\}, C)$ with $E^*_i = E_x^*_i$, for all $i \in [k]$. Since,

$$\sum_{i \in [k]} \bar{x}_E^*_i = \sum_{i \in [k]} \bar{x}_F^*_i \geq \bar{r}$$

we have that $J^* \in \mathcal{F}$. Further, $F^*$ is feasible to $J^*$ since $F^* \cap E^*_i = f^*_i$ for all $i \in [k]$. For the other direction, fix an instance $J^* = ((V, d), \{E^*_1, \cdots, E^*_k\}, C) \in \mathcal{F}$ and a feasible solution $F^* = \{f^*_i\}_{i \in [k]}$ for $J^*$. From Claim A.1 and the feasibility of $F^*$, we have

$$\sum_{i \in [k]} \bar{x}_F^*_i = \sum_{i \in [k]} \bar{x}_E^*_i \geq \bar{r}$$

which implies $F^* = \{f^*_i\}_{i \in [k]}$ is a feasible solution to $I$. To complete the proof, we need to show that the distance function defined in Line 10 is a metric, and improv function defined in Line 11 is a monotone submodular function. Both these proofs are the same as that in [14].

Approximation Factor: For $I = ((V, d), F, C, \mathcal{G}, \bar{r}, k)$, let $I' = ((V, d), C', \mathcal{G}, \bar{r}, k)$ be the instance with client coreset $C'$. Let $F^* \subseteq \mathcal{F}$ be an optimal solution to $I$, and let $F^* \subseteq \mathcal{F}$ be an optimal solution to $I'$. Then, from core-set Lemma 5.2, we have that

$$(1 - v) \cdot \text{cost}(F^*, C') \leq \text{cost}(F^*, C') \leq (1 + v) \cdot \text{cost}(F^*, C').$$

The following proposition, whose proof closely follows that in [14], bounds the approximation factor of Algorithm 1.

Proposition A.2. For $\epsilon > 0$, let $J^*_\epsilon = ((V, d), \{E_1, \cdots, E_k\}, C', \epsilon')$ be an input to Algorithm 2, and let $S'_{\epsilon}$ be the set returned. Then,

$$\text{cost}(C', S'_{\epsilon}) \leq (1 + 2/e + \epsilon') \cdot \text{OPT}(J^*_\epsilon),$$

where $\text{OPT}(J^*_\epsilon)$ is the optimal cost of k-Med-k-PM on $J^*_\epsilon$. Similarly, for Div-k-MEANS,

$$\text{cost}(C', S'_{\epsilon}) \leq (1 + 8/e + \epsilon') \cdot \text{OPT}(J^*_\epsilon),$$

This allows us to bound the approximation factor of Algorithm 1.

$$\text{cost}(T^*, C') \leq \min_{J^*_\epsilon \in \mathcal{F}} \text{cost}(S^*_{\epsilon}, C') \leq (1 + 2/e + \epsilon') \cdot \text{cost}(F^*, C') \leq (1 + 2/e + \epsilon') \cdot \text{cost}(F^*, C') \leq (1 + 2/e + \epsilon') \cdot \text{cost}(F^*, C') \leq (1 + 2/e + \epsilon') \cdot \text{cost}(F^*, C') \leq (1 + 2/e + \epsilon') \cdot \text{cost}(F^*, C').$$

On the other hand, we have $\text{cost}(T^*, C') \leq (1 + 2v) \cdot \text{cost}(T^*, C')$. Hence, using $\epsilon' = \epsilon/4$ and $v = \epsilon/16$, we have

$$\text{cost}(T^*, C') \leq (1 + 2/4 + \epsilon/4) \cdot (1 + v) \cdot \text{cost}(F^*, C') \leq (1 + 2/e + \epsilon) \cdot \text{cost}(F^*, C') \leq (1 + 2/e + \epsilon) \cdot \text{cost}(F^*, C')$$

for $\epsilon \leq 1/2$. Analogous calculations holds for Div-k-MEANS. This finishes the proof of Lemma 5.6. Now, we prove Proposition A.2.
Thus, using triangle inequality and the above equation, we have, \[
\text{improv}(S^*_i) \geq (1 - 1/e) \cdot \text{improv}(F^*_i).
\]

The following proposition bounds \(\text{cost}(C', F')\) in terms of \(\text{cost}(C', F^*_i)\).

**Proposition A.3.** \(\text{cost}(C', F') \leq (3 + 2\eta) \cdot \text{cost}(C', F^*_i)\).

Setting \(\eta = \frac{5}{4}e'\), finishes the proof for Div-k-Med,

\[
\text{cost}(C', S^*_i) \leq (3 + ee')/e \cdot \text{cost}(C', F^*_i) + (1 - 1/e) \cdot \text{cost}(C', F^*_i)
\]

\[
\leq (1 + 2/e + e') \cdot \text{cost}(C', F^*_i).
\]

For Div-k-Means, setting \(\eta = \frac{5}{16}e'\), finishes the proof of Proposition A.2,

\[
\text{cost}(C', S^*_i) \leq (3 + 2ee'/16)/e \cdot \text{cost}(C', F^*_i) + (1 - 1/e)\text{cost}(C', F^*_i)
\]

\[
\leq (1 + 8/e + e') \cdot \text{cost}(C', F^*_i),
\]

for \(\eta \leq 1\).

**Proof.** To this end, it is sufficient to prove that for any client \(c' \in C'\), it holds that \(d(c', F') \leq (3 + 2\eta)d(c', F^*_i)\). Fix \(c' \in C'\), and let \(f^*_j \in F^*_i\) be the closest facility in \(F^*_i\) with \(\lambda^*_j = d(c^*_j, f^*_j)\).

\[
d(c', f^*_j) \geq d(c^*_j, f^*_j) \geq (1 + \eta)(\lambda^*_j/1 + \eta) \geq \frac{\lambda^*_j}{1 + \eta}.
\]

Using, triangle inequality and the above equation, we have,

\[
d(c', F') \leq d(c, F') \leq d(c', F^*_j) + d(F^*_j, F') \leq d(c', F^*_j) + 2\lambda^*_j \leq (3 + 2\eta)d(c', F^*_j).
\]

**A.3 Other proofs**

**Proof of Corollary 3.1.** SETH implies that there is no \(\mathcal{O}(|V|^{k-\epsilon})\) algorithm for \(k\)-DomSet, for any \(\epsilon > 0\). The reduction in [34, Lemma 1] creates an instance of Div-k-Med (Div-k-Means resp.) where \(F = V\). Hence, any FPT exact or approximate algorithm running in time \(\mathcal{O}(|F|^{k-\epsilon})\) for Div-k-Med (Div-k-Means resp.) contradicts SETH.

**Proof of Proposition 3.2.** First, note that any FPT algorithm \(\mathcal{A}\) achieving a multiplicative factor approximation for Div-k-Med (Div-k-Means resp.) needs to solve the lower bound requirements first. Since these requirements capture \(k\)-DomSet [34, Lemma 1], it means \(\mathcal{A}\) solves \(k\)-DomSet in FPT time, which is a contradiction. Finally, noting the fact that finding even \(f(k)\) size dominating set, for any \(f(k)\), is also \(\text{W}[1]\)-hard due to [31] finishes the proof.

---

**Figure 5: Scalability of bicriteria algorithm for Div-k-Means.**