Real-Time Energy Monitoring in IoT-enabled Mobile Devices
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Abstract—With rapid advancements in the Internet of Things (IoT) paradigm, electrical devices in the near future are expected to have IoT capabilities. This enables fine-grained tracking of individual energy consumption data of such devices, offering location-independent per-device billing. Thus, it is more fine-grained than the location-based metering of state-of-the-art infrastructure, which traditionally aggregates on a building or household level, defining the entity to be billed. However, such in-device energy metering is susceptible to manipulation and fraud. As a remedy, we propose a decentralized metering architecture that enables devices with IoT capabilities to measure their own energy consumption. In this architecture, the device-level consumption is additionally reported to a system-level aggregator that veriﬁes distributed information and provides secure data storage using Blockchain, preventing data manipulation by untrusted entities. Using evaluations on an experimental testbed, we show that the proposed architecture supports device mobility and enables location-independent monitoring of energy consumption.

I. INTRODUCTION

The progression of Internet of Things (IoT) towards Massive IoT [1] has enabled a new wave of connected devices to have heterogeneous capabilities such as low-power communication, wide coverage area, and device-level diagnostics. This paradigm shift has enabled devices to operate independently in a decentralized architecture across all verticals of “smart” environments ranging from smart cities to smart buildings and smart devices. However, monitoring the energy consumption of devices without a ﬁxed central meter requires a transition from system-level to device-level metering. Moreover, decentralized metering is imperative for devices capable of mobility (i.e., mobile devices), that can operate in different locations on the electricity grid (grid-locations).

There have been several works targeted at decentralized metering using wireless sensor networks [3], energy-harvesting based custom metering hardware [3], [4] and predictive models [5], [6]. There have also been some works on detecting data tampering and secure data logging [7]. The relative variation in metering data combined with historical consumption data has been used to detect data tampering [8]. Blockchain has been used in microgrids of a decentralized energy market for secure storage [9]. The methods in [2]–[6] are highly susceptible to data tampering (by untrusted entities) and do not provide a tamper-proof storage and the methods [2]–[9] do not cater to mobile devices that can operate in multiple grid-locations.

In this paper, we propose a decentralized metering architecture (shown in Figure 1) that enables mobile devices to monitor their energy consumption independent of their grid-location. The Wide Area Network (WAN) could represent a residential, industrial or any other communication network environment depending on the device. Let us suppose a device (say e-scooter) moves from WAN 1 (home communication network) to WAN 2 (host communication network). The e-scooter initially reports its consumption data during charging to Aggregator 1 while it stays in WAN 1 and starts reporting to Aggregator 2 once it enters WAN 2. The aggregators are interconnected through a mesh/cloud network to exchange consumption data of the devices connected to them.

Our proposed architecture has two layers of connectivity among devices: 1) physical grid representing the wired electrical connection (blue solid lines) and 2) communication network (network in short) that could be wired or wireless (black dotted lines). Each device reports its consumption to a trusted device within its home network called aggregator for veriﬁcation and hence, enables billing at the home network. The aggregator performs data aggregation of all devices within the network and acts as a nodal point for multiphop communication with the other networks. The aggregator uses an additional system-level complementary measurement (sum, average, etc.) along with the measurements of all the
devices in the network to detect anomalies in the reported value. The aggregator stores the consumption data of all the devices in the network in a blockchain. Since the aggregator is trusted and validates the data, there is no consensus required among devices. By encapsulating the consumption data into a blockchain, data storage is made tamper-proof.

The contributions of the paper are the following: (i) We propose a decentralized metering architecture capable of device-level energy metering. (ii) We develop an algorithm for network transition (change of grid-location) to support mobility. (iii) We demonstrate the decentralized metering with mobility through experimental evaluations on a testbed.

II. ARCHITECTURE

The physical grid infrastructure comprises devices, aggregator units connected in a backhaul network, and the power generation and transmission units (see Figure 1). We assume all components remain similar to the existing grid infrastructure, except for the devices and aggregator units. Hence, we only present the details of devices and aggregator units.

A. Aggregator Architecture

The aggregator units are deployed across different grid-locations. All the devices that are physically connected (through a transmission line) to an aggregator form a network (denoted as WAN in Figure 1) and report their consumption data to that aggregator. We assume that all the devices in the network and the aggregators are time-synchronized. The aggregator provides the devices with time-slots for communication to prevent interference. With limited time-slots for communication, the number of devices connected to an aggregator is also limited. The role of an aggregator is to use its measurement to establish the ground truth.

To prevent any tampering of consumption data, the reported data and a hash are encapsulated into a blockchain data structure by the aggregator. The hash of a new block is created from the reported data and the hash of the previous block. Creating the hash is not an expensive operation, and hence, does not expend significant computation power. The blocks from all the aggregators are formed into a common permissioned blockchain. Blockchain is only used as a hashed data chain without any consensus. This is a reasonable change as the trusted aggregators validate the reported data with the ground truth before a block is created.

In a truly decentralized network, the aggregators’ role could be performed by the devices themselves having a consensus among themselves. In that case, the consumption data must be broadcast to the network and a common blockchain is formed once a consensus is achieved among them.

B. Device Architecture

Each device in our architecture must be enabled with IoT capabilities to implement location-independent device metering. The software architecture of such a device with different layers is shown in Figure 2.

1The ground truth refers to the actual device consumption value as opposed to the reported measurement value.

Fig. 2. Device-level software architecture.

The bottom-most layer is the physical layer which comprises processors, device peripherals and sensors. This layer is responsible for physical connectivity, transmission of raw data in the form of signals (electric/radio) and measurement of consumption through sensors.

The middleware layer is mainly composed of the operating system and the firmware to control the hardware peripherals.

The network layer has two components: network management and communication protocol. Network address translation, synchronization of devices and aggregators, network authentication and consumption data routing are handled by the network management component. Communication protocols (such as Wi-Fi, Message Queuing Telemetry Transport (MQTT), etc.) and data packet encapsulation are handled here.

Data representation, security, and storage are the main features of the data layer. In the absence of network connectivity with the aggregator, raw consumption data is stored in the local storage until the connection is established.

The application layer comprises: 1) remote management for monitoring/device maintenance, 2) device-specific applications such as demand prediction and schedule optimization for better load management, and 3) services such as billing.

C. Device Registration and Real-time Energy Monitoring

In this section, we illustrate the device registration process and energy monitoring of mobile devices in our architecture. A device could either be stationary or mobile depending on its capabilities and tasks. Every device must be registered to an aggregator network irrespective of its type. A stationary device undergoes a single registration process in its lifetime while mobile devices need to register every time they migrate to a network different from their home network.

Membership Registration: The membership registration process is shown in Figure 3 (sequence 1). Initially, the devices are not registered to any of the network aggregators. Each device broadcasts a membership registration request (includes its registered address and ID) within its network. The network aggregator responds to the request with the corresponding
network address (Master address) for data transfer. The device updates its registered network to the Master address and starts transmitting the consumption data at a pre-configured time interval $T_{measure}$. An acknowledgment (Ack) is sent by the aggregator for every successfully transmitted measurement from the device. If there is a change in the network, a transmission or a registration failure, the raw energy consumption value while charging is temporarily stored in local memory. The combination of stored data and the measurement are transmitted to the aggregator in the next transmission.

Real-Time Energy Monitoring: To facilitate grid-location independent real-time energy monitoring, the aggregators liaise with other aggregators to receive information on devices that are currently outside their home network. It is important to note that the measurement of consumption and billing is only done for the duration in which devices are connected to the grid and not during the transit.

Let us suppose a device moves from Network 1 to Network 2 as shown in Figure 1. Sequence 2 in Figure 5 shows the switch from Aggregator 1 to Aggregator 2. The moment the device moves out of Network 1 (home network) it gets disconnected from Aggregator 1. After the transition, the device measures its consumption and reports it to Aggregator 2. Aggregator 2 upon receiving the consumption data sends a negative acknowledgment (Nack) to indicate the absence of membership. Upon reception of a Nack, the device re-initiates the membership sequence to obtain temporary membership with Aggregator 2 by including its Master address (i.e., address of Aggregator 1). Aggregator 2, after verifying the device ID with Aggregator 1, creates a temporary membership to collect the consumption data from the device on behalf of Aggregator 1. These values are in turn transmitted back to the home network using the Master address of the device. The time duration required to establish a temporary membership is denoted as $T_{handshake}$. Further, time to transmit the consumption data to Aggregator 1 is dependent on the backhaul network among aggregators. If the device moves out of Network 2, the temporary membership is immediately discarded. Based on the received data from the Aggregator 2, the home network can continue billing the device for its consumption in the external network. Meanwhile, the home network retains the membership of the device at all times unless there is a message to remove it due to loss/reset/transfer-of-ownership of the device as shown in sequence 3 of Figure 5.

III. EXPERIMENTS

A. Experimental setup

The experimental setup consists of two networks each with two devices using Sparkfun ESP32 Thing [11] and an aggregator using Raspberry Pi (RPi) Model B. All the devices and aggregators are equipped with INA219 [12], a current monitoring sensor and DS3231 [13], a real-time clock module. The testbed is shown in Figure 4. Using the voltage characteristics of the device, the energy consumption is computed using the sensor measurement value and the measurement duration. MQTT protocol is used for consumption data transfer to the aggregator over Wi-Fi. We use Grafana [14] to monitor live data transmission.

B. Results

We present the results from two experiments that were carried out to evaluate our architecture.

a) Decentralized Metering: The first experiment was designed to evaluate the measurement accuracy of decentralized metering over centralized metering. The aggregator in our setup has a physical electrical connection with the rest of the network and provides the total energy consumption for the network which is analogous to a centralized meter. This
is compared with the aggregation of reported values of the devices. Figure 5 shows a stacked bar chart with the left bars indicating the individual consumption of devices and the right bars indicating the aggregator measurement of the overall consumption of the network. We observed that the consumption value at the aggregator is slightly (0.9 – 8.2%) higher than the aggregated values as shown in Figure 5. This is due to the ohmic losses of various electrical components and the measurement error of the current sensor in the setup. The current sensor has an offset error of 0.5mA [12] which contributes to the variation observed.

b) Device Mobility: The primary benefit of our architecture is device mobility which aids in per-device billing. Our second experiment is hence designed to validate the claim that the device consumption can be monitored even when it is operated at different grid-locations. To demonstrate this, we move one of the devices from one network (Network 1) to another network (Network 2). The consumption data of the device during the network transition obtained from Aggregator 1 is shown in Figure 6. The device is initially registered to Network 1 and reports its consumption value to Aggregator 1. The reported values (until it gets disconnected from Network 1) are shown in the left half of the figure. The pre-configured measurement interval for the device, T_measure, was set to 10 times per second i.e., the device consumption is reported to the aggregator every 100 milliseconds. If the device is disconnected before the reporting time, the data is stored locally until the network is restored. After one hour, the device is moved from Network 1 to Network 2.

When the device is moving across different networks there is no consumption (as it is not connected to the transmission line) and this duration is denoted as Idle time in the figure. Once the device establishes an electrical connection with a different power network it continuously scans the communication network to determine its reporting aggregator (Aggregator 2 in our case). The device stores its consumption (marked by the blue line in the figure) during the handshake process to local storage until the network connection is established. After establishing a connection (i.e., temporary membership registration) the device transmits consumption data and any locally stored data to Aggregator 2. Aggregator 2 communicates this data back to Aggregator 1 for consolidated billing. The time to register a temporary membership in Network 2, T_handshake, is found to be 6 seconds on average with a variation between 5.5 – 6.5 seconds over 15 runs. The data communication between aggregators does not incur much delay (1 millisecond) as the backhaul network is assumed to have high bandwidth.

IV. CONCLUSION AND FUTURE WORK

In this paper, we presented an architecture for secure decentralized in-device metering for IoT-enabled devices. We presented the salient features of our architecture and illustrated the real-time energy monitoring process. Through experiments, we showed the feasibility of measuring the device energy consumption outside its home network.

Although decentralized metering is a favored solution for mobile devices, initial implementation necessitates a higher investment cost as the devices need to be IoT-enabled with metering capabilities. Further, device mobility introduces unprecedented demand variability and leads to research problems such as dynamic load-balancing. Addition of consensus among devices to realize a completely decentralized without any reliance on the aggregator is planned. We also plan to address the ground truth problem to identify an anomalous device that reports data different from its actual consumption.

REFERENCES

[1] A. Ijaz, L. Zhang, M. Grau, A. Mohamed, S. V. M. A. Imran, C. H. Foh, and R. Tafazolli, “Enabling massive iot in 5g and beyond systems: Phx radio frame design considerations,” IEEE Access, vol. 4, 2016.
[2] A. Barbato, A. Capone, M. Rodolﬁ, and D. Tagliaferri, “Forecasting the usage of household appliances through power meter sensors for demand management in the smart grid,” in IEEE Intl. Conf. on Smart Grid Communications (SmartGridComm), 2011.
[3] D. Porcarelli, D. Balsamo, D. Brunelli, and G. Paci, “Perpetual and low-cost meter for monitoring residential and industrial appliances,” in Design, Automation Test in Europe Conference (DATE), 2013.
[4] F. Montori, T. S. Cinotti, and D. Brunelli, “Smart energy services integrated within the arrowhead communication framework,” in Intl. Symp. on Power Electronics, Electrical Drives, Automation and Motion (SPEEDAM), 2016.
[5] P. Huber, M. Gerber, A. Rumsch, and A. Paice, “Prediction of domestic appliances usage based on electrical consumption,” October 2018.
[6] F. Englert, P. Lieser, A. Alhamoud, D. Boehnstedt, and R. Steinmetz, “Electricity-metering in a connected world: Virtual sensors for estimating the electricity consumption of iot appliances,” in 3rd Intl. Conf. on Future Internet of Things and Cloud, 2015.
[7] W. Mesbah, “Detection and correction of tampering attempts of smart electricity meters,” in IEEE PES Innovative Smart Grid Technologies Conference Europe (ISGT-Europe), 2016.
[8] S. K. Singh, R. Bose, and A. Joshi, “Entropy-based electricity theft detection in ami network,” IET Cyber-Physical Systems: Theory Appli- cations, vol. 3, no. 2, 2018.
[9] “Blockchain technology in the energy sector: A systematic review of challenges and opportunities,” Renewable and Sustainable Energy Reviews, vol. 100.
[10] C. H. Lee and K. Kim, “Implementation of iot system using block chain with authentication and data protection,” in 2018 Intl. Conf. on Information Networking (ICOIN), Jan. 2018, pp. 936–940.
[11] ESP32 Thing, Espressif Systems, 2016, ver. 1.0.
[12] INA219 Zer-Drift, Bidirectional Current/Power Monitor With I2C Interface, Texas Instruments, 12 2015.
[13] Extremely Accurate IC-Integrated RTC/TCXO/Crystal, Maxim Integrated, 2015.
[14] Grafana Labs, The open platform for beautiful analytics and monitoring. [Online]. Available: https://grafana.com/