The moduli spaces of $S$-fold CFTs
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**Abstract:** An $S$-fold has played an important role in constructing supersymmetric field theories with interesting features. It can be viewed as a type of AdS$_4$ solutions of Type IIB string theory where the fields in overlapping patches are glued by elements of $SL(2,\mathbb{Z})$. This paper examines three dimensional quiver theories that arise from brane configurations with an inclusion of the $S$-fold. An important feature of such a quiver is that it contains a link, which is the $T(U(N))$ theory, between two $U(N)$ groups, along with bifundamental and fundamental hypermultiplets. We systematically study the moduli spaces of those quiver theories, including the cases in which the non-zero Chern–Simons levels are turned on. A number of such moduli spaces turns out to have a very rich structure and tells us about the brane dynamics in the presence of an $S$-fold.
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1 Introduction

Mirror symmetry [1] in three dimensional $\mathcal{N} = 4$ gauge theories is one of the most important dualities that relates theories with non-trivial infrared fixed point. For a pair of theories that are related by mirror symmetry, the duality exchanges the Higgs and Coulomb branches of such theories. Quantum effects on the Coulomb branch arise classically on the Higgs branch of the dual theory. This symmetry admits realisations in string theory [2–4]; one of which involves $S$-duality on Type IIB brane systems, consisting of D3, NS5 and D5 branes, preserving eight supercharges [4]. This type of brane systems (which we shall refer to as the Hanany–Witten brane configuration) gives rise to three dimensional quiver theories, and the mirror theory can be easily derived by considering the $S$-dual of the aforementioned brane system. This provides a very powerful method in obtaining a large class of mirror theories in three dimensions. An interesting generalisation to this is to consider, not just $S$-duality, but the action of full $SL(2,\mathbb{Z})$ duality group inherited from Type IIB string theory on the quiver theories [5, 6]. The more general dualities relate, for example, 3d $\mathcal{N} = 4$ gauge theories with zero Chern–Simons levels to Chern–Simons–matter theories [7–11]. In general, the latter theories admit $\mathcal{N} = 3$ supersymmetric Lagrangian descriptions; however, the amount of supersymmetry at the fixed point can get enhanced and range from $\mathcal{N} = 4$ to $\mathcal{N} = 8$ [12–14].

A certain class of 3d $\mathcal{N} = 4$ superconformal field theories can be realised on the half-BPS domain wall, also known as the “Janus domain wall” or “Janus interface”, of the four dimensional $\mathcal{N} = 4$ super-Yang-Mills theory [6, 15]. One that plays an important role in this paper is known as $T(U(N))$. We summarise a necessary detail of this theory in section 2. The theory $T(U(N))$ is invariant under mirror symmetry and has a global symmetry $U(N) \times U(N)$, where one of the two $U(N)$ is manifest in the Lagrangian description, whereas the other is not but gets enhanced in the infrared. We may gauge such $U(N)$ symmetries and couple them to matter. In this way, we can form a quiver theory such that $T(U(N))$ is a link connecting two $U(N)$ gauge groups; an example of this is depicted in the right diagram of (3.16). We may also turn on a non-zero Chern–Simons level for either or both $U(N)$ gauge groups; an example is depicted in (2.19), where the Chern–Simons level $k$ is turned on for one of the $U(N)$ gauge groups. The main aim of this paper is to study the moduli space of such theories. It should be noted that for $N = 1$, the quiver that contains only $T(U(1))$ links between $U(1)$ gauge groups (possibly with non-zero Chern–Simons levels), but without bi-fundamental and fundamental matters, gives rise to a abelian pure Chern–Simons theory with mixed Chern–Simons terms between gauge groups. Such abelian theories were studied in detailed in [16].

One important motivation to study quiver theories with $T(U(N))$ links (with or without non-trivial Chern–Simons levels for the $U(N)$ gauge groups) is because they have interesting holographic duals [17]. The construction involves $\text{AdS}_4 \times K_6$. 
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Type IIB string solutions with monodromies\footnote{It should be mentioned that a similar solution in AdS$_5$ was considered in \cite{18, 19}, and those in AdS$_3$ were considered in \cite{20, 21}.} in $K_6$ in the $S$-duality group $SL(2, \mathbb{Z})$. These solutions were obtained by quotienting the solutions corresponding to the holographic dual of Janus interfaces in 4d $\mathcal{N} = 4$ super–Yang–Mills \cite{22, 23}. The former type of solutions is referred to as the $S$-fold in \cite{17}. The $S$-fold solutions can be divided into two classes, known as the $J$-fold and the $S$-flip.

The $J$-fold solutions are those associated with a monodromy given by an element $J \in SL(2, \mathbb{Z})$ with $\text{tr} \ J > 2$. The corresponding geometry can be constructed by using $\text{AdS}_4 \times S^2 \times S^2 \times \Sigma_2$, where $\Sigma_2$ is a non-compact Riemann surface with the topology of a strip. The ends of the strip are then identified with a $J$-twisted boundary condition. It was shown in \cite{17} that this type of solutions preserve $OSp(4|4)$ symmetry and thus are dual to 3d $\mathcal{N} = 4$ superconformal field theories. The $J$-fold solutions can, in fact, be obtained as a quotient of a Janus interface solution. As a result, the quiver field theory dual of such a solution contains a component corresponding to such an interface, namely the $T(U(N))$ theory. From the brane perspective, one can introduce a five-dimensional surface implementing the monodromy under the action of $J$ into the brane system. Among the possible choices of the $SL(2, \mathbb{Z})$ elements, we may take the monodromy to be associated with $J_k = -S T^k$ in this case, the corresponding $J$-fold gives rise to a Chern–Simons level $k$ to one of the $U(N)$ gauge groups. An example of such a configuration and the corresponding quiver theory is given by (2.18) and (2.19).

The $S$-flip solutions can be discussed in a similar way as for the $J$-folds. In this case, the $SL(2, \mathbb{Z})$ element implementing the monodromy is taken to be $S$. Geometrically, we need to perform an exchange of coordinates corresponding to the two $S^2$ in $\text{AdS}_4 \times S^2 \times S^2 \times \Sigma_2$, together with a flip at the $S$-interface such that $\Sigma_2$ becomes a Möbius strip topologically. Similarly to the $J$-fold, the insertion of the $S$-flip into a brane system gives rise to a $T(U(N))$ link between two $U(N)$ gauge groups, where the Chern–Simons levels of those are zero. It was shown in \cite{17} that the $S$-fold solutions preserve $OSp(3|4)$ and the dual superconformal field theory is expected to have $\mathcal{N} = 3$ supersymmetry.

In this paper, we consider the Hanany–Witten brane systems with an insertion of $S$-flips or $J$-folds, as well as the three dimensional quiver theories that arise on the worldvolume of the D3 branes. Let us summarise the main points. For the system with an $S$-flip, the quiver consists of a $T(U(N))$ link between two $U(N)$ gauge groups with zero Chern–Simons level. We find that such a theory has two branches of the moduli space, namely the Higgs and the Coulomb branches. The Higgs branch of such theories is given by a hyperKähler quotient described at the beginning of section 3. The Coulomb branch, on the other hand, can be computed in a very similar way to the usual 3d $\mathcal{N} = 4$ gauge theories \cite{24}, with the remark that the Coulomb branch
dynamics does not receive a contribution from the vector multiplet from the gauge groups that are linked by $T(U(N))$. In other words, the segment of the D3 branes passing through the $S$-flip does not move along the Coulomb branch directions. We also check that these results are consistent with mirror symmetry, namely the Higgs (resp. Coulomb) branch of a given theory agrees with the Coulomb (resp. Higgs) branch of the mirror theory, obtained by applying S-duality to the original brane system. Subsequently, we turn on non-zero Chern–Simons levels for the $U(N)$ gauge groups in the quiver. We focus on the abelian theories in section 4. The models analysed in this section are, in fact, a generalisation of those studied in [16, 17, 25] in the sense that we also include bifundamental and fundamental matter, along with the $J$-fold, in the quivers. This makes the moduli space become highly non-trivial; for example, it may contain many non-trivial branches. We, however, do not have a general prescription to compute the moduli space for non-abelian theories with $T(U(N))$ links and non-zero CS levels. Nevertheless, in section 5, we show that, for theories that arise from $N$ M2-branes probing Calabi-Yau 4-fold singularities, it is possible to compute the Hilbert series for each configuration of magnetic fluxes.

The paper is organised as follows. In section 2, we give a brief summary of the brane configurations for linear quivers and compact models, as well as a brief review on the $S$-fold solutions and $(p, q)$ fivebranes. In section 3, quiver theories corresponding to the brane systems with $S$-flips are examined. The Higgs and the Coulomb branches of the moduli space are studied using the Hilbert series. We also provide a consistency check of our results against mirror symmetry. In section 4, we then consider abelian theories arise from the brane systems with $J$-folds, along with NS5 and D5 branes. We systematically analyse various branches of the moduli space. In section 5, we examine an example of non-abelian theory with $T(U(N))$ links that can be realised on M2-branes on a Calabi–Yau four fold singularity. In this example, we compute the Hilbert series of the moduli space and analyse the contribution from each configuration of magnetic fluxes. We conclude the paper in section 6 and discuss about some open problems for future work. The technical analysis for theories with many $J$-folds is collected in Appendix A.

2 $S$-fold solutions and their SCFT duals

A large class of $\mathcal{N} = 4$ quiver gauge theories in three dimensions can be engineered using brane systems involving D3, D5, NS5 branes [4]. Each type of branes spans the following directions:

\[
\begin{array}{c|cccccccc}
 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\hline
D3 & X & X & X & & & & X & & & \\
NS5 & X & X & X & X & X & & & & & \\
D5 & X & X & X & & & & X & X & X & \\
\end{array}
\]  

(2.1)
The $x^6$ direction can be taken to be compact or non-compact.

2.1 Linear quivers: $T^\sigma_\rho(SU(N))$ and its variants

If $x^6$ direction is non-compact, we obtain a linear quiver of the form

$$N_1 \quad N_2 \quad \cdots \quad N_{\ell'-2} \quad N_{\ell'-1}$$

$$M_1 \quad M_2 \quad \quad M_{\ell'-2} \quad M_{\ell'-1}$$

(2.2)

where a circular node with a label $N$ denotes a $U(N)$ gauge group and a square node with a label $M$ denotes a $U(M)$ flavour symmetry. This class of linear quivers was studied in [6] and each of the theories in this class is represented by $T^\sigma_\rho(SU(N))$ for some $N$, with $\sigma$ and $\rho$ partitions of $N$.

From the brane perspective, if we move the D5-branes to one side and the NS5-branes to the other side, $N$ is the total number of D3-branes in the middle, $\sigma$ contains the differences between the number of D3-branes on the left and on the right of each D5-brane, and $\rho$ contains the differences between the number of D3-branes on the left and on the right of each NS5-brane. Let us provide an example for $N = 6$, $\sigma = (3, 2, 1)$ and $\rho = (2^2, 1^2)$:

$$\begin{array}{c}
D3 \\
D5 \\
NS5
\end{array}$$

(2.3)

To read off the quiver gauge theory, it is convenient to move the D5-branes inside the NS5-brane intervals as follows:

$$\begin{array}{c}
1 \\
1 \\
1
\end{array}$$

(2.4)

Since three dimensional mirror symmetry [26] exchanges D5-brane and NS5-branes [4], it also exchanges $\sigma$ and $\rho$. A quiver description of $T^\sigma_\rho(SU(N))$ for a general $\sigma$ and $\rho$ can be found in, for example, [27, sec. 2] or [28, sec 2.1].
The $T(SU(N))$ theory. A theory that plays an important role in this paper is that with $\sigma = \rho = [1^N]$. Such a theory is denoted by $T(SU(N))$ and its quiver description is

\[
\circ_1-\circ_2-\cdots-\circ_{N-1}-\square_N.
\] (2.5)

As an explicit example, the brane configurations for $T(SU(3))$ are as follows:

\[
\begin{array}{c}
\text{D5} \\
\text{NS5} \\
\end{array}
\]

\[
\text{D3}
\]

(2.6)

In general $T(SU(N))$ is invariant under mirror symmetry. The Higgs and the Coulomb branches of this theory are both isomorphic to the closure of the maximal nilpotent orbit of $SU(N)$ [6], which is denoted by $\mathcal{N}_{SU(N)}$. We can conveniently define $\mathcal{N}_{SU(N)}$ as a set of $N \times N$ complex matrices $M$ such that $\text{tr}(M^p) = 0$, for $p = 1, \ldots, N$; the quaternionic dimension of this space is therefore $\frac{1}{2}N(N-1)$. For quiver (2.5), the symmetries of the Higgs and Coulomb branch are thus both $SU(N)$; the former is manifest in the Lagrangian (or quiver) description as a flavour symmetry, whereas the latter is not manifest but gets enhanced from the topological symmetry $U(1)^{N-1}$ in the infrared.

The $T(U(N))$ theory. An important variant of the $T(SU(N))$ theory is the $T(U(N))$ theory [6, sec 4.4]. The latter is defined as a product between the $T(SU(N))$ theory and an “almost trivial” $T(U(1))$ theory, where the latter can be characterised as follows. The Coulomb and Higgs branches of $T(U(1))$ are trivial; each of them consists of only one point. Nevertheless, $T(U(1))$ comes with a $U(1) \times U(1)$ background vector multiplet, along with an $\mathcal{N} = 4$ background mixed Chern–Simons term with level 1 between such $U(1)$ vector multiplets. Explicitly, the action for the following quiver

\[
\text{1}_{k_1} \xrightarrow{T(U(1))} \text{1}_{k_2}
\] (2.7)

in the $\mathcal{N} = 2$ notation is given by (see e.g. [29, (4.4)])

\[
\begin{align*}
\int d^3 x d^4 \theta \left( \frac{k_1}{4\pi} \Sigma_1 V_1 + \frac{k_2}{4\pi} \Sigma_2 V_2 - \frac{1}{4\pi} \Sigma_1 V_2 - \frac{1}{4\pi} \Sigma_2 V_1 \right) \\
- \int d^3 x d^2 \theta \left( \frac{k_1}{4\pi} \Phi_1^2 + \frac{k_2}{4\pi} \Phi_2^2 - \frac{1}{2\pi} \Phi_1 \Phi_2 + \text{c.c.} \right)
\end{align*}
\] (2.8)

where $\Sigma_i, V_i$ (with $i = 1, 2$) are, respectively, the $\mathcal{N} = 2$ linear multiplet and vector multiplet of the $i$-th gauge node, and $\Phi_i$ are the $\mathcal{N} = 2$ chiral multiplets of the
\( \mathcal{N} = 4 \) vector multiplets of the \( i \)-th gauge group. In the above equation, we highlight the contribution from the mixed Chern–Simons terms due to \( T(U(1)) \) in blue. We emphasise that the mixed Chern–Simons terms come with the level \(-1\) in our convention for \( T(U(1)) \). Thus, one may view the \( T(U(N)) \) theory as having a global symmetry \( U(N) \times U(N) \), such that the two \( U(1) \) subgroups of each \( U(N) \) acts trivially on the theory, and that an \( \mathcal{N} = 4 \) background mixed Chern–Simons term with level \(-N\) is added for the two corresponding \( U(1) \) background vector multiplets.

It should be mentioned that there is a close cousin of the \( T(U(1)) \) theory. This theory is called \( \overline{T(U(1))} \) in [11]. This theory can be defined almost in the same way as above, except that the minus signs in the blue terms of (2.8) are changed to plus signs. In other words, the level of the mixed Chern–Simons terms is \(+1\). One can then define \( \overline{T(U(N))} \) theory as a product between \( T(SU(N)) \) and \( \overline{T(U(1))} \). As a consequence, \( \overline{T(U(N))} \) has a global symmetry \( U(N) \times U(N) \), such that the two \( U(1) \) subgroups of each \( U(N) \) acts trivially on the theory, and that an \( \mathcal{N} = 4 \) background mixed Chern–Simons term with level \( N \) is added for the two corresponding \( U(1) \) background vector multiplets.

### 2.2 Compact models

Let us now take \( x^6 \) to be a circular direction. We refer to this type of configurations as compact models. An example of this is as follows:

\[
\begin{align*}
\text{NS5} \\
\text{N D3} \\
\text{n D5s}
\end{align*}
\]

where the loop around the node denotes a hypermultiplet in the adjoint representation of the \( U(N) \) gauge group. The mirror theory can be obtained simply by applying
S-duality to the above brane system in the usual way:

2.3 The holographic duals of linear quivers and compact models

Both linear quivers and compact models have known holographic duals in string theory. Type IIB supergravity solutions have been found in [27, 30]. Historically, these solutions descend from the seminal work [22, 23], where AdS$_5 \times S^5 \times \Sigma_2$ backgrounds have been found, with $\Sigma_2$ a non-compact Riemann surface with the topology of infinite strip $\mathbb{R} \times I$ with coordinates $(y, x)$, where $I$ is an interval. The dual field theory is supposed to be four-dimensional SYM with space-dependent coupling constant, since the ten-dimensional metric is actually asymptotically AdS$_5 \times S^5$ in the limit $y \to \infty$. The metric, the dilaton and the fluxes are completely determined in terms of two harmonic functions $A_i$ on $\Sigma_2$. These functions can admit suitable singularities on the boundary of the strip. Those are interpreted as the singularities coming from D5 and NS5 branes, like those presented in example (2.6). We illustrate this in figure (2.11).

Backgrounds dual to 3d $\mathcal{N} = 4$ linear quiver theories can be obtained by picking suitable harmonic functions on $\Sigma_2$: specifically, we can make a choice of harmonic functions such that $I$ shrinks to zero as $y \to \pm \infty$. The resulting topology is AdS$_4 \times \mathcal{B}_6$ where $\mathcal{B}_6 \approx S^5 \times I$ is the six-dimensional ball. This is illustrated in (2.12).
Getting holographic duals of 3d $\mathcal{N} = 4$ compact models is more subtle and a quotient procedure is involved. Harmonic functions on $\Sigma_2$ can be chosen to have an infinite number of singularities, but in such a way to be periodic along the infinite direction with period $T$:

$$\mathcal{A}_i(y + T) = \mathcal{A}_i(y).$$

The whole solution is invariant under this translation, being completely determined by $\mathcal{A}_i$. At this stage, we can perform a quotient with respect to “$T$-symmetry” ending with a configuration where points $(x, y)$ and $(x, y + T)$ of the Riemann surface are identified; we end up with a surface with the topology of the annulus; see figure (2.13).

![Diagram](2.13)

### 2.4 $J$-folds

A more general quotient procedure can, in fact, be implemented. In particular, one may introduce an $SL(2,\mathbb{Z})$ duality-twisted boundary condition [16, 17] upon identifying the two ends of the aforementioned Riemann surface. This can be done as follows. As before, the starting point is a choice of harmonic functions $\mathcal{A}_i$, that completely fixes the physical fields of the solution. For instance, let us focus on the axio-dilaton $\tau = C_0 + i e^{-2\phi}$ where $C_0$ is the potential of the one-form flux $F_1$ and $\phi$ is the dilaton. As it is well-known, Type IIB supergravity admits a non-trivial action of $SL(2,\mathbb{Z})$, generating orbits of equivalent solutions; the axio-dilaton is not invariant under this $SL(2,\mathbb{Z})$ action. We can imagine to pick harmonic functions $\mathcal{A}_i$ such:

$$\tau(y + T) = M \tau(y) \quad (2.14)$$

where $M$ represents the action of $SL(2,\mathbb{Z})$ on the axio-dilaton and we require that similar relations hold for all other fluxes, with an appropriate element of $SL(2,\mathbb{Z})$ acting on them. If such a choice can be performed, we can imagine to quotient with respect to the joint action of $SL(2,\mathbb{Z})$ and translation by $T$ along the non-compact direction $y$. Points $(x, y + T)$ and $(x, y)$ are again identified; the Riemann surface has a cut along $(x, T)$, passing through the fields undergo an $SL(2,\mathbb{Z})$ transformation. We end up with a Riemann surface with the topology of the annulus and a non-trivial
monodromy under $SL(2, \mathbb{Z})$. This is illustrated in (2.15).

\begin{equation}
\begin{array}{c}
\text{y=0} \\
\text{y=T} \\
\end{array}
\begin{array}{c}
\text{J} \\
\text{J} \\
\end{array}
\begin{array}{c}
\text{y=0} \\
\text{y=T} \\
\end{array}
\end{equation}

(2.15)

It turns out that such a quotient is related to a particular choice of $SL(2, \mathbb{Z})$ element. Let

\[ S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}, \]

satisfying $S^2 = -1$ and $(ST)^3 = 1$, be the generators of $SL(2, \mathbb{Z})$. Then the aforementioned quotient can be performed for every element of $SL(2, \mathbb{Z})$ of the form:

\[ J_k = -ST^k = \begin{pmatrix} k & 1 \\ -1 & 0 \end{pmatrix}, \quad \overline{J}_k = -J_{-k}. \]

This kind of solutions was studied in the context of abelian theories in [16] and is referred to as the $J$-fold in [17]. These are often regarded as non-geometrical, in the sense that we performed a quotient with respect to some symmetry of the theory not descending from isometries of the metric.

The quotient also admits a realisation at the level of brane configurations: it corresponds to a five-dimensional surface implementing the aforementioned monodromy under $SL(2, \mathbb{Z})$ action. As we have seen, $\Sigma_2$ has the topology of the annulus, thus corresponding to circular brane configuration with an insertion of $J$-folds. An example of a brane configuration with a $J$-fold is as follows:

\begin{equation}
\begin{array}{c}
\text{D5} \\
\text{N} \ 	ext{D3} \\
\text{NS5} \\
\end{array}
\end{equation}

(2.18)

The insertion of the $J_k$-fold in such a brane system can be viewed as introducing a 3d interface, with a non-trivial $SL(2, \mathbb{Z})$ action $J_k$, to the 4d $\mathcal{N} = 4$ super-Yang-Mills theory living on the D3-branes on the circle. The theory on such a 3d interface was studied in [6, sec. 8]. This is, in fact, the $T(U(N))$ theory with a Chern–Simons level $k$ for one of the flavour $U(N)$ symmetry, whereas the other $U(N)$ flavour symmetry
has Chern–Simons level zero. One can then couple this 3d theory to the theory on the D3-brane on a circle. The $U(N)_k$ and the $U(N)_0$ flavour symmetries\(^2\) are then coupled to the $U(N)_L$ and $U(N)_R$ gauge fields on the left and on the right of the interface, respectively\(^3\). For instance, the three dimensional quiver theory associated to the brane system (2.18) is

\[
\begin{array}{c}
\text{T}(U(N))
\end{array}
\]

\[
\begin{array}{c}
1 \quad N_k \quad N_0 \quad 1
\end{array}
\]

(2.19)

where $N_k$ and $N_0$ denotes gauge groups $U(N)$ with Chern–Simons levels $k$ and 0 respectively. We emphasise that there is a mixed CS term with level $-N$ between the two gauge groups. Due to the presence of the $T(U(N))$ theory as a link, this is not a conventional Lagrangian theory, because only one $U(N)$ symmetry is manifest in the Lagrangian description of the $T(U(N))$ theory, whereas the other $U(N)$ symmetry emerges in the infrared\(^4\).

### 2.5 $S$-flips

Another type of quotients that is similar to the $J$-fold is possible. In this case we select the $SL(2,\mathbb{Z})$ element implementing the monodromy to be $S$. However, in order to have a desired symmetry of the supergravity solution, we have to perform an exchange of coordinates corresponding to the two $S^2$ in $AdS_4 \times S^2 \times S^2 \times \Sigma_2$ and a reflection of $x$ coordinate, being identified at the $S$-interface in an antipodal way, as depicted in (2.20).

\[
\begin{array}{c}
S
\end{array}
\]

\[
\begin{array}{c}
S
\end{array}
\]

\[
\begin{array}{c}
y=0 \quad y=T
\end{array}
\]

(2.20)

The Riemann surface now has the topology of the Möbius strip. This type of solutions is referred to as an $S$-flip in [17]. Similarly to the $J$-fold, the $S$-flip has an avatar at

---

\(^2\)Unless specified otherwise, we denote the Chern–Simons level as the subscript.

\(^3\)As pointed out in [11, 17], there are two possibilities for coupling the $U(N)$ flavour symmetry to the $U(N)$ gauge field on each side, namely $U(N)_+ = \text{diag}(U(N) \times U(N))$ or $U(N)_- = \text{diag}(U(N) \times U(N)^\dagger)$. For $T(U(N))$, the gauging is chosen to be $U(N)_+$ on both sides, whereas for $T(U(N))$, the gauging is chosen to be $U(N)_+$ on one side and $U(N)_-$ on the other side.

\(^4\)It should be mentioned that similar quiver theories, with special unitary gauge groups and $T(SU(N))$ links, were studied in [31, sec. 4.1] and [32, sec. 5.2] in the context of 3d-3d correspondence and the twisted compactification of the 6d $\mathcal{N} = (2,0)$ theory on a torus bundle over $S^1$.  

the level of circular brane configuration, as five-dimensional surface passing through
the configuration undergoes an $SL(2, \mathbb{Z})$ transformation and a rotation of coordinates
such that $(x^{3,4,5}, x^{7,8,9}) \rightarrow (x^{7,8,9}, -x^{3,4,5})$. When an $S$-flip is inserted into a brane
system, the corresponding quiver diagram can be obtained in the same way as that
with the $J$-fold, except that the Chern–Simons level is set to zero. An example for
this type of configurations is depicted in (3.1).

2.6 $(p,q)$ fivebranes

Let us now consider $(p,q)$ fivebranes [33, 34], where $(1,0)$ denotes an NS5 brane and
$(0,1)$ denotes a D5 brane. For a given ordered pair $(p,q)$, we can write this as

$$(p,q) = J_{k_1} J_{k_2} \ldots J_{k_r} (1,0)$$

(2.21)

for some $k_1, k_2, \ldots, k_r$. Thus, any $(p,q)$ brane is related to an NS5 brane by an
$SL(2, \mathbb{Z})$ transformation. Using this realisation, we can convert a $(p,q)$ brane to an
equivalent configuration involving $J$-folds as follows:

$$\begin{array}{c}
\text{NS5} \\
\text{N D3} \\
\end{array}$$

$$\begin{array}{c}
\cdots \\
J_{k_1} J_{k_2} \cdots J_{k_r} \\
\end{array}$$

(2.22)

From the perspective of the quiver diagram, each $J_k$ gives rise to a $T(U(N))$ link
with a Chern–Simons level $k$ for the $U(N)$ group on the left, whereas each $J^{-1}_k$ gives
rise to a $\overline{T(U(N))}$ link with a Chern–Simons level $k$ for the $U(N)$ group on the right.
In particular, the corresponding quiver theory for the following $SL(2, \mathbb{Z})$-equivalent
brane systems

$$\begin{array}{c}
\text{NS5} \\
(p,q) \\
\text{NS5} \\
\text{N D3} \\
\end{array}$$

$$\begin{array}{c}
\text{NS5} \\
\cdots \\
J^{-1}_{k_1} J^{-1}_{k_2} \cdots J^{-1}_{k_r} \\
\text{NS5} \\
\cdots \\
J_{k_1} J_{k_2} \cdots J_{k_r} \\
\text{NS5} \\
\text{N D3} \\
\end{array}$$

(2.23)

is as follows:

$$\begin{array}{c}
N_a \text{ } T(U(N)) \text{ } N_{a-k_1} \text{ } \cdots \text{ } N_{a-k_r} \text{ } N_k \\
N_k \text{ } T(U(N)) \\
\cdots \\
N_k \text{ } T(U(N)) \\
N_{a-k_1} \text{ } \cdots \text{ } N_{a-k_r} \text{ } N_{a} \\
\end{array}$$

(2.24)

This agrees with the description provided in [6, fig. 75] and [11, fig. 6].

3 Models with zero Chern–Simons levels

In this section, we consider theories with zero Chern–Simons (CS) levels and with
certain links between gauge nodes in the quiver being $T(U(N))$. From the brane
perspective, such a theory arises from the Hanany–Witten brane configuration [4],

namely a system of D3, NS5 and D5 branes that preserves eight supercharges, with

an insertion of S-flips [17]. The presence of an S-flip gives rise to the aforementioned

$T(U(N))$ link in the quiver. The moduli space of such quiver theories is studied

below. The main result can be summarised as follows.

We find that these theories have two branches of the moduli space, namely

the Higgs and the Coulomb branches. Let us first discuss about the Higgs branch. We propose that this is given by the hyperKähler quotient of a product of each component in the quiver by the gauge symmetry. By each component, we mean a bi-fundamental hypermultiplet, a fundamental hypermultiplet and a $T(U(N))$ link that connects two $U(N)$ groups together. The former two can be treated in the usual way as in a Lagrangian theory. whereas each $T(U(N))$ link contributes two copies of the closure of the maximal nilpotent orbit of $SU(N)$, denoted by $N_{SU(N)}$. The reason for latter is two-fold: (1) the Higgs and the Coulomb branches of $T(U(N))$ are both isomorphic to $N_{SU(N)}$, and (2) in order to realise the two $U(N)$ groups connected by $T(U(N))$, we need two copies of $SU(N)$ subgroups, one arises from the Higgs branch and the other arises from the Coulomb branch of $T(U(N))$.

The Coulomb branch is similar to the usual 3d $\mathcal{N}=4$ gauge theories, but

with the following important remark. We propose that the scalars in the vector multiplets of any two gauge nodes that are connected by a $T(U(N))$ link are frozen and do not contribute to the Coulomb branch. The other gauge nodes in the quivers still give rise to vector multiplets that contribute to the Coulomb branch. From the brane perspective, this proposal implies that the D3-brane segment between two NS5-branes that is stretched through the $S$-flip cannot move along the NS5-brane directions (i.e. the Coulomb branch directions).

We check that the descriptions of the Higgs and the Coulomb branches mentioned

above are consistent with $S$-duality and mirror symmetry. Given a brane system,
say of theory $A$, we can obtain a brane system of the mirror theory, say theory $B$,
using $S$-duality. We find that the moduli space of theories $A$ and $B$ are related by

mirror symmetry [1, 4], in the following sense. The Higgs branch (resp. Coulomb
branch) of theory $A$ computed by using the above proposal is in an agreement with

the Coulomb branch (resp. Higgs branch) of theory $B$.

Below we provide examples to demonstrate the above discussion.
3.1 Example 1: A flavoured affine $A_1$ quiver

Let us consider the following brane set-up and the following theory.

\[
\begin{align*}
\text{D5} & \quad \text{NS5} & \quad \text{D3} \\
N & \quad T(U(N)) \\
\text{NS5} & \quad \text{D5} \\
\end{align*}
\]

where, throughout this section, we denote a gauge group $U(N)$ with zero CS level by a circular node with the label $N$. The flavour symmetry $U(N_f)$ is denoted by a square node with the label $N_f$.

The mirror theory can be derived by applying the $S$-duality to the brane system (3.1) which yields

\[
\begin{align*}
\text{NS5} & \quad \text{D3} \\
N & \quad T(U(N)) \\
\text{NS5} & \quad \text{D5} \\
\end{align*}
\]

The Higgs branches

We claim that the Higgs branch of (3.1) is given by

\[
\mathcal{H}_{(3.1)} = \frac{\mathcal{H}([U(2)] - [U(N)_1]) \times \mathcal{N}_{SU(N)_1} \times \mathcal{N}_{SU(N)_2} \times \mathcal{H}([U(N)_1] - [U(N)_2])}{U(N)_1 \times U(N)_2},
\]

(3.3)

where $\mathcal{N}_{SU(N)}$ denotes the closure of the maximal nilpotent orbit of $SU(N)$. The quaternionic dimension of this is

\[
\dim_{\mathbb{H}} \mathcal{H}_{(3.1)} = 2N + 2 \left[ \frac{1}{2} (N - 1)N \right] + N^2 - N^2 - N^2 = N.
\]

(3.4)

Similarly, we claim that the Higgs branch of (3.2) is

\[
\begin{align*}
\mathcal{H}_{(3.2)} &= \mathcal{H}([U(N)_1] - [U(N)_3]) \times \mathcal{N}_{SU(N)_1} \times \mathcal{N}_{SU(N)_2} \times \mathcal{H}([U(N)_1] - [U(N)_2]) \\
&\times \mathcal{N}_{SU(N)_1} \times \mathcal{N}_{SU(N)_2} \times \mathcal{H}([U(1)] - [U(N)_2]) \\
&\times (U(N)_1 \times U(N)_2 \times U(N)_3).
\end{align*}
\]

(3.5)

The dimension of this space is

\[
\dim_{\mathbb{H}} \mathcal{H}_{(3.2)} = N^2 + N^2 + N + 2 \left[ \frac{1}{2} (N - 1)N \right] - 3N^2 = 0.
\]

(3.6)
The Coulomb branches

Since mirror symmetry identifies the Coulomb branch $C_{(3.1)}$ of (3.1) with the Higgs branch $H_{(3.2)}$ of (3.2), it follows that

$$\dim_{\mathbb{H}} C_{(3.1)} = \dim_{\mathbb{H}} H_{(3.2)} = 0,$$

(3.7)

and hence $C_{(3.1)}$ is trivial. We see that even though the theory (3.1) has gauge group $U(N) \times U(N)$, its Coulomb branch is trivial. This is consistent with our proposal: the scalars in the vector multiplets of $U(N) \times U(N)$ gauge group in (3.1) are frozen to a particular value, because they are linked by $T(U(N))$. From the brane perspective, this means that the D3-branes do not move along the direction of the S-flip, but get stuck at a particular position in the $x^{3,4,5}$ directions. On the other hand, since the Higgs branch of (3.1) is non-trivial, this means that the D3-branes that align along the direction of the S-fold and NS5-branes can move along the $x^{7,8,9}$ directions.

By the same token,

$$\dim_{\mathbb{H}} C_{(3.2)} = \dim_{\mathbb{H}} H_{(3.1)} = N.$$

(3.8)

We see that even though (3.2) has gauge group $U(N) \times U(N) \times U(N)$, its Coulomb branch has dimension $N$, rather than $3N$ (which is the sum of the ranks of the gauge groups). This is indeed again consistent with our proposal: the scalars of the two $U(N)$ gauge groups connected by $T(U(N))$ are frozen, but those of the remaining $U(N)$ gauge group can acquire VEVs. The latter gauge group has rank $N$ and contributes $N$ to $\dim_{\mathbb{H}} C_{(3.2)}$. From the brane perspective, the D3-brane segment between two NS5 branes that stretch across the S-flip get stuck at a particular position along the $x^{3,4,5}$ directions. On the other hand, the segment that does not stretch across the S-flip can move along the latter.

The Hilbert series

To confirm these statements, we compute the Hilbert series of the Higgs branch of (3.1) using the description (3.3).

$$H[H_{(3.1)}](t, x) =$$

$$\int d\mu_{U(N)}(u) \int d\mu_{U(N)}(w)$$

$$\times \text{PE} \left[ -t^2(u_1 + u_2)(u_1^{-1} + u_2^{-1}) - t^2(w_1 + w_2)(w_1^{-1} + w_2^{-1}) \right]$$

$$\times \text{PE} \left[ t(x + x^{-1}) \left\{ \sum_{i=1}^{N} u_i^{-1} + \sum_{i=1}^{N} u_i \right\} \right]$$

$$\times H[N_{SU(N)}](t, u) H[N_{SU(N)}](t, w)$$

$$\times \text{PE} \left[ \left( \sum_{i=1}^{N} u_i \right) \left( \sum_{i=1}^{N} w_i^{-1} \right) t + \left( \sum_{i=1}^{N} u_i^{-1} \right) \left( \sum_{i=1}^{N} w_i \right) t \right],$$

(3.9)

The plethystic exponential (PE) of a multivariate function $f(x_1, x_2, \ldots, x_n)$ such that $f(0, 0, \ldots, 0) = 0$ is defined as $\text{PE}[f(x_1, x_2, \ldots, x_n)] = \exp \left( \sum_{k=1}^{\infty} \frac{1}{k} f(x_1^k, x_2^k, \ldots, x_n^k) \right)$. 
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where the $U(N)$ Haar measure is given by

$$
\int d\mu_{U(N)}(z) = \left( \prod_{i=1}^{N} \int_{|z_i|=1} \frac{dz_i}{2\pi i z_i} \right) \prod_{1 \leq i < j \leq N} \left( 1 - \frac{z_i}{z_j} \right),
$$

and the Hilbert series of the closure of the maximal orbit of $SU(N)$ is (see [35, (3.4)] and [36]):

$$
H[N_{SU(N)}](t, z) = \left[ \prod_{j=2}^{N} (1 - t^{2j}) \right] \times PE \left[ t^2 \chi^{SU(N)}(z) \right],
$$

with $\chi^{SU(N)}(z)$ the character of the adjoint representation of $SU(N)$:

$$
\chi^{SU(N)}(z) = (z_1 + z_2)(z_1^{-1} + z_2^{-1}) - 1.
$$

Let us now explain the contribution of each line in (3.9). The first two lines describe the gauging of the symmetry $U(N) \times U(N)$. The second line is the contribution of the fundamental hypermultiplets. The third line is contribution of two copies of $N_{SU(N)}$; one is the Higgs branch and the other is the Coulomb branch of $T(U(N))$. The last line is the contribution of the bi-fundamental hypermultiplets. Here $x$ is a fugacity for the $SU(2)$ global symmetry.

The integrals in (3.9) can be evaluated in an exact manner and yield

$$
H[H_{(3.1)}](t, x) = PE \left[ \chi^{SU(2)}(x) \sum_{j=1}^{N} t^{2j} - \sum_{j=1}^{N} t^{2N+2j} \right].
$$

where

$$
\chi^{SU(2)}(x) = x^2 + 1 + x^{-2}.
$$

The Higgs branch of (3.1) thus has an $SU(2)$ isometry; this is manifest as a flavour symmetry in the quiver. In fact, this Hilbert series is equal to that of the Coulomb branch of $U(N)$ gauge theory with $2N$ flavours (also known as the $T_{[N^2]}^{[12N]}(SU(2N))$ theory [6]) [24, (5.6)], where the $U(1)$ topological symmetry gets enhanced to $SU(2)$ at strong coupling:

$$
H_{(3.1)} = C \left( U(N) \text{ gauge theory with } 2N \text{ flavours} \right)
= C \left( T_{[N^2]}^{[12N]}(SU(N)) \right)
= \text{the intersection between the Slodowy slice transverse to the nilpotent orbit associated with } [N, N]
\text{and the nilpotent cone of } SL(2N, \mathbb{C}) \text{ [6],}
$$

Indeed, we can see an effective $U(N)$ gauge theory with $2N$ flavours from (3.2) as follows. Since the two $U(N)$ gauge groups connected by the red line do not contribute to the Coulomb branch, we can effectively think of them as flavour symmetries, and so the $U(N)$ gauge group on the lower right hand corner has effectively $2N$ flavours transformed under it.
3.2 Example 2: Another flavoured affine $A_1$ quiver

Let us now consider the following theory:

\[
\begin{array}{c}
\text{D5} \bullet \\
\text{NS5} \\
\text{N D3} \\
\end{array}
\quad \xrightarrow{S} \quad
\begin{array}{c}
1 \\
N \\
N \\
1
\end{array}
\] (3.16)

The mirror theory can be obtained by applying the S-duality to the brane system (3.17):

\[
\begin{array}{c}
\text{NS5} \\
\text{N D3} \\
\text{D5} \\
\end{array}
\quad \xrightarrow{S} \quad
\begin{array}{c}
N \\
N
\end{array}
\] (3.17)

We claim that the Higgs branch of (3.16) is given by the following quotient:

\[
\mathcal{H}_{(3.16)} = \left[ \mathcal{H}([U(1)] - [U(N)_1]) \times \mathcal{N}_{SU(N)_1} \times \mathcal{N}_{SU(N)_2} \times \mathcal{H}([U(N)_1] - [U(N)_2]) \times \mathcal{H}([U(1)] - [U(N)_2]) \right]/\left( U(N)_1 \times U(N)_2 \right),
\] (3.18)

The quaternionic dimension of $\mathcal{H}_{(3.16)}$ is $N$.

Similarly, the Higgs branch of (3.17) is given by

\[
\mathcal{H}_{(3.17)} = \left[ \mathcal{H}([U(N)_1] - [U(N)_3]) \times \mathcal{H}([U(N)_2] - [U(N)_3]) \times \mathcal{H}([U(1)] - [U(N)_3]) \times \mathcal{N}_{SU(N)_1} \times \mathcal{N}_{SU(N)_2} \right]/\left( U(N)_1 \times U(N)_2 \times U(N)_3 \right).
\] (3.19)

The dimension of this space is 0.

Since mirror symmetry identifies the Higgs branch of (3.17) with the Coulomb branch of (3.16), this means that the Coulomb branch of theory (3.16) is trivial. This supports our proposal that the scalars in the vector multiplets of the gauge groups connected by $T(U(N))$ are frozen and do not contribute to the Coulomb branch.
Similarly to the previous example, the Higgs branch Hilbert series of \((3.16)\) is equal to

\[
H[\mathcal{H}(3.16)](t, x, y) = \int d\mu_{U(N)}(u) \int d\mu_{U(N)}(w) \\
\times \text{PE} \left[ -t^2(u_1 + w_2)(u_1^{-1} + u_2^{-1}) - t^2(w_1 + w_2)(w_1^{-1} + w_2^{-1}) \right] \\
\times \text{PE} \left[ \left\{ x \sum_{i=1}^{N} u_i^{-1} + x^{-1} \sum_{i=1}^{N} u_i \right\} + t \left\{ y \sum_{i=1}^{N} v_i^{-1} + y^{-1} \sum_{i=1}^{N} v_i \right\} \right] \\
\times H[N_{SU(N)}](t, u) H[N_{SU(N)}](t, w) \\
\times \text{PE} \left[ \left( \sum_{i=1}^{N} u_i \right) \left( \sum_{i=1}^{N} w_i^{-1} \right) t + \left( \sum_{i=1}^{N} u_i^{-1} \right) \left( \sum_{i=1}^{N} w_i \right) t \right],
\]

(3.20)

where \(x\) and \(y\) are the two \(U(1)\) flavour fugacities. This turns out to be equal to

\[
H[\mathcal{H}(3.16)](t, x, y) = \text{PE} \left[ \sum_{j=1}^{N} \left\{ t^{2j} + \left( \frac{x}{y} - \frac{y}{x} \right) t^{N+3-2j} - t^{2N+4-2j} \right\} \right].
\]

(3.21)

The Higgs branch of \((3.16)\) thus has a \(U(1)\) isometry. This Hilbert series, in fact, is equal to that of the Coulomb branch Hilbert series of the \(U(N)\) gauge theory with \(2N+1\) flavours \(\text{i.e. the } T[2N+1]_{N+1,N}(SU(2N + 1))\) theory in the notation of \([6]\)). This suggests that

\[
\mathcal{H}(3.16) = \mathcal{C} (U(N) \text{ with } 2N + 1 \text{ flavours}) \\
= \mathcal{C} (T[2N+1]_{N+1,N}(SU(2N + 1))) \\
= \text{the intersection between the Slodowy slice transverse to the nilpotent orbit associated with } [N + 1, N] \\
\text{and the nilpotent cone of } SL(2N + 1, \mathbb{C}) \ [6].
\]

(3.22)

This, again, confirms the statement that the scalars in the vector multiplet of the gauge groups connected by the red line \(T(U(N))\) are frozen and do not contribute to the Coulomb branch dimension. This statement can be clearly seen in quiver \((3.17)\): since the two \(U(N)\) gauge groups connected by the red line do not contribute to the Coulomb branch, we can effectively think of them as flavour symmetries, and so the \(U(N)\) gauge group on the lower right hand corner has effectively \(2N + 1\) flavours transforming under it. In terms of branes, the segment of the D3-branes between two NS5 branes that is cut by the \(S\)-flip does not have any motion along the \(x^{3,4,5}\) directions, whereas the other D3-brane segment still has a motion along those directions.
3.3 Example 3: Quivers with a $T(U(N))$ loop

We consider the following brane set-up and the following corresponding theory.

The mirror theory can be obtained by applying $S$-duality to the above system:

The Higgs branch of (3.24) is given by the following description

$$
H_{(3.24)} = \frac{\mathcal{N}_{SU(N)} \times \mathcal{N}_{SU(N)} \times \mathcal{H}(U(N) - U(n))}{U(N)}.
$$

The quaternionic dimension of which is equal to

$$
\dim_{\mathbb{H}} H_{(3.23)} = 2 \times \frac{1}{2}(N - 1)(N) + nN - N^2 = (n - 1)N.
$$

Observe that for $n = 1$, the Higgs branch is trivial for any $N$. On the other hand, the Higgs branch of (3.24) is given by the following description

$$
H_{(3.24)} = \frac{\mathcal{N}_{SU(N)} \times \mathcal{N}_{SU(N)} \times \mathcal{H}[U(N) - U(1)^N]}{U(N)^{n+1}/U(1)^N},
$$

where we quotiented by $U(N)^{n+1}/U(1)^N$ because at a generic point on the Higgs branch, the gauge symmetry $U(N)^{n+1}$ is not completely broken but it is broken to $U(1)^N$ (see e.g. [37]). The dimension of this space is actually zero:

$$
\dim_{\mathbb{H}} H_{(3.24)} = 2 \times \frac{1}{2}(N - 1)(N) + nN^2 - [(n + 1)N^2 - N] = 0.
$$
From mirror symmetry, $C_{(3.23)}$ is identified with $H_{(3.24)}$, and so
\[
\dim H_{C_{(3.23)}} = \dim H_{H_{(3.24)}} = 0 .
\] (3.29)
This is consistent with our proposal because (3.23) has a single circular node that is connected by the $T(U(N))$ link and so it does not contribute to the Coulomb branch dynamics.

On the other hand, it can be checked using the Hilbert series that the Higgs branch $H_{(3.23)}$ is in fact isomorphic to the Coulomb branch of the following quiver
\[
\begin{array}{c}
\square_N - \circ - \cdots - \circ - \square_N \\
\end{array}
\] (n-1) nodes
This quiver can be derived from (3.24) using our proposal: since the vector multiplets two gauge nodes linked by $T(U(N))$ in (3.24) are frozen, we can take them to be flavour nodes, and quiver (3.30) thus follows.

Amusingly, using brane and mirror symmetry (see [38, (2.5)]), we also know that
\[
H_{(3.23)} = C_{(3.30)} = H_{\begin{array}{c}
\circ_1 - \circ - \cdots - \circ - \square_n \\\nN - N - N - 2 - 1 \\
\end{array}} .
\] (3.31)
In a special case of or $n = 1$, the quiver on right of the above equation is the star-shaped quiver that is mirror [39] to the $S^1$ compactification of a class $S$ theory of type $A_{N-1}$ associated with a sphere with two maximal and one minimal puncture. The latter is actually a theory of free hypermultiplets. Thus, the spaces in (3.31) are zero dimensional; this is in agreement with (3.26).

4 Abelian theories with non-zero Chern–Simons levels

In this section, we focus on field theories that arise from Hanany–Witten brane configurations, with a single D3-brane on $S^1$ and with an inclusion of $J$-folds. These can be represented as abelian quiver theories with non-zero Chern–Simons (CS) levels\footnote{For example, the Hilbert series of the Higgs branch $H_{(3.23)}$ for $N = n = 2$ is precisely the Coulomb branch Hilbert series of 3d $\mathcal{N} = 4$ $U(2)$ gauge theory with 4 flavours. These can be computed similarly as in the preceding subsections.}, and $T(U(1))$ connected between quiver nodes. The presence of a $T(U(1))$ link between two quiver nodes gives rise to a mixed CS level between them. In fact, the systems consisting only a D3-brane on the circle and $J$-folds (but with no D5 and no NS5 brane) were studied in [16]. Such systems give rise to pure CS theories. In order to make the moduli space more interesting, we may also include NS5 and D5 branes in the system. These introduce bi-fundamental and fundamental hypermultiplets into the quiver theory. The moduli space of theories in this section is more sophisticated to analyse than those in section 3. This is because the vacuum equations may admit many sets of non-trivial solutions, in which case the moduli

\footnote{We denote the CS level by a subscript, for example $U(N)_k$ denotes a group $U(N)$ with CS level $k$. In a quiver node, we abbreviate this as $N_k$.}
space has many branches. Below we systematically analyse such branches, and provide necessary conditions on the CS levels in order to have a non-trivial moduli space.

As a warm-up, we first analyse linear quivers without a $T(U(1))$ link in section 4.1. This also serves as a generalise of the analysis in [40] and a complement to the analysis of [25], where in this paper we provide direct analyses of the moduli space from the vacuum equations and compute the Hilbert series. Subsequently in section 4.2, we introduce a $J$-fold in to the brane system. Finally, in section (4.3), we add flavours in to the quiver. In the latter, under some conditions, the fundamental hypermultiplets may contribute non-trivially to the moduli space. The analysis for theories with more than one $J$-fold is more technical and we postpone the discussion to Appendix A.

4.1 Warm-up: Theories without a $J$-fold

Before adding a $J$-fold to the brane systems, it is instructive studying in a systematic way the moduli space of linear quivers without fundamental matter.

$$1_{k_1} \longrightarrow 1_{k_2} \longrightarrow \cdots \longrightarrow 1_{k_{n-1}} \longrightarrow 1_{k_n}$$

(4.1)

This is made up of $n$ $U(1)$ gauge nodes with Chern-Simons levels $k_i$, $i = 1, \ldots, n$. The $i$-th node is connected to the $(i - 1)$-th one by an hyper-multiplet $(A_i, \tilde{A}_i)$. In $\mathcal{N} = 2$ language, the quiver appears as:

$$1_{k_1} \quad \tilde{A}_1 \quad \longrightarrow \quad 1_{k_2} \quad \longrightarrow \quad \cdots \quad \longrightarrow \quad 1_{k_{n-1}} \quad \longrightarrow \quad 1_{k_n}$$

$\varphi_1 \quad \longleftrightarrow \quad A_1 \quad \longrightarrow \quad \varphi_2 \quad \longleftrightarrow \quad \cdots \quad \longrightarrow \quad \varphi_{n-1} \quad \longleftrightarrow \quad \varphi_n$

(4.2)

with the superpotential

$$W = \sum_{i=1}^{n-1} (\tilde{A}_i \varphi_i A_i - A_i \varphi_{i+1} \tilde{A}_i) + \frac{1}{2} \sum_{i=1}^{n} k_i \varphi_i^2.$$  

(4.3)

Due to $\mathcal{N} = 3$ supersymmetry of the theory, we are allowed to collect at the same time both F-terms and D-terms, in such a way we really need to solve a unique set of equations. Let us call $\Phi_i = (\varphi_i, \sigma_i)$, $\mu_i = (A_i, \tilde{A}_i, |A_i|^2 - |\tilde{A}_i|^2)$; the whole set of $F$-terms and $D$-terms now read

$$A_i(\Phi_{i+1} - \Phi_i) = 0, \quad \tilde{A}_i(\Phi_{i+1} - \Phi_i) = 0 \quad i = 1, \ldots, n - 1$$

$$k_1 \Phi_1 = \mu_1$$

$$k_i \Phi_i = \mu_i - \mu_{i-1} \quad i = 2, \ldots, n - 1$$

$$k_n \Phi_n = -\mu_{n-1}$$

(4.4)

(4.5)
Moreover, the R-charge and gauge charges of the monopole operators with flux \((m_1, \ldots, m_n)\) read, respectively:

\[
R[V_{(m_1, \ldots, m_n)}] = \frac{1}{2} \sum_{i=1}^{n-1} |m_{i+1} - m_i|, \quad q[V_{(m_1, \ldots, m_n)}] = -k_i m_i
\]

where \(m_i\) is the magnetic flux of the \(i\)-th gauge group.

### Cutting the quiver

It is convenient to study the solutions to the vacuum equations according to the vanishing of the VEVs of the bi-fundamental hypermultiplets. In particular, the vacuum equations may admit the solutions in which

\[
A_{l_1} = \tilde{A}_{l_1} = A_{l_2} = \tilde{A}_{l_2} = \cdots = A_{l_m} = \tilde{A}_{l_m} = 0, \text{ for some } l_1 < l_2 < \cdots < l_m
\]

\[
\text{and } A_p, \tilde{A}_p \neq 0 \text{ for } p \notin \{l_1, l_2, \ldots, l_m\},
\]

In which case, the quiver diagram in question is naturally divided into sub-quivers, and we shall henceforth say that the quiver is “cut” at the positions \(l_1, l_2, \ldots, l_m\). If the vacuum equations do not admit such a solution, we say that the quiver cannot be cut. As we shall see in explicit examples below, the vacuum equations of certain quivers may admit more than one option of cuts, in which case, each option gives rise to a branch of the moduli space.

In order to determine whether we need to cut the quiver, we can proceed as follows. Suppose that the quiver cannot be cut, i.e. all \(A_i\) and \(\tilde{A}_i\) are non-zero. This implies that \(\Phi_i = \Phi \neq 0\) for all \(i\). If the system of equations (4.5) admits a solution in which \(\mu_j = 0\) for some \(j\), then our initial assumption that the quiver cannot be cut is contradicted, and we need to cut a quiver somewhere. However, it should be emphasised that if the aforementioned system of equations have a solution in which \(\mu_j \neq 0\) for all \(j\), what we can infer is that there is a branch of the moduli space corresponding to no cut; however, there may exist another branch of the moduli space corresponding to a cut in the quiver.

Let us now cut the quiver in question at two positions, namely \(l\) and \(m\) with \(m > l\). This divides the the orginal quiver into three sub-quivers that we will denote as: “left”, collecting the nodes first \(l\) nodes, “central”, collecting the node \(l+1, \ldots, l+m\), and finally “right” encoding the last \(n-l-m\) nodes, as depicted below.

\[
\begin{align*}
\text{1}_{l_1} & \quad \text{1}_{l_2} & \quad \text{1}_{l_3} & \quad \text{1}_{l_4} & \quad \text{1}_{l_5} \\
A_l = \tilde{A}_l = 0 & \quad A_{l+1} = \tilde{A}_{l+1} = 0 & \quad A_{l+m} = \tilde{A}_{l+m} = 0 & \quad A_{l+m+1} = \tilde{A}_{l+m+1} = 0 & \quad \text{1}_{l_n} 
\end{align*}
\]

Below we derive necessary conditions for each sub-quivers to contribute non-trivially to the moduli space.

Let us consider the left sub-quiver. We fix \(A_l = \tilde{A}_l = 0\) and assume that \(A_i\) and \(\tilde{A}_i\) are non-vanishing for all \(i = 1, 2, \ldots, l\). Then (4.85) implies that \(\Phi_i = \Phi = (\varphi, \sigma) \forall i = 1, 2, \ldots, l\).
The sum of the first \( l \) equations in (4.5) provides the following constraint
\[
\left( \sum_{i=1}^{l} k_i \right) \varphi = A_l \tilde{A}_l = 0 .
\] (4.9)

Since \( \varphi \neq 0 \) (otherwise \( A_{l-1} \tilde{A}_{l-1} \) would be zero, contradicting our assumption), we see that a necessary condition for the left sub-quiver to contribute non-trivially to the moduli space of vacua is
\[
\sum_{i=1}^{l} k_i = 0 .
\] (4.10)

A similar argument also applies for the right sub-quiver. We fix \( A_{l+m} = \tilde{A}_{l+m} = 0 \) and assume that \( A_i \) and \( \tilde{A}_i \) are non-vanishing for all \( i = l + m + 1, \ldots, n \). A necessary condition for this sub-quiver to contribute non-trivially to the moduli space is
\[
\sum_{i=l+m+1}^{n} k_i = 0 ,
\] (4.11)

If the central sub-quiver contains a sub-quiver whose CS levels sum to zero, we may cut the former further into smaller sub-quivers. Otherwise, a necessary condition for the central sub-quiver to contribute non-trivially to the moduli space is
\[
\sum_{i=l+1}^{l+m} k_i = 0 .
\] (4.12)

This again follows from the sum of the \((l+1)\)-th to the \((l+m)\)-th equations in (4.5), with \( \mu_l = \mu_{l+m} = 0 \).

Note that there can be many ways in cutting a given quiver into sub-quivers. Consider the following gauge theory as an example
\[
\begin{array}{c}
1_{-1} & 1_{+1} & 1_{-1} & 1_{+1} \\
\end{array}
\] (4.13)

There are two ways in cutting such a quiver in order to obtain a non-trivial moduli space, namely

I : \[
\begin{array}{c}
1_{-1} & 1_{+1} & 1_{-1} & 1_{+1} \\
\end{array}
\] \( A_2 = \tilde{A}_2 = 0 \)

II : \[
\begin{array}{c}
1_{-1} & 1_{+1} & 1_{-1} & 1_{+1} \\
\end{array}
\] \( A_1 = \tilde{A}_1 = 0 \) \( A_3 = \tilde{A}_3 = 0 \)

In case I, both left and right sub-quivers contribute non-trivially to the moduli space, whereas in case II, only the central sub-quiver contributes non-trivially. We shall refer to the vacuum spaces corresponding to these two options as branches of the moduli space for (4.13). We shall go over the detailed computation of the moduli space later.
The Hilbert series

Let us consider quiver (4.8) and assume that the left, central and right sub-quivers cannot be cut further. Using (4.85), we see that

\[ \sigma_1 = \sigma_2 = \ldots = \sigma_l, \quad \sigma_{l+1} = \sigma_{l+2} = \ldots = \sigma_{l+m}, \]

and \( \sigma_{l+m+1} = \ldots = \sigma_n \). In other words, the magnetic fluxes for the monopole operators for all nodes in each sub-quiver are equal:

\[ \begin{align*}
m_1 &= m_2 = \ldots = m_l \equiv m_L, \\
m_{l+1} &= m_{l+2} = \ldots = m_{l+m} \equiv m_C, \\
m_{l+m+1} &= m_{l+m+2} = \ldots = m_n \equiv m_R.
\end{align*} \]  

(4.15)

The \( R \)-charge of the monopole operator with the flux \( (m_1, \ldots, m_n) \) is therefore

\[ R[V(m_1, \ldots, m_n)] = \frac{1}{2} \sum_{i=1}^{n-1} |m_i - m_{i+1}| = \frac{1}{2} (|m_L - m_C| + |m_C - m_R|) . \]  

(4.16)

The Hilbert series can be computed using the same procedure as presented in [40, sec. 4–sec. 6]. The idea is to count the monopole operators dressed by appropriate chiral fields in the theory such that the combination is gauge invariant. The appropriate combination of chiral fields that are used to dress the monopole operators are counted by the baryonic generating function [46].

Let \( gl(t, B) \), \( gc(t, B) \) and \( gr(t, B) \) be baryonic generating functions for the left, central and right sub-quivers, respectively. Then, the Hilbert series for the moduli space for quiver (4.8) is given by

\[ H(t; z_L, z_C, z_R) = \sum_{m_L \in \mathbb{Z}} \sum_{m_C \in \mathbb{Z}} \sum_{m_R \in \mathbb{Z}} t^{m_L - m_C + m_C - m_R} z_L^{m_L} z_C^{m_C} z_R^{m_R} \times \]

\[ \begin{align*}
&g_L(t, \{k_1 m_L, \ldots, k_l m_L\}) g_C(t, \{k_{l+1} m_C, \ldots, k_{l+m} m_C\}) \times \\
&g_R(t, \{k_{l+m+1} m_R, \ldots, k_{l+m+m} m_R\}) ,
\end{align*} \]  

(4.17)

where \( z_{L,C,R} \) are fugacities for the topological symmetries. The first line is the contribution from the monopole operators and the second and third lines are the contribution from an appropriate combination of chiral fields in the quiver that will be used to dress the monopole operators.

**Example 1: Quiver (4.13)**

The two non-trivial cuts depicted in (4.14) corresponds to two non-trivial branches of the moduli space.

**Branch I.** This corresponds to the top diagram in (4.14), where the VEVs of \( A_2 \) and \( \tilde{A}_2 \) are zero, and the VEVs of other bifundamentals are non-zero. The cut splits the quiver (4.13) into two sub- quivers, each of which can be identified as the half-ABJM theory\(^8\) [40, sec. 4.1.3]. Let us denote the magnetic fluxes associated with the four nodes of the quiver

---

\(^8\)We define the **half-ABJM theory** by a theory with \( U(1)_k \times U(1)_{-k} \) gauge symmetry with a single bi-fundamental hypermultiplet.
from left to right by \((m_L, m_L, m_R, m_R)\). The Hilbert series for this branch of the moduli space is then given by

\[
H^{(I)}_{(4.13)}(t; z_1, z_2) = \sum_{m_L \in \mathbb{Z}} \sum_{m_R \in \mathbb{Z}} t^{m_L-m_R|m_L|} g_{\text{ABJM/2}}(t; m_L) g_{\text{ABJM/2}}(t; m_R)
\]

\[
= \sum_{m_L \in \mathbb{Z}} \sum_{m_R \in \mathbb{Z}} t^{m_L-m_R|m_L|} \frac{t^{m_L}|m_L|}{1-t^2} \frac{t^{m_R}|m_R|}{1-t^2} z_1^{m_L} z_2^{m_R}.
\]

(4.18)

where \(g_{\text{ABJM/2}}(t; B)\) is the baryonic generating function of the half-ABJM theory

\[
g_{\text{ABJM/2}}(t; B) = \int_{|u_1|=1} \frac{du_1}{2\pi i u_1^{B+1}} \int_{|u_2|=1} \frac{du_2}{2\pi i u_2^{B+1}} \text{PE} \left[ (u_1 u_2 - 1_u u_2 t) \right] = \frac{t^B}{1-t^2},
\]

and the character of the adjoint representation \([1, 1]\) of \(SU(3)\) is

\[
\chi^{SU(3)}_{[1, 1]}(z_1, z_2) = 2 + z_1 z_2 + \frac{1}{z_1 z_2} + z_1 + \frac{1}{z_1} + z_2 + \frac{1}{z_2}.
\]

(4.20)

The last line indicates that this branch is isomorphic to the reduced moduli space of one \(SU(3)\) instanton on \(\mathbb{C}^2\) [41], or equivalently the closure of the minimal nilpotent orbit of \(SU(3)\). The eight generators can be written in terms of a traceless \(3 \times 3\) matrix as

\[
M = \begin{pmatrix}
\varphi_L & V_{(1,1,0,0)} & V_{(1,1,1,1)} \\
V_{(-1,-1,-1,0)} & \varphi_R & V_{(0,0,1,1)} \\
V_{(-1,-1,-1,-1)} & \varphi_L & \varphi_R \\
\end{pmatrix}
\]

(4.21)

where \(\varphi_L = \varphi_1 = \varphi_2\) and \(\varphi_R = \varphi_3 = \varphi_4\). The Hilbert series indicates that the matrix \(M\) satisfies the following conditions [42]:

\[
\text{rank } M \leq 1, \quad M^2 = 0.
\]

(4.22)

\textit{Branch II.} This corresponds to the bottom diagram in (4.14), where the VEVs of \(A_1, \tilde{A}_1, A_3\) and \(\tilde{A}_3\) are zero, and the VEVs of other bifundamentals are non-zero. In this case, only the central sub-quiver contributes to the computation of the Hilbert series. The magnetic fluxes associated with the four nodes of the quiver from left to right can be written as \((0, m, m, 0)\), with \(m \in \mathbb{Z}\), where the zeros follow from the \(D\)-term equations. The Hilbert series for this branch of the moduli space is then given by

\[
H^{(II)}_{(4.13)}(t; z) = \sum_{m \in \mathbb{Z}} t^{|0-m|+|m-0|m-0} g_{\text{ABJM/2}}(t; m) z^m
\]

\[
= \sum_{m \in \mathbb{Z}} t^{2|m|} \frac{t^m}{1-t^2} = \text{PE} \left[ t^2 + (z+z^{-1}) t^3 - t^6 \right].
\]

(4.23)

This indicates that this branch is isomorphic to \(\mathbb{C}^2/\mathbb{Z}_3\). The generators of this moduli space are \(V_{(0,1,1,0)}, V_{(0,-1,-1,0)}\) and \(\varphi \equiv \varphi_2 = \varphi_3\), satisfying the relation

\[
V_{(0,1,1,0)} V_{(0,-1,-1,0)} = \varphi^3.
\]

(4.24)
Branches I and II of (4.13) are indeed the Higgs and Coulomb branches of 3d $\mathcal{N} = 4$ $U(1)$ gauge theory with 3 flavours, as pointed out in [7, sec. 4.2]. The brane system of the former can be obtained by applying the $SL(2,\mathbb{Z})$ action $T^T$ to the brane system of the latter.

**Example 2: No cut in the quiver (4.1)**

We assume that $A_i$ and $\tilde{A}_i$ are non-vanishing for all $i = 1, \ldots, n$, i.e. there is no cut in the quiver. In this case, (4.85) implies that

$$\Phi_i = \Phi = (\varphi, \sigma) \quad \forall i = 1, \ldots, n \quad (4.25)$$

As a consequence, the magnetic fluxes are constrained to be all equal $m_1 = m_2 = \ldots = m$. The equations (4.5), instead, simply constrain the bilinears $\mu_i$ in terms of $\varphi$. Summing over the $n$ equations, we obtain the following condition

$$(k_1 + k_2 + \cdots + k_n) \Phi = 0 \quad (4.26)$$

Note that $\Phi = 0$ would imply $\mu_i = 1 \forall i$ contradicting the initial assumption that all $A_i, \tilde{A}_i \neq 0$. Thus, as we discuss before, the moduli space is non-trivial if

$$\sum_{i=1}^n k_i = 0 \quad (4.27)$$

Let us assume (4.27) in the subsequent discussion.

The bare monopoles $V_{(m, \ldots, m)}$, with flux $(m, \ldots, m)$, have $R$-charge $R[V_{(m, \ldots, m)}] = 0$. They need to be dressed in order to make them gauge invariant, because of their gauge charge under the $i$-th gauge group is $q_i[V_{(m, \ldots, m)}] = -k_i m$. Let us define for convenience

$$K_i = \sum_{j=1}^i k_j \quad (4.28)$$

If $K_i \geq 0$ for all $i = 1, \ldots, n - 1$, we can form the following gauge invariant dressed monopole operator:

$$V^+ \equiv V_{(1, \ldots, 1)} A_1^{K_1} A_2^{K_2} \cdots A_{n-1}^{K_{n-1}},$$

$$V^- \equiv V_{(-1, \ldots, -1)} \tilde{A}_1^{K_1} \tilde{A}_2^{K_2} \cdots \tilde{A}_{n-1}^{K_{n-1}}. \quad (4.29)$$

Note that if $K_j < 0$ for some $j$, we replace $A_j^{K_j}$ in the first equation by $\tilde{A}_j^{-K_j}$, and $\tilde{A}_j^{K_j}$ in the second equation by $A_j^{-K_j}$. In any case, the $R$-charges of the above dressed monopole operators are

$$R[V_{\pm}] = \frac{1}{2} \sum_{i=1}^{n-1} |K_i| = \frac{1}{2} K \quad (4.30)$$

with

$$K \equiv \sum_{i=1}^{n-1} |K_i|. \quad (4.31)$$
The chiral ring is generated by the three operators \( \{ \varphi, V_+, V_- \} \), satisfying the following relation:
\[
V_+ V_- = \varphi^K .
\]
(4.32)

Thus, the variety associated to this branch is:
\[
\mathbb{C}^2/\mathbb{Z}_K .
\]
(4.33)

We can obtain the same result using the Hilbert series. Let us call \( \{ q_1, q_2, \ldots, q_n \} \) the fugacities associated to the \( n \) gauge nodes and \( t \) the fugacity associated to the \( R \)-symmetry. The ingredients entering the Hilbert series are:

- The \( n - 1 \) bifundamental hypermultiplets contribute as:
\[
\text{PE}[t(q_1 q_2^{-1} + q_1^{-1} q_2)] \text{PE}[t(q_2 q_3^{-1} + q_2^{-1} q_3)] \ldots \text{PE}[t(q_{n-1} q_n^{-1} + q_{n-1}^{-1} q_n)]
\]
(4.34)

- There is also a contribution from \( \varphi \) which gives \( \text{PE}[t^2] \).

- The \( F \)-terms (4.5) impose further \((n - 1)\) constraints on the former, after taking into account the condition (4.26), which is the overall sum of (4.5). These contribute \( \text{PE}[-(n-1)t^2] \) to the Hilbert series.

The baryonic generating function is thus:
\[
g(t; B) = \text{PE}[-(n - 1)t^2] \text{PE}[t^2] \int \frac{dq_1}{2\pi i q_1^{1+B_1}} \cdots \int \frac{dq_n}{2\pi i q_n^{1+B_n}} \prod_{i=1}^{n-1} \text{PE}[t(q_i q_{i+1}^{-1} + q_i^{-1} q_{i+1})]
\]
(4.35)

and can perform a change of variable:
\[
\{ y_1, y_2, \ldots, y_n \} = \{ q_1 q_2^{-1}, q_2 q_3^{-1} \ldots, q_{n-1} q_n^{-1}, q_n \}
\]
(4.36)

Thus, the baryonic function becomes:
\[
\text{PE}[-(n-2)t^2] \prod_{i=1}^{n-1} \int \frac{dy_i}{2\pi i y_i^{1+B_i}} \text{PE}[t(y_i + y_i^{-1})] \int \frac{dy_n}{2\pi i y_n^{1+B_n}}
\]
(4.37)

where we defined \( \tilde{B}_i = \sum_{j=1}^i B_j \). The previous integrals are known:
\[
\int \frac{dy_i}{2\pi i y_i^{1+B_i}} \text{PE}[t(y_i + y_i^{-1})] = \frac{|\tilde{B}_i|}{t - t^2}, \quad \int \frac{dy_n}{2\pi i y_n^{1+B_n}} = \delta_{\tilde{B}_n,0}
\]
(4.38)

and then the baryonic generating function simplifies to
\[
g(t; B) = \frac{t^{\sum_{i=1}^{n-1} |\tilde{B}_i|}}{1 - t^2} \delta_{\tilde{B}_n,0}, \quad \text{with } \tilde{B}_i = \sum_{j=1}^i B_j .
\]
(4.39)
Recall that the charge of the monopole operator under the $U(1)_i$ gauge symmetry is $q_i[V_{m,...,m}] = -k_im$. As a consequence, the Hilbert series reads:

$$H(t; z) = \sum_{m \in \mathbb{Z}} g(t; \{k_1 m, \ldots, k_n m\}) z^m$$

$$= \frac{1}{1 - t^2} \sum_{m \in \mathbb{Z}} t^{|m|} \sum_{i=1}^n k_i |m| z^m$$

$$= \frac{1}{1 - t^2} \sum_{m \in \mathbb{Z}} t^{K|m|} z^m$$

$$= \text{PE} \left[ t^2 + (z + z^{-1}) t^K - t^{2K} \right],$$

where $B_m$ in (4.39) is $m \sum_{i=1}^n k_i = 0$ and hence the Kronecker delta gives 1. Here $z$ is the fugacity for the topological symmetry. We obtained exactly the Hilbert series of $\mathbb{C}^2/\mathbb{Z}_K$.

**Example.** Let us consider the following quiver.

$$\begin{array}{c}
1_i \quad 1_i \quad 1_i \quad 1_i \\
\end{array}$$

This quiver has two non-trivial branches. One corresponds to no cut at all and the other corresponds to the cuts in the first and the third position. As we discussed above, the former branch is isomorphic to $\mathbb{C}^2/\mathbb{Z}_4$. The second branch is the same as that discussed around (4.23) and (4.24); it is isomorphic to $\mathbb{C}^2/\mathbb{Z}_3$.

### 4.2 Theories with one $J$-fold

In this section we want to present the analysis of moduli space of a class of theories dual to a brane configurations with one $J$-fold and a collection of $(1,k)$ branes. The associated quiver is

$$T(U(1))$$

In the 3d $\mathcal{N} = 2$ notation, this can be rewritten as

$$T(U(1))$$
with the superpotential

\[ W = \sum_{i=1}^{n-1} (-\tilde{A}_i \varphi_i A_i + A_i \varphi_{i+1} \tilde{A}_i) + \left( \sum_{j=1}^{n} \frac{1}{2} k_j \varphi_j^2 \right) - \varphi_1 \varphi_n. \]  

(4.44)

where we emphasise the contribution from the mixed CS term due to the \( T(U(1)) \) theory in blue. Let us write \( \Phi_i = (\varphi_i, \sigma_i) \), \( \mu_i = (A_i \tilde{A}_i, |A_i|^2 - |	ilde{A}_i|^2) \). The vacuum equations are

\[ A_i(\Phi_{i+1} - \Phi_i) = 0, \quad \tilde{A}_i(\Phi_{i+1} - \Phi_i) = 0 \quad i = 1, \ldots, n-1 \]  

(4.45)

\[ k_1 \Phi_1 - \tilde{\Phi}_n = \mu_1 \]
\[ k_i \Phi_i = \mu_i - \mu_{i-1} \quad i = 2, \ldots, n-1 \]  

(4.46)

The charges of the monopole operators \( V_{(m_1,\ldots,m_n)} \) under the \( i \)-th \( U(1) \) gauge group are

\[ q_1[V_{(m_1,\ldots,m_n)}] = -(k_1 m_1 - m_n) \]
\[ q_i[V_{(m_1,\ldots,m_n)}] = -k_i m_i, \quad i = 2, \ldots, n-1 \]  

(4.47)

\[ q_n[V_{(m_1,\ldots,m_n)}] = -(k_n m_n - m_1). \] 

The \( R \)-charges of \( V_{(m_1,\ldots,m_n)} \) is given by

\[ R[V_{(m_1,\ldots,m_n)}] = \frac{1}{2} \sum_{i=1}^{n-1} |m_i - m_{i+1}|. \]  

(4.48)

### 4.2.1 Cutting the quiver

The process of cutting the quiver works similarly as in the previous subsection. However, since there are non-trivial contributions from the \( T(U(1)) \) theory, some conditions must be modified.

**Cutting at one point**

Let us consider a case in which \( A_l = \tilde{A}_l = 0 \) and other bifundamental hypermultiplets are non-zero. In other words, we cut the quiver precisely at one point where \( A_l \) and \( \tilde{A}_l \) are located. In this case equations (4.45) implies

\[ \Phi_1 = \cdots = \Phi_l = \Phi = (\varphi, \sigma), \quad \Phi_{l+1} = \cdots = \Phi_n = \tilde{\Phi} = (\tilde{\varphi}, \tilde{\sigma}) \]  

(4.49)

The system (4.46) then becomes:

\[ k_1 \Phi - \tilde{\Phi} = \mu_1, \quad k_2 \Phi = \mu_2 - \mu_1, \quad \ldots, \quad k_l \Phi = -\mu_{l-1} \]
\[ k_{l+1} \tilde{\Phi} = \mu_{l+1}, \quad k_{l+2} \tilde{\Phi} = \mu_{l+2} - \mu_{l+1}, \quad \ldots, \quad k_n \tilde{\Phi} - \Phi = -\mu_n \]  

(4.50)

The sum of the first \( l \) equations and the sum of the remaining \( n - l \) ones provide two constraints:

\[ \left( \sum_{i=1}^{l} k_i \right) \Phi - \tilde{\Phi} = 0, \quad \left( \sum_{i=l+1}^{n} k_i \right) \tilde{\Phi} - \Phi = 0 \]  

(4.51)
Since $\Phi$ and $\tilde{\Phi}$ are non-zero (otherwise, this would violate the assumption that $A_j$ and $\tilde{A}_j$ are non-zero for $j \neq l$), we arrive at the following necessary condition for the existence of a non-trivial solution of the vacuum equation:

$$\left( \sum_{i=1}^{l} k_i \right) \left( \sum_{i=l+1}^{n} k_i \right) = 1 \quad (4.52)$$

Since all Chern-Simons levels are integers, the above equation is equivalent to

$$\sum_{i=1}^{l} k_i = \sum_{i=l+1}^{n} k_i = \pm 1 \quad (4.53)$$

The system of equations (4.51) is now simply solved by $\tilde{\Phi} = \pm \Phi$. Let us analyse separately the two cases:

- $\Phi = \tilde{\Phi}$: In this case we choose

$$\sum_{i=1}^{l} k_i = \sum_{i=l+1}^{n} k_i = 1 \quad (4.54)$$

This moduli space is parametrised by $\varphi$ and the two basic dressed monopole operators. Let us define for convenience

$$\tilde{k}_j = (k_1 - 1, k_2, \ldots, k_{n-1}, k_n - 1),$$

$$\tilde{K}_i = \sum_{j=1}^{i} \tilde{k}_j \quad (4.55)$$

If $\tilde{K}_i \geq 0$ for all $i = 1, \ldots, l-1, l+1, \ldots, n-1$, the basic dressed monopole operators are

$$\nabla_+ = V_{(1,1,\ldots,1)} A_1^{\tilde{K}_1} \cdots A_{l-1}^{\tilde{K}_{l-1}} A_{l+1}^{\tilde{K}_{l+1}} \cdots A_{n-1}^{\tilde{K}_{n-1}},$$

$$\nabla_- = V_{-(1,1,\ldots,1)} \tilde{A}_1 \tilde{A}_2 \cdots \tilde{A}_{l-1} \tilde{A}_{l+1} \cdots \tilde{A}_{n-1} \quad (4.56)$$

If $\tilde{K}_j < 0$ for some $j$, we replace $A_j^{\tilde{K}_j}$ in the first equation by $\tilde{A}_j^{-\tilde{K}_j}$, and $\tilde{A}_j^{\tilde{K}_j}$ in the second equation by $A_j^{-\tilde{K}_j}$. In any case, the $R$-charge of the above dressed monopole operators are

$$R[\nabla_{\pm}] = \frac{1}{2} \sum_{1 \leq i \leq n-1} |\tilde{K}_i| \equiv \frac{1}{2} \tilde{K} \quad (4.57)$$

where the bare monopole operators have $R$-charge $R[V_{\pm(1,1,\ldots,1)}] = 0$, and we define

$$\tilde{K} = \sum_{1 \leq i \leq n-1} |\tilde{K}_i| \quad (4.58)$$

Thus, $\nabla_{\pm}$ satisfy

$$\nabla_+ \nabla_- = \varphi \tilde{K} \quad (4.59)$$
This branch of the moduli space is therefore

\[ C^2 / \mathbb{Z}_K . \] (4.60)

Let \( g_L(t, B) \) and \( g_R(t, B) \) be baryonic generating functions for the left sub-quiver (containing nodes 1, \ldots, l) and the right sub-quivers (containing nodes \( l+1, \ldots, n \)), respectively. Then, the Hilbert series for this case is given by

\[
H(t; z) = \sum_{m \in \mathbb{Z}} z^m g_L(t, \{(k_1 - 1)m, k_2m, \ldots, k_pm\}) \times g_R(t, \{k_{l+1}m, \ldots, k_{n-1}m, (k - 1)m\})(1 - t^2),
\] (4.61)

where \( z \) is a fugacity for the topological symmetry. Using the expressions for \( g_L \) and \( g_R \) given by (4.39), we obtain

\[
H(t; z) = \sum_{m \in \mathbb{Z}} z^m \frac{t^{|m| \sum_{i=1}^{l-1} |K_i|}}{1 - t^2} \delta_{\sum_{i=1}^{l-1} k_i, 1} \times \frac{t^{|m| \sum_{i=1}^{n-1} |\tilde{K}_i|}}{1 - t^2} \delta_{\sum_{i=1}^{n-1} k_i, 1}(1 - t^2)
\]

\[
= \begin{cases} 
\text{PE} \left[ t^2 + (z + z^{-1})t^\beta - t^2 \right] & \text{if } \sum_{i=1}^{l-1} k_i = \sum_{i=l+1}^{n} k_i = 1 \\
0 & \text{otherwise}.
\end{cases}
\] (4.62)

The Hilbert series in the first line in the second equality is indeed that of \( C^2 / \mathbb{Z}_K \).

- \( \Phi = -\tilde{\Phi} \): In this case, we choose

\[
\sum_{i=1}^{l} k_i = \sum_{i=l+1}^{n} k_i = -1 .
\] (4.63)

The basic monopole operators are \( V_{+-} \equiv V_{(1,(-1)^{n-l})} \) and \( V_{-+} \equiv V_{((-1)^{l},1^{n-l})} \), whose \( R \)-symmetry are

\[ R[V_{+-}] = R[V_{-+}] = 1 . \] (4.64)

Let us define for convenience

\[
\tilde{K}'_j = (k_1 + 1, k_2, \ldots, k_{n-1}, k_n + 1),
\]

\[
\tilde{K}'_i = \sum_{j=1}^{i} \tilde{K}'_j .
\] (4.65)

For \( \tilde{K}'_i > 0 \) for \( i = 1, \ldots, l-1 \) and \( \tilde{K}'_j < 0 \) for \( j = l+1, \ldots, n-1 \), the basic dressed monopole operators can be written as

\[
V_{+-} = V_{+-} A_1^{\tilde{K}'_1} \cdots A_{l-1}^{\tilde{K}'_{l-1}} A_{l+1}^{-\tilde{K}'_{l+1}} \cdots A_{n-1}^{-\tilde{K}'_{n-1}}
\]

\[
V_{-+} = V_{-+} A_1^{\tilde{K}'_1} \cdots A_{l-1}^{\tilde{K}'_{l-1}} A_{l+1}^{-\tilde{K}'_{l+1}} \cdots A_{n-1}^{-\tilde{K}'_{n-1}},
\] (4.66)

where it should be noted that in this case \( \sum_{i=1}^{l} k_i = \sum_{i=l+1}^{n} k_i = -1 \). Similarly as before, \( \nabla_{\pm} \) satisfy

\[
\nabla_{+-} \nabla_{-+} = \varphi^{\tilde{K}' + 2},
\] (4.67)
where we define
\[ \tilde{K}' = \sum_{1 \leq i \leq n-1 \atop i \neq l} |\tilde{K}'_i| . \] (4.68)

This branch of the moduli space is therefore
\[ \mathbb{C}^2/\mathbb{Z}_{\tilde{K}'+2} . \] (4.69)

The Hilbert series for this case is given by
\[ H(t; z) = \sum_{m \in \mathbb{Z}} t^{|m|} z^m g_L(t, \{(k_1 + 1)m, k_2m, \ldots, k_lm\}) \times g_R(t, \{-k_{l+1}m, \ldots, -k_{n-1}m, -(k + 1)m\})(1 - t^2), \] (4.70)

where \( z \) is a fugacity for the topological symmetry. Using the expressions for \( g_L \) and \( g_R \) given by (4.39), we obtain
\[
H(t; z) = \sum_{m \in \mathbb{Z}} t^{2|m|} z^m \frac{t^{|m|} \sum_{i=l+1}^{n-1} |\tilde{K}'_i|}{1 - t^2} \delta_{\sum_{i=l+1}^{n-1} k_i, -1} (1 - t^2) \times \sum_{m \in \mathbb{Z}} z^m \frac{t^{2|m|} \sum_{i=l}^{n-1} |\tilde{K}'_i|}{1 - t^2} \delta_{\sum_{i=l}^{n-1} k_i, -1} (1 - t^2) = \begin{cases} \text{PE} \left[ t^2 + (z + z^{-1}) t^{K+2} - t^2(\tilde{K}+2) \right] & \text{if } \sum_{i=1}^{l} k_i = \sum_{i=l+1}^{n} k_i = -1 \\ 0 & \text{otherwise} \end{cases} . \] (4.71)

The Hilbert series in the first line in the third equality is indeed that of \( \mathbb{C}^2/\mathbb{Z}_{\tilde{K}'+2} \).

**Cutting at two points**

Let us consider a case in which \( A_l = \tilde{A}_l = A_m = \tilde{A}_m = 0 \) (with \( m > l \)) and other bifundamental hypermultiplets are non-zero. In other words, we cut the quiver precisely at one point where \( A_l, \tilde{A}_l \) and \( A_m, \tilde{A}_m \) are located. This naturally divides the quiver in question into 3 sub-quivers, which we shall refer to as left (L), central (C) and right (R). The central sub-quiver is the same as that is considered in section 4.1. In this case equations (4.45) implies
\[
\begin{align*}
\Phi_1 = \cdots = \Phi_l = \Phi_L &= (\varphi_L, \sigma_L), \\
\Phi_{l+1} = \cdots = \Phi_{m-1} = \Phi_C &= (\varphi_C, \sigma_C), \\
\Phi_{m+1} = \cdots = \Phi_n = \Phi_R &= (\varphi_R, \sigma_R) .
\end{align*}
\] (4.72)

The system (4.46) then becomes:
\[
\begin{align*}
{k_1 \Phi_L - \Phi_R} &= \mu_1, \quad {k_2 \Phi_L - \mu_2} - \mu_1, \quad \ldots, \quad {k_l \Phi_L - \mu_{l-1}} - \mu_l, \\
{k_{l+1} \Phi_C} &= \mu_{l+1}, \quad {k_{l+2} \Phi_C} - \mu_{l+2} - \mu_{l+1}, \quad \ldots, \quad {k_{m-1} \Phi_C} - \mu_{m-1} - \mu_{m-2}, \\
{k_{m+1} \Phi_R} &= \mu_{m+1}, \quad {k_{m+2} \Phi_R} - \mu_{m+2} - \mu_{m+1}, \quad \ldots, \quad {k_n \Phi_R - \Phi_L} = -\mu_n .
\end{align*}
\] (4.73)
The sums of the equations in the first, the second and the third lines give
\[
\left( \sum_{i=1}^{l} k_i \right) \Phi_L - \Phi_R = 0, \quad \left( \sum_{i=l+1}^{m} k_i \right) \Phi_C = 0, \quad \left( \sum_{i=m+1}^{n} k_i \right) \Phi_R - \Phi_L = 0.
\] (4.74)

Since $\Phi_L, \Phi_C$ and $\Phi_R$ are non-vanishing (otherwise, this would violate the assumption that $A_j$ and $\tilde{A}_j$ are non-zero for $j \neq l$), a necessary condition for the existence of a non-trivial solution of the vacuum equation:
\[
\sum_{i=1}^{l} k_i = \sum_{i=l+1}^{m} k_i = \pm 1, \quad \sum_{i=m+1}^{n} k_i = 0.
\] (4.75)

Let $g_L(t, B), g_C(t, B)$ and $g_R(t, B)$ be baryonic generating functions for the left, central and right sub-quivers, respectively. Then, the Hilbert series, corresponding to $+$ or $-$ sign in (4.75), is
\[
H(t; z_L, z_C, z_R) = \sum_{m_L \in \mathbb{Z}} \sum_{m_C \in \mathbb{Z}} \sum_{m_R \in \mathbb{Z}} t^{m_L+m_C+m_R} z_L^{m_L} z_C^{m_C} z_R^{m_R} \times
\]
\[
g_L(t, \{k_1 m_L - m_R, k_2 m_L, \ldots, k_m m_L\}) g_C(t, \{k_{l+1} m_C, \ldots, k_{m-1} m_C\}) \times
\]
\[
g_R(t, \{k_l m_R, \ldots, k_{m-1} m_R, k_n m_R - m_L\})(1 - t^2) \delta_{m_R, \pm m_L},
\] (4.76)

where $z_{L,C,R}$ are fugacities for the topological symmetries.

**Cutting at more than two points**

The above discussion can be easily generalised to the case of cutting the quiver at more than two points. For the moduli space to be non-trivial, the sum of the CS levels in the two sub-quiver that are connected with $T(U(1))$ must be $\pm 1$, and the sum of the CS levels in the other sub-quiver must be zero.

**No cutting at all**

Assume that $A_i$ and $\tilde{A}_i$ are non-zero for all $i$. In this case, a necessary condition for the non-trivial moduli space is
\[
\sum_{i=1}^{n} k_i = 2.
\] (4.77)

This again can be obtained from the sum of the equations in (4.46), with $\Phi_i = \Phi = (\phi, \sigma) \neq 0$ (otherwise we would have $\mu_1 = 0$ which contradicts our assumption). The monopole operators $V_m$ with fluxes $m = \pm (1, \ldots, 1)$ are not gauge invariant; however, the following basic dressed monopole operators are gauge invariant
\[
\nabla_+ = V_{(1, \ldots, 1)} A_1^{K_1} A_2^{K_2} \cdots A_{n-1}^{K_{n-1}}
\]
\[
\nabla_- = V_{-(1, \ldots, 1)} \tilde{A}_1^{K_1} \tilde{A}_2^{K_2} \cdots \tilde{A}_{n-1}^{K_{n-1}},
\] (4.78)

for $K_i \geq 0$ for all $i = 1, \ldots, n-1$, where we define
\[
\kappa_i = \{ k_1 - 1, k_2, \ldots, k_{n-1}, k_n - 1 \}, \quad K_i = \sum_{j=1}^{i} \kappa_j.
\] (4.79)
If $K_j < 0$ for some $j$, we replace $A_j^{K_j}$ by $\tilde{A}_j^{-K_j}$ in the first equation and $\tilde{A}_j^{K_j}$ by $A_j^{-K_j}$ in the second equation.

Since the $R$-charges of $V_{\pm(1,...,1)}$ are zero, the $R$-charges of $\overline{V}_\pm$ are $\frac{1}{2} \sum_{i=1}^{n-1} |K_i|$. The moduli space is thus generate by the operators $\{\overline{V}_+ \overline{V}_-, \varphi\}$ subject to the quantum relation

$$\overline{V}_+ \overline{V}_- = \varphi^K, \quad \text{with } K = \sum_{i=1}^{n-1} |K_i|;$$

this is the algebraic definition of:

$$\mathbb{C}^2/\mathbb{Z}_K.$$  

**Example.** Let us consider the following quiver

![Quiver Diagram](quiver.png)

It is not possible to introduce a cut to this quiver. As a result, from (4.77), it is necessary that $k_1 + k_2 = 2$ for this theory to have a non-trivial moduli space. Let us assume this. Hence $\kappa_i = \{k_1 - 1, k_2 - 1\}$, $K_i = \{k_1 - 1, k_1 + k_2 - 2 = 0\}$, and so $K = |k_1 - 1| = |k_2 - 1|$. Therefore the moduli space of this theory is $\mathbb{C}^2/\mathbb{Z}_{|k_1-1|}$.

### 4.3 Adding flavours

Let us now add fundamental flavours to the previous discussion.

![Quiver Diagram with Flavours](quiver_flavours.png)

Suppose that there are $n$ gauge groups in total. In the $\mathcal{N} = 2$ notation, this quiver can be written as

![Quiver Diagram with N=2](quiver_N2.png)

The vacuum equations read

$$A_{i-1}(\Phi_i - \Phi_{i-1}) = 0, \quad A_i(\Phi_{i+1} - \Phi_i) = 0,$$
also with $A \leftrightarrow \tilde{A}$,

$$Q_{i-1} \Phi_{i-1} = 0, \quad Q_i \Phi_i = 0, \quad Q_{i+1} \Phi_{i+1} = 0 \quad (4.86)$$

also with $Q \leftrightarrow \bar{Q}$, and

$$k_{i-1} \Phi_{i-1} = \mu_{i-1} - \mu_{i-2} + \nu_{i-1}$$
$$k_i \Phi_i = \mu_i - \mu_{i-1} + \nu_i$$
$$k_{i+1} \Phi_{i+1} = \mu_{i+1} - \mu_i + \nu_{i+1} \quad (4.87)$$

where we define

$$\mu_j = (A_j \tilde{A}_j, |A_j|^2 - |\tilde{A}_j|^2), \quad \nu_j = (Q_j \tilde{Q}_j, |Q_j|^2 - |\tilde{Q}_j|^2) \quad (4.88)$$

The $R$-charge of the monopole operators $V_m$ with flux $m = (m_1, \ldots, m_n)$ is

$$R[V_m] = \frac{1}{2} \left( \sum_{i=1}^{n-1} |m_{i+1} - m_i| + \sum_{i=1}^{n} f_i |m_i| \right) \quad (4.89)$$

Equation (4.86) admits two non-trivial possibilities:

$$\Phi_i = 0 \quad \text{or} \quad Q_i = \bar{Q}_i = 0. \quad (4.90)$$

If we set $Q_i = \bar{Q}_i = 0$, the analysis is similar to the linear quiver without flavours. We will instead focus on $\Phi_i = 0$. The remaining constraints in (4.85) and (4.86) are thus:

$$A_{i-1} \Phi_{i-1} = 0, \quad A_i \Phi_{i+1} = 0$$
$$Q_{i-1} \Phi_{i-1} = 0, \quad Q_{i+1} \Phi_{i+1} = 0, \quad (4.91)$$

also with $A \leftrightarrow \tilde{A}$, $Q \leftrightarrow \bar{Q}$. Each column of previous set of equations admit two solutions:

$$\Phi_{i-1} = 0 \quad \text{or} \quad \{A_{i-1} = 0, Q_{i-1} = 0\}$$
$$\Phi_{i+1} = 0 \quad \text{or} \quad \{A_i = 0, Q_{i+1} = 0\} \quad (4.92)$$

The case $\{A_{i-1} = 0, Q_{i-1} = 0\}$ obviously induce a cut in the quiver and set to zero the adjacent fundamental matter; the same for $\{A_i = 0, Q_{i+1} = 0\}$. Let us focus on $\Phi_{i-1} = \Phi_{i+1} = 0$. Now, we have the vacuum equations

$$A_{i-2} \Phi_{i-2} = 0, \quad A_{i+1} \Phi_{i+2} = 0$$
$$Q_{i-2} \Phi_{i-2} = 0, \quad Q_{i+2} \Phi_{i+2} = 0 \quad (4.93)$$

Again, the solutions that do not induce a cut are $\Phi_{i+2} = \Phi_{i-2} = 0$ and so on.

The above procedure divides the initial quiver in “Higgs” and “Coulomb” sub-quivers, defined as follows. In the Coulomb one, fundamental matter is set to zero while in Higgs one, all the vector multiplet scalar are set to zero. For instance, we divide the following quiver such that the the first $l$ nodes constitute a Coulomb sub-quiver, the $(l+1)$-th to
the \((l + m)\)-th nodes constitute a Higgs sub-quiver, and the \((l + m + 1)\)-th to the \((n)\)-th nodes constitute a Coulomb sub-quiver.

\[
\begin{align*}
    k_1 & \quad \cdots \quad k_l \quad k_{l+1} \quad k_{l+m} \quad k_{l+m+1} \quad \cdots \quad k_n \\
    f_1 & \quad \cdots \quad f_l \quad f_{l+1} \quad f_{l+m} \quad f_{l+m+1} \quad \cdots \quad f_n
\end{align*}
\]

(4.94)

where the purple nodes indicate that \(\Phi_i = 0\) (with \(i = l + 1, \ldots, l + m\)), and the red lines indicate that \(Q_j = \tilde{Q}_j = 0\) (with \(j = 1, \ldots, l, l + m + 1, \ldots, n\)) and \(A_l = \tilde{A}_l = A_{l+m} = \tilde{A}_{l+m} = 0\) (we shall discuss about this later). For the sake of readability, in the above diagram, we indicate only the CS level in each circular node and omit the rank, which is 1 for each \(U(1)\) gauge group.

Since in the Higgs sub-quiver, \(\Phi_i = 0\) for all \(i = l + 1, \ldots, l + m\); as a consequence, the magnetic flux is set to zero for all gauge nodes in the sub-quiver. Thus, introducing a cut within the Higgs sub-quiver does not produce anything new. For simplicity, we also assume that there is no further cut in the Coulomb branch sub-quiver.

Moreover, a Higgs sub-quiver cannot end with a node without flavours. This can be seen as follows. Suppose, on the contrary, that we cut the quiver at the \((l + m)\)-th position, namely set \(A_{l+m} = \tilde{A}_{l+m} = 0\). We also have \(Q_{l+m} = \tilde{Q}_{l+m} = 0\) since \(f_{l+m} = 0\). Also, \(\Phi_{l+m} = 0\) since we are looking at the Higgs sub-quiver. Thus the previous condition becomes:

\[
    A_{l+m-1} \tilde{A}_{l+m-1} = 0
\]

(4.96)

implying a cut at \(A_{l+m-1}\). This procedure must be continued until we have \(f_i \neq 0\).

Let us assume that \(f_{l+1}\) and \(f_{l+m}\) are non-zero. In transiting from the Coulomb sub-quiver to Higgs sub-quiver and vice-versa, we need to introduce a cut at the transition point; this is because from (4.85), we have, e.g., 0 = \(A_l(\Phi_l - \Phi_{l+1}) = A_l\Phi_l\) which indeed implies \(A_l = 0\). Indeed we need to set

\[
    A_l = \tilde{A}_l = 0, \quad A_{l+m} = \tilde{A}_{l+m} = 0.
\]

(4.97)

In the Higgs sub-quiver, we have the vacuum equation

\[
\begin{align*}
    A_{l+1}\tilde{A}_{l+1} + Q_{l+1}\tilde{Q}_{l+1} &= 0 \\
    A_{l+2}\tilde{A}_{l+2} - A_{l+1}\tilde{A}_{l+1} + Q_{l+2}\tilde{Q}_{l+2} &= 0 \\
    &\vdots \\
    -A_{l+m}\tilde{A}_{l+m} + Q_{l+m}\tilde{Q}_{l+m} &= 0,
\end{align*}
\]

(4.98)
whereas in the Coulomb sub-quiver, we have

\[ A_1 \tilde{A}_1 = k_1 \varphi_L \]
\[ A_2 \tilde{A}_2 - A_1 \tilde{A}_1 = k_2 \varphi_L \]
\[ \vdots \]
\[ -A_l \tilde{A}_l = k_l \varphi_L , \]

and

\[ A_{l+m+1} \tilde{A}_{l+m+1} = k_{l+m+1} \varphi_R \]
\[ A_{l+m+2} \tilde{A}_{l+m+2} - A_{l+m+1} \tilde{A}_{l+m+1} = k_{l+m+2} \varphi_R \]
\[ \vdots \]
\[ -A_{n-1} \tilde{A}_{n-1} = k_n \varphi_R \]

The sums of these two sets of equations tell us that necessary conditions for the existence of non-trivial moduli spaces of the Coulomb sub-quivers are

\[ \sum_{i=1}^{l} k_i = 0 , \quad \sum_{j=l+m+1}^{n} k_j = 0 . \] (4.101)

The gauge charge of the monopole operator \( V_m \) with flux

\[ m = (m_L, \ldots, m_L, 0, \ldots, 0, m_R, \ldots, m_R) \equiv (m_L^l, 0^m, m_R^{n-l-m}) , \] (4.102)

where 0 is the flux for each gauge group in the Higgs sub-quivers and \( m \) is the flux for each gauge group in the Coulomb sub-quiver, is

\[ q_i[V_m] = -k_i m_L \quad \text{for } i = 1, \ldots, l , \]
\[ q_p[V_m] = 0 \quad \text{for } p = l+1, \ldots, l+m \]
\[ q_j[V_m] = -k_j m_R \quad \text{for } j = l+1, \ldots, n \] (4.103)

The \( R \)-charge of the monopole operator \( V_m \) is

\[ R[V_m] = \frac{1}{2} |m_L - 0| + \frac{1}{2} \left( |m_L| \sum_{i=1}^{l} f_i + |m_R| \sum_{j=l+m+1}^{n} f_j \right) + \frac{1}{2} |0 - m_R| \]
\[ = \frac{1}{2} |m_L|(F_L + 1) + \frac{1}{2} |m_R|(F_R + 1) , \] (4.104)

where we define \( F_{L,R} \) as the total number of flavours in the left and right Coulomb sub-quivers:

\[ F_L = \sum_{i=1}^{l} f_i , \quad F_R = \sum_{j=l+m+1}^{n} f_j . \] (4.105)
The Hilbert series for the Higgs sub-quiver can be written as

\[ H_{\text{Higgs}}(t; x^{(l+1)}, \ldots, x^{(l+m)}) = (1 - t^2)^m \prod_{j=l+1}^{l+m-1} \frac{dq_j}{2\pi i q_j} \ \text{PE} \left[ \sum_{\alpha=1}^{f_j} \left( q_j (x^{(j)}_\alpha)^{-1} + q_j^{-1} (x^{(j)}_\alpha) \right) \right] \]

(4.106)

where the first PE is related to fundamental matter and the second one to bi-fundamental matter; the overall \((1 - t^2)^m\) is due to the \(m\) F-term constraints. Observe that the Hilbert series of this sub-quiver does not depend on the CS levels. It is also worth noting that \((4.106)\) takes the same form as the Higgs branch Hilbert series of 3d \(N = 4\) \(T^\sigma_p(SU(N))\) theory [6] for some \(\sigma\) and \(p\) [43]; for example, for \(m = 3\) and \(f_{l+1} = f_{l+2} = f_{l+3} = 1\), \((4.106)\) is equal to the Higgs branch Hilbert series of \(T_{(2^2,1^2)}(SU(6))\).

Let us now focus on the Coulomb sub-quiver. The analysis is very similar to that described in the case without flavours, discussed earlier. We emphasise that even if all the fundamental matter is set to zero, it still contributes to the dimension of the monopole described in the case without flavours, discussed earlier. We emphasise that even if all the fundamental matter is set to zero, it still contributes to the dimension of the monopole.

\[ L \leftrightarrow R \]

\[ T \]

\[ H \]

\[ (4.107) \]

\[ (4.108) \]

The total Hilbert series of \((4.94)\) is therefore

\[ H(t; x) = H_{\text{Higgs}}(t; \{x^{(i)}\}) \sum_{m_L, m_R \in \mathbb{Z}} \sum_{m_L \in \mathbb{Z}} t^{(F_L + 1) m_L + (F_R + 1) m_R} z_L^{m_L} z_R^{-m_R} \]

\[ \times G_{\text{Coulomb}}^{L,R}(t; m_L) \]

\[ (4.109) \]

\[ (4.110) \]

where

\[ H[\mathbb{C}^2 / \mathbb{Z}_{F_L + K_L + 1}] (t, z_L) H[\mathbb{C}^2 / \mathbb{Z}_{F_R + K_R + 1}] (t, z_R) \]

and the same for \((L \leftrightarrow R)\). The moduli space of quiver \((4.94)\) is therefore

\[ (\mathbb{C}^2 / \mathbb{Z}_{F_L + K_L + 1}) \times \mathcal{M}_{\text{Higgs}} \times (\mathbb{C}^2 / \mathbb{Z}_{F_R + K_R + 1}) \]

\[(4.111)\]

where \(\mathcal{M}_{\text{Higgs}}\) denotes the moduli space of the Higgs sub-quiver, which is isomorphic to the Higgs branch moduli space of \(T^\sigma_p(SU(N))\) for some appropriate \(N, \sigma\) and \(p\).
4.4 Adding flavour with one $J$-fold

Now we want to study the branches of a theory with one $J$-fold and fundamental matter:

\[
\begin{array}{c}
\text{T}(U(1)) \\
1_{k_1} \quad 1_{k_2} \quad 1_{k_n} \\
\hline
f_1 \\
f_2 \\
f_n
\end{array}
\]

(4.112)

If all $\Phi_i$ (with $i = 1, \ldots, n$) are set to zero and the presence of the $T(U(1))$ link does not affect the moduli space, the analysis is the same as that discussed in the previous subsection. On the other hand, if all $Q_i$ and $\tilde{Q}_i$ are set to zero, the analysis is similar to that discussed in section 4.2; one needs to take into account of the contribution from the fundamental matter to the $R$-charge of the monopole operator.

**Example.** Let us consider a simple example with a $U(1)_k$ gauge group, one $T(U(1))$ link and $n$ flavours.

\[
\begin{array}{c}
\text{T}(U(1)) \\
1_k \\
\hline
n
\end{array}
\]

(4.113)

It is not possible to introduce a cut to this quiver. $T(U(1))$ is an almost empty theory; it contributes the CS level $-2$ to the $U(1)$ gauge group, so effectively the CS level is $k - 2$.

\[
W = \tilde{Q}_i \phi Q^i + \frac{1}{2} (k - 2) \phi^2 , \quad i = 1, \ldots, n .
\]

(4.114)

We have the $F$-term equations:

\[
\tilde{Q}_i Q^i + (k - 2) \phi = 0 , \quad \tilde{Q}_i \phi = 0 , \quad \phi Q^i = 0 .
\]

(4.115)

The vacuum equations involving the real scalar field $\sigma$ in the vector multiplet is

\[
Q^i \sigma = \sigma \tilde{Q}_i = 0 .
\]

(4.116)

The $D$-term equation reads

\[
(Q^i \sigma^j) + (Q^i \tilde{Q}^j) = (k - 2) \sigma .
\]

(4.117)

If $k = 2$, the superpotential and the moduli space are the same as that of 3d $\mathcal{N} = 4$ $U(1)$ gauge theory with $n$ flavours. The $F$-term with respect to $\phi$ implies that $\tilde{Q}_i Q^i = 0$. The Higgs branch is generating by the mesons $M_{ij} = Q^i \tilde{Q}_j$; this meson matrix has rank at
most 1 and subject to the matrix relation $M^2 = 0$, which follows from the $F$-term. Thus, the Higgs branch is isomorphic to the closure of the minimal nilpotent orbit of $SU(n)$. On the other hand, the Coulomb branch of this theory is $\mathbb{C}^2/\mathbb{Z}_n$; this is generated by the monopole operators $V_+$ and $V_-$, carrying the topological charges $\pm 1$ and $R$-charges $\frac{1}{2}n$, subject to the relation $V_+ V_- = \varphi^n$. Note that for $n = 1$ and $k = 2$, this theory has no Higgs branch and its Coulomb branch is isomorphic to $\mathbb{C}^2$.

Let us now suppose that $k \neq 2$. If $(\varphi, \sigma)$ is non-zero, (4.115) and (4.116) implies $Q^i$ and $\tilde{Q}_i$ are zero, but this is in contradiction with the $D$-term. Hence $(\varphi, \sigma) = 0$ and the Coulomb branch is trivial in this case. However, there is still the Higgs branch generated by $M^i_j = Q^i \tilde{Q}_j$. As before, this meson matrix has rank at most 1 and subject to the matrix relation $M^2 = 0$ (since $\tilde{Q}_iQ^i = 0$). The Higgs branch is therefore isomorphic to the closure of the minimal nilpotent orbit of $SU(n)$. Note that for $n = 1$ and $k \neq 2$, this theory has a trivial moduli space.

**The case with one cut**

For simplicity, let us first focus on the case of precisely one cut. In this case we have two sub-quivers, left and right, connected by the $T(U(1))$ link. We have three possibilities:

- Both the sub-quivers are in the Coulomb sector: this require the usual analysis as in section 4.2.
- Both the sub-quivers are in the Higgs sector: all $\Phi_i$ are set to zero and the T-link does not affect the moduli space.
- One is a Higgs sub-quiver (say, the left one) and the other is a Coulomb sub-quiver (say, the right one).

The last case is the interesting one.

![Diagram](image)

\[ T(U(1)) \]

where the dashed circles mean that their vector multiplet scalars are zero, and the red lines mean that the hypermultiplets are set to zero:

\[ \Phi_1 = \Phi_2 = \ldots = \Phi_l = 0 \]  \hspace{1cm} (4.119)

The first set of vacuum equations are

\[ A_j(\Phi_{j+1} - \Phi_j) = \bar{A}_j(\Phi_{j+1} - \Phi_j) = 0 \quad j = 1, \ldots, n - 1 \]  \hspace{1cm} (4.120)
As a consequence, we see that

$$\Phi_{l+1} = \Phi_{l+2} = \ldots = \Phi_n = \Phi = (\varphi, \sigma)$$

$$A_i = \tilde{A}_i = 0,$$

(4.121)

The latter set of equations say that we need to introduce a cut in transiting from the Higgs sub-quiver to the Coulomb sub-quiver and vice-versa. The other vacuum equations are

$$A_1 \tilde{A}_1 + Q_1 \tilde{Q}_1 = -\varphi$$

$$A_2 \tilde{A}_2 - A_1 \tilde{A}_1 + Q_2 \tilde{Q}_2 = 0$$

$$A_3 \tilde{A}_3 - A_2 \tilde{A}_2 + Q_3 \tilde{Q}_3 = 0$$

$$\vdots$$

$$A_l \tilde{A}_l - A_{l-1} \tilde{A}_{l-1} + Q_l \tilde{Q}_l = 0$$

(4.122)

and

$$A_{l+1} \tilde{A}_{l+1} - A_l \tilde{A}_l = k_{l+1} \varphi$$

$$A_{l+2} \tilde{A}_{l+2} - A_{l+1} \tilde{A}_{l+1} = k_{l+2} \varphi$$

$$\vdots$$

$$-A_{n-1} \tilde{A}_{n-1} = k_n \varphi$$

(4.123)

where the contribution from the $T(U(1))$ link is denoted in blue. We denote the vanishing terms in grey in (4.122) and (4.123). The sum of (4.122) gives

$$\varphi = -\sum_{i=1}^{l} Q_i \tilde{Q}_i.$$  

(4.124)

Moreover, a necessary condition for a non-trivial moduli space for the Coulomb sub-quiver can be determined by summing (4.123) and requiring that $\varphi \neq 0$:

$$\sum_{i=l+1}^{n} k_i = 0.$$  

(4.125)

The gauge charge of the monopole operator $V_m$ with flux

$$m = (0, \ldots, 0, m, \ldots, m) \equiv (0^l, m^{n-l})$$

(4.126)

where 0 is the flux for each gauge group in the Higgs sub-quiver and $m$ is the flux for each gauge group in the Coulomb sub-quiver, is

$$q_1[V_m] = m, \quad q_j[V_m] = 0 \text{ for } j = 2, \ldots, l, \quad q_p[V_m] = -k_pm \text{ for } p = l+1, \ldots, n.$$  

(4.127)

The $R$-charge of the monopole operator $V_m$ is

$$R[V_m] = \frac{1}{2} |m - 0| + \frac{1}{2} |m| \sum_{i=l+1}^{n} f_i \equiv \frac{1}{2} |m|(F_C + 1).$$  

(4.128)
where we define $F_C$ as the total number of flavours in the Coulomb sub-quiver:

$$F_C = \sum_{i=l+1}^{n} f_i .$$  \hspace{1cm} (4.129)

We can construct the dressed monopole operators that are gauge invariant as follows.

$$V_+^{(\alpha)} = V_{(\psi,1,n-l)}(Q_\alpha \bar{A}_{\alpha-1} \bar{A}_{\alpha-2} \cdots \bar{A}_1) \left( A_{l+1}^{K_{l+1}} A_{l+2}^{K_{l+2}} \cdots A_{n-1}^{K_{n-1}} \right)$$

$$V_-^{(\alpha)} = V_{(\psi,1,n-l)}(A_1 A_2 \cdots A_{\alpha-1} Q_\alpha) \left( \tilde{A}_{l+1}^{K_{l+1}} \tilde{A}_{l+2}^{K_{l+2}} \cdots \tilde{A}_{n-1}^{K_{n-1}} \right) .$$  \hspace{1cm} (4.130)

where $\alpha = 1, \ldots, l$ and

$$K_i = \sum_{p=l+1}^{i} k_p , \text{ for } i = l+1, \ldots, n .$$  \hspace{1cm} (4.131)

Note that if $K_j < 0$ for some $j$, we replace $A_j^{K_j}$ in the first equation by $\tilde{A}_j^{-K_j}$, and $\tilde{A}_j^{K_j}$ in the second equation by $A_j^{-K_j}$. The $R$-charges of $V_\pm^{(\alpha)}$ are

$$R[V_\pm^{(\alpha)}] = \frac{1}{2} \left( (F_C + 1) + \alpha + \sum_{p=l+1}^{n-1} |K_p| \right) = \frac{1}{2} \left[ (F_C + 1) + \alpha + K \right] ,$$  \hspace{1cm} (4.132)

with

$$K = \sum_{p=l+1}^{n-1} |K_p| .$$  \hspace{1cm} (4.133)

As in the preceding subsection, if $f_i = 0$ (which means $Q_i = \bar{Q}_i = 0$), then the Higgs sub-quiver cannot end at the $l$-th position because from (4.122) we have $A_{l-1} \bar{A}_{l-1} = 0$, i.e. we need to introduce a cut at the $(l-1)$-th position. However, if $f_1 = 0$ (which means $Q_1 = \bar{Q}_1 = 0$), the Higgs sub-quiver still can end at the 1st position because $A_1 \bar{A}_1 = -\varphi$. The Hilbert series of quiver (4.118) can be obtained as follows. The baryonic generating function for the Higgs sub-quiver is

$$G_{\text{Higgs}}(t; \vec{x}^{(1)}, \ldots, \vec{x}^{(l)}; m)$$

$$= (1 - t^2)^l \frac{dq_1}{2\pi i q_1^{1+m}} \text{PE} \left[ t \sum_{\alpha=1}^{f_1} \left( q_1(x_\alpha^{(1)})^{-1} + q_1^{-1} x_\alpha^{(1)} \right) \right] \times$$

$$\prod_{j=2}^{l} \frac{dq_j}{2\pi i q_j} \text{PE} \left[ t \sum_{\alpha=1}^{f_j} \left( q_j(x_\alpha^{(j)})^{-1} + q_j^{-1} x_\alpha^{(j)} \right) \right] \prod_{i=1}^{l-1} \text{PE}[t(q_i q_{i+1}^{-1} + q_i^{-1} q_{i+1})] ,$$  \hspace{1cm} (4.134)

where we indicated $m$ in blue to emphasise that this is due to the presence of the $T(U(1))$ link. The baryonic generating for the Coulomb sub-quiver is similar to (4.40):

$$G_{\text{Coulomb}}(t; m) = \frac{1}{1-t^m} t^{|K|} .$$  \hspace{1cm} (4.135)
The total Hilbert series of (4.118) is therefore
\[ H(t; \{x^{(i)}\}, z; m) = \sum_{m \in \mathbb{Z}} t^{(F_{C}+1)|m|} G_{\text{Higgs}}(t; m) G_{\text{Coulomb}}(t; m) z^{m} \]

\[ \begin{align*}
&= \sum_{m \in \mathbb{Z}} t^{(K+F_{C}+1)|m|} z^{m}(1 - t^{2}) \left\{ \oint \frac{dq_{1}}{2\pi i q_{1}^{1+m}} \text{PE} \left[ t \sum_{\alpha=1}^{f_{1}} \left( q_{1}(x^{(1)}_{\alpha})^{-1} + q_{1}^{-1} x^{(1)}_{\alpha} \right) \right] \right. \\
&\left. \prod_{j=2}^{l} \oint \frac{dq_{j}}{2\pi i q_{j}} \text{PE} \left[ t \sum_{\alpha=1}^{f_{j}} \left( q_{j}(x^{(j)}_{\alpha})^{-1} + q_{j}^{-1} x^{(j)}_{\alpha} \right) \right] \right\}^{l-1} \prod_{i=1}^{l-1} \text{PE}[t(q_{i} q_{i+1}^{-1} + q_{i}^{-1} q_{i+1})].
\end{align*} \]

(4.136)

**Example.** Let us consider the following quiver

\[ T(U(1)) \]

\[ \begin{array}{c}
1_{k_{1}} \\
1_{k_{2}} \\
1 \\
f \\
f' \\
1_{-k}
\end{array} \]

(4.137)

Assume that \( k \geq 0 \). In this case, we have \( K = k \) and \( F_{C} = f + f' \). The Hilbert series is then

\[ H_{(4.137)}(t; x^{(2)}) = \sum_{m \in \mathbb{Z}} t^{(k+F_{C}+1)|m|} z^{m}(1 - t^{2}) \left\{ \oint \frac{dq_{1}}{2\pi i q_{1}^{1+m}} \oint \frac{dq_{2}}{2\pi i q_{2}} \right. \\
\text{PE} \left[ t \left( q_{2}(x^{(2)})^{-1} + q_{2}^{-1} x^{(2)} \right) \right] \text{PE}[t(q_{1} q_{2}^{-1} + q_{1}^{-1} q_{2})] \left. \right\}^{l-1} \prod_{i=1}^{l-1} \text{PE}[t(q_{i} q_{i+1}^{-1} + q_{i}^{-1} q_{i+1})]. \]

(4.138)

Hence, the moduli space of this quiver is \( \mathbb{C}^{2}/\mathbb{Z}_{3+k+F_{C}} \). It is generated by \( \varphi \) and \( \nabla^{(2)}_{\pm} \), where

\[ \nabla^{(2)}_{+} = V_{(0,0,1,1)} \tilde{Q}_{2} \tilde{A}_{1} A_{3}^{k}, \quad \nabla^{(2)}_{-} = V_{(0,0,-1,-1)} A_{1} Q_{2} \tilde{A}_{3}^{k}, \]

(4.139)

subject to the relation

\[ \nabla^{(2)}_{+} \nabla^{(2)}_{-} = \varphi^{3+k+F_{C}}. \]

(4.140)

**The case with more than one cuts**

In this case, the original quiver is divided into many sub-quivers. The parts that are not connected to \( T(U(1)) \) can be analysed as in section 4.3, and the parts that are connected to \( T(U(1)) \) can be analysed as in section 4.4.
4.5 More examples

4.5.1 One $J_k$ fold and one NS5 or D5-brane

Let us consider the following model:

\[
\begin{align*}
&1 \text{D3} & J_k & T(U(1)) \\
&\text{NS5} & 1_k & 0
\end{align*}
\]

(4.141)

Upon applying S-duality to the above system, we obtain

\[
\begin{align*}
&1 \text{D3} & J_k^{-1} & T(U(1)) \\
&\text{D5} & 1_k & 0
\end{align*}
\]

(4.142)

Both of these models are analysed in detail around (4.82) and (4.113), respectively. The moduli spaces these model are non-trivial if and only if $k = 2$. In which case, they are isomorphic to $\mathbb{C}^2$.

4.5.2 One $(p,q)$-brane and one NS5-brane

The techniques that we introduced in the section 4 are particularly useful to study in a systematic way the moduli space of quiver gauge theories associated to $(p,q)$-brane systems. Let us consider for instance the following brane system

\[
\begin{align*}
&1 \text{D3} & (p,q) & T(U(1)) \\
&\text{NS5}
\end{align*}
\]

(4.143)

For simplicity, let us take $(p, q)$ to be the following value: $(p, q) = J_{k_1} J_{k_2} J_{k_3} (1, 0)$, so that

\[
p = k_1 k_2 k_3 - k_1 - k_3 , \quad q = k_1 k_2 - 1 .
\]

(4.144)
Performing a duality transformation, $J_{k_2}^{-1}J_{k_3}^{-1}$, we can study the following $SL(2,\mathbb{Z})$ equivalent problem:

\[
\begin{align*}
&(1 \text{ D3})_{(k_1,1)} & & \overset{J_{k_1}^{-1}}{\longrightarrow} & & \overset{J_{k_3}^{-1}}{\longrightarrow} & & \text{NS5} \\
&(1 \text{ D3})_{(-1,-k_2)} & & \overset{J_{k_1}}{\longrightarrow} & & \overset{J_{k_3}}{\longrightarrow} & & (-1,-k_2)
\end{align*}
\]  

(4.145)

The associated quiver is

\[
\begin{align*}
1 & \quad k_1 & \quad 1 & \quad -k_1 \\
& \quad T(U(1)) & \quad T(U(1)) \\
1 & \quad k_2 & \quad 1 & \quad -k_2
\end{align*}
\]  

(4.146)

In $\mathcal{N} = 2$ language, this can be written as

\[
\begin{align*}
\phi_1 & \quad \phi_2 \\
1 & \quad k_1 & \quad 1 & \quad -k_1 \\
& \quad T(U(1)) & \quad T(U(1)) \\
1 & \quad k_2 & \quad 1 & \quad -k_2
\end{align*}
\]  

(4.147)

The vacuum equations are

\[
\begin{align*}
A(\varphi_1 - \varphi_2) &= 0 = \tilde{A}(\varphi_1 - \varphi_2), & B(\varphi_3 - \varphi_4) &= 0 = \tilde{B}(\varphi_3 - \varphi_4) \\
k_1\varphi_1 - \varphi_3 &= A \tilde{A}, & k_2\varphi_3 - \varphi_1 &= B \tilde{B} \\
-k_1\varphi_2 + \varphi_4 &= -A \tilde{A}, & -k_2\varphi_4 + \varphi_2 &= -B \tilde{B}.
\end{align*}
\]  

(4.148)

where we emphasised the contributions due to the mixed CS levels in blue. We have two branches as will be analysed as follow.
Branch I: $A\tilde{A} \neq 0$ and $B\tilde{B} \neq 0$

In this case the $F$-terms implies:

\[ \varphi_1 = \varphi_2 = \varphi, \quad \varphi_3 = \varphi_4 = \tilde{\varphi}; \quad (4.149) \]

moreover, two constraints are still present, fixing $\varphi, \tilde{\varphi}$ in terms of the mesons:

\[ k_1 \varphi - \tilde{\varphi} = A\tilde{A}, \quad k_2 \tilde{\varphi} - \varphi = B\tilde{B}. \quad (4.150) \]

An analogous analysis of the D-terms can be performed. The flux $m$ for the monopole operator $V_m$ takes the form

\[ m = (m, m, \tilde{m}, \tilde{m}) \quad (4.151) \]

The gauge charges and the $R$-charges of $V_m$ are

\[ q_1[V_m] = -q_2[V_m] = -(k_1m - \tilde{m}), \]
\[ q_3[V_m] = -q_4[V_m] = -(k_2\tilde{m} - m). \quad (4.152) \]

and

\[ R[V_m] = 0. \quad (4.153) \]

Let us now determine the moduli space and compute the Hilbert series of this theory. The baryonic generating function is given by

\[ G(t; B, \tilde{B}) = \left( \prod_{i=1}^4 \oint \frac{dq_i}{2\pi i q_i} \right) \frac{1}{q_1^B q_2^B q_3^\tilde{B} q_4^\tilde{B}} \text{PE}[t(q_1q_2^{-1} + q_2q_1^{-1})] \text{PE}[t(q_3q_4^{-1} + q_4q_3^{-1})] \]

\[ = g_{ABJM/2}(t; B) g_{ABJM/2}(t; \tilde{B}). \quad (4.154) \]

where

\[ g_{ABJM/2}(t; B) = \frac{t |B|}{1 - t^2}. \quad (4.155) \]

The Hilbert series of (4.147) is thus:

\[ H_{(4.147)}(t, z) = \sum_{m \in \mathbb{Z}} \sum_{\tilde{m} \in \mathbb{Z}} z^{m+\tilde{m}} g_{ABJM/2}(t; k_1m - \tilde{m}) g_{ABJM/2}(t; k_2\tilde{m} - m) \]

\[ = \sum_{m \in \mathbb{Z}} \sum_{\tilde{m} \in \mathbb{Z}} z^{m+\tilde{m}} \frac{t^{k_1|m-\tilde{m}|}}{1-t^2} \frac{t^{k_2|\tilde{m}-m|}}{1-t^2}. \quad (4.156) \]

This turns out to be equal to

\[ H_{(4.147)}(t, z) = \frac{1}{k_1k_2 - 1} \sum_{j=1}^{k_1k_2-1} \frac{1}{(1-tu_j)(1-tw_j)(1-t/u_j)(1-t/w_j)} \]

\[ = H[\mathbb{C}^4/\Gamma(k_1, k_1k_2 - 1)](t, z), \quad (4.157) \]

where

\[ u_j = z^{\frac{k_1+1}{k_1k_2-1}} e^{\frac{2\pi i k_1}{k_1k_2-1}}, \quad w_j = z^{\frac{k_2+1}{k_1k_2-1}} e^{\frac{2\pi i k_2}{k_1k_2-1}}. \quad (4.158) \]
This is the Molien formula for the Hilbert series of $\mathbb{C}^4/\Gamma(p,q)$ [44], with $p = k_1$ and $q = k_1k_2 - 1$, where $\Gamma(p,q)$ is a discrete group acting on the four complex coordinate of $\mathbb{C}^4$ as:

$$\Gamma(p,q) : (z_1, z_2, z_3, z_4) \rightarrow (z_1e^{2\pi i p/q}, z_2e^{2\pi i q_1/q}, z_3e^{-2\pi i p/q}, z_4e^{-2\pi i q_1/q}).$$ (4.159)

This is in agreement with [25, 45].

**Branch II:** $A\tilde{A} = 0$ or $B\tilde{B} = 0$

The second branch appears when we set one of the bi-fundamental hypers to zero, say $A\tilde{A} = 0$. In this case, (4.148) implies again that:

$$\varphi_1 = \varphi_2 = \varphi, \quad \varphi_3 = \varphi_4 = \tilde{\varphi}.$$ (4.160)

Moreover, we have\(^9\):

$$k_1\varphi = \tilde{\varphi}, \quad k_2\tilde{\varphi} - \varphi = B\tilde{B}.$$ (4.161)

Because of $\mathcal{N} = 3$ supersymmetry of the problem, the real scalar in the vector multiplet satisfies the same equation as the complex scalar in the vector multiplet. As a consequence, the flux $m = (m, m, \tilde{m}, \tilde{m})$ of the monopole operator $V_m$ has to satisfy

$$k_1 m = \tilde{m}$$ (4.162)

The gauge charges of $V_m$ are

$$q_1[V_m] = -q_2[V_m] = -(k_1 m - \tilde{m}) = 0,$$
$$q_3[V_m] = -q_4[V_m] = -(k_2 \tilde{m} - m) = -(k_1 k_2 - 1)m.$$ (4.163)

The $R$-charge of $V_m$ is $R[V_m] = 0$. The gauge invariant dressed monopole operators are

$$\mathcal{V}_+ = V_{(1,1,k_1,k_1)} B^{k_1k_2-1}, \quad \mathcal{V}_- = V_{(-1,-1,-k_1,-k_1)} \tilde{B}^{k_1k_2-1},$$ (4.164)

for $k_1k_2 - 1 > 0$. If $k_1k_2 - 1 < 0$, we replace $B^{k_1k_2-1}$ by $\tilde{B}^{-(k_1k_2-1)}$ and $\tilde{B}^{k_1k_2-1}$ by $B^{-(k_1k_2-1)}$ in the above equations. They carry $R$-charges $R[\mathcal{V}_\pm] = [k_1k_2 - 1]/2$. Since $(k_1k_2 - 1)\varphi = B\tilde{B}$, we see that these dressed monopole operators satisfy the quantum relation

$$\mathcal{V}_+ \mathcal{V}_- = \varphi^{[k_1k_2 - 1]}.$$ (4.165)

Hence the moduli space is $\mathbb{C}^2/\mathbb{Z}_{[k_1k_2 - 1]}$.

Note that (4.162) implies that the magnetic lattice given by $\tilde{m}$ jumps by a multiple of $k_1$, since $m \in \mathbb{Z}$. If we further require that the magnetic lattice do not jump, we can impose a further condition that $k_1 = \pm 1$. In this case, the brane system contains a $(\pm 1, 1)$-brane and a $(-1, -k_2)$-brane. Applying $T^{\mp 1}$ to this system, $(\pm 1, 0)$ becomes $(\pm 1, 0)$, and $(-1, k_2)$ becomes $(-1, -k_2 \mp 1)$. This gives rise to the ABJM theory with CS level $k_2 - 1$ and $-k_2 + 1$. Indeed, Branch I (which is $\mathbb{C}^4/\mathbb{Z}_{[k_2 - 1]}$) and Branch II (which is $\mathbb{C}^2/\mathbb{Z}_{[k_2 - 1]}$) are the geometric branch of the ABJM theory and the moduli space of the half-ABJM theory, respectively.

\(^9\)A special case is $k_1 = k_2 = \pm 1$. In this case $B\tilde{B} = 0$ and we are left with $\varphi$ and the basic monopole operators. The corresponding moduli space is thus simply $\mathbb{C}^2$. 
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4.5.3 Multiple \((p, q)\) and NS5-branes

An interesting generalisation of the example we presented in the previous subsection is the following brane configuration:

\[
\begin{align*}
1 \text{ D3} & \\
l_1 (p, q) & \\
l_2 \text{ NS5} & 
\end{align*}
\]

As before, let us take for simplicity \((p, q) = J_k \cdot J_k \cdot J_{k_1} (1, 0)\). Performing a transformation, \(J_{-1} \cdot J_{-1}\), we can study the following \(SL(2, \mathbb{Z})\) equivalent systems:

\[
\begin{align*}
1 \text{ D3} & \\
l_1 (k_1, 1) & \\
l_2 (-1, -k_2) & \\
l_1 \text{ NS5} & \\
l_2 (-1, -k_2) & 
\end{align*}
\]

The quiver associated with the brane system on the right is

\[
\begin{align*}
1_{k_1} & \quad \text{---} \quad 1_0 & \quad \text{---} \quad 1_0 & \quad \text{---} \quad 1_{-k_1} \\
T(U(1)) & & & & T(U(1)) \\
1_{k_2} & \quad \text{---} \quad 1_0 & \quad \text{---} \quad 1_0 & \quad \text{---} \quad 1_{-k_2}
\end{align*}
\]
where the numbers of gauge nodes are \( l_1 + 1 \) and \( l_2 + 1 \) on the upper and the lower sides of the quiver, respectively. In the \( \mathcal{N} = 2 \) notation, this can be written as

\[
\begin{align*}
&\varphi_1 & \varphi_2 & \varphi_{i_1} & \varphi_{i_1+1} \\
&1_{k_1} & A_1 & \tilde{A}_1 & 1_0 \\
&T(U(1)) & & & T(U(1)) \\
&1_{k_2} & B_1 & \tilde{B}_1 & 1_{-k_2} \\
&\varphi_1 & \varphi_2 & \varphi_{i_2} & \varphi_{i_2+1} \\
\end{align*}
\]

The vacuum equations are

\[
\begin{align*}
A(\varphi_i - \varphi_{i+1}) &= 0 \quad i = 1, \ldots, l_1, \\
k_1 \varphi_i - \tilde{\varphi}_1 &= A_1 \tilde{A}_1, \\
B(\tilde{\varphi}_i - \varphi_{i+1}) &= 0 \quad i = 1, \ldots, l_2, \\
k_2 \tilde{\varphi}_i - \varphi_1 &= B_1 \tilde{B}_1 \\
0 &= A_i \tilde{A}_i - A_{i-1} \tilde{A}_{i-1} \quad i = 2, \ldots, l_1, \\
0 &= B_i \tilde{B}_i - B_{i-1} \tilde{B}_{i-1} \quad i = 2, \ldots, l_2, \\
-k_1 \varphi_{i_1+1} + \tilde{\varphi}_{i_2+1} &= -A_{i_1} \tilde{A}_{i_1}, \\
-k_2 \tilde{\varphi}_{i_1+1} + \tilde{\varphi}_{i_1+1} &= -B_{i_2} \tilde{B}_{i_2},
\end{align*}
\]

for all \( \tilde{\varphi}_i = \tilde{\varphi} \) for all \( i = 1 \ldots l_2 + 1 \). Imposing these conditions, we are left with the following constraints of the mesons:

\[
\begin{align*}
k_1 \varphi - \tilde{\varphi} &= A_1 \tilde{A}_1, & A_{i+1} \tilde{A}_{i+1} - A_i \tilde{A}_i &= 0, & -k_1 \varphi + \tilde{\varphi} &= -A_{i_1} \tilde{A}_{i_1} \\
k_2 \tilde{\varphi} - \varphi &= B_1 \tilde{B}_1, & B_{i+1} \tilde{B}_{i+1} - B_i \tilde{B}_i &= 0, & -k_1 \tilde{\varphi} + \varphi &= -B_{i_2} \tilde{B}_{i_2}
\end{align*}
\]

Let us consider the monopole operator \( V_m \) with flux

\[
m = (m, \ldots, m, \tilde{m}, \ldots, \tilde{m}) = (m^{l_1+1}, \tilde{m}^{l_2+1}) .
\]

The \( R \)-charge of \( V_m \) is zero:

\[
R[V_m] = 0 .
\]

and the gauge charges are

\[
\begin{align*}
q_{i_1}[V_m] &= -(k_1 m - \tilde{m}), & q_{i_1+1}[V_m] &= 0, & q_{i_1}[V] &= 0, & q_{i_1+1}[V] &= (k_1 m - \tilde{m}), \\
q_{i_2}[V_m] &= -(k_2 \tilde{m} - m), & q_{i_2+1}[V_m] &= 0, & q_{i_2}[V] &= 0, & q_{i_2+1}[V] &= (k_2 \tilde{m} - m).
\end{align*}
\]
Now we have all the ingredients in order to compute the baryonic generic function:

\[
g(t; B, \tilde{B}) = \text{PE}[t^{l_2}] \text{PE}[t^{l_1}] \int \frac{dq_1 dq_2 \ldots dq_{l_1+1}}{(2\pi i)^{l_2+1} q_1^{l_2+1} q_2 \ldots q_{l_1+1}^{l_1+1} q_{l_1+1}^{l_1+1}} \prod_{i=1}^{l_2} \text{PE}^t[q_i q_{i+1}^{-1} q_{i+1}^{-1}]
\]

(4.175)

The Hilbert series of the geometric branch of (4.168) is then

\[
H_{(4.168)}(t, z) = g(t; k_1 m - \tilde{m}, k_2 \tilde{m} - m) = \frac{1}{(1 - t^2)^2} \sum_{m \in \mathbb{Z}} \sum_{\tilde{m} \in \mathbb{Z}} z^{m+\tilde{m}} \mu_{l_1} |k_1 m - \tilde{m}| l_2 |k_2 \tilde{m} - m| .
\]

(4.176)

Note that for \( l_1 = l_2 = 1 \) we recover (4.156) as expected.

In some cases, the geometric branch of (4.168) turns out to be isomorphic to \((\mathbb{C}^2 / \mathbb{Z}_{l_1} \times \mathbb{C}^2 / \mathbb{Z}_{l_2}) / \Gamma[k_1, k_2 - 1]\), where the action of \( \Gamma[k_1, k_1 k_2 - 1] \) being

\[
\Gamma[k_1, k_1 k_2 - 1] : (z_1, z_2; \tilde{z}_1, \tilde{z}_2) \rightarrow (\omega z_1, \omega^{-1} z_2; \tilde{\omega} \tilde{z}_1, \tilde{\omega}^{-1} \tilde{z}_2),
\]

(4.177)

with \( \omega = e^{2\pi i \frac{k_1}{k_2 - 1}} \) and \( \tilde{\omega} = e^{2\pi i \frac{k_2 - 1}{k_1}} \); and \((z_1, z_2)\) and \((\tilde{z}_1, \tilde{z}_2)\) are the coordinates of \( \mathbb{C}^2 / \mathbb{Z}_{l_1} \) and \( \mathbb{C}^2 / \mathbb{Z}_{l_2} \) respectively. For example, when \( k_1 = 2, k_2 = 3, l_1 = 2, l_2 = 2 \) we have

\[
H_{(4.168)}(t, z = 1) = \frac{1 - t^2 + 4t^6 - t^{10} + t^{12}}{(1 - t^2)^3(1 - t^{10})} = H[(\mathbb{C}^2 / \mathbb{Z}_5 \times \mathbb{C}^2 / \mathbb{Z}_2) / \Gamma[2, 5]](t, z = 1).
\]

(4.178)

and when \( k_1 = 2, k_2 = 2, l_1 = 5, l_2 = 1 \), we have

\[
H_{(4.168)}(t, z = 1) = \frac{(1 - t + t^4 - t^7 + t^8)(1 + t^2 + t^3 + t^6 + t^7 + t^9)}{(1 - t) (1 - t^2) (1 - t^3) (1 - t^{15})} = H[(\mathbb{C}^2 / \mathbb{Z}_5 \times \mathbb{C}^2) / \Gamma[2, 3]](t, z = 1).
\]

(4.179)

Other cases can be more complicated. For example, for \( k_1 = 2, k_2 = 3, l_1 = 1, l_2 = 3 \), we find that

\[
H_{(4.168)}(t, z = 1) = \frac{1}{(1 - t^2)(1 - t^5)(1 - t^{15})} \times (1 - t + t^2)(1 - t + t^2 - 2t^3 + 2t^4 + t^5 + 2t^6 - 3t^8 + \text{palindrome up to } t^{16})
\]

(4.180)

where the orbifold \( \hat{\Gamma} \) acts as (4.177) but with \( \omega = e^{2\pi i \frac{2}{5}} \) and \( \tilde{\omega} = e^{2\pi i \frac{4}{5}} = \omega^{-1} \).
4.5.4 One \((p,q)\)-brane and one D5-brane

Let us consider an example of one \((p,q)\)-brane and one D5-brane. In particular, let us assume that \((p,q) = J_{k_1}(1,0) = (k_1,1)\):

\[
\begin{align*}
\begin{array}{c}
\text{1 D3} \\
\text{D5}
\end{array}
\end{align*}
\]

One may apply \(SL(2,\mathbb{Z})\) action to this configuration and obtain the following configurations:

\[
\begin{align*}
\begin{array}{c}
\text{1 D3} \\
\text{(1,0)} \\
\text{(1,k_1)} \\
\text{1 D3} \\
\text{NS5}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{1 D3} \\
\text{D5}
\end{array}
\end{align*}
\]

where the first configuration is obtained by applying a \(J^{-1}_{k_1}\) duality transformation to (4.181) and using the fact that \(J^{-1}_{k_1}(0,1) = (1,k_1)\), and for the second configuration we use the fact that \(J_{k_1}(1,0) = (k_1,1)\), so we recover the original set-up (4.181).

The brane configuration on the left in (4.182) is that of the ABJM theory with CS level \((k_1,-k_1)\). Thus, we expect that the moduli space of the field theories associated with these brane configurations has two branches, namely (1) \(\mathbb{C}^2/\mathbb{Z}_{|k_1|}\), which is the geometric moduli space of the ABJM theory, and (2) \(\mathbb{C}^2/\mathbb{Z}_{|k_1|}\), which is the moduli space of the half-ABJM theory, where a pair of bi-fundamental chiral multiplets of the ABJM theory is set to zero.

Let us derive these moduli spaces for the theory associated with the configuration on the right in (4.182). The quiver diagram is given by

\[
\begin{align*}
\begin{array}{c}
\text{1} \\
\text{1_0} \\
\text{1_{-k_1}} \\
\text{1_{k_1}} \\
\text{T(U(1))} \\
\text{T(U(1))}
\end{array}
\end{align*}
\]
In the $\mathcal{N} = 2$ notation, this quiver can be rewritten as

![Quiver diagram]

The vacuum equations are

$$
A(\phi_1 - \phi_2) = 0 = \tilde{A}(\phi_1 - \phi_2), \quad Q\varphi_3 = 0 = \tilde{Q}\varphi_3
$$

$$
-k_1\varphi_1 - \varphi_3 = A\tilde{A}, \quad Q\tilde{Q} = 0
$$

where we indicate the contributions from the mixed CS terms due to $T(U(1))$ and $\overline{T(U(1))}$ in blue. Let us assume that $A$ and $\tilde{A}$ are non-zero. Therefore $\varphi_1 = \varphi_2 = \varphi$ (and the corresponding magnetic fluxes are set equal: $m_1 = m_2 = m$). Thus, we have two branches: (1) $Q = \tilde{Q} = 0$, and (2) $\varphi_3 = 0$.

**Branch I: $Q = \tilde{Q} = 0$**

The moduli space is parametrised by $A\tilde{A}$, $\varphi$, $\varphi_3$ and the monopole operators, with the following constraint from the vacuum equations:

$$
-k_1\varphi - \varphi_3 = A\tilde{A}.
$$

The monopole operator $V_m$, with flux $m = (m, m, m_3)$, carries gauge and $R$ charges:

$$
q_1[V_m] = -q_2[V_m] = k_1m - m_3, \quad q_3[V_m] = 0, \quad R[V_m] = \frac{1}{2}|m_3|
$$

where we stress that $q_3[V_m] = 0$ since $T(U(1))$ and $\overline{T(U(1))}$ contribute $m$ and $-m$ respectively, and the non-trivial contribution to the $R$-charge is due to the presence of the flavour. The baryonic generating function is given by

$$
g(t; B) = \frac{1}{1 - t^2} \oint \frac{dq_1}{2\pi iq_1^{1+B}} \frac{dq_2}{2\pi iq_2^{1-B}} \frac{dq_3}{2\pi iq_3} \text{PE}[t(q_1^{-1}q_2 + q_1q_2^{-1})] =
$$

$$
= \frac{1}{1 - t^2} g^{ABJM/2}(t, B) = \frac{|B|}{(1 - t^2)^2}
$$

(4.188)
where the overall \((1 - t^2)^{-1}\) is due to the the fact that only one among \(\varphi\) and \(\varphi_3\) gets fixed. The Hilbert series is thus given by

\[
H_I(t, z) = \sum_{m = \infty}^{+\infty} \sum_{m_3 = \infty}^{+\infty} z^{m+m_3} t^{m_3} g(t; -k_1 m - m_3) = \sum_{m = \infty}^{+\infty} \sum_{m_3 = \infty}^{+\infty} z^{m+m_3} t^{m_3+|k_1 m + m_3|} \frac{1}{(1 - t^2)^2}.
\]

This turns out to be equal to the following Hilbert series of \(\mathbb{C}^4/\mathbb{Z}_{|k_1|}\):

\[
H_I(t, z) = 1 \sum_{j=1}^{[k_1]} \frac{1}{(1 - t w_j^2)(1 - t/w_j)^2}, \quad w = z e^{\frac{2\pi i}{|k_1|}}.
\]

Branch II: \(\varphi_3 = 0\)

In this case, the vacuum equations imply that \(Q\tilde{Q} = 0\). The moduli space is generated by \(\tilde{A}^\pm\) and \(V^\pm = V_{(1,1,0)} A^{k_1}\) and \(V^- = V_{(-1,-1,0)} \tilde{A}^{k_1}\) if \(k_1 > 0\). If \(k_1 < 0\), we simply change \(A^{k_1}\) to \(\tilde{A}^{-k_1}\) and \(\tilde{A}^{k_1}\) to \(A^{-k_1}\) in these equations. These dressed monopole operators satisfy the quantum relation

\[
\tilde{V}_+ \tilde{V}_- = \varphi^{[k_1]}.
\]

Hence, this branch is isomorphic to \(\mathbb{C}^2/\mathbb{Z}_{|k_1|}\), which is the moduli space of the half-ABJM theory.

4.6 Comments on abelian theories with zero Chern–Simons levels

Let us now revisit abelian theories with zero CS levels, namely those studied in section 3 with \(N = 1\), from the point of view of this section.

One can start by taking simple examples: comparing (3.23) to (4.113). We set \(N = 1\) and \(n = 1\) in the former and \(k = 0\) In the latter. Indeed, as we discussed below (4.113), such theory has a trivial Coulomb branch, because the scalar in the vector multiplets are set to zero by the vacuum equations. This is perfectly consistent with the proposal in section 3, namely the scalar fields in the vector multiplet of the gauge nodes that are connected by \(T(U(N))\) are frozen. Moreover, from (3.26), we see that when \(n = 1\) the Higgs branch is also trivial; this is also in accordance with the analysis below (4.113), where the meson vanishes. Hence the two approaches, one presented in section 3 and the other presented in this section, yield the same results. The same result can be derived easily for the mirror theory (3.24), with \(N = 1\) and \(n = 1\), and (4.82) with \(k_1 = k_2 = 0\).

This analysis can be generalised to other models discussed in this section. When we set all CS levels to zero, the vacuum equations set the scalars in the vector multiplets corresponding to the gauge groups that are connected by \(T(U(1))\) to zero. Other parts of the quiver may still contribute non-trivially to the moduli space.
5 Non-abelian theories with non-zero Chern–Simons levels

In this section, we focus on non-abelian quiver theories that contain \( T(U(N)) \) and/or \( T(U(N)) \) theories as edges of the quiver. In terms of a brane system, these theories involve multiple D3-branes, along with \( J \)-folds and possibly with other types of branes. In contrast to the abelian case, we do not have a general prescription of computing the Hilbert series of the geometric branch of non-abelian theories. Nevertheless, for theories that arise from \( N \) M2-branes probing Calabi-Yau 4-fold singularities, we expect that the geometric branch is the \( N \)-fold symmetric product of such a Calabi-Yau 4-fold. In such cases, we can analyse the Hilbert series for each configuration of magnetic fluxes. Let us demonstrate this in the following example.

**One \((k, 1)\) and one \((1, k')\) brane**

Let us consider the generalisation of (4.146) for non-abelian gauge groups.

\[
\begin{array}{c}
N_{k_1} & N_{-k_1} \\
T(U(N)) & T(U(N)) \\
N_{k_2} & N_{-k_2}
\end{array}
\]  

\[ (5.1) \]

In section 4.5.2, we see that the geometric branch of the moduli space for the abelian theory \((N = 1)\) is a Calabi-Yau 4-fold (this is referred to as Branch I in that section); the latter is identified to be \( \mathbb{C}^4/\Gamma(k_1, k_1 k_2 - 1) \). For a general \( N \), we expect that the geometric branch of (5.1) is the \( N \)-th fold symmetric product of \( \mathbb{C}^4/\Gamma(k_1, k_1 k_2 - 1) \), namely \( \text{Sym}_N(\mathbb{C}^4/\Gamma(k_1, k_1 k_2 - 1)) \).

Let us focus on \( N = 2 \) in the following discussion. The Hilbert series of \( \text{Sym}^2(\mathbb{C}^4/\Gamma(k_1, k_1 k_2 - 1)) \) is given by

\[ H_{(5.1), N=2}(t, z) = \frac{1}{2} H_{(4.147)}(t, z)^2 + H_{(4.147)}(t^2, z^2) \]  

\[ (5.2) \]

where \( H_{(4.147)}(t, z) \) is given by (4.156). This computation can be split into five different cases depending on the fluxes and the residual gauge symmetries.

1. The magnetic fluxes for the two nodes on the upper edge are both \((m, m)\), and the magnetic flux for the two nodes on the lower edge are both \((n, n)\). In this case, the residual gauge symmetry is \( U(2) \times U(2) \). The Hilbert series in this case can be computed as a second rank symmetric product of the abelian case (which is a product of two half-ABJM theories). The result is

\[ H_{N=2}^{(1)}(t, z) = \frac{1}{2} \sum_{m,n \in \mathbb{Z}} \left[ g^{\text{ABJM}/2}(t; k_1 m - n)^2 g^{\text{ABJM}/2}(t^2; k_2 n - m)^2 \\
+ g^{\text{ABJM}/2}(t^2; k_1 m - n) g^{\text{ABJM}/2}(t^2; k_2 n - m) \right] z^{2(m+n)} \]  

\[ (5.3) \]
where the terms indicated in blue are due to the mixed CS terms due to the presence of $T(U(2))$ and $\overline{T(U(2))}$ and

$$g^{ABJM/2}(t; B) = \frac{t|B|}{1 - t^2}. \quad (5.4)$$

Let us report the unrefined Hilbert series, for $k_1 = 1$ and $k_2 = 2$, for this case up to order $t^{12}$:

$$H_{N=2,k=(1,2)}^{(1)}(t, z = 1) = 1 + 6t^2 + 22t^4 + 62t^6 + 147t^8 + 308t^{10} + 588t^{12} + \ldots. \quad (5.5)$$

In fact, we can also compute (5.5) using the Molien integration [46] as follows:

$$H_{N=2,k=(1,2)}^{(1)}(t, z = 1) = \oint \frac{dz_1 \ldots dz_4}{2\pi iz_1 \ldots 2\pi iz_4} \oint_{|q_1|=1} \frac{dq_1}{2\pi i q_1} \oint_{|q_2|=1} \frac{dq_2}{2\pi i q_2} \times \left( \prod_{j=1}^4 H[C^2/Z_2](t, z_j) \right) \text{PE} \left[ (z_1 + z_1^{-1})(z_2 + z_2^{-1})(q_1 + q_1^{-1})t ight. \\
+ (z_3 + z_3^{-1})(z_4 + z_4^{-1})(q_2 + q_2^{-1})t \\
- (z_1^2 + 1 + z_1^{-2})t^2 - (z_3^2 + 1 + z_3^{-2})t^2 + t^4 - t^8 \right]. \quad (5.6)$$

We have checked that (5.6) agrees with (5.5) up to order $t^{20}$. Here $z_1, \ldots, z_4$ are fugacities for the gauge groups $SU(2)_{1,2,3,4}$ that are subgroups of $U(2)_{1,2,3,4}$ gauge groups corresponding to top left, top right, bottom left and bottom right nodes in (5.1) respectively. The fugacities $q_1$ and $q_2$ correspond to the two diagonal $U(1)$ gauge groups that are subgroups of $\text{diag}(U(2)_1 \times U(2)_2)$ and $\text{diag}(U(2)_3 \times U(2)_4)$ of (5.1) respectively. $H[C^2/Z_2](t, z)$ denotes the Hilbert series of the space $C^2/Z_2$, which is the Higgs and the Coulomb branches of $T(U(2))$ and $\overline{T(U(2))}$, and its expression is given by

$$H[C^2/Z_2](t, z) = \text{PE} \left[ (z^2 + 1 + z^{-2})t^2 - t^4 \right]. \quad (5.7)$$

The first and the second terms in the PE denote the contributions from the bifundamental hypermultiplets under $U(2) \times U(2)$. The last line of (5.6) deserves some comments. For a theory with Lagrangian, these terms would represent the contribution from the $F$-terms. In this case, however, $T(U(2))$ and $\overline{T(U(2))}$ do not have a manifest Lagrangian description in the quiver. Nevertheless, such terms can still be interpreted as “effective $F$-terms”, where at $t^2$ there are relations that transform in the adjoint representations of $\text{diag}(SU(2)_1 \times SU(2)_2)$ and $\text{diag}(SU(2)_3 \times SU(2)_4)$. There is also a relation at order $t^4$ and a syzygy (relation among the relations) at order $t^8$.\footnote{It is instructive to compare this to the following example. Let us consider a 3d $\mathcal{N} = 4$ gauge}
2. The magnetic fluxes for the two nodes on the upper edge are both \((m_1, m_2)\), with \(m_1 > m_2\), and the magnetic flux for the two nodes on the lower edge are both \((n, n)\). In this case, each of the \(U(2)\) gauge groups on the upper edge is broken to \(U(1)^2\). Each of the \(U(2)\) gauge groups on the lower edge remains unbroken. In this case, \(T(U(2))\) is expected to become \(T(U(1))^2\) (and similarly \(\overline{T(U(2))}\) becomes \(\overline{T(U(1))^2}\)).

The Hilbert series in this case is given by

\[
H_{N=2}^{(2)}(t, z) = \sum_{m_1 > m_2} \sum_{n \in \mathbb{Z}} g^{ABJM/2}(t; k_1 m_1 - n) g^{ABJM/2}(t; k_1 m_2 - n)
\]

\[
g^{ABJM/2}(t; k_1 m - n_1) g^{ABJM/2}(t; k_2 m - n_2) z^{2m_1 + m_2 + 2n}.
\]

As an example, for \(k_1 = 1\) and \(k_2 = 2\), the unrefined Hilbert series up to \(t^{12}\) is

\[
H_{N=2, k=(1,2)}^{(2)}(t, z = 1) = 4t^4 + 33t^5 + 148t^6 + 483t^8 + 1288t^{10} + 2982t^{12} + \ldots \tag{5.9}
\]

3. The magnetic fluxes for the two nodes on the upper edge are both \((m, m)\) and the magnetic flux for the two nodes on the lower edge are both \((n_1, n_2)\), with \(n_1 > n_2\). In this case, each of the \(U(2)\) gauge groups on the lower edge is broken to \(U(1)^2\). Each of the \(U(2)\) gauge groups on the upper edge remains unbroken. \(T(U(2))\) is expected to become \(T(U(1))^2\), and similarly \(\overline{T(U(2))}\) becomes \(\overline{T(U(1))^2}\). The Hilbert series in this case is given by

\[
H_{N=2}^{(3)}(t, z) = \sum_{n_1 > n_2} \sum_{m \in \mathbb{Z}} g^{ABJM/2}(t; k_1 m - n_1) g^{ABJM/2}(t; k_1 m - n_2)
\]

\[
g^{ABJM/2}(t; k_1 n_1 - m) g^{ABJM/2}(t; k_2 n_2 - m) z^{2m_1 + n_1 + n_2}.
\]

As an example, for \(k_1 = 1\) and \(k_2 = 2\), the unrefined Hilbert series up to \(t^{12}\) is

\[
H_{N=2, k=(1,2)}^{(3)}(t, z = 1) = 6t^6 + 34t^7 + 15t^6 + 114t^7 + 76t^8 + 322t^9
\]

\[
+ 234t^{10} + 778t^{11} + 609t^{12} + \ldots \tag{5.11}
\]

theory with \(U(2) \times U(2)\) gauge group with two bi-fundamental hypermultiplets. This quiver is an \(A_1\) affine Dynkin diagram, so it arises from two M2-branes probing \(\mathbb{C}^2/\mathbb{Z}_2\) singularity. We expect the geometric branch of this theory to be \(\text{Sym}^2(\mathbb{C}^2/\mathbb{Z}_2)\). The Hilbert series of which can be computed from the Molien integral:

\[
H(t, x) = \oint_{|z_1|=1} \frac{dz_1}{2\pi i z_1} \left( \frac{1 - z_1^2}{z_1} \right), \oint_{|z_2|=1} \frac{dz_2}{2\pi i z_2} \left( \frac{1 - z_2^2}{z_2} \right), \oint_{|q|=1} \frac{dq}{2\pi i q}
\]

\[
\times \text{PE} \left[ (z_1 + z^{-1})(z_1 + z^{-2})(q + q^{-1})(x + x^{-1}) - (z_1^2 + 1 + z_1^{-2} + 1)t^2 - t^4 \right].
\]

This is indeed equal to \(H[\text{Sym}^2(\mathbb{C}^2/\mathbb{Z}_2)](t, x) = \frac{1}{2} \left[ H[\mathbb{C}^2/\mathbb{Z}_2](t, x)^2 + H[\mathbb{C}^2/\mathbb{Z}_2](t^2, x^2) \right] \). The first term in the PE is the contribution from the bi-fundamental hypermultiplets. Since on the generic point on the moduli space \(U(2) \times U(2)\) is not completely broken, but it is broken to the diagonal subgroup \(\text{diag}(U(2) \times U(2))\). The second term indicates the \(F\)-terms in such a diagonal subgroup. The last term \(-t^4\) is there due to the fact that the \(F\)-flat moduli space is not a complete intersection because of the unbroken gauge symmetry on the moduli space (see the detailed discussion in [37]).
4. The magnetic fluxes for the two nodes on the upper edge are both \((m_1, m_2)\), with \(m_1 > m_2\). and the magnetic flux for the two nodes on the lower edge are both \((n_1, n_2)\), with \(n_1 > n_2\). In this case, each of the \(U(2)\) gauge groups in the quiver is broken to \(U(1)^2\). \(T(U(2))\) becomes \(T(U(1))^2\), and similarly \(\overline{T(U(2))}\) becomes \(\overline{T(U(1))^2}\). The Hilbert series in this case is given by

\[
H^{(4)}_{N=2}(t, z) = \sum_{n_1 > n_2} \sum_{m_1 > m_2} g^{ABJM/2}(t; k_1m_1 - n_1)g^{ABJM/2}(t; k_1m_2 - n_2) g^{ABJM/2}(t; k_2n_1 - m_1)g^{ABJM/2}(t; k_2n_2 - m_2)z^{m_1+m_2+n_1+n_2}.
\] (5.12)

As an example, for \(k_1 = 1\) and \(k_2 = 2\), the unrefined Hilbert series up to \(t^{12}\) is

\[
H^{(4)}_{N=2, k=1,2}(t, z = 1) = 4t + 10t^2 + 54t^3 + 115t^4 + 350t^5 + 643t^6 +
+ 1520t^7 + 2505t^8 + 5076t^9 +
+ 7771t^{10} + 14142t^{11} + 20501t^{12} + \ldots .
\] (5.13)

5. The magnetic fluxes for the two nodes on the upper edge are both \((m_1, m_2)\), with \(m_1 < m_2\). and the magnetic flux for the two nodes on the lower edge are both \((n_1, n_2)\), with \(n_1 > n_2\). The discussion is very similar to the previous case. The Hilbert series in this case is given by

\[
H^{(5)}_{N=2}(t, z) = \sum_{n_1 > n_2} \sum_{m_1 < m_2} g^{ABJM/2}(t; k_1m_1 - n_1)g^{ABJM/2}(t; k_1m_2 - n_2) g^{ABJM/2}(t; k_2n_1 - m_1)g^{ABJM/2}(t; k_2n_2 - m_2)z^{m_1+m_2+n_1+n_2}.
\] (5.14)

As an example, for \(k_1 = 1\) and \(k_2 = 2\), the unrefined Hilbert series up to \(t^{12}\) is

\[
H^{(5)}_{N=2, k=1,2}(t, z = 1) = 12t^5 + 82t^7 + 24t^8 + 322t^9 + 151t^{10} +
+ 992t^{11} + 556t^{12} + \ldots .
\] (5.15)

Indeed, the Hilbert series \(H^{(5)}_{(5.1), N=2}(t, z)\) given by (5.2) is then equal to the sum of the contributions from these five cases:

\[
H^{(5,1)}_{N=2}(t, z) = \sum_{i=1}^{5} H^{(i)}_{N=2, k=(1,2)}(t, z) .
\] (5.16)

For \(k_1 = 1\) and \(k_2 = 2\), we have the unrefined Hilbert series

\[
H^{(5,1)}_{N=2, k=(1,2)}(t, z = 1) = 1 + 4t + 20t^2 + 60t^3 + 170t^4 + 396t^5 +
+ 868t^6 + 1716t^7 + 3235t^8 + 5720t^9 +
+ 9752t^{10} + 15912t^{11} + 25236t^{12} + \ldots .
\] (5.17)

This is indeed an unrefined Hilbert series of \(\text{Sym}^2(\mathbb{C}^4)\).
6 Conclusion and open questions

In this paper, we study the moduli space of quiver theories arising from the Hanany–Witten brane system, with an insertion of $S$-folds. In the case of $S$-flips, the quiver contains a $T(U(N))$ links between two $U(N)$ groups both with zero Chern–Simons levels. We find that such theories have the Higgs and the Coulomb branches. The Higgs branch is given by the hyperKähler quotient described in the beginning of section 3 and the Coulomb branch can be computed in a similar way to the usual 3d $\mathcal{N} = 4$ gauge theories, with the remark that the vector multiplets of the gauge nodes linked by $T(U(N))$ are frozen and do not contribute to the Coulomb branch. We check that this proposal is consistent with mirror symmetry. In the case of $J$-folds, we examine the moduli space of the abelian theories with $T(U(1))$ links and non-zero Chern–Simons levels systematically. With the inclusion of bifundamental and fundamental hypermultiplets into the quiver, the moduli space can be non-trivial, and in many cases the vacuum equations admit many branches of solutions. Finally, for the case of non-abelian theories with $T(U(N))$ links and non-zero Chern–Simons levels, we do not have a general prescription to compute the moduli space of such theories. Nevertheless, we demonstrate the computation of the Hilbert series for an example that belongs to a special class of models arising from multiple M2-branes probing Calabi–Yau 4-fold singularities.

The results in this paper leads to a number of open questions. First of all, it would be nice to find a general prescription to compute the moduli space of non-abelian theories with $T(U(N))$ links, non-zero Chern–Simons levels and possibly with bifundamental and fundamental hypermultiplets. Secondly, one could introduce an orientifold place into the brane system and study the corresponding quiver theories. For example, if we introduce an O3$^-$ plane on top of the D3 brane segment that passes through the $S$-fold, an expectation is that we should have a quiver that contains a $T(SO(2N))$ link connecting two $SO(2N)$ gauge groups. Finally, one could ask if one can replace the $T(U(N))$ link between two $U(N)$ gauge groups by the $T_{\sigma}(U(N))$ link, with an appropriate $\sigma$, between two $G_{\sigma}$ gauge groups (where $G_{\sigma}$ is a subgroup of $U(N)$ that is left unbroken by $\sigma$). Since $T_{\sigma}(U(N))$ is invariant under mirror symmetry, we expect this to be a good candidate to replace $T(U(N))$ in the quiver diagram. We hope to address these problems in future work.
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A Theories with multiple consecutive $J$-folds

In this section, we generalise our discussion to theories dual to brane system containing $(m + 1)$ consecutive $J$-folds.

The vacuum equations are

$$A_i(\Phi_{i+1} - \Phi_i) = 0, \quad i = 1, \ldots, n - 1$$  \hspace{1cm} (A.2)

$$k_1 \Phi_1 - \hat{\Phi}_1 = \mu_1$$

$$k_i \Phi_i = \mu_i - \mu_{i-1} \quad i = 2 \ldots n - 1$$

$$k_n \Phi_n - \hat{\Phi}_m = \mu_{n-1}$$

$$\hat{k}_i \Phi_i - \hat{\Phi}_{i+1} - \hat{\Phi}_{i-1} = 0 \quad i = 2, \ldots, m - 1$$

$$\hat{k}_m \Phi_m - \hat{\Phi}_{m-1} - \Phi_n = 0$$  \hspace{1cm} (A.3)

As in the preceding subsection, we analyse the solution of these equations according to the VEVs of bi-fundamental fields that are set to zero (i.e. the cuts in the quiver).

No cut in the quiver

Let us first focus on the solution in which $A_i$ and $\tilde{A}_i$ are non-zero for all $i = 1, \ldots, n - 1$. Equations (A.2) are solved as usual imposing $\Phi_1 = \Phi_2 = \ldots = \Phi_n = \Phi = (\varphi, \sigma)$. The sum of the first three equations in (A.3) gives

$$\left( \sum_{i=1}^{n} k_i \right) \Phi - \hat{\Phi}_1 - \hat{\Phi}_m = 0$$  \hspace{1cm} (A.4)

This consistency equation must be added to set of equation formed by the last three in (A.3). Calling

$$K_n = \sum_{i=1}^{n} k_i$$  \hspace{1cm} (A.5)
the above system of equations can be written in a compact way as:

\[
M_{CS} \begin{pmatrix} \Phi \\ \Phi_1 \\ \vdots \\ \Phi_m \end{pmatrix} = 0 \quad (A.6)
\]

where we define the matrix \(M_{CS}\) as

\[
M_{CS} = \begin{pmatrix}
K_n & -1 & 0 & 0 & 0 & \ldots & -1 \\
-1 & \hat{k}_1 & -1 & 0 & 0 & \ldots & 0 \\
0 & -1 & \hat{k}_2 & -1 & 0 & \ldots & 0 \\
0 & 0 & -1 & \hat{k}_3 & -1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
-1 & 0 & 0 & 0 & \ldots & -1 & \hat{k}_m
\end{pmatrix} \quad (A.7)
\]

Since we assumed that all \(A_i\) and \(\tilde{A}_i\) are non-zero, we require (A.7) to have a non-trivial solution; this is the case if and only if

\[
\det M_{CS} = 0 \quad (A.8)
\]

This is a necessary condition for the existence of a non-trivial moduli space.

The magnetic flux has to be of the form

\[
m = (m, \ldots, m, \hat{m}_1, \ldots, \hat{m}_m) \equiv (m^n, \hat{m}) \quad (A.9)
\]

Then, (A.7) implies that this must satisfy the following condition:

\[
M_{CS} m^T = 0 \quad (A.10)
\]

In particular,

\[
K_n m - \hat{m}_1 - \hat{m}_m = 0 \quad (A.11)
\]

The gauge charges of the monopole operator \(V_m\) are

\[
q_i[V_m] = -(k_1 m - \hat{m}_1) \\
q_i[V_m] = -k_i m, \quad i = 2, \ldots, n - 1 \\
q_i[V_m] = -(k_n m - \hat{m}_m) \\
q_i[V_m] = -(\hat{k}_1 \hat{m}_i - m - \hat{m}_2) \\
q_i[V_m] = -(\hat{k}_i \hat{m}_i - \hat{m}_{i+1} - \hat{m}_{i-1}), \quad i = 2, \ldots, m - 1 \\
q_{\hat{m}}[V_m] = -(\hat{k}_m \hat{m}_m - \hat{m}_{m-1} - m) \quad (A.12)
\]

Let us now compute gauge invariant dressed monopole operators. The last three sets of equations, setting to zero, constitute \(m\) equations in total; they give a unique solution for
\( \hat{m} = (\hat{m}_1, \ldots, \hat{m}_m) \) in terms of the flux \( m \). We denote such a solution by \( \hat{m}^* (m) \). It should be emphasised that \( m, \hat{m}^*_i \) (with \( i = 1, \ldots, m \)), and the CS level \( K_n \), must be integers. Such integrality and equations (A.8), (A.11) put a constraint on the possible values of \( (\hat{k}_1, \ldots, \hat{k}_m) \), as well as their relation to \( K_n \), in order to obtain a non-trivial moduli space. Note also that \( \hat{m}^*(1) + \hat{m}^*(-1) = 0 \).

For example, in the case of three \( J \)-folds \( (m = 2) \), we have \( \hat{m}_1^*(m) = \frac{\hat{k}_2 + 1}{k_1 k_2 - 1} m \) and \( \hat{m}_2^*(m) = \frac{\hat{k}_1 + 1}{k_1 k_2 - 1} m \). From (A.11), we obtain \( K_n = \frac{\hat{k}_1 + \hat{k}_2 + 2}{k_1 k_2 - 1} \). The integrality of \( K_n, \hat{m}_1^*(m) \) and \( \hat{m}_2^*(m) \) puts constraints on the values of \( \hat{k}_1 \) and \( k_2 \):

\[
\frac{\hat{k}_1 + \hat{k}_2 + 2}{k_1 k_2 - 1} \in \mathbb{Z}, \quad \frac{\hat{k}_2 + 1}{k_1 k_2 - 1} \in \mathbb{Z}, \quad \frac{\hat{k}_1 + 1}{k_1 k_2 - 1} \in \mathbb{Z}. \tag{A.13}
\]

Since \( m \in \mathbb{Z} \), we see that the magnetic lattices given by \( \hat{m}_1^*(m) \) and \( \hat{m}_2^*(m) \) “jump” by multiples of \( \frac{\hat{k}_2 + 1}{k_1 k_2 - 1} \) and \( \frac{\hat{k}_1 + 1}{k_1 k_2 - 1} \) respectively. If we further require that \( \hat{m}_1^*(m) = \hat{m}_2^*(m) = m \) (i.e. there is no such jump), we have \( \hat{k}_1 = \hat{k}_2 = K_n = 2 \), assuming that both \( \hat{k}_1 \) and \( k_2 \) are non-zero.

For convenience, let us define

\[
\kappa_i = \{ k_1 - \hat{m}_1^*(1), k_2, \ldots, k_{n-1}, k_n - \hat{m}_m^*(1) \}, \quad \kappa_i = \sum_{j=1}^{n} \kappa_j. \tag{A.14}
\]

For \( \kappa_i > 0 \) for all \( i = 1, \ldots, n-1 \), the basic gauge invariant dressed monopole operators are

\[
\begin{align*}
\nabla_+ &= V_{(1^n, \hat{m}^*(1))} A_1^{K_1} A_2^{K_2} \cdots A_{n-1}^{K_{n-1}} \\
\nabla_- &= V_{((-1)^n, -\hat{m}^*(1))} \tilde{A}_1^{\tilde{K}_1} \tilde{A}_2^{\tilde{K}_2} \cdots \tilde{A}_{n-1}^{\tilde{K}_{n-1}}. \tag{A.15}
\end{align*}
\]

If \( \kappa_j < 0 \) for some \( j \), we replace \( A_j^{K_j} \) by \( \tilde{A}_j^{-\kappa_j} \) in the first equation and \( \tilde{A}_j^{\kappa_j} \) by \( A_j^{-\kappa_j} \) in the second equation. Since the \( R \)-charges of \( V_{((-1)^n, -\hat{m}^*(1))} \) are zero, we have

\[
R[\nabla_+] = \frac{1}{2} \sum_{i=1}^{n-1} |\kappa_i| = \frac{1}{2} \mathcal{K}, \quad \mathcal{K} = \sum_{i=1}^{n-1} |\kappa_i|. \tag{A.16}
\]

The generators of the moduli space are \( \varphi, \nabla_\pm \) subject to the quantum relation

\[
\nabla_+ \nabla_- = \varphi^{\mathcal{K}}. \tag{A.17}
\]

The moduli space is indeed \( \mathbb{C}^2 / \mathbb{Z}_{\mathcal{K}} \). We emphasise that the dependence of \( \mathcal{K} \) on \( \hat{k}_1, \ldots, \hat{k}_m \) is due to \( \hat{m}_1^*(1) \).

**One cut in the quiver**

Let us analyse the case \( A_l = \tilde{A}_l = 0 \), i.e. the quiver is cut at the position \( l \). Equations (A.2) implies \( \Phi_1 = \Phi_2 = \cdots = \Phi_l = \Phi \) and \( \Phi_{l+1} = \Phi_{l+2} = \cdots = \Phi_n = \Phi \). The sums

\[
\sum_{i=1}^{l} \hat{\kappa}_i = 0, \quad \sum_{i=l+1}^{n} \hat{\kappa}_i = 0.
\]

We find the basis of the moduli space is given by

\[
\nabla_+ = A_1^{K_1} A_2^{K_2} \cdots A_{l}^{K_l} (\tilde{A}_1^{\tilde{K}_1} \tilde{A}_2^{\tilde{K}_2} \cdots \tilde{A}_{l}^{\tilde{K}_l}) V_{(1^{n-l})} \\
\nabla_- = (\tilde{A}_1^{\tilde{K}_1} \tilde{A}_2^{\tilde{K}_2} \cdots \tilde{A}_{l}^{\tilde{K}_l}) V_{((-1)^{n-l})} A_{l+1}^{K_{l+1}} A_{l+2}^{K_{l+2}} \cdots A_{n}^{K_{n}}.
\]

The generators of the moduli space are \( \varphi, \nabla_\pm \) subject to the quantum relation

\[
\nabla_+ \nabla_- = \varphi^{\mathcal{K}}. \tag{A.17}
\]

The moduli space is indeed \( \mathbb{C}^2 / \mathbb{Z}_{\mathcal{K}} \). We emphasise that the dependence of \( \mathcal{K} \) on \( \hat{k}_1, \ldots, \hat{k}_m \) is due to \( \hat{m}_1^*(1) \).
of the first \( l \) equations and the last \( n - l \) ones in the first three sets of equations in (A.3) imply that

\[
(k_1 + k_2 + \cdots + k_l)\Phi - \hat{\Phi}_1 = 0
\]
\[
(k_{l+1} + k_{l+2} + \cdots + k_n)\hat{\Phi} - \hat{\Phi}_m = 0
\]

(A.18)

These two conditions must be supplemented by the last three sets of equations (A.3) constraining \( \hat{\Phi}_i \) \( i = 1 \ldots m \) These can be put in a matrix form. Calling

\[
\sum_{i=1}^l k_i = K , \quad \sum_{i=l+1}^n k_i = \tilde{K}
\]

(A.19)

we have

\[
M_{CS} \begin{pmatrix} \Phi \\ \hat{\Phi}_1 \\ \vdots \\ \hat{\Phi}_m \end{pmatrix} = 0
\]

(A.20)

where

\[
M_{CS} = \begin{pmatrix}
K & -1 & 0 & 0 & 0 & \cdots & 0 & 0 \\
-1 & \hat{k}_1 & -1 & 0 & 0 & \cdots & 0 & 0 \\
0 & -1 & \hat{k}_2 & -1 & 0 & \cdots & 0 & 0 \\
0 & 0 & -1 & \hat{k}_3 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & -1 & \hat{k}_m & -1 \\
0 & 0 & 0 & 0 & \cdots & 0 & -1 & \tilde{K}
\end{pmatrix}
\]

(A.21)

A necessary condition for the existence of the non-trivial moduli space is

\[
\det M_{CS} = 0.
\]

(A.22)

The magnetic flux has to be of the form

\[
m = (m,l \times \tilde{m},\ldots,m_{n-l} \times \tilde{m}_1,\ldots,\tilde{m}_m) \equiv (m',\tilde{m}^{n-l},\tilde{m}).
\]

(A.23)

Then, (A.7) implies that this must satisfy the following condition:

\[
M_{CS} m^T = 0.
\]

(A.24)

In particular, it follows from (A.18) that

\[
\hat{m}_1 = (k_1 + k_2 + \cdots + k_l)m = Km
\]
\[
\hat{m}_m = (k_{l+1} + k_{l+2} + \cdots + k_n)\tilde{m} = \tilde{K}\tilde{m}.
\]

(A.25)
The gauge charges of the monopole operator $V_m$ are

\[
q_i[V_m] = -(k_i m - \hat{m}_i)
\]

\[
q_i[V_m] = -k_i m, \quad i = 2, \ldots, l
\]

\[
q_j[V_m] = -k_j \hat{m}, \quad j = l + 1, \ldots, n
\]

\[
q_n[V_m] = -(k_n \tilde{m} - \hat{m}_m)
\]

\[
q_i[V_m] = -(\hat{k}_i \hat{m}_1 - m - \tilde{m}_2)
\]

\[
q_i[V_m] = -(\hat{k}_i \hat{m} - \hat{m}_{i+1} - \hat{m}_{i-1}), \quad i = 2, \ldots, m - 1
\]

\[
q_l[V_m] = -(\hat{k}_m \hat{m}_m - \hat{m}_{m-1} - \tilde{m}).
\]

Let us now compute gauge invariant dressed monopole operators. The last three sets of equations, setting to zero, constitute $m$ equations in total; they give a unique solution for $\tilde{m} = (\hat{m}_1, \ldots, \hat{m}_m)$ in terms of the fluxes $m$ and $\tilde{m}$. We denote such a solution by $\hat{m}^*(m, \tilde{m})$. The integrality of such a solution, together with (A.24) and in particular (A.25), put restrictions on the relation between $K$, $\tilde{K}$ and $\hat{k}_i$ (with $i = 1, \ldots, m$).

For example, for the case of three $J$-folds ($m = 2$), solving the last three sets of equations gives

\[
\hat{m}_1^* = \frac{m \hat{k}_2 + \tilde{m}}{\hat{k}_1 \hat{k}_2 - 1}, \quad \hat{m}_2^* = \frac{m + \tilde{m} \hat{k}_1}{\hat{k}_1 \hat{k}_2 - 1}
\]

(A.27)

Using (A.25) we have

\[
m = -\frac{\tilde{m}}{K + \hat{k}_2 - K \hat{k}_1 \hat{k}_2}, \quad m = -\tilde{m}(\tilde{K} + \hat{k}_1 - \tilde{K} \hat{k}_1 \hat{k}_2)
\]

(A.28)

Suppose that we look for a solution in which $m$ and $\tilde{m}$ are non-zero. The integrality of $K$, $\tilde{K}$, $\hat{k}_{1,2}$ implies that

\[
K \hat{k}_1 \hat{k}_2 - (K + \hat{k}_2) = \tilde{K} \hat{k}_1 \hat{k}_2 - (\tilde{K} + \hat{k}_1) = \pm 1.
\]

(A.29)

The choice $+1$ sets $m = \tilde{m}$, whereas the choice $-1$ sets $m = -\tilde{m}$. Using these with (A.27), we also obtain the constraints on $\hat{k}_1$ and $\hat{k}_2$, namely

\[
\frac{\hat{k}_1 \pm 1}{\hat{k}_1 \hat{k}_2 - 1}, \quad \frac{\hat{k}_2 \pm 1}{\hat{k}_1 \hat{k}_2 - 1} \in \mathbb{Z}.
\]

(A.30)

Since $m, \tilde{m} \in \mathbb{Z}$, we see that the magnetic lattices given by $\hat{m}_1^*$ and $\hat{m}_2^*$ “jump” by multiples of $\frac{\hat{k}_2 \pm 1}{\hat{k}_1 \hat{k}_2 - 1}$ and $\frac{\hat{k}_1 \pm 1}{\hat{k}_1 \hat{k}_2 - 1}$ respectively. If we further require that $\hat{m}_1^* = \hat{m}_2^* = m$ (i.e. there is no such jump), we have $\hat{k}_1 = \hat{k}_2 = K = \tilde{K} = \pm 2$, assuming that both $\hat{k}_1$ and $\hat{k}_2$ are non-zero.

This can easily be generalised to an arbitrary number of $J$-folds. The generalisation of (A.29) is

\[
\text{minor}_{1,1} M_{CS} = \text{minor}_{m+1, m+1} M_{CS} = \pm 1
\]

(A.31)

These two choices correspond to $m = \pm \tilde{m}$. The integrality of $\hat{m}^*(m, \tilde{m})$ and $\hat{m}^*(m, -\tilde{m})$ impose further constraints on $\hat{k}_j$. The analysis of the moduli space is similar to that presented after (4.53).
Two or more cuts in the quiver

The analysis is similar to that of presented around (4.74). For the case of two cuts, the quiver is divided into the left, central and right sub-quivers. The analysis for the central part is presented in section 4.1, whereas those for the left and right sub-quivers are as presented above for the one cut case. One can repeat this procedure for the case with more than two cuts.
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