Improving the Efficiency of Dental Implantation Process Using Guided Local Search Models and Continuous Time Neural Networks With Robotic Assistance
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ABSTRACT Nowadays, robotics plays a vital role in medical applications, especially in dentistry, where robots can track oral hygiene and perform dental surgeries. Dental implant replacement is one of the most challenging issues in dental surgery; quality procedures and safety measures need to be considered during this process. Manual dental implant is usually incapable to reach the satisfactory levels of accuracy and safety. In addition, it requires well-trained dentists and consumes a long time. Therefore, robot-assisted surgery systems are of utmost importance for dental implant placement as they can maintain higher level of dental examination precision and safety. More specifically, robotic arms can be manufactured with intelligent models for drilling identified locations in teeth. These intelligent robots have a high degree of autonomy, can automatically adjust during intraoperative procedures, and can execute dental surgical tasks directly on patients without any apparent control by a surgeon. In this article, we propose a novel approach to develop a robot-assisted intelligent system that improves the efficiency of dental implant process based on Guided Local Search with Continuous Time Neural Network (GLCTNN). Firstly, dental facts are collected from PubMed articles and Maryland school children datasets. Secondly, using the collected facts, an intelligent robot-assisted model based on GLCTNN is developed. The second step comprises data preprocessing to remove unsolicited details, extracting useful features from the clean data, and utilizing the extracted features to train the GLCTNN model. The proposed system recognizes the implantation location with high accuracy and maximizes implantation rate. The efficiency of the system is evaluated using experimental analysis at lab scale. The proposed GLCTNN-based approach ensures maximum average accuracy (99.5%) and minimum average deviation error (0.323) compared to W-J48, Naïve Bayes (NB), Support Vector Machine (SVM), K-Nearest Neighboring (KNN), Nearest Neighbors with Structural Risk Minimization (NNSRM) and Generalized Regression Neural Network (GRNN) approaches.
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I. INTRODUCTION According to several statistics of dental care, millions of people were affected by tooth decay, tooth loss, injuries and periodontal disease [1]. Traditional dental care provides only a reasonable treatment for missing teeth; however, dental implant is currently available as a promising solution for many dental problems. Dental implant is the process of tooth root replacement in which a strong foundation is provided to the teeth that helps match with the natural tooth [2]. During this process, an artificial tooth root similar to the natural tooth is placed on the jawbone. The jawbone is the base for the crown or artificial teeth; a connector or abutment is then placed on the dental implant top for supporting
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the crown [3]. This process is performed by well-trained and experienced team of dental specialists such that the artificial tooth is felt similar to the natural teeth [4]. In 1951, American Academy of Implant Dentistry presented the implantology knowledge to share their experience of the dental implants and improve implant performance [5], [6]. Also, in 1952, Swedish Orthopedic introduced the titanium fuses to focus on dental implants in mouth. According to their discussions, dental implants have several advantages such as feeling like own teeth in appearance, enhancing speech, feeling comfort, eating easier, improving self-esteem, and enhancing oral health, durability, and convenience. Due to its enormous benefits, three millions of people were subject to dental implants, this number increases by around 500,000 annually [3]–[6]. Manual dental implants required a well-trained team to address the problem in teeth and experienced dentists to treat the patient in the right way [7]. The root implant is traditionally performed with titanium that is attached to the jaw in a very secure manner; this implant process takes almost 12 weeks to heal [3]–[7]. Although the dental implant process succeeded up to 98%, the exact location of implant place has to be detected by experts in a process that consumes a long time [8].

To overcome the problems associated with manual dental implants, robots are used to perform the dental implant process due to their high accuracy and low error rate. The high precise sensors are used and required in many applications [9], [10]. The robots required accurate sensors and controls to provide effective results. Robotic surgery is constantly developing, and its applications are growing continuously. The first robotic dental surgery system in the United States is approved for dental implant procedures in 2017 by the Food and Drug Administration. At the end of 2017, Zhao and colleagues created the world’s first autonomous dental implant placement device in China [4]–[8]. Using this system, robots have performed a dental implant process to a woman; this was the first fully automated dental implant surgery in the world [3]–[8]. The robots have been manufactured and continuously trained, then, they have been monitored by dentists for their prediction accuracy of dental implant locations [11]; robot found implants with 0.2 to 0.3 mm of human error [12]. According to the report of science and technology daily dentistry in China, most of the dental treatments and surgeries, especially narrow oral cavity, were resolved accurately by robots [42]. Florida-Neocis FDA approved the first robotic system, ‘Yomi’, in 2017 for dental implant treatments and surgeries [13], [14]. This automated dental surgery robot reduced the human intervention in dental field and minimized errors. Moreover, the robot improved the efficiency of implant process in terms of precision and accuracy compared to manual implant process. Currently, robot-assisted remote surgery is one of the most effective autonomous surgical developed in touch Health Leading Telehealth Company. Robots are continuously trained by critical dental data such as bone quality, medical status, biomechanical details, and surface characteristics to accomplish the implantation process with affordable cost, maximum accuracy and minimum time. Although, robotics is being utilized in many dental applications, cutting-edge technologies are still needed to adapt with the surgery and image related treatments; additional information is required while performing dental restoration process. For this purpose, robotic arms are being developed for the teeth crowns and bridges during the implantation process [15]. Neural networks are used in different medical applications such as Detecting dental problem related brain disease [16] and tumor detection [17], [18]. Neural networks are integrated with robotics to improve its quality results.

The purpose of this work is to show how intelligent robots can be utilized to improve the efficiency of dental implantations. In particular, we propose a novel approach to develop a robot-assisted intelligent system that improves the efficiency of dental implant process based on Guided Local Search with Continuous Time Neural Network (GLCTNN). Firstly, dental data are collected from PubMed articles and Maryland school children dataset. Secondly, using the collected data, an intelligent robot-assisted model based on GLCTNN is developed. The second step comprises data preprocessing to remove unwanted details, extracting useful features from the cleaned data, and utilizing the extracted features to train the GLCTNN model. The proposed system identifies implantation locations with high accuracy and maximizes implantation rate with minimum time complexity. The efficiency of the system is evaluated using experimental analysis at lab scale. The proposed GLCTNN approach ensures maximum average accuracy (99.5%) with minimum average deviation error (0.323) compared to W-J48, Naïve Bayes (NB), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), and Nearest Neighbors with Structural Risk Minimization (NNSRM) and Generalized Regression Neural Network (GRNN) approaches.

The rest of this article is organized as follows: in section 2, we give an overview of robot-assisted dental implant process; section 3 reviews the various authors’ opinion about dental implantation. Section 4 describes the proposed intelligent robot-assisted system for dental implantation, section 5 demonstrates the efficiency of the proposed system, and section 6 concludes the research.

II. ROBOT-ASSISTED DENTAL IMPLANTATION

As discussed earlier, dental implantation is the process of fixing Titanium mental pin in jawbone to perform the teeth restoration process [19]. During this process, several basic steps are needed. Firstly, a hole needs to be drilled in jawbone and maintain the grip to avoid loose fitting. Secondly, platform should be prepared for fixing the prosthetic teeth. Thirdly, abutment has to be used to fix the ceramic teeth on jawbone. These three steps of dental implantation process require 60 to 90 minutes with more concentration and precision. In addition, implantation process suffers from complexity while fixing artificial teeth on a bridge that also consumes most of the surgery time. To overcome these issues, robotic arms are being developed [15] in order to reduce the
implantation complexity, time consumption, angulation error, landmark identification and improve the overall implantation efficiency. The main intension of robots in dental implant is to predict the exact location for insertion on jawbone which needs the maximum degree of anatomical precision. Robotic arms are developed with intelligent models for dental drill to attain short healing time and exact drilling location with excellent safety procedures. First, the dentist needs to examine the teeth and the relevant coordination by manual process. The collected coordinate details are fed into a software program that computes the cylindrical coordinates. The computed position is a three orthogonal vector linear combination; these vectors move an independent motor in particular direction to complete the drilling process. Miniature robotic basic model is used to develop the robot arm to complete the drilling process in teeth. The micro motors are placed in robotic arm to accomplish drilling effectively. The successful identification of locations and movements improve the implantation process in clinical analysis [20]. Once the exact point is identified, then the artificial teeth can be placed successfully with minimum time compared to the manual process. The sample model of the manufactured robotic arm for dental implant process is depicted in figure 1.

III. RELATED WORKS

This section analyzes different researches regarding the robotic based dental implant process for dental care and restoration process.

In [21], Sadat et al., predicted successive rate of dental implant. The system collected the dental implant details from patient which were processed by several machine learning techniques. The system used the neural network, W-J48, support vector machine, naïve bayes and k-nearest neighboring approach. These methods successfully analyzed the implant information by optimizing the method parameters. These methods were combined to obtain the effective results while predicting successive measure. Then, the efficiency of the system was evaluated using experimental analysis, in which the system ensured 13.3% of sensitive indicator. Thus, the introduced system determined the implantation reliability and the implantation process.

In [22], Adriano Lorena Inácio Oliveira et al., analyzed several machine learning techniques such as k-nearest neighboring, support vector machine, constructive radial basis network and Nearest Neighbors with Structural Risk Minimization (NNSRM) approaches. Initially, dental implants data was collected from patients for analyzing the successive rate of the implantation process. The collected data was processed by defined machine learning techniques which predicted the successive measure according to the patient history. From the analysis, the successive factors were considered for upcoming implantation process. Then, the excellence of the system was evaluated using the 10-fold cross validation approach in which introduced system ensured the maximum results on implant successive rate prediction process.

In [23], Khan, A. and Maity et al., analyzed implantation cutting surface, roughness and material which were utilized in implantation process using generalized regression neural network. The network predicted the amount of titanium utilized while performing the implantation process. The efficiency of the system was evaluated using different cutting speed with 0.12 mm feed rate. The excellence of the system was examined in terms of using flank wear, cutting force and surface roughness. Thus, the introduced method successfully recognized the teeth restoration material with maximum accuracy. Then, the system recognized teeth restoration materials with 5% of error.

In [24], Tengfei Cui et al., demonstrated experiments for analyzing the robot assisted based cranio-maxillo facial surgery process. The effective robot assisted system was developed to predict the exact position to inject the needle while doing surgical operations. During this process, system used the master slave control and motion control process for detecting the accurate needle position that helped to improve the surgical accuracy. The excellence of this cranio-maxillo facial surgery process was evaluated using different parameters such as kinematic simulation, identification, parameters and phantom experiments. From the analysis, system detected the needle position with highest accuracy and with maximum feasibility of robot system.

In [25], Mahmoud K. Al-Omri et al., analyzed the dental implant process, rehabilitation, splinting teeth criteria using the PubMed and MEDLINE articles. Initially, different articles for the implantation process were analyzed for predicting the number of clinical trials, long term materials, meta-analysis and randomized process. From the analyzed data, different decisions were taken to perform the dental implantation in terms of acceptability, minimum cost, and minimum complexity. Thus, the study provided the recommendation for the dental implantation and treatment process successfully.

In [26], Vadims Klimeces et al., analyzed bone loss after performing 5 years of the dental implantation process. Initially, implantation details were collected from Riga Technical University and Biomaterial Development Care. The collected information consisted of bone loss details and filling information of 18 patients. These details were analyzed after
5 year of implantation process using the computed tomography to detect the problems in dental implant. Then, the developed system effectively utilized the restoration material with exact range, the implant surgery maintained their stability, also, having normal alveolar bone in teeth.

In [27], Yonggui Wang et al., developed three arms surgical robot for assisting the mandible reconstruction surgery. During this process, different diseases information such as trauma, congenital disease and other diseases information could be collected. The gathered information was processed by robotic sub-process, optical measurements, image subsystem and patient system. These systems examined the details using robotic arm that predicted the hand eye coordination along with position was identified to perform the fibular implantation process. The successful recognition of skull model predicted the surgical position with maximum accuracy that led to improve the entire robot arm based surgical process.

Based on the above analysis of the previous work, we conclude that the quality of dental implant process can be improved by utilizing a robot-assisted intelligent system. Therefore, the main contributions of this article based on the analysis of various authors work are as follows:

- Creating an effective robot-assisted intelligent system for dental implantation process.
- Improving dental implantation process successive and accuracy rate using robotic-based system.
- Reducing the complexity and time while applying automatic robotic system.
- Improving the overall efficiency of robot learning process by applying the intelligent technique called guided local search with continuous time neural network (GLCTNN).

IV. THE PROPOSED APPROACH FOR IMPROVING DENTAL IMPLANTATION EFFICIENCY

This section proposes a novel approach to develop a robotic-based system for enhancing the dental implantation process efficiency. The proposed approach to develop this system consists of two stages: data collection and system construction; the second stage comprises three phases which are: 1) data preprocessing, 2) feature extraction and 3) GLCTNN model training.

A. DATA COLLECTION

For the purpose of this study, implantation data were gathered from PubMed [6] using manual analysis process. The PubMed articles are stored using big data analytics model which consists of large volume of articles. The articles, bibliographies and other reviews were collected up to September 2014. The limitation of dental implant, laboratory details, clinical reports, short- or long-term studies, retrospective, cohort and prospective clinical analysis were included. These articles contained information about teeth implant process, supports, teeth joints, splinting implants, connection of rigid, teeth intrusion, non-rigid connection, standing implants, teeth connected implants, and combined teeth implants. A total of 78 articles were selected to obtain details about dental implantation process. Dental implant details also include patient age, blood group, microbiota, jawbone details, material and tissue information. From these articles, we can conclude that the dental implantation process requires the automatic robotic system for improving the implantation accuracy and minimizing time consumption [28], [29]. In addition to PubMed articles, dental caries details are collected from Maryland school children dataset [30]; the dataset consists of several prevalence data which was examined from 1276 school children. The children were examined continuously to obtain the dental caries data such as name, age, gender, number of dentist visits, toothache caries and other dental care details.

B. CONSTRUCTION OF THE ROBOT-ASSISTED INTELLIGENT SYSTEM

The collected data are utilized to construct a robot-assisted intelligent system to improve the efficiency of the dental implant process. The construction process consists of three steps including data preprocessing, extracting relevant features and training the GLCTNN model. The flow diagram of system construction is depicted in figure 2.

1) DATA PREPROCESSING

The collected dental details have several missing and irrelevant data which needs preprocessing step to remove the unwanted items. Further, the normalization process changes dental data value into particular range that is 0 to 1. This normalization process minimizes the computation complexity while predicting the implantation location; the coefficient variance approach [31] was utilized for normalization. This method is also named the relative standard deviation which normalize the dental value according to the distribution probability value. During this process, system computes standard deviation $\sigma$ and mean value $\mu$ for the data. The estimation is as follows:

$$\sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{N} (x_i - \mu)^2}$$  \hspace{1cm} (1)

$$\mu = \frac{1}{n} \sum_{i=1}^{n} x_i$$ \hspace{1cm} (2)

where, $\mu$ is denoted as the mean value, and $\sigma$ is standard deviation of specific row. The coefficient variance value is computed as follows:

$$\text{coefficient value} = \frac{\sigma}{\mu}$$ \hspace{1cm} (3)

The coefficient variance value is applied to the specific dental details row for normalizing the data. During this process, the distribution of specific data is computed for obtaining better normalized dental dataset. The Poisson distribution is used to compute the distribution of specific dental information in dental implantation process as follows [43]:

$$P(x \text{ present in interval } t) = e^{-rt} \frac{(rt)^x}{x!}$$ \hspace{1cm} (4)

where, $x$ is the particular data in the list, and $r$ is the unit of time of one data appearance. Based on the data distribution,
dental data is normalized effectively. This normalization process minimizes the missing value in dataset and reduces the computation complexity effectively.

2) FEATURE EXTRACTION
Various statistical features were obtained from the collected dental details in order to compute the exact locations of implants [32]. The extracted features are standard deviation, mean, dissimilarity, entropy and correlation.

Dissimilarity of the dental information need to be computed to obtain the affected part information, as follows [44]:

\[
\text{Dissimilarity} = \sum_{i,j=0}^{n-1} |i - j| \cdot P(i, j) \quad (5)
\]

where, \(n\) is the number of dental details; and \(i, j\) is dental information.

The entropy of feature should be computed to predict the importance of dental details while performing the dental implantation process. The entropy is computed as follows [45]:

\[
\text{Entropy} = \sum_{i,j=0}^{n-1} \ln(P_{ij}) \cdot P_{ij} \quad (6)
\]

Furthermore, the correlation between two dental data is computed using equation (7), correlation is used to estimate the dental caries and restoration information relationship details [46].

\[
\text{correlation} = \sum_{i,j=0}^{n-1} P_{ij} \frac{(i - \mu)(j - \mu)}{\sigma^2} \quad (7)
\]

3) GLCTNN TRAINING
As shown in the figure 2, the robotics are continuously trained by the extracted dental implant features; the training process utilize the GLCTNN approach. This approach is one of the effective Artificial Neural Networks (ANT); it is used to predict the relationship among the dental features. The network generates the connectivity of one feature to another feature based on graph theory; therefore, the implant feature relationship is predicted using a directed graph. The directed graph is defined as a set of vertices connected by edges with specific direction. Moreover, the continuous time network uses the internal memory that stores and processes the implant data successfully [33]. The network analyzes the implant details into finite impulse (similar information) and infinite impulse. During this process, finite impulse process is unrolled network that uses the directed acyclic graph while predicting the implantation process. The infinite impulse process does not have any rolling process that uses the directed cyclic graph. Therefore, the relationship between the dental material utilization and dental implantation process should be recognized effectively since it is used to train the robots for performing automatic implantation process. The entire output of the network is stored in the state that is used to improve the neural network training process. Therefore, the network uses the ordinary differential equation to train the robot according to the dental features. Considered incoming dental input with neuron as \(i\), that is processed by network for obtaining the output of the network \(y_i\). Then, the training process of particular input is computed as follows [34]:

\[
\tau_i \dot{y}_i = -y_i + \sum_{j=1}^{n} w_{ij}(y_j - \Theta_j) + I_i(t) \quad (8)
\]

where, \(\tau_i\) is represented as the postsynaptic node time constant value. Postsynaptic is the nervous process in which the information is passed from one node to another node. \(\Theta_j\) is represented as the node bias value, \(I_i(t)\) is denoted as the node input, \(y_j\) is the node activation function, \(\dot{y}_j\) is denoted as the change of activation value of node, and \(w_{ij}\) is the weight connection between the nodes. \(\sigma(x)\) is represented as the given input \((x)\) sigmoid function, which is computed as follows:

\[
\sigma(x) = \frac{1}{1 + e^{-x}} \quad (9)
\]

Based on this process, the derived implantation inputs are fed into the robots for training to obtain the exact location of surgery. Further, the introduced continuous time-based neural network ability is applied in the evolutionary robots for addressing the successful training process [35]. The network weights and bias values should be continuously updated to minimize the deviation presented in the system. Further, network needs to be optimized using guided local search approach to improve the efficiency of the training process. The introduced approach is one of the effective meta heuristic method [36]; it presents the penalties for every optimized implantation feature search process. This approach predicts the objective function to obtain the local optimum value of a given input. For every patient, implantation problem is different and the implant location changes. Therefore, the solution is optimized according to the patient’s needs and the training is occurred according to the type of the problem. Each dental implantation feature \(f_i\) has the specific cost function that is represented as \(c_i\), and the feature related with the specific penalty \(p_i\). This initialization process helps to maintain the number of appearance of features in the local minima process. Based on the records, the feature indicators are used to compute the solution for the particular implant details. During this network updating process, the guided
TABLE 1. Error rate of intelligent robotic training

| Methods  | 1000  | 2000  | 3000  | 4000  | 5000  | 6000  | 7000  | 8000  | 9000  |
|----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| W-J48    | 0.46  | 0.408 | 0.447 | 0.405 | 0.43  | 0.461 | 0.43  | 0.435 | 0.431 |
| NB       | 0.431 | 0.465 | 0.482 | 0.473 | 0.431 | 0.462 | 0.478 | 0.418 | 0.428 |
| SVM      | 0.401 | 0.369 | 0.399 | 0.372 | 0.413 | 0.363 | 0.332 | 0.393 | 0.373 |
| KNN      | 0.36  | 0.37  | 0.342 | 0.35  | 0.337 | 0.331 | 0.398 | 0.383 | 0.394 |
| NNSRM    | 0.464 | 0.398 | 0.44  | 0.458 | 0.415 | 0.394 | 0.438 | 0.395 | 0.449 |
| GRNN     | 0.3726| 0.34  | 0.357 | 0.322 | 0.3742| 0.33  | 0.379 | 0.33  | 0.347 |
| GLCTNN   | 0.34  | 0.33  | 0.322 | 0.310 | 0.329 | 0.321 | 0.31  | 0.328 | 0.319 |

search process penalizes the features and the maximum utility value is computed as follows:

\[ \text{util}(x, i) = I_i(x) \frac{c_i(x)}{1 + p_i} \]  \hspace{1cm} (10)

where, \( x \) is input, \( i \) is number of times, \( I_i(x) \) is denoted as particular input, \( c_i(x) \) is represented as cost function and \( p_i \) is penalty.

According to this process, each dental implantation input is successfully examined, continuously monitored and provided to the robots for implantation process. Depending on the continuous training, robotic arms can predict the exact location of implantation process. If the location is difficult to obtain, the continuous time neural network approach is used. The deviation of the prediction is minimized using the guided local search approach. The efficiency of this intelligent learning process is further illustrated using experimental results and analysis.

V. RESULTS AND DISCUSSION

Extensive experiments have been conducted in order to demonstrate the efficiency of the proposed system in predicting the exact dental implant locations. Different performance metrics have been used to measure efficiency including error rate, precision, recall, F1-score and Matthews Correlation Coefficient (MCC). In the experiments, each patient implant details are identified; the identified values are used to train the GLCTTN model which precisely predicts the exact location of dental implant. Drilling is then performed by the robotic arm in the exact location for completing the implantation process. The training process is implemented using MATLAB tool and the respective PubMed dataset [37]. The successful training of robots helps minimize the error in predicting the implantation location in teeth [38].

A. ERROR RATE

Table 1 shows the deviation values (i.e., error rates) of GLCTTN as compared to several approaches including W-J48, Naïve Bayes (NB), Support Vector Machine (SVM), k-nearest neighboring (KNN) [21], Nearest Neighbors with Structural Risk Minimization (NNSRM) [22], and Generalized Regression Neural Network (GRNN) [23]. The results show that GLCTTN approach attains the minimum average error rate (0.323%) compared to all other approaches which are W-J48 (0.434%), NB (0.452%), SVM (0.379%), KNN (0.363%), NNSRM (0.428%) and GRNN (0.35%); these error rates are also shown in figure 3. The minimum error value leads to maximize accuracy of location identification process.

B. PRECISION AND RECALL

The efficiency of the system is also evaluated in terms of the precision and recall [47]. These metrics are computed based on equations 11 and 12.

\[ \text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}} \]  \hspace{1cm} (11)

\[ \text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \]  \hspace{1cm} (12)

The effective selection of implantation location details from the collection of training data is measured using precision metrics. From the collection of selected values, exact location is detected according to the patient characteristics which is evaluated using recall value. The obtained precision and recall values are presented in table 2.

The effective computation of implant features processing activation function predicts the exact implantation location.
TABLE 2. Precision and recall value of intelligent robotic training

| Methods                        | Precision | Recall |
|--------------------------------|-----------|--------|
| W-J48                          | 96.57     | 96.23  |
| Naïve Bayes (NB)                | 96.98     | 96.47  |
| Support Vector machine (SVM)    | 97.45     | 97.21  |
| K-Nearest Neighboring (KNN)     | 97.89     | 97.53  |
| Nearest Neighbors with Structural Risk Minimization (NNSRM) | 98.46 | 98.13 |
| Generalized Regression Neural Network (GRNN) | 98.89 | 98.43 |
| Guided Local search with Continuous Time Neural network (GLCTNN) | 99.43 | 99.03 |

Also, the Meta heuristic computation process reduces the error by utilizing penalty concept that improves the accurate implant location identification process. If the new incoming implant feature comes into the automatic robot implant detection system, the method utilizes the previous analysis for predicting the location with effective manner. The results in Table 2 shows that GLCTNN attains higher precision and recall values compared to all other methods. GLCTNN achieved precision (99.43%) and recall (99.03%) due to the effective processing and activation function. This excellency of precision and recall values are compared to the traditional classifiers including W-J48 (precision-96.57%, recall-96.23%), NB (precision-96.98%, recall-96.47%), SVM (precision-97.45%, recall-97.21%), KNN (precision=97.89%, recall-97.53%), NNSRM (precision-98.46%, recall-98.13%) and GRNN (precision-98.89%, recall-98.43%); these values are also shown in figure 4. The increased precision and recall values directly indicate that the GLCTNN approach attains the maximum training accuracy of implantation process.

C. F1-SCORE

The efficiency of the system is also determined using F1 score [48] which is computed according to equation (13).

\[ F1 - Score = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]  

\[ (13) \]

As shown in Table 3, the proposed GLCTNN approach attains maximum F1-score value compared to W-J48, NB, SVM, KNN, NNSRM and GRNN approaches; the obtained results are shown in figure 5. The GLCTNN approach ensures maximum average training accuracy (99.3%) compared to the W-J48 (95.92%), NB (96.54%), SVM (97.5%), KNN (98.07%), NNSRM (98.58%) and GRNN (98.76%).

D. MATTHEWS CORRELATION COEFFICIENT

The excellence of the system is further demonstrated using Mathew’s correlation coefficient value which is used to predict the relationship between the selected implantation location and trained details. The relevant Matthews coefficient value is estimated as follows [49]:

\[ \text{Matthews correlation coefficient} = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \]  

\[ (14) \]

The results in table 4 shows GLCTNN approach has more relationship between one dental implant selected feature [50] and implant surgery performing location [51]. The obtained results present the highest values of Matthews Correlation Coefficient (MCC) for GLCTNN approach compared to other approaches including W-J48, NB, SVM, KNN,
TABLE 4. Matthews correlation coefficient (MCC) of intelligent robotic training.

| Methods | 1000 | 2000 | 3000 | 4000 | 5000 | 6000 | 7000 | 8000 | 9000 |
|---------|------|------|------|------|------|------|------|------|------|
| W-J48   | 96.68| 96.82| 96.82| 96.73| 96.92| 96.654| 96.92| 96.81| 96.94|
| NB      | 97.267| 97.377| 97.36| 97.65| 97.23| 97.457| 97.25| 97.46| 97.31|
| SVM     | 97.57| 97.7| 97.83| 97.98| 97.53| 97.85| 97.69| 97.83| 97.68|
| KNN     | 98.32| 98.35| 98.67| 98.21| 98.52| 98.42| 98.49| 98.54| 98.32|
| NNSRM   | 98.58| 98.79| 98.98| 98.37| 98.78| 98.68| 98.82| 98.86| 98.79|
| GRNN    | 99.03| 99.10| 99.04| 99.17| 99.3| 99.13| 99.23| 99.31| 99.21|
| GLCTNN  | 99.34| 99.57| 99.265| 99.76| 99.48| 99.52| 99.49| 99.62| 99.49|
|         |      |      |      |      |      |      |      |      | 99.5 |

FIGURE 5. GLCTNN –F1-score.

FIGURE 6. GLCTNN-MCC.

NNSRM and GRNN. The relevant graphical analysis is also shown in figure 6. Figure 6 shows that GLCTNN approach ensures maximum average training accuracy (99.5%) compared to the W-J48 (96.81%), NB (97.37%), SVM (97.74%), KNN (98.43%), NNSRM (98.74%) and GRNN (99.17%). As discussed earlier, the well trained and learned automatic robotic-based dental implantation process ensures the proposed listed contribution and maintains the highest accuracy.

Based on the above results, the proposed system precisely predicts the implant location from the training data. Also, the system obtained the implantation location [52] with minimum time complexity compared to other method. The proposed GLCTNN method uses the postsynaptic node time constant value that monitor the time consumption for this location predicting process. From the various analyses, the system time complexity [47] is measured according to the number of time multiplication process performed ($n_{mul}$) and activation function ($n_g$) used while predicting the dental implantation location [53]. Therefore, the time complexity is computed as follows:

$$\text{Time Complexity} = n_{mul} + n_g \quad (15)$$

and the time complexity of GLCTNN network is computed as follows:

$$\text{time} = \sum_{k=2}^{n_{\text{layers}}} \left( n^{(k)} n^{(k-1)} n^{(k-2)} \right) + \left( n^{(1)} n^{(0)} \right)$$

$$= \sum_{k=1}^{n_{\text{layers}}} \left( n^{(k)} \right) \quad (16)$$

$$n_{mul} = n_{\text{layer}} n^3 \quad (17)$$

$$n_{mul} = n n^3 = O(n^4) \quad (18)$$

$$n_g = n_{\text{layer}} n = O(n^2) \quad (19)$$

The time complexity is computed as $O(n^4)$ in which complexity is varied according to the number of layers used in the network. The effective training and learning process [54] helps minimize the time complexity and enhanced the efficiency of dental implantation process. Thus, we can conclude that the proposed GLCTNN robot-assisted dental implantation system successfully performs the clinical surgery using the training data.

VI. CONCLUSION AND FUTURE WORK

This article proposed a robotic-assisted system for dental implantation. An intelligent model is developed with the robotic arm to perform the implantation process. The developed robots are trained by applying the continuous time neural network; the training process is further optimized by applying the Meta heuristic guided search algorithm which uses the features and relevant penalty for predicting...
the exact location of implantation process. This process effectively identifies the accurate location with maximum average accuracy (99.5%) and minimum average deviation (0.323) compared to W-J48, Naïve Bayes (NB), Support Vector Machine (SVM), K-Nearest Neighboring (KNN), Nearest Neighbors with Structural Risk Minimization (NNSRM) and Generalized Regression Neural Network (GRNN) approaches. This work can be extended by applying the optimized neural network to predict the interior details for implantation process.

REFERENCES

[1] G. C. Mejia, H. W. Elani, S. Harper, W. M. Thomson, X. Ju, I. Kawachi, J. S. Kaufman, and L. M. Jamieson, “Socioeconomic status, oral health and dental disease in Australia, Canada, New Zealand and the United States,” BMC Oral Health, vol. 18, no. 1, pp. 176, Dec. 2018, doi: 10.1186/s12903-018-0630-3.

[2] M. Temiz, E. Dayi, and N. Saruhan, “Evaluation of blood titanium levels and total bone contact area of dental implants,” BioMed Res. Int., vol. 2018, pp. 1–7, Jun. 2018, doi: 10.1186/s12439-018-12163-9.

[3] A. Alrahlah, R. Khan, K. Alotaibi, Z. Almutawa, H. Fouad, M. Elsharawy, and N. Silikas, “Simultaneous evaluation of creep deformation and recovery of bulk-fill dental composites immersed in food-simulating liquids,” Materials, vol. 11, no. 7, pp. 1180, 2018.

[4] B. Karahalil, E. Kadioglu, A. M. Tuzuner-Oncul, E. Cimen, E. Emere, and R. S. Kisinisci, “Micronucleus assay assessment of possible genotoxic effects in patients treated with titanium alloy endosseous implants or miniplates,” Mutation Res./Genet. Toxicol. Environ. Mutagenesis, vol. 760, pp. 70–72, Jan. 2014.

[5] A. A. Al Kheraif, A. A. Wahha, and H. Fouad, “Detection of dental diseases from radiographic 2d dental image using hybrid graph-cut technique and convolutional neural network,” Measurement, vol. 146, pp. 333–342, Nov. 2019.

[6] L. Gaviria, J. P. Salcido, T. Guda, and L. J. Ong, “Current trends in dental disease in Australia, Canada, New Zealand and the United States,” Int. J. Implant Dentistry, vol. 72, no. 8, pp. 703–713, 2014.

[7] F. Duttenhoefer, M. A. Faessinger, Y. Beckmann, R. Schmelzeisen, K. A. Groetz, and M. Boeker, “Dental implants in immunocompromised patients: A systematic review and meta-analysis,” Int. J. Implant Dentistry, vol. 1, no. 4, pp. 1–14, Dec. 2019.

[8] S. G. Ansari, H. Fouad, H.-S. Shin, and Z. A. Ansari, “Electrochemical enzyme-like urea sensor based on nano-tin oxide synthesized by hydrothermal technique,” Chemoico-Biol. Interact., vol. 242, pp. 45–49, Dec. 2015.

[9] M. Haque, H. Fouad, H. See, O. Alothman, and Z. Ansari, “Cu-doped ZnO nanoparticles as an electrochemical sensing electrode for cardiac biomarker myoglobin detection,” IEEE Sensors J., vol. 20, no. 15, pp. 8820–8832, Aug. 2020.

[10] M. Goeliner, J. Schmitt, M. Karl, M. Wichmann, and S. Holst, “The effect of axial and oblique loading on the micromovement of dental implants,” Int. J. Oral Maxillofacial Implants, vol. 26, no. 2, pp. 257–264, 2011.

[11] Z. Cao, C. Qin, S. Fan, D. Yu, Y. Wu, J. Qin, and X. Chen, “Pilot study of a surgical robot system for zygomatic implant placement,” Med. Eng. Phys., vol. 75, pp. 72–78, Jan. 2020.

[12] E. D. Rzekow, “Digital Dentistry: The new state of the art—is it destructive or beneficial?” Dental Mater., vol. 36, no. 1, pp. 9–24, Jan. 2020.

[13] Y. MedGadget. (2017). The First Robotic Dental Surgery System Now Cleared by Fda Medgadget. Accessed: Jul. 2019. [Online]. Available: https://qqq.medgadget.com/201703yomi-first-robotic-dental-surgery-system-now-cleared-fda.html

[14] Y. A. Alsididdiky, W. Awwad, K. Bakarman, H. Fouad, and N. M. Mahmoud, “Magnetic resonance imaging evaluation of vertebral tumor prediction using hierarchical hidden Markov random field model on Internet of medical things (IoMT) platform,” Measurement, vol. 159, Jul. 2020, Art. no. 107772.

[15] A. Khan and K. Maity, “A comprehensive GRNN model for the prediction of cutting force, surface roughness and tool wear during turning of CP-Ti grade 2,” Silicon, vol. 10, pp. 2181–2191, May 2018, doi: 10.1007/s12633-017-9749-0.

[16] T. Cui, Y. Wang, X. Duan, and X. Ma, “Control Strategy and experiments for robot assisted craniomaxillofacial surgery system,” Math. Problems Eng., vol. 2019, Mar. 2019, Art. no. 4853046, doi: 10.1155/2019/4853046.

[17] K. M. Al-Onni, M. Al-Massi, M. M. Alhijawi, and E. Lynch, “Combined implant and tooth support: An up-to-date comprehensive overview,” Int. J. Dentistry, vol. 2017, Mar. 2017, Art. no. 6024565, doi: 10.1155/2017/6024565.

[18] V. Klimecs, A. Grishulonoks, I. Salma, L. Neimane, J. Locs, E. Saurina, and A. Skagers, “Bone loss around dental implants 5 years after implantation of biphasic calcium phosphate (HaP/TCP) granules,” J. Healthcare Eng., vol. 2018, Dec. 2018, Art. no. 4804902, doi: 10.1155/2018/4804902.

[19] Y. Wang and X. Duan, “Spatial registration for a three-arm robot assisted mandible reconstruction surgery,” Math. Problems Eng., vol. 2015, pp. 1–10, Jul. 2015, doi: 10.1155/2015/689278.

[20] J. Kettenbach, L. Kara, G. Toporek, M. Fuerst, and G. Kronreif, “A robotic needle-positioning and guidance system for CT-guided puncture: Ex vivo results,” Minimally Invasive Therapy Allied Technol., vol. 23, no. 5, pp. 271–278, 2014.

[21] F. Papaspyridakos, C.-J. Chen, M. Singh, H.-P. Weber, and G. O. Gallucci, “Success criteria in implant dentistry: A systematic review,” J. Dental Res., vol. 91, no. 3, pp. 242–248, 2011.

[22] Prevalence and Mean of Dental Cavities (Cavities) among Maryland School Children, 2005–2006. [Online]. Available: https://catalog.data.gov/dataset/prevalence-and-mean-of-dental-caries-cavities-among-maryland-school-children-2005-2006

[23] S. Liu, “Confidence interval estimation for coefficient of variation,” M.S. thesis, Dept. Math. Statist., Georgia State Univ., Atlanta, GA, USA, Feb. 2014.

[24] O. Basem Alija, L. C. Peng, A. T. Khader, and M. A. Al-Betar, “Intelligent water drops algorithm for rough set feature selection,” in Intelligent Information and Database Systems ( Lecture Notes in Computer Science), vol. 7803, Berlin, Germany: Springer, 2013.

[25] L. Wu, L. Lu, J. Liu, and M. Guo, “Dynamics of continuous-time neural networks with delays,” in Advances in Neural Networks–ISNN 2007 ( Lecture Notes in Computer Science), vol. 4491, D. Liu, S. Fei, Z. G. Hou, H. Zhang, and C. Sun, Eds, Berlin, Germany: Springer, 2007.

[26] L. Wei and C.-B. Feng, “Exponential periodicity of continuous-time and discrete-time neural networks with delays,” Neural Process. Lett., vol. 19, no. 2, pp. 131–146, Apr. 2004.

[27] A. Cristini, M. Salerno, and G. Susi, “A continuous-time spiking neural network paradigm,” in Advances in Neural Networks: Computational and Theoretical Issues, vol. 37, S. Bassis, A. Esposito, and F. Morabito, Eds, Cham, Switzerland: Springer, 2015.
[36] C. Voudouris, E. P. K. Tsang, and A. Alsheddy, “Guided local search,” in Handbook of Metaheuristics, M. Gendreau and J.-Y. Potvin, Eds. Cham, Switzerland: Springer, 2010, pp. 321–361.

[37] E. Mijiritsky, Z. Mazor, A. Lorean, and L. Levin, “Implant diameter and length influence on survival: Interim results during the first 2 years of function of implants by a single manufacturer,” Implant Dentistry, vol. 22, no. 4, pp. 394–398, Aug. 2013.

[38] S. Seth and P. Kalra, “Effect of dental implant parameters on stress distribution at bone-implant interface,” Int. J. Sci. Res., vol. 2, no. 6, pp. 121–124, 2013.

[39] C. M. Abraham, “A brief historical perspective on dental implants, their surface coatings and treatments,” Open Dentistry J., vol. 8, no. 1, pp. 50–55, May 2014, doi: 10.2174/1874210601408010050.

[40] M. Assad and N. Jackson, “Dental implant placement,” in Encyclopedia of Biomedical Engineering, vol. 2, Cham, Switzerland: Springer, 2019.

[41] T. Otani, A. J. Rairgrodski, L. Mancl, I. Kanuma, and J. Rosen, “In vitro evaluation of accuracy and precision of automated robotic tooth preparation system for porcelain laminate veneers,” J. Prosthetic Dentistry, vol. 114, no. 2, pp. 229–235, Aug. 2015.

[42] X. Sun, F. D. McKenzie, S. Bawab, J. Li, Y. Yoon, and J.-K. Huang, “Automated dental implantation using image-guided robotics: Registration results,” Int. J. Comput. Assist. Radiol. Surg., vol. 6, no. 5, pp. 627–634, Sep. 2011, doi: 10.1007/s10182-011-0543-3.

[43] R. C. Gupta, S. Z. Sim, and S. H. Ong, “Analysis of discrete data by Conway–Maxwell Poisson distribution,” ASIA Adv. Stat. Anal., vol. 98, no. 4, pp. 327–343, Oct. 2014, doi: 10.1007/s10182-014-0226-4.

[44] J. W. Wicks, “The calculation of the index of dissimilarity on a computer terminal,” Behav. Res. Methods Instrum., vol. 7, p. 380, Jul. 1975, doi: 10.3758/BF03201545.

[45] L. Turko, “A new manner to use application of Shannon Entropy in similarity computation,” J. Math. Chem., vol. 49, p. 2330, Aug. 2011, doi: 10.1007/s10910-011-9889-1.

[46] B. Ratner, “The correlation coefficient: Its values range between +1/−1, or do they?” J. Targeting, Meas. Anal. Marketing, vol. 17, no. 2, pp. 139–142, Jun. 2009, doi: 10.1057/jt.2009.5.

[47] B. Lamiroy and T. Sun, “Computing precision and recall with missing terminal,” in Graphics Recognition. New Trends and Challenges (Lecture Notes in Computer Science), vol. 7423, Y. B. Kwon and J. M. Ogier, Eds. Berlin, Germany: Springer, 2013.

[48] L. Derczynski, “Complementarity, F-score, and NLP evaluation,” in Proc. Int. Conf. Lang. Resour. Eval., 2016, pp. 261–266.

[49] S. M. Saqlain, M. Sher, F. A. Shah, I. Khan, M. U. Ashraf, M. Awais, and A. Ghani, “Fisher score and matthews correlation coefficient-based feature subset selection for heart disease diagnosis using support vector machines,” Knowl. Inf. Syst., vol. 58, no. 1, pp. 139–167, Jan. 2019, doi: 10.1007/s10115-018-1185-y.

[50] W. Huang, H. Hong, G. Song, and K. Xie, “Deep process neural network for temporal deep learning,” in Proc. Int. Joint Conf. Neural Netw. (IJCNN), Jul. 2014, pp. 465–472.

[51] Robotics in Dental Implantology. [Online]. Available: https://www.ncbi.nlm.nih.gov/pubmed/31103316

[52] H. Fouad, A.-H.-I. Mourad, B. A. Alshammari, M. K. Hassan, M. Y. Abdallah, and M. Hashem, “Fracture toughness, vibration modal analysis and viscoelastic behavior of Kevlar, glass, and carbon fiber/epoxy composites for dental-post applications,” J. Mech. Behav. Biomed. Mater., vol. 101, Jan. 2020, Art. no. 103456.

[53] P. P. Sedghizadeh and A. C. Jones, “Osteonecrosis of the jaw: Clinicopathologic and radiologic features,” in The Duration and Safety of Osteoporosis Treatment, S. Silverman and B. Abrahamsen, Eds. Cham, Switzerland: Springer, 2016.

[54] D. S. Nandal, D. P. Ghahat, D. H. Shewhawat, and D. P. Nagar, “Osseointegration in dental implants: A literature review,” Indian J. Appl. Res., vol. 4, no. 7, pp. 411–413, Oct. 2011, doi: 10.1373/2249555XJuly2014/129.

**MOHAMED HASHEM** received the bachelor’s degree in dental medicine and surgery and the M.Sc. and Ph.D. degrees in dental materials from Al-Azhar University, Cairo, Egypt, in 2000 and 2003, respectively. He is mainly focused on “Infection control in dentistry by sterilization and disinfection of some dental instruments and dental prostheses” for his Ph.D. He is currently an Associate Professor of the Dental Health Department College of Applied Medical Sciences, King Saud University.

**MONIS LUQMAN MOHAMMED** received the B.Tech. degree in mechanical engineering from Jawaharlal Nehru Technological University Hyderabad, India, and the master’s degree in mechanical engineering from King Saud University, Saudi Arabia, where he is currently pursuing the Ph.D. degree. His research interests include nanomaterials, biocompatible polymers, ceramics, tissue engineering, and biomaterials.

**AHMED E. YOUSSEF** received the B.Sc. and M.Sc. degrees in electronics and electrical communications engineering from Helwan University, Egypt, and the M.Sc. and Ph.D. degrees in computer science and engineering from the University of Connecticut (UCConn), CT, USA. He is currently an Associate Professor of King Saud University (KSU). His research interests include cloud computing, edge computing, the IoT, big data, and artificial intelligence.

* * *