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Abstract—In this paper, we consider a wireless network of smart sensors (agents) that monitor a dynamical process and send measurements to a base station that performs global monitoring and decision-making. Smart sensors are equipped with both sensing and computation, and can either send raw measurements or process them prior to transmission. Constrained agent resources raise a fundamental latency-accuracy trade-off. On the one hand, raw measurements are inaccurate but fast to produce. On the other hand, data processing on resource-constrained platforms generates accurate measurements at the cost of non-negligible computation latency. Further, if processed data are also compressed, latency caused by wireless communication might be higher for raw measurements. Hence, it is challenging to decide when and where sensors in the network should transmit raw measurements or leverage time-consuming local processing. To tackle this design problem, we propose a Reinforcement Learning approach to learn an efficient policy that dynamically decides when measurements are to be processed at each sensor. Effectiveness of our proposed approach is validated through a numerical simulation with case study on smart sensing motivated by the Internet of Drones.

I. INTRODUCTION

Networked Control Systems have represented a major breakthrough in control theory and applications, whereby sensing, computation, and actuation shift from being classically centralized to decentralized and distributed paradigms. This empowers multiple agents to coordinate and collaborate towards complex global tasks, such as management of electricity and energy harvesting in smart grids [1], [2], efficient resource utilization in the Internet of Things and smart agriculture [3], [4], modularization and productivity enhancement in Industry 4.0 [5], [6], [7], and traffic management enabled by interconnected vehicles [8], [9].

Further pushed by recent technological advances on both fronts of embedded electronics, such as micro controllers and GPU processors [10], [11], and powerful communication for massive local networks, such as 5G [12], [13], the current trend is to rely heavily on smart sensors and lightweight devices to share the computational burden across all network resources. Leading paradigms in this respect, such as edge [14], [11], and fog computing [15], and federated learning, are being investigated across several application domains [16], [17]. However, emerging edge technologies are still limited compared to powerful servers and cloud resources. Indeed, resource-constrained devices need to account for several factors including hardware speed and energy consumption, whereby local data processing comes at the cost of non-negligible runtime. In particular, we consider the general scenario where a network of agents, such as robots or smart sensors, is coordinated by a central station that receives environmental data to perform remote monitoring or decision-making on a dynamical process of interest. Limited resources induce a latency-accuracy trade-off at individual agents (also attention vs. precision in robotics): sensors can either send raw, inaccurate measurements to the base station, or refine them locally before transmission, incurring extra processing delay due to hardware-constrained computation. Common options are averaging or filtering of noisy samples, compression of images or other high-dimensional data [18], [19], or descent direction computation in online learning [20], [21]. The dynamical nature of the monitored system makes such delayed processed measurements obsolete, so that sensing design for multiple, possibly heterogeneous, agents becomes nontrivial at network level, and may require online adaptation of local processing. In particular, as agents cooperate towards the global task, the choice of which of them should transmit raw or processed data, and when should they do that, induces a challenging design problem. Also, bandwidth constraints given by wireless channel may further increase complexity of the design by introducing non-negligible communication latency. Moreover, local computation might also compress collected information, so that raw measurements might take longer to be communicated to the base station.

Related literature. Control theory traditionally focuses on wireless communication-aware estimation and control, tailoring unreliability, latency, and packet drop [22], [23]. Sensors are usually fixed, so that the latency-accuracy trade-off is not addressed, and local computation need not relate to communication latency. Similar considerations also apply to literature in sensor selection and resource allocation [24], [25], [26], [27], which considers sensing design in the presence of budget constraints, with little attention to impact of delays (or even dynamics) on performance. Also in recent work on code-alignment of sensing, communication, and control [28], [29], [30], there is still no unifying framework that ties adaptive local processing and sensing design with variable computation and communication delays. Within robotic literature, computation offloading in cloud robotics targets resource-constrained robots and wireless communication, but processing is usually designed
for a single robot and may also neglects system dynamics [31]. Finally, a body of literature tailored to edge and fog computing studies resource-constrained edge devices that perform local computation, but still with little understanding of the actual system dynamics on performance and main focus on analysis or limited budget [32], [33]. In contrast, we address jointly sensing (agent local processing), computation and communication latency, and system dynamics, within a sensing design framework tailored to optimal performance.

In [34], the authors proposed a general model for a processing network, including impact of computation-dependent delays on system dynamics, and provided a heuristic sensing design. However, a major limitation of that work is that the designed sensing policy is static, i.e., agents cannot adapt their processing online, which may hinder performance, in general. Also, it was assumed that sensors could store new incoming samples in an (infinite) buffer while processing one measurement. We overcome both restrictions through a novel framework that leverages the core insights presented in [34].

We propose two main contributions. First, we propose a new model for a processing network, which tailors more realistic sampling by resource-constrained agents that can adapt their local processing online to exploit the latency-accuracy trade-off. We address sensing design to manage processing across the network as an optimization problem that explicitly quantifies impact of computation and latency on performance (Section II). To solve this problem, we propose a Reinforcement Learning (RL) approach, which is detailed in Section III. RL, and data-driven methods in general, are becoming more and more popular in design of networked control systems and edge computing, because of the challenges of real-world applications [35], [17], [21]. Finally, in Section IV we validate our approach with a numerical simulation motivated by the Internet of Drones.

II. SYSTEM OVERVIEW AND PROBLEM FORMULATION

In this section, we first present the components of a processing network (Section II-A), and state the general problem of optimal estimation (Section II-B). Then, we propose a tractable version of that problem, and present a simplified setup with homogeneous sensors (Section II-C).

A. System Model

We consider a networked control system where smart sensors sample a time-varying signal and communicate acquired measurements to a common base station. In the following, we describe in detail the components that model such a processing network.

Dynamical System. The process of interest is described by a time-varying discrete-time linear dynamical system,

\[ x_{k+1} = A_k x_k + w_k, \]  

(1)

where \( x_k \in \mathbb{R}^n \) is the to-be-estimated state of the system, \( A_k \in \mathbb{R}^{n \times n} \) is the state matrix, and \( w_k \sim \mathcal{N}(0, W_k) \) is Gaussian noise that captures uncertainty in the model. In view of sensor sampling and subsequent data transmission, we assume a discretized dynamics with time step \( T \) and subscript \( k \in \mathbb{N} \) meaning the \( k \)th discrete time instant \( kT \). Without loss of generality, we set the first instant \( k_0 = 1 \). The sampling time \( T \) represents a suitable time scale for the global monitoring and, possibly, decision-making task at hand.

Smart Sensors. Process modeled by (1) is measured by \( N \) smart sensors (also, sensors or agents) in the set \( \mathcal{V} = \{1, \ldots, N\} \), which output a noisy sample of the state,

\[ y_k^{(i)} = x_k + v_k^{(i)}, \quad v_k^{(i)} \sim \mathcal{N}(0, V_i(k)) \]  

(2)

where \( y_k^{(i)} \) is the measurement collected by the \( i \)th sensor at time \( k \), \( i \in \mathcal{V} \), and \( v_k^{(i)} \) is measurement noise.

Agents can either communicate raw measurements or process collected information locally before transmission. Decentralized processing is largely employed in modern networked systems, whereby edge- and fog-computing paradigms alleviate the computational burden of resource-constrained edge servers or workstations. Processing may account for data compression, filtering, or more complex tasks such as feature extraction in robotic perception or gradient computation in online learning. Because of their limited hardware resources, the above choice generates a latency-accuracy trade-off at each agent: raw measurements are less accurate, but computation of processed data comes at the cost of extra delay. In particular, dynamics (1) progressively makes outdated measurements less informative with respect to the current state of the system, so that high accuracy alone might not pay off in a real-time monitoring task. The ensemble of all choices for local processing at agents (sensing configurations) affects global performance in a complex manner, whereby the presence of multiple agents renders unclear which of them should rely on local processing and which ones would be better off transmitting raw measurements. Indeed, [34] shows analytically that, with identical sensors, the optimal steady-state configuration is nontrivial. Also, the optimal sensing configuration is time varying, in general. We formally model the trade-off at each sensor through the following assumptions.

Assumption 1 (Sensing modes). The \( i \)th sensor can operate in either raw or processing mode. Raw measurements are generated after delay \( \tau_{i,\text{raw}} \) with noise covariance \( V_{i,\text{raw}} \equiv V_{i,\text{raw}} \). Processed measurements are generated after processing delay \( \tau_{i,\text{proc}} \) with noise covariance \( V_{i,\text{proc}} \equiv V_{i,\text{proc}} \).

Assumption 2 (Nominal sampling frequency). If the \( i \)th sensor acquires a sample at time \( k \), the next sample occurs at time \( k^+ = s_i(k) \),

\[ s_i(k) \equiv \begin{cases} k + \tau_{i,\text{raw}} & \text{if } y_k^{(i)} \text{ is raw} \\ k + \tau_{i,\text{proc}} & \text{if } y_k^{(i)} \text{ is processed} \end{cases}, \]  

(3)

\[ K_i = \{s_i^t(k_0)\}_{t=0}^\infty \]  

(4)

s.t. \( s_i^{t+1}(k) = s_i^t(k_0) \) if \( s_i^t(k_0) \) is defined, where \( K_i \) is the sequence of all sampling instants from \( k_0 \), and we denote the \( t \)th element of the sequence by \( K_i[t] \).
**Assumption 3** (Latency-accuracy trade-off). For each sensor $i \in \mathcal{V}$, it holds $\tau_{i,\text{proc}} > \tau_{i,\text{raw}}$ and $V_{i,\text{raw}} > V_{i,\text{proc}}$.  

In words, Assumption 3 states that sensors have no buffer, but a new sample is collected only after the previous one has been transmitted (and possibly processed). Similarly to [34], Assumption 3 models high accuracy through “small” intensity (covariance) of measurement noise, e.g., uncertainty of $1 \text{m}^2$ of raw vs. $0.1 \text{m}^2$ of processed distance measurements.

**Remark 1** (Multiple processing modes). Sensors may have multiple options to process data. For example, robots equipped with smart cameras might run different geometric inference algorithms exhibiting latency-accuracy trade-off (in general, anytime behavior [36]). While we stick to a single processing mode for the sake of simplicity, our model and learning framework in Section III can also be extended in that respect.

**Wireless communication.** All sensors transmit over a shared wireless channel. This introduces communication latency to transport data from sensors to the base station, due to constraints of wireless transmission. Two scenarios are possible: either delays do not depend on agent local processing (e.g., ARMA filtering), or processed data are compressed (e.g., 3D mesh compression). The latter case may bear a second performance trade-off: raw data are fast to compute but their transmission takes long, and vice versa for processed data.

**Assumption 4** (Communication model). Packet drop and channel erasure probability are negligible.

**No compression.** Raw and processed data are transmitted with communication delay $\delta_i \geq 1$, $i \in \mathcal{V}$.

**Compression.** Raw measurements are transmitted with communication delay $\delta_i = \delta_{i,\text{raw}}$ and processed measurements with communication delay $\delta_i = \delta_{i,\text{proc}} \leq \delta_{i,\text{raw}}$.

The delay at reception $\Delta_i$ is the overall delay of measurements transmitted by the $i$th sensor to the base station. In particular, $\Delta_{i,\text{raw}} = \tau_{i,\text{raw}} + \delta_{i,\text{raw}}$ and $\Delta_{i,\text{proc}} = \delta_{i,\text{proc}} + \tau_{i,\text{proc}}$.

Fig. 1 illustrates sensing operations with computation delays and transmissions with communication delays.

**Base Station.** Data are transmitted to a base station in charge of estimating the state of the system $x_k$ in real time. This enables global monitoring and possibly decision-making, e.g., remote target tracking or centralized online learning.

**Definition 1** (Available sensory data). In view of Assumptions 1 and 2, all sensory data available at the base station at time $k$ are

$$
\mathcal{Y}_k \triangleq \bigcup_{i \in \mathcal{V}} \bigcup_{t \in \mathbb{N}} \left\{ \left( y_{i,K_i[t]}, V_{i,K_i[t]} \right) : K_i[t] + \Delta_{i,K_i[t]} \leq k \right\},
$$

$$
\Delta_{i,K_i[t]} = \begin{cases} 
\Delta_{i,\text{raw}} & \text{if } y_{i,K_i[t]} \text{ is raw} \\
\Delta_{i,\text{proc}} & \text{if } y_{i,K_i[t]} \text{ is processed},
\end{cases}
$$

where the $l$th measurement from the $i$th sensor $y^{(i)}_{i,K_i[t]}$ is sampled at time $K_i[t]$ and received after overall delay $\Delta_{i,K_i[t]}$.

According to Definition 1, a measurement $y^{(i)}_h$ is available for real-time estimation at time $k$ if it is successfully delivered to the base station before or at time $k$, which entails that it has delay $\Delta_{i,h}$ through computation and communication. In Fig. 1 estimate of $x_{k_2}$ is computed using only the first (leftmost) measurement, which is received after delay $\Delta_{i,\text{proc}}$.

**B. Problem Statement**

The trade-offs introduced in the previous section make the sensing design challenging when this scales to network level. In particular, it is not clear which sensors should transmit raw measurements, with poor accuracy and possibly long communication, and which sensors should refine data locally, with extra processing delay, and further, when should they choose either mode. Henceforth, it is desired to design sensing policies that decide on potential processing on-board each sensor in the network. We denote the policy for the $s$th sensor by $\pi_i = \{ \pi_i,k \}_{k \in \mathbb{N}}$. Each sensing decision $\pi_{i,k}$ is a binary variable: if $\pi_{i,k} = 0$, the measurement collected by sensor $i$ at time $k$ is transmitted raw, while if $\pi_{i,k} = 1$ the measurement is processed. Note that the sampling sequence $K_i$ itself will depend on policy $\pi_i$, according to evolution (5), cf. Fig. 1.

The estimate of $x_k$, denoted by $\hat{x}_k$, is computed via Kalman predictor, which is the optimal estimator for linear systems driven by Gaussian noise. It can be shown, e.g., via standard state augmentation, that the Kalman predictor is optimal even with delayed or dropped measurements, whereby it suffices to ignore updates with measurement associated with missing data. Out-of-sequence arrivals can be handled by recomputing the most recent update steps starting from the latest arrived measurements, or by more sophisticated techniques [37], [38]. Let $\tilde{x}_k = x_k \hat{x}_k$ denote the estimation error associated with $\hat{x}_k$, and let $P_k = \text{Var}(\tilde{x}_k)$ the error covariance matrix. We state the sensing design as an optimal estimation problem.
Problem 1 (Sensing Design for Processing Network). Given system (1−2) with Assumptions [1−4], find the optimal sensing policies \( \{\pi_i\}_{i \in V} \), so as to minimize the time-averaged estimation error variance with horizon \( K \),

\[
\arg \min_{\pi_i \in \Pi_i, i \in V} \frac{1}{K} \sum_{k=k_0}^{K} \text{trace} \left( P_k^\pi \right) 
\]

\[
\text{s.t. } P_{k_0}^\pi = \mathcal{J}_{\text{Kalman}}(Y_k^\pi) 
\]

where the Kalman predictor \( \mathcal{J}_{\text{Kalman}}(\cdot) \) computes at time \( k \) state estimate \( \hat{x}_k^\pi \) and error covariance matrix \( P_k^\pi \) using data \( Y_k^\pi \) available at the base station according to \( \pi = \{\pi_i\}_{i \in V} \), and \( \Pi_i \) gathers all causal sensing policies of the \( i \)th sensor.

**C. Sensing Policy: a Centralized Implementation**

Problem 1 is combinatorial and does not scale with the size of the system. This raises a computational challenge in finding efficient sensing policies, as the search space may easily explode. On the one hand, the possible simultaneous sensing configurations do not scale with the number of sensors, e.g., 10 sensors yield \( 2^{10} = 1024 \) possible sensing configurations at each sampling instant. On the other hand, Problem 1 also requires to design the policy for each sensor, which is a combinatorial problem by itself that scales exponentially with the time horizon \( K \). Furthermore, each sensing policy \( \pi \) not only affects data delay and accuracy, but also determines the sampling sequence \( K_i \) for the \( i \)th sensor (cf. (3)), augmenting the search space to all possible sampling instants.

To make the problem more tractable, we restrict to a simple setup that greatly reduces computational complexity while still enabling useful insights and relevance to applications. We then propose a simplification of the original Problem 1 to be tackled by our learning method (Section III).

**Remark 2 (Complexity with multiple processing modes).** In the general case where the \( i \)th sensor has \( C_i \) processing modes, there are \( \prod_{i \in V} C_i \) sensing configurations in total.

1) Homogeneous Sensors: In this case, all sensors have identical sensing modes and noise statistics,

\[
y^{(i)}_k = x_k + v^{(i)}_k, \quad v^{(i)}_k \sim \mathcal{N}(0, V_k),
\]

with \( V_k = V_{\text{raw}} \) or \( V_k = V_{\text{proc}} \) for raw and processed data, respectively. Further, all sensors have computational delays \( \tau_{\text{raw}} \) and \( \tau_{\text{proc}} \) and communication delays \( \delta_{\text{raw}} \) and \( \delta_{\text{proc}} \) (\( \delta \) in case of no compression), for raw and processed data, respectively. Such homogeneous sensor scenario models the special but relevant case where sensors are interchangeable. This happens, e.g., with sensors monitoring temperature in large plants or with smart cameras extracting high-level information such as object pose.

2) Problem Simplification: In this scenario, one just needs to decide how many, rather than which, sensors shall process at each time. Hence, the amount of sensing configurations drops to \( N + 1 \), greatly reducing the search space. Accordingly, we shift attention to a centralized homogeneous sensing policy.

**Definition 2 (Homogeneous sensing policy).** A homogeneous sensing policy is a sequence \( \pi_{\text{hom}} = \{\pi_{\text{hom}, \ell}\}_{\ell = 1} \), where each homogeneous decision \( \pi_{\text{hom}, \ell} \in \{0, \ldots, N\} \) is taken at time \( k^{(\ell)} \). If \( \pi_{\text{hom}, \ell} = p \), then \( p \) sensors process their measurements and \( N - p \) send them raw between times \( k^{(\ell)} \) and \( k^{(\ell + 1)} \). Without loss of generality, we set \( k^{(1)} = k_0 \) and \( k^{(L)} < K \).

In words, the base station decides for all sensors at predefined time instants, which is convenient both in practical applications and to set up our learning procedure. However, frequency of decisions may be arbitrary, in general.

Centralized decisions may be communicated while some sensors are still processing their data According to standard real-time control [39], [40], we assume what follows.

**Assumption 5 (Sampling frequency with homogeneous sensing policy).** Decision \( \pi_{\text{hom}, \ell} \) affects the minimum amount of sensors possible. When a sensor is commanded to switch mode, the current measurement is immediately discarded and sampling restarts with the new mode. Hence, given a measurement sampled at time \( k \), dynamics (2) becomes

\[
s^{(i)}_k(k) \triangleq \begin{cases} 
\min \left\{ k + \tau_{\text{raw}}, k^{(\ell)} \right\} & \text{if } y^{(i)}_k \text{ raw} \\
\min \left\{ k + \tau_{\text{proc}}, k^{(\ell)} \right\} & \text{if } y^{(i)}_k \text{ processed} 
\end{cases}
\]

where \( y^{(i)}_k \) is sampled before decision \( \pi_{\text{hom}, \ell} \) is communicated and it is discarded if it is not transmitted by time \( k^{(\ell)} \). Further, we require \( k^{(\ell + 1)} \geq k^{(\ell)} + \tau_{\text{proc}}, \ell = 1, \ldots, L - 1 \).

In view of Assumption 5 the available sensory data at the base station now exclude measurements discarded by overlapping decisions. Formally, for the \( i \)th sensor, such data are raw (resp., processed) measurements \( y^{(i)}_k \) sampled under decision \( \pi_{\text{hom}, \ell - 1} \) such that \( k + \tau_{\text{raw}} > k^{(\ell)} \) (resp., \( k + \tau_{\text{proc}} > k^{(\ell)} \)).

In the general case with \( C \) processing modes for each sensor, the total amount of configurations becomes \( \binom{N + C - 1}{C - 1} \).
In this scenario, Problem 1 simplifies as follows.

**Problem 2 (Sensing Design for Homogeneous Processing Network).** Given system \((1), (7)\) with Assumptions [1] and sequence \(\{k^{(t)}\}_{t=1}^{L} \geq k^{(t)} + \tau_{\text{proc}} \forall t < L, L < K\), find the optimal homogeneous sensing policy \(\pi_{\text{hom}}\), with \(t\)th decision \(\pi_{\text{hom},t}\) scheduled at time \(k^{(t)}\), so as to minimize the time-averaged estimation error variance with horizon \(K\),

\[
\arg\min_{\pi_{\text{hom}} \in \Pi_{\text{hom}}} \frac{1}{K} \sum_{k=k_0}^{K-1} \text{trace} (P_{\pi_{\text{hom}}}^k) \quad \text{s.t.} \quad P_{\pi_{\text{hom}}}^0 = P_0, \tag{9}
\]

where the Kalman predictor \(f_{\text{Kalman}}(\cdot)\) computes at time \(k\) state estimate \(\hat{x}_{k|k}^{\pi_{\text{hom}}}\) and error covariance matrix \(P_{\pi_{\text{hom}}}^{k+1}\) using data \(\mathcal{Y}_{k}^{\pi_{\text{hom}}}\) available at the base station according to \(\pi_{\text{hom}}\), and \(\Pi_{\text{hom}}\) gathers all causal homogeneous sensing policies.

**Remark 3 (Heterogeneous sensors).** Problem 2 can be easily generalized to heterogeneous sensors, whereby decisions are centralized and the base station schedules which sensors process data at each decision \(\pi_{t}\). However, while such implementation eliminates complexity given by asynchronous mode switching of agents, the action space may explode with the amount of sensors. To keep computational burden reasonable, here we focus on the homogeneous case. Future work will focus on compute-efficient strategies for heterogeneous networks, possibly via multi-agent Reinforcement Learning.

### III. Reinforcement Learning Framework

By assuming complete knowledge of delays and measurement noise covariances affecting sensors in the different modes, both Problem 1 and 2 become analytically tractable. However, the computation of the exact minimizer requires to keep track of all starts and stops of data transmission for each sensor, resulting in a cumbersome procedure which admits no closed-form expression, and requires to solve a combinatorial problem which scales poorly with the amount of sensors.

Moreover, in real-life scenarios, the assumptions considered in the formulation of the problem may be too conservative, and the latter method does not allow for relaxations. Indeed, as long as either delays or covariances are not explicitly known or have some variability, i.e., they can be modeled by proper random variables, the minimization becomes intractable. This is true even if the expectations of these random variables are known, since the dynamics in Problem 2 leads nonetheless to a non-linear behavior for the quantity of interest.

As a matter of fact, it is clear from Problem 2 that the covariance matrix \(P_{k}\) is strongly affected by the sensing configuration, i.e., which sensors process their data and which transmit them raw. The problem of choosing the optimal sensing policy in order to minimize the uncertainty of estimation is tackled through a Reinforcement Learning algorithm, because it allows much greater flexibility in the formulation and assumptions of the problem.

#### A. General Scenario

The Reinforcement Learning framework [42] consists of an agent interacting with an environment without having any prior knowledge of how the latter works and how its actions may impact on it. By collecting results of the interactions, which are expressed through a reward signal, the agent will learn to maximize this user-defined quantity, under the action of the unknown environment. This can be formalized with the help of the Markov Decision Process framework, in which the tuple \(\langle S, A, \mathcal{P}, r, \gamma \rangle\) characterize all needed elements, i.e., the state space \(S\); the set of all possible actions \(A\); the transition probabilities \(\mathcal{P}\) regulating the underlying system, which may also be deterministic; the reward function \(r\), which is assumed to be a function of the state and the action; and the discount factor \(\gamma\), weighting future rewards. The agent selects actions to be performed on the environment through a control policy, which is here assumed to be a deterministic function \(\pi\) mapping states to actions, \(\pi : S \rightarrow A\). The goal of the learning procedure would be to identify an optimal policy \(\pi^*\), i.e., a map allowing to achieve the highest possible return \(G\) over the long run, according to the unknown transitions imposed by the environment. The return is simply defined as the expectation of the sum of rewards in an episode of \(K\) steps, i.e., \(G = \mathbb{E} \sum_{k=1}^{K} r_k\).

The general problem can then be written as

\[
\max_{\pi \in \Pi} \mathbb{E} \left[ \sum_{k=0}^{K-1} \gamma^k r(s_k, a_k) \right] \quad \text{s.t.} \quad s_{k+1} = g(s_k, a_k) = g(s_k, \pi(s_k)) = g_{\pi}(s_k), \tag{10}
\]

for a generic state-transition function \(g : S \times A \rightarrow S\) representing environment dynamics that embeds the transition probabilities \(\mathcal{P}\), where \(\Pi\) is the space of all admissible policies. One of the simplest and most popular approaches to solve the maximization in (10) is the Q-learning algorithm [43].

Q-learning is a model-free algorithm which finds an optimal policy to maximize the expected value of the return, without learning an explicit model of the environment. This is done by focusing solely on the values of actions at different states, which correspond to the return.

In the tabular setting this method actually builds a lookup table with the action-value for each state-action pair, and updates it with an optimistic variant of the temporal-difference error [44] at every step, weighted by a learning rate \(\alpha\).
The action-value function is defined as

$$Q^\pi(s, a) = \mathbb{E}_\tau \left[ \sum_{k=0}^{K-1} \gamma^k r(s_k, a_k) \mid s_k = s, a_k = a \right],$$

and it expresses the expected return obtained by performing action $a$ at state $s$ and then following policy $\pi$ afterwards.

The Q-learning algorithm iteratively updates an estimate of the action-value function $\hat{Q}$, replacing the current estimate with the one given by the best performing action and bootstrapping for the future predictions.

By defining the optimistic variant of the temporal-difference error as

$$\zeta_k^\pi(s, a) = r(s, a) + \gamma \max_{a'} \left[ \hat{Q} k(s', a') \right] - \hat{Q}_k(s, a),$$

the update for the Q-learning algorithm is given by

$$\hat{Q}_{k+1}(s, a) = \begin{cases} \hat{Q}_k(s, a) + \alpha \zeta_k^\pi(s, a), & k < K-1 \\ (1-\alpha) \hat{Q}_k(s, a) + \alpha r(s_k, a_k), & \text{otherwise} \end{cases},$$

The Q-function is updated at each step $k = 1, 2, \ldots$ of one episode. The policy deployed in the environment to run the episodes and collect rewards is chosen as the $\epsilon$-greedy policy according to the current lookup table, emphasizing the explorative behavior of the algorithm.

In a finite MDP, this approach is known to converge to the optimal action-value function under the standard Monro-Robbins conditions \cite{Sutton1988}.

### B. Optimizing Latency-Accuracy Trade-off

With regard to Problem \[1\] policy $\pi_t$ is made of categorical variables that take as many values as possible sensor modes, and it completely characterizes the potential for intervention in the measuring process of the $i$th sensor. The simplification due to the homogeneous scenario allows to consider a single policy $\pi_{\text{hom}} : \mathcal{S} \rightarrow \mathcal{A}$ described by a sequence of integers (see Definition \[2\]) which indicate how many sensors are required to process their measurements at each time $k^{(\ell)}$. This means that an action $a$ corresponds to the amount of sensors that are required to process their measurements after $a$ is applied, and it lies in the set $\mathcal{A} = \{0, \ldots, N\}$.

Since in the latter case the aim is to minimize the estimation error covariance through the choice of the sensing configuration overtime (see Problem \[2\]), a straightforward metric to be chosen as reward function is the negative trace of matrix $P_k^{\text{hom}}$, which evolves according to the Kalman predictor with delayed updates (Appendix \[A\]). The base station is allowed to change sensing configuration (corresponding to a new action) at each time $k^{(\ell)}$, therefore a natural way of defining the reward is to take the negative average of the trace of the covariance during the interval between times $k^{(\ell)}$ and $k^{(\ell+1)}$, so that the base station can appreciate the performance of a particular sensing configuration in that interval.

This leads to the following specialization of the maximization

$$\max_{\pi_{\text{hom}}} \mathbb{E} \left[ \sum_{\ell=1}^L \gamma^{\ell} \sum_{k=k^{(\ell)}}^{k^{(\ell+1)}} \text{trace} (P_k^{\text{hom}}) \right],$$

s.t. $P_k^{\text{hom}} = \hat{F}_{\text{Kalman}} (Y_k^{\text{hom}})$,

with $k^{(L+1)} = K$. The quantity of interest is the trace of the error covariance and thus a straightforward approach would suggest to take $\mathcal{S} = \mathbb{R}^+$, however to keep the Q-learning in a tabular setting the state space has been discretized through the function $\delta : \mathbb{R}^+ \rightarrow \mathbb{N}^+$. In particular, $\delta$ \[3\] is built by running a full episode for every possible static policy $\pi_{\text{hom}}(\cdot) \equiv a$ (denoted in what follows by "All-$a$"), and selecting $M$ bins in such a way that the relative frequency of the collected states result the same for each bin. This results in the state space $\mathcal{S} = \{0, \ldots, M\}$, and allows for a fair representation of the values of $P_k^{\text{hom}}$ observed along episodes.

The agent is only aware of the bin of $P_k^{\text{hom}}$ at each time $k^{(\ell)}$, and based on that it outputs a sensing configuration $a \in \mathcal{A}$ through $\pi_{\text{hom}}(\cdot)$, given by $a_{k^{(\ell)}} = \pi_{\text{hom}} (\delta \left( \text{trace} (P_{k^{(\ell)}}) \right))$.

### IV. Numerical Simulation

We illustrate the effectiveness of our approach with a numerical experiment involving four agents with homogeneous computation. As a motivating scenario, we consider four drones that are tracking an object (e.g., vehicle) which is moving on a planar surface. Akin \cite{Akin2019}, we assume that the vehicle moves approximately at constant speed, and we model it as a stochastically forced double integrator \cite{Sutton1988} with variance of process noise associated with velocity equal to $10^{-3}$. As for sensing, the four drones are equipped with cameras and can either transmit raw images, that provide a noisy estimate of the vehicle state, or further process camera frames to detect the vehicle onboard and transmit more accurate information. In particular, drones perform object detection with a neural network model amenable for mobile platforms, that guarantees fair accuracy to comply with real-time inference requirements on resource-constrained platforms. We assume cameras sampling at 25FPS and choose processing delays based on real-world data \cite{47, 48}. Further, we set $\mathcal{V}_{\text{raw}} = 2500 \text{ms}$ and $V_{\text{proc}} = 2500 \text{ms}$. As for communication, we assume that transmitted raw camera frames are small, to save bandwidth and transmission power, and consider equal communication delay $\delta$ for raw and processed data. Simulation parameters are summarized in Table \[1\]. Finally, we set $P_0 = 10I$ as initial error covariance of the Kalman filter.

The base station makes a new decision every $500 \text{ms}$, and the predefined sequence of decision instants is thus $k^{(1)} = 0$, $k^{(2)} = 50 = 0.5s \ldots$ We call a time interval between two consecutive decisions a "window", and optimize over a total of ten windows (decisions), with time horizon $K = 500 = 5s$.

Table \[1\] shows the hyperparameters used in the Q-learning. In particular, we force exploration at the beginning to avoid strong biases in the Q-table during the first iterations, and gradually decrease the exploration parameter $\epsilon_t$ at each episode $t$ (note
that one episode corresponds to one full time horizon, \( i.e., \) 10 windows. We let the \( \epsilon \)-greedy policy explore constantly also after many episodes (as \( \epsilon_t \) settles to \( \epsilon_{\text{min}} \)) to make sure that the action space is sufficiently explored for all states, given that the reward difference between similar actions is very small at certain states. Also, we set a small learning rate \( \alpha \) to balance the large difference in rewards that the same state-action pair may experience at different windows (recall that the estimated return is given by the sum of rewards till the end of one episode).

Table III shows the performance obtained with the static policies and the one learned by Q-learning (Q-I), where "Cost" refers to the value of the objective function in (9). Static policy All-a applies action \( a \) at all windows, \( e.g., \) All-2 commands 2 drones to perform object detection. The learned policy Q-I outperforms all static ones, resulting in both smaller estimation cost and larger return (bold). In particular, it always applies action 1 with the exception of the second window, when \( P_k \) is still undergoing the transient phase and it chooses action 0, \( i.e., \) all drones send raw images (Table IV). As the time evolution of trace \( \left( P_k \right) \) in Fig. 3 and its moving average in Fig. 4 show, this is crucial as more frequent measurements are exploited to drop the variance during the second window. Then, the best action on the long run \( a = 1, \ i.e., \) making one single drone process, is recovered till the end of the horizon.

**Remark 4 (Nontrivial optimal design).** All-0 and All-I represent two common design choices: the former neglects processing, so that drones simply send raw images, while the latter fully exploits local processing by all drones at all times. Hence, we achieve two relevant insights. Firstly, none of such standard choices is optimal, as also remarked in [34]. In particular, forcing local processing at all agents may be suboptimal in the presence of computational delays, as shown by the high cost of All-4 in Table III and Fig. 3. Secondly, the optimal policy is in fact time-varying, and exploits the latency-accuracy trade-off in different ways at different times.

**V. Conclusion**

Motivated by resource-constrained networked systems, we have proposed a sensing design that addresses impact on performance of computation and communication latency and of local processing onboard agents. We have tackled this problem via Q-learning, showing that the learned policy can outperform common design choices, as well as static policies.
Assume that all received measurements available at time $k$ are ordered in time as follows,

$$\mathbf{y}_k = \{ (y_{k_0}, V_{k_0}), \ldots, (y_{k_M}, V_{k_M}) \}, \quad k < k_{i+1}, \quad (15)$$

where $M$ is the total amount of measurements and $k_M < k$. Note that the following procedure can handle an out-of-sequence measurement sampled at time $k_0$ (oldest in (15)) and received at time $k$. For the sake of clarity, in (15) we have deliberately omitted subscripts and superscripts associated to sensing mode and sensor. The estimation error covariance given by Kalman predictor starting from $P_{k_0}$ is computed by

$$P_k = \mathcal{P}^{kM:k} \mathcal{U} \left( \ldots \mathcal{U} \left( \mathcal{P}^{k_0:k_1} \mathcal{U} \left( P_{k_0}, V_{k_0} \right), V_{k_1} \right), \ldots, V_{k_M} \right)$$

where the multi-step open-loop update is

$$\mathcal{P}^{k_i:k_j}(P_{k_i}) = \mathcal{P}_{k_j} \circ \cdots \circ \mathcal{P}_{k_i}(P_{k_i}), \quad \mathcal{P}^{k_i:k_j}(P_{k_i}) \triangleq P_{k_i}$$

with $k_i < k_j$, and the update with measurement is

$$\mathcal{U}(P_k, V_k) = \left( (P_k)^{-1} + (V_k)^{-1} \right)^{-1}.$$  
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