Tunnelling of transverse acoustic waves on a silicon chip
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Nanomechanical circuits for transverse acoustic waves promise to enable new approaches to computing, precision biochemical sensing and many other applications. However, progress is hampered by the lack of precise control of the coupling between nanomechanical elements. Here, we demonstrate virtual-phonon coupling between transverse mechanical elements, exploiting tunnelling through a zero-mode acoustic barrier. This allows the construction of large-scale nanomechanical circuits on a silicon chip, for which we develop a new scalable fabrication technique. As example applications, we build mode-selective acoustic mirrors with controllable reflectivity and demonstrate acoustic spatial mode filtering. Our work paves the way towards applications such as fully nanomechanical computer processors and distributed nanomechanical sensors, and to explore the rich landscape of nonlinear nanomechanical dynamics.

I. INTRODUCTION

Large-scale nanomechanical circuits promise diverse applications, from heat mitigation in next-generation computer architectures [1], to integrated nanomechanical sensor arrays for biomedical diagnostics [2], nanomechanical computers robust to ionising radiation [3] and quantum information processing and storage technologies [4–8]. Transverse nanomechanical circuits are particularly important. They dominate applications in nanomechanical sensing and computing [9], and in nonlinear dynamics [10], due to the orders-of-magnitude higher sensitivity and nonlinearity that can be provided by transverse acoustic waves (Supplemental Material [11]). However, progress has been slowed by a lack of effective means to couple acoustic energy between transverse nanomechanical elements. As a result, most transverse nanomechanical circuits created to-date have employed only a few elements [12].

Transverse nanomechanical coupling is conventionally achieved via an effective spring interaction, as illustrated in figure 1(a). For instance, pairs of nanomechanical resonators can be spring-coupled directly using a tether [13–15], or indirectly through their mutual interaction with a common substrate [16]. Acoustic phonons then couple from one element to the next through the intermediary spring. However, resonances in the spring capture acoustic energy and create complex frequency dependence, while the long range of the coupling necessitates large device footprints that are impractical for many applications (see Supplemental Material [11]).

In this paper, we implement a fundamentally different form of transverse-wave coupling, where energy is transferred by virtual phonons (figure 1(b)). To achieve this we develop a new architecture for nanomechanical circuitry based on sequences of zero-mode, single-mode and multimode acoustic waveguides. We show that transverse acoustic waves tunnel through the zero-mode waveguides, which act as tunnel barriers in which only virtual phonons can exist. The tunnel barriers exhibit no resonances due to the absence of real phonons, while the exponential decay of the acoustic excitation within them allows compact device footprints.

Our architecture is CMOS-compatible, allowing the construction of complex nanomechanical devices from a pattern of sub-wavelength-scale holes in a thin membrane. As example applications, we demonstrate mode-selective acoustic mirrors and spatial mode filters on a silicon chip – capabilities required for spatial mode multiplexing and mode-cleaning in phononic circuits. Together, our results provide a pathway for scalable transverse nanomechanical circuitry, with broad applications from distributed sensing to nonlinear phononics.

Figure 1. Coupling types. (a) Spring-coupling. (b) Virtual phonon coupling. Top, schematics of two mechanical elements represented by doubled clamped beams coupled via real (case (a)) or virtual (case (b)) phonons. Bottom, corresponding potential energy landscape as function of position. In case (a), real phonons couple in and out of the spring via allowed states. However, in case (b), the absence of modes results in acoustic tunnelling by virtual phonons.
Figure 2. Experimental setup and dispersion relation. (a) The phononic device consists of an input waveguide, a tunnel barrier and an output waveguide made out of a \( \sim 80 \) nm thick released silicon nitride membrane. Mechanical waves are excited via electrostatic forces between a suspended and an on-chip electrode separated by \( \sim 2 \) \( \mu \)m (left). The mechanical vibrations are detected using heterodyne interferometry (right). (b)-(d) Phononic dispersion relation of the input waveguide, barrier and output waveguide respectively, calculated from equation \[1\]. Mode profiles calculated from the solutions of the wave equation are shown as inset images in figure (b) for the first three modes (\( n = 1, 2, 3 \)). The grey shaded region in figure (b), (c) and (d) indicates the frequency band within the single-mode tunnelling regime.

II. THEORY

The devices developed here are made from a thin (\( \sim 80 \) nm), highly stressed, silicon nitride (Si\(_3\)N\(_4\)) membrane grown upon a silicon (Si) wafer. Once released from the silicon, these membranes support acoustic waves with motion predominantly in the out-of-plane direction \( (z\text{-direction in figure 2(a)}) \). The membrane motion obeys a standard two-dimensional wave equation (see ref [17]) with dispersion relation

\[
\Omega = \sqrt{\frac{\sigma}{\rho}} \left( k_y \right)^2 + \left( \frac{n\pi}{L_x} \right)^2,
\]

where \( \Omega \) is the angular frequency of the acoustic wave excitation, \( \sigma \) the tensile stress of the membrane, \( \rho \) the density of the membrane material, \( k_y \) the wave number in the direction of propagation, \( L_x \) the width of the waveguide in the transverse direction and \( n \) an integer representing the transverse mode number. From this equation, one can see that each mode has a cut off frequency,

\[
\Omega_{c,n} = \sqrt{\frac{\sigma}{\rho}} \left( \frac{n\pi}{L_x} \right)
\]

below which the wave number \( k_y \) is imaginary. Therefore if the mode \( n \) is excited at a frequency below \( \Omega_{c,n} \), there are no real wave vector available in the dispersion relation, the amplitude of the acoustic wave will decay exponentially over distance. Such evanescent waves are associated to the presence of virtual phonons by opposition to real phonons which are associated to propagating acoustic waves (see figure [1]). Thus, there will be a range of frequencies (\( \Omega < \Omega_{c,1} \)) where no mode can propagate, followed by a range of frequencies (\( \Omega_{c,1} < \Omega < \Omega_{c,2} \)) where only the first transverse mode is allowed and the system is single-mode \([17]\). This is the physical phenomenon which will be leveraged in this paper to engineer acoustic tunnelling. Above the second transverse mode cut off frequency, \( \Omega > \Omega_{c,2} \), the membrane can support several acoustic modes and becomes multi-mode.

We designed phononic devices, as shown in Figure 2(a), composed of an input waveguide connected to a narrower-width waveguide section (referred to as the “tunnel barrier” henceforth), itself connected to an output waveguide of the same width as the input waveguide. Since the dispersion relation depends on the width of the waveguide, the input and output waveguides have different dispersion relations to that of the tunnel barrier, as displayed in figure 2(b)-(d). This leads to different first mode cut off frequencies (\( \Omega_{c,1}^{\text{guide}} \) and \( \Omega_{c,1}^{\text{barrier}} \)), and to different operating regimes depending on the excitation frequency \( \Omega \).

If \( \Omega_{c,1}^{\text{guide}} < \Omega < \Omega_{c,1}^{\text{barrier}} \) the acoustic wave can propagate in the guides via its first transverse mode but decays exponentially in the tunnel barrier, partially reflecting and partially tunnelling into the output waveguide. We henceforth refer to this range of frequencies, where the device acts as an acoustic mirror with controllable reflectivity, as the “single-mode tunnelling regime”. The ratio of reflection to tunnelling depends on the magnitude of the exponential decay, and therefore on both the length of the tunnel barrier and the amplitude exponential decay length \( \gamma \). For frequencies within the single-mode tun-
nelling regime, $\gamma$ is given by:

$$\gamma = \left( \frac{\pi}{L_x} \right)^2 - \frac{\Omega^2 \rho}{\sigma} \frac{1}{2}. \tag{3}$$

Thus, the strength of the coupling between the two waveguides can be engineered by carefully choosing the length of the tunnel barrier or the driving frequency. The closer the frequency to $\Omega_{c,1}^{\text{guide}}$, the stronger the coupling is. Indeed, as $\Omega_{c,1}^{\text{barrier}}$ is approached the decay length of the wave approaches infinity so that the acoustic wave is barely attenuated. On the other hand, at frequencies close to $\Omega_{c,2}^{\text{guide}}$ the decay length reaches a minimum of $((\pi/L_x^{\text{barrier}})^2 - (\pi/L_x^{\text{guide}})^2)^{-1/2}$, leading to maximal attenuation.

### III. MESSED MECHANICAL SYSTEMS

Previously, processes used to fabricate membrane-based phononic devices have relied either on deep-backside etching [17, 18] or on the use of wavelength-scale holes in the membrane to enable front-side etching [19, 20]. For backside etching processes, the need to etch through a several hundred micron-thick substrate has limited both precision and feature size of the phononic components, while in the case of front-side etching, the wavelength-scale hole pattern [10, 21, 22] directly affects the dispersion relations of the guided modes, and limits the ability to fabricate arbitrary waveguide shapes.

Here, we develop a fabrication platform that overcomes these two issues. It is based on a far sub-wavelength hole pattern resulting in a “meshed” silicon nitride membrane through which the underlying silicon substrate can be etched away from the front-side. The pattern consists of square holes of 1 µm by 1 µm periodically separated (center to center) by 3 µm (see figure 3(a)). These lengths are approximately two orders of magnitude smaller than the typical wavelengths of the guided acoustic waves. Therefore, the interaction of the supported acoustic waves with the holes is expected to be greatly suppressed, leaving the dispersion relation equation (1) essentially unaffected, with only the ratio $\sqrt{\sigma/\rho}$ reduced by 12% compared to a non-patterned membrane (see appendix A). This is verified through finite element simulations of the $n = 1$ and $n = 2$ transverse modes of a meshed membranes (displayed in figure 3(b)), which show no apparent differences in mode shape from the corresponding acoustic waves propagating on a non-patterned membrane.

The meshed phononic devices are fabricated on a chip from a commercial wafer with an ~80 nm stoichiometric Si$_3$N$_4$ film (LPCVD deposition, initial tensile stress $\sigma_0 = 1$ GPa) deposited on a silicon substrate. The hole pattern in the silicon nitride membrane is defined through a combination of electron beam lithography and reactive ion etching. The devices are released through anisotropic wet etching of the underlying silicon using a potassium hydroxide (KOH) solution. Aligning the waveguides along the [011] crystal axis results in near atomically smooth side-walls (see figure 3(c) and appendix B).

An optical image of the phononic device is shown in figure 3(d), with the colors of different layers naturally arising due to the thin film interference effects. The yellow, red and blue frames respectively enclose the on-chip electrode, the tunnel barrier and the end of the output waveguide. Scanning electron images of these regions are shown in figure 3(e)-(g) respectively. One can see the planar side-walls closely following the pattern of holes, and that features smaller than 10 µm can be achieved in the released membrane using this technique. Despite the high initial tensile stress, the process is remarkably robust, generally achieving yields of 100 % for chips containing as many as 48 devices.

### IV. SETUP

We fabricated devices with input and output waveguide widths of $L_x = 78$ µm and a tunnel barrier width of $L_x = 44$ µm. The input and output waveguides are ~1 mm long in the direction of propagation and different tunnel barrier lengths are investigated. Given the choice of widths, the cut-off frequency of the first mode of the guides and the tunnel barrier are found from equation (2) to be $\Omega_{c,1}^{\text{guide}}/2\pi = 3.2$ MHz and $\Omega_{c,1}^{\text{barrier}}/2\pi = 5.6$ MHz, respectively. This provides a frequency band of 2.4 MHz (grey shading in figure 2(b)-(d)) for which single-mode acoustic tunnelling can be investigated.

Acoustic waves are launched into the device through electrostatic actuation [17] between a gold electrode patterned on the input waveguide and a suspended electrode, as shown in figure 2(a). To detect the motion of the membrane, we use an optical lensed fibre combined with heterodyne detection (see Refs. [17, 23] for more details). Once detected, the heterodyne signal produces a photocurrent whose amplitude is proportional to the amplitude of the membrane motion at the point of focus of the lensed fibre. Therefore, by scanning the lensed fibre across and along the device, we can determine the amplitude of an acoustic wave at any position.

### V. RESULTS

#### A. Exponential decay

We firstly investigate how the acoustic wave decays in the tunnel barrier. To do this, we use a device with a 150 µm long tunnel barrier, significantly longer than the typical acoustic wave decay length in the barrier. To investigate the response of the device, we perform a network analysis with the lensed fibre placed in the middle (both in the $x$ and $y$-directions) of the input waveguide.
Figure 3. Meshed phononic waveguide fabrication. (a) Schematic of the meshed silicon nitride membrane released from the silicon substrate and gold actuation electrode. (b) Finite element simulations showing the transverse mode profile of the first \((n = 1)\) and second \((n = 2)\) acoustic modes of a meshed waveguide. (c) Schematic of a snapshot of the chip during the KOH etch. The top figure is a top-view of the chip and the mesh pattern is shown in white, the released silicon nitride is displayed in light grey and the non-released membrane in blue. The bottom figure is a cut of the top figure along the black dashed line. (d) Optical microscope image showing the input waveguide with a meshed gold electrode (yellow square), the tunnel barrier (red rectangle) and the output waveguide (blue rectangle). (e)-(g) False color scanning electron micrograph of the actuation region with a gold electrode, the tunnel barrier and the end of the output waveguide, respectively.

Figure 4. Exponential decay. (a) Scheme of one-dimensional scan. The lensed fibre is scanned from the input waveguide until the end of the tunnel barrier at \(x = 0.5L_x\) at a rate of 10 steps per second with a step size varying from scan to scan between 880 to 900 nm. The amplitude of the mechanical signal is recorded on a spectrum analyser at 0 span and 10 Hz resolution bandwidth. (b) Network analysis performed in the middle of the input waveguide \((x = 0.5L_x\) and \(y = 0.5L_y\) represented by the red dot in (a)). The cut off frequency of the waveguide and tunnel barrier first mode are displayed in red and calculated using the equations from the theoretical discussed previously. (c) Experimental scan of the input waveguide and tunnel barrier (150 \(\mu m\) long). The power of the acoustic wave is displayed versus the scanning distance for a typical scan at a driving frequency of 4.9 MHz. The fast periodic modulations on the trace originates from the mesh patterning of the waveguide, which modulates the reflection of the probing optical beam. Theoretical prediction in red is calculated from the amplitude of the wave at the guide/tunnel barrier interface (distance axis = 0 \(\mu m\)) with no fitting parameter. (d) Extracted evanescent decay constant versus drive frequency measured at the points in (b) indicated by the dashed lines. The error bars are calculated from the standard deviation over 6 different scans for each frequency. The red theoretical line is obtained from equation 3 with no fitting parameter.

(see figure 4(a) red dot). The results are displayed in figure 4(b) and we observe no response from the device at frequencies below \(\sim 3.5\) MHz, consistent with the theoretical cut-off frequency of the waveguide of 3.2 MHz.
Above this frequency, we observe a series of resonant peaks. These peaks are expected due to the finite dimensions of the device, with impedance mismatch between the released silicon nitride membrane and the silicon substrate causing reflection of the acoustic wave at each end of the input waveguide [17].

The quality factors of the observed resonances can be used to provide an upper bound on the losses of the acoustic wave during propagation [17]. We observe quality factors as high as 5,000. This corresponds to a loss per unit length as low as 0.4 dB cm$^{-1}$. To our knowledge, this is the lowest propagation loss achieved for megahertz frequencies in a phononic waveguide at room temperature [8, 17]. This indicates an absence of additional damping introduced by the sub-wavelength mesh used for fabrication.

We use the amplitude enhancement provided by these resonances to investigate how the acoustic wave decays in the tunnel barrier. To do so, the device is continuously driven at one of the resonance frequencies within the single-mode tunnelling regime while the lensed fibre is scanned in the $y$-direction along the input waveguide and the tunnel barrier at the $x$-position $x = L_x/2$ (see figure 4(a)). The amplitude of the membrane motion is recorded continuously over the scanning distance.

A typical scan is shown in figure 4(c) for a driving frequency of 4.9 MHz. The power of the acoustic wave is plotted versus the distance scanned by the fibre along the direction of propagation. The coordinate $y = 0$ corresponds to the junction between the input waveguide and the tunnel barrier. One can see that, for $y > 0$, the acoustic wave amplitude decays exponentially in the tunnel barrier as expected for this frequency. For $y < 0$, we observe standing wave oscillations expected due to the resonant nature of the input waveguide. The red line in Figure 4(c) corresponds to the theoretical decay expected for an acoustic wave at frequency 4.9 MHz. The good agreement with the experimental data verifies that the simple theoretical model discussed previously is appropriate for our experimentally fabricated devices.

To map the dependence of $\gamma$ with the drive frequency, this process was repeated for seven different drive frequencies (corresponding to the peaks shown in figure 4(b)). The results are shown in figure 4(d) and compared to the theoretical prediction of equation 3 without any fitting parameters. As expected, the decay length increases with frequency and tends to infinity as the cut-off frequency of the first mode of the tunnel barrier is approached. This experimentally demonstrates that varying the drive frequency provides the ability to tune the decay length by more than a factor of four. The good agreement with theory demonstrates that the phononic decay can be precisely and reliably engineered, opening a path toward scalable phononic circuitry.

### B. Imaging acoustic tunnelling

By raster-scanning the lensed fibre in both $x$ and $y$-direction as shown in figure 5(a), two-dimensional images of the acoustic wave are recorded. Figures 5(b) and (c) display two-dimensional scans of two different devices. In figure 5(b), the device has a tunnel barrier of 150 $\mu$m length and the image is recorded for a driving frequency of 5.4 MHz. As discussed previously but now in two dimensions, we observe a resonant wave in the input waveguide which exponentially decays below the noise floor in the tunnel barrier with the acoustic wave fully reflected. This is expected at this frequency because the decay length of the wave is around 42 $\mu$m (see figure 4(d)) which is three times smaller than the tunnel barrier length.

The second device (figure 5(c)) has a shorter 75 $\mu$m long tunnel barrier and is driven at a frequency of 5.5 MHz. We observe resonance in the input waveguide, then a short exponential decay in the tunnel barrier followed by resonant build up again in the output waveguide. Over all, we observe transmission through the tunnel barrier of 10% via virtual phonon coupling, similar to the frustrated total internal reflection observed between two prisms in photonics [24].

### C. Acoustic mode filtering

To illustrate one application of the ability to engineer acoustic wave tunnelling, we consider acoustic spatial mode filtering. Spatial mode filtering is an important capability for phononic circuitry. Similarly to photonics, it allows spatial mode multiplexing, control of spatial dispersion, and filtering of scattering from defects [25], among other prospective applications. Here, we demonstrate it by arranging a scenario where both guides can support the first two transverse modes but the tunnel barrier remains in the single-mode regime. In this case, if both modes are excited in the input waveguide, only the first transverse mode will be allowed to transmit through the barrier into the output waveguide, with the second mode fully reflected.

This regime can be achieved by driving the device at frequencies below the second mode cut off frequency of the barrier $\Omega_{c,2}^{\text{barrier}}/2\pi = 11.5$ MHz and between the second and third mode cut off frequencies of the waveguides, $\Omega_{c,2}^{\text{guide}}/2\pi = 6.5$ MHz and $\Omega_{c,3}^{\text{guide}}/2\pi = 9.7$ MHz respectively. Figure 6(a) and b show theoretical predictions of the propagation of the first and second acoustic modes in the waveguides, respectively. If both modes are driven simultaneously, they will interfere creating spatial patterns such as shown in figure 6(c). Choosing a 8.1 MHz excitation frequency, the decay length of the second mode is estimated, (using equation 3 adapted for the second transverse mode), to be around 7 $\mu$m. After a 75 $\mu$m long tunnel barrier, this is predicted to exponentially reduce the power in the second mode by a factor of $2 \times 10^9$. 
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(a) Imaging of acoustic decay and tunnelling. (a) Schematic of the raster scan imaging process where the lensed fibre is scanned in the y-direction for several x-positions. The different scans for all the x-positions are assembled in post processing. (b) Imaging of acoustic decay in a device with a 150 µm long tunnel barrier. The device was continuously driven at 4.9 MHz while imaging. Top schematics show a theoretical prediction of acoustic exponential decay in one dimension. (c) Imaging of acoustic tunnelling. The device was driven at 5.5 MHz and has a 75 µm long tunnel barrier. The experimental data in (b) and (c) was smoothed with a Gaussian filter.

VI. DISCUSSION

Transverse nanomechanical circuits have many potential applications [1–8]. However, the inability to effectively couple transverse nanomechanical elements has slowed progress, limiting circuits to simple configurations of a few components [12]. Our work provides a resolution to this issue, introducing a new coupling method based on acoustic tunnelling and demonstrating that it can be used to construct mode-selective acoustic mirrors and acoustic mode filters. The absence of propagating modes within the coupler removes the resonances intrinsic to other methods [26] (see Supplemental Material [11]). This greatly suppresses energy capture inside the coupler and significantly increases tolerance to fabrication imperfections. Tunnelling also greatly reduces the length scale over which coupling occurs, providing the (or -93 dB). The first mode, on the other hand, passes essentially unaffected. We then expect that the second transverse mode will be spatially filtered by the device. Figure 6(d) shows an experimental image of the acoustic propagation in this configuration. The results are consistent with the theory, showing clear acoustic mode filtering.
Figure 6. Acoustic mode filtering. (a)-(c) Theoretical predictions of the acoustic power of a device driven at a frequency between the guides second and third mode cut off frequency ($\Omega_{\text{guide},2} < \Omega < \Omega_{\text{guide},3}$). (a) Acoustic power if only the first mode is excited and (b) if only the second mode is excited for the same frequency. (c) corresponds to the interference pattern of the first two modes with identical amplitude and is calculated by summing (a) and (b) over the entire device. (d) Experimental imaging of a device with a 75 $\mu$m long tunnel barrier driven at 8.1 MHz experimentally showing acoustic mode filtering. We believe that both modes can be excited simultaneously in the input waveguide because the on-chip electrode is not symmetric in the propagation direction. Note that in this configuration, due to resonances in the output waveguide, it is possible to selectively enhance the second mode amplitude by driving at its resonance frequency even if it is greatly suppressed by the tunnel barrier. The observed second mode amplitude in the output waveguide will be affected by these resonances and, even though filtering is clearly evident, prevent an exact estimation of the filtering efficiency. The experimental data was smoothed with a Gaussian filter.

possibility of orders-of-magnitude reduced device footprints compared to other single layer devices (see Supplemental Material [11]).

To observe tunneling we report the development of a scalable silicon-chip-based architecture for nanomechanical circuitry, which we construct using a new CMOS-compatible fabrication approach. The architecture is based on zero-mode tunnel barriers, within which only virtual phonons can exist, integrated with single- and multi-mode acoustic waveguides. This guide-barrier approach is analogous to evanescent coupling in optics [27] which has, for example, been used to build complex photonic circuits [28], spatial filters [29], add-drop filters [30] and coupled resonators [31]. As in photonics, the use of single-mode waveguides offers immunity to deleterious effects such as modal dispersion, spatial mode mismatch, and scattering from defects.

Acoustic tunnelling was first demonstrated for longitudinal acoustic waves in the 1970s [32] and has recently been exploited to build basic nanomechanical circuits [7, 8]. Phonon dimers have also recently been reported [33]. However, our work is the first to use trans-
verse tunnelling to couple elements for nanomechanics circuitry. Transverse waves dominate applications in areas such as nanomechanical sensing, computing and nonlinear mechanics [9, 10]. For instance, they provide four orders-of-magnitude improved precision in nanomechanical mass sensing [34] and two orders of magnitude higher mechanical nonlinearity (see Supplemental Material [11]). We therefore expect the results presented here to open up diverse applications from distributed sensing, to quantum information and nanomechanical computing.
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Appendix A: Mesh membrane parameters

Compared to a typical non-patterned membrane, the mesh on the silicon nitride causes the membrane to relax leading to an effective stress equal to $\sigma = \sigma_0(1 - \nu)$ [35], where $\sigma_0 = 1$ GPa is the deposition tensile stress of the non-patterned silicon nitride and $\nu = 0.22$ the Poisson’s ratio of silicon nitride. The effective stress of the meshed membrane is therefore equal to $\sigma = 0.88$ GPa and its density is the density of the silicon nitride, $\rho = 3200$ kg/m$^3$.

Appendix B: Mesh membrane fabrication process

The electrodes are patterned using electron beam lithography on a double layer of polymethyl methacrylate (PMMA) resist, followed by 50 nm of gold evaporation and lift-off. The mesh array is aligned to the gold electrodes and patterned using AR-P electron beam resist. The mesh is formed by etching the exposed $Si_3N_4$ film using reactive ion etching with a plasma of CHF$3$ and SF$6$. The AR-P resist is then stripped off with oxygen plasma. The underlying silicon is removed using a solution of low concentration potassium hydroxide (KOH) combined with isopropyl alcohol until the membrane is released as represented in figure 3(c). The chip is dried in a CO$_2$ critical point dryer.

Appendix C: Experimental parameters

To mechanically drive the device a signal generator at frequency $\Omega/2\pi$ and 0 dBm power is connected to a 30 V DC supply, amplified by 25 dBm and sent to the suspended electrode $\sim 2\mu$m above the gold on-chip electrode, to generate acoustic waves via electrostatic forces. Experiments are performed in a high vacuum chamber (pressure $10^{-7}$ mbar) to eliminate any air damping of the membrane motion [36].
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