Automatic Detection of Welding Defects using Deep Neural Network
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Abstract. In this paper, we propose an automatic detection schema including three stages for weld defects in x-ray images. Firstly, the preprocessing procedure for the image is implemented to locate the weld region; Then a classification model which is trained and tested by the patches cropped from x-ray images is constructed based on deep neural network. And this model can learn the intrinsic feature of images without extra calculation; Finally, the sliding-window approach is utilized to detect the whole images based on the trained model. In order to evaluate the performance of the model, we carry out several experiments. The results demonstrate that the classification model we proposed is effective in the detection of welded joints quality.

1. Introduction
With the increasing requirement for the quality of equipment, radiographic testing as one of the oldest non-destructive testing (NDT) is commonly used in the detection of welded joints quality in many industrial fields such as the nuclear, chemical and aeronautical [1]. The real-time detection and automatic identification for welding defects from the digitized gray images become the focus of NDT research. In the last three decades, several efforts have been devoted to the development of such a system which can detect and classify the welding defects automatically using X-ray images.

D Mery [2] proposed a scheme for detecting weld defects from digitized film images based on three steps: segmentation, texture features extraction and classification. The supreme precision of the system achieved 90.91%. Silva et al. [3] described a non-linear classifier based on artificial neural networks (ANNs) compared with the linear classifiers. A criterion of neural relevance was applied to evaluate the capacity of the classifier studied by the geometric features in order to prove that the quality of the features extracted is more important than the quantity of the features. And Jayendra Kumar et al. [4] extracted the texture features in different direction for several spatial pixel distances for classifying the different flaws and obtained an overall classification accuracy of 86.1% by using artificial neural network (ANN). In another work [5], they integrated texture and geometrical feature, and obtained an accuracy of 87.34%. While Gang Wang and Liao [6] implemented an automatic computer-aided identification system. Twelve numeric features extracted were sent into two classifiers: fuzzy k-nearest neighbor (fuzzy K-NN) and multi-layer perceptron (MLP) neural networks for classifying different flaw types. Mohamed S. Juan Zapata [7] described an adaptive-network-based fuzzy inference system (ANFIS) for recognizing welding defects in radiographic images. In this work, 12 geometrical features is chosen as the input of ANFIS. Ioannis Valavanis [8] used sequential
backward selection (SBS) method to select useful features for reducing the computational burden, and they compared the accuracies of three different classifiers.

These systems mainly rely on three steps: digital image processing, feature extraction, and pattern recognition. The image processing is designed to locate the weld region and segment the potential defects from the x-ray image. Miguel Carrasco and Domingo Mery [9] directly used digital image processing techniques including noise attenuation filters, edge detection techniques, the watershed transform, and the distance transform to segment welding defects without the later steps. Nevertheless, the quantitative evaluation of the system performance is more complex. In the phase of feature extracting, the texture and geometrical features were commonly used. Usually these features are numerous and the calculations are complex. In addition, not all the features are sensitive to classification, thus the feature selection relying on artificial selection, sequential forward selection (SFS), multi-scale wavelet packet (MWP), Hough transform or principal components analysis (PCA) is essential in order to reduce the dimension of the features.

Nowadays, modern computer vision techniques, such as deep learning [10] and sparse coding [11] are providing a new way in detecting the object automatically from optical images. In this paper, an automatic classification model based on deep neural network is proposed. It implements unsupervised learning for intrinsic feature representation by using several sparse auto-encoders (SAEs) instead of calculating the texture or geometrical features and extra feature selection. Then the softmax regression with supervised learning is used to fine-tune the deep network. And the proposed model is trained and tested by the x-ray image patches. In addition, we utilize the trained model to inspect the whole image and find the defects region. And the results demonstrate that the classification model we proposed is enough effective in the detection of welded joints quality.

2. Deep neural network

2.1. sparse auto-encoder

Sparse auto-encoder (SAE) network including input layer, hidden layer and output layer is mainly used for unsupervised learning [12]. The structure is shown in Figure 1.

As is shown in figure 1, this network includes two parts. The one is encoder which is from input layer to hidden layer, $W^{(1)}$ and $b^{(1)}$ are the weight matrix and the bias of this part. The other one called decoder is from hidden layer to output layer, $W^{(2)}$ and $b^{(2)}$ are the corresponding parameters of this part.
The network tries to reconstruct the input vector in output layer, as is shown in Eq.1
\[ \hat{x} = h_{W,b}(x) \approx x \] (1)

Where \( x \) is the input vector \( x \in \mathbb{R}^{n\times 1} \). The cost function of SAE is given by
\[ J(W,b) = \left( \frac{1}{m} \sum_{i=1}^{m} \left[ \frac{1}{2} ||h_{W,b}(x^{(i)}) - x^{(i)} ||^{2} \right] \right) + \frac{\lambda}{2} \sum_{l=1}^{L} \sum_{i=1}^{s_{l}} \sum_{j=1}^{s_{l+1}} (W_{j}^{(l)})^{2} + \beta \sum_{j=1}^{s_{L}} KL(\rho_{j} | \rho_{j}) \] (2)

The first part of the function is the mean square term minimizing the error between the input data and the output data. \( x^{(i)} \) represent the ith sample, \( m \) is the amount of the samples. For each sample, \( h_{W,b}(x) = \sigma(W^{(2)}a + b^{(2)}) \) is the function of decoder, where \( W^{(2)} \in \mathbb{R}^{s_{L} \times s_{L+1}} \), \( b^{(2)} \in \mathbb{R}^{s_{L+1}} \). And \( a \) is the activation of hidden layer given by: \( a = \sigma(W^{(1)}x + b^{(1)}) \), i.e. the function of encoder. Where \( W^{(1)} \in \mathbb{R}^{s_{1} \times s_{2}} \), \( b^{(1)} \in \mathbb{R}^{s_{2}} \), \( \sigma \) is the sigmoid function, expressed as \((1 + \exp(-x))^{-1}\), i.e. the activation function of encoder and decoder.

The second part of the function is the regularizer term, also called the weight decay term avoiding over-fitting. Where \( \lambda_{l} \) is the regularization factor, \( s_{l} \) represents the number of units in layer \( l \) which is equal to 3 in our network, and obviously, \( s_{1} = n \), \( s_{2} = n \), \( s_{3} = n \). \( W_{j}^{(l)} \) is the weight between the ith unit in layer \( l \) and the jth unit in layer \( l+1 \).

The last part of the function is the sparse penalty term which impose a sparsity constraint on the hidden units, where \( \beta \) is the weight of this term. Kullback – Leibler divergence is given as Eq.3
\[ KL(\rho_{j} | \rho_{j}) = \rho_{j} \log \frac{\rho_{j}}{\rho_{j}} + (1 - \rho_{j}) \log \frac{1 - \rho_{j}}{1 - \rho_{j}} \] (3)

Where \( \rho \) is the sparsity parameter which is usually small, \( a^{(i)}_{j} \) represents the activation of the jth hidden unit for the ith sample. \( \rho_{j} \) is the average activation of all the samples given by
\[ \rho_{j} = \frac{1}{m} \sum_{i=1}^{m} [a^{(i)}_{j}] \].

The L-BFGS and back propagation are used to train the network for minimizing the cost function.

2.2. Softmax classifier
Softmax classifier uses a supervised learning algorithm for multi-class classification problem. It works according to the probability belong to each category. The cost function is expressed as:
\[ J(\theta) = -\frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} y^{(i)} \log h_{\theta}(x^{(i)}) + (1 - y^{(i)}) \log(1 - h_{\theta}(x^{(i)})) \] (4)

Where \( \theta = [\theta_{1}^{T}, \theta_{2}^{T} ... \theta_{k}^{T}] \in \mathbb{R}^{d \times (d+1)} \) is the parameters of this modal which is trained by minimizing the function. \( \theta_{1}, \theta_{2}, ... \theta_{k} \in \mathbb{R}^{d+1} \), \( \theta_{j}^{T} \) is the jth row of matrix \( \theta \). \( x^{(i)} \in \mathbb{R}^{d+1} \), \( k \) is the number of categories, \( h_{\theta}(x) \) represent the probability function belong to each category given by
eight pixels. For this, the Otsu’s method \(k\) is used to separate an object’s pixels from the background. This method is based on minimizing the intraclass variance of the thresholded black and white image in order to facilitate the identification. The process is developed in two steps. First, the gray scale image should be converted into a binary image according to an optimal threshold. For this, the Otsu’s method is used, which selects the optimal threshold by minimizing the intraclass variance of the thresholded black and white pixels. Next, we crop an appropriate rectangular region from the original image according to the binary image for later sample acquisition.

An example of processed results is shown in figure 2.
3.3. Classification and the detection via the proposed model

We crop patches with the size $32 \times 32$ pixels from the processed images as the deep learning sample set. These patches are labeled as 0 (no-defect) or 1 (defect) according to the annotations of bounding boxes. Several examples are shown in figure 3.

Several experiments are implemented including extracting the feature using SAE and examining the classification accuracy under different parameters of the model. In addition, we inspect the whole x-ray image using the slide-window method and recognized the defects through the proposed classification model. Figure 4 shows the overall flowchart of the experimental model.
Figure 4. The overall flowchart of the proposed model

4. Experimental results
The performance of the proposed model is discussed through above-mentioned experiments. Next, the results of these experiments are shown in this section.

4.1. The result of unsupervised learning
In order to visualize the bases of image from single SAE, we choose 400 patches randomly from the sample set as the input of SAE. The features learned presenting different orientations and locations are shown in figure 5.

Figure 5. The features learned from SAE

4.2. Deep neural network parameter decision
In this section, in order to find the better parameters of deep neural network for classifying, we carry out several experiments to determine the number of hidden layers, the amount of neurons and the value of the sparsity parameter.

The influence of the number of network layers on classification performance is first examined. Two models with two hidden layers of 576 and 196 neurons and three hidden layers of 576, 196, 100 neurons are implemented, named as DL_net1 and DL_net2 respectively. In order to evaluate the
classification performance of these two networks, we use 5-fold cross validation. So the training and testing are implemented 5 times. Table 1 show the results of these 5 times testing for two models.

| Table 1. The results of testing |
|---------|---------|---------|---------|---------|
| model   | fold    | \(P_r (%)\) | \(R_e (%)\) | \(F1(\%)\) | \(\eta(\%)\) |
|---------|---------|--------------|--------------|-------------|--------------|
| DL_net1 | 1       | 84.82        | 90.00        | 87.33       | 87.63        |
|         | 2       | 89.77        | 87.78        | 88.76       | 89.47        |
|         | 3       | 90.34        | 88.33        | 89.33       | 90.00        |
|         | 4       | 91.67        | 85.56        | 88.51       | 89.47        |
|         | 5       | 83.77        | 88.89        | 86.25       | 86.58        |
|         | average | 88.07        | 88.11        | 88.03       | 88.63        |
| DL_net2 | 1       | 90.27        | 92.78        | 91.51       | 91.84        |
|         | 2       | 87.50        | 89.44        | 88.46       | 88.95        |
|         | 3       | 94.61        | 87.78        | 91.07       | 91.84        |
|         | 4       | 89.77        | 87.78        | 88.76       | 89.47        |
|         | 5       | 82.91        | 91.67        | 87.07       | 87.11        |
|         | average | 89.01        | 89.89        | 89.37       | 89.84        |

In the table, the precision is presented as \(P_r = \frac{TP}{TP+FP}\), the recall is defined as \(R_e = \frac{TP}{TP+FN}\), the accuracy is defined as \(\eta = \frac{TP+TN}{P+N}\), the F1 score is defined as \(F1 = \frac{2 \times P_r \times R_e}{P_r + R_e}\). where \(TP\) is the number of defect patches correctly classified, \(TN\) is the number of no-defect patches correctly classified, \(FP\) is the number of no-defect patches classified as defect patches, \(FN\) is the number of defect patches classified as no-defect patches. We observe that accuracy of DL_net2 is about one percentage point higher than that of DL_net1.

The decision of the number of hidden neurons is another problem for the classification model. For this, we investigate the classification performance of two different networks which are DL_net21 with 576-196-100 neurons and DL_net22 with 576-196-50 neurons. The accuracies of two networks using hold-out testing versus the sparsity parameter changing from 0.04 to 0.12 are plotted in figure 6. The accuracy of DL_net21 achieve the maximum value of 90.9\% at \(\rho = 0.1\), while the one of DL_net22 achieve the maximum value of 90\% at \(\rho = 0.08\). Therefore, DL_net21 is adopted in the network adopted for later research and the value of the sparsity parameter selected is 0.1.
4.3. Identification of defects for whole image

In this section, in order to validate the performance of our classification model, we implement the experiment on the whole x-ray image. For this, the sliding-window approach is adopted. The detection window with the size $32 \times 32$ pixels moves on the input image in both horizontal and vertical directions with step of 2 pixels. Every patch under the window is marked as “0” or “1” through the deep neural network. The pixels in the overlap of the detection windows are marked many times, and the mark values are accumulated. For each pixel, the mark value is varied between 1 and 256. When the value is more than an appointed threshold, the pixel is considered as defect. This process is called threshold judgement. The probability map for each pixel judged as a defect is shown in figure 7(a). The original image with the defect region marked is shown in figure 7(b). The results of other images are shown in figure 8.
The results show that the proposed model can effectively recognize the defects of different types, such as gas hole, porosity, lack of penetration and crack, etc.

5. Conclusions
In this paper, we present an automatic detection model for weld defect based on deep neural network that extracts the intrinsic features of x-ray images. Several experiments have been conducted to validate our method and the influence of different parameters in the model on classification performance is also analyzed. Furthermore, we adopt the sliding-window approach to detect the whole x-ray image. The experiment results illustrate that the proposed model obtain a maximum classification accuracy rate of 91.84% (with 90.27% precision and 92.78% recall). For the whole images, the experiments of defect inspections are implemented based on the proposed model and the defects can be effectively recognized without distinguishing the specific types of the defects. In the future, we will try to classify the different weld defects of x-ray images.
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