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Abstract In connection with the optimization problem

$$\inf_{x \in \arg\min \Psi} \{ \Phi(x) + \Theta(x) \},$$

where $\Phi$ is a proper, convex and lower semicontinuous function and $\Theta$ and $\Psi$ are convex and smooth functions defined on a real Hilbert space, we investigate the asymptotic behavior of the trajectories of the nonautonomous Levenberg-Marquardt dynamical system

$$\begin{cases}
  v(t) \in \partial \Phi(x(t)) \\
  \lambda(t) \dot{x}(t) + \dot{v}(t) + v(t) + \nabla \Theta(x(t)) + \beta(t) \nabla \Psi(x(t)) = 0,
\end{cases}$$

where $\lambda$ and $\beta$ are functions of time controlling the velocity and the penalty term, respectively. We show weak convergence of the generated trajectory to an optimal solution as well as convergence of the objective function values along the trajectories, provided $\lambda$ is monotonically decreasing, $\beta$ satisfies a growth condition and a relation expressed via the Fenchel conjugate of $\Psi$ is fulfilled. When the objective function is assumed to be strongly convex, we can even show strong convergence of the trajectories.

Keywords Nonautonomous systems · Levenberg-Marquardt dynamics · Regularized Newton-like dynamics · Lyapunov analysis · Convex optimization · Variational inequalities · Penalization techniques

Mathematics Subject Classification (2010) 34G25 · 47J25 · 47H05 · 90C25

Research of the second author supported by FWF (Austrian Science Fund), Lise Meitner Programme, project M 1682-N25.

Radu Ioan Bot
radu.bot@univie.ac.at.
Ernő Robert Csetnek
ernoe.robert.csetnek@univie.ac.at

Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria
1 Introduction

Throughout this manuscript $\mathcal{H}$ is assumed to be a real Hilbert space endowed with inner product $\langle \cdot, \cdot \rangle$ and associated norm $\| \cdot \| = \sqrt{\langle \cdot, \cdot \rangle}$. When $T : \mathcal{H} \to \mathcal{H}$ is a $C^1$ operator with derivative $T'$, the solving of the equation

$$\text{find } x \in \mathcal{H} \text{ such that } Tx = 0$$

can be approached by the classical Newton method, which generates an approximating sequence $(x_n)_{n \geq 0}$ of a solution of the operator equation through

$$T(x_n) + T'(x_n)(x_{n+1} - x_n) = 0 \quad \forall n \geq 0.$$  

In order to overcome the fact that the classical Newton method assumes the solving of an equation which is in general not well-posed, one can use instead the Levenberg-Marquardt method

$$T(x_n) + \left( \lambda_n \text{Id} + T'(x_n) \right) \left( \frac{x_{n+1} - x_n}{\Delta t_n} \right) = 0 \quad \forall n \geq 0,$$

where $\text{Id} : \mathcal{H} \to \mathcal{H}$ denotes the identity operator on $\mathcal{H}$, $\lambda_n$ a regularizing parameter and $\Delta t_n > 0$ the step size.

When $T : \mathcal{H} \rightrightarrows \mathcal{H}$ is a (set-valued) maximally monotone operator, Attouch and Svaiter showed in [10] that the above Levenberg-Marquardt algorithm can be seen as a time discretization of the dynamical system

$$\begin{cases} v(t) \in T(x(t)) \\ \lambda(t) \dot{x}(t) + \dot{v}(t) + v(t) = 0 \end{cases}$$

for approaching the inclusion problem

$$\text{find } x \in \mathcal{H} \text{ such that } 0 \in Tx.$$ 

This includes as a special instance the problem of minimizing a proper, convex and lower semicontinuous function, when $T$ is taken as its convex subdifferential. Later on, this investigation has been continued in [2] in the context of minimizing the sum of a proper, convex and lower semicontinuous function with a convex and smooth one.

In the spirit of [10], we approach in this paper the optimization problem

$$\inf_{x \in \arg \min \Psi} \{ \Phi(x) + \Theta(x) \},$$

where $\Phi : \mathcal{H} \to \mathbb{R} \cup \{+\infty\}$ is a proper, convex and lower semicontinuous function and $\Psi, \Theta : \mathcal{H} \to \mathbb{R}$ are convex and smooth functions, via the Levenberg-Marquardt dynamical system

$$\begin{cases} v(t) \in \partial \Phi(x(t)) \\ \lambda(t) \dot{x}(t) + \dot{v}(t) + v(t) + \nabla \Theta(x(t)) + \beta(t) \nabla \Psi(x(t)) = 0 \end{cases}$$

where $\lambda$ and $\beta$ are functions of time controlling the velocity and the penalty term, respectively.

If $\partial \Phi + N_{\arg \min \Psi}$ is maximally monotone, then determining an optimal solution $x \in \mathcal{H}$ of (3) means nothing else than solving the subdifferential inclusion problem

$$\text{find } x \in \mathcal{H} \text{ such that } 0 \in \partial \Phi(x) + \nabla \Theta(x) + N_{\arg \min \Psi}(x)$$

or, equivalently, solving the variational inequality

$$\text{find } x \in \arg \min \Psi \text{ and } v \in \partial \Phi(x) \text{ such that } \langle v + \nabla \Theta(x), y - x \rangle \geq 0 \quad \forall y \in \arg \min \Psi.$$
We show weak convergence of the trajectory \( x(\cdot) \) generated by (4) to an optimal solution of (3) as well as convergence of the objective function values along the trajectory to the optimal objective value, provided the assumption

\[
\forall p \in \text{ran } N_{\text{argmin } \Psi_1} \int_0^{+\infty} \beta(t) \left[ \Psi^* \left( \frac{p}{\beta(t)} \right) - \sigma_{\text{argmin } \Psi_1} \left( \frac{p}{\beta(t)} \right) \right] dt < +\infty
\]

is fulfilled and the functions \( \lambda, \beta \) satisfy some mild conditions. If the objective function of (3) is strongly convex, the trajectory \( x(\cdot) \) converges even strongly to the unique optimal solution of (3).

The condition (7) has its origins in the paper of Attouch and Czarnecki [5], where the solving of

\[
\inf_{x \in \text{argmin } \Psi_1} \Phi(x),
\]

for \( \Phi, \Psi : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) proper, convex and lower semicontinuous functions, is approached through the nonautonomous first order dynamical system

\[
0 \in \dot{x}(t) + \partial \Phi(x(t)) + \beta(t) \partial \Psi(x(t)),
\]

by assuming that the penalizing function \( \beta : [0, +\infty) \to (0, +\infty) \) tend to \( +\infty \) as \( t \to +\infty \). Several ergodic and nonergodic convergence results have been reported in [5] under the key assumption (7).

The paper of Attouch and Czarnecki [5] was the starting point of a remarkable number of research articles devoted to penalization techniques for solving optimization problems of type (3), but also generalizations of the latter in form of variational inequalities expressed with maximal monotone operators (see [3, 5–9, 12, 14–17, 20, 21]). In the literature enumerated above, the monotone inclusions problems have been approached either through continuous dynamical systems or through their discrete counterparts formulated as splitting algorithms. We speak in both cases about methods of penalty type, which means in this context that the operator describing the underlying set of the variational inequality under investigation is evaluated as a penalty functional. In the above-listed references one can find more general formulations of the key assumption (7), but also further examples for which these conditions are satisfied. In Remark 5 and Remark 6 we provide more insights into the relations of the dynamical system (14) to other continuous systems (and their discrete counterparts) from the literature.

The results we obtain in this paper are in the spirit of Attouch-Czarnecki [5]. However, since the dynamical system we focus on is a combination of two different types of dynamical systems, the asymptotic analysis is more involved, in the sense that one has to take into consideration the particularities of both continuous systems.

2 Preliminaries

In this section we present some preliminary definitions, results and tools that will be useful throughout the paper. We consider the following definition of an absolutely continuous function.

**Definition 1** (see, for instance, [2, 10]) A function \( x : [0, b] \to \mathcal{H} \) (where \( b > 0 \)) is said to be absolutely continuous if one of the following equivalent properties holds:
(i) there exists an integrable function \( y : [0, b] \rightarrow \mathcal{H} \) such that
\[
x(t) = x(0) + \int_0^t y(s) \, ds \quad \forall t \in [0, b];
\]
(ii) \( x \) is continuous and its distributional derivative is Lebesgue integrable on \([0, b]\);
(iii) for every \( \varepsilon > 0 \), there exists \( \eta > 0 \) such that for any finite family of intervals \( I_k = (a_k, b_k) \subseteq [0, b] \) we have the implication
\[
\left( I_k \cap I_j = \emptyset \text{ and } \sum_k |b_k - a_k| < \eta \right) \implies \sum_k \|x(b_k) - x(a_k)\| < \varepsilon.
\]

A function \( x : [0, +\infty) \rightarrow \mathcal{H} \) (where \( b > 0 \)) is said to be locally absolutely continuous if it is absolutely continuous on each interval \([0, b]\) for \( 0 < b < +\infty \).

**Remark 1**

(a) It follows from the definition that an absolutely continuous function is differentiable almost everywhere, its derivative coincides with its distributional derivative almost everywhere and one can recover the function from its derivative \( \dot{x} = y \) by the integration formula (i).

(b) If \( x : [0, b] \rightarrow \mathcal{H} \), where \( b > 0 \), is absolutely continuous and \( B : \mathcal{H} \rightarrow \mathcal{H} \) is \( L \)-Lipschitz continuous for \( L \geq 0 \), then the function \( z = B \circ x \) is absolutely continuous, too. This can be easily seen by using the characterization of absolute continuity in Definition 1(iii). Moreover, \( z \) is differentiable almost everywhere on \([0, b]\) and the inequality \( \|\dot{z}(t)\| \leq L \|\dot{x}(t)\| \) holds for almost every \( t \in [0, b] \).

The following results, which can be interpreted as continuous counterparts of the quasi-Fejér monotonicity for sequences, will play an important role in the asymptotic analysis of the trajectories of the dynamical system investigated in this paper. For the proof of Lemma 2 we refer the reader to [2, Lemma 5.1]. Lemma 3 follows by using similar arguments as used in [2, Lemma 5.2].

**Lemma 2** Suppose that \( F : [0, +\infty) \rightarrow \mathbb{R} \) is locally absolutely continuous and bounded from below and that there exists \( G \in L^1([0, +\infty)) \) such that for almost every \( t \in [0, +\infty) \)
\[
\frac{d}{dt} F(t) \leq G(t).
\]

Then there exists \( \lim_{t \to +\infty} F(t) \in \mathbb{R} \).

**Lemma 3** If \( 1 \leq p < \infty, 1 \leq r \leq \infty, F : [0, +\infty) \rightarrow [0, +\infty) \) is locally absolutely continuous, \( F \in L^p([0, +\infty)) \cap L^\infty([0, +\infty)) \), \( G_1, G_2 : [0, +\infty) \rightarrow \mathbb{R}, G_1 \in L^1([0, +\infty)) \), \( G_2 \in L^r([0, +\infty)) \) and for almost every \( t \in [0, +\infty) \)
\[
\frac{d}{dt} F(t) \leq G_1(t) + G_2(t),
\]

then \( \lim_{t \to +\infty} F(t) = 0 \).

**Proof** In case \( r = 1 \) this follows from Lemma 2 and the fact that \( F \in L^p([0, +\infty)). \)

Assume now that \( r > 1 \) and define \( q := 1 + p \left( 1 - \frac{1}{r} \right) > 1 \), which fulfills the relation
\[
\frac{q - 1}{p} + \frac{1}{r} = 1.
\]
Further, from (10) we derive for almost every $t \in [0, +\infty)$

$$\frac{d}{dt}(F(t))^q \leq q(F(t))^{q-1}G_1(t) + q(F(t))^{q-1}G_2(t).$$

(12)

Since $F \in L^{\infty}([0, +\infty))$ and $G_1 \in L^1([0, +\infty))$, the function $t \to (F(t))^{q-1}G_1(t)$ is $L^1$-integrable on $[0, +\infty)$. Moreover, due to $F^q \in L^{\frac{2}{q}}([0, +\infty))$, $G_2 \in L^r([0, +\infty))$ and (11), the function $t \to (F(t))^{q-1}G_2(t)$ is also $L^1$-integrable on $[0, +\infty)$. We conclude that the function on the right-hand side of inequality (12) belongs to $L^1([0, +\infty))$. Applying now Lemma 2 we obtain that there exists $\lim_{t \to +\infty} F(t) \in \mathbb{R}$, which combined again with $F \in L^p([0, +\infty))$ delivers the conclusion.

The next result which we recall here is the continuous version of the Opial Lemma.

**Lemma 4** Let $S \subseteq \mathcal{H}$ be a nonempty set and $x : [0, +\infty) \to \mathcal{H}$ a given function. Assume that

(i) for every $x^* \in S$, $\lim_{t \to +\infty} \|x(t) - x^*\|$ exists;

(ii) every weak sequential cluster point of the map $x$ belongs to $S$.

Then there exists $x_\infty \in S$ such that $x(t)$ converges weakly to $x_\infty$ as $t \to +\infty$.

3 A Levenberg-Marquardt Dynamical System: Existence and Uniqueness of the Trajectories

Consider the optimization problem

$$\inf_{x \in \text{argmin} \Psi} \{\Phi(x) + \Theta(x)\},$$

(13)

where $\mathcal{H}$ is a real Hilbert space and the following conditions hold:

(H$\Psi$)$\Psi : \mathcal{H} \to [0, +\infty)$ is convex, (Fréchet) differentiable with Lipschitz continuous gradient and $\text{argmin} \Psi = \Psi^{-1}(0) \neq \emptyset$;

(H$\Theta$)$\Theta : \mathcal{H} \to \mathbb{R}$ is convex, (Fréchet) differentiable with Lipschitz continuous gradient;

(H$\Phi$)$\Phi : \mathcal{H} \to \mathbb{R} \cup \{+\infty\}$ is convex, lower semicontinuous and fulfills the relation

$$S := \{z \in \text{argmin} \Psi \cap \text{dom} \Phi : \Phi(z) + \Theta(z) \leq \Phi(x) + \Theta(x) \ \forall x \in \text{argmin} \Psi\} \neq \emptyset.$$

Here, $\text{dom} \Phi = \{x \in \mathcal{H} : \Phi(x) < +\infty\}$ denotes the effective domain of the function $\Phi$.

In connection with (13), we investigate the nonautonomous dynamical system

$$\begin{cases}
    v(t) \in \partial \Phi(x(t)) \\
    \lambda(t) \dot{x}(t) + \dot{v}(t) + v(t) + \nabla \Theta(x(t)) + \beta(t) \nabla \Psi(x(t)) = 0 \\
    x(0) = x_0, v(0) = v_0 \in \partial \Phi(x_0),
\end{cases}$$

(14)

where $x_0, v_0 \in \mathcal{H}$ and

$$\partial \Phi : \mathcal{H} \ni \mathcal{H}, \partial \Phi(x) := \{p \in \mathcal{H} : \Phi(y) \geq \Phi(x) + \langle p, y - x \rangle \ \forall y \in \mathcal{H}\},$$

for $\Phi(x) \in \mathbb{R}$ and $\partial \Phi(x) := \emptyset$ for $\Phi(x) \notin \mathbb{R}$, denotes the convex subdifferential of $\Phi$. We denote by $\text{dom} \partial \Phi = \{x \in \mathcal{H} : \partial \Phi(x) \neq \emptyset\}$ the domain of the operator $\partial \Phi$. 
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Furthermore, we make the following assumptions regarding the functions of time controlling the velocity and the penalty:

\((H^1_{λ})\lambda : [0, +∞) → (0, +∞)\) is locally absolutely continuous;
\((H^1_{β})β : [0, +∞) → (0, +∞)\) is locally integrable.

Let us mention that due to \((H^1_{λ})\), \(\dot{λ}(t)\) exists for almost every \(t \geq 0\).

**Remark 5** (a) In case \(Φ(x) = 0\) for all \(x \in \mathcal{H}\), the dynamical system (14) becomes

\[
\begin{aligned}
    \lambda(t)\dot{x}(t) + \nabla Θ(x(t)) + β(t)∇Ψ(x(t)) &= 0 \\
x(0) &= x_0.
\end{aligned}
\]

The asymptotic convergence of the trajectories generated by (15) has been investigated in [5] under the assumption \(λ(t) = 1\) for all \(t ≥ 0\), for \(Θ\) and \(Ψ\) nonsmooth functions, by replacing their gradients with convex subdifferentials and, consequently, by treating the differential equation as a monotone inclusion (see (9)).

(b) In case \(Ψ(x) = 0\) for all \(x \in \mathcal{H}\), the dynamical system

\[
\begin{aligned}
    v(t) &\in \partial Φ(x(t)) \\
    λ(t)\dot{x}(t) + \dot{v}(t) + v(t) + ∇Θ(x(t)) &= 0 \\
x(0) &= x_0, v(0) = v_0 \in \partial Φ(x_0),
\end{aligned}
\]

has been investigated in [2] (see, also, [10], for the situation when \(Θ(x) = 0\) for all \(x \in \mathcal{H}\)).

(c) In case \(Θ(x) = 0\) and \(Ψ(x) = \frac{1}{2}\|x\|^2\) for all \(x \in \mathcal{H}\) and \(λ(t) = \lambda \in \mathbb{R}\) for every \(t \in [0, +∞)\), the Levenberg-Marquardt dynamical system (14) becomes

\[
\begin{aligned}
    v(t) &\in \partial Φ(x(t)) \\
    λ\dot{x}(t) + \dot{v}(t) + v(t) + β(t)x(t) &= 0 \\
x(0) &= x_0, v(0) = v_0 \in \partial Φ(x_0).
\end{aligned}
\]

The dynamical system (17) has been considered in [1] in connection with the problem of finding the minimal norm elements among the minima of \(Φ\), namely, (see also [4] and [9, Section 3])

\[
\inf_{x \in \text{argmin} Φ} \|x\|^2.
\]

In contrast to (14), where the function describing the constrained set of (13) is penalized, in (17) the objective function of (18) is penalized via a vanishing penalization function (see [1]).

In the following we specify what we understand under a solution of the dynamical system (14).

**Definition 2** We say that the pair \((x, v)\) is a strong global solution of (14), if the following properties are satisfied:

(i) \(x, v : [0, +∞) → \mathcal{H}\) are locally absolutely continuous functions;
(ii) \(v(t) \in \partial Φ(x(t))\) for every \(t \in [0, +∞)\);
(iii) \(λ(t)\dot{x}(t) + \dot{v}(t) + v(t) + ∇Θ(x(t)) + β(t)∇Ψ(x(t)) = 0\) for almost every \(t \in [0, +∞)\);
(iv) \(x(0) = x_0, v(0) = v_0\).
Similarly to the techniques used in [10], we will show the existence and uniqueness of the trajectories generated by (14) by converting it to an equivalent first order differential equation with respect to $z(\cdot)$, defined by
\[
z(t) = x(t) + \mu(t)v(t),
\]
where
\[
\mu(t) = \frac{1}{\lambda(t)} \quad \forall t \geq 0.
\]
To this end we will make use of the resolvent and Yosida approximation of the convex subdifferential of $\Psi$. For $\gamma > 0$, we denote by $J_{\gamma \partial \Phi} = (\text{Id} + \gamma \partial \Phi)^{-1}$ the resolvent of $\gamma \partial \Phi$. Due to the maximal monotonicity of $\partial \Phi$, the resolvent $J_{\gamma \partial \Phi} : \mathcal{H} \to \mathcal{H}$ is a single-valued operator with full-domain, which is, furthermore, nonexpansive, that is 1-Lipschitz continuous. Let us notice that the resolvent of the convex subdifferential is nothing else than the the proximal point operator and for all $x \in \mathcal{H}$ we have
\[
J_{\gamma \partial \Phi}(x) = \text{prox}_{\gamma \Phi}(x) = \arg\min_{u \in \mathcal{H}} \left\{ \Phi(u) + \frac{1}{2\gamma} \|u - x\|^2 \right\}.
\]
The Yosida regularization of $\partial \Phi$ is defined by
\[
(\partial \Phi)_\gamma = \frac{1}{\gamma} (\text{Id} - J_{\gamma \partial \Phi})
\]
and it is $\gamma^{-1}$-Lipschitz continuous. For more properties of these operators we refer the reader to [11].

Assume now that $(x, v)$ is a strong global solution of (14). From (19) we have for every $t \in [0, +\infty)$
\[
v(t) \in \partial \Phi(x(t)) \iff z(t) \in x(t) + \mu(t)\partial \Phi(x(t)) = (\text{Id} + \mu(t)\partial \Phi)(x(t)),
\]
thus, from the definition of the resolvent we derive that relation (ii) in Definition 2 is equivalent to
\[
x(t) = J_{\mu(t)\partial \Phi}(z(t)).
\]
From (19), (20) and the definition of the Yosida regularization we obtain
\[
v(t) = (\partial \Phi)_{\mu(t)}(z(t)).
\]

Further, by differentiating (19) and taking into account (iii) in Definition 2, we get for almost every $t \in [0, +\infty)$
\[
\dot{z}(t) = \dot{x}(t) + \dot{\mu}(t)v(t) + \mu(t)\dot{v}(t) = \dot{\mu}(t)v(t) - \mu(t)v(t) - \mu(t)\nabla \Theta(x(t)) - \beta(t)\mu(t)\nabla \Psi(x(t)).
\]

Taking into account (20), (21) and (22) we conclude that $z$ defined in (19) is a strong global solution of the dynamical system
\[
\begin{aligned}
\dot{z}(t) + (\mu(t) - \dot{\mu}(t))v(t) + \mu(t)\nabla \Theta(J_{\mu(t)\partial \Phi}(z(t))) + \beta(t)\mu(t)\nabla \Psi(J_{\mu(t)\partial \Phi}(z(t))) = 0 \\
z(0) = x_0 + \mu(0)v_0.
\end{aligned}
\]

Vice versa, if $z$ is a strong global solution of (23), then one obtains via (20) and (21) a strong global solution of (14).
Remark 6 By considering the time discretization $\dot{z}(t) \approx \frac{z_{n+1} - z_n}{h_n}$ of the above dynamical system and by taking $\mu$ constant, from (20) and (23) we obtain the iterative scheme

$$(\forall n \geq 0) \begin{cases} x_n = \text{prox}_{\mu \Phi}(z_n) \\ z_{n+1} = (1 - h_n)z_n + h_n(x_n - \mu \nabla \Theta(x_n) - \mu \beta_n \nabla \Psi(x_n)), \end{cases}$$

which for $h_n = 1$ yields the following algorithm

$$(\forall n \geq 0) x_{n+1} = \text{prox}_{\mu \Phi}(x_n - \mu \nabla \Theta(x_n) - \mu \beta_n \nabla \Psi(x_n)).$$

The convergence of the above algorithm has been investigated in [16] in the more general framework of monotone inclusion problems, under the use of variable step sizes $(\mu_n)_{n \geq 0}$ and by assuming that

$$\forall p \in \text{ran} N_{\arg \min \Psi} \sum_{n \in \mathbb{N}} \mu_n \beta_n \left[ \Psi^* \left( \frac{p}{\beta_n} \right) - \sigma_{\arg \min \Psi} \left( \frac{p}{\beta_n} \right) \right] < +\infty,$$

which is a condition that can be seen as a discretized version of the one stated in (7). The case $\Theta(x) = 0$ for all $x \in \mathcal{H}$ has been treated in [8] (see also the references therein).

Next we show that, given $x_0, v_0 \in \mathcal{H}$ and by assuming $(H_{\Phi}^1)$ and $(H_{\beta}^1)$, there exists a unique strong global solution of the dynamical system (23). This will be done in the framework of the Cauchy-Lipschitz Theorem for absolutely continuous trajectories (see for example [19, Proposition 6.2.1], [22, Theorem 54]). To this end we will make use of the following Lipschitz property of the resolvent operator as a function of the step size, which actually is a consequence of the classical results [18, Proposition 2.6] and [11, Proposition 23.28] (see also [10, Proposition 2.3] and [2, Proposition 3.1]).

Proposition 7 Assume that $(H_{\Phi})$ holds, $x \in \mathcal{H}$ and $0 < \delta < +\infty$. Then the mapping $\tau \mapsto J_{\tau \partial \Phi} x$ is Lipschitz continuous on $[\delta, +\infty)$. More precisely, for any $\lambda_1, \lambda_2 \in [\delta, +\infty)$ the following inequality holds:

$$\| J_{\lambda_1 \partial \Phi} x - J_{\lambda_2 \partial \Phi} x \| \leq |\lambda_1 - \lambda_2| \cdot \| (\partial \Phi)_{\delta} x \|.$$

Furthermore, the function $\lambda \mapsto \| (\partial \Phi)_{\lambda} x \|$ is nonincreasing.

Notice that the dynamical system (23) can be written as

$$\begin{cases} \dot{z}(t) = f(t, z(t)) \\ z(0) = z_0, \end{cases}$$

where $z_0 = x_0 + \mu(0)v_0$ and $f : [0, +\infty) \times \mathcal{H} \to \mathcal{H}$ is defined by

$$f(t, w) = (\dot{\mu}(t) - \mu(t))(\partial \Phi)_{\mu(t)}(w) - \mu(t) \nabla \Theta \left( J_{\mu(t) \partial \Phi}(w) \right) - \beta(t) \mu(t) \nabla \Psi \left( J_{\mu(t) \partial \Phi}(w) \right).$$

In the following we denote by $L_{\nabla \Phi}$ and $L_{\nabla \Psi}$ the Lipschitz constants of $\nabla \Phi$ and $\nabla \Psi$, respectively.

(a) Notice that for every $t \geq 0$ and every $w_1, w_2 \in \mathcal{H}$ we have

$$\| f(t, w_1) - f(t, w_2) \| \leq \left( 1 + \frac{|\dot{\lambda}(t)|}{\dot{\lambda}(t)} + \frac{L_{\nabla \Theta}}{\dot{\lambda}(t)} + \frac{L_{\nabla \Psi}}{\dot{\lambda}(t)} \right) || w_1 - w_2 ||.$$
Indeed, this follows (28), the Lipschitz properties of the operators involved and the
definition of $\mu(t)$. Further, notice that due to $(H_1^1)$ and $(H_1^\beta)$,

$$L_f : [0, +\infty) \to \mathbb{R}, L_f(t) = 1 + \frac{[\dot{\lambda}(t)]}{\lambda(t)} + \frac{L\nabla\Theta}{\lambda(t)} + L\nabla\Psi \frac{\beta(t)}{\lambda(t)},$$

which is for every $t \geq 0$ equal to the Lipschitz-constant of $f(t, \cdot)$, satisfies

$L_f(\cdot) \in L^1([0, b])$ for any $0 < b < +\infty$.

(b) We show now that

$$\forall w \in \mathcal{H}, \forall b > 0, f(\cdot, w) \in L^1([0, b], \mathcal{H}). \quad (30)$$

We fix $w \in \mathcal{H}$ and $b > 0$. Due to $(H_1^\lambda)$, there exist $\lambda_{\min}, \lambda_{\max} > 0$ such that

$$0 < \lambda_{\min} \leq \lambda(t) \leq \lambda_{\max} \forall t \in [0, b],$$

hence

$$0 < \frac{1}{\lambda_{\max}} \leq \mu(t) \leq \frac{1}{\lambda_{\min}} \forall t \in [0, b].$$

Relying on Proposition 7 we obtain for all $t \in [0, b]$ the following chain of inequalities:

$$\|f(t, w)\| \leq |\dot{\mu}(t) - \mu(t)| \cdot \|(\partial \Phi) \frac{1}{\lambda_{\max}}(w)\|
+\mu(t)\|\nabla\Theta(J_{\mu(t)}\partial\Phi(w)) - \nabla\Theta(J_{\frac{1}{\lambda_{\min}}\partial\Phi}(w))\| + \mu(t)\|\nabla\Theta(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\|
+\beta(t)\mu(t)\|\nabla\Psi(J_{\mu(t)}\partial\Phi(w)) - \nabla\Psi(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\| + \beta(t)\mu(t)\|\nabla\Psi(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\|
\leq |\dot{\mu}(t) - \mu(t)| \cdot \|(\partial \Phi) \frac{1}{\lambda_{\max}}(w)\|
+L\nabla\Theta\mu(t)\left(\mu(t) - \frac{1}{\lambda_{\max}}\right) \cdot \|\nabla\Theta(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\| + \mu(t)\|\nabla\Theta(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\|
+L\nabla\Psi\beta(t)\mu(t)\left(\mu(t) - \frac{1}{\lambda_{\max}}\right) \cdot \|\nabla\Psi(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\| + \beta(t)\mu(t)\|\nabla\Psi(J_{\frac{1}{\lambda_{\max}}\partial\Phi}(w))\|.$$ Now (30) follows from the properties of the functions $\mu$ and $\beta$, and the fact that

$$|\dot{\mu}(t) - \mu(t)| \leq \frac{1}{\lambda_{\min}} \left(1 + \frac{|\dot{\lambda}(t)|}{\lambda_{\min}}\right)$$
for almost every $t \geq 0$.

In the light of the statements proven in (a) and (b), the existence and uniqueness of a
strong global solution of the dynamical system (23) follow from [19, Proposition 6.2.1] (see
also [22, Theorem 54]).

Finally, similarly to the proof of [10, Theorem 2.4(ii)], one can guarantee the existence
and uniqueness of the trajectories generated by (14) by relying on the properties of the
dynamical system (23) and on (20) and (21). The details are left to the reader.

4 Convergence of the Trajectories and of the Objective Function Values

In this section we prove weak convergence for the trajectory generated by the dynamical
system (14) to an optimal solution of (13) as well as convergence for the objective function
values of the latter along the trajectory. Some techniques from [5] and [10] will be useful in
this context.
To this end we will make the following supplementary assumptions:

\((H^2)\) \(\lambda : [0, +\infty) \to (0, +\infty)\) is locally absolutely continuous and \(\dot{\lambda}(t) \leq 0\) for almost every \(t \in [0, +\infty)\);

\((H^2_\beta)\) \(\beta : [0, +\infty) \to (0, +\infty)\) is measurable and bounded from above on each interval \([0, b], 0 < b < +\infty\);

\((H)\) \(\forall p \in \text{ran} \ N_{\arg\min} \psi \int_0^{+\infty} \beta(t) \left[ \psi^*(\frac{p}{\beta(t)}) - \sigma_{\arg\min} \psi \left( \frac{p}{\beta(t)} \right) \right] dt < +\infty;\)

\((\tilde{H})\) \(\partial(\Phi + \Theta + \delta_{\arg\min} \psi) = \partial \Phi + \nabla \Theta + N_{\arg\min} \psi.\)

where

- \(N_{\arg\min} \psi\) is the normal cone to the set \(\arg\min \psi: N_{\arg\min} \psi(x) = \{ p \in \mathcal{H} : \langle p, y - x \rangle \leq 0 \ \forall y \in \arg\min \psi \} \) for \(x \in \arg\min \psi\) and \(N_{\arg\min} \psi(x) = \emptyset\) for \(x \notin \arg\min \psi\);
- \(\text{ran} \ N_{\arg\min} \psi\) is the range of the normal cone \(N_{\arg\min} \psi: p \in \text{ran} \ N_{\arg\min} \psi\) if and only if there exists \(x \in \arg\min \psi\) such that \(p \in N_{\arg\min} \psi(x)\);
- \(\psi^*: \mathcal{H} \to \mathbb{R} \cup \{+\infty\}\) is the Fenchel conjugate of \(\psi: \psi^*(p) = \sup_{x \in \mathcal{H}} \{ \langle p, x \rangle - \psi(x) \} \ \forall p \in \mathcal{H};\)
- \(\sigma_{\arg\min} \psi: \mathcal{H} \to \mathbb{R} \cup \{+\infty\}\) is the support function of the set \(\arg\min \psi: \sigma_{\arg\min} \psi(p) = \sup_{x \in \arg\min \psi} \{ \langle p, x \rangle \} \) for all \(p \in \mathcal{H};\)
- \(\delta_{\arg\min} \psi: \mathcal{H} \to \mathbb{R} \cup \{+\infty\}\) is the indicator function of \(\arg\min \psi\): it takes the value 0 on the set \(\arg\min \psi\) and +\(\infty\), otherwise.

We have \(N_{\arg\min} \psi = \partial \delta_{\arg\min} \psi\). Moreover, \(p \in N_{\arg\min} \psi(x)\) if and only if \(x \in \arg\min \psi\) and \(\sigma_{\arg\min} \psi(p) = \langle p, x \rangle\).

Remark 8 (a) The condition \(\dot{\lambda}(t) \leq 0\) for almost every \(t \in [0, +\infty)\) has been used in [10] in the study of the asymptotic convergence of the dynamical system \((1)\), when approaching the monotone inclusion problem \((2)\).

(b) Under \((H^2_\psi)\), due to \(\psi \leq \delta_{\arg\min} \psi\), we have \(\psi^* \geq \delta_{\arg\min} \psi = \sigma_{\arg\min} \psi\).

(c) When \(\psi = 0\) (see Remark 5(b)), it holds \(N_{\arg\min} \psi(x) = \emptyset\) for every \(x \in \arg\min \psi = \mathcal{H}\), \(\psi^* = \sigma_{\arg\min} \psi = \delta_{\{0\}}\), which shows that in this case \((H)\) trivially holds.

(d) A nontrivial situation in which condition \((H)\) is fulfilled is when \(\psi(x) = \frac{1}{2} \inf_{y \in C} \| x - y \|^2\), for a nonempty, convex and closed set \(C \subseteq \mathcal{H}\) (see [5]). Then \((7)\) holds if and only if

\[ \int_0^{+\infty} \frac{1}{\beta(t)} dt < +\infty, \]

which is trivially satisfied for \(\beta(t) = (1 + t)^\alpha\) with \(\alpha > 1\).

(e) Due to the continuity of \(\Theta\), the condition \((\tilde{H})\) is equivalent to

\[ \partial(\Phi + \delta_{\arg\min} \psi) = \partial \Phi + N_{\arg\min} \psi, \]

which holds when \(0 \in \text{sqri}(\text{dom} \ \Phi - \arg\min \psi), a \text{ condition that is fulfilled, if } \Phi \text{ is continuous at a point in } \text{dom} \ \Phi \cap \arg\min \psi \text{ or } \text{int}(\arg\min \psi) \cap \text{dom} \ \Phi \neq \emptyset \) (we invite the reader to consult also [11, 13] and [23] for other sufficient conditions for the above subdifferential sum formula). Here, for \(M \subseteq \mathcal{H}\) a convex set,

\[ \text{sqri} \ M := \{ x \in M : \cup_{\lambda > 0} \lambda(M - x) \} \]

denotes its strong quasi-relative interior. We always have \(\text{int} \ M \subseteq \text{sqri} \ M\) (in general this inclusion may be strict). If \(\mathcal{H}\) is finite-dimensional, then \(\text{sqri} \ M\) coincides with
ri $M$, the relative interior of $M$, which is the interior of $M$ with respect to its affine hull.

The following differentiability result of the composition of convex functions with absolutely continuous trajectories that is due to Brézis (see [18, Lemme 4, p. 73] and also [5, Lemma 3.2]) will play an important role in our analysis.

**Lemma 9** Let $f : \mathcal{H} \to \mathbb{R} \cup \{+\infty\}$ be a proper, convex and lower semicontinuous function. Let $x \in L^2([0, T], \mathcal{H})$ be absolutely continuous such that $\dot{x} \in L^2([0, T], \mathcal{H})$ and $x(t) \in \text{dom } f$ for almost every $t \in [0, T]$. Assume that there exists $\xi \in L^2([0, T], \mathcal{H})$ such that $\xi(t) \in \partial f(x(t))$ for almost every $t \in [0, T]$. Then the function $t \mapsto f(x(t))$ is absolutely continuous and for every $t$ such that $x(t) \in \text{dom } \partial f$ we have

$$\frac{d}{dt} f(x(t)) = \langle \dot{x}(t), h \rangle \quad \forall h \in \partial f(x(t)).$$

We start our convergence analysis with the following technical result.

**Lemma 10** Assume that $(H/\Psi_1)$, $(H/\Theta_1)$, $(H/\Phi_1)$, $(H/\lambda)$ and $(H/\beta)$ hold and let $(x, v) : [0, +\infty) \to \mathcal{H} \times \mathcal{H}$ be a strong stable solution of the dynamical system (14). Then the following statements are true:

(i) $\langle \dot{x}(t), \dot{v}(t) \rangle \geq 0$ for almost every $t \in [0, +\infty)$;

(ii) $\frac{d}{dt} \Phi(x(t)) = \langle \dot{x}(t), v(t) \rangle$ for almost every $t \in [0, +\infty)$.

**Proof** (i) See [10, Proposition 3.1]. The proof relies on the first relation in (14) and the monotonicity of the convex subdifferential.

(ii) The proof makes use of Lemma 9. Let $T > 0$ be fixed. Due to the continuity of $x$ and $v$ we obviously have

$$x, v \in L^2([0, T], \mathcal{H}).$$

The only condition which has to be checked is $\dot{x} \in L^2([0, T], \mathcal{H})$. By considering the second relation in (14) and by inner multiplying it with $\dot{x}(t)$, we derive for almost every $t \in [0, T]$

$$\lambda(t)\|\dot{x}(t)\|^2 + \langle \dot{x}(t), \dot{v}(t) \rangle + \langle \dot{x}(t), v(t) \rangle + \langle \dot{x}(t), \nabla \Theta(x(t)) \rangle + \beta(t)\langle \dot{x}(t), \nabla \Psi(x(t)) \rangle = 0.$$

Using (i) we obtain for almost every $t \in [0, T]$

$$\lambda(t)\|\dot{x}(t)\|^2 + \langle \dot{x}(t), v(t) \rangle + \langle \dot{x}(t), \nabla \Theta(x(t)) \rangle + \beta(t)\langle \dot{x}(t), \nabla \Psi(x(t)) \rangle \leq 0. \quad (31)$$

Since $x, v$ are continuous on $[0, T]$, they are bounded on $[0, T]$, a property which is shared also by $t \mapsto \beta(t)\nabla \Psi(x(t))$, due to $(H/\beta)$ and $(H/\Psi)$, and by $t \mapsto \nabla \Theta(x(t))$, due to $(H/\Theta)$. Since $\lambda$ is bounded from below by a positive constant on $[0, T]$, from (31) one easily obtains that

$$\dot{x} \in L^2([0, T], \mathcal{H})$$

and the conclusion follows by applying Lemma 9.

**Lemma 11** Assume that $(H/\Psi)$, $(H/\Theta)$, $(H/\lambda)$, $(H/\beta)$, $(H)$ and $(\tilde{H})$ hold and let $(x, v) : [0, +\infty) \to \mathcal{H} \times \mathcal{H}$ be a strong stable solution of the dynamical system (14). Choose
arbitrary \( z \in S \) and \( p \in N_{\arg\min \psi}(z) \) such that \(-p - \nabla \Theta(z) \in \partial \Phi(z)\). Define \( g_z, h_z : [0, +\infty) \to [0, +\infty) \) as
\[
g_z(t) = \Phi(z) - \Phi(x(t)) + \langle v(t), x(t) - z \rangle
\]
and
\[
h_z(t) = \Theta(z) - \Theta(x(t)) + \langle \nabla \Theta(x(t)), x(t) - z \rangle.
\]
The following statements are true:

(i) \[ \exists \lim_{t \to +\infty} \left( \frac{\dot{\lambda}(t)}{2} \| x(t) - z \|^2 + g_z(t) \right) \in [0, +\infty); \]

(ii) \[ \int_0^{+\infty} \beta(t) \psi(x(t))dt < +\infty; \]

(iii) \[ \exists \lim_{t \to +\infty} \int_0^t \langle p, x(s) - z \rangle ds \in \mathbb{R}; \]

(iv) \[ \exists \lim_{t \to +\infty} \int_0^t \left( (\Phi + \Theta)(x(s)) - (\Phi + \Theta)(z) + \beta(s)\psi(x(s)) \right) ds \in \mathbb{R}; \]

(v) \[ \exists \lim_{t \to +\infty} \int_0^t \left( v(s), x(s) - z \right) + \langle \nabla \Theta(x(s)), x(s) - z \rangle + \beta(s)\psi(x(s)) ds \in \mathbb{R}; \]

(vi) \[ \exists \lim_{t \to +\infty} \int_0^t \left( (\Phi + \Theta)(x(s)) - (\Phi + \Theta)(z) \right) ds \in \mathbb{R}; \]

(vii) \[ \exists \lim_{t \to +\infty} \int_0^t \left( v(s), x(s) - z \right) + \langle \nabla \Theta(x(s)), x(s) - z \rangle ds \in \mathbb{R}; \]

(viii) \[ g_z \in L^1([0, +\infty)) \cap L^\infty([0, +\infty)) \text{ and } h_z \in L^1([0, +\infty)). \]

**Proof** For the beginning, we notice that from the definition of \( S \) and \((\tilde{H})\) we have
\[ 0 \in \partial(\Phi + \Theta + \delta_{\arg\min \psi})(z) = \partial \Phi(z) + \nabla \Theta(z) + N_{\arg\min \psi}(z), \]
hence there exists
\[ p \in N_{\arg\min \psi}(z) \quad (32) \]
such that
\[ -p - \nabla \Theta(z) \in \partial \Phi(z). \quad (33) \]
For almost every \( t \geq 0 \) it holds according to (14)
\[
\frac{d}{dt} \left( \frac{\lambda(t)}{2} \| x(t) - z \|^2 \right) = \frac{\dot{\lambda}(t)}{2} \| x(t) - z \|^2 + \lambda(t) \langle \dot{x}(t), x(t) - z \rangle
\]
\[
= \frac{\dot{\lambda}(t)}{2} \| x(t) - z \|^2 - \langle \dot{v}(t), x(t) - z \rangle - \langle v(t), x(t) - z \rangle
\]
\[
- \langle \nabla \Theta(x(t)), x(t) - z \rangle - \beta(t)\langle \nabla \psi(x(t)), x(t) - z \rangle. \quad (34)
\]
From (14) and the convexity of \( \Phi, \Theta \) and \( \Psi \) we have for every \( t \in [0, +\infty) \)
\[ \Phi(z) \geq \Phi(x(t)) + \langle v(t), z - x(t) \rangle \quad (35) \]
\[ \Theta(z) \geq \Theta(x(t)) + \langle \nabla \Theta(x(t)), z - x(t) \rangle \quad (36) \]
and
\[ 0 = \Psi(z) \geq \psi(x(t)) + \langle \nabla \psi(x(t)), z - x(t) \rangle. \quad (37) \]
From (33) and the convexity \( \Phi \) and \( \Theta \) we obtain for every \( t \in [0, +\infty) \)
\[ \Phi(x(t)) \geq \Phi(z) + \langle -p - \nabla \Theta(z), x(t) - z \rangle \quad (38) \]
and
\[ \Theta(x(t)) \geq \Theta(z) + \langle \nabla \Theta(z), x(t) - z \rangle. \quad (39) \]
Further, due to Lemma 10(ii) it holds for almost every \( t \in [0, +\infty) \)
\[
\frac{d}{dt} g_z(t) = -\langle \dot{x}(t), v(t) \rangle + \langle \dot{v}(t), x(t) - z \rangle + \langle v(t), \dot{x}(t) \rangle
\]
\[
= \langle \dot{v}(t), x(t) - z \rangle. \quad (40)
\]
On the other hand, using (32) and the Young-Fenchel inequality we obtain for every \( t \in [0, +\infty) \)

\[
\beta(t) \Psi(x(t)) + \langle -p, x(t) - z \rangle = \beta(t) \left( \Psi(x(t)) + \langle \frac{-p}{\beta(t)}, x(t) - z \rangle \right) = \beta(t) \left( \Psi(x(t)) - \langle \frac{p}{\beta(t)}, x(t) \rangle + \sigma_{\text{argmin }} \Psi \left( \frac{p}{\beta(t)} \right) \right) \geq \beta(t) \left( -\Psi^\star \left( \frac{p}{\beta(t)} \right) + \sigma_{\text{argmin }} \Psi \left( \frac{p}{\beta(t)} \right) \right). 
\]

Finally, we obtain for almost every \( t \in [0, +\infty) \)

\[
\frac{d}{dt} \left( \frac{\lambda(t)}{2} \| x(t) - z \|^2 + g_z(t) \right) + \beta(t) \left( -\Psi^\star \left( \frac{p}{\beta(t)} \right) + \sigma_{\text{argmin }} \Psi \left( \frac{p}{\beta(t)} \right) \right) \leq 0, 
\]

where the first inequality follows from (41), the second one from (38) and (39), the next one from (35) and (36), and the last one from \((H^2_\lambda)\), (34), (40) and (37).

(i) Since for almost every \( t \in [0, +\infty) \) we have (see (42))

\[
\frac{d}{dt} \left( \frac{\lambda(t)}{2} \| x(t) - z \|^2 + g_z(t) \right) \leq \beta(t) \left( -\Psi^\star \left( \frac{p}{\beta(t)} \right) + \sigma_{\text{argmin }} \Psi \left( \frac{p}{\beta(t)} \right) \right),
\]

the conclusion follows from Lemma 2, \((H)\) and the fact that \( g_z(t) \geq 0 \) for every \( t \geq 0 \).

(ii) Let \( F : [0, +\infty) \to \mathbb{R} \) be defined by

\[
F(t) = \int_0^t \left( -\beta(s) \Psi(x(s)) + \langle p, x(s) - z \rangle \right) ds \quad \forall t \in [0, +\infty).
\]

From (42) we have for almost every \( s \in [0, +\infty) \)

\[
-\beta(s) \Psi(x(s)) + \langle p, x(s) - z \rangle \geq \frac{d}{ds} \left( \frac{\lambda(s)}{2} \| x(s) - z \|^2 + g_z(s) \right).
\]

By integration we obtain for every \( t \in [0, +\infty) \)

\[
F(t) \geq \frac{\lambda(t)}{2} \| x(t) - z \|^2 + g_z(t) - \frac{\lambda(0)}{2} \| x_0 - z \|^2 - g_z(0) \\
\geq -\frac{\lambda(0)}{2} \| x_0 - z \|^2 - g_z(0),
\]

\( \odot \) Springer
hence $F$ is bounded from below. Furthermore, from (41) we derive for every $t \in [0, +\infty)$

$$
\frac{d}{dt} F(t) = -\beta(t)\psi(x(t)) + \langle p, x(t) - z \rangle \\
\leq \beta(t) \left( \Psi^* \left( \frac{p}{\beta(t)} \right) - \sigma_{\text{argmin}} \psi \left( \frac{p}{\beta(t)} \right) \right).
$$

From $(H)$ and Lemma 2 it follows that $\lim_{t \to +\infty} F(t)$ exists and it is a real number. Hence

$$
\exists \lim_{t \to +\infty} \int_0^t \left( \beta(s)\psi(s) + \langle -p, x(s) - z \rangle \right) ds \in \mathbb{R}. \quad (43)
$$

Further, since $\psi \geq 0$, we obtain for every $t \in [0, +\infty)$

$$
\beta(t)\psi(x(t)) + \langle -p, x(t) - z \rangle \geq \frac{\beta(t)}{2} \psi(x(t)) + \langle -p, x(t) - z \rangle.
$$

Similarly to (41) one can show that for every $t \in [0, +\infty)$

$$
\frac{\beta(t)}{2} \psi(x(t)) + \langle -p, x(t) - z \rangle \geq \frac{\beta(t)}{2} \left( -\Psi^* \left( \frac{2p}{\beta(t)} \right) + \sigma_{\text{argmin}} \psi \left( \frac{2p}{\beta(t)} \right) \right),
$$

while from (42) we obtain that for almost every $t \in [0, +\infty)$ it holds

$$
\frac{d}{dt} \left( \frac{\lambda(t)}{2} \| x(t) - z \|^2 + g_z(t) \right) + \frac{\beta(t)}{2} \left( -\Psi^* \left( \frac{2p}{\beta(t)} \right) + \sigma_{\text{argmin}} \psi \left( \frac{2p}{\beta(t)} \right) \right) \\
\leq \frac{d}{dt} \left( \frac{\lambda(t)}{2} \| x(t) - z \|^2 + g_z(t) \right) + \beta(t)\psi(x(t)) + \langle -p, x(t) - z \rangle \\
\leq \frac{d}{dt} \left( \frac{\lambda(t)}{2} \| x(t) - z \|^2 + g_z(t) \right) + \beta(t)\psi(x(t)) + \langle -p, x(t) - z \rangle \\
\leq 0
$$

By using the same arguments as used in the proof of (43) it yields that

$$
\exists \lim_{t \to +\infty} \int_0^t \left( \frac{\beta(s)}{2} \psi(s) + \langle -p, x(s) - z \rangle \right) ds \in \mathbb{R}. \quad (44)
$$

Finally, from (43) and (44) we obtain (ii).

(iii) Follows from (43) and (ii).

(iv)-(v) These statements follow from (42) and (41), by using similar arguments as used for proving (43).

(vi)-(vii) These statements are direct consequences of (iv), (v) and (ii).

(viii) Combining (vi) and (vii) with $g_z, h_z \geq 0$, we easily derive that

$$
g_z + h_z \in L^1([0, +\infty)).
$$

Since

$$
0 \leq g_z \leq g_z + h_z,
$$

we deduce that $g_z \in L^1([0, +\infty))$ and $h_z \in L^1([0, +\infty))$. Finally, notice that due to (i) there exists $T > 0$ such that $g_z$ is bounded on $[T, +\infty)$. The boundedness of $g_z$ on $[0, T]$ follows from (38) and the continuity of $x$ and $v$. Thus, $g_z \in L^\infty([0, +\infty))$. 

\qed
In order to proceed with the asymptotic analysis of the dynamical system (14), we make the following more involved assumptions on the functions $\lambda$ and $\beta$, respectively:

\((H_{\lambda}^3)\) $\lambda : [0, +\infty) \to (0, +\infty)$ is locally absolutely continuous, $\dot{\lambda}(t) \leq 0$ for almost every $t \in [0, +\infty)$ and $\lim_{t \to +\infty} \lambda(t) > 0$;

\((H_{\beta}^3)\) $\beta : [0, +\infty) \to (0, +\infty)$ is locally absolutely continuous, it satisfies for some $k \geq 0$ the growth condition $0 \leq \dot{\beta}(t) \leq k\beta(t)$ for almost every $t \in [0, +\infty)$ and $\lim_{t \to +\infty} \beta(t) = +\infty$.

**Lemma 12** Assume that \((H/\psi_1)\), \((H/\Theta_1)\), \((H/\Phi_1)\), \((H_{\lambda}^3)\), \((H_{\beta}^3)\), \((H)\) and \((\tilde{H})\) hold and let $(x, v) : [0, +\infty) \to \mathcal{H} \times \mathcal{H}$ be a strong stable solution of the dynamical system (14). The following statements are true:

(i) $x$ is bounded;

(ii) $\lim_{t \to +\infty} \Psi(x(t)) = 0$.

**Proof** Take an arbitrary $z \in S$ and (according to \((\tilde{H})\)) $p \in N_{\arg\min \psi(z)}$ such that $-p - \nabla \Theta(z) \in \partial \Phi(z)$ and consider the functions $g_z, h_z$ defined in Lemma 11.

(i) According to Lemma 11(i), since $g_z \geq 0$, we have that $t \mapsto \lambda(t)\|x(t) - z\|^2$ is bounded, which combined with $\lim_{t \to +\infty} \lambda(t) > 0$ implies that $x$ is bounded.

(ii) Consider the function $E_1 : [0, +\infty) \to \mathbb{R}$ defined for every $t \in [0, +\infty)$ by

$$E_1(t) = \frac{(\Phi + \Theta)(x(t))}{\beta(t)} + \Psi(x(t)).$$

Using Lemma 10 and (14) we obtain for almost every $t \in [0, +\infty)$

$$\dot{E}_1(t) = \frac{1}{\beta(t)} \left( (v(t), \dot{x}(t)) + (\nabla \Theta(x(t)), \dot{x}(t)) \right) - \frac{\dot{\beta}(t)}{\beta^2(t)} (\Phi + \Theta)(x(t)) + (\nabla \Psi(x(t)), \dot{x}(t))$$

$$= \frac{1}{\beta(t)} \left( v(t) + \nabla \Theta(x(t)) + \beta(t) \nabla \Psi(x(t)), \dot{x}(t) \right) - \frac{\dot{\beta}(t)}{\beta^2(t)} (\Phi + \Theta)(x(t))$$

$$= \frac{1}{\beta(t)} (-\lambda(t)\dot{x}(t) - \dot{v}(t), \dot{x}(t)) - \frac{\dot{\beta}(t)}{\beta^2(t)} (\Phi + \Theta)(x(t))$$

$$= -\frac{\lambda(t)}{\beta(t)} \|\dot{x}(t)\|^2 - \frac{1}{\beta(t)} (\dot{v}(t), \dot{x}(t)) - \frac{\dot{\beta}(t)}{\beta^2(t)} (\Phi + \Theta)(x(t))$$

$$\leq -\frac{\dot{\beta}(t)}{\beta^2(t)} \inf_{t \geq 0} (\Phi + \Theta)(x(t)), \quad (45)$$

where we used that, according to (38), (39) and (i), $(\Phi + \Theta)(x(t))$ is bounded from below. From (45) and Lemma 2 it follows that there exists $\lim_{t \to +\infty} E_1(t) \in \mathbb{R}$.

Using now Lemma 11(iv) we get

$$\liminf_{t \to +\infty} \left( (\Phi + \Theta)(x(t)) - (\Phi + \Theta)(z) + \beta(t)\Psi(x(t)) \right) \leq 0 \quad (46)$$
and, since \((\Phi + \Theta)(x(t))\) is bounded from below, this limes inferior is a real number. Let \((t_n)_{n \in \mathbb{N}}\) be a sequence with \(\lim_{n \to +\infty} t_n = +\infty\) such that

\[
\lim_{n \to +\infty} \left( (\Phi + \Theta)(x(t_n)) - (\Phi + \Theta)(z) + \beta(t_n)\psi(x(t_n)) \right) = \\
\liminf_{t \to +\infty} \left( (\Phi + \Theta)(x(t)) - (\Phi + \Theta)(z) + \beta(t)\psi(x(t)) \right) \in \mathbb{R}.
\]

Since

\[
E_1(t_n) = \frac{1}{\beta(t_n)} \left( (\Phi + \Theta)(x(t_n)) - (\Phi + \Theta)(z) + \beta(t_n)\psi(x(t_n))\right) + \frac{(\Phi + \Theta)(z)}{\beta(t_n)} \forall n \in \mathbb{N}
\]

and \(\lim_{n \to +\infty} \beta(t_n) = +\infty\), it yields that \(\lim_{n \to +\infty} E_1(t_n) = 0\). Thus, since \(\lim_{t \to +\infty} E_1(t)\) exists,

\[
\lim_{t \to +\infty} E_1(t) = 0.
\]

The statement follows by taking into consideration that for every \(t \in [0, +\infty)\)

\[
0 \leq \psi(x(t)) \leq \psi(x(t)) + \frac{1}{\beta(t)} \left( (\Phi + \Theta)(x(t)) - \inf_{s \geq 0} (\Phi + \Theta)(x(s))\right) = E_1(t) - \frac{1}{\beta(t)} \inf_{s \geq 0} (\Phi + \Theta)(x(s))
\]
in combination with \(\lim_{t \to +\infty} \beta(t) = +\infty\).

**Lemma 13** Assume that \((H/P_\psi), (H/\Theta), (H/\Phi), (H^3), (H^2/\beta), (\tilde{H})\) and \((\tilde{H})\) hold and let \((x, v) : [0, +\infty) \to \mathcal{H} \times \mathcal{H}\) be a strong stable solution of the dynamical system \((14)\). Then

\[
\liminf_{t \to +\infty} (\Phi + \Theta)(x(t)) \geq (\Phi + \Theta)(z) \forall z \in S.
\]

**Proof** Take an arbitrary \(z \in S\). From \((\tilde{H})\) there exists \(p \in N_{\text{argmin} \psi}(z)\) such that \(-p - \nabla \Theta(z) \in \partial \Phi(z)\). From Lemma 11(iii) we get

\[
\liminf_{t \to +\infty} \langle -p, x(t) - z \rangle \leq 0.
\]

We claim that

\[
\liminf_{t \to +\infty} \langle -p, x(t) - z \rangle = 0.
\]

Since according to the previous lemma \(x\) is bounded, this limit inferior is a real number. Let \((t_n)_{n \in \mathbb{N}}\) be a sequence with \(\lim_{n \to +\infty} t_n = +\infty\) such that

\[
\lim_{n \to +\infty} \langle -p, x(t_n) - z \rangle = \liminf_{t \to +\infty} \langle -p, x(t) - z \rangle \in \mathbb{R}.
\]

Using again that \(x\) is bounded, there exists \(\bar{x} \in \mathcal{H}\) and a subsequence \((x(t_{n_k}))_{k \geq 0}\) such that \((x(t_{n_k}))_{k \geq 0}\) converges weakly to \(\bar{x}\) as \(k \to +\infty\). From (49) we derive

\[
\liminf_{t \to +\infty} \langle -p, x(t) - z \rangle = \langle -p, \bar{x} - z \rangle.
\]

Since \(\psi\) is weak lower semicontinuous, from Lemma 12(ii) we get

\[
0 \leq \Psi(\bar{x}) \leq \liminf_{k \to +\infty} \Psi(x(t_{n_k})) = 0,
\]

hence \(\bar{x} \in \text{argmin} \Psi\). Combining this with \(p \in N_{\text{argmin} \psi}(z)\) we derive \(\langle -p, \bar{x} - z \rangle \geq 0\). From (50) and (47) we conclude that (48) is true. Moreover, due to \(-p - \nabla \Theta(z) \in \partial \Phi(z), (38)\) and (39) we obtain

\[
(\Phi + \Theta)(x(t)) \geq (\Phi + \Theta)(z) + \langle -p, x(t) - z \rangle
\]

and the conclusion follows from (48).  \(\square\)
Remark 14 One can notice that the condition $\dot{\beta} \leq k\beta$ has not been used in the proofs of Lemma 12 and Lemma 13.

We come now to the main results of the paper.

Theorem 15 Assume that $(H_\Psi)$, $(H_\Theta)$, $(H_\Phi)$, $(H_3^\beta)$, $(H)$ and $(\tilde{H})$ hold and let $(x, v): [0, +\infty) \to H \times H$ be a strongly stable solution of the dynamical system (14). The following statements are true:

(i) $\int_0^{+\infty} \beta(t)\Psi(x(t))dt < +\infty$
(ii) $\dot{x} \in L^2([0, +\infty); H)$
(iii) $\langle \dot{x}, \dot{v} \rangle \in L^1([0, +\infty))$
(iv) $(\Phi + \Theta)(x(t))$ converges to the optimal objective value of (13) as $t \to +\infty$
(v) $\lim_{t \to +\infty} \beta(t)\Psi(x(t)) = \lim_{t \to +\infty} /Psi_1(x(t)) = 0$
(vi) $x(t)$ converges weakly to an optimal solution of (13) as $t \to +\infty$.

Proof Take an arbitrary $z \in S$. From $(\tilde{H})$ there exists $p \in N_{\arg\min \Psi(z)}$ such that $-p - \nabla \Theta(z) \in \partial \Phi_1(z)$. Consider again the functions $g_z, h_z$ defined in Lemma 11.

Notice that statement (i) has been already proved in Lemma 11.

Further, consider the function $E_2: [0, +\infty) \to \mathbb{R}$ defined for every $t \in [0, +\infty)$ as

$$E_2(t) = (\Phi + \Theta)(x(t)) + \beta(t)\Psi(x(t)).$$

By using Lemma 10, relation (14) and $(H_3^\beta)$ we derive for almost every $t \in [0, +\infty)$

$$\dot{E}_2(t) = \langle v(t), \dot{x}(t) \rangle + \langle \nabla \Theta(x(t)), \dot{x}(t) \rangle + \beta(t)\langle \nabla \Psi(x(t)), \dot{x}(t) \rangle + \dot{\beta}(t)\Psi(x(t))$$

$$= \langle v(t) + \nabla \Theta(x(t)) + \beta(t)\nabla \Psi(x(t)), \dot{x}(t) \rangle + \dot{\beta}(t)\Psi(x(t))$$

$$= \langle -\lambda(t)\dot{x}(t) - \dot{v}(t), \dot{x}(t) \rangle + \dot{\beta}(t)\Psi(x(t))$$

$$\leq -\lambda(t)\|\dot{x}(t)\|^2 - \langle \dot{x}(t), \dot{v}(t) \rangle + k\beta(t)\Psi(x(t)).$$

(51)

Since $E_2$ is bounded from below, a simple integration procedure in (51) combined with (i), Lemma 10(i) and Lemma 2 yields

$$\exists \lim_{t \to +\infty} E_2(t) \in \mathbb{R},$$

$$\int_0^{+\infty} \lambda(t)\|\dot{x}(t)\|^2 dt < +\infty$$

and

$$\int_0^{+\infty} \langle \dot{x}(t), \dot{v}(t) \rangle dt < +\infty,$$

which is statement (iii). Statement (ii) follows by taking into account that $\liminf_{t \to +\infty} \lambda(t) > 0$.

Further, since $\beta(t)\Psi(x(t)) \geq 0$, from (46) and Lemma 13 we get that

$$\liminf_{t \to +\infty} \left( (\Phi + \Theta)(x(t)) - (\Phi + \Theta)(z) + \beta(t)\Psi(x(t)) \right) = 0.$$

(53)

Taking into account the definition of $E_2$ and the fact that $\lim_{t \to +\infty} E_2(t) \in \mathbb{R}$, we conclude that

$$\lim_{t \to +\infty} E_2(t) = (\Phi + \Theta)(z).$$

(54)
Further, we have
\[
\limsup_{t \to +\infty} (\Phi(x(t)) + \beta(t) \Psi(x(t))) = \lim_{t \to +\infty} E_2(t) = (\Phi + \Theta)(z),
\]
which combined with Lemma 13 yields
\[
\lim_{t \to +\infty} (\Phi(x(t)) + \beta(t) \Psi(x(t))) = (\Phi + \Theta)(z), \tag{55}
\]
hence (iv) holds.

The statement (v) is a consequence of Lemma 12(ii), (54), (55) and the definition of \(E_2\).

In order to prove statement (vi), we will make use of the Opial Lemma 4. From (42) we have for almost every \(t \in [0, +\infty)\)
\[
\frac{\dot{\lambda}(t)}{2} \|x(t) - z\|^2 + \lambda(t) \langle \dot{x}(t), x(t) - z \rangle + \frac{d}{dt} g_z(t) \leq \beta(t) \left( \Psi^* \left( \frac{p}{\beta(t)} \right) - \sigma_{\arg\min} \Psi \left( \frac{p}{\beta(t)} \right) \right),
\]
hence
\[
\frac{d}{dt} g_z \leq \beta(t) \left( \Psi^* \left( \frac{p}{\beta(t)} \right) - \sigma_{\arg\min} \Psi \left( \frac{p}{\beta(t)} \right) \right) - \frac{\dot{\lambda}(t)}{2} \|x(t) - z\|^2 + \lambda(t) \|\dot{x}(t)\| \cdot \|x(t) - z\|
\]
\[
= G_1(t) + G_2(t), \tag{56}
\]
where
\[
G_1(t) = \beta(t) \left( \Psi^* \left( \frac{p}{\beta(t)} \right) - \sigma_{\arg\min} \Psi \left( \frac{p}{\beta(t)} \right) \right) - \frac{\dot{\lambda}(t)}{2} \|x(t) - z\|^2
\]
and
\[
G_2(t) = \lambda(t) \|\dot{x}(t)\| \cdot \|x(t) - z\|.
\]
Now using that \(x\) is bounded, from (ii) and \((H)\) we derive that
\[
G_1 \in L^1([0, +\infty))
\]
and
\[
G_2 \in L^2([0, +\infty)).
\]
From (56), a direct application of Lemma 3 and Lemma 11(viii) yields
\[
\lim_{t \to +\infty} g_z(t) = 0.
\]
By combining this with Lemma 11(i) and the fact that \(\lim_{t \to +\infty} \lambda(t) = 0\), we conclude that there exists \(\lim_{t \to +\infty} \|x(t) - z\| \in \mathbb{R}\). Since \(z \in S\) has been chose arbitrary, the first condition of the Opial Lemma is fulfilled.

Let \((t_n)_{n \in \mathbb{N}}\) be a sequence of positive numbers such that \(\lim_{n \to +\infty} t_n = +\infty\) and \(x(t_n)\) converges weakly to \(x_{\infty}\) as \(n \to +\infty\). By using the weak lower semicontinuity of \(\Psi\) and Lemma 12(ii) we obtain
\[
0 \leq \Psi(x_{\infty}) \leq \liminf_{n \to +\infty} \Psi(x(t_n)) = 0,
\]
hence \(x_{\infty} \in \arg\min \Psi\). Moreover, the weak lower semicontinuity of \(\Phi + \Theta\) and (55) yield
\[
(\Phi + \Theta)(x_{\infty}) \leq \liminf_{n \to +\infty} (\Phi + \Theta)(x(t_n)) = (\Phi + \Theta)(z),
\]
thus \(x_{\infty} \in S\). \(\square\)

Remark 16 An anonymous reviewer raised the question whether the trajectories generated by (14) diverge in norm in case the optimization problem (13) has no solution. In the following we give a positive answer to this question.
We assume that \( \text{dom} \Phi \cap \text{argmin} \Psi \neq \emptyset \) (otherwise the optimization problem (13) is degenerate). We suppose that all the hypotheses of Theorem 15, excepting the assumption that the set of optimal solutions \( S \) is nonempty, hold.

Let \( (x, v) : [0, +\infty) \to \mathcal{H} \times \mathcal{H} \) be a strong stable solution of (14) and assume that \( x \) is bounded. In other words, there exists \( M > 0 \) such that
\[
\|x(t)\| \leq M \quad \forall t \geq 0.
\] (57)

Take \( z \in \text{dom} \Phi \cap \text{argmin} \Psi \) and \( r > 0 \) such that
\[
r > \max\{\|z\|, M\}.
\]
(58)

In the following we denote by \( \overline{B}(0, r) \) the closed ball centered at origin with radius \( r \).

We will use as follows several times the fact that the normal cone to a set at an element belonging to the interior of this set reduces to \( \{0\} \).

Due to (58), we consequently have
\[
\partial \left( \Phi + \delta_{\overline{B}(0, r)} \right)(x(t)) = \partial \Phi(x(t)) + N_{\overline{B}(0, r)}(x(t)) = \partial \Phi(x(t)) \quad \forall t \geq 0.
\]
(59)

This means that \( (x, v) \) is a strong global solution of the system
\[
\begin{cases}
v(t) \in \partial \left( \Phi + \delta_{\overline{B}(0, r)} \right)(x(t)) \\
\lambda(t) \dot{x}(t) + \dot{v}(t) + v(t) + \nabla \Theta(x(t)) + \beta(t) \nabla \Psi(x(t)) = 0
\end{cases}
\]
too.

This continuous system can be associated to the optimization problem
\[
\inf_{x \in \text{argmin} \Psi} \{\Phi(x) + \delta_{\overline{B}(0, r)}(x) + \Theta(x)\}.
\]
(60)

Notice that the set of optimal solutions to (60) is nonempty, since its objective function is coercive. Further, by combining (\( \tilde{H} \)) with (58), we obtain:
\[
\partial \left( \Phi + \delta_{\overline{B}(0, r)} + \Theta + \delta_{\text{argmin} \Psi} \right) = \partial \left( \Phi + \Theta + \delta_{\text{argmin} \Psi} \right) + \nabla \Theta + N_{\text{argmin} \Psi}.
\]
(61)

By applying Theorem 15 to the optimization problem (60) and the continuous system (59), it follows that there exists an optimal solution \( \overline{u} \) to (60) such that \( x(t) \) converges weakly to \( \overline{u} \) as \( t \to +\infty \). Due to the weak-lower semicontinuity of the norm function, from (57) and (58) it follows that \( \overline{u} \) belongs to the interior of the closed ball \( \overline{B}(0, r) \). Thus, from (61), (58) and (\( \tilde{H} \)) we derive
\[
0 \in \partial \left( \Phi + \delta_{\overline{B}(0, r)} + \Theta + \delta_{\text{argmin} \Psi} \right)(\overline{u}) = \partial \left( \Phi + \Theta + \delta_{\text{argmin} \Psi} \right)(\overline{u}).
\]
The later implies that the set of optimal solutions to (13) is nonempty, which contradicts the assumption we made. In this way, our claim is proved.

In the last result we show that if the objective function of (13) is strongly convex, then the trajectory \( x(\cdot) \) generated by (14) converges strongly to the unique optimal solution of (13).

**Theorem 17** Assume that \((H_{\Psi}), (H_{\Theta}), (H_{\Phi}), (H_{\lambda}^3), (H_2^3), (H)\) and \(\tilde{H}\) hold and let \((x, v) : [0, +\infty) \to \mathcal{H} \times \mathcal{H}\) be a strong stable solution of the dynamical system (14). If \( \Phi + \Theta \) is strongly convex, then \( x(t) \) converges strongly to the unique optimal solution of (13) as \( t \to +\infty \).

**Proof** Let \( \gamma > 0 \) be such that \( \Phi + \Theta \) is \( \gamma \)-strongly convex. It is a well-known fact that in case the optimization problem (13) has a unique optimal solution, which we denote by \( z \).
From (\(\tilde{H}\)) there exists \(p \in N_{\text{argmin}} \psi(z)\) such that \(-p - \nabla \Theta(z) \in \partial \Phi(z)\). Consider again the functions \(g_z, h_z\) defined in Lemma 11.

By combining (41) with the stronger inequality

\[(\Phi + \Theta)(x(t)) - (\Phi + \Theta)(z) \geq \langle -p, x(t) - z \rangle + \frac{\gamma}{2} \|x(t) - z\|^2 \quad \forall t \in [0, +\infty),\]

we obtain this time (see the proof of Lemma 11) for almost every \(t \in [0, +\infty)\)

\[
\frac{d}{dt} \left( \frac{\lambda(t)}{2} \|x(t) - z\|^2 + g_z(t) \right) + \frac{\gamma}{2} \|x(t) - z\|^2 + \beta(t) \left( -\Psi^\ast \left( \frac{p}{\beta(t)} \right) \right) + \sigma_{\text{argmin}} \psi \left( \frac{p}{\beta(t)} \right) \\
\leq \frac{d}{dt} \left( \frac{\lambda(t)}{2} \|x(t) - z\|^2 + g_z(t) \right) + \frac{\gamma}{2} \|x(t) - z\|^2 + \beta(t) \Psi(x(t)) + \langle -p, x(t) - z \rangle \\
\leq \frac{d}{dt} \left( \frac{\lambda(t)}{2} \|x(t) - z\|^2 + g_z(t) \right) + (\Phi + \Theta)(x(t)) - (\Phi + \Theta)(z) + \beta(t) \Psi(x(t)) \\
\leq 0.
\]

Taking into account (\(H\)), by integration of the above inequality we obtain

\[
\int_0^{+\infty} \|x(t) - z\|^2 dt < +\infty.
\]

Since according to the proof of Theorem 15, \(\lim_{t \to +\infty} \|x(t) - z\|\) exists, we conclude that \(\|x(t) - z\|\) converges to 0 as \(t \to +\infty\) and the proof is complete. \(\Box\)

Remark 18 The results presented in this paper remain true even if the assumed growth condition is satisfied starting with a \(t_0 \geq 0\), that is, if there exists \(t_0 \geq 0\) such that

\[0 \leq \dot{\beta}(t) \leq k\beta(t)\]

for almost every \(t \in [t_0, +\infty)\).
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