Abstract

Having sufficient resources for language X lifts it from the under-resourced languages class, but not necessarily from the under-researched class. In this paper, we address the problem of the absence of organized benchmarks in the Turkish language. We demonstrate that languages such as Turkish are left behind the state-of-the-art in NLP applications. As a solution, we present MUKAYESE, a set of NLP benchmarks for the Turkish language that contains several NLP tasks. We work on one or more datasets for each benchmark and present two or more baselines. Moreover, we present four new benchmarking datasets in Turkish for language modeling, sentence segmentation, and spell checking.

1 Introduction

Although some human languages, such as Turkish, are not classified as under-resourced languages, only a few research communities are working on them (Joshi et al., 2020). As a result, they are left behind in developing state-of-the-art systems due to a lack of organized benchmarks and baselines. In this study, we aim to fill this gap for the Turkish language with MUKAYESE (Turkish word for "comparison/benchmarking"), an extensive set of datasets and benchmarks for several Turkish NLP tasks. All of the datasets and code have been made public\(^1\).

We survey several tasks in Turkish NLP and observe an absence of organized benchmarks and research. We demonstrate how the lack of benchmarks affects under-studied languages such as Turkish and how it can keep the state of research behind the state-of-the-art of NLP. We accomplish this by presenting state-of-the-art baselines that outperform previous work significantly. We believe that MUKAYESE will set a basis for boosting NLP research for Turkish. Therefore, we encourage research communities from other under-studied languages to follow a similar path.

In our work on MUKAYESE, we study seven NLP tasks in the Turkish language. We evaluate available datasets in Turkish for these tasks and describe the process of creating four new datasets for tasks that do not have accessible datasets. Furthermore, in addition to evaluating existing methods, we provide at least two baseline models/methods per task. More details are enlisted in Table 1.

Our overall contribution to Turkish NLP can be summarized as the following: (a) Set of seven organized benchmarks for NLP\(^1\). (b) Four new datasets in Turkish for language modeling, sentence segmentation, as well as spellchecking and correction. (c) Dataset splits for fair benchmarking. (d) Several replicable baselines for each task\(^2\). (e) Benchmarking state-of-the-art methods on Turkish.

The rest of the paper is organized as follows: We review similar efforts and advert to benchmarks and NLP in Section 2. We give a background on the Turkish language resources in Section 2.2. We explain the approach we follow for each task in Section 3. We provide dataset statistics, evaluation results, and explain the baselines for each task in Section 4.

2 Related Work

Having a sufficient amount of resources in a language lifts it out of the under-resourced class, but it does not necessarily prevent it from being understudied. In this section, we discuss efforts similar to ours, and give a background on the Turkish language’s features.

There exist various endeavors at building multilingual benchmarks. One example for this is XTREME (Hu et al., 2020), a multilingual benchmark containing 40 different languages and nine different tasks. These tasks include Classification,\(^1\)https://github.com/mukayese-nlp/mukayese-datasets\(^2\)https://github.com/mukayese-nlp/mukayese-baselines
3.1 Benchmarks and NLP

Following the research on NLP over the years, we can observe how datasets and benchmarks are fundamental in measuring the progress of NLP.

For instance, the SQuAD dataset (Rajpurkar et al., 2016) is used to examine the progress of English Question Answering, and GLUE (Wang et al., 2018), SuperGLUE (Wang et al., 2019) provide benchmarks for English Language Understanding.

Such progress has been enabled by the existence of benchmarks, which allowed for fair and meaningful comparison, and showed if there is room for improvement. In addition, organized benchmarks and datasets enable the research community to make progress with minimal amount of domain knowledge.

This is especially important when it comes to languages with fewer speakers, and research communities are more likely to contribute when such organized tasks are presented (Martínez-Plumed et al., 2021). Thus, this is essential if we want to include other communities in the development of under-resourced and under-studied languages.

However, there are several things to keep in mind when dealing with benchmarks and leaderboards. Such leaderboards should be created transparently, and the results need to be evaluated with all factors taken into account. Some of these factors are model limitations and cannot be utilized to build a research basis in a specific language.

There are several benchmarks for NLP tasks for both low-resource and high-resource languages when it comes to monolingual benchmarks. Duh et al. (2020) proposes a benchmark for two low-resourced African languages on Neural Machine Translation (NMT), namely Somali and Swahili. Similarly, there are efforts to build benchmarks for high-resource but under-studied languages such as ALUE benchmark for Arabic (Seelawi et al., 2021), and KLEJ benchmark for Polish (Rybak et al., 2020). Both benchmarks focus on Natural Language Understanding (NLU). Most of these benchmarks have public leaderboards to disseminate studies in NLP for their languages.

While most of previous benchmarks focus on one task such as NLU or NMT, Mukayese covers a comprehensive set of NLP tasks with seven different benchmarks on a variety of tasks. The reasoning behind this is to catalyze the research of Turkish NLP, and encourage research in all NLP applications.

### Table 1: List of the NLP Tasks we work on for the Turkish language in Mukayese

| Task                        | Datasets        | Metrics          | Baselines         |
|-----------------------------|-----------------|------------------|-------------------|
| **Language Modeling**       | - trnewrs-64    | - bits-per-char  | - adapt. trans.   |
|                             | - trwiki-67     | - perplexity     | - sha-rnn         |
| **Machine Translation**     | - wmt-16        | - bleu           | - convs2s         |
|                             | - must-c        |                  | - transformer     |
| **Named-Entity Recognition**| - wikiann       | - conll f-1      | - bert            |
|                             | - milliyet-ner  |                  | - bert-crF         |
| **Sentence Segmentation**   | - trseg-41      | - segment f-1    | - spaCy           |
| **Spellchecking & Correction**| - trspell-10   | - f1-score       | - zemberek        |
|                             | - mslls         | - accuracy       | - hunspell        |
| **Summarization**           | - mslls         | - rouge-l        | - transformer     |
|                             | - mslls         | - meteor         | - mbart50         |
|                             |                 |                  | - mt5             |
| **Text Classification**     | - offenseval    | - f1-score       | - bilstm          |
|                             | - news-cat      |                  | - cnn text        |
|                             |                 |                  | - bert            |

There are several benchmarks for NLP tasks for both low-resource and high-resource languages when it comes to monolingual benchmarks. Duh et al. (2020) proposes a benchmark for two low-resourced African languages on Neural Machine Translation (NMT), namely Somali and Swahili. Similarly, there are efforts to build benchmarks for high-resource but under-studied languages such as ALUE benchmark for Arabic (Seelawi et al., 2021), and KLEJ benchmark for Polish (Rybak et al., 2020). Both benchmarks focus on Natural Language Understanding (NLU). Most of these benchmarks have public leaderboards to disseminate studies in NLP for their languages.
size, energy efficiency, and generalization (Linzen, 2020). Otherwise, we can run into the risk of these leaderboards resulting in inefficient and non-robust models. Ethayarajh and Jurafsky (2020) describe a few limitations of current leaderboards and suggest practices to mitigate these limitations.

We take these practices into account and present the benchmarks of MUKAYESE. We provide more details about our methodology in Section 3.

2.2 Background

The Turkish language has distinctive characteristics compared to well-studied languages in the literature, such as English, Spanish, and German. Due to its agglutinative morphological nature, Turkish nouns can produce more than 100 inflected forms, while verbs can produce even more (Oflazer and Turkish. Sak et al. (2008) introduced a morpho-
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Figure 1: An example of a word constituting multiple inflectional groups (Eryiğit et al., 2008).

Unlike many other languages, a single word can constitute multiple different inflectional groups. An example is displayed in Figure 1. We provide more details on the features of the Turkish language in Appendix A.

There are several attempts at constructing comprehensive sets of resources and evaluation for Turkish. Sak et al. (2008) introduced a morphological parser, and a morphological disambiguator accompanied by a web corpus. More recently, Eryiğit (2014) proposed an online Turkish NLP Pipeline, which includes Normalization, Tokenization, Morphological Analysis, NER, and Syntactic Parsing.

However, among previously proposed methods and datasets, none are presented in a comparative way. This study aims to make a comprehensive inventory of different tools, corpora, and evaluation measures for the Turkish language. Such inventory may be used for researchers and practitioners who are looking for tools and datasets for Turkish NLP.

3 Methodology

In MUKAYESE, we focus on under-researched tasks of NLP in the Turkish language. After defining the task and assessing its importance, we construct the following three key elements for each benchmark:

Datasets are the first element to consider when it comes to a benchmark. We define the minimum requirements of a benchmark dataset as follows:

(i) accessible with reasonable size. (ii) Satisfactory quality. (iii) A publicly shareable, compliant applicable regulations (GDPR licensing).

We chose the dataset sizes in a task-specific manner, unless used in a few-shot setting, benchmarks with small datasets will lack generalizability, and models trained on them might suffer from overfitting. On the other hand, training models on enormous datasets might be costly and inefficient (Ethayarajh and Jurafsky, 2020).

Another feature to assess is the quality of the dataset. A manually annotated dataset with a low Interannotator Agreement (IAA) rate is not suitable for benchmarking. Moreover, to build a generalizable benchmark, we need to consider using a dataset representing the general domain. For instance, sentence segmentation methods of editorial texts do not work on user-generated content such as social media posts, as we show in Subsection 4.4.

Metrics are the second element of benchmarks. We need to decide on one or more evaluation metrics to evaluate and compare methodologies. In order to do so, we have to answer the following questions: (a) Does this metric measure what our task aims to do? (b) How well does it correlate with human judgment? (c) Are there any issues/bugs to consider in these metrics? (For example, using accuracy to measure performance on an unbalanced set does not give a representative idea of model performance).

Baselines are the final element of benchmarking. In order to characterize the performance characteristics of different methodologies, it is better to diversify our baselines as much as possible. For instance, we can compare pretrained vs. non-pretrained approaches, rule-based systems vs. trained systems, or unsupervised vs. supervised models.
4 Tasks

We provide benchmarks in the form of Datasets, Metrics, Baselines triplets for each of the following NLP tasks:

4.1 Language Modeling

Auto-regressive language modeling is a generative process, which focuses on modeling the probability $P(X)$ of a text sequence of $n$ tokens, where $X = (x_1, x_2, ..., x_n)$, and $P(X) = \prod_{i=1}^{n} P(x_i|x_{<i})$. This type of language modeling is known as Auto-regressive (AR) or causal language modeling. The main objective of the model is to learn to estimate the probability of a given text sequence.

In our work, we focus on neural approaches for this task (Bengio et al., 2003), where we present two new benchmarking corpora for AR language modeling and report the results of two different baseline models.

Datasets We present two different corpora for AR language modeling, namely TRNEWS-64 and TRWIKI-67, along with their train/validation/test splits. These corpora are presented in a similar fashion to enwik8 (Hutter, 2006) and WikiText (Merity et al., 2017) English corpora. We provide statistics about these corpora in Table 10 in Appendix C.1.

TRWIKI-67 is a language modeling corpus that contains 67 million words of raw Turkish Wikipedia articles. We extracted this corpus from a recent Turkish Wikipedia dump\(^3\) using WikiExtractor (Attardi, 2015). Additionally, further preprocessing was applied to get rid of the redundant text. Only the articles’ raw text and titles were kept and presented in their cased format (with no upper/lower case transformations).

Due to the agglutinative nature of the Turkish language, most of the words are derived by combining one or more suffixes with one of the roots (Oflazer and Saracağ, 2018). To make use of this attribute of the Turkish language, we train a sentencepiece unigram model (Kudo, 2018) with a vocabulary size of 32K, only using the training split of the corpus. Although we advise using the tokenized version of this corpus to encourage reproducibility, we provide a raw version of this corpus that can be utilized as a benchmark for language modeling tasks on a character, subword, or word level.

TRNEWS-64 is a character language modeling corpus that contains 64 million words of news columns and articles that was retrieved from TS Timeline Corpus (Sezer, 2017). It can be utilized as a benchmark for modeling long-range dependencies in the Turkish language, as it contains relatively long documents (See Table 10). This corpus consists of a mix of news articles collected from different journals about various domains and topics. Since TRNEWS-64 is intended for language modeling on character level, articles were lightly pre-processed, and no further tokenization was applied. We provide more details about TRNEWS-64 and TRWIKI-67 in Appendix C.1.

Metrics Language models are trained on minimizing the negative log-likelihood (NLL) of the training set, and their performance is measured based on how well they can generalize on the test set:

$$\text{NLL}(X_{test}) = -\frac{1}{n}\sum_{i=1}^{n} \log p_\theta(x_i|x_{test} < i) \quad (1)$$

Word or sub-word level language models are evaluated using the word perplexity (PPL) metric, a derivative of NLL. On the other hand, character language models are evaluated using entropy-based Bits-per-character (BPC) metric, which is also another derivative of NLL (Huyen, 2019). We consider PPL for the evaluation of models on TRWIKI-67, and BPC for TRNEWS-64. Note that lower is better for both metrics.

We note that PPL needs to be computed with the same count of tokens, otherwise it needs to be normalized (See Appendix C.1).

| Dataset | PPL | BPC |
|---------|-----|-----|
| TRWIKI-67 | 92M | 14.64 |
| TRWIKI-67 | 87M | 12.54 |
| TRWIKI-67 | 92M | 14.64 |
| TRWIKI-67 | 87M | 12.54 |
| TRWIKI-67 | 92M | 14.64 |
| TRWIKI-67 | 87M | 12.54 |
| TRWIKI-67 | 92M | 14.64 |
| TRWIKI-67 | 87M | 12.54 |
| TRWIKI-67 | 92M | 14.64 |
| TRWIKI-67 | 87M | 12.54 |

Table 2: Results of language modeling baseline models, with their no of parameters. Perplexity (PPL) is reported for TRWIKI-67, and Bits-per-char (BPC) for TRNEWS-64, on their test sets.

Baselines We consider two baseline models of different families. The first one is Single Headed Attention - RNN (SHA-RNN) (Merity, 2019), which is a Recurrent Neural Network-based language model, and the second is Adaptive Transformer (ADAP.TRANS) (Sukhbaatar et al., 2019), which is based on Transformer architecture.
We use these models for two main reasons. First, we want to compare models from different families (RNNs vs. Transformers). Second, compared to their counterparts such as (Lei, 2021; Dai et al., 2019), these models represent the state-of-the-art when it comes to the ratio of performance to the training cost and the number of parameters. For more details on the training refer to Appendix C.1.

In Table 2, we provide the results of these models, which we train separately on TRWIKI-67 and TRNEWS-64 corpora. Note that even though we follow the same architectural settings for character-level and subword-level modeling, different tokenization algorithms of TRWIKI-67 (subword-level) and TRNEWS-64 (character-level) lead to different vocabulary sizes, which leads to a difference in the number of parameters.

Unlike the case for the English language (Merity, 2019), SHA-RNN performed better than Adaptive Transformer for both of the presented Turkish corpora. This implies the necessity of establishing such benchmarks for other languages as well. We leave investigating this feature for future research.

4.2 Machine Translation

Machine translation is the problem of translating a piece of text from one language to another. Over the years, neural machine translation models have become dominant, especially in low resource settings, benefiting from transfer learning (Zoph et al., 2016). In this work, we focus on evaluating neural machine translation models for translation between English and Turkish languages. We provide the results of three different baselines on two datasets.

Datasets The first dataset we evaluate is the Turkish-English subset of WMT-16, which consists of manually translated Turkish-English sentence pairs. The second one is the Turkish-English subset of Multilingual Speech Translation Corpus (MUST-C) (Di Gangi et al., 2019). For details on the split refer to Table 12 in Appendix C.3.

Metrics We evaluate our models on the relevant test sets for translation in both directions. We utilize BLEU Score (Papineni et al., 2002) for the assessment of translation quality.

Baselines In this task, we train three different models. First, we train a TRANSFORMER (Vaswani et al., 2017) with the same settings for the encoder and the decoder parts, where we use 6 layers, with 4 attention heads each, and hidden size of 512. Second, we utilize the Convolutional sequence-to-sequence CONVS2S model (Gehring et al., 2017) following the same settings. The last model is mBART 50 (Tang et al., 2020), a multilingual model pre-trained on 50 different languages, which we fine-tune for each dataset separately.

In Table 3, we present BLEU score of the models on each translation dataset in both directions. The benefit of pre-training can be seen in the case of mBART50, where it outperforms the counterparts that we train from scratch. Additionally, we compare our work to the results reported by Stahlberg et al. (2018) on WMT-16. Their model is based on fusion language model decoding into seq2seq model with dot-attention (Luong et al., 2015).

4.3 Named-Entity Recognition (NER)

We include the Named-Entity Recognition (NER) task in our set of benchmarks, as it has an essential role in NLP applications. In this task, words representing named-entities are detected in the text input and assigned one of the predefined named-entity classes such as Person or Location (Chinchor and Robinson, 1998). We benchmark three different models on two NER datasets for Turkish and compare our work with previous work.

Datasets The first dataset we use is MILLIYET-NER (Tür et al., 2003), which is a set of manually annotated news articles from the Turkish Milliyet news resource. The second is the Turkish subset of the semi-automatically annotated Cross-lingual NER dataset WIKIANN or (PAN-X) (Pan et al., 2017), which consists of Turkish Wikipedia articles. Both datasets have three entity classes as shown in Table 11 in Appendix C.2.

Metrics Following previous work on Turkish NER (Yeniterzi, 2011; Şeker and Eryiğit, 2012),
we report the CoNLL F-1 metric (Tjong Kim Sang, 2002) to assess our NER baselines.

| Baselines       | MILLIYET | WIKIANN |
|-----------------|----------|---------|
| (Yeniterzi, 2011)| 91.56    | -       |
| (Şeker and Eryiğit, 2012)| 91.94    | -       |
| (Güngör et al., 2018)| 93.37    | -       |
| BiLSTM-CRF      | 95.54    | 93.8    |
| BERTURK         | 95.31    | 92.82   |
| BERTURK-CRF     | 96.48    | 93.07   |

Table 4: Evaluation results (CoNLL F1) of NER models on test sets.

**Baselines** We train three different baseline models for this task. One with no pre-trained embeddings, which utilizes bi-directional Long Short Term Memory with Conditional Random Fields (BiLSTM-CRF) (Panchendrarajan and Amaresan, 2018). The remaining two models employ pre-trained representations from BERT (Devlin et al., 2019). In one of the models, we investigate the benefit of adding a CRF layer on top of BERT. As for the pre-trained BERT model, we use BERTURK base, which is pre-trained on a large Turkish corpus (Schweter, 2020).

In Table 4, we provide the evaluation results (CoNLL F-measure) for the three baselines on both datasets’ test sets. Additionally, we compare our results with previous work of (Yeniterzi, 2011; Şeker and Eryiğit, 2012; Güngör et al., 2018) on the MILLIYET-NER dataset.

### 4.4 Sentence Segmentation

Sentence segmentation is the task of detecting sentence boundaries in a given article. Despite its fundamental place in the NLP pipelines, sentence segmentation attracts little interest. Common approaches are rule-based systems that rely on cues such as punctuation marks and capital letters (Jurafsky and Martin, 2018).

**Datasets** We present TRSEG-41, a new sentence segmentation dataset for Turkish. This dataset consists of 300 sampled scientific abstracts from (Öztürk et al., 2014), 300 curated news articles from TRNEWS-64, and a set of 10K tweets. For the scientific abstracts, our sampling rationale is to maximize the number of abbreviations that reduce the accuracy of the rule-based approaches. As for the news subset, we maximize the length of documents and the number of proper nouns. In the Twitter subset, we balance the number of multi/single sentence tweets, and preprocess the tweets by replacing all URLs with http://some.url, and all user mentions with @user.

A single annotator labels the sentence boundaries of the data samples. We present two dataset splits, one for training and development and one for testing and benchmarking. The statistics of the splits can be found in Table 13 in Appendix C.4. Applying sentence segmentation to user-generated content such as social media posts or comments can be quite challenging. To simulate such difficult cases and expose the weaknesses of rule-based methods, we create another version of TRSEG-41 where we artificially corrupt the boundaries of sentences. This is done by randomly converting sentences to lowercase or uppercase with 50% probability, or by removing all punctuation marks with 50% probability.

**Metrics** Our evaluation procedure is based on the metrics F1 score, Precision, Recall for each segment. Unlike (Wicks and Post, 2021), we evaluate our models on the entire test set, without removing sentences with ambiguous boundaries. Furthermore, in order to highlight the gap in performance, we cross-evaluate our systems on the original and corrupted set.

| Metrics   | F1-score | Precision | Recall |
|-----------|----------|-----------|--------|
| Training (Original) |          |           |        |
| ERSATZ    | 0.89 / 0.40 | 0.98 / 0.51 | 0.81 / 0.33 |
| PUNKT     | 0.87 / 0.39 | 0.88 / 0.52 | 0.86 / 0.32 |
| Training (Corrupted) |          |           |        |
| ERSATZ    | 0.88 / 0.40 | 0.97 / 0.51 | 0.81 / 0.33 |
| PUNKT     | 0.85 / 0.39 | 0.86 / 0.50 | 0.84 / 0.31 |

Table 5: Results of sentence segmentation baselines. Metrics are reported for both corrupted and clean versions of the test set in the ORIGINAL / CORRUPTED format.

**Baselines** For this task, we employ three methods as baseline models. ERSATZ, a context-based approach that relies on supervised training (Wicks and Post, 2021), the unsupervised PUNKT tokenizer (Kiss and Strunk, 2006), and SPACy Sentencizer tool (Montani et al., 2021). While ERSATZ utilizes the Transformer (Vaswani et al., 2017) architecture, spaCy Sentencizer is a rule-based sentence boundary detector, whereas Punkt Tokenizer relies on an unsupervised training approach.

We experiment with these models on four different training and testing set combinations, where we train using the original and corrupted training
sets separately and test on both test sets. Results are presented in Table 5. In all settings, SPACY SENTENCIZER is outperformed by its trained counterparts. Among the baselines, ERSATZ performed the best. Our experiments show that deep learning models are more robust to corruption in the data.

Please refer to Appendix C.4 for dataset creation process and samples, and an analysis on the behaviour of our baselines.

4.5 Spellchecking and Correction

Spellcheckers are among the most widely used NLP tools. The basic task is to check for misspellings in an input and suggest a set of corrections. Different methods can be employed for error correction, such as looking up words that minimize the edit distance from a dictionary or utilizing probabilistic models with N-grams to suggest the most likely correct word based on the context (Jurafsky and Martin, 2018). In this work, we focus on contextless (single word) spellchecking and correction. We present a new benchmarking dataset for contextless spellcheckers and a computationally efficient and accurate dictionary for Turkish.

Datasets We present TRSPELL-10, a dataset of 10K words, for benchmarking spellchecking and correction. The dataset consists of tuples of input and correct (gold) words.

To create this dataset, we randomly sample 8500 Turkish words from the TS Corpus Word List (Sezer, 2013, 2017). We create artificial misspellings by applying random insertions, deletions, and substitutions on 65% of the words, where we apply at most two operations on the same word. The remaining 35% of the words are unchanged. Moreover, we add 1K random foreign words, and 500 randomly generated word-like character sequences.

As a quality check of these artificial misspellings, given a list of corrupted words, we ask our annotators to provide us a list of suggestions up to 10 suggestions per word. Their suggestion lists had the gold output 91% of the time.

Metrics We evaluate spellcheckers’ ability to detect misspellings using the macro-averaged F1-Score metric. Additionally, we evaluate their spell correction accuracy (SCA) based on the suggestions provided for misspelled words.

Baselines We take advantage of the agglutinative nature of the Turkish language by developing

| Dataset       | SCA  | F1  |
|---------------|------|-----|
| HUNSPELL-TR (Zafer, 2017) | 25.52 | 86.52 |
| ZEMBEREK (Akin and Akin, 2007) | 62.12 | 96.56 |
| OUR HUNSPELL   | 71.72 | 99.62 |

Table 6: Spell correction accuracy (SCA) and macro-averaged F1 scores of spellchecking methods on TRSPELL-10.

A Hunspell-based (Trón et al., 2005) dictionary for Turkish. Using a list of 4M words we filter from Web crawls and Turkish corpora, we optimize the splits that minimize the size of the root dictionary and the affix list.

We compare this dictionary to HUNSPELL-TR (Zafer, 2017) another Hunspell-based Turkish dictionary, and to ZEMBEREK spellchecker (Akin and Akin, 2007), which is designed based on morphological features of the Turkish language. As shown in Table 6, our dictionary surpasses other baselines in terms of both error correction accuracy and error detection ability.

For dataset creation process and samples, please refer to Appendix C.5.

4.6 Summarization

Abstractive text summarization is the task of generating a short description (summary) of an article (longer text). Formally, given a sequence of tokens (input article) $X = (x_1, x_2, ..., x_n)$ and its summary $Y = (y_1, y_2, ..., y_m)$, the main task is to model the conditional probability: $P(Y|X) = \Pi_{i=1}^{m} P(y_i|y_{<i}, X)$.

For this task, we work on the Multi-lingual Summarization (MLSUM) dataset (Scialom et al., 2020) and present state-of-the-art summarization results for Turkish.

Datasets MLSUM is a multi-lingual dataset for abstractive summarization. This dataset consists of a large set of crawled news articles with their abstracts in multiple languages. We focus on the Turkish subset of MLSUM.

We removed 4378 duplicated instances and 12 overlapping instances among the splits while assessing the dataset’s quality. Further details in Appendix C.6.

Metrics To assess the quality of the generated summaries, we use the N-gram co-occurrence-based ROUGE-L (Lin, 2004) and METEOR (Banerjee and Lavie, 2005) metrics. We report two different results for each model, one on the original, and one for the cleaned set.
was collected from Twitter, where the tweets are classified into five
health, sports, economy, politics, magazine. There is no
splits provided in the original work for News-Cat
dataset. Hence we construct our own splits in a
stratified way.

The second dataset is the corpus of Offensive Speech Identification in Social media (OFFENSEVAL) (Çöltekin, 2020). This dataset was collected from Twitter, where the tweets are annotated for offensive speech with offensive, or non-offensive labels. We choose these datasets for benchmarking since they vary in domain and average article length.

Metrics We use the macro averaged F1-Score to account for the imbalance in classes within the
datasets.

5 Conclusion
We believe that while some languages such as Turkish do not fall under the definition of under-resourced languages, they attract relatively little research interest as a result of the lack of organized benchmarks and baselines. To address this problem, we presented MUKAYESE, a comprehensive set of benchmarks along with corresponding baselines for seven different tasks: Language Modeling, Machine Translation, Named Entity Recognition, Sentence Segmentation, Spell Checking and Correction, Summarization, and Text Classification, as well as four new benchmarking datasets in Turkish for Language Modeling, Sentence Segmentation, Spell Checking and Correction. For future work, the same methodology can be followed to include more tasks such as Dependency Parsing, Morphological Analysis, coreference resolution. We hope that MUKAYESE encourages more researchers to get involved in the development of Turkish NLP, and it sets an example and leads to an increase in efforts on under-researched languages.
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A Turkish Language

Even though in formal language the Subject-Object-Verb order is predominantly used, Turkish is a free-order language, meaning that words can freely change order depending on the context without changing the meaning but only the accentuation. The English sentence "I am going to school." can be translated into Turkish as "Ben okula gidiyorum." where all 6 permutations of the words are valid and meaningful:

- Ben okula gidiyorum
- Ben gidiyorum okula
- Gidiyorum ben okula
- Gidiyorum okula ben
- Okula gidiyorum ben
- Okula ben gidiyorum

In Turkish, morphologically ambiguous words are common in running texts. Depending on the context, the same word can have varying morphological features. For instance, the word "masalı" can correspond to the following:

masal+Noun+A3sg+Pnon+Acc(=the story)
masal+Noun+A3sg+Pnon+Nom^DB+Adj+With(=with tables)

Given all these language features, Turkish language needs special attention by the research community, and we cannot assume that methods with good performance on English would yield good results on Turkish.

B Computational Costs and Implementations

We utilize NVIDIA TESLA V100 GPUs with 32GBs of memory for training our baselines. In Table 9, we depict approximate estimations of the training time for each of our compute-intensive baselines.

The implementations of TRANSFORMER (Vaswani et al., 2017), and CONVS2S (Gehring et al., 2017) are based on the open-source library Fairseq (Ott et al., 2019). We use the Flair library (Akbik et al., 2019) for the BERT-CRF model in the Named Entity Recognition task. The remaining deep learning models used as our baselines are either implemented using the Huggingface libraries.
Transformers library (Wolf et al., 2020). All reported experiments and implementations of deep learning models are performed using PyTorch (Paszke et al., 2019).

| Model          | Dataset      | GPU Hr | Batch S. |
|---------------|--------------|--------|----------|
| **LANGUAGE MODELING** |             |        |          |
| SHA-RNN       | trwiki-67    | 30     | 16       |
| SHA-RNN       | trnews-64    | 24     | 32       |
| Adap. Transformer | trwiki-67  | 72     | 16       |
| Adap. Transformer | trnews-64 | 56     | 16       |
| **MACHINE TRANSLATION** |             |        |          |
| ConvS2S       | Wmt-16       | 12x2   | 4000*    |
| ConvS2S       | MuST-C       | 11x2   | 4000*    |
| Transformer   | Wmt-16       | 8x2    | 4096*    |
| Transformer   | MuST-C       | 7x2    | 4096*    |
| mBART50       | Wmt-16       | 24x2   | 2        |
| mBART50       | MuST-C       | 22x2   | 2        |
| **SUMMARIZATION** |             |        |          |
| Transformer   | Mlsum        | 12     | 4        |
| mBART50       | Mlsum        | 51     | 2        |
| mT5-Base      | Mlsum        | 38     | 2        |

Table 9: Computational costs per models. * Fairseq uses dynamic batching, so we report max number of tokens per batch.

C Datasets and Baselines

C.1 Language Modeling

We provide some samples from TRWIKI-67 and TRNEWS-64 corpora in Table 16. These corpora are presented with minimal pre-processing. We remove non-Turkish characters and redundant texts such as category lists and tables from TRWIKI-67. Sentences and words are counted based on sent_tokenize, word_tokenize methods of NLTK (Bird et al., 2009).

We follow the same architectures proposed by (Merity, 2019; Sukhbaatar et al., 2019). The only difference in architecture is based on vocabulary size due to difference in training data. For training, we use vocabulary size of 32K sentencepiece for TRWIKI-67, and 124 for TRNEWS-64 which includes the Turkish alphabet with punctuation and some other common characters. We train both models until no improvement over the validation set, then following the original implementation we lower the learning-rate, dividing it by 10 and run until no improvement on the validation set again.

| #articles | #words | #tokens | avg.sent |
|-----------|--------|---------|----------|
| TRWIKI-67 |        |         |          |
| Training  | 374K   | 63.5M   | 139M     | 12.8     |
| Validation| 10K    | 1.7M    | 4M       | 13.3     |
| Test      | 10K    | 1.7M    | 4M       | 12.9     |
| Total     | 394K   | 67M     | 147M     | 12.8     |
| TRNEWS-64 |        |         |          |
| Training  | 140K   | 59.7M   | 421M     | 23       |
| Validation| 5K     | 2.1M    | 15M      | 22.8     |
| Test      | 5K     | 2.1M    | 15M      | 22.9     |
| Total     | 150K   | 64M     | 450M     | 23       |

Table 10: Statistics about TRWIKI-67 and TRNEWS-64 corpus splits. The column avg. sents refers to the average number of sentences per article. Tokens are characters for TRNEWS-64 and sentencepiece tokens for TRWIKI-67.

C.1.1 Normalizing perplexity

The Perplexity metric is defined as the exponent of the average entropy over a corpus (Mikolov et al., 2011):

$$PPL(X_{test}) = \exp\left(-\frac{1}{N} \sum_{i=1}^{n} \log p_\theta(x|x_{test}<i)\right)$$ (2)

where $N$ is the original number of tokens in $X_{test}$, and $n$ is the number of tokens of $X_{test}$ when tokenized using a certain tokenization algorithm. Depending on what tokenization is used, $N$ might or might not be equal to $n$. To accommodate this issue, $N$ should always be the same when calculating perplexity for different models (Shoeybi et al., 2019).

C.2 Named Entity Recognition (NER)

We provide statistics about dataset splits for both MILLIYET-NER and WIKIANN in Table 11.

| #articles | #words | #tokens | avg.sent |
|-----------|--------|---------|----------|
| WIKIANN   |        |         |          |
| Location  | 9679   | 5014    | 4914     |
| Organization | 7970  | 4129    | 4154     |
| Person    | 8833   | 4374    | 4519     |
| Total     | 149786 | 75930   | 75731    |
| MILLIYET-NER |      |         |          |
| Location  | 8821   | 942     | 1126     |
| Organization | 8316  | 842     | 873      |
| Person    | 13290  | 1400    | 1603     |
| Total     | 419996 | 45532   | 49595    |

Table 11: Distribution of Named entities over classes in MILLIYET-NER and WIKIANN datasets.
C.3 Machine Translation

We utilize two datasets for Machine Translation, WMT-16 dataset, which was presented at the first Conference of Machine Translation (WMT), and MuST-C dataset. This corpus was extracted from movies and TV shows subtitles. Statistics of both datasets are presented in Table 12.

| Language | Dataset   | Train | Validation | Test |
|----------|-----------|-------|------------|------|
| Turkish  | MUST-C    | 236K  | 1.3K / 2K  | 3.4M / 19K / 33K |
|          | WMT-16    | 205K  | 1K / 3K    | 3.6M / 14K / 44K |

Table 12: Statistics of machine translation datasets. Each cell represents the (Train / Validation / Test) values of the datasets in the corresponding row. WMT-16 and MuST-C refer to Turkish-English subsets.

C.4 Sentence Segmentation

In this section, we provide additional information for our Sentence Segmentation 4.4 Benchmark.

In both clean and corrupted training cases, ErSatZ and Punkt are trained with all subsets. Following the authors, our baseline model ErSatZ is trained without changing the original architecture with a vocabulary size of 500, left and right context of 5 for 100 epochs using early stopping. We use the NLTK (Bird et al., 2009) implementation of the Punkt tokenizer (Kiss and Strunk, 2006) for both training and testing purposes. The spaCy tokenizer (Montani et al., 2021) is used with the default settings provided by the library.

| Category | #Articles | #Sentences | #Words |
|----------|-----------|------------|--------|
| News     | 300       | 6K         | 102K   |
| Tweets   | 10K       | 28K        | 242K   |
| Abstracts| 300       | 6K         | 112K   |
| Total    | 10.6K     | 40K        | 456K   |

Table 13: Statistics of TRSEG-41 dataset.

Table 17 provides examples from each subset of the TRSEG-41 dataset along with their corrupted versions. The dataset is annotated by a single human. The reason for maximizing the number of abbreviations and proper nouns is that rule-based methods are designed to be sensitive to local language features such as periods and capital letters. In editorial texts, sentence segmentation can achieve high success. Therefore, we apply automated random corruption process as described in Section 4.4. The rationale behind this is to eliminate the aforementioned context for rule-based approaches and to promote learning methods.

Table 18 shows examples of the results of our baselines. The results show that while the models are able to perform successful sentence segmentation on clean editorial text, they experience an evident drop in performance on corrupted versions.

C.5 Spellchecking and Correction

In this section, we provide a detailed description of the spellchecking dataset with the statistics about the word set and corruption methods.

The dataset consists of 10K words in total, and includes pairs of gold and corrupted words. 8500 words are randomly sampled from TS Corpus Word List (Sezer, 2013, 2017), 1K random words are included from foreign language and 500 randomly generated word-like character sequences are added.

For 70% of the sampled Turkish words, we apply one corruption with 70% probability, two corruptions with 25% probability and three corruptions with 5% probability. The following corruption methods with their probability distribution is applied for a single corruption:

- For a probability of 1/6, a random character is deleted from a word sampled from a distribution simulating the placement of keys in standard Turkish-Qwerty keyboards.
- For a probability of 1/6, a random character is inserted into the word sampled from a distribution simulating the placement of keys in standard Turkish-Qwerty keyboards.
- For a probability of 1/2, the word is asciified.

The remaining 30% of the words are uncorrupted, therefore their gold and input versions are same. For evaluating against inserted foreign words and randomly generated character sequences where no gold output exists, we use an empty string as the gold output.

C.6 Summarization

We remove these instances from the dataset for a more accurate evaluation and evaluate our models.
on both the original and the cleaned sets. In Table 14, we provide some statistics about both sets, before and after the deduplication.

|                  | Original | Cleaned |
|------------------|----------|---------|
| Avg. article length | 259.1    | 258.4   |
| Avg. summary length | 18.5     | 18.3    |

**Splits**

|                  | Original | Cleaned |
|------------------|----------|---------|
| Training         | 249277   | 246490  |
| Validation       | 11565    | 10852   |
| Test             | 12775    | 11897   |
| Total            | 273617   | 269239  |

Table 14: Statistics of the Turkish subset of MLSUM. The number of samples is provided for each split before and after the deduplication.

### C.7 Text Classification

|                  | OFFENSEVAL | NEWS-CAT |
|------------------|------------|----------|
| Avg. #words      | 8.5        | 227.3    |
| #Classes         | 2          | 5        |

**Splits**

|                  | OFFENSEVAL | NEWS-CAT |
|------------------|------------|----------|
| Training         | 28000      | 750      |
| Validation       | 3277       | 150      |
| Test             | 3515       | 250      |
| Total            | 34792      | 1150     |

Table 15: Statistics of NEWS-CAT and OFFENSEVAL dataset splits.
== NGC 1710 ==

NGC 1710, Yeni Genel Katalog'da yer alan bir galaksidir. Gökyüzünde Aslan takımyıldızı yönünde bulunur. E-S0 tipi bir merceksi, eliptik galaksidir. Amerikan astronom Francis Leavenworth tarafından 1885 yılında 66,04 cm (26 inç) çaplı mercelli tip bir teleskopta keşfedilmiştir.

== Şenol Gürsan ==

Şenol Gürsan, (d. 17 Ekim 1964, Pınarhisar, Kırklareli) Türk avukat ve siyasetçi. İstanbul Üniversitesi Hukuk Fakültesi'ni bitirmiş ve serbest avukat olarak çalışmıştır. Kırklareli İlim Yayıım Cemiyeti Kuruluşu ve Başkanlığı görevlerinde bulunmuştur.

2009 yılında Adalat ve Kalkınma Partisi Kırklareli il yönetim kurulu üyesi olmuştur, TBMM 24. dönem AK Parti Kırklareli milletvekili, Türkiye-Polonya Dostluk Grubu Başkanı ve TBMM KİT Komisyonu Sözcüsü olmuştur. Gelecek Partisi Kuruluş Kurulu Kurali üyesi olup aynı zamanda partinin genel sekreteridir.

İyi düzeyde Almanca bilen Gürsan, evli ve 2 çocuk babasıdır.

== TRNEWS-64 ==

Dolar dün 2.5075 liraya kadar çıkararak rekort kırmasının ardından bugün 2.49 - 2.50 lira aralığında hareket etti. Cari işlemler açığını beklenmede paralel gelişmesinin de etkisiyle 2.4820 liraya kadar çekilen dolar, daha sonra geri alım alımla 2.5085'e çıkarak rekortunu tazeledi. ABD para birimi daha sonra 2.5050 - 2.5070 düzeylerinde hareket etti ve 2.5085 liraya kadar çıkmasıyla 2.5085 - 2.5100 lira aralığında hareket etti.

DW Türkçe Servisi’nin aktardığına göre, ‘Ağhet’ (Ağıt) konserinin Almanya’nın İstanbul Başkonsolosluğu’ndaki temsiline Cumhurbaşkanı Recep Tayyip Erdoğan da davet edildi. Alman haber ajansı dpa’nın haberi, Erdoğan’ın yanında Başbakan Binali Yıldırım, Dışişleri Bakanı Mevlüt Çavuşoğlu ile Kültür ve Turizm Bakanı Nabi Açıı’nın da davetliler arasında olduğunu belirttiği. Haberle göre, gönderilen davetiyelerde etkinlikte ‘Türk ve Ermeni geçmişlerindeki yaralar’ ile ifade ve sanat özgürlüğünü ele alınacağı ifade edildi. Dresden Senfoni Orkestrası tarafından hazırlanan ‘Ağhet’ konseri, İstanbul Başkonsolosluğu’nda 13 Kasım’a gerçekleştirecektir. Etkinlikte ayrıca Türk-Ermeni-Alman Dostluk Derneği’nin kuruluş planlanıyor.

Table 16: Text samples from TRWIKI-67 and TRNEWS-64 corpora.
Table 17: A sample from each of the abstracts, news, and tweets test subsets of Corrupted unedited and uncorrupted version of the data. **Clean** means the unedited and uncorrupted version of this abstract as specified in Section 4.4. The annotation of each sample is denoted by line-separation.
Table 18: Predictions of the proposed ErSatz, Punkt, and spaCy baselines. ErSatz and Punkt are trained on the Clean version of the TRSEG-41 training set. The listed predictions are for the samples provided in Table 17.