An atomic wire subject to localized particle losses, or a quantum spin chain subject to on-site dephasing, are instances of dissipative impurity problems. The nomenclature is borrowed from the traditional research field of equilibrium quantum impurities in many-body systems, which comprises archetypical cases ranging from x-ray edge singularities to quantum impurities in many-body systems, which comprises is borrowed from the traditional research field of equilibrium stances of dissipative impurity problems. The nomenclature a quantum spin chain subject to on-site dephasing, are in-

We introduce a Ramsey pulse scheme which extracts the non-Hermitian Hamiltonian associated with an arbitrary Lindblad dynamics. We propose a related protocol to measure via interferometry a generalized Loschmidt echo of a generic state evolving in time with the non-Hermitian Hamiltonian itself, and we apply the scheme to a one-dimensional weakly interacting Bose gas coupled to a stochastic atomic impurity. The Loschmidt echo is mapped into a functional integral from which we calculate the long-time decohering dynamics at arbitrary impurity strengths. For strong dissipation we uncover the phenomenology of a quantum many-body Zeno effect: Corrections to the decoherence exponent resulting from the impurity self-energy become purely imaginary, in contrast to the regime of small dissipation where they instead enhance the decay of quantum coherences. Our results illustrate the prospects for experiments employing Ramsey interferometry to study dissipative quantum impurities in condensed matter and cold-atom systems.
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an operative route to define non-Hermitian Hamiltonians and it could bring different experimental insight into communities focusing on this class of Hamiltonians; one example is the field of non-Hermitian topology [34–41] which is currently mostly implemented in photonics platforms [42].

We apply this scheme to the problem of a dissipative impurity in a weakly interacting Bose gas, and we predict, with functional integral techniques, a Zeno effect for the decohering exponent of the echo, which is nonperturbative in the impurity strength. This is at variance with previous works aiming at studying noise-averaged Loschmidt echoes in locally dephasing spin models [43,44], which require the measurement of transport properties across noisy barriers.

A general Markovian quantum master equation with one Lindblad channel reads

\[ \dot{\rho} = \hat{H}_{\text{eff}} \rho - \rho \hat{H}_{\text{eff}}^\dagger + \mathcal{L}_{\text{jump}}[\rho], \]

with the non-Hermitian Hamiltonian and quantum jump term being respectively

\[ \hat{H}_{\text{eff}} = \hat{H}_0 - i\gamma \hat{L}^\dagger \hat{L}, \]
\[ \mathcal{L}_{\text{jump}}[\rho] = 2i\gamma \hat{L} \rho \hat{L}^\dagger. \]

The Ramsey protocol we propose to probe \( \hat{H}_{\text{eff}} \) relies on the assumption that the strength of the interaction between the system and the environment can be controlled by an additional, discrete degree of freedom of the system. For simplicity, we consider a generic system with (at least) two internal states \( |0\rangle \) and \( |1\rangle \), the Lindblad dynamics being active only when the system is in the state \( |1\rangle \). This is expressed by the following replacement, valid in the extended Hilbert space that includes the internal level,

\[ L \to \hat{L} = L \otimes |1\rangle\langle 1|. \]

In cold atomic systems, the latter can be realized with spin-dependent interactions with the bath [45,46] as employed in studies of Bose polarons [47–49] (see Fig. 1).

The density matrix of the system is prepared in a pure, factorized state \( \hat{\rho}_0 = |\psi\rangle \langle \psi| \otimes |0\rangle \langle 0| \). A \( \pi/2 \) pulse flips the internal state \( |0\rangle \to |0\rangle + |1\rangle \)/\( \sqrt{2} \), and the full density matrix changes accordingly,

\[ \hat{\rho}_0 \to \hat{\rho}_1 = \frac{1}{2} \begin{pmatrix} |\psi\rangle \langle \psi| + |\psi\rangle \langle \psi| & |\psi\rangle \langle \psi| & |\psi\rangle \langle \psi| \end{pmatrix}. \]

At this stage, the crucial observation is that, for a Lindblad operator as in Eq. (3), the quantum jump term affects therefore only the component of \( \hat{L} \rho \hat{L}^\dagger \) on product states of the form

\[ \rho = \sum_{n,m=0} p_{nm} \rho \otimes |n\rangle \langle m|. \]

For Lindblad operators as in Eq. (3), the action from the left is nontrivial only on components with \( n = 1 \),

\[ \hat{L} \rho = (L \otimes |1\rangle \langle 1|) \rho = \sum_{m=0} p_{1m} L \rho \otimes |n\rangle \langle m|. \]

A similar equation holds for the action of \( \hat{L}^\dagger \) from the right, with the role of \( n \) and \( m \) being exchanged; the quantum jump term affects therefore only the component of \( \hat{L}^\dagger \rho \) with \( n = 1, m = 1 \),

\[ \mathcal{L}_{\text{jump}}[\rho] = 2\gamma p_{11} L \rho L^\dagger \otimes |1\rangle \langle 1|. \]

The action of the full quantum master equation on the components of the density matrix reads therefore

\[ i\partial_t \rho_{00} = p_{00}(H_0 \rho - \rho H_0), \]
\[ i\partial_t \rho_{10} = p_{10}(H_{\text{eff}} \rho - \rho H_{\text{eff}}), \]
\[ i\partial_t \rho_{11} = p_{11}(H_{\text{eff}} \rho - \rho H_{\text{eff}}^\dagger + 2i\gamma p_{11} L \rho L^\dagger). \]

The combination of the second \( \pi/2 \) pulse and of the contrast measurement probes only the nondiagonal components (8b) and (8c). In fact, a combination of a \( \pi/2 \) pulse and a measurement of \( \sigma_z \) is equivalent to a measurement of \( \sigma_x \), since

\[ \langle \sigma_z \rangle = \text{Tr}[\sigma_z R_{\pi/2} \tilde{\rho}(t) R_{\pi/2}^\dagger] = \text{Tr}[R_{\pi/2}^\dagger \sigma_x R_{\pi/2} \tilde{\rho}], \]

where the matrix of a \( \pi/2 \) pulse reads \( R_{\pi/2} = 1/\sqrt{2}(\sigma_z + \sigma_x) \), therefore \( R_{\pi/2}^\dagger \sigma_x R_{\pi/2} = \sigma_z \). In conclusion, denoting by “tr” the trace acting only on the many-body degrees of freedom of the system, we get

\[ \langle \sigma_z \rangle = \text{Tr}[\sigma_z \rho(t)] = \text{tr}[\rho_{10} + \rho_{01}] = 2 \text{Re} \text{tr}[\rho_{10} e^{i\hat{H}_0 t} e^{-i\hat{H}_0 t} \rho], \]

which yields

\[ \langle \hat{a}^\dagger \hat{a} \rangle = \text{Re} \langle |\psi\rangle e^{i\hat{H}_0 t} e^{-i\hat{H}_0 t} |\psi\rangle \rangle. \]

Such an implementation is inspired from the case of Hermitian Hamiltonians which we report for completeness in the Supplemental Material (SM [50]) (see also Refs. [51–54]).

Such a scheme can offer a systematic advantage over methods requiring averages over stochastic realizations, as it occurs
in the evaluation of the conventional Loschmidt echo of noise-driven Hamiltonians. We finally notice that the derivation starting from Eq. (5) does not require us to restrict the initial state to a pure one, and would apply straightforwardly also to mixed states.

We now particularize our discussion to the setup of an ultracold one-dimensional Bose gas interacting with a localized atomic impurity. The discrete degree of freedom used for interferometry will be an internal state of the atom. To realize Eq. (3) and the Lindblad dynamics, the atom has a noninteracting internal level (0), and at least two additional levels, labeled as |1a⟩ and |1b⟩, density-coupled to bosons via the interaction Hamiltonian

$$\hat{H}_{\text{int}} = \sum_{\sigma=a,b} g_{\sigma}(x_0) \hat{n}_{\sigma}(x_0),$$  

(12)

where $x_0$ denotes the position of the atom, $\hat{\psi}_{\sigma}$ its spinor wave function, $\hat{n}_{\sigma} = \hat{\psi}_{\sigma}^\dagger(x_0)\hat{\psi}_{\sigma}(x_0)$ the occupation of the $\sigma$ level, and $\hat{g}_{\sigma}(x_0)$ the bosonic number operator at $x = x_0$; we assume in the following $x_0 = 0$. Equation (12) describes an interaction whose strength is controlled by the states of the impurity. The Lindblad dynamics can be engineered by acting within the subspace $\{|1a⟩, |1b⟩\}$ with an additional external field, different from the one employed in the Ramsey protocol. With a sequence of $\pi$ pulses flipping between the two states, the coupling can be promoted to a time-dependent quantity $g(t)$, oscillating between $g_a$ and $g_b$, as depicted in Fig. 1. For a suitably chosen fast sequence of random pulses, $g(t)$ is a stochastic variable with first and second moments

$$\langle g(t) \rangle = 0, \quad \langle g(t)g(t') \rangle = \sigma^2(t-t'),$$  

(13)

where $\langle \cdots \rangle$ denotes the temporal average over several $\pi$ pulses. Higher-order moments are assumed to be negligible. The conditions on second and higher moments are equivalent to assume that the autocorrelation time of the density operator of the impurity is the smallest scale in the problem. The scheme proposed above, employing a fast sequence of random $\pi$ pulses, can be implemented in ultracold-atoms systems: Rabi frequencies above 1 MHz can be realized in alkali atoms, which leads to fast $\pi$ pulses compared to the typical atomic interaction energies. Meanwhile, couplings to other hyperfine states can be neglected due to large Zeeman splittings on the order of 100 MHz.

Our protocol can also be adapted to other experimental platforms, such as superconducting qubit arrays: A given subset of the Hilbert space can be driven with stochastic pulses, while the remaining states can be utilized for measurement purposes. The latter should be prone to dissipation, e.g., as a result of selection rules. Hence our scheme does not necessarily rely on the requirement that the dissipative channels support dark states.

The temporal average over multiple autocorrelation times yields an equation of motion for the density matrix equal to Eq. (1), with the Lindblad operator $\hat{L} = \hat{n}_{\sigma}(0) \otimes |1⟩⟨1|$. Expanding the Bose field in terms of Bogoliubov excitations, the Lindblad operator and the non-Hermitian Hamiltonian (2) become respectively

$$\hat{L} \simeq -\left(n_0 + \sqrt{\frac{n_0}{2\pi}} \sum_k V_k (\hat{b}_k + \hat{b}_k^\dagger)\right) \otimes |1⟩⟨1|,$$  

(14)

and

$$\hat{H}_{\text{eff}} = \hat{H}_0 - i\gamma L^\dagger L$$

$$= \int_k \omega_k \hat{b}_k^\dagger \hat{b}_k - i\gamma (\rho^2 + \bar{\Lambda}_{\tau})$$

$$- 2i\gamma \int_k V_k (\hat{b}_k + \hat{b}_k^\dagger)$$

$$- i\gamma \int_k V_k V_k^\dagger (\hat{b}_k^\dagger \hat{b}_{-k} + \hat{b}_k \hat{b}_{-k}^\dagger),$$  

(15)

where we have defined $\int_k \equiv \int_{-\Lambda_1}^{\Lambda_1} dk$. The cutoff $\Lambda_{\tau}$ is a consequence of the Markov approximation [cf. Eq. (13)] on the statistics of the $\pi$ pulses, which are assumed to evolve on the shortest timescale $\tau$ in the model. However, this assumption is no longer valid when the dispersion relation $\omega_k$ enters the particlelike regime and momenta are of the order of $\Lambda_{\tau} \sim \sqrt{\tau}$. Thus requiring one to cut off momentum modes beyond this UV scale. The parameter $\Lambda_{\tau}$ in Eq. (15) comes from the normal ordering of $\hat{H}_{\text{eff}}$, and it is related to the cutoff $\Lambda_{\tau}$ via $\Lambda_{\tau} = \sqrt{\Lambda^2 + \Lambda^2_{\tau}} - \sqrt{2}$.

In expression (15), $\hat{b}_k$ are the Bogoliubov annihilation operators in the BEC, $n_0$ is the density of the condensate, and we have defined

$$V_k = \left(\frac{k^2}{2 + k^2}\right)^{1/4}, \quad \omega_k = |k|\sqrt{1 + k^2/2},$$

$$\rho = \sqrt{2\pi n_0}, \quad g = \frac{\gamma n_0}{4\pi},$$  

(16)

where $g$ expresses the dissipation strength in $\hat{H}_{\text{eff}}$ and replaces the microscopic coupling constant (we have used units $\hbar = c = m = \xi = 1$, where $c$ is the speed of sound, $\xi$ the healing length, and $m$ the mass of the bosons).

The contrast (11) and the related Loschmidt amplitude $G(t)$ are now expressed in terms of a functional integral with fixed boundary conditions in time, following the standard coherent state Trotter decomposition. The derivation follows Ref. [55], and is discussed in detail in the Supplemental Material [50]. Specifically, from Eq. (15) we find

$$G(t) \equiv \langle 0|e^{-it\hat{H}_{\text{eff}}} |0\rangle$$

$$= \int_{b_b(0)=0} b_b(t=0) D_{bb}^* \exp \left(i \int_0^t ds \left[ \int_0^t \mathcal{A}_k \right]\right),$$  

(17)

where

$$\mathcal{A}_k \equiv b_k^* (s)(i\partial_s - \omega_k) b_k (s) + i\gamma L^*(s) L(s).$$  

(18)

We remark that the functional integral formula (18) is suited to describe the outcome of the interferometric measurement discussed above for any choice of Lindblad operator $\hat{L}$, which can be local or extended in space. Equation (18) is analogous to a Matsubara functional integral in imaginary time, as it can be readily seen from the similarity between the time evolution operator, $\exp (-it\hat{H})$, and the Boltzmann weight, $\exp (-\beta \hat{H})$; accordingly, we define the real-time Matsubara frequencies $\omega_m = 2\pi n/t$, with $n \in \mathbb{Z}$. Implementing the boundary conditions requires, however, an additional Lagrange multiplier, as discussed in the Supplemental Material [50].
The bare, \( G_{k,n}^0 \), and impurity dressed, \( G_{kq,n}^{\text{eff}} \), Matsubara Green’s functions can be derived from Eq. (18) after some manipulations which yield (see Supplemental Material [50] for the details of the calculations)

\[
G_{k,n}^0 = \frac{2V_n^2 \omega_n}{\omega_n^2 - \omega_k^2}, \quad (19a)
\]

\[
G_{kq,n}^{\text{eff}} = G_{k,n}^0 \delta_{k,q} - \frac{2ig}{1 + 2ig \int_{p,n} G_{p,n}^0 G_{k,n}^0} G_{kq,n}^0. \quad (19b)
\]

Before proceeding further, we observe that Eq. (19b) carries crucial information on the perturbative expansion of \( \log G(t) \) in powers of the coupling \( g \). All corrections corresponding to a dressing of the Green’s functions can be resummed and expressed in terms of a *renormalized* coupling strength

\[
\tilde{g} \equiv \frac{2g}{1 + 2ig \int_{p,n} G_{p,n}^0} = \frac{2g}{1 - 4\pi ig}. \quad (20)
\]

This parameter is small since \( |\tilde{g}|_{\text{max}} = 1/2\pi \approx 0.16 \) (cf. Fig. 2); it is therefore convenient to develop an expansion of \( \log G \) in powers of \( \tilde{g} \). The functional integral (18) can be now evaluated (see Supplemental Material [50]), obtaining the following exact expression of the Loschmidt amplitude,

\[
\log G(t) = -g(\rho^2 + \ddot{\Lambda}), + 2ig^2 \rho^2 t \\
\times \left( \int_{k,q} G_{k,q,n}^{\text{eff}} \alpha \left[ G_0^0 \left( \sum_n G_{n}^{\text{eff}} \right)^{-1} G_0^0 \right]^{1} \right) \\
+ \frac{1}{2} \sum_n \left[ \left( G_n^0 \right)^{-1} G_n^0 \right] t \log \\
- \frac{1}{2} \left[ \left( \sum_n G_{n}^{\text{eff}} \right)^{-1} \right] G_{n}^{\text{eff}}. \quad (21)
\]

In Eq. (21) the matrices act only in momentum space, and \( G_0 \) is shorthand for \( G_{n=0} \); correspondingly, traces run only over momenta. We can observe here the role played by the renormalized coupling in the analytic expression. The first term in a naive perturbation theory corresponds to the first line, i.e., it is obtained by replacing \( G^{\text{eff}} \rightarrow G^0 \). Crucially, almost all corrections to naive perturbation theory are small, and under perturbative control even at strong coupling, since they can be resummed and expressed in terms of \( \tilde{g} \), as manifested by the presence of the dressed Green’s functions in Eq. (21). The only possibly relevant contribution to the naive perturbation theory comes from the second line, that also contains the bare coupling \( g^0 \). The leading term at long times can be evaluated exactly, and the sum of the first and second line yields the Loschmidt echo

\[
\log [G(t)/G(t)] \approx -\tilde{g} \rho^2 t/2, \quad (22)
\]

in terms of the amplitude \( G(t) \equiv \exp(-g \tilde{\Lambda} \tau) \), which can be controlled by shaping the noise profile. The right-hand side of Eq. (22) represents nonperturbative corrections to the leading decoherence damping \( \tilde{G}(t) \) expected in general for a stochastic scatterer embedded in an otherwise coherent medium.

Nevertheless, the renormalized coupling \( \tilde{g} \), which is real for small values of the bare coupling \( g \), becomes purely imaginary at strong bare coupling, \( \tilde{g} \approx i(2\pi)^{-1} \), as illustrated in Fig. 2. The fact that \( \tilde{g} \) is imaginary for large dissipative strengths indicates that the rate decay function of the Loschmidt echo will be entirely dominated by the bare decay exponent \( \exp(-g\tilde{\Lambda}) \). The occurrence that all higher-order corrections to decoherence are neutralized and resummed to an imaginary exponent is an incarnation of the Zeno effect: For strong dissipation (large \( g \)), the incoherent scatterer perfectly reflects bosons which impinge upon it, and its only effect is to imprint a phase shift on reflected wave functions (see for related ideas the cold-atom experiment in Ref. [56]).

Conversely, in the conventional case of the Loschmidt echo of a decohering qubit coupled to an extended quantum system (e.g., a quantum spin chain), one expects a rate decay which monotonically grows with the system bath coupling or with dissipation strength (see, for instance, Ref. [57]).

In conclusion, we have proposed how to measure, via Ramsey interferometry, the Loschmidt amplitude of an effective non-Hermitian Hamiltonian associated with a Lindbladian. The onset of a many-body Zeno effect can be directly probed by the readout of \( (\sigma^z) \) without resorting to measurements of transport properties or to probing unequal time correlation functions. We have demonstrated through Eqs. (19b) and (20) that unitarity is restored for quasiparticle dynamics at strong dissipation strength, while Eqs. (21) and (22) show that, in spite of the onset of the Zeno effect, a damping persists and becomes dominant at strong coupling. It would be interesting to study, in the future, whether the Zeno effects can manifest similarly in the interferometric properties of other systems, or whether their imprint on the Loschmidt echo is inherently nonuniversal.

Our results pave the way for a number of further exploratory directions. First, it would be natural to study an extension of our calculations in the case of a mobile impurity in view of recent connections between polarons and Zeno physics [28]. Furthermore, the approach developed for extracting the leading decay rate of \( \tilde{G}(t) \) is completely general, and it could be, for instance, extended to more realistic dissipative impurities by taking into account the spatial profile of the impurity wave function or the correlation time of the noise. Finally, the short-time pattern of the generalized
Loschmidt echo could serve as a means to characterize the
dynamical quantum phase transitions of non-Hermitian systems
[58,59]. We also foresee the possibility of applying concepts
developed for the study of dynamical topological phenomena
to the more recent field of non-Hermitian topology
[58,59]. We also foresee the possibility of applying concepts
since out-of-time order correlations can be measured via Ramsey interferometry [63], we also foresee in the future an
extension of our results in the direction of probing scrambling in non-Hermitian quantum systems.
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