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Abstract—This paper studies the Laplacian spectrum and the average effective resistance of (large) graphs that are sampled from graphons. Broadly speaking, our main finding is that the Laplacian eigenvalues of a large dense graph can be effectively approximated by using the degree function of the corresponding graphon. More specifically, we show how to approximate the distribution of the Laplacian eigenvalues and the average effective resistance (Kirchhoff index) of the graph. For all cases, we provide explicit bounds on the approximation errors and derive the asymptotic rates at which the errors go to zero when the number of nodes goes to infinity. Our main results are proved under the conditions that the graphon is piecewise Lipschitz and bounded away from zero.
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1 INTRODUCTION

The study of large networks has been a focus of attention in recent years due to the increasing relevance of large networks in multiple fields, from computer science and engineering to biology, economics and sociology. Large networks require specific methods not only because of their size, but also because their topologies are often known with large uncertainties and can dynamically evolve with time. A prominent tool to approach large networks is the concept of graphon, developed in [1], [2], [3] more than a decade ago. Graphons are infinite-dimensional representations of “families” of graphs and limit objects of convergent graph sequences. Their handy mathematical properties are allowing for a rapidly increasing number of applications in multiple fields, including game theory [4], [5], signal processing [6], [7], control theory [8], [9], and the study of diffusion processes [10] and epidemics [11], [12] on graphs. These applications are demonstrating that graphons can also be a versatile tool to study dynamics on large networks.

Since the concept of graphon is inherently related to the adjacency matrix of graphs, its applications have essentially focused on cases when the adjacency matrix is the object of study. However, this can be limiting for some applications, because many network-based dynamics are instead better described by using the Laplacian matrix of the graph [13]. Other applications of the Laplacian matrix include spectral clustering [14], combinatorial optimization [15], and signal processing [16].

The spectrum of the Laplacian matrix encodes relevant properties of the network, including its connectivity that can be measured by its spectral gap, that is, the magnitude of its smallest nonzero eigenvalue (if the spectral gap is small, the graph is poorly connected). The Laplacian spectrum also has an important role in the study of graphs by associating an electrical network to them [17]. Representing graphs as networks of resistors is a classical tool in graph theory with a large range of applications such as the analysis of random walks [18], [19], consensus algorithms [20], and distributed estimation algorithms [21]. In this context, a key graph property is the average effective resistance, which can be written as a function of the eigenvalues of the Laplacian matrix. The average effective resistance, also known as Kirchhoff index, can also be used to evaluate the connectivity of a network: small values imply well-connected networks. The average effective resistance can be computed, exactly or approximately, for many specific graph topologies, including toroidal graphs [22], d-dimensional grids [23], and other graphs with geometric properties [24].

However, for graphs that represent large real networks, closed-form expressions for the eigenvalues are not available, their size can make numerical evaluations unfeasible, and actually even the full topology of the graph may very well not be known. It is therefore useful to have a tool, such as graphons, to provide useful approximations of the Laplacian properties. Work in this direction has so far been limited to spectral clustering [14], [24] and random walks on graphons [10]. In our paper, we offer a careful analysis of the approximation properties of graphons for the Laplacian eigenvalues.

In the case of large dense networks, the Laplacian matrix can be seen as a perturbation of the degree matrix of the graph [25], [26], such that the contribution of the adjacency matrix to the Laplacian spectrum is small. Therefore, the distribution of the eigenvalues of the Laplacian matrix is close to the distribution of the degrees. At the same time, the degree function of a graphon is closely related to the degrees of the sampled graphs [27]. Combining these two facts, it becomes natural to use the degree function of a graphon to approximate the Laplacian spectrum and, consequently, the average effective resistance of (large) graphs that are sampled from that graphon.

Motivated by this informal discussion, the objective of this paper is to use characteristics of graphons for the analy-
sis of the spectrum of the Laplacian matrix of graphs that are sampled from graphons. More precisely, our contribution is showing that the degree function of the graphon can be used to approximate the distribution of the Laplacian eigenvalues (Theorem 1) and the average effective resistance (Theorem 2). These results will be proved under the technical assumptions of the graphon being piecewise Lipschitz and bounded away from zero.

The rest of this paper is structured as follows. Section 2 introduces the necessary preliminaries about graphons and sampled graphs. Section 3 presents our main results regarding both the Laplacian spectrum and the average effective resistance. Section 4 presents a numerical example for our results, using sequences of networks sampled from a Lipschitz continuous graphon. Finally, conclusions and future work are exposed in Section 5.

2 GRAPHS AND GRAPHONS

This section contains the definition of graphons and some related notions and facts that will be needed in the following sections.

2.1 Graphons: basic notations and norms

In this section we summarize some definitions and results from [2], [3], [27], about kernels and graphons. The space of all bounded symmetric measurable functions $W : [0, 1]^2 \to \mathbb{R}$ is denoted by $W$. The elements of this space are called kernels, because of their connection with integral operators, illustrated below. The set of all kernels $W \in W$ such that $0 \leq W \leq 1$ is denoted by $W_0$ and their elements are called graphons, whose name is a contraction of graph-function. The set of all kernels $W \in W$ such that $-1 \leq W \leq 1$ is denoted by $W_1$. The degree function of a graphon is defined as:

$$d(x) := \int_0^1 W(x, y) \, dy.$$ 

We denote by $\delta_W$ the infimum of $d(x)$.

Every function $W \in W$ defines an integral operator $T_W : L^2[0, 1] \to L^2[0, 1]$ by:

$$(T_W f)(x) := \int_0^1 W(x, y) f(y) \, dy.$$ 

If $W$ is continuous, then $T_W$ is also an operator $T_W : C[0, 1] \to C[0, 1]$.

For $1 \leq p < \infty$, the $L^p$ norm of a kernel is

$$\|W\|_p := \left( \int_{[0,1]^2} |W(x, y)|^p \, dx \, dy \right)^{1/p}$$

and its cut norm is

$$\|W\|_\square := \sup_{S \subseteq [0,1]} \int_{S \times T} W(x, y) \, dx \, dy.$$ 

For $W \in W_1$, we have the following inequalities between $L^p$ norms and the cut norm:

$$\|W\|_\square \leq \|W\|_1 \leq \|W\|_2 \leq \|W\|_1^{1/2} \leq 1. \quad (1)$$

By considering the operator $T_W$ associated to a kernel $W \in W$, we can define the operator norm:

$$\|T_W\| := \sup_{f \in L^2[0,1]} \frac{\|T_W f\|_2}{\|f\|_2}.$$ 

For the elements of $W_1$, the cut and operator norms are related by:

$$\|W\|_\square \leq \|T_W\| \leq \sqrt{8}\|W\|_1^{1/2}. \quad (2)$$

2.2 Sampled Graphs

A graphon $W$ can be used to generate a random graph with $N$ vertices, by using the following sampling method in two steps:

1. Complete Weighted Graph $\tilde{G}_N$: Let $X = (X_1, \ldots, X_N)$ be a sequence of independent random variables uniformly distributed on the interval $[0, 1]$. We generate the complete weighted graph $\tilde{G}_N$ with $N$ vertices, whose adjacency matrix is defined as: $A_N(i, j) = W(X(i), X(j))$ for all $i, j$ in $\{1, \ldots, N\}$, where $X(i)$ is the $i$-th order statistic of the samples $X_1, \ldots, X_N$.

2. Simple Graph $G_N$: From $\tilde{G}_N$, we generate the simple graph $G_N$ with $N$ vertices by connecting each pair of distinct vertices $i \neq j$ with probability $\tilde{A}_N(i, j)$ independently of the other edges.

The degrees of the vertices of $\tilde{G}_N$ are denoted by $d_i$ (i.e., $d_i$ is the $i$-th row-sum of $\tilde{A}_N$) and the normalized degrees by $\bar{d}_i = \frac{d_i}{\bar{d}}$. We introduce also the diagonal degree matrix $\bar{D}_N = \text{diag}[\bar{d}_1, \ldots, \bar{d}_N]$ and the Laplacian matrix $\bar{L}_N = \bar{D}_N - \bar{A}_N$. We denote the eigenvalues of $\bar{L}_N$ as $\lambda_1 \leq \cdots \leq \lambda_N$ and its normalized eigenvalues as $\tilde{\mu}_i = \frac{\lambda_i}{\lambda_N}$.

Similarly, we denote the degrees of $G_N$ by $d_i$ (i.e., $d_i$ is the $i$-th row-sum of $A_N$) and the normalized versions by $\delta_i = d_i/N$. The degree matrix is defined as $D_N = \text{diag}[d_1, \ldots, d_N]$ and the Laplacian matrix as $L_N = D_N - A_N$. The eigenvalues of the Laplacian matrix are denoted by $\lambda_1 \leq \cdots \leq \lambda_N$ and the normalized eigenvalues as $\mu_i = \frac{\lambda_i}{\lambda_N}$. Notice that $\tilde{A}_N$ is the expectation of $A_N$ given $X$, and hence $d_i$ is the expectation of $d_i$ given $X$.

When needed, we will also use $d_1 \leq \cdots \leq d_N$ to denote degrees $d_1, \ldots, d_N$ re-arranged in non-decreasing order, and similarly we will define $\delta_1, \ldots, \delta_N$ with a non-decreasing reordering of the corresponding (normalized) degrees.

By considering a uniform partition of $[0, 1]$ into the intervals $B_i^N$, where $B_i^N = [(i-1)/N, i/N]$ for $i = 1, \ldots, N - 1$ and $B_N^N = [(N-1)/N, 1]$, we define the following step functions concerning degrees:

$$d_N(x) := \sum_{i=1}^N \delta_i \mathbb{1}_{B_i^N}(x), \quad d_N^\tau(x) := \sum_{i=1}^N \delta_{(i)} \mathbb{1}_{B_i^N}(x),$$

and the following step functions concerning Laplacian eigenvalues:

$$\mu_N(x) := \sum_{i=1}^N \mu_i \mathbb{1}_{B_i^N}(x), \quad \mu_N^\tau(x) := \sum_{i=1}^N \mu_{\pi(i)} \mathbb{1}_{B_i^N}(x),$$

where $\mathbb{1}_A(x)$ is the indicator function and $\pi \in S_N$, i.e., $\pi$ is a permutation of $1, \ldots, N$. 

2.3 Step Graphons Associated with Sampled Graphs

Given a (possibly weighted) graph \( G \) with \( N \) vertices and with weighted adjacency matrix whose entries are \( a_{ij} \in [0,1] \), the step graphon \( W_G \) associated with \( G \) is defined as

\[
W_G(x,y) := \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} \mathbb{1}_{B_N^i}(x) \mathbb{1}_{B_N^j}(y)
\]

and the corresponding operator is

\[
(T_{W_G}f)(x) := \sum_{j=1}^{N} a_{ij} \int_{B_N^i} f(y) \, dy \quad \text{for any } x \in B_N^j.
\]

For a step graphon \( W_G \) we have [2] Equation 8.15:

\[
\| W_G \|_1 \leq \sqrt{2N}\| W_G \|_\square.
\] (3)

To prove our main results, we will also need the following lemma, concerning the Frobenius norm \( \| A \|_F \) of the adjacency matrix of a graph and the operator norm of the associated step graphon.

**Lemma 1.** Let \( W \) be a step graphon associated with a graph \( G \) with \( N \) vertices. Then:

\[
\| A \|_F \leq \sqrt{2N^3}\| T_{W_G} \|_1^{1/2}.
\]

**Proof.** We consider the \( L^2 \) norm of the step graphon:

\[
\| W_G \|_2 = \left( \int_0^1 \int_0^1 W_G^2(x,y) \, dx \, dy \right)^{1/2}.
\]

We can see that \( W_G^2(x,y) = W(x,y)W_G(x,y) \) is the product of two step functions with the same partition. Using the property \( \mathbb{1}_{A \cap B} = \mathbb{1}_A \mathbb{1}_B \), we obtain:

\[
W_G^2(x,y) = \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}^2 \mathbb{1}_{B_N^i}(x) \mathbb{1}_{B_N^j}(y),
\]

and hence:

\[
\| W_G \|_2^2 = \int_0^1 \int_0^1 \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}^2 \mathbb{1}_{B_N^i}(x) \mathbb{1}_{B_N^j}(y) \, dx \, dy
\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} \int_0^1 \frac{a_{ij}^2}{N^2} dx \, dy = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}^2 = \| A \|_F^2.
\]

This gives \( \| A \|_F = \sqrt{N\| W_G \|_2} \). Finally, using [1], [2], [3] implies \( \| A \|_F \leq \sqrt{2N^3\| W_G \|_\square \| T_{W_G} \|_1^{1/2} \leq \sqrt{2N^3\| T_{W_G} \|_1^{1/2}} } \).

\[ \square \]

For the graphs \( G_N \) and \( G \) sampled from a graphon \( W \) as described in Section 2.2 we will denote the corresponding step graphons with the short-hand notations \( W_N := W_{G_N} \) and \( W := W_{G_N} \).

2.4 Graphs Sampled from Piecewise Lipschitz Graphons

We shall restrict our analysis to a class of graphons that is wide enough to be relevant for the applications, but leads to a tractable analysis. We therefore consider the class of piecewise Lipschitz graphons, some properties of which we recall from [27].

**Definition 2.1** (Piecewise Lipschitz graphon). Graphon \( W \) is said to be piecewise Lipschitz if there exists a constant \( L \) and a sequence of non-overlapping intervals \( I_k = [\alpha_{k-1}, \alpha_k] \) defined by \( 0 = \alpha_0 < \cdots < \alpha_{K+1} = 1 \), for a finite non-negative integer \( K \) such that for any \( k, \ell \), any set \( I_{k \ell} = I_k \times I_\ell \) and pairs \( (x_1, y_1) \) and \( (x_2, y_2) \) in \( I_{k \ell} \) we have that:

\[
|W(x_1, y_1) - W(x_2, y_2)| \leq L(|x_1 - x_2| + |y_1 - y_2|).
\]

If \( K = 0 \), then the graphon is said to be Lipschitz.

Notice that when \( W \) is a piecewise Lipschitz graphon, the degree function \( d(x) \) is piecewise continuous, and hence \( \delta_W \) is its minimum, and not just its infimum.

**Definition 2.2** (Large enough \( N \)). Given a piecewise Lipschitz graphon \( W \) and \( \nu < e^{-1} \), \( N \) is large enough if \( N \) satisfies the following conditions:

\[
\frac{2}{N} < \min_{k \in \{1,...,K+1\}} (\alpha_k - \alpha_{k-1}), \quad (4a)
\]

\[
\frac{1}{N} \log \left( \frac{2N \nu}{(2K + 3L)} \right) + \frac{1}{N} (2K + 3L) \leq \max_x d_W(x), \quad (4b)
\]

\[
N e^{-N/5} < \nu. \quad (4c)
\]

The following result is given in [27] as Theorems 1 and 2.

**Lemma 2.** For a piecewise Lipschitz graphon \( W \) and \( N \) large enough, with probability at least \( 1 - \nu \):

\[
\| T_{W_N} - T_W \| \leq 2L \| W \|_{L^2} \| K_N \|_N =: \vartheta(N),
\] (5)

\[
\| d_N - d(x) \|_2 \leq \vartheta(N),
\] (6)

and with probability at least \( 1 - 2\nu \):

\[
\| T_{W_N} - T_W \| \leq \frac{4\log(2N/\nu)}{N} + \vartheta(N) =: \phi(N),
\] (7)

\[
\| d_N - d(x) \|_2 \leq \phi(N),
\] (8)

where \( b_N := \frac{1}{N} + \sqrt{\frac{8\log(N/\nu)}{N+1}} \).

To obtain the main results of our paper (see Section 5) we will consider graphons which are piecewise Lipschitz. Moreover, when needed, we will consider graphons which are bounded away from zero, i.e., whose infimum (denoted by \( \eta_W \), and which is actually a minimum under the piecewise Lipschitz assumption) is strictly positive. Graphons which are bounded away from zero are also known as graphons having ‘minimal degree’ [27], since the assumption \( W(x,y) \geq \eta_W > 0 \) for all \( x,y \) has the following implications about the degrees, both of the graphon itself and of the graphs sampled from the graphon: \( \delta_W \geq \eta_W > 0 \) and \( \delta_i \geq \eta_W \) for all \( i = 1, \ldots, N \).

2.5 Laplacian Operator of a Graphon

The Laplacian matrix of a graph is defined as the difference between the degree matrix and the adjacency matrix. In analogy with this definition, it is possible to define a Laplacian operator for graphons \( \mathcal{L}_W : L^2[0,1] \rightarrow L^2[0,1] \) as:

\[
(\mathcal{L}_W f)(x) := d(x)f(x) - (T_W f)(x).
\] (9)
If the graphon is continuous, $L_W$ is also an operator in the space of continuous functions $L^2(C[0,1]) \rightarrow C[0,1]$, see [14]. The spectrum of this operator is composed by an essential spectrum located in the range of the degree function $d(x)$ and a finite number of isolated eigenvalues $\kappa_i$, which can only have accumulation points in the boundaries of the essential spectrum. The isolated eigenvalues are contained in the interval $[0,1]$ and $\kappa_1 = 0$ is always an eigenvalue with a constant eigenfunction associated $\psi_1(x) = k$.

3 MAIN RESULTS ON LAPLACIAN SPECTRUM

This section contains our main results about the Laplacian spectrum, which regard the whole distribution of the eigenvalues (Section 3.1), the spectral gap (Section 3.2) and the average effective resistance (Section 3.3). We conclude the section with some remarks about an easy extension of our results to deterministically sampled graphs (Section 3.4).

3.1 Distribution of eigenvalues

For a large dense network, the distribution of the eigenvalues of the Laplacian matrix is close to the distribution of the degrees of the vertices [26]. Using results of perturbation theory, [25] derived a bound for the relative error in the estimation of the eigenvalues of the Laplacian matrix using the degrees of the network for simple graphs:

$$\frac{\| \lambda_G - \bar{d}_G \|_2}{\|d_G\|_2} \leq \sqrt{\frac{N}{\|d_G\|_1}},$$

(10)

where $\lambda_G$ is a vector with the Laplacian eigenvalues arranged in non-decreasing order and $d_G$ is a vector with the degrees of the network arranged in non-decreasing order.

In particular, for a sequence of graphs where at least a constant fraction of vertices have a degree growing linearly with $N$, the right-hand side of (10) decays to zero as $O(1/\sqrt{N})$.

Graphs $G_N$ sampled from a graphon as described in Section 2.2 are dense graphs, and it is natural to look for an analogous of (10), so as to show that the eigenvalues of the Laplacian of $G_N$ are mostly determined by the reordered degree function of the same graph, with an error bounded by a quantity only depending on $N$ and on the graphon (see Proposition 1).

Proposition 1. For a piecewise Lipschitz graphon $W$ and $N$ large enough, with probability at least $1 - 2\nu$:

$$\|\mu_N(x) - \bar{d}_N(x)\|_2 \leq \sqrt{\frac{2}{N}} \sqrt{\|T_W\| + \phi(N)},$$

with $\phi(N)$ as in Lemma 2.

Proof. By definition:

$$\|\mu_N(x) - \bar{d}_N(x)\|_2 = \int_0^1 \sum_{i=1}^N |\mu_i - \delta_{(i)}|^2 1_{B^N}(x) \, dx$$

$$= \frac{1}{N} \sum_{i=1}^N |\mu_i - \delta_{(i)}|^2 = \frac{1}{N^2} \sum_{i=1}^N |\lambda_i - d_{(i)}|^2.$$
\(\|T_W\|\) and the bound \(7\) from Lemma 2. We obtain that with probability at least \(1 - \nu\) there exists \(\sigma\) such that:

\[
\|\mu_N(x) - d_N(x)\|_2 \leq \frac{\sqrt{2}}{N} \sqrt{\|T_W\| + \sigma(N)}. \tag{12}
\]

For the second term in the right-hand side of \(11\), we use \(8\) from Lemma 2. Notice that Lemma 2 ensures that with probability at least \(1 - \nu\) both bounds \(7\) and \(8\) hold true, together; this ensures that with the same probability both bounds \(12\) and \(8\) hold true, together. 

Notice that the statement of Proposition 3 requires to find the best re-ordering \(\pi\) of the Laplacian eigenvalues, so as to minimize \(\|\mu_N(x) - d(x)\|_2\). A simpler statement can be obtained by adding a suitable monotonicity assumption to a graphon bounded away from zero. In the theorem below we will consider a graphon \(W\) bounded away from zero which is non-decreasing, i.e., such that \(W(x_1, y) \leq W(x, y)\) when \(x_1 \leq x_2\). A graphon being non-decreasing implies that its degree function is also non-decreasing but the converse is not true. Under a measure-preserving map, most of the graphons can be arranged such that the resulting degree function is non-decreasing. However, there are some exceptions (see \(29\)).

**Theorem 1.** For a piecewise Lipschitz, non-decreasing graphon with minimum \(\eta_W > 0\) and for \(N\) large enough, with probability at least \(1 - 3\nu\):

\[
\|\mu_N(x) - d(x)\|_2 \leq \varphi(N) + \frac{1}{N} \sqrt{\|T_W\|} + \sigma(N) + \varphi(N),
\]

with \(\varphi(N)\) as in Lemma 2 and \(\varphi(N)\) as in Lemma 3 below.

To prove Theorem 1 we first need the following concentration results for the normalized degrees of \(G_N\) and \(G_N\) and for the normalized eigenvalues of the corresponding Laplacian matrices.

**Lemma 3.** Given a graphon \(W\) with infimum \(\eta_W > 0\), if \(N\) is large enough, with probability at least \(1 - \nu\) the normalized degrees of the graphs \(G_N\) and \(G_N\) sampled from \(W\) satisfy:

\[
\max_{i=1,\ldots,N} |\delta(i) - \bar{\delta}(i)| \leq \left( 1 + \sqrt{\frac{1}{\eta_W}} \right) \frac{\log(2N/\nu)}{N\eta_W} := \gamma(N), \tag{13}
\]

and with probability at least \(1 - 2\nu\) the normalized eigenvalues of their Laplacian matrices \(L_N\) and \(L_N\) satisfy:

\[
\max_{i=1,\ldots,N} |\mu_i - \bar{\mu}_i| \leq \left( \frac{1}{\sqrt{\eta_W}} + 2 \right) \frac{\log(2N/\nu)}{N} := \varphi(N), \tag{14}
\]

**Proof.** For the first part of the proof, we use Chernoff bound, as in \(30\) Proof of Theorem 2, thanks to the remark that \(\bar{d}_i\) is the expectation of \(d_i\), conditioned on \(X\), and that \(d_i\) is the \(i\)th row-sum of \(A_N\). By the Chernoff bound, for any given \(i\):

\[
\Pr[|d_i - \bar{d}_i| > b \bar{d}_i] \leq \frac{\nu}{N} \text{ if } b \geq \sqrt{\frac{\log(2N/\nu)}{\bar{d}_i}}.
\]

Since \(\bar{d}_i \geq N\eta_W\), by considering \(b = \sqrt{\frac{\log(2N/\nu)}{N\eta_W}}\), for any given \(i\), we have with probability at least \(1 - \nu/N\):

\[
|d_i - \bar{d}_i| \leq \sqrt{\frac{\log(2N/\nu)}{N\eta_W}} \bar{d}_i \leq \sqrt{\frac{\log(2N/\nu)}{N\eta_W}} \bar{d}(N).
\]

Hence, with probability at least \(1 - \nu\) this bound is true for all \(i = 1, \ldots, N\). Since \(D_N - \bar{D}_N\) is diagonal,

\[
\|D_N - \bar{D}_N\|_2 = \max_{i=1,\ldots,N} |d_i - \bar{d}_i| \leq \sqrt{\frac{\log(2N/\nu)}{N\eta_W}} \bar{d}(N), \tag{15}
\]

with probability at least \(1 - \nu\).

From Weyl’s Theorem, \(\max_i |d(i) - \bar{d}(i)| \leq \|D_N - \bar{D}_N\|_2\), which ends the proof of \(13\), recalling that \(\bar{d}(N) \leq N\delta(i)\) and \(\bar{d}(i) = N\delta(i)\).

For the second part of the lemma, we have:

\[
\|L_N - \bar{L}_N\|_2 = \|D_N - A_N - D_N + \bar{A}_N\|_2 \leq \|D_N - \bar{D}_N\|_2 + \|\bar{A}_N - A_N\|_2.
\]

From \(30\) Theorem 1, we have that with probability at least \(1 - \nu:\)

\[
\|A_N - \bar{A}_N\|_2 \leq \sqrt{4\bar{d}(N) \log(2N/\nu)}. \tag{16}
\]

By combining \(15\) and \(16\) we have with probability at least \(1 - 2\nu:\)

\[
\|L_N - \bar{L}_N\|_2 \leq \sqrt{\frac{d^2(N) \log(2N/\nu)}{N\eta_W}} + \sqrt{4\bar{d}(N) \log(2N/\nu)}.
\]

By using Weyl’s Theorem and considering the normalized eigenvalues we get:

\[
\max_i |\mu_i - \bar{\mu}_i| \leq \sqrt{\frac{\log(2N/\nu)}{N^3\eta_W}} + \sqrt{\frac{d^2(N) \log(2N/\nu)}{N^2}}
\]

Finally, since \(\bar{d}(N) \leq N\), we get the desired result.

The proof of Theorem 1 and the proof of Theorem 3 in the next section heavily rely both on Lemma 2 and on Lemma 5. More precisely, each proof will require the simultaneous use of various bounds from such lemmas; since each bound holds with some probability, the following lemma is about the joint probability of the bounds of interest.

**Lemma 4.** Given a piecewise Lipschitz graphon \(W\) with infimum \(\eta_W > 0\), if \(N\) is large enough, then:

- with probability \(1 - 3\nu\), the three bounds \(5, 6\) and \(14\) hold true;
- with probability \(1 - 3\nu\), the four bounds \(7, 8, 13\) and \(14\) hold true.

**Proof.** The first statement is immediately obtained: Lemma 2 ensures that with probability at least \(1 - \nu\) both \(5\) and \(6\) hold true, while Lemma 3 ensures that \(14\) holds true with probability at least \(1 - 2\nu\). Hence, the probability that all three bounds hold true is at least \(1 - \nu - 2\nu = 1 - 3\nu\).

For the second statement, we need a closer look at the proofs of Lemmas 2 and 3. The same event \(15\), which has probability at least \(1 - \nu\), is used in the proof of both statements \(13\) and \(14\) of Lemma 3. Hence, the probability that both bounds hold together is at least \(1 - 2\nu\). Moreover, the same event \(16\), which has probability at least \(1 - \nu\) thanks to \(30\) Theorem 1, is used both in the above proof of Lemma 3 and in the proof of the two statements \(7\) and \(8\) in Lemma 2 (see \(27\) Proof of Theorem 1 for the latter proof). Hence, the probability that all the bounds \(13, 14, 7,\) and \(8\) hold true together is at least \(1 - 3\nu\).

Now we have all the tools needed to prove Theorem 1.
Proof of Theorem 1. In this proof, we will make use of the bounds (5), (6) and (14) from Lemmas 2 and 3 by Lemma 4, the event that all three bounds hold true has probability at least $1 - 3\nu$. 

We start from the left-hand side of the claimed inequality, and we use the triangle inequality to obtain that:

$$\|\mu_N(x) - d(x)\|_2 \leq \|\mu_N(x) - \overline{\mu}_N(x)\|_2 + \|\overline{\mu}_N(x) - d_N(x)\|_2 + \|d_N(x) - d(x)\|_2.$$  (17)

The first term can be expressed as:

$$\|\mu_N(x) - \overline{\mu}_N(x)\|_2 = \left( \frac{1}{N} \sum_{i=1}^{N} |\mu_i - \overline{\mu}_i| \right)^{1/2}.$$  

By using (14), we have:

$$\|\mu_N(x) - \overline{\mu}_N(x)\|_2 \leq \left( \frac{1}{N} \sum_{i=1}^{N} \varphi^2(N) \right)^{1/2} \leq \varphi(N).$$  (18)

For the second term in the right-hand side of (17), we have:

$$\|\overline{\mu}_N(x) - d_N(x)\|_2 = \frac{1}{N^{3/2}} \left( \sum_{i=1}^{N} |\bar{\lambda}_i - \bar{d}_i|^2 \right)^{1/2}.$$  

By applying Wielandt-Hoffman theorem to $\bar{A}_N = \bar{D}_N - \bar{L}_N$, we obtain:

$$\min_{\pi \in S_N} \sum_{i=1}^{N} |\bar{\lambda}_{\pi(i)} - \bar{d}_i|^2 \leq \|\bar{A}_N\|_F.$$  (19)

The assumption that $W$ is non-decreasing implies that also $\bar{d}_N(x)$ is non-decreasing, i.e., $\bar{d}_1 \leq \cdots \leq \bar{d}_N$. Indeed, since $\bar{\lambda}_1 \leq \cdots \leq \bar{\lambda}_N$ by definition and $\bar{d}_1 \leq \cdots \leq \bar{d}_N$ thanks to the monotonicity assumption, the minimum in (19) (Wielandt-Hoffman theorem) is achieved for the identity permutation that leaves all positions unchanged. Then we obtain:

$$\|\overline{\mu}_N(x) - \bar{d}_N(x)\|_2 = \frac{1}{N^{3/2}} \left( \sum_{i=1}^{N} |\bar{\lambda}_i - \bar{d}_i|^2 \right)^{1/2} \leq \|\bar{A}_N\|_F.$$  (20)

Then, we can use Lemma 2 and the inequality $\|T_{W_N} - T_W\| \leq \|T_{W_N}\| \leq \|W_N\| \leq \|W\|$ with the bound (5) to obtain that:

$$\|\overline{\mu}_N(x) - \bar{d}_N(x)\|_2 \leq \frac{4}{N} \sqrt{\|W\|} + \vartheta(N).$$  (21)

For the third term in the right-hand side of (17), we use (6). Finally, the desired result is obtained from (17) by combining the three bounds (18, 20 and 6). 

Remark 1. The upper bound on $\|\mu_N(x) - d(x)\|_2$ in Theorem 1 holds true with probability at least $1 - 3\nu$, and has an expression which depends both on $\nu$ and on $N$. We are interested in its asymptotic behaviour for $N \to \infty$. When we consider a constant $\nu$, we can easily see that this upper bound goes to zero as $O((\log(N)/N)^{1/4})$, since $\varphi(N) = O((\log(N)/N)^{1/2})$ and $\vartheta(N) = O((\log(N)/N)^{1/4})$; moreover, if the graphon is Lipschitz ($K = 0$), then the upper bound goes to zero as $O((1/N)^{1/4})$, since in this case $\vartheta(N) = O((\log(N)/N)^{1/2})$. It is interesting to notice that all these asymptotic behaviours remain the same also when we consider $\nu = 1/N^\alpha$ for any positive constant $\alpha$, since this only affects constant factors. By choosing $\alpha > 1$, we can then apply Borel-Cantelli Lemma and obtain that, under the assumptions of Thm. 1, almost surely $\|\mu_N(x) - d(x)\|_2$ decays to zero as $O((\log(N)/N)^{1/4})$, and under the further assumption that the graphon is Lipschitz, then almost surely $\|\mu_N(x) - d(x)\|_2$ goes to zero as $O(1/N^{1/4})$.

Similarly, from Prop. 6 we obtain that for any piecewise Lipschitz graphon almost surely $\min_{\pi \in S_N} \|\mu_N^\pi(x) - d(x)\|_2$ decays to zero as $O((\log(N)/N)^{1/4})$, and for any Lipschitz graphon almost surely $\min_{\pi \in S_N} \|\mu_N^\pi(x) - d(x)\|_2$ decays to zero as $O(1/N^{1/4})$.

3.2 Spectral gap

The results in Section 3.1 concern the distribution of eigenvalues of the Laplacian matrix. However, it is often useful to obtain more detailed information on small eigenvalues, and in particular on the second largest, to see its distance from zero. This distance, also known as spectral gap, is a measure of how well connected is the graph and plays a crucial role in shaping the properties of graph-based dynamics such as random walks on graphs and consensus-seeking systems [31, 32, 33].

In this section we give some results on the spectral gap of $\bar{G}_N$, i.e., we study $\bar{\mu}_2$. Thanks to Lemma 5, for graphons that are bounded away from zero such results translate into results about the spectral gap $\mu_2$ of $G_N$, as follows.

Remark 2. Given a graphon $W$ with infimum $\eta_W > 0$, by Lemma 2, we have $|\mu_2 - \bar{\mu}_2| \leq \varphi(N)$ with probability at least $1 - 3\nu/2$. By taking $\nu = 1/N^\alpha$ for some $\alpha > 1$, we obtain that $|\mu_2 - \bar{\mu}_2| = O((\log(N)/N)^{1/2})$ with probability at least $1 - O(1/N^\alpha)$, and hence we can apply Borel-Cantelli Lemma to conclude that almost surely $|\mu_2 - \bar{\mu}_2|$ decays to zero as $O((\log(N)/N)^{1/2})$.

Proposition 3. For a complete weighted graph sampled from a graphon with infimum $\eta_W$:

$$\bar{\mu}_2 \geq \eta_W.$$  

Proof. We use the variational characterization of eigenvalues (Courant-Fischer theorem). Since $\bar{\lambda}_1 = 0$ with eigenvector $1_N$ (the all-ones vector of size $N$),

$$\bar{\mu}_2 = \frac{1}{N} \sum_{i=1}^{N} x_i^T \bar{L}_N x_i \geq \frac{1}{N} \min_{x^T 1_N = 0} x^T \bar{L}_N x.$$  (21)

Since $\bar{L}_N$ is a symmetric Laplacian matrix,

$$x^T \bar{L}_N x = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{A}_N(i,j)(x_i - x_j)^2 \geq \frac{\eta_W}{2} \sum_{i=1}^{N} (x_i - x_j)^2.$$  

Then notice that $\sum_{i=1}^{N} (x_i - x_j)^2 = 2N(\sum_{i=1}^{N} x_i^2)(\sum_{i=1}^{N} x_i^2)$ and hence for all $x$ such that $x^T 1_N = 1$ and $x^T 1_N = 0$ we have $\sum_{i=1}^{N} (x_i - x_j)^2 = 2N$, so that $x^T \bar{L}_N x \geq N\eta_W$. With this, together with (21), we can conclude that $\bar{\mu}_2 \geq \eta_W$. 

From Proposition 5, we can see that a sufficient condition to guarantee that the spectral gap $\bar{\mu}_2$ remains bounded away from zero for all $N$ is to have a graphon with $\eta_W > 0$. Another case in which $\bar{\mu}_2$ is guaranteed to remain bounded away from zero is given by Proposition 4 below (based on
the results in [14]: when the graphon \( W \) is continuous, has \( \delta_W > 0 \) and its zero eigenvalue \( \kappa_1 = 0 \) has multiplicity one.

**Proposition 4.** Let \( W \) be a continuous graphon and \( I = \{ \delta_W, \kappa_2, \ldots \} \) a multiset composed by the minimum of the degree function \( \delta_W \) and the isolated eigenvalues of \( L_W \) counting their multiplicities, except by one multiplicity of the trivial \( \kappa_1 = 0 \). Then:

\[
\lim_{N \to \infty} \bar{\mu}_2 = \min I, \quad \text{a.s.}
\]

**Proof.** Consider the operator \( \mathcal{L}_{P_N} : C[0,1] \to C[0,1] \):

\[
(\mathcal{L}_{P_N} f)(x) := d_{P_N}(x) f(x) - \int_0^1 W(x,y) f(y) \, dP_N(y),
\]

where \( d_{P_N}(x) := \int_0^1 dP_N(x,y) \), \( P_N := 1/N \sum_{i=1}^N \delta_{X_i} \), is the empirical distribution and \( \delta_{X_i} \) is the dirac measure. Isolated eigenvalues of \( \mathcal{L}_{P_N} \) are also eigenvalues of \( \mathcal{L}_N \) [14 Proposition 22]. According to [14 Proposition 23], \( \mathcal{L}_{P_N} \) converges compactly to \( \mathcal{L}_N \) a.s., which implies the convergence of isolated parts of the spectrum and due to the upper-semicontinuity, the limits of convergent sequences are the isolated eigenvalues of \( \mathcal{L}_N \). Additionally, [14 Proposition 6] implies that for an isolated eigenvalue \( \kappa \) with multiplicity \( m \), there are \( m \) sequences of eigenvalues that converge to \( \kappa \).

If \( \kappa_1 = 0 \) has multiplicity 1 and there are no isolated eigenvalues in the interval \((0, \delta_W)\), the second eigenvalue will converge to \( \delta_W \) according to [14 Proposition 24]. \( \square \)

Notice that Proposition 4 requires the additional assumption that the graphon is continuous, which was not required in Proposition 3 but on the other hand it does not require the graphon to be bounded away from zero and moreover it gives a much richer result, since it characterizes the almost sure limit of \( \bar{\mu}_2 \) for \( N \to \infty \).

### 3.3 Average effective resistance

We consider the simple graph \( G_N \) as an electrical network where all the edges have resistance equal to 1. Between two vertices \( i \) and \( j \), we denote the effective resistance \( R_{\text{eff}}(i,j) \) as the electrical potential difference induced between \( i \) and \( j \) by a unit current injected in \( i \) and extracted from \( j \). The average effective resistance of \( G_N \) is defined as:

\[
R_{\text{ave}}^N := \frac{1}{2N^2} \sum_{i=1}^N \sum_{j=1}^N R_{\text{eff}}(i,j).
\]

This quantity is also related to the spectrum of the Laplacian matrix of the graph [23]:

\[
R_{\text{ave}}^N = \frac{1}{N} \sum_{i=2}^N \frac{1}{\lambda_i}.
\]

This handy characterization immediately leads to draw some conclusions about its asymptotic behavior.

**Remark 3.** To find the asymptotic behavior for \( N \to \infty \) of the average effective resistance of graphs sampled from a piecewise Lipschitz graphon bounded away from zero, we can see that:

\[
NR_{\text{ave}}^N = \sum_{i=2}^N \frac{1}{\lambda_i} \leq (N-1) \frac{1}{\lambda_2} \leq \frac{1}{\bar{\mu}_2}.
\]

As noticed in Remark 2, Lemma 3 implies that \( |\bar{\mu}_2 - \bar{\mu}_2| \) goes to zero a.s. Moreover, by Proposition 3 \( \bar{\mu}_2 \geq \eta_W > 0 \). From this, we can conclude that almost surely also \( \bar{\mu}_2 \) remains bounded away from zero, and hence \( R_{\text{ave}}^N = O(1/N) \) a.s. Also, since \( \lambda_N \leq N \) we get:

\[
NR_{\text{ave}}^N \geq (N-1) \frac{1}{N}.
\]

Therefore \( R_{\text{ave}}^N = \Theta(1/N) \) a.s.

Considering that the distribution of the eigenvalues of the Laplacian matrix is similar to the distribution of the degrees, we can estimate the average effective resistance \( R_N \) of a simple graph \( G_N \) through the degree function of the graphon \( W \), by defining an analogous quantity as:

\[
R_{W,N}^\text{ave} := \frac{1}{N} \int_0^1 \frac{1}{d(x)} \, dx.
\]

**Theorem 2.** For a piecewise Lipschitz graphon \( W \) with minimum \( \eta_W > 0 \) and for \( N \) satisfying conditions (1a), (1b), (1c) and condition:

\[
\frac{\log(2N/\nu)}{N} < \frac{\nu^2}{1 + 2\eta_W},
\]

let \( R_{W,N}^\text{ave} \) be the average effective resistance of a graph \( G_N \) sampled from \( W \). Then, with probability at least 1 - 3\( \nu \):

\[
| R_{W,N}^\text{ave} - R_{W,N}^\text{ave} | \leq \frac{1}{N (\eta_W - \gamma(N))} \left( 1 + \phi(N) \frac{\delta_W}{\sqrt{N}} + \phi(N) \frac{\sqrt{\|T_W\| + \phi(N)}}{N^{1/4} (\eta_W - \phi(N))} \right),
\]

with \( \phi(N) \) as in Lemma 2 and \( \gamma(N) \) and \( \gamma(N) \) as in Lemma 3.

**Proof.** In this proof, we will make use of the bounds (7), (8), (13) and (14) from Lemmas 2 and 3 by Lemma 4 the event that all four bounds hold true has probability at least 1 - 3\( \nu \).

We define the step function:

\[
r_N(x) = \sum_{i=2}^N \frac{1}{\lambda_i} \mathbb{1}_{B_i^N}(x).
\]

It is easy to see that:

\[
R_{W,N}^\text{ave} = \|r_N(x)\|_1, \quad R_{W,N}^\text{ave} = \left\| \frac{1}{N d(x)} \right\|_1,
\]

so that we have:

\[
| R_{W,N}^\text{ave} - R_{W,N}^\text{ave} | = \|r_N(x)\|_1 - \frac{1}{N d(x)} \|_1 \\
\leq \|r_N(x)\|_1 - \| \frac{1}{N d_N(x)} \|_1 + \| \frac{1}{N d_N(x)} \|_1 - \| \frac{1}{N d(x)} \|_1.
\]

We start by studying the first term in (23). We notice that

\[
\left\| \frac{1}{N d(x)} \right\|_1 = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda_i} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{\lambda_i} = \left\| \frac{1}{N d_N(x)} \right\|_1.
\]

We use this remark and the reverse triangle inequality (i.e., \( \|x - y\| \leq \|x - y\|_1 \)), to obtain

\[
\|r_N(x)\|_1 - \| \frac{1}{N d_N(x)} \|_1 \leq \|r_N(x) - \frac{1}{N d_N(x)} \|_1.
\]
Then, we have:

$$\left\| r_N(x) - \frac{1}{N d_N(x)} \right\|_1 = \frac{1}{N^2 \delta(1)} + \sum_{i=2}^{N} \left| \frac{d(i) - \lambda_i}{N^3 \mu \delta(1)} \right| \leq \frac{1}{N^2 \delta(1)} + \frac{\sum_{i=2}^{N} |d(i) - \lambda_i|}{N^3 \mu \delta(1)}.$$ 

By using the inequality of norms $\| \cdot \|_1 \leq \sqrt{N} \| \cdot \|_2$ and by applying Wielandt-Hoffman Theorem to $A_N = D_N - L_N$, we obtain:

$$\sum_{i=2}^{N} |d(i) - \lambda_i| \leq \sqrt{N} \left( \sum_{i=2}^{N} |d(i) - \lambda_i|^2 \right)^{1/2} \leq \sqrt{N} \|A_N\|_F.$$ 

Finally, we can use Lemma 1 and 7 to obtain:

$$\left\| r_N(x) - \frac{1}{N d_N(x)} \right\|_1 \leq \frac{1}{N^2 \delta(1)} + \frac{\sqrt{2} \sqrt{\|T_N\| + \phi(N)}}{N^{5/4} \mu_2 \delta(1)}.$$ 

Now we study the second term in (23). We use again the reverse triangle inequality and Hölder’s inequality so that we have:

$$\left\| \frac{1}{N d_N(x)} \right\|_1 - 1 \leq \frac{1}{N d_N(x)} \| 1 - N d(x) \|_2.$$ 

Then we obtain:

$$\left\| \frac{1}{N d_N(x)} \right\|_1 - 1 \leq \frac{1}{N d(x) \| d_N \|_2 \| d(x) \|_2} = \frac{1}{N \delta(1) \| d \|_2 \| d(x) \|_2} \phi(N).$$

Using the bounds obtained for the two terms in (23), we get:

$$\left| R_{W,N}^{\text{ave}} - R_{W,N}^{\text{ave}} \right| \leq \frac{1}{N^2 \delta(1)} + \frac{\sqrt{2} \sqrt{\|T_N\| + \phi(N)}}{N^{5/4} \mu_2 \delta(1)} + \frac{\phi(N)}{N \delta(1) \delta_W}.$$ 

By using (13) and (14) we obtain:

$$\left| R_{W,N}^{\text{ave}} - R_{W,N}^{\text{ave}} \right| \leq \frac{1}{N^2 \delta(1)} + \frac{\phi(N)}{N \delta_W (\delta(1) - \gamma(N))} + \frac{\sqrt{2} \sqrt{\|T_N\| + \phi(N)}}{N^{5/4} (\delta(1) - \gamma(N)) (\mu_2 - \varphi(N)).$$

Finally we get the desired result by using $\delta(1) \geq \eta_W$ and Proposition 3. Notice that assumption $\eta_W > 0$ and condition 22 ensure that the denominators appearing in the upper bound are positive.

**Remark 4.** Theorem 2 gives an upper bound on the absolute error $\left| R_{W,N}^{\text{ave}} - R_{W,N}^{\text{ave}} \right|$. This bound holds true with probability at least $1 - 3\nu$, and an expression which depends both on $\nu$ and on $N$. We are interested in its asymptotic behaviour for $N \to \infty$. When we consider a constant $\nu$ or $\nu = 1/N^0$, this upper bound goes to zero as $O((\log(N)/N^5)^{1/4})$, and with the further assumption that the graphon is Lipschitz ($K = 0$), it decays as $O((1/N)^{3/4})$. By choosing $\alpha > 1$, we can then apply Borel-Cantelli Lemma, and obtain that almost surely $\left| R_{W,N}^{\text{ave}} - R_{W,N}^{\text{ave}} \right|$ decays to zero as $O((\log(N)/N^5)^{1/4})$, and moreover as $O((1/N)^{3/4})$ in case the graphon is Lipschitz. It is also interesting to study the relative error $\left| R_{W,N}^{\text{ave}} - R_{W,N}^{\text{ave}} \right| / R_{W,N}^{\text{ave}}$. Recalling Remark 3 about the asymptotic behaviour of the denominator, we obtain that the relative error almost surely decays to zero as $O((\log(N)/N)^{1/4})$, and as $O((1/N)^{1/4})$ if the graphon is Lipschitz.

### 3.4 Deterministic Sampling

An alternative procedure for the generation of complete weighted graphs from graphons is the use of deterministic latent variables proposed in [27], such that the adjacency matrix of $G_N$ is generated as:

$$A_N(i, j) = W(i/N, j/N) \quad \text{for all } i, j \in \{1, \ldots, N\}.$$ 

All the results of Section 3 (with exception of Proposition 4) easily extend to deterministic sampling with minor adjustments, which we detail here. Lemma 3 and Proposition 5 do not depend on the sampling method and remain the same. As indicated in [27], the factor $b_N$ of $\theta(N)$ and $\phi(N)$ in Lemma 2 is redefined as $b_N := 1/N$ and (5) and (6) hold with probability 1 while (7) and (8) hold with probability at least $1 - \nu$. With the new definition of $b_N$, Propositions 1 and 2 hold with probability at least $1 - \nu$ and Lemma 4 and Theorems 1 and 2 hold with probability at least $1 - 2\nu$. The rates of convergence in Remarks 2 and 3 do not change while for Remarks 1 and 3 the rate of convergence for piecewise Lipschitz and Lipschitz graphons is $O(1/N^{1/4})$.

Proposition 4 instead cannot be easily extended to the deterministic case because in [14] the compact convergence of the operators is proved by using Glivenko-Cantelli Theorem in one of the steps, which is formulated for random variables.

### 4 Numerical Example

We consider the graphon $W(x, y) = 1 - 0.8xy$, whose pixel diagram is presented in Fig. 1. This graphon is Lipschitz and bounded away from zero (its minimum is $\eta_W = 0.2$). Its degree function is $d(x) = 1 - 0.4x$, whose minimum is $\delta_W = 0.6$. To validate the results, we consider a sequence of simple graphs that are randomly sampled from $W$ for $10 \leq N \leq 1000$. Fig. 2 presents the approximation of the distribution of the normalized eigenvalues by using the degree function of the graphon.

By solving the eigenfunction equation (i.e., $(\mathcal{L}_W \psi) (x) = \kappa \psi (x)$) we find that the operator only has the trivial eigenvalue $\kappa_1 = 0$, such that by Proposition 4 a.s. $\lim \mu_2 = \delta_W$. 

![Pixel diagram of the graphon](image395x660 to 481x748)
Fig. 2. $\|\mu_N(x) - d(x)\|_2$ for growing $N$. Its decay is consistent with the upper bound $O(N^{-1/4})$, depicted in red.

Fig. 3. $|\mu_2 - \bar{\mu}_2|$ for growing $N$. Its decay is comparable with the upper bound $(\log(N)/N)^{1/2}$, depicted in red.

Fig. 4. Convergence of second normalized eigenvalues for growing $N$.

Fig. 5. Average effective resistance for growing $N$.

Fig. 6. Relative error $|R_{N}^{\text{ave}} - R_{W,N}^{\text{ave}}|/R_{N}^{\text{ave}}$ for growing $N$. Its decay is comparable with $N^{-1/4}$, depicted in red.

Fig. 5 shows the difference between the second normalized eigenvalues of $G_N$ and $\bar{G}_N$ while Fig. 4 illustrates their convergence towards $\delta_W$. We can observe that the convergence of $\mu_2$ is slower than the convergence of $\bar{\mu}_2$ as we expect by Lemma 5 and Proposition 4.

The approximation of the average effective resistance is performed through:

$$R_{W,N}^{\text{ave}} = \frac{1}{N} \int_0^1 \frac{dx}{1 - 0.4x} = -\frac{5}{2N} \log(0.6).$$

Fig. 5 shows the average effective resistance and Fig. 6 presents the relative error and the function $(1/N)^{1/4}$ corresponding to the rate of convergence guaranteed by our bound, which seems to be tight as per its dependence on $N$.

5 Conclusions

In this paper, the spectrum of the Laplacian matrix of a network sampled from a graphon was analyzed using the degree function of the graphon. First, we showed that for networks derived from a graphon, the distribution of the eigenvalues of the Laplacian matrix is determined mainly by the degrees of the network. Then, we showed that the average effective resistance of a graph sampled from a graphon can be estimated by using the degree function of the graphon. For both problems, we have derived explicit bounds on the approximation error.

Even if this paper has shown some initial applications of the graphon Laplacian operator, a number of related questions remain open. Firstly, the Laplacian operator can be used to define suitable infinite-dimensional dynamical systems that approximate dynamical systems on finite-dimensional graphs, as done in [10] with the normalized Laplacian. However, this line of work entails some technical difficulties, such as noncompactness of the corresponding graphon Laplacian operators. Secondly, we ought to recall that the formalism of graphons is limited to dense graphs, whereas many relevant networks are, instead, sparse. It is therefore an open question to develop the suitable formalism to address these cases.
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