The three-loop equal-mass banana integral in $\varepsilon$-factorised form with meromorphic modular forms
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1 Introduction

For precision calculations in high-energy particle physics we need to evaluate Feynman integrals. It is a very interesting question which special functions appear in the final result of such a calculation. In the simplest case we find multiple polylogarithms [1–4], which are iterated integrals of differential one-forms \( dy/(y - c) \), where \( c \) is a constant. An example is the one-loop bubble integral with equal non-zero masses. The equal-mass one-loop bubble integral can be expressed to all orders in the dimensional regularisation parameter \( \varepsilon \) in terms of multiple polylogarithms. A second non-trivial example is given by the massless two-loop double box integrals [5, 6].

More complicated Feynman integrals are related to elliptic curves and evaluate to iterated integrals of modular forms and/or specific differential one-forms related to the
Kronecker function. The most prominent example is the two-loop sunrise integral with equal non-zero masses. The equal-mass two-loop sunrise integral can be expressed to all orders in the dimensional regularisation parameter \( \varepsilon \) in terms of iterated integrals of modular forms.

In this paper we consider the three-loop banana integral with equal non-zero masses. The three-loop banana integral is the next more complicated integral in the family of \( l \)-loop banana integrals. The first two members of this family are the one-loop bubble integral and the two-loop sunrise integral. The geometry of the three-loop banana integral is related to a Calabi-Yau 2-fold (i.e. a surface) and thus more complicated than an elliptic Feynman integral, which in this context can be viewed as related to a Calabi-Yau 1-fold (i.e. a curve).

A convenient tool to obtain the result for a Feynman integral to any desired order in the dimensional regularisation parameter \( \varepsilon \) is the method of differential equations [7–10]. For example, this method has been used at the beginning of the millennium to obtain the two-loop master integrals for \( \gamma^* \to 3 \) jets [11, 12]. The solution of the differential equation is significantly simplified, if the differential equation is in \( \varepsilon \)-factorised form [13].

If the differential equation is in \( \varepsilon \)-factorised form, we may read off the letters appearing in the iterated integrals from the differential equation. Such a form for the differential equation has been found for many Feynman integrals evaluating to multiple polylogarithms and selected examples of elliptic Feynman integrals [14–16]. In this paper we present the differential equation for the equal-mass three-loop banana integral in \( \varepsilon \)-factorised form.

The three-loop banana integral has been studied in the literature in the past [17–23] and we should carefully explain what is new in this article.

Let \( I \) be a vector of master integrals. The differential equation

\[
dI = \varepsilon AI
\]  

(1.1)

is said to be in \( \varepsilon \)-factorised form, if the connection matrix \( A \) is independent of \( \varepsilon \). An \( \varepsilon \)-factorised form can be achieved, if a full set of homogeneous solutions is known. The set of homogeneous solutions can be obtained by integrating the integrands of the master integrals over a set of independent contours [18]. This path has been followed in refs. [18, 24] and an \( \varepsilon \)-factorised form of the differential equation follows from the results of these papers. However, this is not the form we are interested in. It can be shown in the two-loop sunrise case that the solution for the Feynman integrals obtained in this way is not of uniform weight.

The first term of the \( \varepsilon \)-expansion of the three-loop banana integral (normalised to a homogeneous solution of the Picard-Fuchs operator) is known from ref. [17]. It corresponds to an Eichler integral

\[
\left[ I (1, 1, f_4; \tau) + \frac{4}{3} \zeta_3 \right] \varepsilon^3,
\]  

(1.2)

where \( f_4 \) is a modular form for \( \Gamma_1(6) \) of modular weight 4. The notation for iterated integrals is defined in section 6. In the main part of the paper \( f_4 \) will be denoted as \( f_{4,a} \). This mirrors closely the first term of the \( \varepsilon \)-expansion of the two-loop sunrise integral (again
normalised to a homogeneous solution of the appropriate Picard-Fuchs operator) \cite{14, 25}
\[
4I(1, f_3; \tau) + 3\text{Cl}_2\left(\frac{2\pi}{3}\right)\varepsilon^2, \tag{1.3}
\]
where \(f_3\) is a modular form for \(\Gamma_1(6)\) of modular weight 3 and \(I(1, f_3; \tau)\) is again an Eichler integral. \(\text{Cl}_2\) denotes the Clausen function. We are interested in the higher-order terms in the dimensional regularisation parameter \(\varepsilon\) which add to eq. (1.2). This has been considered in ref. \cite{20}, where it was shown that the higher-order terms are given by iterated integrals of meromorphic modular forms. The authors of this reference also gave a differential equation. However this differential equation is not \(\varepsilon\)-factorised, as it contains an additional \(1/\varepsilon\)-term. In this paper we improve the situation by deriving a differential equation in \(\varepsilon\)-factorised form.

At first sight it seems surprising that the three-loop banana integral can be expressed in terms of iterated integrals of (meromorphic) modular forms as the geometry is related to a Calabi-Yau 2-fold and not an elliptic curve. However it has been known for a long time that the corresponding Picard-Fuchs operator (a third-order differential operator) is the symmetric square of a second-order differential operator \cite{26, 27}. By a variable transformation, this second-order differential operator is related to the Picard-Fuchs operator of the two-loop sunrise integral \cite{17, 19}. We start with the dimensionless kinematic variable \(x = p^2/m^2\). The variable transformation maps the pseudo-threshold \(x = 4\) and the threshold \(x = 16\) of the three-loop banana integral to the points \(y = 3\) and \(y = -3\), respectively. The variable \(y\) is the natural “physical” variable in the sunrise context. Mapped to the complex upper half-plane, these points correspond to \(\tau = \frac{1}{4}(1 + i\sqrt{3})\) and \(\tau = \frac{1}{6}(3 + i\sqrt{3})\), respectively. At these points the elliptic curve of the two-loop sunrise integral is not degenerate. As the original differential equation for the three-loop banana integral has singularities at these points, meromorphic modular forms (with poles at \(\tau = \frac{1}{4}(1 + i\sqrt{3})\) and \(\tau = \frac{1}{6}(3 + i\sqrt{3})\)) emerge naturally \cite{20, 28}. We show that the \(\varepsilon\)-factorised differential equation has at most simple poles at these points.

This paper is organised as follows: in section 2 we define the three-loop banana integral and the associated Picard-Fuchs operator. In section 3 we construct from an ansatz a set of master integrals which lead to an \(\varepsilon\)-factorised differential equation. This ansatz follows closely the steps taken in refs. \cite{14–16}. In section 4 we define the periods for the elliptic curve of the two-loop sunrise integral. From these periods we can construct a solution for the Picard-Fuchs operator of the three-loop banana integral. In section 5 we introduce (meromorphic) modular forms. We only need four (meromorphic) modular forms of modular weight 1 as basic building blocks, which we label
\[
b_0, b_1, b_3, b_{-3}. \tag{1.4}
\]
All other occurring (meromorphic) modular forms are polynomials in these. In section 6 we introduce the notation for iterated integrals of (meromorphic) modular forms. In section 7 we present the differential equation for the master integrals in \(\varepsilon\)-factorised form. The differential equation contains six letters, which we denote as
\[
1, f_{2,a}, f_{2,b}, f_{4,a}, f_{4,b}, f_6. \tag{1.5}
\]
The three-loop banana graph.

Figure 1. The three-loop banana graph.

The transformation laws of the entries of the differential equation under modular transformations of $\Gamma_1(6)$ are discussed in section 8. The differential equation is solved in section 9 and analytical results for all master integrals up to order $\varepsilon^4$ are presented. In section 10 we give numerical results and show that they agree with results obtained from SecDec [29–31]. Our conclusions are presented in section 11. In appendix A we derive the boundary conditions necessary for solving the differential equation. Appendix B describes the supplementary electronic file attached to this article, which gives the solution for the banana integrals up to order $\varepsilon^6$.

2 Definitions

We are interested in the integrals

$$I_{\nu_1,\nu_2,\nu_3,\nu_4} = \varepsilon^3 \gamma_E \varepsilon \left( m^2 \right)^{-\frac{D}{2}} \int \left( \prod_{a=1}^{4} \frac{d^D k_a}{i\pi^D} \right) i\pi^{\frac{D}{2}} \delta^D \left( p - \sum_{b=1}^{4} k_b \right) \left( \prod_{c=1}^{4} \frac{1}{(-k_c^2 + m^2)^\nu_c} \right),$$

(2.1)

where $D$ denotes the number of space-time dimensions, $\varepsilon$ the dimensional regularisation parameter, $\gamma_E$ the Euler-Mascheroni constant and the quantity $\nu$ is defined by

$$\nu = \sum_{j=1}^{4} \nu_j.$$  \hspace{1cm} (2.2)

The corresponding Feynman graph is shown in figure 1. We consider these integrals in $D = 2 - 2\varepsilon$ space-time dimensions. It is convenient to introduce the dimensionless variable

$$x = \frac{p^2}{m^2}.$$  \hspace{1cm} (2.3)

It is well-known that this family of Feynman integrals has four master integrals. A possible choice for a basis of master integrals is

$$I_{1110}, I_{1111}, I_{1112}, I_{1113}.$$  \hspace{1cm} (2.4)

The Feynman integral $I_{1110}$ is a product of three one-loop tadpole integrals and rather simple. We set

$$I_1 = \varepsilon^3 I_{1110} = \left[ e^{\gamma_E} \varepsilon \Gamma(1 + \varepsilon) \right]^3.$$  \hspace{1cm} (2.5)
The integral $I_1$ has uniform weight. For $I_{1111}$ we have the inhomogeneous third-order differential equation

$$L_3 I_{1111} = -\frac{24\varepsilon^3}{x^2(x-4)(x-16)}I_{1110}, \quad (2.6)$$

with

$$L_3 = \frac{d^3}{dx^3} + \left[ \frac{3}{x} + \frac{3}{2} (1+2\varepsilon) \right] \frac{d^2}{dx^2} + \left[ \frac{7x^2-68x+64}{x^2(x-4)(x-16)} + \frac{6\varepsilon(3x-20)}{x(x-4)(x-16)} + \frac{\varepsilon^2(11x+16)}{x^2(x-16)} \right] \frac{d}{dx} + (1+2\varepsilon)(1+3\varepsilon) \left[ \frac{1}{x^2(x-16)} + \frac{\varepsilon(x+2)}{x^2(x-4)(x-16)} \right]. \quad (2.7)$$

We denote by $L_3^{(0)}$ the $\varepsilon$-independent part of $L_3$ [32]:

$$L_3^{(0)} = \frac{d^3}{dx^3} + \left[ \frac{3}{x} + \frac{3}{2} (1+2\varepsilon) \right] \frac{d^2}{dx^2} + \frac{7x^2-68x+64}{x^2(x-4)(x-16)} \frac{d}{dx} + \frac{1}{x^2(x-16)}. \quad (2.8)$$

Let

$$L_2^{(0)} = \frac{d^2}{dx^2} + \left[ \frac{1}{x} + \frac{1}{2} (1+2\varepsilon) \right] \frac{d}{dx} + \frac{x-8}{4x(x-4)(x-16)}. \quad (2.9)$$

The differential operator $L_3^{(0)}$ is the symmetric product of $L_2^{(0)}$ [26]: if $\psi_1, \psi_2$ are two independent solutions of $L_2^{(0)}$

$$L_2^{(0)} \psi_i = 0, \quad i \in \{1, 2\}, \quad (2.10)$$

then the solution space of $L_3^{(0)}$ is spanned by

$$\psi_1^2, \, \psi_1 \psi_2, \, \psi_2^2. \quad (2.11)$$

The Wronskian is defined by

$$W = \psi_1 \frac{d}{dx} \psi_2 - \psi_2 \frac{d}{dx} \psi_1. \quad (2.12)$$

We have

$$\left[ \frac{d}{dx} + \frac{1}{x} + \frac{1}{2} (1+2\varepsilon) \right] W = 0 \quad (2.13)$$

and

$$W = \frac{2\pi i c}{x(4-x) (16-x)^2}, \quad (2.14)$$

where $c$ is a constant. The constant $c$ depends on the normalisation of the two independent solutions $\psi_1$ and $\psi_2$. In section 4 we give explicit expressions for the two independent solutions of eq. (2.10). This choice of solutions yields $c = 3$. 
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3 Master integrals

In this section we determine a choice of master integrals, which put the differential equation into an $\varepsilon$-form. We do this in two steps: in the first step we start from a rather general ansatz with five unknown functions. We derive differential equations these functions have to satisfy from the condition that the differential equation for the master integrals is in $\varepsilon$-form. Four of these five functions are easily solved for, leading to a more specific ansatz, which we consider in step 2. This specific ansatz involves only one unknown function. We determine this remaining function in section 3.2.

3.1 Step 1

Let $\omega_1$, $J$, $F_{32}$, $F_{42}$ and $F_{43}$ be (a priori unknown) functions of $x$. Here, $J$ denotes the Jacobian for a (a priori unknown) change of variable from $x$ to $\tau$:

$$J = \frac{dx}{d\tau}. \quad (3.1)$$

This implies

$$\frac{d}{d\tau} = J \frac{d}{dx}. \quad (3.2)$$

We start from the following ansatz for the master integrals

$$I_1 = \varepsilon^3 I_{1110},$$
$$I_2 = \varepsilon^3 \frac{\pi^2}{\omega_1} I_{1111},$$
$$I_3 = \frac{1}{2\pi i \varepsilon} \frac{d}{d\tau} I_2 + F_{32} I_2,$$
$$I_4 = \frac{1}{2\pi i \varepsilon} \frac{d}{d\tau} I_3 + F_{42} I_2 + F_{43} I_3. \quad (3.3)$$

The differential equation for this set of master integrals is in $\varepsilon$-form

$$dI = \varepsilon AI, \quad (3.4)$$

provided the following set of six differential equations for the functions $\omega_1, J, F_{32}, F_{42}, F_{43}$ hold: for $\omega_1$ we require the two equations

$$L_3^{(0)} \omega_1 = 0, \quad (3.5)$$

$$\frac{d^2 \omega_1}{\omega_1 dx^2} - \frac{1}{2} \left( \frac{1}{\omega_1 dx} \right)^2 + \frac{2}{x(x-4)(x-16)} \frac{1}{\omega_1} dx + \frac{(x-8)}{2x(x-4)(x-16)} = 0. \quad (3.6)$$

For $J$ we require

$$\frac{d}{dx} \ln J = \frac{d}{dx} \ln \omega_1 + \frac{2}{x(x-4)(x-16)} \left( x^2 - 15x + 32 \right). \quad (3.7)$$
For $F_{32}, F_{42}, F_{43}$ we require
\[
\frac{d^2F_{32}}{dx^2} + \left[ \frac{d \ln \omega_1}{dx} + \frac{2 (x^2 - 15x + 32)}{x (x - 4) (x - 16)} \right] \frac{dF_{32}}{dx} + \frac{3J}{2 \pi i} \left[ -\frac{(x - 10)}{(x - 4) (x - 16)} \left( \frac{d \ln \omega_1}{dx} \right)^2 - \frac{2 (x^3 - 30x^2 + 228x - 640)}{x (x - 4)^2 (x - 16)^2} \right] = 0,
\]
\[
\frac{d^2F_{42}}{dx^2} - 3F_{32} \frac{dF_{32}}{dx} + \frac{3J}{2 \pi i} \frac{2 (x - 10)}{(x - 4) (x - 16)} \frac{dF_{32}}{dx} + \frac{3J}{2 \pi i} \left[ \frac{2 (x - 10)}{(x - 4) (x - 16)} \frac{d \ln \omega_1}{dx} + \frac{2 (x^3 - 30x^2 + 228x - 640)}{x (x - 4)^2 (x - 16)^2} \right] F_{32}
\]
\[
\frac{d^2F_{43}}{dx^2} + 2F_{32} \frac{dF_{32}}{dx} + \frac{3J}{2 \pi i} \left[ -\frac{2 (x - 10)}{(x - 4) (x - 16)} \frac{d \ln \omega_1}{dx} - \frac{2 (x^3 - 30x^2 + 228x - 640)}{x (x - 4)^2 (x - 16)^2} \right] = 0.
\]
\[
\frac{d^2 \ln \omega_1}{dx^2} = \frac{1}{\omega_1} \left( \frac{d \omega_1}{dx} \right)^2 - \left( \frac{1}{\omega_1} \frac{d \omega_1}{dx} \right)^2
\]
\[
\frac{d^2 \ln \omega_1}{dx^2} + \frac{1}{2} \left( \frac{d \ln \omega_1}{dx} \right)^2 + \frac{2 (x^2 - 15x + 32)}{x (x - 4) (x - 16)} \frac{d \ln \omega_1}{dx} + \frac{(x - 8)}{2x (x - 4) (x - 16)} = 0.
\]

These differential equations follow from the requirement that terms of order $\varepsilon^j$ with $j \neq 1$ are absent in the differential equation for the master integrals: eq. (3.5) removes the $\varepsilon^{-2}$-term of $A_{4,2}$. Eq. (3.7) removes the $\varepsilon^0$-term of $A_{4,4}$. Eq. (3.6) (together with the previous two equations) removes the $\varepsilon^{-1}$-term of $A_{4,3}$. $F_{32}$ removes the $\varepsilon^{-1}$-term of $A_{4,2}$, $F_{42}$ removes the $\varepsilon^0$-term of $A_{4,2}$ and $F_{43}$ removes the $\varepsilon^0$-term of $A_{4,3}$.

With
\[
\frac{d^2 \ln \omega_1}{dx^2} = \frac{1}{\omega_1} \left( \frac{d \omega_1}{dx} \right)^2
\]
we may write eq. (3.6) alternatively as
\[
\frac{d^2 \ln \omega_1}{dx^2} + \frac{1}{2} \left( \frac{d \ln \omega_1}{dx} \right)^2 + \frac{2 (x^2 - 15x + 32)}{x (x - 4) (x - 16)} \frac{d \ln \omega_1}{dx} + \frac{(x - 8)}{2x (x - 4) (x - 16)} = 0.
\]

We have to check that eq. (3.5) and eq. (3.6) together have a solution. The following lemma ensures this:

\textbf{Lemma 1.} Assume that $\omega_1$ satisfies eq. (3.6). Then
\[
L_1^{(0)} \omega_1 = 0.
\]

\textbf{Proof.} To prove this lemma, one verifies that the left-hand side of eq. (3.5) simplifies to zero with the relation eq. (3.6). \hfill \square

Thus it is sufficient to just consider the second-order non-linear inhomogeneous differential equation eq. (3.6) (or equivalently eq. (3.10)) and ignore eq. (3.5).

It is not too difficult to solve eq. (3.10): we know that any solution of eq. (3.10) is automatically a solution of eq. (3.5). The solution space of eq. (3.5) is given by
\[
c_1 \psi_1^2 + c_2 \psi_1 \psi_2 + c_3 \psi_2^2
\]
with unknown constants $c_1, c_2, c_3$. 

Lemma 2. Let $\psi$ be a solution of eq. (2.10). Then $\psi^2$ is a solution of eq. (3.10).

Proof. To prove this lemma, one verifies that the left-hand side of eq. (3.10) simplifies to zero with the relation eq. (2.10).

In other words, $\omega_1$ needs to be a perfect square and of the form given in eq. (3.12). Thus,

\begin{equation}
\psi_1^2, \, \psi_2^2
\end{equation}

are solutions of eq. (3.10), while $\psi_1\psi_2$ is not.

From now on we set

\begin{equation}
\omega_1 = \psi_1^2.
\end{equation}

Let us now turn to the Jacobian $J$. It is easier to work with

\begin{equation}
J^{-1} = \frac{d\tau}{dx}.
\end{equation}

We may rewrite eq. (3.7) as

\begin{equation}
\frac{d \ln J^{-1}}{dx} + \frac{d \ln \omega_1}{dx} + \frac{2 (x^2 - 15x + 32)}{x (x - 4) (x - 16)} = 0.
\end{equation}

It is easily verified that

\begin{equation}
\tau = \frac{\psi_2}{\psi_1}
\end{equation}

solves eq. (3.16). We then have

\begin{equation}
J^{-1} = \frac{W}{\psi_1^2}.
\end{equation}

3.2 Step 2

With the information gathered so far

\begin{equation}
\omega_1 = \psi_1^2, \, J = \frac{\psi_1^2}{W},
\end{equation}

we may clean-up our ansatz. The differential equations for $F_{42}$ and $F_{43}$ are of first order and easily solved. Our ansatz reduces to

\begin{align}
I_1 &= \varepsilon^3 I_{1110}, \\
I_2 &= \varepsilon^3 \frac{\pi^2}{\psi_1^2} I_{1111}, \\
I_3 &= \frac{1}{2 \pi i \varepsilon} \frac{d}{d\tau} I_2 + \left[ F_2 - \frac{\pi i (x - 10)}{(x - 4) (x - 16)W} \left( \frac{\psi_1}{\pi} \right)^2 \right] I_2, \\
I_4 &= \frac{1}{2 \pi i \varepsilon} \frac{d}{d\tau} I_3 + \left[ \frac{3}{2} F_2^2 + \frac{\pi^2 (x + 8)^2 (x^2 - 8x + 64)}{8x^2 (x - 4)^2 (x - 16)^2 W^2} \left( \frac{\psi_1}{\pi} \right)^4 \right] I_2 \\
&\quad + \left[ -2F_2 - \frac{\pi i (x - 10)}{(x - 4) (x - 16)W} \left( \frac{\psi_1}{\pi} \right)^2 \right] I_3
\end{align}

(3.20)
with one unknown function $F_2$, which satisfies

$$\frac{d^2 F_2}{dx^2} + \left[ \frac{2 (x^2 - 15x + 32)}{x (x - 4) (x - 16)} + 2 \left( \frac{d \ln \psi_1}{dx} \right) \right] \frac{dF_2}{dx} = \frac{\pi i (x - 8) (x + 8)^3}{x^2 (x - 4)^3 (x - 16)^3 W \left( \frac{\psi_1}{\pi} \right)^2}.$$ (3.21)

This is a linear inhomogeneous first-order differential equation for $F_2'$. Noting that

$$\frac{2 (x^2 - 15x + 32)}{x (x - 4) (x - 16)} + 2 \left( \frac{d \ln \psi_1}{dx} \right) = \frac{d \ln J}{dx}$$ (3.22)

one finds

$$F_2' = J^{-1} \left[ C_2 + \int dx J \frac{\pi i (x - 8) (x + 8)^3}{x^2 (x - 4) (x - 16)^3 W \left( \frac{\psi_1}{\pi} \right)^2} \right]$$ (3.23)

and

$$F_2 = C_1 + C_2 \tau + (2\pi i)^2 \int d\tau \int d\tau \frac{x (x - 8) (x + 8)^3}{864 (4 - x)^2 (16 - x)^2} \frac{\left( \frac{\psi_1}{\pi} \right)^6}{\left( \frac{\psi_1}{\pi} \right)^6}.$$ (3.24)

We only need one specific solution. We may therefore set the integration constants to zero. This yields

$$F_2 = (2\pi i)^2 \int_{i\infty}^{\tau_1} d\tau_1 \int_{i\infty}^{\tau_2} d\tau_2 \frac{x (x - 8) (x + 8)^3}{864 (4 - x)^2 (16 - x)^2} \frac{\left( \frac{\psi_1}{\pi} \right)^6}{\left( \frac{\psi_1}{\pi} \right)^6},$$ (3.25)

where the integrand is viewed as a function of $\tau_2$. We denote the integrand by

$$g_6 = \frac{x (x - 8) (x + 8)^3}{864 (4 - x)^2 (16 - x)^2} \left( \frac{\psi_1}{\pi} \right)^6.$$ (3.26)

We note that the definition of $F_2$ depends on the integration path. Later on we will expand the integrand in a $\bar{q}$-series. As long as we stay inside the region of convergence of the $\bar{q}$-series we may suppress the dependence on the integration path. We are only interested in this case and we therefore do not write the dependence on the integration path explicitly. The dependence on the integration path is relevant as soon as we analytically continue $F_2$ beyond the region of convergence of the $\bar{q}$-series. Later on we will see that the radius of convergence of the $\bar{q}$-series is set by the threshold singularity at $x = 16$, corresponding to $\tau = 1/2 + i \sqrt{3}/6$. As long as

$$\text{Im} \, \tau > \frac{\sqrt{3}}{6} \quad \text{or} \quad |\bar{q}| < e^{-\frac{4}{3} \sqrt{3}}$$ (3.27)

we do not have to worry about the path dependence.

### 4 The periods

In this section we consider the two solutions $\psi_1$ and $\psi_2$ of eq. (2.10). It is well-known that these solutions are related to the two periods $\psi_1^{\text{sunrise}}$ and $\psi_2^{\text{sunrise}}$ of the sunrise integral. In this section we review the construction.
The first step is the variable transformation
\[ x = -\frac{(y - 1)(y - 9)}{y}, \quad y = \frac{1}{2} \left[ 10 - x - \sqrt{4 - x} \sqrt{16 - x} \right]. \tag{4.1} \]

In expressing \( y \) as a function of \( x \), we made a choice for the sign of the square root. With this choice the value \( x = 0 \) is mapped to \( y = 1 \). This transformation rationalises the square root
\[ \sqrt{4 - x} \sqrt{16 - x} = -\frac{(y + 3)(y - 3)}{y}. \tag{4.2} \]

The sign is fixed by eq. (4.1). This is most easily seen as follows: in the Euclidean region (i.e. \( x \in ]-\infty, 0] \) and \( y \in [0, 1] \) both sides of eq. (4.2) are positive.

In terms of the variable \( y \), eq. (2.10) transforms into
\[ \left[ \frac{d^2}{dy^2} + \left( \frac{1}{y} + \frac{1}{y - 1} + \frac{1}{y - 9} \right) \frac{d}{dy} + \frac{y^2 - 2y + 9}{4y^2 (y - 1)(y - 9)} \right] \psi_i = 0. \tag{4.3} \]

If we now make the ansatz
\[ \psi_i = \sqrt{y} \psi_i^{\text{sunrise}} \tag{4.4} \]
we find for \( \psi_i^{\text{sunrise}} \) the differential equation
\[ \left[ \frac{d^2}{dy^2} + \left( \frac{1}{y} + \frac{1}{y - 1} + \frac{1}{y - 9} \right) \frac{d}{dy} + \frac{y - 3}{y(y - 1)(y - 9)} \right] \psi_i^{\text{sunrise}} = 0. \tag{4.5} \]

This is the differential equation for the periods of the sunrise integral. The solutions are well-known: we consider an elliptic curve defined by the quartic polynomial
\[ E : v^2 - (u - u_1)(u - u_2)(u - u_3)(u - u_4) = 0, \tag{4.6} \]
where the \( u_j \) (with \( j \in \{ 1, 2, 3, 4 \} \)) denote the roots of the quartic polynomial. The roots \( u_j \) are given by
\[ u_1 = -4, \quad u_2 = -(1 + \sqrt{y})^2, \quad u_3 = -(1 - \sqrt{y})^2, \quad u_4 = 0. \tag{4.7} \]

We set
\[ U_1 = (u_3 - u_2)(u_4 - u_1), \quad U_2 = (u_2 - u_1)(u_4 - u_3), \quad U_3 = (u_3 - u_1)(u_4 - u_2). \tag{4.8} \]

We define the modulus and the complementary modulus of the elliptic curve \( E \) by
\[ k^2 = \frac{U_1}{U_3}, \quad \bar{k}^2 = 1 - k^2 = \frac{U_2}{U_3}. \tag{4.9} \]

Our standard choice for the periods and quasi-periods (for \( x \in \mathbb{R} + i\delta \)) is
\[ \left( \begin{array}{c} \psi_i^{\text{sunrise}} \\ \psi_i^{\text{sunrise}} \end{array} \right) = \frac{4}{U_3^2} \gamma \left( iK \left( \bar{k} \right) \right), \quad \left( \begin{array}{c} \phi_i^{\text{sunrise}} \\ \phi_i^{\text{sunrise}} \end{array} \right) = \frac{4}{U_3^2} \gamma \left( iE \left( \bar{k} \right) \right) \tag{4.10} \]
with
\[
\gamma = \begin{cases} 
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & \text{if } x < 0 \text{ or } 16 + 8\sqrt{3} < x, \\
\begin{pmatrix} 1 & 0 \\ 2 & 1 \end{pmatrix} & \text{if } 0 < x \leq 16 + 8\sqrt{3}. 
\end{cases}
\]  
(4.11)

For \( x \in [0, 4] \) the modulus \( k \) is real and \( k > 1 \). Feynman’s \( i\delta \)-prescription dictates that \( K(k) \) and \( E(k) \) are evaluated as \( K(k + i\delta) \) and \( E(k + i\delta) \). The origin of the matrix \( \gamma \) is explained below. We have
\[
\tau = \frac{\psi_2}{\psi_1} = \frac{\psi_2^{\text{sunrise}}}{\psi_1^{\text{sunrise}}}, \quad (4.12)
\]

We further set
\[
\bar{q} = e^{2\pi i \tau}. \quad (4.13)
\]

We may now determine the constant \( c \) appearing in eq. (2.14). We have
\[
W^{\text{sunrise}} = \psi_1^{\text{sunrise}} \frac{d}{dy} \psi_2^{\text{sunrise}} - \psi_2^{\text{sunrise}} \frac{d}{dy} \psi_1^{\text{sunrise}} = -\frac{6\pi i}{y(1-y)(9-y)}, \quad (4.14)
\]
and
\[
W = \frac{6\pi i}{x(4-x)^{\frac{3}{2}}(16-x)^{\frac{5}{2}}}, \quad (4.15)
\]
hence \( c = 3 \).

We may express \( x \) and \( y \) as a function of \( \tau \) with the help of the following relations \([26, 33]\):
\[
\begin{align*}
x &= -\left( \frac{\eta(\tau)\eta(3\tau)}{\eta(2\tau)\eta(6\tau)} \right)^6, \\
y &= 9 \frac{\eta(\tau)^4\eta(6\tau)^8}{\eta(3\tau)^4\eta(2\tau)^8}. \quad (4.16)
\end{align*}
\]
We have for example
\[
-\frac{1}{x} = \bar{q} + 6\bar{q}^2 + 21\bar{q}^3 + 68\bar{q}^4 + 198\bar{q}^5 + \mathcal{O}(\bar{q}^6). \quad (4.17)
\]

It is worth discussing the mapping in eq. (4.1) and the origin of the matrix \( \gamma \) in eq. (4.11) in more detail: we are interested in
\[
\begin{align*}
x &\in \mathbb{R} + i\delta, \\
\delta &> 0, \quad (4.18)
\end{align*}
\]
where \( i\delta \) denotes an infinitesimal imaginary part originating from Feynman’s \( i\delta \)-prescription. The point \( x = -\infty + i\delta \) is mapped to \( y = 0 \). As we continue in \( x \)-space along the real line towards \( x = 0 \), we traverse the interval \([0, 1]\) in \( y \)-space. Continuing in \( x \)-space to the point \( x = 4 \), we reach the point \( y = 3 \) in \( y \)-space. The interval \([4, 16]\) in \( x \)-space corresponds to a half-circle in the complex upper half-plane, starting at \( y = 3 \) and ending at \( y = -3 \). Finally, the interval \([16, \infty]\) in \( x \)-space brings us back from \( y = -3 \) to \( y = 0 \) in \( y \)-space.
This is summarised in table 1 and shown in figure 2. We note that the cusps of $\Gamma_1(6)$ at $y = 9$ and $y = \infty$ are never reached along this path. The point $\bar{q} = 0$ corresponds to $y = 0$ and $x = \infty$.

We may now follow this path in $k^2$-space. The resulting contour is shown in figure 3. For $x = -\infty$ we start with $k^2 = 0$. As we increase $x$, we continue towards $k^2 = 1$. At $x = 0$ the path winds around $\bar{k}^2 = 1$ in a small circle in the clockwise direction [34, 35]. In particular, for $k^2 = 1 + \delta$ (with $\delta$ infinitesimal) the path crosses the branch cut of the complete elliptic integrals. The contour continues as shown in figure 3 and crosses the branch cut of the complete elliptic integrals a second time at $k^2 = 2$, corresponding to $x = 16 + 8\sqrt{3}$. The periods $\psi_{\text{sunrise}}$ and pseudo-periods $\phi_{\text{sunrise}}$ are continuous functions of $x$. The matrix $\gamma$ in eq. (4.11) compensates the discontinuity across the branch cut of the complete elliptic integrals and ensures that the periods $\psi_{\text{sunrise}}$ and pseudo-periods $\phi_{\text{sunrise}}$ are continuous. With $k$ real and $k > 1$ the discontinuities are given by

$$K(k + i\delta) - K(k - i\delta) = 2iK\left(\pm i\sqrt{k^2 - 1}\right),$$

$$[K(k + i\delta) - E(k + i\delta)] - [K(k - i\delta) - E(k - i\delta)] = 2iE\left(\pm i\sqrt{k^2 - 1}\right).$$

(4.19)

We always have $\text{Re}(k^2) > 0$. This implies that the path for $\bar{k}^2 = 1 - k^2$ never crosses the branch cut of the complete elliptic integrals $K(\bar{k})$ and $E(\bar{k})$. Hence, branch cut crossings do not occur for $\psi_{\text{sunrise}}$ and $\phi_{\text{sunrise}}$.

We may then look at the path in $\tau$-space and $\bar{q}$-space. This is shown in figure 4. In the end we will expand in the variable $\bar{q}$ around $\bar{q} = 0$. The radius of convergence is determined

| $x$ | $-\infty$ | 0 | 4 | 16 | $\infty$ |
|-----|-----------|---|---|----|---------|
| $y$ | 0 | 1 | 3 | $-3$ | 0 |
| $\tau$ | $i\infty$ | 0 | $\frac{1}{4} + \frac{i\sqrt{3}}{12}$ | $\frac{1}{2} + \frac{i\sqrt{3}}{6}$ | $i\infty$ |
| $\bar{q}$ | 0 | 1 | $ie^{-\frac{\pi}{3}\sqrt{3}}$ | $-e^{-\frac{\pi}{3}\sqrt{3}}$ | 0 |

Table 1. Correspondence between special values in $x$-space, $y$-space, $\tau$-space and $\bar{q}$-space.

**Figure 2.** The path in $y$-space. The interval $y \in [-3, 0]$ corresponds to $x \in [16, \infty]$, the interval $y \in [0, 1]$ corresponds to $x \in [-\infty, 0]$, the interval $y \in [1, 3]$ corresponds to $x \in [0, 4]$, the half-circle corresponds to $x \in [4, 16]$. This is summarised in table 1 and shown in figure 2. We note that the cusps of $\Gamma_1(6)$ at $y = 9$ and $y = \infty$ are never reached along this path. The point $\bar{q} = 0$ corresponds to $y = 0$ and $x = \infty$.\[\text{Figure 2.}\text{The path in y-space. The interval y \in [-3, 0] corresponds to x \in [16, \infty], the interval y \in [0, 1] corresponds to x \in [-\infty, 0], the interval y \in [1, 3] corresponds to x \in [0, 4], the half-circle corresponds to x \in [4, 16].}\]
by the nearest pole, which in our case is located at
\[ \bar{q} = -e^{-\frac{\pi}{3} \sqrt{3}}, \]
(4.20)
corresponding to \( x = 16 \). Hence, the expansion converges for
\[ x \in ]-\infty, -2[ \text{ and } x \in ]16, \infty[. \]
(4.21)
The value \( x = -2 \) derives from the fact that
\[ |\bar{q} (x = -2)| = |\bar{q} (x = 16)| = e^{-\frac{\pi}{3} \sqrt{3}}. \]
(4.22)
5 Modular forms

We introduce a basis \( \{ e_1, e_2 \} \) for the modular forms of modular weight \( 1 \) for the Eisenstein subspace \( E_1(\Gamma_1(6)) \):

\[
e_1 = E_1(\tau; \chi_1, \chi_{-3}), \quad e_2 = E_1(2\tau; \chi_1, \chi_{-3}),
\]

(5.1)

where \( \chi_1(n) = \left( \frac{1}{n} \right) \) and \( \chi_{-3}(n) = \left( \frac{-3}{n} \right) \)

(5.2)

denote primitive Dirichlet characters with conductors 1 and 3, respectively. Here, \( \left( \frac{a}{n} \right) \) denotes the Kronecker symbol in number theory. The generalised Eisenstein series \( E_k(\tau; \chi_a, \chi_b) \) are defined as follows [36], see also [37]: let \( \chi_a \) and \( \chi_b \) be primitive Dirichlet characters with conductors \( d_a \) and \( d_b \), respectively. Then \( E_k(\tau; \chi_a, \chi_b) \) is defined by

\[
E_k(\tau; \chi_a, \chi_b) = a_0 + \sum_{n=1}^{\infty} \left( \sum_{d|n} \chi_a(n/d) \cdot \chi_b(d) \cdot d^{k-1} \right) \bar{q}^n.
\]

(5.3)

The normalisation is such that the coefficient of \( \bar{q} \) is one. The constant term \( a_0 \) is given by

\[
a_0 = \begin{cases} 
- \frac{B_{k, \chi_b}}{2k}, & \text{if } d_a = 1, \\
0, & \text{if } d_a > 1.
\end{cases}
\]

(5.4)

Note that the constant term \( a_0 \) depends on \( \chi_a \) and \( \chi_b \). The generalised Bernoulli numbers \( B_{k, \chi_b} \) are defined by

\[
\sum_{n=1}^{d_a} \chi_b(n) \frac{xe^{nx}}{e^{dx} - 1} = \sum_{k=0}^{\infty} B_{k, \chi_b} \frac{x^k}{k!}.
\]

(5.5)

Instead of the basis \( \{ e_1, e_2 \} \) we may use an alternative basis \( \{ b_0, b_1 \} \) of \( E_1(\Gamma_1(6)) \). The latter basis is slightly more convenient for the conversion towards modular forms. The basis \( \{ b_0, b_1 \} \) is defined by

\[
b_0 = \frac{y_1^{\text{sunrise}}}{\pi} = 2\sqrt{3} (e_1 + e_2), \quad b_1 = y_1^{\text{sunrise}} \frac{3}{\pi} = 6\sqrt{3} (e_1 - e_2).
\]

(5.6)

An alternative representation of \( b_0 \) and \( b_1 \) is given as an eta-quotient:

\[
b_0 = \frac{2}{3} \sqrt{3} \frac{\eta(2\tau)^6 \eta(3\tau)}{\eta(\tau)^3 \eta(6\tau)^2}, \quad b_1 = 6\sqrt{3} \frac{\eta(\tau) \eta(6\tau)^6}{\eta(2\tau)^2 \eta(3\tau)^3}.
\]

(5.7)

Furthermore we may express \( b_0 \) and \( b_1 \) in terms of the coefficients \( g^{(k)}(z, \tau) \) of the Kronecker function:

\[
b_0 = \frac{1}{2\pi} \left[ g^{(1)}(\frac{1}{3}, \tau) + g^{(1)}(\frac{1}{6}, \tau) \right], \quad b_1 = \frac{1}{2\pi} \left[ 9g^{(1)}(\frac{1}{3}, \tau) - 3g^{(1)}(\frac{1}{6}, \tau) \right].
\]

(5.8)
In addition we introduce two meromorphic modular forms
\[ b_3 = \frac{1}{(y-3)} \frac{\psi_{\text{sunrise}}}{\tau}, \quad b_{-3} = \frac{1}{(y+3)} \frac{\psi_{\text{sunrise}}}{\tau}. \] (5.9)

We may express all integrands as polynomials in
\[ b_0, \quad b_1, \quad b_3, \quad b_{-3}. \] (5.10)

For example, the meromorphic modular form \( g_6 \) of eq. (3.26) is expressed as
\[ g_6 = \frac{1}{864} b_0 b_1^5 - \frac{11}{144} b_0^2 b_1^4 + \frac{107}{54} b_0^3 b_1^3 - \frac{421}{16} b_0^4 b_1^2 + \frac{6685}{32} b_0^5 b_1 - 1251 b_0^6 + 108 b_0^4 b_2^3 \\
+ 162 b_0^3 b_2^2 + 81 b_0^2 b_3 + 6912 b_0 b_3 b_{-3} - 10368 b_0^2 b_{-3}^2 + 6480 b_0^6 b_{-3}. \] (5.11)

The \( \bar{q} \)-expansions of the four basic modular forms \( b_0, b_1, b_3 \) and \( b_{-3} \) start as
\[
\begin{align*}
b_0 &= 2\sqrt{3} \left[ \frac{1}{3} + \bar{q} + \bar{q}^2 + \bar{q}^3 + \bar{q}^4 \right] + O \left( \bar{q}^6 \right), \\
b_1 &= 6\sqrt{3} \left[ \bar{q} - \bar{q}^2 + \bar{q}^3 + \bar{q}^4 \right] + O \left( \bar{q}^6 \right), \\
b_3 &= -\frac{4}{3} \sqrt{3} \left[ \frac{1}{6} + \bar{q} + \frac{3}{2} \bar{q}^2 - 2 \bar{q}^3 - \frac{7}{2} \bar{q}^4 + 18 \bar{q}^5 \right] + O \left( \bar{q}^6 \right), \\
b_{-3} &= \frac{2}{9} \sqrt{3} \left[ 1 + 15 \bar{q}^2 - 72 \bar{q}^3 + 459 \bar{q}^4 - 2808 \bar{q}^5 \right] + O \left( \bar{q}^6 \right). \end{align*}
\] (5.12)

We then have for example
\[ g_6 = -2\bar{q} + 104 \bar{q}^2 - 2286 \bar{q}^3 + 30112 \bar{q}^4 - 306300 \bar{q}^5 + O \left( \bar{q}^6 \right). \] (5.13)

The modular form \( g_6 \) is rather special: we have verified to very high order \((O(\bar{q}^{200}))\) that all coefficients are integers and that the coefficient of \( \bar{q}^n \) is divisible by \( n^2 \).

6 Iterated integrals of modular forms

Let \( f_1(\tau), f_2(\tau), \ldots, f_n(\tau) \) be a set of (meromorphic) modular forms. We define the \( n \)-fold iterated integral of these modular forms by
\[
I (f_1, f_2, \ldots, f_n; \tau, \tau_0) = (2\pi i)^n \int_{\tau_0}^{\tau} d\tau_1 \int_{\tau_0}^{\tau_1} d\tau_2 \ldots \int_{\tau_0}^{\tau_{n-1}} d\tau_n f_1 (\tau_1) f_2 (\tau_2) \ldots f_n (\tau_n). \] (6.1)

With \( \bar{q} = \exp(2\pi i \bar{\tau}) \) we may equally well write
\[
I (f_1, f_2, \ldots, f_n; \tau, \tau_0) = \frac{\bar{d}_1}{\bar{q}_1} \int_{\bar{q}_0}^{\bar{q}_1} \frac{\bar{d}_2}{\bar{q}_2} \int_{\bar{q}_0}^{\bar{q}_2} \ldots \int_{\bar{q}_0}^{\bar{q}_{n-1}} \frac{\bar{d}_n}{\bar{q}_n} f_1 (\tau_1) f_2 (\tau_2) \ldots f_n (\tau_n), \quad \tau_j = \frac{1}{2\pi i} \ln \bar{q}_j. \] (6.2)

Our standard choice for the base point \( \tau_0 \) will be \( \tau_0 = i\infty \), corresponding to \( q_0 = 0 \). If \( f_n(\tau) \) does not vanish at the cusp \( \tau = i\infty \) we employ the standard “trailing zero” or “tangential
base point” regularisation [25, 38, 39]: we first take $\bar{q}_0$ to have a small non-zero value. The integration will produce terms with $\ln(\bar{q}_0)$. Let $R$ be the operator, which removes all $\ln(\bar{q}_0)$-terms. After these terms have been removed, we may take the limit $\bar{q}_0 \to 0$. With this regularisation we set

$$I(f_1,f_2,\ldots,f_n;\tau) = \lim_{\bar{q}_0 \to 0} R \left[ \int_{\bar{q}_0}^{\bar{q}} \frac{d\bar{q}_1}{\bar{q}_1} \int_{\bar{q}_0}^{\bar{q}_1} \frac{d\bar{q}_2}{\bar{q}_2} \cdots \int_{\bar{q}_0}^{\bar{q}_{n-1}} \frac{d\bar{q}_n}{\bar{q}_n} f_1(\tau_1)f_2(\tau_2)\cdots f_n(\tau_n) \right].$$  

(6.3)

In this notation the expression $F_2$ from eq. (3.25) becomes

$$F_2 = I(1,g_6;\tau).$$  

(6.4)

Furthermore it will be convenient to introduce a short-hand notation for repeated letters. We use the notation

$$\{f_i\}_j^j = f_i, f_i, \ldots, f_i$$

(6.5)

to denote a sequence of $j$ letters $f_i$. For iterated integrals we have the shuffle product, for example

$$I(f_1,f_2;\tau) I(f_3;\tau) = I(f_1,f_2,f_3;\tau) + I(f_1,f_3,f_2;\tau) + I(f_3,f_1,f_2;\tau).$$  

(6.6)

Using the antipode in the shuffle algebra [37] one easily shows that

$$I(f_k,\{1\}_j^i;\tau) = \sum_{i=0}^j (-1)^i I(\{1\}^{j-i};\tau) I(\{1\}_i^i,f_k;\tau),$$

$$I(\{1\}_j^i,f_k;\tau) = \sum_{i=0}^j (-1)^i I(\{1\}^{j-i};\tau) I(f_k,\{1\}^i;\tau).$$  

(6.7)

These relations will be useful when we work out the modular transformation properties of $F_2$.

7 The differential equation

For the basis $I$ the differential equation is in $\varepsilon$-form

$$dI = \varepsilon AI,$$  

(7.1)

with

$$A = 2\pi i \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & -f_{2,a} - f_{2,b} & 1 & 0 \\ 0 & f_{4,b} & -f_{2,a} + 2f_{2,b} & 1 \\ f_{4,a} & f_6 & f_{4,b} & -f_{2,a} - f_{2,b} \end{pmatrix} d\tau.$$  

(7.2)
This is a differential equation with an alphabet consisting of six letters

\[ \mathcal{A} = \{1, f_{2,a}, f_{2,b}, f_{4,a}, f_{4,b}, f_6\} \]  

(7.3)

Below we give expressions for all non-trivial letters in \( x \)-space, \( y \)-space and \( \tau \)-space.

The differential one-forms \( f_{2,a} \) and \( f_{2,b} \) are of modular weight 2. The meromorphic modular form \( f_{2,a} \) is just the translation of a dlog-form to the variable \( \tau \):

\[ f_{2,a} \cdot 2\pi i d\tau = d \ln (x - 4) + d \ln (x - 16) . \]  

(7.4)

We have

\[ f_{2,a} = \left( \frac{1}{x - 4} + \frac{1}{x - 16} \right) \frac{\psi_1^2}{2\pi i W} = \left[ \frac{1}{6} y^2 - \frac{5}{3} y + \frac{9}{2} - \frac{6}{y - 3} - \frac{24}{y + 3} \right] \left( \frac{\psi_{\text{sunrise}}}{\pi} \right)^2 = \frac{1}{6} b_1^2 - \frac{5}{3} b_0 b_1 + \frac{9}{2} b_0^2 - 6 b_0 b_3 - 24 b_{3-3}. \]  

(7.5)

The differential one-form \( f_{2,b} \) is given by

\[ f_{2,b} = F_2, \]  

(7.6)

with

\[ F_2 = I \left( 1, g_6; \tau \right) \]  

(7.7)

and

\[ g_6 = \frac{x(x - 8)(x + 8)^3}{864 (4 - x)^2 (16 - x)^2} \left( \frac{\psi_1}{\pi} \right)^6 = \frac{y(y - 1)(y - 9)(y^2 - 2y + 9)(y^2 - 18y + 9)^3}{864 (y - 3)^3 (y + 3)^3} \left( \frac{\psi_{\text{sunrise}}}{\pi} \right)^6 \]

\[ = \frac{1}{864} b_0 b_1^5 - \frac{11}{144} b_0^3 b_1^3 + \frac{107}{54} b_0^3 b_1 + \frac{421}{16} b_0^4 b_1^2 + \frac{6685}{32} b_0^6 b_1 - 1251 b_0^6 + 108 b_0^6 b_3^3 + 162 b_0^4 b_3 + 81 b_0^4 b_3 - 10368 b_0^6 b_{-3} + 6480 b_0^6 b_{-3}. \]  

(7.8)

\( f_{4,a} \) and \( f_{4,b} \) are of modular weight 4. The differential one-form \( f_{4,a} \) is a (holomorphic) modular form and given by

\[ f_{4,a} = \frac{1}{72} x(4 - x)^\frac{1}{2} (16 - x)^\frac{1}{2} \left( \frac{\psi_1}{\pi} \right)^4 = \frac{1}{72} (y - 1)(y - 9)(y - 3)(y + 3) \left( \frac{\psi_{\text{sunrise}}}{\pi} \right)^4 \]

\[ = \frac{1}{72} b_1^4 - \frac{5}{36} b_0 b_1^3 + \frac{5}{4} b_0 b_1 - \frac{9}{8} b_0^4. \]  

(7.9)
The differential one-form $f_{4,b}$ is given by

$$f_{4,b} = \frac{(x + 8)^2 (x^2 - 8x + 64)}{288 (x - 4)(x - 16)} \left( \frac{\psi_1}{\pi} \right)^4 - \frac{3}{2} F_2^2$$

$$= \frac{(y^2 - 18y + 9)^2 (y^4 - 12y^3 + 102y^2 - 108y + 81)}{288 (y - 3)^2 (y + 3)^2} \left( \frac{\psi_{\text{rise}}}{\pi} \right)^4 - \frac{3}{2} F_2^2$$

$$= \frac{1}{288} \cdot 6 b_4^4 - \frac{1}{6} b_0 b_4^2 + \frac{149}{48} b_0^3 b_3^2 - \frac{63}{2} b_0^2 b_1 + \frac{6537}{32} b_0^3 b_3^2 + 54 b_0 b_3 + 54 b_0^3 b_3$$

$$+ 864 b_0 b_3^2 b_{-3} - 864 b_0 b_{-3}^2 - \frac{3}{2} F_2^2. \quad (7.10)$$

Finally, at modular weight 6 we have

$$f_6 = \frac{x (x - 8) (x + 8)^3}{216 (4 - x)^3 (16 - x)^3} \left( \frac{\psi_1}{\pi} \right)^6 - \frac{(x + 8)^2 (x^2 - 8x + 64)}{144 (x - 4)(x - 16)} \left( \frac{\psi_{\text{rise}}}{\pi} \right)^4 F_2 + F_2^3$$

$$= \frac{y (y - 1) (y - 9) (y^2 - 2y + 9) (y^2 - 18y + 9)^3}{216 (y - 3)^3 (y + 3)^4} \left( \frac{\psi_{\text{rise}}}{\pi} \right)^6$$

$$- \frac{(y^2 - 18y + 9)^2 (y^4 - 12y^3 + 102y^2 - 108y + 81)}{144 (y - 3)^2 (y + 3)^2} \left( \frac{\psi_{\text{rise}}}{\pi} \right)^4 F_2 + F_2^3$$

$$= \frac{1}{216} b_0 b_1 + 11 b_0^3 b_3^2 - \frac{114}{27} b_0^2 b_4^2 + \frac{421}{4} b_0 b_4^3 + \frac{6685}{8} b_0^2 b_1 - 5004 b_0^6 + 432 b_0^3 b_3^2$$

$$+ 648 b_0^3 b_3 + 324 b_0^3 b_3 - 41728 b_0 b_3^2 + 25920 b_3^2 b_{-3} - \left[ \frac{1}{144} b_1^3 b_0^3 - \frac{1}{3} b_0 b_3^3 \right] F_2$$

$$+ F_2^3. \quad (7.11)$$

With the help of eq. (4.16) and eq. (5.6) the $\bar{q}$-expansions of $f_{2,a}$, $f_{2,b}$, $f_{4,a}$, $f_{4,b}$ and $f_6$ are readily obtained. The first few terms read

$$f_{2,a} = -2 + \bar{q} - 44 \bar{q}^2 + 440 \bar{q}^3 - 2956 \bar{q}^4 + 17328 \bar{q}^5 + \mathcal{O} \left( \bar{q}^6 \right)$$

$$f_{2,b} = -2 \bar{q} + 26 \bar{q}^2 - 254 \bar{q}^3 + 1882 \bar{q}^4 - 12252 \bar{q}^5 + \mathcal{O} \left( \bar{q}^6 \right)$$

$$f_{4,a} = -2 - 4 \bar{q} + 28 \bar{q}^2 - 76 \bar{q}^3 + 284 \bar{q}^4 - 504 \bar{q}^5 + \mathcal{O} \left( \bar{q}^6 \right)$$

$$f_{4,b} = \frac{1}{2} - 18 \bar{q} + 28 \bar{q}^2 - 3150 \bar{q}^3 + 28314 \bar{q}^4 - 200268 \bar{q}^5 + \mathcal{O} \left( \bar{q}^6 \right)$$

$$f_6 = -6 \bar{q} + 318 \bar{q}^2 - 6810 \bar{q}^3 + 81534 \bar{q}^4 - 710676 \bar{q}^5 + \mathcal{O} \left( \bar{q}^6 \right). \quad (7.12)$$

We have checked to very high order ($\mathcal{O}(\bar{q}^{200})$) that with the exception of the constant term of $f_{4,b}$ all coefficients are integers.

Let us now look at the poles at $x = 4$ and $x = 16$ in $\tau$-space. The Jacobian for the transformation from $\tau$-space to $y$-space is smooth in a neighbourhood of these points, so we may discuss the poles in $y$-space. From eq. (7.8) we see that $g_6$ has a triple pole at $y = 3$ (corresponding to $x = 4$) and at $y = -3$ (corresponding to $x = 16$). However, $f_{2,b}$
has only a simple pole at \( y = \pm 3 \). For \( f_{4,b} \) and \( f_6 \), the triple and double poles appearing in the individual terms of their definition cancel in the sum, leaving \( f_{4,b} \) and \( f_6 \) with a simple pole at \( y = \pm 3 \). In summary it follows that all entries of the differential equation have at most a simple pole at \( y = \pm 3 \).

8 Modular transformations

In this section we discuss the behaviour of \( f_{2,a}, f_{2,b}, f_{4,a}, f_{4,b} \) and \( f_6 \) under modular transformations. We start with a few definitions. Let

\[
\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma. \tag{8.1}
\]

We consider the transformation

\[
\tau' = \gamma(\tau) = \frac{a \tau + b}{c \tau + d}, \quad d\tau' = \frac{d\tau}{(c \tau + d)^2}. \tag{8.2}
\]

The point \( \tau' = \frac{a}{c} \) corresponds to \( \tau = i\infty \).

Let \( f : \mathbb{H} \to \hat{\mathbb{C}} \) be a function from the complex upper half-plane to \( \hat{\mathbb{C}} = \mathbb{C} \cup \{\infty\} \). We define

\[
(f|_{k\gamma})(\tau) = (c \tau + d)^{-k} \cdot f(\gamma(\tau)). \tag{8.3}
\]

We say that \( f \) transforms as a modular form of modular weight \( k \) (or is weakly modular) if

\[
(f|_{k\gamma})(\tau) = f(\tau). \tag{8.4}
\]

We say that \( f \) transforms as a quasi-modular form of modular weight \( k \) and depth \( p \) if there are \( f_1, \ldots, f_p \) such that

\[
(f|_{k\gamma})(\tau) = f(\tau) + \sum_{j=1}^{p} \left( \frac{c}{c \tau + d} \right)^j f_j(\tau). \tag{8.5}
\]

We need one more generalisation: we say that \( f \) transforms as “quasi-Eichler” of modular weight \( k \) and depth \( p \) if

\[
(f|_{k\gamma})(\tau) = f(\tau) + \sum_{j=1}^{p} \left( \frac{c}{c \tau + d} \right)^j f_j(\tau) + \frac{P_{\gamma}(\tau)}{(c \tau + d)^p}, \tag{8.6}
\]

where \( P_{\gamma}(\tau) \) is a polynomial in \( \tau \) of degree at most \((p - k)\). Note that the \( f_j \)'s are independent of \( \gamma \), while the polynomial \( P_{\gamma} \) may depend on \( \gamma \). A special case is an Eichler integral, which corresponds to the case \( p = 0 \): \( f \) transforms as an Eichler integral of modular weight \( k \) (with \( k < 0 \)) if there is a polynomial \( P_{\gamma}(\tau) \) of degree at most \((-k)\) such that

\[
(f|_{k\gamma})(\tau) = f(\tau) + P_{\gamma}(\tau). \tag{8.7}
\]
We now specialise to \( \Gamma = \Gamma_1(6) \). Generators of \( \Gamma_1(6) \) are
\[
\left\{ \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} -5 & 1 \\ -6 & 1 \end{pmatrix}, \begin{pmatrix} 7 & -3 \\ 12 & -5 \end{pmatrix} \right\}.
\] (8.8)

\( f_{4,a} \) is a (holomorphic) modular form for \( \Gamma_1(6) \), \( f_{2,a} \) is a meromorphic modular form for \( \Gamma_1(6) \). Both transform for \( \gamma \in \Gamma_1(6) \) according to eq. (8.4).

We work out the behaviour of \( f_{2,b} \) under modular transformations. We start from
\[
f_{2,b}(\tau') = I(1, g_6; i\infty, \tau').
\] (8.9)

The path composition formula for iterated integrals gives us
\[
f_{2,b}(\tau') = I(1, g_6; a/c, \tau') I\left(1; \frac{a}{c}, \tau'\right) + I\left(g_6; i\infty, \frac{a}{c}\right) I\left(1; \frac{a}{c}, \tau'\right) + I(1, g_6; i\infty, \frac{a}{c}).
\] (8.10)

Let us emphasise that we require the combined path in \( \tau' \)-space, consisting of the path from \( i\infty \) to \( a/c \) followed by the path from \( a/c \) to \( \tau' \) followed by the reverse path from \( \tau' \) to \( i\infty \) to be homotopy equivalent to the zero path (i.e. no poles are encircled and no branch cuts are crossed). We define two constants
\[
C_6 = I\left(g_6; i\infty, \frac{a}{c}\right), \quad C_{1,6} = I\left(1, g_6; i\infty, \frac{a}{c}\right).
\] (8.11)

Furthermore we have
\[
I\left(1; \frac{a}{c}, \tau'\right) = 2\pi i \left(\tau' - \frac{a}{c}\right) = -\frac{2\pi i}{c} (c\tau + d)^{-1}.
\] (8.12)

A leading one will introduce a negative power of the automorphic factor \((c\tau + d)\) in the integrand. This can be avoided by first using eq. (6.7) to convert any leading 1’s to trailing 1’s, using then the modular transformation law for the integrands and in the end converting back to leading 1’s, again with the help of eq. (6.7). We find
\[
(f_{2,b}|2\gamma)(\tau) = f_{2,b}(\tau) - 6 \frac{c}{c\tau + d} I(1, 1, g_6; \tau) + 18 \left(\frac{c}{c\tau + d}\right)^2 I(1, 1, 1, g_6; \tau) - 24 \left(\frac{c}{c\tau + d}\right)^3 I(1, 1, 1, 1, g_6; \tau) - \frac{2\pi i C_6}{c(c\tau + d)^3}.
\] (8.13)

We see that \( f_{2,b} \) transforms as quasi-Eichler of modular weight 2 and depth 3.

Once the transformation law for \( F_2 = f_{2,b} \) under modular transformations \( \gamma \in \Gamma_1(6) \) is known, the transformation laws for \( f_{4,b} \) and \( f_6 \) follow from the definition of these quantities. They are given as polynomials of building blocks, whose transformation is known.

9 Analytical results

We write for the \( \varepsilon \)-expansion of the master integrals
\[
I_j = \sum_{k=0}^{\infty} I_j^{(k)} \varepsilon^k.
\] (9.1)
The master integral\( I_1 \) is very simple and given by
\[
I_1 = 1 + \frac{3}{2} \zeta_2 \varepsilon^2 - \chi \zeta_3 \varepsilon^3 + \frac{57}{16} \zeta_4 \varepsilon^4 + \mathcal{O}(\varepsilon^5). \tag{9.2}
\]

The interesting master integrals are \( I_2, I_3 \) and \( I_4 \). The master integral \( I_2 \) starts at order \( \varepsilon^3 \). Its terms of order \( \varepsilon^3 \) and \( \varepsilon^4 \) are given by
\[
I_2^{(3)} = \frac{4}{3} \zeta_3 + I(1,1,f_{4,a};\tau),
\]
\[
I_2^{(4)} = 2 \zeta_4 + \frac{4}{3} \zeta_3 \left[ \frac{11}{2} \ln(q) - I(f_{2,a};\tau) - I(f_{2,b};\tau) \right] + \zeta_2 \ln^2(q) - I(1,1,f_{2,a},f_{4,a};\tau)
- I(1,f_{2,a},1,f_{4,a};\tau) - I(f_{2,a},1,1,\tau) - I(1,1,f_{2,b},f_{4,a};\tau)
+ 2I(1,f_{2,b},1,f_{4,a};\tau) - I(f_{2,b},1,1,f_{4,a};\tau). \tag{9.3}
\]

The term \( I_2^{(3)} \) agrees with the result of Bloch, Kerr and Vanhove \cite{17}. In our notation their result reads
\[
I_2^{(3)} = \frac{4}{3} \zeta_3 - \frac{1}{3} \ln^3(q) - 4 \sum_{n=1}^{\infty} \frac{\chi(n)}{n^3} \frac{q^n}{1-q^n}, \tag{9.4}
\]
where \( \chi \) is a character of modulus six (i.e. \( \chi(n+6) = \chi(n) \)), taking the values
\[
\begin{array}{c|cccccc}
 n & 0 & 1 & 2 & 3 & 4 & 5 \\
 \hline
 \chi & 120 & 1 & -15 & -8 & -15 & 1
\end{array}
\tag{9.5}
\]

The master integral \( I_3 \) starts at order \( \varepsilon^2 \). The non-zero terms up to order \( \varepsilon^4 \) read
\[
I_3^{(2)} = I(1,f_{4,a};\tau),
\]
\[
I_3^{(3)} = \frac{22}{3} \zeta_3 + 2 \zeta_2 \ln(q) - I(1,f_{2,a},f_{4,a};\tau) - I(f_{2,a},1,f_{4,a};\tau) - I(1,1,f_{2,a},f_{4,a};\tau)
+ 2I(1,f_{2,b},1,f_{4,a};\tau),
\]
\[
I_3^{(4)} = \frac{17}{2} \zeta_4 + \frac{4}{3} \zeta_3 \left[ \frac{8}{2} \ln(q) - \frac{11}{2} I(f_{2,a};\tau) + 11I(f_{2,b};\tau) + I(f_{4,a};\tau) \right]
- 2 \zeta_2 \left[ I(1,f_{2,a};\tau) + I(f_{2,a},1,\tau) + I(1,f_{2,b};\tau) - 2I(f_{2,b},1,\tau) - \frac{3}{4} I(1,f_{4,a};\tau) \right]
+ I(1,f_{2,a},f_{2,a},f_{4,a};\tau) + I(f_{2,a},1,f_{2,a},f_{4,a};\tau) + I(f_{2,a},f_{2,a},1,f_{4,a};\tau)
+ I(1,f_{2,a},f_{2,b},f_{4,a};\tau) + I(1,f_{2,b},f_{2,a},f_{4,a};\tau) - 2I(f_{2,b},1,f_{2,a},f_{4,a};\tau)
+ I(f_{2,a},1,f_{2,b},f_{4,a};\tau) - 2I(f_{2,a},f_{2,b},1,f_{4,a};\tau) - 2I(f_{2,b},1,f_{2,a},f_{4,a};\tau)
+ I(1,f_{2,b},f_{2,b},f_{4,a};\tau) - 2I(f_{2,b},1,f_{2,b},f_{4,a};\tau) + 4I(f_{2,b},f_{2,b},1,f_{4,a};\tau)
+ I(1,f_{4,b},1,f_{4,a};\tau) + I(f_{4,b},1,1,f_{4,a};\tau). \tag{9.6}
\]

Up to order \( \varepsilon^4 \) the results are still relatively compact and we list them below. Results up to order \( \varepsilon^6 \) can be found in an ancillary file attached to this article.
The master integral $I_4$ starts at order $\varepsilon$. The non-zero terms up to order $\varepsilon^4$ read

$$I_4^{(1)} = I(f_{4,a}; \tau),$$

$$I_4^{(2)} = 2\zeta_2 - I(f_{2,a}, f_{4,a}; \tau) - I(f_{2,b}, f_{4,a}; \tau),$$

$$I_4^{(3)} = \frac{32}{3} \zeta_3 - 2\zeta_2 \left[ I(f_{2,a}; \tau) + I(f_{2,b}; \tau) - \frac{3}{4} I(f_{4,a}; \tau) \right] + I(f_{2,a}, f_{2,a}, f_{4,a}; \tau) + I(f_{2,b}, f_{2,b}, f_{4,a}; \tau) + I(f_{4,b}, 1, f_{4,a}; \tau),$$

$$I_4^{(4)} = \frac{39}{2} \zeta_4 - \frac{4}{3} \zeta_3 \left[ 8I(f_{2,a}; \tau) + 8I(f_{2,b}; \tau) + \frac{3}{4} I(f_{4,a}; \tau) - \frac{11}{2} I(f_{4,b}; \tau) - I(f_{6}; \tau) \right] + 2\zeta_2 \left[ I(f_{2,a}, f_{2,a}; \tau) + I(f_{2,a}, f_{2,b}; \tau) + I(f_{2,b}, f_{2,a}; \tau) + I(f_{2,b}, f_{2,b}; \tau) \right] - \frac{3}{4} I(f_{2,a}, f_{4,a}; \tau) - \frac{3}{4} I(f_{2,b}, f_{4,a}; \tau) - I(f_{2,a}, f_{2,b}, f_{2,a}, f_{4,a}; \tau) - I(f_{2,b}, f_{2,a}, f_{2,a}, f_{4,a}; \tau) - I(f_{2,b}, f_{2,b}, f_{2,a}, f_{4,a}; \tau) - I(f_{2,b}, f_{2,b}, f_{2,b}, f_{4,a}; \tau) - I(f_{4,b}, 1, f_{2,a}, f_{4,a}; \tau) - I(f_{4,b}, 1, f_{2,b}, f_{4,a}; \tau) - I(f_{4,b}, 1, f_{4,a}; \tau) + 2I(f_{4,b}, f_{2,a}, 1, f_{4,a}; \tau) + I(f_{6}, 1, 1, f_{4,a}; \tau).$$

(9.7)

As $f_{2,b}$ is itself an iterated integral

$$f_{2,b}(\tau) = I(1, g_6; \tau),$$

(9.8)

we may in principle eliminate $f_{2,b}$ in favour of $g_6$. For example

$$I(1, f_{2,b}, f_{4,a}; \tau) = I(1, 1, 1, g_6, f_{4,a}; \tau) + I(1, 1, 1, f_{4,a}, g_6; \tau) + I(1, 1, 1, f_{4,a}, 1, g_6; \tau).$$

(9.9)

In this way we obtain only iterated integrals of meromorphic modular forms, confirming the result of [20]. However there is a price to pay: doing so, we introduce integrands with higher poles and we spoil the uniform depth property.

10 Numerical results

The $\bar{q}$-expansions can be used to obtain numerical results within the region of convergence of the series expansion. We may verify the results by comparing to programs based on sector decomposition like sector_decomposition [40], FIESTA [41, 42] or SecDec [29–31].

We start with $I_2^{(3)}$. The analytic expressions for this term involves only the (holomorphic) modular forms $1$ and $f_{4,a}$. It does not involve any meromorphic modular form. The $\bar{q}$-expansion converges therefore in the full complex upper half-plane. Translated to $x$-space this means that our result converges for all values

$$x \in \mathbb{R}\setminus\{0\} + i\delta.$$

(10.1)

The numerical values are shown in figure 5. We also plotted the results from SecDec. We observe good agreement. It is worth noting that $I_2^{(3)}$ as a function of $\tau$ is holomorphic in a neighbourhood of $\tau = 1/2 + i\sqrt{3}/6$ and $\tau = 1/4 + i\sqrt{3}/12$. The behaviour of $I_2^{(3)}$ at the
threshold $x = 16$ and the pseudo-threshold $x = 4$ comes entirely from the kinks of the path in $\tau$-space (see figure 4).

Let us then look at the next order in the $\epsilon$-expansion. The analytic result for $I_2^{(4)}$ involves the meromorphic modular forms, hence the $\bar{q}$-series converges for

$$x \in ]-\infty, -2[ + i\delta \text{ and } x \in ]16, \infty[ + i\delta.$$  \hfill (10.2)

The numerical results in these regions are shown in figure 6, again with the corresponding values from SecDec. We observe again good agreement. In the interval $[-2, 16]$ only the points from SecDec are shown.
11 Conclusions

In this paper we studied the three-loop banana integral with equal masses. We derived a differential equation in \(\varepsilon\)-factorised form, containing six letters. The letters are built from meromorphic modular forms and one special function, which can be given as an iterated integral of meromorphic modular forms. We investigated this special function in detail: it has a \(\bar{q}\)-expansion with integer coefficients and only simple poles at \(x = 4\) and \(x = 16\). Under modular transformations of \(\Gamma_1(6)\) it transforms as “quasi-Eichler” (see eq. (8.6)).

The result of this paper adds further evidence that an \(\varepsilon\)-factorised form of the differential equation might exist for any Feynman integral.
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A Boundary values

We determine the boundary at \(1/x = 0\). We start from the Feynman parametrisation

\[
I_{1111} = e^{3\gamma E} \Gamma(1 + 3\varepsilon) \int d^4a \delta \left( 1 - \sum_{i=1}^{4} a_i \right) \frac{U^{4\varepsilon}}{F^{1+3\varepsilon}}, \tag{A.1}
\]

with

\[
U = a_1a_2a_3 + a_1a_2a_4 + a_1a_3a_4 + a_2a_3a_4,
\]

\[
F = -xa_1a_2a_3a_4 + (a_1 + a_2 + a_3 + a_4)U. \tag{A.2}
\]

We follow the lines of [19] and exchange the Feynman parameter integration with a three-fold Mellin-Barnes integration. We arrive at

\[
I_{1111} =
\frac{1}{2} \Gamma\left(\frac{1}{2}\right) 2^{-4\varepsilon} e^{3\gamma E} \frac{1}{(2\pi i)^3} \int d\sigma_1 \int d\sigma_2 \int d\sigma_3 \left( -\frac{4}{x} \right)^{-\sigma_1} 4^{1-\sigma_23} \Gamma(-\sigma_1) \Gamma(-\sigma_2) \Gamma(-\sigma_3) \Gamma(-\sigma_2 - \varepsilon) \Gamma(-\sigma_3 - \varepsilon) \frac{\Gamma(\sigma_{123} + 1 + \varepsilon) \Gamma(\sigma_{123} + 1 + 2\varepsilon) \Gamma(\sigma_{123} + 1 + 3\varepsilon)}{\Gamma(\sigma_{123} + \frac{3}{2} + 2\varepsilon)}, \tag{A.3}
\]

with \(\sigma_{ij} = \sigma_i + \sigma_j\) and \(\sigma_{ijk} = \sigma_i + \sigma_j + \sigma_k\). We are interested in the region where \(x\) is large. The half-circles at infinity vanish if we close the contour for the \(\sigma_1\)-integration to the left and the contours for the \(\sigma_2\)- and \(\sigma_3\)-integration to the right. Thus we pick up to residues of

\[
\Gamma(\sigma_{123} + 1 + \varepsilon), \quad \Gamma(\sigma_{123} + 1 + 2\varepsilon), \quad \Gamma(\sigma_{123} + 1 + 3\varepsilon) \tag{A.4}
\]

for the \(\sigma_1\)-integration, the residues of

\[
\Gamma(-\sigma_2), \quad \Gamma(-\sigma_2 - \varepsilon) \tag{A.5}
\]
for the $\sigma_2$-integration and the residues of
\[
\Gamma(-\sigma_3), \quad \Gamma(-\sigma_3 - \varepsilon)
\]
for the $\sigma_3$-integration. This would give 12 terms. However the triple residue of
\[
\frac{\Gamma(\sigma_{123} + 1 + \varepsilon) \Gamma(-\sigma_2 - \varepsilon) \Gamma(-\sigma_3 - \varepsilon)}{\Gamma(\sigma_1 + 1 - \varepsilon)}
\]
vanishes due to $\Gamma(\sigma_1 + 1 - \varepsilon)$ in the denominator, resulting in 11 terms. We obtain
\[
I_{1111} = -\frac{2}{x} \left( \frac{1}{2} \right) 2^{-4\varepsilon} e^{3\gamma_E \varepsilon} \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \sum_{n_3=0}^{\infty} \frac{1}{n_1! n_2! n_3!} \left( \frac{4}{x} \right)^{n_1} \left( \frac{1}{x} \right)^{n_2+n_3}
\]
\[
\left\{ \left( -\frac{4}{x} \right)^\varepsilon \frac{\Gamma(-n_1 + \varepsilon) \Gamma(-n_1 + 2\varepsilon) \Gamma(-n_2 - \varepsilon) \Gamma(-n_3 - \varepsilon) \Gamma(n_{123} + 1 + \varepsilon)}{\Gamma(-n_{123} - 2\varepsilon) \Gamma(-n_1 + \frac{1}{2} + \varepsilon)} \right. \\
+ \left( -\frac{4}{x} \right)^{2\varepsilon} \frac{\Gamma(-n_1 - \varepsilon) \Gamma(-n_1 + \varepsilon) \Gamma(-n_2 - \varepsilon) \Gamma(-n_3 - \varepsilon) \Gamma(n_{123} + 1 + 2\varepsilon)}{\Gamma(-n_{123} - 3\varepsilon) \Gamma(-n_1 + \frac{1}{2} + \varepsilon)} \\
+ \left( -\frac{4}{x} \right)^{3\varepsilon} \frac{\Gamma(-n_1 - 2\varepsilon) \Gamma(-n_1 - \varepsilon) \Gamma(-n_2 - \varepsilon) \Gamma(-n_3 - \varepsilon) \Gamma(n_{123} + 1 + 3\varepsilon)}{\Gamma(-n_{123} - 4\varepsilon) \Gamma(-n_1 + \frac{1}{2} - \varepsilon)} \\
+ \left. 4^\varepsilon \frac{\Gamma(-n_1 + \varepsilon) \Gamma(-n_1 + 2\varepsilon) \Gamma(-n_2 - \varepsilon) \Gamma(-n_3 + \varepsilon) \Gamma(n_{123} + 1)}{\Gamma(-n_{123} - \varepsilon) \Gamma(-n_1 + \frac{1}{2} + \varepsilon)} \right. \\
+ \left( -\frac{16}{x} \right)^\varepsilon \frac{\Gamma(-n_1 - \varepsilon) \Gamma(-n_1 + \varepsilon) \Gamma(-n_2 - \varepsilon) \Gamma(-n_3 + \varepsilon) \Gamma(n_{123} + 1 + \varepsilon)}{\Gamma(-n_{123} - 2\varepsilon) \Gamma(-n_1 + \frac{1}{2})} \\
+ \left( -\frac{8}{x} \right)^{2\varepsilon} \frac{\Gamma(-n_1 - 2\varepsilon) \Gamma(-n_1 - \varepsilon) \Gamma(-n_2 + \varepsilon) \Gamma(-n_3 - \varepsilon) \Gamma(n_{123} + 1 + 2\varepsilon)}{\Gamma(-n_{123} - 3\varepsilon) \Gamma(-n_1 + \frac{1}{2} - \varepsilon)} \\
+ \left. 4^\varepsilon \frac{\Gamma(-n_1 + 2\varepsilon) \Gamma(-n_2 - \varepsilon) \Gamma(-n_3 + \varepsilon) \Gamma(n_{123} + 1)}{\Gamma(-n_{123} - \varepsilon) \Gamma(-n_1 + \frac{1}{2} + \varepsilon)} \right. \\
+ \left( -\frac{16}{x} \right)^\varepsilon \frac{\Gamma(-n_1 - \varepsilon) \Gamma(-n_1 + \varepsilon) \Gamma(-n_2 + \varepsilon) \Gamma(-n_3 - \varepsilon) \Gamma(n_{123} + 1 + \varepsilon)}{\Gamma(-n_{123} - 2\varepsilon) \Gamma(-n_1 + \frac{1}{2})} \\
+ \left( -\frac{8}{x} \right)^{2\varepsilon} \frac{\Gamma(-n_1 - 2\varepsilon) \Gamma(-n_1 - \varepsilon) \Gamma(-n_2 + \varepsilon) \Gamma(-n_3 - \varepsilon) \Gamma(n_{123} + 1 + 2\varepsilon)}{\Gamma(-n_{123} - 3\varepsilon) \Gamma(-n_1 + \frac{1}{2} - \varepsilon)} \\
\left. + 16^\varepsilon \frac{\Gamma(-n_1 - \varepsilon) \Gamma(-n_1 + \varepsilon) \Gamma(-n_2 + \varepsilon) \Gamma(-n_3 + \varepsilon) \Gamma(n_{123} + 1)}{\Gamma(-n_{123} - \varepsilon) \Gamma(-n_1 + \frac{1}{2})} \right\}
\]
(A.8)

For the boundary value we are only interested in the leading term (with all logarithms) in an $1/x$-expansion. This leading term is given by setting $n_1 = n_2 = n_3 = 0$ in the expression
above. We obtain

\[ I_{1111} = -\frac{2}{x} e^{3\gamma \varepsilon} \left\{ 2\Gamma(\varepsilon)^3 + 3 \left( -\frac{1}{x} \right)^\varepsilon \frac{\Gamma(-\varepsilon)^2 \Gamma(2\varepsilon)}{\Gamma(-2\varepsilon)} \right\} + O(x^{-2}) \]  

(A.9)

This agrees with the first part of eq. (A.8) in [19]. In the limit \(1/x \to 0\) we further have

\[ \omega_1/\pi^2 = -\frac{12}{x} + O(x^{-2}) \quad \text{and} \quad \bar{q} = -\frac{1}{x} + O(x^{-2}). \]  

(A.10)

We find

\[ I_2 = \left[ \frac{4}{3} \zeta_3 - \frac{1}{3} \ln^3(\bar{q}) \right] \varepsilon^3 + \left[ 2\zeta_4 + 10\zeta_3 \ln(\bar{q}) + \zeta_2 \ln^2(\bar{q}) - \frac{1}{2} \ln^4(\bar{q}) \right] \varepsilon^4 + \left[ 36\zeta_5 - 8\zeta_2 \zeta_3 + \frac{25}{2} \zeta_4 \ln(\bar{q}) + 23\zeta_3 \ln^2(\bar{q}) + \frac{3}{2} \zeta_2 \ln^3(\bar{q}) - \frac{5}{12} \ln^5(\bar{q}) \right] \varepsilon^5 + \left[ \frac{537}{8} \zeta_6 - 84\zeta_5^2 + \frac{150\zeta_5 - 31\zeta_2 \zeta_3}{2} \ln(\bar{q}) + \frac{125}{4} \zeta_4 \ln^2(\bar{q}) + \frac{88}{3} \zeta_3 \ln^3(\bar{q}) \right] \varepsilon^6 + O(\bar{q}) + O(\varepsilon^7). \]  

(A.11)

This corrects the second part of eq. (A.8) in [19]. (The expansion is of uniform weight, weight drops do not occur.)

B Supplementary material

Attached to this article is an electronic file in ASCII format with \texttt{Maple} syntax, defining the quantities

\[ \texttt{I\_symb}, \quad \texttt{I\_qbar}. \]

The vector \texttt{I\_symb} contains the results for the master integrals up to order \(\varepsilon^6\) in terms of iterated integrals. The vector \texttt{I\_qbar} contains the results for the master integrals up to order \(\varepsilon^6\) as an expansion in \(\bar{q}\) up to order \(\bar{q}^{30}\).
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