KOOPMAN OPERATORS AND THE $3x + 1$-DYNAMICAL SYSTEM.

JOHN LEVENTIDES AND COSTAS POULIOS

Abstract. The $3x + 1$-problem (or Collatz problem) is a notorious conjecture in arithmetic. It can be viewed as iterating a map and, therefore, it is a dynamical system on the discrete space $\mathbb{N}$ of natural numbers. The emerging dynamical system is studied in the present work with methods from the theory of Koopman operators and $C^*$-algebras. This approach enables us to “lift” the $3x + 1$-dynamical system from the state space (i.e. the set $\mathbb{N}$) to spaces of functions defined on the state space, i.e. to sequence spaces. The advantage of this lifting is that the Collatz problem can be described via bounded linear operators, which consist an extensively studied area of Analysis. We study the properties of these operators and their relationship to the $3x + 1$-problem. Furthermore, we use Fourier transform techniques to investigate the frequency content of the sequences of signs emerging from the trajectories of the Collatz map. This enables us to define an isometry on a Hilbert space. Finally, we utilize the $C^*$-algebra generated by this isometry in order to study how the sequences of signs correlate with each other.

1. Introduction

The Collatz conjecture or $3x + 1$-problem is one of those mathematical problems which are very simple to be formulated but extremely difficult to be solved. In order to state this problem, we only need the Collatz function which is defined on integers with the following simple way: if an integer is odd “multiply by three and add one”, while if it is even “divide by two”. In other words, one has

$$C(n) = \begin{cases} \frac{n}{2}, & n \equiv 0 \mod 2; \\ 3n + 1, & n \equiv 1 \mod 2. \end{cases}$$

Given any positive integer $n$, we are interested in the trajectory or orbit of $n$ under the function $C$, that is the sequence $(n, C(n), C^2(n), C^3(n), \ldots, C^k(n), \ldots)$ produced by $C$ under iteration. The Collatz conjecture asserts that, starting from any $n$, the above-mentioned trajectory eventually reaches the number 1, which (easily) implies that thereafter iterations cycle taking successive values $1, 4, 2, 1, \ldots$.

It is a very common technique in the literature to replace the Collatz function with a slight modification of it, namely the function

$$T(n) = \begin{cases} \frac{n}{2}, & n \equiv 0 \mod 2; \\ \frac{3n + 1}{2}, & n \equiv 1 \mod 2. \end{cases}$$

The map $T$ is more convenient than $C$ in a number of ways and the majority of the known results is expressed in terms of the function $T$. Each iterate of $T$ performs one division by 2 and it is not hard to see that the trajectory $\{n, T(n), \ldots, T^k(n), \ldots\}$ simply omits some steps of the corresponding trajectory generating by $n$ under iteration of $C$. In the present paper, the term Collatz function (or
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Collatz map) will always refer to the map $T$. In this framework, the Collatz conjecture is equivalent to the following statement.

**The $3x + 1$-problem.** For every positive integer $n$, there is $k_0 = k_0(n) \in \mathbb{N}$ (depending on $n$) such that $T^{k_0}(n) = 1$ (which means that after this point iterations of $T$ cycle taking the values $1, 2, 1, \ldots$).

Let us now discuss the possible behaviour of a trajectory coming from iteration of the map $T$. Fix any positive integer $n$. Then, two cases occur: either (a) there are $k_0, m$ such that $T^{k_0+m}(n) = T^{k_0}(n)$, or (b) $T^{k}(n) \neq T^{m}(n)$ for any $k \neq m$. In the second case, it is clear that the sequence $(T^{k}(n))_{k \in \mathbb{N}}$ diverges to infinity. If the first case occurs, then the sequence $(T^{k}(n))_{k \in \mathbb{N}}$ end in the cycle

$$T^{k_0}(n), T^{k_0+1}(n), T^{k_0+2}(n), \ldots, T^{k_0+m-1}(n),$$

which repeats itself. It is not hard to see that when the “length” $m$ of this cycle is 2 then either $T^{k_0}(n)$ or $T^{k_0+1}(n)$ is equal to 1. Consequently, for the behaviour of the Collatz function there are three possibilities.

1. The Collatz conjecture holds true; or,
2. there is (at least) one positive integer $n$ such that the sequence $(T^{k}(n))_{k \in \mathbb{N}}$ ends in some attractor of length bigger than 2; or,
3. there is (at least) one positive integer $n$ such that $(T^{k}(n))_{k \in \mathbb{N}}$ diverges to infinity.

Therefore, if one wishes to solve the Collatz conjecture, then they should exclude the last two cases. However, this remark does not facilitate the solution of the problem. Despite the remarkable work of many scientists, the $3x + 1$ problem has been proved extremely resilient to any attacks so far. Several areas of mathematics have been utilized in the effort that the conjecture is true for billions of numbers. We refer to [9] and [11] for a survey on the subject.

The purpose of this work is to apply ideas and techniques from the Theory of Operators in order to the study the dynamical system emerging from the $3x + 1$-function, i.e.

$$x_{n+1} = T(x_n), \quad n \in \mathbb{N}^*.$$  

A standard approach towards this direction is by exploiting the so-called composition or Koopman operator. This type of operators represents an increasingly popular formalism of dynamical systems and it enables the analysis and prediction especially of nonlinear systems. The core idea underlying the Koopman operator theory is as follows. Assume that we are given a dynamical system

$$x^+ = S(x), \quad x \in M,$$

defined on the state space $M$. (In the case of the $3x + 1$-dynamical system, we have $S = T$ and $M = \mathbb{N}$.) Any function $g : M \to \mathbb{R}$ is called an observable of the system. The set of all observables forms a vector space. The Koopman operator or composition operator, denoted by $\mathcal{K}$, is a linear operator defined on this vector space and it is given by

$$\mathcal{K}(g) = g \circ S,$$

where $\circ$ is the composition of functions. Roughly speaking, the operator $\mathcal{K}$ updates every observable $g$ according to the evolution of the initial dynamical system. The main advantage of the Koopman operator is its linearity which follows easily from its definition as a composition operator. However, it should pointed out that the space of all observables is infinite dimensional. In other words, a “trade off” takes place, where we exchange linearity with dimensions. (On account of the fact that
the 3x + 1-dynamical system is of discrete-time nature, we focus on dynamical system of this type. However, Koopman operators are also applied to continuous-time systems and the analysis is quite similar. We refer to [2], [3] and [13] for more information concerning Koopman operator theory and its applications.)

The rest of the paper is organised as follows. In Section 2, we summarize some basic fact concerning the Collatz map \( T \). In Section 3, we review several density theorems related to the 3x + 1 problem. In Sections 4, 5 and 6, the forward and backward Collatz-Koopman operators on \( \ell_p \), \( 1 \leq p < \infty \) are introduced and their properties and connection to the 3x + 1-problem are studied. In Section 7, we analyze the double indexed sequence of signs \( (\lambda_{n,k})_{n,k=1}^\infty \) associated with the orbits of the Collatz map. Based on this analysis, we define in Section 8, an isometry on a Hilbert space and in Section 9 we describe its Wold-von Neumann decomposition. Finally, in Section 10 we utilize the \( C^* \)-algebra generated by the aforementioned isometry in order to study how the sequences of signs correlate with each other.

The present work has a two-pronged aim. Firstly, we believe that the results of the paper contribute to the better understanding of the 3x + 1-problem and, secondly, that our work may be applied to other dynamical systems and, thus, it will provide new tools for the study of such systems.

2. Basic properties of the 3x + 1-dynamical system

In this section, we review and, in some cases, refine a few basic facts about the 3x + 1 dynamical system. First of all, we consider the next double indexed sequence. For any \( n = 1, 2, \ldots \), we set

\[ x_{ni} = T^{i-1}(n) \mod 2, \]

where \( T^{0}(n) = n \) for every positive integer \( n \), \( T^{1} = T \) and \( T^{m} = T \circ T \circ \ldots \circ T \). The sequence \( (x_{nk})_{n,k=1}^\infty \) determines completely the trajectories of the 3x + 1-map \( T \). This statement becomes clear and more accurate with the following result which can be proved by induction on \( k \).

**Theorem 2.1.** For any \( k = 0, 1, 2, \ldots \) and any \( n = 1, 2, \ldots \), the following formula holds:

\[
T^k(n) = \frac{3\sum_{i=1}^{k} x_{ni}}{2^k} \cdot n + \frac{1}{2^k} \sum_{i=1}^{k} x_{ni} 2^{i-1} \sum_{i=1}^{k} x_{ni} 2^i.
\]

The importance of the sequence \( (x_{nk})_{n,k=1}^\infty \) for the 3x + 1-problem became clear very early in the investigation of the problem and it is usually called the “parity sequence” (e.g. see [5]). Although it is hard to find some structure (if any structure exists) in the sequence \( (x_{nk})_{n,k=1}^\infty \) for an arbitrary but fixed \( n \) (and consequently to the trajectories \( \{T^k(n)\}_{k=1}^\infty \) of the Collatz map), the structure of the sequence \( (x_{nk})_{n=1}^\infty \) for any fixed \( k \) is very easy and clear. This sequence is periodic with period equal to \( 2^k \) (see [3]). However, a little more can be said about the structure of \( (x_{nk})_{n=1}^\infty \) and we will make use of the following proposition.

**Proposition 2.2.**

1. For any \( k, n = 1, 2, \ldots \), we have \( x_{n+2^k-1,k} = 1 + x_{nk} \).

2. For any \( k = 1, 2, \ldots \), the sequence \( (x_{nk})_{n=1}^\infty \) is periodic with period \( 2^k \). Furthermore, if we set \( y_k = (x_{nk})_{n=1}^{2^k-1} \), then the sequence \( (x_{nk})_{n=1}^\infty \) is built periodically by the vector \( (y_k, 1+y_k) \).

**Proof.** The second assertion is an immediate consequence of the first one. The first assertion can be proved easily by induction on \( k \). Indeed, for \( k = 1 \), the result is clear, since \( x_{n1} = n \mod 2 \) and \( x_{n+1,1} = (n + 1) \mod 2 = 1 + x_{n1} \).
Assume now that for any \( i = 1, 2, \ldots, k \) and any \( n = 1, 2, \ldots, \) we have \( x_{n+2^i,i} = 1 + x_{ni} \). We show that \( x_{n+2^i,k+1} = 1 + x_{n,k+1} \) for every \( n \). It suffice to prove that \( T^k(n + 2^i) - T^k(n) = 1 \) mod 2. The inductive hypothesis implies that \( x_{n+2^i,i} = x_{ni} \) for any \( i = 1, 2, \ldots, k \) and \( n = 1, 2, \ldots, \). Since \( 2^k \) is an integer multiple of \( 2^i \) for any \( i = 1, 2, \ldots, k \), we obtain:

\[
x_{n+2^i,i} = x_{ni} \quad \text{for all } i = 1, 2, \ldots, k \text{ and } n = 1, 2, \ldots.
\]

The above equation and Theorem 2.1 imply, after some routine calculations, that

\[
T^k(n + 2^i) - T^k(n) = 3\sum_{i=1}^{k} x_{ni} = 1 \mod 2,
\]

and the result follows.

By Theorem 2.1 and Proposition 2.2 we deduce immediately the next corollary.

**Corollary 2.3.** Let \( k, n \) be any positive integers. We write \( n = 2^k p + v \), where \( p, v \in \mathbb{N} \) with \( 0 \leq v < 2^k \). Then, the following equation holds:

\[
T^k(n) = \frac{3^{d_{vk}} \cdot n + \phi_{vk}}{2^k},
\]

where \( d_{vk} \) and \( \phi_{vk} \) depend only on \( k \) and the remainder \( v \) and, more precisely, they are given by:

\[
d_{vk} = \sum_{i=1}^{k} x_{vi} \quad \text{and} \quad \phi_{vk} = \sum_{i=1}^{k} x_{vi} \cdot 2^{t-1} \cdot 3^{\sum_{\lambda=i+1}^{k} x_{v\lambda}}.
\]

Furthermore, the above equation can be written as \( T^k(n) = 3^{d_{vk}} p + T^k(v) \). In the case where \( v = 0 \), that is \( n = 2^k \cdot p \) is a multiple of \( 2^k \), then \( T^k(n) = p \).

Next we consider the infinite dimensional matrix \( [x_{ni}]_{i=1}^{\infty, k} \). The \( i \)-th column of this matrix has period \( 2^i \). Hence, the matrix itself has period \( 2^k \) in the sense that the first \( 2^k \) rows build periodically the matrix. In other words the matrix is build periodically by the \( 2^k \times k \)-matrix \( B_k = [x_{ni}]_{i=1}^{2^k, k} \). These matrices in turn are build by the vectors \( (y_i)_{i=1}^{\infty} \) as follows:

\[
B_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} y_1 \\ 1 + y_1 \end{bmatrix}
\]

and

\[
B_{k+1} = \begin{bmatrix} B_k \\ B_k \end{bmatrix} \frac{y_{k+1}^t}{1^t + y_{k+1}^t}.
\]

The next result (see [3]) is that the rows of the matrix \( B_k \) are exactly all the elements of \( \mathbb{Z}_2^k \). We consider the \( 2^k \times k \) matrix \( A_k \) whose rows are the elements of \( \mathbb{Z}_2^k \) in lexicographical order. Then, we have the following.

**Theorem 2.4.** For any \( k = 1, 2, \ldots, \) the rows of the matrix \( B_k \) are a permutation of the rows of the matrix \( A_k \).

**Proof.** By induction on \( k \). For \( k = 1 \) the result is clear since

\[
B_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\]

Assume now that \( B_k \) is a permutation of \( A_k \) for some \( k = 1, 2, \ldots \). Then, by construction, the matrix \( B_{k+1} \) is given by:

\[
B_{k+1} = \begin{bmatrix} B_k \\ B_k \end{bmatrix} \frac{y_{k+1}^t}{1^t + y_{k+1}^t}.
\]
We observe that \( y_{k+1} \) and \( 1^0 + y_{k+1} \), which are opposites, are appended in the matrix \( B_k \). Hence, every row of \( B_k \) enters in \( B_{k+1} \) twice, once with the coordinate 0 and once with the coordinate 1 attached in the row. By the inductive hypothesis \( B_k \) consists of the elements of \( \mathbb{Z}_2^k \). Therefore, the procedure for building \( B_{k+1} \) amounts into forming the cartesian product \( \mathbb{Z}_2^k \times \mathbb{Z}_2 = \mathbb{Z}_2^{k+1} \). Hence, \( B_{k+1} \) is a permutation of \( A_{k+1} \) and the proof is complete.

\[ \square \]

The generating function of the trajectory \( \{T^k(n)\}_{k=0}^{\infty} \). Given a positive integer \( n \), we are now interested in the generating function of the corresponding trajectory \( \{T^k(n)\}_{k=0}^{\infty} \), that is the power series \( \sum_{n=1}^{\infty} T^k(n) \cdot x^n \). The classical rational-transcendental dichotomy asserts that if a power series with integer coefficients converges in the unit disc, then either it defines a rational function or it admits the unit circle as a natural boundary (see [6] and [4]). Using Corollary 2.3 we can prove that the generating function is a rational one and it has poles at the \( 2^k \)-th roots of unity.

**Theorem 2.5.** For any \( k = 1, 2, \ldots \), the series \( \sum_{n=1}^{\infty} T^k(n) \cdot x^n \) converges for any \( x \) with \( |x| < 1 \) and the sum is given by the following rational function:

\[
\sum_{n=1}^{\infty} T^k(n) \cdot x^n = \frac{\sum_{u=0}^{2^k-1} T^k(u) x^u + x^{2^k} + \sum_{v=1}^{2^k-1} \overline{T^k(v)} x^{2^k+v}}{1 - x^{2^k}^2},
\]

where \( \overline{T^k(v)} = 3^{d^v_k} - T^k(v) \) and \( T^k(v) > 0 \) for all \( k \in \mathbb{N} \) and \( v = 1, 2, \ldots, 2^k - 1 \).

**Proof.** Firstly, we write:

\[
\sum_{n=1}^{\infty} T^k(n) \cdot x^n = \sum_{v=0}^{2^k-1} \left( \sum_{n \equiv v \pmod{2^k}} T^k(n) \cdot x^n \right) = \sum_{v=0}^{2^k-1} A^k_v(x).
\]

Therefore, it suffices to find the sum of the series \( A^k_v(x) \) for any \( v = 0, 1, 2, \ldots, 2^k - 1 \).

We start with the case where \( v = 0 \). Then, by Corollary 2.3 we obtain:

\[
A^0_k(x) = \sum_{n=2^k} T^k(n) \cdot x^n = \sum_{p=1}^\infty x^p \cdot \left( x^{2^k} \right)^p = \frac{x^{2^k}}{1 - x^{2^k}^2},
\]

for any \( x \) with \( |x| < 1 \).

Similarly, for \( v > 0 \), by Corollary 2.3 we obtain:

\[
A^v_k(n) = \sum_{n=2^k} T^k(n) \cdot x^n = \sum_{p=0}^\infty (3^{d^v_k} \cdot p + T^k(v)) \cdot x^{2^k \cdot p + v} = x^v \cdot \sum_{p=0}^\infty (3^{d^v_k} p + T^k(v)) \cdot \left( x^{2^k} \right)^p = x^v \cdot \frac{(3^{d^v_k} - T^k(v)) x^{2^k} + T^k(v)}{(1 - x^{2^k})^2},
\]

for any \( x \in \mathbb{R} \) with \( |x| < 1 \). Setting \( T^k(v) = 3^{d^v_k} - T^k(v) \), we obtain:

\[
A^v_k(n) = x^v \cdot \frac{T^k(v) x^{2^k} + T^k(v)}{(1 - x^{2^k})^2} = \frac{T^k(v) x^v + \overline{T^k(v)} x^{2^k+v}}{(1 - x^{2^k})^2}.
\]
It follows that the series \( \sum_{n=1}^{\infty} T^k(n) \cdot x^n \) converges for any \( x \in \mathbb{R} \) with \( |x| < 1 \) and its sum is given by:

\[
\sum_{n=1}^{\infty} T^k(n) \cdot x^n = \sum_{\nu=0}^{2^k-1} A^k_{\nu}(x)
\]

\[
= \frac{x^{2^k}}{(1 - x^{2^k})^2} + \sum_{\nu=1}^{2^k-1} \frac{T^k(\nu)x^\nu + T^k(\nu)x^{2^k+\nu}}{(1 - x^{2^k})^2}
\]

\[
= \frac{x^{2^k}}{(1 - x^{2^k})^2} + \frac{\sum_{\nu=1}^{2^k-1} (T^k(\nu)x^\nu + T^k(\nu)x^{2^k+\nu})}{(1 - x^{2^k})^2}
\]

\[
= \sum_{\nu=1}^{2^k-1} \frac{T^k(\nu)x^\nu + x^{2^k} + \sum_{\nu=1}^{2^k-1} T^k(\nu)x^{2^k+\nu}}{(1 - x^{2^k})^2}
\]

Finally, by induction on \( k \) we show that \( T^k(b) = 3^{d_{bk}} - T^k(v) > 0 \) for all \( k \geq 1 \) and \( v = 0, 1, \ldots, 2^k - 1 \). Indeed, for \( k = 1 \) and \( v = 0, 1 \), the result is clear. Assume that the desired property holds true for some positive integer \( k \) and for all \( v = 0, 1, \ldots, 2^k - 1 \). We will prove the result for \( k + 1 \). We distinguish two cases.

**Case I:** If \( T^k(v) \) is even, then \( T^{k+1}(v) = \frac{T^k(v)}{2} \). We also have \( x_{v,k+1} = 0 \) and thus \( d_{v,k+1} = d_{nk} \). Consequently, we have to show that

\[
T^k(v) < 2 \cdot 3^{d_{bk}} \quad \forall v = 0, 1, \ldots, 2^{k+1} - 1.
\]

For \( v = 0, 1, \ldots, 2^k - 1 \) the above inequality follows immediately by the inductive hypothesis. For \( v = 2^k, 2^k + 1, \ldots, 2^{k+1} - 1 \), we write \( v = 2^k + b \), where \( 0 \leq b \leq 2^k - 1 \). Then \( d_{v,k} = d_{bk} \) (by Proposition 2.2). By Corollary 2.3 and the inductive hypothesis, we obtain

\[
T^k(n) = 3^{d_{bk}} + T^k(b) < 2 \cdot 3^{d_{bk}} = 2 \cdot 3^{d_{bk}}.
\]

**Case II:** If \( T^k(v) \) is odd, then \( T^{k+1}(v) = \frac{3T^k(v)+1}{2} \). We also have \( x_{v,k+1} = 1 \) and thus \( d_{v,k+1} = d_{nk} + 1 \). Consequently, we have to show that

\[
\frac{3T^k(v)+1}{2} < 3 \cdot 3^{d_{bk}} \quad \forall v = 0, 1, \ldots, 2^{k+1} - 1.
\]

For \( v = 0, 1, \ldots, 2^k - 1 \) the above inequality follows immediately by the inductive hypothesis. For \( v = 2^k, 2^k + 1, \ldots, 2^{k+1} - 1 \), we write \( v = 2^k + b \), where \( 0 \leq b \leq 2^k - 1 \). Then \( d_{v,k} = d_{bk} \) (by Proposition 2.2). By Corollary 2.3 and the inductive hypothesis, we obtain

\[
T^k(n) = 3^{d_{bk}} + T^k(b) \leq 2 \cdot 3^{d_{bk}} - 1.
\]

Hence,

\[
\frac{3T^k(v)+1}{2} \leq 3 \cdot 3^{d_{bk}} - 1 < 3 \cdot 3^{d_{bk}}.
\]

\[\square\]

**Example 2.6.** For \( k = 1, k = 2 \) we have respectively:

\[
\sum_{n=1}^{\infty} T(n) \cdot x^n = \frac{2x + x^2 + x^3}{(1 - x^2)^2}
\]
The Collatz conjecture is equivalent to the statement that for any integer \( n > 1 \) there exists \( k \) (depending on \( n \)) such that \( T^k(n) < n \). In this setting, Terras [15] and Everett [5] proved that the above statement is true for almost every positive integer \( n \). More precisely, the set \( M = \{ n \in \mathbb{N}^* \mid (\exists k)(T^k(n) < n) \} \) has asymptotic density 1, i.e.

\[
\lim_{n \to \infty} \frac{\# \{ n \in M \mid n < N \}}{N} = 1.
\]

Allouche [1] strengthened this result by showing that the set \( M_\theta = \{ n \in \mathbb{N}^* \mid (\exists k)(T^k(n) < n^\theta) \} \) has asymptotic density 1, i.e. for almost every \( n \) there is \( k \) such that \( T^k(n) < n^\theta \), for any fixed constant \( \theta > 0.869 \). Furthermore, Korec [8] showed that the previous result remains valid for any constant \( \theta > \log 3 / \log 4 \approx 0.7924 \).

Finally, Tao proved that if \( f: \mathbb{N}^* \to \mathbb{R} \) is any function with \( \lim_{N \to \infty} f(N) = \infty \), then the set \( M_f = \{ n \in \mathbb{N}^* \mid (\exists k)(T^k(n) < f(n)) \} \) has logarithmic density 1 (see [14] for details).

For any positive integers \( n, k \) we set

\[
S_k(n) = x_{n0} + x_{n1} + \ldots + x_{nk-1} = \text{card} \{ i \leq k-1 \mid x_{ni} = 1 \}.
\]

By Theorem 2.4, the rows of the matrix \( B_k \) form a permutation of the elements of \( \mathbb{Z}_2^k \). Hence, it follows immediately that for any \( d > 0 \) one has:

\[
P \left( \{ n \leq 2^k \mid S_k(n) \leq dk \} \right) = \frac{1}{2^k} \left( \binom{k}{0} + \binom{k}{1} + \ldots + \binom{k}{\lfloor dk \rfloor} \right)
= \sum_{j=0}^{\lfloor dk \rfloor} \binom{k}{j} \frac{1}{2^j} \cdot \frac{1}{2^{k-j}}
= F \left( \lfloor dk \rfloor; k, \frac{1}{2} \right),
\]

where \( F(\cdot; k, \frac{1}{2}) \) stands for the cumulative distribution function of the binomial distribution with parameters \( k \) and \( p = \frac{1}{2} \) and \( \lfloor dk \rfloor \) is the greatest integer less than or equal to \( dk \).

**Lemma 3.1.** For any real number \( d \in \left( \frac{1}{2}, 1 \right) \) we have

\[
\lim_{k \to \infty} P \left( \{ n \leq 2^k \mid S_k(n) \leq dk \} \right) = 1.
\]

**Proof.** We will use the following inequality for the cumulative distribution function \( F \) of the binomial distribution: if \( \frac{1}{2} < \frac{p}{k} < 1 \), then

\[
\Pr(X \geq n) = F \left( k - n; k, \frac{1}{2} \right) \leq \exp \left( -kD \left( \frac{n}{k} \parallel \frac{1}{2} \right) \right)
\]

where \( D(a \parallel p) \) is the relative entropy:

\[
D(a \parallel p) = a \cdot \log \frac{a}{p} + (1 - a) \cdot \log \frac{1 - a}{1 - p}.
\]
Since \( \frac{\lceil dk \rceil + 1}{k} > \frac{dk}{k} = d > \frac{1}{2} \), we obtain:

\[
\Pr (X > \lceil dk \rceil) \leq \Pr (X \geq \lceil dk \rceil + 1) \\
\leq \exp \left( -kD \left( \frac{\lceil dk \rceil + 1}{k} \cdot \frac{1}{2} \right) \right).
\]

We have

\[
D \left( \frac{\lceil dk \rceil + 1}{k} \cdot \frac{1}{2} \right) = \frac{\lceil dk \rceil + 1}{k} + \log \left( \frac{2^{\lceil dk \rceil + 1}}{1} \right) + \left( 1 - \frac{\lceil dk \rceil + 1}{k} \right) \log \left( 2(1 - \frac{\lceil dk \rceil + 1}{k}) \right).
\]

As \( \lim_{k \to \infty} \frac{\lceil dk \rceil + 1}{k} = d \) it follows that

\[
\lim_{k \to \infty} D \left( \frac{\lceil dk \rceil + 1}{k} \cdot \frac{1}{2} \right) = d \log 2d + (1 - d) \log 2(1 - d) > 0 \text{ for all } d \in \left( \frac{1}{2}, 1 \right).
\]

Hence,

\[
\lim_{k \to \infty} \exp \left( -kD \left( \frac{\lceil dk \rceil + 1}{k} \cdot \frac{1}{2} \right) \right) = 0,
\]

and the result follows. \( \square \)

4. Collatz-Koopman operators

In this section, we introduce two types of Koopman operators related to the Collatz problem.

The forward Collatz-Koopman operators. The first one is a composition operator, where we choose as function space of observables (on the state space \( \mathbb{N} \)) the classical Banach sequence space \( \ell_p, 1 \leq p \leq \infty \). By the definition of the Koopman operator (see Section 1), this operator, denoted by \( L_{T,p} \), is defined as follows:

\[
L_{T,p}: \ell_p \to \ell_p \\
L_{T,p}(x) = x \circ T.
\]

Some equivalent and useful reformulations of the operator are described below. First of all, we observe that the map \( T: \mathbb{N}^* \to \mathbb{N}^* \) is onto and more precisely we have the next lemma whose proof is straightforward.

Lemma 4.1. The 3x+1-map \( T: \mathbb{N}^* \to \mathbb{N}^* \) is onto and the following hold:

1. for any \( k \in \mathbb{N}^* \), \( T(i) = 3k \Leftrightarrow i = 6k; \)
2. for any \( k \in \mathbb{N} \), \( T(i) = 3k + 1 \Leftrightarrow i = 6k + 2; \)
3. for any \( k \in \mathbb{N} \), \( T(i) = 3k + 2 \Leftrightarrow i = 6k + 4 \text{ or } i = 2k + 1. \)

Consequently, an alternative definition of \( L_{T,p} \) is the following: for every \( x = (x_n) \in \ell_p \) one has:

\[
L_{T,p}(x) = L_{T,p}((x_n)_{n=1}^\infty) = (a_n)_{n=1}^\infty,
\]

where for any \( k \in \mathbb{N}^* \),

\[
a_{3k} = x_{6k}, \quad a_{3k+1} = x_{6k+2} \text{ and } a_{3k+2} = x_{6k+4} + x_{2k+1}.
\]
Furthermore, in the case $p \in [1, \infty)$, we have that $x = (x_n)_{n=1}^{\infty} = \sum_{n=1}^{\infty} x_n e_n \in \ell_p$, where $(e_n)$ stands for the usual vector basis of $\ell_p$. Then the above operator can be given by the formula:

$$L_{T,p}(x) = L_{T,p} \left( \sum_{n=1}^{\infty} x_n e_n \right) = \sum_{n=1}^{\infty} x_n e_{T(n)}$$

$$= \sum_{k=1}^{\infty} x_{6k} e_{3k} + \sum_{k=0}^{\infty} x_{6k+2} e_{3k+1} + \sum_{k=0}^{\infty} (x_{6k+4} + x_{2k+1}) e_{3k+2}.$$ 

Alternatively, the action of the operator on the basic vectors can be described by the relation $L_{T,p}(e_n) = e_{T(n)}$, and then $L_{T,p}$ can be extended linearly and continuously to give an operator to the whole space $\ell_p$. 

Finally, for sequence spaces having a Schauder basis, bounded linear operators have a useful representation by an infinite matrix. For the operator $L_{T,p}$, $1 \leq p < \infty$, the corresponding matrix is the adjacency matrix of the forward Collatz graph (see Figure 1).

![Figure 1. Some parts of the forward Collatz graph.](image)

The next result establishes that the above operators are well-defined (i.e. $L_{T,p}(x) \in \ell_p$ for any $x \in \ell_p$) and bounded and it also gives the exact value of their norm.

**Theorem 4.2.** The operators $L_{T,p}: \ell_p \to \ell_p$, $1 \leq p \leq \infty$ are bounded and furthermore the norm of $L_{T,p}$ is given by $\|L_{T,p}\| = 2^{1+\frac{1}{p}}$. (The formula is valid in the case $p = \infty$, where we have $\|L_{T,\infty}\| = 2$).

**Proof.** The case $p = \infty$ is straightforward. For $p \in [1, \infty)$, we use the inequality $(a + b)^p \leq 2^{p-1}(a^p + b^p)$ ($a, b \geq 0$) to obtain:

$$\|L_{T,p}(x)\|^p = \left\| \sum_{k=1}^{\infty} x_{6k} e_{3k} + \sum_{k=0}^{\infty} x_{6k+2} e_{3k+1} + \sum_{k=0}^{\infty} (x_{6k+4} + x_{2k+1}) e_{3k+2} \right\|^p$$

$$= \sum_{k=1}^{\infty} |x_{6k}|^p + \sum_{k=0}^{\infty} |x_{6k+2}|^p + \sum_{k=0}^{\infty} |x_{6k+4} + x_{2k+1}|^p$$

$$\leq \sum_{k=1}^{\infty} |x_{6k}|^p + \sum_{k=0}^{\infty} |x_{6k+2}|^p + 2^{p-1} \sum_{k=0}^{\infty} |x_{6k+4}|^p + 2^{p-1} \sum_{k=0}^{\infty} |x_{2k+1}|^p$$

$$\leq 2^{p-1} \|x\|^p.$$
It follows that \( \|L_{T,p}\| \leq 2^{1 - \frac{1}{p}} \). In order to establish the reverse inequality, we consider the vector \( x = e_1 + e_4 \). Then, \( L_{T,p}(x) = e_{T(1)} + e_{T(4)} = 2e_2 \). Thus,
\[
\|L_{T,p}\| \geq \frac{1}{\|x\|} \|L_{T,p}(x)\| = \frac{2}{2^{1/p}} = 2^{1 - \frac{1}{p}}. \]

\[ \square \]

**The backward Collatz-Koopman operators.** Similarly, the second type of Collatz-Koopman operators, denoted by \( B_{T,p}: \ell_p \rightarrow \ell_p \) (\( p \in [1, \infty) \)), is defined so that the corresponding matrix representation coincides with the adjacency matrix of the backward Collatz map. This implies that:
\[
B_{T,p}(e_{3k}) = e_{6k} \ (k \geq 1), \quad B_{T,p}(e_{3k+1}) = e_{6k+2} \quad \text{and} \quad B_{T,p}(e_{3k+2}) = e_{6k+4} + e_{2k+1} \ (k \geq 0).
\]

Therefore, for any \( x = (x_n)_{n=1}^{\infty} \), we have
\[
B_{T,p}(x) = \sum_{k=1}^{\infty} x_{3k} e_{6k} + \sum_{k=0}^{\infty} x_{3k+1} e_{6k+2} + \sum_{k=0}^{\infty} x_{3k+2} e_{6k+4} + \sum_{k=0}^{\infty} x_{3k+2} e_{2k+1}.
\]
Equivalently, \( B_{T,p}(x) = B_{T,p}(\ell^\infty_{n=1}) = (a_n)_{n=1}^{\infty} \), where,
\[
a_{6k} = x_{3k}, \quad a_{6k+2} = x_{3k+1}, \quad a_{6k+4} = a_{2k+1} = x_{3k+2}.
\]

The last equation makes also sense in the case of \( \ell_\infty \), so the operators \( B_{T,p} \) are defined for any \( p \in [1, \infty) \).

The backward operators are closely related to the forward ones, since they coincide with their dual operators.

**Theorem 4.3.** For any \( p \in [1, \infty) \), we have that \( L_{T,p}^* = B_{T,q} \) where \( q \) is the conjugate index of \( p \). In particular, \( L_{T,2}^* = B_{T,2} \) and \( \|B_{T,p}\| = 2^{\frac{1}{p}} \) for any \( p \in [1, \infty) \).

**Proof.** Firstly, it is easy to see that \( B_{T,p}: \ell_p \rightarrow \ell_p \) is bounded for any \( p \in [1, \infty) \). Furthermore, for any \( k = 0, 1, 2, \ldots \) and any \( x = (x_n) \in \ell_q \) we observe that:
\[
L_{T,p}^*(e_{3k+2})(x) = e_{3k+2} \circ L_{T,p}(x) = e_{3k+2} \left( \sum_{n=1}^{\infty} x_n e_{T(n)} \right)
\]
\[
= \sum_{n: T(n) = 3k+2} x_n = x_{6k+4} + x_{2k+1} = e_{6k+4}(x) + e_{2k+1}(x)
\]
Thus, \( L_{T,p}^*(e_{3k+2}) = e_{6k+4} + e_{2k+1} \). Similarly, we can show that \( L_{T,p}^*(e_{3k}) = e_{6k} \), for any \( k \geq 0 \), and \( L_{T,p}^*(e_{3k+1}) = e_{6k+2} \), for any \( k \geq 1 \). By linearity and boundedness of \( B_{T,q}, L_{T,p}^*: \ell_q \rightarrow \ell_q \), it follows that \( L_{T,p}^* \) coincides with \( B_{T,q} \).

Finally, for \( p = 1 \), the operator \( B_{T,1} \) is not the dual of \( L_{T,\infty} \). However, we can easily prove that the norm of the operator is equal to 2. Indeed, for any \( x = (x_n) \in \ell_1 \),
\[
\|B_{T,1}(x)\| = \left\| \sum_{k=1}^{\infty} x_{3k} e_{6k} + \sum_{k=0}^{\infty} x_{3k+1} e_{6k+2} + \sum_{k=0}^{\infty} x_{3k+2} e_{6k+4} + \sum_{k=0}^{\infty} x_{3k+2} e_{2k+1} \right\|
\]
\[
= \sum_{k=0}^{\infty} |x_{3k}| + \sum_{k=1}^{\infty} |x_{3k+1}| + \sum_{k=1}^{\infty} |x_{3k+2}| + \sum_{k=1}^{\infty} |x_{3k+2}| 
\leq 2\|x\|.
\]
Therefore, \( \| B_{T,1} \| \leq 2 \). For the reverse inequality, we take the vector \( x = e_2 \) for which it holds \( B_{T,1}(x) = e_1 + e_4 \). Hence,
\[
\| B_{T,1} \| \geq \frac{1}{\| x \|} \| B_{T,1}(x) \| = \| e_1 + e_4 \| = 2
\]
and the result follows.

5. Spectral radius of the forward and backward Collatz-Koopman operators

This section contains an estimate of the spectral radius of the Collatz-Koopman operators defined in the previous section. In order to obtain this estimate, we need a series of preliminary results.

**Lemma 5.1.** For every \( n \in \mathbb{N}^* \) the numbers \( p = (2^n - 1) \mod 2^n \) satisfy the following properties:

(i) \( T^k(p) = 1 \mod 2 \) for every \( k = 0, 1, \ldots, n - 1 \).
(ii) \( T^k(p) = 2 \mod 3 \) for every \( k = 1, 2, \ldots, n \).

**Proof.** Let \( p = 2^n \cdot \lambda + 2^n - 1 \), for some \( \lambda \in \mathbb{N} \). Using induction, one can show that for every \( k = 0, 1, 2, \ldots, n \),
\[
T^k(p) = 3^k 2^{n-k} \lambda + 3^k 2^{n-k} - 1.
\]
The desired properties follow easily by the above equation. \( \square \)

For every \( n \in \mathbb{N} \) and every positive integer \( m \), we set
\[
A^m_n = \{ i \in \mathbb{N}^* \mid T^n(i) = m \}.
\]
Since \( T^n \) is onto for every \( n \), we obtain that \( A^m_n \) are non empty sets for every \( n \in \mathbb{N} \), \( m \in \mathbb{N}^* \). Furthermore, since \( T^0 \) is the identity map on \( \mathbb{N}^* \), we have that \( |A^0_m| = 1 \) for every positive integer \( m \). We next summarize the basic properties of the sets \( (A^m_n)_{n,m} \).

**Proposition 5.2.** The following properties hold.

(i) For every \( n \in \mathbb{N} \), the sets \( (A^m_n)_{m=1}^{\infty} \) are pairwise disjoint.
(ii) \( A^m_n = A^{n-1}_{2m} \) for any \( m = 0 \mod 3 \) or \( m = 1 \mod 3 \); \( A^m_n = A^{n-1}_{2m} \cup A^{n-1}_{2k+1} \) for every \( m = 2 \mod 3 \), where \( m = 2k + 3 \).
(iii) \( |A^m_n| \leq |A^{m+1}_n| \) for every \( n, m \).
(iv) \( A^m_n \) is a finite set, for every \( n, m \).

**Proof.** The first assertion is quite clear. For the second one, we observe that
\[
A^m_n = \{ i \in \mathbb{N}^* \mid T^n(i) = m \} = \{ i \in \mathbb{N}^* \mid T(T^{n-1}(i)) = m \}.
\]
The result now follows easily from Lemma 4.1. As far as the third assertion, let \( i \in \mathbb{N}^* \) be such that \( T^n(i) = m \). Then,
\[
T^{n+1}(2i) = T^n(T(2i)) = T^n(i) = m.
\]
Hence, the map \( A^m_n \to A^{m+1}_n \) with \( i \to 2i \) defines a one-to-one correspondence from \( A^m_n \) into \( A^{m+1}_n \). Finally, for the fourth assertion, we have that \( |A^1_m| \leq 2 \) for every \( m \in \mathbb{N}^* \). Using the second assertion and induction on \( n \in \mathbb{N}^* \), we can easily prove that \( A^m_n \) is finite for every \( n, m \). \( \square \)

For every \( n \in \mathbb{N} \), we let \( c_n \) be the maximal cardinality of the sets \( (A^m_n)_{m=1}^{\infty} \). That is
\[
c_n = \max_{m \in \mathbb{N}} |A^m_n|.
\]
We also consider the Fibonacci sequence \( (F_n)_n \), with \( F_0 = 1 \) and \( F_1 = 2 \). Hence, for every \( n \geq 2 \) we have \( F_n = F_{n-1} + F_{n-2} \). Then, the next proposition is proven.
Proposition 5.3. For every $n \in \mathbb{N}$, it holds $n \leq c_n \leq F_n$.

Proof. For $n = 0$ and $n = 1$, it is clear that $c_0 = F_0 = 1$ and $c_1 = F_1 = 2$. We now proceed by induction on $n$. We assume that for any $0 \leq k \leq k$, we have $k \leq c_k \leq F_k$. We show that $n \leq c_n \leq F_n$. We distinguish three cases.

Case I: Using induction on $n$, it is easy to see that $|A_m^n| = 1$ for every positive integer $m = 0 \mod 3$ and every $n \in \mathbb{N}$. Indeed, for every $m = 0 \mod 3$, we have $A_m^0 = 1$ and $|A_m^n| = |A_{2m}^{n-1}|$, where $2m = 0 \mod 3$. So, by the inductive hypothesis, it follows that $|A_m^n| = 1$.

Case II: If $m = 1 \mod 3$, then, by Proposition 5.2 it follows that:

$$|A_m^n| = |A_{2m}^{n-1}| \leq |A_{2m}^1|.$$  

We observe that $2m = 2 \mod 3$, hence this case can be reduced to Case III below.

Case III: If $m = 2 \mod 3$ and $m = 2k + 1$, then by Proposition 5.2 we have that:

$$|A_m^n| = |A_{2m}^{n-1}| + |A_{2k+1}^{n-1}| \leq |A_{2m}^{n-1}| + F_{n-1}.$$  

Since, $2m = 1 \mod 3$, it follows that $A_{2m}^{n-1} = A_{2m+2}^{n-2}$, and hence $|A_{2m}^{n-1}| = |A_{2m+2}^{n-2}m| \leq F_{n-2}$.

Therefore, $|A_m^n| \leq F_{n-2} + F_{n-1} = F_n$. The three cases above imply that $A_m^n \leq F_n$ for every $m \in \mathbb{N}$. Thus, $c_n \leq F_n$.

Finally, using the numbers $p = (2^n - 1) \mod 2^n$, given by Lemma 5.1 we can see that $|A_{T^n(p)}^n| \geq n$, which completes the proof.

We are now ready to obtain our estimation of the spectral radius of the forward Collatz-Koopman operators $L_{T,p}$.

Theorem 5.4. For any $n \in \mathbb{N}^+$, we have $\|L_{T,p}^n\| = c_n^{-1/p}$.

Proof. First of all, we observe that for any $n \in \mathbb{N}^+$, we have $L_{T,p}^n = L_{T^n,p}$. Indeed, for any $x \in \ell_p$:

$$L_{T,p}^n = L_{T,p} \cdots L_{T,p}(x) = x \circ T \cdots \circ T = L_{T^n,p}(x).$$

Therefore, we have to calculate the norm of the operator $L_{T^n,p}$. The proof is now similar to the proof of Theorem 4.2 Indeed, it is easy to see that the operator is given by:

$$L_{T^n,p}(x) = L_{T^n,p}((x_i)) = \sum_{i=1}^{\infty} \left( \sum_{i:T^n(i)=m} x_i \right) e_m = \sum_{m=1}^{\infty} \left( \sum_{i \in A_m^n} x_i \right) e_m.$$  

Therefore,

$$\|L_{T^n,p}(x)\|_p = \left\| \sum_{m=1}^{\infty} \left( \sum_{i \in A_m^n} x_i \right) e_m \right\|_p = \sum_{m=1}^{\infty} \left| \sum_{i \in A_m^n} x_i \right|^p$$

$$\leq \sum_{m=1}^{\infty} |A_m^n|^{p-1} \left( \sum_{i \in A_m^n} |x_i|^p \right)$$

$$\leq c_n^{-p-1} \sum_{m=1}^{\infty} \sum_{i \in A_m^n} |x_i|^p = c_n^{-1/p} \sum_{i \in A_m^n} |x_i|^p$$

where the last equality follows from the fact that $(A_m^n)_{m=1}^{\infty}$ are pairwise disjoint. Hence, $\|L_{T^n,p}\| \leq c_n^{-1/p}$. For the reverse inequality, we fix $m_0 \in \mathbb{N}^+$ such that $|A_{m_0}^n| = \max_{m \in \mathbb{N}} |A_m^n| = c_n$ and we
consider the vector $x = \sum_{i \in A_m^n} e_i$. Then, $\|x\| = (A_m^n)^{1/p} = c_n^{1/p}$ and $L_{T^n,p}(x) = (A_m^n)c_m = c_n c_m$. Thus,

$$\|L_{T^n,p}\| \geq \frac{1}{\|x\|}\|L_{T^n,p}(x)\| = \frac{c_n}{c_n^{1/p}} = c_n^{1-1/p}$$

and the result follows. \qed

**Corollary 5.5.** For any $p \in [1, \infty]$, the spectral radius $\rho(L_{T,p})$ of the forward Collatz-Koopman operator $L_{T,p}$ satisfies the inequality

$$1 \leq \rho(L_{T,p}) \leq \varphi^{1/p},$$

where $\varphi = \frac{1 + \sqrt{5}}{2}$ stands for the golden ratio. In particular, for $p = 1$ we obtain that $\rho(L_{T,1}) = 1$.

**Proof.** The spectral radius of the operator $L_{T,p}$ is given by $\rho(L_{T,p}) = \lim_n \|L_{T,p}^n\|^{1/n}$. By Theorem 5.4 and Proposition 5.3 it follows immediately that

$$
\left( n^{1/n} \right)^{1-1/p} \leq \|L_{T,p}^n\|^{1/n} \leq \left( \varphi^{1/n} \right)^{1-1/p}.
$$

It is well-known that $\lim_n \varphi^{1/n} = \varphi$ (the golden ratio) and the desired result follows. \qed

**Remark 5.6.** The numbers of Lemma 5.1 have the additional property that $2^{\ell(t^k)} = 1 \mod 3$ for every $k = 1, 2, \ldots, n$ and $i = 1, 2, \ldots, \binom{n}{2}$. This remark allows us to obtain a slightly better lower estimate for $c_n$ in Proposition 5.3. Namely, it is proved that $c_n \geq c_{n-1} + \lfloor \frac{n+1}{2} \rfloor$. Hence, $c_n \geq \frac{1}{2}(n+1)(n+2)$. However, this lower estimation is also polynomial, and thus it does not affect the result in Corollary 5.5.

**Corollary 5.7.** For any $p \in [1, \infty]$, the spectral radius of the backward Collatz-Koopman operator satisfies

$$1 \leq \rho(B_{T,p}) \leq \varphi^{1/p}.$$

In particular, for $p = \infty$ we obtain that $\rho(B_{T,\infty}) = 1$.

**Proof.** For $p \in (1, \infty]$, since $B_{T,p}$ is the dual operator of $L_{T,q}$, where $q$ is the conjugate index of $p$, we have that $\rho(B_{T,p}) = \rho(L_{T,q})$ and the result follows immediately. For $p = 1$, it suffices to show that $\|B_{T,1}^n\| = c_n$ for any $n \in \mathbb{N}$.

Indeed, for any $n \in \mathbb{N}$ and any $x = (x_m) \in \ell_1$, we have

$$B_{T,1}^n(x) = \sum_{m=1}^{\infty} \sum_{i \in A_m^n} x_m e_i = \sum_{m=1}^{\infty} \sum_{i \in A_m^n} x_m e_i.$$

Hence,

$$\|B_{T,1}^n(x)\| = \|\sum_{m=1}^{\infty} \sum_{i \in A_m^n} x_m e_i\| = \sum_{m=1}^{\infty} \sum_{i \in A_m^n} |x_m| \leq \sum_{m=1}^{\infty} c_n|x_m| = c_n\|x\|.$$

Thus $\|B_{T,1}^n\| \leq c_n$. If $m_0 \in \mathbb{N}$ is such that $|A_{m_0}^n| = \max_{m \in \mathbb{N}} |A_m^n| = c_n$, then we take the vector $x = e_{m_0}$ and we have that $B_{T,1}^n(x) = \sum_{i \in A_n} e_i$. Therefore,

$$\|B_{T,1}^n\| \geq \frac{1}{\|x\|}\|B_{T,1}^n(x)\| = c_n.$$
6. The Collatz-Koopman operator on $\ell_1$.

In this section, we focus our attention on the Collatz-Koopman operator defined on $\ell_1$, i.e. $L_{T,1}: \ell_1 \rightarrow \ell_1$, given by

$$L_{T,1}(x) = x \circ T \quad \forall x \in \ell_1,$$

or

$$L_{T,1}(x) = \sum_{n=1}^{\infty} x_n e_{T(n)} = \sum_{m=1}^{\infty} \left( \sum_{n \in A^k_m} x_n \right) e_m$$

$$= \sum_{k=1}^{\infty} x_{6k} e_{3k} + \sum_{k=0}^{\infty} x_{6k+2} e_{3k+1} + \sum_{k=0}^{\infty} (x_{6k+4} + x_{2k+1}) e_{3k+2}.$$ 

By Sections 4 and 5, we know that $L_{T,1}$ is a bounded operator of norm one and its spectral radius is also $\rho(L_{T,1}) = 1$.

The Collatz conjecture refers to the convergence of the sequence $(T^k(n))_{k=1}^\infty$ for every $n \in \mathbb{N}^*$. However, it is well known that for an arbitrary sequence $(a_n)_n$, the sequence of averages $(\frac{a_1 + a_2 + \ldots + a_n}{n})$ has better convergence properties. Motivated by this remark, we define the average operator as follows. For any $x \in \ell_1$ we set

$$K(x) = \lim_{k \rightarrow \infty} \frac{x + L_{T,1}(x) + \ldots + L_{T,1}^{k-1}(x)}{k}.$$ 

Unavoidably, we have to address the issue whether the operator $K$ is well defined. The next lemma contains the fundamental information concerning the operator $L$. In order to state the lemma, we need a piece of notation. Define a cycle to be a (finite) set of positive integers

$$C = \{n_1, n_2, \ldots, n_k\}$$

such that $T(n_i) = n_{i+1}$ for any $i = 1, 2, \ldots, k - 1$, and $T(n_k) = n_1$. The length of the cycle $C$, denoted by $l(C)$, is the number $k$, that is the cardinality of the set $C$. It is also clear that two cycles are disjoint sets. For instance, the set $C_1 = \{1, 2\}$ is a cycle of length 2 and we call it the trivial cycle.

If the Collatz conjecture is true, then there is only one cycle, namely the trivial one. However, to the best of our knowledge, it is an open question whether there are finitely many cycles or not. Nevertheless, it is trivial that there are at most countably many cycles, which we can enumerate as $(C_i)_{i=1}^\infty$ such that $\min C_i < \min C_j$.

For every cycle $C_i$ we let $N_i$ be the subset of $\mathbb{N}^*$ containing all natural numbers $n$ whose trajectory $(T^k(n))_{k=0}^\infty$ ends in the cycle $C_i$. Formally, we have

$$N_i = \{n \in \mathbb{N}^* \mid (\exists k \in \mathbb{N}^*)[T^k(n) \in C_i]\}.$$ 

We also set $N_\infty = \{n \in \mathbb{N}^* \mid T^k(n)$ diverges to infinity}$. Then, $\{N_\infty, N_i \mid i \in \mathbb{N}^*\}$ defines a partition of $\mathbb{N}^*$ into pairwise disjoint sets.

Suppose now that there is $n \in \mathbb{N}^*$ such that the corresponding trajectory $\{n, T(n), T^2(n), \ldots\}$ of the Collatz map diverges to infinity. Then, for any $k \in \mathbb{N}$, we obtain

$$\frac{e_n + L_{T,1}(e_n) + \ldots + L_{T,1}^{k-1}(e_n)}{k} = \sum_{i=0}^{k-1} \frac{1}{k} e_{T^i(n)}.$$ 

□
It follows easily that \( \left\| \frac{e_n + L_{T,1}(e_n) + \ldots + L_{T,1}^{k-1}(e_n)}{k} \right\|_{\ell_1} = 1 \) for any \( k \in \mathbb{N}^* \), however the sequence of averages \( \left( \frac{e_n + L_{T,1}(e_n) + \ldots + L_{T,1}^{k-1}(e_n)}{k} \right)_{k=1}^{\infty} \) converges pointwise to 0. This example shows that the average operator ignores the divergent trajectories. However, this inconvenience occurs only in the case of divergent trajectories.

**Lemma 6.1.** Assume that \( N_\infty = \emptyset \), i.e. no divergent trajectories exist. Then for every \( x = (x_n)_{n=1}^{\infty} \) the sequence \( \left( \frac{x + L_{T,1}(x) + \ldots + L_{T,1}^{k-1}(x)}{k} \right) \) converges with respect to the \( \ell_1 \)-norm topology and its limit is given by

\[
\lim_{k \to \infty} x + L_{T,1}(x) + \ldots + L_{T,1}^{k-1}(x) = \sum_{i=1}^{\infty} \left( \sum_{n \in \mathcal{N}_i} x_n \right) \cdot \sum_{j \in \mathcal{C}_i} e_j,
\]

Proof. Since \( x \) belongs to \( \ell_1 \), it is easy to see that the series \( \sum_{i=1}^{\infty} \left( \sum_{n \in \mathcal{N}_i} x_n \right) \cdot \sum_{j \in \mathcal{C}_i} e_j \) converges in \( \ell_1 \) and furthermore,

\[
\left\| \sum_{i=1}^{\infty} \left( \sum_{n \in \mathcal{N}_i} x_n \right) \cdot \sum_{j \in \mathcal{C}_i} e_j \right\|_{\ell_1} \leq \|x\|_{\ell_1}.
\]

We prove the desired result progressively starting with the vectors \( e_n \)'s, then passing to finite linear combinations of them and finally for an arbitrary \( x \in \ell_1 \). So, assume first that \( x = e_n \). Then \( n \) belongs to \( N_i \) for some \( i \in \mathbb{N}^* \), which means that the trajectory of \( n \) ends in the cycle \( \mathcal{C}_i \). Let \( \mathcal{C}_i = \{n_1, n_2, \ldots, n_l\} \). We have to prove that

\[
\lim_{k \to \infty} \frac{e_n + L_{T,1}(e_n) + \ldots + L_{T,1}^{k-1}(e_n)}{k} = \frac{1}{l} \sum_{j=1}^{l} e_{n_j}.
\]

Indeed, let \( k_0 \) be the least natural number such that \( T^{k_0}(n) = n_1 \). Then for every \( k > k_0 \), we write \( k - 1 - k_0 = rl + v \), where \( 0 \leq v < l \), and we have

\[
\frac{e_n + L_{T,1}(e_n) + \ldots + L_{T,1}^{k-1}(e_n)}{k} = \frac{e_n + e_{T(n)} + \ldots + e_{T^{k-1}(n)}}{k} = \sum_{i=1}^{k_0} e_{T^i(n)} + \frac{(r + 1) \sum_{j=1}^{v} e_{n_j} + r \sum_{j=v+1}^{l} e_{n_j}}{k_0 + 1 + rl + v}.
\]

Letting \( k \) tend to infinity (i.e. \( r \to \infty \)) we have the desired result.

Assume now that \( x = (x_n) \) is a finitely supported sequence in \( \ell_1 \). Then \( x \) is a finite linear combination of the basis vectors \( e_n \)'s, that is there is \( N \in \mathbb{N}^* \) such that \( x = \sum_{m=1}^{N} x_m e_m \). Therefore, we obtain

\[
\mathcal{K}(x) = \sum_{m=1}^{N} x_m \mathcal{K}(e_m) = \sum_{i=1}^{\infty} \sum_{m \leq N, m \in \mathcal{N}_i} x_m \mathcal{K}(e_m)
\]

\[
= \sum_{i=1}^{\infty} \sum_{m \leq N, m \in \mathcal{N}_i} x_m \frac{1}{l_i} \cdot \sum_{j \in \mathcal{C}_i} e_j = \sum_{i=1}^{\infty} \sum_{m \leq N, m \in \mathcal{N}_i} x_m \frac{1}{l_i} \cdot \sum_{j \in \mathcal{C}_i} e_j,
\]

where every sum is a finite one and the desired result is clear in this case.

Finally, assume that \( x = (x_n) \) is any vector of \( \ell_1 \). Then, for any \( \epsilon > 0 \), we can consider \( N \in \mathbb{N} \) large enough so that \( \sum_{n=N}^{\infty} |x_n| < \epsilon \) and set \( y = (y_n)_{n=0}^{\infty} = (x_1, \ldots, x_N, 0, 0, \ldots) \). Therefore,
\[ \|x - y\| < \epsilon. \] Furthermore, for the finitely supported vector \( y \), we have verified the desired result. Hence, for all \( k \) sufficiently large, we have:

\[
\left\| \frac{y + L_{T,1}(y) + \ldots + L_{T,1}^{k-1}(y)}{k} - \sum_{i=1}^{\infty} \left( \frac{\sum_{n \in \mathbb{N}} y_n}{l(C_i)} \right) \cdot \sum_{j \in C_i} e_j \right\| \leq \epsilon.
\]

Therefore, for all sufficiently large \( k \), we obtain

\[
\left\| \frac{x + L_{T,1}(x) + \ldots + L_{T,1}^{k-1}(x)}{k} - \sum_{i=1}^{\infty} \left( \frac{\sum_{n \in \mathbb{N}} x_n}{l(C_i)} \right) \cdot \sum_{j \in C_i} e_j \right\| \leq 2\epsilon + \sum_{i=1}^{\infty} \sum_{n \in \mathbb{N}, n > N} \| -x_n \| \cdot \sum_{j \in C_i} e_j \| \leq 2\epsilon + \sum_{n > N} |x_n| \leq 3\epsilon.
\]

The next result is now easy to establish.

**Theorem 6.2.** Assume that the Collatz dynamical system has no divergent trajectories. Then the average operator \( K : \ell_1 \to \ell_1 \) is well-defined and bounded with norm one, i.e. \( K \) belongs to the unit sphere of \( L(\ell_1) \).

**Proof.** The previous lemma implies that \( K \) is well-defined. Since \( \|L_{T,1}\| = 1 \), it is also easy to verify that \( \|K\| \leq 1 \). Finally, by the previous lemma we obtain that \( K(e_1) = \frac{1}{2}e_1 + \frac{1}{2}e_2 \). Hence,

\[ \|K\| \geq \frac{1}{\|e_1\|}\|K(e_1)\| = 1, \]

and the result follows. \qed

**Remark 6.3.** The above theorem can be described as an analogue of the von Neumann’s mean ergodic theorem (see for example [16]).

The next corollary is straightforward.

**Corollary 6.4.** The following are equivalent.

1. The Collatz conjecture is true.
(2) For any \( x = (x_i)_{i \in \mathbb{N}^*} \in \ell_1 \), we have:
\[
K(x) = \frac{\sum_{i=1}^{\infty} x_i}{2} e_1 + \frac{\sum_{i=1}^{\infty} x_i}{2} e_2.
\]

(3) \( K \) is a rank-2 operator.

In a similar way, we can study the operator \( L \) defined by
\[
L(x) = \lim_{k \to \infty} \frac{x - L_{T,1}(x) + \ldots + (-1)^{k-1} L_{T,1}^{k-1}(x)}{k},
\]
In order to formulate the corresponding result, we need some additional notation. Firstly, for every cycle \( C_i, i = 1, 2, \ldots \), we fix an enumeration of its elements, i.e.
\[
C_i = \{ n_{ji} \mid j = 1, 2, \ldots, l(C_i) \},
\]
where \( T(n_{ji}) = n_{j+1,i} \) for \( j = 1, 2, \ldots, l(C_i) - 1 \), and \( T(n_{l(C_i),i}) = n_{1,i} \). Furthermore, for every \( n \in N_i \), we denote by \( s(n) \) the least integer \( k \geq 0 \) such that \( T^s(n)(n) = n_{1,i} \). Then, we have the next result whose proof is similar to the proof of Theorem 6.2 (and Lemma 6.1) and it is omitted.

**Theorem 6.5.** Assume that \( N_\infty = \emptyset \), i.e. no divergent trajectories exist. Then the operator \( L : \ell_1 \to \ell_1 \) given by
\[
L(x) = \lim_{k \to \infty} \frac{x - L_{T,1}(x) + \ldots + (-1)^{k-1} L_{T,1}^{k-1}(x)}{k},
\]
is well-defined and bounded with norm 1. Furthermore, for every \( x = (x_n)_{n=1}^{\infty} \in \ell_1 \), we obtain:
\[
L(x) = \sum_{l(C_i) : \text{even}} \sum_{n \in N_i} (-1)^{s(n)} x_n \frac{l(C_i)}{l(C_i)} \sum_{j=1}^{l(C_i) - 1} (-1)^{j-1} e_{n_{ji}}.
\]

Finally, the next corollary can be proved.

**Corollary 6.6.** The following are equivalent.

1. The only cycle with even length is the trivial one.
2. For any \( x = (x_i)_{i \in \mathbb{N}^*} \in \ell_1 \), we have:
\[
L(x) = \frac{\sum_{i=1}^{\infty} (-1)^{s(i)} x_i}{2} e_1 + \frac{\sum_{i=1}^{\infty} (-1)^{s(i)} x_i}{2} e_2,
\]
where \( s(i) \) is the least integer such that \( T^{s(i)}(i) = 1 \).

3. \( L \) is a rank-2 operator.

**Spectral properties of \( L_{T,1} \).** One of the main advantages in associating a linear operator with a dynamical system is that the behaviour of the system, for instance trajectories, attractors, fixed points etc, can be translated into spectral objects (i.e. eigenvalues, eigenvectors). This general remark can also be applied to our setting.

We associate with each cycle \( C_i \) the vector \( u_i = \sum_{n \in C_i} e_n \). The cycles, through the previous vectors, are closely related to the eigenspace \( E_1 \) of the eigenvalue \( \lambda = 1 \).

**Theorem 6.7.** The eigenspace of the eigenvalue \( \lambda = 1 \) of \( L_{T,1} \) coincides with the closed linear span of the vectors \( (u_i)_{i=1}^{\infty} \).
Corollary 6.8. Assume that $C_i$ is the cycle:

$$C_i = \{n_1, n_2, \ldots, n_k\},$$

where $T(n_i) = n_{i+1}$ for $i = 1, 2, \ldots, k - 1$, and $T(n_k) = n_1$. Then $u_i = e_{n_1} + e_{n_2} + \ldots + e_{n_k}$ and it is easy to observe that $L_{T,1}(u_i) = u_i$. Therefore, \(\text{span}\{u_i \mid i \in \mathbb{N}^*\} \subseteq E_1\).

For the inverse inclusion, assume that $v \in E_1$ is an eigenvector of the eigenvalue $\lambda = 1$. Observe that $K(v) = v$. Therefore, Lemma 6.1 implies that

$$v = \sum_{i=1}^{\infty} \left(\sum_{n \in N_i} \frac{e_n}{l(C_i)}\right) \cdot \sum_{j \in C_i} e_j = \sum_{i=1}^{\infty} \left(\sum_{n \in N_i} \frac{v_n}{l(C_i)}\right) \cdot u_i \in \text{span}\{u_i \mid i \in \mathbb{N}^*\}.$$

\(\square\)

Corollary 6.8. (1) The $3x+1$-problem is equivalent to the following statement: The eigenspace of the eigenvalue $\lambda = 1$ for $L_{T,1}$ is a one dimensional vector space.

(2) There are finitely many cycles if and only if the eigenspace $E_1$ is finitely dimensional.

In a similar way, the dimension of the eigenspace $E_{-1}$ of the eigenvalue $\lambda = -1$ is related to the number of cycles of even length. Indeed, we associate with each cycle $C_i = \{n_1, n_2, \ldots, l\}$ of even length, the vector $v_i = \sum_{j=1}^{l} (-1)^{j-1} e_{n_j}$. Using the operator $L$, we can prove (as in Theorem 6.7), the next result.

Theorem 6.9. The eigenspace $E_{-1}$ of $\lambda = -1$ coincides with the closed linear span of the vectors \(\{v_i \mid C_i \text{ has even length}\}\).

Corollary 6.10. There are finitely many cycles if and only if the eigenspace $E_{-1}$ is finitely dimensional.

7. The sequence $(-1)^{T_k(n)}$: periodicity and frequency content

In order to proceed with the investigation of the Collatz problem, we focus now on the sequence of signs \((-1)^{T_k(n)}\)\(k,n=1\). This sequence also plays a central role in the $3x + 1$-problem, as the next proposition shows.

Proposition 7.1. Let $n \in \mathbb{N}^*$ be fixed and let $a_k = (-1)^{T_k(n)}$ for any $k \in \mathbb{N}$. Then, the following hold.

(1) The sequence $(a_k)_{k=0}^{\infty}$ is eventually periodic if and only if the trajectory $\{T^k(n)\}_{k=0}^{\infty}$ reaches a cycle.

(2) The sequence $(a_k)_{k=0}^{\infty}$ is eventually periodic with period 2 if and only if the trajectory $\{T^k(n)\}_{k=0}^{\infty}$ reaches the trivial cycle.

(3) The sequence $(a_k)_{k=0}^{\infty}$ is not eventually periodic if and only if the trajectory $\{T^k(n)\}_{k=0}^{\infty}$ diverges to infinity.

Proof. The third assertion follows immediately from the first one. It is also clear that, if the trajectory $\{T^k(n)\}_{k=0}^{\infty}$ reaches a cycle then the sequence $(a_k)_{k=0}^{\infty}$ is eventually periodic having period equal to the length of the cycle. So, it remains to prove the inverse implication, which will complete the proof of the first and second assertions.

Assume that $(a_k)_{k=0}^{\infty}$ is eventually periodic. Therefore, there are $k_0 \in \mathbb{N}$ and $l \in \mathbb{N}^*$ (the period of the sequence) such that $a_{k+l} = a_k$ for any $k \geq k_0$. Let $n_0 = T^{k_0}(n)$. Then for any $k \in \mathbb{N}^*$ we have $T^k(n_0) = T^{k+k_0}(n)$ and $(-1)^{T^k(n_0)} = (-1)^{T^{k+k_0}(n)}$. Consequently, replacing $n$ with $n_0$ if necessary, we may assume without loss of generality that $(a_k)_{k=0}^{\infty}$ is periodic with period $l \in \mathbb{N}^*$. 


Let \( d \) denote the number of \(-1\)'s appearing in any period of the sequence \((a_k)_{k=0}^{\infty}\) (where \( d < l \)). By Theorem 2.1 it follows that
\[
T^l(n) = \frac{3^d n + v}{2^l},
\]
where the number \( v \) depends on \( l, d \) and the positions of \(-1\)'s in the sequence \((a_1, a_2, \ldots, a_l)\). Similarly, we have:
\[
T^{2l}(n) = T^l(T^l(n)) = \frac{3^d T^l(n) + v}{2^l}.
\]
Therefore, if we consider the dynamical system:
\[
x_0 = n
x_{m+1} = A(x_m) = \frac{3^d x_m}{2^l} + \frac{v}{2^l} = ax_m + b
\]
then \( x_m \) coincides with \( T^{ml}(n) \) for every \( m \in \mathbb{N} \).

We now distinguish two cases. Assume first that \( 3^d > 2^l \). In this case
\[
x_m = A^m(n) = a^m n + \frac{a^m - 1}{a - 1} \cdot b = a^m \left( n + \frac{b}{a - 1} \right) - \frac{b}{a - 1}.
\]
It follows that:
\[
a^m = \frac{x_m(a - 1) + b}{n(a - 1) + b},
\]
or equivalently,
\[
\left( \frac{3^d}{2^l} \right)^m = \frac{x_m(3^d - 2^l) + v}{n(3^d - 2^l) + v}.
\]
Since \( x_m \) is an integer and \( 2, 3 \) are relative prime numbers, from the above equation we obtain:
\[
2^m | n(3^d - 2^l) + v \quad \forall m \in \mathbb{N},
\]
and we have reached a contradiction, because \( n, d, l, v \) are fixed and \( m \) varies.

Consequently, if the sequence \((-1)^{T^k(n)}\) is eventually periodic, then we must have \( 3^d < 2^l \).

Consider again the dynamical system defined by the map \( A \). Since \( a = \frac{3^d}{2^l} < 1 \), we get:
\[
\lim_{m \to \infty} A^m(n) = -\frac{b}{a - 1}.
\]
Hence, the sequence \( \{A^m(n)\}_{m=0}^{\infty} \) is bounded in \( \mathbb{N}^* \) and so is \( \{T^k(n)\}_{k=0}^{\infty} \). Therefore, the trajectory of \( n \) cannot diverge to infinity, and hence it reaches a cycle. This completes the proof of the first assertion.

Finally, in the special case where the sequence \((a_k)_{k=0}^{\infty}\) has period 2, we may assume (by omitting \( a_0 \), if necessary) that the first term is equal to \(-1\). Therefore, \( l = 2, d = 1 \) and by Theorem 2.1 it follows that \( v = 1 \). Hence \( a = \frac{3}{4}, b = \frac{1}{4} \) and it follows that \( \lim_{m \to \infty} A^m(n) = -\frac{b}{a - 1} = 1 \), i.e. \( T^{2m}(n) = 1 \) for all sufficiently large \( m \). Therefore, the Collatz orbit reaches the trivial cycle and this completes the proof of the second assertion and of the lemma.

As an immediate consequence of the above proposition, we obtain the next corollaries. The second one provides a reformulation of the Collatz conjecture.

**Corollary 7.2.** Let \( k, n \in \mathbb{N} \). The following are equivalent.

1. \( T^k(n) \in \{1, 2\} \).
(2) The sequence \((-1)^{T_m(n)}\) for \(m \geq k\) is periodic with period equal to 2.

**Proof.** Clearly, the first assertion implies the second one. For the reverse implication, we observe that, by the previous proposition, the periodicity of the sequence \((-1)^{T_m(n)}\) implies that the trajectory \(\{T^m(n)\}_{m \geq k}\) reaches the trivial cycle, i.e. \(T^m_0(n) \in \{1, 2\}\) for some \(m_0 \geq k\). However, if \(m_0 > k\), then \(T^{m_0-1}(n) = 4\), \(T^{m_0}(n) = 2\), \(T^{m_0+1}(n) = 1\) and this contradicts the periodicity of \((-1)^{T_m(n)}\). \(\square\)

**Corollary 7.3.** The following are equivalent:

1. The Collatz conjecture is true.
2. For any positive integer \(n\), the sequence \((x_{nk})_{k=1}^{\infty}\) is eventually periodic with period 2.
3. For any positive integer \(n\), the sequence \((-1)^{T^k(n)}\) is eventually periodic with period 2.

In view of the previous result, our purpose now is to transfer the Collatz problem from the “time domain” to the “frequency domain”. In order to proceed, we need some notation. We denote by \((\omega_{j,k})_{j=1}^{2^k}\) the \(2^k\)-th roots of \(-1\), that is, the roots (in the complex plane) of the cyclotomic equation \(z^{2^k} = -1\). Let us remind that these complex numbers are given by the exponential function via the next formula:

\[
\omega_{j,k} = \exp\left(\frac{(2j-1)\pi i}{2^k}\right) \quad \text{for } j = 1, 2, \ldots, 2^k.
\]

For technical reasons we will also make use of the notation \(\omega_{m,k}\) for any positive integer \(m\), where of course \(\omega_{m,k} = \omega_{j,k}\) whenever \(m = j \mod 2^k\).

We also need the following lemma describing, for every \(k\), the generating function of the sequence \((-1)^{T^k(n)}\) (for the proof we refer to [12], Lemma 2.3).

**Lemma 7.4.** For every \(k = 1, 2, \ldots\), the series \(g_k(x) = \sum_{n=1}^{\infty} (-1)^{T^k(n)} x^n\) converges (absolutely) for any complex number \(x\) with \(|x| < 1\) and its sum is given by the rational function:

\[
g_k(x) = \sum_{n=1}^{\infty} (-1)^{T^k(n)} x^n = \frac{P_k(x)}{1 + x^{2^k}},
\]

where \(P_k\) is the polynomial \(P_k(x) = (-1)^{T^k(1)} x + \ldots + (-1)^{T^k(2^k)} x^{2^k}\).

Our next result describes \((-1)^{T^k(n)}\) as a linear combination of the numbers \((\omega_{j,k})_{j=1}^{2^k}\). The sequence of coefficients \(\overline{\beta}_k = (b_1, b_2, \ldots, b_n)\), which appear in this theorem, can be seen as the Discrete Fourier Transform of the finite sequence \((-1)^{T^k(n)}\) for \(n = 1, 2, \ldots, 2^k\).

**Theorem 7.5.** For every \(k = 1, 2, \ldots\) and every \(n = 1, 2, \ldots\), the next formula holds:

\[
(-1)^{T^k(n)} = b_1 \omega_{1,k} + b_2 \omega_{2,k} + \ldots + b_{2^k} \omega_{2^k,k},
\]

where the coefficients \(\overline{\beta}_k = (b_j)_{j=1}^{2^k}\) are given by:

\[
b_j = \frac{P_k(\omega_{j,k})}{2^k}
\]
and they satisfy the equation:
\[
\sum_{j=1}^{2^k} b_j = \sum_{j=1}^{2^k} \frac{P_k(\omega_j,k)}{2^k} = 1.
\]

Proof. To simplify the notation, throughout this proof we fix positive integers \( k, n \) and we set \( \omega_j = \omega_{j,k} \) for any \( j = 1, 2, \ldots, 2^k \).

By the previous lemma, we know that
\[
\sum_{n=1}^{\infty} (-1)^{T^k(n)} x^n = \frac{P_k(x)}{1 + x^{2^k}} = \frac{(-1)^{T^k(1)} x + \ldots + (-1)^{T^k(2^k)} x^{2^k}}{1 + x^{2^k}}.
\]

Since \( T^k(2^k) = 1 \), we can write:
\[
\frac{P_k(x)}{1 + x^{2^k}} = \frac{(-1)^{T^k(1)} x + \ldots + (-1)^{T^k(2^k-1)} x^{2^k-1} + 1}{1 + x^{2^k}} - 1 = \frac{f_k(x)}{1 + x^{2^k}} - 1,
\]

where \( f_k(x) \) is the polynomial:
\[
f_k(x) = (-1)^{T^k(1)} x + \ldots + (-1)^{T^k(2^k-1)} x^{2^k-1} + 1 = 1 + P_k(x) + x^{2^k}.
\]

Therefore,
\[
(7.1) \quad \sum_{n=1}^{\infty} (-1)^{T^k(n)} x^n = -1 + \frac{f_k(x)}{1 + x^{2^k}}.
\]

Because of the fact that \( (\omega_j)_{j=1}^{2^k} \) are the roots of the polynomial in the denominator, the rational function \( \frac{f_k(x)}{1 + x^{2^k}} \) can be analysed as follows
\[
\frac{f_k(x)}{1 + x^{2^k}} = \frac{A_1}{x - \omega_1} + \frac{A_2}{x - \omega_2} + \ldots + \frac{A_{2^k}}{x - \omega_{2^k}}
\]
\[
= \frac{A_1}{-\omega_1(1 - \omega_1 x)} + \frac{A_2}{-\omega_2(1 - \omega_2 x)} + \ldots + \frac{A_{2^k}}{-\omega_{2^k}(1 - \omega_{2^k} x)}.
\]

The complex numbers \( (A_j)_{j=1}^{2^k} \) are given by
\[
A_j = \lim_{x \to \omega_j} (-1 - \omega_j) \cdot \frac{f_k(x)}{1 + x^{2^k}} = \frac{f_k(\omega_j)}{1 + x^{2^k}} \cdot \frac{\omega_j(1 - \omega_j x)}{1 + x^{2^k}}
\]
\[
= \frac{f_k(\omega_j)}{1 + x^{2^k}} \cdot \frac{\omega_j(1 - \omega_j x)}{1 + x^{2^k}} = \frac{-f_k(\omega_j) \cdot \omega_j}{2^k \cdot \omega_j^{2^k-1}}.
\]

By the definition of \( f_k \), it follows easily that \( f_k(\omega_j) = P_k(\omega_j) \). Hence,
\[
A_j = -\frac{P_k(\omega_j)}{2^k} \cdot \omega_j.
\]
Substituting in equation (7.1), we obtain:

\[
\sum_{n=1}^{\infty} (-1)^{T_k(n)} x^n = -1 + \frac{1}{2k} \sum_{j=1}^{2^k} \frac{A_j}{\omega_j (1 - \omega_j x)} = -1 + \frac{1}{2k} \sum_{j=1}^{2^k} P_k(\omega_j) \cdot \frac{1}{1 - \omega_j x}
\]

\[
= -1 + \frac{1}{2k} \sum_{j=1}^{2^k} \sum_{n=0}^{\infty} P_k(\omega_j) (\omega_j x)^n
\]

\[
= -1 + \frac{1}{2k} \sum_{n=0}^{\infty} \left( \sum_{j=1}^{2^k} P_k(\omega_j) \right)^n x^n
\]

\[
= -1 + \frac{1}{2k} \sum_{j=1}^{2^k} P_k(\omega_j) + \sum_{n=1}^{\infty} \left( \frac{1}{2k} \sum_{j=1}^{2^k} P_k(\omega_j) \right)^n x^n.
\]

By the above equations we can deduce immediately that:

\[
\frac{1}{2k} \sum_{j=1}^{2^k} P_k(\omega_j) = 1
\]

and

\[
(-1)^{T_k(n)} = \frac{1}{2k} \sum_{j=1}^{2^k} P_k(\omega_j) \omega_j^n.
\]

Taking the complex conjugate in the last equation completes the proof. □

The previous theorem provides also a property of the coefficients \(\tilde{p}_k = (b_j)_{j=1}^{2^k}\). Another remark is that the \(\ell_2\)-norm of this finite sequence of complex numbers is equal to 1 and it is actually a consequence of Parseval’s identity. This is described in the next result.

**Theorem 7.6.** For any \(k = 1, 2, \ldots\), if \(v_k\) the \(\ell_2\)-norm of the vector:

\[
\tilde{p}_k = (b_1, b_2, \ldots, b_n) = \frac{1}{2k} \left( P_k(\omega_{1,k}), \ldots, P_k(\omega_{2^k,k}) \right),
\]

is equal to 1.

**Proof.** To simplify the notation, we fix a positive integer \(k\) and we set \(\epsilon_j = (-1)^{T_k(j)}\) for every \(j = 1, 2, \ldots, 2^k\), so that for any complex number \(x\) we have \(P_k(x) = \epsilon_1 x + \epsilon_2 x^2 + \ldots + \epsilon_{2^k} x^{2^k}\). We calculate the \(\ell_2\)-norm of the vector \(\tilde{p}_k\):

\[
||\tilde{p}_k||_2 = \frac{1}{2k} \sum_{j=1}^{2^k} |P_k(\omega_j, k)|^2 = \frac{1}{2k} \sum_{j=1}^{2^k} P_k(\omega_j, k) \cdot \bar{P}_k(\omega_j)
\]

\[
= \frac{1}{2k} \sum_{j=1}^{2^k} \left( \epsilon_1 \omega_{j,k} + \epsilon_2 \omega_{2j,k}^2 + \ldots + \epsilon_{2^k} \omega_{2^k j,k}^{2^k} \right) \cdot \left( \epsilon_1 \overline{\omega_{j,k}} + \epsilon_2 \overline{\omega_{2j,k}^2} + \ldots + \epsilon_{2^k} \overline{\omega_{2^k j,k}^{2^k}} \right)
\]

\[
= \frac{1}{2k} \begin{bmatrix} \epsilon_1 & \epsilon_2 & \ldots & \epsilon_{2^k} \end{bmatrix} W_k W_k^* \begin{bmatrix} \epsilon_1 & \epsilon_2 & \ldots & \epsilon_{2^k} \end{bmatrix}^t,
\]
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where $W_k$ is the $2^k \times 2^k$ matrix

$$W_k = [\omega_{j,k}^n]_{j,m=1}^{2^k} = \begin{bmatrix}
\omega_1 & \omega_2 & \ldots & \omega_{2^k} \\
\omega_1^2 & \omega_2^2 & \ldots & \omega_{2^k}^2 \\
\vdots & \vdots & \ddots & \vdots \\
\omega_1^{2^k} & \omega_2^{2^k} & \ldots & \omega_{2^k}^{2^k}
\end{bmatrix},$$

and $W_k^*$ is the transpose of $W_k$. By the elementary properties of the cyclotomic roots, it is easy to observe that

$$W_k W_k^* = \begin{bmatrix}
\sum_{j=1}^{2^k} \omega_j^r \cdot \omega_{j}^{rn}
\end{bmatrix}_{r,m=1}^{2^k} = 2^k I_{2^k},$$

where $I_{2^k}$ is the $2^k \times 2^k$ identity matrix. Hence, the desired result can now be deduced after some routine calculations. □

Theorem 7.5 describes the sign $(-1)^{T_k(n)}$ as a linear combination of the $n$-th power of the $2^k$ roots of $-1$. However, since having period 2 means that $(-1)^{T_k+2(n)} = (-1)^{T_k(n)}$, it would be useful to be able to connect $(-1)^{T_{k+1}(n)}$ directly with $(-1)^{T_k(n)}$. The main step towards this direction is the theorem that follows.

**Theorem 7.7.** For any $k$ and any $j = 1, 2, \ldots, 2^k$ the following equation holds:

$$\omega_{j,k}^{T(n)} = \frac{1}{2} \cdot \omega_{j,k+1}^{n} + \frac{\omega_{j,k+1}}{2} \cdot \omega_{3j-1,k+1}^{n} + \frac{1}{2} \cdot \omega_{2^k+j,k+1}^{n} - \frac{\omega_{j,k+1}}{2} \cdot \omega_{2^k+3j-1,k+1}^{n}.$$  

**Proof.** Once again, we wish to simplify the notation. For this reason, we fix a positive integer $k$ and throughout this proof we set $\omega_j = \omega_{j,k}$ for any $j = 1, 2, \ldots, 2^k$ and $z_j = \omega_{j,k+1}$ for any $j = 1, 2, \ldots, 2^{k+1}$. Thus, the equation we want to prove takes the form:

$$\omega_j^{T(n)} = \frac{1}{2} \cdot z_j^{n} + \frac{z_j}{2} \cdot z_{3j-1}^{n} + \frac{1}{2} \cdot z_{2^k+j}^{n} - \frac{z_j}{2} \cdot z_{2^k+3j-1}^{n}.$$  

Following one of our main techniques, for an arbitrary (but fixed) $j \in \{1, 2, \ldots, 2^k\}$, we consider the powerseries $\sum_{n=1}^{\infty} \omega_j^{T(n)} x^n$, which clearly converges for any complex number $x$ with $|x| < 1$. 

The sum of this series is written as follows:

\[ \sum_{n=1}^{\infty} \omega_j^T(n) x^n = \sum_{m=1}^{\infty} \omega_j^T(2m) x^{2m} + \sum_{m=0}^{\infty} \omega_j^T(2m+1) x^{2m+1} \]

\[ = \sum_{m=1}^{\infty} \omega_j^m x^{2m} + \sum_{m=0}^{\infty} \omega_j^{3m+2} x^{2m+1} \]

\[ = \sum_{m=1}^{\infty} \omega_j \cdot x^m + \omega_j^2 \cdot x \cdot \sum_{m=0}^{\infty} \omega_j^3 \cdot x^2 \]

\[ = \frac{\omega_j \cdot x^2}{1 - \omega_j \cdot x^2} + \frac{\omega_j^2 \cdot x}{1 - \omega_j^3 \cdot x^2} \]

\[ = -1 + \frac{\omega_j \cdot x^2}{1 - \omega_j \cdot x^2} + \frac{1}{1 - \omega_j \cdot x^2} + \frac{\omega_j^2 \cdot x}{1 - \omega_j^3 \cdot x^2} \]

\[ = -1 + \frac{1}{1 - \omega_j \cdot x^2} + \frac{\omega_j^2 \cdot x}{1 - \omega_j^3 \cdot x^2} \]

Since \( z_j^2 = \omega_j \), using partial fraction decomposition, we may write

\[ \frac{1}{1 - \omega_j \cdot x^2} = \frac{1}{(1 - z_j \cdot x)(1 + z_j \cdot x)} = \frac{1}{2(1 - z_j x)} + \frac{1}{2(1 + z_j x)}. \]

Similarly, \( z_{3j-1}^2 = \omega_j^3 \), and a simple partial fraction decomposition shows that:

\[ \frac{\omega_j^2 \cdot x}{1 - \omega_j^3 \cdot x^2} = \frac{\omega_j^2 \cdot x}{(1 - z_{3j-1} x)(1 + z_{3j-1} x)} = \frac{z_{3j-1}^2 - 1}{2(1 - z_{3j-1} x)} + \frac{z_{3j-1}^2}{2(1 + z_{3j-1} x)}. \]

Consequently, the sum of the powerseries becomes

\[ \sum_{n=1}^{\infty} \omega_j^T(n) x^n = -1 + \frac{1}{2(1 - z_j x)} + \frac{1}{2(1 + z_j x)} + \frac{z_{3j-1}^2 - 1}{2(1 - z_{3j-1} x)} + \frac{z_{3j-1}^2}{2(1 + z_{3j-1} x)} \]

\[ = -1 + \frac{1}{2} \sum_{n=0}^{\infty} (z_j \cdot x)^n + \frac{1}{2} \sum_{n=0}^{\infty} (-z_j \cdot x)^n + \frac{z_{3j-1}^2 - 1}{2} \sum_{n=0}^{\infty} (z_{3j-1} \cdot x)^n \]

\[ - \frac{z_{3j-1}^2}{2} \sum_{n=0}^{\infty} (-z_{3j-1} \cdot x)^n \]

\[ = \sum_{n=1}^{\infty} \left[ \frac{1}{2} \cdot z_j^n + \frac{1}{2} \cdot (-z_j)^n + \frac{z_{3j-1}^2 - 1}{2} \cdot z_{3j-1}^n \right] \cdot x^n. \]

The above equation implies that:

\[ \omega_j^T(n) = \frac{1}{2} \cdot z_j^n + \frac{1}{2} \cdot (-z_j)^n + \frac{z_{3j-1}^2 - 1}{2} \cdot z_{3j-1}^n - \frac{z_{3j-1}^2 - 1}{2} \cdot (-z_{3j-1})^n. \]

By the exponential form of the roots \( (z_j)^{2k+1} = -1 \), it follows immediately that:

\[ -z_j = z_{2k+j}, \quad -z_{3j-1} = z_{2k+3j-1} \quad \text{and} \quad z_{3j-1}^2 = z_j. \]
Hence,  
\[ \omega_j^{T(n)} = \frac{1}{2} \cdot z_j^n + \frac{z_j}{2} \cdot z_{2j+1}^n + \frac{1}{2} \cdot z_{2k+j}^n - \frac{z_j}{2} \cdot z_{2k+3j-1}^n, \]
and the result has been proved.

Example 7.8. For \( k = 0 \) we have \( \omega_{1,0} = -1 \) and \( \omega_{1,1} = i, \omega_{2,1} = -i \). The formula of Theorem 7.7 gives the equation
\[ (-1)^{T(n)} = \frac{1-i}{2} i^n + \frac{1+i}{2} (-i)^n, \]
which is in complete agreement with Theorem 7.5. For \( k = 1 \), we obtain:
\[ i^{T(n)} = \frac{1}{2} \omega_1^n + \frac{\omega_2}{2} \omega_2^n + \frac{1}{2} \omega_3^n - \frac{\omega_4}{2} \omega_4^n, \]
and
\[ (-i)^{T(n)} = \frac{\omega_2}{2} \omega_1^n + \frac{1}{2} \omega_2^n - \frac{\omega_2}{2} \omega_3^n + \frac{1}{2} \omega_4^n. \]
Hence, we have:
\[ (-1)^{T^2(n)} = (-1)^{T(T(n))} = \frac{1-i}{2} i^{T(n)} + \frac{1+i}{2} (-i)^{T(n)}. \]

8. An isometry on a Hilbert space

Theorem 7.7 describes the quantity \( \omega_j^{T(n)} \), for any \( 2^k \)-th root \( \omega_{j,k} \) of \(-1\), as a linear combination of \( (\omega_{j,k+1}^n)_{j=1}^{2^k} \), where the coefficients are independent from \( n \). Motivated by this remark, we now consider the functions \( \Omega_{j,k} : \mathbb{N} \rightarrow \mathbb{C} \), for any \( j \in \mathbb{N}^* \) and \( k \in \mathbb{N} \), such that
\[ \Omega_{j,k}(n) = \omega_j^n, \quad \forall n \in \mathbb{N}. \]
Recall that \( \Omega_{m,k} = \Omega_{j,k} \) for any \( m = j \mod 2^k \). Furthermore, let \( V_k \subset \mathbb{C}^N \) be the vector space generated by \( (\Omega_{j,k})_{j=1}^{2^k} \), i.e.
\[ V_k = \langle \Omega_{1,k}, \Omega_{2,k}, \ldots, \Omega_{2^k,k} \rangle = \left\{ \sum_{j=1}^{2^k} c_j \cdot \Omega_{j,k} \mid c_j \in \mathbb{C}, j = 1, 2, \ldots, 2^k \right\}. \]
This space is equipped with inner product, i.e.
\[ \left\langle \sum_{j=1}^{2^k} c_j \cdot \Omega_{j,k}, \sum_{j=1}^{2^k} d_j \cdot \Omega_{j,k} \right\rangle = \sum_{j=1}^{2^k} c_j \overline{d}_j, \]
for any \( c_j, d_j \in \mathbb{C}, j = 1, 2, \ldots, 2^k \), and the corresponding \( \ell_2 \)-norm:
\[ \left\| \sum_{j=1}^{2^k} c_j \cdot \Omega_{j,k} \right\| = \left( \sum_{j=1}^{2^k} |c_j|^2 \right)^{1/2}, \]
so that \( V_k \) is isometrically isomorphic to \( \ell_2^{2^k} \) via the isometry mapping \( \Omega_{j,k} \) to \( e_j \) for \( j = 1, 2, \ldots, 2^k \).

For every natural number \( k \), the \( 3x + 1 \)-function \( T : \mathbb{N} \rightarrow \mathbb{N} \) defines (through Theorem 7.7) a linear operator \( A_k : V_k \rightarrow V_{k+1} \)
whose values on the vector basis of \( V_k \) are given by the formula:
\[ A_k(\Omega_{j,k}) = \frac{1}{2} \cdot \Omega_{j,k+1} + \frac{\omega_{j,k+1}}{2} \cdot \Omega_{3j-1,k+1} + \frac{1}{2} \cdot \Omega_{2k+j,k+1} - \frac{\omega_{j,k+1}}{2} \cdot \Omega_{2k+3j-1,k+1}. \]
As usual, the linear operator $A_k$ can be described with a $2^k \times 2^{k+1}$ matrix, which we denote by $M_k$. The above formula gives the $i$-th line of the matrix $M_k$. Therefore, for every complex numbers $(c_j)_{j=1}^{2^k}$, we have:

$$A_k(c_1\Omega_{1,k} + \ldots + c_{2^k}\Omega_{2^k,k}) = M_k^k \cdot \begin{bmatrix} c_1 \\ c_2 \\ \vdots \\ c_{2^k} \end{bmatrix}.$$ 

**Example 8.1.** Below we write down the matrix $M_k$ for the first values of $k$:

\[
M_1 = \frac{1}{2} \begin{bmatrix} 1 & -i & 1 + i \end{bmatrix} \\
M_2 = \frac{1}{2} \begin{bmatrix} 1 & \omega_{1,2} & 1 & -\omega_{1,2} \\ \omega_{2,2} & 1 & -\omega_{2,2} & 1 \end{bmatrix} \\
M_3 = \frac{1}{2} \begin{bmatrix} 1 & \omega_{1,3} & 0 & 0 & 1 & -\omega_{1,3} & 0 & 0 \\ -\omega_{2,3} & 1 & 0 & 0 & \omega_{2,3} & 1 & 0 & 0 \\ 0 & 0 & 1 & -\omega_{3,3} & 0 & 0 & 1 & \omega_{3,3} \\ 0 & 0 & \omega_{4,3} & 1 & 0 & 0 & -\omega_{4,3} & 1 \end{bmatrix}
\]

**Theorem 8.2.** For any positive integer $k$ the following equations hold:

1. $(-1)^{T_k(n)} = A_{k-1} \left( (-1)^{T_{k-1}(\cdot)} \right)(n)$ for any $n \in \mathbb{N}^*$.
2. $(-1)^{T_k(n)} = A_{k-1} A_{k-2} \ldots A_1 A_0 \left( (-1)^{T_{0}(\cdot)} \right)(n)$ for any $n \in \mathbb{N}^*$.

**Proof.** The second assertion is an immediate consequence of the first one. The first assertion is proved by induction on $k$. First, we observe that, by the definition of $A_k$, we have

$$A_k(\Omega_{j,k})(n) = \omega_{j,k}^{T(n)}.$$ 

Furthermore, by Theorem 7.3 we know that:

$$(-1)^{T_k(n)} = \sum_{j=1}^{2^k} b_j \omega_{j,k}^n.$$ 

Replacing $n$ with $T(n)$ in the above equation implies

$$(-1)^{T_{k+1}(n)} = \sum_{j=1}^{2^k} b_j \omega_{j,k}^{T(n)} = \sum_{j=1}^{2^k} b_j A_k(\Omega_{j,k})(n) = A_k \left( \sum_{j=1}^{2^k} b_j \Omega_{j,k} \right)(n) = A_k \left( (-1)^{T_{k}(\cdot)} \right)(n).$$

Structure and properties of the operator $A_k$ and the matrix $M_k$. In this subsection, we delve deeper into the properties of the operators $(A_k)_{k=0}^\infty$ and the matrices $(M_k)_{k=0}^\infty$ defined above. The aforementioned examples are quite enlightening.

It follows, by equation (8.1), that for each $j = 1, 2, \ldots, 2^k$ the $j$-th line of the matrix $M_k$ has exactly 4 non zero entries. Two of them are located at the $j$ and $2^k + j$ columns, i.e. at the $(j, j)$ and $(j, 2^k + j)$ entries of $M_k$, and they are equal to $\frac{1}{2}$. Let us now divide $M_k$ into two $2^k \times 2^k$ submatrices: $M_k^L$ containing the first $2^k$ columns of $M_k$ and $M_k^R$ containing the last $2^k$ columns of $M_k$. Then the diagonal entries of $M_k^L$ and $M_k^R$ are all equal to $\frac{1}{2}$. Thus, we may write $M_k^L = \frac{1}{2} I - L_k$ and $M_k^R = \frac{1}{2} I - R_k$, where $I$ is the $2^k \times 2^k$ identity matrix and $L_k, R_k$ are $2^k \times 2^k$ matrices with diagonal entries equal to 0.
By equation (8.1), we also observe that the third non zero element of the \( j \)-th line of \( M_k \) lies at the \( 3j - 1 \) column. However, \( 3j - 1 \) may be greater than \( 2^{k+1} \). Therefore, it is more accurate to say that this element lies at the \( (3j - 1) \mod 2^{k+1} \) column where, however \( 0 \mod 2^{k+1} \) refers to the \( 2^{k+1} \)-th column of the matrix. Similarly, the fourth non zero element of the \( j \)-th line lies at the \( (2^k + 3j - 1) \mod 2^{k+1} \) column. These elements are opposite to each other: one is equal to \( \frac{\omega_j + 1}{2} \) and the other one is \( -\frac{\omega_j + 1}{2} \). We also observe that the “distance” between their positions in the \( j \)-th line of \( M_k \) is always equal to \( 2^k \). This implies that one of these elements lies at the matrix \( M_k \), and hence at the matrix \( L_k \), and the other one lies at the corresponding position of the matrix \( R_k \). Consequently, we have \( R_k = -L_k \).

Therefore, we have the next proposition.

**Proposition 8.3.** For every positive integer \( k \), the matrix \( M_k \) has the following properties.

1. \( M_k \) consists of two submatrices \( M_k^L \) and \( M_k^R \) whose diagonal entries are all equal to \( \frac{1}{2} \).
2. If we write \( M_k^L = \frac{1}{2} I - L_k \) and \( M_k^R = \frac{1}{2} I - R_k \), then \( R_k = -L_k \).
3. For each \( j = 1, 2, \ldots, 2^k \), the \( j \)-line of the matrix \( L_k \) (and of \( R_k \)) contains exactly one non zero element, which lies at the \( (3j - 1) \mod 2^k \) column.
4. Each column of the matrix \( L_k \) (and of \( R_k \)) has exactly one non zero element.

**Proof.** The first two assertions follow immediately by the discussion preceding the proposition. For the third assertion, we know that the non zero element of the \( j \)-line of \( L_k \) lies either at the \( (3j - 1) \mod 2^{k+1} \) or at the \( (2^k + 3j - 1) \mod 2^{k+1} \) column according to which of the two numbers is between 1 and \( 2^k \). However, since \( (3j - 1) \mod 2^{k+1} = (3j - 1) \mod 2^k \) and \( (2^k + 3j - 1) \mod 2^{k+1} = (3j - 1) \mod 2^k \), it can be deduced that the non zero element of the \( j \)-line is located at the \( (3j - 1) \mod 2^k \) column.

Finally, for the fourth assertion, it suffices to observe that for any \( 1 \leq j < \lambda \leq 2^k \) we have \( 3\lambda - 1 \neq 3j - 1 \mod 2^k \) and, hence, each column of \( L_k \) contains exactly one non zero element. \( \square \)

**Remark 8.4.** It is perhaps worth noting that the number 3, which actually determines the position of the non zero entries in \( M_k \) not lying at the diagonal of \( M_k^L \) or \( M_k^R \), comes directly form the Collatz function. Indeed, in the proof of Theorem 7.7 we split out the sum \( \sum_{n=1}^{\infty} \omega_j T(n) x^n \) into two parts: one containing the even power of \( x \) and the other containing the odd powers of \( x \). The proof of the aforementioned theorem shows that the sum of the even powers of \( x \) produces the diagonal elements of \( M_k^L \) and \( M_k^R \). The rest non zero elements are produced by the sum of the even powers of \( x \). Consequently, the number 3 from the Collatz function make his presence in the matrix \( M_k \) by showing the position of the non zero entries not belonging to the diagonal of \( M_k^L \) or \( M_k^R \).

Let now \( L_{k,P} \) be the matrix which results from \( L_k \) by replacing the non zero elements of the latter with 1. By the previous proposition, it follows that \( L_{k,P} \) is a permutation matrix.

**Proposition 8.5.** For any \( k \geq 2 \), the permutation \( \sigma_k \) of the symmetric group \( S_{2^k} \) corresponding to \( L_{k,P} \) is the product of two disjoint cycles, each one having length equal to \( 2^{k-1} \).

In order to prove the proposition, we need the next lemma, which can be proved by induction and elementary number theory.

**Lemma 8.6.** The following hold:

1. Let \( k \geq 2 \) be any integer. Then, \( 2^{k-1} \) is the least positive integer \( j \) satisfying the property \( 3^j = 1 \mod 2^{k+1} \).
2. For any positive integer \( j \), we have that \( 3^j - 5 \) is not a multiple of 8.
Proof of Proposition [8.3]. By Proposition [8.3], it follows that \( \sigma_k \) is the permutation assigning to each \( j \in \{1, 2, \ldots, 2^k\} \) the number \( 3j - 1 \mod 2^k \in \{1, 2, \ldots, 2^k\} \). We claim that this permutation is the product of two cycles: the cycle containing 1 and the cycle containing 3.

Let \( a_1 = 1 \) and let \( \sigma_k^1 = (a_1, a_2, a_3, \ldots) \) be the cycle starting from 1. It is easy to see that for every \( j \geq 1 \), one has

\[
 a_j = (3^{j-1} - 3^{j-2} - \ldots - 3 - 1) \mod 2^k = \frac{3^{j-1} + 1}{2} \mod 2^k.
\]

By the first assertion of the previous lemma, we obtain that

\[
 a_{2^k-j+1} = 1 \mod 2^k, \quad a_j \neq 1 \mod 2^k \forall j = 2, 3, \ldots, 2^k-1.
\]

Similarly, let \( \sigma_k^3 = (b_1, b_2, b_3, \ldots) \) be the cycle starting from \( b_1 = 3 \). Then,

\[
 b_j = (3^{j-1} - 3^{j-2} - \ldots - 3 - 1) \mod 2^k = \frac{5 \cdot 3^{j-1} + 1}{2} \mod 2^k.
\]

Using again the first assertion of the previous lemma, we conclude that

\[
 b_{2^k-j+1} = 3 \mod 2^k, \quad b_j \neq 3 \mod 2^k \forall j = 2, 3, \ldots, 2^k-1.
\]

Consequently, the two cycles have length \( 2^k-1 \). Finally, the number 3 does not belong to the first cycle, since if this was the case, then for some \( j \geq 1 \) we would have

\[
 \frac{3^{j-1} + 1}{2} = 3 \mod 2^k.
\]

The above equation, however, implies that \( 3^{j-1} - 5 = 0 \mod 2^{k+1} \), and according to the previous lemma we have a contradiction. Therefore, the cycles \( \sigma_k^1, \sigma_k^3 \) are disjoint.

Since, for every \( m \in \mathbb{N} \), the non zero elements of \( L_k^m \) and \( L_k^{m^*} \) are located at the same entries of the two matrices, we obtain the next result.

Corollary 8.7. For each \( k, L_k^{2^k-1} \) is a diagonal matrix.

Finally, the fundamental result for the matrices \( M_k \) are given in the next theorem.

Theorem 8.8. For any \( k \in \mathbb{N} \) we have \( M_k M_k^* = I_{2^k} \), where \( I_{2^k} \) is the \( 2^k \times 2^k \) matrix.

Proof. For \( k = 0, 1, 2 \), it is easy to verify that \( M_k M_k^* = I_{2^k} \) (see the matrices in Example 8.1). Hence, we may assume that \( k > 2 \).

For any \( k \geq 2 \) and any \( j = 1, 2, \ldots, 2^k \), the \( j \)-th diagonal element of the matrix \( M_k M_k^* \) is given by:

\[
 \frac{1}{4} \left( 1 + |\omega_{j,k+1}|^2 + 1 + |\omega_{j,k+1}|^2 \right) = 1.
\]

Therefore, we have to verify that the non-diagonal elements of the above matrix are all zero. To this end, we fix integers \( 1 \leq j, \lambda \leq 2^k \), with \( j \neq \lambda \), and we prove that the product if the \( j \)-th line of \( M_k \) with the \( \lambda \)-th column of \( M_k^* \) is zero.

Firstly, we observe that the \( j \)-th line of \( M_k \) comprises the elements \( \frac{1}{2}, \frac{\omega_{j,k+1}}{2}, \frac{1}{2} \) and \( -\frac{\omega_{j,k+1}}{2} \) which are located at the columns \( j, (3j - 1) \mod 2^k + j, 2^k + j \) and \( 2^k + 3j - 1 \mod 2^{k+1} \) respectively. Clearly, an analogous statement holds for the \( \lambda \)-th column of the matrix \( M_k^* \).

We have assumed that \( j \neq \lambda \). Moreover, since \( 1 \leq j, \lambda \leq 2^k \), it follows that \( 2^k + j \neq \lambda \). Hence, we have to distinguish the following cases for the numbers \( j, \lambda \), i.e. the place of the non zero elements of the \( j \)-th line and \( \lambda \)-th column of \( M_k, M_k^* \) respectively.
(1) Suppose that \( j = (3\lambda - 1) \mod 2^{k+1} \). In this case, we clearly have \( 2^k + j = (2^k + 3\lambda - 1) \mod 2^{k+1} \). If we assume that \( \lambda = 3j - 1 \mod 2^{k+1} \), then we obtain:
\[
3j = (9\lambda - 3) \mod 2^{k+1} \quad \text{and} \quad 3j = \lambda + 1 \mod 2^{k+1}.
\]
Hence,
\[
9\lambda - 3 = \lambda + 1 \mod 2^{k+1},
\]
or, equivalently, \( 8\lambda - 4 = 0 \mod 2^{k+1} \). Consequently, \( 4\lambda - 1 = 0 \mod 2^{k-1} \), and, since \( k > 2 \), it follows that \( 4\lambda - 1 \) is even, which is a contradiction.

In a similar way, if we assume that \( 2^k + \lambda = 3j - 1 \mod 2^{k+1} \), then (using the fact that \( k > 2 \)) we reach a contradiction. Therefore, the \((j,\lambda)\)-entry of the matrix \( M_k M_k^\ast \) is equal to:
\[
\frac{\omega_{\lambda,k+1}}{4} - \frac{\omega_{\lambda,k+1}}{4} = 0.
\]

(2) Assume that \( j = (3\lambda - 1 + 2^k) \mod 2^{k+1} \). Then, \( 2^k + j = (3\lambda - 1) \mod 2^{k+1} \). As in the previous case, it follows with similar arguments that \( \lambda \neq (3j - 1) \mod 2^{k+1} \) and \( 2^k + \lambda \neq (3j - 1) \mod 2^{k+1} \). Consequently, the \((j,\lambda)\)-entry of the matrix \( M_k M_k^\ast \) is equal to:
\[
\omega_{\lambda,k+1} - \omega_{\lambda,k+1} = 0.
\]

(3) Finally, we assume that \( j \neq (3\lambda - 1) \mod 2^{k+1} \) and \( j \neq (3\lambda - 1 + 2^k) \mod 2^{k+1} \). Then, in the case where either \( (3j - 1) \mod 2^{k+1} = \lambda \) or \( (3j - 1) \mod 2^{k+1} = 2^k + \lambda \), it follows that the \((j,\lambda)\)-entry of the matrix \( M_k M_k^\ast \) is equal to:
\[
\frac{\omega_{j,k+1}}{4} - \frac{\omega_{j,k+1}}{4} = 0.
\]

In all the other cases, the \((j,\lambda)\)-entry of the matrix \( M_k M_k^\ast \) is trivially equal to 0 and the proof is complete.

\[ \square \]

The next corollary is straightforward.

**Corollary 8.9.** For any \( k \in \mathbb{N} \) we have \( A_k^\ast \circ A_k = id_{V_k} \) and thus \( A_k \) is an isometric embedding.

**Remark 8.10.** Since \( A_k \) cannot be onto \( V_{k+1} \) the equation \( A_k \circ A_k^\ast = id \) is not valid.

**An isometry on a Hilbert space.** We are now ready to “stick together” the operators \( (A_k)_{k=1}^\infty \) and produce an operator on a Hilbert space. More precisely, we consider the direct sum of the spaces \( (V_k)_{k=0}^\infty \), i.e.
\[
V_\infty = \bigoplus_{k=0}^\infty V_k = \left\{ x = (x_k)_{k=0}^\infty \mid x_k \in V_k \text{ for all } k \in \mathbb{N} \text{ and } \sum_{k=0}^\infty ||x_k||^2 < \infty \right\}.
\]
The space \( V_\infty \) is equipped with inner product: for any \( x = (x_k), y = (y_k) \in V_\infty \) we have
\[
\langle x, y \rangle = \sum_{k=0}^\infty \langle x_k, y_k \rangle.
\]
Hence, for any \( x \in V_\infty \), its norm is given by \( ||x|| = \left( \sum_{k=0}^\infty ||x_k||^2 \right)^{1/2} \). It is not hard to see that \( V_\infty \) is a Hilbert space and in particular it is isometrically isomorphic to the space \( \ell_2 \) of all square summable sequences.
We next define the operator \( S \) as the direct sum of the operators \((A_k)_{k=1}^\infty\). That is,

\[
S: V_\infty \rightarrow V_\infty
\]

with

\[
S((x_k)_{k=0}^\infty) = (0, A_0x_0, A_1x_1, A_2x_2, \ldots).
\]

Hence, \( S \) is a “shift-like” operator. The next theorem summarizes the basic properties of \( S \).

**Theorem 8.11.** The following statements hold:

1. The adjoint \( S^*: V_\infty \rightarrow V_\infty \) of the operator \( S \) is given by:

\[
S^*(x) = S^*((x_k)_{k\in\mathbb{N}}) = (A_0^*(x_1), A_1^*(x_2), A_2^*(x_3), \ldots) \quad \forall x = (x_k)_{k\in\mathbb{N}} \in V_\infty.
\]

2. The operator \( S \) is left unitary, that is \( S^*S = \text{id}_{V_\infty} \).

3. The operator \( S \) is an isometric embedding.

**Proof.** The first assertion is straightforward, since,

\[
\langle x, S^*(y) \rangle = \sum_{k=0}^\infty \langle x_k, A_k^*(y_{k+1}) \rangle = \sum_{k=0}^\infty \langle A_k(x_k), y_{k+1} \rangle = \langle S(x), y \rangle,
\]

for all \( x, y \in V_\infty \). The second assertion is an immediate consequence of the first one and Corollary 8.9. Finally, the third assertion is clear.

Bounded linear operators on \( \ell_2 \) have a natural representation by an infinite matrix. If \( L: \ell_2 \rightarrow \ell_2 \) is a bounded linear operator, then the matrix \( A = (a_{i,j}) \) corresponding to \( L \) is defined by the relation \( L(e_i) = \sum_{j=1}^\infty a_{i,j}e_j \). By the definition of \( S \) it is easy to obtain its matrix representation.

**Proposition 8.12.** The matrix \( M \) corresponding to the isometry \( S: V_\infty \rightarrow V_\infty \) is given by

\[
M = \begin{bmatrix}
0 & M_0 & 0_{1,4} & 0_{1,8} & \cdots \\
0 & 0_{2,2} & M_1 & 0_{2,8} & \cdots \\
0 & 0_{4,2} & 0_{4,4} & M_2 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix},
\]

where \( 0_{i,j} \) denotes the \((i,j)\)-zero matrix.

9. **Wold decomposition of the isometry \( S \)**

The operator \( S \) defined in the previous sections is an isometry on the Hilbert space \( V_\infty(\approx \ell_2) \). Therefore, the Wold-von Neumann decomposition can be applied (see for example [7]). This decomposition asserts that every isometry \( S \) on a Hilbert space can be written as a direct sum \( S = (\oplus_{a \in A} S_a) \oplus U \), where \( U \) is a unitary operator (possibly vacuous), \( S_a \) is the unilateral shift on a Hilbert space \( H_a \) and the spaces \( (H_a)_{a \in A} \) are isomorphic to each other. This section’s purpose is to describe the above decomposition of the operator \( S \). We start with the “unitary part” \( U \). Since, \( S \) itself is a shift-like operator, the next proposition is not surprising.

**Proposition 9.1.** The unitary part \( U \) of the operator \( S \) is zero.

**Proof.** In order to find the unitary part of the isometry, one has to apply the operator \( S \) successively and take the space \( V_u = \bigcap_{n=0}^\infty S^n(V_\infty) \). This space is \( S \)-invariant and the unitary part is the restriction of \( S \) to this subspace. However, \( S \) is a shift-like operator, in the sense that \( S^n(V_\infty) \subseteq \bigcup_{j=n}^\infty A_j \). Consequently, \( V_u \) is the trivial space and the unitary part of \( S \) is zero. \( \square \)
Remark 9.2. On account of the fact that we are interested mainly in the limit behaviour of $S$ under iteration, it is rather unfortunate that the unitary part of $S$ does not exist. Under different circumstances (probably using some other operator), a non-zero unitary part could be more interesting for the Collatz conjecture.

The above proposition implies that the operator $S$ can be written as a sum $S = \oplus_{a \in A} S_a$, where $S_a$ is the unilateral shift on a Hilbert space $H_a$. Recall from Section 8 that the space $V_\infty$ is the direct sum of the finite dimensional spaces $\{V_k\}_{k=0}^\infty$ and the operator $S$ is the direct sum of the operators $A_k : V_k \to V_{k+1}$, thus we have:

$$V_0 \xrightarrow{S} V_1 \xrightarrow{S} V_2 \xrightarrow{S} V_3 \ldots$$

Let $e_{10}$ be any vector of $V_0$ with norm 1. We consider the sequence of vectors $e_{10}, S(e_{10}), S^2(e_{10}), \ldots$, where $S^i(e_{10}) \in V_i$ for every $i \in \mathbb{N}$, and we set:

$$H_0 = \text{span}\{S^i(e_{10}) \mid i = 0, 1, 2, \ldots\} \subset V_\infty.$$  

It is not hard to see that the subspace $H_0$ of $V_\infty$ is isometrically isomorphic to the Hilbert space $\ell_2$. Furthermore, $H_0$ is $S$-invariant and the restriction $S_0$ of $K$ to $H_0$ is given by

$$S_0 \left( \sum_{i=0}^{\infty} \lambda_i S^i(e_{10}) \right) = S \left( \sum_{i=0}^{\infty} \lambda_i S^i(e_{10}) \right) = \sum_{i=0}^{\infty} \lambda_i S^{i+1}(e_{10}),$$

i.e. $S_0$ is the unilateral shift of $H_0$.

We next observe that $S(V_0) = \langle S(e_{10}) \rangle$ is a one-dimensional subspace of $V_1$. Let us denote by $M_1$ the orthogonal complement of $S(V_0)$ in $V_1$. Then $M_1$ is also one-dimensional. We repeat the previous procedure by considering any norm-one vector $e_{11}$ in $M_1$ and setting $H_1 = \text{span}\{S^i(e_{11}) \mid i = 0, 1, 2, \ldots\} \subset V_\infty$. Then, $H_1$ is a $S$-invariant subspace of $V_\infty$ and the restriction $S_1$ of $S$ into $H_1$ is the unilateral shift.

In the general case, we consider the orthogonal complement $M_k$ of $S(V_{k-1})$ in $V_k$. Then $M_k$ is a $2^{k-1}$-dimensional subspace of $V_k$. We fix an orthonormal basis $\{e_{jk}\}_{j=1}^{2^{k-1}}$ of $M_k$. For each $j = 1, 2, \ldots, 2^{k-1}$, we set $H_{jk} = \text{span}\{S^i(e_{jk}) \mid i = 0, 1, 2, \ldots\} \subset V_\infty$. Then, $\{H_{jk}\}_{j=1}^{2^{k-1}}$ are isomorphic to $\ell_2$, $S$-invariant subspaces of $V_\infty$ and the restriction $S_{jk}$ of $S$ into $H_{jk}$ is the unilateral shift.

By the above construction, we get immediately the decomposition of the operator $S$.

Proposition 9.3. The following hold.

1. The spaces $\{H_{10}, H_{1j} \mid k = 1, 2, \ldots, j = 1, 2, \ldots, 2^{k-1}\}$ are isometrically isomorphic to $\ell_2$, $S$-invariant subspaces of $V_\infty$ and the restriction $S_{jk}$ of $S$ to $H_{jk}$ is the unilateral shift.

2. The space $V_\infty$ is the direct sum of $H_{jk}$.

3. The operator $S$ is the sum of the copies $S_{jk}$ of the unilateral shift.

10. Collatz conjecture and $C^*$-algebras

In this section, we utilize the $C^*$-algebra generated by the isometry $S$ (defined in Section 8) as well as the $C^*$-algebras of other isometries in order to gain further insight into the Collatz conjecture.
It is clear that the convergence of the Collatz dynamical system \( (T^k(n))_{k=1}^{\infty} \), \( n \in \mathbb{N}^* \), depends on how the sequences of signs \((−1)^{T^k(n)}\) correlate with each other. Since these sequences are periodic with period \(2^k\), it suffices to consider their first parts, i.e. the sequences \(p_k = \left((-1)^{T^k(n)}\right)_{n=1}^{2^k}\). In this study, we utilize the inner product of two sequences as a measure of their correlation.

These correlations can be equivalently seen in the frequency domain in the corresponding transformed sequences as follows. Recall from Section 7 the polynomials \(P_k, k \in \mathbb{N}\), defined as \(P_k(x) = \sum_{\nu=1}^{2^k}(-1)^{T^k(\nu)}x^\nu\). We also need the Discrete Fourier Transform (DFT) matrices based on the roots of the cyclotomic equation \(x^{2^k} + 1 = 0\), i.e. \(W_k = (\omega_{jk}^{i,j})_{i=1,j=1}^{2^k \times 2^k}\), where \(\omega_{jk}^{i,j} = 1/2\times \text{sgn} \left(\frac{1}{2^k}p_k\right)\). Therefore, the transformed sequences, denoted by \(\tilde{p}_k\) are defined as DFT of the normalized sequence of signs \(\frac{1}{2^k}p_k\), i.e.

\[
\tilde{p}_k = DFT \left( \frac{p_k}{\|p_k\|_2} \right) = \frac{1}{2^k}P_k \left( \frac{1}{2^k}W_k \right) = \frac{1}{2^k} \left(P_k(\omega_{jk})\right)_{j=1}^{2^k}.
\]

One of the main results of the paper is that can be viewed collectively in terms of the isometry \(S\) defined on the Hilbert space \(V_\infty = V_0 \oplus V_1 \oplus V_2 \oplus \ldots\) which is represented by the following matrix:

\[
M = \begin{bmatrix}
0 & M_0 & 0 & 0 & \ldots \\
0 & 0 & M_1 & 0 & \ldots \\
0 & 0 & 0 & M_2 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

(see Section 8). The information concerning the signs of the Collatz dynamical systems provided by the above isometry can be summarized in the following formula:

\[
e_1(I - \lambda M)^{-1} = e_1(I + \lambda M + \lambda^2 M^2 + \ldots) = (1, \lambda \tilde{p}_1, \lambda^2 \tilde{p}_2, \lambda^3 \tilde{p}_3, \ldots),
\]

which defines the vector \(\xi^T\) of all sequences of signs in the frequency domain (\(\lambda\) is a fixed complex number in the unit disc, i.e. \(|\lambda| < 1\)).

The Collatz conjecture can be studied via the various autocorrelations of the vector \(\xi^T\). These autocorrelations have to be matched to the autocorrelations of the dynamical system of shift type (not to be confused with the shift operator). The sequences of signs of the ideal shift are given by \(p_k^o = \left((-1)^k\right)_{v=1}^{2^k}\) and in normalized form \(\frac{1}{\|p_k^o\|}p_k^o = \frac{1}{2^k}p_k^o\). The corresponding polynomials are:

\[
P_k^o(x) = \sum_{\nu=1}^{2^k}(-1)^{k^\nu}\cdot x^\nu.
\]

The corresponding transformed sequences in the frequency domain are given by:

\[
\tilde{P}_k^o = DFT \left( \frac{p_k^o}{\|p_k^o\|_2} \right) = \frac{1}{2^k} \left(P_k^o(\omega_{jk})\right)_{j=1}^{2^k}.
\]
In the time domain, the transition map that assigns \( \frac{1}{2\sqrt{2}} p_k^0 \) to \( \frac{1}{2\sqrt{2}} p_{k+1}^0 \) is given by the matrix 
\[-\frac{1}{\sqrt{2}}[I_{2k}, I_{2k}]\]. Consequently, in the frequency domain the transition map between \( \tilde{p}_k^0 \) and \( \tilde{p}_{k+1}^0 \) is given by Fourier conjugation as follows:

\[ M^o_k = \frac{1}{2^{k+1}} [-W_k^*, -W_{k+1}^*] W_{k+1}. \]

These maps define an isometry:

\[ M^o = \begin{bmatrix} 0 & M^o_0 & 0 & 0 & \cdots \\ 0 & 0 & M^o_1 & 0 & \cdots \\ 0 & 0 & 0 & M^o_2 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{bmatrix} \]

in terms of which the sequence of signs (in the frequency domain) of all levels of the ideal shift is given by:

\[ \xi^o = e_1(I - \lambda M^o)^{-1} = (1, \lambda p_1^0, \lambda^2 p_2^0, \lambda^3 p_3^0, \ldots). \]

Correlations of parity vectors in an operator theoretic setting. The correlations of the sequences of signs of the Collatz system in various levels can be seen collectively as autocorrelations of a single infinite dimensional vector \( \xi^T \). These autocorrelations have to be compared with the autocorrelations of the vector \( \xi^o \) coming from the ideal shift. To this end the following two issues have to be addressed:

1. An operator theoretic tool has to be derived to set up all these autocorrelations collectively.
2. The vectors \( \xi^T, \xi^o \) have to be broken down into a low and high part, since only the low part can assume ideal autocorrelations.

The first requirement can be tackled with the definition of an appropriate isometry on the space \( V_\infty \) which is described next. Due to the periodicity of the sequences of signs \( p_k \), two consecutive sequences \( \frac{1}{2\sqrt{2}} p_k \) and \( \frac{1}{2\sqrt{2}} p_{k+1} \) can be correlated by sending the first one to its image via the isometry which in matrix form is given by \( \frac{1}{\sqrt{2}}[I_{2k}, -I_{2k}] \).

In the frequency domain, the Fourier conjugate of the above map is given by:

\[ C_k = \frac{1}{2^{k+1}} [W_k^*, -W_{k+1}^*] W_{k+1} \]

and it can be used to correlate \( \tilde{p}_k \) and \( \tilde{p}_{k+1} \), as

\[ \langle \tilde{p}_k C_k, \tilde{p}_{k+1} \rangle = \langle \tilde{p}_k, \tilde{p}_{k+1} C_k^* \rangle. \]

Hence, one can correlate \( \tilde{p}_k \) and \( \tilde{p}_{k+\lambda} \) via the composition

\[ C_k \circ C_{k+1} \circ \ldots \circ C_{k+l-1}. \]

Consequently, all autocorrelations of \( \xi \) vectors can be collectively viewed via the isometry

\[ C = \begin{bmatrix} 0 & C_0 & 0 & 0 & \cdots \\ 0 & 0 & C_1 & 0 & \cdots \\ 0 & 0 & 0 & C_2 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{bmatrix} \]

by invoking expressions of the form \( \frac{1}{\|C\|} \langle \xi^{\alpha'}, \xi^{\alpha''} \rangle \).
As far as the decomposition of $\xi$ in low and high part, this is achieved as follows. We fix an integer $r$, with $1 < r < 2^k$ and we decompose $\bar{p}_k$ (and similarly $\bar{p}_{k+1}$) into two vectors:

$$\bar{p}_k = \Delta_L \bar{p}_k + \Delta_H \bar{p}_k = \frac{1}{2k/2} DFT(id_{\leq r}(p_k)) + \frac{1}{2k/2} DFT(id_{> r}(p_k)),$$

where $id_{\leq r}((-1)^{\nu_k(v)})_{\nu=1}^{2^k} = ((-1)^{\nu_k(1)}, (-1)^{\nu_k(2)}, \ldots, (-1)^{\nu_k(r)}, 0, \ldots, 0)$ and $id_{> r}$ is defined in the obvious way. Therefore, for a sequence $r = (r_i)_{i=1}^{\infty}$, with $1 < r_i < 2^i$ for any $i \in \mathbb{N}$, we can define the vectors

$$\xi_r^T = (1, \lambda \Delta_L^{r_1} \tilde{p}_1, \lambda^2 \Delta_L^{r_2} \tilde{p}_2, \lambda^3 \Delta_L^{r_3} \tilde{p}_3, \ldots)$$

$$\xi_r^o = (1, \lambda \Delta_L^{r_1} \tilde{p}_1^0, \lambda^2 \Delta_L^{r_2} \tilde{p}_2^0, \lambda^3 \Delta_L^{r_3} \tilde{p}_3^0, \ldots).$$

**Collatz powers and correlations.** The existence of a single attractor to which all Collatz trajectories converge implies that $T^{f(n)}(n) \in \{1, 2\}$ for some function $f: \mathbb{N}^* \rightarrow \mathbb{N}^*$. Conversely, given $f: \mathbb{N}^* \rightarrow \mathbb{N}^*$ we are interested in assessing the convergence properties of $f$ acting by exponentiation on $T$. We may assume that $f$ is increasing and that $f(n) \geq \log_2 n$. Denote by $Inc$ the set of all these functions, i.e.

$$Inc = \{ f: \mathbb{N}^* \rightarrow \mathbb{N}^* \mid f \text{ is increasing and } f(n) \geq \log_2 n \text{ } \forall n \in \mathbb{N}^* \}.$$  

Any function belonging to the above set is piecewise constant in a wider sense and therefore it is determined by two strictly increasing sequences:

$$x(f) = (a_1, a_2, a_3, \ldots) \quad \text{and} \quad y(f) = (b_1, b_2, b_3, \ldots),$$

as follows:

$$f(n) = y(f)_i = b_i \quad \text{for any } a_i \leq n < a_{i+1}.$$  

Any function $f \in Inc$ defines a new increasing function $f^*: \mathbb{N}^* \rightarrow \mathbb{N}^*$ such that $x(f^*) = y(f)$ and $y(f^*)_i = x(f)_{i+1} - 1$ for any $i \geq 0$. In this setting, we call $f^*$ the conjugate of $f$. It is not hard to observe that for any positive integer $n$, we have:

$$f(f^*(n)) \leq n \quad \text{and} \quad f^*(f(n)) \geq n.$$  

Indeed, for the first inequality, assume that $b_i \leq n < b_{i+1}$ for some $i$. Then $f^*(n) = a_{i+1} - 1 < a_{i+1}$, which implies that $f(f^*(n)) \leq b_i \leq n$.

As far as the second inequality is concerned, we assume that $a_i \leq n < a_{i+1}$ for some $i$. Then, $f(n) = b_i$ which implies that $f^*(f(n)) = f^*(b_i) = a_{i+1} - 1 \geq n$.

The functions $f$ and $f^*$ have the following duality property concerning the solvability of the Collatz conjecture.

**Theorem 10.1.** Assume that $f \in Inc$. The following are equivalent.

1. $T^{f(n)}(n) \in \{1, 2\}$ for every $n \in \mathbb{N}^*$.
2. For every $n_1 \leq n_2$ in $\mathbb{N}^*$, we have

$$\langle id_{\leq f^*(n_1)}(p_{n_1}), id_{\leq f(n_2)}(p_{n_2}) \rangle = (-1)^{n_2 - n_1} f^*(n_1).$$

**Proof.** In order to prove the implication (1) $\Rightarrow$ (2), we firstly observe that for any $n, k \in \mathbb{N}^*$ with $k \leq f^*(n)$, we have $T^n(k) \in \{1, 2\}$. Indeed, since $f$ is increasing, we obtain that $f(k) \leq f(f^*(n)) \leq n$. However, $T^{f^*(k)}(k) \in \{1, 2\}$ and, thus, $T^n(k) \in \{1, 2\}$. 


Secondly, if \( T^n(k) \in \{1, 2\} \) for some \( n \in \mathbb{N}^* \), then the sequence \( (T^{n+i}(k))_{i=0}^{\infty} \) is 2-periodic taking successively the values 1, 2. This easily implies that \( T^{n+i}(k) - T^n(k) = i \mod 2 \) for any \( i \geq 0 \). Therefore,

\[
(-1)^{T^{n+i}(k)+T^n(k)} = (-1)^i.
\]

By the above remarks, we deduce that

\[
\langle \text{id}_{\leq f^*(n_1)}(p_{n_1}), \text{id}_{\leq f^*(n_2)}(p_{n_2}) \rangle = \sum_{1 \leq k \leq f^*(n_1)} (-1)^{T^{n_2}(k)+T^{n_1}(k)}
\]

\[
= \sum_{1 \leq k \leq f^*(n_1)} (-1)^{T^{n_1+n_2-n_1}(k)+T^{n_1}(k)}
\]

\[
= \sum_{1 \leq k \leq f^*(n_1)} (-1)^{n_2-n_1} = (-1)^{n_2-n_1} f^*(n_1)
\]

For the reverse implication, we fix \( n \in \mathbb{N}^* \) and we set \( n_1 = f(n) \). By Corollary 7.2, it suffices to prove that the sequence \( \left((-1)^{T^{n_1+i}(n)}\right)_{i=0}^{\infty} \) is periodic with period equal to 2. For an \( i \in \mathbb{N} \), we set \( n_2 = n_1 + i \) and by our hypothesis we obtain:

\[
\langle \text{id}_{\leq f^*(n_1)}(p_{n_1}), \text{id}_{\leq f^*(n_2)}(p_{n_2}) \rangle = (-1)^{n_2-n_1} f^*(n_1),
\]

i.e.

\[
\sum_{k=1}^{f^*(n_2)} (-1)^{T^{n_2}(k)+T^{n_1}(k)} = (-1)^i f^*(n_1).
\]

The last equation implies that

\[
(-1)^{T^{n_2}(k)+T^{n_1}(k)} = (-1)^i \quad \forall k = 1, 2, \ldots, f^*(n_1).
\]

Since \( n_1 = f(n) \), it follows that \( f^*(n_1) = f^*(f(n)) \geq n \). Consequently, the above equation holds true for \( k = n \leq f^*(n_1) \), and we obtain that

\[
(-1)^{T^{n_1+i}(n)}(-1)^{T^{n_1}(n)} = (-1)^i.
\]

Therefore, the sequence \( \left((-1)^{T^{n_1+i}(n)}\right)_{i=1}^{\infty} \) is periodic with period 2 and the proof is complete. \( \square \)

**Corollary 10.2.** Assume that \( f \in \text{Inc} \). The following are equivalent.

1. \( T^{f(n)}(n) \in \{1, 2\} \) for every \( n \in \mathbb{N}^* \).
2. For every \( n_1 < n_2 \) in \( \mathbb{N}^* \), we have

\[
\langle \Delta_L^{f^*(n_1)} p_{n_1}, C_{n_1} C_{n_1+1} \ldots C_{n_2-1}, \Delta_L^{f^*(n_2)} p_{n_2} \rangle \sim (-1)^{n_2-n_1} f^*(n_1) / 2^{n_1+n_2}.
\]

**Solvability of Collatz in terms of a net of \( C^* \)-algebra functionals.** Final results. The evolution and convergence of Collatz orbits depend on the behavior of powers of \( T \), i.e. \( T^k(n) \). These powers, in the setting of the present paper, can be described collectively in terms of the operator \( M \) which is an isometry. All the powers of \( M \) as well as their linear combinations together with inverse powers, which are depicted by power of \( M^* \), are contained in an algebra structure \( A(S) \), the \( C^* \)-algebra of an isometry. This algebra contains elements of the form \( a(S, S^*) = \sum a_{ij}(S^*)^i S^j \).

We will characterize the solvability of Collatz in terms of this structure. In order to achieve this goal, we need to define appropriate linear functionals:

\[
\varphi_f : A(S) \rightarrow \mathbb{C}
\]
The Collatz conjecture is true if and only if the set
\[ \{a \mid a = T^n f, f \in \text{Inc}\} \]
for every \( f \in \text{Inc} \) we define the vectors:
\[
\xi_f^T = \left(1, \lambda \Delta f^{(1)}(\bar{p}_1), \lambda^2 \Delta f^{(2)}(\bar{p}_2), \lambda^3 \Delta f^{(3)}(\bar{p}_3), \ldots \right)
\]
\[
\xi_f^\omega = \left(1, \lambda \Delta f^{(1)}(\bar{p}_1), \lambda^2 \Delta f^{(2)}(\bar{p}_2), \lambda^3 \Delta f^{(3)}(\bar{p}_3), \ldots \right)
\]
and the functional on \( A(S) \)
\[
\varphi_f(a(S, S^*)) = \frac{1}{\|\xi_f^T\|^2} \langle \xi_f^T, \xi_f^\omega a(C, C^*) \rangle - \frac{1}{\|\xi_f^\omega\|^2} \langle \xi_f^\omega, \xi_f^\omega a(C, C^*) \rangle.
\]
Then \( \varphi_f \) is a functional that compares the correlations of the sequences of signs of \( T \) with those of the ideal shift. In the case where these two coincide for some \( f \in \text{Inc} \), then \( T^{f(n)}(n) \in \{1, 2\} \), for every \( n \), and thus the Collatz conjecture is true. Consequently, we obtain the next result.

**Theorem 10.3.** The Collatz conjecture is true if and only if the set \( \{f \in \text{Inc} \mid \varphi_f = 0\} \) is non empty.

**Corollary 10.4.** If the set \( \{f \in \text{Inc} \mid \varphi_f = 0\} \) is non empty, then this set has a minimum element \( f_0 \in \text{Inc} \), which is
\[
f_0(n) = \max \{s(i) \mid i \leq n\}.
\]
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