Quantum Krylov subspace algorithms for ground and excited state energy estimation
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Quantum Krylov subspace diagonalization (QKSD) algorithms provide a low-cost alternative to the conventional quantum phase estimation algorithm for estimating the ground and excited-state energies of a quantum many-body system. While QKSD algorithms typically rely on using the Hadamard test for estimating Krylov subspace matrix elements of the form, $\langle \phi_i | e^{-iH\tau} | \phi_j \rangle$, the associated quantum circuits require an ancilla qubit with controlled multi-qubit gates that can be quite costly for near-term quantum hardware. In this work, we show that a wide class of Hamiltonians relevant to condensed matter physics and quantum chemistry contain symmetries that can be exploited to avoid the use of the Hadamard test. We propose a multi-fidelity estimation protocol that can be used to compute such quantities showing that our approach, when combined with efficient single-fidelity estimation protocols, provides a substantial reduction in circuit depth.

In addition, we develop a unified theory of quantum Krylov subspace algorithms and present three new quantum-classical algorithms for the ground and excited-state energy estimation problems, where each new algorithm provides various advantages and disadvantages in terms of total number of calls to the quantum computer, gate depth, classical complexity, and stability of the generalized eigenvalue problem within the Krylov subspace.

INTRODUCTION

The eigenpair problem for large matrices, which often consists of finding the smallest $k$ (or largest $k$) eigenvalues and eigenvectors of a matrix, remains one of the most ubiquitous problems in science. Within physics and chemistry, this problem is equivalent to finding the ground and low-lying excited state energies of a quantum many-body system represented by a large Hamiltonian matrix. While quantum computers provide a scalable route for solving this problem through the multi-ancilla-based quantum phase estimation algorithm, this approach will most likely require fault-tolerant quantum computing hardware [1–7]. As a result, variational quantum algorithms such as the variational quantum eigensolver (VQE) [8,10] and quantum approximate optimization algorithm (QAOA) [11] have emerged as possible candidate algorithms capable of dealing with the constraints of the current hardware in the noisy intermediate scale quantum (NISQ) era [12].

Variational quantum algorithms aim to solve an optimization problem, $\min_\theta C(\theta)$, encoded through a cost function that is typically written in the form $C(\theta) = \langle \Psi(\theta) | H | \Psi(\theta) \rangle$, where $H$ represents a Hermitian operator that encodes the problem of interest [13]. By defining a parameterized quantum circuit, $| \Psi(\theta) \rangle = U(\theta) | 0 \rangle^{\otimes N}$, with respect to a tunable set of parameters $\theta$, e.g. single-qubit Pauli rotation gates, the quantum computer provides estimates of $C(\theta)$ while the classical computer performs an optimization subroutine that provides an update rule for the parameters $\theta$ (e.g. using gradient descent). This methodology can be used to solve the eigenpair problem to estimate the ground and excited-state energies of quantum systems [14,16]. While variational quantum algorithms have a substantial advantage in terms of gate depth, they also have significant drawbacks. For example, it has been shown that for a large class of quantum circuits, the optimization landscapes are highly non-convex, making the problem of finding the global minimum NP-hard [17]. It has also been shown that barren plateaus, consisting of exponentially vanishing gradients, can also arise in a wide range of conditions [18–21]. For such cases, the optimization problem becomes intractable due to the inability to update the optimization parameters $\theta$.

In recent years, quantum subspace diagonalization (QSD) methods have emerged as an alternative way of solving the eigenvalue problem for large matrices, capable of dealing with the aforementioned drawbacks [22–25]. The basic idea consists of using a set of non-orthogonal quantum states, easily preparable on quantum computers, which can be used to define a generalized eigenvalue problem where the size of the corresponding matrices are exponentially smaller. The hybrid quantum-classical algorithm consists of using the quantum computer to compute the relevant matrix elements, while the generalized eigenvalue problem is solved on the classical computer (see Figure 1). The solution of the generalized eigenvalue problem provides an estimate of the relevant eigenpairs.

A number of interesting QSD methods have been proposed which can be classified according to the numerous ways that the non-orthogonal states are defined. For instance, McClean et al. showed that by using the set of non-orthogonal basis states $a_j | \Psi_G \rangle$, it is possible to find low-lying excited states based on the ground state $| \Psi_G \rangle \approx | \Psi(\theta) \rangle$, which is found through the standard variational quantum eigensolver [20,27]. $K$-moment states have also been proposed as an alternative way of con-
constructing the non-orthogonal basis states, which becomes scalable when the $K$-moment unitaries are tensor products of Pauli operators \[28, 29\].

It is also possible to have provable guarantees for convergence if the set of non-orthogonal states form a Krylov basis \[30\], which is defined by the repeated application of the matrix of interest, $H$, acting on the initial guess vector $|\phi_0\rangle$, resulting in the Krylov subspace $K_M = \text{span}\{|\phi_0\rangle, H|\phi_0\rangle, H^2|\phi_0\rangle, \ldots, H^{M-1}|\phi_0\rangle\}$. The Lanczos method \[31\] is one of the most well-known algorithms that uses this subspace to solve the eigenpair problem with convergence properties that are dependent on the spectral properties of the matrix $H$ as well as the overlap of the guess vector $|\phi_0\rangle$ with the true solution. While this method is routinely executed on classical computers, its implementation on a quantum computer is more challenging since $H$ is not unitary. Nonetheless, interesting approaches that invoke sums of unitary operators as approximations to the Hamiltonian matrix and its higher powers have recently been suggested \[24, 32\] and remains an ongoing research direction. Motta et al. have also proposed the QLanczos algorithm which defines the Krylov subspace by the repeated application of the imaginary time evolution propagator, $f(H) = e^{-i\hat{H}\tau}$, for a large class of Hamiltonians relevant to nuclear physics, quantum chemistry, and condensed matter physics. Our approach avoids the need for an ancilla qubit with controlled multi-qubit controlled unitary operations \[23, 25\]. This approach substantially increases the circuit depth, making it more difficult for NISQ-era hardware.

In this work, we provide several major contributions which address the outstanding problems discussed above. First, we show that the Hadamard test is not required to estimate the Krylov subspace elements of the form $\langle \phi_i | e^{-i\hat{H}\tau} | \phi_j \rangle$ for a large class of Hamiltonians relevant to nuclear physics, quantum chemistry, and condensed matter physics. Our approach avoids the need for an ancilla qubit with controlled unitary operations and, when combined with efficient fidelity estimation protocols, provides a substantial reduction in circuit depth compared to previous approaches. Our second major contribution includes the proposal of three new generalized eigenvalue problems which can be used to estimate both ground and excited-state energies. Each of these generalized eigenvalue problems provides various advantages and disadvantages in terms of the total number of calls to the quantum computer, gate depth, classical post-processing complexity, as well as stability of the generalized eigenvalue problem based on the condition number of the overlap matrix $S$.

In particular, we show that two of the newly proposed generalized eigenvalue problems involving the unitary function $e^{-i\hat{H}\tau}$ only require $O(M)$ calls to the quantum computer compared to the $O(LM^2)$ calls that are required for QKSD algorithms which use Hamiltonian-based generalized eigenvalue problems. We also show that two of the newly proposed generalized eigenvalue problems developed in the 1990s \[34, 36\]. Independently, Stair et al. proposed a multi-reference selected quantum Krylov subspace (MRSQK) algorithm \[24\] which can be viewed as a generalization of QFD. These methods represent variants of the QLanczos algorithm where the real-time evolution operator, $e^{-i\hat{H}\tau}$, is used to generate the Krylov basis, where $\tau$ is equal to the time step size and we assume atomic units such that $\hbar = 1$ throughout this manuscript. While these methods have shown great promise, they are not without practical issues with respect to NISQ-era applications. First, quantum Krylov subspace algorithms based on real-time dynamics require Hadamard test quantum circuits (see Appendix for more details), which uses an ancilla qubit with controlled multi-qubit controlled unitary operations \[23, 25\]. This approach substantially increases the circuit depth, making it more difficult for NISQ-era hardware. Second, the number of calls to the quantum computer that are required to construct the Krylov subspace matrices scales as $O(LM^2)$ where $L$ is the number of terms in the Hamiltonian and $M$ is the subspace matrix size \[23\]. Third, single-reference Krylov subspace algorithms also suffer from large condition numbers (ratio of largest to smallest singular values) of the overlap matrix $S$ that become substantially worse as the number of time steps increases. In principle, this could make the solution of the generalized eigenvalue problem not possible for many problems of interest, such as strongly correlated systems.

In this manuscript, we focus on solving the eigenpair problem with sets of Krylov basis states generated by real-time quantum dynamics. This idea, in the context of quantum computing approaches to the eigenpair problem, was pioneered by Parrish and McMahon \[23\]. They referred to their approach as the quantum filter diagonalization (QFD) algorithm, because of similarities with the classical-computer-based filter diagonaliztion methods.
problems, which also use real-time quantum dynamics to generate the Krylov space as in the QFD approach [24] more closely resemble the original classical filter diagonalization method (FDM) originally proposed by Wall and Neuhauser [34] and subsequently further developed and elaborated upon by Mandelshtam and Taylor [35] in that they target specific energy ranges by energy filtering. Compared to typical Krylov subspace algorithms which have a classical computational complexity scaling that is polynomial in the total number of time steps, the FDM method provides a constant time scaling \( \mathcal{O}(1) \). We also find empirical evidence that the corresponding generalized eigenvalue problems have condition numbers that are orders of magnitude smaller than the single-reference Krylov subspace counterparts as the number of time steps increases. To test the efficacy of the proposed algorithms, we numerically compare these four methods for the problem of finding the ground-state and excited-state energies of various quantum chemistry Hamiltonians, showing fast convergence with a small number of discrete time steps.

It is worth noting that while we were finalizing this manuscript, we became aware of the paper by Klymko et al. [37], currently in preprint, which is similar in spirit to our work. Klymko et al. provide a theoretical basis for non-orthogonal states generated by real-time dynamics, and independently proposed a hybrid quantum-classical algorithm based on the generalized eigenvalue problem with the unitary function, \( e^{-iH\tau} \), which they refer to as variational QPE or VQPE. This method is equivalent to one of the three new methods that we present in this manuscript, which we refer to as KDM U. In addition, their major contributions include a comprehensive study of the effects of noise, Trotter-Suzuki error, and a comparison between VQPE and the conventional QPE algorithm in terms of the total simulation time and total number of time steps required to reach chemical accuracy. Our major contributions include the multi-fidelity estimation protocol which may be used to avoid the Hadamard test, as well as the two hybrid quantum-classical algorithms based on Fourier filter energies, which more closely resemble the classical filter diagonalization method of Wall and Neuhauser, and Mandelshtam and Taylor [34, 35], which we refer to as the FDM H and FDM U methods.

**QUANTUM KRYLOW SUBSPACE DIAGONALIZATION METHOD**

We aim to find the ground and excited-state energies of a general many-body Hamiltonian written as a sum of \( N \)-qubit Pauli terms, \( \hat{H} = \sum_i h_i \hat{P}_i \), where \( h_i \) is a weighting coefficient and \( \hat{P}_i \) is a general tensor product of \( N \) Pauli operators, \( \hat{P}_i = \otimes_{k=1}^N \hat{P}_k^{(\mu_k)} \), with \( \mu_k \) denoting the qubit number and \( \mu_k \) acts as a label for the type of Pauli operator \( \{\hat{I}, \hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z\} \). We do not impose any type of restrictions on the locality of the Hamiltonian, thereby allowing for the implementation of the proposed algorithms for many problems relevant to nuclear physics, condensed matter physics, and quantum chemistry. For illustration purposes, we will focus on the canonical quantum chemistry Hamiltonian in second quantization which is able to represent the electronic structure problem of a wide variety of molecular systems (see appendix for details).

The Hamiltonian \( \hat{H} \) obeys the standard eigenvalue equation, \( \hat{H} |\psi_k\rangle = E_k |\psi_k\rangle \), with the energy eigenvalue \( E_k \) and corresponding eigenvector \( |\psi_k\rangle \), assumed to satisfy the orthonormality condition, \( \langle \psi_k | \psi_k' \rangle = \delta_{kk'} \). General functions of the Hamiltonian \( f(\hat{H}) \) will also obey the eigenvalue equation,

\[
f(\hat{H}) |\psi_k\rangle = f(E_k) |\psi_k\rangle.
\]  

The matrix size for this eigenvalue problem scales exponentially with the total number of qubits. However, as we show below, this equation can be used to define a wide variety of generalized eigenvalue problems in a subspace that is exponentially smaller. The basic idea requires expanding the eigenvector \( |\psi_k\rangle \) as a linear combination of non-orthogonal states \( |\phi_n\rangle \),

\[
|\psi_k\rangle \approx \sum_{n=0}^{M-1} c_n |\phi_n\rangle.
\]  

Substituting this result into (1) and multiplying from the left by \( \langle \phi_{n'} | \) and multiplying from the right by \( | \phi_{n'} \rangle \), we find the generalized eigenvalue problem,

\[
F(\hat{H})c = f(E_k)Sc,
\]  

where \( c = (c_0, c_1, \cdots, c_{M-1})^T \) is a column vector of expansion coefficients and the subspace matrices \( F(\hat{H}) \) and \( S \) are defined by the matrix elements,

\[
[F(\hat{H})]_{nn'} = \langle \phi_n | f(\hat{H}) | \phi_{n'} \rangle \quad \text{and} \quad [S]_{nn'} = \langle \phi_n | \phi_{n'} \rangle. \]  

Naturally, the subspace matrix size is much smaller in the non-orthogonal basis when \( M \ll 2^N \), and is also more general than Hamiltonian-based generalized eigenvalue problems derived in previous works. The choice of Hamiltonian function \( f(\hat{H}) \) and non-orthogonal basis, \( |\phi_n\rangle \), will ultimately lead to a wide variety of different hybrid quantum-classical algorithms with trade-offs in terms of convergence, number of calls to the quantum computer, circuit depth, and classical complexity required for post-processing. Although it might not be implementable in the near-term, it is worth mentioning that a non-orthogonal basis defined by the function, \( f(\hat{H}) = \exp \left( i \arccos (\hat{H}^T \tau) \right) \), as used in qubitization [38], would provide an effective way to estimate both ground and excited-state energies with equivalent circuit depths as a single Trotter time step but avoiding Trotter error [39]. However, this comes at a cost adding a register of
ancilla qubits with controlled multi-qubit unitary gates.

For our purposes, we will focus on the standard Hamiltonian and real-time evolution operators, \( f(\hat{H}) = \hat{H} \) and \( f(\hat{H}) = e^{-i\hat{H}\tau} \). We will also consider two different sets of non-orthogonal states, thereby obtaining four different quantum-classical algorithms which provide various advantages and disadvantages as discussed below.

Krylov subspace diagonalization method (KDM). The Krylov subspace diagonalization method assumes the eigenvector \( |\psi_k\rangle \) may be written as a linear combination of real-time evolved Krylov basis states,

\[
|\psi_k\rangle \approx |\psi_K\rangle = \sum_{n=0}^{M-1} c_n e^{-in\hat{H}\tau} |\phi_o\rangle = \sum_{n=0}^{M-1} c_n |\phi_n\rangle \tag{5}
\]

where \( |\phi_o\rangle \) is the initial single-reference state. Using the steps outlined above, the corresponding generalized eigenvalue problem may be written as, \( \mathbf{F}_K(\hat{H})c_K = f(\mathbf{E}_K)\mathbf{S}_K c_K \), where the subscript \( K \) denotes the real-time Krylov basis with the subspace matrix elements defined using equation (1). We emphasize that this basis, specifically when \( f(\hat{H}) = \hat{H} \), which we refer to as the KDM H method, recovers the QFD and MRSQK methods in the limit of a single reference state [23, 24]. Our new contribution therefore corresponds to the KDM method with \( f(\hat{H}) = e^{-i\hat{H}\tau} \), which we refer to as the KDM U method, which also coincides with the recent proposal by Klymko et al. [27].

Filter Diagonalization Method (FDM). The filter diagonalization method, on the other hand, approximates \( |\psi_F\rangle \) as a linear combination of time-evolved wavefunctions which are Fourier transformed with respect to a set of filter energies \( E_j \),

\[
|\psi_k\rangle \approx |\psi_F\rangle = \sum_{j=1}^{J} \sum_{n=0}^{M-1} c_j e^{-in(\hat{H} - E_j)\tau} |\phi_o\rangle = \sum_{j} c_j |\phi_j\rangle \tag{6}
\]

resulting in the generalized eigenvalue problem, \( \mathbf{F}_J(\hat{H})c_J = f(E_k)\mathbf{S}_K c_J \) with matrix elements defined by the non-orthogonal basis of filter energies. This type of basis has an interesting property in that \( |\phi_j\rangle \) will be dominated by eigenvectors whose eigenvalues are close to the filter energies \( E_j \). If we expand the starting state, \( |\phi_o\rangle \), in terms of the true eigenvectors \( |\psi_{k'}\rangle \) of the Hamiltonian, such that \( |\phi_o\rangle = \sum_{k'} c_{k'} |\psi_{k'}\rangle \), then it is possible to show that,

\[
|\phi_j\rangle = \sum_{k'} c_{k'} \frac{1 - e^{-iM(E_{k'} - E_j)\tau}}{1 - e^{-i(E_{k'} - E_j)\tau}} |\psi_{k'}\rangle , \tag{7}
\]

highlighting the fact that eigenvectors with eigenvalues \( E_{k'} \) that are close to the filter energies \( E_j \) will have the largest contribution. In total, the FDM method will give rise to two new quantum-classical algorithms which we refer to as the FDM H method if \( f(\hat{H}) = \hat{H} \) and FDM U method if \( f(\hat{H}) = e^{-i\hat{H}\tau} \).

Relationship between both non-orthogonal bases. Analyzing the two generalized eigenvalue problems, it is possible to show that the two approaches are related by the \( M \times J \) transformation matrix,

\[
\mathbf{W} = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
-\text{i}E_1 & -\text{i}E_2 & \cdots & -\text{i}E_J \\
-\text{i}E_1 & -\text{i}E_2 & \cdots & -\text{i}E_J \\
\vdots & \vdots & \ddots & \vdots \\
-\text{i}(M-1)E_1 & -\text{i}(M-1)E_2 & \cdots & -\text{i}(M-1)E_J 
\end{pmatrix}
\]

resulting in the following relationship between the real-time evolution Krylov diagonalization method and the filter diagonalization method,

\[
\mathbf{W}^\dagger \mathbf{F}_K(\hat{H})\mathbf{W} = \mathbf{F}_J(\hat{H}) \tag{8}
\]

\[
\mathbf{W}^\dagger \mathbf{S}_K \mathbf{W} = \mathbf{S}_J . \tag{9}
\]

In the case that the filter frequencies are chosen with an equidistant grid, such that \( E_j = \frac{2\pi\tau}{M} j \) where \( j = 0, \ldots, M-1 \), then the transformation \( \mathbf{W} \) becomes a unitary matrix up to a normalization factor equivalent to the discrete Fourier transform matrix. It is important to emphasize, however, that the total number of discrete energies \( J \) can be much smaller than the total number of time steps, \( M \), resulting in a constant-time \( \mathcal{O}(1) \) computational complexity for solving the FDM-based generalized eigenvalue problem on the classical computer, compared to the polynomial scaling \( \mathcal{O}(\text{poly}(M)) \) for the KDM method. Moreover, the choice of filter window with a suitable number of filter energies can also stabilize the generalized eigenvalue problem resulting in smaller condition numbers for the overlap matrix \( \mathbf{S} \). We provide evidence of this result in the numerical experiments section of the manuscript.

Number of calls to the quantum computer. In the following, we provide an estimate of the number of calls to the quantum computer, \( N_K \), required to construct the Krylov subspace matrix elements defined by Equation (4). We assume that the subspace matrix elements are computed with Hadamard-test quantum circuits, or equivalently, with the multi-fidelity estimation protocol which we describe in the following section. For the latter, our estimates are based on single fidelity estimation circuits, such as a SWAP-test circuit or a mirror-like quantum circuit, as outlined in the Discussion section below. In general, the estimation of these quantities to precision \( \epsilon \) will require \( 1/\epsilon^2 \) samples, which will result in a \( 1/\epsilon^2 \) multiplicative factor for all of the cases we consider below. Furthermore, we will restrict ourselves to the single-reference Krylov subspace algorithm, though more general estimates of the multi-reference case may be done with the same arguments.

We first consider the estimation of the overlap matrix elements in \( \mathbf{S} \), noting that they will be the same for all four methods. These matrix elements are equivalent to correlation functions of the form \( C_n(\tau) = \langle \hat{A}_n(\tau) \hat{A}_n(0) \rangle = \langle \mathbf{c}_n(e^{i\tau\hat{H}}) \mathbf{c}_n^\dagger \rangle \).
TABLE I. Summary of results. $N_K$ is equal to the number of measurements/calls to the quantum computer required to construct the Krylov subspace matrix elements. $L$ is equal to the total number of terms in the Hamiltonian $H$. $M$ is equal to the order of real-time evolved Krylov subspace. The exponent $p$ is equal to one if the Hamiltonian, $H$, perfectly commutes with the quantum circuit unitary which approximates the time-evolution operator, $e^{-iH\tau}$, otherwise it is equal to two.

| $f(H)$ | Non-orthogonal Basis | $N_K$ | Classical Complexity |
|--------|---------------------|-------|---------------------|
| $\hat{H}$ | real-time dynamics | $O(LM^p/\epsilon^2)$ | $O(\text{poly}(M))$ |
| $e^{-iH\tau}$ | real-time dynamics | $O(M/\epsilon^2)$ | $O(\text{poly}(M))$ |
| $\hat{H}$ | Fourier filter energies | $O(LM^p/\epsilon^2)$ | $O(1)$ |
| $e^{-iH\tau}$ | Fourier filter energies | $O(M/\epsilon^2)$ | $O(1)$ |

$\langle \phi_o | e^{-in\hat{H}\tau} | \phi_o \rangle$. By assuming that a single call to the quantum computer provides an estimate of both the real and imaginary parts of the correlation function $C_n(\tau)$, then $M - 1$ calls to the quantum computer are required to construct the overlap matrix $S$.

For $f(\hat{H}) = \hat{H}$, the matrix elements of the subspace matrix $F(\hat{H})$ may be written as $\langle \phi_o | \hat{H} | \phi_o \rangle = \langle \phi_o | e^{i\hat{H}\tau} \hat{H} e^{-i\hat{H}\tau} | \phi_o \rangle$. Here, the number of calls to the quantum computer will depend on whether the Hamiltonian $\hat{H}$ and the quantum circuit implementation of the time-evolution operator, $e^{-i\hat{H}\tau}$, commute. If we assume that they commute, these elements may be written as $\langle \phi_o | \hat{H} e^{-i(\hat{H}-\epsilon)\tau} | \phi_o \rangle = \sum_{i=1}^{M/\epsilon} h_i \langle \phi_o | \hat{P}_i e^{-i(\hat{H}-\epsilon)\tau} | \phi_o \rangle$, resulting in a Toeplitz matrix structure that requires $O(LM)$ calls to the quantum computer. However, in the case of Trotterized quantum circuits where the commutation relation does not hold exactly, the total number of calls would scale as $O(LM^2)$.

Methods using the real-time evolution function, $f(\hat{H}) = e^{-i\hat{H}\tau}$, will have a complexity that is substantially less. In this case, the matrix elements will correspond to correlation functions, $C_n(\tau)$. The matrix elements from the overlap matrix, $S$, can therefore be used to construct the majority of the matrix elements in $F(\hat{H})$. The off-diagonal elements in the top-right and bottom-left corners, however, will require an additional call to the quantum computer for the estimation of the $C_M(\tau)$ correlation function. In total, the $f(\hat{H}) = e^{-i\hat{H}\tau}$ method will require $M$ calls to the quantum computer. This, however, comes at the cost of requiring a single quantum circuit evaluation with an increased circuit depth equivalent to a single time step (assuming a Trotterized time-evolution circuit).

Finally, it is worth noting that for fixed $f(\hat{H})$, the KDM and FDM methods will have an equivalent number of calls to the quantum computer because they are related by equations (8) and (9). This highlights the fact that both methods only differ in the post-processing methodology used to estimate the ground and excited-state energies and, as a result, both methods can be carried out in parallel on a classical computer. A summary of these results is shown in Table I, underlining how each of these four methods carries different complexities due to quantum and classical computational resources. Here, we wrote the scaling of the number of calls $N_K$ for $f(\hat{H}) = \hat{H}$ as $O(LM^p)$ where $p = 1$ if the Hamiltonian and time-evolution unitary circuit commutes and $p = 2$ otherwise.

**MULTI-FIDELITY ESTIMATION PROTOCOL**

We now consider the evaluation of the complex-valued matrix elements $\langle \phi_o | \hat{H} \hat{S} | \phi_o \rangle$, equivalent to a single call the quantum computer as defined above. The Hadamard test is the standard method used for estimating these types of non-Hermitian quantities (see Appendix D for more details), which originates from the single-ancilla-based quantum phase estimation algorithm from Kitaev. This approach requires an ancilla qubit with controlled unitary operations that substantially increases the total number of multi-qubit gates in the overall circuit. In the near term, multi-qubit gates (e.g. CNOT gates) represent an expensive resource. In the following, we propose a method that avoids the Hadamard test thereby making a wide variety of quantum Krylov subspace diagonalization methods more amenable to near-term devices.

The motivation for our proposed method stems from the field of interferometry which aims to measure a target phase $\theta_t$ that encodes a physical parameter of interest. Interference pattern measurements can only provide information about the phase difference, $\Delta \theta = \theta_r - \theta_t$. A reference laser is typically used to provide a controllable reference phase $\theta_r$, allowing for the proper estimation of $\theta_t$. While the Hadamard test provides a reference phase through use of the ancilla qubit, the multi-fidelity estimation (MFE) protocol generates the reference phase through the superposition state $\frac{1}{\sqrt{2}} (|R\rangle + |\phi_k\rangle)$, where the reference state $|R\rangle$ and the target state $|\phi_k\rangle$ originate from different symmetry sectors of the Hamiltonian. If the time evolution of the reference state is classically simulatable, it will be possible to have a reference phase without an ancilla qubit. Below, we provide a more detailed mathematical description.

The proposed approach assumes that the Hamiltonian contains a symmetry $\hat{S}$ such that, $[\hat{H}, \hat{S}] = 0$, with quantum states $|\phi_k\rangle$ that have a definite symmetry, such that
\( \langle \phi_k | \hat{S} | \phi_k \rangle = s_k \), where \( s_k \) corresponds to an eigenvalue of the symmetry operator \( \hat{S} \). We also assume that there exists a reference state \( | R \rangle \) where \( \langle R | e^{-i n t H} | R \rangle \) is efficient to calculate on the classical computer. We emphasize that the reference and target states, \( | R \rangle \) and \( | \phi_k \rangle \), are not required to be eigenstates of the Hamiltonian, but they do need to originate from different symmetry sectors such that \( \langle R | \phi_k \rangle = 0 \). Note that this condition relaxes the requirements from conventional quantum phase estimation algorithms that normally require the initial state to be an eigenstate of the Hamiltonian. If all of these conditions hold, then it will be possible to implement the multifidelity estimation protocol as shown below. For many nuclear physics, quantum chemistry and condensed matter physics applications, the particle number, total spin and spin projection symmetries may be applicable and can be used in this approach due to the fact that they contain symmetry sectors that are classically tractable.

As a concrete example, we consider the quantum chemistry Hamiltonian which conserves the electron number \( N = \sum_i \hat{n}_i \). We assume that the quantum states \( | \phi_k \rangle \) have a definite electron number, \( \langle \phi_k | \hat{N} | \phi_k \rangle = n_k \), that is not equal to zero. To estimate the most general off-diagonal element, \( \langle \phi_k | e^{-i n t H} | \phi_j \rangle \), as required by multi-reference Krylov-based methods, the MFE protocol requires measuring the following state fidelities on the quantum computer,

\[
F_1 = | \langle \phi_j | e^{-i n t H} | \phi_j \rangle |^2,
\]

\[
F_2 = \frac{1}{4} \left( \langle \phi_j | + \langle R | \right) e^{-i n t H} \left( \langle R | + | \phi_j \rangle \right) |^2.
\]

Combining both results yields the magnitude and phase of the off-diagonal matrix element \( \langle \phi_j | e^{-i n t H} | \phi_j \rangle = r e^{i \theta} \), written in complex polar coordinates,

\[
r = \sqrt{F_1},
\]

\[
\theta = \cos^{-1} \left( \frac{4 F_2 - F_1 - r_R^2}{2 r_R \sqrt{F_1}} \right) + \theta_R
\]

where \( r_R \) and \( \theta_R \) represent the reference amplitude and phase defined as, \( \langle R | e^{-i n t H} | R \rangle = r_R e^{i \theta_R} \). If we take the reference state as the zero particle number (vacuum) state, \( | R \rangle \equiv | 0 \rangle^\otimes N \), then the reference amplitude \( r_R \) will be equal to one while the reference phase will be equal to \( \theta_R = -n t \langle 0 | \hat{H} | 0 \rangle \), where \( \langle 0 | \hat{H} | 0 \rangle \) denotes the expectation value of the Hamiltonian with respect to the vacuum state which can be evaluated efficiently on a classical computer.

**Preparation of \( \frac{1}{\sqrt{2}} ( | R \rangle + | \phi_k \rangle ) \)**

One of the key requirements of this protocol is the preparation of the state \( \frac{1}{\sqrt{2}} ( | R \rangle + | \phi_k \rangle ) \) on the quantum computer. Note that because we have imposed the requirement that \( | R \rangle \) and \( | \phi_k \rangle \) belong to different symmetry sectors (i.e. contain different particle numbers), it is possible to prepare such states using GHZ-state-preparation circuits. For instance, we consider the preparation of the state \( \frac{1}{\sqrt{2}} ( | R \rangle + | \phi_{HF} \rangle ) \) where \( | R \rangle \) is the vacuum state and \( | \phi_{HF} \rangle \) is the Hartree-Fock state for a system of \( N \) spin-orbitals (represented by \( N \) qubits) and \( n \) electrons. In the Jordan-Wigner basis, the Hartree-Fock state takes the simple product-state form, \( | \phi_{HF} \rangle = | 0 \rangle^\otimes N - n \otimes | 1 \rangle^\otimes n \), where the first \( n \) qubits are prepared in the one state and the rest of the qubits remain in the zero state. To prepare the target superposition state, \( \frac{1}{\sqrt{2}} ( | 0 \rangle^\otimes N + | \phi_{HF} \rangle ) \), a Hadamard gate is applied to the first qubit, followed by a ladder of CNOT gates applied up to the \( n \)th qubit, resulting in a total of \( n - 1 \) CNOT gate operations. More general states can also be prepared by subsequently applying a symmetry-conserving quantum circuit \( U_S \), which could in principle represent a parameterized quantum circuit originating from a VQE pre-processing step. As an example, we provide the quantum circuit that prepares the state, \( \frac{1}{\sqrt{2}} ( | 000000 \rangle + | 000111 \rangle ) \), where the Hartree-Fock state represents a system of six spin-orbitals with three electrons.

**NUMERICAL EXPERIMENTS**

In Figure 2, we compare these four methods for the estimation of the ground-state energy curves for three different molecular systems: (a) a one-dimensional \( H_6 \) chain, (b) an \( H_2 O \) molecule with fixed bond angle \( \phi = 104.45^\circ \), and (c) a BeH\(_2\) molecule. The energy curves are plotted as a function of interatomic distance \( R \) labelled in the insets. See Appendix A for a discussion of the various levels of electronic structure theory used in these examples. In all cases, we numerically simulate the hybrid quantum-classical algorithm as described in Figure 1 using the Hartree-Fock (HF) state as the initial single-reference state \( | \phi_0 \rangle \) and an ideal time-evolution quantum circuit \( U(n \tau) = e^{-i n \hat{H} \tau} \) where the time step size, \( \tau = 0.1 \) a.u., is used for all of the simulations. The choice of time step is very important but
FIG. 2. Comparison of KDM and FDM methods for predicting the ground-state potential energy curves of (a) a 6-site linear hydrogen chain, (b) H₂O molecule, and (c) BeH₂ molecule. The top row plots the absolute energy scale measured in Hartrees. The second and third rows plot the energy error ∆E = |E_{FCI} - E_{approx}| between the full configuration interaction calculation and the proposed approximate methods, where the second row uses a narrow frequency window, [E_{HF} - 0.3E_h, E_{HF} + 0.2E_h] for the FDM method, while the third row uses a large frequency window, [E_{HF} - 20E_h, E_{HF} + 20E_h].

...can be a subtle issue that is discussed in Appendix B. In the top row, we plot the absolute energy scale measured in Hartrees while the bottom two rows show the energy error ∆E = |E_{FCI} - E_{approx}|. We also compare the FDM method with a small frequency window [E_{HF} - 0.3E_h, E_{HF} + 0.2E_h] in the second row and a large frequency window [E_{HF} - 20E_h, E_{HF} + 20E_h] in the third row. The conventional implementation of the FDM method uses a narrow frequency window to select the filter energies E_j^{20}, corresponding to the methodology used in the second row. Using this approach, we find that the FDM method converges much more slowly than the equivalent KDM method, thereby requiring more time steps to achieve similar accuracy. Instead, we found that by using large frequency windows to choose the filter energies E_j, it is possible to improve the convergence rate of the FDM method so that it is comparable to the KDM method. This is shown by the nearly overlapping energy error curves in the third row. In the latter case, we find that we are able to achieve chemical accuracy within 3 to 6 time steps for all three molecular systems. While we do not consider Trotter error in this work, it is worth noting that previous work [23 25] has shown that Trotterized quantum circuits provide an additional error, Δ_t, that increases the energy error ∆E of the ground-state energy estimate. We expect similar behavior for the quantum-classical algorithms that we have proposed in this manuscript, but will leave such studies for future work.

Figure 2 demonstrates the dependence of the energy error of the FDM method as a function of the hyper-parameters: E_{min}, E_{max}, and J which define the energy window [E_{min}, E_{max}] as well as the total number of filter energies, J. The choice of energy window and number of filter energies affects the convergence rate of the FDM method quite dramatically, which is also illustrated clearly in Figure 3. In practice, a hyperparameter optimization loop can be added to the conventional hybrid quantum-classical algorithm depicted in Figure 1, which would be performed on the classical computer exclusively without any additional calls to the quantum computer. For instance, this loop may consist of an exhaustive grid search of the parameters E_{min}, E_{max}, and J while monitoring either the ground-state energy estimate or the variance of the function f(H) as a function of the FDM workflow, |ψ_F⟩ = ∑_j c_j |φ_j⟩. For the ground-state energy estimation problem, c_j would correspond to the eigenvector coefficients from the generalized eigenvalue equation [3] with the smallest eigenvalue. Explicitly, the hyperparameter optimization loop for the FDM U method would monitor the variance of the function, f(H) = e^{-iHτ}, written as

\[ \text{Var}[e^{-iHτ}] = 1 - |⟨ψ_F|e^{-iHτ}|ψ_F⟩|^2, \]  

(14)

where we have assumed that the function |ψ_F⟩ has been normalized, such that ⟨ψ_F|ψ_F⟩ = 1. This definition of the variance has a maximum value of 1 and minimum value of zero when |ψ_F⟩ is an eigenstate of the Hamilto-
FIG. 3. (a) Energy error $\Delta E$, (b) condition number of the overlap matrix $S$, and (c) variance of the approximate wavefunction as a function of time steps, $n$. The results are shown for the water molecule for the extended bond length, $R = 2.8$ a.u., from Figure 1-b. The operator, $f(H) = e^{-iH\tau}$, was used for the KDM method (blue) and FDM method (red). The FDM results are decomposed in terms of various total number of filter energies ($J = 3, 4, 5$) for the small frequency window and $J = 6, 7, 8$ for the large frequency window. The transparency of the KDM curve is determined by a threshold value, $\kappa_{th} = 1 \times 10^{17}$, for illustration purposes, where the dark blue lines correspond to $\kappa < \kappa_{th}$.

It is important to note that the second term on the right hand side of equation [14] may be written as a sum of the matrix elements defined by equation (4), $\langle \phi_n | e^{-iH\tau} | \phi_n \rangle$, highlighting the fact that the variance is easily calculated on the classical computer with no additional calls to the quantum computer.

To better compare the KDM and FDM-based algorithms, we plot the energy error, condition number, and variance in Figure 3 as a function of total number of time steps. We only plot the results for the water molecule case from Figure 1-b at the long interatomic distance of $R = 2.8$ a.u. because it represents the toughest point with the largest energy error for both methods. In general, we found similar behavior for the other two molecules for different interatomic distances. In the Figure, we only plot the $f(H) = e^{-iH\tau}$ operator case, though similar behavior is seen for the Hamiltonian case, $f(H) = H$. In the top row, we present the result for the narrow filter frequency window, $[E_{HF} - 0.3E_b, E_{HF} + 0.2E_b]$, while the bottom row presents the results for the large frequency window, $[E_{HF} - 20E_b, E_{HF} + 20E_b]$. We emphasize that we have not performed the hyperparameter optimization loop as discussed above, but chose the appropriate frequency window and total number of filter energies $J$ for illustration purposes. We first analyze the KDM U method results which is the same for the top and bottom rows. We find that the KDM U method reaches chemical accuracy within four time steps while also reaching the minimum variance of $2 \times 10^{-6}$ within eight time steps. The condition number of the KDM method, however, displays a troubling increasing trend as a function of time steps. We highlight this point by controlling the transparency of the KDM curve based on the threshold value, $\kappa_{th} = 1 \times 10^{17}$, where the dark blue lines correspond to $\kappa < \kappa_{th}$. In general, we find that the KDM method becomes unstable as the number of time steps increases, as shown by the fluctuating energy error (light blue lines) and relatively large variance values $\sim 10^{-2}$. Comparatively, the FDM method displays drastically different behavior based on the chosen frequency window. While the small frequency window stabilizes the FDM method quite well, as shown by the decreasing condition numbers in the top row of Figure 3-b, the corresponding energy error (Figure 3-a) and variance (Figure 3-c) decreases much more slowly, never quite reaching the minimum energy error and variance values of the KDM method. It is also worth noting the convergence behavior for the different numbers of filter energies ($J = 3, 4, 5$). The overall condition number for the $J = 3$ FDM method is much smaller than the $J = 5$ case, though for a large number of time steps, the energy error for the latter is over two orders of magnitude smaller. On the other hand, the FDM method, based on the large frequency window, is able to achieve fast convergence comparable to the KDM method. As the total number of time steps increases, the FDM method displays a much smaller energy error, condition number, and variance compared to the KDM method. These results highlight the fact that for certain problems of interest, where a large number of time steps are required to estimate the ground (or excited-state) energies, the FDM method might be preferable when compared to the KDM method, resulting in much smaller energy errors even within 10 to 20 time steps.

In Figure 4, we numerically simulate the estimation of the first four singlet excited-state energies for the water molecule as a function of interatomic distance $R$. It is important to emphasize that the excited-state energy estimation problem has a wide variety of important applications across physics and chemistry, where classical algorithms are often much less developed than the corresponding ground-state energy estimation algorithms. For illustration purposes, we only consider the singlet ($S = 0$) excited-state energy levels, and use singlet states with zero total angular momentum as the initial starting states (see Appendix E for more details) where a time step size of $\tau = 0.1$ a.u. is used for all of the simulations. We emphasize that our approach does not require knowledge of the ground-state wavefunction (or any other eigenfunction), making this approach distinct from
FIG. 4. Comparison of KDM and FDM methods for the first four singlet excited state energies of H$_2$O as a function of interatomic distance $R$ between the oxygen and hydrogen atoms. (a) Absolute energy scale (measured in Hartrees) as a function of interatomic distance. (b) Energy error of the nth excited state, $\Delta E_n = |E_{\text{FCI}}(n) - E_{\text{approx}}(n)|$, as a function of interatomic distance.

conventional excited-state energy estimation algorithms, specifically within the scope of variational quantum algorithms, which typically use the ground-state wavefunction as a prerequisite. Here, we present the results for the FDM method with a large frequency window. We found that a small frequency window did not give very good results for the FDM method. We find that both the KDM (blue) and FDM (red) methods perform comparably well for the first three excited states. For the first two excited-state energy levels, both methods achieve chemical accuracy within 4 time steps across all interatomic distances. The third and fourth excited state energy curves are quite challenging due to an avoided crossing at approximately $R = 2.6$ a.u. which results in nearly degenerate energy curves for the last four data points. We find that both the KDM and FDM methods achieve chemical accuracy for the third excited-state energy curve for nearly all of the interatomic distances, all within three time steps. On the other hand, the fourth excited state energy curve estimation was particularly challenging for both methods. Although it is not shown here, we found that the KDM method only remained stable up to the fifth time step. However, even within five time steps it was unable to reach chemical accuracy for any of the interatomic distances. For this reason, we present the excited-state energy predictions for the tenth time step, where the KDM U method reaches chemical accuracy for nine out of the twenty data points. Furthermore, as evidenced by Figure 4-a and Figure 4-b, the KDM H method, denoted by the blue crosses, displays a large amount instability where it is only able to reach chemical accuracy for four out of the twenty data points. For the fourth excited-state energy curve, the FDM U method outperforms all of the other methods, achieving chemical accuracy for seventeen out of the twenty data points within 10 time steps. The FDM H method is only able to reach chemical accuracy for nine out of the twenty data points within ten time steps.

Finally, it is worth emphasizing that increasing the total number of time steps does not help improve the convergence of the KDM method due the large condition numbers, however, using step sizes that are much larger (e.g. $\tau = 0.5$ a.u.) does improve the performance of the KDM method quite dramatically. This, however, comes at a cost of requiring larger Trotter circuits for a single time step to maintain an equivalent Trotter error. We should also point out that within all of the numerical experiments, the presented results correspond to a fixed number of time steps across all interatomic distances. In practice, the quantum-classical algorithm could have a predetermined stopping criterion, as illustrated in Figure 1, which would imply that every distance point could terminate with a different number of time steps. This would also hold for the hyperparameter optimization loop, which may be implemented independently for every time step and distance point. In summary, while both methods provide adequate excited-state energy estimation, the FDM method might be the preferable choice and perhaps even the only option for reaching a high level of accuracy based on these numerical simulations.

DISCUSSION

Single Fidelity Estimation Protocols. In the following, we discuss various single fidelity estimation protocols that are relevant to the MFE protocol presented above. Over the past few years, there have been a wide range of resource-efficient fidelity estimation protocols that have been developed for the problem of measuring the state fidelity between two pure states $|\phi_i\rangle$ and $|\phi_j\rangle$. Here, we highlight a few of these methods which could be used to provide a substantial reduction in the overall circuit depth in conjunction with the multi-fidelity estimation protocol, specifically when compared to the standard Hadamard test. Before discussing modern approaches, it is worth noting that in the context of fault-tolerant quantum computing, it is sufficient to use the SWAP test to estimate the state fidelity $|\langle \phi_i| \phi_j \rangle|^2$, to precision $\epsilon$ with $O(1/\epsilon^2)$ repeated measurements. However, the original implementation of the SWAP test requires a $2N+1$ qubit circuit, where two $N$-qubit registers are used for storing $|\phi_i\rangle$ and $|\phi_j\rangle$ with a controlled-SWAP gate that uses an additional ancilla qubit.

Destructive SWAP Test

As shown in [41, 42], thedestructive SWAP test achieves the same outcome as the original SWAP test but without the use of an ancilla qubit. This approach
uses set of parallel Bell measurements and classical post-processing to achieve the same result as the original SWAP test with constant depth, \( O(1) \). As a concrete example, we provide the quantum circuit that implements the destructive SWAP test for two 3-qubit registers:

While this approach requires higher depth quantum circuits, it does not require a second qubit register as in the destructive SWAP test.

### Randomized Measurements

Fidelity estimation protocols involving randomized measurements \([44-45]\) may also be used for the proposed quantum Krylov subspace algorithms. These types of protocols simply require preparing the quantum state \( |\phi_k\rangle = U_k |0\rangle^\otimes N \) \((k = i, j)\), and applying a randomized measurement quantum circuit at the output, labelled \( U_{\text{meas}} \), as shown below for a three-qubit register.

The choice of measurement quantum circuit will result in different approximate classical descriptions of the quantum state \( |\phi_k\rangle \), a so-called classical shadow, which can be used to estimate an exponential number of local observables as well as state fidelities with a small number of measurements \([48]\). For instance, it was shown in \([48]\) that \( N \)-qubit Clifford circuits achieve a precision \( \epsilon \) with \( 1/\epsilon^2 \) measurements, while a measurement circuit consisting of randomized single-qubit Pauli gates achieves a precision \( \epsilon \) with \( 4^k/\epsilon^2 \) measurements, i.e. scaling exponentially with the locality \( k \) of the observable which is relevant for fidelity estimation. While the Clifford circuit approach is the most powerful, it comes with increased depth requirements, making it less desirable for near-term quantum computing applications. In principle, this randomized measurement approach can reduce the number of calls/measurements \( N_K \) even further from the estimate that we provided in Table 1, though a more careful analysis of the trade-off between the circuit depth (required for Clifford circuits) and exponential number of samples (as required by the Pauli circuits) would need to be performed in order to understand the benefits of this approach in the near term.

### CONCLUDING REMARKS

Building on important previous work on the eigenpair problem on quantum computers \([23, 25]\) and the classical filter diagonalization method \([34, 36]\), we have presented a unified view of quantum subspace diagonalization methods including the introduction of three new generalized eigenvalue problems that can be used to estimate the ground and excited-state energies of quantum many-body Hamiltonians. Numerical illustrations of the approaches were carried out for three quantum chemistry
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These Bell measurements only require one-to-one connectivity between each of the qubits in each of the two registers (as shown above). In principle, this might be a more hardware-friendly connectivity compared to the Hadamard test quantum circuit which requires one-to-all connectivity between the ancilla qubit and the rest of the \( N \)-qubit register. In addition, the destructive SWAP test also allows for an additional reduction in the gate depth by allowing the implementation of Trotterized quantum circuits, where only \( n/2 \) time steps are implemented on each register. Overall, the destructive SWAP test avoids the depth of the time-stepping circuits by a half, resulting in a substantial reduction in overall circuit depth compared to the original Hadamard test.

**Mirror-type Quantum Circuits**

As discussed in \([44]\), it is also possible to estimate pure-state fidelities by using the following mirror-type quantum circuits (shown for a 3-qubit register):

\[ |0\rangle \quad U \quad |0\rangle \]

By assuming that the all-zero state \( |0\rangle^\otimes N \) is the initial state of the quantum circuit, it is then possible to estimate \( F_1 \) by measuring the transition probability of returning to the same state at the output, i.e. measuring \( F_1 = \langle 0|U_k^\dagger U_j |0\rangle^2 \). The same type of circuit can be used to measure the second fidelity \( F_2 \); however, \( U_i \) and \( U_j \) must be replaced with the appropriate circuits that prepare \( \frac{1}{\sqrt{2}} (|0\rangle^\otimes N + |\phi_j\rangle) \) and \( \frac{1}{\sqrt{7}} (|0\rangle^\otimes N + |\phi_j\rangle) \) respectively.
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problems. Each of these methods provide various advantages and disadvantages in terms of number of calls to the quantum computer, gate depth, classical complexity, and numerical stability on the classical computer portion of the algorithms. A key new aspect of our approach is a multi-fidelity estimation protocol that avoids the use of the Hadamard test to estimate the off-diagonal subspace matrix elements, which allows for a substantial reduction in gate depth.

Overall, we observed that all of the methods, when tuned properly, converged to the correct eigenstate and provided excellent estimates of the energy eigenvalues with a small number time steps for both the ground and excited state energy estimation problems. While the KDM H and FDM H methods require less circuit depth (equivalent to a single Trotter time step), the KDM U and FDM U methods require a lot less calls to the quantum computer, scaling as $O(M/\epsilon^2)$ compared to the $O(LM^p/\epsilon^2)$ scaling. This difference is particularly striking for quantum chemistry Hamiltonians in a localized basis where $L$ scales as $O(N^4)$ where $N$ is equal to the total number of spin-orbitals. For instance, a 50 spin-orbital problem may have approximately $10^8$ terms in the Hamiltonian, which is substantial. This not only increases the total time to solution, but also increases the overall cost of the algorithm when the quantum computer requires a per-shot fee.

We also found that by properly tuning the FDM hyperparameters, both FDM methods converged as quickly as the KDM methods while also remaining much more stable over a large number of time steps. As a result, we found that the FDM algorithms achieved a much smaller energy error and variance magnitude compared to the KDM methods as the number of time steps increased. The FDM methods also provide a clear advantage in their classical complexity which might make them more appealing for much larger problems. For example, it is quite possible that a multi-reference method with tens of thousands (or over a million) initial reference states could be used to ensure that the initial wavefunction has a strong overlap with the true ground state wavefunction. In such a case, the classical cost of solving the generalized eigenvalue problem would become a severe limitation for the KDM methods, while the FDM methods would not suffer from such problems. The FDM method should also provide an advantage in finding interior excited-state energies (eigenvalues) where a large number of time steps would be required and the filtering technique becomes more important.

It should be noted that the QKSD algorithms, and in particular the ones we introduced based on diagonalization of the time evolution propagator (the “U” forms) share some commonalities with the quantum phase estimation (QPE) algorithm, as also pointed by Klymko et al. [37]. QPE is similar in spirit to Fourier analysis of a correlation function and as a consequence one often sees arguments that the maximum propagation times (equivalent to maximum circuit depth) must be on the order of $O(1/\epsilon)$ to achieve an eigenvalue estimation accurate to $\epsilon$. This would suggest propagation times several orders of magnitude greater would be required for QPE algorithms compared to the short propagation times shown here for QKSD algorithms, which was also confirmed in [37]. Variations on QPE that use more sophisticated signal processing ideas [51, 52] could potentially overcome the $O(1/\epsilon)$ limit. Such methods effectively use prior knowledge about the form of the correlation function or related quantities and, as a result, the QKSD approaches discussed here could also be put in this class.

Lastly, it is worth mentioning that the proposed algorithms can also be used in conjunction with variational quantum algorithms that use parameterized quantum circuits. This approach would use the final optimized quantum circuit, obtained from a specific variational quantum algorithm, as the initial state $|\psi_0\rangle$ and would subsequently build a Krylov basis to improve the energy or cost function estimate. A more detailed analysis of the effect of Trotter error, noise, as well as the development of algorithmic-specific error mitigation strategies might also represent important next steps for future work.
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APPENDIX A: QUANTUM CHEMISTRY AND MOLECULAR SYSTEMS STUDIED

Within the Born-Oppenheimer approximation, a molecule is comprised of $\eta$ electrons interacting within a potential produced by nuclei at fixed positions. Using the second quantization formalism, the problem may be cast in terms of $N$ single-particle spin orbitals that can be occupied or empty. In the absence of external fields, the non-relativistic molecular Hamiltonian is written as:

$$H = h_{\text{nuc}} + \sum_{pq} h_{pq} a_p^\dagger a_q + \frac{1}{2} \sum_{pqrs} h_{pqrs} a_p^\dagger a_q^\dagger a_r a_s$$

where $a_p$ and $a_p^\dagger$ correspond to fermionic annihilation and creation operators that obey the anti-commutation relations, $\{a_j, a_k\} = 0$, $\{a_j^\dagger, a_k\} = 0$, and $\{a_j, a_k^\dagger\} = \delta_{jk}$. $h_{\text{nuc}}$ corresponds to the classical electrostatic repulsion between nuclei, while $h_{pq}$ and $h_{pqrs}$ correspond to one- and two-electron integrals and written explicitly as:

$$h_{\text{nuc}} = \frac{1}{2} \sum_{i \neq j} \frac{Z_i Z_j}{|\mathbf{R}_i - \mathbf{R}_j|},$$

$$h_{pq} = \int d\mathbf{r} \phi_p^*(\mathbf{r}) \left( -\frac{\nabla^2}{2} - \sum_i \frac{Z_i}{|\mathbf{R}_i - \mathbf{r}|} \right) \phi_q(\mathbf{r}),$$

$$h_{pqrs} = \int d\mathbf{r}_1 d\mathbf{r}_2 \frac{\phi_p^*(\mathbf{r}_1) \phi_q^*(\mathbf{r}_2) \phi_r(\mathbf{r}_1) \phi_s(\mathbf{r}_2)}{|\mathbf{R}_1 - \mathbf{R}_2|}.$$
responding Trotter time steps, however, one can actually use larger \( \tau \) values than \( \pi/\Delta E \) if the energy zero of the Hamiltonian is simply shifted to be in the center of the desired energy range, i.e. the Hamiltonian in all equations is taken to be the energy-shifted one. Aliasing, i.e., mapping of eigenvalues outside the corresponding Nyquist interval into it can be easily and cheaply monitored for: a slightly different \( \tau \) will yield the same “true” eigenvalues but the aliased ones will shift. Actually, in the three chemical systems considered in this paper there were no issues with aliasing at all because even with the energy shifting permitting the larger \( \tau \) values, the Nyquist interval was still tens of Hartrees wide and sufficient to capture all relevant eigenvalues present.

Similar considerations to the above apply when the generalized eigenvalue problem involves \( f(H) = \exp(-iH\tau) \). That is, ideally \( \tau \leq \pi/\Delta E \) where \( \Delta E \) is an upper bound to the Hamiltonian’s spectral range but, with appropriate recognition of aliasing issues larger \( \tau \) could be used. We note that in this case the eigenvalues \( f(E_k) \) are complex and lie on the unit circle. Let \( \theta_k = \tan^{-1}(-\text{Im} f(E_k)/\text{Re} f(E_k)) \) be the angle between \(-\pi \) and \( \pi \) that results from typical numerical arctangent function (“atan2(y, x)” calls). The possible energy eigenvalues are \( E_k = (\theta_k + j2\pi)/\tau \), where \( j = 0, \pm 1, \pm 2 \), etc. If some absolute energy scale that leads to large magnitude physical energy eigenvalues is used, then \( |j| \geq 1 \) value may have to be used to obtain energy eigenvalues in the desired physical range. The Hamiltonian energy shifting noted above is particularly convenient for this case because then, typically, it is not necessary to shift the eigenvalues and \( j = 0 \) suffices.

**APPENDIX C: NUMERICAL SOLUTION OF THE GENERALIZED EIGENVALUE PROBLEM**

The numerical simulations shown in Figures 2 to 4 were performed with an in-house Python code using standard NumPy and SciPy numerical linear algebra packages. The classical solution of the complex generalized eigenvalue problem, \( \mathbf{f}_C = \mathbf{f}\mathbf{Sc} \), was performed using the QZ algorithm or generalized Schur decomposition \([30]\) of the complex matrices \( \mathbf{F} \) and \( \mathbf{S} \), which we found to be much more stable compared to conventional generalized eigenvalue solvers.

An alternative, more “hands on” approach to solving the generalized eigenvalue problem is to carry out singular value decomposition \([30]\) of the overlap matrix, \( \mathbf{S} \), thereby allowing construction of its inverse and turning the problem into an eigenvalue problem for a complex matrix of the form, e.g., \( \mathbf{S}^{-1}\mathbf{F}_C = \mathbf{f}_C \). The latter problem can be numerically solved with standard numerical software but may require appropriate zeroing of some of the singular values when the inverse is constructed.

**APPENDIX D: OVERVIEW OF HADAMARD TEST**

In the following, we describe the Hadamard test used for estimating the matrix element, \( \langle \phi_i | \mathbf{U} | \phi_j \rangle \). This method uses an ancilla qubit initially prepared in the \( |0\rangle \) state, with the rest of the quantum circuit shown below:

\[
|0\rangle \rightarrow \mathbf{H} \rightarrow \mathbf{σ}^x \rightarrow \mathbf{U}
\]

This type of approach will effectively require an ancilla with one-to-all connectivity in order to keep the circuit gate depth as short as possible. The real and imaginary parts of the matrix element are obtained by measuring the ancilla qubit in the X and Y Pauli basis, where it can be shown that \( \langle \sigma_x + i\sigma_y \rangle = \langle \phi_i | \mathbf{U} | \phi_j \rangle \). This type of Hadamard quantum circuit is sufficient for single-reference-based Krylov subspace algorithms. For more general off-diagonal matrix elements of the form, \( \langle \phi_i | \phi_j \rangle = \langle 0 | \mathbf{U}^\dagger \mathbf{U} | 0 \rangle \), as required by multi-reference Krylov subspace algorithms \([25]\), the following quantum circuit would be used:

\[
|0\rangle \rightarrow \mathbf{H} \rightarrow \mathbf{X} \rightarrow \mathbf{X} \rightarrow \mathbf{X}
\]

where \( \mathbf{U}_i \) and \( \mathbf{U}_j \) correspond to the quantum circuits that prepare \( |\phi_i \rangle \) and \( |\phi_j \rangle \), defined through the relations \( |\phi_i \rangle = \mathbf{U}_i |0\rangle \) and \( |\phi_j \rangle = \mathbf{U}_j |0\rangle \) respectively. The real and imaginary parts are obtained through the measurement of the ancilla qubit in the X and Y Pauli basis as before.

**APPENDIX E: DETAILS OF EXCITED-STATE ENERGY CALCULATIONS**

In the main manuscript, we performed excited-state energy calculations for a water molecule as a function of the bond length \( R \) between the oxygen and hydrogen atoms. We only considered the singlet excited-state energies where the total angular momentum is zero. In principle, it is possible to use the singlet excited-state wavefunctions that correspond to a singlet state and, by symmetry, it will be connected to the excited singlet states. However, the convergence towards the excited-state energies will be slow because the Hartree-Fock state is nearly orthogonal to the desired excited-state wavefunctions. Here, we propose the use of physically-motivated ansatz states to find the first four singlet excited-state energies of water. The ansatze con-
sists of the following four states:

\[ |Φ_0⟩ = \frac{1}{\sqrt{2}} (|000110111111⟩ - |001001111111⟩) \]  (19)

\[ |Φ_1⟩ = \frac{1}{\sqrt{2}} (|000111101111⟩ - |001011011111⟩) \]  (20)

\[ |Φ_2⟩ = \frac{1}{\sqrt{2}} (|010010111111⟩ - |100001111111⟩) \]  (21)

\[ |Φ_3⟩ = \frac{1}{\sqrt{2}} (|010011101111⟩ - |100011011111⟩) \]  (22)

where we use an alternating alpha (spin up) beta (spin down) ordering for the spin-orbitals with increasing energies from right to left. Note that each of these states has zero total angular momentum, therefore, they will be decoupled from any triplet states that might otherwise slow down the convergence of the Krylov-based algorithm. For the calculations, we used states (18)-(21) as the initial single-reference starting state \(|φ_o⟩\). Each of the calculations are independent from one another. To perform the multi-fidelity estimation protocol from the main manuscript, each of these four states would require a state preparation step that initializes the superposition state, \(\frac{1}{\sqrt{2}} (|0⟩^N + |Φ_k⟩)\), where \(k = 0, 1, 2, 3\), on the quantum computer.