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Quantum machine learning has the potential to provide powerful algorithms for artificial intelligence. The pursuit of quantum advantage in quantum machine learning is an active area of research. For current noisy, intermediate-scale quantum (NISQ) computers, various quantum-classical hybrid algorithms have been proposed. One such previously proposed hybrid algorithm is a gate-based variational embedding classifier, which is composed of a classical neural network and a parameterized gate-based quantum circuit. We propose a quantum variational embedding classifier based on an analog quantum computer, where control signals vary continuously in time: our particular focus is implementation using quantum annealers. In our algorithm, the classical data is transformed into the parameters of the time-varying Hamiltonian of the analog quantum computer by a linear transformation. The nonlinearity needed for a nonlinear classification problem is purely provided by the analog quantum computer, through the nonlinear dependence of the final quantum state on the control parameters of the Hamiltonian. We performed numerical simulations that demonstrate the effectiveness of our algorithm for performing binary and multi-class classification on linearly inseparable datasets such as concentric circles and MNIST digits. Our algorithm performs much better than classical linear classifiers. We find that the performance of our classifier can be increased by increasing the number of qubits. Our algorithm presents the possibility to use current quantum annealers for solving practical machine-learning problems and it could also be useful to explore quantum advantage in quantum machine learning.

I. INTRODUCTION:

Recent progress in the field of quantum computation has led to attaining several important milestones. Quantum supremacy has been demonstrated in a few platforms [1, 2]. Quantum processors with tens of qubits have been implemented and become available for operation via clouds [3]. Quantum error correction using the surface code [4] has been demonstrated in several experiments [5, 6].

Quantum computers have the potential to solve certain problems significantly more efficiently than classical computers. The original motivation for using quantum computers is to efficiently simulate quantum mechanical systems such as molecules [7]. Besides this quantum advantage foreseeable in quantum chemistry, quantum advantage could also be found in other computation problems. For example, Shor’s quantum algorithm can factorize large numbers efficiently [8], thereby posing a threat for the widely-used RSA encryption system upon which the modern financial system is built. Grover’s algorithm can speed up unstructured database search [9].

A promising area of application for quantum computers is machine learning. The field of machine learning has developed at a fast pace in recent years. Since 2011, the progress made in neural-network algorithms and large scale classical computing hardware, such as graphical processing units (GPU), has led to increased performance of machine learning for many applications. A notable example is image classification, where such algorithms perform better than humans. Machine learning algorithms have a wide range of profitable industry applications, such as recommendation system [10–13]. Whether quantum computers can contribute to the machine learning community by providing quantum advantage is an intriguing question [14].

To explore the potential advantage brought about by quantum machine learning, many quantum machine learning algorithms have been proposed [14–18]. Some of the quantum machine learning algorithms have been shown to have advantages over their classical counterparts [15–17]. Many of the proposed algorithms fall into two categories: classification algorithms [17, 19] or generative tasks [18]. For classification tasks, several algorithms, based on variational embedding [19], quantum kernels [19], or quantum support vector machines [17], have been proposed. The mechanism behind many quantum classification algorithms is based on finding a simplified separation boundary between different classes after nonlinearly mapping the original data into a new space that usually has a much higher dimension [20, 21].

We now discuss recent progress on variational embedding classifiers. Havlíček et al. proposed and demonstrated a variational embedding algorithm for binary classification tasks [19], which embeds classical data into quantum states of a high dimensional Hilbert space through parameters of quantum gates, and uses quantum measurements to classify the embedded quantum states. This approach focuses on finding an operator whose expectation value with respect to the states corresponding to embedded data is different for the two classes. Specifically, the two classes lead to positive and negative expectation values, respectively. This decision operator effectively defines a hypersurface in the multi-qubit Hilbert
space used to separate embedded quantum states corresponding to two classes. Lloyd et al. proposed a more general version of the variational method [20], which uses a general decision operator defined with density matrices from collections of embedded data. This algorithm has a training procedure that optimizes the embedding to maximize the distance between embedded quantum states with different labels. In this approach, a neural network is used to transform the classical data into a dataset with a different dimensionality. A parameterized quantum circuit is introduced where the rotation angles of the gates are the circuit parameters. Each data can be mapped into a final evolved quantum state of a multi-qubit Hilbert space by filling some of the rotation angles of the quantum circuit with the transformed data values. The rest of the quantum circuit parameters are knobs used to maximize the distance between the density matrices formed by states of each class. After maximizing the distances, the classification can be done using a simple decision operator expectation value metric to find the label. One open question regarding this algorithm is with regards to the role of the quantum part in the operation of the algorithm, since the nonlinearity in the neural network is sufficient by itself for performing classification.

To elucidate the source of nonlinearities in a hybrid classifier and establish whether the quantum part alone can do the “heavy-lifting” for realizing a nonlinear classifier, we propose and investigate a new quantum variational embedding classifier, based on an analog quantum computer, whose control fields vary continuously in time. We focus on an implementation corresponding to the transverse field Ising model used in quantum annealing; however, this approach can be explored with other types of Hamiltonians. In our algorithm, the neural network is replaced with a simple linear transformation, and the variational quantum circuit composed of gates is replaced with an analog quantum computer with direct control of the continuously varying Hamiltonian parameters. The nonlinear mapping of the classical data to a high dimensional density matrix is now realized with the analog quantum computer. The mapping can be regarded as a point in a $2^n \times 2^n$ dimensional space defined on a complex number domain, where $n$ is the number of qubits. Efficient classification is achieved when the data corresponding to distinct labels form separate clusters in Hilbert space. Separability is analyzed in terms of the distinguishability of density matrices averaged over the states corresponding to different labels. To form separate clusters, the $L_2$ (Hilbert-Schmidt) distance [20] between the averaged density matrices is maximized in the training stage by adjusting the parameters in the linear transformation that converts classical data into the parameters of the analog quantum computer. In the classification stage, a simple classifier based on distance metric is used, yielding the predicted label for a new dataset as the label of the closest averaged density matrix obtained at the training stage. This distance-based strategy is also known as nearest centroid classification [22]. This distance metric could be obtained purely with a quantum circuit [20]. We find that our algorithm can classify linearly inseparable datasets [23] with high accuracy. The dependence of performance on the number of qubits shows that increasing the number of qubits can improve the performance. Our algorithm opens up the possibility to use quantum annealers [24] for solving practical machine-learning problems.

II. ALGORITHM

In this section we present our algorithm, which realizes a quantum variational embedding classifier on multiclass datasets. An important distinguishing feature of our algorithm when compared to previous work is that it employs control of the quantum system that is done via control of its Hamiltonian, in contrast with previous work where control is done based on quantum gates, as developed in the context of gate-based quantum computation model.

In this work we focus on implementation of an analog variational embedding using a quantum annealer. Quantum annealing is an example of an analog quantum computation [23]. In quantum annealing, the initial system Hamiltonian is a transverse field Hamiltonian and the initial state is the ground state of this Hamiltonian. The Hamiltonian is continuously deformed, reaching at the end of the evolution an Ising form. This approach has been developed and explored in connection with prospects for solving hard computational problems.

While we retain the key elements of quantum annealing, such as initial ground state preparation and continuous transverse to Ising Hamiltonians interpolation, our work focuses on optimizing evolution for classification. Perhaps most important, we do not assume that the quantum annealer remains in its ground state throughout the analog computation: that is, the quantum annealer performs diabatic quantum annealing, in which the continuous time control fields drive it to a non-equilibrium final state. We emphasize that our algorithm can be implemented with other types of Hamiltonians, such as Hamiltonians used in gate-based quantum computers: our method applies to any quantum information processor that is controlled by continuously time-varying fields.

The Hamiltonian of the quantum annealer used in our algorithm takes the form,

$$H(t) = (1 - s)H_0(s) + sH_1(s) + H_{add}(s), \quad (1)$$

where $s = t/t_{\text{max}}$, with $t$ the time and $t_{\text{max}}$ is the total evolution time.

The initial $H_0$ and final $H_1$ Hamiltonians are given by

$$H_0 = \sum_i h_x, \sigma_x, \quad (2)$$
data and Algorithm 1 for the illustration. For a d-dimensional torus of dimension d, which is mapped into the parameters start for testing quantum algorithms. For building quantum computers and therefore is a good basis with nearest-neighbor ZZ coupling. Among all the formations, a corresponding state is calculated based on the states corresponding to each point within a certain number of sins in the ansatz, m = 2n + (n − 1) is the number of Pauli terms in the Hamiltonian (n is the number of qubits in a chain), d is the dimension of the data. k × m × d is hence the number of optimization parameters in this case.

For each classical data point, after obtaining the relevant Hamiltonian parameters through a linear transformation, a corresponding state is calculated based on the raw data into schedule parameters, as outlined in Algorithm 1. The absolute loss for the optimization or training is therefore based on $L_2$ distance. The entries $(W_{ij})$ of the linear transformation are therefore taken to be the parameters to be adjusted to maximize the distances/minimize the loss. In the classification stage, the predicted label for a new dataset is the label of the closest vector of the data to the system parameters such as the Fourier coefficients – Hamiltonian. They can be treated with the same footing as the Fourier coefficients of the additional Hamiltonian, as illustrated in Fig. 1. The configuration we use for this Hamiltonian is a simple one-dimensional configuration, with nearest-neighbor ZZ coupling. Among all the possible configurations, this is the simplest configuration for building quantum computers and therefore is a good start for testing quantum algorithms.

In our algorithm, classical data is represented by a vector of dimension d, which is mapped into the parameters of an annealing Hamiltonian. The Hamiltonian is used to evolve a multi-qubit (n-qubit) quantum system, see Fig. 1 and Algorithm 1 for the illustration. For a d-dimensional data $X = [x_1, ..., x_d]$ which represents a point in a d-dimensional space, it can be transformed to the schedule parameters with the following linear transformation:

$$H_1 = \sum_i h_z \sigma_z + \sum_{i,j} J_{ij} \sigma_z \sigma_j$$  \hspace{1cm} (3)

where $\sigma_z$ and $\sigma_x$ are Pauli matrices.

The additional Hamiltonian $H_{add}$ vanishes at the beginning and the end of the evolution ($H_{add}(0) = H_{add}(1) = 0$) and is given by:

$$H_{add}(s) = \sum_i P_{z_i}(s) \sigma_z + \sum_i R_{x_i}(s) \sigma_x + \sum_{i,j} V_{ij}(s) \sigma_z \sigma_j$$  \hspace{1cm} (4)

The time-dependent coefficients in front of Pauli matrices (schedules) take the following form:

$$P_{z_i}(s) = \sum_k c_{z_i,k} \sin((k + 1)\pi s),$$  \hspace{1cm} (5)

$$R_{x_i}(s) = \sum_k c_{x_i,k} \sin((k + 1)\pi s),$$  \hspace{1cm} (6)

$$V_{ij}(s) = \sum_k c_{ij,k} \sin((k + 1)\pi s).$$  \hspace{1cm} (7)

These forms are complete Fourier series expansion consistent with the cancellation condition at $s = 0$ and $s = 1$. The Fourier expansion waveform ansatz of the control Hamiltonian is a simple one-dimensional configuration from the data to the system parameters such as the Fourier coefficients of the additional Hamiltonian, as illustrated in Fig. 1. The configuration we use for this Hamiltonian is a simple one-dimensional configuration, with nearest-neighbor ZZ coupling. Among all the possible configurations, this is the simplest configuration for building quantum computers and therefore is a good start for testing quantum algorithms.

In our algorithm, classical data is represented by a vector of dimension d, which is mapped into the parameters of an annealing Hamiltonian. The Hamiltonian is used to evolve a multi-qubit (n-qubit) quantum system, see Fig. 1 and Algorithm 1 for the illustration. For a d-dimensional data $X = [x_1, ..., x_d]$ which represents a point in a d-dimensional space, it can be transformed to the schedule parameters with the following linear transformation:

$$\hat{\mathbf{V}}_c = \hat{\mathbf{W}} \hat{\mathbf{X}}^T$$  \hspace{1cm} (8)

where

$$\hat{\mathbf{V}}_c = \begin{bmatrix}
\vdots \\
c_{z_{1k}} \\
\vdots \\
c_{z_{ik}} \\
\vdots \\
c_{ijk} \\
\vdots 
\end{bmatrix}$$  \hspace{1cm} (9)

and $\hat{\mathbf{W}}$ is a matrix with a size of $(k \times m, d)$. $k$ is the number of sins in the ansatz, $m = 2n + (n − 1)$ is the number of Pauli terms in the Hamiltonian ($n$ is the number of qubits in a chain), $d$ is the dimension of the data. $k \times m \times d$ is hence the number of optimization parameters in this case.

For multi-class classification, in order to simultaneously maximize the pair-wise distances, we define the absolute loss as the product of the pair-wise distance between an arbitrary pair of density matrices from collections of embedded data (see Algorithm 1). The definition of loss is not unique for a multi-class classification, basically any meaningful loss is acceptable, e.g., we can also define the loss absolute as a summation of the pair-wise distances/mini-
distance between any pair of density matrices from collections of embedded data (which gives an algorithm with a similar performance). Comparing with previous papers on variational embedding classifier, we extend the definition of loss to handle multi-class classification situations.

Given that neural networks are a common way to implement classification, we discuss the comparison of our algorithm with a neural network. This comparison is illustrated in Fig. 2, which shows a comparison of the nonlinearity in quantum variational circuits and a neural network. In a classical neural-network classifier, there are two stages: the first stage is a linear transformation which maps a point in the original data space into another point in another space. The next stage is a nonlinear transformation, which consists of a nonlinear distortion to the data points. It is this nonlinear distortion making the distorted mapped data points separate and a simple boundary can be drawn between different classes. In our algorithm, the first stage is still linearly mapping the raw data into points in another space. The second stage is a nonlinear mapping into a $2^n \times 2^n$-dimensional space, taking advantage of the nonlinear dependence of the final state of a quantum system on the schedule parameters. In a quantum system, the mapping between the initial and final quantum state is of course linear, since the evolution is from a unitary evolution. However, the mapping between the schedule parameters and the final state is nonlinear, this is the source of nonlinearity in our algorithm. The approach we use is similar to that of a classical neural network, in that the raw data in the original data space is mapped into another space (here is the Hilbert space for our classifier) after being linearly transformed and nonlinearly distorted, and the classification is performed on transformed data in the new space.

In the characterization of our algorithm, we use numerical simulations to calculate the evolved quantum states. In the numerical simulation, discrete time steps are used (see Fig. 1). In each time step, a constant Hamiltonian evolves the system, the unitary evolution operator is calculated by direct matrix exponentiation: $U(t_n) = \exp \left( \frac{-i}{\hbar} H(t_n) \delta t \right)$ ($H(t_n)$ is the Hamiltonian at time $t_n$, $\delta t$ is the time step). The total evolution is from the product of these unitary evolution operators: $U(t_{max}) = \prod_n \exp \left( \frac{-i}{\hbar} H(t_n) \delta t \right)$. In the simulated classifier, to maximize the distance (with the linear transformation parameters as the control knobs), we use PyTorch’s autograd [28] feature to perform an efficient gradient descent optimization. Autograd [28] keeps a record of tensors and all executed operations and the resulting new tensors in a computational graph whose leaves are the input tensors and roots are the output tensors. By tracing this graph from roots to leaves, we can automatically compute the gradients using the chain rule. The whole simulation in this study is written with PyTorch objects with the autograd features, which is essential to propagate the gradient backward towards tens or even hundreds of control knob parameters.

### Algorithm 1 Analog quantum variational embedding classifier algorithm

**Initial:** Initialize parameters in the linear transformation matrix $\hat{W}$; Initialize system state $\hat{\psi}$

1. **for** iterations $j = 1, \text{Epochs}**
2. **for** label iteration $i = 1, L_{\text{classes}}$ **do**
3. **for** sample in the class $i$ **do**
   4. Convert the sample to parameters of the system
   5. Add the density matrices together
   6. **end** **for**
7. **end** **for**
8. Calculate the $L_2$ distance $D_{ij} = \text{Tr}((M_i - M_j)^2)$ between the average density matrices $M_i$ and $M_j$
9. Perform a gradient descent on the loss function $\text{Loss} = -\sum_{ij} D_{ij}$ (for a binary classification task, $\text{Loss} = -D_{ij}$; $-\sum_{ij} D_{ij}$ is an extended loss for a multi-class classification task, other loss definition will also work) with respect to the parameters in the linear transformation $\hat{W}$
10. **end** **for**
11. **end** **for**
12. **Return:** Parameters in the linear transformation $\hat{W}$

### III. SIMULATION RESULTS FOR ANALOG QUANTUM VARIATIONAL EMBEDDING CLASSIFIER

In this section we discuss the characterization of the performance of our algorithm for doing classification on linearly inseparable datasets. We tested our algorithm on three typical linearly inseparable datasets used for benchmarking machine learning classifiers: concentric circles, spirals, as well as MNIST images (see Fig. 3). Our algorithm can do classification for all of these datasets. Here, the performance characterization is discussed in detail for concentric circles and MNIST digits, which are standard examples for machine learning benchmarking.

#### A. Concentric circles

The concentric circles dataset is composed of labelled points distributed in several concentric circular area, separated by gaps [23]. The classification task consists of training with these labelled points and using it to predict labels of unseen points. We tested our classifier on 2-circle, 3-circle cases. In our testing, we use the datasets module from the scikit-learn Python package to generate our dataset. We randomly sample 500/600 points as training dataset and randomly sample 100/120 data points as test dataset for a 2/3-circle case. We train our classifier on the training dataset, using gradient de-
FIG. 1: Illustration of our analog quantum variational embedding classifier. The balls placed in a line represent a multi-qubit quantum annealer. The connection lines represent couplings. The wavy arrows represent time-dependent driving on the qubits and couplings. The Hamiltonian of the annealer starts with $H_0$ and gradually changes to $H_1$, driven by a time-dependent $H_{add}$ (see equations (1) to (7)). The time-dependent coefficients (the schedule) of the Pauli terms of $H_{add}$ control the evolution, see equations (4) to (7). The schedule are expressed with summation of sin terms to meet a vanishing boundary condition at the beginning and end of the evolution, see equations (5) to (7). The data is transformed into the parameters $c_{z,i,k}$, $c_{x,i,k}$ and $c_{ij,k}$ by a linear transformation matrix to define the schedule of the quantum annealer, see equations (5) to (9).

$$H_0 = \sum_i h_z \sigma_z$$

$$H_{add}(s) = \sum_i P_z(s) \sigma_z + \sum_i R_x(s) \sigma_z + \sum_{i,j} V_{ij}(s) \sigma_z \sigma_z$$

$$H(t) = (1 - s) H_0(s) + s H_1(s) + H_{add}(s)$$

$$s = t/t_{max}$$

$$H_1 = \sum_i h_z \sigma_z + \sum_{i,j} J_{ij} \sigma_z \sigma_z$$

FIG. 2: Comparing nonlinearity in our classifier and a neural network. (a) The nonlinearity in our classifier is from the nonlinear dependence between the quantum state and the parameters of the quantum system; (b) The nonlinearity in a neural network is from the activation function (such as a sigmoid function).

For a simple binary or 2-circle classification problem, the absolute loss is defined as the $L_2$ distance between the two average density matrices corresponding to different classes. We use three sin terms in the Fourier expansion, the number of time steps is 10, and the $t_{max}$ is 2.

FIG. 3: Classical datasets for testing performance of machine learning algorithms. The first two datasets are the classical linearly inseparable datasets. The last one is the famous MNIST digits dataset.
After training by using a gradient descent optimizer (Adam optimizer of Pytorch, `torch.optim.Adam`) to adjust the weights matrix to minimize the loss (see the ‘Algorithm’ section above), we test our trained classifier on the test dataset. The predicted label for each data in the test dataset is chosen to be the label of the nearest average density matrix.

During training, it is observed that at the starting stages the embedded quantum states are not clustered. Only after training, the labelled embedded quantum states start to cluster according to their labels. The overlap (squared inner product) between samples belongs to the same label is much stronger than the overlap between samples from different labels. The training results in the embedded states from the same class cluster together. The clustering of the training dataset can be visualized with the overlap matrix. Fig. 4 shows the separation of different classes for the binary classification (2-circles) case. Here the $h$ and $J$ parameters of $H_0$ and $H_1$ are fixed, taking on values to make the initial and final Hamiltonian non-degenerate. A trained classifier is used here. The training dataset is fed into the annealer with the trained parameters. In a classification task, the final evolved quantum states of $s = 1$ are used as the embedded states for the data. Here, we recorded the evolution of the quantum states at each time step. The image sequence is from $s = 0$ (the top left image) to $s = 1$ (the bottom right image).

Next, we discuss the characterization of the performance as a function of the number of qubits. To make the dependence on the number of qubits more universal, the $h_{x_i}, h_{z_i}$ and $J_{ij}$ parameters of $H_0$ and $H_1$ are treated with the same footing as the Fourier coefficients here – they are also transformed from the data by a linear transformation matrix. In Fig. 5, we show the classification accuracy vs the number of qubits. Fig. 5(a) is the result for the training accuracy after optimizing the analog quantum computer parameters to maximize the separation of the density matrices. Fig. 5(b) is the result for the test accuracy using the same trained analog quantum computer (obtained after optimizing the analog quantum computer parameters to maximize the separation of the density matrices). For each data point, four independent random initialization (starting from four random initial guess of the linear transformation matrix $\hat{W}$) of the training stage are performed to obtain sufficient statistics. The mean and standard deviations of the accuracies are recorded.

These results show that the classification accuracies on both the training and test dataset can be generally improved by increasing the number of qubits. The similar scaling for both the training and test datasets means that our classifier has a good generalization. The performance boost as the number of qubits increases indicates that the expressivity of our classifier can be improved as the number of qubits increases. Therefore, a more and more complicated classification task could be handled once we add more qubits into our classifier. Whether the performance after certain amount of iterations of training will always increase as a function the number of qubits is a complicated issue. Indeed, previous studies showed that system with too many qubits might have barren plateaus featured with a vanishing gradient and training or optimization of performance will become difficult in this case [22, 29, 30]. Some cures for the barren plateau have been proposed [22, 30].

### B. MNIST digits

In this subsection, we tested our classifier on the MNIST digits dataset. We tested both binary classification (on digits 3 and 5) as well as multi-class classification (on digits 1, 3, 5). Just as for the concentric circle case, the MNIST dataset is also generated by the datasets module of the scikit-learn package. The dimension of a raw MNIST digit data from scikit-learn is an $8 \times 8$ array. The $8 \times 8$ array is reshaped into a one-dimensional array of dimension 64, which is transformed into parameters of the quantum annealer in our classifier, as described in our algorithm (see Fig. 1). There are three sin terms in the Fourier expansion, the number of time steps is 10, and the maximum time $t_{max}$ used is 0.91 for the binary classification (on digits 3 and 5) and 0.91 for the multi-class classification (on digits 1, 3, 5). The $h$ and $J$ parameters are fixed here, taking on values to make the initial and final Hamiltonian non-degenerate. Only the Fourier coefficients in the schedule are transformed from the data by a linear transformation matrix. The loss used in the training stage for binary classification is $-D_{min}/r_{max}$, where $-D_{min}$ is the smallest distance between centroids of different classes and $r_{max}$ is the largest distance of an embedded sample from its corresponding centroid.

For the binary classification task on digits 3 and 5, all the digits 3 and 5 are collected, then, a random 90% to 10% split is performed to get training and test datasets (329 samples in the collection are picked out as the training dataset and 36 samples are chosen as the test dataset). For the 3-class classification task on digits 1, 3 and 5, all the digits 1, 3 and 5 are collected, then, a random 90% to 10% split is performed to get training and test datasets (492 samples of the collection are picked out as train dataset and 55 samples are chosen as the test dataset).

After training, the embedded quantum states from different labels show a clustering behavior. As usual, we visualize the clustering of embedded datasets from the same labels with the overlap matrix. Fig. 6 shows the overlap matrix for digits classification. A clear separation is observed between different classes. A trained classifier is used here. The training dataset is fed into the annealer with the trained parameters. In a classification task, the final evolved quantum states of $s = 1$ are used as the embedded states for the data. Here, we record the evolution of the quantum states at each time step. For each time step, the evolved quantum states are calculated and the overlap matrix is calculated. The image sequence is from...
Next, we discuss the influence of the number of qubits on performance. For binary classification on digits 3 and 5, increasing the number of qubits in general can improve the performance. This is shown in Table I where the training and test accuracies for classification on MNIST digits 3 and 5 are recorded for various number of qubits. Each result is averaged over eight random trials, starting from eight random initial guess of the linear transformation matrix $\mathbf{W}$. For 3-class classification on digits 1, 3 and 5, increasing the number of qubits can improve the performance prominently, as shown in Table II. Here each result is also averaged over eight random trials, starting from eight random initial guess of the linear transformation matrix $\mathbf{W}$.

IV. DISCUSSION

These tests on MNIST digits and concentric circles show the power of our classifier on very different datasets. In comparison with classical linear classifiers, our algorithm can boost the accuracy very significantly. The accuracy of a linear classifier on the linearly inseparable concentric circles dataset is about 50% \[23\] (binary classification). As a comparison, the accuracy of our algorithm is higher than 99.5%. The performance of our classifier is also comparable with the best classical nonlinear classifiers on these dataset. It is worth mentioning that, comparing with classical nonlinear classifiers, there are significantly fewer parameters in our classifier. E.g., for the concentric cases shown above, the number of optimization parameters is $3 \times (2n + n - 1) \times 2$. It scales linearly with $n$, and only has a few of tens of parameters for the number of qubits $n < 6$. However, for classical neural network classifiers, the number of parameters usually scales as $n^2$. The reduced number of parameters is a desired feature of our quantum algorithm. In our tests, we intentionally didn’t optimize the hyper-parameters (such as $t_{\text{max}}$): further adjusting the hyper-parameters could further boost the performance of our classifier. Using a different loss in the training stage such as $D_{\text{min}}/\text{std}_{\text{max}}$ ($D_{\text{min}}$ is the smallest distance between centroids of different classes and $\text{std}_{\text{max}}$ is the largest spread of distance to the centroid within a class, this loss means the separation between density matrices from collections of embedded data is larger than the spread of embedded data points with respect to their centroids) could also make the training better. These tests on concentric dataset and MNIST digits also show that for a multi-class classification problem, increasing the number of qubits can improve the performance very significantly. The quantum system used in our classifier is an implementation of quantum annealer, but this approach could be extended to other types of quantum computers run in an analog mode. As the number of qubits increases, the nonlinearity provided by the analog quantum computer in general can’t be simulated effectively with a classical computer. Therefore, the improved performance when increasing the size of the analog quantum computer could provide a way to realize quantum advantage in the quantum machine learning.

|                | 1-qubit | 2-qubit | 3-qubit | 4-qubit | 5-qubit |
|----------------|---------|---------|---------|---------|---------|
| **Train accuracy** | 0.9206  | 0.9580  | 0.9812  | 0.9931  | 0.9942  |
| **Test accuracy**   | 0.8590  | 0.9359  | 0.9519  | 0.9679  | 0.9744  |

**TABLE I:** Performance results for binary classification on MNIST digits 3 and 5. The train accuracy and test accuracy (average results from 8 random trials) for quantum annealers with various number of qubits are recorded.

|                | 2-qubit | 4-qubit | 5-qubit |
|----------------|---------|---------|---------|
| **Training accuracy** | 0.9098  | 1       | 1       |
| **Test accuracy**   | 0.7864  | 0.9454  | 0.9523  |

**TABLE II:** Performance results for a 3-class classification on the MNIST digits 1, 3 and 5. The train accuracy and test accuracy (average results from 8 random trials) for quantum annealers with various number of qubits are recorded. We can see that increasing the number of qubits can increase the train accuracy or test accuracy prominently.

V. SUMMARY

We proposed an analog quantum variational embedding classifier, with a focus on an implementation based on a quantum annealer. The nonlinear mapping of the classical data to a high dimensional density matrix is realized with an analog quantum computer. The classical data is transformed into the parameters of the analog quantum computer by a linear transformation, which implies that the nonlinearity needed for a nonlinear classification problem arises purely from the analog quantum computer, due to the nonlinear dependence between the final quantum state and the control parameters of the Hamiltonian. By using a metric based on density matrix from a collection of training dataset \[23\], our algorithm can handle a general classification problem. Moreover, our classifier handles both binary and multi-class classification tasks. We demonstrate the effectiveness of our algorithm for performing binary and multi-class classification on linearly inseparable datasets. Our algorithm performs much better than a classical linear classifier. In the case of concentric circles, our classifier performs as well as large classical nonlinear classifiers. The dependence of performance on the number of qubits shows that increasing the number of qubits can improve the
FIG. 4: Time evolution of the overlap matrix of training data for binary classification on circles. The data to Hamiltonian mapping correspond to a fully trained classifier. For each time step, the evolved quantum states are calculated and the overlap matrix is calculated. The image sequence is from $s = 0$ (the top left image) to $s = 1$ (the bottom right image). The brightness indicates the overlap between the embedded quantum states. Label 1 and 2 represent the outer and inner circles, respectively.

(a) 
(b) 

FIG. 5: The classification accuracy (with a trained classifier) vs number of qubits, for multi-class classification cases (two examples – 2-label and 3-label cases are shown here). (a) Classification accuracy vs the number of qubits for the training dataset (dataset used for training our classifier); (b) Classification accuracy vs the number of qubits for the test dataset (unseen dataset), directly using the classifier trained on the training dataset.
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performance. Our algorithm presents the possibility of using current and near-term quantum annealers for solving practical machine-learning problems and it could also be useful to explore quantum advantage in the quantum machine learning.

As a prospect, in the future, topics such as performance of our classifier with other type of Hamiltonians, the expressivity of the analog quantum computer, the universality of the nonlinearity, the experimental realization on actual quantum computers, etc., can be investigated.
FIG. 6: Time evolution of overlap matrix of training data for the binary classification on MNIST digits 3 and 5. A trained classifier is used here. The image sequence is from $s = 0$ (the top left image) to $s = 1$ (the bottom right image). The brightness indicates the overlap between the embedded quantum states.
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