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Abstract. In this article, we investigate the blow-up for local solutions to a semilinear wave equation in the generalized Einstein–de Sitter spacetime with nonlinearity of derivative type. More precisely, we consider a semilinear damped wave equation with a time-dependent and not summable speed of propagation and with a time-dependent coefficient for the linear damping term with critical decay rate. We prove in this work that the results obtained in a previous work, where the damping coefficient takes two particular values 0 or 2, can be extended for any positive damping coefficient. We show the blow-up in finite time of local in time solutions and we establish upper bound estimates for the lifespan, provided that the exponent in the nonlinear term is below a suitable threshold and that the Cauchy data are nonnegative and compactly supported.
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1. Introduction

We are interested in the semilinear damped wave equation when the speed of propagation is depending on time, namely the damped wave equations in Einstein–de Sitter spacetime, with time derivative nonlinearity which reads as follows:

\[
\begin{aligned}
& u_{tt} - t^{-2k} \Delta u + \frac{\mu}{t} u_t = |u_t|^p, \quad \text{in } \mathbb{R}^N \times [1, \infty), \\
& u(x, 1) = \varepsilon f(x), \quad u_t(x, 1) = \varepsilon g(x), \quad x \in \mathbb{R}^N,
\end{aligned}
\]  

(1.1)
where $k \in [0,1)$, $\mu \geq 0$, $p > 1$, $N \geq 1$ is the space dimension, $\epsilon > 0$ is a parameter illustrating the size of the initial data, and $f, g$ are supposed to be positive functions. Furthermore, we consider $f$ and $g$ with compact support on $B(0, R, R)$. The problem (1.1) with time derivative nonlinearity being replaced by power nonlinearity is well understood in terms of blow-up phenomenon. Let us first recall the equation in this case. Under the usual Cauchy conditions, the semilinear wave equation with power nonlinearity is
\[ u_{tt} - t^{-2k} \Delta u + \frac{\mu}{t} u_t = |u|^q, \quad \text{in } \mathbb{R}^N \times [1, \infty). \] (1.2)
The blow-up phenomenon for (1.2) is related to two particular exponents. The first exponent, $q_0(N, k)$, is the positive root of
\[ ((1 - k)N - 1)q^2 - ((1 - k)N + 1 + 2k)q - 2(1 - k) = 0, \]
and the second exponent is given by
\[ q_1(N, k) = 1 + \frac{2}{N(1 - k)}. \]
Hence, the positive number $\max(q_0(N + \frac{\mu}{1 - k}, k), q_1(N, k))$ seems to be a serious candidate for the critical power stating thus the threshold between the global existence and the blow-up regions, see e.g. [7,22,23,27,29].

Let us go back to (1.1) with $k = \mu = 0$. This case is in fact connected to the Glassey conjecture in which the critical exponent $p_G$ is given by
\[ p_G = p_G(N) := 1 + \frac{2}{N - 1}. \] (1.3)
The above value $p_G$ is creating a threshold (depending on $p$) between the region where we have the global existence of small data solutions (for $p > p_G$) and another where the blow-up of the solutions under suitable sign assumptions for the Cauchy data occurs (for $p \leq p_G$); see e.g. [14,15,17,26,32,35].

Now, for $k < 0$ and $\mu = 0$, it is proven in [20] that the solution of (1.1), in the subcritical case ($1 < p \leq p_G(N(1 - k))$), blows up in finite time giving hence a lifespan estimate of the maximal existence time. This is equivalent to say that, for $1 < p \leq p_G(N(1 - k))$, we have the nonexistence of the solution of (1.1). However, the aforementioned result was recently improved in [18] thanks to the construction of adequate test functions. The new region obtained in [18] gives a plausible characterization of the critical exponent, namely
\[ p \leq p_T(N, k) := 1 + \frac{2}{(1 - k)(N - 1) + k}. \] (1.4)
Very recently, it is proved in [12] with different approaches, as an application of the case of mixed nonlinearities, that results similar to the above for the problem (1.1) with $k < 0$ and $\mu = 0$ hold.

We consider now the case $\mu > 0$ and $k = 0$ in (1.2). Hence, for a small $\mu$, the solution of (1.2) behaves like a wave. In fact, the damping produces a shifting by $\mu > 0$ on the dimension $N$ for the value of the critical power, see e.g. [16,24,30,31], and [5,6] for the case $\mu = 2$ and $N = 2, 3$. The global
existence for $\mu = 2$ is proven in [5,6,21]. However, for $\mu$ large, the equation (1.2) is of a parabolic type and the behavior is like a heat-type equation; see e.g. [3,4,33].

On the other hand, for the solution of (1.1) with $\mu > 0$ and $k = 0$, in [19] a blow-up result is proved for $1 < p \leq p_G(N + 2\mu)$ and upper bound estimates for the lifespan are given as well. Later, this result was improved in [25], where $p_G(N + \mu)$ is found as upper bound for $\mu \geq 2$. Recently, an improvement is obtained in [10] stating that the critical value for $p$ is given by $p_G(N + \mu)$ for all $\mu > 0$. This should be the optimal threshold value that needs to be rigorously proved by completing the present blow-up result with a global existence one when the exponent $p$ is beyond the critical value.

We focus in this article on the blow-up of the solution of (1.1) for $k \in [0,1)$. Our target is to give the upper bound, denoted here by $p_E = p_E(N,k,\mu)$, delimiting a new blow-up region for the Einstein–de Sitter spacetime equation (1.1).

First, as observed for the equation (1.2), where the damping produces a shift in $q_0$ in the dimensional parameter of magnitude $\frac{\mu}{1-k}$, we expect that the same phenomenon holds for (1.1). In other words, we predict that the upper bound $p_E = p_E(N,k,\mu)$ satisfies
\[
p_E(N,k,\mu) = p_E(N + \frac{\mu}{1-k},k,0). \tag{1.5}
\]

Using an explicit representation formula and Zhou’s approach to proving the blow-up on a certain characteristic line, in [13], we proved that
\[
p_E(N,k,0) = p_T(N,k), \tag{1.6}
\]
where $p_T$ is defined by (1.4).

Now, in view of (1.5) and (1.6), we await, for the solution of (1.1) with $k \in [0,1)$ and $\mu > 0$, that
\[
p_E = p_E(N,k,\mu) := 1 + \frac{2}{(1-k)(N-1) + k + \mu}. \tag{1.7}
\]

As we have mentioned, in [13] we proved that (1.7) holds true under some sign assumptions for the data for $\mu = 0$, but also for $\mu = 2$ (cf. Theorems 1.1 and 1.2). We aim in the present work to extend this result for all $\mu > 0$, and show that the upper bound value for $p$ is in fact given by (1.7). We think that $p_E(N,k,\mu)$, for $k$ small, characterizes the limiting value between the existence and nonexistence regions of the solution of (1.1). However, it is clear that this limiting exponent does not reach the optimal one in view of the very recent results in [28].

Finally, we recall here that the wave in (1.1) has a speed of propagation dependent of time. Therefore, this time-dependent speed of propagation term can be seen, after rescaling (see (1.9) below), as a scale-invariant damping. Let $v(x,\tau) = u(x,t)$, where $\tau = \phi_k(t) := \frac{t^{1-k}}{1-k}$.
\[
\tau = \phi_k(t) := \frac{t^{1-k}}{1-k}. \tag{1.8}
\]
Hence, we can easily see that $v(x, \tau)$ satisfies the following equation:

$$
v_{\tau\tau} - \Delta v + \frac{\mu - k}{(1 - k)\tau} \partial_\tau v = C_{k,p}(\tau^{p-2})|\partial_\tau v|^p, \quad \text{in } \mathbb{R}^N \times \left[\frac{1}{(1 - k)}, \infty\right),
$$

(1.9)

where $\mu_k := \frac{k}{1 - k}$ and $C_{k,p} = (1 - k)^{\mu_k(p-2)}$. Moreover, thanks to the above transformation, we can use the methods carried out in some earlier works [2,9–12] to build the proof of our main result.

The rest of the paper is arranged as follows. First, we state in Sect. 2 the weak formulation of (1.1) in the energy space, and then we give the main theorem. Section 3 is concerned with some technical lemmas that we will use to prove the main result. Finally, Sect. 4 is assigned to the proof of Theorem 2.2 which constitutes the main result of this article.

2. Nonexistence result

First, we define in the sequel the energy solution associated with (1.1).

**Definition 2.1.** Let $f \in H^1(\mathbb{R}^N)$ and $g \in L^2(\mathbb{R}^N)$. The function $u$ is said to be an energy solution of (1.1) on $[1, T]$ if

$$
\begin{align*}
&\left\{ u \in C([1, T), H^1(\mathbb{R}^N)) \cap C^1([1, T), L^2(\mathbb{R}^N)), \\
&u_t \in L^p_{loc}([1, T) \times \mathbb{R}^N),
\right.

\end{align*}
$$

satisfies, for all $\Phi \in C^\infty_0(\mathbb{R}^N \times [1, T])$ and all $t \in [1, T)$, the following equation:

$$
\begin{align*}
&\int_{\mathbb{R}^N} u_t(x, t)\Phi(x, t)dx - \varepsilon \int_{\mathbb{R}^N} g(x)\Phi(x, 1)dx \\
&\quad - \int_{1}^{t} \int_{\mathbb{R}^N} u_t(x, s)\Phi_t(x, s)dx ds + \int_{1}^{t} s^{-2k} \int_{\mathbb{R}^N} \nabla u(x, s) \cdot \nabla \Phi(x, s)dx ds \\
&\quad + \int_{1}^{t} \int_{\mathbb{R}^N} \mu \frac{u_t(x, s)}{s}\Phi(x, s)dx ds = \int_{1}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p\Phi(x, s)dx ds,
\end{align*}
$$

(2.1)

and the condition $u(x, 1) = \varepsilon f(x)$ is fulfilled in $H^1(\mathbb{R}^N)$.

A straightforward computation shows that (2.1) is equivalent to

$$
\begin{align*}
&\int_{\mathbb{R}^N} \left[ u_t(x, t)\Phi(x, t) - u(x, t)\Phi_t(x, t) + \frac{\mu}{t} u(x, t)\Phi(x, t) \right]dx \\
&\quad + \int_{1}^{t} \int_{\mathbb{R}^N} u(x, s) \left[ \Phi_{tt}(x, s) - s^{-2k}\Delta \Phi(x, s) - \frac{\partial}{\partial s} \left( \frac{\mu}{s} \Phi(x, s) \right) \right]dx ds \\
&\quad = \int_{1}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p\psi(x, s)dx ds \\
&\quad + \varepsilon \int_{\mathbb{R}^N} \left[ - f(x)\Phi_t(x, 1) + (\mu f(x) + g(x)) \Phi(x, 1) \right]dx.
\end{align*}
$$

(2.2)

**Remark 2.1.** Obviously, we can choose a test function $\Phi$ which is not compactly supported in view of the fact that the initial data $f$ and $g$ are supported on $B_{\mathbb{R}^N}(0, R)$. In fact, we have $\text{supp}(u) \subset \{(x, t) \in \mathbb{R}^N \times [1, \infty) : |x| \leq \phi_k(t) + R\}$. 

The blow-up region and the lifespan estimate of the solutions of (1.1) constitute the objective of our main result which is the subject of the following theorem.

**Theorem 2.2.** Let $\mu > 0$, $p \in (1, p_E(N, k, \mu)]$, $N \geq 1$ and $k \in [0, 1)$. Suppose that $f \in H^1(\mathbb{R}^N)$ and $g \in L^2(\mathbb{R}^N)$ are functions which are non-negative, with compact support on $B(0_{\mathbb{R}^N}, R)$, and non-vanishing everywhere. Then, there exists $\varepsilon_0 = \varepsilon_0(f, g, N, R, p, k, \mu) > 0$ such that for any $0 < \varepsilon \leq \varepsilon_0$ the solution $u$ to (1.1) which satisfies

\[
\text{supp}(u) \subset \{(x, t) \in \mathbb{R}^N \times [1, \infty) : |x| \leq \phi_k(t) + R\},
\]

blows up in finite time $T_\varepsilon$, and

\[
T_\varepsilon \leq \begin{cases} 
C \varepsilon^{-\frac{2(p-1)}{2-(1-k)(N-1)+k+\mu(p-1)}} & \text{for } 1 < p < p_E(N, k, \mu), \\
\exp(C\varepsilon^{-(p-1)}) & \text{for } p = p_E(N, k, \mu),
\end{cases}
\]

where $p_E(N, k, \mu)$ is given by (1.7) and $C$ is a positive constant independent of $\varepsilon$.

**Remark 2.2.** The results stated in Theorem 2.2 hold true for $k < 0$ and $\mu > 0$; see [1] where a more general model with mass term is studied.

**Remark 2.3.** After completing the first version of the present manuscript, we received a draft version of [28], where problem (1.1) is studied, among other things. In particular, for $\frac{n+1}{n+2} < k < 1$ and $\mu \in [0, (n+2)k - (n+1))$ the upper bound for $p$ in the blow-up result is improved in [28] by proving the nonexistence of global solutions to (1.1) for $1 < p < 1 + \frac{1}{(1-k)n+\mu}$.

3. Auxiliary results

It is worth mentioning that the choice of the test function, that we will use in the functionals that will be introduced later on, is crucial here. Naturally, in terms of dynamics of the solution of (1.1), the more accurate the choice of the test function is, the better lifespan estimate we obtain. This is why we choose in the following to include all the linear terms inherited from (1.1). First, we introduce the function $\rho(t)$ [22] given by

\[
\rho(t) := t^{\frac{1+\mu}{2}} K_{\frac{\mu-1}{2(1-k)}} \left( \frac{t^{1-k}}{1-k} \right), \quad \forall \ t \geq 1,
\]

where $K_\nu(t)$ is the modified Bessel function of second kind defined as

\[
K_\nu(t) = \int_0^\infty \exp(-t \cosh \zeta) \cosh(\nu \zeta) d\zeta, \ \nu \in \mathbb{R}.
\]

It is easy to see that $\rho(t)$ satisfies

\[
\frac{d^2 \rho(t)}{dt^2} - t^{-2k} \rho(t) - \frac{d}{dt} \left( \frac{\mu}{t} \rho(t) \right) = 0, \quad \forall \ t \geq 1.
\]
Second, we define the function \( \varphi(x) \) by
\[
\varphi(x) := \begin{cases} 
\int_{S^{N-1}} e^{x \cdot \omega} \, d\omega & \text{for } N \geq 2, \\
e^x + e^{-x} & \text{for } N = 1;
\end{cases}
\] (3.4)
note that \( \varphi(x) \) is introduced in [34] and satisfies \( \Delta \varphi = \varphi \).

Hence, the function \( \psi(x, t) := \varphi(x) \rho(t) \) verifies the following equation:
\[
\partial_t^2 \psi(x, t) - t^{-2k} \Delta \psi(x, t) - \frac{\partial}{\partial t} \left( \frac{\mu}{t} \psi(x, t) \right) = 0.
\] (3.5)

In the following we enumerate some properties of the function \( \rho(t) \) that we will use later on in the proof of our main result.

**Lemma 3.1.** The next properties hold true for the function \( \rho(t) \).

(i) The function \( \rho(t) \) is positive on \([1, \infty)\). Moreover, for all \( t \geq 1 \), there exists a constant \( C_1 \) such that \( \rho(t) \) satisfies
\[
C_1^{-1} t^{1/2} \exp(-\phi_k(t)) \leq \rho(t) \leq C_1 t^{1/2} \exp(-\phi_k(t)),
\] (3.6)
where \( \phi_k(t) \) is given by (1.8).

(ii) We have
\[
\lim_{t \to +\infty} \left( \frac{t \rho'(t)}{\rho(t)} \right) = -1.
\] (3.7)

**Proof.** First, we recall here the definition of \( \rho(t) \), as in (3.1), and (1.8)
\[
\rho(t) = t^{1/2} \frac{K_{\mu - 1/2}(\phi_k(t))}{\sqrt{2 \pi t}}, \quad \forall \ t \geq 1.
\] (3.8)

Hence, the positivity of \( \rho(t) \) is straightforward thanks to (3.2). On the other hand, from [8], we have the following property for the function \( K_\mu(t) \):
\[
K_\mu(t) = \sqrt{\frac{\pi}{2t}} e^{-t} (1 + O(t^{-1})), \quad \text{as } t \to \infty.
\] (3.9)

Combining (3.8) and (3.9), and again remembering the definition of \( \phi_k(t) \), given by (1.8), and the fact that \( k < 1 \), we conclude (3.6). The assertion (i) is thus proven.

Now, to prove (ii), using (3.8) we observe that
\[
\frac{\rho'(t)}{\rho(t)} = \frac{\mu + 1}{2t} + t^{-k} \frac{K_{\mu - 1/2}(\phi_k(t))}{K_{\mu - 1/2}(\phi_k(t))},
\] (3.10)

Exploiting the well-known identity for the modified Bessel function,
\[
\frac{d}{dz} K_\nu(z) = -K_{\nu + 1}(z) + \nu z K_\nu(z),
\] (3.11)

and combining (3.10) and (3.11) yields
\[
\frac{\rho'(t)}{\rho(t)} = \frac{\mu}{t} - t^{-k} \frac{K_{\mu + 1/2}(\phi_k(t))}{K_{\mu - 1/2}(\phi_k(t))}.
\] (3.12)

From (3.9) and (3.12), and using the fact that \( k \in [0, 1) \), we deduce (3.7).

This ends the proof of Lemma 3.1. \( \square \)
Throughout this article, the use of a generic parameter $C$ is designed to denote a positive constant that might be dependent on $p, q, k, N, R, f, g, \mu$ but independent of $\varepsilon$. The value of the constant $C$ may change from line to line. Nevertheless, when it is necessary, we will clearly mention the expression of $C$ in terms of the parameters involved in our problem.

A classical estimate result for the function $\psi(x, t)$ is stated in the next lemma.

**Lemma 3.2.** [34] Let $r > 1$. Then, there exists a constant $C = C(N, \mu, R, p, k, r) > 0$ such that

$$
\int_{|x| \leq \phi_k(t) + R} \left( \psi(x, t) \right)^r dx \leq C \rho^r(t) e^{r \phi_k(t)} \left( 1 + \phi_k(t) \right)^{\frac{(2-r)(N-1)}{2}}, \quad \forall \ t \geq 1.
$$

(3.13)

Let $u$ be a solution to (1.1) for which we introduce the following functionals:

$$
U(t) := \int_{\mathbb{R}^N} u(x, t) \psi(x, t) dx,
$$

(3.14)

and

$$
V(t) := \int_{\mathbb{R}^N} u_t(x, t) \psi(x, t) dx.
$$

(3.15)

The first lower bounds for $U(t)$ and $V(t)$ are respectively given by the following two lemmas where, for $t$ large enough, we will prove that $\varepsilon^{-1} t^{-k} U(t)$ and $\varepsilon^{-1} V(t)$ are two bounded from below functions by positive constants.

**Lemma 3.3.** Let $u$ be a solution of (1.1). Assume in addition that the corresponding initial data satisfy the assumptions as in Theorem 2.2. Then, there exists $T_0 = T_0(k, \mu) > 2$ such that

$$
U(t) \geq C_U \varepsilon t^k, \quad \text{for all } t \geq T_0,
$$

(3.16)

where $C_U$ is a positive constant that may depend on $f, g, N, \mu, R$ and $k$, but not on $\varepsilon$.

**Proof.** Let $t \in (1, T)$. Substituting in (2.2) $\Phi(x, t)$ by $\psi(x, t)$, we obtain

$$
\int_{\mathbb{R}^N} \left[ u_t(x, t) \psi(x, t) - u(x, t) \psi_t(x, t) + \frac{\mu}{t} u(x, t) \psi(x, t) \right] dx
$$

$$
= \int_1^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds + \varepsilon C(f, g),
$$

(3.17)

where

$$
C(f, g) := \rho(1) \int_{\mathbb{R}^N} \left[ (\mu - \frac{\rho'(1)}{\rho(1)}) f(x) + g(x) \right] \phi(x) dx.
$$

(3.18)

Note that $C(f, g)$ is positive thanks to the fact that $\rho(1)$ and $\mu - \frac{\rho'(1)}{\rho(1)}$ are positive as well (in view of (3.12)) and the sign of the initial data. Hence, recall the definition of $U$, as in (3.14), and (3.4), (3.17) gives

$$
U'(t) + \Gamma(t) U(t) = \int_1^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds + \varepsilon C(f, g),
$$

(3.19)
where

\[ \Gamma(t) := \frac{\mu}{t} - 2\frac{\rho'(t)}{\rho(t)}. \] (3.20)

Neglecting the nonlinear term in (3.19), then multiplying the resulting equation from (3.19) by \( \frac{\mu}{\rho'(t)} \) and integrating on \((1, t)\), we get

\[ U(t) \geq U(1) \frac{\rho^2(t)}{t^n \rho^2(1)} + \varepsilon C(f, g) \frac{\rho^2(t)}{t^n} \int_1^t \frac{s^n}{\rho^2(s)} ds. \] (3.21)

From (3.1), the definition of \( \phi_k(t) \), given by (1.8), and using the fact that \( U(1) > 0 \), the estimate (3.21) implies that

\[ U(t) \geq \varepsilon C(f, g) t^n K^2 \frac{\mu - 1}{2(1 - k)} (\phi_k(t)) \int_{t/2}^t \frac{1}{s K^2 \frac{\mu - 1}{2(1 - k)} (\phi_k(s))} ds, \quad \forall \ t \geq 2. \] (3.22)

In view of (3.9), we deduce the existence of \( T_0 = T_0(k, \mu) > 2 \) such that

\[ \phi_k(t) K^2 \frac{\mu - 1}{2(1 - k)} (\phi_k(t)) > \frac{\pi}{4} e^{-2\phi_k(t)} \] and
\[ \phi_k(t)^{-1} K^{-2} \frac{\mu - 1}{2(1 - k)} (\phi_k(t)) > \frac{1}{4} e^{2\phi_k(t)}, \quad \forall \ t \geq T_0/2. \] (3.23)

Inserting (3.23) in (3.22) and using (1.8), we obtain that

\[ U(t) \geq \varepsilon C(f, g) t^n K^2 \frac{\mu - 1}{2(1 - k)} (\phi_k(t)) \int_{t/2}^t \frac{1}{s K^2 \frac{\mu - 1}{2(1 - k)} (\phi_k(s))} ds \] (3.24)

\[ \geq \varepsilon C(f, g) t^n [1 - e^{-2(\phi_k(t) - \phi_k(t/2))}], \quad \forall \ t \geq T_0. \]

Thanks to (1.8) and the fact that \( k<1 \), we observe that \( t \mapsto 1 - e^{-2(\phi_k(t) - \phi_k(t/2))} \) is an increasing function on \((T_0, \infty)\), hence, its minimum is achieved at \( t = T_0 \). Therefore we deduce that

\[ U(t) \geq \varepsilon \kappa C(f, g) t^n, \quad \forall \ t \geq T_0, \] (3.25)

where

\[ \kappa := \frac{1}{8} \left( 1 - \exp \left( - \frac{(2 - 2k)T_0^{1-k}}{1 - k} \right) \right). \]

Hence, Lemma 3.3 is now proved. \( \square \)

The next lemma gives the lower bound of the functional \( \mathcal{V}(t) \).

**Lemma 3.4.** Assume that the initial data are as in Theorem 2.2. For \( u \) an energy solution of (1.1), there exists \( T_1 = T_1(k, \mu) > T_0 \) such that

\[ \mathcal{V}(t) \geq C_\mathcal{V} \varepsilon, \quad \text{for all} \ t \geq T_1, \] (3.26)

where \( C_\mathcal{V} \) is a positive constant depending on \( f, g, N, \mu, R \) and \( k \), but not on \( \varepsilon \).
Proof. Let \( t \in [1, T) \). Recall the definitions of \( \mathcal{U} \) and \( \mathcal{V} \), given respectively by (3.14) and (3.15), (3.4) and the identity

\[
\mathcal{U}'(t) - \frac{\rho'(t)}{\rho(t)} \mathcal{U}(t) = \mathcal{V}(t). \tag{3.27}
\]

Hence, the equation (3.19) yields

\[
\mathcal{V}(t) + \left[ \mu - \frac{\rho'(t)}{\rho(t)} \right] \mathcal{U}(t) = \int_1^t \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx \, ds + \varepsilon C(f, g).
\]

For convenience, we rewrite (3.23) as follows:

\[
\int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx = |u_t(0, t)|^p \psi(x, t) dx.
\]

A differentiation in time of the equation (3.28) gives

\[
\mathcal{V}'(t) + \left[ \mu - \frac{\rho'(t)}{\rho(t)} \right] \mathcal{U}'(t) - \left( \frac{\mu}{t^2} + \frac{\rho''(t)\rho(t) - (\rho'(t))^2}{\rho^2(t)} \right) \mathcal{U}(t)
\]

\[
= \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx.
\]

Now, thanks to (3.3) and (3.27), we deduce from (3.29) that

\[
\mathcal{V}'(t) + \left[ \mu - \frac{\rho'(t)}{\rho(t)} \right] \mathcal{V}(t) = t^{-2k} \mathcal{U}(t) + \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx,
\]

that we rewrite as

\[
\left( t^\mu \frac{\mathcal{V}(t)}{\rho(t)} \right)' = \frac{t^\mu}{\rho(t)} \left( t^{-2k} \mathcal{U}(t) + \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx \right), \quad \forall t \geq 1. \tag{3.31}
\]

An integration of (3.31) over \((1, t)\) implies that

\[
t^\mu \frac{\mathcal{V}(t)}{\rho(t)} = \frac{\mathcal{V}(1)}{\rho(1)} + \int_1^t \frac{s^\mu}{\rho(s)} \left( s^{-2k} \mathcal{U}(s) + \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx \right) ds, \quad \forall t \geq 1.
\]

(3.32)

Thanks to the fact that \( \mathcal{V}(1) \geq 0, \rho(1) > 0 \) and using the lower bound of \( \mathcal{U} \) as in (3.16), we infer that

\[
\mathcal{V}(t) \geq \frac{\rho(t)}{t^\mu} \int_1^t \frac{s^\mu}{\rho(s)} \left( C_u \varepsilon s^{-k} + \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx \right) ds, \quad \forall t \geq T_0.
\]

(3.33)

Therefore the estimate (3.33) gives

\[
\mathcal{V}(t) \geq C_u \varepsilon \frac{\rho(t)}{t^\mu} \int_{t/2}^t \frac{s^{-k+\mu}}{\rho(s)} ds, \quad \forall t \geq 2T_0.
\]

(3.34)

For convenience, we rewrite (3.23) as follows:

\[
\sqrt{\phi_k(t)} \frac{K_{\mu-1} (\phi_k(t))}{2(1-k)} > \frac{\sqrt{\pi}}{2} e^{-\phi_k(t)} \quad \text{and}
\]

\[
\frac{1}{\sqrt{\phi_k(t)}} K_{\mu-1} (\phi_k(t)) > \frac{1}{\sqrt{\pi}} e^{\phi_k(t)}, \quad \forall t \geq T_0/2.
\]

(3.35)
Using the expressions of $\rho(t)$ and $\phi_k(t)$, given respectively by (3.1) and (1.8), we deduce that
\[
\mathcal{V}(t) \geq \varepsilon C_U \left( \frac{1}{2} \right)^{\frac{\mu}{2}+1} e^{-\phi_k(t)} \int_{t/2}^{t} \phi'_k(s)e^{\phi_k(s)}ds \\
\geq \varepsilon C_U \left( \frac{1}{2} \right)^{\frac{\mu}{2}+1} \left[ 1 - e^{-(\phi_k(t)-\phi_k(t/2))} \right], \quad \forall \ t \geq 2T_0.
\] (3.36)

Analogously as in Lemma 3.3, we have
\[
\mathcal{V}(t) \geq C_\mathcal{V} \varepsilon, \quad \forall \ t \geq T_1 := 2T_0,
\] (3.37)
where
\[
C_\mathcal{V} := C_U \left( \frac{1}{2} \right)^{\frac{\mu}{2}+1} \left( 1 - \exp \left( -\frac{(1-2^{k-1})(2T_0)^{1-k}}{1-k} \right) \right).
\]
This completes the proof of Lemma 3.4.

\[ \square \]

4. Proof of Theorem 2.2.

This section is dedicated to proving the main result in Theorem 2.2 which exposes the blow-up dynamics of the solution of (1.1). Hence, to prove the blow-up result for (1.1) we will use (3.28) and (3.30). For this purpose, we multiply (3.28) by $\alpha \frac{\rho'(t)}{\rho(t)}$, and subtract the resulting equation from (3.30). Therefore we obtain for a certain $\alpha \geq 0$, whose range will be fixed afterward,

\[
\mathcal{V}'(t) + \left[ \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right] \mathcal{V}(t) = -\varepsilon \alpha \frac{\rho'(t)}{\rho(t)} C(f, g) + \left[ t^{-2k} + \alpha \frac{\rho'(t)}{\rho(t)} \left( \frac{\mu}{t} - \frac{\rho'(t)}{\rho(t)} \right) \right] \mathcal{U}(t) + \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t)dx - \alpha \frac{\rho'(t)}{\rho(t)} \int_{1}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s)dxds, \quad \forall \ t \geq 1.
\] (4.1)

Using (3.7), we can choose $\tilde{T}_2 \geq T_1$ ($T_1$ is given in Lemma 3.4) such that

\[
\mathcal{V}'(t) + \left[ \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right] \mathcal{V}(t) \geq \frac{\varepsilon \alpha t^{-k}}{2} C(f, g) + (1 - 4\alpha)t^{-2k} \mathcal{U}(t) + \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t)dx + \frac{\alpha t^{-k}}{2} \int_{1}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s)dxds, \quad \forall \ t \geq \tilde{T}_2.
\] (4.2)

From now on the parameter $\alpha$ is chosen in $(1/7, 1/4)$. Thanks to (3.16), the estimate (4.2) leads to the following lower bound:

\[
\mathcal{V}'(t) + \left[ \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right] \mathcal{V}(t) \geq \frac{\varepsilon \alpha t^{-k}}{2} C(f, g) + \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t)dx + \frac{\alpha t^{-k}}{2} \int_{1}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s)dxds, \quad \forall \ t \geq \tilde{T}_2.
\] (4.3)
Now, we introduce the following functional:

\[ H(t) := C_2 \varepsilon + \frac{1}{16} \int_{T_3}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) dx ds, \]

where \( C_2 := \min(\alpha C(f, g)/4(1 + \alpha), C_V) \) (\( C_V \) is given by Lemma 3.4) and we choose \( T_3 > T_2 \) such that

\[ \frac{\alpha}{2} C(f, g) - C_2 t^k \left( \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right) \geq 0, \quad \text{(4.4)} \]

and

\[ \frac{\alpha}{2} - \frac{1}{16} t^k \left( \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right) \geq 0, \quad \text{(4.5)} \]

for all \( t \geq \tilde{T}_3 \) (this is possible thanks to (3.7), the definition of \( C_2 \) and the fact that \( \alpha \in (1/7, 1/4) \)).

Let

\[ \mathcal{F}(t) := \mathcal{V}(t) - H(t), \]

which satisfies

\[ \mathcal{F}'(t) + \left[ \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right] \mathcal{F}(t) \geq \frac{15}{16} \int_{T_3}^{t} \int_{\mathbb{R}^N} |u_t(x, t)|^p \psi(x, t) dx dt \]

\[ + \frac{\alpha}{2} - \frac{1}{16} t^k \left( \frac{\mu}{t^1-k} - (1 + \alpha) \frac{t^k \rho'(t)}{\rho(t)} \right) \int_{T_3}^{t} \int_{\mathbb{R}^N} |u_t(x, s)|^p \psi(x, s) ds ds \]

\[ + \frac{\alpha}{2} C(f, g) - C_2 \left( \frac{\mu}{t^1-k} - (1 + \alpha) \frac{t^k \rho'(t)}{\rho(t)} \right) \varepsilon t^{-k}, \quad \forall \ t \geq \tilde{T}_3. \quad \text{(4.6)} \]

Thanks to (4.4) and (4.5), we easily conclude that

\[ \mathcal{F}'(t) + \left[ \frac{\mu}{t} - (1 + \alpha) \frac{\rho'(t)}{\rho(t)} \right] \mathcal{F}(t) \geq 0, \quad \forall \ t \geq \tilde{T}_3. \quad \text{(4.7)} \]

Multiplying (4.7) by \( \frac{t^\mu}{\rho^{1+\alpha}(t)} \) and integrating over \((\tilde{T}_3, t)\), we get

\[ \mathcal{F}(t) \geq \mathcal{F}((\tilde{T}_3)) \frac{\tilde{T}_3^\mu \rho^{1+\alpha}(\tilde{T}_3)}{t^\mu \rho^{1+\alpha}(t)}, \quad \forall \ t \geq \tilde{T}_3. \quad \text{(4.8)} \]

Hence, we see that \( \mathcal{F}(\tilde{T}_3) = \mathcal{V}(\tilde{T}_3) - C_2 \varepsilon \geq \mathcal{V}(\tilde{T}_3) - C_V \varepsilon \geq 0 \) in view of Lemma 3.4 and the definition of \( C_2 \) implying that \( C_2 \leq C_V \).

Therefore we deduce that

\[ \mathcal{V}(t) \geq H(t), \quad \forall \ t \geq \tilde{T}_3. \quad \text{(4.9)} \]

Now, employing the Hölder inequality and the estimates (3.13) and (3.15), we obtain

\[ H'(t) \geq \frac{1}{16} \mathcal{V}^p(t) \left( \int_{|x| \leq \phi_k(t) + R} \psi(x, t) dx \right)^{-(p-1)} \]

\[ \geq C \mathcal{V}^p(t) \rho^{-(p-1)}(t) e^{-(p-1)\phi_k(t)} (\phi_k(t))^{-\frac{(N-1)(p-1)}{2}}. \quad \text{(4.10)} \]
In view of (3.6), we see that
\[ H'(t) \geq CV^p(t)t^{-\frac{[(N-1)(1-k)+k+\mu](p-1)}{2}}, \quad \forall \ t \geq \tilde{T}_3. \tag{4.11} \]

From the above estimate and (4.9), we have
\[ H'(t) \geq CH^p(t)t^{-\frac{[(N-1)(1-k)+k+\mu](p-1)}{2}}, \quad \forall \ t \geq \tilde{T}_3. \tag{4.12} \]

Since \( H(\tilde{T}_3) = C_2\varepsilon > 0 \), we easily obtain the blow-up in finite time for the functional \( H(t) \), and consequently the one for \( V(t) \) due to (4.9).

The proof of Theorem 2.2 is now achieved.
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