1. Introduction

Traditional Machine Learning: Given a set of training instances \( X = \{x_1, \ldots, x_n\} \) with targets \( y = \{y_1, \ldots, y_n\} \) and a model based on a learning algorithm, we obtain a classifier that can be used for making predictions about new test instances \( x_{\text{new}} \).

Learning using Privileged Information: Besides \( X \), we have extra information associated to each instance \( X^* = \{x_1^*, \ldots, x_n^*\} \) that is available for learning the classifier. However, this information is only available at training time. This means that it cannot be directly used as an input to the classifier.

2. Examples of Datasets with Privileged Information

Attribute Discovery Dataset: Contains images of \( bags \), \( earrings \), \( ties \) and \( shoes \). Each image has associated a textual description.

These classy cultured fresh water pearl earrings are an essential accessory that can be worn everyday as well as on special occasions, with almost anything. Elegantly set in sterling silver, these earrings featuring black pearl will be a favorite in any...

Animals with Attributes Dataset: Besides images of each animal there is extra info such as semantic attributes or DeCAF features obtained from deep networks.

3. Gaussian Process Classification (GPC)

Description: Under this model
\[
\begin{align*}
    p(y_n = 1|x_n, f) &= \Phi_0(f(x_n)) \\
    \text{where } \sigma^2 &\text{ is the variance of the Gaussian noise around } f \text{ and } f
\end{align*}
\]

is assumed to be generated by a Gaussian process, i.e.,
\[
    f(x_n) \sim \mathcal{GP}(0, k(x_n, \cdot)),
\]

for some covariance function \( k(x_n, \cdot) \).

This is equivalent to using \( y_n = \text{sign}(\Phi(f(x_n))) = \text{sign}(\Phi(f(x_n) + \epsilon_n)) \), with \( \epsilon_n \sim \mathcal{N}(0, \sigma^2) \), for classification. Thus, \( f \) is regarded as a nuisance function as we do not observe nor care about its value.

4. Privileged Information inside GPC (GPC+)

Description: The classification model with privileged noise is:

\[
\begin{align*}
    p(y_n = 1|x_n, f) &= \Phi_0(f(x_n) + \epsilon_n) \\
    \text{where } \epsilon_n \sim \mathcal{N}(0, \sigma^2)
\end{align*}
\]

Privileged noise: \( \epsilon_n \sim \mathcal{N}(0, \sigma^2) \).

GP prior model:
\[
    f(x_n) \sim \mathcal{GP}(0, k(x_n, \cdot)), \quad g(x_n^*) \sim \mathcal{GP}(0, k(x_n^*, \cdot)).
\]

5. Expectation Propagation for GPC+

The posterior is approximated by the product of two Gaussians on \( f \) and \( g \):

\[
\begin{align*}
    p(f, g|y, X, X^*) &= \int p(f, g|y, x_n, x_n^*)p(f|g)p(g) \propto \mathcal{N}(f|m_f, \Sigma_f)\mathcal{N}(g|m_g, \Sigma_g).
\end{align*}
\]

Each factor \( p(y_n|x_n, x_n^*, f, g) = \Phi_0(\Phi_0|x_n^*) \) is approximated as:

\[
    p(y_n|x_n, x_n^*, f, g) \approx \tau_n(f) = Z_n\mathcal{N}(f(x_n)|m_f, \Sigma_f)\mathcal{N}(g(x_n^*)|m_g, \Sigma_g).
\]

The parameters \( m_f, \Sigma_f, m_g, \Sigma_g \) can be obtained from the log of:

\[
    Z_n = \int \Phi_0(0.1) \left( y_n m_f / \sqrt{\nu_1 + \exp(g(x_n^*))) \right) \mathcal{N}(g(x_n^*)|m_g, \Sigma_g)dg(x_n^*),
\]

and its derivatives which can be approximated using one dimensional quadrature.

6. Experiments

We compare results with SVM and SVM++. SVM++ is a classifier that uses privileged data to predict the slack variables of the SVM.

**Attribute Discovery Dataset:**

|          | GPC | GPC+ (Ours) | SVM | SVM++ |
|----------|-----|------------|-----|-------|
| bags v. earrings | 9.79±0.12 | 9.50±0.11 | 9.49±0.14 | 9.28±0.13 |
| bags v. ties | 10.36±0.16 | 10.03±0.15 | 9.44±0.16 | 9.47±0.13 |
| bags v. shoes | 9.66±0.13 | 9.22±0.11 | 9.31±0.12 | 9.29±0.14 |
| ties v. earrings | 10.84±0.14 | 10.56±0.13 | 11.15±0.16 | 11.11±0.16 |
| ties v. shoes | 7.74±0.11 | 7.33±0.10 | 7.75±0.13 | 7.63±0.13 |
| ties v. shoes | 15.51±0.16 | 15.54±0.16 | 14.90±0.21 | 15.10±0.18 |
| average error | 10.65±0.11 | 10.36±0.12 | 10.41±0.11 | 10.42±0.11 |
| average ranking | 3.0 | 1.8 | 2.7 | 2.5 |

6. Conclusions

- We presented the first treatment of the learning with privileged information paradigm under the GPC framework and called it GPC+.
- In GPC++ privileged information is used in the latent noise layer, resulting in a data-dependent modulation of the slope of the probit likelihood.
- GPC++ is an effective way to use privileged information, which manifest itself in better prediction accuracy at the cost of training two Gaussian processes.
- Recent advances in word-vector neural network representations and deep convolutional networks for image representation can be used as privileged information.
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