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Abstract. The Quadratic Assignment Problem (QAP) is a well-known NP-hard problem that is equivalent to optimizing a linear objective function over the QAP polytope. The QAP polytope with parameter \(n\) - \(\text{QAP}_n\) - is defined as the convex hull of rank-1 matrices \(xx^T\) with \(x\) as the vectorized \(n \times n\) permutation matrices.

In this paper we consider all the known exponential-sized families of facet-defining inequalities of the QAP-polytope. We describe a new family of valid inequalities that we show to be facet-defining. We also show that membership testing (and hence optimizing) over some of the known classes of inequalities is coNP-complete. We complement our hardness results by showing a lower bound of \(2^{O(n)}\) on the extension complexity of all relaxations of \(\text{QAP}_n\) for which any of the known classes of inequalities are valid.

1 Introduction

The Quadratic Assignment Problem (QAP) is a fundamental combinatorial optimization problem from the category of facility location problems [23,24]. QAP is defined as the following problem: given \(n\) facilities and \(n\) locations, distances \(d_{ij}\) between all pairs of locations \(i, j \in [n]\), flows \(f_{ij}\) between all pairs of facilities \(i, j \in [n]\) and costs \(c_{ij}\) of opening facility \(i\) at location \(j\), for all pairs \(i, j \in [n]\), find an assignment \(\sigma\) of the \(n\) facilities to the \(n\) locations so that the total cost given by the function \(\sum_{i,j} f_{ij}d_{\sigma(i)\sigma(j)} + \sum_{i} c_{i\sigma(i)}\) is minimized. The problem is known as QAP since it can be modeled as optimizing a quadratic function over linear and binary constraints. However, several linearizations of the problem have been proposed. For details refer to the book [9] and the citations therein.

Given an instance of QAP, it is NP-hard to approximate the optimum within any constant factor [31]. What makes QAP one of the “hardest” problems in combinatorial optimization is the fact that unlike most NP-hard combinatorial optimization problems, it is practically intractable. It is generally considered impossible to solve to optimality QAP instances of size larger than 20 within reasonable time limits [9].

As is common with combinatorial optimization problems, QAP can be viewed as the problem of optimizing a linear objective function over the convex hull of all feasible solutions. To this end, the QAP polytope is defined as \(\text{QAP}_n =\)
\[
\text{conv}\left(\{yy^T | y = \text{vec}(P_\sigma), \sigma \in S_n\}\right),
\]

where \(P_\sigma\) is the \(n \times n\) permutation matrix corresponding to the permutation \(\sigma\) and \(y = \text{vec}(P_\sigma)\) is its vectorization. Following the notation of [1], we denote a vertex \(yy^T\) as \(P_\sigma^2\). Note that \(P_\sigma^2(ij, kl) = P_\sigma(i, j) \cdot P_\sigma(k, l)\). Clearly, QAP\(_n\) \(\subset \mathbb{R}^{n^2 \times n^2}\). In fact QAP\(_n\) can be embedded in \(\mathbb{R}^{(n^4+n^2)/2}\) since each point in the polytope is a symmetric \(n^2 \times n^2\) matrix and we could only store its upper (or lower) triangular part. However, in this paper we would conveniently denote a point in QAP\(_n\) by a \(n^2 \times n^2\) matrix.

One of the methods for solving hard combinatorial optimization problems is the method of branch-and-cut [27]. For this method to be effective for the QAP, it is important to identify new valid and possibly facet-defining inequalities for the QAP-polytope and to develop the corresponding separation algorithms. Given that it is NP-hard to optimize over the QAP-polytope, it is probably impossible to characterize all its facets [28]. In [17][18][26], the authors obtain early results on the combinatorial structure of the QAP-polytope and some of its facet-defining inequalities. In [1] the authors list all the known facets of the QAP-polytope besides the equations that define its affine hull. In this paper we add another exponential sized family to the list of known facets of the QAP-polytope. Optimizing the QAP objective function over any of the relaxations given by these families can provide an approximate solution to the QAP, provided the optimization problem can be efficiently solved. In this paper we also show that optimizing over the relaxations given by some of these exponential sized family of facet-defining inequalities is NP-hard. We do it by proving that the corresponding membership testing problem is coNP-complete for the appropriate classes of inequalities.

Furthermore, we prove a lower bound of \(2^{\Omega(n)}\) on the extension complexity of bounded relaxations of QAP\(_n\) obtained by each of these families of inequalities.

To summarize, our main contributions are as follows.

– We identify a new family of valid inequalities for QAP\(_n\) (Section 2) and prove that they are facet-defining (Section 3),
– We prove that membership testing for three out of the five known families of valid inequalities for the QAP-polytope (including the new one we introduce) is coNP-complete (Section 4), and
– We prove a lower bound of \(2^{\Omega(n)}\) for the extension complexity of any bounded relaxation of QAP\(_n\) that has any of the known families as valid inequalities (Section 5).

1.1 Extension Complexity

Let \(P \subset \mathbb{R}^n\) be a polytope. A polytope \(Q \subset \mathbb{R}^{n+r}\) is called an extension or an extended formulation of \(P\) if

\[
P = \{x \in \mathbb{R}^n \mid \exists y \in \mathbb{R}^r, (x, y) \in Q\}.
\]

\(^3\) In fact, boundedness is not required for the results in Section 5. However, since we will rely on existing results, such as Theorem 1 that are published with the boundedness assumption, we will include this assumption.
Let size($P$) denote the number of facets of polytope $P$ and let $Q \downarrow P$ denote that $Q$ is an extended formulation of $P$. Then, the extension complexity of a polytope $P$ - denoted by $\text{xc}(P)$ - is defined to be \( \min_{Q \downarrow P} \text{size}(Q) \).

Extended formulations are a very useful tool in combinatorial optimization as they allow the possibility of drastically reducing the size of a Linear Program by introducing new variables (See [32, 33, 21, 11] for surveys). In the past decade lower bounds on the extension complexity of various polytopes have been studied [29, 14, 2, 30] and the notion generalized and studied in various settings such as general conic extensions [16], semidefinite extensions [7, 25], approximation [6, 10, 4, 3], parameterization [315], generalized probabilistic theories in Physics [13], and information theoretic perspective [6, 5].

Superpolynomial lower bounds on extension complexity are known for polytopes related to many NP-hard problems [142] as well as for the Matching polytope: the convex hull of characteristic vectors of all matchings in $K_n$ [30]. High extension complexity of the Matching polytope highlights the fact that a superpolynomial lower bound on the extension complexity cannot be taken to mean that the underlying optimization problem is not solvable in polynomial time. However, these lower bounds are unconditional and do not require standard complexity theoretic assumption such as $P \neq NP$. Moreover, apart from the exception of Matching polytope, linear optimization over all known polytopes with superpolynomial lower bound is infeasible. Either because the linear optimization over the polytope is NP-hard [142] or the polytope is not explicitly given, as is the case for some matroid polytopes [29].

For the purposes of this paper the most relevant characterization of extension complexity is given by Faenza et al. [12] where the authors prove the equivalence between existence of an extended formulation of size $r$ with the existence of a certain two-party communication game requiring an exchange of $\Theta(\log r)$ bits. We will describe this connection here and use it as a black box in our proofs of lower bounds on the extension complexity of the polytopes considered here.

**EF-protocols: Computing a matrix in expectation** Let $M$ be an $m \times n$ matrix with non-negative entries. Consider a communication game between two players: Alice and Bob. Alice and Bob both know the matrix $M$ and can agree upon any strategy prior to the start of the game. In each round of the game, Alice receives a row index $i \in [m]$ and Bob a column index $j \in [n]$. Both Alice and Bob have no restriction on the computations that they perform and can also use (private) random bits. They can also exchange information by sending some bits to the other player. At some point one of them outputs a non-negative number and the round finishes.

Since they are allowed the use of random bits, the output $X_{ij}$ when Alice and Bob receive inputs $i$ and $j$ respectively, is a random variable. We says that their strategy is an EF-protocol for $M$ if $\mathbb{E}[X_{ij}] = M_{ij}$ for all $(i, j) \in [m] \times [n]$, where $\mathbb{E}[X_{ij}]$ is the expected value of the random variable $X_{ij}$. The complexity of an EF-protocol is defined to be the maximum number of bits exchanged between Alice and Bob for any input $i, j$ to Alice and Bob respectively.
Let \( P = \{ x \mid Ax \leq b \} = \text{conv}\{v_1, \ldots, v_n\} \) be a polytope where \( A \) is an \( m \times d \) real matrix, \( b \in \mathbb{R}^m \), \( v_i \in \mathbb{R}^d \), and \( \text{conv}(S) \) denotes the convex hull of the points in a set \( S \). The slack matrix of \( P \) with respect to this representation - denoted by \( S(P) \) - is the \( m \times n \) (non-negative) matrix whose entry at \( i \)-th row and \( j \)-th column is \( b_i - A_i v_j \), where \( A_i \) denotes the \( i \)-th row of the matrix \( A \). Note that a polytope is not defined uniquely this way; one can always embed the polytope in higher dimensional space, and add redundant inequalities and points to the descriptions. However, in what follows, none of that makes any difference and one can choose any description that they like. This justifies the notation \( S(P) \) for any slack matrix of \( P \) even though the particular description of \( P \) that defines this matrix is completely ignored in the notation.

The following connection – which we will use in Section 5 – was shown by Faenza et al. [12] between existence of an EF-protocol computing a slack matrix of polytope \( P \) and that of an extended formulation of \( P \).

**Theorem 1.** [12] Let \( M \) be a non-negative matrix such that any EF-protocol for \( M \) has complexity at least \( c \). Further, let \( P \) be a polytope such that \( M \) is a submatrix of some slack matrix \( S(P) \) of \( P \). Then, \( xc(P) \geq 2^c \).

## 2 Relaxations of QAP\(_n\)

In the following, \( Y \) is a \( n^2 \times n^2 \) variable matrix that is used to denote an arbitrary point in \( \text{QAP}_n \). Further, \( Y_{ij,kl} \) refers to \( Y((n*(i-1) + j, n*(k-1) + l)) \).

The most general family of valid inequalities that includes all known families as special cases is the following:

**QAP**\([1]\) \[
\sum_{ijkl} n_{ij} n_{kl} Y_{ij,kl} - (2\beta - 1) \sum_{ij} n_{ij} Y_{ij,ij} \geq \frac{1}{4} - (\beta - \frac{1}{2})^2 \tag{1}
\]

where \( \beta \in \mathbb{Z} \) and \( n_{ij} \in \mathbb{Z} \) for all \( i, j \in [n] \). These inequalities were introduced in [1] as a generalization of all known facet-defining inequalities for the \( \text{QAP-} \)polytope.

**QAP**\([2]\) \[
\sum_{r=1}^{m} Y_{ir,jr,kl} - Y_{kl,kl} - \sum_{r<s} Y_{ir,js,js} \leq 0 \tag{2}
\]

where \( i_1, \ldots, i_m, k \) are all distinct and \( j_1, \ldots, j_m, l \) are also distinct. In addition, \( n \geq 6, m \geq 3 \). These inequalities were introduced in [1] and proved to be a special case of \( \text{QAP}[4] \) that are facet-defining for the \( \text{QAP-} \)polytope.

**QAP**\([3]\) \[
(\beta - 1) \sum_{(ij) \in P \times Q} Y_{ij,ij} - \sum_{(ij),(kl) \in P \times Q} Y_{ij,kl} \leq \frac{\beta^2 - \beta}{2} \tag{3}
\]

where \( P, Q \subset [n] \). In addition (i) \( \beta + 1 \leq |P|, \ |Q| \leq n-3 \), (ii) \( |P|+|Q| \leq n-3 + \beta \), (iii) \( \beta \geq 2 \). These inequalities were introduced by Jünger and Kaibel [19,20] who also proved that they are facet-defining for the \( \text{QAP-} \)polytope. They are also a special case of \( \text{QAP}[4] \).
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QAP\[3\]

\[
- (\beta - 1) \sum_{(ij) \in P_1 \times Q} Y_{ij,ij} + \beta \sum_{(ij) \in P_2 \times Q} Y_{ij,ij} + \sum_{i < k} \sum_{(ij),(kl) \in P_1 \times Q} Y_{ij,kl} + \sum_{(ij) \in P_2 \times Q} Y_{ij,kl} \geq \frac{\beta^2 - \beta}{2} \geq 0 \tag{4}
\]

where \(P_1, P_2, Q \subset [n]\), \(P_1 \cap P_2 = \emptyset\). Further, (i) \(3 \leq |Q| \leq n - 3\), (ii) \(|P_1| + |P_2| \leq n - 3\), (iii) \(|P_1| \geq \min\{2, \beta + 1\}\), (iv) \(|P_2| \geq \min\{1, -\beta + 2\}\), (v) \(|P_1| - |P_2| - \beta| \leq n - |Q| - 4\), (vi) if \(|P_2| = 1\): \(|Q| \geq \min\{-\beta + 5, \beta + 2\}\); if \(|P_2| \geq 2\): \(|Q| \geq \min\{-\beta + 5, \beta + 3\}\) or \(|Q| \geq \min\{-\beta + 4, \beta + 4\}\). These inequalities were also introduced by Kaibel \[20\] and shown to be facet-defining for the QAP-polytope. They are also a special case of QAF\[1\].

It is known \[1\] that the inequalities QAP\[2\], QAP\[3\] and QAP\[4\] are special instances of the QAF\[1\] inequalities. QAF\[1\] inequalities are in general not facet-defining for the QAP-polytope and so it is interesting to identify conditions under which they do define facets. We identify a new special case \[5\] of QAF\[1\] inequality and show in Section 3 that they are facet-defining. Inequality QAF\[5\] follows from QAF\[1\] by setting \(\beta = 2\), \(n_{i_1j_1} = n_{i_2j_2} = \cdots = n_{i_mj_m} = 1\) for distinct \(i_1, \ldots, i_m \in [n]\) and distinct \(j_1, \ldots, j_m \in [n]\), and \(n_{ij} = 0\) for \(i \in [n] \setminus \{i_1, \ldots, i_m\}\) or \(j \in [n] \setminus \{j_1, \ldots, j_m\}\).\

QAP\[5\]

\[
\sum_{r=1}^{m} Y_{i_rj_r,i_rj_r} - \sum_{r < s} Y_{i_rj_r,i_sj_s} \leq 1 \tag{5}
\]

where \(i_1, \ldots, i_m\) are all distinct and \(j_1, \ldots, j_m\) are also distinct. In addition, \(m, n \geq 7\). These inequalities are new and we discuss them in the following section.

3 A new class of facet-defining inequalities

In this section we prove that the inequalities QAP\[5\] are facet-defining. Let \(S_k\) denote the set of those vertices of QAP\(n\) that correspond to the permutations having \(i_r \rightarrow j_r\) for \(r \in \{r_1, r_2, \ldots, r_k\} \subseteq [m]\) and \(i_r \not\leftrightarrow j_r\) for \(r \in [m] \setminus \{r_1, r_2, \ldots, r_k\}\). Here \(i_r, j_r, m\) are as in the definition of QAF\[5\]. If \(V\) is the set of all the vertices of QAP\(n\) then clearly \(V = \cup_{i=0}^{m} S_i\), and \(S_i \cap S_j = \emptyset\) for all \(i \neq j \in \{0, 1, \ldots, m\}\).

**Lemma 1.** The sets \(S_1, S_2\) together constitute the vertices that satisfy the inequality \(5\) with equality.

**Proof.** Consider a \(P^{[2]}_\sigma \in S_k\) for \(1 \leq k \leq m\). W.l.o.g. let \(\sigma(i_1) = j_1, \ldots, \sigma(i_k) = j_k\) and \(\sigma(i_r) \neq j_r\) for \(r \in \{k + 1, \ldots, m\}\). Substituting \(Y = P^{[2]}_\sigma\) in \(5\) we have \(\sum_{r=1}^{m} P_\sigma(i_r, j_r) - \sum_{r<s} P_\sigma(i_r, j_r) \cdot P_\sigma(i_s, j_s) = k - \binom{k}{2}\). For \(k = 0\) we have \(k - \binom{k}{2} = 0 \geq 0\), for \(k = 1\) we have \(k - \binom{k}{2} = 1 \geq 0\), for \(k = 2\) we have \(k - \binom{k}{2} = 1 \geq 0\) and for \(3 \leq k \leq m\) we have \(k - \binom{k}{2} < 1\). Hence a vertex of QAP\(n\) satisfies the inequality \(5\) with equality if and only if it belongs to \(S_1\) or \(S_2\). \(\square\)
Let $S = S_1 \cup S_2$. We will show that any vertex in $V \setminus S$ can be expressed as a linear combination of the vertices in $S$ and a fixed vertex $P^{(2)}_{\sigma} \in S_0$. This will establish that the dimension of the face containing $S$ is one less than the dimension of the polytope and hence it must be a facet.

The following lemma from [1] provides a useful tool to express certain vertices as a linear combination of others.

**Lemma 2.** [1] Lemma 16] Let $k_1, k_2, k_3, x, y \in [n]$ be distinct indices. Let $\Sigma = \{\sigma_1, \ldots, \sigma_6\}$ be a set of permutations of $[n]$ such that $\sigma_i(z) = \sigma_j(z)$ for all $z \in [n] \setminus \{k_1, k_2, k_3\}$ and for every $i, j \in \{1, \ldots, 6\}$. Further, let $\Sigma' = \{\sigma_1', \ldots, \sigma_6'\}$ where $\sigma_i'$ is a transposition of $\sigma_i$ on the indices $x, y$, for each $i = 1, \ldots, 6$. Then $\forall i, j, k, l \in [n]$, $\sum_{\sigma \in \Sigma \cup \Sigma'} \text{sign}(\sigma)P^{(2)}_{\sigma}(ij, kl) = 0$.

The next lemma shows that the vertices in the sets $S_1, \ldots, S_m$ can be expressed as a linear combination of the vertices in the sets $S_0, \ldots, S_3$.

In what follows, when it is clear from the context, we use $\sigma$ to refer to a vertex $P^{(2)}_{\sigma}$.

**Lemma 3.** For $k \geq 4$, any vertex in $S_k$ can be expressed as a linear combination of vertices in $S_{k-1}, S_{k-2}, S_{k-3},$ and $S_{k-4}$.

**Proof.** Let $\sigma_1 \in S_k$. Since $k$ is at least 4, we must have indices $i_{r_1}, i_{r_2}, i_{r_3}, i_{r_4}, r_k \in [m], k = 1, \ldots, 4$, such that $\sigma_1(i_{r_k}) = j_{r_k}, k = 1, \ldots, 4$. Let $k_1 = i_{r_1}, k_2 = i_{r_2}, k_3 = i_{r_3}, x = i_{r_4}$, where $k_1, k_2, k_3, x$ are as defined in Lemma 2. Applying Lemma 2 with $y$ chosen as an index such that either $y \neq i_p$ for any $p \in [m]$ or when $y = i_p, p \in [m]$ then $\sigma_1(i_p) \neq j_p$, we get $\sigma_1' \in S_{k-1}, \sigma_2, \sigma_3, \sigma_6 \in S_{k-2}, \sigma_4, \sigma_5, \sigma_3', \sigma_6' \in S_{k-3}$, $\sigma_4', \sigma_5' \in S_{k-4}$ with the property that $\sigma_1$ is a linear combination of $\sigma_2, \ldots, \sigma_6, \sigma_1', \ldots, \sigma_6'$. \hfill $\square$

Next, we show that vertices in $S_3$ can be expressed as linear combinations of vertices in $S$ and $S_0$ as well.

**Lemma 4.** Any vertex in $S_3$ can be expressed as a linear combination of vertices in $S$ and $S_0$.

**Proof.** Let $\sigma_1 \in S_3$. So we have indices $i_{r_1}, i_{r_2}, i_{r_3}, r_k \in [m], k = 1, 2, 3$, such that $\sigma_1(i_{r_k}) = j_{r_k}, k = 1, 2, 3$. Let $k_1 = i_{r_1}, k_2 = i_{r_2}, x = i_{r_3}$, where $k_1, k_2, x$ are as defined in Lemma 2. Applying Lemma 2 with $k_3, y$ chosen arbitrarily from $[n] \setminus \{i_{r_1}, i_{r_2}, i_{r_3}\}$, we get $\sigma_2, \ldots, \sigma_6, \sigma_1', \sigma_2', \sigma_6' \in S, \sigma_3', \sigma_4', \sigma_5' \in S_0$ with the property that $\sigma_1$ is a linear combination of $\sigma_2, \ldots, \sigma_6, \sigma_1', \ldots, \sigma_6'$. \hfill $\square$

Now that we have established that the linear hull of $S_0, S_1, S_2$ equals the linear hull of the QAP-polytope, the only remaining task is to show that instead of the entire set $S_0$, a fixed vertex in $S_0$ suffices to generate the entire linear hull. We will show that in fact any arbitrary vertex in $S_0$ is sufficient. We do this by first showing that permutations in $S_0$ define a connected graph if the edges connect permutations that are one transposition apart. Then, we show that any
vertex $\sigma \in S_0$ is sufficient to generate all vertices in the connected component of $\sigma$ by linear combination with vertices in $S_1, S_2$.

In the following lemma we show that it is possible to obtain the permutation corresponding to a vertex in $S_0$ from the permutation corresponding to any other vertex in $S_0$ via transpositions such that the vertices corresponding to the intermediate permutations also lie in $S_0$.

**Lemma 5.** Consider the graph $G = (S_0, E)$ where $S_0$ is the set of vertices of the QAP-polytope that correspond to permutations for which $i_r \neq j_r$ for all $r \in [m]$ and $\{P_{s_1}^{[2]}, P_{s_2}^{[2]}\} \in E$ for some $P_{s_1}^{[2]}, P_{s_2}^{[2]} \in S_0$ if $\sigma_1$ and $\sigma_2$ are transpositions of each other. Then $G$ is connected.

**Proof.** Consider an arbitrary vertex $P_{\sigma}^{[2]} \in S_0$ such that $\sigma(i_r) = k_r, k_r \neq j_r$ for all $r \in [m]$. Also, consider another vertex $P_{\sigma'}^{[2]} \in S_0$ such that $\sigma'(i_r) = l_r, l_r \neq j_r$ for all $r \in [m]$. We will show that there is a path from $P_{\sigma}^{[2]}$ to $P_{\sigma'}^{[2]}$ in $G$. For simplicity, we will use $\sigma$ to refer to $P_{\sigma}^{[2]}$. Let $\sigma, \sigma_1, \sigma_2, \ldots, \sigma_s, \sigma'$ be a path of length $t + 1$ between $\sigma$ and $\sigma'$. Consider a vertex $\sigma_p, p \in [t]$ such that $\sigma_p(i_r) = l_r$ for all $r \in [s]$, $s < m$. In the next step we will extend the path from $\sigma_p$ to some vertex $\sigma_q$ such that $\sigma_q(i_r) = l_r$ for all $r \in [s + 1]$. If $\sigma_p(i_r) = l_{s+1}$ such that $\sigma_p(i_{s+1}) \neq j_x$ then we can swap $\sigma_p(i_x)$ with $\sigma_p(i_{s+1})$ to get the desired vertex $\sigma_q$. Otherwise, in the first swap we can move $l_{s+1}$ to some index $i_{x'}, x \neq x'$, such that $l_{s+1} \neq j_{x'}$ and then in the second swap get $\sigma_p(i_{s+1})$ to map to $l_{s+1}$. Note that both the swaps result in vertices within $S_0$. After the first swap we have $\sigma_{p'}(i_{x'}) = l_{s+1}$ and $\sigma_{p'}(i_x) = \sigma_p(i_{x'}$) and after the second swap we get $\sigma_{p'}(i_{s+1}) = l_{s+1}$ and $\sigma_{p'}(i_x) = j_x$, both of which avoid a map from $i_x$ to $j_x$ and $i_x'$. In case it is not possible to find a suitable $i_{x'}$ to move $l_{s+1}$, it should be possible to move $\sigma_p(i_{s+1})$ instead. Once we have obtained a permutation $\sigma''$ such that $\sigma''(i_r) = l_r$ for all $r \in [m]$, there must exist a path from $\sigma''$ to $\sigma'$ since the set of permutations having $i_r \leftrightarrow l_r$ for all $r \in [m]$, forms a group isomorphic to the symmetric group on $n - m$ elements.

The following lemma gives a sequence of four vertices of QAP$_n$ such that a specific linear combination of these vertices reduces the number of non-zero entries in the resulting vector to a constant independent of $n$. This lemma will be used crucially in Lemma 7 to express the difference of two neighboring vertices in $S_0$ in terms of the vertices in $S$.

**Lemma 6.** Given a sequence of permutations over the set $[n]$, $\sigma_1, \sigma_2, \sigma_3, \sigma_4$, such that $\sigma_2$ is obtained from $\sigma_1$ by a transposition that swaps the values of $\sigma_3(i), \sigma_4(j)$; $\sigma_3$ is obtained from $\sigma_2$ by a transposition that swaps the values of $\sigma_2(i'), \sigma_2(j')$ ($i' \neq i, j' \neq j$); and $\sigma_4$ is obtained from $\sigma_3$ by a transposition that swaps the values of $\sigma_3(i), \sigma_4(j)$. Then $(P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) - (P_{\sigma_3}^{[2]} - P_{\sigma_4}^{[2]})$ has a number of non-zeroes that is independent of $n$.

**Proof.** Recall that $P_{\sigma}^{[2]}(ab, xy) = P_{\sigma}(a, b) \cdot P_{\sigma}(x, y)$. Since $\sigma_1$ and $\sigma_2$ differ at only $i, j$, we have $(P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]})(ab, xy) = 0$ for all $a, b, x, y \in [n] \setminus \{i, j\}$. Similarly,
we have \((P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) (ab, xy) = 0\) for all \(a, b, x, y \in [n] \setminus \{i, j\}\). One can verify that \((P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) (ab, xy) = 1\) for all \(x, y\) such that \(\sigma_1(x) = y\), when \(a = i, b = \sigma_1(i)\) or when \(a = j, b = \sigma_1(j)\). Symmetrically, we have \((P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) (ab, xy) = -1\) for all \(x, y\) such that \(\sigma_2(x) = y\), when \(a = i, b = \sigma_2(i)\) or when \(a = j, b = \sigma_2(j)\). For the case when \(a, b \notin \{i, j\}\), \((P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) (ab, xy) = 1\) when \(x = i, y = \sigma_1(i)\) or when \(x = j, y = \sigma_1(j)\) and \((P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) (ab, xy) = -1\) when \(x = i, y = \sigma_2(i)\) or when \(x = j, y = \sigma_2(j)\). Similar values follow for \(P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}\). Note that \(P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}\) and \(P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}\) differ only at the indices \(i', j'\). So subtracting the latter from the former we get, \(((P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) - (P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]})) (ab, xy) = 0\) for all \(a, b, x, y \notin \{i, i', j, j'\}\). The only non-zero entries that remain are the following:

(i) \(a = i, b = \sigma_1(i), x = i', y = \sigma_1(i')\), (ii) \(a = i, b = \sigma_2(i), x = i', y = \sigma_2(i')\), (iii) \(a = j, b = \sigma_1(j), x = i', y = \sigma_1(i')\), (iv) \(a = j, b = \sigma_2(j), x = i', y = \sigma_2(i')\), (v) \(a = i, b = \sigma_1(i), x = i', y = \sigma_3(i')\), (vi) \(a = i, b = \sigma_2(i), x = i', y = \sigma_3(i')\), (vii) \(a = j, b = \sigma_1(j), x = i', y = \sigma_3(i')\), (viii) \(a = j, b = \sigma_2(j), x = i', y = \sigma_3(i')\).

Another 8 non-zero entries correspond to the case when \(x = j'\) taking the total to 16. 16 more entries follow from symmetry, by swapping \(a, b\) with \(x, y\). Thus, we get a total of 32 non-zero entries in the resulting matrix. Half of these are +1 and the remaining half are −1. Note that these entries depend only on the indices where the four permutations map the indices \(i, j, i', j'\) and not on the value of \(n\) or where these permutations map the remaining indices.

\[
\text{Lemma 7. For any } P_{\sigma}^{[2]} \in S_0, P_{\sigma}^{[2]} - P_{\sigma}^{[2]} \text{ lies in the linear hull of } S \text{ for every neighbor } P_{\sigma}^{[2]} \in S_0, \text{ provided } m \geq 7.
\]

\[
\text{Proof. Let } \sigma_1, \sigma_2, \sigma_3, \sigma_4 \text{ be as defined in Lemma 6. Let } \sigma_5, \sigma_6, \sigma_7, \sigma_8 \text{ be four permutations different from } \sigma_1, \sigma_2, \sigma_3, \sigma_4 \text{ but related to each other just like } \sigma_1, \sigma_2, \sigma_3, \sigma_4 \text{ are. This means that } \sigma_6 \text{ is obtained from } \sigma_5 \text{ by the same transposition that is used to obtain } \sigma_3 \text{ from } \sigma_1 \text{, } \sigma_7 \text{ is obtained from } \sigma_6 \text{ by the same transposition that is used to obtain } \sigma_3 \text{ from } \sigma_2, \text{ and } \sigma_8 \text{ is obtained from } \sigma_7 \text{ by the same transposition that is used to obtain } \sigma_4 \text{ from } \sigma_3. \text{ So from Lemma 6 we have } P_{\sigma}^{[2]} - P_{\sigma}^{[2]} = (P_{\sigma_1}^{[2]} - P_{\sigma_2}^{[2]}) + (P_{\sigma_5}^{[2]} - P_{\sigma_6}^{[2]}) - (P_{\sigma_7}^{[2]} - P_{\sigma_8}^{[2]}). \text{ Let } \sigma_1 = \sigma \text{ and } \sigma_2 = \sigma'. \text{ If we can find } \sigma_3, \ldots, \sigma_8 \text{ as defined above such that the corresponding vertices lie in } S, \text{ then we are done. Since } \sigma, \sigma' \in S_0, \text{ we have some index } a, a \neq i_r, r \in [m] \text{ such that } \sigma(a) = \sigma'(a) = j_r. \text{ Consider the case when } a = i_p, p \in [m] \text{ and } \sigma(i_r) \neq j_p. \text{ The case when } a \neq i_p \text{ for any } p \in [m] \text{ is similar. We can swap } \sigma'(a) \text{ with } \sigma(i_r) \text{ to get } \sigma_3(a) = \sigma'(a'), \sigma_3(i_r) = j_r \text{ which clearly lies in } S. \text{ We obtain } \sigma_4 \text{ from } \sigma_3 \text{ by the transposition defined in Lemma 6 and clearly } \sigma_4 \text{ also lies in } S. \text{ Next we select a permutation } \sigma_5 \in S \text{ that matches with } \sigma_4 \text{ at the four indices defined in Lemma 6 and also maps an index } i_r, r \neq r' \text{ to } j_{r'}. \text{ So we have } \sigma_5, \sigma_1 \in S_1, \sigma_5 \in S_2. \text{ Obtaining } \sigma_6, \sigma_7, \sigma_8 \text{ as outlined above, we have } \sigma_6 \in S_2, \sigma_7, \sigma_8 \in S_1. \text{ Next, consider the case when } a = i_p, p \in [m] \text{ and } \sigma(i_r) = j_p. \text{ This can happen when } m \text{ is even and any transposition of } \sigma \text{ either results in a permutation in } S_0 \text{ or in } S_2. \text{ It is not possible to get a permutation in } S_1 \text{ by a single transposition of } \sigma. \text{ So we obtain } \sigma_3, \sigma_4 \text{ as before but this time the vertices lie in } S_2 \text{ instead of } S_1. \text{ Moreover, this time we select a permutation}
\]
\(\sigma_5 \in S\) that matches with \(\sigma_4\) at the four indices defined in Lemma 6 but has a pair of indices \(i_x, i_y\) such that \(\sigma_5(i_x) = j_y\) but \(\sigma_5(i_y) \neq j_x\). Obtaining \(\sigma_6, \sigma_7, \sigma_8\) as above, we have \(\sigma_5, \sigma_6 \in S_2, \sigma_7, \sigma_8 \in S_0\). We can now repeat the above argument with \(\sigma = \sigma_7, \sigma' = \sigma_8\). This time however, by the choice of \(\sigma_5 \in S\), we have ensured that we are in the first case where we could express the difference vector as a combination of vertices only in \(S\). Note that we need \(m\) to be at least 7 for the above argument to work. This is so because the transposition of \(\sigma\) that gives \(\sigma'\) can use up to four indices so that these indices are no longer available to get to \(S\). Further, as in the second case above, two other indices swap with each other to get to \(S_2\). So that takes up a total of six indices that are not available to get the desired \(\sigma_5\). Now if \(m\) is at least 7, we are guaranteed to find a pair of indices \(i_x, i_y\) such that \(\sigma_5(i_x) = j_y\) but \(\sigma_5(i_y) \neq j_x\).

**Theorem 2.** The following inequality:

\[
\sum_{r=1}^{m} Y_{i_r, j_r, i_r, j_r} - \sum_{r<s} Y_{i_r, j_r, i_s, j_s} \leq 1
\]

where \(i_1, \ldots, i_m\) are all distinct and \(j_1, \ldots, j_m\) are also distinct, is facet-defining for the QAP-polytope when \(m,n \geq 7\).

**Proof.** From Lemma 3 and Lemma 4 we can conclude that any vertex in \(V \setminus (S \cup S_0)\) can be expressed as a linear combination of the vertices in \(S \cup S_0\). What remains to be shown is that any vertex in \(S_0\) can be expressed as a linear combination of the vertices in \(S\) and a fixed vertex \(\sigma^* \in S_0\). From Lemma 5 we know that it is possible to go from any vertex in \(S_0\) to any other vertex in \(S_0\) via transpositions such that all the intermediate vertices are in \(S_0\). Let us fix some arbitrary vertex in \(S_0\) as \(\sigma^*\). So there is a path from every other vertex in \(S_0\) to \(\sigma^*\). Consider a vertex \(\sigma \in S_0\). Let \(\sigma, \sigma_1, \ldots, \sigma_t, \sigma^*\) be a path from \(\sigma\) to \(\sigma^*\). From Lemma 7 we can express the difference vector \(\sigma - \sigma^*\) as a combination of vertices only in \(S\). So we have \(\sigma - \sigma_1 \in \text{span}(S), \sigma_1 - \sigma_2 \in \text{span}(S), \ldots, \sigma_t - \sigma^* \in \text{span}(S)\) which implies that \(\sigma - \sigma^* \in \text{span}(S)\) or \(\sigma \in \text{span}(S \cup \{\sigma^*\})\).

### 4 Membership testing

In this section we consider the membership testing problem for each of the QAP relaxations defined in Section 2. That is, for each of these relaxations we wish to test whether a given point \(x\) satisfies all the constraints. Note that the separation problem where one wishes to identify a violated inequality in case the answer to membership testing is negative is a harder problem. Typically for efficient use in cutting plane methods one would like to solve the (harder) separation problem.

We show that membership testing for inequalities QAP2, QAP3, or QAP5 is coNP-complete.

Recall that QAP2 is defined by the following set of inequalities:

\[
\sum_{r=1}^{m} Y_{i_r, j_r, k_l} - Y_{k_l, k_l} - \sum_{r<s} Y_{i_r, j_r, i_s, j_s} \leq 0
\]
where \( i_1, \ldots, i_m, k \) are all distinct and \( j_1, \ldots, j_m, t \) are also distinct. In addition, \( n \geq 6, m \geq 3 \).

**Theorem 3.** Given a point \( x \in \mathbb{R}^n \) with \( 0 \leq x \leq 1 \), it is coNP-complete to decide whether \( x \) satisfies all inequalities of QAP\(^2\).

*Proof.* The problem is clearly in coNP since given a violated inequality it can be checked quickly that it is indeed violated.

For establishing NP-hardness we will reduce the max-clique problem to membership testing for QAP\(^2\). Let the given instance of the max-clique problem be \( (V, E) \) where \( V = [n] \). We construct a \( n \)-partite graph \( G' = (V', E') \) where \( V' = \{(ij)\} \) for \( i, j \in [n] \) and \( \{i_1j_1, i_2j_2\} \in E' \) if and only if \( \{i_1, i_2\} \in E \).

So if there is an edge \( \{i, j\} \in E \) then we get a complete bi-partite graph between the partitions \( \{i\} \) and \( \{j\} \), else there is no edge between these two partitions.

Consider a clique \( C = \{i_1, i_2, \ldots, i_k\} \) of size \( k \) in \( G \). Then the set of vertices \( \{i_1j_1, i_2j_2, \ldots, i_kj_k\} \) when \( j_r \) could be any arbitrary index in \([n]\), forms a clique of size \( k \) in \( G' \).

Conversely, given a clique \( C = \{i_1j_1, i_2j_2, \ldots, i_kj_k\} \) of size \( k \) in \( G' \), the set of vertices \( \{i_1, i_2, \ldots, i_k\} \) forms a clique of size \( k \) in \( G \). Fix a pair of indices \( k, l \in [n] \) arbitrarily and add edges \( \{kl, i_rj_r\} \) for all \( i_r \in \{n\} \setminus \{k\} \) to \( G' \) (if the edge is not already present). Now construct a point \( Y \) as follows:

\[
Y_{i_1j_1, i_2j_2} = \begin{cases} 0, & \text{if } (kl) \notin \{(i_1j_1), (i_2j_2)\} \text{ and } \{i_1j_1, i_2j_2\} \in E' \\ n, & \text{if } (kl) \notin \{(i_1j_1), (i_2j_2)\} \text{ and } \{i_1j_1, i_2j_2\} \notin E' \\ 1, & \text{if } (i_1 \neq i_2 = k \text{ and } j_1 \neq j_2 = l) \\ & \text{or } (k = i_1 \neq i_2 \text{ and } l = j_1 \neq j_2) \\ t, & \text{if } i_1 = i_2 = k \text{ and } j_1 = j_2 = l \\ n^2, & \text{if } i_1 = i_2 \text{ and } j_1 = j_2 \text{ and } (i_1 \neq k \text{ or } j_1 \neq l) \end{cases}
\]

where \( t \geq 2 \) is a natural number. Notice that any point \( Y \) satisfies all the inequalities of QAP\(^2\) if and only if \( \alpha Y \) satisfies them for all \( \alpha \geq 0 \). Therefore \( Y \) can be scaled to satisfy \( 0 \leq Y \leq 1 \). We will ignore this scale factor and continue our argument with \( Y \) as constructed above to avoid cluttered equations.

We claim that \( Y \) satisfies all the inequalities of QAP\(^2\) if and only if every clique in the subgraph induced by the neighborhood of the vertex \( (kl) \) in \( G' \), has size at most \( t \).

Suppose that the largest clique \( C = \{i_1j_1, i_2j_2, \ldots, i_vj_v\} \) such that \( \{i_rj_r, kl\} \in E' \) for \( r \in [v'] \), has size \( t' \) \( > \) \( t \). Without loss of generality, we can assume that \( i_1, \ldots, i_v \) as well as \( j_1, \ldots, j_v \) are distinct. Consider the inequality \( h_C \) corresponding to the choice of indices \( \{i_1, \ldots, i_v, k\}, \{j_1, \ldots, j_v, l\} \). From the above construction, \( \sum_{r=1}^{v'} Y_{i_rj_r, kl} = t' \), \( Y_{kl, kl} = t \) and \( \sum_{r<s, r, s \in [v']} Y_{i_rj_r, i_sj_s} = 0 \) giving \( t' \leq t \) and \( Y \) violates \( h_C \).

Now suppose that every clique \( C \) in the subgraph induced by the neighborhood of \( (kl) \), has size at most \( t \) and there exists an inequality of QAP\(^2\) defined by the sets \( \{i_1, \ldots, i_m, k\}', \{j_1, \ldots, j_m, l\}' \) that is violated by the above point \( Y \). Notice that \( k' = k \) and \( l' = l \) must hold. If not then \( \sum_{r=1}^{m} Y_{i_rj_r, k'\ell'} \)
− \sum_{r<s} Y_{i_rj_r,i_ss} \leq mn \leq n^2 = Y_{k'v,k'v'} and Y does not violate the inequality. So any violated inequality must have \sum_{r<s} Y_{i_rj_r,kl} > t + \sum_{r<s} Y_{i_rj_r,i_rj_r}. Since Y_{i_rj_r,kl} = 1 for all i_r \in \{n \setminus \{k\}\}, we have m > t + \sum_{r<s} Y_{i_rj_r,i_rj_r} for any violated inequality, which is not possible if Y_{i_rj_r,i_rj_r} = n since m \leq n and t \geq 2. Therefore, Y_{i_rj_r,i_rj_r} = 0 for all distinct r, s \in [m] and so \{i_rj_r, i_rj_r\} \in E'. But then, m > t giving a clique of size larger than t in the neighborhood of (kl) contradicting the assumption that the every such clique has size at most t.

Therefore, given a membership oracle for QAP2 we can compute the size of the largest clique in any graph except K_n by calling such an oracle for various choices of k, l and t and outputting the largest value of t for which the above constructed point satisfies all the inequalities.

\square

Next, recall that QAP3 is defined by the following set of inequalities:

\((β - 1) \sum_{(ij) \in P \times Q} Y_{ij,ij} - \sum_{(ij),(kl) \in P \times Q \atop i < k} Y_{ij,kl} \leq \frac{β^2 - β}{2}\)

where \(P, Q \subset [n]\). In addition (i) \(β + 1 \leq |P|, |Q| \leq n - 3\), (ii) \(|P| + |Q| \leq n - 3 + β\), (iii) \(β \geq 2\).

**Theorem 4.** Given a point \(x \in \mathbb{R}^n\) with \(x \geq 0\), it is coNP-complete to decide whether \(x\) satisfies all inequalities of QAP3.

**Proof.** Again we will reduce the max-clique problem to membership testing for QAP3. Given an instance of the max-clique problem, \(G = (V, E)\) with \(|V| = n\), we construct a point \(Y\) as follows:

\[Y_{i_1j_1,i_2j_2} = \begin{cases} 0, & \text{if } \{i_1, i_2\} \in E \\ n^2, & \text{if } \{i_1, i_2\} \notin E (i_1 \neq i_2) \\ 1/t, & \text{if } i_1 = i_2 \text{ and } j_1 = j_2 = 1 \\ 0, & \text{if } i_1 = i_2 \text{ and } j_1 = j_2 \text{ and } j_1 > 1 \end{cases}\]

where \(1 \leq t \leq n - 4\) is some natural number. We claim that \(Y\) satisfies all inequalities of QAP3 if and only if \(G\) doesn’t contain a clique of size larger than \(t\). This gives an algorithm to find the size of largest clique in \(G\) by increasing \(t\) gradually and computing the smallest value of \(t\) for which \(Y\) becomes feasible. If \(Y\) remains infeasible for \(t = n - 4\) then the largest clique in \(G\) has size \(n - 3\) or more. This can be determined by checking the \(O(n^3)\) possible subsets of vertices of \(G\).

To prove the claim, let \(P\) be a clique in \(G\) with \(t < |P| \leq n - 3\). Define \(Q = \{1\}, β = 2\) and consider the inequality \(h\) defined by \(P, Q, β\). It can be checked that \(Y\) violates \(h\).

Conversely, let \(h\) be an inequality defined by \(P, Q, β\) that is violated by \(Y\).
It follows that if \( i, k \in P \) and \( i \neq k \), then \( \{i, k\} \in E \). Again, suppose not. Then, \( Y_{ij,kl} = n^2 \) for all \( j,l \) but \((\beta - 1) \sum_{(ij) \in P \times Q} Y_{ij,ij} \leq (n - 4) \cdot (n - 3) < n^2\). So \( Y \) cannot violate \( h \) as \((\beta - 1) \sum_{(ij) \in P \times Q} Y_{ij,ij} - \sum_{(ij), (kl) \in P \times Q, i < k} Y_{ij,kl} \) is negative but \( \beta^2 - \beta \) is nonnegative.

So we have that if \( Y \) violates \( h \) then \( Y_{ij,kl} = 0 \) for all \( i \neq k \). Further, such an inequality must have \( \{i, k\} \in E \) for all distinct \( i, k \in P \). That is \( P \) must form a clique in \( G \). Recall that only \( 1 \in Q \) contributes a non-zero value to the left hand side expression of \( h \). Therefore, if \( Y \) violates \( h \) then \(|P|/t = \sum_{(ij) \in P \times Q} Y_{ij,ij} \geq \beta/2 \) and \( G \) contains a clique of size larger than \( t \beta/2 \), that is, larger than \( t \). \( \square \)

Finally, recall that QAP\(^5\) is defined by the following set of inequalities:

\[
\sum_{r=1}^{m} Y_{r,s_j r_j,r_j} - \sum_{r<s} Y_{r,s_j r_s s_j} \leq 1
\]

where \( i_1, \ldots, i_m \) are all distinct and \( j_1, \ldots, j_m \) are also distinct. In addition, \( m, n \geq 7 \).

**Theorem 5.** Given a point \( x \in \mathbb{R}^{n^4} \) with \( x \geq 0 \), it is coNP-complete to decide whether \( x \) satisfies all inequalities of QAP\(^5\).

**Proof.** Given an instance of the max-clique problem, \( G = (V, E) \) with \( |V| = n \), we construct a point \( Y \) as follows:

\[
Y_{i_1 j_1, i_2 j_2} = \begin{cases}
0, & \text{if } \{i_1, i_2\} \in E \\
n/6, & \text{if } i_1 \neq i_2 \text{ and } \{i_1, i_2\} \notin E \\
1/t, & \text{if } i_1 = i_2 \text{ and } j_1 = j_2 \\
0, & \text{otherwise}
\end{cases}
\]

where, \( t \geq 6 \) is a natural number.

We claim that \( Y \) is infeasible if and only if there exists a clique in \( G \) of size at least \( t + 1 \).

Suppose there exists a clique \( C = \{p_1, \ldots, p_m\} \) in \( G \) with \( m \geq t + 1 \). Consider the inequality \( h_C \) defined by the indices \( i_1, i_m \) and \( j_1, \ldots, j_m \) with \( ik = jk = pk \) for all \( k \in [m] \). Then, \( Y \) violates \( h_C \) because \( m/t > 1 \).

Conversely, suppose every clique in \( G \) has size at most \( t \) and \( Y \) be a violated inequality defined by indices \( i_1, \ldots, i_m \) and \( j_1, \ldots, j_m \). It must hold that \( \{i_r, i_s\} \in E \) otherwise the left hand side in the inequality \( h \) with respect to \( Y \) is at most \( m/t - n/6 \) which is at most zero since \( t \geq 6 \) and \( m \leq n \) and so \( Y \) cannot violate \( h \). So for a violation, \( G \) must contain a clique of size \( m \). But then \( Y_{i_r j_s, i_s j_s} = 0 \) for all distinct \( r, s \in [m] \) and so \( m/t > 1 \) contradicting the assumption that \( G \) contains no cliques of size larger than \( t \).

Therefore, given a graph \( G = (V, E) \) if \( Y \) is feasible for all values of \( t \geq 6 \) then the size of a largest clique is at most \( 6 \) and can be computed in polynomial time. Otherwise, the largest value of \( t \) for which \( Y \) is infeasible equals the size of the largest clique in \( G \) minus one. \( \square \)
5 Extension Complexity

In this section we will prove that any relaxation of the QAP-polytope for which any of the families of inequalities defined in Section 2 are valid, has superpolynomial extension complexity. A set of linear inequalities is said to be a relaxation of the QAP-polytope if it contains the QAP-polytope.

We will use Theorem 1 to prove each of the results in this section. The general argument would be as follows. First we will show that certain specific matrices require exchange of many bits in any EF-protocol for them. Then, supposing that \( R_n \) is any relaxation of \( \text{QAP}_n \) for which inequalities \( H \) are valid, we will prove that any EF-protocol for the slack matrix of \( R_n \) requires an exchange of many bits by showing that computing the slack entries corresponding to the valid inequalities in \( H \) and the vertices of \( \text{QAP}_n \) allows us to compute our special matrices by exchanging few extra bits. So the slack matrix of \( R_n \) contains a submatrix that is difficult to compute and thus the whole slack matrix is difficult to compute.

5.1 Hard matrices for EF-protocols

Let \( n \) be natural numbers. Consider the \( 2^n \times 2^n \) sized matrices \( M^1_n, N^0_n, N^1_n \) defined as follows. The rows and columns of these matrices are indexed by \( 0/1 \) vectors of length \( n \). Let \( a, b \in \{0,1\}^n \). The entry with row index \( a \) and column index \( b \) for each of these matrices is defined as follows:

\[
M^k_n(a, b) := (a^\top b - k)^2 \\
N^k_n(a, b) := (a^\top b - k) \cdot (a^\top b - k - 1)
\]

The matrices \( M^1_n \) require \( \Omega(n) \) bits to be exchanged in any EF-protocol and were used to prove that the correlation polytope has superpolynomial extension complexity by Fiorini et al. [14]. Later Kaibel and Weltge [22] gave a simple combinatorial proof of the hardness of computing the same matrices \( M^1_n \). In particular, the following holds:

**Lemma 8.** [14,22] Any EF-protocol for computing \( M^1_n \) requires an exchange of \( \Omega(n) \) bits.

For our purposes we need to work with matrices \( N^k_n \) which we now show to require \( \Omega(n-k) \) bits for \( k \geq 1 \) in any EF-protocol as well.

**Lemma 9.** There exists an EF-protocol for computing \( N^0_n \) that requires an exchange of \( 2\lceil \log n \rceil \) bits.

**Proof.** Alice and Bob have \( a, b \in \{0,1\}^n \) respectively and they wish to output \( a^\top b \cdot (a^\top b - 1) \) in expectation. Alice selects two indices \( i \neq j \in [n] \) uniformly at random. That is, the probability of any two indices being chosen is \( 1/\binom{n}{2} \). If \( a_i = 0 \) or \( a_j = 0 \), Alice outputs zero and the protocol ends. Otherwise \( a_i = a_j = 1 \) and Alice sends the binary encoding of indices \( i, j \) to Bob using \( 2\lceil \log n \rceil \) bits. If
\[ b_i = b_j = 1, \text{ Bob outputs } n(n - 1) \text{ otherwise he outputs zero, and the protocol ends.} \]

A non-zero value is output if and only if the indices selected by Alice satisfy \( a_i = a_j = b_i = b_j = 1 \). This happens with probability \( \binom{n}{2} / \binom{n}{2} \). Therefore the expected output is \( n(n - 1) \cdot \binom{n}{2} / \binom{n}{2} = N_n^0(a, b) \).

**Lemma 10.** Any EF-protocol for computing \( N_n^k \) for \( k \geq 1 \) requires \( \Omega(n - k) \) bits to be exchanged.

**Proof.** We first prove the result for the case of \( k = 1 \).

For any real number \( \alpha \) it holds that \( \alpha(\alpha - 1) + (\alpha - 1)(\alpha - 2) = 2(\alpha - 1)^2 \). Using \( \alpha = a^\top b \) we get that for all \( a, b \in \{0, 1\}^n \) we have that \( M_1^n(a, b) = N_n^0(a, b) + N_n^1(a, b) \).

Now, suppose that there exists an EF-protocol for computing \( N_n^1 \) that requires \( c \) bits to be exchanged. To compute \( M_1^n \), Alice decides whether to compute \( N_n^0 \) or \( N_n^1 \) (by tossing a fair coin) and tells this to Bob using one bit. They then proceed with the appropriate protocol. The expected value is clearly \( N_n^0(a, b) + N_n^1(a, b) \) which equals \( M_1^n(a, b) \) and they need to exchange only \( 1 + \max\{2\lceil \log n \rceil, c\} \) bits. From Lemma 8 we know that \( \Omega(n) \) bits may need to be exchanged for this. Therefore, \( c = \Omega(n) \) and the lemma holds for \( k = 1 \).

Now, let \( a, b \in \{0, 1\}^{n-k+1} \) be two binary strings of length \( n - k + 1 \) for some \( k \geq 2 \). Obtain \( a', b' \in \{0, 1\}^n \) by appending \( k - 1 \) ones to both. Then, \( a'^\top b' = a^\top b + k - 1 \) and so \( (a'^\top b' - k)(a'^\top b' - k - 1) = (a^\top b - 1)(a^\top b - 2) \). Hence, \( N_n^{n-k+1} \) is a submatrix of \( N_n^k \). It then follows that any EF-protocol for \( N_n^k \) requires \( \Omega(n - k + 1) \) bits to be exchanged thus proving the lemma for all \( k \geq 1 \).

### 5.2 Relaxations of QAP

Recall the inequalities (11) of QAP

\[ \sum_{ijkl} n_{ij} n_{kl} Y_{ij,kl} - (2\beta - 1) \sum_{ij} n_{ij} Y_{ij,ij} \geq \frac{1}{4} - (\beta - \frac{1}{2})^2 \]

As noted in Section 2 these are the most general family of valid inequalities for the QAP-polytope. Therefore any lower bound on the extension complexity of a relaxation \( R_n \) corresponding to any of the families QAP2 \( \text{QAP}^5 \) also hold for QAPn and so we state our next theorem without proof.

**Theorem 6.** Let \( R_n \) be any bounded relaxation of the QAP-polytope such that the inequalities of QAPn are valid for \( R_n \). Then \( xc(R_n) \geq 2^{\Omega(n)} \).

Now consider any relaxation of QAPn for which the inequalities of QAP2 are valid.
Lemma 11. Let $i_1, i_2, \ldots, i_m, k$ be distinct indices in $[n]$, and $j_1, j_2, \ldots, j_m, l$ be all distinct indices in $[n]$ as well. Let $\sigma \in S_n$ be such that $q$ indices $(i_r, j_r)$ satisfy $P_\sigma(i_r, j_r) = 1$. Then, the slack of $\sum_{r=1}^m Y_{i_r j_r kl} - Y_{kl kl} - \sum_{r<s} Y_{i_r j_r i_s j_s} \leq 0$ with respect to $P_\sigma^{[2]}$ is $(q-P_\sigma(k,l))$.

Proof. The slack is $P_\sigma(k, l) + \binom{q}{2} - qP_\sigma(k, l)$. If $P_\sigma(k, l) = 0$ then this equals $\binom{q}{2}$. If $P_\sigma(k, l) = 1$ then this equals $1 + \binom{q}{2} - q = \frac{2^q q(q-1)-2q}{2} = \binom{q-1}{2}$. $\square$

Theorem 7. Let $R_n^2$ be any bounded relaxation of QAP$_n$ such that the inequalities of QAP$_n^2$ are valid for $R_n^2$. Then $xc(R_n^2) \geq 2^{\Omega(n)}$.

Proof. Suppose there exists an EF-protocol for computing the slack matrix of $R_n^2$ that requires at most $c$ bits to be exchanged. That is if Alice is given any valid inequality for $R_n^2$ and Bob any feasible point in $R_n^2$ they can compute the corresponding slack in expectation by exchanging at most $c$ bits. We will show that they can modify this EF-protocol to get an EF-protocol for matrix $N_n^1$ with at most $O(c + \log n)$ bits exchanged. By Lemma 10 this requires $\Omega(n)$ bits to be exchanged and so $c = \Omega(n)$. Finally, applying Theorem 11 we will get that $xc(R_n^2) \geq 2^{\Omega(n)}$.

So suppose, Alice and Bob get $a, b \in \{0, 1\}^n$ respectively and wish to compute $N_n^1(a, b) = (a^T b - 1)(a^T b - 2)$ in expectation. We can assume that Alice receives neither the all zero nor the all one vector. If $a = (0, \ldots, 0)$ then she can output zero and stop. If $a = (1, \ldots, 1)$ then she can tell Bob this using one bit and Bob can output the number of nonzero entries in $b$. Further, we can assume that the vector $b$ contains at least three zero entries. Otherwise Bob can tell Alice using at most $2 \log n$ bits the indices where $b$ is zero and Alice can output the correct value.

Let $p_1, \ldots, p_m$ be the indices where $a$ is non-zero and let $p$ be an arbitrary index such that $a_p = 0$. Alice creates the inequality corresponding to sets $i_1, \ldots, i_m, k$ and $j_1, \ldots, j_m, l$ where $i_1 = j_1 = p_1, \ldots, i_m = j_m = p_m$ and $k = l = p$. Alice then sends the index $p$ to Bob who sets $b_p = 1$ if it is not already so. Bob then creates any permutation $\sigma_b$ such that $\sigma_b(i) = i$ if $b_i = 1$ and $\sigma_b(i) \neq i$ if $b_i = 0$. This is clearly possible since $b$ still contains at least two zeroes. Bob selects the vertex $P_\sigma^{[2]}$ of QAP$_n$ corresponding to this permutation. Clearly, $a^T b$ equals the number of index pairs $(i_r, j_r)$ in the set created by Alice such that $P_\sigma^{[2]}(i_r, j_r) = 1$.

Using $P_\sigma(k, l) = P_\sigma(p, p) = 1$ and $q = a^T b$ in Lemma 11 we see that the slack of Alice’s inequality with respect to Bob’s vertex of QAP$_n$ is exactly $\binom{a^T b - 1}{2} = \frac{1}{2}N_n^1(a, b)$ and hence they can just use the protocol for computing the slack matrix of $R_n^2$ for computing $N_n^1$ by agreeing that every time they wish to output something they would output twice as much. $\square$
Next, consider any relaxation of $QAP_n$ for which the inequalities of $QAP_m$ are valid. Recall the inequalities (3) of $QAP_m$.

$$(\beta - 1) \sum_{(ij) \in P \times Q} Y_{ij,ij} - \sum_{(ij),(kl) \in P \times Q} Y_{ij,kl} \leq \frac{\beta^2 - \beta}{2}$$

Lemma 12. Let $h$ be an inequality in $QAP_m$ given by sets $P, Q \subset [n]$ and $\beta \in \mathbb{N}$. Let $\sigma \in S_n$ such that $q$ index pairs $(i, j)$ in $P \times Q$ satisfy $P_\sigma(i, j) = 1$. Then, the slack of $h$ with respect to $P_\sigma^{[2]}$ is $(q - (\beta - 1))$.\[\text{Proof.}\]

The slack of $h$ with respect to $P_\sigma^{[2]}$ is

$$\frac{\beta^2 - \beta}{2} - (\beta - 1)q + \binom{q}{2}$$

$$= \frac{\beta(\beta - 1) - 2q(\beta - 1) + q(q - 1)}{2}$$

$$= \frac{(\beta - 1)(\beta - q) + q(q - \beta)}{2}$$

$$= \frac{(q - \beta)(q - \beta + 1)}{2}$$

$$= \left(q - (\beta - 1)\right)$$

(6)

Theorem 8. Let $R_m^n$ be any bounded relaxation of $QAP_n$ such that the inequalities of $QAP_m$ are valid for $R_m^n$. Then $xc(R_m^n) \geq 2^{\Omega(n)}$.

Proof. Suppose Alice and Bob get $a, b \in \{0, 1\}^m$ respectively and wish to compute $N_{m1}^1(a, b)$ in expectation. Let $n = 2m + 1$ and let $p_1, \ldots, p_t$ be the indices where $a$ is non-zero. Alice creates the inequality corresponding to sets $P = Q = \{p_1, \ldots, p_t\}$ and $\beta = 2$. Note that $|P| \leq m = (n - 1)/2$ so $|P| + |Q| = 2|P| \leq n - 1 = n - 3 + \beta$. So the value of $\beta = 2$ the choices of $P, Q, \beta$ satisfy the conditions of $QAP_m$ for $QAP_n$.

Bob creates the following permutation $\sigma_b \in S_n$

$$\sigma_b(i) = \begin{cases}  
    i & \text{if } 1 \leq i \leq m \text{ and } b_i = 1,  
    i + m & \text{if } 1 \leq i \leq m \text{ and } b_i = 0,  
    i - m & \text{if } m < i \leq 2m + 1 \text{ and } b_i = 0,  
    i & \text{otherwise.}
\end{cases}$$

and selects the vertex $P_\sigma^{[2]}$ of the $QAP_n$. Since $R_m^n$ is a relaxation of $QAP_n$, Bob has picked a feasible point of $R_m^n$. Notice that $a^T b$ equals the number of index pairs $(i, j)$ in the set $P \times Q$ such that $P_\sigma(i, j) = 1$.\[\Box\]
Therefore using \( q = a^T b \) and \( \beta = 2 \) in Lemma 12 we get that the slack of Alice’s inequality with respect to Bob’s feasible point of \( R_n^3 \) is 
\[
\frac{a^T b - (\beta - 1)}{2} = \frac{1}{2}N_m^1(a, b) \] 
and hence they can just use the protocol for computing the slack matrix of \( R_n^3 \) for computing \( N_m^1 \) by agreeing that every time they wish to output something they would output twice as much.

We would like to remark that in the proof of the previous Theorem one could have as easily used a value of \( \beta \) other than two as long as \( \beta \leq \alpha n \) for some \( 0 < \alpha < 1 \). So the extension complexity for \( \text{QAP}^3 \) remains superpolynomial even for any fixed value of \( \beta \) if \( \beta \leq \alpha n \) for some \( 0 < \alpha < 1 \).

Next, consider any relaxation of QAP, for which the inequalities of \( \text{QAP}^3 \) are valid. Recall the inequalities (3) of QAP

\[
- (\beta - 1) \sum_{(ij) \in P_1 \times Q} Y_{ij,ij} + \beta \sum_{(ij) \in P_2 \times Q} Y_{ij,ij} 
+ \sum_{i < k} Y_{ij,kl} + \sum_{i < k} Y_{ij,kl} - \sum_{(ij) \in P_1 \times Q, (kl) \in P_2 \times Q} Y_{ij,kl} \geq \frac{\beta - \beta^2}{2}
\]

**Lemma 13.** Consider an inequality \( h \) in QAP given by sets \( P_1, P_2, Q \subset [n] \) and \( \beta \in \mathbb{N} \). Let \( \sigma \in S_n \) be such that \( q_1 \) index pairs \( (i, j) \) in \( P_1 \times Q \) satisfy \( P_\sigma(i, j) = 1 \) and \( q_2 \) index pairs \( (i, j) \) in \( P_2 \times Q \) satisfy \( P_\sigma(i, j) = 1 \). Then, the slack of \( h \) with respect to \( P_\sigma^2 \) is 
\[
\left( q_1 - (\beta - 1) \right) + \frac{2q_2 \beta + q_2 (q_2 - 1) - 2q_1 q_2}{2}
\]

**Proof.** The slack of \( h \) with respect to \( P_\sigma^2 \) is

\[
- (\beta - 1)q_1 + \beta q_2 + \left( \frac{q_1}{2} \right) + \left( \frac{q_2}{2} \right) - q_1 q_2 - \frac{\beta(1 - \beta)}{2}
= \frac{q_1 (q_1 - 1) - q_1 (\beta - 1) - q_1 (\beta - 1) - \beta(1 - \beta)}{2} + \frac{2q_2 \beta + q_2 (q_2 - 1) - 2q_1 q_2}{2}
= \frac{(q_1 - \beta + 1)(q_1 - \beta)}{2} + \frac{2q_2 \beta + q_2 (q_2 - 1) - 2q_1 q_2}{2}
= \left( q_1 - \frac{(\beta - 1)}{2} \right) + \frac{2q_2 \beta + q_2 (q_2 - 1) - 2q_1 q_2}{2}
\]

**Theorem 9.** Let \( \text{R}_n^3 \) be any bounded relaxation of QAP, such that the inequalities of \( \text{QAP}^3 \) are valid for \( \text{R}_n^3 \). Then \( \chi(\text{R}_n^3) \geq 2^{\Omega(n)} \).
Proof. Suppose Alice and Bob get \(a, b \in \{0, 1\}^m\) respectively and wish to compute \(N^1_m(a, b)\) in expectation. We can assume that \(a\) is not all one vector. If not, she can send this information to Bob using a single bit who can output the number of ones in vector \(b\). Let \(P_1 = Q = \{i \mid a_i = 1\}\) and let \(P_2 \subseteq [m]\) be such that \(P_1 \cap P_2 = \emptyset\) and \(|P_2| = 1\). Clearly, \(i \in P_2 \implies a_i = 0\). Alice creates the inequality corresponding to the sets \(P_1, P_2, Q\) and \(\beta = 2\). One can verify that all the conditions of QAIF\(^5\) are satisfied for the above choice of \(P_1, P_2, Q\) and \(\beta\). Alice tells Bob the set \(P_2\) using \(\log n\) bits.

Bob creates the following permutation \(\sigma_b \in S_{2m+1}\)

\[
\sigma_b(i) = \begin{cases} 
  i & \text{if } i \in [m] \setminus P_2 \text{ and } b_i = 1, \\
  i + m & \text{if } i \in P_2, \\
  i + m & \text{if } 1 \leq i \leq m \text{ and } b_i = 0, \\
  i - m & \text{if } m < i \leq 2m + 1 \text{ and } b_i = 0, \\
  i - m & \text{if } i - m \in P_2, \\
  i & \text{otherwise.}
\end{cases}
\]

and selects the vertex \(P[2]_{\sigma_b}\) of the QAP\(_n\). Since \(R_n[2]\) is a relaxation of QAP\(_n\), Bob has picked a feasible point of \(R_n[2]\). Notice that \(a^T b\) equals the number of index pairs \((i, j) \in P_1 \times Q\) such that \(P_n(i, j) = 1\). Also, notice that the number of index pairs \((i, j) \in P_2 \times Q\) such that \(P_n(\sigma_b(i), j) = 1\) is zero.

Using \(q_1 = a^T b, q_2 = 0\) and \(\beta = 2\) in Lemma\(^{13}\), we get that the slack of Alice’s inequality with respect to Bob’s point of \(R[2]_{2m+1}\) is \(\left(\frac{a^T b - (\beta - 1)}{2}\right) = \left(\frac{a^T b - 1}{2}\right) = \frac{1}{2} N^1_{2m+1}(a, b)\). Therefore, Alice and Bob can just use the protocol for computing the slack matrix of \(R[2]_{2m+1}\) for computing \(N^1_m(a, b)\) by agreeing that every time they wish to output something they would output twice as much.

Once again we remark that the previous proof can be easily modified for any other value of \(\beta\) as long as \(\beta \leq \alpha n\) for some \(0 < \alpha < 1\). So the extension complexity lower bound also holds for each subfamily of inequalities obtained for any such fixed \(\beta\).

Finally, consider any relaxation of QAP\(_n\), for which the inequalities of QAIF\(^5\) are valid. Recall the inequalities (5) of QAIF\(^5\)

\[
\sum_{r=1}^{m} Y_{i,r,i',r'} - \sum_{r<s} Y_{i,r,i',s} \leq 1
\]

Lemma 14. Let \(h\) be an inequality in QAIF\(^5\) given by \(i_1, \ldots, i_m\) all distinct and \(j_1, \ldots, j_m\) all distinct. Let \(\sigma \in S_n\) with \(q\) index pairs \((i_r, j_r)\) such that \(P_n(i_r, j_r) = 1\). Then, the slack of \(h\) with respect to \(P_n[2]\) is \(\left(\frac{q-1}{2}\right)\).

Proof. The slack equals \(1 - q + \left(\frac{q}{2}\right) = \frac{2 - 2q + q(q-1)}{2} = \frac{(q-1)(q-2)}{2}\). \qed

Theorem 10. Let \(P_n[2]\) be any bounded relaxation of QAP\(_n\) such that the inequalities of QAIF\(^5\) are valid for \(P_n[2]\) Then \(\text{xc}(P_n[2]) \geq 2^{\Omega(n)}\).
Proof. Suppose Alice and Bob get $a, b \in \{0,1\}^n$ respectively and wish to compute $N^1_n(a, b)$ in expectation. We can assume that $n \geq 7$ otherwise they can exchange their entire vectors using six bits. Let $p_1, \ldots, p_m$ be the indices where $a$ is non-zero. We can assume that $m \geq 7$ otherwise Alice can send the indices where $a$ is non-zero using at most $6 \log n$ bits and Bob can output the correct value of $N^1_n(a, b)$. So $m, n \geq 7$ and Alice creates the inequality corresponding to sets $i_1, \ldots, i_m$ and $j_1, \ldots, j_m$ where $i_1=j_1=p_1, \ldots, i_m=j_m=p_m$.

We can also assume that $b$ contains at least two zeroes otherwise Bob can tell Alice the index where $b$ is zero using $\log n$ bits and Alice can output the correct value of $N^1_n(a, b)$. Now Bob creates the following permutation $\sigma_b \in S_n$ such that $\sigma_b(i) = i$ if $b_i = 1$ and $\sigma_b(i) \neq i$ if $b_i = 0$. This is clearly possible since $b$ contains at least two zeroes. Bob selects the vertex $P^2_{\sigma_b}$ of QAP$_n$ corresponding to this permutation. Clearly, $a^\top b$ equals the number of index pairs $(i_r, j_r)$ in the inequality created by Alice such that $P^2_{\sigma_b}(i, i) = 1$.

Setting $q = a^\top b$ in Lemma 14 we get that the slack of Alice’s inequality with respect to Bob’s point of R$^2_n$ is exactly $\frac{1}{2} N^1_n(a, b)$ and hence they can just use the protocol for computing the slack matrix of R$^2_n$ for computing $N^1_n$ by agreeing that every time they wish to output something they would output twice as much. $\blacksquare$
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