Anomalous bulk-edge correspondence in continuous media
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Topology plays an increasing role in physics beyond the realm of topological insulators in condensed matter. From geophysical fluids to active matter, acoustics or photonics, a growing family of systems presents topologically protected chiral edge modes. The number of such modes should coincide with the bulk topological invariant (e.g. Chern number) defined for a sample without boundary, in agreement with the bulk-edge correspondence. However this is not always the case when dealing with continuous media where there is no small scale cut-off. The number of edge modes actually depends on the boundary condition, even when the bulk is properly regularized, showing an apparent paradox where the bulk-edge correspondence is violated. In this paper we solve this paradox by showing that the anomaly is due to ghost edge modes hidden in the asymptotic part of the spectrum. We provide a general formalism based on scattering theory to detect all edge modes properly, so that the bulk-edge correspondence is restored. We illustrate this approach through the odd-viscous shallow-water model and the massive Dirac Hamiltonian, and discuss the physical consequences.

I. INTRODUCTION

Bulk-edge correspondence is a hallmark of topology in physics. When there exists a topological number associated to an infinite and gaped system (the bulk), it states that topologically protected edge modes appear in a sample with a boundary, and vice versa. These modes are confined near the boundary, robust to many perturbations and their number coincide with the bulk topological quantity.

The relevance of topology in physics starts with the Quantum Hall Effect, where it was realised that both bulk and edge picture were associated to topological quantities [1–3], that actually coincide [4]. It was then widely expanded through the field of topological insulators [5], where bulk-edge correspondence was studied and proved in systems with various dimensions and symmetries [6–9], in presence of (strong) disorder [10–13], or for periodically driven (Floquet) systems [14–17].

In the context of condensed matter the bulk-edge correspondence usually focuses on lattice models thanks to the tight-binding approximation. However this problem was somehow overlooked in continuous models, namely beyond this approximation or when there is no underlying lattice structure. Apart from continuous electronic models, e.g. the Landau Hamiltonian, topology has also appeared in virtually all fields of physics, from superfluids [18] to photonics [19–23] or molecular spectra [24], among others. These ideas have then been applied to the realm of classical fluid and solid mechanics, including elasticity [25–27], acoustics [28–30], geophysical and astrophysical flows [31, 32], plasma [33–36], or active matter [37–39]. There, a continuous medium description is natural.

One example is the two-dimensional shallow-water model describing Earth atmospheric and oceanic layers [31, 40], and its formal analogs encountered in active matter and plasma physics [39], as well as in optical systems [41]. It appears as a paradigmatic (spin 1) three band model, by analogy with the celebrated (spin 1/2) Dirac Hamiltonian [18]. In the context of geophysical fluids, the topology of the shallow-water model was recently revealed. Due to the sign change of Coriolis force, the existence of uni-directional waves propagating near the equator could be interpreted as topologically protected [31]. More recently it was shown that a topological (Chern) number can be assigned to the bulk problem for this flow, up to a regularization by an odd-viscous term [39, 40]. Indeed, in contrast to condensed matter where quasi-momenta live on a compact torus (Brillouin Zone), the momentum (or the wave number) is usually unbounded in continuous models in the absence of any cut-off and has to be properly regularized. In this way, as in condensed matter, a meaningful bulk topological number can be defined that is expected to rule the bulk-boundary correspondence in continuous media and thus predict the number of chiral edge modes.

However, as we shall see, the regularization of the bulk does not implies the same for the edge problem. Indeed, in the shallow water model, we observe that the number of edge modes depends on the boundary condition, be it with odd-viscous terms [40], or without it [42]. This looks suspicious compared to the expected topological nature of these modes in the presence of odd viscosity, and raises the apparent paradox of a violation of the bulk-edge correspondence. This anomaly is not restricted to the shallow-water model and was actually already noticed in other two-dimensional continuous models, e.g. in the valley Quantum Hall effect [43] or compressible stratified fluids [44], that are both effectively well described by a Dirac Hamiltonian.

In this paper we propose a solution to this paradox and restore the bulk-edge correspondence for continuous models with a sharp boundary. The crucial observation...
is that in such models, neither the longitudinal momentum nor the frequency (or energy) are bounded, so that the usual way to count the edge modes might miss the asymptotic area of the spectrum, see Figure 1. Thus we provide an alternative formalism based on scattering theory, that counts properly the usual edge modes but also allows to detect ghost edge modes that could be hidden at infinite frequencies in the spectrum. Applying it to several boundary conditions, we show that this is indeed the case so that the bulk-edge correspondence is restored when all the modes, including the ghost modes that are not visible in the spectrum at finite frequency and momentum, are properly taken into account, thus revealing an anomalous bulk-boundary correspondence for continuous media. Note that this approach works beyond the illustrative choice of the shallow-water model and applies similarly to any continuous model as long as the bulk is properly regularized, such as the compactified Dirac Hamiltonian that we also tackle at the end.

Scattering theory has been previously involved into the definition of topological quantities in tight-binding discrete models, through two independent ways. The first way was to probe the presence of edge modes of a topological sample through scattering from outside the sample [45–48], e.g. with external leads. The second way was to probe the edge through the scattering of bulk waves, namely inside the sample, at the boundary [8, 49]. Our strategy is to apply the latter approach to continuous models in order to explore the asymptotic part of the spectrum, hence revealing the possible presence of ghost edge modes.

Note that a different way to study the edge problem for continuous models is to consider a confining potential or a continuous interface between two topologically distinct samples [49–53]. Such an interface is smoother than a sharp boundary and usually regularizes the problem so that there is no hidden mode at infinity. However, with a few exceptional cases, the counterpart of this approach is the loss of exact solvability. The main conclusion of this paper is that the bulk-edge correspondence for a sharp boundary is also perfectly valid as long as all edge modes, including the ones hidden at infinity, are properly taken into account.

The paper is organized as follows. In Section II we present a continuous model and compute the edge spectrum for different boundary conditions, revealing an apparent anomaly. Section III discusses the bulk-edge correspondence in details in order to quantify the previous mismatch. Section IV introduces scattering theory and solves the paradox. Section V shows the universality of this approach by applying it to the Dirac Hamiltonian. Section VI concludes and suggest several consequences of this new paradigm.

II. SHALLOW-WATER WITH ODD VISCOSITY

The two-dimensional rotating shallow-water model, linearized around a rest state in a rotating reference frame, is ruled by the following system:

\begin{align}
\partial_t \eta &= -\partial_x u - \partial_y v \\
\partial_t u &= -\partial_x \eta + (f + \epsilon \nabla^2) v \\
\partial_t v &= -\partial_y \eta - (f + \epsilon \nabla^2) u
\end{align}

where \((u, v)\) are the two velocity components in the plane \((x, y)\), \(\eta\) the interface elevation relative to the mean depth \(H = 1\), \(f\) the Coriolis parameter and \(\epsilon\) the odd viscosity parameter. Time unit has been chosen such that phase speed is \(\sqrt{gH} = 1\), with \(g\) the standard gravity. In the absence of off viscous terms (when \(\epsilon = 0\) above) it was realized that equatorial waves on Earth could be interpreted as topological modes of this flow when \(f\) varies with \(y\) and changes sign at the equator [31]. In what follows we consider both \(f\) and \(\epsilon\) positive and homogeneous in space. For geophysical fluids \(\epsilon\) is nothing but an arbitrarily small regularisation parameter, in contrast to active matter systems described by a similar model and where \(\epsilon\) can be tuned to large values. Indeed this model occurs in various context beyond geophysical fluids [39, 41] and appears as a paradigmatic two-dimensional model with 3 bands and spin-1 symmetry, by analogy with the Dirac Hamiltonian that has 2 bands and spin-1/2 symmetry. We also discuss the latter in detail in Section V.

A. The bulk picture

We briefly recall some known facts about the the bulk problem, where \((x, y) \in \mathbb{R}^2\). We look for normal modes of the form \((\eta, u, v) = (\eta, \tilde{u}, \tilde{v}) e^{i(\omega t - k_x x - k_y y)}\) leading to

\[
\begin{align}
\eta &= -\partial_x \tilde{u} - \partial_y \tilde{v} \\
\partial_x \tilde{u} &= -\partial_x \eta + (f + \epsilon \nabla^2) \tilde{v} \\
\partial_x \tilde{v} &= -\partial_y \eta - (f + \epsilon \nabla^2) \tilde{u}
\end{align}
\]
the eigenvalue problem
\[
\omega \begin{pmatrix} \hat{\eta} \\ \hat{u} \\ \hat{v} \end{pmatrix} = \begin{pmatrix} 0 & k_x & -ik_y \\ k_x & 0 & -i(f - \epsilon k^2) \\ k_y & i(f - \epsilon k^2) & 0 \end{pmatrix} \begin{pmatrix} \hat{\eta} \\ \hat{u} \\ \hat{v} \end{pmatrix}
\]
(2)

There are three bands: \( \omega_\pm = \pm \sqrt{k^2 + (f - \epsilon k^2)^2} \) with \( k^2 = k_x^2 + k_y^2 \) and \( \omega_0 = 0 \). These bands will be reminiscent in the edge picture, see below. In particular the system is gaped for \( f \neq 0 \) and each band has a well-defined topological invariant: the Chern number. Respectively \( C_\pm = \pm 2 \) and \( C_0 = 0 \) for \( f > 0 \) and \( \epsilon > 0 \). Each non-vanishing Chern number captures a twist in the corresponding eigenfunction \( (\hat{\eta}_\pm, \hat{u}_\pm, \hat{v}_\pm) \) as \( (k_x, k_y) \) varies over \( \mathbb{R}^2 \). It is actually not well-defined for \( \epsilon = 0 \) and it was realized recently that odd-viscosity ensures that the bulk problem is properly regularised \( [39, 40] \). This is analogous to the regularization of Dirac Hamiltonian \( [18, 51] \) (see also Section V). The main issue that remains is the regularization of the edge picture.

### B. The edge picture

![Image of edge modes](image-url)

**FIG. 2.** Edge modes confined at the boundary \( y = 0 \) for \( f = 1, \epsilon = 0.2 \) and three different boundary conditions, according to (3): (a) DD (b) DM (c) DS. In all cases the Kelvin wave is present, with linear dispersion relation and \( |k_x| < k_0 \). For DM this is the only mode. For DD (resp. DS) one has an extra mode merging into the upper band at \( k_1 \) (resp \( k_2 \)) and saturating at \( \omega = 1/(2\epsilon) \) (resp. \( \epsilon \)). For DS there is a third mode with almost linear dispersion relation \( \omega \sim 2k_x \) and merging with the bulk at \( k_3 \). The blue curves delimit the region of the (projected) bulk bands.

In the edge picture, where \( (x, y) \in \mathbb{R} \times \mathbb{R}^+ \), we study three boundary conditions that are relevant for the topological aspects:

- **DD:** \( v(y = 0) = 0, \quad u(y = 0) = 0 \), (3a)
- **DM:** \( v(y = 0) = 0, \quad (\partial_x u + \partial_y v)|_{y=0} = 0 \), (3b)
- **DS:** \( v(y = 0) = 0, \quad (\partial_x u - \partial_y v)|_{y=0} = 0 \), (3c)

In the following we call (3a) Dirichlet-Dirichlet (DD), also called no-slip; (3b) is called Dirichlet-Membrane (DM) by noticing that from (1a) it implies \( \partial_\eta = 0 \) at the boundary; (3c) is called Dirichlet-Stressfree (DS) since it imposes a vanishing force by the boundary on the fluid. We stress that each boundary condition consist of two constraints only. In particular \( \eta \) is not always constrained. Moreover not all the constraints are allowed because the self-adjointness of the problem has to be preserved. For example \( u = 0 \) and \( \eta = 0 \) at \( y = 0 \) is not an adequate boundary condition. See Appendix A for a general rule of the allowed boundary conditions.

The system is invariant under translation in the \( x \)-direction so we look for normal modes of the form \( (\eta, u, v) = (\hat{\eta}, \hat{u}, \hat{v}) e^{i(\omega t - k_x x)} \). Inserting it into (1a) we realize that \( \hat{\eta} = \omega^{-1}(k_x \hat{u} + i \partial_y \hat{v}) \) can be eliminated when inserted into (1b) and (1c). We end up with a system of two ordinary differential equations of order two in \( y \) and with constant coefficients, depending on the parameters \( \omega \) and \( k_x \):

\[
(\epsilon \partial_{yy} - \frac{k_x}{\omega} \partial_y + (f - \epsilon k_x^2)) \hat{\eta} = \frac{i}{\omega} (\omega^2 - k_x^2) \hat{u}
\]
(4)
\[
(\epsilon \partial_{yy} + \frac{k_x}{\omega} \partial_y + (f - \epsilon k_x^2)) \hat{u} = -\frac{i}{\omega} (\partial_{yy} + \omega^2) \hat{v}
\]
(5)

This problem is solvable analytically. We look for solutions that are confined near the boundary, namely such that \( (u, v) \to 0 \) as \( y \to \infty \). In contrast to bulk normal modes, such solutions appear in the gaped region of the \( (k_x, \omega) \)-plane, complementary to the (projected) bulk bands. We first solve the general problem for any value of \( k_x \) and \( \omega \) in that region, then apply successively the different boundary conditions (DD, DM and DS). The details are provided in Appendix B and the result is shown in Figure 2.

We observe that the number of modes in each gap, that is supposed to be topological, depends on the choice of the boundary condition. In each gap we respectively count 2, 1 and 3 modes for DD, DM and DS. Moreover we observe the presence of edge modes leaving a bulk band and saturating at some constant frequency \( \omega \propto \epsilon^{-1} \), showing that the edge problem is not compactified at \( k_x \to \infty \), even if the bulk is. Moreover, the way to count these edge modes correctly is also puzzling, but the total number can anyway not coincide with the Chern number as it depends on the boundary condition. The bulk-edge correspondence seems anomalous.
III. ANOMALOUS BULK-EDGE CORRESPONDENCE

We define in this section a precise number of edge modes to quantify properly the bulk-edge correspondence anomaly reported in the previous section. This is an essential step to solve the paradox in the next section.

A. Bulk-edge correspondence in condensed matter

Consider a conventional band of a Hamiltonian ruling a two-dimensional system, e.g. a tight-binding model, with Chern number $C$. In the edge picture (half-plane geometry with boundary at $y = 0$), the projection of this band may be connected to edge modes coming from the gap above and below, as illustrated in Figure 3. As $k_x$ is increasing, these modes can disappear into the band or emerge from it. For the bottom of the band, we define the number of edge modes $n_{\text{bottom}}$ as the algebraic counting of the points where an edge state disappears (+1) or emerges (−1). For the top of the band we define similarly $n_{\text{top}}$, except that the signs are inverted [54]. This is equivalent to count the number of crossing of edge modes with the external lines of the bulk band, with a sign depending on the dispersion relation $\frac{\partial E}{\partial k_x}$ at the crossing. The bulk-edge correspondence is given by [4]

$$C = n_{\text{bottom}} - n_{\text{top}}$$

(6)

Moreover if the problem satisfies a further assumption, quite common in condensed matter, this correspondence can be rewritten in a simpler form. Consider a system with $N$ bands denoted by $i \in \{1, \ldots, N\}$, ordered by increasing energy and separated by spectral gaps, the corresponding topological numbers are $C_i$, $n_{\text{top}}^i$, and $n_{\text{bottom}}^i$. If we assume that both $k_x$ and $H$ are bounded (e.g. in a tight-binding model with a Brillouin zone) then necessarily $n_{\text{top}}^i = n_{\text{bottom}}^{i+1} := n^i$ for $1 \leq i \leq N - 1$ so that there is only one edge invariant $n^i$ per gap $i$ above the band $i$, that can be computed by the algebraic crossing with a horizontal line inside the gap (e.g. constant Fermi level). Moreover $n_{\text{top}}^1$ and $n_{\text{bottom}}^N$ are 0. In that case the correspondence can be rewritten $n^i = -\sum_{j=1}^{i} C_j$, namely the number of edge modes in a gap is given by the sum of the Chern numbers of all band below it (up to a global sign depending on the orientation of the boundary) [4]. However we claim that this relation is less general than (6), the latter being still satisfied when the previous assumption is not.

B. Anomaly in the continuous model

In the continuous model from Section II neither $k_x$ nor $\omega$ (analogue to $E$) are bounded so that the aforementioned assumption is not satisfied. We can however define a precise number of edge modes for each boundary condition, even for the modes that saturates asymptotically at a constant $\omega$. This is summarized in Table I.

| Boundary condition | DD | DM | DS |
|-------------------|----|----|----|
| $n_{\text{top}}^i$ | 2  | 1  | 3  |
| $n_{\text{bottom}}^i$ | 1  | 1  | 2  |
| $n_{\text{top}}$ | 2  | 1  | 3  |

TABLE I. The number of edge modes around each band for different boundary conditions.

The middle band is never anomalous since $n_{\text{top}}^0 = n_{\text{bottom}}^0$ regardless of the boundary condition, which is compatible with (6) and $C_0 = 0$. Moreover we notice that $n_{\text{top}}^0 \neq n_{\text{bottom}}^+\,$ although it corresponds to the same gap between the middle and the upper band, but this is not a problem for the bulk-edge correspondence (6), since it focuses on a specific band rather than a gap. However the upper and lower band are anomalous: they are not bounded so the numbers $n_{\text{top}}^0$ and $n_{\text{bottom}}^0$ make no sense. If we naively set them to 0, then the bulk-edge correspondence is satisfied for DD boundary condition: $C_+ = n_{\text{top}}^+ = 2$ and $C_- = -n_{\text{top}}^- = -2$, but we see immediately that the boundary conditions DM and DS are anomalous.

Nevertheless we claim that the bulk-edge correspondence (6) still makes sense, and the purpose of the next section is to provide a more general definition of the edge numbers, allowing for an explicit computation of $n_{\text{top}}^i$ and $n_{\text{bottom}}^i$ and so that (6) is restored for each band and any boundary condition.

IV. SCATTERING THEORY

In this section we provide an alternative formalism to define and compute the number of edge modes above and below each band. As we shall see it reproduces the result...
from Table I independently, but it also allows for a definition of (generalized) edge modes at infinite \( \omega \), so that the bulk-edge correspondence (6) is recovered.

\[ (a) \quad \psi_{\text{scat}} \sim \psi_{\text{in}} + S \psi_{\text{out}} \]

\[ \psi_{\text{in}}(k_x, \omega) \]

\[ \psi_{\text{out}}(k_x, \omega) \]

\[ S(k_x, \omega) \]

\[ \omega \]

\[ n = \lim_{\varepsilon \to 0} \frac{1}{2\pi} \text{Arg}[S(k_x, \omega_{\text{min}}(k_x) + \varepsilon)] \]

\[ S(k_x, \omega) := \beta \] (11)

In our case the eigenspace is of dimension 1, so that \( S \in U(1) \) (the unitarity is ensured by a proper normalization of the scattering state [8]).

A. The scattering matrix

To define \( S \) we recall some data from the bulk. For the rest of the discussion we focus on the upper bulk band since the lower one can be studied in an analogous way. The normal mode associated to the upper limit \( \omega = \omega_+ \) is (\( \eta, u, v \)) with

\[ \hat{\psi}(k_x, \omega_+) = \frac{1}{\sqrt{2}k} \begin{pmatrix} k_x^2/\omega_+(k) \\ k_x - ik_y(f - \epsilon k^2)/\omega_+(k) \\ k_x + ik_y(f - \epsilon k^2)/\omega_+(k) \end{pmatrix} \] (8)

This family is singular at \( k = 0 \) and \( k \to \infty \) but each singularity can be removed up to a gauge transformation: \( \hat{\psi}_{0/\infty} := \lambda_{0/\infty} \hat{\psi} \) where \( \lambda_0 = k^{-1}(k_x^2 + is_x k_y) \) and \( \lambda_\infty = k^{-1}(k_x - is_x k_y) \) are \( U(1) \)-phases (\( s_f \) and \( s_e \) are the respective sign of \( f \) and \( \epsilon \)), see [40]. In the following we shall consider \( \hat{\psi}_0 \) or \( \hat{\psi}_\infty \) according to the region we are looking at.

In the edge picture, we fix \( \omega > f \) and \( k_x \) in the projected bulk band and away from the singular points, and denote \( k_y := \kappa \) to emphasize that it is not conserved. In the bulk, it is a fact that the equation \( \omega_+^2(k_x, \kappa) = \omega \) always has at least two real solutions in \( \kappa \), and possibly other solutions with non-vanishing imaginary part [8]. In our case, \( \omega^2 = k_x^2 + k_y^2 + (f - \epsilon(k_x^2 + k_y^2))^2 \) has four solutions in \( \kappa \), that we denote by \( \kappa_{\text{in/out}} = \pm \sqrt{-K_{\pm}} \) where

\[ K_{\pm} = \frac{1}{2\epsilon^2} \left( (1 - 2\epsilon(f - \epsilon k_x^2))^2 + \sqrt{1 - 4\epsilon f + 4\epsilon^2 k_x^2} \right) \] (9)

Indeed for \( \omega \) and \( k_x \) in the region of the upper bulk band, \( K_+ \geq 0 \) and \( K_- \leq 0 \) so that \( \kappa_{\text{in/out}} \in \mathbb{R} \) and \( \kappa_{\text{in}} = \mathbb{R} \). Since \( \partial_{\kappa_x} \frac{\partial}{\partial \kappa_y} < 0 \) for \( \kappa = \kappa_\in \) then \( \psi_{\text{in}} := \hat{\psi}(k_x, \kappa_{\text{in}}) e^{i\kappa_\in y} e^{i(\omega_+ - k_x x)} \) is an incoming normal mode at frequency \( \omega_+ \). Similarly \( \psi_{\text{out}} \) describes an outgoing mode \( \psi_{\text{out}} \). The two other solutions describe modes that are exponentially increasing and decreasing away from the boundary \( y = 0 \). One of them is allowed and is a bound state, namely \( \psi_{\text{b}} := \hat{\psi}(k_x, \kappa_{\text{b}}) e^{i((\omega_+ - k_x x) - \kappa_{\text{b}} y)} \). This state is actually necessary to satisfy non-trivially the constraints of a boundary condition. The scattering state is defined by

\[ \psi_{\text{scat}}(x, y, t) = \alpha \psi_{\text{in}} + \beta \psi_{\text{out}} + \gamma \psi_{\text{b}} \] (10)

with \( \alpha, \beta \) and \( \gamma \) are coefficients that depends on \( k_x \) and \( \omega \) which are adjusted to satisfy the boundary condition at \( y = 0 \), so that \( \psi_{\text{scat}} \) is a solution of the edge problem as a superposition of bulk solutions. The scattering matrix is

\[ S(k_x, \omega) := \beta \alpha \] (11)

The formalism of scattering theory was developed in [8] to prove the bulk-edge correspondence for tight-binding models of condensed matter. We first review the general concepts involved and implement them explicitly in our case. The scattering matrix \( S \) encodes how bulk waves, that propagate inside the sample, are reflected at its edge (Figure 4(a)). The normal modes from Section II A are not solution to the boundary problem from Section II B, but a linear combination of an incoming state \( \psi_{\text{in}} \) and an outgoing state \( \psi_{\text{out}} \) can be. The scattering matrix \( S \) is then defined as the relative coefficient between these two states. See the precise definition below.

The interest of \( S \) resides in the application of Levinson’s theorem [8]. At fixed \( k_x \) and for \( \omega \to \omega_{\text{min}}(k_x) \), the bottom of the bulk band (when it exists), the argument of the scattering matrix is equal to the number of bound states below it (Figure 4(b)). In this context, they are precisely the edge modes that could appear below the bulk band. Then, as \( k_x \) increases, the argument of \( S \) stays the same until an edge mode disappears in (resp. emerges from) the bulk band, in which case the argument changes by \( 2\pi \) (resp. \( -2\pi \)). The number of edge modes between \( k_1 \) and \( k_2 \) is thus counted by [8]

\[ n = \lim_{\varepsilon \to 0} \frac{1}{2\pi} \text{Arg}[S(k_x, \omega_{\text{min}}(k_x) + \varepsilon)] \] (7)

Note that a similar discussion is valid for the upper limit of the band (when it exists), up to a global sign. For usual condensed matter systems, we take \( k_2 = k_1 + 2\pi \), namely a full loop over the reduced Brillouin zone, so that we get \( n = n_{\text{bottom}} \) from Section III A. In our case we will take \( k_1 \to -\infty \) and \( k_2 \to \infty \).
B. Bottom band scattering

We would like to look at the scattering matrix along the bottom of the band \( \omega_+ \) instead of a fixed \( \omega \). In the edge picture the bulk band is projected: for fixed \( k, \omega_+(k_x, \kappa) \) describes a curve into the bulk band region that goes to the bottom of it when \( \kappa \to 0 \), see Figure 5.
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FIG. 5. (a) 3D Plot of the bulk band \( \omega_+(k_x, \kappa) \). The red dashed curve is \( \omega_+(k_x, \kappa) \) for fixed \( \kappa \) and the blue one is for \( \kappa = 0 \). (b) Projection of \( \omega_+ \) in the edge picture. We shall look at the winding number of the scattering matrix as \( \kappa \to 0 \) that has no singularity there, instead of \( \hat{\psi}_0 \) at the bottom of the band \( \omega_+ \), for \( f = 1, \epsilon = 0.2 \) and \( \kappa = 0.3, 0.1 \) and 0.02 (respectively in green, blue and red) for different boundary conditions. For DD (a), DM (n) and DS (c), the winding number of \( S \) is -2, -1 and -3, in agreement with \( n^\pm_{\text{bottom}} \) from Table 1. The points \( k_x = k_i \) where the jumps occur in the \( \kappa \to 0 \) limit, are the same than in Figure 2 where the edge modes merge into the bulk band.

C. Infinite top band scattering

As we have seen the scattering formalism provides an alternative way to compute the number of (standard) edge modes below the band, that is consistent with the method from Section III. However, it is more general than the latter because it allows to count the number of edge modes at the top of the band, even if the upper band is not bounded from above. Indeed we simply compute the scattering matrix as before, but instead we take \( \kappa \to \infty \), which corresponds to the (infinite) edge of the upper band. Moreover in that case we are near the \( k \to \infty \) point that may be singular, so we compute the scattering data with \( \hat{\psi}_\infty \) that has no singularity there, instead of \( \hat{\psi}_0 \). This is done in Appendix C and the argument of \( S \) is plotted in Figure 7.

We observe that \( S \) has a well-defined winding number for DD, DM and DS as we explore the upper limit of the band: respectively 0, -1 and 1. Moreover we stress that in this limit the argument of \( S \) is not converging to a localized jump but rather completely delocalized in \( k_x \), so that one has to explore the whole parameter \( k_x \in \mathbb{R} \) in order to compute it. Finally we call this winding number \( n^\pm_{\text{top}} \), which we interpret as the number of edge modes at the (infinite) top of the band \( \omega_+ \). If we compare it with...
FIG. 7. Argument of $S$ at the (infinite) top of the band $\omega_+$ for $f = 1$, $\epsilon = 0.2$ and $\kappa = 10$, 50 and 100 (respectively in green, blue and red) with different boundary conditions. For DD (a) the three curves are superposed to the constant value $\pi$, so that $S$ does not wind. For DM (b) and DS (c) one has a non-vanishing winding number: respectively -1 and 1. Note that the red curve is the closest to the $\kappa \to \infty$ limit, so that this winding is delocalized in $k_x$, rather than converging to a localized jump, in contrast to the scattering at the bottom of the band (Figure 6).

D. Inertial-like edge modes at infinity

The scattering matrix detects the presence of edge modes at infinite frequency that we dub ghost modes. A posteriori, we can actually see a footprint of these modes by exploring perturbatively the asymptotic regions of the gap in the limit of large wave number $|k_z|$. Let us consider $\epsilon > 0$, $f > 0$ and let us assume $\omega = \alpha |k_z|^\beta$ for some $1 < \beta < 2$ and $\alpha > 0$ (i.e. below the band $\omega_+$ when $k_x \to \pm \infty$). At the leading order in $k_z$, the solutions localized near the edge are of the form (see (B14) and (B19))

$$v(y) \sim V_3 e^{s_+ y} + V_4 e^{s_- y},$$

$$u(y) \sim -i (V_3 e^{s_+} - V_4 e^{s_- y})$$

where $s_\pm = -|k_z| \left(1 \pm \frac{\alpha}{2 \beta} |k_z|^{\beta - 2}\right)$. These solutions are superpositions of inertial-like waves, defined as waves with polarization relation $(\eta, u, v) = (0, 1, \pm i)$. In the absence of odd viscosity, these waves are constant frequency modes $\omega = \pm f$, hence their name inertial. Because the odd viscous terms added into the problem have the structure of the Coriolis force (but depending on the wavenumber), it is not surprising that we recover such states at large wavenumbers.

The possible existence of a solution is discussed by applying the different boundary conditions. In the three cases considered above, the impermeability constraint $v(0) = 0$ leads to $V_4 = -V_3$. Thus for DD (3a) the second condition $u(0) = 0$ leads to $V_3 = 0$ so that there is no asymptotic mode, in agreement with $n^+ \to 0$. However for DM (3b) we get from (B30) the condition $2k_x = - (\alpha/\epsilon)|k_z|^{\beta - 1}$ to have $V_3 \neq 0$. For $k_x \to -\infty$, there is a solution when $\beta > 2$ and $\alpha = 2\epsilon$. Instead, for $k_x \to +\infty$, there is no solution. This indicates the presence of an edge mode in the asymptotic upper-left region of the spectrum, whereas upper-right is empty. That is consistent with Figure 7(b) where the jump of the argument seems to be “pushed” to $k_x \to -\infty$ as $\kappa \to +\infty$. Thus the scattering matrix counts the mismatch in the number of modes between $k_x = -\infty$ and $+\infty$. In this picture it seems that one mode has merged from the right to the “top” of the band, in agreement with $n^+ \to -1$. Conversely, for DS the asymptotic expansion indicates the presence of a mode in the upper-right region, in agreement with Figure 7(c) and $n^+ \to +1$.

Interestingly, in the context geophysical fluid dynamics, an interpretation of the dispersion relation in shallow-water models with different boundary conditions was proposed by Iga [42], also by considering different asymptotic regimes in $(k_x, \omega)$ diagram. In these regimes the initial problem is simplified and more tractable. Using an argument based on the conservation of the eigenfunction’s zeros when $k_x$ is varied, Iga predicted the global shape of the spectra [42], and generalized this method to other geophysical flow models [44]. This method gives robust information on the spectrum, such as the existence of modes that transit from one band to another when $k_x$ is varied (spectral flow), under fairly general assumptions (channel or cylinder geometry, parameters enforcing the existence of discrete spectrum,...). Here we have provided a complementary point of view using topology, where, again, asymptotic regions of the $(k_x, \omega)$ diagram must be taken into account to understand to the global shape of the spectrum.

V. DIRAC HAMILTONIAN

The choice of the shallow-water model was made here to illustrate the consequences on coastal waves in classical fluids, but our analysis of the bulk-edge correspondence applies to any two dimensional continuous model, as long as the bulk problem is properly compactified.
Postponing a general rigorous theorem to future work, we illustrate the power of this approach by applying the scattering formalism to the celebrated (massive) Dirac Hamiltonian, regularized by a $\epsilon k^2$ mass term

$$H = \begin{pmatrix} m - \epsilon(\partial_x^2 + \partial_y^2) & i\partial_x + \partial_y \\ i\partial_x - \partial_y & -m + \epsilon(\partial_x^2 + \partial_y^2) \end{pmatrix}. \tag{16}$$

Such an Hamiltonian could describe for instance a two-dimensional $^3$He-A superfluid phase, where the mass term $m$ would correspond to the chemical potential [18].

When the mass $m$ is fixed, the presence of a regularization term $\epsilon k^2$ makes possible the introduction of well-defined Chern numbers of value

$$C_{\pm} = \pm \frac{\text{sign}(m) + \text{sign}(\epsilon)}{2} \tag{17}$$

for the two eigenstates $\psi_{\pm}(k_x, k_y)$ of the bulk Hamiltonian

$$H_{\text{bulk}} = \begin{pmatrix} m - \epsilon k^2 & k_x - ik_y \\ k_x + ik_y & -m + \epsilon k^2 \end{pmatrix}. \tag{18}$$

with $k^2 = k_x^2 + k_y^2$, that is derived from (16) by using a Fourier basis $e^{-i(k_x x + k_y y)}$ (see Appendix D and ref. [51]).

Let us then set $m$ and $\epsilon$ so that $C_+ = 1$ and address the question of the boundary modes. For that purpose, we consider two different boundary conditions for $\psi := (\phi_1, \phi_2)^T$ at $y = 0$ that satisfy hermiticity (see Appendix A)

A: $\phi_1|_{y=0} = 0$, & $\phi_2|_{y=0} = 0$, \tag{19a}

B: $\phi_1|_{y=0} = 0$, & $\partial_y \phi_2|_{y=0} = -i\partial_x \phi_2|_{y=0} = 0 \tag{19b}$

The energy spectra for the boundary modes allowed by these two boundary conditions are derived in Appendix D and displayed in Figure 8 for $m = 1$ and $\epsilon = 0.1$.

Boundary conditions A yield the naively expected result from the values of the Chern numbers $C_{\pm} = \pm 1$, namely one chiral boundary mode that spans the bulk gap and propagates to the right (positive group velocity).

The merging of this chiral mode into the bulk bands at $k_0 \approx \pm 3$ is well captured by the scattering theory introduced above and applied for the Dirac case in Appendix D. Figure 8 shows that this winding is indeed +1 for the top band, with a jump in phase that exactly occurs at $k = k_0$. It is also checked that no other evanescent state enters the band at $\omega \sim \infty (n_+^\infty = 0)$, so that the winding number equals the Chern number and captures the number of modes gained by the bulk band.

In contrast, the boundary condition B does not allow boundary mode at finite energy and $k$. Accordingly, the winding number is zero meaning that there is no evanescent mode entering the bulk bands. However, the winding $n_\infty^+ = -1$ indicates the entrance of an *ghost* boundary mode from the “top” of the band of positive energy, in agreement with the bulk-boundary correspondence, and the value of the Chern number.

![Figure 8](image-url)

**FIG. 8.** Dirac Hamiltonian with $m = 1$ and $\epsilon = 0.1$ (a) Edge spectrum with boundary condition A (19a) (b) Arg(S) at the bottom of the upper band, for $\kappa = 0.3, 0.1$ and 0.02 (respectively in green, blue red) (c) Arg(S) at the “top” of the upper band, for $\kappa = 10, 50$ and 100 (respectively in green, blue red). (a’), (b’) and (c’) are the same plots for condition B (19b)

### VI. DISCUSSION

To conclude, the apparent paradox of a mismatch in the bulk-edge correspondence for a continuous model with a sharp boundary is solved by the presence of “ghost” edge modes at infinity, that can be detected through the scattering formalism. Thus in continuous media the bulk-edge correspondence is always satisfied, independently from the boundary condition. This new paradigm can indeed be applied to any continuous model. Moreover it has various consequences and paves the way for new directions of investigation that we discuss now.

#### a. Contrary to a common belief, chiral is not topological.

One usual way to define the edge number is to count the (algebraic) crossing $n_{\text{cross}}(\omega)$ of the edge modes dispersion relation with a fiducial line $\omega = C^{te}$ in the gaped region (analogue to the Fermi energy in condensed matter). For continuous models this number is still well defined but not relevant for the bulk-edge correspondence: first it depends on the choice of boundary condition and furthermore, for a given boundary condition, this number can jump while varying continuously a parameter of the Hamiltonian (e.g. $\epsilon$), without closing the gap in the bulk, or even while varying $\omega$ with all parameters fixed. See Figure 9.

This paper shows that the correct edge number that matches in the bulk-edge correspondence is $n_{\text{top/bottom}} \neq n_{\text{cross}}(\omega)$. As discussed in Section III A these quantities
are the same only if \(k_x\) and \(H\) are bounded, which is not always true in continuous models. This allows for the existence of modes that leave a band without connecting another one, escaping in the infinite gaped region. This is reminiscent to the fact that the edge problem may not be compactified, even if the bulk problem is.

However we believe than \(n_{\text{cross}}(\omega)\) is still of interest because it counts a number of chiral edge modes. Such modes are robust against defects on the boundary, as discussed in [39]. In principle we expect these modes to be also stable under a disordered potential, so that \(n_{\text{cross}}(\omega)\) must still be topological, but in a weaker sense that has to be investigated. We postpone the study of it to future work.

**b. Coastal Kelvin are topologically protected in a weaker sense than equatorial Kelvin waves.** Coastal Kelvin waves are unidirectional edge states trapped along a boundary with impermeability condition \((u = 0\) along the coast \(y = 0\)), and with a trapping length scale given by then Rossby radius of deformation \(L_d = c/f\) [55], with \(c\) the phase speed of such waves. In Figure 2 of the shallow-water model they correspond to the edge mode with linear dispersion relation \(\omega = ck_x\) with \(c = 1\) and \(|k_x| < k_0\). We notice that this mode is always present in the spectrum, while the other edge modes depend on the boundary condition. We conjecture this to be true whenever the boundary condition includes the impermeability constraint. Moreover all additional edge modes have a trapping length scale that tends to zero as \(\epsilon \to 0\), contrary to the coastal Kelvin wave that coincides in that limit with its analogue in absence of odd-viscosity \((k_0 \to \infty)\). Finally it is robust to the continuous parameter deformation discussed above, and it is actually the only mode that is properly counted by spectral crossing \(n_{\text{cross}}(\omega)\). The coastal Kelvin wave seems therefore more robust than other edge modes in presence of a sharp boundary.

However, in the case without odd-viscosity, coastal Kelvin waves can be removed from the spectrum just by relaxing the impermeability constraint [42], and we suspect the same to occur here, so that this mode is not topological in the strongest sense. This contrasts with unidirectional waves that are trapped along the equator of rotating atmospheres and oceans, and called equatorial Kelvin (and Yanai) waves by analogy. There the equator is an interface where \(f\) changes sign. In contrast to a boundary, there is a canonical gluing condition for the interface, for which equatorial Kelvin wave is topological [31, 40]. This is due to the bulk-interface correspondence that does not suffer from any anomaly. This correspondence is a manifestation of Atiyah-Singer index theorem, that was noted in other physical problems and then generalized to a wider class of models [24, 51, 52, 56, 57]. In the presence of a sharp boundary, as in this paper, the existence of an index theorem remains an open question.

c. **Asymptotic edge modes are physical and can be detected.** Finally we claim that the number of “ghost” edge modes at infinite frequency \(n_{\text{cross}}\) is not an abstract mathematical quantity but has physical consequences. First this number can be computed and even estimated numerically at finite \(\omega\), as we did in Figures 7 and 8. So the strict mathematical limit of infinite wavenumbers is not required to see this number: only a finite but sufficiently large spectral widow is required, for which the topological model is a valid description. Moreover the scattering principle described in Figure 4(a) probes the reflection of bulk waves transversely to the edge. So to speak, the bulk of the sample plays the role of a detector that probes what happens at the edge. In contrast to electrons in condensed matter, it is in principle possible in classical fluids and in optics to excite modes of the bulk with a specific frequency and wave-number. This could be implemented by measuring the reflection of these bulk excitations on a sample with a boundary. In the shallow-water model for equatorial waves, odd viscosity was considered only as a rather small regularizing parameter. But odd-viscous terms must actually be taken into account to properly describe active matter fluids and photonic systems where microscopic time reversibility is broken [39, 41]. In those cases, it should be possible to implement the measure of the scattering phase and thus detect the presence of asymptotic edge modes.
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Appendix A: Allowed boundary conditions

The allowed boundary conditions are constrained by looking at the self-adjointness of the problem. Rewriting (1) as \( i\partial \psi = H \psi \) with \( \psi = (\eta, u, v) \) we impose the condition \( \langle \phi, H \psi \rangle = \langle H \phi, \psi \rangle \), for any \( \phi, \psi \in L^2(\mathbb{R} \times \mathbb{R}^+) \). After a few integration by parts we end up with

\[
\int_{\mathbb{R}} dx \left( v_1^* (\eta_2 + \epsilon \partial_y u_2) + (\eta_1^* + \epsilon \partial_y u_1^*) v_2 \right.
- \epsilon \left( (\partial_y v_1^*) u_2 + u_1^* \partial_y v_2 \right) \right) \bigg|_{y=0} = 0 \quad (A1)
\]

which restricts the possible boundary conditions at \( y = 0 \). We deduce that in general, only two constraints are required on \( (\eta, u, v) \). In particular (3a), (3b) and (3c) are solution to (A1), but there exists many other possibilities for the shallow-water model.

Similarly, the Hermitian boundary conditions at \( y = 0 \) for the regularized Dirac model (16) have to satisfy

\[
\int_{\mathbb{R}} dx \left( - \phi_1^* \chi_2 + \phi_2^* \chi_1 - \epsilon (\phi_1^* \partial_y \chi_1 - \chi_1 \partial_y \phi_1^*) \right.
- \phi_2^* \partial_y \chi_2 + \chi_2 \partial_y \phi_2^* \left|_{y=0} = 0 \right. \quad (A2)
\]

This is the case for the two boundary conditions (19a) and (19b) discussed in the main text.

Appendix B: Solving the edge problem

In this appendix we solve the system of ODE (4) and (5) in \( u \) and \( v \) (we dropped the hat to simplify the notations). In the gap region of the \((k_x, \omega)\)-parameter plane, we look for solutions that vanish as \( y \to \infty \). First we compute all such modes that could exist in general, \( v \neq 0 \) and \( \omega^2 = k_x^2 \). We first solve (4) that is homogeneous for \( v \). The solution is of the form

\[
v(y) = Ae^{\alpha y} + Be^{\beta y} \quad (B5)
\]

with \( r = \frac{1}{2\epsilon} \sqrt{k_x^2 + \sqrt{1 + 4\epsilon(k_x^2 - f)}} \) \quad (B6)

The solution of (5) is a superposition of a homogeneous part, already given in the previous section, and a particular solution depending on the solution for \( v \). Namely

\[
u(y) = Ce^{\alpha y} + De^{\beta y} + \alpha_+ Ae^{\alpha y} + \alpha_- Be^{\beta y} \quad (B7)
\]

with \( q_\pm \) given in (B2) and

\[
\alpha_\pm = -\frac{i}{\omega} (r_\pm^2 + \omega^2) (er_\pm^2 + k_x r_\pm + f - \epsilon k_x^2)^{-1} \quad (B8)
\]

Case 2.a: \( \omega = k_x \) One has \( r_+ \geq 0 \) for all \( k_x \) and \( r_- \geq 0 \) for \( |k_x| \leq k_0 \) so that

\[
v(y) = \begin{cases} 0, & |k_x| \leq k_0, \\ Be^{\alpha y}, & |k_x| > k_0. \end{cases} \quad (B9)
\]

Case 2.b: \( \omega = -k_x \) One has \( r_- < 0 \) for all \( k_x \) and \( r_+ < 0 \) for \( |k_x| < k_0 \), so that

\[
v(y) = \begin{cases} Ae^{\alpha y} + Be^{\beta y}, & |k_x| \leq k_0, \\ Be^{\alpha y}, & |k_x| > k_0. \end{cases} \quad (B11)
\]

Case 3: \( v \neq 0 \) and \( \omega^2 \neq k_x^2 \) In that case \( u \) is entirely fixed by \( v \) through equation (4), and one can moreover combine (4) and (5) to get a fourth order homogeneous equation for \( v \):

\[
\left( \epsilon^2 \partial_y^4 + (2\epsilon(f - \epsilon k_x^2 - 1) \partial_y^2 + (f - \epsilon k_x^2)(\omega^2 - k_x^2) \right) v = 0 \quad (B13)
\]

The corresponding algebraic equation always admits real solutions as long as \( f \epsilon \leq 1/4 \), given by \( s^2 = S \pm \) with

\[
S_\pm = \frac{1}{2\epsilon^2} \left( 1 + 2\epsilon(k_x^2 - f)^{\pm1/2} \right) \quad (B14)
\]
In the gapped region, one has
\[ k_x^2 - \omega^2 + (f - \epsilon k_x^2)^2 > 0 \]  
leading to four real solutions to (B13)
\[ s_1 = \sqrt{S^+}, \quad s_2 = \sqrt{S^-}, \quad s_3 = -\sqrt{S^+}, \quad s_4 = -\sqrt{S^-} \] (B16)

Notice that by construction \( s_{1/2} > 0 \) and \( s_{3/4} < 0 \) regardless of \( k_x, \omega \) or \( f \). Consequently,
\[ v(y) = V_3 e^{s_3 y} + V_4 e^{s_4 y} \] (B17)

and by (4)
\[ u(y) = \lambda_3 V_3 e^{s_3 y} + \lambda_4 V_4 e^{s_4 y} \] (B18)

where
\[ \lambda_i = \frac{\omega}{i(\omega^2 - k_x^2)} (e^{s_i^2} - \frac{k_x}{\omega} s_i + f - \epsilon k_x^2). \] (B19)

1. **Edge modes**

Now we specify a boundary condition from (3) and look at the modes from the previous section that are compatible with it.

a. **Dirichlet/Dirichlet (DD)** Here we impose (3a), namely \( u = v = 0 \) at \( y = 0 \). In Case 1, we infer immediately
\[ u(y) = \begin{cases} A(e^{s_3 y} - e^{s_4 y}), & |k_x| < k_0, \quad \text{and} \quad \omega = k_x \\ 0, & \text{otherwise.} \end{cases} \] (B20)

and \( v = 0 \). One has one mode (i.e., one free parameter \( A \)) living in a compact region (see Figure 2(a)). In Case 2 the solutions are trivial for \( \omega = k_x \), and \( \omega = -k_x \) for \( |k_x| > k_0 \). The last possibility is
\[ v(y) = A(e^{s_3 y} - e^{s_4 y}), \quad |k_x| \leq k_0, \] (B21)

but only if \( u(y) = A(\alpha_+ e^{s_3 y} - \alpha_- e^{s_4 y}) \) vanishes at \( y = 0 \), which implies that \( \alpha_+(k_x, -k_x) - \alpha_-(k_x, -k_x) = 0 \). This generically occurs only for a finite number of \( k_x \) points, that are actually part of the edge modes from Case 3. Apart from that there is no mode in that case. In Case 3 the compatibility with the boundary conditions is given by
\[ 0 = \text{det} \begin{pmatrix} 1 & 1 \\ \lambda_3(k_x, \omega) & \lambda_4(k_x, \omega) \end{pmatrix} = \lambda_4(k_x, \omega) - \lambda_3(k_x, \omega) \] (B22)

for \((k_x, \omega)\) in the gapped region but away from the branches \( k_x^2 = \omega^2 \) that are forbidden by assumption. The latter constraint leads to
\[ \epsilon(s_3(k_x, \omega) + s_4(k_x, \omega)) - \frac{k_x}{\omega} = 0 \] (B23)

that is plotted in Figure 2(a). We have one mode in each gap that stops in a bulk band at \( k_x = k_1 \) with
\[ k_1 := \pm k_0 \sqrt{1 - \frac{3}{4f} \left(1 - \frac{1 - \frac{16}{9} f}{\sqrt{1 - \frac{16}{9} f}}\right)} \] (B24)

on one side and saturates at \( \pm \frac{1}{\sqrt{f}} \) as \( k_x \to \pm \infty \). Along this curve, the kernel of the matrix appearing in (B22) is generated by \((1, -1)\), so that (B17) is a solution for \( V_4 = -V_3 \), namely
\[ v(y) = V_3(e^{s_3 y} - e^{s_4 y}), \quad u(y) = \lambda_3 V_3(e^{s_3 y} - e^{s_4 y}). \] (B25)

Thus we have one edge mode in that case.

b. **Dirichlet/Membrane (DM)** Here we impose (3b), namely \( v = 0 \) and \( \partial_x u + \partial_y v = 0 \) at \( y = 0 \). For the normal modes the latter condition can be rewritten \(-i k_x u + \partial_y v = 0\). In Case 1 where \( v = 0 \) it is equivalent to \( u = 0 \) at the boundary, so this is similar to the Dirichlet/Dirichlet problem from the previous section. Hence we have one mode given by
\[ u(y) = \begin{cases} A(e^{s_3 y} - e^{s_4 y}), & |k_x| < k_0, \quad \omega = k_x \\ 0, & \text{otherwise.} \end{cases} \] (B26)

For Case 2.a, the solutions are trivial due to \( v(0) = 0 \). For Case 2.b, \( \omega = -k_x \) this condition implies
\[ v(y) = \begin{cases} A(e^{s_3 y} - e^{s_4 y}), & |k_x| \leq k_0, \\ 0, & |k_x| > k_0. \end{cases} \] (B27)

and
\[ u(y) = \begin{cases} A(\alpha_+ e^{s_3 y} - \alpha_- e^{s_4 y}), & |k_x| \leq k_0, \\ C e^{s_3 y}, & |k_x| > k_0. \end{cases} \] (B28)

For \( |k_x| > k_0 \), the boundary condition implies \( C = 0 \) and for \( |k_x| \leq k_0 \) there exists a non-trivial solution only if
\[ -i k_x (\alpha_+(k_x, k_x) - \alpha_-(k_x, k_x)) + r_+(k_x, k_x) - r_-(k_x, k_x) = 0 \] (B29)

One can check (e.g., numerically) that this equation is never satisfied for \( k_x \in \mathbb{R} \). Finally for Case 3, \( v(0) = 0 \) implies \( V_4 = -V_3 \) and the membrane condition leads to
\[ -i k_x (\lambda_3 - \lambda_4) + (s_3 - s_4) = 0 \] (B30)

that simplifies to
\[ \frac{\epsilon k_x (s_3(k_x, \omega) + s_4(k_x, \omega)) - \omega}{\omega^2 - k_x^2} = 0. \] (B31)

One can check numerically that no edge mode appears in that case. In conclusion we only have one edge mode, as illustrated in Figure 2(b).
c. Dirichlet/Stress-free (DS) Here we impose (3c), namely \( v = 0 \) and \( \partial_x u - \partial_y v = 0 \) at \( y = 0 \). Up to a \change of sign\ we can solve this problem based on the derivation for condition DM from the previous section. The result is plotted in Figure 2(c). Case 1 is unchanged since \( v \equiv 0 \) and we have the usual Kelvin wave. Case 2 has non-trivial solution for \( \omega = -k_x \) only if

\[
-ik_x (\alpha_- (k_x, -k_x) - \alpha_-(k_x, -k_x)) - r_+(k_x, -k_x) + r_-(k_x, -k_x) = 0 \quad \text{(B32)}
\]

that vanishes for two values of \( k_x \), which are actually part of the solution of Case 3. Case 3 reduces to the shallow-water model, boundary modes are obtained as two branches: two values of \( k_x \) and for several small values of \( \kappa \) when \( k_x \rightarrow \pm \infty \). These branches stop in the bulk bands at \( k_x = \pm k_2 \) and the apparent discontinuity in Figure 2(c) is only an artifact, cured by the two points from Case 2 (see inset of Figure 2(c)). Finally the third branch looks like \( \omega = 2k_x \) near \( k_x = 0 \) and stops at \( k_x = \pm k_3 \) when entering the bulk bands. There are no simple explicit expressions for \( k_2 \) and \( k_3 \) (in contrast to (B24)), but they can be anyway estimated numerically with arbitrary precision.

Appendix C: Scattering data

The scattering matrix is obtained by requiring a boundary condition on the scattering state (13) that is a superposition the bulk normal mode \( \hat{\psi}_0 \) (or \( \hat{\psi}_\infty \)) for different values of \( \kappa \).

1. Bottom of the band

For the bottom of the band \( \omega \) we use \( \hat{\psi}_0 := (\eta^0, u^0, v^0) \) (we drop the hat to simplify the notation). In the following we denote \( u^0_\text{in} := u^0(k_x, -\kappa) \), \( u^0_\text{out} := u^0(k_x, \kappa) \) and \( \hat{u}^0 = u^0(k_x, \kappa) \), where \( \kappa(k_x, \kappa) = -i\sqrt{K} \) (see (9) and above), and similarly for \( v^0 \). The explicit expressions for \( u^0 \) and \( v^0 \) are given in (8) up to a phase multiplication by \( \lambda_0 \).

a. Dirichlet/Dirichlet (DD) Here we impose (3a), namely \( u = v = 0 \) at \( y = 0 \). From (13) we infer

\[
\alpha v^0_\text{in} + \beta u^0_\text{out} + \gamma \hat{u}^0 = 0
\]

\[
\alpha v^0_\text{in} + \beta u^0_\text{out} + \gamma \hat{v}^0 = 0 \quad \text{(C1)}
\]

so that

\[
S(k_x, \kappa) = \frac{\hat{v}^0_\text{in} \hat{u}^0 - v^0_\text{in} \hat{v}^0}{u^0_\text{out} \hat{v}^0 - v^0_\text{out} \hat{u}^0} \quad \text{(C2)}
\]

The argument of \( S \) is plotted in Figure 6(a) with respect to \( k_x \) and for several small values of \( \kappa \).

b. Dirichlet/Membrane (DM) Here we impose (3b), namely \( v = 0 \) and \( \partial_x u + \partial_y v = 0 \) at \( y = 0 \). From (13) we infer

\[
\alpha (k_x \hat{v}^0_\text{in} - \kappa \hat{u}^0_\text{in}) + \beta (k_x \hat{u}^0_\text{out} - \kappa \hat{v}^0_\text{out}) + \gamma (k_x \hat{u}^0 + \kappa \hat{v}^0) = 0
\]

\[
\alpha v^0_\text{in} + \beta v^0_\text{out} + \gamma \hat{v}^0 = 0 \quad \text{(C3) so that}
\]

\[
S(k_x, \kappa) = -\frac{(k_x \hat{v}^0_\text{in} - \kappa \hat{v}^0_\text{in}) \hat{u}^0 - \hat{v}^0_\text{in} (k_x \hat{u}^0 + \kappa \hat{v}^0)}{(k_x \hat{u}^0_\text{out} + \kappa \hat{v}^0_\text{out}) \hat{v}^0 - \hat{v}^0_\text{out} (k_x \hat{u}^0 + \kappa \hat{v}^0)} \quad \text{(C4)}
\]

The argument of \( S \) is plotted in Figure 6(b) with respect to \( k_x \) and for several small values of \( \kappa \).

c. Dirichlet/Stress-free (DS) Here we impose (3c), namely \( v = 0 \) and \( \partial_x u - \partial_y v = 0 \) at \( y = 0 \). From (13) we infer

\[
\alpha (k_x \hat{u}^0_\text{in} - \kappa \hat{v}^0_\text{in}) + \beta (k_x \hat{v}^0_\text{out} - \kappa \hat{u}^0_\text{out}) + \gamma (k_x \hat{u}^0 + \kappa \hat{v}^0) = 0
\]

\[
\alpha v^0_\text{in} + \beta v^0_\text{out} + \gamma \hat{u}^0 = 0 \quad \text{(C5) so that}
\]

\[
S(k_x, \kappa) = -\frac{(k_x \hat{u}^0_\text{in} + \kappa \hat{v}^0_\text{in}) \hat{v}^0 - \hat{v}^0_\text{in} (k_x \hat{u}^0 - \kappa \hat{v}^0)}{(k_x \hat{v}^0_\text{out} + \kappa \hat{u}^0_\text{out}) \hat{u}^0 - \hat{v}^0_\text{out} (k_x \hat{u}^0 - \kappa \hat{v}^0)} \quad \text{(C6)}
\]

The argument of \( S \) is plotted in Figure 6(c) with respect to \( k_x \) and for several small values of \( \kappa \).

2. Scattering at infinity

To explore the infinite upper limit of the band \( \omega \) the scattering state (13) is computed using \( \hat{\psi}_\infty \) instead of \( \hat{\psi}_0 \) but the derivation of \( S \) is formally the same than in the previous section. Thus the expression of \( S \) in that case is given by (C2), (C4) or (C6) (respectively for DD, DM and DS) where we replace \( u^0_\text{in}, v^0_\text{in}, \hat{u}^0, \hat{u}^\infty_\text{out} \) and \( \hat{u}^\infty_\text{in} \), and similarly for \( v^0 \). The explicit expressions of theses quantities come from (8) up to a phase multiplication by \( \lambda_\infty \). The argument of \( S \) is plotted for each boundary condition in Figure 7 with respect to \( k_x \) and for several large values of \( \kappa \).

Appendix D: Regularized Dirac Hamiltonian

1. Edge modes

We aim at calculating the edge modes for a semi-infinite plane \((x, y) \in \mathbb{R} \times [0, \infty)\) geometry with two different boundary conditions A and B defined in equations (19a) and (19b). Following the same lines as for the shallow-water model, boundary modes are obtained as
the linear combination
\[
\Psi = \begin{pmatrix} A_- \\ B_- \end{pmatrix} e^{-K_y} + \begin{pmatrix} A_+ \\ B_+ \end{pmatrix} e^{-K_y} \tag{D1}
\]
where the evanescent modes
\[
\begin{pmatrix} A_\pm \\ B_\pm \end{pmatrix} e^{-K_y} \tag{D2}
\]
are solutions of \( H_{\text{half plane}} \Psi = E \Psi \) with
\[
H_{\text{half plane}} = \begin{pmatrix} m + \epsilon k_x^2 - \epsilon \partial_y^2 \\ k_x - \partial_y \end{pmatrix} e^{-K_y} - m - \epsilon k_y^2 + \epsilon \partial_y^2 \tag{D3}
\]
A direct calculation leads to
\[
K_\pm = \frac{1}{\sqrt{2e}} \sqrt{2\epsilon(m - \epsilon k_y^2) + 1 \pm \sqrt{1 - 4\epsilon(m - \epsilon E^2)}}. \tag{D4}
\]
Notice that, for simplicity, we have only considered the case where \( \sqrt{1 - 4\epsilon(m - \epsilon E^2)} \) is real in the decomposition (D1), that is satisfied when \( |\epsilon m| < 1 \). Then, defining \( \lambda_\pm \) as \( B_\pm = \lambda_\pm A_\pm \), one gets
\[
\lambda_\pm(E, k_x) = \frac{k_x + K_\pm}{m - \epsilon k_x^2 + \epsilon K_\pm^2 + E}. \tag{D5}
\]
Finally, inserting (D1) with (D5) into the boundary conditions A and B respectively yields
\[
\begin{align*}
A: & \quad \lambda_+(E, k_x) - \lambda_-(E, k_x) = 0 \quad \tag{D6a} \\
B: & \quad \lambda_+(E, k_x)(K_+ - k_x) - \lambda_-(E, k_x)(K_- - k_x) = 0. \tag{D6b}
\end{align*}
\]
These two implicit equations over \( E \) and \( k_x \) give the dispersion relation of the evanescent modes compatible with the corresponding boundary conditions A and B. These dispersion relations are plotted in Figure 8.

2. Chern number

When the mass \( m \) is fixed, the regularization \( \epsilon \neq 0 \), allows a well defined (integer-valued) first Chern number
\[
C_\pm = \frac{1}{2\pi} \int \sqrt{2} d\epsilon d\lambda \left( (\partial_\lambda \psi_\pm | \partial_\lambda \psi_\pm - \langle \partial_\lambda \psi_\pm | \partial_\lambda \psi_\pm \rangle) \right) \tag{D7}
\]
for each bulk eigenstate \( \psi_\pm(k_x, k_y) \) of energy \( E_\pm(k_x, k_y) = \pm \sqrt{k_x^2 + (m + \epsilon k_y^2)^2} \), solutions of (18).

There are several ways to compute the Chern number. One of them consists in noticing that it coincides with the degree of the map from \( S^2 \) (the compactified \( \mathbb{R}^2 \) plane) to \( S^2 \) (the projective space for normalized spinors) [18]. An alternative way, that is also convenient to compute the scattering states in the following, consists in looking for the phase singularities of the normalized eigenstates \( \hat{\psi}_\pm(k_x, k_y) \). Indeed \( \psi_\pm(k_x, k_y) \) may have a phase singularity at \( k \sim 0 \) and/or at \( k \sim \infty \) that can be cured locally by a gauge choice of the phase, but not necessarily removed for any point of the plane \( (k_x, k_y) \). This is a topological property of the model that is captured by the first Chern number.

In particular, the behaviour of the eigenstate of positive energy
\[
\hat{\psi}_+ = \frac{1}{\sqrt{2\sqrt{E_+^2 - E(m + \epsilon k_y^2)}}} \begin{pmatrix} k_x - \epsilon k_y \\ E_+ - m - \epsilon k_y^2 \end{pmatrix} \tag{D8}
\]
depends on the sign of the mass term as
\[
\hat{\psi}_+ \sim \begin{cases} 
(0) & \text{for } m < 0 \\
(1, 1) & \text{for } m > 0.
\end{cases} \tag{D9}
\]
It is regular at \( k \sim 0 \) when \( m < 0 \), but has a phase singularity when \( m > 0 \). This phase singularity can be removed by the gauge transformation \( \hat{\psi}_0 = \lambda \hat{\psi}_+ \) with \( \lambda = e^{i\phi} = k^{-1}(k_x + i k_y) \). Similarly
\[
\hat{\psi}_+ \sim \begin{cases} 
(e^{-i\phi}) & \text{for } \epsilon < 0 \\
(0) & \text{for } \epsilon > 0
\end{cases} \tag{D10}
\]
so that \( \hat{\psi}_+ \) is regular at \( k \sim \infty \) when \( \epsilon < 0 \) but has the same phase singularity as at \( k \sim 0 \) for \( \epsilon > 0 \). This singularity is thus removed from \( k \sim \infty \) with the same gauge transformation. The Chern number captures the impossibility to remove the phase singularity at both \( k \sim 0 \) and \( k \sim \infty \) by the a global choice of phase. Thus, it follows from (D9) and (D10) that the Chern number of the positive energy band vanishes when \( \text{sgn}(m) = -\text{sgn}(\epsilon) \).

Finally, a direct calculation leads to
\[
C_\pm = \pm \frac{\text{sign}(m) + \text{sign}(\epsilon)}{2} \tag{D11}
\]
that only takes integer values. In particular, one recovers the so-called “half-Chern number” for the usual (un-regularized) massive two-dimensional Dirac equation when \( \epsilon = 0 \).

3. Scattering matrices

For each boundary conditions (19a) and (19b), the scattering matrix (11) is obtained at \( \kappa \sim 0/\infty \) from the scattering state (10), by taking a local regular section, i.e. by choosing a local gauge such that the bulk eigenstate is single-valued at \( k \sim 0/\infty \). Focusing on \( \psi_x \), (D9) and (D10) indicate that (D8) can be used to construct the
scattering state around $k \sim 0$ when $m < 0$ and at $k \sim \infty$ when $\epsilon > 0$, while one must use $A\tilde{\psi}_+ + B\tilde{\psi}_-$ otherwise.

Denoting $\psi'_\pm = (\phi^i_1, \phi^i_2)^T$, a smooth section of $\psi_i$, at $k \sim i = \{0, \infty\}$, the scattering matrices $S_i(k_x, \kappa)$ at $k \sim i$ for the band of positive energy are found to be

$$A: \quad S_i(k_x, \kappa) = \frac{\phi^i_{1,\text{in}} \phi^i_{2,\text{b}} - \phi^i_{2,\text{in}} \phi^i_{1,\text{b}}}{\phi^i_{2,\text{out}} \phi^i_{1,\text{b}} - \phi^i_{1,\text{out}} \phi^i_{2,\text{b}}}$$

$$B: \quad S_i(k_x, \kappa) = \frac{(k_x - |\kappa_-|)\phi^i_{2,\text{b}} \phi^i_{1,\text{in}} - (i\kappa + k_x)\phi^i_{1,\text{b}} \phi^i_{2,\text{in}}}{(k_x - |\kappa_-|)\phi^i_{2,\text{b}} \phi^i_{1,\text{out}} - (-i\kappa + k_x)\phi^i_{1,\text{b}} \phi^i_{2,\text{out}}}$$

for the boundary conditions A and B, and where

$$\kappa_- (k_x, \kappa) = -i\sqrt{\kappa^2 + \frac{1 - 2\epsilon (m - \kappa^2)}{\epsilon^2}}$$

Their argument is plotted as a function of $k_x$ for different values of $\kappa$ in Figure 8. Its winding gives, in unit of $2\pi$, the number of boundary states that enter the positive energy band by below (at finite $k$) or from the top (at $k \sim \infty$), so that the bulk-boundary correspondence is satisfied.
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