Augmented truncation approximations to the solution of Poisson’s equation for Markov chains
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Abstract

Poisson’s equation has a lot of applications in various areas. Usually it is hard to derive the explicit expression of the solution of Poisson’s equation for a Markov chain on an infinitely many state space. We will present a computational framework for the solution for both discrete-time Markov chains (DTMCs) and continuous-time Markov chains (CTMCs), by developing the technique of augmented truncation approximations. The convergence to the solution is investigated in terms of the assumption about the monotonicity of the first return times, and is further established for two types of truncation approximation schemes: the censored chain and the linear augmented truncation. Moreover, truncation approximations to the variance constant in central limit theorems (CLTs) are also considered. The results obtained are applied to discrete-time single-birth processes and continuous-time single-death processes.
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1 Introduction

Let \( \Phi = \{ \Phi_k : k \in \mathbb{Z}_+ \} \) be a time-homogeneous DTMC on the countable state space \( E = \mathbb{Z}_+ \) with the probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Let \( P = (p_{ij})_{i,j \in E} \) be the one-step transition matrix of the chain \( \Phi \). Suppose that \( P \) is irreducible and positive recurrent with the unique invariant probability vector \( \pi \) and that \( g \) is a finite column vector (or function) on \( E \) such that \( \pi^T |g| < \infty \). In this paper, we consider truncation approximations to the solution of Poisson’s equation and the variance constant in CLTs. For DTMCs, Poisson’s equation has the following form:

\[
(P - I)f = -\tilde{g},
\]
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where $I$ is the identity matrix, $\bar{g} = g - (\pi^T g)e$, and $e$ is a column vector of ones. The vector $g$ is called the forcing function, and the vector $f$ is called the solution of Poisson’s equation (1.1).

Poisson’s equation has attracted lots of attention due to its importance in practical applications. It was pointed out by Meyn and Tweedie [1] on pages 458–459 that Poisson’s equation plays a fundamental role for the analysis of Markov decision processes, perturbation theory, CLTs, etc. In Bertsekas [2], for a Markov decision process, Poisson’s equation was known as the dynamic programming equation, and the functions $g$ and $f$ were called the cost function and the value function, respectively. In [3, 4], Poisson’s equation was adopted for the perturbation analysis for Markov processes. In [1, 5], it was shown that the solution of Poisson’s equation can be used to express the variance constant, which is a very important parameter in CLTs. Recall that a CLT holds if there exists a constant $0 \leq \sigma^2(g) < \infty$ such that for any initial distribution

$$n^{-\frac{1}{2}} \sum_{k=1}^{n} \bar{g}(\Phi_k) \Rightarrow N(0, \sigma^2(g)), \text{ as } n \to \infty,$$

where $N(0, \sigma^2(g))$ denotes the normal random variable with mean 0 and variance $\sigma^2(g)$, and “$\Rightarrow$” stands for convergence in distribution. In addition, Poisson’s equation can be also applied in other fields. In Glynn and Ormoneit [6], Hoeffding’s inequality was established for uniformly ergodic DTMCs in terms of the solution of Poisson’s equation. Please refer to [7] and references therein for recent developments in this filed. Liu and Li [8] investigated the error bound for augmented truncation approximations of Markov chains via Poisson’s equation in a discrete-time or continuous-time setting.

For a fixed state $j \in E$, define

$$f_j(i) = \mathbb{E}_i \left[ \sum_{k=0}^{\tau_j-1} \bar{g}(\Phi_k) \right], \quad i \in E, \quad \text{(1.2)}$$

where $\mathbb{E}_i[\cdot] := \mathbb{E}[\cdot | \Phi_0 = i]$ denotes the conditional expectation with respect to the initial state $i \in E$ and $\tau_j := \inf\{k \geq 0 : \Phi_k = j\}$ is the first return time to state $j$. It is well known that the vector $f_j$ defined by (1.2) is a solution of Poisson’s equation (1.1) (see, e.g. Glynn and Meyn [3]). For the uniqueness of the solution of Poisson’s equation, please refer to Makowski and Shwartz [9] for sufficient criteria. Since it is not easy to calculate $f_j$ directly, we consider its truncation approximations.

Let $(n) P$ be the $(n+1) \times (n+1)$ northwest corner truncation of $P$ on $(n) E := \{0, 1, 2, \ldots, n\}$. Let $(n) \bar{P}$ be a stochastic transition matrix such that $(n) P \geq (n) \bar{P}$ and suppose that $(n) \bar{P}$ has a unique invariant probability vector $(n) \pi$, whose corresponding Markov chain is denoted by $(n) \Phi = \{(n) \Phi_k : k \in \mathbb{Z}_+\}$. Let $(n) g$ be the truncation vector consisting of the first $n+1$ rows of $g$. Similarly, define $(n) \tau_j$ to be the first return time to state $j$ for $(n) \bar{P}$, and

$$(n) f_j(i) = \mathbb{E}_i \left[ \sum_{k=0}^{(n) \tau_j-1} (n) \bar{g}(n) \Phi_k \right], \quad i \in (n) E,$$

where $(n) \bar{g} = (n) g - ((n) \pi^T (n) g) (n) e$. The vector $(n) f_j$ defined above is the unique solution of Poisson’s equation

$$((n) \bar{P} - (n) I)(n) f = -(n) \bar{g}. \quad \text{(1.3)}$$
For truncation approximations, given that \( f_j \) exists, one fundamental issue is to establish the convergence of \((n) f_j\) to \( f_j\). Note that \( f_j \) is finite, but it can be unbounded. We focus on the pointwise convergence, that is, \((n) f_j(i) \to f_j(i)\) as \( n \to \infty \) for any \( i \in E \).

There exist plenty of literature researches on augmented truncation approximations to invariant probability vectors, see e.g. recent papers Masuyama [10, 11] and references therein. However, to our best knowledge, there is no report on augmented truncation approximations to the solution of Poisson’s equation. The rest of this paper is organized into 5 sections: In Section 2, we present an example to illustrate that an arbitrarily chosen augmented truncation approximation might not converge to the target solution. We then investigate the convergence of the augmented truncation approximations in Section 3. The censored chain and the linear augmentation to some columns are shown to be effective truncation approximation schemes. We further apply those ideas to approximate the variance constant in CLTs. In Section 4, we modify the argumentations in Section 3 to extend the results from DTMCs to CTMCs. Although most of discrete-time results can be established for the continuous-time case, we need to pay special attentions to the difference between CTMCs and DTMCs. In Section 5, we apply our results to single-birth processes and single-death processes, to derive explicit expressions of the solution of Poisson’s equation and the variance constant. Conclusion and discussion are presented in Section 6. Two useful propositions are given in Appendix.

2 An illustrative example

We consider a DTMC with the following stochastic transition matrix:

\[
P = \begin{pmatrix}
q_0 & p_0 & 0 & 0 & \cdots \\
q_1 & 0 & p_1 & 0 & \cdots \\
q_2 & 0 & 0 & p_2 & \cdots \\
q_3 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

where \(0 < p_i < 1\) for each \(i \in E\). Clearly \(P\) is irreducible. Let \(p_i = \frac{1}{2}\), if \(i = 0\) or \(i\) is odd, and \(p_i = 1 - \frac{1}{3^i}\), if \(n\) is even. Define \(a_0 = 1\), \(a_i = \prod_{k=0}^{i-1} p_k\), \(i \geq 1\) and set \(\prod_{k=1}^{n} b_k = 1\). Then, we have, for any \(i \geq 1\),

\[
a_i = \left( \frac{1}{2} \right)^{\left\lfloor \frac{i}{2} \right\rfloor + 1} \prod_{k=1}^{\left\lfloor \frac{i+1}{2} \right\rfloor - 1} \left( 1 - \frac{1}{3^k} \right).
\]

From Liu [12], we know that the chain is strongly ergodic. The invariant probability vector \(\pi\) is given by \(\pi(0) = 1/\sum_{i=0}^{\infty} a_i\), \(\pi(i) = a_i \pi(0), i \geq 1\). For any finite vector \(g\) satisfying \(\pi^T g < \infty\), there exists a unique solution of Poisson’s equation \((1.1)\) due to the special structure of the chain. Let \(j = 0\) in \((1.2)\). By calculations, we have

\[
f_0(0) = 0, \quad f_0(i) = \left( \pi^T g \right) \sum_{m=0}^{i-1} \frac{1}{\prod_{k=m}^{i-1} p_k} - \sum_{m=0}^{i-1} \frac{g(m)}{\prod_{k=m}^{i-1} p_k}, \quad i \geq 1. \tag{2.1}
\]
Now, we consider the last-column augmented matrix \((n) \tilde{P}\), which is given by
\[
(n) \tilde{P} = \begin{pmatrix}
q_0 & p_0 & \cdots & 0 & 0 \\
q_1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_{n-1} & 0 & 0 & 0 & p_{n-1} \\
q_n & 0 & 0 & 0 & p_n
\end{pmatrix}.
\]

It is easy to obtain
\[
(n) \pi(0) = \frac{1}{\sum_{i=0}^{n-1} a_i + \frac{a_n}{q_n}}, \quad (n) \pi(i) = a_i(n) \pi(0), \quad 1 \leq i \leq n - 1, \quad (n) \pi(n) = \frac{a_n}{q_n} (n) \pi(0),
\]
and
\[
(n) \pi^T (n) g = \frac{1}{\sum_{i=0}^{n-1} a_i + \frac{a_n}{q_n}} \left( \sum_{i=0}^{n-1} a_i g(i) + \frac{a_n}{q_n} g(n) \right).
\]

The unique solution of Poisson’s equation for \((n) \tilde{P}\) is given by
\[
(n) f_0(0) = 0, \quad (n) f_0(i) = \left( (n) \pi^T (n) g \right) \sum_{m=0}^{i-1} \frac{1}{\prod_{k=m}^{i-1} p_k} - \sum_{m=0}^{i-1} \frac{g(m)}{\prod_{k=m}^{i-1} p_k}, \quad 1 \leq i \leq n. \quad (2.2)
\]

According to \((2.1)-(2.2)\), the convergence of \((n) f_0\) to \(f_0\) only depends on the convergence of \((n) \pi^T (n) g\) to \(\pi^T g\).

We consider the following two choices of the vector \(g\). First, let \(g(i) = i\) for \(i \in E\), then \(\pi^T |g| = \pi(0) \sum_{i=1}^{\infty} i a_i < \infty\). It implies that the solution \(f_0\) exists. When \(n\) is odd, \(\frac{a_n}{q_n} \to 0\) and \((n) \pi^T (n) g \to \pi^T g\) as \(n \to \infty\); while when \(n\) is even, \(\frac{a_n}{q_n} \to \infty\) and \((n) \pi^T (n) g \to \infty\) as \(n \to \infty\). Thus, we obtain that \((n) \pi^T (n) g \to \pi^T g\) and \((n) f_0 \to f_0\) as \(n \to \infty\). Now, we consider the second choice that \(g(i) = i\), if \(i\) is odd, and \(g(i) = c\), if \(i\) is even, where \(c = \sum_{i=0}^{\infty} (2i + 1) a_{2i+1}/\sum_{i=0}^{\infty} a_{2i+1}\). It is easy to verify that \((n) \pi^T (n) g \to \pi^T g\) as \(n \to \infty\), from which \((n) f_0 \to f_0\) as \(n \to \infty\).

3 Discrete-time Markov chains

3.1 General augmented truncations

In this subsection, we show the usefulness of the truncation approximations to the solution of Poisson’s equation and to the variance constant for the chain \(\Phi\) under the following assumption on the first return times.

Let \(j\) be any fixed state in \(E\) and let \(\mathbb{P}_i(\cdot) := \mathbb{P}(\cdot | \Phi_0 = i)\) be the conditional probability with respect to the initial state \(i \in E\). Define the following additive functionals:
\[
\zeta_j(g) = \sum_{k=0}^{\tau_j-1} g(\Phi_k), \quad (n) \zeta_j((n) g) = \sum_{k=0}^{(n) \tau_j-1} (n) g((n) \Phi_k).
\]
Assumption 3.1. Suppose that for any initial state $i \in E$ and $n \geq \max\{i, j\}$, both of the following conditions hold:

(i) the sequence $\{n\tau_j\}$ increases and converges to $\tau_j$ with probability one (w.p.1), i.e.
$$P_i(\omega \in \Omega : (n\tau_j)^{\uparrow} \tau_j(\omega), \text{ as } n \to \infty) = 1;$$

(ii) the sequence $\{(n\zeta_j(|(n)g|))\}$ increases and converges to $\zeta_j(|g|)$ w.p.1, i.e.
$$P_i(\omega \in \Omega : (n\zeta_j(|(n)g|))(\omega) \uparrow \zeta_j(|g|)(\omega), \text{ as } n \to \infty) = 1.$$

Theorem 3.1. If Assumption 3.1 holds, then we have, for any $i \in E$,
$$\lim_{n \to \infty} (n)f_j(i) = f_j(i),$$
where $(n)f_j(j) = f_j(j) = 0$.

Proof. For a real number $a$, define
$$a^+ = \max\{a, 0\}, \quad a^- = \max\{-a, 0\}.$$Obviously, $a = a^+ - a^-$. Hence,
$$\mathbb{E}_i[\zeta_j(g)] = \mathbb{E}_i[\zeta_j(g^+)] - \mathbb{E}_i[\zeta_j(g^-)].$$

Since $\Phi$ is positive recurrent, this shows that $\mathbb{E}_i[\tau_j] < \infty$ for any $i, j \in E$. Since $\pi^T|g| < \infty$, from Proposition A.1(ii), we know that for any $i, j \in E$,
$$|\mathbb{E}_i[\zeta_j(g)]| \leq \mathbb{E}_i[\zeta_j(|g|)] < \infty. \quad (3.2)$$

It follows from Theorem 10.31 in [1] that
$$|\pi^T g| = \left|\frac{1}{\mathbb{E}_j[\tau_j]} \mathbb{E}_j[\zeta_j(g)]\right| < \infty.$$Thus, from Assumption 3.1 and the monotone convergence theorem, we have
$$\lim_{n \to \infty} (n)\pi^T_{(n)}g = \lim_{n \to \infty} \frac{1}{\mathbb{E}_j[(n)\tau_j]} \left(\mathbb{E}_j[\zeta_j(n)g^+] - \mathbb{E}_j[\zeta_j(n)g^-]\right)$$
$$= \frac{1}{\mathbb{E}_j[\lim_{n \to \infty} (n)\tau_j]} \left(\mathbb{E}_j\left[\lim_{n \to \infty} (n)\zeta_j(n)g^+\right] - \mathbb{E}_j\left[\lim_{n \to \infty} (n)\zeta_j(n)g^-\right]\right)$$
$$= \frac{1}{\mathbb{E}_j[\tau_j]} \left(\mathbb{E}_j[\zeta_j(g^+)] - \mathbb{E}_j[\zeta_j(g^-)]\right)$$
$$= \pi^T g. \quad (3.3)$$
Moreover, we obtain
$$f_j(j) = \mathbb{E}_j[\zeta_j(g)] - (\pi^T g) \mathbb{E}_j[\tau_j] = 0.$$
Similarly, \( (n)f_j(j) = 0 \) for any \( n \geq j \). Hence, we show that (3.1) holds for \( i = j \).

Since \( \pi^T|g| < \infty \), from (3.2), we know that the solution \( f_j(i) \) is finite. Then, from Assumption 3.1, the monotone convergence theorem and (3.3), we have, for \( i \neq j \),

\[
\lim_{n \to \infty} (n)f_j(i) = \lim_{n \to \infty} \left( E_i \left[ \sum_{n} \zeta_{j}(n)g^+ \right] - E_i \left[ \sum_{n} \zeta_{j}(n)g^- \right] - \left( \sum_{n} \pi^T(n)g \right) E_i \left[ \sum_{n} \tau_j \right] \right)
\]

\[
= E_i \left( \lim_{n \to \infty} \sum_{n} \zeta_{j}(n)g^+ \right) - E_i \left( \lim_{n \to \infty} \sum_{n} \zeta_{j}(n)g^- \right) - \left( \lim_{n \to \infty} \sum_{n} \pi^T(n)g \right) E_i \left( \lim_{n \to \infty} \sum_{n} \tau_j \right)
\]

\[
= E_i \left[ \zeta_{j}(g^+) \right] - E_i \left[ \zeta_{j}(g^-) \right] - (\pi^T g) E_i[\tau_j]
\]

\[
f_j(i).
\]

So the assertion is proved.

From (3.1, we immediately know that if \( \pi^T|g| < \infty \), then a CLT holds if for some (then for all, see Proposition A.1 (i)) \( \ell \in E \),

\[
E_\ell \left[ \zeta_{\ell}^2(|g|) \right] < \infty,
\]

and if a CLT holds, the variance constant is given by

\[
\sigma^2(g) = \frac{1}{E[\tau^2]} E_\ell \left[ \zeta_{\ell}^2(g) \right].
\]

Theorem 3.2. Suppose that Assumption 3.1 holds. If \( E[\tau^2] < \infty \) and (3.4) holds for some \( \ell \), then we have

\[
\lim_{n \to \infty} \sigma^2(n)g = \sigma^2(g),
\]

where \( (n)\sigma^2(n)g \) is the variance constant of the chain (n)Φ.

Proof. Using (3.4) and the following triangle inequality,

\[
||x| - |y|| \leq |x - y|,
\]

where \( x \) and \( y \) are real numbers, we have

\[
E_j \left[ \zeta_{j}^2(|g| - |\pi^T g|) \right] \leq E_j \left[ \zeta_{j}^2(|g|) \right] < \infty.
\]

According to (3.6) and the inequality \((x + y)^2 \leq 2(x^2 + y^2)\), we obtain

\[
E_j \left[ \zeta_{j}^2(|g|) \right] \leq 2E_j \left[ \zeta_{j}^2(|g| - |\pi^T g|) \right] + 2|\pi^T g|^2E_j \left[ \tau_{j}^2 \right] < \infty.
\]

Using (3.7) and Hölder inequality derive

\[
E_j \left[ \zeta_{j}(|g|) \cdot \tau_j \right] \leq \sqrt{E_j \left[ \zeta_{j}^2(|g|) \right] E_j \left[ \tau_{j}^2 \right]} < \infty.
\]

From (3.5), it is easy to show that for any \( n \geq j \),

\[
E_j \left[ \zeta_{j}^2(n\langle g\rangle) \right] = E_j \left[ \zeta_{j}^2(n\langle g\rangle) \right] - 2 \left( n\pi^T(n)g \right) E_j \left[ \zeta_{j}(n\langle g\rangle) \cdot \tau_j \right] + (n\pi^T(n)g)^2 E_j[\tau_j^2].
\]
Then, by (3.7)–(3.8), Assumption 3.1 and the monotone convergence theorem, we have
\[
\lim_{n \to \infty} \mathbb{E}_j \left[ (n) \zeta_j^2 \left( (n) g \right) \right] = \lim_{n \to \infty} \mathbb{E}_j \left[ (n) \zeta_j^2 \left( (n) g^+ \right) - 2(n) \zeta_j \left( (n) g^+ \right) \zeta_j \left( (n) g^- \right) + (n) \zeta_j^2 \left( (n) g^- \right) \right]
= \mathbb{E}_j \left[ (n) \zeta_j^2 \left( (n) g^+ \right) - 2 \zeta_j \left( g^+ \right) \zeta_j \left( g^- \right) + \zeta_j^2 \left( g^- \right) \right]
= \mathbb{E}_j \left[ \zeta_j^2 \left( g \right) \right],
\]
and
\[
\lim_{n \to \infty} \mathbb{E}_j \left[ (n) \zeta_j \left( (n) g \right) \cdot (n) \tau_j \right] = \mathbb{E}_j \left[ \zeta_j \left( g \right) \cdot \tau_j \right],
\]
so
\[
\lim_{n \to \infty} \mathbb{E}_j \left[ (n) \tau_j^2 \right] = \mathbb{E}_j \left[ \tau_j^2 \right],
\]
where the proof of (3.10) is similar to that for (3.3). Hence, by (3.3) and (3.9)–(3.11),
\[
\lim_{n \to \infty} (n) \sigma^2 \left( (n) g \right) = \lim_{n \to \infty} \frac{1}{\mathbb{E}_j \left[ (n) \tau_j \right]} \mathbb{E}_j \left[ (n) \zeta_j^2 \left( (n) g \right) \right] = \frac{1}{\mathbb{E}_j \left[ \tau_j \right]} \mathbb{E}_j \left[ \zeta_j^2 \left( g \right) \right] = \sigma^2 \left( g \right).
\]
We obtain the assertion of this theorem. \(\square\)

**Remark 3.1.** In Theorem 3.2, we need the extra condition that \(\mathbb{E}_g \left[ \tau_j^2 \right] < \infty\), which is not very restricted. Jones and Galin [13] showed that (3.4) holds if \(\Phi\) is geometrically ergodic and \(\pi^T |g|^{2+\eta} < \infty\) for some \(\eta > 0\). Similar results are given by Roberts and Rosenthal [14], which showed that (3.4) holds if \(\Phi\) is strongly ergodic and \(\pi^T |g|^2 < \infty\). Either geometric ergodicity or strong ergodicity implies that \(\mathbb{E}_g \left[ \tau_j^2 \right] < \infty\) for any \(\ell \in E\).

In the following subsections, we consider two special augmented truncations, which will be shown to satisfy Assumption 3.1 and can be served as feasible schemes for truncation approximations to the solution of Poisson’s equation or to the variance constant.

### 3.2 The censored Markov chain

We first introduce the concept of censoring. Let \(\theta_k\) be the \(k\)th time that \(\Phi_k\) successively visits a state in \((n)E\), i.e. \(\theta_0 := \inf \{ m \geq 0 : \Phi_m \in (n)E \} \) and \(\theta_{k+1} := \inf \{ m \geq \theta_k + 1 : \Phi_m \in (n)E \} \). The censored Markov chain \((n)\Phi = \{ (n)\Phi_k : k \in \mathbb{Z}_+ \} \) on \((n)E\) is defined by \((n)\Phi_k = \Phi_{\theta_k}, k \in \mathbb{Z}_+ \). Let \(P_{E_1,E_2} = (p_{ij})_{i \in E_1,j \in E_2}\), where \(E_1\) and \(E_2\) are subsets of \(E\). According to \((n)E\) and its complement \((n)E^C\), we partition the transition matrix \(P\) as
\[
P = \begin{pmatrix}
(P_{(n)E,(n)E}) & (P_{(n)E,(n)E^C}) \\
(P_{(n)E^C,(n)E}) & (P_{(n)E^C,(n)E^C})
\end{pmatrix}.
\]
Note that \((n)E_{(n)E} = (n)P\). The transition matrix of \((n)\Phi\) is given by (see e.g. page 118 of Latouche and Ramaswami [15]):
\[
(n)\tilde{P} = (n)P + (P_{(n)E,(n)E^C}(I - (P_{(n)E^C,(n)E^C})^{-1}(P_{(n)E^C,(n)E})),
\]
where \((I - (P_{(n)E^C,(n)E^C})^{-1}(P_{(n)E^C,(n)E}))\) denotes the probability of first hitting \((n)E\) from \((n)E^C\).

**Lemma 3.1.** Assumption 3.1 holds for the censored Markov chain \((n)\tilde{P}\) defined by (3.12).
Proof. First we show that for any initial state $i$, if the state $j$ can be reached for $\Phi$, then the state $j$ must be first reached for $(n)\Phi$ in a shorter time. To show this, we adopt the definition of local time on page 118 of [13]. We assume that there are two clocks in the system. The first one measures the time of the chain $\Phi$ on the whole state space $E$ and is called the global clock. The second clock, called the local clock, measures the time in the set $(n)E$. The local clock increases by one unit per unit of global clock during those intervals when $\Phi$ is in $(n)E$ and remains constant when $\Phi$ is in $(n)EC$. As is shown in Figure 1, for a sample path $\omega = (\omega_k, k \in \mathbb{Z}_+)$, the time intervals of $(n)\Phi$, $(n+1)\Phi$ and $\Phi$, which start at $i$ and end at $j$, are respectively made up of the cross-shaped points, the cross-shaped and the triangle-shaped points, and all the points. Thus, for each $\omega$, $(n)\tau_j(\omega)$ is an increasing sequence. Since $\Phi$ is irreducible and recurrent, this shows that $\mathbb{P}_i(\omega \in \Omega : \tau_j(\omega) < \infty) = 1$ for any pair of states $i$ and $j$. Hence we have that for any initial state $i$ and for each $\omega$, $(n)\tau_j(\omega) \uparrow \tau_j(\omega) < \infty$, as $n \to \infty$.

Thus, we have verified (i) of Assumption 3.1.

Figure 1: Illustrate the first return time to $j$ for $(n)\Phi$, $(n+1)\Phi$ and $\Phi$ through one sample path, given that the initial state is $i$ and $(n)\tilde{P}$ is defined by (3.12).

Now, we verify (ii) of Assumption 3.1. Since $\Phi$ and $(n)\Phi$ are irreducible and recurrent, for any pair of states $i$ and $j$, $
abla_i(\omega \in \Omega : \tau_j(\omega) < \infty) = 1$ and $\nabla_i(\omega \in \Omega : (n)\tau_j(\omega) < \infty) = 1$.

Hence, it immediately follows that

$\mathbb{P}_i(\omega \in \Omega : \{\tau_j(\omega) < \infty\} \cap \{(n)\tau_j(\omega) < \infty\}) = 1$.

Let $A = \{\omega \in \Omega : \tau_j(\omega) < \infty \} \cap \{(n)\tau_j(\omega) < \infty\}$, and note that $\mathbb{P}_i(A) = 1$. For any $\omega \in A$, since the vector $g$ is finite, both $(n)\zeta_j(|(n)g|, \omega)$ and $\zeta_j(|g|, \omega)$ exist simultaneously and they are finite for any $n \geq \max\{i, j\}$. Similar to the analysis of (3.13), we have

$(n)\zeta_j(|(n)g|, \omega) \leq (n+1)\zeta_j(|(n+1)g|, \omega) \leq \zeta_j(|g|, \omega)$.

Let $M = \max\{|g(\Phi_k(\omega))| : 0 \leq k \leq \tau_j(\omega)\}$. From the first assertion, for any $\varepsilon > 0$, there exists some $N \in \mathbb{Z}_+$, such that for $n > N$,

$0 < \tau_j(\omega) - (n)\tau_j(\omega) < \varepsilon/M$. 8
Moreover, we obtain

$$|\zeta_j(\|g\|, \omega) - \langle n \rangle \zeta_j(\| (n)g \|, \omega) | \leq \sum_{k=\langle n \rangle \tau_j(\omega)}^{\tau_j(\omega)} M < M \frac{\varepsilon}{M} = \varepsilon.$$ 

Then the proof is completed. \[\square\]

### 3.3 Linearly augmented truncation

We now consider the linear augmentation, suggested in Seneta [16], by augmenting the truncated transition elements to some column. Specifically, for the fixed state \(j\), the transition matrix of the \((j + 1)\)th column augmented Markov chain is given by

$$(n) \tilde{P} = (n) P + ((n) I - (n) P)(n) e_j e_j^T, \quad n \geq j,$$

(3.14)

where \((n) e_j\) is a \((n + 1)\)-vector with unity in the \((j + 1)\)th position, zeros elsewhere. By [16], we know that \((n) \tilde{P}\) has only one closed class in the state space \((n) \mathcal{E}\). It implies that \((n) \tilde{P}\) has the unique invariant probability vector \((n) \pi\).

**Lemma 3.2.** Assumption 3.1 holds for the linearly augmented Markov chain \((n) \tilde{P}\) defined by (3.14).

**Proof.** Similar to the proof of Lemma 3.1, our arguments are also based on the sample path analysis. For any sample path \(\omega = (\omega_k, k \in \mathbb{Z}_+)\) and initial state \(i\), if the state \(j\) can be reached without going through any state in \((n) \mathcal{E}\), then \((n) \tau_j(\omega)\) is equal to \(\tau_j(\omega)\). Otherwise, \((n) \tau_j(\omega)\) is smaller than \(\tau_j(\omega)\). Since the time \((n) \tau_j(\omega)\) to reach \(j\) in the chain \((n) \Phi\) is calculated by collapsing all time segments when the chain arrives outside \((n) \mathcal{E}\). Using the same argument and replacing \(\Phi\) by \((n+1) \Phi\), we conclude that \((n) \tau_j(\omega)\) is increasing (See Figure 1 for a depiction). The rest proof is similar to that for Lemma 3.1, which is omitted here. \[\square\]

### 4 Continuous-time Markov chains

We now modify the augmentations in Section 3 to adapt the analysis from DTMCs to CTMCs. Let \(\Phi = \{\Phi_t : t \in \mathbb{R}_+\}\) be an irreducible and time-homogeneous CTMC on a countable state space \(\mathcal{E}\) with the \(q\)-matrix \(Q = (q_{ik})_{i,k \in \mathcal{E}}\) and the transition function \(P_k(t)\). Assume that \(Q\) is totally stable and regular. We further assume that \(\Phi\) is positive recurrent with the unique invariant probability vector \(\pi\). For CTMCs, Poisson’s equation has the following form:

$$Qf = -\overline{g},$$

(4.1)

and we say a CLT holds if there exists a constant \(0 \leq \sigma^2(g) < \infty\) such that for any initial distribution

$$t^{\frac{1}{2}} \int_0^t \overline{g}(\Phi_s)ds \Rightarrow N(0, \sigma^2(g)), \quad \text{as } n \to \infty.$$
Let \( j \) be any fixed state in \( E \). We define

\[
\xi_j(g) = \int_0^{\delta_j} g(\Phi_t) dt, \quad f_j(i) = \mathbb{E}_i[\xi_j(g)], \quad i \in E,
\]

where \( \delta_j := \inf\{t \geq J_1 : \Phi_t = j \} \) is the first return time to state \( j \) and \( J_1 \) is the first jump time of \( \Phi \). According to Asmussen and Bladt [5], we know that the vector \( f_j \) is a solution of Poisson’s equation (4.1).

Let \((n)Q\) be the \((n+1) \times (n+1)\) northwest corner truncation of \( Q \) on \((n)E\). Denote by \((n)\tilde{Q}\) a conservative \( q \)-matrix such that \((n)\tilde{Q} \geq (n)Q \) and \((n)\tilde{Q}\) has a unique invariant probability vector \((n)\pi\), whose corresponding Markov chain is denoted by \((n)\Phi = \{(n)\Phi_t : t \in \mathbb{R}_+ \}\). Let \( (n)J_1 \) and \( (n)\delta_j \) be the first jump time and the first return time to state \( j \) of \((n)\Phi\), respectively. Define

\[
(n)\xi_j((n)g) = \int_0^{(n)\delta_j} (n)g((n)\Phi_t) dt, \quad (n)f_j(i) = \mathbb{E}_i[(n)\xi_j((n)g)], \quad i \in (n)E,
\]

where the vector \((n)f_j\) is the unique solution of Poisson’s equation:

\[
(n)\tilde{Q}(n)f = -(n)g. \tag{4.2}
\]

In the following subsections, we consider the convergence of \((n)f_j\) to \( f_j \). Due to the difference, see Remark 4.1, between DTMCs and CTMCs, we cannot establish a framework which unifies the treatment for both censored Markov chain and the linearly augmented truncation. Hence, we consider the two cases separately.

### 4.1 The censored Markov chain

We now introduce the concept of censoring for a CTMC. To define the censored Markov chain \((n)\Phi\) on \((n)E\), we first define the local clock which increases by one unit per unit global time during those intervals when \( \Phi_t \) is in \((n)E\) and remains constant when \( \Phi_t \) is not in \((n)E\). Then, we define \((n)\Phi_t = \Phi_{t'}\) if \( t' \) is the global time corresponding to the local time \( t \). Let \( Q_{E_1,E_2} = (q_{ij})_{i \in E_1, j \in E_2} \). Then, we partition the \( q \)-matrix as

\[
Q = \begin{pmatrix}
Q_{(n)E,(n)E} & Q_{(n)E,(n)E^C} \\
Q_{(n)E^C,(n)E} & Q_{(n)E^C,(n)E^C}
\end{pmatrix},
\]

where \( Q_{(n)E,(n)E} = (n)Q \). According to page 126 of [15], the generator of \((n)\Phi\) is given by

\[
(n)\tilde{Q} = (n)Q + Q_{(n)E,(n)E^C}(Q_{(n)E^C,(n)E})^{-1}Q_{(n)E^C,(n)E}. \tag{4.3}
\]

It is known from Theorem 5.5.3 in [15] that the censored chain \((n)\Phi\) is irreducible and positive recurrent with the unique invariant probability vector \((n)\pi\), which is given by

\[
(n)\pi(i) = \frac{\pi(i)}{\sum_{k=0}^n \pi(k)}, \quad i \in (n)E. \tag{4.4}
\]
Theorem 4.1. Let \((n)\tilde{Q}\) be defined by (4.3). Then

(i) for any initial states \(i \neq j \in E\) and \(n \geq \max\{i, j\}\), both of the sequences \(\{(n)\delta_j\}\) and \(\{(n)\xi_j(\|g\|)\}\) increase and converge to \(\delta_j\) and \(\xi_j(\|g\|)\) w.p.1, respectively; and

(ii) for any states \(i \in E\),

\[
\lim_{n \to +\infty} (n)f_j(i) = f_j(i). \tag{4.5}
\]

Proof. The proof of the first assertion is similar to that for Lemma 3.1 for the case \(i \neq j\), which is omitted here.

Now, we consider the second assertion. Since \(\pi^T|g| < \infty\), it follows from (4.4) that

\[
\lim_{n \to +\infty} (n)\pi^T(n)g = \lim_{n \to +\infty} \sum_{i=0}^{n} \pi(i)g(i) = \sum_{i=0}^{\infty} \pi(i)g(i) = \pi^Tg. \tag{4.6}
\]

From Theorem 1.2 in Section 6.1 of Asmussen [17], we have

\[
f_j(j) = E_j[\xi_j(g)] - (\pi^Tg)E_j[\delta_j] = 0.
\]

Similarly, \((n)f_j(j) = 0\) for all \(n \geq j\). Hence, we showed that (4.5) holds for \(i = j\).

If \(i \neq j\), by the first assertion and (4.6), the proof is analogous to that for Theorem 3.1. Thus, this completes the proof. \(\square\)

Remark 4.1. We cannot expect that (i) of Theorem 4.1 holds for the case of \(i = j\), which is different from the discrete-time case. We now explain why we have to be careful for this situation. Consider a \(q\)-matrix \(Q\) (see Liu et al. [18]) such that \(q_{00} = -\lambda_0\), \(q_{0i} = \lambda_0p_i\), \(q_{ij} = -q_{ij} = \lambda_i\) for \(i \geq 1\), and \(q_{ii} = 0\) for other \(i, j \in E\), where \(\sum_{i=1}^{\infty} p_i = 1\). Suppose that \(Q\) is positive recurrent, i.e. \(\sum_{i=1}^{\infty} \pi_i \pi_i^{-1} < \infty\). According to (4.3), we have, for any \(n \in E\),

\[
(n)\tilde{Q} = \begin{pmatrix}
-\lambda_0 & \lambda_0 p_1 & \lambda_0 p_2 & \cdots & \lambda_0 p_n \\
\lambda_1 & -\lambda_1 & 0 & \cdots & 0 \\
\lambda_2 & 0 & -\lambda_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda_n & 0 & 0 & 0 & -\lambda_n
\end{pmatrix}.
\]

By simple calculations, we have

\[
E_0[(n)\delta_0] = \frac{1}{\sum_{i=1}^{n} \pi_i} \left( \frac{1}{\lambda_0} + \sum_{i=1}^{n} \frac{\pi_i}{\lambda_i} \right).
\]

Now, let \(\pi_i = 2^i\) for \(i \in E\), and \(\pi_i = \frac{1}{\pi}\) for \(i \geq 1\). Then \(E_0[(n)\delta_0] = \frac{4}{9}(1 - \frac{1}{2^{n+1}})/(1 - \frac{1}{2^n})\), which is decreasing in \(n\). It implies that the sequences \(\{n)\delta_0\}\) cannot increase w.p.1 for the case \(i = j = 0\).

From Glynn and Whitt [19], we immediately know that if \(\pi^T|g| < \infty\), then a CLT holds if for some (then for all, see Proposition A.2 (i)) \(\ell \in E\)

\[
E_\ell[\xi^2(\|g\|)] < \infty. \tag{4.7}
\]
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From \cite{5}, if a CLT holds, the variance constant is given by
\[
\sigma^2(g) = \frac{1}{\mathbb{E}_\ell[\delta_\ell]} \mathbb{E}_\ell \left[ \xi_\ell^2(\bar{g}) \right] = 2 \sum_{i=0}^{\infty} \pi(i) g(i) f_\ell(i). \tag{4.8}
\]

**Theorem 4.2.** Let \((n)\overline{Q}\) be defined by \((4.3)\). If \(\mathbb{E}_\ell[\delta_\ell^2] < \infty\) and \((4.7)\) holds for some \(\ell \in \mathcal{E}\), then we have
\[
\lim_{n \to +\infty} (n)\sigma^2((n)g) = \sigma^2(g).
\]

**Proof.** Similar to \((3.6)\) and \((3.7)\), we have, for any \(j \in \mathcal{E}\),
\[
\mathbb{E}_j \left[ \xi_j^2(|g| - |\pi^T g|) \right] < \infty \quad \text{and} \quad \mathbb{E}_j \left[ \xi_j^2(|g|) \right] < \infty. \tag{4.9}
\]
Form \((4.9)\) and Lemma 3.1 (i) in \cite{5}, we have
\[
\sum_{i=0}^{\infty} \pi(i) |g(i) - |\pi^T g|| \mathbb{E}_i \left[ \xi_j(|g| - |\pi^T g|) \right] < \infty, \tag{4.10}
\]
and
\[
\sum_{i=0}^{\infty} \pi(i) |g(i)| \mathbb{E}_i \left[ \xi_j(|g|) \right] < \infty. \tag{4.11}
\]
Since \(\mathbb{E}_j[\delta_j^2] < \infty\), from Theorem 2.1 in \cite{18}, we know that
\[
\sum_{i=0}^{\infty} \pi(i) \mathbb{E}_i \left[ \delta_j \right] < \infty. \tag{4.12}
\]
Expanding the left hand side of \((4.10)\) and using \((4.11)-(4.12)\), we thus obtain
\[
\sum_{i=0}^{\infty} \pi(i) |g(i)| \mathbb{E}_i \left[ \delta_j \right] < \infty \quad \text{and} \quad \sum_{i=0}^{\infty} \pi(i) \mathbb{E}_i \left[ \xi_j(|g|) \right] < \infty. \tag{4.13}
\]

By simple calculations, we have, for any \(n \geq j,\)
\[
(n)\sigma^2((n)g) = 2 \sum_{i=0}^{n} (n)\pi(i) g(i) \mathbb{E}_i \left[ (n)\xi_j((n)g) \right] - 2 \left( (n)\pi^T((n)g) \right) \sum_{i=0}^{n} (n)\pi(i) g(i) \mathbb{E}_i \left[ (n)\delta_j \right]
\]
\[
- 2 \left( (n)\pi^T((n)g) \right) \sum_{i=0}^{n} (n)\pi(i) \mathbb{E}_i \left[ (n)\xi_j((n)g) \right] + 2 \left( (n)\pi^T((n)g) \right)^2 \sum_{i=0}^{n} (n)\pi(i) \mathbb{E}_i \left[ (n)\delta_j \right].
\]
By (4.4), (4.11), Theorem 4.1 and the monotone convergence theorem, we obtain

\[
\lim_{n \to \infty} \sum_{i=0}^{n} (n) \pi(i) g(i) E_i \left[ \left( (n) \xi_j ((n) g) \right) \right]
\]

\[
= \lim_{n \to \infty} \frac{1}{\sum_{k=0}^{n} \pi(k)} \sum_{i=0}^{\infty} \pi(i) g(i) \left( E_i \left[ (n) \xi_j ((n) g) \right] - E_i \left[ (n) \xi_j ((n) g^-) \right] \right) \mathbb{1}_{\{i \leq n\}}
\]

\[
= \sum_{i=0}^{\infty} \pi(i) g(i) \left( E_i \left[ \xi_j (g^+) \right] - E_i \left[ \xi_j (g^-) \right] \right)
\]

\[
= \sum_{i=0}^{\infty} \pi(i) g(i) E_i \left[ \xi_j (g) \right].
\]

(4.14)

Similarly, it follows from (4.12)–(4.13) that

\[
\lim_{n \to \infty} \left( (n) \pi^T ((n) g) \right) \sum_{i=0}^{n} (n) \pi(i) g(i) E_i \left[ (n) \delta_j \right] = \left( \pi^T g \right) \sum_{i=0}^{\infty} \pi(i) g(i) E_i \left[ \delta_j \right],
\]

(4.15)

\[
\lim_{n \to \infty} \left( (n) \pi^T ((n) g) \right) \sum_{i=0}^{n} (n) \xi_j ((n) g) E_i \left[ (n) \delta_j \right] = \left( \pi^T g \right) \sum_{i=0}^{\infty} \pi(i) E_i \left[ \xi_j (g) \right]
\]

(4.16)

and

\[
\lim_{n \to \infty} \left( (n) \pi^T ((n) g) \right)^2 \sum_{i=0}^{n} (n) \pi(i) E_i \left[ (n) \delta_j \right] = \left( \pi^T g \right)^2 \sum_{i=0}^{\infty} \pi(i) E_i \left[ \delta_j \right].
\]

(4.17)

By the above limits (4.14)–(4.17), we obtain the assertion. \(\square\)

**Remark 4.2.** Theorem 3.1 in Liu and Zhang [20] showed that (4.7) holds if \( \Phi \) is exponentially ergodic and \( \pi |g|^2 + \eta < \infty \) for some \( \eta > 0 \) or \( \Phi \) is strongly ergodic and \( \pi |g|^2 < \infty \). Hence, we have similar remarks to that in Remark 3.1.

### 4.2 Linearly augmented truncation

In this subsection, we consider the linear augmentation for a CTMC. Similar to DTMCs, for the fixed state \( j \), the \((j + 1)\)th column augmentation \( q \)-matrix \((n) \tilde{Q}\) is given by

\[
(n) \tilde{Q} = (n) Q + (n) E (n) e_j e_j^T, \quad n \geq j.
\]

(4.18)

For this special augmentation, \((n) E\) constitutes a close class for \((n) \Phi\). Hence \((n) \tilde{Q}\) has a unique invariant probability vector.

In fact, \((n) \tilde{Q}\) in Remark 4.1 is also a linearly augmented truncation \( q \)-matrix given by (4.18) with \( j = 0 \). Thus, we cannot expect the increasing property of the sequences \( \{ (n) \delta_j \} \) or \( \{ (n) \xi_j ((n) g) \} \) when \( i = j \) for the linearly augmented truncation.

**Theorem 4.3.** Let \((n) \tilde{Q}\) be defined by (4.18), then both (i) and (ii) of Theorem 4.1 hold.
Proof. The first assertion is similar to that for Lemma 3.2 when \( i \neq j \). However, since the property in (4.4) does not hold for the linearly augmented truncation, we cannot present a unified proof for both the censored Markov chain and the linearly augmented truncation.

Now, we prove the second assertion. It follows from \( \pi^T |g| < \infty \) and Proposition A.2 (ii) that \( \mathbb{E}_j [\xi_j(|g|)] < \infty \). By the strong Markov property, we have

\[
\mathbb{E}_j [\xi_j(|g|)] = \mathbb{E}_j \left[ \int_0^{J_1} |g(\Phi_t)|dt + \int_{J_1}^{\delta_j} |g(\Phi_t)|dt \right]
\]

\[
= \mathbb{E}_j [\mathbb{J}_1 |g(j)|] + \mathbb{E}_j \left[ \int_{J_1}^{\delta_j} |g(\Phi_t)|dt \right]
\]

\[
= \frac{|g(j)|}{q_j} + \frac{1}{q_j} \sum_{k \in E, k \neq j} q_{jk} \mathbb{E}_k [\xi_j(|g|)],
\]

from which,

\[
\sum_{k \in E, k \neq j} q_{jk} \mathbb{E}_k [\xi_j(|g|)] < \infty. \tag{4.19}
\]

Similarly, it follows that for any \( n \geq j \),

\[
\mathbb{E}_j [(n)\xi_j((n)g)] = \frac{g(j)}{(n)q_j} + \frac{1}{(n)q_j} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k [(n)\xi_j((n)g^+)] - \mathbb{E}_k [(n)\xi_j((n)g^-)] \tag{4.20}
\]

Note that \((n)\tilde{q}_{jk} = q_{jk}\) for \(0 \leq k \neq j \leq n\). By (4.19)–(4.20) and the first assertion,

\[
\lim_{n \to \infty} \mathbb{E}_j [(n)\xi_j((n)g)] = \lim_{n \to \infty} \frac{g(j)}{(n)q_j} + \lim_{n \to \infty} \frac{1}{(n)q_j} \sum_{k \in E, k \neq j} q_{jk} \left( \mathbb{E}_k [(n)\xi_j((n)g^+)] - \mathbb{E}_k [(n)\xi_j((n)g^-)] \right) \mathbb{1}_{\{k \leq n\}}
\]

\[
= \frac{g(j)}{q_j} \sum_{k \in E, k \neq j} q_{jk} \left( \mathbb{E}_k [\xi_j(g^+)] - \mathbb{E}_k [\xi_j(g^-)] \right)
\]

\[
= \mathbb{E}_j [\xi_j(g)]. \tag{4.21}
\]

Similar to (4.21),

\[
\lim_{n \to \infty} \mathbb{E}_j [(n)\delta_j] = \mathbb{E}_j [\delta_j]. \tag{4.22}
\]

Thus, from Theorem 1.2 in Section 6.1 of [17], and (4.21)–(4.22), we then obtain

\[
\lim_{n \to \infty} (n)\pi^T (n)g = \lim_{n \to \infty} \frac{\mathbb{E}_j [(n)\xi_j((n)g)]}{\mathbb{E}_j [(n)\delta_j]} = \frac{\mathbb{E}_j [\xi_j(g)]}{\mathbb{E}_j [\delta_j]} = \pi^T g. \tag{4.23}
\]

The rest of the proof follows from Theorem 3.1 \( \square \)

Let \( g = e_i \) in (4.23), we have the following interesting corollary directly, which establishes the counterpart to the discrete-time result Theorem 3.2 in Diana and Seneta [21].
Corollary 4.1. Let \( (n) \overline{Q} \) be defined by (4.18). Then we have for any \( i \in E \),
\[
\lim_{n \to \infty} (n) \pi(i) = \pi(i).
\]

Theorem 4.4. Let \( (n) \overline{Q} \) be defined by (4.18). If \( \mathbb{E}[\delta_T^2] < \infty \) and (4.7) holds for some \( l \in E \), then we have
\[
\lim_{n \to +\infty} (n) \sigma^2((n)g) = \sigma^2(g).
\]

Proof. Since we cannot perform the same arguments as that for (4.14), we use the first expression of \( \sigma^2(g) \) in (4.8). By the strong Markov property, it follows that

\[
\mathbb{E}_j \left[ \xi_j^2(|g|) \right] = \mathbb{E}_j \left[ \left( \int_0^{J_1} |g(\Phi_t)| dt + \int_{J_1}^{\delta_j} |g(\Phi_t)| dt \right)^2 \right]
\]
\[
= \mathbb{E}_j \left[ \left( J_1 |g(j)| \right)^2 + 2 \mathbb{E}_j \left[ J_1 |g(i)| \left( \int_{J_1}^{\delta_j} |g(\Phi_t)| dt \right) \right] + \mathbb{E}_j \left[ \left( \int_{J_1}^{\delta_j} |g(\Phi_t)| dt \right)^2 \right] \right]
\]
\[
= \frac{2g(j)^2}{q_j^2} + \frac{2g(j)^2}{q_j^2} \sum_{k \neq i, k \in E} q_{jk} \mathbb{E}_k \left[ \xi_j(|g|) \right] + \frac{1}{q_j} \sum_{k \neq i, k \in E} q_{jk} \mathbb{E}_k \left[ \xi_j^2(|g|) \right],
\]

from which,
\[
\sum_{k \neq i, k \in E} q_{jk} \mathbb{E}_k \left[ \xi_j^2(|g|) \right] < \infty. \tag{4.24}\]

Similar to DTMCs,
\[
\mathbb{E}_j \left[ (n) \xi_j^2((n)g) \right] = \mathbb{E}_j \left[ (n) \xi_j^2((n)g) \right] - 2 \left( (n) \pi^T((n)g) \right) \mathbb{E}_j \left[ (n) \xi_j((n)g) \cdot (n) \delta_j \right] + \left( (n) \pi^T((n)g) \right)^2 \mathbb{E}_j \left[ (n) \delta_T^2 \right].
\]

For any \( n \geq j \), we obtain that
\[
\mathbb{E}_j \left[ (n) \xi_j^2((n)g) \right] = \frac{2g(j)^2}{(n)q_j^2} + \frac{2g(j)^2}{(n)q_j^2} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k \left[ (n) \xi_j((n)g) \right] + \frac{1}{(n)q_j} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k \left[ (n) \xi_j^2((n)g) \right].
\]

It follows from (4.24) and Theorem 4.3 that
\[
\lim_{n \to \infty} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k \left[ (n) \xi_j^2((n)g) \right]
\]
\[
= \lim_{n \to \infty} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k \left[ (n) \xi_j^2((n)g^+) \right] + \lim_{n \to \infty} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k \left[ (n) \xi_j^2((n)g^-) \right]
\]
\[
- 2 \lim_{n \to \infty} \sum_{0 \leq k \neq j \leq n} q_{jk} \mathbb{E}_k \left[ (n) \xi_j((n)g^+) \cdot (n) \xi_j((n)g^-) \right]
\]
\[
= \sum_{k \neq j, k \in E} q_{jk} \mathbb{E}_k \left[ \xi_j^2(g) \right]. \tag{4.25}\]

Thus, by (4.21) and (4.24)–(4.25),
\[
\lim_{n \to \infty} \mathbb{E}_j \left[ (n) \xi_j^2((n)g) \right] = \mathbb{E}_j \left[ \xi_j^2(g) \right]. \tag{4.26}\]
Similarly, we have
\[ \lim_{n \to \infty} E_j \langle \delta_j^2 \rangle = E_j [\delta_j^2], \] (4.27)
and
\[ \lim_{n \to \infty} E_j \langle \delta_j^2 \rangle \cdot \langle \delta_j \rangle = E_j [\delta_j^2 \langle \delta_j \rangle]. \] (4.28)
Hence, by the above limits (4.26)–(4.28) and (4.22), we obtain the assertion of this theorem. □

5 Applications

In this section, we apply our results to two types of classical asymmetric Markov processes: single-birth processes and single-death processes. For simplicity of the presentation, we only consider the discrete-time case for the former and the continuous-time case for the latter.

5.1 Discrete-time single-birth processes

The discrete-time single-birth process \( \Phi = \{\Phi_k : k \in \mathbb{Z}_+\} \) has a special transition matrix given by \( p_{i,i+1} > 0 \) and \( p_{i,i+k} = 0 \) for all \( i \geq 0 \) and \( k \geq 2 \). In order to solve Poisson’s equation, we need the following notations (see, e.g. Chen and Zhang [22]). Define

\[ p^{(k)}_m = \sum_{i=0}^{k} p_{mi}, \quad 0 \leq k < m, \]
and

\[ F^{(i)}_m = 1, \quad F^{(i)}_m = \frac{1}{p_{m,m+1}} \sum_{k=i}^{m-1} p^{(k)}_k F^{(i)}_k, \quad 0 \leq i < m. \]

**Theorem 5.1.** Suppose that the single-birth process \( \Phi \) is irreducible and positive recurrent. If the function \( g \) satisfies \( \pi^T |g| < \infty \), then for any fixed state \( j \in E \), we have

\[ f_j(i) = \begin{cases} \sum_{m=i}^{j-1} \sum_{k=0}^{m} \frac{F^{(k)}_m \overline{g}(k)}{p_{k,k+1}}, & \text{if } i < j, \\ 0, & \text{if } i = j, \\ -\sum_{m=j}^{i-1} \sum_{k=0}^{m} \frac{F^{(k)}_m \overline{g}(k)}{p_{k,k+1}}, & \text{if } j < i. \end{cases} \] (5.1)

**Proof.** For a fixed state \( j \in E \) and \( n > j \), we consider the \((j+1)\)th augmented matrix \((n)\overline{P}\) defined by (3.14). In the follows we solve (1.3) with \((n)f_j(j) = 0\). From Corollary 2.3 in [22], we have that

\[ (n)f_j(i) - (n)f_j(i + 1) = \sum_{k=0}^{i} \frac{i^{(k)}_j \overline{g}(k)}{p_{k,k+1}}, \quad 0 \leq i \leq n - 1. \]
Since \( (n)f_j(j) = 0 \), we can use the inductive arguments to show for \( i < j \),
\[
(n)f_j(i) = \sum_{m=i}^{j-1} \sum_{k=0}^{m} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}}.
\]  (5.2)

For the case of \( j < i \leq n \),
\[
(n)f_j(i) = -\sum_{m=0}^{i-1} \sum_{k=0}^{m} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}}.
\]  (5.3)

Thus we obtain the solution of Poisson’s function (1.3). It follows from Theorem 3.1 that for \( i < j \),
\[
\lim_{n \to \infty} (n)f_j(i) = \lim_{n \to \infty} \left( \sum_{m=0}^{i-1} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}} - \sum_{k=0}^{m} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}} \right)
\]
\[
= \sum_{m=0}^{i-1} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}} - \lim_{n \to \infty} \left( \sum_{k=0}^{m} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}} \right)
\]
\[
= \sum_{m=0}^{i-1} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}} - \left( \pi^T g \right) \left( \sum_{k=0}^{m} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}} \right)
\]
\[
= \sum_{m=0}^{i-1} \frac{F_m^{(k)}(n)g(k)}{p_{k,k+1}}.
\]

The case of \( i > j \) can be verified similarly, which is omitted here. We obtain the assertion. \( \square \)

**Remark 5.1.** The result of Theorem 5.1 was first established in [23]. Here, we revisit it using the truncation approximation. The continuous-time case, which was first presented in [20], can be investigated similarly.

### 5.2 Continuous-time single-death processes

We call \( \Phi = \{\Phi_t : t \in \mathbb{R}_+\} \) a single-death process on the state space \( E \), if its \( q \)-matrix \( Q \) satisfies \( q_{i,i-1} > 0 \) for all \( i \geq 1 \) and \( q_{i,i-k} = 0 \) for all \( i \geq k \geq 2 \). Assume that \( Q \) is a totally stable and regular single-death \( q \)-matrix. To solve Poisson’s equation, we need to introduce the following notations (see e.g. Zhang [24]):

\[ q_m^{(k)} = \sum_{i=k}^{\infty} q_{mi}, \quad k \geq m \geq 0, \]

and

\[ G_i^{(i)} = 1, \quad G_m^{(i)} = \frac{1}{q_{m,m-1}} \sum_{k=m+1}^{i} q_m^{(k)} G_k^{(i)}, \quad 1 \leq m < i. \]

It is shown in Liu et al. [25] that the \( q \)-matrix \( (n)\tilde{Q} \) of the censored Markov chain on \( (n)E \) is
actually the last column augmentation of $Q$. Specifically, $(n)\tilde{Q}$ is given by

$$
(n)\tilde{Q} = \begin{pmatrix}
q_{00} & q_{01} & q_{02} & \cdots & q_{0, n-1} & q_{0, n} \\
q_{10} & q_{11} & q_{12} & \cdots & q_{1, n-1} & q_{1, n} \\
0 & q_{21} & q_{22} & \cdots & q_{2, n-1} & q_{2, n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & q_{n-1, n-1} & q_{n, n-1} \\
0 & 0 & 0 & \cdots & q_{n, n-1} & -q_{n, n} \\
\end{pmatrix}.
$$

**Theorem 5.2.** Suppose that the single-death process $\Phi$ is irreducible and positive recurrent. If the function $g$ satisfies $\pi^T|g| < \infty$, then for any fixed state $j \in E$, we have

$$
f_j(i) = \begin{cases}
- \sum_{m=i+1}^{j} \sum_{k=m}^{\infty} \frac{G_m(k) \bar{g}(k)}{q_{k,k-1}}, & \text{if } i < j, \\
0, & \text{if } i = j, \\
\sum_{m=j+1}^{i} \sum_{k=m}^{\infty} \frac{G_m(k) \bar{g}(k)}{q_{k,k-1}}, & \text{if } j < i.
\end{cases} \quad (5.4)
$$

Moreover, if (4.7) holds for some $\ell$, we have

$$
\sigma^2(g) = 2 \sum_{i=1}^{\infty} \pi(i) \bar{g}(i) \sum_{m=1}^{i} \sum_{k=m}^{\infty} \frac{G_m(k) \bar{g}(k)}{q_{k,k-1}}. \quad (5.5)
$$

**Proof.** Similar to the analysis of the single-birth processes, from Poisson’s equation (4.2) and for a fixed state $j < n$, we obtain

$$
(n)\tilde{f}_j(i) - (n)\tilde{f}_j(i-1) = \frac{1}{q_{i,i-1}} \left( \sum_{k=i+1}^{n} q_{i}^{(k)} ((n)\tilde{f}_j(k) - (n)\tilde{f}_j(k-1)) + (n)\bar{g}(i) \right), \quad 1 \leq i \leq n-1.
$$

From Corollary 2.3 in [24], one can easily show that

$$
(n)\tilde{f}_j(i) - (n)\tilde{f}_j(i-1) = \sum_{k=i}^{n} \frac{G_k^{(k)}(n)\bar{g}(k)}{q_{k,k-1}}, \quad 1 \leq i \leq n. \quad (5.6)
$$

Since $(n)\tilde{f}(j) = 0$, by using the induction similar to (5.2) and (5.3), it follows that

$$
(n)\tilde{f}(i) = - \sum_{m=i+1}^{j} \sum_{k=m}^{n} \frac{G_m^{(k)}(n)\bar{g}(k)}{q_{k,k-1}}, \quad 0 \leq i < j,
$$

and

$$
(n)\tilde{f}(i) = \sum_{m=j+1}^{i} \sum_{k=m}^{n} \frac{G_m^{(k)}(n)\bar{g}(k)}{q_{k,k-1}}, \quad j < i \leq n.
$$
Then, we obtain the solution of Poisson’s function (4.2).

From Theorem 4.1 we have, for \( i < j \)

\[
\lim_{n \to \infty} (n) f_j(i) = - \sum_{m=i+1}^{j} \left( \lim_{n \to \infty} \sum_{k=m}^{n} \frac{G_m(n) g(k)}{q_{k,k-1}} \right)
\]

\[
= - \sum_{m=i+1}^{j} \left( \sum_{k=m}^{\infty} \frac{G_m g(k)}{q_{k,k-1}} \right) + \left( \pi^T g \right) \sum_{k=m}^{\infty} \frac{G_m}{q_{k,k-1}}
\]

The case of \( i > j \) can be verified similarly. Thus, the first assertion is proved.

According to (4.8) and (5.4), we have for any \( j \in E \),

\[
\sigma^2(g) = -2 \sum_{i=0}^{j} \pi(i) g(i) + 2 \sum_{i=j+1}^{\infty} \sum_{m=j+1}^{\infty} \frac{G_m g(k)}{q_{k,k-1}}
\]

\[
= 2 \sum_{i=1}^{\infty} \pi(i) g(i) \sum_{m=i}^{\infty} \sum_{k=m}^{\infty} \frac{G_m g(k)}{q_{k,k-1}} - 2 \sum_{i=j+1}^{\infty} \pi(i) g(i) \sum_{m=j+1}^{\infty} \sum_{k=m}^{\infty} \frac{G_m g(k)}{q_{k,k-1}}
\]

\[
= 2 \sum_{i=1}^{\infty} \pi(i) g(i) \sum_{m=i}^{\infty} \sum_{k=m}^{\infty} \frac{G_m g(k)}{q_{k,k-1}}
\]

in which the third equation following using the fact that

\[
\sum_{i=0}^{\infty} \pi(i) g(i) = 0.
\]

Remark 5.2. (i) The integral-type functionals for single death processes had been investigated by Wang and Zhang [26] by using different arguments, which hold only for downward integral-type functionals (i.e. the case \( i > j \) in (5.4)).

(ii) When \( \Phi \) is an irreducible and positive recurrent birth-death process, (5.5) becomes

\[
\sigma^2(g) = \sum_{i=0}^{\infty} \frac{1}{q_{i,i+1} \pi(i)} \left( \sum_{k=0}^{i} \pi(k) g(k) \right)^2.
\]
Example 5.1. This example was taken from [24]. Give a constant $b > 2$. Define a totally stable, conservative, and irreducible single-death $q$-matrix $Q = (q_{ij})$ as follows:

$$q_{ij} = \frac{b - 1}{bj - i + 1}, \quad j \geq i + 1; \quad q_{i,i-1} = \frac{b - 1}{b}, \quad q_i = -q_{ii} = \frac{b^2 - b + 1}{b^2}, \quad i \geq 1;$$

$$q_{0j} = \frac{b - 1}{b^{j+1}}, \quad j \geq 1; \quad q_0 = -q_{00} = \frac{1}{b}.$$

By calculations, we have

$$q^{(k)}_n = \frac{1}{b^{k-n+1}}, \quad 1 \leq n \leq k; \quad q^{(k)}_0 = \frac{1}{b^k}, \quad k \geq 1;$$

and

$$G^{(i)}_n = \frac{1}{b(b-1)^{i-n}}, \quad 1 \leq n \leq i.$$

From [24] again, we know that the single-death process is exponentially ergodic, and the unique invariant probability vector is given by

$$\pi(i) = \frac{b - 2}{(b-1)^{i+1}}, \quad i \geq 0.$$

Let $g(i) = i$, then

$$\pi^T |g| = \pi^T g = \frac{1}{b} - 2, \quad \pi^T |g|^3 = \frac{b^2 + 2b - 2}{(b-1)^3}.$$

Thus, from Theorem 5.2 we have

$$f_j(i) = \begin{cases} \frac{(i - j)(i + j + 1)(b - 1) - 2}{2(b - 2)}, & \text{if } i \neq j, \\ 0, & \text{if } i = j. \end{cases}$$

According to Remark 4.2 we know that the variance constant $\sigma^2(g)$ exists and is given by

$$\sigma^2(g) = \frac{2b^3 - 6b^2 + 8b - 4}{(b - 2)^4}.$$

Example 5.2. Consider an extended class of branching processes with $q$-matrix as follows:

$$q_{ij} = \begin{cases} b_j, & i = 0, j \geq 1, \\ i^\alpha p_{j-i+1}, & i \geq 1, j \geq i - 1, \\ 0, & \text{else}, \end{cases}$$

where $\alpha > 0$, $b_j \geq 0$ for $j \geq 1$ and $0 < -b_0 = \sum_{k \neq 0} b_j < \infty$; $p_j \geq 0$ for $j \neq 1$, and $0 < -p_1 = \sum_{k \neq 0} p_j < \infty$. 
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In the above model, let
\[ \alpha = 1, \quad b_j = \left( \frac{1}{3} \right)^{j-1} \frac{2}{3}, \quad j \geq 1; \quad p_j = \left( \frac{1}{3} \right)^j, \quad j \neq 1. \]
By calculations, we know
\[ q_n^{(k)} = \frac{n}{2 \cdot 3^{k-n}}, \quad 1 \leq n \leq k; \quad q_0^{(k)} = \frac{1}{3^{k-1}}, \quad k \geq 1; \]
and
\[ G_n^{(i)} = \frac{1}{3 \cdot 2^{i-n}}, \quad 1 \leq n \leq i. \]
Let
\[ h_n = \sum_{k=n}^{\infty} \frac{G_n^{(k)}}{q_k, k-1} = \frac{1}{n} + \frac{2n}{3} \left( \ln 2 - \sum_{k=1}^{n} \frac{1}{k2^k} \right), \quad n \geq 1. \]
From Theorem 4.1 in [24], we know that the single-death process is exponentially ergodic. According to [25], the unique invariant probability vector is given by
\[ \pi(0) = \frac{1}{1 + \ln 4}, \quad \pi(i) = \frac{1}{i \cdot 2^{i-1}(1 + \ln 4)}, \quad i \geq 1. \]
Let \( g(i) = i \), then
\[ \pi^T | g = \pi^T g = \frac{2}{1 + \ln 4}, \quad \pi^T | g^3 = \frac{12}{1 + \ln 4}. \]
Thus, from Theorem 5.2 we obtain
\[ f_j(i) = \begin{cases} \frac{4}{3}(i-j) + \frac{2}{1 + \ln 4} \sum_{n=i+1}^{j} h_n, & \text{if } i < j, \\ 0, & \text{if } i = j, \\ \frac{4}{3}(i-j) - \frac{2}{1 + \ln 4} \sum_{n=j+1}^{i} h_n, & \text{if } i > j. \end{cases} \]
According to Remark 4.2, we know that the variance constant \( \sigma^2(g) \) exists and is given by
\[ \sigma^2(g) = \frac{2}{1 + \ln 4} \sum_{i=1}^{\infty} \frac{1}{2^{i-1}} \left( i - \frac{2}{1 + \ln 4} \right) \left( \frac{4}{3} i - \frac{2}{1 + \ln 4} \sum_{n=1}^{i} h_n \right). \quad (5.7) \]
On the one hand, we can approximate \( \sigma^2(g) \) by truncating the corresponding infinite series (5.7). Denote by \( (n)\sigma^2(g) \) the partial sum of the first \( n \) items in the series (5.7). To gain information about \( n \), we bound the error between \( \sigma^2(g) \) and \( (n)\sigma^2(g) \) as follows
\[ e_n := \sigma^2(g) - (n)\sigma^2(g) \leq \sum_{i=n}^{\infty} \frac{i}{2^{i-2}}. \]
Moreover, \( e_n \leq 10^{-4} \) when \( n > 22 \). On the other hand, according to Theorem 4.2, we can approximate \( \sigma^2(g) \) with \( (n)\sigma^2((n)g) \) directly. The comparison between \( (n)\sigma^2(g) \) and \( (n)\sigma^2((n)g) \) is depicted in Table 1, which shows both are almost identical and the variance constant is 1.4645.
Table 1: The variation of \((n)\sigma^2(g)\) and \((n)\sigma^2((n)g)\) with the level \(n\).

| \(n\) | 10  | 12  | 14  | 16  | 18  | 20  | 22  | 24  | 26  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| \((n)\sigma^2(g)\) | 1.4448 | 1.4585 | 1.4627 | 1.4640 | 1.4643 | 1.4644 | 1.4645 | 1.4645 | 1.4645 |
| \((n)\sigma^2((n)g)\) | 1.4394 | 1.4566 | 1.4621 | 1.4638 | 1.4643 | 1.4644 | 1.4644 | 1.4645 | 1.4645 |

6 Conclusion and discussion

We develop the technique of augmented truncation approximations for the solution of Poisson’s equation and the variance constants in CLTs. The role of the technique is two-fold. On the one hand, it provides us a useful way to derive explicit expressions for the solution and the variance constant for some infinite-state Markov chains. On the other hand, it provide us an efficient way to approximate them numerically as the truncation size becomes large.

We now discuss possible extensions and improvements of the results in this paper.

It is interesting to extend the technique of augmented truncation to investigate block-structured Markov chains. The censored chain technique can be expected to hold with a little more complicated arguments. The extension of the technique of linearly augmented truncation is more involved since first it should be extended to block column augmentation, and meanwhile, the monotone assumption about the first return time moments should be extended to block monotone situation.

To perform the truncation approximations effectively, it is desirable to know some information about the truncation size. Hence it is important to investigate the bounds on the truncation approximation error. The arguments in this paper and some ideas in Liu and Li [8] may be used, but definitely it requires also new arguments. This is an interesting and challenging topic for the future research.

A

We present two useful propositions about the first return time for DTMCs and CTMCs, respectively.

**Proposition A.1.** Suppose that the DTMC \(\Phi\) is irreducible and positive recurrent. For any finite non-negative vector \(g\), we have

(i) \(\mathbb{E}_i[\zeta_\ell^P(g)] < \infty\) for some \(\ell \in E\) if and only if \(\mathbb{E}_i[\zeta_\ell^P(g)] < \infty\) for any state \(i \in E\);

(ii) \(\mathbb{E}_i[\zeta_\ell(g)] < \infty\) for some \(\ell \in E\) if and only if \(\mathbb{E}_i[\zeta_j(g)] < \infty\) for any \(i, j \in E\). In particular, if \(\pi^Tg < \infty\), then \(\mathbb{E}_i[\zeta_j(g)] < \infty\) for any \(i, j \in E\).

**Proof.** By Theorem 4 of Section 14 in Chung [27], we obtain the first assertion directly. For the second assertion, we only need to prove the sufficiency since the necessity is obvious. Since the chain is irreducible, then there exists some \(m > 0\) such that

\[i p_{ij}^m := P\{\Phi_m = j, \Phi_k \neq i, 1 \leq k \leq m | \Phi_0 = i\} > 0.\]
Thus, we have

\[
\mathbb{E}_i \left[ \sum_{k=0}^{\tau_i - 1} g(\Phi_k) \right] = \mathbb{E}_i \left[ \sum_{k=1}^{\infty} g(\Phi_k) 1_{k<\tau_i} \right] + g(i) \\
= \sum_{\ell \in E} \sum_{k=1}^{\infty} i p_{\ell i}^k g(\ell) + g(i) \\
\geq \sum_{\ell \in E} \sum_{k=m+1}^{\infty} \sum_{j \in E} i p_{ij}^m \cdot i p_{j\ell}^{k-m} g(\ell) \\
\geq i p_{ij}^m \sum_{\ell \in E} \sum_{k=m+1}^{\infty} i p_{j\ell}^k g(\ell) \\
= i p_{ij}^m \sum_{\ell \in E} \sum_{k=1}^{\infty} i p_{j\ell}^k g(\ell),
\]

from which,

\[
\mathbb{E}_j [\zeta_i (g)] = \mathbb{E}_j \left[ \sum_{k=0}^{\tau_i - 1} g(\Phi_k) \right] = \sum_{\ell \in E} \sum_{k=1}^{\infty} i p_{\ell j}^k g(\ell) + g(j) < \infty.
\]

Since \( \Phi \) is positive recurrent, this shows that \( \mathbb{E}_i [\delta] < \infty \) for any \( \ell \in E \). If \( \pi^T g < \infty \), then by Theorem 10.0.1 in [1], we obtain

\[
\mathbb{E}_i [\zeta_i (g)] = \mathbb{E}_i \left[ \sum_{k=0}^{\tau_i - 1} g(\Phi_k) \right] = (\pi^T g) \mathbb{E}_i [\delta] < \infty.
\]

Thus the proof is finished. \( \square \)

**Proposition A.2.** Suppose that the CTMC \( \Phi \) is irreducible and positive recurrent. For any non-negative finite function \( g \), we have

(i) \( \mathbb{E}_i [\xi_{P,\ell}^i (g)] < \infty \) for some \( \ell \in E \) if and only if \( \mathbb{E}_i [\xi_{P,\ell}^i (g)] < \infty \) for any state \( i \in E \);

(ii) \( \mathbb{E}_i [\xi_{i,j} (g)] < \infty \) for some \( \ell \in E \) if and only if \( \mathbb{E}_i [\xi_{j} (g)] < \infty \) for any \( i, j \in E \). In particular, if \( \pi^T g < \infty \), then \( \mathbb{E}_i [\xi_{j} (g)] < \infty \) for any \( i, j \in E \).

**Proof.** The proof is similar to Proposition A.1 which is omitted here. \( \square \)
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