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Abstract

Using Chebyshev polynomials, we study the electronic transport properties of massless Dirac fermions in symmetrical graphene superlattice composed of three regions. Matching wavefunctions and using transfer matrix method, we explicitly determine transmission probability as well as the conductance and Fano factor. At vertical Dirac points, we numerically find that the transmission probability shows transmission gaps, conductance has minimums and Fano factor has maximums.
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1 Introduction

Historically, superlattices started with semiconductor materials and later on have been extended to graphene systems called graphene superlattices. They resulted from graphene submitted to any periodic modulation caused by electrostatic potentials [1–7], magnetic barriers modulation [8–11] and others. Experimentally, graphene superlattices may be fabricated by applying a local top gate voltage to graphene [12] or by periodically embedding impurity atoms with scanning tunneling microscopy on graphene surface [13]. Because of their interests, recently graphene superlattices have motivated intense experimental and theoretical investigations [4,5,11,14,15]. Indeed, many works were devoted to study the electronic band structures of Dirac fermions in graphene superlattices [6,7,16–18]. In graphene superlattices, it has been found that the periodic potential causes additional Dirac points in the band structures and leads to an anisotropy in group velocity of charge carriers causing the collimation of electrons beams [1,3,5,7,19–21]. These results allow graphene superlattices to be a candidate for manufacturing the carbon-based nanoelectronic devices.

Shot noise is as a consequence of the quantization of charge and is useful to obtain information on a system, which is not available through conductance measurements. It is characterized by a dimensionless parameter $F$ called Fano factor, which is defined as the ratio of noise power to mean current [22]. The null value $F = 0$ shows a full correlation and maximal quantum coherence giving rise to a total transmission. When $F$ reaches a Poissonian value ($F = 1$), the transmission probability is close to zero. It found that for short and wide graphene strips $F$ has a maximum value of $1/3$ at Dirac point, which is similar strength to the diffusive metals [23]. Recently, we have showed that new Dirac points appeared in graphene superlattices and their positions depend sensitively on the barrier parameters [24]. Because of such dependence, it is a good task to study the conductance and $F$ associated to these new Dirac points.

In our previous work [24], we have studied the electronic band structures of massless Dirac fermions in symmetrical graphene superlattice with cells of three regions. Using the transfer matrix method, we have determined the dispersion relation in terms of different physical parameters. We have numerically analyzed such relation and show that there exist three zones: bound, unbound and forbidden states. In the central zone of the band structures, we have determined and enumerated the vertical Dirac points ($k_y = 0$), opening gaps and additional Dirac points. Finally, we have inspected the potential effect on minibands, the anisotropy of group velocity and the energy bands contours near Dirac points. We have also discussed the evolution of gap edges and cutoff region near the vertical Dirac points.

We extend our work [24] to deal with other issues related to Dirac fermions in symmetrical graphene superlattices with cells of three regions (SSLGSL-3R). Using the transfer matrix method, we show that the transmission amplitude can be written in terms of the second kind Chebyshev polynomials [25]. After getting the current density of incident, reflected and transmitted waves along the $x$-direction, we end up with the transmission probability, conductance and Fano factor. Our numerical results show that at the position of vertical Dirac points the transmission probability has several gaps, conductance has minimums and Fano factor has maximums. These can be controlled externally by tuning on distance $q_2$ of the central region of elementary cell, which is the most interesting parameter of our theory. We report different discussions and comparison with respect to SSLGSL with two regions corresponding to $q_2 = 0$. 
The present paper is organized as follows. In section 2, we show how to derive the transmission probability using transfer matrix method together with the second kind Chebyshev polynomials for Dirac fermions in SSLGSL-3R. Subsequently, we numerically analyze the transmission probability in terms of the physical parameters of our system with an arbitrary number of cells. In section 3, we use the transmission probability to determine the conductance and Fano factor. These quantities are obtained for a graphene superlattice with a number \( n = 30 \) of elementary cells. Our numerical results are discussed in detail to highlight the relationship between the Dirac point locations and the transmission gaps as well as conductance minimums and Fano factor maximums. We conclude our results in the final section.

2 Transmission probability

We consider massless Dirac fermions with incident energy \( E \) from the input region of the symmetrical graphene superlattice with cells of three regions (SSLGSL-3R) at angle \( \theta \), with respect to the \( x \)-direction as shown in Figure 1. The periodic structure consists of \( n \) elementary cell labeled by \( j = 0, \ldots , n-1 \) where each one is composed by a juxtaposition of three single square barriers with different height \( (V_1, V_2, V_3) \) and width \( (d_1, d_2, d_3) \), \( d = d_1 + d_2 + d_3 \) is the width of the entire cell. We apply a potential \( V(x) \) in \( j^{th} \) elementary cell (Figure 1)

\[
V^j(x) = \begin{cases} 
V_1, & jd < x < d_1 + jd \\
V_2, & d_1 + jd < x < d_1 + d_2 + jd \\
V_3, & d_1 + d_2 + jd < x < (1+j)d.
\end{cases}
\]

Figure 1 — (Color online) Schematic of the superlattice potential \( V(x) \) composed of three regions growing along the \( x \)-direction with the period \( d = d_1 + d_2 + d_3, \) \( d_i \) is the width of region \( i \) and \( V \) is its applied potential amplitude.

Our graphene superlattice consists of \( n \) elementary cells, which are interposed between the input and output regions. The massless Dirac fermion in each region \( i \) of \( j^{th} \) elementary cell is governed by the Hamiltonian

\[
H_i^j = v_F \sigma \cdot p + V^j_i I
\]

where \( p = (p_x, p_y) \) is the momentum operator, \( v_F \approx 10^6 \text{m/s} \) is the Fermi velocity, \( \sigma = (\sigma_x, \sigma_y) \) are the Pauli matrices, \( I \) is the 2 \( \times \) 2 unit matrix, the index \( i \) is running from 1 to 3. The Hamiltonian acts on two components of pseudospinor \( \psi_i(x, y) = \begin{pmatrix} \varphi_i^A \\ \varphi_i^B \end{pmatrix}^T \) where \( \varphi_i^A/B \) are smooth enveloping
functions for two triangular sublattices \((A, B)\) in graphene and take the forms \(\varphi_i^{A/B}(x)e^{ik_yy}\) due to the translation invariance in the \(y\)-direction. It is convenient to introduce the dimensionless quantities \(\mathcal{V}_i = V_i/E_F, \varepsilon_i = E_i/E_F\) with \(E_F = \hbar v_F/d\) and therefore getting the general solution

\[
\psi_i(x, y) = \psi_i(x)e^{ik_yy} = w_i(x)D_ie^{ik_yy}
\] (3)

where both matrices are

\[
w_i(x) = \begin{pmatrix}
e^{ik_i x} & e^{-ik_i x} \\
s_i e^{i\theta_i} e^{ik_i x} & -s_i e^{-i\theta_i} e^{-ik_i x}
\end{pmatrix}, \quad D_i = \begin{pmatrix}
\alpha_i \\
\beta_i
\end{pmatrix}
\] (4)

with \(s_i = \text{sign}(\varepsilon - \mathcal{V}_i), \theta_i = \arctan \left( \frac{k_y}{k_i} \right)\). The parameters \(\alpha_i, \beta_i\) are the amplitude of positive and negative propagation wavefunctions inside the region \(i\), respectively. The wave vector for region \(i\) takes the form

\[
k_i = \frac{1}{d}\sqrt{(-\varepsilon - \mathcal{V}_i)^2 - (k_y d)^2}.
\] (5)

Using the boundary conditions of wavefunctions at interfaces, we obtain transfer matrix associated with \(n\) identical unit cells [24]

\[
\mathcal{T}_n = w_0^{-1}(0)\Omega w_0(nd)
\] (6)

where \(\Omega\) reads as

\[
\Omega = w_1(0)w_1^{-1}(d_1)w_2(d_1)w_2^{-1}(d_1 + d_2)w_3(d_1 + d_2)w_3^{-1}(d).
\] (7)

Calculating the determinant and trace of \(\Omega\) to obtain

\[
\det(\Omega) = 1 \quad (8)
\]

\[
\text{Tr}(\Omega) = 2 \left[ \cos(k_1d_1) \cos(k_2d_2) \cos(k_3d_3) + G_{12} \sin(k_1d_1) \sin(k_2d_2) \cos(k_3d_3) + G_{13} \sin(k_1d_1) \sin(k_3d_3) \cos(k_2d_2) + G_{23} \sin(k_2d_2) \sin(k_3d_3) \cos(k_1d_1) \right] \quad (9)
\]

where we have introduced the quantity

\[
G_{ij} = \frac{(\mathcal{V}_i - \mathcal{V}_j)^2 - (k_i^2 + k_j^2)d^2}{2k_i k_j d^2}, \quad k_{i,j} \neq 0.
\] (10)

With (9), we can show that the dispersion relation expression takes the form

\[
\cos(k_xd) = \frac{1}{2}\text{Tr}(\Omega).
\] (11)

To determine the transmission probability it is convenient to write the transfer matrix in terms of Chebyshev polynomials. Then using (35) (see Appendix) to show that (6) can be mapped as

\[
\mathcal{T}_n = w_0^{-1}(0)\begin{pmatrix}
U_{n-1}\Omega_{11} & U_{n-1}\Omega_{12} \\
U_{n-1}\Omega_{21} & U_{n-1}\Omega_{22}
\end{pmatrix}w_0(nd)
\] (12)

which can be calculated to obtain

\[
\mathcal{T}_n = \begin{pmatrix}
\mathcal{T}_{n11} & \mathcal{T}_{n12} \\
\mathcal{T}_{n21} & \mathcal{T}_{n22}
\end{pmatrix}.
\] (13)
The current density corresponding to our system can be obtained as

\[ J = \psi^\dagger \sigma \psi \]  

where \( \psi \) stands for \( \psi^{\text{inc}} = \psi_i^+(x) \), \( \psi^{\text{ref}} = r_n \psi_i^-(x) \) and \( \psi^{\text{tra}} = t_n \psi_{nout}^+(x) \). Using these to derive the incident, reflected and transmitted current density components

\[ J_x^{\text{inc}} = 2s_i \cos \theta_{in}, \quad J_x^{\text{ref}} = 2|t_n|^2 s_i \cos \theta_{in}, \quad J_x^{\text{tra}} = 2|t_n|^2 s_{out} \cos \theta_{out} \]

giving rise to the transmission and reflection probabilities

\[ T_n = \frac{|J_x^{\text{tra}}|}{|J_x^{\text{inc}}|} = |t_n|^2, \quad R_n = \frac{|J_x^{\text{ref}}|}{|J_x^{\text{inc}}|} = |r_n|^2 \]

because we have \( (\theta_{in} = \theta_{out} = \theta, k_{in} = k_{out} = k, s_{in} = s_{out} = s) \) due to the symmetry of potential configuration in the input and output regions. The solution of (14) provides the transmission coefficient \( t_n \) in terms of transfer matrix element

\[ t_n = \frac{1}{T_{n11}} = \frac{e^{-ikdn}(1 + e^{2i\theta})}{U_{n-1} - U_{n-2} - \Omega_{11} + 2se^{i\theta}(U_{n-1} - \Omega_{12}) - e^{2i\theta} \Omega_{22}} \]

showing that

\[ T_n = \frac{1}{|T_{n11}|^2}. \]

For the numerical analysis, we introduce the rescaled distances \( 0 \leq q_i = \frac{d_i}{d} \leq 1 \) \( (i = 1, 2, 3) \) and in order to carry out our computations, we study \( n \) identical elementary cells of SSLSGL-3R with the conditions \( q_1 = \frac{1-q_2}{2}, q_2, q_3 = \frac{1-q_2}{2}, V_1 = -V_3 \equiv V, V_2 \equiv 0 \), \( d = 10 \text{ nm}, k_v = 0.1 \text{ nm}^{-1}, \varepsilon = m\pi \) \( (m \in \mathbb{N}) \). In Figures 2, we present transmission probability \( T_n \) as function of incident energy \( \varepsilon \) for different values of number of elementary cells \( n = 1, 2, 3, 10, 20, 30 \). We observe that \( T_n \) is clearly affected by number \( n \), but its profile converges towards that of superlattice when \( n \) increases sufficiently up to \( n = 30 \). When \( n \) increases, transmission gaps appear at \( \varepsilon = m\pi \) and become deeper, the number of oscillations outside the transmission gaps increases and oscillations reach the total transmission. We notice that similar behavior has been reported in [27].
Figure 2 – (Color online) Effect of number $n$ of elementary cells on the transmission probability versus incident energy $\varepsilon$ with $k_yd = 1$, $q_2 = \frac{1}{3}$, $V = 5\pi$. 

Figure 3 shows the dispersion relation and the corresponding transmission probability $T_{30}$ versus incident energy $\varepsilon$ for $n = 30$, $k_yd = 1$ and three values $V = \pi, 3\pi, 5\pi$. In Figures 3(a), 3(b), 3(c) we observe that each electronic band presents minibands separated from each other by the band gaps located at energies $\varepsilon = m\pi$ with different gap widths. Figures 3(d), 3(e), 3(f) show that Dirac fermions have zero transmission for energies coinciding with band gaps in electronic band, except for the first near the original Dirac point (ODP) where the transmission is zero up to the value $\varepsilon = k_yd$. For the range $0 < \varepsilon < k_yd$, we have bound states for all barrier height $V$ and therefore the transmission is null. Now for the second range $k_yd \leq \varepsilon \leq V = m\pi$, there is $m$ transmission gaps, which are exactly inside of the $m$ vertical Dirac points (VDPs) enumerated in our previous work [24]. It is clearly seen that the oscillations of $T_{30}$ change and become condensed as long as $V$ increases.

Figure 3 – (Color online) Electronic band structures for SSLGSL-3R and the corresponding transmissions probability $T_{30}$ versus incident energy $\varepsilon$, with $k_yd = 1$, $q_2 = \frac{1}{3}$, $n = 30$ and three values $V = \pi, 3\pi, 5\pi$. 
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In Figure 4, we present density plots of electronic band structures and transmission probability $T_{30}$ as function of incident energy $\varepsilon$ and incident angle $\theta$ with $n = 30$, $V = \pi$. In Figures 4(a), 4(c) we observe that there are VDPs located at $\varepsilon = m\pi$ in the dispersion relation as it was point out in [24]. In Figures 4(b), 4(d) we see that when $\theta$ increases the width of each transmission gap increases, where the position of its center is the position of the corresponding VDPs located at $\varepsilon = m\pi$ with $m \in \mathbb{Z}$, and the adjacent transmission gaps are separated by $\Delta \varepsilon = \pi$. When $\theta$ goes to $\pm \frac{\pi}{2}$, with fixed $q_2$ and $V = \pi$, the transmission gap is very large. We have a symmetry between positive and negative angles, and then in the forthcoming analysis we will be interested only on the positive ones. In Figure 4, for energies of the band structures lower than that of the first VDP ($\varepsilon \leq \pi$), one has transmission for all angles and consequently the superlattice behaves like a more refractive medium than that of the pristine graphene. For energies $\pi \leq \varepsilon \leq 2\pi$, the reflection is total from a critical angle corresponding to the boundary between the energy band and the first gap where all critical angles in this region take parabolic forms. Beyond the second VDP, other gaps at the level of each VDP with other angles that separate energy bands and gaps, we have $(2m - 1)$ angles between two consecutive VDPs $m$ and $(m + 1)$. The change of $q_2$ causes variation of the gap band widths and there is a decrease in the opening of the parabolas when $q_2$ increases, which shows that critical angles can be controlled by tuning on distance $q_2$.

Now let us increase the barrier height to $V = 7\pi$ under the same conditions as has been done in Figure 4 with $V = \pi$. This gives the density plots presented in Figure 5 where we observe that the locations of the VDPs always remains at the same energy values $\varepsilon = m\pi$, the band gaps start as before.
near the VDPs but their shapes change compared to $V = \pi$ (Figure 4). Indeed, the parabolic forms of the critical angles disappear by generating energy bands, which cover all the incident angles and the widths of allowed zone became large. In Figures 5(a) and 5(b), the band gaps are narrow compared to those observed in Figures 5(c) and 5(d), also we notice that their number decreases. In the range $3\pi \leq \varepsilon \leq 4\pi$ and $q_2 = 0$, a new Dirac point is generated and located between two incident angles $\theta = \frac{\pi}{4}$ and $\theta = \frac{\pi}{2}$. However such point is eliminated for the case $q_2 = \frac{1}{3}$ and an opening gap appeared at its place. We see that changing the barrier height the behavior of electronic band structures and transmission changes completely from Figure 4 to Figure 5. This change tells us that we can control both transmission probability by varying such height.

![Figure 5](image_url)

**Figure 5** — (Color online) Density plots of electronic band structure $k_x \in [0, \pi]$ ((a), (c)) and the corresponding transmission probability $T_{30}$ ((b), (d)) versus the incident energy $\varepsilon$ and incident angle $\theta$ with $n = 30$, $V = 7\pi$, $q_2 = 0, 1/3$.

Figure 6 shows density plots of transmission probability $T_{30}$ as function of potential $V$ and distance $q_2$ with $n = 30$, $\theta = \frac{\pi}{4}$, for three values of incident energy $\varepsilon = \pi$, $2\pi$, $3\pi$. In the case of pristine graphene which can be realized either by $q_2 = 1$ or $V = 0$, we have a total transmission (red color). In the case of SSLGSL-2R ($q_2 = 0$), we have transmission bands intercalated alternately by gaps. By moving away from pristine graphene ($V = 0$) increasing either $V$, the energy bands are gradually eliminated and appear in the form of lobes (clusters) surrounded by band gaps, the dimensions of these lobes depend on both $\varepsilon$ and $V$. The band gap is spread over until a band of transmission located on the right hand in Figure 6. This last transmission band has resonance peaks and bumps in its left one for $\varepsilon = \pi$, three for $\varepsilon = 2\pi$, four for $\varepsilon = 3\pi$. It is interesting to note that in Figure 6(c), the transmission band split into two bands separated by a gap band and when the energy increases the lobes move upwards.
In Figure 7, we present the density plot of transmission probability as function of incident angle $\theta$ and distance $q_2$ with $n = 30$, $\varepsilon = \pi$, and for three values of potential $V = 3\pi$, $5\pi$, $7\pi$. We observe around the normal incident angle $\theta = 0$ for all $q_2$, there is always a total transmission and when $\theta$ increases a bad gap appears (white color). When $q_2$ is near zero, the transmission band takes

---

**Figure 6** — (Color online) Density plot of transmission probability $T_{30}$ versus distance $q_2$ and potential $V$, with $n = 30$, $\theta = \frac{\pi}{4}$, $\varepsilon = \pi$, $2\pi$, $3\pi$.

**Figure 7** — (Color online) Density plot of transmission probability $T_{30}$ versus incident angle $\theta$ and distance $q_2$, with $n = 30$, $\varepsilon = \pi$, for (a): $V = 3\pi$, (b): $V = 5\pi$, (c): $V = 7\pi$.

**Figure 8** — (Color online) Density plot of transmission probability $T_{30}$ versus incident angle $\theta$ and distance $q_2$ with $n = 30$, $V = 5\pi$, for (a): $\varepsilon = 2\pi$, (b): $\varepsilon = 3\pi$, (c): $\varepsilon = 4\pi$. 
place at $\theta = 0$ and becomes large as long as the barrier height $V$ increases. Note that, existence of transmission gaps around $q_2$ for three values of $V$ is justified by bands intercalated by bad gaps at $q_2 = 2$, see Figure 6(a). Now by increasing $q_2$, one sees that the width of such band along $\theta$-direction decreases and becomes constant as well as there is apparition of the boosts one for $V = 5\pi$ and two for $V = 7\pi$. For $q_2 \geq 3/4$, the transmission band takes a form covering all incident angles with resonance peaks.

Figure 8 shows the density plot of transmission probability as function of the incident angle $\theta$ and distance $q_2$ with $n = 30$, $V = 5\pi$ and for three values of incident energy $\varepsilon = 2\pi$, $3\pi$, $4\pi$. We observe that around the normal incident angle $\theta = 0$ for all $q_2$ there is always total transmission. It is clearly seen that for $\varepsilon = m\pi$ there are $2m$ lateral bands and when $\varepsilon$ increases these bands tend towards $q_2 = 0$. For $m$ odd, when $q_2$ goes to zero, there is a total transmission even for non-null incident angle exhibiting Klein paradox.

![Figure 8](image)

**Figure 9** – (Color online) Density plot of transmission probability $T_{30}$ (a): versus incident energy $\varepsilon$ and potential $V$, with $q_2 = \frac{1}{2}$, $n = 30$, $\theta = \frac{\pi}{16}$, and (b): versus incident energy $\varepsilon$ and distance $q_2$, with $V = 4\pi$, $n = 30$, $k_yd = 1.2$.

In order to study the effect of the variation of potential $V$ on the transmission gaps, we show in Figure 9(a) the density plot of transmission probability as function of incident energy $\varepsilon$ and potential $V$. We observe that there are energy regions between the VDPs where the incident electrons can penetrate through the SSLGSL-3R easily, the electrons behave like particles in the free space almost unfettered. The width of transmission gaps located in VDPs increases as long as $V$ increases. We see that when $V$ is small, the transmission probability is one near VDPs and decreases gradually until transmission gap appeared. In Figure 9(b) we present the density plot of transmission probability $T_{30}$ for SGSL-3R versus incident energy $\varepsilon$ and distance $q_2$ with $n = 30$. We choose $V = 4\pi$ and $k_yd = 1.2$ to stay widely near ODP. When $q_2$ varies from 0 to 1, the system gradually changes from a SSLGSL-2R to a pristine graphene through SSLGSL-3R. The white regions located at $\varepsilon = \pi$, $2\pi$, are transmission gaps near VDPs. The white region located near the ODP where $\varepsilon = 0$, is the transmission gap near this point and has the width of $|2k_yd|$, i.e. when the system becomes pristine graphene. When $q_2$ increases, the width of transmission gaps decreases until its disappearance when the system becomes pristine graphene. When $q_2 \to 1$, the band structures contain only the ODP with a purely linear dispersion [24]. This is in perfect match with result presented in our previous work for band structures of SSLGSL-3R [24].
3 Conductance and Fano factor

With the transmission probability $T_n$, we can obtain the total conductance $G$ of the system at zero temperature according to the Landauer Büttiker formula [28]. According to our results, the corresponding ballistic conductance under zero temperature is given by

$$G = \frac{4e^2}{h} \int_{-E}^{E} T_n(E, k_y) \frac{dk_y}{2\pi / L_y}$$

$$= G_0 \int_{-\pi/2}^{\pi/2} T_n(\varepsilon, \theta) \cos \theta d\theta$$

(22)

(23)

where $L_y$ is the sample size along the $y$-direction, $\theta$ is the incident angle relative to the $x$-direction, $\theta = \arccos(k_{in}d/\varepsilon)$ and $G_0 = 2e^2\varepsilon L_y/(\pi h d)$ is the conductance unit. Also we consider the Fano factor [23], which can be written as

$$F = \frac{\int_{-\pi/2}^{\pi/2} T_n(1 - T_n) \cos \theta d\theta}{\int_{-\pi/2}^{\pi/2} T_n \cos \theta d\theta}.$$  

(24)

These results will be investigated numerically to underline our system behavior. In particular, we establish the relationship between two above quantities and the vertical Dirac points (VDPs).

![Figure 10](image)

**Figure 10** – (Color online) Conductance for SSLGSL-3R versus incident energy $\varepsilon$ with $q_2 = \frac{1}{3}$, $V = 1.5\pi$, and four numbers of elementary cells $n = 1, 10, 20, 30$.

Figure 10 presents the conductance for SSLGSL-3R as function of incident energy $\varepsilon$ with $q_2 = \frac{1}{3}$, $V = 1.5\pi$ and different values of elementary cells $n = 1, 10, 20, 30$. We observe that for one cell Figure 10(a), the conductance decreases from value 2 of the pristine graphene to a value just below 1 before the energy is equal to $\pi$ and starts after this value slightly oscillating. When $n$ increases...
the conductance shows minimums located near the levels of VDPs at energies \(k\pi, k \in \mathbb{N}^*\). In Figure 10(b) \((n = 10)\), the transmission has oscillations between the ODP \((\varepsilon = 0)\) and the first VDP \((\varepsilon = \pi)\), the first conductance minimum is exactly at the first VDP but the other minimums are close to the relative VDPs. As long as \(n\) increases \((10(c), 10(d))\), the conductance minimums are placed exactly at the VDPs levels and the oscillations decrease. We find that for \(n \geq 30\), the conductance takes a stable form and therefore we realize it is one corresponding to graphene superlattice. After the first VDP, the conductance varies between 1 and the predict minimums.

![Figure 10](image-url)

**Figure 10** – (Color online) Conductance for SSLGSL-3R versus incident energy \(\varepsilon\) for different values \(n = 1, 10, 20, 30\). For one cell 10(a), the conductance decreases from 1 to value just lower than 1/3 and starts to decrease again to value higher than 0. As long as the number \(n\) increases, the amplitudes and frequencies of oscillation decrease. Note that, for the range of energy \(\varepsilon < V\) the conductance remains less than 1/3. However, the Fano factor can exceed 1/3 (for energy \(\varepsilon = 2\pi\), which is in agreement with the result found in [27] for SSLGSL-2R.

Figure 11 shows the Fano factor versus incident energy \(\varepsilon\) with \(q_2 = \frac{1}{3}, V = 1.5\pi, n = 1, 10, 20, 30\). For one cell 11(a), the Fano factor increases from 0 to value just lower than 1/3 and starts to decrease again to value higher than 0. As long as the number \(n\) increases, more than one maximum of the Fano factor appear at \(\varepsilon = m\pi\) with \(m \in \mathbb{Z}\), as a result of the transmission gaps and conductance. We observe that the Fano factor oscillates intensively at low energy for \(n = 10, 20, 30\) and as long as \(n\) increases, the amplitudes and frequencies of oscillation decrease. Note that, for all incident energies \(\varepsilon < V\) the Fano factor does not exceed 1/3. However, the Fano factor can exceed 1/3 (for energy \(\varepsilon = 2\pi\)), which is in agreement with the result found in [27] for SSLGSL-2R.

Figure 12 shows the conductance \(G/G_0\) (red line, red frame ticks on left) and Fano factor \(F\) (blue line, blue frame ticks on right) as function of distance \(q_2\) of intermediate region with \(\varepsilon = \pi, 2\pi, 3\pi, 4\pi, V = 5\pi\) and \(n = 30\). Let us see what happens in the extreme cases when two critical values of \(q_2\) are inspected. Indeed, for \(q_2 = 0\) meaning that our system behaves as SLGSL-2R, we distinguish two interesting cases. Firstly when \(\varepsilon = \pi, 3\pi\) (odd values in \(\pi\)) according to Figures 12(a), 12(c) \(G/G_0\) is always in the interval \([1/2, 3/2]\) and \(F\) is less than 1/3. Secondly when \(\varepsilon = 2\pi, 4\pi\) (even values in \(\pi\)) Figures 12(b), 12(d) show that \(G/G_0\) is almost null and \(F\) is exactly equal 1/3. For \(q_2 = 1\) our system is now a pristine graphene, we observe that for all incident energies \(G/G_0 = 2\) and \(F = 0\),
which are quit normal because in such situation the transmission is total $T_{30} = 1$. Still now the cases where $q_2$ is in the range $0 < q_2 < 1$, which means our system is actually a SLGSL-3R. We can divide Figures 12(a) and 12(c), in four zones according to the range taken by $q_2$, which are separated by orange dashed vertical lines. We observe that $G/G_0 < 3/2$ and $F < 1/3$ in first zone, $G/G_0 \to 0$ and $F = 1/3$ in second zone, $G/G_0 < 3/2$ and $F > 1/3$ in third zone, $G/G_0 > 3/2$ and $F < 1/3$ in forth. However in Figures 12(b) and 12(d), the first zone is omitted because $\mathcal{V} = 5\pi$ does not coincide with the transmission bands intercalated alternately by gaps seeing in Figure 6(b).

Let us show the conductance and Fano factor for SSLGSL-3R versus incident energy $\varepsilon$ by choosing the case $q_2 = 3/4$ in Figure 13. We clearly observe that the minimum in the conductance $G/G_0$ at the vertical Dirac points is associated with a maximum in the Fano factor $F$. This result is in agreement with those obtained in literature [23,26,29].

![Figure 12](image12.png)

**Figure 12** – (Color online) Conductance (red color) and Fano factor (blue color) for SSLGSL-3R versus distance $q_2$ for different energies $\varepsilon = \pi, 2\pi, 3\pi, 4\pi$ with $\mathcal{V} = 5\pi$ and $n = 30$.
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**Figure 13** – (Color online) Conductance (a) and Fano factor (b) for SSLGSL-3R versus incident energy $\varepsilon$ with $\mathcal{V} = 5\pi$, $q_2 = \frac{3}{4}$.
4 Conclusion

Using the transfer matrix method and the Chebyshev polynomials of the second kind, we have investigated the transmission probability, ballistic conductance and Fano factor of electrons tunneling through the symmetrical single layer graphene superlattice with three regions (SSLGSL-3R). The corresponding elementary cell is composed of three successive regions of potential \((V, 0, -V)\), and characterized by three parameters \((V, d, q_2)\) where \(d\) is the elementary cell width and \(q_2\) is the width of second region. Explicit calculations showed that the three quantities are functions the physical parameters characterizing our system, which allow us to make derive interesting results and make different discussions.

Interesting numerical results concerning the SSLGSL-3R transmission probability, conductance and Fano factor have been reported. It was shown that the transmission probability density plot has the same behavior of electronic band structure for SSLGSL-3R with \(k_x \in [0, \frac{\pi}{2}]\). More than one transmission gap exists in the periodic potential structure. More transmission gaps can be obtained by increasing the number of elementary cells. The transmission gaps appear at \(\varepsilon = m\pi\) with \(m \in \mathbb{Z}\), which is the position of VDPs. For energies coinciding with band gaps in electronic band structure, Dirac fermions have zero transmission except for the first near the ODP where the transmission is zero up to the value \(\varepsilon = k_yd\). The part of the band structure, between zero and \(\varepsilon = k_yd\), corresponds to the bound states of Dirac fermions where transmission is zero. For potential \(V = m\pi\), in the interval \(0 \leq \varepsilon \leq V\), there is \(m\) transmission gap, which is exactly on side of the \(m\) VDPs.

By setting \(k_y = \varepsilon \sin \theta/d\), we show that when \(\theta\) increases the width of each transmission gap increases, the position of the center of each transmission gap is the position of the VDPs, and the adjacent transmission gaps are separated by \(\Delta \varepsilon = \pi\). For the energies of the band structures which are \(\varepsilon \leq \pi\), the superlattice behaves like a more refractive medium than that of the pristine graphene. For the energies \(\pi \leq \varepsilon \leq 2\pi\), the reflection is total from a critical angle corresponding to the boundary between the energy band and the first gap. Beyond the second VDP, we have emergence of other gaps at the level of each VDP with emergence of other angles that separate energy bands and gaps. We notice that the number of these angles is \(2m - 1\) angles between the \(m\) and \(m + 1\) VDPs.

Finally, the conductance and the Fano factor of the periodic potential structure with different values of number of elementary cells are also studied. It was shown that the minimums of conductance and maximums in Fano factor are located exactly at the positions of VDPs. At low energy, the conductance and Fano factor oscillate intensively and when the number of elementary cell \(n\) increases, the amplitudes and frequencies of oscillation decrease. In our case for \(n > 30\) the conductance takes a stable form attributed to the SSLGSL-3R. The physical parameter \(q_2\) is important to improve and control the conductance and the Fano Factor. We end up our study by choosing the \(q_2 = 3/4\) in order to determine the conductance and its Fano factor in SSLGSL-3R.
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5 Appendix

Given that $\Omega$ is a $2 \times 2$ matrix, it turns out that one can write its $n^{th}$ power in an elegant form involving the Chebyshev polynomials. Indeed, $\Omega^2$ can be expressed as
\[
\Omega^2 = \text{Tr}(\Omega)\Omega - \det(\Omega)\mathbb{I} = \text{Tr}(\Omega)\Omega - \mathbb{I}
\]
and generally for any integer $n$, we have
\[
\Omega^n = A_n\Omega + B_n\mathbb{I}
\]
where $A_n$ and $B_n$ are two coefficients of expansion. Pushing our iteration to the next order
\[
\Omega^{n+1} = A_{n+1}\Omega + B_{n+1}\mathbb{I}
\]
Multiplying (26) by $\Omega$ and using (25) to end up with
\[
A_{n+1} = \text{Tr}(\Omega)A_n - A_{n-1}, \quad A_n = -B_{n+1}
\]
which yields the three-term recurrence relations for the coefficient $A_n$. Next, we will establish a mathematical tools to interpret (28).

Let us now recall some interesting tools which concern the Chebyshev polynomials of the first kind [25]
\[
T_0(z) = 1, \quad T_1(z) = 2z, \quad T_{\eta+1}(z) = 2zT_{\eta}(z) - T_{\eta-1}(z), \quad \eta \geq 1
\]
as well as the second kind are defined
\[
U_0(z) = 1, \quad U_1(z) = z, \quad U_{\eta+1}(z) = 2zU_{\eta}(z) - U_{\eta-1}(z), \quad \eta \geq 1
\]
Using the above tools to show that coefficients $A_n$ are Chebyshev polynomials. Indeed, first we set the suitable variable $z$ from (30)
\[
z = \frac{1}{2}\text{Tr}(\Omega) = \cos(\vartheta)
\]
where $\vartheta$ is Bloch phase of the periodic system. Second to determine what kind of Chebyshev polynomials, we calculate $A_0(z)$ and $A_1(z)$, then comparing (26) for $n = 2$ and (25) to write
\[
A_2 = \text{Tr}(\Omega) = 2z, \quad B_2 = -\det(\Omega) = -1
\]
From (25), (26) and (28), we obtain
\[
A_1 = 1, \quad A_0 = -B_1 = 0.
\]
Combining all to write
\[
A_0(\vartheta) = U_{-1}(\vartheta) = 0, \quad A_1(\vartheta) = U_0(\vartheta) = 1, \quad A_2(\vartheta) = U_1(\vartheta) = 2z
\]
showing that $A_n$ is the Chebyshev polynomial of second kind $A_n(\vartheta) = U_{n-1}(\vartheta)$. From (28) and (26) we find
\[
\Omega^n = U_{n-1}(\vartheta)\Omega - U_{n-2}(\vartheta)\mathbb{I}
\]
where $U_n(\vartheta)$ is fixed by
\[
U_n(\vartheta) = \frac{\sin((n+1)\vartheta)}{\sin \vartheta}.
\]
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