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\textbf{A B S T R A C T}

Throughout the nervous system, ion gradients drive fundamental processes. Yet, the roles of interstitial ions in brain functioning is largely forgotten. Emerging literature is now revitalizing this area of neuroscience by showing that interstitial cations (K\textsuperscript{+}, Ca\textsuperscript{2+} and Mg\textsuperscript{2+}) are not static quantities but change dynamically across states such as sleep and locomotion. In turn, these state-dependent changes are capable of sculpting neuronal activity; for example, changing the local interstitial ion composition in the cortex is sufficient for modulating state-dependent changes are capable of sculpting neuronal activity; for example, changing the local interstitial ion composition in the cortex is sufficient for modulating the state-dependentneuronal activity in disease models disappear when interstitial K\textsuperscript{+} is normalized. Here we provide an overview of the roles of interstitial ions in physiology and pathology. We propose the brain uses interstitial ion signaling as a global mechanism to coordinate its complex activity patterns, and ion homeostasis failure contributes to central nervous system diseases affecting cognitive functions and behavior.

1. Introduction

Ion gradients across plasma and organelle membranes are indispensable to cellular life and form the foundation for the physiology of excitable cells throughout the body. All cellular elements in the central nervous system (CNS) are exposed to the interstitial milieu, and the prevailing plasma membrane ion gradients drive vital functions including action potential firing, transmitter release, and synaptic transmission. Moreover, ion gradients provide an energy reservoir pivotal for cellular homeostasis and for driving uptake of energy metabolites and other essential solutes such as amino acids. In other words, brain function and ion gradients are inseparable.

A vast historical literature documents that the concentrations of certain cation species (potassium: K\textsuperscript{+}, calcium: Ca\textsuperscript{2+} and magnesium: Mg\textsuperscript{2+}) in the interstitial environment dynamically relate to neuronal excitability and activity (Aitken and Somjen, 1986; Baylor and Nicholls, 1969; Dingledine and Somjen, 1981; Heinemann et al., 1990, 1986, et al., 1987; Poolos and Kocsis, 1990; Singer et al., 1976; Somjen, 1980; Nicholson, 1978; Krnjević et al., 1982; Nicholson et al., 1978; Poolos and Kocsis, 1990; Rausche et al., 2003; Shih et al., 2013; Somjen and Müller, 2000; Tong et al., 2014; Utzschneider et al., 1992). Still, changes in the milieu of interstitial ions are not traditionally considered to be an integral part of neuronal signaling, circuit activity and global brain states, but rather a byproduct of neuronal activity. The persistence of this notion seems surprising, as even small changes in interstitial ion concentrations strongly affect the membrane potential (Fig. 1A), transmitter release, and excitability (Balestriño et al., 1986; Brocard et al., 2013; Egelman and Montague, 1999; Hablitz and Lundervold, 1981; Kamiya and Zucker, 1994; Matyushkin et al., 1995; Poolos and Kocsis, 1990; Rausche et al., 2003; Shih et al., 2013; Somjen and Müller, 2000; Tong et al., 2014; Utzschneider et al., 1992). In fact, the current convention is to consider the effects of channelopathies on neuronal membrane properties in isolation, disregarding their potential role on the interstitial ion environment (Bean, 2007).

Yet, an emerging literature is challenging the view that interstitial ion changes are merely epiphenomenal; for example, ion changes have been causally implicated in the generation of rhythmic locomotor activity in the spinal cord (Brocard et al., 2013), in the sleep-wake cycle (Ding et al., 2016; Rasmussen et al., 2017), and in neuronal oscillations
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at various timescales (Bazhenov et al., 2004; Krishnan et al., 2018; Wang et al., 2012a, 2012b). Concurrently, multiple lines of new evidence point to dysregulation of interstitial ions playing a central role in the pathogenesis of a number of CNS diseases. For example, down-regulating of the astrocytic $K^+$ channel, Kir4.1, occurs in a broad range of neurodegenerative diseases, including Huntington’s disease, amyotrophic lateral sclerosis, and multiple sclerosis (Benraiss et al., 2016; Kelley et al., 2018; Srivastava et al., 2012; Tong et al., 2014). This downregulation causes elevated interstitial $K^+$ levels and abnormal neuronal activity (Tong et al., 2014). Recent work has also shown that disruption of the Kir4.1 channel in the lateral habenula, and the consequent abnormal $K^+$ buffering, was linked to the development of depression-like symptoms in experimental animals (Cui et al., 2018).

Excellent review articles have discussed the consequences of acute pathological events in the CNS on interstitial ion concentrations (de Baaij et al., 2015; Fröhlich et al., 2008; Heinemann et al., 1986; Raimondo et al., 2015; Somjen, 2004, 2002). Furthermore, important work has previously summarized the effects of changes in interstitial ions and their role on neuronal activity (Nicholson, 1979; Sykova, 1992), but there is no comprehensive review summarizing the most recent literature on the role of interstitial ions in normal brain physiology and brain state-dependent neuronal activity. Here we begin by considering how the prevailing interstitial concentrations of $K^+$, $Ca^{2+}$, $Cl^-$, and $Mg^{2+}$ change in the brain under different conditions and states, and how this in turn affects neurons and their firing mode. Next, we review current work implicating interstitial ions in controlling global brain states and state-dependent neuronal activity. These observations will serve as a basis for a discussion of emerging evidence implicating dysregulation of $K^+$ in the development of several chronic CNS diseases. We conclude by outlining current experimental challenges to be overcome, and also propose key questions in the field that may be testable in the near future. Our overall synthesis suggests that concerted changes in interstitial ions should not be considered merely epiphenomena of neuronal activity, but instead constitute an integrated mechanism for regulating brain state-dependent neuronal activity. We contend that interstitial ion changes may be a simple, yet powerful, non-neuronal principle allowing the brain to globally control activity over longer timescales in diverse phenomena, notably across arousal states. We predict that disturbances in interstitial ion signaling will emerge as a common feature in diseases affecting mental states, including neurodegenerative and psychiatric diseases (Dietz et al., 2019).

2. Interstitial ions dynamically change and can regulate neuronal activity

2.1. Interstitial $K^+$ strongly regulates neuronal activity

The brain tightly controls $[K^+]_o$ within a range normally between 2.7 and 5 mM (Ding et al., 2016; Hansen, 1985; Monai et al., 2019; Nicholson, 1979; Rasmussen et al., 2019; Somjen, 2004, 2002; Sykova, 1992). Changes in brain activity associate with alterations in $[K^+]_o$ (Ding et al., 2016; Lux, 1974; Lux and Neher, 1973; Octeau et al., 2019; Rasmussen et al., 2019) (Fig. 1B and Table 1); a single action potential transiently induces a local increase in $[K^+]_o$ of 0.01–0.02 mM (Dietzel et al., 1988; Sykova et al., 1974). Local electrical and physiological sensory stimulation can increase $[K^+]_o$ in the CNS by 0.05–2 mM, with complex paradigms such as painful tactile stimulation and rhythmic flexion of the knee joint driving increases of 1.7–2 mM (Table 1). Similarly, behavioral state transitions from sleep to awake, and from quiet to active wakefulness, associate with a 0.4–0.55 mM and 0.5–1 mM cortical $[K^+]_o$ increase, respectively (Ding et al., 2016; Rasmussen et al., 2019).
Stimulation and state-induced changes in interstitial ions alter neuronal activity. Representative changes in $[K^+]_o$ and $[Ca^{2+}]_o$ from a selection of studies demonstrating shifts in ions resulting from sensory stimulation, electrical stimulation (‘Stim.’), seizure induction, ischemia, spreading depression, brain state changes, and other manipulations. For studies that directly manipulated interstitial ion concentrations, the reported functional effect is noted. Abbreviations: ACSF: artificial cerebrospinal fluid; Cb: Cerebellum; Ctx: Cortex; HC: Hippocampus; I/O: input-output; MRF: Mesencephalic reticular formation; SC: Spinal cord; SCtx: Somatosensory cortex; Str: Striatum; VCtx: Visual cortex. ‘*’ indicates a study utilizing unanesthetized (awake or asleep) animals – all other in vivo studies were conducted under anesthesia. ‘(ACSF)’ indicates the reported concentration of an ion in the bath solution – not a true baseline value within the tissue.

| Model | Region(s) | Baseline (mM) | Stimulation | $\Delta$ (mM) | Functional Change |
|-------|-----------|---------------|-------------|--------------|------------------|
| Rasmussen et al., 2019 | Ctx slice | 3.5 (ACSF) | Orthodontic stim. | ↑ 0.02-0.27 | |
| Branston et al., 1977 | Ctx | 5.7 | Ischemia | ↑ – 25-75 | |
| Bättig et al., 1986 | HC slice | 3.5 (ACSF) | $\Delta$ ACSF $K^+$ | ↑ 1.5 | |
| Brocard et al., 2013 | Isolated SC | 4 (ACSF) | NMDA/serotonin | ↑ 1.5-2.1 | |
| Ding et al., 2016* | Ctx slice | 2.8 | Neurromodulator cocktail | ↑ 0.43 | |
| | Ctx | 3.7 (sleep) | Natural awakening | ↑ 0.40 | |
| | | | Awake to isoflurane | ↓ 0.37 | |
| | | | Forepaw brushing | ↑ 0.4-0.7 | |
| Harris et al., 1981 | Ctx | 3.95 | Ischemia | ↑ 0.25-65 | |
| Heimann et al., 1977 | SC | 2.7-3.2 | Seizures | ↑ 0.5-4 | |
| Heinemann et al., 1990 | SC | 2.7-3.0 | Nerve stim. | ↑ 0.6 | |
| Heinemann et al., 2019* | Ctx slice | 3.8 | Forepaw brushing | ↓ 0.4-0.7 | |
| Lewis and Schuette, 1975 | HC | 4-5 | Stim. 40 Hz, 2 s | ↑ 5-6 | |
| Lux and Neher, 1976 | Ctx | 2.5-4 | Stim. (varied) | ↑ 0.1-15 | |
| Nicholson et al., 1978 | Ctx | 3 | Stim. 5 Hz, 30 s | ↑ 1 | |
| Octeau et al., 2019* | Ctx slice and Str | 3 | Astrocytic channel-rhodopsin | ↑ 0.4 | |
| Poelos et al., 1987 | HC slice | 3 | Stim. 10-80 Hz, 1 s | ↑ 4 | |
| Rasmussen et al., 2019* | SCtx, MCCtx | 3.5-3.7 | Quiet wakefulness | ↑ 0.5-0.7 | |
| Singer et al., 1976 | VCtx | | MRF stim. | ↑ 1.5-2.0 | |
| Syková et al., 1974 | MRF | – 3 | Spontaneous bursts | ↑ 0.02-0.2 | |
| Tong et al., 2014 | WT Mouse R6/2 Mouse | 1.5 2.9 | AA9/5 Kir4.1 in R6/2 mice | ↑ 1 | |
| Utschneider et al., 1992 | Excised dorsal root ganglion | 3 (ACSF) | Stim. 1 Hz, 10 s | no effect | |
| | | | Stim. 5 Hz, 10 s | ↑ 0.5 | |
| | | | Stim. 30 Hz, 10 s | ↑ 1.2 | |
| | | | Stim. 50 Hz, 10 s | ↑ 2.20 | |
| Wang et al., 2012a, 2012b | HC/Cb slice Ctx | 3.8 – 3.9 | Acetylcholine-induced astrocytic $Ca^{2+}$ waves | ↓ 0.2-0.5 | |
| Huchzermeyer et al., 2008; Kann et al., 2011 | HC slice | 3 (ACSF) | 10 μM acetylcholine | ↑ 0.4 | |
| | | | Stim. 20 Hz, 10 s | ↑ 1.5-2 | |
| Brocard et al., 2013 | Isolated SC | 1.2 | NMDA/serotonin | ↓ 0.26-0.36 | |
| Ding et al., 2016* | Ctx | 1.36 (sleep) | Natural awakening | ↓ 0.13 | |
| Dingleidin and Somjen, 1981 | HC slice | 1.2 | Isoflurane | ↑ 0.26 | |
| Heimann et al., 1977 | SCtx | 1.2-1.5 | $\Delta$ [Ca$^{2+}$] | ↑ 0.1 | |
| Kraig and Nicholson, 1978 | Ctx | 2.2 | Spreading depression | ↓ 0.7 | |
| Massimini and Amzica, 2001 | Ctx | 1.04 | Slow-wave oscillations | Peak: 1.18 Trough: 0.95 | |
| Nicholson et al., 1978 | Ctx | 1.2 | Stim. 5 Hz, 30 s | ↑ 0.3 | |
| Xiong et al., 1997 | Ctx | 1.5 (ACSF) | $\Delta$ ACSF | ↑ 0.5 | |
| Zanotto and Heinemann, 1983 | Ctx slice | 1.6 (ACSF) | Stim. 15 Hz, 10 s | ↑ 0.5 | |

In pathological states, such as seizures, or during strong electrical stimulation, $[K^+]_o$, readily increases by as much as 9–12 mM above baseline levels (Heimann and Lux, 1977; Poelos et al., 1987; Poelos and Koescs, 1990; Singer et al., 1976; Utschneider et al., 1992). Finally, during the extreme conditions of mass neuronal depolarization, seen only in pathologic energy failure of ischemia and cortical spreading depression, $[K^+]_o$ can increase to as high as 55–85 mM, as all ionic gradients collapse (Heimann and Lux, 1977; Somjen, 2002).

Clearly, changes in neuronal activity are strongly correlated to $[K^+]_o$ changes, but how may $[K^+]_o$ in turn influence neuronal activity? Increases in $[K^+]_o$ weakens the outward $K^+$ driving force across the plasma membrane, resulting in a less negative $K^+$ equilibrium potential and a consequent depolarization of the neuronal membrane potential (Fig. 2A). This $[K^+]_o$-driven depolarization reduces the threshold of synaptic barrage necessary for eliciting action potentials by reducing the distance to spike threshold, thus increasing excitability (Rasmussen et al., 2019; Tong et al., 2014) (Fig. 2A, B). Though neurons exhibit smaller changes in the membrane potential than would be predicted by the theoretical Nernst equation (Somjen, 2002), even subtle $[K^+]_o$ increases of 0.5–1.5 mM are capable of depolarizing neurons by ~5 mV (Pan and Stringer, 1997; Rasmussen et al., 2019; Tong et al., 2014), which in turn can have profound effects on neuronal activity, especially...
inward-directed K+ currents and increases in regulatory inward-rectifying K+ currents (middle). (B) When [K+]o is increased from 3.5 to 5 mM (middle) the depolarized membrane potential may enable increased activation of voltage-gated Ca2+ channels (Cav), triggering higher levels of released glutamate. If [K+]o increases further, up to a level of roughly 9 mM, this depolarizes the membrane potential at a level that does not allow the Na+ channels to reach their closed state, but rather locks them in their inactive state, leading to gradually fewer action potentials being fired, and as a result lower levels of glutamate being released.

...
stimulation or in pathological states, such as epileptic seizures, cortical spreading depression or ischemia, \( [Ca^{2+}]_o \) can decrease by 0.4–1.0 mM to as low as 0.06 mM (Amzica et al., 2002; Heinemann et al., 1986, 1977; Kraig and Nicholson, 1978; Knjajić et al., 1982; Nicholson et al., 1978, 1977; Somjen, 1980; Zanotto and Heinemann, 1983)(Fig. 1B).

In turn, changes in \( [Ca^{2+}]_o \) can alter neuronal activity through bi-valent excitatory and inhibitory mechanisms: Increases in \( [Ca^{2+}]_o \) generally dampen neuronal excitability while decreases usually excite neurons. Several explanations for this seemingly paradoxical effect have been suggested. First, many ion channels, including voltage-gated \( Na^+ \), \( K^+ \), and \( Ca^{2+} \) channels, contain exposed, negatively charged residues within their extracellular domains. These charges locally offset the membrane potential, resulting in a more depolarized effective potential across the channel (Fig. 3). Interactions of interstitial cations with these anionic residues neutralize the charge through surface charge screening (Frankenhaeuser and Hodgkin, 1957; Hille et al., 1975; Somjen, 2004). In this process, interstitial \( Ca^{2+} \) ions cluster alongside negatively charged residues on the extracellular domains of voltage-gated ion channels, thus increasing the effective polarization across that channel. This charge screening hyperpolarizes the effective membrane potential, and modulates the kinetics and activity of the ion channels (Madeja, 2000). As a result, decreasing \( [Ca^{2+}]_o \) can result in net depolarization of the membrane potential (Fig. 3). In addition, reductions in \( [Ca^{2+}]_o \) can activate none-selective cation channels located on the soma or axon terminals, causing depolarization (Smith et al., 2004; Xiong et al., 1997). Complementing these inhibitory effects, increases in \( [Ca^{2+}]_o \) can be excitatory. Intraxonal \( Ca^{2+} \) influx through voltage-gated \( Ca^{2+} \) channels is required for docking and fusion of neurotransmitter-filled vesicles (Eggermann et al., 2012; Südhof, 2013). It is thus well known that \( [Ca^{2+}]_o \) modulates the probability of neurotransmitter release (Borst, 2010; Ohana and Sakmann, 1998). Within the physiological range of 0.8–1.2 mM, decreasing \( [Ca^{2+}]_o \) reduces the driving force for \( Ca^{2+} \) entry into the terminals, resulting in increased rates of synaptic failure, reduced neurotransmitter release, and weakened postsynaptic potentials (Balestrino et al., 1986; Dingledine and Somjen, 1981; Egelman and Montague, 1999; Kamiya and Zucker, 1994; Rusakov and Fine, 2003; Somjen and Müller, 2000) (Fig. 3).

\( [Ca^{2+}]_o \) has profound effects on neuronal properties, including the membrane potential and synaptic transmission. However, it is worth pointing out here that much of our current knowledge on \( [Ca^{2+}]_o \) in the brain stems from studies with \( Ca^{2+} \)-sensitive microelectrodes. While...
early studies proposed that only large-amplitude, synchronous neuronal activity can elicit changes in [Ca^{2+}]_o. More recent work has suggested that under normal conditions there may be transient (< 1 s) [Ca^{2+}]_o decreases which are spatially confined to the synaptic cleft (Borst and Sakmann, 1999; Cohen and Fields, 2004; Egelman and Montague, 1999; Vassilev et al., 1997). Ca^{2+}-sensitive microelectrodes cannot track changes at this temporal or spatial resolution due to properties of the available Ca^{2+} ionophores. It should here be noted that Ca^{2+}-sensitive microelectrodes have been produced with faster detection kinetics (Pumain et al., 1983) but, due to technical difficulties in production, this method was never widely used. Thus, as more sensitive and easy-to-use techniques for measuring [Ca^{2+}]_o emerge, we expect that a multitude of processes shaping local and global [Ca^{2+}]_o shall prove to be involved in regulating neuronal activity at all timescales.

2.3. Interstitial Mg^{2+} gates synaptic plasticity and sculpts neuronal activity

In the brain, [Mg^{2+}]_o is maintained at levels of 0.7–1.3 mM (Ames et al., 1964; Bradbury et al., 1968; Ding et al., 2016; Hansen, 1985; Sun et al., 2009). Despite the known importance of Mg^{2+} for normal brain function (Kirkland et al., 2018), it has yet to be sufficiently established whether changes in neural activity are directly related to changes in [Mg^{2+}]_o. It is, however, known that [Mg^{2+}]_o tracks circadian rhythms and changes in a range of phylogenetically diverse organisms (Bijak, 1989; Feeney et al., 2016; Suomalainen, 1938). Elevations of brain Mg^{2+} leads to improved learning abilities, working memory, and short- and long-term memory in rats (Slutsky et al., 2010), all possibly mediated by the positive effect of Mg^{2+} on sleep quality (Nielsen and Johnson, 2010). Notably, it was recently shown that [Mg^{2+}]_o changes as a function of the sleep-wake cycle, with increases of 0.1–0.2 mM upon entering natural sleep or anesthesia (Ding et al., 2016). It is possible that, rather than having a simpler relation to local neuronal activity, [Mg^{2+}]_o changes on a much longer timescale, potentially regulated by blood-brain-barrier permeability changes across circadian rhythms and the sleep-wake cycle (Cuddapah et al., 2019; Ding et al., 2016; Feeney et al., 2016; Zhang et al., 2018).

[Mg^{2+}]_o has a broadly inhibitory impact on neuronal activity (Furukawa et al., 2009; Kelly et al., 1969; Smith et al., 1989). For example, when [Mg^{2+}]_o is lowered from 1.2 to 0.8 mM in-vitro, synaptic responses increase in the isolated spinal cord (Czeh and Somjen, 1989), while conversely the firing rate of cultured hippocampal neurons is drastically reduced by increasing [Mg^{2+}]_o from 0.8 to 3.8 mM (Penn et al., 2016). The most studied role of [Mg^{2+}]_o in the CNS concerns its ability to inhibit hyperpolarizing K+ currents giving [Mg^{2+}]_o a more complex role (Tetrault et al., 1996). While it is clear that [Mg^{2+}]_o is a powerful regulator of neuronal activity and synaptic transmission, whether dynamic changes in [Mg^{2+}]_o contribute to altered neural circuit function and brain state-dependent activity is largely unexplored.

One reason for this is the lack of effective tools for measuring [Mg^{2+}]_o. Levels in-vivo Mg^{2+}-sensitive microelectrodes are far from selective (Ding et al., 2016) and neither chemical nor genetic Mg^{2+}-sensitive fluorescent probes exist. If this technical limitation were overcome, many as yet unsolved questions about local and global dynamics of [Mg^{2+}]_o would undoubtedly be answered.

3. Interstitial ions are capable of regulating the firing regime of neurons

So far, we have summarized how interstitial ion concentrations change as a function of brain activity, and how individual ion species in turn modulate and shape neuronal activity in various ways. One of the purposes of this review is to explain how interstitial ions are involved in regulating brain state-dependent neuronal activity. Each brain state has characteristic patterns of neuronal network oscillations in many brain areas, which can be measured electrophysiologically by means of electroencephalography (EEG) (Berger, 1931) or the local field potential (LFP) (Buzsáki et al., 2012; Gervasoni et al., 2004). The frequency of these oscillations covers more than three orders of magnitude, from slow and intermediate oscillations in the delta (0.5–4 Hz), theta (3–8 Hz) and beta (13–30 Hz) ranges to fast oscillations in the gamma (30–90 Hz) and ultrastart (90–200 Hz) ranges (Bartos et al., 2007; Buzsáki and Draguhn, 2004; Uhlhaas and Singer, 2010). By obtaining EEG or LFP measurements, while humans or animals transition between different brain states, we now have a very well-defined characterization of how distinct neuronal oscillations change as a function of state. For example, the shift from sleep to awake is associated with a marked suppression of delta oscillations (Berger, 1931; Harris and Thiele, 2011; Kryger et al., 2017; Lee and Dan, 2012; Steriade et al., 2001), while gamma oscillations are prominently enhanced when animals transition from quiet to active wakefulness (Crochet and Petersen, 2006; Harris and Thiele, 2011; McGinley et al., 2015b; Poulet and Crochet, 2019; Poulet and Petersen, 2008), or during attentional processing (Gregoriou et al., 2015, 2014, 2009). Neuronal oscillations emerge from the concert activity of ensembles of neurons, and numerous studies have established a strong link between such oscillations and the activity of individual neurons. For example, during periods of slow-wave sleep, regular burst firing is prevalent among cortical neurons, whereas during waking, the activity is generally dominated by irregular trains of action potentials (Domich et al., 1986; Everts, 1964; Hirsch et al., 1983; Livingstone and Hubel, 1981; Steriade et al., 2001, 1993b, 1986).

Hence, to understand how interstitial ions might be involved in regulating brain state-dependent neuronal activity and network oscillations, we need first to consider how ions regulate the firing pattern of individual neurons.

3.1. Neurons fire action potentials in two characteristic modes: Tonic and burst

Neurons in the thalamus (Hirsch et al., 1983; Jahnsen and Llinás, 1984; Livingstone and Hubel, 1981; Steriade et al., 1986) and cortex (Everts, 1964; McCormick et al., 1985; Steriade et al., 2001, 1993a) exhibit tonic and burst firing. In tonic firing, the membrane potential returns to baseline between each of a series of action potentials without silent periods, whilst in burst firing, neurons fire multiple action potentials in rapid succession during a period of membrane potential depolarization, followed by a silent period (Murray Sherman, 2001). A neuron must possess depolarizing mechanisms capable of raising and holding the membrane potential at a lasting upstate in order to burst, i.e. it must be able to support multiple action potentials in rapid sequence. This depolarization must in turn enhance opposing
hyperpolarizing mechanisms to pull the membrane potential back into the downstate. Lastly, there must be depolarizing mechanisms which are activated by this hyperpolarization, to drive the membrane potential out of the downstate and into the next upstate. The transition between tonic and burst firing is determined by the precise activation pattern of several types of ion channels (Kadala et al., 2015; Murray Sherman, 2001). Hence, shifting ion gradients due to changes in interstitial ions can powerfully regulate the firing mode of individual neurons.

### 3.2. Interstitial K⁺ regulates burst and tonic firing modes

A large body of evidence has documented the ability of [K⁺]o to regulate the firing of neurons. Increasing [K⁺]o above 7 mM in a wide range of preparations and experimental models is sufficient to drive the transition from tonic to burst firing (Bazhenov et al., 2004; Fröhlich et al., 2008; Jensen et al., 1994; Korn et al., 1987; Pan and Stringer, 1997; Rybak et al., 2003). However, many of these studies were performed in brain slices and focused on the role of [K⁺]o in epilepsy and seizure generation, which is associated with elevated [K⁺]o levels. A [K⁺]o of 7 mM certainly exceeds what is usually measured in-vivo under physiological conditions (Ding et al., 2016; Hansen, 1985; Monai et al., 2019; Rasmussen et al., 2019; Somjen, 2004) (Fig. 1B and Table 1). However, a number of experimental and theoretical studies have explored the effects of changing [K⁺]o within the normal physiological range. For example, when increasing [K⁺]o from 4 to 6 mM, a higher proportion of cells in a locomotor-related network of the isolated spinal cord of neonatal mice generated burst firing (Brocard et al., 2013). Corroborating this, theoretical modeling has shown that simulated neurons are in a tonic firing mode when [K⁺]o is 4.85 mM, occupy a bistable state with coexistent tonic and burst firing when [K⁺]o is between 5.45 and 6.35 mM, and stably burst fire when [K⁺]o exceeds 6.35 mM (Fröhlich et al., 2006). Another modeling study explored the role of [K⁺]o at lower levels, similar to the concentrations measured in-vivo across the sleep-wake cycle (Ding et al., 2016). Here the authors found that when [K⁺]o was 3.9 mM, the simulated neuron was in a stable burst firing mode with highly rhythmic and repeatedly occurring up- and downstates, with a strong prevalence of delta oscillation in the membrane potential (Rasmussen et al., 2017). Increasing [K⁺]o to 4.4 mM slightly depolarized the membrane potential and elicited a chaotic activity state with burst firing periods occurring at irregular intervals and for variable durations, and this correlated with a marked suppression of delta oscillations. Further increasing [K⁺]o to 4.9 mM elicited a tonic membrane potential depolarization and transition to a stable tonic firing mode, associated with a further suppression of delta oscillations and a notable increase in gamma oscillations (Rasmussen et al., 2017) (Fig. 4). Finally, a recent study implicated lowered [K⁺]o levels in observations of enhanced burst firing in the lateral habenula (Cui et al., 2018): decreasing [K⁺]o caused hyperpolarization of the membrane potential, which in turn drove the transition from tonic to burst firing. Altogether, the impact of changes in [K⁺]o is evidently somewhat complex, and whether a given change in [K⁺]o associates with tonic or burst firing seems to depend on the absolute [K⁺]o. However, within the physiologically-relevant range of 2.7–5 mM, it appears that an increase in [K⁺]o is often associated with the emergence of tonic firing, whilst a decrease in [K⁺]o may be more likely to facilitate burst firing. This bivalent effect could be mediated by a direct membrane potential depolarizing effect and a reduction in outward K⁺ currents with increasing [K⁺]o levels (Fig. 2A). However, it should be emphasized that this conclusion is without doubt too simplistic, and future in-vivo studies are needed in order to determine the exact effect of [K⁺]o changes on the firing patterns in different neuronal cell types, in different layers, in different brain regions, and under different behavioral scenarios.

### 3.3. Interstitial Ca²⁺ regulates burst and tonic firing

That [Ca²⁺]o regulates neuronal firing is well known to all electrophysiologists, as [Ca²⁺]o is routinely modified in experimental settings to suppress activity during brain slice preparation, or to enhance synaptic transmission and plasticity. Corroborating this concept, recent studies have explored the effects of changing [Ca²⁺]o on the firing of individual neurons and neuronal assemblies. Earlier work demonstrated that increasing [Ca²⁺]o from 1 to 5 mM caused thalamic neurons to switch from tonic to burst firing in-vitro (Formenti et al., 2001). More recently, decreasing [Ca²⁺]o from 1 to 0.1 mM in simulations elicited a pronounced change from regular burst firing, with rhythmic periods of up- and downstates, to chaotic firing with long periods of tonic firing interleaved with occasional downstates (Rasmussen et al., 2017). In the same work, decreasing [Ca²⁺]o from 1.2 to 1.05 mM, while also decreasing [Mg²⁺]o, and increasing [K⁺]o, was sufficient to invoke the transition from burst to tonic firing (Fig. 4). Similarly, simulations using a reconstructed cortical microcircuit showed that lowering [Ca²⁺]o from 2 to 1.3 mM triggered the switch from burst-like to tonic-like firing, with a shift in the activity across neurons from synchronous to asynchronous (Markram et al., 2015); even slight reductions from 1.4 to 1.25 mM, which are well within the physiological range (Hansen, 1985; Somjen, 2004) (Fig. 1B and Table 1), triggered this transition (Markram et al., 2015). Comparable findings were recently obtained, showing that decreasing [Ca²⁺]o from 1.35 to 1.2 mM caused neuronal activity to transition from a state of regular, burst-like firing to a state of irregular, tonic-like firing, and this transition was further characterized by a shift from a supercritical to a subcritical state (Nolte et al., 2019). Collectively, these data seem to suggest that within the physiological range, higher [Ca²⁺]o associate with burst firing and periods of synchrony, while lower [Ca²⁺]o associate with tonic firing and desynchronous activity (Markram et al., 2015; Newton et al., 2019). However, it should be noted that there is experimental evidence for [Ca²⁺]o having opposing effects on tonic and burst firing: When [Ca²⁺]o was lowered from 1.2 to 0.9 mM, neurons in a locomotor-related network within the isolated spinal cord of neonatal mice showed increased proportions in the bursting mode (Brocard et al., 2013). It is still unknown whether this discrepancy reflects fundamental differences between how interstitial cations regulate neuronal firing in the telencephalon versus the spinal cord or reflects developmental differences or other factors. However, it appears reasonable to conclude that changes in [Ca²⁺]o over the range encountered in-vivo can have profound and causal effects on the firing pattern of neurons. These effects are likely brought about when decreases in [Ca²⁺]o cause membrane potential depolarization (Fig. 3C) along with reduced activity of Ca²⁺-activated outward K⁺ currents.

### 3.4. Interstitial Mg²⁺ may regulate burst and tonic firing modes

Although less studied than [K⁺]o and [Ca²⁺]o, there is evidence that [Mg²⁺]o can modulate the firing of neurons. Lowering [Mg²⁺]o in slice preparations is commonly used as a model to elicit and study epileptiform activity. Numerous studies have thus employed artificial cerebrospinal fluid containing 0 mM Mg²⁺ for triggering burst-like epileptiform activity (Golomb et al., 2006; Mody et al., 1987; Petersen et al., 2017; Robinson et al., 1993). However, in the brain, [Mg²⁺]o is usually within the range of 0.7–1.3 mM (Ames et al., 1964; Bradbury et al., 1968; Ding et al., 2016; Hansen, 1985; Sun et al., 2009). Unfortunately, few studies have explored the effects of more subtle changes in [Mg²⁺]o alone on the firing pattern of neurons. One modeling study testing the effect of changing [Mg²⁺]o from 0.7 to 0.6 mM reported no notable change in the firing mode of individual neurons (Rasmussen et al., 2017), although when this decrease was combined with increased [K⁺]o and decreased [Ca²⁺]o, it elicited a transition from burst to tonic firing (Fig. 4). However, this effect seemed to be more driven by the changes in [K⁺]o and [Ca²⁺]o, rather than [Mg²⁺]o.
per se (Rasmussen et al., 2017). Another modeling study testing more extreme \([\text{Mg}^{2+}]_o\) changes in the range of 0.5–3.5 mM showed that burst firing in dopaminergic neurons was stronger at high \([\text{Mg}^{2+}]_o\) (Oster et al., 2015). In accord, work in cortical slices showed that increasing \([\text{Mg}^{2+}]_o\) from 1.3 to 10 mM maintained spontaneously bursting neurons in the bursting state (Wenger Combremont et al., 2016), suggesting that \([\text{Mg}^{2+}]_o\) in this range may indeed support the emergence of burst firing. Together, it seems clear that altering \([\text{Mg}^{2+}]_o\) can influence the firing of neurons. While a large body of evidence suggests that pathological epileptiform activity can be elicited by removing or dramatically reducing \([\text{Mg}^{2+}]_o\) from the interstitial milieu, it is not yet sufficiently established if and how more subtle and physiologically relevant changes in \([\text{Mg}^{2+}]_o\) may contribute to the firing mode of neurons. Although the currently available, albeit sparse, data generally seem to suggest that increasing \([\text{Mg}^{2+}]_o\) supports burst firing, further studies are needed to clarify this issue. This could be driven by the membrane potential hyperpolarizing effect of increasing \([\text{Mg}^{2+}]_o\), due to factors such as surface-charge screening and reduced NMDA receptor activation, similar to \([\text{Ca}^{2+}]_o\), (Fig. 3). Alternately, \([\text{Mg}^{2+}]_o\), within the normal physiological range might be more involved in stabilizing overall neuronal activity levels and gating long-term synaptic plasticity, rather than regulating the temporal firing pattern of individual neurons.

3.5. Intermittent pH changes as a function of neuronal activity and state

Outside of the principle interstitial ions, other important factors to consider is interstitial pH (pH$_i$) and interstitial space volume. In the brain, pH$_i$ is regulated by a combination of transmembrane solute fluxes and chemical buffering in the interstitium (for an in-depth review of brain pH see Chessler 2003). Homeostatic mechanisms tightly regulate pH$_i$, maintaining a proton (H$^+$) concentration equivalent to a mean pH of 7.3 in brain interstitial fluids (Cragg et al., 1977; Javaheri et al., 1983; Kraig et al., 1983), thus roughly 0.1–0.2 pH units below arterial levels. This environment is principally regulated by the blood-brain-barrier being impermeable to metabolic acids and bases, while remaining permeable to lipophilic CO$_2$ gas, which is in equilibrium with carbonic acid. As such, pH$_i$ is tightly correlated with respiration, meaning that increased breathing rates (i.e. hyperventilation) reduce blood CO$_2$ levels and consequently tend to alkalinize neural tissue (Meyer and Gotoh, 1960). This works so well that hyperventilation is routinely used during EEG recordings to screen for seizure disorders (Seneviratne et al., 2017): Hyperventilation evoked absence seizures in 67% of patients in a pediatric cohort of children suffering absence seizures (Dalby, 1969), although triggering interictal and ictal events by hyperventilation is less successful in adult cohorts and in other seizure disorders (Holmes et al., 2004). Certain diseases, such as metabolic acidosis, may lead to compensatory increases in respiration and paradoxical alkalinization in the brain (Posner and Plum, 1967). Similarly, metabolic demand alters pH$_i$, with levels decreasing by 0.1–0.2
during sensory stimulation, and as much as 0.3 during periods of high (8–12 mM) \([K^+]_o\) (Kraig et al., 1983) and seizure-like activity (Blennow et al., 1985) (Fig. 1B). Under the substantial metabolic stress of cortical spreading depression and ischemia, \(\text{pH}_\text{c}\) is reported to fall to as low as 6.6 (Mutch and Hansen, 1984), while hyperglycemic loading causes decreases down to 5.8–6.1 through the production of lactic acid (Siemkowicz and Hansen, 1981). Following pharmacological, electrical, or physiological sensory stimulation, rapid interstitial alkalosis is followed by long-lasting acidosis. These shifts are driven by changes in transmembrane acid/base currents, with alkalinizing fluxes being linked to enhanced activity of the plasma membrane \(\text{Ca}^{2+}/\text{H}^+\)-ATPase, HCO₃⁻ exchanger, channel-mediated \(\text{H}^+\) flux, and glutamate uptake (Chessler 2003). These early alkalinizing currents are ‘muffled’ by acid transport through glial Na⁺/HCO₃⁻ co-transporter or metabolic shifts including accumulation of \(\text{CO}_2\) (Volpio and Kaila, 1993) and release of lactate (Schurr et al., 1999). How these mechanisms operate across microdomain to regional volumes remains an area of active research.

Generally, interstitial acidification reduces neuronal activity in the brain while alkalinization tends to increase it (Chessler, 2003; Somjen and Tombaugh, 1998) because \(\text{H}^+\) inhibits currents through voltage- and ligand-gated ion channels (Taira et al., 1993; Traynelis and Cull-Candy, 1990). While voltage-gated \(\text{K}^+\) and \(\text{Na}^+\) channels are also inhibited by decreasing \(\text{pH}_\text{c}\), the predominant effect of \(\text{pH}_\text{c}\) on presynaptic terminals occurs through voltage-gated \(\text{Ca}^{2+}\) channels: Assuming a baseline voltage-clamp measured conductance of 100% at a \(\text{pH}_\text{c}\) of 7.4, decreasing the \(\text{pH}_\text{c}\) to 6.5 decreases conductance to 40%, while alkalinizing \(\text{pH}_\text{c}\) to 8 increases the conductance to 120% (Tombaugh and Somjen, 1996). Similarly, ligand-gated ion channels are sensitive to changes in \(\text{pH}_\text{c}\), with decreases driving reduced NMDA receptor currents (Traynelis and Cull-Candy, 1990) while simultaneously increasing GABAergic currents (Pasternack et al., 1996; Robello et al., 1994); decreases in \(\text{pH}_\text{c}\) are thus capable of decreasing the excitation:inhibition ratio. The net result is that decreasing \(\text{pH}_\text{c}\) within the range of sensory stimulation can reduce postsynaptic population spikes by as much as 30–50% (Balestrino and Somjen, 1988). Intracellular \(\text{pH}\) in neurons tracks that of the interstitial space during activity, while astrocytes exhibit strikingly different behavior. Starting from a resting \(\text{pH}\) of 0.1–0.2 below that of neurons (Rose and Ransom, 1997), astrocytes alkalinize during activity (Chessler and Kraig, 1987), potentially through the electrogenic Na⁺/HCO₃⁻ exchanger NBCe1 (Bevensee et al., 1997; Raimondo et al., 2016). By promoting glycolysis (Ruminoit et al., 2011), maintaining intracellular Na⁺ levels, and providing feedback acidification of the interstitial space, astrocytes dampen neuronal activity. The finding that \(\text{pH}_\text{c}\) decreases from 7.4 in anesthesia to 7.25 during quiet wakefulness (Ding et al., 2016), suggests that \(\text{pH}_\text{c}\) may be regionally regulated in a brain state-dependent manner, and raises the possibility that astrocytes play a key role in regulating the interrelations between \(\text{K}^+\) buffering, \(\text{pH}\), and brain metabolism to sculpt local neuronal activity.

**3.6. The interstitial space volume**

Astrocytes are key to buffering activity-dependent rises in \([\text{K}^+]_o\). A less appreciated aspect of interstitial ion concentration changes is the effect on astrocytic volume (Hertz, 1965; Kuffler et al., 1966; Orkand et al., 1966). Astrocytes swell as they buffer and redistribute \(\text{K}^+\) through the glial syncytium. This swelling reduces the interstitial space volume by up to 5% during slow, 10 Hz electrical stimulation (Syková, 2003), 20% during stimulation of the optic nerve (Ransom et al., 1985), 30–50% during epileptiform activity and early hypoxia (Dietzel et al., 1980; Syková et al., 1994), and by 80% in ischemia (Syková et al., 1994) (Fig. 1B). This activity-dependent decrease in interstitial space directly parallels that of \([\text{K}^+]_o\) in a manner reflecting local efflux, and swelling of synaptic terminals and glial cells (Dietzel et al., 1980). In hypoosmotic states and ischemia these changes in interstitial space volume are accompanied by significant shifts in the tortuosity of the interstitial space (Sykova et al., 1994 and Sykova and Nicholson 2008). However, interstitial space volume may change without concurrent changes in tortuosity, as seen in a pilocarpine seizure model in rat somatosensory cortex (Slais et al., 2008), as well as in work demonstrating an ~60% increase in interstitial space volume, from 13% to 21% of total brain volume, upon transitioning from awake into sleep (Xie et al., 2013). This suggests that substantial changes in interstitial space volume, but not tortuosity, may be actively regulated in healthy physiology in a brain state-dependent fashion.

What effect do changes in interstitial space volume have on neuronal activity? At the fundamental level, decreased interstitial space will favor increased uptake of glutamate, enhanced ionic regulation, and more rapid clearance of \([\text{K}^+]_o\) from the synaptic cleft, simply due to reduced ion flux (Nagelhus and Ottersen, 2013; Sykova and Nicholson, 2008). Beyond this simple geometric effect, the volume of the interstitial space can play a substantial role in regulating diffusion of small molecules, compartmentalizing interstitial changes, and increasing local signaling (Nicholson and Phillips, 1981). Shrinkage of the interstitial space can impact the spillover of ions and neurotransmitters from nearby synapses, properly known as volume transmission. This may play a significant role in the decorrelation of neuronal activity seen in awake wakefulness, and in the enhanced synchrony observed in slow-wave sleep, though this has yet to be experimentally confirmed. Intriguingly, the volume of interstitial space may be able to regulate neuronal activity in the absence of neurotransmitters in a process known as ephaptic transmission. Ephaptic transmission is the term for excitability transmitted between adjacent neurons which is mediated by local electric fields. Early work found that ephaptic transmission could drive synchronous neuronal activity even in the absence of synaptic activity (Taylor and Dudek, 1982). Within the last decade, this non-classical mode of neurotransmission has been found to regulate phase-locking in cortical neurons (Anastassiou et al., 2011; Anastassiou and Koch, 2015), drive slow periodic rhythms of the hippocampus (Chiang et al., 2019), and enable synchronization of adjacent Purkinje cells in the cerebellum (Han et al., 2018). As norepinephrine is capable of altering the interstitial space volume between sleep and the awake state (Xie et al., 2013), active regulation of the interstitial space may play a substantial role in governing neuronal activity and transmission during different states.

4. Coordinated interstitial ion changes and global brain states

As discussed in Section 3, the patterned, electrical behavior of individual neurons is reflected in the neuronal oscillations measured across neuronal assemblies, ultimately determining the prevailing brain state. However, the internal brain state is constantly fluctuating along a continuum, even in the absence of overt behavioral changes (Harris and Thiele, 2011; Lee and Dan, 2012; McGinley et al., 2015b; Poulet and Crochet, 2019): From a synchronized state characterized by strong, low-frequency delta oscillations to a desynchronized state where these are suppressed and high-frequency gamma oscillations become more pronounced. In turn, the brain state profoundly influences the operating mode of the brain by virtue of changes in, for example, spontaneous neuronal activity, the ability to execute motor commands, and responses to external sensory stimuli (Cao and Händel, 2019; Destexhe et al., 1999; Livingstone and Hubel, 1981; Massimini et al., 2005; Polack et al., 2013).

The best-characterized brain state transition is undoubtedly the transition between sleep and wakefulness, and these states can easily be distinguished by measuring the EEG or LFP. During sleep, neuronal activity is synchronized and dominated by slow 0.5–1 Hz delta oscillations, while during wakefulness activity generally becomes
desynchronized and delta oscillations are suppressed (Berger, 1931; Harris and Thiele, 2011; Kryger et al., 2017; Lee and Dan, 2012). The function of the highly synchronized neuronal oscillations during sleep is a matter of active research. One idea that has gained traction in recent years is that sleep is critical for learning and memory (Diekelmann and Born, 2010; Maquet, 2001; Stickgold, 2005). In one study, using transcranial stimulation to increase delta oscillations during sleep in human subjects enhanced the retention of declarative memory: This indicates that these slow oscillations contribute to memory consolidation (Marshall et al., 2006). Another idea is that during sleep and periods of synchronized, slow neuronal oscillations, the brain is cleared of toxic waste products via a macroscopic clearance system – the glial Na+,K+-ATPase system – formed by astrocytes (Iliiff et al., 2012; Xie et al., 2013). Brain state not only varies between sleep and awake, but recent experiments have indicated a more complex picture, in which cortical state also varies within wakefulness (Harris and Thiele, 2011; McGinley et al., 2015b; Petersen, 2019; Poulet and Crochet, 2019). As such, it is increasingly acknowledged that the awake state is comprised of at least two sub-states, namely quiet awake and active awake, related to the level of arousal and motor behavior (McGinley et al., 2015b; Poulet and Crochet, 2019). Thus, when animals transition from quiet to active wakefulness, this correlates with suppression of delta oscillations and a concomitant enhancement of gamma oscillations (Niell and Stryker, 2010; Rasmussen et al., 2019; Reimer et al., 2014; Vinck et al., 2015). The state-dependent enhancement of gamma oscillations has received particular attention, because their relationship to higher brain function is an area of intense, active research (for in-depth reviews on gamma oscillations see Bartos et al., 2007; Buzsáki and Draguhn, 2004; Buzsáki and Wang, 2012; Fries, 2009). It has been suggested that gamma oscillations are involved in attention (Engel et al., 2001; Fries, 2009), temporal encoding (Heggie, 1995), sensory binding (Gray and Singer, 1989), and storage and recall of memories (Lisman and Idiart, 1995). Conversely, disruption of gamma oscillations is thought to underlie some psychiatric disorders, such as schizophrenia (Lewis et al., 2005; Uhlhaas and Singer, 2010).

Despite substantial progress, our knowledge about the mechanisms mediating brain states transitions and state-dependent neuronal activity remains incomplete. Given the global nature of brain states, mechanisms acting over longer timescales and on a brain-wide spatial scale could likely be involved. The interstitial ionic environment, which bathes neurons and glial cells alike, is capable of influencing not only individual neurons, but also large assemblies of neurons. Central to these state changes are widespread networks of neuromodulatory transmitters. While these systems are well known to have direct effects on the activation-specific receptors necessary for eliciting gamma oscillations and other neuronal rhythms, substantial evidence from peripheral tissue as well as the brain suggests that these modulators can have direct impacts on the ionic activity and expression of the Na+, K+-ATPase. This relationship (reviewed in Thierien and Blostein, 2020), generally supports increased Na+, K+-ATPase activity following application of neuromodulators through protein kinase A-dependent activation and protein kinase C inactivation (Bertorello et al., 1991; de Lores Arnaiz and Ordieres, 2014). Though, work have shown a differential effect of norepinephrine on the activity of the Na+, K+-ATPase in neurons and glial cells; with pump activity increasing and decreasing in neurons and glial cells, respectively (Baskey et al., 2009). In the brain the interplay of norepinephrine and serotonin in regulating the Na+, K+-ATPase is well described as being dependent upon the glial Na+, K+-ATPase (Hernández-R., 1992; Peña-Rangel et al., 1999). This modulation has complex effects, with very high crosstalk between neuromodulatory systems and Na+, K+-ATPase activity: For instance, the Na+, K+-ATPase in the C. elegans neuromuscular junction is essential to the formation of the nicotinic acetylcholine receptor dense synapses necessary for proper development (Doi and Iwasaki, 2008). In this way, neuromodulators have complex, cell- and tissue-specific effects on homeostatic regulation of interstitial ionic states.

Strikingly, this effect has been known for decades, when it was demonstrated that release of neuromodulatory transmitters through direct stimulation of the mesencephalic reticular formation – an area containing several neuromodulator nuclei and intimately associated with brain state – initiates a 1.5–2 mM increase in [K+]o across all cortical layers of the cat primary visual cortex (Singer et al., 1976). A similar 0.4 mM increase is seen during the application of a cocktail of neuromodulators in the presence of tetrodotoxin (Ding et al., 2016) and is mirrored in cholinergically-induced gamma oscillations (Fisahn et al., 1998; Huchzermeyer et al., 2008; Kann et al., 2011) and serotonergically-induced locomotor rhythms (Table 1; Brocard et al., 2013). Emerging recent work has further implicated interstitial ion changes in driving the transition between different well-defined brain states, including the transition from sleep to wake (Ding et al., 2016; Rasmussen et al., 2017) and from quiet to active wakefulness (Rasmussen et al., 2017). These studies suggest that these neuromodulators have widespread facilitatory and inhibitory effects on neuronal processing beyond direct activation of neuronal activity through individual cells. To understand this role, we will discuss ion homeostasis and neuromodulation in these sleep-wake and within-wakefulness state transitions, and potential mechanisms for these shifts.

4.1. The composition of interstitial ions controls the sleep-wake cycle

If interstitial ions are indeed causally driving the transition from sleep to awake, the concentrations of such ions would have to be changing in predictable ways as a function of the sleep-wake cycle. Measuring [K+]o, [Ca2+]o, and [Mg2+]o, with ion-sensitive electrodes in the cortex when mice naturally fall asleep or awaken revealed that these ion species change notably around the time of waking up: [K+]o increased by 0.4 mM, while [Ca2+]o and [Mg2+]o decreased by 0.13 and 0.11 mM, respectively (Ding et al., 2016) (Fig. 5A). These findings were confirmed by microdialysis, suggesting that the observed interstitial ion changes are indeed global in nature. Interestingly, when the authors artificially imposed the interstitial ion concentrations seen in either sleeping or waking, the LFP activity shifted toward that state. Mimicking sleep ion concentrations caused a marked increase in 1–4 Hz delta oscillations, while mimicking awake ion concentrations produced the opposite effect, regardless of the actual behavioral state of the animal (Fig. 5B). Furthermore, changing interstitial ion concentrations drove reversible transitions between periods of sleep and awake behavioral states, as determined by the absence and presence of muscle tone, respectively (Fig. 5B). These findings were later implemented as constraints for detailed theoretical modeling simulations, testing the contribution of interstitial ions for the transition from sleep-like to awake-like activity in individual neurons (Rasmussen et al., 2017). These simulations showed that resetting interstitial ion concentrations to those measured during waking not only reduced the threshold for triggering the transition from sleep to wakefulness, but played a permissive role in that transition. Collectively, these data show that the interstitial ion changes measured during the sleep-wake cycle are indeed capable of causally regulating neuronal delta oscillations and the overall behavioral state of animals, suggesting that interstitial ions play an integral part in the transition from sleep to awake.

How do these concerted interstitial ion changes produce the stereotypical changes in neuronal delta oscillations characteristic of the sleep-wake cycle? Although this question has not yet been experimentally addressed in vivo, we propose that the following mechanisms might be at play: Increasing [K+]o, tonically depolarizes the membrane potential of neurons, thereby reducing the activation of T-type Ca2+ channels, while also reducing the driving force for Ca2+-activated K+ currents, known to be involved in sleep duration (Tatsuki et al., 2016). In this scenario, the decreasing [Ca2+]o and [Mg2+]o further depolarizes the membrane by reducing surface charge screening, while also decreasing T-type Ca2+ channel and Ca2+-activated K+ channel activations and increasing NMDA receptor activation. These combined
4.2. Changes in interstitial K⁺ regulate neuronal activity in awake states

As noted above, it is increasingly recognized that within the condition of wakefulness the brain transitions between at least two well-defined sub-states: Quiet and active wakefulness, and these associate with a decrease in delta and increase in gamma oscillations. Yet, the mechanisms contributing to state-dependent neuronal activity within the awake brain are incompletely understood. Work performed in hippocampal brain slices has shown that increasing [K⁺]₀ by 0.5–2 mM is sufficient for evoking short episodes of gamma oscillations (LeBeau et al., 2002), inviting the possibility that dynamic [K⁺]₀ changes could be involved in mediating the change between awake states. This work was complimented by theoretical modeling showing that concerted, subtle changes in interstitial ions could suffice to drive the transitioning of individual neurons from an activity state resembling quiet wakefulness to a state similar to that observed in active wakefulness (Rasmussen et al., 2017) (Fig. 4C, D): When increasing [K⁺]₀ by 0.5 mM and decreasing [Ca²⁺]₀ and [Mg²⁺]₀ by 0.15 and 0.1 mM, respectively, the authors documented a marked decrease in delta oscillations and a concomitant prominent increase in gamma oscillations, and this effect was primarily driven by the increase in [K⁺]₀ (Rasmussen et al., 2017). These works show that changes in interstitial ions, and especially [K⁺]₀, are capable of evoking neuronal activity changes similar to those seen when animals transition from the quiet to the active wakeful state, including the enhancement of gamma oscillations. It is worth noting that the work by LeBeau et al. (2002) used a 0.5–2 mM [K⁺]₀ increase to elicit gamma oscillations, while the work of Rasmussen et al. (2017) used only 0.5 mM. This slight discrepancy is likely explained, at least in part, by differences in baseline [K⁺]₀, together with different levels of [Ca²⁺]₀ and [Mg²⁺]₀ and varying levels of neuromodulator, but the different methods do not ultimately affect the proposal that increases in [K⁺]₀ could regulate awake state-dependent neuronal activity.

This theory was very recently tested experimentally by measuring [K⁺]₀ in multiple cortical areas and layers when mice spontaneously transitioned between periods of locomotion and quiescence (Rasmussen et al., 2019). This work demonstrated that [K⁺]₀ increased by 0.6–1 mM in the transition from quiet to active, and that this event occurred approximately 1 s before the behavioral state change (Fig. 5C). Similar to observations during the sleep-wake cycle, this rapid [K⁺]₀ increase was observed across cortical areas, including the motor, sensory, and visual cortices, suggesting a global nature. An increase in [K⁺]₀ of this magnitude caused a tonic membrane potential depolarization of 4 mV, i.e. decreasing from ~70 to ~66 mV (Rasmussen et al., 2019). This effect could as such explain the persistent 2–4 mV membrane potential depolarization and the decline of downstream episodes observed in cortical neurons during locomotion (Bennett et al., 2013; McGinley et al., 2015a; Polack et al., 2013; Reimer et al., 2014; Schiemann et al., 2015). Unfortunately, the authors of this study did not report on the relationship between the increase in [K⁺]₀ and the prevalence of gamma oscillations in their LFP recordings. This made it impossible to determine if the [K⁺]₀ increase was involved in regulating gamma oscillations during the transition from quiet to active, although the magnitude of the [K⁺]₀ increase indicates that it is possible (LeBeau et al., 2002; Rasmussen et al., 2017).

The active cortical state seen during periods of locomotion has a substantial functional impact, as it is accompanied by marked changes in sensory processing (Castro-Alamancos, 2004; Crochet and Petersen, 2006; Otazu et al., 2009). For example, visually-evoked responses in the
primary visual cortex are multiplicatively gained when animals are locomoting (Bennett et al., 2013; Dadarlat and Stryker, 2017; Neske and McCormick, 2018; Niell and Stryker, 2010; Polack et al., 2013) (Fig. 4D), which has been functionally linked to improved visual detection (Bennett et al., 2013). Yet our knowledge about the mechanisms mediating state-dependent modulation of sensory processing is incomplete. If the state-dependent increase in \([K^+]_o\) contributes to this, it would be expected that selectively increasing the \([K^+]_o\) alone, in the absence of the behavioral state change, should replicate, at least in part, the sensory gain modulation observed when animals shift from quiet to active. Interestingly, when Rasmussen et al. (2019) locally imposed a \([K^+]_o\) increase of \(\sim 0.6\) mM in the visual cortex of stationary mice by changing the ionic content of the artificial cerebrospinal fluid bathing the cranial window, they observed a multiplicative gain modulation of visually-evoked responses that was strikingly similar to that seen during locomotion (Fig. 5D). This result suggests that the \([K^+]_o\) increase observed during locomotion is able to modulate visual sensory processing in awake animals by producing gain modulation within the visual cortex. How might tonic changes in \([K^+]_o\) produce multiplicative gain modulation (Murphy and McCarthy, 2002). Although tonic depolarization is traditionally thought to be driven by changes in excitation and inhibition, we here propose an additional mechanism whereby the reliable \([K^+]_o\) increase during periods of active wakefulness can depolarize cortical neurons and thus modulate their input-output properties in a brain state-dependent manner. In future experiments, the potential causality between the tonic depolarization observed during active wakefulness and the concomitant increase in \([K^+]_o\) should be tested. In addition, it will be important to determine if the awake state-dependent increase in \([K^+]_o\) is causally involved in regulating the notable emergence of gamma oscillations, seen during periods of locomotion and increased arousal. Such insights could open a whole new avenue for studying and implicating dynamic interstitial ion changes in higher cognitive functions, such as attention, temporal coding, sensory binding, and memory storage. Finally, only \([K^+]_o\) has hitherto been explored during different waking states; it may well be found that \([Ca^{2+}]_o\) and \([Mg^{2+}]_o\) also undergo dynamic changes that accompany the frequent transitions between quiet and active wakefulness in awake, behaving animals. This is a critical question, as it may point to concerted interstitial ion changes being a universal control mechanism across the spectrum of brain states, ranging from sleep to active wakefulness.

4.3. A central role of astrocytes in state-dependent control of interstitial K⁺

The concerted change in interstitial ion concentrations during state transitions relies on the stable regulation of homeostatic set-points for these ions. The principle mechanism for maintaining ion homeostasis in the brain is the Na⁺, K⁺-ATPase. This electrogenic transporter extrudes 3 Na⁺ ions for every 2 K⁺ brought into the cell, helping to set the membrane potential, and providing the electromotive driving force for many other ion channels. In the brain, the expression of specific subunit isoforms helps to maintain homeostasis throughout activity: Synaptic expression of the voltage-sensitive α3 subunit in neurons helps to maintain intracellular Na⁺ concentration during periods of sustained activity; and the [K⁺]o-sensitive α2 subunit, selectively expressed in astrocytes, prevents excess accumulation of [K⁺]o during activity (Larsen et al., 2016, 2014). During periods of increased neuronal activity, as seen for example in gamma oscillation, repeated action potentials drive high-levels of Na⁺, K⁺-ATPase activity to restore neuronal and astrocytic membrane potentials. This activity requires an enormous amount of energy (Kann et al., 2016), with neurons over time potentially consuming the majority of energy used by all cells in the brain (Attwell and Jadcocelit, 2002). As maintaining metabolic homeostasis and effective maintenance of interstitial ions to permit recovery within neurons is critical to brain function, the substantial metabolic demand imposed by neuronal activity is met by the combined action of neurons and astrocytes in regulating the flow of metabolites within the brain (Clasadonte et al., 2017).

Beginning with work in the 1960s (Kuffler et al., 1966; Orkand et al., 1966), astrocytes have long been recognized as the primary cell type responsible for buffering activity-dependent shifts in \([K^+]_o\) (Verkhratsky and Nedergaard, 2018; Walz, 2000). This function has been attributed to high astrocytic K⁺ conductivity, driven by the Na⁺, K⁺-ATPase and the inward rectifying K⁺ channel, Kir4.1, as well as the ability of these cells to redistribute ions and solutes through connexin 30 and 43 (Cx30, Cx43)-mediated coupling with adjacent astrocytes. With widespread expression and a reversal potential near −80 mV, the Kir4.1 channel is the primary channel responsible for the highly hyperpolarized membrane potential, as well as the low input resistance, of astrocytes. This effect drives a highly-responsive, largely passive, quasi-nernstian membrane potential in astrocytes that mirrors slow cortical oscillations (Amzica and Massimini, 2002). While a consensus has yet to be reached for the precise role of Kir4.1 in regulating interstitial K⁺ – with direct blocking by Ba²⁺ injection showing little effect on activity-dependent \([K^+]_o\) uptake (D’Ambrosio et al., 2002), and conditional knockouts showing an effect (Chever et al., 2010) – these studies also found differences in post-activity, Na⁺, K⁺-ATPase-dependent under-shoot of \([K^+]_o\) and increased baseline \([K^+]_o\). This suggests that the precise permeability of astrocytes to K⁺ helps to govern the temporal dynamics of activity-dependent \([K^+]_o\) increases and the compartmentalization of brain K⁺ between interstitial and intra-astrocytic space.

Coupled to their high permeability and sensitivity to \([K^+]_o\), astrocytes also exhibit high levels of interconnectivity through gap junctions. In early work, these connections were studied from the perspective of ‘spatial buffering’ of K⁺ during periods of high activity as gap junction formation is regulated by intracellular pH (Ransom and Sontheimer, 1992) and Ca²⁺ in a membrane potential-dependent manner (Enkvist and McCarthy, 2002). Networks arising from astrocytic gap junctions may provide a role in diffusive K⁺ coupling, as disruption of these channels impairs \([K^+]_o\) clearance and volume regulation (Amzica et al., 2002; Pannasch et al., 2011) these networks may also provide potential routes for metabolic support and neuroglial coupling (Clasadonte et al., 2017) at the interface of multiple ionic pathways (reviewed in Charvériat et al., 2017; Hertz et al., 2013; Petit and Magistretti, 2016). As such, the mechanisms governing the compartmentalization of solutes in the brain is highly dependent on glial permeability and connectivity – providing instantaneous ‘passive’ responses to changes in interstitial ions, metabolites, and pH, while fluidly altering the baseline expression and activity of these responses through neuromodulator-dependent changes in the activity and expression of these same pumps and channels.

The disruption or mutation of astrocytic proteins (Kir4.1, α2- Na⁺, K⁺-ATPase, and Cx30/43) have been associated with changes in acetylcholine-dependent exploratory behavior (Dere et al., 2003; Frisch et al., 2003), depression (Ernst et al., 2011), and disrupted paired-pulse facilitation (Pannasch et al., 2011). The important question then becomes: How might astrocytes maintain a stable \([K^+]_o\) of ~3.8 mM during sleep, 4.3 mM during quiet wakefulness, and 4.8 mM during locomotion (Fig. 4)? Most likely, the state-dependent astrocytic K⁺ buffering is controlled by arousal-related neuromodulators, including norepinephrine, serotonin, acetylcholine and orexin. Norepinephrine is perhaps the most important mediator of arousal and wakefulness: Opotogenetic stimulation of locus coeruleus neurons triggers a frequency-dependent increase in cortical activity, sleep-to-wake transitions, and general locomotor arousal; these neuromodulators are also centrally implicated in the sleep-wake cycle (Lee and Dan, 2012). In light of this,
Fig. 6. Neuromodulator release drives state changes by altering interstitial ion concentrations through astrocytes. (A) Top panel: Diagram of one astrocyte surrounded by several local excitatory neurons and varicosities from long-projection, branching neuromodulatory neurons. Inset: During sleep, low-level release of neuromodulators permits high activity of the astrocytic Na+, K+-ATPase (blue arrow = K+, green = Na+). This is coupled with weak enhancement of inward rectifying K+ currents (Kir), leading to an [K+]o of ~3.8 mM. Membrane Potential: Two sample, simulated neurons are shown. In the sleep state, low [K+]o is coupled to high [Ca2+]o and [Mg2+]o and an expanded (~21%) interstitial space volume. This results in high network synchrony as seen in the concurrent bursts of activity in both neurons during up states. Gray shading highlights the neuronal synchrony. EEG: The simulated EEG of neurons in sleep is shown. Under the interstitial ionic conditions seen in sleep, high synchrony, phasic 1–4 Hz delta oscillations predominate, with minimal higher frequency activity, as seen in the relative delta versus gamma oscillation power at the bottom. (B) In quite wakefulness neuromodulator release is increased. This results in inhibition of the astrocytic Na+, K+-ATPase, and increased K+ conductance through Kir channels. The net result of this activity is a [K+]o of ~4.3 mM, decreased interstitial space, [Ca2+]o and [Mg2+]o. This results in increased activity of simulated neurons, and asynchrony between nearby neurons. This decreases slower frequency activity within the EEG and enhances more complex, faster frequency oscillations, as shown with decreased delta and increased gamma power. (C) In active awake states, such as during locomotion, neuromodulator release within the brain peaks. This results in maximal inhibition of the astrocytic Na+, K+-ATPase, and activation of K+ channel currents. These alterations lead to high [K+]o of ~4.8 mM, and minimal [Ca2+]o, [Mg2+]o, and interstitial space volume, resulting in tonic depolarization and tonic firing of individual neurons. This in turn results in high levels of gamma frequency oscillations and minimal delta frequency activity. It should be noted that neuromodulators can also have direct effects on neurons that would contribute to [K+]o regulation, such as for example metabotropic receptor-mediated opening or closing of K+-conducing ion channels.
we therefore propose that, in addition to their direct effects on neurons, a key role of neuromodulators is through the regulation of interstitial ion levels via astrocytes (Fig. 6). This proposal is supported by in-vitro experiments showing that applying a cocktail of neuromodulators to electrically-silenced cortical slices results in an increase in [K⁺]o of approximately 0.4 mM (Ding et al., 2016). Other lines of work show that G-protein coupled receptor-mediated activation of astrocytes boost K⁺ uptake by a Ca²⁺-dependent mechanism (Wang et al., 2012a). Astrocytes express an abundance of neuromodulator receptors, including Gq-linked q₁-adrenergic receptors (Ding et al., 2013). Similar lines of evidence show that astrocytic intracellular Ca²⁺ signaling is intimately linked with arousal: Ca²⁺ activity in astrocytes is suppressed by anesthesia (Thrane et al., 2012) and activated during wakefulness, when compared with the conditions of non-rapid eye movement and rapid-eye movement sleep (Bojarskaite et al., 2019; Thrane et al., 2012).

Furthermore, arousal and locomotion evoke cortical-wide increases in astrocytic Ca²⁺, but these global Ca²⁺ increases, as well as baseline Ca²⁺ activity, are blocked by the α₁-adrenergic receptor antagonist prazosin (Ding et al., 2013; Paukert et al., 2014; Slezak et al., 2019; Srinivasan et al., 2015). The cortex-wide increase in astrocytic Ca²⁺ likely reflects the widespread release of norepinephrine from locus coeruleus projections during arousal (Bellesi et al., 2016). The global pattern of α₁-adrenergic receptor-mediated astrocytic Ca²⁺ signaling matches the cortex-wide changes in [K⁺]o observed when mice transition from quiet wakefulness to arousal or locomotion (Rasmussen et al., 2019). Thus, a considerable amount of data supports the concept that astrocytes respond in a receptor-mediated Ca²⁺-dependent pathway to locus coeruleus activity, and in turn control the interstitial K⁺ levels.

Whether norepinephrine alters astrocytic Kir4.1 expression and localization as seen in the heart (Duan et al., 2019), or if changes in norepinephrine driven shifts in connexin 43 localization (Nuriya et al., 2018) are state dependent, remains unknown. Nonetheless, astrocytic networks may act as a potent intermediary in translating state-dependent changes in neuromodulation to shifts in the balance of interstitial ions and consequent impacts on neuronal activity (Fig. 6). In particular, as astrocytes appear to show intracellular Ca²⁺ and K⁺ transients that mirror and precede bursts of neuronal activity (Chever et al., 2010; Poskanzer and Yuste, 2016), future studies are needed to determine if the magnitude of these shifts are altered by neuromodulatory activity, and whether this change in astrocytic ion homeostasis directly relates to the initiation of complex oscillations in neuronal microcircuits and networks. What about ions other than K⁺? How might they be regulated across brain states? Both [Ca²⁺]o and [Mg²⁺]o are, as discussed above, lower during wakefulness than during sleep (Ding et al., 2016). While it may be that astrocytes also control baseline [Ca²⁺]o and [Mg²⁺]o, the mechanisms responsible have not yet been described. It is possible that pathways controlling other cations, or also neuromodulators, may respond indirectly to changes in [K⁺]o. For example, the drosophila "blood-brain barrier is more permeable to Mg²⁺ at night than during daytime (Zhang et al., 2018). Additional studies are clearly needed to establish these unknown mechanisms, which might identify new targets for the therapeutic modulation of sleep.

5. Interstitial ions and their role in brain diseases

As highlighted above, interstitial ions are integral to both the normal functioning and modulation of neural activity in the brain. While the neuronal Na⁺, K⁺-ATPase is known to consume a substantial amount of energy (Attewell and Iadecola, 2002), mutations in astrocytic proteins necessary for ion homeostasis suggest at least an equivalent role for astrocytic ion buffering in disrupted neuromodulator-dependent changes in interstitial ions. Three basic mechanisms exist for astrocytic regulation of interstitial ions: 1) spatial buffering, as seen in the transfer of K⁺ through the glial syncytium by gap junctions; 2) ionotropic channel-mediated passive transport, including inward-rectifying K⁺ channels, and voltage-, ligand-, and calcium-gated transport; and 3) carrier-mediated transport through ATP-dependent pumps or facilitated exchange diffusion and cotransport along with biomolecules. Disruption of ion homeostasis causes significant clinical impairment in several CNS pathologies. For example, mutations of the astrocyte-specific α₂ subunit of the Na⁺, K⁺-ATPase is implicated in familial hemiplegic migraine (Staehrl et al., 2019), whereas there are widespread mutations in connexins and Kir4.1 in epilepsy (Köhling and Wolfart, 2016), Huntington’s disease (Tong et al., 2014), and EAST syndrome (presence of epilepsy, ataxia, sensorineural deafness, and tubulopathy) (Bockenhauer et al., 2009; Nwaobi et al., 2016), whereas Kir2.1 mutations are noted in Andersen-Tawil syndrome and the short QT3, autism-epilepsy phenotype (Ambrosini et al., 2014). Extending beyond these rare conditions, a range of K⁺ channels have been shown to play roles in aspects of fragile X syndrome, Alzheimer’s disease, and epilepsy (Noh et al., 2019). While these channels, receptors, and transporters must necessarily play fundamental roles in both interstitial and intracellular ion homeostasis, few studies to date have generated data documenting the importance of disturbed interstitial ions in these disease states. While the range of proteins implicated across different brain diseases is striking, recent evidence suggests that disrupted K⁺ homeostasis may represent part of a shared pathology, with striking down-regulation of diverse types of K⁺ channels (Windrem et al., 2017). To understand how disruption in [K⁺]o could drive neuropathology, we here consider the historical study of [K⁺]o, in epilepsy, as well as new studies demonstrating a more direct role for disrupted K⁺ homeostasis in the pathologies of Huntington’s disease and schizophrenia.

Beginning with the discovery that small cortical infusions of KCl could elicit seizures in cats, the K⁺ hypothesis of epilepsy emerged (Feldberg and Sherwood, 1957; Fetziger and Ranck, 1970). Under the framework of this hypothesis, elevated [K⁺]o, resulting from neuronal activity, altered buffering, or both would lead to neuronal depolarization, increased firing, and ultimately synchronous burst-firing of neurons (Traynelis and Dingledine, 1988). However, several decades of evidence in intact systems has demonstrated that, while artificially elevated [K⁺]o can indeed drive population spikes similar to those seen in ictal events, elevated [K⁺]o alone is insufficient to reliably elicit seizures without support from an additional factor (Somjen, 2004). Why might an acute drastic increase in [K⁺]o fail to drive seizures, while pathology of channels involved in the maintenance of [K⁺]o, gradients can manifestly promote epilepsy? First, epileptic activity is highly variable in its manifestation, ranging from focal to whole-brain seizure activity. The specific features of seizure activity thereby naturally arise from the cellular and subcellular expression of local neuronal populations and, critically, the capacity of both neurons and glia to buffer local ion changes. This heterogeneity of response to changes in [K⁺]o seen in different neuronal populations also reflects the different spatial architecture and channel expression profiles present in different brain regions (He et al., 2019). Among the relevant factors here are long-term maladaptive changes in AMPA receptors (Maneepark et al., 2019), slow-conductance K⁺ channels (Oliveira et al., 2010), and hyperpolarization-activated nucleotide-gated channels (Arnold et al., 2019). However, this diversity in regional channel expression, which is often invoked to explain differences in regional seizure susceptibility, belies the broad differences in the handling of interstitial K⁺. Finally, we note that the story of how [K⁺]o has been implicated in epilepsy etiology appears to be mirrored in the search for an explanation of spreading depression (Grafstein, 1956); here too the experimental data have proved unsatisfactory for causally relating [K⁺]o increases to the propagation of spreading depression (Somjen, 2001). Thus, the view that epilepsy and spreading depression result solely from an increase in [K⁺]o has been abandoned: They result from interlocking cascades of signaling pathways wherein [K⁺]o changes are an integral part.

Considering [K⁺]o as a potential mediator of excitotoxic injury, recent work on Huntington’s disease has found that dysfunctional astrocytic Kir4.1-mediated K⁺ buffering leads to elevated [K⁺]o. In this work, disrupted Kir4.1 currents were found to precede atrophy and
glutamatergic transmission in the brain. This booming interest in glutamatergic transmission in the 1980s led to a great deal of excitement (Kjaerby et al., 2017; Jiang et al., 2012a). Thus, an emerging line of work suggests that changes in interstitial ion concentrations may contribute to a broad range of both acute and chronic disturbances of cognitive dysfunctions. For example, the postanesthetic state is characterized by a quick normalization of [K+]o, while [Ca2+]i and [Mg2+] remain abnormally high for more than 30 min (Ding et al., 2016). The high [Mg2+] is expected to block NMDA receptors and negatively impact cognitive function, which in turn may contribute to postanesthetic delirium. Another area that clearly needs to be viewed from the perspective of interstitial ions is channelopathies, which are inherited diseases caused by defects in ion channels or associated proteins. While a great deal of effort has been devoted to studying the impact of channel mutations on the electrical properties of the neuronal membrane, very few studies have explored the possible consequences on interstitial ion concentrations. Very recent evidence links a range of disorders spanning from Huntington’s disease to schizophrenia to a general decline in K⁺ channel expression and a resultant increase in interstitial [K+]o. Restoration of Kir4.1 channel expression or replacement of defective astrocytes were both sufficient to restore [K+]o, and neuronal function in animal models (Benraiss et al., 2016; Liu et al., 2019; Tong et al., 2014; Windrem et al., 2017). Such findings may have considerable importance for the understanding of cognitive disturbances in neurodegenerative diseases and psychiatric disorders.

A major bottleneck for future studies is that the current technology – largely ion-selective electrodes – has not kept pace with research requirements. These electrodes remain difficult to produce and are unstable and not always selective. Furthermore, the electrode tips measure ions in a very restricted space of less than 10 μm and therefore only detect interstitial ions in very localized regions. On the other hand, one advantage of these ion-selective electrodes is their ability to measure absolute ion concentrations, something not possible with any other method. While chemical intracellular Ca2+ indicators and more recent genetic tools have revolutionized our understanding of intracellular Ca2+ signaling, none can be used for imaging interstitial ion concentrations, and nor are they able to measure absolute ion concentrations. Genetic K⁺ indicators have recently been developed (Bischof et al., 2017; Shen et al., 2019), but have not yet been modified for measuring interstitial ions. Advances in the development of high sensitivity (nM), genetically encoded ion sensors for the most common neurotransmitters and ion signaling in executing its complex functions.
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