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Abstract
Quantum mechanics/molecular mechanics (QM/MM) hybrid models allow one to address chemical phenomena in complex molecular environments. Whereas this modeling approach can cope with a large system size at moderate computational costs, the models are often tedious to construct and require manual preprocessing and expertise. As a result, transferability to new application areas can be limited and the many parameters are not easy to adjust to reference data that are typically scarce. Therefore, it is desirable to devise automated procedures of controllable accuracy, which enables such modeling in a standardized and black-box-type manner. Although diverse best-practice protocols have been set up for the construction of individual components of a QM/MM model (e.g., the MM potential, the type of embedding, the choice of the QM region), automated procedures that reconcile all steps of the QM/MM model construction are still rare. Here, we review the state of the art of QM/MM modeling with a focus on automation. We elaborate on MM model parametrization, on atom-economic physically-motivated QM region selection, and on embedding schemes that incorporate mutual polarization as critical components of the QM/MM model. In view of the broad scope of the field, we mostly restrict the discussion to methodologies that build de novo models based on first-principles data, on uncertainty quantification, and on error mitigation with a high potential for automation. Ultimately, it is desirable to be able to set up reliable QM/MM models in a fast and efficient automated way without being constrained by specific chemical or technical limitations.
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INTRODUCTION

The exploration of chemical structure space and its corresponding reaction space for nanoscopic atomistic systems requires computational models that account for both their physically consistent description and their size, comprising several thousand atoms. Multiscale approaches have emerged as a powerful methodology to tackle this task, whose central idea is a combination of quantum mechanics (QM) and classical molecular mechanics (MM). Conceptually, this merger is achieved by the simple idea to marry these two different mechanical theories at the level of the total energy of a system, which defines the QM/MM modeling approach.

The reliable description of structural changes and chemical reactions requires an electronic structure method to produce reliable sections of the potential energy surface (PES) of an atomistic system in the Born–Oppenheimer approximation. However, electronic structure methods scale with some power of a measure for system size so that their applicability is limited to comparatively small systems only, that is, to those that are usually much smaller than nanoscopic ones. Since breaking or forming chemical bonds are local processes, the idea of a QM/MM separation with a comparatively small QM region can account for them.

The QM/MM hybrid approach separates a molecular system into a quantum mechanically described core region Q, to which empirical valence bond theory, semiempirical methods, and first-principles approaches can be applied, and an environment region E modeled with a classical MM force field (FF) in such a way that the total energy is obtained as

\[ E_{QM/MM} = E_{QM} + E_{MM} + E_{int}^{Q+E} \]  

with \( E_{QM} \) being the electronic energy of the quantum subsystem Q, \( E_{MM} \) the energy of the environment subsystem E, and \( E_{int}^{Q+E} \) the potential energy of the interaction of both subsystems.

This setting introduces a quantum magnifying glass on a local region in which electronic processes dominate, such as chemical reactions and photo excitations (see Refs. [9–21] for recent reviews). Typical areas of application are biomolecules, metalloenzymes, symmetry defects in metals, covalent and metal organic frameworks, carbon nanotubes and graphene, solution chemistry in studies of spectroscopy, light induced processes, solvation and adsorption, chemistry, excited states, and nonadiabatic dynamics. Also, quantum classical hybrid models have been leveraged to accelerate explicitly atomistic drug design efforts, with the aim to improve on the accuracy of classical MM models and to cover nonstandard chemistry by a QM approach. The QM-cluster approach is an alternative approach to deal with a large nanoscopic system. Structural constraints can be considered in these models by frozen atomic positions in the periphery, but the general mechanical behavior of, for instance, a protein will be difficult to capture. Accordingly, QM-cluster models have been well established for solvation phenomena, but convergence of a physical quantity with cluster size can be difficult to achieve.

Besides the total energy, analytic first derivatives thereof with respect to the nuclear coordinates are mandatory for the efficient optimization or propagation of molecular structures and for the exploration of a PES. The evaluation of analytic second derivatives, that is, of the Hessian matrix, is computationally very expensive, because additional coupled perturbed self-consistent field equations may need to be solved for each MM atom displacement. Naturally, approximate strategies have been devised such as neglecting the MM degrees of freedom in a partial Hessian approach, approximating the coupled perturbed self-consistent field equations, exploiting a fragment molecular orbital ansatz, the partial Hessian vibrational approach, and the Q-vector method.

Although multiscale hybrid models can, in principle, be applied to any atomistic system, this is often hampered by the lack of suitable QM/MM models. For instance, for chemical reactions on molecular surfaces, it is difficult to model bulk properties in a QM calculation and across the QM/MM boundary. The sheer size of nanoscopic structures composed of several thousands of atoms requires enormous manual input in the construction of both the atomistic structure and the corresponding QM/MM model. Therefore, QM/MM methods exhibit technical and methodological difficulties, which need to be carefully considered. These difficulties may be classified roughly according to:

1. Atomistic structure generation.
2. Choice and spatial size of the QM region.
3. Choice and parametrization of the analytic terms in the FF.
4. Embedding and handling of the QM/MM interface.
5. Reproducibility and automation.
6. Uncertainty quantification (UQ)/Error control.

Consequently, the number of tunable parameters and the choices that need to be made during the construction of a QM/MM model open a Pandora's box of decisions to be taken that strongly affect the outcome and reliability of a QM/MM simulation. To mitigate these issues, we define a set of target properties required for the construction of a flexible QM/MM model that can be adopted to any nanoscopic system:

1. First-principles-based parametrization of the classical part (as only such a feature will allow one to produce electronic structure reference data on demand so that a lack of data does not pose a problem for model construction).
2. Rigorous determination of the QM region by physical criteria with (asymptotically) converged properties while retaining computational feasibility (because only this property will allow for automated model construction and guarantee a seamless QM embedding with a handle on model error assessment).
3. Physically meaningful description of the subsystem interface (in order to avoid or reduce model artifacts).
4. UQ for model parameters and simulation (to allow for model intrinsic error assessment and to increase predictive power and transferability).
5. Agnosticism with respect to the elemental composition of a composite nanoscopic system (since a restriction toward certain elements of the periodic table would pose a severe limitation toward general nanoscale applicability).
6. Algorithmic robustness (in order to not corrupt automation and high throughput simulation).
7. Favorable cost-to-accuracy ratio (which is a moving target as it depends on various factors and therefore requires automated procedures in all model construction steps in order to adjust model accuracy seamlessly when needed).

In this work, we focus on development aspects of QM/MM models that fulfill these properties toward generally applicable QM/MM models. Note that we omit the broad topic of free energy calculations, advanced sampling techniques, and automated reaction network exploration, which can deal with the huge size of configuration space and chemical space, as this is beyond the scope of this work. First, we briefly discuss the aforementioned shortcomings in the setup of a multiscale model and then present state-of-the-art solutions with a reference to applications in order to highlight the progress achieved so far.

2 | THE NEED FOR AUTOMATICALLY CONSTRUCTIBLE QM/MM MODELS

The amount of tunable adjustment knobs and, by that, the significant manual work involved in the generation of a QM/MM model underlines the need for automated protocols for model construction that are then applicable to nanoscopic systems of arbitrary elemental composition. However, the development of methodologies that automatically assemble such convergent QM/MM models appears to have not kept pace with the rate of application of QM/MM methodology. Automated protocols offer two main advantages: First, applications become feasible even for those who are nonexperts in the field, that is, for those to whom a manual QM/MM approach would be new or inaccessible. Second, a black-box first-principles-based model generator allows for the study of molecular systems in an unbiased way, because no constraints are imposed by either chemical intuition or the presence (or absence) of experimental data. Moreover, such a generator would ensure that structure-, force-, and energy-wise the MM model resembles the electronic structure model as closely as possible and therefore clearly separates electronic and nuclear contributions (note that this is a quantum chemistry view of MM modeling and other ways to parametrize MM models for different foci [e.g., reproduction of thermodynamical data]) exist as well.

Even further, as it is desirable to establish procedures for the systematic construction of hundreds of QM/MM models for diverse applications or automated screening in high-throughput explorations, only an autonomous parameterization scheme that can rely on reliable training data produced on demand can deliver this.

Although automated procedures are available for the setup of either one of the QM/MM components (FF parametrization, QM region determination, structure preparation, and embedding), an approach that combines automated protocols assembling all components in a full-fledged black-box QM/MM model generator has been lacking.
Recently, our group introduced such an autonomous QM/MM model generation protocol that combines system-focused, quantum-chemical FF parametrization to obtain a system-focused atomistic model (SFAM) coupled to a completely automated set-up for a QM/MM hybrid model (QM/SFAM). The QM/SFAM model (and by that, the molecular structure) can be iteratively refined by on-the-fly generated reference data and a machine learning (ML) approach. A schematic workflow of this scheme is depicted in Figure 1.

3 | STRUCTURE GENERATION

Structure and function in nanoscopic systems are tightly coupled. For instance, the reaction specificity of enzymes is determined and modulated by the structure of the active site pocket. Despite advances in data collection and resolution, experimentally determined structures are still subject to significant uncertainties in atomic positions and suffer from multiple structural errors such as unreasonable geometries, atomic clashes, or incompletely resolved residues. These issues negatively affect, among others, binding affinity prediction and drug-design efforts. Therefore, structures determined by experiment must be carefully analyzed and possibly refined before being subjected to QM/MM simulations (since every atom and its specific position will have a decisive effect on the electronic structure and hence the energy of the whole system). This can be done by built-in workflows for analyzing and clean-up of corrupted experimental raw data for molecular structures. We note that various pipelines are available that help in the structure preparation process for atomistic simulations (see, e.g., Refs. [83–85]), but they are mostly restricted to biomolecular applications.

Even if a sufficiently accurate crystal structure is available, it may still not be suited for QM/MM simulations. The reasons for this are: (i) X-ray diffraction structures generally depict an early stage of enzyme catalysis due to the fact that the enzymatic cycle proceeds fast and intermediates are not always resolved (or only under manipulation, e.g., at low temperature or structural analogues of substrates or through time-resolved imaging applying free electron lasers). (ii) X-ray diffraction structures contain ensemble information on alternate conformations which are deposited in a single crystal structure, among which multiple or all may need to be considered. (iii) Hydrogen atoms are usually not resolved in X-ray diffraction experiments (but need to be studied with special techniques such as neutron scattering). Information about them needs to be recovered, not only because enzymatic function and activity is closely regulated by the physiological environment and its pH value, which determines the protonation state of pH-sensitive groups, but any electronic structure calculation that serves for training data generation of a FF and for the QM region will crucially depend on every individual atom and electron (none should be missed).
Other experimental techniques than X-ray diffraction are also used for structure elucidation (most prominently, nuclear magnetic resonance spectroscopy), but they also come with specific issues regarding time resolution and ensemble averaging.

Conventional crystal structure preparation and refinement is usually based on classical FFs, where a raw molecular structure is subjected to an MD simulation from which appropriate snapshots can be fed into QM/MM modeling afterward. Both, number and choice of snapshots impose some constraints on which region of the PES will be visited during the simulation. This selection can be guided by many different factors such as the intrinsic autocorrelation time of the process of interest, the phase space overlap between the MM and QM potential energy surfaces, or the choice of approximations and constraints.

Since available FFs are not equipped with accurate parameters for nonstandard chemistry, this fact facilitated the development of quantum refinement methods. The basic idea goes back to work of Ryde and coworkers and is in the spirit of the QM/MM method itself, because critical regions, such as metal sites, can be treated quantum mechanically. In a QM/MM refinement loop, the raw input structure is iteratively optimized until convergence of a specific property is achieved (for example, atomic charges, structural changes, the overall energy). Application areas of this approach have been, for instance, the determination of protonation states, even for poorly resolved structures, and the differentiation between different bonding patterns in active sites of metalloenzymes.

Within our SFAM and QM/SFAM approaches, structure optimizations can be performed on the initial structure with an automatically parametrized model. This is then followed by iterative model and structure refinement. Such a feedback-loop not only reduces uncertainty in the structure, but also allows one to construct nanoscale models bottom-up for systems for which no extensive structure information is available (by contrast to protein structures deposited in the protein data bank).

### 4 | Definition of a Suitable Force Field

By their very nature as approximate potential energy functions, parametrized FFs are usually available only for certain classes of molecules, but not for a specific or general molecular system that does not belong to any of these classes. Instead, one either picks a universal transferable FF (typically at the cost of reduced reliability) or applies (re-)parametrization procedures to obtain a tailored system-specific potential.

The specific choices that need to be made when picking an appropriate FF for a QM/MM simulation compromise on both, the origin of the reference data for the parametrization of the FF and its specific functional form. With regard to the former, reference data can be acquired either from experiment or from QM calculations, both being costly.

Here, we focus on molecular FFs for which the reference data for parametrization is obtained from QM calculations, which makes the training data generation agnostic with respect to the molecular composition, which is guaranteed by the QM fundament. We highlight parametrization strategies that can cope with large molecules, which is critical for QM/MM modeling.

#### 4.1 | Transferability versus system-focused parametrizations

Universal (all-atom) FFs are parametrized based on *ab initio* reference data and also on experimental data. For instance, the CHARMM force field and its polarizable variant are parametrized on Hartree-Fock/6-31G(d) interaction energies and on MP2/6-311G(d, p) reference data, respectively. Usually (and deliberately), they are not validated according to their ability to accurately reproduce a system’s accurate structure or PES, but to reproduce, for example, bulk properties, solvation free energies, or other experimental observables. Typically, transferable FFs assume that one potential energy expression can sufficiently well describe different, but chemically related compounds.

This transferability assumption is often compromised for the following reasons: The parametrization and the accuracy assessment become difficult, if not impossible, when experimental data are scarce. Systematic improvement of universal FFs is very difficult, because the reference data for parametrization are not necessarily obtained from the system that is studied, and it is therefore difficult to detect regions of chemical space in which the FF fails to accurately model a system’s specific PES. Moreover, parameters for nonstandard elements (e.g., transition metal atoms) are often lacking and fail to describe uncommon bonding patterns.
The key insufficiency, however, is the FF ansatz itself, which is of limited transferability, because the physically relevant interactions of electrons and nuclei cannot be perfectly well convoluted into pair-wise interactions of united entities (such as atoms or united atoms) without loss of information and generality (even the inclusion of polarization effects builds upon approximate models in contrast to electronic structure models). As a consequence, FFs can only be applied within boundaries defined by the target property for which they were fitted (i.e., specific calculated properties or experimental observables).

Attempts have been made to alleviate inaccuracies of transferable FF parameters by system specific tuning,\textsuperscript{103–107} and FFs have been parametrized systematically with respect to dense experimental data\textsuperscript{102} or QM reference data.\textsuperscript{108} Transferable FFs may still fail in certain situations; for instance, in the description of short-range repulsion interactions,\textsuperscript{109} whereas long-range noncovalent interactions are better described by mature transferable force fields.

By contrast, system-specific FFs attempt to build the parametrization on reference data derived mainly or exclusively from tailored QM calculations,\textsuperscript{74,110–113} which is, by its very nature of the first-principles ansatz, available for molecules composed of any element of the periodic table. The resulting potential energy MM model then approximates the electronic PES of the reference system in the Born–Oppenheimer approximation. Such FFs are often called \textit{ab initio} FFs. QM-derived \textit{ab initio} FFs are, for instance, QMDFF\textsuperscript{111} and QuickFF.\textsuperscript{113,114} Their main obstacle is rooted in the computational expense of their parametrization, scaling at least with the cost of the applied QM method times the number of molecular structures for which these calculations are to be carried out. However, in view of the QM/MM approach, the choice of the same method for both the MM parametrization and the QM calculation leverages a consistency in the model construction in such a way that the entire model is built to approximate the same PES. This can be crucial because the compatibility of MM and QM methods is key for accurate QM/MM simulations, see, for example, the interactions with a standard water model, which can, depending on the QM method, distort energies significantly.\textsuperscript{115}

FFs obtained by system-focused parametrization for a specific molecular system are, in general, not transferable. However, one may explore transferability of results obtained for related chemical structures (e.g., in a Δ-ML approach that considers the specific differences of local molecular environments on top of a generalized FF, see, for example, Ref. [74]).

Generality usually comes at the cost of a loss of accuracy in transferable FFs, whereas molecular-specific FFs suffer from computationally expensive parametrization. To alleviate the cost of parametrization, existing transferable FFs can be tuned according to additional reference calculations.\textsuperscript{116} Then, the usual lack of systematic improveability renders system-focused potential energy functions a superior choice. ML FFs can achieve transferability by on-the-fly extension of the training data set (we will turn our attention to ML FFs in Section 7).

### 4.2 Functional form and parameter evaluation

FFs rely on simple analytic expressions composed of additive covalent and noncovalent contributions to the MM energy,

\[
E_{\text{MM}} = E_{\text{cov}} + E_{\text{noncov}} = E_r + E_\alpha + E_\psi + E_\phi + E_{\text{estat}} + E_{\text{VdW}},
\]

for bonds \(r\), angles \(\alpha\), dihedral angles \(\psi\), improper dihedral angles \(\phi\), and noncovalent interactions comprising electrostatic (estat) and van der Waals (VdW) interactions. Additional corrections for polarization effects may be added, which we consider later.

In Equation (2), the bonded terms only describe local interactions that can be modeled by harmonic oscillator (bonds, angles), double well (improper dihedral), and cosine-type (dihedral) potentials. These model potentials do not accurately describe anharmonic properties such as internal rotations with very low barriers and correlated dihedral potentials.\textsuperscript{117} However, various correction potentials have been devised, which solve these issues by additional terms in the bond angle terms,\textsuperscript{118} dihedral terms,\textsuperscript{119} and by applying Fourier expansions of the dihedral terms.\textsuperscript{120} However, the number of force constant parameters grows significantly upon consideration of anharmonic effects and complex functional forms often have limited compatibility to highly optimized MD software.\textsuperscript{116} One way out of this dilemma is to correct for such effects \textit{a posteriori} through on-the-fly Δ-ML.\textsuperscript{74}

The nonbonded electrostatic and nonelectrostatic parameters, by contrast, model long-range interactions and are therefore computationally far more demanding for large structures. The van der Waals interaction term contains attractive and repulsive components and can be parametrized to reproduce experimental neat liquid densities and enthalpies of vaporization.\textsuperscript{121}
However, this parametrization can be tricky for hydrogen bonds, which are governed by dispersive and electrostatic effects. Hence, hydrogen bonds are sensitive to both the Lennard–Jones (LJ) parameters and the charges chosen for the electrostatic term (that can be derived by a plethora of different approaches\textsuperscript{122,123}), which implies that both parameter sets must be mutually consistent.\textsuperscript{124}

Their functional form is often taken to be of LJ or related types,\textsuperscript{125,126} which suffer from the inability to describe (dynamic) polarization effects (see also Section 6). Several groups investigated the direct derivation of LJ parameters from QM calculations; for example, by atoms-in-molecules electron density partitioning\textsuperscript{127,128} or the exchange-hole dipole moment model,\textsuperscript{129,130} which can also be applied to obtain higher-order dispersion terms as shown by Visscher and coworkers.\textsuperscript{131}

The electrostatic component of classical FFs is generally modeled as a Coulomb potential energy expression in terms of fixed atomic partial charges (which can be derived by direct fitting to the electrostatic potential\textsuperscript{132}). This representation, however, fails to describe (i) anisotropic charge distributions, (ii) charge penetration effects (i.e., the overlap between charge distributions of atoms that approach one another), and (iii) electrostatic polarization, that is, the change in charge distribution as a response to its environment.\textsuperscript{133}

The explicit description of polarization effects has been applied in the context of polarizable FFs,\textsuperscript{133–137} for which two categories of polarization models exist: charge redistribution and charge flow. The latter describes polarization effects by the fluctuating charge model,\textsuperscript{138–140} in which atom-centered charges vary as a response to the environment during a simulation. As a charge-only framework, this approach employs a standard Coulomb potential and needs no further terms in the MM potential, but fails to describe anisotropic charge distribution within a molecule. To cure this deficiency, Giovannini et al. introduced the fluctuating-charge–fluctuating-dipole approach, in which both charges and higher-order multipoles can change in response to a surrounding electric field.\textsuperscript{141}

In the charge redistribution framework, one can apply the induced dipole model or the Drude oscillator model. In the induced dipole model, each site is assigned a charge and a corresponding induced dipole. This is conceptually related to the Drude model,\textsuperscript{142–144} where each atom is equipped with a charge pair, with one charge centered at an atom and the second charge assigned to a virtual Drude particle. This Drude particle is attached with a spring and can therefore induce a dipole moment. Additional restraints that avoid large Drude-atom displacements are in place to avoid a polarization catastrophe.\textsuperscript{145} Both methods require an iterative self-consistent field type solution, which makes them computationally more demanding. Note that modern FFs not only account for polarizability, but also for anisotropic charge distribution through the inclusion of distributed multipoles instead of charges only,\textsuperscript{146–149} as, for example, in the AMOEBA FF.\textsuperscript{134} For a detailed overview, we refer the reader to Refs. [133, 135].

Polarizable FFs can be directly fitted to the continuous electron density; an example is the Gaussian Electrostatic Model (GEM).\textsuperscript{150} With respect to the functional form, a self-polarization term $E_{\text{self}}$ is then added to the total electrostatic term:

$$
E_{\text{estat}} = E_{\text{Coulomb}} + E_{\text{self}}.
$$

The additionally required parameters are, depending on the applied polarization model, the induced dipole moments, force constant of Drude-atom displacement (note, however, that the Drude formalism and the induced dipole model can be mapped onto each other\textsuperscript{151}), or electronegativities, hardnesses, and partial charges (which can be formulated in the QM framework). Although atomic polarizabilities are no observables, they can be fitted to the ESP within response theory\textsuperscript{152} or they can be derived from experimental data.\textsuperscript{153}

In the QM/MM context, efficient implementations of polarizable QM/MM methods have been presented\textsuperscript{147,148,154–159} and have been applied, for instance, in studies of enzyme catalysis,\textsuperscript{160} solvation effects,\textsuperscript{161} free energies of reaction,\textsuperscript{162} electrocatalysis,\textsuperscript{163} electronic\textsuperscript{147,164} and nuclear\textsuperscript{165} spectroscopy, and QM/MM-MD.\textsuperscript{166,167}

For a given functional form of the MM potential, the parameters can be fitted to QM reference data and efforts have been made to parametrize both nonbonded\textsuperscript{127,168,169} and bonded parameters,\textsuperscript{160} for example, with the partial Hessian fitting approach.\textsuperscript{170,171} Since the calculation of the Hessian matrix for the fitting of force constants is expensive, this limits the applicability of most QM parametrization techniques to medium-sized molecules or homogeneous MM environments (e.g., solvent molecules\textsuperscript{172–174}). To parametrize condensed-phase systems of thousands of atoms, fragmentation strategies can be applied, in which the overall parameters are assembled from a set of reference calculations on smaller fragments of the nanoscopic system (as, e.g., in the SFAM FF\textsuperscript{74}).

Available, system-specific, QM-derived FFs are, for instance, the Quantum Mechanically Derived Force Field\textsuperscript{111} (QMDFF), the SFAM FF,\textsuperscript{74} the CUBE FF,\textsuperscript{169} and the QuickFF force field.\textsuperscript{113,114} While all FFs derive bonded parameters from QM calculations, they mainly differ in the degree to which empiricism is introduced in the nonbonded
4.3 | Automated force field construction

The parametrization of FF parameters follows a three-step process: After the selection of reference data, one needs to define an objective function and optimize the parameters to improve the value of this function. This workflow makes FF parametrization well suited for automated procedures and multiple protocols have emerged that derive MM parameters from QM reference data in an iterative manner (see, e.g., Refs. [74,110,111,113,128,131,177–188]). We choose to discuss only a few in some more detail for illustrative purposes: Welsh et al. introduced the CHERRYPICKER algorithm, which was designed for large biomolecules by combination of a fragmentation approach and a graph-based database search of already parametrized subentities. Furthermore, the JOYCE and PICKY procedures for parametrization of intra- and intermolecular terms are promising candidates for automated FF construction due to their high degree of flexibility with regard to the functional form and parameter origin. Originally applied only to small molecules, the PICKY procedure was subsequently combined with a fragmentation approach and applied to complex fluids, for which the resulting FF outperformed both a transferable and a partially QM-derived FF (only bonded contributions). The fully automated parametrization pipeline for the construction of SFAM developed in our group couples a fragmentation ansatz to efficient parallelization of the reference data generation that are stored in a database. This pipeline is incorporated as the SWOOSE module into our SCINE software project.

5 | CHOICE AND SIZE OF QM REGION

The choice and number of atoms to be included into the QM region embedded in the MM potential is a critical task: On the one hand, an optimal-size QM region must be capable of describing all relevant electronic correlations and processes that cannot be accurately modeled with the MM potential energy expression, and hence, require an electronic structure method. It is not trivial to evaluate which components of the entire model fulfill these criteria. Instead, it requires extensive testing with multiple candidate QM regions of different size and composition. At the same time, the maximum size of the QM region is dictated by the affordability of the chosen electronic structure method, depending

| Force field | Bonded from QM | Nonbonded from QM | Polarizable | Applicable to large molecules | Available |
|-------------|----------------|-------------------|------------|-------------------------------|----------|
| QMDFF$^{111}$ | $^{b}$ | $^{a}$ | Empirical | No | Yes |
| SFAM$^{74}$ | Yes | $^{a}$ | No | Yes | SWOOSE$^{175}$ |
| CUBE$^{169}$ | $^{a}$ | No | No | Yes | QUBEkit$^{128}$ & QUBEkit-pro$^{176}$ |
| Q-Force$^{116}$ | Yes | No | No | Yes | Yes |
| Vilhena et al.$^{177}$ | Yes | $^{a}$ | No | Yes, target: MOFs | Yes |
| QuickFF$^{113,114}$ | Yes | No | No | Yes, target: MOFs | Yes |

Note: FFs marked with an asterisk augment classical transferable FFs by additional reference calculations. All bonded parameters are fitted to optimized geometries and molecular Hessians. “No” marks that those parameters are not obtained from $^{a}$ab initio$^{b}$ reference data, but are set a priori or taken from other FFs. All FFs are minimally assembled from the terms in Equation (2), additionally terms are colored in green, missing terms with respect to Equation (2) are colored in red. For details on notation, we refer to the original literature.

$^{a}$QM torsional scans are additionally performed for parametrization of dihedral terms.

$^{b}$These terms contain both system-specifically fitted and global parameters.

$^{c}$Application of fragmentation algorithms for transferability to larger molecular systems.
on the available computational resources and the type of simulation to be performed (i.e., single-point calculation vs. molecular dynamics).

In search of a reliable QM-region size, the generation and selection of suitable candidate regions imposes several challenges: First, one requires systematic estimates on the accuracy of a calculated property with respect to a very large reference region for which the property of interest is asymptotically converged. Second, one needs exploratory calculations on candidate models that are representative of the conformational space, as the structural conformation may affect the accurate calculation of properties. Unfortunately, this selection is often plagued by extensive manual input, its dependence on chemical intuition, and a lack of standardization. Consequently, algorithms must be able to find a minimum active region, which minimizes the difference of a property evaluated in the active region and a chosen reference.

Systematic determination of suitable QM regions has mainly been applied to protein structures, where chemical reactions occur at an active site (which can be identified and then incorporated into the QM region). Although the QM region has often been chosen based on intuition, we focus here on algorithms that allow for fully automated procedures, which are far less error-prone and save human time. We review new-generation approaches for systematic QM region generation that target atom-economical choices to balance the computational effort and accuracy. Semiempirical QM/MM methods scale favorably with respect to the size of the QM region and even allow for very large QM regions, but their accuracy strongly depends on the specific semiempirical method and the application target. By contrast, the standard approach of density functional theory often strikes a satisfactory accuracy–effort balance. Also, more accurate correlated methods have been applied successfully (see, e.g., Refs. [192,193]).

Various groups investigated and reported the convergence of properties as a function of a spherically growing QM region\textsuperscript{17,41,194–203} The majority of studies applies distance-based criteria to construct spherical candidate regions around a central atom of choice. Distance-based (or shell-based\textsuperscript{7,75,204}) criteria are easy to implement and fully automatizable. However, it has also been shown that enlarging the QM region does not necessarily guarantee convergence of target properties.\textsuperscript{194,205–207}

The unfeasibility of simulations with large QM regions can be illustrated with a simple example of a QM/MM-MD simulation: 1 ns of simulation with a 0.2 fs time step amounts to a total process time on one central processing unit of approximately 5 years (depending on the computer architecture) under the assumption that a single QM calculation requires only 30 s of computer time, which applies only to very small QM systems and highly optimized QM software,\textsuperscript{208} if one does not use semiempirical methods. Well parametrized semiempirical methods can be on a par or even better than conventional DFT methods in terms of accuracy of QM/MM simulations.\textsuperscript{209–212} Whereas the former are also orders of magnitude faster than the latter, the former are usually only available for a limited set of elements of the periodic table. Free-energy calculations require even hundreds of thousands of single-point energy calculations. Accordingly, many approaches have been devised to optimize scalability of QM/MM calculations,\textsuperscript{51,52,213–216} for example, on graphics processing unit architectures,\textsuperscript{217} exploiting massive parallelization,\textsuperscript{218–221} optimization of boundary schemes (e.g., the Electrostatic potential fitting (ESPF)\textsuperscript{51,52,213,222}) and adjustment of FFs (cf., Section 4).

Moreover, the choice of multiple (potentially disconnected) QM regions\textsuperscript{79,223} instead of one large QM region can increase the overall efficiency of the simulation because each QM region can be calculated independently of the others in a parallel fashion.

Although polarizable embedding may allow for a decrease of the QM region size,\textsuperscript{196,224–226} because the environment’s polarization response is included into the QM calculation, the accurate description of long-range charge transfer phenomena may still require QM regions of several hundreds of atoms.\textsuperscript{227}

Many approaches have emerged to more systematically decide which subentities of a nanoscopic system should be included in the QM region.\textsuperscript{75,228–231} For instance, Kulik and coworkers\textsuperscript{228} introduced the charge shift analysis (CSA) and the Fukui shift analysis (FSA) approaches. Changes in either the partial charges or the condensed Fukui functions of specific residues are evaluated as a response to modifications of the QM region.

In the CSA approach, each residue in a protein is characterized by two residual partial charges computed as a simple sum of atomic charges in (i) the complete protein and (ii) the capped protein, in which the core site is altered or removed. Only if the residues’ electronic properties are affected by the core site, the residue charge difference will exceed a certain cutoff. However, the partial charge difference needs to be calculated for very large reference QM regions (of about 1000 atoms) in which the electronic structure properties are asymptotically converged, hampering the application of this approach in high-throughput QM/MM calculations. Moreover, this metric depends on the type of partial charges and the specific electronic structure method chosen (such as the approximate exchange-correlation density functional selected), which needs to be capable of accurately describing charge transfer processes.
In the FSA method, condensed Fukui functions of the core active site are computed in the presence and absence of each additional residue, one at a time. The magnitude in shift is evaluated with respect to the median Fukui values, with distant noninteracting residues serving as a reference. Because residues are added one at a time, FSA can be trivially parallelized. Even more, Fukui functions can be replaced by other first-principles heuristics such as electric dipole moments or bond critical points.

These two approaches can be denoted “top-down” and “bottom-up”, depending on whether the QM region is either iteratively shrunk from a large reference-region (as in CSA) or built up from a minimal core motif (as in FSA). Both, CSA and FSA, have been applied in various QM/MM studies and consistently yielded QM regions with quantitatively converged properties at only 50 percent size compared to reference calculations. Also, Chen et al. showed, at the example of proton-transfer reactions in solvents, that the application of charge-based schemes lowers the error in QM/MM reaction energies with respect to a full QM reference compared to distance-based schemes, irrespective of the choice of the FF.

Both methodologies have in common that the nanoscopic structure needs to be categorized into (i) residues and (ii) a core active site, where candidate regions are incrementally enlarged by one residue at a time. We proposed an alternative approach for systematic QM region determination, which is solely based on quantities obtained from the electronic energy and its derivatives with respect to the molecular coordinates in our QM/SFAM framework.

In QM/SFAM, candidate QM regions are generated around a central atom making use of the fragmentation approach proposed for the SFAM MM parametrization; this is then coupled to a stochastic element, where bonds are cut with some probability $p$. QM/SFAM allows for the fast generation of multiple candidate (and reference) regions within some upper and lower boundary in terms of molecular size set according to available computational resources. The suitability of a candidate QM region is subsequently evaluated by the mean absolute error of the force components on representative atoms in the QM regions with respect to the larger reference regions. QM/SFAM requires only one single-point gradient evaluation for each candidate and reference region and is, therefore, computationally comparatively efficient. As all candidate regions are independent of each other, all calculations trivially parallelize. Compared to CSA and FSA, QM/SFAM does not split the nanoscopic structure residue-wise, although cleavable bonds should be chosen with care for the type of system. In Figure 2, we compare the CSA and FSA approach with QM/SFAM according to different criteria (the choice of descriptor, the strategy for candidate generation, the quality criterion for a candidate region and the corresponding reference, and the scope of application).

| CSA | FSA | QM/SFAM |
|-----|-----|---------|
| **descriptor** | atomic charges | condensed Fukui functions | atomic forces |
| **candidate generation** | top down from a asymptotically converged QM region | bottom up around core region | stochastic fragmentation $^a$ |
| **generator increment** | residuewise | residuewise | atomwise |
| **quality criterion** | $\Delta q_{res} = \sum_{i}^{N} q_{i} - \sum_{i}^{N} q_{i}^{m}$ | $RSS(f) = \sqrt{\sum_{i}^{N} ((f_{i} - \bar{f}_{i})^2 + (f_{j} - \bar{f}_{j})^2)}$ | $\varepsilon_{mean} = \frac{1}{N} \sum_{i}^{N} \left( \frac{1}{3} \left( \Delta f_{x,i} + \Delta f_{y,i} + \Delta f_{z,i} \right) \right)$ |
| **reference metric** | CSA analysis performed on large QM regions only | median of Fukui results on distant and neutral residues | larger QM region of user-defined size |
| **scope of application** | biomolecules | biomolecules | any |

$^a$ stochastic fragmentation

| **FIGURE 2** | Comparison of three QM region selection algorithms: CSA, FSA, and QM/SFAM. In the CSA approach, $\Delta q_{res}$ denotes the charge shift for a specific residue defined as difference between the sum of the partial charges of the noncore residue in the complete protein $q^c$ and the capped (mutated) protein $q^m$ (given in units of the elementary charge e). In the FSA approach, $RSS(f)$ denotes the root sum squared difference in by-residue Fukui functions $f_{i}/\bar{f}$ of an active site residue A with respect to the corresponding median $\bar{f}$ and $\bar{f}$. In the QM/SFAM approach, $\varepsilon_{mean}$ denotes the mean error of the force components of a QM/MM model $m$, calculated from the weighted sum (N equals the number of atoms in the QM region) of the difference in force components $\Delta f$ for atom i in x, y, and z direction for the model ($f_{i,m}$) and the reference ($f_{i,cap}$). |
We emphasize that the systematic determination of QM regions for nonbiomolecular structures (e.g., for heterogeneous catalysis on molecular surfaces) has received only little attention. In these cases, one can either combine a two-dimensional periodic QM approach with the QM/MM methodology in such a way that the QM/MM boundary does not break the periodicity or employ clusters of atoms as QM regions. The latter option was also applied in the study of covalent organic and metal organic framework structures, in which several unit clusters are taken as the QM region.

6 | EMBEDDING AND HANDLING OF THE QM/MM INTERFACE

The QM/MM interaction energy (third term in Equation 1) consists of covalent and noncovalent, that is, van der Waals and electrostatic interactions:

\[
E_{\text{int}} = E_{\text{cov}} + E_{\text{noncov}} = E_{\text{VdW}} + E_{\text{cov}} + E_{\text{estat}}.
\]

These individual contributions can be treated on the MM level only (denoted mechanical embedding), incorporated into the QM Hamiltonian (then called electrostatic embedding or EE), or treated both quantum mechanically and classically (denoted polarizable embedding or PE). Note, however, that mechanical embedding is somewhat outdated as there is no polarization of the QM region by MM point charges and will therefore not be considered further in this Section.

Very often, EE implicitly refers only to the electrostatic terms, following the assumption that they contribute most to the overall interaction energy. However, EE allows only for monodirectional polarization, that is, the QM region is polarized by the MM region but not vice versa. This lack of bidirectionality is cured in the polarizable embedding scheme. By definition, PE is a more consistent electrostatic scheme, where the subregions Q and E mutually polarize each other until an equilibrated charge distribution is reached. In practice, this can be realized by coupling of the QM region to a polarizable FF (see Section 4). From a practical perspective, polarizable QM/MM is an iterative scheme in which the QM electron density is polarized by environment point charges and the polarizable atoms of the MM region respond to the electric field generated by the MM point charges and the QM electron density until self-consistency is reached. Such self-consistency iterations are expensive, but can be avoided by exploiting an extended-Lagrangian approach.

Van der Waals contributions are generally modeled by parametrized functional forms independent of the QM density. The prime example is the LJ potential, which combines a repulsive Pauli term and an attractive dispersive term. Pauli repulsion and long-range electron correlation must be postulated in a classical framework, but they are crucial even for systems in which electrostatic terms are dominating and should not be neglected in the EE framework. One way to include nonelectrostatic effects is the effective fragment potential method, which, however, diverges from the FF concept and will therefore not be discussed in detail here. A completely different approach was developed by Giovannini et al. who express repulsion based on an auxiliary density on the MM subsystem and quantum dispersion based on the Tkatchenko–Scheffler approach.

The contribution of covalent interactions \(E_{\text{cov}}\) to Equation (4) is nonzero only if covalent bonds cross the QM/MM boundary. This can be challenging as macromolecular structures exhibit different types of bonding patterns, ranging from covalent bonds to dative (between a metal and its ligand) and ionic (in crystals) interactions.

In this Section, we discuss different embedding methods defining Equation (4) with a focus on the inclusion of explicit Pauli repulsion and dispersion into the QM/MM interaction energy expression in a mutually polarizable framework.

6.1 | Contributions to the interaction energy I: electrostatic interactions

Polarization of the QM region by MM point charges in EE can be achieved by augmenting the electronic (“ele”) Hamiltonian of the QM region with an electrostatic potential of the MM charges (in Hartree atomic units used throughout):

\[
\hat{H}_{\text{ele, EE}}^{Q} = \hat{H}_{\text{ele}}^{Q} + \sum_{i}^{N_{\text{ele}}} \sum_{A \in E} \frac{q_{A} Z_{\alpha}}{|\mathbf{r}_{i} - \mathbf{R}_{A}|} + \sum_{\alpha} \sum_{A \in E} \frac{Z_{\alpha} q_{A}}{|\mathbf{R}_{\alpha} - \mathbf{R}_{A}|}.
\]
with the QM internal Hamiltonian \( \hat{H}_\text{ele} \), the number of nuclei and electrons in the QM region \( N_{\text{nuc}}^Q \) and \( N_{\text{ele}}^Q \), respectively, the charge of MM atom \( A \), \( q_A \), the nuclear charge of nucleus \( \alpha \) in \( Q \), \( Z_{\alpha} \), and the Cartesian coordinates of electrons and nuclei \( \mathbf{r}_i \) and \( \mathbf{R}_j, \mathbf{R}_n \), respectively. The required MM charges are readily available in all analytical FFs, but need to be chosen with care, because they may produce overpolarization in the QM region. This overpolarization is an artificial effect induced by the Coulombic interaction between the QM density and the MM point charges at small distances (i.e., close to the interface), where a quantum description of Pauli repulsion (which would be exerted by the MM electrons on the QM density in a full quantum system) is missing.

In metallic systems, where the effective atomic charges of the environment are zero, electrostatic embedding must be performed by the placement of effective core potentials on all atoms close to the QM region that mimic the presence of bulk around the QM atoms. The number of additional one-electron terms in the QM Hamiltonian of Equation (5) scales linearly with the number of MM atoms, which produces a computational bottleneck for large molecular systems. This computational overhead can be mitigated by truncation, that is, by neglecting long-range electrostatic interactions beyond some chosen cutoff. However, this can produce artifacts because long-range electrostatic interactions may become important for the description of condensed-phase processes.

An alternative approach is to choose charges and (optionally) higher-order multipoles as a surrogate description of the continuous QM electron density. These multipoles must be fitted to reproduce the QM electrostatic potential arising from the correct QM density. It has also been suggested to approximate the continuous QM density through implicit solvent models, MM-charge projection schemes, and Ewald-based methods.

Through combination of both continuous and surrogate schemes in a more advanced picture, the explicit QM density can be employed in the short-range regime, while surrogate models for the QM density are chosen in the long-range regime (see Ref. [222] for a detailed discussion).

The MM contribution to the electrostatic embedding is purely parametric and static. At short range, a lack of Pauli repulsion can produce the electron-spillout problem, which is most prominent if the one-electron basis set in the quantum region extends far into the valence, and hence, into the MM region at the QM/MM interface. At small distances of QM and MM atoms, the QM electron density is overpolarized by the Coulombic interactions with positively charged MM atoms, whereas the Pauli repulsion in the electronic wave function induced by the (lacking) MM electrons is missing. Mitigation of such inaccuracies usually requires extensive testing for a specific system under investigation, which cannot be routinely done in a black-box manner. The short-range Pauli repulsion can be approximately modeled by placement of pseudopotentials on close-lying MM atoms or by modified potentials for the Coulombic term (see also Ref. [243] and references therein).

PE has emerged as an advanced embedding scheme that mitigates the inaccuracies arising from the static nature of electrostatic embedding. It was applied to describe charge penetration and anisotropy effects and in the calculation of infrared spectra, redox properties, and solvatochromic shifts of chromophores in solvents, and biomolecules and in cases where the MM part experienced a strong polarization response, for example, upon electronic excitation in the QM region. We note that polarizable force fields often do not perform better than advanced fixed-charge force fields, which, however, may be simply taken as an indication that more development and testing will be required until the same degree of maturity is reached as for fixed-charge force fields.

In mutually polarizable QM/MM models, an additional term is added to the sum in Equation (4), \( E_{\text{pol}}^{Q+\text{ele}} \), corresponding to the polarization energy. The incorporation of self-consistent mutual polarization lowers the computationally prohibitive demands of the electronic structure calculation, because the QM region does not need to be so large to cover all polarization effects. For example, Loco and coworkers have shown that polarizable QM/MM models are less sensitive to the choice of the QM region.

To recover short-range nonelectrostatic interactions between the QM region and a (polarizable) MM region, three-layer QM/QM/MM schemes have been proposed. In such schemes, the nearest-neighbor environment is modeled through its (frozen) density in such a way that short-range Pauli repulsion can be recovered, and only distant MM atoms are described by multipole moments and polarizabilities. At the same time, polarization effects in the environment are described through classical polarizabilities, which are updated in a self-consistent manner as in the PE approach.

### 6.2 Beyond polarizable embedding: a flexible QM/MM boundary

Within a fully polarizable embedding approach, one may allow for dynamic exchange of atoms between the QM and MM regions during the course of a simulation; for example, if QM atoms are affected by diffusion and leave the QM region. This results in discontinuities in forces and energies and leads to the violation of energy conservation, which
can be alleviated by introducing a transition layer,\textsuperscript{270} data-driven many-body representations,\textsuperscript{154} or machine-learned potentials.\textsuperscript{271} This so-called adaptive QM/MM methodology has received considerable interest in the past decade.\textsuperscript{18,32,272–282} It has mostly been applied to diffusion of solvent molecules across the interface, but also to proton transfer reactions.\textsuperscript{283} For metrics on how to reassign atoms to different regions, we refer the interested reader to Refs. [18, 32, 270]. An overview of electrostatic embedding models is compiled in Figure 3.

\section*{6.3 Contributions to the interaction energy II: van der Waals and bonded interactions}

Pauli repulsion and dispersion contributions to the QM/MM potential energy expression captured by LJ-type potentials or similar parametrized analytical functional expressions at the MM level do not contribute to the electronic QM Hamiltonian.\textsuperscript{284} In the EE framework, the static charge distribution in the MM subsystem is incapable of describing charge anisotropy and, hence, electronic repulsion, which renders the simplified LJ potential energy expressions unavoidable\textsuperscript{243} and initiated the development of different density-dependent QM/MM van der Waals models within polarizable embedding frameworks.\textsuperscript{242,285–290}

This requires a reliable formulation of contributions for dispersion and repulsion for the QM Hamiltonian. For example, Kuechler and coworkers designed the charge-dependent exchange and dispersion model\textsuperscript{286} which introduces a scaled overlap model that is a function of the atomic charge. Several groups\textsuperscript{242,288} employ modified Tkatchenko–Scheffler semiempirical van der Waals schemes\textsuperscript{291} for the dispersion contribution. The density-dependent repulsion energy can be expressed as a standard Poisson integral. The MM density can be approximated by Gaussian-type basis functions for “fictitious” MM electrons, as shown by Giovannini et al.\textsuperscript{242} This approach has been successfully applied to a simulation of nicotine in aqueous solution,\textsuperscript{242} the calculation of hyperfine coupling constants\textsuperscript{292} and noncovalent interaction energies.\textsuperscript{288} Slipchenko and coworkers have further developed the aforementioned effective fragment potential method to include exchange-repulsion\textsuperscript{290} and dispersion\textsuperscript{287} into the QM Hamiltonian and showed that the resulting exchange-repulsion-corrected polarizable method improved the description of solvent-to-solute charge-transfer processes.\textsuperscript{293}
For the description of covalent bonds at the intersection of QM and MM regions, the canonical approach consists of placing a link atom, double-link atom, or tuned-link atom at one end of the cut interface bond. Also, local self-consistent field, generalized hybrid orbitals, pseudo-bond, frozen orbitals, and Yin-Yang atoms were developed to handle covalent bonds across the QM/MM interface.

7 | UNCERTAINTY QUANTIFICATION

Every result of a computational simulation requires the assignment of an individual, system-specific error in order to be meaningful by itself without relying on other information on reliability and accuracy. This process is called UQ in the field of computational science. In principle, any physicochemical property model must be subjected to a UQ analysis, which has made considerable progress in recent years (see, e.g., Refs. [307,309–317]). UQ in multiscale models has also been recognized as a key issue. The necessity of careful error estimation is particularly pressing in view of the manifold of sources of errors in QM/MM simulations.

Errors are generally grouped into epistemic (or systematic) and aleatoric (or statistic) errors: Epistemic uncertainty in QM/MM simulations is induced by inadequacy of the chosen MM model, errors in the underlying QM method applied to the core subsystem, and the incomplete approximation of interaction energies (e.g., the neglect of Pauli repulsion). The main contributions to the uncertainty in MM are (i) the selected functional forms of the FF and (ii) the choice and quality of reference data. Even if the error in the potential may contribute most to the overall epistemic uncertainty, the electronic structure method applied to the QM region is affected by an error that, albeit small, is unknown for a specific structure of interest. Aleatoric uncertainty, by contrast, arises from the randomness of sampling from a distribution. The uncertainties of individual structure configurations propagate into errors of thermodynamic averages, and the choice of the starting structure in short simulations may lead to strong biases. This can be alleviated with ensemble methods in which a huge number of simulations are run, where one can extract statistically significant results from the ensemble of simulations.

Developments in the field of molecular simulation have achieved high reliability (as is evident from the previous Sections) and many best-practice protocols have been developed for aleatoric error control. The impact of systematic errors on the overall uncertainty, however, requires more attention because it constitutes the major part of the final uncertainty. Hence, epistemic uncertainty limits the reliability of the outcome even in the hypothetical case of infinite sampling and perfect structural models.

7.1 | Epistemic error sources in multiscale models

Various studies involving sensitivity analysis show that property prediction is highly dependent on the choice of the FF parameters. Extended regions of parameter space can fit the reference data equally well and even if model training is insensitive to the choice of parameters, this must not hold true for predictive calculations. Insufficiency in the functional form and in the quality of parametrization of a classical potential yield nontransferable FFs. For instance, QM-derived FFs are mostly fitted to properties resulting from QM calculations performed at minimum-energy configurations. Hence, reliable simulations for structure configurations that are not represented in the parametrization data are challenging.

The faithfulness of an MM potential can be assessed either by the generation of accurate QM reference data (which can become computationally prohibitive for large structures), or through Bayesian schemes, which have been applied successfully for the UQ of FF parameters. Bayes’ rule allows for automated and statistically motivated update of parameters given new data. For example, LJ parametrizations have been the target of Bayesian UQ due to its simplicity. A disadvantage is that Bayesian schemes may feature a computationally demanding calculation of the error.

Since the general purpose of an atomistic or QM/MM simulation is the exploration of unseen regions of the PES, frequent visiting of new configurations is intentional, which requires (i) metrics to identify regions in which the model prediction is insufficient and (ii) algorithms that deliberately visit such regions without extensive sampling. Epistemic uncertainties in the MM model can rely on Bayesian inference rules. Bayesian schemes, such as Gaussian process regression, yield a probability distribution over quantities of interest. Then, UQ is readily achievable through the available confidence intervals. In combination with the reliability of such ML models, many of them based on Gaussian
7.2 The potential of ML in force field construction

ML potentials have recently emerged as flexible and tunable interatomic potentials that can provide accuracy of first-principles methods at a fraction of the computational cost and offer, in addition, UQ. QM/MM simulations that employ ML potentials offer several advantages, similar to those of system-focused analytical \textit{ab initio} potentials, compared to universal, transferable force fields:

- The mathematical definition of a ML potential is, in principle, universally valid, because the potential does not explicitly rely on element-specific or rigid analytical expressions. By virtue of its ansatz, an ML potential is agnostic with regard to the molecular composition and only depends on the training data used for parametrization. This mitigates the need to choose one specific readily available FF, which usually requires expert knowledge or extensive testing. Note that ML potentials come at the cost of extensive testing, because the mathematical expression of an ML potential is not derived from physical criteria and at the same time very flexible, which can result in heavily oscillating functions that connect the training data.
- The parametrization of an ML potential can easily be automated.
- If the ML potential is trained on QM reference data obtained with the same method that is applied to the QM region, the QM/MM simulation will refer to the same consistent PES in both the QM and MM region.
- ML potentials can be systematically improved on the fly by integration of additional reference data, for instance, if regions exhibiting high prediction uncertainty are visited during the simulation.

Note that in contrast to analytical FFs, ML potentials are not transferable to any configuration on the PES. This again originates from the lack of physical basis of the functional form, which extrapolates in regions of the PES that were unseen in the training data, where it adopts somewhat arbitrary values. The details on how to set up ML potentials has been discussed by various groups and is out of scope of this review (see, e.g., Refs. \cite{345, 346, 348–361}).

ML models suffer somewhat from a lack of a theoretical base model for the predicted phenomena. It may be difficult to reliably estimate whether the visited region on a PES corresponds to an extrapolation regime with respect to the training set. \cite{320} Even more, accurate learning requires thousands of QM derived reference points in a carefully designed training set, which makes the training process computationally expensive. This supported the development of so called active-learning strategies, \cite{362, 363} where an initial potential is iteratively improved by adding new reference data corresponding to regions of high uncertainty to the training set on the fly. \cite{364, 365} This method was applied to FF training in an MD simulation. \cite{366} A different approach to error estimation has been based on the generation of ensemble models, \cite{344} where one or multiple ML models are fit to randomly chosen subsets of the training set\cite{363, 367–372} and the spread in the prediction is a measure for the uncertainty of the ML potential.

Dropout neural network (NN) potentials, by contrast, provide Bayesian error estimates on a significantly reduced timescale compared to ML potential sampling. \cite{373–375} Imbalzano and coworkers \cite{320} suggested a hybrid-UQ approach also based on a committee model error estimation scheme: For single-point uncertainty estimation, they employ \( \Delta \)-ML for the interpolation between a less accurate potential to a more accurate model. As this error propagates into the thermodynamic average over a trajectory, reweighting schemes are applied on the fly.

7.3 The potential for ML in hybrid QM/MM calculations

ML algorithms have gained attention in the QM/MM community beyond the use of ML potentials. One advantage, for instance, is the improved simplicity in the description of the interaction energies of the subsystems \( Q \) and \( E \). If the ML model is retrained on each performed QM calculation, large discontinuities between the QM and ML description of the boundary interactions will cancel out (for details, see Ref. \cite{271} and references therein). Consequently, adaptive QM/MM can be employed without the use of an interpolative transition layer, because the discontinuity in energies and forces vanishes upon retraining of the ML potential. \cite{271} To avoid boundary problems, Lier et al. \cite{376} introduced a NN
approach in which the NN is applied to describe interactions between a buffer region and both the quantum and classical subsystems. The buffer region itself is polarized by the quantum density.

*Ab initio* QM/MM calculation are computationally expensive. Semiempirical QM/MM calculations are several orders of magnitude faster, but their accuracy is largely dependent on the quality of the model parameters, for which systematic error estimation is difficult. Recent approaches apply NN representations \(^{377-380}\) and other ML schemes \(^{378,379,381-383}\) to reduce the computational cost of the QM calculation in the QM/MM frameworks, either by learning the *ab initio* QM/MM PES from the semiempirical QM/MM PES (denoted $\Delta$-ML, which goes back to work of von Lilienfeld and coworkers \(^{384}\)) or by directly learning the *ab initio* PES, \(^{350,353-355,370}\) the electron density, \(^{385}\) or the wave function \(^{386}\) of the QM subsystem. For instance, Böselt and coworkers applied a NN representation of the QM region coupled to a $\Delta$-ML approach. \(^{387}\) Their resulting (QM)ML/MM model reached the accuracy of a density functional theory reference in the calculation of energies and gradients.

Recently, Brandt and Jacob \(^{231}\) investigated the uncertainty in QM/MM reaction energies with regard to the choice of the QM region and the empirical parameters incorporated in the force field (in this case, the MM point charges): These authors evaluated the derivative of a QM/MM energy calculation with respect to variations in the MM point charges, which was exploited to systematically incorporate atoms into the QM region in order to minimize this uncertainty.

8 | CONCLUSIONS

Despite the simple concept of QM/MM modeling to embed electronic structure methods in a scaffold rooted in classical mechanics at the level of energies, it presents several challenges in the model generation. These challenges threaten reproducibility, the estimation of the uncertainty of calculated data, and automation efforts. Decades of research in this field have delivered diverse best-practice protocols and state-of-the-art QM/MM approaches to target such deficiencies, which we reviewed in this work. We identify four components critical for the construction of reliable hybrid models, that should be carefully considered in any QM/MM modeling study:

- QM/MM model construction can and should be automated. Since this has been accomplished only for some aspects of the QM/MM model, a full-fledged black-box-type QM/MM model-construction engine is desirable.
- Atom-economically embedded QM regions can be well determined and should therefore be selected by first-principles criteria.
- MM potentials should be parametrized in a system-focused manner with reference data obtained from an electronic structure method. By that, both embedded methodologies adopt high compatibility among each other with regard to good phase-space overlap in order to be structure-faithful. Moreover, reference data can be produced on demand. Transferable information for generalized models can be systematically identified in a second step.
- Rigorous UQ is needed to make QM/MM results reliable. Especially, ML techniques can be efficient for on-the-fly refinement of FF parameters. However, this requires well-calibrated re-weighting schemes in simulations, as a change of the FF parameters obviously directly affects the microstate energies.

These criteria define an experimental-data-free bottom-up approach that is a viable way to address any nanoscale atomistic structure, and that is therefore worthwhile pursuing.
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