Crosstalk calibration of multi-pixel photon counters using coherent states
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Abstract: We present a novel method of calibration of crosstalk probability for multi-pixel photon counters (MPPCs) based on the measurement of the normalized second-order intensity correlation function of coherent light. The method was tested for several MPPCs, and was shown to be advantageous over the traditional calibration method based on the measurements of the dark noise statistics. The method can be applied without the need of modification for different kinds of spatially resolved single photon detectors.
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1. Introduction

Accurate characterization of multiphoton states is one of the key tasks of modern quantum optics. It requires implementation of photodetectors capable to resolve numbers of photons in short optical pulses, referred to as photon number resolving detectors (PNRDs). Possible applications of PNRDs include but not limited to linear optical quantum computing [1-3], security analysis of quantum key distribution schemes [4], and studies of foundations of quantum mechanics [5].

Conventional single photon detectors, such as avalanche photodiodes (APDs) and photomultiplier tubes (PMTs), lack the photon number resolving capability because of the “dead-time” effect [6]. Thus their output corresponds either to “zero” or to “one or more” detected photons. This limitation can be overcome by splitting the multiphoton state between different spatial or temporal modes and detecting each mode individually [7-9]. However, with the increasing number of photons these schemes become bulky and challenging to operate. Note that limited photon number resolution is offered by a dedicated class of hybrid photodetectors [10]. An alternative technique is based on the implementation of cryogenic devices such as transition edge sensors (TESs) and visible light photon counters (VLPCs). They have excellent photon number resolution up to 7-9 photons, high quantum efficiency and low dark noise [11-16]. However, these devices are costly and require qualified operation.

Recently, an affordable solution for PNRDs became available with the implementation of multi-pixel photon counters (MPPC), where several hundred APDs, operating in a Geiger mode and referred to as pixels, are embedded into a single chip [17]. The chip is illuminated by a diffused light spot, so that the probability of more than one photon to hit the same pixel is negligible. Signals from all the pixels are summarized at the output and thus the photon number resolution is achieved. In some sense this approach is similar to the above-mentioned technique of spreading multiphoton states in different spatial modes, being, however, more compact and easy to operate. Currently, MPPCs find applications in quantum optics.
experiments [18-21], as well as in high-energy physics experiments as photosensors for scintillate detectors [22].

The major drawbacks of MPPC are high dark noise and optical crosstalk between pixels. The dark noise can be significantly reduced by cooling MPPC and time gating of the signal [23]. However the optical crosstalk cannot be suppressed in this way and thus requires more elaborated attention. Crosstalk occurs because secondary photons are re-emitted during the avalanche in the pixel and they trigger simultaneous additional photon counts [24]. Thus the crosstalk modifies the initial statistics of photons, and that is why its accurate calibration is needed.

2. Methods of crosstalk calibration

The direct calibration of the crosstalk requires either the access to the outputs of individual pixels [25-27] which is not possible with commercially available MPPCs, or complicated optical setups which provide illumination of individual pixels [22]. Another widely implemented approach is based on the measurement of the photocount distribution of dark noise [22, 28]. Assuming that dark counts obey a Poisson distribution in the absence of crosstalk, the corresponding mean number of dark counts per measurement is given by:

$$\langle N \rangle_{DC} = -\ln(N_{0,DC} / N_{DC}),$$

where \(N_{0,DC}\) is the number of measured events with zero counts, and \(N_{DC}\) is the total number of measurements (triggers). The probability of the crosstalk is assumed to be proportional to the difference between the number of single photon events expected from the Poisson distribution with the mean \(\langle N \rangle_{DC}\) and the corresponding number of events \(N_{1,DC}\), measured for the dark noise:

$$P_{DC} = 1 - N_{1,DC}\left(\frac{N_{DC}}{\langle N \rangle_{DC}}e^{-\langle N \rangle_{DC}}\right).$$

This approach allows calibration of the crosstalk without much effort. However, in case of low dark counts the difference between the nominator and the denominator in Eq. (2) is small and hence the crosstalk calibration is highly sensitive to the errors in the measurement of both terms. Thus the method does not allow accurate calibration of low-noise detectors, which are of most practical interest.

An alternative method of crosstalk calibration relies on statistical modeling of the measured photon statistics of well characterized light sources and solving an inverse problem. To date, several analytical models describing MPPC crosstalk have been considered [18-21, 29]. However, in the analysis of the experimental data either the probability of crosstalk has been analyzed as one of several fitting parameters [19] or the assumption has been made that for a given pixel only one crosstalk event could occur [18, 20, 29]. The latter is in fact valid, particularly, for the case when the number of photons, dark counts, and the probability of crosstalk are low. However for the cases when the probability of crosstalk is high, several crosstalk photons are likely to be generated in a single detection event and a nonlinear crosstalk model should be considered.

Recently, an algorithm of obtaining the normalized second order intensity correlation function (\(g^{(2)}\)) from the MPPC data was introduced [20]. Based on a simple linear model of crosstalk in MPPC it was shown, that due to the crosstalk, the measured \(g^{(2)}\) exhibits excess two-photon correlations independently on the actual light statistics. In this work by implementing a more general non-linear crosstalk model, which is applicable to a broader class of MPPC devices, we develop a method of the crosstalk calibration based on \(g^{(2)}\) measurements of coherent light and test it for several commercially available MPPCs.

3. Non-linear crosstalk model
According to the definition, the second-order normalized intensity correlation function at zero
time delay is given by
\[ g^{(2)} = \langle a^+ a^+ a^* a \rangle / \langle a^+ a \rangle^2, \]  
(3)
where \( a^* \) and \( a \) are photon creation and annihilation operators, respectively. Measurement of \( g^{(2)} \)
is highly relevant to characterization of light statistics since it is insensitive to optical losses
and finite efficiencies of the detectors, which may be not always precisely known in experiments [30]. Conventionally \( g^{(2)} \) is measured in a Hanbury-Brown and Twiss (HBT) setup consisting of two single photon detectors, which outputs are addressed to a coincidence

circuit. Let \( N_{\text{Coinc}} \) be the measured number of coincidences of photocounts of two detectors,
and \( N_{D1,D2} \) is the measured number of photocounts of individual photodetectors, then \( g^{(2)} \) is
given by:

\[ g^{(2)} = N_{\text{Coinc}} f(N_{D1}N_{D2}). \]  
(4)
For the case of MPPC, one considers each pair of pixels as a single HBT setup [20]. The
number of such setups can be estimated as \( m(m-1)/2 = m^2/2 \), where \( m \) is the total number of
pixels. Let \( N_{k,\text{CT}} \) be the number of detected \( k \)-photon events by MPPC \((k=1,2,3,...)\), including
crosstalk events. Then, the total number of pairwise coincidences is given by

\[ N_{\text{Coinc,CT}} = \sum_{k=2}^{\infty} C_k^2 N_{k,\text{CT}}, \]
where \( C_k^2 \) is the number of 2-combinations in \( k \). The total
amount of photocounts is given by \( N_{\text{Total,CT}} = \sum_{k=1}^{\infty} k N_{k,\text{CT}} \). In analogy with Eq. (4), \( g^{(2)} \) is
calculated as a ratio of the number of pairwise coincidences per single HBT setup to the
squared total number of detected photons per pixel:

\[ g^{(2)} = 2 \sum_{k=2}^{\infty} C_k^2 N_{k,\text{CT}} / \left( \sum_{k=1}^{\infty} k N_{k,\text{CT}} \right)^2. \]  
(5)

Let us now introduce the nonlinear crosstalk model. One expresses the number of \( k \)-photon events with crosstalk \( N_{k,\text{CT}} \) through the corresponding number of events in the absence
of crosstalk \( N_k \) as follows:

\[ k = 1 \quad N_{1,\text{CT}} = N_1 - pN_1 - p^2 N_1, \]  
(6a)
\[ k = 2 \quad N_{2,\text{CT}} = N_2 - 2pN_2 + pN_1 - 2p^2 N_2, \]  
(6b)
\[ k > 2 \quad N_{k,\text{CT}} = N_k - kpN_k + (k-1)pN_{k-1} + (k-2)p^2 N_{k-2} - kp^2 N_k, \]  
(6c)
where \( p \) is the probability of crosstalk for one pixel. In Eq. (6(c)) the second term is the
number of \( k \)-photon events being converted by crosstalk into \((k+1)\)-photon events, and the
third term is the number of \((k-1)\)-photon events that gained an extra photon due to crosstalk to
become \( k \)-photon events; the fourth term represents the number of \((k-2)\)-photon events
converted into \( k \)-photon events due to double crosstalk, and the fifth term is the number of \( k \)-photon events which contributed to \((k+2)\)-photon events, also due to double crosstalk. The
model is restricted to the second order crosstalk under the assumption of low mean photon
number of the detected light, and the following condition for the crosstalk probability to be
fulfilled \( p+2p^2 \gg 3p^3 \). However the model can be extended to include further nonlinear terms
in the similar manner.

Assuming the crosstalk model mentioned above, the nominator and the denominator in
Eq. (5) are given by:

\[ N_{\text{Coinc,CT}} = \left(1 + 2p + 4p^2\right) \sum_{k=2}^{\infty} C_k^2 N_k + p(1+3p) \sum_{k=1}^{\infty} k N_k, \]  
(7a)
\[ N_{\text{Total,CT}} = \left(1 + p + 2p^2\right) \sum_{k=1}^{\infty} k N_k. \]  
(7b)

From Eqs. (5, 7(a), 7(b)) \( g^{(2)} \) takes the following form

\[ g^{(2)}(N_{\text{Total,CT}}) = \left(1 + 2p + 4p^2\right) g^{(2)}(g^{(2)}) + \frac{2p(1+3p)}{(1 + p + 2p^2)^2} g^{(2)}(N_{\text{Total,CT}}) + \frac{1}{N_{\text{Total,CT}}}. \]  
(8)
where $g_0^{(2)} = 2 \sum_{k=2}^{\infty} \frac{C_k^2 N_k}{\left( \sum_{k=1}^{\infty} k N_k \right)^2}$, is the initial second order correlation of light without crosstalk. From Eq. (8) it follows that for light with the known $g_0^{(2)}$, for instance for coherent light, for which $g_0^{(2)}=1$, the measured $g^{(2)}$ only depends on the crosstalk probability and the total number of photocounts. Thus, if the dependence of $g^{(2)}$ on the total number of photocounts $N_{\text{Total,CT}}$ is measured, the probability of crosstalk can be extracted as the only fitting parameter. Note that since $g_0^{(2)}$ is insensitive to optical losses, the described method of crosstalk calibration does not require a-priori knowledge of the quantum efficiency of the detector under test.

4. Experiment

The approach was tested experimentally in the setup shown in Fig. 1. The beam of a frequency doubled Nd:YAG pulsed laser at 532 nm (Crystalaser, repetition rate 20 kHz, pulse width 30ns) was attenuated by a neutral density filter (NDF) and fed into a single mode (SMF) fiber (SM 460-HP). At the output of the fiber the beam was collimated by a lens with $f=6.24$ mm to produce a Gaussian spot of 1.2 mm at the level of $1/e^2$ from the maximum. The intensity of the beam was varied by two polarization beam splitters (PBS) and a half-wave plate (HWP) placed between them. The beam passed through an interference filter with a center wavelength 532 nm, FWHM 2 nm (not shown) and impinged on the chip of MPPC. Three different MPPC’s (Hamamatsu, C10507-11-XXXU series) with 100, 400, 1600 pixels per chip with the corresponding pixel sizes of 100x100 μm$^2$, 50x50 μm$^2$, and 25x25 μm$^2$, were tested. The size of the MPPC chip was 1.5x1.5 mm$^2$ for all the detectors under test, and the quantum efficiencies at 25°C according to the datasheet were equal to 58%, 38%, 20% for MPPCs with pixel sizes of 100x100 μm$^2$, 50x50 μm$^2$, and 25x25 μm$^2$, respectively. Each MPPC was sealed into custom-made housing with AR-coated optical window. The temperature of MPPC could be varied thermoelectrically from the room temperature down to -8°C and monitored by a thermocouple. The signals from MPPC were digitized by an AD card (NI PCI-5154) within 50 ns time window, and subsequently processed by Labview software. For each value of the intensity of the impinging light distribution of the amplitudes of the MPPC output $N_{k,CT}$ was recorded for $2*10^6$ triggers. The dark noise was measured by blocking the laser beam, and then subtracted from the signal. The total amount of photocounts $N_{\text{Total,CT}}$ was calculated according to Eq. (7(b)), and $g^{(2)}$ was calculated according to Eq. (5). The experimental dependence of $g^{(2)}(N_{\text{Total,CT}})$ was fitted with Eq. (8) by a Levenberg-Marquardt algorithm weighted for instrumental uncertainties (Origin lab), with $p$ being a single fitting parameter.

Fig. 1 Experimental setup. Nd:YAG laser at 532 nm was used as a source of coherent light. The beam was attenuated by a neutral density filter (ND), and coupled into a single mode fiber (SMF). The intensity of the beam was controlled by two polarizing beamsplitters (PBS) and a half-wave plate (HWP). The beam impinged on the detector under test (MPPC), with the output connected to a data acquisition card (AD card). Calibration of the source was done in a Hanbury-Brown and Twiss (HBT) interferometer by erecting a flipping mirror (FM). The HBT consisted of a non-polarizing beamsplitter (NPBS) and two avalanche photodiodes (APD) connected to a coincidence circuit.
Independent calibration of the source was performed in a Hanbury-Brown and Twiss setup, with two APDs (Perkin-Elmer, SPCM-AQR-14), preceded by a non-polarizing beam splitter (NPBS). The APD outputs were addressed to a coincidence circuit (Acam meselectronic, TDC) with a 50 ns time window. From Eq. (4) one obtained $g_0^{(2)} = 1.010 \pm 0.002$, which was then used in the fits of the experimental data (see Eq. (8)).

5. Results and discussion

First, the measurements described above were performed for three MPPCs with different pixel sizes. The resulting dependences $g^{(2)}(N_{\text{Total,CT}})$ for different detectors at -4.5°C are shown in Fig. 2. The crosstalk probabilities $p$, were obtained from fits of the experimental data which yielded typical values of coefficient of determination (COD) 0.983-0.99. For the sake of future comparison with the dark noise method of crosstalk calibration, we calculate the expression $p+2p^2$, which is shown in Table 1, as it represents the impact of crosstalk on the total number of counts in the non-linear model (see Eq. (7(b))).

![Fig. 2: Dependences of $g^{(2)}$ on the mean number of photocounts per pulse $N_{\text{Total,CT}}$ measured at -4.5°C by the MPPC with 25x25 μm$^2$ (black squares, dashed line), 50x50 μm$^2$ (red circles, dotted line), and 100x100 μm$^2$ pixel size (blue triangles, solid line). Lines are fits to experimental data, yielding COD 0.989, 0.983, and 0.997, for MPPC with 25x25 μm$^2$, 50x50 μm$^2$, and 100x100 μm$^2$ pixel size, respectively.](image)

From the presented results it follows, those detectors with larger pixel size have larger crosstalk. This result is qualitatively confirmed by other groups using alternative calibration techniques, and explained by the dependence of the crosstalk probability on the gain of the detector [31]. The gain of each pixel is given by $G=C \Delta V$, where $C$ is the capacitance of the pixel and $\Delta V=V_{\text{op}}-V_{\text{bd}}$, where $V_{\text{bd}}$ is the breakdown voltage, and $V_{\text{op}}$ is the operational voltage. According to the datasheet, MPPC modules with larger size of the pixels have a larger gain, and consequently exhibit larger probability of crosstalk [17].

Additionally, the crosstalk was measured at 4 different temperatures of 25°C, 12.5°C, 5°C, -4.5°C for the MPPC with 50x50 μm$^2$ pixel size. The estimated crosstalk probabilities obtained from the fits of experimental dependences $g^{(2)}(N_{\text{Total,CT}})$ are summarized in Table 2, and shown in Fig. 3 (red squares). The dependence of the crosstalk probability on the temperature is again attributed to the corresponding change of the gain [22]. Indeed, with the decrease of the temperature, $V_{\text{bd}}$ decreases, and leads to the increase of the gain. From the datasheet provided by the manufacturer, and our independent measurements, it was found that the MPPC module was designed to keep a constant $\Delta V$ by means of a compensation circuit,
which regulates $V_{op}$ [17]. However, the obtained dependence of the crosstalk indicates, that for the tested MPPC modules the compensation circuit did not accurately follow the change of $V_{bd}$ with the temperature.

Finally, the results were compared with those obtained by the method based on the measurement of dark counts (see Eq. (2)). For each detector under test, dark counts were collected from the ensemble of $50*10^6$ triggers (see Table 1,2), which was intentionally chosen to be larger than the total amount of $36*10^6$ measurements used in calibration by $g^{(2)}$ measurements.

The results obtained by both methods are summarized in Tables 1 and 2, and shown in Fig.3. They show good agreement, with major deviations observed for the case of high crosstalk probability (large pixel size and low temperature). This is because the dark noise model does not account for nonlinear crosstalk terms, which contribution becomes non-negligible in this case. At the same time the method based on the measurement of $g^{(2)}$ gives the crosstalk probability with significantly less experimental uncertainty in the case of low dark counts (small pixel size and low temperature).

**Table 1. Probabilities of crosstalk measured for MPPCs with different pixel size at the temperature of -4.5°C.**

| Pixel size, μm² | Dark noise, photocounts/pulse | $p+2p^2$ | $P_{DC}$ |
|----------------|-------------------------------|----------|-----------|
| 100x100        | 0.021                         | 0.87±0.01 | 0.610±0.015 |
| 50x50          | 0.008                         | 0.21±0.005 | 0.23±0.03 |
| 25x25          | 0.002                         | 0.07±0.002 | 0.10±0.11 |

**Table 2. Probabilities of crosstalk measured for MPPC with 50x50 μm² pixel size at different temperatures.**

| Temperature, °C | Dark noise, photocounts/pulse | $p+2p^2$ | $P_{DC}$ |
|-----------------|-------------------------------|----------|-----------|
| 25              | 0.05                          | 0.102±0.005 | 0.108±0.005 |
| 12.5            | 0.02                          | 0.120±0.005 | 0.13±0.01 |
| 5               | 0.011                         | 0.160±0.005 | 0.17±0.02 |
| -4.5            | 0.008                         | 0.210±0.005 | 0.23±0.03 |
6. Conclusions

In conclusion a new accessible method for calibration of crosstalk has been presented and tested for MPPCs with different pixel sizes and at different temperatures. The method solely relies on the fundamental properties of coherent states, and the generalized crosstalk model. It does not require any a-priori knowledge of quantum efficiency of the detector under test. Obtained results were also compared with those measured by the conventional dark count method. Two methods were found to be in a good agreement qualitatively. At the same time, the new method exhibits much less uncertainty in determination of the crosstalk in the case of low dark counts. The beneficial aspects of the method are of a particular interest for practical applications, and future development of optimized low noise spatially resolved single photon detectors.
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