Periodic Cycles of Eyewall Convection Limit the Rapid Intensification of Typhoon Hato (2017)
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The ability to forecast tropical cyclone (TC) intensity has improved modestly in recent years, partly because of an inadequate understanding of eyewall convection processes. Short-term periodic convection activities (period: 3–5 h) have been identified in a number of TCs, but the effect of these activities on the evolution of TC intensity at the hourly scale is yet to be fully investigated. Using radar observations and a high-resolution numerical simulation based on the Weather Research and Forecasting model, we analyzed the periodic cycles of eyewall convection associated with the intensification of Typhoon Hato (2017). Results indicate the presence of four short-term periodic cycles (period: 3–5 h) in the eyewall convection, which correspond to TC intensification. We further divided each cycle into three stages. The periodic evolution of convection inhibited the rapid intensification of the TC. The highest and lowest intensification rates were associated with the first and third stages according to the virtual potential temperature tendency in the eyewall region, respectively. Heating was dominated by the vertical advection associated with sensible heat and latent heat, which were controlled by the eyewall convection and structure. Of the three stages in each cycle, the vertical transport released the largest amount of latent heat in the first stage; consequently, the highest intensification rate occurred in this stage. In the second stage, heating was reduced because of decreased latent heat and increased cooling of sensible heat associated with vertical advection as the eyewall intensified. Vertical transport was the weakest in the third stage; this resulted in the smallest amount of heating, which limited the rapid intensification of the TC.

1. Introduction

Tropical cyclones (TCs), which develop over warm tropical oceans, are among the most destructive natural phenomena. However, the ability to forecast TC intensity has improved modestly in recent years [1–3]. A TC is a complex system. Its intensity is affected by various external and internal factors that interact on different scales [4–6]. Inadequate understanding of the internal processes of a TC, possibly because of the lack of high-precision observational data, is one of the main factors limiting the ability to predict TC intensity [7, 8].

Many studies have found that the eyewall is the main region affecting TC intensity [9, 10] and that heating in the eyewall area contributes very effectively to TC intensification. This is because inertial stability is at its maximum in the eyewall area, and the efficiency of the generation of kinetic energy from the injected heat energy increases with increasing inertial stability. This has been demonstrated by theoretical calculations and is consistent with observations [11–15]. The eyewall comprises numerous towering convective systems encircling the TC eye, which are responsible for the severest weather, including the strongest winds [16, 17]. In particular, severe convection (also known as hot towers) around the eyewall plays an important role in TC intensification [18, 19]. Within the radius of maximum wind (RMW), numerous hot towers in the downshear wind
direction can indicate the potential for rapid TC intensification. This phenomenon has been identified and reproduced in a number of observational and simulation studies [20, 21]. Idealized experiments show that the ambient wind shear also controls TC intensity by affecting the hot towers through advection of cold air into the core region in the middle layer [22–24].

With the exception of the eyewall replacement cycle and semidiurnal convection [25, 26], the periodic activities of eyewall convection that affect TC intensity are mostly related to vortex Rossby waves (VRWs) [27–31]. Kuo et al. [32] applied Lord Kelvin’s linear analysis of the cyclonic rotation of asymmetric perturbations in the polygonal eyewalls by VRWs to Typhoon Herb (1996). Following this analysis, wave phase speed is given by $c = V_{\text{max}} (1 - 1/m)$, where $c$ is the wave phase speed, $V_{\text{max}}$ is the vortex maximum wind, and $m$ is the azimuthal wavenumber; the rotation period decreases as the tangential wavenumber increases. In Typhoon Herb, the elliptical eyewall rotated with a period of 144 min, along with wavenumber-2 (WN2) deep convection at the edge of the major axis [32]. A similar analysis of Hurricane Olivia (1994) showed an elliptical TC vortex rotating with wavenumber-1 deep convection in the presence of strong vertical wind shear [33]. Kuo et al. [34] demonstrated that the boundary layer (BL) radial inflow is also in control of the deep convection period. From radar observations of Typhoon Guillermo (1997), Reasor et al. [27] identified convective burst cycles with a period of 0.6–2 h. Cycles began with the convective burst appearing in the downshear-left quadrant and ended with the cyclonic wrapping of upper-level updrafts into the downshear side of the eyewall.

Using both observational data and modeling results, Chen et al. [35] identified the short-term oscillations (period $= 2–5$ h) in the vertical structure of the eyewall of Typhoon Hagupit (2008) and hypothesized that the oscillation of the inflow in the BL caused by air density oscillation could affect eyewall convection. These oscillations could cause fluctuations in TC intensity by controlling the heat transport near the warm core, which drives the lower-layer winds through the thermal wind balance [36–38]. Short-term oscillations were also common in the simulation of 15 typhoons in the South China Sea (SCS) and the western North Pacific Ocean [39]. These oscillations are different from the VRWs because the circulation integral along the TC radial of any oscillation variable is oscillating and hence nonzero.

Periodicity is present in both eyewall structure and convection. A large number of hot towers may cause the rapid intensification (RI) of TCs. However, previous studies have left some issues unexplored. These include the short-term changes (at the hourly scale) in TC intensification related to different stages in the evolution of eyewall convection and different processes that link the short-term oscillations in eyewall convection with TC intensification. Using radar observations and a numerical simulation of Typhoon Hato (2017), in this study, we analyzed the short-term periodic cycles of eyewall convection and their influence on TC intensification. Typhoon Hato developed to the east of Luzon on 19 August 2017 and moved rapidly toward the west-northwest across the SCS. It rapidly intensified, as defined by an increase in the maximum surface wind speed of at least 15.4 m s$^{-1}$ day$^{-1}$ [6], and struck the Guangdong-Hong Kong-Macao Greater Bay Area on 23 August as a Category 3-equivalent storm that caused 24 fatalities and damage totaling US$6.82 billion. The name Hato was retired from the nomenclature of tropical cyclones in the western North Pacific and the SCS in 2018.

The remainder of this paper is organized as follows. Section 2 presents the radar observations of eyewall convection in the hours before Hato (2017) made landfall, the data and methods used in this study, and model configuration and validation. Section 3 includes an analysis of the evolution of the short-term periodic activities in eyewall convection in model results and diagnoses of their influence on TC intensity. We present our summary and conclusions in Section 4.

2. Materials and Methods

2.1. Periodic Cycles in Radar Observations. We analyzed radar composite reflectivity from the operational weather radar network in Guangdong Province and a concatenation of radar echo images from Zhuhai and Hong Kong to examine the evolution of the short-term periodic activities in eyewall convection. Nearly two complete cycles were identified during the $\sim 6$ h period between 20:36 UTC on 22 and 02:24 UTC on 23 August 2017, before Hato made landfall. According to the best-track databases from the Shanghai Typhoon Institute of the China Meteorological Administration (CMA) [40], Hato intensified rapidly during this period. Maximum wind speed increased by approximately 13 m s$^{-1}$, and minimum sea level pressure (MSLP) decreased by approximately 20 hPa. In each cycle, weak convection in the eyewall intensified, reaching maximum intensity, and then gradually weakened again. The period of each cycle was approximately 3 h.

Radar reflectivity images from the CMA of the first cycle are shown in Figures 1 and 2. At 20:36 UTC on 22 August 2017, maximum reflectivity at 3 km altitude in the eyewall was $> 50$ dBZ and appeared on the northern side of the TC (Figure 1(a)). This severe convection rotated counterclockwise around the TC center and reached maximum intensity at 21:48 UTC when it reached the southern side of the TC. At this time, radar composite reflectivity at 18 dBZ was above 20 km height (Figure 2(c)). The entire eyewall was filled gradually. The convective structure became relatively uniform, and radar reflectivity was not notably high in comparison with earlier stages (Figure 1(f)). At this point, the weakened eyewall was also about to rebuild for the next cycle. During the second cycle, the eyewall was stronger, but the evolution of the convection was similar to that of the first cycle (figure not shown). The second cycle began at 23:48 UTC on 22 August, ended at 02:24 UTC on 23 August 2017, and had a period of $\sim 3$ h.

2.2. Simulation and Validation

2.2.1. Model Configuration. Given that the radar observations could not capture eyewall convection when Hato was
far from the southern coast of China, a numerical simulation was needed for the following analysis. We used the Advanced Research Weather Research and Forecasting model (WRF-ARW) version 3.8.1 to simulate Hato between 12:00 UTC on 21 August 2017 and 12:00 UTC on 23 August 2017. This is one of the models with the best performance in cyclone simulation [5, 18, 41, 42].

The initial and boundary fields of the simulation were both obtained from the initial fields of the medium-range forecasts produced by the Regional Specialized Meteorological Centre of the European Centre for Medium-Range Weather Forecasts. They have a horizontal resolution of 0.125° × 0.125°, 18 vertical layers, and time intervals of 6 h. The model was run using a two-way nested technique and the Mercator projection with a 5 min output interval. The low-resolution domain had 597 × 375 grids with a grid interval of 6 km, and the high-resolution domain had 1236 × 501 grids with a grid interval of 2 km (Figure 3(a)). The Rapid Radiative Transfer Model (RRTM) longwave radiation scheme [43], Dudhia shortwave radiation scheme [44], revised Monin–Obukhov scheme [45], Noah land surface scheme [46], Yonsei University (YSU) planetary BL scheme [47], and WRF single-moment 6-class microphysics [48] were adopted for both domains. The low-resolution domain used the Kain–Fritsch cumulus parameterization scheme [49–51], while no cumulus parameterization scheme

![Figure 1: Radar composite reflectivity at 3 km altitude (unit: dBZ) from China Meteorological Administration (CMA) operational weather radars in Guangdong Province on 22 August 2017: (a) 20:36 UTC, (b) 21:12 UTC, (c) 21:48 UTC, (d) 22:24 UTC, (e) 23:00 UTC, and (f) 23:48 UTC.](image)
was used for the high-resolution domain. Sigma coordinates were adopted. There were 30 vertical layers, and the top layer had a pressure of 50 hPa.

2.2.2. Model Validation. We compared WRF simulation results of Hato with observations from three best-track databases; these included the 1, 10, and 2 min maximum sustained 10 m wind speeds from the Joint Typhoon Warning Centre (JTWC), Japan Meteorological Agency (JMA), and CMA, respectively [40]. The model successfully reproduced both the track and the variations in intensity (Figure 3). Variations in simulated intensity were generally consistent with those in the observations. However, the initial stage of the simulation was relatively unstable, and the simulated intensity was slightly higher than the observed intensity, especially at the beginning of the simulation, because of the high horizontal resolution of the initial field used in the simulation and the strong initial vortex. The instability during the initial stage is further discussed later. In addition, the difference between simulated and observed intensities could also be attributed to different averaging times of the maximum sustained 10 m wind speeds in the three databases. In the model, the wind-pressure
relationship is approximated by a basic system of equations describing atmospheric motion. However, observations from the best-track databases reflect additional disturbances in the atmosphere that are not represented by the equations and should therefore be further examined in future studies. Hato reached its maximum intensity of \( \sim 946 \text{ hPa} \) with 10 m wind speeds of \( \sim 52\text{ m s}^{-1} \) at model hour 39 (Figure 3(b)), which was 2 h before it made landfall in Zhuhai in the WRF simulation and approximately the time of landing according to the best-track databases (Figure 3(a)). To examine the data at subday intervals, we defined the threshold of RI as \( -10.5\text{ hPa} \) for the sea level central pressure or 3.85 m s\(^{-1}\) for the maximum surface wind speed per 6 h, following the definitions of Holliday and Thompson [52] and Leroux et al. [6]. Simulated TC intensity increased from 39.6 m s\(^{-1}\) at hour 21 to 51.7 m s\(^{-1}\) at hour 39, which indicated that Hato had undergone a process of RI. A similar trend was found in the JTWC data, although simulated values exceeded values obtained from the three best-track databases.

Before model hour 21, RMW at the height of 3 km (RMW\(_3\)) and the tilt of the TC center between the sea level and the height of 6.6 km were contracting dramatically (Figure 4). To examine the periodic changes of TC intensity and eyewall characteristics before TC landfall at a time of stable TC evolution, we focused on the results from model hours 21–39 (the analyzed period) when the simulated TC was rapidly intensifying. We defined a radius of 20–80 km, which was 0.75–1.5 RMW\(_3\) [17], as the eyewall region. The centroid at the sea level was adopted as the TC center so that small-scale disturbances could be filtered out to make the center more representative of the TC location. Following Kanada and Wada [53], for each node that was within 60 km of the node with the lowest pressure in the 2 km mesh, we calculated the pressure accumulated over a radius of 100 km.

The centroid was defined as the node with the lowest accumulated pressure.

Because of the difference between the simulated and observed landing time, the periodic cycles of eyewall convection in the simulation lead those in the observations by 2 h. Comparisons of Figures 5 and 6 and 1 and 2 show that the changes of the eyewall structure were well simulated, except that the maximum cloud top height in Figure 5(c) was 18.5 km, which was lower than that in Figure 2(c). Notably, the frontal rainfall structure on the continent ahead of the travelling TC was not well simulated by the model, and the interaction between this frontal rainfall and the TC eyewall should be analyzed in detail in a future study.
Figure 7 shows the evolution of the average radar reflectivity in the eyewall at 3 km altitude with azimuth in the observation data and model results. Observation data with an approximately 6 h period show high radar reflectivity on the western side of the TC and two periodic cycles that extend from northwest to southwest. The counterclockwise motion and the two periodic cycles were reproduced in the WRF simulation, although simulated average radar reflectivity was approximately 4 dBZ higher than the observed reflectivity, and were shifted more southward. In summary, the model reproduced the TC track, variations in intensity, and the periodic cycles of eyewall convection at a reasonably satisfactory level. Given the lack of high-precision observational data, we consider that the simulation results are adequate for further analysis of the short-term oscillations of eyewall convection and their effects on TC intensification.

3. Results and Discussion

3.1. RI of the TC Was Limited by Periodic Eyewall Cycles.
For model hours 21–39, we analyzed the coupled oscillations of two sequences using a cross-wavelet transform [54]:

![Figure 5: Reflectivity at 3 km altitude (unit: dBZ) derived from the WRF simulation at model hours (a) 30.5, (b) 31.08, (c) 31.67, (d) 32.33, (e) 32.92, and (f) 33.67.](image-url)
$W_{f,g}(s, \tau) = \overline{W_f(s, \tau)} W_g(s, \tau)$, \hspace{1cm} (1)

where $f$ presents the intensification rate (IR) of the TC, which is measured by the change in minimum sea level pressure (AMSLP), $g$ represents the convection strength, which is measured by the average vertical speed of updrafts at 200 hPa within the eyewall region, $W(s, \tau)$ is the continuous wavelet transform using the Morlet mother wavelet, crossbar represents the complex conjugation, and $W_f(s, \tau)W_g(s, \tau)$ represents the time-scale decomposition of the covariance of the two signals $f$ and $g$. Results indicate the presence of a coupled IR-high-level convection oscillation with a period of $\sim 3-5$ h (Figure 8). There was also another oscillation with a period of 1-2 h, which might be related to the lifetime of the hot towers; the discussion of this phenomenon lies beyond the scope of this study. The correlation coefficient between the 3–5 h bandpass-filtered IR and the average vertical velocity of updrafts at 200 hPa was $-0.66$, which was statistically significant at the 90% confidence level. Moreover, as the TC approached the land after model hour 34, the period became slightly shorter, which was consistent with the conclusion that BL convergence promotes high-frequency oscillation in typhoons [39].

Figure 6: Peak height of radar composite reflectivity at 18 dBZ derived from the WRF simulation at model hours (a) 30.5, (b) 31.08, (c) 31.67, (d) 32.33, (e) 32.92, and (f) 33.67.
Under the 3–5 h common power results of the evolution of the cross-wavelet transform, we classified four cycles and three stages in each cycle based on the IR tendency of the TC from the simulation results (Figure 9). To avoid a disturbance in the MSLP and maximum wind speed, the IR is represented by two more stable variables, the hourly change in the sea level pressure at the TC center averaged within a radius of 20 km and the maximum tangential wind (Figure 9(a)). The tangential wind was derived from the difference between the result of the decomposition of the simulated speed and the average moving velocity of the whole TC. The average moving velocity was calculated by dividing the volume integral of the simulated speed over the heights of 1–14 km and radius of 200 km by the volume of the region [55]. Of the four cycles that are present in the simulation, only the last two are present in the radar observation data; the first two cycles are absent from the observations as the TC was too far from the continent (figures not shown). During these cycles, although Hato experienced RI, the IR was limited by the periodic cycles. In each cycle, three stages were included, and the IR of these stages decreased with time (Figure 9(c)): rapid intensification (with a mean IR of \( \leq -1.5 \text{ hPa h}^{-1} \) in pressure or \( \geq 2 \text{ m s}^{-1} \text{ h}^{-1} \) in wind speed, accompanied by the rapid intensification of the eyewall convection); medium slow intensification (with \( -1.5 \text{ hPa h}^{-1} < \text{IR} < -0.4 \text{ hPa h}^{-1} \) in pressure or \( 0 \text{ m s}^{-1} \text{ h}^{-1} < \text{IR} < 2 \text{ m s}^{-1} \text{ h}^{-1} \) in wind speed, accompanied by convection developing to a peak and changing relatively slowly); and slow intensification or weakening (with IR of \( \geq -0.4 \text{ hPa h}^{-1} \) in pressure or \( < 0 \text{ m s}^{-1} \text{ h}^{-1} \) in wind speed, accompanied by the weakening of the eyewall convection). Taking the third cycle as an example, the IR of stages 1, 2, and 3 was approximately \(-1.50, -0.67, \) and \(-0.25 \text{ hPa h}^{-1} \), respectively. The analyses that follow, including convection, mass flux, latent heating, and sensible heating, were mostly based on this classification.

Mass fluxes of the periodic cycles of the updrafts and downdrafts could represent both the strength and the area of the convection. Mass fluxes at three model levels, 1.3, 5.6, and 12.7 km (approximately 850, 500, and 200 hPa), are shown in Figure 10. Between hours 21 and 39 and at all
levels, the convection had an asymmetrical azimuthal distribution. For example, the upward mass fluxes concentrated mainly on the southern side, and the large mass fluxes moved counterclockwise over time, especially at the middle and upper levels (Figures 10(a), 10(c), and 10(e)). At higher levels, the angle at which the strongest updrafts occurred changed to match with the direction of the downwind. In the case where TC intensification was accompanied by a clear long-term increase in the averaged vertical wind of the rising branch in the lower layers (figure not shown), convection in the upper layers exhibited clear cycles with a period of 3–5 h (Figures 10(e) and 10(f)), which is consistent with the results from the cross-wavelet transform. Maximum wind speed and the average pressure within the eye (at a radius of 0–20 km) also fluctuated periodically, which indicates periodicity in TC intensity and the close relationship between TC intensification and the evolution of eyewall convection. Even if external factors (such as large-scale circulation and environmental wind shear) were relatively stable (figures not shown), TC intensity could not increase continuously at a steady rate. Instead, just like the convection, there was a buffer period that was relatively stable.

\[
\frac{\partial \theta_v}{\partial t} = -\left( \frac{u}{r} \frac{\partial \theta_v}{\partial \phi} + \nu \frac{\partial \theta_v}{\partial z} \right) - \omega \frac{\partial \theta_v}{\partial z} - \frac{\partial L_{v,s,f}}{\partial z} + \frac{\nu \cdot q}{C_{pd}} + \frac{\partial q}{\partial z} + \frac{\partial q}{\partial r} + \text{residual},
\]

where \( u \) and \( v \) are the tangential and radial winds, respectively, \( T_v \) is the virtual temperature, \( C_{pd} \) is the specific heat at constant pressure, \( L_{v,s,f} \) is the latent heat (LIH) of vaporization (\( v \)) or sublimation (\( s \)) or fusion (\( f \)), and \( q \) is the mixing ratio of different forms of water; the liquid forms of water include cloud water and rain water, and the solid forms include ice and graupel; \(- (u \cdot \partial \theta_v / \partial \phi + v \cdot \partial \theta_v / \partial z) - \omega \cdot \partial \theta_v / \partial z\) represents the sensible heating from tangential advection \( - (\nu \cdot \partial \theta_v / \partial r) \), radial advection \( - (\nu \cdot \partial \theta_v / \partial z) \), and vertical advection \( - (\omega \cdot \partial \theta_v / \partial z) \) of \( \theta_v \); \( -(\theta_v L_{v,s,f})/(C_{pd} T_v) - (\theta_v L_{v,s,f}) \cdot (u \cdot \partial q / \partial \phi) + \nu \cdot \partial q / \partial z \) represents the latent heating from tangential advection \( -(\theta_v L_{v,s,f})/(C_{pd} T_v) \cdot (u \partial q / \partial \phi) \), radial advection

Rotation of the downward flux was less clear than that of the upward flux (Figures 10(b), 10(d), and 10(f)). Downward mass fluxes concentrated mainly on the eastern side in the lower and middle layers. This could be because that downward mass fluxes are mainly caused by the compensated subsidence of the heat towers in the upper layers and that subsidence is caused mainly by ambient wind shear in the middle and lower layers, which is concentrated mainly on the eastern side (figures not shown) [56]. The downward flux at the highest level in cycles 3 and 4 was smaller than the others in Figure 10(f). This might be related to variations in the tropopause divergence during the TC life cycle, although this should be confirmed in a future study.

Taking the 95th percentile of the vertical velocity of updrafts at 12.7 km as the threshold of strong convection [18], Figure 11 shows the total mass fluxes and the mass fluxes as a result of strong convection (vertical velocity \( w > 7.4 \text{ m s}^{-1} \)) for each of the stages of the four cycles. Periodicity was the most pronounced at the 12.7 km height. Therefore, we analyzed mass fluxes at this height in connection with the IR of the TC. For each cycle, stage 3 always had the lowest total mass flux, corresponding to the minimum IR. For the first, third, and fourth cycles, stage 3 also had the lowest mass flux from strong convection (<0.34 × 10^{10} \text{ kg s}^{-1}). For the first, second, and fourth cycles, stage 2 had the highest total mass flux (>1.35 × 10^{10} \text{ kg s}^{-1}) and highest mass flux from strong convection (0.41 × 10^{10} \text{ kg s}^{-1}). There was no correspondence between the maximum IR in stage 1 and the strength of total convection or strong convection, which indicates that the IR of Hato had some connection with but was not fully related to the strength of the convection in the eyewall region. This finding is further discussed in Section 3.2.

3.2. Thermodynamic Analysis of TC Intensification. The correlation coefficient between model output and surface central pressure derived from virtual temperature was 0.9. The virtual potential temperature (\( \theta_v \)) within a radius of 80 km clearly showed characteristics of periods and stages that were consistent with those of the IR (figure not shown). Therefore, to examine the thermodynamic processes underlying the physical relationship between the periodic convection cycles and TC intensification, we derived \( \theta_v \) using the following diagnosis equation in cylindrical coordinates:

\[
\begin{align*}
\frac{\partial \theta_v}{\partial t} & = -\left( \frac{u}{r} \frac{\partial \theta_v}{\partial \phi} + \nu \frac{\partial \theta_v}{\partial z} \right) - \omega \frac{\partial \theta_v}{\partial z} - \frac{\partial L_{v,s,f}}{\partial z} + \frac{\nu \cdot q}{C_{pd}} - \frac{\partial q}{\partial z} + \frac{\partial q}{\partial r} + \text{residual},
\end{align*}
\]
\[ \frac{\theta_v L_v,s,f}{C_{pd} T_v} \cdot \left( v \cdot \frac{\partial q}{\partial r} \right), \]

and vertical advection
\[ \frac{\theta_q L_{\nu,s,f}}{C_{pd} T_q} \cdot \left( w \cdot \frac{\partial q}{\partial z} \right) \] of \( q \); \(-\frac{\theta_q L_{\nu,s,f}}{C_{pd} T_q} \cdot \left( \frac{\partial q}{\partial t} \right)\) represents the latent heating from the tendency of local \( q \). The residual mainly includes nonlinear terms such as eddy advection, work from BL parameterization, and work from subgrid-scale vertical diffusion throughout the free atmosphere.

The limitation to the RI of the TC was related to the tendency of \( \theta_v \), which exhibited similar characteristics in the same stage of each cycle (Figure 12). Stage 1 had the largest absolute magnitude of \( \theta_v \) tendency, which was always positive. In stages 2 and 3, \( \theta_v \) tendency was positive and small or negative; \( \theta_v \) tendency averaged across the

Figure 9: (a) TC intensity as represented by 1 h smoothed maximum tangential wind (unit: m s\(^{-1}\); black line) and average pressure within the eye (radius of 0–20 km) (unit: hPa; red line). The black lines identify different cycles, and the green lines identify different stages. (b) Table showing timing of the stages. (c) Graph showing IR values.
entire layer was approximately 0.44 to 0.64 k h$^{-1}$ in stage 1, −0.37 to −0.03 k h$^{-1}$ in stage 2, and −0.33 to 0.02 k h$^{-1}$ in stage 3. Although the correspondence between the $\theta_v$ tendency and TC intensification during the stages was incomplete, we posit that the reduced IR in stages 2 and 3 might result from the combined inertia of the former stages and the decrease or small increase of $\theta_v$, which limited the RI of the TC.

Sensible heat (SH) and LH from vertical advection were the dominant terms in equation (2). They were the lowest in stage 3, which also had the weakest convection (Figure 11). The cooling caused by the averaged SH from vertical advection in stage 2 was greater than that in stage 1 by 0.45 k h$^{-1}$. Heating caused by the averaged LH from vertical advection in stage 2 was less than that in stage 1 by 0.06 k h$^{-1}$. Hence, $\theta_v$ decreased in stage 2 because of enhanced cooling caused by SH from vertical advection and

**Figure 10:** Time-azimuth diagram of upward mass flux at a radius of 20–80 km at heights of (a) 1.3 km, (c) 5.6 km, and (e) 12.7 km. In each panel, the four periodic cycles are separated by black dashed lines. (b, d, f) They are the same as (a), (c), and (e) but for downward mass flux.
underlying surface, and the quantity of water vapor in the eyewall was larger than that in the periphery; thus, the horizontal advection caused \( \theta_v \) to decrease. The LH from vertical advection of \( q \) also heated the TC in the BL, and the water vapor used for upward transmission came mainly from the exchange with the underlying surface and the reevaporation of precipitation. However, heating from the convergence of \( \theta_v \) (SH) and the convergence of water vapor (LH) both occurred at heights of around 6 km (figures not shown), and water vapor also converged into the eyewall from the periphery. Figure 13(a) shows the correlation coefficients between \( \theta_v \) tendency and the contributions of horizontal and vertical advection, \( q \) variation, and the residual at different heights. In the BL, the contribution of the local variation of water vapor was negatively correlated with the \( \theta_v \) tendency, which led to reductions in \( \theta_v \) as the specific humidity decreased slightly. In contrast, subgrid nonlinear actions could lead to increases in \( \theta_v \). Under the condition of high temperature and high humidity in the TC center, the positive correlation between horizontal advection and \( \theta_v \) tendency also caused \( \theta_v \) to decrease. In the BL, the \( \theta_v \) tendency was very small (Figure 13(b)). At the heights of around 7 and 13 km, the local variation of \( q \) was positively correlated with \( \theta_v \) tendency, which indicates that increased loss of water vapor after the phase transition corresponded to increased heating of the air. At the tropopause and a height of 11 km, horizontal advection was positively correlated with \( \theta_v \) tendency, which might be caused by the convergence of inflow that compensated the deep convection in the upper layers and the exchange between the tropopause and the stratosphere. Vertical advection influenced \( \theta_v \) around the heights of 3–5 km and above 9 km, where the phase transition of \( q \) and the clearest signals of strong convection were present. On average, the highest \( \theta_v \) tendency was around 4 km height and in the top layer.

3.3. Discussion. We found periodicity in the IR and \( \theta_v \) tendency that corresponded with periodic convection in the eyewall, with clear differences between each of the three stages within each cycle. However, convection in stage 2 was stronger than that in stage 1 and caused increases in SH but not in LH. Taking the 95th percentile of the vertical velocity in each layer as the threshold between strong and weak convection, we calculated the updrafts and the downdrafts separately and found that averaged over the four cycles, the LH from strong convection accounted for 29.7% of total LH. Averaged LH from strong convection in stage 2 was greater than that in stage 1 by 0.08 km h\(^{-1}\). Averaged LH from weak convection in stage 2 was less than that in stage 1 by 0.13 km h\(^{-1}\). Figure 14 shows the averaged distribution of the remaining thermodynamic terms of LH from vertical advection except \( w \) (i.e., \(-\langle \theta_v L_v,s,f \rangle/(C_{pd} T_v) \partial q/\partial z \); see equation (2)) with the radius and height of \( w \). The differences between the thermodynamic components in different stages were negligible (figures not shown); thus, only the vertical velocity distributions in stages 1 and 2 are shown. As the convection evolved, convection enhancement in stage 2 was greater than that in stage 1, especially at higher altitudes (Figures 14(a) and 14(c)). Updrafts in stage 1 were stronger than those in stage 2 at a radius of \( \sim 35 \) km in the layers around a height of 6 km. Updrafts in stage 1 were weaker than those in stage 2 above 12 km, which indicates that relative to stage 1, the convection enhancement in stage 2 was mostly in the area with...
Figure 12: Continued.
the smaller thermodynamic component (Figure 14(e)). The difference between the distributions of the thermodynamic component of the two stages was smaller under weak convection. The thermodynamic term had the largest value at a radius of ~35 km in the layers around a height 6 km, which indicates that relative to stage 2, the convection enhancement in
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**Figure 12:** Terms from the diagnosis equation of virtual potential temperature (equation (2)) averaged over a radius of 80 km (unit: k h$^{-1}$). The black line indicates the tendency of virtual potential temperature ($\partial \theta_v / \partial t$) multiplied by 5 for a clearer display. The green line indicates sensible heat (SH) from vertical advection ($-\mathbf{w} \cdot \mathbf{\partial} \theta_v / \partial z$). The blue line indicates latent heat (LH) from horizontal advection ($-\mathbf{u} \cdot \mathbf{\partial} \theta_v / \partial r + (\mathbf{L}_{vLv,s,f})/(C_{pd} T_v) - \mathbf{v} \cdot \mathbf{\partial} \theta_v / \partial r + (\mathbf{L}_{vLv,s,f})/(C_{pd} T_v) - \mathbf{w} \cdot \mathbf{\partial} q / \partial z$). The orange line indicates LH from vertical advection ($-\mathbf{v} \mathbf{L}_{vLv,s,f} / (C_{pd} T_v) - \mathbf{w} \cdot \mathbf{\partial} q / \partial z$). The red line indicates LH from water vapor tendency ($-(\mathbf{L}_{vLv,s,f})/(C_{pd} T_v) - \mathbf{w} \cdot \mathbf{\partial} q / \partial z$). The purple line indicates the residual term. (a) Stage 1, cycle 1. (b) Stage 2, cycle 1. (c) Stage 3, cycle 1. (d) Stage 1, cycle 2. (e) Stage 2, cycle 2. (f) Stage 3, cycle 2. (g) Stage 1, cycle 3. (h) Stage 2, cycle 3. (i) Stage 3, cycle 3. (j) Stage 1, cycle 4. (k) Stage 2, cycle 4. (l) Stage 3, cycle 4.
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**Figure 13:** (a) Correlation coefficients between $\theta_v$ tendency and the contribution of horizontal advection (including SH and LH; $-(\mathbf{u} \cdot \mathbf{\partial} \theta_v / \partial r + (\mathbf{L}_{vLv,s,f})/(C_{pd} T_v) - \mathbf{w} \cdot \mathbf{\partial} q / \partial z$; green), LH from the local variation of $q$ ($-(\mathbf{L}_{vLv,s,f})/(C_{pd} T_v) - \mathbf{w} \cdot \mathbf{\partial} q / \partial z$; purple), and the residual term (red), calculated using the 200 sets of data of the four cycles. Areas outside the gray mask indicate statistical significance at the 99% confidence level. (b) Variation of the averaged $\theta_v$ tendency with height.
stage 1 was mostly in the area with the larger thermodynamic component. Hence, unlike the increase in SH cooling, the overall increase in LH heating from vertical advection in stage 2 was small possibly because of changes in the relationship between the convection evolution and the distribution of the environmental thermal field. For detailed analysis and identification of the mechanisms involved, additional case studies based on observations and numerical experiments are needed.

The transitions between different cycles and stages are interesting. Because these periodic features were mainly transported vertically from the BL (i.e., Figure 10), we further analyzed the periodicity in horizontal divergence at a height of 0.95 km, which indicated the periodicity in the evolution of convection in the BL (Figure 15). During each stage, there was a convergence feature with a period of ~1 h in the southwest direction, possibly related to single cells of strong convection.

**Figure 14:** Variation of the azimuthally averaged remaining thermodynamic terms of LH from vertical advection except \( w(\Delta \phi / \phi) \) with the radius and height of \( w \) (vectors). (a, c, e) The velocities with absolute values above the threshold defined in Section 3.3. (b, d, f) The velocities with absolute values below the threshold.
The merging of strong convection in each of the three stages possibly contributes to the period of 3–5 h for each cycle. Based on previous studies (i.e., [25, 28–31]), the transition of different stages/cycles of strong convection might be related to the distribution of vertical wind shear and the TC’s rotation, accompanied by the interaction between VRWs and convection. Density oscillations in the BL also contribute towards this phenomenon. Further comprehensive studies are needed to identify the dynamics and thermodynamic processes related to the vertical structure and organization of the eyewall and eyewall weakening during the transition from stage 2 to stage 3, as well as eyewall reconstruction during the transition from stage 3 to stage 1 of the following cycle.

4. Summary and Conclusions

Tropical cyclones are among the most destructive natural phenomena, and they often cause numerous casualties and heavy financial losses. The ability to forecast TC intensity has improved modestly in recent years, partly because of inadequate understanding of the internal processes of TCs. The periodic activities of the eyewall are important internal processes that affect TC intensity. However, previous studies have generally focused on the long-term evolution of the eyewall and changes in TC intensity, whereas few studies have considered the short-term periodic activities and vertical propagation of the eyewall related to TC intensification. Thus, in this study, we analyzed the periodic cycles of convection in the eyewall and investigated their influence on TC intensification using radar observations and a numerical simulation of Typhoon Hato (2017).

We analyzed radar composite reflectivity from the operational weather radar network in Guangdong Province and a concatenation of radar echo images from Zhuhai and Hong Kong to examine the evolution of the short-term periodic activities in eyewall convection during the RI of the TC. We identified nearly two complete cycles (period: approximately ≥3 h) during the period of approximately 6 h before Hato made landfall. In each cycle, weak convection within the eyewall intensified, rotated counterclockwise, reached maximum intensity, and then weakened gradually until the entire eyewall was filled and the convective structure was relatively uniform.

Our analysis was primarily based on a WRF-ARW simulation of Hato because the radar observations were unable to capture eyewall convection when the TC was far from the southern coast of China. We compared simulation results with observations and concluded that the model successfully reproduced the track, intensity, and precipitation structure of Hato. The periodic cycles in the eyewall convection were also reproduced satisfactorily in the simulation during model hours 31–38. We analyzed the stage with a relatively steady IR (model hours 21–39) to determine the effects of the short-term periodic activities of eyewall convection on TC intensification.

The simulation showed that convection of the eyewall of Hato exhibited periodic cycles with a period of 3–5 h, which limited the RI of Hato. During each cycle, severe vertical motions and mass fluxes rotated counterclockwise. As eyewall convection evolved through different stages in each cycle, the stability of the TC IR varied. Results from the θ, diagnosis equation showed that the θ, tendency exhibited similar characteristics in the same stage of different cycles. Stage 1 had the largest absolute magnitude of θ, tendency, which was always positive. In stages 2 and 3, θ, tendency was positive and small or negative. In relation to the θ, tendency, SH and LH from vertical advection were the dominant terms. The structure of the eyewall controlled heating generated by these two processes. In stage 1, the large amount of heat released by the vertical transport of LH was not fully compensated by other processes, resulting in a maximum IR. In stage 2, IR was smaller. This is the result of reduction in latent heating from the vertical advection and a considerable increase in sensible cooling from the vertical advection, which can be attributed to the shift between the eyewall convection and the environmental thermal field and the increase in the vertical mass fluxes, respectively. In stage 3, heating was reduced because vertical transport was at its weakest. Hence, IR in stage 3 was the smallest, which limited the RI of the TC. The periodic eyewall convection activities controlled the short-term evolution of the IR of the TC and stopped the TC from continuing to intensify and develop an extreme IR. These findings can be useful for short-term TC intensity forecast.

Data Availability

The WRF source code is freely available from the WRF user page (http://www2.mmm.ucar.edu/wrf/users/). The initial and boundary conditions of the WRF model can be obtained from the medium-range forecasts produced by the Regional Specialized Meteorological Centre of the European Centre for Medium-Range Weather Forecasts (https://www.ecmwf.int/). The JTWC Best-track data are available at https://www.metoc.navy.mil/jtwc/jtwc.html/best-tracks. The JMA Best-track data are available at http://www.jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/besttrack.html. The radar composite reflectivity data from the CMA are available at http://data.cma.cn/.
The CMA best-track data are available at http://tcdata.typhoon.org.cn/zljisjj_zlhq.html.
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