Improving Effectiveness of Different Deep Transfer Learning-Based Models for Detecting Brain Tumors From MR Images
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ABSTRACT Early classification of brain tumors from magnetic resonance imaging (MRI) plays an important role in the diagnosis of such diseases. There are many diagnostic imaging methods used to identify tumors in the brain. MRI is commonly used for such tasks because of its unmatched image quality. The relevance of artificial intelligence (AI) in the form of deep learning (DL) has revolutionized new methods of automated medical image diagnosis. This study aimed to develop a robust and efficient method based on transfer learning technique for classifying brain tumors using MRI. In this article, the popular deep learning architectures are utilized to develop brain tumor diagnostic system. The pre-trained models such as Xception, NasNet Large, DenseNet121 and InceptionResNetV2 are used to extract the deep features from brain MRI. The experiment was performed using two benchmark datasets that are openly accessible from the web. Images from the dataset were first cropped, preprocessed, and augmented for accurate and fast training. Deep transfer learning models are trained and tested on a brain MRI dataset using three different optimization algorithms (ADAM, SGD, and RMSprop). The performance of the transfer learning models is evaluated using performance metrics such as accuracy, sensitivity, precision, specificity and F1-score. From the experimental results, our proposed CNN model based on the Xception architecture using ADAM optimizer is better than the other three proposed models. The Xception model achieved accuracy, sensitivity, precision specificity, and F1-score values of 99.67%, 99.68%, 99.68%, 99.66%, and 99.68% on the MRI-large dataset, and 91.94%, 96.55%, 87.50%, 87.88%, and 91.80% on the MRI-small dataset, respectively. The proposed method is superior to the existing literature, indicating that it can be used to quickly and accurately classify brain tumors.

INDEX TERMS Brain tumor classification, transfer learning, deep learning, magnetic resonance imaging, convolutional neural network.

I. INTRODUCTION

The brain is one of the most complex organs in the human body, controlling the entire nervous system and working with billions of cells [1]. The brain is the most sensitive organ of our body. It controls core functions and is responsible for many regulatory functions of the human body such as memory, emotion, vision, and reaction. If certain tumors start to grow in the brain, these functions will be severely affected. This tumor is a primary brain tumor that resides in brain tissue, whereas the secondary tumor spreads through the bloodstream from other parts of the person’s body into the
a brain tumor is one of the worst diseases among other types of tumors due to its lower survival rate and aggressive nature. There are two types of brain tumors, malignant (cancerous) and benign (non-cancerous). Benign tumors do not contain cancer cells and grow slowly. It generally stays in one area of the brain. Malignant tumors are characterized by rapid spread to other brain tissues, making the patient’s condition worse. The main symptoms of brain tumors include memory loss, frequent headaches, poor concentration, and problems with coordination. According to the National Brain Tumor Association, there are approximately 787,000 patients suffering from brain tumor diseases in the United States [2]. Patients reportedly have a survival rate of only 36%. By 2021, the estimated number of patients with brain tumors diagnosed is 84,170. Brain tumors are less common than other cancers such as breast and lung cancer. However, brain tumors are still the 10th most common cause of death in the world.

There are different ways to treat a brain tumor, depending on the size and type of tumor. Brain tumors vary in size; they are often difficult to detect. In the early stages, it may not be possible to accurately measure the size and resolution of a brain tumor, making it even more difficult to detect. It is worth noting that early detection of brain tumors can improve the survival rate of patients. Diagnosis of brain tumors is very difficult compared to tumors in other parts of the human body. Since the brain is full of blood brain barriers, normal radioactivity indicators cannot capture tumor cell overactivity [3]. Recent imaging techniques have achieved great success in the field of medical imaging and can be used to diagnose dangerous human diseases, such as brain tumors [4], skin cancer [5], and stomach cancer [6]. For brain tumors, magnetic resonance imaging (MRI) and computer tomography (CT) scans are considered to be the best diagnostic systems for detecting brain tumors [44]. However, compared to CT images, MRI scans based on tumor texture and shape information are more useful. MRI is preferred because it is the only non-invasive medical imaging process that provides high-resolution images of brain tissue.

Computer-aided diagnosis (CAD) systems can help radiologists in the clinic for early detection of brain tumors. Currently, researchers have developed several automated systems for brain tumor detection, such as supervised and unsupervised machine learning techniques [7], transfer learning [8], [41], [42] and deep neural models [9]. The latest advances in artificial intelligence (AI) and deep learning (DL) have made great success in medicine. This allows the doctor to diagnose the disease early. Convolutional neural networks (CNNs) are widely used in various CAD systems [10], [11]. The CNN contains three basic layers, each convolution layer extracts features, a pooling layer is used to reduce the dimensions of the feature map, and a fully connected (FC) layer performs the classification. Deep learning-based methods automatically extract features, which can significantly improve performance. However, these methods require large amounts of data to improve accuracy, and obtaining such data is a difficult task in the medical field. To solve this problem, it is necessary to develop an automatic CAD system for diagnosing life-threatening diseases such as cancer, which is the main cause of death of patients worldwide. This paper proposes a new automated deep learning system for examining MRI of the brain and providing early diagnosis with improved performance. The key contributions of the presented study are as follows:

1. A novel deep learning-based system is proposed that uses state-of-the-art deep learning architectures such as Xception, NasNet Large, DenseNet121, and InceptionResNetV2 using MRI of brain tumors and applied transfer learning technique on the dataset.
2. The MR images have been improved during the preprocessing phase and various techniques such as data augmentation, three different optimizers (ADAM, SGD and RMSprop) and the L2 regularizer were used to improve classification performance.
3. The performance of the proposed system has been tested on two different well-known brain MRI datasets.
4. The proposed system has been compared with competing models in terms of various performance metrics, such as accuracy, precision, sensitivity, specificity, F1-score, Matthews Correlation Coefficient (MCC), and error rate

II. RELATED WORK

CNN has been widely used to solve different problems, but its performance is very good for image processing in health applications. In the past few years, various methods have been developed to identify brain tumors in MRI images based on DL. Most of them focus on binary classification for the detection of brain tumors. The author in [12] used brain tumor images for training, and created two main methods of recognition using CNN, and achieved the highest accuracy rate of 91.43%. Deepak and Ameer [10] used the Google Net architecture to classify brain MRI images. They achieved 98% classification accuracy using CNN, SVM, and KNN classifiers. Ahmet inar et al. [13] modified the Res-Net50 CNN model and compared its accuracy with other pretrained models such as GoogleNet and AlexNet. The modified ResNet 50 model achieved 97.2% classification accuracy to classify brain tumors. Sajjad et al. [14] expanded the data set and fine-tuned the proposed CNN method. The proposed method is applied to the original data set and the enhanced data set respectively. The enhanced data set achieves an accuracy of 94.58%. Kumar et al. [15] used a LSTM network and machine learning techniques to classify brain tumors. They used data augmentation to increase the dataset and support vector machines as a classifier. They achieved a classification accuracy of 78.33% in the brain tumor dataset. Shree and Kumar [16] used GLCM and a probabilistic neural network classifier for feature extraction and classification to classify MRI images of the brain as normal and neoplastic, and achieved 95% accuracy. Nooren et al. [17] used DenseNet201 and Inception V3 to diagnose brain tumors. Their
approach developed linked multistage feature extraction of tumors and generated accurate predictions. The Inception V3 achieved 99.34% accuracy and the DenseNet 201 achieved 99.51% accuracy. Chelghoum et al. [18] used nine pre-trained deep learning models to classify BT with Transfer Learning (TL). They used fine-tuned TL-based models to experiment with MR data. The proposed model achieved an accuracy of 98.71% for MRI classification. Badža and Barjaktarović [19] proposed the CNN model. They use two convolutional layers and two fully connected layers for feature extraction and classification of brain tumors. Their accuracy of classifying brain tumors reached 97.39%. F. J. Díaz-Pernas et al. [20] proposed a multi-scale deep CNN that can analyze tumor MRI. They evaluate the performance of the proposed model on the MRI image dataset, and a classification accuracy of 97.3% was achieved. Rehman et al. [21] utilized three different pre-trained CNN models with transfer learning methods to classify brain tumors. The highest accuracy rate obtained by VGG16 is 98.67%. Talo et al. [22] applied a transfer learning method on a pretrained CNN ResNet34 model to classify normal and abnormal brain MRI images. They used a data augmentation technique to increase the images and achieved 100% accuracy. Ahmad et al. [23] proposed a combination of ANN model and Gray Wolf Optimizer (GWO) optimization techniques to classify brain tumor images as normal or abnormal. They obtained 98.91% classification accuracy with GWO-ANN. Saxena et al. [24] used the transfer learning method on the Inception V3, ResNet-50 and VGG-16 models to classify brain tumor images. The proposed model received a maximum accuracy of 95%. Kumar et al. [25] proposed the deep CNN network using ResNet-50 and trained it with brain MR images. The proposed model achieved 97.48% accuracy with data augmentation technique. Khwaldeh et al. [26] proposed a CNN model for classifying MRI images of the brain into normal and abnormal. They modified the AlexNet CNN model and got 91% accuracy. Abiwinanda et al. [27] used five different pre-trained and one sequential CNN model to classify brain tumor images and achieved the highest classification accuracy of 84.19%. Rehman et al. [4] proposed a three-dimensional CNN model for extracting features from MRI of the brain. They extracted features using CNN and then ANN is used for classification. For three different data sets, the accuracy of the proposed method is 92.67%, 96.97%, and 98.32%, respectively. Diaz-Pernas et al. [28] proposed a multi-path CNN model for the segmentation of a brain tumor. They evaluated the performance of the proposed model on a publicly available MRI dataset and obtained an accuracy of 97.3%. Cheng et al. [36] performed segmentation of the dataset and used KNN and SVM classifier and achieved 91.28%. Afshar et al. [37] proposed a Capsnet CNN model and achieved 90.89% accuracy on brain MRI dataset. Soltaninejad et al. [38] used random forest classifier on brain MRI dataset and achieved 86% accuracy. Mehrotra et al. [39] proposed AlexNet model and performed transfer learning on the dataset and achieved 99.04% accuracy. Kang et al. [40] combined three different CNN models and built an ensemble model, achieving 98.83% accuracy.

III. PROPOSED METHODOLOGY

Early diagnosis of brain tumors is of great significance to clinical diagnosis and effective treatment. Manual brain tumor detection is a complex task that depends on expertise in identifying brain tumors. In this work, an effective deep learning-based framework is proposed to automatically classify brain tumors with minimal doctor intervention. The purpose of this study is to use DL algorithms and TL techniques to improve the accuracy of MR image identification in the brain. The workflow of our proposed brain tumor classification method is shown in Fig. 1. The proposed framework model includes four stages. First, the input MR image is preprocessed (brain cropping and resizing, data splitting and normalization). Second, the data augmentation technique is used to increase the size of the dataset. Third, we investigated the four unique DL models, such as Xception, NasNet Large, DenseNet121, and InceptionResNetV2, using BT’s preprocessed MR images and applied TL technique to extract features. The features extracted by the CNN models are classified using the softmax layer.

A. DATASET DESCRIPTION

We conducted a set of experiments on two different publicly available brain MRI data sets. BR35H: Brain Tumor Detection 2020 (BR35H) [29] is the first brain MRI dataset downloaded from the Kaggle website. For experimental work, we named this dataset MRI-large. The MRI-large dataset contains 1500 images containing the tumor, and the remaining 1500 images are normal. Samples belonging to the normal and tumor class in the dataset are shown in Fig. 2.

The second dataset consists of open access brain tumor MRI [30], and for experimental work, we call this dataset MRI-small, which includes two classes: tumor and normal. The MRI-small data set contains 253 images from 253 patients. The dataset includes 155 tumor images and 98 normal images. We balanced the sample size across the class by increasing the number of MRIs of normal brain tumors to use the dataset more efficiently. The number of normal class images was increased from 98 to 155 using the image augmentation method. Fig. 3 shows examples of MRI images from the MRI-small dataset.

B. DATA PREPROCESSING

Data preprocessing is the most important factor in image analysis. Almost all images in the brain’s MRI dataset contain unnecessary space and areas, noise, and missing values. This can reduce the performance of the classifier. Therefore, it is necessary to remove unwanted areas and noise present in the MRI image. We use the cropping method to crop the image by calculating extreme points and finding contours [31]. Fig. 4 shows the process of cropping an image using extreme point calculation. First, we load raw images from the brain tumor MRI dataset for preprocessing. After
that, all RGB images are converted to grayscale. After that, threshold processing is applied to convert the gray-scale image into binary. In addition, we remove small areas of noise using dilation and erosion operations. After that, we find the contour in the threshold image, and then grab the largest contour. Then we find the extreme points based on the largest contour. Finally, crop the image according to the contour and extreme points. Fig. 5 shows a sample of images from the dataset after the cropping process.

The MR images in the dataset have different sizes, so it is recommended to adjust them to the same height and width for best results. In order to allow all architectures used in this study to accept a common size, we initially adjusted all brain tumor images to a (224 x 224 x 3) shape. Both datasets used in the experiment are divided into training, validation, and testing. Table 1 shows the total number of images from the two datasets for each category used for training, testing, and validation, and Fig. 6 shows the number of images for each category (normal and tumor). Data normalization is also used to convert the input image to a range of pixel values with an interval of [0,1].
TABLE 1. The number of images used in the training, validation and testing stages without data augmentation.

| Dataset   | Training Set | Validation Set | Test Set | Total |
|-----------|--------------|----------------|----------|-------|
| MRI-large | 1923         | 475            | 602      | 3000  |
| MRI-small | 198          | 50             | 62       | 253   |

FIGURE 6. The number of MRI images per class in the dataset.

TABLE 2. The number of images with and without data augmentation.

| Dataset   | Training Set without augmentation | Training Set with augmentation |
|-----------|-----------------------------------|--------------------------------|
| MRI-large | 1923                              | 7692                           |
| MRI-small | 198                               | 792                            |

C. DATA AUGMENTATION

Due to the small number of images in the brain MRI dataset, we used image augmentation technique. It is also used to solve the problem of model overfitting. Due to the deep nature of DL models, if the size of the data set is small, there is a high risk of overfitting. Additional images were created using data augmentation to overcome this drawback. In this work, we used three augmentation strategies to generate a new training set (rotation, horizontal flip and translation). According to reports, data augmentation can improve the classification accuracy of the DL algorithms instead of collecting new data. It is worth noting that three augmentation strategies were used in order to generate a new training set. Initially, 1923 images from the MRI large dataset and 198 images from the MRI small dataset were assigned to train the model, yielding 7692 training images from the MRI large dataset and 792 images from the MRI small dataset after data augmentation. This is 4 times larger than the original training images. Table 2 summarizes the number of training images after data augmentation.

D. DEEP FEATURE EXTRACTION USING PRE-TRAINED CNN

1) CNN

As mentioned earlier, CNNs are popular because of their improved image classification performance. CNN automatically collects features from the input data. It is one of the well-known DL architectures in which each layer is connected in a feed-forward manner. Deep architecture helps these networks learn various and complex functions that a simple neural network cannot learn. CNN is the core of computer vision, and it has many applications, including object classification, surveillance, and medical imaging. Compared to other neural classifiers, it contains an internal filter, so it uses a very simple and relatively small preprocessing. A typical CNN architecture consists of the following layers: (i) Convolution Layer (ii) Pooling Layer (iii) Activation function (iv) Dense Layer to classify the input image. The architecture overview of CNN is shown in the Fig. 7.

2) TRANSFER LEARNING

TL is a deep learning technique that uses a model pre-trained on a large dataset for a problem as an initialization for a model trained on a different dataset. CNNs tend to perform better with larger datasets than smaller ones. TL can be useful in CNN applications where the dataset is small. Recently, TL has been used for object detection, medical imaging and image classification. Fig. 8 shows the concept of transfer learning. Models trained on large datasets such as ImageNet can be used as feature extractors for a variety of applications using smaller datasets such as brain MRI datasets. The benefits of TL are faster training processes, prevention of overfitting, training with less data, and improved performance. The pre-trained CNN models used in our study are Xception, NasNet Large, DenseNet121, and InceptionResNetV2.

E. PROPOSED DEEP TRANSFER LEARNING MODELS FOR CLASSIFICATION

The main goal behind the development of our proposed model is to automatically distinguish people with brain tumors, while reducing the time required for classification and improving accuracy. We propose a novel and robust DL framework for detecting brain tumors using MRI datasets. Due to the lack of data composed of brain MRI, it is...
usually not feasible to train the model from scratch using randomly initialized weights. Therefore, to avoid these problems, we use the TL technique because our MRI dataset is not very large. For the source task, we use four network architectures, namely: Xception, NasNet Large, DenseNet121, and InceptionResNetV2. We extract the deep features of the brain MRI dataset using the fixed weights of each model pre-trained on the large ImageNet dataset. The pre-trained models mentioned above are initialized with their pre-trained weights on the ImageNet dataset. After the feature extraction block, the extracted deep features were transferred to 3 dense or FC layers using the global average pooling layer to average the spatial dimensions of the features. Global average pooling is mainly used to replace the fully connected layer in CNN, which helps to minimize over-fitting. The first dense layer contains 512 neurons followed by the ReLU function, the second dense layer contains 256 neurons followed by the ReLU function, and the last dense layer is followed by a softmax activation function to classify the image. In addition to regularization, a dropout method and early stopping criterion was also applied to prevent model overfitting. The models are trained for 50 epochs with a batch size set to 64. Each model was trained with three different optimizers: Adam, Stochastic Gradient Descent (SGD), and RMSprop. Table 3 summarizes the important characteristics and some key features of the adopted deep CNN models. The detailed explanation of the model used in this study is mentioned in the following section.

1) XCEPTION

Xception is one of the most advanced deep learning model architectures based on a depth-separable convolution layer developed by Chollet [32], also known as the successor to the Inception network. The network consists of 36 convolutional layers, excluding the last fully connected layer, and can be divided into 14 different modules. Each module has linear residual links around them, with the exception of the start and end modules. This architecture is a stack of depth-separable convolution layers consisting of depth-wise convolutions - spatial convolution is performed on each input channel to map spatial relationships. Then a $1 \times 1$ depth convolution is performed to capture the cross-channel correlation. After performing this operation, the correlation can be considered as a mapping of $2D + 1D$ instead of a $3D$ mapping. In extreme versions of the inception module, depth and pointwise convolutions are followed by ReLU non-linearity. Xception is superior to inceptionV3, VGG and ResNet in the classification of the ImageNet dataset. Fig. 9 (a) highlights the basic architecture of the Xception model and its customization, which was finally deployed in this work to obtain classification results.

2) NASNET LARGE

NASNet is an architecture created using neural architecture search algorithms [33]. This idea is realized by the concept of NAS developed by the Google ML team. Their method is based on reinforcement learning. In this network, the efficiency of the child blocks is checked by the parent block and the architecture of the neural network is tuned. Several changes have been made based on optimizer functions, weights, regularization methods, etc. to improve network efficiency. The network components include a Recurrent Controller Neural Network (CRNN) and a CNN block. A block is the smallest unit of NASNet architecture, and a cell is a combination of blocks. The network search space is created by dividing the network into cells and further dividing into blocks. Possible operations for blocking include regular
3) DENSENET121
The Dense Convolution Network (DenseNet) is a pre-trained deep learning model that uses feedforward to connect each layer to all subsequent layers [34]. Traditional L-layer CNNs have L connections, DenseNet has \((L \times (L+1))/2\) direct connections. Each layer in the model contains a feature map. The feature map of each layer is used as the input of the next layer. By connecting all layers directly to each other, it provides maximum information transfer within the network. The main advantages of DenseNet are that it significantly reduces the number of parameters, reduces gradient runaway, enhances feature diffusion, and promotes feature reuse. Compared with traditional CNN, DenseNet requires fewer parameters because the feature map is not learned redundantly. In addition, DenseNet reduces the chance of overfitting by applying regularization. DenseNet121 contains four dense blocks, and each dense block contains 6, 12, 24, and 16 convolution blocks. Fig. 10 (a) highlights the modified architecture of the DenseNet121 model, which was finally deployed in this work to obtain classification results.

4) INCEPTIONRESNETV2
The InceptionResNetV2 architecture is based on the Inception block and uses transformation and merging functions for feature extraction [35]. It provides the highest performance with less computational cost compared to inceptionResNetv1. It is based on a combination of residual learning and inception block. Convolution filters of multiple sizes are combined by a residual connection. Residual connections not only avoid the problem of degradation, but also shorten the training time. This network uses three types of blocks: Stem block, InceptionResNet block, and Reduction block to significantly improve recognition performance. It is a deep network that connects one main block, 5 InceptionResNetA, 10 InceptionResNet-B, 5 InceptionResNet-C, one Reduction-A block, and one Reduction-B block. Fig. 10 (b) shows a modified architecture of the InceptionResNetV2 model for classifying brain MRI.

F. REGULARIZATION AND OPTIMIZATION TECHNIQUES
The main goal of this work is to create a better model for classifying patients with brain tumors. In order to avoid overfitting during training, a regularization function \((L2)\) is used. This is a technique to avoid overfitting the algorithm and avoid overfitting the coefficients so that they fit perfectly as the model becomes more complex. In addition to regularization, batch normalization and global average pooling are also applied to prevent the model from overfitting. In the preprocessing and training stages, many methods have been used to prevent overfitting. Initially, data augmentation techniques are used to improve the performance of the model. Early stopping technique is used to stop the model if no updates occur to the validation accuracy and avoid overfitting the system. It provides the possibility to stop the iteration where the deviation of the validation error begins. Finally, dropouts are used not only to speed up the learning of the algorithm, but also to significantly reduce overfitting. The cross-entropy loss function was used to minimize the loss. It is used to optimize the parameter values used in our models. Three optimization algorithms Adam, SGD and RMSprop are used to train the model. These optimizers are used to identify tumors from MRI and are compared to identify the best optimizers for detecting brain tumor disease.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
This study was conducted to diagnose patients with brain tumor symptoms with the help of brain MRI. Various deep learning models (Xception, NasNet Large, DenseNet121, and InceptionResNetV2) were trained and tested with multiple optimizers. Models are trained multiple times using a variety of well-established optimizers such as Adam, SGD, and RMSprop to get the best possible trained system.
TABLE 4. Summary of Hyperparameters used for training the models.

| Performance Measure | Xception | NasNet Large | DenseNet121 | InceptionResNetV2 |
|---------------------|----------|--------------|-------------|------------------|
| No. of epochs       | 50       | 50           | 50          | 50               |
| Batch Size          | 64       | 64           | 64          | 64               |
| Image Size          | 224×224  | 224×224      | 224×224     | 224×224          |
| Optimizers          | Adam, SGD, RMSprop | Adam, SGD, RMSprop | Adam, SGD, RMSprop | Adam, SGD, RMSprop |
| Activation Function | Softmax  | Softmax      | Softmax     | Softmax          |
| Learning Rate       | 1e-4     | 1e-4         | 1e-4        | 1e-4             |
| Decay Rate          | 1e-5     | 1e-5         | 1e-5        | 1e-5             |
| Dropout Rate        | 0.2      | 0.2          | 0.2         | 0.2              |
| Regularizer         | 1e-4     | 1e-4         | 1e-4        | 1e-4             |

A. EXPERIMENTAL SETUP
To implement the proposed models and obtain results, we used the Python 3.7 programming language, Keras 2.3.1 and TensorFlow 2.0 libraries. The matplotlib and seaborn libraries were used for visualization. System specifications: Intel(R) Core (TM) i5 @ 2.50 GHz, 12GB RAM, NVIDIA Tesla K80 GPU and window 7 installed. For statistical results, the images of the input classes were augmented using the Keras Augmentor API.

B. HYPERPARAMETERS TUNING
The main goal of this task is to design the optimal model for the classification of brain MRI. The set of parameters that can affect the training of the model and give the best results is called hyperparameters. These parameters include number of epochs, dropout number, activation function, batch size, learning rate, etc. After several trials during the experiment, we fixed the learning rate, batch size, and regularization factor. The performance of the proposed brain tumor detection is done using different pre-trained models, such as Xception, NasNet Large, DenseNet121 and InceptionResNetV2. Each model has been evaluated for 50 epochs using various optimizers. Table 4 shows the parameters used to train the models.

C. PERFORMANCE EVALUATION METRICS
This section describes the metrics used to quantify the classification performance of the models. There are several ways to evaluate the performance of a classifier, but we used a confusion matrix-based metric to validate the results. The performance metrics such as accuracy, precision, sensitivity, specificity, F1-score, Matthews Correlation Coefficient (MCC), NPV and error rate are used to evaluate the predictive strength of the model [45], [46].

**Accuracy**: Accuracy is the ratio of correctly classified images to the total number of images.

**Sensitivity**: It is used to correctly identify patients suffering from a certain disease.

**Specificity**: It is used to correctly identify people without the disease

**Precision**: It shows the model reliability is classifying the images as positive.

**F1-score**: It combines the precision and recall by taking harmonic mean.

**MCC**: It is a more reliable statistical metric for binary classification problems.

**NPV**: It calculates the percentage of true negative predictions that do not have the disease.

**FPR**: The ratio of false positive and total negative.

**FNR**: The ratio of false negative and total positive.

**NPV** = \( \frac{TN}{FN + TN} \)

**MCC** = \( \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \)

**Precision** = \( \frac{TP}{TP + FP} \)

**Recall** = \( \frac{TP}{TP + FN} \)

**F1-Score** = \( \frac{2 \times (Precision \times Recall)}{Precision + Recall} \)

**FN** = Number of images misclassified as healthy.

**FP** = Number of images misclassified as brain tumor patients.

**TP** = Number of images correctly classified as brain tumor patients.

**TN** = Number of images correctly classified as healthy.

D. RESULTS AND ANALYSIS
This study was conducted to diagnose brain tumor patients using MRI of the brain. The empirical results are obtained for two different datasets (MRI-small and MRI-large) for brain tumor classification tasks. This article uses a TL-based deep learning models to accurately identify patients as normal and tumor. The system is trained using various deep learning pre-trained networks such as Xception, NasNet Large, DenseNet121, InceptionResNetV2 to access the highest accuracy of the system. The system is trained multiple times against all of the above pre-trained networks using a variety of acclaimed optimizers such as ADAM, SGD, and RMSprop to classify the two brain tumor types from MR images. The reason for performing this study with a large number of parameters is to find the best combination of model and
TABLE 5. Performance of the Xception model of each optimizer using various evaluation metrics.

| Optimizers | ACC  | SEN  | PRE  | SPE  | F1-Score | NPV  | MCC  | FPR  | FNR  |
|------------|------|------|------|------|----------|------|------|------|------|
| ADAM       | 99.67| 99.68| 99.68| 99.66| 99.67    | 99.65| 99.33| 0.0034| 0.0032|
| SGD        | 96.35| 98.39| 94.74| 94.16| 96.53    | 98.21| 92.75| 0.581 | 0.161 |
| RMSprop    | 99.34| 99.04| 99.68| 99.66| 99.35    | 98.98| 98.67| 0.0034| 0.0096|

TABLE 6. Comparative analysis of Adam, RMSprop and SGD optimizers used in NasNet Large models.

| Optimizers | ACC  | SEN  | PRE  | SPE  | F1-Score | NPV  | MCC  | FPR  | FNR  |
|------------|------|------|------|------|----------|------|------|------|------|
| ADAM       | 99.34| 99.36| 99.36| 99.31| 99.36    | 99.31| 98.67| 0.0069| 0.0064|
| SGD        | 98.34| 95.71| 98.08| 97.94| 98.40    | 98.62| 96.88| 0.0206| 0.0129|
| RMSprop    | 99.00| 95.71| 99.35| 99.31| 99.03    | 98.63| 98.01| 0.0069| 0.0129|

TABLE 7. Performance of the DenseNet121 model of each optimizer in terms of different evaluation metrics.

| Optimizers | ACC  | SEN  | PRE  | SPE  | F1-Score | NPV  | MCC  | FPR  | FNR  |
|------------|------|------|------|------|----------|------|------|------|------|
| ADAM       | 99.00| 99.36| 98.72| 98.63| 99.04    | 99.31| 98.01| 0.0137| 0.0064|
| SGD        | 94.68| 95.82| 94.01| 93.47| 94.90    | 95.44| 89.37| 0.0653| 0.0413|
| RMSprop    | 98.84| 99.68| 98.10| 97.94| 98.88    | 99.65| 97.68| 0.0206| 0.0032|

optimizer for the input data. We report quantitative results along with confusion matrices for each adopted network architecture.

1) EXPERIMENTATION 1: CLASSIFICATION ACCURACY ON MRI-LARGE DATASET

In our research, a total of four models were developed, and the performance of each model was evaluated based on the measures discussed in Section 4.3. we present and discuss the results of brain tumor detection on the considered MRI dataset using our TL models with three different optimizers, i.e. Adam, SGDM and RMSprop. To classify two brain tumor types from MR images. First, the Xception transfer learning model was tested for each optimizer. The detailed classification results obtained using the Xception model are compared in terms of various indicators and are summarized in Table 5. As shown in Table 5, the best classification performance is achieved using ADAM. Brain MRI scans are classified with an accuracy of 99.67%. Then, using SGD and RMSprop, the MRI was classified with 96.35% and 99.34% accuracy, respectively. We can see that the Xception model adapted all three optimizers very well and synthesized the highest accuracy of 99.67% with the ADAM optimizer. These results indicate the superiority of the Xception model in brain tumor classification.

The NasNet large architecture was used as the second method of brain tumor classification using three optimizers. The results related to NasNet large are shown in Table 6. Here, we have achieved the best performance of 99.34% using the ADAM optimizer. Brain tumors were classified using other optimizers SGD and RMSprop with very high performance of 98.34% and 99.00%, respectively.

As mentioned earlier, the Xception and NasNet Large models are 88MB and 343MB in size, respectively. On the other hand, the model size of DenseNet121 is 33MB, which is actually much smaller than other models. The DenseNet121 architecture requires fewer parameters than a traditional CNN. The connection pattern eliminates the need to lean redundant features maps. Xception and NasNet large have approximately 22.9M parameters and 88M parameters, while the DenseNet121 network has approximately 8M parameters. DenseNet121 model was tested to classify brain tumors. As with the others, three different optimizers were used to test the performance of the model. Table 7 shows the obtained classification performance. The best achievement in classification was achieved using ADAM. We can say that the classification performance obtained using other optimizers are also quite good.

Finally, the InceptionResNetV2 transfer learning model was tested for each optimizer. Table 8 shows the obtained classification performance. As shown in Table 8, the best classification performance is achieved using ADAM. Brain MRI are classified with an accuracy of 99.67%. Moreover, RMSprop was second with an average accuracy of 99.50%. For the SGD Optimizer, InceptionResNetV2 showed surprisingly bad results with an accuracy of 87.38%. This is worse than all other scenarios in this study.

Fig. 11 shows an accuracy comparison of different TL models using different optimizers. In general, almost every model is well adapted to the ADAM optimizer. We can quickly see that all modified TL models with the ADAM optimizer are probably the best combination of accuracy and other metrics for evaluating performance.

The detailed classification results obtained from all TL models using the ADAM Optimizer are compared in terms of various metrics and summarized in Table 9. All values are given as percentages and the best results are shown in bold. It can be seen that the Xception model achieved
TABLE 8. Performance of the InceptionResNetV2 model of each optimizer in terms of different evaluation metrics.

| Optimizers | ACC  | SEN  | PRE  | SPE  | F1-Score | NPV  | MCC  | FPR  | FNR  |
|------------|------|------|------|------|----------|------|------|------|------|
| ADAM       | 99.67| 99.36| 1.000| 1.000| 99.68    | 99.32| 99.34| 0.0000| 0.0064|
| SGD        | 87.38| 79.10| 95.72| 96.22| 86.62    | 81.16| 76.10| 0.0378| 0.2090|
| RMSprop    | 99.50| 99.68| 99.36| 99.31| 99.52    | 99.66| 99.00| 0.0069| 0.0032|

TABLE 9. Performance comparison of different deep TL models for detecting brain tumors using different metrics.

| Model          | ACC  | SEN  | PRE  | SPE  | F1-Score | NPV  | MCC  | FPR  | FNR  |
|----------------|------|------|------|------|----------|------|------|------|------|
| Xception       | 99.67| 99.68| 99.68| 99.66| 99.68    | 99.65| 99.33| 0.003| 0.003|
| NasNet Large   | 99.34| 99.36| 99.36| 99.31| 99.36    | 99.31| 98.67| 0.006| 0.006|
| DenseNet121    | 99.00| 99.36| 98.72| 98.63| 98.04    | 99.31| 98.01| 0.013| 0.006|
| InceptionResNetV2 | 99.67| 99.36| 1.000| 1.000| 99.68    | 99.32| 99.34| 0.000| 0.006|

FIGURE 11. Comparison of the accuracy of different TL models with different activation functions.

the highest performance with 99.68% precision, 99.66% specificity, 99.68% F1-score, 99.67% accuracy. It should also be noted that the obtained sensitivity is significantly higher (i.e. 99.68%). The InceptionResNetV2 model was found to be the second-best performance for brain tumor prediction, achieving 100% precision, 99.36% sensitivity, 100% specificity, 99.68% F1-score and 99.67% accuracy. NasNet Large performs reasonably well, reaching 99.34% accuracy on the test set, and the precision, sensitivity, specificity, and F1-score are 99.36%, 99.36%, 99.31%, and 99.36%, respectively. DenseNet121 achieves 99% accuracy on the test set. DenseNet121 achieves precision, sensitivity and F1-scores of 98.72%, 99.36% and 99.04%. Based on the results of the experiment, we can draw the following conclusions: Deep TL methods are very effective for classifying brain MRI. The Xception and InceptionResNetV2 models perform classification with similar accuracy rates. Xception is slightly more successful than InceptionResNetV2. Xception and InceptionResNetV2 models have achieved almost the same results in all evaluation indicators. According to observations, Xception and InceptionResNetV2 are superior to other TL models in almost all performance indicators (including accuracy, sensitivity, and specificity). In this case, we can see that these two models achieve the same classification accuracy rate of 99.67% on the test data set, which is used to classify brain tumors and healthy patients. Both models show high sensitivity (99.68% and 99.36%, respectively) and specificity (99.66% and 100%, respectively), which are two very important performance indicators in medical applications. It can be seen that the Xception model gives very good results in brain tumor classification. In addition, the results obtained using the InceptionResNetV2 model are close to the results of Xception, which is quite good.

Class-wise performance of TL models are presented in Table 10. The various classes used in this study are tumor and normal. From the table it can be concluded that the models showed good results in the tumor and normal class. The Xception model also achieved the highest sensitivity score of 99.6% in the “tumor” class compared to all other models. InceptionResNetV2 achieves 100%, 99.3% and 99.6% precision, sensitivity and F1-score for tumor class.

The analysis of the proposed TL models is presented using loss and accuracy curves. Fig. 12 and Fig. 13 shows the training performance in terms of training loss, training accuracy, validation loss, and validation accuracy obtained by four different TL models using ADAM optimizer at different
epochs. The models converge well and reaches the highest accuracy with minimal training and validation losses.

In contrast, the accuracy of the model increases with the number of epochs. The learning curves also show that the models are not overfitting to the training dataset. This means that at each epoch, the model is learning the given input very well. This is primarily due to the use of dropout regularization techniques applied to the proposed TL models and image augmentation to address the shortage of available brain MRI samples.

The confusion matrix shows the number of images correctly and incorrectly recognized by the model. For a detailed analysis and a complete understanding of the number of correct and misclassified cases for each individual TL model, see the Confusion matrices presented in Fig. 14. By observing the confusion matrix, the results obtained from the test set are good. The given models can be used to detect the presence of tumors in the human brain in real time.

The Xception architecture has proven to be superior to other architectures. The Xception confusion matrix (Fig. 14 (a)) showed that the developed model was able to detect 310 out of 311 brain tumor patients, 290 out of 291 normal patients as healthy. We can see that the best performing models (Xception and InceptionResNetV2) have very few false negative (FN) counts (i.e. 0 and 1), which helps to increase the sensitivity value. FN indicates that the models identify a patient with a brain tumor as healthy, whereas the patient has a tumor. Second, the models also show very few False Positives (i.e. 0 and 1) misidentified as tumor patients, which ultimately contributes to higher specificity and precision values.

2) EXPERIMENTATION 2: CLASSIFICATION ACCURACY ON MRI-SMALL DATASET

To check robustness, we tested our proposed TL models on the MRI-small dataset. Detailed classification results from all TL models are compared in terms of various metrics and summarized in Table 11. It can be seen that the Xception model also performed well on the second dataset, achieving the highest performance with 96.55% sensitivity, 87.88% specificity, 91.80% F1-score and 91.94% accuracy. It was also noted that the obtained sensitivity and NPV for the tumor class is significantly higher (i.e. 97% and 96.67%) for the Xception model. NasNet Large shows 2nd best performance in terms of accuracy of 91.74%. It is worth noting that InceptionResNetV2 showed the best value for specificity and precision of 96.97% and 96.00%, but achieved a lower value for sensitivity.

The class-wise performance of the models is presented in Table 12. This shows that Xception achieved the best results.
in the “tumor” category when calculating the sensitivity, and the precision of the “normal” category also reached 96.6%.

Therefore, the F1-score of the Xception model was the best among all models. It can be seen that the NasNet Large model gives very good results in the classification of brain tumors. In addition, the results obtained using the Xception model are close to the results of NasNet Large, which is quite good. InceptionResNetV2 achieved the best results with the “normal” class when calculating sensitivity, and it measures 96% precision for the “tumor” class.

TABLE 11. Classification results comparison of all TL models on MRI-small dataset.

| Model           | ACC  | SEN  | PRE  | SPE  | F1-score | NPV  | FPR  | FNR  |
|-----------------|------|------|------|------|----------|------|------|------|
| Xception        | 91.94| 96.55| 87.50| 87.88| 91.80    | 96.67| 0.121| 0.034|
| NasNet Large    | 91.74| 93.10| 90.00| 90.91| 91.53    | 93.76| 0.090| 0.690|
| DenseNet121     | 90.32| 89.66| 89.66| 90.91| 89.66    | 90.91| 0.090| 0.103|
| InceptionResNetV2| 90.32| 82.76| 96.00| 96.97| 88.89    | 86.49| 0.030| 0.172|

TABLE 12. Class-wise precision, recall and F1 score for all the models.

| Model           | Class  | PRE  | SEN  | F1-score |
|-----------------|--------|------|------|----------|
| Xception        | Tumor  | 87.5 | 96.5 | 91.8     |
| NasNet Large    | Normal | 96.6 | 87.8 | 92.0     |
| DenseNet121     | Tumor  | 90.0 | 93.1 | 91.5     |
|                 | Normal | 93.7 | 90.9 | 92.3     |
| InceptionResNetV2| Tumor | 89.6 | 89.6 | 89.6     |
|                 | Normal | 90.9 | 90.9 | 90.9     |
|                 | Normal | 86.4 | 96.9 | 91.3     |
The Xception architecture has proven to be superior to other architectures. The Xception confusion matrix (Fig. 15 (a)) showed that the developed model was able to detect 28 out of 29 brain tumor patients, 29 out of 33 normal patients as healthy.

We can see that the best performing model (Xception) have very few false negative (FN) counts (i.e. 0 and 1), which helps to increase the sensitivity value. FN indicates that the models identify a patient with a brain tumor as healthy, whereas the patient has a tumor. Second, the model also shows very few false positives misidentified as tumor patients, which ultimately contributes to higher specificity and precision values.

E. DISCUSSION

The latest developments in medical imaging tools have facilitated health workers. Medical informatics research has the best options make good use of these exponentially growing volumes of data. Early detection options are essential for effective treatment of brain tumors. In this paper, we propose an enhanced deep learning model by comprehensively evaluating the effectiveness of four most effective CNN models (Xception, NasNet Large, DenseNet121, InceptionResNetV2) for brain tumor classification from MRI images. Extensive experiments were performed on two different MRI datasets (MRI-small and MRI-large) to determine the best performing model for automated brain tumor detection by considering several factors including three different optimizers. From the experimental results, it can be concluded that the deep transfer learning models Xception and InceptionResNetV2 models are very effective in classifying brain MRI images, and the classification accuracy is close. A detailed comparative analysis of all methods demonstrates the superiority of the Xception model. It can be seen that the Xception model achieved the highest performance with 99.68% precision, 99.66% specificity, 99.68% F1-score, 99.67% accuracy on MRI large dataset. Similarly, Xception model also performed well on the second dataset (MRI-small dataset), achieving the highest performance with 96.55% sensitivity, 87.88% specificity, 91.80% F1-score and 91.94% accuracy.

F. COMPARISON WITH THE STATE-OF-THE-ART METHODS

This article presents a framework for selecting a pre-trained model that uses TL to classify brain tumors. The results achieved by the TL model are compared with the recently proposed method for automated brain tumor diagnosis using the same MRI dataset in Table 13. The results are compared based on models developed for brain tumor detection. It can be clearly seen from the table below that our proposed model based on the Xception architecture is significantly better than other state-of-the-art models in terms of evaluation indicators (such as accuracy).

| Authors | Techniques used | Accuracy |
|---------|-----------------|----------|
| Cheng et al. [36] | KNN & SVM | 91.28% |
| Paul et al. [12] | CNN Model | 91.43% |
| Abhinandana et al. [27] | CNN Model | 84.19% |
| Afshar et al. [37] | CapsNet | 90.89% |
| Badža and Barjaktarović [19] | Four-layer CNN | 97.39% |
| Rehman et al. [21] | Fine-tune VGG16 | 98.69% |
| M. Soltaninejad et al. [38] | Random Forest Classifier | 86.00% |
| Chelghoum et al. [18] | Fine tuning | 98.71% |
| Deepak and Ameer [10] | GoogleNet + transfer learning | 97.10% |
| Mehrotra, R et al. [39] | AlexNet + transfer learning | 99.04% |
| Kang, J et al. [40] | DenseNet-121 + ResNeXt-10198.83% + MnasNet | 98.04% |
| Proposed Model | Xception (MRI-Large) | 99.67% |
| | Xception (MRI-small) | 91.94% |

V. CONCLUSION

In this study, we used transfer learning to develop a CNN model for automatic brain tumor diagnosis using MR images. Transfer learning uses weights from networks previously trained on millions of data. The proposed study implements four different transfer learning models with different optimizers (ADAM, SGD, RMSprop), and extensive experiments were performed on the two datasets with the largest number of MR images currently available. For these four models, the features are extracted using transfer learning, and three dense layers along with the softmax layer are used for classification purposes. The proposed deep TL models shows fast learning by using the Adam optimizer, and the dropout method avoids the problem of overfitting. The various proposed models were compared according to accuracy, recall, precision, and F1-score. After extensive experimentation, it is clear that deep transfer learning with the Xception model gave the best results among all TL models used in this study. On the benchmark datasets, e.g. MRI-large and MRI-small, For the Xception model, the
sensitivity scores were found to be 99.68% and 96.55%, respectively; precision scores were 99.68% and 87.50%, respectively; NPV scores were 99.65% and 96.67%, respectively; F-I scores were recorded as 99.68% and 91.80%, respectively; accuracy was 99.67% and 91.94%, respectively. Our proposed model outperforms existing models with an accuracy of 99.67%. This demonstrates the effectiveness of our proposed method and the potential of using deep learning to quickly diagnose brain tumors through MRI. In future work, the performance of the system can still be improved by using larger data sets and using other deep learning techniques (such as GAN).
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