Abstract

3D shape reconstruction from a single image is a highly ill-posed problem. A number of current deep learning based systems aim to solve the shape reconstruction and shape pose problems by learning an end-to-end network to perform feed-forward inference. More traditional (non-deep learning) methods cast the problem in an iterative optimization framework. In this paper, inspired by these more traditional shape-prior-based approaches, which separate the 2D recognition and 3D reconstruction, we develop a system that leverages the power of both feed-forward and iterative approaches. Our framework uses the power of deep learning to capture 3D shape information from training data and provide high quality initialization, while allowing both image evidence and shape priors to influence iterative refinement at inference time. Specifically, we employ an autoencoder to learn a latent space of object shapes, a CNN that maps an image to the latent space, another CNN to predict 2D keypoints to recover object pose using PnP, and a segmentation network to predict an object’s silhouette from an RGB image. At inference time these components provide high quality initial estimates of the shape and pose, which are then further optimized based on the silhouette-shape constraint and a probabilistic shape prior learned on the latent space (see Figure 1). Our experiments show that this optimizable inference framework achieves state-of-the-art results on a large benchmarking dataset with real images.

1. Introduction

Humans effortlessly infer the 3D structure of objects from a single image, including the parts of the object which are not directly visible in the image. It is obvious that the human perception of object geometry involves, in large part, the vast experience of having seen the objects of a category from multiple-views, having reasoned about their geometry and having build rich prior knowledge about meaningful object structure for specific object category. However single view object shape reconstruction remains a challenging problem for modern vision algorithms – perhaps because of the difficulty of capturing and representing this prior shape information – and the solutions to 3D geometric perception have been traditionally dominated by multi-view reconstruction pipelines.

The recent successes of deep learning have motivated researchers to depart from traditional multi-view reconstruction methods and directly learn the image to object-shape mapping using convolution neural networks [10, 17, 20, 47, 48, 51, 53]. These feed-forward networks show impressive results, with prior information about shape captured at training time and represented implicitly in the network’s weights. An alternative way to reason about the 3D geometry of the object is by combining the 2D image cues (for example object silhouette) with explicitly learned priors about the object shape – thereby separating the 2D recognition from 3D reconstruction. This two stage framework has been
successfully used for inferring 3D shape from images prior to the resurgence of deep learning by [39,40] in single-view and [4,13] in multi-view reconstruction frameworks.

For example, [39,40] propose to estimate the 3D object shape and pose given a single silhouette. To make this highly ill-posed problem well-posed, these works learned a probabilistic latent space embedding using a Gaussian Process Latent Variable Model (GPLVM). Object shape and pose inference (reconstruction) was formulated as an optimization problem to find the most likely shape (i.e., generated from the low variance area of the learned latent space) which can be projected using the optimal pose to the image plane inducing object segmentation consistent with the one produced by a recognition method. Using non-linear dimensional reduction and an inference method which successfully accounts for the variance of the generated shape, [39,40] achieved the state-of-the-art reconstructions for simple object like cars in presence of heavy occasion and background clutter. Furthermore the iterative nature of these algorithms leads very naturally – almost trivially – to extension to a tracking framework of temporal refinement as pose or even shape change dynamically [40].

These methods worked quite well for object categories with small shape variations and which lack high frequency detail – like cars or human bodies – and they can produce dense and accurate volumetric reconstruction. However more complex objects like chairs, with larger shape variation and thin structures, were significant failure cases. Some of the limitations arise due to the use of GPLVM for dimensionality reduction. GPLVM does not scale well to be trained on large datasets or to learn priors on high-dimensional shape representations. This forces the [40] to use frequency based compression techniques for the representing shapes leading to loss of thin and other high frequency object structures.

Deep learning has emerged as an attractive alternative to address these issues, and we explore the possibilities in this paper. In particular, we design a method that uses deep neural nets to initialize object shape as a latent code and pose, which are at inference time optimized in a manner analogous to traditional iterative approaches; i.e., by optimizing the alignment between the image silhouette and the expected projection of the object, guided by a shape prior term captured via a deep auto-encoder. The auto-encoder’s latent space is given a probabilistic interpretation using a Gaussian Mixture Model (GMM) on the latent codes; we show that this yields a learnable, simple but effective probabilistic prior. The image silhouette is obtained using a conventional segmentation network, and the learned shape prior helps avoid unrealistic shapes (because these correspond to low confidence regions of the GMM). An illustration of the framework can be found in Figure 2.

In summary, our contributions are as follows:

- Based on current best-practice, we design networks for shape reconstruction and pose estimation that we demonstrate lead to state-of-the-art reconstruction results even in purely feed-forward operation.
- Our feed-forward image-to-shape regression explicitly includes a latent shape space created using a deep autoencoder, using the power of deep learning for successful dimensionality reduction. We show that a simple GMM fitting to this latent space can be used as an effective probabilistic shape prior.
- We combine these properties to yield the first fully deep shape-prior aware inference method for in-pose object reconstruction. We show that this inference-as-optimization – essentially a deep version of [39] – improves the previous state of the art by a large margin.

We would like to distinguish our work from two recently proposed works of MarrNet [51] and Zhu et al. [59]. In these works, the authors also propose to refine the shape prediction from a neural network to fitting the final reconstruction into a predicted silhouette. However, neither of the above mentioned frameworks uses a pre-learned probabilistic shape prior for the purpose of their refinement. As a result, unrealistic shapes may be generated and damage the reconstruction quality. We empirically show the importance of the proposed shape prior in our ablation study to show a clear advantage of the proposed method against these works.

2. Related Works

3D understanding of object shapes from images is considered an important step in scene perception. While mapping an environment using Structure from Motion [3,46] and SLAM [14,38] facilitates localization and navigation, a higher level of understanding about objects in terms of their shape and relative position with respect to the rest of the background is essential for their manipulation. Initial works, to localize objects while estimating its pose from an image, are limited to the case where a pre-scanned object structure is available [18,41,42].

Soon it is realized that the valid 3D shapes of objects belonging to a specific category are highly correlated and dimensionality reduction emerges as a prominent tool to model object shapes. Works like [49] reconstruct traditional image segmentation datasets like PASCAL VOC [16] by extending the ideas of non-rigid Structure from Motion [6,7,11,19]. Methods like [31] propose to use these learned category specific object shape manifolds to reconstruct shape of the object from single image by fitting the reconstructed shape to a single image silhouette and refine it with simple image-based methods like shape from shading [28].
While the methods mentioned above attempt to learn linear object shape manifolds from 2D key-point correspondences or object segmentation annotations, increasing availability of class specific 3D CAD models and object scans allow researchers to learn complex manifolds for shapes within an object category directly from data. For example, Gaussian Process Latent Variable Model or Kernel/simple Principal Component Analysis is employed to learn a compact latent space of object shapes in [12, 13, 15, 40]. Taking advantage of modern deep learning techniques, deep auto-encoders [27, 50], VAEs [34], and GANs [21, 53] can be better alternatives to model object shapes than traditional dimensionality reduction tools.

Recently, with the advance of deep learning, there are many end-to-end systems proposed to solve the object shape reconstruction problem from a single RGB image directly. Different representations are adopted to represent 3D shapes in the deep learning based methods. Volumetric representation is dominant in the early works [10, 20, 24, 48, 51] because it is considered a natural extension of dense 2D segmentation. 3D deconvolutions replace traditional 2D convolutions in the CNNs which are used for image segmentation. Octree [25, 45] and Discrete Cosine Transform [30] are proposed to reduce the memory requirement for predicting high-resolution volumetric grid. Other representations such as Mesh [32, 57], multi-view depth maps [35, 36, 44], and point cloud [17, 29] are also explored. It is shown in [17, 29] that point cloud representation is more efficient than volumetric representation and simpler than mesh and Octree in terms of designing a suitable network architecture and training loss.

Another crucial aspect that affects the performance of a deep learning solution for shape reconstruction is the role of object pose. One stream of research [17, 51] proposes to incorporate pose implicitly into the shape reconstruction network where the predicted shape is aligned with the input image. In another stream, it is shown in [43, 58] that decoupling the shape and pose while reasoning about object structure from single image has performance benefits [43, 58]. For instance, a canonical shape embedding in low-dimensional space is employed in [20, 53]. Besides the fully-supervised training used in [10, 17, 20], researchers also explore weakly supervised training of the network without the explicit 3D loss. For instance, In Yan et al. [56], Tulsiani et al. [48], a 3D shape generated by the network is supervised by its projections at multiple viewpoints with the corresponding ground-truth silhouettes. In particular, Zhu et al. [58] mitigate the domain gap between synthetic images used in training and real images at test by finetuning their network on a small amount of real images.
with ground-truth silhouette annotation. The weakly supervised training loss shares similarity with our silhouette-shape constraint during our inference.

Following the best practices in deep learning regime, we choose to use point cloud as shape representation, decouple shape and pose by reconstructing 3D shapes in a canonical pose and estimating object pose separately, and a two-step training schedule for shape reconstruction network used in many works [20], where a latent space for 3D shapes is learned explicitly via an auto-encoder and then an image regressor that maps an RGB image to the learned latent space is trained. On top of these deep learning components, we use the predicted silhouette and learned shape prior to transform the one-shot prediction from deep networks to an optimization at inference time.

Similar to our framework, CodeSLAM [5], MarrNet [51], and Zhu et al. [59] also use a low-dimensional latent space to represent the geometry information. For the scene-level geometry reconstruction, CodeSLAM uses nearby views to form a photometric loss, which is minimized by searching in the learned latent space of depth maps. MarrNet [52] and Zhu et al. [59] enforce the 2.5D (silhouette, depth or normal) - 3D shape constraint and photometric loss respectively to search in the latent space of object shapes. Nevertheless, a common disadvantage of these works, which we address in our work, is that they do not consider a probabilistic prior in the latent space explicitly when they perform optimization, which we show is essential for the optimization at inference time through our ablation study.

3. Method

The goal of this work is to reconstruct a 3D shape of an object and its pose with respect to the camera from a single image. Our framework closely follows traditional object prior based 3D reconstruction methods by framing the reconstruction as an optimization problem with respect to the object shape and pose assuming that a deep neural network provides us with the object silhouette. This inference method is described in the Section 3.1. To facilitate the inference, we require a low-dimensional latent space which encodes the object shape, a learned probabilistic prior on this latent space providing us with the likelihood of any point in the latent space, a single view object silhouette prediction to guide the shape and pose optimization and initialization for object shape and pose. How we learn the relevant prerequisites for inference is elaborated in Section 3.2.

3.1. Inference-as-optimization

For inference, we are given with sampled points from the predicted silhouette \( S_{sil} \), initial latent code of the object shape \( l_0 \), initial pose \( P_0 \) (in terms of rotation \( R_0 \) and translation \( t_0 \) ) each predicted using neural nets. Additionally, the learned probabilistic prior on the latent space is available in the form of a GMM.

We minimize the objective function defined below with respect to the shape and pose variables \( l, R \) and \( t \):

\[
L(l, R, t) = L_{sil} + \lambda L_{shape}.
\]

Here \( L_{sil} \) corresponds to the silhouette-shape constraint and \( L_{shape} \) is the term related to the probabilistic shape prior, which we explain in the rest of this section. \( \lambda \) is the weighting factor between these two loss terms.

Silhouette-shape Constraint Term. It enforces the projection of a transformed 3D shape to be consistent with the object’s silhouette on the image. While using point cloud representation, this can be achieved by defining a 2D Chamfer loss between projection of the transformed 3D point cloud and sampled points of the predicted silhouette shown in Equation (2),

\[
S = dec(l)
\]

\[
L_{sil}(P, S, S_{sil}) = \sum_{s_i \in S} \sum_{s_j \in S_{sil}} \min_{\lambda \in \mathbb{R}} \| Ps_i - s_j \|^2 + \sum_{s_j \in S_{sil}} \min_{\lambda \in \mathbb{R}} \| Ps_i - s_j \|^2,
\]

where \( S \) is a point cloud reconstruction in a predefined canonical pose generated by a latent code \( l \) through the point cloud decoder. \( P \) is a transformation matrix that is composed of \( K[R|t] \), camera intrinsic matrix \( K \), object rotation \( R \) and its translation \( t \). \( S_{sil} \) is a set of 2D sampled points from a predicted silhouette.

Shape Prior Term. Because of the highly unconstrained nature of the silhouette-shape constraint and incorrect silhouette, we employ a shape prior term, which quantifies the likelihood of a latent code using a probabilistic model. This can mitigate the problem of generating unrealistic 3D shapes. Specifically, the shape prior minimizes the negative log likelihood of a latent code in the GMM, which can be written as:

\[
L_{shape}(l) = -log(\sum_{k=0}^{K} \pi_k \mathcal{N}(l|\mu_k, \Sigma_k)),
\]

where \( \pi_k, \mu_k, \text{ and } \Sigma_k \) are the weight, mean, and covariance matrix of the \( k^{th} \) Gaussian component, and \( K \) is the number of Gaussian components.

3.2. Learning

As explained in Section 3.1, our inference method requires learning a probabilistic low-dimensional representation of object shape from data and three networks predicting object silhouette, initial object pose and object shape in the form of a latent code. In this section we describe how we learn these components.
3.2.1 Learning Shape Latent Space and Prior

Our inference method heavily rely on learning a low-dimensional latent space of shape from which a decoder network can map a latent code \( l \) to a unique 3D point cloud \( S \). To learn this mapping, we train an encoder-decoder network. Similar to a conventional autoencoder, our encoder \( enc(.) \) maps a point cloud \( S \) to its corresponding low dimensional latent code \( l \), whereas the decoder \( dec(.) \) reconstructs the point cloud \( \hat{S} \) from the latent code \( l \). We train this autoencoder using 3D Chamfer loss as defined below:

\[
L_{cd}(\hat{S}, S) = \sum_{s_i \in S} \min_{s_j \in \hat{S}} \| s_i - s_j \|^2 + \sum_{s_j \in \hat{S}} \min_{s_i \in S} \| s_j - s_i \|^2.
\]

(4)

To learn a probabilistic model as the shape prior, we fit a GMM to the learned latent space. Specifically, we map the point clouds \( \{S_1,...,S_N\} \) from the training set to the latent space using the point cloud encoder, to get a set of latent codes \( \{l_1,...l_N\} \). The parameters of GMM with \( K \) components are then learned to maximize the likelihood of the \( N \) training set’s latent codes by using an EM algorithm to optimize the following objective:

\[
\min_{\pi_1,...,\pi_K, \mu_1,...,\mu_K, \Sigma_1,...,\Sigma_K} \sum_{i=0}^{N} \log(\sum_{k=0}^{K} \pi_k N(I_i|\mu_k, \Sigma_k)),
\]

(5)

where \( \pi_k \), \( \mu_k \), and \( \Sigma_k \) are the weight, mean and covariance matrix of the \( k \)th Gaussian component, and \( N \) and \( K \) are the number of sample latent codes and the number of Gaussian component.

There are a number of generative models that can be used as a shape prior. We deploy GMM with simple auto-encoder following the recent finding of [2] which empirically show that, in the form of point cloud, among variants of GAN, and GMM, the latter outperforms other models in generalization and diversity of shapes, meaning that the GMM captures a better distribution of object shapes.

3.2.2 Learning segmentation and initialization

Our inference requires three networks each taking an RGB image containing the object of interest as the input. These networks are: (i) 3D-net: predicts the latent code \( l_0 \) corresponding to an image which can be used to initialize the object shape using the decoder \( dec(.) \); (ii) KP (KeyPoint)-net: predicts the projection locations of 8 corner points of the object 3D bounding box, which are used to recover the initial object pose \( R_0 \) and \( t_0 \) with respect to camera. (iii) Sil-net: predicts the object’s silhouette \( Sil \) in the image which guides the inference. In this section we outline the procedure adapted in this work to train these components.

3D-net. This network consists of two parts. An image regressor learns to map an image to the latent code which is decoded by the learned \( dec(.) \) introduced in Section 3.2.1 to generate a 3D point cloud. During training, when the 3D point cloud corresponding to the image is available, the image regressor is trained by minimizing the \( L_1 \) error between its prediction and the output of the trained \( enc(.) \) given the ground-truth 3D point cloud. During inference, the image regressor maps the input image to a latent code \( l_0 \) which is used as an initialization of object shape in the latent space.

KP-net. We define eight corner points of the object’s 3D bounding box in the predefined canonical pose as 3D keypoints. The KP-net learns to predict the projection locations of these eight points onto the image plane using the ground truth object pose available at the training time. \( L_1 \) loss between the ground-truth 2D projections of the 3D keypoints and the prediction is employed to supervise the training.

The 2D-3D keypoint correspondence is used to recover the object pose with respect to the camera, which is used as the initialization for inference (Section 3.1). More specifically, during inference time, we retrieve the 3D corner points \( X_{3d} \) from the point cloud reconstruction of the 3D-net, together with the KP-net prediction \( X_{2d} \) to form the 2D-3D correspondence. Object pose estimation is then formulated as a PnP problem as shown in Equation (6) and solved iteratively using Levenberg Marquardt algorithm.

\[
\min_{R,t} \| K(RX_{3d} + t) - X_{2d}\|_2.
\]

Sil-net. A straight-forward U-net architecture is trained to map an RGB image to corresponding object silhouette, from which we sample points to generate \( S_{il} \) used in the silhouette-shape constraint for inference. The network is learned in fully supervised manner using the binary cross entropy as loss function. Instead of training the Sil-net from the scratch, our framework can also use an off-the-shelf semantic segmentation network [9, 26] or fine-tune from such a network.

4. Experiments

We provide experimental results of our framework on single view object shape reconstruction and pose estimation on a real dataset and compare it against prior art. A series of ablation studies are also presented to analyze the effect of our inference procedure and novel probabilistic shape prior.

4.1. Implementation Details

Data to train all networks is generated from the ShapeNet dataset [8]. We render synthetic images from the textured 3D CAD models from random viewpoints and overlay random background on the rendered objects to simulate the background clutter present in the real images. Background images are acquired from SUN dataset [55]. Random flips, crops and image color augmentations are used for training. To get the ground-truth 2D keypoint locations for training
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Figure 3. **Qualitative Results on Pix3D**: We compare shape prior based inference against the baseline (without optimization at inference time) and optimization without the probabilistic shape prior. From left to right: input image, predicted silhouette, ground-truth point cloud, baseline output, optimize without shape prior, full model.

For inference, we parameterize the rotation with Euler angles because we empirically find this representation to be easily optimizable than quaternion or Lie-groups. 6-DoF object pose and the shape latent code are optimized jointly reusing Adam optimizer in Tensorflow [1]. It is important to note that we only update the latent code corresponding to inferred object shape and not the decoder network’s weights while doing gradient descent. The optimization is terminated when the rate of change in loss function diminishes or the maximum number of 2000 iterations is reached.

### 4.2. Testing Data and Evaluation Protocol

We take advantage of a recently published Pix3D [43] dataset – a dataset consisting diverse shapes aligned with corresponding real images. We choose the examples of chair class to demonstrate our method for two reasons.

| Methods          | CD ↓ | EMD ↓ |
|------------------|------|-------|
| 3D-R2N2          | 0.239| 0.211 |
| PSGN             | 0.200| 0.216 |
| 3D-VAE-GAN       | 0.182| 0.176 |
| DRC              | 0.160| 0.144 |
| MarrNet          | 0.144| 0.136 |
| AtlasNet         | 0.125| 0.128 |
| Pix3D            | 0.119| 0.118 |
| Ours (baseline)  | 0.107| 0.116 |
| Ours             | **0.099** | **0.112** |

Table 1. 3D shape reconstruction results on Pix3D dataset

Firstly, chair class is a major component of this dataset and constitutes most shape diversity among all classes. There are 2894 images of chair corresponding 221 unique chair shapes to be used, which outnumbers other object classes greatly. For instance, table, being the second largest class, only has 738 images corresponding to 63 shapes. Secondly, the authors of Pix3D publish benchmark results for most of the state-of-the-art methods on the chair class, which facilitate convenient comparison of our work with the prior art.

Other alternatives to Pix3D which were used popularly were either purely synthetic datasets like ShapeNet [8], or PASCAL 3D+ [54] which was created by associating a small number of overlapping 3D CAD models per category. For inference, we transform and project the bounding box coordinates onto the image plane using the corresponding object pose which is used to render the image. The point cloud auto-encoder is trained for 400 epochs, the image regressor is trained for 25 epochs, the SilNet and KP-net are trained end-to-end for 60 epochs and 25 epochs respectively. Adam optimizer [33] is used to train all these networks. The details about architecture for these neural networks are available in the supplementary material.
for both training and test images of a particular object category to create pseudo ground truth. Due to this reason, as discussed in [48, 51] this dataset is not deemed fit for shape reconstruction evaluation recently.

We use 3D Chamfer Distance (CD as defined in (4)) and Earth Mover Distance (EMD as defined in (7)) as evaluation measures for shape reconstruction following the human study on the evaluation metrics for shape reconstruction presented in Pix3D which shows that these matrices are more correlated with human perception than IoU.

\[
EMD(S_1, S_2) = \frac{1}{\|S_1\|} \min_\phi \sum_{x \in S_1} \|x - \phi(x)\|_2, \quad (7)
\]

where \(\phi: S_1 \rightarrow S_2\) is a bijection. We use the approximation implemented in Pix3D benchmark setup to calculate the EMD efficiently.

Following prior art, we evaluate pose using the MedErr: median of geodesic distance between the predicted rotation and ground-truth rotation defined in Equation (8) and the Accu\(\hat{z}\): percentage of geodesic distance smaller than \(\frac{\pi}{6}\).

\[
\Delta(R_p, R_{gt}) = \frac{\|\log(R_p^T R_{gt})\|_F}{\sqrt{2}}, \quad (8)
\]

### 4.3. Shape Reconstruction on Pix3D

We compare the performance of our 3D shape prediction pipeline with a list of prior art including 3D-VAEGAN [53], 3D-R2N2 [10], PSGN [17], DRC [48], AtlasNet [23], MarrNet [51] and Pix3D [52] which is a variant of MarrNet that decouples shape and pose prediction. All the methods use shapenet for training the respective structure prediction frameworks. The quantitative result is reported in Table 1. The performance evaluation for most of these methods listed above is taken from Pix3D paper [43].

Ours (baseline) in Table 1 refers to the one-shot deep network prediction without any optimization during inference time outlined in Section 3.1. It is notable that our baseline already outperforms the prior art. We believe that this performance boost is due to a unique combination of the best practices carefully picked from prior art to design our one-shot prediction baseline. For instance, our method predicts a canonical point cloud to represent shape. Other methods are either opting for in-pose point cloud representation [17], i.e., coupling the shape and pose or they work with volumetric or mesh representation for object shapes. In addition, similar to TL-embedding network [20] and 3D-VAEGAN [53], we learn a latent space of 3D shape explicitly instead of a direct 2D to 3D mapping.

More importantly, the most significant point we want to emphasize from the results in Table 1 is that our probabilistic shape prior aware optimization method for shape and pose outperforms the very strong feed-forward baseline (along with other state-of-the-art methods) by a significant margin. Qualitative examples of our in-pose reconstruction can be found in the supplementary material.

### 4.4. Ablation Study on Shape prior

In this section, we analyze the effect of different components used in our shape and pose inference qualitatively (Table 2) and quantitatively (Figure 3). In particular, we demonstrate that the proposed probabilistic shape prior plays a crucial part in shape and pose estimation. To that end, we compare the one-shot shape prediction used as the baseline with simple optimization of pose and ground-truth rotation defined in Equation (8), i.e., by minimizing \(L_{sil}\) and our full inference method which takes into account the likelihood of generated shape by using \(L_{sil}\) and \(L_{shape}\).

Figure 3 visualizes the input images, predicted silhouettes, and shape reconstruction given by different inference schemes. It is observed that after optimization using both shape prior and silhouette-shape constraint can lead the re-
construction closer to the ground-truth shape than that of one-shot prediction. Notably, if the shape prior is discarded, optimizing with $L_{sil}$ alone is likely to generate some unnatural shapes, such as uneven chair seat, chair arms with different heights, and unrealistic short chair legs as highlighted by red boxes in the figure. These unrealistic reconstructions are in parts overlitted to noisy object silhouettes.

As for the quantitative comparison in Table 1, it can be seen that, minimizing silhouette-shape constraint alone leads to an improvement in the shape estimation in terms of CD, the EMD measure suggests that the estimated shape is inferior to the baseline. This is perhaps reflective of the fact the estimated reconstruction overfits to the CD metric. However, when we minimize the objective function which takes into account the likelihood of the learned latent embedding of shapes, the reconstruction performance improves on both measures significantly along with the reasonable boost in pose estimation. To put this performance improvement in perspective, we use the ground-truth silhouette annotations available in Pix3D to estimate pose and shape with silhouette-shape constraint only and evaluate the reconstruction performance to establish an upper bound for 3D shape inference from a single silhouette.

Further, we analyze this performance gap in reconstruction as the accuracy of the predicted silhouette changes in Figure 5. We plot the median CD and EMD respectively in left and right part of the figure against different accuracy levels of silhouette predictions which are quantified in terms of mean IOU. It is clear that shape prior performs significantly better in cases where the estimated silhouette have gross errors.

Our contention is that the learned shape prior avoids the regions of the latent space to restrict the inferred shape to be limited to realistic object-like solutions – thereby avoiding the overfitting to a noisy silhouettes. To further explore this hypothesis, we choose three points from the latent space corresponding to the mean of different Gaussian components and interpolate linearly in the latent space to generate intermediate sample chair shapes. The results are visualized in Figure 4. It can be clearly seen that the latent space learned using deep auto-encoder training constitutes of regions corresponding to very not chair-like shapes. However, these not chair-like shapes usually correspond to the high variance region of the learned GMM – for instance, between the latent code of a four-legged chair (mean_0) and that of a swivel chair (mean_1), the likelihood of an unrealistic shape as a mix of two structures is particularly low.

4.5. Pose Estimation using Keypoints

In terms of pose estimation, we compare our keypoint based approach with direct classification and regression approaches, which directly predict the rotation parameters in a classification or regression manner. To have a fair comparison for these approaches, we use the same training data and similar network architectures except for the last output layer of all these approaches because of different output dimensions. Our keypoint based method outperforms both regression and classification approaches as shown in Table 3. We are the first to show that the keypoint based method can also work with shape reconstruction without explicitly predicting 3D keypoints and can do better than classification or regression. This result is inline with other keypoint based methods [22,52] that outperform direct prediction methods.

| Methods    | MedErr $\downarrow$ | Accu $\uparrow$ |
|------------|---------------------|-----------------|
| Regression | 21.99               | 0.63            |
| Classification | 15.41           | 0.71            |
| Keypoint   | **12.22**          | **0.75**        |

Table 3. Quantitative results on object pose estimation.

5. Discussion

Inspired by traditional shape prior based reconstruction methods from a single view, where the silhouette prediction and the 3D shape reconstruction are separated, we have presented a deep learning based framework that replaces/enhances the one-shot prediction of deep learning by iterative optimization. Our inference method not only reason about the silhouette-shape constraint, but also uses a probabilistic shape prior learned on the latent shape space to avoid unrealistic reconstruction to achieve the state-of-the-art performance on a large dataset of real images.

The inference-as-optimization framework with explicit probabilistic shape prior can be easily extended to exploit information from multiple-views. This can be achieved by simply changing the inference loss to incorporate multiple silhouette consistency terms and additionally multi-view photometric consistency. Furthermore, frameworks like CodeSLAM, which uses latent code representation to facilitate dense bundle adjustment, would potentially benefit from the use of a probabilistic prior such as we have proposed.
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