The Halo Bias inside Cosmic Voids
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Abstract

The bias of dark matter halos and galaxies is a crucial quantity in many cosmological analyses. In this work, using large cosmological simulations, we explore the halo mass function and halo bias within cosmic voids. For the first time to date, we show that they are scale dependent along the void profile, and provide a predictive theoretical model of both the halo mass function and halo bias inside voids, recovering for the latter a 1% accuracy against simulated data. These findings may help shed light on the dynamics of halo formation within voids and improve the analysis of several void statistics from ongoing and upcoming galaxy surveys.

Unified Astronomy Thesaurus concepts: Voids (1779); Large-scale structure of the universe (902); Galaxy dark matter halos (1880); Cosmology (343)

1. Introduction

Recently, many cosmological statistics of cosmic voids have been explored, for instance the void size function and void clustering, which can probe the underlying cosmological model of the universe (Hamaus et al. 2015; Pisani et al. 2015; Cai et al. 2016; Sahlen et al. 2016; Achitouv et al. 2017; Chuang et al. 2017; Hamaus et al. 2017; Hawken et al. 2017; Sahlen & Silk 2018; Achitouv 2019; Kreisch et al. 2019; Nadathur et al. 2019; Pisani et al. 2019; Verza et al. 2019; Aubert et al. 2020; Hamaus et al. 2020; Hawken et al. 2020; Nadathur et al. 2020; Bayer et al. 2021; Kreisch et al. 2021; Contarini et al. 2022; Moresco et al. 2022; Woodfinden et al. 2022).

Past, ongoing, and upcoming spectroscopic and photometric galaxy surveys, such as 6dFGS (Jones et al. 2009), VIPERS (Guzzo et al. 2014), BOSS (Dawson et al. 2013), eBOSS (Dawson et al. 2016), DES (Collaboration et al. 2016), DESI (Collaboration et al. 2016), Prime Focus Spectrograph (Tam et al. 2016), Euclid (Laureijs et al. 2011), the Roman Space Telescope (Spergel et al. 2015), SPHEREx (Doré et al. 2018), and the Vera Rubin Observatory (Ivezic et al. 2019), are elevating cosmic voids to an effective and competitive new cosmological probe helping in testing cosmological scenarios and theories of structure formation.

Cosmic voids are large underdense regions in the large-scale structure of the universe, span a large range of scales, and constitute the largest observable objects in the universe. Their size and underdense nature make them particularly suited to probe dark energy and modified gravity (Lee & Park 2009; Biswas et al. 2010; Lavaux & Wandelt 2010; Li & Efstathiou 2012; Clampitt et al. 2013; Spolyar et al. 2013; Cai et al. 2015; Pisani et al. 2015; Zivick et al. 2015; Achitouv 2016; Pollina et al. 2016; Sahlen et al. 2016; Falcè et al. 2018; Sahlen & Silk 2018; Paillas et al. 2019; Perico et al. 2019; Verza et al. 2019; Contarini et al. 2021, 2022), massive neutrinos (Massara et al. 2015; Banerjee & Dalal 2016; Kreisch et al. 2019; Sahlen 2019; Schuster et al. 2019; Zhang et al. 2020; Kreisch et al. 2021; Contarini et al. 2022), primordial non-Gaussianity (Chan et al. 2019), and physics beyond the standard model (Peebles 2001; Reed et al. 2015; Yang et al. 2015; Baldi & Villaescusa-Navarro 2016; Lester & Bolejko 2021; Arcari et al. 2022).

Crucial quantities for many cosmological analyses involving cosmic voids are the halo and galaxy distributions within their volume and their relation with the underlying matter density field (Sutter et al. 2014b; Valles-Perez et al. 2021). Therefore, in this work we use large cosmological simulations to investigate the halo mass function (HMF) and bias inside voids. We show that, for such halos, the mass function is not universal along the void profile; rather, it depends on the distance from the void center, and we provide a theoretical model describing it. Then, we show that the knowledge of the behavior of the HMF as a function of such a distance allows us to accurately model the halo bias inside voids, going beyond the linear parameterization widely used in the literature. This opens a window on the physics of halo formation within cosmic voids.

2. Simulations and Void Finder

For this study we use the “Dark Energy and Massive Neutrino Universe” (DEMNUni4) set of simulations (Carbone et al. 2016; Parimbelli et al. 2022). These simulations are characterized by a comoving volume of $(2 h^{-1}\text{Gpc})^3$, big enough to include the very large-scale perturbation modes, filled with $2048^3$ dark matter particles and, when present, $2048^3$ neutrino particles. The simulations have a Planck 2013–(Adel et al. 2014) baseline $\Lambda$CDM reference cosmology and flat geometry. The DEMNUni set is composed by 15 simulations, implementing the cosmological constant and four dynamical dark energy equations of state for each of the total neutrino mass considered, i.e., $\sum m_\nu = 0, 0.16, 0.32 \text{ eV}$.

Dark matter halos are identified using a friends-of-friends (FoF) algorithm (Davis et al. 1985) applied to dark matter particles, with a minimum number of particles fixed to 32, corresponding to a mass of $\sim 2.5 \times 10^{12} M_\odot$, and a linking length of 0.2 times the mean particle separation. FoF halos are further processed with the SUBFIND algorithm (Springel et al. 2001; Dolag et al. 2009) to get...
subhalo catalogs. With this procedure, some of the initial FoF parent halos are split into multiple subhalos, with the result of an increase of the total number of identified objects and of a lower minimum mass limit. The minimum number of particles for a subhalo is set to 20, corresponding to a minimum mass of $\sim 1.7 \times 10^{12} h^{-1} M_{\odot}$. Note that the SUBFIND algorithm is a halo estimator; therefore, in the following with the term “halo” we will refer to the objects identified by SUBFIND algorithm.

To identify voids and build the void catalogs we use the second version of the “Void IDentification and Examination” (VIDE)5 public toolkit (Sutter et al. 2015). VIDE is based on the tessellation plus watershed void finding technique (Platen et al. 2007) with the Delaunay tessellation/DTFE (Schaap & van de Weygaert 2000) implemented in ZOBOV (Neyrinck 2008) to estimate the density field. The algorithm groups nearby Voronoi cells into zones, corresponding to local catchment “basins,” that are identified as voids; the void boundary is the watershed of the basin, i.e., the ridge of relative overdensity that surrounds it.

For the present analysis, we consider particle snapshots from the DEMNUniverse set in the ΛCDM cosmology at redshifts $z = 0, 0.49, 1.05$. For each of them, we build a catalog of halo-traced voids detected in the halo distributions with three different minimum masses: $2.5 \times 10^{12} h^{-1} M_{\odot}, 10^{13} h^{-1} M_{\odot}, 2.5 \times 10^{13} h^{-1} M_{\odot}$. In this work we consider only voids traced by halos; therefore, hereafter with the term “voids” we will refer only to halo-traced voids.

We characterize the detected voids according to two parameters reconstructed by VIDE:

1. The void size, measured via the effective radius, i.e., the radius of the sphere with the same volume of the considered void, $R_{\text{eff}} = (3/4 \pi) \sum_i V_i / V$, with $V_i$ the volume of the $i$th Voronoi cell building up the void;
2. The void center, estimated as the barycenter by weighting the volumes of the contributing Voronoi cells.

Note that VIDE detects all the relative minima in the tracer (halo) distribution. Therefore, in order to restrict our analysis to true underdensities, for each tracer (i.e., halos with different minimum masses) we consider only voids for which the tracer density, averaged over a sphere of radius $R_{\text{eff}}/4$, is less than the mean tracer density in the simulated comoving snapshot (box) at the redshift considered. Moreover, to avoid contamination from resolution effects (Verza et al. 2019; Contarini et al. 2022), we show our analysis only for voids with radius, $R_{\text{eff}}$, larger than 2.5 the mean halo separation (mhs), i.e., $R_{\text{eff}} \geq 2.5 \times \text{mhs}$, where mhs $\equiv (N_h / V)^{-1/3}$ and $N_h$ is the total number of halos in a simulated box of volume $V$. In Table 1 we list the different mhs for each of the simulated boxes and halo catalogs considered, together with the corresponding minimum halo masses.

### 3. Void Density Profile

The void density profile is defined as the mean density contrast in spherical shells at a distance $r$ from the void center (Hamaus et al. 2014a). Note that this definition, usually known as stacked void density profile (Lavaux & Wandelt 2012), is an estimation of the void-tracer cross-correlation (Hamaus et al. 2017, 2020). In the averaging procedure, we normalize the distance from the void center with respect to $R_{\text{eff}}$. In this way, the characteristic shape of the void profile is retained in the result of the procedure (Hamaus et al. 2017). We measure the void density profile in the halo distribution and in the dark matter distribution within the corresponding halo-traced voids. In order to measure the void profiles, we consider spherical shells, $S^v(r)$, of thickness $\Delta r = 0.067 R_{\text{eff}}$, spanning a radial distance from the void center in the range $0 < r < 4 R_{\text{eff}}$. Finally, to estimate the uncertainty on the resulting stacked density profiles we use the jackknife method (Miller 1974).

Figure 1 shows the void density profiles measured in the halo distributions, $\delta^v_h(r)$, and in the underlying matter distributions, $\delta^v_m(r)$. In particular, the left panel shows the profile of voids traced by halos with $M \geq 10^{13} h^{-1} M_{\odot}$ at various redshifts, and the right panel shows the voids profiles at redshift $z = 1.05$ for different minimum halo masses. Both $\delta^v_h(r)$ (solid lines) and $\delta^v_m(r)$ (dashed lines) show the same qualitative features: the void density profiles are negative at $r/R_{\text{eff}} \sim 3/4$ where they present a sign inversion, then peak at about $r/R_{\text{eff}} \sim 1$, and finally, at larger distances, approach the mean density of the considered tracers (halos or matter). The peak is called the “compensation wall” and corresponds to the overdensities of the watershed; therefore, it is located at about $r/R_{\text{eff}} \sim 1$ (Hamaus et al. 2014a). Note that, for each minimum halo mass considered, the two void profiles have different (scale-dependent) shapes, due to the effective halo bias that increases with the halo mass. Finally, the transparent lines show the analytical matter density profiles $\hat{\delta}^v_m(r)$ of Equation (2) in Hamaus et al. (2014a), where the parameters $\hat{\delta}, r_0, \alpha$, and $\beta$ have been fitted against measurements of $\delta^v_m(r)$ in the simulations.6

| $z$ | $M_{\text{min}}$ [[$h^{-1} M_{\odot}$] | $M_{\text{max}}$ [[$h^{-1} M_{\odot}$] |
|-----|-----------------|-----------------|
| 0   | 7.9             | 12.3            |
| 0.49| 8.2             | 13.4            |
| 1.05| 8.9             | 15.7            |

Note. The second, third, and fourth columns show the mean halo separation in $h^{-1}$ Mpc units measured at each redshift, $z$, and for each minimum halo mass considered.

---

5 https://bitbucket.org/cosmicvoids/vide_public/wiki/Home

6 The quantity $\hat{\delta}$ in Hamaus et al. (2014a) refers to the void central density and it should not be confused with the linear density contrast of spherical collapse discussed in Section 4. Analogously for the $\alpha$ and $\beta$ parameters in Hamaus et al. (2014a).
4. Halo Mass Function in Voids

From a theoretical point of view, the availability of a model for the HMF within voids automatically provides a way to predict the halo bias inside voids. Indeed, the excursion-set formalism (Peacock & Heavens 1990; Bond et al. 1991; Lacey & Cole 1993) provides a framework to obtain an HMF that depends only on two quantities: (i) the variance of linear matter perturbations as a function of the halo mass scale, $M$, and (ii) the linear density contrast threshold, i.e., the critical overdensity required for matter structure virialization at redshift $z$, which, in case of nonspherical collapse, depends on the mass $M$ and is called the “moving barrier” (Press & Schechter 1974; Epstein 1983; Peacock & Heavens 1990; Bond et al. 1991; Mo & White 1996; Sheth et al. 2001; Sheth & Tormen 2002):

$$B(\sigma^2, z) = \sqrt{q} \delta_w(z)[1 + \beta(\delta_w)^{-\alpha}].$$

(1)

Here $\nu \equiv \delta_w(z)/\sigma(M)$, $\sigma(M)$ is the rms value of the initial density fluctuation field, filtered on a scale $R(M)$, and evolved using linear theory to the present time, while $\delta_w(z)$ is the critical overdensity required for spherical collapse at $z$, extrapolated to the present time via the linear growth factor, $D$, of density fluctuations: $\delta_w = \delta_c D(z = 0)/D(z)$, with $\delta_c \approx 3(12\pi^2/5) (1 + 0.013 \log_{10} \Omega_m)/20$, $\Omega_m = \Omega_m(1 + z)^3/E^2(z)$, and $E(z) = H(z)/H_0$, being $H(z)$ the Hubble parameter, $\Omega_m$ the matter density parameter, and the 0 subscript representing their today values. The $\alpha$ and $\beta$ parameters come from the ellipsoidal dynamics, and the $q$ value from the normalization of the model to cosmological simulations (Sheth & Tormen 2002).

Using Equation (1) in the excursion-set approach, in order to obtain the distribution of the first crossings of the barrier by independent random walks, Sheth & Tormen (1999), Sheth et al. (2001), and Sheth & Tormen (2002) derived the average comoving number density of halos with mass in the range $(M, M + dM)$, i.e., the so-called unconditional HMF:

$$\frac{dn_h}{dM} = \frac{\widetilde{\rho}_m}{M^2} f[\nu(z), p, q] \frac{d\nu(z)}{dM},$$

(2)

where $\widetilde{\rho}_m$ is the mean comoving mass density of the universe. Here the multiplicity function, $f$, is the fraction of fluctuations of mass $M$ that collapsed in a halo, and reads

$$f[\nu, p, q] = \frac{2}{\sqrt{\pi}} \frac{A}{\nu} A[1 + (\nu^2 - p^2)] \sqrt{q} e^{-q
u^2/2},$$

(3)

where $A = [1 + \Gamma(1/2 - p)/(2\nu^{\nu^2/2})]^{-1}$ is the normalization factor, and $p$ and $q$ parameterize the so-called “homogeneous ellipsoid collapse model.” However, their dependence on the collapse dynamics is extremely complex to be derived a priori; therefore, they are usually fitted to the HMF measured in large cosmological simulations (Sheth & Tormen 2002). Note that for $p = 0$ and $q = 1$ one recovers the Press–Schechter multiplicity function for the spherical halo collapse (Press & Schechter 1974; Sheth & Tormen 2002).

Once one has a model for the HMF, the halo distribution and halo bias can be modeled with the so-called peak-background split (PBS) approach. PBS is based on two assumptions (Bardeen et al. 1986; Efstathiou et al. 1988; Cole & Kaiser 1989; Mo & White 1996; Sheth & Tormen 1999): first, the abundance of halos depends on the amplitude of the matter power spectrum only through the variance, $\sigma^2(M)$, of the (linear) matter density field; second, the linear density contrast threshold for halo formation is unchanged by the presence of a long-wavelength density perturbation (the so-called called background field), i.e., a perturbation on scales much larger than the ones involved in the halo collapse. Given these two assumptions, according to the PBS one could derive the halo density field and the halo bias parameters from the HMF (Bardeen et al. 1986; Efstathiou et al. 1988; Cole & Kaiser 1989; Mo & White 1996; Sheth & Tormen 1999), provided that the proper HMF is adopted.

Note that, since the multiplicity function describes halo formation in Lagrangian space, i.e., in the linearly evolved density field, the resulting halo number density changes according to the evolution of the long-wavelength density perturbation from the initial to the fully evolved (Eulerian) density field. Assuming that the dynamics of the long-wavelength perturbation is in the single-stream regime, the number of halos within the initial (Lagrangian) volume, $V_l$, and final (Eulerian) volume, $V$, associated to the long-wavelength perturbation, $\delta_{lw}$, is conserved. Therefore, mass conservation implies $V(z)[1 + \delta_{lw}(z)] = V_l(z)[1 + \delta_{lw} D(z)/D(z = 0)]$, where $z_0$ is the initial redshift such that $D(z_0)/D(z = 0) < 1$, and $\delta_{lw}$ is the Lagrangian field, i.e., the initial field linearly evolved to $z = 0$ by definition. The mapping from the Eulerian, $\delta_{lw}(z)$, to the corresponding Lagrangian density contrast field, $\delta_{lw}^{\text{Lagr}}$, is obtained by comparing the linear and nonlinear evolution of a spherical perturbation as explained, e.g., in Peebles (1993) and in Appendix A of Sheth & van de Weygaert (2004). However there could be contributions that go beyond the spherical approximation (Ohta et al. 2003, 2004; Sheth et al. 2013), and represent a second-order effect in the Lagrangian–Eulerian mapping. Nonetheless, for the values of the density contrast, scales, and void ellipticity (Schuster et al. 2022) considered in this work, the effect of nonspherical symmetry can be considered negligible. Moreover, any residual effect would be reabsorbed in the fitting of the $q$ parameter against the DEMNUni simulations. Therefore, we consider the assumption of spherical symmetry of the long-wavelength perturbation to be an accurate description of the Lagrangian–Eulerian mapping in the context considered in this work (Sheth & van de Weygaert 2004; Jennings et al. 2013; Massara & Sheth 2018). It follows that the Eulerian HMF is modified by the long-wavelength perturbation according to

$$\frac{dn_h}{dM} = \frac{[1 + \delta_{lw}(z)] \widetilde{\rho}_m}{M^2} f[\nu(z), p, q] \frac{d\nu(z)}{dM}.$$

(4)

This quantity is evaluated under the substitutions $\delta_c \to \delta_c^{\text{Lagr}}$, $\nu \to \nu = [\delta_w(z) - \delta_{lw} D(z = 0)/D(z)]/\sigma(M)$, and $\widetilde{\rho}_m \to \widetilde{\rho}_m^{\text{Lagr}} [1 + \delta_{lw}(z)]$ in Equation (2). Equation (4) represents the conditional HMF in the limit where the short-wavelength modes forming halos can be considered independent of long-wavelength modes (Sheth & Tormen 1999).

For the first time to date, in this work we apply this approach to model the HMF and bias within cosmic voids. We treat the void shells as independent universes of almost constant background density, model the HMF within them, and accordingly, the halo density field as a function of the distance from the void center. Since the HMF is a differential quantity, in order to estimate it, we divide the halo catalog into mass bins, $\Delta M$, and measure the number of halos, $N_h(M, M + \Delta M)$, with mass between $M$ and $M + \Delta M$. Then, for each bin, we compare the measured differential number density of halos, $N_h/V$, against the theoretical mass function integrated over the
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Figure 2. Differential number density \( N_h \) of halos at \( z = 1.05, 0.49, 0 \) (from left to right). Symbols represent measurements in the entire comoving box (red squares) and in spherical shells \( S(r) \), (blue triangles), at \( r/R_{\text{eff}} = 0.23, 0.37, 0.5 \) (up to down) for voids detected in the halo distribution with \( M \geq 10^{13}h^{-1}M_\odot \). Error bars show the Poissonian uncertainty. Lines show the theoretical models \( N_h^T \) as discussed in the text; \( N_h^T(p_U, q_U, 0) \) is case (i), i.e., \( N_h^T \) via Equation (2) (red dashed–dotted lines); \( N_h^T(p_U, q_U, \delta_m^U) \) is case (ii), i.e., \( N_h^T \) via Equation (4) (orange dotted lines); \( N_h^T(p_U, q_U, \delta_m^U) \) is case (iii), i.e., \( N_h^T \) via Equation (6) (blue solid lines); \( N_h^T(p_U, q_U, \delta_m^U) \) is case (iv), i.e., \( N_h^T \) via Equation (6) with \( p_U(r), q_U(r), \) and \( \delta_m^U(r) \) (magenta dashed lines). Shaded areas show the uncertainty on the \( p \) and \( q \) parameters. The subplots in each panel show the percent differences of \( N_h^T \) measured in the comoving box with respect to \( N_h^T(p_U, q_U, 0) \), i.e., case (i) (red squares); \( N_h^T \) measured in \( S(r) \) with respect to \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (ii) (blue triangles); \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iii) (blue dashed lines); \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iv) (magenta dashed lines). Blue shaded areas show the relative uncertainties of \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (ii) due to \( q_U \) and \( p_U \) errors; magenta hatched areas show the relative uncertainties of \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iv), with respect to \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iii) (magenta dashed lines). Blue shaded areas show the relative uncertainties of \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iii) due to \( q_U \) and \( p_U \) errors; magenta hatched areas show the relative uncertainties of \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iv), with respect to \( N_h^T(p_U, q_U, \delta_m^U) \), i.e., case (iii) due to \( q_U \) and \( p_U \) errors.

mass bin, i.e.,

\[
\text{SIMULATED - DATA: } N_h^{\text{SD}}(M, \Delta M) \equiv \frac{N_h(M, M + \Delta M)}{V} \\
\text{THEORY: } N_h^T(M, \Delta M) \equiv \int_{M}^{M + \Delta M} \frac{\text{d}n_{h}}{\text{d}M'} \frac{\text{d}M'}{\text{d}M}. \\
(5)
\]

To this aim, first we measure the HMF over the entire volume, \( V \), of the comoving snapshots, i.e., the simulated universe, where the background field is given by \( \tilde{\rho}_m \), i.e., \( \delta_{\text{bw}} = 0 \). Adopting Equation (2) as the HMF model, we implement a Markov Chain Monte Carlo (MCMC) analysis to evaluate the best-fit \( p \) and \( q \) parameters in the universe, hereafter \( p_U \) and \( q_U \), finding a very good agreement with the simulated data. Then, we measure the HMF within each void shell, \( S'(r) \), i.e., along their density profiles. To model these measurements, we consider, as background field within voids, the total matter density contrast, \( \tilde{\rho}_m[1 + \delta_{\text{bw}}(r, z)] \), i.e., we assume \( \delta_{\text{bw}} = \delta_m^U(r, z) \) in Equation (4) and perform a new MCMC analysis to fit the \( p \) and \( q \) parameters to the simulated data. We find that they are different from \( p_U \) and \( q_U \), and, most importantly, are a function of the redshift and the distance, \( r \), from the voids center. It follows that, to recover the agreement between simulated data and theory in Equation (5), and parameterize the dynamics of the halo collapse in underdense regions, the HMF model within voids, Equation (4) requires \( p \) and \( q \) to be \( r \)- and \( z \)-dependent. Hereafter, \( p_r(r, z) \) and \( q_r(r, z) \) stand for \( p \) and \( q \) fitted to the HMF measured along void profiles, and we assume that our final model of the HMF inside cosmic voids is

\[
\frac{\text{d}n_{h}}{\text{d}M}(\tilde{\rho}_m, p_r, q_r, \delta_m^U) = \sqrt{\frac{2}{\pi}} \frac{\tilde{\rho}_m}{M} (1 + \delta_m^U) \\
\times \left\{ A_v [1 + (q_r \bar{v}^2)^{-1}] \right\} \left\{ \sqrt{\frac{2}{\pi}} e^{-q_r \bar{v}^2/2} \frac{\text{d}\tilde{\rho}_m}{\text{d}M} \right\} \\
(6)
\]

where \( A_v = [1 + \Gamma(1/2 - p_r)/(2^{p_r} \sqrt{\pi})^{-1}] \). Here \( p_r(r, z) \) and \( q_r(r, z) \) effectively account for a possible correlation between the halo and void fields.

In Figure 2 we show the goodness of Equation (6) in reproducing the measurements from the DEMNUni simulations. In particular, we present measurements of \( N_h^{\text{SD}} \) (symbols) compared to theoretical predictions \( N_h^T \) (lines), as defined in Equation (5), at redshifts \( z = 0, 0.49, 1.05 \), for two different cases: (i) the HMF of the entire comoving box and (ii) the HMF within some representative spherical void shells, \( S'(r) \), with \( r/R_{\text{eff}} = 0.23, 0.37, 0.5 \). The bars represent the Poissonian uncertainty of the HMF measurements in \( S'(r) \) (blue) and in the box (red). The lines represent \( N_h^T \) obtained using \( p_U \) and \( q_U \) in Equation (2), i.e., \( N_h^T(p_U, q_U, 0) \) (red dashed–dotted lines); (ii) \( \delta_{\text{bw}} = \delta_m^U(r, z) \) together with \( p_U \) and \( q_U \).
Figure 3. The $p_v(r)$ and $q_v(r)$ parameters, along the void profile, of the multiplicity function associated to our HMF model in Equation (6), fitted to simulated measurements in stacked void shells, for voids traced by halos with $M > 10^{13} h^{-1} M_{\odot}$ at $z = 1.05, 0.49, 0$. The upper panels show the 68% and 95% confidence level in the $p-q$ plane. The contour colors denote the distance from the void center according to the color bar on the right, and the black stars, together with the dotted–dashed blue and dotted orange lines, represent $p_v$ and $q_v$. The lower panels show the same quantities as a function of $r$. $p_v(r)$ is represented by the blue solid lines, $q_v(r)$ by the orange dashed lines, $p_t$ by the blue dashed–dotted horizontal lines, and $q_t$ by the orange dotted horizontal lines. Note that the $p$ and $q$ axes in the lower panels have a different scale with respect to the upper panels.

in Equation (4), i.e., $N^f_h(p_U, q_U, \delta_m)$ (orange dotted lines); (iii) Equation (6), i.e., $N^{\Gamma}_h(p, q, \delta_m)$ (blue solid lines); (iv) and finally using $\delta_m = \delta_m^v(r)$ in Equation (6), together with the corresponding $p^v(r)$ and $q^v(r)$ inferred via an MCMC analysis from the simulated HMF measurements, i.e., $N^{\Gamma}_h(p^v, q^v, \delta_m^v)$ (magenta dashed lines). We stress how the last two approaches are able to recover with high accuracy the HMF along the void profiles, as shown from the residuals in the subplots of Figure 2. In addition, we verify the HMF behavior in $S(r)$ is not reproduced if we use mean $p$ and $q$ values measured within spheres of a given radius from the void center.

Figure 3 shows the parameters $p_v(r)$ and $q_v(r)$ fitted to the simulated data in each shell $S^v(r)$ at redshifts $z = 0, 0.49, 1.05$. In the upper panels we show how these parameters move in the $p-q$ plane following a continuous, $S$-shaped path. At a large $r$ they converge to $p_t$ and $q_t$ represented by the black stars, i.e., $p_t = 0.21, r = 0.24, 0.25$ and $q_t = 0.78, 0.79, 0.79$ at $z = 1.05, 0.49, 0$, respectively. We find that this behavior is reproduced at all the redshifts and minimum halo masses considered. In the lower panels we show $p_v(r)$ and $q_v(r)$ as a function of the distance $r$ from the void center, together with $p_t$ and $q_t$ as blue dashed–dotted and orange dotted lines, respectively. Here we do not show $p^v(r)$ and $q^v(r)$, as they mostly overlap with $p_v(r)$ and $q_v(r)$. In addition, even if in this work we present results only for $R_{eff} \geq 2.5 \times mhs$, we have verified that the same trend is preserved also for minimum $R_{eff}$ values spanning from $1$ to $3 \times mhs$, and for the minimum halo masses listed in Table 1.

The trend observed in Figure 3 gives insight into the dynamics of halo collapse within voids, effectively parameterized by $p_v(r)$ and $q_v(r)$, with $q = 1$ and $p = 0$ corresponding to the spherical collapse model (Sheth & Tormen 2002). The $q$ parameter is determined by the number of massive halos (Sheth et al. 2001). Figure 3 shows that $q_v$ approaches and exceeds unity in the innermost void shells, suggesting that massive halos become increasingly rare nearing the void center. However, contrary to a first intuition, the blue curve in Figure 2 shows that this trend is not only due to inner regions becoming increasingly underdense toward the center, i.e., to the dominant contribution of $\delta_m^v(r)$ with fixed $p = p_U$ and $q = q_U$ (orange solid curves), but also to the variation of $p = p_v(r, z)$ and $q = q_v(r, z)$ along the void profile, producing a smaller, although important effect, especially in the innermost regions. The $p$ parameter is related to the shape of the moving barrier, and vanishes for a constant (spherical collapse) barrier (Sheth et al. 2001). At each redshift considered, Figure 3 shows that, as the distance from the center increases, $p_v$ oscillates around the value $p_t \sim 0.26$, being $p_v < p_t$ for $r < 0.6 R_{eff}$. This may suggest a smaller ellipticity in the collapse dynamics in the inner rather than outer void regions, though $p_v(r, z)$ never approaches the $p = 0$ value. Finally, let us notice how the trends in Figures 2–3 show that, within voids, structure formation is slower and never reaches that of the universe, behaviors the dotted orange line in Figure 2 as an insurmountable barrier. This result may explain the findings in Tavasoli et al. 2015, i.e., that in sparse voids (as in the inner regions in the top panels of Figure 2), galaxies are less massive and may be going through relatively slower evolution and continuing star formation.

5. Halo Bias in Voids

The way halos and galaxies trace the underlying matter distribution inside cosmic voids has been widely explored in the literature (Furlanetto & Piran 2006; Hamaus et al. 2014b; Sutter et al. 2014a, 2014b; Chan et al. 2014; Neyrinck et al. 2014; Clampitt & Jain 2015; Pollina et al. 2017; Contarini et al. 2019; Pollina et al. 2019; Voivodic et al. 2020). For practical purposes, the halo density contrast, $\delta_h^v$, within voids is usually modeled (Pollina et al. 2017) assuming the following linear relationship with respect to the underlying dark matter density contrast, $\delta_m^v$

$$\delta_h^v(r) = b_{slope} \delta_m^v(r) + c_{offset},$$

where, for watershed voids, the constant $c_{offset}$ is generally consistent with zero within error margins, or assumed to be negligible (Pollina et al. 2017, 2019; Hamaus et al. 2020, 2022). The assumption of a linear relation between halo and dark matter distributions is an empirical approach that parameterizes our ignorance about the way halos populate voids.

Here we show that a theoretical approach is feasible via the PBS formalism, which, given a model for the HMF, provides a way to predict the halo density contrast and therefore the halo bias (Cole & Kaiser 1988; Bernardeau 1992; Mo et al. 1997; Sheth & Tormen 1999). In particular, we apply the PBS formalism inside voids using Equation (6) to compute the number density of halos with mass $M > M_{min}$ within the void volume, $S^v(r)$, and Equation (2) to compute the number density of halos within mass $M > M_{min}$ in the universe. Then we define our model for the halo density contrast inside voids as

$$\delta_h(r) = \frac{\int_{M_{min}}^{\infty} \frac{dN}{4\pi} [\delta, p_v(r), q_v(r), \delta^v_m(r)] dM}{\int_{M_{min}}^{\infty} \frac{dN}{4\pi} (\nu, p_U, q_U) dM}.$$
at the first order, and for $r \to \infty$, i.e., $p_h(r) \to p_U$ and $q_h(r) \to q_U$, reduces to the well-known linear bias relation, which is supposed to be valid for $|\delta_h| \sim |\delta_m^\Lambda| \ll 1$. However, note that this condition is not usually satisfied for density contrasts typical of voids, and in fact, we show below that the linear bias relation does not capture the halo bias trend in voids. A polynomial expansion would provide a more representative description (Cole & Kaiser 1989; Bernardeau 1992; Mo et al. 1997; Fosalba & Gaztanaga 1998; Sheth & Tormen 1999).

However, in this work we prefer not to use polynomial expansions and we implement the exact solution of Equation (8).

In Figure 4 we validate our Equation (8) against the halo density contrast measurements (black dots) of the DEMNU/n Uni void profiles at $z=0, 0.49, 1.05$. We compare the following models: (a) Equation (8) (solid blue line); (b) Equation (8) using $p_h^\Lambda(r)$, $q_h^\Lambda(r)$, and $\delta_m^\Lambda(r)$ (dashed--double-dotted magenta line); (c) Equation (8) using $p_{U}, q_{U}$, and $\delta_m^\Lambda(r)$ (dashed--dotted orange line); (d) the theoretical first-order bias expansion of (c), i.e., the linear bias relation described above, $\delta_h(r) = b_1(p_U, q_U)\delta_m^\Lambda(r)$, where $b_1(p_U, q_U)$ is the linear term of the bias expansion (dashed orange line); (e) the linear fit of Equation (7) obtained by fitting $b_{slope}$ and $c_{offset}$ according to Pollina et al. (2017); dotted green line. The upper and middle panels show that cases (a) and (b) reproduce the simulated measurements along the whole void profile with relative uncertainty below 1%, validating our theoretical approach, Equation (8). Model (c) has a poor match to the simulated data. Note that the difference between model (c) and model (a) in Figure 4 is due to the variation of $p_h$ and $q_h$, which is important along the entire void profile and not only in the inner region, as shown in the top panel Figure 3. Both the linear bias model (d) and the empirical linear fit (e) reproduce the void profile with an accuracy of ~5%–10% depending on $z$. This can be explained considering that, as mentioned above, voids are nonlinearly evolved structures and, therefore, linear perturbation approaches may fail to describe the halo distribution within them. Moreover, the mismatch between approaches (d) and (e) could be considered a further evidence that, within voids, we are beyond the validity of the linear bias approximation and the exact solution of Equation (8) combined with Equation (6) should be adopted. The lower panels show the ratios $\delta_h(r)/\delta_m^\Lambda(r)$ at different $z$. This quantity helps visualize the scale dependence of the halo bias inside voids, which increases at larger redshifts, where nonlinear effects are more important, and is not fully captured by models (d) and (e). The dashed--double-dotted lines show the ratio $\delta_h(r)/\delta_m^\Lambda(r)$ for the analytical model of case (b). The discrepancy with respect to the simulated data is due to the $\delta_m^\Lambda(r)$ fit, which is more accurate in the inner void underdense regions than at the compensation wall, $r/R_{eff} \gtrsim 0.75$.

Finally, we stress that, using in Equation (8) the analytical matter density profile $\delta_h^\Lambda(r)$, we are able to provide a theoretical model that predicts the halo bias in voids with 1% accuracy with respect to the simulated data.

6. Conclusions

For the first time to date, in this work we have shown that the HMF inside cosmic voids is not universal; rather it depends on the distance, $r$, from the void center. We have verified this finding both via measurements of simulated data and a
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Note that in this case the radius of each void is different from the watershed radius.
