Heating in Nanophotonic Traps for Cold Atoms
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Laser-cooled atoms that are trapped and optically interfaced with light in nanophotonic waveguides are a powerful platform for fundamental research in quantum optics as well as for applications in quantum communication and quantum-information processing. Ever since the first realization of such a hybrid quantum-nanophotonic system about a decade ago, heating rates of the atomic motion observed in various experimental settings have typically been exceeding those in comparable free-space optical microtraps by about three orders of magnitude. This excessive heating is a roadblock for the implementation of certain protocols and devices. Still, its origin has so far remained elusive and, at the typical atom-surface separations of less than an optical wavelength encountered in nanophotonic traps, numerous effects may potentially contribute to atom heating. Here, we theoretically describe the effect of mechanical vibrations of waveguides on guided light fields and provide a general theory of particle-phonon interaction in nanophotonic traps. We test our theory by applying it to the case of laser-cooled cesium atoms in nanofiber-based two-color optical traps. We find excellent quantitative agreement between the predicted heating rates and experimentally measured values. Our theory predicts that, in this setting, the dominant heating process stems from the optomechanical coupling of the optically trapped atoms to the continuum of thermally occupied flexural mechanical modes of the waveguide structure. Surprisingly, the effect of the high-Q mechanical resonances which have previously been observed in this system can be neglected, even if they coincide with the trap frequencies. Beyond unraveling the long-standing riddle of excessive heating in nanofiber-based atom traps, we also study the dependence of the heating rates on the relevant system parameters and find a strong $R^{-5/2}$ scaling with the inverse waveguide radius. Our findings allow us to propose several strategies for minimizing the heating which also provide guidelines for the design of next-generation nanophotonic cold-atom systems. Finally, given that the predicted heating rate is proportional to the mass of the trapped particle, our findings are also highly relevant for optomechanics experiments with dielectric nanoparticles that are optically trapped close to nanophotonic waveguides.

INTRODUCTION

Small particles, such as laser-cooled atoms or dielectric nanospheres, are nowadays routinely trapped at submicron distances from solids. Structures currently investigated include photonic crystal waveguides [1–3], optical nanofibers [4–9], single carbon-nanotubes [10, 11], dielectric membranes [12], and even macroscopic prisms [13, 14]. The opportunities in research and application for systems combining atoms and solids are numerous, including the search for novel fundamental forces [15–19], the implementation of quantum metrology and sensing using collective atomic state entanglement [20], and integrated quantum memories for photons guided in nanoscale waveguides [21–23]. A rich toolbox is already available for the cooling, trapping, positioning, and probing of atoms and nanoparticles. However, not all techniques commonly used in free-space traps for manipulating trapped particles are compatible with the presence of solid structures in their immediate proximity: Control laser beams, for instance, may be reflected or scattered in undesired ways. Moreover, additional effects such as van der Waals forces or coupling of the atoms or particles to thermal excitations in the solid have to be considered.

Full control at the quantum level over the internal as well as external degrees of freedom of individual atoms coupled to a nanophotonic structure was achieved only recently [24]. A key challenge in this context is the heating of the atomic motion observed in these systems [25, 26] which can reach rates of several hundred motional quanta per second – about three orders of magnitude larger than in comparable free-space optical traps. Large cooling rates realized, for example, by ultrastrong spin-motion coupling [27, 28], are required to overcome the heating and prepare atoms close to their motional ground state. In essence, the observed storage times of atoms in nanophotonic traps have fallen short of expectations, both for trapped cesium [2, 5–7, 9] and rubidium [8] atoms, ever since the first implementation of a nanofiber-based trap for laser-cooled atoms [4]. The origin of the strong heating and the corresponding low lifetimes has so far remained elusive. There is a range of conceivable causes, such as Raman scattering of the trapping light fields in the waveguide material [29], Brillouin scattering [30, 31], or Johnson-Nyquist noise [32]. However, estimates of their effect, provided as supplemental material [33], demonstrate that these mechanisms fail to explain heating rates observed in experiments. Additionally, tapered optical fibers, as used for realizing nanofiber-based cold-atom traps, exhibit thermally driven high-Q torsional mechanical resonances which have been considered as a likely candidate for explaining the large heating in these sys-
tems [34]. In contrast, optical traps that are based on the evanescent field above a prism surface seem to feature small heating rates which are compatible, for instance, with Bose-Einstein condensation of cesium atoms [35]. Indeed, even at room temperature, one does not expect thermally excited phonon modes of the macroscopic prism to contribute to the heating of the trapped atoms [36].

Here, we identify thermally populated flexural phononic modes of the nanoscopic waveguide as the dominant contributor to the large heating rates observed in nanofiber-based cold-atom traps. We give a concise description of the effect of mechanical modes on light guided in optical waveguides and provide a general theory of the resulting atom-phonon interaction in nanophotonic traps. Based on this formalism, we perform a case study for the cesium two-color nanofiber-based trap described in refs. [4, 25, 26]. Relying on independently measured system properties, we predict heating rates in excellent quantitative agreement with experimental observations. Surprisingly, the effect of the high-\(Q\) torsional mechanical resonances that have previously been observed in this system [34] can be neglected, even if they coincide with the trap frequencies. We then use our model to numerically and analytically infer the scaling of the heating rates with system parameters such as the mechanical properties of the fiber, its temperature, or the trap frequencies. This systematic analysis allows us to outline strategies for minimizing the heating, thereby suggesting a solution to a long-standing problem of nanofiber-based cold-atom systems. While we formulate our theory in terms of atoms near nanofibers, it is indeed applicable to any kind of polarizable object trapped by conservative forces due to the light field surrounding a photonic structure. Building on the agreement obtained in the case study, our quantitative formalism might therefore be used for the faithful description of other nanophotonic cold-atom systems and, more generally, optomechanical systems with small particles, such as dielectric nanospheres [3, 37–43], trapped in close vicinity to hot solid bodies.

This article is structured as follows: In section I, we provide a general quantum theory describing atoms trapped in the optical near field of a vibrating photonic structure. In particular, we derive the general form of the atom-phonon interaction and discuss the resulting heating rates of the atomic motion. Section II is dedicated to a case study of heating rates expected in a nanofiber-based two-color trap for laser-cooled atoms. In appendix A, we review the concept of photonic eigenmodes and summarize the modes of a nanofiber, while appendix B recapitulates the resulting forces acting on trapped atoms. In appendix C, we review quantized linear elastodynamics and summarize the phononic eigenmodes of a nanofiber. In Appendix D, we supply details on how to calculate the atom-phonon coupling constants based on the framework presented in appendices A to C. The parameters of the experimental setup considered in the case study are listed in appendix E.

I. ATOMS TRAPPED NEAR VIBRATING PHOTONIC STRUCTURES

Micro- and nanophotonic traps rely on the optical near fields surrounding a photonic structure to spatially confine laser-cooled atoms in high vacuum. The optical fields are detuned from resonances of the atom such that they do not drive transitions between its internal (electronic) states. Confinement is achieved through gradients in the electric field that result in optical forces acting on the atom, analogous to free-space optical dipole traps [44]. In contrast to free-space setups, a dielectric photonic structure is used to pattern laser light in a way that creates local minima suitable for trapping atoms in the optical potential [45]. The light can either be guided by the structure such that atoms interact with the evanescent fields surrounding it [4, 5, 46–52], or scattered by the structure [1, 2, 53, 54]; see appendix A. In either case a fraction of the light is absorbed, which can lead to a bulk temperature of the dielectric of several hundred kelvins due to the weak thermal coupling to its environment [55]. In consequence, mechanical modes of the photonic structure are thermally excited. These mechanical modes (phonons) are in turn coupled to the external (motional) state of trapped atoms through the optical forces and other forces acting between the atoms and the structure.

An individual atom trapped in the optical near field surrounding a mechanically vibrating photonic structure suspended in high vacuum can be modeled by the Hamiltonian

\[
\hat{H} = \hat{H}_{\text{at}} + \hat{H}_{\text{phn}} + \hat{H}_{\text{at-phn}}.
\]

The first term describes the dynamics of the trapped atom in the absence of phonons. Atoms are trapped at a distance of a few hundred nanometers from the surface of the structure because the near fields decay on a scale given by the optical wavelength. At such distances, corrections \(\hat{V}_{\text{ad}}\) to the optical potential \(\hat{V}_{\text{opt}}\) due to surface effects like dispersion forces become relevant [49, 56]. Optical forces and dispersion forces are additive to first order [57]; hence, the total potential experienced by the atom is \(\hat{V}_0 \equiv \hat{V}_{\text{opt}} + \hat{V}_{\text{ad}}\). While the potential in general couples all atomic degrees of freedom [24, 28], we focus on scenarios without coupling of electronic and motional states and assume that the atom does not change its internal state. In this case \(\hat{V}_0 = V_0(\hat{r})\); that is, the center of mass of the atom is subject to a potential \(V_0\) which depends on the internal state of the atom (see appendix B). Approximating the potential as harmonic for an atom close to its trapped motional ground state yields the atom Hamiltonian

\[
\hat{H}_{\text{at}} \equiv \sum_i \hbar \omega_i \hat{a}_i^\dagger \hat{a}_i,
\]

where \(i\) labels the three orthogonal symmetry axes of the potential in harmonic approximation, \(\omega_i\) are the trap
frequencies, $\hbar$ is the reduced Planck constant, and $\hat{a}_i$ and $\hat{a}^\dagger_i$ are ladder operators for the harmonic motion of the trapped atom.

The second term $\hat{H}_{\text{phn}}$ in eq. (1) describes the free evolution of the phonon field of the photonic structure. Vibrations at frequencies relevant to atom traps can be modeled by linear elasticity theory because the corresponding phonon wavelengths are sufficiently large not to resolve the microscopic structure of the solid. Linear elasticity theory describes the dynamics of elastic deformations of a continuous body around its equilibrium configuration [58–60]. The deformations are described by the displacement field $\mathbf{u}$, a real-valued vector field which indicates magnitude and direction of the displacement of each point of the body from equilibrium at a given time. A quantum formulation of linear elasticity theory can be obtained through canonical quantization based on phononic eigenmodes; see appendix C. The eigenmodes can be labeled by a suitable multi-index $\gamma$ which may contain both discrete and continuous indices. In terms of ladder operators $b_\gamma$ and $b^\dagger_\gamma$ of the phonon field, the resulting phonon Hamiltonian is

$$\hat{H}_{\text{phn}} = \sum_\gamma \hbar \omega_\gamma b^\dagger_\gamma b_\gamma ,$$

where the sum symbolizes an integral in the case of the continuous index components.

The last term $\hat{H}_{\text{at-phn}}$ in the Hamiltonian eq. (1) describes the coupling between the atomic motion and the phonon field. In order to obtain explicit expressions for the atom-phonon coupling, it is necessary to know how the potential experienced by the atom is changed by vibrations. Here, we give an overview of how this dependence can be modeled, while further details as well as explicit expressions for the resulting coupling constants in the case of a nanofiber-based atom trap are provided in appendix D. The coupling arises both because vibrations displace the photonic structure relative to the atom and because they change the electromagnetic properties of the structure in two ways [61]: First, vibrations deform the surface of the structure, as determined by the displacement field $\mathbf{u}$. Second, they locally change the refractive index and introduce birefringence (photelastic effect), as determined by the strain tensor $\mathbf{S}$. The strain tensor describes deformations of the solid and has components $S_{ij} = (\partial_i u^j + \partial_j u^i)/2$, where $\partial_i$ indicates a spatial derivative. Both effects modify the photonic eigenmodes and hence the optical trapping fields. The optical fields and surface forces adapt to changes caused by vibrations on a timescale that is fast compared to the motion of the trapped atom. We can therefore treat the total potential as a functional $V[\mathbf{u}, \mathbf{S}](\mathbf{r})$ which, in the absence of vibrations, reduces to the potential $V[0,0](\mathbf{r}) = V_0(\mathbf{r})$ included in $\hat{H}_{\text{at}}$.

Thermal vibrations only weakly modify the atom trap. In consequence, it is justified to expand the potential to linear order around $\mathbf{u} = 0$ and $\mathbf{S} = 0$, and approximate $V[\mathbf{u}, \mathbf{S}] \simeq V_0 + DV_{(0,0)}[\mathbf{u}, \mathbf{S}]$. The first-order term is the functional derivative of $V[\mathbf{u}', \mathbf{S}']$, evaluated at $(\mathbf{u}', \mathbf{S}') = (0,0)$ and in direction $(\mathbf{u}, \mathbf{S})$; see [62]. This term approximates phonon-induced variations of the potential and acts as the atom-phonon interaction Hamiltonian

$$\hat{H}_{\text{at-phn}} = DV_{(0,0)}[\mathbf{u}, \mathbf{S}](\mathbf{r}) .$$

Truncating the expansion at linear order corresponds to assuming that the atom interacts only with single phonons at a time. Since the potential depends on both displacement and strain, there are two contributions to the interaction Hamiltonian, a displacement coupling (dp) due to the direct dependence of the potential on $\mathbf{u}$, and a strain coupling (st) due to the dependence on $\mathbf{S}$:

$$\hat{H}_{\text{at-phn}} = \delta u V_{(0,0)}[\mathbf{u}] + \delta s V_{(0,0)}[\mathbf{S}] ,$$

where $\delta$ is the partial functional derivative [33]. The interaction Hamiltonian is linear in $\mathbf{u}$ and $\mathbf{S}$ because the functional derivative is linear. By expanding displacement and strain in terms of phononic eigenmodes, the Hamiltonian can thus be expressed in terms of a position-dependent, complex-valued coupling function $g_\gamma(\mathbf{r})$ for each phonon mode $\gamma$,

$$\hat{H}_{\text{at-phn}} = \sum_\gamma \left[ g_\gamma(\mathbf{r}) \hat{b}_\gamma + \text{H.c.} \right] ,$$

where $g_\gamma(\mathbf{r}) = g^{\text{dp}}_\gamma(\mathbf{r}) + g^{\text{st}}_\gamma(\mathbf{r})$. The coupling function $g^{\text{dp}}_\gamma(\mathbf{r})$ derives from displacement coupling and $g^{\text{st}}_\gamma(\mathbf{r})$ from strain coupling.

Furthermore, we approximate the phonon-induced forces acting on a trapped atom as linear in the atom position by expanding eq. (4) to first order around the trap minimum $\mathbf{r}_0$. The interaction Hamiltonian then takes the form [63]

$$\hat{H}_{\text{at-phn}} \simeq \sum_{i\gamma} \hbar (\ddot{a}_i + \dot{a}^\dagger_i)(g_\gamma \dot{b}_\gamma + g^*_\gamma \dot{b}^\dagger_\gamma) ,$$

where the coupling constants are

$$g_{\gamma i} \equiv \frac{\Delta x_i}{\hbar} \partial_i g_\gamma(\mathbf{r}_0) .$$

The length $\Delta x_i \equiv \sqrt{\hbar/(2M\omega_i)}$ is the zero-point motion of the atom of mass $M$ in the trap. The coupling constants quantify the interaction of each phonon mode $\gamma$ with the motion of the atom in direction $i$. Analogous to the coupling function, there are contributions from both displacement and strain coupling, $g_{\gamma i} = g^{\text{dp}}_{\gamma i} + g^{\text{st}}_{\gamma i}$.

The variation of the optical potential caused by displacement can in general be modeled by perturbatively calculating the new photonic eigenmodes in the presence of shifted boundaries of the nanostructure [64]. The displacement has two effects: First, it shifts the photonic structure, together with the electromagnetic fields surrounding it, relative to the trapped atom. Second,
it deforms the surface of the structure, leading to new photonic eigenmodes and thereby also deforming the electromagnetic fields. The first effect scales with the ratio between the displacement of the surface and the size of the atom trap (the extent of the wave function of the atom). The second effect, on the other hand, scales with the ratio between the displacement and the dimensions of the structure. Since the trap is typically at least one order of magnitude smaller than the photonic structure (see section II), we neglect the second effect and assume that both optical and surface potential are displaced as a whole together with the fiber surface [65]. This model is particularly useful for structures such as nanofibers which have a simple geometrical shape and highly symmetric mechanical modes. The resulting displacement coupling functions \( g_{\text{opt}}^{\text{th}}(r) \) for a nanofiber-based atom trap in particular are given in appendix D.

Strain leads to changes in the optical potential through the photoelastic effect, which can be modeled by a strain-dependent permittivity tensor \( \epsilon \mathbf{S} \) [34, 66, 67]. The modified permittivity is then in general neither homogeneous nor isotropic, and results in modified electric fields \( \mathbf{E} \) surrounding the fiber and thus in a modified optical potential \( V_{\text{opt}}[\mathbf{E}] \). In consequence, the total potential \( V[\mathbf{u}, \mathbf{S}] \) depends on strain. We neglect the influence of strain on the surface forces because they arise from the interaction of the atom with charges in a thin slice at the surface of the fiber and are largely independent of changes in the interior of the fiber [56]. The strain coupling function \( g_{\text{opt}}^{\text{th}}(r) \) can then be obtained by perturbatively calculating the new photonic eigenmodes in the presence of a modified permittivity; see appendix D.

Having obtained the Hamiltonian of the coupled atom-phonon system, we can now describe the resulting evolution of the atomic motion. The cold atom can absorb kinetic energy from the thermally excited phonon field of the photonic structure (heating of the atomic motion). Provided that the atom-phonon coupling is weak compared to the trap frequencies and the coherence time of phonon excitations, the phonon field can be adiabatically eliminated. The effective evolution of the density matrix \( \hat{\rho}(t) \) describing the motional state of the atom is then governed by a master equation [68, 69]; see appendix D. Heating of the atom is reflected in the increase of the expected number of motional quanta \( n_i(t) \equiv \text{tr}[\hat{\rho}(t)\hat{a}_i^\dagger \hat{a}_i] \) along a spatial direction \( i \). The population grows linearly with heating rate \( \Gamma_i^{\text{th}} \) for sufficiently short times,

\[
n_i(t) \simeq \Gamma_i^{\text{th}} t ,
\]

assuming that the atom is in the motional ground state at \( t = 0 \).

The phononic eigenmodes supported by the photonic structure can feature both discrete and continuous frequency spectra. Discrete spectra are observed for phonon modes with a spacing in frequency that is larger than their damping rates. In contrast, if a set of modes has frequency spacings much smaller than their damping rates (e.g., because the mechanical excitation is efficiently transmitted from the structure to its suspension), the discrete mechanical resonances are no longer discernible, and the spectrum is effectively continuous. Hence, we distinguish the contribution \( \Gamma_i^\text{d} \) of discrete mechanical resonances from the contribution \( \Gamma_i^\text{c} \) of a continuum of phonon modes:

\[
\Gamma_i^\text{th} = \Gamma_i^\text{c} + \Gamma_i^\text{d} .
\]

For continuous phonon modes, Fermi’s golden rule can be employed to calculate the heating rate \( \Gamma_i^\text{c} \) [68]:

\[
\Gamma_i^\text{c} = 2\pi \bar{n}_i \sum_{\gamma_i} \rho_{\gamma_i} |g_{\gamma_i}^i|^2 .
\]

The sum runs over the discrete set of continuous phonon modes \( \gamma_i \) that are resonant with the trap, \( \omega_{\gamma_i} = \omega_i \). The thermal occupation of the resonant phonon modes is \( \bar{n}_i \equiv 1/\left[\exp(h\omega_i/k_B T) - 1\right] \), where \( T \) is the temperature of the photonic structure and \( k_B \) is the Boltzmann constant [70]. The phonon density of states is given by the inverse slope of the phonon dispersion relation (band structure), \( \rho_{\gamma_i} \equiv |d\omega_i/dp|^{-1} \), where \( p \) is the propagation constant along the fiber; see appendix C.

The discrete resonances have finite lifetimes corresponding to decay rates \( \kappa_{\gamma_i} \) due to internal losses and nonzero coupling to the suspension. Adiabatic elimination of these discrete mechanical modes in general leads to the heating rate \( \Gamma_i^\text{d} \) given in eq. (D40) in appendix D [71, 72]. There are two limiting cases that are of interest in section II: In the case where the atom-trap frequency is smaller than the lowest-frequency phonon mode \( \gamma_1 \), \( \omega_i \ll \omega_{\gamma_1} \), and detuned from resonance, \( \kappa_{\gamma_1} \ll |\omega_i - \omega_{\gamma_1}| \), the ground-state heating rate of the atom is

\[
\Gamma_i^\text{d} \simeq 2\bar{n}_i \kappa_{\gamma_1} |g_{\gamma_1}^i|^2 \frac{\omega_i^2 + \omega_{\gamma_1}^2}{(\omega_i^2 - \omega_{\gamma_1}^2)^2} .
\]

In the case where the atom trap is resonant with a single phonon mode \( \gamma, \kappa_{\gamma} \gg |\omega_i - \omega_{\gamma}| \), the rate is

\[
\Gamma_i^\text{d} \simeq \frac{4\bar{n}_i |g_{\gamma}^i|^2}{\kappa_{\gamma}} ,
\]

where we assume \( \bar{n} \gg 1 \).

The theory of atom-phonon interaction outlined in this section applies to any optical atom trap that relies on a photonic structure to shape light fields. The explicit calculation of atom-phonon coupling constants requires modeling of the dependence of the potential that the atom experiences on the displacement and the strain caused by the mechanical eigenmodes of the structure. Once the mechanical modes and corresponding atom-phonon coupling constants of a particular structure are known, eqs. (11) to (13), or more generally eq. (D40), can be used to predict the phonon-induced heating of the atomic motion. In the next section, we apply this theory to explain heating rates observed in nanofiber-based atom traps.
II. CASE STUDY OF A NANOFIBER-BASED TRAP

Let us now use the framework sketched in section I to study the phonon-induced heating rates of the atomic motion in a nanofiber-based two-color atom trap. In particular, we consider a cesium atom trapped in the evanescent optical field surrounding a silica nanofiber [47, 49]. The nanofiber is formed by the waist of an optical fiber which has been heated and pulled [73]. There have been several experimental realizations of this nanophotonic atom trap configuration [4, 5, 7–9, 24, 26, 74]. We calculate atom heating rates for the setup described in [26], where a measured heating rate of $\Gamma_{th}^F = 340(10)$ Hz in the azimuthal direction was reported. In order to explicitly calculate the phonon-induced heating rates, it is necessary to know the mechanical eigenmodes of the nanofiber close to resonance with the trap frequencies and to obtain the atom-phonon coupling constants. The latter calculation requires knowledge of the trap potential as well as the photonic eigenmodes of the nanofiber. Appendix A summarizes the photonic eigenmodes of a nanofiber, and appendix B provides details on the resulting trapping potential. Appendix C summarizes the phononic eigenmodes. In appendix D, we derive the resulting atom-phonon coupling constants for a nanofiber-based trap. The parameters of the particular setup considered in this section are listed in appendix E.

Trapping of atoms is achieved by means of two lasers, one red and the other blue detuned with respect to the $D$ lines of cesium. The lasers are guided as photonic HE_{11} spatial modes in the nanofiber region; see appendix A. Figure 4 in appendix D shows the resulting trapping potential. The red-detuned laser is coupled into the fiber at both ends, leading to a standing wave that confines the atoms in the axial direction and creates a one-dimensional optical lattice. The laser beams are linearly polarized when coupled into the fiber, which leads to quasi-linearly polarized fields with intensity maxima at opposite poles of the fiber cross section in the nanofiber region [75]. The corresponding electric field profiles are listed in appendix E. The red- and blue-detuned field have orthogonal polarizations to obtain stronger azimuthal confinement [4]. There is an offset magnetic field oriented perpendicular to the fiber axis ($z$ axis) along $\mathbf{z}_B = \cos(\phi)\mathbf{e}_x + \sin(\phi)\mathbf{e}_y$, with $\phi = 66^\circ$. Atoms are initially prepared in the Zeeman substate $F = 4, M_F = -4$ of the hyperfine structure, where the offset magnetic field provides the quantization axis. The magnetic field causes a slight azimuthal shift of the trap sites. Nonetheless, the symmetry axes of the potential at the trap minimum are to a good approximation aligned with the radial, azimuthal, and axial unit vectors of a cylindrical coordinate system whose $z$ axis coincides with the nanofiber axis. We can therefore use $i \in \{r, \varphi, z\}$ for the atom trap directions in the atom Hamiltonian eq. (2). The resulting frequencies of the atom trap are $(\omega_r, \omega_\varphi, \omega_z) = 2\pi \times (123, 71.8, 193)$ kHz.

An infinitely long nanofiber supports three phonon bands which do not have a cutoff at low frequencies: the torsional $T_{01}$ band, longitudinal $L_{01}$ band, and flexural $F_{11}$ band; see appendix C. Figure 6 shows the displacement of the nanofiber caused by phonon modes on each of these bands. The torsional band is linear and the longitudinal band asymptotically linear for low frequencies, with speeds of sound $c_t$ and $c_l$ introduced in appendix C, respectively. The flexural band has a quadratic asymptote. The dispersion relations describing these bands as functions of the propagation constant $p$ are

$$\omega_T = c_t|p| \quad \omega_L \simeq c_l|p| \quad \omega_F \simeq \frac{c_h R}{2} p^2. \quad (14)$$

Here, $R$ is the radius of the nanofiber. These three fundamental bands are the only candidates for phonon-induced heating of the atomic motion since all other bands have frequencies much larger than the trap frequencies.

In experiments, the optical nanofibers used for atom trapping are typically realized as the waist of a tapered optical fiber [4]. The mechanical eigenmodes of this system – including the nanofiber, the tapers, and the surrounding macroscopic fiber – can be calculated either analytically or using finite-element methods [76]. Since the fiber is finite in length, the eigenmodes are standing waves and the spectrum consists of discrete mechanical resonances. The system can in general support the same kinds of excitations as an infinite cylinder: torsional, longitudinal, and flexural. For some modes, the tapers act as reflectors and strongly localize them in the nanofiber region. Others are transmitted through the tapers and are delocalized over the entire fiber [76]. In practice, all modes are damped. Dissipation occurs, among others, due to clamping losses [77], friction with the background gas [34], material losses [78], and surface losses [79]. Depending on the magnitude of the damping $\kappa$ of each mode compared to the free spectral range (FSR), the actual spectrum ranges from discrete (FSR $\gg \kappa$) to continuous (FSR $\ll \kappa$). In the case of a discrete spectrum, standing waves of finite lifetime $1/\kappa$ are a useful description of the mechanical dynamics of the fiber. In the limit of a continuous spectrum, the idealized eigenmodes of the system are no longer faithful representations, since the phonons interact too strongly with other degrees of freedom and are dissipated before they can form standing waves. Instead, it is more useful to represent the phonons as propagating modes of an infinite structure which interact with the atom once and then never return (analogous to an atom interacting with fiber-guided or free-space photons). Some of the damping mechanisms can be modeled theoretically [78, 79]. However, more reliable results are obtained by measuring damping rates for the particular fiber in use. We perform measurements of the mechanical modes of the particular nanofiber setup considered here [26], similar to [76, 80]. While torsional resonances are clearly visible, there is no indication of resonantly enhanced longitudinal or flexural nanofiber modes. The mode of lowest frequency is at $\omega_F = 2\pi \times 258$ kHz with a wavelength of 14.6 mm and a decay rate of $\kappa = 2\pi \times 48(1)$ Hz. The torsional modes...
can be modeled faithfully by imposing hard boundary conditions on an elastic cylinder; see [76] and appendix C. The resulting spectrum is a discrete subset of the \( T_{01} \) band of an infinite cylinder. In keeping with the absence of discrete resonances corresponding to longitudinal and flexural modes, we model these modes as the propagating modes of an infinite cylinder, with a continuous dispersion relation given by the longitudinal and flexural bands eq. (14). The form of the longitudinal and flexural mechanical bands and the corresponding eigenmodes are then determined by the elastic mechanical properties of silica and the fiber radius alone. The wavelengths of the modes resonant with the azimuthal trap frequency, for instance, are 80.0 mm for the \( L_{01} \) mode and 0.251 mm for the \( F_{11} \) mode.

The theory derived in section I allows us to calculate atom heating rates based on these physical parameters. The only parameter not provided by ref. [26] is the fiber temperature \( T \). We choose the temperature such that the azimuthal heating rate \( T_{\varphi}^{th} \) observed in [26] is reproduced. Agreement with the measurement in ref. [26] is achieved for \( T = 805 \) K, which agrees well with the temperature of \( T = 850(150) \) K measured independently in [55] for a similar nanofiber at the given transmitted laser power. Heating in the azimuthal direction is dominantly caused by resonant flexural \( F_{11} \) modes. To our knowledge, this is the first time that a theoretical prediction of the atom heating rate based on measured parameters and in quantitative agreement with measured heating rates has been obtained. We are then able to calculate the phonon-induced heating rates of the atomic motion in the radial, azimuthal, and axial direction, accounting for both displacement and strain coupling. The predicted atom-phonon coupling constants are listed in table I and the resulting heating rates in table II.

The predicted heating rate for the radial degree of freedom is of a magnitude similar to the rate for the azimuthal degree of freedom. The calculated radial heating rate is \( T_{r}^{th} = 446 \) Hz, which agrees with the heating rate assumed in [25] to explain measured \( T_{r}^{th} \) decoherence rates for nanofiber-trapped atoms. Heating along the radial axis, like heating in the azimuthal direction, is dominated by coupling to the resonant flexural \( F_{11} \) modes. The coupling constants in table I reveal that the coupling is due to displacement of the fiber surface, while coupling due to strain is lower by several orders of magnitude. \textit{A priori}, both longitudinal \( L_{01} \) and flexural \( F_{11} \) modes couple to the radial motion by displacement. However, the flexural modes lead to much higher heating rates for two reasons: First, flexural modes displace the fiber surface by a factor of \( |w_{F}/w_{L}| \approx \sqrt{E/(2\rho)}/(\omega_{r}R) \approx 10^{5} \) more than the longitudinal modes which leads to larger displacement coupling constants. Here, \( w_{F} \) and \( w_{L} \) are the radial components of the displacement eigenmode for the flexural and longitudinal modes, respectively. The quantity \( E \) is Young’s modulus and \( \nu \) is the Poisson ratio; together, they describe the elastic properties of the nanofiber. The quantity \( \rho \) is the mass density of the nanofiber and \( \omega_{r} \) the radial trap frequency. The second reason is that the density of states of the flexural modes is larger than the one of longitudinal modes by a factor of \( \rho_{F}/\rho_{L} \approx 10^{5} \). The heating rates are enhanced accordingly; see eq. (11).

Heating in the axial direction is predicted to be predominantly due to strain coupling to the resonant longitudinal \( L_{01} \) mode, with a rate much smaller than the heating rates in the radial and azimuthal direction. To the best of our knowledge, the heating rate in the axial direction has not been measured so far.

One might expect heating by near-resonant torsional
modes to be dominant because they are tightly confined to the nanofiber region, leading to Purcell enhancement of the coupling strength [70]. The strain induced by torsional modes causes a tilt of the quasilinear polarization of the light fields, see fig. 7 in appendix D, which leads to coupling to the azimuthal motion of the atom in particular. In the present case, the contribution of torsional modes to the heating is negligible due to the large detuning between the torsional mode and trap frequencies compared to the phonon decay rate. However, we can use eq. (13) with the coupling constants given in table I to obtain an estimate of the heating rates expected in the case when the torsional modes are resonant (e.g., in the case the nanofiber is longer). In this worst-case scenario, the predicted contribution to the heating rate in the azimuthal direction is $\Gamma^\text{th}_\varphi = 17.8 \text{ Hz}$, while heating in the other trap directions is still below $10^{-4} \text{ Hz}$, despite the Purcell enhancement. For the hypothetical case in which the torsional modes are not reflected at the ends of the nanofiber, our model predicts even lower heating rates. Hence, torsional modes are not a relevant source of heating in [26], even if they are resonant with the trap frequencies.

In summary, the atom heating in the radial and azimuthal direction observed in experiments is well explained by the displacement coupling to the continuous $F_{11}$ band alone. In this case, eq. (11) simplifies to the single equation

$$\Gamma^\text{th}_i \approx \frac{1}{2\sqrt{2\pi}} \frac{k_B T M}{\hbar} \sqrt{\frac{\omega_i}{R^5 \sqrt{E \rho}}} \quad i \in \{r, \varphi\},$$

where we use that $\hbar \omega_i \ll k_B T$, such that the thermal occupation of the phonon modes is $\tilde{n}_i \simeq k_B T / \hbar \omega_i$. This simple formula agrees exceedingly well with calculations considering all phonon modes and both displacement and strain coupling. Figure 1 shows the dependence of the predicted heating rates in the radial and azimuthal direction on individual parameters, keeping the remaining parameters unchanged. Most pronounced is the scaling with the nanofiber radius as $\Gamma^\text{th}_i \propto R^{-5/2}$, see fig. 1a. The strong dependence on the radius is mostly due to the increased mechanical stability of larger nanofibers which leads to smaller vibrational amplitudes, see eq. (C34), in addition to a lower density of states. In contrast, the dependence on the fiber temperature is linear, see fig. 1b, since the thermal occupation of the resonant phonon modes increases linearly with the temperature. Comparison of fig. 1a and fig. 1b shows that increasing the nanofiber radius by 150 nm to $R = 400 \text{ nm}$ at constant temperature has an effect comparable to cooling the fiber down to room temperature if all other parameters of the setup could be kept unchanged. Figure 1c shows the dependence on the power of the blue-detuned laser, where the ratio of the power of the red- and blue-detuned lasers is kept constant. The temperature of the nanofiber increases with increased laser power since there is more absorption in the fiber [55]; see caption for details. Moreover, higher intensities lead to a tighter confinement of the atoms. The observed increase of the heating rate when raising the laser power is therefore caused by an increase of both the fiber temperature and the trap frequencies. While Young’s modulus $E$ also slightly changes with $T$ [81], the influence of this effect on the heating rate is negligible due to the weak dependence, $\Gamma^\text{th}_i \propto E^{-1/4}$.

Let us now discuss ways to reduce the atom heating caused by coupling to the continuous $F_{11}$ band. Lowering the overall fiber temperature in order to reduce the heating rates is difficult even in cryogenic environments because thermal coupling of the fiber to its surroundings is very weak [55]. However, based on the above analysis, different strategies to minimize the heating rates are conceivable. First of all, the fiber radius should be chosen as large as possible while maintaining the optical properties required for atom trapping. A second approach is to design the nanofiber such that it supports discrete, well-resolved resonances of flexural modes. While precise predictions of phonon linewidths are difficult, it may be possible to optimize the taper at both ends of the nanofiber and ensure that flexural modes are reflected and confined to $z \in [0, L]$ with narrow linewidths, while the transmission of light is not reduced [77]. Such a resonator of length $L$ for the flexural modes would effectively break the $F_{11}$ band into a discrete set of frequencies $\omega_m$, and allow us to detune the atom trap from resonance with these mechanical modes. The flexural eigenmodes are then standing waves (see appendix C), with frequency spectrum

$$\omega_m \equiv m \frac{\pi^2 R}{2L^2} \sqrt{\frac{E}{\rho}}, \quad m \in \mathbb{N}.$$  

The heating rate in the radial and azimuthal direction due to these flexural resonator modes then depends on the position $z_0$ of the atom along the fiber axis; see appendix D. Figure 2 shows the dependence of the heating rate on the resonator length and trap frequency. Three regimes are clearly distinguishable: First, the trap is resonant with a flexural phonon mode. Second, the trap is off resonant and lies below the fundamental resonator frequency. Third, the trap is off resonant and lies above the fundamental resonator frequency. Assuming high thermal occupation of the phonon modes, $\tilde{n}_m \gg 1$, simplified expressions for the heating rate can be obtained for each regime. If the trap frequency is below the fundamental phonon frequency but still much larger than the corresponding decay rate, $\kappa_1 \ll \omega_i < \omega_1$, as well as far detuned, $|\omega_i - \omega_1| \gg \kappa_1$, heating is dominated by off-resonant interaction with the fundamental phonon mode alone. In this case, the heating rate can be approximated as

$$\Gamma^\text{th}_i \simeq \Gamma^\text{thres}_i \sin^2(\pi z_0 / L),$$

$$\Gamma^\text{thres}_i = \frac{16 k_B T M \kappa_1 \omega_1^4 L^7}{E^2 R^6}.$$  

If the trap has a frequency larger than the fundamental resonator frequency, $\omega_i \gg \omega_1$, while still being off
Figure 1. Atom heating rate in the radial and azimuthal direction calculated using eq. (15) as function of (a) the nanofiber radius, (b) the temperature of the nanofiber, and (c) the power of the blue-detuned trapping laser. The difference between eq. (15) and the full theory eq. (10) is not discernible at the given scales. In figs. (a) and (b), all other parameters, in particular the trap frequencies, are unchanged. In fig. (c), the ratio between the power of the red- and blue-detuned laser is kept constant, $P_b/P_r = 14.24$. The relation between the total laser power and temperature is modeled as \( T(P) = m_0 + m_1 P + m_2 P^2 \), with $m_0 = 400$ K, $m_1 = 24$ K/mW, $m_2 = -0.062$ K/mW$^2$ based on the measurements in [55] for a nanofiber of radius $R = 250$ nm and length $L = 5$ mm. The temperature then varies from $T = 427$ to 2298 K over the shown range of laser power. The trap frequencies simultaneously increase from $(\omega_r, \omega_\phi) = 2\pi \times (29.1, 23.9)$ kHz to $2\pi \times (291, 168)$ kHz. The remaining parameters are specified in appendix E.

Figure 2. Atom heating rate in the radial direction due to flexural resonator modes as a function of (a) the resonator length and (b) the trap frequency. In both cases, an exemplary decay rate of $\kappa = 2\pi \times 1.2$ Hz is assumed for all resonator modes. The bold yellow line corresponds to the heating rate experienced by an atom trapped at the center of the resonator, $z_0 = L/2$, calculated according to eq. (D41). The thin blue line represents a position-independent upper bound obtained by pretending that the atom sits at an antinode of each phonon mode simultaneously: In consequence, no resonance between the atom and resonator is masked by a vanishing position-dependent coupling rate. This approach is useful, since in experiments an entire ensemble of atoms is trapped at various positions along the fiber. The dashed red lines show the approximations eqs. (17) to (19). Figure (a) assumes a trap frequency of $\omega_r = 2\pi \times 123$ kHz, and fig. (b) assumes a resonator length of $L = 600$ µm.

Resonant, $|\omega_i - \omega_m| \gg \kappa_m$, heating is mainly due to the low-frequency phonon modes below the trap frequency. Assuming in addition that the phonon decay rate is the same for all relevant modes, $\kappa_m \approx \kappa$, an upper bound for the heating rate can be obtained:

$$\Gamma_{i}^{\text{th}} \lesssim \Gamma_{i}^{\text{res}} \equiv \frac{2}{45\pi} \frac{k_B T M \kappa \omega_i L^3}{\hbar E R^4}. \quad (18)$$

Here, we replace the sine in the coupling constant with 1 for all modes, pretending the atom is located at an antinode of all modes simultaneously as a worst-case estimate. This approximation is useful because in experiments many atoms at different sites along the fiber axis are trapped at the same time.

If the trapped atom is resonant with a flexural phonon mode $m$, $|\omega_i - \omega_m| \ll \kappa_m$, and the contributions of the off-resonant modes can be neglected, the heating rate is

$$\Gamma_{i}^{\text{th}} \simeq \Gamma_{i}^{\text{res}} \sin^2 (p_m z_0) \quad \Gamma_{i}^{\text{res}} = \frac{2}{\pi} \frac{k_B T M \omega_i}{\hbar L p \kappa_m R^2}. \quad (19)$$

The limiting expressions eqs. (17) to (19) are shown as dashed black lines in fig. 2. Note that the dependence on decay rate and resonator length is inverted for off-resonant模式. 

- **Figure 1**: Atom heating rate in the radial and azimuthal direction calculated using eq. (15) as function of (a) the nanofiber radius, (b) the temperature of the nanofiber, and (c) the power of the blue-detuned trapping laser. The difference between eq. (15) and the full theory eq. (10) is not discernible at the given scales. In figs. (a) and (b), all other parameters, in particular the trap frequencies, are unchanged. In fig. (c), the ratio between the power of the red- and blue-detuned laser is kept constant, $P_b/P_r = 14.24$. The relation between the total laser power and temperature is modeled as $T(P) = m_0 + m_1 P + m_2 P^2$, with $m_0 = 400$ K, $m_1 = 24$ K/mW, $m_2 = -0.062$ K/mW$^2$ based on the measurements in [55] for a nanofiber of radius $R = 250$ nm and length $L = 5$ mm. The temperature then varies from $T = 427$ to 2298 K over the shown range of laser power. The trap frequencies simultaneously increase from $(\omega_r, \omega_\phi) = 2\pi \times (29.1, 23.9)$ kHz to $2\pi \times (291, 168)$ kHz. The remaining parameters are specified in appendix E.

- **Figure 2**: Atom heating rate in the radial direction due to flexural resonator modes as a function of (a) the resonator length and (b) the trap frequency. In both cases, an exemplary decay rate of $\kappa = 2\pi \times 1.2$ Hz is assumed for all resonator modes. The bold yellow line corresponds to the heating rate experienced by an atom trapped at the center of the resonator, $z_0 = L/2$, calculated according to eq. (D41). The thin blue line represents a position-independent upper bound obtained by pretending that the atom sits at an antinode of each phonon mode simultaneously: In consequence, no resonance between the atom and resonator is masked by a vanishing position-dependent coupling rate. This approach is useful, since in experiments an entire ensemble of atoms is trapped at various positions along the fiber. The dashed red lines show the approximations eqs. (17) to (19). Figure (a) assumes a trap frequency of $\omega_r = 2\pi \times 123$ kHz, and fig. (b) assumes a resonator length of $L = 600$ µm.
heating, eqs. (17) and (18), compared to resonant heating, eq. (19). This inversion is expected, since large phonon linewidths $\kappa_m$ assist off-resonant coupling, while small linewidths lead to a larger resonant enhancement. Small resonator lengths $L$ lead to higher coupling constants (Purcell enhancement), which increases resonant heating due to a single mode. In contrast, large resonator lengths result in a higher number of low-frequency modes and hence overcompensate the decrease in coupling strength and increase the heating due to off-resonant interaction.

In fig. 2, we exemplarily assume a decay rate of $\kappa_m = 2\pi \times 1.2$ Hz for all relevant flexural modes. This corresponds to a quality factor of $\omega_r/\kappa_m = 10^5$ at the frequency of the radial trap. Quality factors of this magnitude have been achieved for silica microspheres by optimization of the shape of the taper [77]. Figure 2a shows that a decrease of the radial heating rate below the value expected without a resonator for flexural modes (see table II) is predicted for resonator lengths $L \lesssim 3$ mm. A length of $L = 50 \mu$m to the very left of fig. 2a can still be achieved for nanofibers, the calculated heating rate due to flexural phonon modes with the given decay rate is then as low as 0.1 mHz. Figure 2b assumes a resonator length of $L = 600 \mu$m, achieving heating rates of around 1 Hz and shows the dependence on the trap frequency. The spacing between resonances is on the order of $2\pi \times 50$ kHz, which would indeed render it possible to detune the radial and azimuthal trap from resonance.

These findings suggest that it may be possible to significantly reduce the heating rate of atomic motion in nanofiber-based traps by two orders of magnitude or more through optimization of the phononic properties of the fiber. Moreover, the scaling of the heating rate with the mass of the trapped particles as $\Gamma^\text{th}_r \propto M$ is highly relevant for optomechanical experiments. Setups with levitated nanoparticles, for instance, may feature comparable trap frequencies for particles that are orders of magnitude heavier than a single atom [3, 12]. In order to stably trap heavier particles using nanophotonic structures and successfully cool their motion, it is imperative to carefully manage vibrations of the structure, for instance by improving the mechanical stability or by tuning mechanical modes out of resonance with the particle motion.

**CONCLUSION**

In this article, we formulate a general theoretical framework for calculating the effect of phonons on guided optical modes and the resulting heating of atoms in nanophotonic traps. Our results are applicable to nanophotonic cold-atom systems [45] and can readily be extended to the heating of dielectric nanoparticles trapped close to surfaces [3, 12]. In a case study for the example of cold cesium atoms in a two-color nanofiber-based optical trap, we predict heating rates of the atomic center-of-mass motion which are in excellent agreement with independently measured values [25, 26]. In this system, the dominant contribution to heating stems from thermally occupied flexural modes of the nanofiber. We find that the heating rate scales with the fiber radius as $R^{-5/2}$. As a general design rule, this implies that structures of larger lateral dimensions are preferable regarding heating, albeit at the expense of smaller mode confinement and, hence, potentially lower atom-photon coupling strength. Given the fact that the heating rate is directly proportional to the temperature of the nanophotonic structure, reducing the absorption losses of the guided trapping light fields is advisable [82]. Moreover, heating is expected to decrease for smaller trap frequencies, $\Gamma \propto \sqrt{\omega}$. In general, our case study shows that careful design of the phononic properties of the nanophotonic system and, in particular, of its mechanical resonances is an effective strategy for reducing the heating. Finally, by providing a coherent theoretical framework in a single source, our work is instrumental in calculating, understanding, and managing heating in a plethora of nanophotonic traps.
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**Appendix A: Photonic Eigenmodes**

The potential experienced by an atom in a nanophotonic trap crucially depends the optical fields surrounding the photonic structure. The dynamics of optical fields in the presence of nonabsorbing matter is well described by the macroscopic Maxwell equations. In conjunction with linear response theory, they allow us to model materials using the relative permittivity and permeability tensors $\epsilon$ and $\mu$, respectively [83]. In this article, we consider dielectric materials that are not magnetizable ($\mu = \mu'$). Motion and vibration of the dielectric can be modeled as a change of $\epsilon$ over time, provided this change happens on a timescale long compared to the frequency of electromagnetic radiation in the optical regime. With this in mind, we choose a description of the optical fields in terms of photonic eigenmodes [84], which lends itself well to a perturbative treatment of the effect of a modified permittivity on the optical fields [85] as we discuss in appendix D.

After reviewing photonic eigenmodes in general, we describe the eigenmode structure of a nanofiber approximated as a homogeneous step-profile circular optical waveguide [85–87].
1. Photonic Eigenmode Equation

Consider a dielectric body in three dimensions. The body may be inhomogeneous and anisotropic, so its relative permittivity $\epsilon$ is a position-dependent tensor of second order. We assume that the permittivity is independent of frequency in the relevant interval, real valued, symmetric, and positive definite. In the vacuum outside the body $\epsilon = \eta$. We are interested in the dynamics of the electromagnetic fields $E$ and $B$ surrounding and permeating the dielectric. We express the electromagnetic fields through potentials and follow [88] in choosing the Coulomb gauge for the vector potential $A$.

$$\nabla \cdot [\epsilon(r)A(r,t)] = 0 \ . \tag{A1}$$

Here, the juxtaposition of tensor and vector (or, more generally, of two tensors) indicates the maximal contraction $(\epsilon A)^\alpha{} = \sum_j \epsilon^{ij} A^j$. In the absence of free charges, the electromagnetic fields can be represented solely through the vector potential, $E = \nabla \times A$ and $B = \nabla \times A$. The macroscopic Maxwell equations reduce to

$$\frac{1}{ct^2} \epsilon(r) \dot{A}(r,t) = \mathcal{D} A(r,t) \ , \tag{A2}$$

where $\mathcal{D} \equiv -\nabla \times [\nabla \times \cdot ]$ is the double curl operator, each dot represents a time derivative $\dot{A} = \partial_t A$, and $c$ is the vacuum light speed. In order to find solutions, one solves eq. (A2) outside and inside the body separately and then combines continuity conditions to match the solutions at the interface: The magnetic field $B$ as well as the electric field component $E \times n$ orthogonal to the surface normal $n$ are continuous across the surface. Normal to the surface, $(\epsilon E) \cdot n$ is continuous instead. Eq. (A2), together with the continuity conditions and the requirement that solutions be square integrable to ensure finite electromagnetic energy, has a unique solution given suitable initial conditions [83].

The above problem can be further reduced to an eigenvalue problem [84, 88, 89], which is useful for describing phonon-induced perturbations of optical fields in appendix D. To this end, consider the generalized eigenvalue equation for photonic eigenmodes $a_\eta$,

$$\mathcal{D} a_\eta(r) = -\frac{\omega_\eta^2}{c^2} \epsilon(r) a_\eta(r) \ , \tag{A3}$$

with the additional transversality constraint eq. (A1). The eigenmodes are labeled by a suitable multi-index $\eta$ which may contain both discrete and continuous indices. They span a subspace characterized by eq. (A1) of the space of square-integrable functions [88]. The eigenvalues $\omega_\eta^2/c^2$ are real and positive, since $(-\mathcal{D})$ acting on that space is a self-adjoint, positive semidefinite operator, and $\epsilon$ is a positive definite operator [84]. For the same reason, different eigenmodes are orthogonal with respect to the measure $\epsilon(r) dr$, and we assume that they are normalized according to

$$\int a^*_\eta(r) \cdot [\epsilon(r) a_\eta(r)] \, dr = \delta_{\eta\eta'} \ . \tag{A4}$$

Table III. Definitions of the radial constants $a$ and $b$, as well as the dimensionless quantities appearing in the photon modal fields. The definitions are given in terms of the azimuthal order $m$, propagation constant $k$, frequency $\omega$, radial position $r$, fiber radius $R$, and the light speed $c$ in vacuum and $v \equiv c/\sqrt{\eta}$ in the fiber, respectively.

For discrete indices, $\delta$ is the Kronecker symbol, while it is the delta distribution for continuous indices. Any solution to Maxwell’s equations can then be expanded in terms of eigenmodes of well-defined frequencies [90],

$$A(r,t) = \sum_\eta \frac{1}{\omega_\eta \epsilon_0} [a_\eta e^{-i \omega_\eta t} a_\eta(r) + c.c.] \ , \tag{A5}$$

where the coefficients $a_\eta \in \mathbb{C}$ are obtained from the initial conditions. We define the modal fields of the electric and magnetic field as

$$e_\eta(r) \equiv \frac{i}{\epsilon_0} a_\eta(r) \quad b_\eta(r) \equiv \frac{1}{\omega_\eta \epsilon_0} \nabla \times a_\eta(r) \quad \tag{A6}$$

for convenience, such that

$$E(r,t) = \sum_\eta \{a_\eta e_\eta(r)e^{-i \omega_\eta t} + c.c.]$$

$$B(r,t) = \sum_\eta \{a_\eta b_\eta(r)e^{-i \omega_\eta t} + c.c.] \ . \tag{A7}$$

The problem of solving Maxwell’s equations in the presence of a dielectric body has therefore been reduced to finding the photonic eigenmodes $a_\eta$ of that body. Although it is sufficient to treat the optical fields classically for our purpose, note that such a description is also suitable for canonical quantization of the electromagnetic field in the presence of lossless media [88, 89].

2. Photonic Fiber Eigenmodes

We now consider an optical nanofiber in vacuum modeled as a cylinder of radius $R$, infinite length, and homogeneous and isotropic permittivity $\epsilon = \epsilon \eta$. As the

| Parameter | Definition |
|-----------|------------|
| $a$ | $\sqrt{\omega^2/v^2 - k^2}$ |
| $\alpha$ | $aR$ |
| $\beta$ | $bR$ |
| $\kappa$ | $kR$ |
| $w$ | $\omega R/c$ |
| $\gamma$ | $\kappa w(\epsilon - 1)J_m(\alpha)K_m(\beta) - J_m(\alpha)K_m(\beta)$ |

| Parameter | Definition |
|-----------|------------|
| $\beta$ | $-ib$ |
| $\dot{a}$ | $-ia$ |
| $\dot{b}$ | $-ib$ |
| $\omega$ | $v|k|$ |
| $\sigma_\alpha$ | $k/|k|$ |
The eigenmodes of such a fiber and their spectrum are well known [85–87, 91], we limit the discussion to their salient properties and list explicit expressions for the electric and magnetic modal fields as well as their dispersion relations.

We choose cylindrical coordinates \((r, \varphi, z)\), with \(x = r \cos \varphi, y = r \sin \varphi,\) and the z axis coinciding with the fiber axis. We do not solve the generalized eigenvalue equation (A3) directly in order to obtain the eigenmodes of the vector potential. Instead, we remain on the level of electric and magnetic fields and solve the macroscopic Maxwell equations for constant permittivity \(\epsilon\) in the spectral domain,

\[
\nabla \cdot \mathbf{e}(r) = 0 \quad \nabla \cdot \mathbf{b}(r) = 0 \\
\nabla \times \mathbf{b}(r) = -\frac{\omega}{v^2} \mathbf{e}(r) \quad \nabla \times \mathbf{e}(r) = i \omega \mathbf{b}(r).
\]

(A8)

Here, \(v \equiv c/\sqrt{\epsilon}\) inside the fiber, and \(v\) is replaced with \(c\) outside the fiber. Eq. (A8) can be solved in vacuum and in the dielectric separately. Both sets of solutions are then matched on the fiber surface according to the continuity conditions given above to find the modal fields \(\mathbf{e}_n\) and \(\mathbf{b}_n\). The eigenmodes \(\mathbf{a}_n\) can be obtained by inverting eq. (A6).

The first step is to solve eq. (A8) in the presence of an infinite isotropic medium of arbitrary homogeneous relative permittivity \(\epsilon > 0\) (including vacuum \(\epsilon = 1\) and dielectric \(\epsilon > 1\)). The solution space is spanned by electric and magnetic fields of the form

\[
\mathbf{e}(r) = \frac{\mathbf{E}(r)}{2\pi} e^{i(m\varphi + kz)} \\
\mathbf{b}(r) = \frac{\mathbf{B}(r)}{2\pi} e^{i(m\varphi + kz)}.
\]

(A9)

The propagation constant \(k \in \mathbb{R}\) labels continuous excitations along the fiber axis, and the azimuthal order \(m \in \mathbb{Z}\) discrete excitations in the azimuthal direction. The radial partial waves \(\mathbf{E}\) and \(\mathbf{B}\) depend on the magnitude of the frequency \(\omega\) compared to the light line \(\omega_v \equiv v|k|\) (\(v = c\) for \(\epsilon = 1\)) and are given in table IV in terms of the quantities defined in table III.

In the second step, a first set of solutions \(\mathbf{e}, \mathbf{b}\) inside the fiber (with permittivity \(\epsilon > 1\), light speed \(v \equiv c/\sqrt{\epsilon}\), and dielectric radial constant \(a\) defined in table III) is matched to a second set \(\tilde{\mathbf{e}}, \tilde{\mathbf{b}}\) of solutions outside the fiber (with \(\epsilon = 1\), light speed \(c\), and vacuum radial constant \(b\) defined in table III). The continuity conditions require \(\epsilon e^r = \tilde{\epsilon} \tilde{e}^r\) on the fiber surface, while the magnetic field and the remaining two components of the electric field need to be continuous. These conditions lead to electric and magnetic modal fields \(\mathbf{e}_n, \mathbf{b}_n\) together with frequency equations governing their eigenfrequency \(\omega_n\). Mode quadruplets \((\pm m, \pm k)\) are degenerate in frequency \(\omega_n\). Let us adopt the notation that solutions inside the fiber have radial partial waves with amplitudes \(A, B, C, D\) (see table IV), and solutions outside the fiber have primed amplitudes \(A', B', C', D'\). At most two of these eight amplitudes are not fixed by the continuity conditions and the requirement that the modal fields be bounded, corresponding to one or two independent mode families.

The eigenmodes have markedly different properties depending on how their eigenfrequency \(\omega_n\) compares to the vacuum light line \(\omega_v \equiv c|k|\) and the dielectric light line \(\omega_v \equiv v|k|\). We distinguish three cases: Modes with frequencies above the vacuum light line are radiative modes, and modes with frequencies between the vacuum and dielectric light line are fiber-guided modes. Modes on the
vacuum light line are weakly guided (they decay polynomially away from the fiber surface). On the dielectric light line and below, \( \omega_c < \omega_\eta \), no modes can exist \([91]\).

Radiative modes are distinguished by \( \omega_\eta > \omega_c \). The modal fields \( e_\eta, b_\eta \) have radial partial waves given by case (1) in table IV both inside and outside the fiber, with amplitudes listed in table V. There are two independent amplitudes, which implies two mode families can be distinguished. In defining these mode families, special care has to be taken to ensure they are orthogonal according to eq. (A4); see \([91]\) for details. Radiative modes are not confined to the fiber, but permeate all of space. In consequence, their excitation spectrum in the radial direction is continuous; that is, for each \((m, k)\) any eigenfrequency \( \omega_\eta > \omega_c \) is admissible, and a continuous index is required to label them. A possible choice is the radial constant \( a \), which is real valued and positive for radiative modes. The dispersion relation of radiative modes is hence

\[
\omega_\eta = v \sqrt{k^2 + a^2}, \quad (A10)
\]

and they form a continuum above the vacuum light line in the \((k, \omega)\) plane, as shown in fig. 3.

Guided modes are characterized by \( \omega_c > \omega_\eta > \omega_\nu \). The radial partial waves of their modal fields are listed explicitly in table VI, and the corresponding frequency equations in table VIII. Guided modes can propagate inside the fiber but decay exponentially far outside the fiber. For guided modes with azimuthal order \( m = 0 \), either the electric field or the magnetic field may be transverse, while the other acquires longitudinal components. Hence, guided modes with \( m = 0 \) fall into two mode families: transverse-electric (TE) modes characterized by \( b_\eta = 0 \) and transverse-magnetic (TM) modes characterized by \( e_\eta = 0 \). Only a discrete set of frequencies is admissible for each \((f, m, k)\) because the fields are radially confined. These frequencies correspond to the roots of the frequency equations listed in table VIII. The frequencies \( \omega_\nu(k) \) form discrete bands in the \((k, \omega)\) plane, see fig. 3a. The bands can be labeled by a band index \( n \in \mathbb{N} \) starting from \( n = 1 \) for the band of lowest frequency and increasing in frequency with \( n \). The modal fields of the TE and TM modes have the following symmetries with respect to the propagation constant:

\[
\begin{align*}
e^r(k) &= -e^r(\kappa) & b^r(k) &= -b^r(\kappa) \\
e^\varphi(k) &= e^\varphi(\kappa) & b^\varphi(k) &= b^\varphi(\kappa) \\
e^z(k) &= e^z(\kappa) & b^z(k) &= b^z(\kappa),
\end{align*} \quad (A11)
\]

where we drop all constant mode indices.

For higher azimuthal excitations \(|m| \geq 1\), both electric and magnetic field have longitudinal components and there is only a single hybrid mode family. The resulting bands shown in figs. 3b and 3c derive from the frequency equation

\[
\left[ \alpha J_m(\alpha)K'_m(\beta) + \beta J'_m(\beta)K_m(\alpha) \right] \times \left[ \alpha J_m(\alpha)K'_m(\beta) + \epsilon \beta J'_m(\beta)K_m(\alpha) \right] = \left[ m \kappa w \alpha / \beta \right]^2 (\epsilon - 1) J_m(\alpha)K_m(\beta)^2, \quad (A12)
\]

with parameters defined in table III. There are, however, two subclasses of modes called HE and EH distinguished by the asymptotes of their bands as \(|k| \to \infty\). Each band of HE (EH) modes asymptotically approaches a root of the Bessel function of the first kind \( J_{m-1}(aR) \) \( J_{m+1}(aR) \), and the electric (magnetic) field has a longitudinal component of significant magnitude compared to its transverse components \([85, 87]\). As the propagation constant \( k \) is the only continuous index for guided modes, the orthornormality condition eq. (A4) in conjunction with eq. (A6) reduces to a normalization condition for the electric radial partial waves:

\[
\int_0^\infty \left| \mathcal{E}_\nu(r) \right|^2 r \, dr = \frac{1}{\epsilon_0}. \quad (A13)
\]

The modal fields of the HE and EH modes have the following symmetries with respect to the azimuthal order \( m \) and propagation constant \( k \):

\[
\begin{align*}
e^r_{\sigma m}(\sigma'k) &= \sigma^m \sigma' e^r_{\sigma m}(k) & b^r_{\sigma m}(\sigma'k) &= \sigma^{m+1} b^r_{\sigma m}(k) \\
e^\varphi_{\sigma m}(\sigma'k) &= \sigma^m \sigma' e^\varphi_{\sigma m}(k) & b^\varphi_{\sigma m}(\sigma'k) &= \sigma^{m+1} b^\varphi_{\sigma m}(k) \\
e^z_{\sigma m}(\sigma'k) &= \sigma^m e^z_{\sigma m}(k) & b^z_{\sigma m}(\sigma'k) &= \sigma^{m+1} b^z_{\sigma m}(k),
\end{align*} \quad (A14)
\]

where \( \sigma, \sigma' = \pm 1 \).

Weakly guided modes with frequencies on the vacuum light line, \( \omega_c = \omega_\nu, \) appear where bands of guided modes cross over into the radiative continuum. Inside the fiber, the radial partial waves of the modal fields are given by case (1) listed in table IV (since \( \omega_\eta > \omega_c \)). Outside the fiber, they are given by case (2) with \( \epsilon = 1 \), and therefore replacing \( \alpha \) with \( \beta \); see table III. The corresponding amplitudes are listed in table VII. The modal fields decay polynomially outside the fiber, as a limiting case between oscillatory behavior and exponential decay. The frequency equations on the vacuum light line listed in table VIII mark the cutoff frequencies below which a band of guided modes ceases to exist. The cutoff frequencies are indicated by solid dots in fig. 3.

In summary, guided modes can be labeled by mode indices

\[
m \in \mathbb{Z}, \quad f \in \{TE, TM\} m = 0 \text{ or } \{HE, EH\} m \neq 0, \quad k \in \mathbb{R}, \quad n \in \mathbb{N}. \quad (A15)
\]

It is customary to name guided bands as \( f_{m|n|} \). At \( m = 0 \), there are then TE_{0n} and TM_{0n} bands, and at \( |m| \geq 1 \) there are HE_{|m|n} and EH_{|m|n} bands. For a given azimuthal order \( m \), the HE and EH bands alternate, with
Case | Solution
--- | ---
(1) $\omega > \omega_0$ | $\mathcal{E}^r = i\alpha^{-2} \left\{ \kappa [A J_m(\alpha x) + B Y_m(\alpha x)] + i m w [C J_m(\alpha x) + D Y_m(\alpha x)] / x \right\}$
| $m \in \mathbb{Z}$ | $\mathcal{E}^r = i\alpha^{-2} \left\{ i m w [C J_m(\alpha x) + D Y_m(\alpha x)] / x - \omega a [C J_m(\alpha x) + D Y_m(\alpha x)] \right\}$
| | $\mathcal{E}^z = A J_m(\alpha x) + B Y_m(\alpha x)$
| | $B^r = i\alpha^{-2} [\kappa [C J_m(\alpha x) + D Y_m(\alpha x)] - i m w [A J_m(\alpha x) + B Y_m(\alpha x)] / x] / c$
| | $B^\varphi = i\alpha^{-2} [i m w [C J_m(\alpha x) + D Y_m(\alpha x)] / x + \omega a [A J_m(\alpha x) + B Y_m(\alpha x)] / c$
| | $B^z = [C J_m(\alpha x) + D Y_m(\alpha x)] / c$

(2a) | $\omega = \omega_0$ | $\mathcal{E}^r = A x^{-1} + B x$
| $m = 0$ | $\mathcal{E}^r = i (C x^{-1} + D x)$
| | $\mathcal{E}^z = 2 i \kappa^{-1} B$
| | $B^r = - i \kappa [C x^{-1} + D x] \sqrt{\epsilon} / c$
| | $B^\varphi = i \kappa [A x^{-1} + B x] \sqrt{\epsilon} / c$
| | $B^z = i \kappa^{-2} D \sqrt{\epsilon} / c$

(2b) | $\omega = \omega_0$ | $\mathcal{E}^r = A x^{-2} + B x^2 + C + D \ln(x)$
| $|m| = 1$ | $\mathcal{E}^r = \sigma_m \left\{ - A x^{-1} - B x^2 + C + D \ln(x) \right\}$
| | $\mathcal{E}^z = i \kappa^{-1} \left\{ (D x^{-1} + 4 B x) \right\}$
| | $B^r = \sigma_m \kappa \left\{ (A + D / \kappa^2) x^{-2} + B x^2 - (C - 4 B / \kappa^2) - D \ln(x) \right\} \sqrt{\epsilon} / c$
| | $B^\varphi = \kappa \left\{ (A + D / \kappa^2) x^{-2} + B x^2 - (C - 4 B / \kappa^2) + D \ln(x) \right\} \sqrt{\epsilon} / c$
| | $B^z = \sigma_m \kappa \left\{ (D x^{-1} - 4 B x) \right\} \sqrt{\epsilon} / c$

(2c) | $\omega = \omega_0$ | $\mathcal{E}^r = A x^{-|m|-1} + B x^{-|m|+1} + C x^{|m|-1} + D x^{|m|+1}$
| $|m| \geq 2$ | $\mathcal{E}^r = \sigma_m \left\{ - A x^{-|m|-1} - B x^{-|m|+1} + C x^{|m|-1} - D x^{|m|+1} \right\}$
| | $\mathcal{E}^z = -2 i \kappa^{-1} \left\{ (|m| - 1) B x^{-|m|} - (|m| + 1) D x^{|m|} \right\}$
| | $B^r = \sigma_m \kappa \left\{ (A - 2 m(|m| - 1) B / \kappa^2) x^{-|m|-1} - B x^{-|m|+1} - [C - 2 m(|m| + 1) D / \kappa^2] x^{|m|-1} + D x^{|m|+1} \right\} \sqrt{\epsilon} / c$
| | $B^\varphi = \sigma_m \kappa \left\{ (A - 2 m(|m| - 1) B / \kappa^2) x^{-|m|-1} + B x^{-|m|+1} + [C - 2 m(|m| + 1) D / \kappa^2] x^{|m|-1} + D x^{|m|+1} \right\} \sqrt{\epsilon} / c$
| | $B^z = - \sigma_m \kappa \left\{ (|m| - 1) B x^{-|m|} + (|m| + 1) D x^{|m|} \right\} \sqrt{\epsilon} / c$

(3) $\omega < \omega_0$ | $\mathcal{E}^r = - i \alpha^{-2} \left\{ \kappa \left[ A J_m(\alpha x) + B K_m(\alpha x) \right] + i m w \left[ C I_m(\alpha x) + D K_m(\alpha x) \right] / x \right\}$
| $m \in \mathbb{Z}$ | $\mathcal{E}^r = - i \alpha^{-2} \left\{ i m w \left[ A J_m(\alpha x) + B K_m(\alpha x) \right] / x - \omega a \left[ C I_m(\alpha x) + D K_m(\alpha x) \right] \right\}$
| | $\mathcal{E}^z = A J_m(\alpha x) + B K_m(\alpha x)$
| | $B^r = - i \alpha^{-2} \left\{ \kappa \left[ C I_m(\alpha x) + D K_m(\alpha x) \right] - i m w \left[ A J_m(\alpha x) + B K_m(\alpha x) \right] / x \right\} / c$
| | $B^\varphi = - i \alpha^{-2} \left\{ i m w \left[ C I_m(\alpha x) + D K_m(\alpha x) \right] / x + \omega a \left[ A J_m(\alpha x) + B K_m(\alpha x) \right] / c \right\}$
| | $B^z = \left\{ C I_m(\alpha x) + D K_m(\alpha x) \right\} / c$

Table IV. Radial partial waves of the solutions eq. (A9) to Maxwell’s equations using cylindrical coordinates in the spectral domain. Inside the fiber, $\omega_0 = \omega_c$. In vacuum outside the fiber, $\omega_0 = \omega_c$, and $\epsilon = 1$ such that $\alpha$ is replaced with $\beta$. The quantities $A, B, C, D \in \mathbb{C}$ are amplitudes. The radial dependence is given by Bessel functions $J_m, Y_m$ above the light line, by modified Bessel functions $I_m, K_m$ below the light line, and by polynomials and the natural logarithm $\ln$ on the light line. The prime indicates the first derivative $J'_m(\alpha x) = \partial_x J_m(\alpha x)$. All other quantities used are defined in table III.

$A' = \{ A [\beta c Y_m(\beta) J'_m(\alpha) / \alpha - Y'_m(\beta) J_m(\alpha)] + i C m k \left( \beta^2 / \alpha^2 - 1 \right) Y_m(\beta) J_m(\alpha) / \beta w \} / N$

$B' = \{ A \left[ J_m(\alpha) N - J_m(\beta) \left[ \beta c Y_m(\beta) J'_m(\alpha) / \alpha - Y'_m(\beta) J_m(\alpha) \right] \right] / Y_m(\beta) - i C m k \left( \beta^2 / \alpha^2 - 1 \right) J_m(\beta) J_m(\alpha) / \beta w \} / N$

$C' = \{ - i A m k \left( \beta^2 / \alpha^2 - 1 \right) Y_m(\beta) J_m(\alpha) / \beta w + C \left[ \beta Y_m(\beta) J_m(\alpha) / \alpha - Y'_m(\beta) J_m(\alpha) \right] / Y_m(\beta) \} / N$

$D' = \{ i A m k \left( \beta^2 / \alpha^2 - 1 \right) J_m(\beta) J_m(\alpha) / \beta w + C \left[ J_m(\alpha) N - J_m(\beta) \left[ \beta Y_m(\beta) J'_m(\alpha) / \alpha - Y'_m(\beta) J_m(\alpha) \right] \right] / Y_m(\beta) \} / N$

Table V. Radiative modes: The radial partial waves of modal fields eq. (A9) are given by case (1) in table IV both inside and outside the fiber, with amplitudes listed in this table. Unprimed amplitudes apply inside the fiber, primed amplitudes outside the fiber. The amplitudes $A, C \in \mathbb{C}$ are independent, and $B = D = 0$. We define $N \equiv Y_m(\beta) J'_m(\alpha) - Y'_m(\beta) J_m(\alpha)$. All other quantities are defined in table III.
| Band       | Fiber \((x < 1)\)                                                                 | Vacuum \((x > 1)\)                                                                 |
|-----------|----------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| TE_{0n}, TM_{0n} | \(\mathcal{E}_n^e = -i\kappa^{-1} B J_1(\alpha x)\)                           | \(\mathcal{E}_n^e = i\eta \beta^{-1} B K_1(\beta x)\)                           |
|           | \(\mathcal{E}_n^o = -i\alpha^{-1} A J_1(\alpha x)\)                           | \(\mathcal{E}_n^o = i\eta \beta^{-1} A K_1(\beta x)\)                           |
|           | \(\mathcal{E}_n^z = B J_0(\alpha x)\)                                          | \(\mathcal{E}_n^z = \eta B K_0(\beta x)\)                                    |
|           | \(B_n^e = \kappa^{-1} A J_1(\alpha x)/c\)                                      | \(B_n^e = -\eta \kappa \beta^{-1} A K_1(\beta x)/c\)                          |
|           | \(B_n^o = -i \kappa \alpha^{-1} B J_1(\alpha x)/c\)                            | \(B_n^o = i \eta \kappa \beta^{-1} B K_1(\beta x)/c\)                         |
|           | \(B_n^z = i A J_0(\alpha x)/c\)                                                 | \(B_n^z = \eta A K_0(\beta x)/c\)                                            |

\(\mathbf{HE}_{m|n}, \mathbf{EH}_{m|n}\)  \(\mathcal{E}_n^e = i \alpha^{-2} A \left[\kappa\alpha J'_m(\alpha x) - m^2 \omega \gamma J_m(\alpha x)/x\right]\)  \(\mathcal{E}_n^e = -i \eta \beta^{-2} A \left[\kappa \beta J'_m(\beta x) - m^2 \omega \gamma K_m(\beta x)/x\right]\)

| Band       | Amplitudes                                                                 |
|-----------|---------------------------------------------------------------------------|
| TE_{0n}   | \(C \in \mathbb{C}\) \(C' = \sigma \kappa C \alpha^{-1} J_1(\alpha)\) |
|           | \(A' = \sigma \kappa C \alpha^{-2} J'_1(\alpha)/2\)                      |
| TM_{0n}   | \(A \in \mathbb{C}\) \(A' = -i \alpha \kappa \alpha^{-1} J_1(\alpha)\) |
|           | \(C' = -\sigma \kappa C \alpha^{-2} J'_1(\alpha)/2\)                      |

\(\mathbf{HE}_{m|n}\) \(A \in \mathbb{C}\) \(|m| \geq 2\)  \(\mathcal{C} = -i \alpha \sigma_m \sigma_k\)

| Band       | Frequency equation                                                                 |
|-----------|----------------------------------------------------------------------------------|
| TE_{0n}   | \(\alpha J_0(\alpha) K_1(\beta) + \beta K_0(\beta) J_1(\alpha) = 0\) \(J_0(\alpha) = 0\) |
| TM_{0n}   | \(\alpha J_0(\alpha) K_1(\beta) + \epsilon \beta K_0(\beta) J_1(\alpha) = 0\) \(J_0(\alpha) = 0\) |

\(\mathbf{HE}_{m|n}\) Odd roots of eq. (A12) \(|m|(|m| - 1) - \alpha^2/(\epsilon + 1)\) \(J_m(\alpha) + |m| - 1 \alpha J'_m(\alpha) = 0\)

\(\mathbf{EH}_{m|n}\) Even roots of eq. (A12) \(J_m(\alpha) = 0\)

\(\mathbf{HE}_{m|n}\) \(A \in \mathbb{C}\) \(|m| \geq 2\)  \(A' = -i \sigma m \sigma_k \epsilon C/\epsilon\)

\(A' = \sigma_m \sigma_k \kappa \alpha^{-1} J_1(\alpha)\)
the HE$_{jm|1}$ band of lowest frequencies, see figs. 3b and 3c. At sufficiently low frequencies, only the HE$_{11}$ band is guided, while all other bands merge into the radiative continuum (single-mode regime); compare fig. 3b to figs. 3a and 3c. These low-frequency HE$_{11}$ modes are used as trapping fields in nanofiber-based cold-atom traps.

**Appendix B: Atom Trap and Motional States**

In the first part of this appendix, we summarize how to obtain the optical and surface potentials experienced by an atom trapped close to a photonic structure. In the second part, we discuss under which conditions the potential can be approximated as harmonic in the case of a nanofiber-based atom trap.

1. **Trapping Potential**

The internal and external dynamics of an atom trapped close to a photonic structure is governed by the Hamiltonian

$$\hat{H}_{\text{at}} = \hat{H}_{\text{int}} + \frac{\hat{p}^2}{2M} + \hat{V}_{\text{opt}} + \hat{V}_{\text{ad}}$$  \hspace{1cm} (B1)

in the absence of vibrations of the structure. Here, $\hat{H}_{\text{int}}$ describes the internal state of the atom, $\hat{p}$ is the momentum operator of its center of mass, and the remaining terms are introduced in section I. The internal hyperfine-structure states of the atom can be labeled by the eigenvalues of a suitable set of commuting operators, for instance $|\lambda\rangle \equiv |nSLJIF\rangle$, where $n$ is the principal quantum number, $S$ is the electron spin, $L$ is the electron orbital angular momentum, $J$ is the total electronic angular momentum, $I$ the nuclear spin, and $F$ the resulting total angular momentum [92]. The optical trapping fields are detuned from resonance with the atom, such that they do not excite the atom from the electronic ground state. Instead, both light and surface effects lead to a slight mixing (dressing) of the internal eigenstates $|\lambda\rangle$ of the atom [68]. The new, dressed eigenstates have energies shifted by an amount typically much smaller than the splitting between hyperfine-structure levels of different $F$. The dressed eigenstates are therefore very similar to the bare eigenstates $|\lambda\rangle$ and can be labeled using the same quantum numbers.

Gradients in the light intensity then lead to position-dependent light shifts, which act as an optical potential for the center of mass and thus allow trapping of the atom [44]. Both optical and surface potentials depend on the internal state $|\lambda\rangle$ of the atom because the electric polarizability of the atom is state dependent [56, 92]. Moreover, the atom-light interaction can couple internal and motional states [24, 28]. We focus on scenarios without coupling of internal and motional states, such that the potential operators $\hat{V}_{\text{opt}}$ and $\hat{V}_{\text{ad}}$ are block diagonal in the dressed hyperfine-structure levels: $\hat{V}_{\text{opt}} + \hat{V}_{\text{ad}} = \sum_{\lambda} |V_{\text{opt},\lambda}(\hat{r}) + V_{\text{ad},\lambda}(\hat{r})\rangle \langle \lambda|$. The motion of the atom in the trap is thus governed by the Hamiltonian

$$\hat{H}_{\text{at}} = \frac{\hat{p}^2}{2M} + V_0(\hat{r})$$  \hspace{1cm} (B2)

in each subspace of the Hilbert space with fixed internal state $|\lambda\rangle$. Energies are measured relative to the energy $\langle \lambda|\hat{H}_{\text{int}}|\lambda\rangle$ of the internal state, and $V_0 \equiv V_{\text{opt},\lambda} + V_{\text{ad},\lambda}$ is the total state-dependent potential. In two-color traps in particular, two monochromatic light fields are used, tuned in opposite directions away from the resonance frequency of the atom [49]. The red-detuned field attracts the atom toward the surface of the nanophotonic structure. The repulsive blue-detuned field has a shorter decay length and dominates closer to the surface, keeping the atom at a distance. If the two light fields are sufficiently far detuned, interference between them is negligible, and the optical potential is the sum of the individual contributions $V_{\text{opt}}^r$ and $V_{\text{opt}}^b$ of the red- and blue-detuned field, respectively. The total state-dependent potential is then

$$V_0 \equiv V_{\text{opt}}^r + V_{\text{opt}}^b + V_{\text{ad}}$$  \hspace{1cm} (B3)

where we drop the index $\lambda$ from notation. Figure 4 shows an example of how these three contributions combine to a three-dimensional trapping potential close to an optical nanofiber.

The optical potential $V_{\text{opt}}$ created by each monochromatic light field $\mathbf{E}(r, t) = E_0(r)e^{-i\omega t} + \text{c.c.}$ of frequency $\omega$ can be expressed in terms of a scalar, vector, and tensor light shift [92],

$$V_{\text{opt}} = V_s + V_v + V_t$$  \hspace{1cm} (B4)

We assume that there is a homogeneous magnetic offset field $\mathbf{B}_{\text{ext}} = B_{\text{ext}} \mathbf{z}_B$ applied along the unit vector $\mathbf{z}_B$, which induces Zeeman splitting of the hyperfine structure. The internal dressed eigenstates of the atom are then the Zeeman substates $|\xi\rangle = |FM_F\rangle$, provided the magnetic field is sufficiently strong to avoid mixing of the Zeeman substates by their relative light shifts. Here, $|\xi\rangle = |nSLJ\rangle$ is the fine-structure state, and $M_F$ is the magnetic quantum number of the total atom angular momentum with respect to the quantization axis $\mathbf{z}_B$. The scalar light shift is

$$V_s(r) = -\alpha_s |E_0(r)|^2$$  \hspace{1cm} (B5)

with a scalar polarizability $\alpha_s$ that depends only on its fine-structure state $|\xi\rangle$. The vector light shift is [92]

$$V_v(r) = -\frac{\alpha_v M_F}{2i} \frac{\mathbf{F}}{F} [E_0^*(r) \times E_0(r)] \cdot \mathbf{z}_B$$  \hspace{1cm} (B6)

The vector polarizability $\alpha_v$ of the hyperfine-structure Zeeman substate $|\lambda\rangle$ can be obtained from the vector polarizability $\tilde{\alpha}_v$ of the fine-structure state $|\xi\rangle$:

$$\alpha_v = \frac{F(F+1) + J(J+1) - I(I+1)}{(F+1)^2J} \tilde{\alpha}_v$$  \hspace{1cm} (B7)
The tensor light shift is

\[ V_i(r) = -3\alpha_i \frac{3M^2 \rho - F(F+1)}{2F(2F-1)} \left[ |E_0^{z=0}(r)|^2 - \frac{1}{3} \right], \quad (B8) \]

where \( E_0^{z=0} = E_0 \cdot z_B \), and the hyperfine-structure tensor polarizability \( \alpha_i \) is related to the fine-structure tensor polarizability \( \tilde{\alpha}_i \) by

\[ \alpha_i = (-1)^{J+I+F} \sqrt{\frac{3(J+1)(2J+1)(2J+3)}{2J(2J-1)}} \frac{2F(2F-1)}{2F(2F+1)} \left\{ \frac{F}{I} \frac{2}{J} \right\} \tilde{\alpha}_i. \quad (B9) \]

Here, \( \{ \} \) is the Wigner 6j symbol. The fine-structure polarizabilities \( \tilde{\alpha}_s, \tilde{\alpha}_z, \) and \( \tilde{\alpha}_s \) can be calculated from experimental data [92].

At atom-surface separations realized in nanophotonic traps, surface effects are limited to dispersion forces [93]. The dispersion force between solids and atoms strongly depends on both geometry and material. Its effect can be modeled by the nonretarded Casimir-Polder potential for a two-level atom in the ground state, located in the vicinity of a dielectric object [56]. In the case of a nanofiber-based trap, it is sufficient to model the fiber as a dielectric half-space [49, 75], although the potential for an atom close to a dielectric cylinder can be principle be calculated analytically [49, 94–96]. The potential is then

\[ V_{ad}(r) = -C(r - R)^{-3}. \quad (B10) \]

The parameter \( C > 0 \) can either be obtained experimentally [97] or calculated from the electromagnetic properties of the material [56, 94, 98, 99].

Figure 4. Total potential experienced by the atom, with a trap minimum \( r_0 \) indicated by the cross. Figure (a) shows the different contributions to the total potential \( V_0 \). Figures (b) and (c) show the total potential in a cross section and longitudinal section of the fiber, respectively. All positive values of the potential in fgs. (b) and (c) are shown as black. The parameters used for this plot are listed in appendix E.

2. Harmonic Trap Approximation

A quadratic atom-phonon interaction Hamiltonian [100] can be obtained by approximating the trapping potential as harmonic for atoms close in energy to the motional ground state. In the case of a nanofiber-trapped atom in particular, we choose cylindrical coordinates to describe the motion of the trapped atom. The Hamiltonian \( \hat{H}_{at} \) describing the motion of the atom in the trap in the absence of vibrations is then

\[ \hat{H}_{at} = \frac{(\hat{p}^r)^2}{2M} - \frac{\hbar^2}{8M r^2} + \frac{(\hat{p}^\varphi)^2}{2M r^2} + \frac{(\hat{p}^z)^2}{2M} + V_0(\hat{r}), \quad (B11) \]

where \( \hat{r} = (\hat{r}, \hat{\varphi}, \hat{z}) \) is the position operator of the atom, and \( (\hat{p}^r, \hat{p}^\varphi, \hat{p}^z) \) are the components of the momentum operator. We expand the potential to second order around the local trap minimum \( r_0 \). The corresponding motional frequencies of the atom with respect to the coordinates \( (x^r, x^\varphi, x^z) \equiv (r, r_0, \varphi, z) \), are

\[ \omega_i \equiv \sqrt{\frac{\partial^2 V(r_0)}{M}}, \quad \omega_{ij} \equiv \sqrt{\frac{\partial x_i \partial x_j V(r_0)}{M}}, \quad (B12) \]

where \( i, j \in \{ r, \varphi, z \} \). The cross-derivatives of the potential may be nonzero, since the symmetry axes of the potential are in general not aligned with the coordinate axes (for instance when the magnetic offset field breaks the cylindrical symmetry of the setup). The Hamiltonian eq. (B11) then describes harmonic motion of the atom in each direction around the trap minimum, provided \( \omega_{ij} = 0 \) and given that the trap is far from the fiber axis compared to its size: \( \omega_r \gg \hbar/(2Mr_0^3) \) and \( \omega_\varphi \gg \hbar/(4\pi Mr_0^3) \). Introducing ladder operators \( \hat{a}_i \) and \( \hat{a}_i^\dagger \), the position operators \( \hat{x}^i \) can then be expressed as

\[ \hat{x}^i = \Delta x^i \left( \hat{a}_i + \hat{a}_i^\dagger \right) + x_0^i. \quad (B13) \]
where $x_{0i}$ is the position of the trap minimum, and $(\Delta x^r, \Delta x^\varphi, \Delta x^z) \equiv (\Delta r, r_0 \Delta \varphi, \Delta z)$ is the zero-point motion of the atom in the trap as defined in section I. If $\omega_{ij} \neq 0$, there is additional cross-coupling between the motional modes of the atom, with coupling constants $g_{ij} = \omega_{ij}^2/4\sqrt{\omega_i\omega_j}$. The atom Hamiltonian is then in general

$$H_{at} = \sum_i \hbar \omega_i \left( \hat{a}_i^\dagger \hat{a}_i + \frac{1}{2} \right) + \sum_{i,j \neq i} \hbar g_{ij} \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right), \quad (B14)$$

where we measure energies relative to the depth of the trapping potential, $V_0 = V(r_0)$. The Hamiltonian can always be diagonalized [101], and hence simplifies to eq. (2) after dropping the constant zero-point energy.

**Appendix C: Phononic Eigenmodes**

Vibrations of the photonic structure in a nanophotonic cold-atom trap alter the optical fields surrounding the structure. This variation leads to an interaction of the vibrations and the trapped atoms, as we discuss in detail in appendix D. Vibrations at frequencies relevant to nanophotonic traps can be modeled by linear elasticity theory, because the corresponding phonon wavelengths are sufficiently large not to resolve the microscopic structure of the solid. Linear elasticity theory describes the dynamics of elastic deformations of a continuous body around its equilibrium state [58–60]. The deformations are described by the displacement field $u$, a real valued vector field defined on the domain of the body. The displacement field indicates the magnitude and direction of the displacement of each point of the body from equilibrium at any given time.

Our objective is to quantify a quantum description of the vibrations (in terms of a phonon field) and of the atom-phonon interaction. In this appendix, we review how a quantum formulation of linear elasticity can be obtained through canonical quantization, based on the concept of phononic eigenmodes. Subsequently, we discuss the phononic eigenmodes of a nanofiber.

1. **Quantum Elastodynamics**

Consider an elastic body in three dimensions. Within the framework of linear elasticity, its mechanical properties are described by the mass density $\rho$ and the elasticity tensor $C$, both of which are in general position dependent. The elasticity tensor is of fourth order, with symmetries $C^{ijkl} = C^{ijkl} = C^{ikjl} = C^{klji}$ [60]. In the case of a homogeneous elastic body, $\rho$ and $C$ are constant. If the body is isotropic, the elasticity tensor has the form [58, 60]

$$C^{ijkl} = \mu \left( \delta^{ik} \delta^{jl} + \delta^{il} \delta^{jk} \right) + \lambda \delta^{ij} \delta^{kl}. \quad (C1)$$

The two coefficients $\lambda$ and $\mu$ are called Lamé parameters. The mechanical properties of a homogeneous and isotropic body are thus described by three real numbers: $\rho$, $\lambda$, and $\mu$. The density $\rho$ and Lamé’s second parameter $\mu$ are positive, while Lamé’s first parameter $\lambda$ may be negative [60]. An alternative, widespread parametrization uses Young’s modulus $E$ and the Poisson ratio $\nu$:

$$\lambda = \frac{\nu E}{(1+\nu)(1-2\nu)}, \quad \mu = \frac{E}{2(1+\nu)}. \quad (C2)$$

The modulus is positive, as is the Poisson ratio for most materials [60].

The dynamics of the displacement field is governed by the equation of motion [58–60]

$$\rho \ddot{u} = D u, \quad (C3)$$

where we define the differential operator $D$ that acts on a vector field as $[D u]^i = \sum_{jkl} \partial_j C^{ijkl} \partial_k u^l$. It is common to introduce the strain tensor $S$ describing deformations of the solid, and the stress tensor $T$, which characterizes the forces needed to affect this strain:

$$S^{ij} = \frac{1}{2} \left( \partial_i u^j + \partial_j u^i \right) \quad (C4)$$

$$T^{ij} = \sum_{kl} C^{ijkl} S^{kl}. \quad (C4)$$

Note that both strain and stress tensor are symmetric, $S^{ij} = S^{ji}$ and $T^{ij} = T^{ji}$. It is necessary to specify boundary conditions in order to obtain a unique solution given initial conditions [60]. For a body that is not subject to external forces, these boundary conditions are of Neumann type and state that on the surface of the body, the stress vanishes in direction $n$ normal to the surface: $Tn = 0$.

We are interested in quantizing the vibrations of a force-free, homogeneous, and isotropic elastic body. We start from the Lagrange density $L = \rho \dot{u}^2/2 - \sum_{ijkl} S^{ij} T^{ij} / 2$, which yields the correct equations of motion. The canonical conjugate momentum is then $\pi = \rho \dot{u}$, and the resulting classical Hamilton functional can be expressed as

$$H = \frac{1}{2} \int_B \left[ \frac{\pi^2}{\rho} - u \cdot D u \right] \, dr, \quad (C5)$$

where $B$ is the volume of the body [102].

To proceed, we introduce phononic eigenmodes $w_\gamma$, with eigenfrequencies $\omega_\gamma$, as solutions of the eigenvalue equation

$$D w_\gamma(r) = -\omega_\gamma^2 w_\gamma(r) \quad (C6)$$

together with the boundary conditions for a free-force body. The eigenmodes are labeled using a multi-index $\gamma$ which may contain both discrete and continuous indices. Since $(-D)$ is self-adjoint [103], eigenmode solutions form an orthogonal basis for the space of admissible displacement fields and can be normalized according to

$$\int_B w_\gamma^*(r) \cdot w_{\gamma'}(r) \, dr = \delta_{\gamma\gamma'}. \quad (C7)$$
Any solution to the equation of motion eq. (C3) can then be expressed as a linear combination of eigenmodes,
\[ u(r, t) = \sum_{\gamma} \frac{1}{\rho \omega_{\gamma}} \left[ \beta_{\gamma} e^{-i \omega_{\gamma} t} w_{\gamma}(r) + \text{c.c.} \right], \quad (C8) \]
with coefficients \( \beta_{\gamma} \in \mathbb{C} \) determined by the initial conditions.

Canonical quantization amounts to turning every eigenmode into a bosonic mode with ladder operators \( \hat{b}_{\gamma} \) and \( \hat{b}_{\gamma}^\dagger \) that satisfy canonical commutation relations, 
\[ [\hat{b}_{\gamma}, \hat{b}_{\gamma'}^\dagger] = \delta_{\gamma\gamma'}. \]

The displacement field and its conjugate momentum are promoted to field operators with mode expansions
\[ \hat{u}(r) = \sum_{\gamma} \mathcal{U}_\gamma \left[ \hat{b}_{\gamma} w_{\gamma}(r) + \text{H.c.} \right], \]
\[ \hat{\pi}(r) = -i \sum_{\gamma} \mathcal{H}_\gamma \left[ \hat{b}_{\gamma}^\dagger w_{\gamma}(r) - \text{H.c.} \right]. \quad (C9) \]

Here, \( \mathcal{U}_\gamma \equiv \sqrt{\hbar/2 \rho \omega_{\gamma}} \) and \( \mathcal{H}_\gamma \equiv \sqrt{\hbar \rho \omega_{\gamma}/2} \) are the mode densities. The Hamiltonian takes the form
\[ \hat{H}_{\text{phn}} = \sum_{\gamma} \hbar \omega_{\gamma} \hat{b}_{\gamma}^\dagger \hat{b}_{\gamma}, \quad (C10) \]
where we set the energy of the ground state to zero. Since strain plays an important role in the atom-phonon interaction discussed in appendix D, we introduce the tensorial strain modal fields \( s_{\gamma} \) with components
\[ s_{\gamma}^{ij} \equiv \frac{1}{2} \left[ \partial_i w_{\gamma}^j + \partial_j w_{\gamma}^i \right], \quad (C11) \]
such that the strain operator can be expressed as
\[ \hat{S}(r) = \sum_{\gamma} \mathcal{U}_\gamma \left[ \hat{b}_{\gamma} s_{\gamma}(r) + \text{H.c.} \right]. \quad (C12) \]

### 2. Phononic Fiber Eigenmodes

We now consider vibrations of a nanofiber modeled as a homogeneous and isotropic cylinder of radius \( R \) and of infinite length along the \( z \) axis. In the following, we summarize the resulting phononic eigenmodes and frequency equations. Details on the derivation can be found in [58, 59, 104, 105].

Solving the eigenvalue equation eq. (C6) in cylindrical coordinates leads to phononic eigenmodes and corresponding strain modal fields of the form
\[ w_{\gamma}(r) = \frac{W_{\gamma}(r)}{2\pi} e^{i(j \varphi + pz)}, \]
\[ s_{\gamma}(r) = \frac{S_{\gamma}(r)}{2\pi} e^{i(j \varphi + pz)}, \quad (C13) \]
in close analogy to the photon modes eq. (A9). Here, \( p \in \mathbb{R} \) is the propagation constant and \( j \in \mathbb{Z} \) the azimuthal order. Mode quadruplets \( (\pm j, \pm p) \) are degenerate in eigenfrequency \( \omega_{\gamma} \). Since phonon modes are radially confined by the finite fiber radius, there is only a discrete set of frequencies \( \omega_{\gamma} \) admissible for each \( (j, p) \), analogous to the case of guided photonic fiber modes. The eigenfrequencies \( \omega_{\gamma}(p) \) form discrete bands in the \( (p, \omega) \) plane; see fig. 5. We can therefore count radial excitations using a discrete band index \( n \in \mathbb{N} \) starting from \( n = 1 \) for the band of lowest frequency and increasing in frequency with \( n \). Since the propagation constant is the only continuous mode index, the orthonormality relation eq. (C7) reduces to a normalization condition for the radial partial waves:
\[ \int_0^R r |W_{\gamma}(r)|^2 \, dr = 1. \quad (C14) \]

Elastodynamics, unlike electrodynamics, allows for longitudinal in addition to transverse polarizations even in the absence of surfaces. In the nanofiber the presence of a surface forces these excitations to hybridize, forming eigenmodes that can have both transverse and longitudinal contributions. Transverse waves propagate with the transverse sound velocity \( c_t \), while longitudinal waves propagate with the longitudinal sound velocity \( c_l \) which is typically larger than the transverse sound velocity:
\[ c_t \equiv \sqrt{E/2 \rho (1 + \nu)} \]
\[ c_l \equiv \sqrt{E(\nu - 1)/\rho (\nu + 2 \nu^2 - 1)}. \quad (C15) \]

The radial partial waves \( W_{\gamma} \) have three contributions,
\[ W_{\gamma}(r) = A W^a_{\gamma}(r) + B W^b_{\gamma}(r) + C W^c_{\gamma}(r), \quad (C16) \]
where \( A, B, C \in \mathbb{C} \) are amplitudes. The components of the three vectorial terms \( W^a, W^b, \) and \( W^c \) are listed in table XI. The form of the eigenmodes depends on the magnitude of the eigenfrequency \( \omega_{\gamma} \) compared to the longitudinal sound line \( \omega_l \equiv c_l |p| \) and the transverse
sound line $\omega_t \equiv c_t |p|$. We assume that $c_t > c_1$ in the following discussion, as is the case for most materials. If this is not the case, the radial partial waves of eigenmodes are different from the ones given in this appendix.

The eigenmodes have to meet the boundary conditions discussed above to ensure a stress-free surface. In terms of the stress modal field

$$t^{kl}(r) \equiv \sum_{mn} C^{klmn} s^{mn}(r),$$

defined here using the strain modal field eq. (C11), the boundary conditions are $t \cdot n = 0$ at $r = R$. For the nanofiber, the exterior surface normal vector is $n = e_z$. The stress modal field can be decomposed into partial waves

$$t_\gamma(r) = \frac{r}{2\pi} e^{ij}\varphi + ip_z,$$

and the radial partial waves of the relevant components brought into the form

$$T^{rr}_\gamma(r) = -\frac{2\mu R}{r^2} [AM^{\varphi a}(r) + BM^{z b}(r) + CM^{z c}(r)]$$
$$T^{\varphi r}_\gamma(r) = i\frac{\mu R}{r^2} [AM^{\varphi a}(r) + BM^{z b}(r) + CM^{z c}(r)]$$
$$T^{z r}_\gamma(r) = i\frac{\mu R}{r^2} [AM^{\varphi a}(r) + BM^{z b}(r) + CM^{z c}(r)].$$

The nine components $M^{kl}$, $k = r, \varphi, z$, $l = a, b, c$ evaluated on the fiber surface $r = R$ are listed in table XII. Let $M$ be the matrix with coefficients $M^{kl}(r = R)$. The boundary conditions can then be written as

$$M \begin{pmatrix} A \\ B \\ C \end{pmatrix} = 0 \quad (C20)$$

and yield relations between the three amplitudes $A, B, C$. For each mode family, one independent amplitude remains which can subsequently be determined from the normalization condition eq. (C14). The trivial solution $A = B = C = 0$ corresponds to zero displacement and is of no interest to us. The boundary conditions eq. (C20) can be met with nontrivial amplitudes if and only if

$$\text{det } M = 0.$$

This relation is the frequency equation for the eigenmodes, as it constrains the admissible eigenfrequencies $\omega_\gamma$ for a given propagation constant $p$ and azimuthal order $j$. It is therefore an implicit equation for the dispersion relation $\omega_\gamma(p)$.

We distinguish the cases $j = 0$ and $|j| \geq 1$. For azimuthal order $j = 0$, $M^{rr} = M^{\varphi a} = M^{z c} = 0$, and the frequency equation eq. (C21) factorizes,

$$M^{rr} \text{det } \begin{pmatrix} M^{r a} & M^{r b} \\ M^{z a} & M^{z b} \end{pmatrix} = 0 \quad (C22)$$

giving rise to two independent mode families: torsional (T) modes with $M^{rr} = 0$ and longitudinal (L) modes for which the determinant in eq. (C22) vanishes. For higher azimuthal excitations $|j| \geq 1$, this is not the case, and there is only one family of flexural (F) modes.

Torsional modes can exist only above and on the transverse sound line $\omega_t$, see fig. 5a. Longitudinal and flexural modes, on the other hand, are hybrids of longitudinal and transverse waves, and exhibit different behavior depending on the magnitude of their frequency $\omega$, compared to the transverse sound line $\omega_t$ and the longitudinal sound line $\omega_l$. In the case when the frequency lies above the longitudinal sound line $\omega_l > \omega_t > \omega_t$, both transverse and longitudinal excitations can propagate in the bulk of the
cylinder, and the eigenmode shows oscillatory behavior in \( r \). We refer to these modes as bulk modes. In the case when the frequency lies between the two sound lines \( \omega_1 > \omega_\gamma > \omega_t \), we call the modes mixed modes: Only the transverse contributions to the eigenmodes oscillate in \( r \), while the longitudinal contributions decay as modified Bessel functions of the first kind \( I_n \) away from the surface towards the center of the cylinder. Surface modes are characterized by \( \omega_1 > \omega_\gamma > \omega_\gamma \). Neither transverse nor longitudinal excitations can propagate in the bulk of the fiber, and eigenmodes are confined to the fiber surface. Such modes are often called surface acoustic waves [58, 106]. On each sound line, the respective contributions to the eigenmodes are polynomial in \( r \).

Torsional modes are characterized by \( j = 0 \) and the frequency equation \( M^{\varphi \varphi} = 0 \). They have zero longitudinal and radial displacement \( w^x = w^r = 0 \) and are therefore purely transverse excitations; see fig. 6a. The radial partial waves of the eigenmode and the frequency equations are listed in table X. The roots of the frequency equation form bands \( T_{0n} \) in the \((p, \omega)\) plane plotted in fig. 5a.

On the transverse sound line \((\omega_\gamma = \omega_t)\), the frequency equation is always satisfied, while it has no solution below the transverse sound line \((\omega_\gamma < \omega_t)\). The fundamental (i.e., lowest frequency) torsional band \( T_{01} \) thus coincides with the transverse sound line. The radial partial wave of the strain modal field on the \( T_{01} \) band has two nonzero components:

\[
S^{\varphi \varphi}_r(r) = S^{\varphi \varphi}_\gamma(r) = \frac{1}{2} \frac{C}{R} \varpi x ;
\]

see table IX for definitions of the symbols.

Longitudinal modes are characterized by \( j = 0 \) and the frequency equation

\[
\det \begin{pmatrix} M^{\varphi a} & M^{\varphi b} \\ M^{za} & M^{zb} \end{pmatrix} = 0 .
\]

They have zero azimuthal displacement \( w^\varphi = 0 \) and are indeed largely longitudinal excitations similar to sound waves, but they do have a small nonzero radial component, see figs. 6b and 6d. Longitudinal modes exist in the bulk, mixed, and surface mode sector, and cross both sound lines. The radial partial wave of the displacement field is given explicitly in table XIV for all five cases. These expressions hold as long as \( M^{\varphi \varphi} \neq 0 \) (i.e., provided the mode is not located at a crossing with a torsional band).

Otherwise, the eigenmode can be obtained from the general expressions in table XI by solving the boundary conditions eq. (C20). The frequency equations obtained from eq. (C24) are listed in table XV, and are known as Pochhammer equations. The roots of the Pochhammer equations form bands \( L_{0n} \) in the \((p, \omega)\) plane, as shown in fig. 5b.

The fundamental longitudinal band \( L_{01} \) lies in the mixed-mode sector in the low-frequency limit. In this case, the radial partial wave of the strain modal field has components

\[
S^{\varphi \varphi}_r(r) = -\beta^2 A \frac{2\varpi^2 \tilde{\eta}}{\varpi^2 - \alpha^2} \frac{\alpha}{\beta} J_1(\alpha x) - I_1(\beta x) \\
S^{\varphi \varphi}_\gamma(r) = -\frac{\beta}{R} \left[ J_1(\alpha x) - I_1(\beta x) \right] \\
S^{\varphi \varphi}_\gamma(r) = \varpi^2 A \frac{2\alpha \tilde{\eta}}{\varpi^2 - \alpha^2} J_0(\alpha x) - I_0(\beta x) \\
S^{\varphi \varphi}_\gamma(r) = -i\beta \varpi A \frac{\tilde{\eta}}{R} \left[ J_1(\alpha x) - I_1(\beta x) \right] ,
\]

while the remaining independent components vanish. Refer to table IX for definitions of the symbols.

Flexural modes appear for azimuthal orders \(|j| \geq 1\). In this case, the frequency equation eq. (C21) does not in general factorize. There is then only one family of flexural modes, with a displacement field specified in eqs. (C13) and (C16), as well as table XI. A flexural mode with azimuthal order \(|j| = 1\) is shown in figs. 6c and 6d. The boundary conditions eq. (C20) enable us to relate two of the three amplitudes \( A, B, C \) to the third one. For instance,

\[
B = \frac{M^{ra} M^{\varphi a} - M^{ra} M^{\varphi c} - M^{rb} M^{\varphi c} + M^{rc} M^{\varphi b}}{M^{ra} M^{\varphi c} - M^{rc} M^{\varphi b}} A \\
C = \frac{M^{ra} M^{\varphi b} - M^{rb} M^{\varphi a} - M^{rc} M^{\varphi b}}{M^{ra} M^{\varphi c} - M^{rc} M^{\varphi b}} A ,
\]

and the remaining amplitude \( A \) is fixed by the normalization condition eq. (C14) [107].

The roots of the frequency equation \( \det \mathbf{M} = 0 \) with matrix components listed in table XII form bands \( F_{|j|n} \) in the \((p, \omega)\) plane. In figs. 5c and 5d, the \( F_{1n} \) and \( F_{2n} \) bands are shown. The fundamental flexural band \( F_{01} \) lies in the surface mode sector. The radial partial wave of the strain modal field in this case is listed in table XIII.

In summary, we can label the phononic eigenmodes of a fiber with indices

\[
j \in \mathbb{Z} , \quad f \in \{ L, T \}_j = 0 \text{ or } \{ F \}_{j\neq 0} , \quad p \in \mathbb{R} , \quad n \in \mathbb{N} .
\]

Following the conventions used for photonic fiber eigenmodes, we label the different phonon bands by their mode indices as \( f_{|j|n} \). At azimuthal order \( j = 0 \), there are then \( T_{0n} \) and \( L_{0n} \) bands, shown in figs. 5a and 5b. At azimuthal order \(|j| \geq 1\), there are \( F_{|j|n} \) bands, plotted in figs. 5c and 5d for \(|j| = 1, 2\).
Table XI. Fiber eigenmodes: Terms in the radial partial wave $\mathbf{W}_W$ of the displacement eigenmode in eq. (C16). The radial dependence is given by Bessel functions $J_j$ and modified Bessel functions $I_j$ of the first kind. The prime indicates the first derivative, $J'_j(x) = \partial x J_j(x)$. All remaining quantities are defined in table IX.
Table XII. Fiber eigenmodes: Terms in the radial partial wave $T_\gamma$ of the stress modal field in eq. (C19). The terms are evaluated on the fiber surface ($r = R$) and correspond to the matrix elements of $M$ in the boundary condition eq. (C20) and frequency equation eq. (C21). All remaining quantities are defined in table IX.

$$S^{\nu}_1 = \left\{ B \varpi \alpha I_j(\alpha x) + C j(j - 1) I_j(\alpha x)/x^2 - [B(j + 1) \varpi - C j \alpha] I_{j+1}(\alpha x)/x + A \beta^2 I_j(\beta x) + A j(j - 1) I_j(\beta x)/x^2 \right\}/R$$

$$S^{\nu}_2 = \left\{ -C j(j - 1) I_j(\alpha x)/x^2 + [B(j + 1) \varpi - C j \alpha] I_{j+1}(\alpha x)/x - A j(j - 1) I_j(\beta x)/x^2 + A \beta^2 I_{j+1}(\beta x)/x \right\}/R$$

$$S^{\nu}_4 = \left\{ -i [B \varpi \alpha - C \alpha^2] I_j(\beta x)/2x + i C j(j - 1) I_j(\alpha x)/x^2 + i [B(j + 1) \varpi - C \alpha] I_{j+1}(\alpha x)/x + i A j(j - 1) I_j(\beta x)/x^2 \right\}/R$$

$$S^{\nu}_5 = \left\{ i (B \alpha + C \varpi) I_j(\alpha x)/2x + i B (\alpha^2 + \varpi^2) I_{j+1}(\alpha x)/2 + i B \alpha \varpi I_j(\beta x)/x + i A \alpha \beta I_{j+1}(\beta x) \right\}/R$$

Table XIII. Fiber eigenmodes: Components of the radial partial wave $S_\nu$ of the strain modal field for the surface mode sector, $\omega < \omega_t$. The amplitudes $A, B, C$ are determined by the boundary conditions eq. (C20) and the normalization condition eq. (C14). All remaining quantities are defined in table IX.

$$\begin{align*}
\text{Case} & & \text{Eigennode component} \\
\omega_t > \omega_2 > \omega_1 & & \beta A \left[ 2 \varpi^2 \eta J_1(\alpha x) / (\varpi^2 - \alpha^2) - J_1(\beta x) \right] \\
\omega_t = \omega_2 > \omega_1 & & B \left[ (\alpha^2 - \varpi^2) J_1(\alpha x) / [2 \alpha J_0(\alpha)] \right] \\
\omega_t > \omega_2 > \omega_1 & & \beta A \left[ -2 \varpi^2 \eta / (\varpi^2 - \alpha^2) J_1(\alpha x) + I_1(\beta x) \right] \\
\omega_t > \omega_2 > \omega_1 & & B \left[ I_1(\beta x) - 2 I_1(\beta x) \right] \\
\omega_t > \omega_2 > \omega_1 & & \beta A \left[ -2 \varpi^2 \eta I_1(\alpha x) / (\varpi^2 + \alpha^2) + I_1(\beta x) \right]
\end{align*}$$

Table XIV. Longitudinal (L) fiber eigenmodes: Nonzero components of the radial partial wave of the displacement eigenmode. The amplitude $A \in \mathbb{C}$ can be obtained from the normalization condition eq. (C14), all other quantities are defined in table IX. These expressions are valid as long as $M^{\nu\nu} \neq 0$, that is, away from intersections with torsional bands. Otherwise, the displacement eigenmode can be obtained from the general expressions in table XI in conjunction with eq. (C20).
Table XV. Longitudinal (L) fiber eigenmodes: Frequency equations. All quantities are defined in table IX.

| Case | Frequency equation |
|------|--------------------|
| \( \omega_\gamma > \omega_l > \omega_t \) | 0 = 2\( \beta (\alpha^2 + \varpi^2) J_1(\alpha)J_1(\beta) - (\alpha^2 - \varpi^2)^2 J_1(\alpha)J_0(\beta) - 4\alpha\beta \varpi^2 J_0(\alpha)J_1(\beta) \) |
| \( \omega_\gamma = \omega_l > \omega_t \) | 0 = \( J_1(\alpha) \) |
| \( \omega_\gamma > \omega_z > \omega_t \) | 0 = \( -2\beta (\alpha^2 + \varpi^2) J_1(\alpha)I_1(\beta) - (\alpha^2 - \varpi^2)^2 J_1(\alpha)I_0(\beta) + 4\alpha\beta \varpi^2 I_0(\alpha)I_1(\beta) \) |
| \( \omega_\gamma > \omega_z = \omega_t \) | 0 = \( \varpi^2 I_0(\beta) - 6\beta I_1(\beta) \) |
| \( \omega_\gamma > \omega_z > \omega_\gamma \) | 0 = \( 2\beta (\alpha^2 - \varpi^2) I_1(\alpha)I_1(\beta) - (\alpha^2 + \varpi^2)^2 I_1(\alpha)I_0(\beta) + 4\alpha\beta \varpi^2 I_0(\alpha)I_1(\beta) \) |

Figure 5 shows that there are three fundamental bands without a finite minimum frequency: \( L_{01}, T_{01}, \) and \( F_{11}. \) Nanofiber-based cold atom traps have trap frequencies on the order of 100 kHz [5, 9, 24, 74] as we discuss in section II, so only modes on the fundamental bands can resonantly couple to the atoms for typical parameters of the nanofiber. The fundamental bands are therefore of special importance in this article, and we provide approximate expressions for the dispersion relations and displacement fields in the low-frequency limit. The band \( T_{01} \) (see fig. 5a) lies on the transverse sound line and is thus given by the dispersion relation

\[
\omega_T(p) = c_h |p| .
\]

The only nonzero component of the displacement eigenmode, normalized according to eq. (C14), is

\[
\mathcal{W}_r^\gamma(r) = \frac{2}{R^2} r .
\]

The displacement induced by a \( T_{01} \) mode is shown in fig. 6a. The band \( L_{01} \) (see fig. 5b) lies in the mixed-mode sector for low frequencies. The exact dispersion relation is the solution to the transcendental Pochhammer equation given in table XV. It has the linear asymptote

\[
\omega_L(p) \sim c_h |p| ,
\]

with an effective hybrid speed of sound

\[
c_h \equiv \sqrt{\frac{E}{\rho}} .
\]

The components of the normalized radial partial waves approximated to linear order in \( pr \ll 1 \) for wavelengths much larger than the fiber radius are

\[
\mathcal{W}_r^\gamma(r) \sim \frac{\sqrt{2\nu p}}{R} r, \\
\mathcal{W}_z^\gamma(r) \sim i\frac{\sqrt{2}}{R} ,
\]

while the azimuthal component vanishes. An \( L_{01} \) mode is plotted in figs. 6b and 6d. The band \( F_{11} \) (see fig. 5c) lies in the surface mode sector. It derives from the frequency equation eq. (C21). Close to the origin, the band has a quadratic asymptote:

\[
\omega_F(p) \sim \frac{c_h R}{2} p^2 .
\]

The density of states therefore diverges as \( p \to 0 \), which leads to a strong coupling between \( F_{11} \) modes and trapped atoms, as we discuss in section II. The normalized radial partial waves are

\[
\mathcal{W}_r^\gamma(r) \sim \frac{1}{R}, \\
\mathcal{W}_z^\gamma(r) \sim \frac{ij}{R}, \\
\mathcal{W}_r^\gamma(r) \sim -\frac{jp}{R} r,
\]

instead of eq. (C35), where \( L \) is the length of the nanofiber. Torsional resonances in particular appear at \( \omega_m = m\pi c_t/L \). The propagation constant can take only the discrete values

\[
p_m = m\pi/L, \quad m \in \mathbb{N}
\]

As discussed in section II, there is experimental evidence that low-frequency \( T_{01} \) modes are reflected at the tapered ends of the nanofiber, resulting in standing waves confined to the nanofiber region and discrete mechanical resonance frequencies. Likewise, we are interested in \( F_{11} \) modes confined to the nanofiber as a way of reducing the atom heating. In order to obtain the corresponding phononic eigenmodes, it is in principle necessary to account for the two tapers that connect the nanofiber region to the regular macroscopic glass fiber and to solve the phononic eigenmode equation for this more complex geometry [34, 77]. Here, we approximate the desired behavior by imposing periodic boundary conditions on the eigenmodes of an infinite cylinder and require the displacement to vanish at the beginning (\( z = 0 \)) and the end of the nanofiber (\( z = L \)). This condition can be met for all three fundamental modes when approximating the radial partial waves eqs. (C32) and (C34) to constant order in \( pr \), which is a good approximation for a nanofiber; compare fig. 6. The resulting eigenmodes and corresponding strain modal fields are then of the form

\[
\mathcal{W}_r^\gamma(r) = \frac{\mathcal{W}_r^\gamma(r)}{\sqrt{\pi L}} \sin(p_m z)e^{ij\varphi} \\
\mathcal{W}_z^\gamma(r) = \frac{\mathcal{S}_z^\gamma(r)}{\sqrt{\pi L}} \cos(p_m z)e^{ij\varphi}
\]

instead of eq. (C13), where \( L \) is the length of the nanofiber.
which form a subset of each fundamental band. The normalization condition eq. (C14) for the radial partial waves is unchanged.

Appendix D: Atom-Phonon Interaction

There are two mechanisms that lead to atom-phonon interaction, as we discuss in section I of this article: displacement coupling (dp) and strain coupling (st). In consequence, the coupling functions \( g_{\gamma}(r) \) appearing in the interaction Hamiltonian eq. (6), as well as the coupling constants \( g_{\gamma i} \) appearing in the linear-force interaction Hamiltonian eq. (7) have two contributions:

\[
g_{\gamma}(r) = g_{\gamma}^{dp}(r) + g_{\gamma}^{st}(r)
g_{\gamma i} = g_{\gamma i}^{dp} + g_{\gamma i}^{st}.
\]

In appendices D1 and D2, we model the dependence of the potential \( V \) experienced by the atom on displacement \( \mathbf{u} \) and strain \( \mathbf{S} \) in the case of a two-color nanofiber-based atom trap. This model then enables us to derive explicit expressions for the coupling functions and the atom-phonon coupling constants. Appendix D3 provides additional details on how to calculate phonon-induced atom heating rates once the coupling constants are known.

1. Displacement Coupling

Only modes on the three fundamental phonon bands \( T_{01}, L_{01}, \) and \( F_{11} \) of the nanofiber introduced in appendix C2 have frequencies comparable to those of an atom moving in a nanofiber-based trap, and will therefore interact significantly with the atom. Modes on the longitudinal \( L_{01} \) band and on the flexural \( F_{11} \) band lead to a displacement of the first order in \( \mathbf{u} \). Modes on the torsional \( T_{01} \) band (fig. 6a) lead to a change of the fiber radius of second order because \( \mathbf{u} \) is orthogonal to the surface normal. In consequence, only the longitudinal and flexural modes will interact with the atom through displacement coupling in the linearized Hamiltonian eq. (5).

The \( L_{01} \) modes (fig. 6b) lead to a \( z \)-dependent modulation of the fiber radius by the radial displacement on the fiber surface \( u_{r}(R, z) \) without displacing the fiber axis. The change in radius has two effects: First, it shifts the surface of the fiber together with the electromagnetic fields surrounding it relative to the trapped atom. Second, it leads to new photonic eigenmodes and therefore deforms the electromagnetic fields. As discussed in section I, we neglect the second effect and assume that both optical and surface potentials are shifted radially by \( u_{r}(R, z) \) without being deformed.

The \( F_{11} \) modes (fig. 6c) displace the entire fiber cross section in the plane orthogonal to the fiber axis by \( u_{r}(R, \varphi, z) e_{r} + u_{\varphi}(R, \varphi, z) e_{\varphi} \), without changing the fiber radius. Since the wavelengths of the relevant vibrations are much larger than the optical wavelengths, the fiber appears approximately unchanged on length scales relevant for the photon modes. We can therefore again neglect deformations of the photon eigenmodes and model the effect of the flexural mode as a displacement of the entire potential along with the fiber cross section.

The effect of the fundamental modes is thus to shift the potential at position \( r \) by a vector \( \Delta \mathbf{u}(r) \) that depends on the phonon field on the fiber surface. The direct dependence of the potential on the displacement can then be modeled as [65]

\[
V[u, S](r) = V[0, S](r - \Delta \mathbf{u}(r)).
\]

The entire potential is shifted due to displacement of the fiber surface in addition to any changes to the potential that arise from the strain \( S \) caused by displacement inside the fiber. This model allows us to evaluate the displacement coupling term in eq. (5): The functional derivative reduces to conventional partial derivatives of the unperturbed potential \( V_{0} \) and

\[
\delta_{u} V_{0,0}[\mathbf{u}] = -\Delta \mathbf{u}(\mathbf{r}) \cdot \nabla V_{0}(\mathbf{r}).
\]

By expanding the displacement field in terms of the fiber eigenmodes, see eq. (C9), the shifts due to the fundamental phonon modes can be summarized as

\[
\Delta \mathbf{u}(\mathbf{r}) = \sum_{\gamma} \mathcal{U}_{\gamma} \left\{ [w_{r}^{\gamma}(R, \varphi, z)e_{r} + \delta_{F} w_{\varphi}^{\gamma}(R, \varphi, z)e_{\varphi}] \hat{b}_{\gamma} + \text{H.c.} \right\}.
\]

Here, \( \mathcal{U}_{\gamma} \) is the displacement mode density and \( w_{\gamma} \) the phonon eigenmodes eq. (C13). The Kronecker symbol \( \delta_{F} \) selects the flexural mode family \( f = F \). This equation holds for all three fundamental bands since \( w_{r}(r) = w_{\varphi}(r) = 0 \) for torsional modes. The resulting displacement coupling function in eqs. (6) and (D1) is

\[
g_{\gamma r}^{dp}(r) = -\mathcal{U}_{\gamma} \left[ w_{r}^{\gamma}(R, \varphi, z) \frac{\partial V_{0}(r)}{\partial r} \right] + \delta_{F} w_{\varphi}^{\gamma}(R, \varphi, z) \frac{\partial V_{0}(r)}{\partial r}.
\]

The corresponding displacement coupling constants for nanofiber-trapped atoms obtained from eqs. (8) and (D5) are

\[
g_{\gamma r}^{dp} = -\frac{\omega_{r}}{2} \left[ \mathcal{U}_{\gamma} w_{0}^{\gamma} \frac{\omega_{r} r_{0}^{2}}{\Delta r} + \delta_{F} \left( \frac{\omega_{r} r_{0}^{2}}{\omega_{r}} \right) \frac{\partial V_{0}}{\partial r} \right]
g_{\gamma \varphi}^{dp} = -\frac{\omega_{\varphi}}{2} \left[ \mathcal{U}_{\gamma} \frac{w_{0}^{\gamma}}{r_{0} \Delta \varphi} + \delta_{F} \left( \frac{\omega_{r} r_{0}^{2}}{\omega_{\varphi}} \right) \frac{\partial V_{0}}{\partial r} \right]
g_{\gamma z}^{dp} = -\frac{\omega_{z}}{2} \left[ \frac{\omega_{z} r_{0}^{2}}{\Delta z} \mathcal{U}_{\gamma} \frac{w_{0}^{\gamma}}{r_{0} \Delta \varphi} + \delta_{F} \left( \frac{\omega_{z} r_{0}^{2}}{\omega_{z}} \right) \frac{\partial V_{0}}{\partial r} \right],
\]

where

\[
w_{0}^{\gamma} \equiv w_{r}^{\gamma}(R, \varphi_{0}, z_{0}) \quad w_{0}^{\varphi} \equiv w_{\varphi}^{\gamma}(R, \varphi_{0}, z_{0}).
\]
are the displacement modal fields evaluated on the fiber surface. Note that the model predicts only coupling between phonons and the axial motion of the atom if \( \omega_{\varphi z} \neq 0 \) or \( \omega_{\varphi z} = 0 \), that is, if the potential has symmetries misaligned with the cylindrical coordinate axes.

We can derive explicit expressions for the displacement coupling constants by using the approximate expressions for the displacement field of modes on the fundamental phonon bands \( L_01 \) and \( F_{11} \) given in appendix C2. In the case when the cross-couplings \( \omega_{ij} \) are negligible, the coupling constant of the radial atomic motion to an \( L_01 \) phonon mode eq. (C32) of frequency \( \omega_\gamma \) is

\[
|g^{\text{dp}}_{L\gamma}| \equiv \frac{\nu}{2\pi c_0} \sqrt{\frac{M\omega_\gamma^3}{2\rho}}, \tag{D8}
\]

and there is no coupling to the azimuthal and axial motion, \( g^{\text{dp}}_{L\varphi} = g^{\text{dp}}_{Lz} = 0 \). The coupling constant of the radial and azimuthal motion to a \( F_{11} \) phonon mode eq. (C34) is

\[
|g^{\text{dp}}_{F\varphi}| = \frac{1}{4\pi R} \sqrt{\frac{M\omega_\gamma^3}{\rho\omega_\gamma}}, \quad i \in \{r, \varphi\}, \tag{D9}
\]

and there is no coupling to the axial motion, \( g^{\text{dp}}_{Fz} = 0 \).

The model eq. (D2) relies on the simple geometrical shape of the nanofiber and the symmetries of its fundamental mechanical modes. Nanophotonic structures that have more complex geometries in general require a more careful analysis of the change of optical and dispersion potentials. The variation of the optical potential, for instance, can be modeled more generally by perturbatively calculating the new photonic eigenmodes in the presence of shifted boundaries of the nanostructure [64]. We choose a similar approach in the next section to obtain the perturbed eigenmodes in the presence of a modified permittivity but unchanged boundaries.

2. Strain Coupling

All three fundamental phonon bands \( T_{01}, L_{01}, \) and \( F_{11} \) of the nanofiber induce strain in the fiber. In order to evaluate the strain coupling term \( \delta V_{(0,0)}[S] \) in eq. (5), we model how each phonon mode changes the potential through the strain it causes. We neglect the influence of strain on the surface forces \( \delta S V_{\text{ad}}(0,0)[S] = 0 \), as we discuss in section I. The strain dependence then arises only from changes of the red- and blue-detuned optical potentials. A nonzero strain changes the electromagnetic properties of the fiber due to the photoelastic effect, which we model through a strain-dependent permittivity tensor \( \epsilon[S] \) [34, 66, 67, 76]. A modified permittivity leads to new photonic eigenmodes and electric modal fields \( \epsilon_\eta[S] \), and therefore to modified electric fields \( E_\eta[S][\epsilon_\eta] \) surrounding the fiber. In consequence, the optical potential \( V^r_{\text{opt}}[E_\eta] + V^\text{opt}_r[E_\eta] \) created by the red- and blue-detuned light field is changed, and the potential \( V[u,S] \) ultimately depends on strain.

The photoelastic effect can be quantified by a tensor \( P \) of fourth rank, called the photoelastic tensor, which phenomenologically describes how the optical properties of a material change under strain [66]:

\[
(\epsilon^{-1})^{ij}[S] = \left( (\epsilon^{-1})^{ij} + \sum_{kl} P^{ijkl} S^{kl} \right), \tag{D10}
\]

where the exponent \((−1)\) indicates the inverse tensor. The photoelastic tensor has symmetries \( P^{ijkl} = P^{jikl} = P^{ijk} \) and therefore possesses at most 36 independent components [66]. We use a compact index notation to group the first pair of indices \( ij \equiv (N) \) and the second pair of indices \( kl \equiv (M) \) according to 11 \( \equiv (1), 22 \equiv (2), 33 \equiv (3), 12, 21 \equiv (4), 13, 31 \equiv (5), \) and \( 23, 32 \equiv (6) \). The independent components can then be arranged in a 6 \times 6 matrix \( (P) \), where \( N \) corresponds to the row and \( M \) to the column number. For materials like silica that exhibit a homogeneous and isotropic photoelastic effect, the components of the photoelasticity tensor \( P \) in both Cartesian and cylindrical coordinates are [108]

\[
(P) = \begin{pmatrix} P_1 & P_2 & P_2 & 0 & 0 & 0 \\ P_2 & P_1 & P_2 & 0 & 0 & 0 \\ P_2 & P_2 & P_1 & 0 & 0 & 0 \\ 0 & 0 & 0 & P_3 & 0 & 0 \\ 0 & 0 & 0 & 0 & P_3 & 0 \\ 0 & 0 & 0 & 0 & 0 & P_3 \end{pmatrix}, \tag{D11}
\]

where \( P_1, P_2 \in \mathbb{R} \) and \( P_3 = (P_1 - P_2)/2 \).

We are interested in the strain-induced variation \( \Delta \epsilon \equiv \epsilon[S] - \epsilon \) of the permittivity tensor. To linear order in the strain,

\[
\Delta \epsilon^{ij} \simeq (D\epsilon^{ij})_0[S] = -\epsilon^2 \sum_{kl} P^{ijkl} S^{kl} \tag{D12}
\]

for a medium that is isotropic while unperturbed, \( \epsilon = \epsilon^o \).

The new photonic eigenmodes \( \tilde{\epsilon}_\eta[S] \) in the presence of a modified permittivity \( \epsilon[S] \) are solutions to the photonic eigenmode equation

\[
D\tilde{\epsilon}_\eta = -\tilde{\omega}_\eta^o \tilde{\epsilon}_\eta; \tag{D13}
\]

compare eq. (A3), where \( \tilde{\omega}_\eta = \omega_\eta^o/\epsilon^2 \) and \( \tilde{\omega}_\eta \) are the frequencies of the perturbed eigenmodes. We are interested in the new eigenmodes \( \tilde{\epsilon}_\eta \) and eigenvalues \( \tilde{\omega}_\eta \) in the presence of a perturbation \( \Delta \epsilon \) of the permittivity tensor. To this end, we perturbatively expand both eigenmodes and eigenvalues in orders \( n \) of \( \Delta \epsilon \), analogous to time-independent perturbation theory in quantum mechanics [109]:

\[
\tilde{\omega}_\eta = \omega_\eta^o + \Delta \omega_\eta; \quad \Delta \omega_\eta = \sum_n d_n^{(n)}; \tag{D14}
\]

\[
\tilde{\epsilon}_\eta = \epsilon\eta + \Delta \epsilon_\eta; \quad \Delta \epsilon_\eta = \sum_n \epsilon_\eta^{(n)}; \tag{D15}
\]

The normalization constant \( c \in \mathbb{C} \) is found by normalizing the perturbed eigenmode \( \tilde{\epsilon}_\eta \). This expansion, in
conjunction with eq. (D13) and the orthogonality relation eq. (A4), leads to the relations
\[ \Delta d_\eta = -d_\eta \left( \frac{a_\eta \lbrack \Delta \epsilon \bar{a}_\eta \rbrack}{\lbrack \bar{a}_\eta \rbrack (\epsilon + \Delta \epsilon) a_\eta} \right) \]  \hspace{1cm} (D16)

and
\[ \Delta a_\eta = \sum_{\eta' \neq \eta} \frac{\epsilon^{-1}}{d_{\eta'} - d_\eta} \left[ d_\eta (a_{\eta'} \lbrack \epsilon \Delta \epsilon \bar{a}_\eta \rbrack) + \Delta d_\eta (a_{\eta'} \lbrack \epsilon (\epsilon + \Delta \epsilon) \bar{a}_\eta \rbrack) \right] a_{\eta'} \]  \hspace{1cm} (D17)

for the corrections to eigenvalues and eigenmodes. The bracket indicates the $L^2$ scalar product,
\[ (a | b) = \int a^* \cdot b \, dr \, . \]  \hspace{1cm} (D18)

Eq. (D17) holds provided the perturbed eigenmode $\bar{a}_\eta$ does not overlap with modes $a_{\eta'}$ degenerate with the unperturbed mode $a_\eta$, that is, $d_{\eta'} = d_\eta$ only if $(a_{\eta'} | \epsilon \Delta \epsilon \bar{a}_\eta) = 0 = (a_{\eta'} | \epsilon (\epsilon + \Delta \epsilon) \bar{a}_\eta)$. The corrections $\Delta d_\eta$ and $\Delta a_\eta$ can be obtained order by order in $\Delta \epsilon$. The first-order correction to the eigenvalue is
\[ d^{(1)}_{\eta} = -d_\eta \left( \frac{a_\eta (\epsilon \Delta \epsilon a_\eta)}{\epsilon a_\eta} \right) \]  \hspace{1cm} (D19)

which reduces to the known formula for first-order corrections of the eigenfrequency in the case of isotropic permittivities $\epsilon, \bar{\epsilon}$ [84]. The first-order correction to the eigenmode is
\[ a^{(1)}_{\eta} = \sum_{\eta' \neq \eta} \frac{\epsilon^{-1}}{d_{\eta'} - d_\eta} \left[ d_\eta (a_{\eta'} \lbrack \epsilon \Delta \epsilon a_\eta \rbrack) - d^{(1)}_{\eta} (a_{\eta'} \lbrack \epsilon^2 a_\eta \rbrack) \right] a_{\eta'} \]  \hspace{1cm} (D20)

where we use that $c = 1 + O(\Delta \epsilon)$ [109].

In the case study in section II of this article, we are concerned with the case $\epsilon = \epsilon \delta \bar{\epsilon}$. The first-order correction to the eigenvalue then simplifies to
\[ d^{(1)}_{\eta} = -d_\eta \int a^*_\eta \cdot (\Delta \epsilon a_\eta) \, dr \]  \hspace{1cm} (D21)

Moreover, one can show that the first-order shift is zero for perturbations of the permittivity caused by nanofiber phonons of propagation constant $p \neq 0$, so
\[ a^{(1)}_{\eta} = \sum_{\eta' \neq \eta} a_{\eta'} \frac{d_{\eta'}}{d_\eta} - d_\eta \int a^*_{\eta'} \cdot (\Delta \epsilon a_\eta) \, dr \]  \hspace{1cm} (D22)

Consider, for example, a mode on the HE$_{11}$ band of a fiber, see fig. 3b. Fiber phonon modes with azimuthal order $j = 0$ lead to the population of photon modes on the same band, at slightly different propagation constants $k$. Phonon modes with azimuthal order $j = \pm 1$, on the other hand, can populate modes on the TE$_{01}$, TM$_{01}$, and HE$_{21}$ bands shown figs. 3a and 3c. We neglect coupling to radiative modes (leading to phonon-induced transmission losses), since radiative fields are extended, with low amplitudes, and interact only very weakly with the atom.

Having obtained the first-order correction to the photonic eigenmodes, we can now approximate variation $\Delta \epsilon_\eta$ of the electric modal field due to the modified permittivity. Using eq. (A6), $\Delta \epsilon_\eta \simeq i(D \bar{a}_\eta) \lbrack \Delta \epsilon \rbrack / \epsilon_0 = \alpha \bar{a}_\eta^{(1)} / \epsilon_0$ to linear order in the permittivity. The variation of the electric modal field is thus
\[ \Delta \epsilon_\eta \simeq \sum_{\eta' \neq \eta} \frac{c^2}{\omega^2_{\eta} \omega^2_{\eta'}} \int a_{\eta'} \cdot (\Delta \epsilon a_\eta) \, dr \]  \hspace{1cm} (D23)

for nanofiber eigenmodes.

The light coupled into the fiber determines the frequencies at which photonic modes are populated. Since there are no frequency shifts of the eigenmodes at first order in $\Delta \epsilon$, we can assume that the amplitude $\alpha_{\eta}$ of each photonic mode remains unchanged, while its spatial form $\epsilon_\eta$ is periodically modified by the vibrations. The modified complex field profile of a monochromatic light field is therefore
\[ \bar{E}_0 (\lbrack \epsilon \eta \rbrack) \simeq \sum_{\eta} \alpha_{\eta} \bar{E}_\eta \, . \]  \hspace{1cm} (D24)

To linear order in the modal fields, the variation of the field profile $\Delta \bar{E}_0 \equiv \bar{E}_0 - \bar{E}_0$ is
\[ \Delta \bar{E}_0 \simeq \sum_{\eta} (\delta \bar{E}_\eta) \bar{E}_\eta (\lbrack \Delta \epsilon_\eta \rbrack) \]  \hspace{1cm} (D25)

The changed electric fields lead to a changed optical potential $V_{\text{opt}}^{s} (\bar{E}_0) + V_{\text{opt}}^{\text{sec}} (\bar{E}_0)$. We can now use the chain rule to express the strain coupling term in the interaction Hamiltonian eq. (5) through the derivative of the optical potential with respect to the electric fields [110]:
\[ \delta S V_{0,0} (\delta E_0) = (DV_{\text{opt}}^{s}) E_0 (\Delta E_0^0) + (DV_{\text{opt}}^{\text{sec}}) E_0 (\Delta E_0^0) \]  \hspace{1cm} (D26)

Each optical potential is the sum of scalar, vector, and tensor light shift; see eq. (B4). Thus,
\[ \delta S V_{0,0} (\delta E_0) = \sum_j (DV_j) E_0 (\Delta E_0^0) \]  \hspace{1cm} (D27)

where $j \in \{s, v, t\}$ for the scalar, vector, and tensor contributions given in eqs. (B5), (B6) and (B8). The functional derivatives of the light shifts reduce to conventional derivatives. For each of the two colors, the derivative of the scalar light shift is
\[ (DV_s) E_0 (\Delta E_0) = -\alpha_s \lbrack (E_0^0 (r) \cdot \Delta E_0 (r) + \text{c.c.} \rbrack \, . \]  \hspace{1cm} (D28)
the derivative of the vector light shift
\[(DV_v)E_0[\Delta E_0] = -\frac{\alpha_v M_F}{F} \left[ E_0^v(r) \times \Delta E_0(r) - \text{c.c.} \right] \cdot z_B \]  
(D29)

and the derivative of the tensor light shift
\[(DV_t)E_0[\Delta E_0] = -3\alpha_t \frac{3M_F^2 - F(F + 1)}{2F(2F - 1)} \left[ E_0^{\alpha\beta}(r) \Delta E_0^{\alpha\beta}(r) + \text{c.c.} \right]. \]  
(D30)

Finally, the strain coupling functions \( g^{st}_{\gamma}(r) \) are obtained by making the dependence on strain explicit in eqs. (D28) to (D30) and by expanding the strain operator eq. (C12) in terms of the strain modal fields \( s_\gamma \) of a nanofiber. The strain coupling function then has contributions from the three light shifts \( j \in \{s, v, t\} \) for both light colors \( \{r, b\} \): 
\[
g^{st}_{\gamma}(r) = \sum_j \left[ g^{sj}_{\gamma}(r) + g^{bj}_{\gamma}(r) \right]. \]  
(D31)

The contributions of the three light shifts to the coupling functions are listed in table XVI for a monochromatic light field. Note that the difference between running waves eq. (C13) and standing waves eq. (C35) leads to different coupling functions for discrete modes on the \( T_{01} \) band on one hand, and modes on the continuous \( L_{01} \) and \( F_{11} \) bands on the other hand. The corresponding strain coupling constants \( g^{st}_{\gamma i} \) are obtained using the definition eq. (8).

To conclude the derivation of the strain coupling, let us illustrate the strain-induced change of the potential due to the photoelastic effect. To first order, the change is given by the strain coupling term \( \delta_\gamma V(0,0) [\hat{S}] (r) \). We consider the nanofiber to undergo macroscopic vibrations, described by the multimode coherent state \( |\beta\rangle \) with amplitudes \( \beta_\gamma = |\beta_\gamma| e^{i \varphi_\gamma} \in \mathbb{C} \) for each mode. The expectation value of the change caused by strain is then
\[
\langle \beta, t | \delta_\gamma V(0,0) [\hat{S}] (r) | \beta, t \rangle = 2 \sum_\gamma |\beta_\gamma| \left[ \cos(\omega_\gamma t - \phi_\gamma) \Re g^{st}_{\gamma i}(r) 
- \sin(\omega_\gamma t - \phi_\gamma) \Im g^{st}_{\gamma i}(r) \right]. \]  
(D32)

The coupling function \( g^{st}_{\gamma i}(r) \) therefore describes the change to the potential \( V \) due to a phonon mode \( \gamma \). We plot \( V_0(r) + 2\beta_i \Re g^{st}_{\gamma i}(r) \) in fig. 7 as an example of how strain due to a single torsional mode \( \gamma \) perturbs the potential. The torsional mode qualitatively leads to rotation of the potential around the fiber axis, which results in a coupling between the torsional mode and the atom motion in the azimuthal and radial direction.

3. Atom Heating

Let us consider an atom trapped in the optical near field of a nanofiber of temperature \( T \). We assume that the atom is in the motional pure quantum ground state \( \hat{\mu}_0 \) of the harmonic trap at time \( t = 0 \). At the same time, the phonon field of the fiber is in the thermal quantum state \( \sigma_{\text{ph}} = \exp(-\hat{H}_{\text{ph}}/k_B T)/\text{tr}[\exp(-\hat{H}_{\text{ph}}/k_B T)] \). Over time, the atom acquires energy by absorbing phonons from the fiber, reflected in the increase of the expected number of motional quanta (population) \( n_i(t) \equiv \text{tr}[\hat{\rho}(t)\hat{a}_i^\dagger \hat{a}_i] \) along the spatial direction \( i \in \{r, \varphi, z\} \). Here, \( \hat{\rho}(t) \) is the state operator of the coupled atom-phonon system at times \( t \), and \( \text{tr} \) is the trace. The population is initially zero. The evolution of \( \hat{\rho}(t) \) from the initial state \( \hat{\rho}_0 = \hat{\mu}_0 \otimes \sigma_{\text{ph}} \) is governed by the full Hamiltonian eq. (1). Provided the atom-phonon coupling is weak, \( g_{\gamma i} \ll \omega_i, \omega_\gamma \), the population grows linearly for sufficiently short times \( t > 0 \), with phonon-induced ground-state heating rate \( I_i^{\text{th}} \) in trap direction \( i \). As discussed in section I, we distinguish the contributions of continuous phonon bands and discrete mechanical resonances to the atom heating rate,
\[
I_i^{\text{th}} = I_i^c + I_i^d. \]  
(D33)

Fermi’s golden rule eq. (11) can be used to calculate the contribution of the continuous phonon bands. For a nanofiber, there are only two continuous phonon bands resonant with the trapped atom: the longitudinal \( L_{01} \) band and the flexural \( F_{11} \) band. In consequence,
\[
I_i^c = I_{Li} + I_{Fi}. \]  
(D34)
Continuous phonon modes: \( f = L, F \)
\[
\begin{align*}
g^s_i(r) &= -\alpha_s \frac{E^0_i(r) \cdot \Delta E^+_i(r) + E^0_i(r) \cdot \Delta E^+_i(r)}{2F(F+1)} \\
g^s_i(r) &= -\alpha_s \frac{3M_0^2 - F(F-1)}{2F(F+1)} \left[ E^{zzB}_i(r) \Delta E^{zzB}_i(r) + E^{zB}_i(r) \Delta E^{zB}_i(r) \right] \\
\Delta E^zz_i(r) &= -\sum_{\eta, \eta'} \alpha_s A^z_{\eta \eta'} \delta_{\eta, \eta'} e^{zz}_{\eta}(r) m'_{\eta} = m_{\eta} \pm j \quad k'_{\eta} = k_{\eta} \pm \delta \quad k_{\eta} \neq 0 \quad k_{\eta} \neq 0 \\
A^z_{\eta \eta'} &= \frac{\omega^2_{\eta} - \omega^2_{\eta'}}{\omega^2_{\eta} - \omega^2_{\eta'}} \int_0^{R} \left[ r a^{zz}_{\eta}(r) P S_{\eta}(r) a^{zz}_{\eta}(r) \right] dr \\
A^z_{\eta \eta'} &= \frac{\omega^2_{\eta} - \omega^2_{\eta'}}{\omega^2_{\eta} - \omega^2_{\eta'}} \int_0^{R} \left[ r a^{zz}_{\eta}(r) P S_{\eta}(r) a^{zz}_{\eta}(r) \right] dr \\
\end{align*}
\]

Discrete phonon modes: \( f = T \)
\[
\begin{align*}
g^T_i(r) &= -2\alpha_v 2D \frac{E^0_i(r) \cdot \Delta E^+_i(r)}{2F(F+1)} \\
g^T_i(r) &= -2\alpha_v 2D \frac{E^{zzB}_i(r) \Delta E^{zzB}_i(r)}{2F(F+1)} \\
\Delta E^zz_i(r) &= -\sum_{\eta, \eta'} \alpha_v A^z_{\eta \eta'} \delta_{\eta, \eta'} e^{zz}_{\eta}(r) m'_{\eta} = m_{\eta} \pm j \quad k'_{\eta} = k_{\eta} \pm \delta \quad k_{\eta} \neq 0 \quad k_{\eta} \neq 0 \\
A^z_{\eta \eta'} &= \frac{\omega^2_{\eta} - \omega^2_{\eta'}}{\omega^2_{\eta} - \omega^2_{\eta'}} \int_0^{R} \left[ r a^{zz}_{\eta}(r) P S_{\eta}(r) a^{zz}_{\eta}(r) \right] dr \\
\end{align*}
\]

Table XVI. Atom-phonon coupling functions due to strain in a nanofiber-based atom trap. The coupling functions correspond to scalar, vector, and tensor light shift induced by a single monochromatic light field of frequency \( \omega_0 \) and complex field profile \( \hat{E}_0 \). All symbols are defined in appendices A and C, and D. In particular, the photon mode indices are \( \eta = (m, f, k, n) \) as defined in eq. (A15), and the phonon mode indices \( \gamma = (j, f, p, n) \) as defined in eq. (C27). The index \( \eta \) designates an unperturbed eigenmode, while the primed index \( \eta' \) labels modes perturbatively populated due to strain.

The L01 band has dispersion relation \( \omega_\gamma = c_h |p| \) in the low-frequency limit, see eq. (C30), resulting in a constant density of state \( \rho_L \equiv 1/c_h \). There are two resonant longitudinal modes \( \gamma_\sigma \), at each trap frequency \( \omega_\gamma \), with propagation constants \( p = \sigma_\gamma \omega_\gamma / c_h \) and \( \sigma_\gamma = \pm \). The contribution of longitudinal phonon modes to the ground-state heating rate it thus

\[
\Gamma_{L1} = \frac{2\pi n_i}{c_h} \sum_{\sigma_\gamma} |g_{\gamma_\sigma}^i| \left( \frac{\omega_\gamma}{\sigma_\gamma} \right)^2 . \quad \text{(D35)}
\]

The F11 band has dispersion relation \( \omega_\gamma = c_h R \rho/2 \) in the low-frequency limit, see eq. (C33), resulting in the density of states \( \rho_{F1} \equiv 1/\sqrt{2\omega_i c_h R} \). There are four resonant flexural modes propagating in direction \( \sigma_\gamma = \pm \) and of \( \sigma_\gamma = \pm \) circular polarization. The corresponding azimuthal order is \( j = \sigma_\gamma \sigma_\gamma \), and the propagation constant \( p = \sigma_\gamma \sqrt{2\omega_i / c_h R} \). The ground-state heating rate due to the fundamental flexural phonon modes then simplifies to

\[
\Gamma_{F1} = \frac{2\pi n_i}{\sqrt{2\omega_i c_h R}} \sum_{\sigma_\gamma, \sigma_\gamma} |g_{\gamma_\sigma}^i| \left( \frac{\omega_\gamma}{{\sigma_\gamma}^2} \sigma_\gamma \right) \left( \frac{\omega_\gamma}{{\sigma_\gamma}^2} \sigma_\gamma \right) . \quad \text{(D36)}
\]

The contribution of each mode \( \gamma_i \) on the continuous phonon bands to the heating rate eq. (11) is proportionally to the density of states \( \rho_{\gamma_i} \). Since the F11 band is asymptotically quadratic, see fig. 5c, the density of states of the flexural modes diverges as \( \omega_i \to 0 \). This dependence is reflected by \( \Gamma_{F1} \propto 1/\sqrt{\omega_i} \) in eq. (D36). On the other hand, the density of states of the longitudinal modes is constant because the L01 has a linear asymptote in the low-frequency limit, see fig. 5b. The effect of flexural modes is therefore enhanced in comparison with longitudinal modes for atom-trap frequencies \( \omega_i \) that are small compared to the frequency scale of the phonon bands. Moreover, the contribution of strain coupling is negligible for flexural modes. Using the displacement coupling constants eq. (D9) in eq. (D36) yields the formula eq. (15) for the atom heating rate due to flexural modes, which is sufficient to explain heating rates observed in experiments; see section II.

The discrete torsional modes are not reflected perfectly at the end of the nanofiber and therefore have a finite lifetime corresponding to decay rates \( \kappa_\iota \). This behavior can be modeled by including dissipation in the dynamics of the phonon field. The evolution of the density matrix \( \hat{\rho} \) of the coupled atom-phonon system is then governed
by the master equation [69]
\[
\frac{d}{dt} \hat{\rho}(t) = \frac{1}{i\hbar} \left[ \hat{H}, \hat{\rho} \right] + \sum_{\gamma} \kappa_{\gamma} (\bar{n}_{\gamma} + 1) \mathcal{D}_{\bar{n}_{\gamma}}(\hat{\rho})
+ \sum_{\gamma} \kappa_{\gamma} \bar{n}_{\gamma} \mathcal{D}_{\bar{n}_{\gamma}}(\hat{\rho}) \tag{D37}
\]
with dissipator
\[
\mathcal{D}_{\bar{n}}(\hat{\rho}) \equiv \hat{a}\hat{a}^\dagger \frac{1}{2} \left\{ \hat{a}^\dagger \hat{a}, \hat{\rho} \right\} . \tag{D38}
\]
Here, the sum runs over all discrete phonon modes \( \gamma, [\cdot, \cdot] \) indicates the commutator, and \( \{\cdot, \cdot\} \) the anticommutator. This model captures the essential features of the discrete phonon modes: The steady state of the phonon modes in the absence of atom-phonon interaction is a thermal state \( \hat{\sigma}_{\text{th}} \) with thermal phonon occupation \( \bar{n}_{\gamma} \) for each mode [69]. Furthermore, if a phonon mode initially has occupation \( n_0^\gamma \), it decays with rate \( \kappa_{\gamma} \) back to the thermal phonon occupation, \( \bar{n}_{\gamma} - (n_0^\gamma - \bar{n}_{\gamma}) e^{-\kappa_{\gamma} t} \). We are interested in the effective dynamics of the atom density operator \( \hat{\rho} \) under the assumption that the phonons remain in a thermal state. The total density operator is then \( \hat{\rho}(t) \approx \hat{\rho}_{\text{th}} \otimes \hat{\sigma}_{\text{th}} \). Adiabatic elimination of the phonon degrees of freedom in the limit of weak coupling compared to the phonon decay rates and atom and phonon frequencies, \( \kappa_{\gamma}, \omega_{\gamma}, \omega_i \gg g_{\gamma i} \), yields the master equation
\[
\frac{d}{dt} \hat{\mu}(t) = \frac{1}{i\hbar} \left[ \hat{H}_{\text{at}}, \hat{\mu} \right] + \sum_i \Gamma_i^- \mathcal{D}_{\hat{a}}(\hat{\mu})
+ \sum_i \Gamma_i^+ \mathcal{D}_{\hat{a}^\dagger}(\hat{\mu}) \tag{D39}
\]
for the motion of the atom [71, 72]. Here, \( \hat{H}_{\text{at}} \) contains a small Lamb shift of the trap frequencies that is not relevant to our discussion. The phonon-induced decay (−) and heating (+) rates are
\[
\Gamma_i^\pm \equiv 2 \sum_{\gamma} \left| g_{\gamma i} \right|^2 \left[ \bar{n}_{\gamma} G_{\gamma i}^\pm + (\bar{n}_{\gamma} + 1) G_{\gamma i}^{\pm*} \right] , \tag{D40}
\]
\[
G_{\gamma i}^{\pm} \equiv \frac{2 \kappa_{\gamma}}{\kappa_{\gamma}^2 + 4(\omega_i \pm \omega_{\gamma})^2} .
\]
If the atom is initially in the motional ground state and there is no cross-coupling between the motional directions \( g_{ij} = 0 \), the population of its motion in direction \( i \) evolves as \( n_i(t) = n_i^\infty (1 - e^{-\Gamma_i t}) \), with \( \Gamma_i \equiv \Gamma_i^- - \Gamma_i^+ \) and \( n_i^\infty \equiv \Gamma_i^+ / \Gamma_i \). At times \( t \ll \Gamma_i \), the population grows linearly, with ground-state heating rate \( \Gamma_i^\text{th} = \Gamma_i^- \). The total phonon-induced heating rate \( \Gamma_i^\text{th} \) of the atomic motion along direction \( i \) is then obtained according to eq. (10) by summing \( \Gamma_i^\text{th} \) with the contribution \( \Gamma_i^\text{c} \) of the continuous modes in eq. (D34).

One approach to reducing the atom heating rate is to optimize the nanofiber such that flexural modes are also reflected at the its ends; see section II. The flexural eigenmodes then become standing waves eq. (C35) with frequency spectrum \( \omega_m, m \in \mathbb{N} \), given in eq. (16), and decay rates \( \kappa_m \). If the spacing between resonator frequencies is sufficiently large, the trap frequencies \( \omega_i \) can be detuned from resonance with the flexural modes \( |\omega_i - \omega_m| \gg \kappa_m \). The spacing of phonon frequencies close to the trap frequency is approximately \( 2\sqrt{\omega_i^2 + \omega_1^2} \), where \( \omega_1 \) is the fundamental frequency of the resonator defined in eq. (16); the shorter the resonator and the larger the fiber radius, the easier it is to detune the trap from resonance. Provided the coupling rates \( g_{mi} \) between phonon mode \( m \) and atomic motion in direction \( i \in \{r, \varphi\} \) are smaller than phonon decay rates \( \kappa_m \) and atom and phonon frequencies, \( g_{mi} \ll \kappa_m, \omega_m, \omega_i \), the effective dynamics of the atom is described by a master equation of the form eq. (D39). The heating rate in the radial and azimuthal direction due to the flexural resonator modes of an atom at position \( z_0 \) is then
\[
\Gamma_i^\text{th} \approx 4 \sum_{m \in \mathbb{N}} |g_{mi}(z_0)|^2 \left[ (\bar{n}_m G_{mi} + (\bar{n}_m + 1) G_{mi}^+) \right] , \tag{D41}
\]
with a position-dependent displacement coupling constant
\[
g_{mi}(z) = -\frac{\omega_i}{2R} \sqrt{\frac{M}{\pi L \rho}} \omega_m \sin(p_m z) \tag{D42}
\]
and \( C_{mi}^\pm \) as defined in eq. (D40). The atom heating rate due to flexural resonances eq. (D41) can be explicitly evaluated in different limiting cases, yielding the heating rates eqs. (17) to (19) that we discuss in section II.

Appendix E: Case Study Parameters

In nanofiber-based two-color atom traps, different combinations of linearly and circularly polarized trapping light fields are commonly used, both as propagating or standing waves [75]. In appendix E1, we summarize the corresponding shapes of the electric field required for the atom heating case study in section II. In appendix E2, we provide a listing of the parameters used in the case study based on ref. [26].

1. Monochromatic Guided Fields

For each frequency \( \omega \) on the HE[|m|]n and EH[|m|]n bands, there are four degenerate eigenmodes propagating in positive \( (\sigma_z = 1) \) or negative \( (\sigma_z = -1) \) direction along the \( z \)-axis and rotating with positive \( (\sigma_\varphi = 1) \) or negative \( (\sigma_\varphi = -1) \) orientation around the fiber axis. The corresponding propagation constant is \( k_\sigma = \sigma_z k \) with \( k > 0 \), and the azimuthal order \( m_\sigma = \sigma_z m_\varphi \) with \( m > 0 \). The multi-index \( \sigma = (\sigma_\varphi, \sigma_z) \) is used to distinguish the propagation and polarization state. Superposition of these four
Table XVII. Electric fields of monochromatic waves of frequency $\omega$ on the $\text{HE}_{m|n}$ and $\text{EH}_{m|n}$ bands. The sign $\sigma_z$ indicates the propagation direction along the fiber axis, the sign $\sigma_p$ the rotation direction around the axis. The propagation constant is $k_z = \sigma_k$ with $k > 0$, the azimuthal order $m_\sigma = \sigma_p m$ with $m > 0$, and the amplitude $\alpha \in \mathbb{R}$ is determined by the transmitted power. The quantities $\theta, \phi, \theta_z \in \mathbb{R}$ are phases explained in the text. The radial partial waves $E_m^r(k;r)$ are listed in table VI.

| Case | Field profile | Field |
|------|----------------|-------|
| (1) circular polarized running wave | $E_m^r = \sigma_z \alpha E_m^r(k;r) e^{i(m_\sigma \phi + k_z z + \theta)}$ | $E^r = -\sigma_z 2 \alpha \Im [E_m^r(k;r)] \sin (m_\sigma \phi + k_\sigma z - \omega t + \theta)$ |
| | $E_m^\phi = \sigma_p \alpha E_m^\phi(k;r) e^{i(m_\sigma \phi + k_z z + \theta)}$ | $E^\phi = \sigma_p 2 \alpha E_m^\phi(k;r) \cos (m_\sigma \phi + k_\sigma z - \omega t + \theta)$ |
| | $E_m^z = \alpha E_m^z(k;r) e^{i(m_\sigma \phi + k_z z + \theta)}$ | $E^z = 2 \alpha E_m^z(k;r) \cos (m_\sigma \phi + k_\sigma z - \omega t + \theta)$ |

(2) non-rotating running wave

| Case | Field profile | Field |
|------|----------------|-------|
| | $E_m^r = \sigma_z 2 \alpha E_m^r(k;r) \cos (m_\sigma \phi + k_\sigma z + \theta) e^{i(k_z z + \theta)}$ | $E^r = -\sigma_z 4 \alpha \Im [E_m^r(k;r)] \cos (m_\sigma \phi + k_\sigma z + \theta) \sin (k_z z - \omega t + \theta)$ |
| | $E_m^\phi = \sigma_p 2 \alpha E_m^\phi(k;r) \sin (m_\sigma \phi + k_\sigma z + \theta) e^{i(k_z z + \theta)}$ | $E^\phi = -\sigma_p 4 \alpha E_m^\phi(k;r) \sin (m_\sigma \phi + k_\sigma z + \theta) \sin (k_z z - \omega t + \theta)$ |
| | $E_m^z = 2 \alpha E_m^z(k;r) \cos (m_\sigma \phi + k_\sigma z + \theta) e^{i(k_z z + \theta)}$ | $E^z = 4 \alpha E_m^z(k;r) \cos (m_\sigma \phi + k_\sigma z + \theta) \cos (k_z z - \omega t + \theta)$ |

(3) non-rotating standing wave

| Case | Field profile | Field |
|------|----------------|-------|
| | $E_m^r = 4 \alpha E_m^r(k;r) \cos (m_\sigma \phi + k_\sigma z + \theta) e^{i\theta}$ | $E^r = -8 \alpha \Im [E_m^r(k;r)] \cos (m_\sigma \phi + k_\sigma z + \theta) \cos (k_z z - \omega t + \theta)$ |
| | $E_m^\phi = -4 \alpha E_m^\phi(k;r) \sin (m_\sigma \phi + k_\sigma z + \theta) e^{i\theta}$ | $E^\phi = -8 \alpha E_m^\phi(k;r) \sin (m_\sigma \phi + k_\sigma z + \theta) \cos (k_z z - \omega t + \theta)$ |
| | $E_m^z = 4 \alpha E_m^z(k;r) \cos (m_\sigma \phi + k_\sigma z + \theta) e^{i\theta}$ | $E^z = 8 \alpha E_m^z(k;r) \cos (m_\sigma \phi + k_\sigma z + \theta) \cos (k_z z - \omega t + \theta)$ |

 Modes yields a monochromatic electromagnetic field

$$E(r, t) = E_0(r) e^{-i \omega t} + \text{c.c.} \quad \text{(E1)}$$

with complex field profiles

$$E_0(r) = \sum_\sigma \alpha_\sigma e_{m_\sigma}(k_\sigma; r) \quad \text{and} \quad B_0(r) = \sum_\sigma \alpha_\sigma b_{m_\sigma}(k_\sigma; r) \quad \text{(E2)}$$

Here, $e_{m_\sigma}, b_{m_\sigma}$ are modal fields eq. (A9) with radial partial waves listed in table VI. We drop all irrelevant mode indices, keeping $m_\sigma$ and $k_\sigma$. The overall magnitude of the amplitudes is related to the power transmitted along the fiber axis $e_z$,

$$P = \int_0^{2\pi} \int_0^\infty I(r, \varphi) \, d r \, d \varphi. \quad \text{(E3)}$$

Here, $I = \langle S \rangle_i \cdot e_z$ is light intensity in direction $e_z$, and $\langle S \rangle_i = 2 \Re \{ E_0(r) \times B_0^*(r) \}/\mu_0$ is the Poynting vector averaged over an oscillation period. The star indicates the complex conjugate, and $\mu_0$ is the vacuum permeability.

A light field rotating with orientation $\sigma_\phi$ around the fiber axis and propagating in direction $\sigma_z e_z$ is realized by the amplitudes

$$\alpha_\sigma' = (\sigma_\phi \sigma_z)^m 2 \pi \alpha e^{i\theta} \delta_{\sigma_\phi \sigma_z} \delta_{\sigma_\phi \sigma_z'} \quad \text{(E4)}$$

where $\alpha \in \mathbb{R}$, and $\theta \in \mathbb{R}$ is the overall phase of the wave. We include a factor of $2\pi$ and the sign $(\sigma_\phi \sigma_z)^m$ for later convenience. The field profile and resulting electric field are given by case (1) in table XVII. The power transmitted along the fiber axis can be expressed as

$$P = -\sigma_z 4 \pi \alpha^2 \mu_0 \int_0^\infty r [E_m^r(k;r) B_m^e(k;r) + E_m^e(k;r) B_m^e(k;r)] \, d r. \quad \text{(E5)}$$

using the symmetries eq. (A14).

A nonrotating light field, propagating in direction $\sigma_z$ corresponds to the choice of amplitudes

$$\alpha_\sigma' = (\sigma_\phi \sigma_z)^m 2 \pi \alpha e^{i(\sigma_\phi \sigma_z \theta_\phi + \theta_\theta)} \delta_{\sigma_\phi \sigma_z'} \quad \text{(E6)}$$

and the resulting electric field is given by case (2) in table XVII. The phase $\theta_\phi \in \mathbb{R}$ determines the orientation of the wave in the $(x, y)$ plane. For azimuthal order $|m| = 1$ in particular, the electric field is mainly oriented along an axis in $(x, y)$ plane that encloses the angle $\theta_\phi$ with the $x$ axis. These waves are therefore called quasilinear polarized. The transmitted power is $2P$ as given in eq. (E5).

Two counterpropagating quasilinear waves create a standing wave, corresponding to the amplitudes

$$\alpha_\sigma = (\sigma_\phi \sigma_z)^m 2 \pi \alpha e^{i(\sigma_\phi \sigma_z \theta_\phi + \sigma_z \theta_\phi + \theta_\theta)} \quad \text{(E7)}$$

The phase $\theta_\phi \in \mathbb{R}$ determines the position of nodes of the standing wave along the fiber axis. The electric field is given by case (3) in table XVII. The power transmitted along the fiber axis vanishes, but each counterpropagating wave has again power $2P$ as given in eq. (E5).

2. Physical Parameters

In table XVIII we list the parameters used in the case study section II based on the setup described in [26].
Citations are given in square brackets and references to equations used to calculate dependent parameters in parentheses. A star indicates that a parameter depends on previously chosen parameters.

The mechanical properties of the silica fiber are determined by the choice of material. The frequencies of the discrete torsional modes confined to the nanofiber are determined experimentally, as we describe in section II. The (effective) length $L$ of the nanofiber for torsional modes is inferred from the measured frequency $\omega_T$ of the fundamental torsional mode using eq. (C28):

$$L = c_t \pi / \omega_T .$$

The optical properties of the fiber are determined by permittivity and radius. The power of the red-detuned laser beam is polarized along the $x$ axis. This is reflected in the choice of azimuthal phase shifts $\theta_2$. Moreover, the axial phase shift $\theta_r$ is chosen such that there is a trapping site at $z = L/2$ in the middle of the fiber. The magnetic offset field $B_{\text{ext}}$ is oriented perpendicular to the fiber axis, along

$$z_B = (\cos(\phi)e_x + \sin(\phi)e_y )$$

with $\phi = 66^\circ$. The potential experienced by the atom depends on its mass and the polarizability of its internal hyperfine-structure state; see appendix B. The values in table XVIII correspond to a $^{133}$Cs atom in the ground state $6^2S_{1/2}$ interacting with the red-detuned (r) and blue-detuned (b) light field. The atomic unit of polarizability is $1 \text{ au} = (4\pi\epsilon_0)^4\hbar^6 / (m_1^3 e^6) = 1.65 \times 10^{-41} \text{ A}^2 \text{ s}^4 / \text{kg}$.

The resulting atom trapping site $r_0$ indicated in fig. 4 is slightly shifted away from the $x$ axis by vector light shifts due to the orientation of the magnetic offset field.
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We discuss additional heating mechanisms for the motion of atoms in nanofiber-based optical dipole traps. In particular, we provide estimates for the setup described in [1] and [2], which is the setup the case study in our manuscript refers to.

POWER FLUCTUATIONS OF THE TRAPPING LASER FIELDS

The two-color optical dipole trap used in [1] is formed by a blue-detuned running-wave light field and a red-detuned field which is in a standing-wave configuration. Beyond polarization fluctuations, which are already treated in the main text of our manuscript, only power fluctuations are relevant for the blue-detuned field and would lead to resonant heating (via a shift of the trap center) of the trap’s radial DOF, and to parametric heating (via a change of the trap frequency) of the azimuthal DOF, while no coupling occurs for the axial DOF. For the red-detuned light field, power fluctuations would lead to resonant heating along the radial direction, as well as parametric heating along azimuthal and axial directions. We characterized the power fluctuations of the trap lasers used in experiment [1]. The measured power noise characteristics cannot explain the large heating rates we observe. We estimate that heating due this technical noise amounts to a heating rate of about 0.02 quanta/ms.

OFF-RESONANT SCATTERING

In the two-color dipole trapping scheme, the blue-detuned light field leads to an increase of the potential energy of the electronic atomic ground state while the red-detuned light field lowers this energy. The trap is formed as the sum of both potentials, and the trap depth is smaller than the magnitudes of the individual shifts. For this reason, the nanofiber-based two-color trap shows a larger off-resonant scattering rate for a given trap depth compared to, e.g., single-color free-space dipole traps. The expected heating rate due off-resonant scattering amounts to roughly 2 quanta/s (calculated for the z-axis), much less than what is experimentally observed.

RAMAN SCATTERING

The trapping light fields propagating in the tapered optical fiber give rise to Raman scattering in the fiber material, which is fused silica. The contribution of the blue-detuned light field to the relevant wavelength-range of the Raman-scattered light is much larger than that of the red-detuned light field and, therefore, we focus the discussion on the effect of that laser only. We measured the Raman scattering induced by a fiber-guided laser field of 780 nm wavelength and recorded the Stokes-scattered light using a spectrometer. The test fiber was a Liekki Passive-6-125, of the same type as the one used in [1]. Figure S1 shows the measured power spectral density of the Raman signal over the frequency difference from the pump laser frequency for three different pieces of fiber. The signal below 600 cm⁻¹ is blocked by two edge filters that are required to sufficiently extinguish the pump light. The D₂ line of Cesium corresponds to a Stokes shift of about 1100 cm⁻¹ where there is still a sizable Raman signal. However, while the Raman-scattered light is many THz wide, the absorption linewidth of cold Cesium atoms is only a few MHz. In order to get a precise estimate, we measure the Raman-scattered signal induced by the blue-detuned trap light field using a SPCM. The fiber including the tapered section as used in the experiment [1] has a length of about 5 m. All the light exiting the fiber passes a filter that removes the trapping light field. It then passes a narrow (FWHM 0.12 nm) bandpass filtering stage centered around the Cesium’s D₂ line, which isolated the fraction of the Raman-scattered light which is (near-)resonant with the atoms’ dominant optical transition. From that and further system parameters, we estimate that a single nanofiber-trapped Cesium atom absorbs about 50 photons/s of Raman light, which yields a heating rate even lower than that arising from off-resonant scattering of trap light fields described above.
BRILLOUIN SCATTERING

Guided light fields such as these that generate the optical dipole trap in experiment [1] can experience Brillouin scattering. For this, a phase matching condition between the optical mode and an acoustic mode of the nanofiber has to be fulfilled. For a nanofiber of 250 nm radius and a guided light field of 780 nm wavelength, the first matching for Brillouin backscattering occurs for an acoustic wave with a frequency of about 11 GHz (calculations analogous to [3]. The next resonances occur at higher acoustic frequencies. The spectral width of the Brillouin-scattered light amounts to a few 10 MHz, i.e., much narrower than for Raman scattering. The Brillouin-scattered light together with the pump light can, in principle, drive stimulated Raman transitions between different internal states of the nanofiber-trapped cold atoms. When the trapping-potential has a dependence on the internal atomic state (as it can be the case for nanofiber-based traps, see [4], this could lead to heating. The only internal atomic states with a comparable energy separation are the two hyperfine ground-state manifolds of the Cesium atom (HFS splitting: about 9 GHz). However, the two-photon detuning for this hyperfine state-changing Raman transition is still about 2 GHz. Such a large detuning, combined with the low power of the Brillouin-scattered light that we estimate to be at the sub-nW level, and given the narrow width of the Brillouin signal, suggests that Brillouin scattering in the nanofiber is irrelevant for the observations in the manuscript. A similar estimation can be made for the standard fiber part. Here, the Brillouin shift amounts to about 22.3 GHz, i.e., an even larger two-photon detuning. Again, a scattered power in the sub-nW level is found. In the view of these numbers, we consider also Brillouin scattering in the bulk fiber to have a negligible effect on heating. For the discussion of another mechanism related to Brillouin scattering, we consider the following scenario: Each of the two red-detuned trapping light fields gives rise to a Brillouin scattered (BS) light field that also propagates in the fiber. These two BS fields form an additional standing wave (SW) that has a randomly fluctuating phase with respect to the original trapping SW. This SW formed from BS results in a stochastic modulation a) of the axial trapping frequency and b) of the position of the minima of the trapping potential along the fiber. The former gives rise to parametric heating while the latter leads to resonant heating.

We first consider parametric heating resulting from BS-induced fluctuations of the axial trap frequency, $\omega_z$. When a potential minimum of the trapping SW coincides with a potential minimum of the SW formed from BS, the resulting trap frequency is increased. When the relative phase between the two SWs is such that a potential minimum of the trapping SW falls onto a potential maximum of the SW formed from BS, the resulting trap frequency is decreased. Due to the relatively small detuning of the BS light (about 10 GHz vs. about 300 THz), we can neglect the mismatch between the periodicity of the SW formed from BS and the trapping SW. The rate of parametric heating then depends on the power spectral density (PSD) of the relative phase fluctuations of the two SWs evaluated at twice the axial trap frequency, $2\omega_z$. The fluctuations of the relative phase between the two BS light fields is determined by the individual
spectral widths of the two BS fields. The spectrum of BS light for a situation comparable to ours has been published in [5]. An approximately Gaussian spectrum with a FWHM of about 25 MHz was found. In order to apply the formalism by [6] to the calculation of heating rates, we normalize the frequency-integrated PSD of the individual BS light fields to the root-mean square value of the relative intensity noise. For the latter, the ratio of the powers of the trapping and the BS light fields serves as an upper estimate. The PSD of the SW formed from BS then follows from the (appropriately normalized) convolution of the two PSDs of the two BS fields. Using this approach, we compute an exponential increase of the temperature with a time constant $\tau \approx 7 \times 10^7$ s. This corresponds to a heating rate for the axial degree of freedom on the order of $10^{-8}$ quanta/s, i.e., ten orders of magnitude smaller than the heating rate measured for the azimuthal degree of freedom.

We now consider resonant heating that originates from BS-induced position fluctuations of the trapping potential minimum. The heating rate depends on the PSD of the position fluctuations evaluated at the trap frequency. The displacement reaches a maximum value, $\Delta z_{\text{max}}$, when the SW formed from BS is shifted by a quarter of the wavelength of the trapping light with respect to the trapping SW. Again, we assume the PSD of the position fluctuations to have the above-mentioned Gaussian spectrum. We use $\Delta z_{\text{max}}$ as a worst-case estimate for the RMS position fluctuation. For our setting, we estimate a maximal displacement of $\Delta z_{\text{max}} \approx 10^{-4}$ nm. This yields a heating rate in the axial direction on the order of $4 \times 10^{-5}$ quanta/s. Thus, we exclude BS-induced fluctuations of the axial trap frequency, or of the axial position of the trapping potential minimum, as mechanisms that currently limit the lifetime of atoms in our nanofiber-based trap.

**BLACKBODY RADIATION AND JOHNSON–NYQUIST NOISE**

Blackbody radiation and Johnson–Nyquist noise are fundamental processes which have been studied extensively in the context of atom chips. For example, the authors of [7] quantitatively estimate the expected heating rate for a spin confined in a harmonic potential with 100 kHz trap frequency in close proximity to a material half space. While the surface-induced heating rates can be comparably large for atoms close to a conductive material such as copper (on the order of $10$ quanta/s), the rates are only on the order of $10^{-14}$ quanta/s for an atom 200 nm away from a glass surface, mainly thanks to the low electrical conductivity of glass. Thus, these heating mechanisms are negligible for our experimental conditions.
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