On-lattice Vicsek model in confined geometries
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The Vicsek model (Vicsek et al. 1995) is a very popular minimalist model to study active matter with a number of applications to biological systems at different length scales. With its off-lattice implementation and periodic boundary conditions, it aims at the analysis of bulk behaviour of a limited number of particles. We introduce an efficient on-lattice implementation with finite particle volume and analyse its behaviour for three different geometries with reflective boundary conditions. For sufficiently fine lattices, the model behaviour does not differ between off-lattice and on-lattice implementation. The reflective boundary conditions introduce an alignment of the particles with the boundary for low levels of noise. Numerical sensitivity analysis of the swarming behaviour results in a detailed characterisation of the on-lattice Vicsek model for confined geometries with reflective boundary conditions. In a channel geometry, the boundary alignment causes swarms to move along the channel. In a box, the edges act as swarm traps and the trapping shows a discontinuous noise dependence. In a disk geometry, an ordered rotational state arises. This state is well described by a novel order parameter. Our works provides a foundation for future studies of Vicsek-like models with discretized space.

I. INTRODUCTION

Swarms of fish, flocks of birds or herds of big mammals are spectacular macroscopic phenomena that are familiar to everybody. At first glance, they appear to be the result of a complex interplay between highly developed animals. But past research has shown that such behaviour can be described by simple interaction rules that each individual follows [1]. Biological systems with similar properties can be found at much smaller length scales including microorganisms [2, 3] and even subcellular components [4]. However, collective behaviour is not limited to living organisms. Micromotors as well as macroscopic and granular rods also exhibit collective behaviour [5–7]. Surprisingly, systems with collective behaviour show effects that have previously only been known for thermodynamic equilibrium systems [1]. For example, migrating tissue cells can undergo a phase transition from a disordered to an ordered state [8].

A complete picture of many of these so called active matter systems does not exist yet, but the results of ongoing research underline the universal properties and the close connection of collective behaviour to statistical physics. The Vicsek model (VM) [9] is one of the most prominent theoretical models to study active matter. It is able to create complex macroscopic behaviour like swarming or phase transitions [10] through a very simple velocity alignment rule for the interaction of particles with their neighbours. It has been applied to a wide range of systems and different variants including alterations to the interaction rule and an extension to a continuous model have been implemented [11]. Numerical simulations for the basic VM are implemented off-lattice on a square simulation domain with periodic boundary conditions. Such a setup is useful for approximating bulk properties from finite size simulations. However, collective behaviour in many biological systems relies on a large number of individuals interacting in a confined environment. In this case, the effects of the geometry and the boundaries of the environment on the behaviour of a large number of particles have to be examined by direct simulations.

Including local repulsive forces in the basic VM limits the maximal local density in the system. In this adaptation of the VM, confining the particles by a circular reflective boundary results in rotations of the particles both clockwise and anti-clockwise in the high density and low noise regime [11]. A similar behaviour has been observed for the continuous version without local repulsion of the VM [12]. Extending the analysis to a channel with two parallel periodic and two reflective boundaries and a box with four reflective boundaries reveals shape independent features of the collective behaviour. For all three geometries, the boundaries introduce a spatial coherence of swarms in the continuous VM that has not been observed in the basic version. Hence, in finite domains of reasonable size, the boundaries may act as attractors.

Analysis of the collective behaviour of repulsive discrete particles in the same three shapes shows a different picture [13]. Spatially incoherent transition states are observed, where particles are ordered and densely packed in one part of the confined environment and the remaining system shows disorder. After a slow transition, phase
diagrams for order parameters adapted to the different geometries show that these states are eventually resolved into coherent behaviour as for periodic boundary conditions. This leads to the hypothesis that the boundaries hinder the spreading of the correlations.

These observations point to the importance of a more narrow study of the effects of boundary conditions together with a local repulsion due to a finite particle volume. Therefore, we employ an on-lattice implementation with a finite particle volume. As geometries, we consider a channel, a box and a disk with reflective boundary conditions and analyse their influence on the collective behaviour of the particles. We find that for a sufficiently small lattice, the behaviour of the VM is independent of the type of implementation. The reflective boundary conditions result in particle alignment parallel to the tangential vector of the closest boundary point for sufficiently low noise levels in all geometries. For high levels of noise, the particle movement is uncorrelated similar to the basic VM. The boundary alignment results in behaviour particular to each geometry. For the channel, separate swarms moving in opposite directions at the top and the bottom wall can occur. In the box geometry, the boundary alignment can yield particle trapping in the corners. For the disk geometry, the boundary effect results in an ordered rotational state. Characterisation of the VM for these different geometries extends its applicability to a wider range of biological systems.

II. MODEL AND ORDER PARAMETER

A system in the basic VM \cite{9} consists of \(N\) particles with two properties: position \(\vec{x}_i(t)\) and velocity \(\vec{v}_i(t)\). All particles move with the same absolute velocity \(v_0\). The direction of movement is expressed by the angle \(\Theta_i(t)\). Hence, the velocity is described by

\[
\vec{v}_i(t) = v_0 \left( \cos \Theta_i(t) \sin \Theta_i(t) \right)
\]

(1)

All particles exist in a square shaped system (edge length \(L\)) with periodic boundary conditions. In the initialisation phase, the system gets populated with \(N\) particles with randomly assigned positions and directions of movement. Afterwards, the model evolves in discrete time steps \(\Delta t = 1\). During each time step, two updates are conducted for each particle:

1. Update of the particle direction. Each particle is assigned a new direction

\[
\Theta_i(t + \Delta t) = \langle \Theta_j(t) \rangle_{|x_i - x_j| < R} + \zeta_i(t),
\]

(2)

with

\[
\langle \Theta_j(t) \rangle = \arctan \left( \frac{\sin \Theta_j(t)}{\cos \Theta_j(t)} \right).
\]

(3)

where \(\langle \Theta_j(t) \rangle_{|x_i - x_j| < R}\) is the average direction of all particles \(j\) surrounding the \(i\)-th particle (including itself) within a radius \(R\) (Fig. 1). The parameter \(R\) is the interaction range of each particle. This alignment term creates order in the system.

The second term \(\zeta(t)\) is a random angle drawn from a uniform probability distribution over \((-\eta/2, \eta/2)\). The range of the distribution \(\eta\) can be interpreted as a temperature of the system. It is the main mechanism that counteracts the alignment and hence the order in the system.

2. After the directions are updated for all particles the positions get updated. Each particle is assigned a new position according to

\[
x_i(t + \Delta t) = x_i(t) + v_0 \Delta t \left( \cos \Theta_i(t) \sin \Theta_i(t) \right).
\]

(4)

In summary, the VM has five free parameters, particle number \(N\), system size \(L\), velocity \(v_0\), interaction range \(R\) and the noise strength \(\eta\). These parameters are not independent of each other and can be reduced to four effective parameters. The behaviour of the VM only depends on the system size \(\frac{L}{R}\), the noise strength \(\eta\), the density of interaction spheres \(\rho = \frac{Nv_0^2}{2R^2}\) and the ratio of velocity and interaction range \(v_r = \frac{v_0}{R}\).

To quantify the behaviour of the model, Vicsek et al. \cite{9} have introduced the polar order parameter \(v_a\), such that

\[
v_a = \frac{1}{Nv_0} \left| \sum_{i=1}^{N} \vec{v}_i \right|.
\]

(5)

The order parameter \(v_a\) is the average normalised velocity of the system. That means, if \(v_a = 1\), all particles
move in the same direction, and if \( v_n \approx 0 \) all particles move uncorrelated in the system. It should be added that the order parameter can only truly reach zero in infinite systems, as there are finite size effects in the direction summation which lead to a remaining order parameter \( v_n \approx \frac{1}{\sqrt{N}} \) even in total random systems. The VM shows a phase transition, from an ordered motion state to a disordered motion state, with increasing \( \eta \). In large systems, the state of the system changes from coherently moving swarms, to a band phase to a “cross sea” phase and finally to a completely uncorrelated state \([15]\).

### III. ON-LATTICE-HYBRID IMPLEMENTATION

The original and many of the previous implementations of the VM use an off-lattice model \([9, 16, 17]\). To update the direction of each particle (eq. 2), it is necessary to take all particles into account that are at most a distance \( R \) away. In an off-lattice implementation, this requires pairwise comparison of all particles, i.e. the computation time scales with \( N^2 \). Hence, pure off-lattice implementations are not suitable to simulate systems with a large number of particles. The typical workaround to this problem is to divide the simulation space in smaller boxes with size \( \geq R \) \([10]\). Therefore, a pairwise comparison is only required for all particles inside the same and the neighbouring boxes. The computation time scales with \( N \) in this improved implementation.

We chose an alternative workaround to the \( N^2 \) scaling problem. We implemented an on-lattice implementation where the simulation space is discretized to a two-dimensional lattice and each particle is occupying one lattice site. To update the direction of each particle (eq. 2) in this system, only the grid points within the interaction range of each particle need to be checked. Hence, the computation time scales with \( N \). One advantage of this approach is that a finite particle volume (one lattice site) is inherently included in this implementation without adding additional complexity and computation time. Therefore, an additional step is included into the update process. The calculated next position by eq. 4 is rounded to the nearest grid point (smallest euclidean distance). If said grid point is already occupied by another particle, then the particle stays at its original position (but keeps its updated direction). Another advantage is the simple expandability, as additional parameters like velocity damping, different boundary conditions or a flow field can be encoded locally in each grid point. Such additional parameters would be naturally read out by the update algorithm in each time step and therefore would only require minor changes to the model. However, one disadvantage is that the precision of an on lattice model is limited by available system memory. To mitigate this problem an “on-lattice-hybrid” model was created.

As in a pure on-lattice implementation, the ID and (implicitly) the position of each particle are stored in a discrete two-dimensional grid. All further particle parameter values are saved in a help-array (Fig. 2). Due to the necessary homogeneous data structure in the grid, the on-lattice-hybrid implementation requires only half the memory for empty grid cells compared to a pure on-lattice implementation. This yields a significant reduction in required memory, if more grid points are empty than occupied. This condition is easily fulfilled with typical model parameter values. Setting e.g. \( v_0 = 5 \), \( R = 18 \) and \( \rho = 1 \) results in a grid cell occupation probability of \( \approx 0.003 \).

To provide a good intuition on how the system is discretized and how precise it is, we chose to deviate from the dimensionless parameter notation mentioned in sec. \([11]\) and give \( v_0 \), \( R \) and \( L \) in units of lattice sites. If the lattice is sufficiently fine \((v_0 \geq 2 \text{ and } R \geq 2)\), the simulation results agree with the results for an off-lattice implementation (see Appendix \[A\] and Fig. \[S1\]). Unless mentioned otherwise, all data in the following sections have been determined after a sufficient amount of time to ensure that the corresponding systems have left their initialisation phase, and did not show any significant temporal variations in the studied quantities.

### IV. REFLECTIVE BOUNDARIES

The basic VM uses periodic boundary conditions (PBCs). This is well suited to analyse the bulk behaviour in large systems, but has limited value for smaller sized systems including essentially all lab experiments. In active matter systems, boundaries can have a defining role on particle behaviour \([18]\). This can lead to surprising effects, including shape dependent pressure \([19]\).

Similar to previous approaches \([12, 13]\), we modeled the boundaries of the simulation space as static walls, and the collisions as elastic. Hence, the incidence angle equals the emergent angle and the absolute value of the velocity \( v_0 \) does not change upon reflection. Algorithmically this is handled by tracing the path of each particle.
during position update (eq. 4). If there is a boundary on this path, the particle gets reflected and "walks" the remaining length of the original path in the direction of the newly calculated reflected path. In the following sections, we analyse the influence of the reflective boundary conditions in a channel, a box and a disk.

A. Channel

The channel geometry has periodic boundaries in the x-direction and reflective boundaries in the y-direction. Simulations of the VM in the channel for different noise levels show a similar ordering behaviour as for a system with full PBCs. At low noise, swarms are forming and move coherently in one direction and at high noise the particles move uncorrelated (Fig 3). The main difference is that stable swarms occur only parallel to the boundaries. Hence, in comparison to the VM with full PBCs, the ordered states in the channel geometry become simpler, because long-lived correlations of orientation can only occur parallel to the walls. The absence of other possible stable states like e.g. a bouncing between the boundaries, can be explained by the following observation on the effect of the Vicsek alignment (eq. 2) on swarm behaviour at the boundary:

When a swarm collides with a reflective boundary, the first incoming particles get reflected, and start to move away from the boundary. In the next time step, the reflected particles align themselves with all particles inside their interaction area (circle with radius R). Most of these particles are still moving towards the boundary. Therefore, the movement direction of the outgoing particles is changed quite drastically due to the alignment. The reflected particles move again towards the boundary, but now with a smaller incidence angle. In the same manner, the incoming particles decrease their incidence angle through alignment with the outgoing particles. After some iterations of this process, the whole swarm is moving parallel to the boundary.

Considering a solitary swarm, the sum of incoming and outgoing particles for all alignment processes over all time steps during a collision of the swarm with a boundary is zero. Therefore, the perpendicular velocity component of the swarm towards the boundary, which is opposite for incoming and outgoing particles, is subsequently cancelled, and only the parallel velocity component persists. After some time, all the swarms have collided with a boundary, and consequently all particles move parallel to the boundaries.

The order parameter $v_a$ from the base model (eq. 5) is also suitable to describe the transition from disorder to order in the channel geometry. The behaviour of $v_a$ versus the noise $\eta$, is almost identical for systems with a channel geometry or PBCs (Fig. 4). Only zero noise systems in a channel geometry show deviations from perfect alignment. In this case, the system can be "trapped" in a state, for which the swarms aligned to the top wall and to the bottom wall are completely isolated from each other. These isolated swarms can move parallel or anti-parallel to each other. The latter case results in an order parameter smaller than 1. Hence, the mean order of 30 runs for $\eta = 0$ is smaller than 1 (Fig. 4).

The standard deviation of $v_a$ for $\eta = 0$ is relatively large (Fig. 4). Therefore, we performed parameter sweeps with 1000-4000 runs each, for systems with zero noise. These simulations showed that the mean of the order parameter is always in the range of $0.75 \pm 0.2$ independent of system size, particle density or particle velocity. Assuming that every possible state is equally probable, we derived the expectation value of the order parameter for zero noise as (see also Appendix B)

\[ \langle v_a \rangle = \frac{1}{2} \]
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behaviour on the noise strength \( \eta \). We introduce the percentage of trapped particles as a metric to quantify the system. An analysis of the percentage of trapped particles after 15000 time steps for increasing \( \eta \) shows that for \( \eta < 2.1 \) all particles get trapped eventually (Fig. 6). For noise strength between \( \eta = 2.2 \) and \( \eta = 3.0 \), the percentage of trapped particles drops very fast to zero. For higher noise strengths, no particles get trapped at all.

The timescales for particle trapping are also worth investigating. In the VM with periodic boundary conditions, systems quickly reach a state where the order parameter \( v_0 \) and therefore the qualitative behaviour does not change anymore. The time for this “thermalisation” process depends on the relation of system size \( L \), particle velocity \( v_0 \) and particle density \( \rho \). For the parameter values used in this work, the final state is reached after at most 1000 time steps. In the case of the box geometry, the percentage of trapped particles does not reach a final state after a comparable time span. Therefore, we performed simulations for 100 000 time steps and calculated the percentage of trapped particles for different noise strength (Fig. 7 and Fig. S3).

For noise strength \( \eta \leq 2.7 \), all particles are trapped at
FIG. 6: Percentage of trapped particles versus noise strength $\eta$ for a system with a box geometry after 15000 time steps, with $N = 2000$, $\rho = 2$, $v_0 = 5$ and $R = 18$. The value of $\eta$ was increased from 0.0 to 0.5 in steps of 0.1. Data points are the mean values with standard deviations of 30 runs each. The black lines connect the data points for a better visual perception of the transitions.

The value of $\eta$ was increased from 0.0 to 0.5 in steps of 0.1. Data points are the mean values with standard deviations of 30 runs each. The black lines connect the data points for a better visual perception of the transitions.

FIG. 7: Time scaling of the percentage of trapped particles for different noise strengths $\eta$ for a system with a box geometry with $N = 2000$, $\rho = 2$, $v_0 = 5$ and $R = 18$. Data points are the mean values of 15 runs each. For a better visual perception, the standard deviation has been omitted. Please refer to Fig. S3 for full information.

the end of the simulation. For sufficiently high noise of $\eta = 3.1$, no particles are trapped. Hence, compared to the shorter simulations (Fig. 6), the noise interval for which only a part of particles get trapped, decreases to $\eta = 2.8 - \eta = 3.0$. Based on the shape of the graph for this noise regime, we suspect that the trapping rate has not reached a plateau, yet. Hence, we expect that for very long time spans, there is a discontinuous transition from no particle trapped to all particles trapped at $\eta \approx 3.1$.

FIG. 8: Snapshots of the VM in a disk geometry after 500 time steps with $N = 1000$, $v_0 = 5$, $L = 500$, $R = 18$. (a) For a low noise strength $\eta = 0.6$, the system is in a rotational state. The red arrows indicate the movement direction of the three big swarms, which overall result in a counterclockwise rotation. (b) For a high noise strength $\eta = 3.2$, the system does not exhibit swarms. The reflective boundaries are depicted as green walls.

The arrow heads indicate the current movement direction of the individual particles.

C. Disk

We further analysed the behaviour of the VM in a disk geometry with reflective boundaries. Simulations for different levels of noise strength $\eta$ reveal a similar behaviour as in the other geometries. For low noise, the particles form swarms and with increasing noise the particle movement becomes uncorrelated (Fig. 8).

As in the box geometry, the swarms align themselves to the system boundaries and eventually a stable rotational state is formed. Due to the steady curvature of the circular boundaries, the rotation is more regular than in the box geometry. As there is no long term alignment in one direction but alignment to the curved boundaries, the order parameter $v_a$ is not a suitable metric for this system. Therefore, motivated by [13], we constructed a new order parameter $v_c$ with

$$v_c = \frac{1}{Nv_0} \sum_{i=1}^{N} \frac{\vec{\tilde{t}}_i \cdot \vec{t}_i}{|\vec{t}_i|}, \quad (7)$$

where $\vec{t}_i$ is the tangent vector of the nearest boundary to the particle (Fig. 9). In comparison to the order parameter $v_a$ of the base model, the velocity is replaced by the scalar products of the particle velocity with the tangent vector $\vec{t}_i$ of the nearest surface.

If $v_c = 1$, all particles are aligned parallel to their nearest boundary (Fig. 9a), which is a perfect rotational state. For large noise strength $\eta$, particle swarms and rotations are not observed and the particles move uncorrelated (Fig. S3b). In this case, both $v_a$ and $v_c$ are equal to zero and equivalent descriptions of the state of the system.
The order parameter $v_c$ for circular boundaries shows a steady transition from high order at low noise to low order at high noise (Fig. 10a) in a disk geometry. This is a very similar behaviour to the order parameter $v_a$ (Fig. 10b) in a square with periodic boundary conditions. In large systems and for zero noise, the mean of $v_c$ is smaller than for low noise and has a larger standard deviation. In this case, it can happen that the system freezes into a state, in which the swarms are trapped at the curved surface, in a very similar way as to the corners of a box geometry (see Fig. S4). In these frozen states, it is possible that states of two (or more) oppositely oriented swarms (clockwise and counterclockwise) survive long-term. If so, the circle correlation function $v_c$ assumes values lower than 1. This explains the smaller mean value of $v_c$ and its high standard deviation for zero noise. This trapping phenomenon appears to be an effect of the combination of an on-lattice model with zero noise. We expect that for a perfectly continuous circular curvature and zero particle volume this effect should not occur.

A general trend for different system sizes is that $v_c$ for the disk geometry decreases faster to zero than $v_a$ for the base model with increasing noise $\eta$ (Fig. 10a). Fixing the noise to a medium strength of $\eta = 2.6$ and varying the density confirms that $v_c(\rho) < v_a(\rho)$ (Fig. 10c and 10d).

V. DISCUSSION

We introduced an on-lattice version of the VM. The inherently included finite volume of particles and the easy expandability make this model attractive for an application to a wide range of real life systems. We employed simulations with reflective boundary conditions for different geometries and studied the effect of these alterations on the behaviour of the model. For a sufficiently fine lattice, the on-lattice implementation does not change the ordering behaviour measured by the correlation function $v_c$. Even though, we are certain that the used implementation does not change the examined model dynamics, we cannot fully rule out that other metrics like fluctuation correlations or number fluctuations could reveal subtle difference between different implementations. Future studies could take a closer look at that. The introduction of reflective boundaries to the VM drastically changes its macroscopic behaviour. Whereas the direction of the final macroscopic state in the base model is randomly chosen, the combination of reflective and periodic boundary conditions in a channel geometry forces the direction of the final state to be parallel to the reflective boundaries. Upon swarm collision with a boundary, the swarm particles velocity components perpendicular to the boundary are cancelled and the particles align their velocity parallel to the boundary. We infer that the circular interaction area of a Vicsek particle is primarily responsible for this behaviour. If the interaction area of a particle would be limited to particles in front, this effect would not occur. In some active matter systems (eg. fish, birds,...) where the eyes, and therefore the alignment, are primarily directed upfront, such a change to the model appears to be justified and could be worth investigating. Different to an analysis of the continuous VM in a similar geometry, we did not observe an oscillating shear flow state. The discrete VM relies on an instantaneous direction alignment, while in the continuous version the alignment is smooth and gradual. We suspect that the instantaneous alignment suppresses the oscillating states. In a box with reflective boundaries, we found that aligned particles can get trapped in the corners. We concluded that this effect is a consequence of a finite particle volume. In the continuous version of the VM, the particles do not possess a finite volume. Off-lattice simulations of the VM variant in a similar box geometry have not exhibited particle trapping.

The transition between states where all particles are free and all particles are trapped appears to be discontinuous at $\eta \approx 3.1$. This behaviour is reminiscent of the phase transition from order to disorder in the basic VM and preliminary parameter sweeps indicate a similar dependence of the two transitions on the parameters $\rho, v, L$. In addition, the transition from the free to the trapped behaviour shows surprising similarities with a first order phase transition from liquid to solid in thermal equilibrium systems, where $\eta$ plays the role of the temperature, and the percentage of trapped particles the role of an order parameter. However, a more detailed systematical study of the transition properties is required to fully answer these questions.

Our analysis of the VM in a disk geometry shows a rotational state for low noise strength and uncorrelated movement for high noise strength. These results are in agreement with previous off-lattice simulations of the VM.
FIG. 10: Noise dependence with increasing system size $L$ and particle number $N$ for (a) the introduced circle order parameter $v_c$ in a circle geometry with reflective boundary conditions and b) the order parameter $v_a$ in a similar sized box with periodic boundary conditions. The other model parameters are similar in all shown systems ($\rho = 1.5$, $v_0 = 5$ and $R = 18$).

Density dependency of (c) the circle order parameter $v_c$ in a circle geometry with reflective boundary conditions and of (d) the order parameter $v_a$ in a square with periodic boundary conditions. We chose systems with equal dimensions ($L = 400, v_0 = 5$ and $R = 18$) and a fixed noise $\eta = 2.6$. Data points are the mean values with standard deviation of 30 runs each.

For the off-lattice implementation, an additional local repulsion has been introduced to avoid particle overlap. This effect comes naturally with our on-lattice implementation. Our results are also consistent with the behaviour described for the continuous VM in a disk geometry [12]. To quantify the rotational state, we introduced an order parameter $v_c$. We find that the order described by $v_c$ decreases with increasing noise level and increases with increasing particle density. Quantification of a system with repulsive particles in a disk geometry with a comparable order parameter have shown similar results [13]. Hence, overall our findings suggest that an ordered rotational state is universal in active matter systems in a disk geometry.

Comparison of the order parameter $v_c$ for a disk geometry and $v_a$ for a square with PBCs show a similar dependence on the noise strength $\eta$ and the particle density $\rho$. For equal densities, noise or system sizes, $v_c$ for a disk is smaller than $v_a$ for PBCs. This is indeed reasonable. If we assume a perfectly ordered state in both systems and zero noise. Then in the system with periodic boundary conditions, all particles move in the same direction. There is no additional alignment between the particles needed to preserve that state. In a disk geometry, a perfectly ordered rotational state means that all particles are aligned to the tangential of the closest point on the boundary. As described for the channel geometry (section IV A), the boundary alignment is due
to a combination of reflective boundary conditions and the Vicsek alignment (eq. 2). Hence, recurrent alignment between the particles and the boundary is required to preserve the ordered rotational state. Therefore, all parameter variations that weaken the alignment mechanism (eg. increased noise, decreased density) also weaken the rotational order in the disk to a larger extent than the order in a system with periodic boundary conditions. This difference between order in the two systems is well captured by the two parameters $v_a$ and $v_c$.

In summary, we performed simulations for the VM on a lattice for a channel, a box and a disk. The on-lattice implementation did not effect the behaviour of the particle in the Model, while the reflective boundary conditions yield a velocity alignment of the particles parallel to boundaries for sufficiently low levels of noise. In the case of the box geometry, this can lead to particle trapping in the corners. The three geometries are each relevant for application to different biological systems. Movement of pedestrians or insect groups such as ants is often restricted by fences or walls that limit a channel. Collective behaviour of unicellular organisms is typically studied in quasi two-dimensional disk-like liquid droplets [24] or in microfluidic devices with channels as well as chambers of different shapes including disks and boxes [25]. Our work provides a further step towards the application of the VM to study such systems.
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Appendix A: Comparison on- and off-lattice implementation

The discretization influences two aspects of the model. Firstly, all particle positions (starting positions and those subsequently calculated by eq. 4) are rounded to the next discrete grid point. The relative error of rounding decreases with increasing $v_0$. Secondly, approximation of the interaction area with discrete grid points causes a deviation from a perfectly circular region (eq. 2) (see Fig. S1a). The relative error of this decreases with increasing $R$.

Performing simulations for systems with increasingly fine lattices and otherwise identical parameter values shows that only in the case of $v_0 = 1$ (one unit cell) the behaviour is different (Fig. S1b). We expect that this deviation is caused by rounding artefacts. Investigations of the order parameter relative to noise strength as well as density shows identical behaviour as in the original publication of Vicsek et. al [9] (Fig. 10b and 10d). Therefore, we conclude that for a sufficiently fine lattice ($v_0 \geq 2$), the model behaviour is independent of the type
Appendix B: Statistical derivation for order in the channel geometry

This section contains a statistical derivation of the expectation value of the order parameter \( v_a \) in a channel geometry for zero noise. As mentioned in section IV A, the system can get "trapped" into a state where all particles are perfectly aligned to the walls and the particles at the top and the bottom wall do not interact with each other. In this case, four possible "macro" configurations can exist:

1. All particles move parallel to the walls to the right (we call this parallel)
2. All particles move parallel to the walls to the left (we call this anti-parallel)
3. Particles on top move parallel and particles on the bottom move anti-parallel
4. Particles on top move anti-parallel and particles on the bottom move parallel

Hence, the particles have two possible velocities \((v_0, 0)\) or \((-v_0, 0)\). Therefore, equation 5 can be simplified to:

\[
v_a = \frac{1}{N} \left| \sum_{i=1}^{N} d_i \right|
\]  

where \(d_i = 1\) for a parallel moving particle and \(d_i = -1\) for an anti-parallel moving particle. For each of the macro configurations, \(N\) micro states are possible (\(N\) particles at the top | 0 particles at the bottom, ..., \(N - j\) particles at the top | \(j\) particles at the bottom, ..., 0 particles at the top | \(N\) particles at the bottom). In the first two macro configurations, every micro state gives rise to the same order parameter \((v_a = 1)\). In the third and fourth macro configuration, every micro state gives a different order parameter. If we assume that all of these \(4N\) micro states are equally probable, the expectation value of the order parameter can be calculated by summation over all micro states:

\[
<v_a> = \frac{1}{4N} (N + N + \frac{1}{N} \sum_{j=0}^{N} | -j + (N - j)|
\]

\[
+ \frac{1}{N} \sum_{j=0}^{N} |j - (N - j)|
\]

(B2)

The normalisation originates from the \(4N\) possible micro states. Each of the four summands is the sum over all the order parameter of all micro states of one macro configuration. For the first two macro configurations, each micro state has maximum order \((v_a = 1)\). Therefore, the sum can be simplified to \(N\). This is not the case for the "mixed" configurations 3 and 4. Here, \(j\) is the number of particles at the bottom, which is positive for parallel moving particles and negative for anti-parallel moving particles. This can be simplified to:

\[
<v_a> = \frac{1}{4N} (2N^2 + 2 \sum_{j=0}^{N} | -j + (N - j)|) 
\]

(B3)

\[
= \frac{1}{4N} (2N^2 + \sum_{j=0}^{N} | -2j + N|) 
\]

(B4)

\[
= \frac{1}{4N} (2N^2 + 2 \sum_{j=0}^{N/2} |2j|) 
\]

(B5)

\[
= \frac{1}{4N^2} \left( 2N^2 + 2 \left( \frac{N}{2} \left( \frac{N}{2} + 1 \right) \right) \right) 
\]

(B6)

\[
= \frac{3N + 2}{4N} \approx 0.75 
\]

(B7)

For large values of \(N\) the expectation value of \(v_a\) is approximately 0.75 which corresponds well with the simulations.
FIG. S2: Consecutive snapshots every five time steps of the corner of a box geometry ($N = 4000, v_0 = 5, L = 1000, R = 18$). The arrow heads indicate the current movement direction of the individual particles. The reflective boundaries are depicted as green walls. (a-f) Sequence 1: A swarm approaches the corner from the left edge and gets reflected alongside the bottom edge. (g-l) Sequence 2: Swarms approach the corner from the middle and left edge and get trapped in the corner.

FIG. S3: Time scaling of the percentage of trapped particles for different noise strengths $\eta$ for a system with a box geometry with $N = 2000, \rho = 2, v_0 = 5$ and $R = 18$. Data points are the mean values of 15 runs each. The shaded areas indicate the standard deviation.

FIG. S4: Consecutive snapshots every five time steps of a boundary section of a disk geometry ($N = 400, v_0 = 5, L = 400, R = 18$) for zero noise ($\eta = 0$). The arrow heads indicate the current movement direction of the individual particles. The reflective boundaries are depicted as green walls.