GRIM-19 and p16\textsuperscript{INK4a} Synergistically Regulate Cell Cycle Progression and E2F1-responsive Gene Expression*§
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GRIM-19 (Gene associated with Retinoid-IFN-induced Mortality-19) was originally isolated as a growth suppressor in a genome-wide knockdown screen with antisense libraries. Like classical tumor suppressors, mutations, and/or loss of GRIM-19 expression occur in primary human tumors; and it is inactivated by viral gene products. Our search for potential GRIM-19-binding proteins, using mass spectrometry, that permit its antitumor actions led to the inhibitor of cyclin-dependent kinase 4, CDKN2A. The GRIM-19/CDKN2A synergistically suppressed cell cycle progression via inhibiting E2F1-driven gene expression. The N terminus of GRIM-19 and the fourth ankyrin repeat of CDKN2A are crucial for their interaction. The biological relevance of these interactions is underscored by observations that GRIM-19 promotes the inhibitory effect of CDKN2A on CDK4; and mutations from primary tumors disrupt its ability to interact with GRIM-19 and suppress E2F1-driven gene expression.

Gene associated with Retinoid-IFN-induced Mortality-19 (GRIM-19)\textsuperscript{5} was originally identified as a critical pro-apoptotic gene product in IFN-\textbeta/RA-induced cell death pathway (1). Ever since its identification, a number of reports have established its tumor suppressor-like characters (2–5). Like many typical tumor suppressors, GRIM-19 is also inactivated by oncogenic proteins (2, 6, 7). For example, the pro-apoptotic function of GRIM-19 is inhibited by different viruses (4, 8, 9), GRIM-19 suppresses STAT3-dependent transcription and oncogenic transformation (5, 10). Mutations in GRIM19 in some thyroid carcinomas (11) and a loss of its expression were reported in renal cell (2) and cervical (12) carcinomas. To further define the mechanisms of the anti-tumor actions of GRIM-19, we performed a proteomic analysis for GRIM-19-interactome proteins and identified CDKN2A (p16, INK4a), a member of the Inhibitor of CDK4 (INK4) family.

The INK4 family includes 4 proteins viz., p15, p16, p18 and p19 (13), which interact with cyclin D-CDK4/6 complex to suppress the phosphorylation of the retinoblastoma (RB) protein (14). RB binds to transcription factor E2F1 and suppresses G1/S-associated gene expression (15). Phosphorylation of RB by CDK4 releases E2F1 from the RB/E2F1 complex, which initiates transcription of proliferation-associated genes, e.g. CCNB, DHFR, JUNB, and T2K (16, 17). Here we show that the association of GRIM-19 with CDKN2A (p16), synergistically inhibited cell cycle progression by suppressing E2F-dependent gene expression. We also identified the critical domains of both proteins implicated in this interaction. More importantly, we show that some clinically observed mutations in both proteins disrupt these interactions. This study, for the first time, not only demonstrates the growth-suppressive function of GRIM-19 but also its connections to other tumor-suppressor networks involved in cell cycle control.

MATERIALS AND METHODS

Gene Expression Analyses—Wild-type and mutant GRIM19 (39) (supplemental Table S1A) were expressed as Myc-tagged proteins using pIRES-Puro2 vector (Clontech). The cDNAs for murine Cdkn2a (p16), Cdkn2c (p18), Cdkn2d (p19) (provided by Drs. M. Roussel and C. Sherr), and human CDKN2A (Open Biosystems) were expressed as N-terminally FLAG-tagged proteins using pIRES-Puro2 vector (supplemental Table S1B). Cyclin D1 cloned in pRc/CMV-Neo expression vector was a gift from Dr. Richard Pestell, Thomas Jefferson University. CDKN2A mutants were generated using specific primers (supplemental Table S1C) and expressed using pLVX-Puro vector (Clontech). Lentiviral shRNA vectors for GRIM19 and STAT3 have been described (25). Antibodies specific for RB, phospho-Ser795 RB, Myc tag, and CDK4 (Cell Signaling), p16 mAb, and polyclonal antibodies against CDK4 (Chemicon), p16, and cyclin D1 (Santa Cruz Biotechnology), FLAG tag (Sigma-Aldrich), FITC-conjugated anti-mouse IgG (KPL, Inc), Texas red-conjugated anti-rabbit IgG (Vector Labs), and control rabbit (NR) IgG (Sigma), RA (Sigma), and hIFN-\beta (Biogen, Inc) were used in these studies. Real-time PCR with gene-specific primers (supplemental Table S2) was performed as in our earlier publications (2). A double-thymidine block and release was used to synchronize cells at G1/S boundary (42). Cell cycle distribution was determined using FACS. For cells, lysates were prepared at 0, 1, 2, and 4 h after release and Western blot, and IP analyses were performed as per our earlier publications (26, 40).
Infecting with lentiviruses coding for gene of interest and p16, p18, and p19 proteins were expressed individually in HeLa cells. These proteins were also capable of interacting with GRIM-19. The matches to peptides from INK4 proteins (supplemental data). Mass values of four peptides from this mixture were determined and used as a negative control. The peptide fingerprints present, in situ, were used for querying the MASCOT fingerprint database to predict the matches.

Establishment of Stable Cell Lines—Stable GRIM-19-expressing cells (25) were generated after selecting with G418 (500 μg/ml). Other stable cell lines were established after infecting with lentiviruses coding for gene of interest and selecting with puromycin (2 μg/ml) for 2 days. Endogenous GRIM-19 and STAT3 were knocked down using lentiviral vectors (25) coding for specific shRNAs and selected with puromycin. Because STAT3 is also a GRIM-19-binding protein, we next determined if the former was required for GRIM-19-p16 interactions to occur. Therefore, we first knocked down endogenous STAT3 in HeLa cells using STAT3-specific shRNAs. A non-silencing shRNA (scrambled) was used as a control. IP analysis showed that depletion of STAT3 did not appreciably affect p16-GRIM-19 interactions (Fig. 1C). Immunofluorescence studies colocalized both proteins in situ. GRIM-19 was distributed in the cytoplasm as punctate structures, with some nuclear presence, and p16 was homogenously distributed in both nucleus and cytoplasm. Importantly, both proteins co-localized in the cell (supplemental Fig. S2).

Identification of Critical Regions Required for an Interaction between GRIM-19 and p16—Next, we determined the domains in GRIM-19 and p16 required for their interactions. Different deletion and point mutants of GRIM-19 were generated based on a structure prediction using the BLOCKS program and published sources on p16 structure (18). Two point mutations (K5N and R115P) (Fig. 2A) were recently identified in Hürthle cell thyroid carcinomas (11). The motifs (ABD: HLH: Helix-loop-Helix; TPD: tyrosine phosphorylation like domain and SH3: SH3-like domain) of GRIM-19 are distributed along the length of GRIM-19 protein (Fig. 2A). These deletions and several point mutations along with GRIM-19 NΔ17, which lacked the first 17 amino acids at N terminus, was also used for defining the critical motifs of GRIM-19 required these interactions. IP analyses showed that only GRIM-19 NΔ17, but not the other deletions, failed to interact with p16 (Fig. 2B–D). To further define the critical residues within the N terminus of GRIM-19, we generated four additional point mutants (Q8A, D9A, M10A, and P11A) (see Fig. 2A) and tested their ability to interact with p16. The D9A cells along with Myc-tagged GRIM-19 or an empty vector. Twenty-four hours later, cell lysates were immunoprecipitated with a Myc-tag specific monoclonal antibody. The IP products were subjected to Western blot analysis with FLAG tag-specific antibody. Only p16, but not p18 and p19, bound to GRIM-19 (Fig. 1A). This interaction was further confirmed by performing a converse IP with p16 (neutral tag-specific antibody followed by Western blot analysis with Myc tag-specific antibody. To study the interactions between endogenous proteins and the effects of IN/RA on them, lysates from naïve and IN/RA-treated HeLa cells were subjected to IP with p16-specific polyclonal antibody followed by a Western blot analysis with a GRIM-19-specific monoclonal antibody (Fig. 1B). IP reactions with the p16-specific IgG, but not the control IgG, contained endogenous GRIM-19. IFN/RA further enhanced these interactions. Such IFN/RA-induced interaction could be due to an increase in endogenous GRIM-19 levels, although one cannot rule out a role for post-translational modifications of one or both of the proteins. Because STAT3 is also a GRIM-19-binding protein, we next determined if the former was required for GRIM-19-p16 interactions to occur. Therefore, we first knocked down endogenous STAT3 in HeLa cells using STAT3-specific shRNAs. A non-silencing shRNA (scrambled) was used as a control. IP analysis showed that depletion of STAT3 did not appreciably affect p16-GRIM-19 interactions (Fig. 1C). Immunofluorescence studies colocalized both proteins in situ. GRIM-19 was distributed in the cytoplasm as punctate structures, with some nuclear presence, and p16 was homogenously distributed in both nucleus and cytoplasm. Importantly, both proteins co-localized in the cell (supplemental Fig. S2).

Identification of Critical Regions Required for an Interaction between GRIM-19 and p16—Next, we determined the domains in GRIM-19 and p16 required for their interactions. Different deletion and point mutants of GRIM-19 were generated based on a structure prediction using the BLOCKS program and published sources on p16 structure (18). Two point mutations (K5N and R115P) (Fig. 2A) were recently identified in Hürthle cell thyroid carcinomas (11). The motifs (ABD: HLH: Helix-loop-Helix; TPD: tyrosine phosphorylation like domain and SH3: SH3-like domain) of GRIM-19 are distributed along the length of GRIM-19 protein (Fig. 2A). These deletions and several point mutations along with GRIM-19 NΔ17, which lacked the first 17 amino acids at N terminus, was also used for defining the critical motifs of GRIM-19 required these interactions. IP analyses showed that only GRIM-19 NΔ17, but not the other deletions, failed to interact with p16 (Fig. 2B–D). To further define the critical residues within the N terminus of GRIM-19, we generated four additional point mutants (Q8A, D9A, M10A, and P11A) (see Fig. 2A) and tested their ability to interact with p16. The D9A
mutant significantly lost its ability to bind p16 (Fig. 2D). This difference in the interaction was not due to differential expression of the mutants. The p16 protein contains four ankyrin repeats, which are likely to mediate protein-protein interactions (Fig. 2E). Three of them form pairs of helix-loop-helix structures with the remaining one forming only single helix. Mutants with deletions in each of the ankyrin repeats and the C-terminal 21 amino acids of p16 were created (Fig. 2E); and tested for their ability to associate with GRIM-19. These experiments revealed that the fourth ankyrin repeat of p16 is critical for its binding to GRIM-19 (Fig. 2F). All mutants exhibited very similar cytoplasmic and nuclear distribution as wild-type proteins (supplemental Fig. S3). Importantly, p16/H9004AR4 and GRIM-19 N/H900417, which showed loss of interaction, were localized in cytoplasm and nucleus homogenously like their corresponding wild-type counterparts (supplemental Fig. S4).

GRIM-19 and p16 Synergistically Cause G1 Arrest—Transcription factor E2F1 plays major roles during cell cycle; via a transcriptional induction of genes involved in cell cycle progression (19). To investigate the impact of p16, GRIM-19 and their combinations on E2F-dependent gene expression, we established stable MCF-7 cell lines expressing p16, GRIM-19 and p16/GRIM-19 and compared it to empty vector-transfected cells. First, we ensured an equivalent expression of exogenous p16 and GRIM-19 in these stable cells, using Western blots (Fig. 3A) and real-time PCR analysis with primers that can detect transgene-derived transcripts (supplemental Fig. S5). As shown in Table 1, p16 suppressed the expression of E2F1-regulated S-phase-specific genes: TK1, DHFR, and MYBB. Surprisingly, GRIM-19 also suppressed the expression of E2F1-responsive genes (Table 1). More importantly, co-expression of p16/GRIM-19 synergistically inhibited the expression of E2F1-responsive genes (Table 1).

Because E2F1 activity is dependent on cyclin D/CDK4-dependent inactivation of RB via serine phosphorylation (17), we next assessed the phosphorylation on RB at serine 795 in these stable cells using Western blot analysis with a specific antibody. Both GRIM-19 and p16 decreased serine 795 phosphorylation on RB. However, co-expression of these two proteins led to a stronger suppression of RB phosphorylation compared with p16 or GRIM-19 alone (Fig. 3B). The difference in serine phosphorylation was not due to different levels of total RB in these lanes (Fig. 3B). To ensure that differential Ser795 phosphorylation of RB was not due to different CDK4 levels in these cell lines, we performed a WB analysis. The levels of CDK4 were also comparable across the cell lines (Fig. 3B). To study the
relevance of this interaction on cell cycle progression, we used double-thymidine block to synchronize cells at G1 stage and examined the timing of their transition to S phase, after releasing the blockade, using FACS. Majority of cells (60–65%) synchronized at G1 after double-thymidine block (supplemental Fig. S6). Four hours after release, 26% of control cells exited G1 and entered S phase, while 22 and 17% of cells exited G1 in p16 and GRIM-19-expressing cell lines, respectively. In contrast, only 8% of GRIM-19/p16-expressing cells exited G1 (supplemental Fig. S6).

Because GRIM-19 is a critical component in IFN/RA-induced growth-suppressive pathway (1, 20), we next investigated the physiological relevance of these interactions by examining the effect of IFN/RA on E2F1-responsive gene expression.

TABLE 1
Quantitative representation of E2F1-responsive transcript levels in MCF-7 cells expressing either GRIM-19 and/or p16

| Gene analyzed | Cell line pairs | EV p16 | GRIM-19 p16/GRIM-19 |
|--------------|-----------------|--------|--------------------|
|              |                 | %      | %                  |
| MCM4         | 100             | 96.3 ± 5.0 | 58.3 ± 0.9 | 24.9 ± 0.6 |
| MybB         | 100             | 88.0 ± 11.4 | 74.1 ± 2.7 | 35.3 ± 4.4 |
| DHFR         | 100             | 67.0 ± 3.9 | 65.9 ± 8.0 | 13.8 ± 6.4 |
| TK1          | 100             | 71.4 ± 8.0 | 50.7 ± 3.4 | 21.6 ± 2.6 |

Student’s t-test was used to access the statistical differences. GRIM-19 and/or p16/GRIM-19-expressing cells were compared to p16-expressing cells.
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As mentioned earlier, IFN/RA stimulation steadily increased the expression of GRIM-19 (p < 0.01), with a corresponding suppression of E2F1-responsive genes (p < 0.01) (Fig. 3C).

Depletion of GRIM-19 Enhances E2F1-driven Gene Expression—To further demonstrate the regulation of E2F1-responsive genes by GRIM-19 and p16, we knocked down endogenous GRIM-19 in MCF-7/p16 and MCF-7/vector cell line pairs using a GRIM19-specific shRNA delivered via lentiviral particles. A scrambled shRNA was used as a control in these experiments. GRIM-19-specific shRNA specifically decreased steady-state GRIM-19 levels while p16 was unaffected (Fig. 3D). Knockdown of GRIM-19 correlated with a significant increase in the expression of E2F1-responsive genes (Fig. 3E), even in the presence of exogenous p16.

Mutant p16 and GRIM-19 Proteins Fail to Synergize and Exert Their Negative Effects on Gene Expression—As described earlier, p16 ΔAR4 mutant did not bind to GRIM-19 and GRIM-19 mutants (D9A and N17) failed to bind with wild-type p16 (see Fig. 2). To determine if they retained their synergistic inhibitory effects on E2F1-dependent gene expression, we infected GRIM-19-expressing cells with lentiviral particles coding for p16 ΔAR4. Similarly, p16-expressing cells were infected with lentiviral particles coding for GRIM-19 D9A and N17. Total RNA from these cell lines was used for determining the levels of E2F1-regulated genes. Although all mutants inhibited E2F1-responsive gene expression, compared with vector control (Fig. 4B), p16 ΔAR4 failed to further suppress E2F1-responsive genes synergistically (p < 0.01) in association with GRIM-19 (Fig. 4A). Similarly, both GRIM-19 mutants did not support a synergistic inhibition of E2F1-responsive gene expression in association with p16, like wild-type GRIM-19 (Fig. 4B). These data suggested that the association of GRIM-19 with p16 to be critical for the synergistic inhibitory effect of E2F1-responsive genes. The biological importance of these observations was correlated with an inability of these mutants to collaborate with the wild-type proteins in suppressing tumor growth in vivo (Table 2). For example, the ΔAR4 mutant in association with GRIM-19 was unable to suppress tumor growth like wild-type p16. Sim-

TABLE 2

Effect of GRIM-19/16 combinations on tumor growth

Athymic nude mice were subcutaneously transplanted with MCF-7 cells (which lack endogenous p16) expressing the indicated gene products as in our earlier studies (45). Tumor growth was measured, and mean tumor volumes (n = 8 mice/group) at the end of the 11th week, the terminal point in this experiment, are shown. p values were determined using the Student’s t-test.

| Tumor          | Mean tumor volume (mm³ ± S.D.) | p value  |
|----------------|-------------------------------|----------|
| EV             | 386 ± 45                      | NDa      |
| p16            | 287 ± 31                      | <0.005 vs vector |
| GRIM-19        | 264 ± 28                      | <0.003 vs vector |
| p16/GRIM-19    | 86 ± 19                       | <0.0001 vs vector |
| GRIM-19 N17    | 347 ± 67                      | NS b     |
| GRIM-19 N17/p16| 276 ± 26                     | <0.003 vs vector |
| p16 ΔAR4       | 342 ± 38                      | NS b     |
| p16 ΔAR4/GRIM-19 | 246 ± 23                  | <0.001 vs vector |

a ND, not determined.
b NS, not significant.
Similarly, the GRIM-19 NΔ17 mutant also failed to suppress growth along with wild-type p16.

Binding of p16 to CDK4 Is Enhanced in the Presence of GRIM-19—As said earlier, p16 inhibits E2F1-responsive gene expression by preventing the association of cyclin D with CDK4 (14). As shown before (Figs. 1 and 2), neither GRIM-19 nor p16 affected the expression of other. To define the mechanism of synergistic inhibitory effect on E2F1 by GRIM-19 and p16, we examined whether GRIM-19 plays any role in promoting the association of p16 with CDK4. HeLa cells were synchronized at G1 with a double thymidine block and lysates were prepared at different time points after release. The lysates were immunoprecipitated with a CDK4-specific antibody followed by a Western blot analysis of the IP products with the indicated antibodies. In the presence of GRIM-19, more p16 associated with CDK4 compared with corresponding empty vector control (Fig. 4C). Consistent with these observations, less cyclin D1 associated with CDK4. We next examined if similar sustenance of p16-CDK4 interactions occurred upon IFN/RA treatment. HeLa cells were stimulated with IFN/RA and the lysates were immunoprecipitated with a control or CDK4-specific IgG. The products were subjected to a Western blot analysis with the indicated antibodies. IP reactions were conducted in radioimmune precipitation assay buffer with 50 mM NaCl. The left and right halves of the figure show Western blots of input (1/5th of the amount used for IP) and immunoprecipitated samples, respectively.

Overexpression of Cyclin D1 Disrupts CDK4 Interactions with p16/GRIM-19—Because GRIM-19 could suppress the levels of endogenous cyclin D1, we next tested whether overexpression of cyclin D1 could disrupt the complex formed between CDK4, p16 and GRIM-19. Therefore, we co-transfected increasing amounts of a cyclin D1 expression vector with a fixed amount of GRIM-19-vector. After ensuring the expression of p16, GRIM-19, cyclin D1, CDK4 (Fig. 5 left half), the lysates were subjected to IP analysis (Fig. 5, right half). As expected cyclin D levels were lowered when GRIM-19 was expressed in the cells. Cyclin D1 levels rose progressively, consistent with the input plasmid amount (left half). Upon overexpression, we were able to see a complex that contained CDK4, p16, and GRIM-19 (right half). In the presence of overexpressed cyclinD1, there was a complete loss of this complex, with the prevalence of cyclin D1/CDK4 complexes. Thus, exogenous cyclin D1 can overcome the inhibitory complex formed by GRIM-19/p16 with CDK4.

Tumor-derived Mutations in the 4th Ankyrin-like Repeat of Human p16 Affect Interactions with GRIM-19 and E2F1-driven Responses—Because loss of p16 activity has been reported in many tumors (13), we wanted to know whether such mutations affect p16 function in the context of GRIM-19. Because the 4th ankyrin repeat of p16 is essential for this interaction to occur, we specifically generated point mutations in AR4 of human p16. Mutants analyzed are indicated by single-letter code and their residue number is indicated below. Expression levels and IP analysis of mutant p16 with endogenous GRIM-19 in MCF-7 cells. Mutants G139D and A147G show significant loss of interaction compared with wild-type p16. C, relative mRNA abundance in the indicated MCF-7 cells lines measured by real-time PCR. Mutant p16 proteins have significantly (p < 0.05) lost their ability to suppress E2F1-responsive transcript levels, compared with wild-type p16.
with a GRIM-19-specific antibody and the products were subjected to Western blot analysis with FLAG tag-specific antibody. All mutants, unlike wild-type p16, failed to interact with GRIM-19 (Fig. 6B). We then measured the levels of E2F1-responsive transcripts using real-time PCR. Significantly, higher levels of these RNAs (p < 0.05) were noted in the presence of p16 mutant proteins compared with wild-type p16 (Fig. 6C). There was a differential inhibitory effect among the mutants, the basis for which is unclear at this stage.

DISCUSSION

Tumor suppressors regulate multiple pathways to restrain malignant growth. For example, p53 can elicit different cellular responses, such as cell cycle arrest, apoptosis, DNA repair, and inhibition of angiogenesis (23, 24). Previous studies from our group identified a novel growth-suppressive gene product GRIM-19 (1). We and others, (3, 5) using yeast 2-hybrid screens, identified STAT3 as one of its intracellular target. GRIM-19 physically interacts with the transactivation domain of STAT3 and repressed the expression of STAT3-regulated genes, many of which have been implicated in growth promotion. Indeed, GRIM-19 suppressed the oncogenic transformation caused by v-Src (a known activator of STAT3) (25) and a constitutively active STAT3 (10). GRIM-19 also interacts with a mitochondrial serine protease HtrA2/Omi to promote the degradation of the caspase-inhibitor, XIAP (26). We have shown that the vIRF1 oncoprotein of KSHV inhibits these interactions to promote cell survival (4).

Apart from these, GRIM-19 was shown to be a constituent of mitochondrial complex-I of the electron transport chain (27, 28). Human cytomegalovirus was shown to produce a non-coding RNA that binds to complex-I to prevent the release of GRIM-19 form the complex and activation of apoptosis (9). GRIM-19 has been shown to associate with the NOD2 component of the intracellular inflammatory mediator and promote NF-κB activation in response to certain bacterial infections (29). Moderate expression of GRIM-19, although tolerated by several tumor cells lines, significantly inhibited cell growth. Based on these observations and the widespread intracellular distribution of GRIM-19, we hypothesized that there will be several yet undefined cellular partners for it. In this report, we identified a novel interaction between GRIM-19 and p16 (another tumor suppressor), which causes synergetic inhibition of G1-S phase transition and the expression of E2F1-responsive genes (30).

Surprisingly, GRIM-19 alone inhibited G1-S progression in MCF-7 cells, and this effect of GRIM-19 seemed to occur independently of p16 because MCF-7 cells lack endogenous p16 due to a homozygous deletion of the CDKN2A locus (31), thus, exposing an additional pathway that operates independently of p16. Previous reports have shown that IFNs suppress E2F activity and growth-promoting gene expression (32, 33). Some studies have shown that in Burkitt’s lymphoma cells, IFN can induce expression level of RB (32), which can inhibit the transcriptional activity of E2F, although the upstream mechanisms were not clear. Similarly, one study reported a poorly defined inactivation of E2F1 by retinoic acid in some bronchial epithelial cells (34). Our observations that GRIM-19 can be induced by IFN-β alone (1), and is highly induced in association with RA suggest that such potentially negative effect(s) on E2F1 activation is controlled by GRIM-19 and/or in association with p16. Consistent with this suggestion, we observed an elevation of E2F-dependent gene expression following the knockdown of GRIM-19. Indeed, these results are consistent with our earlier studies that antisense-mediated knockdown of GRIM-19 confers a growth advantage in the presence of IFN/RA (1) and growth of tumor xenograft in vivo (2). Furthermore, direct administration of GRIM-19 expression plasmids into tumors growing in vivo also suppressed growth (35). Thus, inactivation of E2F1 activity may play a role in the growth-suppressive effects of GRIM-19. Apart from these mechanisms, another IFN-induced murine protein, p202 has also been shown to inhibit E2F1-dependent gene expression by preventing its DNA binding activity (36).

How does GRIM-19 behave as a novel E2F inhibitor? It is possible that GRIM-19 initiates an undefined pathway to suppress the expression level of E2F. Our unpublished studies showed depletion of GRIM-19 led to an elevation of RNA level of E2F1. Indeed, the E2F1 and its dimerizing partner DP1 genes are downstream targets of STAT3 (37), which is inhibited by GRIM-19. More importantly, GRIM-19 also suppressed STAT3-induced expression of cyclin D1 (10, 38). Cyclin D is a major activator of CDK4 and promoter of cell cycle progression (30). Together with our recent demonstration that GRIM-19 also suppress v-Src-induced cell motility and metastasis through cytoskeletal restructuring (39), independently of STAT3, the current report not only expands the spectrum of GRIM-19 actions but also firmly establishes its credentials as a new tumor suppressor. These data are further supported by a loss of its expression in primary tumors (2, 12, 35).

Tumor suppressor p16 is frequently either mutated or its expression is epigenetically suppressed in a number of tumors (13). Several studies have shown that mutations or deletions in the second and third ankyrin repeats of p16 abolish its anti-CDK4 activity (13). It was unclear, thus far, how genetic alterations, such as deletions, insertions or point mutations, in the fourth ankyrin repeat identified in various types of tumors inactivate p16 (13). We showed that deletion of the fourth ankyrin repeat (p16 ΔAR4) ablates the interaction of p16 with GRIM-19 and inactivated its ability to synergistically suppress E2F-responsive gene expression (Figs. 2 and 3) and tumor growth. Mechanistically, more p16 associated with CDK4 in the presence of GRIM-19, thus, blocking the phosphorylation of RB. The second and third ankyrin repeats of p16 are essential for the interaction with CDK4 while the fourth ankyrin is critical for association with GRIM-19. The physiologic importance of this region was revealed by the inability of clinically observed p16 mutants to interact with GRIM-19 (Fig. 6). One possible reason for such a loss of interaction is the poor ability of mutant p16 proteins to fold properly (40). It is possible the three proteins (CDK4, GRIM-19 and p16) form a complex that can prevent the association of CDK4 with activator cyclin D. We were not successful in showing the formation of this complex with endogenous proteins. However, upon overexpression of GRIM-19 and a high quantity of proteins for IP, we were able to observe GRIM-19 and p16 in complex with CDK4, which was displaced by an excess of cyclin D1 (Fig. 5). It is likely that such a complex becomes unstable during preparation of cellular
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extracts; or p16 dynamically switches between various complexes, given reports that INK4 proteins also participate in nonclassical responses (41). However, we have shown that p16 was able to associate more stably with CDK4 in the presence of GRIM-19 (Fig. 4). Thus, these studies show a novel mechanism by which GRIM-19 blocks cell cycle progression; and potential collaboration between two disparate tumor suppressors.
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