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INTRODUCTION

Life is the most intricate and complex phenomenon known to science. Over billions of years, diversity and complexity of the biological world have been increasing. Many attempts have been made to understand the evolution of organisms and the gradual increase of biological complexity both at the experimental and theoretical levels. The theory of evolution by natural selection predicts that organisms will change to improve their ability to survive and reproduce in a given environment. However, this gradual change does not have to come with increased complexity. In a groundbreaking work, Maynard Smith and Szathmáry (1995, 1999) argued that the majority of the increase in complexity is not gradual, but it is associated with a few so-called major transitions along the way of the evolution of life. For each major transition, they identified specific mechanisms that could account for the change in complexity related to information transmission across generations. In this work, I propose that the sudden and unexpected improvement in the functionality of an organism that followed a major transition was enabled by a phase transition in the network structure associated with that function. The increase in complexity following a major transition is therefore directly linked to the emergence of a novel structure–function relation which altered the course of evolution. As a consequence, emergent phenomena arising from these network phase transitions can serve as a common organizing principle for understanding the major transitions. As specific examples, I analyze the emergence of life, the emergence of the genetic apparatus, the rise of the eukaryotic cells, the evolution of movement and mechanosensitivity, and the emergence of consciousness. Finally, I discuss the implications of network associated phase transitions to issues that bear relevance to the history, the immediate present and perhaps the future, of life.
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as a network. Examples include biochemical reaction networks (Klipp et al., 2004), the protein–protein interaction network (YooK et al., 2004), the cytoskeletal network (Pelletier et al., 2003; Silveira et al., 2009), or the neural network (Srahna et al., 2006). Various phenomena can then be associated with a given network such as information processing as electrical impulses flow through the neural network of the brain (Horwitz and Braun, 2004). As the interconnectedness of a network increases, the network can undergo a phase transition in its connectivity which in turn can lead to emergent phenomena allowing new functional features of the network (Stauffer and Aharony, 1992). If the structural basis of the major transitions of life is similar to a network phase transition, then it is easy to see that network effects are enabling in that they allow the emergence of new levels of biological complexity both in structure and function.

In this perspective, I will argue that biological complexity as we see it today cannot have evolved without networks. Specifically, I will examine several major transitions of life from the perspective of general network phenomena. I need to point out that some aspects of what I will present here have been said before. My purpose is not only to produce novel discoveries; rather, it is inclusiveness in an attempt to organize and possibly generalize thoughts from previous facts and knowledge as well as gain new insight into aspects of how the current level of biological complexity may have arisen. Before discussing the implications of network behavior for several of the major transitions, it is useful to first briefly describe networks, their relationship to complex systems and emergent network phenomena associated with phase transitions.

COMPLEXITY AND NETWORK PHENOMENA

What is complexity and how to measure it? These questions have been addressed from various aspects (Adami, 2002) and many measures of complexity have been proposed such as algorithmic or Kolmogorov, statistical (Crutchfield and Young, 1989), physical (Huberman and Hogg, 1986), or thermodynamic (Lloyd and Pagels, 1988) complexity. Biological systems certainly qualify as complex. Perhaps the most important aspect of their complexity is that they operate under non-equilibrium conditions and exhibit emergent properties that manifest in correlated spatial structure and temporal behavior (Suki et al., 2011). Without relying on any formal definition of complexity, the increase in complexity following a major transition will be taken to be the emergence of a novel structure–function relation for the organism that fundamentally alters the course of subsequent evolution.

To understand what is meant by emergence, we note that complex systems usually include many interacting units such as our economic system, the mammalian brain, a single cell, or the cytoskeletal protein network. The topological connectivity and the associated interactions among the units of a given system form a network. Interesting phenomena in a network are those that give rise to emergent behavior not seen at the level of the single unit and this is called a network phenomenon (Barabasi and Albert, 1999; Strogatz, 2001). The emergent behavior arises due to the interactions among the units which take place through the topological connectivity of the network. For example, the set of neurons arranged in a network constitutes the brain. Electrical impulses propagating through this network give rise to unexpected behavior; we call it thinking. However, the fact that neurons function in a network does not guarantee emergent behavior. Indeed, many species have brains with similar biophysical properties but coherent thinking as we know it has emerged only in one species and is considered a major transition. Since emergence cannot happen without interactions among the units, interconnectivity of the units has received substantial attention.

Interconnectivity, the way units are linked, allows the flow of agents including material, information or energy. The specific topology of how the units in a system are coupled defines the type of network (Albert and Barabási, 2002). In a random network the links among nodes are added randomly (Erdős and Rényi, 1960). In a scale-free network, there are a few highly connected hubs and many nodes with a small number of links and the distribution of links follows a power law (Barabási and Albert, 1999). Networks can also be clustered yet have small characteristic path lengths due to a few links that connect the different clusters and these are called small-world networks (Watts and Strogatz, 1998). Examples include the World Wide Web, the food chain, cell–cell communications, metabolic networks, elastic networks, and many more. One particular approach that studies network connectivity is percolation (Stauffer and Aharony, 1992). The beauty of percolation theory is that it can model various phenomena in terms of simple geometric considerations. In biology, percolation has been invoked for a better understanding of network behavior including intracellular mitochondrial signaling (Aon et al., 2004), percolation through the cytoskeleton (Forgacs, 1995; Silveira et al., 2009), or capillary formation (Coniglio et al., 2004).

As a brief introduction to percolation, consider a simple square lattice (Figure 1). Each bond (or site) in the lattice is occupied with probability $p$. A cluster of bonds is defined as the set of neighboring occupied bonds. For simplicity, we only consider site percolation here because site percolation is similar in many respects. When $p = 0$, all bonds are empty. For small $p$, there is a sparse population of bonds resulting in only small clusters (top left). As $p$ increases, the mean size of the clusters grows (top right, bottom left) and when $p = 1$, all bonds are occupied. Hence, as $p$ increases from 0 to 1, there appears a specific value of $p$ at which a large cluster, the incipient percolation cluster, emerges providing full connectivity of the network from one side to the other for the first time. The shortest contiguous path on the percolating cluster is traced with red (bottom left). If the size of the lattice approaches infinity, the transition from an unconnected to a connected lattice occurs sharply when $p$ crosses a critical threshold called the percolation threshold, $p_c$ (Stauffer and Aharony, 1992). Whatever property a bond represents, this property percolates through the network and the emergence of the percolating cluster represents a phase transition.

Let us now consider the probability $P$ that a bond belongs to the percolating cluster. It is easy to see that $P$ itself also undergoes a phase transition, since $P = 0$ for $p < p_c$ (no connectivity across the lattice), while $P$ increases continuously for $p > p_c$, eventually approaching 1. Close to the transition, just above $p_c$, $P$ follows a power law, $P \sim (p_c - p)^\beta$, a key ingredient of complex biological systems (Suki, 2002; Buldyrev, 2009). This transition is known as the percolation transition and it conveniently models,
for example, fluid flow through a porous medium in which bonds present/absent in the lattice represent open/blocked channels. While the numerical value of \( p_c \) depends on the type of lattice, the critical exponents such as \( \beta \) are independent of the microscopic details of the lattice and only depend on the dimension of the space (Stauffer and Aharony, 1992). The percolation transition is similar to other continuous phase transitions with \( P \) playing the role of the order parameter and \( \beta \) the critical exponent of the order parameter. As conceptually shown in Figure 2, the essence of a network associated phase transition is that it separates two regimes of network functionality and the transition between these two states occurs sharply at a critical organization of the network which, for the case of a simple percolation, happens when \( p = p_c \). At the critical point, phase transitions also generate fractals which are self-similar structures between the fully ordered and random configurations and exhibit long-range spatial correlations. The percolation cluster at \( p = p_c \) is thus a fractal with a fractal dimension that is only a function of the dimension of the space and the critical exponents (Stauffer and Aharony, 1992). Since fractals are widespread in nature (Mandelbrot, 1983; Buldyrev, 2009), percolation has become a central tool in the understanding of complex structures and processes.

Percolation can be applied to a wide variety of phenomena. Examples include the estimation of the amount of oil in oil fields from limited drilling (Stauffer and Aharony, 1992) or understanding gelation in bronchial mucus (McCullagh et al., 1995). Modeling the spreading of infectious diseases (Meyers et al., 2006) can be thought of as a model of the survival of the fittest in Darwinian evolution where a small advantage brought about by a random mutation results in spreading or percolating through the population. Indeed, a percolation model that incorporates species–species interactions and ancestral relationships has been successful in explaining the distributions of extinction events and the distribution of species and lifetimes, all of which display power-law type distributions (Klimek et al., 2009). Another important application is the error and attack tolerance of networks whereby the robustness of a network structure is tested against gradual removal nodes (Albert et al., 2000) which has implications for the evolution of biological networks discussed later. Percolation can also be used to explain dynamic phenomena occurring over a physiological structure within an individual including airway opening in the airway tree (Barabasi et al., 1996), capillary opening in the pulmonary vascular network (Wagner et al., 1999), the progression of symptoms in diseases such as pulmonary fibrosis and emphysema (Bates et al., 2007), or perhaps aiding tissue engineering (Suki et al., 2007).

Finally, I mention a few more general features of network behavior. An important application of network theory is related to the dynamics of mass or information transfer through networks (de Menezes and Barabasi, 2004). Directionality can also be associated with bonds which limits the transmission in one direction. These processes are called directed percolation and phase transitions on such networks belong to the non-equilibrium class which has also been applied to the emergence of life (Ferreira and Fontanari, 2002). Although non-equilibrium phase
transitions are likely the dominant type in biology, their theory is not as well worked out as that of equilibrium transitions. Another area relevant for biology is the dynamics of network connectivity. For example, the stress-induced dynamic elimination or addition of network links can lead to phase transitions in the cell (Szlai et al., 2007) and similar approaches exhibit a rich variety of topological phase transitions (Palla et al., 2004). Often a major change in structure or function is associated with the transition from a poorly connected to a well-connected network or vice versa. Such cyclic phase transitions in connectivity underlie many complex emergent properties of adaptive biological systems (Paperin et al., 2011). Increase in species diversity often occurred in a relatively short time during evolution such as theCambrian explosion. Such explosive diversifications may be a sign of a phase transition. Indeed, in a network with a fixed interaction density, there is a phase transition from a relatively unpopulated regime of “products” (e.g., species) to a highly populated and diverse regime of products (Hanel et al., 2005). Additionally, various networks often communicate with and depend on each other. The dynamics and failure of interdependent networks is different from those of single isolated networks (Bulyrev et al., 2010) and hence the concept of network of networks will surely find applications in biology.

THE MAJOR TRANSITIONS
In this section, I will discuss several of the major transitions of life. However, I will not discuss sex, vision, language, and human culture although population dynamics and network phenomena have been associated with other transitions (Santos et al., 2003; Palla et al., 2007). Instead, I will briefly discuss the implications of the network perspective to the emergence of life, the genetic apparatus, the eukaryotic cell, movement and mechanosensitivity, and finally the brain.

THE EMERGENCE OF LIFE
The very first major transition in evolution is the emergence of life. The smallest unit of living matter is currently considered the cell which exhibits high levels of complexity including intricate structure, metabolism with multiple embedded biochemical feedback loops, and replication with high accuracy. Consequently, a useful definition of life cannot be simple; it should include all of the essential characteristics of living entities such that neglecting a single feature from the list would not allow long-term biological evolution. As science progresses, the list of the essential features included in the definition of life may change and often it becomes longer and more convoluted. As of today, there is no consensus regarding what such a list should contain (Tirard et al., 2010). In fact, it has been proposed that what is needed is not even a list of such features, but understanding how the characteristics we consider essential for life were acquired by objects we call organisms (Tirard et al., 2010).

It is difficult to deal with this transition if there is no generally accepted agreement for the definition of life, and even the usefulness of a definition is questionable. One way to possibly overcome this difficulty is to seek to define the structural basis that can enable certain behaviors that we associate with life. In this sense, it is still useful to examine the various definitions of life because they often include elements from complexity and non-linear dynamics (Weber, 2010). For example, Macklem and Seely (2010) recently proposed the following definition: “Life is a self-organizing, self-regulating, self-reproducing, interconnected, open thermodynamic network of component parts existing in a complex regime in the phase transition between order and chaos as a plant, animal, microbe or fungus.” Obviously, one can argue about the details and a possible minimal set of the list (Trifonov, 2011) or the elusiveness of a convergent theme (Tirard et al., 2010). However, the concept that a “network” of some elements is involved seems to be essential since the above as well as many other definitions also directly include the word “network” or hint at a network behavior.

If we accept the notion that the structural basis of life is a network, then the “emergence” of living matter maybe associated with the emergence of a suitable network structure that allows processes associated with life. There are two main processes that have been considered: metabolism and replication. The metabolism first concept was originally proposed by Oparin in 1927 (Oparin and Synge, 1957) when virtually nothing was known about the structure and composition of genes. The replication first idea was proposed by Eigen (Eigen et al., 1981) and once evidence was found that RNA segments are capable of functioning as enzymes, the RNA world hypothesis became popular (Cech, 1986). Currently, there is little evidence as to which happened first or perhaps they emerged together. While my personal view is that some rude form of autocatalytic metabolism must have existed before accurate replication arrived on the scene, it is still possible to examine the implications of network phenomena without having to decide whether metabolism preceded or followed replication.

The RNA world concept is very popular. In the latest book by Richard Dawkins, “The Greatest Show on Earth”, he states that without genetic material, there is no inheritance and hence no evolution is possible (Dawkins, 2009). Thus, since RNA can carry information as well as function as an enzyme, it is likely that RNA was the first step in the origin of life. However, any complex system has memory and if a sufficiently large and complex network that acts as a non-linear dynamics system splits into two nearly identical systems, it is conceivable that each daughter system will contain elements of the complexity reminiscent of the parent network. Once a network has information carrying capacity it is ready for natural selection if it has to share resources with other networks. Since not all new networks are conditioned best for a given environmental situation, those that do not function well will stop functioning and will not survive. Therefore, some inheritance, even if it’s crude, should be available in metabolic reaction networks. Furthermore, remarkably, proteins have been shown to be capable of replication (Lee et al., 1996). Kauffman (1986, 1995) showed that sufficiently rich polymer networks can undergo a phase transition and an autocatalytic network of reactions forms which in fact can evolve. The notion that an autocatalytic network is essential for turning a set of non-living but sufficiently rich soup of chemicals into something like a living metabolic network is attractive. The phase transition Kauffman talks about is a network related phase transition and it is in fact an emergent network phenomenon in the sense described above. It has been also suggested that once the primordial soup was sufficiently rich, some sort of a Krebs cycle could run in the reverse direction fueled
by the hydrothermal vents of the ocean floor to produce amino acids and eventually more complex proteins and catalysts (Lane, 2009).

An interesting analytical model of the origin of life was proposed by Dyson (1999). He assumed that first some sort of a cell or isolated fluid droplet existed and considered a set of monomers inside the droplet. The monomers can be absorbed to an internal surface and be in an active state that catalyzes reactions and build new polymers. Since each chemical reaction changes the population of molecular species, a given population can be considered as a parent giving rise to a daughter population following the reaction. When the average catalytic activity of a daughter population is equal to that of the parent population, the system is in a quasi-stationary state. He showed that with respect to the fraction of active monomers, this molecular system, under the assumptions made, had two stable stationary states, or fixed points, separated by an unstable fixed point. The first stable fixed point corresponds to a low level of stationary catalytic activity with disorder and is considered as a “dead” cell. The other stable fixed point corresponds to a high level of catalytic activity, which means the cell is in an ordered state since most molecules are “working together in a collaborative fashion to maintain the catalytic cycles that keep them active.” Dyson calls this ordered homeostatic state of the cell “alive.” The transition from the low level of activity to the high level of activity represents the origin of life in this model system. Figure 3 illustrates the concept schematically. It is interesting to note that once the transition occurs by traversing an energy barrier, the system settles down by going downhill in free energy and becomes stabilized against a reverse transition. This is very similar to what Maynard Smith and Szathmáry (1999) suggest to occur after each of the major transitions. Dyson also calculated that transition to life would occur with a minimum of eight monomer species which is just a bit less than half of the current number of amino acids used by modern cells. The total number of molecules per droplet needed to be in the range between 2000 and 20000. The components of the model are monomers and polymers that form a network of reactions and the network undergoes a transition from low random activity to collective network behavior forming essentially an autocatalytic closure similar to Kauffman’s idea. It is thus remarkable how similar the final conclusion of the two theories is despite the differences in the details. Indeed, Kauffman (1995) predicted that such an autocatalytic closure is bound to happen with high probability as the network of interactions approaches a percolation-like phase transition.

There are of course many newer approaches and models. For example, the protein interaction world assumes a dense network of protein–protein interactions before the RNA world (Andras and Andras, 2005). Dyson (1999) suggested that his model of the transition to life precedes evolution by natural selection. However, chemical reaction networks can store information and can evolve when encapsulated and provided with input matter (Ricard, 2010). In such networks, there can be selection and mutation but not accurate replication. Nevertheless, the conclusion from this overview is that whatever the original primordial soup was made of, eventually a transition must have occurred: from the set of random chemical reactions emerged an organized network of catalytic activity. In this organized network, there must have been a sufficiently rich activity of chemical reactions maintaining itself in the presence of steady energy supply. Thus, network phenomena under non-equilibrium conditions must have played a key role in the very first major transition, the origin of life, independent of the precise details of chemistry.

THE EMERGENCE OF THE GENETIC APPARATUS

In his model, Dyson (1999) specifically addresses the question of inheritance and error tolerance. He speculates that following the transition to life, the droplet would grow and eventually become unstable and split into two with a high probability that both daughter droplets would inherit sufficient material to remain alive. The reproduction is not accurate; the corresponding error rate in catalyzing polymers would be ~25%. However, it is exactly the high error rate that allows the model to make the first transition to become “alive” in reasonable time. Interestingly, the model does not transition to life with four monomer species such as the four modern nucleotides. Also, several recent works suggest that metabolism first in an encapsulated volume followed by the emergence of the genetic apparatus is a more likely scenario with more explanatory power than the so-called RNA world (Andras and Andras, 2005; Ricard, 2010). As the Dyson model suggests (Dyson, 1999), a crude inheritance in an autocatalytic polymer network can come from outside or arise by chance inside, the situation suddenly changes (right panel). In this hypothetical model, D now catalyzes the reaction of C turning into E which then breaks down to D and F. Therefore, an autocatalytic cycle emerges and the reaction network undergoes a phase transition (middle panel) from a state of low activity to a state of high activity which represents life.
Whether or not this is true, it is clear that the emergence of the RNA apparatus (Andras and Andras, 2005) is a memory of the RNA segments by RNA needed for replication remains limited to relatively short segments, this polymerization is highly accurate (Johnston et al., 2001). In an effort to link the inheritance via metabolic networks and the genetic apparatus, it has been proposed that the emergence of RNA is a memory of the inheritance in the protein interaction world whereas the appearance of DNA is a memory of the RNA apparatus (Andras and Andras, 2005). Whether or not this is true, it is clear that the emergence of the genetic material produced a system that was much more capable in terms of accurate replication and hence increased survival of the proto-cells than what could be achieved via the metabolic networks.

Numerical models also produce interesting results suggesting that once the more accurate replication emerges, there will be a competition between high error inheritance through protein interactions and the RNA-based accurate replication and if the effective replication rate reaches a critical threshold, there will be a phase transition and in the new phase, systems with the ability of replication outcompete those without replication (Nowak and Ohtsuki, 2008). Obviously, the discovery of the genetic code by evolution is likely a necessary step in order to move beyond the complexity of simple metabolic networks and develop more complex and specific enzymes leading to the emergence of the first prototype of modern cells. Once the inheritance system became more efficient than the metabolic network, it must have spread through the population of proto-cells competing within the same environment via a percolation process. Again, following this major transition, the population stabilizes and returning to the simpler metabolic inheritance is no longer available for the cells.

The reading and transcribing of DNA to RNA and eventually translating the code into proteins need a lot of specific catalysts operating in a new and sophisticated biochemical network. Viewed in this way, the biochemical protein network of enzymes associated with the genetic code is enabling the genetic code to operate efficiently and hence the development of the bacterial cells from the simpler metabolic networks. This is an example of interacting biochemical networks in such a way that neither remains viable without the other. From now on, RNA and DNA are needed for coding proteins, which is the software of the cell, whereas in order to run the software, a network of enzymes is necessary playing the symbolic role of hardware. This is somewhat similar to building an arch bridge which requires assembling a falsework, a structure supporting the bridge during construction. Once the bridge is built, the falsework is eliminated. For observers arriving on the scene after the construction is finished, the functioning bridge appears as a miracle because it cannot be built alone; it would collapse under its own weight during the construction process. Without actually trying to build an arch bridge, one can only speculate or use computer models to figure out how the construction could have happened.

### THE RISE OF THE EUKARYOTIC CELL

The transition from prokaryotes to eukaryotes has been suggested to be perhaps the most important major transition after the emergence of life because it took a long time, over a billion years and it appears to have happened only once (Lane, 2009). While bacteria have remained more or less the same ever since they first came to life, the emergence of eukaryotes opened up huge possibilities for complexity to increase both within the cell and among cells. The eukaryotic cell is a giant network of embedded loops of biochemical reactions. There are many cycles and signal transduction pathways that also communicate with each other so that they form a weakly linked super network of networks. There are several novel structural features of the eukaryotic cell compared to both bacteria and archaea including significant increases in cell volume and DNA size, the appearance of mitochondria or chloroplasts, the nucleus as well as the complex cytoskeletal network (Maynard Smith and Szathmáry, 1999). With the increase in size, the internal network structures were able to grow and become increasingly more complex. All these new structures facilitated new functions such as phagocytosis, sex, new ways of moving around and adhering to surfaces, etc. which in turn led to the development of multicellular organisms, specialized cells, organs, and eventually modern plants and animals including us.

The bacterial cell is almost empty compared to the eukaryotic cell. How did this enormous change in size, structure, and function come about in the eukaryotic cell? Maynard Smith and Szathmáry (1999) argue that the first step in the transition was that prokaryotes lost their rigid cell wall which enabled them to carry out phagocytosis and more efficient food digestion. This process could then allow these young eukaryotes to phagocytose bacteria which turned out to be a symbiotic advantage leading to the emergence of the mitochondria. On the other hand, Lane (2005) argues that it was the development of mitochondria that changed the entire energy budget of the cell allowing it to increase in size and complexity. A more recent theory proposes that eukaryogenesis and the development of sex must have occurred in a synergistic fashion in response to a metabolic crisis in the cell in order to cope with the repair of DNA damage induced by UV light and/or the accumulation of reactive oxygen species (Gross and Bhattacharya, 2010). Whatever the first trigger was, it is likely that the transition in fact was a series of smaller transitions as suggested by Maynard Smith and Szathmáry (1999). For example, in the Maynard Smith and Szathmáry scenario, the loss of the rigid cell wall in some bacteria was supposed to have happened by a digestion process in which enzymes produced by other bacteria eliminated the outer wall. Interestingly, the digestion and mechanical failure of a thin sheet of a network of proteins can be modeled as a percolation process (Black et al., 2008). Once the wall is partially or fully eliminated, there would be a strong selective pressure to develop a structural system that can stabilize the shape and integrity of these fragile and wall-less cells. Consequently, a novel and dynamic network, called the cytoskeleton, emerged. The cytoskeleton composed mainly of actin and microtubules is an interesting network in itself and its emergence is very likely a percolation process. Some early forms of actin and microtubules exist in bacteria (Frankel and Mooseker, 1996). Once the wall was lost, these proteins may have evolved into their modern form.
have been modified randomly first and some of these modifications allowed efficient polymerization of these proteins to form local structural networks. The stiffness of a network is 0 below the percolation threshold (Stauffer and Aharony, 1992). Thus, shape and structural integrity would be available only for those cells that could produce a percolating cytoskeletal network. Cells that were successful in this would then be able to survive and gradually take over the population of wall-less cells. The end result is a remarkable dynamic percolating network of elastic fibers (Figure 4).

The presence of such a network in the cell allows several novelties. For example, the polymerization state of microtubules, similar to the percolation probability, adds a negative feedback to control flux through some of the most basic metabolic pathways such as the Krebs cycle (Aon and Cortassa, 2002). The development of phagocytosis directly depends on the actin network (Yutin et al., 2009) and phagocytosis in turn might have allowed the development of the nucleus (Maynard Smith and Szathmáry, 1999). Another important function of the cytoskeletal network is to provide efficient intracellular transport of cargo including enzymes, signaling molecules or extracellular matrix molecules for general cell function and exocytosis, which invariably takes place along the microtubules (Hamm-Alvarez and Sheetz, 1998). Additionally, the cytoskeletal network allows the controlled maintenance and adaptation of cell shape and the emergence of mechanosensitivity (Ingber, 2006) that is separately discussed below. Many of these would in turn allow further novelties.

Clearly, without the dynamic structural network of the cytoskeleton, phagocytosis is not possible which in turn would make the emergence of mitochondria unlikely. Without mitochondria, the energy supply of the cell is limited and cell size and DNA complexity could not have increased. Thus, we see yet another example where the emergence of a new structural network allows the development and emergence of an array of novel functions. To conclude, the simpler reaction cycles and the lack of a dynamic cytoskeleton in bacteria do not lead to such increase in complexity as in the eukaryotic cell. Thus, the transition to eukaryotic cells is clearly associated with the emergence of structural networks working in unison with the embedded biochemical reaction networks which play a significant role in enabling new avenues toward increasing complexity and hence the evolution of higher levels of life form.

**MOVEMENT AND MECHANOSENSIVITY**

Movement is critically important in the evolution of higher levels of complexity. Indeed, movement has been considered as one of the major inventions of life (Lane, 2009). Cells can swim and crawl around and multicellular organisms can explore vast regions opening up new possibilities for species evolution and diversification forming large and intricate ecosystems. The sudden increase in the complexity of ecosystems – characterized by the number of species coexisting together in similar numbers – following the Permian extinction about 250 million years ago is likely due to the improved motility (Lane, 2009). The emergence of movement is also accompanied by a new kind of signaling that helps probe and map out the rigidity and texture of the external world. This signaling is called mechanotransduction by which an external mechanical perturbation is converted to electrical or biochemical signals within the cell. Mechanotransduction plays many roles in normal and pathological tissues from embryonic development to cardiac misfunction (Hoffman et al., 2011). Even though its evolutionary relation to movement is unclear, it is discussed here as part of the transition that involves mechanical forces.

The basic molecular mechanism behind movement is the generation of mechanical force by a motor protein, the myosin. A single myosin motor forms a cross-bridge between two neighboring actin filaments and in the presence of ATP, the energy currency of the cell, the myosin motor moves in discrete steps pulling the two filaments inward and generating a contractile force at the opposing ends of the filaments. The magnitude of the force coming from this single molecule force-generating unit is very small (Finer et al., 1994), not sufficient for movement. When these force-generating units form a network that percolates through the entire cell or at least between two adhesion receptors, the total contractile force significantly increases. The force outside the cell undergoes a phase transition related to the percolation of the intracellular actin network. Indeed, disrupting the actin network with inhibitors almost completely abolishes the measurable contractile force (Tseng et al., 1997). Thus, at the single cell level, a network of force-generating units is essential for all cellular functions that require mechanical forces. Furthermore, it is conceivable that once a network forms, further refinement of the network by evolutionary changes in the protein as well as the network structure becomes possible for more specific functional tasks. For example, skeletal muscle cells have a highly organized regular network of force-generating units with a coordinated contractile effort that allows generating large forces to move body parts. Smooth muscle cells, on the other hand, have different myosin motors (Srivastava et al., 1979) working in a diffuse network of actin and play different physiological roles such as peristaltic motion or controlling blood flow in organs. Hence network effects are not only important for function, but can feed back and influence the evolution of protein structure. In fact, it is the network formation of molecular motors along the actin that eventually allows the motility of the eukaryotic cells.

**FIGURE 4** | Fluorescent images of the actin network (red) and the nucleus (blue) in primary vascular smooth muscle cells in culture. The left panel demonstrates an intact percolating actin network. The straightness of stress fibers suggests that they are under mechanical tension generated by myosin motors. The right panel shows actin in the presence of cytochalasin D which inhibits the polymerization of the actin monomers to form stress fibers. The transmission of mechanical forces in the absence of a percolating network is highly limited.
Following the emergence of multicellular organisms, which can be considered as a symbiotic fusion of many small cellular networks to form a super network, the contractile cells have become specialized and combined to form muscle groups serving different functions. These muscle groups are part of a larger network of the entire musculature which is densely interwoven with a network of nerve cells that control the activation of the muscle groups. All these networks allow the individual organisms to move around and interact much more with the environment, with other individuals and other species than before. Consequently, giant complex ecosystems emerged which form hierarchical interaction networks. As the inter-species interactions became richer and more complex, competition forced individuals and then the corresponding species to refine their capabilities in movement coordination, jumping, swimming, etc. Thus, network effects clearly have an impact on evolution at multiple length scales spanning some 15 orders of magnitude from the networks of force-generating units at the nanometer scale to the interaction network of species in ecosystems at a scale of hundreds of kilometers.

Mechanical forces such as gravity, fluid pressure, or shear stress acting on the cell membrane critically influence cell behavior. Interestingly, mechanosensitivity of ion channels evolved very early and exists even in eubacteria and archaeabacteria perhaps to deal with harsh environments and to release osmotic pressure (Martinac and Kloda, 2003). The eukaryotic ion channels are quite similar to the bacterial ones. However, these channels in eukaryotic cells are strongly associated with the cytoskeletal network. For example, pharmacological disruption of the actin network inhibits the stretch–induced elevation of intracellular Ca\(^{++}\), a key signaling molecule, in endothelial cells (Ito et al., 2010). Eukaryotic cells also developed the ability to adhere to solid surfaces and new mechanotransductive pathways such as integrin-based signaling emerged (Ingber, 1991). The application of forces to cell adhesion points, the focal adhesions, results in the transmission of the forces into the cells. Along the chain of force transmission, some protein conformational change takes place which in turn elicits biochemical processes (Silver and Siperko, 2003) as well as direct effects on the nucleus leading to transcription and production of proteins (Dahl et al., 2008). The major load-bearing component of such responses is again the cytoskeleton (Hoffman et al., 2011) and hence force generation and mechanotransduction are intimately linked. Broken linkages in the cytoskeletal network cannot support the signaling (Figure 4), thus a percolation-like process is the basis of mechanotransduction (Forgacs, 1995).

In higher organisms, structural and hierarchal networks exist at multiple length scales that span from the macroscale to the nanoscale and mechanical forces across these networks lead to mechanotransduction (Ingber, 2006). The dynamic nature of the mechanical forces also seem to influence signal transduction (Hoffman et al., 2011). For example, in the lung, macroscopic mechanical forces of breathing generate mechanical stresses in the lung parenchyma which are transmitted through the alveolar septal walls to collagen fibers to which all resident cells are linked directly or indirectly (Suki et al., 2005). With every breath, the fluctuations in mechanical stresses at all levels of these multiscale networks are transmitted through the integrin receptors and the magnitude and apparent randomness of these force fluctuations play a fundamental role in the function of the lung and likely other organs such as blood pressure fluctuations in vessel walls. Indeed, random variations in stretch amplitude, which mimic the natural variability of tidal breathing, increase surfactant secretion in alveolar epithelial cells compared to monotonous stretch (Arold et al., 2009).

With regard to the implications of random variations in mechanical stimuli, we also note that the intracellular structures including the actin and microtubule networks that support mechanotransduction are dynamic undergoing assembly and disassembly (Cassimeris et al., 1988; Bretschneider et al., 2002) similar to the cyclic phase transition in connectivity (Paperin et al., 2011). An emerging picture then is that the physical basis of the transmission of mechanical forces into biochemical signals and cell responses is a dynamic network structure that operates near the percolation threshold. The dynamic nature of this structure allows selective signaling in the sense that fluctuations in the magnitude of mechanical forces can regulate different signaling pathways depending on the particular characteristics of the external force fluctuations. Since mechanosensing is almost as ancient as the cell, such signaling mechanisms operating on the dynamic network of the cytoskeleton must be deeply rooted within all eukaryotic cell types.

THE BRAIN AND CONSCIOUSNESS

In the human brain, there are about 23 billion neurons which have an amazing 20 trillion connections. It is a super highway of information passing and processing. The brain controls many things in the body without which higher organisms would not be possible. The basis of brain function is that neurons talk to each other via action potentials through this enormous network. Neurons also form various subnetworks such as the respiratory rhythm generator which consists of five interacting neuron groups. The particular cross-talk among the groups within the respiratory center together with inputs from the periphery leads to the emergence of a new feature, a limit cycle firing pattern (Botros and Bruce, 1990) which drives the respiratory muscles enabling cyclic breathing, an essential life-support process. At an even higher level, the clusters of neuron groups are weakly linked forming a small-world type of network structure (Humphries et al., 2006). Many tasks corresponding to a given cluster are automatically performed and take place even during sleep. However, following some 3.5 billion years of evolution of life, the brain has evolved to do something remarkably new, conscious thinking.

Let us consider the mind. What is consciousness? While the answer is not known with much certainty, the science of complexity and networks will definitely contribute to a better understanding of it. In 1959, Hubel and Wiesel discovered that visual perception of shapes and colors requires breaking the image into simpler units then building up a brain image (Hubel and Wiesel, 2009). The process of building up the brain’s own images of the external world must occur in neural networks perhaps somewhat similarly as pattern recognition is achieved by neural networks in the computer. Surely, the interpretation of the outside world by the brain, which is the basis of thinking, requires network effects since a single neuron cannot do much more then random firing of action potentials. Moreover, memory itself is a reinforced pattern
of neuronal firing activity by a set of neurons. The components of both the images and memories are stored and, via a synchronized firing of a cluster of neurons, these images and memories can re-emerge. This process of knitting the pieces together is reminiscent of the approach invoked in complexity science in which the goal is to understand function based on not just the properties of individual units, but their non-linear interactions. Taken together, it seems to be generally true that the many subtasks of consciousness require network function. How do these subtasks interact with each other? Low-frequency oscillations in human functional MRI time series obtained from regions of the brain exhibit a small-world architecture and it was argued that this probably reflects the underlying neuroanatomical connectivity (He et al., 2009).

Thus, when the subtasks are put together, a super network of networks is formed in the brain which appears to have small-world characteristics that ensures enhanced signal-propagation speed, computational power, as well as synchronizability (Watts and Strogatz, 1998). Since a single neuron works the same way in a rabbit’s brain as in the human brain, differences in the functional abilities of the rabbit and human brains must be related to the differences in their network structure. Indeed, even the small and primitive brain of C. elegans has a small-world structure that is different from a random graph in that it exhibits high local connectivity with a few longer links bridging different modules (Watts and Strogatz, 1998). However, the complexity of the brain anatomical network increases in the cat and the macaque by exhibiting for example hubs, which are highly connected nodes that can link neurons within a module as well as among modules (Sporns et al., 2007). Moreover, in healthy humans, a higher intelligence score corresponds to a shorter characteristic path length and a higher overall efficiency of the underlying anatomical network, indicating a more efficient parallel information transfer (Li et al., 2009).

As discussed by Maynard Smith and Szathmáry (1999), even though the human brain size already reached that of the modern human about 100,000 years ago, real change in technical activity and inventiveness started to emerge only about 50,000 years ago. Perhaps, they argue, it was the emergence of language that allowed brain modules to access each other that resulted in the emergence of fully conscious creativity about 50,000 years ago. However, it is equally likely that not the size but the complexity of the connectivity of the brain increased gradually during this time period although language may have provided a feedback on the structural evolution. It is thus tempting to speculate that consciousness is a modular multiscale network phenomenon that emerged as a consequence of a phase transition in the connectivity of the underlying neural network structure of the brain. The particular connectivity allows subnetworks or modules to function in semi-autonomous ways such that only a coarse grained version of the information is passed on to the next higher level. Perhaps the modules are not even hardwired to a given set of neurons but form a synchronized pattern of correlated activity or dynamic coalition (Crick and Koch, 2003). How the neural subnetworks carry out this job is unclear. And how the super network integrates the information at the highest level is even less clear. What is obvious is that without the high level of connectivity of the brain neuronal network, it is impossible to achieve not only thinking but even much simpler tasks such as breathing.

The impact of the emergence of consciousness on the world cannot be overestimated. Indeed, consciousness brought with it many new and often emergent phenomena ranging from the possibility of forming social interactions, societies, industry, art, culture, war, and exploring and changing the world even outside the planet. While much of these issues can also be looked at through the microscope of the network perspective, this is beyond the scope of this essay.

DISCUSSION
I have argued that network phenomena are at the heart of several if not all major transitions of life. While the specifics differ, the essence may be similar: the components of a network gradually approach a critical level. When the critical point is reached, a phase transition brings about a sudden and substantial increase in complexity which corresponds to a new level of structural organization. The increased structural complexity in turn enables one or more novel functions for the organism not apparent before the transition. If such a transition increases the fitness of an individual in its niche, natural selection will spread it through the population.

It is likely that many smaller evolutionary changes also occurred via phase transitions. However, the majority of phase transitions did not lead to a major transition since most of them were not accompanied by a sufficiently large increase in complexity. The major transitions brought such significant increases in complexity that changed the course of evolution. What is the driving force behind the major transitions? Being open systems, biological organisms are constantly exposed to various external thermodynamic forces. Given that biological systems are non-linear and capable of reorganizing their internal structure, the overall direction of change is a new network organization with increasing internal order which allows exporting more entropy into the environment. These processes are likely governed by the principle of maximum entropy production which says that under the constraints of a system far from equilibrium, the path chosen from the possibilities maximizes entropy production (Jaynes, 1957; Martyushev and Seleznev, 2006). Indeed, metabolic networks naturally tend toward the maximum entropy production state (Unrean and Sierc, 2011). Furthermore, it has recently been hypothesized that maximum entropy production leads to fractal structures and correlated variabilities because they are able to break down energy gradients efficiently (Seely and Macklem, 2012). As mentioned earlier, fractal structures and long-range correlated fluctuations naturally appear at the critical point during phase transitions providing thus an intriguing link between non-equilibrium conditions, ordered structures and the corresponding novel functions related to the major transitions of life.

Experimentally it is difficult to study the major transitions. The mode of investigation has been limited to analyzing the fossil record, tracing back the genetic similarities among species and utilizing advanced modeling. With regard to the early events such as the origin of life, experiments can only limit the space of possibilities, but not prove how the emergence happened. On the other hand, any analytic and computer models necessarily have to invoke assumptions and the results obviously depend on both the model structure and the assumptions. Such modeling efforts can even lead to contradicting conclusions. The network associated phase...
transition on the other hand does not need any assumptions and should generally be valid. While this is a major advantage, the drawback of this approach is that it is not specific enough to pinpoint what chemicals might have been involved in the prebiotic autocatalytic reaction networks. While this argument probably holds for most of the other major transitions, in some cases the underlying network structure is better known, such as the brain neural network. The corresponding functional phase transition, consciousness, is therefore likely related to the increase in the complexity of the structure via increased connectivity that allows emergent novel features in the processing of information. Hence, in this case, the specificity is known and the generality of the network approach is not a drawback.

Although approaching a phase transition may require many small steps taking a long time, the transition itself can occur over a much shorter period perhaps in a sequence of correlated jumps similar to avalanches. Thus, the rate of change of increase in complexity can show sudden discontinuous jumps when considered over an evolutionary time scale. An example of this may be the Cambrian explosion. Consequently, the appearance of a new function does not have to be gradual and smooth as often assumed; rather, it is a sudden and unexpected property emerging from a phase transition.

An interesting implication of the network associated phase transition is that following the transition, additional small adaptations can follow that make it difficult for the organism to return to the pre-transition state. While in a few cases return is possible, it would be accompanied by a hysteresis on graphs similar to the pre-transition state. While in a few cases return is possible, yet the entanglement of individual components in various nested networks prohibits simplification by natural selection. A salient example of such an entangled network of signaling is the hierarchical apoptotic signaling cascade in eukaryotic cells that involves a cascade of signaling events. A general consequence of such processes contributing to the increase in complexity is that using the reductionist approach, it may not be possible to identify a distinct role for every single protein in a signaling cascade. A full understanding requires a network approach.

Finally, a more general implication of network phenomena is related to the error and attack tolerance (Albert et al., 2000). Differently organized network structures tolerate breakdown differently (Liu et al., 2002). Nevertheless, a gradual breakdown of a network structure within an organism can lead to partial or full impairment of the corresponding function. For example, the loss of neuronal connectivity in Alzheimer’s disease leads to the gradual loss of consciousness (He et al., 2009). Another example is pulmonary emphysema where the alveolar network structure breaks down in a sequence of avalanches (Suki et al., 2011). The corresponding total surface area decreases and the associated function – gas exchange –, becomes seriously impaired. If one of the essential life-support networks is compromised sufficiently, network breakdown ultimately leads to death. In emphysema, complete loss of gas exchange is such an event. Serious bleeding is another example where the network structure of the circulatory system is compromised which leads to an impaired function, supplying oxygen to tissues, and possibly death. Alternatively, death itself may be associated with the breakdown of all essential network phenomena in the body. Whether death comes first or death is a consequence of the breakdown of network phenomena, is unclear and probably there are instances of both.

**CLOSING REMARKS**

The network perspective discussed here provides a new opportunity to examine life as a critical phenomenon. Hence, before closing, I would like to reiterate some old and raise several new questions that bear relevance to the history, the immediate present and perhaps the future of life:

1. If the major transitions are indeed a network associated phase transition, then, to some extent, they should be independent of the details of the system. With regard to the first transition, the origin of life, does this suggest that a transition is likely to occur in any sufficiently rich soup of raw materials largely independent of the specifics of chemistry? Given the steady discovery of Earth-like planets, an important implication of this would be that some sort of a self-sustaining primitive life should be abound in the universe as suggested by Kauffman (1995).

2. If each transition mounts a barrier to reversing itself, then there is an irreversible increase in biological complexity providing a sense of arrow of time in biology. What is the relation of this arrow of time to the physical arrow of time? Except for Prigogine (Prigogine, 1997), most physicists hold that there is no arrow of time and at the fundamental level, time is reversible. However, non-biological chemical reaction networks can be sensitive to the direction of time too (Ricard, 2010). Is it then possible that the macroscopic arrow of time that pervades human experience is related to irreversibility associated with network behavior?

3. If network phenomena are important, can we then expect a continued increase in complexity such that newer network associated phase transitions come about? While the answer to this question would require predictions of the future, looking back at the history of evolution implies that transitions are likely to occur in the future. Furthermore, it is likely that small
changes have been accruing in many species which, depending on the environmental conditions and the interactions among the species, should eventually lead to transitions.

(4) What is the expected impact of a new transition, biological or other, on human society? It is evident that even over the short time period of human evolution, various new networks have emerged and transitions occurred. A recent and perhaps most revolutionizing network in terms of human experience is the internet. As the complexity of the internet increases, it is possible to live through a phase transition such that the internet acquires some form of intelligence or consciousness, a possibility already raised by Barabási (2002)? Also, consciousness is certainly an emergent phenomenon arising from the neural network connectivity of the brain. Could the human species undergo yet another phase transition?

(5) If a transition is likely, then what would the character of this transition be. It is of course impossible to accurately predict a new transition. The approach to a transition may take a long period. While a transition itself might seem rapid or even instantaneous in terms of evolutionary time, it may be comparable to the human life expectancy. In that case, can we develop means to anticipate a coming transition? Should we consider the direction of Craig Venter’s newly synthesized self-replicating biological system (Gibson et al., 2010) as a sign of a coming new transition? Will research in artificial intelligence lead to an unexpected phase transition?

(6) Evolutionary changes sometimes occur via symbiosis, a crash of two complex networks. If following the crash, new links form between the two networks such that the flow of information and/or material between them provides selective advantages, a new organism with unexpected potentials emerges. A salient example is the symbiotic development of the eukaryotic cell by the fusion of different bacteria. Since eventually the eukaryotic cells were able to spread through the world, we might wonder whether fusion of computers with humans or symbiosis of robotics, genetics and artificial intelligence can lead to the emergence of a new self-replicating species capable of evolution and spreading through the Earth and perhaps even replacing humanity.

(7) A transition does not have to represent a better function. For example, although death itself is necessary for evolution to work, at the level of an individual, it is an undesirable transition. More generally, at the level of human societies, a peaceful society may turn into an aggressive despotic system. Such malfunction at a node in the network of human societies, might lead to a local war. If the society in question is in fact a hub of the network, the war, like a virus, might rapidly percolate through the underlying network with the risk of an eventual world war. Thus, we might want to be able to interfere with a transition and depending on the actual condition and expected behavior, we may try to avoid or accelerate the transition. While certain networks can be controlled (Liu et al., 2011), the question is whether we can develop general tools based on the properties of networks to detect and influence the course of transitions. Could the knowledge of network properties and transitions be utilized in political decisions to avoid major catastrophes endangering humanity, the Earth’s ecology and potentially all life?
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