Inferring the Rotation Period Distribution of Stars from their Projected Rotation Velocities and Radii: Application to late-F/early-G Kepler Stars
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ABSTRACT

While stellar rotation periods $P_{\text{rot}}$ may be measured from broadband photometry, the photometric modulation becomes harder to detect for slower rotators, which could bias measurements of the long-period tail of the $P_{\text{rot}}$ distribution. Alternatively, the $P_{\text{rot}}$ distribution of stars can be inferred from their projected rotation velocities $v \sin i$ and radii $R$, without being biased against photometrically quiet stars. We solve this inference problem using a hierarchical Bayesian framework, which (i) is applicable to heteroscedastic measurements of $v \sin i$ and $R$ with non-Gaussian uncertainties and (ii) does not require a simple parametric form for the true $P_{\text{rot}}$ distribution. We test the method on simulated data sets and show that the true $P_{\text{rot}}$ distribution can be recovered from $\gtrsim 100$ sets of $v \sin i$ and $R$ measured with precisions of $1$ km/s and 4%, respectively, unless the true distribution includes sharp discontinuities. We apply the method to a sample of 144 late-F/early-G dwarfs in the Kepler field with $v \sin i$ measured from Keck/HIRES spectra, and find that the typical rotation periods of these stars are similar to the photometric periods measured from Kepler light curves: we do not find a large population of slow rotators that are missed in the photometric sample, although we find evidence that the photometric sample is biased for young, rapidly-rotating stars. Our results also agree with asteroseismic measurements of $P_{\text{rot}}$ for Kepler stars with similar ages and effective temperatures, and show that $\approx 1.1 M_\odot$ stars beyond the middle of their main-sequence lifetimes rotate faster than predicted by standard magnetic braking laws.
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1 INTRODUCTION

The study of stellar rotation has been revolutionized by high-precision, continuous, and long-term photometry made available by the Kepler mission (Borucki et al. 2010; Koch et al. 2010). Quasi-periodic brightness variations due to active regions on the surface enabled rotation period measurements for tens of thousands of FGKM stars, including those with longer-period and/or lower-amplitude variabilities than can be studied with the ground-based photometry (e.g. Nielsen et al. 2013; Reinhold et al. 2013; McQuillan et al. 2014; Garcia et al. 2014; Santos et al. 2019; Reinhold & Hekker 2020). The data from the ongoing space missions such as TESS (Ricker et al. 2014) and Gaia (Gaia Collaboration et al. 2016) will further expand the capability of the photometric-based measurements (e.g. Lanza & Lanza 2018; Claytor et al. 2021).

That said, the photometric method is not without limitations. For Sun-like stars, the fraction of stars with robustly detected rotational modulation is less than about a third even in the Kepler data (McQuillan et al. 2014; Santos et al. 2021); no information is available for the majority of the sample. The selection function for the period detection is difficult to quantify, and the detectability of rotational modulation is also likely correlated with various properties including the stellar age, rotation period, spin inclination, and surface distribution of active regions. These are often the exact features that one wishes to study, and so this unknown selection function complicates the interpretation of ensemble studies (see, e.g., Mazeh et al. 2015; Reinhold et al. 2019, 2021). Even when a periodicity is firmly detected, it is not a trivial task to distinguish rotational modulation from other astrophysical variabilities, and the relation between the detected periodicity and the true one (e.g., the detected period may correspond to harmonics of the true period) depends on the method to analyze the frequency components of the light curve as well as the unknown morphology of surface active regions (e.g. McQuillan et al. 2013). Indeed, individual photometric measurements are not always in good agreement with presumably more reliable measurements using rotational splitting of asteroseismic oscillation modes (Kamiaka et al. 2018; Suto et al. 2019).

These difficulties motivate us to study an alternative method using the projected rotational velocity $v \sin i$ measured from the absorption line broadening (e.g. Wilson 1966; Kraft 1967; Skumanich 1972). Ignoring the differential rotation,

\[ v \sin i = \frac{2\pi R}{P_{\text{rot}}} \sin i \]  

(1)

can be “solved for” the rotation period $P_{\text{rot}}$ — if the radius $R$ is known from other measurements and spin orientations are known to be isotropic (i.e., $\cos i$ has a uniform distribution, where $i$ is the
inclusion of the spin axis measured from our line of sight). A key advantage of the $v\sin i$ method is that it is not biased against less active stars that may not exhibit detectable photometric brightness variations. Although the method requires high-resolution spectra and precise measurements of stellar radii, spectroscopic surveys delivering high-resolution spectra for millions of stars, combined with parallax information from Gaia, will overcome those limitations of the method and significantly expand its applicability.

A challenge to this inference is that the $P_{\text{rot}}$ of individual stars cannot be precisely measured due to unknown $\sin i$ and that one needs to work on a distribution of $P_{\text{rot}}$ for a sample of many stars. This “rectification” of the $\sin i$ factor is itself a solved problem: assuming isotropic spin orientations, the relation between the distributions of $q \equiv v\sin i/2\pi R$ and that of $q/\sin i = 1/P_{\text{rot}}$ can be reduced to Abel’s integral equation that can be solved analytically (Chandrasekhar & Münch 1950). This involves differentiation of the probability density function (PDF) for $q$, and so Chandrasekhar & Münch (1950) remarked that one should focus on momenta, or to assume simple (smooth) functional forms for the PDF $f(q)$. An alternative approach is to adopt an iterative algorithm widely known as Lucy-Richardson deconvolution (Richardson 1972; Lucy 1974). This can be used to construct a smooth distribution of $q/\sin i$ from $f(q)$, but the results can be sensitive to how one constructs $f(q)$, e.g., a noisy histogram of $q$. In short, these methods require that the $q$ distribution is well estimated from the data, and do not provide a means to infer $f(q)$. One needs to obtain a sensible $f(q)$ for successful application of these traditional methods.

Inferring $f(q)$ is not simple when the number of measurements is small and/or $v\sin i$ is comparable to its uncertainty. In the former case, the measured $q$ may only sparsely cover the support of $f(q)$, and in the latter case, the measurements are often heteroscedastic and have non-Gaussian uncertainties (e.g., it is often the case that only upper limits can be reliably estimated for Sun-like stars). When one is interested in rotation periods (rather than the equatorial rotation velocity $v$ as in the traditional applications), the uncertainty of $R$ also needs to be taken into account. Here we develop a framework that simultaneously accounts for measurement and geometrical uncertainties to infer the stellar rotation period distribution with minimal assumptions on its functional form.\footnote{Royer et al. (2007) employed the kernel density estimation to infer $f(q)$ (see also Jorissen et al. 2001). They then proceeded to perform multiple deconvolutions using Lucy’s method, first to correct for measurement errors (which in their case could be assumed to be homoscedastic) and then for the $\sin i$ effect. It may be possible to generalize such a procedure for heteroscedastic and non-Gaussian measurements but the resulting procedure will become even more complicated, especially if one also considers the division by $R$ to discuss rotation periods. Here we seek for an alternative approach that makes it more straightforward to take into account all these effects.}

In Section 2, we present a mathematical framework. In Section 3, we apply the method to simulated data sets and illustrate the situations where our method succeeds and where it fails. In Section 4, we apply the method to actual measurements of $v\sin i$ obtained from Keck/HIRES spectra for late-F/early-G stars in the Kepler field to infer the rotation period distribution that is not conditioned on the detectable photometric modulation. We compare the result with $MNRAS$ 000, 1–16 (2021)
We model the \( p(x|a) \) as a step function:

\[
p(x|a) = \sum_{m=1}^{M} \exp(\alpha_m) \Pi(x; x_{\min} + (m - 1)\Delta x, x_{\min} + m\Delta x),
\]

where

\[
\Pi(x; a, b) = \begin{cases} 
0, & x < a \text{ or } x > b \\
1 - \frac{1}{b - a}, & a \leq x \leq b
\end{cases}
\]

and \( \Delta x = \frac{x_{\max} - x_{\min}}{M} \). In other words, we model \( p(x|a) \) as a histogram with \( M \) bins whose logarithmic bin heights \( \{\alpha_m\}_{m=1}^{M} \) are the parameters to be inferred.

To obtain \( p(a|D) \), we also need to assign a prior PDF for \( a \). To ensure the smoothness that is naturally expected, we employ a Gaussian process (Rasmussen & Williams 2006; Foreman-Mackey et al. 2014). We also require the sum \( \sum_m \exp(\alpha_m) \Delta x \) to be unity so that \( p(x|a) \) is a normalized PDF for \( x \). The latter was ensured by first sampling \( \beta \) from an \( M \)-dimensional normal distribution \( N(\beta; 0, \sigma_{\beta}^2) \) and by converting it to

\[
a = \beta - \ln \left[ \sum_{m=1}^{M} \exp(\beta_m)\Delta x \right].
\]

This operation implies a certain form of the PDF for \( a \) which we denote by \( \pi(a) \). Then the full prior on \( a \) is:

\[
p(a|\ln a, \ln s) \propto \pi(a) N(\alpha; \bar{\alpha}, K(a, s)),
\]

where \( \bar{\alpha} \) is fixed to be the mean value that gives flat and normalized \( p(x|a) \), and

\[
K_{ij}(a, s) = a^2 \left( 1 + \frac{\sqrt{3}|i - j|\Delta x}{s} \right) \exp \left( -\frac{\sqrt{3}|i - j|\Delta x}{s} \right)
\]

is a Matérn-3/2 covariance function (Rasmussen & Williams 2006). Here the parameters \( a \) and \( s \) represent the strength and length scale of the correlation between different bins, respectively.

In this paper, we choose \( x_{\min} = 0 \) and \( x_{\max} = 2 \) (1–100 days), \( M = 100, \sigma_{\beta} = 10, \) the \( \ln a \) prior uniform between \((-5,5)\), and the \( \ln r \) prior uniform between \((-2,2)\). This choice is not unique nor physically motivated, but was found to recover the period distribution successfully when applied to simulated data sets (Section 3) that have similar properties to the actual data we discuss in Section 4. When applied to data sets with different sizes and qualities, the choice of the prior (including the form of the hyperprior) may need to be revisited using similar simulations.

Using this hyperprior, we sample from

\[
p(a|\ln a, \ln s|D) \propto p(D|a) \ p(a|\ln a, \ln s) \ p(\ln a) \ p(\ln s)
\]

and marginalize over \( \ln a \) and \( \ln s \) to obtain \( p(a|D) \). Then the period distribution conditioned on all data is computed as

\[
p(x|D) = \int p(x|a) \ p(a|D) \ da.
\]

The code was implemented and tested using JAX 0.2.12 (Bradbury et al. 2018) and NumPyro 0.4.0 (Bingham et al. 2018; Phan et al. 2019). The posterior samples for the parameters \( a, \ln a, \ln s \) were obtained using Hamiltonian Monte Carlo (Duane et al. 1987; Betancourt 2017) with No-U-Turn sampler (Hoffman & Gelman 2011). Computation of the Gaussian-process likelihood was performed using celerite2 (Foreman-Mackey et al. 2017; Foreman-Mackey 2018). We sampled until the resulting chains had the split \( R < 1.02 \) (Gelman et al. 2014) for all the parameters.

### 3 NUMERICAL EXPERIMENTS USING SIMULATED DATA SETS

We apply the framework in Section 2 to simulated data sets and test in what situation the input \( P_{\text{rot}} \) distribution can (not) be successfully recovered. The data sets are created to mimic the actual measurements we will analyze in Section 4. We also show results of other sub-optimal estimates based on individual posteriors and discuss why they are not optimal.

In these experiments, we assume several functional forms for the PDF of \( x \equiv \log_{10}(P_{\text{rot}}/\text{day}) \) and draw “true” periods from this distribution. The true stellar radii are simulated by drawing from the measured radii of the Kepler stars in our sample (Section 4) with replacement and by perturbing their values using their respective errors. The true \( \cos i \) value was sampled from a uniform distribution between 0 and 1 for each star. These are used to compute the true \( \sin i \) value of each star. Then the “measured” values of \( \sin i \) and \( R \) were simulated by adding zero-mean Gaussian random variables with the standard deviations of 1 km/s and 0.04 \( R \) respectively to their true values, which approximate typical measurement uncertainties. The likelihood for \( R \) was assumed to be a Gaussian centered on each simulated value with the 4% relative width. The likelihood for \( \sin i \) was assumed to be a Gaussian centered on each simulated value with the width of 1 km/s when the measured value was > 1 km/s; otherwise the likelihood was assumed to be flat and non-zero for \( 0 \text{ km/s} < \sin i < 2 \text{ km/s} \) and zero otherwise (i.e., the measurement was considered to be an upper limit); these choices are based on the estimated precision of SpecMatch-Syn (Petigura 2015).

### Table 1. Predicted mean and standard deviation of \( \log_{10}(P_{\text{rot}}/\text{day}) \) (single-log-normal input; Section 3.2) for three different sample sizes. The quoted errors are the standard deviations calculated from the posterior samples of \( a \).

| Size       | Mean         | Standard Deviation |
|------------|--------------|--------------------|
| 50 stars   | 1.01 ± 0.05  | 0.32 ± 0.05        |
| 100 stars  | 1.00 ± 0.03  | 0.27 ± 0.03        |
| 150 stars  | 1.01 ± 0.03  | 0.26 ± 0.03        |
| Truth      | 1            | 0.2                |

### Table 2. Same as Table 1, but for the double-log-normal input distribution (Section 3.3).

| Size       | Mean         | Standard Deviation |
|------------|--------------|--------------------|
| 50 stars   | 0.98 ± 0.06  | 0.38 ± 0.05        |
| 100 stars  | 0.96 ± 0.03  | 0.31 ± 0.03        |
| 150 stars  | 0.99 ± 0.03  | 0.30 ± 0.03        |
| Truth      | 0.97         | 0.24               |

### Table 3. Same as Table 1, but for the log-uniform input distribution (Section 3.4).

| Size       | Mean         | Standard Deviation |
|------------|--------------|--------------------|
| 50 stars   | 0.74 ± 0.04  | 0.26 ± 0.06        |
| 100 stars  | 0.73 ± 0.03  | 0.22 ± 0.04        |
| 150 stars  | 0.75 ± 0.03  | 0.24 ± 0.04        |
| Truth      | 0.75         | 0.14               |

2 In principle, one could use the likelihood functions directly derived from the data even in the case where it is appropriate to quote only “upper limits.” We do not do so in the present paper because the specific shapes of the likelihood functions in those cases are likely sensitive to systematics including macroturbulence (cf. Appendix C) and would not be necessarily more accurate than the simple functional forms as adopted here.
Figure 1. The recovery tests for a single log-normal input distribution (Section 3.2); 50 stars (top), 100 stars (middle), and 150 stars (bottom). In the left panels, the blue solid lines and shaded regions show the means and standard deviations (SD) of the inferred distribution. The orange dotted lines show the input distribution (truth). The thick gray lines show the means of the posterior PDFs for individual stars assuming uniform priors, and the dashed gray histograms are created from the peaks of the individual posterior PDFs (i.e. MAP estimates); these are less optimal estimates of the true distribution as discussed in the text. In the right panels, the cumulative distribution function of the simulated $v \sin i$ (orange dashed line) is compared with that predicted from the inference (blue): periods are drawn from the inferred $P_{\text{rot}}$ distribution, radii are drawn from the measured values considering their uncertainties, and $\cos i$ values are drawn uniformly from $[0, 1)$.

applied the method in Section 2 to these simulated sets of likelihood functions $p(D_{u,j}|u)$ and $p(D_{R,j}|R)$.

3.1 No Data

We first tested the case where the likelihood $p(D_{u,j}, D_{R,j}|P_{\text{rot},j})$ was independent from $P_{\text{rot},j}$ for any $j$ (i.e., completely uninformative data). We found the mean posterior PDF for $x$ to be flat, as expected for uninformative data.

3.2 Single Log-Normal Distribution

Next, we assume that $x \equiv \log_{10}(P_{\text{rot}}/\text{day})$ follows a single normal distribution:

$$f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right],$$

where $\mu = 1$ and $\sigma = 0.2$. In Figure 1, the inferred distributions based on single realizations of 50, 100, and 150 samples (blue lines) are compared with the truth (orange dotted lines), and the estimated means/standard deviations of $x$ are compared with the truths in Table...
1. In this case, the prediction matches the input even for 50 stars within its standard deviation (blue shaded region), which we find to serve as a useful measure to gauge the deviation from the true distribution. We also repeated the same analyses for 50 different realizations of 50, 100, and 150 stars, and confirmed that the mean of the mean predictions from the 50 realizations is consistent with the results shown here within one standard deviation. This means that these test results represent statistically typical outcomes. The same was found to be the case for the other two input period distributions discussed below.

In the left panels, we also show other estimates that can be more easily computed from individual posterior PDFs \( p(x_j|D_j) \) assuming uniform priors but are not optimal: their mean (gray solid line) and peaks (gray dashed histogram). The mean of the posteriors is always more dispersed than the input distribution, because they incorporate both measurement and \( \sin i \) uncertainties. Estimates using the posterior peaks (i.e., maximum a posteriori; MAP) show an excess of long-period stars because a certain fraction of stars always have \( v \sin i \) much smaller than \( v \) due to projection effects. For these reasons, these estimates do not approach the ground truth even as the sample size increases, while the hierarchical estimate does because it takes into account these effects in a consistent manner.

3.3 Two Log-Normal Distributions

Next, we try a mixture of two normal distributions:

\[
f(x) = \frac{c_1}{\sqrt{2\pi \sigma_1^2}} \exp \left[ -\frac{(x - \mu_1)^2}{2\sigma_1^2} \right] + \frac{c_2}{\sqrt{2\pi \sigma_2^2}} \exp \left[ -\frac{(x - \mu_2)^2}{2\sigma_2^2} \right],
\]

Figure 2. Same as Figure 1, but for an input distribution that is a mixture of two log-normal distributions (Section 3.3).
where we set $\mu_1 = 1.1$, $\mu_2 = 0.6$, $\sigma_1 = \sigma_2 = 0.1$, $c_1 = 0.75$, and $c_2 = 0.25$. This functional form is inspired by the bimodality in the period distribution known for later-type Kepler stars (McQuillan et al. 2013; Davenport 2017; Davenport & Covey 2018; Gordon et al. 2021), and is intended to check the sensitivity of our method to such a feature, if present. The inferred distributions based on single realizations of 50, 100, and 150 samples are shown in Figure 2, and the estimated means/standard deviations are compared with the truths in Table 2. In this case, the bimodal feature is not totally clear with 50 samples but becomes visible for $\geq 100$ stars.

\[ f(x) = \begin{cases} 2, & 0.5 < x < 1 \\ 0, & \text{otherwise} \end{cases} \]

3.4 Log-uniform Distribution: Failure Mode

Our prior implements the (expected) smoothness of $f(x)$ and is unlikely to work well when the true distribution is not. To test this, we try a log-uniform distribution with sharp boundaries:

\[ f(x) = \begin{cases} 2, & 0.5 < x < 1 \\ 0, & \text{otherwise} \end{cases} \]

The recovery results based on 50, 100, and 150 samples are shown in Figure 3 and Table 3. As expected, the input distribution is less well recovered than in the previous examples and tends to overestimate the dispersion significantly, although the mean values are still accurately inferred. Our current framework does not provide a means to identify such a situation, and this should be considered as a limitation of our method.
4 APPLICATION TO LATE-F/EARLY-G KEPLER DWARFS

Here we infer the $P_{\text{rot}}$ distribution for a sample of late-F and early-G Kepler stars (5900 K $\leq T_{\text{eff}} \leq$ 6600 K) from Louden et al. (2021). They compared the $v \sin i$ distribution of such hot stars with transiting planets against that of the control sample of similar stars without transiting planets, and searched for evidence of correlations between the inclinations of planetary orbits (nearly 90° by construction) and those of stellar spins. Here we focus on the latter control stars that were selected without regard to the presence of transiting planets, for which spin orientations can be assumed to be isotropic.

4.1 Stellar Sample and Parameters

Louden et al. (2021) used Keck/HIRES to obtain $R \approx 50,000$ spectra of 188 late-F/early-G Kepler stars. We used their 2MASS IDs to find the corresponding Gaia EDR3 sources (Gaia Collaboration et al. 2020) as well as other nearby sources within 10 arcsec. We removed 36 stars with bad astrometry and/or potential binary companions from the sample that satisfy either of the following criteria:

- Keck/HIRES spectra show signs of secondary lines (19 stars)
- Gaia parallax is not available, or parallax_over_error is less than 10 (6 stars)
- multiple Gaia sources exist within 2 arcsec (14 stars)
- Gaia EDR3 metrics suggest binarity (Fabricius et al. 2021): RUWE $> 1.4$ and harmonic_amplitude $> 0.1$, or frac_multi_peak $> 2$ (25 stars)

This left us with 147 stars with apparently single-star spectra without obvious nearby companions. We also removed three stars with log $g < 3.9$ to obtain the final sample of 144 stars. The parameters of these sample stars are listed in Table 4.

We need the radii and $v \sin i$ of these stars. For our fiducial analysis, we adopted the effective temperature $T_{\text{eff}}$, surface gravity log $g$, metallicity [Fe/H], and $v \sin i$ derived by applying the well-calibrated SpecMatch-Syn pipeline (Petigura 2015) to the Keck/HIRES spectra from Louden et al. (2021). The stellar radii were then derived following the procedure in Fulton & Petigura (2018), as implemented in the isoclassify package (Huber et al. 2017; Berger et al. 2020). The dust map is from Green et al. (2019), and the parallax zero point for each star was corrected according to the recipe given by Lindgren et al. (2020). The median precision is 4%, which is around the floor of the systematic errors determined by the uncertainties of the fundamental temperature scale and stellar models (Tayar et al. 2020).

There are 10 stars in common with the asteroseismic sample of Hall et al. (2021), whose spectroscopic $v \sin i$ range from 3.5 to 11.8 km/s. Excluding one star flagged above as a potential binary and two stars for which measurements were concluded to be less robust by Hall et al. (2021), the $v \sin i$ difference (spectroscopic minus seismic) is found to be $-0.3 \pm 0.9$ km/s (mean and standard deviation). For the stellar radii we find the difference to be $0.02 \pm 0.02 R_\odot$.

We also estimated masses and ages of our sample stars by fitting the MIST models ( Paxton et al. 2011, 2013, 2015; Dotter 2016; Choi et al. 2016) to the spectroscopic $T_{\text{eff}}$, [Fe/H], 2MASS $K_s$ magnitude, and Gaia EDR3 parallax with errors inflated by 15% (El-Badry et al. 2021), adopting the extinction from Green et al. (2018). We adopted the medians and standard deviations of the posterior samples obtained with the isochrones package (Morton 2015) as summary statistics.

Table 4. Information on the 144 stars used for the main analysis. Only first five entries are shown. Full table is available online. Other parameters are also available from https://github.com/kemasuda/prot_from_vsini.

| KIC | $T_{\text{eff}}$ (K) | $v \sin i$ (km/s) | radius ($R_\odot$) |
|-----|---------------------|------------------|------------------|
| 2158850 | 6038 | 2.7 | 1.15 $\pm$ 0.05 |
| 2998253 | 6291 | 9.2 | 1.45 $\pm$ 0.06 |
| 3338777 | 5993 | 6.9 | 2.37 $\pm$ 0.10 |
| 3831297 | 6111 | 3.6 | 1.13 $\pm$ 0.04 |
| 3936993 | 6176 | 7.9 | 1.85 $\pm$ 0.07 |

Figure 4. Posterior PDFs of log_{10}($P_{\text{rot}}$/day) for all 144 stars in the sample assuming the prior uniform in log_{10}($P_{\text{rot}}$/day). This choice was made here only to illustrate the form of $p(D_j | \text{log}_{10}(P_{\text{rot}}$/day)), and the actual analysis was performed using the hierarchical prior as described in Section 2.2.

Again we found an excellent agreement with asteroseismology: for the same stars in common with Hall et al. (2021) as discussed above, the age and mass differences (mean and standard deviation) were $0.0 \pm 1.0$ Gyr and $0.0 \pm 0.08 M_\odot$, respectively, where the seismic parameters were from Silva Aguirre et al. (2015, 2017). The log $g$ cut left 137 stars instead of 144 when adopting those isochrone-based parameters, but we found that the result was insensitive to this difference.

4.2 Rotation Period Distribution of Kepler F/G Dwarfs

Figure 4 displays the posterior PDFs $p(x_j | D_j)$ computed from the marginal likelihood $p(D_j | x_j)$ in Equation 4 for all the 144 stars in the sample, adopting a uniform prior PDF for $x_j$ (this prior is adopted only in this figure for illustration). Here we adopted Gaussian likelihoods for $R$ based on the isoclassify outputs; for $v \sin i$, we adopted Gaussian likelihoods centered on the SpecMatch-Syn measurements with 1 km/s width for $v \sin i > 1$ km/s, and a likelihood flat over [0 km/s, 2 km/s] for $v \sin i < 1$ km/s (although this latter choice will be modified later). Figure 5 (left) shows the mean (green line; Equation 11) and standard deviation (shaded region) of the inferred period distribution. The mean and standard deviation of log_{10}($P_{\text{rot}}$/day) are estimated to be $0.96 \pm 0.02$ ($\approx 9$ days) and $0.26 \pm 0.02$ ($\approx 2$ days), respectively. Figure 5 (right) compares the $v \sin i$ distribution predicted from the inferred period distribution against the data, where $P_{\text{rot}}$ was drawn from the recovered distribution, $R$ was drawn from the same Gaussian as adopted for the likelihood, and $\cos i$ was drawn from the uniform distribution. Unlike in the analyses of the simulated data in Section 3, the model predicts too many stars with $v \sin i \leq 3$ km/s; equivalently, there is a lack of small $v \sin i$ stars that should be present if the spins

3 We found that log $g$ from SpecMatch-Syn may not be reliable for some of the stars, but confirmed that this potential issue has a negligible effect on the $v \sin i$ values (see Appendix B).
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Figure 5. (Left) The log₁₀ \( P \) distribution inferred for the whole sample under the assumptions stated in the first paragraph of Section 4.2. Here the solid line and shaded region show the mean and standard deviation of the recovered distribution, respectively. (Right) The \( v \sin i \) distribution predicted from the period distribution in the left panel (green line and shaded region), compared against the data (orange dashed line). The model predicts more stars with \( v \sin i < 3 \) km/s than observed, suggesting that the spectroscopic \( v \sin i \) is overestimated in this range. Figure 6 presents the result that takes into account this potential bias.

Figure 6. (Left) The log₁₀ \( P \) distribution inferred for the whole sample treating \( v \sin i \geq 3 \) km/s to be upper limits (see Section 4.2 for details). The solid blue line and shaded region show the mean and standard deviation of the recovered distribution, respectively. The green dashed line shows the mean prediction in Figure 5. The good agreement between the two indicates that the recovered \( P_{rot} \) distribution is insensitive to potential systematic errors at low \( v \sin i \). (Right) The \( v \sin i \) distribution predicted from the period distribution in the left panel (blue line and shaded region), compared against the data (orange dashed line). The orange box indicates that the measurements yielding \( v \sin i < 3 \) km/s are treated as upper limits.

are isotropically oriented. This suggests that spectroscopic \( v \sin i \) is overestimated in this range, as was also suggested in previous comparisons with asteroseismology (Kamiaka et al. 2018; Hall et al. 2021). We do not believe that the discrepancy is due to the lack of flexibility of our period model, because such a discrepancy was not seen in the tests using simulated data (Section 3) and because the discrepancy remained even when the bin heights were inferred without any informative prior (in which case the resulting distribution was not smooth).

Motivated by the above tension, as well as a good agreement with the seismic values found for \( v \sin i \geq 3.5 \) km/s (Section 4.1), we performed another round of analysis treating all the measurements with \( v \sin i < 3 \) km/s to be the same upper limits: for those stars the likelihood was assumed to be flat and non-zero for 0 km/s < \( v \sin i < 3 \) km/s and 0 otherwise, regardless of the assigned \( v \sin i \) values. The results are shown in Figure 6. We find that the inferred period distribution remains unaffected, because it is largely determined by the other \( \approx 90\% \) stars with \( v \sin i > 3 \) km/s. The mean and standard deviation of log₁₀\( (P_{rot}/\text{day}) \) are estimated to be \( 0.97 \pm 0.03 \) and \( 0.27 \pm 0.02 \), respectively. Thus we conclude that a potential systematic error at low \( v \sin i \) does not affect the result significantly. To be conservative, though, we adopt the results based on this latter model that treats \( v \sin i \geq 3 \) km/s to be upper limits (i.e., those measurements were considered less informative).

In Figure 7, we split the entire sample into (i) stars with \( T_{\text{eff}} < 6103.04 \) K, (ii) stars with \( 6103.04 \) K < \( T_{\text{eff}} < 6245.96 \) K, and (iii) stars with \( T_{\text{eff}} > 6245.96 \) K, and inferred the period distribution separately for each subsample. The threshold temperatures were chosen so that we have equal numbers of stars in each range. We find that hotter stars rotate more rapidly, as expected. We also find that the rotation periods of hotter stars show a larger dispersion. This could indicate that their rotation periods have not converged due to weaker magnetic braking, or could simply be due to a larger \( T_{\text{eff}} \) bin size. We again find the overprediction of small \( v \sin i \) stars in each subsample; this seems to argue against the hypothesis that the tension is due to our assumption that \( p(x|\alpha) \) is common for all stars in the sample.

We also confirmed that the inferred distribution does not depend on whether those measurements were treated as upper limits or not.
4.3 Comparison with Periods from Photometric Modulation

We cross-matched our sample with the McQuillan et al. (2014) catalog of stellar rotation periods measured using quasi-periodic photometric modulation in the Kepler light curves. We found that the photometric rotation periods are detected for 41 stars (28%) in our sample. In Figure 8, the $P_{\text{rot}}$ distribution for the 41 stars from photometric modulation (thick gray) is compared with that from $v \sin i$. We find evidence that the source of potentially largest systematics would come from the macroturbulence broadening assumed in estimating $v \sin i$. We evaluate its impact by consulting several proposed macroturbulence relations in Appendix C and find that the effect on $P_{\text{rot}}$ is likely less than about 10%. Systematic errors in $R$ due to uncertainties in the stellar models and fundamental scales for stellar parameters are likely smaller (Tayar et al. 2020). These potential systematics of $< 10\%$ level do not affect the following discussion.

As seen in Figure 4, the statistical uncertainty of $P_{\text{rot}}$ is dominated by unknown $v \sin i$: $v \sin i \approx 1$ is a priori most likely, but we see a long tail toward smaller $v \sin i$ (i.e., shorter $P_{\text{rot}}$). On the other hand, systematic errors in $v \sin i$ or $R$ scale the whole inferred distribution of $P_{\text{rot}} \propto R/v \sin i$ upwards or downwards. The source of potentially largest systematics would come from the macroturbulence broadening assumed in estimating $v \sin i$. We evaluate its impact by consulting several proposed macroturbulence relations in Appendix C and find that the effect on $P_{\text{rot}}$ is likely less than about 10%. Systematic errors in $R$ due to uncertainties in the stellar models and fundamental scales for stellar parameters are likely smaller (Tayar et al. 2020). These potential systematics of $< 10\%$ level do not affect the following discussion.

4.4 Comparison with Periods from Asteroseismology

We also compare the results with asteroseismic measurements recently reported by Hall et al. (2021). From their sample, we chose the stars with $5900 < T_{\text{eff}} < 6600\text{ K}$ and $\log g > 3.9$ that match our sample for comparison. Only the measurements that were deemed robust in their work (Flag 0) were considered. These criteria left us with 10 stars, which are in e.g., van Saders et al. (2019). With the $T_{\text{eff}}$ values from LAMOST, we find that $P_{\text{rot}}$ distributions at different $T_{\text{eff}}$ have better defined peaks at longer $P_{\text{rot}}$ than seen when the $T_{\text{eff}}$ from the Kepler input catalog is adopted. The dashed line in Figure 9 traces this “ridge.”
Figure 8. The rotation period distribution and its standard deviation inferred from $v \sin i$ and $R$ (blue solid line and shaded region) compared with periods measured using photometric modulation (gray) for the 41 stars in our sample by McQuillan et al. (2014). The red histogram shows the asteroseismic rotation periods derived by Hall et al. (2021) for 53 stars with $5900 \leq T_{\text{eff}} < 6600$, $\log g > 3.9$, and Flag 0 (indicating robust measurements); they are mostly different stars from our sample (seven stars in common) but share similar stellar properties. For the latter two, the $p$-values of the KS tests against the mean distribution inferred from $v \sin i$ and $R$ are also shown.

Figure 9. The rotation periods versus effective temperatures of the Kepler stars. Gray dots show the measurements for generic Kepler stars using photometric modulation (McQuillan et al. 2014); only the stars with LAMOST DR6 spectroscopic parameters are shown and those with $\log g < 3.9$ are excluded. The gray dashed line connects the mid-points of the 25% highest density intervals computed for 100 $K$ bins around each temperature and traces the mode of the $P_{\text{rot}}$ distribution as a function of $T_{\text{eff}}$. Red open circles are asteroseismic measurements by Hall et al. (2021): only the measurements deemed robust (Flag 0) are shown and error bars are omitted for clarity. Blue filled circles with error bars are the mean and standard deviation (vertical error bars) estimated from our $v \sin i$ model for three different temperature bins (horizontal error bars; horizontal positions of the circles show the median $T_{\text{eff}}$ in each bin); these are the values reported in Figure 7.

with 53 stars from Hall et al. (2021), in which seven stars are common with our $v \sin i$ sample. Despite the different selection criteria, we find that the effective temperatures, masses, and ages of the asteroseismic stars chosen this way are similar to those of our sample based on spectroscopy and isochrone fitting (see Section 4.1): we found the two-sample KS $p$-values of $\approx 0.1$ for these parameters (Figure 11).

We find that the period distribution of the asteroseismic sample (thick red line in Figure 8) agrees better with our $v \sin i$-based result than that from photometric modulation. The hypothesis that the asteroseismic measurements are drawn from the $v \sin i$-based mean distribution is not rejected with the one-sample KS $p$-value of 0.2. The distribution on the $P_{\text{rot}}$–$T_{\text{eff}}$ plane is also consistent with our estimates using $v \sin i$, perhaps except for the coolest bin (Figure 9). The slightly shorter $P_{\text{rot}}$ estimated from $v \sin i$ may reflect that the coolest stars in the asteroseismic sample are systematically older than ours (Figure 11). This could be because the asteroseismic oscillations are more likely detected for more evolved stars and/or older and magnetically less active stars (Mathur et al. 2019).

4.5 Evidence of Weakened Magnetic Braking

van Saders et al. (2019) found that the long-period edge of the $P_{\text{rot}}$–$T_{\text{eff}}$ distribution of the Kepler stars from McQuillan et al. (2014)
— as also shown in our Figure 9 — is not well reproduced by their forward model that accounts for a galactic stellar population, rotational evolution, and selection function of the Kepler targets: their model predicted too many hot dwarfs rotating more slowly than observed with photometric modulation. They thus hypothesized that either the slowest rotators with the largest Rossby numbers have been missed in the photometric sample due to weakened activity and/or a transition in the morphology of surface active regions, or that the magnetic braking stalls around a critical Rossby number after which stars do not spin down so much as assumed in the standard model (weakened magnetic braking; van Saders et al. 2016). The latter scenario has also been shown to explain the tension that some stars older than the middle of their main-sequence lifetimes rotate more rapidly than predicted from gyrochronology relations calibrated for younger stars (Angus et al. 2015; van Saders et al. 2016), although the critical Rossby number at which this happens or the necessity of the modified braking law itself are still under debate (e.g. Lorenzo-Oliveira et al. 2019; Metcalfe & Egeland 2019). The agreement we found in Section 4.3 between the typical \( P_{\text{rot}} \) from photometric modulation and that from \( v \sin i \) — which is free from the bias associated with detectability of the photometric modulation — argues against the presence of many slow rotators that were missed in the photometric modulation sample and supports the weakened magnetic braking interpretation.

The above argument is rather qualitative. As an attempt to test the stalled spin-down scenario more directly, we used our isochrone parameters to pick up the 36 stars in our sample with 1.05 \( M_\odot \)–1.15 \( M_\odot \), corresponding to Figure 3 of van Saders et al. (2016) with the ZAMS \( T_{\text{eff}} \) of 5900 K–6200 K. We divided them into the younger and older subsamples with roughly uniform age distributions between 1–4.5 Gyr and 4.5–7 Gyr, and derived \( P_{\text{rot}} \) distribution for each of them. We found the mean \( P_{\text{rot}} \) of 11.7 days and 14.5 days for the younger and older subsamples, respectively, which roughly match the evolution tracks with weakened magnetic braking in Figure 3 of van Saders et al. (2016). That said, the inferred standard deviations of \( \log_{10}(P_{\text{rot}}/\text{day}) \) are \( \approx 0.28 \), and the results are based on only 18 stars in each subsample; a larger number of stars is required to obtain a more decisive conclusion.

More recently, Hall et al. (2021) leveraged their precise asteroseismic constraints on the parameters of individual stars (in particular the rotation periods and ages) to perform a model comparison between the standard and weakened magnetic braking laws, and concluded that the latter is significantly favored. This conclusion is mainly driven by the lack of slowly rotating main-sequence stars with \( T_{\text{eff}} < 6250 \text{ K} \) that are expected to be present in the standard braking model, as shown in Figure 3 of Hall et al. (2021). In Figure 12, we compare our estimates (mean and standard deviation) of \( P_{\text{rot}} \) against the stellar population models from Hall et al. (2021) and find that the same is true. This agreement provides further evidence for the breakdown of the standard magnetic braking law for stars beyond the middle of their main-sequence lifetimes.

We attempt to quantify this comparison by evaluating the Bayesian evidence for the entire data for all the sample stars \( D \):

\[
p(D|M) = \prod_j p(D_j|M) = \prod_j \int p(D_j|\theta) p(\theta|M) d\theta
\]

Note that this entails essentially the same information as used in Hall et al. (2021). They evaluated \( p(D|\text{WMB}) = |1| p(D_j|\text{WMB}) = \prod_j [\text{WMB} p(D_j|\text{W'}) + (1-\text{WMB}) p(D_j|\text{S})] \) and reported the posterior \( p(\text{WMB}|D) \) adopting the prior uniform in \((0, 1)\) for \( \text{WMB} \).

5 This \( D \) does not only include the data for \( R \) and \( v \sin i \) but also those used for isochrone fitting.

6 Note that this entails essentially the same information as used in Hall et al. (2021).
inferred value, $\approx 6\%$ should have $\sin i < 1/3$ or $\nu \sin i < 3$ km/s for isotropically oriented spins (i.e., uniformly distributed $\cos i$). Therefore there is not much room to “hide” slow rotators among those stars with $\nu \sin i$ below the detection limit.

5 SUMMARY AND CONCLUSION

We presented a probabilistic framework to infer the rotation period distribution for a sample of stars with isotropically oriented spin axes, based on the data sets that constrain $\nu \sin i$ and radii. This $\nu \sin i$-based inference is complementary to the period measurements based on quasi-periodic brightness modulation in the photometric light curves, because the latter method is only sensitive to stars that exhibit large photometric variabilities and may be biased against less active stars. Our method was tested using simulated data sets and was shown to work well for $\gtrsim 100$ stars with current best achievable constraints, unless the true rotation period distribution includes sharp discontinuities. For data sets with different sizes and qualities, similar tests may be mandatory to adjust the priors on the hyperparameters to obtain sensible results. We also note that our choice for the hyperprior is just one example that turned out to work reasonably well for the present problem. For example, one could use frameworks other than a Gaussian process (e.g., neural network) to construct the hyperprior $p(x|\alpha)$. Alternatively, one could adopt simpler, physically motivated parametric distributions for $p(x|\alpha)$ if exist, which greatly reduce the number of model parameters and simplify the sampling process.

We applied our method to the late-F/early-G Kepler stars observed with Keck/HIRES to infer their rotation period distribution, in a manner that is not biased against stars with weak photometric variabilities. We found that the typical rotation periods of these stars are similar to the values inferred from photometric modulation, although we found evidence that younger, rapidly rotating stars are overrepresented in the photometric sample. We also found a good agreement between our inference and the periods measured for similar Kepler stars with asteroseismology, including their dependence on the effective temperatures. These comparisons demonstrate the usefulness of the $\nu \sin i$-based method as an alternative diagnosis of stellar rotation, and support the weakened magnetic braking hypothesis that the standard braking law breaks down at least for some hot stars older than the middle of their main-sequence lifetimes.
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APPENDIX A: FORMAL DERIVATION OF THE HIERARCHICAL MODEL

Here we derive the equations presented in Section 2.2 more formally, starting from the full Bayesian solution of the problem. See, e.g., Hogg et al. (2010) and Foreman-Mackey et al. (2014) for different applications and pedagogical introductions of the method.

We have N stars labeled by j. For each star we have the data $D_j$ that depend on three parameters: log-period $x_j$, radius $R_j$, and cosine of inclination $\cos i_j$. By $y$ we denote a set of $y_j$ for all stars: $D = \{D_j\}_{j=1}^N, x = \{x_j\}_{j=1}^N$, and so on. We assume that the data sets in different systems are independent and that the likelihood satisfies

$$p(D|x, R, \cos i) = \prod_{j=1}^N p(D_j|x_j, R_j, \cos i_j).$$  \hspace{1cm} (A1)

We assume separable priors for all $R_j$ and $\cos i_j$. For $x_j$, we assume that each $x_j$ follows the common hyperprior $p(x|\alpha)$, where $\alpha$ denotes the set of hyperparameters ($\alpha$, $a$, and $s$ in the text): so $x$'s of different stars are independent only when conditioned on $\alpha$. Then the full prior PDF is:

$$p(x, R, \cos i, \alpha) = p(R) p(\cos i) p(x|\alpha) p(\alpha) = \prod_{j=1}^N p(R_j) p(\cos i_j)p(x_j|\alpha) p(\alpha).$$  \hspace{1cm} (A2)

The hyperprior $p(x|\alpha)$ represents the underlying distribution of $x$ in the sample which we wish to infer.

The above assumptions yield the full joint posterior PDF conditioned on all data as:

$$p(x, R, \cos i, \alpha|D) = \frac{1}{p(D)} \frac{p(D|x, R, \cos i, \alpha) p(x, R, \cos i, \alpha)}{p(D|x, R, \cos i, \alpha)} = \frac{1}{p(D)} \left[ \prod_{j=1}^N p(D_j|x_j, R_j, \cos i_j) p(R_j) p(\cos i_j)p(x_j|\alpha) \right] p(\alpha) = \frac{1}{p(D)} \left[ \prod_{j=1}^N p(D_j|x_j, R_j, \cos i_j) p(x_j|\alpha) \right] p(\alpha),$$  \hspace{1cm} (A3)

where we used Bayes' theorem in the first equality, Equations A1 and A2 in the second, and the definition of conditional probability in the third. In principle, it is possible to sample directly from this posterior PDF, but that involves many parameters to sample when $N$ is large. In this paper, we did not deal with individual $x$, $\cos i$, and $R$ but marginalized them out to obtain

$$p(\alpha|D) = \int p(x, R, \cos i, \alpha|D) \, dx \, dR \, d\cos i.$$  \hspace{1cm} (A4)

The product in the last line within the square brackets is $p(D|\alpha)$ in Equation 3.

Let us then consider $x$ of the $(N+1)$th star, $X$, for which we do not yet have data — what will be the PDF of $X$ given all the existing data $D$? That is the distribution of $x$ we inferred from the population, and is given by the following marginalization similar to the one above:

$$p(X|D) = \int p(X, x, R, \cos i, \alpha|D) \, dx \, dR \, d\cos i \, d\alpha = \frac{1}{p(D)} \int \left[ \prod_{j=1}^N \int p(D_j|x_j) p(x_j|\alpha) \, dx_j \right] p(X|\alpha) \, p(\alpha) \, d\alpha = \int p(X|\alpha) p(D|\alpha) \, d\alpha = \int p(X|\alpha) p(\alpha|D) \, d\alpha.$$  \hspace{1cm} (A5)

This is Equation 11.

In this paper, we further assume that $D_j$ is separated into two independent subsets $D_{R,j}$ and $D_{u,j}$ that depend only on $R$ and $u = v \sin i$, respectively. Then we have

$$p(D_j|x_j, R_j, \cos i_j) = p(D_{R,j}|x_j, R_j, \cos i_j) \frac{p(D_{u,j}|x_j, R_j, \cos i_j)}{p(D_{u,j}|x_j, R_j, \cos i_j)} = p(D_{R,j}|R_j) p(D_{u,j}|x_j, R_j, \cos i_j),$$  \hspace{1cm} (A6)

and the marginal likelihood of $x_j$, $p(D_j|x_j)$, is computed as

$$p(D_j|x_j) = \int p(D_j, R_j, \cos i_j) \, dR_j \, d\cos i_j = \int p(D_{R,j}|R_j) p(D_{u,j}|x_j, R_j, \cos i_j) \, dR_j \, d\cos i_j = \int p(D_{R,j}|R_j) p(D_{u,j}|x_j, R_j, \cos i_j) \, p(R_j) \, p(\cos i_j) \, dR_j \, d\cos i_j.$$  \hspace{1cm} (A7)

This is Equation 4.

APPENDIX B: NOTE ON THE STELLAR PARAMETERS

Although the stars in Louden et al. (2021) are all hotter than the Sun, SpecMatch-Syn assigned log g larger than the solar value for some of them. Their parallaxes and absolute magnitudes do not support that these stars are more compact than the Sun, and so these log g values are most likely overestimated. We find that those stars tend to be hot stars with rapid rotation (Figure B1) based on SpecMatch-Syn values thus derived were found to show an excellent agreement with those from asteroseismology for the stars in common with the sample of Hall et al. (2021): the mean difference is 0.00 and standard deviation is 0.03. We then re-ran the
Figure B1. Some stars show unreasonably high log $g$, which is also associated with rapid rotation and high effective temperature.

SpecMatch-Syn algorithm on our sample stars adopting those constraints on log $g$ assuming a uniform uncertainty of 0.05 and found that the mean change in $v \sin i$ is 0.07 km/s with the standard deviation of 0.07 km/s. Therefore, this potential systematic error in log $g$ does not bias $v \sin i$.

APPENDIX C: DEPENDENCE ON THE MACROTURBULENCE RELATION

We attempt to evaluate potential systematic errors associated with line broadening due to macroturbulence. SpecMatch-Syn estimates $v \sin i$ adopting the isotropic radial–tangential model for macroturbulence (Gray 2005). The macroturbulence velocity dispersion is computed as a function of $T_{\text{eff}}$ using the empirical relation derived by Fischer & Valenti (2005). The relation was obtained by first fitting line profiles fixing $v \sin i = 0$ to derive upper limits on the macroturbulence dispersion, and then by fitting their lower envelope as a function of $T_{\text{eff}}$. Other empirical relations between the macroturbulence velocity dispersion and $T_{\text{eff}}$ have been proposed for hot stars relevant to our sample (see also Saar & Osten 1997; Gray (1984) modeled line profiles of very high-resolution spectra to disentangle $v \sin i$ and macroturbulence; Doyle et al. (2014) fitted macroturbulence fixing $v \sin i$ derived from asteroseismology; Brewer et al. (2016) updated the Fischer & Valenti (2005) relation using the same method. For the temperature range of our interest, the Fischer & Valenti (2005) relation adopted in SpecMatch-Syn predicts among the smallest macroturbulence dispersions, while the Brewer et al. (2016) relation for dwarfs predicts the largest values, by up to a few km/s compared to the Fischer & Valenti (2005) relation. Although Brewer et al. (2016) do not appear to intend that the relation be used for such hot stars given the small number of calibration stars (cf. their Figure 10), we re-ran the whole analysis in Section 4 adopting the relation in Brewer et al. (2016) for dwarfs to gauge the maximum possible impact due to systematics in the macroturbulence law.

The results are shown in Figure C1. The right peak in the distribution shifts by $\approx 10\%$ toward longer values, since $v \sin i$ becomes smaller for the larger adopted macroturbulence velocities. We find the mean and standard deviation of $\log_{10}(P_{\text{rot}}/\text{day})$ to be 1.01 ± 0.03 and 0.31 ± 0.03, respectively, compared to 0.97 and 0.27 from our fiducial analysis (Section 4). As a function of $T_{\text{eff}}$, the result from the highest temperature bin (i.e. largest $v \sin i$) remained largely unaffected, while $P_{\text{rot}}$ in the cooler bins increased by $\approx 20\%$. The shifts are smaller than the inferred standard deviation in each bin.

Interestingly, the tension at smallest $v \sin i$ in our fiducial analysis disappeared (Figure C1, right). However, the agreement with the asteroseismic sample became poorer at larger $v \sin i$; we found $-1.2 \pm 1.2$ km/s (spectroscopic minus seismic) compared to $-0.3 \pm 0.9$ km/s in our fiducial analysis. Thus the $v \sin i$ values of those stars instead appear to be underestimated due to too large macroturbulence and the tension remains unresolved. Given that the stars with $v \sin i > 3$ km/s are the majority of the sample and play a more important role in determining the period distribution, we do not consider this analysis based on the Brewer et al. (2016) macroturbulence law to be more accurate and reliable than the one in Section 4.
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Figure C1. (Left) The $\log_{10} P$ distribution inferred for the whole sample, adopting the macroturbulence law derived by Brewer et al. (2016) for dwarfs. The green dashed line shows the mean prediction in Figure 5. (Right) Predicted $v \sin i$ distribution compared against the data.