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Abstract. Let $q$ be a $2N$th root of unity where $N$ is odd. Let $U_q(sl_2)$ denote the quantum group with large center corresponding to the lie algebra $sl_2$ with generators $E, F, K$, and $K^{-1}$. A semicyclic representation of $U_q(sl_2)$ is an $N$-dimensional irreducible representation $\rho: U_q(sl_2) \rightarrow M_N(\mathbb{C})$, so that $\rho(E^N) = aId$ with $a \neq 0$, $\rho(F^N) = 0$ and $\rho(K^N) = Id$. We construct a tangle functor for framed homogeneous tangles colored with semicyclic representations, and prove that for $(1,1)$-tangles coming from knots, the invariant defined by the tangle functor coincides with Kashaev’s invariant.

1. Introduction

Tangle functors have been central in the construction of quantum invariants of links and three-manifolds since Reshetikhin and Turaev’s pioneering work \[14, 16\]. The starting data is a quasitriangular Hopf algebra. This is a Hopf algebra $H$ along with an invertible element $R$ of a completion of $H \otimes H$ that satisfies three equations. If $R = \sum_i s_i \otimes t_i$, let $R_{12} = \sum_i s_i \otimes t_i \otimes 1$, $R_{13} = \sum_i s_i \otimes 1 \otimes t_i$ and $R_{23} = \sum_i 1 \otimes s_i \otimes t_i$. The equations are

\begin{align*}
R\Delta(x)R^{-1} &= \Delta'(x), \\
(\Delta \otimes 1)R &= R_{13}R_{23}, \\
(1 \otimes \Delta)(R) &= R_{13}R_{12}.
\end{align*}

An element $R \in H \otimes H$ satisfying the above properties is called a universal $R$-matrix.

These conditions imply that $R$ satisfies the quantum Yang-Baxter equation,

\begin{equation}
R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12},
\end{equation}

and If $\check{R}$ denotes multiplication by $R$ followed by flipping the coordinates, then $\check{R}$ satisfies the standard braid relation,

\begin{equation}
\check{R}_{12}\check{R}_{23}\check{R}_{12} = \check{R}_{23}\check{R}_{12}\check{R}_{23}.
\end{equation}

Hence quasitriangular Hopf algebras give rise to representations of the braid group. Tangle functors are the extension of this representation to a representation of the
category of framed colored tangles on the category of representations of the quasitriangular Hopf algebra.

The most important examples of quasitriangular Hopf algebras are the Drinfeld-Jimbo deformations of the universal enveloping algebra of a semisimple Lie algebra where the deformation parameter is a complex number that is not a root of unity \[7\]. If there is a universal \( R \)-matrix, then the representations of the algebra commute under tensor product, that is if \( A \) and \( B \) are two representations of \( H \) then \( A \otimes B \) is equivalent to \( B \otimes A \). Roots of unity need to be avoided because the representations of the algebra do not commute under tensor product. These noncommuting representations are sometimes called cyclic representations. The center of the deformed algebra has a subalgebra \( Z_0 \) of finite index which is a Hopf algebra. In fact, \( Z_0 \) is the coordinate ring of the Poisson dual of the Lie group underlying the original Lie algebra. The cyclic representations are associated with points of a branched cover of the dual Lie group \[5, 1\]. The cyclic representations are used to construct quantum hyperbolic invariants of three manifolds. Their restriction to the positive part of the quantum group play a role in Kashaev’s invariant \[7\], the quantum hyperbolic invariants of Baseilhac and Benedetti \[2\], and implicitly in the representation theory of the Kauffman bracket skein algebra \[3\].

**Definition 1.1.** Let \( q \neq 0, \pm 1 \) be a complex number. The algebra \( U_q(sl_2) \) is generated by \( K, K^{-1}, E \) and \( F \) with relations,

\[
KE = q^2EK, \quad KF = q^{-2}FK, \quad \text{and} \quad EF - FE = \frac{K - K^{-1}}{q - q^{-1}}.
\]

The counit, antipode and comultiplication extend as,

\[
\epsilon(K) = 1, \quad \epsilon(E) = 0, \quad \epsilon(F) = 0
\]

\[
S(K) = K^{-1}, \quad S(E) = -EK^{-1}, \quad S(F) = -KF
\]

\[
\Delta(K) = K \otimes K, \quad \Delta(E) = E \otimes K + 1 \otimes E, \quad \Delta(F) = F \otimes 1 + K^{-1} \otimes F.
\]

This is the version of \( U_q(sl_2) \) appearing in \[5\], and \[1\]. As \( U_q(sl_2) \) is not quasitriangular at roots of unity, something must be done in order to get a tangle functor. In \[15, 10\], they work with a quotient of \( U_q(sl_2) \) where \( q = e^{\pi i/2r} \) and \( r \geq 3 \). In this quotient, \( K^{2r} = 1 \) and \( E^r = F^r = 0 \). This algebra is quasitriangular, and the \( R \) matrix is,

\[
R = q^{\frac{H \otimes H}{2}} \sum_{l=0}^{N-1} \frac{(q - q^{-1})^l}{[l]!} q^{\frac{i(l-1)}{2}} E^l \otimes F^l,
\]

where \( K = q^H \). Ohtsuki realized that the requirement that \( K^{2r} = 1 \) was superfluous \[11\], and the same \( R \)-matrix defines a tangle functor based on the larger version of the quantum group.
In this paper we find one more extension of the cases where a tangle functor can be constructed. Here we assume that $q$ is a primitive $2N$th root of unity where $N$ is odd and greater than or equal to 3. We need $K^N = 1$ and $F^N = 0$ to define a tangle functor. We cannot work on the level of the algebra as even when we enforce the relations $K^N = 1$ and $F^N = 0$ in the algebra, there is no universal $R$-matrix. Hence we work at the level of the representations. We call representations $\rho$ that satisfy $\rho(K^N) = \text{Id}$ and $\rho(F^N) = 0$, semicyclic. First we prove that in these representations a solution to the Quantum Yang-Baxter equation exists and is the image of the $R$-matrix in Equation 1.10. Next we prove that for $(1,1)$-tangles the tangle functor returns the same value as if we colored the tangle with the standard irreducible $N$-dimensional representation of $U_q(sl_2)$. Hitoshi Murakami tells us that Jun Murakami already knew this. This does not mean that the functor contains no new information. The functor applied to $(2,2)$-tangles carries new information beyond the information in the functor coming from the standard $N$-dimensional representation.

We would like to thank Thomas Kerler who shared with us his insight into a truly elegant proof that the tangle functor based on semicyclic representations returns the same answer as with the standard $N$-dimensional representation. Given a $(1,1)$-tangle the functor returns a universal polynomial in $K$, $K^{-1}$, $E$, $F$ with coefficients in $\mathbb{Z}(q)$, so that the exponential sum of $E$ is equal to the exponential sum of $F$ in every monomial appearing with nonzero coefficient. Any such monomial can be written as a linear combination of polynomials in $K$, $K^{-1}$ and the quantum Casimir operator. The actions of these operators agree in the standard $N$-dimensional representation and the semicyclic representations. Among other things, this means that it is impossible to get quantum hyperbolic invariants from a tangle functor that uses the standard $R$-matrix for $U_q(sl_2)$.

2. Preliminaries

Throughout this paper $q = e^{\pi i/N}$ where $N \geq 3$ is an odd counting number. The quantum integer $l$, denoted $[l]$ is defined as,

$$[l] = \frac{q^l - q^{-l}}{q - q^{-1}}.$$  

The quantum factorial is defined recursively by $[0]! = 1$, and $[n]! = [n][n-1]!$. The quantum binomial coefficients are defined by

$$\left[ \begin{array}{c} n \\ k \end{array} \right] = \frac{[n]!}{[k]![n-k]!}.$$  

The quantum binomial theorem states that if $AB = q^2BA$ then,

$$(A + B)^n = \sum_{k=0}^{n} q^{-k(n-k)} \left[ \begin{array}{c} n \\ k \end{array} \right] A^k B^{n-k}.$$
The Weyl algebra $W_q$ is a Hopf algebra generated by $E$, $K$ and $K^{-1}$ with relation $KE = q^2 EK$, antipode, $S(K) = K^{-1}$, $S(E) = -EK^{-1}$, counit given by $\epsilon(K) = 1$, $\epsilon(E) = 0$, and comultiplication $\Delta(K) = K \otimes K$ and $\Delta(E) = E \otimes K + 1 \otimes E$.

### 2.1. Cyclic Representations of the Weyl Algebra.

Let $V$ be the finite dimensional vector space over the complex numbers with basis $v_i$ where $i \in \{0, 1, \ldots, N-1\}$. Choose a nonzero complex number $a$. Let $M^N(\mathbb{C})$ denote $N \times N$ matrices with complex coefficients, identified with $\text{End}(V)$ via the choice of basis. Define a representation of $W_q$ by, 

$$
\rho_a : W_q \to M^N(\mathbb{C}),
$$

by $\rho_a(K)v_i = q^{2i}v_i$, and $\rho_a(E)v_i = v_{i+1}$ when $i < N - 1$ and $\rho_a(E)v_{N-1} = av_0$.

Cyclic representations of the Weyl algebra have been studied by Kashaev [9], Baseilhac and Benedetti [2] and Bonahon et al [3].

### 2.2. A version of $U_q(sl_2)$. Let $U_q(sl_2)$ denote the unreduced quantum group as in Definition 1.1. We remind the reader though, that we are only considering the cases where $q = e^{\pi i/N}$ where $N \geq 3$ is an odd counting number.

The following equations and proposition will be useful in showing that the $R$-matrix, defined in Section 3, satisfies the quantum Yang-Baxter equation. By induction

$$
EF^l = F^l E + [l] F^{l-1} q^{-1-l} K - q^{-l-1} K^{-1} q^{-1}.
$$

Also

$$
\begin{align}
(q^{H \otimes H} (E \otimes 1) q^{-H \otimes H} / 2) &= E \otimes K, \\
(q^{H \otimes H} (1 \otimes E) q^{-H \otimes H} / 2) &= K \otimes E, \\
(q^{H \otimes H} (F \otimes 1) q^{-H \otimes H} / 2) &= F \otimes K^{-1}, \\
(q^{H \otimes H} (1 \otimes F) q^{-H \otimes H} / 2) &= K^{-1} \otimes F.
\end{align}
$$

where $K = q^H$.

**Proposition 2.1.**

$$
(\Delta \otimes \text{Id})(q^{H \otimes H} / 2) = q^{\Delta(H) \otimes H / 2} \quad \text{and} \quad (\text{Id} \otimes \Delta)(q^{H \otimes H} / 2) = q^{H \otimes \Delta(H) / 2}.
$$

**Proof.** The fact that $\Delta(K) = K \otimes K$ forces $\Delta(H) = H \otimes \text{Id} + \text{Id} \otimes H$. Using induction, it can be shown that

$$
\Delta(H^n) = \sum_{k=0}^{n} \binom{n}{k} H^k \otimes H^{n-k}.
$$
Then,

\[(\Delta \otimes Id) \exp \left( \frac{h}{4} H \otimes H \right) = (\Delta \otimes Id) \left( \sum_{n=0}^{\infty} \frac{h^n}{4^n n!} H^n \otimes H^n \right) \]

\[= \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{h^n}{4^n n!} \binom{n}{k} H^k \otimes H^{n-k} \otimes H^n \]

\[= \sum_{n=0}^{\infty} \left( \frac{h^n}{4^n n!} Id \otimes H^n \otimes H^n \right) \left( \sum_{k=0}^{n} \binom{n}{k} H^k \otimes H^{-k} \otimes Id \right) \]

\[= \sum_{n=0}^{\infty} \left( \frac{h^n}{4^n n!} Id \otimes H^n \otimes H^n \right) (H \otimes H^{-1} \otimes Id + Id \otimes Id \otimes Id)^n \]

\[= \sum_{n=0}^{\infty} \frac{h^n}{4^n n!} (Id \otimes H \otimes H + H \otimes Id \otimes H)^n \]

\[= \exp \left( \frac{h}{4} \Delta(H) \otimes Id \right). \]

2.3. Extending Cyclic Representations of the Weyl Algebra to \(U_q(sl_2)\). The cyclic representations of \(W_q\) defined in Section 2.1 can be extended to \(N\) representations of \(U_q(sl_2)\) as follows. Let \(V\) be the vector space over the complex numbers with basis \(v_k\) where \(k \in \{0, 1, \ldots, N-1\}\). Fix \(i \in \{0, 1, \ldots, N-1\}\) and \(a \in \mathbb{C} - \{0\}\). Let \(\rho_{a,i}(K)v_k = q^{1-N+2(k-i)}v_k\), and \(\rho_{a,i}(E)v_k = v_{k+1}\) when \(i < N-1\) and \(\rho_{a,i}(E)v_{N-1} = av_0\). Notice that \(\rho_{a,i}(E)^N = a \cdot I_N\) and \(\rho_{a,i}(K)^N = I_N\) where \(I_N\) is the \(N \times N\) identity matrix.

We find a representation \(\rho_{a,i}\) of \(F\) such that \(\rho_{a,i}(F)^N = 0\). Under this condition, the equation \(\rho_{a,i}(EF - FE) = \rho_{a,i}(K^{\frac{N-K}{q-q^{-1}}} I_N)\) leads to the following solution for \(\rho_{a,i}(F)\).

Denote by \(\overline{j}\) the equivalence class of \(j \mod N\) which we treat as the remainder on division by \(N\). Define

\[\rho_{a,i}(F)v_{i+k} = \begin{cases} \sum_{j=0}^{k-1} -\frac{[2(k-j)+N-1]}{a} v_{i+k-1} & : i+k \neq \overline{0} \\ \sum_{j=0}^{k-1} -\frac{[2(k-j)+N-1]}{a} v_{i+k-1} & : i+k = \overline{0} \end{cases} \]

Equivalently, \(\rho_{a,i}(F)\) can be expressed using the sum to product formula,

\[\rho_{a,i}(F)v_{i+k} = \begin{cases} [k][N-k]v_{i+k-1} & : i+k \neq \overline{0} \\ [k][N-k]v_{i+k-1} & : i+k = \overline{0} \end{cases} \]
The definition of these $N$ representations leads to the following relations.

\begin{align}
(2.5) \quad \rho_{a,i}(F)v_j &= \rho_{a,i+k}(F)v_{j+k} \\
(2.6) \quad \rho_{a,i}(K)v_j &= \rho_{a,i+k}(K)v_{j+k} \\
(2.7) \quad \rho_{a,i}(E)v_j &= \rho_{a,i+k}(E)v_j \quad \forall k
\end{align}

In fact, all $N$ of the representations are isomorphic via conjugation by $\rho_{a,i}(E)$.

\begin{align}
(2.8) \quad \rho_{a,i}(E)^j\rho_{a,i}(F)\rho_{a,i}(E)^{-j} &= \rho_{a,i+j}(F) \\
(2.9) \quad \rho_{a,i}(E)^j\rho_{a,i}(K)\rho_{a,i}(E)^{-j} &= \rho_{a,i+j}(K)
\end{align}

These representations are a subclass of those studied in [6] and are called semicyclic representations. Since there is only one semicyclic representation up to isomorphism, we will work with whichever is most convenient.

2.4. The Standard Irreducible Representation. One of the main goals of this paper is to compare the semicyclic and standard irreducible representations of $U_q(sl_2)$. Let $\rho_0$ denote the standard $N$-dimensional irreducible representation of $U_q(sl_2)$. Fix a basis $\{v_0, v_1, ..., v_{N-1}\}$ of a vector space $V$, then $\rho_0(E), \rho_0(F)$, and $\rho_0(K)$ act on this basis as follows. $\rho_0(E)v_i = v_{i+1}$ for $i \neq N - 1$ and $\rho_0(E)v_{N-1} = 0$, $\rho_0(F)v_i = [i][N-i]v_{i-1}$, $\rho_0(K)v_i = q^{1-N+2i}v_i$. The standard representation, $\rho_0$, is similar to the semicyclic representation $\rho_{a,0}$. In fact, the only difference is $\rho_0(E)v_{N-1} = 0$ while $\rho_{a,0}(E)v_{N-1} = av_0$.

3. The $R$-matrix

In the case of the standard irreducible representation $\rho_0$, the $R$-matrix

$$ R = q^{N_\otimes H^2} \sum_{l=0}^{N-1} \frac{(q - q^{-1})^l}{[l]!} q^{i(l+1) - q^{-i(l+1)}} E^l \otimes F^l, $$

satisfies $R\Delta R^{-1} = \Delta'$ where $\Delta'$ is the flipped comultiplication. This equation also holds for subrepresentations of tensor products of the two dimensional irreducible representation. This formula first appeared in Kirby and Melvin [10], only they were working in the quotient of $U_q(sl_2)$ by $E^N = F^N = 0$, and $K^{2N} = 1$. This formula for the $R$-matrix also appears in the work of Ohtsuki where he notices that the condition $K^{2N} = 1$ is superfluous. It is also used in the unfolded version of the quantum group, where you add a generator $H$ with $q^H = K$. In the following proposition we will show that the image of $R$ in the representations $\rho_{a,i}$ conjugates the image of comultiplication to the image of flipped comultiplication.

**Proposition 3.1.** For all $i$, $\rho_{a,i}(R)$ and $Z \in U_q(sl_2)$, satisfies

\begin{align}
(3.1) \quad (\rho_{a,i} \otimes \rho_{a,i})(R\Delta(Z)R^{-1}) = (\rho_{a,i} \otimes \rho_{a,i})(\Delta'(Z)).
\end{align}
Proof. In the following proof, we suppress the notation $\rho_{a,i}$ and use $E, F, K$ and $R$ to mean their image under the representation $\rho_{a,i}$. Since $F^N = 0$ the proof that $R\Delta(F) - \Delta'(F)R = 0$ and $R\Delta(K) - \Delta'(K)R = 0$ is the same as the proof appearing in [10]. All that is left to show is $R\Delta(E) - \Delta'(E)R = 0$.

To simplify notation, write

$$R = q^\frac{H \otimes H}{2} \sum_{l=0}^{N-1} c_l E^l \otimes F^l.$$ 

To prove the theorem we show that the equation

$$R \Delta(E) - \Delta'(E)R = 0$$

holds for our choice of $R$. Using equation 1.9 we get,

$$q^\frac{H \otimes H}{2} \left( \sum_{l=0}^{N-1} c_l E^l \otimes F^l \right) \left( E \otimes K + 1 \otimes E \right) - (K \otimes E + E \otimes 1) q^\frac{H \otimes H}{2} \left( \sum_{l=0}^{N-1} c_l E^l \otimes F^l \right) = 0.$$

Using the commutation relations for $q^\frac{H \otimes H}{2}$ from equation 2.1, move it to the front of the second term and factor it out to get,

$$q^\frac{H \otimes H}{2} \left( \left( \sum_{l=0}^{N-1} c_l E^l \otimes F^l \right) \left( E \otimes K + 1 \otimes E \right) - \left( 1 \otimes E + E \otimes K^{-1} \right) \left( \sum_{l=0}^{N-1} c_l E^l \otimes F^l \right) \right) = 0.$$

Cancel $q^\frac{H \otimes H}{2}$, distribute and then collect in powers of $E$, to get,

$$\sum_{l=0}^{N-1} c_l E^{l+1} \otimes (F^l K - K^{-1} F^l) + \sum_{l=0}^{N-1} c_l E^l \otimes (F^l E - EF^l) = 0.$$ 

There is exactly one term with $E^N$ appearing in it,

$$c_{N-1} E^N \otimes (F^{N-1} K - K^{-1} F^{N-1}).$$

All other terms will cancel as in the proof in [10] so we only need to show this term is zero.

Under all representations $\rho_{a,i}$, $F$ has rank $N - 1$, so $F^{N-1}$ has rank 1. Specifically $v_{i-1}$ spans the cokernel of $F^{N-1}$, and its kernel is spanned by all other $v_j$. Applying $F^{N-1} K - K^{-1} F^{N-1}$ to $v_{i-1}$ under $\rho_{a,i}$ gives

$$F^{N-1} K - K^{-1} F^{N-1} v_{i-1} = F^{N-1} K - q^{2N-2} F^{N-1} K^{-1} v_{i-1} = F^{N-1} (K - q^{2N-2} K^{-1}) v_{i-1} = F^{N-1} (q^{-1} - N - q^{N-1}) v_{i-1} = 0 \quad \square$$

Remark 3.2. Now we can make a standard inductive computation of the $R$-matrix, noting that $c_N = 0$. Going back to Equation 3.2, commute the $E$ past $F^l$ in the
second term, and $K^{-1}$ past $F^l$ in the first, and renumber the first term so that $E^{l+1}$ become $E^l$. We get,

$$\sum_{m=0}^{N-1} c_{m-1} E^m \otimes (F^{m-1} - q^{2(m-1)} F^{m-1}) - \sum_{m=0}^{N-1} c_m E^m \otimes ([m] F^{m-1} q^{1-m} K - q^{m-1} K^{-1}) = 0.$$ 

Collecting in powers of $E$ we get the recursive formula,

$$c_m = \frac{(q - q^{-1})}{[m]} q^{m-1} c_{m-1}.$$ 

Setting $c_0 = 1$ we get the standard formula for the $R$-matrix given above.

Recall, a Universal $R$-matrix satisfies $(\Delta \otimes \text{Id})(R) = R_{13} R_{23}$, and $(\text{Id} \otimes \Delta)(R) = R_{13} R_{12}$. The first of these two equations holds in semicyclic representations because it is true when $E^N = 0 = F^N$, and $F^N = 0$ suffices. This is because the only powers of $E$ and $F$ in the formula that exceed $N - 1$ are in fact powers of $F$, for instance see [10] for the proof. The second equation does not hold in the semicyclic representations. To see why, apply Proposition 2.1 to the left hand side $(\text{Id} \otimes \Delta)(R)$.

$$q^{H \otimes \Delta(H)} \sum_{l=0}^{N-1} c_l E^l \otimes F^l = q^{H \otimes \Delta(H)} \sum_{l=0}^{N-1} E^l \otimes \Delta(F)^l.$$ 

Notice that the highest power of $E$ or $F$ that appears is $N - 1$. Since the equation is true when $E^N = F^N = 0$ in the algebra it means that the coefficients of $R_{13} R_{12}$ all monomials where the powers of $E$ and $F$ are less than or equal to $N - 1$ agree with the answer above. For the right hand side, we have

$$R_{13} R_{12} = q^{H \otimes \Delta(H)} \sum_{m=0}^{N-1} c_m E^m \otimes 1 \otimes F^m q^{H \otimes \Delta(H)} \sum_{n=0}^{N-1} c_n E^n \otimes F^n \otimes 1.$$ 

Commuting $q^{H \otimes \Delta(H)}$ to the front yields,

$$q^{H \otimes \Delta(H)} \sum_{m=0}^{N-1} c_m E^m \otimes K^{-m} \otimes F^m (\sum_{n=0}^{N-1} c_n E^n \otimes F^n \otimes 1).$$ 

Now cancel the exponentiated $H \otimes \Delta(H)$ from both sides. We know that all the terms where $m + n \leq N - 1$ cancel with the left hand side so the remainder is,

$$\sum_{m+n \geq N} c_m c_n E^{m+n} \otimes K^{-m} F^n \otimes F^m.$$ 

The matrices $E^k$ where $k$ ranges from $N$ to $2N - 2$ are linearly independent. Hence each of the parts of the sum where $m + n = k$ needs to be zero. Letting $k = N$ we get,

$$\sum_{m=1}^{N-1} c_m c_{n-m} E^N \otimes K^{-m} F^{N-m} \otimes F^m.$$
Consider $v_0 \otimes v_{i+1} \otimes v_{i+1}$. The values of this vector under each term of the sum are linearly independent, so the sum is nonzero and the relation $(Id \otimes \Delta)(R) = R_{13}R_{12}$ does not hold under the semicyclic representations.

However, the $R$-matrix still satisfies the Yang-Baxter equation, as long as we are evaluating in the representations $\rho_{a,i}$.

Let $\sigma : A \otimes B \to B \otimes A$ be the flip $\sigma(Z \otimes W) = W \otimes Z$. Let $P : A \otimes B \otimes C$ denote its extension $P(Z \otimes W \otimes X) = (W \otimes Z \otimes X)$. If $R = \sum_i s_i \otimes t_i$ then

$$R_{12} = \sum_i s_i \otimes t_i \otimes 1, \quad R_{13} = \sum_i s_i \otimes 1 \otimes t_i, \quad R_{23} = \sum_i 1 \otimes s_i \otimes t_i.$$ 

**Theorem 3.3.** Suppose $\rho_{a,i} : U_q(sl_2) \to M_N(\mathbb{C})$ is any of the semicyclic representations of $U_q(sl_2)$. Then

$$\rho_{a,i} \otimes \rho_{a,i} \otimes \rho_{a,i}(R_{12}R_{13}R_{23} - R_{23}R_{13}R_{12}) = 0.$$

**Proof.** The proof follows [10]. It really only depends on the fact that if we evaluate in $\rho \otimes \phi : U_q(sl_2) \otimes U_q(sl_2) \to End(V) \otimes M_N(\mathbb{C})$, where $\rho : U_q(sl_2) \to End(V)$ is an arbitrary representation, and $\phi$ is a semicyclic representation where the kernel of $F$ contains $v_i$, then

$$(\rho \otimes \phi)(R\Delta - \Delta'R) = 0,$$

and

$$(\rho \otimes \phi \otimes \psi)(\Delta \otimes Id(R) - R_{13}R_{23}) = 0,$$

when in addition $\psi$ is semicyclic.

To simplify notation we suppress the representation from the formulas.

$$R_{12}R_{13}R_{23} = R_{12}(\Delta \otimes 1)(R) = (\Delta' \otimes 1)(R)R_{12} =$$

$$P \circ (\Delta \otimes 1)(R)R_{12} = P \circ (R_{13}R_{23})R_{12} = R_{23}R_{13}R_{12}.$$ 

\[\square\]

**4. The Tangle Functor**

In this section, we define a tangle functor for $(1, 1)$-tangles that have been colored with the extended semicyclic representations defined in Section 2.3. Let $e_0, e_1, ..., e_{N-1}$ be a basis for an $N$-dimensional vector space $V$ over $\mathbb{C}$. For $v \in V$ and $\phi \in V^*$ define the cup, cap, and crossing operators as follows.
\[ \begin{align*}
\bigtriangledown & \rightarrow (1 \mapsto e_i \otimes e_i) \\
\bigtriangledown & \rightarrow (1 \mapsto e_i \otimes K^{-1}(e_i)) \\
\bigtriangledown & \rightarrow (\phi \otimes v \mapsto \phi(v)) \\
\bigtriangledown & \rightarrow (v \otimes \phi \mapsto \phi(Kv)) \\
\bigtriangleup & \rightarrow (e_i \otimes e_j \mapsto \bar{R}(e_i \otimes e_j)) \\
\bigtriangleup & \rightarrow (e_i \otimes e_j \mapsto \bar{R}^{-1}(e_i \otimes e_j))
\end{align*} \]

**Theorem 4.1** (Turaev [11, 16]). Two oriented framed tangle diagrams express the same isotopic tangle if and only if the two diagrams are related by a finite sequence of Turaev moves shown below.

![Diagram](image)

We want to show that each of these moves are satisfied using the cap, cup, and crossing definitions given above under specified semicyclic representations. If so, then we have defined a \((1, 1)\) tangle functor.

**Lemma 4.2.** Let \( q = e^{\pi i} \) and \( f_q(l) = \frac{(q^{-1} - 1)^l}{|l|!} q^{-\frac{l(l-1)}{2}} \). The functions \( f_q \) and \( f_{q^{-1}} \) satisfy,

\[ f_{q^{-1}}(a - b)f_q(b) = (-1)^{b-a} \frac{(q - q^{-1})^a}{(a-b)!|b|!} q^{\frac{a-a^2}{2}} q^{b(a-1)}. \]
Also,

\[
\sum_{b=0}^{a} f_{q^{-1}}(a - b)f_{q}(b) = 0 = \sum_{b=0}^{a} f_{q}(a - b)f_{q^{-1}}(b)
\]

when \(0 < a < N\).

\[\text{Proof.}\] The first part is a straightforward algebraic manipulation. The second part is a consequence of the fact that \(RR^{-1} = Id \otimes Id\) evaluated in the representation \(\rho_{a,i}\). \(\square\)

**Proposition 4.3.** The operator \(\rho_{a,k}(\hat{R})\) for \(k \in \{0, 1, ..., N-1\}\) along with the corresponding cup and cap operators arising from \(\rho_{a,k}(K)\) define a \((1,1)\)-tangle functor.

\[\text{Proof.}\] In the following proof, we will assume that \(k = \frac{N+1}{2}\) in which case \(K(e_i) = q^{2i}e_i\) and \(q^{\frac{N+1}{2}}(e_i \otimes e_j) = q^{2ij}(e_i \otimes e_j)\). Since all the semicyclic representations are isomorphic, we only need to check for one \(k\). Also, we suppress the representation \(\rho_{a,k}\) and write \(E, F, K\) and \(\hat{R}\) for their images under \(\rho_{a,k}\). Notice that 1 and 2 follow directly from the definition of the cap and cup operators. Also, 5 is clearly true since \(\hat{R} \circ \hat{R}^{-1}(e_i \otimes e_j) = e_i \otimes e_j\) and \(\hat{R}^{-1} \circ \hat{R}(e_i \otimes e_j) = e_i \otimes e_j\). Since \(\hat{R}\) satisfies the braid relation, 7 is satisfied. It remains to verify 3, 4, and 6. To simplify notation, we use the modified Einstein notation where there is a sum over each variable that appears at least twice.

**Left hand side of 3:** Here, the arrows are going up so the input to the map is the tensor product of dual vectors \(e^i \otimes e^j\). While passing from the bottom to the top of the diagram, there are two untwisted cups then an application of \(\hat{R}\) at the crossing, then two untwisted caps.

\[
e^i \otimes e^j \xrightarrow{\text{caps}} e^i \otimes e^j \otimes e_k \otimes e_p \otimes e^p \otimes e^k
\]

\[
\hat{R} \xrightarrow{} e^i \otimes e^j \otimes \hat{R}(e_k \otimes e_p) \otimes e^p \otimes e^k
\]

\[
= e^i \otimes e^j \otimes q^{2(p-r)(k+r)}f_q(r)F^r e_p \otimes E^r e_k \otimes e^p \otimes e^k
\]

\[
\xrightarrow{\text{caps}} q^{2(p-r)(k+r)}f_q(r)(F^r)_{j}^{i} E^r_{k}^{j} e^p \otimes e^k (k = i-r, p = j+r)
\]

\[
= q^{2ij}f_q(r)(F^r)_{j+r}^{i-r} E^r_{i-r}^{j+r} \otimes e^{j-r}
\]

**Right hand side of 3:** As in the case of the left hand side, we calculate the action of the map on \(e^i \otimes e^j\). The only difference is that the cup and cap operators involve
the action of $K$.

\begin{equation*}
  e^i \otimes e^j \mapsto q^{-(p+k)} e^p \otimes e^k \otimes e_p \otimes e^i \otimes e^j
\end{equation*}

\begin{equation*}
  \tilde{R} \longmapsto q^{-(p+k)} e^p \otimes \tilde{R}(e_k \otimes e_p) \otimes e^i \otimes e^j
\end{equation*}

\begin{equation*}
  = q^{-(p+k)+2(p-r)(k+r)} f_q(r) e^p \otimes e^k \otimes F^r e_p \otimes e^i \otimes e^j
\end{equation*}

\begin{equation*}
  \cap \mapsto q^{-(p+k)+2(p-r)(k+r)+2(i+j)} f_q(r)(F^r)_i^j (F^r)_p^j e^p \otimes e^k \quad (k = i - r, p = j + r)
\end{equation*}

\begin{equation*}
  = q^{2ij} f_q(r)(F^r)^j_{i+r} e^{i+r} \otimes e^{i-r}
\end{equation*}

**Left hand side of 4:**

\begin{equation*}
  e_i \mapsto q^{-2k} e^k \otimes e_k \otimes e_i
\end{equation*}

\begin{equation*}
  \tilde{R} \longmapsto q^{-2k} e^k \otimes \tilde{R}(e_k \otimes e_i)
\end{equation*}

\begin{equation*}
  = q^{-2k} q^{-2(i-r)(k+r)} f_q(r) e^k \otimes F^r e_i \otimes E^r e_k
\end{equation*}

\begin{equation*}
  \cap \mapsto q^{-2k} q^{2(i-r)(k+r)} f_q(r)(F^r)_k e_k \otimes e_i \otimes e^j \quad (k = i - r)
\end{equation*}

\begin{equation*}
  \tilde{R}^{-1} \mapsto q^{-2k+2(i-r)(k+r)} f_q(r)(F^r)_k \tilde{R}^{-1}(E^r e_k \otimes e_j) \otimes e^j
\end{equation*}

\begin{equation*}
  = q^{-2k+2(i-r)(k+r)-2j(k+r)} f_q(r) f_q^{-1}(s)(F^r)_k e_j \otimes F^s e_k \otimes e^j
\end{equation*}

\begin{equation*}
  \cap \mapsto q^{2j-2k+2(i-r)(k+r)-2j(k+r)} f_q(r) f_q^{-1}(s)(F^r)_k (F^s e^r)_k e_j \quad (j = i - s)
\end{equation*}

\begin{equation*}
  = q^{2(i-s)-2(i-r)+2i(i-r)-2i(i-s)} f_q(r) f_q^{-1}(s)(F^{r+s} E^{r+s})_k e_i
\end{equation*}

Since $\tilde{R}$ is an intertwiner, Schur’s lemma says the linear map associated to the $(1,1)$ tangle is a multiple of the identity. Therefore, we can choose any input $0 \leq i \leq N-1$ to determine the map. Set $i = \frac{N+1}{2}$, then $F^r e_i = 0$ for $r > 0$. This means $r = 0$ and $i = k$. Then $F^s E^r e_k = F^s e_k = 0$ for $s > 0$. Since both $r, s = 0$, the left hand side of 4 is equal to the identity map. The right hand side of 4 is a similar calculation.

**Left hand side of 6:** By the same methods as above, we find that

\begin{equation*}
  e^i \otimes e_j \mapsto \sum_{r,s=0}^{N-1} q^{-(2r+s)(i-r)+2s} f_q^{-1}(r)f_q(s)(F^{r+s})^i_{i-r-s} (F^{r+s})^j_{j-r-s} e^{i-r-s} \otimes e_{j-r-s}
\end{equation*}

Let $a = r + s$ and $b = s$. Notice that when $a \geq N$, $F^a = 0$ so those terms do not contribute.

\begin{equation*}
  e^i \otimes e_j \mapsto \sum_{b=0}^{a} \sum_{a=0}^{N-1} q^{-2a(i-a+b)+2b} f_q^{-1}(a-b)f_q(b)(F^a)^i_{i-a} (F^a)^j_{j-a} e^{i-a} \otimes e_{j-a}
\end{equation*}

\begin{equation*}
  = \sum_{a=0}^{N-1} q^{-2a(i-a)} (F^a)^i_{i-a} (F^a)^j_{j-a} \left( \sum_{b=0}^{a} q^{-2b(1-a)} f_q^{-1}(a-b)f_q(b) \right) e^{i-a} \otimes e_{j-a}
\end{equation*}
To finish the proof, we need to show that when $a \neq 0$, then $\sum_{b=0}^{a} q^{-2b(1-a)} f_{q^{-1}}(a - b) f_q(b) = 0$. Note that when $a = 0$, $\sum_{b=0}^{a} q^{-2b(1-a)} f_{q^{-1}}(a - b) f_q(b) = 1$. By lemma 4.2 when $a \neq 0$,

$$\sum_{b=0}^{a} q^{-2b(1-a)} f_{q^{-1}}(a - b) f_q(b) = \sum_{b=0}^{a} (-1)^{b-a}(q - q^{-1})^a q^{a-a^2} q^{-b(a-1)}$$

$$= (-1)^a(q - q^{-1})^a q^{a-a^2} \sum_{b=0}^{a} (-1)^b q^{-b(a-1)}$$

$$= (-1)^a q^{a-a^2} \sum_{b=0}^{a} f_q(a - b) f_{q^{-1}}(b)$$

$$= 0$$

This concludes the proof of the proposition. \qed

5. The Invariant of the Figure eight knot

For notational ease, we continue using the modified Einstein notation where there is a sum over each variable that appears at least twice. To calculate the invariant, we restrict to the representation $\rho_{a, \frac{N+1}{2}}$. As in the proof of Proposition 4.3 the invariant is calculated by starting at the bottom of the tangle with input vector $e_i$ and applying the proper operator as we pass through cups, caps, and crossings. Since the number of caps and cups are the same, the final sum will only be over the variables $r, s, t$ and $u$ indicated at each crossing. Recall that the twisted cup acts as $1 \mapsto e^j \otimes K^{-1}(e_j)$ and the twisted cap as $e^j \otimes e_k \mapsto K(e_k)e^j(e_k)$. Under $\rho_{a, \frac{N+1}{2}}$, $K^{\pm1}(e_j) = q^{\pm2j}e_j$ and $q^{\frac{N+1}{2}}(e_j \otimes e_k) = q^{2jk}e_j \otimes e_k$. 
Figure 1. The figure eight knot as a $(1,1)$-tangle

\[ e_i \mapsto q^{-2(j+k)}e^j \otimes e^k \otimes e_j \otimes e_i \]

\[ R \mapsto q^{-2(j+k)}q^{2(i-r)(j+r)} f_q(r) e^j \otimes e^k \otimes F^r e_i \otimes E^r e_j \]

\[ R^{-1} \mapsto q^{-2(j+k)}q^{2(i-r)(j+r)} q^{-2(i-r)k} f_q(r) f_q^{-1}(s) e^j \otimes e^k \otimes E^s F^r e_i \otimes F^s e_k \otimes E^r e_j \]

\[ R \mapsto q^{-2(j+k)}q^{2(i-r)(j+r)} q^{-2(i-r)k} q^{2(j+r-t)(k-s+t)} f_q(r) f_q^{-1}(s) f_q(t) e^j \otimes e^k \otimes E^s F^r e_i \otimes F^l E^r e_j \otimes E^t F^s e_k \]

\[ f(i,j,k,r,s,t,u) \mapsto q^{f(i,j,k,r,s,t,u)} \cdot (E^u F^t E^r)^k (E^u E^s F^r)^l (E^t F^s)^j k e_{k-s+t} \]

**Remark:** In the last step, the exponent of \( q \), \( f(i,j,k,r,s,t,u) \) is replaced with \( f(i,j(i,r,s,t,u),k(i,r,s,t,u),r,s,t,u) \). This is due to the linear relations \( j = j(i,r,s,t,u) \) and \( k = k(i,r,s,t,u) \) coming from the caps. This will be the case for every knot. Later we will show that this invariant is the same as Kashaev’s invariant so we do not find a closed form for the final solution.
Recovering Kashaev’s Invariant

Given a \((1, 1)\)-tangle \(K\) we denote the invariant of \(K\) coming from the semicyclic representations with \(F^N = a\) by \(T_{a,N}(K)\) coming from the irreducible semicyclic representations is shown to recover Kashaev’s invariant. Specifically, we show that \(T_{a,N}(K)\) evaluated at a \(2N\)th root of unity is equivalent to Kashaev’s invariant evaluated at a \(2N\)th root of unity for any knot.

A word \(w = E^{x_1}F^{x_2} \cdots F^{x_{n-2}}E^{x_{n-1}}F^{x_n}\) is said to be balanced if \(\sum_{i \text{ odd}} x_i = \sum_{i \text{ even}} x_i\). In the prior section, \(T_{a,N}(K)\) was calculated for the figure eight knot. That calculation shows that \(T_{a,N}(K)\) for any knot will be a sum of balanced words in \(E\) and \(F\) with coefficient functions of \(q\) to a power.

Let \(E\) be defined as before. A more general version of \(F\) is given by

\[
(F)_{ij}^i = \begin{cases} 
  f_i : & i + 1 \equiv j \mod N \text{ and } i \neq 0 \\
  \frac{f_0}{a} : & i = 0 \text{ and } j = N - 1 \\
  0 : & \text{else}
\end{cases}
\]

where \(f_i \in \mathbb{C}[q^{\pm 1}]\) for \(0 \leq i \leq N - 1\).

Example: \(N = 5\)

\[
F = \begin{pmatrix}
  0 & f_1 & 0 & 0 & 0 \\
  0 & 0 & f_2 & 0 & 0 \\
  0 & 0 & 0 & f_3 & 0 \\
  0 & 0 & 0 & 0 & f_4 \\
  \frac{f_0}{a} & 0 & 0 & 0 & 0
\end{pmatrix}
\]

**Proposition 6.1.** Let \(E^{x_1}F^{x_2} \cdots F^{x_{n-2}}E^{x_{n-1}}F^{x_n}\) be balance word, then \(E^{x_1}F^{x_2} \cdots F^{x_{n-2}}E^{x_{n-1}}F^{x_n}\) is a diagonal matrix. Furthermore, the entries of are elements of \(\mathbb{C}[q^{\pm 1}]\).

**Proof.** The proof will be by induction on the length of a word \(w\) where the total degree of \(E\) and \(F\) are equal. For the base case, consider the word \(E^mF^m\) of length 2. For a fixed integer \(N\) where \(0 < m < N\),

\[
(E^mF^m)_i^j = \begin{cases} 
  \prod_{k=i}^{i+m-1} f_{N-k}^{-1} : & i = j \\
  0 : & \text{else}
\end{cases}
\]

Also, when \(m = 0\), \(w = id\). Therefore, for any \(0 \leq m < N\), the word \(w\) satisfies the proposition.
Now assume any word of length less than \( n \) satisfies the proposition and let \( w = E^{x_1} F^{x_2} \cdots F^{x_{n-2}} E^{x_{n-1}} F^{x_n} \) be a word of length \( n \). There are two cases.

**Case 1:** \( x_n < x_{n-1} \). In this case, decompose \( w \) into the words \( a = E^{x_1} F^{x_2} \cdots F^{x_{n-2}} E^{x_{n-1} - x_n} \) and \( b = E^{x_n} F^{x_n} \).

**Case 2:** \( x_n > x_{n-1} \). In this case, it will be necessary to use the following generalized rule to commute the \( E^{x_{n-1}} \) past the \( F^{x_n} \).

\[
E^c F^d = \sum_{r=0}^{c} \left( \frac{[c]! [d]!}{[r]! [c-r]! [d-r]!} F^{d-r} E^{c-r} \prod_{k=0}^{r-1} [K; c-d-k] \right), \quad c < d
\]

where \([K; t] = \frac{K q^t - K^{-1} q^{-t}}{q-q^{-1}}\).

It is convenient to write the above formula as

\[
E^c F^d = \sum_{r=0}^{c} F^{d-r} E^{c-r} D(c, d, r), \quad c < d
\]

where \( D \) is a diagonal matrix comprised entirely of Laurent polynomials in \( q \) with no \( a \) or \( \frac{1}{a} \) appearing.

Applying this formula to the last two terms in the word \( w \) gives

\[
w = E^{x_1} F^{x_2} \cdots F^{x_{n-2}} E^{x_{n-1} - x_n} F^{x_n}
\]

\[
= E^{x_1} F^{x_2} \cdots F^{x_{n-2}} \left( \sum_{r=0}^{x_{n-1}} F^{x_{n-1} - r} E^{x_{n-1} - r} D(x_{n-1}, x_n, r) \right)
\]

\[
= \sum_{r=0}^{x_{n-1}} E^{x_1} F^{x_2} \cdots F^{x_{n-2} + x_{n-1} - r} E^{x_{n-1} - r} D(x_{n-1}, x_n, r)
\]

The result is a word of length less than \( n \) which by induction involves no \( a \)'s. This completes the proof.

The center of \( U_q(sl_2) \) is generated by the standard quadratic Casimir defined by

\[
C = EF + \frac{q^{-1} K + qK^{-1}}{(q-q^{-1})^2} = FE + \frac{q K + q^{-1} K^{-1}}{(q-q^{-1})^2}.
\]

If the Casimir is evaluated at the standard irreducible representation, \( \rho_0 \), of \( U_q(sl_2) \) then it will clearly not involve any \( a \)'s since \( E^N = 0 \). The prior proposition shows that the Casimir will not involve any \( a \)'s when evaluated at the semicyclic irreducible representations discussed in this paper.

**Proposition 6.2.** Let \( w = E^{x_1} F^{x_2} \cdots F^{x_{n-2}} E^{x_{n-1}} F^{x_n} \) be a balanced word in \( E \) and \( F \), then \( w \) can be written as a product of the terms \( (C - [q^{2\alpha_i} K]_q) \) where \([q^r K]_q = \frac{q^r K - q^{-r} K^{-1}}{(q-q^{-1})^2}\) and \( \alpha_i \in \{0, 1, \ldots, N-1\} \).
Proof. The proof is similar to that of Proposition 6.1 and will be by induction on the
length of the word \( w \). Let \( w \) be a word of length 2. Then \( w = E^mF^m \) or \( w = F^mE^m \).

By induction and using the formula for the Casimir, it can be shown that
\[
E^mF^m = \prod_{i=1}^{m}(C - [q^{-2(m-i)K}]_q) \quad \text{and} \quad F^mE^m = \prod_{i=1}^{m}(C - [q^{2(m-i)K}]_q).
\]
With this in hand, the same induction argument from Proposition 6.1 will show that any balanced word

\[
can be written in terms of the Casimir and \([q^{2\alpha_iK}]_q)\.
\]

\( \square \)

**Theorem 6.3.** The invariant \( T_{a,N}(K) \) evaluated at a \( 2N \)th root of unity is equivalent
to Kashaev's invariant, \( < K >_N \), evaluated at a \( 2N \)th root of unity for any \((1,1)\)-
tangle \( K \).

**Proof.** In this proof, we choose to use \( \rho_{a,0} \) when calculating \( T_{a,N}(K) \). Kashaev’s
invariant is calculated in the same way as \( T_{a,N}(K) \) except evaluated at the standard
irreducible representation \( \rho_0 \). By definition, we have \( \rho_{a,0}(K) = \rho_0(K) \). Therefore, the
cup and cap operators are identical under either representation. Also, \( q^{H/2} \) acts the
same under either representation. By Proposition 6.2, we can complete the proof by
checking that \( EF \) or \( FE \) evaluates the same under both representations. Notice that
\( \rho_{a,0}(F) = \rho_0(F) \) and the only difference between \( \rho_{a,0}(E) \) and \( \rho_0(E) \) is their action
on the basis vector \( v_{N-1} \). Thus we only need to check the action of \( FE \) on \( v_{N-1} \) under
each representation. But, under both representations \( FEv_{N-1} = 0 \). \( \square \)
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