A LOOK INTO SOME OF THE FINE PROPERTIES OF
FUNCTIONS WITH BOUNDED $A$-VARIATION
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Abstract. We establish certain fine properties for functions of bounded $A$-variation known in the classical $BV$ setting. Here, $A$ is a $k$th order constant-coefficient homogeneous linear differential operator with a finite-dimensional kernel (also known as a complex-elliptic operator). We prove that if $Au$ can be represented by a finite Radon measure, then the potential $u$ has one-sided $L^p$-approximate limits on Lipschitz hypersurfaces, and, more generally, on countably rectifiable sets of codimension one. We use this to give pointwise characterizations of the (functional) interior and exterior traces. We also establish a quantitative scale-dependent continuity result, which allows us to prove that the Lebesgue discontinuity set has zero $(n-1)$-dimensional Riesz capacity. Lastly, we introduce a decomposition that reduces the complexity of analyzing $k$th-order operators to that of first-order methods and allows us to establish the $k$th order $L^p$-differentiability of $BV^A$ maps.
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1. INTRODUCTION

The space of functions of bounded variation $BV(\Omega; \mathbb{R}^M)$ on an open set $\Omega \subset \mathbb{R}^n$ and with values on $\mathbb{R}^M$ consists of all functions $u \in L^1(\Omega; \mathbb{R}^M)$ for which the distributional gradient can be represented by a matrix-valued finite Radon measure $Du \in \mathcal{M}(\Omega; \mathbb{R}^M \otimes \mathbb{R}^n)$. This space has been studied in great depth by numerous authors, resulting in an extensive classification of the various properties, most of which
can be found in [4, 28] and references therein. De Giorgi [21–24], and Federer [29, 30] studied the particular class of BV functions that consists of characteristic functions of sets of finite perimeter, and in 1960, Fleming & Rishel [32] proved the co-area formula
\[ |Du|(B) = \int_{-\infty}^{\infty} |D1_{\{u>t\}}|(B) \, dt. \]
The existence of such a decomposition into a family of one-dimensional sections is an example of the fine properties for BV functions. These were studied in more detail by Federer [30] and Vol’pert [58] in the 1960s. Almost simultaneously, but using different methods, they showed that for \( u \in BV(\Omega; \mathbb{R}^M) \) one can decompose the total variation gradient measure into mutually singular measures as
\[ Du = \nabla u \mathcal{L}^n + (u^+ - u^-) \otimes \nu_u \mathcal{H}^{n-1} J_u + D^c u. \]
Here, \( \nabla u \) denotes the density of the absolutely continuous part of \( Du \) with respect to the \( n \)-dimensional Lebesgue measure \( \mathcal{L}^n \), \( \mathcal{H}^{n-1} \) denotes the \( (n-1) \)-dimensional Hausdorff measure, the jump set \( J_u \) is the set of approximate discontinuity points \( x \) where \( u \) has one-sided limits \( u^+(x) \neq u^-(x) \) with respect to a suitable orientation \( \nu_u(x) \in S^{n-1} \), and the Cantor part \( D^c u \) is the restriction of the singular part (with respect to \( \mathcal{L}^n \)) \( D^c u \) of \( Du \) to the set where \( u \) is approximately continuous:

**Definition 1** (Approximate continuity). Let \( u \in L^1_{\text{loc}}(\Omega; \mathbb{R}^M) \) and let \( x \in \Omega \). We say that \( u \) has an approximate limit \( z \in \mathbb{R}^M \) at \( x \) if
\[ \lim_{r \to 0} \int_{B_r(x)} |u(y) - z| \, dy = 0. \]
The set of points \( S_u \subset \Omega \) where this property fails is called the approximate discontinuity set. Notice that \( J_u \subset S_u \), and Lebesgue’s theorem asserts that \( \mathcal{L}^n(S_u) = 0 \).

Recall that a related decomposition to (1) holds for BD(\( \Omega \)), which is the space of functions of bounded deformation, consisting of all maps \( u \in L^1(\Omega; \mathbb{R}^n) \) whose distributional symmetric gradient
\[ E_u = \frac{1}{2} \left( \frac{\partial u^j}{\partial x_i} + \frac{\partial u^i}{\partial x_j} \right)_{i,j=1,...,n} \]
can be represented by a finite Radon measure in \( \mathcal{M}(\Omega, (\mathbb{R}^n \otimes \mathbb{R}^n)_{\text{sym}}) \). Already for the BD-theory there is a drawback in the sense that the size of \( S_u \) has not yet been fully understood. The sharpest result in this context is due to Kohn [40, Part II], who obtained the capacity estimate
\[ \text{Cap}_{n-1}(S_u \setminus J_u) = 0, \]
where \( \text{Cap}_{n-1} \) denotes the Riesz \( (n-1) \)-capacitary measure (for a definition, see Section 3.2.2). This, in particular, implies the dimensional bound \( \mathcal{H}^{n-1+\varepsilon}(S_u \setminus J_u) = 0 \) for every \( \varepsilon > 0 \). Concerning the full picture for the properties of functions of bounded deformation, Ambrosio, Coscia & Dal Maso [2] further showed that \( |E_u|\)-almost every point is either an approximate continuity point or an approximate jump point.
The purpose of this work is to extend the classical fine properties of $BV$-theory to spaces of functions of bounded $\mathcal{A}$-variation, where $\mathcal{A}$ is a $k$th order homogeneous linear partial differential operator with constant coefficients between finite-dimensional (inner product) euclidean spaces $V$ and $W$, of respective dimensions $M$ and $N$. More precisely, we shall consider operators acting on smooth maps $u \in C^\infty(\Omega; V)$ as

$$\mathcal{A}u = \sum_{|\alpha|=k} A_\alpha \partial^\alpha u \in C^\infty(\Omega; W),$$

where the coefficients $A_\alpha \in W \otimes V^* \cong \text{Lin}(V; W)$ are assumed to be constant. Here, $\alpha \in \mathbb{N}_0^n$ is a multi-index with modulus $|\alpha| = \alpha_1 + \cdots + \alpha_n$, and $\partial^\alpha$ denotes the distributional derivative $\partial^{\alpha_1} \cdots \partial^{\alpha_n}$. Our main structural assumption on $\mathcal{A}$ will be that it is a (real-)elliptic or complex-elliptic operator.$^1$

**Definition 2** ($\mathbb{R}$-elliptic and $\mathbb{C}$-elliptic). Let $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$. An operator as above is called $\mathbb{K}$-elliptic when the (principal) symbol map

$$\hat{\mathcal{A}}^k(\xi) := \sum_{|\alpha|=k} \xi^\alpha A_\alpha \in \text{Lin}(\mathbb{K} \otimes V; \mathbb{K} \otimes W), \quad \xi \in \mathbb{K}^n,$$

is an injective linear map.$^2$ Namely, there exists a positive constant $c$ such that

$$|\hat{\mathcal{A}}^k(\xi)v| \geq c|\xi|^k|v| \quad \text{for all } \xi \in \mathbb{K}^n \text{ and all } v \in \mathbb{K} \otimes V. \quad (3)$$

Our goal is to analyze the structure of functions whose distributional $\mathcal{A}$-gradient can be represented by a finite Radon measure $\mathcal{A}u \in \mathcal{M}(\Omega; W)$.

**Definition 3.** The space $BV^A(\Omega)$ of functions with bounded $\mathcal{A}$-variation on $\Omega$ is defined as

$$BV^A(\Omega) := \{ u \in L^1(\Omega; V) : \mathcal{A}u \in \mathcal{M}(\Omega; W) \}.$$

We endow this space with the norm

$$\|u\|_{BV^A(\Omega)} := \|u\|_{L^1(\Omega)} + |\mathcal{A}u|(\Omega),$$

which gives it a Banach space structure.

The space $BV^A$ and its properties (under various conditions on $\mathcal{A}$) have been studied extensively in recent years; see, for instance $[10, 14, 35, 45, 46]$. The problem of translating the classic theory for gradients to other elliptic operators is highly non-trivial, as first observed by Ornstein [43], who pointed out (in a slightly different language) that the study of the fine properties of $BV^A$-functions cannot be reduced to the study of the fine properties of $BV$-functions (see also [19] and [39]).

Similar to (1), for $u \in BV^A(\Omega)$, we can decompose $\mathcal{A}u$ into its absolutely continuous, Cantor, and jump parts:

$$\mathcal{A}u = \mathcal{A}^a u + \mathcal{A}^c u + \mathcal{A}^j u,$$

where

$$\mathcal{A}^a u = \mathcal{A}^a u + \mathcal{A}^c u \mathcal{L}(\Omega \setminus J_u) + \mathcal{A}^c u \mathcal{L}(J_u)$$

$$= \mathcal{A}^a u + \mathcal{A}^c u + \mathcal{A}^j u.$$

$^1$The nomenclature “$\mathbb{C}$-elliptic” or “complex-elliptic” was coined in [14]. The concept, however, was introduced by K.T. Smith in [48, 49] without specific terminology. Smith’s definition requires that the complex rank of the tensor $\hat{\mathcal{A}}^k(\xi)$ equals the dimension of its domain (or equivalently, that $\hat{\mathcal{A}}^k(\xi)$ is injective) for all non-zero frequencies $\xi \in \mathbb{C}^n$. This is equivalent to condition (3), as can be easily shown.

$^2$When $k = 1$, we shall simply denote the principal symbol by $\hat{\mathcal{A}}$. 


The theory of $L^p$-differentiability for convolution products developed by Alberti, Bianchini and Crippa in [1] (see also preceding works [2,5,37]) guarantees the existence of the $L^p$-derivative $\nabla u$ of a function $u \in BV^A$, for a general first-order elliptic operator $A$. Based on this result, Gmeineder and Raita established in [34, Lemma 3.1] the almost everywhere approximate differentiability for all such functions $u$. There, it is also shown that $A^\alpha u = A(\nabla u) L^n$, where $A$ is the linear map that expresses $Au$ in jet form (i.e., $Au = A(Du)$). The identification of the density of $A^\alpha u$ with $A(\nabla^k u)$ for elliptic operators of order $k > 1$, as well as the establishment of higher-order $L^p$-differentiability, missing in the literature, are covered in Section 2.5. It is important to note that when $A = D$ (the gradient operator), the Federer-Vol’pert theorem tells us that the Cantor part $A^\alpha u$ is precisely given by $A^\alpha u L(\Omega \setminus S_u)$. Similar results hold for the symmetric gradient ([2]) and other elliptic operators satisfying one-dimensional slicing representations (see [10]).

2. Main results

Let us now begin the exposition of our results. We provide only the statements in this section; the proofs appear in the sections thereafter. We characterize the structure of $u \in BV^A(\Omega)$ under assumptions of varying strength in order to determine the sharpness of our results. In this regard, and for the purpose of simplicity, we shall state our main results only for first order operators. However, the results presented below also hold for operators of arbitrary order $k \in \mathbb{N}$, with $u$ replaced by its $(k - 1)$-st order gradient $\nabla^{k-1} u$, the jump set $J_u$ replaced by $J^{k-1} u$, and other minor modifications (see Appendix A below for details).

For our statements, it will be essential to define (following [40]) the set

$$\Theta_u := \left\{ x \in \Omega : \limsup_{r \downarrow 0} \frac{|A u|(B_r(x))}{r^{n-1}} > 0 \right\},$$

of points with positive Hausdorff $(n - 1)$-dimensional upper density. We also recall that a Borel set $\Gamma \subset \mathbb{R}^n$ is called countably $H^m$-rectifiable if $\Gamma$ can be covered by countably many $(n - 1)$-dimensional Lipschitz graphs.

2.1. The jump part for elliptic operators. We begin with the hypothesis of merely ellipticity. Let us first recall the definition of the approximate jump:

**Definition 4** (Approximate jump). Let $u \in L^1_{loc}(\Omega; \mathbb{R}^M)$. We say that a point $x$ is an approximate jump point of $u$ (henceforth written as $x \in J_u$) if there exist distinct vectors $a, b \in \mathbb{R}^M$ and a direction $\nu \in S^{n-1}$ satisfying

$$\begin{align*}
\lim_{r \downarrow 0} \int_{B_r^+(x, \nu)} |u(y) - a| \, dy &= 0, \\
\lim_{r \downarrow 0} \int_{B_r^-(x, \nu)} |u(y) - b| \, dy &= 0.
\end{align*}$$

(4)

Here, we use the notation

$$B_r^+(x, \nu) := \left\{ y \in B_r(x) : \langle \nu, y \rangle > 0 \right\}, \quad B_r^-(x, \nu) := \left\{ y \in B_r(x) : \langle \nu, y \rangle < 0 \right\},$$

for the $\nu$-oriented half-balls centred at $x$, where $B_r(x)$ is the open unit ball of radius $r > 0$ and centered at $x$. We refer to $a, b$ as the (approximate) one-sided limits of
$u$ at $x$ with respect to the orientation $\nu$. Since the jump triplet $(a, b, \nu)$ is well-defined up to a sign in $\nu$ and a permutation of $(a, b)$, we shall write $(u^+, u^-, \nu_u) : J_u \to \mathbb{R}^M \times \mathbb{R}^M \times \mathbb{S}^{n-1}$ to denote the triplet Borel map associated to the jump discontinuities on $J_u$, i.e.,

$$x \in J_u \iff (4) \text{ holds with } (a, b, \nu) = (u^+(x), u^-(x), \nu_u(x)).$$

We are able to show the following:

**Theorem 1** (Jump part characterization I). Let $\mathcal{A}$ be a first-order elliptic operator and let $u \in BV^A(\Omega)$. Then, $J_u \subset \Theta_u$ and there exists a countably $\mathcal{H}^{n-1}$-rectifiable set $G_u \subset J_u$ (with orientation $\nu_u$) satisfying

$$\mathcal{H}^{n-1}(J_u \setminus G_u) = 0$$

and such that

$$\mathcal{A}^* u \llcorner G_u = \mathcal{A}(\nu_u)[u^+ - u^-] \mathcal{H}^{n-1} \llcorner G_u.$$

**Remark 1.1.** Following the publication of the initial version of this paper, DEL NIN proved in [25] the remarkable fact that for $u \in L^1_{\text{loc}}(\Omega)$, the jump set $J_u$ is itself countably $\mathcal{H}^{n-1}$-rectifiable.

Motivated by this result and the countable rectifiability of the jump set for locally integrable functions, we ask the following question:

**Open Problem 1.1.** Does $|Au|(J_u \setminus G_u) = 0$ for all $u \in BV^A(\Omega)$ and all first-order elliptic operators $\mathcal{A}$?

### 2.2. Characterization of traces for complex elliptic operators.

The notion of complex ellipticity originated with the work of Aronszajn [6] and Smith [48, 49]. Smith established it as a necessary and sufficient condition for the validity of the coercive $L^p$-inequality

$$\|u\|_{W^{1,p}(\Omega)} \lesssim \|u\|_{L^p(\Omega)} + \|Au\|_{L^p(\Omega)}$$

on Lipschitz domains and for exponents $p$ in the range $(1, \infty)$. Smith demonstrated that complex ellipticity is equivalent to requiring the distributional kernel of the operator to be a finite-dimensional subspace of polynomials. This simple characterization allows one to verify that the gradient, the Hessian, and the symmetric gradient all belong to the class of complex elliptic operators. On the other hand, very well-studied operators, such as the Cauchy-Riemann equations or the Laplacian, are not complex-elliptic. Recently, Breit, Diening and Gmeineder [14] have shown that when $\mathcal{A}$ is a first-order operator, complex-ellipticity is also a sufficient and necessary condition for the existence of an exterior trace operator in $BV^A(\Omega)$. Lastly, let us recall that Gmeineder and Raita [34] showed that, for first-order operators, complex-ellipticity of $\mathcal{A}$ implies the critical embedding $BV^A(\Omega) \hookrightarrow L^{(n-1)/n}(\Omega; V)$. While the fine properties for functions lying in $BV$ and $BD$ spaces are by now well-understood, the general picture concerning the fine properties of $BV^A$-functions is rather incomplete. This article provides a step towards gaining a better insight into some of these properties.

To begin the exposition of our results, let us recall the background theory concerning the existence of functional traces established in [14]. There, the authors showed that all $n$-dimensional Borel subsets $U \subset \Omega$ with Lipschitz boundary $\partial U$
possess a continuous (exterior) linear trace operator $\text{tr}_U : BV^A(U) \to L^1(\partial U; V)$ satisfying
$$\text{tr}_U(u) = u|_{\partial U} \quad \forall u \in BV^A(U) \cap C(\overline{U}; V),$$
which in turn gives the characterization
$$Au \mathbb{L}_n \partial U = \mathbb{A}(\nu)[\text{tr}_U(u) - \text{tr}_{\Omega U}(u)] \mathcal{H}^{n-1}_n \partial U,$$
where $\nu : \partial U \to \mathbb{S}^{n-1}$ is the outer normal to $\partial U$ (defined $\mathcal{H}^{n-1}$-a.e.), and $\mathbb{A}$ is the symbol of the operator $A$ as in Definition 2 (with $k = 1$).

Our main contribution to understanding the functional trace operator hinges heavily on the following result, where we establish that all functions of bounded $A$-variation possess one-sided $L^{n/(n-1)}$-approximate limits when restricted to countably rectifiable sets:

**Theorem 2** (One-sided limits on interior rectifiable sets). Let $A$ be a first-order complex-elliptic operator, let $u$ be a function in $BV^A(\Omega)$, and let $\Gamma \subset \Omega$ be a countably $\mathcal{H}^{n-1}$-rectifiable set oriented by $\nu$. There exist Borel maps $u^+_\Gamma, u^-_\Gamma : \Gamma \to V$ satisfying
$$\begin{cases}
\lim_{r \downarrow 0} \int_{B^r_{\nu}(x, \nu(x))} |u - u^+_\Gamma(x)|^{\frac{\nu - 1}{\nu}} \, dy = 0 \\
\lim_{r \downarrow 0} \int_{B^r_{\nu}(x, \nu(x))} |u - u^-_\Gamma(x)|^{\frac{\nu - 1}{\nu}} \, dy = 0
\end{cases}$$
for $\mathcal{H}^{n-1}$-a.e. $x$ in $\Gamma$. Moreover,
$$\|u^+_\Gamma - u^-_\Gamma\|_{L^1(\Gamma)} \leq C|Au|(\Omega)$$
for some constant $C$ depending only on $\mathbb{A}$.

In summary, there is only one type of discontinuity of $u$ when restricted to any countably $\mathcal{H}^{n-1}$-rectifiable set $\Gamma$. Namely, either $u$ is $L^{n/(n-1)}$-approximately continuous (this is the case $u^+_\Gamma = u^-_\Gamma$) or $u$ has an $L^{n/(n-1)}$ jump-type discontinuity across the orientation of $\Gamma$. Theorem 2 implies that the exterior trace operator $\text{tr}_U$ from [14] can be pointwise characterized by the pointwise measure-theoretic trace, thus extending the representation (5) to all functions of bounded $A$-variation:

**Corollary 2.1** (Characterization of the exterior trace). Let $\Omega \subset \mathbb{R}^n$ be a bounded open set with Lipschitz boundary and let $u \in BV^A(\Omega)$. Then, for $\mathcal{H}^{n-1}$-a.e. $x \in \partial \Omega$
$$\lim_{r \downarrow 0} \int_{B_r(x) \cap \partial \Omega} |u(y) - \text{tr}_{\Omega U}(x)|^{\frac{\nu - 1}{\nu}} \, dy = 0 .$$

Another direct consequence of the existence of approximate one-sided limits is the following characterization of the precise representative:
$$u^* = \frac{u^+_\Gamma + u^-_\Gamma}{2} \quad \mathcal{H}^{n-1} \text{ a.e. on } \Gamma ,$$
where we recall that the precise representative $u^*$ of $u$ is the Borel map defined as
$$u^*(x) := \begin{cases}
\lim_{r \downarrow 0} \int_{B_r(x)} u(y) \, dy & \text{if the limit exists} , \\
0 & \text{else} ,
\end{cases}$$
which, by Lebesgue’s continuity theorem, is integrable and belongs to the same $L^1(\Omega)$-equivalence class as $u$. This further conveys an explicit representation of the existing (see [35, §6]) continuous interior trace operator on Lipschitz hypersurfaces:

**Corollary 2.2 (Interior trace).** Let $\Omega \subset \mathbb{R}^n$ be an open set and let $M \subset \Omega$ be a Lipschitz hypersurface. Then, the Borel map

$$\text{Tr}_M u(x) := u^*(x), \quad x \in M,$$

defines surjective linear operator $\text{Tr}_M : BV^{A}(\Omega) \to L^1(M; V)$ satisfying

$$\|\text{Tr}_M u\|_{L^1(M)} \leq C \|u\|_{BV^{A}(\Omega)}$$

for some constant depending on $A$ and $M$.

**Remark 2.1.** While Theorem 2 establishes summability of $u^+_\Gamma - u^-_\Gamma$ on arbitrary rectifiable sets $\Gamma$, the current corollary requires Lipschitz surfaces. This is a necessary restriction: the function $u^*$ may not be integrable on general countably $\mathcal{H}^{n-1}$-rectifiable sets, even in dimension one.

### 2.3. Characterization of the jump part for complex-elliptic operators.

Thanks to the characterization of the one-sided traces on rectifiable sets, we are able to fully characterize the density of $Au$ when restricted to countably rectifiable sets, and, in particular, the jump part $\mathcal{A}^j u = A^*(u_- \nu_u)$ in $J_u$. The precise statement is the following:

**Corollary 2.3 (Jump part II).** Let $\mathcal{A}$ be a first-order complex-elliptic operator, let $u$ be a function in $BV^A(\Omega)$, and let $\Gamma \subset \Omega$ be a countably $\mathcal{H}^{n-1}$-rectifiable set oriented by $\nu$. Then,

1. The restriction of $\mathcal{A}u$ to $\Gamma$ is the $\mathcal{H}^{n-1}$-rectifiable measure

$$\mathcal{A}u \llcorner \Gamma = A(\nu)[u^+_\Gamma - u^-_\Gamma] \mathcal{H}^{n-1}(\Gamma \cap J_u).$$

In particular,

$$(u^+_\Gamma, u^-_\Gamma, \nu) = (u^+, u^-, \nu_u) \quad \mathcal{H}^{n-1} \text{ almost everywhere on } \Gamma \cap J_u.$$  

2. The jump part of $\mathcal{A}u$ is an $\mathcal{H}^{n-1}$ rectifiable measure, and it is given by

$$\mathcal{A}^j u = A(\nu_u)[u^+ - u^-] \mathcal{H}^{n-1} J_u.$$  

3. The set $S_u \setminus J_u$ is $\mathcal{H}^{n-1}$ purely unrectifiable, i.e.,

$$\mathcal{H}^{n-1}(M \cap (S_u \setminus J_u)) = 0$$

for all Lipschitz hypersurfaces $M \subset \Omega$.

### 2.4. Approximate continuity properties.

Lastly, we discuss the “size” of the set where a $BV^A$-function is approximately discontinuous but does not have a jump discontinuity.

In the classical $BV$-theory, every point $x \notin J_u$ is an approximately continuous point, except for an $\mathcal{H}^{n-1}$-negligible set. The proof, however, hinges heavily on using the co-area formula for classical BV functions and the theory of sets of finite perimeter. Already for the space BD, where strong slicing techniques exist, this
property remains uncertain and belongs to a longstanding conjecture regarding the size of the set $S_u \setminus \Theta_u$. More precisely, it has been conjectured that

$$S_u \setminus \Theta_u$$

is $\sigma$-finite with respect to $H^{n-1}$.

Kohn showed in his Ph.D. Thesis [40, Part II and Thm. 5.15] that this is a critical result, in the sense that $\text{Cap}_{n-1}(S_u \setminus \Theta_u) = 0$. On the other hand, using the strong symmetries of the symmetric gradient operator, Ambrosio et al. [2] have shown through a slicing argument that the set $S_u \setminus \Theta_u$ is $|Eu|$-negligible. Recently, in [10], the first author has shown that $|Au|(S_u \setminus \Theta_u) = 0$ for all elliptic operators satisfying one-dimensional slicing representations. This, however, is a strict subclass of the class of complex-elliptic operators.

To commence the discussion about the continuity properties of $BV^A$-functions, we begin by recalling the following Poincaré inequality for complex-elliptic operators (established in [34]; see Section 3.3 for more details): There exists a positive integer $\ell = \ell(A)$, a $V$-valued polynomial of $p_{x,r}u$ degree at most $\ell - 1$, and a positive constant $c = c(n, A)$ such that

$$\|u - p_{x,r}u\|_{L^n/(n-1)(B_r(x))} \leq c |Au|(B_r(x)), \quad \text{whenever } B_r(x) \subset \Omega. \quad (8)$$

We also introduce the short-hand notation

$$\theta^{*(n-1)}(Au, x) := \limsup_{r \downarrow 0} \frac{|Au|(B_r(x))}{r^{n-1}}.$$

for the pointwise upper $(n-1)$-dimensional Hausdorff density of $Au$. Based on the Poincaré estimate (8) and an idea of Kohn, we give a remarkably simple proof of following quantitative scale-dependent continuity for complex-elliptic operators:

**Theorem 3** (Quantitative approximate continuity). Let $A$ be a first-order complex-elliptic operator, let $u$ be a function in $BV^A(\Omega)$, and write

$$p_{x,r}u(y) = \sum_{\beta \in \mathbb{N}_0^n, |\beta| \leq \ell - 1} a_{\beta}(x, r) \ y^{\beta}, \quad a_{\beta}(x, r) \in V.$$

to denote the coefficient decomposition of $p_{x,r}u$, the polynomials from (8). Then,

$$\limsup_{r \downarrow 0} \ r^{|eta|} |a_{\beta}(x, r)| \lesssim \theta^{*(n-1)}(Au, x) \quad \text{for all } 1 \leq |\beta| \leq \ell - 1 \quad (9)$$

and

$$\limsup_{r \downarrow 0} \ \left\{ \inf_{z \in V} \int_{B_r(x)} |u(y) - z| \frac{n}{r^{n-1}} \ dy \right\} \lesssim \theta^{*(n-1)}(Au, x). \quad (10)$$

In particular, the limits in (9)-(10) exist and equal zero for any point $x \in \Theta_u^\ell$.

The quantitative scale-dependent continuity (10) will serve as a stepping-stone towards the following capacitary estimate on the approximate discontinuity set; see also [26], where a slightly weaker version ($L^1$-approximate continuity) was established using a different approach:

**Corollary 3.1.** Let $A$ be a first-order order complex-elliptic operator and assume that $x \in \Omega$ is a point for which

$$\int_{B_r(x)} \frac{d|Au|(y)}{|x - y|^{n-1}} < \infty \quad \text{for some } 0 < r < \text{dist}(x, \partial \Omega).$$
Then \( u \) is \( L^{n/(n-1)} \)-approximately continuous at \( x \), that is,

\[
\limsup_{r \downarrow 0} \int_{B_r(x)} |u(y) - u^*(x)|^{n/(n-1)} \, dy = 0,
\]
where \( u^* \) is the precise representative of \( u \).

By standard geometric measure theory results, this yields a capacitary estimate for the approximate discontinuity set:

**Corollary 3.2** (Dimension of the discontinuity set). Let \( A \) be a first-order order complex-elliptic operator and let \( u \) be a function in \( BV^A(\Omega) \). Then, we have the following Riesz capacity estimate:

\[
\text{Cap}_{n-1}(S_u) = 0.
\]

Here, the \( s \)-dimensional Riesz capacity of a set \( E \subset \Omega \) is defined as

\[
\text{Cap}_s(E) := \sup_{\mu \in M^1(\mathbb{R}^n)} \sup_{\text{supp}(\mu) \subset E} \left\{ \left( \int \int \frac{d\mu(y)}{|y-x|^{n-s}} \, d\mu(x) \right)^{-1} \right\}.
\]

These size estimates are critical in the sense that

\[
\text{Cap}_s(E) < \infty \quad \implies \quad \mathcal{H}^{s+\varepsilon}(E) = 0 \quad \forall \varepsilon > 0.
\]

Motivated by the cases \( A = D \) and \( A = E \), we conjecture there is \(|Au|\)-essentially only one type of discontinuity, namely jump-type discontinuities:

**Conjecture 4.** Let \( A \) be a first-order order complex-elliptic operator and let \( u \) be a function in \( BV^A(\Omega) \). Then

\[
|Au|(S_u \setminus J_u) = 0.
\]

The proof of this conjecture can be restated in terms of \( A^c u \) and its relation with the approximate discontinuity set: One would like to show that \( u \) is approximately continuous \(|A^c u|\)-almost everywhere. It is worth mentioning that aside from the \( BV \) theory, where it is known the Cantor part of \( Du \) sits on a superposition of \((n-1)\)-rectifiable sets, very little is known about the structure of the Cantor part \( E^c u \) for functions of bounded deformation. Even less is currently known for \( A^c u \) when \( u \) is a function of bounded \( A \)-variation; understanding this part of the measure \( Au \) is, in general, a deep and difficult problem.

### 2.5. Statements for higher-order operators.

This section extends the statements from the previous section to encompass higher-order operators. We address the identification of the density of \( A^c u \) with \( A^k(\nabla^k u) \) through the framework of higher-order \( L^p \)-differentiability for elliptic operators of arbitrary order, a topic not yet fully explored in the literature. Additionally, regarding the study of jump-type discontinuities, we present a rigorous argument demonstrating that for complex-elliptic operators, only the jumps of the immediate lower-order derivatives need to be considered.

**Notation.** Throughout this section, we fix \( k \geq 2 \) as a positive integer and consider a \( k \)th-order elliptic operator \( A \) on \( \mathbb{R}^n \), acting from a space \( V \) to a space \( W \).
Let $r \geq 0$ be an integer. For a vector $e \in \mathbb{R}^n$, we write $e^{\otimes r}$ to denote the $r$-fold tensor that results by taking the tensorial product of $e$ with itself $r$ times (with the convention $e^{\otimes 0} = 1$). Notice that

$$E_r(\mathbb{R}^n) = \text{span} \{ e^{\otimes r} : e \in \mathbb{R}^n \}.$$  

We shall consider a linear contraction $\langle \cdot, \cdot \rangle : V \otimes E_r(\mathbb{R}^n) \times E_r(\mathbb{R}^n) \to V$ defined (with the Frobenius inner product $\langle \cdot : \cdot \rangle$ on $\otimes^r \mathbb{R}^n$) as

$$\langle v \otimes M, e \rangle_r = v(M : e^{\otimes r}) \quad \text{for all } v \in V, \ M \in E_r(\mathbb{R}^n) \text{ and } e \in \mathbb{R}^n.$$

Notice that under our convention for $r = 0$, we have $\langle v, \cdot \rangle_0 = v$. Since it will be instrumental for our computations, we will often use the alternative jet-form expression $A^k(D^k u) = A u$, where $A^k : V \otimes E_k(\mathbb{R}^n) \to W$ is the (unique) linear map satisfying

$$A^k[v \otimes \xi^{\otimes k}] = A^k(\xi)[v] \quad \text{for all } v \in V. \quad (11)$$

The existence of $A^k$ is a direct consequence of the universal property of the tensor product and the $k$-linearity of the principal symbol on the frequency variable.

**Order-reduction relations.** Henceforth we write $B$ to denote the first-order elliptic operator associated to $A$, as defined in Theorem 20.

By classical elliptic regularity theory, there exists a natural continuous embedding $BV^A_{\text{loc}} \to W^{k-1,p}_{\text{loc}}$ for all $1 \leq p < n/(n-1)$. If $u \in BV^A_{\text{loc}}$, we may then identify $D^{k-1} u$ by integration with a locally $p$-integrable map. Moreover, in this case

$$u \in BV^A_{\text{loc}}(\Omega) \iff D^{k-1} u \in BV^{B}_{\text{loc}}(\Omega).$$

**2.6. $L^p$-differentiability.** Following Ziemer [59, Section 3] we say that a map $u$ defined on $\Omega \subset \mathbb{R}^n$ is $L^p$-differentiable of order $k$ at a point $x \in \Omega$ if it can be decomposed as

$$u(x + h) = P_x^k(h) + R_x^k(h) \quad \text{for all sufficiently small } h \in \mathbb{R}^n,$$

where $P_x^k$ is a polynomial of degree at most $k$ and the remainder $R_x^k$ satisfies

$$\left( \frac{1}{r^n} \int_{B_r(0)} |R_x^k(h)|^p \, dh \right)^{\frac{1}{p}} = o(r^k).$$

In this case, we define the $k$th order $L^p$-derivative $\nabla^k u(x)$ of $u$ at $x$ as the classical $k$th-order derivative of the polynomial $P_x^k$ evaluated at zero, i.e., $D^k P_x^k(0)$.

**Remark 4.1.** Every $u \in W^{k,p}_{\text{loc}}$ is almost everywhere $L^p$-differentiable of order $k$. Moreover, the distributional gradient $D^k u$ can be identified by integration with the measure $\nabla^k u \mathcal{L}^n$ (see [59, Theorems 3.4.1 and 3.4.2]).

Let $1 \leq p < \infty$ and set

$$\sigma(k) := \begin{cases} n/(n-k) & \text{if } k < n \\ +\infty & \text{if } k \geq n \end{cases}.$$

The next lemma generalizes [34, Theorem 1.1 and Lemma 3.1] to operators of arbitrary order:

**Lemma 5 (Lp-differentiability).** Let $A$ be a $k$th-order elliptic operator. If $u$ is a map in $BV^A(\Omega)$, then
(i) The map $u$ is $L^p$-differentiable of order $k$ for every $p$ with $1 \leq p < \sigma(k)$ and $\mathcal{L}^n$-almost every $x \in \Omega$.

(ii) Denoting by $A^k$ the linear map associated with the jet expression $A^k(D^k u) = Au$, we have

$$\frac{dAu}{d\mathcal{L}^n}(x) = A^k(\nabla^k u(x)) \quad \text{for } \mathcal{L}^n\text{-almost every } x \in \Omega.$$ 

(iii) If moreover, $k < n$ and $A$ is $\mathbb{C}$-elliptic, then $u$ is $L^{n/(n-k)}$-differentiable of order $k$, for $\mathcal{L}^n$-almost every point in $\Omega$.

2.7. Jumps of higher-order gradients. This section aims to characterize the jump part of $Au$. However, unlike the first-order case, we must first clarify what we mean by the jump part of $Au$ for a higher-order operator. The fact that every $u \in BV_A^A(\Omega)$ belongs to $W^{k-1,1}_{loc}$ suggests that only the jump points of $\nabla^{k-1} u$ are relevant for understanding the measure $Au$. The next proposition shows that this is precisely the case, provided that $A$ is complex-elliptic.

**Proposition 6.** Let $A$ be a $C$-elliptic operator of order $k \geq 2$. If $u \in BV^A(\Omega)$, then

$$|Au|(J_{\nabla^{k-1}u}) = 0 \quad \text{for all integers } 1 \leq r < k-1.$$ 

The previous proposition establishes that for a $C$-elliptic operator of order $k$, the $|Au|$-measure of the set of jump points of any lower-order derivative of $u$ is zero, when $u$ belongs to the space $BV^A(\Omega)$. A natural question arises:

**Open Problem 6.1.** Does the assertion of Proposition 6 hold for general elliptic operators (not necessarily complex-elliptic)? Compare this with Theorem 1 and Open problem 1.1.

The previous proposition motivates the following definition:

**Definition 5.** Let $A$ be a $k$th order $C$-elliptic operator and let $u \in BV^A(\Omega)$. We define the jump part of the measure $Au$ as

$$A^j u := A|_{J_{\nabla^{k-1}u}}.$$ 

Notice that with this definition it holds $A^j u = B^j U$.

We now turn to the identification of the jump part as per the previous definition. The compatibility conditions for Sobolev maps across a hyperplane say that $(A, B, \nu)$ is an admissible jump triple of order $r$ if and only if the tensors $A, B \in E_r(\mathbb{R}^n)$ are rank-one connected in the direction of $\nu$, as $E_{r-1}(\mathbb{R}^n) \otimes \mathbb{R}^n$ tensors. Due to the symmetries of the elements in $E_r(\mathbb{R}^n)$, this is equivalent to requiring that

$$A - B = \langle A - B, \nu^{\otimes r} \rangle_{k-1} \otimes \nu^{\otimes r} \quad \text{for some } v \in V. \quad (12)$$

This analysis has the following direct implication:

**Lemma 7.** Let $A$ be a $C$-elliptic operator of order $k \geq 2$. If $u \in BV^A(\Omega)$, then

$$A^j u = A^k(\nu)(U^+ - U^- , \nu^{\otimes k-1})_{r-1} \mathcal{H}^{n-1} J_U, \quad U = \nabla^{k-1} u,$$

where $\nu$ is an orientation of $J_U$.
2.8. **Related statements.** It is easy to verify by means of Theorem 20 that the statements contained in Sections 2.2-2.4 also hold for complex-elliptic operators of arbitrary order, with the following minor modifications:

(i) $u$ is replaced by $U = \nabla^{k-1}u$,
(ii) $J_u$ is replaced by $J_U$, and
(iii) $u^+ - u^-$ is replaced by $\langle U^+ - U^-, \nu^{\otimes k-1} \rangle_{k-1}$.

2.9. **Other properties of complex-elliptic operators.** We conclude the exposition of our results with a few properties of complex-elliptic operators that are of interest in their own right. We defer the proofs to Section 7.

2.9.1. **Removable singularities.** The following result tells us that complex-ellipticity implies that certain lower dimensional singularities are removable:

**Proposition 8** (Removable singularities). Let $n \geq 2$ and let $\mathcal{A}$ as in (2) be a complex-elliptic operator. If $K \subset \Omega$ is a closed set with $L^n(K) = 0$ and $(\Omega \setminus K)$ is connected, then every solution $u \in L^1_{\text{loc}}(\Omega)$ to

$$\mathcal{A}u = 0 \quad \text{in the sense of distributions on } \Omega \setminus K;$$

is also a classical solution of

$$\mathcal{A}u = 0 \quad \text{on } \Omega.$$

**Remark 8.1.** A direct consequence of Proposition 8 is a new and elementary proof of the following properties, which have already been shown in [35]:

1. If $\pi \leq \mathbb{R}^n$ is a two-dimensional subspace and $\lambda \in V$, then the equation

$$\mathcal{A}u = \lambda H^{n-2} \mathcal{L} \pi$$

has no solution in the space of tempered distributions $S'(\mathbb{R}^n; V)$.

2. $\mathcal{A}$ is canceling on 2-planes, that is,

$$\bigcap_{\xi \in \pi} \text{Im } \mathcal{A}^k(\xi) = \{0\} \quad \text{for all } \pi \in \text{Gr}(2, n).$$

2.9.2. **Minimal number of equations for a complex-elliptic operator.** Another interesting question concerning the algebraic structure of operators satisfying a mixing condition has been discussed in [57, Eqn. 6.1] regarding an open question by BOURGAIN and BREZIS (see Open problem 3 in [13]). There, it is shown that if $\mathcal{A}$ is a first-order elliptic operator in $\mathbb{R}^n$-variables, from $V$ to $W$, and $\mathcal{A}$ is canceling:

$$\bigcap_{\xi \in \mathbb{R}^n} \text{Im } \mathcal{A}(\xi) = \{0_W\},$$

then

$$\max\{n, \dim(V) + 1\} \leq \dim(W) \leq \dim(V) + n - 1.$$ 

We demonstrate that this suggested upper bound is a sharp lower bound for the number of equations of a first-order complex-elliptic system on $n$ variables:

**Proposition 9.** Let $\mathcal{A}$ be a first-order elliptic operator in $\mathbb{R}^n$-variables, from a space $V$ to a space $W$. Then

$$\dim(W) \geq \dim(V) + n - 1.$$ 

Moreover, this bound is sharp in the following sense: there exists a complex-elliptic operator on $\mathbb{R}^n$, from $\mathbb{R}^M$ to $\mathbb{R}^{M+n-1}$.
2.10. Structure of paper. Section 3 below is dedicated to the preliminaries required for the proofs of the main results. Then, Section 4 contains the proofs of the main structural results stated in Sections 2.1, 2.2 and 2.3. We prove the approximate continuity results stated in Section 2.4 in Section 5. In Section 7, we provide the proofs of the additional properties stated in Section 2.9. We conclude with some examples in Section 8.
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3. Preliminaries

We begin this section by a recollection of some basic definitions and notation.

3.1. General notation. Recall that our spaces $V$ and $W$ are finite dimensional. We will let $M, N$ denote the dimensions of $V$ and $W$ respectively. We fix a basis \{e_1, ..., e_M\} of $V$ and take $X$ to be a finite dimensional Euclidean space.

3.2. Basic geometric measure theory and functional analysis. By the Riesz Representation Theorem, the space $M(\Omega; X)$ is identified with the dual space of $C_0(\Omega; X)$, and the duality pairing is realized via integration as follows:

$$\langle \mu, \varphi \rangle := \int_{\Omega} \varphi \, d\mu, \quad \mu \in M(\Omega; X), \quad \varphi \in C_0(\Omega; X).$$

We hence naturally endow the space $M(\Omega; X)$ with the weak-$*$ topology.

3.2.1. Tangent measures. For a given Radon measure $\mu \in M(\Omega; X)$, any given point $x \in \Omega$ and any $r > 0$, we define the re-scaled push-forward measures $T_{x,r}[\mu]$ to be the measures given by

$$T_{x,r}[\mu](B) := \mu(x + rB), \quad B \in \mathcal{B}(\mathbb{R}^n),$$

where $\mathcal{B}(\mathbb{R}^n)$ is the Borel $\sigma$-algebra of subsets of $\mathbb{R}^n$. Notice that since $\Omega$ is open, this is well-defined on any set $B \in \mathcal{B}(\mathbb{R}^n)$ for $r$ sufficiently small. Following the definition of PREISS, we recall that a tangent measure of $\mu$ at $x$ is a non-zero measure $\nu \in M_{\text{loc}}(\mathbb{R}^n; X)$ for which there exist sequences of positive numbers $c_j$ and positive radii $r_j \searrow 0$ such that

$$c_j T_{x,r_j} \mu \rightharpoonup^* \nu \quad \text{in} \quad M(\mathbb{R}^n; X).$$

The space of tangent measures of $\mu$ at $x$ is denoted by $\text{Tan}(\mu, x)$. A fundamental result of PREISS [44, Theorem 2.5] is that $\text{Tan}(\mu, x) \neq \emptyset$ for $|\mu|$-almost every $x \in \Omega$. To simplify terminology, we will use the standard notation

$$\theta^s(\mu, x) := \limsup_{r \downarrow 0} \frac{\mu(B_r(x))}{r^s}, \quad \theta^s(\mu, x) := \liminf_{r \downarrow 0} \frac{\mu(B_r(x))}{r^s}$$

for the respective $s$-dimensional upper and lower densities of a non-negative Radon measure $\mu$ at $x$. For any additional basic measure-theoretic notions, we refer the reader to [41], for example.
3.2.2. Riesz $s$-capacity. In section 5, we will also be using some basic potential theory. We formally define the $s$-Riesz potential, $s > 0$, of a positive real-valued measure $\mu \in \mathcal{M}^+(\Omega)$ by

$$I_s(\mu)(x) := \int_{\Omega} \frac{1}{|x - y|^{n-s}} \, d\mu(y), \quad x \in \Omega.$$ 

Of course, there is no reason why this should be finite at any given point $x$. Moreover, recall that for $s > 0$, the Riesz $s$-capacity of a set $E \subset \mathbb{R}^n$ is defined by

$$\text{Cap}_s(E) := \sup \left\{ \left( \int_{\mathbb{R}^n} I_n-s(\mu)(x) \, d\mu(x) \right)^{-1} : \mu \in \mathcal{M}^1(\mathbb{R}^n), \text{ supp } \mu \Subset E \right\}.$$ 

If $E \in \mathcal{B}(\mathbb{R}^n)$ with $\text{Cap}_s(E) = 0$, then $\mathcal{H}^t(E) = 0$ for all $s < t < \infty$; For this and other facts see [41, Chapter 8]). However, by [31, Section 2(5)], we have

$$\text{Cap}_{n-s}\left( \{ x \in \Omega : I_s(\mu)(x) = \infty \} \right) = 0. \quad (13)$$

The following lemma provides an elementary estimate for the localized $m$-Riesz potential of a positive Radon measure $\mu$ on annuli, weighted with an appropriate scaling. The proof is identical to that in [40, Lem. 5.11].

**Lemma 10.** Let $\mu \in \mathcal{M}^+(\Omega)$ and suppose that $B_1 \subset \Omega$. Then, for any $m \in \mathbb{N}$ it holds that

$$\limsup_{r \downarrow 0} r^m \int_{B_1 \setminus B_r} \frac{1}{|y|^{n-1+m}} \, d\mu(y) \lesssim_{n,m} \theta^{(n-1)}(\mu, 0).$$

3.3. Properties of complex-elliptic operators. In this section we recall a few facts from the theory of complex-elliptic operators. The notion of complex-ellipticity originated with the work of Aronszajn [6] and Smith [48, 49], who used it to derive $L^p$-coercive inequalities for elliptic boundary-value problems. Recently, Breit, Diening & Gmeineder [14] have shown that, for first-order operators, complex-ellipticity is a necessary and sufficient condition for extension and trace properties of the operator. An operator $\mathcal{A}$ being complex-elliptic allows one to exploit Hilbert’s Nullstellensatz to show that (on an open connected set $\Omega$) the null space is finite dimensional subspace of $V$-valued polynomials (see [48, Cor. 8.13 and Rmk. 4], see also [14, Thm. 2.6]). More precisely, there exists a positive integer $\ell = \ell(\mathcal{A})$ such that

$$\mathcal{A}u = 0 \text{ in } \mathcal{D}'(\Omega; W) \quad \Longrightarrow \quad u \in \{ p \in V \otimes \mathbb{R}[x] : \deg(p) < \ell \}.$$ 

In fact, due to the complex-ellipticity of $\mathcal{A}$, any smooth function $u \in BV^A(\Omega)$ possesses a strong Taylor expansion, as observed by Kalamajska [38]:

**Proposition 11.** Let $\mathcal{A}$ be a complex-elliptic operator. Then there exists $\ell \in \mathbb{N}$ such that for any ball $B \subset \Omega$ and every $u \in BV^A(\Omega)$, we have the integral representation

$$u(y) = (\mathcal{P}_B u)(y) + \int_B K(y, z)\mathcal{A} u(z) \, dz, \quad y \in B,$$

where

$$\mathcal{P}_B u(y) := \int_B \sum_{|\beta| \leq \ell-1} \partial_\beta \left( \frac{(z-y)^\beta}{\beta!} w_B(z) \right) u(z) \, dz$$
is the averaged Taylor polynomial of $u$ with respect to a weight $w_B \in C^\infty(B)$ with  
\[ \int_B w_B = 1, \text{ and } K \in C^\infty(\mathbb{R}^n \times \mathbb{R}^n \setminus \{y = z\}; V \otimes W^*) \text{ is a kernel satisfying the growth condition} \]
\[ |\partial_y^\alpha \partial_z^\beta K(y, z)| \lesssim |y - z|^{-(n-1)-|\alpha|-|\beta|}, \quad y, z \in B, \]  
for all multi-indices $\alpha, \beta \in \mathbb{N}^n$.  

We will use the following definition for the lower order polynomials in the above representation. In particular, the decay properties of $K$ give us the pointwise estimate
\[ |u - \mathcal{P}_B u(y)| = \left| \int_B K(y, z) Au(z) \, dz \right| \lesssim \int_B |Au(z)| |y - z|^{n-1} \, dz. \]  
We will henceforth denote $\mathcal{P}_{B_r(x)} u$ and $\mathcal{P}_B u$ by $\mathcal{P}_{x,r} u$ and $\mathcal{P}_r u$ respectively, for ease of notation.

3.3.1. Poincaré inequalities. We recall from [34] that $BV^A(B) \hookrightarrow L^{1^*}(B; V)$ and
\[ \|u - \mathcal{P}_B u\|_{L^{1^*}(B)} \leq c(n, B, A) |Au|(B) \quad \forall u \in BV^A(B). \]  

We will also frequently be restricting our considerations to smooth functions $u \in BV^A(\Omega) \cap C^\infty(\Omega; V)$. This is because one may approximate an arbitrary map in $BV^A$ in the appropriate sense by such functions. Indeed, we have the following result concerning strict density of smooth functions in the space $BV^A$:

**Proposition 12.** Let $\Omega \subset \mathbb{R}^n$ be an open bounded set and let $u \in BV^A(\Omega)$. Then, there exists a sequence $(u_j) \subset BV^A(\Omega) \cap C^\infty(\Omega; V)$ such that
\[ u_j \to u \text{ in } L^1(\Omega), \quad |Au_j|(\Omega) \to |Au|(\Omega). \]  

The proof of this is almost identical to that for the classical $BV$ case, so is omitted here. For the details, see [14, Thm. 2.8] (the more general approximation result for constant rank operators is also given in [8, Thm. 1.6]).

4. **Proofs of the structural properties**

This section is devoted to the proof of all the results previously discussed with exception of the capacitary estimate of $S_u$.

4.1. **Proof of Theorem 1.** First, we show that $J_u \subset \Theta_u$. In fact we shall prove that the lower $(n-1)$-dimensional density is non-zero. We follow the classical reasoning used for $BV$ and BD-spaces; see [2]. Let $x \in J_u$, and fix a scale $r > 0$ sufficiently small so that $B_r(x) \subset \Omega$. By the properties of $J_u$, for the re-scaled functions
\[ u_r := u(x + r \cdot) : B_1 \to V, \]  
there exist $a, b \in V$ such that
\[ |a - b| > 0 \quad \text{and} \quad u_r \to 1_{(a, b, \nu(x))} \text{ in } L^1(B_1; V), \]  
where as usual, $\nu(x)$ is a unit normal to $J_u$ at $x$, and
\[ 1_{(a, b, \nu)}(x) := \begin{cases} a & \text{if } x \cdot \nu > 0 \\ b & \text{if } x \cdot \nu \leq 0. \end{cases} \]
The lower semicontinuity of the map \( v \mapsto |A v| \) on \( B_1 \) with respect to \( L^1 \)-convergence and a change of variables yield

\[
\liminf_{r \downarrow 0} \frac{|A u|(B_r(x))}{r^{n-1}} = \liminf_{r \downarrow 0} |A u_r|(B_1) \\
\geq |A 1_{(a,b,\nu(x))}|(B_1) \\
\approx_n |A (\nu(x))(a-b)| \\
\geq c_A |a-b| > 0,
\]

where in the last two-inequalities we have used that \( 1_{(a,b,\nu(x))} \) belongs to \( BV(B_1; V) \) and that the ellipticity constant \( c_A \) is positive. This shows that \( x \in \Theta_u \).

We now turn to the rectifiability question. By classical measure theoretic arguments (see, for example, [41, Sec. 6]), it follows that the set

\[
\{ x \in J_u : \theta^{(n-1)}(\nu, x) = \infty \} \subset J_u
\]

is \( \mathcal{H}^{n-1} \)-negligible. Let us define \( G_u := \{ x \in J_u : \theta^{(n-1)}(\nu, x) < \infty \} \). Notice that since we also have \( J_u \subset \Theta_u \), the lower and upper dimensional densities are non-degenerate for all points in \( G_u \), namely,

\[
0 < \theta^{(n-1)}_u(\nu, x) \leq \theta^{(n-1)}(\nu, x) < \infty, \quad x \in G_u.
\]

In particular, the measures \( \mathcal{H}^{n-1} \) and \( \nu \) are equivalent on \( G_u \), i.e.,

\[
\mathcal{A} u \ll \mathcal{H}^{n-1} \ll G_u \ll \mathcal{A} u \ll G_u.
\]

In this regime, one may replace the normalizing constants \( c_j \downarrow 0 \) of every blow-up sequence

\[
c_j T_{x,r_j}[A u] \overset{\ast}{\rightharpoonup} \tau, \quad r_j \downarrow 0;
\]

by \( c_j = c j^{(n-1)} \) (up to subsequence) for some positive number \( c > 0 \). Now, we already know that

\[
c A u_r_j = c_j T_{x,r_j}[A u],
\]

and that

\[
A u_r_j \overset{\ast}{\rightharpoonup} A 1_{(a,b,\nu(x))} = A (\nu(x))(a-b) \mathcal{H}^{n-1} \ll \nu(x)^{\perp}.
\]

Thus, we must have

\[
\tau = c A (\nu(x))(a-b) \mathcal{H}^{n-1} \ll \nu(x)^{\perp},
\]

which is a uniform measure over the hyperplane \( \nu(x)^{\perp} \in \text{Gr}(n-1, n) \). Since \( \tau \) was arbitrary tangent measure of \( A u \), this calculation shows (cf. (17)) that

\[
\text{Tan}(A u, x) = G_{n-1,n}(\nu(x)^{\perp}) \quad \text{for } |A u|\text{-almost every } x \in G_u.
\]

(18)

Here, \( G_{m,n}(\pi) \) is the set of \( m \)-flat measures supported on \( \pi \in \text{Gr}(m,n) \). We can now apply the rectifiability criterion contained [41, Theorem 16.7], which states that

\[
\mathcal{A} u \ll G_u \text{ is countably } \mathcal{H}^{n-1}\text{-rectifiable},
\]

and also addresses the desired countable \( \mathcal{H}^{n-1}\)-rectifiability of \( G_u \) (and \( J_u \)) up to an \( \mathcal{H}^{n-1}\)-null set. Notice that, up to a change of sign, the characterization in (18) also implies that the Borel map \( \nu \) (from the Borel jump triplet \( (u^+, u^-, \nu) \)) is an orientation of \( J_u \). Moreover, the characterization of the tangent measure \( \tau \) discussed above,
and the classical measure theoretic fact that $\Tan(Au, x) = \frac{dA_u}{d|Au|}(x) \Tan(|Au|, x)$ for $|Au|$-almost every $x \in \Omega$, implies that
\[
\frac{dA_u}{d|Au|}(x) = h(\nu(x))(u^+(x) - u^-(x))
\]
This verifies the sought representation of $A^iu L^i G_u$. □

4.2. Proof of Theorem 2. We prove the statement of the theorem when $M$ is the graph of a Lipschitz map $f : \mathbb{R}^{n-1} \to \mathbb{R}$ on $\Omega$. The statement for general countably $\mathcal{H}^{n-1}$-rectifiable sets then follows by a standard geometric covering argument. Let us write $\Omega^+ = \{ z \in \Omega : z > f(x) \}$ and $\Omega^- = \{ z \in \Omega : z < f(x) \}$ to denote the (open and locally Lipschitz) sides of $M$ on $\Omega$. In this case, [14, Cor. 4.21] applied to the map $u = u1_{\Omega^+} + u1_{\Omega^-}$ gives
\[
A_u = A_u L^{\Omega^+} + A_u L^{\Omega^-} + h(\nu_T)(\text{tr}^+(u) - \text{tr}^-(u)) \mathcal{H}^{n-1} L^i M,
\]
where $\text{tr}^\pm : BV^2(\Omega^\pm) \to L^1(\Gamma; V)$ is the exterior linear trace operator corresponding to $\partial \Omega^\pm$, and where $\nu_{\Omega^\pm}(x)$ denotes the outer unit normal of $\Omega^\pm$ at $x$. Our candidate for the one-sided values of $u$ on $M$ will naturally be $u_M^\pm = \text{tr}^\pm(u)$, which (by the boundedness of the one-sided exterior traces) exist for $\mathcal{H}^{n-1}$-almost every $x \in M$. Once this is verified, we will obtain the desired expression
\[
A_u L^i M = h(\nu_{\Omega})(u_M^+ - u_M^-) \mathcal{H}^{n-1} L^i M. 
\tag{19}
\]
We are left to check that $u_M^\pm$ are in fact the two-sided approximate limits of $u$. Without loss of generality, we shall show only that
\[
\limsup_{r \downarrow 0} \frac{1}{2} \int_{B_r(x) \cap \Omega^\pm} |u - u_M^\pm(x)|^1 \, dy = 0 \quad \text{for } \mathcal{H}^{n-1}-\text{almost every } x \in M,
\]
since the proof for $u_M^\mp$ is entirely analogous.

Step 1. Removal of discontinuities on the surface. Since $\text{tr}^+(u) \in L^1(M; V)$, we may use the classical $BV$-extension to find $v \in BV(\Omega^-, V)$ satisfying
\[
\text{tr}^-(v) = u_M^+ \quad \text{on } L^1(M; V).
\]
The classical $BV$ trace operator $\text{tr}^- : BV(\Omega^-; V) \to L^1(M; V)$ satisfies the pointwise average representation (see for instance [4, Thm. 3.87])
\[
\limsup_{r \downarrow 0} \frac{1}{2} \int_{B_r(x) \cap \Omega^-} |v - u_M^+|^1 \, dy = 0 \quad \text{for } \mathcal{H}^{n-1}-\text{almost every } x \in M. 
\tag{20}
\]
Define $\tilde{u} := 1_{\Omega^+}u + 1_{\Omega^-}v$. It follows from [14, Corollary 4.21] that $\tilde{u} \in BV^2(\Omega)$. Furthermore, due to the compatibility conditions on $M$ we get
\[
A\tilde{u} L^i M \equiv 0, \quad \text{or equivalently, } A\tilde{u} = A_u L^{\Omega^+} + A v L^{\Omega^-}.
\]

Step 2. Polynomial approximation. Let us recall the following well-known property of mutually singular measures: the Radon–Nyikodým Differentiation Theorem implies that
\[
\frac{d\sigma}{d\nu} = 0 \quad \text{for } \nu-\text{almost every } x \in M,
\]
whenever $\sigma \perp \nu$. This property applied to $\sigma = |A\tilde{u}|$ and $\nu = \mathcal{H}^{n-1} L^i M$ in turn gives
\[
\limsup_{r \downarrow 0} \frac{|A\tilde{u} (B_r(x))|}{r^{n-1}} = 0 \quad \text{for } \mathcal{H}^{n-1}-\text{almost every } x \in M \cap \Theta_{\tilde{u}}.
Note that we are considering the set of positive density of \( \tilde{u} \) in the above statement. In particular, the \textit{scale-dependent continuity} (cf. Theorem 3) of functions of bounded \( \mathcal{A} \)-variation at points where the upper \(( n - 1)\)-dimensional density vanishes says that for \( \mathcal{H}^{n-1} \)-almost every \( x \in M \) there exist \( V \)-valued polynomials \( \mathcal{P}_{x,r}\tilde{u} \) in a finite dimensional subspace \( \mathcal{F} \leq V \otimes \mathbb{R}[x_1, \ldots, x_n] \) with the property that
\[
\limsup_{r \downarrow 0} \frac{1}{\mu(B_r(x))} \int_{B_r(x)} \left| \tilde{u} - (\mathcal{P}_{x,r}\tilde{u})_0 \right|^* \, dy = 0.
\]
Here, we used (9) in Theorem 3 to dispense with the higher order terms of \( \mathcal{P}_{x,r}\tilde{u} \) in the limit as \( r \to 0 \). From (20) and (21) it follows that the limit of the zero-order term must be \( u^+_M(x) \), that is
\[
\limsup_{r \downarrow 0} |(\mathcal{P}_{x,r}\tilde{u})_0 - u^+_M(x)| = \limsup_{r \downarrow 0} \frac{1}{\mu(B_r(x))} \int_{B_r(x) \cap \Omega^-} \left| (\mathcal{P}_{x,r}\tilde{u})_0 - u^+_M(x) \right| \, dy 
\lesssim_n \limsup_{r \downarrow 0} \left\{ \int_{B_r(x) \cap \Omega^-} |(\mathcal{P}_{x,r}\tilde{u})_0 - \tilde{u}|^* \, dy + \int_{B_r(x) \cap \Omega^-} |v - u^+_M|^* \, dy \right\} = 0.
\]
We conclude that
\[
\limsup_{r \downarrow 0} \frac{1}{\mu(B_r(x) \cap \Omega^+)} \int_{B_r(x) \cap \Omega^+} |u - u^+_M(x)|^* \, dy = \limsup_{r \downarrow 0} \frac{1}{\mu(B_r(x) \cap \Omega^-)} \int_{B_r(x) \cap \Omega^-} \left| \tilde{u} - (\mathcal{P}_{x,r}\tilde{u})_0 \right|^* \, dy 
\lesssim_n \limsup_{r \downarrow 0} \int_{B_r(x)} \left| \tilde{u} - (\mathcal{P}_{x,r}\tilde{u})_0 \right|^* \, dy \overset{(21)}{=} 0.
\]
The \( L^1 \)-bound for \( u^+_M - u^-_M \) follows directly from the ellipticity of \( \mathcal{A} \) and (19):
\[
C(\mathcal{A}) \int_M |u^+_M - u^-_M| \, d\mathcal{H}^{n-1} \leq \int_M |\mathcal{A}(\nu)[u^+_M - u^-_M]| \, d\mathcal{H}^{n-1} \leq |\mathcal{A}u| (\Omega).
\]

4.3. Proof of Corollaries 2.1 and 2.2. The characterization of the exterior trace follows from the characterization of \( \text{tr}_\Omega \) in terms of \( u^+_\Omega \) and its continuity bound
\[
\| \text{tr}_\Omega u \|_{L^1(\partial \Omega)} \leq C\| u \|_{BV(\Omega)}.
\]
The proof of the boundedness of the interior trace follows verbatim from the same argument applied to \( \text{tr}_\Omega^+ \) and \( \text{tr}_\Omega^- \), where \( \Omega^\pm \) are as in the previous proof. \( \square \)

4.4. Proof of Corollary 2.3. The first assertion was already proved in (19) for Lipschitz hypersurfaces. The general case for a countably \( \mathcal{H}^{n-1} \)-rectifiable set \( \Gamma \) follows from the fact that the Lipschitz surfaces \( \{ M_h \}_{h \in \mathbb{N}} \) “covering” can be taken such that
\[
\mathcal{H}^{n-1}(M_i \cap M_j) = 0 \quad \text{for all } i \neq j.
\]
The following is a well-known fact of tangents to rectifiable sets: if \( \Gamma_1, \Gamma_2 \) are countably \( \mathcal{H}^m \)-rectifiable, then
\[
\text{Tan}(\Gamma_1, x) = \text{Tan}(\Gamma_2, x) \quad \text{for } \mathcal{H}^m \text{ a.e. } x \in \Gamma_1 \cap \Gamma_2.
\]
The second statement follows directly from Theorem 2 by letting \( m = n - 1 \) and taking \( \Gamma_1 = \Gamma \) and \( \Gamma_2 = J_u \). Indeed, we may assume without loss of generality that \( \nu \) orientates both \( \Gamma \) and \( J_u \) at their intersection, and hence, by Theorem 2 it follows that \( (u^+, u^-, \nu) \) is a jump triple.

Lastly, we show that \( S_u \setminus J_u \) is \( \mathcal{H}^{n-1} \)-purely unrectifiable. Let \( M \subset \Omega \) be an \( m \)-dimensional Lipschitz hypersurface. Since \( M \) is rectifiable, the set \( M \cap S_u \cap J_u^c \) is also
rectifiable. Therefore, $u$ has one-sided limits for $H^{n-1}$-almost every $x \in M \cap S_u \cap J_u^c$. However, the assumption $x \notin J_u$ implies the one-sided limits coincide and hence $u$ is approximately continuous at $H^{n-1}$-almost every $x$ there. On the other hand, $x \in S_u$, so the previous statement can only hold on a negligible set, that is,

$$H^{n-1}(M \cap S_u \cap J_u^c) = 0.$$ 

This proves that $S_u \cap J_u^c$ is $H^{n-1}$-purely unrectifiable. □

5. Dimensional estimates for $S_u$

Here and in what follows we assume that $\mathcal{A}$ is complex-elliptic. The purpose of this section is to establish a dimensional estimate on $S_u \setminus \Theta_u$ of all discontinuity points with zero density. Moreover, we show that all points of zero upper $(n - 1)$-density vanishes are in fact quasi-continuity points.

To begin with, let us introduce the following notation. Write

$$N_u := \left\{ x \in \Omega : I_1(|Au|)_1(x) = \int |x - y|^{-(n-1)} \, d|Au|(y) = \infty \right\}. \quad (22)$$

By (13), we know that $\text{Cap}_{n-1}(N_u) = 0$.

5.1. Proof of Theorem 3. We need to prove the decay of the higher-order Taylor coefficients and the final statement of approximate continuity, since the proof of the first estimate in the proposition follows from an integrated version of estimate (15) and an approximation argument as in Proposition 12. We adopt an analogous approach to [40, Sect. 5]. We show the following lemma, from which Theorem 3 follows immediately.

Lemma 13. Suppose that $\mathcal{A}$ is complex-elliptic, and let $u \in BV^A(\Omega)$. For any multi-index $\alpha \in \mathbb{N}^n$, let $c_{x,r}^{\alpha}/\alpha! \in V$ to be the coefficient of the term $(y - x)^{\alpha}$ from the Taylor polynomial $P_{x,r}u$. Then,

$$\limsup_{r \downarrow 0} r^{||\alpha||} |c_{x,r}^{\alpha}| \lesssim_{n,\alpha} \theta^{(n-1)}(|Au|, x) \quad \text{for all } 1 \leq \alpha \leq \ell - 1,$$

where $\ell \in \mathbb{N}$ is the integer from Proposition 11. Moreover,

$$\limsup_{r \downarrow 0} |c_{x,r}^{0} - c_{x,\rho}^{0}| \lesssim_{n} \int_{B_r(x) \setminus B_\rho(x)} \frac{|Au|(y)}{|y - x|^{n-1}} \, dy$$

for all $0 < r \leq \rho < \text{dist}(x, \partial \Omega)$.

Proof of Lemma 13. Fix a multi-index $\alpha$ as in the statement of the lemma. Without any loss of generality, we may assume that $x = 0$. First, we show that the assertions hold for any given $u \in BV^A(\Omega) \cap C^\infty(\Omega; V)$. For any $0 < t < \text{dist}(0, \partial \Omega)$, we have

$$\partial^\alpha u(y) = \partial^\alpha P_t u(y) + \int_{B_t} \partial^\alpha_y K(y, z) Au(z) \, dz.$$ 

In particular, since $P_t u$ is a polynomial centered at 0, it must hold that

$$\partial^\alpha u(0) = c_0^{\alpha} + \int_{B_t} \partial^\alpha_y K(0, z) Au(z) \, dz,$$
where \( c_\alpha^\rho / \alpha! \) is the coefficient of the monomial \( x^\alpha \) in the Taylor polynomial \( P_t u \). Thus, taking differences between coefficients at scales \( 0 < r < \rho < \text{dist}(0, \partial \Omega) \) and multiplying by \( r^{|\alpha|} \), we obtain the estimate (cf. \((14)\))

\[
r^{|\alpha|} |c_\rho^\alpha - c_r^\alpha| \leq r^{|\alpha|} \int_{B_\rho \setminus B_r} |\partial_y K(0, z)||A u(z)| \, dz
\]

\[
\lesssim_n r^{|\alpha|} \int_{B_\rho \setminus B_r} \frac{|A u(z)|}{|z|^{n-1+|\alpha|}} \, dz.
\]

Hence, by Lemma 10 (replacing \( B_1 \) with \( B_\rho \)), we deduce that

\[
\limsup_{r \downarrow 0} r^{|\alpha|} |c_\rho^\alpha - c_r^\alpha| \lesssim_n \theta^{r(n-1)}(A u, 0) \quad \text{for all } 1 \leq |\alpha| \leq \ell - 1.
\]

Taking \( \rho = 1 \) and letting \( r \downarrow 0 \) gives

\[
\limsup_{r \downarrow 0} r^{|\alpha|} |c_{r,\alpha} - c_{1,\alpha}| \leq \limsup_{r \downarrow 0} r^{|\alpha|} |c_{1,\alpha}| = \theta^{r(n-1)}(|A u|, 0)
\]

for all multi-indices \( \alpha \) with \( 1 \leq |\alpha| \leq \ell - 1 \). This proves the first assertion. The second assertion follows by taking \( \alpha = 0 \) in \((23)\).

To prove the desired results for arbitrary \( u \in BV^A(\Omega) \), it suffices that the key estimate \((23)\) holds for any \( u \in (C^\infty \cap BV^A)(\Omega) \). The argument is as follows: By Proposition 12, we know there exists a sequence \((u_j) \subset C^\infty \cap BV^A(\Omega) \) with \( u_j \to u \) in \( L^1 \) and \(|A u_j|)(\Omega) \to |A u|(\Omega) \). Let \( c_{r,\alpha}^u/\alpha! \) (respectively \( c_{r,\alpha}^u/\alpha! \)) denote the coefficient of the order \( \alpha \) term of \( P_r u_j \) (respectively \( P_r u \)). Then, since each \( c_{r,\alpha}^u \) is a weighted sum of terms of the form

\[
\int_{B_r} \partial^\beta (z^{\beta-\alpha} w_{B_r}(z)) u(z) \, dz, \quad \beta > \alpha,
\]

we also have that

\[
c_{r,\alpha}^u \to c_{r,\alpha}^u \quad \text{as } j \to \infty \quad \text{for each } r > 0,
\]

since strong convergence implies weak convergence. Moreover, we have

\[
\lim_{j \to \infty} \int_{B_\rho \setminus B_r} \frac{|A u_j|(z)}{|z|^{n-1+|\alpha|}} \, dz = \int_{B_\rho \setminus B_r} \frac{1}{|z|^{n-1+|\alpha|}} \, d|A u|(z),
\]

due to the strict convergence. Thus \((23)\) indeed extends to all functions of bounded \( A \)-variation. \( \square \)

5.2. Proof of Corollary 3.1. We claim that

\[
S_u \subset N_u \cup \Theta_u,
\]

where \( N_u \) is defined as in \((22)\). In fact we show the stronger property that if

\[
\int_{B_r(x)} \frac{|A u(y)|}{|y-x|^{n-1}} \, dy < \infty \quad \text{for some } r \in \text{dist}(x, \partial \Omega),
\]

then \( x \in S_u^C \).
Proof. Let $c_{x,r}^0$ be the coefficients of Lemma 13. First, we observe that $(c_{x,r}^0)^+$ is a Cauchy sequence in $V$. Indeed, this follows directly from the second assertion in Lemma 13 and the absolute continuity of the function

$$\eta(r) := \int_{B_r(x)} |Au|(y) \frac{dy}{|y-x|^{n-1}} < \infty, \quad 0 < r < \text{dist}(x, \partial \Omega).$$

(Notice that in particular $\theta^{(n-1)}(|Au|, x) = 0$.) Therefore, there exists a fixed vector $c_x^0 \in V$ such that

$$\lim_{r \downarrow 0} |c_{x,r}^0 - c_x^0| = 0. \quad (24)$$

We will now show that $u$ is $L^1$-approximately continuous at $x$. We have

$$\left( \int_{B_r(x)} |u - c_x^0|^{1^*} \right)^{\frac{1}{1^*}} \leq \left( \int_{B_r(x)} |u - c_{x,r}^0|^{1^*} \right)^{\frac{1}{1^*}} + \left( \int_{B_r(x)} |c_{x,r}^0 - c_x^0|^{1^*} \right)^{\frac{1}{1^*}}$$

$$\leq \left( \int_{B_r(x)} |u - \mathcal{P}_{x,r} u|^{1^*} \right)^{\frac{1}{1^*}} + \left( \int_{B_r(x)} |\mathcal{P}_{x,r} u - c_{x,r}^0|^{1^*} \right)^{\frac{1}{1^*}}$$

$$+ \left( \int_{B_r(x)} |c_{x,r}^0 - c_x^0|^{1^*} \right)^{\frac{1}{1^*}}.$$

$$\lesssim_{n,A} \frac{|Au|(B_r(x))}{r^{n-1}} + \sum_{1 \leq |\alpha| \leq \ell - 1} v^{[\alpha]} |c_{x,r}^\alpha| + \left( \int_{B_r(x)} |c_{x,r}^0 - c_x^0|^{1^*} \right)^{\frac{1}{1^*}}.$$

The first assertion of Lemma 13 and (24) imply

$$\lim_{r \downarrow 0} \left( \int_{B_r(x)} |u - c_x^0|^{1^*} \right)^{\frac{1}{1^*}} = 0.$$

This proves that $x \in S_u^c$ and the claim follows.

Proof of Corollary 3.2. Since every point in $N_u^c$ is a continuity point and $\Theta_u$ is a $\sigma$-finite set with respect to the $\mathcal{H}^{n-1}$-measure, proving $\text{Cap}_{n-1}(S_u) = 0$ reduces to checking that

$$\text{Cap}_{n-1}(S_u \cap \Theta_u^c) = 0.$$

However, this follows as a trivial corollary of the fact that $\text{Cap}_{n-1}(N_u) = 0$. This finishes the proof. \hfill \Box

6. PROOFS OF THE RESULTS FOR HIGHER-ORDER OPERATORS

Proof of Lemma 5. Since $\mathcal{A}$ is elliptic and the statements are local, we can assume without loss of generality that $u$ has compact support in $\Omega$ (and hence also $U$). By extending $u$ and $U$ by zero, we can assume that $u \in BV^A(\mathbb{R}^n)$ and $U \in BV^B(\mathbb{R}^n)$. Since $\mathcal{B}$ is a first-order elliptic operator, it follows from [34, Theorem 1.1 and Lemma 3.1] that $U$ is $L^p$-differentiable almost everywhere for every $1 \leq p < \sigma(1)$ (or $1 \leq p \leq \sigma(1)$ if $\mathcal{A}$ is complex-elliptic) and

$$\frac{d\mathcal{B}U}{d\mathcal{L}^n}(x) = B(\nabla U(x)) \, \mathcal{L}^n\text{-almost everywhere.} \quad (25)$$

Since the gradient operator is complex-elliptic, an iteration of Lemma [1, Lemma 4.6] yields that $u$ is $k$ times $L^p$-differentiable almost everywhere for all $1 \leq p < \sigma(k)$ (or
1 \leq p \leq \sigma(k)$ if $A$ is complex-elliptic). This proves (i) and (iii). From this discussion it also stems that $\nabla U(x) = \nabla^k u(x)$ for almost every $x$; an observation that will be used in the proof the (ii).

Being the classical $k$th order derivative of a $V$-valued polynomial, it follows that $\nabla^k u(x) \in V \otimes E_k(\mathbb{R}^n)$ almost everywhere. Now, let $R(DU) = \text{Curl}_{k-1}$ be the jet notation for the $\text{Curl}_{k-1}$ operator defined in the proof of Theorem 20 and observe that $R$ vanishes on $V \otimes E_{k-1}(\mathbb{R}^n)$. Inspecting the construction of $B$, we deduce that for almost every $x$ it holds

$$B(\nabla U(x)) = B(\nabla^k u(x)) = \tilde{A}(\nabla U(x)) \oplus R(\nabla U(x)) = \tilde{A}(\nabla U(x)) \oplus 0_{W^\perp}.$$ 

Projecting both sides of this identity onto its $W$ coordinate, we conclude that

$$P_W B(\nabla U(x)) = \tilde{A}(\nabla^k u(x)) = A^k(\nabla^k u(x)) \quad \mathcal{L}^n\text{-almost everywhere.} \quad (26)$$

Here, in passing to the last equality we have used that the restriction of $\tilde{A}$ to $V \otimes E_k(\mathbb{R}^n)$ coincides with $A^k$. The first statement of Theorem 20 and the Radon–Nykodym theorem then give

$$\frac{A u}{\mathcal{L}^n}(x) = P_W \frac{B U}{\mathcal{L}^n}(x) \quad (25)-(26) \quad A^k(\nabla^k u(x)) \quad \mathcal{L}^n\text{-almost everywhere.}$$

This proves the second assertion. \hfill \Box

**Proof of Proposition 6.** The classical theory of BV spaces gives $\mathcal{H}^{n-1}(J_{\mathcal{V}^r_u}) = 0$ for all $1 \leq r \leq k - 2$. Additionally, by Remark 1.1, $J_{\mathcal{V}^r_u}$ is countably $\mathcal{H}^{n-1}$-rectifiable. Therefore, applying Theorem 20 and the first assertion of Corollary 2.3, we conclude that

$$\vert Au \vert(J_{\mathcal{V}^r_u}) = \vert P_W B U \vert \mathcal{L}^n \vert J_{\mathcal{V}^r_u} \equiv 0 \quad \text{for every } 1 \leq r \leq k - 2.$$ 

This completes the proof. \hfill \Box

**Proof of Lemma 7.** By definition, we have $A^0 u = B^1 U = \mathbb{B}(\xi)[U^+ - U^-] \mathcal{H}^{n-1} \mathcal{L}^n J_U$. Since $(U^+, U^-, \nu)$ is a admissible triple $\mathcal{H}^{n-1}$-almost everywhere on $J_U$, it follows from Theorem 20 point (ii) and (12) that the identity $\mathbb{B}(\xi)[U^+ - U^-] = A^k(\xi)(U^+ - U^-, \nu \otimes^{k-1})_{k-1}$ holds everywhere on $J_U$. Casting this into the expression for $A^0 u$ above yields the sought assertion. \hfill \Box

### 7. Proofs of Additional Properties of Complex-Elliptic Operators

**Proof of Proposition 8.** Using that $K$ is closed and $\mathbb{R}^n \setminus K$ connected, the complex-ellipticity and $Au \equiv 0$ imply that the precise representative of $u$ on $\Omega \setminus K$ is a polynomial $p \in V \otimes \mathbb{R}[x_1, \ldots, x_n]$ in the kernel of $A$ (see Sec. 3.3). Since also $\mathcal{L}^n(K) = 0$, it follows that $u \equiv p \in (L^1_{\text{loc}} \cap C^\infty)(\mathbb{R}^n; V)$ on $\mathbb{R}^n$. In particular, $u$ is continuously differentiable and satisfies $Au(x) = 0$ for all $x \in \mathbb{R}^n$. \hfill \Box

**Proof of Proposition 9.** We may without loss of generality assume that $V = \mathbb{R}^n$ and $W = \mathbb{R}^M$. Observe that the complex bilinear form $f$ associated to $A$ is non-singular if and only if $A$ is $C$-elliptic. To see this, notice that there exists a bijective correspondence between first order complex-elliptic operators and non-singular bilinear maps from $\mathbb{C} \otimes V$ to $\mathbb{C} \otimes W$. Namely, for a first-order operator $A$, we may write

$$f_A(\xi, a) = A(\xi)[a], \quad (27)$$
and the complex-ellipticity of $\mathcal{A}$ tells us that

$$f_\mathcal{A}(a, \xi) = 0 \iff a = 0 \text{ or } \xi = 0.$$ 

Proposition 1.3 in [50] then implies $M + 1 \geq N + n$ as desired. If $N = 1$, the gradient operator $D = (\partial_1, \ldots, \partial_n)$ attains the bound (the case for $n = 1$ is symmetric). To see that the bound is sharp for $N, n \geq 2$ we construct a non-singular bilinear form using Cauchy products: let $p, q \geq 1$ and consider the bilinear form

$$f(x, y) : C^{p+1} \times C^{q+1} \to C^{p+q+1} : (x, y) \mapsto (z_0, \ldots, z_{p+q}),$$

where $x = (x_0, \ldots, x_p)$, $y = (y_0, \ldots, y_q)$ and

$$z_m := \sum_{r+s=m} x_ry_s.$$ 

By an induction argument it is easy to verify that $f$ defines a complex non-singular bilinear form. Therefore, the partial differential operator $F : C^\infty(\mathbb{R}^{p+1}; \mathbb{R}^{q+1}) \to C^\infty(\mathbb{R}^{p+1}; \mathbb{R}^{p+q+1})$ whose symbol satisfies

$$F(\xi)a = f(\xi, a), \quad (\xi, a) \in \mathbb{R}^{p+1} \times \mathbb{R}^{q+1},$$

is $\mathbb{C}$-elliptic. \hfill \qed

8. Examples

In this section we gather some known operators which satisfy the complex-ellipticity property.

**Example 14 (Gradient).** For $u : \mathbb{R}^n \to V$, the gradient operator

$$Du = (\partial_1u, \ldots, \partial_nu),$$

is a complex-elliptic operator. Indeed, the symbol associated to $D$ is simply

$$D(\xi)[a] = a \otimes \xi, \quad a \in V, \ \xi \in \mathbb{R}^n,$$

which has no complex non-trivial zeros.

**Example 15 (Principal derivatives).** For a scalar map $u$, the ‘diagonal’ of the $k$th order Hessian tensor

$$u \mapsto \text{diag}(D^k u) := (\partial_i^k u, \ldots, \partial_n^k u)$$

is complex-elliptic. This follows from the observation that $\{\xi_1^k, \ldots, \xi_n^k\}$ is a family of polynomials in $\mathbb{C}[x]$ with no common non-trivial zeros.

**Example 16 (Symmetric gradient, [51, 53]).** For vector-valued map $u : \Omega \subset \mathbb{R}^n \to \mathbb{R}^n$ we define its symmetric gradient

$$Eu := \frac{1}{2}(Du + Du^t)$$

$$= \frac{1}{2}(\partial_iu^i + \partial_iu^j)_{i,j} \quad i, j = 1, \ldots, n,$$

which takes values on the space $E_2(\mathbb{R}^n)$ of symmetric bilinear forms of $\mathbb{R}^n$. Clearly,

$$E(\xi)[a] = a \otimes \xi.$$
It is easy to check that $E$ is complex-elliptic because its nullspace on open connected sets is finite-dimensional. Indeed, it is well-known to be the space affine transformations $Rx + c$ where $R \in \mathbb{R}^n \otimes \mathbb{R}^n$ is a skew-symmetric matrix and $c \in \mathbb{R}^n$. See [40] and also [37] for more details on the symmetric gradient and its complex-ellipticity.

More generally, one may consider the symmetrization of the gradient of a symmetric $k$-tensor field:

**Example 17 (Symmetric $k$-tensor field gradients, [57]).** Let $k \in \mathbb{N}$. For a symmetric $k$-tensor $v \in E_k(\mathbb{R}^n)$, we define the operator with symbol $E^k(\xi)[v] \in E_{k+1}(\mathbb{R}^n)$, where

$$E^k(\xi)[v][a_1, \ldots, a_{k+1}] := \frac{1}{(k+1)!} \sum_{\sigma \in S_{k+1}} (\xi \cdot a_{\sigma(k+1)}) v[a_{\sigma(1)}, \ldots, a_{\sigma(k)}].$$

Thus, for a $k$-tensor-field $u : \mathbb{R}^n \to E_k(\mathbb{R}^n)$, we have

$$E^k u = \text{sym}^{k+1}(Du),$$

where $\text{sym}^\ell(v)$ denotes the $\ell$-symmetrization of an $\ell$-tensor $v \in E_\ell(\mathbb{R}^n)$. We recall the argument in [57, Proposition 6.5], which extends to complex variables: Let $\xi \in \mathbb{C}^n \setminus \{0\}$ and let $v \in \text{sym}_k(\mathbb{C}^n)$. Then $E^k(\xi)[v] = 0$ implies $E^k(\xi)v[a, \ldots, a] = 0$ for all $a \in \mathbb{C}^n$. This however implies

$$v[a, \ldots, a] = 0 \quad \text{for all } a \in \mathbb{C}^n \text{ with } a \cdot \xi \neq 0.$$ 

This implies that $v = 0$.

**Example 18 (Deviatoric operator, [47]).** The operator that considers only the shear part of the symmetric gradient:

$$Lu = Eu - \frac{\text{div}(u)}{n} I_n$$

is elliptic. If $n \geq 3$, then it is also $C$-elliptic.

**Proof.** $L(\xi)a = 0$ if and only if $n(a \odot \xi) = (a \cdot \xi)I_n$. Since $\text{rank}_C(a \odot \xi) \leq 2$ for all $\xi, a \in \mathbb{C}^n$, the operator is clearly complex-elliptic whenever $n \geq 3$ (and elliptic for all $n \geq 1$ because its real-eigenvalues $\lambda_1, \lambda_2$ satisfy $\lambda_1 \times \lambda_2 \leq 0$). To see that indeed it fails to be complex-elliptic for $n = 2$, we observe that in this case we may re-write $Lu$ as

$$Lu = \text{curl}(u_2, u_1) \frac{(e_1 \otimes e_1 - e_2 \otimes e_2)}{2} + \text{div}(u_2, u_1)e_1 \otimes e_2.$$ 

Therefore, the equation $Lu = 0$ is equivalent to the div-curl equations, which are associated with the symbol $\hat{L}(\xi)[v] = (\xi \cdot v, \xi^\perp \cdot v)$. The latter, however, is not complex-elliptic since $\hat{L}(1, i)[1, i] = 0$. 

**Example 19.** The operator $C : C^\infty(\mathbb{R}^n; \mathbb{R}^n) \to C^\infty(\mathbb{R}^n; \mathbb{R}^{N+n-1})$ defined by

$$Cu = \left( \sum_{r+s=m} \partial_r u^s \right)_m, \quad m - 1 = 1, \ldots, n + N - 1,$$

is complex-elliptic (see Proposition 9).
Appendix A. A useful factorization for higher-order operators

The goal of this section is to introduce a factorization for higher-order operators that reduces the complexity of analyzing \( k \)th-order operators to that of first-order methods. The idea of the construction is to factorize a \( k \)th order operator \( \mathcal{A}(D) \) as

\[
\mathcal{A}(D) = L \circ \mathcal{B}(D) \circ D^{k-1},
\]

where \( L \) is a linear map and \( \mathcal{B}(D) \) is a first-order operator with a comparable symbol in the following sense: if \( \xi \in \mathbb{R}^n \), then

\[
\ker \mathcal{B}(\xi) = \ker \mathcal{A}^k(\xi) \otimes V_{\xi}^{k-1}, \quad V_{\xi}^r := \text{span}\{\xi^{\otimes r}\}
\]

Up to linear isomorphism, the mapping \( \mathcal{A}(D) \mapsto \mathcal{B}(D) \) is one to one and has the crucial property to retain ellipticity, constant rank, and other relevant conditions attached to the symbol’s kernel.

A simple way to visualize the construction is to recall the factorization of the Laplacian in terms of the divergence operator \( \Delta u = \text{div}(Du) \). In this example, one may consider the first-order operator

\[
\mathcal{B}(D) w := \text{div} w \oplus \text{curl} w, \quad w : \mathbb{R}^n \to \mathbb{R}^n,
\]

and \( L : \mathbb{R} \times \mathbb{R}^{(\mathbb{R}^n)} \) to be the projection on the first coordinate.

The general construction is recorded in the following result:

**Theorem 20 (Order reduction).** Let \( k \geq 2 \) and let \( \mathcal{A} \) be a \( k \)th-order homogeneous operator on \( \mathbb{R}^n \)-variables, from a space \( V \) to a space \( W \). Then, there exists a first-order operator \( \mathcal{B} \) on \( \mathbb{R}^n \)-variables, from \( V \otimes E_{k-1}(V) \) to a vector space \( Z \) containing \( W \), satisfying the following properties:

(i) Functional factorization: \( \mathcal{A} \) can be decomposed as

\[
\mathcal{A}(D) = P_W \circ \mathcal{B}(D) \circ D^{k-1}
\]

where \( P_W : Z \to W \) denotes the canonical linear projection.

(ii) Algebraic stability: If \( K \in \{\mathbb{R}, \mathbb{C}\} \), then

\[
\mathcal{A}^k(\xi)[v] = P_W \circ \mathcal{B}(\xi)[v \otimes \xi^{\otimes k-1}] \quad \text{for all } (\xi, v) \in K^n \times (K \otimes V).
\]

(iii) Kernel stability: If \( K \in \{\mathbb{R}, \mathbb{C}\} \), then

\[
\ker_K \mathcal{B}(\xi) = \ker_K \mathcal{A}^k(\xi) \otimes \text{span}_K\{\xi^{\otimes k-1}\} \quad \text{for all } \xi \in K^n.
\]

**Remark 20.1.** Our order-reduction decomposition remains invariant under several useful symbolic manipulations. We record the following some important examples with \( K = \{\mathbb{R}, \mathbb{C}\} \):

(a) \( \mathcal{A} \) is \( K \)-elliptic if and only if \( \mathcal{B} \) is \( K \)-elliptic: for every \( \xi \in \mathbb{K}^n \) we have

\[
\ker_K \mathcal{A}^k(\xi) = \{0\} \iff \ker_K \mathcal{B}(\xi) = \{0\}.
\]

(b) More generally, the \( K \)-rank of the symbol is invariant, i.e.,

\[
\text{rank}_K(\mathcal{A}^k(\xi)) = r \iff \text{rank}_K(\mathcal{B}(\xi)) = r.
\]
(c) $\mathcal{A}$ is boundary elliptic in the direction $\nu \in S^{n-1}$ if and only if $\mathcal{B}$ is boundary elliptic in the same direction: for every $\xi \in \mathbb{R}^n$ it holds
\[ \ker C^k(\xi + i\nu) = \{0\} \iff \ker C(\xi + i\nu) = \{0\}. \]

(d) $\mathcal{A}$ is cocanceling if and only if $\mathcal{B}$ is cocanceling, i.e.,
\[ \bigcap_{\xi \in S^{n-1}} \ker \mathcal{A}^k(\xi) = \{0\} \iff \bigcap_{\xi \in S^{n-1}} \ker \mathcal{B}(\xi) = \{0\}. \]

(e) Other mixing conditions related to the symbol’s kernel remain invariant under the order-reduction procedure. In particular, the mixing conditions introduced in [7,10,11], concerning the fine structure of PDE-constrained measures, also remain invariant.

A.1. Applications to theory of higher-order operators. Theorem 20 enables the analysis of higher-order operators by leveraging insights from the simpler analysis of first-order operators. This order reduction translates to a significant simplification for various problems, as evidenced by the substantial effort required to extend first-order results to the higher-order setting in several works:

- The $L^1$ estimates for vector fields under higher-order differential conditions ([55–57]), which Van Schaftingen established as a generalization of the renowned Bourgain–Brezis estimates ([12,13]).

- The estimates for higher-order operators established in [34] can be seen to follow directly from the existence of traces for first-order complex-elliptic operators in [14].

- The existence of traces for higher-order operators from [35, Theorem 5.2] (see also [35, Open problem 5.3] in that reference) follow from the order-reduction and the results in [14].

- Theorem 20 provides new insight about the validity of Sobolev inequalities on half-spaces. More precisely, in [36, Theorem 1.1] it was shown that if $\mathcal{A}$ is $k$th order operator, then $\mathcal{A}$ is elliptic and boundary elliptic in the direction $\nu \in S^{n-1}$ if and only if for all $u \in C_c^\infty(\mathbb{R}^n; V)$
\[ \|D^{k-1}u\|_{L^\infty(H_\nu^+)} \leq c\|\mathcal{A}u\|_{L^1(H_\nu^+)}. \]  

Here, $H_\nu$ is the half-space in $\mathbb{R}^n$ orthogonal to $\nu$. The authors established the Sobolev estimate (28) for $k > 1$, by proving the boundary ellipticity is equivalent with a trace estimate (cf. [36, Theorem 1.3])
\[ \|\partial_\nu^{k-1}u\|_{L^1(H_\nu)} + \{ \text{Besov trace-norms on lower order } \partial_\nu^{k-1-j} \} \leq c\|\mathcal{A}u\|_{L^1(H_\nu^+)}. \]  

(29)

Theorem 20 and Remark 20.1 reveal that it is possible to give a proof of (28) without passing through (29). In fact, our reduction argument establishes directly (through [36, Theorem 1.2]) that the trace estimate
\[ \|D^{k-1}u\|_{L^1(H_\nu)} \leq c\|\mathcal{A}u\|_{L^1(H_\nu^+)} \]
is a necessary condition for the boundary ellipticity of $A$ with respect to $\nu$. Establishing the necessity of the lower order Besov norms (shown in [36, Theorem 1.2]) seems to require an additional (and perhaps nontrivial) argument that does not follow directly from our order-reduction analysis.

### A.2. Proof of Theorem 20

The proof is divided into the following steps:

1. **Construction of $B$**. We write $A$ in jet-notation, that is, $A = A[D^k u]$ where $A : V \otimes E_k(\mathbb{R}^n) \to W$ is a linear map. Since $A$ acts linearly on $D^k u$, we can further decompose $A u$ as
   \[
   A u = A[D \circ D^{k-1} u] = \tilde{A} \circ D^{k-1} u,
   \]
   where $\tilde{A}$ is a first-order operator from $V \otimes E_{k-1}(\mathbb{R}^n)$ to $W$. Let us now consider the vector space $Z := W \oplus (V \otimes \mathbb{R}^n)$ and the first-order operator, from $V \otimes E_{k-1}(\mathbb{R}^n)$ to $Z$, defined by
   \[
   B := \tilde{A} \oplus \text{Curl}_{k-1}.
   \]
   Here, for a positive integer $m$, the operator Curl$_m$ is the first-order operator from $V \otimes E_{m}(\mathbb{R}^n)$ to $V \otimes \mathbb{R}^n$ defined as (see [33, Remark 3.3(iii)])
   \[
   (\text{Curl}_m w)_j = \partial_j w_{\beta+e_i} - \partial_i w_{\beta+e_j}, \quad 1 \leq j \leq M, \beta \in \mathbb{N}^n, |\beta| = m - 1.
   \]
   In particular, since Curl$_{k-1} \circ D^{k-1} \equiv 0$, we conclude that
   \[
   P_W \circ B \circ D^{k-1} = P_W (\tilde{A} \circ D^{k-1} \oplus 0) = \tilde{A} \circ D^{k-1} = A.
   \]
   This proves (i) and also (ii) by taking applying the Fourier transform to the same identity.

2. **Characterizing the kernel of $\text{Curl}_m$.** We claim that
   \[
   \ker_K(\text{Curl}_m)(\xi) = \{ v \otimes \xi^\otimes_m : v \in K \otimes V, \xi \in K^n \}.
   \]
   Fix a non-zero direction $\xi \in K^n$ and a tensor $F \in \ker_K(\text{Curl}_m)(\xi)$. Then by definition we obtain
   \[
   \xi_i F^j_{\beta+e_i} = \xi_j F^j_{\beta+e_i}, \quad 1 \leq j \leq M, \beta \in \mathbb{N}^n, |\beta| = m - 1.
   \]
   Since $\xi$ is non-zero, we may find an index $1 \leq i \leq n$ such that $\xi_i \in K$ is non-zero. Hence, for this $\xi_i$ we obtain the relations
   \[
   F^j_{\beta+e_i} = \xi_i \left( F^j_{\beta+e_i} \frac{\xi_i}{\xi_i} \right) =: \xi_i F^j_{\beta}, \quad (31)
   \]
   for all $\ell \in \{1, \ldots, n\} \setminus \{i\}$, $1 \leq j \leq N$, and all multi-indexes $\beta \in \mathbb{N}^n$ with $|\beta| = m$. It is easy to check that $E^\beta_\ell$ is indeed independent of the choice of index $i$. Furthermore, from the symmetries of $F$ we deduce that $F = E \otimes \xi$ for some $E \in K \otimes V$. The fact that (31) holds with $\beta = \gamma + e_\ell$ for all multi-indexes $\gamma \in \mathbb{N}^n$ with modulus $|\gamma| = m - 2$ yields (again, by exploiting the symmetries of $F$) that $\text{Curl}_{m-1} E = 0$. Therefore, after a suitable inductive argument over $m$, we finally obtain that $F$ has the form
   \[
   F = v \otimes \xi^\otimes_m \quad \text{for some } v \in K \otimes V.
   \]
   This proves the claim.

3. **Establishing the symbolic identity.** We now turn back to the computation of $\ker_K B(\xi)$. By the universal property of direct products, we have that that
   \[
   \ker_K B(\xi) = \ker_K \tilde{A}(\xi) \cap \ker_K(\text{Curl}_{k-1})(\xi). \quad (32)
   \]
The second step tells us that we may restrict to elements \( F = v \otimes \xi \otimes k^{-1} \) when computing \( \ker K_B(\xi) \). With this mind, let \( \xi \in K^n \) be fixed. We get
\[
\ker K_B(\xi) = \left\{ v \otimes \xi \otimes k^{-1} : v \in K \otimes V, \tilde{A}(\xi)[v \otimes \xi \otimes k^{-1}] = 0 \right\} = \left\{ v \otimes \xi \otimes k^{-1} : v \in K \otimes V, \tilde{A}(\xi) \circ D^{k-1}(\xi)[v] = 0 \right\} = \ker \hat{A}^k(\xi) \otimes \text{span}_K \{ \xi \otimes k^{-1} \}.
\]
Here, we have used (30) in passing to the one but last identity. This proves (iii). This finishes the proof.

**Data Availability Statement.** Research data/code associated with this article are available in arXiv, under the reference https://doi.org/10.48550/arXiv.1911.08474.
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