Artificial Flora Algorithm-Based Feature Selection with Gradient Boosted Tree Model for Diabetes Classification
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Purpose: Classification of medical data is essential to determine diabetic treatment options; therefore, the objective of the study was to develop a model to classify the three diabetes type diagnoses according to multiple patient attributes.

Methods: Three different datasets are used to develop a novel medical data classification model. The proposed model involved preprocessing, artificial flora algorithm (AFA)-based feature selection, and gradient boosted tree (GBT)-based classification. Then, the processing occurred in two steps, namely, format conversion and data transformation. AFA was applied for selecting features, such as demographics, vital signs, laboratory tests, medications, from the patients’ electronic health records. Lastly, the GBT-based classification model was applied for classifying the patients’ cases to type I, type II, or gestational diabetes mellitus.

Results: The effectiveness of the proposed AFA-GBT model was validated using three diabetes datasets to classify patient cases into one of the three different types of diabetes. The proposed model showed a maximum average precision of 91.64%, a recall of 97.46%, an accuracy of 99.93%, an F-score of 94.19%, and a kappa of 96.61%.

Conclusion: The AFA-GBT model could classify patient diagnoses into the three diabetes types efficiently.
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Introduction

According to the World Health Organization, the number of diabetic patients rose from 108 million in 1980 to 420 million in 2014. A survey conducted in 2011 reported that the number of senior citizens with diabetes across India in 2050 is projected to be approximately 33.3 million. However, a recent study conducted in 2020 revealed that nearly 77 million people in India are affected by diabetes. More than 2 million deaths are attributed to cardiovascular diseases and other ailments, which form the risk factors of diabetes mellitus. Diabetes mellitus can be classified into three main types, namely type 1 diabetes mellitus, type 2 diabetes mellitus, and gestational diabetes mellitus (GDM). The complications of type 1 diabetes mellitus depend on the degree and length of exposure to hyperglycemic conditions. Daneman reported a relationship between type 1 diabetes mellitus and the progression of microvascular (retinopathy, nephropathy, and neuropathy), and most likely, macrovascular (cardiovascular, cerebrovascular, and peripheral vascular diseases), diseases into long-term complications. Furthermore, cardiovascular diseases...
account for 70% of the deaths in type 2 diabetes mellitus.\(^7\)

The most common complications of type 2 diabetes mellitus are heart diseases, stroke, nephropathy, retinopathy, and neuropathy.\(^9\)

GDM occurs in only 3–5% of all pregnancies.\(^10\) However, it involves a high risk of subsequent maternal type 2 diabetes.\(^11\) Fetal complications can occur, including fetal wastage from early pregnancy, congenital anomalies, macrosomia, shoulder dystocia, stillbirth, growth restriction, and hypoglycemia.\(^12\)

Recently, computational or machine intelligence in medical analyses has become greatly familiarized with medical data domains. Several diagnostic models for application in the medical field have been programmed into smart data classification methods.\(^13,14\) In computer-aided decision models, information technology is applied to help physicians diagnose diseases in individuals. When compared with the other tasks performed using the computer-aided decision system, classification is a general task, which involves allocation of a label to a query case based on the selected number of features. Hence, precise medical data classification could be an issue in achieving an accurate diagnosis. In general, patients or doctors do not obtain complete data on the cause of a disease, and the causal factor is identified by the disease symptoms, which are assumed to be more significantly associated with medical dataset classification problems. Therefore, it is crucial to learn the decision which maps the input features to the output class labels in a precise manner.\(^15\)

Superfluous features available in electronic health records make the computations difficult. Thus, reducing the tradeoff between computational complexity and accuracy of any process being implemented with such superfluous features becomes challenging. Hence, selection of particular features remains an active research problem. In the dataset used in the present work on diabetes diagnostic classification, there are 79 features; of these, many features, including body mass index, age, height, and weight, are redundant. Therefore, identifying the finest features that provide higher degree of competence in the subsequent operations is necessary. A vast review of the available feature selection techniques was conducted and a comparative analysis of these available methods and their limitations are summarized in Table 1. To overcome the limitations and disadvantages of the prevailing algorithms, it is necessary to develop a suitable feature selection algorithm for better selection of classifiers. Many researchers have employed models to enhance the accuracy of medical data classification.\(^19–21\) The classification accuracy should be optimal when compared with the other methods, and sufficient data have been used in classifying patients, resulting in enhanced diagnostic accuracy. At present, metaheuristic models,\(^22\) such as simulated annealing, genetic algorithms, particle swarm optimization, and data mining methods, including Bayesian networks, artificial neural network, fuzzy logic, and decision trees, are utilized to classify medical data with outstanding performances. Alternatively, based on the migration and reproduction of flora, the artificial flora algorithm (AFA) has been derived for solving complex, nonlinear, and discrete optimization problems. Though plants cannot move, they can distribute seeds to a particular extent to let their offspring determine the appropriate surroundings. The stochastic process is easy to reproduce, and the area of spread is vast; therefore, AFA is suitable for application in intelligent optimization algorithms. Here, we employed AFA as the feature selection technique. Several models have been developed for diabetes diagnosis;\(^23\) however, none of them are able to classify patient diagnoses into the different types of diabetes mellitus (type 1, type 2, and GDM). In this work, a new diagnostic model for diabetes mellitus was developed using artificial intelligence techniques. We adopted the AFA-based feature selection with gradient boosted tree (GBT)-based data classification model (AFA-GBT model) for classifying patient diagnoses into the different types of diabetes mellitus. The proposed model involved preprocessing, AFA-based feature selection (AFA-FS), and GBT-based classification. Initially, processing was conducted in two steps, namely format conversion and data transformation. Next, AFA was applied for selecting features from the patients’ electronic health records. Finally, the GBT-based classification model was applied for determining the three diabetes mellitus types. The GBT classifier was used because it is a hypothesis-based classification algorithm, which works for any differentiable misfortune function. It frequently provides prescient scores that are better than those provided by other different classification algorithms. Moreover, the GBT-based model can deal with missing or outlier data (imputation not required).

### Related Works

Singh et al\(^24\) utilized patients’ details to predict the occurrence of diabetes mellitus using naive Bayes, multilayer perceptron (MLP), and decision tree-based random forest model. Preprocessing was performed with correlation-based feature selection to discard unwanted features.
| Types of Techniques | Feature Selection Methods | Functionality of Feature Selection Methods and Demerits                                                                 | Demerits                                                                                                                                 |
|---------------------|---------------------------|-------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------|
| Semi – Supervised16 | Graph-Based               | Clustering of original features into several dependent features of dominant set and includes only a small set of features. | It cannot use approximation properly. This method is used for feature extraction and division of multimodal images.                          |
|                     | Co-Training based         | Utilizes two integral features of unlabeled information for one another and to foresee the test together.                  | It explores what excess features have impact on the semi-supervised learning techniques and also it finds irrelevant features of data.       |
|                     | Self-Training based       | Initiates an initial characterization by utilizing the labelled part of the information and uses this model to group the unlabeled part. | It provides simultaneous grouping of data instead of proving the quantification. It could not be proceeding with linear transformation of data. |
|                     | SVM based                 | Utilized for solving the dual optimization issue.                                                                       | It provides only approximate solution instead of complete solution.                                                                        |
| Supervised17        | Co-relation Based         | A multivariate channel, it selects the subsets of features that themselves are uncorrelated.                             | It shows high relationship with the class.                                                                                                                                                       |
|                     | Consistency-based         | A multivariate procedure, it selects the subsets of features, however chooses features as per the degree of consistency with the class. | It utilizes an irregularity criterion to decide an adequate data decrease rate.                                                             |
|                     | INTERACT                  | It is executed by the symmetrical vulnerability of all features considered, and sorting features accordingly.            | It assessing the factors by their consistency commitment, in order to choose just those whose consistency commitment exceeds a foreordained limit. |
|                     | Information Gain          | A basic univariate channel that registers the common data for each features and class.                                   | It delivers an arranged positioning of the limited feature set only.                                                                       |
|                     | Relief                    | A mainstream multivariate channel in view of nearest neighbors. It works by haphazardly selecting test Features and looking for nearest neighbors from a similar class, but it missing all others classes. | The values of the selected test are contrasted and the hits and misses, and afterwards the pertinence score for each component is refreshed. |
|                     | Lasso regularization      | Regularizes model boundaries by contracting the regression coefficients and decreasing some of the elements to zero.    | This method puts a requirement on the amount of the supreme features of the model boundaries instead of target label.                    |
| Un- Supervised18    | Filer                     | Chooses the most applicable features through the actual information ie, features are assessed dependent on characteristic properties of the information, without utilizing any grouping methods that could control the inquiry of important features. | The demerits of this techniques are limitation in speed and adaptability.                                                                     |
|                     | Wrapper                   | Assesses feature subsets by utilizing the consequences of a particular grouping techniques. This method was implemented by discovering feature subsets that add to improve the nature of the outcome of the grouping method. | In any case, the fundamental inconvenience of this feature selection methods having computational expense, and they are restricted to be utilized related with a specific grouping technique. |
|                     | Hybrid                    | Attempts to misuse the characteristics of the filter and wrapper.                                                       | It attempting to have a decent trade-off between proficiency (computational exertion) and viability (quality in the related target task when utilizing the chosen features). |

Abbreviation: SVM, support vector machine.
Finally, the predictive model determined the existence of diabetes in patients. The classification performance was enhanced, compared with that of other models, by using the naïve Bayes classifier. Furthermore, the model’s accuracy was evaluated in the presence or absence of the preprocessing step. The random forest model shows 100% accuracy using a training dataset (UTD), irrespective of the presence of the preprocessing step. Azrar et al.\textsuperscript{25} comparatively studied diverse data mining models, such as k-nearest neighbor, decision tree, and naïve Bayes, using pavement image dataset to predict the existence of diabetes in patients at the earlier stages. The decision tree model is found to be superior over the others with an accuracy of 75.65%.

Alirezaei et al.\textsuperscript{26} proposed a method based on the k-means clustering to identify and eliminate outliers. The k-means clustering method was applied to select the least number of significant features using support vector machines. Finally, the model was validated using the 10-fold cross-validation method. The classification accuracies for the multi-objective firefly algorithm and multi-objective imperialist competitive algorithm are 100% each, while they are 98.2% and 94.6% for the non-dominated sorting genetic algorithm and multi-objective particle swarm optimization, respectively.

Jarullah\textsuperscript{27} introduced a decision tree model to prognosticate diabetes. The model contains two stages: information processing and forecast. Significant features were selected and missing attributes were managed in the latter stage. The model was used for diagnosing the potential stages of diabetes depending on the syndrome, providing an accuracy of 78%. Sapna et al.\textsuperscript{28} proposed a genetic algorithm-based fuzzy model to forecast the existence of diabetes illness. A fuzzy model was utilized for learning, having self-adjusting capacity. It was utilized in combination with a genetic algorithm to shorten the diabetes feature set; and the model provided an accuracy of 83%.

Aishwarya et al.\textsuperscript{29} proposed a combination of acute learning and genetic algorithm for diagnosing diabetes in the Pima Indians Diabetes Database. The genetic algorithm was utilized as a feature selection tool, while machine learning was applied for the classification; 10-fold cross-validation was performed for evaluating various performance metrics. This model has provided an accuracy of 89.54%.

Polat et al.\textsuperscript{30} proposed the least squares support vector machine and generalized discriminant analysis for diabetes prediction. Generalized discriminant analysis was utilized to classify patients into robust or influential diabetic categories. Least squares support vector machine was utilized to productively characterize the diabetes dataset. The proposed model provides an accuracy of 82.5% with 10-fold cross-validation.

Ren et al.\textsuperscript{31} proposed an adaptive cross-validation strategy that helped attain better prediction of a target function than that with other methods. It uses particle swarm optimization, genetic algorithm and support vector machines. A target function based on cross-validation was enhanced by both the methods. Genetic algorithm was utilized to streamline the features of the support vector machine. It was noted that the particle swarm optimization support vector machine model effectively tunes the support vector machine features. Moreover, this model has been effectively applied to a diabetes dataset to classify patients depending on the applicable syndrome.

Ali et al.\textsuperscript{32} introduced a boosting troupe classification model, which is used to diagnose diabetes based on the patients’ personal medical history. A random panel classifier was used in this model. The model generated 100 records of real-time diabetes data and produced an accuracy of 81% with 10-fold cross-validation.

Aslam et al.\textsuperscript{33} developed a genetic programming-based strategy for diabetes diagnosis. This proposed strategy comprises three phases. In the first phase, feature selection occurred. To identify the unique features, the important features were set up in the decreasing order. In the second phase, feature generation was performed. During this phase, new features were generated from every subset of unique diabetes feature by making non-direct mixes of the first features. In the last phase, testing was performed. During this phase, genetic programming produced features for classification and utilized the k-nearest neighbors and support vector machine classifiers. They utilized Pima Indians Diabetes Database for executing the proposed strategy. The outcomes and correlations with different techniques showed that the proposed strategy displays better performance than others.

Li et al.\textsuperscript{34} introduced a novel model to predict blood glucose levels using GluNet model. The model was built based on the probabilistic distribution of short-term (30–60 min) future continuous glucose monitoring measurements for subjects with type 1 diabetes mellitus according to their historical data. The prediction process consisted of four components: data preprocessing, label transformation/recovery, multiple layers of dilated convolutional neural network, and postprocessing. The results showed significant improvement compared with the
existing methods through a comprehensive virtual comparison in terms of the root mean square error (8.88 ± 0.77 mg/dL) with a short-time lag (0.83 ± 0.40 min) for the prediction horizon of 30 min, and the root mean square error (19.90 ± 3.17 mg/dL) with a time lag (16.43 ± 4.07 min) for the prediction horizon of 60 min in adult subjects.

Materials and Methods

Data Collection

We used the type 1 diabetes mellitus, type 2 diabetes mellitus, and GDM datasets, which were obtained from previously published literature for training, testing, and validation. More details about the data are shown in Table 2.

Data of type 1 diabetes mellitus were collected from different hospitals and diagnostic centers in Dhaka, Bangladesh. Data collection was performed by following a questionnaire. Data of both case (affected) and control (unaffected) groups were collected for both males and females. The total sample size was 306, where 152 were affected (case) and 154 unaffected (control). In total, 22 factors illustrated in Figure 1 were considered for collection of fruitful data. This information utilized by different research in Type-1 Diabetes. This information presented new methodology of hazard factor forecast and discovering the importance level among factors like subcomponents. Investigated Dataset of both Data Mining and Statistical methodology delineates the correlation impact and reasonable result of the exploration.

Data of type 2 diabetes mellitus were collected from UCI Machine Learning Repository. The dataset represents a 10-year (1999–2008) record of clinical care at 130 US hospitals and integrated delivery networks. It includes over 49 features representing patient and hospital outcomes (Figure 2). Number of researchers used this data set to scrutinize factors identified with readmission just as different results relating to the patients with diabetes. Data were extracted from the database for encounters that satisfied the following criteria.

1. It is an inpatient encounter (a clinic confirmation).
2. It is a diabetic encounter, that is, one during which any sort of diabetes was entered to the framework as a finding.
3. The length of stay was slightly 1 day and at most 14 days.
4. Laboratory tests were performed during the encounter.
5. Medications were controlled during the encounter.

Data of GDM were collected from the Pima Indians Diabetes Database. This dataset originally belonged to the National Institute of Diabetes and Digestive and Kidney Diseases. The various research was done by using this dataset to diagnose whether a patient is diabetic or not. All its features are shown in Figure 3.

For experimentation, a 10-fold cross-validation method was used. The number of folds K is fixed as the hyper parameter, initialized as 3. In iterative basis, the value of K is increased and the corresponding validation accuracies are visualized. It is found that the accuracy stabilized over K=8 and convergence from K=10, prevailed till K=15. Hence, the parameter is fitted as K = 10.

The AFA-GBT Model

Figure 4 illustrates the processes occurring in the AFA-GBT model; detailed descriptions of the different phases are provided in the following subsections.
Preprocessing
Preprocessing occurred in two stages: format conversion and data transformation. In the format conversion process, we converted the data in Excel sheets under the binary file format “xls” into the plain text format “csv.” Next, we converted the categorical values into numerical values in the data transformation process using the following steps:

1. Initially, each column finds whether categorical variables are available or not.
2. If categorical variables are available then we can convert the categorical variable column into a list.
3. Then, we can encode the categorical variable with its index.

Once the patient medical data were preprocessed, the feature subset selection was initiated using the AFA-FS model. If any misplaced feature occurred during the preprocessing stage, we replaced the missing value with the median of all values in the electronic health records in the training set. The details of missing values and categorical variables are described in Table 3.

Conceptual Overview of AFA
Generally, plants can distribute its seeds in several ways. Majorly, the seed dispersal process takes place in two ways: autochory and allochory. The basic migration and reproduction tasks involved in the anticipated AFA, as described previously, is shown in Figure 5.

The AFA includes a set of four primary components, namely the original plant, offspring plant, plant locality, and propagation distance (PD). The original plant is the plant that is prepared to disperse seeds. The offspring plant is the seed of the original plant, and this plant could not perform seed dispersal at that time. The plant locality indicated the actual location of a plant. PD indicated the maximum distance of seed dispersal. Generally, a set of three main behavioral patterns exist, namely evolutionary, spreading, and selective behaviors. The evolutionary behavior indicated that there was a possibility of the plants evolving by adapting to the environmental conditions. The spreading behavior indicated seed dispersal either via autochory or allochory. The selective behavior indicated that the flora might survive or become extinct because of the environmental conditions. The processes involved in AFA are shown in Figure 6.

AFA-FS Model
Every solution would be assessed based on the proposed fitness function (FF), which in turn was based on a set of two objectives: the maximum classifier accuracy achieved through the GBT-based classification model and number of
Figure 2 List of attributes in the type 2 diabetes mellitus dataset.
selected features in the solution. The algorithm began with a collection of arbitrarily created solutions (subsets) known as the population. Every solution was then validated using the presented FF. The major loop of the AFA-FS model was repeated for a number of times. In each round, the solutions updated the localities and PD to one another. Then, the survival probability was determined to choose an optimal subset of features from the available solutions. This process was iterated until the termination criteria were satisfied. The proposed AFA-FS model involves a series of different steps as discussed below.

**Agent Representation**

In AFA-FS, each feature subset could be observed as the locality of a flora. Every individual subset comprised a set of N features (flora), where N was the number of features/solutions in the original set.

**Population Initialization**

At the earlier stage, AFA-FS performed random generation of original flora with N solutions, where N plants were present in the flora. The locality of the original plants was defined in the matrix $P_{i,j}$

$$P_{i,j} = \text{random}(0, 1) \times d \times 2 - d \quad (1)$$

where $i$ is the dimension, $j$ is the number of plants in the flora, $d$ is the limit area, and random $(0, 1)$ is an array of arbitrary numbers, which undergo uniform distribution in the range $(0, 1)$. Simultaneously, the PD of the original plant was determined. The original plant distributed seeds in a circular area with the radius PD. The PD was generated from the PDs of the parent and grandparent plants.

$$d_j = d_{ij} \times \text{rand}(0, 1) \times c_1 + d_{2j} \times \text{rand}(0, 1) \times c_2 \quad (2)$$

where $d_{ij}$ is the PD of the grandparent plant, $d_{2j}$ is the PD of the parent plant, $c_1$ and $c_2$ are the learning coefficients, and rand $(0, 1)$ represents a number which undergoes uniform distribution in the range $(0, 1)$.

**Stop Initialization**

A random number $r$ was generated in the range $[0, 1]$ under uniform distribution. When the SP exceeded the value of $r$, the offspring plant was alive; otherwise, it was dead. Next, a set of N offspring plants from the live offspring was chosen as the set of new original plants, and the procedure was iterated until the required classification accuracy was attained or the maximum number of iterations was reached.

**Determining the FF**

The FF of the AFA-FS model is represented by Equation (3), as given below.

$$FF(X_i) = \phi \gamma(S'(t)) + \varphi(n - |S'(t)|) \quad (3)$$

where $S'(t)$ denotes the feature subset determined by a plant $i$ at iteration $t$, $|S'(t)|$ represents the length, and $n$ represents the number of iterations. The FF is equated to analyze the classification performance $\gamma(S'(t))$ and the
number of chosen features. Here, $\phi$ and $\varphi$ are the two variables that manage the relative weight of the classifier results and number of chosen features, respectively ($\phi \in [0, 1]$, $\varphi = 1 - \phi$). Equation (1) shows that the classification outcome and number of chosen features have distinct impact on the feature selection process. It was considered that the classification accuracy was more essential than the number of chosen features; hence, the values of $\phi$ and $\varphi$ were set as $\phi = 0.8$ and $\varphi = 0.2$, respectively.

**Updating Positions and PD**

The locality of the offspring plant was generated based on the propagation function, which is defined by

$$S_{ij}^{\prime} = D_{ij} + p_{ij}$$  \hspace{1cm} (4)

where $m$ is the number of seeds when a plant propagates, $S_{ij}^{\prime}$ is the locality of the offspring plant, $P_{ij}$ is the locality of the original plant, and $D_{ij}$ is an arbitrary number with the Gaussian distribution with mean and variance $ij$. When no plant survived, a new original plant is produced using Equation (4). Furthermore, the new grandparent PD is represented by

$$d_{1j} = d_{2j}$$  \hspace{1cm} (5)

The new parent PD is the standard deviation between the localities of the original and offspring plants.

$$d_{2j} = \sqrt{\frac{\sum_{i=1}^{N} \left( S_{ij} - S_{ij}^{\prime} \right)^2}{N}}$$  \hspace{1cm} (6)

**Solution Construction**

The number of plants placed in the search space was identical to that of the features existing in the dataset. Each plant determined the process of finding solutions based on the SP of the offspring plant, which is computed as shown in Equation (7).
where $Q_s^{(j \times m - 1)}$ is $Q_s$ to the power of $(j \times m - 1)$, and $Q_s$ is the selective probability. Of note, the FF of an offspring plant was farther from that of the original plant. $Q_s$ computed the exploration ability of the algorithm, and it should be high for the problem which was easily trapped to the local optima. At the same time, $F_{max}$ is the maximum fitness in the flora and $F(SP_{j \times m})$ is the fitness of the jth solution. The FF is an objective function, which is defined by Equation (1).

The process began under the initialized localities and PDs, which derived the solutions in every round. The chosen feature subsets were gathered and later validated. When an optimal subset had been explored and the model executed for a particular number of iterations, the procedure was terminated. When none of the criteria were satisfied, then an original plant was generated using Equation (1) and the localities and PDs were updated. This process continued as explained earlier.

Next, a roulette wheel selection process was applied to determine whether the offspring plant was alive or dead. The main intention was to “accept according to the probability,” where there existed numerous options, with each one having an individual significant score. However, the selection process was not solely based on the score and

\begin{equation}
sp = \sqrt{\frac{F(SP_{j \times m})}{F_{\text{max}}}} \times Q_s^{(j \times m - 1)}
\end{equation}

**Table 3** Details of Missing Values and Categorical Variables in the Dataset

| Data Set Type                  | Missing Values | Number of Categorical Variables |
|-------------------------------|----------------|---------------------------------|
| Type I Diabetes Mellitus      | Race 2273      | 17                              |
|                               | Weight 98,569  |                                 |
|                               | Payer_Code 40,256 |                              |
|                               | Medical_Specialty 49,949 |              |
|                               | Diag_1 21      | 30                              |
|                               | Diag_2 358     |                                 |
|                               | Diag_3 1423    |                                 |
| Type I Diabetes Mellitus      | None 0         | 17                              |
| Gestational Diabetes Mellitus | None 0         | 17                              |

**Figure 5** Basic migration and reproduction processes in the artificial flora algorithm.

Note: Reproduced Cheng L, Wu XH, Wang Y. Artificial flora (AF) optimization algorithm. Appl Sci. 2018;8(3):329. doi:10.3390/app8030329. https://creativecommons.org/licenses/by/4.0/
Figure 6 Flowchart presenting the steps of the artificial flora algorithm.

Note: Reproduced Cheng L, Wu XH, Wang Y. Artificial flora (AF) optimization algorithm. Appl Sci. 2018;8(3):329. doi:10.3390/app8030329. https://creativecommons.org/licenses/by/4.0/.
also depended on the accepting probability. As the score increased, the accepting probability also increased.

In summary, the fundamental processes involved in AFA are listed below:

1. Initialize the population based on Equation (1), create \( N \) original plants;
2. Determine PD based on Equations (4–6);
3. Produce offspring plants and determine the FF;
4. Evaluate the SP of offspring plants using Equation (7) and determine whether the offspring survives or dies using the roulette wheel selection process;
5. When live plants are present, arbitrarily choose \( N \) plants as the new original plants. When no plants survive, generate new original plants using Equation (1);
6. Save the optimal solutions;
7. Determine whether the termination criteria are satisfied. If yes, display the output, else jump to step 2.

The results of the proposed AFA-FS model are outlined in Table 4. Upon the execution of the AFA-FS model, a set of features, namely 1, 3, 4, 5, 6, 7, 8, 15, 16, 17, 18, and 20 were selected from the type 1 diabetes mellitus dataset. Moreover, for the type 2 diabetes mellitus dataset, the following set of features: 1, 2, 4, 6, 7, 8, 9, 12, 14, 15, 16, 19, 22, 24, 25, 27, 29, 31, 33, 36, 37, 41, 42, and 44 were chosen. Finally, the features 1, 2, 3, 5, 6, and 8 were selected from the GDM dataset.

**GBT-Based Classification**

Once the optimal feature subset had been generated by the AFA-FS model, data classification was performed using GBT. GBT was a boosting model, which developed a precise model by including the baseline models in a sequential manner. The baseline models were trained at all training levels to minimize the loss function. Friedman\(^{50}\) presented the GBT model and the refined generalized boosting model, which make use of a regression tree as the baseline model. The GBT underwent initialization with a value \( a_0 \). A gradient descent procedure was applied to each training process \( m \) for minimizing the loss function

\[
\sum_{i=1}^{n} L(y_i, f_{m-1}(x_i) + a_m h_m(x_i)).
\]

Consider the number of iterations as \( M \). Under each training process, the first-order Taylor expansion of loss function was determined and \( z_{im} \) was computed for obtaining the direction of minimizing \( a_m h_m(x) \). The GBT model was applied to choose a feature with the maximum information gain as the root node. Later, the root node partitions appended features with the subsequent best information gain as its child node. The partitioning and appending procedures were iterated for obtaining a set of new grandchild nodes. The input space was partitioned into \( J_m \) joint regions \( R_{1m}, R_{2m}, R_{3m} \) with predicted constant values \( b_{1m}, b_{2m}, b_{3m} \), respectively. The base learner \( h_m(x) \) is the sum of these predicted values. Next, \( a_m h_m(x) \) was determined for minimizing the loss function. Finally, the new model \( f_m(x) \) was updated with the total of \( f(m−1) \) and \( a_m h_m(x) \). However, the maximum number of rounds resulted in poorly generalized models. To overcome this issue, Friedman’s algorithm makes use of a shrinkage variable \( p \) on the computed approach \( a_m h_m(x) \) to limit the learning rate of the training procedure. XGBoost software (an open-source software library which gives a regularizing inclination boosting structure for Python) is an adaptable software that precisely executes gradient boosting machines. It has been demonstrated to extend to registration of parameters for boosted tree calculations, and constructed and produced for the sole purpose of model performance and computational speed. We used XGBoost for implementation of the classification because it helped to frame decision trees with improved speed and a short execution time. It was also used to rectify relapse, grouping, positioning, and user characterized forecast issues.

**Performance Validation**

Here, we demonstrated the performance of the proposed AFA-GBT model using datasets of the three types of diabetes mellitus on Python (Python Software Foundation, Wilmington, DE, USA). The proposed method was implemented on a computer system having CPU Intel\(^\text{®}\) Pentium 1.9 GHz, 64-bit operating system, Microsoft\(^\text{®}\) Windows 10, 4 GB RAM, and Java JDK 1.8.

**Performance Measures**

Measures used to examine the outcomes of the AFA-FS model were precision, recall, accuracy, F-score, and kappa.

**Results**

Figure 7 illustrates the best cost analysis of different feature selection models. The best cost refers to the fitness value, which is obtained from the FF of the applied
algorithm. The value of the best cost should be low to yield a good performance. Our findings showed that the genetic algorithm-based feature selection model offered an ineffective selection of features with the best cost of 0.087642 (Table 5). Furthermore, the grey wolf optimization-based feature selection model outperformed the genetic algorithm-based feature selection model with the best cost of 0.052637. In addition, the particle swarm
optimization-based feature selection model showed an effective feature selection performance with a moderate best cost of 0.042489. However, the AFA-FS model outperformed all these models and attained a best cost of 0.034299. These data confirmed the superior feature selection performance of the AFA-FS model.

Figure 8, Figure 9, Figure 10, Figure 11 shows the confusion matrix of the proposed AFA-GBT model generated at the time of execution. The data depicted in the figure are transformed into an easily understandable format in Table 6. The AFA-GBT model effectively classified a set of 145, 77,305, 254, and 23,006 instances as type 1 diabetes mellitus, type 2 diabetes mellitus, GDM, and normal condition, respectively. These values were used to determine the classification performance of the applied AFA-GBT model.

Table 7 and Figures 9–11 portray the classifier results offered by the AFA-GBT model applied on the three datasets in terms of different performance measures. We
observed that the AFA-GBT model classified the instances of type 1 diabetes mellitus with a precision of 73.60%, a recall of 95.39%, an accuracy of 99.85%, an F-score of 83.09%, and a kappa of 93.08%. Furthermore, the model classified type 2 diabetes mellitus instances with a maximum precision of 99.92%, a recall of 99.92%, an accuracy of 99.88%, an F-score of 99.92%, and a kappa of 99.67%. Similarly, for the GDM dataset, the AFA-GBT model showed effective classification with 93.04% precision, 94.77% recall, 99.96% accuracy, 99.88% F-score, and 99.85% kappa. Moreover, the normal instances were also appropriately classified with the highest precision of 100%, a recall of 99.77%, an accuracy of 99.94%, an F-score of 94.19%, and a kappa of 96.61%. Therefore, the enhanced performance of the AFA-GBT model was ensured by the maximum average precision of 91.64%, recall of 97.46%, accuracy of 99.93%, F-score of 94.19%, and kappa of 96.61%.

| Classes | Precision | Recall | Accuracy | F-Score | Kappa |
|---------|-----------|--------|----------|---------|-------|
| Type I  | 73.60     | 95.39  | 99.94    | 83.09   | 93.08 |
| Type II | 99.92     | 99.92  | 99.88    | 99.92   | 99.67 |
| GDM     | 93.04     | 94.77  | 99.96    | 93.90   | 93.87 |
| Normal  | 100       | 99.77  | 99.93    | 99.88   | 99.85 |
| Average | 91.64     | 97.46  | 99.93    | 94.19   | 96.61 |

Abbreviation: GDM, gestational diabetes mellitus.

**Table 6** Analysis of the Confusion Matrix Data

| Classes | Total No. of Instances | Type I | Type II | GDM | Normal |
|---------|------------------------|--------|--------|-----|--------|
| Type I  | 145                    | 4      | 1      | 424 | 0      |
| Type II | 44                     | 77,305 | 14     | 254 | 0      |
| GDM     | 4                      | 45     | 2      | 2306| 0      |
| Normal  | 197                    | 77,364 | 273    | 2306| 100,840|

Abbreviation: GDM, gestational diabetes mellitus.

**Table 7** Classification Performance of the Artificial Flora Algorithm (AFA)-Based Feature Selection with Gradient Boosted Tree (GBT)-Based Data Classification (AFA-GBT) Model Based on Different Measures (%)

**Discussion**

To demonstrate the superior performance of the proposed AFA-GBT model, we conducted a detailed comparative
analysis with the recently proposed models (Table 8). The traditional classifier models, namely MLP, Linear Regression, J48, Extreme Learning Machine, Naïve Bayes, Bayesian Net, Classification and Regression Tree, and k-Nearest Neighbor models showed minimum classifier accuracies, thereby indicating their ineffective classification performances. However, a slightly better performance was offered by the artificial metaplasticity on multilayer perceptron and hybrid models.

Furthermore, the hybrid prediction model showed an acceptable classifier outcome with a moderate accuracy of 92.38%.

The fuzzy neural classifier and K-means with Linear Regression models offered accuracies of 94.50% and 95.42%, respectively. Nonetheless, the AFA-GBT model showed its superiority over the other models by offering the maximum accuracy of 99.93%.

Hence, our findings suggested that the AFA-GBT model demonstrated effective classification of patients’ diagnoses into the three types of diabetes mellitus with the maximum average precision of 91.64%, recall of 97.46%, accuracy of 99.93%, F-score of 94.19%, and kappa of 96.61%. Therefore, the proposed AFA-GBT model was found to be an effective tool for the classification of the three types of diabetes mellitus. Moreover, the AFA-FS model greatly helped increase the classification performance of the GBT model.

**Limitations**

Nonetheless, our proposed model has a few limitations. Using multiple datasets with various attributes tended to increase the computational complexity, which could be further scaled down. Additionally, there is still no balance between the numbers of the three types of samples.

**Conclusion**

This study presented an intelligent AFA-GBT model for the classification of diabetes mellitus. Since the selection of appropriate features from the dataset was considered as an optimization issue, the AFA was adopted for feature selection and the classification was performed using the GBT model. The GBT model was superior to other models because it was highly flexible, offered better classification accuracy and operated on both categorical and numerical values. We further aim to conduct the time complexity analysis and consider more data for type 1 diabetes mellitus and GDM. Finally, we plan to apply our proposed model for developing an intelligent system to recommend medicines to the patients suffering from diabetes mellitus.
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AFA, artificial flora algorithm; GBT, gradient boosted tree; GDM, gestational diabetes mellitus; AFA-FS, AFA-based feature selection; MLP, multilayer perceptron; PD, propagation distance; FF, fitness function; SP, survival probability.
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