Relaxation rates of gene expression kinetics reveal the feedback signs of autoregulatory gene networks
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Abstract

The transient response to a stimulus and subsequent recovery to a steady state are the fundamental characteristics of a living organism. Here we study the relaxation kinetics of autoregulatory gene networks based on the chemical master equation model of single-cell stochastic gene expression with nonlinear feedback regulation. We report a novel relation between the rate of relaxation, characterized by the spectral gap of the Markov model, and the feedback sign of the underlying gene circuit. When a network has no feedback, the relaxation rate is exactly the decaying rate of the protein. We further show that positive feedback always slows down the relaxation kinetics while negative feedback always speeds it up. Numerical simulations demonstrate that this relation provides a possible method to infer the feedback topology of autoregulatory gene networks by using time-series data of gene expression.
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1 Introduction

In recent years, it has become increasingly clear that stochastic effects play a crucial role in molecular biology. Growing numbers of single-cell measurements, some with single-molecule resolution, have revealed that gene expression is a complex stochastic process involving various probabilistic chemical reactions [1–10]. With the effort of many scholars, significant progress has been made in the stochastic biochemical reaction kinetics of gene regulatory networks, which has a dual representation in terms of its probability distribution and stochastic trajectory. The former is usually described by a chemical master equation, first introduced in the work of Leontovich [11] and Delbrück [12], while the latter is the solution to a stochastic integral equation with time-changed Poisson representation [13] that can be computationally simulated using Gillespie’s algorithm.

It is a fundamental question of how the topology, especially the feedback mechanism, of a gene regulatory network can affect the behavior of stochastic gene expression and to what extent the topological information can be extracted from the massive and noisy data of gene expression. Systems biology has been trying to understand the complexity of biochemical networks by identifying characteristic properties of common network motifs [14, 15]. In fact, the steady-state behavior of stochastic gene expression has been extensively studied over the past two decades [16–33]. It has been shown from both the experimental [34–36] and theoretical
aspects that positive feedback amplifies noise in gene expression, while negative feedback reduces such noise. However, studies on the time-dependent dynamic behavior of stochastic gene expression have been quite limited, although it has been shown that a gene circuit with negative autoregulation has an accelerated transcriptional response [38].

From the viewpoint of biochemical kinetics, the relaxation of a gene regulatory network in a single cell, such as the recovery of a sensory system to the steady state in response to an input stimulus, is both theoretically fundamental and practically informative. Experiments have indicated that the relaxation time varies significantly among different genes in different species [39–42], from prokaryotes to yeast then to higher eukaryotes. In the present work, we study the relaxation kinetics for stochastic gene expression in autoregulatory gene networks. We are particularly interested in the relationship between the relaxation rate and the feedback topology of the underlying gene circuit.

2 Model

We consider an autoregulatory gene network in a single cell involving the following reactions, as also illustrated in Fig. 1(a) [43–49]:

- inactive gene $\xrightarrow{a_n} \text{active gene}$,
- active gene $\xrightarrow{b_n} \text{inactive gene}$,
- active gene $\xrightarrow{s} \text{active gene + protein}$,
- inactive gene $\xrightarrow{r} \text{inactive gene + protein}$,
- protein $\xrightarrow{d} \emptyset$,

where the first two reactions characterize the switching of the gene between an active and an inactive epigenetic states, while the other three reactions represent the synthesis and decay of the protein. The biochemical state of the gene of interest can be described by a pair of variables $(i, n)$, where $i$ represents the gene activity with $i = 1$ and $i = 0$ corresponding to the active and inactive states, respectively, and $n$ stands for the protein copy number.

Let $\alpha(t)$ and $X(t)$ denote the gene activity and protein copy number in a single cell at time $t$, respectively. Let $p_{i,n}(t) = \text{Prob}(\alpha(t) = i, X(t) = n)$ denote the probability of having $n$ copies of proteins at time $t$ when the gene is in state $i$. Then the dynamics of stochastic gene expression can be described by the Delbrück-Gillespie process (DGP) with transition diagram illustrated in Fig. 1(b). Mathematically, the DGP is a continuous-time Markov chain with infinite state space, whose evolution is governed by the chemical master equation

$$
\begin{align*}
\dot{p}_{1,n} &= a_np_{0,n} + sp_{1,n-1} + (n + 1)dp_{1,n+1} \\
&\quad - (b_n + s + nd)p_{1,n}, \\
\dot{p}_{0,n} &= b_np_{1,n} + rp_{0,n-1} + (n + 1)dp_{0,n+1} \\
&\quad - (a_n + r + nd)p_{0,n}.
\end{align*}
$$
Here $a_n$ and $b_n$ are the switching rates of the gene between the active and inactive states, $s$ and $r$ are the synthesis rates of the protein when the gene is active and inactive, respectively, and $d$ is the decaying rate of the protein either due to protein degradation or due to dilution during cell division [21, 48]. In general, the protein decaying rate can be decomposed as $d = \log 2/T_p + \log 2/T_c$, where $T_p$ is the protein half-life and $T_c$ is the cell cycle time [21]. Because of the effect of autoregulation, the gene switching rates $a_n$ and $b_n$ generally depend on the protein copy number $n$. Since many genes have complex epigenetic controls including dissociation of repressors, association of activators, or chromatin remodeling, we do not impose any restrictions on the specific functional forms of $a_n$ and $b_n$. In the previous studies [25, 44, 46, 47, 49], many authors have studied the case of linear feedback regulation where $a_n$ and $b_n$ depend linearly on $n$. However, recent single-cell experiments on transcription of mammalian cells [50] suggest that $a_n$ and $b_n$ are often saturated when $n \gg 1$ and thus are highly nonlinear. In the present work, we consider a more general case by allowing arbitrary nonlinearity.

In most applications, the gene switches rapidly between the active and inactive states, that is, $a_n, b_n \gg s, d$. Let $p_n(t) = p_{0,n}(t) + p_{1,n}(t)$ denote the probability of having $n$ copies of proteins at time $t$. When the gene switching rates are fast, the biochemical states $(1, n)$ and $(0, n)$ can be combined into a single state $n$ [51, 52]. In this way, the original DGP can be simplified to the reduced Markov model illustrated in Fig. 1(c), whose dynamics is governed by the chemical master equation

$$\dot{p}_n = c_{n-1}p_{n-1} + (n + 1)dp_{n+1} - (c_n + nd)p_n,$$

where

$$c_n = \frac{a_ns + b_nr}{a_n + b_n}.$$
is the effective synthesis rate of the protein. If the network has no feedback, the gene switching rates \(a_n\) and \(b_n\) do not depend on the protein copy number \(n\) and thus \(c_n\) is a constant. In an autoregulatory gene network, the protein binds to its own gene and changes the gene activity. In the case of positive feedback, \(c_n\) is an increasing function of \(n\), whereas in the case of negative feedback, \(c_n\) is a decreasing function of \(n\). In realistic biological systems, \(c_n\) is usually a nonlinear function and is often described by a generalized Hill function [21, 37].

Let \(\mu_n\) denote the steady-state probability of having \(n\) copies of proteins. Since the reduced model satisfies detailed balance, the steady-state probabilities \(\mu_n\) can be easily calculated as

\[
\mu_n = \frac{A}{\prod_{k=0}^{n-1} c_k},
\]

where \(A\) is a normalization constant. In general, the dynamics of a gene regulatory network is exponentially ergodic [53–55], which means that the time-dependent probabilities \(p_n(t)\) will converge to the steady-state probabilities \(\mu_n\) at exponential speed: for any \(n \geq 0\), there exists a constant \(K_n > 0\) such that

\[
|p_n(t) - \mu_n| \leq K_n e^{-\gamma t}, \quad \forall t \geq 0.
\]

Here the optimal (maximal) parameter \(\gamma\) characterizes the relaxation rate to the steady state. In the mathematics literature, it is called the exponentially ergodic convergence rate. The relaxation time \(T\) of the network is defined as the inverse of the relaxation rate, that is, \(T = 1/\gamma\).

3 Spectral gaps for infinite Markov chains

Given a particular initial state, the evolution of a continuous-time Markov chain is completely determined by its generator matrix. Let us first consider the case when the Markov chain has a finite state space \(S = \{0, 1, \cdots, N\}\). Let \(Q = (q_{mn})\) denote the generator matrix of the Markov chain, where \(q_{mn}\) with \(m \neq n\) is the transition rate (transition probability per unit time) from state \(m\) to state \(n\) and \(q_{nn} = -\sum_{m \neq n} q_{mn}\). Let \(\lambda_0, \cdots, \lambda_N\) denote all the eigenvalues of \(Q\). When the Markov chain is irreducible, the Perron-Frobenius theorem states that one eigenvalue of \(Q\) must be zero and the real parts of all the other eigenvalues must be negative [56]:

\[
0 = \lambda_0 > \text{Re}(\lambda_1) \geq \cdots \geq \text{Re}(\lambda_N),
\]

where \(\text{Re}(x)\) denotes the real part of \(x\). In this case, it is well-known that the relaxation rate \(\gamma\) of the Markov chain is exactly \(|\text{Re}(\lambda_1)|\), the spectral gap between the zero eigenvalue and first nonzero eigenvalue.

The situation becomes much more complicated when the Markov chain has an infinite state space \(S = \{0, 1, 2, \cdots\}\). Recall that any eigenvalue-eigenvector pair \((\lambda, v)\) of the generator matrix \(Q\) is related by the characteristic equation \(Qv = \lambda v, v \neq 0\). For an infinite Markov chain, if we do not make any restrictions on the eigenvector \(v = (v_n)\), then the set of eigenvalues may
not be discrete and thus the spectral gap may vanish. To overcome this difficulty, it is useful to introduce the following Banach space:

\[ l^p(\mu) = \left\{ v = (v_n) : \sum_n |v_n|^p \mu_n < \infty \right\}, \quad 1 \leq p \leq \infty, \]

where \( \mu = (\mu_n) \) is the steady-state distribution of the Markov chain. We next introduce a crucial definition. If a vector \( v \in l^p(\mu) \) satisfies the characteristic equation \( Qv = \lambda v, v \neq 0, \) then \( \lambda \) is called an eigenvalue in \( l^p(\mu) \). In fact, if we require that the eigenvectors \( v \in l^p(\mu) \), then the set of eigenvalues may become discrete. Let \( 1 = (1, 1, \ldots)^T \) denote the column vector whose components are all 1. It is easy to see that 0 must be an eigenvalue in \( l^p(\mu) \) because the associated eigenvector \( 1 \in l^p(\mu) \). The resulting spectral gap in \( l^p(\mu) \) will be denoted by \( \text{Gap}(l^p(\mu)) \).

For infinite Markov chains, another strange phenomenon may occur. The spectral gap may vary among different choices of \( p \). Fortunately, there is a mathematical theorem [57, 58] which claims that when a Markov chain satisfies detailed balance, the spectral gap in \( l^2(\mu) \) with \( p = 2 \) exactly coincides with the relaxation rate \( \gamma \), that is, \( \gamma = \text{Gap}(l^2(\mu)) \). Since the reduced model illustrated in Fig. 1(c) satisfies detailed balance, the relaxation rate of the network is exactly the spectral gap in \( l^2(\mu) \).

We stress here that when \( p = 2 \), the Banach space \( l^2(\mu) \) turns out to be a Hilbert space where an inner product, also called scalar product, can be introduced. The inner product allows the rigorous introduction of intuitive geometrical notions such as the angle between two vectors, especially the orthogonality between two vectors. Furthermore, when a Markov chain satisfies detailed balance, the generator matrix \( Q \) happens to be an Hermitian (self-adjoint) operator on the Hilbert space \( l^2(\mu) \) and its spectral theory is well-developed in modern probability theory. The above framework is rather similar to that of quantum mechanics, where any physically meaningful observable must be an Hermitian operator on a Hilbert space and its eigenvalues correspond to all possible outcomes of a measurement of the given observable.

## 4 Relaxation rates for autoregulatory gene networks

### 4.1 Relaxation rates for networks with no feedback

Let \( Q \) denote the generator matrix of the reduced model. Then the characteristic equation \( Qv = \lambda v \) can be written in components as

\[ nd(v_{n-1} - v_n) + c_n(v_{n+1} - v_n) = \lambda v_n. \quad (2) \]

We shall normalize the eigenvector \( v = (v_n) \) so that \( v_0 = 1 \).

As mentioned previously, if the network has no feedback, then \( c_n = c \) is a constant. From (1), the steady-state distribution is given by the Poisson distribution

\[ \mu_n = \frac{(c/d)^n}{n!} e^{-c/d}. \]
To proceed, we define the following power series:

\[ f(x) = \sum_n \frac{v_n}{n!} x^n. \]  

(3)

Since \( v_0 = 1 \), we have \( f(0) = 1 \). Then (2) can be converted to the following ordinary differential equation:

\[ (c - dx)f'(x) - (c + \lambda - dx)f(x) = 0, \quad f(0) = 1. \]

The solution of this equation is given by

\[ f(x) = e^x (1 - dx/c)^{-\lambda/d}. \]

For convenience, let \((x)_n = x(x+1) \cdots (x+n-1) = \Gamma(x+n)/\Gamma(x)\) denote the Pochhammer symbol. From (3), the eigenvector \( v = (v_n) \) can be recovered from \( f(x) \) as

\[ v_n = f^{(n)}(0) = \sum_{k=0}^{n} C_k^n (\lambda/d)_k (d/c)_k, \]

(4)

where \( f^{(n)}(x) \) is the \( n \)th derivative of \( f(x) \) and \( C_k^n = n!/k!(n-k)! \) is the combinatorial number.

To find all the eigenvalues \( \lambda \) in \( l^2(\mu) \), we consider two different cases. Let us first focus on the case when \( \lambda = -md \) for some integer \( m \geq 0 \). In this case, the term \( (\lambda/d)_k = (-m)_k \) will vanish when \( k \geq m + 1 \). This suggests that \( |v_n| \simeq 2^n \) when \( n \gg 1 \) (see Supplementary Material, Sec. 1), which gives rise to

\[ \sum_n |v_n|^2 \mu_n \leq e^{-c/d} \sum_n \frac{(4c/d)^n}{n!} = e^{3c/d} < \infty. \]

This shows that \( v \in l^2(\mu) \) and thus \( \lambda = -md \) is an eigenvalue in \( l^2(\mu) \) (see Fig. 2(a)).

Let us next focus on the case when \( \lambda \neq -md \) for all integers \( m \geq 0 \). In this case, \( c/d \) is a singular point of \( f(x) \) and thus the convergence radius of the power series (3) is \( c/d \). This shows that

\[ \limsup_{n \to \infty} \sqrt[n]{|v_n|} / n! = d/c. \]

This equation further gives rise to

\[ \limsup_{n \to \infty} \sqrt[n]{|v_n|^2} / n! = \infty. \]

Thus the convergence radius of the power series \( \sum_n |v_n|^2 x^n / n! \) is zero, which gives rise to

\[ \sum_n |v_n|^2 \mu_n = e^{-c/d} \sum_n \frac{|v_n|^2}{n!} (c/d)^n = \infty. \]

This shows that \( v \notin l^2(\mu) \) and thus \( \lambda \neq -md \) is not an eigenvalue in \( l^2(\mu) \) (see Fig. 2(b)). If the network has no feedback, the above analysis shows that all the eigenvalues in \( l^2(\mu) \) are given by

\[ \lambda = 0, -d, -2d, \ldots . \]
Thus the relaxation rate of the network is the spectral gap \(d\) in \(l^2(\mu)\), which is exactly the decaying rate of the protein.

In fact, the situation becomes completely different if we change \(l^2(\mu)\) to \(l^1(\mu)\). It can be shown that for any complex number \(\lambda\) in the half-left plane, the associated eigenvector \(v \in l^1(\mu)\) (see Fig. 2(c),(d)). This implies that the set of all eigenvalues in \(l^1(\mu)\) is the whole half-left plane and thus the spectral gap in \(l^1(\mu)\) will vanish. Therefore, it is impossible to use the spectral gap in \(l^1(\mu)\) to characterize the relaxation rates of gene regulatory networks.

### 4.2 Relaxation rates for networks with positive feedback

In a gene circuit with positive autoregulation, the protein binds and activates its own gene. In this case, \(c_n\) is an increasing function of \(n\). For simplicity, we assume that \(c_n = c + un\) for some \(0 < u < d\), where \(u\) is the strength of positive feedback. Here the condition \(u < d\) is the sufficient and necessary condition for the reduced model to have a steady-state distribution. From (1), the steady-state distribution is given by the negative-binomial distribution

\[
\mu_n = \frac{(u/d)^n}{n!} (c/u)_n (1 - u/d)^{-c/u}.
\]

Moreover, (2) can be converted to the following ordinary differential equation:

\[
uxf''(x) + (c - (u + d)x)f'(x) - (c + \lambda - dx)f(x) = 0, \quad f(0) = 1.
\]

The solution of this equation is given by

\[
f(x) = e^x M(\alpha, \beta, (d/u - 1)x),
\]
where $M(\alpha, \beta, x)$ is Kummer’s confluent hypergeometric function and

$$\alpha = \frac{\lambda}{d - u}, \quad \beta = \frac{c}{u}.$$  

From (3), the eigenvector $v = (v_n)$ can be recovered from $f(x)$ as

$$v_n = f^{(n)}(0) = \sum_{k=0}^{n} C_{k}^{\alpha}(\alpha)_{k}(d/u - 1)^{k}.$$  

Equation (5)

Similarly, we consider two different cases. Let us first focus on the case when $\lambda = -m(d - u)$ for some integer $m \geq 0$. In this case, the term $(\alpha)_k = (-m)_k$ will vanish when $k \geq m + 1$. This suggests that for any $\epsilon > 0$, we have $|v_n| \leq (1 + \epsilon)^n$ when $n \gg 1$ (see Supplementary Material, Sec. 2). This inequality gives rise to

$$\limsup_{n \to \infty} \frac{\sqrt{|v_n|}}{n} \leq 1.$$  

By the Stirling formula for the gamma function, it is easy to prove that (see Supplementary Material, Sec. 3)

$$\lim_{n \to \infty} \frac{n!^{1/2}}{n} = 1.$$  

Equation (6)

The above two equations indicate that

$$\limsup_{n \to \infty} \frac{\sqrt{|v_n|^2(\beta)_n}}{n!} \leq 1.$$  

Thus the convergence radius of the power series $\sum_n |v_n|^2(\beta)_nx^n/n!$ is larger than or equal to 1, which gives rise to

$$\sum_n |v_n|^2\mu_n = (1 - u/d)^{-c/u} \sum_n \frac{|v_n|^2(\beta)_n}{n!} (u/d)^n < \infty.$$  

This shows that $v \in l^2(\mu)$ and thus $\lambda = -m(d - u)$ is an eigenvalue in $l^2(\mu)$.

Let us next focus on the case when $\lambda \neq -m(d - u)$ for all integers $m \geq 0$. In this case, it can be proved that (see Supplementary Material, Sec. 3)

$$\limsup_{n \to \infty} \sqrt{|v_n|} \geq d/u.$$  

This equation, together with (6), shows that

$$\limsup_{n \to \infty} \frac{\sqrt{|v_n|^2(\beta)_n}}{n!} \geq \frac{(d/u)^2}{(u/d)^2}.$$  

Thus the convergence radius of the power series $\sum_n |v_n|^2(\beta)_nx^n/n!$ is smaller than or equal to $(u/d)^2$, which gives rise to

$$\sum_n |v_n|^2\mu_n = (1 - u/d)^{-c/u} \sum_n \frac{|v_n|^2(\beta)_n}{n!} (u/d)^n = \infty.$$  
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This shows that \( v \notin l^2(\mu) \) and thus \( \lambda \neq -m(d - u) \) is not an eigenvalue in \( l^2(\mu) \). In the positive-feedback case, the above analysis shows that all the eigenvalues in \( l^2(\mu) \) are given by

\[
\lambda = 0, -(d - u), -(2d - u), \ldots.
\]

Thus the relaxation rate of the network is the spectral gap \( d - u \) in \( l^2(\mu) \), which is smaller than the decaying rate of the protein.

The readers may ask what will happen if \( c_n \) does not have the form of \( c_n = c + un \). In fact, it can be proved that whenever \( c_n \) is an increasing function of \( n \), the relaxation rate of the network is always smaller than the decaying rate of the protein (see Supplementary Material, Sec. 4). This shows that positive feedback will always slow down the relaxation to the steady state.

### 4.3 Relaxation rates for networks with negative feedback

In a gene circuit with negative autoregulation, the protein binds and inhibits its own gene. In this case, \( c_n \) is a decreasing function of \( n \) and it is almost impossible to obtain an explicit expression of the eigenvalues in \( l^2(\mu) \). Fortunately, there is a mathematical theorem which claims that the spectral gap of the reduced model in \( l^2(\mu) \) has the following variational formula [59]:

\[
\text{Gap}(l^2(\mu)) = \sup_{v > 0} \inf_{n \geq 0} \{(n + 1)d + c_n - \frac{nd}{v_{n-1}} - c_{n+1}v_n\},
\]

where \( v > 0 \) means that \( v = (v_n) \) ranges over all vectors such that \( v_n > 0 \) for each \( n \) and \( v_{-1} \) is defined as \( v_{-1} = 1 \). Taking \( v_n = 1 \) for each \( n \) in the above equation gives rise to

\[
\text{Gap}(l^2(\mu)) \geq \inf_{n \geq 0} \{d + c_n - c_{n+1}\}.
\]

Since \( c_n \) is a decreasing function of \( n \), we have \( c_n - c_{n+1} \geq 0 \) for each \( n \). This finally shows that

\[
\text{Gap}(l^2(\mu)) \geq d.
\]

Thus the relaxation rate of the network is larger than the decaying rate of the protein. This shows that negative feedback will always speed up the relaxation to the steady state.

### 5 Numerical simulations

#### 5.1 Inference of the feedback topology

Our theoretical results provide a novel possible method to infer the feedback topology of an autoregulatory gene network based on (single-cell or bulk) time-series data of gene expression. Suppose that in an autoregulatory circuit, the expression levels of the gene within a population of cells have been measured at several discrete times. Then the relaxation rate \( \gamma \) can be estimated as the exponentially decaying rate of the ensemble average \( \langle A_{X(t)} \rangle \) associated with some appropriate observable \( A = (A_n) \), where \( X(t) \) denotes the protein abundance (copy
number, concentration, or fluorescence) at time $t$. Specifically, when $t \gg 1$, the ensemble average of the observable $A$ at time $t$ has the following approximation:

$$\langle A_X(t) \rangle \approx \langle A_X(\infty) \rangle + Ke^{-\gamma t},$$

where $\langle A_X(\infty) \rangle = \sum_n A_n \mu_n$ is the ensemble average at the steady state and $K$ is a constant. Taking logarithm on both sides of this equation gives rise to

$$\log |\langle A_X(t) \rangle - \langle A_X(\infty) \rangle| \approx \log |K| - \gamma t,$$

which is a linear relation with respect to time $t$. We only need to calculate the logarithm of the difference between the time-dependent observation and the steady-state observation and then carry out a linear regression analysis with respect to time $t$ when $t \gg 1$. The slope of the linear regression provides a robust estimation of the relaxation rate $\gamma$.

Recent experiments have also made it possible to measure the decaying rate $d$ of the corresponding protein [39–42]. By comparing the two numbers $\gamma$ and $d$, we may infer the feedback topology of the underlying autoregulatory network. If $\gamma$ is significantly larger (smaller) than $d$, we have good reasons to believe that there is a negative-feedback (positive-feedback) loop regulating this gene.

![Figure 3. Models of stochastic gene expression with the mRNA kinetics.](image)

(a) Gene regulatory networks in a living cell can be overwhelmingly complex, involving numerous feedback loops and signaling steps. However, if one focuses on a particular gene of interest (red), then there are only three types of fundamental regulatory relations: no feedback (none), positive feedback, and negative feedback. The dotted line denotes that there is no link between adjacent nodes. (b) The three-stage model of stochastic gene expression.

A natural question is whether our theory can be applied to more complex gene regulatory networks. In general, if we focus on a particular gene of interest and the feedback loop regulating this gene, there are three types of gross topological structures: no feedback, positive feedback, and negative feedback (see Fig. 3(a)). Intuitively, the relaxation of a complex gene network may be delayed by a long feedback loop, which limits the application of the above method. However, there is a special case where our theory is still applicable. If the protein decaying rate
of the target gene is much slower than those of the other genes, then the target gene is a slow variable and the other genes are fast variables. By using the classical simplification techniques of two-time-scale Markov chains \[51, 52\], the fast variables can be coarse-grained and thus the complex network can be reduced to a much simpler network which only involves autoregulation of the target gene. This implies that our theory can only be applied to infer the gross feedback topology of the target gene with the slowest protein decaying rate. More generally, for a target gene with a relatively fast protein decaying rate, if a biological experiment can be designed to reduce its protein decaying rate so that it becomes much slower than those of the other genes, then our theory might be applied to infer the gross feedback topology of this gene.

5.2 Effects of translation bursts on the relaxation rate

We would like to point out that the gene expression model illustrated in Fig. 1(a) ignores the mRNA kinetics. A more complete model of stochastic gene expression is the three-stage representation involving gene switching, transcription, and translation, as illustrated in Fig. 3(b) \[22\]. Experimentally, it has been consistently observed that the mRNA decays substantially faster than its protein counterpart \[22, 32, 41\], in which case protein synthesis will occur in random bursts \[21, 32\]. A natural question is whether the main results of this paper still hold when the mRNA kinetics and translation bursts are taken into account.

The three-stage model does not satisfy detailed balance, even when the gene switching rates are very fast. Therefore, the existing mathematical tools may not be enough to present a rigorous mathematical analysis on its relaxation kinetics. In Fig. 4(a)-(c), using the Gillespie algorithm, we numerically simulate the relaxation rate of the complete three-stage model in three types of gene networks under different choices of model parameters. Interestingly, according to our simulations, the main results of this paper are still valid in the presence of translation bursts. In the present work, all the derivations are based on the assumption of fast gene switching. However, it can be seen that the simulation results coincide with our theoretical results reasonably well, even when the gene switching rates are relatively small. In networks with no feedback and negative feedback, there is a very small portion of outliers lying on the bottom of the red line (see the green circles in Fig. 4(a),(c)). We examine these outliers in detail and find that the gene switching rates of them are extremely small. This suggests that extremely small gene switching rates may slow down the relaxation to the steady state. In positive-feedback networks, the outliers are not detected and the relaxation rate is always smaller than the protein decaying rate.

For networks with linear or nonlinear feedback regulation, the relaxation rate no longer coincides with the protein decaying rate. Interestingly, we find that the deviation of the relaxation rate from the protein decaying rate is remarkably affected by the mean burst size \(\frac{u}{v}\) of the protein, which is defined as the averaged number of proteins produced by each mRNA molecule before it is degraded \[32, 33, 37\]. In Fig. 4(a)-(c), we paint all sample points in different colors representing the values of the protein burst size \(\frac{u}{v}\), as demonstrated by the associated...
colorbars. As can be seen from Fig. 4(b),(c), there is a remarkable trend that networks with larger protein burst sizes tend to possess slower relaxation rates in the positive-feedback case and tend to possess faster relaxation rates in the negative-feedback case. In other words, for autoregulatory gene networks, an increase in the protein burst size tends to enlarge the deviation of the relaxation rate from the protein decaying rate.

Figure 4. Numerical simulations of the relaxation rate of the complete three-stage model under different choices of model parameters. (a) Networks with no feedback. (b) Networks with positive feedback. (c) Networks with negative feedback. In (a)-(c), the red line represents the line of \( \gamma = d \) and the model parameters are randomly chosen as \( r \sim U[0, 10], s \sim U[r, 100], d \sim U[0, 10], v = 30d, u/v \sim U[0, 5] \), where \( U[x, y] \) denotes the uniform distribution over the interval \([x, y] \). The colors of different sample points represent the values of the mean burst size \( u/v \) of the protein, as demonstrated by the associated colorbars. The functional forms of the gene switching rates are chosen as \( a_n = a, b_n = b \) with \( a, b \sim U[0, 100] \) in (a), \( a_n = a + un, b_n = b \) with \( a, u \sim U[0, 10], b \sim U[0, 100] \) in (b), and \( a_n = a, b_n = b + un \) with \( a \sim U[0, 100], b, u \sim U[0, 10] \) in (c).

### 5.3 Effects of the feedback strength on the relaxation rate

To further clarify the effects of feedback regulation on the relaxation kinetics, we numerically simulate the relaxation rates of autoregulatory gene networks under a set of biologically relevant parameters. We first consider networks with positive autoregulation. For simplicity, we assume that the gene switching rates have the form of \( a_n = a + un \) and \( b_n = b + un \) with \( u \) being the strength of positive feedback. In this case, the effective synthesis rate of the protein is given by

\[
c_n = \frac{as + br + usn}{a + b + un}.
\]

Compared with the linear relation \( c_n = c + un \) discussed in Sec. 4.2, this effective protein synthesis rate is saturated when \( n \gg 1 \) and corresponds to a more realistic situation. Fig. 5 illustrates the relaxation rate \( \gamma \) as a function of the feedback strength \( u \), from which we see that the relaxation rate \( \gamma \) is always smaller than the protein decaying rate \( d \) and tends to the protein decaying rate \( d \) as positive feedback becomes increasingly weaker. Moreover, the relaxation rate is also saturated when the feedback strength \( u \gg 1 \), which is different from the linear case discussed in Sec. 4.2.

We next focus on networks with negative autoregulation. For simplicity, we assume that the gene switching rates have the form of \( a_n = a \) and \( b_n = b + un \) with \( u \) being the strength
of negative feedback. As illustrated in Fig. 5, the relaxation rate $\gamma$ is always larger than the protein decaying rate $d$ and the equal sign in (7) is reached as the negative-feedback network evolves to a network with no feedback, that is, $u \to 0$. There is a crucial difference between networks with positive and negative feedback. In the negative-feedback case, the relaxation rate is a monotonic function of the feedback strength. However, in the positive-feedback case, as positive feedback becomes stronger, the relaxation rate first reaches a low valley, and then increases to the saturated value.

6 Discussion and conclusions

In this paper, we present a rigorous mathematical analysis on the relaxation kinetics of autoregulatory gene networks based on the chemical master equation model of single-cell stochastic gene expression. It is worth noting that our results depend nothing on the specific functional form of the effective protein synthesis rate $c_n$ except for its monotonicity, which makes our theory highly general. In the previous studies, many authors have studied the case of linear feedback regulation where $a_n$ and $b_n$ depend linearly on $n$. One of the most powerful parts of our theory is that it can be applied to gene regulatory networks with nonlinear feedback regulation. If a network has no feedback, the relaxation rate to the steady state is exactly the decaying rate of the protein. Furthermore, we show that positive feedback always slows down the relaxation kinetics, while negative feedback always speeds it up.

We stress that in this paper, we focus on the recovery of a cell to the steady state in the long-time regime. Our analytical approach can not be applied to study the response behavior to an external perturbation in the short-time regime. In fact, the response behavior of autoregulatory gene networks at small times has been studied in the previous literature based on deterministic models [38]. Moreover, some authors have also established the fluctuation-dissipation theorems for stochastic Markov systems [60, 61], which can be used to study the linear response behavior of gene regulatory models [62] and some sensory systems such as bacterial chemotaxis [63].

There is another difference between finite and infinite Markov chains. For finite Markov
chains, the eigenvalues for $Q$ and $Q^T$ are exactly the same, where $Q^T$ is the transpose of $Q$. However, this is not the case for infinite Markov chains. In [64], the authors have established the spectral theory of $Q^T$ for a branching-annihilation chemical reaction with the aid of the Sturm-Liouville theory. In probability theory, however, there is hardly any general relationship between the spectral gap of $Q^T$ and the relaxation rate. This is why we develop the spectral theory of $Q$ in this paper, instead of $Q^T$, for the DGP kinetics of stochastic gene expression.

Rigorous mathematical investigations of stochastic gene expression kinetics has become increasingly important for quantitatively analyzing and understanding molecular complexity of gene regulatory networks at the single-cell and single-molecule levels [15, 65]. Here we have presented a theory which links the relaxation time to the feedback topology of the underlying gene circuit. Our results provide a theoretical foundation for designing new kinds of single-cell time-series experiments. This follows the same spirit of what Rob Phillips would call the “Figure 7 theory” [66]. We anticipate that rapid advances of high-throughput and high-resolution experimental technologies will soon be able to test and sharpen our theory.

Supplementary material

See Supplementary Material for the detailed derivations of some nontrivial mathematical formulas and results.
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