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Abstract

Bayesian methods hold significant promise for improving the uncertainty quantification ability and robustness of deep neural network models. Recent research has seen the investigation of a number of approximate Bayesian inference methods for deep neural networks, building on both the variational Bayesian and Markov chain Monte Carlo (MCMC) frameworks. A fundamental issue with MCMC methods is that the improvements they enable are obtained at the expense of increased computation time and model storage costs. In this paper, we investigate the potential of sparse network structures to flexibly trade-off model storage costs and inference run time against predictive performance and uncertainty quantification ability. We use stochastic gradient MCMC methods as the core Bayesian inference method and consider a variety of approaches for selecting sparse network structures. Surprisingly, our results show that certain classes of randomly selected substructures can perform as well as substructures derived from state-of-the-art iterative pruning methods while drastically reducing model training times.

1 Introduction

Modern deep neural network architectures are known to exhibit poor uncertainty calibration [16] and can fail to be robust to out-of-distribution examples and adversarial manipulation [14]. Bayesian methods hold significant promise for improving the uncertainty quantification performance and robustness of deep neural network models due to their ability to reflect model uncertainty in posterior predictions as well as their ability to decompose uncertainty in a way that is inaccessible to point-estimated models [8].

Due to these potential advantages, there has been significant recent interest in the application of both the variational Bayesian [22] and Markov chain Monte Carlo (MCMC) [34] approximate inference frameworks to the problem of Bayesian deep learning (BDL). A fundamental issue with such methods is that the improvements they enable are obtained at the expense of increased computation time and model storage requirements. These issues are particularly acute for MCMC-based methods as a Monte Carlo approximation using $S$ samples from the model posterior requires $S$ times more storage and $S$ times more computation to produce predictions than a corresponding base architecture. The efficiency of MCMC sampling methods also tends to decrease as model sizes increase. Prior work has addressed the deployment-time storage and computational cost of MCMC-based deep learning using posterior distillation methods [2, 36], while work on subspace inference methods [20] has addressed the problem of sampling efficiency by sampling in significantly lower dimensional spaces.
In this paper, we consider a different approach to obtaining more compact approximations to model posteriors based on performing inference within sparse substructures contained within larger networks. Prior research on weight-level sparsity in deep neural networks suggests that deep network architectures often contain much more compact sub-networks that accounts for a significant majority of their predictive accuracy [17, 10]. Inspired by these observations, we study the performance trade-offs enabled by different methods for selecting sparse structures within large networks. We report trade-offs between sparsity level, predictive accuracy, predictive log likelihood, calibration error, training time, test time computational efficiency, and mixing efficiency.

We consider the use of state-of-the-art iterative pruning approaches to derive sparse network structures as a pre-processing step. We show that while these methods can produce high-quality and highly sparse sub-structures, their training time can be prohibitively high. We subsequently show the surprising result that certain classes of randomly selected sub-structured can perform as well over a range of target sparsity rates.

2 Background & Related Work

In this section, we review background and related work on Bayesian supervised deep learning, approximate inference, and pruning of neural network models.

2.1 Bayesian Deep Supervised Learning

We begin by introducing the notation used in this paper. Let \( D \) be a data set containing of a collection of labeled pairs \( \{(x_i, y_i)\}_{i=1}^N \) where \( x_i \in \mathbb{R}^D \) are feature vectors and \( y_i \in \mathcal{Y} \) are prediction target values. A Bayesian deep supervised learning model requires the specification of two model components [29]. The first component is a conditional probability model of the form \( p(y|x, \theta) \) parameterized using a deep neural network with parameter vector \( \theta \in \mathbb{R}^N \). The second component is a prior distribution over the neural network model parameters \( p(\theta|\gamma) \). \( \gamma \) are the hyper-parameters of the prior. An isotropic Gaussian prior is often used in Bayesian deep learning applications.

The primary Bayesian supervised learning inference problem is the computation of the posterior predictive distribution \( p(y|x, D, \gamma) \), which is defined in terms of the parameter posterior \( p(\theta|D, \gamma) \), as shown in Equations (1) and (2).

\[
p(y|x, D, \gamma) = \mathbb{E}_{p(\theta|D, \gamma)}[p(y|x, \theta)]
\]

\[
p(\theta|D, \gamma) = \frac{p(\theta|\gamma) \cdot \prod_{i=1}^N p(y_i|x_i, \theta)}{\int p(\theta'|\gamma) \cdot \prod_{i=1}^N p(y_i|x_i, \theta')d\theta'}
\]

In the case of Bayesian supervised learning using common deep neural network architectures, the integrals required in Equations (1) and (2) are intractable and require approximation. The two dominant approaches to approximate Bayesian inference are variational Bayesian (VB) methods and Markov chain Monte Carlo (MCMC) methods. VB methods introduce a computationally tractable approximate posterior distribution \( q(\theta|D, \gamma, \phi) \) and aim to minimize the Kullback–Leibler divergence from \( q(\theta|D, \gamma, \phi) \) to \( p(\theta|D, \gamma) \) with respect to the introduced variational parameters \( \phi \) [22] [21] [15] [11]. Recent methods include MC-dropout, a stochastic VB method that is particularly easy to implement Gal and Ghahramani [11].

In this work, we focus on the MCMC family of approximate inference methods, which, relative to VB methods, trade off longer running times and expanded storage requirements for unbiased representations of the model posterior [5] [34] [7] [9] [30] [13]. MCMC methods simulate a Markov chain with equilibrium distribution equal to the true parameter posterior \( p(\theta|D, \gamma) \) in order to draw a set of \( S \) posterior samples \( \theta^{(1)}, \ldots, \theta^{(S)} \). These samples can be used to approximate posterior statistics including the posterior predictive distribution \( \hat{p}(y|x, D, \gamma) = \frac{1}{S} \sum_{s=1}^S p(y|x, \theta_s) \).

However, the classical MCMC methods referenced above are typically not computationally efficient enough to be used in Bayesian deep learning applications. In this work, we focus on the stochastic gradient MCMC family of approaches, which leverage a stochastic gradient approximation to the unnormalized model posterior to accelerate inference computations relative to methods that need to compute over the complete data set [37, 6, 40]. We select stochastic gradient Hamiltonian Monte Carlo (SGHMC) as a representative of this family of methods as it has been shown to outperform more basic stochastic gradient approaches with little additional computational cost [6].
However, a number of issues remain in terms of practical use of MCMC methods for larger-scale deep models. First, storing the posterior ensemble requires storage proportional to $S \cdot K$. Second, computing the posterior predictive distribution is $S$ times slower than using a single point estimated model due to the Monte Carlo approximation exhibited earlier. Third, the underlying Markov chains can mix poorly in large parameter spaces. We note that the linear increase in storage and prediction run time can prohibit the application of Bayesian deep learning in embedded, mobile and IoT contexts, where there is high sensitivity to prediction computation time and latency. For example, benchmarking results for a range of detection models on the Jetson Nano edge device show frame rates between 5 and 40 frames per second\footnote{https://developer.nvidia.com/embedded/jetson-nano-dl-inference-benchmarks} When using a 100 element Bayesian ensemble of the same models, we would expect the frame rates to scale down linearly to between 0.05 and 0.4 frames per second (between 20 and 2.5 seconds per frame), far slower than would be acceptable for real-time applications.

The recent literature has suggested several approaches to dealing with these issues. The subspace inference method developed by Izmailov et al.\cite{20} identifies a low-dimensional subspace of the full parameter space, samples within this subspace, and finally projects the samples back to the full parameter space for evaluation. This can result in a compressed representation of the posterior ensemble and enables improved sampling efficiency, but does not address the issue of the complexity of computing posterior statistics due to the required projection back to full parameter space. Posterior distillation methods instead attempt to decrease deployment time computational complexity and storage cost by distilling the computation of posterior statistics into a single deep neural network of reduced size relative to a Monte Carlo posterior ensemble\cite{2,36}. However, distillation methods are reliant on a base approximate inference method to obtain samples from the true posterior and thus don’t address the problem of efficiency during sampling. Furthermore, as Vadera et al.\cite{36} showed, identifying the correct student model architecture can also pose a challenge for posterior distillation. The approach that we consider is based on identifying sparse neural network sub-structures followed by performing SGHMC-based inference within these structures. This approach simultaneously addresses the need for compact posterior representations, decreased deployment time computational complexity when computing posterior statistics, and has the potential to improve sampling efficiency. Next, we briefly discuss methods for identifying sparse neural network substructures.

2.2 Sparsity and Neural Networks

Identifying sparse neural network structures has an extended history in the machine learning community\cite{26,18} and a wide variety of methods for learning sparse neural network models have been proposed in the literature. The two main categories of approaches are methods that attempt to infer sparsity at the node level and thereby prune out complete neurons and methods that attempt to infer sparsity at the weight level and thereby prune connections between individual nodes. For example Hassibi et al.\cite{18} use second-order derivatives of the objective function to guide the pruning of network connections, while $\ell_1$ sparsity methods related to the LASSO have been applied to prune networks both at the weight level and the node level\cite{41,1,38,19}. In a closely related approach Louizos et al.\cite{28} use hierarchical sparsity inducing priors within VB methods to perform node-level pruning.

One of the key observations in the recent literature is that predictive performance appears to be better maintained by iterative pruning approaches that alternate multiple rounds of learning and pruning as compared to methods that use a single pruning step\cite{18}. Indeed, Frankle and Carbin\cite{10} use a particular form of iterative pruning that rewinds weights to their initial random values after each pruning iteration to show that it is possible to identify sparse sub-structures that can be trained from matched random initializations while still achieving strong predictive performance. They further show that performance degrades when identified sub-structures are paired with newly randomized initial parameters, indicating increased sensitivity to initial parameters when attempting to optimize parameters over sparse sub-structures. In this work, we investigate weight-sparse network structures derived using iterative pruning as well as structures sampled at random.

Lastly, there’s an additional important line of work that looks at implementing sparse neural networks of different architectures to leverage sparse substructures in models and achieve inference time speedups\cite{31,32,27}. Park et al.\cite{32} present a pruning algorithm along with an implementation of efficient sparse-dense matrix multiplication that helps them achieve speedups in the range
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**3 Methods**

In this section, we describe the methods that we apply to study the properties of stochastic gradient MCMC applied to substructures of sparse deep neural networks. We consider a two-step process. Given an initial model architecture, we first apply a method to select a sparse substructure from the initial dense model. We select sparse substructures at the connection level using weight-level sparsity masks. We then study the properties of Bayesian inference applied within the selected substructures. In this section, we first describe methods for selecting sparse network structures. We then provide details for the stochastic gradient MCMC method that we apply.

**3.1 Selecting Sparse Substructures**

We let \( \theta_i \in \mathbb{R}^{K_i} \) be the parameter vector for layer \( l \) and \( K_l \) be the number of parameters in layer \( l \). We define \( m \in \{0, 1\}^{K_l} \) to be a weight-level sparsity mask and \( m_i \in \{0, 1\}^{K_l} \) be the sparsity mask for layer \( l \). For defining parameters and weight-level sparsity masks at iteration \( i \), we use the notation \( \theta_i \) and \( m_i \) respectively. Given a sparsity mask \( m \) and a parameter vector \( \theta \), the masked parameters are given by the Hadamard product \( \tilde{\theta} = m \odot \theta \). Below we briefly describe several approaches to selecting sparse sub-network structures. We emphasize that the contribution of this work is not to propose new methods for deriving sparse sub-networks, but rather to evaluate the impact of sparse sub-network structures on MCMC-based inference methods, a question that has not been addressed in prior research.

**Iterative Pruning (IP):** The first approach that we consider for selecting a sparsity mask is based on the iterative pruning method of Han et al. \cite{17}. The iterative pruning approach can use any standard gradient-based optimization method as the base learning method. The algorithm begins with a randomly selected parameter vector \( \theta^0 \in \mathbb{R}^{K} \) with all weights active \( (m^0 = 1) \). The algorithm proceeds over \( T \) pruning iterations. In each iteration \( i \), a specified number of epochs \( \epsilon \) of the base learning method are applied yielding a final parameter vector \( \theta^i \) for that iteration. At the end of the iteration, a fixed fraction \( \pi \) of the active weights are pruned resulting in a new sparsity mask \( m^{i+1} \). The active weights with the smallest magnitudes are selected for pruning on each iteration. The initial weight vector for iteration \( i + 1 \) is then given by \( \theta^i \odot m^{i+1} \). This method greedily produces a nested sequence of increasingly sparser network substructures encoded by the sparsity masks \( m^i \) along with corresponding locally optimal parameters \( \theta^i \).

**Iterative Pruning with Rewinding (IPR):** Frankle and Carbin \cite{10} proposed an iterative pruning method that is very similar to the method of Han et al. \cite{17}, which we will refer to as Iterative Pruning with Rewinding. This approach differs from basic iterative pruning in that following each pruning iteration, the weights used to initialize the next iteration of the algorithm are formed by combining the updated mask \( m^{i+1} \) with the original random weight vector \( \theta^0 \) instead of the weight vector obtained at the end of iteration \( i \). Effectively, the active weights are rewound to their initial values at the start of each round of iterative pruning. We will again define \( \theta^i \) to be the value of the weights at the end of iteration \( i \). This method also greedily produces a nested sequence of increasingly sparse network structures encoded by the sparsity masks \( m^i \) along with corresponding locally optimal point-estimated parameters \( \theta^i \). However, as Frankle and Carbin \cite{10} show, the pairs \((\theta^i, m^i)\) appear to have somewhat special properties with respect to optimization-based learn-}

**Random Layer-wise Masking (RLM):** A question that is unexplored in the both Han et al. \cite{17} and Frankle and Carbin \cite{10} from the optimization perspective is the importance of the exact sparse structure obtained by iterative pruning relative to the sparsity level per network layer. We study a Layer-wise Random Masking approach to answer this question in the case of Bayesian deep learn-
ing. This approach requires the specification of a desired sparsity rate \( \pi_l \) for each layer \( l \) of the network. Given the desired sparsity rate \( \pi_l \), we uniformly sample a random sparsity mask \( m_l \) for layer \( l \) from the space of all binary vectors with this sparsity rate. These layer-wise random masks are then assembled into a sparsity mask \( m \) for the complete network. We explore three approaches to select the desired sparsity levels \( \pi_l \). The first approach runs iterative pruning for \( T \) iterations, obtains the final sparsity mask, and computes the corresponding sparsity rate \( \pi_l \) for each layer. We denote this approach by RLM(IP). Iterative pruning with rewinding can be used in the same way, obtaining an approach we denote by RLM(IPR). These two approaches allow us to compare the optimized sparse network structures obtained using iterative pruning to networks where the sparsity rates per layer have been optimized while the specific sparsity structures are randomly selected. The final variant of the random layer-wise approach simply sets the same fixed sparsity rate per level \( \pi_l = \pi \). This approach allows us to investigate how critical preserving the per-layer sparsity rates are. We refer to this approach as RLM(F).

**Random Global Masking (RGM):** Random global making is the most basic mask generation approach that we consider. We specify a fixed sparsity rate \( \pi \) and select a random mask \( m \in \{0,1\}^K \) from the space of all binary vectors yielding this sparsity level. This approach allows us to study how critical the distribution of sparsity over network levels is compared to the overall level of sparsity. As we conclude this subsection, we emphasize that RLM(F) and RGM do not require us to run any form of iterative pruning, resulting in significant training time and resource savings when compared to the other described methods.

### 3.2 SGHMC in Sparse Structures

Given a sparse neural network structure represented by a weight-level sparsity mask \( m \), we perform stochastic gradient Hamiltonian Monte Carlo (SGHMC) within the specified substructure. SGHMC only requires the computability of an unnormalized version of the log parameter posterior density:

\[
U(\theta) = -\log p(\theta|\gamma) - \sum_{i=1}^{N} p(y_i|x_i, \theta).
\]

Like all HMC methods, SGHMC is based on sampling in an extended space that includes the model parameters \( \theta \in \mathbb{R}^K \) as position variables as well as an auxiliary set of momentum variables \( r \in \mathbb{R}^K \). This sampling process simulates discretized Hamiltonian dynamics. SGHMC methods compute a stochastic approximation the gradient \( \nabla U(\theta) \) of the unnormalized energy function \( U(\theta) \) using a mini-batch of data \( D_{tr}^t \subset D_{tr} \) of size \( B \). When performing Bayesian inference over sparse substructures, the stochastic gradient \( \nabla \tilde{U}(\theta) \) only needs to be computed over the selected substructure and doing so has the potential to significantly accelerate inference time. For simplicity of implementation, we use a less computationally efficient masking approach during training that allows existing neural network model implementations to be used.

The complete SGHMC algorithm that we use for sampling within substructures is defined in Algorithm 1 in Appendix A.1. In this algorithm, \( \theta^{(0)} \) is an initial parameter vector with sparsity structure matching that specified by the sparsity mask \( m \). \( \alpha_s \) is the step size used on sampling iteration \( s \). \( \eta \) is a friction term introduced to counteract the additional noise introduced by using stochastic gradients. \( S \) is the number of desired sampled. Algorithm 1 adds a masking step to the basic SGHMC algorithm used by Zhang et al. [40]. The masking step projects sampled parameters back into the required substructure on each sampling iteration. This algorithm correctly samples from the posterior distribution of the weights in the selected substructure due to the fact that the updates for both \( r \) and \( \theta^{(s)} \) do not mix information across their dimensions. For large models, running SGHMC from a randomly chosen \( \theta^{(0)} \) can result in the need for very long burn-in times. To help mitigate this issue, we always initialize \( \theta^{(0)} \) using the output of an SGD-based optimization algorithm applied within the substructure corresponding to \( m \). This optimization step itself requires an initial setting of the model parameters. We initialize at random for random masks. For iterative pruning-based methods, we use the final parameter vector returned along with the sparsity mask.

### 4 Experiments and Results

In this section we present experiments and results. Each of the experiments involves the composition of several components including a base neural network architecture, a data set, a method for selecting a sparse substructure (see Section 3.1), and an optimization or Bayesian inference approach (see Section 3.2). We focus on classification as a task and use three model/data set combinations. We describe these combinations below. We use an isotropic Gaussian prior for all models.
To evaluate the effect of sparsity on Bayesian inference in fully connected architectures, we use the Fashion MNIST data set (FMNIST) [39] with a two-hidden layer MLP with 200 hidden units per hidden layer (MLP200). The FMNIST data set has 10 classes, 60K training instances and 10K test instances. For a larger-scale model, we pair the 20-layer residual network model (ResNet20) used in Frankle and Carbin [10] with the CIFAR10 data set [24]. CIFAR10 has 10 classes, 50K training instances and 10K test instances. For a more challenging data set, we pair the ResNet20 model with the CIFAR100 data set [24]. CIFAR100 has 100 classes, 50K training instances and 10K test instances. All data sets are freely available.

For evaluating performance on the classification task, we use the metrics of accuracy (↑), negative log likelihood (NLL, ↓), and expected calibration error (ECE, ↓). For assessing the efficiency of MCMC samplers, we use the metrics of effective sample size (ESS, ↑), and auto-correlation coefficient (ACF ↓). We provide detailed definitions of these metrics in Appendix A.3. Additional implementation details and training procedures for our experiments are presented in Appendix A.2. We now turn to describing the experiments and results.

**Experiment 1: How does SGHMC perform when applied to optimized sparse substructures?**

In this experiment, we evaluate the performance of SGHMC applied to substructures selected using the iterative pruning (IP-SGHMC) and iterative pruning with re-winding (IPR-SGHMC) methods. We compare to the baseline of SGHMC applied to the full, dense model (Full-SGHMC). The results are presented in Figure 1. As we can see, the drop in accuracy at 83% sparsity is less than 3% on FMNIST and CIFAR10 for both IP-SGHMC an IPR-SGHMC. On CIFAR100, IP-SGHMC performs well at 83% sparsity while IPR-SGHMC shows a larger drop. As expected, both methods show...
decreased accuracy as sparsity increases on all data sets. However, the drop in accuracy is minimal (less than 4%) on both FMNIST and CIFAR10 even at 95% sparsity. The degradation in accuracy is more pronounced on the more challenging CIFAR100 data set. We can also see that the negative log likelihood increases for both methods on both data sets as a function of sparsity. However, there is no clear advantage for either method. Finally, we can see that the expected calibration errors are very low on both FMNIST and CIFAR10 for both methods in terms of absolute level, while on CIFAR100 IP-SGHMC appears to exhibit poor calibration at lower sparsity levels.

To provide context for the trade-off between storage and performance, in Table 1 we show the total number of parameters that require storage under Full-SGHMC and IP-SGHMC on FMNIST and CIFAR10. The parameter counts for IPR-SGHMC are identical to those of IP-SGHMC and the parameters required for CIFAR100 are nearly identical to those required for CIFAR10 for all methods. We also include the parameter count for the base models (Full-OPT) for reference. Importantly, for the SGHMC methods, we report the total number of parameters in the complete sparse ensemble. As we can see, even at the lowest level of sparsity tested (83%), the savings in storage for the sparse posterior ensembles is highly significant compared to the dense posterior ensembles. At 95% sparsity, the sparse posterior ensembles have roughly twice the storage cost of the base model (Full-OPT). The trade-off between storage and performance appears to be quite favorable for both FMNIST and CIFAR10 at the lower sparsity levels relative to the full posterior ensemble.

We also provide a prediction inference time speedup comparison relative to the dense ensemble (Full-SGHMC) for the MLP200/FMNIST model in Table 1. For computing the speedups, we implemented the MLP200 model using the GNU Scientific Library’s (GSL) sparse matrix multiplication functions [23, 12] and ran experiments on an Apple Macbook Pro (8 GB Memory, M1 processor). As we can see, at 89% sparsity we achieve an ≈1.6× speedup, while at 95% sparsity we achieve ≈16× speedup. These are highly significant improvements in prediction inference time relative to the modest drop in prediction performance on FMNIST. We present additional details for this experiment in Appendix A.2, and an expanded set of results in Appendix A.4 (Table 4).

Experiment 2: How does SGHMC within random sparse substructures compare to SGHMC within optimized sparse substructures? While prior work on optimization-based learning indicates that directly learning high-quality models in compact or sparse models works less well than iterative pruning methods, iterative pruning methods are extremely slow to execute due to the large number of epochs needed to achieve high rates of sparsity. In this experiment we investigate the performance of different approaches to random generation of sparse substructures including random layer-wise masking with fixed sparsity rates per level (RLM(F)), as well as random global masking (RGM). We compare these against Full-SGHMC and IPR-SGHMC. We also compare to a random layer-wise masking variant that uses the per-layer sparsity levels obtained from iterative pruning with rewinding (RLM(IPR)). This approaches matches the per-layer sparsity level of the substructure identified by iterative pruning while randomizing the actual sub-

---

Table 2: Total training time (↓) for CIFAR10.

| Method           | Chains | Sparsity | Time (s) |
|------------------|--------|----------|----------|
| IPR-SGHMC        | 1      | 83%      | 19,244   |
| IPR-SGHMC        | 1      | 89%      | 22,866   |
| IPR-SGHMC        | 1      | 95%      | 30,111   |
| RLM(F)/RGM-SGHMC | 1      |          | 2,943    |
| RLM(F)/RGM-SGHMC | 5      |          | 12,452   |
| RLM(F)/RGM-SGHMC | 10     |          | 24,338   |

---

*We note that we do not include speedup results for convolutional models, but prior research shows these speedups to be in the range of $3 - 7\times$ as noted previously Park et al. [32], Li et al. [27].
structure. Since producing random substructures requires drastically reduced computation compared to iterative pruning, we sample several random substructures and run separate chains within each.

In Figure 2 we show the negative log likelihood results based on randomly sampling 10 substructures and running 10 separate chains. We divide the total sample budget evenly among the 10 chains. Surprisingly, the use of random substructures and parallel chains performs as well as or better than the use of a single SGHMC chain with a sparse sub-structure using iterative pruning at lower levels of sparsity. At higher levels of sparsity, iterative pruning outperforms random substructures with parallel chains. We also see that matching the per-layer sparsity levels of iterative pruning does produce improvements over uniform per-layer sampling.

In Table 2, we show the total training time for several of the methods investigated in this experiment. As we can see, the time required by the IPR-SGHMC method is very high due to the need to run iterative pruning to derive the sparsity mask before sampling can run. The training time also increases with the desired level of sparsity. Due to the fact that our masking implementation of SGHMC does not realize a speedup due to sparsity when sampling, the time required to run the random layer-wise masking approach with fixed sparsity per layer (RLM(F)-SGHMC) and the random global masking approach (RGM-SGHMC) are the same and independent of the sparsity level (including sampling in the fully dense model). As we can see, running 10 SGHMC chains at any level of sparsity requires total time approximately equal to running iterative pruning followed by one chain at the 89% sparsity level. However, the 10 RLM(F)-SGHMC chains can be run completely in parallel within an actual wall-clock period equal to the total time to run one chain. Overall, these results indicate that the use of iterative pruning appears to be unnecessary at lower sparsity levels so long as multiple chains are used to offset the selection of random substructures. It also suggests a number of other interesting possibilities such as running iterative pruning to further sparsify a randomly selected sparse structure, which we leave to future work. Additional results from this experiment are presented in Appendix A.4 (Figures 5-7).

Table 3: Mean ESS (↑) on CIFAR10.

| Sparsity    | 0%   | 89%  | 95%  |
|-------------|------|------|------|
| IPR-SGHMC   | 39.8224 | 41.5218 | 42.0768 |
| RLM(IPR)-SGHMC | - | 38.5486 | 38.6837 |
| RGM-SGHMC   | - | 37.7584 | 37.9131 |

Experiment 3: How does sampling within different types of sparse structures affect the underlying SGHMC Markov chain? In this experiment, we examine the structure of the SGHMC Markov chains that result from the use of different types of sparse structures. Prior observations regarding the difficulty of optimizing compact and sparse models suggests that mixing in a gradient-based sampler such as SGHMC might degrade in sparse models. However, the size of the space that the sampler operates in is also drastically reduced at high sparsity rates, which we might expect to improve mixing. The overall effect of parameter sparsity on MCMC methods has not been previously investigated.

Figure 3 shows the instantaneous negative log likelihood (iNLL) on the test set for several methods applied to the FMNIST and CIFAR10 data sets. Based on the iNLL plot, the burn-in time does appear to vary by the method on CIFAR10 with random sub-substructures requiring longer to burn in than optimized substructures and the full model. This observation may be due to the use of an optimization method to select the starting state of each chain, with the iterative pruning optimization process resulting in better initial states than the application of standard optimization methods to random sparse structures. However, all chains appear to be approximately stationary by 50 sampling epochs. On FMNIST, there appears to be much less sensitivity with respect to substructures and all chains burn in quickly. To assess mixing of the MCMC chain, we compute the ESS for each of the posterior ensembles. The mean ESS values are presented in Table 3. The results presented in Table 3 suggest no significant difference in ESS values as we increase the sparsity. Furthermore, as we move away from IPR based methods to random methods, we again observe no significant change in
ESS values. Thus, while there is no significant improvement in ESS values from moving to dense ensembles to sparse ensembles, there’s also no decrease in the ESS values. This is promising as it shows that mixing in sparse subspaces is no worse than the original space. Additionally, we also provide ACF plots for the iNLL from the 51st epoch to the 100th epoch (i.e. post burn-in) for each chain. These plots, along with the full set of iNLL plots are presented in Appendix [A.4](Figs [8]–[10]).

**Experiment 4: How does SGHMC compare to optimization-based learning of sparse substructures?** In this experiment, we compare full models using both optimization-based learning and SGHMC to sparse models learned using both optimization and SGHMC. We also compare to randomly-selected substructures. The results are presented in Figure 4. We again focus on iterative pruning with rewinding as the optimization-based method for deriving sparse structures. We focus on negative log likelihood as the performance measure. First, as we would expect, SGHMC outperforms optimization-based learning in the full models on all three data sets. Second, we note that SGHMC with the IPR-derived sparse structures also consistently out-performs the final optimized parameter values found for those same structures for all data sets and at all sparsity levels.

However, the relationship between the performance of the optimized models and SGHMC in sparse substructures is more complex. As we can see, at these sparsity levels, SGHMC under-performs Full-OPT on both FMNIST and CIFAR100. Note that the random layer-wise sparsity method shown uses 10 chains and as observed previously, this leads to improvements in performance over the IPR-based SGHMC approach at lower sparsity levels. This approach does at least slightly out-perform optimization applied to the full model on all data sets. Finally, we observe that the IPR-based SGHMC method is able to out-perform the optimization-based full model on the CIFAR10 data set even at the highest level of sparsity. The full set of results is given in Appendix [A.4](Fig [11]). The key takeaway here is that we can obtain useful trade-offs by opting with parallel chain SGHMC on sparse substructures against SGHMC/SGD on full models, leading to train and test time savings as well as storage savings.

5 Conclusions and Future Directions

In this paper, we have explored the open question of how stochastic gradient MCMC methods perform when restricted to performing inference within different types of sparse sub-structures. We derive multiple important conclusions from our experimental results. First, from the standpoint of classification performance, our results show that both single chains run within single substructures derived using iterative pruning methods and multiple chains run on multiple randomly selected sparse substructures can lead to effective trade-offs between posterior storage requirements, prediction time, and predictive performance compared to a full posterior ensemble for some model/data set combinations. Perhaps the most surprising result is that at lower levels of sparsity, running multiple MCMC chains on randomly selected sub-structures performs very similarly to iterative pruning approaches that can not be parallelized, and thus require drastically higher training times. However, iterative pruning-based structures do appear to have an edge on randomly selected sparse structures in terms of predictive performance at higher sparsity rates. They also appear to exhibit better mean expected sample size and require less burn-in time. A key direction for future research is the development and evaluation of optimization methods for selecting sparse structures with more modest run times than iterative pruning strategies. Additional future directions include investigating the compression of sparse posterior ensembles using distillation methods and considering the composition of sparse substructures with subspace inference to further improve sampling efficiency.
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A Appendix

A.1 SGHMC in sparse neural networks

In Algorithm 1, we present the SGHMC algorithm we use for neural networks with sparse substructure.

**Algorithm 1** Sparse Sub-Structure SGHMC

**Inputs:** \( \theta^{(0)}, m, D_{tr}, B, \alpha_0: \eta, S \)

**r** ← 0

for \((0 \leq s \leq S)\) do

Select mini-batch \( D_{tr}' \subset D_{tr} \) of size \( B \)

\[ \nabla \hat{U} \leftarrow -\nabla p(\theta^{(s)} | \gamma) - \frac{N}{B} \sum_{(x,y) \in D_{tr}'} \nabla p(y|x, \theta^{(s)}) \]

\[ r \leftarrow (1 - \eta) r - \alpha_k \nabla \hat{U} + \epsilon \cdot \sqrt{2/\eta} \tilde{\epsilon} \]

\[ \epsilon \sim N(0, I) \]

\[ \theta^{(s+1)} \leftarrow m \odot (\theta^{(s)} + r) \]

**Return:** \([\theta^{(1)}, ..., \theta^{(S)}] \)

A.2 Implementation Details

In this section we include the implementation details of the experimental protocols outlined in Section 4. For hyperparameter optimization, we started with the hyperparameters from [10] and further tuned the learning rate and scheduler to improve on their performance. We found our hyperparameters to work better.

- **MLP200/FMNIST:**
  - **SGD:** For all use-cases, whether for pre-training or for IP/IPR, we use standard SGD with a learning rate of 0.01, a weight decay of \( 1 \times 10^{-3} \), a momentum of 0.9, and 60 epochs. For the learning rate scheduler, we use a multi-step scheduler which reduces the learning rate by a factor of 0.1 at epochs 20 and 40.
  - **SGHMC:** For all implementations of SGHMC, we initialize the weights using SGD (as described above). We allow for a burn in of 50 epochs and then collect the number of pre-specified samples (e.g. for one chain we collect 50 samples). The learning rate is set to a constant value of \( \alpha_s = 0.01 \), the friction term \( \eta = 0.1 \) (i.e. momentum is 0.9), the prior precision is set to 60 (\( 1 \times 10^{-3} \times |D_{tr}| \)).

- **ResNet20/CIFAR10:**
  - **SGD:** We use SGD with a learning rate of 0.01, a weight decay of \( 1 \times 10^{-4} \), a momentum of 0.9, and 160 epochs. For the learning rate scheduler, we use a multi-step scheduler which reduces the learning rate by a factor of 0.1 at epochs 80 and 120.
  - **SGHMC:** As for the MLP200, we initialize the weights using SGD (as described above). We allow for a burn in of 50 epochs and then collect the number of pre-specified samples. The learning rate follows the cosine annealing scheduler with an initial learning rate of 0.2 and a final value of 0.0. The friction term \( \eta = 0.5 \) (i.e. momentum is 0.5), the prior precision is set to 60 (\( 1 \times 10^{-4} \times |D_{tr}| \)).

- **ResNet20/CIFAR100:**
  - **SGD:** We use the same settings as for ResNet20/CIFAR10.
  - **SGHMC:** We use the same settings as for ResNet20/CIFAR10.

For our paper, we use the SGHMC implementation provided by Vadera et al. [35]. We also utilize parts of the PyTorch implementation provided by Frankle and Carbin [10] for our experiments. Since the code for all our experiments is designed for a Slurm based GPU computing cluster, and can require several days to reproduce the results, we do not provide the full implementation with the supplementary material. However, the code for measure inference time at various sparsity levels for the MLP200/FMNIST setting can be found in the supplemental material. Please look at the README.txt file for further instructions on how to run the code in the supplemental material.
A.3 Evaluation Metrics

In this section we describe the metrics that we apply to evaluate the performance of sampling within different sparse sub-structures. Our primary interest is to evaluate the impact of different sparsity levels and methods for selecting sparse sub-structures on the resulting posterior ensembles as well as on the SGHMC algorithm itself. In this work, our focus will be on evaluating neural network classification models. The primary metrics that we will consider are accuracy, negative log likelihood, expected calibration error, autocorrelation of the SGHMC chains and the effective sample size of the posterior ensemble.

Accuracy (Acc): Recall that \( \hat{p}(y|x, D_{tr}) \) denotes the Monte Carlo approximation to the posterior predictive distribution. We define \( \hat{f}(x, D_{tr}) = \arg \max_{y' \in Y} \hat{p}(y'|x, D_{tr}) \) to be the corresponding classification function. We use a test set \( D_{te} \) to compute the accuracy of this classification function:

\[
\text{Acc} = \sum_{(x, y) \in D_{te}} [y = \hat{f}(x, D_{tr})].
\]

Negative Log-Likelihood (NLL): We compute the average negative predictive log likelihood given the posterior ensemble as:

\[
\text{NLL} = -\frac{1}{N_{te}} \sum_{(x, y) \in D_{te}} \log \hat{p}(y|x, D_{tr}).
\]

This measure provides more sensitivity to the quality of posterior predictive probabilities than accuracy.

Expected Calibration Error (ECE): We compute expected calibration error of the approximate posterior predictive distribution \( \hat{p}(y|x, D_{tr}) \) on the test set following the approach of [16]. In a perfectly calibrated model, among all of the data cases predicted to be positive with probability \( p \), we would expect the fraction that are true positives to be exactly \( p \). The expected calibration error estimates the degree of deviation of a model’s predictive probabilities from perfect calibration.

Autocorrelation Function (ACF): Autocorrelation functions are used to assess how correlated a univariate sequence with itself. The ACF is a useful tool for analyzing the correlation between functions of samples collected via a Markov chain. We select the instantaneous negative log likelihood function on the test set \( i\text{NLL}^{(s)} = -\frac{1}{N_{te}} \sum_{(x, y) \in D_{te}} \log p(y|x, \theta^{(s)}) \) as the summary statistic as it is a convenient way to summarize high dimensional sampled parameters. If nearby samples are very similar at a given lag, then the instantaneous log likelihood values will also be similar and the ACF will be high. Samples that are approximately IID would have ACF near zero at all lags.

Effective Sample Size (ESS): The effective sample size is used to assess the effective number of independently drawn samples materialized from a collection of Markov chains Robert and Casella [33, Page 499]. The ESS takes into account both the variance within and between chains and therefore summarizes the correlation between samples. High values indicate a more efficient Markov chain, where the samples are closer to being independent. As an example, completely independent samples would correspond to an ESS equal to the total number of samples collected. We use the implementation provided in Pyro to compute the ESS [3].

A.4 Additional Results

In this section we include additional results from the main paper. Figures 5 - 7 contain additional results from Experiment 2, examining the performance of SGHMC on random sparse sub-structures. Figures 9 & 10 contains additional ACF and iNLL from Experiment 3. Figure 11 contains the full panel of results from Experiment 4.
Table 4: Time comparison of inference on a CPU.

| Dataset | Method            | Sparsity | Inference Time/ data point (s) | Hardware                                      |
|---------|-------------------|----------|--------------------------------|-----------------------------------------------|
| FMNIST  | Full-SGHMC        | 0%       | 0.0104                         | 1× Apple Macbook Pro (8 GB memory, M1)        |
| FMNIST  | IP-SGHMC          | 83%      | 0.0097                         | 1.03×                                         |
| FMNIST  | IP-SGHMC          | 89%      | 0.0067                         | 1.55×                                         |
| FMNIST  | IP-SGHMC          | 95%      | 0.0032                         | 3.25×                                         |
| FMNIST  | IP-SGHMC          | 99.5%    | 0.0006                         | 17.33×                                        |
| FMNIST  | Full-OPT          | 0%       | 0.0002                         | 50×                                           |
| FMNIST  | Full-SGHMC        | 0%       | 0.0139                         | 1× Google Colab (13 GB memory, Intel Xeon@2.20GHz) |
| FMNIST  | IP-SGHMC          | 83%      | 0.0104                         | 1.33×                                         |
| FMNIST  | IP-SGHMC          | 89%      | 0.0069                         | 2×                                             |
| FMNIST  | IP-SGHMC          | 95%      | 0.0031                         | 4.48×                                         |
| FMNIST  | IP-SGHMC          | 99.5%    | 0.0007                         | 19.86×                                        |
| FMNIST  | Full-OPT          | 0%       | 0.0003                         | 50×                                           |

Figure 5: Performance comparison of SGHMC applied in random sparse sub-structure compared to SGHMC applied to full models on the FMNIST, CIFAR10 and CIFAR100 datasets. In this figure, we sample 1 random sparse sub-structure using each for the random sparse sub-structure selection methods denoted in the legend, and apply SGHMC to it. We collect total 50 samples from the chain.

Table 5: MLP200/FMNIST: Mean effective sample size. The same random mask must be used for all chains here for a fair application of the ESS across the chains. This is over the 50 samples post burn-in.

|                | Pruned | 0 %     | 89.1 %   | 95.3 %   |
|----------------|--------|---------|----------|----------|
| Full-SGHMC(5)  | 3.1969 | 4.6081  | 5.7829   |
| RLM(IPR)-SGHMC(5) | -  | 2.6937  | 2.7511   |
| RLM(F)-SGHMC(5) | -     | 3.0512  | 3.6698   |
| RGM-SGHMC(5)   | - 3.1178 | 3.5985  |           |
Figure 6: Performance comparison of SGHMC applied in random sparse sub-structure compared to SGHMC applied to full models on the FMNIST, CIFAR10 and CIFAR100 datasets. In this figure, we sample 5 random sparse sub-structures each using the random sparse sub-structure selection methods denoted in the legend, and run 5 parallel SGHMC chains. We collect 10 samples from each chain to obtain a total of 50 samples across 5 chains.

Figure 7: Performance comparison of SGHMC applied in random sparse sub-structure compared to SGHMC applied to full models on the FMNIST, CIFAR10 and CIFAR100 datasets. In this figure, we sample 10 random sparse sub-structures each using the random sparse sub-structure selection methods denoted in the legend, and run 10 parallel SGHMC chains. We collect 5 samples from each chain to obtain a total of 50 samples across 10 chains.
Figure 8: ACF plots for FMNIST and CIFAR10. The plots correspond to the case when sparsity level is set to 89%. We also include the full model as a baseline.
Figure 9: The top two figures show ACF and iNLL for FMNIST while the bottom two figures show ACF and iNLL for CIFAR10. The plots correspond to the case when sparsity level is set to 95%. We also include the full model as a baseline.
Figure 10: The top two figures show ACF and iNLL for CIFAR100 for a sparsity level of 89% while the bottom two figures show ACF and iNLL for CIFAR100 for a sparsity level of 95%. We also include a baseline with sparsity rate of 0%
Figure 11: Performance of SGHMC and optimization-based learning on the FMNIST, CIFAR10 and CIFAR100 datasets.