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Abstract—We consider a two-stage stochastic optimization problem, in which a long-term optimization variable is coupled with a set of short-term optimization variables in both objective and constraint functions. Despite that two-stage stochastic optimization plays a critical role in various engineering and scientific applications, there still lack efficient algorithms, especially when the long-term and short-term variables are coupled in the constraints. To overcome the challenge caused by tightly coupled stochastic constraints, we first establish a two-stage primal-dual decomposition (PDD) method to decompose the two-stage problem into a long-term problem and a family of short-term subproblems. Then we propose a PDD-based stochastic successive convex approximation (PDD-SCCA) algorithmic framework to find KKT solutions for two-stage stochastic optimization problems. At each iteration, PDD-SCCA first runs a short-term subalgorithm to find stationary points of the short-term subproblems associated with a mini-batch of the state samples. Then it constructs a convex surrogate for the long-term problem based on the deep unrolling of the short-term sub-algorithm and the back propagation method. Finally, the optimal solution of the convex surrogate problem is solved to generate the next iterate. We establish the almost sure convergence of PDD-SCCA and customize the algorithmic framework to solve two important application problems. Simulations show that PDD-SCCA can achieve superior performance over existing solutions.

Index Terms—Two-stage stochastic optimization, primal-dual decomposition, Deep unrolling

I. INTRODUCTION

In this paper, we consider the following two-stage stochastic optimization problem:

\[ \mathcal{P} : \min_{\mathbf{x}, \Theta} f_0(\mathbf{x}, \Theta) \triangleq \mathbb{E}[g_0(\mathbf{x}, y(\xi))], \]

\[ \text{s.t. } f_i(\mathbf{x}, \Theta) \triangleq \mathbb{E}[g_i(\mathbf{x}, y(\xi))] \leq 0, \quad i = 1, \ldots, m \]

\[ h_j(y(\xi), \xi) \leq 0, \quad j = 1, \ldots, n, \forall \xi \in \Omega, \]

where \( \mathbf{x} \in \mathcal{X} \) is the long-term (first stage) optimization variable, with \( \mathcal{X} \) being the domain of \( \mathbf{x} \); \( \xi \) is a random state defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with \( \Omega \) being the sample space, \( \mathcal{F} \) being the \( \sigma \)-algebra generated by subsets of \( \Omega \), and \( \mathbb{P} \) being a probability measure defined on \( \mathcal{F} \); \( y(\xi) \) is the short-term (second stage) optimization variable under state \( \xi \); and \( \Theta \triangleq \{y(\xi) \in \mathcal{Y}, \forall \xi\} \) is the collection of the short-term optimization variables for all possible states, with \( \mathcal{Y} \) being the domain of the short-term optimization variable \( y \). \( f_i(\mathbf{x}, \Theta) \leq 0, \quad i = 1, \ldots, m \) are called the long-term constraints and \( h_j(y(\xi), \xi) \leq 0, \quad j = 1, \ldots, n \) are called the short-term constraints under the state \( \xi \). Clearly, in \( \mathcal{P} \), the long-term variable \( \mathbf{x} \) is adaptive to the distribution/statistics of the random state \( \xi \), while the short-term variable \( y \) is adaptive to the realization of the random state \( \xi \).

The study of the stochastic optimization in Problem \( \mathcal{P} \) is motivated by the following observations. Many physical systems are not deterministic and we must take into account of the underlying random state \( \xi \) in modelling optimization problems. Moreover, in practice, some optimization variables have to be optimized before observing the realization of the state \( \xi \), while the other optimization variables can be optimized after observing the realization of the state \( \xi \). These two types of optimization variables can be modeled by the long-term optimization variable and short-term optimization variable, respectively. For example, consider a multi-access channel with \( K \) users. There are \( M \) antennas at the receiver and a single antenna at each user (transmitter). The receiver applies linear beamforming to decode the information, and the average data rate of user \( k \) is given by

\[ \mathbb{E} \left[ \log \left( 1 + \frac{p_k |u_k^H(\alpha) a_k|^2}{1 + \sum_{\ell \neq k} p_\ell |u_\ell^H(\alpha) a_\ell|^2} \right) \right], \]

where \( a_k \) is the channel of user \( k \), \( \alpha = \{a_k, \forall k\} \) is the aggregate channel state, \( p_k \) is the transmit power for user \( k \), and \( u_k(\alpha) \) is the receive beamforming vector of user \( k \) for given channel state \( \alpha \). Suppose the users only know the channel statistics and the receiver has perfect channel state information (CSI) \( \alpha \). As such, the transmit power \( p_k \) is a long-term optimization variable only adaptive to the channel statistics, and the receive beamforming vectors \( u_k^H(\alpha) \), \( \forall \alpha \) are short optimization variables adaptive to the CSI \( \alpha \). The design goal is to minimize the total transmit power subject to the average data rate constraints for each user:

\[ \min_{\{p_k, u_k(\alpha)\}} \sum_{k=1}^{K} p_k \]

\[ \text{s.t. } \mathbb{E} \left[ \log \left( 1 + \frac{p_k |u_k^H(\alpha) a_k|^2}{1 + \sum_{\ell \neq k} p_\ell |u_\ell^H(\alpha) a_\ell|^2} \right) \right] \leq 0, \forall k. \]

Problem (3) is an instance of Problem \( \mathcal{P} \) with random state \( \alpha \). In fact, many important engineering and scientific applications, such as those considered in wireless resource optimizations \([1-3]\), transportation network design \([4]\) and machine/deep learning \([5-7]\), can be viewed as instances of the two-
stage stochastic optimization problem $\mathcal{P}$. Despite its wide applications, Problem $\mathcal{P}$ is very challenging and there only exist solutions for some specific applications. The existing two-stage stochastic optimization algorithms can be classified into the following four classes.

**Deterministic Algorithms based on Sample Average Approximation (SAA):** In this class, problem $\mathcal{P}$ is approximated as a deterministic optimization problem $\tilde{\mathcal{P}}$ by replacing the objective/constraint functions $f_i(x, \Theta)$, $i = 0, 1, \ldots, m$ with their SAA approximations $\tilde{f}_i(x, \Theta) \triangleq \frac{1}{T} \sum_{j=1}^{T} g_i(x, y(\xi_j), \xi_j)$, $i = 0, 1, \ldots, m$ using $T \gg 1$ state samples $\xi_j, j = 1, \ldots, T$. Then, various deterministic optimization algorithms such as majorization-minimization (MM) [8] and successive convex approximation (SCA) [9] can be used to solve the resulting deterministic optimization problem $\tilde{\mathcal{P}}$ to obtain an approximate solution for Problem $\mathcal{P}$. In order to achieve a good approximation, $T$ is usually chosen to be a large number and thus the SAA-based deterministic algorithms suffer from very high complexity.

**Primal-Dual Decomposition Algorithms:** The primal-dual methods refer to the approaches which concurrently solving a primal problem (corresponding to the original optimization task) as well as a dual formulation of this problem [10]. Primal-dual methods have been primarily employed in convex optimization problems and they are usually not guaranteed to converge in the non-convex case [10]. In [11], a nonconvex primal-dual decomposition method is proposed for separable optimization problem, where the optimization variables are separable in both objective and constraint functions. However, it cannot be applied to our problem because: 1) the long-term and short-term optimization variables in $\mathcal{P}$ are coupled together in the objective/constraint functions, which does not satisfy the separable assumption in [11]; 2) the nonconvex primal-dual decomposition method in [10] is only locally convergent to an (locally) optimal solution when the initial point is sufficiently close to it. In [12], a new primal-dual decomposition algorithm is proposed for two-stage stochastic optimization with a convex objective and stochastic recourse matrices. However, it does not work for non-convex stochastic optimization.

**Two-stage Stochastic Algorithms with Increasing Batch Size:** In this class, it is usually assumed that one independent state sample can be observed at the beginning of each iteration of the algorithm. Then, at the $t$-th iteration, the algorithm uses all the available $t$ state samples observed in the previous $t$ iterations to update the long-term variable and $t$ short-term variables associated with the $t$ state samples, whose complexity may become unacceptable when the number of iterations $t$ becomes large. A famous example of this class is the stochastic cutting plane algorithm (SCPA), which only works for two-stage stochastic convex problems [1]. In [3], an approximate stochastic cutting plane algorithm (ASCPA) is proposed to find a sub-optimal solution for a class of two-stage stochastic non-convex optimization problems with piece-wise linear objective functions. In [2], an alternating optimization (AO) algorithm with increasing batch size is proposed to find a stationary point for a two-stage stochastic non-convex optimization problem.

**Two-stage Stochastic Algorithm with Finite Batch Size:**

For the special case when the long-term and short-term variables are decoupled in the constraint, i.e., when $m = 0$ and the coupled constraints $f_i(x, \Theta) \leq 0$ is absent, a two-stage stochastic algorithm called TOSCA with finite batch size is proposed in [14] to find a stationary point of Problem $\mathcal{P}$. In this case, it is assumed that a finite batch of $B \geq 1$ independent state samples can be observed at the beginning of each iteration. Then, at each iteration, the TOSCA algorithm uses $B$ state samples to update the long-term variable and $B$ short-term variables associated with the $B$ state samples. The batch size $B$ can be chosen to achieve a good tradeoff between the per-iteration complexity and the convergence speed.

**Deep Learning (DL) Algorithms:** Recently, DL has been widely applied to solve complicated optimization problems in various application areas [15]–[17]. For example, [15] is one of the pioneer works to consider resource allocation using DL-based optimization technique. In [17], the implementability of the global optimal solution with DL is demonstrated for a non-convex power allocation problem. A few DL algorithms have also been proposed to solve $\mathcal{P}$ for the special case when the long-term variable $x$ is absent and only the short-term variables $y(\xi)$ is present [6], [7], [18]. In this case, we can use a DNN $\phi(\xi; \theta)$ to approximate the optimal solution $y^*(\xi)$ and the optimal parameter $\theta^*$ for the DNN can be found by solving the following unsupervised DL problem:

$$\min_{\theta} \mathbb{E}[g_0(\phi(\xi; \theta), \xi)],$$

s.t. $\mathbb{E}[g_i(\phi(\xi; \theta), \xi)] \leq 0, \ i = 1, \ldots, m$

$$h_j(\phi(\xi; \theta), \xi) \leq 0, \ j = 1, \ldots, n, \forall \xi.$$

However, existing DL optimizers are not suitable for handling complicated stochastic constraints in [4], [18]. To resolve this issue, a penalizing method is applied to transform the original constrained training problem to an unconstrained one by augmenting a penalty term associated with the complicated constraints into the objective function [6], [7]. In [18], a primal-dual method is employed to solve the constrained training problem in [4]. However, when both the objective and constraint functions in [4] are non-convex, the methods in [6], [7], [18] cannot guarantee the convergence to a feasible stationary point of the original problem $\mathcal{P}$. Moreover, the DNN solution $\phi(\xi; \theta)$ does not exploit the specific problem structure and the number of parameters $\theta$ is usually large, leading to a high complexity and slow convergence of the DL algorithms.

In summary, there still lacks efficient algorithms for the two-stage stochastic optimization problem $\mathcal{P}$, especially when the long-term and short-term variables are tightly coupled in the constraints. In this paper, we propose a two-stage stochastic optimization algorithmic framework based on a primal-dual decomposition method and deep unrolling, to overcome the disadvantages of the above existing algorithms. The main contributions are summarized as follows.

- **Two-stage primal-dual decomposition method:** The existing primal-dual (decomposition) methods cannot handle the tightly coupled non-convex stochastic constraints containing both the long-term and short-term variables, as
explained above. To overcome this challenge, we establish a novel two-stage primal-dual decomposition method to decompose $\mathcal{P}$ into a family of short-term subproblems $\mathcal{P}_S(x, \lambda, \xi), \forall \xi$ for fixed long-term variable $x$ and Lagrange multipliers $\lambda$, and a long-term problem $\mathcal{P}_L$ with both $x$ and $\lambda$ as the optimization variables, where $\lambda = [\lambda_1, ..., \lambda_m]^T \succeq 0$ are the Lagrange multipliers associated with the long-term constraints $f_i(x, \theta) \leq 0, i = 1, ..., m$. Since this method involves solving both a primal problem and a “mixed-primal-dual” problem (i.e., a problem containing both primal variable $x$ and dual variable $\lambda$), and the primal problem is further decomposed into short-term subproblems, we call it the two-stage “primal-dual decomposition” method. Such a decomposition method is clearly different from the existing primal-dual methods in [10]-[12]. We establish the global and local optimality of this decomposition method in Theorem 1 and 2, respectively, whose proofs are non-trivial as shown in Appendix 1 and 2.

- **A two-stage stochastic optimization framework:** We propose a primal-dual decomposition based stochastic convex approximation (PDD-SSCA) framework which can be applied to a class of two-stage stochastic optimization problems that satisfy certain smooth conditions as will be given in Assumption 1, without any other restrictive assumptions. For example, the long-term and short-term variables can have tight coupling in the constraints and all objective and constraint functions can be non-convex. As such, this optimization framework opens the door to solving two-stage stochastic optimization problems that occur in many new applications. We establish the convergence of PDD-SSCA to KKT solutions of $\mathcal{P}$ under mild conditions. To the best of our knowledge, the proposed PDD-CSSCA is the first algorithm that can guarantee the convergence to a KKT solution of a two-stage stochastic optimization problem with tightly coupled non-convex stochastic constraints.

- **Specific PDD-SSCA algorithm design for some important applications:** We apply PDD-SSCA to solve two important problems in wireless resource allocation and hybrid analog-digital signal processing, respectively. We believe that the proposed PDD-SSCA solutions for these problems alone are of great interest to the community.

The rest of the paper is organized as follows. The assumptions on the problem formulation is given in Section IV together with some application examples. The primal-dual decomposition method for two-stage stochastic optimization is established in Section III. The PDD-SSCA algorithm and the convergence analysis are presented in Section V and some implementation details are discussed in Section VI. Section VI-C applies PDD-SSCA to solve two important application problems. Finally, the conclusion is given in Section VI-C.

II. PROBLEM FORMULATION

A. Assumptions on Problem $\mathcal{P}$

We make the following assumptions on Problem $\mathcal{P}$.

**Assumption 1** (Assumptions on Problem $\mathcal{P}$).
1) $\mathcal{X} \subseteq \mathbb{R}^{n_x}$ and $\mathcal{Y} \subseteq \mathbb{R}^{n_y}$ for some positive integers $n_x$ and $n_y$. Moreover, $\mathcal{X}, \mathcal{Y}$ are compact and convex.
2) The functions $g_i(x, y, \xi), i = 0, ..., m$ are real valued and continuously differentiable functions in $x \in \mathcal{X}, y \in \mathcal{Y}$.
3) The functions $h_j(y, \xi), j = 0, ..., n$ are real valued and continuously differentiable functions in $y \in \mathcal{Y}$.
4) For any $i \in \{0, ..., m\}$ and $\xi \in \Omega$, the function $g_i(x, y, \xi)$, its derivative w.r.t. $x$ and $y$, and its second-order derivative w.r.t. $x$ and $y$, are uniformly bounded.
5) For any $j \in \{1, ..., n\}$ and $\xi \in \Omega$, the function $h_j(y, \xi)$, its derivative w.r.t. $y$, and its second-order derivative w.r.t. $y$, are uniformly bounded.
6) For any $\xi \in \Omega$, the short-term constraints are feasible, i.e., $\exists y \in \mathcal{Y}$, such that $h_j(y, \xi) \leq 0, \forall j$. Moreover, Problem $\mathcal{P}$ is feasible.

These conditions are standard and are satisfied for a large class of problems. For ease of exposition, we assume $x, y$ are real vectors. Nevertheless, the proposed algorithm can be directly applied to the case with complex optimization variables $x, y$ by treating each function $g_i(x, y, \xi)$ in the problem as a real valued function of real vectors $[\text{Re}[x]; \text{Im}[x]]$ and $[\text{Re}[y]; \text{Im}[y]]$.

B. Examples of Problem $\mathcal{P}$

Problem $\mathcal{P}$ embraces many applications. In the following, we give two important examples.

**Example 1** (Cognitive Multiple Access Channels [19]). Consider a multi-user uplink cognitive (CR) network [19] with one licensed primary user (PU) and $N$ secondary users (SUs). The SUs share time and frequency resources with the PU and desire to transmit their data to a secondary base station (SBS). The SBS and all users are all equipped with only a single antenna. Let $a_i$ and $b_i$ denote the channel gain from SU $i$ to the SBS and the PU, respectively. The average sum capacity maximization problem can be formulated as [19]

$$
\max_{\{p(a, b)\}} \mathbb{E} \left[ \log \left( 1 + \sum_{i=1}^{N} a_i p_i(a, b) \right) \right], \tag{5}
$$

s.t. $\mathbb{E} \left[ p_i(a, b) \right] \leq P_i, i = 1, ..., N$

$$
\mathbb{E} \left[ \sum_{i=1}^{N} b_i p_i(a, b) \right] \leq \Gamma,
$$

$p_i(a, b) \geq 0, i = 1, ..., N, \forall a, b,$

where $a = [a_1, ..., a_N]^T$, $b = [b_1, ..., b_N]^T$, $p_i(a, b)$ is the transmit power at SU $i$ when the channel state is $a, b$, $p(a, b) = [p_1(a, b), ..., p_N(a, b)]^T$, $P_i$ and $\Gamma$ stand for the long-term transmit power budget at SU $i$ and the interference threshold constraint for the PU, respectively. Clearly, problem (5) is a special case of $\mathcal{P}$ with short-term variables $p(a, b), \forall a, b$ only. The random state is the channel state $a, b$.

**Example 2** (Power Minimization for Two-timescale hybrid beamforming [20]). Massive MIMO is considered as one of
the key technologies in 5G wireless systems. Consider a multi-user massive MIMO downlink system where a base station (BS) serves $K$ single-antenna users. The BS is equipped with $M \gg 1$ antennas and $S$ transmit RF chains, where $K \leq S < M$. Two-timescale hybrid beamforming is employed at the BS to support simultaneous transmissions to the $K$ users, with reduced hardware cost and channel state information (CSI) signaling overhead [20–22]. Specifically, the precoder is split into a baseband precoder and an RF precoder as $F_G$, where $G = [g_1, ..., g_K] \in \mathbb{C}^S \times K$ is the baseband precoder, and $F \in \mathbb{C}^{M \times S}$ is the RF precoder using the RF phase shifting network [23]. Hence, all elements of $F$ have equal magnitude, i.e., $F_{m,s} = e^{j\theta_{m,s}}$, where $\theta_{m,s}$ is the phase of the $(m,s)$-th element $F_{m,s}$ of $F$. The RF precoder $F$ can be represented by a phase vector $\theta \in \mathbb{R}^{MS}$ whose $((j-1)M + i)$-th element is $\theta_{i,j}$.

We focus on a coherence time interval of channel statistics within which the channel statistics (distribution) are assumed to be constant. The coherence time of channel statistics is divided into $T_f$ frames and each frame consists of $T_s$ time slots, as illustrated in Fig. 1. The channel state $H = [h_1, ..., h_K] \in \mathbb{C}^{K \times M}$ is assumed to be constant within each time slot, where $h_k \in \mathbb{C}^M$ is the channel vector of user $k$. We assume that the BS can obtain the real-time effective CSI $\bar{H} = H F \in \mathbb{C}^{K \times S}$ at each time slot, and one outdated channel sample $\tilde{H}$ at each frame. In the TH design, the analog precoder $\tilde{F}$ is only updated once per frame based on the outdated channel sample $\tilde{H}$ to achieve massive MIMO array gain. The digital precoder $G$ is adaptive to the real-time effective CSI $\bar{H} \in \mathbb{C}^{K \times S}$ to achieve the spatial multiplexing gain. Note that the effective CSI $\bar{H}$ usually has much lower dimension than the full channel sample $H$. Therefore, it is possible to obtain the real-time effective CSI $\bar{H}$ at each time slot by sending pilot signals with analog precoder $\tilde{F}$. However, we can only obtain one outdated full channel sample $H$ at each frame because obtaining the real-time full CSI $H$ per time slot will cause unacceptable CSI signaling overhead in massive MIMO. Therefore, we cannot optimize both the analog and digital precoders based on the real-time full CSI $H$ at each time slot. $F$ and $G$ have to be optimized at different timescale based on the outdated channel sample $\tilde{H}$ and real-time effective CSI $\bar{H}$, respectively, using e.g., the proposed PDD-SSCA algorithm. In this example, each frame corresponds to an iteration of PDD-SSCA.

For given RF precoding phase vector $\theta$, baseband precoder $G$ and channel realization $H$, the data rate of user $k$ is given by

$$r_k(\theta, G, H) = \log \left(1 + \frac{|h_k^H F g_k|^2}{\sum_{i \neq k} |h_k^H F g_i|^2 + 1}\right).$$  

Note that $F$ is a function of $\theta$. Consider the problem of average transmit power minimization for the above massive MIMO system with individual average rate constraint for each user, which can be formulated as:

$$\min_{\theta, (G(H), H)} E \left[ Tr \left( F G (H) G^H (H) F^H \right) \right],$$  

s.t. $E[r_k(\theta, G(H), H)] \geq \gamma_k, k = 1, ..., K$, where $\gamma_k$ is the throughput requirement for user $k$. Problem (7) is an instance of Problem $P$ with random state $H$.

C. KKT Solution of Problem $P$

Since Problem $P$ is in general non-convex, we focus on designing an efficient algorithm to find KKT solutions of Problem $P$, defined as follows.

Definition 1 (KKT solution of $P$). A solution $(x^*, \Omega^*) = \{y^*(\xi) \in \mathcal{Y}, \forall \xi\}$ is called a KKT solution of Problem $P$, if there exist long-term Lagrange multipliers $\lambda = [\lambda_1, ..., \lambda_m]^T \geq 0$ associated with the long-term constraints and short-term Lagrange multipliers $\nu_j(\xi) \geq 0, \forall j, \forall \xi$ associated with the short-term constraints, such that the following conditions are satisfied:

1) For every $\xi \in \Omega$ outside a set of probability zero, we have

$$\partial_y g_0 (x^*, y^*(\xi), \xi) + \sum_i \lambda_i \partial_y g_i (x^*, y^*(\xi), \xi) + \sum_j \nu_j(\xi) \partial_y h_j (y^*(\xi), \xi) = 0,$$

$$h_j (y^*(\xi), \xi) \leq 0, j = 1, ..., n,$$

$$\nu_j(\xi) h_j (y^*(\xi), \xi) = 0, j = 1, ..., n.$$  

(8)

2) $\partial_x f_0 (x^*, \Theta^*) + \sum_i \lambda_i \partial_x f_i (x^*, \Theta^*) = 0,$

$$f_i (x^*, \Theta^*) \leq 0, \forall i.$$  

(9)

3) $\lambda_i f_i (x^*, \Theta^*) = 0, i = 1, ..., m.$  

(10)
III. Two-Stage Primal-Dual Decomposition Method

A. Two-Stage Primal-Dual Decomposition for $P$

One major challenge of solving $P$ is that, the long-term variable $x$ and the short-term variables $y(\xi)$’s for different states are coupled together in a complicated manner via the long-term constraint. As discussed in the introduction, the existing primal-dual (decomposition) methods in [10–12] cannot work for problem $P$ with tightly coupled non-convex stochastic constraints. To overcome this challenge, we prove a novel primal-dual decomposition method to decouple the optimization variables. Specifically, for a fixed long-term variable $x$ and long-term Lagrange multipliers $\lambda$, let $\phi_{x,\lambda}$ denote the optimal short-term policy, which is defined as a mapping from $\Omega$ to $\mathcal{Y}$ such that $y^*(x, \lambda, \xi) = \phi_{x,\lambda}(\xi)$ is the optimal solution of the following short-term subproblem:

$$
P_S \left( x, \lambda, \xi \right): \min_y \{ g_0(x, y, \xi) + \sum_i \lambda_i g_i(x, y, \xi) \}, \quad (11)
$$

s.t. $h_j(y, \xi) \leq 0, \quad j = 1, \ldots, n.$

Note that the optimal short-term policy is not necessarily unique and the set of all optimal short-term policies is denoted as $\Phi_{P,\lambda}^*$. When $\Phi_{P,\lambda}^*$ have multiple elements, we choose one optimal short-term policy $\phi_{x,\lambda}$ as $\phi_{x,\lambda} \in \arg\min_{\phi \in \Phi_{x,\lambda}^*} \max_{\xi \in \{ 1, \ldots, m \}} \mathbb{E} \left[ g_i(x, \phi(\xi), \xi) \right]$, where $\Phi_{x,\lambda}^* \triangleq \arg\min_{\phi \in \Phi_{x,\lambda}^*} \sum_i \lambda_i \mathbb{E} \left[ g_i(x, \phi(\xi), \xi) \right]$ is the set of all optimal short-term policies that minimize $\sum_i \lambda_i \mathbb{E} \left[ g_i(x, \phi(\xi), \xi) \right]$. In other words, we choose $\phi_{x,\lambda}$ as an optimal short-term policy which is most likely to satisfy the constraints and complementary slackness condition of the original Problem $P$. With the optimal short-term policy $\phi_{x,\lambda}$ and $\{y^*(x, \lambda, \xi) = \phi_{x,\lambda}(\xi), \forall \xi\}$ chosen according to the above rule, we formulate the following two-stage long-term problem

$$
P_L : \min_{x, \lambda} f^0(x, \lambda) \triangleq \mathbb{E} \left[ g_0(x, y^*(x, \lambda, \xi), \xi) \right], \quad (12)
$$

s.t. $f^i(x, \lambda) \triangleq \mathbb{E} \left[ g_i(x, y^*(x, \lambda, \xi), \xi) \right] \leq 0, \forall i.$

Problem $P_L$ only contains long-term variables $x, \lambda$. Now we are ready to establish a two-stage primal-dual decomposition theorem for Problem $P$.

Theorem 1 (Two-stage Primal-Dual Decomposition). Let $(x^*, \lambda^*)$ denote any optimal solution of $P_L$. Define

$$
G_{i}^{\min} (x) \triangleq \min_{\Theta} f_i(x, \Theta), \quad \text{s.t. (2) is satisfied},
$$

$$
G_{i}^{\max} (x) \triangleq \max_{\Theta} f_i(x, \Theta), \quad \text{s.t. (2) is satisfied}.
$$

If there exists an optimal solution of $P$, denoted as $x^*, \Theta^* = \{y^*(\xi), \forall \xi\}$, such that there exist arbitrary small numbers $\delta_i \in (0, G_{i}^{\min} (x^*) - G_{i}^{\max} (x^*))$, $i = 1, \ldots, m$, then $(x^*, \Theta^* = \{y^*(x^*, \lambda^*, \xi) \in \mathcal{Y}, \forall \xi\})$ is also the optimal solution of $P$.

Please refer to Appendix [II] for the proof.

Note that the condition in Theorem 1 means that for fixed long-term variable $x^*$, the maximum value of the constraint function $G_{i}^{\max} (x^*)$ is strictly larger than the minimum value of the constraint function $G_{i}^{\min} (x^*)$, which can be easily satisfied in practice. Theorem 1 essentially states that $P$ can be decomposed into a family of short-term subproblems $P_S (x, \lambda, \xi)$ for fixed $x, \lambda, \xi$ and a long-term problem $P_L$ with $x, \lambda$ as optimization variables. However, it is not convenient to directly apply Theorem 1 for algorithm design because such a decomposition requires the optimal solution of the short-term subproblem $P_S (x, \lambda, \xi)$ for each $\xi$, which is difficult to obtain in practice, especially when $P_S (x, \lambda, \xi)$ is non-convex. Therefore, in the following, we will establish a relaxed primal-dual decomposition method which does not require the optimal solution of $P_S (x, \lambda, \xi)$. Consequently, the relaxed primal-dual decomposition method can be applied to design an efficient algorithm to find KKT solutions of $P$ up to certain tolerable error.

B. Relaxed Two-Stage Primal-Dual Decomposition

Let $y^j(x, \lambda, \xi)$ denote a stationary point (up to certain tolerable error) of the short-term subproblem $P_S (x, \lambda, \xi)$ obtained by running a short-term sub-algorithm for $J$ iterations. The short-term sub-algorithm is basically an iterative algorithm to find a stationary point of the short-term subproblem $P_S (x, \lambda, \xi)$. In other words, $y^j(x, \lambda, \xi)$ satisfies the KKT conditions of $P_S (x, \lambda, \xi)$ (up to certain tolerable error) as

$$
\begin{align*}
\| \partial_y g_0(x, y^j(x, \lambda, \xi), \xi) + \sum_i \lambda_i \partial_y g_i(x, y^j(x, \lambda, \xi), \xi) &+ \sum_j \nu_j(x, \lambda, \xi) \partial_y h_j(y^j(x, \lambda, \xi), \xi) = e^j_0(x, \lambda, \xi), \\
\partial_y h_j(y^j(x, \lambda, \xi), \xi) &\leq e^j_2(x, \lambda, \xi), \quad j = 1, \ldots, n, \\
\nu_j(x, \lambda, \xi) h_j(y^j(x, \lambda, \xi), \xi) &\leq e^j_{3,j}(x, \lambda, \xi), \quad j = 1, \ldots, n,
\end{align*}
$$

where $\nu_j(x, \lambda, \xi) \geq 0, \forall j$ are the short-term Lagrange multipliers, and $e^j_0(x, \lambda, \xi), e^j_2(x, \lambda, \xi), e^j_{3,j}(x, \lambda, \xi), j = 1, \ldots, n$ is the error due to that the short-term sub-algorithm only runs for a finite number of $J$ iterations. Suppose that the short-term sub-algorithm converges to a stationary point of $P_S (x, \lambda, \xi)$ as $J \rightarrow \infty$. Then for all $x \in \mathcal{X}, \lambda \geq 0$, we have

$$
\lim_{J \rightarrow \infty} e^j_0(x, \lambda, \xi) = 0, \quad i = 1, 2, \lim_{J \rightarrow \infty} e^j_{3,j}(x, \lambda, \xi) = 0, \forall j.
$$

Note that in practice, the short-term sub-algorithm always runs for a finite number of iterations. Therefore, it is meaningful to derive a relaxed primal-dual decomposition theorem for this case.

With the notation of $y^j(x, \lambda, \xi)$, we formulate the following relaxed long-term problem

$$
P_L^j : \min_{x, \lambda} f^0(x, \lambda) \triangleq \mathbb{E} \left[ g_0(x, y^j(x, \lambda, \xi), \xi) \right], \quad (14)
$$

s.t. $f^i(x, \lambda) \triangleq \mathbb{E} \left[ g_i(x, y^j(x, \lambda, \xi), \xi) \right] \leq 0, \forall i.$

Problem $P_L^j$ only contains long-term variables $x, \lambda$. Let

$$
\nabla_x f^i(x, \lambda) \triangleq \mathbb{E} \left[ \partial_x y^j \partial_y g_i(x, y^j, \xi) + \partial_x g_i(x, y^j, \xi) \right]
$$

and

$$
\nabla_{\lambda} f^i(x, \lambda) \triangleq \mathbb{E} \left[ \partial_{\lambda} y^j \partial_y g_i(x, y^j, \xi) + \partial_{\lambda} g_i(x, y^j, \xi) \right]
$$

denote the derivative of $f^i(x, \lambda)$ w.r.t. $x$ and $\lambda$, respectively, where $\partial_x y^j = \partial_{x} y^j(x, \lambda, \xi) \in \mathbb{R}^{n_x \times n_y}$.
Then the primal-dual pair \((x^*, \lambda^*)\) is satisfied if the following KKT conditions hold: The gradients of the long-term constraints and the gradients of the inequality constraints are different, \(g_i(x, \lambda, \xi) \neq 0\) or \(\lambda_i \neq 0\), for each \(i\). In the following theorem, we establish a relaxed primal-dual decomposition theorem for the two-stage problem \(P\), which provides a foundation for the algorithm design.

**Theorem 2** (Relaxed Two-stage Primal-Dual Decomposition). Suppose that for every \(\xi \in \Omega\) outside a set of probability zero, \(y^j(x, \lambda, \xi)\) is continuously differentiable in \(x \in \Omega\) and \(\lambda \geq 0\). Let \(x^*, \lambda^*\) denote a KKT point of \(P^j\), i.e., there exists Lagrange multipliers \(\bar{\lambda} = [\bar{\lambda}_1, \ldots, \bar{\lambda}_m]^T \geq 0\) such that the following KKT conditions are satisfied:

\[
\begin{align*}
\nabla_x f_0^j(x^*, \lambda^*) + \sum_i \lambda_i \nabla_x f_i^j(x^*, \lambda^*) &= 0, \\
\nabla_{\lambda} f_0^j(x^*, \lambda^*) + \sum_i \lambda_i \nabla_{\lambda} f_i^j(x^*, \lambda^*) &= 0, \\
\lambda_i (f_i^j(x^*, \lambda^*) - \bar{\xi}_i) &= 0, \quad \forall i.
\end{align*}
\]

Then the primal-dual pair \((x^*, \lambda^*)\) and \(\lambda^*\) satisfies the KKT conditions in \([9, 9] and \(10\) up to an error of \(O(\epsilon(J))\), where \(\lim_{J \to \infty} \epsilon(J) = 0\), providing that the following linear independence constraint qualification (LICQ) holds: The gradients of the long-term constraints \(\nabla_{\lambda} f_i^j(x^*, \lambda^*)\), \(\forall i\) are linearly independent, and the gradients of the short-term constraints \(\partial_{\lambda} h_j(y^j(x, \lambda, \xi), \xi)\), \(\forall j\) are also linearly independent for every \(\xi \in \Omega\) outside a set of probability zero.

Please refer to Appendix \([9, 9]\) for the proof.

The LICQ in Theorem 2 is used to guarantee the complementary slackness in (10). It is similar to another well-known regularity condition, the linear independence constraint qualification (LICQ\(^1\)) in the sense that they both require linear independence conditions on some gradients. However, the details are different, e.g., LICQ requires that the gradients of the active inequality constraints and the gradients of the equality constraints are linearly independent. On the other hand, the condition that \(y^j(x, \lambda, \xi)\) is continuously differentiable can be guaranteed by the relaxed sub-algorithm design, as will be detailed in Section \([9, 9]\).

### IV. Primal-Dual Decomposition Based Stochastic Successive Convex Approximation

Theorem 2 states that a KKT solution (up to error \(\epsilon(J)\)) can be found by first solving a stationary point \(x^*, \lambda^*\) of the relaxed long-term problem \(P^j\), and then finding a stationary point \(y^j(x, \lambda, \xi)\) of \(P_S(x^*, \lambda^*, \xi)\) for each \(\xi\). In this section, we propose PDD-SSCA to find KKT solutions of \(P\). Specifically, PDD-SSCA contains two sub-algorithms: a long-term sub-algorithm and a short-term sub-algorithm. We first present the long-term sub-algorithm which converges to a stationary point of the non-convex constrained stochastic optimization problem \(P^j\). Then, we discuss several general methods to design the short-term sub-algorithm that finds a stationary point of \(P_S(x, \lambda, \xi)\). Finally, we establish the convergence of the overall algorithm. The implementation details for the overall algorithm are provided in Section \([9, 9]\).

#### A. Long-term Sub-Algorithm for \(P^j\)

The long-term problem \(P^j\) is a single-stage stochastic optimization problem with non-convex constraints. The conventional single-stage stochastic optimization (CSSA) framework is proposed in \([26]\) to find a stationary point for a non-convex constrained single-stage stochastic optimization problem. The long-term sub-algorithm in this paper is based on the CSSA framework and summarized in Algorithm 1. In the \(t\)-th iteration, the long-term variables \(x, \lambda\) are updated by solving a convex optimization problem obtained by replacing the objective and constraint functions \(f^j_i(x, \lambda), \forall i = 0, 1, \ldots, m\) with their convex surrogate functions \(f_i^j(x, \lambda), \forall i = 0, 1, \ldots, m\), as elaborated below.

In Step 1 of the \(t\)-th iteration, one random mini-batch \(\{\xi^j_{ij}, j = 1, \ldots, B\}\) of \(B\) state samples is obtained and the surrogate functions \(f_i^j(x, \lambda)\) are constructed based on the mini-batch \(\{\xi^j_{ij}\}\) and the current iterate \(x^t, \lambda^t\). The surrogate functions \(f_i^j(x, \lambda)\) can be viewed as convex approximations of the objective and constraint functions \(f_i^j(x, \lambda), \forall i\) of the long-term problem \(P^j\). Specifically, divide \(g_i(x, y, \xi)\) into two components as

\[
g_i(x, y, \xi) = g_i^c(x, y, \xi) + g_i^d(x, y, \xi),
\]

such that \(g_i^c(x, y, \xi)\) is convex w.r.t. \(x\) and \(g_i^d(x, y, \xi)\) can be either convex or non-convex. Then a structured surrogate function \(f_i^j(x, \lambda)\) can be constructed as \([26]\)

\[
f_i^j(x, \lambda) = (1 - \rho^t) f_i^{j-1} + \rho^t \frac{1}{B} \sum_{j=1}^B g_i^c(x, y_j^i, \xi_j^i) + g_i^d(x, y_j^i, \xi_j^i) + \partial_x g_i^d(x, y_j^i, \xi_j^i) (x - x^i) + \left( (1 - \rho^t) f_i^{j-1} + f_i^{j-1} \right)^T (x - x^i) + (f_i^j(\lambda, x^i) + \rho^t \frac{1}{B} \sum_{j=1}^B g_i^d(x, y_j^i, \xi_j^i) \Theta_{\lambda^t, \lambda^i}),
\]

where \(y_j^i\) is an abbreviation for \(y^j(x^i, \lambda^i, \xi_j)\). \(\rho^t \in (0, 1]\) is a decreasing sequence satisfying \(\rho^t \to 0, \sum_t \rho^t = \infty, \sum_t (\rho^t)^2 < \infty, \tau_i > 0\) can be any constant, \(f_i^j\) is an approximation for \(f_i^j(x^i, \lambda^i)\) and it is updated recursively according to

\[
f_i^j = (1 - \rho^t) f_i^{j-1} + \rho^t \frac{1}{B} \sum_{j=1}^B g_i^c(x, y_j^i, \xi_j^i),
\]

\(\rho^t\) is an abbreviation for \(\rho^j_t\).
with $f_{x_i}^{-1} = 0$, and $f_{y_i,j}^{t}, f_{y_i,j}^{t-1}$ are approximations for the gradients $\mathbb{E} [\partial_x g_i (x, y^t (x, \lambda, \xi), \xi)]$, $\mathbb{E} [\partial_x y_i^t (x, \lambda, \xi) \partial_y g_i (x, y^t (x, \lambda, \xi), \xi)]$, and $\mathbb{E} [\nabla_{\lambda} y_i^t (x, y^t (x, \lambda, \xi), \xi)]$, respectively, which are updated recursively according to

$$f_{x_i}^t = (1 - \rho^t) f_{x_i}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_x g_i (x, y_j^t, \xi_j^t),$$

$$f_{y_i,j}^t = (1 - \rho^t) f_{y_i,j}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_x y_i^t \partial_y g_i (x, y_j^t, \xi_j^t),$$

$$f_{y_j,j}^t = (1 - \rho^t) f_{y_j,j}^{t-1} + \rho^t \frac{1}{B} \sum_{j=1}^B \partial_x y_j^t \partial_y g_i (x, y_j^t, \xi_j^t),$$

(17)

with $f_{x_i}^{-1} = 0$, $\partial_x y_i^t = \partial_x y^t (x^t, \lambda^t, \xi_j^t) \in \mathbb{R}^{m_x \times n_y}$ ($\partial_x y_j^t = \partial_x y_j^t (x^t, \lambda^t, \xi_j^t) \in \mathbb{R}^{m_x \times n_y}$) is the derivative of the vector function $y^t (x^t, \lambda^t, \xi_j^t)$ to the vector $x (\lambda)$. Later in Lemma 1, we will show that $\lim_{t \to \infty} f_{x_i}^t - f_{x_i}^{t-1} (x^t, \lambda^t) = 0$, $\lim_{t \to \infty} f_{y_i,j}^t + f_{y_j,j}^t - \nabla_{x,y} f_{y_j,j}^t (x^t, \lambda^t) = 0$, and $\lim_{t \to \infty} f_{y_i,j}^t - \nabla_{x,y} f_{y_j,j}^t (x^t, \lambda^t) = 0$. Therefore, the function value and gradient of $f_i^t (x, \lambda)$ is consistent with that of the original function $f_i^t (x, \lambda)$ at the current iterate $x^t, \lambda^t$, which is the key to guarantee the convergence of the algorithm to a stationary point.

In Step 2 of the $t$-th iteration, the optimal solution $x^t, \lambda^t$ of the following problem is solved:

$$\begin{align*}
(\bar{x}^t, \bar{\lambda}^t) = \arg \min_{\lambda \in \mathcal{X}, \lambda \geq 0} & \ f_0^t (x, \lambda) \\
\text{s.t.} & \ f_i^t (x, \lambda) \leq 0, \forall i,
\end{align*}$$

(18)

which is a convex approximation of $\mathcal{P}_L^t$. Note that Problem (18) is not necessarily feasible. If Problem (18) turns out to be infeasible, the optimal solution $(\bar{x}^t, \bar{\lambda}^t)$ of the following convex problem is solved:

$$\begin{align*}
(\tilde{x}^t, \tilde{\lambda}^t) = \arg \min_{x \in \mathcal{X}, \lambda \geq 0, \alpha} & \ \alpha \\
\text{s.t.} & \ f_i^t (x, \lambda) \leq \alpha, \forall i,
\end{align*}$$

(19)

which minimizes the approximate constraint functions.

Finally, in Step 3, given $\bar{x}^t, \bar{\lambda}^t$ in one of the above two cases, $x, \lambda$ is updated according to

$$\begin{align*}
x^{t+1} = (1 - \gamma^t) x^t + \gamma^t \bar{x}^t. \\
\lambda^{t+1} = (1 - \gamma^t) \lambda^t + \gamma^t \bar{\lambda}^t.
\end{align*}$$

(20)

where $\{\gamma^t \in (0, 1)\}$ is a decreasing sequence satisfying $\gamma^t \to 0$, $\sum_t \gamma^t = \infty$, $\sum_t (\gamma^t)^2 < \infty$, $\lim_{t \to \infty} \gamma^t / \rho^t = 0$.

---

**Algorithm 1** Long-term Sub-Algorithm for $\mathcal{P}_L^t$

**Input:** $\{\rho^t, \gamma^t\}$.

**Initialize:** $x^0 \in \mathcal{X}, \lambda^0 \geq 0$; $t = 0$.

**Step 1:**
Obtain a mini-batch $\{\xi_j^i, j = 1, ..., B\}$.
Construct the surrogate functions $f_i^t (x, \lambda), \forall i$ according to [16].

**Step 2:**
//Objective update
If Problem (18) is feasible, Solve (18) to obtain $\bar{x}^t, \bar{\lambda}^t$.
//Feasible update
Else
Solve (19) to obtain $\bar{x}^t, \bar{\lambda}^t$.

**End if**

**Step 3:**
Update $x^{t+1}, \lambda^{t+1}$ according to (20).

**Step 4:**
Let $t = t + 1$ and return to Step 1.

---

**B. Short-term Sub-Algorithm for $\mathcal{P}_S$**

The short-term subproblem $\mathcal{P}_S (x, \lambda, \xi)$ can be solved using existing deterministic optimization algorithms. In general, a deterministic and iterative short-term sub-algorithm starts from an initial point $y^0 (x, \lambda, \xi)$, and then generates a sequence $\{y^t (x, \lambda, \xi)\}_t$ of iterates that converge to a stationary point of the short-term subproblem $\mathcal{P}_S (x, \lambda, \xi)$. Specifically, the $j$-th iteration of a general short-term sub-algorithm can be expressed as a mapping from $y^{j-1} (x, \lambda, \xi)$ to $y^j (x, \lambda, \xi)$ as

$$y^j (x, \lambda, \xi) = A_j (y^{j-1} (x, \lambda, \xi), x, \lambda, \xi), j = 1, 2, ...,$$

(21)

which depends on problem parameters $x, \lambda, \xi$.

To avoid confusion with the iteration of the long-term sub-algorithm, an iteration of the short-term sub-algorithm will be called an inner iteration. To ensure the convergence of the overall algorithm, the short-term sub-algorithm is assumed to satisfy the following conditions.

**Assumption 2** (Assumptions on the short-term sub-algorithm).

1. The initial point $y^0 (x, \lambda, \xi)$ is differentiable w.r.t. $x, \lambda$, w.p.1.
2. For any $x \in \mathcal{X}, y \in \mathcal{Y}, \lambda \geq 0$ and iteration number $j$, $A_j (y, x, \lambda, \xi)$ is differentiable w.r.t. $y, x, \lambda, \xi$, w.p.1.
3. For any $x \in \mathcal{X}, \lambda \geq 0$, the sequence $\{y^j (x, \lambda, \xi)\}$ converges to a stationary set of $\mathcal{P}_S (x, \lambda, \xi)$, w.p.1.

Assumption 2 ensures that $y^j (x, \lambda, \xi)$ is differentiable w.r.t. $x, \lambda$ for any finite $J$ and $y^j (x, \lambda, \xi)$ satisfies the KKT conditions of $\mathcal{P}_S (x, \lambda, \xi)$ up to a certain tolerable error $O (\epsilon (J))$ as in (13). The first condition in Assumption 2 can be satisfied by a proper choice of the initial points $y^0 (x, \lambda, \xi), \forall x, \lambda, \xi$. The second and third conditions are satisfied by many standard iterative algorithms that are designed to find stationary points of a non-convex problem. In the following, we give two examples of short-term sub-algorithms that satisfy Assumption 2.
1) Gradient Projection Algorithm: When the feasible set of the short-term subproblem \( P_S (x, \lambda, \xi) \), denoted by \( \mathcal{Y} (x, \lambda, \xi) \equiv \{ y \in \mathcal{Y} : h_j(y(\xi), \xi) \leq 0, \forall j \} \), is convex, the gradient projection (GP) algorithm [27] can be used to find a stationary point of \( P_S (x, \lambda, \xi) \). Note that the objective function of \( P_S (x, \lambda, \xi) \) can still be non-convex. When the GP algorithm is used as the short-term sub-algorithm, the mapping \( A^j (y^{j-1}, x, \lambda, \xi) \) for the \( j \)-th inner iteration is given by

\[
A^j (y^{j-1}) = \arg \min_{y} u_s(y; y^{j-1}, x, \lambda) \quad \text{s.t. } u_i(y; y^{j-1}) \leq 0, \, i = 1, \ldots, n,
\]

where \( u_s(y; y^{j-1}, x, \lambda) \) is a surrogate function of \( g_s(x, \lambda, y, \xi) \), \( u_i(y; y^{j-1}) \) is a surrogate function of \( h_i(y, \xi) \) for \( i = 1, \ldots, n \), satisfying the following conditions:

1) \( u_s(y^{j-1}; y^{j-1}, x, \lambda) = g_s(x, \lambda, y^{j-1}, \xi) \), \( u_i(y; y^{j-1}) \geq h_i(x, \lambda, y, \xi), \forall y \in \mathcal{Y} \) and \( \nabla u_s(x, \lambda, y^{j-1}, \xi) = \partial g_s(x, \lambda, y^{j-1}, \xi) \).

2) \( u_i(y^{j-1}; y^{j-1}) = h_i(y^{j-1}, \xi), \forall y \in \mathcal{Y} \) and \( \nabla u_i(x, \lambda, y^{j-1}, y^{j-1}) = \partial h_i(y^{j-1}, \xi) \).

3) \( u_i(y; y^{j-1}) \) is uniformly strongly convex in \( y \).

4) \( u_s(y; y^{j-1}, x, \lambda) \) and \( u_i(y; y^{j-1}) \), \( \forall i \) are differentiable w.r.t. \( y, y^{j-1}, x, \lambda \).

A simple example surrogate function that satisfies the above four conditions is

\[
u_s(y^{j-1}; y^{j-1}, x, \lambda) = g_s(x, \lambda, y^{j-1}, \xi) + \tau_s \left\| y - y^{j-1} \right\|^2 + \partial g_s(x, \lambda, y^{j-1}, \xi) (y - y^{j-1}),
\]

\[
u_i(y^{j-1}; y^{j-1}) = h_i(y^{j-1}, \xi) + \partial h_i(y^{j-1}, \xi) (y - y^{j-1}) + \tau_{s,i} \left\| y - y^{j-1} \right\|^2,
\]

where \( \tau_s, \tau_{s,i} > 0 \) is chosen to be a sufficiently large number to satisfy the upper bound condition: \( u_s(y; y^{j-1}, x, \lambda) \geq g_s(x, \lambda, y, \xi), \forall y \in \mathcal{Y} \) and \( u_i(y; y^{j-1}) \geq h_i(y, \xi), \forall y \in \mathcal{Y} \). Note that such \( \tau_s, \tau_{s,i} \) can always be found since the second-order derivative of the functions \( g_s(x, \lambda, y, \xi) \) and \( h_i(y, \xi) \)'s are assumed to be uniformly bounded.

From the convergence result for the MM algorithm in [28] and the above conditions on \( u_s(y; y^{j-1}, x, \lambda) \) and \( u_i(y; y^{j-1}), \forall i \), one can verify that the MM algorithm satisfies Assumption [2].

3) Short-term Sub-Algorithm for Section II-B. In this subsection, we give concrete examples of the short-term sub-algorithm for our applications in Section II-B.

In Example 1, the short-term subproblem \( P_S (\lambda, \Upsilon, a, b) \) is given by

\[
\min_{G} \text{Tr} \left( FGG^H F^H \right) - \sum_{k=1}^K \lambda_k r_k (\theta, G, H),
\]

where \( \lambda = [\lambda_1, \ldots, \lambda_K] \) are the Lagrange multipliers associated with the average rate constraints. A stationary point of \( P_S (\theta, \lambda, H) \) can be found using the WMMSE algorithm [29]. The basic idea is to first transform \( P_S (\theta, \lambda, H) \) into the following WMMSE problem by introducing two auxiliary variables \( w, u \):

\[
\min_{\{w,u,G\}} \text{Tr} \left( FGG^H F^H \right) + \sum_{k=1}^K \lambda_k (w_k c_k - \log w_k),
\]

where \( c_k \) is the MSE of user \( k \). Problem [27] is convex in each of the optimization variables \( w, u, G \). Then, we can use the block coordinate descent method to solve [27]. Specifically, for given \( G \), the optimal \( u \) is given by the MMSE receive coefficient:

\[
u_k = \left( \sum_{i=1}^K \left| h_k^H F g_i \right|^2 + 1 \right)^{-1} h_k^H F g_k, \forall k.
\]

For given \( G, u \), the optimal \( w \) is given by

\[
w_k = \left( 1 - u_k^H F g_k \right)^{-1}, \forall k.
\]
prove the following main convergence result.

After running \( [29] \) to \( [31] \) for \( J \) iterations, we obtain an approximate stationary point of \( P_S (\theta, \lambda, H) \) denoted as \( G^J (\theta, \lambda, H) \).

\( G_k = \left( \lambda_k w_k \sum_{i=1}^{K} |h_i|^2 F^H h_i F + I \right)^{-1} \lambda_k w_k F^H h_k. \) (31)

**C. Overall Algorithm and Convergence Analysis**

In this section, we first describe the overall PDD-SSCA algorithm. Then we analyze the convergence of the PDD-SSCA algorithm with a feasible initial point. Finally, we discuss the convergence behavior of Algorithm 1 with an infeasible initial point.

Lemma 1 (Properties of surrogate functions). For all \( i \in \{0, ..., n\} \) and \( t = 0, 1, \ldots, \), we have

1. \( f^i (x, \lambda) \) is uniformly strongly convex in \( x, \lambda \).
2. \( f^i (x, \lambda) \) is a Lipschitz continuous function w.r.t. \( x, \lambda \). Moreover, \( \lim_{t \to \infty} \sup_{t} \left| f^i (x, \lambda) - f^{i+1} (x, \lambda) \right| - B \sqrt{\|x^{t+1} - x^t\|^2 + \|\lambda^{t+1} - \lambda^t\|^2} \leq 0, \forall x, \lambda \geq 0 \) for some constant \( B > 0 \).
3. For any \( x \in \mathcal{X}, \lambda \geq 0 \), the function \( f^i (x, \lambda) \), its derivative, and its second order derivative are uniformly bounded.
4. \( \lim_{t \to \infty} \left| f^i (x^t, \lambda^t) - f^j (x^t, \lambda^t) \right| = 0 \) and \( \lim_{t \to \infty} \left| \nabla_x f^i (x^t, \lambda^t) - \nabla_x f^j (x^t, \lambda^t) \right| = 0 \) and \( \lim_{t \to \infty} \left| \nabla_x f^i (x^t, \lambda^t) - \nabla_x f^j (x^t, \lambda^t) \right| = 0 \).
5. Consider a subsequence \( \{x^{t_j}, \lambda^{t_j}\}_{j=1}^{\infty} \) converging to a limit point \( (x^*, \lambda^*) \). There exist uniformly differentiable functions \( f_i (x, \lambda) \) such that

\[
\lim_{j \to \infty} f^i (x, \lambda) = \hat{f}_i (x, \lambda), \forall x \in \mathcal{X}, \lambda \geq 0, (32)
\]
a almost surely.

Note that due to the stochastic nature of the problem/algorithm, we need to assume that the step size is sufficiently small to make it easier to handle the randomness caused by the random state for tractable convergence analysis and rigorous convergence proof. However, choosing a small step size is usually not mandatory for the practical convergence of Algorithm 1 as it is a sufficient condition.

Proof: It follows from Lemma 1 and the convergence theorem of CSSCA in [29] that, starting from a feasible initial point, every limiting point \( (x^*, \lambda^*) \) generated by Algorithm 1 is a stationary point \( x^*, \lambda^* \) of the long-term sub-problem \( P^*_L \) almost surely, providing that the initial step size \( \gamma^0 \) is sufficiently small, and the Slater condition is satisfied for \( x^*, \lambda^* \). Then, it follows from the relaxed primal-dual decomposition method in Theorem 2 that the solution \( (x^*, \lambda^*) = \{y^i (x^*, \lambda^*), \xi_i\} \) found by the PDD-SSCA (Algorithm 1) is a KKT solution of the original problem \( P \), up to certain error \( e (J) \) that diminishes to zero as \( J \to \infty \).

V. DEEP UNROLLING BASED IMPLEMENTATION

A. Motivation of Deep Unrolling based Implementation

In the long-term sub-algorithm, we need to calculate the gradient of \( y^j (x, \lambda, \xi) \) w.r.t. the long-term variables \( x, \lambda \) and \( \xi \). Since \( y^j (x, \lambda, \xi) \) is obtained by running the short-term sub-algorithm for \( J \) iterations, it is usually not easy to calculate its gradient in closed-form. One possible solution is to treat the iterative short-term sub-algorithm as a black-box, and learn the mapping \( y^j (x, \lambda, \xi) \) between the input and the output by employing the DNN. Once we obtain a DNN representation of the mapping \( y^j (x, \lambda, \xi) \), we can calculate the gradients \( \partial_x y^j (x, \lambda, \xi) \) and \( \partial_\lambda y^j (x, \lambda, \xi) \) using the well-known back propagation (BP) approach. Some representative studies of such a solution can be found in [15]-[17] for different applications.
has illustrated in Fig. 2.

\[ y_0^j(x, \lambda, \xi) \rightarrow A^j(y^0, x, \lambda, \xi) \rightarrow A^j(y^{j-1}, x, \lambda, \xi) \rightarrow \text{Output } y^j(x, \lambda, \xi) \]

Figure 2: The NN representation of the short-term sub-algorithm.

\[ G^0(0, \lambda, H) \rightarrow A_{\text{unroll}}^{\text{unroll}}(G^0, 0, \lambda, H) \rightarrow A_{\text{unroll}}^{\text{unroll}}(G^1, 0, \lambda, H) \rightarrow \text{Output } G^0(0, \lambda, H) \]

Figure 3: The NN representation of the WMMSE short-term sub-algorithm.

\[ \partial_x y^j(x, \lambda, \xi) \text{ and } \partial_\lambda y^j(x, \lambda, \xi) \text{ for the optimization of long-term variables. In fact, we can directly use BP to calculate } \partial_x y^j(x, \lambda, \xi) \partial_\xi g_i(x, y^j(x, \lambda, \xi), \xi), \forall i \text{ and } \partial_\lambda y^j(x, \lambda, \xi) \partial_\xi g_i(x, y^j(x, \lambda, \xi), \xi), \forall i \text{ at } (x, \lambda) = (x^i, \lambda^i) \text{ by adding an additional layer to implement the function } g_i(x^i, y^j(x, \lambda, \xi), \xi), \forall i \text{ on top of the NN representation of the short-term sub-algorithm, as shown in Fig. 4.} \]

Note that the calculations for different \( i \) using BP share the same calculations over the NN of the short-term sub-algorithm. With \( \partial_x y^j(x, \lambda, \xi) \partial_\xi g_i(x, y^j(x, \lambda, \xi), \xi), \forall i \text{ and } \partial_\lambda y^j(x, \lambda, \xi) \partial_\xi g_i(x, y^j(x, \lambda, \xi), \xi), \forall i \text{ calculated by BP, the long-term variables } x, \lambda \text{ can be optimized based on the statistics of the random state } \xi, \text{ or a data set containing a large number of } N \text{ state samples } \xi^t, t = 1, \ldots, N, \text{ where the state samples can also be observed in an online manner. Once the optimized long-term variables } x, \lambda \text{ is obtained, the short-term variables } y^j(x, \lambda, \xi) \text{ for each random state } \xi \text{ can be calculated in an online manner using the NN representation.}

C. Discussions on Possible Extensions

In this paper, we focus on the case when the short sub-algorithm is designed based on the optimization theory and is then unrolled without any modifications to facilitate the calculation of gradient. In practical implementation, we may add some additional layers/parameters to the NN unrolled from a short-term sub-algorithm (such as the GP, MM or WMMSE), and represent the mapping \( y^j(x, \lambda, \xi) \) using a more general NN \( y^j(x, \lambda, \xi) = \phi(x, \lambda, \xi; \theta) \), where the vector \( \theta \) contains the additional parameters. These additional layers/parameters can be optimized to potentially speed up the convergence speed or even improve the performance. For example, for a GP short-term sub-algorithm, we may change the update equation in (22) to

\[ A^j(y^{j-1}) = P_{y(x, \lambda, \xi)}[y^{j-1} - \alpha_j \circ \partial_y g_i(x, \lambda, y^{j-1}, \xi)] \]

where the scalar step size \( \alpha_j \) in the original GP update equation (22) is expanded to a vector step size \( \alpha_j \), and \( \circ \) denotes the Hadamard product. Since the vector step size \( \alpha_j \) includes the scalar step size \( \alpha_{ij} \) as a special case, we may optimize the vector step sizes \( \{\alpha_j, j = 1, \ldots, J\} \) to achieve a better performance.

After introducing the additional layers/parameters, both the parameter \( \theta \) and the long-term variables \( x, \lambda \) can be optimized by solving the following modified long-term problem:

\[ \hat{P}_L: \min_{x, \lambda, \theta} \hat{f}_0(x, \lambda, \theta) \triangleq \mathbb{E}[g_0(x, \phi(x, \lambda, \xi; \theta), \xi)], \quad (33) \]

s.t. \( \hat{f}_i(x, \lambda, \theta) \triangleq \mathbb{E}[g_i(x, \phi(x, \lambda, \xi; \theta), \xi)] \leq 0, \forall i. \]
Note that since the original short-term sub-algorithm \( y^i(x, \lambda, \xi) \) is a special case of the NN \( \phi(x, \lambda, \xi; \theta) \), it is expected that a better objective value can be potentially achieved by solving \( \mathcal{P}_L \) due to the extra freedom introduced by the additional parameters \( \theta \). Problem \( \mathcal{P}_L \) can be solved using the same CSSCA method as in Algorithm 1, with \( \theta \) as an additional long-term variable. Once the optimized long-term variables \( x; \lambda, \theta \) is obtained, the short-term variables \( y^i(x, \lambda, \xi) = \phi(x, \lambda, \xi; \theta) \) for each random state \( \xi \) can be calculated in an online manner using the NN representation. Therefore, we may view the Algorithm 1 as an unsupervised learning algorithm for the additional parameters \( \theta \). It is also possible to pre-train \( \theta \) using a supervised learning algorithm. Then we may use the pre-trained \( \theta \) as an initial point for the Algorithm 1. The pre-training helps to speed up the convergence speed or even improve the performance.

Finally, we give an example to briefly illustrate how to unfold the WMMSE short-term sub-algorithm in Example 2, based on the deep-unfolding framework proposed in [32], where a general form of iterative algorithm induced deep unfolding neural network (IAIDNN) is developed in matrix form to better solve optimization problems in communication systems. Specifically, the iterative WMMSE algorithm is unfolded into a layer-wise structure with a series of matrix multiplications and non-linear operations, as illustrated in Fig. 2 in [32]. Compared to the original WMMSE iterations, there are two major modifications. First, the element-wise non-linear function and the first-order Taylor expansion structure of the inverse matrix is applied to approximate the matrix inversion operation in the WMMSE algorithm. Second, trainable parameters \( \theta \) are introduced in the non-linear function and the first-order Taylor expansion structure of the inverse matrix, aiming at compensating the performance loss caused by the approximation of matrix inversion. Such modifications help to greatly speed up the convergence speed and reduce the complexity of each iteration (layer) with little performance loss. Then, the training process can be divided into the following two stages. In the supervised learning stage, the expected distance between the output of the IAIDNN \( G(x, \lambda, \xi) \) and the labels produced by the iterative WMMSE algorithm \( G^*(x, \lambda, \xi) \) under different long-term variables \( x, \lambda \) and channel realizations \( \xi \) is used as the loss function to pretrain \( \theta \), with learning rate max \((0.1n^{-0.5}, 10^{-4})\) and training batch size 100, where \( n \) denotes the training iteration number. Please refer to [32] for more details. After applying the supervised learning, Algorithm 1 can be used to optimize/train both the long-term variables \( x, \lambda \) and the parameter \( \theta \) in an unsupervised way.

VI. APPLICATIONS

In this section, we shall apply the proposed PDD-SSCA to solve the two applications described in Section II-B. In both applications, we assume that the channel statistics is known at the optimizer, and the coherence time of the channel statistics (within which the channel statistics is assumed to be constant) consists of \( T_c = 1000 \) channel realizations. The optimization algorithms first calculate the optimal long-term variables at the beginning of the channel statistics coherence time according to the known channel statistics, and then solve the short-term subproblem to obtain the short-term variables for each channel realization. The simulation results are also obtained by averaging over \( T_c = 1000 \) channel realizations. The key algorithm parameters used in the simulations are shown in Table I.

### Table I: Parameters of the proposed PDD-SSCA algorithm used in the simulations.

| Batch Size \( B \) | Example 1 | Example 2 |
|---------------------|-----------|-----------|
| Step size \( \rho^i \) | \( 10/(10 + n)^{1/2} \) | \( 10/(10 + n)^{1/2} \) |
| Step size \( \gamma \) | \( 15/(15 + n) \) | \( 15/(15 + n) \) |
| Number of Layers \( J \) | NA | 5 |

A. Cognitive Multiple Access Channels

In this example, the sample objective and constraint functions for a fixed state \( a, b \) are given by

\[
g_0(\lambda, \Upsilon, a, b) = \log \left( 1 + \frac{1}{N} \sum_{i=1}^{N} \left( \frac{a_i}{b_i \Upsilon + \lambda_i} - 1 \right)^+ \right),
\]

\[
g_i(\lambda, \Upsilon, a, b) = \frac{1}{N} a_i \left( \frac{a_i}{b_i \Upsilon + \lambda_i} - 1 \right)^+ - P_i,
\]

\[
g_{N+1}(\lambda, \Upsilon, a, b) = \sum_{i=1}^{N} b_i \left( \frac{a_i}{b_i \Upsilon + \lambda_i} - 1 \right)^+ - \Gamma,
\]

for \( i = 1, \ldots, N \), where \( g_i(\lambda, \Upsilon, a, b) \) is an abbreviation for \( g_i(p^*(\lambda, \Upsilon, a, b), a, b) \), and \( p^*(\lambda, \Upsilon, a, b) \) is the optimal short-term power allocation in (26). To construct the surrogate function, we first calculate the gradients \( \nabla_{\lambda} g_i(\lambda, \Upsilon, a, b) \) and \( \nabla_{\Upsilon} g_i(\lambda, \Upsilon, a, b) \) for \( i = 0, 1, \ldots, N + 1 \). The calculation is straightforward from (25) and the details are omitted for conciseness. Note that strictly speaking, \( g_i \) is non-differentiable when \( \frac{a_i}{b_i \Upsilon + \lambda_i} - 1 = 0 \). However, since the probability of \( \frac{a_i}{b_i \Upsilon + \lambda_i} - 1 = 0 \) is very small (zero for continuous state distribution), we can safely ignore this point. With the gradients of \( g_i \)'s, we can construct quadratic surrogate functions as

\[
f_i^\Upsilon(\lambda, \Upsilon) = f_i^\Upsilon + (f_i^{\Upsilon,*})^T (\lambda - \lambda^*) + (f_i^{\Upsilon,*})^T (\Upsilon - \Upsilon^*) + \tau_i \left( \| \lambda - \lambda^* \|^2 + (\Upsilon - \Upsilon^*)^2 \right),
\]

where \( f_i^{\Upsilon,*} \) and \( f_i^{\Upsilon,*} \) can be calculated recursively as

\[
f_i^{\Upsilon,*} = (1 - \rho^i) f_i^{\Upsilon,*} + \rho^i \frac{1}{B} \sum_{j=1}^{B} \nabla_{\Upsilon} g_i(\lambda^*, \Upsilon^*, a_j^*, b_j^*),
\]

\[
f_i^{\Upsilon,*} = (1 - \rho^i) f_i^{\Upsilon,*} + \rho^i \frac{1}{B} \sum_{j=1}^{B} \nabla_{\lambda} g_i(\lambda^*, \Upsilon^*, a_j^*, b_j^*)
\]

Note that the quadratic surrogate function in (35) is a special case of the structured surrogate function in (16) when \( g_i^0(x, y, \xi) \) is set to be 0. In this case, both the objective update (18) and the feasible update (19) are simple quadratic optimization problems, which can be solved efficiently using the existing optimization solvers such as CVX [33].
and 6, we plot the objective function (average sum capacity) we set $N = 2$ and $I_i, i = 1, 2, 3$ account for the mini-batch size and the number of iterations for optimizing the long-term variables, respectively. The complexity of calculating the estimated long-term gradient is $O(B_1 N)$ for mini-batch size $B_1$. The complexity of solving the objective update problem in (18) or the feasibility update problem in (19) using the interior-point method is given by $O(N \log(N))$.

Moreover, the complexity of calculating the optimal short-term solution is $O(N)$ per channel realization. Therefore, the per-iteration complexity order of the proposed algorithm is as given in Table II. The memory cost is proportional to the amount of parameters to be optimized plus the product of the batch size and the dimension of the state variable, i.e., $O(B_1 N)$ Bytes. The complexity order and memory cost of the baseline algorithms can be analyzed similarly. PDD-SSCA converges to the optimal average sum capacity with all average transmit power constraints and interference threshold constraint satisfied with high accuracy. For the same batch size 20, the number of iterations required to achieve a good convergence accuracy in the proposed PDD-SSCA is much less than that in the DL (25 versus more than 400). Moreover, the complexity/memory cost of the PDD-SSCA is also much less than that of the DL since it exploits the structure of the problem and has much less parameters to be optimized (3 versus 2080).

When the batch size of the DL is increased to 5000, the required number of iterations of DL can be reduced (but still much larger than 25), at the cost of dramatically increasing the complexity and memory cost. Both the convergence speed and performance of the PDD-SSCA are similar to that of the Dual Ellipsoid method. However, the complexity and memory cost of the PDD-SSCA are much lower. Therefore, the proposed PDD-SSCA is much more efficient than the DL and Dual Ellipsoid methods. Finally, the complexity/memory cost of the PDD-SSCA is similar to slightly higher than the “Short-term Constraint” baseline, but the performance is much better.

### B. Power Minimization for Two-timescale Hybrid Beamforming

In this example, the short-term WMMSE algorithm can be implemented using a simple NN as shown in Fig. 3. Moreover, the gradients of the sample objective and constraint functions $\nabla_{\theta_i g_i}(\theta, G^j(\theta, \lambda, H), H)$ and $\nabla_{\lambda_i d_i}(\theta, G^j(\theta, \lambda, H), H)$ for a fixed state $H$ can be calculated using the BP method based on the NN in Fig. 4.

Then, we can construct quadratic surrogate functions as

$$f_i^q(\theta, \lambda) = f_i^1 + (\langle \theta, \partial_i f_i^1 \rangle) \lambda - \lambda^T \partial_i f_i^1 + \tau_i \|\lambda - \lambda^i\|^2, \quad (37)$$

This is because the objective/feasibility update problem is a convex quadratic programming problem with a diagonal Hessian matrix.
where $f^t_{\theta,i}$ and $f^t_{\lambda,i}$ can be calculated recursively as

\[ f^t_{\theta,i} = (1 - \rho^t) f^t_{\theta,i} + \rho^t \frac{1}{B} \sum_{j=1}^{B} \nabla_{\theta} g_i (\theta^t, \lambda^t, H^t_j), \]

\[ f^t_{\lambda,i} = (1 - \rho^t) f^t_{\lambda,i} + \rho^t \frac{1}{B} \sum_{j=1}^{B} \nabla_{\lambda} g_i (\theta^t, \lambda^t, H^t_j), \] (38)

where $g_i (\theta^t, \lambda^t, H^t_j)$ is an abbreviation for $g_i (\theta^t, H^t_j)$ and the feasible update in (19) are simple quadratic optimization problems, which can be solved efficiently.

We compare the proposed PDD-SSCA with the following baseline algorithms.

- **Baseline 1 (SSCA-THP):** The SSCA-THP in (35) is a single-stage optimization algorithm which only optimizes the RF precoder $\theta$ with the baseband precoder fixed as the regularized zero-forcing (RZF) precoder (36).

- **Baseline 2 (Primal-Dual):** This is a primal-dual method based algorithm, in which the primal-dual method in (18) is employed to solve the long-term problem in (14) and the rest is similar to the proposed algorithm.

- **Baseline 3 (SAA-PDD-SCA):** Sample average approximation (SAA) is a common method to solve a stochastic optimization problem (37), at the cost of high computation and memory overhead. After applying the SAA on the constraint functions using 200 channel samples, the problem becomes a deterministic optimization problem with coupled non-convex constraints. We apply the proposed primal-dual decomposition to decompose this deterministic problem into one master problem (optimization of RF precoding and long-term Lagrange multipliers) and 200 subproblems (optimization of digital precoding). Then in each iteration, the master problem is solved using the deterministic SCA method in (28) and the digital precoding optimization subproblems are solved using the WMMSE method.

- **Baseline 4 (SLNR-max):** This is the SLNR-max algorithm in (22). The RF precoder is optimized by maximizing the signal-to-leakage plus noise ratio (SLNR) (22). Then the digital precoder for each channel realization is optimized using the WMMSE method by solving a power minimization problem subject to the rate constraint.

In the simulations, we adopt the same geometry-based channel model as in (22), (35). There are $M = 64$ antennas and $S = 4$ RF chains at the BS, serving $K = 4$ users. In Figs. 7 and 8, we plot the objective function (average transmit power) and maximum constraint function (target average rate minus achieved average rate) versus the iteration, respectively. The per-iteration computation complexity and memory cost are compared in Table III, where the $B$ and $I$ account for the mini-batch size and the number of iterations for optimizing the long-term variables, $I_W$ is the number iterations of WMMSE algorithm. We set $B_1 = 20$ and $I_2 = 200$ in the simulations. The complexity order of the short-term WMMSE algorithm is given by $O(I_W S^3)$. The complexity order of calculating the estimated long-term gradient is $O(B_1 I_W S^3)$ for mini-batch size $B_1$. The complexity of solving the objective/feasibility update problem using the interior-point method is given by $O(M \text{Slog}(K))$. Moreover, the complexity of calculating the optimal short-term solution is $O(I_W S^3)$ per channel realization. Therefore, the per-iteration complexity order of the proposed algorithm is as given in Table III. The memory cost is proportional to the amount of parameters to be optimized plus the product of the batch size and the dimension of the state variable, i.e., $O(MS + B_1 MK)$ Bytes. The complexity order and memory cost of the baseline algorithms can be analyzed similarly. The number of iteration required to achieve a good convergence accuracy in the proposed PDD-SSCA is similar to that in the SSCA-THP. However, the PDD-SSCA converges to a much lower average transmit power with all target average rates satisfied with high accuracy. The PDD-SSCA can achieve a large performance gain over the SSCA-THP. On the other hand, the primal-dual method based algorithm cannot converge to a feasible solution that satisfies all the average rate constraints, due to the highly non-convex nature of the constraints.

The convergence speed of the PDD-SSCA is similar to that of the SAA-PDD-SCA method. However, the performance of the PDD-SSCA is better because using $B_2 = 200$ samples is not sufficient to obtain a good sample average approximation, and the complexity/memory cost of the PDD-SSCA is also much lower. Finally, the complexity/memory cost of the PDD-SSCA is lower than the SLNR-max baseline, and the performance is much better.
C. Conclusions

We propose a PDD-SSCA algorithmic framework to solve a class of two-stage stochastic optimization problems, in which the long-term and short-term variables are tightly coupled in non-convex stochastic constraints. The PDD-SSCA is designed based on a novel two-stage primal-dual decomposition method established in this paper, which shows that the tightly coupled two-stage problem can be decomposed into a long-term problem and a family of short-term subproblems. At each iteration, PDD-SSCA first runs a short-term sub-algorithm to find stationary points of the short-term subproblems associated with a mini-batch of the state samples. Then it constructs a convex surrogate for the long-term problem based on the deep unrolling of the short-term sub-algorithm and the backpropagation method. Finally, the optimal solution of the convex surrogate problem is solved to generate the next iterate. We show that under some technical conditions, PDD-SSCA converges to a KKT solution of the original two-stage problem almost surely. The effectiveness of the proposed PDD-SSCA method is verified using two important application examples.

APPENDIX

1) Proof of Theorem 2: Using the condition \( \delta_i \in (0, G_i^{\text{max}}(x^o) - G_i^{\text{min}}(x^o)) \), \( \forall i \) and following similar analysis as that in the proof of Proposition 2 of [18], it can be shown that for fixed \( x^o \), Problem \( P \) fulfills the time-sharing condition [18] and the strong duality holds for \( P \) with fixed \( x^o \). Therefore, there must exist Lagrange multipliers \( \lambda^* \), such that \( \Theta^o \) is an optimal solution of the following problem:

\[
\min_{\Theta} E [g_0(x^o, y(\Theta) , \xi)] + \sum_i \lambda_i^o E [g_i(x^o, y(\Theta) , \xi)] ,
\]

s.t. \( h_j(y(\Theta) , \xi) \leq 0, \ j = 1, ..., n, \forall \xi \).

Moreover,

\[
\lambda_i^o E [g_i(x^o, y(\Theta) , \xi)] = 0, \forall i, \quad E [g_i(x^o, y(\Theta) , \xi)] \leq 0, \forall i. \tag{40}
\]

By definition, \( \{y^*(x^o, \lambda^*, \xi), \forall \xi \} \) is also an optimal solution of (39) and satisfies

\[
\lambda_i^o E [g_i(x^o, y^*(x^o, \lambda^*, \xi) , \xi)] = 0, \forall i, \quad E [g_i(x^o, y^*(x^o, \lambda^*, \xi) , \xi)] \leq 0, \forall i. \tag{41}
\]

From (40), (41) and the fact that both \( \Theta^o \) and \( \{y^*(x^o, \lambda^*, \xi), \forall \xi \} \) are optimal solutions of (39), we have

\[
f^*_i(x^o, \lambda^*) = E [g_0(x^o, y^*(x^o, \lambda^*, \xi) , \xi)],
\]

\[
= E [g_0(x^o, y^0(\xi) , \xi)] = f_0(x^o, \Theta^o),
\]

\[
f^*_i(x^o, \lambda^*) = E [g_i(x^o, y^*(x^o, \lambda^*, \xi) , \xi)] \leq 0, \forall i.
\]

Therefore, \( x^o, \lambda^* \) is a feasible solution of \( P_L \), and thus \( f^*_i(x^o, \lambda^*) \leq f^*_i(x^o, \lambda^*) = f_0(x^o, \Theta^o) \), from which it follows that \( (x^o, \Theta^o) \) is also the optimal solution of \( P \).

2) Proof of Theorem 4: We first prove a useful Lemma.

**Lemma 2.** Let \( S^T(\xi) = \{j : \nu_j(x^*, \lambda^*, \xi) > 0\} \). We must have \( \lim_{j \to \infty} \nabla \lambda h_j(y^{J*}(\xi)) = 0, \forall j \in S^T(\xi) \), where \( y^{J*} \) is an abbreviation for \( y^J(x^*, \lambda^*, \xi) \).

**Proof:** From the first KKT condition in [13], and the LIRC, it can be shown that \( \nu_j(x, \lambda, \xi) \) is differentiable w.r.t. \( \lambda \) and \( \partial_{\nu_j} \nu_j(x^*, \lambda^*, \xi) \) is bounded. From the third KKT condition in [13], we have

\[
\nabla \lambda h_j(y^{J*}(\xi)) = \frac{\partial \lambda e^J_{i,j}(x^*, \lambda^*, \xi)}{\nu_j^*(x^*, \lambda^*, \xi)} - \frac{e^J_{i,j}(x^*, \lambda^*, \xi) \partial \lambda \nu_j(x^*, \lambda^*, \xi)}{\nu_j^*(x^*, \lambda^*, \xi)}, \tag{42}
\]

\( \forall j \in S^T(\xi) \). Then Lemma 1 follows from (42) and the fact that \( \nu_j(x^*, \lambda^*, \xi) > 0, \forall j \in S^T(\xi) \), \( \partial \lambda \nu_j(x^*, \lambda^*, \xi) \) is bounded and \( \lim_{j \to \infty} e^J_{i,j}(x^*, \lambda^*, \xi) = 0 \), \( \lim_{j \to \infty} \partial \lambda e^J_{i,j}(x^*, \lambda^*, \xi) = 0 \).

According to the chain rule,

\[
\nabla \lambda g_i(x^*, y^{J*}(\xi)) = \partial \lambda y^{J*} \partial_y g_i(x^*, y^{J*}(\xi)),
\]

\[
\nabla \lambda h_j(y^{J*}(\xi), \lambda^*, \xi) = \partial \lambda y^{J*} \partial_y h_j(y^{J*}(\xi)),
\]

where \( \partial \lambda y^{J*} = \partial \lambda y^{J}(x^*, \lambda^*, \xi) \in \mathbb{C}^{m \times n_y} \) are the derivative of the vector function \( y^{J}(x, \lambda, \xi) \) to the vector \( \lambda \) at point \( x^*, \lambda^* \). Therefore, after multiplying both sides of the first KKT condition in [13] for \( (x, \lambda) = (x^*, \lambda^*) \) with \( \partial \lambda y^{J*} \) and taking expectation w.r.t. \( \xi \), we have

\[
\nabla \lambda f_0^J(x^*, \lambda^*) + \sum_i \lambda_i^o \nabla \lambda f_i^J(x^*, \lambda^*) = O(e(J)). \tag{43}
\]
In (43), we have used Lemma 2 Combining (43) and the second KKT condition in (13), and, we have

\[
\left\| \sum_{i \in I_{IA}} \lambda^*_i \nabla f_j^i(x^*, \lambda^*) - \sum_{i \in I_{IA}} (\tilde{\lambda}^*_i - \lambda^*_i) \nabla f_j^i(x^*, \lambda^*) \right\| = O(e(J)) \tag{44}
\]

where \( I_{IA} = \{ i : f_j^i(x, \lambda) = 0 \} \) is the index set of the active long-term constraints, and \( I_{IA} = \{ i : f_j^i(x, \lambda) < 0 \} \) is the index set of the inactive long-term constraints. It follows from (44) and the LIRC that

\[
\lambda^*_i = O(e(J)), \forall i \in I_{IA},
\]

\[
\tilde{\lambda}^*_i - \lambda^*_i = O(e(J)), \forall i \in I_{IA},
\tag{45}
\]

which indicates that the third KKT condition in (10) is satisfied up to error \( O(e(J)) \).

Similar to (43), it can be shown that

\[
\left\| \mathbb{E} \left[ \partial_x y^* \partial_y g_0 (x^*, y^*, \xi) \right] + \sum_i \lambda^*_i \mathbb{E} \left[ \partial_x y^* \partial_y g_i (x^*, y^*, \xi) \right] \right\| = O(e(J)), \tag{46}
\]

where \( \partial_x y^* = \partial_x y^i(x^*, \lambda^*, \xi) \in \mathbb{C}^{m \times n_x} \) is the derivative of the vector function \( y^i(x, \lambda, \xi) \) to the vector \( x \) at point \( x^*, \lambda^* \). Applying the chain rule to the first KKT condition in (15), we have

\[
\partial_x f_0(x^*, \Theta^*) + \sum_i \tilde{\lambda}_i \mathbb{E} \left[ \partial_x y^* \partial_y g_i (x^*, y^*, \xi) \right] + \sum_i \lambda^*_i \partial_x f_i(x^*, \Theta^*) + \mathbb{E} \left[ \partial_x y^* \partial_y g_0 (x^*, y^*, \xi) \right] = 0. \tag{47}
\]

Then it follows from (46), (45) and (47) that

\[
\left\| \partial_x f_0(x^*, \Theta^*) + \sum_i \lambda^*_i \partial_x f_i(x^*, \Theta^*) \right\| = O(e(J)),
\]

i.e., the second KKT condition in (10) is satisfied up to error \( O(e(J)) \).

Finally, it follows directly from (13) that the first KKT condition in (10) is satisfied up to error \( O(e(J)) \). This completes the proof.

3) Proof of Lemma 7: From Assumptions 1 and 2, \( \partial^2_{x^2} g_i^j(x^i, y^j, \xi) \), \( \tilde{f}^i_{x^j} \), \( \tilde{f}^i_{y^j} \) and \( \tilde{f}^i_{\xi} \) are bounded. Therefore, Results 1 - 3) in Lemma 1 follow directly from the expression of the structured surrogate function in (16). Result 4) is true because \( \lim_{t \to \infty} f_j^i(x^*, \lambda^*) = 0 \), \( \lim_{t \to \infty} \left\| f_j^i + \tilde{f}^i_{x^j} + \tilde{f}^i_{y^j} - \nabla_x f_j^i(x^*, \lambda^*) \right\| = 0 \) and \( \lim_{t \to \infty} \left\| \tilde{f}^i_{x^j} + \tilde{f}^i_{y^j} - \nabla_x f_j^i(x^*, \lambda^*) \right\| = 0 \), which is a consequence of the chain rule and (49) Lemma 1). The proof is similar to that of (25) Lemma 1) and the details are omitted for conciseness. Finally, Result 5) is a consequence of Result 4).
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