A Decision Tree Approach for Spatially Interpolating Missing Land Cover Data and Classifying Satellite Images

Jacinta Holloway 1,*, Kate J. Helmstedt 1, Kerrie Mengersen 1 and Michael Schmidt 2

1 ARC Centre of Excellence for Mathematical and Statistical Frontiers (ACEMS), Queensland University of Technology, Brisbane 4001, Australia
2 German Aerospace Centre (DLR), 51147 Cologne, Germany
* Correspondence: j1.holloway@qut.edu.au

Received: 21 May 2019; Accepted: 29 July 2019; Published: 31 July 2019

Abstract: Sustainable Development Goals (SDGs) are a set of priorities the United Nations and World Bank have set for countries to reach in order to improve quality of life and environment globally by 2030. Free satellite images have been identified as a key resource that can be used to produce official statistics and analysis to measure progress towards SDGs, especially those that are concerned with the physical environment, such as forest, water, and crops. Satellite images can often be unusable due to missing data from cloud cover, particularly in tropical areas where the deforestation rates are high. There are existing methods for filling in image gaps; however, these are often computationally expensive in image classification or not effective at pixel scale.

To address this, we use two machine learning methods—gradient boosted machine and random forest algorithms—to classify the observed and simulated ‘missing’ pixels in satellite images as either grassland or woodland. We also predict a continuous biophysical variable, Foliage Projective Cover (FPC), which was derived from satellite images, and perform accurate binary classification and prediction using only the latitude and longitude of the pixels. We compare the performance of these methods against each other and inverse distance weighted interpolation, which is a well-established spatial interpolation method. We find both of the machine learning methods, particularly random forest, perform fast and accurate classifications of both observed and missing pixels, with up to 0.90 accuracy for the binary classification of pixels as grassland or woodland. The results show that the random forest method is more accurate than inverse distance weighted interpolation and gradient boosted machine for prediction of FPC for observed and missing data. Based on the case study results from a sub-tropical site in Australia, we show that our approach provides an efficient alternative for interpolating images and performing land cover classifications.
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1. Introduction

Sustainable Development Goals (SDGs) are a set of priority targets and indicators, such as certain levels of food security, air quality, and environmental health, for countries to achieve in order to improve the quality of human life and state of the environment [1]. The United Nations and World Bank have set these goals and are encouraging, and in some cases supporting, countries to monitor their progress towards achieving these goals by 2030 [2,3]. Tracking the progress of countries towards these SDGs requires methods and data for measuring and monitoring resources. However, collecting and
accessing the required data can be prohibitively expensive. Satellite imagery provides a key low-cost data source for contributing to achieving and measuring the SDGs [2,4–6]. As a result, big data sources, including remote sensing data, will be crucial for monitoring SDGs in the future [4,7], especially as the number of free data sources are growing [8,9]. Examples of these free sources include the CEOS Data Cube products [8] and the United States Geological Survey (USGS) Global Visualization Viewer [9]. The satellite images from these sources have long time series, increasingly high resolution, and are ‘analysis ready data’ that have been pre-processed and corrected for atmospheric effects. However, while these datasets address the cost barrier to measuring SDGs in terms of data acquisition cost, it can still be expensive and time-consuming to fill gaps in these data. Therefore, some countries have infrastructure and skill barriers to using satellite imagery data, despite the growing ease of access [10].

With these barriers in mind, our paper is motivated by the need for environmental SDG monitoring by agencies with limited data processing resources, particularly in developing countries. We aim to improve the analyses that can be achieved while exclusively using freely available images, data, and software. We focus on a minimum core set of accessible data and free software tools which could be practically implemented to produce statistics to monitor SDGs.

Data gaps exist in free satellite image products, which present a challenge to pre-processing and analysing satellite imagery. Cloud cover is the most common cause of missing or unobserved pixels, particularly in tropical areas of the world [11,12]. One approach to fill image gaps is to create a composite map by using images of the missing pixels from a different point in time. This can result in using pixel compositions of a large temporal interval, in which time change on the ground may have occurred. For example, it may be necessary to fill in a part of a summer season image with pixels from a winter season image, because this is the closest match available. Advanced statistical methods have been developed to optimise compositing, e.g., by selecting the best possible pixels in the Landsat time series to use for compositing satellite images while using a parametric weighting scheme [13]. However, these methods still require a time series of images with low cloud cover.

Interpolation methods attempt to fill data gaps while using statistical analyses as an alternative to image compositing. There are four main categories of interpolation methods (spatial-, spectral-, and temporal-based, or hybrids of these), with each being effective under different conditions (see [14] for a technical review). We focus on methods which are most suited to interpolating data missing due to clouds. Spectral-based methods work best under conditions that commonly occur due to sensor failure, e.g., when some bands are missing but some are complete, or when the location of missing information is different [14]. This is not suited to our application, since data that are missing due to cloud cover have no spectral band information at all in the missing regions [14]. Temporal-based methods can be helpful in interpolating data that are missing due to clouds, however the interval of time between images with spectral information available cannot be too short or too long [14]. Hybrid methods combine strengths and weaknesses of interpolation approaches and include spatio-temporal and spectral-temporal methods [14], however these still require temporal and spectral information that may not be available in regions with persistent cloud cover for long periods of time. This may be too restrictive to expect from free satellite images, especially where cloud is an issue for many months of the year [12]. A more adaptable approach is needed for these applications, which does not rely on the availability of spectral data in previous or subsequent time steps.

In this paper, we focus on the spatial interpolation category of methods, as these are the most applicable to the missing data due to cloud cover problem. Spatial statistical solutions to filling these data gaps exist, but some are limited in their real-world applicability. Spatial interpolation approaches kriging and co-kriging aim to use statistical analyses of the observed data to infer missing data [15]. These approaches, which have been adapted from geostatistics [15], can be accurate, but they have computational, scale, and assumption limitations [16–18]. Despite their high accuracy for interpolating satellite images, neither kriging and co-kriging are suited to small scale or per pixel classifications due to computational inefficiencies [16,17]. Kriging produces maps optimal predictions and associated prediction standard errors well, even when applied to incomplete data [19], while assuming that
variables of interest are random and spatially correlated at some scale [17]. However, it cannot capture the spatial structure of images well [17]. Co-kriging methods perform better than kriging for interpolating missing images by incorporating secondary information or auxiliary variables [17]. Co-kriging is computationally efficient and it produces accurate and unbiased estimates of pixel values of satellite images. However, it assumes a linear relationship and homogeneity between the image, which has missing pixels and the input images being used to interpolate [17], which is often unrealistic in nature [20].

Computational complexity, required assumptions about underlying data, and boundary effects all compound the incompatibilities with using such complex spatial methods for large spatial data. For example, spatial weights effects can occur when a relationship is assumed between the variable of interest and the geometry that was selected to represent it in space. This relationship may not exist due to the structure of the data [20]. Another example of a challenge with using spatial methods for large spatial data and images are boundary effects, which can have a significant impact on how images and other spatial data are classified [20]. Weiss et al. [21] proposed a method to fill gaps due to cloud faster than geostatistical methods and at a very large scale (country level) with two algorithms that classify pixels based on the ratios of observed neighbouring pixel values at two points in time. This method overcomes computational efficiency issues that are faced when using kriging methods on pixel scale data [16], however it requires access to a time series of images with consistently minimal cloud cover.

To meet the need for fast and accurate methods for interpolating missing data in satellite images, we present streamlined, fast, and accurate spatial machine learning methods to classify image features at the pixel level in satellite images with missing pixels. Our approach leverages key benefits of statistical machine learning methods for satellite imagery analysis: the ability to fit non-linear relationships, effectively cope with significantly large amounts of data, and high predictive accuracy [22]. We predict the values of pixels based on their spatial location in the image while using these methods.

We revisit the canonical geostatistical interpolation examples for satellite images that were previously explored by Pringle et al. (2009) [16] and Zhang et al. (2007) [23]. Due to the outlined challenges of implementing kriging and co-kriging for our application, we compare our methods with inverse distance weighted interpolation as an alternative well-established, accurate spatial interpolation method for remote sensing data. Inverse distance weighted interpolation uses spatial autocorrelation to interpolate unknown data by assigning more weight to the data closer to the observation of interest than data, which are geographically further away [24]. This method has been used for remote sensing data for decades [25] and with improvements in computing, it has recently been implemented for real-time analysis of sensor data [26].

The objective of our study is to spatially interpolate missing values due to cloud cover within satellite images and image products by using latitude and longitude as covariates, and statistical machine learning methods. Based on the results of the study, we describe some general rules for identifying when using these spatial machine learning methods will likely yield accurate results and be a useful alternative to image compositing.

2. Materials and Methods

2.1. Study Area

The study area is located approximately 100 km North West of the township of Injune in central southeast Queensland, Australia (see Figure 1). The landscape in the study area, which is 180 km × 180 km (one Landsat 7 scene), mainly consists of forest, pasture, and agricultural land, with some areas abandoned to revegetation [27]. Scattered buildings and unsealed roads are the main urban infrastructures present in the wider study area of Injune, however these are not present in the Landsat scene that was analysed [27].
2.2. Datasets

Our application requires a map of land cover for the study area. Spatial and Foliage Projective Cover (FPC) data that were based on Landsat 7 Thematic Mapper TM satellite images of the study area were provided by Queensland Department of Environment and Science [27]. FPC is defined as the vertically projected percentage cover of photosynthetic foliage or the fraction of the vertical view that is occluded by foliage [28]. We have selected this variable, because the presence and extent of woodland or forest is relevant to SDG 15, which focuses on forest management [29]. FPC can be manually collected in the field, however this is costly and time consuming, especially for large areas [28], and so, alternatively, FPC can be calculated at a large scale for entire satellite images. The image files were read into the software R as raster format images while using the Raster package [30]. From this data we extracted Foliage Projective Cover (FPC), latitude and longitude for each pixel.

We then used the FPC value of each pixel to describe the land cover as either grassland or woodland (a binary categorical variable). FPC values from 0% to 15% were classified as grassland and from 16% to 100% were classified as woodland. In Queensland, Australia FPC above 10% is generally classified as woody vegetation [31], and we used a more conservative threshold of 15% that was based on advice of the FPC data provider, Queensland Department of Environment and Science. This binary categorisation of land cover was performed at the pixel scale for the entire images. We chose a binary land cover classification to simulate environmental monitoring, where binary information is required and useful, e.g., to differentiate between crop and not crop, forest and not forest, or species habitat or not. We use this simple binary land cover classification to explore the effectiveness of our methods at an uncomplicated level to demonstrate proof-of-concept. However, we also explore continuous values of FPC, which is a more complex landscape than the binary land cover classes.

FPC data were selected from July and September 2000 to examine how the models perform in different seasons (winter and spring, respectively, in Australia). Figure 2 shows the first two datasets have a mixture of woodland and grassland land cover, whereas the second spring dataset has noticeably more grassland land cover.

We first tested a simple scenario in which the majority of observations were one land cover class to explore the utility of our methods, and then explored more difficult cases where the land cover was heterogeneous. We intentionally selected a simulated dataset with a significantly higher proportion of grassland (18 September 2000). We chose this for proof of concept, because even if the models only predicted grassland, they would have high accuracy. If the models were unable to achieve high accuracy in this scenario, this would indicate other issues to explore in this approach. We also selected this dataset, because it approximates how a clearing event might appear in the landscape, with the sudden conversion of woodland to grassland, due to events such as intentional clearing for farmland, fire, etc. We used the results for this simple circumstance as the baseline for comparison with the more
challenging scenario of a heterogeneous combination of two vegetation types, as seen in the 16 July and 2 September datasets.
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Figure 2. Injune Foliage Projective Cover (FPC) data for winter and spring 2000 in Australia. Top row: raster of original FPC images. Bottom row: Binary land cover Injune images. Orange pixels indicate grassland (FPC ≤ 15%) and green pixels indicate woody vegetation (FPC > 15%).

We also examined whether converting FPC data to a binary classification before or after analysis made a difference to accuracy, in addition to examining whether the pattern of missing data affected the performance of the decision tree methods for predicting vegetation class and FPC value. To explore this, we trained the decision tree methods on continuous FPC values and predicted the continuous FPC values. Subsequently, we converted these continuous FPC values that were predicted by the models to a binary classification of grassland or woodland. We compared the accuracy of the converted FPC predictions with the accuracy of the predictions that were performed on FPC data, which had been converted to a binary classification of grassland and woodland prior to analysis.

2.3. Cloud Simulation

A simulated cloud mask was applied to random areas of the image to intentionally create ‘missing’ spectral data. The cloud-like shapes are simulated independently of the FPC data, while using a distance grid and applying a multivariate normal distribution, which is spatially autocorrelated with a covariance that exponentially declines with distance [32]. The simulated cloud layer was overlaid on the FPC layer and the corresponding pixels under the ‘clouds’ had their spectral information that was removed in the FPC layer. The large cloud shapes have more missing pixels adjacent to each other in clumps to simulate large and dense cloud cover and the small cloud shapes have missing pixels scattered across a wider area of the image to simulate thinner and dispersed cloud cover. Figure 3 shows plots of the images with simulated cloud patterns.
2.4. Methods Overview

We use machine learning methods to differentiate between two types of vegetation, namely grassland and woodland, and to predict the biophysical variable, Foliage Projective Cover (FPC), at the pixel level. We perform a simulation study to investigate the performance of our methods under different cloud patterns. A number of steps are required in order to perform the binary classification of grassland and woodland and FPC predictions. We show the overall process in Figure 4 and also describe it below.

First, we begin with a complete satellite image product of FPC, where no data are missing; that is, every pixel has an FPC value that is derived from satellite imagery, a binary classification as grassland or woodland, a latitude, and a longitude. We simulate cloud like shapes in an image layer, and delete spectral data in these regions of the satellite image, leaving only latitude and longitude information about these ‘missing’ pixels. This leaves the majority of the pixels in the image with both classification and spatial information (referred to as ‘observed pixels’), and a proportion of pixels with only spatial information where the cloud occludes any other data (referred to as ‘missing pixels’). We separately store the original FPC value and binary classification of the now-missing pixels, assume that these are the true values for the purposes of model testing, and use these as the ground truth to validate model performance in future steps.

Second, we take a random sample of the observed pixels we use to train the machine learning algorithms (see Figure 5). We randomly split this sample into a training set, containing 80% of the sampled pixels, and a testing set, containing 20% of the sampled pixels (see Figure 5). In the training set, the actual classification of the pixel (grassland or woodland) is retained, as is the continuous FPC value. In the testing set, the class and FPC of the pixel is removed, so it is unknown to the machine learning model. We run our decision tree machine learning models on the training sample to build a model that can predict whether the vegetation type of the pixels is grassland or woodland. Afterwards, in a separate test, the same method is used to build a model that can predict the continuous FPC value of missing pixels.
Third, after training, the machine learning models are used to predict the class of pixels in the testing set, which is a subset of the observed pixels (see Figures 4 and 5). We produce confusion matrices and accuracy statistics based on the results of predicting the class of pixels in the testing set to assess the predictive accuracy of the models. This allows for us to verify the effectiveness of the models for predicting the values of pixels missing due to cloud cover.

Fourth, the resulting models are then used to interpolate the land cover classification of any pixels missing in the image. We compare these to the ‘ground truth’ data that we stored earlier to evaluate the overall accuracy of our interpolation method, and therefore evaluate whether our proposed methods are useful, fast, and accurate.

Figure 4. Technique flow chart from FPC data in original form through to accuracy assessment of the model classifications and predictions.
Decision tree methods can be applied to large amounts of data due to their computational simplicity, which is useful for satellite imagery analysis that is performed on thousands or millions of pixels. Examples of the use of decision trees in the remote sensing literature include identifying land cover [35], mapping forest change globally [36], and identifying land use classes, such as agriculture, built up areas, and water in Surat city, India [37]. However, decision tree methods in their simple form are prone to inaccuracy [34]. It is very difficult, if not impossible, to accurately classify observations that are based on only one decision rule. For example, classifying pixels as bare earth or forest based on the value of only one variable would lead to very inaccurate results. By combining many simple decision trees, decision tree algorithms gradient boosted machine and random forest can perform highly accurate classifications. In our study, we compare the performance of these two popular types of decision tree methods.

**2.5. Decision Tree Methods**

Statistical machine learning methods, which are also called artificial intelligence methods, use algorithmic models to analyse data. These methods treat the way in which the data were generated or relationships between the variables as unknown [33]. Decision trees are a category of machine learning methods that can be used to classify large amounts of data [34]. Decision trees are first trained on data where the values of the observations are known, and are then used to predict the values of observations in the testing data, where the values of the observations are unknown.

Decision tree methods can be applied to large amounts of data due to their computational simplicity, which is useful for satellite imagery analysis that is performed on thousands or millions of pixels. Examples of the use of decision trees in the remote sensing literature include identifying land cover [35], mapping forest change globally [36], and identifying land use classes, such as agriculture, built up areas, and water in Surat city, India [37]. However, decision tree methods in their simple form are prone to inaccuracy [34]. It is very difficult, if not impossible, to accurately classify observations that are based on only one decision rule. For example, classifying pixels as bare earth or forest based on the value of only one variable would lead to very inaccurate results. By combining many simple decision trees, decision tree algorithms gradient boosted machine and random forest can perform highly accurate classifications. In our study, we compare the performance of these two popular types of decision tree methods.
2.5.1. Gradient Boosted Machine

Gradient boosted machine is a type of boosted decision tree method, which is configured to avoid the accuracy issues that are associated with simple, single decision trees [34]. Boosting is the concept that it is easier to find and average many inaccurate or ‘weak’ decision rules than to find one that is highly accurate [22]. A gradient boosted machine has three key components: a simple decision tree, also called a weak learner, a loss function, and an additive model. A weak learner is a simple decision tree, which, if used on its own, would predict the class of observations with low accuracy. Using boosting, decision trees are iteratively fit to training data, while using multiple weak learners to classify observations, gradually emphasising observations modelled inaccurately by the previous collection of trees. By focusing on the variability in the data unexplained by previous trees, with each new tree that is fit the variance, or error, is further reduced. This iterative minimisation of the loss function is the ‘boosting’ approach, and it is also called the gradient descent procedure, which is where the method gets its name [22]. The loss function of a gradient boosted machine is given by

\[ F^*(x) = \arg \min_{\gamma} \mathbb{E}_{y,x} L(y, F(x)) \]  

where \( x \) is a covariate, \( y \) is the dependent variable, and \( F^* \) is a single decision tree function mapping covariate observation \( x \) to dependent variable \( y \) [38]. The gradient boosted machine uses the training data to estimate a decision tree that will accurately predict the class of observations, while minimising the expected value of the loss function \( L(y, F(x)) \) over the joint distribution of all the dependent variable and covariate values [38]. Different loss functions can be chosen, and in this study, we choose the squared error loss function \( (y - F(x))^2 \), because it is effective and commonly used [38]. This is also the default in the gbm package [39] we used to fit the gradient boosted machine in the case study.

For a gradient boosted machine, as defined by [38], each decision tree is expressed

\[ h(x; \{\gamma_j, R_j\}_{j=1}^J) = \sum_{j=1}^J \gamma_j 1(x \in R_j) \]  

That is, the gradient boosted machine \( h(x) \) is a combination of multiple weak learners (\( F^* \) in Equation (1)). \( \gamma_j \) is a constant value that is used as a threshold to split the observations into different classes. Depending on where an observation’s value \( j \) for variable \( R \) compares with the constant value, \( \gamma_j \), the observation will either be placed into a final classification (terminal node) \( \gamma_j \) or continue to be analysed based on other \( \gamma_j \) values until a final classification is reached for that observation. The indicator function has the value 1 if the decision tree argument is true, e.g., the value of observation \( R_j < \gamma_j \) and zero if it is false. These functions allow for the gradient boosted machine to classify observations while using many decision trees to reach a final classification. The variables \( R \) that determine how observations are separated into different classifications and the values of those variables \( j \) that represent the splits at non-terminal nodes in the tree are represented as \( \{R_j\}_{j=1}^J \).

The gradient boosted machine in our study is a combination of many weak learner decision trees that are fit to minimise the loss function, \( (y - F(x))^2 \) at each iteration, which as defined by [38], can be expressed as:

\[ T(x) = (y_j - F(x))^2 + \sum_{j=1}^J \gamma_j 1(x \in R_j) \]  

Each new decision tree is fit to the covariates in a way that reduces the loss function, \( (y_j - F(x))^2 \). This reduction at each iteration of the algorithm approximates the gradient of the decrease in loss function that is necessary to improve the fit of the model to the data [39]. Latitude and longitude are included as covariates \( R \) in our spatial gradient boosted machine.
2.5.2. Random Forest

The random forest algorithm is a decision tree method that uses bagging in order to reduce variance by averaging many inaccurate but approximately unbiased decision trees [34]. Bagging is similar to boosting, in that it combines many weaker rules rather than using one decision rule, but boosting produces a sequence of weak decision rules and bagging takes an average [22].

A random forest draws a bootstrap sample $Z^*$ of size $N$ from the training data to grow a decision tree, $T_b$ to the data. The trees are created by repeatedly and randomly selecting the $m$ variables from the potential set of $p$ variables, choosing the variable that best separates the data into two groups [34]. This process is repeated to grow a forest of these decision trees classifiers expressed by [34] as

$$\{T_b\}^B_{b=1}$$

Each observation $x$ is classified not by just one of these trees, but by the forest of individual trees. This means each observation is classified based on what the majority of the decision trees predict. This can be expressed as

$$\hat{C}_B^B(x) = \text{majority vote } \hat{C}_b\{\{x\}\}^B_{b=1}$$

where $\hat{C}_b(x)$ is the class prediction of the $b$th random forest [34]. In our spatial random forest, the latitude and longitude are included as covariates $p$ which are randomly selected as $m$ variables to grow the random forest classifiers in the final ensemble $\{T_b\}^B_{b=1}$ and to classify observations.

2.5.3. Tuning Parameters and Computation

Tuning parameters can be set to change the running and performance of machine learning algorithms. For decision tree methods generally, we can choose different values of tuning parameters, such as the number of trees, learning rate, and interaction depth. The number of trees specifies how many simple decision trees will be fit by the algorithm, learning rate specifies the contribution of each individual tree to the overall model, and the interaction depth specifies how many interactions are fit (one way, two way, etc.) [34]. The investigation and explanation of optimal values for these parameters is an entire body of research itself beyond the scope of this work (see Elith et al. (2008) [34]). In this paper, we implement the gradient boosted machine and random forest algorithms based on recommendations from Elith et al. (2008) [34], which in some cases are also the default values in the software packages that we use.

The gradient boosted machine models were fit while using the R package ‘gbm’ [40]. The tuning parameters, number of trees, shrinkage parameter (also known as the learning rate), and interaction depth, were set using rule of thumb values that were specified by [22]. The random forest models were fit using the package randomForest [41]. We implement the inverted distance weighted interpolation method using the package gstat [42] in R.

2.6. Samples, Accuracy Measurements

The random forest, gradient boosted machine, and inverse distance weighted interpolation methods were trained on samples of 8000 pixels in the satellite image, and predictions were made on 2000 pixels each time (an 80%/20% training and testing data split [34]). In the training sets the proportion of grassland ranged from 31–38%, 34–36%, and 61–78% for the 16 July, 2 September, and 18 September 2000 data, respectively. The proportions were the same in the testing set, except the 18 September 2000 data grassland ranged from 61–71%. The proportion of woodland in the training sets ranged from 62%–66%, 64–66%, and 22–37% for the 16 July, 2 September, and 18 September 2000 data, respectively. In the testing sets, the proportion of woodland ranged from 62–69%, 64–66%, and 22–39% for the 16 July, 2 September, and 18 September 2000 data, respectively.

The accuracy of the methods was assessed while using overall accuracy, producer’s accuracy, and user’s accuracy statistics produced from confusion matrices for binary classification of vegetation type.
Producer’s accuracy (which is related to omission error) is the probability the observation in the data is classified as the same class and user’s accuracy (which is related to commission error) is the probability the classified observations are the same class in the reference data [43]. The accuracy of the methods for the prediction of continuous FPC values was assessed while using root mean squared error (RMSE) and mean absolute error (MAE). Root mean squared error is calculated by taking the average of the squared model residuals, and then taking the square root of this average [44]. The mean absolute error is the average of the residuals i.e., the average of the difference between the predicted and observed values [45]. The overall, producer’s, and user’s accuracy statistics were produced while using the caret package [46] in R.

We performed one-way ANOVA tests. ANOVA tests identify differences between group means, and whether these differences are statistically significant or not to identify differences in mean overall accuracy and RMSE between groups based on methods, pixel class (missing or observed), image dates, and cloud pattern (small or large) [47]. We report the F statistic and the corresponding p-value [47]. We also present Tukey post-hoc test results [47] to identify significant pairwise differences between groups. These statistics were produced in base R while using the ‘aov’ function.

3. Results

3.1. Classifying Binary FPC: Woodland and Grassland

For binary classification of pixels in the images, random forest had higher accuracy than gradient boosted machine across all image dates for both missing and observed pixels. These results are reflected in Figure 6, as the random forest results were more accurate than the gradient boosted machine when compared by cloud pattern and by pixel class.
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**Figure 6.** Comparison of binary classification accuracy of methods by pixel class and cloud pattern. The Y axis displays the overall accuracy for the methods, the range of values indicated by the length of the boxplots. The X axis displays overall accuracy results for small and large cloud patterns. Boxplots in the left column are accuracy results for predicting missing (i.e., cloud obscured) pixels, the right column are accuracy results for predicting observed pixels in the testing phase of the machine learning algorithm.

Random forest was consistently more accurate across the image dates, as shown in Figure 7. Gradient boosted machine and random forest both had the highest accuracy for the 18 September 2000 image, which had the highest prevalence of one class; grassland. This result met our expectations,
since most of the observations in the image are grassland. For the more heterogeneous images on 16 July 2000 and 2 September 2000, the methods also had high accuracy, particularly the random forest.

![Method performance comparison by date](image)

**Figure 7.** Comparison of binary classification accuracy of methods by image date. Y axis displays the overall accuracy for the methods, the range of values indicated by the length of the boxplots.

Although the majority of the pixels in the simple circumstance, the 18 September 2000 image, were grassland, the models also predicted woodland observations, and correctly in most cases. To illustrate, here we present the producer’s and user’s accuracy results for the most accurate algorithm, random forest, for both missing and observed pixels for the 18 September 2000 image in Table 1.

| Class      | Missing Pixels | Observed Pixels |
|------------|----------------|-----------------|
|            | Producer’s Accuracy | User’s Accuracy | Producer’s Accuracy | User’s Accuracy |
| Grassland  | 0.875           | 0.862           | 0.907             | 0.865           |
| Woodland   | 0.765           | 0.785           | 0.717             | 0.206           |

Table 1. Random forest producer’s accuracy and user’s accuracy results for predicting binary class of missing and observed pixels for the 18 September 2000 image.

Although most of the training and testing data are grassland in this simple circumstance, the random forest is able to predict both grassland and woodland with a relatively low number of incorrect classifications. The algorithm predicts grassland more accurately than woodland from both the producer’s and user’s perspective, and this meets our expectations, given the high prevalence of this class in the image. We present these results to show the model did predict woodland accurately, despite the high proportion of grassland in the data.

Table 2 shows that random forest had the highest accuracy overall when compared with the gradient boosted machine. The highest accuracy results, on average, for the random forest were for the missing pixels in the small cloud pattern (Overall accuracy = 0.869) and missing pixels in large cloud pattern (Overall accuracy = 0.864) in the 18 September 2000 image, followed by observed pixels in the same image. The lowest accuracy results on average for random forest for binary FPC classification were for missing pixels in the 16 July 2000 and 2 September 2000 images, which have more balanced class groups than the 18 September 2000 image. The lowest accuracy result was for missing pixels in a large cloud pattern in the 2 September 2000 image (Overall accuracy = 0.729) and for missing pixels in the large clouds pattern in the 16 July image (Overall accuracy = 0.749). Random forest had overall
accuracy between 0.75 and 0.87 for classifying missing pixels and between 0.76 and 0.86 for classifying observed pixels based on the average results across multiple samples.

Table 2. Random forest binary classification results by image date, ordered by cloud pattern and pixel class for each date. The results are an average of performance across samples; we performed training, testing and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | Overall Accuracy | Lower CI | Upper CI | Producer's Accuracy | User's Accuracy |
|------------|---------------|-------------|------------------|----------|----------|---------------------|----------------|
| 16/7/00    | Small         | Missing     | 0.793            | 0.775    | 0.811    | 0.631               | 0.864          |
|            | Small         | Observed    | 0.766            | 0.747    | 0.785    | 0.629               | 0.839          |
|            | Large         | Missing     | 0.749            | 0.730    | 0.768    | 0.587               | 0.745          |
|            | Large         | Observed    | 0.813            | 0.801    | 0.824    | 0.765               | 0.806          |
| 2/9/00     | Small         | Missing     | 0.817            | 0.799    | 0.833    | 0.654               | 0.815          |
|            | Small         | Observed    | 0.779            | 0.761    | 0.797    | 0.653               | 0.848          |
|            | Large         | Missing     | 0.729            | 0.709    | 0.748    | 0.606               | 0.806          |
|            | Large         | Observed    | 0.778            | 0.759    | 0.796    | 0.654               | 0.845          |
| 18/9/00    | Small         | Missing     | 0.869            | 0.853    | 0.883    | 0.891               | 0.763          |
|            | Small         | Observed    | 0.839            | 0.823    | 0.855    | 0.906               | 0.703          |
|            | Large         | Missing     | 0.864            | 0.848    | 0.879    | 0.932               | 0.443          |
|            | Large         | Observed    | 0.858            | 0.842    | 0.873    | 0.908               | 0.769          |

Table 3 shows gradient boosted machine had the highest accuracy results on average for missing pixels in the 18 September 2000 image for both the small cloud pattern (Overall accuracy = 0.827) and large cloud pattern (Overall accuracy = 0.815). The method also performed well at classifying the observed pixels in the 18 September 2000 image for both the large cloud pattern (Overall accuracy = 0.812) and small cloud pattern (Overall accuracy = 0.796). Gradient boosted machine also had high accuracy for the 16 July image for missing pixels in the small cloud pattern (Overall accuracy = 0.736) and observed pixels in the image (Overall accuracy = 0.717). The lowest accuracy result was for the 16 July image for the missing pixels in the large cloud pattern (Overall accuracy = 0.675), followed by observed pixels for the same image (Overall accuracy = 0.682). Based on the average results across multiple samples, the gradient boosted machine had an overall accuracy between 0.67 and 0.83 for classifying missing pixels and between 0.68 and 0.81 for classifying the observed pixels.

Table 3. Gradient boosted machine binary classification results by image date, by cloud pattern, and pixel class for each date. The results are an average of performance across samples; we performed training, testing and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | Overall Accuracy | Lower CI | Upper CI | Producer's Accuracy | User's Accuracy |
|------------|---------------|-------------|------------------|----------|----------|---------------------|----------------|
| 16/7/00    | Small         | Missing     | 0.736            | 0.717    | 0.756    | 0.236               | 0.934          |
|            | Small         | Observed    | 0.682            | 0.661    | 0.702    | 0.291               | 0.906          |
|            | Large         | Missing     | 0.675            | 0.654    | 0.696    | 0.253               | 0.867          |
|            | Large         | Observed    | 0.717            | 0.704    | 0.730    | 0.348               | 0.907          |
| 2/9/00     | Small         | Missing     | 0.688            | 0.688    | 0.698    | 0.424               | 0.835          |
|            | Small         | Observed    | 0.707            | 0.686    | 0.727    | 0.396               | 0.881          |
|            | Large         | Missing     | 0.705            | 0.684    | 0.725    | 0.456               | 0.820          |
|            | Large         | Observed    | 0.711            | 0.690    | 0.731    | 0.374               | 0.896          |
| 18/9/00    | Small         | Missing     | 0.827            | 0.810    | 0.843    | 0.873               | 0.741          |
|            | Small         | Observed    | 0.796            | 0.778    | 0.813    | 0.917               | 0.548          |
|            | Large         | Missing     | 0.815            | 0.798    | 0.832    | 0.974               | 0.173          |
|            | Large         | Observed    | 0.812            | 0.795    | 0.829    | 0.893               | 0.669          |
For both gradient boosted machine and random forest, the highest accuracy result was for missing pixels due to the small cloud pattern in the 18 September image. This is contrary to expectations, because the methods generally perform better on the observed pixels. This result could be due to the higher prevalence of grassland in this simple circumstance image, or due to sampling coincidentally aligning with the balance of the classes in the missing pixels for that image. More accurate performance classifying missing pixels did not present as a trend in the results overall.

Table 4 shows there was a significant difference between overall accuracy of gradient boosted machine and random forest methods, according to a one-way ANOVA ($F = 16.650$, $p < 0.0001$, and image date ($F = 31.411$, $p < 0.0001$). There was a significant difference between the 18 September 2000 image and 16 July 2000 image ($p < 0.0001$) with mean overall accuracy 0.094 higher for the 18 September 2000 image according to a one-way ANOVA. There was a significant difference between the 2 September 2000 and 18 September 2000 images, with mean overall accuracy of 0.095 lower for the 2 September 2000 image.

### Table 4. One-way ANOVA results for differences in mean overall accuracy for binary FPC classification.

| Variable          | F Statistic | $p$ Value |
|-------------------|-------------|-----------|
| Methods           | 16.650      | <0.000    |
| Image date        | 31.411      | <0.000    |
| 16/7/2000         |             |           |
| 2/9/2000          |             |           |
| 18/9/2000         |             |           |
| Pixel class       | 0.003       | 0.957     |
| Missing           |             |           |
| Observed          |             |           |
| Cloud pattern     | 0.1745      | 0.6782    |
| Small             |             |           |
| Large             |             |           |

There was no significant difference between the 16 July 2000 and 2 September 2000 images ($p = 0.9927$), or between the mean overall accuracy of the methods and pixel class ($F = 0.003$, $p = 0.957$) or cloud pattern ($F = 0.1745$, $p = 0.6782$), according to a one-way ANOVA. There was no significant interaction between overall accuracy, method, and image date according to a two-way ANOVA ($F = 1.2469$, $p = 0.2978$). There was also no significant interaction between overall accuracy, pixel class, and cloud pattern, according to a two-way ANOVA ($F = 2.1925$, $p = 0.1458$). Additional tables of ANOVA results are in the Supplementary Materials.

### 3.2. Predicting Continuous FPC

For continuous FPC prediction, random forest had lower error statistics than the gradient boosted machine across all images for both missing and observed pixels (Figure 8). The random forest results were more accurate (had lower error rates) than the gradient boosted machine when compared by pixel class and cloud pattern.
Figure 8. Comparison of continuous FPC prediction accuracy of methods by pixel class and cloud pattern. Y axis displays the Root Mean Squared Error (RMSE) for the methods, the range of values indicated by the length of the boxplots. X axis displays the Mean Absolute Error (MAE) statistic; the range of MAE values is indicated by the width of the boxplots. Boxplots in the left column are accuracy results for predicting missing pixels, the right column are accuracy results for predicting observed pixels. The top row of the plot shows accuracy of the models for the large cloud patterns, the bottom row shows accuracy of the models for the small cloud patterns.

As expected, both the gradient boosted machine and random forest were the most accurate for the 18 September 2000 image, with the lowest RMSE and MAE. The methods also had high accuracy for the heterogeneous images, 2 September 2000 and 16 July 2000, but they were the least accurate for the July 2000 image. This is reflected in the plots in Figure 9.

Figure 9. Comparison of continuous FPC prediction accuracy of methods by image date. Y axis displays the Root Mean Squared Error (RMSE) for the methods, the range of values indicated by the length of the boxplots. X axis displays the Mean Absolute Error (MAE) statistic; the range of MAE values is indicated by the width of the boxplots.
The FPC values in the testing samples for continuous FPC ranged from 0% to 75.2% for the 16 July 2000 image, 0% to 66.9% for the 2 September image, and 0% to 78.58% for the 18 September 2000 image. In addition to RMSE and MAE statistics, we present these error measurements as a percentage of mean FPC. In the tables, we present averages across samples for cloud pattern and pixel class. The full results per sample are in the Supplementary Materials.

Table 5 shows when predicting FPC values random forest had an average RMSE ranging from 5.118 to 13.871, with lower RMSE values indicating more accurate performance and higher RMSE values indicating less accurate performance. Random forest consistently had the lowest average RMSE values (i.e., was more accurate) for the 18 September 2000 image (RMSE = 0.5118 to 7.608) when compared with the 2 September 2000 image (RMSE = 10.917 to 12.556) and the 16 July 2000 image (RMSE = 10.962 to 13.871). The lowest average RMSE across samples was for missing pixels in the small cloud patterns for the 18 September 2000 image (RMSE = 5.118, MAE = 3.807), followed by observed pixels in the large cloud pattern image (RMSE = 7.001, MAE = 4.598) and missing pixels in the large cloud pattern (RMSE = 7.440, MAE = 5.491) for the same image date. The highest average RMSE (i.e., least accurate) results was for predicting continuous FPC values in the 16 July 2000 image for missing pixels in the large cloud pattern (RMSE = 13.871, MAE = 11.098), followed by observed pixels (RMSE = 13.631, MAE = 9.758) and missing pixels in the small cloud pattern (RMSE = 12.080, MAE = 9.518) for the same date.

Table 5. Random forest continuous FPC prediction results ordered by image date, by cloud pattern and pixel class for each date. The RMSE and MAE as percentages of mean FPC for each sample are in brackets. The results are an average of performance across samples; we performed training, testing, and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | RMSE  | MAE    |
|------------|---------------|-------------|-------|--------|
| 16/7/00    | Small         | Missing     | 12.080 (10.78%) | 9.518 (8.49%) |
|            | Small         | Observed    | 13.631 (12.34%) | 9.758 (8.83%) |
|            | Large         | Missing     | 13.871 (12.88%) | 11.098 (10.31%) |
|            | Large         | Observed    | 10.962 (9.74%)  | 8.229 (7.31%)  |
| 2/9/00     | Small         | Missing     | 11.479 (9.29%)  | 8.989 (7.27%)  |
|            | Small         | Observed    | 11.920 (9.58%)  | 8.522 (6.85%)  |
|            | Large         | Missing     | 12.556 (10.12%) | 9.819 (7.91%)  |
|            | Large         | Observed    | 10.917 (8.63%)  | 8.019 (6.34%)  |
| 18/9/00    | Small         | Missing     | 5.118 (4.15%)   | 3.807 (3.08%)  |
|            | Small         | Observed    | 7.608 (6.05%)   | 4.927 (3.91%)  |
|            | Large         | Missing     | 7.440 (6.33%)   | 5.491 (4.67%)  |
|            | Large         | Observed    | 7.001 (5.66%)   | 4.598 (3.72%)  |

Table 6 shows when predicting FPC values gradient boosted machine had an average RMSE that ranged from 9.65 to 16.09. Gradient boosted machine had the lowest RMSE (i.e., highest accuracy) for the 18 September 2000 image for missing pixels in the small cloud pattern (RMSE = 9.646, MAE = 7.065), followed by missing pixels in the large cloud pattern (RMSE = 8.658, MAE = 6.772) for the same image. The method consistently performed accurate classifications for both missing and observed pixels in the 18 September 2000 image. The highest average RMSE (i.e., lowest accuracy) was for predicting FPC for missing pixels in the small cloud pattern in the 16 July 2000 image (RMSE = 16.091, MAE = 12.872), followed by missing pixels in large cloud pattern (RMSE = 15.849, MAE = 13.352) and missing pixels in small cloud pattern (RMSE = 15.108, MAE = 12.855) for the same image. Gradient boosted machine performed the least accurate classifications of continuous FPC on average for the 16 July 2000 image.
Table 6. Gradient boosted machine continuous FPC prediction results ordered by image date, by cloud pattern and pixel class for each date. The RMSE and MAE as percentages of mean FPC for each sample are in brackets. The results are an average of performance across samples; we performed training, testing and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | RMSE        | MAE         |
|------------|---------------|-------------|-------------|-------------|
| 16/7/00    | Small         | Missing     | 15.108 (13.48%) | 12.855 (11.47%) |
|            | Small         | Observed    | 16.091 (14.57%) | 12.872 (11.65%) |
|            | Large         | Missing     | 15.849 (14.72%) | 13.532 (12.57%) |
|            | Large         | Observed    | 14.874 (13.21%) | 12.425 (11.04%) |
| 2/9/00     | Small         | Missing     | 12.726 (10.30%) | 10.866 (8.79%) |
|            | Small         | Observed    | 14.073 (11.31%) | 11.233 (9.03%) |
|            | Large         | Missing     | 13.388 (10.79%) | 10.979 (8.85%) |
|            | Large         | Observed    | 13.066 (10.33%) | 10.674 (8.44%) |
| 18/9/00    | Small         | Missing     | 8.072 (6.54%)  | 6.558 (5.31%) |
|            | Small         | Observed    | 9.646 (7.67%)  | 7.065 (5.61%) |
|            | Large         | Missing     | 8.658 (7.47%)  | 6.772 (5.84%) |
|            | Large         | Observed    | 9.113 (7.37%)  | 6.736 (5.45%) |

Table 7 compares the performance of the inverse distance weighted interpolation and random forest methods. Overall, the random forest consistently had higher accuracy (lower RMSE and MAE) than inverse distance weighted interpolation across all images and cloud patterns for both missing and observed pixels. When predicting continuous FPC values, the inverse distance weighted interpolation had an average RMSE that ranged from 7.33 to 16.45. This method performed the best for classifying large cloud patterns in the 18 September 2000 image for missing pixels in the large cloud pattern (RMSE = 7.514, MAE = 5.126), the worst for classifying large cloud pattern for the 16 July 2000 image (RMSE = 16.200, MAE = 13.795). The improvement in accuracy was more noticeable for the missing pixels. For random forest, the gradient boosted machine and inverse distance weighted interpolation methods had the highest accuracy for the 18 September 2000 image for both binary classification and prediction of FPC values. This image has a majority of grassland class pixels.

Table 7. Inverse distance weighted interpolation and random forest FPC prediction results ordered by image date, by cloud pattern and pixel class for each date. The RMSE and MAE as percentages of mean FPC for each sample are in brackets. The results are an average of performance across samples; we performed training, testing and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | Inverse Distance Weighted | Random Forest |
|------------|---------------|-------------|----------------------------|---------------|
|             |               |             | RMSE | MAE | RMSE | MAE |
| 16/7/00    | Small         | Missing     | 14.570 (9.54%) | 9.955 (7.55%) | 12.080 (10.78%) | 9.518 (8.49%) |
|            | Small         | Observed    | 13.908 (12.59%) | 10.379 (9.40%) | 13.631 (12.34%) | 9.758 (8.83%) |
|            | Large         | Missing     | 16.200 (10.37%) | 13.795 (8.38%) | 13.871 (12.88%) | 11.098 (10.31%) |
|            | Large         | Observed    | 11.588 (10.30%) | 9.213 (8.19%) | 10.962 (9.74%) | 8.229 (7.31%) |
| 2/9/00     | Small         | Missing     | 11.887 (7.09%) | 9.995 (5.65%) | 11.479 (9.29%) | 8.989 (7.27%) |
|            | Small         | Observed    | 12.289 (9.88%) | 9.092 (7.31%) | 11.920 (9.58%) | 8.522 (6.85%) |
|            | Large         | Missing     | 12.751 (7.81%) | 10.613 (6.25%) | 12.556 (10.12%) | 9.819 (7.91%) |
|            | Large         | Observed    | 11.136 (8.81%) | 8.513 (6.73%) | 10.917 (6.63%) | 8.019 (6.34%) |
| 18/9/00    | Small         | Missing     | 7.751 (4.05%) | 6.233 (3.08%) | 5.118 (4.15%) | 3.807 (3.08%) |
|            | Small         | Observed    | 7.824 (6.24%) | 5.240 (5.74%) | 7.608 (6.05%) | 4.927 (3.91%) |
|            | Large         | Missing     | 9.238 (4.75%) | 7.037 (3.51%) | 7.440 (6.33%) | 5.491 (4.67%) |
|            | Large         | Observed    | 7.514 (6.08%) | 5.126 (4.15%) | 7.001 (5.66%) | 4.598 (3.72%) |

Table 8 compares the performance of the inverse distance weighted interpolation and gradient boosted machine methods. Overall, inverse distance weighted interpolation had higher accuracy (lower RMSE and MAE) than gradient boosted machine across all images and cloud patterns for both missing and observed pixels. Tables 6 and 7 show overall random forest had the highest accuracy...
for continuous FPC prediction (RMSE from 5.118 to 13.871), followed by inverse distance weighted interpolation (RMSE from 7.541 to 16.200), and gradient boosted machine was the least accurate of the three methods (RMSE from 8.072 to 16.091).

Table 8. Inverse distance weighted interpolation and gradient boosted machine FPC prediction results ordered by image date, by cloud pattern and pixel class for each date. The RMSE and MAE as percentages of mean FPC for each sample are in brackets. The results are an average of performance across samples; we performed training, testing and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | RMSE      | MAE      | RMSE      | MAE      |
|------------|---------------|-------------|-----------|----------|-----------|----------|
| 16/7/00    | Small         | Missing     | 14.570 (9.54%) | 9.955 (7.55%) | 15.108 (13.48%) | 12.855 (11.47%) |
|            | Small         | Observed    | 13.908 (12.59%) | 10.379 (9.40%) | 16.091 (14.57%) | 12.872 (11.65%) |
|            | Large         | Missing     | 16.200 (10.37%) | 13.795 (8.38%) | 15.849 (14.72%) | 13.532 (12.57%) |
|            | Large         | Observed    | 11.588 (10.30%) | 9.213 (8.19%) | 14.874 (13.21%) | 12.425 (11.04%) |
| 2/9/00     | Small         | Missing     | 11.887 (7.09%) | 9.995 (5.63%) | 12.726 (10.30%) | 10.866 (8.79%) |
|            | Small         | Observed    | 12.289 (9.88%) | 9.092 (7.31%) | 14.073 (11.31%) | 11.233 (9.03%) |
|            | Large         | Missing     | 12.751 (7.81%) | 10.613 (6.25%) | 13.388 (10.79%) | 10.979 (8.85%) |
|            | Large         | Observed    | 11.136 (8.81%) | 8.513 (6.73%) | 13.066 (10.33%) | 10.674 (8.44%) |
| 18/9/00    | Small         | Missing     | 7.751 (4.05%) | 6.233 (3.08%) | 8.072 (6.54%) | 6.558 (5.31%) |
|            | Small         | Observed    | 7.824 (8.24%) | 5.240 (5.74%) | 9.646 (7.67%) | 7.065 (5.61%) |
|            | Large         | Missing     | 9.238 (4.75%) | 7.037 (3.51%) | 8.658 (7.47%) | 6.772 (5.84%) |
|            | Large         | Observed    | 7.514 (6.08%) | 5.126 (4.15%) | 9.113 (7.37%) | 6.736 (5.45%) |

Table 9 shows that there was a significant difference between at least two of the three methods ($F = 6.128, p = 0.004$), according to an ANOVA. A posthoc Tukey test showed a significant difference between gradient boosted machine and random forest ($p = 0.029$) with mean RMSE for random forest 2.174 lower than for gradient boosted machine. ANOVA showed a significant difference in mean RMSE between inverse distance weighted interpolation and gradient boosted machine ($p = 0.004$), with mean RMSE 2.754 lower for inverse distance weighted interpolation. There was no significant difference between random forest and inverse distance weighted interpolation for predicting continuous FPC.

Table 9. One-way ANOVA results for differences in mean overall accuracy for binary FPC classification. Additional results are in Supplementary Materials.

| Variable          | F Statistic | $p$ Value |
|-------------------|-------------|-----------|
| Methods           | 6.128       | 0.004     |
| Gradient boosted machine
| Inverse Distance Weighted Interpolation
| Random forest
| Image date
| 16/7/2000 | 59.65 | <0.000 |
| 18/9/2000 | 2.068 | 0.155 |
| Pixel class
| Missing | 0.109 | 0.742 |
| Observed | 0.109 | 0.742 |
| Cloud pattern
| Small | 0.109 | 0.742 |
| Large | 0.109 | 0.742 |

There was a significant difference in mean RMSE between at least two image dates ($F = 59.65, p < 0.0001$). A Tukey posthoc test showed that there were significant differences between the 16 July 2000 and 18 September 2000 images ($p < 0.0001$), with a mean RMSE 5.732 lower for the 18 September.
2000 image. There was a significant difference in mean RMSE between the 2 September 2000 and 18 September 2000 images ($p < 0.0001$) with mean RMSE 4.247 higher for 2 September 2000. There was no significant difference between the 16 July 2000 and 2 September 2000 images ($p = 0.0219$). The results also showed there was no significant difference between RMSE of methods and pixel class ($F = 2.068, p = 0.155$) or cloud pattern ($F = 0.109, p = 0.742$). Additional ANOVA results tables are in the Supplementary Materials.

3.3. Converting Predicted FPC to Binary Classification: Woodland and Grassland

We found that the conversion of continuous predictions of FPC to a binary classification after analysis created a substantial loss of accuracy for both the random forest and gradient boosted machine methods. This was particularly noticeable for gradient boosted machine models. In this study, the random forest and gradient boosted machine methods produced more accurate predictions of binary land cover type when the class variable was derived prior to analysis, rather than producing a continuous FPC prediction and then converting these results to a binary classification.

To examine whether predicting continuous FPC values and then converting these to a binary classification, rather than recoding FPC to a binary classification prior to analysis affected the accuracy of the methods we compared results for both approaches for the 2 September 2000 image. This image has a relatively heterogeneous landscape that is made up of both woodland and grassland pixels.

For random forest, we observed a noticeable reduction in overall accuracy from an average range of 0.74 to 0.77 for binary classification down to 0.66 to 0.70 by converting continuous FPC value predictions to a binary variable after initial analysis (see Table 10). These results indicate a substantial reduction in model accuracy as a result of converting a continuous FPC prediction to binary after analysis, rather than performing the conversion to a binary variable prior to performing analysis.

Table 10. Random forest accuracy results for continuous FPC predictions converted to binary class after analysis. The results are an average of performance across samples; we performed training, testing, and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | Overall Accuracy | Converted Overall Accuracy | Converted Producer's Accuracy | Converted User's Accuracy |
|------------|---------------|-------------|------------------|---------------------------|-------------------------------|--------------------------|
| 2/9/00     | Small         | Missing     | 0.770            | 0.667                     | 0.093                         | 0.984                    |
|            | Large         | Missing     | 0.761            | 0.698                     | 0.093                         | 0.968                    |
|            | Small         | Observed    | 0.738            | 0.664                     | 0.080                         | 0.982                    |
|            | Large         | Observed    | 0.736            | 0.664                     | 0.066                         | 0.993                    |

Table 11 shows for gradient boosted machine we also found a substantial reduction in overall accuracy, from an average range of 0.71 to 0.75 to 0.66 to 0.70 by converting continuous FPC value predictions to a binary variable after initial analysis.

Table 11. Gradient boosted machine accuracy results for continuous FPC predictions converted to binary class after analysis. The results are an average of performance across samples; we performed training, testing, and accuracy assessment process on multiple samples per image and cloud pattern. Full results per sample are in Supplementary Materials.

| Image Date | Cloud Pattern | Pixel Class | Overall Accuracy | Converted Overall Accuracy | Converted Producer's Accuracy | Converted User's Accuracy |
|------------|---------------|-------------|------------------|---------------------------|-------------------------------|--------------------------|
| 2/9/00     | Small         | Missing     | 0.746            | 0.667                     | 0.082                         | 0.983                    |
|            | Large         | Missing     | 0.747            | 0.698                     | 0.148                         | 0.977                    |
|            | Small         | Observed    | 0.714            | 0.663                     | 0.080                         | 0.982                    |
|            | Large         | Observed    | 0.707            | 0.664                     | 0.066                         | 0.993                    |

Inverse distance weighted interpolation is not able to perform categorical classifications directly, so all of the results were predicted as continuous FPC first and then converted to the binary class
variable to produce confusion matrix results. This means that it is not possible to compare converted results with the results of binary classifications that were performed by inverse distance weighted interpolation, as was done for gradient boosted machine and random forest in Tables 9 and 10. A table of results for inverse distance weighted interpolation for all of the samples is available in the Supplementary Materials (Table S14). Table 8 shows converted overall accuracy of inverse distance weighted interpolation ranged from 0.64 to 0.85 on average. Binary classification accuracy for inverse distance weighted interpolation was compared with random forest because it was the most accurate of the two decision tree methods in this case study. Table 12 shows random forest consistently had higher overall accuracy on average than converted inverse distance weighted interpolation, with the overall accuracy ranging from 0.75 to 0.87. Random forest also had consistently higher accuracy than inverse distance weighted interpolation for prediction of continuous FPC, as measured by RMSE and MAE.

| Image Date | Cloud Pattern | Pixel Class | Inverse Distance Weighted Converted Overall Accuracy | Random Forest Overall Accuracy |
|------------|---------------|-------------|------------------------------------------------------|-------------------------------|
| 16/7/00    | Small         | Missing     | 0.720                                                | 0.793                         |
|            | Large         | Missing     | 0.731                                                | 0.766                         |
|            | Small         | Observed    | 0.644                                                | 0.749                         |
|            | Large         | Observed    | 0.761                                                | 0.813                         |
| 2/9/00     | Small         | Missing     | 0.704                                                | 0.817                         |
|            | Large         | Missing     | 0.761                                                | 0.779                         |
|            | Small         | Observed    | 0.687                                                | 0.729                         |
|            | Large         | Observed    | 0.732                                                | 0.778                         |
| 18/9/00    | Small         | Missing     | 0.837                                                | 0.869                         |
|            | Large         | Missing     | 0.836                                                | 0.839                         |
|            | Small         | Observed    | 0.805                                                | 0.864                         |
|            | Large         | Observed    | 0.849                                                | 0.858                         |

4. Discussion

Monitoring progress towards the Sustainable Development Goals (SDGs) provides important insights into the state of the environment and quality of human life in countries, but the cost of collecting data is a barrier to measuring the SDGs. Free satellite images are a key data source to overcoming this barrier, however there are associated quality issues with these images due to missing data from cloud cover, especially in tropical areas. We have presented streamlined spatial machine learning methods that can fill gaps in satellite images due to missing data to address this challenge, and classify pixels into different vegetation types to identify grassland and woodland.

The spatial gradient boosted machine and random forest methods produce fast and accurate predictions (overall accuracy between 0.63 and 0.90) of pixel class over entire images for both the observed and missing pixels. Overall, random forest had higher accuracy for performing binary classification of pixels and predicting FPC values than gradient boosted machine without an increase in computation time. Of the decision tree models, we would recommend using the random forest rather than gradient boosted machine for binary image classification and continuous variable prediction tasks. Random forest also had consistently higher accuracy for performing prediction of continuous FPC values than inverse distance weighted interpolation across all images, cloud patterns, and pixels classes. This held true for both prediction of continuous FPC values and binary classification of pixels as grassland or woodland. Inverse distance weighted interpolation had consistently higher accuracy
than gradient boosted machine for predicting continuous FPC. Overall, random forest was the most accurate of the three methods for binary classification and FPC prediction.

This accurate binary classification was achieved by converting continuous FPC values into binary classes from the outset, and then using the decision tree methods to predict a binary classification. Changing that order by predicting continuous FPC using the methods and then converting to a binary classification was substantially less accurate for both decision tree methods. This loss of accuracy was worse for the gradient boosted machine. We recommend transforming from a continuous value to binary classification prior to analysis and training the methods on the binary classification problem rather than converting continuous predictions to binary classifications after initial analysis.

The binary land cover classification that we performed in the case study show the methods perform well in a simple case, however land cover maps are usually more detailed and extensive in terms of number of categories and the scale e.g., detailed classifications at state or country level. In future work, it would be of interest to explore how the methods perform in a scenario with more land cover classes, particularly because the methods perform well at the more complex task of predicting continuous data.

Counterintuitively, the accuracy of image classification was not impacted by size of the clouds; we did not identify a clear pattern where the models identified pixels in the small cloud pattern more accurately than the large cloud pattern. Rather, the land cover heterogeneity seemed to influence model performance more than the pattern of the simulated clouds. The gradient boosted machine and random forest both had highest accuracy for binary classification when identifying missing pixels in the 18 September 2000 image, which had more grassland. Overall, random forest had higher accuracy for performing binary classification of pixels than gradient boosted machine.

While there are many benefits to the decision tree methods, as with any statistical method it is important to be aware of and address issues, such as overfitting and bias/variance tradeoff. It is noted that the boosting and bagging aspects of the gradient boosted machine and random forest algorithms that were adopted in this paper are designed to address these issues [34,38]. In our analyses, the decision tree methods were demonstrated to achieve high accuracy for both training and test data, indicating good fit and an acceptable bias/variance balance. This engenders confidence in the ability of the models to adequately predict missing data that were generated by cloud cover in the case study.

Another issue is training and testing sample selection for both observed and missing pixels. If there is a class imbalance in the image, such as more grassland in the missing pixel region and the randomly selected training set includes mostly or only woodland pixels, the trained method might be more likely to incorrectly classify the test set as woodland. A potential solution could be to select a training set deliberately from a region of the image with a combination of the classes you want to predict, however this may also introduce bias to the model. In this study, we simulated the clouds so knew what the true classifications were in the image, however this will not be so in real cases of missing data due to cloud cover. In cases where there is a class imbalance in the image and the methods produce inaccurate results due to lack of balanced training data, while using the composite approach for interpolation may be more appropriate.

In the case where large amounts of spectral data are missing from images over long periods of time, such as most of the year in the tropics [12], the use of our methods can provide fast results to a level of accuracy that can be practically useful for informing decisions, even with a more heterogenous landscape (minimum 0.60 overall accuracy for binary classification) or highly accurate results for images with a higher prevalence of one class (up to 0.90 overall accuracy). Of course, there is error that is associated with model derived estimates, so confidence intervals should be considered and any additional available data or local knowledge when interpreting the results.

In this scenario, because we simulated missing data, we were able to validate the predictions that the methods produced, because we had the “true” value of the pixels. However, in the case where the true values of the pixels are unknown, this will not be possible for the testing data which are being classified. This is not an argument against using statistical methods to interpolate missing values
when the data are truly missing. Rather, it is a caution to keep in mind that there will be uncertainty regarding the land cover classifications, as there is in any model, and hence to consider the confidence intervals around the model predictions.

Our application of these methods was motivated by considering what agencies and developing countries can achieve with a minimum core set of free resources to perform analyses in operational programs to gain insights into their environment and contribute to monitoring environmental SDGs. We describe three core free resources to monitor environmental SDGs. First, free satellite images and satellite image derived data products. These images can be downloaded for free from a number of sources, including CEOS Data Cube products [8] and the USGS Global Visualization Viewer [9], or Google earth engine [48]. These are only a selection of products currently available, and many more resources are being produced and shared over time. Second, free open source software products with online resources and communities can be used to produce estimates of the SDGs, and indeed other statistics. Here, we used R software [49]. Third, spatial information (i.e., latitude and longitude) can be extracted from any satellite image at no cost using code in open source software. The latitude and longitude of an image will remain intact, regardless of whether the spectral information associated with those pixels exists. Through our case study, we have shown by using these three free resources, measuring selected SDGs which are observable directly or by proxy from satellite images as accurately is possible, which offers opportunities to measure SDGs effectively, even in regions where missing data due to cloud cover or limited available infrastructure or funding to collect data are issues.

Our intention in describing and demonstrating the use of these free resources is not to prescribe the best practice or most accurate resources and methods for measuring SDGs or to dismiss directly collected data or more complex methods. Rather, the intention is to provide a streamlined path to monitoring SDGs in a tangible and fast manner, while still providing reasonable accuracy. By using these three minimum resources, this is achievable. Although the inclusion of auxiliary variables was not explored in this study, it is noted that as with any statistical model including informative covariates will improve the classification accuracy of the proposed methods. Here, we have presented the minimum core resources to measure selected environmental SDGs while only using free resources and streamlined methods.

Here, we explored the use of latitude and longitude as covariates in decision tree methods to classify pixels into different types of land cover as relevant to environmental SDG 15 life on land; specifically forest cover monitoring and deforestation detection [6]. We focused on this SDG in our approach, and our methods are specifically useful for contributing to:

- SDG Indicator 15.1.1 Forest area as a proportion of total land area; and,
- SDG indicator 15.3.1 Proportion of land that is degraded over total land area.

These methods may aid in the monitoring of different SDGs which are also measurable from satellite images, such as identifying bodies of water, level of sediment in water sources, presence of crop land, and other environmental features. Further investigation could also be done into the application of these spatial methods to predicting satellite image spectral band values directly, rather than products that are derived from the spectral band values, such as FPC.

5. Conclusions

The Sustainable Development Goals (SDGs) are important indicators of quality of human life and the environment, which are a priority for countries to progress towards meeting by 2030. Some key barriers to monitoring the SDGs include the cost of acquiring and collecting data, lack of infrastructure, and required skills within countries and organisations to produce statistics from satellite imagery data [10]. Satellite imagery is a useful, freely available data source that can directly contribute to monitoring and measuring the SDGs [2,4,5] and it addresses the issue of cost of data acquisition. However, missing data due to cloud cover and ways to fill in these gaps as effectively as possible are issues with these images, especially in tropical regions of the world.
We have presented two fast and accurate spatial machine learning methods that meet the need for effective ways to fill gaps in images due to missing data, and produce statistics to monitor indicators of SDG 15; life on land, related to forest management. The results showed our random forest method was more accurate than inverse distance weighted interpolation for predicting Foliage Projective Cover (FPC) for missing and observed data across all images in the study. Our methods are implemented in free software, performing binary classification of both observed and missing pixels into vegetation classes; woodland and grassland, and predicting continuous FPC values. These accurate classifications are possible using only latitude and longitude of the pixels as covariates, which can be extracted from any satellite image, regardless of cloud cover. We have provided some general rules of thumb for when our approach would be most useful, and recognise cases when an alternative, such as the traditional compositing approach, may be more suitable for filling in image gaps due to limitations of our approach.

Our methods are effective for contributing to SDG 15 related to forest management, and importantly could also be applied to other environmental SDGs identifiable in satellite images, such as SDG 6: Clean sanitation and water through water quality and water extent, and SDG 2: end hunger by identifying crop type and crop area. By using these methods and the core set of minimum free resources, we describe satellite images, software, methods, and spatial information; it is possible for other users and countries to effectively monitor and model environmental SDGs, importantly at low cost in terms of finances, infrastructure, and experience working with satellite imagery data.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/11/15/1796/s1, Table S1: Random forest binary classification results by image date, ordered from highest overall accuracy to lowest for each date, Table S2: Gradient boosted machine binary classification results by image date, ordered from highest overall accuracy to lowest for each date, Table S3: Binary FPC Anova results. Tukey posthoc comparison results showing differences in mean overall accuracy between image dates. Table S4: Binary FPC Anova results. Tukey posthoc comparison results showing differences in mean overall accuracy between image dates, Table S5: Two-way ANOVA results for differences in mean overall accuracy for binary FPC. Table S6: Random forest continuous FPC prediction results ordered by image date, from lowest root mean squared error (RMSE) to highest for each date, Table S7: Gradient boosted machine continuous FPC prediction results ordered by image date, from lowest root mean squared error (RMSE) to highest for each date, Table S8: Continuous FPC ANOVA results. Tukey posthoc comparison results showing differences in mean RMSE between image dates, Table S9: Continuous FPC ANOVA results. Tukey posthoc comparison results showing differences in mean RMSE between methods, Table S10: Two-way ANOVA results for differences in mean RMSE for continuous FPC, Table S11: Random forest accuracy results for continuous FPC predictions converted to binary class after analysis, Table S12: Gradient boosted machine accuracy results for continuous FPC predictions converted to binary class after analysis. Table S13: Inverse distance weighted interpolation method continuous FPC prediction results ordered by image date, by cloud pattern and pixel class for each date. Table S14: Inverse distance weighted interpolation method accuracy results for converted continuous FPC predictions to binary classification by image date, by cloud pattern and pixel class for each date.
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