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Abstract: The Freud ensemble of random matrices is the unitary invariant ensemble corresponding to the weight \( \exp(-n|x|^\beta) \), \( \beta > 0 \), on the real line. We consider the local behaviour of eigenvalues near zero, which exhibits a transition in \( \beta \). If \( \beta \geq 1 \), it is described by the standard sine process. Below the critical value \( \beta = 1 \), it is described by a process depending on the value of \( \beta \), and we determine the first two terms of the large gap probability in it. This so called weak confinement range \( 0 < \beta < 1 \) corresponds to the Freud weight with the indeterminate moment problem. We also find the multiplicative constant in the asymptotic expansion of the Freud multiple integral for \( \beta \geq 1 \).
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1. Introduction

Consider a random matrix ensemble on the space of $n \times n$ Hermitian matrices $M$, defined by the probability measure

$$
\frac{1}{\hat{Z}_n} \exp \left( -n \operatorname{Tr} |M|^\beta \right) dM, \quad dM = \prod_{j=1}^n dM_{jj} \prod_{1 \leq j < k \leq n} d\Re M_{jk} d\Im M_{jk},
$$

(1.1)

where $\beta > 0$ is a parameter, $\hat{Z}_n = \hat{Z}_n(\beta)$ is a normalization constant, and $\operatorname{Tr} |M|^\beta = \sum_{j=1}^n |\lambda_j|^\beta$, where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $M$. The case $\beta = 2$ corresponds to the Gaussian Unitary Ensemble (GUE). For general $\beta > 0$, (1.1) induces a probability distribution on the eigenvalues of $M$ which is given by (see, e.g., [7])

$$
p(\lambda_1, \ldots, \lambda_n) \prod_{j=1}^n d\lambda_j = \frac{1}{Z_n} \prod_{1 \leq j < k \leq n} |\lambda_j - \lambda_k|^2 \prod_{j=1}^n e^{-n|\lambda_j|^\beta} d\lambda_j, \quad \lambda_1, \ldots, \lambda_n \in \mathbb{R},
$$

(1.2)

where the normalisation constant $Z_n = Z_n(\beta)$ is given by

$$
Z_n = \int_{\mathbb{R}^n} \prod_{1 \leq j < k \leq n} |\lambda_j - \lambda_k|^2 \prod_{j=1}^n e^{-n|\lambda_j|^\beta} d\lambda_j.
$$

(1.3)

The probability distribution (1.2) has two qualitative features, namely repulsion of the eigenvalues caused by the factor $\prod_{1 \leq j < k \leq n} |\lambda_j - \lambda_k|^2$, and confinement of the eigenvalues around 0 because of the decay of the weight function $e^{-n|x|^\beta}$ for large $|x|$.

One is interested in the statistical properties of the eigenvalues when $n$ is large. These are well-understood when $\beta = 2m, m = 1, 2, \ldots$, and more generally, when $x^{2m}$ is replaced by an analytic function with sufficient growth at infinity and satisfying generic regularity conditions, see e.g. [7,12,13]: the eigenvalues for large $n$ tend to accumulate on one or several intervals; in the local scaling regime, the behaviour of the eigenvalues near the edges of the intervals is governed by the Airy point process, and near any point inside the intervals (bulk of the spectrum), by the sine process, see below.
In our case of the ensemble (1.1), \( \beta > 0 \), the eigenvalues accumulate on the single interval \([-A, A]\), where (in terms of Euler’s \( B \) and \( \Gamma \) functions)

\[
A = A(\beta) = B \left( \frac{\beta}{2}, \frac{1}{2} \right)^{\frac{1}{\beta}} = \left( \frac{\Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{\beta}{2} \right)}{\Gamma \left( \frac{\beta+1}{2} \right)} \right)^{\frac{1}{\beta}}. \tag{1.4}
\]

Locally, the behaviour of the eigenvalues near the points \( \pm A \) is described by the Airy point process, and near any \( x \in (-A, A) \setminus \{0\} \), by the sine process for any \( \beta > 0 \). However, as observed by Canali, Wallin, and Kravtsov [4] (see also [1,5,18,20]), the local eigenvalue behaviour near \( x = 0 \) shows remarkably different features if \( \beta < 1 \). This regime is known as weak confinement (as opposed to strong confinement if \( \beta > 1 \)). Namely, in the weak confinement, as \( \beta \) decreases from the critical value \( \beta = 1 \), the local statistics of eigenvalues near \( x = 0 \) depend on the value of \( \beta \) in a crucial way, and one observes a transition between the Wigner-Dyson statistics (which correspond to the sine process) and Poissonian statistics (scaling \( \beta \) appropriately). The authors in [4] made these observations by numerical simulations and also by examining the behaviour of the mean eigenvalue density close to 0. Transitions of this type, describing a crossover between strongly repulsive points and independent points or deterministic points, occur also in other models, like Dyson’s Brownian motion, finite temperature free fermion models, and random thinnings of determinantal point processes. The ensemble (1.2) has the convenient feature that its general structure (that of an orthogonal polynomial ensemble, see below) is preserved as \( \beta > 0 \) varies.

Indeed, the distribution (1.2) for any \( \beta > 0 \) is a determinantal point process on \( \mathbb{R} \) with correlation kernel given in terms of orthogonal polynomials,

\[
p(\lambda_1, \ldots, \lambda_n) = \frac{1}{n!} \det(K_n(\lambda_j, \lambda_k))_{j,k=1}^n,
\]

\[
K_n(x, y) = e^{-\frac{\pi}{2} (|x|^\beta + |y|^\beta)} \sum_{k=0}^{n-1} P_k(x) P_k(y) = e^{-\frac{\pi}{2} (|x|^\beta + |y|^\beta)} \chi_{n-1} P_n(x) P_{n-1}(y) - P_n(y) P_{n-1}(x), \tag{1.5}
\]

where \( P_k = P_k^{(\beta)} \) is the degree \( k \) normalized orthogonal polynomial with positive leading coefficient \( \chi_k = \lambda_k^{(\beta)} \) with respect to the weight \( e^{-n|x|^\beta} \), characterized by the conditions

\[
\int_{-\infty}^{+\infty} P_j(x) P_k(x) e^{-n|x|^\beta} dx = \delta_{jk}, \quad j, k = 0, 1, \ldots
\]

These orthogonal polynomials are known as the Freud polynomials [19] (usually after the rescaling \( x = n^{-1/\beta} y \)), and have a rich history in approximation theory. The weight \( e^{-|x|^\beta} \) possesses a remarkable feature: for \( \beta \geq 1 \) the corresponding moment problem is determinate, while for \( \beta < 1 \) it is indeterminate (see [2]). That is, given the moments \( \int_{-\infty}^{+\infty} x^k d\mu(x), k = 0, 1, \ldots \), the moment problem is determinate if there exists a unique measure \( \mu \) with these moments, and indeterminate if there is more than one such measure. In the case of indeterminate moment problem, the so-called Nevanlinna parametrization gives an infinite-dimensional parametrization of family of different measures with the same moments (see [2]). In particular, if \( \beta < 1 \), then the measures \( e^{-|x|^\beta} dx \) and

\[
w^{(\gamma)}(x; \beta) dx := e^{-|x|^\beta} (1 + \gamma \cos(|x|^\beta \tan(\beta\pi/2))) dx \quad \text{with any } \gamma \in [-1, 1]
\]
have, among other measures, the same moments. Moreover, the ensemble (1.2) with $e^{-n|\lambda|^{1/\beta}}$ replaced by $w(\gamma)(n^{1/\beta}|\lambda|^{1/\beta}; \beta)$, $\gamma \in [-1, 1]$, defines a family of determinantal point processes, with correlation kernels that are equal up to a prefactor, namely

$$
K^{(\gamma)}_n(x, y) = \sqrt{\left(1 + \gamma \cos(n|x|^\beta \tan(\beta \pi/2))\right)\left(1 + \gamma \cos(n|y|^\beta \tan(\beta \pi/2))\right)} K_n(x, y) .
$$

(1.6)

The large $n$ asymptotics for the recurrence coefficients associated to the Freud polynomials have been studied extensively, see e.g. [26, 27, 29]. Kriecherbauer and McLaughlin [24] established global asymptotics in the complex plane for the Freud polynomials, except in the vicinity of 0, where their construction is implicit. Wong and Zhao [33] contributed to the description of the polynomials near 0 by expressing relevant quantities in terms of certain integral equations.

The results of [24] on the asymptotics of the leading coefficients of the Freud polynomials easily imply (see Sect. 4) the large $n$ asymptotics of the Freud multiple integral (1.3) but without identification of the constant term $c(\beta)$:

**Proposition 1.1.** As $n \to \infty$, there hold the following asymptotics for any $\beta > 0$,

$$
\log \frac{Z_n}{n!} = \left( \log \frac{A}{2} - \frac{3}{2\beta} \right) n^2 + n \log(2\pi) - \frac{1}{12} \log n + c(\beta) + o(1),
$$

(1.7)

for some $c(\beta) \in \mathbb{R}$ independent of $n$, and with $A$ given by (1.4).

**Remark 1.2.** For $\beta = 1$, $Z_n$ is, up to a prefactor, a special case of the partition function in the six-vertex model with domain wall boundary conditions, and an expansion equivalent to (1.7) was in this case already proved in [3, Theorem 2 ($x = 0$)].

We are interested in the behaviour of the eigenvalues near 0, in the local scaling regime. To gain insight into it, we consider the probability of an interval (gap) $[-\lambda, \lambda]$ around 0 without eigenvalues, where $\lambda = \lambda(n)$ decreases with $n$ in a certain way. In order to determine the scaling, we need to consider the limiting (large $n$) distribution of the eigenvalues. As is known in a very general setting (see, e.g., [7, 14, 31]), the limiting distribution of the eigenvalues is given as the equilibrium measure: the unique probability measure $\nu$ on $\mathbb{R}$ minimizing a logarithmic energy functional, which in our case is given by

$$
\int \int_{\mathbb{R}^2} \log \frac{1}{|x - y|} d\nu(x)d\nu(y) + \int_{\mathbb{R}} |x|^\beta d\nu(x).
$$

(1.8)

The measure $\nu = \nu^{(\beta)}$ minimizing this quantity is (see [30, Chapter IV.5] or [1, 4, 5, 18, 20]) supported on the interval $[-A, A]$, where $A$ is defined in (1.4), and given by

$$
\nu(x) = \psi(x)dx, \quad \psi(x) = \frac{\beta|x|^{\beta-1}}{\pi A^\beta} \int_1^{A/|x|} \frac{u^{\beta-1}}{\sqrt{u^2 - 1}} du .
$$

(1.9)

As it must, it satisfies the normalisation

$$
\int_{-A}^A \psi(x)dx = 1.
$$
In the limit $x \rightarrow 0$, we obtain the expansion

$$
\psi(x) \sim \begin{cases} 
\frac{1}{\beta-1} \frac{1}{\pi A}, & \text{for } \beta > 1, \\
\frac{1}{\pi A} \log |x|^{-1}, & \text{for } \beta = 1, \\
|x|^{\beta-1} \frac{\beta \tan(\pi \beta/2)}{2\pi}, & \text{for } 0 < \beta < 1.
\end{cases}
$$ (1.10)

For $\beta > 1$, where $\psi(x)$ is constant to the main order near 0, we can guess the suitable scaling of the local variable $s$ by imposing the condition

$$
\int_0^\lambda \psi(x)dx = \frac{s}{n}(1 + o(1)), \quad n \rightarrow \infty,
$$ (1.11)

which implies that the average number of eigenvalues in $[0, \lambda]$ is approximately equal to $s$ for large $n$. Using this condition also for $\beta = 1$ and using (1.10), we define the scaling as follows,

$$
\lambda(n, s) = \begin{cases} 
\frac{s}{n \psi(0)} = \frac{\beta-1}{\beta} \frac{1}{\pi A \frac{s}{n}}, & \text{for } \beta > 1, \\
\frac{1}{\pi A} \frac{s}{n \log n}, & \text{for } \beta = 1.
\end{cases}
$$

For $\beta < 1$, the function $\psi(x)$ depends on $x$ strongly near 0, a somewhat similar situation occurs, e.g., in the rescaling for the Airy point process at the edge of the GUE. So, similarly to the Airy point process, we apply a linear rescaling $s(\lambda)$ corresponding to the condition

$$
\int_0^\lambda \psi(x)dx = \frac{s^\beta}{n}(1 + o(1)), \quad \lambda > 0, \quad n \rightarrow \infty,
$$ (1.13)

according to which we define the local variable $s$ by

$$
\lambda(n, s) = \left(\frac{2\pi}{\tan(\pi \beta/2)}\right)^{1/\beta} \frac{s}{n^{1/\beta}}, \quad \beta < 1.
$$ (1.14)

Note that for $\beta = 2$, $A = \sqrt{2}$, $\psi(x) = \frac{1}{\pi} \sqrt{2-x^2}$, and (1.12) is the usual scaling for GUE at 0, $\lambda = \frac{s}{n \psi(0)}$. In this case, it is well-known that the kernel (1.5) converges to the sine-kernel $K_{(\beta=2)}$:

$$
\frac{1}{n \psi(0)} K_n \left( \frac{u}{n \psi(0)}, \frac{v}{n \psi(0)} \right) \rightarrow K_{(\beta=2)}(u, v) = \frac{\sin(\pi(u - v))}{\pi(u - v)}, \quad n \rightarrow \infty,
$$

uniformly for $u, v$ in compact subsets of the real line, and the probability of the gap $(-s, s)$ in the local variable becomes the Fredholm determinant

$$
det(I - K_{(\beta=2)}(-s, s)) = det(I - K_{s(\beta=2)}(-1, 1)), \quad K_{s(\beta=2)}(u, v) = \frac{\sin(\pi s(u - v))}{\pi(u - v)},
$$
defined by the Fredholm series

$$
det(I - K)(-s, s) := \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \int_{(-s, s)^k} \det(K(x_j, x_\ell))_{j, \ell=1}^k \prod_{j=1}^k dx_j.
$$
Its large \( s \) asymptotics are given by the expression \([10, 11, 15, 21, 34]\) (see also \([23, 16]\))

\[
\log \det (I - K^{(\beta=2)}_{(-s,s)}) = -\frac{\pi^2}{2} s^2 - \frac{1}{4} \log(\pi s) + 3\zeta'(-1) + \frac{1}{12} \log 2 + o(1), \quad s \to \infty,
\]

where \( \zeta'(x) \) is the derivative of the Riemann zeta-function. Below (see Remark 1.8) we provide yet another proof of (1.15).

For general \( \beta > 0 \), we have as a corollary of the results in \([24]\) the following (proved in Sect. 2).

**Proposition 1.3.** For any \( \beta > 0 \), there exists a function \( K^{(\beta)}(u, v) \) independent of \( n \) such that with the scalings (1.12), (1.14),

\[
\lambda(n, 1) K_n (\lambda(n, u), \lambda(n, v)) \to K^{(\beta)}(u, v), \quad n \to \infty,
\]

uniformly for \( u, v \) in compact subsets of the real line, and \( K^{(\beta)}(u, v) = K^{(\beta=2)}(u, v) \) for any \( \beta \geq 1 \).

Furthermore, the Fredholm determinant \( F^{(\beta)}(s) = \det(I - K^{(\beta)}_{(-s,s)}) \) exists for any \( \beta > 0 \) and \( s > 0 \).

Thus, if \( \beta \geq 1 \), the kernel (1.5) converges to the standard sine-kernel \( K^{(\beta=2)}(u, v) \) independent of \( \beta \). (Note that the value \( \beta = 1 \) is precisely the value where the determinacy of the moment problem breaks down.) However, if \( 0 < \beta < 1 \), the local asymptotics of the Freud polynomials around 0 are not known explicitly, and therefore we cannot write the explicit local limit for the kernel in this case: \( K^{(\beta)}(u, v), 0 < \beta < 1 \), can be written though in terms of the solution of a Riemann–Hilbert problem \([24, eq. (6.41)–(6.43)]\), whose existence was proven in \([24]\).

It follows by standard arguments from Proposition 1.3 that the limiting kernel \( K^{(\beta)} \) also defines a determinantal point process; the Fredholm determinant \( F^{(\beta)}(s) \) is the probability of the gap \((-s, s)\) in this point process.

**Remark 1.4.** Observe that for \( \beta < 1 \), with the same scaling, a one-parameter family of limiting kernels

\[
K^{(\beta, \gamma)}(u, v) = \sqrt{(1 + \gamma \cos(2\pi |u|^\beta))(1 + \gamma \cos(2\pi |v|^\beta))} K^{(\beta)}(u, v)
\]

arises if we replace, in Proposition 1.3, \( K_n \) by \( K^{(\gamma)}_n \) (from (1.6)) with \( \gamma \in [-1, 1] \), each of which defines a determinantal point process. The correlation functions of these determinantal point processes are thus connected in a curiously simple way. Gap probabilities associated to \( K^{(\beta, \gamma)} \) with \( \gamma \neq 0 \) are however not connected in a simple explicit manner to those for \( K^{(\beta)} \), as they involve Fredholm determinants of \( K^{(\beta)} \) with respect to a modified measure \((1 + \gamma \cos(2\pi |u|^\beta)) du \) instead of the Lebesgue measure.

We will now see that although \( K^{(\beta)}(u, v) \) is not given explicitly for \( 0 < \beta < 1 \), the 2 leading terms of the large \( s \) asymptotics of \( F^{(\beta)}(s) \) can be found.

**Theorem 1.5.** As \( s \to \infty \), we have the asymptotics

\[
\log F^{(\beta)}(s) = \begin{cases} 
-\frac{\pi^2}{2} s^2 - \frac{1}{4} \log s + C + o(1), & \beta \geq 1, \\
-\frac{\beta}{2} B \left( \frac{\beta}{2}, \frac{1}{2} \right) s^{2\beta} - \frac{\beta}{4} \log s + C(\beta) + o(1), & 0 < \beta < 1,
\end{cases}
\]

where \( C(\beta) \) is a constant depending on \( \beta \).
for some \( C(\beta) \in \mathbb{R} \) independent of \( s \). For \( \beta \geq 1 \), \( C(\beta) = C \) is independent of \( \beta \) and equals
\[
C = 3\zeta'(-1) + \frac{1}{12} \log 2 - \frac{1}{4} \log \pi.
\] (1.17)

**Remark 1.6.** We see from (1.16) that the large gap probability, after the rescaling of variable \( \lambda \mapsto s \), is larger if \( \beta < 1 \). This effect was noticed numerically in [4] for the nearest-neighbor spacing distribution.

**Remark 1.7.** Each of the 2 main terms in (1.16) is continuous as a function of \( \beta \) at the critical point \( \beta = 1 \).

**Remark 1.8.** We only use the fact that \( K(\beta)(u, v) = K(\beta=2)(u, v) \) for \( \beta \geq 1 \) in the proof of this theorem to identify the constant \( C(\beta) \) for \( \beta \geq 1 \) by (1.15). (The proof of (1.16) with unidentified \( C(\beta) \) does not rely on this fact and (1.15)). Now ignoring this fact, and using Propositions 1.1 and 1.10 below, we can write the constant \( C(\beta) \) in terms of the unknown (in general) constant \( c(\beta) \) in the expansion (1.7) of the Freud multiple integral (1.3). If \( \beta = 2 \), this integral is the well-known Selberg integral related to Hermite polynomials and \( c(2) = \zeta'(-1) \), which in turn implies that
\[
C(2) = 3\zeta'(-1) + \frac{1}{12} \log 2 - \frac{1}{4} \log \pi.
\] Thus (1.16) reproduces (1.15) in this case (see Appendix A).

As discussed in Remark 1.8, we can write \( C(\beta) \) in terms of the constant \( c(\beta) \) in the expansion (1.7). Using the fact that \( C = C(\beta) \) is identified in Theorem 1.5 for \( \beta \geq 1 \), we obtain in Sect. 3 the following

**Theorem 1.9.** The constant in the large \( n \) expansion (1.7) of the Freud multiple integral (1.3) is
\[
c(\beta) = \zeta'(-1) - \frac{1}{12} \log \frac{\beta}{2}, \quad \beta \geq 1.
\]

We now describe our approach to prove Theorem 1.5. By standard arguments, (1.2) and Proposition 1.3 imply that the gap probability \( F^{(\beta)}(s) \) is given by the limit
\[
F^{(\beta)}(s) = \lim_{n \to \infty} F_n^{(\beta)}(\lambda(n, s)),
\] (1.18)
where \( \lambda(n, s) \) is as in (1.12), (1.14), and
\[
F_n^{(\beta)}(\lambda) = \frac{1}{Z_n} \int_{(\mathbb{R}\setminus[-\lambda, \lambda])^n} \prod_{1 \leq j < k \leq n} |\lambda_j - \lambda_k|^2 \prod_{j=1}^n e^{-n|\lambda_j|^\beta} d\lambda_j.
\]

Moreover, by Heine’s formula, the \( n \)-fold integrals above can be expressed in terms of the Hankel determinants
\[
H_n(\lambda) := \det \left( \int_{\mathbb{R}\setminus[-\lambda, \lambda]} |x|^{j+k} e^{-n|x|^\beta} dx \right)_{j,k=0}^{n-1} = \frac{1}{n!} \int_{(\mathbb{R}\setminus[-\lambda, \lambda])^n} \prod_{1 \leq j < k \leq n} |\lambda_j - \lambda_k|^2 \prod_{j=1}^n e^{-n|\lambda_j|^\beta} d\lambda_j.
\]
In particular, \( Z_n = n!H_n(0) \), so that
\[
F_n^{(\beta)}(\lambda) = \frac{H_n(\lambda)}{H_n(0)}.
\]

The function \( e^{-n|x|^{\beta}} \) is called the symbol (weight) of the Hankel determinant \( H_n(\lambda) \), and the set \( \mathbb{R} \setminus [-\lambda, \lambda] \) its support. The determinants \( H_n(\lambda) \) are closely connected to orthogonal polynomials: we have the well-known formula
\[
H_n(\lambda) = \prod_{k=0}^{n-1} (\chi_k^{(\lambda)})^{-2},
\]
where \( \chi_k^{(\lambda)} \) are the leading coefficients of the orthonormal polynomials \( P_k^{(\lambda)} \) with respect to the weight \( e^{-n|x|^{\beta}} \) on \( \mathbb{R} \setminus [-\lambda, \lambda] \).

To prove Theorem 1.5 using (1.19), we will compute the asymptotics of the Hankel determinant \( H_n(\lambda(n, s)) \) as \( n \to \infty \) and \( s \) is large. Here \( \lambda(n, s) \) is given by (1.12), (1.14). It turns out that the leading terms of the asymptotics of \( H_n(\lambda) \) for fixed \( \lambda \) remain valid also when \( \lambda \) tends to 0 as \( n \to \infty \) at a rate slower or equal to (1.12), (1.14). In fact, in view of future applications, we obtain a slightly more general result.

It is easily verified (see Appendix A) that for any \( \lambda > 0 \),
\[
H_{2n}(\lambda) = 2^{-4n^2/\beta} H_n^{(\alpha=1/2)}(\mu) \tilde{H}_n^{(\alpha=-1/2)}(\mu), \quad \mu = 2^{2/\beta} \lambda^2,
\]
where
\[
\tilde{H}_n^{(\alpha)}(\mu) = \det \left( \int_{\mu}^{+\infty} x^{j+k} e^{-n|x|^{\beta/2}} x^{\alpha} dx \right)_{j,k=0}^{n-1}.
\]

The following result about Hankel determinant asymptotics will be the key to prove Theorem 1.5. A large part of this paper (Sects. 5–11) will be devoted to its proof.

**Proposition 1.10.** Let \( \alpha \in \mathbb{R}, \beta > 0 \), and define
\[
\rho(\mu) = \frac{\beta}{2\pi} \int_{\mu}^{a(\mu)} t^{\beta/2-1} \frac{dt}{\sqrt{(a(\mu) - t)(t - \mu)}},
\]
where \( a(\mu) > \mu \) is the unique solution of the equation
\[
\frac{\beta}{4\pi} \int_{\mu}^{a(\mu)} t^{\beta/2-1} \sqrt{\frac{t - \mu}{a(\mu) - t}} dt = 1.
\]
For any \( \mu_0 > 0 \) there exists \( M > 0 \) such that
\[
\log \tilde{H}_n^{(\alpha)}(\mu) = C_2(\mu)n^2 + C_1(\mu)n - \frac{1}{6} \log n + C_0(\mu)
+ O \left( \frac{1}{n \sqrt{\mu \rho(\mu)}} \right) + o(1)
\]

\[\text{(1.25)}\]
as $n \to \infty$ uniformly for $\frac{M^2}{n^2 \rho(\mu)} \leq \mu \leq \mu_0$, where $C_j = C_j(\mu)$, $j = 0, 1, 2$ are as follows:

$$
C_2(\mu) = \log \frac{a(\mu) - \mu}{4} - \frac{3}{\beta} - \frac{1}{\beta^2} \mu \rho(\mu) - \frac{1}{4\beta} \mu (a(\mu) - \mu) \rho(\mu)^2,
$$

$$
C_1(\mu) = \log(2\pi) + 2\alpha \log \frac{\sqrt{a(\mu)} + \sqrt{\mu}}{2} - \frac{2\alpha}{\beta} \sqrt{\mu} (\sqrt{a(\mu)} - \sqrt{\mu}) \rho(\mu),
$$

$$
C_0(\mu) = 2\zeta'(-1) - \frac{1}{6} \log \left( \frac{a(\mu) - \mu}{4} \rho(\mu) \right) + \frac{1}{24} \log a'(\mu) + \frac{\alpha^2}{2} \log \frac{(\sqrt{a(\mu)} + \sqrt{\mu})^2}{4\sqrt{\mu a(\mu)}}.
$$

(1.26)

**Remark 1.11.** One can show (see, in particular, Remark 10.2 below) that the term $o(1)$ in (1.25) is in fact $O\left( \frac{\log n}{n} \right)$.

**Remark 1.12.** Using Lemma 3.1 below, we can reformulate the condition $\frac{M^2}{n^2 \rho(\mu)} \leq \mu \leq \mu_0$ in a more explicit way: for $\beta > 1$, it is equivalent to $\frac{C}{n^\beta} \leq \mu \leq \mu_0$; for $\beta < 1$, to $\mu \leq \mu_0$ and $\mu \geq \frac{C}{n^{2/\beta}}$; for $\beta = 1$, to $\mu \leq \mu_0$ and $\mu \log^2 \mu \geq \frac{C}{n^2}$, for a suitable constant $C > 0$.

**Remark 1.13.** The asymptotics of Hankel determinants with weights on $[\mu, +\infty)$ for fixed $\mu$ were obtained for more general weights (for which $x^\alpha e^{-x^{\beta/2}}$ is a particular case) by Charlier and Gharakhloo [6].

**Remark 1.14.** Explicit small $\mu$ asymptotics for $a(\mu)$ and $\rho(\mu)$ are given in Lemma 3.1.

Substituting the asymptotics of Proposition 1.10 into (1.21) and taking the scaling (1.12), (1.14), it is easy to obtain the asymptotics of $H_n(\lambda(n, s))$. Recalling now that the asymptotics of $H_n(0) = Z_n/n!$ are given by Proposition 1.1 we can complete the proof of Theorem 1.5 by (1.19). We do this in Sect. 3.

Our main task will therefore be to prove Proposition 1.10. We proceed with this proof as follows. In Sect. 5 we derive a differential identity, expressing the logarithmic $\mu$-derivative of $\tilde{H}_n(\alpha)$ in terms of the related orthogonal polynomials $p_k^{(\alpha, \beta, \mu)}$. Then, we obtain asymptotics for $p_k^{(\alpha, \beta, \mu)}$ via a Riemann–Hilbert (RH) approach. Here we need to distinguish between 3 different regimes. In Sect. 7, we use a standard RH approach, which leads us to results when $\mu$ can tend to 0 slowly with $n$. In Sect. 8, we refine the RH analysis to allow $\mu$ to tend to 0 faster. This first refinement, which involves an unusual normalization of the RH problem, allows us to obtain good enough asymptotics when $\beta > 1$, but not when $\beta \leq 1$. In Sect. 8, we resolve this issue using a further improvement of the RH analysis, and obtain the asymptotics of the polynomials in the full regime of Proposition 1.10. Finally, in Sect. 10, we substitute the asymptotics from the RH analysis into the differential identity. To integrate the differential identity, we need a suitable starting point where the full asymptotics of $\tilde{H}_n^{(\alpha)}(\mu)$ are known or can be determined independently. In our case, the starting point is a fixed value of $\mu = \mu_0 > 0$, where we use the result of [6]. We then integrate the differential identity in Sect. 11 and obtain the expressions for the $C_j$’s.\footnote{The reason why we use a differential identity rather than the formula of type (1.20) to determine the asymptotics is that (1.20) does not allow to determine $C_0$ (cf. the proof of Proposition 1.1), but this coefficient is crucial for the proof of Theorem 1.5.}
2. Convergence of Kernels and Determinants: Proof of Proposition 1.3

In [24], the authors considered the orthonormal polynomials \( \phi_k(x) = \gamma_k x^k + \ldots, k = 0, 1, \ldots \), with respect to the weight \( e^{-|Ax|^\beta} \) on \( \mathbb{R} \). Note that by the change of variable \( y = n^{-\beta/2} Ax \) in the orthonormality condition for the polynomials \( \phi_k(x) \), with \( A \) given by (1.4), we obtain the identity

\[
P_k(y) = n^{\frac{1}{2\beta}} \phi_k \left( n^{\frac{1}{\beta}} A^{-1} y \right), \quad k = 0, 1, \ldots,
\]

where \( P_k(y) = \chi_k y^k \ldots \) are, as before, the orthonormal polynomials with respect to the weight \( e^{-n|y|^{\beta}} \) on \( \mathbb{R} \). Observe that \( P_k \) depends also on \( n \), even though this is not visible in the notation. For the leading coefficients, we thus have

\[
\chi_k = n^{\frac{k+1}{2\beta}} \gamma_k,
\]

(2.2)

where \( \gamma_k, \chi_k \) also depend on \( n \).

It was shown in [24, Theorem 1.5] that for any \( \beta > 0 \),

\[
\log \gamma_m = \log \gamma_m^{(approx)} + \mathcal{O} \left( \frac{1}{m \log^2 m} \right), \quad m \to \infty,
\]

\[
\log \gamma_m^{(approx)} = -\frac{1}{2} \log \pi - \frac{1}{\beta} \left( m + \frac{1}{2} \right) \log m + \frac{m}{\beta} + m \log 2 + \frac{\beta - 4}{24 \beta m}.
\]

(2.3)

Moreover, it follows from [24, Theorem 1.16] that uniformly for \( z \) in a fixed \( \varepsilon \)-neighbourhood of 0 as \( n \to \infty \), for any \( \beta \geq 1 \),

\[
e^{-\frac{\pi}{2}|z|^\beta} \phi_n(n^{1/\beta} z/A) = \sqrt{\frac{2}{\pi n^{1/\beta}}} \cos \left( \pi n \int_A^z \psi(t) dt + \frac{1}{2} \arcsin(z/A) \right) \left( 1 + \mathcal{O}(z^2) + \mathcal{O}(1/\log n) \right),
\]

(2.4)

with \( \psi \) as in (1.9). On the other hand, for any \( 0 < \beta < 1 \), for \( z \) in the first quarter of the \( \varepsilon \)-neighbourhood of 0,

\[
e^{-\frac{\pi}{2}|z|^\beta} \phi(n^{1/\beta} z/A) = \sqrt{\frac{2}{\pi n^{1/\beta}}} (1 - z/A)^{-1/4} (1 + z/A)^{-1/4}
\times \left\{ \cos \left( \pi n \int_A^z \psi(t) dt + \frac{1}{2} \arcsin(z/A) \right) ((\Phi_{\beta,n})_{11}(z/A) + r_{1,\beta}(n,z)) + \sin \left( \pi n \int_A^z \psi(t) dt - \frac{1}{2} \arcsin(z/A) \right) (i(\Phi_{\beta,n})_{12}(z/A) + r_{2,\beta}(n,z)) \right\}.
\]

(2.5)

where the \( 2 \times 2 \) matrix \( \Phi_{\beta,n}(z) \) takes the form

\[\Phi_{\beta,n}(z) = N(z) L((2nd_\beta)^{1/\beta}iz) N(z)^{-1},\]

where the matrix-valued function \( L(w) \) is the solution to the RH problem [24, (6.41)–(6.43)]. The constant \( d_\beta \) is given in [24] explicitly, as well as the matrix \( N(z) \), which
satisfies \( N(z) = \mathcal{O}(1) \) as \( z \to 0 \). The error terms \( r_1, r_2 \) are bounded by \( \mathcal{O}(n^{-1}) + \mathcal{O}(n^{1+\delta - 1/\beta}) \) as \( n \to \infty \) for any \( \delta > 0 \), uniformly for \( z \) in the first quarter of the \( \varepsilon \)-neighbourhood of 0.

Let first \( \beta > 1 \). We recall the scaling (1.12), denoting 

\[
x = \frac{u}{n \psi(0)}, \quad y = \frac{v}{n \psi(0)}.
\]

Now use the formulae (2.1)–(2.4) above and substitute \( P_n(x), P_n(y), P_{n-1}(x), P_{n-1}(y) \) into (1.5). Recall that in our scaling, by (1.11),

\[
\int_A^x \psi(t) dt = \frac{1}{2} - \int_0^x \psi(t) dt = \frac{1}{2} - \frac{u}{n} + o(1/n), \quad n \to \infty,
\]

and similarly for \( y \), where the error term is uniform for \( u, v \) in compact subsets of the real line. We then obtain, with the same uniformity,

\[
\frac{1}{n \psi(0)} K_n \left( \frac{u}{n \psi(0)}, \frac{v}{n \psi(0)} \right) \to K^{(\beta = 2)}(u, v) = \frac{\sin(\pi(u - v))}{\pi(u - v)}, \quad n \to \infty.
\]

We easily obtain the convergence to the sine kernel for \( \beta = 1 \) as well, using the appropriate scaling in (1.12). Given the different scaling, this sine kernel convergence may seem surprising at first sight. Note however that this is consistent with the analysis from [3].

If \( \beta < 1 \), one verifies, using in particular (2.5), the existence of the limiting kernel, which is expressed in terms of \( L(w) \). By standard arguments, see e.g. [8], one can show that the uniform on compacts convergence of the kernels implies convergence of the corresponding Fredholm determinants on \([-s, s]\), and in particular the existence of the Fredholm determinant \( F^{(\beta)}(s) \).

3. Asymptotics of \( F^{(\beta)}(s) \): Proof of Theorems 1.5 and 1.9

We will now prove Theorems 1.5, 1.9, relying on Propositions 1.1 and 1.10. First we need small \( \mu \) expansions for \( a(\mu) \) and \( \rho(\mu) \) defined in (1.24) and (1.23).

**Lemma 3.1.** As \( \mu \to 0 \),

\[
a(\mu) = \begin{cases} 
a_0 + a_1 \mu + \mathcal{O}(\mu(\beta+1)/2) + \mathcal{O}(\mu^2), & \beta > 1, \\
4\pi^2 - \frac{1}{2} \mu \log \mu + \mathcal{O}(\mu), & \beta = 1, \\
\frac{4}{\sqrt{a_0}} B(\beta/2, 1/2) \tan \frac{\pi}{2} \mu^{(\beta - 1)/2 + \mathcal{O}(\mu)}, & \beta < 1,
\end{cases}
\]

where

\[
a_0 = (2B(\beta/2, 1/2))^{2/\beta} = 2^{2/\beta} A^2, \quad a_1 = \frac{1}{\beta - 1},
\]

\[
\tilde{a}_1 = \frac{\sqrt{a_0}}{2\pi(\beta + 1)} B(\beta/2, 1/2) \tan \frac{\pi}{2} \mu^{(\beta - 1)/2 + \mathcal{O}(\mu)}, \quad (3.1)
\]

with \( A \) as in (1.4). Furthermore, with this \( a_0 \), as \( \mu \to 0 \),

\[
\rho(\mu) = \begin{cases} 
\frac{2\beta}{\beta - 1} a_0^{\beta - 1} + \mathcal{O}(\mu^{(\beta - 1)/2}) + \mathcal{O}(\mu), & \beta > 1, \\
-\frac{1}{4\pi^2} \log \mu + \mathcal{O}(1), & \beta = 1, \\
\frac{\beta}{2\pi \sqrt{a_0}} B((1 - \beta)/2, 1/2) \mu^{(\beta - 1)/2 + \mathcal{O}(1)}, & \beta < 1.
\end{cases}
\]

(3.2)
Proof. First of all, making the change of variable $t = \mu + (a(\mu) - \mu)y$ in the integral in (1.24), we see that for every $\mu > 0$, the left hand side there increases continuously in $a$ for $a > \mu$, ranging from 0 as $a \to \mu$ to $+\infty$ as $a \to +\infty$. Hence equation (1.24) indeed defines a unique $a = a(\mu) \in (\mu, +\infty)$.

Next, to obtain the expansion of $a(\mu)$, we assume $\mu < 1$ and split the integral in (1.24) into two parts: the first part contains the contribution of the interval $(\mu, \sqrt{\mu})$ and the second part is the remaining part of the integral over $(\sqrt{\mu}, a(\mu))$. We then apply the change of variable $t = \mu u$ in the first, and $t = a(\mu)u$ in the second, and expand the integrands in small parameters using the expression

$$B(\gamma, \delta) = \int_0^1 x^{\gamma-1}(1-x)^{\delta-1}dx.$$  

The expansion for $\rho(\mu)$ is found in a similar way. \qed

To prove Theorem 1.5, by (1.18) and (1.19), it is sufficient to estimate the ratio $H_n(\lambda(n, s))/H_n(0)$, where $\lambda(n, s)$ is as in (1.12), (1.14). By (1.21), (1.7), and Proposition 1.10, we have, denoting (note the doubling of $n$)

$$\mu(n, s) = 2^{2/\beta} \lambda(2n, s)^2,$$

that

$$\log \frac{H_{2n}(\lambda(2n, s))}{H_{2n}(0)} = -\frac{4n^2}{\beta} \log 2 + \log \left[\tilde{H}_n^{(\alpha=1/2)}(\mu(n, s))\tilde{H}_n^{(\alpha=-1/2)}(\mu(n, s))\right] - \log H_{2n}(0)$$

$$= -\frac{4n^2}{\beta} \log 2 + 2C_2(\mu(n, s))n^2 + 2n \log 2\pi - \frac{1}{3} \log n + C_0(\alpha=1/2)(\mu(n, s))$$

$$+ C_0(\alpha=-1/2)(\mu(n, s)) - \left(\log \frac{A}{2} - \frac{3}{2\beta}\right) 4n^2 - \frac{1}{2} \log (2\pi) + \frac{1}{12} \log (2n)$$

$$- c(\beta) + O\left(\frac{1}{n^2\sqrt{\mu(n, s)\rho(\mu(n, s))}}\right) + o(1), \quad (3.3)$$

as $n \to \infty$, provided that $\mu(n, s)$ converges to 0 and $n\rho(\mu(n, s))\sqrt{\mu(n, s)}$ is sufficiently large. We already see that the terms of order $n$ cancel out, and that in the limit $n \to \infty$ the error terms become $O(s^{-1}) + o(1)$ when $\beta \geq 1$ and $O(s^{-\beta}) + o(1)$ when $0 < \beta \leq 1$, for $s$ sufficiently large. We further consider different ranges of $\beta$ separately.

1) Let $\beta > 1$. By (1.12), recalling the definition of $a_0$ in (3.1), we have

$$\mu(n, s) = 2^{2/\beta} \lambda(2n, s)^2 = \frac{\pi^2 a_0}{4} \left(\frac{\beta - 1}{\beta}\right)^2 \frac{s^2}{n^2}.$$  

As $n \to \infty$, for large $s$ fixed, we can use the expansions of Lemma 3.1 for $a(\mu(n, s))$ and $\rho(\mu(n, s))$, and substituting them into (1.26) we obtain

$$C_2(\mu(n, s)) = \log a_0 + \frac{a_1 - 1}{a_0} \mu(n, s) - \frac{3}{\beta} - \frac{\mu(n, s)}{\beta a_0} \left(\frac{2\beta}{\beta - 1} + \left[\frac{\beta}{\beta - 1}\right]^2\right) + o(1/n^2),$$

$$C_0(\mu(n, s))^{(\alpha=1/2)} + C_0(\mu(n, s))^{(\alpha=-1/2)} = \frac{1}{4} \log n - \frac{1}{4} \log s + \tilde{c}(\beta) + o(1), \quad n \to \infty,$$

where

$$\tilde{c}(\beta) = 4\zeta'(-1) - \frac{1}{12} \log \frac{\beta}{2} - \frac{1}{4} \log \pi. \quad (3.4)$$
Substituting these expressions into (3.3) and taking the limit $n \to \infty$, we prove (1.16) for $\beta > 1$ with
\[
C(\beta) = \hat{c}(\beta) + \frac{1}{12} \log 2 - c(\beta).
\] (3.5)
On the other hand, recalling that $K^{(\beta)}(u, v) = K^{(\beta=2)}(u, v)$ for $\beta \geq 1$, and recalling the expansion (1.15) for $\beta = 2$, we immediately have an alternative proof of (1.16) for $\beta \geq 1$ with the explicit constant $C(\beta) = 3\zeta'(-1) + \frac{1}{12} \log 2 - \frac{1}{4} \log \pi$. Furthermore, substituting this value into (3.5) and using (3.4), we prove Theorem 1.9 for $\beta > 1$.

2) Let $\beta < 1$. By (1.14),
\[
\mu = \mu(n, s) = 2^{2/\beta} \lambda(2n, s)^2 = \left( \frac{4\pi}{\tan(\pi \beta/2)} \right)^{2/\beta} s^2.
\]
Note that $\mu(\beta + 1)/2n^2 \to 0$, and also $\mu n^2 \to 0$ as $n \to \infty$. Moreover, since by (3.2) $\rho(\mu) = O(\mu(\beta-1)/2)$, we have that $\mu \rho(\mu)n^2 \to 0$. However, $\mu \rho(\mu)n^2$ in $C_2n^2$ gives a nonzero contribution in the limit, namely,
\[
\mu(n, s)\rho(\mu(n, s))^2n^2 = \frac{\beta^2}{4\pi a_0} B((1 - \beta)/2, 1/2)^2 \mu(n, s)^2 n^2 (1 + o(1))
= \frac{\beta^2}{a_0} B(\beta/2, 1/2) s^{2\beta} (1 + o(1)),
\] (3.6)
as $n \to \infty$, where we used the reflection formula for the $\Gamma$ function,
\[
\Gamma(x)\Gamma(1 - x) = \frac{\pi}{\sin(\pi x)}.
\]
Using (3.6), we obtain
\[
C_2(\mu(n, s)) = \log \frac{a_0}{4} - \frac{3}{\beta} \log \frac{\beta}{4} B(\beta/2, 1/2) s^{2\beta} n^2 + o(1/n^2).
\] (3.7)
Furthermore, one easily obtains
\[
C_0(\mu(n, s))^{(a=1/2)} + C_0(\mu(n, s))^{(a=-1/2)}
= -\frac{1}{3} \log \mu^{(\beta-1)/2} + \frac{1}{12} \log \mu^{(\beta-1)/2} - \frac{1}{8} \log \mu
+ 4\zeta'(-1) - \frac{1}{3} \log \left( \frac{a_0}{4} \beta \sqrt{a_0} B((1 - \beta)/2, 1/2) \right)
+ \frac{1}{4} \log \left( \frac{\beta + 1}{2} \tilde{a}_1 \right)
+ \frac{1}{4} \log \frac{\sqrt{a_0}}{4} + o(1)
= \frac{1}{4} \log n - \frac{\beta}{4} \log s + 4\zeta'(-1) - \frac{1}{4} \log B(\beta/2, 1/2) - \frac{1}{3} \log \beta + \frac{1}{12} \log 2 + o(1).
\] (3.8)
Substituting (3.7) and (3.8) into (3.3) and taking the limit $n \to \infty$ we prove the statement of Theorem 1.5 for $\beta < 1$.

3) Let $\beta = 1$. By (1.12),
\[
\mu(n, s) = 4\lambda(2n, s)^2 = \left( \frac{\pi^2 s}{n \log(2n)} \right)^2.
\]
We have \( \mu n^2 \to 0, (\mu \log \mu)n^2 \to 0, \mu_2 n^2 \to 0 \), but
\[
\mu_2 n^2 = \frac{n^2}{16\pi^2} (\mu \log^2 \mu)(1 + o(1)) = \frac{s^2}{4} (1 + o(1)), \quad n \to \infty.
\]

Note that
\[
C_0(\mu)(\alpha = 1/2) + C_0(\mu)(\alpha = -1/2) = \frac{1}{4} \log n - \frac{1}{4} \log s + \tilde{c}(1) + o(1), \quad n \to \infty,
\]
where \( \tilde{c}(\beta) \) is given by (3.4). Using the expressions above, we obtain (1.16) with undetermined \( C(1) \).

On the other hand, we have an immediate alternative proof which also provides the value of \( C(1) \), and hence the proof of Theorem 1.9 for \( \beta = 1 \) as above, by the fact that
\[
K(\beta = 1)(u, v) = K(\beta = 2)(u, v).
\]
This completes the proof of Theorems 1.5 and 1.9.

4. Hankel Determinant for the Freud Weight: Proof of Proposition 1.1

Asymptotics of the leading coefficients of the orthonormal polynomials allow to find the asymptotics of the corresponding Hankel determinant up to an undetermined multiplicative constant, cf. [25]. Recall the expression (2.3) for the leading coefficients of the polynomials \( \phi_k(z) \). The corresponding Hankel determinant \( \hat{H}_n \) with symbol \( e^{-|Ax|^{\beta}} \) on \( \mathbb{R} \) is then
\[
\hat{H}_n = \prod_{k=0}^{n-1} \gamma_k^{-2} = \prod_{k=1}^{n-1} (\gamma_k(\text{approx}))^{-2} \prod_{k=1}^{n-1} \left( \frac{\gamma_k(\text{approx})}{\gamma_k' \gamma_k''} \right)^{-2} \gamma_0^{-2}.
\]

Note that the second product here converges as \( n \to \infty \) by the error term estimate in (2.3), and the first one is straightforward to estimate for large \( n \) using the expansions:
\[
\sum_{k=1}^{n-1} k \log k = \frac{n^2}{2} \log n - \left( -\frac{n}{4} - \frac{n}{2} \log n + \frac{1}{12} \log n + \frac{1}{12} - \zeta'(-1) + O(1/n) \right),
\]
\[
\sum_{k=1}^{n-1} \log k = \log n! - \log n = n \log n - n - \frac{1}{2} \log n + \frac{1}{2} \log(2\pi) + O(1/n).
\]

We then obtain
\[
\log \hat{H}_n = \frac{1}{\beta} n^2 \log n - \left( \log 2 + \frac{3}{2\beta} \right) n^2 + n \log(2\pi)
\]
\[
- \frac{1}{12} \log n + c(\beta) + o(1), \quad n \to \infty,
\]
for some constant \( c(\beta) \).

To obtain the asymptotics for the determinant \( H_n(0) \) with symbol \( e^{-|y|^{\beta}} \) and thus prove the proposition, we use the relation (2.2) between the appropriate leading coefficients, which implies that
\[
H_n(0) = \prod_{k=0}^{n-1} \chi_k^{-2} = \hat{H}_n \frac{A^n}{n^{\alpha/\beta}} \prod_{k=0}^{n-1} \left( \frac{A}{n^{1/\beta}} \right)^{2k}.
\]
Using this identity and (4.1), we prove the proposition.
5. Differential Identity

In this section, we establish an identity for the logarithmic \( \mu \)-derivative of \( \tilde{H}_n(\mu) = \tilde{H}_n^{(\alpha)}(\mu) \), given by (1.22), in terms of the orthonormal polynomials \( p_n^{(\mu)} \) with respect to the weight \( w_n(x) := x^\alpha e^{-nx^{\beta/2}} \) on \((\mu, \infty)\). Note that the polynomials \( p_n \) depend not only on \( \mu \) but also on \( \alpha, \beta \), although we omit this in our notation. We denote \( \kappa_n(\mu), \kappa_{n-1}(\mu) \) for the leading coefficients of \( p_n^{(\mu)}, p_{n-1}^{(\mu)} \), which are the orthogonal polynomials of degree \( n, n-1 \) with respect to the \( n \)-dependent weight \( w_n \). The following identity holds not only for \( w_n(x) = x^\alpha e^{-nx^{\beta/2}} \), but for general continuous weight functions \( w_n \) decaying sufficiently fast at \(+\infty\).

**Proposition 5.1** (Differential identity). For any \( \alpha > -1, \beta > 0, \) and \( \mu > 0 \), we have the identity

\[
\partial_\mu \log \tilde{H}_n(\mu) = -w_n(\mu) \frac{\kappa_{n-1}(\mu)}{\kappa_n(\mu)} \left( (\partial_x p_n^{(\mu)}(x)) p_{n-1}^{(\mu)}(x) - p_n^{(\mu)}(x)(\partial_x p_{n-1}^{(\mu)}(x)) \right) \Big|_{x=\mu}.
\]  

(5.1)

Denoting

\[
Y(z) \equiv Y(z; \mu) = \left( \begin{array}{c} \kappa_n(\mu)^{-1} p_n^{(\mu)}(z) \\ 2\pi i \kappa_n(\mu) \int_\mu^{+\infty} \frac{p_n^{(\mu)}(u)w_n(u)du}{u-z} \\ -2\pi i \kappa_{n-1}(\mu)p_{n-1}^{(\mu)}(z) - \kappa_{n-1}(\mu) \int_\mu^{+\infty} \frac{p_{n-1}^{(\mu)}(u)w_n(u)du}{u-z} \end{array} \right),
\]

(5.2)

we can alternatively write this as

\[
\partial_\mu \log \tilde{H}_n(\mu) = -\frac{w_n(\mu)}{2\pi i} \left( Y^{-1}(x; \mu) \partial_x Y(x; \mu) \right)_{21} \bigg|_{x=\mu}.
\]  

(5.3)

**Proof.** The proof (cf. [22]) is based on the confluent form of the Christoffel-Darboux formula,

\[
\sum_{j=0}^{n-1} p_j^{(\mu)}(x)^2 = \frac{\kappa_{n-1}}{\kappa_n} \left( (\partial_x p_n^{(\mu)}(x)) p_{n-1}^{(\mu)}(x) - p_n^{(\mu)}(x)(\partial_x p_{n-1}^{(\mu)}(x)) \right),
\]

and the relation

\[
\tilde{H}_n(\mu) = \prod_{j=0}^{n-1} \kappa_j(\mu)^{-2}.
\]

From the latter we obtain

\[
\partial_\mu \log \tilde{H}_n(\mu) = -2 \sum_{j=0}^{n-1} \frac{\partial_\mu \kappa_j(\mu)}{\kappa_j(\mu)}.
\]
From the orthonormality of $p_n^{(\mu)}(x)$ we obtain

$$\int_{\mu}^{+\infty} p_j^{(\mu)}(x) \left( \partial_\mu p_j^{(\mu)}(x) \right) w_n(x) dx = \frac{\partial_\mu \kappa_j(\mu)}{\kappa_j(\mu)},$$

and substituting this into the previous formula, and continuing the calculations, we obtain further

$$\partial_\mu \log \tilde{H}_n(\mu) = - \int_{\mu}^{+\infty} \partial_\mu \left( \sum_{j=0}^{n-1} p_j^{(\mu)}(x)^2 \right) w_n(x) dx.$$

By the orthogonality of the polynomials, we have

$$0 = \partial_\mu \left[ \int_{\mu}^{+\infty} \left( \sum_{j=0}^{n-1} p_j^{(\mu)}(x)^2 \right) w_n(x) dx \right] = \int_{\mu}^{+\infty} \partial_\mu \left( \sum_{j=0}^{n-1} p_j^{(\mu)}(x)^2 \right) w_n(x) dx$$

$$- w_n(\mu) \sum_{j=0}^{n-1} p_j^{(\mu)}(\mu)^2,$$

hence

$$\partial_\mu \log \tilde{H}_n(\mu) = - w_n(\mu) \sum_{j=0}^{n-1} p_j^{(\mu)}(\mu)^2,$$

and using the confluent form of the Christoffel-Darboux formula, we obtain the first identity (5.1). The second identity (5.3) follows by using the fact that the determinant of $Y$ is identically equal to 1 (this is a standard consequence of the RH conditions for $Y$ given in Sect. 7), by writing out the right hand side in terms of the entries $Y_{11}$ and $Y_{21}$ of $Y$, and by substituting their values given in (5.2).

6. The $g$-function and Equilibrium Measure

6.1. Construction. In this section we construct and study a $g$-function and an associated function $\varphi(z)$, which will play a fundamental role in the asymptotic RH analysis in the following sections.

It is well understood that the asymptotic analysis of the function $Y$ from (5.2) involves an equilibrium measure, characterized as the minimizer of a logarithmic energy functional, and coinciding with the limiting zero distribution of the orthogonal polynomials, see e.g. [7]. For the polynomials $p_n^{(\mu)}$ under consideration here, the relevant equilibrium problem is to minimize

$$\iint \log \frac{1}{|x-y|} d\nu(x) d\nu(y) + \int x^{\beta/2} d\nu(x).$$
among all probability measures $\nu$ supported on a subset of $[\mu, +\infty)$. Assuming that $\nu$ is supported on a single interval $[\mu, a(\mu)]$, the associated Euler-Lagrange conditions (see e.g. [30]) state that there exists a constant $\ell_\mu$ such that

$$2 \int \log |x - y|d\nu(y) - x^{\beta/2} = 2\ell_\mu, \quad \text{for } x \in [\mu, a(\mu)],$$

$$2 \int \log |x - y|d\nu(y) - x^{\beta/2} < 2\ell_v, \quad \text{for } x > a(\mu).$$

(6.1)

For general potentials $V(x)$ instead of $x^{\beta/2}$, equality could occur at some points in the latter condition, but we will see by direct computation that the inequality is strict in our case. If we can construct a probability measure $\nu$ satisfying these properties for some $\ell_\mu$ and for some $a(\mu)$, we can conclude that $\nu$ is the unique equilibrium measure minimizing the above energy functional (and hence that the one-interval assumption was correct). Rather than constructing the measure $\nu$ directly, we will construct the associated $g$-function

$$g(z; \mu) = \int \log(z - x)d\nu(x),$$

(6.2)

corresponding to the principal branch of the logarithm. Note that the Euler-Lagrange conditions are equivalent to $g_+(x; \mu) + g_-(x; \mu) = x^{\beta/2} + 2\ell_\mu$ for $x \in [\mu, a(\mu)]$ and $g_+(x; \mu) + g_-(x; \mu) < x^{\beta/2} + 2\ell_\mu$ for $x > a(\mu)$. If these conditions are satisfied, the Stieltjes transform $g'(z; \mu) = \int \frac{dv(x)}{z-x}$ needs to satisfy the identity $g'_+(x; \mu) + g'_-(x; \mu) = \frac{\beta}{2}x^{\beta/2-1}$ for $x \in [\mu, a(\mu)]$. The Sokhotsky–Plemelj formula and the fact that $g'$ tends to 0 at infinity then imply that $g'$ takes the form

$$g'(z; \mu) = -\frac{\beta}{4\pi} \left( \frac{z - a(\mu)}{z - \mu} \right)^{1/2} \int_\mu^{a(\mu)} \sqrt{\frac{x - \mu}{a(\mu) - x}} \frac{x^{\beta/2-1}}{x - z} dx,$$

(6.3)

where $\left( \frac{z - a(\mu)}{z - \mu} \right)^{1/2}$ is chosen analytic in $\mathbb{C} \setminus [\mu, a(\mu)]$ and tending to 1 at infinity, and where $\sqrt{\cdot}$ is the positive square root. The Stieltjes inversion formula yields

$$dv(x) = \psi(x; \mu)dx \quad \text{with} \quad \psi(x; \mu)$$

$$= \frac{\beta}{4\pi^2} \sqrt{\frac{a(\mu) - x}{x - \mu}} \int_\mu^{a(\mu)} \sqrt{\frac{t - \mu}{a(\mu) - t}} \frac{t^{\beta/2-1}}{t - x} dt, \quad x \in (\mu, a(\mu)).$$

(6.4)

By construction, the first of the Euler-Lagrange conditions, i.e. the equality in (6.1), is satisfied. Moreover, if $a(\mu) > \mu$ is such that (1.24) holds, we have $g'(z) \sim 1/z$ as $z \to \infty$, hence $\int dv(x) = 1$. This also implies that $g_+ - g_- = 2\pi i$ on $(-\infty, \mu)$. Since the Cauchy principal value integral

$$\int_\mu^{a(\mu)} \frac{1}{\sqrt{(t - \mu)(a(\mu) - t)}} \frac{dt}{t - x} = 0,$$
which is easily seen by a contour deformation argument applied to an associated Cauchy integral, we can alternatively write \( \psi \) as the non-singular integral

\[
\psi(x; \mu) = \frac{\beta}{4\pi^2} \sqrt{\frac{a(\mu) - x}{x - \mu}} \int_0^{a(\mu)} \frac{(t - \mu) t^{\beta/2 - 1} - (x - \mu) x^{\beta/2 - 1}}{(t - x) \sqrt{(t - \mu)(a(\mu) - t)}} dt, \tag{6.5}
\]

which implies that \( \psi \) is positive on \((\mu, a(\mu))\) and hence that \( \nu \) is a probability measure.

In order to prove that \( \nu \) is the equilibrium measure we are looking for, we still need to prove that the inequality in (6.1) is satisfied. To see this, it is convenient to introduce

\[
\varphi(z; \mu) = -\frac{1}{2} z^{\beta} + g(z; \mu) - \ell_\mu, \quad z \in \mathbb{C} \setminus (-\infty, a(\mu)],
\tag{6.6}
\]

where \( z^{\beta/2} \) corresponds to arguments in \((-\pi, \pi)\). From the properties of \( g \) discussed above, we obtain directly that

\[
\varphi_+(x; \mu) - \varphi_-(x; \mu) = 2\pi i \quad \text{for} \quad x \in (0, \mu) \quad \text{and} \quad \varphi_+(x; \mu) + \varphi_-(x; \mu) = 0 \quad \text{for} \quad x \in (\mu, a(\mu)).
\tag{6.7}
\]

From this we conclude that

\[
2\varphi_+(x; \mu) = \varphi_+(x; \mu) - \varphi_-(x; \mu) = g_+(x; \mu) - g_-(x; \mu)
\]

\[
= 2\pi i \int_x^{a(\mu)} \psi(\xi; \mu) d\xi \quad \text{for} \quad x \in (\mu, a(\mu)).
\tag{6.8}
\]

Substituting (6.5) and extending the resulting expression analytically, we get

\[
\varphi(z; \mu) = -\frac{1}{2} \int_{a(\mu)}^z \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{\frac{1}{2}} f(\xi; \mu) d\xi, \quad z \in \mathbb{C} \setminus (-\infty, a(\mu)],
\tag{6.9}
\]

where \( f \) is given by

\[
f(z; \mu) = \frac{\beta}{2\pi} \int_{a(\mu)}^z \frac{(t - \mu) t^{\beta/2 - 1} - (z - \mu) z^{\beta/2 - 1}}{(t - z) \sqrt{(a(\mu) - t)(t - \mu)}} dt, \quad z \in \mathbb{C} \setminus (-\infty, 0],
\tag{6.10}
\]

with \( z^{\beta/2 - 1} \) analytic in \( \mathbb{C} \setminus (-\infty, 0) \) and positive for \( z > 0 \). Observe that \( f(\mu; \mu) \) is equal to the function \( \rho(\mu) \) defined in (1.23),

\[
f(\mu; \mu) = \rho(\mu).
\tag{6.11}
\]

From the positivity of the integrand in this expression, it is easy to deduce that \( \varphi(x; \mu) < 0 \) for \( x > a(\mu) \), which in view of (6.6), (6.2) implies the Euler-Lagrange inequality in (6.1). We can finally conclude that \( \nu \) is indeed the equilibrium measure we were looking for. Note that we can also write \( f \) as a contour integral,

\[
f(z; \mu) = \frac{\beta}{4\pi i} \int_{\Gamma} \left( \frac{t - \mu}{t - a(\mu)} \right)^{1/2} \frac{t^{\beta/2 - 1} dt}{t - z}, \quad z \in \mathbb{C} \setminus (-\infty, 0],
\tag{6.12}
\]

where the square root is analytic for \( t \in \mathbb{C} \setminus [\mu, a(\mu)] \) and tends to 1 as \( t \to \infty \), and where \( \Gamma \) is a counter-clock-wise oriented loop around \( z \) and around \([\mu, a(\mu)]\), but not intersecting \((-\infty, 0]\). This representation will be useful later in Sect. 11.
Remark 6.1. The double integral representation (6.9) is sufficient to establish the relevant properties of the function \( \varphi \) (given in the rest of this Section), however, for numerical computations it is more convenient to operate with a single integral representation of \( \varphi \) given in Appendix B.

Remark 6.2. Though in what follows we will not need an expression for the constant \( \ell_\mu \) from (6.1), we give it for the sake of completeness: it equals

\[
\ell_\mu = \frac{-1}{2\pi} \int_\mu^{a_\mu} \frac{x^{\beta/2} dx}{\sqrt{(a(\mu) - x)(x - \mu)}} + \log \frac{a(\mu) - \mu}{4}.
\]

This can be seen from the large \( z \) asymptotics of \( g(z) \), the relation (6.6) between the functions \( g \) and \( \varphi \), and the representation (B.1): the formula follows by taking the limit \( z \to \infty \) in (B.1).

6.2. Asymptotic estimates: small \( \mu \).

Lemma 6.3. Let \( \mu_0 > 0 \) be an arbitrary but fixed number. For every \( \beta > 0 \) there exists \( c = c(\beta, \mu_0) > 0 \) such that for all \( \mu < \mu_0 \) and for all \( x \in [\mu, a(\mu)] \) the following holds:

\[
f(x; \mu) > c \begin{cases} 
\frac{x^{\beta - 1}}{z}, & \beta < 1, \\
1 + |\log x|, & \beta = 1, \\
1, & \beta > 1.
\end{cases}
\]

Proof. We distinguish between the cases \( \beta < 1, \beta = 1, 1 < \beta < 2, \) and \( \beta \geq 2 \). For \( 0 < \beta < 1 \) and \( \beta \geq 2 \), we use a representation of \( f \) as an integral over \( [\mu, a(\mu)] \), while for \( \beta = 1 \) and \( 1 < \beta < 2 \), we use a representation of \( f \) as an integral over \( [0, \infty) \).

1. Integration over \( [\mu, a(\mu)] \).

Let us rewrite (6.10) as

\[
f(z; \mu) = \frac{\beta}{2\pi} \int_\mu^{a(\mu)} \frac{t^{\beta} - z^\beta - \mu(t^\beta - z^\beta - 1)}{(t - z)\sqrt{(a(\mu) - t)(t - \mu)}} dt, \quad z \in \mathbb{C} \setminus (-\infty, 0], \quad (6.13)
\]

and substitute the identity

\[
t^\beta - z^\beta = \frac{1}{z} (t^\beta - z^\beta) - \frac{1}{z} (t - z)t^{\beta - 1},
\]

to obtain

\[
f(z; \mu) = \left(1 - \frac{\mu}{z}\right) \frac{\beta}{2\pi} \int_\mu^{a(\mu)} \frac{(t^\beta - z^\beta) dt}{(t - z)\sqrt{(a(\mu) - t)(t - \mu)}}
\]

\[
+ \frac{\mu \beta}{z} \int_\mu^{a(\mu)} \frac{t^{\beta - 1} dt}{\sqrt{(a(\mu) - t)(t - \mu)}}, \quad z \in \mathbb{C} \setminus (-\infty, 0].
\]

Now we take \( z = x \in (\mu, a(\mu)) \), and we note that the first integral is a nonsingular one.
1.1. $0 < \beta < 1$. For $x \in [\mu, a(\mu)]$, we split the interval of integration in the first integral of the last expression into two parts: $[\mu, x]$ and $[x, a(\mu)]$, and then use the estimate \( \frac{t^{\beta/2} - x^{\beta/2}}{t-x} \in \left( \frac{\beta}{2} t^{\beta/2-1}, \frac{\beta}{2} x^{\beta/2-1} \right) \) (note that the order of the endpoints depends on whether $\beta$ is bigger or smaller than 2). We obtain

\[
f(x; \mu) \geq \frac{\mu \beta}{x} 2\pi \int_{\mu}^{a(\mu)} \frac{t^{\beta/2-1}}{\sqrt{(a(\mu) - t)(t - \mu)}} dt + \left( 1 - \frac{\mu}{x} \right) x^{\beta-1} \frac{\beta}{2} \int_{\mu}^{x} \frac{dt}{\sqrt{(a(\mu) - t)(t - \mu)}}
\]

where we already note that $I_1, I_2, I_3 \geq 0$. If $\mu \leq x \leq \mu(1 + \epsilon)$ for some $\epsilon > 0$, we substitute $t = \mu + (a(\mu) - \mu) \mu \tau$ in the integral from $I_1$, and we find that

\[
f(x; \mu) \geq I_1 = \frac{\mu^{\beta+1}}{x} 2\pi \int_{0}^{1/\mu} \frac{(1 + (a(\mu) - \mu) \mu \tau)^{\beta/2-1} d\tau}{\sqrt{\tau(1 - \mu \tau)}} \geq c' \frac{\mu^{\beta+1}}{x} \geq cx^{\beta-1}
\]

for sufficiently small $c'$, $c > 0$.

If $\mu(1 + \epsilon) \leq x \leq a(\mu)$ for sufficiently small $\epsilon > 0$, we have

\[
f(x; \mu) \geq I_2 \geq \left( 1 - \frac{\mu}{x} \right) x^{\beta-1} \frac{\beta}{2\pi} \frac{\beta}{2a(\mu)} \mu \int_{\mu}^{x} \frac{dt}{\sqrt{t - \mu}} \geq c \mu^{\beta-1} \geq cx^{\beta-1}
\]

for sufficiently small $c > 0$.

1.2. $\beta \geq 2$. Set $z = x \in [\mu, a(\mu)]$ and substitute $t - \mu = (t - x) + (x - \mu)$ in (6.10). This gives

\[
f(x; \mu) = \frac{\beta}{2\pi} \int_{\mu}^{a(\mu)} \frac{t^{\beta/2-1}}{\sqrt{(a(\mu) - t)(t - \mu)}} dt + \frac{(x - \mu)\beta}{2\pi} \int_{\mu}^{a(\mu)} \frac{t^{\beta/2-1} - (t - x)^{\beta/2-1}}{(t - x)\sqrt{(a(\mu) - t)(t - \mu)}} dt.
\]

It is easy to see that this is an increasing function of $x > \mu$ for $\beta \geq 2$, so $f(x; \mu) \geq f(\mu; \mu)$, which proves the lemma since $f(\mu; \mu)$ has a positive limit as $\mu \to 0$ and hence is uniformly separated from 0 for $\mu \in (0, \mu_0]$.

2. Integration over $[0, \infty)$. Deforming the contour of integration in (6.12) to a large circle and both branches of the negative real line, and then sending the radius of the circle
to infinity, we obtain an integral over the negative real half-line; changing the variable 
$t \mapsto -t$ in the obtained integral, we obtain the following representation:

$$f(z; \mu) = \frac{\beta}{2\pi} \sin \frac{\pi \beta}{2} \int_0^\infty \frac{\frac{t^2-1}{t+z}}{t^2 + \mu} \, dt, \quad z \in \mathbb{C} \setminus (-\infty, 0], \quad (6.14)$$

which is valid for $0 < \beta < 2$.

2.1. $\beta = 1$. We set $z = x \in [\mu, a(\mu)]$, split the integration interval in (6.14) into $[0, 1]$ and $[1, \infty)$, and then introduce convenient cross-terms, to obtain

$$f(x; \mu) = \frac{1}{2\pi \sqrt{a(\mu)}} \int_0^1 \frac{1}{\sqrt{\frac{t + \mu}{t + x}}} \, dt - \frac{1}{2\pi \sqrt{a(\mu)}} \int_0^1 \frac{\sqrt{t}}{\sqrt{t + \mu} (\sqrt{t + a(\mu)} + \sqrt{a(\mu)}) (t + x)} \, dt + \frac{1}{2\pi} \int_1^\infty \frac{1}{\sqrt{\frac{t + \mu}{t(t + a(\mu))}}} \, \frac{dt}{t + x}, \quad x \in [\mu, a(\mu)].$$

The last two terms here are uniformly bounded for all $\mu \in (0, \mu_0]$ and $x \in [\mu, a(\mu)]$, while the integral in the first term evaluates explicitly to

$$\int_0^1 \frac{1}{\sqrt{\frac{t + \mu}{t + x}}} \, dt = \left(1 - \sqrt{1 - \frac{\mu}{x}}\right) \log \frac{1}{\mu} + \sqrt{1 - \frac{\mu}{x}} \log \frac{1 + x}{x} - 2 \sqrt{1 - \frac{\mu}{x}} \log \left(\sqrt{1 + \mu} + \sqrt{1 - \frac{\mu}{x}}\right) + 2 \log \left(\sqrt{1 + \mu} + 1\right).$$

The second line here is uniformly bounded, while the first line is estimated from below by $C |\log x|$ for some $C$ (indeed, for $\mu \leq x \leq \mu(1 + \epsilon)$ with sufficiently small $\epsilon > 0$ the estimate follows from the first term, while for $\mu(1 + \epsilon) \leq x \leq a(\mu)$ it follows from the second term of the first line). Finally, the estimate from below by a constant easily follows from (6.14).

2.2. $1 < \beta < 2$. The representation (6.14) implies that $f(x; \mu)$ decreases monotonically as a function of $x$, and hence $f(x; \mu) > f(a(\mu); \mu)$, and the latter is uniformly separated from 0 for $\mu \in (0, \mu_0]$.

Lemma 6.4. Let $\mu_0 > 0$ be an arbitrary but fixed number. There exists $\epsilon > 0$ such that we have uniformly for $\mu \in (0, \mu_0], \mu(1 + \epsilon) < x < a(\mu) - \epsilon, 0 < y < \epsilon x$,

$$f(x \pm iy; \mu) = \begin{cases} O(x^{\frac{\beta-3}{2}} y), & \beta < 1, \\ O\left( (1 + |\log x|) x^{-1} y \right), & \beta = 1, \\ O(x^{-1} y), & \beta > 1. \end{cases}$$
Proof. Let us focus on \( z = x + iy \) with \( y > 0 \), as the case \( y < 0 \) is similar. By (6.12), we have

\[
f(x + iy; \mu) - f(x; \mu) = \frac{\beta y}{4\pi} \int_{\Gamma} \left( \frac{t - \mu}{t - a(\mu)} \right)^{1/2} t^{\frac{\beta - 1}{2}} \frac{dt}{(t - x)(t - x - iy)}.
\]

Let us now choose \( \Gamma \) as the circle of radius \( r = a(\mu) - \mu/2 \) around \( a(\mu) \). Then, for \( t \in \Gamma \), if \( \mu(1 + \epsilon) < x < a - \epsilon, 0 < y < \epsilon \), we have

\[
|t - x - iy| \geq |t - x| - |y| \geq x - \frac{\mu}{2} - \epsilon x \geq (1 - \epsilon)x - \frac{\mu}{2} \geq x \left( 1 - \epsilon - \frac{1}{2 + 2\epsilon} \right),
\]

hence for \( \epsilon > 0 \) sufficiently small

\[
\frac{1}{|t - a(\mu)|^{1/2}|t - x - iy|} = O(x^{-1}),
\]

and we obtain

\[
f(x + iy; \mu) - f(x; \mu) = O \left( x^{-1} y \int_{\Gamma} \frac{|t - \mu|^{1/2}|t|^\beta}{|t||t - x|} |dt| \right).
\]

Parametrizing \( t = a(\mu) - re^{i\theta} \) with \( \theta \in [-\pi, \pi] \), note that the contribution of \( |\theta| > \epsilon \) is \( O(1) \), and focus on the part \( |\theta| \leq \epsilon \) for sufficiently small \( \epsilon \). We can then estimate \( |t| \) by the sum of absolute values of its real and imaginary part, using a Taylor expansion for small \( \theta \),

\[
|t| \leq a(\mu) - (a(\mu) - \frac{\mu}{2}) \cos \theta + (a(\mu) - \frac{\mu}{2}) \sin \theta \leq \frac{\mu}{2} + C|\theta| \leq C(x + |\theta|),
\]

for sufficiently large \( C \), and similarly

\[
|t - \mu| \leq \left| a(\mu) - \mu - (a(\mu) - \frac{\mu}{2}) \cos \theta \right| + (a(\mu) - \frac{\mu}{2}) \sin \theta \leq \frac{\mu}{2} + C|\theta| \leq C(x + |\theta|).
\]

Moreover,

\[
|t| = \sqrt{(a(\mu) - (a(\mu) - \frac{\mu}{2}) \cos \theta)^2 + (a(\mu) - \frac{\mu}{2})^2 \sin^2 \theta} \geq c(\mu + |\theta|),
\]

and

\[
|t - x| = \sqrt{(a(\mu) - x - (a - \frac{\mu}{2}) \cos \theta)^2 + (a(\mu) - \frac{\mu}{2})^2 \sin^2 \theta} \geq c(\mu + |\theta|),
\]

for sufficiently small \( c > 0 \). Hence, \( |t - \mu|^{1/2}/|t|^{1/2} \) is bounded, and

\[
f(x + iy; \mu) - f(x; \mu) = O(x^{-1} y) + O \left( x^{-1} y \int_{-\epsilon}^{\epsilon} (x + |\theta|)^{\frac{\beta - 2}{2}} (\mu + |\theta|)^{-1/2} d\theta \right).
\]

Making the substitution \( |\theta| = -x + (x - \mu)s \) in the latter integral, we obtain that the above is

\[
O(x^{-1} y) + O(x^{\frac{\beta - 3}{2}} y).
\]
for $\beta \neq 1$, and

$$O(x^{-1}y (|\log x| + 1)),$$

for $\beta = 1$. \hfill $\Box$

Next, we need information about the sign of the real part of $\varphi$. See Fig. 1 for an illustration.

**Lemma 6.5.** Let $\mu_0 > 0$ be an arbitrary but fixed number. There exist $c, \epsilon > 0$ such that for $\mu \in (0, \mu_0], \mu(1+\epsilon) < x < a(\mu) - \epsilon, 0 < y < \epsilon x,$

$$\Re \varphi(x + iy) > c \sqrt{y} f(x; \mu).$$

**Proof.** By (6.9), we have

$$\varphi(x + iy; \mu) - \varphi(x; \mu) = -\frac{1}{2} \int_{x}^{x+iy} f(\xi; \mu) \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2} d\xi.$$

It follows that

$$\varphi(x + iy; \mu) - \varphi(x; \mu) = -\frac{i f(x; \mu)}{2} \sqrt{a(\mu) - x} \int_{x}^{x+iy} (\xi - \mu)^{-1/2} d\xi$$

$$- \frac{f(x; \mu)}{2} \int_{x}^{x+iy} \left( \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2} - \left( \frac{\mu - a(\mu)}{\xi - \mu} \right)^{1/2} \right) d\xi$$

$$- \frac{1}{2} \int_{x}^{x+iy} (f(\xi; \mu) - f(x; \mu)) \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2} d\xi.$$

The first term is

$$-i \sqrt{a(\mu) - x} f(x; \mu) (\xi - \mu)^{1/2} \bigg|_{\xi = x},$$

and has real part

$$\sqrt{a(\mu) - x} f(x; \mu) \left( (x - \mu)^2 + y^2 \right)^{1/4} \cos \left( \frac{1}{2} \arctan \frac{y}{x - \mu} \right) \geq \frac{1}{2} \sqrt{a(\mu) - x} f(x; \mu) (x - \mu)^{1/2} \geq cf(x; \mu) u^{1/2}. $$
It remains to prove that the two other terms are smaller than, say, one third of the above expression. The second term can be estimated as
\[
\mathcal{O}\left( f(x; \mu) \int_{x}^{x+i y} (\xi - \mu)^{1/2} d\xi \right) = \mathcal{O}\left( f(x; \mu)|x - \mu + iy|^{1/2}y \right)
= \mathcal{O}\left( f(x; \mu)x^{1/2}y \right),
\]
and is indeed much smaller than the first one. For the third term, we use the previous lemma and obtain for \( \beta < 1 \),
\[
\mathcal{O}\left( x^{\beta-3} \int_{x}^{x+i y} (\xi - x) \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2} d\xi \right) = \mathcal{O}\left( x^{\beta-3}x^{-1/2}y^2 \right)
= \mathcal{O}\left( f(x; \mu)x^{-3/2}y^2 \right).
\]
By choosing \( \epsilon > 0 \) small enough, we can make this also smaller than one third of the first term. The estimates for \( \beta \geq 1 \) follow similarly. \( \square \)

6.3. Local changes of variables. Next, we need estimates for the derivative of \( f(z; \mu) \) near \( z = \mu \) and \( z = a(\mu) \).

**Proposition 6.6.** For any \( \mu_0 > 0 \), there exists \( r_0 > 0 \) such that the following holds.

1. Uniformly for \( \mu \in (0, \mu_0] \) and for \( |z - \mu| < r_0\mu \), we have
\[
f(z; \mu) = \mathcal{O}(\rho(\mu)), \quad \partial_z f(z; \mu) = \begin{cases} \mathcal{O}(1), & \beta > 3, \\ \mathcal{O}\left( \log \frac{1}{\mu} \right), & \beta = 3, \\ \mathcal{O}\left( \mu^{\frac{\beta-3}{2}} \right), & \beta < 3. \end{cases} \tag{6.15}
\]

2. Uniformly for \( \mu \in (0, \mu_0] \) and for \( |z - a(\mu)| < r_0 \), we have
\[
\partial_z f(z; \mu) = \mathcal{O}(1). \tag{6.16}
\]

**Proof.** For the proof of (6.15), we proceed as in the proof of Lemma 6.4. Let us focus on the estimate for \( \partial_z f(z; \mu) \), as the one for \( f(z; \mu) \) is similar. In (6.12), we let \( \Gamma \) be the circle of radius \( r = a(\mu) - \mu/2 \) around \( a(\mu) \), and we differentiate to obtain the estimate
\[
\partial_z f(z; \mu) = \mathcal{O}\left( \int_{\Gamma} \left| t - \mu \right| \frac{1/2 \left| |t|^{\beta/2}\right| |dt|}{|t| \cdot |t - z|^2} \right).
\]
Parametrizing \( t = a(\mu) - re^{i\theta} \) with \( \theta \in [-\pi, \pi] \), note that the contribution of \( |\theta| > \epsilon \) is \( \mathcal{O}(1) \), and focus on the part \( |\theta| \leq \epsilon \) for sufficiently small \( \epsilon \). Like in the proof of Lemma 6.4, we have
\[
|t| = \mathcal{O}(\mu + |\theta|), \quad |t - \mu| = \mathcal{O}(\mu + |\theta|), \quad |t|^{-1} = \mathcal{O}\left( (\mu + |\theta|)^{-1} \right), \quad |t - a(\mu)|^{-1} = \mathcal{O}(1).
\]
For \(|z - \mu| < r_0 \mu\) with \(r_0 > 0\) sufficiently small, we have moreover
\[
|t-z| \geq |t-\mu| - |\mu - z| \geq |t-\mu| - r_0 \mu \geq c(\mu + |\theta|),
\]
for \(c\) sufficiently small. Hence,
\[
\partial_z f(z; \mu) = \mathcal{O}\left(\int_{-\epsilon}^{\epsilon} (\mu + |\theta|)^{\beta-5} d\theta\right) + \mathcal{O}(1) = \mathcal{O}\left(\mu^{\beta-3}z\right) + \mathcal{O}(1),
\]
for \(\beta \neq 3\). For \(\beta = 3\), we get \(\mathcal{O}\left(\log \frac{1}{\mu}\right)\). This proves (6.15). The proof of (6.16) is similar but simpler, and we omit it.

Expanding formula (6.9) in the vicinities of the points \(\mu, a(\mu)\), we obtain
\[
\varphi(z; \mu) = \pm \pi i + \rho(\mu)\sqrt{a(\mu) - \mu(\mu - z)^{1/2}} (1 + \mathcal{O}(\mu - z)), \quad \text{as } z \to \mu \quad \text{with} \quad \pm \Im z > 0,
\]
and
\[
\varphi(z; \mu) = \frac{-f(a(\mu); \mu)}{3\sqrt{a(\mu) - \mu}} (z - a(\mu))^{3/2} (1 + \mathcal{O}(z - a(\mu))) \quad \text{as } z \to a(\mu),
\]
where, as usual, \(\sqrt{.}\) denotes the positive square root and \((.)^{1/2}, (.)^{3/2}\) denote the principal branches of the roots, and where we used (6.11).

Formulas (6.17), (6.18) suggest to introduce local conformal changes of the variable \(z\) in small neighborhoods of the points \(\mu, a(\mu)\), respectively, as follows:
\[
\varphi(z; \mu)\pm\pi i =: (-\xi(z; \mu))^{1/2}, \quad \text{as } z \to \mu, \varphi(z; \mu) =: -\frac{2}{3}\eta(z; \mu)^{3/2}, \quad \text{as } z \to a(\mu),
\]
where the roots in \(\eta(z; \mu)^{3/2}, (-\xi(z; \mu))^{1/2}\) correspond to \(\arg(.) \in (-\pi, \pi)\).

In the following lemma, we gather some properties of \(\xi(z; \mu)\) and \(\eta(z; \mu)\) that we will need later.

Lemma 6.7. For any \(\mu_0 > 0\), there exists \(r_0 > 0\) such that the following holds.
1. For any \(\mu \in (0, \mu_0]\), the function \(\xi(z; \mu)\) is conformal in the disk \(|z - \mu| < r_0 \mu\), and
\[
\xi(\mu; \mu) = 0, \quad \partial_z \xi(z; \mu)_{z=\mu} = \rho(\mu)^2(a(\mu) - \mu) > 0.
\]
Moreover, for any \(0 < r < r_0\), there exists \(C > 0\) such that we have
\[
\frac{1}{C} < \frac{\left|\xi(z; \mu)\right|}{\mu \rho(\mu)^2} < C \quad \text{for all } \mu \in (0, \mu_0) \text{ and } |z - \mu| = \mu r.
\]
2. For any \(\mu \in (0, \mu_0]\), the function \(\eta(z; \mu)\) is conformal for \(|z - a(\mu)| < r_0\). There exists \(c > 0\) (independent of \(\mu\)) such that
\[
\eta(a(\mu); \mu) = 0, \quad \partial_z \eta(z; \mu)_{z=a(\mu)} > c > 0, \quad \text{for any } \mu \in (0, \mu_0].
\]
Moreover, for any \(0 < r < r_0\), there exists \(C > 0\) such that we have
\[
\frac{1}{C} < \left|\eta(z; \mu)\right| < C \quad \text{for all } \mu \in (0, \mu_0) \text{ and } |z - a(\mu)| = r.
\]
Proof. With \( \zeta \) and \( \eta \) defined by (6.19), (6.20) and (6.22) follow easily from (6.17) and (6.18). Next, we write (6.9) (using (6.11)) as

\[
\varphi(z; \mu) = -\frac{\rho(\mu)^2}{2} (a(\mu) - \xi) \int_{\mu}^{z} \left( \frac{1}{\mu - \xi} \right)^{1/2} d\xi
\]

\[
- \frac{1}{2} \int_{\mu}^{z} \left( \frac{1}{\mu - \xi} \right)^{1/2} \left( (a(\mu) - \xi)^{1/2} f(\xi; \mu) - \sqrt{a(\mu) - \mu} f(\mu; \mu) \right) d\xi, \quad \pm \Im z > 0.
\]

For \(|\xi - \mu| < r_0 \mu\) with \(r_0 > 0\) small enough, we have

\[
\left| (a(\mu) - \xi)^{1/2} f(\xi; \mu) - \sqrt{a(\mu) - \mu} f(\mu; \mu) \right| \leq f(\xi; \mu) \left| (a(\mu) - \xi)^{1/2} - \sqrt{a(\mu) - \mu} \right|
\]

By (6.15), the first term at the right is \(O(\rho(\mu)|\xi - \mu|)\), and the second is, also by (3.2), \(O(|\xi - \mu| \log \frac{1}{\mu})\) for \(\beta = 3\). Hence, it follows that

\[
\varphi(z; \mu) = \rho(\mu) \sqrt{a(\mu) - \mu} (z - \mu) \left( 1 + O\left( \mu^{-1}|\mu - z| \right) \right), \quad \pm \Im z > 0,
\]

for \(\beta \neq 3\), and similarly but with error term \(O\left( \log \frac{1}{\mu}|\mu - \xi| \right)\) for \(\beta = 3\). It then follows from (6.19) that

\[
\zeta(z; \mu) = \rho(\mu)^2 (a(\mu) - \mu)(z - \mu) \left( 1 + O\left( \mu^{-1}|\mu - z| \right) \right)
\]

for \(|z - \mu| < r_0 \mu\) with \(r_0\) sufficiently small. It follows that \(\zeta(z; \mu)\) is conformal in \(|z - \mu| < r_0 \mu\) with sufficiently small \(r_0 > 0\), and the estimate (6.21) also follows easily. The analogous results for \(\eta\) are proved similarly but simpler, and we omit the details. \(\square\)

7. Standard Asymptotic Analysis of the RH Problem: Large \(n\) Asymptotics for \(\frac{M}{\rho(\mu)n} \leq \mu \leq \mu_0\).

In this section, we will obtain asymptotics for \(Y\) defined in (5.2) as \(n \to \infty\), uniformly for \(\frac{M}{\rho(\mu)n} \leq \mu \leq \mu_0\), where \(\mu_0 > 0\) is an arbitrary constant and \(M > 0\) is a sufficiently large constant. This asymptotic analysis is rather standard, and was done for instance in [6] for \(\mu > 0\) fixed. The analysis in this section follows the same lines as [6], with minor adaptations in order to be able to control also the case where \(\mu\) depends on \(n\) and tends to 0 slow enough as \(n \to \infty\). We repeat the analysis mainly for the sake of completeness, and to be able to write all relevant quantities explicitly using coherent notations. There is only one unusual feature worth noticing in the RH analysis in this section: we do not normalize the global parametrix to the identity, but rather to a fixed matrix \(\sigma P\). This leads, compared to [6], to a modified definition of \(P^{(\infty)}\) in (7.9) and of \(R\) in (7.20). In this section, those changes are convenient but not important; however, in our refinements of the RH analysis in the next sections, the modified normalization of \(P^{(\infty)}\) will have important implications.
7.1. RH problem for Y. It is well-known [17] that the function $Y$ defined by (5.2) is the unique function satisfying the following RH conditions.

**RH problem for Y**

(a) $Y : \mathbb{C} \setminus [\mu, +\infty) \rightarrow \mathbb{C}^{2 \times 2}$ is analytic,

(b) $Y$ has continuous boundary values $Y_{\pm}(x)$ when $x \in (\mu, +\infty)$ is approached from above and below, and they are related by

$$Y_+(x) = Y_-(x) \begin{pmatrix} \frac{1}{0} & e^{-nx^{\beta/2}} \\ 0 & 1 \end{pmatrix}, \quad x \in (\mu, +\infty),$$

(c) $Y$ has the asymptotics

$$Y(z) = \left( I + \mathcal{O}(z^{-1}) \right) z^{n\sigma_3} \quad \text{as } z \to \infty, \quad \text{with } \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

(d) as $z \to \mu$, $Y(z) = \mathcal{O}(\log(z - \mu))$, by which we mean that each entry of the matrix is of this order.

We will now analyze $Y$ asymptotically as $n \to \infty$ together with $\mu \to 0$ by applying the Deift-Zhou nonlinear steepest descent method [7,12,13]. This method consists of a series of explicit and invertible transformations $Y \mapsto T \mapsto S \mapsto R$, where we will in the end arrive at a RH problem for $R$ which we will be able to solve approximately. Inverting the transformations will then allow us to recover the asymptotics for $Y$.

7.2. Normalization at infinity and on the interval $[\mu, a(\mu)]$: $Y \mapsto T$. The first feature of the RH problem for $Y$ which we would like to improve is its asymptotics as $z \to \infty$. Our first transformation will ensure that the RH solution tends to $I$ as $z \to \infty$. For this, we use the $g$-function constructed in Sect. 6, and the associated quantity $\ell_{\mu}$. Namely, we define

$$T(z) = \delta(\infty; \mu)^{-\sigma_3} e^{-n\ell_{\mu}\sigma_3} Y(z) e^{-ng(z; \mu)\sigma_3} e^{n\ell_{\mu}\sigma_3} \delta(z; \mu)^{\sigma_3}. \quad (7.1)$$

where the function $\delta(z; \mu)$ is defined in the following way:

$$\delta(z; \mu) = \left( \frac{\sqrt{a(\mu)}(z - \mu)^{1/2} + \sqrt{\mu}(z - a(\mu))^{1/2}}{(z - \mu)^{1/2} + (z - a(\mu))^{1/2}} \right)^{\alpha}. \quad (7.2)$$

The function $\delta$ has no zeros in $z \in \mathbb{C} \setminus [\mu, a(\mu)]$ and satisfies the jump and normalisation properties

$$\delta_+(x; \mu)\delta_-(x; \mu) = x^\alpha \quad \text{for } \mu < x < a(\mu),$$

$$\delta(\infty; \mu) = \lim_{z \to \infty} \delta(z; \mu) = \left( \frac{\sqrt{a(\mu)} + \sqrt{\mu}}{2} \right)^{\alpha}, \quad (7.3)$$

and the function $\delta$ is analytic for $z \in \mathbb{C} \setminus [\mu, a(\mu)]$. For further usage we denote

$$\hat{\delta}(z; \mu) = \delta(z; \mu)z^{-\alpha/2}, \quad (7.4)$$
where the principal branch of $z^\alpha$ is chosen. Observe that $\tilde{\delta}(\mu; \mu) = \tilde{\delta}(a(\mu); \mu) = 1$, and that $\tilde{\delta}(z; \mu)$ is uniformly bounded and bounded away from 0 for $z$ in the disks $|z - \mu| \leq \frac{\min(\mu, a(\mu) - \mu)}{2}$, $|z - a(\mu)| \leq \frac{a(\mu) - \mu}{2}$, uniformly for all $\mu \in (0, +\infty)$.

Later on, we will need expansions for $\tilde{\delta}$ and $\tilde{\delta}^{-1}$ for $z$ near $\mu$. For this, we introduce the local change of variable

$$w = \frac{\mu - z}{a(\mu) - \mu}, \quad z = \mu - (a(\mu) - \mu)w, \quad z - a(\mu) = -(a(\mu) - \mu)(1 + w),$$

such that

$$\tilde{\delta}(z; \mu) = \left( \frac{\sqrt{\mu} \sqrt{1 + w} + \sqrt{a(\mu) \sqrt{w}}}{\sqrt{\mu - (a(\mu) - \mu)w}} \right)^\alpha.$$

We need to expand $\tilde{\delta}$ as $w \to 0$ up to terms of order $o(w)$. The direct computation of the $O(w)$ term in this expansion is rather involved, but we can circumvent that computation by using the relation $\tilde{\delta}^+_+(x; \mu)\tilde{\delta}^+_-(x; \mu) = 1$ for $\mu < x < a(\mu)$. Writing

$$\tilde{\delta}(z; \mu) = 1 + c_1 \sqrt{w} + c_2 w + O(w^{3/2}),$$

and multiplying these two expressions, we find $c_2 = \frac{1}{2} c_1^2$. The coefficient $c_1$ can be computed rather easily, and we obtain

$$\tilde{\delta}(z; \mu) = 1 + \alpha \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right) \sqrt{w} + \frac{1}{2} \alpha^2 \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right)^2 w + O(w^{3/2}),$$

$$\tilde{\delta}(z; \mu)^{-1} = 1 - \alpha \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right) \sqrt{w} + \frac{1}{2} \alpha^2 \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right)^2 w + O(w^{3/2}).$$

(7.5)

Using the function $\varphi$ from (6.6), we can show that $T$ solves the following RH problem.

**RH problem for $T$**

(a) $T : \mathbb{C} \setminus [\mu, +\infty) \to \mathbb{C}^{2 \times 2}$ is analytic,

(b) $T$ satisfies the jump relations

$$T_+(x) = T_-(x) \begin{pmatrix} \delta_+(x; \mu) & e^{-n \varphi(x; \mu)} \delta_-(x; \mu) \\ \delta_-(x; \mu) & e^{n \varphi(x; \mu)} \delta_+(x; \mu) \end{pmatrix}, \quad x \in (\mu, a(\mu)),$$

$$T_+(x) = T_-(x) \begin{pmatrix} 1 & e^{2n \varphi(x; \mu)} \\ 0 & 1 \end{pmatrix}, \quad x \in (a(\mu), +\infty),$$

(c) $T$ has the asymptotics

$$T(z) = I + O(z^{-1}) \quad \text{as } z \to \infty,$$

(d) as $z \to \mu$, $T(z) = O(\log(z - \mu))$.

Note that, by (6.7) and (7.3), the $(1, 2)$ entry in the jump matrix equals 1 on $(\mu, a(\mu))$. 
7.3. Opening of lenses: $T \mapsto S$. Whereas the asymptotics at infinity of $T$ are more convenient than the ones for $Y$, the jump matrices are at first sight more complicated because they are oscillatory on the interval $[\mu, a(\mu)]$. The idea now is to transform the jumps in such a way that the oscillating exponentials will be moved from the contour $[\mu, a(\mu)]$ to contours in the complex plane on which they are rapidly decaying.

To this end, we use the factorization

$$
\begin{pmatrix}
\delta_+(x;\mu) e^{-2n\varphi_+(x;\mu)} & 1 \\
0 & \delta_-(x;\mu) e^{-2n\varphi_-(x;\mu)}
\end{pmatrix}
\begin{pmatrix}
\delta_+(x;\mu) e^{-2n\varphi_+(x;\mu)} & 1 \\
0 & \delta_-(x;\mu) e^{-2n\varphi_-(x;\mu)}
\end{pmatrix}
= \begin{pmatrix}
\delta_-(x;\mu)^2 e^{-2n\varphi_-(x;\mu)} & 0 \\
\delta_+(x;\mu)^2 e^{-2n\varphi_+(x;\mu)} & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
0 & 1
\end{pmatrix},
$$

for $\mu < x < a(\mu)$. Next, we define lenses $\Sigma_\pm$ connecting $\mu$ with $a(\mu)$ in the upper and lower parts of the complex plane, as shown in Fig. 2. The precise shape of the lenses will not be important, but they need to satisfy some further conditions. Let us take $\epsilon > 0$ sufficiently small and define disks $U_\mu$ of radius $\epsilon_\mu$ around $\mu$, and $U_a$ of radius $\epsilon$ around $a(\mu)$. Then we require that $\Sigma_- = \Sigma_\epsilon$ and that $\Sigma_+ \setminus (U_\mu \cup U_a)$ lies in the region $\Im z \geq \frac{\epsilon}{a(\mu)} |\Re z|$, i.e. the upper part of the lens outside the disks lies above the line connecting $0$ with $a(\mu) + i \epsilon'$, for sufficiently small $\epsilon' > 0$. Let us now define

$$
S(z) = \begin{cases}
T(z), & \text{for } z \text{ outside the lenses}, \\
T(z) \begin{pmatrix}
1 & 0 \\
-\tilde{\delta}(z; \mu)^2 e^{-2n\varphi(z;\mu)} & 1
\end{pmatrix}, & \text{for } z \text{ in the upper part of the lens}, \\
T(z) \begin{pmatrix}
1 & 0 \\
\tilde{\delta}(z; \mu)^2 e^{-2n\varphi(z;\mu)} & 1
\end{pmatrix}, & \text{for } z \text{ in the lower part of the lens},
\end{cases}
$$

(7.7)

where we recall the definition (7.4) of $\tilde{\delta}$, and the lens-shaped region is as illustrated in Fig. 2.

**RH problem for $S$**

(a) $S : \mathbb{C} \setminus [\mu, +\infty) \to \mathbb{C}^{2 \times 2}$ is analytic,
(b) $S$ satisfies the jump relations
\[
S_+(z) = S_-(z) \begin{pmatrix} \delta(z; \mu)^2 e^{-2n\varphi(z; \mu)} & 0 \\ 0 & 1 \end{pmatrix}, \quad z \in \Sigma_+ \cup \Sigma_-,
\]
\[
S_+(x) = S_-(x) \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \mu < x < a(\mu),
\]
\[
S_+(x) = S_-(x) \begin{pmatrix} 1 \delta(x; \mu)^2 e^{-2n\varphi(x; \mu)} & 0 \\ 0 & 1 \end{pmatrix}, \quad x \in (a(\mu), +\infty),
\]

(c) $S$ has the asymptotics
\[
S(z) = I + O(z^{-1}) \quad \text{as } z \to \infty,
\]

(d) as $z \to \mu$, $S(z) = O(\log(z - \mu))$.

7.4. Construction of the global parametrix $P^{(\infty)}$. The RH problem for $S$ has constant jump on the interval $(\mu, a(\mu))$, and exponentially small jumps on the other parts of the contour as long as one is not too close to the endpoints $\mu$ and $a(\mu)$. We will show that the solution $S$ outside small neighbourhoods of the points $\mu, a(\mu)$ is close to the solution of the RH problem obtained formally from the one for $S$ if we let $n \to \infty$, as long as $\mu$ does not go to 0 too rapidly. In other words, we then obtain the following RH problem, which, as already mentioned earlier, we normalize in an unusual way, which helps us to obtain simpler matching conditions on circles around the points $\mu, a(\mu)$.

**RH problem for $P^{(\infty)}$**

(a) $P^{(\infty)} : \mathbb{C} \setminus [\mu, a(\mu)] \to \mathbb{C}^{2 \times 2}$ is analytic,

(b) $P^{(\infty)}$ satisfies the jump relation
\[
P_+^{(\infty)}(x) = P_-^{(\infty)}(x) \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \mu < x < a(\mu),
\]

(c) \( \lim_{z \to \infty} P^{(\infty)} = \sigma_P \), where
\[
\sigma_p = \frac{1}{\sqrt{2}} \begin{pmatrix} i & 1 \\ i & 1 \end{pmatrix}.
\]  

(7.8)

Note that the asymptotics at $\infty$ of $P^{(\infty)}$ is $\sigma_P$ rather than the identity matrix, and hence we expect $P^{(\infty)}$ to approximate $\sigma_P S$ rather than $S$. There are many solutions to this RH problem, depending on how one wants to normalize it at the points $\mu$ and $a(\mu)$ (we can indeed left-multiply $P^{(\infty)}$ by a meromorphic function tending to $I$ at infinity and with poles at $\mu, a(\mu)$ without modifying the RH conditions). The solution that will turn out to be a good approximation to $\sigma_P S$ for large $n$ is defined as
\[
P^{(\infty)}(z) := \begin{pmatrix} \gamma(z)^{-1} & 0 \\ 0 & \gamma(z) \end{pmatrix} \sigma_p, \quad \text{where } \gamma(z) = \left( \frac{z - a(\mu)}{z - \mu} \right)^{1/4},
\]

(7.9)

where $\gamma$ is analytic in $\mathbb{C} \setminus [\mu, a(\mu)]$, and tends to 1 at infinity.
7.5. Construction of the local parametrix $P^{(\mu)}$ near $\mu$. As already mentioned, we expect (and will show) that $P^{(\infty)}$ is close to $\sigma_{P}S$ outside some small neighborhoods of $\mu$, $a(\mu)$. However, we cannot expect this also inside these neighborhoods, since $P^{(\infty)}$ blows up at $\mu$ and $a(\mu)$, while $\sigma_{P}S$ remains bounded there. In order to find the behavior of $S$ when $z$ is close to $\mu$, $a(\mu)$, we will construct functions satisfying the exact jump relations locally (referred to as parametrices) in neighbourhoods of $z = \mu$, $z = a(\mu)$.

We start with the local parametrix at the point $z = \mu$. Let us denote, as before, $U_{\mu}$ for the disk of radius $\mu$ around $\mu$, for some sufficiently small $\epsilon > 0$ independent of $\mu$. For $\mu \leq \mu_{0}$ and $\epsilon > 0$ small, $a(\mu)$ is not contained in this disk. The aim of this section is to construct a function satisfying the following conditions.

**RH problem for $P^{(\mu)}$**

(a) $P^{(\mu)}$ is analytic in $U_{\mu} \setminus (\Sigma_{+} \cup \Sigma_{-} \cup [\mu, a(\mu)])$,

(b) $P^{(\mu)}(z)$ satisfies exactly the jump relations as $S$ for $z \in U_{\mu} \cap (\Sigma_{+} \cup \Sigma_{-} \cup [\mu, a(\mu)])$,

(c) $P^{(\mu)}$ matches with $P^{(\infty)}$ on the boundary of the disk, in the sense that

$$P^{(\mu)}(z) \left( P^{(\infty)}(z) \right)^{-1} \rightarrow I \quad (7.10)$$

uniformly for $z \in \partial U_{\mu}$, $\frac{M}{\rho(\mu)n} \leq \mu \leq \mu_{0}$ in the limit where $n \rightarrow \infty$.

The limitation of the present RH analysis lies in this condition (c): we will only be able to achieve (7.10) if $n \rho(\mu)\mu$ is sufficiently large. If $\mu \rightarrow 0$ more rapidly, we will have to refine our RH analysis later on.

We will construct $P^{(\mu)}$ in terms of the unique solution to the following Bessel model RH problem, for which we construct the explicit solution below.

**RH problem for $\Psi_{B}$**

(a) $\Psi_{B}$ is analytic for $\zeta \in \mathbb{C} \setminus \Sigma_{B}$, where $\Sigma_{B} = [0, +\infty) \cup [0, e^{i\theta}\infty) \cup [0, e^{-i\theta}\infty)$, and $0 < \theta < \pi$, with each of the rays oriented away from the origin,

(b) $\Psi_{B}$ satisfies the jumps $\Psi_{B,+}(\zeta) = \Psi_{B,-}(\zeta)J_{\Psi_{B}}(\zeta)$, where

$$J_{\Psi_{B}}(\zeta) = \begin{cases} 
(1 0), & \zeta \in [0, e^{i\theta}\infty), \\
(1 1), & \zeta \in [0, e^{-i\theta}\infty), \\
(1 0), & \zeta \in [0, \infty), \\
(0 1), & \zeta \in [0, \infty).
\end{cases}$$

(c) $\Psi_{B}$ has the following asymptotics as $\zeta \rightarrow \infty$, uniformly w.r.t. $\arg \zeta \in (-\pi, \pi)$: for any integer $M \geq 1$,

$$\Psi_{B}(\zeta) = (-\zeta)^{-\sigma_{3}/4} \sigma_{P}^{-2} E_{B}(\zeta) \sigma_{P} \cdot e^{(-\zeta)^{1/2}\sigma_{3}},$$
where \( \sigma \) is as in (7.8) and \( \mathcal{E}_B(\zeta) \) has the following asymptotics as \( \zeta \to \infty \), which is uniform w.r.t. \( \arg \zeta \in [-\pi, \pi] : \) for any integer \( M \geq 1, \)

\[
\mathcal{E}_B(\zeta) = \begin{pmatrix} \sum_{k=0}^{M} \frac{-(4k+1)!(4k-3)!}{(2k)!8^k(-\zeta)^k} & i \sum_{k=1}^{M} \frac{(4k-1)!(4k-5)!}{(2k-1)!8^{2k-1}(-\zeta)^{k-1/2}} \\ i \sum_{k=1}^{M} \frac{(4k-3)!}{(2k-1)!8^{2k-1}(-\zeta)^{k}} & \sum_{k=0}^{M} \frac{(4k-1)!2}{(2k)!8^{2k}(-\zeta)^k} \end{pmatrix} + O(\zeta^{-M-1/2}).
\]

(7.11)

In what follows we will need an explicit expression for the sub-leading term of \( \mathcal{E}_B, \)

\[
\mathcal{E}_B(\zeta) = I + \begin{pmatrix} 0 & \frac{3i}{8} \\ \frac{i}{8} & 0 \end{pmatrix} \frac{1}{\sqrt{-\zeta}} + O(\zeta^{-1}), \quad \zeta \to \infty.
\]

(7.12)

**Construction of a parametrix out of modified Bessel functions.** We refer the reader interested in a more detailed and pedagogical construction of similar Bessel parametrices to [25] (see also [32]). We define, in terms of the modified Bessel functions \( I_0, K_0 [28], \)

\[
\hat{\Psi}(\zeta) = \begin{pmatrix} \sqrt{\pi}I_0(\sqrt{-\zeta}) & \frac{i}{\sqrt{\pi}}K_0(\sqrt{-\zeta}) \\ -i\sqrt{\pi}\sqrt{-\zeta}I_0'(\sqrt{-\zeta}) & -\frac{i}{\sqrt{\pi}}K_0'(\sqrt{-\zeta}) \end{pmatrix},
\]

and then we set

\[
\Psi_B(\zeta) = \begin{cases} 
\hat{\Psi}(\zeta), & \text{arg } \zeta \in (\theta, \pi] \cup [-\pi, -\theta), \\
\hat{\Psi}(\zeta) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \text{arg } \zeta \in (0, \theta), \\
\hat{\Psi}(\zeta) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, & \text{arg } \zeta \in (-\theta, 0).
\end{cases}
\]

(7.13)

Next, we let

\[
P^{(\mu)}(z) = E^{(\mu)}(z)\Psi_B(n^2\zeta(z; \mu))e^{-n(\varphi(z; \mu)\mp \pi i)\sigma_3}e^{n \hat{\delta}(z; \mu)\sigma_3}, \quad \pm \Im z > 0.
\]

where

\[
E^{(\mu)}(z) = P^{(\infty)}(z)\hat{\delta}(z; \mu)^{-\sigma_3}e^{-n^2\zeta(z; \mu)\sigma_3},
\]

such that \( E^{(\mu)} \) is analytic in \( U_\mu \) and such that the matching condition becomes (by Lemma 6.7), uniformly for \( 0 < \mu \leq \mu_0 \) and \( n\rho(\mu)\mu \geq M \) as \( n \to \infty, \)

\[
P^{(\mu)}(z) \left( P^{(\infty)}(z) \right)^{-1} = \gamma(z)^{-\sigma_3}e^{n^2\zeta(z; \mu)\sigma_3}e^{-\sigma_3}e^{n \hat{\delta}(z; \mu)\sigma_3},
\]

(7.14)

for \( z \in \partial U_\mu. \) Here we used that \( \hat{\delta}(z; \mu) \) is uniformly bounded from 0 and \( \infty \) in \( z \in U_\mu. \) Henceforth, since \( \gamma(z) \) is \( O(\mu^{-1/4}) \) on \( \partial U_\mu, \) estimate (7.14) becomes

\[
P^{(\mu)}(z) \left( P^{(\infty)}(z) \right)^{-1} = I + O(n^{-1}\rho(\mu)^{-1/2}).
\]

(7.15)
7.6. Construction of the local parametrix $P^{(a)}$ near $a(\mu)$. We now fix, as before, a disk $U_a$ with sufficiently small radius $\epsilon > 0$ around $a(\mu)$, such that $U_a$ does not intersect with $U_\mu$. The aim of this section is to construct a function satisfying the following conditions.

**RH problem for $P^{(a)}$**

(a) $P^{(a)}$ is analytic in $U_a \setminus (\Sigma_+ \cup \Sigma_- \cup \mathbb{R})$,
(b) $P^{(a)}(z)$ satisfies exactly the same jump relations as $S$ for $z \in U_\mu \cap (\Sigma_+ \cup \Sigma_- \cup \mathbb{R})$,
(c) $P^{(a)}$ matches with $P^{(\infty)}$ on the boundary of the disk, in the sense that

$$P^{(a)}(z) \left( P^{(\infty)}(z) \right)^{-1} = I + O(n^{-1})$$

uniformly for $z \in \partial U_a$ and $0 < \mu \leq \mu_0$ in the limit where $n \to \infty$.

Recall the function $\varphi(z)$ defined in (6.6), which is analytic for $z \in U_a \setminus [\mu, a(\mu)]$, and recall the conformal in $U_a$ map $\eta(.) = \eta(.; \mu)$ defined in the second of the formulas (6.19),

$$\varphi(z) = -\frac{2}{3} \eta(z)^{3/2}, \quad z \in U_a.$$

We will construct $P^{(a)}$ in terms of the Airy function in the following way.

**Construction of a parametrix in terms of Airy functions.** Define

$$\Phi_{\text{Ai}}(\eta) = \begin{cases} 
\begin{pmatrix} v_0 & iv_1 \\
-i v'_0 & v'_1 \end{pmatrix}, & \text{arg } \eta \in (0, 2\pi/3), \\
\begin{pmatrix} v_0 & iv_{-1} \\
-i v'_0 & v'_{-1} \end{pmatrix}, & \text{arg } \eta \in (-2\pi/3, 0), \\
\begin{pmatrix} -i v_{-1} & iv_1 \\
-v'_{-1} & v'_1 \end{pmatrix}, & \text{arg } \eta \in (2\pi/3, \pi), \\
\begin{pmatrix} iv_1 & iv_{-1} \\
v'_1 & v'_{-1} \end{pmatrix}, & \text{arg } \eta \in (-\pi, -2\pi/3),
\end{cases}$$

where

$$v_0(\eta) = \sqrt{2\pi} \text{Ai}(\eta), \quad v_1(\eta) = \sqrt{2\pi} e^{-\pi i/6} \text{Ai}(\eta e^{-2\pi i/3}),$$

$$v_{-1}(\eta) = \sqrt{2\pi} e^{\pi i/6} \text{Ai}(\eta e^{2\pi i/3}).$$

Then, $\Phi_{\text{Ai}}$ solves the following model RH problem (see e.g. [12, 13]).

**RH problem for $\Phi_{\text{Ai}}$**

(a) $\Phi_{\text{Ai}}$ is analytic for $\eta \in \mathbb{C} \setminus \Sigma_{\text{Ai}}$, where $\Sigma_{\text{Ai}} = (-\infty, +\infty) \cup e^{2\pi i/3}(+\infty, 0) \cup e^{-2\pi i/3}(+\infty, 0)$ is an oriented contour, with the orientation of the (half-)lines from the first mentioned point to the second one.
(b) \( \Phi_{Ai} \) satisfies the jumps \( \Phi_{Ai,+}(\eta) = \Phi_{Ai,-}(\eta) J_{\Phi_{Ai}}(\eta) \), where

\[
J_{\Phi_{Ai}}(\eta) = \begin{cases} 
1 & \eta \in e^{2\pi i/3}(+\infty,0) \cup e^{-2\pi i/3}(+\infty,0), \\
11 & \eta \in (0, +\infty), \\
01 & \eta \in (-\infty, 0), \\
-10 & \eta \in (-\infty, 0), 
\end{cases}
\]

(c) \( \Phi_{Ai} \) has the following asymptotics as \( \eta \to \infty \), uniformly w.r.t. \( \arg \eta \in (-\pi, \pi) \):

\[
\Phi_{Ai}(\eta) = \eta^{-\sigma_3/4}E_{Ai}(\eta)\eta^{-2 \frac{3}{2} \eta^{3/2} \sigma_3},
\]

where \( \sigma_p \) is defined in (7.8), and \( E_{Ai} \) has the following asymptotic expansion as \( \eta \to \infty \), which is uniform w.r.t. \( \arg \eta \in [-\pi, \pi] \) : for any integer \( M \geq 1 \), we have

\[
E_{Ai}(\eta) = \begin{bmatrix} 
1 + \sum_{m=1}^{M} \frac{(12m-1)(12m-5)!}{2^{8m-4}3^{4m-3}(2m-1)(4m-5)!\eta^{m-3/2}} \\
i \sum_{m=1}^{M} \frac{(12m-7)(12m-11)!}{2^{8m-4}3^{4m-3}(2m-1)(4m-5)!\eta^{m-3/2}} \\
\end{bmatrix} \\
+ O(\eta^{-3M-3/2}). \quad (7.16)
\]

The form of the expansion (7.16) is not important at this point, but it will become crucial later on that

\[
E_{Ai}(\eta) = I + \begin{bmatrix} 
0 & \frac{5i}{4\pi} \\
\frac{4i}{\pi} & 0 
\end{bmatrix} \frac{1}{\eta^{3/2}} + O(\eta^{-3}), \quad \eta \to \infty. \quad (7.17)
\]

We define

\[
P^{(a)}(z) = E^{(a)}(z)\Phi_{Ai}(n^{2/3} \eta(z; \mu)) e^{-\eta z \psi(z; \mu)} \delta(z; \mu)^{\sigma_3}.
\]

If we set

\[
E^{(a)}(z) = P^{(\infty)}(z)\delta(z; \mu)^{-\sigma_3} \sigma_p^{-1} \left( n^{1/6} \eta(z; \mu)^{1/4} \right)^{\sigma_3},
\]

then \( E^{(a)}(z) \) is analytic in \( U_a \) and the matching condition becomes by Lemma 6.7, as \( n \to \infty \), for \( z \in \partial U_a \),

\[
p^{(a)}(z) \left( P^{(\infty)}(z) \right)^{-1} = \gamma(z)^{-\sigma_3} \sigma_p^{-1} \left( n^{1/6} \eta(z; \mu)^{1/4} \right)^{\sigma_3} \delta(z; \mu)^{-\sigma_3} \sigma_p^{-1} \gamma(z)^{\sigma_3} \delta(z; \mu)^{-\sigma_3} \sigma_p^{-1} \gamma(z)^{\sigma_3}.
\]

Hence

\[
P^{(a)}(z) \left( P^{(\infty)}(z) \right)^{-1} = I + O(n^{-1}),
\]

uniformly for \( z \) on \( \partial U_a \) and \( 0 < \mu \leq \mu_0 \) as \( n \to \infty \).
7.7. Final transformation $S \mapsto R$. Define

$$
R(z) = \begin{cases} 
\sigma R(z) P^{(\mu)}(z)^{-1} & \text{for } z \in U_\mu, \\
\sigma R(z) P^{(\alpha)}(z)^{-1} & \text{for } z \in U_a, \\
\sigma R(z) P^{(\infty)}(z)^{-1} & \text{elsewhere,}
\end{cases}
$$

(7.20)

where $\sigma$ is defined in (7.8). The function $R$ solves the following RH problem:

**RH problem for $R$**

(a) $R$ is analytic in $\mathbb{C} \setminus (\partial U_\mu \cup \partial U_a \cup \tilde{\Sigma}_+ \cup \tilde{\Sigma}_- \cup (a(\mu) + \epsilon, +\infty))$, where $\tilde{\Sigma}_\pm = \Sigma_\pm \setminus (U_\mu \cup U_a)$, and $\epsilon$ is the radius of the disk $U_a$.

(b) $R$ satisfies the jump relations $R_+(z) = R_-(z) J_R(z)$, where

$$
J_R(z) = \begin{cases} 
P^{(\infty)}(z) \left( \frac{1}{\delta(z; \mu)^2 e^{-2n\varphi(z; \mu)}} \right) P^{(\infty)}(z)^{-1}, & z \in \tilde{\Sigma}_\pm, \\
P^{(\infty)}(x) \left( \frac{1}{\delta(x; \mu)^2 e^{2n\varphi(x; \mu)}} \right) P^{(\infty)}(x)^{-1}, & x \in (a(\mu) + \epsilon, +\infty), \\
P^{(\infty)}(z) P^{(\alpha)}(z)^{-1}, & z \in \partial U_a, \\
P^{(\infty)}(z) P^{(\mu)}(z)^{-1}, & z \in \partial U_\mu,
\end{cases}
$$

(c) $R$ has the asymptotics

$$
R(z) = I + \mathcal{O}(z^{-1}), \quad \text{as } z \to \infty.
$$

**Lemma 7.1.** For any $\mu_0 > 0$ there exist $M, c > 0$, such that as $n \to \infty$, we have uniformly for $0 < \mu \leq \mu_0$, $\mu \rho(\mu)n \geq M$, and for $z$ on the jump contour for $R$ that

$$
J_R(z) - I = \mathcal{O}(n^{-1}), \quad \text{for } z \in \partial U_a, \\
J_R(z) - I = \mathcal{O}(n^{-1} \rho(\mu)^{-1} \mu^{-1}), \quad \text{for } z \in \partial U_\mu, \\
J_R(z) - I = \mathcal{O}(e^{-\text{cn}(\mu)^{\alpha}}), \quad \text{for } z \in \tilde{\Sigma}_\pm, \\
J_R(z) - I = \mathcal{O}(e^{-\text{cn}^{2}\epsilon}), \quad \text{for } z > a(\mu) + \epsilon.
$$

**Proof.** For $z$ on $\partial U_a$ and $\partial U_\mu$, the required estimates for $J_R(z) - I$ follow from (7.15) and (7.19).

For $z = u + iv$ on $\tilde{\Sigma}_+$, it follows from Lemma 6.5 and from the shape of the lenses (recall that we imposed $v \geq \frac{\pi}{2} \mu$ on $\tilde{\Sigma}_+$) that for some $c', c'' > 0$,

$$
|e^{-2n\varphi(z)}| < e^{-2c'n\sqrt{\rho(\mu)}} \leq e^{-2c'\rho(\mu)\sqrt{\mu}} \leq e^{-2c''\rho(\mu)\sqrt{\mu}},
$$

which tends to 0 rapidly in the limit under consideration. It follows that

$$
J_R(z) - I = P^{(\infty)}(z) \mathcal{O} \left( e^{-2c''\rho(\mu)\sqrt{\mu}} \delta(z; \mu)^2 \right) P^{(\infty)}(z)^{-1}.
$$
We also recall that \( \hat{\delta}(z; \mu)^2 \) is uniformly bounded on \( \Sigma_+ \) and that we have the uniform bound \( P^{(\infty)}(z) = O(|z - \mu|^{-1/4}) \) for \( z \in \Sigma_+ \), such that

\[
J_R(z) - I = O\left( \mu^{-1/2}e^{-2c_\mu z\rho(\mu)\sqrt{\mu}} \right) = O\left( n\rho(\mu)\sqrt{\mu}e^{-2c_\mu z\rho(\mu)\sqrt{\mu}} \right) = O\left( e^{-cn\rho(\mu)\mu} \right)
\]

as \( n \to \infty \) with \( 0 < \mu \leq \mu_0, \mu \rho(\mu)n \geq M \). The analogous estimate on \( \Sigma_- \) is obtained by using the symmetry of the jump matrices. For \( z \) on \( (a(\mu) + \epsilon, +\infty) \), we observe from (6.10) that \( f(z; \mu) \) is positive, hence by (6.9),

\[
\varphi(z; \mu) \leq \varphi(a(\mu) + \epsilon; \mu) < -C
\]

for some \( C > 0 \). It follows that

\[
J_R(z) - I = P^{(\infty)}(z)O\left( e^{-2cn\hat{\delta}(z; \mu)^{-2}} \right) P^{(\infty)}(z)^{-1} = O\left( e^{-2Cn} \right).
\]

Moreover, for \( z \) large, we can improve this estimate: by (6.6) and (6.2), \( \varphi(z; \mu) < -\frac{1}{4}z^{\beta} \) for \( z \) large enough, and this yields the required estimate.

\[ \square \]

It follows that the \( L^2, L^1 \), and \( L^\infty \) norms of the entries of \( J_R - I \) on the jump contour are of order \( O(n^{-1}\rho(\mu)^{-1}\mu^{-1}) \). Using standard small-norm theory for RH problems, see e.g. [7,12,13], we can conclude from this that

\[
R(z) = I + O(n^{-1}\rho(\mu)^{-1}\mu^{-1}),
\]

as \( n \to \infty \), uniformly for \( 0 < \mu \leq \mu_0 \) and \( n\rho(\mu)\mu \geq M \) sufficiently large, and uniformly in \( z \), provided that we take \( M > 0 \) sufficiently large such that Lemma 7.1 holds. Estimates for \( R' \) can also be obtained, and we can use this to derive asymptotics for the logarithmic derivative \( \partial_\mu \log H_n(\mu) \), uniformly in \( \mu \). In the next sections, we will explain how to refine the above RH analysis in such a way that we can extend the uniformity region in \( \mu \).

8. First Refinement: Large \( n \) Asymptotics for \( \left( \frac{M}{n} \right)^2 \leq \mu \leq \mu_0 \)

In this section, we refine the RH analysis from the previous section in order to obtain large \( n \) asymptotics valid uniformly for \( \left( \frac{M}{n} \right)^2 \leq \mu \leq \mu_0 \) (which is, in general, a larger region than the region \( \frac{M}{\rho(\mu)n} \leq \mu \leq \mu_0 \) from the previous section, but for \( \beta \) small still smaller than the region \( \left( \frac{M}{n\rho(\mu)} \right)^2 \leq \mu \leq \mu_0 \)). This refinement is similar in spirit to the one used in [9], although in that work the authors used a conformal mapping instead of a different normalization point. We will modify the constructions of \( S, P^{(\infty)}, P^{(\mu)}, P^{(a)}, R \), and we will denote the corresponding objects here as \( \tilde{S}, \tilde{P}^{(\infty)}, \tilde{P}^{(\mu)}, \tilde{P}^{(a)}, \tilde{R} \). Note that this refinement does not allow to improve immediately the asymptotics for the function \( Y \) from Sect.7.1 itself, but it allows to obtain immediately an improved asymptotics for the ratio \( Y^{-1}\partial_\mu Y \), which is what we need in order to obtain \( \partial_\mu \log H_n(\mu) \) by using Proposition 5.1.
8.1. Refinement of the RH analysis. **Normalization of \( S \).** Instead of normalizing \( S \) at infinity such that \( S(z) \to I \) as \( z \to \infty \), we will now normalize \( S \) at the point \( z = -\mu \). Let us define for this purpose

\[
\widehat{S}(z) = S(-\mu)^{-1} S(z).
\]

(8.1)

This will turn out to be a convenient choice later on, because it will allow us to keep the size of the jump matrices near the points \( \mu \) and \( a(\mu) \) in balance. The precise location of the normalization point is not that important, as long as it is of the order \(-\mu\) for small \( \mu \).

**Normalization of the global parametrix.** Next, we will define a modified global parametrix \( \widehat{P}^{(\infty)} \) which is also normalized at the point \( z = -\mu \). To this end, let

\[
\widehat{P}^{(\infty)}(z) := \widehat{\gamma}(z)^{-\sigma_3} \sigma_\epsilon,
\]

where

\[
\widehat{\gamma}(z) = \frac{\gamma(z)}{\gamma(-\mu)} = \left( \frac{2\mu}{a(\mu) + \mu} \cdot \frac{z - a(\mu)}{z - \mu} \right)^{1/4}.
\]

(8.2)

Writing as before, with \( \epsilon > 0 \) sufficiently small, \( U_\mu \) for the disk of radius \( \epsilon \mu \) around \( \mu \), and \( U_a \) for the disk of radius \( \epsilon \) around \( a(\mu) \), we have that \( \widehat{\gamma}(z) \) and \( \widehat{P}^{(\infty)}(z) \) are uniformly bounded for \( z \in \partial U_\mu \), but on the other hand \( \widehat{\gamma}(z)^{-1} \) and \( \widehat{P}^{(\infty)}(z) \) blow up like \( O(\mu^{-1/4}) \) for \( z \in \partial U_a \), as \( \mu \to 0 \).

Then, \( \widehat{P}^{(\infty)} \) is a solution to the RH problem for \( P^{(\infty)} \), but with condition (c) replaced by

(c) \( \widehat{P}^{(\infty)}(-\mu) = \sigma_\epsilon \).

**Modified local parametrix near \( \mu \).** We define \( \widehat{P}^{(\mu)} \) in the same way as \( P^{(\mu)} \), but with \( P^{(\infty)} \) replaced by \( \widehat{P}^{(\infty)} \): namely, let

\[
\widehat{P}^{(\mu)}(z) = \widehat{E}^{(\mu)}(z) \Psi_B(n^2 \zeta(z; \mu)) e^{-n(\psi(z; \mu))\mp \pi i} \sigma_3 \delta(z; \mu)^{\sigma_3}, \quad \pm \Im z > 0,
\]

(8.3)

with

\[
\widehat{E}^{(\mu)}(z) = \widehat{P}^{(\infty)}(z) \sigma_\epsilon(z; \mu)^{-\sigma_3} \sigma_\epsilon(-n^2 \zeta(z; \mu))^{\sigma_3/4},
\]

(8.4)

where we recall that \( \delta \) is given in (7.4). Similarly as in (7.14), we then have the matching condition

\[
\widehat{P}^{(\mu)}(z) \left( \widehat{P}^{(\infty)}(z) \right)^{-1} = \widehat{\gamma}(z)^{-\sigma_3} \sigma_\epsilon \delta(z; \mu)^{\sigma_3} \sigma_\epsilon^{-1} \widehat{E}^{(\mu)}(n^2 \zeta(z; \mu)) \sigma_\epsilon \delta(z; \mu)^{\sigma_3} \sigma_\epsilon^{-1} \widehat{\gamma}(z)^{\sigma_3}
\]

\[
= \widehat{\gamma}(z)^{-\sigma_3} \left( I + O(n^{-1} \rho(\mu)^{-1} \mu^{-1/2}) \right) \widehat{\gamma}(z)^{\sigma_3},
\]

for \( z \in \partial U_\mu \). Since \( \widehat{\gamma}(z) \) is bounded on \( \partial U_\mu \), we get

\[
\widehat{P}^{(\mu)}(z) \left( \widehat{P}^{(\infty)}(z) \right)^{-1} = I + O(n^{-1} \rho(\mu)^{-1} \mu^{-1/2}),
\]

(8.5)

as \( n \to \infty \), uniformly for \( n \rho(\mu) \sqrt{\mu} \geq M \) and \( 0 < \mu \leq \mu_0 \). This improves the matching condition (7.15).
Modified local parametrix near $a(\mu)$. We modify the local parametrix in $U_a$ by setting
\[
\hat{P}^{(a)}(z) = \hat{E}^{(a)}(z) \Phi_{A_l}(n^{2/3} \eta(z; \mu)) e^{-n \nu(z; \mu) \gamma(z; \mu) \sigma_1},
\]
and
\[
\hat{E}^{(a)}(z) = \hat{P}(\infty)(z) \tilde{\delta}(z; \mu)^{-\sigma_3} q^{-1}_p \left(-\frac{3n}{2} \varphi(z)\right)^{\sigma_3/6}.
\]
This results in the matching condition, similar to (7.18),
\[
\hat{P}^{(a)}(z) \left(\hat{P}(\infty)(z)\right)^{-1} = \hat{\gamma}(z)^{-\sigma_3} q_3 \tilde{\delta}(z; \mu)^{-\sigma_3} q^{-1}_p \varphi(z; \mu) \gamma^{(a)}(z)^{\sigma_3} = \hat{\gamma}(z)^{-\sigma_3} (1 + O(n^{-1})) \hat{\gamma}(z)^{\sigma_3} = 1 + O(n^{-1} \mu^{-1/2}),
\]
for $z \in \partial U_a$, as $n \to \infty$ in such a way that $n \sqrt{\mu} \to \infty$. Here we used the fact that $\hat{\gamma}(z)$ is of the order $\mu^{1/4}$ due to our modified definition of $\hat{\gamma}(z)$.

Note that the matching between the global parametrix and the local parametrix near $a$ has now become worse, because of our refinement. This is the price we have to pay for the improvement of the matching condition between the global parametrix and the local parametrix near $\mu$.

**Modification of $R$.** Define
\[
\hat{R}(z) = \begin{cases} 
q_3 \hat{S}(z) \hat{P}^{(\mu)}(z)^{-1} & \text{for } z \in U_\mu, \\
q_3 \hat{S}(z) \hat{P}^{(a)}(z)^{-1} & \text{for } z \in U_a, \\
q_3 \hat{S}(z) \hat{P}(\infty)(z)^{-1} & \text{elsewhere}.
\end{cases}
\]

Then $\hat{R}$ solves the RH problem:

**RH problem for $\hat{R}$**

(a) $\hat{R}$ is analytic in $\mathbb{C} \setminus (\partial U_\mu \cup \partial U_a \cup \tilde{\Sigma}_+ \cup \tilde{\Sigma}_- \cup (a(\mu) + \epsilon, +\infty))$,

(b) $\hat{R}(z)$ satisfies the jump relations $\hat{R}_+(z) = \hat{R}_-(z) J_{\hat{R}}(z)$, where
\[
J_{\hat{R}}(z) = \left( \begin{array}{cc} 1 & 0 \\ \delta(z; \mu)^2 e^{-2n \nu(z; \mu)} & 1 \end{array} \right) \hat{P}(\infty)(z)^{-1}, \quad z \in \tilde{\Sigma}_\pm,
\]
\[
J_{\hat{R}}(x) = \left( \begin{array}{cc} 1 & 0 \\ \delta(x; \mu)^2 e^{-2n \nu(x; \mu)} & 1 \end{array} \right) \hat{P}(\infty)(x)^{-1}, \quad x \in (a(\mu) + \epsilon, +\infty),
\]
\[
J_{\hat{R}}(z) = \hat{P}(\infty)(z) \hat{P}^{(a)}(z)^{-1}, \quad z \in \partial U_a,
\]
\[
J_{\hat{R}}(z) = \hat{P}(\infty)(z) \hat{P}^{(\mu)}(z)^{-1}, \quad z \in \partial U_\mu.
\]

(c) $\hat{R}$ has the asymptotics $\hat{R}(-\mu) = I$.

We have the following analogue of Lemma 7.1.

**Lemma 8.1.** For any $\mu_0 > 0$ there exist $M, c > 0$, such that we have uniformly for $(\frac{M}{n})^2 < \mu \leq \mu_0$, and for $z$ on the jump contour for $\hat{R}$ that
\[
J_{\hat{R}}(z) - I = O(n^{-1} \mu^{-1/2}), \quad \text{for } z \neq \partial U_a,
\]
\[
J_{\hat{R}}(z) - I = O(n^{-1} \rho(\mu)^{-1} \mu^{-1/2}), \quad \text{for } z \neq \partial U_\mu,
\]
\[
J_{\hat{R}}(z) - I = O(e^{-cn\rho(\mu)\mu}), \quad \text{for } z \neq \tilde{\Sigma}_\pm,
\]
\[
J_{\hat{R}}(x) - I = O(e^{-cnx^\delta}), \quad \text{for } x > a(\mu) + \epsilon.
\]
Proof. The proof is similar to that of Lemma 7.1, except for the behavior of \( \hat{P}^{(\infty)}(z) \) that is different from the one of \( P^{(\infty)}(z) \). \( \hat{P}^{(\infty)}(z) \) remains uniformly bounded for \( z \) on the jump contour close to \( \mu \); for \( z \) on the jump contour near \( a(\mu) \), we have \( \bar{\hat{P}}^{(\infty)}(z) = O(\mu^{-1/4}) \). Implementing these changes in the proof of Lemma 7.1, we obtain the stated result. □

It is straightforward to prove that this implies the following result, which we will utilize later.

**Corollary 8.2.** Let \( \| J_{\hat{R}} - I \|_j, j = 1, 2, \infty \), denote the maximum of the \( L^j(\Sigma_{\hat{R}}) \)-norms of the entries of \( J_{\hat{R}} - I \). For any \( \mu_0 > 0 \) there exist \( M, c > 0 \), such that we have uniformly for \( (\frac{M}{n})^2 < \mu \leq \mu_0 \),

\[
\| J_{\hat{R}} - I \|_j = O(n^{-1}\mu^{-1/2}) \quad \text{for } j = 1, 2, \infty,
\]

and moreover

\[
\left\| \frac{J_{\hat{R}}(\xi) - I}{\xi - \mu} \right\|_1 = O(n^{-1}\mu^{-1/2}),
\]

where \( \left\| \frac{J_{\hat{R}}(\xi) - I}{\xi - \mu} \right\|_1 \) is the maximum of the \( L^1(\Sigma_{\hat{R}}) \)-norms of the entries of \( \frac{J_{\hat{R}}(\xi) - I}{\xi - \mu} \).

Later on, we will use the explicit form of the jump matrices on \( \partial U_a, \partial U_\mu \),

\[
J_{\hat{R}}(z) = \hat{\gamma}(z)^{-\sigma_3} q_0(z; \mu)^{-\sigma_3} q_1^{-1} \left( \xi_{\nu}(n^2 \eta(z; \mu)) \right)^{-1} q_2(z; \mu)^{-\sigma_3} q_3^{-1} \hat{\gamma}(z)^{\sigma_3}, \quad z \in \partial U_a, \tag{8.9}
\]

\[
J_{\hat{R}}(z) = \hat{\gamma}(z)^{-\sigma_3} q_0(z; \mu)^{-\sigma_3} q_1^{-1} \left( \xi_{\nu}(n^2 \eta(z; \mu)) \right)^{-1} q_2(z; \mu)^{-\sigma_3} q_3^{-1} \hat{\gamma}(z)^{\sigma_3}, \quad z \in \partial U_\mu.
\]

The conclusion of this refined RH analysis is that we improved the jump matrix of \( \hat{R} \) on \( \partial U_\mu \), but in exchange the jump matrix of \( \hat{R} \) on \( \partial U_a \) now behaves less good. For \( \beta > 1 \), this trade off is convenient, and it allows us to obtain asymptotics for \( \hat{R} \), which will allow us next to compute asymptotics for \( \partial_\mu \log H_n(\mu) \). For \( \beta \leq 1 \), we will need one more refinement of the RH analysis.

To obtain asymptotics for \( \hat{R}, \hat{R}' \), we follow the usual techniques of small-norm theory for RH problems, but adapted to the situation of a RH problems normalized at the point \( z = -\mu \) instead of \( z = \infty \).

**Proposition 8.3.** As \( n \to \infty \), we have uniformly \( 0 < \mu \leq \mu_0 \) and \( n\sqrt{\mu} \geq M \) that

\[
\hat{R}(\mu) = I + O(n^{-1}\mu^{-1/2}), \quad \hat{R}'(\mu) = O(n^{-1}\mu^{-3/2}).
\]

Proof. Consider the Möbius transformation

\[
w(z) = \frac{z - \mu}{z + \mu}, \quad z(w) = -\mu \frac{w + 1}{w - 1},
\]

which maps the normalization point \( z = -\mu \) to \( w = \infty \). The function \( \hat{R}(z(w)) \) is then analytic in \( w \) except on the image under \( w(.) \) of the jump contour for \( \hat{R} \), and on this image, it satisfies the jump relations

\[
\hat{R}(z(w))_+ = \hat{R}(z(w))_+ J_{\hat{R}}(z(w)).
\]
Moreover, \( \hat{R}(z(w)) \) tends to \( I \) as \( w \to \infty \). We are then in a situation similar to that in [9]. Using the arguments of [9, Lemma 1], one can then use small norm theory for RH problems, Lemma 8.1, and Corollary 8.2 to conclude that

\[
\hat{R}(z(w)) = I + \mathcal{O}\left(n^{-1} \mu^{-1/2} (|w| + 1)^{-1}\right) \quad \text{or} \quad \hat{R}(z) = I + \mathcal{O}\left(n^{-1} (z + \mu) \right),
\]

(8.10)

uniformly for \( z(w) \) off the jump contour for \( \hat{R} \). In particular, this holds for \( w = 0, z = \mu \).

For the estimate of the derivative \( \hat{R}'(\mu) \), let us return to the variable \( z \) instead of \( w \). From the RH conditions for \( \hat{R} \), we know that \( \hat{R}_+ - \hat{R}_- = \hat{R}_-(J_{\hat{R}} - I) \) on the jump contour \( \Sigma_{\hat{R}} \), and also that \( \hat{R}(-\mu) = I \). It follows that the unique RH solution satisfies the following equation,

\[
\hat{R}(z) = I + \frac{z + \mu}{2\pi i} \int_{\Sigma_{\hat{R}}} \frac{\hat{R}_-(\xi)(J_{\hat{R}}(\xi) - I)(\xi) d\xi}{(\xi + \mu)(\xi - z)}.
\]

(8.11)

Differentiating, we obtain

\[
\hat{R}'(z) = \frac{1}{2\pi i} \int_{\Sigma_{\hat{R}}} \frac{\hat{R}_-(\xi)(J_{\hat{R}}(\xi) - I) d\xi}{(\xi - z)^2}, \quad z \in \mathbb{C} \setminus \Sigma_{\hat{R}}.
\]

(8.12)

For \( z = \mu \), this implies

\[
\hat{R}'(\mu) = \frac{1}{2\pi i} \int_{\Sigma_{\hat{R}}} \frac{(\hat{R}_-(\xi) - I)(J_{\hat{R}}(\xi) - I) d\xi}{(\xi - \mu)^2} + \frac{1}{2\pi i} \int_{\Sigma_{\hat{R}}} \frac{(J_{\hat{R}}(\xi) - I) d\xi}{(\xi - \mu)^2}.
\]

Using the fact that \( \frac{1}{\xi - \mu} = \mathcal{O}(\mu^{-1}) \) and (8.8) in the second term, and (8.10), \( \frac{\xi + \mu}{\xi - \mu} = \mathcal{O}(1) \), and (8.8) in the first term, we obtain the required estimate. \( \square \)

9. Second Refinement: Asymptotics in the Regime \( \left(\frac{M}{\rho(\mu)n}\right)^2 \leq \mu \leq \mu_0 \)

In this section, we will further improve the RH analysis, in order to obtain uniform estimates as \( n \to \infty \), uniformly for \( \left(\frac{M}{\rho(\mu)n}\right)^2 \leq \mu \leq \mu_0 \), where \( \mu_0 \) is an arbitrary constant and \( M \) a sufficiently large constant.

Observe that the jump \( J_{\hat{R}} \) for \( \hat{R} \) is \( I + \mathcal{O}(\frac{1}{n\rho(\mu)\sqrt{\mu}}) \) on \( \partial U_{\mu} \) as \( n\rho(\mu)\sqrt{\mu} \to \infty \), and is hence close to the identity. On \( \partial U_a \), different entries of the jump matrix \( J_{\hat{R}} \) have different order: we have

\[
J_{\hat{R}}(z) = \hat{\gamma}(z)^{-\sigma_3} \left( I + \mathcal{O}\left(\frac{1}{n}\right) \right) \hat{\gamma}(z)^{\sigma_3} = \left( 1 + \mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \right) \left( I + \mathcal{O}\left(\frac{1}{n}\right) \right),
\]

(9.1)

as \( n \to \infty, \mu \to 0 \), so it is only the \((1, 2)\) entry of the jump matrix that prevents it from converging to the identity. We will transform \( \hat{R} \) to \( \tilde{R} \) in such a way that the \((1, 2)\)
entry of the jump matrix for $\tilde{R}$ becomes $O\left(\frac{1}{\sqrt{\mu^{m+1}}}\right)$ for sufficiently large integer $m$, and hence (by (3.2)) is also of the order $O\left(\frac{1}{n\rho(\mu)\sqrt{\mu}}\right)$.

To this end, define the nilpotent matrix $\sigma_+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}$, and define

$$\tilde{R}(z) = \tilde{R}(z) (I - F(z; \mu)\sigma_+),$$

where $F(z; \mu)$ is a scalar function, analytic in $z \in \mathbb{C} \setminus \partial U_a$, and such that $F(-\mu; \mu) = 0$, which is to be determined. We will search for $F$ in the form

$$F(z; \mu) = \sum_{j=1}^{m} \frac{F_j(z; \mu)}{n^j \sqrt{\mu}},$$

where $m \in \mathbb{N}$ and $F_j(z; \mu)$, $j = 1, \ldots, m$, are uniformly bounded functions that we will construct below. Using the nilpotency of $\sigma_+$, it is straightforward to verify that the function $\tilde{R}$ solves the following RH problem (see Fig. 3):

\textbf{RH problem for $\tilde{R}$.}

(a) $\tilde{R}$ is analytic in $\mathbb{C} \setminus (\partial U_\mu \cup \partial U_a \cup \tilde{\Sigma}_+ \cup \tilde{\Sigma}_- \cup (a(\mu) + \epsilon, +\infty))$.

(b) $\tilde{R}(z)$ satisfies the jump relations $\tilde{R}_+(z) = \tilde{R}_-(z)J_{\tilde{R}}(z)$, where

$$J_{\tilde{R}}(z) = (I + F_-(z)\sigma_+) J_{\tilde{R}}(z) (I - F_+(z)\sigma_+),$$

(c) $\tilde{R}(-\mu) = I$.

We will construct $F_j$ to be analytic in $\mathbb{C} \setminus \partial U_a$ and such that it is uniformly bounded in $z$ for $\mu$ sufficiently small and $n$ sufficiently large. Moreover, we need it to be small near 0: $F_j(z) = O(z + \mu)$ uniformly for $|z| < \epsilon'$ for some small $\epsilon' > 0$, and thus in particular on $\partial U_\mu$. In this way, $F(z; \mu)$ is uniformly small on $\partial U_\mu$, and we can observe that the jump matrices $J_{\tilde{R}}$ for $\tilde{R}$ will be, like the ones for $\hat{R}$, $I + O\left(\frac{1}{n\sqrt{\mu}\rho(\mu)}\right)$ as $n\rho(\mu)\sqrt{\mu}$ is large, except possibly on $\partial U_a$.

To determine the coefficients $F_j(z)$, we need to take a closer look at the structure of the jump matrices $J_{\tilde{R}}$ and $J_{\hat{R}}$ on $\partial U_a$. By (8.9) and (7.16), we can write $J_{\tilde{R}}$ for $z$ on the circle $\partial U_a$ in the form

$$J_{\tilde{R}}(z; \mu) = \begin{pmatrix} 1 + A(z; \mu) & B(z; \mu) \\ \sqrt{\mu}C(z; \mu) & 1 + D(z; \mu) \end{pmatrix} \sqrt{\mu},$$

where $A, B, C, D$ are functions of $z$ that depend also on $n$ and $\mu$, and that admit the following asymptotic expansions for large $n$:

$$A(z; \mu) \sim \sum_{j=1}^{\infty} \frac{A_j(z; \mu)}{n^j}, \quad B(z; \mu) \sim \sum_{j=1}^{\infty} \frac{B_j(z; \mu)}{n^j},$$

$$C(z; \mu) \sim \sum_{j=1}^{\infty} \frac{C_j(z; \mu)}{n^j}, \quad D(z; \mu) \sim \sum_{j=1}^{\infty} \frac{D_j(z; \mu)}{n^j}.$$
Moreover, each of the coefficients $A_j(z; \mu), B_j(z; \mu), C_j(z; \mu), D_j(z; \mu)$ has a finite limit as $\mu \to 0$.

Substituting (9.5) in (9.4), we obtain

$$J_{R} = \left( 1 + A + F_{-}C \sqrt{\mu} F_{-} - F_{+} + \frac{B}{\sqrt{\mu}} - F_{+}A + D F_{-} - F_{+}F_{+}C \sqrt{\mu} \right).$$

(9.7)

Now, substituting the asymptotic expansions (9.3) and (9.6), we obtain

$$J_{R,12}(z; \mu) \sim \frac{1}{\sqrt{\mu}} \sum_{j=1}^{\infty} \frac{F_{j}(z; \mu) - F_{j,+}(z; \mu) + B_{j}(z; \mu) + J_{j}(z; A, C, D, F_{1}, \ldots, F_{j-1})}{n^{j}},$$

(9.8)

where $J_{j}(z; A, B, C, D, F_{1}, \ldots, F_{j-1})$ depends on the quantities $A_{k}(z; \mu), C_{k}(z; \mu), D_{k}(z; \mu)$, for $k = 1, \ldots, j$, and on $F_{k}(z; \mu)$ for $k = 1, \ldots, j-1$, but the crucial observation is that it does not depend on $F_{k}(z)$ for $k \geq j$. We have in particular

$$J_{1} = 0,$$

$$J_{2} = -F_{1,+}A_{1} + D_{1}F_{1,-},$$

$$J_{3} = -F_{1,+}A_{2} - F_{2,+}A_{1} + D_{1}F_{2,-} + D_{2}F_{1,-} - F_{1,-}F_{1,+}C_{1}.$$

Hence, we can construct $F_{1}(z; \mu), F_{2}(z; \mu), \ldots$ iteratively by requiring that

$$F_{j,+}(z; \mu) - F_{j,-}(z; \mu) = B_{j}(z; \mu) + J_{j}(z; \mu), \quad F_{j}(-\mu; \mu) = 0.$$  

(9.9)

This yields, by the Sokhotsky–Plemelj formula,

$$F_{j}(z; \mu) = \frac{z + \mu}{2\pi i} \int_{\partial U_{a}} \frac{B_{j}(\xi; \mu) + J_{j}(\xi; \mu)}{(\xi - z)(\xi + \mu)} d\xi.$$  

(9.10)

By construction, the structure of the jump matrix $J_{R}(z)$ on the disk $\partial U_{a}$ is as follows:

$$J_{R}(z) = \left( 1 + O \left( \frac{1}{n} \right) \right) \left( O \left( \frac{1}{\sqrt{\mu} n^{m+1}} \right) \right).$$

(9.11)

Moreover, each function $F_{j}(z; \mu)$ is analytic in $z \in \mathbb{C} \setminus \partial U_{a}$, continuous up to the boundary, and satisfies the normalization condition $F_{j}(-\mu; \mu) = 0$. Moreover, the functions $F(z; \mu), F_{j}(z; \mu)$, their derivatives and boundary values are uniformly bounded for $n$ sufficiently large and $\mu$ sufficiently small. From (9.10) and (9.3), we easily obtain the uniform estimate on $\partial U_{\mu}$

$$F(z; \mu) = O(\sqrt{\mu}/n), \quad z \in \partial U_{\mu},$$

(9.12)

which will be needed later.
Let us now take \( m \) an integer larger than \( \frac{1}{\beta} - 1 \) for \( \beta < 1 \), \( m \geq 1 \) for \( \beta = 1 \), and \( m \geq 0 \) for \( \beta > 1 \). It is then straightforward to verify by (3.2) that \( J_{\tilde{R}}(z) = I + O\left(\left(n \sqrt{\mu} \rho(\mu)\right)^{-1}\right) \) as \( n \to \infty \), uniformly for \( z \in \partial U_a \) and for \( \left(\frac{M}{\rho(\mu)^m}\right)^2 \leq \mu \leq \mu_0 \).

In what follows we will need an explicit expression for the \( \overline{z} \)-derivative of \( F_1(z; \mu) \) at the point \( z = -\mu \).

**Lemma 9.1.** We have

\[
\partial_{z} F_1(z; \mu) \bigg|_{z=\mu} = \frac{i \sqrt{a(\mu) + \mu}}{4(a(\mu) - \mu)^2 f(a(\mu); \mu)} \left( 1 - 2a^2 \frac{\sqrt{a(\mu) - \sqrt{\mu}}}{a(\mu)} + \frac{\partial_z f(z; \mu)_{z=a(\mu)} (a(\mu) - \mu)}{2 f(a(\mu); \mu)} \right).
\]

**Proof.** By (8.9) and (7.16), we have

\[
J_{\tilde{R}}(z) = I + \left( \frac{1}{16} \left( \frac{3 \hat{\delta}(z)^2 - 1}{\delta(z)^2} \right) - \frac{i}{48 \hat{\gamma}(z)^2} \left( \hat{3\delta}(z)^2 + \frac{3}{\delta(z)^2} - 1 \right) \right) \frac{1}{n \eta(z; \mu)^{3/2}} + O\left(\frac{1}{n^2 \eta(z; \mu)^3}\right)
\]

uniformly for \( z \in \partial U_a \), as \( n \to \infty \) with \( \mu \leq \mu_0 \) and \( n \rho(\mu) \sqrt{\mu} \) sufficiently large, and where \( \hat{\delta}(z) = \tilde{\delta}(z; \mu) \). It follows from (9.5) that

\[
B_1(z; \mu) = \frac{-i \sqrt{\mu}}{48 \hat{\gamma}(z; \mu)^{3/2} \hat{\gamma}(z)^2} \left( \frac{3 \hat{\delta}(z)^2 - 1}{\delta(z)^2} \right).
\]

Using (9.10), we obtain

\[
F_1(z; \mu) = \frac{z + \mu}{2\pi i} \int_{\partial U_a} \frac{-i \left( \hat{3\delta}(\xi)^2 + \hat{3\delta}(\xi)^{-2} - 1 \right)}{48 \hat{\gamma}(\xi)^2 \eta(\xi; \mu)^{3/2}} \cdot \frac{\sqrt{\mu} d\xi}{(\xi - z)(\xi + \mu)}.
\]

\[
\partial_{z} F_1(z; \mu) = \frac{1}{2\pi i} \int_{\partial U_a} \frac{-i \left( \hat{3\delta}(\xi)^2 + \hat{3\delta}(\xi)^{-2} - 1 \right)}{48 \hat{\gamma}(\xi)^2 \eta(\xi; \mu)^{3/2}} \cdot \frac{\sqrt{\mu} d\xi}{(\xi - z)^2}, \tag{9.13}
\]

These integrals can be computed by computing the residues of the integrands. To perform the computations, we set \( \xi = a(\mu) + (a(\mu) - \mu) v \), and find, using (6.19), (7.2), (7.4), (8.2) that

\[
\hat{\gamma}(\xi) = \left( \frac{2\mu v}{(a(\mu) + \mu)(1 + v)} \right)^{1/4},
\]

\[
\hat{\delta}(\xi)^{\pm 2} = 1 \mp 2a \frac{\sqrt{a(\mu) - \mu}}{\sqrt{a(\mu)}} \sqrt{v} + 2a^2 \frac{(\sqrt{a(\mu)} - \sqrt{\mu})^2 v + O(v^{3/2})}{a(\mu)} v \to 0, \tag{9.14}
\]

\[
\eta(\xi; \mu)^{3/2} = \frac{1}{2} f(a(\mu); \mu) (a(\mu) - \mu) \sqrt{v}
\]

\[
\left( 1 + \frac{3}{5} \left( \frac{1}{2} \frac{\partial_z f(z; \mu)_{z=a(\mu)} (a(\mu) - \mu)}{f(a(\mu); \mu)} \right) v + O(v^2) \right), v \to 0,
\]

where \( \eta(\xi; \mu) = |\eta(\xi; \mu)| \) is an integer larger than 1.
and
\[
- \frac{i \left(3\tilde{\delta}(\xi) + 3\tilde{\delta}(\xi)^{-2} - 1\right)}{48 \tilde{\gamma}(\xi)^2 \eta(\xi; \mu)^{3/2}} = \frac{-5i \sqrt{a(\mu) + \mu}}{24 f(a(\mu); \mu)(a(\mu) - \mu) \sqrt{2\mu}} \cdot \frac{1}{v^2} \cdot \left(1 + \frac{4}{5} v \left(1 + 3\alpha^2 \left(\frac{\mu}{\sqrt{a(\mu)}} - 1\right)^2 - \frac{3\partial_z f(z; \mu)_{z=a(\mu)} (a(\mu) - \mu)}{4 f(a(\mu); \mu)} + \mathcal{O}(v^2)\right)\right)
\]
as \(v \to 0\). Combining this with
\[
\frac{d\xi}{(\xi - z)(\xi + \mu)} = \frac{(a(\mu) - \mu) dv}{(a(\mu) - z)(a(\mu) + \mu)} \left(1 - \left(\frac{a(\mu) - \mu}{a(\mu) - z} + \frac{a(\mu) - \mu}{a(\mu) + \mu}\right)v + \mathcal{O}(v^2)\right), \quad v \to 0,
\]
and substituting all this in (9.13), we obtain after computing residues an explicit expression for \(F_1(z; \mu)\) and its \(-\)derivative for \(z\) outside of \(U_a\).

\[
F_1(z; \mu) = \frac{-i(z + \mu)\sqrt{a(\mu) + \mu}}{6\sqrt{2} f(a(\mu); \mu)(a(\mu) - z)(a(\mu) + \mu)} \left[1 + 3\alpha^2 \left(\frac{\mu}{\sqrt{a(\mu)}} - 1\right)^2 - \frac{3\partial_z f(z; \mu)_{z=a(\mu)} (a(\mu) - \mu)}{4 f(a(\mu); \mu)}\right],
\]
and
\[
\partial_z F_1(z; \mu) = \frac{-i(z + \mu)\sqrt{a(\mu) + \mu}}{6\sqrt{2}(a(\mu) - z)^2 f(a(\mu); \mu)} \left[1 + 3\alpha^2 \left(\frac{\mu}{\sqrt{a(\mu)}} - 1\right)^2 - \frac{5(a(\mu) - \mu)}{4(a(\mu) - z)}\right].
\]
Substituting \(z = \mu\) in the latter, we obtain the statement of the lemma. \(\square\)

Remark 9.2. Though we do not need it in the present paper, it is natural to ask whether the above analysis allows one to obtain the asymptotics for the original function \(Y\) from RH problem 7.1 itself, and not only for its logarithmic derivative \(Y^{-1}\partial_z Y\). So far we did not obtain the asymptotics of the function \(S\) from the RH problem of Sect. 7.3, but instead we studied the function \(\tilde{S}\) from (8.1), related to \(S\) via the unknown quantity \(S(-\mu)\). We can indeed obtain asymptotics for \(S\), and thus for \(Y\), using the expression \(S(z) = \tilde{S}(\infty)^{-1}\tilde{S}(z)\), where the asymptotics for both factors on the right are known.

Proposition 9.3. As \(n \to \infty\), uniformly for \(\left(\frac{M}{\rho(\mu)n}\right)^2 \leq \mu \leq \mu_0\), we have
\[
\tilde{R}(\mu) = 1 + \mathcal{O}(n^{-1} \rho(\mu)^{-1} \mu^{-1/2}), \quad \tilde{R}'(\mu) = \mathcal{O}(n^{-1} \rho(\mu)^{-1} \mu^{-3/2}),
\]
and
\[
\tilde{R}_{12}'(\mu) = \frac{-i \sqrt{a(\mu)}}{8n \rho(\mu) \sqrt{2\mu}} \left(4\alpha^2 \mu^{-1} + \frac{\partial_z f(z; \mu)_{z=\mu}}{\rho(\mu)} + \mathcal{O}(\mu^{-1/2})\right). \tag{9.16}
\]
Proof. The estimates
\[ \tilde{R}(\mu) = I + O(n^{-1} \rho(\mu)^{-1} \mu^{-1/2}), \quad \tilde{R}'(\mu) = O(n^{-1} \rho(\mu)^{-1} \mu^{-3/2}) \]
are proved similarly as in Proposition 8.3, and we omit the details. Also similarly as in Proposition 8.3, one shows that \( R_-(z) - I = O(n^{-1} \rho(\mu)^{-1} \mu^{-3/2}(z + \mu)) \). It remains to compute the leading order term in \( \tilde{R}'(\mu) \) explicitly. For this, we use the expression
\[ \tilde{R}'(z) = \frac{1}{2\pi i} \int_{\Sigma_{\tilde{R}}} \frac{\tilde{R}_-(\xi)(J_{\tilde{R}}(\xi) - I)}{(\xi - z)^2} d\xi, \quad z \in \mathbb{C} \setminus \Sigma_{\tilde{R}}. \tag{9.17} \]
For \( z = \mu \), the contribution of \( \Sigma_{\tilde{R}} \setminus \partial U_{\mu} \) to this integral is \( O(\frac{1}{n^2 \mu^{3/2} \rho(\mu)^2}) \), so we have
\[ \tilde{R}'(\mu) = \frac{1}{2\pi i} \int_{\partial U_{\mu}} \frac{(\tilde{R}_-(\xi) - I)(J_{\tilde{R}}(\xi) - I)}{(\xi - \mu)^2} d\xi \]
\[ + \frac{1}{2\pi i} \int_{\partial U_{\mu}} \frac{(J_{\tilde{R}}(\xi) - I)}{(\xi - \mu)^2} + O\left(\frac{1}{n^2 \mu^{3/2} \rho(\mu)^2}\right). \tag{9.18} \]
Next, we use the above estimate for \( R_-(\xi) - I, \frac{\xi + \mu}{\xi - \mu} = O(1) \), and an estimate similar to (8.8) for \( J_{\tilde{R}} - I \) to conclude that the first term in this expression is also \( O\left(n^{-2} \rho(\mu)^{-2} \mu^{-3/2}\right) \), so we have
\[ \tilde{R}'(\mu) = \frac{1}{2\pi i} \int_{\partial U_{\mu}} \frac{(J_{\tilde{R}}(\xi) - I)}{(\xi - \mu)^2} + O\left(\frac{1}{n^2 \mu^{3/2} \rho(\mu)^2}\right) \]
\[ = \frac{1}{2\pi i} \int_{\partial U_{\mu}} \frac{(J_{\tilde{R}}(\xi) - I)}{(\xi - \mu)^2} + O\left(\frac{1}{n^2 \mu^{3/2} \rho(\mu)^2}\right). \tag{9.19} \]
where we used (9.12) in the second step.

We will now use a residue computation to evaluate the (1, 2)-entry of the remaining integral at the right. By (8.9) and (7.12), we have
\[ J_{\tilde{R}}(z) - I = \frac{1}{n \sqrt{-\zeta(\xi; \mu)}} \hat{\gamma}(z)^{-\sigma_3} \sigma_3^{-1} \left( \begin{array}{cc} 0 & 3i \xi \\ 3i \xi & 0 \end{array} \right) \sigma_3 \hat{\gamma}(z) \sigma_3^{-1} \hat{\gamma}(z) \sigma_3 \]
\[ + O(n^{-2} \zeta(z; \mu)^{-2}) \]
for \( z \in \partial U_{\mu} \), and straightforward computations yield
\[ J_{\tilde{R}, 12}(z) = \frac{-i}{8n \sqrt{-\zeta(z; \mu)} \hat{\gamma}(z)^2} \left( \hat{\delta}(z)^2 + \frac{1}{\hat{\delta}(z)^2} + 1 \right) + O(n^{-2} \zeta(z; \mu)^{-2}). \tag{9.20} \]
Recall the change of variable \( z = \mu - (a(\mu) - \mu)w \) from (7.5). By (6.9),
\[ \sqrt{-\xi(z; \mu)} = \rho(\mu) (a(\mu) - \mu) \sqrt{w} \left( 1 + \left( \frac{1}{6} - \frac{\partial_z f(z; \mu)_{z=\mu}(a(\mu) - \mu)}{3 f(\mu; \mu)} \right) w + O(w^2) \right) \]
as \( w \to 0 \).
\[ \tag{9.21} \]
By (7.6), we obtain
\[ \hat{\delta}(z)^2 + \hat{\delta}(z)^{-2} = 2 + 4\alpha^2 \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right)^2 w + O(w^2), \quad w \to 0. \]

Substituting all this and (8.2) in (9.20) and using Lemma 6.7, we get in particular that
\[ J_{\tilde{R}, 12}(z) = -i \frac{\sqrt{a(\mu)}}{8n\rho(\mu)\sqrt{2\mu}} \left( h_0(\mu) + h_1(\mu)w + O(w^2) \right), \]
uniformly in \( \mu, n \) as \( w \to 0 \), where
\[ h_0(\mu) = 3 + O(\mu), \quad h_1(\mu) = 4\alpha^2 \mu^{-1} + \frac{\partial_x f(x; \mu)_{x=\mu}}{2f(\mu; \mu)} + O(\mu^{-1/2}), \]
uniformly in \( \mu, n \).

Substituting this in (9.19), we obtain the result by computing the residue of the integrand, taking into account the change of variable \( z \mapsto w \).

10. Asymptotic Form of the Differential Identity

In this section we compute the asymptotics of \( \frac{\partial}{\partial \mu} \log \tilde{H}_n(\mu) \). To make the exposition uniform regardless of whether \( \beta > 1 \) or \( 0 < \beta \leq 1 \), we take \( m > \max(0, \frac{1}{\beta} - 1) \) (and hence, \( m \geq 1 \)), in the construction of the function \( F \) in Sect. 9 (even though for \( \beta > 1 \) we could also proceed with \( m = 0 \)).

Our objective in this section will be to prove the following result.

**Proposition 10.1.** Let \( \beta > 0, \alpha \in \mathbb{R} \) be fixed parameters. For any \( \mu_0 > 0 \), there exists \( M > 0 \) such that we have uniformly in \( \left( \frac{M}{\rho(\mu)n} \right)^2 \leq \mu \leq \mu_0 \) as \( n \to \infty \) that
\[ \frac{\partial}{\partial \mu} \log \tilde{H}_n(\mu) = D_2(\mu)n^2 + D_1(\mu)n + D_0(\mu) + r(\mu; n), \]
where
\[ D_2(\mu) = -\frac{1}{4}(a(\mu) - \mu)\rho(\mu)^2, \quad D_1(\mu) = \frac{\alpha}{2}\rho(\mu) \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right), \]
\[ D_0(\mu) = -\frac{1}{8} \left( 2\alpha^2 \mu^{-1} + \frac{\partial_x f(x; \mu)_{x=\mu}}{2\rho(\mu)} \right), \]
with \( f \) as in (6.10), and
\[ r(\mu; n) = O \left( \frac{1}{n\mu^{3/2}\rho(\mu)} \right) + O(\mu^{-1/2}). \]

**Remark 10.2.** With more effort, we can prove a slightly stronger version of the above result: if we replace \( D_0(\mu) \) by
\[ D_0^{\text{full}}(\mu) = \frac{1}{8(a(\mu) - \mu)} \left( 1 - 2\alpha^2 \left( \frac{\sqrt{a(\mu)}}{\sqrt{\mu}} - 1 \right)^2 - \frac{(a(\mu) - \mu)\partial_x f(x; \mu)_{x=\mu}}{2f(\mu; \mu)} \right) - \frac{1}{8a(\mu)(a(\mu) - \mu)} \left( 1 - \frac{\sqrt{\mu}}{a(\mu)} \right)^2 \]
\[ + \frac{(a(\mu) - \mu)\partial_x f(x; \mu)_{x=a(\mu)}}{2f(a(\mu); \mu)}, \]
then the error terms in \( r(\mu; n) \) are improved to \( \mathcal{O}\left( \frac{1}{n\mu^{3/2}\rho(\mu)} \right) \). This allows us to prove
the estimate referred to in Remark 1.11.

Recall the expression (5.3) for \( \partial_\mu \log \tilde{H}_n(\mu) \) in terms of the RH solution \( Y \), and the transformations \( Y \mapsto T \mapsto S \mapsto \tilde{S} \mapsto \tilde{R} \rightarrow \tilde{\mathcal{R}} \) in the RH analysis, defined in (7.1), (7.7), (8.1), (8.7), and (9.2). Inverting these transformations, we can express \( Y \) in terms of \( \tilde{R} \) for \( z \rightarrow \mu_- \) as follows:

\[
Y(z) = \delta(\infty)^{\sigma_3} e^{n\ell_\mu \sigma_3} S(-\mu; \mu)\sigma^{-1}_R \quad \text{matrix independent of } z
\]

\[
\cdot \tilde{\mathcal{R}}(z)(1 + F(z)\sigma_+ \tilde{\mathcal{P}}(\mu)(z)e^{ng(z;\mu)\sigma_3} e^{-n\ell_\mu \sigma_3} \delta(z)\sigma^{-3}_R)
\]

(10.1)

Substituting this expression in (5.3) and deducing from (7.3), (6.6), (6.7) that \( \delta(\mu_-) = \mu^{\sigma/2}, g(\mu_- \pm i0) = \frac{1}{2}\mu^{\beta/2} + \ell_\mu \pm \pi i, \) we obtain the identity

\[
\partial_\mu \log \tilde{H}_n(\mu) = \left. -\frac{1}{2\pi i} \left( \left( \tilde{\mathcal{R}}(x; \mu)Q(x)\tilde{\mathcal{P}}(\mu)(x; \mu) \right)^{-1} \cdot \partial_x \left( \tilde{\mathcal{R}}(x; \mu)Q(x)\tilde{\mathcal{P}}(\mu)(x; \mu) \right) \right) \right|_{x=\mu_-}^{-1}
\]

(10.2)

where \( \tilde{\mathcal{P}}(\mu) \) is given by (9.2) and (8.3), and \( Q \) is given by \( Q(z) = I + F(z)\sigma_+ \).

Next, by (8.3) and (8.4), we have

\[
\tilde{R}(x; \mu)Q(x; \mu)\tilde{\mathcal{P}}(\mu)(x; \mu) = \tilde{\mathcal{R}}(x; \mu)Q(x; \mu)\tilde{E}(\mu)(x)\Psi_B(n^2 \xi(x; \mu))e^{-n(\varphi(x) \mp i\pi)\sigma_3} \tilde{\delta}(x) \sigma_3.
\]

By (6.7) and (7.4), the diagonal matrix at the right of \( \Psi_B \) is equal to \( I \) at \( z = \mu \). Substituting this into (10.2), we get

\[
\partial_\mu \log \tilde{H}_n(\mu) = \left. -\frac{1}{2\pi i} \left( \left( \tilde{\mathcal{R}}(x; \mu)Q(x)\tilde{E}(\mu)(x)\Psi_B(n^2 \xi(x; \mu)) \right)^{-1} \cdot \partial_x \left( \tilde{\mathcal{R}}(x; \mu)Q(x)\tilde{E}(\mu)(x)\Psi_B(n^2 \xi(x; \mu)) \right) \right) \right|_{x=\mu_-}^{-1}
\]

(10.3)

The expression between parentheses above decomposes into

\[
\Psi^{-1} \partial_x \Psi + \Psi^{-1} E^{-1} \partial_x E \cdot \Psi + \Psi^{-1} E^{-1} (Q^{-1} \partial_x Q) E \Psi + \Psi^{-1} E^{-1} Q^{-1} \tilde{\mathcal{R}}^{-1} \partial_x \tilde{\mathcal{R}} \cdot E \Psi,
\]

(10.4)

where we abbreviated

\[
\Psi := \Psi_B(n^2 \xi(x; \mu)), \quad E := \tilde{E}(\mu)(x), \quad Q := Q(x; \mu).
\]

We will compute the first two terms in the above expression in Lemmas 10.3 and 10.4, and estimate the third term in Lemma 10.5. The fourth term will be computed in Lemma 10.6.

Lemma 10.3. We have

\[
-\frac{1}{2\pi i} \left( \Psi^{-1} \partial_x \Psi \right)_{21} \bigg|_{x=\mu_-} = D_2(\mu)n^2 \quad \text{and} \quad \Psi \left( \frac{1}{0} \right) \bigg|_{x=\mu_-} = \sqrt{\pi} \left( \frac{1}{0} \right).
\]
Proof. We have
\[
\Psi^{-1} \partial_x \Psi = \Psi_B(n^2 x(\mu))^{-1} \partial_x \Psi_B(n^2 x(\mu)) = n^2 \partial_x \xi(x; \mu) \Psi_B(n^2 x(\mu))^{-1} \Psi_B'(n^2 x(\mu)).
\]
Furthermore, since \( \Psi \) has determinant 1, only the first column contributes to the \((2, 1)\) entry of \( \Psi_B^{-1} \Psi_B' \). Recall from (7.13) that the first column of \( \Psi_B \) can be expanded as \( x \to 0^+ \) in the following way,
\[
\Psi_B(\zeta) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \sqrt{\pi} \begin{pmatrix} I_0(\sqrt{\zeta}) \\ -i \sqrt{\zeta} I_1(\sqrt{\zeta}) \end{pmatrix} = \sqrt{\pi} \begin{pmatrix} 1 - \frac{\zeta}{4} + \mathcal{O}(\zeta^2) \\ \frac{\zeta}{2} + \mathcal{O}(\zeta^2) \end{pmatrix},
\]
where \( \mathcal{O} \)-terms can be differentiated. Hence
\[
\Psi_B^{-1} \Psi_B'(0^+) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \pi \begin{pmatrix} 0 \\ 1 \end{pmatrix} \begin{pmatrix} -\frac{i}{\zeta} \\ \frac{\zeta}{4} \end{pmatrix} = \frac{\pi i}{2}.
\]
Furthermore, recall from (6.19) and (6.20) that
\[
\xi(x; \mu) = \rho(\mu)^2 (a(\mu) - \mu)(x - \mu)(1 + \mathcal{O}(x - \mu)) \quad \text{as} \ x \to \mu,
\]
where the \( \mathcal{O} \)-term can be differentiated, and thus
\[
\partial_x \xi(x; \mu)_{x=\mu} = \rho(\mu)^2 (a(\mu) - \mu),
\]
By the chain rule, this easily yields the statement of the proposition. \( \square \)

We proceed with the second term in (10.4).

Lemma 10.4. We have
\[
-\frac{1}{2\pi i} \begin{pmatrix} \Psi^{-1} E^{-1} (\partial_x E) \Psi \end{pmatrix}_{21} \bigg|_{x=\mu_-} = D_1(\mu)n
\]
and
\[
E \Psi \begin{pmatrix} 1 \\ 0 \end{pmatrix} \bigg|_{x=\mu_-} = i \sqrt{\pi} \rho(\mu)(a(\mu) - \mu)n \begin{pmatrix} 2\mu \\ \frac{a(\mu) + \mu}{} \end{pmatrix}^{1/4} \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Proof. By the second part of Proposition 10.3, we obtain
\[
\begin{pmatrix} \Psi^{-1} E^{-1} (\partial_x E) \Psi \end{pmatrix}_{21} \bigg|_{x=\mu_-} = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \Psi^{-1} E^{-1} (\partial_x E) \Psi \begin{pmatrix} 1 \\ 0 \end{pmatrix} \bigg|_{x=\mu_-} = \pi \begin{pmatrix} 0 \\ 1 \end{pmatrix} E^{-1} \partial_x E \begin{pmatrix} 1 \\ 0 \end{pmatrix} \bigg|_{x=\mu_-},
\]
and
\[
E \Psi \begin{pmatrix} 1 \\ 0 \end{pmatrix} \bigg|_{x=\mu_-} = \sqrt{\pi} E \begin{pmatrix} 1 \\ 0 \end{pmatrix} \bigg|_{x=\mu_-},
\]
and it remains to compute \( E \). Since det \( E = 1 \), the \((2, 1)\) entry of \( E^{-1} \partial_x E \) involves only the first column of \( E \). By (8.4), we have
\[
E = \tilde{\gamma}(z)^{-\sigma_3} \tilde{\delta}(z)^{-\sigma_3} \tilde{\epsilon}(\xi(z; \mu))^{\sigma_3/4},
\]
and careful computations lead us to an expression for the first column,

\[
E \left( \frac{1}{0} \right) = \frac{(-n^2 \xi(z; \mu))^1/4}{2} \left( \frac{1}{\delta(z) - \delta(z)} \right) \left( \frac{1}{\delta(z) + \delta(z)} \right).
\]

To compute the limits of the expression above and its derivative when \( z \) approaches \( \mu_\cdot \), we use (7.6), (8.2), and (9.21) (with \( w = \frac{\mu - z}{a(\mu) - \mu} \)). Substituting all these ingredients in (10.5), we obtain

\[
E \left( \frac{1}{0} \right) = \sqrt{nf(\mu; \mu)(a(\mu) - \mu)} \left( -\frac{a(\mu) + \mu}{2\mu} \right)^{1/4} \left( \frac{2\mu}{a(\mu) + \mu} \right)^{1/4} \left( \frac{a(\mu) + \mu}{2\mu} \right)^{1/4} \alpha \left( \frac{\sqrt{a(\mu)}}{\mu} - 1 \right) w + O(w^2)
\]

where the \( O \)-terms can be differentiated. Thus

\[
E \left( \frac{1}{0} \right) \big|_{w=0_+} = \sqrt{nf(\mu; \mu)(a(\mu) - \mu)} \left( -\frac{a(\mu) + \mu}{2\mu} \right)^{1/4} \left( \frac{2\mu}{a(\mu) + \mu} \right)^{1/4} \left( \frac{a(\mu) + \mu}{2\mu} \right)^{1/4} \alpha \left( \frac{\sqrt{a(\mu)}}{\mu} - 1 \right) \left( 0, 1 \right).
\]

and hence

\[
(E^{-1} \partial_w E)_{21} \big|_{w=0_+} = \left( 0, 1 \right) E^{-1} \partial_w E \big|_{w=0_+} \left( 0, 1 \right) = inf(\mu; \mu)(a(\mu) - \mu) \left( -\frac{a(\mu) + \mu}{2\mu} \right)^{1/4} \left( \frac{2\mu}{a(\mu) + \mu} \right)^{1/4} \left( \frac{a(\mu) + \mu}{2\mu} \right)^{1/4} \alpha \left( \frac{\sqrt{a(\mu)}}{\mu} - 1 \right)
\]

To finish the proof it is sufficient to observe that \( \partial_z = \frac{-1}{\mu - \mu_\cdot} \partial_w \). \( \square \)

Next, we deal with the third term in (10.4).

**Lemma 10.5.** As \( n \to \infty \), we have uniformly for \( \left( \frac{M}{\rho(\mu_\cdot)} \right)^2 \leq \mu \leq \mu_0 \) that

\[
- \frac{1}{2\pi i} \left( \Psi^{-1} E^{-1} Q^{-1}(\partial_z Q)E \Psi \right) \bigg|_{x=\mu_\cdot} = O(\rho(\mu_\cdot)).
\]

Moreover,

\[
QE \Psi \left( \frac{1}{0} \right) \bigg|_{x=\mu_\cdot} = i\sqrt{\pi \rho(\mu)(a(\mu) - \mu)n} \sqrt{\frac{2\mu}{a(\mu) + \mu}} F(\mu).
\]
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**Proof.** By Proposition 10.4, we have

\[
-\frac{1}{2\pi i} \left( \Psi^{-1} E^{-1} Q^{-1} (\partial_z Q) E \Psi \right)_{21} \bigg|_{x=\mu^-} = -\frac{1}{2\pi i} \left( 0 \ 1 \right) \left( \Psi^{-1} E^{-1} Q^{-1} (\partial_z Q) E \Psi \right)_{21} \bigg|_{x=\mu^-} = i \rho(\mu)(a(\mu) - \mu) n \sqrt{\frac{2\mu}{a(\mu) + \mu}} \left( Q^{-1} \partial_z Q \right)_{12} \bigg|_{x=\mu^-},
\]

which allows us to concentrate just on the factor involving \( Q \). Note that the \((2, 1)\) element of the matrix on the left is expressed in terms of \((1, 2)\) element of the matrix on the right. Since \( Q \) is upper-triangular, we have

\[
\left( Q^{-1} \partial_z Q \right)_{12} \bigg|_{x=\mu^-} = \partial_z F(z; \mu) \bigg|_{z=\mu^-}.
\]

Hence,

\[
-\frac{1}{2\pi i} \left( \Psi^{-1} E^{-1} Q^{-1} (\partial_z Q) E \Psi \right)_{21} \bigg|_{x=\mu^-} = i \rho(\mu)(a(\mu) - \mu) n \sqrt{\frac{2\mu}{a(\mu) + \mu}} \partial_z F(z; \mu)_{z=\mu}.
\]

By (9.3) and the fact that the derivatives of \( F_j \) are bounded, we have \( \partial_z F(z; \mu)_{z=\mu} = O\left( \frac{1}{n \sqrt{n}} \right) \), and the first result follows. The second statement is obtained similarly. \( \square \)

Here we treat the fourth term in (10.4).

**Lemma 10.6.** As \( n \to \infty \), we have uniformly for \( \left( \frac{M}{\rho(\mu) n} \right)^2 \leq \mu \leq \mu_0 \) that

\[
-\frac{1}{2\pi i} \left( \Psi^{-1} E^{-1} Q^{-1} (\partial_z \tilde{R}) Q E \Psi \right)_{21} \bigg|_{x=\mu^-} = D_0(\mu) + O(\rho(\mu)) + O(\mu^{-1/2}) + O\left( \frac{1}{n \mu^{3/2} \rho(\mu)} \right).
\]

**Proof.** Using Proposition 10.5, we obtain

\[
-\frac{1}{2\pi i} \left( \Psi^{-1} E^{-1} Q^{-1} (\partial_z \tilde{R}) Q E \Psi \right)_{21} \bigg|_{x=\mu^-} = -\frac{i}{2} \rho(\mu)(a(\mu) - \mu) n \sqrt{\frac{2\mu}{a(\mu) + \mu}} (1 - F(\mu)) (\tilde{R}^{-1} \partial_z \tilde{R} \left( F(\mu) \right)_{1} \bigg|_{x=\mu^-}.
\]
and moreover by (9.12) and Proposition 9.3,

\[-\frac{1}{2\pi i} \left( \Psi^{-1} E^{-1} Q^{-1} \tilde{R}^{-1} (\partial_x \tilde{R}) Q E \Psi \right)_{21} \mid_{x=\mu} = -\frac{i}{\sqrt{2}} \rho(\mu) \sqrt{a(\mu)} n \sqrt{\mu} \tilde{R}_{12}(\mu) + O\left( \frac{1}{n \rho \mu^{3/2}} \right) + O\left( \frac{1}{\sqrt{\mu}} \right) + O(1).\]

(10.7)

We now substitute (9.16) to obtain the result. \(\square\)

In order to prove Proposition 10.1, it is now sufficient to substitute the results from Lemmas 10.3–10.6 in (10.3)–(10.4) and to observe that \(\rho(\mu) = O(\mu^{-1/2})\).

11. Integration of the Differential Identity: Proof of Proposition 1.10

In this section, we first derive asymptotics for \(\tilde{H}_n(\mu)\) as \(n \to \infty\) for a fixed \(\mu > 0\); for this, we use results from [6]. Then, we integrate the asymptotic form of the differential relation obtained in the previous section. In order to do that, we need some integral identities, which we collect first.

11.1. Some integrals.

**Lemma 11.1.** Let

\[I_{-j}(\mu) = \int_{\mu}^{a(\mu)} t^{\beta/2-j} \frac{dt}{\sqrt{(t-\mu)(a(\mu)-t)}},\]

\[J(\mu) = \int_{\mu}^{a(\mu)} t^{\beta/2-2} \frac{t-\mu}{a(\mu)-t} dt,\]

(11.1)

where \(a(\mu)\) is the unique solution of (1.24). (In particular, \(\rho(\mu) = \frac{\beta}{2\pi} I_{-1}\), where \(\rho\) is defined in (1.23)). Then

(a) \(I_0(\mu) = \mu I_1(\mu) + \frac{4\pi}{\beta},\)

(b) \(I_1(\mu) = \frac{4\pi (\beta + 1)(a(\mu) + \mu)}{\beta (\beta + 2)} + \frac{2\pi (a(\mu) + \mu + \beta \mu) \mu \rho(\mu)}{\beta (\beta + 2)}\)

(c) \(I_{-2}(\mu) = \frac{1}{\mu} (I_{-1}(\mu) - J(\mu)),\)

(d) \(J(\mu) = \frac{1}{(\beta/2 - 1)a(\mu)} \left( 2\pi - \frac{a(\mu) - \mu}{2} I_{-1}(\mu) \right),\)

(e) \(I_{-1}(\mu) = \frac{4\pi a'(\mu)}{a(\mu) - \mu a'(\mu)},\)

(f) \(f(a(\mu); \mu) = \frac{1}{a'(\mu)} \rho(\mu).\)

(11.2) (11.3) (11.4) (11.5) (11.6) (11.7)
Proof. (a) By the definition \((1.24)\) of \(a(\mu)\), we have

\[
1 = \frac{\beta}{4\pi} \int_{\mu}^{a(\mu)} t^{\beta/2 - 1} \frac{t - \mu}{\sqrt{(t - \mu)(a(\mu) - t)}} \, dt = \frac{\beta}{4\pi} \left( I_0(\mu) - \mu I_{-1}(\mu) \right)
\]

and \((11.2)\) follows.

(b) follows by integrating \(\frac{d}{dx} \left( x^{\beta/2} (x - a(\mu))^{1/2} (x - \mu)^{1/2} \right)\) over a contour \(\Gamma\) going around the interval \([\mu, a(\mu)]\) and not intersecting \((-\infty, 0]\).

(c) follows from the observation

\[
I_{-2}(\mu) - \frac{1}{\mu} I_{-1}(\mu) = \int_{\mu}^{a(\mu)} t^{\beta/2 - 1} \frac{dt}{\sqrt{(t - \mu)(a(\mu) - t)}} \left( \frac{1}{t} - \frac{1}{\mu} \right) = -\frac{J(\mu)}{\mu}.
\]

(d) First note that by \((1.24)\),

\[
\frac{\beta}{4\pi} J(\mu) - \frac{1}{a(\mu)} = \frac{\beta}{4\pi} \int_{\mu}^{a(\mu)} t^{\beta/2 - 1} \sqrt{\frac{t - \mu}{a(\mu) - t}} \left( \frac{1}{t} - \frac{1}{a(\mu)} \right) \, dt
\]

\[
= \frac{\beta}{4\pi a(\mu)} \int_{\mu}^{a(\mu)} t^{\beta/2 - 2} \sqrt{(t - \mu)(a(\mu) - t)} \, dt.
\]

Integrating by parts and observing that by (a)

\[
\int_{\mu}^{a(\mu)} t^{\beta/2 - 1} \frac{a(\mu) - t}{t - \mu} \, dt = a(\mu)I_{-1}(\mu) - I_0(\mu) = (a(\mu) - \mu)I_{-1}(\mu) - \frac{4\pi}{\beta},
\]

we can write the r.h.s. of \((11.8)\) as

\[
-\frac{\beta(a(\mu) - \mu)}{8\pi(\beta/2 - 1)a(\mu)} I_{-1}(\mu) + \frac{1}{(\beta/2 - 1)a(\mu)},
\]

and \((11.5)\) follows.

(e) In \((1.24)\) make the change of the integration variable \(t = a(\mu)u\). Then

\[
1 = \frac{\beta}{4\pi} a(\mu)^{\beta/2} \int_{\mu/a(\mu)}^{1} u^{\beta/2 - 1} \sqrt{\frac{u - \mu/a(\mu)}{1 - u}} \, du.
\]

In this form, the expression is easy to differentiate w.r.t. \(\mu\), and we obtain \((11.6)\).

(f) We now write \((1.24)\) in the form

\[
1 = \frac{\beta}{8\pi i} \int_{\Gamma} t^{\beta/2 - 1} \left( \frac{t - \mu}{t - a(\mu)} \right)^{1/2} \, dt,
\]

where \(\Gamma\) is a counter-clock-wise oriented closed loop around the interval \([\mu, a(\mu)]\) and not intersecting \((-\infty, 0]\). Differentiating this identity with respect to \(\mu\), we obtain

\[
0 = -\frac{1}{2} I_{-1}(\mu) + \frac{1}{2i} a'(\mu) \int_{\Gamma} t^{\beta/2 - 1} \left( \frac{t - \mu}{t - a(\mu)} \right)^{1/2} \frac{dt}{t - a(\mu)},
\]

which gives \((11.7)\) since

\[
\rho(\mu) = \frac{\beta}{2\pi} I_{-1}(\mu), \quad f(a(\mu); \mu) = \frac{\beta}{4\pi i} \int_{\Gamma} t^{\beta/2 - 1} \left( \frac{t - \mu}{t - a(\mu)} \right)^{1/2} \frac{dt}{t - a(\mu)}.
\]

\(\square\)
11.2. Large $n$ asymptotics for $\tilde{H}_n(\mu)$ for fixed $\mu > 0$. A particular case of Theorem 1.2 from [6] provides the large $n$ asymptotics for a Hankel determinant with a weight $e^{W(\xi)}e^{-nV(\xi)}$, which is such that the corresponding equilibrium measure is supported on the interval $\xi \in [-1, 1]$ and has the form $d\mu_{CG} = \sqrt{\frac{1-\xi}{1+\xi}}f_{CG}(\xi)$, where $f_{CG}(\xi) > 0$ for $\xi \in [-1, 1]$. Applying this result in the case

$$V(\xi) = \left(\frac{a(\mu) - \mu}{2}\frac{\xi}{\pi} + \frac{a(\mu) + \mu}{2}\right)^{\beta/2}, \quad W(\xi) = \alpha \log \left(\frac{a(\mu) - \mu}{2}\frac{\xi}{\pi} + \frac{a(\mu) + \mu}{2}\right),$$

after the rescaling $x = \frac{a(\mu) - \mu}{2}\frac{\xi}{\pi} + \frac{a(\mu) + \mu}{2}$, yields

$$\log \tilde{H}_n(\mu) = \tilde{C}_2(\mu)n^2 + \tilde{C}_1(\mu)n - \frac{1}{6} \log n + \tilde{C}_0(\mu) + O\left(\frac{\log n}{n}\right), \quad (11.9)$$

where the error term is uniform in $\varepsilon \leq \mu \leq \mu_0$ as $n \to \infty$, for any $\varepsilon, \mu_0 > 0$, and

$$\tilde{C}_2(\mu) = \log \frac{a(\mu) - \mu}{4} - \frac{3}{2} - \frac{1}{\pi(a(\mu) - \mu)} \int_{\mu}^{a(\mu)} \left(\frac{x}{2} - \frac{4(x - \mu)}{a(\mu) - \mu}\right) \sqrt{\frac{a(\mu) - x}{x - \mu}} \frac{f(x; \mu)}{x - \mu} dx,$$

$$- \frac{1}{4\pi} \int_{\mu}^{a(\mu)} \left(\frac{x}{2} - \frac{4(x - \mu)}{a(\mu) - \mu}\right) \sqrt{\frac{a(\mu) - x}{x - \mu}} f(x; \mu) dx,$$

$$\tilde{C}_1(\mu) = \log(2\pi) + \frac{\alpha}{2\pi} \int_{\mu}^{a(\mu)} \log x \sqrt{\frac{a(\mu) - x}{x - \mu}} f(x; \mu) dx,$$

$$\tilde{C}_0(\mu) = 2\zeta'(-1) - \frac{1}{8} \log \left(\frac{a(\mu) - \mu}{4}\rho(\mu)\right) - \frac{1}{24} \log \left(\frac{a(\mu) - \mu}{4}f(a(\mu); \mu)\right) +$$

$$+ \frac{\alpha^2}{4\pi^2} \int_{\mu}^{a(\mu)} \log x \sqrt{(x - \mu)(a(\mu) - x)} \int_{\mu}^{a(\mu)} \frac{\sqrt{(y - \mu)(a(\mu) - y)}}{y(x - y)} dy dx,$$

where $f$ is the principal value integral. Next we will prove that $\tilde{C}_j(\mu), j = 0, 1, 2$, coincide with $C_j(\mu)$ given in (1.26).

- $\tilde{C}_2(\mu) = C_2(\mu)$. Using (6.12) and a contour deformation argument, we can rewrite

$$\int_{\mu}^{a(\mu)} \frac{x}{2} \sqrt{\frac{a(\mu) - x}{x - \mu}} f(x; \mu) dx$$

as a double complex contour integral, over $\Gamma_1 \times \Gamma_2$ in the integration variables $x$ and $t$, where the contours $\Gamma_1$ and $\Gamma_2$ encircle the segment $[\mu, a(\mu)]$ in the counter-clockwise direction and do not intersect each other and the half-line $(-\infty, 0]$. By exchanging the role of $x$ and $t$ in this representation, we obtain a second representation. Taking the average of these two representations, we can factor out $t - x$ in the numerator of the integrand, and this factor cancels out with the denominator.
The double integral then decouples into products of single integrals, and in this way we obtain the identity
\[
-\frac{1}{4\pi} \int_{\mu}^{a(\mu)} x^{\frac{\beta}{2}} \sqrt{\frac{a(\mu) - x}{x - \mu}} f(x; \mu) dx = -\frac{\beta}{16\pi^2} \left( -I_0^2(\mu) + 2\mu I_0(\mu) I_1(\mu) - \mu a(\mu) I_1^2(\mu) \right)
\]
\[
= -\frac{1}{\beta} - \frac{1}{4\beta^2} \mu (a(\mu) - \mu) \rho(\mu)^2.
\]

Next, to compute
\[
\frac{1}{\pi (a(\mu) - \mu)} \int_{\mu}^{a(\mu)} \sqrt{(x - \mu)(a(\mu) - x)} f(x; \mu) dx
\]
\[
= \frac{\beta}{2\pi (a(\mu) - \mu)} \left( I_1(\mu) - \frac{a(\mu) + 3\mu}{2} I_0(\mu) + \frac{\mu(a(\mu) + \mu)}{2} I_{-1}(\mu) \right)
\]
\[
= \frac{\beta (a(\mu) - \mu) - 4\mu}{(\beta + 2)(a(\mu) - \mu)} + \frac{\mu \rho(\mu)}{\beta + 2},
\]
we again write the integral as a double contour integral, and then change the order of integration.

Furthermore,
\[
-\frac{1}{\pi (a(\mu) - \mu)} \int_{\mu}^{a(\mu)} x^{\beta/2} \sqrt{\frac{a(\mu) - x}{x - \mu}} dx = \frac{1}{\pi} \left( I_1(\mu) - a(\mu) I_0(\mu) \right)
\]
\[
= \frac{-4(a(\mu) - \mu) + 4\beta \mu}{(a(\mu) - \mu) \beta (\beta + 2)} - \frac{2(\beta + 1) \mu \rho(\mu)}{\beta (\beta + 2)},
\]
and combining all the above pieces we obtain \( \hat{C}_2(\mu) = C_2(\mu) \).

\( \hat{C}_1(\mu) = C_1(\mu) \). We substitute (6.12) in the definition of \( \hat{C}_1(\mu) \), write the latter as a double integral, and change the order of integration. Next, by deforming the contour \( \Gamma \) to the circle of a large radius \( R \) plus the interval \([-R, 0]\), and sending \( R \) to infinity, we obtain that for \( t \) inside \( \Gamma \),
\[
\frac{1}{2\pi i} \int_{\Gamma} \left( x - a(\mu) \right)^{\frac{1}{2}} \log x dx
\]
\[
= 2 \log \frac{\sqrt{\mu} + \sqrt{a(\mu)}}{2} + 2 \left( \frac{t - a(\mu)}{t - \mu} \right)^{\frac{1}{2}} \log \frac{t^{\frac{1}{2}} \left( (t - a(\mu))^\frac{1}{2} + (t - \mu)^\frac{1}{2} \right)}{\sqrt{a(\mu)(t - \mu)^\frac{1}{2} + \sqrt{\mu}(t - a(\mu))^\frac{1}{2}}}.\]

Long but straightforward computations then lead to \( \hat{C}_1(\mu) = C_1(\mu) \).
\( \hat{C}_0(\mu) = C_0(\mu) \). To simplify the double integral in the definition of \( \hat{C}_0(\mu) \), we use the relations

\[
\int_{\mu}^{a(\mu)} \frac{\sqrt{(y - \mu)(a(\mu) - y)}}{\pi y(x - y)} \, dy = 1 - \frac{\sqrt{\mu a(\mu)}}{x}, \quad \int_{\mu}^{a(\mu)} \frac{(x - \sqrt{\mu a(\mu)}) \log x \, dx}{\pi x \sqrt{(x - \mu)(a(\mu) - x)}}
\]

\[
= 2 \log \frac{\sqrt{\mu} + \sqrt{a(\mu)}}{4\sqrt{\mu a(\mu)}},
\]

and then the property follows from relation (11.7) of Lemma 11.1.

The expansion (11.9) and the above identities together yield Proposition 1.10 for \( \varepsilon < \mu \leq \mu_0 \), for any \( \varepsilon, \mu_0 > 0 \). It now remains to prove Proposition 1.10 as \( \mu \to 0 \) and \( n \to \infty \) simultaneously.

11.3. Integration of differential identity. We can now integrate the result of Proposition 10.1. Let \( \mu_0 > 0 \) be a fixed number. For sufficiently large \( M > 0 \), we take \( \mu_1 \) such that \( \left( \frac{M}{\rho(\mu)n} \right)^2 \leq \mu \leq \mu_1 \leq \mu_0 \). Then, we integrate the result from Proposition 10.1 between \( \mu_1 \) and \( \mu \), where the crucial observation is that the integral of the error term is small enough: by the asymptotics (3.2) for \( \rho(\mu) \), we have as \( n \to \infty \), uniformly in \( \mu \) and \( \mu_1 \),

\[
\int_{\mu_1}^{\mu} r(\mu; n) d\mu = O \left( \frac{1}{n^{1/2}} d\mu \right) + O(\mu^{1/2}) = O \left( \frac{1}{n^{3/2}([1+|\log \mu|])} \right) + O(\mu^{1/2}), \quad \text{if } \beta > 1,
\]

\[
O \left( \frac{1}{n^{1/2}} d\mu \right) + O(\mu^{1/2}) = O \left( \frac{1}{n^{3/2}([1+|\log \mu|])} \right) + O(\mu^{1/2}), \quad \text{if } \beta = 1,
\]

\[
O \left( \frac{1}{n^{1/2}} d\mu \right) + O(\mu^{1/2}) = O \left( \frac{1}{n^{3/2}([1+|\log \mu|])} \right) + O(\mu^{1/2}), \quad \text{if } \beta < 1,
\]

which is \( O \left( \frac{1}{n^{1/2} \rho(\mu)} \right) + O(\mu^{1/2}) \) in either of the three cases. Observe that the proportionality constants in the \( O \) terms do not depend on the choice of \( \mu_1 \).

As a consequence, we proved that there exists \( M > 0 \) such that as \( n \to \infty \), we have uniformly for \( \mu, \mu_1 \) such that \( \left( \frac{M}{\rho(\mu)n} \right)^2 \leq \mu \leq \mu_1 \leq \mu_0 \) that

\[
\log \tilde{H}_n(\mu) = \log \tilde{H}_n(\mu_1) + n^2 \int_{\mu_1}^{\mu} D_2(\mu) d\mu + n \int_{\mu_1}^{\mu} D_1(\mu) d\mu + \int_{\mu_1}^{\mu} D_0(\mu) d\mu + O \left( \frac{1}{n^{1/2} \rho(\mu)} \right) + O(\mu^{1/2}),
\]

as \( n \to \infty \).

For \( \mu_1 > 0 \) fixed, we have according to Sect. 11.2,

\[
\log \tilde{H}_n(\mu_1) = C_2(\mu_1)n^2 + C_1(\mu_1)n - \frac{1}{6} \log n + C_0(\mu_1) + \tilde{r}(\mu_1; n), \quad n \to \infty,
\]
where \(|\tilde{r}(\mu_1; n)| \leq c(\mu_1) \frac{\log n}{n}\) for some constant \(c(\mu_1)\) which may depend on \(\mu_1\). Here \(C_2(\mu_1), C_1(\mu_1), C_0(\mu_1)\) are as in Proposition 1.10. Substituting this, we obtain

\[
\log \tilde{H}_n(\mu) = n^2 \left( C_2(\mu_1) + \int_{\mu_1}^{\mu} D_2(\tilde{\mu}) d\tilde{\mu} \right) + n \left( C_1(\mu_1) + \int_{\mu_1}^{\mu} D_1(\tilde{\mu}) d\tilde{\mu} \right) - \frac{1}{6} \log n + \left( C_0(\mu_1) + \int_{\mu_1}^{\mu} D_0(\tilde{\mu}) d\tilde{\mu} \right) + \tilde{r}(\mu_1; n) \\
+ O \left( \frac{1}{n \sqrt{\mu \rho(\mu)}} \right) + O \left( \mu_1^{1/2} \right). \tag{11.10}
\]

If we take in the above \(0 < \mu < \mu_1\) fixed, then the coefficients in the large \(n\) expansion need to be independent of \(\mu_1\), and this implies without any computations that

\[
C_2'(\mu) = D_2(\mu), \quad C_1'(\mu) = D_1(\mu). \tag{11.11}
\]

As a consistency check, we choose however to prove these identities also in a direct way, together with the analogous identity for the \(O(1)\) term, \(C_0'(\mu) = D_0^{\text{full}}(\mu)\), where \(D_0^{\text{full}}(\mu)\) is given in Remark 10.2. We will also see that \(D_0(\mu) - D_0^{\text{full}}(\mu) = O(\mu^{-1/2})\) as \(\mu \to 0\), and thus Proposition 10.1 and Remark 10.2 are consistent.

* \(C_2'(\mu) = D_2(\mu)\). In the definition of \(L^{-1}(\mu)\) in (11.1), change the integration variable \(t = \mu + (a(\mu) - \mu) u\). Then we obtain

\[
L^{-1}_1(\mu) = (\beta/2 - 1) \left( L^{-2}(\mu) + \frac{a'(\mu) - 1}{a(\mu) - \mu} J(\mu) \right).
\]

Applying here the identities (b) and (c) of Lemma 11.1, we have

\[
L^{-1}_1(\mu) = \frac{2\pi}{\mu a(\mu)} \frac{\mu a'(\mu) - a(\mu)}{a(\mu) - \mu} + \frac{1}{\mu} \left( \frac{\beta}{2} - 1 + \frac{-\mu a'(\mu) + a(\mu)}{2a(\mu)} \right) L^{-1}(\mu).
\]

Substituting here for the last fraction (using the identity (d) of Lemma 11.1)

\[
-\frac{-\mu a'(\mu) + a(\mu)}{2a(\mu)} = \frac{2\pi a'(\mu)}{a(\mu) L^{-1}(\mu)},
\]

we obtain

\[
\rho'(\mu) = \frac{\beta}{2\pi} L^{-1}_1(\mu) = \frac{\beta/2 - 1}{\mu} \rho(\mu) + \frac{\beta(a'(\mu) - 1)}{\mu(a(\mu) - \mu)} \tag{11.12}
\]

Using this identity, it is straightforward to compute the derivative of \(C_2\) in (1.26), and we obtain \(C_2'(\mu) = D_2(\mu)\).

* \(C_1'(\mu) = D_1(\mu)\). To compute the derivative of \(C_1(\mu)\) in (1.26), we use (11.12) and (11.6). This gives \(C_1'(\mu) = D_1(\mu)\).
\[ C'_0(\mu) = D_0^{\text{full}}(\mu). \] The proof is based on the following identities:

**Proposition 11.2.** We have

\[
\frac{\partial_x f(x; \mu)_{x=\mu}}{\rho(\mu)} = 2 \frac{\rho'(\mu)}{\rho(\mu)} + \frac{a'(\mu)}{a(\mu)} - 1, \quad (11.13)
\]

\[
\frac{\partial_x f(x; \mu)_{x=\mu}}{f(a(\mu); \mu)} = 2 \frac{d}{d\mu} f(a(\mu); \mu) - \frac{1}{3} \frac{a'(\mu)}{a(\mu)} - \mu, \quad (11.14)
\]

**Proof.** First, integrating by parts we have

\[
\rho'(\mu) = \frac{\beta}{4\pi i} \int_{\Gamma} t^\beta/2-1 dt \left( \frac{1}{(t-a)^{1/2}}(t-\mu)^{3/2} \right) = \frac{\beta}{\pi} \left( \frac{\beta}{2} - 1 \right) I_{-2}(\mu)
\]

Using this and (11.4), we write

\[
\rho'(\mu) = \frac{d}{d\mu} f(\mu; \mu) = \frac{1}{2} \partial_x f(x; \mu)_{x=\mu} a'(\mu) + \frac{\beta}{8\pi i} \int_{\Gamma} t^\beta/2-1 dt \left( \frac{1}{(t-a)^{1/2}}(t-\mu)^{3/2} \right)
\]

\[
= \frac{1}{2} \partial_x f(x; \mu)_{x=\mu} a'(\mu) + \frac{1}{\mu} \left( \rho'(\mu) - 1 \right) \left( \rho(\mu) - \frac{\rho}{2\pi} J(\mu) \right).
\]

Hence, using also (11.5), we have, collecting the first term to match (11.13),

\[
\frac{\partial_x f(x; \mu)_{x=\mu}}{\rho(\mu)} = 2 \frac{\rho'(\mu)}{\rho(\mu)} + \frac{2a'(\mu)}{1-a'(\mu)} \left( \rho'(\mu) - 1 \right) \left( \rho(\mu) - \frac{\rho}{2\pi} J(\mu) \right).
\]

Using (11.12) and the fact that by (11.6) \( \frac{\beta}{\rho(\mu)} = \frac{a(\mu) - a'(\mu)}{2a(\mu)} \), to reduce the second term to a combination of \( a(\mu), a'(\mu), \) and \( \mu \), we complete the derivation of (11.13). The equation (11.14) is obtained in a similar way. \( \square \)

By (11.7), we have \( a'(\mu) = \frac{\rho(\mu)}{f(a(\mu); \mu)} \), hence we can rewrite the expression for \( D_0^{\text{full}}(\mu) \) in Remark 10.2 in the form

\[
D_0^{\text{full}}(\mu) = -\frac{1}{2} \frac{a'(\mu)}{a(\mu) - \mu} - \frac{a(\mu) - a'(\mu) \mu}{4} \rho(\mu)\mu - \frac{1}{16} \frac{\partial_x f(x; \mu)_{x=\mu}}{\rho(\mu)} - \frac{1}{16} \frac{\partial_x f(x; \mu)_{x=\mu}}{f(a(\mu); \mu)} a'(\mu).
\]

The proposition just proved allows to rewrite this expression as follows,

\[
D_0^{\text{full}}(\mu) = -\frac{1}{6} \frac{a'(\mu)}{a(\mu) - \mu} - \frac{a(\mu) - a'(\mu) \mu}{4} \rho(\mu)\mu - \frac{1}{24} \frac{\partial_x f(x; \mu)_{x=\mu}}{f(a(\mu); \mu)} a'(\mu)
\]
This expression has the advantage of being easily integrable w.r.t. $\mu$. Integrating and using the matching at infinity as before, we conclude that $C_0'(\mu) = D_0(\mu)$. Besides, we see from formula (11.12), Proposition 11.2, and Lemma 3.1 that the difference $D_0'(\mu) - D_0(\mu)$ in the limit $\mu \to 0$ is of the order $O(1)$ for $\beta > 1$, of the order $O(|\log \mu|)$ for $\beta = 1$, and is of the order $O(\mu^{(\beta-1)/2})$ for $0 < \beta < 1$, and thus of the order $O(\mu^{-1/2})$ for all $\beta > 0$, and hence Proposition 10.1 and Remark 10.2 are consistent.

Combining (11.10) with the just obtained identities $C_j'(\mu) = D_j(\mu)$, $j = 1, 2$, $C_0'(\mu) = D_0(\mu)$, and the relation $D_0'(\mu) - D_0(\mu) = O(\mu^{-1/2})$ as $\mu \to 0$, we obtain

$$\log \tilde{H}_n(\mu) = C_2(\mu)n^2 + C_1(\mu)n - \frac{1}{6}\log n + C_0(\mu) + \tilde{r}(\mu; n) + O\left(\frac{1}{n\sqrt{\mu}\rho(\mu)}\right) + O\left(\mu^{1/2}\right),$$

where we recall that $|\tilde{r}(\mu; n)| \leq c(\mu)\frac{\log n}{n}$, and that the error terms are uniform in $\mu, \mu_1$ for $(\frac{M}{\rho(\mu)n})^2 \leq \mu \leq \mu_1 \leq \mu_0$ as $n \to \infty$. It follows that there exists a constant $C > 0$ independent of $\mu, \mu_1$ such that such that

$$\left|\log \tilde{H}_n(\mu) - C_2(\mu)n^2 - C_1(\mu)n + \frac{1}{6}\log n - C_0(\mu)\right| \leq \frac{C}{n\sqrt{\mu}\rho(\mu)} + C\mu^{1/2} + c(\mu)\frac{\log n}{n}.$$

Let $\mu = \mu(n)$ be such that $\lim_{n \to \infty} \mu(n) = 0$ and such that $(\frac{M}{\rho(\mu(n))n})^2 \leq \mu(n) \leq \mu_1 \leq \mu_0$ for $n$ sufficiently large. For any choice of $\varepsilon > 0$, we can take $\mu_1 > 0$ such that $C\mu_1^{1/2} < \varepsilon/2$, and also such that $\mu_1 \geq \mu(n)$ for $n$ sufficiently large. Given such a value $\mu_1$, we can take $n$ sufficiently large such that $c(\mu_1)\frac{\log n}{n} < \varepsilon/2$. Hence, for any $\varepsilon > 0$, there exists $n_0$ such that for all $n \geq n_0$,

$$\left|\log \tilde{H}_n(\mu) - C_2(\mu)n^2 - C_1(\mu)n + \frac{1}{6}\log n - C_0(\mu)\right| \leq \frac{C}{n\sqrt{\mu}\rho(\mu)} + \varepsilon.$$

In other words,

$$\log \tilde{H}_n(\mu) - C_2(\mu)n^2 - C_1(\mu)n + \frac{1}{6}\log n - C_0(\mu) = O\left(\frac{1}{n\sqrt{\mu}\rho(\mu)}\right) + o(1),$$

as $n \to \infty$, and this proves Proposition 1.10 in the case where $\mu \to 0$ and $n \to \infty$ at the same time.
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A. Derivation of (1.21)

In this appendix, we prove the identity (1.21). Changing the integration variable \( x = t^2 \sqrt{2/\beta} \) in the orthonormality condition

\[
1 = \int_{\mu}^{\infty} p_k^{(\mu, \alpha)}(x)^2 e^{-nx^{\beta/2}} x^\alpha \, dx
\]

we obtain that

\[
\begin{align*}
\hat{P}_2^{(\lambda)}(t) &= p_k^{(\mu, \alpha=-1/2)}(t^2 \sqrt{2/\beta}) 2^{1/(2\beta)}, \\
\hat{P}_2^{(\lambda)}(t) &= t p_k^{(\mu, \alpha=1/2)}(t^2 \sqrt{2/\beta}) 2^{1/(2\beta)},
\end{align*}
\]

where \( \hat{P}_n^{(\lambda)}(t) \) are the orthonormal polynomials satisfying

\[
\int_{\mathbb{R}\setminus(-\lambda, \lambda)} \hat{P}_n^{(\lambda)}(t) \hat{P}_j^{(\lambda)}(t) e^{-2n|t|^{\beta}} \, dt, \quad \mu = 2^{2/\lambda} \lambda^2,
\]

with leading coefficients \( \kappa_k^{(\lambda)} \). We now obtain (1.21) using the identity

\[
H_{2n}(\lambda) = \prod_{j=0}^{2n-1} (\kappa_j^{(\lambda)})^{-2} = \prod_{k=0}^{n-1} (\kappa_{2k}^{(\lambda)})^{-2} (\kappa_{2k+1}^{(\lambda)})^{-2}
\]

and the connection between the leading coefficients of the polynomials \( \hat{P}_j^{(\lambda)}(t) \) and \( p_j^{(\mu, \alpha)}(t) \) provided by (A.1):

\[
\begin{align*}
\kappa_{2k}^{(\lambda)} &= \kappa_k^{(\mu, \alpha=-1/2)} 2^{k/\beta+1/(2\beta)}, \\
\kappa_{2k+1}^{(\lambda)} &= \kappa_k^{(\mu, \alpha=1/2)} 2^{k/\beta+3/(2\beta)},
\end{align*}
\]

where

\[
\prod_{k=0}^{n-1} (\kappa_k^{(\mu, \alpha)})^{-2} = \tilde{H}_n^{(\alpha)}(\mu).
\]

B. Single Integral Representation for \( \varphi \)

Here, we provide yet another representation for \( \varphi \), as a single integral, as opposed to the double integral representations given in (6.6), (6.9).

**Lemma B.1.** The function \( \varphi \) defined in (6.9) has the following single integral representation:

\[
\varphi(z; \mu) = 2 \log \frac{(z - \mu)^{1/2} + (z - a(\mu))^{1/2}}{\sqrt{a(\mu) - \mu}} - \frac{(z - a(\mu))^{1/2} (z - \mu)^{1/2}}{4\pi i} \int_{\Gamma} \frac{x^{\beta/2} \, dx}{(x - a(\mu))^{1/2} (x - \mu)^{1/2} (x - z)},
\]

where \((.)^{1/2}\) and \((.)^{\beta/2}\) denote the principal branches of the roots, and \(\sqrt{.}\) the positive square root. Here \(\Gamma\) is a counter-clock-wise oriented loop, which encircles the segment \([\mu, a(\mu)]\) and the point \(z\), but does not intersect the negative half-axis \((-\infty, 0]\).
Fig. 4. In (B.2), $\Gamma$ is a positively oriented contour enclosing $[\mu, a(\mu)]$ and $z$, $\xi$ lies on the segment connecting $a(\mu)$ and $z \in \mathbb{C} \setminus (-\infty, a(\mu)]$, which lies inside $\Gamma$, and $x$ is a point on $\Gamma$.

**Proof.** Substitute the expression (6.12) into (6.9), and change the order of integration. We obtain (see Fig. 4 for a sketch of $\Gamma$ and the positions of $x$, $z$, $\xi$)

$$
\varphi(z; \mu) = \frac{i\beta}{8\pi} \int_{\Gamma} t^{\beta/2-1} \left( \frac{t - \mu}{t - a(\mu)} \right)^{1/2} \left( \int_{a(\mu)}^{z} \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2} d\xi \right) dt. \quad (B.2)
$$

The inner integral can be computed by elementary means, by substituting $v = \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2}$. Straightforward but long computations lead to

$$
\int_{a(\mu)}^{z} \left( \frac{\xi - a(\mu)}{\xi - \mu} \right)^{1/2} \frac{d\xi}{t - \xi} = \log \frac{(z - \mu)^{1/2} - (z - a(\mu))^{1/2}}{(z - \mu)^{1/2} + (z - a(\mu))^{1/2}}
+ \left( \frac{t - a(\mu)}{t - \mu} \right)^{1/2} \log \frac{(t - a(\mu))^{1/2} + (z - a(\mu))^{1/2}}{(z - \mu)^{1/2}}
+ \left( \frac{t - a(\mu)}{t - \mu} \right)^{1/2} \log \frac{(t - a(\mu))^{1/2} + (z - a(\mu))^{1/2}}{(z - \mu)^{1/2}},
$$

and substituting that in (B.2), we obtain two integrals. We evaluate the first one explicitly using (1.24), and we integrate the second one by parts, using $(x^{\beta/2})' = \frac{\beta}{2} x^{\beta/2-1}$. After simplifying the resulting expression, we obtain (B.1). \qed
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