Recommendation algorithm based on user attributes and tag preferences
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Abstract—Aiming at the problem of sparse data and low recommendation accuracy of recommendation systems in a big data environment, a UT-CF algorithm that combines user attributes and tag preferences is proposed. The algorithm extracts and selects user attribute information, calculates the user attribute similarity matrix according to the user attribute characteristics; obtains the user’s tag score according to each score of the user item score matrix, obtains the user tag preference matrix, and calculates the difference between user tags Similarity, to get the user's similar neighbors; In order to reduce the search space of similar users, the K-means clustering algorithm based on the principle of maximum distance is introduced. Make the top k recommendations based on the recommendations of the target user's nearest neighbors. Through the experiment of MovieLens 100K data set, the algorithm improves the accuracy of recommendation.

1. INTRODUCTION
With the emergence and development of more and more large-scale commercial websites and shopping websites, users are also faced with more choices. However, in the face of a dazzling array of products, it is difficult for users to make a choice at a time. In order to reduce the burden of users’ choices, the recommendation system has become a popular and effective technology to solve information overload by virtue of its ability to quickly and accurately make choices that best suit users’ interests [1].

The idea of the collaborative filtering recommendation algorithm is to find similar neighbors with the same preference as the target user by analyzing historical score information, and make recommendations for the target user based on the historical score information and interests of the approximate neighbors [2]. However, in reality, it is not possible for every user to evaluate all items. User ratings for items are scattered sporadically, and the algorithm makes recommendations to target users based on the user's ratings for items, so the current algorithm faced with the problem of low recommendation accuracy due to too sparse data [3]. Regarding this problem, the literature [4] weights the confidence level and considers the user's personal interest in the similarity calculation formula, which improves the accuracy of the similarity calculation, but the recommendation result is relatively limited. The algorithm in [5] analyzes the item attributes and introduces a scale factor at the same time. It studies the relationship between the number of common and non-common ratings for the same item and the relationship between the item attributes, which improves the recommendation accuracy. Literature [6] combines technology and item clustering, and uses technology in different
categories to predict target users’ ratings by clustering items, but fails to grasp the important factor that users’ own characteristics also affect ratings. Literature [7] improved the matrix factorization scoring model, combining the matrix factorization based on item implicit feedback and the matrix factorization based on user implicit feedback with a certain weight to improve the accuracy of user prediction score, but the algorithm is more complicated. In [8], the author proposed a neural collaborative filtering method combined with deep learning. Although the recommendation effect is improved, the cost is high, which is not practical in real scenarios.

In response to the problems in the above-mentioned literature, this paper proposes a UT-CF algorithm that combines user tag rating preferences and user attributes. The algorithm uses user attributes and user tag rating preferences to calculate the nearest neighbors of the target user. At the same time, it uses the K-means based on the maximum distance principle for clustering, which can more accurately predict the preferences of the target user while reducing the dimension of calculation and improving the recommendation quality.

2. MATERIAL AND METHODS

2.1 User-based collaborative filtering recommendation algorithm

Recommendation algorithms based on collaborative filtering are mainly divided into user-based and item-based collaborative filtering recommendation algorithms. Among them, the user-based collaborative filtering recommendation algorithm is based on the same core idea that users with the same interest evaluate the item as the same [9].

The collaborative filtering recommendation algorithm process is as follows:

- Obtain user project rating data.
- Suppose there are m users and n projects.
- \( U = \{ u_1, u_2, ..., u_m \} \) and \( I = \{ i_1, i_2, ..., i_n \} \) to represent user collection items and \( r_{i,j} \) represent ratings.

| Table 1 Diagram of scoring matrix decomposition |
|-----------------------------------------------|
| \( u_1 \) | \( r_{1,j} \) | \( r_{1,2} \) | ... | ... | \( r_{1,n} \) |
| \( u_2 \) | \( r_{2,j} \) | \( r_{2,2} \) | ... | ... | \( r_{2,n} \) |
| . | . | . | . | . | . |
| \( u_i \) | \( r_{i,j} \) | \( r_{i,2} \) | ... | ... | \( r_{i,n} \) |
| . | . | . | . | . | . |
| \( u_m \) | \( r_{m,j} \) | \( r_{m,2} \) | ... | ... | \( r_{m,n} \) |

- Similarity calculation.
  - The traditional collaborative filtering recommendation algorithm judges whether the two have the same preference based on the similarity value. The higher the similarity value, the more similar the preferences of the two are, and the easier it is to become similar neighbors of the target user [10]. Whether the selection of similar neighbors is appropriate or not determines the accuracy of the recommendation with a high probability.
  - Find the similar neighbors of the target user and analyze the preferences of similar neighbors.
  - Predict the score and make recommendations.

Analyze the historical score information of similar neighbors, predict the target user’s score on other unrated items according to Equation (1), and recommend items for the target user according to the predicted score.

\[
r_{u,i} = \overline{r_u} + \frac{\sum_{v \in N_u} \text{sim}(u, v) (r_{v,i} - \overline{r_v})}{\sum_{v \in N_u} \left| \text{sim}(u, v) \right|}
\]  

(1)
2.2 K-means algorithm based on the maximum distance principle
Clustering algorithm is widely used, the core of which is to find a clustering center point, and to ensure that the square distance between each data and its nearest center point is the smallest [12]. Because the initial center point of the algorithm is prone to selection bias, the data originally in the same class is randomly selected as the initial center point, which makes the subsequent overall clustering data bias. Literature [13] adds the principle of maximum distance to the algorithm to maximize the distance between the initial center points of the cluster and avoid the initial center points from appearing in the same cluster. To improve calculation efficiency, the algorithm has introduced.

2.3 Recommendation algorithm based on user attributes and tag preferences (UT-CF)
The algorithm proposed uses the user attribute similarity matrix and the user’s tag rating preference matrix are introduced to improve the accuracy of finding similar neighbors; The K-means algorithm based on the maximum distance principle is introduced to cluster the user tag preference matrix to reduce the calculation range of finding similar neighbors of the target user.

2.3.1 Establish and analyze user tag preference matrix to obtain similar user sets
The rating matrix shown in Table 1 is composed of a list of user rating data tables for each item, and the rating information of a single user is as Table 2:

| Table 2 User -item rating |
|--------------------------|
| $u_i$ | $i_1$ | $i_2$ | ... | $i_l$ | ... | $i_n$ |
| 4     | 1     | ...   | 3   | ...   | 5     |

Each item in item set $I = \{i_1, i_2, ..., i_n\}$ has its own attribute or label. For example, the tags of Muppet Treasure Island are Adventure, Comedy, Musical, and Thriller. When the user rates the movie, it can be considered that the user has implicitly rated the movie’s label, and the implicit scoring of movie tags can dig out the user’s interest preference better than a single movie scoring.

When tags are involved in multiple items rated by the user, the average score of the user for the tags is taken. In the calculation, in order to avoid the deviation of the score due to the difference of the user’s personality and the scoring mood, this paper removes the maximum error value when calculating the average tag score to obtain a more accurate tag score. The tag’s average score see as Equations (2).

$$r_{\lambda} = \frac{\sum_{i \in I} \lambda r_{i\lambda}}{N_{\lambda}}$$  \hspace{1cm} (2)

Note: $I_{\lambda}$ is all items that the user has rated and also contain the label $\lambda$; $N_{\lambda}$ is the number of items with this label in $I_{\lambda}$; The value of $\lambda$ is 1 or 0.

The label rating preference matrix is shown in Table 3:

| Table 3 User label preference matrix |
|-------------------------------------|
| $u_i$ | $label_{1}$ | $label_{2}$ | ... | $label_{l}$ | ... | $label_{n}$ |
| $3.7$ | $3.1$ | $0$ | ... | $3.7$ |
| $2$ | $3.4$ | $4.2$ | ... | $3$ |
| ... | ... | ... | ... | ... |
| $u_i$ | $2.5$ | $3.6$ | ... | $4.7$ |
| ... | ... | ... | ... | ... |
| $u_n$ | $4$ | $2.8$ | ... | $4.3$ |
In order to reduce the calculation dimension, the K-means algorithm based on the principle of maximum distance is introduced to cluster the user tag rating preference matrix, find the cluster where the target user is located, and calculate the similarity with other members in the cluster to obtain the similar neighbor set $N_u$ of the target user.

2.3.2 Extract and select user attributes to establish similarity calculation formula to obtain similar neighbors

On the basis of ensuring accuracy, in order to increase the search breadth of similar neighbors, provide surprise recommendations for target users and solve the problem of boring recommendations. Introduce the third latitude (user attributes) to calculate user similarity to mine more items and recommend them to target users.

The occupation, age, and gender similarity between users are shown in Equations (3-5):

$$
sin(u,v)_{occ} = \sin(O_x, O_y) = \begin{cases} 0, & (O_x \neq O_y) \\ 1, & (O_x = O_y) \end{cases}
$$

$$
sim(u,v)_{gen.} = \sin(S_x, S_y) = \begin{cases} 0, & (S_x \neq S_y) \\ 1, & (S_x = S_y) \end{cases}
$$

$$
sin(u,v)_{age} = \sin(A_x, A_y) = \begin{cases} 10, & |A_x - A_y| > 10 \\ 1, & |A_x - A_y| \leq 10 \end{cases}
$$

Fused the three formulas to obtain the calculation formula of user attribute similarity.

$$
sim(u,v) = \alpha \sin(u,v)_{occ} + \beta \sin(u,v)_{gen.} + (1 - \alpha - \beta) \sin(u,v)_{age}
$$

By analyzing the user attributes and calculating the similarity, the user similar neighbor set $N_u$ is obtained.

Finally, after merging similar neighbor sets, predict the target user's score for the remaining items according to Equations (1) and take top-k recommendation.

3. Results

3.1 Data set

The MovieLens 100k data set is used as the data set for this experiment. The data set contains at least 100,000 ratings of 1682 movies by 943 users.

3.2 Evaluation index

The experiment used the mean absolute error (MAE) to test the algorithm recommendation effect, which can measure the accuracy of the recommendation. The smaller the value of MAE, the better the algorithm performance.

$$
MAE = \frac{1}{|V|} \sum_{v \in V} |p_{uv} - r_{uv}|
$$

Precision(Equation 8) is the ratio of the recommended successful data to the total data.; Recall(Equation 9) is the predicted ratio of the items to be recommended to be successfully recommended [15]. $R(u)$ is the recommended item set in the training set, $T(u)$ is the actual scoring item set.

$$
\text{precision} = \frac{\sum_{v \in V} |R(u) \cap T(u)|}{|R(u)|}
$$
The experiment used F1 index to test the accuracy and recall rate of the algorithm proposed in this article. F1 is introduced to verify the feasibility of the proposed algorithm.

\[
F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]  

(9)

\[
F_1
\]  

(10)

3.3 Optimal cluster number experiment

Figure 1 shows that 6 is the optimal number of clusters in this experiment.

After determining the optimal number of clusters, compare the MAE values of UT-CF algorithm and the collaborative filtering recommendation algorithm based on using pearson to calculate user’s similarity (UBCF), the collaborative filtering recommendation algorithm based on non-negative matrix factorization (NMF-CF), the collaborative filtering recommendation algorithm based on K-means clustering (Kmeans-CF). (see as Figure 2).

3.4 Top-k recommended accuracy experiment

Compare the F1 values of the UT-CF algorithm and UBCF, NMF-CF and Kmeans-CF algorithm (see as Figure 3) when the length of the recommended list is 30, 40, 50, 60 and 70.
4. DISCUSSION
The UT-CF algorithm constructed in this research combines machine learning technology and user information for user recommendations, and its accuracy is higher than related existing algorithms.

4.1 Optimal number of clusters in UT-CF algorithm
It is found from Figure 1 that the value is the smallest when \( k = 6 \), so the number of clusters is 6 is the best number of clusters in this experiment.

4.2 The accuracy of the UT-CF algorithm
Choose the number of nearest neighbors of \( u \) from 5 to 45 to compare with other algorithms. It can be seen from Figure 2 that the UT-CF algorithm will tend to be stable as the number of nearest neighbors of the target user increases, and the MAE value of UT-CF is smaller than other three algorithms. Taking the number of nearest neighbors 40 as an example, the MAE value of the UT-CF algorithm is 1.3%, 4.7% and 1.6% lower than the MAE values of UBCF, NMF-CF and Kmeans-CF algorithm respectively.

4.3 The recommended accuracy of UT-CF algorithm
It can be seen from Figure 3 that the UT-CF algorithm has a larger F1 value than the other three algorithms. When the recommended list length is 50, the F1 value of UT-CF reaches the highest point, but if increase the length of the recommended list, it can be seen that the F1 values of the UT-CF algorithm and other algorithms are showing a downward trend. In fact, the recommended list length is not the bigger the better, but there is a critical value. Comparing the F1 value of each algorithm when the recommended length is 50, it can be seen that the UT-CF algorithm is 20%, 11% and 5% higher than UBCF, NMF-CF and Kmeans-CF algorithm respectively.

5. CONCLUSION
Based on the results of the above experiments and analysis and discussion, the following conclusions are drawn:
- By analyzing users' ratings of item tags, users can get more precise interests and hobbies, and improve the accuracy of the recommendation algorithm.
- The idea of clustering and then calculating the similarity to obtain the nearest neighbor set of the target user reduced the search space of similar users.
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