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ABSTRACT: The dynamics and momentum budget of the quasi-biennial oscillation (QBO) are examined in ERA5. Because of ERA5's higher spatial resolution compared to its predecessors, it is capable of resolving a broader spectrum of atmospheric waves and allows for a better representation of the wave–mean flow interactions, both of which are of crucial importance for QBO studies. It is shown that the QBO-induced mean meridional circulation, which is mainly confined to the winter hemisphere, is strong enough to interrupt the tropical upwelling during the descent of the westerly shear zones. Since the momentum advection tends to damp the QBO, the wave forcing is responsible for both the downward propagation and for the maintenance of the QBO. It is shown that half the required wave forcing is provided by resolved waves during the descent of both westerly and easterly regimes. Planetary-scale waves account for most of the resolved wave forcing of the descent of westerly shear zones and small-scale gravity (SSG) waves with wavelengths shorter than 2000 km account for the remainder. SSG waves account for most of the resolved forcing of the descent of the easterly shear zones. The representation of the mean fields in the QBO is very similar in ERA5 and ERA-Interim but the resolved wave forcing is substantially stronger in ERA5. The contributions of the various equatorially trapped wave modes to the QBO forcing are documented in Part II.
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1. Introduction

The quasi-biennial oscillation (QBO) is the primary mode of interannual variability in the tropical and subtropical stratosphere (e.g., Baldwin et al. 2001). It is characterized by the downward propagation of successive westerly and easterly wind regimes with an average period of about 28 months. It has come to be recognized as resulting from the interaction between the axisymmetric flow and a broad spectrum of waves dispersing upward from below (Lindzen and Holton 1968; Holton and Lindzen 1972; Dunkerton 1997; Giorgetta et al. 2002). Although the QBO is a tropical stratospheric phenomenon, it influences the circulation and the interannual variability of the global stratosphere and lower mesosphere, and has a discernible effect on the weather and climate in the troposphere. A detailed characterization of the QBO and its impact can be found in the review of Baldwin et al. (2001).

Since their emergence in the mid-1990s, global reanalyses by the world’s leading centers for operational numerical weather prediction have been among the most widely used datasets in the geosciences. Swinbank and O’Neill (1994) and Randel et al. (1999) were able to obtain a dynamically consistent QBO in the analyses produced at the Met Office in support of the Upper Atmosphere Research Satellite (UARS) mission. Pawson and Fiorino (1998) investigated the QBO in National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalyses and European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis (ERA-15) and found the axisymmetric zonal wind on the equator to be in good agreement with radiosonde winds at Singapore (1.8°N, 104.8°E) at 30 hPa and below, though the westerly regimes in the reanalysis were generally weaker than observations.

Using singular vector decomposition, Ribera et al. (2004) were able to discern coherent QBO-induced mean meridional circulations in the NCEP–NCAR reanalyses. Pascoe et al. (2005) examined the amplitude, period, and vertical structure of the QBO in the ERA-40 dataset and were even able to resolve the cycle-to-cycle variability of the QBO seen in the station data. Coy et al. (2016) examined the structure, dynamics, forcing, and ozone signal of the QBO in the NASA Modern-Era Retrospective Analysis for Research and Applications (MERRA), and in its second version (MERRA-2) and found an improved representation of the QBO in MERRA-2, mainly due to the retuning of the gravity wave drag (GWD) parameterization in the model, amplifying it in the tropics by nearly a factor of 8 compared to MERRA (Molod et al. 2015).

ERA-Interim (ERA-I) has also been used extensively for assessing various aspects of the QBO, including its momentum forcing by the equatorial waves (e.g., Ern et al. 2014; Kim and Chun 2015; Schenzinger et al. 2017). ERA-I has been found to be quite reliable in the tropical lower and middle stratosphere and to have a particularly good representation of planetary waves (e.g., Ern and Preusse 2009a, b).

Recently, Kim and Chun (2015) examined the representation of the QBO in various reanalyses and found that there is a good agreement between the modern products on the
evolution of the QBO-related zonal wind variations and the relative contributions of the various tropical waves to the forcing of the QBO. Here we revisit the QBO using ERA5, the fifth generation of ECMWF atmospheric reanalyses (Hersbach et al. 2020). This paper (Part I) provides a general overview of the structure and dynamics of the QBO, as represented in ERA5 and an indication of the ways in which the representation is improved in ERA5 relative to ERA-I. The goal is to gain a deeper understanding of the QBO dynamics and momentum budget.

ERA5 improves upon ERA-I in several respects. Its considerably higher spatial resolution in both the horizontal and vertical makes it possible to resolve a broader spectrum of atmospheric waves in ECMWF’s Integrated Forecasting System (IFS). With its higher vertical resolution, it is also possible to represent the process of wave–mean flow interaction more realistically (Dunkerton 1997). Numerous previous modeling studies have shown that increasing the resolution increases the Eliassen–Palm flux (EP flux) divergence (i.e., the momentum forcing by the resolved waves) and that increasing the vertical resolution has a much larger effect than increasing the horizontal resolution (Holt et al. 2016, 2021).

More detailed descriptions of ERA5 and the methods used in this study are presented in section 2. In section 3, we document the structure of the QBO-related axisymmetric fields, and discuss the interactions of the QBO with semiannual oscillation (SAO), and the Brewer–Dobson circulation (BDC). We also briefly describe the seasonality of the QBO in this section. Section 4 presents an overview of the momentum budget of the QBO. It is shown that the advection of westerly momentum acts to damp the QBO. Hence, the wave forcing is responsible, not only for the downward propagation, but also for maintaining its amplitude. A more detailed documentation of the contributions of different modes of atmospheric waves to driving the QBO is presented in Pahlavan et al. (2021, hereafter Part II). Note that in both Part I and Part II, the terms “wave driving” and “wave forcing” are used interchangeably, and refer to a momentum source for the QBO, regardless of whether it is resolved or parameterized. Section 5 of Part I compares the performance of ERA5 and ERA-I in representing the QBO. While the mean fields are very similar in the two reanalyses, the resolved wave forcing is shown to be substantially stronger in ERA5 than in ERA-I. Section 6 presents a few concluding remarks.

2. Data and methodology

The ERA5 global dataset for 1979 to the present is the primary basis for this study. It is produced using the IFS cycle 41r2 with four-dimensional variational (4DVar) data assimilation. It has a horizontal resolution of 31 km (0.28°) and 137 hybrid sigma–pressure (model) levels extending up to 0.01 hPa (80 km). The improved spatial and temporal resolution of ERA5 relative to ERA-I allows for a better representation of convective updrafts, gravity waves, tropical cyclones, and other meso to synoptic-scale features (Hoffmann et al. 2019; Hersbach et al. 2020). Furthermore, the use of an updated and significantly improved numerical weather prediction model and the data assimilation system compared to earlier reanalyses, along with the incorporation of data from additional sources, have improved the predictive skill of the forecast model used in producing ERA5, making it possible to use a smaller data assimilation increment (Hoffmann et al. 2019).

In this study, we use the high-resolution (HRES) version of ERA5 and retrieve the 6-hourly1 data at 0.5° × 0.5° horizontal sampling on model levels, compared to 1.5° in ERA-I. Since the effective resolution of weather prediction models is typically on the order of 4Δx, where Δx is the native resolution of the model (e.g., Skamarock et al. 2014), ERA5 with its 0.28° native resolution should be capable of resolving equatorial waves with zonal wavelengths as short as 1° longitude, equivalent to zonal wavenumber 360. Between 100 and 1 hPa, the ERA5 has 41 vertical levels with a resolution of ~300 m at 100 hPa, decreasing gradually to ~1.5 km at 1 hPa, as compared to 20 vertical levels in ERA-I with a resolution of ~1.1 km at 100 hPa decreasing to ~2.5 km at 1 hPa.

For evaluating the terms in the zonal momentum budget, we use the zonal mean zonal momentum equation in the transformed Eulerian mean (TEM) form with spherical geometry and log-pressure coordinates (Andrews et al. 1987):

\[
\overline{\tau_i} = \overline{\varpi} \left[ f - (a \cos \phi)^{-1} (\overline{\varpi \cos \phi}) \right] - \overline{\varpi^a \theta} - \overline{\mathbf{F}} + \mathbf{X},
\]

(1)

Here, \(\overline{\tau_i}\) is the tendency of the zonal mean zonal wind, \(f\) is the Coriolis frequency, \(a\) is the radius of Earth, \(\phi\) is latitude, and \(\rho_0(z)\) is the reference density. The meridional and vertical components of the residual circulation, \(\overline{\varpi^a}\) and \(\overline{\varpi^a}\), respectively, are defined as

\[
\overline{\varpi^a} = \overline{\varpi} - \rho_0 (\overline{\varpi \cos \theta / \overline{\theta}}) \zeta,
\]

(2)

\[
\overline{\varpi^a} = \overline{\varpi} + (a \cos \phi)^{-1} (\cos \phi \overline{\varpi \cos \theta / \overline{\theta}}) \phi.
\]

(3)

The EP flux \(\mathbf{F}\) has meridional and vertical components

\[
F^{(\theta)} = \rho_0 a \cos \phi \overline{\varpi \sin \theta} \overline{\theta / \overline{\theta}} \zeta
\]

(4)

\[
F^{(\phi)} = \rho_0 a \cos \phi \left[ (f - (a \cos \phi)^{-1} (\overline{\varpi \cos \phi}) \right] \sin \theta \overline{\theta / \overline{\theta}} \zeta
\]

(5)

In these expressions \(\theta\) is potential temperature and the subscripts (\(\phi\)) and (\(\zeta\)) indicate differentiation in the meridional and vertical directions, respectively. Overbars denote zonal means, and primes denote deviations from zonal means. Above 73 hPa (~18 km), model levels correspond to pressure levels. Hence, in effect, pressure is used as the vertical coordinate in evaluating the terms in Eq. (1).

The divergence of the EP flux represents the momentum forcing by the waves that are explicitly resolved in the reanalysis. The residual zonal wind tendency \(\mathbf{X}\) represents the zonal forcing associated with subgrid-scale waves in the reanalysis, including mesoscale gravity waves forced by

---

1 We also used 1-hourly ERA5 data and confirmed that the difference between the results from 1- and 6-hourly data is negligible.
dynamical processes such as convection, frontogenesis, processes involving jet stream fine structure, and flow instabilities. These waves have to be parameterized using schemes that are subject to large uncertainties. One of the objectives of this paper is to assess how well they are represented.

3. Structure of the axisymmetric fields

The time–height section of the monthly mean zonally averaged zonal wind, averaged over 5°N–5°S, shown in Fig. 1, reveals many of the essential dynamical properties of the QBO. A succession of westerly and easterly wind regimes descends through the equatorial stratosphere from ~35 km (~6 hPa) down to the vicinity of the equatorial cold point tropopause at an average rate of ~1 km month^-1 in agreement with previous studies (e.g., Baldwin et al. 2001, and references therein). The descent rate is noticeably faster and more continuous for the westerly shear zones (i.e., layers with positive $\partial u/\partial z$). As a result, the westerly regimes last noticeably longer than the easterly regimes at 50 hPa and below, while the reverse is true at 10 hPa and above. The peak winds in the easterly regimes are more than twice as strong as those in the westerly regimes. This disparity is consistent with the fact that the stratospheric mean climatology is characterized by deep layers of off-equatorial easterlies with peak values ~14 m s^-1 centered ~12°N/S. Apart from the short lapse in 2016 (see Part II for more details), the zonal wind variations are quasi periodic, with the length of full cycles ranging from about 22 to 34 months, with an average of ~28 months, consistent with the label “quasi-biennial oscillation,” a term coined by Angell and Korshover (1964).

In the season from July to February the QBO often stalls for several months when it is in the phase of its cycle with the peak easterly winds in the 30–50 hPa layer and westerlies in the vicinity of the cold-point tropopause ~100 hPa. These irregularities in the cycle have been attributed to seasonal variations in the wave forcing. During the boreal summer, the tropical upper-tropospheric zonal winds are more easterly and less favorable for the upward dispersion of westward-propagating waves (Maruyama 1991; Krismer et al. 2013), and during the boreal winter the stronger equatorial upwelling tends to slow the downward phase propagation of the QBO (Kinnersley and Pawson 1996; Hampson and Haynes 2004; Dunkerton 2017). Note that the wave propagation (dispersion) refers to the direction of the phase (group) velocity of the wave.

It is evident from Fig. 1 that the QBO vanishes as it approaches the tropical tropopause layer, even though the upward-dispersing waves (i.e., waves with upward group velocity) that drive the QBO originate in the troposphere several kilometers below. Using MERRA-2 and ERA-I, Match and Fueglistaler (2019) showed that mean-flow damping due to horizontal eddy and mean momentum flux divergence weakens the QBO amplitude in this region.

The flow in the upper stratosphere and mesosphere exhibits a pronounced semiannual oscillation, characterized by easterly wind maxima a few weeks after the solstices and westerly wind maxima a few weeks after the equinoxes, as first documented by Reed (1962, 1966). It has been suggested that the westerly phase of the SAO is due to eastward-propagating waves, in particular shorter-period Kelvin waves with high phase speed, while the easterly phase is driven by a combination of planetary wave forcing and the meridional advection of angular momentum in the upper branch of the BDC, which consists of rising motions in the summer hemisphere, a cross-equatorial drift, and sinking in the winter hemisphere (Holton and Wehrbein 1980).

It is evident from Fig. 1 that the QBO and SAO share the same westerly shear zones at altitudes between about 35 and 40 km (Smith et al. 2017). Once in every 4 to 6 semiannual cycles, the westerly wind shear zone at the base of the SAO (~40 km) begins to propagate downward, initiating the descent of a new westerly shear zone of the QBO. Hence, the arrival of successive westerly QBO regimes at 30 km tends to occur at multiples of 6 months, as hypothesized by Lindzen and Holton (1968) and verified in observations by Garcia et al. (1997). Theoretical and idealized model studies and laboratory experiments suggest that QBO westerly shear zones can originate in the upper stratosphere in the absence of preexisting SAO westerly shear zones (Holton and Lindzen 1972; Plumb 1977; Plumb and McEwan 1978; Mayr et al. 2010). Yet, within the
layer in which the SAO is active, the deposition of eastward momentum by breaking waves tends to be focused in its westerly shear zones, enabling them to continue propagating downward far beyond the layer in which the SAO is dominant. In effect, what was an SAO westerly shear zone becomes a QBO westerly shear zone. These transitions occur in the phase of the QBO when westerly wind regimes are present in the lower stratosphere (Wallace 1973; Dunkerton and Delisi 1997; Garcia et al. 1997). As the westerlies weaken, the lower stratosphere becomes more permeable to the waves that are producing an upward transport of eastward momentum, because fewer of them encounter their critical level (i.e., the level at which their wave phase speed equals the zonal wind speed) and break. With more eastward momentum reaching the upper stratosphere, the SAO westerly shear zones are forced more strongly, enabling them to penetrate deeper into the lower stratosphere (e.g., Krismer et al. 2013).

Figure 2 summarizes the characteristics of the QBO as they appear in equatorial time–height sections for various variables. It shows time (lag) versus height sections created by regressing time series of zonally averaged variables (contours) and temperature (color shading), averaged over 5°N–5°S, at different altitudes and time lags upon zonally averaged zonal wind at the 29 km (~14 hPa) level using monthly data. The contours are (a) zonal wind (contour interval: 2.5 m s\(^{-1}\)), (b) vertical velocity (black; contour interval: 0.075 mm s\(^{-1}\)), and cloud fraction (red and blue; contour interval: 0.75%), (c) water vapor (contour interval: 0.04 ppmv; not shown below 15 km), and (d) ozone (contour interval: 0.075 ppmv). The zero contours are omitted, and negative contours are dashed. (a),(b) Based on a 40-yr record (1979 to 2018), (c),(d) based on a 14-yr record (2004 to 2018). The temperature, zonal wind, and vertical velocity data are from ERA5. Cloud data are from CALIPSO observations. Water vapor and ozone data are from MLS observations.
reference time series of monthly equatorial zonally averaged zonal wind at the 29 km (~14 hPa) level, scaled by its one standard deviation. The results are not sensitive to the choice of reference level. The annual cycle is removed by subtracting the 40-yr average of each month. For reference, the patterns in all panels are superimposed upon the corresponding QBO-related temperature anomalies as inferred from linear regression. Consistent with Fig. 1, the QBO signal in zonal wind propagates downward with a period of ~28 months. Consistent with the scale analysis of Reed (1962), the zonal wind and temperature fields are seen to be in thermal wind balance, with positive temperature anomalies in the westerly shear zones and vice versa. The QBO-related temperature anomalies are strongest near 30–50 hPa, with values ranging up to ±1.5 K (Reid 1994), and they weaken as they propagate downward, to on the order of ±0.5 K near the cold point tropopause (~100 hPa) (Randel et al. 2000).

In the absence of dynamically induced heating/cooling, radiative relaxation would damp these temperature anomalies on a time scale of weeks (Hartmann et al. 2001; Randel et al. 2002). They are maintained, as required for thermal wind balance, by the adiabatic warming and cooling associated with the axially symmetric vertical motions, downward in the relatively warm westerly shear zones and upward in the cold easterly shear zones, as indicated by the black contoured field in Fig. 2b. For reference, the climatological mean ascent rate in the BDC is ~0.15 mm s⁻¹ at the 60 hPa level and ~0.25 mm s⁻¹ at the 30 hPa level (Lin et al. 2013). The descent in the westerly shear zones within 5° of the equator is thus strong enough to largely compensate and even temporarily interrupt the ascent associated with the BDC. An anomalous upward vertical motion in the troposphere is also evident in Fig. 2b during the easterly phase of the QBO, implying deeper and/or more convection. Several studies have suggested that the QBO is able to modulate the tropical deep convection by perturbing the state of the lower stratosphere and upper troposphere (e.g., Collimore et al. 2003; Liess and Geller 2012).

Vestiges of the QBO-related temperature perturbations penetrate downward deep enough into the tropical tropopause layer (TTL) to modulate the areal coverage of high, thin cirrus clouds (Tseng and Fu 2017), here defined as clouds with bases higher than 14.5 km. Negative temperature anomalies favor higher relative humidity and consequently more extensive cloud cover and vice versa, as indicated by red and blue contours in Fig. 2b, based on 12 years (2006 to 2018) of observations from the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) (Winker et al. 2010).

The concentrations of many trace constituents are also affected by the QBO. Schoeberl et al. (2008) documented the QBO signals in multiple trace gases based on Halogen Occultation Experiment (HALOE) and Aura MLS observations. Here, we consider only water vapor and ozone based on a 14-yr record (August 2004 to December 2018) of MLS observations (Lambert et al. 2007; Livesey et al. 2008).

It is well recognized that the temperature of the tropical cold point controls the amount of water vapor entering the lower stratosphere (Brewer 1949). The ascent of alternating moist and dry layers formed during different phases of the annual cycle in cold point temperature has come to be referred to as “atmospheric tape recorder” (Mote et al. 1996). It is evident from Fig. 2c that QBO-related temperature variations also modulate the tropical tropopause temperatures and hence water vapor concentrations of air entering the stratosphere in a similar manner, with more water vapor entering the stratosphere when QBO-related temperature anomalies are warm near the cold point at around 100 hPa (e.g., Ding and Fu 2018). That the QBO-related anomalies in water vapor mixing ratio maintain their integrity as they ascend through the lower stratosphere from the cold point up to ~30 km at approximately the rate of the background mean upwelling in the BDC, is consistent with the tape recorder analogy, as articulated, for example, by Giorgetta and Bengtsson (1999), Geller et al. (2002), and Fueglistaler and Haynes (2005). In the upper stratosphere, the QBO water vapor anomalies are approximate mirror images (with opposite sign) of those in methane (not shown), because the oxidation of methane is the main source of the water vapor above 35 km (Randel et al. 1998; Kawatani et al. 2014). Considering that the rate of methane oxidation is temperature dependent, QBO-related water vapor variations in the upper stratosphere are likely due to QBO-induced perturbations in both temperature and advection. That the westerly and easterly wind regimes of the QBO propagate downward through these ascending moist and dry layers proves that they must be propelled by downward-propagating sources of momentum, as discussed in the next section.

The QBO signal in the equatorial ozone, shown in Fig. 2d, reveals the existence of separate lower-stratospheric (20–27 km) and middle-stratospheric (30–37 km) regimes, with a transition at around 28 km (e.g., Schoeberl et al. 2008, and references therein). Below 28 km, the chemical lifetime of ozone is relatively long compared with dynamical transport processes and hence it may be regarded as a long-lived, passive tracer. Because the background ozone mixing ratio increases rapidly with height in this layer, the QBO-related ozone anomalies are positive in regions of descent and vice versa. Above 28 km ozone chemical lifetime is much shorter, limiting the direct impact of advection. At these altitudes, the key catalytic cycles controlling ozone loss are linked to reactive nitrogen in the form of nitrogen oxides (NOₓ) (Park et al. 2017). Hence, the QBO-induced perturbations in chemical loss rate due to variations in temperature and NOₓ transport are the main cause of the QBO-related ozone variations above 28 km, where its concentration is largely controlled by the ambient temperature (Fleming et al. 2002).

Meridional cross sections of the total zonal wind and temperature anomalies are shown in Fig. 3 for the QBO westerly (left) and easterly (right) shear zone composites, constructed by averaging variables for the months when the zero-wind line of zonally averaged zonal wind over the equator in a descending westerly or easterly shear zones reaches a prescribed reference level, here taken to be 25 hPa (~25 km). The months used in constructing each composite are indicated in Fig. S1 in the online supplemental material. Since linear regression is not employed in creating the composites, the anomaly fields are not constrained to be equal and opposite in contrasting
composites. In contrast to the zonal wind anomalies shown in many previous studies (e.g., Randel et al. 1999), the easterly wind regimes in the total wind field are much wider than the westerly regimes, consistent with the mean climatology, as noted above. The disparity is a reflection of the background climatology, as suggested by Randel and Wu (1996). Another distinctive feature of the cross sections shown in Fig. 3 is that the westerly regimes exhibit U-shaped bases, while the easterly regimes exhibit flatter bases, as pointed out by Hamilton (1984). This difference also appears to be a consequence of wave–mean flow interaction, as discussed in section 4b.

Figure 4 documents the QBO-induced and total mean meridional circulations (MMC). The QBO-induced MMC composite patterns shown in the top panels, with descent in the westerly shear zones and ascent in the easterly shear zones are in qualitative agreement with the circulations postulated by Reed (1964) and Wallace (1967) on the basis of simple dynamical and thermodynamic arguments. The vertical advection associated with QBO-induced MMC thus speeds the descent of westerly wind regimes while it impedes the descent of easterly regimes. The temperature field in the QBO is maintained against radiative relaxation by the QBO-induced MMC. In this sense, the QBO-induced MMC can be viewed as a consequence of radiative relaxation, which drives the wind and temperature fields out of thermal wind balance. In effect, the QBO-induced MMC creates and sustains the QBO-related temperature perturbations while it damps the QBO-related zonal wind perturbations, as discussed in section 4a.

The total TEM MMC fields constructed by adding the perturbations in the top panels of Fig. 4 to the climatological annual mean BDC are shown in the bottom panels. Within 5° of the equator the descent in the westerly shear zones is strong enough to cancel the BDC-related upwelling. The flow in the BDC is deflected around their flanks. In the seasonally dependent composites, the flow is deflected preferentially into the winter hemisphere (not shown). In the easterly shear zones the upwelling is enhanced. Hence, the collapse of westerly wind regimes as they approach the tropopause is attended by a breakthrough of the BDC-related upwelling, increasing the concentrations of tropospheric trace constituents, and decreasing the concentrations of ozone and other stratospheric trace constituents.

From Figs. 3 and 4 it is readily apparent that the QBO-related temperature anomalies and the corresponding MMCs are nearly equatorially symmetric when estimated on the basis of year-round data. However, when the westerly and easterly shear zone composites are constructed based on seasonal mean data, important equatorial asymmetries emerge. The composites shown in Fig. 5 are constructed separately for the 3-month seasons of December–February (DJF) and June–August (JJA). The criterion for selecting the months included in the easterly composite is that zonally averaged zonal wind at the 50 hPa level be easterly and in excess of \(-5 \text{ m s}^{-1}\) and the same criterion with reversed sign is used for the westerly composite. Since the composites for westerly and easterly phases are similar but with the sign reversed, only their difference (i.e., easterly minus westerly) is shown in Fig. 5. The subtropical/midlatitude centers of action in the QBO-related temperature and MMC fields are confined to the winter hemispheres. Concentrations of tracers transported by QBO-induced MMC, such as ozone, also exhibit an analogous seasonality, with much larger poleward transports in the winter hemisphere (Randel and Wu 1996). The seasonality of the QBO-induced MMC can be related to the seasonally varying hemispheric asymmetries in the BDC, whose poleward branch and associated planetary Rossby wave driving is concentrated in the winter hemisphere (Holton 1989). A likely explanation is that the QBO-induced mean meridional motions can extend into middle latitudes only in the presence of Rossby wave breaking and as noted by Hitchman and Huesmann (2007), at stratospheric levels, Rossby waves are present only in the winter hemisphere.

4. The momentum budget

The smoothness of the zonal wind field in Fig. 1 is due to the zonal averaging, which effectively removes the fluctuations associated with the passage of atmospheric waves. The colored
shading in Fig. 6 shows a time–height section of the resolved wave component (i.e., departures from the zonal mean) of temperature at an equatorial grid point on the date line during a year-long interval in which a westerly shear zone, indicated by the zonal wind contours, is descending through the lower stratosphere. To simplify the signature of the waves, the temperature perturbations are smoothed by applying a 5-day running mean. They are wavelike with periods on the order of 10–15 days and downward propagating, and particularly well organized within the slowly descending westerly shear zone.

Equatorially trapped waves with a variety of vertical and horizontal wavelengths and phase speeds, excited mainly by convection in the tropical troposphere, disperse upward into the stratosphere, producing transports of momentum and heat. As the waves approach their critical levels, they either break or are radiatively damped (Holton and Lindzen 1972) and deposit their zonal momentum to the mean flow (Booker and Bretherton 1967; Bretherton 1969). The absorption of the waves induces a downward displacement of the shear zone and this, in turn, causes the waves to break and deposit their momentum at progressively lower levels, so that the shear zone continues to descend. In Fig. 6 the westerly shear zone descends from ~27 km to below ~20 km over the course of one year. As shown in Part II, much of the regular 10–15-day signal descending with the shear zone can be associated with Kelvin waves.

The resolved wave forcing is only part of the QBO momentum budget. Advection by the mean meridional circulations as well as unresolved wave forcing also contribute to the total zonal wind tendency. In what follows, we will use the TEM equations summarized in section 2, in an effort to gain a better understanding of the role of various terms in Eq. (1) in the maintenance and downward propagation of the QBO.

a. The role of advection

Figure 7 shows time–height sections of the advection terms in Eq. (1) averaged over 5ºN–5ºS for a 10-yr interval and Fig. 8
shows their distribution in the meridional plane in composites for westerly and easterly shear zones, constructed in the same manner as Fig. 3. In both figures the zonal wind tendencies are superimposed upon the distribution of zonal wind itself. The meridional advection, the first term on the right-hand side of Eq. (1), is small in the equatorial time–height section. The most notable feature is the westward acceleration that occurs regularly at 6-month intervals above ~30 km. It peaks at the times of the solstices, when air is flowing across the equator from the summer hemisphere to the winter hemisphere in the upper branch of the BDC (Delisi and Dunkerton 1988). Holton and Wehrbein (1980) proposed that the seasonally reversing cross-equatorial flow at these levels plays a prominent role in forcing the SAO. The meridional advection term in Fig. 7 also produces weak westward acceleration within the westerly shear zones. The strongest influence of meridional advection term is off the equator, where the $f\pi$ term makes the dominant contribution, as shown in the top panel of Fig. 8. It tends to damp the QBO by weakening the easterly wind regimes along their poleward flanks and by eroding the westerly wind regimes along their bottom edge.

The vertical advection term, the second term on the right-hand side of Eq. (1), shown in the middle panels of Figs. 7 and 8 also tends to weaken the easterly regimes along the equator, but off the equator it is overshadowed by the meridional advection term. The net effect of the two terms, shown in the bottom panels, is to damp the QBO (e.g., as noted by Dunkerton 1997) without contributing appreciably to its downward propagation. That they should have a net damping effect is consistent with the energetics of the QBO and BDC, whose mean meridional motions are known to be thermally indirect, converting kinetic energy to available potential energy, which is subject to radiative damping (Wallace 1967).

Figures 9 and 10 present an overview of the momentum budget in the tropical stratosphere. The zonal wind tendency, shown in Figs. 9a and 10a, is arguably the most robust of the terms in the balance because it is large and directly related to the winds assimilated from observations, at least in the lower and middle stratosphere. Values range as high as $60.7 \text{ m s}^{-1} \text{ day}^{-1}$ for brief periods within strong shear zones. The “adjusted tendency,” shown in Figs. 9b and 10b, which is the zonal wind tendency minus total advection, is the tendency that remains to be explained by the wave forcing after the advection by the mean meridional motions is taken into account. In the easterly shear zones, which are propagating downward in the presence of strong ambient ascent (Fig. 4), the adjusted tendency is appreciably larger than the observed tendency. The wave forcing needs to account for the downward propagation of successive westerly and easterly regimes and it also needs to account for the maintenance of the QBO in the presence of
damping (especially of the easterlies) by the advection. How the waves satisfy (or fail to satisfy) these balance requirements, is the focus of the remainder of this section.

b. Forcing by the resolved waves

The adjusted zonal wind acceleration near the equator due to the wave forcing is due to both resolved and unresolved waves. The resolved forcing is proportional to the divergence of the EP flux, shown in Fig. 9c. The EP flux divergence is concentrated within the shear zones, with values ranging as high as \( \pm 0.6 \text{ m s}^{-1} \text{ day}^{-1} \) over intervals of a month or two. These values are generally consistent with results of general circulation models in which waves of short horizontal wavelength are modeled explicitly and gravity wave parameterization is required (e.g., Kawatani et al. 2010b,a), and they are larger than those based on ERA-I, especially in the easterly shear zones that have been documented in previous studies such as those of Ern et al. (2014) and Kim and Chun (2015). The strong correspondence between the strength of the shear and the strength of the forcing in Fig. 9c is consistent with theoretical expectations: the stronger the vertical shear, the more the upward dispersing waves encounter their critical levels per unit height, the more zonal momentum they deposit, and hence, the stronger the zonal acceleration. It is evident from Fig. 9c that the waves also induce a more widespread westward acceleration of a few tenths of a m s\(^{-1}\) day\(^{-1}\) throughout the lower halves of easterly regimes.

Meridional cross sections of wave forcing during the phases of the QBO cycle when westerly and easterly shear zones are descending through the 25 hPa level are shown in Fig. 10c. Also shown in these panels is the transport of westerly momentum in the meridional plane, which is in the opposite direction of the EP flux vectors.\(^2\) In the westerly shear zone composite (left), waves dispersing upward through the easterly regime in the lower stratosphere are absorbed when they encounter the overlying westerly shear zone, inducing a strong eastward acceleration. In a similar manner, in advance of the descending easterly regime (right), westward momentum converges into the shear zone. Weaker convergence is evident throughout most of the easterly regime. In both Figs. 9 and 10, and during the descent of the easterly shear zones, the pattern of resolved wave forcing (Figs. 9c, 10c) resembles the adjusted zonal wind tendency (Figs. 9b, 10b), but it is not as strong.

To gain further insight to the relative contribution of waves with different scales to the forcing of the QBO, the resolved wave forcing in Figs. 9c and 10c are separated in Figs. 11 and 12 into contributions from waves with zonal wavenumbers \((k)\) less than and greater than 20, referred to here as “planetary-scale” and “small-scale gravity” (SSG) waves. It is evident that the forcing due to planetary and SSG waves are of comparable importance. The planetary-scale waves make a stronger contribution to the descent of westerly shear zones, while the SSG waves appear to be primarily responsible for the episodes of

---

\(^2\) Note that the directions of the EP flux and flux of wave activity in the meridional cross section are the same for waves with westward (intrinsic) phase velocity, whereas they are opposite to each other for waves with eastward phase velocity (Andrews et al. 1983). Hence, during the descent of both easterly and eastward regimes, the flux of wave activity is upward.
rapid descent of easterly shear zones, consistent with findings of Giorgetta et al. (2002).

The patterns of wave forcing in the meridional plane by the two scales of waves shown in Fig. 12 are similar in many respects, but there are some distinctions between them. That the EP flux vectors are quite different suggests that different kinds of equatorially trapped waves dominate the transports at the different scales, as documented in Part II. While both scales contribute to the eastward accelerations in the descending westerly shear zones, the contribution from the planetary waves is focused in the equatorial belt, whereas the contribution from the SSG waves spans a wider range of
latitudes and conforms to the “U” shape of the shear zone. The westward forcing by the planetary-scale waves is broadly distributed within the easterly regimes, whereas the contribution from the SSG waves is more focused in the shear zones, where it plays the dominant role in their descent.

An earlier study also suggests the importance of the SSG waves in the forcing of the QBO. Kawatani et al. (2010b,a) simulated the QBO using a high-resolution atmospheric general circulation model with 60 km horizontal resolution and 300 m vertical resolution, in which waves with short horizontal wavelengths were modeled explicitly so that no gravity wave parameterization was required. They also concluded that the gravity waves with $k > 36$ are the main contributors to producing the descent of the easterly shear zones in the simulated QBO.

c. Interpretation of the unresolved wave forcing

The residual zonal wind tendency, $\tilde{X}$ in Eq. (1), that remains after the contribution from the resolved waves is subtracted out from the adjusted tendency, is shown in Figs. 9d and 10d (i.e., $d = b - c$ in Figs. 9 and 10). In studies of Ern et al. (2014), Kim and Chun (2015) and others, the terms used in evaluating $\tilde{X}$ are assumed to have been estimated with sufficient accuracy to warrant interpreting $\tilde{X}$ as the contribution of unresolved
Gravity waves to the wave forcing. Here we make the same assumption. The similarity between the resolved and the residual forcing during the descent of the easterly shear zones suggests that much of the residual can be explained simply by assuming that the unresolved waves behave in the same manner as the resolved waves. Indeed, by multiplying the resolved wave forcing by a factor of \(\frac{1}{1.7}\), the residual tendency would largely become zero in the easterly shear zones so that the

---

**FIG. 10.** As in Fig. 8, but the zonal wind tendency (color shading) due to different terms in Eq. (1) as indicated. Arrows in (c) indicate the EP fluxes. In the westerly shear zone, the longest vertical components of the arrows correspond to \(5.2 \times 10^8\) kg s\(^{-2}\), while the longest horizontal components correspond to \(1.5 \times 10^{11}\) kg s\(^{-2}\). In the easterly shear zone, the arrows are scaled to be twice as long. See the text for the definition of the adjusted and residual tendencies.

---

**FIG. 11.** Time–height sections of the EP flux divergence (color shading) due to (top) planetary-scale waves defined as waves with zonal wavenumbers \(j < 20\), and (bottom) small-scale gravity (SSG) waves defined as waves with zonal wavenumbers \(k > 20\), averaged over 5\(^\circ\)N–5\(^\circ\)S. Contours indicate the zonally averaged zonal wind. The contour interval is 5 m s\(^{-1}\), westerlies are solid, easterlies are dashed, and the zero contour is omitted. The results are based on 6-hourly data, smoothed by a 30-day running mean.
unresolved wave forcing accounts for \(\sim 40\%\) of the total (i.e., resolved plus unresolved) wave forcing in the easterly shear zones. The unresolved waves evidently produce a strong westward forcing in the core of the easterly shear zones, especially during intervals of rapid descent. Results of Giorgetta et al. (2006), Kawatani et al. (2010b), among others, based on numerical models with high spatial resolution also suggest that wave scales too small to be resolved by ERA5 could play an important role in forcing the descent of easterly regimes.

The residual tendencies are also marked by eastward forcing in a thin layer just above the peaks of the easterly wind regimes, accompanied westward forcing higher up, near the zero-wind line. The existence of this couplet indicates that the unresolved waves must be depositing eastward momentum lower in the westerly shear zones than the resolved waves. Two different, but complementary ideas can be put forth to explain it: (1) that the vertical wind shear in westerly shear zones may become so strong that it exceeds the criterion for Kelvin–Helmholtz (KH) instability, in which case the shear is maintained at the critical value by the downward mixing of eastward momentum in the unresolved waves, (2) that eastward-propagating waves dispersing upward through the layer of peak easterlies begin to amplify in inverse proportion to their Doppler-shifted frequency and the waves with the shortest vertical wavelengths are the first to break as the shear within them becomes supercritical.

Other notable features in the pattern of the residual tendency are the patches of eastward forcing along the flanks of the westerly wind regimes (Fig. 10d). Several studies have investigated the possible role of barotropic instability of the westerly jet (e.g., Andrews and McIntyre 1976; Hamilton et al. 2001; Yao and Jablonowski 2015). Indeed, the presence of narrow westerly jets gives rise to a reversal of the zonal mean.

**Fig. 12.** Composites for descending (left) westerly and (right) easterly shear zones of the QBO. The color shading indicates the EP flux divergence due to (top) planetary-scale waves defined as waves with zonal wavenumbers \(|k| \leq 20\), and (bottom) SSG waves defined as waves with zonal wavenumbers \(|k| > 20\), superimposed upon the zonally averaged zonal wind (contours). The contour interval is 7.5 m s\(^{-1}\), westerlies are solid, easterlies are dashed, and the zero contour is bolded. Arrows indicate the EP fluxes. (left) In the westerly shear zone, the longest vertical components of the arrows correspond to \(3 \times 10^8\) kg s\(^{-2}\), while the longest horizontal components correspond to \(1.2 \times 10^{11}\) kg s\(^{-2}\). (right) In the easterly shear zone, the arrows are scaled to be twice as long.
barotropic vorticity gradient, which is a necessary condition for barotropic instability (Garcia and Richter 2019). The distinct pattern around the westerly jet, with westward forcing near its nose and patches of eastward forcing along its flanks, acts to decelerate the westerly jet close to the equator and to accelerate it away from the equator. Its role would be to reduce the curvature of the westerly jet by broadening its profile, thereby neutralizing the instability inherent in the flow configuration.

The residual wave forcing $X$ can be partitioned into the part that is captured by the gravity wave parameterization scheme and the analysis correction, which can be interpreted as the error in the model’s representation of the QBO momentum balance, prior to the data assimilation step in constructing the reanalysis. In the ERA5 GWD parameterization scheme, a globally uniform wave spectrum disperses upward through a medium with height-dependent background wind and buoyancy frequency. The dissipative mechanisms applied to the wave spectrum are critical level filtering and nonlinear dissipation. As the waves transfer their momentum to the mean flow through dissipation, they are filtered from the wave spectrum. For further details on the GWD parameterization scheme, the reader is referred to Orr et al. (2010). The GWD in ERA5 is shown in Figs. 9e and 10e. That there are differences between the patterns in panels (d) and (e) is indicative of systematic (and therefore potentially correctable) biases in the GWD parameterization or in the evaluation of the terms in the balance. Near the equator (Fig. 9e), the GWD parameterization scheme overcompensates for the weakness of the resolved waves. If the GWD parameterization is tuned to fit $X$, the analysis correction would be reduced accordingly. In contrast, at latitudes $\sim 10^\circ$–$20^\circ$N/S the parameterized GWD is too weak.

5. The QBO in ERA5 versus ERA-I

Here we document the results of a detailed comparison of the representations of the QBO in ERA5 and in ERA-I. The difference in monthly mean zonally averaged zonal wind, averaged over $5^\circ$N–$5^\circ$S, is shown in Fig. S2. Prior to 1998, the SAO-related winds are systematically stronger in ERA5, particularly during the westerly phase. The QBO-related winds are also stronger in ERA5 prior to 1998, particularly near the shear zones in the easterly regimes. The differences decrease with time during the 1999–2006 period, and a good agreement can be seen thereafter. It should be borne in mind that throughout this period of record, fewer data are assimilated in reanalysis datasets at the higher altitudes because it is difficult to measure winds at these heights based on satellite or ground-based remote sensing (Hersbach et al. 2020). Satellite direct wind measurements have not been available above $\sim 30$ km (Smith et al. 2017) and nadir-viewing satellite observations have difficulty resolving the temperature perturbations in the layers of strong vertical wind shear in the SAO, creating large uncertainties in the SAO winds (Coy et al. 2016).

The analyses presented for ERA5 in the text were also performed on ERA-I and the results are presented in the supplemental material along with their ERA5 counterparts to make the comparison easier. The areas in which the difference between ERA5 and ERA-I is significant at 95% confidence level are indicated by slanted lines in the ERA5 plots. The statistical significance is evaluated based on Welch’s $t$ test, which is an adaptation of Student’s $t$ test and is more reliable when the two samples have unequal variances and/or unequal sizes (Welch 1947). Overall, the differences in the mean fields are subtle, as documented in Figs. S3–S6. The patterns of adjusted zonal wind tendency and resolved wave forcing in ERA-I and ERA5 are similar in many respects (Figs. S7–S9). However, the difference in the meridional component of the residual circulation (i.e., $\tau^\parallel$), and consequently the meridional advection, is significant in the tropical lower stratosphere of the Southern Hemisphere. As expected, the resolved wave forcing in ERA5 is significantly stronger, and accounts for a substantially larger fraction of the adjusted zonal wind tendency (Fig. S9e).

![Fig. 13. Time–height sections of the difference between ERA5 and ERA-I in EP flux divergence (color shading) due to (top) all resolved waves, and (bottom) SSG waves defined as waves with zonal wavenumbers $|k| > 20$, averaged over $5^\circ$N/S. Contours indicate the zonally averaged zonal wind. The contour interval is 5 m s$^{-1}$, westerlies are solid, easterlies are dashed, and the zero contour is omitted. The results are based on 6-hourly data, smoothed by a 30-day running mean.](http://example.com/fig13.png)
Another comparison between the resolved wave forcing in the two reanalysis is presented in Figs. 13 and 14 in which EP flux divergence in ERA-I is subtracted from that in ERA5. For reference, ERA5 is capable of resolving waves with wavenumbers ranging up to 360, compared to 120 in ERA-I. It is evident that forcing in ERA5 is stronger by up to 0.3 m s\(^{-1}\) day\(^{-1}\) during the descent of the easterly shear zones and up to 0.2 m s\(^{-1}\) day\(^{-1}\) during the descent of the westerly shear zones. Generally speaking, the forcing in ERA5 more faithfully captures the spikes in wave forcing that gives rise to short-lived episodes in which easterly regimes descend as rapidly as westerly regimes. The bottom panels reveal that this difference is mainly attributable to forcing from SSG waves.

Indeed, we find the forcing due to SSG waves in ERA-I to be significantly weaker (Figs. S10 and S11), consistent with the results of Ern et al. (2014), who calculated the EP flux divergence by waves \(k = 1–20\) in ERA-I and found the contribution from the wavenumbers higher than that to be relatively unimportant. The planetary-scale forcing is also slightly smaller in ERA-I than in ERA5 (Figs. S10 and S11), which is probably due to lower vertical resolution of ERA-I, resulting in a poorer representation of wave–mean flow interaction processes.

6. Discussion and conclusions

This study has documented several aspects of the QBO and provided deeper insights into its momentum budget. It is shown that the QBO-induced MMC, while mainly confined to the winter hemisphere, is strong enough to modify the BDC-related upwelling. Within 5° of the equator the descent in the westerly shear zones interrupts the tropical upwelling and deflects the flow around the flanks of the westerly regimes. In the easterly shear zones the tropical upwelling is enhanced. The QBO-induced MMC creates and
sustains the QBO-related temperature perturbations against radiative damping, while it damps the QBO-related zonal wind perturbations. Consequently, the wave forcing is responsible for both the downward propagation and the maintenance of the QBO.

The resolved waves in ERA5 produce roughly comparable contributions to the eastward and westward accelerations, which range as high as $\pm 0.6 \text{ m s}^{-1} \text{ day}^{-1}$ during the descent of the westerly and easterly shear zones of the QBO. Separating ERA5 resolved wave forcing into contributions from SSG waves with zonal wavelengths less than 2000 km and planetary-scale waves with wavelengths longer than that reveals that the planetary-scale waves make a stronger contribution to the descent of westerly shear zones, while SSG waves play the dominant role in the descent of easterly shear zones.

The time–height section for the analysis correction shown in Fig. 9f exhibits a distinctive pattern during the extended intervals in which a westerly regime is temporarily stalled at the 20 km level while the core of the easterly regime that will eventually replace it is stalled in the 27–30 km layer. Under these conditions, the model used in generating the ERA5 results produces a spurious westward acceleration in the lingering westerly regime and an eastward acceleration in the stalled easterly shear zone centered at $\sim 23$ km (Fig. 9e), both of which need to be corrected by the analysis increment. It is evident from Fig. 9f that much of the required analysis correction involves a cancellation of the spurious forcing imposed by the GWD parameterization scheme.

This problem is not apparent in the meridional cross section for the easterly shear zone shown in Fig. 10f because the composite upon which it is based includes only rapidly descending shear zones (see Fig. S1). To show the off-equatorial structure during these intervals, we defined a new composite based on the 120 months of the 480-month period of record when the easterly jet at 27–30 km level was strongest (Fig. S12). The results shown in Fig. 15 are generally consistent with the time–height sections in Fig. 9, including the analysis correction. The features in the equatorial time–height sections extend out to 15°–20° N/S.

As previously discussed, the terms used in evaluating the residual tendency $\mathbf{X}$ [see Eq. (1)], are assumed to have been estimated with sufficient accuracy to justify interpreting the residual tendency as the contribution of unresolved gravity waves to the wave forcing. While it is encouraging to see some similarity in the parameterized GWD and residual tendency patterns (Figs. 9d,e, 10d,e, and 15a,b), it is evident from the analysis correction that significant discrepancies remain. For example, the westward forcing in the parameterized GWD in the easterly shear zone is too strong and too low, leading to a dipole of westward and eastward forcing in the lower stratosphere in the analysis correction (see Figs. 15c and 90).

The representation of the mean fields in the QBO is found to be very similar in ERA5 and ERA-I, but ERA5’s higher spatial resolution makes it possible to resolve a broader spectrum of atmospheric waves. With its higher vertical resolution, it is also possible to represent the process of wave–mean flow interaction more realistically. As shown in Table 1, the resolved waves in ERA5 (i.e., the EP flux divergence) explains half of the variance of the adjusted tendency, indicating a significant improvement over ERA-I. The variance attributable to unresolved waves (i.e., the residual tendency) has decreased in ERA5 accordingly. That the sum of the variances of the EP flux divergence and the residual tendency is smaller than the
variance of the adjusted tendency is indicative of their nonzero covariance in the time–height domain. This is to be expected, since the pattern of the residual tendency projects positively upon the pattern of the EP flux divergence, as shown in Fig. 9. If the covariance were eliminated by artificially inflating the amplitude of the EP flux divergence by a factor of 1.18, the fraction of the variance “explained” by the resolved waves would increase from 50% to 69% and the residual “unexplained” variance would drop to 31%. However, locally large analysis corrections would still be required in the westerly shear zones. The GWD parameterization scheme accounts for much of the unresolved forcing in the westerly shear zones, but in the present version it produces an excessively strong westward forcing in the rapidly descending easterly shear zones, and it prematurely damps the stalled westerly regimes at 50 hPa and below. To further reduce the analysis correction, it will thus be necessary both to further increase the resolution of the model, especially in the vertical, and to further refine the GWD parameterizations scheme.
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