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Overview: CASMIR

The Classical Analogue to the Standard Model In pseudo-Riemannian space-time (CASMIR) [1–5] is a model designed to assist in the evaluation of certain interactions involving the Standard Model (SM) in a gravitational field, and to reduce to the Standard Model plus general relativity (GR) in appropriate regimes. By construction it displays high congruence with the Standard Model across almost all experimentally accessible regimes, and reproduces key Standard Model parameters which are not input into the model to within 0.2 $\sigma$ of their observed values.

The model has no tuning parameters, and takes as its input only the fine structure constant and the masses of the electron and muon. In terms of these parameters it yields a system of equations which are predictive of (retrodictive of) the values of

- the $W$ boson mass as measured by ATLAS [6],
- the $W$ boson mass as measured by CDF II [7],
- the anomalous value of the muon gyromagnetic anomaly $a_{\mu}$ as measured by Fermilab Muon $g-2$ [8],
- the Particle Data Group (PDG) consensus value of the $Z$ boson mass [9],
- the PDG consensus value of the Higgs boson mass [9],
- the PDG consensus value of the tau mass [9], and
- the NIST/CODATA value of Newton’s constant [10],

all with tension 0.2 $\sigma$ or better (Table 1).

Table 1: Fundamental constants and key experimental results: Observed values, values predicted by CASMIR, and values predicted by the Standard Model (where these exist).

| Parameter          | Observed value | CASMIR [1–5]               | Standard Model |
|--------------------|----------------|----------------------------|----------------|
|                    |                | Calculated | Tension ($\sigma$) | Calculated | Tension ($\sigma$) |
| $m_W$ (ATLAS) (GeV/c$^2$) | 80.360(16) [6] | 80.3587(22) | 0.1 | 80.356(6) [9, 11, 12] | 0.2 |
| $m_W$ (CDF II) (GeV/c$^2$) | 80.4335(94) [7] | 80.4340(22) | 0.1 | 80.356(6) [9, 11, 12] | 0.2 |
| $a_{\mu} \times 10^{11}$ | 116592061(41) [8] | 116592071(46) | 0.2 | 116591810(43) [13] | 4.2 |
| $m_Z$ (GeV/c$^2$) | 91.1876(21) [9] | 91.1877(35) | < 0.1 | — | — |
| $m_{H}$ (GeV/c$^2$) | 125.25(17) [9] | 125.2501(49) | < 0.1 | — | — |
| $m_{\tau}$ (MeV/c$^2$) | 1776.86(12) [9] | 1776.867410(43) | 0.1 | — | — |
| $G_N \times 10^{11}$ (m$^3$kg$^{-1}$s$^{-2}$) | 6.67430(15) [10] | 6.67428(230) | < 0.1 | — | — |

* The mass of the Higgs in the Standard Model is a measured rather than a derived quantity. Theoretical considerations provided some broad constraints on the Higgs mass prior to its detection in 2012, but these are not a calculated value in the sense considered here.
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Chapter 1

Normalisable quasiparticles on a manifold with anticommuting co-ordinates

Abstract

Quasiparticles and analog models are ubiquitous in the study of physical systems. Little has been written about quasiparticles on manifolds with anticommuting co-ordinates, yet they are capable of emulating a surprising range of physical phenomena. This chapter introduces a classical model of free fields on a manifold with anticommuting co-ordinates, identifies the region of superspace which the model inhabits, and shows that the model emulates the behaviour of a five-species interacting quantum field theory on \( \mathbb{R}^{1,3} \). The Lagrangian of this model arises entirely from the anticommutation property of the manifold co-ordinates. Later chapters extend this toy model to incorporate greater numbers of species, to provide the construction underpinning the Classical Analogue to the Standard Model In pseudo-Riemannian space–time (CASMIR).

1:1 Introduction

Quasiparticles are ubiquitous throughout physics. Hadrons are collections of quarks which collectively admit a quasiparticle description in the low-energy regime. Atomic nuclei, the same. Indeed, if seeking to be contentious, one could argue that the entirety of condensed matter physics is no more than the study of collective excitations in all their multiplicity — scaling dimensions and critical exponents describing the collective properties of these excitations, phase transitions the boundaries between different excitation regimes, and so forth. Quasiparticles exist in (literally) infinite variety, from commonplace entities such as phonons [14], solitons [15], and Cooper pairs [16, 17] through to more exotic topological phenomena such as skyrmions [18–20], hopfions [21], hedgehogs [20, 21], and anyons (abelian and nonabelian, each including families infinite in their own right) [22, 23].

Intersecting this topic, especially when viewed through the lens of quasiparticle phenomenology, is the study of analogue models [24–26]. Indeed, any system supporting quasiparticles may be considered as an analogue system for the species described, whether or not such a species otherwise appears in nature. The field of analogue models is far broader than this, however, and also includes such notable results as the mapping between the one-dimensional quantum Ising
chain and the two-dimensional classical Ising model [27], allowing application of Onsager’s exact solution [28] to the quantum system, and more recently, the study of gravitational analogues [29–31] in systems as varied as fluid flows [32], Bose–Einstein condensates [33–35], optics [36–38], superfluid helium [39], electromagnetic systems [40, 41], and even water waves [42].

Given this ubiquity, it might seem curious that so little has been written about quasiparticle models on manifolds with anticommuting co-ordinates. Perhaps this is because Taylor series on such manifolds truncate after a finite number of terms, so these manifolds appear to be unlikely candidates for hosting normalisable excitations.

This chapter considers a manifold \( M \) constructed from a vector space with four real dimensions, supplemented by a product operation under which its basis elements anticommute. A homomorphism is constructed from this manifold to \( \mathbb{R}^{1,3} \). Choosing an appropriate set of classical fields on \( M \) then gives rise to quasiparticle excitations on \( \mathbb{R}^{1,3} \) which emulate a simple interacting quantum field theory. This demonstrates that manifolds with anticommuting co-ordinates can exhibit normalisable quasiparticle excitations, and also provides a familiar framework for the study of these excitations on \( M \). Given the presence of anticommuting co-ordinate fields, it is perhaps inevitable that manifold \( M \) is shown to be a submanifold of a superspace [43, 44]. Curiously, the Lagrangian of the emulated quantum field theory (with interactions) is seen to arise entirely from the anticommutation relationships of co-ordinates on \( M \).

Choices of conventions are specified in Sec. 1:2. Sections 1:3.1 and 1:3.2 describe the anticommuting vector space, its embedding in the space of supernumbers \( \Lambda_\infty \), the corresponding manifold, and its embedding in the superspace \( \mathbb{R}^{4|4} \). The mapping between \( M \) and \( \mathbb{R}^{1,3} \) is established in Sec. 1:3.2.2, and the field content of the microscopic model is introduced in Sec. 1:3.3.1. Sections 1:3.3.2 and 1:3.3.3 identify the physically relevant degrees of freedom in the pullback of these fields to \( \mathbb{R}^{1,3} \). Section 1:3.4 then begins construction of the analogue model, specifying a family of field configurations on \( M \) which correspond to pseudovacuum states on \( \mathbb{R}^{1,3} \), while Sec. 1:3.5 introduces small perturbations to these configurations and shows that they correspond to quasiparticles on \( \mathbb{R}^{1,3} \). Section 1:3.7 then relaxes some of the requirements imposed during the initial construction of the analogue model. Section 1:3.8 makes the surprising observation that these quasiparticles behave as a semiclassical system, and provided certain criteria are met corresponding to the domain of validity of the analogue model, the quasiparticle fields emulate a simple quantum field theory. Section 1:4 speculates on a number of situations where the model presented here and its close relatives may provide useful physical insight. Finally, Sec. 1:5 anticipates the directions of subsequent chapters.

### 1:2 Conventions

#### 1:2.1 Notation

This chapter uses two-component (Weyl) spinor notation. Spinor indices are represented by greek letters from the beginning of the alphabet, with and without dots, and are frequently left implicit,

\[
\theta \bar{\theta} = \theta^\alpha \bar{\theta}_\alpha, \quad \bar{\theta} \theta = \bar{\theta}_\beta \theta^\beta.
\]  

(S.1)

Spinor indices are raised and lowered using the totally antisymmetric tensors \( \epsilon^{\alpha \beta} \), \( \epsilon_{\alpha \beta} \), \( \epsilon^{\dot{\alpha} \dot{\beta}} \), and \( \epsilon_{\dot{\alpha} \dot{\beta}} \). Sigma matrices follow the convention

\[
\sigma_\mu \equiv \{\sigma_2, \sigma\} \quad (1.2)
\]

\[
\overline{\sigma}_\mu \equiv \{\bar{\sigma}_2, -\sigma\} \quad (1.3)
\]
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where $\sigma$ are the Pauli matrices
\[
\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] (1.4)

The barred and unbarred sigma matrices are related by
\[
\bar{\sigma}^{\alpha\alpha}_\mu = \varepsilon^{\dot{\alpha}\dot{\beta}} \varepsilon_{\alpha\beta} \sigma^{\mu\beta}. \quad (1.5)
\]

The signature of the space–time metric is $-, +, +, +$ and the value of $c$ is 1.

Where it does not cause ambiguity, indices (both spinor and vector) may be left implicit when writing functions of the components of a vector or tensor, e.g.
\[
\mathcal{F}(x^\mu) \rightarrow \mathcal{F}(x) \quad (1.6)
\]
\[
\mathcal{G}(\theta_\alpha) \rightarrow \mathcal{G}(\theta) \quad (1.7)
\]

Regarding sign conventions for higher-order derivative operators on $\mathbb{R}^{1,3}$, the Laplacian and the vector boson derivative operator are defined as
\[
\Box := \partial^\mu \partial_\mu \quad \text{and} \quad \Delta^{\mu\nu} := g^{\mu\nu} \Box - \partial^\mu \partial^\nu \quad (1.8)
\]
respectively.

To avoid confusion with enumerated roman counting indices e.g. $i$, $j$, etc., when referring to a model in the series $\mathbb{C}^{\wedge 2n}$ the parameter of the series is written as $n$, not $n$.  

### 1:2.2 Vectors and forms

Following conventions of differential geometry, tangent vectors of a manifold carry a lowered index (so their components have raised indices), while covectors and differential forms have raised indices (so their components have lowered indices) [45]. Thus, for example, the components of a co-ordinate vector $x$ on $\mathbb{R}^{1,3}$ carry a raised index ($x^\mu$) and contract with the tangent vectors $\vec{\partial}_\mu$, while a 1-form $\mathbf{f}$ has components $f_\mu$ which contract with the cotangent (1-form) basis $dx^\mu$.

[The exception is for undotted two-component complex spinors, where consistency between index suppression (1.1) and matrix multiplication implies that the components $\theta_\alpha$, which have a low index, nevertheless behave as a column vector.]

A "$k$-vector" is an object whose components carry $k$ vector-style indices, e.g. $V^{\mu\nu}$ contracting with $\vec{\partial}_\mu \vec{\partial}_\nu$. A 1-vector with $n$ components (e.g. $v^\mu \mid \mu \in \{1, \ldots, n\}$) is an "$n$-component vector", not an $n$-vector. Where $k$ is not stated, a "vector" is a 1-vector.

A form acts on a vector from the left. Thus, for example, given complementary orthogonal bases $\vec{\partial}_\mu$ and $dx^\mu$, a 1-form $\mathbf{f}$ and a vector $\mathbf{v}$ satisfy
\[
\mathbf{f} = f_\mu dx^\mu \quad \mathbf{v} = v^\mu \vec{\partial}_\mu \quad \mathbf{f}(\mathbf{v}) = f_\mu v^\mu. \quad (1.9)
\]

If notation requires that a vector act on a form from the left, this is represented using $i$-notation,
\[
i_\phi(\mathbf{f}) = (-1)^{\phi} \mathbf{f}(\mathbf{v}) \quad (1.10)
\]
where $\phi$ is 0 if the vector and form commute and 1 otherwise.

Tangent vectors to a manifold $M$ inhabit a tangent space $TM$, and 1-forms inhabit the cotangent space $T^*M$ dual to $TM$. When $TM$ is identified with some other space, say $\mathbb{R}^4$, then $T^*M$ may be denoted similarly, e.g. $\mathbb{R}^{4*}$.

Unless otherwise specified, a reference to “the space of $p$-forms” refers to the space of all forms across all values of $p$, and likewise “the space of $k$-vectors” includes 1-vectors, 2-vectors, etc. across all values of $k$. 

1:2.3 Grassmann algebras

The elements of the infinite-dimensional Grassmann algebra $\Lambda_\infty$ over a field $\mathbb{C}$ are termed the supernumbers $[44]$, and any element $z \in \Lambda_\infty$ may be decomposed into a sum of even ($z_e$) and odd ($z_o$) parts,

$$z = z_e + z_o.$$ (1.11)

Even parts commute with all parts of all supernumbers, while odd parts anticommute with other odd parts. An element $z$ having vanishing $z_e$ or $z_o$ is a pure supernumber, termed a $c$-number if even, or an $a$-number if odd. The spaces of even and odd pure supernumbers are denoted $\mathbb{C}_c$ and $\mathbb{C}_a$ respectively, and satisfy

$$\mathbb{C}_c \cdot \mathbb{C}_c = \mathbb{C}_c \quad \mathbb{C}_a \cdot \mathbb{C}_a \subset \mathbb{C}_c \quad \mathbb{C}_a \cdot \mathbb{C}_c = \mathbb{C}_c \cdot \mathbb{C}_a = \mathbb{C}_a.$$ (1.12)

Supernumbers admit an operation of complex (hermitian) conjugation, and the product of two $a$-numbers is an imaginary $c$-number.

The space of supernumbers may be generated by the collection

$$\{1, \{\zeta_i | i \in \mathbb{Z}^+\}; +; \mathbb{C}\},$$ (1.13)

comprising a product operator, a sum operator, a set of anticommuting basis elements $\zeta_i$,

$$\zeta_i\zeta_j = -\zeta_j\zeta_i,$$ (1.14)

and a field. The notation $\zeta_i$ is reserved for generators of the superalgebra, and thus while $z \in \Lambda_\infty$ represents an arbitrary supernumber, $\zeta_i \in \Lambda_\infty$ always specifically refers to one of the anticommuting generators in Eq. (1.13).

It may be useful to refer to the tier of a supernumber. A supernumber which is a product of $n$ anticommuting generators $\zeta_i$ and a complex number is a tier-$n$ supernumber. A sum of tier-$n$ supernumbers is also a tier-$n$ supernumber. For example,

$$C^{i_1\cdots i_k}\zeta_{i_1}\cdots\zeta_{i_k}$$ (1.15)

is a general tier-$k$ supernumber. Supernumbers which are a sum of supernumbers from different tiers do not have a well-defined tier.

Returning to Eq. (1.13), now let $\Lambda_n^F$ denote the subalgebra obtained on restricting the number of anticommuting basis elements to $n$, constructed over a field $F$. That is, $\Lambda_n^F$ is generated by

$$\{1, \{\zeta_i | i \in \mathbb{Z}_n\}; +; F\}. $$ (1.16)

If field $F \subseteq \Lambda_\infty$, then this algebra satisfies $\Lambda_n^F \subseteq \Lambda_\infty$.

1:3 The Model

1:3.1 Anticommuting vector spaces

1:3.1.1 Construction

An anticommuting vector space is a vector space whose basis vectors are elements of an anticommuting algebra, supplemented with an outer product operation which is the product operation on that algebra. To describe such a space, begin with $\mathbb{R}^n$, the prototypical vector space with $n$ basis vectors, and let these be represented by the elementary column vectors $\hat{e}_i$, $i \in \mathbb{Z}^n$. If a
space of 1-forms is constructed dual to these vectors, this is denoted $\mathbb{R}^n^*$, and is represented by the elementary row vectors $\hat{e}^i$,\[ \hat{e}^i\hat{e}^j = \delta^i_j. \] (1.17)

Anticommutation may be introduced by replacing each basis vector $\hat{e}_i$ of $\mathbb{R}^n$ by an anticommuting basis element $\zeta_i \in \Lambda_\infty$,\[ \hat{e}_i \rightarrow \zeta_i. \] (1.18)

The resulting vector space, here denoted $\mathbb{R}^\wedge n$, is isomorphic to $\mathbb{R}^n$ but has elements which are real tier-1 a-numbers in $\Lambda^\mathbb{R}_n$ instead of column vectors. The space of 1-forms dual to $\mathbb{R}^\wedge n$ is denoted $\mathbb{R}^\wedge n^*$, and may be represented by the real tier-1 a-numbers in a second copy of $\Lambda^\mathbb{R}_n$, denoted $\Lambda^\mathbb{R}_n^*$. The elements of a basis of 1-forms are written $\zeta_i$, with raised indices, and their action on vectors from the left is defined by\[ \zeta^i(\zeta_j) = \zeta^i\zeta_j = \delta^i_j, \] (1.19)

analogous to Eq. (1.17). The exchange statistics of 1-vectors and 1-forms become relevant when an outer product is introduced, permitting construction of $k$-vectors and $p$-forms. This product operation is inherited from the supernumbers. Anticommutation of the forms $\{\zeta^i\}$ automatically ensures antisymmetry of $p$-forms under index exchange, eliminating the need to specifically define a wedge product, and thus if $\mathbf{F}$ is a 2-form\[ \mathbf{F} = F_{ij}\zeta^i\zeta^j \] (1.20)

then $F_{ij}$ is antisymmetric. Likewise, if $\mathbf{v}$ and $\mathbf{w}$ are 1-vectors, then $\mathbf{vw}$ is a 2-vector\[ \mathbf{v} = v^i\zeta_i \quad \mathbf{w} = w^i\zeta_i \] (1.21)
\[ \mathbf{vw} = v^i w^j \zeta_i \zeta_j = -\mathbf{wv} \] (1.22)

where only the antisymmetric portion of $v^i w^j$ makes a nonvanishing contribution to the 2-vector $\mathbf{vw}$. If a 2-vector $\mathbf{A}$ is defined by $\mathbf{A} = \mathbf{vw}$, then\[ \mathbf{A} = A^{ij}\zeta_i\zeta_j \quad A^{ij} = \frac{1}{2}(v^j w^i - v^i w^j). \] (1.23)

Antisymmetry under index exchange makes it simple to evaluate the action of a $p$-form on a $k$-vector from left, as it suffices to act each basis form on the basis vector to its immediate right:\[ \mathbf{F}(\mathbf{A}) = F_{ij} A^{kl} \zeta^i \zeta^j \zeta_k \zeta_l = F_{ij} A^{kl} \zeta^i \delta^j_k \zeta_l \] (1.24)
\[ = F_{ij} A^{kl} \zeta^i \zeta_l = F_{ij} A^{jl} \delta^i_j \]
\[ = F_{ij} A^{ij}. \]

Further, exploiting commutation of $\{\zeta^i\}$ and $\{\zeta_i\}$ with the reals yields the equation\[ \zeta^i(\zeta^j \zeta_k)\zeta_l = \zeta^j(\zeta^i \zeta_k)\zeta_l = (\zeta^i \zeta_j)(\zeta^j \zeta_k) \] (1.25)

which exposes the additional anticommutation relationship\[ \{\zeta^i, \zeta_i\} = 0, \] (1.26)

though the utility of this relationship is limited to reorderings which do not change which basis forms $\zeta^i$ act on which basis vectors $\zeta_i$.

This construction also generalises to complex vector spaces, with $\mathbb{C}^\wedge n$ again denoting a vector space constructed on $n$ anticommuting basis vectors, this time satisfying\[ \mathbf{v} = v^i\zeta_i, \quad \forall \ i, \ v^i \in \mathbb{C} \] (1.27)
for all $\mathbf{v}$ in $\mathbb{C}^\wedge n$. 


1.3.1.2 Symmetries of $\mathbb{C}^n$ and $\mathbb{C}^\wedge n$

Consider the vector space $\mathbb{C}^n$. Its symmetries are well-known, but will provide a starting point for exploring the symmetries of $\mathbb{C}^\wedge n$ so they are reviewed here. First, consider that the space $\mathbb{C}^n$ is invariant under the action of the (complex) translation group on $\mathbb{C}^n$,

$$t : \mathbb{C}^n \rightarrow \mathbb{C}^n \quad \forall \quad t \in T^\sim_{\mathbb{C}^n},$$

where a translation operator $T^\sim_{\mathbb{C}^n}$ carries a subscript $V$ to show that it acts on vector space $V$. By construction the elements of the translation group are in 1:1 correspondence with points in $\mathbb{C}^n$, and an element $t$ which maps the origin $0$ to point $t$ may be associated with the vector $\mathbf{t}$. Let this association define a mapping

$$\mathbb{C}() : T^\sim_{\mathbb{C}^n} \rightarrow \mathbb{C}^n \quad \mathbb{C}(T^\sim_{\mathbb{C}^n}) = \mathbb{C}^n$$

such that

$$\forall \ t \in T^\sim_{\mathbb{C}^n} : \quad t(0) = \mathbf{t} \quad \{0, \mathbf{t}\} \in \mathbb{C}^n \quad (1.29)$$

The action of $T^\sim_{\mathbb{C}^n}$ on $\mathbb{C}^n$ then maps to vector addition,

$$\forall \ t \in T^\sim_{\mathbb{C}^n}, \ \mathbf{v} \in \mathbb{C}^n \quad t(\mathbf{v}) = \mathbb{C}(t) + \mathbf{v} = \mathbf{t} + \mathbf{v}.$$  

In addition to invariance under translation, vector space $\mathbb{C}^n$ is also invariant under the action of $\text{GL}(n, \mathbb{C})$,

$$g : \mathbb{C}^n \rightarrow \mathbb{C}^n \quad \forall \quad g \in \text{GL}(n, \mathbb{C}).$$  

If vector space $\mathbb{C}^n$ is represented by the $n$-element complex column vectors, then the fundamental representation of $\text{GL}(n, \mathbb{C})$ is the space of nonsingular $n \times n$ complex matrices, acting on $\mathbb{C}^n$ by matrix multiplication from the left:

$$\{\mathbf{v}, \mathbf{w}\} \in \mathbb{C}^n \quad g \in \text{GL}(n, \mathbb{C}) \quad \mathbf{v} = \mathbf{v}^i \mathbf{e}_i \quad g = g^j_i \mathbf{e}_i \mathbf{e}_j \quad \mathbf{w} = g(\mathbf{v}) := g_j^i \mathbf{v}^i \mathbf{e}_i \Rightarrow \mathbf{w} = \mathbf{w}^i \mathbf{e}_i, \quad \mathbf{w}^i = g^j_i \mathbf{v}^j.$$  

These symmetries may also be identified on $\mathbb{C}^\wedge n$ and their representations constructed explicitly. For the translation group, elements are once again associated with the vector onto which they map the origin. That is, if the mapping from translation group elements to vectors on $\mathbb{C}^\wedge n$ is denoted $\mathbb{C}^\wedge$, then

$$\forall \ t \in T^\sim_{\mathbb{C}^\wedge n} : \quad t(0) = \mathbf{t} \quad \{0, \mathbf{t}\} \in \mathbb{C}^\wedge n \quad \mathbb{C}^\wedge(t) = t(0) = \mathbf{t} \mathbf{e}_i.$$  

The action of the translation group then corresponds to addition on the supernumbers,

$$\forall \ t \in T^\sim_{\mathbb{C}^\wedge n}, \ \mathbf{v} \in \mathbb{C}^\wedge n \quad t(\mathbf{v}) = \mathbb{C}^\wedge(t) + \mathbf{v} = \mathbf{t} + \mathbf{v}.$$  
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To describe the action of $GL(n, \mathbb{C})$ on $\mathbb{C}^n$, define
\[ X := \hat{e}_i \zeta^i \quad X^{-1} = \zeta_i \hat{e}^i \] (1.36)
where $X$ is a mapping from a vector $v_\zeta \in \mathbb{C}^n$ to a vector $v_e \in \mathbb{C}^n$,
\[ v_\zeta = v^i \zeta_i, \quad v_e = X(v_\zeta) = \hat{e}_i \zeta^i (v^j \zeta_j) = v^i \hat{e}_i. \] (1.37)
This allows the action of $GL(n, \mathbb{C})$ on the anticommuting vector space to be written
\[ \{v, w\} \in \mathbb{C}^n \quad g \in GL(n, \mathbb{C}) \]
\[ v = v^i \zeta_i \quad g = g^j_\zeta \hat{e}_i \hat{e}^j \]
\[ w = g(v) := (X^{-1}gX)v = g^j_\zeta v^i \zeta_i \]
\[ \Rightarrow w^i = g^j_\zeta v^j. \] (1.38)
The set of elements $\{X^{-1}gX\}$ also comprise a fundamental representation of $GL(n, \mathbb{C})$.
Vectors in $\mathbb{C}^n$ have so far been represented as tier-1 supernumbers. It is now convenient to introduce a column vector notation for vectors in $\mathbb{C}^n$, while preserving the anticommuting property of the supernumber representation. Given a vector $v \in \mathbb{C}^n$, $v = v^i \zeta_i$, define
\[ \bar{v} := \sum_i \zeta_i \hat{e}_i \zeta^i v. \] (1.39)
Object $\bar{v}$ is an anticommuting column vector, with the entry in row $i$ being $v^i \zeta_i$ (no sum over $i$). Its components are written $\bar{v}^i$. If $g$ is an element of the fundamental $n \times n$ complex matrix representation of $GL(n, \mathbb{C})$, its action on the anticommuting column vector representation of $\mathbb{C}^n$ is given by
\[ \{\bar{v}, \bar{w}\} \in \mathbb{C}^n \quad g \in GL(n, \mathbb{C}) \quad g = g^j_\zeta \hat{e}_i \hat{e}^j \]
\[ \bar{g}^i_j := g^j_\zeta \zeta^i \quad \text{(no sums over i or j)} \]
\[ \bar{w} = g(\bar{v}) := \bar{g} \bar{v} \quad \bar{w}^i = \bar{g}^i_j \bar{v}^j. \] (1.40)
The objects $\{\bar{g}^i_j\}$ consequently also form a fundamental matrix representation of $GL(n, \mathbb{C})$, which acts on the anticommuting column vector representation of $\mathbb{C}^n$ by matrix multiplication. Similarly, the action of $T_{\mathbb{C}^n}$ on this representation of $\mathbb{C}^n$ corresponds to addition of supernumber-valued vectors.

An advantage of using an index-based notation is that it can be used to eliminate dependency on left-to-right ordering. Where indices are paired, e.g. $j$ in the final line of Eq. (1.40), this indicates that the vector and covector (1-form) basis elements associated with these indices are contracted pairwise to yield a factor of 1 as per Eq. (1.19). Basis elements associated with unpaired indices are not contracted. The use of indices to denote pairwise contractions permits factors in tensor products to be freely reordered without ambiguity, and evaluation can always be achieved by restoring an ordering of the basis elements such that the forms all act to the right on the appropriate vectors, or are acted on through the use of $i$-notation (1.10) if preferred. In supernumber notation, residual (uncontracted) vector basis elements can be collected to the left of residual forms.

Now specialise to $n = 2$. Let $\vec{\theta}$ be a supernumber-valued column vector representation of a vector in $\mathbb{C}^n$, and for consistency with implicit spinor index contraction (1.1) let its components $\vec{\theta}^i$ be rewritten
\[ \vec{\theta}^i \rightarrow \vec{\theta}_\alpha \quad \alpha = i, \] (1.41)
where the vector is unbolded and the index is written low and greek. Similarly, let the numeric components $\theta^i$ in $\vec{\theta}^i$ be rewritten

$$\vec{\theta}^i = \theta^i \zeta_i \quad \rightarrow \quad \vec{\theta}_\alpha = \theta_\alpha \zeta_\alpha \quad \alpha = i$$

(no sum over $i$).

The arrow over $\vec{\theta}_\alpha$ is retained for now, to distinguish between the supernumber-valued vector ($\vec{\theta}_\alpha$) and its complex-valued numeric components ($\theta_\alpha$). Note that the positions of the indices on the anticommuting basis elements remain unchanged. The elements of $\text{GL}(2, \mathbb{C})$ are rewritten similarly, with the upper index being lowered and the lower index being raised,

$$\vec{g}^i_j \rightarrow \vec{g}^\beta_\alpha = g^{i\beta}_\alpha \zeta_i \zeta_\beta, \quad g^{i\beta}_\alpha = g^{i\beta}_{\alpha \gamma} \zeta_\alpha \zeta_\gamma, \quad \alpha = i, \beta = j,$$

and the resulting representation of $\text{GL}(2, \mathbb{C})$ acts by matrix multiplication as expected,

$$[\vec{g}(\vec{\theta})]_\alpha = \vec{g}_\beta^\alpha \vec{\theta}_\beta.$$  \hfill (1.44)

Next, decompose $\text{GL}(2, \mathbb{C})$ as

$$\text{GL}(2, \mathbb{C}) \cong \text{SL}(2, \mathbb{C}) \oplus \mathbb{R}_+ \oplus \text{U}(1).$$  \hfill (1.45)

For the fundamental matrix representation of $\text{GL}(2, \mathbb{C})$, the $U(1)$ subgroup corresponds to the phase of the matrix determinant and $\mathbb{R}_+$ to its magnitude. Collectively, $U(1) \oplus \mathbb{R}_+$ is the space of nonzero complex numbers. It is straightforward to construct the associated contragradient, conjugate, and contragradient conjugate representations of $\text{SL}(2, \mathbb{C})$ as per Ref. [44], and this is outlined below. Extension to $\text{GL}(2, \mathbb{C})$ then follows immediately as shown in Sec. 1: 3.2.3.

As per Ref. [44], the contragradient representation is constructed by introducing the number-valued totally antisymmetric tensor $\epsilon^{\alpha\beta}$ and its inverse $\epsilon_{\alpha\beta}$, $\epsilon^{12} = \epsilon_{21} = 1$, both of which are invariant under the action of $\text{SL}(2, \mathbb{C})$. For $\mathbb{C}^{\wedge 2}$ these tensors become

$$\epsilon^{\alpha\beta} = \epsilon^{\alpha\beta} \zeta_\alpha \zeta_\beta, \quad \epsilon_{\alpha\beta} = \epsilon_{\alpha\beta} \zeta_\alpha \zeta_\beta.$$  \hfill (1.46)

The index on $\vec{\theta}_\alpha$ may then be raised through

$$\vec{\theta}^\alpha := \epsilon^{\alpha\beta} \vec{\theta}_\beta.$$  \hfill (1.47)

If elements of the complex-valued fundamental matrix representation $\text{SL}(2, \mathbb{C}) \subset \text{GL}(2, \mathbb{C})$ are denoted $N_{\alpha}^\beta$ as in Ref. [44], then elements of the supernumber-valued matrix representation of $\text{SL}(2, \mathbb{C})$ are given by

$$\vec{N}_{\alpha}^\beta := N_{\alpha}^\beta \zeta_\alpha \zeta_\beta.$$  \hfill (1.48)

By unimodularity, $(N^{-1})_{\alpha}^\beta = (N^T)_{\alpha}^\beta$ and thus equivalent representations of $\text{SL}(2, \mathbb{C})$ act on $\vec{\theta}_\alpha$ from the left and on $\vec{\theta}^\alpha$ from the right,

$$\vec{\theta}^\alpha = \vec{N}_{\alpha}^\beta \vec{\theta}_\beta,$$

$$\vec{\theta}^\alpha = \vec{\theta}^\beta (\vec{N}^{-1})_{\beta}^\alpha,$$
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where $\vec{N}^{-1}$ is defined by
\[ \vec{N}_{\gamma}^{\beta} (\vec{N}^{-1})_{\alpha}^{\gamma} = \delta_{\gamma}^{\alpha} \zeta_{\alpha} \zeta_{\gamma}. \tag{1.51} \]

To obtain the conjugate and contragradient conjugate representations, first identify
\[ \vec{\theta} := (\vec{\theta})^\dagger \]
\[ \vec{\theta}_{\alpha} = (\theta_{\alpha})^* \quad | \quad \alpha = \dot{\alpha}. \tag{1.52} \]

The conjugation operator $^\dagger$ maps vectors into their duals, e.g. row vectors into column vectors, and thus it also interchanges elements of $\Lambda_\mathbb{C}^2_\mathbb{Z}$ and $\Lambda_\mathbb{C}^*$. Consequently $\vec{\theta}_{\alpha}$ is an element of a row vector which takes a value in $\Lambda_\mathbb{C}^2$,\[ \dot{\theta}_{\alpha} = \theta_{\alpha} \zeta_{\alpha} \Rightarrow \vec{\theta}_{\alpha} = (\theta_{\alpha})^* \zeta_{\alpha} \quad | \quad \alpha = \dot{\alpha}. \tag{1.53} \]

Next, introduce
\[ \varepsilon_{\dot{\alpha}\beta} = \varepsilon_{\dot{\alpha} \beta} \zeta_{\dot{\alpha}} \zeta_{\beta} \quad (\text{no sums over } \dot{\alpha}, \beta) \tag{1.54} \]
and write
\[ \vec{\varepsilon}_{\dot{\alpha}} := \varepsilon_{\dot{\alpha} \beta} \vec{\theta}_{\beta}. \tag{1.55} \]

The corresponding representations of $\text{SL}(2,\mathbb{C})$ are obtained by taking the conjugate of $\vec{N}$,
\[ \vec{N}^\dagger_{\gamma} := (\vec{N}_{\alpha}^{\gamma})^\dagger \quad | \quad \alpha = \dot{\alpha}, \beta = \dot{\beta}. \tag{1.56} \]

These act as
\[ \vec{\theta}_{\alpha}^* = \theta_{\alpha} \zeta_{\alpha} \Rightarrow \vec{\theta}_{\alpha}^* = (\theta_{\alpha})^* \zeta_{\alpha} \quad | \quad \alpha = \dot{\alpha}. \tag{1.57} \]
\[ \vec{\theta}^* = (\vec{N}^{-1})_{\beta}^{\alpha} \vec{\theta}_{\beta}. \tag{1.58} \]

A further simplification of notation may now be obtained by recognising that on objects bearing arrows:

1. A lowered undotted greek index e.g. $\alpha$ is always associated with the corresponding generator on $\Lambda_2^\mathbb{C}$, $\zeta_{\alpha}$.
2. A raised undotted greek index e.g. $\alpha$ is always associated with the corresponding generator on $\Lambda_2^\mathbb{C}^*$, $\zeta_{\alpha}$.
3. A lowered dotted greek index e.g. $\dot{\alpha}$ is always associated with the corresponding generator on $\Lambda_2^\mathbb{C}^*$, $\zeta_{\dot{\alpha}}$.
4. A raised dotted greek index e.g. $\dot{\alpha}$ is always associated with the corresponding generator on $\Lambda_2^\mathbb{C}$, $\zeta_{\dot{\alpha}}$.

This allows immediate reconstruction of objects such as $\varepsilon_{\alpha\beta}$ and $\varepsilon_{\dot{\alpha}\beta}$ from their components ($\varepsilon_{\alpha\beta}$ and $\varepsilon_{\dot{\alpha}\beta}$ respectively). It is therefore convenient to drop the arrows,
\[ \varepsilon_{\alpha\beta} \rightarrow \varepsilon_{\alpha\beta}, \tag{1.59} \]
and recognise that in the context of a model on $\mathbb{C}^\wedge^2$ an object carrying greek indices also carries the associated generators of $\Lambda_2^\mathbb{C}$ and $\Lambda_2^\mathbb{C}^*$. 
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### 1:3.2 Anticommuting and commuting manifolds

#### 1:3.2.1 Anticommuting manifold \( C^\wedge 2 \)

The anticommuting objects \( \theta^\alpha, \theta^{\dot{\alpha}}, \theta^{\dot{\alpha}}, \theta^{\dot{\alpha}} \) are all acted on by representations of \( \text{SL}(2, \mathbb{C}) \), and may thus be thought of as anticommuting two-component Weyl spinors. All of these sets of objects are interconvertible through combinations of index raising, lowering, and Hermitian conjugation, and thus to obtain a set of co-ordinates covering all \( C^\wedge 2 \) it suffices to take \( \{ \theta_\alpha \} \).

The tensor \( \varepsilon^{\alpha\beta} \) then acts as a metric, allowing definition of the (complex) interval

\[
ds^2 = \varepsilon^{\alpha\beta} d\theta_\beta d\theta_\alpha, \tag{1.60}\]

and together the vector space \( C^\wedge 2 \) and metric \( \varepsilon^{\alpha\beta} \) define a manifold, also denoted \( C^\wedge 2 \).

#### 1:3.2.2 Mapping to \( \mathbb{R}^{1,3} \)

Now introduce the sigma matrices, \( \sigma_{\mu\dot{\alpha}} \). On vector space \( C^\wedge 2 \) these implicitly incorporate elements of the anticommuting bases as described above, for example

\[
\sigma_0 = \begin{pmatrix} 1 \cdot \zeta_1 \zeta_1^1 & 0 \cdot \zeta_1 \zeta_2^2 \\ 0 \cdot \zeta_2 \zeta_1^1 & 1 \cdot \zeta_2 \zeta_2^2 \end{pmatrix} = \begin{pmatrix} \zeta_1 \zeta_1^1 & 0 \\ 0 & \zeta_2 \zeta_2^2 \end{pmatrix}. \tag{1.61}\]

Recall that \( \text{SL}(2, \mathbb{C}) \) is a double cover of \( \text{SO}^+(1,3) \), the proper orthochronous Lorentz group, so any element \( N \in \text{SL}(2, \mathbb{C}) \) may be mapped to an element \( \Lambda(N) \in \text{SO}^+(1,3) \). It may then be observed that \( \sigma_\mu \) is invariant under the action of \( N \)

\[
\sigma_\mu \rightarrow N \sigma_\nu N^\dagger [\Lambda(N)^{-1}]_{\nu\mu}. \tag{1.62}\]

The sigma matrices may be used to construct a mapping from co-ordinates on vector space \( C^\wedge 2 \) to co-ordinates on a vector space isomorphic to \( \mathbb{R}^{4} \). The sigma matrices encode the Minkowski metric [44, pp. 11-12], and thus it is expected that such a mapping will be from manifold \( C^\wedge 2 \) to \( \mathbb{R}^{1,3} \),

\[
\mathcal{F} : C^\wedge 2 \rightarrow \mathbb{R}^{1,3}. \tag{1.63}\]

As an initial candidate for \( \mathcal{F} \), consider the mapping

\[
\mathcal{F}(\theta) = -\frac{1}{2} \bar{\sigma}^\mu \theta = : x^\mu. \tag{1.64}\]

where the factor of \( -\frac{1}{2} \) is introduced for later convenience. Using Eq. (1.62), an \( \text{SL}(2, \mathbb{C}) \) transformation on \( \theta \) induces the associated \( \text{SO}^+(1,3) \) transformation on \( x^\mu \),

\[
\theta_\alpha \rightarrow (N\theta)_\alpha \Rightarrow x^\mu \rightarrow x^\nu [\Lambda(N)]_{\nu\mu}. \tag{1.65}\]

Mapping \( \mathcal{F} \) therefore satisfies Eq. (1.63). Similarly, a translation on \( C^\wedge 2 \) is readily seen to induce a translation (possibly null) on \( \mathbb{R}^{1,3} \). Less conveniently, however, mapping \( \mathcal{F} \) is insensitive to transformations which multiply \( \theta \) by a phase. To capture this phase, define the periodic co-ordinate

\[
\alpha = \frac{\theta}{|\theta|}, \tag{1.66}\]

and map \( \alpha \) to a linear co-ordinate \( \tau \) using

\[
\tau = \pm \ln \left[ \pm \frac{i}{\pi} \ln (\alpha) \right] \tag{1.67}\]
where $i \ln (\alpha)$ is chosen to lie in the range $(−\pi, \pi]$. As $\alpha$ ranges from $\exp(-i\pi)$ to $\exp(i\pi)$, $\tau$ ranges from 0 to $−\infty$ then from $+\infty$ to 0. This degree of freedom is isomorphic to $\mathbb{R}$, and is projected out by mapping $F$, so 4-vector $x^\mu$ retains at most three real degrees of freedom. Also note that the mapping from $\theta$ to $\tau$ is a double cover, as $\alpha$ is invariant under $\theta \rightarrow -\theta$.

On $\mathbb{C}^\wedge 2$, considering co-ordinate basis $\theta$ as a four-dimensional real vector space, the vectors

$$
\begin{pmatrix}
1 \\
0
\end{pmatrix}, \quad \frac{1}{\sqrt{2}} \begin{pmatrix}
1 \\
1
\end{pmatrix}, \quad \frac{1}{\sqrt{2}} \begin{pmatrix}
1 \\
i
\end{pmatrix}
$$

(1.68)

over a real field are linearly independent and can construct any vector in $\mathbb{C}^\wedge 2$ up to an overall phase. Under mapping $F$, these vectors map to

$$
-\frac{1}{2} \begin{pmatrix}
1 \\
0 \\
1
\end{pmatrix}, \quad -\frac{1}{2} \begin{pmatrix}
1 \\
1 \\
0
\end{pmatrix}, \quad -\frac{1}{2} \begin{pmatrix}
1 \\
0 \\
1
\end{pmatrix}
$$

(1.69)

forming a linearly independent co-ordinate basis for the past light cone in the co-ordinate sector defined by

$$
x^1 \leq 0 \quad x^2 \leq 0 \quad x^3 \leq 0,
$$

(1.70)

henceforth the “negative-$x$ sector”.

Eight such co-ordinate patches, related by 90° rotations, suffice to ensure that all of $\mathbb{R}^{1,3}$ lies within the negative-$x$ sector of some co-ordinate patch. As the 90-degree rotations are contained within $\text{SO}^+(1,3)$, and thus within $\text{SL}(2,\mathbb{C})$, corresponding rotations may also be identified on $\mathbb{C}^\wedge 2$. Extend the definition of mapping $F$ using these eight co-ordinate patches, such that at all points it takes form (1.64) in the co-ordinate patch in which $x^1$, $x^2$, and $x^3$ are all negative. Mapping $F$ is now a many-to-one mapping from $\mathbb{C}^\wedge 2$ to the past light cone of the origin of $\mathbb{R}^{1,3}$.

To escape the restriction to the past light cone, first adopt a preferred rest frame. Restrict attention to the submanifold $\mathbb{R}^{1−3}$ defined by $x^0 \leq 0$ in that frame, and replace the previous definition of $F$ in the negative-$x$ sector with

$$
F(\theta) = -\frac{1}{2} (\overline{\sigma}^\mu \theta + T^\mu) =: x^\mu
$$

$$
T^\mu := \delta^{\mu\rho} \left[\sqrt{(\overline{\sigma}^\sigma_\rho \theta)^2 + 4s^2} - \overline{\sigma}^\sigma_\rho \theta\right]
$$

(1.71)

where where $\tau$ is defined in Eq. (1.67). Co-ordinate rotations by 90° extend this mapping to the entirety of $\mathbb{R}^{1−3}$. The value of $\tau$ goes to zero on the surface $x^0 = 0$, while the value of $s$ corresponds to the interval between a point and the origin of $\mathbb{R}^{1,3}$. The entirety of $\mathbb{R}^{1−3}$ is then covered by the $\mathbb{R}^3$ parameterisation of the past light cone, plus half of the range of parameter $\tau$ (corresponding to $\tau > 0$). Although it is useful to make $s^2$ explicit as per Eq. (1.71), $x^\mu$ in the negative-$x$ sector may also be written more concisely as

$$
x^\mu := -\frac{1}{2} [\overline{\sigma}^\sigma_\rho \theta + \delta^{\mu\rho} (\tau - \overline{\sigma}^\sigma_\rho \theta)].
$$

(1.72)

Next, reintroduce the other half of $\mathbb{R}^{1,3}$. This is a time-reflected copy of $\mathbb{R}^{1−3}$, denoted $\mathbb{R}^{1+,3}$, and defined by $x^0 \geq 0$. When $\tau < 0$, map a co-ordinate $\theta$ to $\mathbb{R}^{1+,3}$ instead of $\mathbb{R}^{1−,3}$ by first performing mapping $F$ then taking $x^0 \rightarrow -x^0$.
Let Eq. (1.72) in the negative-x sector, its 90° rotations within ℝ_{1−,3}, and their time
transformations onto ℝ_{1+,3} collectively comprise the full definition of mapping \( F \), which is onto by
construction. The coefficients of the vectors of Eqs. (1.68) and (1.69) are in 1:1 correspondence
in each octant, and as observed below Eq. (1.67), co-ordinates \( \theta \) have a 2:1 mapping onto \( \alpha \). Thus \( F : \mathbb{C}^2 \rightarrow \mathbb{R}^{1,3} \) is a double cover.

It is also clear that the form of mapping \( F \) given in Eq. (1.72) is not invariant under boost. However, having initially adopted a preferred inertial frame in which to write mapping \( F \) in a
given sector, it may readily be reexpressed in a different rest frame by recognising that under
\( \theta \rightarrow N \theta \), \( T^\mu \) in Eq. (1.71) transforms as a 4-vector,

\[
T^\mu \rightarrow T^\nu \Lambda^\mu_\nu. \tag{1.73}
\]

### 1:3.2.3 Symmetries of \( \mathbb{C}^2 \) and \( \mathbb{R}^{1,3} \)

So far, only the mapping of SL(2, \( \mathbb{C} \)) from \( \mathbb{C}^2 \) to \( \mathbb{R}^{1,3} \) has been explicitly addressed. Extension
to GL(2, \( \mathbb{C} \)) is relatively straightforward. Invariance of \( \mathbb{C}^2 \) under proper rescaling

\[
\theta \rightarrow f \theta \quad f \in \mathbb{R}^+ \tag{1.74}
\]

maps to invariance of \( \mathbb{R}^{1,3} \) under proper rescaling

\[
x^\mu \rightarrow f^2 x^\mu \quad f^2 \in \mathbb{R}^+, \tag{1.75}
\]

while invariance of \( \mathbb{C}^2 \) under the action of the U(1) subgroup maps to invariance of \( \mathbb{R}^{1,3} \) under an
unusual transformation which cycles surfaces of equal interval. On transitioning from positive to
negative \( s^2 \) these surfaces appear to transition from a connected manifold to a disjoint bipartite
manifold, but this is an artefact of the coordinate system introduced in Eq. (1.67) and both
groups of surfaces are closed and connected on the 1,3-generalisation of the Riemann sphere.

Elements of the translation group on \( \mathbb{C}^2 \) are identified with position vectors on \( \mathbb{C}^2 \). Under
mapping \( F \) these map directly to position vectors on \( \mathbb{R}^{1,3} \), and thence to translations on \( \mathbb{R}^{1,3} \).

Since \( F \) is 2:1, \( T_{\mathbb{C}^2}^2 \) is a double cover of \( T_{\mathbb{R}^{1,3}}^4 \).

Drawing all of this together, the symmetries of \( \mathbb{C}^2 \) and \( \mathbb{R}^{1,3} \) may be written

\[
\mathbb{C}^2 : \quad \text{SL}(2, \mathbb{C}) \oplus T_{\mathbb{C}^2}^2 \oplus \mathbb{R}^+ \oplus U(1) \tag{1.76}
\]

\[
\mathbb{R}^{1,3} : \quad \text{SO}^+(1, 3) \oplus T_{\mathbb{R}^{1,3}}^4 \oplus \mathbb{R}^+ \oplus \mathbb{R} \tag{1.77}
\]

where \( \text{SL}(2, \mathbb{C}) \oplus T_{\mathbb{C}^2}^2 \) on \( \mathbb{C}^2 \) is the universal cover of the Poincaré group \( \text{SO}^+(1, 3) \oplus T_{\mathbb{R}^{1,3}}^4 \) on \( \mathbb{R}^{1,3} \).

Invariance of \( \mathbb{C}^2 \) under proper rescalings maps to invariance of \( \mathbb{R}^{1,3} \) under proper rescalings,
and invariance of \( \mathbb{C}^2 \) under multiplication of coordinates by a phase maps to invariance of \( \mathbb{R}^{1,3} \)
under the transformation relating surfaces of equal interval, parameterised by \( s^2 \) in Eq. (1.71)
where \( s^2 \) ranges over all of \( \mathbb{R} \).

### 1:3.2.4 Representations of \( \mathbb{C}^n \) vector spaces

The space of anticommuting vectors \( \mathbb{C}^n \) is defined as \( \text{Span}\{\epsilon_i \in \Lambda^C_n | \mathbb{C}\} \subset \Lambda^C_n \subset \Lambda_\infty \), where
\( \text{Span}\{\ldots | F\} \) specifies that the span is over a field \( F \). This locates vector space \( \mathbb{C}^n \) as a subspace
of the supernumbers. Further, on introducing an outer product operation, the space of all \( k \)-vectors
is also a subspace of \( \Lambda^C_{e} \): For \( k_0 \) a specific value of \( k \), the space of \( k_0 \)-vectors corresponds
to the space of tier-\( k_0 \) supernumbers in \( \Lambda^C_{e} \).

While vector space \( \mathbb{C}^n \) can be realised as a subspace of \( \Lambda_\infty \), the space of supernumbers,
manifold \( \mathbb{C}^n \) may be recognised as a subspace of \( \mathbb{R}^{4|4} \). In this context the real co-ordinate
is restricted to a single point on the Minkowski submanifold e.g. \( \mathbb{R}^{4|4}|_{x=(0,0,0,0)} \), and the \( \mathbb{C}^n \) manifold is a subspace of the supersymmetric extension of that point.

It may also be illuminating to provide a less abstract construction for \( \mathbb{C}^n \). To this end, consider an \( \mathbb{C}^n \) manifold whose co-ordinates are complex vectors, let \( T\mathbb{C}^n \) be the space of vectors tangent to \( \mathbb{C}^n \), and let \( T^*\mathbb{C}^n \) be the space of covectors, or 1-forms. The basis of \( T^*\mathbb{C}^n \) may be equipped with an anticommuting (wedge) product to allow the construction of higher-order differential forms, and the algebra (over a real field) of all differential forms over \( \mathbb{C}^n \) is then a subalgebra of \( \Lambda^n \). The 1-forms \( dx^i \) anticommute under the action of the wedge product. Noting that in this model it is never necessary to add \( k \)-vectors with different values of \( k \), or \( p \)-forms with different values of \( p \), it follows that an equivalence may be identified,

\[
\mathbb{C}^n \leftarrow \{1, \{\zeta_i \in \Lambda_n|\ i \in \mathbb{Z}_n\}; ; +; \mathbb{C}\}
\]

(1.78)

That is, \( \mathbb{C}^n \) is the space of 1-forms cotangent to \( \mathbb{C}^n \), viewed as a vector space.

### 1:3.2.5 Pullback from \( M \subset \mathbb{C}^{n} \) to \( \mathbb{R}^{1,3} \)

It now useful to define a restriction of mapping \( \mathcal{F} \) to a submanifold \( M \subset \mathbb{C}^{n} \), where \( M \) is chosen such that \( \mathcal{F} : M \rightarrow \mathbb{R}^{1,3} \) is both 1:1 and onto. Use \( \mathcal{G} \) to denote the restriction of \( \mathcal{F} \) to manifold \( M \). By construction, \( \mathcal{G} \) is an isomorphism. It therefore has an associated pullback

\[
\mathcal{G}^{-1}[f^{\alpha \alpha'}(\theta, \phi) d\theta \wedge d\phi] = f_{\mu}(x) dx^\mu
\]

(1.79)

where \( dx^\mu \) are the 1-forms corresponding to infinitesimal translations on \( \mathbb{R}^{1,3} \), and satisfy

\[
dx^\mu = -\frac{1}{2}[\bar{\sigma}^{\mu \alpha} d\theta + \delta^{\mu 0} d(\tau - \bar{\sigma}^{\alpha 0})]
\]

(1.80)

\[
dx_1^\mu := -\frac{1}{2} \bar{\sigma}^{\mu \alpha} d\theta 
\]

On performing an infinitesimal translation on \( \mathbb{C}^{n} \),

\[
\theta \rightarrow \theta + d\theta,
\]

(1.82)

the term \( dx_1^\mu \) is a shift in co-ordinates \( x^\mu \) along a surface of constant interval with respect to the origin. This shift also induces a change in \( \tau \), since \( \tau \) is not in general constant on these surfaces. The remainder of Eq. (1.80), \( dx_\phi^\mu \), then further breaks down into two parts. The first is the overall change in \( \tau \), and the second offsets the portion of the change in \( \tau \) which is attributable to translation along a surface of constant interval. Combining these terms, the whole of \( dx_\phi^\mu \) is thus purely a function of co-ordinate \( \alpha \), the phase of \( \theta \).

### 1:3.3 Real scalar fields

#### 1:3.3.1 Real scalar fields on \( \mathbb{C}^{n} \)

Now let there exist a set of \( N \) real unitless classical scalar fields on \( \mathbb{C}^{n} \), each of which may be written as the action of a 1-form on the co-ordinate vector, i.e.

\[
\varphi_q = \varphi_q(\theta) \quad |\ q \in \{1, \ldots, N\}.
\]

(1.83)
Although $\varphi_q$ is a complex 1-form, by construction the field $\varphi_q$ is real. In terms of numerical components, $\varphi_q$ is therefore conventionally written as a function of both $\theta^\alpha$ and $\bar{\theta}_\dot{\alpha}$, i.e. $\varphi_q(\bar{\theta}, \theta)$.

Exploiting the anticommuting nature of co-ordinates on $\mathbb{C}^{\wedge 2}$, Taylor expansion of any such field $\varphi_q(\bar{\theta}, \theta)$ may be performed exactly to yield

$$\varphi_q(\bar{\theta}, \theta) = c_q(0,0) + \sum_{i=1}^{2} \left( \prod_{k=1}^{i} \theta^\alpha \right) [c_q(i,0)]_{\alpha_1\ldots\alpha_i} + \sum_{j=1}^{2} \left( \prod_{l=1}^{j} \bar{\theta}_{\dot{\alpha}} \right) [c_q(0,j)]_{\dot{\alpha}_1\ldots\dot{\alpha}_j}$$

(1.84)

$$+ \sum_{i=1}^{2} \sum_{j=1}^{2} \left( \prod_{k=1}^{i} \theta^\alpha \right) \left( \prod_{l=1}^{j} \bar{\theta}_{\dot{\alpha}} \right) [c_q(i,j)]_{\alpha_1\ldots\alpha_i, \dot{\alpha}_1\ldots\dot{\alpha}_j}$$

where coefficient $c_q^{(i,j)}$ carries $i$ holomorphic and $j$ antiholomorphic indices which are contracted with the co-ordinate spinors, e.g.

$$\ldots + \bar{\theta}_j \theta^\alpha \theta^\beta [c_q^{(2,1)}]_{\alpha\beta} + \ldots$$

(1.85)

Counting the incidence of spinor co-ordinates $(\bar{\theta}, \theta)$, it is easy to see that under mapping to $\mathbb{R}^{1,3}$ each excitation may depend at most quadratically on $x^\mu$. The pullback of a form $\varphi_q$ to $\mathbb{R}^{1,3}$, and hence the mapping of a field $\varphi_q(\bar{\theta}, \theta)$ to $\mathbb{R}^{1,3}$, is therefore not normalised on any spacelike submanifold.

For a single real scalar field $\varphi_q$ the configuration space is seen from Eq. (1.84) to be $\mathbb{R}^{9}$. The configuration space of the entire system is then the tensor product of the configuration spaces of the $N$ real scalar fields, giving a configuration space isomorphic to $\mathbb{R}^{9N}$. However, as an assumption of the model, let the fields themselves be physically distinct. Thus, although a field configuration may be specified in any co-ordinate system on $\mathbb{R}^{3,2}$, the configuration space is seen from Eq. (1.84) to $\mathbb{R}^{9}$

$$\mathbb{R}^{9N} \rightarrow (\mathbb{R}^{9})^\otimes N$$

(1.86)

where each $\mathbb{R}^{9}$ subspace corresponds to the parameter space of a distinct physical field. In other words, active linear mixing of the fields does not yield an equivalent state on $\mathbb{C}^{\wedge 2}$. One consequence of this assumption is that for a given field configuration, the quantity

$$\prod_{q=1}^{N} \varphi_q(x)$$

(1.87)

is well-defined at each point on $\mathbb{R}^{1,3}$.

Regarding this physically favoured set of fields $\{\varphi_q\}$, in Sec. 1:3.3.1 the centre of a field on $\mathbb{R}^{1,3}$ is defined as the point at which its derivatives on $\mathbb{R}^{1,3}$ vanish (provided this point is unique). It is reasonable but not obligatory to consider configurations in which all fields $\{\varphi_q\}$ have centres, and the centres of the fields form a regular lattice on some submanifold of $\mathbb{R}^{1,3}$, perhaps corresponding to the entirety of $\mathbb{R}^{1,3}$. The grid of field centres is then conceptually analogous to pixels of the analogue model. The existence of a favoured set of fields $\{\varphi_q\}$ enables the number of field centres on a given submanifold of $\mathbb{R}^{1,3}$ to be a well-defined quantity.

1:3.3.2 Pullbacks of individual fields onto $\mathbb{R}^{1,3}$

As per Sec. 1:3.3.1, the fundamental fields of the model are scalar fields on $\mathbb{C}^{\wedge 2}$, expressed as 1-forms acting on the co-ordinate vector. Manifold $\mathbb{C}^{\wedge 2}$ is timeless, and specifying the power
series expansion of each field $\varphi_q$ fixes the values of the fields over all $C^{\wedge 2}$. In addition to the fundamental, unitless scalar fields $\{\varphi_q(\bar{\theta}, \theta)\}$, one may also describe gradient fields of the general form

$$\left( \prod_i \partial_{\alpha_i} \right) \left( \prod_j \bar{\partial}_{\alpha_j} \right) \varphi_q(\bar{\theta}, \theta)$$  \hspace{1cm} (1.88)

where there are between one and four Grassmann derivative operators present (made up of between zero and two chiral derivatives $\partial_{\alpha_i}$, and between zero and two conjugate chiral derivatives $\bar{\partial}_{\alpha_j}$). These fields are not independent of the unitless scalar fields, being completely fixed by full knowledge of $\{\varphi_q(\bar{\theta}, \theta)\}$.

On mapping from $C^{\wedge 2}$ to $\mathbb{R}^{1,3}$, specification of the fields $\{\varphi_q(\bar{\theta}, \theta)\}$ likewise fully constrains the values of $\{\varphi_q(x)\}$ and all derivatives across all of $\mathbb{R}^{1,3}$. However, when working on manifolds with a time axis it is more usual to introduce a Lagrangian and confine attention to a Cauchy surface $C$. To fully describe a set of fields across all of $\mathbb{R}^{1,3}$, it then suffices to specify on $C$ both the family of fields under study and their derivatives. In conjunction with an appropriate Lagrangian on $\mathbb{R}^{1,3}$, this once again fully constrains those fields across all of $\mathbb{R}^{1,3}$. The construction of such a set of fields, derivative operators, and Lagrangian begins here, and is completed in Sec. 1:3.5.

Recall that co-ordinates $x^\mu$ are defined through Eq. (1.72). Requiring

$$\partial_\mu x^\nu = \delta^\nu_\mu$$  \hspace{1cm} (1.89)

implies that the elements of derivative operator $\partial_\mu$ on $\mathbb{R}^{1,3}$ (enumerated by $\mu$) may be identified with the expressions on $C^{\wedge 2}$

$$\partial_\mu := \bar{\partial}_\alpha \varphi^{\alpha \mu} \partial_{\alpha}.$$  \hspace{1cm} (1.90)

This operator is not chiral, but acts independently on the holomorphic and antiholomorphic spinors in $x^\mu$. It is well-defined across all of $C^{\wedge 2}$ and thus all of $\mathbb{R}^{1,3}$, is real (hermitian), and satisfies Eq. (1.89). An infinitesimal translation on $C^{\wedge 2}$ maps to an infinitesimal translation on $\mathbb{R}^{1,3}$, and thus Eq. (1.90) is a satisfactory derivative operator on $\mathbb{R}^{1,3}$. However, it is also possible to construct another two linearly independent derivative operators on $\mathbb{R}^{1,3}$. These operators are chiral, being sensitive to changes in U(1) co-ordinate $\alpha$, they are scalar, and they form a conjugate pair. They are defined as

$$\partial_U := \partial^\alpha \partial_{\alpha}, \quad \bar{\partial}_U := \bar{\partial}_{\alpha} \bar{\partial}^\alpha$$  \hspace{1cm} (1.91)

and will be used in addition to $\partial_\mu$.

Next, note that repeated application of $\partial_\mu$ to $\varphi_q$ on $\mathbb{R}^{1,3}$ yields the values of the nonchiral derivatives $\bar{\partial}_\alpha \partial_{\alpha} \varphi_q$ and $\bar{\partial}_\alpha \bar{\partial}_{\alpha} \partial_{\beta} \varphi_q$ on $C^{\wedge 2}$ but provides no access to the chiral derivatives of $\varphi_q$. However, if new fields are defined on $\mathbb{R}^{1,3}$ according to

$$\left[ \psi_q^\alpha (x) \right]_{\mathbb{R}^{1,3}} := [\partial^\alpha \varphi_q(\bar{\theta}, \theta)]_{C^{\wedge 2}}$$  \hspace{1cm} (1.92)

$$\left[ \bar{\psi}_q^a (x) \right]_{\mathbb{R}^{1,3}} := [\bar{\partial}_a \varphi_q(\bar{\theta}, \theta)]_{C^{\wedge 2}}$$  \hspace{1cm} (1.93)

$$\left[ H_q^{\alpha \beta} (x) \right]_{\mathbb{R}^{1,3}} := [\partial^\alpha \partial^\beta \varphi_q(\bar{\theta}, \theta)]_{C^{\wedge 2}}$$  \hspace{1cm} (1.94)

$$\left[ \bar{H}_{qa\beta} (x) \right]_{\mathbb{R}^{1,3}} := [\bar{\partial}_a \bar{\partial}_{\beta} \varphi_q(\bar{\theta}, \theta)]_{C^{\wedge 2}}$$  \hspace{1cm} (1.95)

and the notation is introduced

$$\varphi_{q\mu} := -i \partial_\mu \varphi_q,$$  \hspace{1cm} (1.96)
then the following fields on $\mathbb{R}^{1,3}$ correspond to $\varphi_q$ and its full family of derivative fields (1.88):

$$
\begin{align*}
\varphi_q & \quad \varphi_{q\mu} \\
\psi^{\mu} & \quad \psi^{\mu}_{q\alpha} \\
H_{\alpha\beta}^{q} & \quad \Pi_{\alpha\beta}^{q}.
\end{align*}
$$

To construct a Lagrangian, note that on $\mathbb{C}^{\lambda^2}$ all derivatives of higher order than those shown in Eq. (1.97) must vanish. This follows from anticommutation of Grassmann derivative operators acting on any field $\Phi$

$$
\partial^{\alpha} \partial^{\beta} \Phi = - \partial^{\beta} \partial^{\alpha} \Phi \quad (1.98)
$$

where $\Phi$ is arbitrary, so may itself carry indices or be a derivative, e.g. $\Phi \equiv \partial^{\alpha} \varphi_q$. Sufficiently high-order derivatives necessarily contain repeated spinor indices on either or both of the holomorphic and antiholomorphic sectors ($\partial^{\alpha}$ and $\overline{\partial}_{\dot{\alpha}}$), and thus when $\Phi$ contains a spinor derivative $\partial^{\alpha}$, Eq. (1.98) evaluates to zero.

In keeping with power series expansion (1.84), a field $\varphi_q$ therefore satisfies the constraints

$$
\begin{align*}
\partial_{\nu} \partial_{\rho} \varphi_{q\nu} & = 0 \quad (1.99) \\
\partial_{\nu} \partial_{\rho} \varphi_{q\rho} & = 0 \quad (1.100) \\
\partial_{\nu} \partial_{\dot{\alpha}} \varphi_{q\nu} & = 0 \quad (1.101) \\
\partial_{\nu} \partial_{\dot{\beta}} \varphi_{q\nu} & = 0 \quad (1.102) \\
\partial_{\nu} \overline{\partial}_{\dot{\alpha}} \partial_{\dot{\beta}} \varphi_{q\nu} & = 0 \quad (1.103)
\end{align*}
$$

for which the corresponding single-species constraints on $\mathbb{R}^{1,3}$ are

$$
\begin{align*}
i \partial_{\mu} \partial_{\nu} (\varphi_{q\nu}) & = 0 \quad (1.104) \\
\partial_{\nu} (\partial_{\mu} \psi^{\mu}_{q\alpha}) & = 0 \quad (1.105) \\
\partial_{\mu} (\partial_{\nu} \overline{\psi}_{\dot{q}q\alpha}) & = 0 \quad (1.106) \\
\partial_{\nu} (H_{\alpha\beta}^{q}) & = 0 \quad (1.107) \\
\partial_{\mu} (\overline{\Pi}_{\alpha\beta}^{q}) & = 0. \quad (1.108)
\end{align*}
$$

These contain as a subset the constraints

$$
\begin{align*}
(g^{\mu\rho} g^{\nu\sigma} - g^{\mu\sigma} g^{\nu\rho}) \partial_{\mu} \partial_{\nu} (\varphi_{q\rho}) & = \Delta^{\alpha\rho} \varphi_{q\rho} = 0 \quad (1.109) \\
\bar{\partial}^{*\alpha} (\partial_{\nu} \psi^{\mu}_{q\alpha}) & = 0 \quad (1.110) \\
\bar{\partial}_{\alpha\alpha} (\partial_{\nu} \psi^{\mu}_{q\alpha}) & = 0 \quad (1.111) \\
\Box H_{\dot{q}} = 0 \quad H_{\dot{q}} = \varepsilon^{\beta\alpha} H_{\alpha\beta} \\
\Box H_{\dot{q}}^{*} = 0 \quad H_{\dot{q}}^{*} = (H_{\dot{q}}^{*})^{*} = \varepsilon_{\dot{\beta}\dot{\alpha}} H_{\dot{q}}^{\dot{\beta}} \overline{\Pi}_{\dot{\alpha}\dot{\beta}}^{q}, \quad (1.112)
\end{align*}
$$

which are readily seen to be the equations of motion arising from a Lagrangian of the form

$$
\mathcal{L}_{q} = \frac{K_{q}^{(1)}}{2} \varphi_{q\mu} \Delta^{\mu\nu} \varphi_{q\nu} + i K_{q}^{(2)} (\partial_{\mu} \psi^{\mu}_{q}) \bar{\partial} (\partial_{\nu} \psi^{\mu}_{q}) + K_{q}^{(3)} H_{\alpha\beta}^{q} \Box H_{\alpha\beta}^{q}, \quad (1.114)
$$
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where the \( K_{3}^{(1)} \) are numerical constants.

However, this family of constraints may be rewritten in a more useful form. Noting that the fields \( H_{q}^{\alpha \beta} \), and \( \bar{\Pi}_{q \alpha \beta} \) are themselves defined in terms of derivative operators, that

\[
\partial_{\mu} \partial_{\nu} \equiv -\frac{1}{2} \eta_{\mu \nu} \partial \partial \partial \partial \equiv -\frac{1}{2} \eta_{\mu \nu} \partial U \partial U,
\]

and that \( \partial U \) is linearly independent of \( \partial_{\mu} \) and thus

\[
\partial U \partial_{\mu} \varphi_{q} = \partial_{\mu} \partial U \varphi_{q} = \frac{1}{\varphi_{q}} (\partial U \varphi_{q}) (\partial_{\mu} \varphi_{q}),
\]

any pair of derivative operators \( \partial_{\mu} \partial_{\nu} \) in term 1 of Eq. (1.114) may be replaced according to the rule

\[
\partial_{\mu} \partial_{\nu} \rightarrow -\frac{\eta_{\mu \nu}}{2 \varphi_{q}} H_{q}^{*} H_{q}
\]

to yield alternative constraints on \( \mathbb{R}^{1,3} \) additional to those given in Eqs. (1.109–1.113). The extra terms in these constraints are implicit in the original antisymmetry constraint on \( \mathbb{C}^{\wedge 2} \) (1.98), but are subsequently missing from the \( \mathbb{R}^{1,3} \) counterparts [in particular Eq. (1.99), which gives rise to term 1 of Eq. (1.114)], as the pairs of nonchiral derivatives in Eqs. (1.99–1.101) and (1.112–1.113) are insensitive to the chiral co-ordinate \( \alpha \).

Further, recognise that fields \( \psi_{\alpha}^{a} \) and \( \varphi_{\dot{a}} \) are at most linear in \( x^{\mu} \), and therefore either they are constant, or there exists a closed boundary \( B \) on the Riemann sphere on which they go to zero. In either case the second term of Lagrangian (1.114) necessarily admits integration by parts, permitting the derivative operators \( \partial^{\mu} \) and \( \partial_{\mu} \) to be rearranged as \( \partial U \) acting on \( \psi_{\alpha}^{a} \) and \( \partial U \) acting on \( \varphi_{\dot{a}} \). Once again, linear independence of \( \partial U \) and \( \psi_{\alpha}^{a} \) (and likewise for conjugates \( \partial U \) and \( \varphi_{\dot{a}} \)) permits these scalar derivatives \( \partial U \) and \( \overline{\partial U} \) also to be rewritten as factors of \( H_{q} \) and \( H_{q}^{*} \). Finally, in the third term of Eq. (1.114), \( \partial_{\mu} H_{q} \) always vanishes by Eq. (1.102) so the dynamics of \( H_{q} \) on \( \mathbb{R}^{1,3} \) are trivial. In contrast, however, \( \partial U H_{q} \) need not vanish. If it does, then \( H_{q} \) is totally trivial. If it does not, then it is at most linear in \( \alpha \). The parameter space of \( \alpha \) is already a 1-sphere so once again there exists a boundary on which \( H_{q} \) goes to zero. Integration by parts over the corresponding boundary on \( \mathbb{C}^{\wedge 2} \) then permits \( \Box \) to be rewritten in terms of \( H_{q} H_{q}^{*} \) in accordance with Eq. (1.117).

It turns out that this set of substitutions may be collectively written in a fairly simple form,

\[
\partial_{\mu} \rightarrow D_{q \mu},
\]

\[
D_{q \mu} := \partial_{\mu} - \frac{i}{2 \varphi_{q}} (\Upsilon_{\mu} H_{q}) - \frac{i}{2 \varphi_{q}} (\Upsilon_{\mu} H_{q}^{*}),
\]

\[
\overline{\Upsilon}_{\mu} \Upsilon_{\nu} := \eta_{\mu \nu},
\]

plus a superselection criterion requiring that any term in any expression obtained from this Lagrangian must contain equal numbers of the scalar field \( H_{q} \) and its conjugate \( H_{q}^{*} \). On making these substitutions in Lagrangian (1.114) there appears at most one pair \( \overline{\Upsilon}_{\mu} \Upsilon_{\nu} \). In later contexts there may appear multiple such pairs, therefore note that such expressions are evaluated as the pairwise sum over all combinations of the symbols, representing the different ways of pairing up the derivative operators, and hence the sigma matrices present in their construction. For example,

\[
\overline{\Upsilon}_{\mu} \Upsilon_{\nu} \overline{\Upsilon}_{\rho} \Upsilon_{\sigma} = \eta_{\mu \sigma} \eta_{\rho \nu} + \eta_{\mu \rho} \eta_{\sigma \nu}.
\]
If desiring to avoid \( \Upsilon \)-notation, the same effect may be achieved less concisely but more conventionally using sigma matrices:

\[
\partial_{\mu} \rightarrow D_{\mu}^{\dot{\alpha}\alpha}
\]

\[
D_{\mu}^{\dot{\alpha}\alpha} := \partial_{\mu} \sigma^{\dot{\alpha}\alpha} - \frac{i}{2\varphi_{\mu}} (\sigma^{\mu\alpha}_{\mu} \mathbf{H}_{q}) - \frac{i}{2\varphi_{\mu}} (\sigma^{\mu\alpha}_{\mu} \mathbf{H}_{q}^{*})
\]

\[
D_{\mu}^{\alpha\dot{\alpha}} := -\partial^{\mu} \sigma^{\alpha\dot{\alpha}} + \frac{i}{2\varphi_{\mu}} (\sigma^{\mu\alpha}_{\mu} \mathbf{H}_{q}) + \frac{i}{2\varphi_{\mu}} (\sigma^{\mu\alpha}_{\mu} \mathbf{H}_{q}^{*})
\]

\[
\overline{\psi}_{q} \Psi^{\dagger} \psi_{q} \rightarrow \overline{\sigma}_{\mu}^{\dot{\alpha}\alpha} \overline{\Psi}^{\dagger} \Psi_{q}^{\dot{\alpha}\alpha} \text{ or } -\sigma^{\alpha\dot{\alpha}} \overline{\psi}_{q} \Psi^{\dagger} \psi_{q}.
\]

Again it is required that complex scalar bosons appear in conjugate pairs, and that pairwise tracing is performed across all sigma matrices with bold indices. Sigma matrices with unfixed vector indices \((\overline{\sigma}_{\mu}^{\dot{\alpha}\alpha}, \sigma^{\alpha\dot{\alpha}}_{\mu})\) are required to be traced pairwise with other sigma matrices with unfixed vector indices, and any expression is summed over all possible such pairings. Only one arbitrarily-selected pairing need be considered for sigma matrices with indices fixed at zero \((\overline{\sigma}_{0}^{\dot{\alpha}\alpha}, \sigma^{\alpha\dot{\alpha}}_{0})\) as these are just included to ensure consistency of indices and scaling factors on all terms of \(D_{\mu}^{\dot{\alpha}\alpha}\).

Using \( \Upsilon \)-notation, and therefore avoiding sigma matrices with bolded spinor indices, the Lagrangian becomes

\[
\mathcal{L}_{q} = \frac{K_{q}^{(1)}}{2} \varphi_{\mu} \overline{\varphi}_{\nu} \nabla_{\mu} \varphi_{\nu} + iK_{q}^{(2)} (D_{q}^{\nu} \overline{\varphi}_{q}) D_{q}(D_{q} \varphi_{q})
\]

\[
+ K_{q}^{(3)} \mathbf{H}_{q}^{*} \mathbf{H}_{q}
\]

\[
\overline{\nabla}_{q}^{\mu\nu} := \eta^{\mu\nu} \square_{q} - D_{q}^{\mu} D_{q}^{\nu}
\]

\[
\square_{q} := D_{q}^{\mu} D_{q\mu}
\]

and is subject to a superselection criterion that any term in this Lagrangian must contain equal numbers of the scalar field \(\mathbf{H}_{q}\) and its conjugate \(\mathbf{H}_{q}^{*}\).

This Lagrangian now contains implicit derivatives with respect to the chiral co-ordinate \(\alpha\), in the form of the complex scalar field \(\mathbf{H}_{q}\), but no explicit scalar derivatives. And indeed, no non-redundant terms involving explicit scalar derivatives can be constructed. If a scalar derivative acts on \(\varphi_{q}\), this defines the scalar field \(\mathbf{H}_{q}\) or its conjugate, e.g. \(\partial_{\mu} \varphi_{q} \rightarrow H_{q}\). If the scalar derivative acts again, this term vanishes, e.g.

\[
\partial_{\mu} H_{q} = 0,
\]

and if it acts on any other species, including the conjugate \(\mathbf{H}_{q}^{*}\), then once the Lagrangian is constructed it may always be brought to act on a copy of \(\varphi_{q}\), either as already described above for terms 1 and 2, or in the case of \(H_{q}\) or \(H_{q}^{*}\), directly by linear independence:

\[
\partial_{\mu} \mathbf{H}_{q}^{*} = \overline{\mathbf{H}}_{q} = \frac{1}{\varphi_{q}} \mathbf{H}_{q} \mathbf{H}_{q}^{*}.
\]

When constraint (1.98) is written as a Lagrangian expressed in terms of the species of Eq. (1.97), the space–time dynamics of species \(\varphi_{\mu q}, \psi_{q}^{\alpha\dot{\alpha}},\) and \(\Psi_{q}^{\alpha\dot{\alpha}}\) are therefore expressed in terms of the hermitian derivative operator \(\partial_{\mu}\) only, and the derivative of \(\varphi_{q}\) with respect to the chiral co-ordinate \(\alpha\)—i.e. \(H_{q}\)—accompanies the space–time derivative \(\partial_{\mu}\) in a manner which somewhat resembles a gauge field, but takes values as a complex scalar.
The constraints which are obtained from Lagrangian $\mathcal{L}_q'$ (1.123), namely

\begin{align*}
\triangle_{\mu
u} \varphi_{\nu} &= 0 \\
\varphi_{\dot{\alpha}} (D_{q\mu} \psi_{\dot{\alpha}}) &= 0 \\
\varphi_{\alpha} (D_{q\mu} \dot{\psi}_{\alpha}) &= 0 \\
\Box_q H_q &= 0 \\
\Box_q^* H_q^* &= 0,
\end{align*}

are weaker than Eqs. (1.99–1.103). Where additional constraints exist beyond Eqs. (1.128–1.131) (e.g. $\partial_{\mu} H_q = 0$), these are manifest as restrictions on the field configurations which can be constructed on any submanifold of $\mathbb{R}^{1,3}$ while still remaining consistent with some valid configuration of fields on $\mathbb{C}^{n^2}$.

Examining the structure of $\mathcal{L}_q'$, it is seen to resemble a Lagrangian on $\mathbb{R}^{1,3}$ for five types of interacting quasiparticle excitation, namely the real vector field $\varphi_{q\mu}$ with units $L^{-1}$, the conjugate pair of spin-$\frac{1}{2}$ fields $\psi_{q\alpha}$ and $\dot{\psi}_{q\alpha}$ with units $L^{-\frac{3}{2}}$, and the complex scalar field $H_q$ with units $L^{-1}$ and its conjugate $H_q^*$. At this stage, this resemblance is slightly misleading both because of the limitations on powers in $x^\mu$ and because couplings between the different species are weighted by a factor of $\varphi_{q\mu}^{-1}(x)$ which is not homogeneous across $\mathbb{R}^{1,3}$. However, this structure nevertheless foreshadows the subsequent construction of an effective field theory on $\mathbb{R}^{1,3}$.

1:3.3.3 Pullbacks of product fields onto $\mathbb{R}^{1,3}$

While a Lagrangian $\mathcal{L}_q'$ (1.123) may resemble a Lagrangian capable of supporting the wavefunctions of propagating and interacting particles, this resemblance is only superficial as any field appearing in $\mathcal{L}_q'$ is at most quadratic in space-time co-ordinate $x^\mu$ on $\mathbb{R}^{1,3}$, and the coupling strength $\varphi_{q\mu}^{-1}$ is dependent on space-time co-ordinate $x^\mu$ in a manner not explicitly articulated in $\mathcal{L}_q'$. These limitations may be overcome on identifying quantities on $\mathbb{R}^{1,3}$ which admit a quasiparticle description of arbitrary order in $x^\mu$.

First, introduce the all-fields Lagrangian

$$\mathcal{L}_\Sigma = \sum_q \mathcal{L}_q'$$

and restrict attention to terms involving only the bosonic fields $\{\varphi_{q\mu}\}$. Introduce the product field

$$\varphi(x) := \prod_q \varphi_q(x),$$

pre-empted in Eq. (1.87), which is a well-defined field over $\mathbb{R}^{1,3}$ even though it cannot be constructed as a single field over $\mathbb{C}^{n^2}$. Further define

$$\varphi_{\mu}(x) := -i \partial_{\mu} \varphi(x),$$

and consider the Lagrangian on $\mathbb{R}^{1,3}$

$$\mathcal{L}_\varphi = \varphi_{\mu} \triangle^{\mu\nu} \varphi_{\nu}$$

which yields the equations of motion

$$\triangle^{\mu\nu} \varphi_{\nu} = 0.$$
The derivative operator in Eq. (1.134) may be expanded as per Eq. (1.90), with the holomorphic and antiholomorphic spinor derivatives acting on different components of the product field \( \varphi(x) \). However, its action then defines a quantity \( \varphi_{\mu}(x) \) on \( \mathbb{R}^{1,3} \), and the subsequent derivatives in Eq. (1.136) are space–time derivatives on \( \mathbb{R}^{1,3} \) describing the behaviour of this field. While \( \varphi(x) \) in Eq. (1.136) may still be expanded in terms of its component fields, and these space–time derivatives may distribute across these components, they do so as a whole (i.e. as \( \partial_{\mu} \)) and not independently as their spinor parts (\( \partial^{\mu} \) and \( \overline{\partial_{\mu}} \)).

Expansion of Eq. (1.136) includes terms incorporating factors having the form of Eq. (1.109), which vanish, and also terms incorporating products of two or more different underlying vector fields, such as

\[
(\partial^{\mu} \varphi_{\nu}) \varphi_{q' \nu} \quad \text{or} \quad \varphi^{\mu}_{q} \varphi^{\nu}_{q' \nu} \tag{1.137}
\]

or incorporating a pair of spinor fields from the expansion of \( \varphi_{\nu} \), e.g.

\[
(\partial^{\mu} \varphi_{q}) (\overline{\partial q \varphi} \overline{\varphi_{q}} \partial \varphi_{q'}) \quad \text{or} \quad \varphi^{\mu}_{q} \varphi^{\nu}_{q} \overline{(\overline{\partial q \varphi} \overline{\varphi_{q}} \partial \varphi_{q'})}. \tag{1.138}
\]

However, provided the fields \( \{ \varphi_{q} \} \) everywhere satisfy four additional constraints (discussed further in Sec. 1:3.4), namely

\[
\forall \mu, \nu, x : \sum_{q' \neq q} \varphi_{q' \nu}(x) \varphi_{q \mu}(x) = 0 \tag{1.139}
\]

\[
\forall \mu, \nu, \rho, x : \sum_{q' \neq q} [\partial_{\nu} \varphi_{q' \mu}(x)] \varphi_{q \rho}(x) = 0, \tag{1.140}
\]

\[
\forall \mu, \nu, x : \sum_{q'' \neq q} \varphi_{q'' \nu}(x) [\overline{\varphi_{q''} \varphi_{q} \partial \varphi_{q}}]_{q' \neq q} = 0 \tag{1.141}
\]

\[
\forall \mu, \nu, \rho, x : \sum_{q''} [\overline{\partial_{\nu} \varphi_{q'' \mu}(x)}] [\overline{\varphi_{q''} \varphi_{q} \partial \varphi_{q}}]_{q' \neq q} = 0, \tag{1.142}
\]

then satisfaction of Eq. (1.109) also implies satisfaction of Eq. (1.136).

As noted above, again recall that \( \partial_{\mu} \) is a derivative on \( \mathbb{R}^{1,3} \), with respect to the co-ordinates of \( \mathbb{R}^{1,3} \), i.e. \( x^\mu \), and so by construction the spinor derivatives \( \overline{\partial_{\mu}} \) and \( \partial_{\mu} \) which appear in the equivalent expression on \( \mathbb{C}^{\wedge 2} \) (90) do not act on separate fundamental fields \( \varphi_{q'} \), \( \varphi_{q''} \) when evaluating Eq. (1.136).

On \( \mathbb{R}^{1,3} \), the product field \( \varphi \) is a real polynomial of degree 2N in \( x^\mu \). Any polynomial of degree 2N with real coefficients may be expressed as a product of N quadratics, and thus in the limit \( N \to \infty \), if the coefficients of the fields \( \{ \varphi_{q}(\overline{\theta}, \theta) \} \) are unconstrained, the field \( \varphi \) may be set to any real polynomial of arbitrarily high degree in \( x^\mu \). That is, there always exists a choice of fields \( \{ \varphi_{q}(\overline{\theta}, \theta) \} \) on \( \mathbb{C}^{\wedge 2} \) which realises any choice of field \( \varphi_{\mu}(x) \) on \( \mathbb{R}^{1,3} \). With the form of \( \varphi_{\mu}(x) \) unconstrained, Lagrangian (1.135) is truly the Lagrangian for a free bosonic field \( \varphi_{\mu} \) on \( \mathbb{R}^{1,3} \). In conditions under which Eqs. (1.139–1.142) are satisfied, this Lagrangian follows directly from the vector boson portion of Eq. (1.132).

Now reintroduce the scalar bosons \( H_{q} \) and \( H^{*}_{q} \). Following the definition of \( \varphi_{\mu} \), it is also useful to introduce a complex scalar field of arbitrary order in \( x \),

\[
H(x) := \partial_{\mu} \varphi(x), \quad H^{*}(x) := \overline{\partial_{\mu} \varphi(x)} \tag{1.143}
\]

and consider Lagrangian

\[
\mathcal{L}_{H} = H^{*} \square H \tag{1.144}
\]

where the derivatives in \( \square \) are once again derivatives on \( \mathbb{R}^{1,3} \). Once again, the equations of motion arising from this Lagrangian will contain terms in which all derivatives act on a single
fundamental field, which are consistent with Lagrangian (1.132) and vanish by Eqs. (1.112–1.113), and terms involving more than one fundamental field, e.g.

\[(\partial^\mu \varphi^{q\mu})H_q \quad \varphi^{\mu q}_p \partial_{\mu} H_q \quad \varphi^{\mu q'} \varphi^{q' \mu} H_q.\]  

(1.145)

If these terms (henceforth “cross-terms”) vanish (see Sec. 1:3.4), then H again behaves comparably to H\(_q\) in Eq. (1.123). Once again the complex scalar boson terms may be incorporated into the covariant derivative,

\[\partial_\mu \rightarrow D_\mu \]

(1.146)
\[D_\mu := \partial_\mu - i \frac{1}{2\varphi} \Upsilon_{\mu} H - i \frac{1}{2\varphi} \Upsilon_{\mu} H^*,\]

(1.147)

this time with coupling coefficient \(\varphi^{-1}\). Let \(\langle \varphi^{-1}(x) \rangle_{\mathcal{L}}\) be the mean value of \(\varphi^{-1}\) evaluated over some region of space–time characterised by a length \(\mathcal{L}\) (and a time \(c^{-1}\mathcal{L}\)) and centred on \(x\). A set of fields \(\{\varphi_q\}\) is deemed sufficiently homogeneous across some manifold \(M \subset \mathbb{R}^{1,3}\) iff \(\langle \varphi^{-1}(x) \rangle_{\mathcal{L}}\) varies across this manifold only by fluctuations small compared to some chosen threshold. If this threshold is small enough to render the fluctuations irrelevant to phenomena of interest, then \(\langle \varphi^{-1} \rangle_{\mathcal{L}}\) may be taken to define an effective coupling constant

\[f := \langle \varphi \rangle_{\mathcal{L}}^{-1}.\]

(1.148)

To proceed similarly for the spinors, define

\[\psi^\alpha(x) := \partial^\alpha \varphi(x) \quad \overline{\psi}^\alpha(x) := \overline{\partial}^\alpha \varphi(x).\]

(1.149)

Following the arguments above, and again assuming vanishing of cross terms, the Lagrangian must contain the spinor propagation term

\[\mathcal{L}_{\psi,\overline{\psi}} = i(D^\mu \overline{\psi} \partial(D_\mu \psi))\]

(1.150)

where the partial derivatives in \(D_\mu\) are again operators on \(\mathbb{R}^{1,3}\). The product spinors are in fact capable of participating in a broader range of interactions than those generated by Eq. (1.150), but the structure of these interactions is not yet apparent, pending further exploration of the conditions under which the cross-terms vanish (Secs. 1:3.5.4–1:3.5.5). Therefore suppress those interactions for now, and let Eq. (1.150) be assumed to describe the propagation of a free fermion of dimension \(L^{-1/2}\) in the presence of the complex scalar field.

The terms \(\mathcal{L}_H\) and \(\mathcal{L}_{\psi,\overline{\psi}}\) complete the construction of a Lagrangian analogous to \(\mathcal{L}'_q\) (1.123), in which all fields interact only with conjugate pairs of scalar bosons, noting that

- instead of being constructed on a specific set of fields \(\varphi_{q\mu}, \psi^\alpha_q, \overline{\psi}_{q\alpha}, H_q,\) and \(H^*_q,\) with \(\varphi^{-1}_q\) acting as a coordinate-dependent coupling strength, it is constructed on the fields \(\varphi_\mu, \psi^\alpha, \overline{\psi}_\alpha, H,\) and \(H^*\) with an approximately coordinate-independent coupling strength \(f = \langle \varphi^{-1} \rangle_{\mathcal{L}}\), and

- it is only consistent with \(\mathcal{L}_\Sigma\) (1.132) in regions where the gradients of the fundamental fields \(\{\varphi_q\}\) are uncorrelated (or systematically correlated and anticorrelated) such that cross-terms in the equations of motion vanish on summation.
This Lagrangian is

\[ \mathcal{L}_\Pi = \frac{K(1)}{2} \varphi_\mu \nabla^{\mu} \varphi_\nu \]
\[ + iK(2)(D^{\mu} \bar{\psi}) \partial(D_\mu \psi) \]
\[ + K(3) H^* \square H \]  \hspace{0.5cm} (1.151)

\[ \nabla^{\mu} := \eta^{\mu\nu} \square - D^{\mu} D^\nu \] \hspace{0.5cm} (1.152)
\[ \square := D^\mu D_\mu \] \hspace{0.5cm} (1.153)
\[ D_\mu := \partial_\mu - \frac{i}{2\varphi} \Upsilon_\mu H - \frac{i}{2\varphi} \bar{\Upsilon}_\mu H^*. \] \hspace{0.5cm} (1.154)

Let the participating fields \((\varphi_\mu, \psi_\alpha, \bar{\psi}_\dot{\alpha}, H, \text{ and } H^*)\) be called **product fields** due to their construction from the scalar product field \(\varphi\) (1.133). Under Lagrangian \(\mathcal{L}_\Pi\) their equations of motion are

\[ \nabla^{\mu} \varphi_\nu = 0 \] \hspace{0.5cm} (1.155)
\[ \bar{\partial}^{\alpha} (D_\mu \psi_\alpha) = 0 \] \hspace{0.5cm} (1.156)
\[ \partial_\alpha (D_\mu \bar{\psi}^{\dot{\alpha}}) = 0 \] \hspace{0.5cm} (1.157)
\[ \square H = 0 \quad \square H^* = 0. \] \hspace{0.5cm} (1.158)

Where to next? Although Eq. (1.151) resembles the antisymmetry-induced Lagrangians for individual fields (1.123), it is only equivalent to the corresponding Lagrangian \(\mathcal{L}_\Sigma\) (1.132) in a context in which cross-terms such as Eqs. (1.137) and (1.145) vanish. Therefore the next step is to introduce a field configuration on which cross-terms vanish, and which plays the role of a pseudovacuum (Sec. 1:3.4). Then, introduce quasiparticle excitations about this pseudovacuum state (Sec. 1:3.5) while maintaining the requirement that cross-terms must continue to vanish.

In the process of maintaining this requirement, some further terms are added to the Lagrangian. Additionally, Eqs. (1.90–1.91), (1.134), (1.143), and (1.149) are noted to imply that any vector or scalar boson may be rewritten as a pair of spinors. In conjunction these modifications yield the additional particle interactions mentioned in passing above, which are given in full in Sec. 1:3.5. The incorporation of these terms, plus mass terms in Sec. 1:3.5.5, then completes the effective Lagrangian of the quasiparticle excitations.

### 1:3.4 Pseudovacuum

#### 1:3.4.1 Construction

As the purpose of this chapter is to identify a regime in which excitations on \(\mathbb{C}^{\land 2}\) behave as an analogue model of a quantum field theory on manifold \(\mathbb{R}^{1,3}\) (or, arguably, some reasonably large submanifold thereof), a pseudovacuum background may be purposely chosen with the intent of realising this outcome, being imposed as part of the setup of the \(\mathbb{C}^{\land 2}\) system into the analogue state. This Section describes the chosen pseudovacuum on \(\mathbb{C}^{\land 2}\) in terms of its macroscopic properties on \(\mathbb{R}^{1,3}\). The imposition of the pseudovacuum as part of the initial setup of the model is actually quite natural, as will be seen when this is revisited in Sec. 1:3.7.

Let the pseudovacuum configuration be a state extending over sufficient of \(\mathbb{C}^{\land 2}\) such that its pullback covers all of \(\mathbb{R}^{1,3}\), and let it be chosen such that its pullback is a thermal state on \(\mathbb{R}^{1,3}\). In some rest frame on \(\mathbb{R}^{1,3}\), termed the isotropy frame, let this state be macroscopically homogeneous, isotropic, and stable over time (making it a maximum of any entropy function).
It cannot be invariant under boost if the temperature (energy) of the thermal state is greater than zero. Macroscopic observables evaluated on the pseudovacuum in the isotropy frame, such as the mean of an expectation value over some sufficiently large 4-volume of pseudovacuum, are, by definition and construction, invariant under rotations and spacetime translations.

To describe the microscopic construction of a pseudovacuum of energy $\mathcal{E}_0$ (temperature $k_B^{-1}\mathcal{E}_0$), first define the centre of a field $\varphi_\mu(x)$ as the point on $\mathbb{R}^{1,3}$ at which the vector derivative $\partial_\mu \varphi_\mu(x)$ vanishes.\(^1\) Let the number of fields $N$ on $\mathbb{R}^{1,3}$ tend to infinity while ensuring that the distribution of the field centres is macroscopically homogeneous in the isotropy frame, with the number of field centres in a region of $\mathbb{R}^{1,3}$ characterised by length $\mathcal{L}$ being finite. (For convenience, this region may be taken as an arbitrarily-oriented hypercube with side length $\mathcal{L}$.) For $\mathcal{L} \gg \mathcal{L}_0$, where

$$\mathcal{L}_0 = \hbar c \mathcal{E}_0^{-1},$$

(1.159)

the number of field centres within such a region approaches $N_0 \mathcal{L}^4 \mathcal{L}_0^{-4}$, where $N_0$ is a constant corresponding to the mean number of field centres within a hypercube of side length $\mathcal{L}_0$.

Next, mandate that no systematic correlation be imposed between the position of the centre of a field and the sign of that field or any derivative thereof, either at the centre or in any far-field limit. When evaluating cross-terms such as Eqs. (1.139–1.142), which compute correlations between a given field $\varphi_\mu$ or composite $\vec{\partial} \varphi_\mu \vec{\sigma}_{\nu} \partial \varphi_\nu$ and all other fields in the model, these requirements ensure that far-field contributions to these expressions (i.e. correlations with fields $\varphi_{q,\mu}$ or $\vec{\partial} \varphi_\mu \vec{\sigma}_{\nu} \partial \varphi_\nu$ having centres far from $x$) receive an infinite number of contributions of random and hence uncorrelated sign and magnitude, and their sums therefore vanish.

Near-field terms may persist, and may have definite sign, but again for any given instance of Eqs. (1.139–1.142) (corresponding to a specific field $\varphi_{q,\mu}$ or $\vec{\partial} \varphi_\mu \vec{\sigma}_{\nu} \partial \varphi_\nu$) this sign is equally likely to be positive or negative. Therefore let the centre of $\varphi_\mu$ be denoted $C(q)$, and recognise that over a region $R$ of volume $\mathcal{L}^4$, the average values of Eqs. (1.139–1.142) (now evaluated over multiple fields $\varphi_{q,\mu}$ and $\vec{\partial} \varphi_\mu \vec{\sigma}_{\nu} \partial \varphi_\nu$) are

$$\frac{\mathcal{L}_0^4}{\mathcal{L}^4 N_0} \sum_{q | C(q) \in R} \sum_{q' \neq q} \varphi_{q',\nu}(x) \varphi_{q,\mu}(x)$$

(1.160)

$$\frac{\mathcal{L}_0^4}{\mathcal{L}^4 N_0} \sum_{q | C(q) \in R} \sum_{q' \neq q} [\partial_\mu \varphi_{q',\nu}(x)] \varphi_{q,\mu}(x)$$

(1.161)

$$\frac{\mathcal{L}_0^4}{\mathcal{L}^4 N_0} \sum_{q | C(q) \in R} \sum_{q' \neq q} \varphi_{q',\nu}(x) [\vec{\partial} \varphi_{q,\mu} \vec{\sigma}_{\nu} \partial \varphi_\nu(x)]$$

(1.162)

$$\frac{\mathcal{L}_0^4}{\mathcal{L}^4 N_0} \sum_{q | C(q) \in R} \sum_{q' \neq q} \sum_{q''} [\partial_\mu \varphi_{q',\nu}(x)] [\vec{\partial} \varphi_{q,\mu} \vec{\sigma}_{\nu} \partial \varphi_\nu(x)]$$

(1.163)

respectively. Since far-field contributions are already known to vanish, it suffices to consider $\mathcal{L} \leq \mathcal{L}_0$. By random variation of the sign of the near-field terms, independent of their magnitude, and by independence of the spinor and scalar derivatives, expressions (1.160–1.163) then also tend to zero provided $N_0$ is sufficiently large, and provided $\mathcal{L}$ is not small compared with $\mathcal{L}_0$. For

\(^1\)For any fields $\varphi_\mu$ for which the gradient vanishes everywhere, the centre may be chosen arbitrarily as these fields are homogeneous across all space–time and thus have vanishing Lagrangians on $\mathbb{R}^{1,3}$.
sufficiently large $N_0$, this then suffices to also eliminate the short-range contributions to the cross-terms on average over length scales $L \geq L_0$. Identical arguments apply to cross-terms arising from spinor and complex scalar boson terms in Eqs. (1.155–1.158), and thus these equations of motion hold on average over scales $L \gg L_0$ for the pseudovacuum state. Similarly, the threshold for interaction strength $f$ (1.148) to approach a constant is likewise $L \gg L_0$.

Now consider the values

$$\langle \phi^\mu(x) \rangle_L \quad \text{and} \quad \langle \phi^\mu(x) \phi^\nu(y) \rangle_L$$

(1.164)

where $\langle \cdot \rangle_L$ denotes the mean value obtained as the field co-ordinates range over 4-volumes characterised by a length $L \gg L_0$ and centred on $x$ or $y$ as appropriate. Large-scale homogeneity implies that for a sufficiently large volume on $\mathbb{R}^3$ and/or duration on the time axis, the value of $\langle \phi^\mu(x)\phi^\nu(y) \rangle_L$ will tend towards some function of $x$ and $y$ with units of $L^{-2}$, whereas arbitrariness of sign and gradient of the fields making up $\phi^\mu$ implies

$$\langle \phi^\mu(x) \rangle_L \to 0 \quad \forall \ \mu.$$  

(1.165)

Stability of the pseudovacuum implies maximisation of entropy. This in turn requires minimisation of numbers of degrees of freedom, implying equilibrium between field and spatial modes, and hence

$$\langle \phi^\mu(x)\phi^\nu(x) \rangle_L = - (\hbar c)^{-2} \mathcal{E}_0^2$$

(1.166)

in the isotropy frame.

Since field $\phi^\mu(x)$ takes units of inverse length, it is convenient to adopt units such that $\hbar = c = 1$. It then follows that for a thermal pseudovacuum in the isotropy frame,

$$\langle \phi^\mu(x)\phi^\nu(y) \rangle_L = - f(x-y)\mathcal{E}_0^2$$

(1.167)

where $f(x-y)$ is a Gaussian distribution which reaches a maximum at $x = y$ and satisfies

$$\int d^4x \mathcal{E}_0^4 f(x-y) = 1 \quad \forall \ y.$$  

(1.168)

In calculations in which the form of this distribution is unimportant it is often convenient to approximate

$$f(x) = \delta^4_0(x) := \prod_{\mu=0}^3 \delta_{L_0}(x^\mu)$$

(1.169)

$$\delta_{L}(a) := \begin{cases} 
1 & \text{if } |a| \leq L/2 \\
0 & \text{if } |a| > L/2,
\end{cases}$$

corresponding to perfect correlation of all fields within a fixed, arbitrarily-oriented hypercube only, having side length $L_0$ in the isotropy frame, and centred on the peak of the Gaussian which is being approximated. The transition between near and far field regimes in this approximation is abrupt, taking place at the boundary of the hypercube, and thus correlators are computed entirely from the fields whose centres lie within the hypercube. This approximation is consequently only valid when the number of field centres $N_0$ within such a hypercube is sufficiently large, or if the evaluation of a quantity is averaged over a sufficiently large number of such hypercubes.

Equivalent correlators may be obtained for spinor and complex scalar fields by decomposing and substituting

$$\phi^\mu(x)\phi^\nu(y) \to \overline{\sigma^\mu} \partial \phi(x) \langle \overline{\sigma^\nu} \partial \phi(y) \rangle$$

$$f^2 \overline{\sigma^\mu} \partial \phi(x) \overline{\sigma^\nu} \partial \phi(y)$$

$$\phi^\mu(x)\phi^\nu(x) \to -2 \partial^2 \phi(x) \partial^2 \phi(x)$$

(1.170)
and rearranging (integrating by parts as required) to yield

\[\langle \bar{\psi}(x)\bar{\psi}(y)\psi(x)\psi(y)\rangle_{L} = 2f^2 f(x-y)E^2_0.\]  
(1.171)

\[\langle H^*(x)H(y)\rangle_{L} = 2f(x-y)E^2_0.\]  
(1.172)

Note that integration by parts depends on the existence of boundaries on \(\mathbb{R}^{1,3}\) where the product fields vanish—this is discussed in Sec. 1:3.4.2. The \((x-y)\) dependency in Eq. (1.172) follows from maximisation of entropy—sigma matrix identities determine the leading factor, and the normalised co-ordinate dependency must have the same form as that in Eq. (1.167).

1:3.4.2 Integration by parts with a pseudovacuum background

In field theories without a pseudovacuum background of the sort described in Sec. 1:3.4.1, integration by parts is typically performed under the assumption that all fields vanish in the limit of spatial co-ordinates going to infinity, and become arbitrarily rapidly oscillating in the limit of time co-ordinates going to infinity (or vice versa, depending on the signature of the metric). This condition is, however, stronger than necessary, and it suffices that there exists some boundary outside the area under study on which the boundary term evaluates to zero (or, in practice, sufficiently close to zero as to permit the boundary term to be ignored). Integration by parts may then be performed on the Lagrangian with elimination of boundary terms, with the resulting alternative form of the Lagrangian being valid within this boundary, and also outside it if a suitable conformal transformation exists.

The thermal background of Sec. 1:3.4.1 comprises a set of fields which do not individually vanish as \(r \to \infty\). However, for a boundary characterised by a length scale \(r \gg L_0\), the lack of long-range correlations in the pseudovacuum implies that for an appropriate choice of boundary, the average of most expressions on the pseudovacuum fields may be made arbitrarily small as \(r\) grows arbitrarily large, permitting integration by parts of the spatial terms in the usual fashion. While there exist some expressions on the pseudovacuum which do not vanish on average, e.g. \(\langle \phi^\mu(x)\phi_\mu(x)\rangle\) in Eq. (1.166), these expressions are all necessarily of even length or energy dimension while the boundary term is of odd dimension, and thus no nonvanishing pseudovacuum boundary term can exist.

1:3.5 The quasiparticle field

The low-energy quasiparticle fields of the model constructed on \(\mathbb{C}^{1,2}\) are now (finally) introduced, and take the form of small perturbations to the pseudovacuum of Sec. 1:3.4.1. For simplicity these perturbations are first examined for the vector field \(\varphi_\mu\) in isolation, treating \(\bar{\psi}_\alpha, \psi_\alpha, H,\) and \(H^*\) as zero in both the perturbations and the pseudovacuum (Secs. 1:3.5.1–1:3.5.3). The spinor and complex scalar fields are then reintroduced, and it is possible at last to concisely write a Lagrangian for these excitations involving the full spectrum of particle interactions (Sec. 1:3.5.4), valid in the low-energy limit. Mass terms are briefly discussed in Sec. 1:3.5.5. Owing to the existence of the pseudovacuum, this model has a preferred frame (the isotropy frame) in which the “low-energy limit” is specified. Section 1:3.6 explores the use of high-energy excitations to probe this violation of Lorentz invariance, and also identifies the energy scale at which the quasiparticle model of the low-energy limit breaks down.

1:3.5.1 Foreground and background vector boson fields

Consider a field \(\varphi_\mu(x)\) which may be decomposed into a sum of two terms,

\[\varphi_\mu(x) = [\varphi_\mu(x)]_{bg} + [\varphi_\mu(x)]_{fg},\]  
(1.173)
where $[\varphi_\mu(x)]_{bg}$ satisfies the definition of the pseudovacuum, and is termed the “background field”, and $[\varphi_\mu(x)]_{fg}$ is a low-energy perturbation around the pseudovacuum state, termed the “foreground field”. Require that the peak energy of the foreground perturbation satisfies $E \ll E_0$ in the isotropy frame of the background field.

Given this definition, it may be understood that the foreground field perturbation represents the presence (on average, over length scales large compared with $L_0$) of an over- or under-excitation of low-energy field modes relative to those extrapolated from the high-energy modes and Gaussian distribution $f(x-y)$.

Now consider the evaluation of a correlator

$$\langle [\varphi_\mu(x)\varphi_\mu(y)]_{bg} \rangle_\mathcal{L}$$

which is purely spatial in the isotropy frame. Let $\mathcal{L}_c$ denote the distance $|x-y|$, and require $\mathcal{L}_c \gg \mathcal{L}_0$. Any realistic measurement of a correlator has a finite resolution $\mathcal{L}_p$ corresponding to the energy of the process used as a probe, $\mathcal{E}_p = \mathcal{L}_p^{-1}$ (which itself is also subject to uncertainty, though that is neglected here). For $\mathcal{E}_p \ll \mathcal{E}_0$, source and sink are averaged over a region of scale $\mathcal{L}_p \gg \mathcal{L}_0$. The probe scale is also assumed to satisfy $\mathcal{L}_p \ll \mathcal{L}_c$.

Averaging over length scale $\mathcal{L}_p \gg \mathcal{L}_0$ ensures that contributions

$$\langle [\varphi_\mu(x)\varphi_\mu(y)]_{bg} \rangle_{\mathcal{L}_p}, \langle [\varphi_\mu(x)]_{bg}[\varphi_\mu(y)]_{fg} \rangle_{\mathcal{L}_p}, \text{ and}$$

$$\langle [\varphi_\mu(x)]_{fg}[\varphi_\mu(y)]_{bg} \rangle_{\mathcal{L}_p}$$

necessarily vanish, and thus for $\mathcal{L} = \mathcal{L}_p$ and $\mathcal{L}_c \gg \mathcal{L}_p \gg \mathcal{L}_0$, correlator (1.174) reduces to the foreground correlator

$$\langle [\varphi_\mu(x)\varphi_\mu(y)]_{fg} \rangle_{\mathcal{L}_p}.$$  (1.176)

In Sec. 1:3.6 it is argued that foreground fields are largely insensitive to the broken Lorentz symmetry of the pseudovacuum provided the energies of all foreground fields involved are small compared with an energy scale $\frac{1}{2}\mathcal{E}_\Omega := \frac{1}{2}(N_0 - \frac{1}{2})E_0$ when evaluated in the isotropy frame. This result for correlators which are spacelike in the isotropy frame therefore extends also to correlators which are spacelike in some other frame provided this requirement is met, and the argument may be repeated for timelike correlators.

This result illustrates a broader trend, namely that many expressions involving both foreground and background fields vanish in the low-energy regime due to the limited range of correlations involving the background fields (with the exceptions to this trend becoming mass terms, as described in Sec. 1:3.5.5). This, in turn, motivates the construction of an effective Lagrangian for the foreground fields.

**1:3.5.2 Sparse perturbation regime**

To construct a Lagrangian for the foreground fields, recognise that quantities involving foreground fields are always evaluated on average over length scales $\mathcal{L} \gg \mathcal{L}_0$ in which regimes most background field terms vanish (up to the exceptions in Sec. 1:3.5.5 which yield mass terms). In this context it is largely reasonable to assume that the background fields obey approximate distribution (1.169). [Situations where this approximation is not appropriate will be indicated; relaxation of Eq. (1.169) to a more realistic (e.g. Gaussian) distribution is discussed in Sec. 1:3.5.3.] Therefore, first consider a scenario in which $\mathbb{R}^{1,3}$ is divided into hypercubes of side length $\mathcal{L}_0$ in the isotropy frame of the pseudovacuum, and at most one field in each volume $\mathcal{L}_0^4$ exhibits a
foreground perturbation (or equivalently, that exactly one field in each volume exhibits a foreground perturbation, but this perturbation may be zero). In Sec. 1.3.8.2 this regime will be identified with the existence of a single quantised excitation of the foreground fields.

Observe that a perturbation of a single fundamental field

\[ \varphi_q(x) \to \varphi_q(x) + \Delta \varphi_q(x) \]

\[ \| \Delta \varphi_q(x) \| \ll \| \varphi_q(x) \| \forall x \]

(1.177)

may be rewritten as

\[ \varphi_q(x) \to \varphi_q(x) \left[ 1 + \frac{\Delta \varphi_q(x)}{\varphi_q(x)} \right], \]

(1.179)

modifying \( \varphi \) according to

\[ \varphi_\mu(x) \to \varphi_\mu(x) + \Delta_q \varphi_\mu(x) \]

\[ \Delta_q \varphi_\mu(x) := \frac{\Delta \varphi_q(x)}{\varphi_q(x)} \varphi_\mu(x) + \varphi(x) \partial_\mu \left[ \frac{\Delta \varphi_q(x)}{\varphi_q(x)} \right] \]

(1.181)

where the subscript \( q \) on \( \Delta_q \) indicates that this perturbation to \( \varphi_\mu \) arises from a perturbation to fundamental field \( \varphi_q \) on \( \mathbb{C}^{a^2} \).

Introduce perturbations of two fundamental fields \( \varphi_{q_1} \) and \( \varphi_{q_2} \), whose centres on \( \mathbb{R}^{1,3} \) are separated by a distance (or time) \( L \gg L_0 \), and let \( x_{q_1} \) and \( x_{q_2} \) denote the co-ordinates of these centres. Let the perturbations be correlated such that

\[ \langle \varphi^\mu(x_{q_1}) \varphi_\mu(x_{q_2}) \rangle_{L_0}, \]

(1.182)

which would otherwise vanish, now yields the value of

\[ \langle \Delta_{q_1} \varphi^\mu(x_{q_1}) \Delta_{q_2} \varphi_\mu(x_{q_2}) \rangle_{L_0}. \]

(1.183)

Proceed by introducing further perturbations across \( \mathbb{R}^{1,3} \) with a density such that for an arbitrarily-chosen hypercube in the grid there is precisely one perturbed field whose centre lies within this cube, and the mean pairwise correlators between these perturbed fields (1.182) correspond to the correlators between the desired foreground field at the same co-ordinates as the perturbed fields’ centres. Thus the perturbations \( \{ \Delta_q \varphi_\mu \} \) encode a foreground field \( [\varphi_\mu]_{q_0} \), and the requirement that \( [\varphi_\mu]_{q_0} \) has an energy scale small compared with \( \xi_0 \) ensures that correlators such as Eq. (1.183) are in general nonvanishing over distances and times large compared with \( \xi_0 \).

Again consider a pair of these fields, \( \varphi_{q_1} \) and \( \varphi_{q_2} \), with centres at \( x_{q_1} \) and \( x_{q_2} \), and let \( \{ \varphi \} \) denote the set of all other perturbed fields with centres not at \( x_{q_1} \) or \( x_{q_2} \). Note that on average across a sufficiently large number of choices for \( \varphi_{q_1} \) and \( \varphi_{q_2} \), the distance to the closest other perturbed field centre has been chosen to be at least \( L_0 \). Introduce a third field \( \varphi_{q_3} \in \{ \varphi \} \) with centre at \( x_{q_3} \), initially neglecting its perturbation \( \Delta \varphi_{q_3} \), and recognise that the signs of \( \langle \varphi^\mu(x_{q_1}) \varphi_\mu(x_{q_2}) \rangle_{L_0} \) and \( \langle \varphi(x_{q_1}) \varphi(x_{q_2}) \rangle_{L_0} \) are random. The sign and gradient of \( \Delta \varphi_{q_3} \) in Eq. (1.181) are then chosen to compensate for these random signs, making the value of \( \langle \Delta_{q_1} \varphi^\mu(x_{q_1}) \Delta_{q_2} \varphi_\mu(x_{q_2}) \rangle_{L_0} \) consistent with the desired foreground field, as described above. The signs and gradients of the perturbations \( \Delta \varphi_{q_i} \) are thus correlated with those of the field centres \( \varphi_{q_i}(x_{q_i}) \) and their gradients \( \partial_{\mu} \varphi_{q_i}(x_{q_i}) \). However, the sign of the central value of a field \( \varphi_{q_i} \) is uncorrelated with its sign in the far field, and consequently at \( x_{q_2} \) the signs of \( \langle \Delta \varphi_{q_i}(x_{q_2}) / \varphi_{q_i}(x_{q_2}) \rangle_{i > 2} \) are random, and when summed, make no net contribution to the correlator \( \langle \varphi^\mu(x_{q_1}) \varphi_\mu(x_{q_2}) \rangle_{L_0} \).

Likewise, the second term of Eq. (1.181) depends on \( \partial_{\mu} \langle \Delta \varphi_{q_i}(x_{q_2}) / \varphi_{q_i}(x_{q_2}) \rangle_{i > 2} \) so is similarly of arbitrary sign, and the perturbations \( \{ \Delta \varphi_{q_i} \mid i > 2 \} \) therefore make a vanishing net contribution
to correlator (1.182). Note that the vanishing of these contributions is dependent upon the mean
density of perturbations being no more than one per hypervolume $L_0^4$.

This on-average vanishing of foreground correlators involving far field contributions, in
conjunction with the on-average vanishing of correlators where a summed index appears on both
a foreground and a background field, suffices to establish the vanishing of cross-terms (1.139–
1.142) involving one or more foreground fields when averaged across a probe scale $L_p \gg L_0$. This
vanishing of cross-terms, in turn, suffices to validate Lagrangian (1.135) for free vector bosons
in the sparse perturbation regime as well as in the pseudovacuum regime.

Recalling that terms having the forms of Eq. (1.175) disappear when averaged over length
scales large compared with $L_p$, it follows that in the sparse perturbation regime, over length scales
large compared with $L_p$, the free vector boson Lagrangian (1.135) decomposes into independent
foreground and background terms,

$$
\mathcal{L}_\varphi = \mathcal{L}_{\varphi_{fg}} + \mathcal{L}_{\varphi_{bg}},
$$

where the foreground terms are small perturbations of the product field, $\varphi_{fg} \equiv \Delta \varphi_{fg}$, and are
composed from the perturbations of appropriately selected individual fields $\Delta \varphi_q$. The decoupling
of foreground and background fields in Eq. (1.184) justifies the identification of the thermal
background state as a pseudovacuum, across which foreground perturbations propagate as if it
were free space.

### 1:3.5.3 Dense perturbation regime

Now consider a situation where more than one fundamental field may be perturbed per grid
volume $L_0^4$. In this situation it is helpful to reframe the proposed vector Lagrangian (1.135) as

$$
\mathcal{L}_\varphi = \partial_\mu \varphi (g^{\mu \nu} \partial_\nu - \partial^\mu \partial^\nu) \partial_\nu \varphi,
$$

and again to recall that this Lagrangian only gives a true description of the behaviour of the sys-
tem in a regime in which cross-terms vanish, causing it to reduce to the vector boson component
of $\mathcal{L}_\Sigma$ (1.132).

First, recognise that previously, on expansion of $\varphi$ according to Eq. (1.133), sparsity implied
that the only terms with non-vanishing foreground contributions were those in which all deriv-
atives acted on the single perturbed field with centre in the target hypervolume. Now that there
are two or more perturbed fields with centres in the same hypervolume, cross-terms involving
multiple foreground fields may exist, and due to the long-range correlations of the foreground
perturbations, these cross-terms will not necessarily vanish on averaging over $L_p$, and thus La-
grangian (1.135) does not hold in the dense perturbation regime.

In these cross-terms, derivatives acting on separate perturbed fundamental fields are both
eligible for promotion to linearly independent vector fields, e.g. in the expansion of $\partial_\mu \partial_\nu \varphi$,

$$
\partial_\mu \varphi_{\mu q} \partial_\nu \varphi_{q' \nu} \rightarrow \varphi_{q \nu} \varphi_{q' \nu}.
$$

However, where both derivatives act on a single fundamental field this still yields e.g.

$$
\partial_\mu \partial_\nu \varphi \rightarrow \partial_\mu \varphi_{q \nu}.
$$
as before. This non-vanishing of cross-terms is problematic, as it implies that in the dense perturbation regime, the correct Lagrangian for foreground vector fields on $\mathbb{R}^{1,3}$ (with all spinor and complex scalar fields elided) can no longer be obtained simply by replacing $\varphi_{\mu}$ with $[\varphi_{\mu}]_{fg}$ in Eq. (1.123) and deleting all spinor and scalar boson terms to obtain the foreground component of Eq. (1.184).

To address this, the replacement
\[ \partial_{\mu} \rightarrow \partial_{\mu} - if\varphi_{\mu} \] (1.188)
conveniently cancels out all of the arising cross-terms, and yields the Lagrangian
\[ L_{\varphi_{fg}} = [\varphi_{\mu} \tilde{\Delta}^{\mu\nu} \varphi_{\nu}]_{fg} \] (1.189)
\[ \tilde{\Delta}_{\mu\nu} = g^{\mu\nu} \partial_{\rho} \partial_{\sigma} - \partial_{\mu} \partial_{\rho} \partial_{\sigma} \] (1.190)
\[ \partial_{\mu} = \partial_{\mu} - i f\varphi_{\mu}. \] (1.191)

This Lagrangian is more closely suitable. Since it cancels out all arising cross-terms, including those involving multiple perturbed fields in the same hypervolume, it comes substantially closer to exhibiting the required reduction to the vector boson terms of Lagrangian $L_{\Sigma}$ (1.132) (which, in turn, is obtained from antisymmetry of co-ordinate indices on $\mathbb{C}^{\wedge 2}$). However, if viewed as a classical construction then Lagrangian (1.189) now contains some new superfluous terms when compared with $L_{\Sigma}$. These additional terms are those in which consecutive derivative operators acting on the same instance of $\varphi$ yield repeated first derivatives of the same fundamental field, e.g.
\[ \varphi^{\mu\rho} \partial_{\rho} \varphi_{\nu} \text{ arising within } \tilde{\Delta}^{\mu\nu} \varphi_{\nu}. \] (1.192)

If the purpose of constructing a quasiparticle model on $\mathbb{C}^{\wedge 2}$ is to emulate a classical Lagrangian (1.189), then this model can at best emulate classical Lagrangian (1.189) up to those terms, which are present in $L_{\phi_{fg}}$ on $\mathbb{R}^{1,3}$ but absent in $L_{\Sigma}$ on $\mathbb{C}^{\wedge 2}$. Conversely, the presence of these terms in Eq. (1.189) limits the ability of $L_{\phi_{fg}}$ to describe the behaviour of the quasiparticles arising in fields on $\mathbb{C}^{\wedge 2}$.

However, in Sec. 1:3.8 it is seen that the model on $\mathbb{C}^{\wedge 2}$ is in fact better understood emulating a semiclassical approximation to a quantum field theory (QFT), and in Sec. 1:3.8.2 multiple perturbations within a single $L_{0}^{4}$ hypervolume are identified with multiple excitation quanta of the field $\varphi_{\mu}$. In QFT a single quantum cannot be annihilated multiple times, and consequently the omission of terms repeating the same vector field is in fact necessary. [The only permitted duplication is across inbound and outbound fields $\varphi_{\mu}$ and $\varphi_{\nu}$ of $\varphi_{\mu} \tilde{\Delta}_{\mu\nu} \varphi_{\nu}$, in keeping with the form of Eq. (1.123).] In conjunction with other results presented in Sec. 1:3.8, the omission of these prohibited terms permits identification of the vector boson sector of the model on $\mathbb{C}^{\wedge 2}$ as an analogue to the low-energy regime of a quantum field theory on $\mathbb{R}^{1,3}$ which has Lagrangian (1.189). Or conversely, it is likewise necessary if the QFT counterpart to Lagrangian (1.189) is to provide an effective description of the vector boson component of the foreground perturbations of the model on $\mathbb{C}^{\wedge 2}$ (assuming all spinor and complex scalar fields vanish).

2This behaviour foreshadows the identification, in Sec. 1:3.8.2, of $n$ perturbations per volume $L_{0}^{4}$ with the presence of $n$ excitation quanta. The requirement that fields $\varphi_{\mu}$ and $\varphi_{\nu}$ in Eq. (1.186) arise from separate superposed sparse perturbations then corresponds to recognising that you can’t annihilate the same quantum twice.

3Note that this restriction does not exclude four-point functions or loop diagrams in the QFT. Repetition of a single field $\varphi_{\mu}$ implies repetition of a field $\varphi_{\mu}$ with identical momentum, analogous to two lines at a Feynman diagram vertex carrying the same label, even when these lines do not form a loop. In QFT each line at a vertex carries a different label, with momenta independent up to a delta function on the total momentum at the vertex, and any delta functions arising from closed loops. These excitations with independent momenta therefore map to gradients of different fields, $\varphi_{q}$, $\varphi_{q'}$, etc., rather than being repetitions of the same field.
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Thus, when Eq. (1.189) is understood as a QFT Lagrangian, this provides the correct field couplings for consistency with Eq. (1.132) and with the origin of this latter Lagrangian in the anticommutation of basis vectors on $C^\Lambda^2$.

As a further addendum, note that for realistic (e.g. Gaussian) background field correlators, as opposed to the sharply truncated approximation of Eq. (1.169), the terms given in Eq. (1.175) truly vanish only in the limit $L_p \to \infty$. Therefore, given a realistic dataset comprising $\varphi_\mu$ over a finite submanifold $S \subset \mathbb{R}^{1,3}$ [with the assumption that decomposition (1.173) exists], study of $\varphi_\mu$ does not in general permit decomposition (1.173) to be exactly recovered. However, it may be approached arbitrarily closely for sufficiently large $S$, with the residual ambiguity which cannot be resolved on $S$ giving rise to an equivalence class of decompositions whose foreground field behaviours on $S$ differ only on the scale of the unresolved ambiguity, converging to a single member if $S$ is made large in a way which causes the ambiguity to vanish. For $S$ sufficiently large in all dimensions when compared with $L_0$, the uncertainty arising from the tails of the Gaussians—which are characterised by $L_0$—will in general be small for any foreground process on this submanifold.

1: 3.5.4 Foreground spinors and complex scalars

It is, of course, unrealistic to completely ignore the spinor and complex scalar fields as in Secs. 1: 3.5.1–1: 3.5.3. However, having obtained Lagrangian (1.189) it is now possible to re-establish these fields in a much more cohesive fashion.

First, recognise that the definitions of the product fields

\[
\begin{align*}
\varphi_\mu(x) &:= -i \partial_\mu \varphi(x) \\
\psi^\alpha(x) &:= \partial^\alpha \varphi(x) \\
\bar{\psi}_\alpha(x) &:= \overline{\partial^\alpha \varphi(x)} \\
H(x) &:= \partial_U \varphi(x) \\
H^*(x) &:= \overline{\partial_U \varphi(x)}
\end{align*}
\] (1.134)

imply the substitutions

\[
\begin{align*}
\partial_\mu &\to if_\mu \varphi(x) \\
\partial^\alpha &\to f \psi^\alpha(x) \\
\overline{\partial^\alpha} &\to f \overline{\psi}_\alpha \\
\partial_U &\to f H(x) \\
\overline{\partial_U} &\to f H^*(x)
\end{align*}
\] (1.193)

which are valid when the derivative operators act directly on the product field $\varphi(x)$, or when they are linearly independent of any operators which lie between them and $\varphi(x)$. Thus, for example, linear independence of the holomorphic and antiholomorphic sectors permits substitution

\[
\partial_\mu \varphi(x) = \overline{\partial^\mu} \varphi(x) \longrightarrow f \overline{\partial^\mu} \varphi(x) = f \overline{\psi}_\mu \psi
\] (1.196)

in addition to Eq. (1.134). One interpretation of this interchangeability is that the vector bosons $\varphi_\mu$ are composite bosons assembled from pairs of spinor preons, and that notation $\varphi_\mu$ is no more than a shorthand for a preon and an antipreon at the same co-ordinate.

Similarly, any instance of the complex scalar boson field $H$ may be understood as a pair of chiral spinor derivative operators acting on the scalar field $\varphi$. Since the $H$ and $H^*$ bosons always appear in conjugate pairs, integration by parts may always bring both components of
these bosons to places where they too may be substituted by spinor fields, for example
\[
H^*(x)\Box H(x) = H^*(x)\Box\partial\varphi(x)
\]
\[
\rightarrow i\partial^\alpha H^*(x)\Box \psi_\alpha
\]
\[
\rightarrow i\psi^\alpha H^*\Box \psi_\alpha
\]
(1.197)
\[
H(x)H^*(x)H(x)H^*(x) \rightarrow f^{-1} \partial\partial H^*(x)H^*(x)H(x)
\]
\[
\rightarrow -if^{-1} \partial_\alpha H^*(x)\partial^\alpha H^*(x)H(x)
\]
\[
\rightarrow i\psi^\alpha(x)H^*(x)\psi_\alpha(x)H^*(x)H(x).
\]
(1.198)
Now let perturbations of the fundamental fields \{\varphi_\alpha\} on \mathbb{C}^n also give rise to foreground spinor and complex scalar boson fields, again being low-energy perturbations of the pseudovacuum state having correlation lengths large compared with \(\lambda\). Reintroducing the complex scalar boson into the derivative operator and recognising that both the vector boson and scalar boson fields are no more than shorthands for their preon equivalents, it is convenient to write the derivative
\[
D_\mu := \partial_\mu - if(\varphi_\mu - i\bar{\psi}\sigma_\mu \psi)
\]
(1.199)
with the understanding that the preon forms are to be used only in contexts where the bosonic forms are inapplicable, in order to avoid double counting. Anticipating that \(D_\mu\) will appear in a Lagrangian \(\mathcal{L}_f\) (1.205,1.215) which is used in construction of a generating functional \(\mathcal{Z}\) (1.225), this would eliminate the Feynman diagram of Fig. 1.1(i) as a duplicate of Fig. 1.1(ii), but permit Fig. 1.1(iii) as a process with no vector or scalar analogue. As a diagram rule, this condition for avoidance of double counting may be stated as no two preon lines may have in common both terminating vertices. Given their equivalence to preon pair exchanges, it might seem somewhat redundant to have introduced the vector and complex scalar fields at all—but in later chapters it is seen that for some values of \(n\) in \(\mathbb{C}^n\), these pairs may propagate as bound doublets on account of mass-generating interactions with the pseudovacuum.

Recognising that the action of derivative operator \(\partial_\mu\) on \(\bar{\psi}\sigma_\mu \psi\) expands as
\[
(\partial_\mu \bar{\psi})\sigma^\mu \psi + \bar{\psi}\sigma^\mu (\partial_\mu \psi)
\]
(1.200)
and thus vanishes under integration by parts, the introduction of \(D_\mu\) permits the Lagrangian to be written in a particularly concise form,
\[
F_{\mu\nu} = D_\mu D_\nu 1 - D_\nu D_\mu 1
\]
(1.201)
\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + i(\bar{D_\mu \psi})(D_\mu \psi)
\]
(1.202)
up to the following caveats:

- Expansion of the first term of \(\mathcal{L}\) sets \(K^{(3)} = K^{(1)}\). The value of \(K^{(2)}\) is not fixed directly, but its magnitude is set by transforming one copy of \(\varphi_\mu\) into \(\varphi_\mu\Box\varphi_\mu\) into spinors, and the other into the derivative operator \(\partial_\mu\). There are two choices of how this is to be done, cancelling the factor of \(\frac{1}{4}\). Expansion (1.200) then yields two terms, one governing the dynamics of \(\partial(\partial_\mu \varphi_\alpha)\) and \(\partial_\mu \varphi_\alpha\), and the other governing the dynamics of \(\partial(\partial_\mu \bar{\psi}_\alpha)\) and \(\partial_\mu \bar{\psi}_\alpha\). Since the corresponding equations of motion are equivalent up to hermitian conjugation, one of these terms is redundant. Since the pair sum to zero (1.200), both in fact vanish, and one is then explicitly reintroduced up to a phase determined by convention.
Figure 1.1: Examples of elimination of redundant preon processes. Diagram (i) is redundant, as both preons share the same source and sink. The equivalency $\varphi_\mu(x) = \overline{\psi}(x)\overline{\sigma}_\mu\psi(x)$ then implies that this figure describes the exact same process as diagram (ii). Diagram (iii) is not redundant as there is no way to pairwise replace the preonic constituents with equivalent scalar or vector bosons.

- Recognising that $\overline{\sigma}^\mu\psi$ may be substituted for $\varphi_\mu$, and that $HH^*$ may likewise be substituted for $\varphi^\mu\varphi_\mu$ and then in turn replaced by $\overline{\psi}\psi\psi$, a further superselection rule is required to prevent double counting of some spinor interaction terms. In the context of determining the Lagrangian, the replacements

$$
\varphi^\mu\varphi_\mu \rightarrow -f^2\overline{\psi}\sigma^\mu\psi\overline{\sigma}_\mu\psi = 2f^2\overline{\psi}\psi\psi
$$

(1.203)

$$
\varphi^\mu\varphi_\mu \rightarrow 2HH^* \rightarrow 2f^2\overline{\psi}\psi\psi
$$

(1.204)

represent two different ways to compute one single re-expression of the same term $\varphi^\mu\varphi_\mu$, rather than being distinct physical processes. Accidental duplication is avoided by requiring that within a single term of the Lagrangian, all spinors associated with upsilon markers must be of the same parity. (Spinors not associated with upsilon markers may be of diverse parity, as before.)

Restricting to the foreground fields only, the expanded form of Lagrangian (1.202) is

$$
\mathcal{L}_{fg} = \frac{1}{2}[\varphi_\mu\overline{\Delta}\mu\nu\varphi_\nu]_{fg} + [H^*\overline{\Box}H]_{fg}
$$

(1.205)

$$
+ i[(D^\mu\overline{\psi})\mathcal{D}(D_\mu\psi)]_{fg}
$$

(1.206)

$$
\overline{\Delta}\mu\nu := \eta^{\mu\nu}\Box - D^\mu D^\nu
$$

(1.207)
with equations of motion

\[
\begin{align*}
\tilde{\Delta}^{\mu\nu}[\varphi_{\nu}]_{fg} &= 0 \quad (1.208) \\
\mathcal{D}^{\mu\nu}(D_{\mu}[\psi_{\nu}]_{fg}) &= 0 \quad (1.209) \\
\mathcal{D}_{\nu}(D_{\mu}[\bar{\psi}^\nu]_{fg}) &= 0 \quad (1.210) \\
\tilde{\Box}[H]_{fg} &= 0 & \tilde{\Box}[H^*]_{fg} &= 0. 
\end{align*}
\]

Of note, elimination of cross-terms through substitution (1.199) implies that \(D_{\mu}H\) and \(D_{\mu}H^*\) independently vanish, as did \(\partial_{\mu}H_q\) and \(\partial_{\mu}H^*_q\) (1.107–1.108). However, this in turn implies that unlike the individual fields \(\{H_q, H^*_q\}\), the product fields \(H\) and \(H^*\) do not have individually vanishing derivatives \(\partial_{\mu}H\) and \(\partial_{\mu}H^*\), and so do exhibit an \(x\) co-ordinate dependency. Indeed, these fields may be of arbitrary order in \(x^\mu\) in much the same way as \(\varphi_\mu\). The same is likewise true of the product spinor fields: Although the component spinor fields \(\{\psi_q, \bar{\psi}_q\}\) were at most linear, the product spinor fields may also be of arbitrary order in \(x^\mu\).

It is also worth revisiting substitutions (1.193–1.195) for the foreground fields. These substitutions were originally introduced for the total fields, but are likewise valid for the foreground fields in the low-energy limit. Recognising that in the low-energy limit the value of \(f\) is dominated by the pseudovacuum,

\[
f \approx \langle [\varphi^{-1}]_{bg} \rangle \mathcal{L},
\]

the error associated with using this approximate value of \(f\) may be computed by substituting (1.193–1.195) into the corresponding definitions (1.134–1.143) and approximating \(f\) using Eq. (1.212). In each case the discrepancy is a factor of

\[
1 - \frac{\langle \varphi(x) \rangle_{fg}}{\langle [\varphi]_{bg} \rangle \mathcal{L}}
\]

which may be neglected if the foreground perturbations to \(\varphi(x)\) are sufficiently small, or are periodic or fluctuating over a timescale which is likewise sufficiently small.

### 1:3.5.5 Foreground particle masses

The foreground field Lagrangian (1.205) incorporates all interactions between foreground quasi-particles which arise in the low-energy effective description of the \(C^\wedge 2\) model on \(\mathbb{R}^{1,3}\). However, it overlooks one further class of interactions. In addition to Eq. (1.205), the full Lagrangian (1.202) contains terms proportional to expressions such as

\[
\langle [\varphi^\mu \varphi_\mu]_{fg}[HH^*]_{bg} \quad \text{and} \quad [\varphi^\mu \varphi_\mu]_{fg}[\varphi^\nu \varphi_{\nu}]_{bg} \quad (1.214)
\]

which involve both background and foreground fields, and which do not vanish when averaged over length scales large compared with \(\mathcal{L}_0\). Similar terms may also be constructed involving the spinor component of the pseudovacuum, or for other foreground species (though both processes are a little more complex when spinors are involved). In the low-energy limit, the background field components in these expressions may be replaced by their mean field values [e.g. (1.167)] to give effective mass terms. This mass arises from interactions between the foreground particles and the pseudovacuum, and exhibits an explicit dependency on the characteristic energy scale of the pseudovacuum, \(\mathcal{E}_0\). This effect is somewhat analogous to the Higgs coupling of the Standard Model, where particles interact with the nonvanishing Higgs expectation value in the vacuum state (though no symmetry breaking is present in the current model, with the pseudovacuum...
being introduced by fiat). Incorporating this effect, Lagrangian (1.205) may be expanded to yield

\[ \mathcal{L}_f = \frac{1}{2} [\mathcal{D}_\mu (\triangle^{\mu\nu} - \eta^{\mu\nu} m_\varphi^2) \phi^{\nu}]_{fg} + \left[ H^* (\square - m_H^2) H \right]_{fg} \\
+ i [i (D^\nu \overline{\psi} D_\mu \psi) ]_{fg} \]

(1.215)

with equations of motion

\[ \Delta^{\mu\nu}[\phi^{\nu}]_{fg} = m_\varphi^2 [\phi^{\mu}]_{fg} \]

(1.217)

\[ D^\nu \overline{\psi} [\psi_\alpha]_{fg} = m_\psi [\psi_\alpha]_{fg} \]

(1.218)

\[ D^\nu [\overline{\psi}^\dagger]_{fg} = m_\psi [\overline{\psi}^\dagger]_{fg} \]

(1.219)

\[ \square [H]_{fg} = m_H^2 [H]_{fg} \]

(1.220)

Derivation of Eq. (1.216) and calculation of the effective masses of the foreground species is non-trivial, so a more comprehensive treatment of this effect is deferred to Chapters 4–6.

1:3.5.6 Cauchy surfaces and initial conditions

Having identified the quasiparticles of the model, namely small foreground perturbations of the pseudovacuum state, and constructed their effective Lagrangian, it is now possible to identify a set of initial conditions on a Cauchy surface. First select an appropriate spacelike submanifold of \( \mathbb{R}^{1,3} \), for example \( \mathbb{R}^3 \), to act as a Cauchy surface. Specification of the fields

\[ [\phi_\mu]_{fg} \quad [\psi_\alpha]_{fg} \quad [\overline{\psi}^\dagger]_{fg} \quad [H]_{fg} \quad [H^*]_{fg} \]

(1.221)

and their derivatives

\[ \partial_\nu [\phi_\mu]_{fg} \quad \partial_\nu [\psi_\alpha]_{fg} \quad \partial_\nu [\overline{\psi}^\dagger]_{fg} \quad \partial_\nu [H]_{fg} \quad \partial_\nu [H^*]_{fg} \]

(1.222)

now suffices to permit full reconstruction of the foreground fields over all of \( \mathbb{R}^{1,3} \), up to errors which are small [\( O(\mathcal{E}/\mathcal{E}_0) \)] when averaged over length scales greater than \( \mathcal{L}_0 \). This reconstruction is limited to the foreground vector boson, spinor, and complex scalar boson fields only—the background fields obviously cannot be reconstructed from this data, and it also does not suffice to reconstruct \([\phi]_{fg}\) or any of the component fields \( \{\phi_q\} \). Nevertheless, provided these specified foreground fields, in the low-energy regime, are the objects of interest on \( \mathbb{R}^{1,3} \), then for this purpose the parameters (1.221–1.222) and Lagrangian (1.215) suffice. By construction, if a set of fundamental fields and their gradients on \( \mathbb{C}^{1,2} \) are pulled back to \( \mathbb{R}^3 \) and foreground fields on \( \mathbb{R}^3 \) are calculated from these initial conditions (or better yet, if these values are averaged over a time interval \( T \) which is short compared to the highest energy scale of the foreground fields but nevertheless long compared with \( c^{-1}\mathcal{L}_0 \)), then the extrapolation to all of \( \mathbb{R}^{1,3} \) from these initial conditions yields foreground fields which are consistent (up to errors small over regions large compared with \( \mathcal{L}_0 \)) with the direct pullbacks of the fundamental fields on \( \mathbb{C}^{1,2} \).

Note that the vector boson propagator term in \( \mathcal{L}_{fg} \), which may be rewritten

\[ \frac{1}{2} i (\partial_\mu \phi) (\triangle^{\mu\nu} (\partial_\nu \phi))^\dagger_{fg}, \]

(1.223)
resembles both the propagator of a free vector field $[\varphi_\mu]_{\mathbb{R}}$ and—up to an integration by parts—also a candidate propagator for the unitless product field $[\varphi]_{\mathbb{R}}$ on $\mathbb{R}^{1,3}$. However, on extending the construction presented here from $\mathbb{C}^{\wedge 2}$ to $\mathbb{C}^{\wedge 2n}$ (in Chapter 2), the scalar product field ceases to have a uniquely-defined derivative on a Minkowski submanifold for $n > 1$. In contrast, $[\varphi_\mu]_{\mathbb{R}}$ is replaced by a family of $n^2$ vector fields (with $[\varphi_\mu]_{\mathbb{R}}$ being the single member of this family for $n = 1$), and each vector field in the family has a well-defined derivative on $\mathbb{R}^{1,3}$. Interpreting term (1.223) as the Lagrangian for vector field $[\varphi_\mu]_{\mathbb{R}}$ therefore corresponds to the $n = 1$ limit of a more general construction.

1: 3.6 Extension to higher energies

Up to this point, foreground excitations have been assumed to have energies $E \ll E_0$. However, this constraint is in fact over-stringent. While the energy scale $E_0$ has an important role to play in determining the bounds of the quasiparticle regime, it turns out that well-behaved foreground excitations with energies larger than $E_0$ may also be sustained.

1: 3.6.1 Nature of foreground excitations

Over timescales large compared to $\mathcal{L}_0$, the presence of a foreground excitation in the $\varphi$ field must in principle be taken only as implying that some correlators are non-vanishing over appropriate length and timescales. If the quasiparticles were free particles, individual quanta could in principle be identified as foreground or background excitations. However, in the interacting quasiparticle model which arises from free fields on $\mathbb{C}^{\wedge 2}$, even if a foreground quasiparticle with appropriate wavefunction is explicitly introduced over a background of the pseudovacuum at some initial time $t$, subsequent scattering interactions between this foreground quasiparticle and quasiparticles in the pseudovacuum may result in any one—or more than one—of the involved quasiparticles ending up correlating with the original foreground field at some later time $t'$. The resulting correlations may be understood either as reflecting the transmission of the foreground excitation as a collective excitation of the quasiparticles present, or as reflecting that at time $t'$ some number of the quasiparticles may possibly be identified with the foreground quasiparticle, each with some specific probability amplitude. Either way, the propagation of a foreground excitation is observed to be a collective phenomenon.

This distinction is for the time being largely academic, and in this and subsequent chapters, individual quasiparticles will mostly be identified as foreground or background without explicitly articulating this detail. However, it is of importance when exploring interactions between high-energy foreground particles and the pseudovacuum in Sec. 1: 3.6.2 below, and when calculating the effect of the background fields on boson coupling strengths in Sec. 3: 3.5.

1: 3.6.2 Probing Lorentz symmetry breaking

To probe the Lorentz invariance of the pseudovacuum, consider a massive test quasiparticle which for definiteness is assumed to be a foreground perturbation of field $\varphi_\mu$, with the energy scale of the perturbation being $E$ in some rest frame $F$. A description of the quasiparticle’s propagation in the presence of the pseudovacuum necessarily involves both the energy scale of the particle, $E$, and that of the pseudovacuum, $E_0$.

Since frame $F$ need not coincide with the isotropy frame, the mean magnitude of the energy component of the pseudovacuum will appear to the particle as $\gamma E_0$ for some boost $\gamma$, with a mean momentum component $\beta \gamma E_0$ homogeneously oriented in some direction (for sake of argument, $+x$). In the rest frame of the test particle, there is a pseudovacuum “wind”, or equivalently, in the rest frame of the pseudovacuum, the particle experiences drag from propagating through the
static pseudovacuum state. In both descriptions, momentum is transferred from the foreground particle to the pseudovacuum fields. However, with this momentum transfer come correlations with the original foreground field and its source, and these correlations will persist over length and time scales large compared with $\mathcal{L}_0$. Thus the perturbations to the pseudovacuum induced by this drag effect are themselves foreground in character, and this represents a process already discussed in Sec. 1:3.6.1 where a “foreground excitation” is a collective property of multiple underlying scalar fields. This excitation may contain on- and off-shell excitations of multiple particle species, and in light of Sec. 1:3.8.5, may be taken to represent the full dressed propagator of the foreground excitation.

1:3.6.3 Extending the foreground energy regime

In Sec. 1:3.5, the adoption of an energy bound $\mathcal{E}_0$ for foreground particle excitations is motivated by the definition of $\mathcal{E}_0$ as the characteristic energy scale of the pseudovacuum. However, in practice foreground fields may be constructed with energies substantially exceeding $\mathcal{E}_0$ with very little consequence.

First, recognise that there is a limit on the spatial resolution of background particle wavefunctions. Although the field $\varphi(x)$ is the product of an infinite number of unitless scalar fields $\varphi_q$ and thus of infinite order in $x$, over scales large compared with $\mathcal{L}_0$ these fields and their gradients are uncorrelated. The foreground field excitations are gradients of $\varphi(x)$, and consequently receive multiple cancelling contributions. In essence, the wavefunction of the background field at a point $P$ is determined by the $N_0$ correlated fields with centres within a hypervolume of size $\mathcal{L}_0^4$ containing $P$. It is therefore reasonable to approximate $\varphi(x)$ as being constructed from local patches of dimension $\mathcal{L}_0$ and being of order $O \left(x^{2N_0}\right)$, implying on average a maximum of $2N_0 - 1$ inflection points per distance $\mathcal{L}_0$ and thus bounding the energy of background field excitations from above by

$$\mathcal{E}_\Omega := \left(N_0 - \frac{1}{2}\right) \mathcal{E}_0 \quad \mathcal{L}_\Omega = \mathcal{E}_\Omega^{-1}.$$  \hspace{1cm} (1.224)

(This bound may fluctuate slightly if the centres of the unitless scalar fields on $\mathbb{C}^\wedge 2$ are not evenly distributed.)

It should be noted that this constraint does not prohibit the existence of foreground excitations at energies large compared with $\mathcal{E}_0$ or $\mathcal{E}_\Omega$—foreground excitations exhibit correlations outside the local region, and thus are able to recruit contributions from unitless scalar fields outside the local $\mathcal{L}_0^4$ hypervolume. In principle any number of fields may contribute to a foreground excitation within a given hypervolume, yielding a foreground field which is an arbitrary power of $x$. However, this must be reconciled with the observation in Sec. 1:3.8.2 that the average number of unitless scalar fields actually contributing to a single-particle excitation at any given point is one, and thus becomes a commentary on a nonuniform distribution of the scalar fields’ centres.

In Sec. 1:3.5.2 the restriction to a single unitless scalar field was achieved by perturbing only one field per hypervolume $\mathcal{L}_0^4$, an approach which suffices for excitations with energies small compared with $\mathcal{E}_0$ whose wavefunction may be approximated by a quadratic in $x$ over the relevant hypervolume. However, for energies $\mathcal{E} > \mathcal{E}_0$ it is in general necessary to perturb more than one scalar field per hypervolume, and for $\mathcal{E} > \mathcal{E}_\Omega$ it is necessary to perturb scalar fields over a wider area in order to yield the requisite $x$ dependency within the target region. In each instance these perturbations must be chosen such that, like the background fields, they cancel outside of the target region. They should also predominantly mutually cancel within the target region, such that even though more than one unitless scalar field is perturbed, at any given point $P$ within the region the foreground field receives uncancelled contributions from on average only
one scalar field at a time. For $\mathcal{E} \geq \mathcal{E}_0$ or $\mathcal{E} \geq \mathcal{E}_\Omega$, which scalar field is participating changes over an average length- or time-scale $L \leq L_0$ or $\mathcal{L} \leq \mathcal{L}_\Omega$ respectively. Note that it is not necessary that the relevant scalar field be the one with its centre closest to $P$, or indeed even within $\mathcal{L}_0$ of $P$ given the long-range nature of foreground field correlations.

Note that it is possible to apply this construction even at energy scales small compared with $\mathcal{E}_0$, though it is in general unnecessary to do so.

1: 3.6.4 Meaning of $\mathcal{E}_\Omega$

Regarding the existence of a bound of $O(\mathcal{E}_\Omega)$ on the instantaneous (as opposed to the mean-square) energy of the background fields, note that in Sec. 1: 3.8.2 the foreground fields are seen to model the fields of a quantum field theory, and in Sec. 1: 3.8.5 the local 4-momentum of the pseudovacuum is identified as being available to model

- quantum fluctuations in the 4-momentum of these particles, and
- quantum fluctuations in the vacuum itself.

The existence of an upper bound of order $O(\mathcal{E}_\Omega)$ therefore represents the existence of a physical UV cutoff $\Lambda$ for the magnitude of these fluctuations, such that the model on $\mathcal{C}^{\wedge 2}$ is unable to accurately model quantum processes involving energy fluctuations of order $\mathcal{E}_\Omega$ or higher, whereas these would usually be permitted over scales small compared with $\mathcal{L}_\Omega$ by the Schrödinger time/energy uncertainty relation. However, the finite nature of the UV cutoff does ensure that the $\mathcal{C}^{\wedge 2}$ model is not troubled by unrenormalisable infinities.

To determine an expression for the cutoff energy in terms of $\mathcal{E}_\Omega$, consider that $\mathcal{E}_\Omega$ is a reparameterisation of a timescale $c^{-1}L_\Omega$, and that in the pseudovacuum rest frame, the local product field is dominated by a consistent set of unitless scalar fields over this timescale and thus $c^{-1}L_\Omega$ is the mean time over which pseudovacuum fields are correlated with consistent sign. [This is distinct from scale $c^{-1}L_0$, over which the mean values of the correlators are consistent but the participating fields, and thus local values and signs, may vary subject to this overall constraint. The correlators are, however, approximated as being of consistent sign under the window approximation (1.169).] By comparison, for a foreground field of definite energy $\mathcal{E}$ the scale over which consistency of sign of correlators is achieved corresponds to a half-period. An energy scale analogous to that of the pseudovacuum would associate such an excitation with an energy of $2\mathcal{E}$, and thus it is necessary to introduce factors of 2 or $\frac{1}{2}$ when comparing foreground and pseudovacuum energy scales. A pseudovacuum of energy $\mathcal{E}_\Omega$ may thus transiently emulate foreground excitations of energies up to a UV cutoff of $\frac{1}{2}\mathcal{E}_\Omega$.

1: 3.6.5 Probing Lorentz symmetry breaking—revisited

Having identified $\frac{1}{2}\mathcal{E}_\Omega$ with a finite ultraviolet cutoff, the nature of the Lorentz symmetry breaking in the $\mathcal{C}^{\wedge 2}$ model becomes apparent: In rest frames which do not coincide with the isotropy frame of the pseudovacuum, the value of the UV energy cutoff is augmented, and the UV momentum cutoff becomes anisotropic. Effects of these properties are likely to be subtle, but to become increasingly pronounced as energy scales approach $O(\mathcal{E}_\Omega)$.

Of particular note, virtual processes requiring the borrowing of energies larger than $\frac{1}{2}\mathcal{E}_\Omega$ have limited support in the $\mathcal{C}^{\wedge 2a}$ model series. For $\mathcal{E}_\Omega$ large, this is unlikely to be a major concern. However, in models where there exist particles with rest energies larger than $\frac{1}{4}\mathcal{E}_\Omega$ (see e.g. Sec. 10: 1), virtual processes involving these particles will be heavily suppressed. Whether this has an impact on the utility of the $\mathcal{C}^{\wedge 2a}$ model will depend on whether there are processes of interest at smaller energy scales, for which the contributions of these particles are anyway
likely to be negligible, or whether all physics of interest in the model occurs at energy scale $\frac{1}{2}\mathcal{E}_0$ or above, in which context the correspondence between the $\mathcal{C}^{\wedge,2n}$ model and the QFT will break down.

Having thus established the role of $\mathcal{E}_0$ as the energy scale around which the behaviour of the foreground quasiparticles begins to significantly deviate from that of the quantum field theory they represent, it is useful to review what role $\mathcal{E}_0$ now plays. Although $\mathcal{E}_0$ no longer bounds either the energies of the foreground fields or the instantaneous energies of the background fields (see Sec. 1:3.8.5), it remains a key descriptor of the background fields. An essential property of the background fields is that when averaged over a sufficiently large region or duration, their contribution to many correlators disappears. The scale for this to take place continues to be $L_0 = \mathcal{L}_0^{-1}$.

When studying the behaviour of high-energy foreground excitations having energies large compared with $O(\mathcal{E}_0)$, with associated length scales small compared with $O(L_0)$, it is tempting to assume that measurements involving these particles will be able to detect the pseudovacuum. However, a realistic description of measuring apparatus for high-energy processes typically involves detectors with considerable spatial extent, and measurements collected over an extended period of time or a large number of repetitions (cumulatively equivalent to an extended duration). Thus the correlation length $L_c$ in Sec. 1:3.5.1 satisfies $L_c \gg L$, and while particles with energies large compared with $O(\mathcal{E}_0)$ could in principle be used to probe the pseudovacuum, this is unlikely to happen without deliberate intent.

1:3.6.6 Goldstone’s theorem

It is noted that the pseudovacuum has a preferred isotropy frame and therefore breaks the $\text{SL}(2,\mathbb{C})$ symmetry of the emergent Lagrangian (1.215). It is also noted that the $\mathcal{C}^{\wedge,2}$ model has an emergent complex spin-0 boson, $[H]_{fg}$, which is intrinsically massless as per Eq. (1.211) (in keeping with the expectations of Goldstone theorem), and then acquires mass through a Higgs-like mechanism as a direct consequence of the broken symmetry of the pseudovacuum (Sec. 1:3.5.5). The $\mathcal{C}^{\wedge,2}$ model therefore respects Goldstone’s theorem up to the same exemption which permits the Higgs boson of the Standard Model to acquire mass through coupling to a non-zero vacuum expectation value. In subsequent chapters analogous behaviour is seen in all members of the $\mathcal{C}^{\wedge,2n}$ series, and this mass mechanism is explored in much greater detail in Chapters 5 and 6.

1:3.7 A simplified construction for the pseudovacuum

All fields in this model are decomposed into foreground and background components, with the understanding that the foreground components, characterised by an energy scale $\mathcal{E}$ and length scale $L$, decouple from the background components (save for the interactions giving rise to mass terms) when averaged over regions or durations characterised by $L \gg L_0$, noting that for this to hold, it is sufficient but not necessary that $\mathcal{E} \ll \mathcal{E}_0$. In practice no such limit is ever fully realised for $L > 0$ and $L_0$ finite, so there exists some residual coupling between foreground and background fields which grows weaker for larger $L$ (and, for $\mathcal{E} \ll \mathcal{E}_0$, smaller $\mathcal{E}$).

Suppose that there exist initial conditions with decomposition of the fields into foreground and background components, but the foreground components do not satisfy $\mathcal{E} \ll \mathcal{E}_0$. Coupling of foreground and background fields will initially be strong, but the entropy of the foreground fields will increase over time. In effect, as entropy of the fields increases, high-entropy foreground modes

---

4 More precisely, large compared with $\frac{1}{2}\mathcal{E}_0$ as per Sec. 1:3.6.4. The factor of $\frac{1}{2}$ will frequently be omitted when employing the comparators “much greater than” or “much less than”; $\gg$ or $\ll$. 43
will increasingly approximate the behaviour of background modes. For most initial configurations they may subsequently be rewritten as an additional contribution to the pseudovacuum and a (smaller) perturbation around the pseudovacuum state, so the energy remaining in the foreground modes decreases over time. Consequently there exists a time direction in which the energy of the foreground fields leaks into the background fields.

This does not always guarantee the existence of a regime with arbitrarily small ratio $\mathcal{E}/\mathcal{E}_0$ after a sufficiently long period of time—for example, if considering the behaviour of fields over time on a disc $D \subset \mathbb{R}^3 \subset \mathbb{R}^{1,3}$ then high-energy excitations may propagate into disc $D$ from outside its boundaries. Nevertheless, if disc $D$ is sufficiently large then an increase in entropy within the inner regions of $D$ may be noticed before such excitations reach the centre.

Given these considerations, it may be reasonable to set up a manifold $\mathbb{R}^3$ with random initial conditions and evolve this forward in time, identifying local regions of higher entropy in which $\mathcal{E} \ll \mathcal{E}_0$ is more effectively satisfied. In these regions, the decoupling of foreground and background fields will be more complete. This simplifies the construction of the model, in that instead of specifying the existence of a high-energy pseudovacuum and low-energy perturbations, it is enough to specify an arbitrary field configuration on $\mathbb{C} \wedge 2$, select an arbitrary submanifold $\mathbb{R}^3 \subset \mathbb{R}^{1,3}$, and evolve forward in time until a region of $\mathbb{R}^{1,3}$ (and hence of $\mathbb{C} \wedge 2$) can be identified in which the foreground/background decomposition holds to the desired degree and the effective description given in this chapter may then be applied.

1: 3.8 From classical to emulated semiclassical

1: 3.8.1 Requirements

A semiclassical theory is one which exhibits some properties of a classical theory and some more commonly associated with a quantum theory; typically, enough properties of the quantum theory to permit calculation of scattering amplitudes within some domain of validity. It may therefore be thought of as a form of analogue model. The current Section demonstrates that the model on $\mathbb{C} \wedge 2$ incorporates all of the necessary features for the foreground fields to implement a numerically useful semiclassical theory in the low-energy regime.

To reproduce scattering amplitudes computed using the method of Feynman diagrams it suffices that the $\mathbb{C} \wedge 2$ model must exhibit

- identified classical counterparts to the observable quantum field operator(s) and wavefunction(s), with appropriate interaction terms,
- bosonic or fermionic excitation statistics as appropriate to each exhibited field species, and
- energy/momentum fluctuations governed by the Heisenberg uncertainty principle.

While the calculation of Green functions through variation of the generating functional

$$\mathcal{Z} = e^{iS} \quad S = \int d^4x \mathcal{L}$$

is also often considered a hallmark of semiclassical field theories, once the above features are demonstrated this construction follows directly from formulation of an action principle to describe the evolution of the foreground fields as per Dirac [46] and Schwinger [47–50].

Demonstration of these properties for the decoupled foreground fields observed in the low-energy ($\mathcal{E} \ll \mathcal{E}_0$) regime establishes these foreground fields as yielding a semiclassical approximation to the equivalent QFT, and thus shows that classical scalar fields on $\mathbb{C} \wedge 2$ may act as an analogue model for a simple QFT with vector, complex scalar, and spinor fields. Extension to $\mathcal{E}_0 < \mathcal{E} \ll \mathcal{E}_\Omega$ then follows as per the discussion of Sec. 1:3.6.
1: 3.8.2 Operators

1: 3.8.2.a Background fields: First consider just the vector boson field and the pseudovacuum state, and recall that the classical field $\varphi_\mu(x)$ is constructed by acting the operator $-i\partial_\mu$ on field $\varphi(x)$ (1.134). This field, in turn, is composed from the product of an infinite number of fundamental fields $\varphi_q(x)$ (1.133), and thus when computing a potentially nonvanishing unitful correlator on the background $\varphi_\mu$ fields, e.g. $\langle \varphi^0(x)\varphi_\mu(y) \rangle_{\text{bg}}$ (1.167), this is in general a sum over an infinite number of terms. As discussed in Sec. 1: 3.4.1 this expression is dominated by contributions from fields with centres close to $x$ and $y$, with longer-range contributions mostly cancelling to leave a finite result.

When $x$ is close to $y$, approximation (1.169) yields some insight: under this approximation there are on average exactly $N_0$ fundamental scalar fields $\varphi_q$ which each contribute equally to correlator (1.167). Compare this with the more realistic model where $f(x-y)$ is a Gaussian distribution, with an infinite number of fields contributing. Each field is then weighted by $f(x-y)$, and in the limit $y \to x$ the sum over these weights tends on average towards $N_0$.

Recall that any realistic measurement of a correlator over distance $L_p$ has a finite resolution $L_p$ assumed to satisfy $L_p \ll L_c$. In the limit of sufficiently low probe energy it is convenient to adopt approximation (1.169) and represent short-range background correlators as arising from $N_0$ independent contributions.

In this approximation, recognise that the operator $-i\partial_\mu$ used in construction of the classical field $\varphi_\mu$ has an action on $\varphi(x)$ of

$$
\varphi_\mu(x) = -i\partial_\mu \varphi(x) = -i\partial_\mu \frac{\varphi(x)}{\varphi(x)} \varphi(x)
$$

(1.226)

$$
= -\sum_{q=1}^{\infty} \sum_{q'=1}^{\infty} \frac{i\overline{\varphi}_q(x)\overline{\varphi}_{q'}(x)}{\varphi_q(x)\varphi_{q'}(x)} \varphi(x),
$$

where no special treatment is required for $q = q'$ due to linear independence of the derivative operators $\partial$ and $\overline{\partial}$.

In the absence of foreground fields, and applying approximation (1.169), the contribution of a given instance of $\varphi_\mu$ to a non-vanishing instance of correlator (1.167) is accounted for entirely by $N_0$ of the fundamental scalar fields, such that Eq. (1.167) is invariant under the substitution

$$
\varphi_\mu(x) \longrightarrow -\sum_{q=1}^{N_0} \sum_{q'=1}^{N_0} \frac{i\overline{\varphi}_q(x)\overline{\varphi}_{q'}(x)}{\varphi_q(x)\varphi_{q'}(x)} \varphi(x)
$$

(1.227)

so long as the $N_0$ participating fields are chosen appropriately. This substitution corresponds to recognising that at short range, $f(x-y)$ is 1 for $N_0$ of these fields and 0 for the rest. Following the approach used in Sec. 1: 3.4.1, this is a near field expression which will vanish on averaging over a sufficiently large area; this corresponds with satisfaction of Eq. (1.165). However, the magnitude of Eq. (1.227) is nonvanishing by Eq. (1.166). Under substitution (1.227), correlator (1.167) becomes

$$
\left\langle \varphi(x) \sum_{q=1}^{N_0} \sum_{q'=1}^{N_0} \frac{i\overline{\varphi}_q(x)\overline{\varphi}_{q'}(x)}{\varphi_q(x)\varphi_{q'}(x)} \right\rangle_{\text{bg}} \times \varphi(y) \sum_{r=1}^{N_0} \sum_{r'=1}^{N_0} \frac{i\overline{\varphi}_r(y)\overline{\varphi}_{r'}(y)}{\varphi_r(y)\varphi_{r'}(y)} \right\rangle_{L_p}
$$

(1.228)
and for $N_0$ sufficiently large this reduces to

$$\left\langle \varphi(x) \sum_{q=1}^{N_0} \frac{\sum_{q'=1}^{N_0} \left[ \frac{i \overleftarrow{\partial} \varphi_q(x) \overrightarrow{\partial} \varphi_{q'}(x)}{\varphi_q(x) \varphi_{q'}(x)} \right]}{\varphi_q(y) \varphi_{q'}(y)} \right \rangle_{\mathcal{L}_p} \varphi(y) \right \rangle_{\mathcal{L}_p, q}$$

(1.229)

via Eqs. (1.165–1.166). Replacing each of the $N_0^2$ terms in this sum with the average contribution yields

$$\delta_{\mathcal{L}_0}(x - y) \mathcal{E}_0^2 = -N_0 \left \langle \varphi(x) \left[ \frac{i \overleftarrow{\partial} \varphi_q(x) \overrightarrow{\partial} \varphi_{q'}(x)}{\varphi_q(x) \varphi_{q'}(x)} \right] \right \rangle_{\mathcal{L}_p, q}$$

(1.230)

where subscript $\mathcal{L}_p, q$ indicates that the mean is both over the probe region and over the different participating fundamental fields $q$, and this equation defines $\omega_0$.

Although the derivatives of individual background fields $-i \partial_\mu \varphi_q$ are not normalised, a short-range correlator of form (1.167) receives on average $N_0^2 \mathcal{E}_0^2$ contributions of average value $\omega_0^2$. Collectively, this result matches that obtained on evaluating a quantum field theory correlator $\langle \hat{\varphi}^\mu(x) \hat{\varphi}_\mu(y) \rangle$ in the presence of $N_0$ independent excitations of quantum field $\hat{\varphi}_\mu$ of average energy $\omega_0$.

In what follows, the analogy between independent fields $-i \partial_\mu \varphi_q$ and independent excitations of a quantised field $\hat{\varphi}_\mu$ is extended to the normalised foreground fields, for which it holds field by field as well as collectively. Furthermore, at the lower energy scales associated with foreground fields, only a collective description of the background fields is required. Thus when studying the behaviour of the foreground fields, the background fields’ contributions to boson correlators may be modelled by (or may be thought of as modelling) a sea of normalised excitations having mean energy $\omega_0$ and correlators that adequately approximate the behaviour of distribution $f(x - y)$ in Eq. (1.167).

Although Eq. (1.230) only demonstrates this analogy under approximation (1.169), it extends directly to more general distributions through the introduction of varying correlation weights $f(x - y)$, and thus the analogy between fields and quanta may be made regardless of whether approximation (1.169) is applied or not. Thus $\langle \hat{\varphi}^\mu(x) \hat{\varphi}_\mu(y) \rangle_{\mathcal{L}_p}$ invites identification as a semiclassical approximation to an expectation value $\langle \hat{\varphi}^\mu(x) \hat{\varphi}_\mu(y) \rangle$, with the latter receiving contributions from an average of $N_0$ quanta in the limit $y \to x$ regardless of distribution. This average is to be understood probabilistically if $f(x - y)$ varies smoothly, for example if it is a Gaussian.

This analogy may be made more illuminating by identifying $\varphi(x)$ as the (non-normalised) analogue of the vacuum state $|0\rangle$, i.e. at $x$,

$$\langle 0 | 0 \rangle \equiv \mathcal{N} \langle \varphi(x) \varphi(x) \rangle_{\mathcal{L}_p} \quad (1.231)$$

where $\mathcal{N}$ is a normalisation factor. Note that separability follows from maximisation of pseudovacuum entropy,

$$\langle \varphi(x) \varphi(y) \rangle_{\mathcal{L}_p} = \langle \varphi(x) \rangle_{\mathcal{L}_p} \langle \varphi(y) \rangle_{\mathcal{L}_p}, \quad (1.232)$$

and that homogeneity implies co-ordinate independence of $\langle \varphi(x) \rangle_{\mathcal{L}_p}$, supporting definition of the convenient constant

$$f = \langle \varphi(x) \rangle_{\mathcal{L}^{-1}} \quad (1.148)$$

for any $\mathcal{L} \gg \mathcal{L}_0$. Next, identify

$$\hat{\varphi}_\mu(x) \equiv -i f^{-1} \partial_\mu |x \rangle$$

(1.233)
as being the operator analogue of $\varphi_\mu(x)$ in regime $L_p \gg L_0$. In Eq. (1.233), $|x\rangle$ indicates that the derivative is applied to the wavefunction analogue at $x$, i.e.

$$\hat{\varphi}_\mu(x)|0\rangle = -if^{-1}\partial_\mu\varphi(x).$$  \hfill (1.234)

An operator may also act to the left, and consistency requires that when it does so, this corresponds to the hermitian conjugate of this expression,

$$|0\rangle\hat{\varphi}_\mu(x) = if^{-1}\partial_\mu\varphi(x).$$  \hfill (1.235)

Taking care to explicitly normalise with respect to the vacuum in order to avoid factors of $\mathcal{N}$ from Eq. (1.231), it follows immediately that

$$\langle\hat{\varphi}^\mu(x)|\hat{\varphi}_\mu(y)|0\rangle = \langle\varphi^\mu(x)|\varphi_\mu(y)\rangle_{L_p}. \hfill (1.236)$$

Note that the related low-energy substitution

$$\partial_\mu|x\rightarrow if\varphi_\mu(x)$$ \hfill (1.237)

is valid only where the derivative operator acts on $\varphi(x)$ within $\langle \cdot \rangle_{L_p}$, or can be brought to do so using integration by parts. Thus, for example,

$$\langle\partial_\mu\varphi(y)\ldots\partial_\nu\varphi_\mu(x)\rangle_{L_p} \rightarrow if\langle\partial_\mu\varphi(y)\ldots\partial_\nu\varphi_\mu(x)\rangle_{L_p}$$ \hfill (1.238)

$$\langle\varphi^\mu(x)|\varphi_\mu(y)\rangle_{L_p} \rightarrow if\langle\varphi^\mu(x)|\varphi_\mu(y)\rangle_{L_p}$$

Instead, the effect in the penultimate line of the derivative operator $\partial_\nu$ is to compute the space-time derivatives of the components of $\varphi_\mu(x)$. These requirements are exactly the same as for the corresponding classical operator identity (1.193).

In keeping with the interchangeability of particle species implicit in their common construction from spinor derivatives and manifest in Eqs. (1.199) and (1.201), similar arguments may be pursued for scalar bosons and spinor pairs, with appropriate caution around spinor statistics, yielding operator analogues

$$\hat{\mathcal{H}}(x) \equiv f^{-1}\partial_\mu|x\hat{\mathcal{H}}(x) \equiv f^{-1}\vec{\mathcal{G}}_\mu|x$$ \hfill (1.239)

$$\hat{\psi}_\alpha(x) \equiv f^{-1}\partial_\alpha|x\hat{\psi}_\alpha(x) \equiv f^{-1}\vec{\mathcal{G}}_\alpha|x$$ \hfill (1.240)

where the right hand sides are understood to inhabit $\mathbb{C}^{n^2}$ and act at the point $(\vec{\theta}, \theta)$ associated to a point $x$ by mapping $\mathcal{G}$ (Sec. 1:3.2.5).

1:3.8.2.b Foreground fields: Now reintroduce foreground perturbations of the $\varphi_\mu(x)$ field as per Sec. 1:3.5. As previously noted, a near-arbitrary foreground field of energy $E \ll E_0$ may be constructed by introducing customised perturbations of one fundamental field per hypervolume $L_0^4$ with the density of centres of the perturbed fields being macroscopically homogeneous (when viewed at length scales $L \gg L_0$). This density is consistent with the decision in Sec. 1:3.8.2 to identify the number of fundamental fields making a non-cancelled contribution to a correlator with the number of quanta present in the equivalent quantum field theory. Additional quanta may be represented by perturbing fundamental fields with more than one centre per hypervolume
\( \mathcal{L}_0^4 \), and the nonvanishing derivatives of the perturbation determine the species being represented (vector boson, scalar boson, or spinor).\(^5\)

At first glance the limitation on density of perturbations appears to introduce a Nyquist-like ambiguity over the energy of a foreground excitation [51–53], but this is resolved as in Sec. 1:3.6.3 by permitting a foreground field to involve more than one fundamental field per hypervolume provided all the fields involved in the excitation undergo a net cancellation such that on average only one yields a detectable contribution to the foreground field at any given point. On account of these cancellations between the different perturbations, the domains in which individual fundamental fields contribute to the foreground field may be smaller than \( \mathcal{L}_0^4 \) apiece.

It is worth noting that even with distribution of excitations across multiple fundamental fields, in the analogue model the average number of foreground excitations which may occupy a volume \( \mathcal{L}_0^4 \) is bounded above by \( N_0 \), which must therefore be sufficiently large.

1:3.8.2.c Multi-point correlators of foreground fields: Regarding the evaluation of operator expressions, it is also illuminating to consider an equal-time four-point correlator having the form

\[
\langle \hat{\phi}_\mu^\nu(w)\hat{\phi}_\mu(x)\hat{\phi}_\nu^\nu(y)\hat{\phi}_\nu(z) \rangle \quad (1.241)
\]

where \( w, x, y, \) and \( z \) are all distinct. The equal-time commutation relationships of the bosonic field operators,

\[
[\hat{\phi}_\mu(x, t), \hat{\phi}_\nu(y, t)] = 0 \quad \forall \quad \mu, \nu, \quad (1.242)
\]

imply that ordering of the operators within correlator (1.241) is irrelevant, and hence all operators may in principle be substituted as if acting directly on the vacuum state to either the left or the right. However, their action at four different co-ordinates necessitates the simultaneous application of Eqs. (1.233) and (1.237) to directly replace \( \hat{\phi}_\mu(x)\hat{\phi}_\nu^\nu(y) \) in Eq. (1.241) with \( \hat{\phi}_\mu(x)\hat{\phi}_\nu^\nu(y) \). The end result is to identify

\[
\langle \hat{\phi}_\mu^\nu(w)\hat{\phi}_\mu(x)\hat{\phi}_\nu^\nu(y)\hat{\phi}_\nu(z) \rangle = \frac{\langle 0|\hat{\phi}_\mu^\nu(w)\hat{\phi}_\mu(x)\hat{\phi}_\nu^\nu(y)\hat{\phi}_\nu(z)|0 \rangle}{\langle 0|0 \rangle} \quad (1.243)
\]

\[
\equiv \langle \phi^\mu(w)\phi_\mu(x)\phi^\nu(y)\phi_\nu(z) \rangle \mathcal{L}_p .
\]

1:3.8.3 Wavefunctions

Following Ref. [54] the usual bosonic ladder operators may be defined in terms of the field operator \( \hat{\phi}_\mu(x) \) and the plane wave solutions to the equations of motion \( f_k(x) \),

\[
f_k(x) := e^{-ikx} \frac{e^{-i(k_0)^2}}{[(2\pi)^3 2k_0]^\frac{1}{2}} \quad (1.244)
\]

\[
A(t) \hat{\partial}_0 B(t) := A(t)\hat{\partial}_0 B(t) - \hat{\partial}_0 A(t)B(t) \quad (1.245)
\]

\[
\hat{a}_\mu(k) := \int d^3x \left[(2\pi)^3 2k_0\right]^\frac{1}{2} \hat{\phi}_\mu(x) i \hat{\partial}_0 f_k(x) \quad (1.246)
\]

\[
\hat{a}_\mu^\dagger(k) := \int d^3x \left[(2\pi)^3 2k_0\right]^\frac{1}{2} \hat{\phi}_\mu(x) i \hat{\partial}_0 f_k(x) . \quad (1.247)
\]

\(^5\)Note that under approximation (1.169) a specific grid of hypercubes must be chosen, with exactly one perturbed field per foreground quantum having a centre in each hypercube of the grid. For Gaussian correlators this requirement need only hold on average, but comes at the expense of increasing uncertainty over how many quanta are in a given region as the probe scale approaches \( \mathcal{L}_0 \).
such that

$$\hat{\varphi}(x) = \int \frac{d^3k}{(2\pi)^3 2k_0} \left[ \hat{a}_\mu(k)e^{-ikx} + \hat{a}^\dagger_\mu(k)e^{ikx} \right]. \quad (1.248)$$

When a creation operator acts to the right on the vacuum state, this permits the identifications

$$\hat{a}^\dagger_\mu(k) \equiv \int d^3x e^{-ikx} f^{-1} \partial_\mu \varphi(x) \quad (1.249)$$

$$\hat{a}^\dagger_\mu(k)|0\rangle \rightarrow \int d^3x e^{-ikx} f^{-1} \partial_\mu \varphi(x) \quad (1.250)$$

which may be verified by substituting Eq. (1.250) into the inverse Fourier transform (with annihilation terms eliminated)

$$\hat{\varphi}(x)|0\rangle = \int \frac{d^3k}{(2\pi)^3 2k_0} \hat{a}^\dagger_\mu(k)e^{ikx}|0\rangle, \quad (1.251)$$

and recognising that if the resulting expression is nonvanishing in the context of an expectation value $\langle 0|\ldots \hat{\varphi}(x)|0\rangle$ then this permits the replacement $\overrightarrow{\partial_0} \rightarrow 2\partial_0$, thus confirming that Eq. (1.251) then reduces to $-if^{-1}\partial_\mu \varphi(x)$ as per Eq. (1.234). Identifying

$$|p_\mu\rangle = \hat{a}^\dagger_\mu(p)|0\rangle, \quad (1.252)$$

the single-particle wavefunction for an excitation of momentum $p_\mu$ is then given by the usual expression (again with explicit normalisation with respect to the vacuum state)

$$\psi(x) = \frac{\langle 0|\hat{\varphi}_\mu(x)|p_\mu\rangle}{\langle 0|0\rangle}, \quad (1.253)$$

Applying Eqs. (1.231), (1.235), (1.250), and (1.252) yields

$$\psi(x) = e^{-ipx} \quad (1.254)$$

as expected. (Wavefunction normalised as per Ref. [54].) The tools of Sec. 1:3.8.2 permit similar arguments to be pursued for spinor and scalar fields.

### 1:3.8.4 Particle statistics

Recognising that the analogue to the quantum field operator is constructed from the classical derivative operator, it follows that the operator $\hat{\varphi}_\mu$ automatically inherits the commutation properties of the classical derivative operator $\partial_\mu$. Similarly, the spinor field operators $\psi$ and hermitian conjugate inherit the anticommuting behaviour of the classical operator $\partial^\alpha$ and conjugate $\overleftarrow{\partial}_\alpha$, while the scalar bosons inherit commuting behaviour from $\partial_\mu$ and $\overrightarrow{\partial}_\mu$. Thus the emergent foreground fields of analogue models constructed using the $\mathbb{C}^{\wedge 2}$ construction shown here (and, it will be seen, its $\mathbb{C}^{\wedge 2n}$ generalisations) obey the spin-statistics theorem, consistent with the quantum fields they represent.

### 1:3.8.5 Energy/momentum fluctuations

The next semiclassical feature exhibited by the fields $\varphi_\mu$ is that of fluctuations in energy and momentum. To appreciate these fluctuations, recognise that the effective decoupling of foreground and background field components—e.g. (for free vector bosons)

$$\mathcal{L}_{\varphi,m} = [\varphi_\mu(\Delta^{\mu\nu} - \eta^{\mu\nu}m_\mu^2)\varphi_\nu]_{bg}$$

$$+ [\varphi_\mu(\Delta^{\mu\nu} - \eta^{\mu\nu}m_\mu^2)\varphi_\nu]_{fg} \quad (1.255)$$
—holds only on average over a region large compared with \( L_0 \). Furthermore, even the total product field Lagrangian (1.202) only holds approximately when averaged over such a region. However, the fields surrounding any given point \( x \) may then be decomposed into a portion for which the equations of motion of the product fields (1.217–1.220) do hold both at \( x \) and on average, and a portion for which they do not hold at \( x \), and vanish on average. If this latter portion is viewed as a perturbation, it may involve fundamental fields \( \varphi_q \) which carry foreground excitations as per Sec. 1:3.8.2, and also fundamental fields which do not otherwise carry foreground excitations.

A perturbation in a fundamental field \( \varphi_q \) which already contributes to a foreground excitation at \( x \) may be understood as modifying the local value of that non-pseudovacuum excitation, with consequences for its energy and momentum. Perturbations in fields which do not carry foreground excitations are akin to the construction of transient excitations with borrowed energy, corresponding to virtual particles. By Eq. (1.166) the energy and momentum scales associated with these perturbations range from at least \( O(-\mathcal{E}_0) \) to \( O(\mathcal{E}_0) \). The finite density of field centres across \( \mathbb{R}^{1,3} \) means that \( \varphi_\mu(x) \) cannot support step functions or their Fourier transforms, so the transition between positive and negative energies cannot be abrupt; consequently, fluctuations must take on all values of energy or momentum in the range \([ -\frac{1}{2}\mathcal{E}_0, \frac{1}{2}\mathcal{E}_0 ] \) where the factor of \( \frac{1}{2} \) is as per Sec. 1:3.6.4. Further, by the extension discussed in Sec. 1:3.6.3 these values may potentially range as widely as \([ -\frac{1}{2}\mathcal{E}_0, \frac{1}{2}\mathcal{E}_0 ] \), and the maximally entropic nature of the pseudovacuum implies that all such excitation energies/momenta will indeed appear, with distributions appropriate to a thermal state insofar as this can be supported consistent with the upper bound on energy discussed in Secs. 1:3.6.3 and 1:3.6.4. These fluctuations have lifespans in the range \((2c)^{-1}[ -\mathcal{L}_\Omega, \mathcal{L}_\Omega ] \) keeping with the Heisenberg uncertainty principle. These fluctuations belong to the background fields, but the involvement of a range of energies means that approximation (1.169) may not be incautiously applied.

Note that this argument applies identically to spinor and scalar fields. Also note that when the foreground and background fields are taken to include the fluctuations and virtual excitations described above, total 4-momentum is then conserved pointwise on \( \mathbb{R}^{1,3} \) as well as on average. This ensures conservation of 4-momentum at the vertices of Feynman diagrams in interactions on any scale. Over any length scale large compared with \( L_0 \), foreground particles may freely borrow energy and momentum up to scale \( \frac{1}{2}\mathcal{E}_\Omega \) due to field fluctuations, but this vertex-by-vertex conservation of 4-momentum indicates that such a borrowing comes at the expected cost of creating the corresponding (often virtual) foreground antiparticle with average lifespan naturally limited by the Heisenberg time/energy uncertainty relationship.

1:3.8.6 Normalisation of the generating functional

When evaluating correlators describing the behaviour of foreground fields in the presence of a background thermal pseudovacuum, if only the behaviour of the foreground fields is of interest then it is convenient to normalise with respect to a generating functional which incorporates not only any pseudovacuum loop diagrams (as would normally be the case), but also all interactions involving only particles from the background field, and all different ways in which the background sources/sinks can be connected. When using such a normalisation, the background fields are implicitly assumed to remain on average unchanged over the length and time scales associated with the process being studied, as is appropriate in the low-energy limit.

A minor caveat applies in two-vertex mass interactions of foreground particles (see Chapters 4–6), where the background may remain unchanged on average only with respect to the process as a whole, and not vertex-by-vertex, provided the existence of these nonvanishing modifications of the background field is restricted to length and time scales less than or equal to
O(\mathcal{L}_0) in the isotropy frame of the pseudovacuum.

There is one other behaviour worth mentioning for interaction multiplets separated by length and time scales less than or equal to O(\mathcal{L}_0) in the isotropy frame. Until now, it has been tacitly assumed that both of the derivative operators \( D_\mu \) participating in the construction of a HH pair, or of a complex scalar boson and a chiral fermion pair (H\( \psi \psi \) or H\( H^* \psi \psi \)), must arise from the same term of Lagrangian \( \mathcal{L}_{fg} \). However, coupling to the vacuum fields gives rise to uncertainty in position over length scales of O(\mathcal{L}_0) or less, allowing two vertices separated by distance and time small compared to this scale in the isotropy frame to be effectively treated as collocated. The symbols \( \Upsilon^{\mu} \) and \( \Upsilon^{\nu} \) may then come from separate vertices, though the superselection constraint prohibiting \( H^* \psi \psi \) and \( \Upsilon^{\mu} \psi \psi \) appearing in the same term (Sec. 1:3.5.4) now applies collectively to the product of all effectively collocated vertices.

1:3.8.7 Completing the Lagrangian

Finally, in order to perform useful calculations, it is necessary to supplement Lagrangian (1.215) with source and sink terms for the foreground fields (and perhaps also background fields if not using the normalisation of Sec. 1:3.8.6). This is performed ad hoc in the usual fashion, recognising that these terms are a mathematical convenience encapsulating the introduction and removal of particles from the vicinity of an interaction.

The Lagrangian of a full quantum field theory also necessarily attracts renormalisation terms; the present semiclassical model does not require these additional terms, on account of the existence of a real UV cutoff corresponding (up to a possible boost) to half the peak energy \( \mathcal{E}_\Omega \) of the background fields. Physically relevant results may of course only be obtained in situations where expressions involving this upper bound vanish as the bound is taken to infinity, and are negligible at the actual value of \( \frac{1}{2} \mathcal{E}_\Omega \) adopted in the analogue system. Fortunately this corresponds to the domain of interest established in Sec. 1:3.6, in which the model admits a quasiparticle description of long-range correlations corresponding to the foreground fields. Hypothetically, if a realisation of the \( \mathbb{C}^{\wedge 2} \) model were achieved in a lab, then the value of \( \mathcal{E}_\Omega \) would naturally be finite and the application of the model would be constrained to the computation of physically observable processes independent of \( \mathcal{E}_\Omega \) such as low-energy scattering amplitudes (\( \mathcal{E} \ll \mathcal{E}_\Omega \)).

1:3.8.8 Collapse of the wavefunction

This model contains no intrinsic mechanism for the collapse of the wavefunction, only being capable of computing the evolution of the unobserved wavefunction over time. However, the same could arguably be said of quantum theory as a whole, in which the collapse of the wavefunction is likewise generally inserted as an ad hoc postulate (with some notable exceptions, such as decoherence- and gravitation-based models of wavefunction collapse [55–58]).

Similarly, in an analogue model the collapse of the wavefunction may likewise be introduced as an ad hoc postulate, requiring manual intervention to set the model to the collapsed state once an observation is carried out.

It is notable that the \( \mathbb{C}^{\wedge 2} \) model is endowed with a plenitude of background fields at all points in space and time, with potential to act as a reservoir for purposes of decoherence-mediated effective wavefunction collapse.

1:4 Physical applications and implications

The present chapter has introduced the basics of the \( \mathbb{C}^{\wedge 2n} \) model series with particular emphasis on the simplest member of that series, \( \mathbb{C}^{\wedge 2} \). Full details of construction of the higher-n members
of this series are deferred to Chapter 2, yet from the properties of \(C^\wedge 2\) it is nevertheless possible to infer some implications and applications of the \(C^\wedge 2n\) model series. The author’s primary purpose in constructing the \(C^\wedge 2\) series is to support a particular analogue to the Standard Model in curved space–time which is described in Chapters 3–7. However, some other applications may also be briefly speculated on here.

1: 4.1 Applications in model building

First, consider the relationship between the \(C^\wedge 2\) model and conventional supersymmetric classical ("superclassical") models as discussed by e.g. DeWitt in Ref. [43]. A DeWitt-type supermanifold always has a real space–time as its body, and thus admits both commuting and anticommuting co-ordinates, e.g. \(R^4|4\). In Sec. 1:3.2.4 it was stated that \(C^\wedge n\) also admits an embedding in \(R^4|4\), and that this embedding inhabits the restriction of the Minkowski subspace to a single point, e.g. \(R^4|4|_{x=(0,0,0,0)}\). Indeed, given the embedding of vectors on \(C^\wedge n\) within a single copy of the supernumbers, the \(C^\wedge n\) model may be completely contained within a submanifold of \(R^4|4\) such as \(C^0|1\) or \(R^0|2\), having only anticommuting co-ordinates.

It is frequently presumed that purely anticommuting manifolds cannot support normalised excitation due to the exhaustion of the Taylor series discussed in Sec. 1:3.3.1. In the present model the construction of normalisable excitations was made possible through the use of techniques from condensed matter physics, with normalised quasi-particle excitations being collectively supported by an arbitrarily large number of non-normalised fields.

Second, recognise that the superspace (or Grassmann space) inhabited by a \(C^\wedge n\) model has no commuting degrees of freedom and no time axis, and it is therefore necessary to identify a subspace of this manifold which is isomorphic to \(R^1,3\) on which the quasiparticle excitations are to be studied.

Thus this chapter introduces a technique which permits an entirely new class of manifolds to host emergent quasiparticle excitations and space–times.

1: 4.2 Applications in supersymmetry

Perhaps one of the most intriguing aspects of this model is that a rich universe of interacting (quasi)particles can be constructed in the ancillary, anticommuting sector of superspace. While it is unremarkable that a space isomorphic to \(R^1,3\) can be found over every point in the \(R^1,3\) submanifold of any superspace, given their restricted field content it is perhaps more surprising that these bundles of spaces should be capable of hosting normalisable excitations with nontrivial dynamics. These emergent behaviours appear to be restricted to the high-particle-number regime, and it is possible that the study of these emergent excitations might therefore be able to give insights into particle behaviours in this regime as a result.

1: 4.3 Applications in quantum gravity

Another point of interest is the emergence of normalisable particle fields on Minkowski space–time from an anticommuting manifold hosting no normalisable fields and having no time axis. Given the tension between quantum field theory and relativistic gravitation, entire fields of research such as spin networks/loop quantum gravity [59] are predicated on the principle that an emergent space–time might circumvent problems with renormalisation of the gravitational interaction. In loop quantum gravity, space–time emerges from the connections of nodes, whereas in the present model, normalisable excitations on Minkowski space–time emerge from unnormalisable classical fields on a timeless and anisotropic manifold. Although these space–times are constructed in
different ways, the $C^{\wedge 2n}$ series also provides a situation in which a pseudo-Riemannian space–time emerges from a less problematic environment, namely one on which the Taylor series of all fundamental fields terminate. (Chapter 7 extends this construction to also include the natural emergence of curved space–times.) This work may therefore provide a new direction of research in quantum gravity.

1: 4.4 Applications in foundations of physics

Why does the interaction Lagrangian (or indeed, any Lagrangian at all) even exist? Appeal is customarily made to Noether’s theorem and to local symmetries, these being a natural consequence of conservation laws in a reality whose structure takes the form of bundles over space–time.

The construction of the $C^{\wedge 2}$ model presented in this chapter provides an alternative answer to this question, at least for the $C^{\wedge 2n}$ series of manifolds. In these models there is no Lagrangian at all on the underlying manifold, and all fields are completely free to take any values whatsoever, subject only to the constraint that the manifold co-ordinates anticommute and the fields must be functions of these co-ordinates. Surprisingly, from these near-arbitrary fields and minimal constraints an effective Lagrangian emerges, complete with local symmetry. (In the $C^{\wedge 2}$ model this symmetry is $GL(1,R)$, mediated by the vector boson $\varphi_\mu$. Higher values of $n$ in $C^{\wedge 2n}$ yield larger symmetry groups—see Chapters 2–3.)

1: 4.5 Applications in particle physics

The construction of the $C^{\wedge 2}$ model from excitation gradients on a manifold with anticommuting degrees of freedom has the effect of implying a preon substructure for all fields of dimension greater than $L^{-1/2}$. The intrinsic symmetries of the anticommuting manifold then guarantee description of the emergent spinor, vector, and scalar fields under a single, explicit unifying symmetry group, corresponding to the local symmetry of the manifold.

In Chapter 2, extending this construction to $C^{\wedge 6}$ is seen to generate a local SU(3) symmetry, with the resulting composite bosons acting as the gluons of the emergent interaction. This model may perhaps therefore provide a novel environment in which to study confinement, with a natural upper limit on energy scale corresponding to the energy at which the composite bosons themselves must be described in decomposed form.

1: 5 Conclusion

The construction demonstrated in this chapter serves four main purposes. First, it demonstrates that classical field theories on manifolds with anticommuting co-ordinates are capable of exhibiting interesting (and normalisable) quasiparticle excitations. Second, by mapping to a simple quantum field theory on $R^{1,3}$ it provides a familiar description of an unfamiliar system, namely perturbations of collections of fields on anticommuting manifold $C^{\wedge 2}$. Third, it introduces concepts and constructions which will be key to the $C^{\wedge 2n}$ series of analogue models, all of which have behaviours mapping to effective quasiparticles described by semiclassical field theories on $R^{1,3}$. Higher-$n$ systems map to more complex physical systems, with $n = 3$ anticipated to represent a Yang-Mills gauge theory, and $n = 9$ incorporating all the interactions of the Standard Model through a construction described in Chapters 2–7.

Finally, for any model it is necessary to motivate the construction of the Lagrangian. For the model on $C^{\wedge 2}$, and indeed for all models in the $C^{\wedge 2n}$ series, there is a particularly close connection between dynamics and geometry, and the $C^{\wedge 2}$ model demonstrates how the equations of motion and hence the Lagrangian may arise entirely from constraints imposed by the anticommutation.
rules of the manifold co-ordinates, and the construction of the effective degrees of freedom (the quasiparticle fields).

Following chapters extend the present model to manifolds $C^{\wedge 2n}_{n>1}$, including the construction of a more familiar fermion sector consisting of species with dimension $L^{-3/2}$. Of particular interest is $C^{\wedge 18}$, which contains an analogue of the Standard Model and is capable of predicting the masses of the tau particle and the weak sector bosons. Some other areas for potential application of the $C^{\wedge 2n}$ model series are discussed in Sec. 1: 4, above.
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