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Abstract—We consider the problem of inferring the directed, causal graph from observational data, assuming no hidden confounders. We take an information theoretic approach, and make three main contributions.

First, we show how through algorithmic information theory we can obtain SCI, a highly robust, effective and computationally efficient test for conditional independence—and show it outperforms the state of the art when applied in constraint-based inference methods such as stable PC.

Second, building upon SCI, we show how to tell apart the parents and children of a given node based on the algorithmic Markov condition. We give the CLIMB algorithm to efficiently discover the directed, causal Markov blanket—and show it is at least as accurate as inferring the global network, while being much more efficient.

Last, but not least, we detail how we can use the CLIMB score to direct those edges that state of the art causal discovery algorithms based on PC or GES leave undirected—and show this improves their precision, recall and F1 scores by up to 20%.

Index Terms—Conditional Independence, Stochastic Complexity, Markov Blankets, Causal Discovery

I. INTRODUCTION

Many mechanisms, including gene regulation and control mechanisms of complex systems, can be modelled naturally by causal graphs. While in theory it is easy to infer causal directions if we can manipulate parts of the network—i.e. through controlled experiments—in practice, however, controlled experiments are often too expensive or simply impossible, which means we have to work with observational data [21].

Constructing the causal graph given observations over its joint distribution can be understood as a global task, as finding the whole directed network, or locally, as discovering the local environment of a target variable in a causal graph [20], [29]. For both problem settings, constraint based algorithms using conditional independence tests, belong to the state of the art [2], [8], [22], [29].

As the name suggests, those algorithms strongly rely on one key component: the independence test. For discrete data, the state of the art methods often rely on the \( G^2 \) test [1], [26]. While it performs well given enough data, as we will see, it has a very strong bias to indicating independence in case of sparsity. Another often used method is conditional mutual information (CMI) [31], which like \( G^2 \) performs well in theory, but in practice has the opposite problem; in case of sparsity it tends to find spurious dependencies—i.e. it is likely to find no independence at all, unless we set arbitrary cut-offs.

To overcome these limitations, we propose a new independence measure based on algorithmic conditional independence [11], which we instantiate through the Minimum Description Length principle [10], [24]. In particular, we do so using stochastic complexity [25], which allows us to measure the complexity of a sample in a mini-max optimal way. That is, it performs as close to the true model as possible (with optimality guarantees), regardless of whether the true model lies inside or outside the model class [10].

As we consider discrete data, we instantiate our test using stochastic complexity for multinomials. As we will show, our new measure overcomes the drawbacks of both \( G^2 \) and CMI, and performs much better in practice, especially under sparsity.

Building upon our independence test, we consider the problem of finding the Markov blanket, short MB (see example in Fig. 1). Precisely, the Markov blanket of a target variable \( T \) is defined as the minimal set of variables, conditioned on which all other variables are independent of the target [20].

This set includes its parents, children and parents of common children, also called spouses. Simply put, the Markov blanket of a target node \( T \) is considered as the minimal set of nodes that contains all information about \( T \) [11].

Algorithms for finding the Markov blanket stop at this point and return a set of nodes, without identifying the parents, the children or the spouses [2], [8], [22]. We propose CLIMB, a new method based on the algorithmic Markov condition [11], that is not only faster than state of the art algorithms for discovering the MB, but is to the best of our knowledge the first algorithm for discovering the directed, causal Markov blanket of a target node, without further exploration of the
network. That is, it tells apart parents, children and spouses.

Last but not least, we consider recovering the full causal graph. Current state of the art constraint based and score based algorithms [4], [29] only discover partially directed graphs but can not distinguish between Markov equivalent sub-graphs. Based on CLIMB, we propose a procedure to infer the remaining undirected edges with a high precision.

The key contributions of this paper are, that we
(a) define SCI, a new conditional independence test,
(b) derive a score to tell apart parents and children of a node,
(c) propose CLIMB, to discover causal Markov blankets, and
(d) show how to use the CLIMB score to orient those edges
that can not be oriented by the PC or GES algorithm.

This paper is structured as follows. In Sec. II we introduce
the main concepts and notation, as well as properties of the
stochastic complexity. Sec. III discusses related work. Since
our contributions build upon each other, we first introduce
SCI, our new independence test, in Sec. IV Next, we define and
explain the CLIMB algorithm to find the causal Markov
blanket in Sec. V and extend this idea to decide between
Markov equivalent DAGs. We empirically evaluate in Sec VI
and round up with discussion and conclusion in Sec. VII

II. PRELIMINARIES

In this section, we introduce the notation and main concepts
we build upon in this paper. All logarithms are to base 2, and
we use the common convention that $0 \log 0 = 0$.

A. Bayesian Networks

Given an $m$-dimensional vector $(X_1, \ldots, X_m)$, a Bayesian
network defines the joint probability over random variables
$X_1, \ldots, X_m$. We specifically consider discrete data, i.e. each
variable $X_i$ has a domain $X_i$ of $k_i$ distinct values. Further, we
assume we are given $n$ i.i.d. samples drawn from the joint
distribution of the network. We express the
$n$-dimensional data vector for the $i$-th node with $x_i^n$ To describe interactions
between the nodes, we use a directed acyclic graph (DAG) $G$. We
denote the parent set of a node $X_i$ with $PA_i$, its children
with $CH_i$ and nodes that have a common child with $X_i$ as its
spouses $SP_i$. A set of variables $X$ contains $k_X = \prod_{X_i \in X} k_i$
value combinations that can be non-ambiguously enumerated.
We write $X = j$ to refer to the $j$-th value combination of $X$. For instance such a set could be the set of parents, children or spouses of a node.

As it is common for both inferring the Markov blanket
as well as the complete network, we assume causal suf-
ficiency, that is, we assume that we have measured all common
causes of the measured variables. Further, we assume that the
Bayesian network $G$ is faithful to the underlying probability
distribution $P$ [29].

Definition 1 (Faithfulness). If a Bayesian network $G$ is faithful
to a probability distribution $P$, then for each pair of nodes $X_i$ and $X_j$ in $G$, $X_i$ and $X_j$ are adjacent in $G$ iff. $X_i \perp \!\!\!\!\perp X_j \mid Z$, for each $Z \subset G$, with $X_i, X_j \notin Z$.

Equivalently, it holds that $X_i$ and $X_j$ are d-separated by
$Z$, with $Z \subset G$ and $X_i, X_j \notin Z$, iff. $X_i \perp \!\!\!\!\perp X_j \mid Z$ [11]. Generally, d-separation is an important concept for constraint based algorithms, since it is used to prune out false positives.

As an example consider Fig. 2. All nodes $D$, $E$ and $F$ are associated with the target $T$. However, $F \perp \!\!\!\!\perp T \mid D, E$ and hence $F$ is d-separated from $T$ given $D$ and $E$, which means that it can be excluded from the parent set of $T$.

Building on the faithfulness assumption, it follows that the
probability to describe the whole network can be written as

$$P(X_1, \ldots, X_m) = \prod_{i=1}^{m} P(X_i \mid PA_i),$$

which means that we only need to know the conditional distributions for each node $X_i$ given its parents [11].

Having defined a Bayesian network, it is now easy to explain what a Markov blanket is.

B. Markov Blankets

Markov blankets were first described by Pearl [20]. A Markov blanket $MB_T$ of a target $T$ is the minimal set of nodes in a graph $G$, given which all other nodes are conditionally independent of $T$. That is, knowing the values of $MB_T$, we can fully explain the probability distribution of $T$ and any further information is redundant [20]. Concretely, the Markov blanket of $T$ consists of the parents, children and spouses of $T$. An example MB is shown in Fig. 1.

Discovering the Markov blanket of a node has several advantages. First, the Markov blanket contains all information that we need to describe a target variable as well as its neighbourhood in the graph. In addition, the MB is theoretically the optimal set of attributes to predict the target values [16] and can be used for feature selection [1, 7]. In addition to those properties, the Markov blanket of a single target can be inferred much more efficiently than the whole Bayesian network [50]. This is especially beneficial if we are only interested in a single target in a large network, e.g. the activation of one gene.

Most algorithms to discover the MB rely on faithfulness and a conditional independence test [1]. For the former, we have to trust the data, while for the latter we have a choice. To introduce the independence test we propose, we first need to explain the notions of Kolmogorov complexity and Stochastic complexity.
C. Kolmogorov Complexity

The Kolmogorov complexity of a finite binary string \( x \) is the length of the shortest binary program \( p^* \) for a universal Turing machine \( \mathcal{U} \) that generates \( x \), and then halts [12], [14]. Formally, we have

\[
K(x) = \min\{|p| \mid p \in \{0,1\}^*, \mathcal{U}(p) = x\}.
\]

That is, program \( p^* \) is the most succinct algorithmic description of \( x \), or in other words, the ultimate lossless compressor for that string. We will also need conditional Kolmogorov complexity, \( K(x \mid y) \leq K(x) \), which is again the length of the shortest binary program \( p^* \) that generates \( x \), and halts, but now given \( y \) as input for free.

By definition, Kolmogorov complexity will make maximal use of any structure in \( x \) that can be expressed more succinctly algorithmically than by printing it verbatim. As such it is the theoretical optimal measure for complexity. However, due to the halting problem it is not computable, nor approximable up to arbitrary precision [14]. We can, however, approximate it from above through MDL.

D. The Minimum Description Length Principle

The Minimum Description Length (MDL) principle [24] provides a statistically well-founded and computable framework to approximate Kolmogorov complexity from above [10]. In refined MDL we measure the stochastic complexity of data \( x \) with regard to a model class \( \mathcal{M} \), \( L(x \mid \mathcal{M}) \geq K(x) \). The larger this model class, the closer we get to \( K(x) \); the ideal version of MDL considers the set of all programs that we know output \( x \) and halt, and hence is the same as Kolmogorov complexity. By using a refined MDL code \( \hat{L} \), we have the guarantee that \( \hat{L}(x \mid \mathcal{M}) \) is only a constant away from the number of bits we would need to encode the data if we already knew the best model! This constant is called the regret. Importantly, it does not depend on the data, but only on the model class; and hence these guarantees hold even in settings where the data was drawn adversarially [10]. Only for a few model classes it is known how to efficiently compute the stochastic complexity. One of these is the stochastic complexity for multinomials [13], which we will introduce below.

E. Stochastic Complexity for Multinomials

Given \( n \) samples of a discrete-valued univariate attribute \( X \) with a domain \( \mathcal{X} \) of \( k \) distinct values, \( x^n \in \mathcal{X}^n \), let \( \hat{\theta}(x^n) \) denote the maximum likelihood estimator for \( x^n \). Shartkov [27] defined the mini-max optimal normalized maximum likelihood (NML) as

\[
P_{\text{NML}}(x^n \mid \mathcal{M}_k) = \frac{P(x^n \mid \hat{\theta}(x^n), \mathcal{M}_k)}{\mathcal{R}_{\mathcal{M}_k}^n},
\]

where the normalizing factor, or regret \( \mathcal{R}_{\mathcal{M}_k}^n \), relative to the model class \( \mathcal{M}_k \) is defined as

\[
\mathcal{R}_{\mathcal{M}_k}^n = \sum_{x^n \in \mathcal{X}^n} P(x^n \mid \hat{\theta}(x^n), \mathcal{M}_k).
\]

The sum goes over every possible \( x^n \) over the domain of \( X \), and for each considers the maximum likelihood for that data given model class \( \mathcal{M}_k \). For discrete data, we can rewrite Eq. (2) as

\[
P_{\text{NML}}(x^n \mid \mathcal{M}_k) = \frac{\prod_{v=1}^k \left( \frac{h_v}{n} \right)^{h_v}}{\mathcal{R}_{\mathcal{M}_k}^n},
\]

writing \( h_v \) for the frequency of value \( v \) in \( x^n \), resp. Eq. (3) as

\[
\mathcal{R}_{\mathcal{M}_k}^n = \sum_{h_1 + \cdots + h_k = n} \frac{n!}{h_1! \cdots h_k!} \prod_{v=1}^k \left( \frac{h_v}{n} \right)^{h_v}.
\]

Mononen and Myllymäki [19] derived a formula to calculate the regret in sub-linear time, meaning that the whole formula can be computed in linear time w.r.t. the number of samples \( n \).

We obtain the stochastic complexity for \( x^n \) with regard to model class \( \mathcal{M}_k \) by simply taking the negative logarithm of the \( P_{\text{NML}} \), which decomposes into a Shannon-entropy and a log regret term,

\[
SC(x^n \mid \mathcal{M}_k) = -\log_2 P_{\text{NML}}(x^n \mid \mathcal{M}_k),
\]

\[
= nH(x^n) + \log \mathcal{R}_{\mathcal{M}_k}^n.
\]

Conditional stochastic complexity [28] is defined analogue to conditional entropy, i.e. we have for any \( x^n, y^n \) that

\[
SC(x^n \mid y^n, \mathcal{M}_k) = \sum_{v \in \mathcal{Y}} SC(x^n \mid y^n = v, \mathcal{M}_k)
\]

\[
= \sum_{v \in \mathcal{Y}} h_v H(x^n \mid y^n = v) + \sum_{v \in \mathcal{Y}} \log \mathcal{R}_{\mathcal{M}_k}^{h_v}
\]

with \( \mathcal{Y} \) the domain of \( Y \), and \( h_v \) is the frequency of a value \( v \) in \( y^n \).

For notational convenience, wherever clear from context we will write \( SC(X) \) for \( SC(x^n \mid \mathcal{M}_k) \), resp. \( SC(X \mid Y) \) for \( SC(x^n \mid y^n, \mathcal{M}_k) \). For the log-regret terms in Eq. (4), resp. Eq. (5), we will write \( \Delta(X) \) resp. \( \Delta(X \mid \cdot) \). To introduce our independence test and methods, we need the following property of the conditional stochastic complexity.

**Proposition 1.** Given two discrete random variables \( X \) and \( Y \) and a set \( Z \) of discrete random variables. If \( \Delta(X \mid Z) \leq \Delta(X \mid Z, Y) \), we call \( \Delta \) monotone w.r.t. the number of conditioning variables.

To proof Prop. 1 we first show that the regret term is log-concave in \( n \).

**Lemma 1.** For \( n \geq 1 \), the regret term \( \mathcal{R}_{\mathcal{M}_k}^n \) of the multinomial stochastic complexity of a random variable with a domain size of \( k \geq 2 \) is log-concave in \( n \).

For consciousness, we postpone the proof of Lemma 1 to Appendix VIII-A. Based on Lemma 1 we can now proof Prop. 1.

**Proof of Prop. 2** In order to show Prop. 1 we can reduce the statement as follows. Consider that \( Z \) contains \( p \)
distinct value combinations \( \{r_1, \ldots, r_p\} \). If we add \( Y \) to \( Z \), the number of distinct value combinations, \( \{l_1, \ldots, l_q\} \), increases to \( q \), where \( p \leq q \). Consequently, to show that Prop. 1 holds, it suffices to show that

\[
\sum_{i=1}^{p} \log \mathcal{R}_{M_{xk}}[r_i] \leq \sum_{j=1}^{q} \log \mathcal{R}_{M_{xk}}[l_j]
\]

(6)

whereas \( \sum_{i=1}^{p} |r_i| = \sum_{j=1}^{q} |l_j| = n \). Next, consider w.l.o.g. that each value combination \( \{r_i\}_{i=1, \ldots, p} \) is mapped to one or more value combinations in \( \{l_1, \ldots, l_q\} \). Hence, Eq. (4) holds, if the \( \log \mathcal{R}_{M_{xk}} \) is sub-additive in \( n \). Since we know from Lemma 1 that the regret term is log-concave in \( n \), sub-additivity follows by definition.

III. RELATED WORK

Many methods for discovering Markov blankets and causal networks rely on conditional independence tests [11], [29]—which, by conditioning on the empty set, can also be used to measure association. For discrete data, the state of the art commonly relies on either the \( G^2 \) test or conditional mutual information (CMI) [11], [7], [31]. Both measures, however, have drawbacks. The \( G^2 \) test is biased to independence when only limited data is available, whereas CMI has the opposite problem. In particular, it holds that \( H(X \mid Y) \geq H(X \mid Y, Z) \) for any \( X, Y, Z \), even if \( Z \perp X \). For both \( G^2 \) and CMI it is necessary to define a significance threshold or cut-off, which can be arbitrary. Our proposed method based on algorithmic independence overcomes these limitations.

The discovery of Markov blankets is important in two regards. First, it represents the optimal set of variables for feature selection [11] and, second, for investigating the local structure around a target it is much faster than discovering the whole Bayesian network [30]. The idea of first discovering the neighbourhood of a node, instead of the full Bayesian network got more common with the grow and shrink (GS) algorithm [16]. It consists of two sub routines. First, it discovers the potential parents and children in a bottom up approach. Then, it finds the spouses based on the parents and children from the previous step.

To the best of our knowledge, there exists no algorithm that directly discovers the directed, causal Markov blanket, i.e. that can tell apart parents, children and spouses given only the Markov blanket of a target. In CLIMB, we first discover the Markov blanket, and then orient the edges. To discover the blanket, we build upon and extend the state of the art PCMB [22] and IPCMB [8] algorithms. Both follow the general structure of the GS algorithm, with IPCMB employing fast symmetry correction to exclude children of children. Zhu and Yang [32] proposed to speed up IPCMB by pre-filtering based on mutual information, whereas Zhang et al. [51] discover Markov blankets based on conditional mutual information. Unlike our approach, these methods require the user to set a cut-off value and a scaling parameter \( \lambda \). For an in depth overview of related algorithms, we refer to the following articles [11], [26].

In the area of causal discovery, constraint based [29] and search and score based methods [9], are most well known. The state of the art constraint based algorithm is the Peter and Clark (PC) algorithm [29]. It first discovers the skeleton of the causal graph, using conditional independence tests and then applies orientation rules to find the edge directions. There exist several extension to it, from which stable PC [5], which is independent of the order of the variables, has shown to perform well in practice. The second class of algorithms that we consider, are search and score based methods as the Greedy Equivalence Search (GES) algorithm [14] and its improved version fast GES (FGES) [23]. Those algorithms are accurate even for small sample sizes and use a two stage greedy heuristic to discover the causal skeleton, which makes them very fast in practice.

Still the PC algorithm and FGES only infer partial DAGs and cannot decide between Markov equivalent sub-structures. Based on CLIMB and the algorithmic Markov condition, we propose a post-processing step to infer the direction of those edges that cannot be oriented by stable PC and FGES.

IV. INDEPENDENCE TESTING USING STOCHASTIC COMPLEXITY

Most algorithms to discover the Markov blanket rely on two tests: association and conditional independence [11], [7]. The association test has to be precise for two reasons. First, by being too restrictive it might miss dependencies, which results in a bad recall. Second, if the test is too lenient we have to test more candidates. This may not sound bad, but as we face an exponential runtime w.r.t. the number of candidates, it is very much so in practice.

The quality of the conditional independence test is even more important. Algorithms proven to be correct, are only correct under the assumption that the conditional independence test is so, too [7], [22]. Commonly used conditional independence tests for categorical data like the \( G^2 \) or the conditional mutual information (CMI), have good properties in the limit, but show several drawbacks on practical sample sizes. In the following, we will propose and justify a new test for conditional independence on discrete data.

We start with Shannon conditional mutual information as a measure of independence. It is defined as follows.

**Definition 2** (Shannon Conditional Independence [6]). Given random variables \( X, Y \) and \( Z \). If

\[
I(X; Y \mid Z) = H(X \mid Z) - H(X \mid Z, Y) = 0
\]

then \( X \) and \( Y \) are called statistically independent given \( Z \).

In essence, \( I(X; Y \mid Z) \) is a measure of association of \( X \) and \( Y \) conditioned on \( Z \), where an association of 0 corresponds to statistical independence. If \( Z \) is the empty set it reduces to standard mutual information, meaning we directly measure the association between \( X \) and \( Y \).

As \( I \) is based on Shannon entropy, it assumes that we know the true distributions. In practice, we of course do not know these, but rather estimate \( H \) from finite samples. This becomes a problem when estimating conditional entropy, as
to obtain a reasonable estimate we need a number of samples that is exponential in the domain size of the conditioning variable \[15\]; if we have too few samples, we tend to underestimate the conditional entropy, overestimate the conditional mutual information, and Eq. (7) will seldom be 0—even when \(X \perp Y \mid Z\).

Hence, we needed to set an arbitrary cut-off \(\delta\), such that \(I \leq \delta\). The problem is, however, that \(\delta\) is hard to define, since it is dependent on the complexity of the variables, the amount of noise and the sample size.

Therefore, we propose a new independence test based on (conditional) algorithmic independence that remains zero for \(X \perp Y \mid Z\) even in settings where the sample size is small and the complexity of the variables is large. This we can achieve, by not only considering the complexity of the data under the model (i.e. the entropy) but also the complexity of the model (i.e. distribution). Before introducing our test, we first need to define algorithmic conditional independence.

**Definition 3** (Algorithmic Conditional Independence). Given the strings \(x, y\) and \(z\). We write \(z^*\) to denote the shortest program for \(z\), and analogously \((z, y)^*\) for the shortest program for the concatenation of \(z\) and \(y\).

\[
I_A(x; y \mid z) := K(x \mid z^*) - K(x \mid (z, y)^*) \overset{\delta}{=} 0 \tag{8}
\]

holds up to an additive constant that is independent of the data, then \(x\) and \(y\) are called algorithmically independent given \(z\) \[3\].

As discussed above, Kolmogorov complexity is not computable, and to use \(I_A\) in practice we will need to instantiate it through MDL. We do so using stochastic complexity for multinomials. That is, we rewrite Eq. (8) in terms of stochastic complexity,

\[
I_{SC}(X; Y \mid Z) = SC(X \mid Z) - SC(X \mid Z, Y) = n \cdot I(X; Y \mid Z) + \Delta(X \mid Z) - \Delta(X \mid Z, Y) \tag{9}
\]

where \(n\) is the number of samples. Note that the regret terms \(\Delta(X \mid Z)\) and \(\Delta(X \mid Z, Y)\) in Eq. (9) are over the same domain. From Prop[1] we know that \(\Delta(X \mid Z)\) is smaller or equal than \(\Delta(X \mid Z, Y)\). Hence, the new variable \(Y\) has to provide a significant gain in the term \(H(X \mid Z, Y)\) in Eq. (7) to overcome the penalty from its regret term.

To use \(I_{SC}\) as an independence measure, we need one further adjustment. Since the regret terms are dependent on the domain size, it can happen that \(I_{SC}(X; Y \mid Z) \neq I_{SC}(Y; X \mid Z)\). We make the score symmetric by simply taking the maximum of both directions, and define the Stochastic Complexity based Independence measure as

\[
SCI(X; Y \mid Z) = \max \{ I_{SC}(X; Y \mid Z), I_{SC}(Y; X \mid Z) \}.
\]

We have that \(X \perp Y \mid Z\), iff \(SCI(X; Y \mid Z) \leq 0\). Note that \(SCI\) can be smaller than zero, e.g. \(H(X \mid Z) = H(X \mid Y, Z)\) but \(\Delta(X \mid Z) < \Delta(X \mid Z, Y)\).

In the following, we explain why the \(SCI\) is a well defined measure for conditional independence. In particular, we show that it detects independence, i.e. \(SCI(X; Y \mid Z) \leq 0\) holds, if \(X \perp Y \mid Z\) and that it converges to \(I\).

**Lemma 2.** \(SCI(X; Y \mid Z) \leq 0\), iff \(X \perp Y \mid Z\).

**Proof of Lemma 2** It suffices to show that \(I_{SC}(X; Y \mid Z) \leq 0\), as \(I_{SC}(Y; X \mid Z) \leq 0\) follows analogously. Since the first part of \(I_{SC}(X; Y \mid Z)\) is equal to \(n\) times \(I\), this part will be zero by definition. Based on Prop[1] we have that \(\Delta(X \mid Z) - \Delta(X \mid Z, Y) \leq 0\), which concludes the argument.

Next, we show that in the limit \(\frac{1}{n}SCI(X; Y \mid Z)\) behaves like \(I(X; Y \mid Z)\).

**Lemma 3.** Given two random variables \(X\) and \(Y\) and a set of random variables \(Z\), it holds that

\[
\lim_{n \to \infty} \frac{1}{n} SCI(X; Y \mid Z) = I(X; Y \mid Z),
\]

whereas \(n\) denotes the number of samples.

**Proof of Lemma 3** To show the claim, it suffices to show that \(I_{SC}(X; Y \mid Z)\) asymptotically behaves like \(I(X; Y \mid Z)\), as \(I_{SC}(Y; X \mid Z)\) has the same asymptotic behaviour. We have

\[
\lim_{n \to \infty} \frac{1}{n} I_{SC}(X; Y \mid Z) = \lim_{n \to \infty} I(X; Y \mid Z) + \frac{1}{n} (\Delta(X \mid Z) - \Delta(X \mid Z, Y)).
\]

Hence it remains to show that the second term goes to zero. Since \(\log R_{\text{MDL}}^n\) is concave in \(n\), \(\frac{1}{n} \Delta(X \mid Z)\) and \(\frac{1}{n} \Delta(X \mid Z, Y)\) will approach zero if \(n \to \infty\).

In sum, asymptotically \(SCI\) behaves like conditional mutual information, but in contrast to \(I\), it is robust given only few samples, and hence does not need an arbitrary threshold. In practice it also performs favourably compared to the \(G^2\) test, as we will show in the experiments.

Next, we build upon \(SCI\) and introduce \(CLIMB\) for discovering causal Markov blankets.

**V. CAUSAL MARKOV BLANKETS**

In this section, we introduce \(CLIMB\), to discover directed, or causal Markov blankets. As an example, consider Fig. 1. Again and further assume that we only observe \(T\), its parents \(P_1, P_2, P_3\) and its children \(C_1, C_2\). Only in specific cases we can identify some of the parents using conditional independence tests. In particular, only where exist at least two parents \(P_j\) and \(P_k\) that are not connected by an edge or do not have any ancestor in common, i.e. when \(P_j \perp P_k \mid \emptyset\) but \(P_j \perp P_j \mid T\). We hence need another approach to tell all apart the parents and children of \(T\).

**A. Telling apart Parents and Children**

To tell apart parents and children, we define a partition \(\pi(\text{PC}_T)\) on the set of parents and children of a target node \(T\), which separates the parents and children into exactly
two non-intersecting sets. We refer to the first set as the parents \( PA_T \) and to the second as children \( CH_T \), for which \( PA_T \cup CH_T = PC_T \) and \( PA_T \cap CH_T = \emptyset \). Further, we consider two special cases, where we allow either \( PC_T \) or \( CH_T \) to be empty, which leaves the remaining set to contain all elements of \( PC_T \). Note that there exist \( 2^{|PC_T|} - 1 \) possible partitions of \( PC_T \). To decide which of the partitions fits best to the given data, we need to be able to score a partition.

Building on the faithfulness assumption, we know that we can describe the each node as the conditional distribution given its parents (see Eq. 1). For causal networks, Janzing and Schölkopf [11] showed this equation can be expressed in terms of Kolmogorov complexity.

**Postulate 1** (Algorithmic Independence of Conditionals). A causal hypothesis is only acceptable if the shortest description of the joint density \( P \) is given by the concatenation of the shortest description of the Markov kernels. Formally, we write

\[
K(P(X_1, \ldots, X_n)) \leq \sum_j K(P(X_j \mid PA_j)) + \sum_j K(P(X_j \mid PA_j)) - \sum_j K(P(X_j)),
\]

which holds up to an additive constant independent of the input, and where \( PA_j \) corresponds to the parents of \( X_j \) in a causal directed acyclic graph (DAG).

Further, Janzing and Schölkopf [11] show that this equation only holds for the true causal model. This means that it is minimal if each parent is correctly assigned to its corresponding children. Like in \( SCI \), we again use stochastic complexity to approximate Kolmogorov complexity. In particular, we reformulate Eq. [10] such that we are able to describe the local neighbourhood of a target node \( T \) by its parents and children. In other words, we score a partition \( \pi \) as

\[
SC(\pi(PC_T)) = SC(T \mid PA_T) + \sum_{P \in PA_T} SC(P)
+ \sum_{C \in CH_T} SC(C \mid T).
\]

where, we calculate the costs of \( T \) given its parents, the unconditioned costs of the parents and the children given \( T \). Further, by MDL, the best partition \( \pi^*(PC_T) \) is the one minimizing Eq. [11]. By exploring the whole search space, we can find the optimal partition with regard to our score. The corresponding computational complexity, which is exponential in the number of parents and children, is not the bottle neck for finding the causal Markov blanket, as it does not exceed the runtime for finding the parents and children in the first place. Moreover, in most real world data sets the average number of parents and children is rather small, leaving us on average with few computational steps here.

**B. The Climb Algorithm**

Now that we defined how to score a partition, we can now introduce the Climb algorithm. In essence, the algorithm builds upon and extends PCMB and IPCMB, but, unlike these, can discover the causal Markov blanket.

### Algorithm 1: Climb

| input : data set \( D \), target node \( T \) |
| output : the causal MB of \( T \) |

1. \( PC = \text{FindPC}(D, T) \);
2. \( PA, CH = \text{FindBestPartition}(T, PC) \);
3. \( SP = \emptyset \);
4. **foreach** \( C \in CH \) **do**
   5. \( PC_C = \text{FindPC}(C, D) \);
   6. **if** \( T \notin PC_C \) **then**
      7. \( CH = CH \setminus \{C\} \);
      8. continue;
   **endforeach**
   9. **foreach** \( Y \in PC_C \) and \( Y \notin \{PA, CH, SP\} \) **do**
      10. \( S \subseteq PC : T \perp \perp Y \mid S \);
      **if** \( T \notin Y \mid S \cup \{C\} \) **then**
          11. \( SP = SP \cup \{Y\} \);
      **endif**
   **endforeach**
12. **return** \( PA, CH, SP \);

**Climb** (Algorithm [1]) consists of three main steps: First, we need to find the parents and children of the target node \( T \) (line 1), which can be done with any sound parents and children algorithm. Second, we compute the best partition \( \pi^*(PC_T) \) using Eq. [11] (line 2). The last step is the search for spouses. Here, we only have to iterate over the children to find spouses, which saves computational time. To remove children of children, we apply the fast symmetry correction criterion as suggested by Fu et al. [8] (lines 5–8). Further, we find the spouses as suggested in the PCMB algorithm [22] (lines 9–12), whereas the separating set \( S \) (line 10) can be recovered from the procedure that found the parents and children. In the last line, we output the causal MB by returning the distinct sets of parents, children and spouses.

**Complexity and Correctness:** At worst, the computational complexity of Climb is as good as common Markov blanket discovery algorithms. This worst case is the scenario of having only children and therefore having to search each element in the parents and children set for the spouses. Given \( |V| \) as the number of nodes, we have to apply \( O^{(MB)}(|V|) \) independence tests, which reduces to \( O(|MB|^k|V|) \), if we restrict the number of conditioning variables in the independence test to \( k \). Calculating the independence test is linear, as calculating the conditional mutual information takes linear time and the regret term of \( SCI \) can be computed in sub-linear time [19]. In practice, Climb saves a lot of computation compared to PCMB or IPCMB because it can identify the children and hence does not need to iterate through the parents to search for spouses.

If we search through the whole set of parents and children to identify the spouses, the correctness of the Markov blanket under the faithfulness condition and a correct independence test follows trivially from PCMB [22] and IPCMB [8]. To correctly infer the causal Markov blanket, we need to minimize our score over the complete causal network, which scales exponentially and is infeasible for networks with more than
33 nodes [28]. Additionally, we would need the skeleton of the causal network, which would eliminate the computational advantage of only discovering the Markov blanket. Instead, we compute the local optimal score to tell apart parents and children. This makes CLIMB feasible for large networks.

C. Deciding between Markov equivalent DAGs

In the previous section, we showed how to find the causal MB by telling apart parents and children. Besides, we can use this information to enhance current state of the art causal discovery algorithms. In particular, many causal discovery algorithms as GES [4] and the PC [29] algorithm find partial DAGs. That is, they can not orient all edges and leave some of them undirected. Precisely, if we would assign any direction at random to these undirected edges, the corresponding graph would be in the same Markov equivalence class as the original partial DAG.

We can, however, use the score of CLIMB to also orient these edges in a post processing step as follows. First, we determine the parents and children of each node using the partial DAG. For an undirected edge connecting two nodes A and B, we assign B as a parent of A and vice versa A as a parent of B. It is easy to see that such an assignment creates a loop between A and B in the causal graph. In the second step, we iteratively resolve loops between two nodes A and B by determining that configuration with the minimum costs according to Eq. 11. This we do by first assigning B as a parent of A in PCA, while keeping A as a child of B in PCB. We compute the sum of the costs of this configuration for A and B according to Eq. 11, compare the result to the costs of the inverse assignment and select the one with smaller costs. We repeat this until all edges have been directed.

In the experiments we show that this simple technique significantly improves the precision, recall, and F1 in edge directions for both stable PC and FGES.

VI. EXPERIMENTS

In this section, we empirically evaluate our independence test, as well as the CLIMB algorithm and the corresponding edge orientation scheme. For research purposes, we provide the code for SCI, CLIMB and the orientation scheme online. All experiments were ran single threaded on a Linux server with Intel Xenon E5-2643v2 processors and 64GB RAM. For the competing approaches, we evaluate different significance thresholds and present the best results.

A. Independence Testing

In this experiment, we illustrate the practical performance of SCI, the $G^2$ test and conditional mutual information. In particular, we evaluate how well they can distinguish between true d-separation and false alarms.

To do so, we simulate dependencies as depicted in Fig. 2 and generated data under various samples sizes (100–2,500) and noise settings (0%–95%). For each setup we generated 200 data sets and assess the accuracy. In particular, we report the correct identifications of $F \perp T \mid D, E$ as the true positive rate and the false identifications $D \perp T \mid E, F$ or $E \perp T \mid D, F$ as false positive rate.

First, we focus on the results for $G^2$ and SCI, which we show in Fig 3. SCI performs with near to 100% accuracy for less than 70% noise and then starts to drop in the presence of more noise. At the level of 0% noise D and E can be fully explained by F and therefore an accuracy of 50%, i.e. all independences hold, is the correct choice. In comparison, the $G^2$ test marks everything as independent given less than 1500 data points and starts to lose performance with more than 30% noise. However, it is better in very high noise setups (more than 75% noise), whereas it is questionable if the real signal can still be detected.

Next we consider the results for CMI. As theoretically discussed, we expect that finding a sensible cut-off value is impossible, since it depends on the size of the data, as well as the domain sizes of both the target and conditioning set. As shown in Fig. 4, CMI with zero as cut-off performs nearly random. In addition, we can clearly see that CMI is highly dependent on the sample size as well as on the amount of noise.

B. Plug and Play with SCI

To evaluate how well SCI performs in practice, we plug it into both the PCMB [22] and the IPCMB [8] algorithm. As the results for IPCMB are similar to those for PCMB, we skip them for conciseness. In particular, we compare the results of PCMB using $G^2$ and SCI to CLIMB using SCI and the PCMB subroutine to find the parents and children. We refer to PCMB with $G^2$ as PCMB$G^2$ and using SCI as...
PCMBSCI. To compare those variants, we generate data from the Alarm network, where we generate for 100 up to 20,000 samples each ten data sets and plot the average F1 score as well as the number of performed independence tests in Fig. 5.

As we can see, the F1 score for PCMB using G2 reaches at most 67%. In comparison, PCMB using SCI as well as CLIMB obtain F1 scores of more than 90%. For both the precision is greater than 95% given at least 1,000 data points. Note that CLIMB only uses the inferred children to search for the spouses and hence can at most be as good as PCMBSCI. When we consider the runtime, we observe that CLIMB has superior performance: Both the PCMBSCI and PCMBG2 need more than 10 times as many tests than CLIMB.

C. Telling apart Parents and Children

Next, we evaluate how well we can tell apart parents and children. We again generate synthetic data from the Alarm network as above and average over the results. For each node in the network, we infer, given the true parents and children set, which are the parents and which the children using our score and plot the averaged accuracy in Fig. 6.

Given only 100 samples, the accuracy is already around 80% and further increases to 88% given more data. In addition, the results show that there is no bias towards preferring either parents or children.

D. Finding Causal Markov Blankets

In the next experiment, we go one step further. Again, we consider generated data from the Alarm network for different sample sizes. This time, however, we apply CLIMB and compute the precision and recall for the directed edges. As a comparison, we infer the causal skeleton with stable PC using the G2 test, let it orientate as many edges as possible and then extract the Markov blanket.

We plot the results in Fig. 7. We see that the precision of CLIMB reaches up to 90% and is always better than the PC algorithm, which reaches at most 79%, for up to 10,000 data points. In terms of recall, CLIMB is better than the PC algorithm, however, at 20,000 data points, they are about equal. Since CLIMB is, as far as we know, the first method to extract the causal Markov blanket directly from the data, we cannot have a fair comparison of runtimes. Given 20,000 data points, CLIMB needs on average 221 independence tests per node.

E. Causal Discovery

Last but not least, we evaluate the use of SCI, respectively CLIMB, for causal discovery. First, we show that SCI significantly improves the F1 score over the directed edges of stable PC for small sample sizes compared to the G2 test. Second, we apply the CLIMB edge orientation procedure as post processing on top of the FGES and stable PC, and show how it improves their precision and recall on the directed edges.

a) SCI for PC: First, we evaluate stable PC using the standard G2 test with \( \alpha = 0.01 \) and SCI on the Alarm network with sample sizes between 100 and 20,000. We generate ten data sets for each sample size and calculate the average F1 score for stable PC using G2 (stable PCG2) and our independence test (stable PCsCI). To calculate the F1 score, we use the precision and recall on the directed edges, which means that only if an edge is present with the correct orientation, we count it as a true positive.

We show the results in Fig. 8. Stable PCSCI has a much better performance than stable PCG2, given only few samples. When the sample size approaches 20,000, stable PCSCI still has an advantage of \( \sim 12\% \) over PCG2.

b) Climb-based FGES and PC: To show that our CLIMB-based edge orientation scheme improves not only constraint based algorithms, but also score based methods, we apply it on top of FGES and stable PC, and correspond to the enhanced versions as FGESCLIMB and PCCLIMB. In Table 1 we record the average precision, recall and F1 score. The tested networks networks Alarm, Hailfinder, Hepar2, Win95pts and Andes, have between 37 and 223 nodes and can be found in...
Moreover, we showed that SCI converges to the true conditional mutual information. In contrast to CMI, it does not require any cut-off value and is more robust in the presence of noise. In particular, incorporating SCI in either common Markov blanket discovery algorithms, or the PC algorithm leads to much better results than using the standard state of the art $G^2$ test—especially for small sample sizes. Further, we proposed CLIMB to efficiently find causal Markov blankets in large networks. By applying our edge orientation scheme based on CLIMB on top of common causal discovery algorithms, we can improve their precision and recall on the edge directions.

For future work, we want to consider sparsification, by e.g. removing candidates that do not have a significant association to a target node. One possible way of doing this could be to formulate a significance test based on the no-hypercompression inequality [10], [18]. Last but not least, we want to develop fast approximations to find and orient the parents and children of hub nodes, to extend the applicability of our method.
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VIII. APPENDIX

A. Proof of log-concavity of the regret term

Proof of Lemma 4. To improve the readability of this proof, we write $R_n^R$ as shorthand for $R_n^M_L$ of a random variable with a domain size of $L$.

Since $n$ is an integer, each $R_n^R > 0$ and $R_0^R = 1$, we can prove Lemma 4 by showing that the fraction $R_n^R / R_{n-1}^R$ is decreasing for $n \geq 1$, when $n$ increases.

We know from Mononen and Myllymäki [19] that $R_n^R$ can be written as the sum

$$R_n^R = \sum_{k=0}^{n} m(k,n) = \sum_{k=0}^{n} \frac{n^k(L-1)^k}{n^k k!},$$

where $x^k$ represent falling factorials and $x^k$ rising factorials. Further, they show that for fixed $n$ we can write $m(k,n)$ as

$$m(k,n) = m(k-1,n) \frac{(n-k+1)(n+L-2)}{nk}, \quad (12)$$

where $m(0,n)$ is equal to 1. It is easy to see that from $n = 1$ to $n = 2$ the fraction $R_n^R / R_{n-1}^R$ decreases, as $R_0^R = 1$, $R_1^R = L$ and $R_2^R = L + L(L-1)/2$. In the following, we will show the general case. We rewrite the fraction as follows.

$$\frac{R_n^R}{R_{n-1}^R} = \frac{\sum_{k=0}^{n} m(k,n)}{\sum_{k=0}^{n-1} m(k,n-1)} = \frac{\sum_{k=0}^{n-1} m(k,n) + m(n,n)}{\sum_{k=0}^{n-1} m(k,n-1)} + \frac{m(n,n)}{\sum_{k=0}^{n-1} m(k,n-1)} \quad (13)$$

Next, we will show that both parts of the sum in Eq. 13 are decreasing when $n$ increases. We start with the left part, which we rewrite to

$$\sum_{k=0}^{n-1} m(k,n-1) + \sum_{k=0}^{n-1} (m(k,n) - m(k,n-1))$$

$$= \sum_{k=0}^{n-1} m(k,n-1) + \frac{\sum_{k=0}^{n-1} (k-1)x^k}{\sum_{k=0}^{n-1} m(k,n-1)} \quad (14)$$

When $n$ increases, each term of the sum in the numerator in Eq. 14 decreases, while each element of the sum in the denominator increases. Hence, the whole term is decreasing.

In the next step, we show that the right term in Eq. 13 also decreases when $n$ increases. It holds that

$$\frac{m(n,n)}{\sum_{k=0}^{n-1} m(k,n-1)} \geq \frac{m(n,n)}{m(n-1,n-1)}.$$

Using Eq. 12 we can reformulate the term as follows.

$$\frac{n+L-2}{n^2} \frac{m(n-1,n)}{m(n-1,n-1)}$$

$$= \frac{n + L - 2}{n^2} \left(1 + \frac{m(n-1,n) - m(n-1,n-1)}{m(n-1,n-1)}\right)$$

After rewriting, it is easy to see that also the second term of Eq. 13 is decreasing and hence we can conclude the proof.

B. SCI fulfills the Zero-Baseline Property

Figure 9. [Zero-Baseline] $\hat{F}$, $F$ and $F_{SCI}$ on $X \perp Y$, for different domain sizes $k_Y$ of $Y$. $F$ is the ideal score, $\hat{F}$ uses empirical estimates, while $F_{SCI}$ uses stochastic complexity. $\hat{F}$ identifies spurious associations for larger $k_Y$, whereas $F_{SCI}$ correctly does not pick up any signal.