UNIVERSALLY STARLIKE AND PICK FUNCTIONS
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Abstract. Denote by $\mathcal{P}_{\log}$ the set of all non-constant Pick functions $f$ whose logarithmic
derivatives $f'/f$ also belong to the Pick class. Let $\mathcal{U}(\Lambda)$ be the family of functions $z \cdot f(z)$, where
$f \in \mathcal{P}_{\log}$ and $f$ is holomorphic on $\Lambda := \mathbb{C} \setminus [1, +\infty)$. Important examples of functions
in $\mathcal{U}(\Lambda)$ are the classical polylogarithms $\text{Li}_\alpha(z) := \sum_{k=1}^{\infty} z^k/k^\alpha$ for $\alpha \geq 0$, see [5](2015).

In this note we prove that every $\varphi \in \mathcal{U}(\Lambda)$ is universally starlike, i.e., $\varphi$ maps every circular
domain in $\Lambda$ containing the origin one-to-one onto a starlike domain. Furthermore, we show
that every non-constant function $f \in \mathcal{P}_{\log}$ belongs to the Hardy space $H_p$ on the upper half-
plane for some constant $p = p(f) > 1$, unless $f$ is proportional to some function $(a-z)^{-\theta}$ with
$a \in \mathbb{R}$ and $0 < \theta \leq 1$. Finally we derive a necessary and sufficient condition on a real-valued
function $v$ for which there exists $f \in \mathcal{P}_{\log}$ such that $v(x) = \lim_{\varepsilon \downarrow 0} \text{Im} f(x + i\varepsilon)$ for almost all
$x \in \mathbb{R}$.
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1. Introduction

1.1. Universally starlike functions.

Universally starlike functions have been introduced in [36, 35] as analytic functions in the slit domain $\Lambda := \mathbb{C} \setminus [1, \infty)$ satisfying the following conditions: (i) $f(0) = f'(0) - 1 = 0$, (ii) $f$ is univalent in $\Lambda$ and maps any circular domain $C \subset \Lambda$ containing the origin onto a domain starlike with respect to the origin. In some subsequent papers this notion has been extended to other domains and classes of so-called (universally) prestarlike functions in $\Lambda$ of order $\alpha < 1$ have been introduced. The universally starlike functions correspond to the case $\alpha = 1/2$ and some interesting general properties and representations of those functions have been discovered. In particular, it turns out that these functions are necessarily Pick functions (in $\Lambda$), and can be represented in terms of specific probability measures on the interval $[0, 1]$ (see below).

The main goal of this paper is to provide a complete characterization of the universally starlike functions, relying on the theory of Pick functions. The paper also contains many other results, which are interesting by themselves, regarding the Hardy classes $H_p$ of the upper half-plane.

In 2009 St. Ruscheweyh, L. Salinas and T. Sugawa [36, Cor.1, p.289] proved that $\Psi$ is universally starlike if and only if there exists $\mu \in \mathcal{M}^+(\mathbb{R})$ such that $\mu(\mathbb{R}) = 1$, supp $\mu \subseteq [0, 1]$ and

$$
\Psi(z) = \exp \left( \int_{[0,1]} \log \frac{1}{1-tz} \, d\mu(t) \right), \quad z \in \mathbb{C} \setminus [1, +\infty),
$$

(1.1)

where the principal branch of the logarithm is taken, $\mathcal{M}^+(\mathbb{R})$ denotes the cone of all non-negative Borel measures on $\mathbb{R}$ which are finite on compact sets, and

$$
\text{supp } \mu := \{ x \in \mathbb{R} \mid \mu((x-\varepsilon, x+\varepsilon)) > 0 \ \forall \varepsilon > 0 \}.
$$

Let $\mathcal{U}(\Lambda)$ be the family of all functions $z \cdot f(z)$, where $f$ is holomorphic on $\Lambda := \mathbb{C} \setminus [1, +\infty)$ and $f$ is a non-constant Pick function whose logarithmic derivative $f'/f$ also belong to the Pick class.
One of the main results of the present paper is that every function \( \varphi \in \mathcal{U}(\Lambda) \) is universally starlike, i.e., \( \varphi \) maps every circular domain in \( \Lambda \) containing the origin one-to-one onto a starlike domain.

Let \( \text{Hol}(D) \) denote the set of all holomorphic functions in \( D \subset \mathbb{C} \), \( C(\mathbb{R}) \) the set of all functions continuous on \( \mathbb{R} \), \( \mathcal{B}(\mathbb{R}) \) the family of all Borel subsets of \( \mathbb{R} \), \( \mathbb{H} := \{ z \in \mathbb{C} \mid \text{Im} z > 0 \} \) and \( \mathbb{D} := \{ z \in \mathbb{C} \mid |z| < 1 \} \).

For any \( 0 < p < +\infty \) we consider the Hardy spaces on the unit disk \([23, \text{p.68}]\) and on the upper half plane \([10, \text{p.168}]\), \([23, \text{p.112}]\) as well

\[
H_p(\mathbb{D}) := \left\{ f \in \text{Hol}(\mathbb{D}) \mid \|f\|_{H_p(\mathbb{D})}^{\text{max}(1,p)} := \sup_{0 \leq r < 1} \int_{-\pi}^{\pi} |f(re^{i\theta})|^p \, d\theta < +\infty \right\},
\]

\[
H_p(\mathbb{H}) := \left\{ f \in \text{Hol}(\mathbb{H}) \mid f_B(w) := f\left(\frac{i(1-w)}{1+w}\right) \in H_p(\mathbb{D}) \right\},
\]

\[
\mathcal{H}_p(\mathbb{H}) := \left\{ f \in \text{Hol}(\mathbb{H}) \mid \sup_{y>0} \int_{\mathbb{R}} |f(x+iy)|^p \, dx < +\infty \right\} \subset H_p(\mathbb{H}).
\]

We also deal with the real space \( L_\infty(\mathbb{R}) \) consisting of all Borel measurable real-valued functions \( f \) defined on \( \mathbb{R} \) such that \( \|f\|_{L_\infty(\mathbb{R})} := \inf \left\{ a > 0 \mid m\left(\{ x \in \mathbb{R} \mid |f(x)| > a \} \right) = 0 \right\} < +\infty \), where it is assumed that \( \inf \emptyset := +\infty \) and \( m \) denotes the Lebesgue measure on the real line. Recall that two functions in \( L_\infty(\mathbb{R}) \) are identified whenever they are equal almost everywhere with respect to the Lebesgue measure \( m \) (in short: \( m\text{-a.e.} \) or just 'almost everywhere').

Let \( \Omega \subset \mathbb{C} \) be a domain containing the origin, \( \text{Hol}(\Omega) \) denote the class of functions in \( \text{Hol}(\Omega) \) normalized by \( f(0) = f'(0) - 1 = 0 \) and \( \text{Hol}_0(\Omega) \) be the set of functions \( f \in \text{Hol}(\Omega) \) with \( f(0) = 1 \). A domain is referred to as circular when it is a disk or a half plane. A domain \( \Omega \) is called a starlike with respect to the origin if a straight line segment connecting an arbitrary point in it with the origin is contained in \( \Omega \). A function \( \Psi \) is called universally starlike (with respect to the origin) if \( \Psi \in \text{Hol}(\mathbb{C} \setminus [1, +\infty)) \) and every circular domain in \( \mathbb{C} \setminus [1, +\infty) \) containing the origin is mapped by \( \Psi \) one-to-one onto a starlike domain.

### 1.2. Pick functions.

Let \( \mathcal{P} \) denote the set of Pick functions, i.e. the set of holomorphic functions \( \Phi \) on \( \mathbb{H} \) with non-negative imaginary part, extended to \( -\mathbb{H} \) by means of \( \Phi(z) = \overline{\Phi(\overline{z})} \) for \( z \in -\mathbb{H} \). Thus,

\[
\mathcal{P} := \left\{ \Phi \in \text{Hol}(\mathbb{C} \setminus \mathbb{R}) \mid \frac{\text{Im} \Phi(z)}{\text{Im} z} \geq 0, \ z \in \mathbb{C} \setminus \mathbb{R}; \ \Phi(z) = \overline{\Phi(\overline{z})}, \ z \in -\mathbb{H} \right\}. \tag{1.2}
\]

It is known (see \([7, \text{p.31}]\)) that every \( \Phi \in \mathcal{P} \) is either a real constant or \( \text{Im} \Phi(z) > 0 \) for all \( z \in \mathbb{H} \). Each function in the class \( \mathcal{P} \) has a unique canonical representation of the form (see \([9, \text{Th.1, p.20}], \ [38, \text{Lem.2.1, p.23}]\))

\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \, d\sigma(t), \ \ z \in \mathbb{C} \setminus \mathbb{R}, \tag{1.3}
\]

\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \, d\sigma(t), \ \ z \in \mathbb{C} \setminus \mathbb{R},
\]

\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \, d\sigma(t), \ \ z \in \mathbb{C} \setminus \mathbb{R},
\]

\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \, d\sigma(t), \ \ z \in \mathbb{C} \setminus \mathbb{R},
\]

\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \, d\sigma(t), \ \ z \in \mathbb{C} \setminus \mathbb{R},
\]

\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \, d\sigma(t), \ \ z \in \mathbb{C} \setminus \mathbb{R},
\]
where \( \alpha \geq 0, \beta \in \mathbb{R} \) and \( \sigma \in \mathcal{M}^+(\mathbb{R}) \) for which \( \int_\mathbb{R} (1 + t^2)^{-1} d\sigma(t) \) is finite. Conversely, any function of the form \((1.3)\) is in \( \mathcal{P} \). It has been proved in [9] Lem.2, p.26] that
\[
\Phi \in \mathcal{P} \cap \text{Hol}\left((a,b)\right) \iff \text{supp}\sigma \subset \mathbb{R} \setminus (a,b),
\]
where \( a,b \in \mathbb{R}, a < b \) and \( \sigma \) is a measure corresponding to \( \Phi \) by \((1.3)\).

For arbitrary \( \Phi \in \mathcal{P} \setminus \{0\} \) we have \( \log \Phi \in \mathcal{P} \) and any function
\[
f \in \log \mathcal{P} := \{ \log \Phi \mid \Phi \in \mathcal{P} \setminus \{0\} \} \subset \mathcal{P}
\]
can be uniquely represented in the form (see [9, p.27])
\[
f(z) = \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \rho(t)\, dt, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]
where \( \beta \in \mathbb{R} \) and \( \rho \in L_\infty(\mathbb{R}) \) satisfies \( 0 \leq \rho(x) \leq 1 \) for almost all \( x \in \mathbb{R} \) with respect to the Lebesgue measure (in short: for almost all). Conversely, any function of the form \((1.5)\) is in \( \log \mathcal{P} \).

1.3. Boundary values of Pick functions.

For arbitrary \( \Phi \in \mathcal{P} \setminus \{0\} \) we denote \( f := \log \Phi \in \log \mathcal{P} \) and replace the upper half plane by the unit disk with the help of the change of variables
\[
\Phi_D(w) := \Phi\left(\frac{i(1-w)}{1+w}\right), \quad f_D(w) = \log \Phi_D(w), \quad w \in \mathbb{D}.
\]
Then the formula \((1.5)\) can be rewritten as follows (cp. [23, p.76])
\[
f_D(w) = \beta + \frac{i}{2} \int_{-\pi}^{\pi} \frac{e^{i\theta} + w}{e^{i\theta} - w} \rho\left(\frac{\tan \frac{\theta}{2}}{i}\right)\, d\theta.
\]
In view of A.E. Plessner’s theorem [29, p.17] (see [41, Ex.24, p.245], [23, p.58]), \( f_D \in \text{Hol}(\mathbb{D}) \) and \( \text{Im} \, f_D \geq 0 \) in \( \mathbb{D} \) imply that for almost all \( \theta \in (-\pi, \pi) \) there exists a finite limit \( f_D(e^{i\theta}) \) of \( f_D(w) \) as \( w \rightarrow e^{i\theta} \) non-tangentially (in short: \( w \xrightarrow{\text{nt}} e^{i\theta} \)). Thus, for almost all \( x \in \mathbb{R} \) there exists the (non-tangential) finite boundary value \( f(x+i0) := \lim_{H\ni z \rightarrow x} f(z) \) and since \( f(\tan \frac{\theta}{2} + i0) = f_D(e^{i\theta}), \theta \in (-\pi, \pi) \), in view of Fatou’s [23, p.11] and Titchmarsh’s [23, p.20] theorems we have
\[
f\left(\tan \frac{\theta}{2} + i0\right) = \pi \rho\left(\tan \frac{\theta}{2}\right) + \beta + \lim_{\theta \rightarrow 0} \int_{\varepsilon}^{\pi} \int_{-\pi}^{\pi} \rho\left(\frac{\tan \frac{\theta+t}{2}}{2}\right) - \rho\left(\frac{\tan \frac{\theta-t}{2}}{2}\right)\, dt
\]
for almost all \( \theta \in (-\pi, \pi) \). For the corresponding \( x \in \mathbb{R} \) the limit
\[
\Phi(x+i0) := \lim_{H\ni z \rightarrow x} \Phi(z) = \lim_{H\ni z \rightarrow x} e^{f(z)} = e^{f(x+i0)}
\]
exists and is finite. Moreover, as straightforward consequences of well-known results in the theory of \( H_p \)-spaces, it is established in subsection 3.1 below that (cp. [14, Lem. 6.2, p. 255])
\[
\int_{\mathbb{R}} \frac{|\Phi(x+i0)|^{1+\delta}}{1+|x|^2} \, dx < +\infty, \quad \delta \in (0,1), \quad \Phi \in \mathcal{P} \setminus \{0\},
\]
\[
\int_{\mathbb{R}} \frac{|f(x+i0)|^p + e^{\delta|f(x+i0)|}}{1+|x|^2} \, dx < +\infty, \quad \delta \in (0,1), \quad p > 0, \quad f \in \log \mathcal{P},
\]
\[ \mathcal{P} \subset H_{\delta}(\mathbb{H}), \quad \log \mathcal{P} \subset H_p(\mathbb{H}), \quad \delta \in (0, 1), \quad p > 0. \quad (1.10) \]

It should be noted that inequality (1.9) cannot be improved to cover the case \( \delta = 1 \) because \( \Phi(z) = z \in \mathcal{P} \setminus \{0\} \) and \( f(z) = \log z \in \log \mathcal{P} \).

Every \( \Phi \in \mathcal{P} \setminus \{0\} \) is an outer function for the class \( H_\delta(H) \) for arbitrary \( \delta \in (0, 1) \) (see [10, Th.11.6, p.193]), as it follows from (1.8), (1.10) and the Schwarz integral formula [30, p.206] applied to the function \( \log \Phi \in H_1(H) \), which by [10, Th.3.1, p.34] can be represented as the Poisson integral

\[
\log \Phi(x + iy) = \frac{1}{\pi} \int_{\mathbb{R}} \frac{y \log \Phi(t + i0)}{(x - t)^2 + y^2} \, dt, \quad x + iy \in \mathbb{H}, \quad \Phi \in \mathcal{P} \setminus \{0\},
\]

of its boundary values \( \log \Phi(x + i0) \). Thus, in addition to the exponential representation \( \Phi = e^f \) with \( f = \log \Phi \) given by (1.5) with \( \pi \rho(t) = \arg \Phi(t + i0) \), any \( \Phi \in \mathcal{P} \setminus \{0\} \) has also another one, namely

\[
\Phi(z) = \exp \left( \frac{1}{\pi i} \int_{-\infty}^{+\infty} \left( \frac{1}{1-z} - \frac{t}{1+t^2} \right) \log |\Phi(t + i0)| \, dt + i \arg \Phi(i) \right), \quad z \in \mathbb{H}, \quad \Phi \in \mathcal{P} \setminus \{0\}.
\]

It is well-known (see [23, p.100], [13, Cor.2.6, p.114]) that if \( g \in C(\mathbb{R}) \) is periodic with period \( 2\pi \), then

\[
\int_{-\pi}^{\pi} e^p \cdot |\tilde{g}(\theta)| \, d\theta < +\infty \quad \text{for all } p > 0,
\]

where (cp. [23, p.89])

\[
\tilde{g}(\theta) := \lim_{\epsilon \to 0} \frac{1}{\pi} \int_{\epsilon}^{\pi} \frac{g(\theta + t) - g(\theta - t)}{2 \tan \frac{t}{2}} \, dt.
\]

Therefore, (1.6) and (1.7) yield (compare with (1.9))

\[
\int_{\mathbb{R}} \frac{e^q \cdot |f(x + i0)|}{1 + x^2} \, dx < +\infty, \quad q > 0,
\]

provided that \( f \in \log \mathcal{P} \) and the function \( \rho \) corresponding to \( f \) in (1.5) satisfies \( \rho(\tan \frac{x}{2}) \in C(\mathbb{R}) \).

### 1.4. Special subclasses of \( \mathcal{P} \)

It is easily verified (see [3.2]) that the power of exponent in the righthand side of (1.1) can be converted to the following expression

\[
L_\mu(z) := \int_{[0,1]} \log \frac{1}{1 - tz} \, d\mu(t) \quad (1.14)
\]

\[
= - \int_{[0,1]} \log \sqrt{1 + t^2} \, d\mu(t) + \int_1^{\infty} \left( \frac{1}{t - z} - \frac{t}{1 + t^2} \right) (1 - \mu(1/t)) \, dt,
\]

where \( \mu(x) := \mu((\infty, x]), \quad x \in \mathbb{R}. \) Due to (1.5), this means that \( L_\mu(z) \in \log \mathcal{P} \) and hence \( \Psi(z)/z \in \mathcal{P} \) for every universally starlike function \( \Psi \). Moreover, since \( 1 - \mu(1/t) \) in the righthand side of (1.14) is non-decreasing on \( [1, +\infty) \), (1.14) singles out, from the class \( \log \mathcal{P} \), those functions whose representation (1.5) has only non-decreasing functions \( \rho \). Therefore,
the functions $L_\mu(z)$ and $\Psi(z)/z$ belong to narrower classes than $\log P$ and $P$, respectively. This circumstance leads to the following definitions.

Denote the set of all primitives of the functions in $P$ as follows

$$\mathcal{P}_f := \left\{ f \in \text{Hol}(\mathbb{C} \setminus \mathbb{R}) \mid f'(z) \in P, \ f(-i) = \overline{f(i)} \right\},$$

and introduce the three following subclasses of $P$,

$$\mathcal{P}_f \cap P = \left\{ f \in P \mid f' \in P \right\}, \quad (1.15)$$
$$\mathcal{P}_f \cap \log P = \left\{ f \in P \mid e^f \in P, \ f' \in P \right\}, \quad (1.16)$$
$$\mathcal{P}_{\log} := \left\{ e^f \mid f \in \mathcal{P}_f \cap \log P \right\} = \left\{ f \in P \mid (\log f)' = \frac{f'}{f} \in P \right\}. \quad (1.17)$$

where for the class (1.17) the following notations is also used (cp. [9, p.18])

$$\mathcal{P}_{\log}(A) := \mathcal{P}_{\log} \cap \text{Hol}(\mathbb{C} \setminus A), \quad A \subset \mathbb{R}.$$  

Observe that each function in any of the classes introduced above is defined uniquely by its values on the upper half plane, because its values on the lower half plane have been assigned under a single formula $f(z) = \overline{f(-z)}$, $z \in -\mathbb{H}$.

In the sequel we obtain canonical representations for functions in the classes $P \cap \mathcal{P}_f$, $\mathcal{P}_f \cap \log P$, $\mathcal{P}_{\log}$ and prove that $\Psi$ is universally starlike if and only if

$$\left\{ f \in \mathcal{P}_f \cap \log P \right\} \setminus \Delta_{\mathcal{P}_f}.$$  

In Theorem 2.4 below it is proved that for every $f \in (\mathcal{P}_f \cap \log P) \setminus \Delta_{\mathcal{P}_f}$, where the class $\Delta_{\mathcal{P}_f}$ of elementary functions is defined in (2.28), there exists at least one value of $p > 1$ such that

$$\int_\mathbb{R} \exp(p \cdot \text{Re}(f(x + i0))) \, dx < +\infty, \quad p = p(f) > 1, \quad f \in (\mathcal{P}_f \cap \log P) \setminus \Delta_{\mathcal{P}_f}. \quad (1.18)$$

In other words, as it is established in Theorem 2.6 below,

$$\mathcal{P}_{\log} \setminus \exp(\Delta_{\mathcal{P}_f}) \subset \bigcup_{p > 1} \mathcal{H}_p(\mathbb{H})$$

and therefore, every universally starlike function divided by $z$ belongs to $\bigcup_{p > 1} \mathcal{H}_p(\mathbb{H})$ provided that it does not belong to the set $\exp(\Delta_{\mathcal{P}_f})$ of elementary functions defined in (2.32).

To clarify the relationship between inequalities (1.18), (1.9) and (1.13), observe that

$$\int_{\mathbb{R}} e^{\pm \delta \cdot \text{Re}(f(x + i0))} \, dx = +\infty, \quad \delta \in (0, 1), \quad f \in \log P, \quad (1.19)$$

(the proof of (1.19) is given in subsection 3.1 below). Furthermore, if $f \in (\mathcal{P}_f \cap \log P) \setminus \Delta_{\mathcal{P}_f}$ and $p(f) > 1$ is chosen in (1.18), then in view of (2.31)

$$e^{-p \cdot \text{Re}(f(x + i0))} \notin L_1 \left( \mathbb{R}, \frac{dx}{1+x^2} \right), \quad p \geq p(f) > 1, \quad f \in (\mathcal{P}_f \cap \log P) \setminus \Delta_{\mathcal{P}_f},$$

and the inequality (1.18) is incompatible with (1.13) for $q \geq p(f) > 1$. The latter fact follows also from Corollary 2.3 and (2.28) because they show that all functions $\rho$ corresponding by (1.5) to $f \in (\mathcal{P}_f \cap \log P) \setminus \Delta_{\mathcal{P}_f}$ should be non-constant and non-decreasing on the whole $\mathbb{R}$.
while the property \( \rho \left( \tan \frac{x}{2} \right) \in C(\mathbb{R}) \) guaranteeing the validity of (1.13) means in particular the existence of two finite and equal limits \( \lim_{t \to +\infty} \rho(t) = \lim_{t \to -\infty} \rho(t) \).

2. Main Results

In order to formulate the main theorems it is first necessary to introduce some notations for the Lebesgue-Stieltjes measures and integrals.

2.1. Notation for measures and non-decreasing functions on the real line.

Denote by \( M^\uparrow(E) \) the family of all non-decreasing on \( E \subseteq \mathbb{R} \) functions \( \phi : E \to \mathbb{R} \). Consider an arbitrary \( \phi \in M^\uparrow(\mathbb{R}) \) and the Lebesgue-Stieltjes measure \( \omega_\phi \in M^+(\mathbb{R}) \) induced by \( \phi \) [26, Def. 3.9, p.147]. It is worth reminding that at every \( x \in \mathbb{R} \) the left- and the right-hand side limits exist and both are finite:

\[
-\infty < \phi(x - 0) := \lim_{t \uparrow x} \phi(t) \leq \lim_{t \downarrow x} \phi(t) =: \phi(x + 0) < +\infty.
\]

Moreover, the set of points of discontinuity of \( \phi \),

\[
D_\phi = \{ x \in \mathbb{R} \mid \phi(x - 0) < \phi(x + 0) \}, \quad \phi \in M^\uparrow(\mathbb{R}),
\]

is at most countable [13, Th.8.19, p.111].

The mapping \( \mathcal{L}_S \) of \( M^\uparrow(\mathbb{R}) \) onto \( M^+(\mathbb{R}) \), \( \phi \mapsto \omega_\phi \) (cf. [12, Th.1.16, p.35]), determines a partition of \( M^\uparrow(\mathbb{R}) \) into disjoint sets

\[
\{ \mathcal{L}_S^{-1}(\mu) \mid \mu \in M^+(\mathbb{R}) \} = \{ \Gamma_\phi \mid \phi \in M^\uparrow(\mathbb{R}) \},
\]

where

\[
\Gamma_\phi = \{ b + \psi \mid b \in \mathbb{R}, \psi \in \mathfrak{N}_\phi \},
\]

and

\[
\mathfrak{N}_\phi = \{ \psi \in M^\uparrow(\mathbb{R}) \mid \psi(x) \in [\phi(x - 0), \phi(x + 0)], x \in \mathbb{R} \}, \quad \phi \in M^\uparrow(\mathbb{R}),
\]

(see [26, Prop. 3.9(v), p.145], [19, p. 551]). We now assume that the closure of \( E \subseteq \mathbb{R} \) in \( \mathbb{R} \) is equal to \( \mathbb{R} \) and \( f \in M^\uparrow(\mathbb{R}) \). Then it is easily verified that

\[
f(x - 0) = \lim_{E \ni t \uparrow x} f(t), \quad f(x + 0) = \lim_{E \ni t \downarrow x} f(t), \quad x \in \mathbb{R},
\]

from which we get

\[
\mathfrak{N}_\phi = \{ \psi \in M^\uparrow(\mathbb{R}) \mid \psi = \phi \text{ m-a.e. on } \mathbb{R} \}, \quad \phi \in M^\uparrow(\mathbb{R}),
\]

\[
D_\psi = D_\phi, \quad \psi(-\infty) = \phi(-\infty), \quad \psi \in \mathfrak{N}_\phi, \quad \phi \in M^\uparrow(\mathbb{R}),
\]

irrespective of whether \( \phi(-\infty) := \lim_{t \to -\infty} \phi(t) \) is finite or equal to \(-\infty\). It follows from (2.2) that for each \( \phi \in M^\uparrow(\mathbb{R}) \) the functions in the class \( \mathfrak{N}_\phi \) are equal to each other everywhere except at most at countable many points in \( D_\phi \) and (cf. [6, Ex.2, p.156]) \( \mathfrak{N}_\phi \) contains a unique function \( \psi \) satisfying

\[
\psi(x) = \frac{\psi(x + 0) + \psi(x - 0)}{2}, \quad x \in \mathbb{R}.
\]
If $[a, b] \subset \mathbb{R}$ is a bounded interval and $g$ is an absolutely continuous function on $[a, b]$ then the formula of integration by parts (cf. [6, p.166], [8, Th.6.2.2, p.100], [26, Prop.4.9, p.202; Cor.4.3, p.214]) gives
\[
\int_{[a, b]} g(x) \, d\omega_\phi(x) = g(b) \phi(b + 0) - g(a) \phi(a - 0) - \int_a^b \phi(x) g'(x) \, dx.
\] (2.7)
In the sequel, for any given $\phi \in M^+(\mathbb{R})$ we denote the integral $\int g(x) \, d\omega_\phi(x)$ of a function $g$, with respect to the measure $\omega_\phi$ by $\int g(x) \, d\phi(x)$ (see [12, p.107]), and observe that the value of $\int g(x) \, d\phi(x)$ does not change when $\phi$ runs over the class $\Gamma_\phi$. Furthermore, denote by the same letter $\phi$ the Lebesgue-Stieltjes measure $\omega_\phi$ induced by $\phi \in M^+(\mathbb{R})$, and as usual, we write $\phi(A), A \subset \mathbb{R}$, when $\phi$ is understood as a measure and $\phi(x), x \in \mathbb{R} \cup \{\pm\infty\}$, when $\phi$ is understood as a function. Under this convention, if $\phi$ is non-negative, then obviously $\phi(x - 0) = \phi(-\infty) + \phi((-\infty, x))$ for every $x \in \mathbb{R}$. Each point in $\text{supp} \phi$ is called a growing point of $\phi \in M^+(\mathbb{R})$.

When $\mu \in M^+(\mathbb{R})$ is given, we also denote by $\mu$ any of those functions in $L^\infty(\mathbb{R}) \subset M^+(\mathbb{R})$ which satisfy (2.6). But, if $\mu$ is finite, we additionally assume that $\mu(-\infty) = 0$, i.e.
\[
2\mu(x) := \mu((-\infty, x)) + \lim_{\varepsilon \downarrow 0} \mu((-\infty, x + \varepsilon)), \quad x \in \mathbb{R}.
\]

2.2. The classes $\mathcal{P}_j \cap \mathcal{P}$ and $\mathcal{P}_j \cap \log \mathcal{P}$.

We recall that any harmonic function in $\mathbb{H}$ is analytic in $\mathbb{H}$ (see [17, Th.1.15, p.31]) and, in particular, all its partial derivatives of any order are continuous functions in $\mathbb{H}$. The following assertion is of independent interest.

**Theorem 2.1.** Let $V(x, y)$ be a harmonic function in $\mathbb{H}$ and
\[
V(x, y) \geq 0, \quad V_x(x, y) \geq 0, \quad y > 0, \quad x \in \mathbb{R}.
\] (2.8)
Then the following statements hold:

1. There exist a finite constant $\alpha \geq 0$ and a non-negative non-decreasing function $\nu$ on $\mathbb{R}$ such that
\[
\int_1^{+\infty} \frac{\nu(t)}{t^2} \, dt < +\infty,
\] (2.9)
and
\[
V(x, y) = \alpha y + \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x - t)^2} \nu(t) \, dt, \quad y > 0, \quad x \in \mathbb{R}.
\] (2.10)
Conversely, any function of this form is harmonic in $\mathbb{H}$ and satisfies conditions (2.8). The representation (2.10) is unique if we identify non-decreasing functions that are equal almost everywhere on $\mathbb{R}$ (see (2.1), (2.2)).

2. Either $V_x(x, y) > 0$ or $V_x(x, y) \equiv 0$ for any $y > 0, x \in \mathbb{R}$, and the latter case holds if and only if the function $\nu$ in (2.10) is a non-negative constant function $\nu(x) \equiv a \geq 0$, or, what is the same, $V(x, y) = \alpha y + a \cdot \pi, y > 0, x \in \mathbb{R}$, with some $\alpha, a \geq 0$.

Since in all the statements below the subclasses of $\mathcal{P} \setminus \{0\}$ are considered, we introduce the following general notations.
For arbitrary $f \in \mathcal{P} \setminus \{0\}$ denote
\[
U^f(x, y) := \Re f(x + iy), \quad V^f(x, y) := \Im f(x + iy), \quad x \in \mathbb{R}, \quad y > 0.
\]
Let $\mathcal{D}(U^f)$ ($\mathcal{D}(V^f)$) be the set of all those $x \in \mathbb{R}$ where there exists a finite limit $U^f(x)$ ($V^f(x)$) of $\Re f(z)$ ($\Im f(z)$) as $z \in \mathbb{H}$ tends to $x$ non-tangentially. As mentioned in subsection 1.3
\[
m(\mathbb{R} \setminus \mathcal{D}(f)) = m(\mathbb{R} \setminus \mathcal{D}(U^f)) = m(\mathbb{R} \setminus \mathcal{D}(V^f)) = 0, \quad \mathcal{D}(f) := \mathcal{D}(U^f) \cap \mathcal{D}(V^f), \quad (2.11)
\]
and on the set $\mathcal{D}(f)$ one can define the non-tangential boundary value of $f$ as follows
\[
f(x + i0) = U^f(x) + iV^f(x), \quad x \in \mathcal{D}(f).
\]

**Theorem 2.1** gives rise to a canonical representation of the functions in the class $\mathcal{P} \cap \mathcal{P}_{f}$ which, in turn, leads to explicit expressions for their boundary values.

**Theorem 2.2.** Let $\mathcal{P}_{f} \cap \mathcal{P}$ be defined as in (1.15).

1. A function $\Phi$ belongs to the class $\mathcal{P}_{f} \cap \mathcal{P}$ if and only if there exist constants $\alpha \geq 0$, $\beta \in \mathbb{R}$ and a non-negative non-decreasing function $\nu$ on $\mathbb{R}$ satisfying
\[
\int_{1}^{+\infty} \frac{\nu(t)}{t^2} dt < +\infty, \quad (2.12)
\]
such that
\[
\Phi(z) = \alpha z + \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t - z} - \frac{t}{1 + t^2} \right) \nu(t) dt, \quad z \in \mathbb{C} \setminus \mathbb{R}, \quad (2.13)
\]
or, what is the same,
\[
\Phi(z) = \alpha z + \beta + i\pi \nu(-\infty) + \int_{-\infty}^{+\infty} \log \sqrt{\frac{1 + t^2}{t - z}} d\nu(t), \quad z \in \mathbb{H}, \quad (2.14)
\]
where the principal branch of the logarithm is taken and the integral in (2.14) converges absolutely since
\[
\int_{1}^{+\infty} \frac{d\nu(t)}{t} < +\infty, \quad (2.15)
\]
as it follows from (2.12). The representations (2.13) and (2.14) are unique if we identify the non-decreasing functions that are equal almost everywhere on $\mathbb{R}$ (see (2.2), (2.4), (2.5)).

2. If $\Phi \in \mathcal{P} \cap \mathcal{P}_{f}$, then for all $y > 0$ and $x \in \mathbb{R}$ the following equalities hold
\[
U^{\Phi}(x, y) = \alpha x + \beta + \int_{-\infty}^{+\infty} \left( \frac{t - x}{y^2 + (x - t)^2} - \frac{t}{1 + t^2} \right) \nu(t) dt \quad (2.16)
\]
\[
= \alpha x + \beta + \int_{-\infty}^{+\infty} \log \sqrt{\frac{1 + t^2}{y^2 + (t - x)^2}} d\nu(t),
\]
\[
V^{\Phi}(x, y) = \alpha y + \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x - t)^2} \nu(t) dt \quad (2.17)
\]
\[
= \alpha y + \pi \nu(-\infty) + \int_{-\infty}^{+\infty} \left( \frac{\pi}{2} - \arctan \frac{t - x}{y} \right) d\nu(t).
\]
For almost all \( x \in \mathbb{R} \) we have \( \log \sqrt{1+t^2} \in L_1(\mathbb{R}, d\nu(t)) \) (cf. [42, Lem. 2, p.86]) and
\[
U^\Phi(x) = \alpha x + \beta + \int_{-\infty}^{+\infty} \log \frac{1+t^2}{|t-x|} d\nu(t) . \tag{2.18}
\]
The limit of \( V^\Phi(x,y) \) as \( y \to 0 \), \( y > 0 \) (in short: \( y \downarrow 0 \)), exists and is finite for every \( x \in \mathbb{R} \) and
\[
V^\Phi(x,0+0) := \lim_{y \downarrow 0} V^\Phi(x,y) = \pi \nu(x), \tag{2.19}
\]
provided that \( \nu \) satisfies (2.6). In addition, \( D(V^\Phi) \subset \mathbb{R} \setminus D_\nu \) (see (2.1), (2.11)).

Some important particular cases of functions from the class \( \mathcal{P} \cap \mathcal{P}_f \) are considered in the following corollary.

**Corollary 2.1.** The first derivative of any function \( \Phi \in \mathcal{P} \cap \mathcal{P}_f \) with integral representation (2.14) can be expressed as:
\[
\Phi'(z) = \alpha + \int_{-\infty}^{+\infty} \frac{d\nu(t)}{t-z}, \quad z \in \mathbb{H}. \tag{2.20}
\]
and the following assertions hold:

(i) If \( \Phi \) is a constant function, then \( \alpha = 0 \), \( \nu(x) \equiv \nu(-\infty) \geq 0 \) and thus, \( \Phi(z) = \beta + i\pi \cdot \nu(-\infty) \), \( \text{Im} \Phi(z) = \pi \cdot \nu(-\infty) \geq 0 \), \( \Phi'(z) \equiv 0 \).

(ii) If \( \nu \) is a constant function, i.e. \( \nu(x) \equiv \nu(-\infty) \geq 0 \), then \( \Phi(z) = \alpha z + \beta + i\pi \cdot \nu(-\infty) \) and \( \Phi'(z) \equiv \alpha \), \( \text{Im} \Phi'(z) \equiv 0 \).

(iii) If \( \Phi \) is not a linear function, then \( \text{Im} \Phi(z) > 0 \) and \( \text{Im} \Phi'(z) > 0 \) for each \( z \in \mathbb{H} \).

It follows from [20, Th. 2, p.143] and (2.20) that:
\[
\int_{1}^{+\infty} \frac{\text{Im} \Phi'(it)}{t} dt < +\infty \quad \text{for every} \quad \Phi \in \mathcal{P} \cap \mathcal{P}_f.
\]

A direct application of Theorem 2.2, with the additional restriction that \( \Phi \in \log \mathcal{P} \subset \mathcal{P} \), yields a canonical representation of all functions in \( \mathcal{P}_f \cap \log \mathcal{P} \subset \mathcal{P}_f \cap \mathcal{P} \), with an explicit expressions for their boundary values.

**Theorem 2.3.** Let \( \mathcal{P}_f \cap \log \mathcal{P} \) be defined as in (1.16). Every function \( f \) in the class \( \mathcal{P}_f \cap \log \mathcal{P} \) admits a canonical representation of the form
\[
f(z) = \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \nu(t) dt, \quad z \in \mathbb{C} \setminus \mathbb{R}, \tag{2.21}
\]
or, what is the same,
\[
f(z) = \beta + i\pi \nu(-\infty) + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{t-z} d\nu(t), \quad z \in \mathbb{H}, \tag{2.22}
\]
where the principal branch of the logarithm is taken, \( \beta \in \mathbb{R} \) and \( \nu \) is a non-decreasing function on \( \mathbb{R} \) satisfying \( 0 \leq \nu(x_1) \leq \nu(x_2) \leq 1 \), \( x_1 < x_2 \), \( x_1, x_2 \in \mathbb{R} \). \( \tag{2.23} \)
Conversely, any function of the form (2.21) or (2.22) with a non-decreasing function \( \nu \) on \( \mathbb{R} \) satisfying (2.23) belongs to \( \mathcal{P}_f \cap \log \mathcal{P} \). The representations (2.21) and (2.22) are unique if we identify the non-decreasing functions that are equal almost everywhere on \( \mathbb{R} \) (see (2.2), (2.4), (2.5)).

For almost all \( x \in \mathbb{R} \) we have \( \log \sqrt{1 + t^2 / |t - x|} \in L_1(\mathbb{R}, d\nu(t)) \) and

\[
U^f(x) = \beta + \int_{-\infty}^{+\infty} \log \sqrt{1 + t^2 / |t - x|} \, d\nu(t),
\]

(2.24)

Whenever \( \nu \) satisfies (2.6), then

\[
V^f(x, 0 + 0) := \lim_{y \downarrow 0} V^f(x, y) = \pi \nu(x), \quad \text{for every } x \in \mathbb{R}.
\]

(2.25)

Furthermore, for \( f \in \mathcal{P}_f \cap \log \mathcal{P} \) the following holds:

(i) The function \( f \) is identically constant if and only if \( \nu \) is a constant function.

(ii) If \( f \) is a constant function, then \( f(z) = \beta + i\pi \theta \) and \( \nu(x) \equiv \theta \), where \( \beta \in \mathbb{R} \) and \( \theta \in [0, 1] \).

(iii) If \( f \) is a non-constant function, then \( \text{Im} f(z) > 0 \) and \( \text{Im} f'(z) > 0 \) for each \( z \in \mathbb{H} \).

It obviously follows from (2.21) and (2.22) that for arbitrary \( f \in \mathcal{P}_f \cap \log \mathcal{P} \), \( y > 0 \) and \( x \in \mathbb{R} \) the following equalities hold:

\[
U^f(x, y) = \beta + \int_{-\infty}^{+\infty} \left( \frac{t - x}{y^2 + (x - t)^2} - \frac{t}{1 + t^2} \right) \nu(t) \, dt
\]

\[
= \beta + \int_{-\infty}^{+\infty} \log \sqrt{1 + t^2 / y^2 + (t - x)^2} \, d\nu(t),
\]

\[
V^f(x, y) = \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x - t)^2} \nu(t) \, dt
\]

\[
= \pi \nu(-\infty) + \int_{-\infty}^{+\infty} \left( \frac{\pi}{2} - \arctan \frac{t - x}{y} \right) \, d\nu(t).
\]

The following fact follows easily from Theorem 2.3.

**Corollary 2.2.** \( f \in \mathcal{P}_f \cap \log \mathcal{P} \cap \text{Hol}((-\infty, 1)) \) if and only if there exists some \( \mu \in \mathcal{M}^+(\mathbb{R}) \) with \( \text{supp} \mu \subseteq [0, 1] \) and \( \mu(\mathbb{R}) = 1 \), such that

\[
f(z) = \int_{[0, 1]} \log \frac{1}{1 - tz} \, d\mu(t), \quad z \in \mathbb{H}.
\]

(2.26)

If \( f \) is identically constant in (2.26), then \( f \equiv 0 \), \( \text{supp} \mu = \{0\} \) and \( \mu(\{0\}) = 1 \).

According to the definition (1.16) and Theorem 2.3 a non-constant function \( f \) belongs to the class \( \mathcal{P}_f \cap \log \mathcal{P} \) if and only if for every \( x + iy \in \mathbb{H} \), \( 0 < V^f(x, y) < \pi \) and \( V_x^f(x, y) > 0 \). But it follows from \( V_x^f = -U_y^f \) that the latter inequality is equivalent to \( U_y^f(x, y) < 0 \), \( x + iy \in \mathbb{H} \). Thus, a non-constant function \( f \) belongs to the class \( \mathcal{P}_f \cap \log \mathcal{P} \) if and only if any one (and
indeed, the inequalities in the left-hand side of (2.27), (a) and (b), follow obviously from the inequalities $V^f_x(x, y) > 0$ and $U^f_y(x, y) < 0$, respectively. Conversely, (2.27), (a) and (b), imply that the harmonic functions $V^f_x(x, y)$ and $-U^f_y(x, y)$ are non-constant and non-negative, which means that they are strictly positive in $\mathbb{H}$ in view of the mean value property of harmonic functions \[17\] (1.5.4), p.34).

An exceptional position in the class $\mathcal{P}_f \cap \log \mathcal{P}$ is played only by those functions whose measure $\nu$ given by (2.22) have a support consisting of at most one point.

If $\nu$ in (2.21) is a constant function (i.e., $\nu(\mathbb{R}) = 0$ for the corresponding measure $\nu$) then by (2.22) $f \equiv \beta + i \pi \nu(-\infty)$ is a constant function as well, where $\nu(-\infty) \in [0, 1]$ by (2.23). If supp $\nu$ consists of only one point $a \in \mathbb{R}$ and $\theta := \nu(\mathbb{R}) \in (0, 1]$, then obviously $\nu(-\infty) \in [0, 1 - \theta]$ and we can introduce a number $\theta_1 \in [0, 1]$ in order to have $\nu(-\infty) = \theta_1 \cdot (1 - \theta)$ and

$$\nu_{\theta_1, a, \theta}(x) = \begin{cases} \theta_1 (1 - \theta), & x < a, \\ \theta_1 (1 - \theta) + \theta/2, & x = a, \\ \theta_1 (1 - \theta) + \theta, & x > a, \end{cases}$$

where $\theta \in (0, 1]$ and $\theta_1 \in [0, 1]$.

If here we put $\theta = 0$, we get a constant function $\nu_{\theta_1, a, 0}(x) \equiv \theta_1 = \nu(-\infty)$. By (2.22), the measure $\nu_{\theta_1, a, \theta}$ corresponds to the function of the following form

$$f_{\theta_1, a, \theta}(z) = \beta + i \pi \theta_1 (1 - \theta) + \theta \log \frac{1 + a^2}{a - z},$$

and so we can define an exceptional class of functions in $\mathcal{P}_f \cap \log \mathcal{P}$ as follows

$$\Delta_{\mathcal{P}_f} = \left\{ \beta + i \pi \theta_1 (1 - \theta) + \theta \log \frac{1 + a^2}{a - z} \quad | \quad \theta, \theta_1 \in [0, 1], \ a, \beta \in \mathbb{R} \right\}$$

(2.28)

Our key result is contained in the following theorem.

**Theorem 2.4.** Let $\mathcal{P}_f \cap \log \mathcal{P}$ and $\Delta_{\mathcal{P}_f}$ be defined as in (1.16) and (2.28), respectively. Let furthermore $f \in \mathcal{P}_f \cap \log \mathcal{P}$, $\nu$ be a measure corresponding to $f$ in the integral representation (2.22) and

$$J_\nu(A) := \sup_{x \in A} \nu(\{x\}), \quad A \subseteq \mathbb{R}.$$  

(2.29)

Then the support of $\nu$ consists of at least two different points if and only if $f \in (\mathcal{P}_f \cap \log \mathcal{P}) \setminus \Delta_{\mathcal{P}_f}$. In this case $J_\nu(\mathbb{R}) < \nu(\mathbb{R}) \leq 1$ and for every $0 < y_1 < y_2 < +\infty$ and $1/\nu(\mathbb{R}) < p < 1/J_\nu(\mathbb{R})$, the following relations hold

$$\int_{-\infty}^{+\infty} \exp (p \cdot U^f(x, y_2)) \ dx < \int_{-\infty}^{+\infty} \exp (p \cdot U^f(x, y_1)) \ dx < \int_{-\infty}^{+\infty} \exp (p \cdot U^f(x)) \ dx < +\infty,$$ 

(2.30)
\begin{aligned}
\exp(-p \cdot U^f(x,y)) \neq L_1(\mathbb{R}, \frac{dx}{1+x^2}), \quad y > 0, \quad p > \frac{1}{\nu(\mathbb{R})} \geq 1. \quad (2.31)
\end{aligned}

2.3. The class $\mathcal{P}_{\log}$.

The next characteristic properties of the functions in the class $\mathcal{P}_{\log}$ follow immediately from (1.17) and (2.27).

**Theorem 2.5.** A non-constant function $\varphi \in \mathcal{P}$ belongs to $\mathcal{P}_{\log}$ iff one of the following conditions holds:

1. $|\varphi(x + iy_1)| > |\varphi(x + iy_2)|$, $x \in \mathbb{R}$, $0 < y_1 < y_2 < +\infty$;
2. $\arg \varphi(x_1 + iy) < \arg \varphi(x_2 + iy)$, $y > 0$, $-\infty < x_1 < x_2 < +\infty$;
3. $\left| \frac{U^\varphi(x_1, y)}{V^\varphi(x_1, y)} \right| \leq \left| \frac{U^\varphi(x_2, y)}{V^\varphi(x_2, y)} \right| > 0$, $y > 0$, $-\infty < x_1 < x_2 < +\infty$;
4. $U^\varphi(x, y) U_y^\varphi(x, y) + V^\varphi(x, y) V_y^\varphi(x, y) < 0$, $x \in \mathbb{R}$, $y > 0$.

According to the definition (1.17), the corresponding exceptional class of functions in $\mathcal{P}_{\log}$ can be written in the following manner

\begin{equation}
\exp(\Delta_{\mathcal{P}_f}) = \left\{ \frac{\exp(\beta + i\pi \theta_1 (1 - \theta))}{(a - z)^\theta} \right\} \left\{ \theta, \theta_1 \in [0, 1], \quad a, \beta \in \mathbb{R} \right\}. \quad (2.32)
\end{equation}

In the sequel, for arbitrary function $v \in \bigcup_{p \geq 1} L_p(\mathbb{R}, dx)$ we use the notation

\begin{equation}
\bar{v}(x) := \frac{1}{\pi} \cdot \lim_{\varepsilon \downarrow 0} \int_{\varepsilon}^{+\infty} \frac{v(x + t) - v(x - t)}{t} dt = \frac{1}{\pi} \cdot P \int_{-\infty}^{+\infty} \frac{v(t)}{t - x} dt, \quad (2.33)
\end{equation}

where $P \int_{\mathbb{R}} \frac{v(t)}{t - x} dt$ denotes the principal value of the integral, defined as $\lim_{\varepsilon \downarrow 0} \int_{|t-x| > \varepsilon} \frac{v(t)}{t - x} dt$.

The following assertion is a simple consequence of Theorem 2.4 and Theorem 2.3.

**Theorem 2.6.** Let $\mathcal{P}_{\log}$, $\exp(\Delta_{\mathcal{P}_f})$ and $J_\nu(\mathbb{R})$ be defined as in (1.17), (2.32) and (2.29), respectively. Then:

1. Every function $\varphi$ in the class $\mathcal{P}_{\log}$ admits an exponential representations of the form

\begin{align*}
\varphi(z) &= \exp \left[ \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{t - z} - \frac{t}{1 + t^2} \right) \nu(t) dt \right] \quad (2.34)
= \exp \left[ \beta + i\pi \nu(-\infty) + \int_{-\infty}^{+\infty} \log \frac{1 + t^2}{t - z} d\nu(t) \right], \quad z \in \mathbb{H},
\end{align*}

where the principal branch of the logarithm is taken, $\beta \in \mathbb{R}$ and $\nu$ is a non-decreasing function on $\mathbb{R}$ satisfying $0 \leq \nu(x_1) \leq \nu(x_2) \leq 1$ and $-\infty < x_1 < x_2 < +\infty$.

Conversely, any function of one of the forms (2.34) with $\nu \in M^1(\mathbb{R})$ satisfying (2.23) belongs to $\mathcal{P}_{\log}$. 

The representations \((2.31)\) are unique if we identify non-decreasing functions that are equal almost everywhere on \(\mathbb{R}\) (see \((2.1), (2.2), (2.3)\)).

For almost all \(x \in \mathbb{R}\) we have \(\log \frac{\sqrt{1+t^2}}{|t-x|} \in L_1(\mathbb{R}, d\nu(t))\) and
\[
\varphi(x+i0) = \exp \left( \beta + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{|x-t|} \, d\nu(t) + i\pi \nu(x) \right),
\]
where \(\nu(x)\) denotes the measure corresponding to \(\varphi\) in the righthand side of the exponential representation in \((2.34)\).

2. Let \(\varphi \in P_{\log} \setminus \exp(\Delta_P)\) and \(\nu\) be a measure corresponding to \(\varphi\) in the righthand side of the exponential representation in \((2.34)\). Then \(J_\nu(\mathbb{R}) < \nu(\mathbb{R}) \leq 1\) and for every \(1/\nu(\mathbb{R}) < p < 1/J_\nu(\mathbb{R})\) and \(0 < y_1 < y_2 < +\infty\) the following inequalities hold
\[
\int_{-\infty}^{+\infty} |\varphi(x+iy_2)|^p \, dx < \int_{-\infty}^{+\infty} |\varphi(x+iy_1)|^p \, dx < \int_{-\infty}^{+\infty} |\varphi(x+i0)|^p \, dx < +\infty
\]
and
\[
\varphi(x+i0) = \tilde{v}(x) + iv(x) \quad m.a.e. \text{ on } \mathbb{R},
\]
where \(\tilde{v}(x), v(x) \in L_p(\mathbb{R}, dx), v(x) := V\varphi(x)\) and \(\tilde{v}\) is defined by formula \((2.33)\). In particular,
\[
P_{\log} \setminus \exp(\Delta_P) \subset \bigcup_{p>1} \mathcal{H}_p(\mathbb{H}).
\]

We observe that the righthand sides of \((2.34)\) and \((2.35)\) can be written as
\[
U\varphi(x, y) = \left[ \cos \left( \pi \nu(-\infty) + \int_{-\infty}^{+\infty} \left( \frac{y}{2} - \arctan \frac{t-x}{y} \right) \, d\nu(t) \right) \right] \exp \left( \beta + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{y^2+(t-x)^2} \, d\nu(t) \right),
\]
\[
V\varphi(x, y) = \left[ \sin \left( \pi \nu(-\infty) + \int_{-\infty}^{+\infty} \left( \frac{y}{2} - \arctan \frac{t-x}{y} \right) \, d\nu(t) \right) \right] \exp \left( \beta + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{y^2+(t-x)^2} \, d\nu(t) \right),
\]
and
\[
U\varphi(x) = \left[ \cos \pi \nu(x) \right] \exp \left( \beta + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{|x-t|} \, d\nu(t) \right),
\]
\[
V\varphi(x) = \left[ \sin \pi \nu(x) \right] \exp \left( \beta + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{|x-t|} \, d\nu(t) \right),
\]
respectively.

The following fact follows easily from Theorem \((2.6)\).

**Corollary 2.3.** A function \(z \cdot \varphi\) is universally starlike, i.e. \(\varphi\) can be represented in the form
\[
\varphi(z) = \exp \left( \int_0^1 \log \frac{1}{1-tz} \, d\mu(t) \right), \quad z \in \mathbb{H},
\]
for some \(\mu \in \mathcal{M}^+(\mathbb{R})\) satisfying \(\text{supp } \mu \subseteq [0, 1]\) and \(\mu([0, 1]) = 1\), if and only if \(\varphi(0) = 1\), \(\varphi \in \text{Hol}((-\infty, 1))\) and \(\varphi \in P_{\log}\).
2.4. Characterization of $\text{Im} \mathcal{P}_{\log}$.

Theorems 2.6 and 2.5 allow to describe the set of functions $\text{Im} \varphi$, when $\varphi$ runs over the class $\varphi \in \mathcal{P}_{\log} \setminus \exp(\Delta \mathcal{P}_{\log})$.

**Theorem 2.7.** Let $\varphi \in \mathcal{P}_{\log}$ and $\exp(\Delta \mathcal{P}_{\log})$ be defined in (1.17) and (2.32), respectively.

For each function $\varphi \in \mathcal{P}_{\log} \setminus \exp(\Delta \mathcal{P}_{\log})$ there exists a non-negative non-zero function $v \in \bigcup_{p>1} L_p(\mathbb{R}, dx)$, satisfying for almost all $-\infty < x_1 < x_2 < +\infty$ the inequality

$$\pi \cdot \left| \frac{\bar{v}(x_1)}{v(x_1)} \frac{v(x_2)}{\bar{v}(x_2)} \right| = \lim_{\varepsilon \downarrow 0} \int_{\mathbb{R} \setminus (-\varepsilon, \varepsilon)} \left| \frac{v(x_1 + t)}{v(x_1)} \frac{v(x_2 + t)}{v(x_2)} \right| \frac{dt}{t} \geq 0,$$

such that

$$\varphi(z) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{v(t)}{t - z} \, dt, \quad z \in \mathbb{H}. \quad (2.39)$$

Conversely, for each non-negative non-zero function $v \in \bigcup_{p>1} L_p(\mathbb{R}, dx)$, satisfying (2.39) for almost all $-\infty < x_1 < x_2 < +\infty$, the function $\varphi$ defined in (2.40) belongs to the class $\mathcal{P}_{\log} \setminus \exp(\Delta \mathcal{P}_{\log})$. The representation (2.40) is unique for every $\varphi \in \mathcal{P}_{\log} \setminus \exp(\Delta \mathcal{P}_{\log})$.

For every $\varphi \in \mathcal{P}_{\log} \setminus \exp(\Delta \mathcal{P}_{\log})$,

$$\varphi(x + i0) = \bar{v}(x) + iv(x) \text{ m.a.e. on } \mathbb{R}, \quad (2.41)$$

where $\bar{v} \in \bigcup_{p>1} L_p(\mathbb{R}, dx)$ and the functions $v$ and $\bar{v}$ are defined in (2.40) and (2.33), respectively.

2.5. Universally starlike functions.

To apply the results of subsection 2.2 to the universally starlike functions it is necessary to observe that according to (2.33)

$$\varphi(z) := \exp \left( \int_{0}^{1} \log \frac{1}{1 - tz} \, d\mu(t) \right) \in \exp(\Delta \mathcal{P}_{\log}) \quad (2.42)$$

if and only if

$$\varphi(z) = \begin{cases} 1, & \text{supp } \mu = \{0\}; \\
\frac{a^{1-\mu(\{0\})}}{(a - z)^{1-\mu(\{0\})}}, & \text{supp } \mu = \{0, 1/a\}, \quad \mu(\{0\}) \in (0, 1), \\
\frac{a}{a - z}, & \mu(\{1/a\}) = 1 - \mu(\{0\}), \quad 1 \leq a < +\infty; \\
\end{cases} \quad (2.43)$$

This fact leads to the following consequence of Corollary 2.3 and Theorem 2.7.

**Theorem 2.8.** If function $\Psi$ is universally starlike, then either

$$\frac{\Psi(z)}{z} \in \left\{ \frac{a^\theta}{(a - z)^\theta} \mid \theta \in [0, 1], \ 1 \leq a < +\infty \right\}, \quad (2.44)$$
or $\Psi(z)/z \in \bigcup_{p>1} \mathcal{H}_p(\mathbb{H})$ and there exists a function $v$ satisfying

$$v \in \bigcup_{p>1} L_p(\mathbb{R}, dx), \quad v(x) = 0, \quad x < 1, \quad v(x) \geq 0, \quad x \geq 1; \quad (2.45a)$$

$$\int_{1}^{+\infty} \frac{v(t)}{t} \, dt = \pi, \quad (2.45b)$$

$$\pi \left| \frac{\bar{v}(x_1)}{v(x_1)} \right| \left| \frac{\bar{v}(x_2)}{v(x_2)} \right| = \lim_{\varepsilon \downarrow 0} \int_{\mathbb{R} \setminus (-\varepsilon, \varepsilon)} \frac{|v(x_1 + t) v(x_2 + t)|}{v(x_1) v(x_2)} \, dt \geq 0, \quad (2.45c)$$

for almost all $1 < x_1 < x_2 < +\infty$ such that

$$\frac{\Psi(z)}{z} = \frac{1}{\pi} \int_{1}^{+\infty} \frac{v(t) \, dt}{t - z}, \quad z \in \mathbb{H}. \quad (2.46)$$

Conversely, each function in the set

$$\left\{ \left\{ \frac{a^\theta \cdot z}{(a - z)^\theta} \mid \theta \in [0, 1], \ 1 \leq a < +\infty \right\} \right\}, \quad (2.47)$$

and each function of the type

$$\frac{z}{\pi} \int_{1}^{+\infty} \frac{v(t) \, dt}{t - z}, \quad (2.48)$$

where $v$ satisfies conditions $(2.45a)$, $(2.45b)$ and $(2.45c)$, is universally starlike. The function $\bar{v}(x)$ in $(2.45c)$ is defined by formula $(2.33)$.

Observe that according to the results of Theorem 2.7 two different functions $v$ in $(2.48)$ correspond to two different universally starlike functions. Since

$$\int_{\mathbb{R} \setminus (-\varepsilon, \varepsilon)} \left| \frac{v(x_1 + t) v(x_2 + t)}{v(x_1) v(x_2)} \right| \, dt = \int_{\varepsilon}^{+\infty} \left( \left| \frac{v(x_1 + t) v(x_2 + t)}{v(x_1) v(x_2)} \right| + \left| \frac{v(x_1 - t) v(x_2 - t)}{v(x_1 - t) v(x_2 - t)} \right| \right) \, dt,$$

then according to [21, Th.1.9, p.159] any function of the form

$$v(x) = \chi_{[a, +\infty)}(x) \cdot e^{-\psi(x)}, \quad a \geq 1,$$

where $\psi$ is convex on $[a, +\infty)$ and $\exp(-\psi(x)) \in \bigcup_{p>1} L_p([a, +\infty), dx)$ satisfies $(2.45c)$. Thus, the following assertion holds.

**Corollary 2.4.** Let $a \geq 1$, $\gamma > 1$ and $\psi$ be a convex function on $[a, +\infty)$ such that

$$\int_{a}^{+\infty} e^{-\gamma \psi(t)} \, dt < +\infty.$$

Put $b := \int_{a}^{+\infty} t^{-1} e^{-\psi(t)} \, dt$. Then the function

$$\frac{z}{b} \cdot \int_{a}^{+\infty} \frac{e^{-\psi(t)} \, dt}{t - z}$$

is universally starlike.
We should also point out that Theorem 2.6 and Theorem 2.4 answer the question about finding a representation of all those non-negative functions \( v \in \bigcup_{p>1} L_p(\mathbb{R}, dx) \) which satisfy (2.39) for almost all \(-\infty < x_1 < x_2 < +\infty\).

**Corollary 2.5.** A non-negative non-zero function \( v \) belongs to \( \bigcup_{p>1} L_p(\mathbb{R}, dx) \) and satisfies (2.39) for almost all \(-\infty < x_1 < x_2 < +\infty\) if and only if there exists a real number \( \beta \in \mathbb{R} \) and a non-decreasing function \( \nu : \mathbb{R} \to [0,1] \) which has at least two growing points such that

\[
v(x) = \left[ \sin \pi \nu(x) \right] \exp \left( \beta + \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{|x-t|} \, d\nu(t) \right), \quad x \in \mathbb{R}.
\]

(2.49)

### 3. Preliminary Results

#### 3.1. Special properties of Pick functions.

Taking into account the special importance of the properties (1.8)-(1.10) and (1.19) for the theory of Pick functions, we give here independent simple proofs of these relations.

For this purpose we recall a well-known result in the theory of \( H_p \)-spaces (see [23, p.70], [13, Th.3.1, p.57])

\[
f \in H_p(D) \implies \exists \lim_{r \uparrow 1} f(re^{i\theta}) \in L_p([-\pi, \pi], d\theta), \quad 0 < p < +\infty,
\]

(3.1)

and observe that each \( \Phi \in \mathcal{P} \), \( \Phi \not\equiv a, a \in \mathbb{R} \), is an extension to \( \text{Hol}(\mathbb{C} \setminus \mathbb{R}) \) of a unique function from the class

\[
\mathcal{P}_+: = \{ \Phi \in \text{Hol}(\mathbb{H}) \mid \Phi(\mathbb{H}) \subseteq \mathbb{H} \},
\]

by means of the formula \( \Phi(z) = \overline{\Phi(\overline{z})}, \ z \in -\mathbb{H} \).

**3.1.1. Proof of (1.8) - (1.10).** Inequalities (1.8) and (1.9) are obviously valid for any constant functions. Thus, it is sufficient to prove them for all functions from \( \mathcal{P}_+ \) and \( \log \mathcal{P}_+ \), respectively. Two fundamental properties of arbitrary function \( \Phi \in \mathcal{P}_+ \) are:

\[
f := \log \Phi \in \mathcal{P}_+ \quad \text{and} \quad \text{Im} \ f = \text{arg} \Phi \in (0, \pi).
\]

Now, introducing the change of variables

\[
\Phi_D(w) := \Phi \left( \frac{1-w}{1+w} \right), \quad f_D(w) := f \left( \frac{1-w}{1+w} \right) = \log \Phi_D(w), \quad w \in D,
\]

we get

\[
\text{Im} \ f_D = \text{arg} \Phi_D \in (0, \pi),
\]

and so \( \Phi_D \) satisfies the conditions of a theorem of V. Smirnov (1928) [39] (see [13, p.409], [14, pp.253, 255, 444]). According to the proof of this theorem given in [13, p.114], for arbitrary \( \delta \in (0, 1) \), we have:

\[
i^{-\delta} \Phi_D^\delta = |\Phi_D|^\delta \left( \cos \delta (\pi/2 - \text{arg} \Phi_D) - i \sin \delta (\pi/2 - \text{arg} \Phi_D) \right) \in \text{Hol}(D),\]

\[
\text{Re} \left[ i^{-\delta} \Phi_D^\delta \right] = |\Phi_D|^\delta \cos \delta (\pi/2 - \text{arg} \Phi_D) \geq |\Phi_D|^\delta \cos (\delta \pi/2).
\]
Hence, by the mean value property of the harmonic function $\text{Re} \left[ i^{-\delta} \Phi_D \right]$, we have (see [17, p.34]):

$$\cos(\delta \pi/2) \int_{-\pi}^{\pi} |\Phi_D(re^{i\theta})|^\delta \, d\theta \leq \int_{-\pi}^{\pi} \text{Re} \left[ i^{-\delta} \Phi_D(re^{i\theta}) \right] \, d\theta = 2\pi \text{Re} \left[ i^{-\delta} \Phi_D(0) \right] \quad \forall r \in [0, 1),$$

i.e., $\Phi_D \in H_\delta(\mathbb{D})$ for any $\delta \in (0, 1)$ and the proof of the leftmost inclusion $\mathcal{P} \subset H_\delta(\mathbb{H})$ in (1.10) is complete.

From $-1/\Phi \in \mathcal{P}_+$ it follows that we also have $1/\Phi_D \in H_\delta(\mathbb{D})$, which in view of (3.1) proves the inequality (1.8).

Now, the evident inequality:

$$x^\delta + x^{-\delta} \geq e^{|\delta|\log x}, \quad x > 0, \quad \delta \in (0, 1),$$

and the fact that $\Phi_D, 1/\Phi_D \in H_\delta(\mathbb{D})$ imply

$$\sup_{0 \leq r < 1} \int_{-\pi}^{\pi} e^{\delta |f_D(re^{i\theta})|} \, d\theta \leq e^{\delta \pi} \sup_{0 \leq r < 1} \int_{-\pi}^{\pi} e^{\delta |\log |f_D(re^{i\theta})||} \, d\theta$$

$$\leq e^{\delta \pi} \sup_{0 \leq r < 1} \int_{-\pi}^{\pi} |\Phi_D(re^{i\theta})|^\delta \, d\theta + e^{\delta \pi} \sup_{0 \leq r < 1} \int_{-\pi}^{\pi} |\Phi_D(re^{i\theta})|^{-\delta} \, d\theta$$

$$= e^{\delta \pi} \left( \|\Phi_D\|_{H_\delta(\mathbb{D})} + \|1/\Phi_D\|_{H_\delta(\mathbb{D})} \right)$$

$$< +\infty.$$}

Furthermore, the inequality

$$x^p \leq \left( \frac{p}{\delta} \right)^p e^{\delta x}, \quad x \geq 0, \quad p > 0,$$

applied to (3.2) gives:

$$\sup_{0 \leq r < 1} \int_{-\pi}^{\pi} |f_D(re^{i\theta})|^p \, d\theta \leq e^{\delta \pi} (p/\delta)^p \cdot (\|\Phi_D\|_{H_\delta(\mathbb{D})} + \|1/\Phi_D\|_{H_\delta(\mathbb{H})}) < +\infty,$$

and so $f_D \in H_p(\mathbb{D})$ for all $p > 0$. Thus, $f \in H_p(\mathbb{H})$, $p > 0$, which completes the proof of (1.10).

Finally, (1.9) follows from an application of the Fatou lemma [32, p.22] and (3.1) to the inequality (3.2),

$$\int_{\mathbb{R}} e^{\frac{\delta |f(x+i0)|}{1+x^2}} \, dx = \int_{-\pi}^{\pi} e^{\delta |f(\tan \frac{\theta}{2} + i0)|} \, d\theta \leq \frac{1}{2} \int_{-\pi}^{\pi} e^{\frac{\delta |f_D(e^{i\theta})|}{2}} \, d\theta < +\infty,$$

and to (3.3) in a similar manner. □

3.1.2. Proof of (1.19). According to (1.9), $\exp \left( |f(x+i0)| \right) \in L_\delta([-\Lambda, \Lambda], dx)$ for arbitrary $\Lambda > 0$ and $\delta \in (0, 1)$. Obviously,

$$\frac{y}{(1 + |x|)^2} + \frac{1}{y} \geq \frac{2}{1 + |x|}, \quad y > 0, \quad x \in \mathbb{R}, \quad (3.4)$$

and therefore, in view of (1.9),

$$4 \log(1 + \Lambda) = \int_{-\Lambda}^{\Lambda} \frac{2}{1 + |x|} \, dx$$
\[
\leq \int_{-\Lambda}^{\Lambda} e^{\pm \delta \cdot \text{Re} f(x + i0)} \, dx + \int_{-\Lambda}^{\Lambda} e^{\mp \delta \cdot \text{Re} f(x + i0)} \frac{d x}{(1 + |x|)^2}
\]
\[
\leq \int_{-\Lambda}^{\Lambda} e^{\pm \delta \cdot \text{Re} f(x + i0)} \, dx + \int_{\mathbb{R}} e^{\delta \cdot |\text{Re} f(x + i0)|} \frac{d x}{(1 + |x|)^2},
\]
from which we get the validity of (1.19) by taking the limit as \(\Lambda \to +\infty\). □

### 3.2. Auxiliary lemma.

We first prove (1.14). Using (2.7) and the equality \(\mu(1 + 0) = 1\) we get
\[
\int_{[0,1]} \log \frac{1}{1 - t z} \, d\mu(t) + \int_{[0,1]} \log \sqrt{1 + t^2} \, d\mu(t)
= \int_{[0,1]} \log \frac{1 - t z}{\sqrt{1 + t^2}} \, d(1 - \mu(t))
= (1 - \mu(t)) \cdot \log \frac{1 - t z}{\sqrt{1 + t^2}} \bigg|_{0-0}^{1+0} + \int_{[0,1]} (1 - \mu(t)) \, d \left( \frac{1}{2} \log(1 + t^2) - \log(1 - t z) \right)
= \int_0^1 (1 - \mu(t)) \left( \frac{t}{1 + t^2} + \frac{z}{1 - t z} \right) \, dt
= \int_0^1 \frac{(1 - \mu(t)) (t + z)}{(1 + t^2) (1 - t z)} \, dt
= \int_1^\infty \frac{(1 - \mu(1/t)) (z + 1/t)}{(1 + 1/t^2) (1 - z/t) t^2} \, dt
= \int_1^\infty \frac{(1 - \mu(1/t)) (1 + z t) \, dt}{(t^2 + 1) (t - z)}
= \int_1^\infty \left( \frac{1}{t - z} - \frac{t}{1 + t^2} \right) (1 - \mu(1/t)) \, dt,
\]
as it was to be proved. □

In order to prove Theorem 2.2 we will need the following assertion.

**Lemma 3.1.** Let \(\nu\) be a non-negative and non-decreasing function on \(\mathbb{R}\) satisfying (2.12). Then

1. \(\exists \lim_{t \to -\infty} \nu(t) =: \nu(-\infty) \geq 0\);
2. \(\exists \lim_{t \to +\infty} \nu(t)/t = 0\);
3. (2.15) holds.
Proof. Statement (1) is trivial. To prove (2) suppose on the contrary that
\[ 2a := \lim_{t \to +\infty} \frac{\nu(t)}{t} > 0. \]
Then there exists a sequence of monotonically increasing positive numbers
\[ 1 < t_1 < t_2 < \cdots < t_n < t_{n+1} < \ldots, \quad t_n \to +\infty, \quad n \to \infty, \]
such that
\[ \frac{\nu(t_n)}{t_n} \geq a, \quad n \geq 1. \]
Since \( \nu \) is a non-decreasing non-negative function, and in view of the hypothesis (2.12), we have
\[ +\infty > \int_1^{+\infty} \frac{\nu(t)}{t^2} dt \geq \int_{t_1}^{+\infty} \frac{\nu(t)}{t^2} dt = \sum_{n=1}^{\infty} \int_{t_n}^{t_{n+1}} \frac{\nu(t)}{t^2} dt \]
\[ \geq \sum_{n=1}^{\infty} \nu(t_n) \int_{t_n}^{t_{n+1}} \frac{dt}{t^2} \geq \sum_{n=1}^{\infty} a \cdot t_n \left( \frac{1}{t_n} - \frac{1}{t_{n+1}} \right) = a \sum_{n=1}^{\infty} \left( 1 - \frac{t_n}{t_{n+1}} \right). \]
Whence we have
\[ \sum_{n=1}^{\infty} \theta_n < +\infty, \quad \theta_n := 1 - \frac{t_n}{t_{n+1}} \in (0, 1), \quad n \geq 1. \]
Thus, \( \lim_{n \to \infty} \theta_n = 0 \) and without loss of generality we may assume that \( \theta_n \leq \frac{1}{2} \) for all \( n \geq 1 \). Then, iterating \( t_{n+1} = \frac{t_n}{1-\theta_n} \) we get
\[ t_{n+1} = \frac{t_n}{1-\theta_n} = \frac{t_{n-1}}{(1-\theta_n)(1-\theta_{n-1})} = \cdots = \frac{t_1}{(1-\theta_n)(1-\theta_{n-1})\cdots(1-\theta_1)}, \]
and
\[ \log \prod_{k=1}^{n} \frac{1}{1-\theta_k} = \sum_{k=1}^{n} \log \left( 1 + \frac{\theta_k}{1-\theta_k} \right) \leq \sum_{k=1}^{n} \frac{\theta_k}{1-\theta_k} \leq 2 \sum_{k=1}^{n} \theta_k \leq 2 \sum_{k=1}^{\infty} \theta_k. \]
Therefore
\[ t_{n+1} \leq t_1 \cdot e^{2 \sum_{k=1}^{\infty} \theta_k}, \]
in contradiction to the fact that \( t_n \to +\infty \) as \( n \to \infty \), and (2) is verified.

In proving (3) it suffices to observe that (2.12) for \( A > 1 \) implies
\[ +\infty > \int_1^{+\infty} \frac{\nu(t)}{t^2} dt \geq \int_1^{A} \frac{\nu(t)}{t^2} dt = - \int_1^{A} \nu(t) \frac{dt}{t} \]
\[ = - \nu(t) \frac{1}{t} \bigg|_1^A + \int_1^{A} d\nu(t) = \nu(1) - \frac{\nu(A)}{A} + \int_1^{A} \frac{d\nu(t)}{t}. \]
Using the result of item (2) of this lemma and letting \( A \to +\infty \) gives
\[ +\infty > \nu(1) + \int_1^{+\infty} \frac{d\nu(t)}{t}. \]
This completes the proof of Lemma 3.1. \( \square \)
3.3. Particular case of the generalized Hölder inequality.

In order to prove Theorem 2.4 we need to use a special case of the generalized Hölder inequality established in [25] (11), p.460.

Let $\mathbb{N} := \{1, 2, \ldots \}$, $\mathbb{R}^+ := [0, +\infty)$, $A \times B \subset \mathbb{R}^2$ the Cartesian product of $A, B \in \mathcal{B}(\mathbb{R})$ [31] p.8 and $\mu_1 \times \mu_2$ the product of $\mu_1, \mu_2 \in \mathcal{M}^+(\mathbb{R})$ [31] p.304.

Lemma 3.2. Let $\Omega, Q \in \mathcal{B}(\mathbb{R})$ be fixed and $\rho, \omega \in \mathcal{M}^+(\mathbb{R})$ such that

$$0 < \rho(\Omega) < 1 \quad 0 < \omega(Q) < \infty.$$  \hfill (3.5)

Let furthermore $\Psi : Q \times \Omega \to \mathbb{R}^+ \cup \{+\infty\}$ be a Borel measurable function [33] Def.11.13, p.310] such that $\Psi(x,t)^{\rho(\Omega)} \in L_1(Q, d\omega(x))$ for all $t \in \Omega$ and

$$(a) \quad \inf_{t \in \Omega} \Psi(x,t) > 0, \ x \in Q; \quad (b) \quad D_\Psi := \sup_{t \in \Omega} \int_Q \Psi(x,t)^{\rho(\Omega)} \ d\omega(x) < \infty. \hfill (3.6)$$

Then $\log \Psi(x,t) \in L_1(\Omega, d\rho(t))$ for almost all $x \in Q$ with respect to the measure $\omega$ and

$$\int_Q \exp \left( \int \log \Psi(x,t) \ d\rho(t) \right) \ d\omega(x) \leq D_\Psi. \hfill (3.7)$$

Proof. Let $\Phi(x,t) := \Psi(x,t)^{\rho(\Omega)}$, $\gamma(x) := \min\{1, \inf_{t \in \Omega} \Phi(x,t)\}$ and $P(A) := \rho(A)/\rho(\Omega)$, $A \subset \Omega$, $A \in \mathcal{B}(\mathbb{R})$. In view of (3.6) (a), $\gamma(x) \in (0,1]$ for all $x \in Q$ and therefore we have $\gamma := \int_Q \gamma(x) \ d\omega(x) \in (0, \omega(Q)]$ by (3.5). We introduce the functions

$$\Phi_n(x,t) := \min\{n, \Phi(x,t)\}, \quad \varphi_n(t) := \int_Q \Phi_n(u,t) \ d\omega(u), \quad x \in Q, \ t \in \Omega, \ n \in \mathbb{N}.$$ 

From $0 < \gamma(x) \leq \Phi_n(x,t) \leq n$ it follows that for every $x \in Q$ and $t \in \Omega$ the following inequalities hold:

$$-\infty < \log \gamma \leq \log \varphi_n(t) \leq \log (n \cdot \omega(Q)), \quad -\infty < \log \gamma(x) \leq \log \Phi_n(x,t) \leq \log n.$$ 

Thus, for each $n \in \mathbb{N}$ and $x \in Q$, $\log \Phi_n(x,t)$, $\log \varphi_n(t) \in L_1(\Omega, dP(t))$ and hence it is possible to define the finite-valued functions

$$h_n(x,t) := \log \Phi_n(x,t) - \log \int_Q \Phi_n(u,t) \ d\omega(u),$$

$$H_n(x) := \int \!_\Omega h_n(x,t) \ dP(t) = \int \!_\Omega \log \Phi_n(x,t) \ dP(t) - \int \!_\Omega \left( \log \int_Q \Phi_n(u,t) \ d\omega(u) \right) \ dP(t),$$

for all $t \in \Omega$, $x \in Q$ and $n \in \mathbb{N}$. Jensen's inequality [13] Lem.6.1, p.34] applied to the exponential function gives for all $x \in Q$ and $n \in \mathbb{N},$

$$\exp \left( \int \!_\Omega h_n(x,t) \ dP(t) \right) \leq \int \!_\Omega \exp(h_n(x,t)) \ dP(t)$$

$$= \int \!_\Omega \exp \left( \log \Phi_n(x,t) - \log \int_Q \Phi_n(u,t) \ d\omega(u) \right) \ dP(t)$$

$$= \int \!_\Omega \left[ \frac{\Phi_n(x,t)}{\int_Q \Phi_n(u,t) \ d\omega(u)} \right] \ dP(t)$$
where the function $\Phi_n(x,t)/\varphi_n(t)$, being positive and bounded above by $n/\gamma$ on $Q \times \Omega$, belongs to $L_1(Q \times \Omega, d(\omega \times P)(x,t))$. Integrating (3.8) over $x \in Q$ with respect to the measure $\omega$ we obtain by Fubini’s theorem [31, p.307]

$$
\int_Q e^{H_n(x)} d\omega(x) \leq \int_Q \int_{Q} \frac{\Phi_n(x,t)}{\Phi_n(u,t)} d\omega(u) dP(t) = \int_{Q} \frac{\Phi_n(x,t)}{\Phi_n(u,t)} d\omega(u) dP(t) = 1,
$$

from which it follows that

$$
\int_Q \exp \left\{ \int_{Q} \log \Phi_n(x,t) dP(t) - \int_{Q} \left( \log \int_{Q} \Phi_n(u,t) d\omega(u) \right) dP(t) \right\} d\omega(x) \leq 1,
$$

i.e.,

$$
\int_Q \exp \left\{ \int_{Q} \log \Phi_n(x,t) dP(t) \right\} d\omega(x) \leq \exp \left\{ \int_{Q} \left( \log \int_{Q} \Phi_n(u,t) d\omega(u) \right) dP(t) \right\}.
$$

Applying Jensen’s inequality to the right-hand side of the last inequality we obtain

$$
\int_Q \exp \left\{ \int_{Q} \log \Phi_n(x,t) dP(t) \right\} d\omega(x) \leq \int_{Q} \exp \left( \log \int_{Q} \Phi_n(u,t) d\omega(u) \right) dP(t) = \int_{Q} \Phi_n(u,t) d\omega(u) \int_{Q} dP(t) = \Omega \int_{Q} D_{\Psi} dP(t) = D_{\Psi}.
$$

Summarizing, we have obtained the upper bound

$$
\int_{Q} \exp \left( \int_{Q} \log \Phi_n(x,t) dP(t) \right) d\omega(x) \leq D_{\Psi}, \quad n \in \mathbb{N}.
$$

Inequalities $0 < \gamma(x) \leq \Phi_n(x,t) \leq \Phi_m(x,t) \leq m$, which are valid for all $(x,t) \in Q \times \Omega$ and $m \geq n \geq 1$, yield that $\Phi_n(x,t), \log \Phi_n(x,t)$ and $\exp \left( \int_{Q} \log \Phi_n(x,t) dP(t) \right), \ n \in \mathbb{N}$, are pointwise monotone non-decreasing sequences of finite-valued measurable functions. Hence, their limits as $n \to \infty$ exist, regardless of whether they are finite or equal to $+\infty$. Furthermore, the first two of these limits equal to $\Phi(x,t)$ and $\log \Phi(x,t)$, respectively. Now let us define:

$$
\psi(x) := \lim_{n \to \infty} \int_{Q} \log \Phi_n(x,t) dP(t), \quad x \in Q.
$$

It is clear that for each $x \in Q$

$$
-\infty < \log \gamma(x) = \int_{Q} \log \gamma(x) dP(t) \leq \int_{Q} \log \Phi_n(x,t) dP(t) \leq \lim_{n \to \infty} \int_{Q} \log \Phi_n(x,t) dP(t) = \psi(x).
$$
Beppo Levi’s theorem [22, p.305] applied to the inequalities (3.9) gives
\[ \int_Q \exp \left( \psi(x) \right) d\omega(x) = \int_Q \exp \left( \lim_{n \to \infty} \int_\Omega \log \Phi_n(x,t) dP(t) \right) d\omega(x) \]
\[ = \int \lim_{n \to \infty} \exp \left( \int_\Omega \log \Phi_n(x,t) dP(t) \right) d\omega(x) \]
\[ = \lim_{n \to \infty} \int \exp \left( \int_\Omega \log \Phi_n(x,t) dP(t) \right) d\omega(x) \leq D_\psi, \]
i.e., summarizing,
\[ \int_\Omega \exp \left( \psi(x) \right) d\omega(x) \leq D_\psi, \quad x \in Q. \quad (3.10) \]
Let \( Q^\infty := \{ x \in Q \mid \psi(x) = +\infty \} \) and \( \hat{Q} := Q \setminus Q^\infty \). Then (3.10) implies that \( \omega(Q^\infty) = 0 \).

Now, for each fixed \( x \in \hat{Q} \) one can again apply Beppo Levi’s theorem [22, p.305] to the non-decreasing sequence of integrable functions \( n \geq \log \Phi_n(x,\cdot) > \log \gamma(x) > -\infty, \quad n \in \mathbb{N} \), satisfying
\[ -\infty < \log \gamma(x) \leq \int_\Omega \log \Phi_n(x,t) dP(t) \leq \psi(x) < +\infty, \]
to get \( \log \Phi(x,t) \in L_1(\Omega, dP(t)) \),
\[ \int_\Omega \log \Phi(x,t) dP(t) = \int_\Omega \lim_{n \to \infty} \log \Phi_n(x,t) dP(t) = \lim_{n \to \infty} \int_\Omega \log \Phi_n(x,t) dP(t) = \psi(x) < +\infty, \]
and hence, \( \log \Phi(x,t) \in L_1(\Omega, d\rho(t)) \). Thus,
\[ \psi(x) = \int_\Omega \log \Phi(x,t) dP(t) = \int_\Omega \log \Psi(x,t) d\rho(t). \]
Substitution of the last expression for \( \psi \) in (3.10) proves (3.7) and completes the proof of Lemma 3.2. \( \square \)

4. Proofs of the main assertions

4.1. Proof of Theorem 2.1

4.1.1. Proof of item 1. For a non-negative function \( V \), which is harmonic in the upper half plane \( \mathbb{H} \), the following well known representation holds (see [23, p.107], [11, Th.II, p.20]): there exists a measure \( \sigma \in M^+(\mathbb{R}) \) with
\[ \int_{-\infty}^{+\infty} \frac{d\sigma(t)}{1 + t^2} < +\infty, \quad (4.1) \]
and a constant \( \alpha \geq 0 \) such that
\[ V(x,y) = \alpha y + \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x-t)^2} d\sigma(t), \quad y > 0, \quad x \in \mathbb{R}. \quad (4.2) \]
Since for every \( y > 0 \) and \( x \in \mathbb{R} \) we have
\[
\frac{V(x + \varepsilon, y) - V(x, y)}{\varepsilon} = \frac{1}{\varepsilon} \left( \int_{x-\varepsilon}^{x+\varepsilon} \frac{y}{y^2 + (x-t)^2} \, d\sigma(t) - \int_{x-\varepsilon}^{x+\varepsilon} \frac{y}{y^2 + (x-t)^2} \, d\sigma(t) \right)
\]
\[
= \int_{-\infty}^{+\infty} \frac{1}{\varepsilon} \left( \frac{y}{y^2 + (x-t)^2} - \frac{y}{y^2 + (x-t)^2} \right) \, d\sigma(t)
\]
\[
= \int_{-\infty}^{+\infty} \frac{-y\varepsilon - 2y(x-t)}{(y^2 + (x-t)^2)(y^2 + (x-t)^2)} \, d\sigma(t)
\]
\[
\rightarrow \int_{-\infty}^{+\infty} \frac{-2y(x-t)}{(y^2 + (x-t)^2)^2} \, d\sigma(t) \quad \text{as} \quad \varepsilon \to 0.
\]

Since by hypothesis \( V_x(x, y) \geq 0 \) for \( x \in \mathbb{R} \) and \( y > 0 \), it follows that
\[
\frac{\partial}{\partial x} V(x, y) = \int_{-\infty}^{+\infty} \frac{\partial}{\partial x} \left( \frac{y}{y^2 + (x-t)^2} \right) \, d\sigma(t) \geq 0, \quad y > 0, \quad x \in \mathbb{R}.
\]

For any two real points \(-\infty < x_1 < x_2 < +\infty\) let
\[
\Delta_{x_2}^{x_1}(x) = (x - x_1) \cdot \chi_{[x_1, (x_1 + x_2)/2]}(x) + (x_2 - x) \cdot \chi_{[(x_1 + x_2)/2, x_2]}(x), \quad x \in \mathbb{R}.
\]

It is obvious that \( \Delta_{x_2}^{x_1} \in C(\mathbb{R}) \) and
\[
\int_{x_1}^{x_2} \Delta_{x_2}^{x_1}(x) \cdot \frac{\partial}{\partial x} \left( \frac{y}{y^2 + (x-t)^2} \right) \, dx = \int_{x_1}^{x_2} \Delta_{x_2}^{x_1}(x) \, d \frac{y}{y^2 + (x-t)^2} = \int_{x_1}^{x_2} \frac{y}{y^2 + (x-t)^2} \, d \Delta_{x_2}^{x_1}(x)
\]
\[
= - \int_{x_1}^{x_1+\frac{x_1+x_2}{2}} \frac{y}{y^2 + (x-t)^2} \, dx + \int_{\frac{x_1+x_2}{2}}^{x_2} \frac{y}{y^2 + (x-t)^2} \, dx
\]
\[
= \arctan \frac{x_2 - t}{y} + \arctan \frac{x_1 - t}{y} - 2 \arctan \frac{x_1 + x_2}{2y} - t, \quad t \in \mathbb{R}.
\]

For any \( y > 0, \ -\infty < a < b < +\infty \) and \( t \in \mathbb{R} \) a brief calculation using the formulas [1 4.4.34, p.80, 4.3.80, p.75] gives
\[
0 < \arctan \frac{b-t}{y} - \arctan \frac{a-t}{y} \leq \begin{cases} \pi, & \text{if } a-1 \leq t \leq b+1, \\ \frac{b-a+1 + a^2 + b^2}{y \cdot \sqrt{1 + t^2}}, & \text{if } t \notin [a-1, b+1]. \end{cases}
\]

Thus, \( (4.4), (4.5), (4.6) \) and Fubini’s theorem yield
\[
0 \leq \int_{x_1}^{x_2} \Delta_{x_2}^{x_1}(x) \cdot \frac{\partial}{\partial x} V(x, y) \, dx
\]
\[
= \left( \int_{x_1}^{x_2} \Delta_{x_2}^{x_1}(x) \cdot \left( \int_{-\infty}^{+\infty} \frac{\partial}{\partial x} \left( \frac{y}{y^2 + (x-t)^2} \right) \, d\sigma(t) \right) \right) \, dx
\]
\[
= \int_{-\infty}^{+\infty} \left( \int_{x_1}^{x_2} \Delta_{x_2}^{x_1}(x) \cdot \frac{\partial}{\partial x} \left( \frac{y}{y^2 + (x-t)^2} \right) \, dx \right) \, d\sigma(t)
\]
\[
\int_{-\infty}^{+\infty} \left( \arctan \frac{x_2 - t}{y} - \arctan \frac{(x_1 + x_2)/2 - t}{y} \right) \, d\sigma(t) \\
- \int_{-\infty}^{+\infty} \left( \arctan \frac{(x_1 + x_2)/2 - t}{y} - \arctan \frac{x_1 - t}{y} \right) \, d\sigma(t).
\]

It is obvious that for arbitrary \(-\infty < a < b < +\infty\)

\[
\lim_{y \downarrow 0} \left( \arctan \frac{b - t}{y} - \arctan \frac{a - t}{y} \right) = \begin{cases} 
0, & t < a, \\
\pi/2, & t = a, \\
\pi, & t \in (a, b), \\
\pi/2, & t = b, \\
0, & t > b.
\end{cases}
\]

Due to (4.6) we are able to apply Lebesgue’s dominated convergence theorem \([32, 11.32, p.321]\) for (4.7) when \(y \downarrow 0\) in order to get the following inequality

\[
0 \leq \int_{\pi/2}^{\pi} \left( \arctan \frac{x_2}{y} - \arctan \frac{x_1}{y} \right) \, d\pi \sigma_{\{x_1 + x_2\} / 2} = \int_{-\pi/2}^{\pi/2} \left( \arctan \frac{x_1}{y} - \arctan \frac{x_2}{y} \right) \, d\pi \sigma_{\{x_1 + x_2\} / 2},
\]

from which we get

\[
0 \leq \sigma(x_2 + 0) - \sigma(x_2 - 0) - \sigma(x_1 + 0) + \sigma(x_1 - 0)
\]

\[
+ 2\sigma(x_2 - 0) - 2\sigma \left( \frac{x_1 + x_2}{2} + 0 \right) - 2\sigma \left( \frac{x_1 + x_2}{2} - 0 \right) + 2\sigma(x_1 + 0)
\]

\[
= \sigma(x_2 + 0) + \sigma(x_2 - 0) + \sigma(x_1 + 0) + \sigma(x_1 - 0)
\]

\[
- 2 \left( \sigma \left( \frac{x_1 + x_2}{2} + 0 \right) + \sigma \left( \frac{x_1 + x_2}{2} - 0 \right) \right).
\]

As explained in subsubsection 2.1, the function \(\sigma(x)\) can be chosen to satisfy (2.6) and therefore the latter inequality implies

\[
\sigma \left( \frac{x_1 + x_2}{2} \right) \leq \frac{\sigma(x_1) + \sigma(x_2)}{2}, \quad -\infty < x_1 < x_2 < +\infty. \tag{4.8}
\]

But \(\sigma(x)\), being a nondecreasing function on \(\mathbb{R}\), is bounded above by \(\sigma(A)\) in \((-\infty, A]\) for every \(A > 0\). Thus, in view of \([16, 111, p.91]\), the property (4.8) means that \(\sigma(x)\) is convex i.e.,

\[
\sigma(\theta x_1 + (1 - \theta)x_2) \leq \theta \sigma(x_1) + (1 - \theta)\sigma(x_2) \quad \forall x_1, x_2 \in \mathbb{R} \quad \forall \theta \in [0, 1].
\]

Then, on each segment \([-A, A], \ A > 0\), the function \(\sigma\) satisfies a Lipschitz condition and is thus absolutely continuous (see \([28, Th.1, p.230], [27, p.244]\)). Furthermore, by \([16, 111, p.91]\), the one-sided derivatives of \(\sigma(x)\) exist at every point \(x \in \mathbb{R}\)

\[
\nu(x + 0) := \lim_{h \downarrow 0} \frac{\sigma(x + h) - \sigma(x)}{h}, \quad \nu(x - 0) := \lim_{h \uparrow 0} \frac{\sigma(x) - \sigma(x - h)}{h}, \tag{4.9}
\]

and moreover, since the function \(\sigma\) is convex and nondecreasing on \(\mathbb{R}\), its derivative \(\nu\) satisfies:

\[
0 \leq \nu(x - 0) \leq \nu(x + 0) \leq \nu(y - 0) \leq \nu(y + 0) \quad \text{for} \quad -\infty < x < y < +\infty.
\]
Putting \( \nu(x) \) to be an arbitrary number in the interval \([\nu(x-0), \nu(x+0)], x \in \mathbb{R} \), we get a non-negative nondecreasing function \( \nu \) on \( \mathbb{R} \) which according to [26] Prop.4.9, p.202; (4.27), p.203] satisfies
\[
\sigma(E) = \int_E \nu(x) \, dx, \quad \text{for any bounded Borel set } E \subset \mathbb{R}.
\]
The change of variable theorem [26 Cor 4.3, p.214] applied to (4.1) and (4.2), gives (2.9) and (2.10), respectively.

We now prove the inverse statement. For any \( x \in \mathbb{R} \) and \( h > 0 \) the property
\[
\alpha y + \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x-t)^2} \nu(t) \, dt \leq \alpha y + \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x+h-t)^2} \nu(t) \, dt,
\]
or, what is the same,
\[
\int_{-\infty}^{+\infty} \frac{y}{y^2 + (x-t)^2} \nu(t) \, dt \leq \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x+h-t)^2} \nu(t) \, dt = \int_{-\infty}^{+\infty} \frac{y}{y^2 + (x-t)^2} \nu(t+h) \, dt,
\]
follows from the evident inequality
\[
\int_{-\infty}^{+\infty} \frac{y}{y^2 + (x-t)^2} (\nu(t+h) - \nu(t)) \, dt \geq 0.
\]
Since (4.2) is unique (see [9 Th.II, p.20]) and the Radon-Nikodym derivative \( \nu = d\sigma/dm \) is determined almost everywhere on \( \mathbb{R} \) we have the uniqueness of (2.10) provided that all functions in the class \( \mathcal{R}_\nu \), defined in (2.4), are identified.

4.1.2. Proof of item 2. Since \( V_x(x,y) \) is a non-negative function harmonic in \( \mathbb{H} \) it follows from the mean value property of harmonic functions [17, (1.5.4), p.34] that either \( V_x(x,y) > 0 \) or \( V_x(x,y) = 0 \) everywhere in \( \mathbb{H} \).

Assume that \( V_x(x,y) \equiv 0 \) in \( \mathbb{H} \). Then, the leftmost integral in (4.7) would be zero and hence equality would be attained in (4.8) for all \(-\infty < x_1 < x_2 < +\infty\). As \( \sigma(x) \) is nondecreasing and finite on \( \mathbb{R} \), this means by [16 111, p.91] that \( \sigma(t) = at + b \) for some \( a \geq 0 \) and \( b \in \mathbb{R} \). Using (4.2) and (1.9) we get \( V(x,y) = \alpha y + a \cdot \pi \) and \( \nu(x) \equiv a \) for all \( y > 0 \) and \( x \in \mathbb{R} \), as stated in Theorem 2.1. Conversely, if \( \nu \equiv a \geq 0 \) then we get from (2.10) that \( V(x,y) = \alpha y + a \cdot \pi \) and so \( V_x(x,y) \equiv 0 \). Finally, if for some \( a, \alpha \geq 0 \) we have \( V(x,y) = \alpha y + a \cdot \pi \) for all \( y > 0 \) and \( x \in \mathbb{R} \), then the uniqueness of the representation (2.10) proved above gives \( \nu \equiv a \). The proof is complete. \( \square \)

4.2. Proof of Theorem 2.2

4.2.1. Proof of item 1. If \( \Phi \in \mathcal{P}_f \cap \mathcal{P} \subset \mathcal{P} \), then according to [9 Th.II, p.20] it has a unique canonical representation of the form (1.3) and \( V = V^\Phi \) satisfies the conditions of Theorem 2.1. Since the measure \( \sigma \) is completely determined by the function \( V^\Phi \) [9 Th.II, p.21], applying Theorem 2.1 we get the representation (2.13) for \( \Phi \). Conversely, a function \( \Phi \) with the integral representation (2.13) has an imaginary part \( V \) with the representation (2.10) and therefore \( \Phi \in \mathcal{P}_f \cap \mathcal{P} \), due to the results of Theorem 2.1.

In view of (2.4) and (2.5) it is possible to replace \( \nu \) in (2.13) and (2.14) by an arbitrary function from the class \( \mathcal{R}_\nu \) defined in (2.4). Since (2.13) is a particular case of the unique
representation (1.3) and (2.14) is equivalent to (2.13) we get the uniqueness of (2.13) and (2.14) provided that all functions in $\mathbb{N}_\nu$ are identified.

The representation (2.14) can be easily established integrating (2.13) by parts. Since (2.15) holds true because of Lemma 3.1, (3) and since for $\alpha \in \mathbb{H}$, and $|t| \to +\infty$ the integrand in (2.14) can be estimated as

$$
\log \frac{t-z}{\sqrt{1+t^2}} = \log \frac{\text{sign}(t) - z/|t|}{\sqrt{1+1/t^2}}
$$

$$
= \log \left( \text{sign}(t) - z/|t| + O(1/t^2) \right) = \begin{cases} 
-z/|t| + O(1/t^2), & t > 0, \\
-i\pi + z/|t| + O(1/t^2), & t < 0,
\end{cases}
$$

it follows that the integral in (2.14) converges absolutely. Thus, an application of Lemma 3.1 (1)-(2) to (2.13) gives

$$
\int_{-\infty}^{+\infty} \left( \frac{1}{t-z} - \frac{t}{1+t^2} \right) \nu(t) \, dt = \int_{-\infty}^{+\infty} \nu(t) \, d\left( \log(t-z) - \frac{1}{2} \log(1+t^2) \right)
$$

$$
= \int_{-\infty}^{+\infty} \nu(t) \, d\log \frac{t-z}{\sqrt{1+t^2}} = -\int_{-\infty}^{+\infty} \log \frac{t-z}{\sqrt{1+t^2}} \, d\nu(t) + \lim_{T \to +\infty} \nu(t) \log \frac{t-z}{\sqrt{1+t^2}} \bigg|_{-T}^{T}
$$

$$
= -\int_{-\infty}^{+\infty} \log \frac{t-z}{\sqrt{1+t^2}} \, d\nu(t)
$$

$$
+ \lim_{T \to +\infty} \left[ \nu(T) \left( -\frac{z}{T} + O \left( \frac{1}{T^2} \right) \right) - \nu(-T) \left( -i\pi + \frac{z}{T} + O \left( \frac{1}{T^2} \right) \right) \right]
$$

$$
= i\pi \nu(-\infty) + \int_{-\infty}^{+\infty} \log \frac{t-z}{t-z} \, d\nu(t), \quad z \in \mathbb{H},
$$

which proves (2.14) and its equivalence to (2.13) for arbitrary function $\nu$ in question.

4.2.2. Proof of item 2. In view of

$$
-\log(t-z) = -\log \sqrt{y^2 + (t-x)^2} + i \left( \frac{\pi}{2} - \arctan \frac{t-x}{y} \right), \quad z = x + iy \in \mathbb{H},
$$

equations (2.16) and (2.17) follow easily from (2.14).

To calculate the boundary values of $V^\Phi(x,y)$ we fix an arbitrary $x, \theta \in \mathbb{R}$ and let $y$ be only in the interval $(0,1)$. Observe that

$$
\lim_{y \to 0} \left( \frac{\pi}{2} - \arctan \frac{t-x-\theta y}{y} \right) = \begin{cases} 
\pi, & t < x; \\
\pi/2 + \arctan \theta, & t = x; \\
0, & t > x.
\end{cases}
$$

(4.11)

From $0 \leq \frac{\pi}{2} - \arctan \frac{t-x-\theta y}{y} \leq \pi$ and [11, 4.4, p.81]

$$
\frac{\pi}{2} - \arctan \frac{t-x-\theta y}{y} = \frac{y}{t-x-\theta y} + O \left( \frac{y^3}{|t-x|^3} \right) \text{ as } t \to +\infty,
$$

it follows that there exists a finite positive constant $C_1 \geq 2(|x| + |\theta|)$ such that

$$
0 \leq \frac{\pi}{2} - \arctan \frac{t-x-\theta y}{y} \leq \pi \cdot \chi(-\infty,C_1)(t) + \frac{2}{t} \chi(C_1,\infty)(t), \quad t \in \mathbb{R}, \quad y \in (0,1).
$$
According to (2.15) this means that \( \frac{\pi}{2} - \arctan \frac{t-x-\theta y}{y} \in L_1(\mathbb{R}, d\nu(t)) \), so that Lebesgue’s dominated convergence theorem \([32] \text{ p.26}\) guarantees the passage to the limit in (2.17) for \( y \downarrow 0 \). With the help of (2.16) we then obtain

\[
\lim_{y \downarrow 0} V^\Phi(x + \theta y, y) = \pi \nu(-\infty) + \pi \nu((-\infty, x)) + \left( \frac{\pi}{2} + \arctan \theta \right) \nu(\{x\})
\]

This proves (2.19) for every \( x \in \mathbb{R} \) and \( D(V^\Phi) \subset \mathbb{R} \setminus D_\nu \).

Fix now an arbitrary \( x \in D(U^\Phi) \) and calculate the limit of \( U^\Phi(x, y) \) as \( y \downarrow 0 \), which according to the definition of \( D(U^\Phi) \) exists, is finite, and is equal to \( U^\Phi(x) \). We observe that the function log \( \sqrt{\frac{1+t^2}{y^2+(t-x)^2}} \) increases monotonically to the limit function log \( \frac{\sqrt{1+t^2}}{|t-x|} \) as \( y \downarrow 0 \). But the right-hand side integral in (2.16) is bounded above for all \( y \in (0, 1) \) and so one can apply the Beppo Levi theorem \([22] \text{ p.305}\) to get log \( \frac{\sqrt{1+t^2}}{|t-x|} \in L_1(\mathbb{R}, d\nu) \) and the validity of (2.18) for all \( x \in D(\Phi) \subset D(U^\Phi) \).

### 4.3. Proof of Corollary 2.1

For every \( z = x + iy, x, t \in \mathbb{R}, y > 0 \) and arbitrary \( |\varepsilon| < y/2 \) we have

\[
\left| \frac{\varepsilon}{t-z} \right| = \left| \frac{\varepsilon}{t-x-iy} \right| < \frac{1}{2},
\]

and due to (2.15),

\[
-\frac{1}{\varepsilon} \log \left( 1 - \frac{\varepsilon}{t-z} \right) \longrightarrow \frac{1}{t-z} \in L_1(\mathbb{R}, d\nu(t)) \quad \text{as} \quad \varepsilon \rightarrow 0.
\]

Since by \([1] \text{ p.68, 4.1.38, 4.1.33}\) and (2.15)

\[
\frac{1}{|\varepsilon|} \cdot \log \left( 1 - \frac{\varepsilon}{t-z} \right) \leq \frac{1}{|\varepsilon|} \cdot \log \left( 1 + \frac{|t-x|}{t-z} \right) \leq \frac{2}{|t-z|} \in L_1(\mathbb{R}, d\nu(t))
\]

we can deduce from (2.14) and Lebesgue’s dominated convergence theorem \([32] \text{ p.26}\) that

\[
\frac{\Phi(z + \varepsilon) - \Phi(z)}{\varepsilon} - \alpha = \frac{1}{\varepsilon} \left( \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{t-z-\varepsilon} \, d\nu(t) - \int_{-\infty}^{+\infty} \log \frac{\sqrt{1+t^2}}{t-z} \, d\nu(t) \right)
\]

\[
= \int_{-\infty}^{+\infty} \frac{1}{\varepsilon} \left( \log \frac{\sqrt{1+t^2}}{t-z-\varepsilon} - \log \frac{\sqrt{1+t^2}}{t-z} \right) \, d\nu(t)
\]
\[
\begin{align*}
= -\int_{-\infty}^{+\infty} \frac{1}{\varepsilon} \log \left( 1 - \frac{\varepsilon}{t - z} \right) \, d\nu(t) \\
\rightarrow \int_{-\infty}^{+\infty} \frac{d\nu(t)}{t - z} \quad \text{as } \varepsilon \to 0,
\end{align*}
\]

which proves the validity of (2.20).

Assume that \( \Phi \in \mathcal{P} \cap \mathcal{P}_f \) is a constant function. Then the definition of the class \( \mathcal{P} \cap \mathcal{P}_f \) allows \( \Phi \) to be any constant of the form \( a + ib \), \( a \in \mathbb{R} \), \( b \geq 0 \). Any of such constants can be represented by the formula (2.14) with \( \alpha = 0 \), \( \beta = a \) and \( \nu(x) \equiv \nu(-\infty) = b/\pi \). Since the representation (2.14) is unique, there is no other choice for \( \alpha \), \( \beta \) and \( \nu \).

If \( \nu \) is a constant function then \( \supp \nu = \{\emptyset\} \) and (2.14) implies directly that \( \Phi(z) = \alpha z + \beta + i\pi \cdot \nu(-\infty) \) and \( \Phi'(z) \equiv \alpha \), \( \text{Im } \Phi'(z) \equiv 0 \).

If \( \Phi \) is not a linear function, then according to what was just proved, \( \nu \) in (2.14) is a non-constant function. Thus, \( \supp \nu \neq \{\emptyset\} \) and for \( z = x + iy \in \mathbb{H} \) (2.17) implies that \( V(x,y) \geq \int_{\mathbb{R}} \frac{y}{y^2 + (x-t)^2} \, d\nu(t) > 0 \) due to the same reason. This completes the proof of Corollary 2.1.

4.4. Proofs of Theorem 2.3 and Corollary 2.2

4.4.1. Proof of Theorem 2.3

Note first that any function \( f \in \mathcal{P}_f \cap \log \mathcal{P} \) belongs to the intersection of the classes \( \mathcal{P}_f \cap \mathcal{P} \) and \( \log \mathcal{P} \). Therefore the results of Theorem 2.2 and the representations (1.3) and (1.4) are valid for \( f \). Uniqueness of the representation (1.3) for \( f \) together with the possibility of writing it in both forms (2.13) and (1.5) implies immediately the representation (2.21) with \( \nu \) satisfying (2.23). All other statements of Theorem 2.3 except the last three ones are direct consequences of the corresponding statements of Theorem 2.2. The last three statements of Theorem 2.3 follow from (2.23), Theorem 2.2, 4) and the additional remark that a linear function belongs to \( \log \mathcal{P} \) if and only if it is the constant one, as it follows from the inequalities \( 0 \leq \text{Im } \varphi(z) \leq \pi \), \( z \in \mathbb{H} \), for arbitrary \( \varphi \in \log \mathcal{P} \).

4.4.2. Proof of Corollary 2.2

If \( f(z) = \int_0^1 \log \frac{1}{1-tz} \, d\mu(t) \), with \( \mu \in \mathcal{M}^+(\mathbb{R}) \) satisfying \( \supp \mu \subseteq [0,1] \) and \( \mu(\mathbb{R}) = 1 \), then obviously \( f \in \text{Hol}((-\infty,1)) \), \( f(0) = 0 \) and, in view of (1.14) and (2.21), \( f \in \mathcal{P}_f \cap \log \mathcal{P} \).

Conversely, \( f \in \mathcal{P}_f \cap \log \mathcal{P} \subset \mathcal{P} \) and \( f \in \text{Hol}((-\infty,1)) \) imply by (1.3) and (1.4) (see also [9, p.18]), that \( \text{Im } f(x+i0) = 0 \) for any \( x < 1 \). Due to (2.25) this means that the representations (2.21) and (2.22) are valid for the function \( f \) with \( \nu(x) = 0 \) for all \( x < 1 \). Thus, using the change of variable theorem for the Lebesgue-Stieltjes integral \([8 \text{ Th.6.2.1, p.97}]\) we can rewrite (2.22) as follows

\[
f(z) = \beta + \int_{[1,\infty)} \log \frac{\sqrt{1+t^2}}{t-z} \, d\nu(t) = \beta + \int_{(0,1]} \log \frac{\sqrt{1+t^2}}{1-zt} \, d(1-\nu(1/t)) .
\]
Put now
\[
\mu(x) := \begin{cases} 
0, & x < 0, \\
1 - \nu(1/x), & x > 0,
\end{cases}
\tag{4.13}
\]
and \(\mu(0) := 1/2 - \nu(+\infty)/2\). Then obviously \(\mu \in M^+(\mathbb{R})\) and if \(\nu\) satisfies (2.6), the function \(\mu\) satisfies the same. It follows from \(0 < \nu(\mathbb{R}) = \nu(+\infty) \leq 1\) that \(\mu(0+0) = 1 - \nu(+\infty) \in [0, 1]\).

For the Lebesgue-Stieltjes measure \(\mu \in M^+(\mathbb{R})\) induced by this function \(\mu \in M^+(\mathbb{R})\) we have
\[
\mu(\mathbb{R}) = \mu(+\infty) - \mu(-\infty) = (1 - \nu(0+0)) - 0 = 1\text{ and the value of } \mu(\{0\}) = \mu(0+0) - \mu(0-0) = 1 - \nu(+\infty) \in [0, 1)\text{ can be nonzero.}
\]
But since the integrand \(\log \frac{1+t^2}{1-xt}\) in (4.12) vanishes at \(t = 0\), we get
\[
f(z) = \beta + \int_{[0,1]} \log \frac{1+t^2}{1-xt} d\mu(t) \tag{4.14}
\]
For any \(z \in \mathbb{H}\) the absolute values of \(\log \frac{1+t^2}{1-xt}\) and \(\log \frac{1+t^2}{1-xt}\) are bounded above in \(t \in [0, 1]\) and therefore \(f(0) = 0\) and (4.14) yield \(\beta = - \int_{0}^{1} \log \frac{1+t^2}{1-xt} d\mu(t)\) and
\[
f(z) = \int_{[0,1]} \log \frac{1}{1-xt} d\mu(t), \tag{4.15}
\]
which finishes the proof of (2.26).

Finally, if \(f\) is identically constant, then it follows from \(f(0) = 0\) that \(f \equiv 0\) and by Theorem 2.3 \(\nu \equiv 0\) which gives by virtue of (1.13) \(\mu(x) = \chi_{(0, +\infty)}(x) + (1/2)\chi_{\{0\}}(x)\), \(x \in \mathbb{R}\), where \(\chi_A(x)\) denotes the characteristic function of \(A \subset \mathbb{R}\). This obviously means that \(\text{supp } \mu = \{0\} \text{ and } \mu(\{0\}) = 1\) what was to be proved.

4.5. Proof of Theorem 2.4.

4.5.1. According to the definition of \(\Delta_{P_J}\) made before (2.23), we obviously have that \(f \notin \Delta_{P_J}\) if and only if the support of \(\nu\) consists of at least two different points.

We assume now that \(f \notin \Delta_{P_J}\), introduce the function
\[
\varphi(x; t) := \frac{\sqrt{1+t^2}}{|t-x|}, \quad x, t \in \mathbb{R}.
\]
and prove first the following crucial lemma.

**Lemma 4.1.** Let \(\nu \in \mathcal{M}^+(\mathbb{R})\) with \(\nu(\mathbb{R}) \in (0, 1]\) and
\[
\alpha_\nu(x) := \exp \left( \int_{-\infty}^{+\infty} \log \frac{1+t^2}{|t-x|} d\nu(t) \right), \quad x \in \mathbb{R}.
\]
Then for every \(a \in \text{supp } \nu\) with \(\nu(\{a\}) < 1\) and every \(p \in (1, 1/\nu(\{a\}))\) there exists \(\varepsilon = \varepsilon(a, p) > 0\) such that
\[
\int_{a-\varepsilon}^{a+\varepsilon} \alpha_\nu(x)^p \, dx < +\infty. \tag{4.16}
\]
Proof. If $a \notin \text{supp } \nu$ then $\nu(\{a\}) = 0$ and there exists $\varepsilon > 0$ such that $\nu([a-2\varepsilon, a+2\varepsilon]) = 0$. Since $\alpha_\nu(x)$ is uniformly bounded above on $[a-\varepsilon, a+\varepsilon]$ we get validity of (4.16) for arbitrary $p > 0$ as was to be proved.

Assume that $a \in \text{supp } \nu$. Denote $\theta := \nu(\{a\}) \in [0,1)$ and fix $p > 1$ with $p \cdot \theta < 1$. Since

$$\lim_{\varepsilon \to 0} \nu((a-\varepsilon, a+\varepsilon)) = \nu(\{a\}) = \theta,$$

there exists $\varepsilon_1 \in (0, \frac{1}{\sqrt{p}})$ such that

$$\theta_1 := \nu((a-3\varepsilon_1, a+3\varepsilon_1)) < 1, \quad p \cdot \nu((a-3\varepsilon_1, a+3\varepsilon_1)) = p \cdot \theta_1 < 1.$$

Put now in Lemma 3.2 $Q = [a-\varepsilon_1, a+\varepsilon_1], \Omega = [a-2\varepsilon_1, a+2\varepsilon_1], \rho = \nu, \omega(x) = m(x), \Psi(x,t) = \varphi(x; t)^p$. Then the condition (3.3) is satisfied because $\omega(Q) = 2\varepsilon_1 \in (0, +\infty)$ and $\rho(\Omega) = \nu(\Omega) = \nu([a-2\varepsilon_1, a+2\varepsilon_1]) \in (0, \nu(([a-3\varepsilon_1, a+3\varepsilon_1]) = (0, \theta_1) \subset (0, 1)$. When $x \in Q = [a-\varepsilon_1, a+\varepsilon_1]$ and $t \in \Omega = [a-2\varepsilon_1, a+2\varepsilon_1]$ we have $|x-t| \leq 3\varepsilon_1 < 1$ and therefore $\Psi(x,t) \geq 1$ which gives the validity of (3.6)(a) and the inequality $\Psi(x,t)^{\nu([a-2\varepsilon_1,a+2\varepsilon_1])} \leq \Psi(x,t)^{\theta_1}$. Thus, the integral in (3.6)(b) can be estimated as

$$\int_{\Omega} \Psi(x,t)^{\rho(\Omega)} dx \leq \int_{Q} \Psi(x,t)^{\theta_1} dx = \int_{a-\varepsilon_1}^{a+\varepsilon_1} \left(\frac{\sqrt{1+t^2}}{|t-x|}\right)^{p \cdot \theta_1} dx = (1+t^2)^{p \cdot \theta_1/2} \int_{a-\varepsilon_1}^{a+\varepsilon_1} \frac{1}{|t-x|^{p \cdot \theta_1}} dx,$$

where

$$\int_{a-\varepsilon_1}^{a+\varepsilon_1} \frac{1}{|t-x|^{p \cdot \theta_1}} dx \leq \frac{1}{1 - p \cdot \theta_1} \cdot \max_{x \in Q, t \in \Omega} |t-x|^{1-p \cdot \theta_1} = \frac{(3\varepsilon_1)^{1-p \cdot \theta_1}}{1 - p \cdot \theta_1},$$

and we can set in (3.6)(b)

$$D_\Psi = (1 + (|a| + 2\varepsilon_1)^2)^{p \cdot \theta_1/2} \cdot (3\varepsilon_1)^{1-p \cdot \theta_1}/(1 - p \cdot \theta_1) < \infty.$$

Applying the result of Lemma 3.2 we get

$$\int_{a-\varepsilon_1}^{a+\varepsilon_1} \exp \left(p \cdot \int_{a-2\varepsilon_1}^{a+2\varepsilon_1} \log \frac{\sqrt{1+t^2}}{|t-x|} \, dv(t)\right) \, dx \leq D_\Psi. \quad (4.17)$$

For $x \in Q = [a-\varepsilon_1, a+\varepsilon_1]$ and $|t-a| > 2\varepsilon_1$ we obviously have, $\max_{|t-a| \geq 2\varepsilon_1} \varphi(x; t) \leq \varepsilon_1^{-1} \sqrt{1 + (|a| + 2\varepsilon_1)^2}$ from which it follows that

$$\int_{R \setminus \Omega} \log \Psi(x,t) \, dv(t) \leq p \cdot \nu(\Omega) \cdot \log \frac{\sqrt{1 + (|a| + 2\varepsilon_1)^2}}{\varepsilon_1}. \quad (4.18)$$

Therefore (4.17) and (4.18) yield

$$\int_{a-\varepsilon_1}^{a+\varepsilon_1} \alpha_\nu(x)^p \, dx = \int_{a-\varepsilon_1}^{a+\varepsilon_1} \exp \left(\int_{R} \log \Psi(x,t) \, dv(t)\right) \, dx \leq \left(\frac{\sqrt{1 + (|a| + 2\varepsilon_1)^2}}{\varepsilon_1}\right)^{p \cdot p} \int_{a-\varepsilon_1}^{a+\varepsilon_1} \exp \left(\int_{\Omega} \log \Psi(x,t) \, dv(t)\right) \, dx$$
\[
\leq \left( \frac{\sqrt{1+(|a|+2\varepsilon_1)^2}}{\varepsilon_1} \right)^{\rho p} \cdot \left( 1 + (|a| + 2\varepsilon_1)^2 \right)^{p \cdot \theta_1/2} \cdot \frac{(3\varepsilon_1)^{1-p \cdot \theta_1}}{1 - p \cdot \theta_1} < +\infty ,
\]

what was to be proved. \[\square\]

4.5.2. Now we take an arbitrary \( T > 1 \) and, for convenience, designate

\[ J(\nu) := \{ x \in \mathbb{R} \mid \nu(\{x\}) > 0 \}, \quad \vartheta := \nu(\mathbb{R}) \in (0,1] . \]

The set \( J(\nu) \) is at most countable and

\[
\sum_{x \in J(\nu)} \nu(\{x\}) \leq \nu(\mathbb{R}) = \vartheta \in (0,1], \quad \sum_{x \in J(\nu)} \nu(\{x\}) + \nu(\mathbb{R} \setminus J(\nu)) = \vartheta .
\]

Clearly, \( J(\nu) \subset \text{supp } \nu \), \( \nu(\text{supp } \nu) = \nu(\mathbb{R}) \) and hence

\[
\sum_{x \in J(\nu)} \nu(\{x\}) + \nu((\mathbb{R} \setminus J(\nu)) \cap \text{supp } \nu) = \vartheta . \tag{4.19}
\]

Since (2.28) gives a complete description of all functions in the class \( \mathcal{P}_J \cap \log \mathcal{P} \) whose corresponding measure \( \nu \) by (2.22) has a support composed of no more than one point, then it follows from \( f \in (\mathcal{P}_J \cap \log \mathcal{P}) \setminus \Delta_{\mathcal{P}_J} \) that \( \text{supp } \nu \) consists of at least two distinct points. Thus, (4.19) yields that the sum in the left-hand side of (4.19) contains at least two nonzero summand each of which is strictly less than \( \vartheta \leq 1 \) and therefore is strictly less than 1. So that

\[ J_\nu(\mathbb{R}) < \vartheta \leq 1 , \]

and for each point of the compact set \([−T,T]\) and for any \( p > 1 \) with \( p \cdot J_\nu([-T,T]) \leq p \cdot J_\nu(\mathbb{R}) < 1 \) it is possible to apply Lemma 4.1 to get the following open cover of \([-T,T]\):

\[ [-T,T] \subset \bigcup_{x \in [-T,T]} (x - \varepsilon(x, p), x + \varepsilon(x, p)) . \]

Choosing a finite subcover

\[ [-T,T] \subset \bigcup_{k=1}^{N_T} (x_k^T - \varepsilon(x_k^T, p), x_k^T + \varepsilon(x_k^T, p)) , \quad x_k^T \in [-T,T] , \quad k = 1, N_T , \quad N_T \in \mathbb{N} , \]

we get

\[
\int_{x_k^T - \varepsilon(x_k^T, p)}^{x_k^T + \varepsilon(x_k^T, p)} \alpha_\nu(x)^p \, dx < +\infty , \quad k = 1, N_T ,
\]

and thus,

\[
\int_{-T}^{T} \alpha_\nu(x)^p \, dx < +\infty , \quad 1 < p < \frac{1}{J_\nu(\mathbb{R})} , \quad T > 0 . \tag{4.20}
\]
It is evident that we introduce now the function
\[ \text{supp} \] follows from the validity of the right-hand side inequality in \( (2.30) \). Therefore to finish the proof of Theorem 2.4 it suffices to prove (see \( (2.24) \)) that both of the following inequalities hold:
\[
\int_{-\infty}^{0} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) d\nu(t) \right) dx, \quad \int_{0}^{+\infty} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) d\nu(t) \right) dx < +\infty.
\]
(4.21)
We introduce now the function
\[ \nu(t) := \nu(+\infty) + \nu(-\infty) - \nu(-t), \quad t \in \mathbb{R}. \]
It is evident that \( \nu \in M^+(\mathbb{R}) \), \( \nu(-\infty) = \nu(-\infty), \nu(+\infty) = \nu(+\infty) \), and for any \( b > 0 \),
\[
\nu(b - 0) = \nu(+\infty) + \nu(-\infty) - \nu(-b + 0), \quad \nu(-b + 0) = \nu(+\infty) + \nu(-\infty) - \nu(b - 0). \]
Thus, supp \( \nu = \text{supp} \nu \) and
\[ \nu(\mathbb{R}) = \nu(\mathbb{R}), \quad J_\nu(\mathbb{R}) = J_\nu(\mathbb{R}), \quad \nu((-b, b)) = \nu((-b, b)), \quad b > 0. \]
(4.22)
It follows from \( \varphi(-x; t) \equiv \varphi(x; -t), x, t \in \mathbb{R}, \) that for arbitrary \( 0 < b \leq +\infty \) we have
\[
\int_{-b}^{0} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) d\nu(t) \right) dx = \int_{0}^{b} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) d\nu(t) \right) dx
\]
\[
= \int_{0}^{b} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; -t) d\nu(t) \right) dx
\]
\[
= \int_{0}^{b} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) d\nu(t) \right) dx,
\]
and so, \( (4.20) \) and \( (4.21) \) can be rewritten as follows,
\[
\int_{0}^{T} (\alpha_p(x)^p + \alpha_p(x)^p) dx < +\infty, \quad 1 < p < \frac{1}{J_\nu(\mathbb{R})}, \quad T > 0; \]
\[
\int_{0}^{+\infty} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) d\sigma(t) \right) dx < +\infty, \quad \sigma \in \{\nu, \nu\},
\]
(4.23)
(4.24)
where
\[ \alpha_p(x) := \exp \left( \int_{-\infty}^{+\infty} \log \varphi(x; t) d\sigma(t) \right) x \geq 0, \quad \sigma \in \{\nu, \nu\}. \]
Fix an arbitrary \( p \in (1/\nu(\mathbb{R}), J_\nu(\mathbb{R})) \). In view of \( (4.22) \), \( p \cdot \nu(\mathbb{R}) \equiv p \cdot \nu(\mathbb{R}) > 1 \) and since \( \nu(\mathbb{R}) = \lim_{y \to +\infty} \nu((-y, y)) \), it is possible to find \( A \geq 1 \) such that \( p \cdot \nu((-A, A)) \equiv p \cdot \nu((-A, A)) \equiv \nu((-A, A)) \geq \nu(\mathbb{R}) - 1/(2 \cdot p) \equiv \nu(\mathbb{R}) - 1/(2 \cdot p), \) i.e.,
\[
A \geq 1, \quad p \cdot \sigma((-A, A)) > 1, \quad \sigma((-A, A)) \geq \sigma(\mathbb{R}) - \frac{1}{2 \cdot p}, \quad \sigma \in \{\nu, \nu\}.
\]
(4.25)
Applying \( (4.23) \) with \( T = 4A \) we obtain
\[
\int_{0}^{4A} \alpha_p(x)^p dx < +\infty, \quad \sigma \in \{\nu, \nu\},
\]
and to establish the validity of (4.24) it remains to prove that

$$I_{A,\sigma} := \int_{4A}^{+\infty} \exp \left( p \cdot \int_{-\infty}^{+\infty} \log \varphi(x; t) \, d\sigma(t) \right) \, dx < +\infty, \quad \sigma \in \{\nu, \hat{\nu}\}.$$  \hspace{1cm} (4.26)

4.5.4. For \( \sigma \in \{\nu, \hat{\nu}\} \) and \( x \geq 4A \) we have

$$\max_{|t| \leq A} \varphi(x; t) = \frac{\sqrt{1 + A^2}}{|x - A|} \leq 1,$$

from which we get

$$\int_{(-A,A)} \log \varphi(x; t) \, d\sigma(t) \leq \int_{(-A,A)} \log \frac{\sqrt{1 + A^2}}{|x - A|} \, d\sigma(t) = \sigma((-A,A)) \log \frac{\sqrt{1 + A^2}}{|x - A|},$$

and

$$I_{A,\sigma} = \int_{4A}^{+\infty} \exp \left( p \cdot \int_{(-A,A)} \log \varphi(x; t) \, d\sigma(t) + p \cdot \int_{\mathbb{R} \setminus (-A,A)} \log \varphi(x; t) \, d\sigma(t) \right) \, dx \hspace{1cm} (4.27)$$

$$\leq \int_{4A}^{+\infty} \left( \frac{\sqrt{1 + A^2}}{|x - A|} \right)^p \sigma((-A,A)) \exp \left( p \cdot \int_{\mathbb{R} \setminus (-A,A)} \log \varphi(x; t) \, d\sigma(t) \right) \, dx$$

$$= \sum_{n \geq 0} I_{A,\sigma} (4A \cdot 2^n),$$

where

$$I_{A,\sigma}(a) := \int_{a}^{2a} \left( \frac{\sqrt{1 + A^2}}{|x - A|} \right)^p \sigma((-A,A)) \exp \left( p \cdot \int_{\mathbb{R} \setminus (-A,A)} \log \varphi(x; t) \, d\sigma(t) \right) \, dx,$$

and \( a \in \{4A \cdot 2^n\}_{n \geq 0} \).

It can be easily verified that \( a \geq 4A \geq 4 \) implies \( \varphi(x; t) \leq \sqrt{5} \) for all \( x \in [a, 2a], \ t \notin [\frac{a}{2}, 4a] \)

and

$$\frac{\sqrt{1 + A^2}}{|x - A|} \leq \frac{\sqrt{1 + A^2}}{|a - A|} \leq \frac{2A}{a}, \quad x \in [a, 2a].$$

Using the inequalities (4.27), we get

$$p \cdot \int_{\mathbb{R} \setminus (-A,A)} \log \varphi(x; t) \, d\sigma(t) \leq p \cdot \sigma(\mathbb{R} \setminus (-A,A)) \cdot \log \sqrt{5} + p \cdot \int_{[\frac{a}{2}, 4a]} \log \varphi(x; t) \, d\sigma(t)$$

$$\leq \frac{1}{4} \log 5 + p \cdot \int_{[\frac{a}{2}, 4a]} \log \varphi(x; t) \, d\sigma(t),$$

and so,

$$I_{A,\sigma}(a) \leq 2 \left( \frac{2A}{a} \right)^p \sigma((-A,A)) \cdot I_{\sigma}(a), \quad I_{\sigma}(a) := \int_{a}^{2a} \exp \left( p \cdot \int_{[\frac{a}{2}, 4a]} \log \varphi(x; t) \, d\sigma(t) \right) \, dx.$$  \hspace{1cm} (4.28)
To estimate $I_\sigma(a)$ we put in Lemma 3.2 $Q = [a, 2a], \Omega = [a/2, 4a], \rho = \sigma, \omega(x) = m(x), \Psi(x, t) = \varphi(x; t)^p$. Observe that (4.25) and $a \geq 4A \geq 4$ yield $\sigma([\frac{a}{2}, 4a]) \leq \sigma(2A, +\infty) \leq \sigma([A, +\infty)) \leq \sigma(\mathbb{R} \setminus (-A, A)) = \sigma(\mathbb{R}) - \sigma(-A, A) \leq 1/(2 \cdot p)$. If $\sigma([\frac{a}{2}, 4a]) = 0$, then obviously

$$I_\sigma(a) \leq a. \quad (4.29)$$

Otherwise, the condition (3.5) is satisfied because $\omega(Q) = a \in [4, +\infty)$ and $\rho(\Omega) = \sigma(\Omega) = \sigma([a/2, 4a]) \in (0, 1/2p] < (0, 1)$. When $x \in Q = [a, 2a]$ and $t \in \Omega = [a/2, 4a]$ we have $|x - t| \leq 3a$ and therefore $\varphi(x; t) \geq (3a)^{-1} \sqrt{1 + a^2/4} \geq 1/6$ which gives (3.6) (a) while the integral in (3.6)(b) can be estimated as

$$\int_Q \Psi(x, t)^p \sigma(dx) = \int_a^{2a} \left( \frac{\sqrt{1 + t^2}}{|t - x|} \right)^p \frac{dx}{|t - x| \cdot \sigma([a/2, 4a])} = \int_a^{2a} \left( \frac{\sqrt{1 + 16a^2}}{2a} \right)^p \cdot \frac{dx}{|t - x| \cdot \sigma([a/2, 4a])} \leq 5a \cdot (3a)^{1 - p \sigma([a/2, 4a])} \cdot 2 \cdot \frac{1}{1 - p \sigma([a/2, 4a])} \leq 10a \cdot \frac{a}{1 - p \sigma([a/2, 4a])} \leq 20a.$$ 

Setting in (3.6)(b) $D_\Psi = 20a$ we can apply the result of Lemma 3.2 to get, in view of (4.29), $I_\sigma(a) \leq 20a$ and then by (4.25) and (4.28)

$$I_{A, \sigma}(a) \leq 40a \left( \frac{2A}{a} \right)^p \cdot \sigma(-A, A) \leq \frac{40 \cdot (2A)^p}{a \cdot \sigma(-A, A) - 1} \leq \frac{40 \cdot (2A)^p}{\sqrt{a}}.$$ 

Now it follows from (4.27) that

$$I_{A, \sigma} \leq \sum_{n \geq 0} I_{A, \sigma}(4A \cdot 2^n) \leq 20 \cdot (2A)^p \cdot \sum_{n \geq 0} \frac{1}{2n/2} \leq 80 \cdot (2A)^p < +\infty,$$

which gives (4.26) and finishes the proof of (2.30).

To prove (2.31) assume that $\exp(-p \cdot U_f(x)) \in L_1(\mathbb{R}, dx/(1 + x^2))$ for some $1/\nu(\mathbb{R}) < p < 1/J_\nu(\mathbb{R})$. By setting $y = \exp(-p \cdot U_f(x))$ in (3.4) we get from it and (2.30) that for arbitrary $\Lambda > 0$

$$4 \log(1 + \Lambda) = \int_{-\Lambda}^{\Lambda} \frac{2}{1 + |x|} \cdot dx \leq \int_{-\Lambda}^{\Lambda} e^{p \cdot U_f(x)} \cdot dx + \int_{-\Lambda}^{\Lambda} \frac{e^{-p \cdot U_f(x)}}{(1 + |x|)^2} \cdot dx \leq \int_{-\Lambda}^{\Lambda} e^{p \cdot U_f(x)} \cdot dx + \int_{-\Lambda}^{\Lambda} \frac{e^{-p \cdot U_f(x)}}{(1 + |x|)^2} \cdot dx,$$

which leads to a contradiction as $\Lambda \to +\infty$. Thus, $\exp(-p \cdot U_f(x)) \notin L_1(\mathbb{R}, dx/(1 + x^2))$ for all $q \geq 1$ (see [6, p.110]). Together with inequalities (2.27)(b) this proves (2.31) and completes the proof of Theorem 2.4.
4.6. Proof of Theorem 2.5

Using Theorem 2.3 for \( f := \log \varphi \) we get (see [9, p.27]) that \( f \) is a non-constant function in the class \( \log \mathcal{P} \), \( \varphi = e^f \) and

\[
|\varphi(x, y)| = e^{U^f(x, y)}, \quad U^\varphi(x, y) = e^{U^f(x, y)} \cos V^f(x, y), \quad V^\varphi(x, y) = e^{U^f(x, y)} \sin V^f(x, y). \tag{4.30}
\]

Furthermore, since \( \varphi \in \mathcal{P} \) is a non-constant function (see [9, p.18]),

\[
\arg \varphi(x + iy) = V^f(x, y) \in (0, \pi). \tag{4.31}
\]

Now it follows directly from (2.27) that each of the properties (1) and (2) in Theorem 2.5 is equivalent for the function \( f \) to be in the class \( \mathcal{P}_f \cap \log \mathcal{P} \).

Since

\[
\begin{bmatrix}
U^\varphi(x_1, y) & U^\varphi(x_2, y) \\
V^\varphi(x_1, y) & V^\varphi(x_2, y)
\end{bmatrix}
= e^{U^f(x_1, y) + U^f(x_2, y)} \cos V^f(x_1, y) \sin V^f(x_2, y)
\]

\[
- e^{U^f(x_2, y) + U^f(x_1, y)} \cos V^f(x_2, y) \sin V^f(x_1, y)
\]

\[
+ e^{U^f(x_1, y) + U^f(x_2, y)} \sin (V^f(x_2, y) - V^f(x_1, y))
\]

for \( y > 0 \) and \(-\infty < x_1 < x_2 + \infty\), it follows from (4.31) that (2.27)(a) is equivalent to the condition (3) of Theorem 2.5.

Similarly, (4.31) and identity

\[
\frac{\partial}{\partial y} e^{2U^f(x, y)} = \frac{\partial}{\partial y} \left( U^\varphi(x, y)^2 + V^\varphi(x, y)^2 \right) = 2 \left( U^\varphi(x, y) \cdot U_y^\varphi(x, y) + V^\varphi(x, y) \cdot V_y^\varphi(x, y) \right)
\]

imply the equivalence of (2.27)(b) and the condition (4) of Theorem 2.5. The proof is complete.

4.7. Proofs of Theorem 2.6 and Corollary 2.3

4.7.1. Proof of Theorem 2.6

Observe that the first item of Theorem 2.6 follows directly from Theorem 2.3 and (1.17). If \( \varphi \in \mathcal{P}_\log \setminus \exp \Delta \mathcal{P} \), then \( \varphi = e^f \), where \( f \in (\mathcal{P}_f \cap \log \mathcal{P}) \setminus \Delta \mathcal{P} \). Using the notation of Theorems 2.3 and 2.5 we can apply the results of Theorem 2.4 to the function \( f \) in order to get with the help of the relations (1.30) and (4.31) the validity of all statements of Theorem 2.6 except (2.36). Equality (2.36) holds true due to the well-known consequence of M.Riesz’s theorem [23, p.128].

4.7.2. Proof of Corollary 2.3

If \( \varphi(z) = e^f \), where \( f = \int_0^1 \log \frac{1}{1-\alpha} d\mu(t) \), then by Corollary 2.2 \( f(0) = 0 \), \( f \in \text{Hol}(((-\infty, 1)) \) and \( f \in \mathcal{P}_f \cap \log \mathcal{P} \), which imply the validity of all statements of Corollary 2.3.

Conversely, assume that \( \varphi(0) = 1 \), \( \varphi \in \text{Hol}(((-\infty, 1)) \) and \( \varphi \in \mathcal{P}_\log \). Then there exists \( f \in \mathcal{P}_f \cap \log \mathcal{P} \) such that \( \varphi(z) = e^f \) and \( f(0) = 0 \). Since \( \varphi \in \mathcal{P} \) and \( \varphi \in \text{Hol}(((-\infty, 1)) \) the property (1.4) and representation (1.3) imply that \( \text{Im} \varphi(x + i0) = 0 \) for any \( x < 1 \). Then it follows from (2.37) that the function \( \nu \) corresponding to \( \varphi \) by the exponential representation (2.34) satisfies \( \sin \pi \nu(x) = 0 \) for almost all \( x < 1 \). Since by Theorem 2.6 \( \nu \) is a nondecreasing function on \( \mathbb{R} \) with values in \([0, 1]\) then for almost all \( x < 1 \) either \( \nu(x) = 0 \) or \( \nu(x) = 1 \) or \( \nu(x) = \chi_{[a, \infty)}(x) \) for some \( a < 1 \).
Assume that $\nu(x) = 1$ for almost all $x < 1$. Then $\nu(x) \equiv 1$ on $\mathbb{R}$ and in view of (2.34), $\varphi(z)$ is a constant function and so $f$ is constant as well. By Corollary 2.2 $f \equiv 0$ and $f$ can be represented in the form (2.20), from which (2.38) follows.

If for almost all $x < 1$, $\nu(x) = \chi_{[a,+\infty)}(x)$ for some $a < 1$ then $\nu(x) \equiv \chi_{[a,+\infty)}(x)$ on $\mathbb{R} \setminus \{a\}$ and it follows from (2.34) and $\varphi(0) = 1$ that $\varphi(z) = a/(a - z)$, $z \in \mathbb{H}$. By (1.2) this means that $\varphi(z) = a/(a - z)$, $z \in \mathbb{C}$, which contradicts $\varphi \in \text{Hol}((-\infty, 1))$.

Finally, $\nu(x) = 0$ for almost all $x < 1$ implies $\nu(x) = 0$ for all $x < 1$. Due to the formulas (4.12) and (4.15), the function $f$ can be represented in the form (2.20) with $\mu$ given by (4.13), which means the validity of the representation (2.38). The proof of Corollary 2.3 is complete.

4.8. Proof of Theorem 2.7

4.8.1. Necessity. Applying the results of Theorem 2.6 2) to $\varphi \in \mathcal{P}_{\log \setminus \exp \Delta_{f_1}}$ we get the existence of $1 < p < +\infty$ such that $\varphi \in \mathcal{H}_p(\mathbb{H})$, $\varphi(x+i0) = \tilde{v}(x) + iv(x)$ for almost all $x \in \mathbb{R}$ and $v, \tilde{v} \in L_p(\mathbb{R}, dx)$. Furthermore, the Schwarz integral formula applied to $\varphi(z)/i$ gives the validity of (2.40) (see [24, p.145]) and since $\varphi \in \mathcal{P}$ the function $v(x)$ is non-negative everywhere on $\mathbb{R}$. Taking the limit when $y \downarrow 0$ in the inequalities (3) of Theorem 2.5 we get (2.39) and thus finish the proof of necessity of Theorem 2.7.

4.8.2. Sufficiency. Let $\varphi$ be defined in (2.40). Since $v \in L_p(\mathbb{R}, dx)$ is non-negative and nonzero it follows from [23, p.128] that $\varphi \in \mathcal{P} \cap \mathcal{H}_p(\mathbb{H})$ and for all $x \in \mathcal{D}(\varphi)$ we have $\varphi(x+i0) = \tilde{v}(x) + iv(x)$ where $V^\varphi(x) = v(x), U^\varphi(x) = \tilde{v}(x)$ and $\tilde{v} \in L_p(\mathbb{R}, dx)$.

Introduce the function $h := \log \varphi \in \log \mathcal{P} \subset \mathcal{P}$. According to [153] there exist a real number $\beta$ and $\rho \in L_\infty(\mathbb{R})$, satisfying $0 \leq \rho(x) < 1$ for almost all $x \in \mathbb{R}$, such that

$$h(z) = \beta + \int_{-\infty}^{+\infty} \left( \frac{1}{1 + t^2} \right) \rho(t) dt, \quad z \in \mathbb{H}. \quad (4.32)$$

Therefore

$$V^h(x, y) = \int_{-\infty}^{+\infty} \frac{y}{(x - t)^2 + y^2} \rho(t) dt, \quad x \in \mathbb{R}, \quad y > 0,$$

and in view of [23, p.107] there exists a Borel subset $\mathcal{D}_1(h)$ of the real line such that

$$V^h(x) = \pi \cdot \rho(x), \quad x \in \mathcal{D}_1(h) \subset \mathcal{D}(\varphi), \quad m(\mathbb{R} \setminus \mathcal{D}_1(h)) = 0.$$  

For each $x \in \mathcal{D}(\varphi) \cap \mathcal{D}_1(h)$ we can take the limit $y \downarrow 0$ in the equation $U^\varphi(x, y) + iV^\varphi(x, y) = \exp \left( U^h(x, y) + iV^h(x, y) \right)$ to get

$$\tilde{v}(x) = e^{U^h(x)} \cos \pi \rho(x), \quad v(x) = e^{U^h(x)} \sin \pi \rho(x), \quad x \in \mathcal{D}(\varphi) \cap \mathcal{D}_1(h). \quad (4.33)$$

Substituting (4.33) into the determinant from (2.39) gives

$$0 \leq \begin{vmatrix} \tilde{v}(x_1) & \tilde{v}(x_2) \\ v(x_1) & v(x_2) \end{vmatrix} = e^{U^h(x_1)} \cos \pi \rho(x_1) e^{U^h(x_2)} \cos \pi \rho(x_2)$$

$$= e^{U^h(x_1) + U^h(x_2)} \left( \cos \pi \rho(x_1) \sin \pi \rho(x_2) - \sin \pi \rho(x_1) \cos \pi \rho(x_2) \right)$$

$$= e^{U^h(x_1) + U^h(x_2)} \sin \pi (\rho(x_2) - \rho(x_1)),$$

from which we deduce that $0 \leq \rho(x_1) \leq \rho(x_2)$ for all $x_1 < x_2, x_1, x_2 \in E := \mathcal{D}(\varphi) \cap \mathcal{D}_1(h)$. Then the function $\hat{\rho} \in M^1(\mathbb{R})$ defined as $\hat{\rho}(x) := \lim_{t \to x, t < x, t \in E} \rho(t)$, $x \in \mathbb{R}$, is equal to $\rho$ almost
everywhere on $\mathbb{R}$ (see (2.41), (2.43)) and is equivalent to $\rho$ in the space $L_\infty(\mathbb{R})$. By Theorem 2.3 and (1.32) this means that $h \in \mathcal{P}_f \cap \log \mathcal{P}$ and therefore $\varphi \in \mathcal{P}_{\log}$.

We now prove that $\varphi \notin \exp \Delta \mathcal{P}_f$. Consider an arbitrary function in the class $\exp \Delta \mathcal{P}_f$ (see (2.32))

$$\varphi_{\theta_1, a, \theta}(z) = e^{\beta + i\pi \theta_1 \cdot (1 - \theta)} \cdot \frac{1}{(a - z)^\theta},$$

where $\theta, \theta_1 \in [0, 1]$ and $a, \beta \in \mathbb{R}$. Equalities (4.10), (4.11) and a straightforward calculation gives

$$v_{\theta_1, a, \theta}(x) := \lim_{y \downarrow 0} \mathrm{Im} \varphi_{\theta_1, a, \theta}(x + iy) = \begin{cases} e^\beta \cdot \frac{\sin (\pi \theta_1 \cdot (1 - \theta) + \theta \pi)}{|a - x|^{\theta}}, & a < x, \\ e^\beta \cdot \frac{\sin (\pi \theta_1 \cdot (1 - \theta))}{|a - x|^{\theta}}, & a > x. \end{cases}$$

It is easy to verify that for any values of $\theta, \theta_1 \in [0, 1]$, and $a, \beta \in \mathbb{R}$, either $v_{\theta_1, a, \theta}(x) = 0$ almost everywhere on $\mathbb{R}$, or $v_{\theta_1, a, \theta}(x) \notin \bigcup_{p>1} L_p(\mathbb{R}, dx)$. Thus, $\varphi \in \mathcal{P}_{\log} \setminus \exp \Delta \mathcal{P}_f$.

Since (2.40) is a partial case of the unique representation (1.3) we get the uniqueness of (2.40) and complete the proof of Theorem 2.7.

4.9. Proof of Theorem 2.8.

Observe first that if $v$ satisfies (2.45a) inequality (2.45c) holds for arbitrary $-\infty < x_1 < x_2 < 1$ and $-\infty < x_1 < 1 < x_2 < +\infty$. Therefore to check the validity of (2.39) for $v$ satisfying (2.45a), it suffices to prove it only for all $1 < x_1 < x_2 < +\infty$.

4.9.1. Necessity. Let $\Psi$ be universally starlike and $\varphi(z) := \Psi(z)/z$. Then by (1.1) $\varphi(z)$ can be represented in the form (2.38) where the measure $\mu$ corresponds to $\varphi$. According to Corollary 2.3 $\varphi \in \mathcal{P}_{\log}$. If $\varphi \in \exp \Delta \mathcal{P}_f$, then by virtue of (2.43) $\varphi$ belongs to the set in (2.44). Otherwise, $\varphi \in \mathcal{P}_{\log} \setminus \exp \Delta \mathcal{P}_f$. In this case, due to Theorem 2.7 we can find $p > 1$ and $v \in L_p(\mathbb{R}, dx)$ such that the representation (2.40) holds, $v(x) \geq 0$ for all $x \in \mathbb{R}$, $v$ satisfies (2.45a) and in view of (2.41), $\varphi(x + i0) = \tilde{v}(x) + iv(x)$ m.a.e. on $\mathbb{R}$. Corollary 2.3 states also that $\varphi \in \mathrm{Hol}((-\infty, 1))$ and $\varphi(0) = 1$. Since $\varphi \in \mathcal{P}$ we can apply (1.4) and (1.3) to $\varphi \in \mathrm{Hol}((-\infty, 1))$ and get $v(x) = \mathrm{Im} \varphi(x + i0) = 0$ for any $x < 1$. This finishes the proof of (2.45a). Finally, (2.45b) follows from (2.46) and $\varphi(0) = 1$.

4.9.2. Sufficiency. Let $\Psi$ belong to the set (2.47). Then it follows from (2.43) that $\Psi(z)/z$ can be represented in the form of (2.38) and therefore by (1.1) $\Psi$ is universally starlike.

Assume now that $\Psi$ is represented in the form (2.48). Then by Theorem 2.7 $\Psi(z)/z \in \mathcal{P}_{\log} \setminus \exp \Delta \mathcal{P}_f$ and it follows directly from (2.48) and (2.45b) that $\Psi(z)/z \in \mathrm{Hol}((-\infty, 1))$ and $\Psi'(0) = 1$, respectively. By Corollary 2.3 this means that $\Psi(z)/z$ can be represented in the form of (2.38) and therefore by (1.1) $\Psi$ is universally starlike. The proof of Theorem 2.8 is complete.
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