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Abstract. This paper introduces homotopic nerve complexes in a planar
Whitehead CW space and their Rotman free group presentations. Nerve com-
plexes were introduced by P.S. Alexandrov during the 1930s and recently given
a formal structure from a computational topology perspective by H. Edels-
brunner and J.L. Harer in 2010. A homotopic nerve results from the nonvoid
intersection of a collection of homotopic 1-cycles. Briefly, a 1-cycle is a finite
sequence of path-connected vertexes with no end vertex and with a nonvoid
interior. A homotopic 1-cycle has the structure of a 1-cycle in a CW space in
which cycle edges are replaced by homotopic maps. A group $G(V, +)$ contain-
ing a basis $B$ is free, provided every member of $V$ can be written as a linear
combination of elements (generators) of the basis $B \subset V$. Let $\Delta$ be the mem-
ers $v$ of $V$, each written as a linear combination of the basis elements of
$B$. A presentation of $G(V, +)$ is a mapping $B \times \Delta \rightarrow G(\{v \in V : = \sum_{g \in B} kg\}, +)$.

The main results in this paper are (1) Every homotopic vortex nerve has a
free group presentation and (2) For a vortex nerve that consists of a finite
collection of closed, convex sets in Euclidean space, the nerve and union of
sets in the nerve have the same homotopy type.
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1. Introduction

This paper is based on [16], which introduces homotopic nerve complexes in a planar Whitehead CW space [23, §4-5] and their Rotman free group presentations [18, §11,p.239]. A CW complex in a space $K$ is a closure-finite cell complex that is Hausdorff (distinct points in $K$ are in disjoint neighborhoods), satisfying the containment property (closure of every cell complex is in $K$) and intersection property (common parts of cell complexes in $K$ are also in $K$). A complex $K$ is locally finite, i.e., every point $p \in K$ is a member of some finite subcomplex of $K$ and every complex has a finite number of faces [19, §5.2,p.65]. A planar CW complex $K$ is a collection of 0-cells (vertexes), 1-cells (edges) and 2-cells (filled triangles). Collections of planar cells attached to each other are sub-complexes in $K$. For the details, see Appendix A.

2. Preliminaries

The foundations for homotopic nerves are briefly introduced in this section, starting with the definition of a 1-cycle.

**Definition 1. 1-Cycle.** In a CW space $K$ [23], a 1-cycle $E$ (denoted by $\text{cyc}E$) in a CW space $K$ is a collection of path-connected vertexes (0-cells) on edges (1-cells) attached to each other with no end vertex and $\text{cyc}E$ has a nonvoid interior.

**Definition 2. Closure.** Let $A \in 2^X$ (nonvoid subset $A$ in a space $X$) and $D(x,A) = \inf \{a \in A : |x-a|\}$ be the Hausdorff distance between a point $x \in A$ and subset $A$ [6, §22,p. 128]. The closure of $A$ [12, §1.18,p. 40] is defined by

$$c\ell(A) = \{x \in X : D(x,A) = 0\}.$$

**Definition 3.** For a space $X$, $A \in 2^X$, let $c\ell A$ be the closure of $A$. Then the boundary of $A$ (denoted by $\text{bdy}A$) is the set of all points on the border of $c\ell A$ and not in the complement of $c\ell A$ (denoted by $\partial c\ell A$). Also, the interior of $A$ (denoted
by \( \text{int} A \) is the set of all points in \( \text{cl} A \) and not on the boundary of \( A \), i.e.,

\[
\partial (\text{cl} A) = X \setminus \text{cl} A, \quad \text{all points in } X \text{ and not in } \text{cl} A.
\]

\[
\text{int}(A) = \{ E \in 2^X : E \subset \text{cl} A \text{ and } E \cap \text{bdy} A = \emptyset \}.
\]

\[
\text{bdy}(A) = X \setminus (\text{int} A \cup \partial \text{cl} A).
\]

\[
\text{cl} A = \text{bdy}(A) \cup \text{int}(A).
\]

\[\text{Example 1. A sample 1-cycle } \text{cyc} E \text{ with vertices } v_0, \ldots, v_{(n-1)[n]} \text{ with } [n] = \text{mod } n, n \in \mathbb{Z}^{0,+}, \text{ is shown in Fig. 1. This 1-cycle } \text{cyc} E \text{ has a finite number of } i \text{ mod } n \text{ vertices, with the initial vertex } v_0 = v_n \text{ mod } n. \text{ cyc} E \text{ also has a nonvoid interior (denoted by } \text{int}(\text{cyc} E)\text{) containing at least one filled triangle with one of its vertices equal to centroid of the cycle and its other two vertices on the boundary of } \text{cyc} E \text{ (denoted by } \text{bdy}(\text{cyc} E)\text{)). In other words,}
\]

\[
\text{cl}(\text{cyc} E) = \text{bdy}(\text{cyc} E) \cup \text{int}(\text{cyc} E).
\]

The edges in a 1-cycle cell complex in a CW space are replaced by homotopic maps to obtain a homotopic cycle.

\[\text{Definition 4. Homotopic-Map.}
\]

\[\text{Let } I = [0,1], \text{ the unit interval. A homotopic map (aka path) in a space } X \text{ is a continuous map } h : I \to X \text{ with endpoints } h(0) = x_0, h(t) \in [h(0), h(1)], t \in I \text{ and } h(1) = x_1 \ [19, \S 2.1.p.11]. \]

\[\text{Definition 5. Homotopic-Cycle [17, App. A].}
\]

\[\text{A homotopic cycle } h_{\text{cyc}} E \text{ in a CW space } K \text{ is a sequence of continuous maps }
\]

\[
\{ h_i \}_{i=0}^{(n-1)[n]}, \quad h_i : I \to K, i \in \mathbb{Z}, I = [0,1], [n] = \text{mod } n, \text{ with}
\]

\[
h_0(0) = h_n[n](0) = v_0 \in K, h_{n-1}[n](1) = v_{n-1}[n] \in K.
\]

\[\text{Given } g \in \{ h_i \}_{i=0}^{(n-1)[n]},
\]

\[
g = h_0(0), \quad a \text{ basis element in } h_{\text{cyc}} E, \text{ so that}
\]

\[
h_{i+k}(0) \text{ walks forward } k \text{ vertexes from } g \text{ to reach } v
\]

\[
\tilde{h}_{i+k}(0) \text{ walks back } k \text{ vertexes from } h_{i+k}(0) \text{ to reach } h_i(0)
\]

\[
+: K \times K \to K, \text{ is defined by}
\]

\[
\text{move to } v'' \text{ via } v, v'
\]

\[
+(v, v') = +(kg, k'g) = kg + k'g.
\]

\[
= kh_0(0) + k'h_0(0) = h_{(k+k'[n])[n]}(0) = v'' \in K.
\]

\[\text{In a homotopic cycle } h_{\text{cyc}} E, \text{ every vertex } v_i \text{ is reachable by } k \text{ maps from a distinguished vertex } h_0(0) = v_0 \text{ (a generator in the free group presentation of the homotopic cycle). An inverse homotopic map } \tilde{h}_{i+k}(0) \text{ is defined in terms of reverse movement (traversal from the } h_{i+k}(0) \text{ cycle vertex to the previous } h_i(0).
\]

\[\text{1This version of } \text{int} A \text{ comes from T. Vergili.} \]
cycle vertex$^2$. For simplicity, we consider only $i \in \mathbb{Z}$ for movements between cycle vertexes.

**Example 2.** A planar homotopic cycle over a collection of vertexes in a CW space is shown in Fig. 1. From Def. 5, the expression $3v_0 = 3h_0(0) = h_{0+3}(0) = v_3 \in K$ represents a move from vertex $v_0$ to vertex $v_3$. What we observed about the structure of the 1-cycle $\text{cyc}_E$ in Example 1 carries over in delineating the structure of a homotopic cycle. That is, $h_{\text{Cyc}}E$ also has a nonvoid interior (denoted by $\text{int}(h_{\text{Cyc}}E)$) that it inherits from 1-cycle $\text{cyc}_E$. The boundary of $h_{\text{Cyc}}E$ (denoted by $\partial(h_{\text{Cyc}}E)$) has been constructed with its sequence of continuous homotopic maps. In other words,

$$
eq(h_{\text{Cyc}}E) = \partial(h_{\text{Cyc}}E) \cup \text{int}(h_{\text{Cyc}}E).$$

**Theorem 1.** [Jordan Curve Theorem [8]].
A simple closed curve lying on the plane divides the plane into two regions and forms their common boundary.

Proof. For the first complete proof, see O. Veblen [20]. For a simplified proof via the Brouwer Fixed Point Theorem, see R. Maehara [9]. For an elaborate proof, see J.R. Munkres [11, §63, 390-391, Theorem 63.4].

The boundary region of any planar homotopic cycle $h_{\text{Cyc}}E$ (denoted by $\partial(h_{\text{Cyc}}E)$) contains all cell complexes that are not part of the cycle in a CW space.

**Theorem 2.** Every homotopic cycle in a CW space

1° is a finite collection of path-connected vertices and

2° the boundary of a homotopic cycle partitions the CW space into two regions.

Proof.

1°: Let $h_{\text{Cyc}}E$ be a homotopic cycle in a CW space $K$. From Def. 5, the end-points $h_{[i]}(0), h_{[i]}(1)$ are points in $K$, which are 0-cells (vertices) in $K$. The 0-cells are path-connected, since each $h_{i+1}[n](0) = h_{i}[n](1)$ and $h_{i}[n](0) = h_{i-1}[n](1)$. The number of vertices in $h_{\text{Cyc}}E$ is restricted by the choice of the modulus $n$. Hence, $h_{\text{Cyc}}E$ has a finite collection of path-connected vertices.

2°: From Def. 4, every homotopic map $h : I \rightarrow K$ is continuous. Also, from Def. 4, the sequence of homotopic maps in a homotopic cycle $h_{\text{Cyc}}E$ on $K$ constructs a planar, simple, closed curve. Then, from Theorem 1 (Jordan Curve Theorem), $h_{\text{Cyc}}E$ separates the space $K$ into two regions, namely,

**Region outside $h_{\text{Cyc}}E$** : $\partial(h_{\text{Cyc}}E) = K \setminus h_{\text{Cyc}}E$, and

**Region inside $h_{\text{Cyc}}E$** :

$$\text{int}(h_{\text{Cyc}}E) = K \setminus (\partial(h_{\text{Cyc}}E) \cup \partial(h_{\text{Cyc}}E)).$$

**Definition 6. Nerve Complex.**
A nerve complex $NrvE$ in a CW space is a collection of nonempty cell complexes with nonvoid intersection. This is an example of an Alexandrov nerve [2, §4.3,p. 39].

$^2$Here, inverses are defined in terms of homotopic map indices, instead of $\tilde{h}_i(t) = h_i(1 - t)$ [5, §1.1, p. 27]. Many thanks to Tane Vergili for pointing this out.
A vertex with a collection of triangles attached to it, is called the nucleus of the attached triangles (also called the nucleus of an Alexandrov-Hopf nerve complex or Nerv [3]).

Lemma 1. Every vertex in the triangulation of the vertices in a CW space is the nucleus of an Alexandrov nerve complex.

Proof. Let $K$ be a CW space containing $n$ triangulated vertexes. Each vertex $v \in K$ has 1 or more triangles attached to it, forming a cell complex $E$. Then $E$ is a collection of cell complexes (filled triangles) with nonvoid intersection. By Def. 6, $E$ is an Alexandrov nerve complex. Hence, each $E \in 2^K$ is the nucleus of an Alexandrov nerve. \hfill $\Box$

Theorem 3. A CW space containing $n$ triangulated vertexes contains $n$ Alexandrov-Hopf nerve complexes.

Proof. Immediate from Lemma 1. \hfill $\Box$

Alexandrov nerves are also found in collections of intersecting 1-cycles.

Theorem 4. A pair of pair of 1-cycles with a common vertex in a CW space is a nerve complex.

Proof. Let $\text{cyc}E, \text{cyc}E' \in 2^K$ be 1-cycles in a CW space $K$. By definition, $\text{cyc}E, \text{cyc}E'$ are cell complexes in $K$. Also, let $v \in K$ be a vertex and let $\text{cyc}E \cap \text{cyc}E' = \{v\}$. Hence, by Def. 6, $\text{Nrv} = \text{cyc}E \cup \text{cyc}E'$ is a nerve complex, which is also an Alexandrov nerve or Nerv [3]. \hfill $\Box$

Example 3. A pair of intersecting 1-cycles $\text{cyc}E, \text{cyc}E'$ in a nerve complex is shown in Fig. 2. In this nerve complex,

\[
\text{cyc}E \cap \text{cyc}E' = \{v_5\} \in \text{cyc}E
\]

\[
= \{v'_0\} \in \text{cyc}E'.
\]

Definition 7. Homotopic Nerve. A homotopic nerve $E$ (denoted by $h\text{Nrv}E$) is a collection of homotopic cycles with nonvoid intersection. \hfill $\blacksquare$

Theorem 5. Every collection of homotopic cycles with a common vertex in a CW space is a homotopic nerve complex.
Figure 3. homotopic nerve \( hNrvE = \{ h\text{Cyc}E, h\text{Cyc}E' : h\text{Cyc}E \cap h\text{Cyc}E' \neq \emptyset \} \).

Proof. Symmetric with the proof of Theorem 4.

Example 4. In Fig. 3, homotopic cycles \( h\text{Cyc}E, h\text{Cyc}E' \) have vertex \( h_5(0) \) in common. Hence, by Theorem 5, \( h\text{Cyc}E \cup h\text{Cyc}E' \) is a homotopic nerve complex. □

Lemma 2. Every vertex in the triangulation of the vertices in a CW space is the nucleus of an homotopic nerve.

Proof. Symmetric with the proof of Lemma 1. □

Theorem 6. A CW space containing \( n \) triangulated vertexes contains \( n \) homotopic nerves.

Proof. Immediate from Lemma 2. □

Figure 4. Paths on a triangulated \( h\text{Cyc}E \).

Definition 8. Homotopic triangle. Given a set \( V \) of 3 vertexes in a CW space, a sequence of homotopic maps, one for each pair of vertices in \( V \), constructs a homotopic triangle \( E \) (denoted by \( \triangle_hE \)). □

An obvious place to look for homotopic triangles is in terms of the centroid of a homotopic cycle.
Example 5. Let
\[ h_c(0) = h_4(0) \text{ vertex on } hCyc, \]
\[ h_c(1) = c \text{ centroid of } \triangle_h, \]
\[ h_c'(0) = c, \]
\[ h_c'(1) = h_5(0). \]
for homotopic maps \( h_c, h_c' \) from vertex \( h_4(0) = h_c(0) \) to centroid \( c \) of a homotopic cycle and from \( h_c'(0) = c \) to \( h_c'(1) = h_5(0) \) as shown in Fig. 4. This results in the homotopic triangle
\[ \triangle_h h_4(0) c h_5(0) = \triangle_h h_c(0) c h_c'(1). \]

Theorem 7. Every triangulated homotopic cycle constructs an Alexandrov-Hopf nerve.

Proof. Let \( hCycE \) be a homotopic cycle derived from the set of vertices \( V \) along the boundary of a 1-cycle \( cycE \). Also let \( c \) be centroid of \( cycE \) and introduce a homotopic map from \( h : V \times I \to c \), defined by \( h_v(0) = v \in V \) and \( h_v(1) = c \). From Def. 8, the collection of homotopic maps in \( hCycE \) combined with the homotopic \( h : I \to c \) construct a collection of homotopic triangles \( T \), which have the centroid \( c \in \text{int}(hCycE) \) in common. Hence, by Def. 6, \( T \) is an Alexandroff nerve. □

Theorem 8. Every collection of homotopic triangles with nonempty intersection is an Alexandrov nerve.

Proof. Given a collection \( E \) of homotopic triangles with common vertex \( h_i(0) \), then by Def. 6, \( T \) is an Alexandroff nerve. □

Example 6. A sample collection of homotopic triangles in an Alexandrov nerve is shown in Fig. 4.

Definition 9. Barycentric 1-Cycle.
Let \( B \) be the set of barycenters on the triangles on a homotopic cycle in a planar CW space \( K \). The edges between each pair of adjacent barycenters in \( B \) define a barycentric 1-cycle. □
Theorem 9. A complete sequence of paths over the vertexes in a barycentric 1-cycle constructs a barycentric homotopic cycle.

Proof. Let $B$ be the set of barycenters on the triangles in a homotopic cycle and let $h : I \to B$ be a homotopic map over $B$. From Def. 5, the sequence of maps $h_0, h_1, \ldots, h_n \mod n$ over adjacent pairs of barycenters $b, b'$ in $B$ $(h_i(0) = b, h_i(1) = b')$ constructs a barycentric homotopic cycle. \hfill \square

Example 7. A sample planar barycentric homotopic cycle is shown in Fig. 5.

3. Rotman Free Group Presentation

A finite group $G$ is free, provided every element $x \in G$ is a linear combination of its basis elements (called generators) [10, §1.4, p. 21]. We write $B$ to denote a nonempty basis set of generators $\{g_1, \ldots, g_{|B|}\}$ and $G(B,+)$ to denote the free group with binary operation $+$.

Definition 10. Rotman Presentation[18, p.239]

Let $X = \{g_1, \ldots\}, \Delta = \{v = \sum k_i g_i, v \in \text{group} G, g_i \in X\}$ be a set of generators of members of a nonempty set $X$ and set of relations between members of $G$ and the generators in $X$. A mapping of the form $\{X, \Delta\} \to G$, a free group, is called a presentation of $G$.

We write $G(V,+)$ to denote a group $G$ on a nonvoid set $V$ with a binary operation $+$. For a group $G(V,+)$ presentable as a collection of linear combinations of members of a basis set $B \subseteq V$, we write $G(B,+)$.

Definition 11. Free Group Presentation of a Cell Complex.

Let $2^K$ be the collection of cell complexes in a CW space $K$, $E \in 2^K$ containing $n$ vertexes, $G(E,+)$ a group on nonvoid set $E$ with binary operation $+$, $\Delta = \{v = \sum k_i g_i, v \in E, g_i \in E\}$ be a set of generators of members of $E$, set of relations between members of $E$ and the generators $B \subseteq E, g_i \in B, v = h_i \mod n(0) \in K$, $k_i$ the $i^{th}$ integer coefficient modn in a linear combination $\sum_{i,j} k_i g_j$ of generating elements $g_j = h_j(0) \in B$. A free group presentation of $G$ is a continuous map $f : 2^K \times \Delta \to 2^K$ defined by

$$f(\mathcal{B}, \Delta) = \left\{ v := \sum_{i,j} k_i g_j \in \Delta : v \in E, g_j \in \mathcal{B}, k_i \in \mathbb{Z} \right\}$$

$\mathcal{B} \times \Delta \to$ free group $G$ presentation of $G(E,+)$

Lemma 3. [15, §4, p. 10] Every 1-cycle in a CW space $K$ has a free group presentation.

Proof. By definition, the vertices in a 1-cycle cyc$E$ are path-connected in a CW space $K$. From [15], every 1-cycle can represented as a group $G(\text{cyc}E,+)$ with binary (move) operation $+$. Choose a vertex $v = v_0 \in \text{cyc}E$ and let basis $B_{\text{cyc}E} = \{g\}$. Every vertex $v_i \in \text{cyc}E, i > 0$ is reachable in $k$ moves from $g \in B$. Then we have $v_i = kg = v_{0+k}$. Let $\Delta = \{v = \sum k g, g \in B \& v, g \in \text{cyc}E\}$. Then let the
map \( f : 2^K \times \Delta \to 2^K \) be defined by

\[
f(B_{\text{cyc} E}, \Delta) = \left\{ v := \sum_{i,j} k_i g \in \Delta : v \in \text{cyc} E, g \in B_{\text{cyc} E}, k_i \in \mathbb{Z} \right\}
\]

\[B_{\text{cyc} E} \times \Delta \mapsto \text{free group } G \text{ presentation of } G(\text{cyc} E, +)
\]

\[= \overline{G(\{g\}, +)}.\]

4. Main Results

This section introduces main results for homotopic nerves.

Lemma 4. [17] Every homotopic cycle in a CW space has a free group presentation.

Proof. Let \( E \) be a set of 1-cycle vertices in the domain and range of the maps \( h : I \to E \) in a homotopic cycle \( h_{\text{Cyc} E} \) in a CW space \( K \), \( G(h_{\text{Cyc} E}, +) \) a group on the vertexes of \( h_{\text{Cyc} E} \) with move operation \(+\), and let

\[B \subset h_{\text{Cyc} E},\]

\[\Delta = \left\{ v = \sum k_i h_i(0), v, h_i(0) \in h_{\text{Cyc} E} \right\}.
\]

be the basis \( B \) set of members of \( h_{\text{Cyc} E} \) and set of relations \( \Delta \) between members of \( h_{\text{Cyc} E} \) and the generators in basis \( B \). Then the free group presentation of \( G \) is a mapping \( f : 2^K \times \Delta \to 2^K \) defined by

\[
f(B, \Delta) = \left\{ v := \sum_{i,j} k_i h_j(0) \in \Delta : v \in h_{\text{Cyc} E}, h_j \in B, k_i \in \mathbb{Z} \right\}
\]

\[B \times \Delta \mapsto \text{free group presentation of } G(h_{\text{Cyc} E}, +)
\]

\[= \overline{G(\{h_1, \ldots, h_{|B|}\}, +)}.\]

\[\square\]

Example 8. From Lemma 4, the barycentric homotopic cycle \( bh_{\text{Cyc} E} \) in Example 7 has a free group presentation. \[\blacksquare\]

Theorem 10. Every homotopic nerve in a CW space has a free group presentation.

Proof. Symmetric with the proof of Lemma 4, after replacing homotopic cycle \( h_{\text{Cyc} E} \) with homotopic nerve \( h_{\text{Nrv} E} \) and replacing generator \( g_j \) with \( h_j(0) \) in the basis for the free group presentation of the homotopic nerve in a CW space. \[\square\]

Remark 1. A collection of Nested 1-cycles provides the basic structure of a vortex. Cycles are nested, provided each appear, one inside the other. For example, a pair of 1-cycles \( \text{cyc} E, \text{cyc} E' \) are nested, provided \( \text{cyc} E \subset \text{int}(\text{cyc} E') \). In this work, intersecting, nested cycles are possible, i.e.,

\[\text{cyc} E \subset \text{int}(\text{cyc} E') \text{ and, possibly, } \text{cyc} E \cap \text{cyc} E' \neq \emptyset.\]
That is, each pair of nested cycles in a vortex can have at least one vertex in common. To solve the problem of structuring a vortex \( \text{vor}E \) containing non-intersecting nested cycles so that \( \text{vor}E \) can be mapped to a homotopic vortex, bridge edges are introduced (see Def. 15).

**Definition 12.** Given a pair of nested 1-cycles \( \text{cyc}E, \text{cyc}'E \), a bridge edge \( A \) (denoted by \( \text{br}A \)) is an edge with one vertex on \( \text{cyc}E \) and one vertex on \( \text{cyc}'E \), or vice versa.

A homotopic bridge is a path between edge vertices of a bridge edge.

**Definition 13.** Given a pair of nested, homotopic 1-cycles \( \text{hCyc}E, \text{hCyc}'E \), a homotopic bridge \( A \) (denoted by \( \text{hBr}A \)) is a homotopic map \( h \) such that \( h(0) = v \in \text{hCyc}E \) and \( h(1) = v' \in \text{hCyc}'E \), or vice versa.

**Example 9.** A sample homotopic bridge \( \text{hBr}A \) between a pair of homotopic cycles is shown in Fig. 6.

**Definition 14.** A vortex cell complex \( E \) (denoted by \( \text{vor}E \)) is a collection of nested 1-cycles with at least one bridge edge between a pair of vertexes on the cycles in the vortex, or the 1-cycles in \( \text{vor}E \) have nonvoid intersection.

By replacing each of the edges in a vortex cell complex \( \text{vor}E \) with a homotopic map and replacing every bridge edge in \( \text{vor}E \) with a homotopic bridge, we obtain a homotopic vortex.

**Definition 15.** A homotopic vortex \( E \) (denoted by \( \text{hVor}E \)) is a collection of nested homotopic 1-cycles with nonvoid intersection or with at least one homotopic bridge between each pair of non-intersecting cycle vertexes in the vortex.

**Example 10.** A sample homotopic vortex \( \text{hVor}E \) with a bridge edge is shown in Fig. 6.

**Theorem 11.** Every homotopic vortex has a free group presentation.

**Proof.** Symmetric with the proof of Lemma 4, after replacing homotopic cycle \( \text{hCyc}E \) with homotopic vortex \( \text{hVor}E \) in group \( G(\text{hVor}E, +) \) and replacing generator \( g_j \) with \( h_j(0) \) in basis \( \mathcal{B} \), the set of generator vertexes either on the end...
points of the homotopic bridges or in the intersection of the \( h\text{Vor} E \) homotopic cycles. Then introduce

\[
\Delta = \left\{ v = \sum k_i h_i(0), v \in E, h_i(0) \in B \subset E \right\}
\]

with \( E \) equal to the set of vertexes in the domain and range of the maps \( h : I \to E \) in \( h\text{Vor} E \) in a CW space \( K \) and introduce a continuous mapping \( f : 2^K \times \Delta \to 2^K \) defined by

\[
f(B, \Delta) = \left\{ v := \sum_{i,j} k_i h_j(0) \in \Delta : v \in E, h_j \in B, k_i \in \mathbb{Z} \right\}
\]

\[
B \times \Delta \mapsto \text{free group presentation of } G(h\text{Vor} E, +) = G(B, +).
\]

\[\square\]

**Figure 7.** Homotopic vortex nerve \( \text{vorNrv} E \).

**Definition 16.** A vortex nerve \( E \) (denoted by \( \text{vorNrv} E \)) is a collection of nested 1-cycles that have nonempty intersection.

By replacing each of the edges in a vortex nerve \( \text{vorNrv} E \) homotopic paths, we obtain a homotopic vortex nerve.

**Definition 17.** A homotopic vortex nerve \( E \) (denoted by \( h\text{VorNrv} E \)) is a collection of homotopic vortexes that have nonempty intersection.

**Example 11.** A sample homotopic vortex nerve \( h\text{VorNrv} E \) containing a single vortex is shown in Fig. 7. This is a homotopic vortex nerve, which results from the intersecting of a pair of nested homotopic cycles \( h\text{Cyc} E, bh\text{Cyc} E' \), i.e.,

\[ h\text{Cyc} E \cap bh\text{Cyc} E' = h_4(0). \]

This is also an example of an Alexandroff nerve, since the homotopic cycles in \( h\text{VorNrv} E \) have nonvoid intersection. The minimal basis \( B = \{ h_4(0) \} \) in the free group presentation of this nerve.
**Example 12.** A second homotopic vortex nerve \( hVorNrvE \) is shown in Fig. 8. This is a homotopic vortex nerve, which results from an intersecting of a pair of vortexes \( hVorE, hVorE' \), i.e.,
\[
    hVorE \cap hVorE' = v_0.
\]
This nerve has been derived from a homotopic version of a Vigolo Hawaiian earring [21], which is a wide ribbon for Vigolo. The minimal basis \( B = \{v_0\} \) in the free group presentation of this nerve.

**Theorem 12.** Every homotopic vortex nerve has a free group presentation.

**Proof.** Symmetric with the proof of Theorem 11, after replacing homotopic vortex \( hVorE \) with homotopic nerve \( hVorNrvE \) and replacing the homotopic vortex basis with basis \( B \), the set of generator vertexes either on the end points of the homotopic bridges between the vortex cycles in \( hVorNrvE \) or in the intersection of the \( hVorE \) homotopic cycles in \( hVorNrvE \).

**Definition 18.** Edelsbrunner-Harer Nerve [4, §III.2, p. 59].

Let \( F \) be a finite collection of sets. A nerve consists of all nonempty sets \( X \) in \( F \) that have nonvoid intersection, i.e.,
\[
    NrvF = \{ X \subseteq F : \bigcap X \neq \emptyset \}.
\]

**Remark 2.** Def. 18 is a formal definition of the original view of an Alexandrov nerve complex [2, 1].

**Theorem 13.** [4, §III.2, p. 59].

Let \( F \) be a finite collection of closed, convex sets in Euclidean space. Then the nerve of \( F \) and union of the sets in \( F \) have the same homotopy type.

Let \( i_X, i_Y \) be identity maps, i.e.,
\[
    i_X(x) = x, \text{ for all } x \in X.
    i_Y(y) = y, \text{ for all } y \in Y.
\]

Recall that two spaces \( X \) and \( Y \) have the same homotopy type [10, §19, p. 108] (i.e., spaces \( X \) and \( Y \) are homotopy equivalent denoted by \( X \equiv Y \) using Hilton’s notation [7]), provided the maps
\[
    f : X \to Y \text{ and } g : Y \to X
\]
are both homotopic such that
\[ f \circ g = i_X \text{ and } g \circ f = i_Y. \]

**Theorem 14.** Let \( F \) be a vortex nerve that is a finite collection of closed, convex sets in Euclidean space. Then the nerve of \( F \) and union of the sets in \( F \) have the same homotopy type.

**Proof.** There are a number of cases to consider, namely,

**Case.1** 1-cycle nerve: Let \( \text{Nrv}F \) be a finite collection of closed, convex 1-cycles in Euclidean space, i.e.,
\[
\text{NrvCyc}F = \left\{ \text{cyc}E \subseteq F : \bigcap \text{cyc}E \neq \emptyset \right\}.
\]

From Theorem 13, \( \text{NrvCyc}F \) and the union of the 1-cycles in \( F \) have the homotopy type.

**Case.2** homotopic 1-cycle nerve: After replacing \( \text{cyc}E \) with \( h\text{Cyc}E \), the proof for this case is symmetric with **Case.1**.

**Case.3** vortex nerve: Let \( \text{Nrv}F \) be a finite collection of closed, convex, nested, intersecting vortexes in Euclidean space. After replacing \( \text{cyc}E \) with \( \text{vor}E \), the proof for this case is symmetric with **Case.1**, i.e.,
\[
\text{NrvVor}F = \left\{ \text{vor}E \subseteq F : \bigcap \text{vor}E \neq \emptyset \right\}.
\]

From Theorem 13, \( \text{NrvVor}F \) and the union of the vortexes \( \text{vor}E \) in \( F \) have the homotopy type.

**Case.4** homotopic vortex nerve: After replacing \( \text{vor}E \) with \( h\text{Vor}E \) in \( \text{NrvVor}F \) in **Case.3**, the proof for this case is symmetric with **Case.3**.

5. **Application**

An application of homotopic vortex nerves is given in term of the persistence of descriptively proximal video frame shapes. The motivation for considering free group presentations of such nerves is that we can then describe frame shapes in terms of the Betti numbers of the vortex nerves that lie within the interior of the frame shapes. A Betti number is a count of the number generators in a free group [10, §4.p. 24]. Frame shapes are, for example, descriptively close, provided the difference between the Betti numbers of the free group presentations of the corresponding homotopic vortex nerves, is close. Determining the persistence of frame shapes then reduces to tracking the appearance, disappearance and possible reappearance of the shapes in terms of their recurring Betti numbers. For more about this, see [14].

**Appendix A. Cell Complexes**

A planar Whitehead cell complex \( K \) [13] (usually called a CW complex) is a collection of \( n \)-dimensional minimal cells \( e_n^\alpha \), \( n \in \{0, 1, 2\} \), i.e.,
\[
K = \left\{ e_n^\alpha \subseteq \mathbb{R}^2 : n \in \{0, 1, 2\} \right\}.
\]
in the Euclidean plane \( \pi \).
Definition 19. A cell subcomplex $shE := \{e^n_\alpha\} \in 2^K$ (shape complex) is a closed subcomplex, provided the subcomplex includes both a nonempty interior (denoted by $\text{int}(e^n_\alpha)$) and its boundary (denoted by $\text{bdy}(e^n_\alpha)$). In effect, $shE$ is closed, provided

$$shE = \text{int}(shE) \cup \text{bdy}(shE) \quad \text{(Closed subcomplex)}.$$ 

Let $2^\pi$ be the collection of all subsets in the Euclidean plane $\pi$. In the plane, a Whitehead Closure-finite Weak (CW) cell complex $K \in 2^\pi$ has two properties, namely,

- **C:** A cell complex $K$ is closure-finite, provided each cell $e^n_\alpha \in K$ is contained in a finite subcomplex of $K$. In addition, each cell $e^n_\alpha \in K$ has a finite number of immediate faces. One cell $e^n_\alpha$ is an immediate face of another cell $e^m_\alpha$, provided $e^n_\alpha \cap e^m_\alpha \neq \emptyset$ [19] (also called a common face).

- **W:** The plane $\pi$ has a weak topology induced by cell complex $K$, i.e., a subset $S \in 2^\pi$ is closed, if and only if $S \cap e^n_\alpha$ is also closed in $e^n_\alpha$ for each $n, \alpha$ [19, §5.3, p. 65].

A collection $K \in 2^\pi$ is called a CW complex, provided it has the closure-finite property and $\pi$ has the weak topology property induced by $K$.

Minimal cell planar complexes are given in Table 1.

| Minimal Complex | Cell $e^n : n \in \{0, 1, 2\}$ | Planar Geometry | Interior |
|-----------------|---------------------------------|-----------------|----------|
| ![Vertex](image) | $e^0$                           | Vertex          | nonempty |
| ![Edge](image)  | $e^1$                           | Edge            | line segment w/o end points |
| ![Triangle](image) | $e^2$                          | Filled triangle | nonempty triangle interior w/o edges |

Remark 3. Closure finite cell complexes with weak topology (briefly, CW complexes) were introduced by J.C.H. Whitehead [22], later formalized in [23]. In this work, a cell complex $K$ (or complex) [23, §4, p. 221] is a Hausdorff space (union of disjoint open cells $e, e^n, e^m$) such that the closure of an $n$ cell $e^n \in K$ (denoted by $\text{cl}(e^n)$) is the image of a map $f : \sigma^n \rightarrow \text{cl}(e^n)$, where $\sigma^n$ is a fixed $n$-simplex and where the boundary $\text{bdy}(e^n)$ (otherwise known as the contour of a complex) is defined by

$$\text{Complex contour} \rightarrow \text{closure} \text{cl}(e^n) \text{ minus } \text{Int}(e^n) \text{ interior}$$

$$\text{bdy}(e^n) = f(\text{bdy}(e^n)) = \text{cl}(e^n) - \text{int}(e^n).$$

Notice that a subcomplex $X \subset K$ has the weak topology, since $X$ is the union of a finite number intersections $X \cap \text{cl}(e)$ for single cells $e \in K$ [23, §5, p. 223]. From a geometric perspective, a cell complex is a triangulation of the CW space $K$ [22, p. 246].

³Here, we use $\text{cl}(e^n)$ (closure of a cell) and $\text{bdy}(e^n)$ (contour of a cell), instead of Whitehead’s $\bar{e}^n$ and $\partial(e^n)$. 
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