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Abstract
Spectral asymptotics of the Sturm–Liouville problem with an arithmetically self-similar singular weight is considered. In previous papers A. A. Vladimirov and I. A. Sheipak, as well as the author, rely on the spectral periodicity property, which places major constraints on the self-similarity parameters of the weight. In this study, a different approach to eigenvalue counting function estimation is presented. As a result, a significantly wider class of self-similar measures can be considered. The obtained asymptotics is applied to the small ball deviations problem for the Green Gaussian processes.

1 Introduction
We generalize the results of [1], [2] on the spectral asymptotics of the problem
\[
\begin{align*}
-\ddot{y} &= \lambda \mu y, \\
y(0) &= y(1) = 0,
\end{align*}
\]
where the weight measure \(\mu\) is a distributional derivative of a self-similar generalized Cantor type function (in particular, \(\mu\) is singular with respect to the Lebesgue measure).

Remark 1. It is well known that the change of the boundary conditions causes a rank two perturbation of the quadratic form corresponding to the problem (1). It follows from the general variational theory (see [3] §10.3) that counting functions of the eigenvalues of boundary-value problems related to the same equation but different boundary conditions cannot differ by more than 2. Thus, the main term of spectral asymptotics does not depend on the boundary conditions.

Also, it follows from [4] Theorem 3.2 (see also [5] Lemma 5.1 for a simple variational proof), that relatively compact perturbations of the operator (e.g. lower order terms) do not affect the main term of the asymptotics given by (2) below.

Remark 2. Spectral asymptotics of the problem (1), aside from being interesting in itself, arises in the problem of small ball deviations of Green Gaussian processes in \(L_2(\mu)\) (see [6]).
The problem of the eigenvalues asymptotic behavior for the problem (1) goes back to the works of M. G. Krein (see, e.g., [7]).

From [8] it follows that if the measure $\mu$ contains absolutely continuous component, its singular component does not influence the main term of the spectral asymptotic.

In the case of singular measure $\mu$ it follows from early works by M. G. Krein, that the counting function $N : (0, +\infty) \to \mathbb{N}$ of eigenvalues of the problem (1) admits the estimate $o(\lambda^{\frac{1}{2}})$ instead of the usual asymptotics $N(\lambda) \sim C\lambda^{\frac{1}{2}}$ in the case of measure containing a regular component. (see, e.g., [9] or [10], and also [11] for similar results for higher even order operators and better lower bounds for eigenvalues for some special classes of measures).

Exact power exponent $D$ of the counting function $N(\lambda)$ in the case of self-similar measure $\mu$ was established in [12] (see also earlier works [13] and [10] for particular results, concerning the classical Cantor ladder, and [14] for a generalization to the case of self-conformal, i.e. self-similar via non-affine contractions, measures).

It is shown in [15] and [16] that the eigenvalues counting function of problem (1) has the asymptotics

$$N(\lambda) = \lambda^D \cdot (s(\ln \lambda) + o(1)), \quad \lambda \to +\infty,$$

where $D \in (0, \frac{1}{2})$ and $s$ is a continuous function. In the case of non-arithmetic type of self-similarity (see Definition 1 below) of the primitive for $\mu$, the function $s$ degenerates into constant. In the case of arithmetic self-similarity, it has a period $T$, which depends on the parameters of the self-similarity (see also [17] for similar results in the case of indefinite weight).

In the paper [6] this result is generalized to the case of an arbitrary even order differential operator. Also the following conjecture is introduced.

**Conjecture 1.** Function $s$ is not constant for arbitrary non-constant weight with arithmetically self-similar primitive.

The paper [17] gives computer-assisted proof of this conjecture in the simplest case, when the generalized primitive of weight $\mu$ is a classical Cantor ladder.

In [1] Conjecture 1 was confirmed for “even” ladders (see Definition 4 below). For such ladders the following theorem was proved.

**Theorem 1.** The coefficient $s$ from the asymptotic (2) satisfies the relation

$$\forall t \in [0, T] \quad s(t) = e^{-Dt} \sigma(t),$$

where $\sigma$ is some purely singular non-decreasing function, that is, the primitive of a measure singular with respect to the Lebesgue measure.

Hence the relation $s(t) \neq \text{const}$ follows immediately. This result is generalized in [18] to the case of the fourth order operators.

In paper [2] the result of [1] is generalized to the wider class of ladders satisfying conditions (5).

The aim of this paper is to generalize Theorem 1 to the case of an arbitrary arithmetically self-similar ladder with non-empty intermediate intervals.

This paper has the following structure. Sect. 2 provides the necessary definitions of self-similar functions of generalized Cantor type, derives their properties, defines
the classes of functions under consideration and states the main result. Sect. 3 establishes the auxiliary facts, concerning the spectral properties. In Sect. 4 Theorem \textsc{II} is proved for the suggested class of ladders. Finally, in Sect. 5 we provide the link between the results of this paper and the problem of small ball deviations of Gaussian processes.

2 Self-similar functions. Main result statement

Let $m \geq 2$, and let $\{I_k = [a_k, b_k]\}_{k=1}^m$ be sub-segments of $[0,1]$, without interior intersection, i.e. $b_j \leq a_{j+1}$ for all $j = 1 \ldots m - 1$. Next, let positive values $\{p_i\}_{i=1}^m$ satisfy the relation $\sum_{k=1}^m p_k = 1$ and let $\{e_i\}_{i=1}^m$ be boolean values.

We define a family of affine mappings

$$S_i(t) = \begin{cases} a_i + (b_i - a_i) t, & e_i = 0, \\ b_i - (b_i - a_i) t, & e_i = 1, \end{cases}$$

contracting $[0,1]$ onto $I_i$ and changing the orientation when $e_i = 1$.

We define the operator $S$ on the space $L_\infty((0,1))$ as follows:

$$S(f) = \sum_{i=1}^m \left( (e_i + (-1)^{e_i} f \circ S_i^{-1}) \cdot \chi_{I_i} + \chi_{\{x > b_i\}} \right) \rho_i,$$

where $\chi$ stands for the indicator function of a set. Thus, the graph of the function $S(f)$ on each segment $I_i$ is an appropriately shrunk graph of the function $f$. On any intermediate interval $S(f)$ is constant.

**Proposition 1.** (See, e.g. [19, Lemma 2.1]) $S$ is a contraction mapping on $L_\infty((0,1))$.

Hence, by the Banach fixed-point theorem there exists a (unique) function $C \in L_\infty((0,1))$ such that $S(C) = C$. Such a function $C(t)$ will be called the generalized Cantor ladder with $m$ steps.

The function $C(t)$ can be found as the uniform limit of the sequence $S^k(f)$ for $f(t) \equiv t$, which allows us to assume that it is continuous. It is also easy to demonstrate that it is monotone, $C(0) = 0, C(1) = 1$. The derivative of $C(t)$ in the sense of distributions is a singular measure $\mu$ without atoms, self-similar in the sense of Hutchinson (see [20]), i.e. it satisfies the relation

$$\mu(E) = \sum_{k=1}^m \rho_k \cdot \mu(S_k^{-1}(E \cap I_k))$$

for arbitrary measurable set $E$. More general constructions of self-similar functions are described in [19].

**Remark 3.** Without loss of generality we could assume that $a_1 = 0, b_m = 1$, otherwise the measure could be stretched, which leads to the spectrum being multiplied by a constant.
**Definition 1.** The self-similarity is called **arithmetic** if the logarithms of the values \( \rho_k(b_k - a_k) \) are commensurable. In other words,

\[
\rho_i(b_i - a_i) = \tau^{k_i}, \quad i = 1, \ldots, m,
\]

for a certain constant \( \tau \) and \( k_i \in \mathbb{N} \), such that \( \text{GCD}(k_i, i = 1, \ldots, m) = 1 \).

We call the generalized Cantor ladder **even**, if

\[
\forall i = 2, \ldots, m \quad \rho_i = \rho_1 = \frac{1}{m}, \quad b_i - a_i = b_1 - a_1, \quad a_i - b_{i-1} = a_2 - b_1 > 0. \tag{4}
\]

That is the class of ladders considered in [1].

In [2] the relation (3) is proved for arithmetically self-similar ladders with the following conditions:

\[
\forall i = 2, \ldots, m \quad k_i = k_1 = 1, \quad a_i - b_{i-1} > 0. \tag{5}
\]

Let’s state the main result of this paper.

**Theorem 2.** Let the ladder be arithmetically self-similar, and let \( a_i - b_{i-1} > 0 \) for all \( i = 2, \ldots, m \). Then the formula (3) holds.

**Remark 4.** For the described class of ladders the power exponent \( D \) and the period of the function \( s(t) \) are defined by the following relations, obtained in [15]:

\[
\sum_{i=1}^{m} \tau^{k_i} D = 1, \quad T = -\ln \tau. \tag{6}
\]

### 3 Auxiliary facts about the spectrum

We consider the formal boundary value problem on a segment \([a, b] \subset [0, 1] \):

\[
\begin{cases}
- y'' = \lambda \mu y, \\
y'(a) - \gamma_0 y(a) = y'(b) + \gamma_1 y(b) = 0.
\end{cases} \tag{7}
\]

We call the function \( y \in W^1_2[a, b] \) its generalized solution if it satisfies the integral identity

\[
\int_a^b y' \eta' \, dx + \gamma_0 y(a) \eta(a) + \gamma_1 y(b) \eta(b) = \lambda \int_a^b y \eta \, \mu(dx)
\]

for any \( \eta \in W^1_2[a, b] \). Substituting functions \( \eta \in \hat{W}^1_2[a, b] \) into the integral identity, we establish that the derivative \( y' \) is a primitive of a singular signed measure without atoms \(-\lambda \mu y\), whence \( y \) is continuously differentiable.

Hereinafter, a particular case of [21, Proposition 11] is required:

**Proposition 2.** Let \( \{\lambda_n\}_{n=0}^{\infty} \) be a sequence of eigenvalues of the boundary value problem (7) numbered in ascending order. Then, regardless of the choice of index \( n \in \mathbb{N} \), eigenvalue \( \lambda_n \) is simple, and the corresponding eigenfunction does not vanish on the boundary of the segment \([a, b] \) and has exactly \( n \) different zeros within this segment.
Let us denote by $\lambda_n([a,b])$, $n \geq 0$, the eigenvalues of the problem
\[
\begin{cases}
- y'' = \lambda \mu y, \\
y'(a) = y'(b) = 0,
\end{cases}
\]
and by
\[N(\lambda, [a,b]) = \#\{n : \lambda_n([a,b]) < \lambda\}\]
their counting function. Note, that $\lambda_0([a,b]) = 0$.

The following relations follow from the self-similarity of the measure $\mu$.

**Lemma 1.**
\[
\lambda_n(I_i) = \tau^{-k_i} \lambda_n([0,1]),
\]
\[
N(\lambda, I_i) = N(\tau^{k_i} \lambda, [0,1]).
\]

*Proof.* These two relations are equivalent. To prove the first one let's consider the eigenfunction $y_n$ corresponding to the eigenvalue $\lambda_n(I_i)$ and let's define function $z$ on $[0,1]$ as
\[
z = y_n \circ S_i,
\]
where $S_i$ is an affine contraction defined in §2. It's clear, that the function $z$ satisfies the Neumann boundary conditions on $[0,1]$, and the following relation holds
\[
z'' = (y_n'' \circ S_i) \cdot (b_i - a_i)^2 = \lambda_n(I_i)(b_i - a_i)^2 \cdot (\mu \circ S_i) \cdot (y_n \circ S_i).
\]
Note also, that
\[
\mathcal{C} \circ S_i = \mathcal{S}(\mathcal{C}) \circ S_i = \rho_i \cdot (e_i + (-1)^{e_i} \mathcal{C}) + \sum_{j=1}^{i-1} \rho_j,
\]
whence, by differentiating we obtain
\[
\mu \circ S_i = \rho_i (b_i - a_i)^{-1} \mu,
\]
Thus,
\[
z'' = \lambda_n(I_i) \rho_i (b_i - a_i) \mu z = \lambda_n(I_i) \tau^{k_i} \mu z.
\]
Thereby, function $z$ corresponds to the eigenvalue $\lambda_n(I_i) \tau^{k_i}$ of the Neumann problem on $[0,1]$ and has exactly $n$ zeroes on it, thus, the proof is complete. 

We now prove the main statement of this section.

**Theorem 3.** Let $J_1 = [c_1, d_1]$, $J_2 = [c_2, d_2]$ be subsegments of $[0,1]$, such that $c_2 - d_1 \geq 0$, and $\mu|[d_1,c_2] \equiv 0$. Denote $J := [c_1, d_2]$. Then the function
\[
F(\lambda) := N(\lambda, J) - N(\lambda, J_1) - N(\lambda, J_2)
\]
has discontinuities $\lambda_n(J)$, $\lambda_n(J_1)$, $\lambda_n(J_2)$. Further, the elements of $\{\lambda_n(J)\}_{n=0}^{\infty}$ and $\{\lambda_n(J_1)\}_{n=0}^{\infty} \cup \{\lambda_n(J_2)\}_{n=0}^{\infty}$ are non-strictly interlacing beginning with the element of the latter. Moreover, $F$ changes its value from 0 to $-1$ at the points $\{\lambda_n(J_1)\}_{n=0}^{\infty} \cup \{\lambda_n(J_2)\}_{n=0}^{\infty}$ and from $-1$ to 0 at the points $\{\lambda_n(J)\}_{n=0}^{\infty}$ not included in $\{\lambda_n(J_1)\}_{n=0}^{\infty} \cup \{\lambda_n(J_2)\}_{n=0}^{\infty}$. 
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Proof. Consider the quadratic form
\[ Q_1(y, y) := \int J |y'|^2 \, dt, \quad \mathcal{D}(Q_1) = \{ y \in W^1_2(J) : y \text{ is linear on } [d_1, c_2] \}. \]

We recall (see, e.g. [3, §10.2]), that the counting function \( N(\lambda, J) \) could be expressed in terms of this quadratic form:
\[ N(\lambda, J) = \sup \{ \mathcal{H} \subset \mathcal{D}(Q_1) : Q_1(y, y) < \lambda \int J y^2(t) \mu(dt) \text{ on } \mathcal{H} \}. \]

Similarly, if we consider the quadratic form
\[ Q_2(y, y) := \int_{J_1} |y'|^2 dt + \int_{J_2} |y'|^2 dt, \quad \mathcal{D}(Q_2) = \{ y \in W^1_2(J) : y \text{ is linear on } [d_1, c_2] \}, \]
then
\[ N(\lambda, J_1) + N(\lambda, J_2) = \sup \{ \mathcal{H} \subset \mathcal{D}(Q_2) : Q_2(y, y) < \lambda \int J y^2(t) \mu(dt) \text{ on } \mathcal{H} \}. \]

We note, that the quadratic forms differ by a positive term
\[ Q_1(y, y) - Q_2(y, y) = \int_{d_1}^{c_2} |y'|^2 \, dt, \]
and coincide on a space of codimension 1:
\[ Q_1(y, y) = Q_2(y, y) \text{ on } \{ y \in W^1_2(J) : y \text{ is constant on } [d_1, c_2] \}. \]

Thus,
\[ -1 \leq F(\lambda) \leq 0. \quad (9) \]

Note now, that if some point is a discontinuity of two terms in the right side of \((9)\), then it is the discontinuity of the third term as well. For example, let \( \lambda_n(J) \) be a discontinuity of \( N(\lambda, J_1) \). Consider the eigenfunction \( y_n \) on \( J \) corresponding to \( \lambda_n(J) \). Then \( y_n|_{J_1} \) is an eigenfunction, corresponding to \( \lambda_k(J_1) \) for some \( k \), \( y_n|_{J_1}(d_1) = 0 \), thus \( y'_n(c_2) = 0 \) as well, and \( y_n|_{J_2} \) is an eigenfunction of the Neumann problem on \( J_2 \), which means that \( \lambda_n(J) \) is also a discontinuity point of \( N(\lambda, J_2) \). Note also, that according to Proposition 2 every term changes exactly by 1 at every discontinuity point.

This implies, that \( F \) decreases by 1 at all points of \( \{ \lambda_n(J_1) \}_{n=0}^\infty \cup \{ \lambda_n(J_2) \}_{n=0}^\infty \) (at each point either only one term changes by 1, or all three do). By \((9)\) it changes its value from 0 to \(-1\). Obviously, it must change the value from \(-1\) to 0 at all other discontinuities, which are the elements of \( \{ \lambda_n(J) \}_{n=0}^\infty \) not included in \( \{ \lambda_n(J_1) \}_{n=0}^\infty \cup \{ \lambda_n(J_2) \}_{n=0}^\infty \). Moreover, no two points from the collection \( \{ \lambda_n(J_1) \}_{n=0}^\infty \cup \{ \lambda_n(J_2) \}_{n=0}^\infty \) could go in a row without a point from \( \{ \lambda_n(J) \}_{n=0}^\infty \) between them. Similarly, two points form \( \{ \lambda_n(J) \}_{n=0}^\infty \) could not go in succession without a point from \( \{ \lambda_n(J_1) \}_{n=0}^\infty \cup \{ \lambda_n(J_2) \}_{n=0}^\infty \) between them, which implies, that two collections non-strictly interlace. Since \( F(0) = 0 \), the interlacing starts with an element of \( \{ \lambda_n(J_1) \}_{n=0}^\infty \cup \{ \lambda_n(J_2) \}_{n=0}^\infty \).
Remark 5. The proof of Theorem 3 does not require $c_2 - d_1 > 0$, so it doesn’t use the restriction $a_i - b_{i-1} > 0$, thus it could be used even when the ladder has empty intermediate intervals. Moreover, the proof uses the eigenfunction oscillation properties (Proposition 2), but does not use the self-similarity of measure $\mu$.

In the case of $m = 2$, $k_1 = k_2 = 1$, Theorem 3 and Lemma 1 imply, that

$$N(\tau^{-1}\lambda_n) = 2N(\lambda_n)$$

and, respectively,

$$\tau\lambda_{2n} = \lambda_n.$$

This relation is called spectral periodicity in [1], [2], [18] and renormalization property after [16].

4 Main result proof

To prove Theorem 2 we need the following facts:

Proposition 3. ([1, Proposition 4.1.3]) Let $f \in L_2[0,1]$ be a bounded non-decreasing non-constant function, let $\{f_n\}_{n=0}^\infty$ be a sequence of non-decreasing non-constant step functions and let $\{\mathbb{A}_n\}_{n=0}^\infty$ be the sequence of discontinuity point sets of functions $f_n$. Suppose also that the following asymptotic relation holds as $n \to \infty$:

$$\# \mathbb{A}_n \cdot \|f - f_n\|_{L_2[0,1]} = o(1).$$

Then the monotone function $f$ is purely singular.

Proposition 4. ([1, Proposition 5.2.1]) Let $\{\lambda_n\}_{n=0}^\infty$ be a sequence of the eigenvalues of boundary value problem

$$-y'' - \lambda \mu y = 0,$$

$$y'(a) = y'(b) = 0,$$

numbered in ascending order. Let $\{\nu_n\}_{n=0}^\infty$ be a similar sequence corresponding to the boundary value problem

$$y'(a) - \gamma_0 y(a) = y'(b) + \gamma_1 y(b) = 0$$

for the same equation. Then

$$\sum_{n=1}^\infty |\ln \nu_n - \ln \lambda_n| < +\infty.$$

Remark 6. This result could be rewritten as

$$\prod_{n=1}^\infty \frac{\nu_n}{\lambda_n} = \exp \sum_{n=1}^\infty |\ln \nu_n - \ln \lambda_n| < +\infty.$$

For more general results about similar products of eigenvalue ratios see [22].
Let the assumptions of Theorem 3 be fulfilled. Define $F$ by the relation (8).

Denote by \( \{ \mu_n(J) \}_{n=0}^{\infty} \) the elements of the collection \( \{ \lambda_n(J_1) \}_{n=0}^{\infty} \cup \{ \lambda_n(J_2) \}_{n=0}^{\infty} \) numbered in ascending order. By Theorem 3 we have

\[
F(\lambda) = -1 \iff \lambda \in \bigcup_{n=0}^{\infty} (\mu_n(J), \lambda_n(J)).
\]

We recall that $\mu_0(J) = \lambda_0(J) = \mu_1(J) = 0$, but the rest of $\mu_n(J), \lambda_n(J)$ are greater than zero, and we will now prove, that the set \( \{ \ln \lambda : F(\lambda) = -1 \} \) has finite measure, i.e.

\[
\left| \bigcup_{n=2}^{\infty} (\ln \mu_n(J), \ln \lambda_n(J)) \right| < +\infty.
\]

**Theorem 4.** Let the assumptions of Theorem 3 be fulfilled and let $c_2 - d_1 > 0$. Then

\[
\sum_{n=2}^{\infty} |\ln \lambda_n(J) - \ln \mu_n(J)| < +\infty.
\]

*Proof.* Denote by $\nu_n^{(1)}$ the eigenvalues of the problem

\[
\begin{align*}
- y'' &= \nu \mu y, \\
y'(c_1) &= y'(d_1) + \frac{2}{c_2 - d_1} \cdot y(d_1) = 0,
\end{align*}
\]

and by $\nu_n^{(2)}$ — the eigenvalues of the problem

\[
\begin{align*}
- y'' &= \nu \mu y, \\
y'(c_2) - \frac{2}{c_2 - d_1} \cdot y(c_2) &= y'(d_2) = 0.
\end{align*}
\]

Let’s fix an eigenfunction $y_n$ corresponding to $\lambda_n(J)$ and consider its restrictions on segments $J_1$ and $J_2$. Since $\mu|_{[d_1, c_2]} \equiv 0$, the function $y_n|_{[d_1, c_2]}$ is linear, which means that

\[
\frac{y_n(c_2)}{y_n(c_2)} - \frac{y_n(d_1)}{y_n(d_1)} = c_2 - d_1.
\]

This implies

\[
\frac{y_n(c_2)}{y_n(c_2)} \geq \frac{c_2 - d_1}{2} \quad \text{or} \quad -\frac{y_n(d_1)}{y_n(d_1)} \geq \frac{c_2 - d_1}{2},
\]

which means that one of the following estimates holds:

\[
0 \leq -\frac{y_n'(d_1)}{y_n(d_1)} \leq \frac{2}{c_2 - d_1}, \quad \text{or} \quad 0 \leq \frac{y_n'(c_2)}{y_n(c_2)} \leq \frac{2}{c_2 - d_1}.
\]

Note, that $\lambda_n(J)$ is an eigenvalue of the problem

\[
\begin{align*}
- y'' &= \lambda \mu y, \\
y'(c_1) &= y'(d_1) + \gamma \cdot y(d_1) = 0,
\end{align*}
\]
with $\gamma = -\frac{y_n'(d_1)}{y_n(d_1)}$. Its number is the same as the number of zeroes of $y_n$ inside $J_1$. Note also, that $\lambda_k(J_1)$ is the eigenvalue of the same problem with $\gamma = 0$ for any $k \in \mathbb{N}$, and $\nu_k^{(1)}$ is an eigenvalue of the same problem with $\gamma = \frac{2}{c_2 - d_1}$.

By the variational principle, this implies, that if (10) holds, then
\[ \lambda_k(J_1) \leq \lambda_n(J) \leq \nu_k^{(1)}, \]
where $k$ is the number of zeroes of $y_n$ inside $J_1$. Otherwise, similar argument shows, that
\[ \lambda_k(J_2) \leq \lambda_n(J) \leq \nu_k^{(2)}, \]
where $k$ is the number of zeroes of $y_n$ inside $J_2$. Further, by Theorem 3 the collections $\{\mu_n(J)\}_{n=0}^\infty$ and $\{\lambda_n(J)\}_{n=0}^\infty$ non-strictly interlace starting with $\mu_0(J)$. Therefore, we have $\mu_n(J) \leq \lambda_n(J) \leq \mu_{n+1}(J)$. Since all $\lambda_k(J_{1,2})$ belong to the set $\{\mu_n(J)\}_{n=0}^\infty$, the relation $\lambda_k(J_{1,2}) \leq \lambda_n(J)$ implies $\lambda_k(J_{1,2}) \leq \lambda_n(J)$. Thus we obtain for every $n$, that if (10) holds, then there exists $k$, such that
\[ \lambda_k(J_1) \leq \mu_n(J) \leq \nu_k^{(1)}, \]
otherwise, there exists $k$, such that
\[ \lambda_k(J_2) \leq \mu_n(J) \leq \nu_k^{(2)}. \]

Thus, each of the non-intersecting intervals $(\mu_n(J), \lambda_n(J))$ is contained in the union
\[ \bigcup_{k=0}^\infty [\lambda_k(J_1), \nu_k^{(1)}] \cup \bigcup_{k=0}^\infty [\lambda_k(J_2), \nu_k^{(2)}], \]
which implies
\[ \bigcup_{n=0}^\infty (\mu_n(J), \lambda_n(J)) \subseteq \bigcup_{k=0}^\infty [\lambda_k(J_1), \nu_k^{(1)}] \cup \bigcup_{k=0}^\infty [\lambda_k(J_2), \nu_k^{(2)}], \tag{11} \]
and if we discard the segments corresponding to $k = 0$ in the right part of (11), then we will only need to discard a finite number of intervals in the left part, in other words, there exists a number $n_0$, such that
\[ \bigcup_{n=n_0}^\infty (\mu_n(J), \lambda_n(J)) \subseteq \bigcup_{k=1}^\infty [\lambda_k(J_1), \nu_k^{(1)}] \cup \bigcup_{k=1}^\infty [\lambda_k(J_2), \nu_k^{(2)}], \]
and thus
\[ \sum_{n=n_0}^\infty |\ln \lambda_n(J) - \ln \mu_n(J)| \leq \sum_{k=1}^\infty |\ln \nu_k^{(1)} - \ln \lambda_k(J_1)| \]
\[ + \sum_{k=1}^\infty |\ln \nu_k^{(2)} - \ln \lambda_k(J_2)|. \tag{12} \]

From (12) using Proposition 4 we obtain the estimate
\[ \sum_{n=2}^\infty |\ln \lambda_n(J) - \ln \mu_n(J)| \leq \sum_{n=2}^{n_0-1} |\ln \lambda_n(J) - \ln \mu_n(J)| \]
\[ + \sum_{k=1}^\infty |\ln \nu_k^{(1)} - \ln \lambda_k(J_1)| + \sum_{k=1}^\infty |\ln \nu_k^{(2)} - \ln \lambda_k(J_2)| < +\infty. \]
Proof of Theorem 2. By (2) we have
\[ N(\lambda) = \lambda^D (s(\ln \lambda) + \varepsilon(\lambda)), \]
where \( \varepsilon(\lambda) \to 0 \) as \( \lambda \to \infty \). For arbitrary \( k \in \mathbb{N} \) we obtain
\[ N(\tau^{-k}\lambda) = \tau^{-kD} \lambda^D (s(\ln \lambda) + \varepsilon(\tau^{-k}\lambda)), \]
whence
\[ s(\ln \lambda) \lambda^D = \lim_{k \to \infty} \tau^{kD} N(\tau^{-k}\lambda) \]
uniformly on any segment. Denote
\[ \sigma(t) := s(t)e^{Dt} = \lim_{k \to \infty} \tau^{kD} N(\tau^{-k}e^t), \quad t \in [0, T]. \]
We need to define a more suitable sequence of step functions approximating \( \sigma \).

The case of \( m = 2 \). Let’s first consider for clarity the case of \( m = 2 \). Without loss of generality, consider \( k_1 \leq k_2 \), where \( k_{1,2} \) are introduced in Definition 1. Denote
\[ f_j(t) := C\tau^{jD} \sum_{i=0}^{k_2-1} C_i \tau^{-i-j} e^t, \quad t \in [0, T]. \]
We wish to choose the coefficients \( C_i \) in such a way, that
\[ f_{j+1}(t) - f_j(t) = C\tau^{jD} \left( N(\lambda) - N(\tau^{k_1}\lambda) - N(\tau^{k_2}\lambda) \right), \quad (13) \]
where \( \lambda = \tau^{-k_2-j}e^t \). By direct calculations using (6) it is easy to demonstrate, that the wanted coefficient values are
\[ C_i = \begin{cases} \tau^{-(k_2-i)D} & k_2 - i = 1, \ldots, k_1, \\ \tau^{-(k_2-i)D} \cdot (1 - \tau^{k_1D}) & k_2 - i = k_1 + 1, \ldots, k_2. \end{cases} \]
The second line doesn’t manifest when \( k_1 = k_2 \). Note, that
\[ \lim_{j \to +\infty} f_j(t) = C \sum_{i=0}^{k_2-1} C_i \tau^{-iD} \lim_{j \to +\infty} \tau^{(i+j)D} N(\tau^{-i-j} e^t) = \sigma(t) \cdot C \sum_{i=0}^{k_2-1} C_i \tau^{-iD}, \]
so, if we assign
\[ C := \left( \sum_{i=0}^{k_2-1} C_i \tau^{-iD} \right)^{-1}, \]
then we have
\[ \sigma(t) = \lim_{j \to +\infty} f_j(t). \]
Note, also, that by Lemma 1 we have
\[ N(\lambda) - N(\tau^{k_1}\lambda) - N(\tau^{k_2}\lambda) = N(\lambda, [0, 1]) - N(\lambda, I_1) - N(\lambda, I_2), \quad (14) \]
thus, using Theorem 3 we obtain from (13) the following estimate:
\[ |f_{j+1}(t) - f_j(t)| \leq C\tau^{jD}. \quad (15) \]
Further, since $f_j$ is a sum of $k_2$ terms, each having no more than $N(\tau^{-k_2-j})$ discontinuity points, the number of discontinuities of $f_j$ could be estimated as

$$\#\mathfrak{A}_j \leq k_2 N(\tau^{-k_2-j}) \leq \tilde{C} \tau^{-jD}. \quad (16)$$

All that’s left in order to use the Proposition 3 is to prove the estimate

$$\text{mes}\{t \in [0,T] : f_j(t) \neq f_{j+1}(t)\} = o(1), \quad j \to \infty. \quad (17)$$

Denote by $\{\mu_n\}_{n=0}^{\infty}$ the elements of the collection $\{\lambda_n(I_1)\} \cup \{\lambda_n(I_2)\}$ numbered in ascending order. Since $\lambda_n$ and $\mu_n$ non-strictly interlace starting with $\mu_0$, we have $\mu_n \leq \lambda_n$ for all $n \geq 0$. Considering (13) and (14), in order to prove (17), we need to estimate the Lebesgue measure of the set of $t$, for which

$$N(\lambda, [0,1]) - N(\lambda, I_1) - N(\lambda, I_2) \neq 0,$$

where $\lambda = \tau^{-k_2-j}e^t$, $t \in [0,T]$. That’s only true, when

$$\lambda \in \bigcup_{n=0}^{\infty} [\ln \mu_n, \ln \lambda_n],$$

and considering $\lambda = \tau^{-k_2-j}e^t$ and $t \in [0,T]$, we obtain

$$(k_2 + j)T + t \in \left( \bigcup_{n=0}^{\infty} [\ln \mu_n, \ln \lambda_n] \right) \cap [(k_2 + j)T, (k_2 + j + 1)T].$$

The measure of the union

$$\left| \bigcup_{n=2}^{\infty} [\ln \mu_n, \ln \lambda_n] \right| = \sum_{n=2}^{\infty} |\ln \lambda_n - \ln \mu_n|$$

is bounded by Theorem 4 which means, that the measure of its intersection with segments, that are moving to infinity, tends to zero, which proves the estimate (17).

From (15) and (17) we obtain

$$\|f_{j+1} - f_j\|_{L^2[0,T]} = o(\tau^{jD}),$$

whence

$$\|\sigma - f_j\|_{L^2[0,T]} = o(\tau^{jD}).$$

Using this estimate and (16), we obtain

$$\#\mathfrak{A}_n \cdot \|\sigma - f_n\|_{L^2[0,T]} = o(1),$$

which allows us to use Proposition 3 for the function $\sigma$, concluding the proof of the theorem for this case.
General case. Let \( \{\kappa_i\}_{i=1}^p \) be the elements of the set \( \{k_i\}_{i=1}^m \) numbered in ascending order without duplication, \( \{l_i\}_{i=1}^p \) — their multiplicities (the number of segments \( I_n \) corresponding to each value). Similarly to the case of \( m = 2 \) we define functions and constants

\[
f_j(t) := C \tau^D \sum_{i=0}^{\kappa_p-1} C_i N(\tau^{-i-j} e^t), \quad t \in [0, T],
\]

\[
C_i = \begin{cases} 
\tau^{-(\kappa_p-i)D} & \kappa_p - i = 1, \ldots, \kappa_1, \\
\tau^{-(\kappa_p-i)D} \cdot (1 - l_1 \tau^{k_1 D}) & \kappa_p - i = \kappa_1 + 1, \ldots, \kappa_2, \\
\tau^{-(\kappa_p-i)D} \cdot (1 - l_1 \tau^{k_1 D} - l_2 \tau^{k_2 D}) & \kappa_p - i = \kappa_2 + 1, \ldots, \kappa_3, \\
\vdots \\
\tau^{-(\kappa_p-i)D} \cdot (1 - \sum_{j=1}^{p-1} l_j \tau^{k_j D}) & \kappa_p - i = \kappa_{p-1} + 1, \ldots, \kappa_p,
\end{cases}
\]

\[
C = \left( \sum_{i=0}^{\kappa_p-1} C_i \tau^{-iD} \right)^{-1}.
\]

From (6) we have

\[
\sum_{i=1}^{p} l_{i} \tau^{k_{i} D} = 1,
\]

whence

\[
1 - \sum_{i=1}^{r} l_{i} \tau^{k_{i} D} > 0, \quad r = 1, \ldots, p - 1.
\]

This means, that coefficients \( C_i \) are positive, and \( C \) is well defined. Also, similarly to the previous case, such a choice of coefficients \( C_i \) gives us the relation

\[
f_{j+1}(t) - f_j(t) = C \tau^D \left( N(\lambda) - \sum_{i=1}^{p} l_{i} N(\tau^{k_{i} \lambda}) \right),
\]

where \( \lambda = \tau^{-\kappa_p-j} e^t \), and the choice of \( C \) gives us the relation

\[
\sigma(t) = \lim_{j \to +\infty} f_j(t).
\]

Using Lemma 1 we obtain

\[
f_{j+1}(t) - f_j(t) = C \tau^D \left( N(\lambda, [0, 1]) - \sum_{i=1}^{m} N(\lambda, I_i) \right)
\]

\[
= C \tau^D \sum_{i=1}^{m-1} \left( N(\lambda, [a_i, 1]) - N(\lambda, I_i) - N(\lambda, [a_{i+1}, 1]) \right),
\]

Considering Theorem 3 it is easy to see, that

\[
|f_{j+1}(t) - f_j(t)| \leq C (m-1) \tau^D,
\]
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and the number of discontinuities of $f_j$ could be estimated as
\[ \#\mathcal{A}_j \leq \kappa_p N(\tau^{-\kappa_p-j}) \leq \tilde{C} \tau^{-jD}. \]

All that’s left to use Proposition 3 is to prove the estimate
\[ \text{mes}\{t \in [0,T] : f_j(t) \neq f_{j+1}(t)\} = o(1), \quad j \to \infty, \]
which follows directly from Theorem 4, same as in the case of $m = 2$. □

## 5 Small ball deviations of Gaussian processes

The problem of small ball deviations of Gaussian processes was studied intensively in the recent decades (see, e.g., the reviews [23, 24, 25]). Here we recall the statement of the problem.

Consider a Gaussian process $X(t), \ t \in [0,1]$, with zero mean, and denote by $G_X(t,s) = E X(t)X(s), \ t,s \in [0,1]$ its covariance function. Let $\mu$ be a measure on $[0,1]$. Denote
\[ \|X\|_\mu = \left( \int_0^1 X^2(t)\mu(dt) \right)^{1/2}. \]
We call an asymptotics of $\ln P\{\|X\|_\mu \leq \varepsilon \}$ as $\varepsilon \to 0$ a logarithmic small ball asymptotics.

It is possible to connect the study of the small ball asymptotics to the study of the eigenvalues of an integral operator
\[ \lambda_y(t) = \int_0^1 G_X(s,t)y(s)\mu(ds), \quad t \in [0,1]. \quad (18) \]
If $G_X$ is the Green function for a boundary value problem for the Sturm–Liouville equation, then the eigenvalues of (18) and the eigenvalues of the Sturm–Liouville boundary problem are the inverse values of each other. Therefore, the asymptotics [2] considering Remark [1] gives us the asymptotics
\[ \lambda_n = \frac{\varphi(\ln n)}{n^{1/D}}(1 + o(1)), \quad n \to +\infty, \quad (19) \]
where periodic function $\varphi$ satisfies
\[ \varphi(x) = (s(x/D + \ln(\varphi(x))))^{1/D}. \quad (20) \]

**Remark 7.** The class of Green Gaussian processes with such covariation functions includes, among others, the Wiener process, the Brownian bridge, the generalized Slepian process (see [26], [27]) and the Ornstein–Uhlenbeck process.

**Proposition 5. ([6, Proposition 5.1])** Let $X(t)$ be a Green Gaussian process corresponding to a second order differential operator. Let $\mu$ be an arithmetically self-similar singular measure. Then
\[ \ln P\{\|X\|_\mu \leq \varepsilon \} \sim -\varepsilon^{-\frac{2D}{T(1-D)}}, \quad (21) \]
where $D$ is the power exponent of the asymptotics [2] for measure $\mu$, $\zeta$ is a bounded and separated from zero $\frac{T(1-D)}{2}$-periodic function, $T$ is the period of the function $s$ from the asymptotics [2].
The main focus of this work is on proving the periodic component of spectral asymptotics does not degenerate into constant. Here we prove the same about the periodic component of the small ball asymptotics in (21).

**Theorem 5.** For a fixed measure \( \mu \), the component \( \zeta \) of the small ball asymptotics \((21)\) degenerates into constant iff the component \( s \) of the spectral asymptotics \((2)\) degenerates into constant.

**Proof.** It follows from the proof of [6, Theorem 4.2], that

\[
\ln P\{\|X\|_{\mu}^2 \leq r\} \sim -(u(r))^D \cdot \eta(\ln(u(r))), \quad r \to 0,
\]

where \( u(r) \) is an arbitrary function satisfying

\[
r \sim u^{D-1} \theta(\ln(u)), \quad u \to \infty.
\]

Periodic functions \( \eta \) and \( \theta \) in \((22)\)–\((23)\) are defined by formulae

\[
\eta(\ln(u)) = \int_0^\infty F\left(\frac{\varphi(D \ln u + \ln z)}{z^{1/D}}\right) dz, \quad (24)
\]

\[
\theta(\ln(u)) = \int_0^\infty F_1\left(\frac{\varphi(D \ln u + \ln z)}{z^{1/D}}\right) dz, \quad (25)
\]

where

\[
F(x) = \frac{1}{2} \ln(1 + 2x) - \frac{x}{1 + 2x}, \quad F_1(x) = \frac{x}{1 + 2x},
\]

and \( \varphi \) is a periodic function defined in (21).

To reiterate, we now have periodic functions \( \zeta, \eta, \theta, \varphi \) and \( s \) interconnected via various relations, and we aim to show an equivalency between their conditions for degenerating into constant. Let’s break it down into simpler steps.

**Step 1.** Function \( \zeta \) is constant iff function \( \eta \theta^{D/(1-D)} \) is constant.

If we substitute \( u \) from \((23)\) into \((22)\) we obtain

\[
\ln P\{\|X\|_{\mu}^2 \leq r\} \sim -r^{D/1-D} \cdot \eta(\ln(u(r))) \theta^{D/(1-D)}(\ln(u(r))), \quad r \to 0.
\]

Thus, function \( \zeta \) in \((21)\) has the asymptotics

\[
\zeta(\ln(1/\varepsilon)) \sim \eta(\ln(u(\varepsilon^2))) \theta^{D/(1-D)}(\ln(u(\varepsilon^2))), \quad \varepsilon \to 0.
\]

Since \( u \) is a monotone function taking all values in some vicinity of \( \infty \), we conclude that function \( \zeta \) is constant iff function \( \eta \theta^{D/(1-D)} \) is constant.
Step 2. Function \( \eta \theta^{1/D} \) is constant iff both \( \theta \) and \( \eta \) are constant.

It is clear, that if \( \theta \) and \( \eta \) are constant, then the product \( \eta \theta^{1/D} \) is constant as well. To prove the other implication, we change the variable \( x = u^D z \) in (24) and (25) to obtain

\[
\eta \theta^{1/D} = \int_0^\infty F(u\psi(x)) \, dx, \quad \theta \theta^{1/D} = \int_0^\infty F_1(u\psi(x)) \, dx, \tag{27}
\]

where \( \psi(x) = \varphi(\ln(x))/x^{1/D} \). Differentiating these formulae and taking into account the relation

\[
(F(x) + F_1(x))' \cdot x = F_1(x),
\]

we arrive at

\[
(\eta \theta^{1/D} + \theta \theta^{1/D})' \cdot u = \theta (\ln u) u^D,
\]

thus

\[
\eta'(x) + D\eta(x) + \theta'(x) - (1 - D) \theta(x) = 0.
\]

If \( \eta \theta^{1/D} \equiv c \) here, then minimal and maximal values of \( \theta \) on the period satisfy

\[
cD\theta^{1/D} - (1 - D) \theta = 0
\]

therefore they coincide and the claim follows.

Step 3. If function \( \varphi \) is constant then both functions \( \eta \) and \( \theta \) are constant.

This follows trivially from their definitions (24) and (25).

Step 4. If function \( \theta \) is constant then function \( \varphi \) is constant.

This statement is proved in Lemma 2 below.

Step 5. Function \( \varphi \) is constant iff function \( s \) is constant.

Function \( \varphi \) is defined by the relation (20), thus \( \varphi \) and \( s \) are constant at the same time.

To conclude the proof of the theorem we unify the steps above:

\[
\zeta = \text{const} \quad \iff \quad \eta \theta^{1/D} = \text{const} \quad \iff \quad \eta = \text{const} \quad \text{and} \quad \theta = \text{const}
\]

\[
\iff \quad \varphi = \text{const} \quad \iff \quad s = \text{const}.
\]

Lemma 2. Let \( \theta \) be a \( T \)-periodic function defined by (25) with \( TD \)-periodic function \( \varphi \). If \( \theta \) is constant, then function \( \varphi \) is also constant.

Proof. Let \( \theta \equiv c \) be constant. From (27) we obtain

\[
cu^D = \int_0^\infty F_1(u\psi(x)) \, dx.
\]

We note the following properties of the function \( \psi(x) = \varphi(\ln(x))/x^{1/D} \):
1. From the periodicity of $\varphi$ we obtain

$$\psi(xe^{-DT}) = \psi(x)e^T. \quad (29)$$

2. We claim, that $\psi$ is a monotone decreasing function. Indeed, if it is not then there exist $x_1 > x_2$, such that $\psi(x_1) > \psi(x_2)$. However, for any $k \in \mathbb{N}$ formulae (19) and (29) imply

$$e^{-kT}(\psi(x_1) - \psi(x_2)) = \psi(x_1e^{kDT}) - \psi(x_2e^{kDT}) = \lambda_{n_1} - \lambda_{n_2} + o(e^{-kT}),$$

where $n_{1,2} = \lfloor x_{1,2}e^{kDT} \rfloor$ are the integer parts. Thus, for sufficiently large $k$ we will be able to find two eigenvalues $\lambda_{n_1} > \lambda_{n_2}$, $n_1 > n_2$, which is impossible.

On the other hand, direct computation gives

$$\int_{0}^{\infty} F_1(u\phi(x)) \, dx = cu^D, \quad (30)$$

where

$$\phi(x) = c_1/x^{1/D}, \quad c_1 = \left[ \frac{1}{c} \int_{0}^{\infty} F_1(x^{-1/D}) \, dx \right]^{-1/D}.$$  

We change variables in integral identities (28) and (30) to $w = -\ln(u\psi(x))$ and $w = -\ln(u\phi(x))$ respectively, subtract the resulting relations and arrive at

$$\forall v \in \mathbb{R} \quad (g_1 * g_2)(v) = 0, \quad (32)$$

where $v = -\ln u$.

The integral in (31) is in essence a convolution. Namely, we multiply (31) by $e^{Dv}$ and rewrite it as

$$\forall v \in \mathbb{R} \quad (g_1 * g_2)(v) = 0,$$  

where

$$g_1(v) = F_1(e^{-v})e^{Dv}, \quad g_2(v) = \left[ \frac{1}{\psi'((\psi^{-1}(e^v)))} - \frac{1}{\phi'((\phi^{-1}(e^v)))} \right] e^{(1+D)v}.$$  

We aim to demonstrate that $g_2 \equiv 0$ using the Fourier transform argument.

**Step 1.** We show that $g_1$ and $g_2$ have valid Fourier transforms. By the definition of $F_1$ it is easy to see that

$$g_1(v) \sim e^{(D-1)v}, \quad v \to +\infty, \quad g_1(v) \sim \frac{1}{2}e^{Dv}, \quad v \to -\infty,$$

thus $g_1 \in L_1(\mathbb{R})$, and its Fourier transform is a continuous function on $\mathbb{R}$.

Further, we show that $g_2$ is a $T$-periodic function. Note, that by the definition of $\phi$ we have

$$\phi'(\phi^{-1}(1/u)) = -\frac{u^{-D-1}}{Dc_1^D}. \quad (33)$$
Therefore the second term of \( g_2 \) is a constant:

\[
-\frac{e^{(1+D)v}}{\phi'(\phi^{-1}(e^v))} = Dc^P.
\]

For the first term of \( g_2 \) we obtain

\[
\forall a \in \mathbb{R} \int_a^{a+T} \frac{e^{(1+D)v}}{\psi'(\psi^{-1}(e^v))} dv \overset{(a)}{=} \int_{\psi^{-1}(e^a)}^{\psi^{-1}(e^{a+T})} (\psi(z))^D dz \overset{(b)}{=} \int_{\psi^{-1}(e^a)}^{\psi^{-1}(e^{a-TD})} (\varphi(\ln z))^D dz \overset{(c)}{=} \int_{\ln \psi^{-1}(e^a)}^{\ln \psi^{-1}(e^{a-TD})} \varphi(\xi)d\xi = \text{const.}
\]

The equality \((a)\) is obtained by the change of variable \( z = \psi^{-1}(e^v) \). The equality \((b)\) uses the property \((29)\) for the upper limit and the definition of \( \psi \) for the integrand. Finally, in \((c)\) we change variable \( \xi = \ln z \) and obtain an integral of a periodic function \( \varphi \) over its period \( TD \). Thus \( g_2 \) is a \( T \)-periodic function and its Fourier transform (in the sense of distributions) is a linear combination of delta-functions at points \( \frac{kT}{2\pi} \) for \( k \in \mathbb{Z} \).

**Step 2.** We show that the Fourier transform of \( g_1 \) is never zero:

\[
\forall \omega \in \mathbb{R} \quad \hat{g}_1(\omega) = \int_{-\infty}^{+\infty} F_1(e^{-v})e^{Dv-i\omega v} dv \neq 0.
\]

For \( \omega > 0 \) we calculate this integral using the residue theorem for a semicircular contour in the lower imaginary half-plane. Singularities of function \( F_1(e^{-v}) \) are simple poles at points \( \xi_k = \ln 2 + i\pi(2k-1) \) for all \( k \in \mathbb{Z} \). We calculate the residues using the L'Hôpital rule

\[
\text{Res} \left( \frac{f}{h}, a \right) = \frac{f(a)}{h'(a)},
\]

if \( f(a) \neq 0, h(a) = 0, h'(a) \neq 0 \). In our case

\[
\text{Res}(F_1(e^{-v})e^{v(D-i\omega)}, \xi_k) = -\frac{1}{2}e^{\xi_k(D-i\omega)} =
\]

\[
= -\frac{1}{2}e^{(D-i\omega)(\ln 2-i\pi)}(e^{2\pi i(D-i\omega)})^k.
\]

Summing all residues in the lower half-plane we obtain

\[
\int_{-\infty}^{+\infty} F_1(e^{-v})e^{v(D-1-i\omega)} dv = 2\pi i \sum_{k=0}^{\infty} \frac{1}{2}e^{(D-i\omega)(\ln 2-i\pi)}(e^{2\pi i(D-i\omega)})^{-k}
\]

\[
= \frac{\pi i e^{(D-i\omega)(\ln 2-i\pi)}}{1 - e^{-2\pi i(D-i\omega)}} \neq 0.
\]
For $\omega < 0$
\[ \hat{g}_1(\omega) = \frac{g_1(-\omega)}{1 - e^{2\pi i(D - \omega)}} \neq 0. \]

Finally,
\[ \hat{g}_1(0) = -\frac{\pi i e^{D(\ln 2 + i\pi)}}{1 - e^{2\pi i D}} = \frac{\pi 2^{D-1}}{\sin(\pi D)} \neq 0. \]

**Step 3.** Now we are ready to apply the Fourier transform to the relation (32):
\[ \forall \omega \in \mathbb{R} \quad \hat{g}_1(\omega) \cdot \hat{g}_2(\omega) = 0. \]

And since $\hat{g}_1(\omega) \neq 0$ we conclude that $\hat{g}_2 \equiv 0$ and thus
\[ \forall u > 0 \quad u^{-1-D} g_2(\ln u) = \frac{1}{\psi'(\psi^{-1}(u))} - \frac{1}{\phi'(\phi^{-1}(u))} = 0. \]

By (33) it immediately follows that
\[ \forall x > 0 \quad \psi'(x) = -\frac{\psi^{D+1}(x)}{Dc_1^D}. \]

This differential equation has a family of solutions
\[ \psi(x) = \frac{c_1}{(x + c_2)^{1/D}}, \]
and since $\psi(x)x^{1/D} = \varphi(\ln(x))$ is a periodic function of logarithm, we obtain $\varphi \equiv c_1$, and the lemma is proved.

**Remark 8.** It is evident from (27) that $\eta$ and $\theta$ are smooth functions. Thus, function $\zeta$ in (21) is smooth even though function $s$ in (2) is not.
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