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Abstract Coronavirus (CoV) disease 2019 (COVID-19) is a severe pandemic affecting millions worldwide. Due to its rapid evolution, researchers have been working on developing diagnostic approaches to suppress its spread. This study presents an effective automated approach based on genomic image processing (GIP) techniques to rapidly detect COVID-19, among other human CoV diseases, with high acceptable accuracy. The GIP technique was applied as follows: first, genomic graphical mapping techniques were used to convert the genome sequences into genomic grayscale images. The frequency chaos game representation (FCGR) and single gray-level representation (SGLR) techniques were used in this investigation. Then, several statistical features were obtained from the images to train and test many classifiers, including the k-nearest neighbors (KNN). This study aimed to determine the efficacy of the FCGR (with different orders) and SGLR images for accurately detecting COVID-19, using a dataset containing both partial and complete genome sequences. The results recommended the fourth-order FCGR image as a proper genomic image for extracting statistical features and achieving accurate classification. Furthermore, the results showed that KNN achieved an overall accuracy of 99.39% in detecting COVID-19, among other human CoV diseases, with 99.48% precision, 99.51% sensitivity, 99.47% specificity, 0.99 F1-score, and 0.99 Matthew’s correlation coefficient.
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1. Introduction

Coronaviruses (CoVs) are a broad group of viruses that cause various illnesses, ranging from the common cold to more severe diseases. These viruses infect mammals and animals and have single-stranded ribonucleic acid (RNA). CoVs are
divided into four variants: gamma-CoV (γCoV), delta-CoV (δCoV), beta-CoV (βCoV), and alpha-CoV (αCoV). Mammmalian infections of CoVs are caused by the αCoV and βCoV, whereas avian infections of CoVs are caused by the δCoV and γCoV [1,2].

The αCoV is classified into two groups: human CoV 229E (HCoV-229E) and human CoV NL63 (HCoV-NL63). The βCoV is classified into four groups: human CoV OC43 (HCoV-OC43), Middle East respiratory syndrome CoV (MERS-CoV), severe acute respiratory syndrome CoV 1 (SARS-CoV-1), and human CoV HKU1 (HCoV-HKU1). The HCoV-229E, HCoV-NL63, HCoV-HKU1, and HCoV-OC43 variants of CoVs can cause mild respiratory infections, whereas the MERS-CoV and SARS-CoV-1 variants of CoVs can cause fatal respiratory infections [3,4].

COVID-19 is a severe pandemic caused by a novel βCoV known as the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [5,6]. Globally, as of July 22, 2022, COVID-19 had resulted in 565.21 million confirmed cases, with 6.37 million deaths as reported by the World Health Organization [7].

SARS-CoV-2 shares roughly 50% similarity with MERS-CoV and 79% similarity with SARS-CoV-1 [8]. Therefore, it is difficult to detect SARS-CoV-2 from other human CoV strains. The most prevalent COVID-19 symptoms include fever, breath shortness, headache, and myalgia [9]; however, most of these symptoms are also common flu symptoms. Thus, detecting COVID-19 at an early stage is a difficult task. Once detected, it is crucial to treat the positive cases of COVID-19 because it rapidly spreads and threatens public health.

1.1. Background and related work

Medical imaging scans are among the most effective tools for detecting different diseases (e.g., COVID-19), as the images produced by these scans are analyzed using artificial intelligence and deep learning approaches [10–12]. Using these approaches to build a computer-based diagnostic system helps in the early detection of COVID-19 [13–15], thus reducing healthcare workers’ stress.

Aswathy et al. [13] developed a system to detect COVID-19 from computed tomography (CT) images using a pre-trained ResNet-50 convolution neural network (CNN) model. When the system’s output was a COVID-19, they classified the severity of the COVID-19 into low, medium, and high levels using the deep features obtained from the DenseNet-201 and ResNet-50 CNN models. The optimized features obtained from the principal component analysis algorithm were fed to a back-propagation neural network for the classification process. The proposed system detected COVID-19 with an accuracy of 98.5% and predicted the severity of COVID-19 with 97.48% accuracy.

Aswathy et al. [14] presented a three-dimensional (3D) UNet design for extracting the COVID-19 infection area of the patient’s lung using CT images. The design is divided into two stages: the first segments the lung tissue, and the second segments the infected 3D volumes from the CT volume input. The approach allows clinicians to analyze the infected area of the patient’s lung without labeling the lung parenchyma for each new patient. The proposed approach resulted in an accuracy of 98.07%.

Gunraj et al. [15] presented a system based on CNN models to detect COVID-19 among pneumonia and normal control from chest CT images. They used four pre-trained CNN networks: EfficientNetB0, SqueezeNet, NASNet-A-Mobile, and MobileNetV2. They also developed two new CNN models: COVID-Net CT L and COVID-Net CT S. The COVID-Net CT S model achieved an accuracy of 98.4%. However, the EfficientNetB0 and MobileNetV2 models detected COVID-19 with 99% accuracy. The COVID-Net CT S model has fewer parameters and faster processing than other models.

The previously described classification systems based on medical imaging scans [13–15] are highly accurate and play a significant role in treating the COVID-19 pandemic. However, they have significant drawbacks, such as exposing the patient to a high radiation dose, which can cause serious health complications, especially in pregnant women.

Besides medical imaging scans, Suma et al. [16] presented a system based on the clinical data from 65,500 patients from different countries to detect and predict the severity of COVID-19 into mild, moderate, and severe levels. The clinical data consists of 26 features, including personal information and disease symptoms. The optimized features were obtained from the artificial bee colony optimization algorithm to detect COVID-19. These features were fed into several classifiers such as the support vector machine (SVM), naive Bayes (NB), and random forest. The SVM resulted in the best performance with 96% accuracy. The severity features were fed into the logistic regression (LR) to detect the severity of COVID-19. The LR resulted in a receiver operating characteristic of 0.96, 0.85, and 0.78 for the mild, moderate, and severe classes, respectively.

Moreover, molecular techniques, such as the reverse transcription–polymerase chain reaction (RT–PCR) tests, are the gold standard approaches for COVID-19 detection [17]. However, insufficient resources for conducting the RT–PCR tests reduce the speed and efficiency of screening suspected cases, which becomes a difficult issue, especially with a large patient population. Several studies [18,19] have shown that RT–PCR examinations have high false-positive and false-negative rates [20].

Besides the medical imaging scans, clinical data, and molecular techniques, various studies have detected COVID-19 from its genome sequences (SARS-CoV-2). Arslan and Arslan [21] extracted CpG-based features directly from the complete genome sequences of human CoVs to detect COVID-19, among other human CoV diseases. These features were fed into the k-nearest neighbors (KNN) classifier. They implemented the KNN with 19 distance metrics categorized into five classes: the inner product, L1, L2, vicisitude, and other metrics. With the L1 distance metric, the proposed approach resulted in an accuracy of 98.4%.

Adetiba et al. [22] presented a system based on CNN models to detect COVID-19 among MERS and SARS diseases. They used a genomic signal processing (GSP) technique based on a genomic signal mapping technique called the Z-curve to convert the genome sequences into genomic signals. These signals were converted into 3D matrices that were transformed into Z-curve images, which were used for the classification process. The system resulted in 98.33% accuracy.

Naeem et al. [23] developed a multiclass classification system based on GSP techniques to classify the SARS, COVID-19, and MERS diseases using supervised classification algo-
gorithms, including the KNN. First, they converted the complete genome sequences of human CoVs into genomic signals using the electron–ion interaction pseudopotential representation technique. Thereafter, they extracted nine features from these signals using the seven-moment invariants, discrete cosine transform, and discrete Fourier transform methods. The KNN classifier gave the highest accuracy of 100% using the train–test split strategy.

This study uses genomic image processing (GIP) techniques to detect COVID-19, among other human CoV diseases. GIP is a branch of bioinformatics that converts the genome sequences from the string form (G, T, C, and A) into genomic images using various genomic graphical mapping approaches [24,25]. It then processes these images using digital image processing tools to gain biological knowledge and translate that knowledge into value systems that detect various genetic diseases (e.g., COVID-19) [26].

In 2021, the same working group of the current work presented a system to classify the SARS, COVID-19, and MERS diseases using their complete genome sequences [26]. First, the genome sequences of human CoV diseases were transformed into two-dimensional (2D) images. After that, different first-order features were obtained from these 2D images and fed into the KNN and SVM algorithms. Both classifiers resulted in an average accuracy of 100%. However, the KNN was preferred because it outperforms the SVM in terms of system execution time. Table 1 shows the results of the related work in terms of the study, best approach, dataset, and accuracy of each study.

### 1.2. Main contribution

Previous research on COVID-19 [21–23,26] used only complete genome sequences in their studies. Therefore, these systems have limitations in analyzing partial genome sequences of various human CoV diseases. For instance, if the system input is a partial COVID-19 sequence, the system cannot predict whether the patient has COVID-19 or not. However, such a system works well with only complete COVID-19 sequences. In addition, the used datasets excluded some types of human CoV diseases that are genetically like COVID-19.

To avoid the drawbacks and limitations of the previous COVID-19 studies [21–23,26], an effective automated approach was developed to detect COVID-19, among other human CoV diseases, using both partial and complete genome sequences of the different human CoV diseases. The study’s contributions are as follows:

- First, GIP techniques that link bioinformatics and digital image processing tools are used to determine the best approach required for extracting statistical features to detect COVID-19, among other human CoV diseases, with high acceptable accuracy.

### Table 1 Related work results.

| Study               | Best approach                                                                 | Dataset                                    | Accuracy (%) |
|---------------------|-------------------------------------------------------------------------------|--------------------------------------------|--------------|
| Medical imaging scans and clinical data |                                                                           |                                            |              |
| Aswathy et al. [13] | COVID-19 detection: pre-trained ResNet-50 CNN model for feature extraction and classification | COVID-19: 760 Non-COVID-19: 736 | Detection: 98.5, Severity: 97.48 |
|                     | Severity detection: DenseNet-201 and ResNet-50 CNN models with back propagation neural network |                                            |              |
| Aswathy et al. [14] | Two stages of three-dimensional U-Net architecture                           | COVID-19: 20                               | 98.07        |
| Gunraj et al. [15]  | MobileNetV2 CNN for feature extraction and classification                    | COVID-19: 60,083 Pneumonia:40,291 Normal:100,729 | 99           |
| Suma et al. [16]    | Personal information and disease symptoms features                          | 65,500 patients                            | 96           |
|                     | Artificial bee colony algorithm Support vector machine                       |                                            |              |
| Complete genome sequences of human coronavirus diseases |                                                                           |                                            |              |
| Arslan et al. [21]  | CpG-based features with the KNN classifier implemented with L1 distance     | COVID-19: 1000 MERS-CoV: 258 HCoV-229E: 27 | 98.4         |
|                     | MERS-CoV: 140 HCoV-NL63: 61 HCoV-HKU1: 18                                      |                                            |              |
|                     | Adetiba et al. [22] CNN model for feature extraction and classification stages | COVID-19: 20 MERS-CoV: 20 SARS-CoV-1: 20 | 98.3         |
| Naeem et al. [23]   | Seven-moment invariants, discrete cosine transform, and discrete Fourier transform features with the KNN classifier | COVID-19: 76 MERS-CoV: 76 SARS-CoV-1: 76 | 100          |
| Hammad et al. [26]  | First-order features include the mean, variance, skewness, kurtosis, and entropy with the KNN classifier. | COVID-19: 300 MERS-CoV: 258 SARS-CoV-1: 57 | 100          |

CNN, Convolution neural network; KNN, K-nearest neighbors.
Second, the frequency chaos game representation (FCGR) and single gray-level representation (SGLR) techniques are used to convert the genome sequences into genomic grayscale images. To the best of our knowledge, none of the earlier COVID-19 studies used the FCGR images (with different orders) to extract first- and second-order statistical features to detect COVID-19.

Third, a perfect dataset containing both partial and complete genome sequences of human CoV diseases is constructed, thereby demonstrating the strength and efficiency of the proposed approach.

Fourth, the study’s dataset contains almost all types of human CoV diseases that are genetically like COVID-19.

Finally, the proposed approach can rapidly diagnose COVID-19 with high performance while avoiding the drawbacks and limitations of the traditional diagnostic approaches.

The remaining sections of the paper are divided into three sections. Section 2 describes the dataset’s preparation and the proposed approach’s flowchart. Section 3 shows and discusses the obtained results and compares the proposed approach to the earlier COVID-19 studies. The last section gives the conclusions of the study.

2. Materials and methods

Fig. 1 represents the flowchart of the proposed approach. First, the genome sequences of human CoV diseases were downloaded and processed to remove any bad nucleotide (e.g., N bases) from the genome sequences, leaving only the basic nucleotides (G, T, C, and A bases). Second, the processed sequences were converted into genomic grayscale images using the FCGR and SGLR techniques. Third, different first- and second-order statistical features were obtained from the grayscale images to train and test several classifiers. Finally, the performance of the proposed approach was evaluated using several effective parameters. The following sections explain each stage in detail.

2.1. Dataset

The genome sequences of the seven human CoVs were obtained from the National Center for Biotechnology Information [27] website: SARS-CoV-2, MERS-CoV, HCoV-229E, HCoV-NL63, SARS-CoV-1, HCoV-HKU1, and HCoV-OC43. SARS-CoV-2 sequences were labeled as COVID-19 Pos, and other human CoV sequences were labeled as COVID-19 Neg. The partial and complete genome sequences of human CoV diseases other than SARS-CoV-2 were downloaded and used in this study. As a result, a total of 7331 genome sequences were collected, resulting in 3700 COVID-19 sequences and 3631 non-COVID-19 sequences.

The downloaded genome sequences of human CoV diseases are complementary deoxyribonucleic acid (cDNA) sequences. The cDNA sequence is DNA synthesized from the single-stranded RNA CoV in a reaction catalyzed by the enzyme reverse transcriptase. The specifications of these cDNA sequences were described as follows: sequence data (nucleotides), virus (e.g., SARS-CoV-2 for COVID-19), nucleotide completeness (partial and complete), length (ranged from 20,000 to 30,000 base pairs), host (homo sapiens), and geographic region (all). Table 2 lists the properties of human CoV sequences.

2.2. Genomic graphical mapping techniques

Genomic graphical mapping techniques transform the genome sequence from the string form (A, T, C, and G bases) into a 2D genomic image. In this study, the FCGR and SGLR techniques were used.

2.2.1. Frequency chaos game representation technique

The FCGR approach offers a 2D matrix indicating the frequency of the k-mers obtained from the genome sequences [28–30]. The term k-mer represents the subsequences of length k in a given genome sequence. The sequence TGCAT, for example, contains five 1-mers (T, G, C, A, and T), four 2-
mers (TG, GC, CA, and AT), three 3-mers (TGC, GCA, and CAT), two 4-mers (TGCA and GCAT), and one 5-mer (TGCAT). The FCGR matrix was derived directly from the genome sequence by counting the frequency of each k-mer and then placing that frequency into its appropriate location in the FCGR matrix [30].

Each k-mer is positioned in the FCGR matrix according to the following algorithm: for each character in a k-mer, the FCGR matrix is subdivided into four quadrants, with A in the bottom left, T in the bottom right, C in the top left, and G in the top right. Each quadrant was further split according to the same principle for the next character in the k-mer [30], recursively, as shown in Fig. 2.

For a sequence S with the frequency of each k-mer (A, T, C, and G bases) represented by F_k, the first-order (k = 1) FCGR matrix is given by the following equation [30]:

\[
FCGR_1(S) = \begin{pmatrix}
F_C & F_G \\
F_A & F_T
\end{pmatrix}
\]  

(1)

Moreover, the kth-order FCGR matrix can be estimated by substituting each F_k element with the four elements (C, G, A, and T bases), using the following equation [30]:

\[
FCGR_k(S) = \begin{pmatrix}
F_{CC} & F_{GC} & F_{CG} & F_{GG} \\
F_{AC} & F_{TC} & F_{AG} & F_{GT} \\
F_{CA} & F_{GA} & F_{CT} & F_{GT} \\
F_{AA} & F_{TA} & F_{AT} & F_{TT}
\end{pmatrix}
\]  

(2)

Therefore, the second-order (k = 2) FCGR matrix is given by Eq. (3), and higher-order FCGR matrices can be sequentially computed [30].

\[
FCGR_2(S) = \begin{pmatrix}
F_{CC} & F_{GC} & F_{CG} & F_{GG} \\
F_{AC} & F_{TC} & F_{AG} & F_{GT} \\
F_{CA} & F_{GA} & F_{CT} & F_{GT} \\
F_{AA} & F_{TA} & F_{AT} & F_{TT}
\end{pmatrix}
\]  

(3)

From Eqs. (1) and (3), it can be seen that the FCGR matrix of order k is a 2^k x 2^k matrix, and it contains 4^k occurrences of the oligonucleotides with a length of k (total possible k-mers). The frequencies of the FCGR matrix were normalized in the range of 0 and 255 using Eq. (4) to build a genomic grayscale image with different gray levels from black (least frequent) to white (most frequent).

\[
NF_k = \frac{F_k - MinF}{MaxF - MinF} \times 255,
\]

(4)

where F_k and NF_k are the original and normalized frequencies of each k-mer in the genome sequence, respectively, and MinF and MaxF represent the minimum and maximum frequencies, respectively.

The genome sequences are converted into uniform-sized images with the FCGR technique [32]. The resolution of the converted grayscale FCGR image is a function of order k. The image dimension is 2^k x 2^k. For example, if k = 4, the image resolution will be 2^4 x 2^4 = 16 x 16 pixels [30].

2.2.2. Single gray-level representation technique

The SGLR technique transforms the genome sequences into genomic grayscale images by representing the bases of the genome sequences (A, T, C, and G bases) by values that are evenly distributed between the gray levels from 1 to 255 [26]. The width of the genomic image was represented as W pixels. Therefore, the first row of the image represents the first W bases of the genome sequence. The second row represents the subsequent W bases, and the process is repeated until the last base of the genome sequence. In this manner, the SGLR image will have a fixed width equal to W and a variable height depending on the genome sequence’s length. In this study, the W value was selected as 200. For example, if the genome sequence length is 30,000 base pairs, the image dimension will be 200 x 150 pixels.

This study evaluated the efficiency of the FCGR and SGLR images for extracting statistical features to detect COVID-19, among other human CoV diseases. The FCGR technique was applied with different orders ranging from second to sixth (2 ≤ k ≤ 6). This study stopped at the sixth order (k = 6) due to the large matrix dimension of the FCGR image at the seventh order (k = 7; 128 x 128 pixels) and beyond being computationally expensive in terms of the time required to convert the genome sequence into an FCGR image and the classification task with no benefits to the system performance. Figs. 3 and 4 show the genomic grayscale images created with the FCGR and SGLR techniques for a COVID-19 sequence.

| Human coronaviruses         | Label          | Number of sequences |
|-----------------------------|----------------|--------------------|
| SARS-CoV-2 (COVID-19)       | COVID-19 Pos   | 3700               |
| MERS-CoV                    | COVID-19 Neg   | 732                |
| HCoV-229E                   |                | 635                |
| HCoV-NL63                   |                | 64                 |
| SARS-CoV-1                  |                | 405                |
| HCoV-HKU1                   |                | 1335               |

Table 2 List of human coronaviruses, their assigned labels, and the number of sequences used in this study.
2.3. Feature extraction and selection

2.3.1. First-order features

The statistical features of first-order were estimated directly from the original image. The image is a function of Y and X parameters, representing the columns and rows of the image, respectively. Y = 0, 1, ..., C - 1, and X = 0, 1, ..., R - 1, where C and R represent the number of columns and rows in the image, respectively. The intensity values of the image are given by I = 0, 1, ..., L - 1, where L is the number of gray levels in the image [25,31–32]. The histogram \( H(I) \) of each gray-level (I) in the image is estimated as follows:

\[
H(I) = \frac{P(I)}{RC},
\]

where \( P(I) \) is the number of pixels with an intensity value equal to I and RC is the number of pixels in the image.

Various central moments are used to estimate first-order features from the genomic images created with the FCGR and SGLR techniques. These moments describe the genome sequences of human CoV diseases. The following equations represent the central moments used in this study: mean (\( \mu \)), variance (\( \mu_2 \)), skewness (\( \mu_3 \)), kurtosis (\( \mu_4 \)), and entropy (\( E \)). These central moments are given as follows:

\[
\mu = \sum_{I=0}^{L-1} IH(I),
\]

\[
\sigma^2 = \mu_2 = \sum_{I=0}^{L-1} (I - \mu)^2 H(I),
\]

\[
\mu_3 = \sigma^3 \sum_{I=0}^{L-1} (I - \mu)^3 H(I),
\]

\[
\mu_4 = \left[ \sigma^4 \sum_{I=0}^{L-1} (I - \mu)^4 H(I) \right] - 3,
\]

\[
E = - \sum_{I=0}^{L-1} H(I) \log_2[H(I)],
\]

where \( H(I) \) represents the histogram of each gray-level (I), and \( \sigma \) is the standard deviation of the image.

The mean represents the average intensity value of the image, and the variance is how far the grayscales are from the mean. The skewness measures the image’s symmetry. The flatness of the histogram is measured using kurtosis [25,32].

All previous parameters were used to create the vector \( V_1 \) representing the first-order statistical features. Thus, \( V_1 \) is expressed as follows:

\[
V_1 = [\mu, \mu_2, \mu_3, \mu_4, E]
\]

2.3.2. Second-order features

The statistical features of second-order provide information on the relationship between the neighboring pixel values of the original image. This study used the gray-level co-occurrence matrix (GLCM) technique to extract second-order features from the genomic images created with the FCGR and SGLR techniques to classify human CoV diseases.

Haralick et al. [33] proposed the GLCM to extract different texture features from a grayscale image. The GLCM is a square matrix \( \mathbf{C} \) of size \( S \times S \), where \( S \) represents the number of the normalized intensity levels of the original image \( I \). The columns and rows of matrix \( C \) represent the reference pixel values \( r \) and the neighboring pixel values \( n \), respectively. Each element of the matrix \( C(r, n) \) denotes how often a gray-level \( r \) is adjacent to a gray-level \( n \).

GLCM is a function of two parameters, \( d \), and \( \theta \), representing the relative distance between the reference and neighboring pixels (measured in pixels) and their relative orientation (measured in degrees), respectively. The value of orientation, \( \theta \) can be 0°, 45°, 90°, or 135°, as shown in Fig. 5 (right).
Energy is given as follows:

\[
\text{Homogeneity} = \frac{\sum_{i=0}^{S-1} \sum_{n=0}^{S-1} C(r, n)}{1 + |r - n|},
\]

where \(C(r, n)\) represents the GLCM elements derived from the original image; \(r\) and \(n\) represent the reference and neighbor pixels, respectively; \(\mu\) and \(\sigma^2\) represent the mean and variance of the image, respectively; and \(S\) is the number of normalized intensity levels of the original image.

The contrast measures the intensity contrast between the reference and neighbor pixels over the image. The contrast of 0 for an image represents identical grayscale values, and contrast is greater than 0 when there are significant differences in gray levels. The correlation measures the relationship between the reference pixel and its neighbor over the image.

Its value is 1 or –1 for perfect correlation and 0 for no correlation.

The energy measures the textural uniformity of the image. Its value is high when the image has either a repeating pattern of values or a constant value. The homogeneity measures the image's smoothness, which is high for an image with a slight difference in gray levels [33]. All previous parameters were used to create the vector \(V_2\) representing the second-order statistical features. Thus, \(V_2\) is expressed as follows:

\[
V_2 = [\text{Contrast, Correlation, Energy, Homogeneity}]
\]

Besides the \(V_1\) and \(V_2\) feature vectors, a \(V_3\) vector that combines both \(V_1\) and \(V_2\) vectors was also used. The significance of the features inside \(V_1\), \(V_2\), and \(V_3\) feature vectors was estimated using the analysis of variance (ANOVA) test.

2.3.3 Analysis of variance test

The one-way ANOVA test is a statistical approach used to select or discard features based on calculating the variation between and within classes. The ANOVA partitions the total variance in the data into two parts: the sum of squares within classes (SSW), which represents the variation of observations in each class from their class mean, and the sum of squares between classes (SSB), which represents the variation of class means from the overall mean. SSW and SSB are calculated using Eqs. (17) and (18), respectively.

\[
SSW = \sum_i \sum_j \left( Y_{ij} - \bar{Y}_j \right)^2,
\]

\[
SSB = \sum_j N_j \left( \bar{Y}_j - \bar{Y} \right)^2,
\]

where \(Y_{ij}\) represents the Ith observation of the Jth class, \(\bar{Y}_j\) is the mean of the Jth class, \(N_j\) is the number of observations in the Jth class, and \(\bar{Y}\) is the overall mean of classes.

Then ANOVA calculates the ratio of the variation between classes to the variation within classes to calculate the F-statistic parameter, which indicates the significance of the fea-

![Fig. 5 GLCM (center) derived from the original image (left) in the horizontal direction 0° with d = 1.](image-url)
The following equations were used to calculate the F-statistic of the feature.

\[ F = \frac{MSB}{MSW} \quad (19) \]

\[ MSB = \frac{SSB}{N - X} \quad (20) \]

\[ MSW = \frac{SSW}{X - 1} \quad (21) \]

where \( F \) is the computed F-statistic value, \( MSB \) is the mean square between classes, \( MSW \) is the mean square within classes, \( N \) is the total number of observations, and \( X \) is the number of classes.

Finally, ANOVA estimates the p-value, which is the probability (P) that the F-statistic can take a value greater than the computed F-statistic value, \( P(F_{\text{statistic}} > F_{\text{computed}}) \). The cumulative distribution function of the F-distribution is used to derive this probability (p-value). If the p-value of the feature is less than the significance level, then the feature is considered significant and can be used in the classification process. Otherwise, the feature is discarded from the subset. 0.05 is the most common significance level.

### 2.4. Classification process

Several machine learning models, such as NB, SVM using linear (LSVM) and Gaussian (GSVM) kernels, and KNN, were used in this study. For the KNN classifier, the neighborhood size (\( k \)) was increased from 1 to 19 with a step of 2, and it was discovered that the accuracy of the proposed approach was unaltered or slightly decreased. Consequently, the \( k \) value was set to 1. The performance of the proposed approach was evaluated using the average of 20 runs based on a tenfold cross-validation technique, such that all human CoV sequences were used for training and testing, as shown in Fig. 6.

### 2.5. System evaluation

Different assessment parameters, including accuracy, precision, specificity, sensitivity, \( F_1 \)-score, and Matthew’s correlation coefficient (MCC), were estimated to evaluate the performance of the proposed approach [34]. These parameters are given as follows:

- **Accuracy**
  \[ \text{Accuracy} = \frac{Tp + Tn}{Tp + Fp + Tn + Fn} \times 100\%, \quad (22) \]

- **Precision**
  \[ \text{Precision} = \frac{Tp}{Fp + Tp} \times 100\%, \quad (23) \]

- **Specificity**
  \[ \text{Specificity} = \frac{Tn}{Tn + Fp} \times 100\%, \quad (24) \]

- **Sensitivity**
  \[ \text{Sensitivity} = \frac{Tp}{Tp + Fn} \times 100\%, \quad (25) \]

- **\( F_1 \)-score**
  \[ \text{\( F_1 \)-score} = \frac{2Tp}{2Tp + Fp + Fn} \quad (26) \]

- **MCC**
  \[ \text{MCC} = \frac{(Tp \times Tn) - (Fp \times Fn)}{\sqrt{(Tp + Fp)(Fp + Tn)(Tn + Fn)(Fn + Tp)}} \quad (27) \]

where \( Tp \) and \( Tn \) are the true-positive and true-negative values of successfully identified classes, and \( Fp \) and \( Fn \) are the false-positive and false-negative values of wrongly identified classes.

### 3. Results and discussion

#### 3.1. Results of the proposed approach

MATLAB-R2020a software was used to implement the proposed approach using a laptop computer with 16 GB RAM and a 2.5 GHz Intel Core i5 CPU. Based on the results of the ANOVA test, \( V_1 \), \( V_2 \), and \( V_3 \) feature vectors were observed to be statistically significant at a p-value less than 0.05. Consequently, \( V_1 \), \( V_2 \), and \( V_3 \) feature vectors were passed directly to the different proposed classification algorithms.

Figs. 7 and 8 show the accuracy of the different classifiers using \( V_1 \), \( V_2 \), and \( V_3 \) feature vectors extracted from the FCGR and SGLR images, respectively. Figs. 9 and 10 show the maximum accuracy of the different classifiers among \( V_1 \), \( V_2 \), and \( V_3 \) feature vectors extracted from the FCGR and SGLR images, respectively. In Fig. 7, among the different classification algorithms, it is observed that the system accuracy increases as the order of the FCGR image increases from the second to the fourth-order. Afterward, the accuracy decreases with higher orders above the fourth-order. Therefore, the research results recommended the fourth-order FCGR image.
as an appropriate genomic image to extract various statistical features to detect COVID-19, among other human CoV diseases.

Fig. 8 shows that the maximum accuracy obtained when using the SGLR images was 94.69%. However, the fourth-order FCGR images achieved an accuracy of 99.39%. Therefore, the study recommended the fourth-order FCGR images for extracting statistical features to detect COVID-19, among other human CoV diseases, compared to the SGLR images.

Obtaining high system performance parameters indicates that the classifier employed in the experiment is efficient at recognizing the required target with the fewest possible errors.

**Fig. 7** Classifier accuracy using FCGR images.
According to the research findings, the KNN and GSVM classifiers provide high system performance: high values of all previously mentioned evaluation parameters, compared with both NB and LSVM classifiers, as shown in Figs. 9 and 10. Therefore, the KNN and GSVM classifiers can distinguish COVID-19 from other human CoV diseases. However, the KNN classifier outperforms the GSVM classifier, as shown in Figs. 11 and 12, which show the maximum accuracy of the GSVM
and KNN classifiers among $V_1$, $V_2$, and $V_3$ feature vectors extracted from the FCGR and SGLR images, respectively.

Furthermore, the KNN classifier is preferred because it outperforms the GSVM in terms of system execution time. The execution time when using the FCGR images was 42.33 and 106.94 s for the KNN and GSVM classifiers, respectively. However, the execution time when using the SGLR images was 95.66 and 158.69 s for the KNN and GSVM classifiers, respectively. Therefore, the FCGR images outperform the SGLR images in terms of system performance and execution time. Fig. 13 shows the performance parameters of the KNN classifier obtained when using the FCGR and SGLR images.

Finally, the best approach was obtained by extracting statistical features from the fourth-order FCGR images and using the KNN classifier in the classification process. The proposed approach detected COVID-19, among other human CoV diseases, with 99.39% accuracy, 99.48% precision, 99.31% sensitivity, 99.47% specificity, 0.99 $F_1$-score, and 0.99 MCC. The success of using GIP approaches (FCGR) to detect COVID-19, among other human CoV diseases, demonstrates that the proposed approach provides new scope for CoV research.

3.2. Comparison with the previous COVID-19 studies

The following section compares the proposed approach with earlier studies that detected COVID-19 using the CoV sequences [21–23,26]. Arslan and Arslan [21] extracted CpG-based features from the complete genome sequences of human CoVs to detect COVID-19 versus other human CoV diseases. These features were fed to the KNN classifier implemented with different distance metrics. Their method resulted in an accuracy of 98.4%. The main limitation of this system is that its dataset excluded SARS-CoV-1 sequences, which have 79% similarity to the COVID-19 sequences [8]. Therefore, the system’s overall accuracy may decrease if these sequences were added to the dataset.
Fig. 11  Maximum accuracy of the GSVM and KNN classifiers using FCGR images.

Fig. 12  Maximum accuracy of the GSVM and KNN classifiers using SGLR images.

Fig. 13  Performance of the KNN classifier using the SGLR and FCGR images.
Naeem et al. [23] converted the complete genome sequences of SARS, COVID-19, and MERS diseases into genomic signals and then extracted useful features from these signals. Although their approach resulted in 100% accuracy, it has many limitations. First, their dataset size was small, consisting of only 76 sequences for each epidemic. Second, they used the train and test split strategy to evaluate the approach, although this strategy gives accurate results with large dataset size. Finally, their dataset included only three variants of human CoV diseases, limiting their approach in analyzing the other variants of human CoV diseases such as HCoV-NL63, HCoV-229E, HCoV-HKU1, and HCoV-OC43.

Adetiba et al. [22] converted the genome sequences into Z-curve images to detect COVID-19 among MERS and SARS diseases. The CNN model detected COVID-19 with an accuracy of 98.3%. Their dataset included only 20 sequences for each disease. This approach had the same limitation as the Naeem et al. [23] study; the dataset size of the approach was insignificant, with only three variants of human CoV diseases.

Moreover, the datasets of earlier COVID-19 studies [21–23,26] include only complete genome sequences of human CoV strains. Therefore, these systems have limitations in analyzing the partial genome sequences. For example, if the system input is a partial COVID-19 sequence, the system cannot predict whether the patient has COVID-19 or not. However, such a system works well with only complete COVID-19 sequences. Table 3 compares the accuracy of the

| Study          | Classifier | Feature                          | Sequence type                                      | Dataset                  | Accuracy (%) |
|----------------|------------|----------------------------------|---------------------------------------------------|--------------------------|--------------|
| Arslan et al. [21] | KNN using the L1 distance metric | CpG-based features               | Complete genome sequences of human coronavirus diseases | COVID-19: 1000 MERS-CoV: 258 HCoV-229E: 27 βCoV: 140 HCoV-NL63: 61 HCoV-HKU1: 18 SARS-CoV-1: 20 | 98.4          |
| Adetiba et al. [22] | Convolution neural network model for feature extraction and classification stages |                                      |                                                                      | COVID-19: 100 MERS-CoV: 76 SARS-CoV-1: 76 | 98.3          |
| Naeem et al. [23] | KNN        | Seven-moment invariants          | Complete genome sequences of human coronavirus diseases | COVID-19: 100 MERS-CoV: 258 HCoV-229E: 460 HCoV-NL63: 635 SARS-CoV-1: 64 HCoV-HKU1: 405 | 100          |
| Hammad et al. [26] | KNN        | Mean, variance, skewness, kurtosis, and entropy | Complete genome sequences of human coronavirus diseases | COVID-19: 100 MERS-CoV: 258 HCoV-229E: 460 HCoV-NL63: 635 SARS-CoV-1: 64 HCoV-HKU1: 405 | 100          |
| Proposed approach | KNN        | First- and second-order statistical features | Complete genome sequences of human coronavirus diseases | COVID-19: 100 MERS-CoV: 732 HCoV-229E: 460 HCoV-NL63: 635 SARS-CoV-1: 64 HCoV-HKU1: 405 | 99.39         |

KNN, K-nearest neighbors.
proposed approach with that of other COVID-19 studies that used genome sequences to detect COVID-19.

The proposed approach overcomes the limitations of the previous COVID-19 studies [21–23,26] as follows: first, the dataset includes both partial and complete genome sequences of human CoVs, thereby demonstrating the strength and efficiency of the proposed approach. Second, the dataset includes all types of human CoV strains that are genetically like COVID-19. Finally, the dataset size was very large; a total of 7331 genome sequences were collected, resulting in 3700 COVID-19 sequences and 3631 non-COVID-19 sequences. The proposed approach can rapidly diagnose COVID-19 with high performance while avoiding the drawbacks and limitations of the traditional diagnostic approaches.

4. Conclusions

COVID-19 is a severe pandemic affecting millions worldwide. Molecular tests and medical imaging scans can detect COVID-19 with high acceptable accuracy levels, but these procedures have several drawbacks. The insufficient resources for conducting the RT–PCR tests reduce the speed and efficiency of suspected cases, which becomes a difficult issue, especially with a large patient population. In some cases, RT–PCR examinations may give false-positive or false-negative results. Furthermore, medical imaging scans expose patients to high radiation dosage, which can cause acute health problems, particularly in pregnant women.

This study proposed an effective automated approach to detect COVID-19, among other human CoV diseases. The approach is based on GIP techniques using two genomic graphical mapping approaches, the FCGR and SGLR. High performance was achieved using both partial and complete genome sequences of human CoV diseases. Yet, avoiding the drawbacks and limitations of the previously mentioned traditional diagnostic approaches.

The efficiency of the SGLR and FCGR images is assessed for accurately detecting COVID-19, among other human CoV diseases. The FCGR images outperform the SGLR images in terms of system performance and execution time. The 99.39% accuracy, 99.31% sensitivity, and 99.47% specificity resulting from the combination of the fourth-order FCGR images, V3 feature vector, and KNN classifier show the efficiency of the proposed approach as a potential accurate diagnostic tool for detecting COVID-19, among other human CoV diseases.
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