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Abstract—Deep learning methods have gained increased attention in various applications due to their outstanding performance. For exploring how this high performance relates to the proper use of data artifacts and the accurate problem formulation of a given task, interpretation models have become a crucial component in developing deep learning-based systems. Interpretation models enable the understanding of the inner workings of deep learning models and offer a sense of security in detecting the misuse of artifacts in the input data. Similar to prediction models, interpretation models are also susceptible to adversarial inputs. This work introduces two attacks, AdvEdge and AdvEdge+, that deceive both the target deep learning model and the coupled interpretation model. We assess the effectiveness of proposed attacks against two deep learning model architectures coupled with four interpretation models that represent different categories of interpretation models. Our experiments include the attack implementation using various attack frameworks. We also explore the potential countermeasures against such attacks. Our analysis shows the effectiveness of our attacks in terms of deceiving the deep learning models and their interpreters, and highlights insights to improve and circumvent the attacks.
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I. INTRODUCTION

Deep Neural Networks (DNNs) have been increasingly incorporated into a wide range of applications due to their high predictive accuracy in various machine learning tasks, including image classification [2], and natural language processing [3]. Despite these extraordinary achievements, it is not yet entirely evident how the DNN models make certain decisions due to their complex network architecture. Additionally, the susceptibility to adversarial manipulations is another shortcoming of DNN models. For example, adversarial examples, maliciously-crafted inputs, can lead to unexpected model behavior during decision-making.

Recently, researchers and practitioners have used interpretability as an indispensable tool to describe the behavior of DNN models in an understandable form to humans. Moreover, the high performance of the security-sensitive models is strongly related to interpretability. Several studies have been conducted to improve the security of DNNs by providing interpretability at different levels (e.g., overall model [4], [5] and instance levels [6]–[8]). For instance, Figure 1 (a) displays the causal relationship of an attribution map highlighting important regions of an image based on the prediction output. Generally, the use of interpretations assists in understanding the internal structure of models to debug them, perform security analysis, and identify adversarial examples. Figure 1 (b) shows successful adversarial examples producing different interpretation maps from the benign interpretation maps.

In the interpretable deep learning system workflow, a classifier (DNN model) and its coupled interpreter (interpretation model) construct interpretable deep learning systems (IDLs). IDLs offer additional reliability and security in human-assisted decision-making processes, since experts can determine if an interpretation map fits the prediction of the DNN models. Nevertheless, interpretability is also vulnerable to adversarial modification. It is both possible and practical to create an adversarial input to fool the target DNN model and its coupled interpretation model simultaneously. Figure 1 (c) shows dual adversarial examples resulting from targeting the DNN model and the coupled interpreter. The dual adversarial examples generate interpretation maps indistinguishable from their benign interpretation maps.

![Fig. 1: Examples of (a) benign, (b) standard adversarial and (c) dual adversarial images together with their interpretations based on ResNet-50 classifier and CAM interpreter.](image-url)
In this work, we proposed optimized adversarial attacks that target IDLSes, i.e., can fool the prediction model and the coupled interpreter simultaneously. We call these attacks AdvEdge and AdvEdge+. In particular, the attacks exploit the image’s edge information to enable perturbation to be attached to the edges of the image areas spotlighted by the interpretation model’s attribution map. This allows for a far more stealthy adversarial attack since the crafted adversarial inputs are difficult to identify, even with the interpretation and human involvement. Furthermore, the proposed attacks generate effective adversarial examples with minimal perturbation.

**Our Contribution.** In this work, we show that adversarial samples can be used to fool the existing IDLSes. We present two attacks, i.e., AdvEdge AdvEdge+, that mislead the target DNN and deceive the coupled interpreter using adversarial inputs that have a high attack success rate with less amount of noise. We also employ several attack frameworks, i.e., PGD, C&W, and StAdv, for our attacks and evaluate the performance against four interpreters, i.e., Grad, CAM, RTS, and MASK.

We evaluate the attacks on the ImageNet dataset as well as compare them with the existing attack ADV\(^2\) [9]. To present the validity of the attacks, we include additional evaluation metrics in terms of classification, interpretation, and noise generation. In addition, we show that our attacks provide significantly better transferability over ADV\(^2\) by testing the attack transferability across different interpreters. Finally, we propose two possible countermeasures against our attacks.

Our contributions are summarized as follows:

- We propose two novel attacks against IDLSes. Our proposed attacks, AdvEdge and AdvEdge+, utilize edge information to enhance interpretation-derived attacks. We evaluate the effectiveness of attacks when various DNN models (e.g., ResNet and DenseNet) or interpretation models (e.g., Grad, CAM, RTS, and MASK) are involved.

- We evaluated our attacks on three frameworks (i.e., PGD, C&W, and StAdv) to show that the attacks can be flexibly constructed using various frameworks.

- Experimental findings indicate that AdvEdge and AdvEdge+ are equally effective as ADV\(^2\) in terms of misclassification success rate, and our attacks outperform ADV\(^2\) in creating adversarial samples with interpretation maps that are similar to the benign interpretation maps. Furthermore, this level of effectiveness is maintained with very little noise.

- We explore the transferability of the attacks across different interpreters. Our results show that perturbation generated using one interpreter can be transferred to another and successfully achieve the adversarial objective in most cases.

- We propose two countermeasures based on DNNs and interpreters. We present multiple-interpreter-based detector to identify adversarial samples. We show that the detector improves the adversarial detection process against the proposed attacks. We also present interpretation-based robust training as a defense technique to train a DNN classifier against the worst-case interpretation discrepancy, and indicate that the technique improves the robustness of both a DNN model and its interpreter.

**Organization.** The rest of the paper is organized as follows: §II highlights the relevant literature; §III presents the fundamental concepts; §IV and §V provide description of the proposed attacks and the implementation details when used against four interpreters; §VI shows the experiments and evaluation of attacks; §VII presents specific cases in which the existing and our attacks cannot perform well; §VIII discusses possible countermeasures; and §IX offers our conclusion.

**II. RELATED WORK**

In this section, we present the related works in three categories: adversarial attacks, transferability, and interpretability.

**Adversarial Attacks.** Machine learning (ML) models have often become targets for malicious attacks, as they are being increasingly utilized in security-related domains. In general, adversarial attacks are divided into two primary groups in terms of malicious data manipulations: 1) poisoning the training dataset to degrade the targeted models (i.e., poisoning attack [10]) and 2) altering the sample input to cause the target model to misbehave (i.e., evasion attack [11]). Attacking DNN models has proven to be more complicated because of their complex network architecture as compared with traditional ML models [12], [13]. There are several pieces of research that focus on attacking DNNs based on new evasion attacks [14], [15]. This work particularly investigates attacks against IDLSes that utilize interpretability as defense mechanisms.

**Transferability.** Transferability is an interesting property of adversarial attacks [15]: e.g., adversarial inputs generated for a specific DNN can be effective against other DNNs. This property is used in black-box scenarios [16]: e.g., generating adversarial inputs based on known white-box DNN and applying them against the target black-box DNN [17], [18]. In a research study [19], a technique that perturbs the hidden layers of a model to improve the transferability of adversarial inputs, is proposed. Another work [20] applies differentiable transformations to input samples for enhanced transferability. In this work, we investigate the transferability of adversarial inputs across different interpreters.

**Interpretability.** Interpretable models have been utilized to provide the interpretability for DNN models. Such interpretability can be derived using various methods: backpropagation [8], [21], intermediate representations [22], [23], input perturbation [7], and meta models [6].

Interpretability can contribute to system security in the decision-making process involving an expert who can inspect/verify the attribution maps contributing to certain outputs. The interpretation of adversarial inputs is expected to differ remarkably from the interpretation of their benign inputs. There have been many works on interpretability to debug DNNs [24], identifying the adversarial inputs [25], [26], etc.

Another recent study [9] shows the feasibility of manipulating IDLSes. It offers a novel attacking method to fool DNN models and their corresponding interpretation models simultaneously, demonstrating that the improved interpretability guarantees only limited security and protection. This work introduces two optimized versions of the ADV\(^2\) attack [9] against IDLSes to fool the DNN models and mislead the coupled interpretation models.
III. Fundamental Concepts

This section introduces and defines common concepts and terms used throughout the study. We note that even though this work focuses on IDL Ses designed for classification tasks, such as image classification, the attacks can be generalized to other modeling tasks.

Let a classifier \( f(x) = y \in Y \) (i.e., DNN classifier \( f \)) that assigns a sample input \( x \) to a category \( y \) from a collection of predetermined categories \( Y \). Let an interpreter \( g(x; f) = m \) (i.e., interpretation model \( g \)) that produces an interpretation map \( m \) that highlights the feature importance in the sample input \( x \) based on the prediction of the DNN model \( f \). The value of the \( i \)-th component in \( m \) (i.e., \( m[i] \)) represents the importance of the \( i \)-th component in the sample \( x \) (i.e., \( x[i] \)).

From this perspective, we consider that model interpretation can be obtained by two basic methods: 1. **Post-hoc interpretation:** This can be accomplished by adjusting the complexity of DNNs or by employing post-training techniques. This strategy necessitates the development of a new model to provide interpretations for the present model [4]–[7], [27]. 2. **Intrinsic interpretation:** This type of interpretability can be produced by developing self-interpretable DNNs, which intrinsically embed the interpretability feature into their structures [4], [5].

In this study, we focus on the first method of interpretability, in which an interpreter \( g \) obtains an attribution map \( m \) about how a DNN classifier \( f \) identifies the sample input \( x \).

In a typical adversarial setting, DNN models are vulnerable to adversarial examples, which are maliciously crafted samples aimed to fool the model [15], [28]. More specifically, an adversarial input \( \hat{x} \) can be generated by manipulating the benign input \( x \) using one of the well-known attacks (PGD [14], BIM [29], C&W [30], StAdv [31], etc.) to make the model misclassify \( \hat{x} \) to an output \( f(\hat{x}) = y_\ell \neq f(x) \). The manipulations, e.g., also known as adversarial perturbations, are usually bounded by a norm ball \( B_\varepsilon(x) = \{ \| \hat{x} - x \|_\infty \leq \varepsilon \} \), where \( \varepsilon \) is the threshold, to ensure its success and evasiveness.

In this work, we adopt the following three well-known attack frameworks in our paper:

**PGD.** A first-order adversarial attack applies a sequence of project gradient descent on the loss function:

\[
\hat{x}^{(i+1)} = \prod_{B_\varepsilon(x)} \left( \hat{x}^{(i)} - \alpha \sign(\nabla_x \ell_{\text{pr}}(f(\hat{x}^{(i)}), y_\ell)) \right) \tag{1}
\]

Here, \( \prod \) is a projection operator, \( B_\varepsilon \) is a norm ball restrained by a pre-fixed \( \varepsilon, \alpha \) is a learning rate, \( x \) is the benign sample, \( \hat{x}^{(i)} \) is the \( \hat{x} \) at the iteration \( i \), and \( \ell_{\text{pr}} \) is a loss function that calculates the difference between \( f(\hat{x}) \) and \( y_\ell \).

**C&W.** C&W attack framework considers the process of generating adversarial inputs as an optimization problem of \( L_\infty \)-norm regarding the distance metric \( \delta \) with respect to the given input \( x \), which can be described as:

\[
\|\delta\|_p = \left( \sum_{i=1}^{n} |\delta_i|^p \right)^{1/p} ; \delta_i = \hat{x}_i - x_i
\tag{2}
\]

\[
\text{minimize } \|\delta\|_p + c \cdot \ell(x + \delta) \quad \text{s.t.} \quad x + \delta \in [0, 1]^n, \tag{3}
\]

where \( \delta \) is the perturbation added to the input \( x \), \( \ell \) is a loss function that is to solve optimization problem using gradient descent, and \( c \) is a constant number. We utilize \( L_2 \)-norm based C&W in this work.

**StAdv.** The attack is based on the spatial transformation of pixels to improve the perceptual quality of adversarial perturbations. The per-pixel flow is expressed as the flow vector: \( r_i := (\Delta u^{(i)}, \Delta v^{(i)}) \), specifically, \( \Delta u^{(i)} = u_x^{(i)} - u_x^{(0)} \) and \( \Delta v^{(i)} = v_x^{(i)} - v_x^{(0)} \), where \((u_x^{(i)}, v_x^{(i)})\) and \((u_x^{(0)}, v_x^{(0)})\) represent the 2D coordinates of the \( i \)-th pixel of the benign and the adversarial inputs: \( x \) and \( \hat{x} \). Obtaining the pixel values of the adversarial input is described as:

\[
\hat{x}_i = \sum_{q \in N(u_x^{(i)}, v_x^{(i)})} x_q(1 - |u_x^{(i)} - u_x^{(q)})|) (1 - |v_x^{(i)} - v_x^{(q)})|), \tag{4}
\]

where \( N(u_x^{(i)}, v_x^{(i)}) \) represents the indices of the four pixel neighbors (top/bottom-left/right) of \((u_x^{(i)}, v_x^{(i)})\).

Following two loss functions are used to formulate the search of adversarial deformations as an optimization problem and they are described as follows:

\[
\ell_{\text{pr}}(x, r) := \max_{1 \neq \ell} \left\{ \max_{1 \neq \ell} (f_i(x + r) - f_i(x + r), \kappa) \right\},
\]

\[
\ell_{\text{flow}}(r) := \sum_{p \neq q} \sum_{y \in \{y \}} \sqrt{||\Delta u^{(p)} - \Delta u^{(q)||2} + ||\Delta v^{(p)} - \Delta v^{(q)||2}}
\]

The optimization problem is balanced with a factor of \( \lambda \) between the two losses to encourage the adversarial input to be classified as the target label while preserving a high perceptual quality, as follows:

\[
\min_r \{ \ell_{\text{pr}}(x, r) + \lambda \ell_{\text{flow}}(r) \}. \tag{5}
\]

IV. ADVEDGE ATTACK

The section provides the details of implementing the proposed attacks against four different types of interpreters.

A. Attack Definition

The attack’s primary goal is to fool the DNN models \( f \) and their coupled interpretation models \( g \) in IDL Ses. To achieve this goal, an adversarial sample \( \hat{x} \) is created by adding noise to the benign version \( x \) in order to meet the following conditions:

1) A DNN model \( f \) misclassifies the adversarial sample \( \hat{x} \) to \( y_\ell : f(\hat{x}) = y_\ell \) such that \( f(x) = y_\ell \neq f(x) \).

2) The adversarial sample \( \hat{x} \) causes the interpretation model \( g \) to generate the target interpretation map \( m_t \) of \( g(\hat{x} ; f) \approx g(x ; f) \).

3) The adversarial and benign samples are indistinguishable.

The proposed approach aims to discover a minimal perturbation, so the adversarial examples satisfy these conditions. The optimization framework to characterize the attack is:

\[
\min : \Delta(\hat{x}, x) \text{ s.t. } \begin{cases} f(\hat{x}) = y_\ell \\ \ \ \ \ \ \ \ \ g(\hat{x}; f) = m_t \end{cases} \tag{6}
\]

Eq. 6 can be reformulated to be more appropriate for optimization as follows:
\[
\min_{\hat{x}}: \ell_{\text{adv}}(f(\hat{x}), y_{t}) + \lambda \cdot \ell_{\text{int}}(g(\hat{x}; f), m_{t}) \quad \text{s.t.} \quad \Delta(\hat{x}, x) \leq \varepsilon, \quad (7)
\]

where \(\ell_{\text{adv}}\) and \(\ell_{\text{int}}\) denote the classification loss as in Eq. 1 and the interpretation loss, respectively. \(\ell_{\text{int}}\) quantifies the dissimilarity between the adversarial and benign attribution maps, i.e., \(g(\hat{x}; f)\) and \(m_{t} = g(x; f)\), respectively. The hyperparameter \(\lambda\) is used to balance the two components (i.e., \(\ell_{\text{adv}}\) and \(\ell_{\text{int}}\)). We build Eq. 7 based on the PGD framework, and it can be applied to the other attack frameworks with few modifications (i.e., considering Eq. 3 and Eq. 5) as follows:

\[
\begin{align*}
\min_{\hat{x}}: & \quad ||\delta||_{p} + c \cdot \ell_{\text{adv}}(f(\hat{x}), y_{t}) + \lambda \cdot \ell_{\text{int}}(g(\hat{x}; f), m_{t}) \\
\min_{\hat{x}}: & \quad \ell_{\text{adv}}(f(\hat{x}), y_{t}) + \lambda \cdot \ell_{\text{int}}(g(\hat{x}; f), m_{t}) + \lambda \ell_{\text{flow}}(r) \quad (9)
\end{align*}
\]

The terms are defined as:

\[
\begin{align*}
\ell_{\text{adv}}(f(\hat{x}), y_{t}) &= - \log(f_{y_{t}}(\hat{x})), \\
\Delta(\hat{x}, x) &= ||\hat{x} - x||_{\infty}, \quad \text{and} \\
\ell_{\text{int}}(g(\hat{x}; f), m_{t}) &= ||g(\hat{x}; f) - m_{t}||_{2}^{2}.
\end{align*}
\]

In PGD, the perturbation in Eq. 1 is controlled as:

\[
\hat{x}^{(i+1)} = \prod_{B_{i}(x)} \left( \hat{x}^{(i)} - N_{w} \cdot \alpha \cdot \text{sign}(\nabla_{\hat{x}} \ell_{\text{adv}}(\hat{x}^{(i)})) \right) \quad (10)
\]

For C&W and StAdv attack frameworks, we control the perturbation in Eq. 2 and Eq. 5 as follows:

\[
\begin{align*}
\delta &= N_{w} (\hat{x} - x), \quad (11) \\
r &= N_{w} (\Delta u, \Delta v), \quad (12)
\end{align*}
\]

where, \(N_{w}\) is the perturbation method that determines both the amount and position of noise injected to the sample considering the edge weights \(w\) of the benign sample. The entire loss equation (i.e., Eq. 7) is represented as \(\ell_{\text{adv}}\).

**AdvEdge.** In Eq. 10, we use the \(N_{w}\) term to optimize the position and amount of applied perturbation. In AdvEdge, we limit the added perturbation to the edges of the sample that overlap with the interpretation map provided by the interpreter. In other words, we learn the critical portions of a given input sample based on the overall loss (i.e., DNN loss and interpretation model loss) and then inject noise on the edges of those areas. We define the edges based on the edge weights acquired by applying the Sobel filter \([32]\) to the sample image.

A pixel-wise edge weights matrix is defined as \(E : e \rightarrow \mathbb{R}^{h \times w}\) for an image of height \(h\) and width \(w\) using a typical edge extraction method (e.g., Sobel filter in our experiments). These weights are applied to the sign of the gradient update (PGD framework) as follows: \(E(x) \otimes \alpha \cdot \text{sign}(\nabla_{\hat{x}} \ell_{\text{adv}}(\hat{x}^{(i)}))\), where the operator \(\otimes\) represents the Hadamard product. By doing so, the attack amplifies the noise on the edges while reducing or constricting its presence otherwise in the image.

Considering a straightforward application of the edge weight matrix, i.e., \(N_{w} = E(x)\), we can rewrite Eq. 10, Eq. 11, and Eq. 12 (respectively) as:

\[
\begin{align*}
\hat{x}^{(i+1)} &= \prod_{B_{i}(x)} \left( \hat{x}^{(i)} - E(x) \cdot \alpha \cdot \text{sign}(\nabla_{\hat{x}} \ell_{\text{adv}}(\hat{x}^{(i)})) \right) \quad (13) \\
\delta &= E(x) \cdot (\hat{x} - x) \quad (14) \\
r &= E(x) \cdot (\Delta u, \Delta v) \quad (15)
\end{align*}
\]

**AdvEdge**. This technique, like AdvEdge, leverages the edge weights to optimize the perturbation. Instead of adjusting the noise based on the edge weights in the attack, we apply the perturbations only on defined edges that pass a certain threshold. This is performed by a binarization operation (e.g., \(\text{bin}(E_{b}(x) \rightarrow e_{i} := \{ 0 \text{ if } e_{i} \leq \delta; 1 \text{ otherwise } \forall i \})\) to obtain a binary edge matrix \(E_{b} : e \rightarrow [0, 1]^{h \times w}\), where \(h\) and \(w\) are the height and width of an input respectively. The hyper-parameter \(\delta\) sets the threshold for binarizing edge weights, and can be adjusted based on the attack objective. The rest of the implementation is similar to AdvEdge, e.g., the PGD attack can be formulated as: \(E_{b}(x) \otimes \alpha \cdot \text{sign}(\nabla_{\hat{x}} \ell_{\text{adv}}(\hat{x}^{(i)}))\). This enables perturbations to be applied only on the edges. Given the constraint on perturbation locality and amount, the threshold \(\delta\) is adjusted to 0.1 to improve the effectiveness.

The implementation of attacks in Equations (10, 11, 12, 13, 14, and 15) against the representatives of four categories of interpreters is discussed in the following subsections: 1) back-propagation-guided interpretation, 2) representation-guided interpretation, 3) model-guided interpretation, and 4) perturbation-guided interpretation.

**B. Back-Propagation-Guided Interpretation**

This category of interpretation models computes the gradient of a DNN model’s prediction with respect to the provided sample input. This highlights the significance of each feature in the input sample. Larger values suggest higher importance of the features to the model prediction. In this paper, we discuss gradient saliency (Grad) \([27]\) as an example of back-propagation-guided interpretation. The Grad interpreter generates an attribution map \(m\) given the model \(f\) prediction to a given input \(x\) with a given class \(y\). This attribution map is estimated as follows:

\[
m = \frac{\partial f_{y}(x)}{\partial x}
\]

Looking for the optimal adversarial sample \(\hat{x}\) for IDLSeS based on Grad via a sequence of gradient descent updates (as in applying Eq. 10) is ineffective, since DNN models with ReLU activation functions cause the Hessian matrix computation result to be all-zero. The challenge can be resolved by computing the smoothed value of the gradient of ReLU \((r(z))\) using a function \(h(z)\) with the following formula:

\[
h(z) \triangleq \begin{cases} 
(z + \sqrt{z^{2} + \tau})' = 1 + \frac{z}{\sqrt{z^{2} + \tau}} & \text{for } z < 0 \\
(\sqrt{z^{2} + \tau})' = \frac{z}{\sqrt{z^{2} + \tau}} & \text{for } z \geq 0
\end{cases}
\]
Here, \( \tau \) is a constant parameter, and \( h(z) \) approximates the values of \( r(z) \) and its gradients are non-zero. Another alternative is to use the sigmoid function \( (\sigma(z) = \frac{1}{1+e^{-\tau z}}) \). We note that this method can be applied to other back-propagation-guided interpreters (e.g., LRP [33], SmoothGrad [34]) as they are based on gradient-centric formulations [35].

C. Representation-Guided Interpretation

This type of interpreter extracts feature maps from intermediate layers of DNNs to provide attribution maps. The representative of representation-guided interpretation in this study is Class Activation Map (CAM) [23]. CAM performs global average pooling on the convolutional feature maps, and utilizes the outputs as features for a fully-connected layer for the model prediction. The significance of the sample input areas can be determined by projecting the output layer weights back onto the convolutional feature maps.

Specifically, let \( a_i(k,l) \) be the activation of channel \( i \) in the last convolutional layer at \((k,l)\) spatial location, and \( \sum k,l a_i(k,l) \) as the result of global average pooling. The activation map \( m_c \) for an input \( x \) and class \( c \) is given by:

\[
m_c(x,y) = \sum_i w_{i,c}a_i(k,l),
\]

where \( c \) is \( c \)-th output of the linear layer and \( w_{i,c} \) is the weight corresponding to class \( c \) for \( i \)-th channel. We construct \( m_c \) by extracting and concatenating interpretation maps from \( f \) up to the final convolutional layer and a fully connected layer, similar to the work of [9]. We exploit the interpretation model by utilizing gradient descent updates to find the optimal \( \hat{x} \) as in Eq. 10. The attack can also be used against various interpreters of this category (e.g., Grad-CAM [22]).

D. Model-Guided Interpretation

By masking significant areas in any input, a model-guided interpretation model is trained to predict the attribution map in a single forward pass directly. We consider Real-Time Image Saliency (RTS) [6] for this category. RTS generates the attribution map \( m \) for any given class \( c \) and input \( x \) by resolving the following problem:

\[
\begin{align*}
\min_m & : \lambda_1 r_{tv}(m) + \lambda_2 r_{av}(m) \\
& - \log(f_c(\Phi(x;m))) \\
& + \lambda_3 f_c(\Phi(x;1-m))^{-\lambda_4} \\
\text{s.t.} & : 0 \leq m \leq 1
\end{align*}
\]

(16)

Here, the regularizers \( \{\lambda_i\}_{i=1}^4 \) balance the involved factors, the \( r_{av}(m) \) represents the average value of \( m \). The \( r_{tv}(m) \) expresses the variation of \( m \) that enforces mask smoothness, and it is defined simply as: \( r_{tv}(m) = \sum_{i,j} (m_{i,j} - m_{i,j+1})^2 + \sum_{i,j} (m_{i,j} - m_{i+1,j})^2 \). Furthermore, \( \Phi \) is the operator that uses \( m \) as a mask to blend \( x \) with random color noise and Gaussian blur, and it is defined as: \( \Phi(x,m) = x \odot m + r \odot (1-m) \), where \( \odot \) denotes Hadamard product and \( r \) is an alternative image. For applying \( \Phi, r \) can be chosen to be a highly blurred version of the input \( x \). In general, Eq. 16 finds the important parts of \( x \) in terms of which \( f \) predicts \( f(x) \) with high confidence.

During the inference, computing Eq. 16 is expensive. Therefore, RTS trains a DNN to predict the attribution map for any input so that RTS does not have to access the DNN \( f \) after training. This can be achieved by composing a ResNet [2], a pre-trained model as an encoder to extract feature maps of the given inputs and a U-Net [36] as the masking model which is trained to optimize the framework in Eq. 16. For this work, we consider the composition of the encoder and masking model as the interpreter \( g \).

Attacking RTS by employing Eq. 10, Eq. 11 or Eq. 12 directly, has been found to be inefficient for finding the optimal adversarial samples [9]. The main reason for this is that the interpretation model uses both the masking model and the encoder \( (\enc(\cdot)) \). To address this issue, we use an additional loss term \( \ell_{enc}(\enc(x),\enc(y_t)) \) to Eq. 7, Eq. 8 and Eq. 9 to compute the difference between the encoder’s outcome with the adversarial sample input \( \hat{x} \) and the target class \( y_t \). Then, we perform a series of gradient descent updates to choose the best the optimal adversarial sample input \( \hat{x} \).

E. Perturbation-Adversarial Interpretation

This type of interpretation model investigates the interpretation maps by introducing a minimal amount of noise to the input and evaluating the changes in the model’s prediction. We consider MASK [7] to be the class representative.

MASK identifies the attribution map for the given input \( x \) by affecting the maximally informative input regions. Specifically, the model \( f(x) \) generates a vector of scores for distinct hypotheses about the input \( x \) (e.g., as a softmax probability layer in a DNN), then MASK explores the smallest mask \( m \) to make the model performance drop significantly; i.e., \( f_y(\Phi(x;m)) \leq f_y(x) \). We note that the mask \( m \) in this scenario is binary, where \( m[i] = 0 \) or 1 to indicate whether the \( i \)-th feature is replaced with Gaussian noise. The optimal mask can be obtained by solving the following problem:

\[
\begin{align*}
\min_m & : f_y(\Phi(x;m)) + \lambda \|1-m\|_1 \\
\text{s.t.} & : 0 \leq m \leq 1
\end{align*}
\]

(17)

where \( \lambda \) encourages most of the mask to be sparse. By solving the Eq. 17, we find the most informative and necessary regions of the input \( x \) with reference to the model prediction \( f(x) \).

We cannot directly advance the Eq. 7, Eq. 8 and Eq. 9 with the Eq. 10, Eq. 11 and Eq. 12, respectively since the interpretation model \( g \) is built as an optimization method.

A bi-level optimization framework [9] can be used to solve this problem. The loss function is rewritten as follows: \( \ell_{adv}(x,m) \triangleq \ell_{prd}(f(x),y_t) + \lambda \ell_{int}(m,m_t) \) by including benign attribution map \( m_t \) as a new variable. Let \( \ell_{map}(m;x) \) denote the object function of Eq. 17 and \( m_x(x) = \arg\min_m : \ell_{map}(m;x) \) be the attribution map generated by MASK for the input \( x \). Then, we have the following framework:

\[
\begin{align*}
\min_x & : \ell_{adv}(x,m_x(x)) \text{s.t. } m_x(x) = \arg\min_m \ell_{map}(m;x)
\end{align*}
\]

(18)

For every update on the input \( x \), solving the bi-level optimization in Eq. 18 is expensive. As a solution for the issue, an approximate iterative procedure was proposed by [9] to optimize \( x \) and the mask \( m \) by alternating between \( \ell_{adv} \) and \( \ell_{map} \). Briefly, given \( x^{(i-1)} \) at the \( i \)-th iteration,
Does transferability exist for DNN models? 

AdvEdge and AdvEdge\(^+\) are built based on the PGD, C&W and StAdv attack frameworks. We use the values \(\alpha = 1/255\) and \(\varepsilon = 0.031\) from the prior work \([9]\). \(\ell_\infty\) is used to calculate the perturbation proportion. To improve the attack’s efficiency, we use a method that adds noise to the probabilities of the prediction loss \(\ell_{prd}\). As the test set, we use 1,000 images that are selected randomly and classified correctly by the classifier \(f\).

\begin{figure}[h]
  \centering
  \includegraphics[width=\textwidth]{image.png}
  \caption{Examples of benign and adversarial attribution maps generated by Grad, CAM, MASK, and RTS interpreters on the ResNet model. Adversarial attribution maps are based on ADV\(^2\), AdvEdge, and AdvEdge\(^+\) attacks.}
\end{figure}

The study employs two state-of-the-art DNN models ResNet-50 \([2]\) and DenseNet-169 \([38]\), which demonstrate 22.85% and 22.08% top-1 error rates on the ImageNet dataset, respectively. Those DNN models differ in capacity (50 and 169 layers, respectively) and network architecture (residual blocks and dense blocks, respectively). Using those various DNN models assist in computing the efficacy of the proposed attacks.

**Prediction Models.** The study employs various open-source back-propagation-guided interpreters as representative of back-propagation-guided, representation-guided, model-guided, and perturbation-guided interpretation models, respectively. In our experiment, we employed the interpreters’ original open-source implementation.

**Attack Framework.** We implement our attack on the basis of PGD, C&W, and StAdv attack frameworks. We note that our proposed attacks are based on non-targeted attacks, in contrast to the attacks against the interpreters using the proposed approaches (AdvEdge and AdvEdge\(^+\)) and ADV\(^2\) attack, which is assumed a novel attack to produce adversarial samples for target DNNs and their linked interpreters. We use the same hyperparameters \(\text{learning rate, number of iterations, step size, etc.}\) and experimental settings as in ADV\(^2\) \([9]\).

**VI. ATTACK EVALUATION**

For the evaluation, we answer the following questions: 1 Are the AdvEdge and AdvEdge\(^+\) attacks effective against DNN models? 2 Are the AdvEdge and AdvEdge\(^+\) attacks efficient at deceiving interpreters? 3 Does transferability exist in the attacks against the interpreters using the proposed
attacks? Do the AdvEdge and AdvEdge\textsuperscript{+} attacks make it easier to attack IDLses? To answer these questions, we perform several experiments evaluating AdvEdge and AdvEdge\textsuperscript{+}, and comparing the findings to ADV\textsuperscript{2} in [9]. We utilize the original implementation of ADV\textsuperscript{2} presented by the authors.

**Evaluation Metrics.** We used several evaluation metrics to assess the attack success against the used DNN classifiers and interpretation models. To begin, we use the following metrics to evaluate the attacks based on misleading the DNN models:

- **Attack success rate:** We calculate the proportion of successfully-misclassified test inputs to the total number of test samples, which is calculated as: $\frac{\text{#successful trials}}{\text{#total trials}}$.

- **Misclassification confidence:** We check confidence in predicting the targeted category, which is the probability given by the class $y_t$ by a DNN model.

Furthermore, we assess the attacks based on their capability of deceiving the interpretation model. This is accomplished by assessing the interpretation maps of adversarial samples. This task is challenging since there is a lack of standard metrics to evaluate the interpretation maps provided by the interpreters. Therefore, we use the following metrics:

- **Qualitative comparison:** We use this measurement to check whether the results of our approach are perceptually indistinguishable. We compare the interpretations maps of benign and adversarial inputs qualitatively.

- **$L_p$ Measure:** We observe the difference between benign and adversarial attribution maps using the $L_1$ distance. All values of attribution maps are standardized to $[0, 1]$ to obtain the results.

- **IoU Test (Intersection-over-Union):** This is another quantitative metric for determining the similarity of attribution maps. This metric is commonly used to compare the prediction outcome with the ground truth: $\text{IoU}(m) = |O(m) \cap O(m_\text{adv})| / |O(m) \cup O(m_\text{adv})|$, where $m$ is adversarial attribution map and $m_\text{adv}$ is the benign attribution map. This metric is also known as Jaccard index.

The following metric is used to quantify the amount of noise to produce the adversarial inputs:

- **Structural Similarity (SSIM):** The mean structural similarity index [39] between the benign and adversarial sample inputs is used to calculate added the noise. SSIM is a technique to measure the image quality based on its distortion-free reference image:

$$\text{SSIM}(x, \hat{x}) = \frac{(2\mu_x\mu_\hat{x} + c_1)(2\sigma_{x\hat{x}} + c_2)}{(\mu_x^2 + \mu_\hat{x}^2 + c_1)(\sigma_x^2 + \sigma_{\hat{x}}^2 + c_2)},$$

where $\mu_x$ and $\mu_\hat{x}$ are the averages of $x$ and $\hat{x}$, $\sigma_x$ and $\sigma_{\hat{x}}$ are the variances of $x$ and $\hat{x}$, $\sigma_{x\hat{x}}$ is the covariance of $x$ and $\hat{x}$. $c_1$ and $c_2$ are the variables to stabilize the division with weak denominator. To calculate the non-similarity rate (also known as the distance or noise rate), we subtract the SSIM value from one (noise rate = $1 - \text{SSIM}$).

Finally, we also consider the time for the attacks:

- **Average Time:** We calculate the time that is taken to generate adversarial inputs by the attacks.

**A. Attack Effectiveness against DNNs**

In terms of fooling the target DNN models, we first evaluate AdvEdge and AdvEdge\textsuperscript{+} along with comparing the results with the previous work (ADV\textsuperscript{2} [9]). We build existing method upon C&W and StAdv frameworks for comparison purposes. The results are shown in Tables I and II, and presented using attack success rate and misclassification confidence.

Table I summarizes the results of the attack success rate of ADV\textsuperscript{2}, AdvEdge, and AdvEdge\textsuperscript{+} against various DNN models and interpreters based on 1,000 images. As it is shown, the attack success rate for C&W and StAdv is not as high as PGD. The reason for the case is that we applied the same hyperparameter values of PGD attack for the other attacks as fair comparison (step size, number of iterations, learning rate, etc.). In general, AdvEdge and AdvEdge\textsuperscript{+} are as effective as ADV\textsuperscript{2}. Additionally, Table II presents the results of misclassification confidence on 1,000 images in terms of three methods against various DNN and interpretation models. Despite the fact that the main goal is to apply a minimal amount of noise to certain parts of the sample images, the performance on three attack frameworks is quite better than...
Fig. 3: \( L_1 \) distance of attribution maps generated by different interpreters when applying \( \text{ADV}^2 \), AdvEdge, and AdvEdge\(^+\) from those of corresponding benign samples on ResNet-50 and DenseNet-169 using the PGD, C&W, and stAdv frameworks.

Fig. 4: IoU scores of attribution maps generated by \( \text{ADV}^2 \), AdvEdge, and AdvEdge\(^+\) using the four interpreters on ResNet-50 and DenseNet-169. Our attacks achieve higher IoU scores in comparison with \( \text{ADV}^2 \).

\( \text{ADV}^2 \) in terms of Grad (ResNet), CAM (DenseNet) and RTS (DenseNet) in three attack frameworks. In other circumstances, the confidence levels of the DNN models are comparable. The results show that AdvEdge and AdvEdge\(^+\) are effective in deceiving the target DNNs. Restricting perturbations to edges, the proposed methods are as effective as \( \text{ADV}^2 \).

**B. Attack Effectiveness against Interpreters**

We assess the capability of AdvEdge and AdvEdge\(^+\) attacks to create interpretation maps that are comparable to the benign interpretation maps. We begin with a qualitative evaluation to observe the similarity of interpretations produced by adversarial samples (i.e., generated by AdvEdge and AdvEdge\(^+\)) and the corresponding benign samples. By making qualitative comparison of the interpretations of benign and adversarial samples, AdvEdge and AdvEdge\(^+\) generated interpretations that are visually indistinguishable from their corresponding benign sample inputs. When compared to \( \text{ADV}^2 \), both proposed approaches produced interpretation maps that are similar to the benign inputs. Figure 2 shows some examples of observed attribution maps obtained using Grad, CAM, RTS, and MASK. The examples show the adversarial interpretations and the corresponding benign. As shown in the figure, the adversarial and benign attribution maps are highly similar.

In addition to qualitative analysis, we employ \( L_p \) to quantify the similarity of generated interpretation maps. Figure 3 summarizes the results of \( L_1 \) measurement. As displayed in the figure, when compared to \( \text{ADV}^2 \), AdvEdge and AdvEdge\(^+\) produce adversarial sample inputs with interpretation maps that are similar to those obtained for the benign samples. The results are consistent among interpretation models with all DNNs. We observe that the efficiency of our attack (against
TABLE III: Average time (in seconds) to generate a single adversarial input by ADV\(^2\), AdvEdge and AdvEdge\(^+\) across different interpreters on ResNet-50 and DenseNet-169. Best results are given in bold.

|            | Grad   | CAM    | RTS    | PGD    | C&W    | StAdv  |
|------------|--------|--------|--------|--------|--------|--------|
| ResNet     |        |        |        |        |        |        |
| Adv\(^2\)  | 13.17  | 8.24   | 79.96  | 188.95 | 139.27 | 12.29  |
| AdvEdge    | 15.37  | 10.23  | 201.81 | 159.56 | 12.23  |        |
| AdvEdge\(^+\) | 15.83  | 10.72  | 207.78 | 194.56 | 12.56  |        |
| ResNet-50  |        |        |        |        |        |        |
| Adv\(^2\)  | 14.66  | 8.95   | 8.95   | 14.66  | 8.95   |        |
| AdvEdge    | 15.41  | 10.97  | 207.78 | 194.56 | 12.56  |        |
| AdvEdge\(^+\) | 15.72  | 11.01  | 207.78 | 194.56 | 12.56  |        |
| DenseNet   |        |        |        |        |        |        |
| Adv\(^2\)  | 14.08  | 8.82   | 8.82   | 14.08  | 8.82   |        |
| AdvEdge    | 15.61  | 10.97  | 207.78 | 194.56 | 12.56  |        |
| AdvEdge\(^+\) | 15.72  | 11.01  | 207.78 | 194.56 | 12.56  |        |

The IoU score is another quantitative metric for comparing the similarity of interpretation maps. We binarized the values of interpretation maps to compute the IoU as they are originally real values. Figure 4 displays the IoU scores of attribution maps generated by ADV\(^2\), AdvEdge, and AdvEdge\(^+\) adopting PGD, C&W, and StAdv with regard to four interpreter models on ResNet and DenseNet. As shown in the figure, AdvEdge and AdvEdge\(^+\) performed better than ADV\(^2\). We observe that AdvEdge and AdvEdge\(^+\) achieved significantly better results in terms of the interpreters Grad, CAM, and MASK. AdvEdge and AdvEdge\(^+\) are effective in deceiving different interpreters. Based upon the qualitative and quantitative measures, the attribution maps of adversarial and benign samples are almost indistinguishable.

C. Adversarial Perturbation Rate

The SSIM metric helps assess the pixel-level perturbation applied by AdvEdge and AdvEdge\(^+\) to generate the adversarial samples. We measure the noise amount from images’ areas that are not identical to the original images using SSIM. Figure 5 presents the perturbation amount generated by different attacks (i.e., ADV\(^2\), AdvEdge, and AdvEdge\(^+\)) to succeed under different frameworks. As shown, AdvEdge and AdvEdge\(^+\) required significantly lower noise than ADV\(^2\) in terms of PGD and C&W. The results become more obvious when using the MASK interpreter (PGD attack). AdvEdge\(^+\) generates the least amount of noise to fool the target DNN model and the MASK interpreter. In terms of StAdv, limiting the perturbation for only edges of specific regions caused the attack to use more noise to have a successful attack as compared with ADV\(^2\). This can be more noticeable, when MASK interpreter is used. Generally, AdvEdge and AdvEdge\(^+\) achieve high success rate with less perturbation.

D. Average Time

To compare the attacks in terms of time, we calculated the time to generate adversarial inputs. As shown in Table III, CAM and RTS interpreters took less amount of time for the generation process in comparison of Grad and MASK in general. Among the four interpreters, MASK is the interpreter that takes considerable time to achieve successful attack rate. In terms of attack frameworks adopted (PGD, StAdv, and C&W), C&W based on CAM and MASK is faster while PGD based on Grad generates adversarial in shorter time period. In accordance with the attack types, there is not any significant time difference among ADV\(^2\), AdvEdge and AdvEdge\(^+\). In several cases, our attacks took less time to search in adversarial space (Grad). This can clearly be observed in the time taken by AdvEdge and AdvEdge\(^+\) using StAdv on MASK interpreter and ResNet classifier. To conclude, AdvEdge and AdvEdge\(^+\) provide comparable time to craft adversarial inputs.

E. Attack Transferability

One interesting property of adversarial inputs is their transferability. Specifically, one adversarial input effective against a DNN can be effective against other DNNs [17], [18], [28]. In this part, we evaluate the transferability in our attacks against interpreters. Specifically, for a given interpreter \(g\), a set of adversarial inputs generated against \(g\) is selected randomly to compute their attribution maps using the other interpreters \(g'\). Figure 6 illustrates the attribution maps of adversarial inputs on \(g\) and \(g'\) on the basis of PGD attack.
provide the example for PGD attack, as it adds a considerable amount of noise to the inputs for high attack success, which is highly likely for attribution maps to deviate from their original attribution maps (see Figure 5). Furthermore, we compare the attribution maps of adversarial inputs against their corresponding original attribution maps. As shown in Figure 6, interpretation transferability is valid for the attacks, and it is more obvious in AdvEdge and AdvEdge+ than in ADV2.

Additionally, we continue our observation quantitatively. Table IV shows the $\ell_1$ distance between attribution maps of adversarial (ADV2, AdvEdge and AdvEdge+) and benign samples across different interpreters. Observe that our methods generate better-quality interpretation maps on different interpretation models $g$ as compared to the samples produced by ADV2. Overall, AdvEdge and AdvEdge+ maintain high transferability across interpreters for most of classes.

Limitations. We note that some adversarial inputs crafted on a specific interpreter $g$ may not be transferable to another interpreter $g'$ as different interpreters utilize different properties of DNNs to generate attribution maps. Figure 7 displays some cases where using interpretations from one interpreter to another produces attribution maps that are not entirely similar to benign cases. However, the attribution maps of adversarial inputs from different interpretation models are still focused on the object in the image. Figure 7 shows some of these cases across different attacks (ADV2, AdvEdge and AdvEdge+). In summary, AdvEdge and AdvEdge+ may not generate transferable adversarial input in some cases. However, the interpretation focus (highlighted area) is still in the object. Thus, the attribution map can be valid if the user does not have knowledge about the benign interpretation.

VII. DISCUSSION

As displayed in Figure 3, there are several cases that the attacks lack searching proper perturbation to mislead the target DNN and their coupled interpreters. We provide some examples that are considered as outliers for different attack frameworks on both ResNet and DenseNet in Figure 8. It is observed that as the interpretation (heatmap) is scattered across the whole image region (cases in MASK, Grad, and RTS), the attacks ADV2, AdvEdge and AdvEdge+ cannot find the best adversarial space to meet the requirements of classifiers and interpreters. Additionally, samples that are located near decision boundaries are likely to jump into another class space. Adding small amount of perturbation causes the focus to be changed totally into another object in the image, attribution maps of which are totally different from the benign ones and it can be seen as the example of CAM interpreter. AdvEdge and AdvEdge+ may lack in finding the proper adversarial space.
TABLE IV: $L_1$ distance of transferability among attribution maps of adversarial (ADV, AdvEdge, and AdvEdge+) across interpreters on ResNet-50 and DenseNet-169 (row/column as source/target interpreters). Best results are given in bold.

|        | Grad | CAM | MASK | RTS |
|--------|------|-----|------|-----|
| **PGD** |      |     |      |     |
| Resnet | 0.081 | 0.246 | 0.578 | 0.092 |
| CAM    | 0.093 | 0.063 | 0.523 | 0.097 |
| MASK   | 0.117 | 0.086 | 0.545 | 0.094 |
| RTS    | 0.097 | 0.281 | 0.626 | 0.098 |
| **C&W** |      |     |      |     |
| Resnet | 0.102 | 0.219 | 0.606 | 0.086 |
| CAM    | 0.117 | 0.222 | 0.575 | 0.099 |
| MASK   | 0.118 | 0.220 | 0.546 | 0.088 |
| RTS    | 0.104 | 0.251 | 0.557 | 0.110 |
| **StAdv** |      |     |      |     |
| Resnet | 0.091 | 0.328 | 0.537 | 0.035 |
| CAM    | 0.092 | 0.307 | 0.570 | 0.040 |
| MASK   | 0.091 | 0.301 | 0.613 | 0.097 |
| RTS    | 0.095 | 0.310 | 0.613 | 0.097 |

Fig. 8: Outliers of adversarial inputs with interpretations similar to benign. Grad and MASK are based on StAdv and PGD, respectively (DenseNet-169). CAM and RTS interpreters are based on StAdv and C&W, respectively (Resnet-50).

in cases when the sample is near the decision boundary or the interpretation is spread over the image region.

VIII. POTENTIAL COUNTERMEASURES

In this section, we discuss the potential countermeasure against our proposed attack. Based on the results provided in the above sections, the adversarial interpretations of AdvEdge and AdvEdge+ share a high similarity with benign attribution maps. It is also mentioned that different interpretations utilize different behavioral aspects of DNN models. Using ensemble interpretation techniques can be encouraging to defend against interpretation-based attacks. However, aggregating an interpretation via the ensemble technique is quite challenging as the interpretations of different interpreters are contrasting. Additionally, the proposed attack can be adaptive by optimizing the interpretation loss with respect to all the interpreters; nevertheless, it is computationally expensive to generate an adversarial sample considering all the interpreters. Taking those into consideration, we recommend some countermeasures against the attack.

Adversarial Detector. We suggest a multiple-interpreter-based detector that utilizes multiple interpretations of a single input to check whether the given input is adversarial or benign. Detectors can be efficacious at detecting adversarial samples via the usage of multiple interpreters to some extent. For our experiment, we generated adversarial samples based on one interpreter and produce attribution maps of those samples via two interpreters including the target interpreter. For example, adversarial samples are generated based on Grad interpreter and attributions maps of those samples are extracted from both Grad and CAM interpreters. We repeated the same process by targeting CAM and applying Grad as a secondary interpreter. The generated attribution maps are based on single-channel, therefore, we stacked single-channel attribution maps of two interpreters to convert into benign and adversarial two-channel data correspondingly. 2,000 benign and 2,000 adversarial samples are produced for each experiment. As the dataset size is small, we adopted pre-trained DNN model VGG-16 [40] to extract feature vectors from convolutional layers and we adopted ML model Gradient boosting classifier as a final layer instead of a fully-connected layer. The main reason for the approach is that the benign and adversarial attribution maps share high similarity and it is a complex process enough to classify the samples. Gradient boosting classifier is a group of machine learning algorithms that combines several weak learning models to form a strong predictive model.

As mentioned earlier, each attribution map is a one-channel image. As a result, we replaced the input and the output layer
TABLE V: The results of the two-interpretation-based detector. The upper part relates to 2-channel samples and the lower part shows the results of 3-channel samples.

| 2-channel samples | Grad | CAM | MASK | RTS |
|-------------------|------|-----|------|-----|
| Grad              | -    | -   | -    | -   |
| CAM               | 0.896| -   | -    | -   |
| MASK              | 0.869| 0.866| -   | -   |
| RTS               | 0.762| 0.716| 0.701| -   |

| 3-channel samples | Grad | CAM | MASK | RTS |
|-------------------|------|-----|------|-----|
| Grad              | -    | -   | -    | -   |
| CAM               | 0.890| -   | -    | -   |
| MASK              | 0.911| 0.894| -   | -   |
| RTS               | 0.744| 0.772| 0.714| -   |

TABLE VI: Results of the three-interpretation-based detector.

| Combinations of interpreters | Accuracy |
|------------------------------|----------|
| Grad, CAM, MASK              | 0.975    |
| Grad, CAM, RTS               | 0.861    |
| Grad, MASK, RTS              | 0.838    |
| CAM, MASK, RTS               | 0.848    |

of VGG-16 and trained only those layers to adjust the weights of the model and to generate 2-channel samples. For the second case, we stacked the multiplication of attribution maps collected from two interpreters as the third channel. In Table V, the results of both cases are provided. As shown Table V, the detector could be used to improve the adversarial detection process by generating enough samples. We also created an experiment by adopting three different interpreters and stacked the attribution maps of those interpretation models into a 3-channel sample. Table VI shows results of the detector that is based on the combination of three interpreters.

**Interpretation-based Robust Training.** The defense technique is based on the method in [41]. The technique considers a generic form of $L_1$ 2-class interpretation difference:

$$\mathbb{D}_{L_1}(x, \hat{x}) = \frac{1}{2}(\|g_y(x, f) - g_y(\hat{x}, f)\|_1 + \|g_y(x, f) - g_y(\hat{x}, f)\|_1)$$  \hspace{1cm} (20)

In Eq. 20 creates a perturbation-independent lower bound for any adversarial attack that makes hard to fool a classifier and evade the interpretation discrepancy. Training a classifier against the worst-case interpretation difference is recommended by the min-max optimization problem:

$$\min_{\theta} \mathbb{E}_x [f_{\text{train}}(\theta; x, y) + \gamma \mathbb{D}_{\text{worst}}(x, \hat{x})]$$  \hspace{1cm} (21)

where $f_{\text{train}}$ is the training loss (i.e., cross-entropy loss), $\mathbb{D}_{\text{worst}}$ denotes a measurement of the highest interpretation difference between benign and adversarial samples $x$ and $\hat{x}$, and $\gamma$ balances the accuracy and model interpretability. For the experiment, we adopted PGD attack framework to generate adversarial samples. The results of the robust training are provided in Table VII. In the table, the results are produced by the Wide-ResNet [42] model with coupled CAM interpreter on CIFAR-10 [43] dataset. Interpretability results are calculated by applying Kendall’s Tau order rank correlation between the original and adversarial interpretation maps. As shown in the Table VII, the adversarial-trained model provided high classification and interpretation robustness as compared with the normal-trained model.

TABLE VII: The results of interpretation-based robust training with different perturbation size $\epsilon$. NT stands for Normal Training and AT denotes Adversarial Training. Testing accuracy is based on the robustness of the classifier (upper part) and lower part provides the results of similarity of attribution maps.

| $\epsilon$ | 0 | 2/255 | 4/255 | 6/255 | 8/255 | 9/255 | 10/255 |
|------------|---|-------|-------|-------|-------|-------|--------|
| NT         | 0.785 | 0.190 | 0.090 | 0.080 | 0.085 | 0.085 | 0.080 |
| AT         | 0.685 | 0.565 | 0.465 | 0.335 | 0.280 | 0.265 | 0.220 |

IX. CONCLUSION

This paper proposes two attack methods (AdvEdge and AdvEdge$^+$) to improve the adversarial attacks on interpretable deep learning systems (IDLSes). Those methods use edge information of image inputs to optimize the ADV$^2$ attack, which provides adversarial samples to mislead the target DNN models and their coupled interpretation models at the same time. Through empirical examination of a large dataset on two distinct DNN architectures by adopting three different attack frameworks (PGD, StAdv, and C&W), we showed the validity and efficacy of AdvEdge and AdvEdge$^+$ attacks. We presented our findings in comparison to four distinct types of interpreters (i.e., Grad, CAM, MASK, and RTS). The results indicated that AdvEdge and AdvEdge$^+$ effectively produce adversarial samples that are capable of misleading DNN models and their interpreters. We also showed that the transferability of attribution maps generated by our attack methods provides significantly better results than existing methods. The results confirmed that the interpretability of IDLSes provides a limited sense of security in the decision-making process.
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