Abstract. The present paper is devoted to analyzing the lack of compactness of bounded sequences in inhomogeneous Sobolev spaces, where bounded sequences might fail to be compact due to an isometric group action, that is, translation. It will be proved that every bounded sequence \((u_n)\) has (possibly infinitely many) profiles, and then the sequence is asymptotically decomposed into a sum of translated profiles and a double-suffix residual term, where the residual term becomes arbitrarily small in appropriate Lebesgue or Sobolev spaces of lower order. To this end, functional analytic frameworks are established in an abstract way by making use of a group action \(G\), in order to characterize profiles by \((u_n)\) with \(G\). One also finds that a decomposition of the Sobolev norm into profiles is bounded by the supremum of the norm of \(u_n\). Moreover, the profile decomposition leads to results of decomposition of integral functionals of subcritical order. It is noteworthy that the space where the decomposition of integral functionals holds is the same as that where the residual term is vanishing.
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1. Introduction

1.1. Reviews of known results

**Prologue.** Profile decomposition is a method of asymptotic analysis especially of sequences in function spaces such as Lebesgue spaces, Sobolev spaces, Besov spaces, Triebel-Lizorkin spaces and so on, where bounded sequences may have defect of compactness, i.e., bounded sequences do not necessarily have strongly convergent subsequences. In this paper, we revisit profile decomposition in specific Banach spaces, i.e., Hilbert spaces and inhomogeneous Sobolev spaces.

Compactness plays a crucial role, e.g., in studying convergence of approximate solutions to PDEs and convergence of minimizing sequences for energy functionals in variational problems. Hence the defect of compactness of functional sequences is a critical problem of great importance. Profile decomposition is a generic method of analyzing such sequences, revealing what prevents sequences from converging strongly.

Before recalling what profile decomposition is, let us briefly review classical ideas of analysis of non-compact sequences. H. Brezis and E. Lieb [7] showed that, for a bounded sequence \((u_n)\) in \(L^p(\mathbb{R}^N)\) \((1 \leq p < \infty)\) with its pointwise limit \(u_0 \in L^p(\mathbb{R}^N)\), \(\|u_n\|_{L^p(\mathbb{R}^N)}\) is asymptotically decomposed into two pieces of \(\|u_0\|_{L^p(\mathbb{R}^N)}\) and \(\|u_n - u_0\|_{L^p(\mathbb{R}^N)}\), where the defect of compactness is described as \(u_n - u_0\). This is called the Brezis-Lieb lemma and is interpreted as a refinement of the Fatou lemma, since it picks up a missing term \(u_n - u_0\) to obtain the equality \(\|u_n\|_{L^p(\mathbb{R}^N)} = \|u_0\|_{L^p(\mathbb{R}^N)} + \|u_n - u_0\|_{L^p(\mathbb{R}^N)} + o(1)\), instead of the inequality in the Fatou lemma. P.L. Lions in [24, 25, 26, 27] studied the lack of compactness in Sobolev spaces caused by scaling invariance properties of translations and dilations. His famous and celebrated ideas in [24, 25], named the concentration-compactness principle, classifies every sequence of probability measures into three disjoint situations: the sequence is vanishing (vanishing); the sequence is tight (compactness); masses of measures are asymptotically splitting into at least two pieces (dichotomy). The second concentration-compactness principle in [26, 27] provides more precise information provided that the sequence is in \(\dot{H}^1(\mathbb{R}^N)\). Lions’ theory has many applications to a variety of studies of mathematical analysis, e.g., PDEs, Functional Analysis and Calculus of Variations. One fundamental and significant applications of those works to variational problems is a minimization problem subordinated to Sobolev embeddings

\[ H^1(\mathbb{R}^N) \hookrightarrow L^p(\mathbb{R}^N) \quad (p \in ]2, 2^*[, \]

\[ H^1(\mathbb{R}^N) \hookrightarrow L^{2^*}(\mathbb{R}^N), \]

where \(N \geq 3\) (for simplicity). Note that the embeddings above are not compact. Consider the minimization problem: for \(2 < p < 2^*\),

\[ S_p := \inf \left\{ \int_{\mathbb{R}^N} |\nabla u(x)|^2 + |u(x)|^2 \, dx ; \ u \in H^1(\mathbb{R}^N), \ \int_{\mathbb{R}^N} |u(x)|^p \, dx = 1 \right\}, \]
and take a minimizing sequence \((u_n)\). Roughly speaking, the concentration-compactness argument proceeds as follows: firstly, find vectors \(y_n \in \mathbb{R}^N\) such that the pulled back sequence \((u_n(\cdot + y_n))\) has a weakly and pointwise convergent subsequence (still denoted by the same numbering), say \(u_0(\cdot + y_n) \rightharpoonup u_0\) (the existence of such vectors is guaranteed since the minimizing sequence is not “vanishing”); secondly, the pulled back sequence \((u_n(\cdot + y_n))\) is also a minimizing sequence to \(S_p\) \((2 < p < 2^*)\); finally, the Brezis-Lieb lemma and the concavity of \(\mathbb{R} \ni t \mapsto t^{2/p} \in \mathbb{R}\) indicate that “dichotomy” does not occur and hence, \(u_n(\cdot + y_n)\) strongly converges to \(u_0\) in \(H^1(\mathbb{R}^N)\). The above observation suggests that \(u_n\) asymptotically behaves like \(u_0(\cdot - y_n)\). In our context, \(u_0\) is called a profile or a bubble, and translations by vectors \((y_n)\) are called dislocations, and finally \(u_0(\cdot - y_n)\) is called a dislocated profile. In general, dislocations consist of several group actions such as translations and dilations which are often isometric actions onto corresponding function spaces. The argument based on the concentration-compactness principle is interpreted as follows. One seeks for a dislocated profile whose energy is a large portion of that of \(u_n\). The existence of such a large profile is ensured if vanishing does not occur. Such a possibility of dislocations is one of the main reasons of the lack of compactness of \((u_n)\), so the concentration-compactness theory is a precious method of asymptotic analysis of sequences with the lack of compactness. In the case of the minimization problem

\[
S_{2^*} := \inf \left\{ \int_{\mathbb{R}^N} |\nabla u(x)|^2 \, dx; \ u \in \dot{H}^1(\mathbb{R}^N), \ \int_{\mathbb{R}^N} |u(x)|^{2^*} \, dx = 1 \right\},
\]

a similar argument is carried out to find a large bubble, and the concentration-compactness principle in [26, 27] provides an alternative estimate of \(L^{2^*}\)-norm, instead of the Brezis-Lieb lemma. A more detailed principle of concentration-compactness subordinated to the critical embedding \(\dot{H}^1(\mathbb{R}^N) \hookrightarrow L^{2^*}(\mathbb{R}^N)\) is described in, e.g., M. Willem [39, Lemma 1.40]. Roughly speaking, the defect of compactness of a bounded sequence in \(\dot{H}^1(\mathbb{R}^N)\) is analyzed by taking into account the following three ingredients: the weak limit; the energies of profiles translated to the space infinity; the energies of concentrated profiles. Then the energy or mass of the given bounded sequence is asymptotically decomposed into the above three parts of energies. As is seen in the above reviews, Lions’ ideas focus on energies or masses of bubbles instead of focusing on bubbles themselves. Thus the classical principles of concentration-compactness can be regarded as a method of mass decomposition or decomposition in measure in contrast to profile decomposition.

In 1984, M. Struwe [35] constructed a way of analyzing the defect of compactness especially of Palais-Smale sequences subordinated to specific variational situations with no compactness conditions, and found that any bounded Palais-Smale sequence is asymptotically decomposed into a finite sum of dislocated profiles which are all weak solutions to suitable elliptic PDEs. Struwe method was a kickoff of profile decomposition in contrast to mass decomposition, and his work is well known as the global compactness results. Several years later, Brezis and J.M. Coron [6] and A. Bahri and Coron [4] established the global compactness results and they also revealed the so-called “mutual orthogonality condition” or “almost orthogonality condition”.

**Profile decomposition.** From 90’s, profile decomposition has been studied in more general situations not only in the variational situations: namely, “for any” bounded sequences in function spaces. There have been many researches on profile decomposition, but we here pick up some of them and classify into two types in terms of residual terms: (i) profile decomposition with a single suffix residual term; (ii) profile decomposition with a double suffix residual term.
**Single-suffix profile decomposition.** S. Solimini [33] studied the profile decomposition in the homogeneous Sobolev space $\dot{W}^{1,p}(\mathbb{R}^N)$ ($1 < p < N$) and it is described as follows: for any bounded sequence $(u_n)$ in $\dot{W}^{1,p}(\mathbb{R}^N)$, there exist a family of functions $(\phi^j)$ in $\dot{W}^{1,p}(\mathbb{R}^N)$, a family of real numbers $(j_{l,n})$ and a family of vectors $(y_{l,n})$ in $\mathbb{R}^N$ such that, on a renumbered subsequence,

\begin{equation}
2^{-j_{l,n}} u_n \to \phi^j \text{ weakly in } \dot{W}^{1,p}(\mathbb{R}^N)
\end{equation}

(1.2)

\[ u_n = \sum_{l=1}^{\infty} 2^{j_{l,n} p/N} \phi^j \left( 2^{j_{l,n}} \cdot - y_{l,n} \right) + r_n, \]

with

\[ \lim_{n \to \infty} \| r_n \|_{L^{p^*}(\mathbb{R}^N)} = 0, \quad p > p^*, \]

where $p^* = pN/(N-p)$ and $L^{p^*}(\mathbb{R}^N)$ denotes the Lorentz space. Moreover, (i) the asymptotic mutual orthogonality condition holds in the sense that for $k \neq l$,

\[ |j_{l,n} - j_{k,n}| + 2^{j_{k,n}} |y_{l,n} - y_{k,n}| \to \infty \quad \text{as } n \to \infty, \]

and (ii) the decomposition of the Sobolev-energy (the so-to-speak energy estimate) is also gained:

\begin{equation}
\lim_{n \to \infty} \sup \| u_n \|^p_{\dot{W}^{1,p}(\mathbb{R}^N)} \geq \sum_{l=1}^{\infty} \| \phi^l \|^p_{\dot{W}^{1,p}(\mathbb{R}^N)}.
\end{equation}

(1.3)

Those energy estimates will be well used in applications to PDEs or Calculus of Variations. For bounded Palais-Smale sequences to some semilinear elliptic functionals as used in Struwe’s paper [35], each (nontrivial) critical point (that is expected to be a solution to the corresponding elliptic equations) has a priori least energy bounds, and hence, the above energy estimates implies that the number of nontrivial profiles must be finite. From this and the fact that each profile is a weak limit of suitably dislocated $u_n$, Struwe’s results are re-established by means of the profile decomposition theory.

Solimini’s theory has been extended to more general and various settings, i.e., abstract Hilbert spaces, Banach spaces (including fractional Sobolev spaces, Besov spaces and Triebel-Lizorkin spaces), metric spaces and Sobolev spaces on Riemannian manifolds mainly by Solimini and C. Tintarev (see also [1, 9, 10, 30, 31, 32, 34, 37, 38] and references therein).

**Double-suffix profile decomposition.** On the other hand, P. Gérard [12] provided the profile decomposition in the homogeneous Sobolev space $\dot{H}^{s,2}(\mathbb{R}^N)$ ($s > 0$) and S. Jaffard [18] extended it to the homogeneous Sobolev space $\dot{H}^{s,p}(\mathbb{R}^N)$ ($s > 0$, $1 < p < \infty$) by the use of wavelet basis. Here, a brief review of Jaffard’s results reads as follows: for any bounded sequence $(u_n)$ in $\dot{H}^{s,p}(\mathbb{R}^N)$, there exist a family of functions $(\phi^j)$ in $\dot{H}^{s,p}(\mathbb{R}^N)$, a family of real numbers $(j_{l,n})$ and a family of vectors $(y_{l,n})$ in $\mathbb{R}^N$ such that, on a renumbered subsequence,

\[ u_n = \sum_{l=1}^{L} 2^{j_{l,n} N - sp} \phi^j \left( 2^{j_{l,n}} \cdot - y_{l,n} \right) + r^L_n, \]

with

\[ \lim_{L \to \infty} \lim_{n \to \infty} \| r^L_n \|_{L^q(\mathbb{R}^N)} = 0, \]

where $q$ satisfies $s = N/p - N/q$. Moreover, (i) the asymptotic mutual orthogonality condition holds in the sense that for $k \neq l$,

\[ |j_{l,n} - j_{k,n}| + 2^{j_{k,n}} |y_{l,n} - y_{k,n}| \to \infty \quad \text{as } n \to \infty, \]
and (ii) a decomposition in the Sobolev-energy is also gained:

\[
\limsup_{n \to \infty} \|u_n\|_{H^{1,p}(\mathbb{R}^N)}^p \geq \sum_{l=0}^{\infty} \|\phi_l\|_{H^{1,p}(\mathbb{R}^N)}^p.
\]

(1.4)

The theories of Gérard and Jaffard are extended by H. Bahouri, A. Cohen and G. Koch [2] to more general function spaces such as Besov spaces and Triebel-Lizorkin spaces by the use of wavelet basis.

The above decomposition theorem of Jaffard’s type is proved based on wavelet basis, so this proposition does not tell us relations between \(u_n\) and each profile \(\phi_l\), while the Solimini-Tintarev-type decomposition states that each profile is given as the weak limit of reversely dislocated \(u_n\). So the Solimini-Tintarev-type results seem to be extensions of Lions’ ideas.

Relations between two-types of profile decomposition. Devillanova-Solimini [9] clearly exhibited the relations between the above two-types of profile decomposition. The double-suffix profile decomposition can be regarded as a weaker form of the single-suffix one, but, as Devillanova-Solimini also states, dislocations \((y_{l,n}, j_{l,n})\) in profile decomposition are not the same choice between the above two profile decompositions. In order to reach the infinite bulk of profiles as in the first one, one should perform the so-called routing procedure with subtle arguments as is discussed in [9, Section 5]. Due to this routing procedure together with reselections of dislocations, Devillanova-Solimini suggested that double-suffix profile decompositions are converted to single-suffix ones.

On the other hand, let us consider an inverse problem: given countably many profiles and dislocations, can we find a bounded sequence \((u_n)\) whose profile elements coincide with the given ones? It is natural to consider \((u_n)\) defined by a single-suffix or double-suffix profile decomposition, but the single-suffix one solves the inverse problem as long as the dislocations are “routed” as is observed in [9]. However, the double-suffix one is always well-posed and the inverse problem is always solved by the double-suffix one.

Hybrid-type profile decomposition. Regarding such subtle arguments on routing-procedure, N. Ikoma and M. Ishiwata discussed, in their personal notes [14, 17] (in Japanese), a weaker formulation of Solimini-Tintarev-type profile decomposition theorems without the routing-procedure, and they obtained a double-suffix profile decomposition theorem in Hilbert spaces based on the weak-topological arguments established by Solimini, Tintarev et al. This is a so-to-speak hybrid-type profile decomposition of Solimini-Tintarev-type one and Gérard-Jaffard-type one. Meanwhile, T. Tao [36, Theorem 4.5.3] (in 2010 according to his blog) constructed a profile decomposition theorem in Hilbert spaces, which is quite similar to those of Ikoma and Ishiwata. Such a profile decomposition theorem in general Hilbert spaces will be exhibited in Theorem 2.9 in Subsection 2.3 with its complete proof by the author for the sake of the reader’s convenience.

We shall exhibit here what the hybrid-type profile decomposition is like by applying Theorem 2.9 to the case of the homogeneous Sobolev space \(\dot{H}^1(\mathbb{R}^N)\), so that one sees the meaning of “hybrid” clearly.

**Corollary 1.1** (cf. Theorem 2.9). Let \((u_n)\) be a bounded sequence in \(\dot{H}^1(\mathbb{R}^N)\). Then there exist a subsequence \((N(n)) \subset \mathbb{Z}_{\geq 0} (n \in \mathbb{Z}_{\geq 0})\), \(w^l \in \dot{H}^1(\mathbb{R}^N) (l \in \mathbb{Z}_{\geq 0})\), \(y_{l,N(n)} \in \mathbb{R}^N (0 \leq l \leq n)\) and \(j_{l,N(n)} \in \mathbb{Z} (0 \leq l \leq n)\) such that the following hold.

(i) \(y_{0,N(n)} = 0, j_{0,N(n)} = 0\) \((n \geq 0)\).
(ii) \(|\hat{v}_l,N(n) - \hat{v}_k,N(n)| + 2^{l,N(n)}|\hat{v}_l,N(n) - \hat{v}_k,N(n)| \to \infty \) as \(n \to \infty\) whenever \(l \neq k\).

(iii) \(2^{-j_k,N(n)} N^{-\frac{2}{N}} u_N(n)(2^{-j_k,N(n)} \cdot + y_l,N(n)) \to w^j\) weakly in \(\dot{H}^1(R^n)\).

(iv) Set the L-th residual term by

\[r_{N,N}^L := u_N(n) - \sum_{l=0}^{L} 2^{j_l,N(n)} N^{-\frac{2}{N}} w^{j_l}(2^{j_l,N(n)} \cdot - y_l,N(n)), \quad n \geq L \geq 0,
\]

and then, it holds that

\[2^{-j_k,N(n)} N^{-\frac{2}{N}} r_{N,N}^L(2^{-j_k,N(n)} \cdot + y_k,N(n)) \to \begin{cases} 0 & \text{if } k = 0, \ldots, L, \\ w^k & \text{if } k \geq L + 1,
\end{cases}\]

weakly in \(\dot{H}^1(R^n)\) as \(n \to \infty\).

Furthermore, it holds that

\[\lim_{L \to \infty} \sup_{\phi \in U} \lim_{n \to \infty} \sup_{p \in \mathbb{R}^N, j \in \mathbb{Z}} \|\phi, 2^{-j_k,N(n)} N^{-\frac{2}{N}} r_{N,N}^L(2^{-j} \cdot + y)\|_{\dot{H}^1(R^n)} = 0,
\]

where \(U := B_{\dot{H}^1(R^n)}(1)\), which is the unit ball of \(\dot{H}^1(R^n)\), that

\[\lim_{n \to \infty} \|u_{N(n)}\|_{\dot{H}^1(R^n)}^2 = \sum_{l=0}^{\infty} \|w^j\|_{\dot{H}^1(R^n)}^2 + \lim_{L \to \infty} \lim_{n \to \infty} \|r_{N,N}^L\|_{\dot{H}^1(R^n)},
\]

and that

\[\lim_{L \to \infty} \lim_{n \to \infty} \|r_{N,N}^L\|_{L^{2^*}(R^n)} = 0.
\]

There have been some attempts to construct profile decomposition theorems for Borel measures (see, e.g., [28, 36], and Maris obtained a theorem of profile decomposition for the Sobolev space \(W^{1,p}(R^n)\) as a corollary of profile decomposition for Borel measures. However, we shall improve his results for Sobolev spaces in terms of the decomposition of the Sobolev norms. Meanwhile, note that our results below and Maris’ one coincide with each other when \(p = 2\).

According to Tao [36], double-suffix profile decomposition theorems are “slightly more convenient” for applications to dispersive and wave equations. Tao refers to [23] for such applications. However, the hybrid-type profile decomposition theorems, expanded in the present paper and [29], will be more convenient in applications owing to the fact that each profile is obtained as a weak limit of suitably dislocated \(u_n\). There are many attempts to apply double-suffix profile decomposition theorems to PDEs, and for details, we refer the reader to the following literature and references therein: [13] for nonlinear elliptic equations; [15, 16] for nonlinear parabolic equations (see also [8]); [3] for nonlinear wave equations; [20, 21, 22] for nonlinear Schrödinger equations; [11, 19] for Navier-Stokes equations. Applications of Solimini-Tintarev-type profile decomposition theorems to PDEs and Calculus of Variations are shown in, e.g., [2, 30, 37, 38] and references therein.

1.2. Aim of the paper

Our aim in the present paper is to extend the double-suffix profile decomposition theorem in general Hilbert spaces (Theorem 2.9 in Subsection 2.3) to non-Hilbertian Sobolev spaces of inhomogeneous type, and it will also clarify the relations between a bounded sequence and its profiles via the weak convergence and an isometric group action. Those relations do not appear
in the results of Gérard and Jaffard. Moreover, our results will be proved in a straightforward and simple manner without relying on the wavelet basis, so that those theorems might be readily extended to other function spaces with isometric group actions. Such theorems may be well applied to PDEs and Calculus of Variations. To this end, we shall firstly establish an abstract theory of profile decomposition with a double suffix residual term in general Banach spaces without giving detailed quantitative information such as (1.5)–(1.7) in Corollary 1.1. As a corollary, the profile decomposition theorem with a double suffix residual term in general Hilbert spaces will be obtained. This abstract step also seems to be of independent interest as well. By the use of these abstract settings and from direct calculations of energies, we reach a profile decomposition theorem in Sobolev spaces. It is noteworthy that our energy estimates in the Sobolev norm is slightly sharper than those in other authors’ papers, except for the Hilbertian case, i.e., $p = 2$.

Furthermore, we shall derive important results of decomposition of integral functionals, also regarded as the iterated Brezis-Lieb lemma, subordinated to the profile decomposition in Sobolev spaces. From the viewpoints of profile decomposition, the classical Brezis-Lieb lemma roughly focuses on just two parts of $(u_n)$: the weak limit $u_0$ and all the other profiles $u_n - u_0$. On the contrary, our results of decomposition of integral functionals (the iterated Brezis-Lieb lemma) typically implies the decomposition of $\lim_{n \to \infty} \|u_n\|_{L^q(\mathbb{R}^N)}^p$ into the sum of those of all profiles. We shall also develop those decompositions of integral functionals in other Sobolev spaces where the residual term of profile decomposition is vanishing.

The author also wrote a paper [29] on the double-suffix profile decomposition in “homogeneous” Sobolev spaces and decomposition of integral functionals in the same spirit as in this paper.

1.3. Structure of the paper

The rest part of Section 1 contains the notation and settings employed throughout the paper. In Section 2, we shall discuss an abstract theory of profile decomposition in general reflexive Banach spaces and the behavior of the residual term. The results in the section will be a fundamental theorem on which profile decomposition in specific Banach spaces will be based. Also, a theorem of profile decomposition in general Hilbert spaces is exhibited. Section 3 is devoted to the profile decomposition of bounded sequences in inhomogeneous Sobolev spaces, which is our main interest in this paper. Section 4 is concerned with decomposition of integral functionals (the iterated Brezis-Lieb lemma) subordinated to profile decomposition in inhomogeneous Sobolev spaces. Throughout the paper, results and proofs will be given in the same sections.

1.4. Notation and functional analytic settings: $G$-weak convergence, dislocation space, $G$-complete continuity

As is reviewed in Subsection 1.1, analysis of the defect of compactness needs to chase dislocated profiles. Here several meanings of dislocation appear in the context of profile decomposition: for instance, translations for inhomogeneous Sobolev spaces; translations and dilations for homogeneous Sobolev spaces. So it is necessary to establish a structure for chasing dislocated profiles, i.e., dislocation spaces and $G$-weak convergence introduced in [38]; their attempts to set up suitable languages and structures for profile decomposition are of consideration so that we shall rely on them to establish our theorems.
First of all, we begin with

**Notation.** Throughout the paper, we often use the following notation.

(i) We write \((n_j) \preceq (n)\) when the left-hand side is a subsequence of the right-hand side.

(ii) The set of integers greater than or equal to \(l \in \mathbb{Z}\) is denoted by \(\mathbb{Z}_{\geq l}\).

(iii) For \(\Lambda \in \mathbb{N} \cup \{0, +\infty\}\), the set of integers at least zero and at most \(\Lambda\) is denoted by \(\mathbb{Z}_{\geq 0}^{\leq \Lambda+1}\), where we assume that \(\Lambda + 1 = +\infty\) when \(\Lambda = +\infty\), i.e., \(\mathbb{Z}_{\geq 0}^{\leq \Lambda+1} = \{0, \ldots, \Lambda\}\) if \(\Lambda < +\infty\) and \(\mathbb{Z}_{\geq 0}^{\leq \Lambda+1} = \mathbb{Z}_{\geq 0}\) if \(\Lambda = +\infty\). Moreover, for real numbers \((a_L)_L\), we often write \(\lim_{L \to \Lambda} a_L = a_\Lambda\) whenever \(\Lambda < \infty\).

(iv) We denote by \(C\) a non-negative constant, which does not depend on the elements of the corresponding space or set and may vary from line to line.

(v) For an exponent \(p \in [1, \infty]\), we denote by \(p'\) the Hölder conjugate exponent of \(p\): \(p' = p/(p-1)\) if \(p \in ]1, \infty]\); \(p' = \infty\) if \(p = 1\); \(p' = 1\) if \(p = \infty\).

(vi) For a normed space \(X\), we denote its norm by \(\| \cdot \|\) or \(\| \cdot \|_X\), denote its dual space by \(X^*\) and denote the duality pairing between \(X, X^*\) by \(\langle \cdot, \cdot \rangle\) or \(\langle \cdot, \cdot \rangle_X\).

(vii) For a pre-Hilbert space \(H\), we denote its inner product by \(\langle \cdot, \cdot \rangle\) or \(\langle \cdot, \cdot \rangle_H\).

(viii) For a normed space \(X\), we denote by \(B_X(r)\) the closed ball of radius \(r > 0\) centered at the origin, that is, \(B_X(r) = \{u \in X; \|u\|_X \leq r\}\). Meanwhile, a closed ball in \(\mathbb{R}^N\) of radius \(r > 0\) centered at \(p \in \mathbb{R}^N\) is denoted by \(B(p, r)\), that is, \(B(p, r) := \{x \in \mathbb{R}^N; |x - p| \leq r\}\).

(ix) For a normed space \(X\), we denote by \(\mathcal{B}(X)\) the normed space of all bounded linear operators on \(X\) equipped with the operator norm. For a Banach space \(X\) and for a bounded operator \(T \in \mathcal{B}(X)\), the adjoint operator of \(T\) is denoted by \(T^*\).

From now on, we introduce some definitions and notions used in the framework of profile decomposition. We recall two notions of convergence of bounded linear operators on a Banach space.

**Definition 1.2** (Convergence of operators). Let \(X\) be a Banach space. For a sequence of bounded operators \((A_n)\) in \(\mathcal{B}(X)\), \((A_n)\) is said to converge to \(A \in \mathcal{B}(X)\) **strongly** or **operator-strongly** if \(A_n u \to Au\) strongly in \(X\) for all \(u \in X\) as \(n \to \infty\), and in this case, the strong convergence of operators is denoted by \(A_n \to A\). Also, \((A_n)\) is said to converge to \(A \in \mathcal{B}(X)\) **weakly** or **operator-weakly** if \(A_n u \to Au\) weakly in \(X\) for all \(u \in X\) as \(n \to \infty\), and in this case, the weak convergence of operators is denoted by \(A_n \to A\).

In the framework of profile decomposition, a new notion of convergence named **\(G\)-weak convergence** (an extension of the usual weak convergence) is established. It is intended that \(G\)-weak convergence to zero indicates that there are no longer nontrivial profiles. For more details, see [37].

**Definition 1.3** (\(G\)-weak convergence). Let \(X\) be a Banach space and let \(G \subset \mathcal{B}(X)\) be a group of bijective isometries on \(X\) (under operator composition). A sequence \((u_n)\) in \(X\) is said to be **\(G\)-weakly convergent** to \(u \in X\) provided that
\[
\lim_{n \to \infty} \sup_{g \in G} |\langle \phi, g^{-1}(u_n - u) \rangle| = 0 \quad \text{for all } \phi \in X^*;
\]
or equivalently, provided that for any sequence \((g_n)\) in \(G\), \(g_n^{-1}(u_n - u) \to 0\) weakly in \(X\) as \(n \to \infty\).
Remark 1.4. 
(i) Note that if $X$ is a Hilbert space, then linear bijective isometries are also called unitary operators.
(ii) One can easily see that $G$-weak convergence always implies weak convergence by definition. If $G = \{\text{Id}_X\}$, then the $G$-weak convergence is nothing but the ordinary weak convergence in $X$.

We then introduce suitable spaces for profile decomposition named dislocation spaces. A general definition of them is exhibited in [37, 38], but for the sake of convenience for construction of a theory for Sobolev space cases, we here use a limited definition of dislocation spaces.

Definition 1.5 (Dislocation space). Let $X$ be a Banach space, and let $G \subset B(X)$ be a group of bijective isometries on $X$ (under operator composition). Then $G$ is called a dislocation group if the following conditions are satisfied:

(i) For any sequence $(g_n)$ in $G$ with $g_n \not\rightharpoonup 0$, there exists a subsequence $(n_j) \preceq (n)$ such that $(g_{n_j})$ converges operator-strongly.

(ii) For any sequence $(g_n)$ in $G$ with $g_n \not\rightharpoonup 0$ and for any sequence $(u_n)$ in $X$ with $u_n \to 0$ weakly, there exists a subsequence $(n_j) \preceq (n)$ such that $g_{n_j}u_{n_j} \to 0$ weakly in $X$.

In that case, the pair $(X, G)$ is called a dislocation space.

Lemma 1.6. Let $G$ be a group of bijective isometries on $X$ (under operator composition) and satisfy the following: for any sequence $(g_n)$ in $G$ with $g_n \not\rightharpoonup 0$, the adjoint $(g_n^*)$ has an operator-strongly convergent subsequence in $B(X^*)$. Then $G$ satisfies the assertion (ii) of Definition 1.5.

Proof. Assume that up to a subsequence, $(g_n^*)$ converges operator-strongly. Then for any $u_n \in X$ with $u_n \to 0$ weakly in $X$ and for any $\phi \in X^*$, one sees that

$$\langle \phi, g_n u_n \rangle = \langle g_n^* \phi, u_n \rangle = o(1) \quad (n \to \infty),$$

which completes the proof. \qed

From the above definition, one can immediately show the following corollary.

Corollary 1.7. Let $X$ be a linear space equipped with two different norms $\| \cdot \|_1$ and $\| \cdot \|_2$ which are equivalent and complete, and let $G \subset B(X)$ be a group (under operator composition) of bijective isometries with respect to both $\| \cdot \|_1$ and $\| \cdot \|_2$. If $((X, \| \cdot \|_1), G)$ is a dislocation space, then $((X, \| \cdot \|_2), G)$ is also a dislocation space.

In applications of profile decomposition, dislocation spaces are often function spaces embedded into other function spaces and those embeddings have a property of $G$-complete continuity defined as follows.

Definition 1.8 ($G$-complete continuity). Let $(X, G)$ be a dislocation space and let $Y$ be a normed space. A continuous linear operator $T : X \to Y$ is said to be $G$-completely continuous if for any sequence $(u_n)$ in $X$, $Tu_n \to Tu$ strongly in $Y$ whenever $u_n \to u$ $G$-weakly in $X$.

Remark 1.9. The property of $G$-complete continuity is also called $G$-cocompactness (see [38] for instance).

Examples of $G$-completely continuous embeddings will be introduced in Lemma 3.5 below. See also [37, 38] for other $G$-completely continuous embeddings.
2. Abstract theory of profile decomposition

This section broadly consists of two significant results; one of which is an abstract theorem of profile decomposition and another concerns relations between profile decomposition and \(G\)-completely continuous embeddings.

2.1. Fundamental theorem of profile decomposition

We intend to show that in dislocation spaces, any bounded sequence has a profile decomposition (without energy estimates). When applied to specific dislocation spaces such as Sobolev spaces, energy decompositions for Sobolev norms or Lebesgue norms will be obtained with the help of direct calculations of those norms.

**Theorem 2.1.** Let \((X, \| \cdot \|_X)\) be a reflexive Banach space, let \((X, G)\) be a dislocation space, and let \((u_n)\) be a bounded sequence in \(X\). Then there exist a number \(\Lambda \in \mathbb{N} \cup \{0, +\infty\}\), a subsequence \((N(n)) \subset \mathbb{Z}_{\geq 0}\) \((n \in \mathbb{Z}_{\geq 0})\), profiles \(w^l \in X\) \((l \in \mathbb{Z}_{\geq 0}^{\Lambda+1})\), dislocations \(g_{l,N(n)} \in G\) \((l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}, n \in \mathbb{Z}_{\geq 1})\), and residual terms \(r^L_{N(n)} \in X\) \((L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}, n \in \mathbb{Z}_{\geq L})\) with the relation of a double-suffix profile decomposition

\[
u_{N(n)} = \sum_{l=0}^{L} g_{l,N(n)} w^l + r^L_{N(n)}, \quad L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}, \ n \in \mathbb{Z}_{\geq L},
\]

such that the following hold.

(i) \(g_{0,N(n)} = \text{Id}_X\) \((n \geq 0)\), \(w^l \neq 0\) \((1 \leq l \in \mathbb{Z}_{\geq 0}^{\Lambda+1})\).

(ii) \(g_{l,N(n)}^{-1} g_{m,N(n)} \to 0\) operator-weakly as \(n \to \infty\) whenever \(l \neq m \in \mathbb{Z}_{\geq 0}^{\Lambda+1}\).

(iii) \(g_{l,N(n)} u_{N(n)} \to w^l\) weakly in \(X\) \((n \to \infty, l \in \mathbb{Z}_{\geq 0}^{\Lambda+1})\).

(iv) For \(k \in \mathbb{Z}_{\geq 0}^{\Lambda+1}\),

\[
g_{k,N(n)}^{-1} r^L_{N(n)} \to \begin{cases} 0 & \text{if } k = 0, \ldots, L, \\ w^k & \text{if } k \geq L + 1, \end{cases}
\]

weakly in \(X\) as \(n \to \infty\).

Furthermore, if either \(\Lambda = \infty\) and \(\|w^l\|_X \to 0\) as \(l \to \Lambda\), or else \(\Lambda < \infty\), then

\[
\lim_{L \to \Lambda} \sup_{\phi \in U} \lim_{n \to \infty} \sup_{g \in G} \left| \left\langle \phi, g^{-1} r^L_{N(n)} \right\rangle_X \right| = 0,
\]

where \(U := B_X \cdot (1)\).

**Remark 2.2.**

- The above theorem gives qualitative assertions of profile decomposition, and quantitative one \((2.2)\) is obtained under a further assumption that either \(\Lambda = \infty\) and \(\|w^l\|_X \to 0\) as \(l \to \Lambda\), or else \(\Lambda < \infty\). However, this further assumption will be ensured in theorems of profile decomposition below in the present paper and in [29], by virtue of the direct calculations for the decompositions in energy like \((1.3)\) and \((1.4)\), which show that \(\|w^l\|_X \to 0\) as \(l \to \infty\) if \(\Lambda = \infty\).

- As for the assumption “either \(\Lambda = \infty\) and \(\|w^l\|_X \to 0\) as \(l \to \Lambda\), or else \(\Lambda < \infty\)”, Solimini-Tintarev [34] generally verified this further assumption, by reformulating the profile decomposition theory by means of the so-called “\(\Delta\)-convergence”. They established a \(\Delta\)-convergence-version of the profile decomposition theory for uniformly convex and uniformly smooth Banach spaces, where the above further assumption always holds.
true, and they also showed that if the Banach space satisfies Opial’s condition, the \( \Delta \)-limits coincide with the weak limits, so that the above further assumption are also true with respect to the weak-topological profile decomposition theory. It is noteworthy that Hilbert spaces, Besov spaces and Triebel-Lizorkin spaces (including Sobolev spaces) enjoys Opial’s condition, so that our assumption is satisfied in those cases.

We make the following notation.

**Definition 2.3.** A bounded sequence \((u_n)\) in \(X\) is said to have a profile decomposition on a subsequence \((N(n))\) with profile elements \((w_l, g_{l,N(n)}, \Lambda) \in X \times G \times (N \cup \{0, +\infty\})\) \((l \in \mathbb{Z}_{\geq 0}, n \in \mathbb{Z}_{\geq l})\) if \(\Lambda \in N \cup \{0, +\infty\}, N(n) \in \mathbb{Z}_{\geq 0}, w^l \in X\) and \(g_{l,N(n)} \in G\) satisfy all conditions as in Theorem 2.1. In that case, \(w^l\) is called the \(l\)-th profile, and \((g_{l,N(n)})\) is called the \(l\)-th dislocations. Especially, the 0-th profile \(w^0\) is called the principal profile, which is given as the weak limit of \((u_{N(n)})\). Moreover, the profile decomposition of \((u_n)\) is said to be exact if the condition (2.2) is satisfied, and thus, this condition is called the exactness condition of profile decomposition.

**Remark 2.4.**

(i) The condition \(g_{l,N(n)} \in G\) \((l \in \mathbb{Z}_{\geq \Lambda+1}, n \in \mathbb{Z}_{\geq l})\) means that for fixed \(l \in \mathbb{Z}_{\geq \Lambda+1}\), the \(l\)-th dislocations \((g_{l,N(n)})\) are well-defined provided \(n \geq l\). On the other hand, \(g_{l,N(n)}\) is not necessarily well-defined if \(n < l\). Although this restriction might seem strange, it is attributed to the technical difficulty of the diagonal argument (see also the proof of Theorem 2.1 below). By the way, one can redefine \(g_{l,N(n)} = \text{Id}_X\) for \(n < l\) for the sake of well-definedness, but that does not make any improvement.

(ii) Regarding the assertion (i), the principal profile \(w^0\) is possibly zero. This is because the principal profile is defined as the weak limit of \((u_{N(n)})\).

Once the number of nontrivial profiles \(\Lambda\) turns out to be finite, one can readily get a simpler version of the above theorem.

**Corollary 2.5.** Suppose that the same assumptions as in Theorem 2.1 are satisfied. In addition, assume that \(\Lambda < +\infty\), i.e., the number of nontrivial profiles is finite. Then regarding the final residual term given by

\[
r^\Lambda_{N(n)} = u_{N(n)} - \sum_{l=0}^{\Lambda} g_{l,N(n)} w^l, \quad n \geq \Lambda,
\]

the relation (2.2) turns to

\[
\lim_{n \to \infty} \sup_{\phi \in U} \left| \left\langle \phi, g^{-1}r^\Lambda_{N(n)} \right\rangle_X \right| = 0 \quad \text{for all } \phi \in U,
\]

which means that the final residual term is \(G\)-weakly convergent to zero in \(X\) (cf. Definition 1.3).

In the case of the above corollary, we see that the residual term strictly converges to zero \(G\)-weakly in \(X\), which ensures that there remain no longer nontrivial profiles. Thus the conditions (2.2) and (2.3) may indicate that the residual term is shrinking as we subtract iteratively more and more nontrivial dislocated profiles, and we can finally take up all nontrivial profiles of \((u_n)\). Therefore, roughly speaking, the conditions (2.2) and (2.3) imply the completion of performing the profile decomposition, and so this is why we shall call the condition (2.2) the exactness condition of profile decomposition.
2.2. **Behavior of the residual term**

Now, let \((X, G)\) be as in Theorem 2.1 and let \((Y, \| \cdot \|_Y)\) be a normed space. Suppose that the embedding \(X \hookrightarrow Y\) is \(G\)-completely continuous. We next investigate relations between the exactness condition (2.2) and \(G\)-completely continuous embeddings. When one gets (2.2), then it is natural to discuss the behavior of the residual term in \(Y\). The following general result implies that the residual term satisfying (2.2) may become arbitrarily small in \(Y\). Hence this result may be considered as a “weaker form of \(G\)-complete continuity”.

**Theorem 2.6.** Let \((X, G)\) be as in Theorem 2.1 and let \((Y, \| \cdot \|_Y)\) be a normed space. Suppose that the embedding \(X \hookrightarrow Y\) is \(G\)-completely continuous. Also assume that a double-suffix sequence \((u^L_n)\) in \(X\) satisfies that

\[
\sup_{n, L \in \mathbb{N}} \| u^L_n \|_X < \infty, \quad \lim_{L \to \infty} \sup_{\phi \in B_{X^*}(1)} \lim_{n \to \infty} \sup_{g \in G} |\langle \phi, g^{-1} u^L_n \rangle_X| = 0.
\]

Then it holds that

\[
\lim_{L \to \infty} \lim_{n \to \infty} \| u^L_n \|_Y = 0.
\]

**Proof.** Suppose on the contrary that there is \(\varepsilon > 0\) such that \((u^L_n)\) satisfies

\[
\lim_{L \to \infty} \lim_{n \to \infty} \| u^L_n \|_Y \geq \varepsilon.
\]

Fix \(\phi \in X^*\). Then for all \(j \in \mathbb{N}\) there exists \(L_j \in \mathbb{N}\) such that

\[
\lim_{n \to \infty} \sup_{g \in G} |\langle \phi, g^{-1} u^{L_j}_n \rangle_X| \leq 2^{-j}, \quad \lim_{n \to \infty} \| u^{L_j}_n \|_Y \geq \varepsilon/2.
\]

Furthermore, there exists \(n_j \in \mathbb{N}\) such that

\[
\sup_{g \in G} |\langle \phi, g^{-1} u^{L_j}_{n_j} \rangle_X| \leq 2^{1-j}, \quad \| u^{L_j}_{n_j} \|_Y \geq \varepsilon/4.
\]

Thus one finds that

\[
\lim_{j \to \infty} \sup_{g \in G} |\langle \phi, g^{-1} u^{L_j}_{n_j} \rangle_X| = 0,
\]

which means that \(u^{L_j}_{n_j} \to 0\) \(G\)-weakly in \(X\). Hence the \(G\)-completely continuous embedding \(X \hookrightarrow Y\) yields

\[
\lim_{j \to \infty} \| u^{L_j}_{n_j} \|_Y = 0.
\]

But this contradicts \(\| u^{L_j}_{n_j} \|_Y \geq \varepsilon/4\) for all \(j \in \mathbb{N}\). Thus the proof is complete. \(\square\)
2.3. Profile decomposition in general Hilbert spaces

We shall provide a theorem of profile decomposition with a double suffix residual term in general Hilbert spaces offered by Ikoma, Ishiwata and Tao, independently, and its complete proof for the sake of convenience. In Hilbert cases, there is a simple sufficient condition for a Hilbert space to be a dislocation space.

**Proposition 2.7** (Hilbert spaces as dislocation spaces). Let $H$ be a Hilbert space and let $G$ be a subgroup of the unitary group on $H$ satisfying the following condition: every sequence $(g_n)$ in $G$ with $g_n \neq 0$ has an operator-strongly convergent subsequence. Then $G$ is a dislocation group and $(H, G)$ is a dislocation space.

**Proof.** It is well known that unitary operators are isometric bijections and that the inverse operator of a unitary operator $T$ is equal to the adjoint operator of $T$. Now let $(g_n)$ be a sequence in $G$ such that $g_n \neq 0$, which is equivalent to $g_n^* \neq 0$ in $B(H)$. Then, by assumption, $(g_n)$ and $(g_n^*)$ have operator-strongly convergent subsequences. Thus Lemma 1.6 implies (ii) of Definition 1.5, hence the conclusion.

**Remark 2.8.** Concrete examples of dislocation Hilbert spaces are exhibited in, e.g., [38].

Now we reach the profile decomposition theorem in Hilbert spaces, which the author learned from [14, 17, 36].

**Theorem 2.9.** Let $(H, G)$ be a dislocation Hilbert space and let $(u_n)$ be a bounded sequence in $H$. Then there exist a number $\Lambda \in \mathbb{N} \cup \{0, +\infty\}$, a subsequence $(N(n)) \subset \mathbb{Z}_{\geq 0} \ (n \in \mathbb{Z}_{\geq 0})$, profiles $u_l \in H \ (l \in \mathbb{Z}^{\leq \Lambda+1})$, dislocations $g_l, N(n) \in G \ (l \in \mathbb{Z}^{\leq \Lambda+1}, n \in \mathbb{Z}_{\geq 0})$, and residual terms $r_{N(n)}^L \in H \ (L \in \mathbb{Z}^{< \Lambda+1}, n \in \mathbb{Z}_{\geq L})$ with the relation of a double-suffix profile decomposition

$$u_{N(n)} = \sum_{l=0}^{L} g_l, N(n) u_l + r_{N(n)}^L, \quad L \in \mathbb{Z}^{< \Lambda+1}, \ n \in \mathbb{Z}_{\geq L},$$

such that the following hold:

(i) $g_{0, N(n)} = \text{Id}_H \ (n \geq 0), \quad w_l \neq 0 \ (1 \leq l \in \mathbb{Z}^{< \Lambda+1}).$

(ii) $g_{l, N(n)} g_{m, N(n)} \rightharpoonup 0 \text{ as } n \to \infty \text{ whenever } l \neq m \in \mathbb{Z}^{< \Lambda+1}.$

(iii) $g_{l, N(n)} u_{N(n)} \rightharpoonup w_l \text{ weakly in } H \ (n \to \infty, \ l \in \mathbb{Z}^{< \Lambda+1}).$

(iv) For $k \in \mathbb{Z}^{\geq 0}$,

$$g_{k, N(n)}^{-1} r_{N(n)}^L \rightharpoonup \begin{cases} 0 & \text{if } k = 0, \ldots, L, \\ w & \text{if } k \geq L + 1, \end{cases}$$

weakly in $H$ as $n \to \infty$.

Furthermore, it holds that

$$\lim_{n \to \infty} \|u_{N(n)}\|^2 = \sum_{l=0}^{\Lambda} \|w_l\|^2 + \lim_{L \to \Lambda} \lim_{n \to \infty} \|r_{N(n)}^L\|^2,$$

and that

$$\lim_{L \to \Lambda} \sup_{\phi \in \mathcal{U}} \limsup_{n \to \infty} \sup_{g \in G} \left| \phi, g^{-1} r_{N(n)}^L \right|_H = 0, \quad (2.4)$$
where $U := B_H(1)$. Especially, there holds
\[
\lim_{n \to \infty} \|u_{N(n)}\|^2 \geq \sum_{l=0}^\Lambda \|w^l\|^2.
\]

An essential difference between the Tintarev-type profile decomposition and the above one is the exactness condition (2.4).

**Proof.** Theorem 2.1 implies the existence of profile elements $(w^l, g_{l,N(n)}, \Lambda) \in H \times G \times (N \cup \{0, \infty\}) \ (l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}, n \in \mathbb{Z}_{\geq l})$ such that
\[
g_{0,N(n)} = 1 \text{d}_H \\
w^l \neq 0 \quad (n \geq 0),
\]
\[
g_{l,N(n)g_{m,N(n)}} \to 0 \quad \text{as } n \to \infty \text{ whenever } l \neq m,
\]
\[
g_{l,N(n)}w_{N(n)} \to w^l \quad \text{weakly in } H,
\]
\[
r_{N(n)}^L := u_{N(n)} - \sum_{l=0}^L g_{l,N(n)}w^l \quad (L \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}, n \in \mathbb{Z}_{\geq l}).
\]

Energy decomposition. We shall show the energy estimate.

**Claim.** It holds that
\[
\lim_{n \to \infty} \|u_{N(n)}\|_H^2 = \sum_{l=0}^\Lambda \|w^l\|_H^2 + \lim_{L \to \Lambda} \lim_{n \to \infty} \|r_{N(n)}^L\|_H^2.
\]

Furthermore, it follows that
\[
\lim_{L \to \Lambda} \sup_{\varphi \in B_{H(1)}} \lim_{n \to \infty} \|\varphi, g^{-1}r_{N(n)}^L\|_H = 0.
\]

**Proof of Claim.** For $L \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}$, it follows that
\[
\|u_{N(n)}\|_H^2 = \left( \sum_{l=0}^L g_{l,N(n)}w^l + \sum_{k=0}^L g_{k,N(n)}w^k + r_{N(n)}^L \right)_H
\]
\[
= \sum_{l=0}^L \sum_{k=0}^L \left( g_{l,N(n)}w^l, g_{k,N(n)}w^k \right)_H
\]
\[
+ 2 \sum_{l=0}^L \left( g_{l,N(n)}w^l, r_{N(n)}^L \right)_H + \|r_{N(n)}^L\|_H^2.
\]

Also, by (2.5) and since $g \in G$ is unitary (see also Remark 1.4), one gets
\[
\sum_{l=0}^L \sum_{k=0}^L \left( g_{l,N(n)}w^l, g_{k,N(n)}w^k \right)_H = \sum_{l=0}^L \sum_{k=0}^L \left( w^l, g^{-1}_{l,N(n)}g_{k,N(n)}w^k \right)_H
\]
\[
= \sum_{l=0}^L \sum_{k=0}^L \left( w^l, \delta_{lk}w^k \right)_H + o(1)
\]
as \(n \to \infty\). In addition, from (2.6), it follows that

(2.11) \[
\sum_{l=0}^{L} (g_{l,N(n)}^l w^l, r_{N(n)}^L) = \sum_{l=0}^{L} (w^l, g_{l,N(n)}^{-1} r_{N(n)}^L) = o(1)
\]
as \(n \to \infty\). Combining (2.9)–(2.11) and passing to the limit as \(n \to \infty\), one obtains

\[
\lim_{n \to \infty} \|u_{N(n)}^2\| = \sum_{l=0}^{L} \|w^l\|^2_H + \lim_{n \to \infty} \|r_{N(n)}^L\|^2_H.
\]

Passing to the limit as \(L \to \Lambda\), we get (2.7). Thus (2.8) follows from Theorem 2.1.

Now the proof has been complete.

2.4. Proof of Theorem 2.1

The proof of Theorem 2.1 below consists of iterative procedures to obtain and chase profiles. In this subsection, we fix a reflexive Banach space \((X, \| \cdot \|_X)\), and \((X, G)\) is supposed to be a dislocation space with a dislocation group \(G\).

**Key lemmas.** Firstly, we provide plain lemmas which are key steps of the proof. Those lemmas are established owing to [37, Section 4.3] with some modifications. The modifications result from our limited definitions of dislocation spaces. So we also give proofs for them.

**Lemma 2.10.** Let \((g_n)\) be a sequence in \(G\). If \(g_n \to 0\), then \(g_n^{-1} \to 0\) as \(n \to \infty\).

**Proof.** Let \((g_n)\) be a sequence in \(G\) such that \(g_n \to 0\). Suppose \(g_n^{-1} \not\to 0\) as \(n \to \infty\). By the definition of dislocation groups, \((g_n^{-1})\) converges to some \(g \in \mathcal{B}(X)\) operator-strongly on a certain subsequence. On this subsequence, and for any \(u \in X \setminus \{0\}\), one sees that

\[
g_n(g_n^{-1}u) = g_n(g_n^{-1}u - gu) + g_n(gu) \to 0\text{ weakly in } X.
\]

However, \(g_n(g_n^{-1}u) = u\) and thus one has \(u = 0\). This is a contradiction, and hence one can conclude that \(g_n^{-1} \to 0\).

**Lemma 2.11.** Let \((u_n)\) be a bounded sequence in \(X\). If two sequences \((g_{1,n})\) and \((g_{2,n})\) in \(G\) satisfy \(g_{1,n}^{-1} u_n \to w^1\) weakly in \(X\) and \(g_{2,n}^{-1} (u_n - g_{1,n} w^1) \to w^2\) weakly in \(X\), then \(g_{1,n}^{-1} g_{2,n} \to 0\) as \(n \to \infty\).

**Proof.** Let \((u_n), (g_{j,n}), j = 1, 2\), and \(w^j, j = 1, 2\), be as in Lemma 2.11. Suppose \(g_{1,n}^{-1} g_{2,n} \not\to 0\) as \(n \to \infty\). By the definition of dislocation groups, \(g_{1,n}^{-1} g_{2,n}\) has an operator-strongly convergent subsequence (renumbered), say \(g_{1,n}^{-1} g_{2,n} \to g \in \mathcal{B}(X)\) as \(n \to \infty\). It follows from the definition of dislocation groups that up to a subsequence,

\[
g_{1,n}^{-1} g_{2,n} \left( g_{2,n}^{-1} (u_n - g_{1,n} w^1) - w^2 \right) \to 0\text{ weakly in } X,
\]
yielding

\[
g_{1,n}^{-1} (u_n - g_{1,n} w^1) \to g w^2.
\]

On the other hand, we have

\[
g_{1,n}^{-1} (u_n - g_{1,n} w^1) \to 0\text{ weakly in } X,
\]
so that
\[ gw^2 = 0, \]
which is a contradiction since \( g \) must be an isometry and \( w^2 \neq 0 \).

\textbf{Lemma 2.12.} Let \((u_n)\) be a bounded sequence in \( X \) and let sequences \((g_{l,n})_n\) in \( G \) and \( w^l \in X \) \((l = 0, \ldots, L)\) satisfy \( g_{0,n} = \text{Id}_X, \ g_{l,n}^{-1}u_n \to w^l \) weakly in \( X \) \((l = 0, \ldots, L)\) and \( g_{l,n}^{-1}g_{m,n} \to 0 \) whenever \( 0 \leq l < m \leq L \) as \( n \to \infty \). Assume that there exists a sequence \((g_{L+1,n})\) in \( G \) such that, on a renumbered subsequence,
\[ g_{L+1,n}^{-1}\left(u_n - \sum_{i=0}^{L} g_{i,n}w^i\right) \to w^{L+1} \neq 0 \text{ weakly in } X. \]
Then for \( l = 0, \ldots, L \),
\[ g_{l,n}^{-1}g_{L+1,n} \to 0 \text{ as } n \to \infty. \]

\textbf{Proof.} Lemma 2.12 follows from induction on \( L \) with the definition of dislocation groups and Lemma 2.11.

\textbf{Main body.} With the above lemmas, we shall prove Theorem 2.1 based on \([14, 17, 36, 37, 38]\).

\textbf{Proof of Theorem 2.1.} We divide the proof into six steps.

\textbf{Settings.} For a bounded sequence \((u_n)\) in \( X \), we define
\[ D[(u_n)] := \{ w \in X; \exists (n_k) \leq (n), \exists (g_{n_k}) \subset G \text{ s.t. } g_{n_k}^{-1}u_{n_k} \to w \text{ weakly in } X\}, \]
(2.12)
\[ p[(u_n)] := \sup \\{\|w\|_X; \ w \in D[(u_n)]\}. \]
(2.13)
Then one can check that
\[ p[(u_n)] = 0 \iff D[(u_n)] = \{0\} \iff u_n \to 0 \text{ } G\text{-weakly in } X \text{ as } n \to \infty. \]
(2.14)
Moreover, since a dislocation group consists of isometries and each weakly convergent sequence is bounded, one sees that \( p[(u_n)] \) is finite and bounded by \( \sup_n \|u_n\|_X \). Note that \( D[(u_n)] \) stands for the set of all possible profiles of \((u_n)\).

\textbf{Step 1} (Base step). Let \((u_n)\) be a bounded sequence in \( X \). From the reflexivity of \( X \), there exist a subsequence \((i(0,n)) \preceq (n), n \geq 0, \) and \( w^0 \in X \) such that
\[ u_{i(0,n)} \to w^0 \text{ weakly.} \]
So we shall define
\[ g_{0,i(0,n)} = \text{Id}_X \in G \ (n \geq 0), \]
and it follows that
\[ r_{i(0,n)}^0 := u_{i(0,n)} - g_{0,i(0,n)}w^0 \to 0 \text{ weakly.} \]
Set \( p_1 := p[(r_{i(0,n)}^0)] \). If \( p_1 = 0 \), then the profile decomposition of \((u_n)\) is accomplished at this stage and the proof is complete by letting \( \Lambda = 0 \) and \( N(n) = i(0,n) \). So we now assume that \( p_1 \neq 0 \). Then by the definition of \( D[(r_{i(0,n)}^0)] \), there exist a subsequence \((i(1,n)) \preceq (i(0,n)), w^1 \in X \setminus \{0\} \) and \( (g_{1,i(1,n)}) \subset G \ (n \geq 0) \) such that
\[ w^1 \in D[(r_{i(0,n)}^0)], \]
\[ 0 < \frac{1}{2} p_1 \leq \|w^1\|_X \leq p_1, \]

\[ g_{i(i,1,n)}^{-1} y_i^{0(i,1,n)} \to w^1 \quad \text{weakly.} \]

And obviously, one gets \( g_{0,i(i,1,n)}^{-1} u_{i(1,n)} \to w^0 \) weakly in \( X \). From Lemmas 2.10 and 2.11, it follows that

\[ g_{0,i(i,1,n)}^{-1} g_{i,i(1,n)} \to 0 \quad \text{as } n \to \infty. \]

**Step 2** (Inductive step). Suppose that for some \( L \in \mathbb{Z}_{\geq 0}, \)

\[ \exists (i(l, n)) \leq (i(l-1, n)) \quad (0 \leq l \leq L, i(-1, n) \equiv n \text{ formally}), \]

\[ \exists w^l \in X \quad (0 \leq l \leq L), \]

\[ \exists g_{i,i}(L,n) \in G \quad (0 \leq l \leq L, n \in \mathbb{Z}_{\geq 0}), \]

\[ \exists r^l_{i(l,n)} \in X \quad (0 \leq l \leq L, n \in \mathbb{Z}_{\geq 0}), \]

\[ \exists p_l > 0 \quad (1 \leq l \leq L), \]

such that

\[ g_{0,i}(L,n) = \text{Id}_X \quad (n \geq 0), \]

\[ g_{i,i}(L,n) g_{k,i}(L,n) \to 0 \quad (n \to \infty, 0 \leq l \neq k \leq L), \]

\[ g_{i,i}(L,n) u_{i}(L,n) \to w^l \quad \text{weakly } (0 \leq l \leq L), \]

\[ r^l_{i(l,n)} := u_{i}(L,n) - \sum_{k=0}^{l} g_{k,i}(L,n) w^k \quad (0 \leq l \leq L), \]

\[ g_{k,i}(L,n) r^l_{i(l,n)} \to 0 \quad \text{weakly } (0 \leq k \leq l \leq L), \]

\[ g_{l,i}(L,n) r^{l-1}_{i(l-1,n)} \to w^l \quad \text{weakly } (1 \leq l \leq L), \]

\[ 0 < \frac{p_l}{2} \leq \|w^l\|_X \leq p_l \quad (1 \leq l \leq L), \]

where \( p_l := p[(r^{l-1}_{i(l-1,n)})] \) (1 \( \leq l \leq L \)).

We may assume that \( p_{L+1} := p[(r^L_{i(L,n)})] \neq 0 \); otherwise, profile decomposition is accomplished at this stage by letting \( \Lambda = L \) and \( N(n) := i(L, n) \). Then by the definition of \( p_{L+1} \), there exist

\[ (i(L + 1, n)) \leq (i(L, n)), \]

\[ w^{L+1} \in X \setminus \{0\}, \]

\[ g_{L+1,i(L+1,n)} \in G \quad (n \geq 0), \]

such that

\[ g_{L+1,i}(L+1,n) y_{i(L+1,n)}^{0(L+1,n)} \to w^{L+1} \quad \text{weakly}, \]

\[ 0 < \frac{p_{L+1}}{2} \leq \|w^{L+1}\|_X \leq p_{L+1}. \]

By (2.23) and (2.27), we get

\[ g_{l,i(L+1,n)} u_{i(L+1,n)} \to w^l \quad \text{weakly } (n \to \infty, 0 \leq l \leq L). \]
Also, by (2.22) and (2.27), we get
\[
(2.30) \quad g_{k,l_i(L+1,n)}^{-1}g_{l_i(L+1,n)} \to 0 \quad (n \to \infty, \ 0 \leq l \neq k \leq L).
\]

From Lemmas 2.10 to 2.12 and from (2.28)–(2.30), we observe that
\[
(2.31) \quad \begin{cases}
  g_{l_i(L+1,n)}^{-1}g_{L+1,i(L+1,n)} \to 0 \quad (n \to \infty, \ 0 \leq l \leq L),
  \\
  g_{L+1,i(L+1,n)}^{-1}g_{l_i,i(L+1,n)} = (g_{l_i,i(L+1,n)}^{-1}g_{L+1,i(L+1,n)})^{-1} \to 0 \quad (n \to \infty, \ 0 \leq l \leq L).
\end{cases}
\]

So from (2.30) and (2.31), it follows that
\[
(2.32) \quad g_{k,i(L+1,n)}^{-1}g_{l_i,i(L+1,n)} \to 0 \quad (n \to \infty, \ 0 \leq l \neq k \leq L + 1).
\]

Also, from (2.24), (2.28) and (2.31), it follows that
\[
(2.33) \quad g_{L+1,i(L+1,n)}^{-1}u_{l_i(L+1,n)} \to w^{L+1} \text{ weakly.}
\]

Set the \((L + 1)\)-st residual term as
\[
r_{l_i(L+1,n)}^{L+1} := u_{l_i(L+1,n)} - \sum_{l=0}^{L+1} g_{l_i,i(L+1,n)}w^l \quad (n \geq 0),
\]
and then, we observe from (2.25), (2.32) and (2.33) that
\[
g_{l_i,i(L+1,n)}^{-1}r_{l_i(L+1,n)}^{L+1} \to 0 \text{ weakly (}0 \leq l \leq L + 1).
\]

Thus one has obtained:
\[
\exists (i(l,n)) \leq (i(l-1,n)) \quad (0 \leq l \leq L + 1), \quad i(-1,n) := n \text{ formally),}
\]
\[
\exists w^l \in X \quad (0 \leq l \leq L + 1),
\]
\[
\exists g_{l_i,i(L+1,n)} \in G \quad (0 \leq l \leq L + 1, \ n \in \mathbb{Z}_{>0}),
\]
\[
\exists r_{l_i(L+1,n)}^l \in X \quad (0 \leq l \leq L + 1, \ n \in \mathbb{Z}_{>0}),
\]
\[
\exists p_l > 0 \quad (1 \leq l \leq L + 1),
\]
such that
\[
g_{0,i(L+1,n)} = Id_X \quad (n \geq 0),
\]
\[
w^l \neq 0 \quad (1 \leq l \leq L + 1),
\]
\[
g_{l_i,i(L+1,n)}^{-1}g_{k,i(L+1,n)} \to 0 \quad (n \to \infty, \ 0 \leq l \neq k \leq L + 1),
\]
\[
g_{l_i,i(L+1,n)}^{-1}u_{l_i(L+1,n)} \to w^l \quad \text{ weakly (}0 \leq l \leq L + 1),
\]
\[
r_{l_i(L+1,n)}^l := u_{l_i(L+1,n)} - \sum_{k=0}^{l} g_{k,i(L+1,n)}w^k \quad (0 \leq l \leq L + 1),
\]
\[
g_{k,i(L+1,n)}^{-1}r_{l_i(L+1,n)}^l \to 0 \quad \text{ weakly (}0 \leq k \leq l \leq L + 1),
\]
\[
g_{l_i,i(L+1,n)}^{-1}r_{l_i(L+1,n)}^{-1} \to w^l \quad \text{ weakly (}1 \leq l \leq L + 1),
\]
\[
0 < \frac{p_l}{2} \leq \|w^l\|_X \leq p_l \quad (1 \leq l \leq L + 1).
\]
Step 3 (Conclusion of induction). Owing to Steps 1 and 2, one can conclude: for any \( L \in \mathbb{Z}^{\leq \Lambda+1} \) with \( \Lambda \) being defined later, (2.16)-(2.27) hold true.

The number of nontrivial profiles \( \Lambda \in \mathbb{N} \cup \{0, +\infty\} \) is defined as follows. If the iterative procedure above ends up at the \((L+1)\)-st step for some \( L \in \mathbb{N} \) with \( p_{L+1} \) being zero for the first time, then \( \Lambda = L \), i.e., \( L \) is the number of nontrivial profiles except for the principal profile \( w^0 \) which always exists and is possibly zero. Otherwise, the number of nontrivial profiles is infinite if the iterative procedure does not end up at all.

Step 4 (Condition (2.2)). We prove the following claim.

Claim. For any \( 0 \leq L < \Lambda \) and any \( \phi \in U := B_{X^*}(1) \),

\[
(2.34) \quad \lim_{n \to \infty} \sup_{g \in G} \left| \langle \phi, g^{-1} \right. \left. r_{i(L,n)}^L \rangle \right| \leq 2 \|w^{L+1}\|_X.
\]

Moreover, if \( \Lambda < \infty \), then for any \( \phi \in U \),

\[
\lim_{n \to \infty} \sup_{g \in G} \left| \langle \phi, g^{-1} \right. \left. r_{i(L,n)}^\Lambda \rangle \right| = 0.
\]

Proof of Claim. Let \( \phi \in U \setminus \{0\} \) and set

\[
\gamma_L(\phi) := \lim_{n \to \infty} \sup_{g \in G} \left| \langle \phi, g^{-1} \right. \left. r_{i(L,n)}^L \rangle \right|.
\]

If \( \Lambda \) is finite and \( L = \Lambda \), then by the definition of \( \Lambda \), we have \( D([r^L_{i(L,n)}]) = \{0\} \), which means that there are no more nontrivial profiles and that \( r^\Lambda_{i(L,n)} \to 0 \) \( G \)-weakly in \( X \). Hence by the definition of \( G \)-weak convergence, we obtain \( \gamma_L(\phi) = 0 \).

Nextly, we suppose that \( \Lambda = +\infty \) and that \( 0 \leq L < \Lambda \). If \( \gamma_L(\phi) = 0 \), then the conclusion is clearly true. So we suppose \( \gamma_L(\phi) > 0 \). Then there exist a subsequence \( (i(L,n_j)) \) and \((g_j)_j \subset G\) such that

\[
(2.35) \quad \left| \langle \phi, g_j^{-1} r_{i(L,n_j)}^L \rangle \right| = \gamma_L(\phi) + o(1) \quad \text{as} \quad j \to \infty.
\]

Since all of \( g_j \) are isometries, it follows that

\[
\|g_j^{-1} r_{i(L,n_j)}^L\|_X = \|r_{i(L,n_j)}^L\|_X \leq \sup_{n \geq 0} \|u_n\|_X + \sum_{l=0}^{L} \|w^l\|_X < \infty.
\]

So passing to a subsequence, still denoted by \((i(L,n_j))\), there exists a weak limit \( v \in X \) such that \( g_j^{-1} r_{i(L,n_j)}^L \to v \) weakly. It follows from (2.35) that

\[
0 < \gamma_L(\phi) = \lim_{j \to \infty} \left| \langle \phi, g_j^{-1} r_{i(L,n_j)}^L \rangle \right| = |\langle \phi, v \rangle| \leq \|v\|_X.
\]

Hence one gets \( v \neq 0 \).

From the definition of \( p_{L+1} = p([r^L_{i(L,n)}]) > 0 \), follows

\[
\|v\|_X \leq p_{L+1} \leq 2 \|w^{L+1}\|_X.
\]

Therefore, we get

\[
\gamma_L(\phi) \leq \|v\|_X \leq 2 \|w^{L+1}\|_X.
\]

Thus the claim is proved.
Step 5 (Diagonal argument). At this stage, we shall take the diagonal sequence of a family of subsequences \((i(l, n)) (l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}, n \in \mathbb{Z}_{\geq 0}^{\Lambda + 1})\) when \(\Lambda = +\infty\), say \((i(n, n))\). But we should pay careful attention to the well-definedness of corresponding dislocations \(g_{l,i(n,n)} \in G\). The point is that the diagonal sequence except for the first \(l\) terms, that is \((i(n, n))_{n \geq 1}\), is a subsequence of \((i(l, j))_{j \geq 1}\). In other words, for each \(l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}\), one can find an order preserving mapping \(\Phi_l : \mathbb{Z}_{\geq 1} \to \mathbb{Z}_{\geq 1}\) such that

\[
i(n, n) = i(l, \Phi_l(n)), \quad n \geq l,
\]

which means that \(\Phi_l\) pulls \((i(n, n))_{n \geq 1}\) back to \((i(l, j))_{j \geq 1}\).

Also note that the first \(l\) terms of \((i(n, n))_{n \geq 0}\) are not necessarily included into the set \((i(l, j); j \geq 0)\). This observation implies that for \(l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}\) fixed, the dislocations \(g_{l,i(n,n)} \in G\) are well-defined (respectively, ill-defined) if \(n \geq l\) (respectively, \(n < l\)), since \(g_{l,i(n,n)}\) are defined originally along the indices \(i(l, j)\). This fact causes some complicated restrictions on the indices appearing in Theorem 2.1. By the way, one can make \(g_{l,i(n,n)} (l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1} \text{ and } n < l)\) well-defined by resetting trivially \(g_{l,i(n,n)} = \text{Id}_X\) for \(n < l\). However, this does not make any drastic improvements compared to our theorem.

Step 6 (Conclusion). Set for \(n \in \mathbb{Z}_{\geq 0}\),

\[
N(n) := \begin{cases} 
i(\Lambda, n) & \text{if } \Lambda < +\infty, \\
i(n, n) & \text{if } \Lambda = +\infty.
\end{cases}
\]

By construction, one can immediately check that \(g_{0,N(n)} = \text{Id}_X\) \((n \geq 0)\). For each \(l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}\) fixed, take an order preserving injection \(\Phi_l : \mathbb{Z}_{\geq 1} \to \mathbb{Z}_{\geq 1}\) such that

\[
N(n) = i(l, \Phi_l(n)), \quad n \geq l.
\]

Take \(l \neq k \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}\) and set \(\mu := \max(l, k)\). Then it follows from (2.22) that

\[
g_{l,N(n)}^{-1}g_{k,N(n)}^{-1}g_{l,i(\mu, \Phi_l(n))}g_{k,i(\mu, \Phi_l(n))} \to 0 \quad (n \to \infty).
\]

In the same way, for any \(l \in \mathbb{Z}_{\geq 0}^{\Lambda + 1}\), one obtains that

\[
g_{l,N(n)}^{-1}u_{N(n)}g_{l,i(l, \Phi_l(n))}u_{i(l, \Phi_l(n))} \to w^L \quad (n \to \infty).
\]

Set the \(L\)-th residual term as

\[
x_{N(n)}^L := u_{N(n)} - \sum_{l=0}^L g_{l,N(n)}w^l, \quad L \in \mathbb{Z}_{\geq 0}^{\Lambda + 1},
\]

which is well-defined if \(n \geq L\). Then (2.1) immediately follows from (2.25). We pass to the limit in (2.34) along the subsequence \((N(n))\) to get

\[
\sup_{\phi \in U} \limsup_{n \to \infty} \sup_{g \in G} \left| \phi, g^{-1}r_{N(n)}^L \right| \leq \begin{cases} 2\|w^{L+1}\|_X & (0 \leq L < \Lambda \leq \infty), \\
0 & (L = \Lambda < \infty).
\end{cases}
\]

Thus if either \(\|w^L\|_X \to 0\) as \(l \to \Lambda = \infty\) or else \(\Lambda < \infty\), then we obtain

\[
\limsup_{L \to \Lambda} \limsup_{\phi \in U} \sup_{n \to \infty} \sup_{g \in G} \left| \phi, g^{-1}r_{N(n)}^L \right| = 0.
\]

From Steps 1–6, the proof is totally complete. \(\square\)
3. Profile decomposition in inhomogeneous Sobolev spaces

3.1. Settings

Main targets in this paper are Sobolev spaces, for which theorems of profile decomposition will be established. Let \( \Omega \) be an open set in \( \mathbb{R}^N \) (\( N \in \mathbb{N} \)). For \( 1 < p < \infty \), \( N \in \mathbb{N} \) and \( m \in \mathbb{Z}_{\geq 0} \), we denote by \( W^{m,p}(\Omega) \) the inhomogeneous Sobolev space defined as the set of functions in \( L^p(\Omega) \) whose distributional derivatives with order up to \( m \) are also in \( L^p(\Omega) \). The norm of \( W^{m,p}(\Omega) \) is denoted by

\[
\|u\|_{W^{m,p}(\Omega)} = \left( \sum_{|\alpha| \leq m} \|\partial^\alpha u\|^p_{L^p(\Omega)} \right)^{1/p},
\]

where for a multi-index \( \alpha = (\alpha_1, \ldots, \alpha_N) \in (\mathbb{Z}_{\geq 0})^N \),

\[
|\alpha| = \sum_{n=1}^N \alpha_n \quad \text{and} \quad \partial^\alpha = \frac{\partial^{\alpha}}{\partial x_1^{\alpha_1} \cdots \partial x_N^{\alpha_N}},
\]

and derivatives are in the sense of distributions. We denote by \( p^*_m \) the Sobolev critical exponent, that is, \( p^*_m = \frac{pN}{(N - mp)} \) if \( N > mp \); \( p^*_m = \infty \) if \( N \leq mp \). The reader ought to be careful in reading [37] because Tintarev uses other notation for Sobolev spaces. He denotes the Sobolev spaces defined as above by \( H^{m,p}(\Omega) \).

We next provide actions of dislocations defined on function spaces.

**Definition 3.1.** Define a group action on \( L^1_{\text{loc}}(\mathbb{R}^N) \) as follows:

\[
G[\mathbb{Z}^N] := \left\{ g[y] : L^1_{\text{loc}}(\mathbb{R}^N) \rightarrow L^1_{\text{loc}}(\mathbb{R}^N) \middle| g[y]u(\cdot) := u(\cdot - y), \right. \\
\left. u \in L^1_{\text{loc}}(\mathbb{R}^N), \ y \in \mathbb{Z}^N \right\}
\]

This is a group of bijective isometries on the Sobolev space \( W^{m,p}(\mathbb{R}^N) \) defined as above:

\[
\|g[y]u\|_{W^{m,p}(\mathbb{R}^N)} = \|u\|_{W^{m,p}(\mathbb{R}^N)}, \ u \in W^{m,p}(\mathbb{R}^N), \ y \in \mathbb{Z}^N.
\]

Moreover, inverse mappings are given as follows. For \( g[y], g[z] \in G[\mathbb{Z}^N], u \in W^{m,p}(\mathbb{R}^N), \)

\[
g[y]^{-1}u(\cdot) = u(\cdot + y) = g[-y]u(\cdot),
\]

\[
g[z]^{-1}g[y]u(\cdot) = u(\cdot - (y - z)) = g[y - z]u(\cdot).
\]

**Remark 3.2.** One can replace \( \mathbb{Z}^N \) with \( \mathbb{R}^N \) in the above dislocations and all of the following theorems.

The following lemma characterizes the operator-weak convergence of dislocations on Sobolev spaces.

**Lemma 3.3.** Let \( 1 < p < \infty \) and let \( (g[y_n]) \) and \( (g[z_n]) \) be sequences in \( G[\mathbb{Z}^N] \). As bounded operators on \( W^{m,p}(\mathbb{R}^N) \), the operator-weak convergence \( g[y_n] \rightharpoonup 0 \) is equivalent to \( |y_n| \rightarrow \infty \), and \( g[z_n]^{-1}g[y_n] \rightharpoonup 0 \) is equivalent to \( |y_n - z_n| \rightarrow \infty \).

**Proof.** See [38, Lemmas 3.1 and 5.1]. \( \square \)

Under these settings, Sobolev spaces form dislocation spaces.

**Proposition 3.4.** Let \( p \in ]1, \infty[ \) and let \( N, m \in \mathbb{N} \). Then \( (W^{m,p}(\mathbb{R}^N), G[\mathbb{Z}^N]) \) is a dislocation space.
**Proof.** We shall show that \( G[\mathbb{Z}^N] \) is a dislocation group. It is easily checked that for any sequence \( (g[y_n]) \) and \( g[y] \) in \( G[\mathbb{Z}^N] \), \( g[y_n] \to g[y] \) operator-strongly if and only if \( |y_n - y| \to 0 \) as \( n \to \infty \), and thus, one sees that \( g[y_n] \to g[y] \) operator-strongly if and only if \( g[y_n]^{-1} \to g[y]^{-1} \) operator-strongly. Let \( (g[y_n]) \) be a sequence in \( G[\mathbb{Z}^N] \) such that \( g[y_n] \not\to 0 \) as \( n \to \infty \), which equivalently means that \( |y_n| \not\to \infty \) due to Lemma 3.3. So \( (y_n) \) is a bounded sequence in \( \mathbb{Z}^N \), and then there exist a subsequence, again denoted by \( n \), and \( y \in \mathbb{Z}^N \) such that \( y_n = y \), \( n \in \mathbb{N} \). Hence one sees that \( g[y_n] \to g[y] \) operator-strongly. Finally, we shall show that \( (g[y_n])^* \to (g[y])^* \) operator-strongly (recall Lemma 1.6). Let \( u \in W^{m,p}(\mathbb{R}^N) \) and \( \phi \in [W^{m,p}(\mathbb{R}^N)]^* \). The dual of Sobolev spaces are completely characterized with the help of the Riesz representation theorem (see [5, Proposition 9.20] for instance). Take functions \( \phi_\alpha \in L^{p'}(\mathbb{R}^N) \), \( |\alpha| \leq m \), as in [5, Proposition 9.20]. It follows from the change of variables and the Hölder inequality that

\[
\|(g[y_n])^* \phi - (g[y])^* \phi\|_{[W^{m,p}(\mathbb{R}^N)]^*} = \sup_{\|u\|_{W^{m,p}(\mathbb{R}^N)} = 1} |\langle (g[y_n])^* \phi - (g[y])^* \phi, u \rangle| \\
= \sup_{\|u\|_{W^{m,p}(\mathbb{R}^N)} = 1} \left| \sum_{|\alpha| \leq m} \int_{\mathbb{R}^N} \phi_\alpha \partial^\alpha (g[y_n]u - g[y]u) \, dx \right| \\
= \sup_{\|u\|_{W^{m,p}(\mathbb{R}^N)} = 1} \left| \sum_{|\alpha| \leq m} \int_{\mathbb{R}^N} (g[-y_n] \phi_\alpha - g[-y] \phi_\alpha) \partial^\alpha u \, dx \right| \\
\leq \sup_{\|u\|_{W^{m,p}(\mathbb{R}^N)} = 1} \left( \sum_{|\alpha| \leq m} \|g[-y_n] \phi_\alpha - g[-y] \phi_\alpha\|_{L^{p'}(\mathbb{R}^N)} \right) \|u\|_{W^{m,p}(\mathbb{R}^N)} \\
= \sum_{|\alpha| \leq m} \|g[-y_n] \phi_\alpha - g[-y] \phi_\alpha\|_{L^{p'}(\mathbb{R}^N)}.
\]

The last term is convergent to zero as \( n \to \infty \) since \( g[-y_n] \phi_\alpha \to g[-y] \phi_\alpha \), \( |\alpha| \leq m \), strongly in \( L^{p'}(\mathbb{R}^N) \). Hence one gets \( (g[y_n])^* \phi - (g[y])^* \phi \to 0 \) in \([W^{m,p}(\mathbb{R}^N)]^*\), whence follows \( (g[y_n])^* \to (g[y])^* \) operator-strongly. This completes the proof. \( \square \)

Note that Corollary 1.7 ensures that Sobolev spaces with the above dislocations are dislocation spaces irrelevantly to the choice of equivalent norms that are invariant under translation.

We then recall that \( W^{m,p}(\mathbb{R}^N) \) is embedded into some Lebesgue spaces \( G[\mathbb{Z}^N] \)-completely continuously. Also, the following lemma is a reformulation of a well-known lemma named Lions’ lemma [25, Lemma I,1] in the language of \( G \)-weak convergence.

**Lemma 3.5.** Let \( (W^{m,p}(\mathbb{R}^N), G[\mathbb{Z}^N]) \) be as in Proposition 3.4. Then for any \( q \in ]p, p_m^* [ \), the continuous embedding \( W^{m,p}(\mathbb{R}^N) \to L^q(\mathbb{R}^N) \) is \( G[\mathbb{Z}^N] \)-completely continuous. Indeed, there
exists a constant $C > 0$ such that
\[ \int_{\mathbb{R}^N} |u(x)|^q \, dx \leq C \|u\|_{W^{m,p}(\mathbb{R}^N)}^p \left( \sup_{y \in \mathbb{Z}^N} \int_{y+Q} |u(x)|^q \, dx \right)^{1-p/q} \]
for all $u \in W^{m,p}(\mathbb{R}^N)$, where $Q := [0,1]^N$. Moreover, if $u_n \to 0$ $G[\mathbb{R}^N]$-weakly in $W^{m,p}(\mathbb{R}^N)$, then
\[ \sup_{y \in \mathbb{Z}^N} \int_{y+Q} |u_n(x)|^q \, dx \to 0. \]

**Proof.** See [37, 38].

Generalizing the above lemma, one observes the vanishing of lower order derivatives of $u_n$ when $u_n$ goes to zero $G[\mathbb{Z}^N]$-weakly.

**Lemma 3.6.** Let $(W^{m,p}(\mathbb{R}^N), G[\mathbb{Z}^N])$ be as in Proposition 3.4. Then for any multi-index $\alpha \in (\mathbb{Z}_{\geq 0})^N$ with $|\alpha| < m$ and $q \in ]p, p^*_m - |\alpha|[$, the continuous linear operator $\partial^\alpha : W^{m,p}(\mathbb{R}^N) \to L^q(\mathbb{R}^N)$ is $G[\mathbb{Z}^N]$-completely continuous. Indeed, there exists a constant $C > 0$ such that
\[ \int_{\mathbb{R}^N} |\partial^\alpha u(x)|^q \, dx \leq C \|u\|_{W^{m,p}(\mathbb{R}^N)}^p \left( \sup_{y \in \mathbb{Z}^N} \int_{y+Q} |\partial^\alpha u(x)|^q \, dx \right)^{1-p/q} \]
for all $u \in W^{m,p}(\mathbb{R}^N)$, where $Q := [0,1]^N$. Moreover, if $u_n \to 0$ $G[\mathbb{R}^N]$-weakly in $W^{m,p}(\mathbb{R}^N)$, then
\[ \sup_{y \in \mathbb{Z}^N} \int_{y+Q} |\partial^\alpha u_n(x)|^q \, dx \to 0. \]

**Proof.** The preceding lemma and the Sobolev compact embedding $\partial^\alpha : W^{m,p}(Q) \to L^p(Q)$ yield the conclusion.

A further generalization of the above lemmas reads:

**Lemma 3.7.** Let $(W^{m,p}(\mathbb{R}^N), G[\mathbb{Z}^N])$ be as in Proposition 3.4 and let $k \in \mathbb{Z}_{\geq 0}$ be such that $k < m$. Then for all $q \in ]p, p^*_m - k[$, the continuous embedding $W^{m,p}(\mathbb{R}^N) \hookrightarrow W^{k,q}(\mathbb{R}^N)$ is $G[\mathbb{Z}^N]$-completely continuous.

**Proof.** Use the preceding lemmas and the increasing property of the Sobolev critical exponent: $p^*_m \leq p^*_m$ if $m_1 \leq m_2$.

### 3.2. Main theorem

We are in a position to state a theorem of profile decomposition in the inhomogeneous Sobolev space $W^{m,p}(\mathbb{R}^N)$. The following theorem indicates that every bounded sequence in $W^{m,p}(\mathbb{R}^N)$ has a ‘fine’ profile decomposition in the sense that the residual term is vanishing in $L^q(\mathbb{R}^N)$, $q \in ]p, p^*_m[$. Also, one can obtain energy decompositions in Sobolev and Lebesgue norms.

**Theorem 3.8.** Let $1 < p < \infty$, let $m, N \in \mathbb{N}$ and let $(u_n)$ be a bounded sequence in $W^{m,p}(\mathbb{R}^N)$. Then there exist a number $\Lambda \in \mathbb{N} \cup \{0, +\infty\}$, a subsequence $(N(n)) \subset \mathbb{Z}_{\geq 0}$ ($n \in \mathbb{Z}_{\geq 0}$), profiles $w^l \in W^{m,p}(\mathbb{R}^N)$ ($l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}$), vectors $y_{l,N(n)} \in \mathbb{Z}^N$ ($l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}$, $n \in \mathbb{Z}_{\geq l}$), and residual
terms \( r^L_N(n) \in W^{m,p}(\mathbb{R}^N) \) \( (L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}, n \in \mathbb{Z}_{\geq L}) \) with the relation of a double-suffix profile decomposition

\[
u_N(n) = \sum_{l=0}^L w^l(-y, N(n)) + r^L_N(n), \quad L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}, n \in \mathbb{Z}_{\geq L},
\]

such that the following hold:

(i) \( y_{0,N(n)} = 0 \) \((n \geq 0)\), \( u^l \neq 0 \) \((1 \leq l \in \mathbb{Z}_{\geq 0}^{\Lambda+1})\).

(ii) \( \|y_{l,N(n)} - y_{k,N(n)}\| \to \infty \) as \( n \to \infty \) whenever \( l \neq k \in \mathbb{Z}_{\geq 0}^{\Lambda+1} \).

(iii) \( u_{N(n)}(\cdot + y_{l,N(n)}) \to u^l \) weakly in \( W^{m,p}(\mathbb{R}^N) \) and a.e. on \( \mathbb{R}^N \) \((n \to \infty, l \in \mathbb{Z}_{\geq 0}^{\Lambda+1})\).

(iv) For \( k \in \mathbb{Z}_{\geq 0}^{\Lambda+1} \),

\[
r^L_{N(n)}(\cdot + y_{k,N(n)}) \to \begin{cases} 0 & \text{if } k = 0, \ldots, L, \\ u^k & \text{if } k \geq L + 1, \end{cases}
\]

weakly in \( W^{m,p}(\mathbb{R}^N) \) and a.e. on \( \mathbb{R}^N \) as \( n \to \infty \).

Moreover, the following hold:

\[
\lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)}^p \geq \sum_{l=0}^\Lambda \|w^l\|_{W^{m,p}(\mathbb{R}^N)}^p + \lim_{L \to \Lambda} \lim_{n \to \infty} \lim_{n \to \infty} \|r^L_{N(n)}\|_{W^{m,p}(\mathbb{R}^N \setminus A_{n,r,L})},
\]

\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \lim_{n \to \infty} \|r^L_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)} \leq 2 \lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)} < +\infty,
\]

\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \|\partial^\alpha r^L_{N(n)}\|_{L^q(\mathbb{R}^N)} = 0, \quad q \in [p, p^*_m - |\alpha|], \alpha \in (\mathbb{Z}_{\geq 0})^N, \ |\alpha| < m,
\]

\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \|r^L_{N(n)}\|_{W^{s,q}(\mathbb{R}^N)} = 0, \quad q \in [p, p^*_m - k], \ k \in \mathbb{Z}_{\geq 0}, \ k < m,
\]

\[
\lim_{n \to \infty} \|u_{N(n)}\|_{L^q(\mathbb{R}^N)}^q = \sum_{l=0}^\Lambda \|w^l\|_{L^q(\mathbb{R}^N)}^q + \lim_{L \to \Lambda} \lim_{n \to \infty} \|r^L_{N(n)}\|_{L^q(\mathbb{R}^N)}, \quad q \in [p, p^*_m],
\]

where \( U := B_{[W^{m,p}(\mathbb{R}^N)]^*}(1) \) and \( A_{n,r,L} := \bigcup_{l=0}^L B(y_{l,N(n)}, R) \).

We see important remarks:

**Remark 3.9.**

(i) The meaning of each assertion above is as follows: (3.1) indicates that the sum of \( p \)-powered Sobolev norms of all profiles is bounded by \( \lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)} \), which is, so to speak, an *energy estimate* or an *energy decomposition*; (3.2) implies the completion of performing the profile decomposition and called the exactness condition; (3.3) ensures that the residual term does not diverge as the number of subtracted dislocated profiles increases; (3.4) and (3.5) show that lower order derivatives of the residual term are vanishing strongly in appropriate Lebesgue or Sobolev spaces; (3.6) implies that a basic form of the iterated Brezis-Lieb lemma holds true, possibly with limiting residual term of positive mass in the case \( q = p, p^*_m \).

(ii) When one considers profile decomposition in Sobolev spaces \( W^{m,2}(\mathbb{R}^N) \), which is a Hilbert space, one should employ Theorem 2.9 rather than the above theorem, since it
provides a more precise energy decomposition for Sobolev norms, i.e., one obtains
\[ \lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)}^p = \sum_{l=0}^{\Lambda} \|w_l\|_{W^{m,p}(\mathbb{R}^N)}^p + \lim_{L \to \infty} \lim_{n \to \infty} \|r_{N(n)}^L\|_{W^{m,p}(\mathbb{R}^N)}^2. \]

(iii) Regarding the energy estimate (3.1), it is noteworthy that this is a sharper version than other authors’ energy decompositions because other types of one do not include the “residual part” as in (3.1).

(iv) Relations (3.2)–(3.6) are also obtained in the previous researches, e.g., [12, 18, 33, 37, 38].

In view of applications, to e.g., studies of PDEs or Calculus of Variations, the number of nontrivial profiles \( \Lambda \) is often finite and \( a \text{ priori} \) lower bounds of norms of profiles are also gained as a consequence of variational structures. The global compactness results established by Struwe \cite{Struwe1984} are typical and important examples of the case of finite number profiles. Once \( \Lambda \) turns out to be finite in Theorem 3.8, some of assertions in the theorem become clearer and one can readily show the following corollary.

**Corollary 3.10.** Suppose that the same conditions as in Theorem 3.8 are satisfied. In addition, assume that \( \Lambda < +\infty \), i.e., the number of nontrivial profiles is finite. Then regarding the final residual term given by
\[ r_{N(n)}^\Lambda := u_{N(n)} - \sum_{l=0}^{\Lambda} w_l(\cdot - y_{l,N(n)}), \quad n \geq \Lambda, \]
the relations (3.1)–(3.6) turn to
\[ \lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)}^p \geq \sum_{l=0}^{\Lambda} \|w_l\|_{W^{m,p}(\mathbb{R}^N)}^p + \lim_{R \to \infty} \lim_{n \to \infty} \|r_{N(n)}^\Lambda\|_{W^{m,p}(\mathbb{R}^N \setminus \mathcal{A}_{n,R,\Lambda})}, \]
\[ \lim_{n \to \infty} \sup_{y \in \mathbb{Z}^N} \left| \left\langle \phi, r_{N(n)}^\Lambda(\cdot + y) \right\rangle_{W^{m,p}(\mathbb{R}^N)} \right| = 0, \quad \phi \in U, \]
\[ \lim_{n \to \infty} \|r_{N(n)}^\Lambda\|_{W^{m,p}(\mathbb{R}^N)} \leq 2 \lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)}, \]
\[ \lim_{n \to \infty} \|\partial^\alpha r_{N(n)}^\Lambda\|_{L^q(\mathbb{R}^N)} = 0, \quad q \in [p, p_{m-|\alpha|}], \quad \alpha \in (\mathbb{Z}_0)^N, \quad |\alpha| < m, \]
\[ \lim_{n \to \infty} \|r_{N(n)}^\Lambda\|_{W^{k,q}(\mathbb{R}^N)} = 0, \quad q \in [p, p_{m-k}], \quad k \in \mathbb{Z}_0, \quad k < m, \]
\[ \lim_{n \to \infty} \|u_{N(n)}\|_{L^q(\mathbb{R}^N)} = \sum_{l=0}^{\Lambda} \|w_l\|_{L^q(\mathbb{R}^N)} + \lim_{n \to \infty} \|r_{N(n)}^\Lambda\|_{L^q(\mathbb{R}^N)}, \quad q \in [p, p_m], \]
where \( U := B_{W^{m,p}(\mathbb{R}^N)}(1) \) and \( \mathcal{A}_{n,R,\Lambda} := \bigcup_{l=0}^{\Lambda} B(y_{l,N(n)}, R) \). In particular, the relation (3.7) implies that the final residual terms are \( G[\mathbb{Z}^N] \)-weakly convergent to zero in \( W^{m,p}(\mathbb{R}^N) \) (cf. Definition 1.3).

In applying the profile decomposition theorem to studies of PDEs especially involving the \( p \)-Laplacian, the Sobolev space \( W^{1,p}(\mathbb{R}^N) \), \( 1 < p < \infty \), is often equipped with another norm and a modified theorem corresponding to the new norm is required.

**Corollary 3.11.** Under the same conditions as in Theorem 3.8 on \( W^{1,p}(\mathbb{R}^N) \), all assertions as in Theorem 3.8 hold true even when the norm of \( W^{1,p}(\mathbb{R}^N) \) is replaced by
\[ \|u\|_{W^{1,p}(\mathbb{R}^N)} := \left( \int_{\mathbb{R}^N} |u|^p \, dx + \int_{\mathbb{R}^N} |\nabla u|^p \, dx \right)^{1/p}, \quad u \in W^{1,p}(\mathbb{R}^N), \]
where $|\nabla u| = \sqrt{\frac{|\partial u|}{\partial x_1}^2 + \cdots + \frac{|\partial u|}{\partial x_N}^2}$.

**Proof.** The corollary can be proved in the same way as in the proof of Theorem 3.8 which will be given below.

3.3. **Proof of Theorem 3.8**

The proof of Theorem 3.8 will proceed mainly in three steps: (i) finding profiles; (ii) an energy decomposition for the Sobolev norm and the exactness condition of profile decomposition; (iii) vanishing of the residual term. Throughout this proof, when a sequence $(u_n)$ converges to $u$ weakly in $W^{m,p}(\mathbb{R}^N)$ and almost everywhere on $\mathbb{R}^N$, we denote it by

$$u_n \to u \text{ weakly and a.e.}$$

for short.

**Step 1** (Finding profiles). Theorem 2.1 leads us to the existence of profile elements $(w^l, y_{l,N(n)}, \Lambda) \in W^{m,p}(\mathbb{R}^N) \times G[\mathbb{N}] \times (\mathbb{N} \cup \{0, \infty\})$ ($l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}$, $n \in \mathbb{Z}_{\geq l}$). In the proof of Theorem 2.1, each profile $w^l$ is obtained as the weak limit of $u_{i(l,n)}(\cdot + y_{l,i(l,n)})$, where $(i(l,n))$ denotes the $l$-th subsequence for which the $l$-th profile and the $l$-th dislocations are considered. However, with the help of the Sobolev compact embeddings, the weak convergence $u_n \to u$ in $W^{m,p}(\mathbb{R}^N)$ also implies the pointwise convergence $u_n \to u$ a.e. on $\mathbb{R}^N$ up to a subsequence. Hence by extracting additional subsequences in each step of the proof, one can obtain both the weak convergence and the pointwise convergence for profiles and residual terms. Therefore, according to Theorem 2.1 we have the following:

$$y_{0,N(n)} = 0 \quad (n \geq 0),$$

$$w^l \neq 0 \quad (1 \leq l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}),$$

$$|y_{l,N(n)} - y_{k,N(n)}| \to \infty \quad (n \to \infty, \quad 0 \leq k \neq l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}),$$

$$u_{N(n)}(\cdot + y_{l,N(n)}) \to w^l \text{ weakly and a.e.} \quad (0 \leq l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}).$$

Set the residual term $r_{N(n)}^L = u_{N(n)} - \sum_{l=0}^L w^l (\cdot - y_{l,N(n)})$ for $0 \leq L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}$ and $n \in \mathbb{Z}_{\geq L}$. Then the triangle inequality yields

$$\sup_{n \geq 0} \|r_{N(n)}^L\|_{W^{m,p}(\mathbb{R}^N)} \leq \sup_{n \geq 0} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)} + \sum_{l=0}^L \|w^l\|_{W^{m,p}(\mathbb{R}^N)}.$$ 

Also, Theorem 2.1 implies

$$r_{N(n)}^{L-1}(\cdot + y_{l,N(n)}) \to 0 \quad \text{weakly and a.e.} \quad (0 \leq l \leq L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}),$$

$$r_{N(n)}^{L}(\cdot + y_{L,N(n)}) \to w^L \quad \text{weakly and a.e.} \quad (1 \leq L \in \mathbb{Z}_{\geq 0}^{\Lambda+1}).$$

The remaining assertions (3.1)–(3.6) will be proved in the following four lemmas.

**Step 2** (Energy decomposition and exactness condition).

**Lemma 3.12** (Estimates (3.1) and the exactness condition (3.2)). It holds that

$$\lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(\mathbb{R}^N)}^p = \sum_{l=0}^L \|w^l\|_{W^{m,p}(\mathbb{R}^N)}^p.$$
\[
\geq \sum_{l=0}^{\Lambda} \|  u^l \|^p_{W^m,p(\mathbb{R}^N)} + \lim_{L \to \Lambda} \lim_{R \to \infty} \lim_{n \to \infty} \| r^L_N(n) \|^p_{W^m,p(\mathbb{R}^N \setminus A_{n,R,L})},
\]
where \( A_{n,R,L} := \bigcup_{l=0}^L B(y_l,N(n), R) \). Furthermore, it follows that

\[
(3.13) \quad \lim_{L \to \Lambda} \sup_{\phi \in U} \lim_{n \to \infty} \sup_{y \in \mathbb{Z}^N} \left| \phi, r^L_N(n) \cdot (\cdot + y) \right| = 0,
\]
where \( U := B_{W^m,p(\mathbb{R}^N)} \).

**Proof.** Once the energy estimate (3.12) is obtained, then the exactness condition (3.13) will readily follow owing to Theorem 2.1. Hence we shall prove the energy estimate. Fix a multi-index \( \alpha \in (\mathbb{Z}_{\geq 0})^N \) with \( |\alpha| \leq m \). The mutual orthogonality condition (3.8) implies that, for any \( L \in \mathbb{Z}_{\geq \Lambda+1} \),

\[
A_{n,R,L} = \bigsqcup_{l=0}^L B(y_l,N(n), R) \quad \text{(a disjoint union)}
\]
for sufficiently large \( n \in \mathbb{N} \). It then follows that for sufficiently large \( n \),

\[
(3.14) \quad \int_{\mathbb{R}^N} |\partial^\alpha u_N(n)|^p \, dx = \int_{A_{n,R,L}} |\partial^\alpha u_N(n)|^p \, dx + \int_{\mathbb{R}^N \setminus A_{n,R,L}} |\partial^\alpha u_N(n)|^p \, dx
\]

\[
= \sum_{l=0}^L \int_{B(y_l,N(n), R)} |\partial^\alpha u_N(n)|^p \, dx + \int_{\mathbb{R}^N \setminus A_{n,R,L}} |\partial^\alpha u_N(n)|^p \, dx
\]

\[
= \sum_{l=0}^L \int_{B(0, R)} |\partial^\alpha u_N(n) \cdot (\cdot + y_l,N(n))|^p \, dx + \int_{\mathbb{R}^N \setminus A_{n,R,L}} |\partial^\alpha u_N(n)|^p \, dx
\]

\[
=: \sum_{l=0}^L I^l + II.
\]

Owing to the convexity of \( |\cdot|^p \) and (3.9), one has

\[
(3.15) \quad I^l = \int_{B(0, R)} |\partial^\alpha u_N(n) \cdot (\cdot + y_l,N(n))|^p \, dx \geq \int_{B(0, R)} |\partial^\alpha w^l|^p \, dx
\]

\[
+ p \int_{B(0, R)} |\partial^\alpha w^l|^p - 2 |\partial^\alpha w^l| |\partial^\alpha [u_N(n) \cdot (\cdot + y_l,N(n)) - w^l]| \, dx
\]

\[
= \int_{B(0, R)} |\partial^\alpha w^l|^p \, dx + o(1)
\]
as \( n \to \infty \).

On the other hand, due to the convexity again, one has

\[
(3.16) \quad II = \int_{\mathbb{R}^N \setminus A_{n,R,L}} |\partial^\alpha r^L_N| \, dx \geq \int_{\mathbb{R}^N \setminus A_{n,R,L}} |\partial^\alpha r^L_N| \, dx
\]
\[
+ p \int_{R^N \setminus A_{n,R,L}} |\partial^\alpha r_{L(n)}|^{p-2} |\partial^\alpha r_{L(n)}| \partial^\alpha \left( \sum_{l=0}^L w^l \cdot (-y_{l,N(n)}) \right) \, dx \\
= \int_{R^N \setminus A_{n,R,L}} |\partial^\alpha r_{L(n)}|^p \, dx \\
+ p \sum_{l=0}^L \int_{R^N \setminus A_{n,R,L}} |\partial^\alpha r_{L(n)}|^{p-2} |\partial^\alpha r_{L(n)}| \partial^\alpha \left( w^l \cdot (-y_{l,N(n)}) \right) \, dx \\
=: \int_{R^N \setminus A_{n,R,L}} |\partial^\alpha r_{L(n)}|^p \, dx + p \sum_{l=0}^L III^l.
\]

From the Hölder inequality and (3.10), it follows that

\[
(3.17) \quad |III^l| \leq \left( \int_{R^N \setminus A_{n,R,L}} |\partial^\alpha w^l \cdot (-y_{l,N(n)})|^p \, dx \right)^{1/p} \\
\leq C \left( \int_{R^N \setminus B(y_{l,N(n)}, R)} |\partial^\alpha w^l \cdot (-y_{l,N(n)})|^p \, dx \right)^{1/p} \\
= C \left( \int_{R^N \setminus B(0,R)} |\partial^\alpha w^l|^p \, dx \right)^{1/p} \to 0, \quad \text{as} \quad R \to \infty.
\]

Combining (3.14)−(3.17), we get

\[
(3.18) \quad \int_{R^N} |\partial^\alpha u_{N(n)}|^p \, dx \\
\geq \sum_{l=0}^L \int_{B(0,R)} |\partial^\alpha w^l|^p \, dx + \int_{R^N \setminus A_{n,R,L}} |\partial^\alpha r_{L(n)}|^p \, dx \\
- C \sum_{l=0}^L \left( \int_{R^N \setminus B(0,R)} |\partial^\alpha w^l|^p \, dx \right)^{1/p} + o(1)
\]
as \(n \to \infty\). Summing up (3.18) over all multi-indices \(\alpha\) with \(|\alpha| \leq m\) and passing to the limits as \(n \to \infty, R \to \infty\) and then \(L \to \Lambda\), one obtains

\[
\lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(R^N)}^p \geq \sum_{l=0}^\Lambda \|w^l\|_{W^{m,p}(R^N)}^p + \lim_{L \to \Lambda} \lim_{R \to \infty} \lim_{n \to \infty} \|r_{L(n)}\|_{W^{m,p}(R^N \setminus A_{n,R,L})}^p
\]

which completes the proof. \(\square\)

**Lemma 3.13** (Boundedness of the residual terms (3.3)). It holds that

\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \|r_{L(n)}\|_{W^{m,p}(R^N)} \leq 2 \lim_{n \to \infty} \|u_{N(n)}\|_{W^{m,p}(R^N)} < +\infty.
\]

**Proof.** Set \(S_{N(n)}^L := \sum_{l=0}^L w^l \cdot (-y_{l,N(n)})\). We shall employ the following elementary inequality for the Euclidean norm: for all \(\alpha_l \in R^d (l = 1, \ldots, L, d, L \in N)\),

\[
(3.19) \quad \left\| \sum_{l=1}^L \alpha_l \right\|^p - \sum_{l=1}^L |\alpha_l|^p \leq C_L \sum_{l \neq m} |\alpha_l||\alpha_m|^{p-1}
\]
for some constant $C_L > 0$. This inequality will be proved as in Lemma 4.6 with $\varepsilon = 0$. From this, we see that for any multi-index $\alpha$ with $|\alpha| \leq m$,

\[
\left| \int_{\mathbb{R}^N} |\partial^\alpha S_{N(n)}^L|^p \, dx - \sum_{l=0}^{L} \int_{\mathbb{R}^N} |\partial^\alpha w^l|^p \, dx \right| \\
\leq \int_{\mathbb{R}^N} \left| \sum_{l=0}^{L} \partial^\alpha w^l (\cdot - y_{l,N(n)}) \right|^p \, dx - \sum_{l=0}^{L} \int_{\mathbb{R}^N} |\partial^\alpha w^l (\cdot - y_{l,N(n)})|^p \, dx \\
\leq C_L \sum_{l \neq l'} \int_{\mathbb{R}^N} |\partial^\alpha w^l (\cdot - y_{l,N(n)})| |\partial^\alpha w^{l'} (\cdot - y_{l',N(n)})|^{p-1} \, dx.
\]

The mutual orthogonality condition (3.8) implies that for any $0 \leq l \neq l' \leq L$,

(3.20) \[ \int_{\mathbb{R}^N} |\partial^\alpha w^l (\cdot - y_{l,N(n)})| |\partial^\alpha w^{l'} (\cdot - y_{l',N(n)})|^{p-1} \, dx \to 0 \] as $n \to \infty$. Hence we get

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |\partial^\alpha S_{N(n)}^L|^p \, dx = \sum_{l=0}^{L} \int_{\mathbb{R}^N} |\partial^\alpha w^l|^p \, dx.
\]

Adding up the above over all multi-indices $\alpha$ with $|\alpha| \leq m$, we obtain

\[
\| S_{N(n)}^L \|^p_{W^{m,p}(\mathbb{R}^N)} = \sum_{l=0}^{L} \| u^l \|^p_{W^{m,p}(\mathbb{R}^N)} \leq \| u_{N(n)} \|^p_{W^{m,p}(\mathbb{R}^N)} + o(1) \quad (n \to \infty),
\]

which together with (3.12) implies

(3.21) \[ \lim_{L \to \Lambda} \lim_{n \to \infty} \| S_{N(n)}^L \|^p_{W^{m,p}(\mathbb{R}^N)} = \sum_{l=0}^{L} \| u^l \|^p_{W^{m,p}(\mathbb{R}^N)} \leq \lim_{n \to \infty} \| u_{N(n)} \|^p_{W^{m,p}(\mathbb{R}^N)}. \]

So we observe from (3.21) that

\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \| r_{N(n)}^L \|^p_{W^{m,p}(\mathbb{R}^N)} \\
\leq \lim_{n \to \infty} \| u_{N(n)} \|^p_{W^{m,p}(\mathbb{R}^N)} + \lim_{L \to \Lambda} \lim_{n \to \infty} \| S_{N(n)}^L \|^p_{W^{m,p}(\mathbb{R}^N)} \\
\leq 2 \lim_{n \to \infty} \| u_{N(n)} \|^p_{W^{m,p}(\mathbb{R}^N)},
\]

which implies the boundedness of the double sequence $(r_{N(n)}^L)$ in $W^{m,p}(\mathbb{R}^N)$. This completes the proof. \hfill \square

**Step 3 (Vanishing of the residual term).**

**Lemma 3.14** (Vanishing of the residual term (3.4) and (3.5)). For any multi-index $\alpha \in (\mathbb{Z}_{\geq 0})^N$ with $|\alpha| < m$ and any $q \in [p,p'_{m-|\alpha|}]$,

(3.22) \[ \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} |\partial^\alpha r_{N(n)}^L|^q \, dx = 0. \]

In fact, for any $k \in \mathbb{Z}_{\geq 0}$ with $k < m$ and any $q \in [p,p'_{m-k}]$,

(3.23) \[ \lim_{L \to \Lambda} \lim_{n \to \infty} \| r_{N(n)}^L \|^q_{W^{k,q}(\mathbb{R}^N)} = 0. \]

**Proof.** This lemma is readily checked by Theorem 2.6 and Lemmas 3.6 and 3.7 together with (3.13). \hfill \square
One can show a simple version of the Brezis-Lieb lemma. Although the following lemma will be shown by using the classical Brezis-Lieb lemma iteratively, we will give another proof.

**Lemma 3.15 (Simple version of the Brezis-Lieb lemma (3.6)).** For any $q \in [p, p_m^*]$, 
\[
\lim_{n \to \infty} \|u_{N(n)}\|_{L^q(\mathbb{R}^N)}^q = \sum_{l=0}^{\Lambda} \|w_l^i\|_{L^q(\mathbb{R}^N)}^q + \lim_{L \to \Lambda} \lim_{n \to \infty} \|r_{N(n)}^L\|_{L^q(\mathbb{R}^N)}^q.
\]

**Proof.** From (3.19), one sees that 
\[
\int_{\mathbb{R}^N} \left| u_{N(n)} \right|^q - \sum_{l=0}^{L} \left| w_l^i \cdot y_l, y_{N(n)} \right|^q \, dx \leq C_L \sum_{0 \leq i \neq k \leq L} \int_{\mathbb{R}^N} \left| w_l^i \cdot y_{l,N(n)} \right| \left| w_k^i \cdot y_{k,N(n)} \right|^{q-1} \, dx + C_L \sum_{l=0}^{L} \int_{\mathbb{R}^N} \left| w_l^i \cdot y_{l,N(n)} \right| |r_{N(n)}^L|^{q-1} \, dx.
\]

By the mutual orthogonality condition (3.8), we have 
\[
\int_{\mathbb{R}^N} \left| w_l^i \cdot y_{l,N(n)} \right| \left| w_k^i \cdot y_{k,N(n)} \right|^{q-1} \, dx \to 0 \quad (n \to \infty, \ l \neq k).
\]

Since the sequence $(r_{N(n)}^L \cdot y_{l,N(n)})$ is convergent to zero a.e. in $\mathbb{R}^N$ and is bounded in $L^q(\mathbb{R}^N)$, one gets 
\[
|r_{N(n)}^L| \to 0 \quad \text{weakly in } L^q(\mathbb{R}^N),
\]
\[
|r_{N(n)}^L|^{q-1} \to 0 \quad \text{weakly in } L^q(\mathbb{R}^N),
\]
(see, e.g., [37, Lemma 1.3.1]) and thus we get 
\[
\int_{\mathbb{R}^N} |w_l^i \cdot y_{l,N(n)}|^{q-1} r_{N(n)}^L \, dx = \int_{\mathbb{R}^N} |w_l^i|^{q-1} r_{N(n)}^L \cdot y_{l,N(n)} \, dx \to 0,
\]
\[
\int_{\mathbb{R}^N} |w_l^i \cdot y_{l,N(n)}| |r_{N(n)}^L|^{q-1} \, dx = \int_{\mathbb{R}^N} |w_l^i| |r_{N(n)}^L| \cdot y_{l,N(n)}|^{q-1} \, dx \to 0.
\]

Hence we have: 
\[
\int_{\mathbb{R}^N} |u_{N(n)}|^q \, dx = \sum_{l=0}^{L} \int_{\mathbb{R}^N} |w_l^i|^q \, dx + \int_{\mathbb{R}^N} |r_{N(n)}^L|^q \, dx + o(1) \quad (n \to \infty).
\]

Passing to the limits as $n \to \infty$ and then $L \to \Lambda$, one obtains 
\[
\lim_{n \to \infty} \lim_{L \to \Lambda} \int_{\mathbb{R}^N} |u_{N(n)}|^q \, dx = \sum_{l=0}^{\Lambda} \int_{\mathbb{R}^N} |w_l^i|^q \, dx + \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} |r_{N(n)}^L|^q \, dx.
\]

Eventually, the proof of Theorem 3.8 has been complete.
4. Decomposition of integral functionals in subcritical cases

Now we move on to the results of *decomposition of integral functionals* subordinated to profile decomposition (also known as the iterative Brezis-Lieb lemmas) which originally state that along the profile decomposition, \( \|u_n\|_{L^q(\mathbb{R}^N)}^q \) will be decomposed into the (possibly infinite) sum of those of profiles for suitable \( q \), while the classical Brezis-Lieb lemma implies that \( \|u_n\|_{L^q(\mathbb{R}^N)}^q - \|w^0\|_{L^q(\mathbb{R}^N)}^q - \|r_n^0\|_{L^q(\mathbb{R}^N)}^q = o(1) \) as \( n \to \infty \). It is noteworthy that such a decomposition of integral functionals is realized as the strict equality (cf. (3.1)). This result has been obtained by some precursors on profile decomposition, e.g., [37, 38]. Furthermore, we shall extend this result to lower order derivatives of \( u_n \) and profiles. This extension will be shown with the help of Lemma 3.6.

4.1. Brief Summary

Before investigating the decomposition of integral functionals below, we shall briefly review our results, picking up much typical and simple examples in order to describe the essence of the decomposition of integral functionals.

Assume that \( (u_n) \) is a bounded sequence in \( W^{m,p}(\mathbb{R}^N) \) and take profile elements \( (u^l, y_{l,n}, \Lambda) \) (taking a subsequence still denoted by \( n \)) given by Theorem 3.8. According to Lemmas 3.5 to 3.7 and the exactness condition (3.2), the residual term \( r_n^L \) and its derivatives are vanishing (as \( n \to \infty \) and then \( L \to \Lambda \)) in suitable \( L^q(\mathbb{R}^N) \) or \( W^{k,p}(\mathbb{R}^N) \).

Typically, our main results read:

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^q \, dx = \sum_{l=0}^A \int_{\mathbb{R}^N} |w^l|^q \, dx, \quad q \in ]p, p^*_m[,
\]

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |\partial^\alpha u_n|^q \, dx = \sum_{l=0}^A \int_{\mathbb{R}^N} |\partial^\alpha w^l|^q \, dx, \quad q \in ]p, p^*_m-a[, \, |\alpha| < m,
\]

\[
\lim_{n \to \infty} \|u_n\|_{W^{k,q}(\mathbb{R}^N)}^q = \sum_{l=0}^A \|w^l\|_{W^{k,q}(\mathbb{R}^N)}^q, \quad q \in ]p, p^*_{m-k}[,
\]

These formulas are shown as follows. As for Euclidean norms, one can show that

\[
\left| \sum_{l=1}^L s_l^q - \sum_{l=1}^L |s_l|^q \right| \leq C_L \sum_{l \neq k} |s_l| |s_k|^{q-1}, \quad s_l \in \mathbb{R},
\]

\[
|a + b|^q - |a|^q \leq \varepsilon |a|^q + C_{\varepsilon} |b|^q, \quad \varepsilon > 0, \quad a, b \in \mathbb{R}.
\]

Combining the above, we have:

\[
\left| \int_{\mathbb{R}^N} |u_n|^q \, dx - \sum_{l=0}^L \int_{\mathbb{R}^N} |w^l|^q \, dx \right|
\]

\[
= \left| \int_{\mathbb{R}^N} |u_n|^q \, dx - \sum_{l=0}^L \int_{\mathbb{R}^N} |w^l(\cdot - y_{l,n})|^q \, dx \right|
\]

\[
\leq \varepsilon \int_{\mathbb{R}^N} \sum_{l=0}^L |w^l(\cdot - y_{l,n})|^q \, dx + C\varepsilon \int_{\mathbb{R}^N} |r_n^L|^q \, dx
\]
Since \((u_n)\) and \((r_n^L)\) are bounded in \(W^{m,p}(\mathbb{R}^N)\), \(\int_{\mathbb{R}^N} \sum_{l=0}^L w^l(\cdot - y_{l,n}) |w^k(\cdot - y_{k,n})|^{q-1} \, dx\) is bounded. By the mutual orthogonality condition, \(\sum_{l=0}^L \int_{\mathbb{R}^N} |w^l(\cdot - y_{l,n})||w^k(\cdot - y_{k,n})|^{q} \, dx\) is bounded. Therefore, passing to the limits as \(n \to \infty\). Also, the residual term \(\int_{\mathbb{R}^N} |r_n^L|^q \, dx\) is vanishing as \(n \to \infty\) and then \(L \to \Lambda\). Therefore, passing to the limits as \(n \to \infty\), \(L \to \Lambda\) and then, \(\varepsilon \to 0\), one can conclude (4.1). Similarly, one can show (4.2) and (4.3).

In the above observation, the inequality (4.4) is employed together with the mutual orthogonality condition, yielding the degeneracy of cross terms. The inequality (4.5) is used with \(b = r_n^L\) which is vanishing in suitable spaces. Hence, one can obtain other variants of the above iterated Brezis-Lieb lemma, by considering the Lebesgue or Sobolev spaces into which \(W^{m,p}(\mathbb{R}^N)\) is embedded \(G[\mathbb{Z}^N]\)-completely continuously. Along the above strategy, in what follows, we shall investigate more general results of decomposition of integral functionals.

4.2. Main theorems

Now we shall discuss general results of decomposition of integral functionals of \(\left(\int_{\mathbb{R}^N} F(\partial^\alpha u_n) \, dx\right)\) with continuous functions \(F\) of \(p\)-superlinear and subcritical growth (see also (F) below). We refer the reader to [38, Section 3.6] as a reference of conditions of continuous functions.

**Theorem 4.1** (Decomposition of integral functionals 1). Let \((u_n)\) be a bounded sequence in \(W^{m,p}(\mathbb{R}^N)\) and suppose, on a subsequence (still denoted by \(n\)), that \((u_n)\) has a profile decomposition with profile elements \((w^l, y_{l,n}, \Lambda) \in W^{m,p}(\mathbb{R}^N) \times \mathbb{Z}^N \times (\mathbb{N} \cup \{0, \infty\})\) \((l \in \mathbb{Z}_{\geq 0}^{\Lambda+1}, n \in \mathbb{Z}_{\geq l})\) as in Theorem 3.8. Let \(\alpha \in (\mathbb{Z}_{\geq 0})^N\) be a multi-index satisfying \(|\alpha| < m\). Assume that \(f_\alpha \in C(\mathbb{R}; \mathbb{R})\) satisfies that for any \(\varepsilon > 0\), there exist \(q = q_{\alpha,\varepsilon} \in [p, p_{m-|\alpha|}]\) and \(C = C_{\alpha,\varepsilon} > 0\) such that

\[
|f_\alpha(s)| \leq \begin{cases} 
\varepsilon |s|^{p-1} + |s|^{(p_{m-|\alpha|})-1} + C |s|^{q-1}, & s \in \mathbb{R}, \text{ if } p_{m-|\alpha|} < \infty, \\
\varepsilon |s|^{p-1} + C |s|^{q-1}, & s \in \mathbb{R}, \text{ if } p_{m-|\alpha|} = \infty,
\end{cases}
\]

and define a primitive function \(F_\alpha\) of \(f_\alpha\) by \(F_\alpha(s) = \int_0^s f_\alpha(t) \, dt\), \(s \in \mathbb{R}\). Then the following relation holds true:

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} F_\alpha(\partial^\alpha u_n) \, dx = \sum_{l=0}^\Lambda \int_{\mathbb{R}^N} F_\alpha(\partial^\alpha w^{(l)}) \, dx.
\]

**Remark 4.2.** Regarding a growth condition of the primitive function \(F_\alpha\), it follows from (f) that \(F_\alpha\) satisfies that for any \(\varepsilon > 0\), there exist \(q = q_{\alpha,\varepsilon} \in [p, p_{m-|\alpha|}]\) and \(C = C_{\alpha,\varepsilon} > 0\) such that

\[
|F_\alpha(s)| \leq \begin{cases} 
\varepsilon |s|^p + |s|^{p_{m-|\alpha|}} + C |s|^q, & s \in \mathbb{R}, \text{ if } p_{m-|\alpha|} < \infty, \\
\varepsilon |s|^p + C |s|^q, & s \in \mathbb{R}, \text{ if } p_{m-|\alpha|} = \infty,
\end{cases}
\]

Here one can take \(q_{\alpha,\varepsilon}\) above as the same exponent as in (f).

Secondly, we shall generalize conditions of continuous functions, and consequently, we obtain the same results.
Theorem 4.3 (Decomposition of integral functionals 2). Let \((u_n)\) be a bounded sequence in \(W^{m,p}(\mathbb{R}^N)\) and suppose that, on a subsequence (still denoted by \(n\)), \((u_n)\) has a profile decomposition with profile elements \((w_n, y_{l,n}, \Lambda)\) \(\in W^{m,p}(\mathbb{R}^N) \times \mathbb{Z}^N \times (\mathbb{N} \cup \{0, \infty\})\) \((l \in \mathbb{Z}_{\geq l}^+; \ n \in \mathbb{Z}_{\geq l})\) as in Theorem 3.8. Let \(\alpha \in (\mathbb{Z}_{\geq 0})^N\) be a multi-index satisfying \(|\alpha| < m\).

(i) Suppose that \(f_\alpha(x, s) \in C(\mathbb{R}^N \times \mathbb{R}; \mathbb{R})\) satisfies the following growth condition in \(s\) and invariance condition in \(x:\)

\[
\begin{align*}
\forall \varepsilon > 0, \quad \exists q = q_{\alpha,\varepsilon} \in ]p, p^*_{m-|\alpha|}], \quad \exists C = C_{\alpha,\varepsilon} > 0 \text{ s.t.} \\
\sup_{x \in \mathbb{R}^N} |f_\alpha(x, s)| \leq \begin{cases} \\
\varepsilon (|s|^{p-1} + |s|^{(p^*_{m-|\alpha|})^{-1}}) \bigl|+ C|s|^{q-1}, \quad \text{if } p^*_{m-|\alpha|} < \infty, \ \\
\varepsilon |s|^{p-1} + C|s|^{q-1}, \quad \text{if } p^*_{m-|\alpha|} = \infty, \ \\
\end{cases} \\
f_\alpha(x + y, s) = f_\alpha(x, s), \quad y \in \mathbb{Z}^N, \ x \in \mathbb{R}^N, \ s \in \mathbb{R}.
\end{align*}
\]

Then for a primitive function

\[ F_\alpha(x, s) := \int_0^s f_\alpha(x, t) \, dt, \ x \in \mathbb{R}^N, \ s \in \mathbb{R}, \]

the following relation holds true:

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} F_\alpha(x, \partial^\alpha u_n) \, dx = \sum_{l=0}^\Lambda \int_{\mathbb{R}^N} F_\alpha(x, \partial^\alpha w^l) \, dx.
\]

(ii) Suppose that \(f_\alpha(x, s) \in C(\mathbb{R}^N \times \mathbb{R}; \mathbb{R})\) satisfies the following growth condition in \(s\) and limit state condition in \(x:\)

\[
\begin{align*}
\forall \varepsilon > 0, \quad \exists q = q_{\alpha,\varepsilon} \in ]p, p^*_{m-|\alpha|}], \quad \exists C = C_{\alpha,\varepsilon} > 0 \text{ s.t.} \\
\sup_{x \in \mathbb{R}^N} |f_\alpha(x, s)| \leq \begin{cases} \\
\varepsilon (|s|^{p-1} + |s|^{(p^*_{m-|\alpha|})^{-1}}) \bigl|+ C|s|^{q-1}, \quad \text{if } p^*_{m-|\alpha|} < \infty, \ \\
\varepsilon |s|^{p-1} + C|s|^{q-1}, \quad \text{if } p^*_{m-|\alpha|} = \infty, \ \\
\end{cases} \\
f_\alpha,\infty(s) := \lim_{|x| \to \infty} f_\alpha(x, s) \text{ exists for all } s \in \mathbb{R}.
\end{align*}
\]

Then for primitive functions

\[
\begin{align*}
F_\alpha(x, s) := & \int_0^s f_\alpha(x, t) \, dt, \ x \in \mathbb{R}^N, \ s \in \mathbb{R}, \\
F_\alpha,\infty(s) := & \int_0^s f_\alpha,\infty(t) \, dt, \ s \in \mathbb{R},
\end{align*}
\]

the following relation holds true:

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} F_\alpha(x, \partial^\alpha u_n) \, dx = \int_{\mathbb{R}^N} F_\alpha(x, \partial^\alpha w^0) \, dx + \sum_{l=1}^\Lambda \int_{\mathbb{R}^N} F_\alpha,\infty(\partial^\alpha w^l) \, dx.
\]

One can prove many other variants of the above results in the same way, and we shall exhibit the following typical variants.

Proposition 4.4. Along the profile decomposition in \(W^{m,p}(\mathbb{R}^N)\) \((m > 1)\), there hold

\[
\begin{align*}
\lim_{n \to \infty} \int_{\mathbb{R}^N} |\nabla u_n|^q \, dx &= \sum_{l=0}^\Lambda \int_{\mathbb{R}^N} |\nabla w^l|^q \, dx, \quad q \in ]p, p^*_{m-1}], \\
\lim_{n \to \infty} \|u_n\|_{W^{k,q}(\mathbb{R}^N)}^q &= \sum_{l=0}^\Lambda \|w^l\|_{W^{k,q}(\mathbb{R}^N)}^q, \quad q \in ]p, p^*_{m-k}], \ k \in \mathbb{Z}_{\geq 0}, \ k < m.
\end{align*}
\]
4.3. Proof of Theorem 4.1

In this and the following subsections, we shall prove Theorems 4.1 and 4.3 without relying on pointwise convergence. We shall prove the results of decomposition of integral functionals above in the special case $|\alpha| = 0$ and we abbreviate $f_\alpha$ to $f$ and so on; the other cases will be readily shown in the same way. Note that proofs provided below are concerned with only the case $p_m^* < \infty$. The other case $p_m^* = \infty$ can also be proved in the same manner.

**Basic lemmas.** First of all, we shall prove the following important inequalities which correspond to (4.4) and (4.5).

**Lemma 4.5.** Assume the same conditions as in Theorem 4.1. Then for any $\varepsilon > 0$, there exist $q_1 = q_{1,\varepsilon} \in [p, p_m^*[ and $C = C_\varepsilon > 0$ such that for all $a, b \in \mathbb{R}$,

$$|F(a + b) - F(a)| \leq \varepsilon \left( |a|^{p-1}|b| + |a|^{p_m^*-1}|b| + |b|^p + |b|^{p_m^*} \right) + C(|a|^{q_1-1}|b| + |b|^{q_1}).$$

**Proof.** Fix $\delta > 0$ arbitrarily. For any $a, b \in \mathbb{R}$, the mean value theorem implies

$$|F(a + b) - F(a)| = |f(a + \theta b)||b|$$

for some $\theta = \theta_{a,b} \in [0, 1]$. It follows from (f) that

$$|F(a + b) - F(a)| \leq \delta |a + \theta b|^{p-1} + |a + \theta b|^{p_m^*-1} + C_\delta |a + \theta b|^{q_1-1} |b|$$

$$\leq K\delta \left( |a|^{p-1} + |a|^{p_m^*-1} + |b|^{p-1} + |b|^{p_m^*-1} \right) |b| + C_\delta \left( |a|^{q_1-1} |b| + |b|^{q_1} \right),$$

where $K > 0$ is independent of $\delta$ and $q_\delta$. Then for any $\varepsilon > 0$, set $\delta = \varepsilon/K$ and we then observe from (4.8) that

$$|F(a + b) - F(a)| \leq \varepsilon \left( |a|^{p-1} + |a|^{p_m^*-1} + |b|^{p-1} + |b|^{p_m^*-1} \right) |b| + C_\varepsilon \left( |a|^{q_1-1} |b| + |b|^{q_1-1} \right).$$

Thus letting $q_1 := q_{\varepsilon,K}$, one concludes (4.7). \][

**Lemma 4.6.** Assume the same conditions as in Theorem 4.1. Let $L \in \mathbb{N}$, fix $\varepsilon > 0$ arbitrarily and let $q = q_{\varepsilon} \in [p, p_m^*$ be an exponent corresponding to (f). Then there exists $C_{\varepsilon,L} > 0$ such that for all $s_l \in \mathbb{R}$, $1 \leq l \leq L$,

$$\left| F \left( \sum_{l=1}^{L} s_l \right) - \sum_{l=1}^{L} F(s_l) \right| \leq C_{L} \left( \sum_{l=1}^{L} (|s_l|^p + |s_l|^{p_m^*}) \right) + C_{\varepsilon,L} \sum_{1 \leq l \neq k \leq L} |s_l|^{q_s-1} |s_k|$$

for some constant $C_L > 0$.

**Proof.** We prove (4.9) by induction on $L$.

(1) **Base step:** $L = 2$. We shall prove that for any $a, b \in \mathbb{R}$,

$$|F(a + b) - F(a) - F(b)| \leq C_\varepsilon \left( |a|^p + |a|^{p_m^*} + |b|^p + |b|^{p_m^*} \right) + C_\varepsilon \left( |a|^{q_s-1} |b| + |a| |b|^{q_s-1} \right)$$
for some positive constant $C$ independent of $\varepsilon$ and $q$. Since $F(0) = 0$, $(4.10)$ is true if $a = 0$ or $b = 0$. So we assume $a, b \neq 0$ and thanks to the symmetry, assume that $t = |b|/|a| \leq 1$. Then by the mean value theorem, we have

$$F(a + b) - F(a) = f(a + \theta b)b$$ for some $\theta = \theta_{a,b} \in [0, 1]$. It follows from (f) and (F) that

$$|F(a + b) - F(a) - F(b)|$$

$$\leq |f(a + \theta b)||b| + |F(b)|$$

$$\leq \left[\varepsilon(|a + \theta b|^{p-1} + |a + \theta b|^{p_m-1}) + C\varepsilon|a + \theta b|^{q} - 1\right]|b|$$

$$+ \varepsilon(|b|^p + |b|^{p_m}) + C\varepsilon|b|^q$$

$$\leq C\varepsilon(|a|^p + |a|^{p_m}) + C\varepsilon|a|^{q-1}|b|,$$

where we used the assumption $|b| \leq |a|$ in the last inequality. Thus $(4.10)$ is verified.

(II) Inductive step. Assume that $(4.9)$ is valid for some $L \in \mathbb{N}$. Setting $a = \sum_{l=1}^{L} s_l$ and using $(4.10)$ and the induction hypothesis, we observe that

$$\left|F \left( \sum_{l=1}^{L+1} s_l \right) - \sum_{l=1}^{L+1} F(s_l) \right| = \left|F(a + s_{L+1}) - \sum_{l=1}^{L+1} F(s_l) \right|$$

$$\leq |F(a + s_{L+1}) - F(a) - F(s_{L+1})| + |F(a) - \sum_{l=1}^{L} F(s_l)|$$

$$\leq \varepsilon C_1(|a|^p + |a|^{p_m} + |s_{L+1}|^p + |s_{L+1}|^{p_m}) + C\varepsilon(|a|^{q-1}|s_{L+1}| + |a||s_{L+1}|^{q-1})$$

$$+ \varepsilon C_2 \left( \sum_{l=1}^{L} (|s_l|^p + |s_l|^{p_m}) \right) + C\varepsilon L \sum_{1 \leq k \leq L} |s_l|^{q-1}|s_k|$$

$$\leq \varepsilon C_{L+1} \left( \sum_{l=1}^{L+1} (|s_l|^p + |s_l|^{p_m}) \right) + C\varepsilon L \sum_{1 \leq l \neq k \leq L+1} |s_l|^{q-1}|s_k|.$$  

Thus $(4.9)$ holds when $L$ is replaced by $L + 1$. This completes the proof. \qed

We need a modification to the preceding lemma.

Lemma 4.7. Assume the same conditions as in Theorem 4.1. Let $L \in \mathbb{N}$. Then for any $\varepsilon > 0$, there exist $q_L = q_{\varepsilon,L} \in \mathbb{N}, p_m \in \mathbb{N}$ and $C = C_{\varepsilon,L} > 0$ such that for all $s_l \in \mathbb{R}, 0 \leq l \leq L$,

$$\left|F \left( \sum_{l=1}^{L} s_l \right) - \sum_{l=1}^{L} F(s_l) \right| \leq \varepsilon \left( \sum_{l=1}^{L} (|s_l|^p + |s_l|^{p_m}) \right) + C \sum_{1 \leq l \neq k \leq L} |s_l|^{q_L-1}|s_k|.$$  

Proof. For any $\varepsilon > 0$, set $\delta = \varepsilon/C_L$, where $C_L$ is as in Lemma 4.6, and we observe from $(4.9)$ that

$$\left|F \left( \sum_{l=1}^{L} s_l \right) - \sum_{l=1}^{L} F(s_l) \right| \leq \delta C_L \left( \sum_{l=1}^{L} (|s_l|^p + |s_l|^{p_m}) \right) + C_{\delta,L} \sum_{1 \leq l \neq k \leq L} |s_l|^{q_m-1}|s_k|$$

$$\left(4.11\right) = \varepsilon \left( \sum_{l=1}^{L} (|s_l|^p + |s_l|^{p_m}) \right) + C_{\varepsilon,L} \sum_{1 \leq l \neq k \leq L} |s_l|^{q_m-1}|s_k|.$$
where $q_L = q_{\varepsilon,L} := q_{\varepsilon}/C_L$. Thus one can conclude (4.7).

Combining Lemmas 4.5 and 4.7 with the Young inequality, one can obtain the following

**Lemma 4.8.** Let $F$ be as in Theorem 4.1 and let $L \in \mathbb{N}$. Then for any $\varepsilon > 0$, there exist $q_1 = q_1, \varepsilon \in [p, p_m^*]$, $q_L = q_{\varepsilon,L} \in [p, p_m^*]$ and $C_\varepsilon, C_{\varepsilon,L} > 0$ such that for all $s_1, r \in \mathbb{R}$ ($l = 1, \ldots, L$),

(4.12) \[
F\left(\sum_{i=1}^{L} s_i + r\right) - \sum_{i=1}^{L} F(s_i) \leq \varepsilon C_p \left(\sum_{i=1}^{L} s_i^p + \sum_{i=1}^{L} |s_i|^p + \sum_{i=1}^{L} |s_i| |r|^p + |r|^p \right)
\]

+ $C_\varepsilon \left(|r|^{q_1} + \sum_{i=1}^{L} |s_i|^{q_1-1} |r|\right) + C_{\varepsilon,L} \sum_{1 \leq i \neq j \leq L} |s_i||s_j|^{q_L-1},$

where $C_p > 0$ depends only on $p$ and $C_\varepsilon$ depends only on $\varepsilon$.

**Main body.** Using the above inequalities we can prove (4.6).

**Proof of Theorem 4.1.** Set

$$E := \sup_{n \in \mathbb{Z}_{\geq 0}} \|u_n\|_{W^{\lambda,p}(\mathbb{R}^N)}, \quad S_n^L := \sum_{l=0}^{L} w^l \cdot (\cdot - y_{l,n}), \quad L \in \mathbb{Z}_{\geq 0}^{L+1}, \quad n \in \mathbb{Z}_{\geq L},$$

and then one has the relation $u_n = S_n^L + r_n^L$. Fix $\varepsilon > 0$ arbitrarily and let $q_1, q_L \in [p, p_m^*]$ be exponents given by Lemmas 4.5 and 4.7. Using (4.12) and the Hölder inequality, one sees that

(4.13) \[
\left| \int_{\mathbb{R}^N} \left[F(u_n) - \sum_{l=0}^{L} F(u_l \cdot (\cdot - y_{l,n}))\right] \right| \ dx \leq \varepsilon C_p \left(\sum_{n=0}^{L} \|S_n^L\|_{L^p(\mathbb{R}^N)} + \sum_{l=0}^{L} \|w^l\|_{L^p(\mathbb{R}^N)} + \sum_{l=0}^{L} \|w^l\|_{L^p(\mathbb{R}^N)} + \sum_{l=0}^{L} \|w^l\|_{L^p(\mathbb{R}^N)} \right)
\]

+ $C_\varepsilon \left(|r_n^L|_{L^q(\mathbb{R}^N)} + \sum_{l=0}^{L} \|w^l|_{L^q(\mathbb{R}^N)} + \sum_{l=0}^{L} \|w^l|_{L^q(\mathbb{R}^N)} \right)
\]

+ $C_{\varepsilon,L} \sum_{0 \leq i \neq j \leq L} |w^i (x - y_{i,n})||w^j (x - y_{j,n})|^{q_L-1} \ dx.$

According to the estimates (3.3), (3.21) and the Sobolev inequality, one gets for any $r \in [p, p_m^*],$

(4.14) \[
\begin{aligned}
\lim_{L \to \Lambda} \lim_{n \to \infty} \|r_n^L\|_{L^r(\mathbb{R}^N)} &\leq C_r \lim_{L \to \Lambda} \lim_{n \to \infty} \|r_n^L\|_{W^{\lambda,p}(\mathbb{R}^N)} &\leq C_r E, \\
\lim_{L \to \Lambda} \lim_{n \to \infty} \|S_n^L\|_{L^r(\mathbb{R}^N)} &\leq C_r \lim_{L \to \Lambda} \lim_{n \to \infty} \|S_n^L\|_{W^{\lambda,p}(\mathbb{R}^N)} &\leq C_r E.
\end{aligned}
\]

From (3.1) one has

(4.15) \[
\sum_{l=0}^{L} \|w^l\|_{L^p(\mathbb{R}^N)} \leq E_p.
\]
From the Sobolev inequality and the embedding $\ell^p(N) \hookrightarrow \ell^{p^*_m}(N)$, one also has

$$\sum_{l=0}^{\Lambda} \|u^l\|_{L^{p^*_m}(\mathbb{R}^N)}^{p^*_m} \leq C_{p^*_m} \left( \sum_{l=0}^{\Lambda} \|u^l\|_{W^{m,p}(\mathbb{R}^N)}^p \right)^{p^*_m/p} \leq C_{p^*_m} \Lambda \sum_{l=0}^{\Lambda} \|w^l\|_{W^{m,p}(\mathbb{R}^N)}^{p^*_m/p}.$$  \hfill (4.16)

Also, one has the condition (3.4), i.e.,

$$\lim_{L \to \Lambda} \lim_{n \to \infty} \|r^L_n\|_{L^q(\mathbb{R}^N)} = 0 \quad \text{for any } q \in [p, p^*_m].$$  \hfill (4.17)

Moreover, one can check that for any $0 \leq l \neq l' \in \mathbb{Z}_{\geq 0}^{\Lambda+1}$ and for any $r \in [p, p^*_m]$,

$$\int_{\mathbb{R}^N} |w^l(x - y_{l,n})|^r |w^{l'}(x - y_{l',n})|^{r-1} \, dx \to 0$$

as $n \to \infty$. Combining (4.13)–(4.18), and passing to the limits as $n \to \infty$, $L \to \Lambda$, and then $\varepsilon \to 0$, one obtains

$$\lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(u_n) - \sum_{l=0}^{L} F(w^l(\cdot - y_{l,n})) \right| \, dx = 0.$$  \hfill (4.19)

From this follows

$$\lim_{L \to \Lambda} \lim_{n \to \infty} \left| \int_{\mathbb{R}^N} F(u_n) \, dx - \sum_{l=0}^{L} \int_{\mathbb{R}^N} F(w^l) \, dx \right| = 0.$$  \hfill (4.20)

Eventually, the limits

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} F(u_n) \, dx, \quad \lim_{L \to \Lambda} \sum_{l=0}^{L} \int_{\mathbb{R}^N} F(w^l) \, dx$$

exist and it follows that

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} F(u_n) \, dx = \sum_{l=0}^{\Lambda} \int_{\mathbb{R}^N} F(w^l) \, dx.$$  \hfill (4.21)

This completes the proof of Theorem 4.1. \hfill \Box

4.4. Proof of Theorem 4.3

We move on to the proof of Theorem 4.3 which is proved based on an argument quite similar to the preceding one. As is similar to the preceding subsection, it is sufficient to show the results of decomposition of integral functionals in the special case $|\alpha| = 0$ and $p^*_m < \infty$, and we shall abbreviate $f_\alpha$ to $f$ and so on. In what follows, we assume that $u_n, w^l$ and $y_{l,n}$ are as in Theorem 4.3.

Assertion (i). Let $f$ satisfy (F), and let $F$ be defined by

$$F(x, s) = \int_0^s f(x, t) \, dt, \quad x \in \mathbb{R}^N, \ s \in \mathbb{R}.$$
One can show the following counterpart of Lemma 4.5 in the same manner: \( \forall \varepsilon > 0 \), \( \exists q_1 = q_{1,\varepsilon} \in ]p, p_m^*[, \ \exists C = C_{\varepsilon} > 0 \) s.t. \( \forall a, b \in \mathbb{R}, \)

\[
(4.20) \sup_{x \in \mathbb{R}^N} |F(x, a + b) - F(x, a)| \leq \varepsilon \left( |a|^{p-1}|b| + |a|^{p_m^*-1}|b| + |b|^p + |b|^{p_m^*} \right) + C(|a|^q_{1,\varepsilon-1}|b| + |b|^q).
\]

One can also show the following counterpart of Lemma 4.7 in the same manner: \( \forall \varepsilon > 0 \), \( \forall L \in \mathbb{N}, \ \exists q_L = q_{L,\varepsilon} \in ]p, p_m^*[ \), \( \exists C = C_{\varepsilon, L} > 0 \) s.t. \( \forall s_l \in \mathbb{R}, 1 \leq l \leq L, \)

\[
(4.21) \sup_{x \in \mathbb{R}^N} \left| F \left( x, \sum_{l=1}^L s_l \right) - \sum_{l=1}^L F(x, s_l) \right| \leq \varepsilon \left( \sum_{l=1}^L (|s_l|^p + |s_l|^{p_m^*}) \right) + C \sum_{1 \leq l \neq k \leq L} |s_l|^{q_L-1}|s_k|.
\]

Thanks to these two inequalities, one can verify the counterpart of (4.19) in the same manner, where one replaces \( F(s) \) by \( F(x, s), x \in \mathbb{R}^N \), i.e.,

\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(x, u_n) - \sum_{l=0}^L F(x, w^l(x - y_{l,n})) \right| \, dx = 0.
\]

Owing to the \( Z^N \)-invariance of \( f \) and the change of variables, it follows that

\[
(4.22) \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(x, u_n) \, dx - \sum_{l=0}^L \int_{\mathbb{R}^N} F(x, w^l) \, dx \right| = \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(x, u_n) \, dx - \sum_{l=0}^L \int_{\mathbb{R}^N} F(x, w^l(x - y_{l,n})) \, dx \right|
\]

\[
(4.23) \leq \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(x, u_n) - \sum_{l=0}^L F(x, w^l(x - y_{l,n})) \right| \, dx
\]

\[
(4.24) = 0,
\]

which yields

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} F(x, u_n) \, dx = \sum_{l=0}^\Lambda \int_{\mathbb{R}^N} F(x, w^l) \, dx,
\]

hence the conclusion.

**Assertion (ii).** Let \( f \) and \( f_{\infty} \) satisfy (\( f' \)), and let \( F \) and \( F_{\infty} \) be defined by

\[
F(x, s) = \int_0^s f(x, t) \, dt, \quad x \in \mathbb{R}^N, \ s \in \mathbb{R},
\]

\[
F_{\infty}(s) = \int_0^s f_{\infty}(t) \, dt, \quad s \in \mathbb{R}.
\]

As in the previous proof, one can show (4.20) and (4.21). So one can verify the counterpart of (4.19), where one replaces \( F(s) \) by \( F(x, s), x \in \mathbb{R}^N \), i.e.,

\[
(4.25) \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(x, u_n) - \sum_{l=0}^L F(x, w^l(x - y_{l,n})) \right| \, dx = 0.
\]
By changing variables, we get
\[
\int_{\mathbb{R}^N} F(x, w^l(x - y_{l,n})) \, dx = \int_{\mathbb{R}^N} F(x + y_{l,n}, w^l(x)) \, dx.
\] (4.26)

Since \(|y_{l,n}| \to \infty\) for \(l \geq 1\), it follows that
\[
F(x + y_{l,n}, w^l(x)) \to F_{\infty}(w^l(x)) \quad \text{a.e. } x \in \mathbb{R}^N \ (n \to \infty, \ l \geq 1).
\]

Here we used the fact that
\[
F(x, s) \to F_{\infty}(s) \quad \text{as } |x| \to \infty \quad \text{for any } s \in \mathbb{R},
\]
which is proved via (f") and the dominated convergence theorem. Also, due to (f"), the integrand
\[
|F(x + y_{l,n}, w^l(x))|
\]

is dominated by an integrable function independent of \(n\). Hence, by the dominated convergence theorem, we get for \(l \geq 1,
\[
\int_{\mathbb{R}^N} F(x, w^l(x - y_{l,n})) \, dx = \int_{\mathbb{R}^N} F(x + y_{l,n}, w^l(x)) \, dx
\]
\[
= \int_{\mathbb{R}^N} F_{\infty}(w^l(x)) \, dx + o(1) \quad \text{as } n \to \infty.
\] (4.27)

Thus from (4.25) and (4.27) follow
\[
\lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} F(x, u_n) \, dx - \int_{\mathbb{R}^N} F(x, w^0) \, dx - \sum_{l=1}^{L} \int_{\mathbb{R}^N} F_{\infty}(w^l) \, dx
\]
\[
= \lim_{L \to \Lambda} \lim_{n \to \infty} \left| \int_{\mathbb{R}^N} F(x, u_n) \, dx - \sum_{l=0}^{L} \int_{\mathbb{R}^N} F(x, w^l(x - y_{l,n})) \, dx + o(1) \right|
\]
\[
\leq \lim_{L \to \Lambda} \lim_{n \to \infty} \int_{\mathbb{R}^N} \left| F(x, u_n) - \sum_{l=0}^{L} F(x, w^l(x - y_{l,n})) \right| \, dx
\] (4.29)
\[
= 0,
\] (4.30)

which yields
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} F(x, u_n) \, dx = \int_{\mathbb{R}^N} F(x, w^0) \, dx + \sum_{l=1}^{\Lambda} \int_{\mathbb{R}^N} F_{\infty}(w^l) \, dx.
\]

Thus the proof is complete. \(\square\)

5. Summary: a story of profile decomposition

As is observed in the present paper, the results of profile decomposition in Sobolev spaces and the results of decomposition of integral functionals are established upon several frameworks and steps. Here we shall make a brief summary, namely, a recipe of a theory of profile decomposition and decomposition of integral functionals. Suppose that \((X, G)\) is a dislocation Sobolev space and that \(X\) is \(G\)-completely continuously embedded into some function space \(Y\). The profile decomposition part consists of mainly three steps: (P1) finding profiles; (P2) energy decompositions for Sobolev norms and the exactness condition of profile decomposition; (P3) \(G\)-completely continuous embeddings and vanishing of the residual term. More precisely, Step (P1) is an application of Theorem 2.1. Step (P2) is performed in a very specific way depending on
the norm of $X$. This step will be more complicated, e.g., when $X$ is a homogeneous Sobolev space (see also [29]), and as a corollary of the energy estimates, the exactness condition will be obtained. In Step (P3), vanishing of the residual term is gained by the use of $G$-completely continuous embeddings with the help of the exactness condition. On the other hand, the results of decomposition of integral functionals (the iterated Brezis-Lieb lemma) are obtained in the following spirit: they are performed in function spaces (e.g., Lebesgue or Sobolev spaces) into which $X$ is embedded $G$-completely continuously. As are seen in Theorems 4.1 and 4.3 and Proposition 4.4, they are also obtained for lower order derivatives.

Hence, roughly speaking, a theory of profile decomposition and decomposition of integral functionals is founded on “finding a triplet $(X, G, Y)$ where $(X, G)$ is a dislocation space and $X$ is embedded into $Y$ $G$-completely continuously”.
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