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Abstract

A common goal in modern biostatistics is to form a biomarker signature from high dimensional gene expression data that is predictive of some outcome of interest. After learning this biomarker signature, an important question to answer is how well it predicts the response compared to classical predictors. This is challenging, because the biomarker signature is an internal predictor – one that has been learned using the same dataset on which we want to evaluate its significance. We propose a new method for approaching this problem based on the technique of selective inference. Simulations show that our method is able to properly control the level of the test, and that in certain settings we have more power than sample splitting.

1 Introduction

Since the proliferation of microarrays and other high throughput assays, there have been many studies seeking to find biomarker signatures that are predictive of either disease status or outcomes under various treatments. One natural and important question upon discovering these biomarker signatures is whether they provide predictive value beyond that of standard clinical predictors such as height, weight, and age. This is a challenging task, since the signature was discovered on the same dataset that is to be used for performing inference and this gives the it an unfair advantage. We seek a statistical approach that makes a fair inference in this setting and also exhibits good power.

To make our setting more concrete, suppose that we have a $n \times p_x$ matrix of expression data $X$ with $n$ samples and $p_x$ biomarkers (features), a quantitative outcome variable $y$ of length $n$, and an $n \times p_z$ matrix of clinical factors $Z$. We assume that $p_z << n << p_x$, so that $Z$ would be considered a low dimensional dataset and $X$ a high dimensional dataset.

At the first stage, we derive a biomarker signature $\hat{y}$ of length $n$ from $(X,y)$. We call these signatures internal predictors since they are derived from the
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present dataset. In contrast, we call the columns \( Z \) \textit{external} predictors since they are not a function of our dataset.

At the second stage of our analysis, we might analyze \( \hat{y} \) by fitting a regression model of \( y \) on \( \hat{y} \) and \( Z \) and evaluating the significance of the coefficient for \( \hat{y} \). But there is an obvious problem with this: \( \hat{y} \) was derived from the same data being used to calculate significance and hence has an unfair advantage. In particular, an overfit \( \hat{y} \) will look unreasonably good in the regression of \( y \) on \( \hat{y} \) and \( Z \). This is even more of a concern because \( X \) is high dimensional, so typically a model is available where \( \hat{y} \approx y \).

Formally, we want to perform inference in a two step procedure. Assume that we have some function \( f(X_2; X_1, y_1) \) that returns the fit of \( X_2 \) using parameter estimates learned from \((X_1, y_1)\). For example, in the case of Ordinary Regression:

\[
f_{\text{OR}}(X_2; X_1, y_1) = X_2(X_1^T X_1)^{-1} X_1^T y_1.
\]

We will sometimes refer to these functions as \textit{fitters}. In the first step, we build our internal predictor:

\[
\hat{y} = f(X; X, y).
\]

Since we are in a high dimensional setting \((n << p)\), we focus our attention on fitters that involve some sort of variable selection. Namely, \( f(X_2; X_1, y_1) \) should depend on only some of the columns of \( X_2 \) (exactly which columns will depend on \((X_1, y_1))\). We call the set of columns of \( X_2 \) that are selected by our fitter \( \hat{E} \), so that \((X_2)_{\hat{E}} \) are those columns as a matrix.

In the second stage, we consider two different ways of evaluating our internal predictor. The first way is to directly test the inclusion of \( \hat{y} \) in a regression of \( y \) on \( Z \). Although our test statistic is not generically Student-t distributed in this case, this test is similar to the typical t-test for the inclusion of a variable in regression. The other way we consider is to test the inclusion of the predictors \( X_{\hat{E}} \) in a regression of \( y \) on \( Z \). This test is similar to an F-test, although again, our test statistic is not generically F distributed. The two tests we consider are:

1. \textbf{Test the inclusion of } \( \hat{y} \):

   \[
   H_0 : \theta = 0, \quad y = \theta \hat{y} + Z \gamma + \epsilon \tag{1}
   \]
   
   where \( \gamma \in \mathcal{R}^{n \times p_z} \) is a nuisance parameter, and \( \epsilon \) is an iid normally distributed noise vector with variance \( \sigma^2 \).

2. \textbf{Test the inclusion of } \( X_{\hat{E}} \):

   \[
   H_0 : \beta = 0, \quad y = X_{\hat{E}} \beta + Z \gamma + \epsilon \tag{2}
   \]
   
   where \( \gamma \in \mathcal{R}^{n \times p_z} \) is a nuisance parameter, and \( \epsilon \) is an iid normally distributed noise vector with variance \( \sigma^2 \).

   It is important to realize that these two tests are testing different things. The test for the inclusion of \( X_{\hat{E}} \) allows one to find a new direction in \( X_{\hat{E}} \) that
Table 1: Null Simulation with $\alpha = 0.05$

| Method               | p-value   | Actual type I error |
|----------------------|-----------|---------------------|
| Naive T-test         | 1.69e-07  | 0.999               |
| Sample Splitting     | 0.5       | 0.05                |
| Pre-validation       | 0.3       | 0.08                |
| Selective Inference  | 0.5       | 0.05                |
| Data Carving         | 0.576     | 0.05                |

does a good job of explaining $y - Z\hat{\gamma}$. On the other hand, the test for the inclusion of $\hat{y}$ never sees $Z$ when it builds $\hat{y}$. The test for the inclusion of $\hat{y}$ is more similar to how people perform internal inference in the past, but the test for the inclusion of $X_E$ may have value as well.

To give the reader an idea of the issue here, we present some results from a simulation where $X$ is independent of both $Z$ and $y$. Results for one instance, as well as the type I error over 2000 instances are summarized in Table 1. In the first stage we build a lasso model with fixed $\lambda$ to fit $\hat{y}$ [Tibshirani, 1996]:

$$\hat{\eta} = \arg \min \frac{1}{2} ||y - X\eta||^2_2 + \lambda \|\eta\|_1, \quad \hat{y} = X\hat{\eta}.$$ 

In the second stage, we test the inclusion of $\hat{y}$ in the regression of $y$ on $Z$. All of the tests were run to control type-I error at .05.

As we can see, this is a nontrivial problem because just performing the naive t-test (pretending that $\hat{y}$ is given) leads to a huge type I error. This is unsurprising, because we used the lasso to find a $\hat{y}$ that is close to $y$. One obvious method that could be used to address this problems is sample splitting – using half of the data to generate our second stage hypothesis and using the other half to test it. We discuss sample splitting along with a related method called pre-validation in Section 2. Pre-validation seeks to do a better job using the available information in the problem by using all of the data in both stages. While this makes rejections more likely, pre-validation fails to protect type I error.

Selective Inference is a relatively new technique that gives exact p-values for many tests that are conducted on data after some sort of selection procedure. In our case, the selection procedure is defined by the columns of $X_2$ that are selected by the fitter. By conditioning on the selection, we are able to use all of our data in both stages and still control type I error. In Section 3 we discuss how selective inference works. Data carving is a type of selective inference when not all of the data is used in the first stage (in this way it is somewhat similar to sample splitting); reserving data can increase the power of the second stage test. In Section 4 we will show how to use selective inference techniques (including data carving) in order to test the inclusion of $\hat{y}$.

In Section 5 we show how to use selective inference to perform a test on the inclusion of $X_E$. While this problem may not be as directly tied to internal inference as the inclusion of $\hat{y}$, it is still potentially interesting. Additionally, in
this case it is possible to derive an analytical solution.

We apply our method to a real biostatistics problem in Section 6 to show how it can be used in practice. Finally, we conduct several simulations in Section 7 to verify that our method properly controls the level of the test and to evaluate our ability to find true signals.

2 Existing Approaches

In the case where \( \hat{y} \) does not vary with \( y \), then we could just use a classical \( z/t \)-test (in the case where the variance of \( \epsilon \) is/isn’t known) to test the inclusion of \( \hat{y} \). However, as implied by \( \hat{y} \equiv f(X; X, y) \), \( \hat{y} \) will typically vary with \( y \). This means that \( y \) appears on both sides of our model equation, and the classical tests will no longer be valid.

2.1 Sample Splitting

When the sample size is large, there is a simple fix. We can first split our dataset into two parts: a training set and a test set. \( \hat{y} \) can be learned on the training set, and then the predictive power of the learned signature can be studied on the test set [Cox, 1975]. Since the training set and test set are presumably independent, we can use standard statistical approaches like a t-test for including the signature in a regression of \( y \) on \( Z \). Formally, sample splitting proceeds as follows:

1. Partition the dataset into two parts, \((X_1, Z_1, y_1)\) and \((X_2, Z_2, y_2)\) by putting \( n_1 \) of the observations into a training set and reserving the \( n_2 = n - n_1 \) remaining observations into a test set.

2. Let \( \hat{y}_2 = f(X_2; X_1, y_1) \) for some fitter of interest \( f \).

3. Perform the t-test for the inclusion of \( \hat{y}_2 \) in a regression of \( y_2 \) on \( Z_2 \).

Similarly, if we want to test the inclusion of \( X \hat{\epsilon} \), we would find the \( \hat{\epsilon} \) implied by \((X_1, y_1)\), and then perform the F-test for including \((X_2) \hat{\epsilon} \) in a regression of \( y_2 \) on \( Z_2 \).

This idea, referred to as sample splitting, is a commonly taught in classes on statistics as a way to conduct “fair” analyses. Sample splitting is a common approach in biostatistics (where the withheld set of data is sometimes referred to as a validation set) as it provides a sort of internal reproduction of whatever result is implied by the training set [Bühlmann et al., 2014]. The popularity of sample splitting is probably due to it’s generality, ease of use, and validity. That said, there are some disadvantages to sample splitting. First, by only using the training set to fit a model for the internal predictor, we limit our ability to find a good internal predictor. Second, because we only use the test set to test the significance of \( \hat{y} \), it is possible that we are ignoring some leftover information from the training set. [Fithian et al., 2014] show that sample
splitting is inadmissible in the situation we are considering (testing regression coefficients) for precisely this reason.

### 2.2 Pre-Validation

To address the issue of sample splitting not using all of the available data to find an interesting internal predictor, Tibshirani and Efron [2002] proposed the idea of **pre-validation** – a method that was already in use in the biomedical literature, but without formal justification [van’t Veer et al., 2002]. Essentially, the idea is to split the observations into folds, as in $K$-fold cross validation. For each fold, a model is learned on the rest of the data predicting the outcome from the biomarkers. Then, a prediction is formed for the response on that fold. The predictions for each of the folds are combined together to form the pre-validated predictor for the outcome based on the biomarkers. Namely:

1. Partition the dataset into $K$ folds – $(X_1, Z_1, y_1), (X_2, Z_2, y_2), \ldots, (X_K, Z_K, y_K)$.
2. For each $i = 1, 2, \ldots K$: let $\hat{y}_i = f(X_i; X_{[-i]}, y_{[-i]})$ where the negative indexing indicates removal of that fold.
3. Test the inclusion of $\hat{y} = (\hat{y}_1, \hat{y}_2, \ldots \hat{y}_K)$ in a regression of $y$ on $Z$.

Pre-validation tries to arrange a fair comparison at the second stage, because each prediction is made independent of the response value for that observation. At the same time, relative to sample splitting, more observations can be used in the formation of the pre-validated predictor. Höfling et al. [2008] studied the theoretical properties of pre-validation. They showed that the pre-validation approach leads to invalid p-values and recommend using a permutation null to account for this fact. One challenge of the permutation null is the computational cost with which it is associated (one must repeat an algorithm that already involves a cross validation many times). In practice, while pre-validation is used in modern biology, the examples we examined used the naive method instead of the permutation null [Spahn et al., 2010, Segura et al., 2010].

Note that pre-validation does not provide a way to test the inclusion of $X_\hat{E}$. It was designed for internal inference, and does not approach the related problem.

### 3 Selective Inference

Here we briefly summarize the theory for inference after model selection of Fithian et al. [2014]. They create a theory for analyzing statistical hypotheses when those hypotheses are data driven. This is often the case in general settings where statistics is used, and is certainly the case in our situation (where the hypothesis we test will depend on $\hat{y}$ or $X_\hat{E}$). Essentially, instead of controlling the type I error, they create a framework for controlling the **selective type I error rate**.
If we want to test hypothesis $H_0$ under model $M$, then controlling type I error would mean to limit $P_{M,H_0}(\text{reject } H_0)$. By contrast, controlling selective type I error would mean limiting $P_{M,H_0}(\text{reject } H_0 | (M,H_0) \text{ selected})$. By conditioning on the selection of model and hypothesis, we prevent ourselves from using the same information to both generate and test a hypothesis. In the case of sample splitting, the data used to select $(M,H_0)$ is independent of the data used to test $H_0$, so controlling type I error is equivalent to controlling selective type I error.

One simple example where the importance and utility of selective inference is apparent is in determining the bias of a coin. Imagine if you flipped a coin 9 times and it came up heads 8 times. You might hypothesize that the coin is biased towards heads and decide to conduct a test for the null hypothesis of a fair coin against an alternative that the coin is biased towards heads. We can get a p-value for this test from the binomial distribution function. The probability of a fair coin having 8 or more heads is around .01. The test we performed controls type I error, so our procedure is valid from the view of classical statistic. That said, readers should be disappointed by the use of the one sided test here. After all, we only decided to test that the coin was biased towards heads after we saw our sample. If we had seen 8 tails we probably would have ended up testing a bias towards tails. One way to resolve the issue in our biased coin example is to use the two sided test.

Another way to resolve the issue above would be by applying selective inference. In this case, we have data $X$ equal to the number of heads observed in 9 flips. If $X \geq 5$, then we will test the null hypothesis ($H_0$) that the probability of heads, $p$, equals $1/2$ in the model ($M$) $p \in [1/2, 1]$. If $X \leq 5$ we will test the same null hypothesis for the model $p \in [0, 1/2]$. So, instead of using the binomial distribution function to look at $P_{p=\frac{1}{2}}(X \geq 8)$, we should test conditional on us choosing the model $p \in [1/2, 1]$ (equivalent in this case to choosing which tail to test). This means our p-value will be $P_{p=\frac{1}{2}}(X \geq 8 | X \geq 5)$. This gives a value around .02 and it is easy to verify that due to the symmetry of the binomial distribution with $p = 1/2$ the selective test described above is equivalent to the two sided test.

In this way, selective inference formalizes the issue that people have with the use of a one sided test above. The issue is not that the test fails to control type I error (it does control type I error). The issue is that it fails to control type I error conditional on the test actually being run.

[Fithian et al. 2014] demonstrate that collections of selective tests will achieve a long run control over the frequentist error rate: $\frac{\# \text{false rejections}}{\# \text{true nulls selected}}$. They refer to this property as Discipline-Wide Error Control and it serves as a response to the common critique of type I error control that aggregating only significant results into journals will lead to a frequentist error rate far above whatever level at which the type I error is controlled. They further note that no such result exists for false discovery rate or family-wise error rate, making selective inference an attractive alternative viewpoint to the way multiple testing is typically treated.
4 Selective Inference on Internal Predictors

Here, we lay out our theory for a selective test on the second stage hypothesis:

\[ H_{0,M} : \theta_M = \theta_0, \quad y = \theta_M \hat{y} + Z\gamma + \epsilon \]

where \( \epsilon \) is an iid normally distributed noise vector. We have added \( M \) subscripts to demonstrate that the null hypothesis here is dependent on the selection procedure.

As discussed before, we focus on cases where the selection implies some sort of variable selection. Namely, on the event \( \hat{M} = M \) there is a function \( f_M \) such that \( \hat{y} = f(X; X, y) = f_M(X_E; X, y) \) where \( E \) is a subset of the columns of \( X \) implied by \( M \).

We restrict our attention to polyhedral selection procedures — ones where the event \( \hat{M} = M \) is equivalent to \( A_M y \leq b_M \) for some appropriately chosen \( A_M \) and \( b_M \). This includes many interesting cases including marginal screening, forward stepwise regression, and the lasso to name a few [Lee and Taylor, 2014, Loftus and Taylor, 2014, Lee et al., 2013].

4.1 Internal Predictor Depends on \( y \) Only Through Selection

In the case where our internal predictor is independent of \( y \) conditional on \( \hat{M} = M \) then our problem has already been addressed in the selective inference literature. In this case, we are just testing the inclusion of \( f_M(X_E; X, y) \) (a constant conditional on \( \hat{M} = M \)) in a regression of \( y \) on \( Z \).

Thus, we want to test if the first element of \( (\tilde{Z}^T \tilde{Z})^{-1} \tilde{Z}^T y \) is 0, where \( \tilde{Z} = (\hat{y} Z) \).

Taylor et al. [2014] and Lee et al. [2013] show that if \( y \) is normally distributed, this statistic conditional on \( M \) and the sufficient statistics for the nuisance parameters \( (Z^T y) \) will have a truncated normal distribution with truncation points that can be found from \( A_M, b_M, \) and \( \text{var}(y) \). Thus, we can use the truncated normal distribution to derive p-values for testing the inclusion of \( \hat{y} \)’s of this form.

While this may seem like a simple case, it encompasses several interesting approaches for building an internal predictor:

Example 1: Predictor most correlated with \( y \). One simple selection procedure uses just the predictor with highest absolute correlation with \( y \) (WLOG assume it is \( x_1 \)), so that \( x_1 \) is our internal predictor of \( y \). Thus, in this case the selection procedure is equivalent to \( |x_1^T y| \geq |x_i^T y| \forall i > 1 \). We can rewrite this as \( (\text{sign}(x_1^T y)x_1^T - \text{sign}(x_i^T y)x_i^T)y \leq 0 \forall i \). This has the form \( Ay \leq b \) where \( b = 0 \) and \( A \) has rows \( (\text{sign}(x_1^T y)x_1^T - \text{sign}(x_i^T y)x_i^T) \) for \( i = 2, 3, \ldots p \). Note that our selection event here, \( M_i \), is just the signs of \( x_i^T y \) (if we hadn’t sorted the columns of \( X \) it would also include the index with the highest correlation). Since \( \hat{y} = x_1 \) which is constant given \( M \), we can use the method described above to perform
valid inference on including \( \hat{y} \) in a regression of \( y \) on \( Z \).

**Example 2: Fixed linear combinations after marginal screening.** In addition to the example where we select just one predictor, it is also possible to explain the selection of the top \( k \) predictors of \( y \) as an affine selection event (WLOG assume they are the first \( k \) predictors). In this case, we have \( |x_i^T y| \geq |x_j^T y| \) \( \forall i > k, j \leq k \). Again, our selection event is the signs of \( x_i^T y \). Then, as long as we have an \( \hat{y} \) that is constant with respect to \( y \) given \( M \), we can use the above tools. For example, maybe we take the average or first principal component of the top \( k \) correlated predictors and use that as an internal predictor for which we want a p-value.

That said, there are also interesting cases where \( \hat{y} \) varies with \( y \) conditional on \( M \). For example, consider building an internal predictor by fitting a Lasso regression of \( y \) on \( X \) with a fixed regularization parameter \( \lambda \), giving sparse coefficient vector \( \hat{\eta} \). Letting \( E = \{ i : \hat{\eta}_i \neq 0 \} \), and \( z = \text{sign}(\hat{\eta}) \), we can express this as a selection event where \( M = \{ E, z_E \} \) (namely, the selected variables and the signs of their coefficients). The Lasso was a motivating example for Lee et al. [2013], who give the formulation for \( A_M \) and \( b_M \), but a problem remains that prevents us from using their method. The \( \hat{y} \) fit from a Lasso is not constant with respect to \( y \) given \( M \) (which implies the \( \eta \) is not constant); It is equal to \( \hat{y} = L_M y + \zeta_M \) where \( L_M = X_E (X_E^TX_E)^{-1}X_E^T \) and \( \zeta_M = -\lambda (X_E^T)^T z_E \). This means that while we could form valid p-values for including any of the variables in \( X_E \) to a regression of \( y \), we could not use the above method to form a p-value for the inclusion of \( \hat{y} \).

### 4.2 Internal Predictor an Affine Function of \( y \) Conditional on Selection

We now present a method for assessing the significance of an internal predictor when that predictor is an affine function of \( y \). This will extend the case where the internal predictor is constant conditional on the selected model. While this may seem complicated, we note that it is only slightly different from deriving the t-test for ordinary regression. This is because our \( \hat{y} \) is not actually a function of the parameter of interest. The modification comes in adjusting for our selection event, and that is handled by conditioning.

On the event \( M = M \) we suppose we have a internal predictor

\[
\hat{y} = f_M(X_E; X, y) = L_M y + \zeta_M
\]

and our statistical model is parameterized by \((\theta_M, \gamma, \sigma^2)\):

\[
y = \theta_M \hat{y} + Z\gamma + \epsilon
\]

where \( \epsilon \sim N(0, \sigma^2 I) \).
Note that this model is the same as
\[ y = (I - \theta_M L_M)^{-1}(\theta_M \zeta_M + Z \gamma + \epsilon) \sim N\left((I - \theta_M L_M)^{-1}(\theta_M \zeta_M + Z \gamma), \sigma^2(I - \theta_M L_M)^{-1}(I - \theta_M L_M)^{-T}\right) \] (4)

(as long as \( \theta_M \) not a reciprocal eigenvalue of \( L_M \)).

We want to test \( H_0, M : \theta_M = \theta_0 \). Under this hypothesis, unconditionally, we have
\[ R_1(y, \theta_0) \equiv (I - P_Z)(y - \theta_0 \hat{y}_M) = (I - P_Z)\epsilon \sim N(0, \sigma^2(I - P_Z)) \] (5)

where \( P_Z = ZZ^\dagger \). Note that since \( R_1 \) has been defined to be the part of \( \epsilon \) not explained by \( Z \), it’s distribution does depend on our nuisance parameter \( \gamma \).

We can perform a test using the score statistic for this distribution conditional on \( P_Zy \) and \( \hat{M} = M \). This statistic ends up being
\[ T_t(y) = \frac{R_1(y, \theta_0)^T(I - P_Z)\hat{y}}{\sqrt{\hat{y}^T(I - P_Z)\hat{y}}} \] (6)

Note that this is the same statistic that would be used in the t-test for testing the inclusion of \( \hat{y} \) in a regression of \( y \) on \( Z \) if \( \hat{y} \) was an external predictor. The derivation is identical.

As a reminder, the selection event is affine, i.e.
\[ \{ y : \hat{M}(y) = M \} = \{ y : A_M y \leq b_M \} \] (7)

We then break \( y \) into two independent parts, one that independent of \( R_1 \) and one that is explained by \( R_1 \):

We write
\[ y = y - E_0(y|R_1(y, \theta_0)) + E_0(y|R_1(y, \theta_0)) \]
\[ \text{part independent of } R_1 \quad \text{part explained by } R_1 \] (8)

where
\[ E_0(y|R_1) = \text{Cov}(y, R_1) \text{Var}(R_1)^{-1}R_1 \]
\[ = (I - \theta_0 L_M)^{-1}R_1. \] (9)

By construction, the two pieces of \( y \) above are independent and we can rewrite our selection event as
\[ \{ y : A_M ((I - \theta_0 L_M)^{-1}R_1(y, \theta_0) + \Delta(y, \theta_0)) \leq b_M \} \] (10)

where \( \Delta(y, \theta_0) = y - (I - \theta_0 L_M)^{-1}R_1(y, \theta_0) \) is independent of \( R_1(y, \theta_0) \).

We now condition on \( \{ \Delta(y, \theta_0) = \delta \} \) and the selection event is expressed as
\[ \{ y : A_M (I - \theta_0 L_M)^{-1}R_1(y, \theta_0) + A_M \delta \leq b_M \} \] (11)

If we know \( \sigma^2 \) we can sample from this selection event and, say, use our test statistic \( T(R_1(y, \theta_0)) \) to generate a reference distribution to test \( H_0 \). Here,
“sample from this selection event” means to draw \( R_1 \sim N(0, \sigma^2(I - P_Z)) \) keeping only those that fall into the selection event. This sampling could be done using an accept reject scheme, or using other samplers such as hit and run [Golchi and Campbell 2014]. In practice, for sufficiently large problems the accept reject sampling is infeasible, so we use a hit and run sampler to draw samples.

If we do not know \( \sigma^2 \), then we might also condition on \( \| R_1(y, \theta_0) \|^2 = l \) which leaves the only remaining randomness in the unit vector \( R_1(y, \theta_0) / \| R_1(y, \theta_0) \|^2 \).

The selection event is now
\[
\{ y : \| R_1(y, \theta_0) \|^2 = l, A_M(I - \theta_0 L_M)^{-1} R_1(y, \theta_0) + A_M \delta \leq b_M \},
\]
which can be similarly sampled.

### 4.3 P-values for General T-test

Additionally, if we are only interested in testing \( \theta_M = 0 \), we can perform a test using a general fitter for \( y \): \( \hat{y} = f(X; X, y) \). This is possible because under this null hypothesis, unconditionally:
\[
y = Z \gamma + \epsilon \sim N(Z \gamma, \sigma^2 I).
\]

Thus, \( E_0(y|R_1) = R_1 \) and we can do sampling as before, but now based on the selection event:
\[
\{ y : A_M R_1(y, \theta_0) + A_M \delta \leq b_M \}.
\]

### 4.4 Data Carving

Data Carving is a term used to describe selective inference methods that only use a subset of the data to perform selection. We can do a data carving version of our method as follows:

1. Partition the dataset into two parts – \( (X_1, Z_1, y_1) \) and \( (X_2, Z_2, y_2) \) – by putting \( n_1 \) observations into one part and retaining the other \( n_2 \) observations for the second part.
2. Let \( \hat{y} = f(X; X_1, y_1) \) for some fitter of interest \( f \).
3. Calculate the \( A_M \) and \( b_M \) that represent the selection event implied by \( (X_1, y_1) \).
4. Add \( n_2 \) columns of 0 to \( A_M \).
5. Perform the selective inference method described above on the full dataset (concatenate the two parts back together) with \( \hat{y} \), \( b_M \), and our modified \( A_M \).
By making the slight change to $A_M$ described above, we ensure that only the first part of $y$ influences the selection event. Data carving resembles sample splitting but allows us to use the full dataset in the second stage. By conditioning on the selection event we avoid reusing information from the first part, but the fact that we get to use the additional information contained in that part means that we should perform better than sample splitting. In fact, Fithian et al. [2014] show that sample splitting is often inadmissible through the existence of data carving.

5 Testing the inclusion of $X_E$

Above, we present a method for calculating a selective t-statistic for the inclusion of $\hat{y}$ in a regression of $y$ on $Z$. This makes sense for the typical internal inference problem. For some post selection selection settings though, we might want to do a related test of the inclusion of the columns of $X_E$ in a regression of $y$ on $Z$.

On the event $\hat{M} = M$, assume we have the following statistical model parameterized by $(\beta_M, \gamma, \sigma^2)$:

$$y = X_E\beta_M + Z\gamma + \epsilon$$

(13)

where $\epsilon \sim N(0, \sigma^2 I)$.

We want to test $H_{0,M} : \beta_M = \beta_0$. Under this hypothesis, unconditionally, we have

$$R_1(y, \beta_0) = (I - P_Z)(y - X_E\beta_0) = (I - P_Z)\epsilon \sim N(0, \sigma^2 (I - P_Z)).$$

(14)

Define also

$$R_2(y, \beta_0) = (I - P_M)(y) = (I - P_M)\epsilon \sim N(0, \sigma^2 (I - P_M))$$

(15)

where the distribution holds unconditionally and $P_M$ is projection onto the column space of

$$\hat{X}_M = (X_E \ Z).$$

Note that $R_2(y, \beta_0) = (I - P_M)R_1(y, \beta_0)$.

Therefore, unconditionally

$$T_F(R_1(y, \beta_0)) = \frac{\|R_1(y, \beta_0)\|^2_{Tr(P_M - P_Z)}}{\|R_2(y, \beta_0)\|^2_{Tr(I - P_M)}} \sim F_{Tr(P_M - P_Z), Tr(I - P_M)}.$$  

(16)

We will construct a test based on the selective distribution of $T_F$. Note that this is just the derivation of an F-test for including variables in ordinary regression.

In the simplest scenario, the selection event is affine, i.e.

$$\left\{ y : \hat{M}(y) = M \right\} = \{ y : A_M y \leq b_M \}.$$
We then break $y$ into two independent parts, one that is explained by $R_1$ and one that is independent of $R_1$ (and thus $T_F$):

We write

$$y = y - E_0(y|R_1(y, \beta_0)) + E_0(y|R_1(y, \beta_0))$$

part explained by $Z$  
part not explained by $Z$. \hspace{1cm} (17)

where

$$E_0(y|R_1) = \text{Cov}(y, R_1) \text{Var}(R_1)^{-1} R_1 = R_1.$$ \hspace{1cm} (18)

By construction, the two pieces of $y$ above are independent and we can rewrite our selection event as

$$\{ y : A_M (R_1(y, \beta_0) + \Delta(y, \beta_0)) \leq b_M \}$$ \hspace{1cm} (19)

where $\Delta(y, \beta_0) = y - R_1(y, \beta_0)$ is independent of $R_1(y, \beta_0)$.

We now condition on $\{ \Delta(y, \beta_0) = \delta \}$ and the selection event is expressed as

$$\{ y : A_M R_1(y, \beta_0) + A_M \delta \leq b_M \}$$ \hspace{1cm} (20)

If we know $\sigma^2$ we can sample from this selection event and, say, use our test statistic $T(R_1(y, \beta_0))$ to generate a reference distribution to test $H_0$. Here, “sample from this selection event” means to draw $R_1 \sim N(0, \sigma^2(I - P_Z))$ keeping only those that fall into the selection event (of course this does not need to be accept reject – could be hit and run or other sampler).

If we do not know $\sigma^2$, then we might also condition on $\| R_1(y, \beta_0) \|_2 = l$ which leaves the only remaining randomness in the unit vector $R_1(y, \beta_0)/\| R_1(y, \beta_0) \|_2$. The selection event is now

$$\{ y : \| R_1(y, \beta_0) \|_2 = l, A_M R_1(y, \beta_0) + A_M \delta \leq b_M \}, \hspace{1cm} (21)$$

which can be similarly sampled.

### 5.1 A non-sampling test for $\beta_0 = 0$

In this case, we have the “null model”:

$$y = Z\gamma + \epsilon, \quad \epsilon \sim N(0, \sigma^2 I). \hspace{1cm} (22)$$

The sampling distribution we draw from is $y \sim N(0, \sigma^2 I)$ subject to the polyhedral constraints

$$\{ A_M (I - P_Z)y + A_M \delta \leq b_M \}$$ \hspace{1cm} (23)

with $\delta$ the observed value of $P_Z y$.

Suppose we take the last test which conditions on $\| R_1(y, \beta_0) \|_2$ and $P_Z y$ and also condition on the unit vectors

$$V_N = \frac{(P_M - P_Z)y}{\| (P_M - P_Z)y \|_2}, \quad V_D = \frac{(I - P_M)y}{\| (I - P_M)y \|_2}. \hspace{1cm} (24)$$
Then $R_1(y, \beta_0)/l = \frac{(cT_F)^{1/2}}{(1 + cT_F)^{1/2}} \cdot V_N + \frac{1}{(1 + cT_F)^{1/2}} \cdot V_D$ where $c = \frac{\text{Tr}(P_M - P_Z)}{\text{Tr}(I - P_M)}$ and the only remaining variation is the statistic $T$ above. The selection event can be written as

$$\left\{ T_F \geq 0 : A_M \left( \frac{(cT_F)^{1/2}}{(1 + cT_F)^{1/2}} \cdot V_N + \frac{1}{(1 + cT_F)^{1/2}} \cdot V_D \right) \cdot l + A_M \delta \leq b_M \right\} \cdot$$

with $\delta$ the observed value of $P_{Z}y$.

We can then use the appropriate $F$ distribution truncated to the above set as a reference distribution. A proof of this claim and details about how to find the truncation set for $T_F$ can be found in Appendix 8.

6 Real Data Example

In order to demonstrate the use of our method for internal inference, we perform a similar analysis to the one that [Tibshirani and Efron, 2002] and [Hoffling et al., 2008] performed on the dataset from [van’t Veer et al., 2002]. This dataset consists of 78 patients with breast cancer that have been split into 44 patients with a good prognosis, and 34 patients with a poor prognosis. For each patient there are 4,918 gene expression measurements as well as the following clinical predictors: tumor grade, estrogen receptor status, progestron receptor status, tumor size, patient age, and angioinvasion. The goal of the analysis is to determine whether a gene signature learned on the gene expression data will add value beyond that of the clinical predictors in predicting prognosis.

In those analyses, the constructed predictor is based on a complicated method that involves screening variables against the response and then measuring correlations with the class centroids to build a decision rule. This highlights one relative advantage of the pre-validation and sample-splitting approaches; they can be used on arbitrary methods of building a constructed predictor. In order to make a comparison between methods, we instead explore building an internal predictor using a Lasso regression with our response coded as $y = 1$ for patients with good prognosis and $y = -1$ for those with a poor prognosis. Note that the work of [Tian and Taylor, 2015] suggests that selective inference techniques are also possible for $\ell_1$ penalized logistic regression, but they rely on a normal approximation and thus are not exact.

We calculated p-values for the statistical significance for adding the gene signature learned on the data ($\hat{y}$) to $Z$ in a model for $y$ using several methods. In order to select $\lambda$ we looked at the number of nonzero coefficients in the first stage model for several multiples of $2\sqrt{2\log p}$ and picked one that gave around 10-15 nonzero coefficients [Candes et al., 2009]. Two of the methods we examine use all of the data to form a null hypothesis: our test and prevalidation. The other two methods only use half of the data: sample splitting and a data carving version of our method. Thus, it is important to note that while all of the p-values are being reported in Figure 1 together, they are not necessarily directly comparable. This is because all of the tests may have differing null hypothesis
(depending on the selection event). We also report the naive p-value from just assuming that \( \hat{y} \) was an external predictor. Although sample splitting does very well in this instance, the results for it and pre-validation are largely seed dependent. It is difficult to read too much into the result of one analysis, and this is mainly intended to show how our selective inference approach could be applied.

### 7 Simulations

We also conducted a large simulation study in order to evaluate the level and probability of rejection of selective inference and sample splitting under a setting where the truth is known. In these simulations, we:

1. Generate \( X \in \mathbb{R}^{n \times p_x} \) a matrix of independent standard normal random variables. Center and scale \( X \) to have unit variance.

2. Generate \( Z \in \mathbb{R}^{n \times p_z} \) a matrix of independent standard normal random variables. Center and scale \( Z \) to have unit variance.

3. Generate \( y = X\beta + \frac{b_x}{\sqrt{p_x}} Z\mathbf{1} + \epsilon \). Where \( \beta \) is a vector with \( p_{\text{real}} \) values of \( \frac{b_x}{\sqrt{p_x}} \) and the rest 0, \( b_x \) and \( b_z \) are parameters that control the relative importance of \( X \) and \( Z \), and \( \epsilon \) is a noise vector of \( n \) independent standard normal random variables.

We chose to sample from the above model and not the model described in Section 4.2 mainly due to the fact that it would have given our method an unfair advantage in tests where we are looking at our ability to reject the selected null hypothesis. This is due to the fact that it guarantees \( y \) will be in the selection event, which is equivalent to saying that our first stage lasso will find the correct model. Note that the model we do use to generate data has an equivalent null distribution.

Our first simulation uses \( b_x = 0 \) to test whether our method properly protects selective type-I error. We use \( n = 50, p = 100, p_z = 5, p_{\text{real}} = 5, b_x = 1 \) (giving \( \frac{b_x}{\sqrt{p_x}} Z\mathbf{1} \) and \( \epsilon \) the same variance). We compare a naive t-test (as if \( \hat{y} \) was given), our method, sample splitting, pre-validation, and a data carving version of our test. The data carving method uses the same splits as the sample splitting.
method. Thus, some of our methods use all of the data to form the first stage
model, and some only use half. Both cases require a choice of lambda, and we
selected a fixed value that gave approximately 10 nonzero coefficients in \( \hat{\eta} \) for
each model separately. We also used the same simulations to test some of our
methods that can be used on the test for the inclusion of \( X_{\hat{E}} \): naive (as if \( \hat{E} \)
was given), our method, our non-sampling method, sample splitting, and a data
carving version of our method. Figure 2 shows the p-values for 2000 runs of the
above simulation. As expected, all of the methods studied except for the naive
and pre-validation methods properly protect type-I error.

We also ran the same simulation with \( b_x = \sqrt{2} \) (\( b_x X \beta \) explains half of the
variance in \( y \)). This allows us to see how well each of the methods identify true
effects. Again, \( \lambda \) was selected separately for each method to ensure about 10
nonzero coefficients in the internal predictor. The p-values from this simulation
can be viewed in Figure 3. The methods that use the full dataset to form a
hypothesis do a much better job of finding the columns of \( X \) that have a true
effect; while the methods that use the full dataset found 2.76 real coefficients
on average, the methods that use half found 1.26. We expect that a simulation
where both methods find similar numbers of true coefficients would result in
data carving outperforming the selective inference techniques. Although the
non-sampling version of our test for the inclusion of \( X_{\hat{E}} \) is underpowered, it
may still be convenient in cases where the sampling is not feasible.

Finally, we conducted a simulation to study the effect of not sampling enough
when calculating the p-value of our internal t-test. This is summarized in Figure
4. The samples are taken from the selective inference method on the null sim for
the inclusion of \( \hat{y} \). The different ecdf curves represent using different numbers of
samples to compute each p-value. Here, we see a serious issue that can arise in
the sampling methods. All sampling methods rely on having a sufficiently large sample to be valid. If they are undersampled, then the p-values will have too much variance and will no longer be valid. This can be especially challenging in weighted or autocorrelated samplers.

Figure 3: Simulation with real effect.

Figure 4: How many samples do we need to estimate p-value?
8 Discussion

In this paper we have explained how selective inference techniques can be used to perform internal inference on high dimensional datasets. We also discussed a similar problem of testing the inclusion of a set of predictors that have been found using a selection procedure. This related problem has an analytical solution, which makes it convenient in cases where the sampling algorithms are not feasible. Using selective inference has several advantages over competing approaches: it only requires one pass through the modeling step (pre-validation requires a few for the cross-validation and many more if using a permutation null), it properly protects alpha, and it allows us to use more of the information in the data to find an interesting hypothesis. We also discussed how to implement data carving versions of our selective tools. This means that in cases where it is easy to find good hypotheses, more data can be reserved for testing.

In addition to these advantages, there are several shortcomings in our method that suggest areas for further research. Most prominently, as discussed in Section 6, we have only implemented tools for continuous responses. Many interesting biological problems including our motivating example – van’t Veer et al. [2002] – have responses that are binary or survival data. While it is possible to code binary data as continuous (as we did), it would be more appropriate to develop tools designed for that datatype.

Another major consideration when using our test in conjunction with the lasso is that our method is only correct for fitting a lasso with fixed $\lambda$. In practice, people typically find interesting values of $\lambda$ using a cross validation or other approaches. Our method cannot currently adjust for this kind of selection.

Despite the shortcomings, we feel our method is a useful tool for modern biology. These biomarker signatures are typically disregarded until they can be successfully replicated, and our tool provides a way of assessing which signatures are most likely to be successfully reproduced.
Details of Non-sampling Test Note that under $\beta_0 = 0$ we have $R_1 = (I - P_Z)y$, $R_2 = (I - P_M)y$, and $R_1 - R_2$ is orthogonal to $R_2$ so $\|R_1 - R_2\|^2 = \|R_1\|^2 - \|R_2\|^2$.

$$
\frac{(cT)^{1/2}}{(1 + cT)^{1/2}} \cdot V_N + \frac{1}{(1 + cT)^{1/2}} \cdot V_D
$$

$$
= \sqrt{\frac{\|R_1\|^2 - \|R_2\|^2}{\|R_2\|^2}} \cdot \|(P_M - P_Z)y\|_2 + \frac{1}{\sqrt{\|R_2\|^2}} \cdot \|(I - P_M)y\|_2
$$

$$
= \sqrt{\frac{\|R_1 - R_2\|^2}{\|R_1\|^2}} \cdot \frac{R_1 - R_2}{\|R_1 - R_2\|_2} + \sqrt{\frac{\|R_2\|^2}{\|R_1\|^2}} \cdot \frac{R_2}{\|R_2\|_2}
$$

$$
= \frac{R_1 - R_2}{\|R_1\|} + \frac{R_2}{\|R_1\|} = U.
$$

We can rewrite our selection event as

$$
\left\{ T \geq 0 : (cT)^{1/2}(A_MV_Nl) + A_MV_Dl + (1 + cT)^{1/2}(A_M\delta - b) \leq 0 \right\}.
$$

Thus, we can interpret our selection event as limiting $cT$ to the intersection of sets of the form:

$$
\left\{ x \geq 0 : g(x) \equiv q\sqrt{x} + r\sqrt{1 + x} + s \leq 0 \right\}.
$$

We note that $\frac{\partial g}{\partial x} = \frac{q}{2\sqrt{x}} + \frac{r}{2\sqrt{1 + x}}$ which means that $g$ has at most one local extremum. This extremum can only occur if $\text{sign}(q) \neq \text{sign}(r)$ and $|r| > |q|$. If it does exist, we can find all possible roots of $g$ by checking in the intervals $[0, \frac{q^2}{4q^2}]$ and $[\frac{q^2}{4q^2}, \infty]$, where $\infty$ can be replaced by a suitably large constant in practice. If there is no local extremum, then we only need to look for roots on the interval $[0, \infty]$. The precise set where $g(x) \leq 0$ can then be found by looking at the signs of $g$ in the different intervals the roots separate.
References

Peter Bühlmann, Markus Kalisch, and Lukas Meier. High-dimensional statistics with a view toward applications in biology. *Annual Review of Statistics and Its Application*, 1:255–278, 2014.

Emmanuel J Candès, Yaniv Plan, et al. Near-ideal model selection by 1 minimization. *The Annals of Statistics*, 37(5A):2145–2177, 2009.

DR Cox. A note on data-splitting for the evaluation of significance levels. *Biometrika*, 62(2):441–444, 1975.

William Fithian, Dennis Sun, and Jonathan Taylor. Optimal inference after model selection. *arXiv preprint arXiv:1410.2597*, 2014.

Shirin Golchi and David A Campbell. Sequentially constrained monte carlo. *arXiv preprint arXiv:1410.8209*, 2014.

Holger Höfling, Robert Tibshirani, et al. A study of pre-validation. *The Annals of Applied Statistics*, 2(2):643–664, 2008.

Jason D Lee and Jonathan E Taylor. Exact post model selection inference for marginal screening. In *Advances in Neural Information Processing Systems*, pages 136–144, 2014.

Jason D Lee, Dennis L Sun, Yuekai Sun, and Jonathan E Taylor. Exact post-selection inference with the lasso. *arXiv preprint arXiv:1311.6238*, 2013.

Joshua R Loftus and Jonathan E Taylor. A significance test for forward stepwise model selection. *arXiv preprint arXiv:1405.3920*, 2014.

Miguel F Segura, Ilana Belitskaya-Lévy, Amy E Rose, Jan Zakrzewski, Avital Gaziel, Douglas Hanniford, Farbod Darvishian, Russell S Berman, Richard L Shapiro, Anna C Pavlick, et al. Melanoma microRNA signature predicts post-recurrence survival. *Clinical cancer research*, 16(5):1577–1586, 2010.

Martin Spahn, Susanne Kneitz, Claus-Jürgen Scholz, Nico Stenger, Thomas Rüdiger, Philipp Ströbel, Hubertus Riedmüller, and Burkhard Kneitz. Expression of microRNA-221 is progressively reduced in aggressive prostate cancer and metastasis and predicts clinical recurrence. *International Journal of Cancer*, 127(2):394–403, 2010.

Jonathan Taylor, Richard Lockhart, Ryan J Tibshirani, and Robert Tibshirani. Post-selection adaptive inference for least angle regression and the lasso. *arXiv preprint*, 2014.

Xiaoying Tian and Jonathan Taylor. Asymptotics of selective inference. *arXiv preprint arXiv:1501.03588*, 2015.

Robert Tibshirani. Regression shrinkage and selection via the lasso. *Journal of the Royal Statistical Society. Series B (Methodological)*, pages 267–288, 1996.
Robert J Tibshirani and Brad Efron. Pre-validation and inference in microarrays. *Statistical applications in genetics and molecular biology*, 1(1), 2002.

Laura J van’t Veer, Hongyue Dai, Marc J Van De Vijver, Yudong D He, Augustinus AM Hart, Mao Mao, Hans L Peterse, Karin van der Kooy, Matthew J Marton, Anke T Witteveen, et al. Gene expression profiling predicts clinical outcome of breast cancer. *nature*, 415(6871):530–536, 2002.