Mobile MIMO Channel Prediction with ODE-RNN: a Physics-Inspired Adaptive Approach
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Abstract—Obtaining accurate channel state information (CSI) is crucial and challenging for multiple-input multiple-output (MIMO) wireless communication systems. The conventional channel estimation method cannot guarantee the accuracy of mobile CSI while requiring high signaling overhead. Through exploring the intrinsic correlation among a set of historical CSI instances randomly obtained in a certain communication environment, channel prediction can significantly increase CSI accuracy and save signaling overhead. In this paper, we propose a novel channel prediction method based on ordinary differential equation (ODE)-recurrent neural network (RNN) for accurate and flexible mobile MIMO channel prediction. Different from existing works using sequential network structures for exploring the numerical correlation between observed data, our proposed method tries to represent the implicit physics process of path responses changing by a specially designed continuous learning network with ODE structure. Due to the targeted design of the learning network, our proposed method fits the mathematics feature of CSI data better and enjoy higher network interpretability. Experimental results show that the proposed learning approach outperforms existing methods, especially for long time interval of the CSI sequence and large channel measurement error.

Index Terms—MIMO channel prediction, machine learning, mobile channel, physics process, ODE-RNN.

I. INTRODUCTION

Obtaining accurate channel state information (CSI) is crucial to wireless communication systems. With the help of CSI, the base station (BS) can adaptively perform resource scheduling, such as adjusting the modulation order, transmission power, and precoding codeword to achieve performance gain. In general, CSI is obtained at the receiver by channel estimation algorithm, then feedback to the BS [1]. However, there exist at least two potential drawbacks to this approach. On the one hand, if the channel parameters to be estimated are strictly limited, the accuracy of the estimated channel cannot be guaranteed. Meanwhile, if the number of parameters to be estimated increases, the signaling overhead and communication delay undoubtedly increase [2]. On the other hand, a nonnegligible transmission delay exists for the BS to receive feedback data. Besides, the instantaneous channel changed when the BS received the feedback CSI data, which will inevitably cause the loss of accuracy.

In practical scenarios, the BS often serves a fixed area. Also, the historical and predicted channels are affected by the same environment scatterers. Therefore, the instantaneous channel has a strong temporal and spatial correlation with the historical channel obtained in the past. This correlation motivates us to make channel prediction by fully using the channel instances obtained in the past. There are at least two benefits to adopting channel prediction. On one hand, by combining channel estimation with the predicted channel, more accurate instantaneous CSI can be obtained. On the other hand, signaling overhead and processing delay can be significantly reduced since fewer pilots are needed.

Through statistically modeling a wireless channel as a set of radio propagation parameters, two conventional prediction approaches, namely parametric model [3], and auto-regressive model [4] have been proposed. Due to the gap between the conventional prediction model and real wireless channel, the statistically modeling-based prediction is generally inaccurate and infeasible in practical systems. Some recent works applied machine learning algorithms to predict the current and following CSI based on the past CSI sequence. In [5], [6], recurrent neural network (RNN) is proposed to build a predictor for narrow-band single-antenna channels. Besides, RNN is further replaced by a long short-term memory (LSTM) and a gated recurrent unit (GRU) in [7]. The authors in [8] further adapt the sequence to sequence structure and use a generic model to predict the channel.

Although the existing learning-based methods for channel prediction can achieve better than traditional methods, the prediction accuracy and other performance metrics are still insufficient for practical application. The accuracy of time-sequence prediction by a purely data-driven learning network is highly reliant on the numerical correlation and smoothness of the sequence data. Thus, the prediction accuracy of those methods will decrease significantly when the interval of sequential data increases. Besides, these methods require a strict equal interval of the obtained CSI sequence. However, some observed results may have large errors due to poor channel state in practice, which will significantly affect the system performance. The reason behind this is that the network structures adopted in existing works mainly focus on the data correlation between discretely observed data while ignoring the fact that the practical channel changing is a continuous process with unique physical properties that need to be fully considered in the learning network design.

To solve the problems mentioned above, we introduce the neural ordinary differential equation (Neural ODE) to implicitly represent the physical processes of channel changing rather
than simply exploring the numerical correlations of discretely observed data. Furthermore, ODE-RNN is adopted to replace the original Neural ODE, overcoming the structure drawback that the whole CSI sequence data cannot be fully utilized. Moreover, the computational cost of this learning structure is quite low, which means low calculation delay, making it suitable for practical channel prediction.

The remainder of this paper is organized as follows. The system model is described in section II. The motivation for our network design is given in section III. Section IV-A introduces our experiment scene setup. Numerical results which evaluate our proposed approach compared with existing methods from a different perspective are provided in section IV-B. Section V draws our main conclusions.

II. SYSTEM MODEL

A. Channel Model

We consider the BS equipped with a multi-antenna array with half-wavelength spacing between two adjacent antennas and adopting orthogonal frequency-division multiplexing (OFDM) modulation. The user equipment (UE) has a single omnidirectional antenna. The BS has \( N_t \) antennas and there are \( N_c \) subcarriers for OFDM signals. The channel frequency response (CFR) for each subcarrier can be formulated as

\[
    h[l] = \sum_{p=1}^{K} \alpha_p e(\theta_p) e^{-j2\pi \left( \frac{d_p + \nu \cos(\theta_p)}{\lambda} \right) l},
\]

where \( l \) denotes the subcarrier index, \( K \) is the total number of propagation paths, \( \alpha_p \) is the path loss of \( p \)th path, \( \theta_p \) is the angle of arrival, \( \nu \) is the direction angle of the velocity vector, \( \tau_p \) is the propagation delay and \( \lambda \) is the wavelength of corresponding subcarrier. In equation (1), \( e(\theta) \) denotes the array response vector of the ULA given by

\[
    e(\theta) = \begin{bmatrix} e^{-j2\pi d \cos(\theta)} & \cdots & e^{-j2\pi \frac{(N_c-1)\lambda \cos(\theta)}} \end{bmatrix}^T,
\]

where \( d \) is the gap between two adjacent antennas and \( \lambda \) is the wavelength. Thus, the overall CFR matrix of the channel between the BS and the user can be expressed as

\[
    \mathbf{H} = [h[1], h[2], \ldots, h[N_c]].
\]

Note that the matrix \( \mathbf{H} \) is referred as the CSI matrix in the literature.

B. Problem Formulation

The goal of channel prediction is to forecast the CSI at the current and following time by taking full use of CSI sequence information obtained in the previous time period. In existing works [7], [8], the CSI data needs to be uniformly sampled. Assume that the BS stores CSI estimated in the past \( n \) time slots, which can be denoted by \( \{\mathbf{H}[1], \mathbf{H}[2], \ldots, \mathbf{H}[n]\} \). The CSI in the next time slot should be predicted, denoted by \( \hat{\mathbf{H}}[n+1] \). Thus, the CSI prediction problem can be presented as

\[
    \{\mathbf{H}[1], \mathbf{H}[2], \ldots, \mathbf{H}[n]\} \rightarrow \hat{\mathbf{H}}[n+1].
\]

As one advantage of our proposed method, the CSI sequence is no longer required to be evenly sampled. Thus, the process can be written as

\[
    \{\mathbf{H}[t_1], \mathbf{H}[t_2], \ldots, \mathbf{H}[t_n]\} \rightarrow \hat{\mathbf{H}}[t_{n+1}],
\]

where \( t_x \) is a certain time point and the time sequence \( t_1, t_2, \ldots, t_n, t_{n+1} \) can be chosen as an arbitrary sequence.

III. ODE-RNN FOR MOBILE CHANNEL PREDICTION: MOTIVATION AND LEARNING STRUCTURE

A. Overview of Neural ODE and ODE-RNN

Due to its unique structural design, Neural ODE has been proved to have a strong ability to represent and predict the time series driven by physics processes. In a typical Neural ODE, the state of hidden layer is defined by the solution of the following equation,

\[
    \frac{dx(t)}{dt} = f(x(t), I(t), t, \theta),
\]

where \( x(t) \in \mathbb{R}^D \) denotes the hidden layer, \( D \) is the dimension of variables in the hidden layer, \( I(t) \) is the input, \( t \) denotes time, \( f(\cdot) \) denotes a neural network with parameter \( \theta \). Therefore, after the network completes training, the forward calculation becomes an ordinary differential equation problem with known initial values. Thus, the forward calculation can be solved by numerical methods which is called ODE Solver. The process of ODE Solver can be written as

\[
    h(t_0) = h_0,
\]

where \( h_0, \ldots, h_N = \text{ODE Solver}(f_\theta, h_0, (t_0, \ldots, t_N)) \).

The Euler method is one of the most commonly used ODE Solvers among all the numerical methods. The procedure of the Euler method can be presented by

\[
    h_{t+\Delta t} = h_t + \Delta t \times f(h_t, \theta_t),
\]

where \( \Delta t \) is the step length used to adjust the accuracy and computational cost. In addition to the Euler method, there are some high-order solvers with adaptive step sizes. Choosing a proper ODE Solver is determined by the trade-off between computational cost and accuracy.

In order to ensure high calculation accuracy, the step size of ODE Solver is set as a small value, which indicates that the direct using the gradient back propagation algorithm to calculate the loss function will introduce a large calculation cost. To solve this problem, the adjoint method is proposed in [9] to transform the gradient calculation into an ODE problem, which can be solved by the ODE Solver with low computational cost.

To handle the calculation error introduced in the adjoint method in [9], the adaptive checkpoint adjoint method is further proposed in [10] with adding a small amount of storage cost.

For a continuous system defined by Neural ODE, after all the network parameters are fixed through training, the change of hidden state over time is only determined by the
initial input of the network. However, the available data is the CSI sequence obtained in a previous period. The forward calculation of Neural ODE can only use one data as the initial value, while other observations cannot participate in the process. Obviously, this highly limits the ability to dig the sequence data’s correlation fully. Thus, ODE-RNN is introduced to solve this problem. Moreover, the introduced RNN structure shortens the integration range required for the ODE Solver, helping reduce the error accumulation effect caused by the numerical solver.

As shown in equation (1), the CSI matrix is determined by multipath response components interwinding. For a wireless channel, the variation mainly comes from two parts, i.e., the change of electromagnetic wave propagation paths caused by the change of spatial position and frequency selective fading caused by the Doppler effect. As shown in Fig. 1, due to the significant magnitude difference of electromagnetic wavelength scale relative to the spatial changing scale of mobile users, the phase changing of channel response is very fast. Thus, the path response shows obvious nonsmooth characteristics on the time and spatial coordinate axes. Combining the interwinding of multiple path responses and the high-dimensional characteristics of channel matrix caused by multi carriers and multi antennas, from the perspective of data characteristics, the channel prediction problem is essentially a prediction problem dealing with high-dimensional with extremely nonsmooth data.

As shown in Fig. 2, the hidden state of the standard RNN remains unchanged between observation points, so it is not easy to represent a complex changing process between observation points. Thus, the prediction accuracy of RNN greatly depends on the correlation between observation points and data smoothness. In other words, the network structure of RNN is challenging to deal with high-dimensional nonsmooth data such as the CSI matrix. Reflected in the experiments, the prediction accuracy of RNN is particularly sensitive to the spatial or temporal interval of sequential sampling channels. When the time interval of acquisition channels is large, or the spatial position between the two sampling channels is far, the prediction performance will be significantly degraded, as shown in [11] and our experiments in Section IV.

C. Neural ODE for Representing the Physics Process of Channel Changing

Although CSI shows high-dimensional non-smoothness in data features, from the perspective of the physics process of electromagnetic wave propagation, the changing of channel is a pure physics driving process. As shown in Fig. 3, in a real scenario, the BS serves a fixed area where different static scatterers exist. Electromagnetic waves propagate from the transmitter to the receiver through the line of sight, reflection, diffraction, and other propagation processes. For each path, its path response can be decomposed into path attenuation and phase change. The path attenuation is related to parameters such as propagation distance and reflection coefficient, while the phase change is only related to the propagation distance. Considering that for a practical communication system, the

![Fig. 1. The value of path response (taking the real part as an example) in space, which shows highly nonsmooth spatially.](image)

![Fig. 2. Hidden state trajectories. Standard RNNs have constant or undefined hidden states between observations. States of Neural ODE follow a complex trajectory but are determined by the initial state. The ODE-RNN model has states which obey an ODE between observations, and also updated at observations.](image)

![Fig. 3. The changing process of propagation paths while the user is moving.](image)
time interval for acquiring CSI is the same as that of the coherent time slot, usually in the order of milliseconds, so the user can be regarded as performing the uniform linear motion, i.e., the speed is constant during the considered coherent time slot. Based on the above analysis, we provide the following theorem to show the theoretical basis of using ODE-RNN for CSI prediction.

**Theorem 1.** For a quasi-static scattering environment, the derivative of the mobile channel with respect to time is only related to the current CSI.

**Proof 1:** As described above, the channel response of the user $u$ in position $x_u$ relative to the BS is composed of the multi-path responses. For propagation path $p$, the response is determined by the path delay, angle of arrival, reflection coefficient, and other parameters. The above parameters are functions of the geographical environment, electromagnetic characteristics of materials, and position. Except for the user’s location, other parameters are static parameters related to the scattering environment. Thus, there exists a mapping from the user’s position to CSI, i.e.,

$$g : \{x_u\} \rightarrow \{H_u\}.$$  

(10)

It should be noted that this mapping is actually bidirectional with high probability in practical wireless communication systems [12]. Thus, there also exists a mapping from CSI to user’s position, i.e.,

$$g^{-1} : \{H_u\} \rightarrow \{x_u\}.$$  

(11)

Therefore, we can obtain

$$\frac{\Delta H(t + \Delta t) - H(t)}{\Delta t} = g\{g^{-1}[H(t)] + \Delta t \times v\} - H(t),$$  

where $H(t)$ denotes the channel at the current time and $v$ is the user’s velocity vector which is independent of $t$. Therefore, this theorem is proved.

Moreover, Theorem 1 can also be proved in the following way.

**Proof 2:** According to equation (1), the real and imaginary parts of channel response can be respectively written as

$$h_{p}^{\text{real}}[l] = \sum_{p=1}^{K} \alpha_{p}e^{i\theta_{p}c_{l}} \left(2\pi \left[\frac{d_{p} + v_{u} \cos(\theta_{p} - \theta_{u})\tau_{p}}{\lambda_{l}}\right]\right),$$  

(13)

and

$$h_{p}^{\text{imag}}[l] = \sum_{p=1}^{K} \alpha_{p}e^{i\theta_{p}c_{l}} \left(2\pi \left[\frac{d_{p} + v_{u} \cos(\theta_{p} - \theta_{u})\tau_{p}}{\lambda_{l}}\right]\right),$$  

(14)

where $h_{p}$ is the $p$th path response component. In particular, $\alpha_{p}$ is an inverse proportional function about $d_{p}$. Thus, we denote $\alpha_{p} = \frac{\xi_{p}}{d_{p}}$, where $\xi_{p}$ is only related to the characteristics of electromagnetic materials. Also, we have $\tau_{p} = \frac{d_{p}}{c}$, where $c$ is the speed of light. Thus, we have $2\pi \left[\frac{d_{p} + v_{u} \cos(\theta_{p} - \theta_{u})\tau_{p}}{\lambda_{l}}\right] = \rho_{p}d_{p}$. Taking the real part of channel response as an example, its derivative with respect to time is

$$\frac{\partial h_{p}^{\text{real}}[l]}{\partial t} = \frac{\partial h_{p}^{\text{real}}[l]}{\partial d_{p}} \frac{\partial d_{p}}{\partial t} = \left[\sum_{p=1}^{K} \frac{\xi_{p}}{d_{p}} e^{i\theta_{p}} \sin(\rho_{p}d_{p})\rho_{p} - \sum_{p=1}^{K} \frac{\xi_{p}}{d_{p}} e^{i\theta_{p}} \cos(\rho_{p}d_{p}) \frac{1}{d_{p}} \frac{\partial d_{p}}{\partial t}\right].$$  

Similarly, the derivative of the imaginary part can be given by

$$\frac{\partial h_{p}^{\text{imag}}[l]}{\partial t} = -\sum_{p=1}^{K} \rho_{p} h_{p}^{\text{imag}}[l] + \frac{1}{d_{p}} h_{p}^{\text{imag}}[l] \frac{\partial d_{p}}{\partial t}. \quad (16)$$

Considering that the velocity vector hardly changes during such short coherent time slot, $\frac{\partial d_{p}}{\partial t}$ is a function decided by the user’s position at time $t$, which is also decided by the current CSI according to what we analysed in Proof 1. Thus, the whole formula only has one variable $h[l]$. Therefore, this theorem is proved.

Consequently, combined with the previous analysis, the physics process of channel changing is quite suitable to be characterized by Neural ODE. Thus, a high-dimensional non-smooth prediction problem is transformed into a continuous physics-driven forward calculation process.

**D. Learning Structure of ODE-RNN**

In addition to the inherent advantages of ODE-RNN over the Neural ODE network mentioned in the previous subsection, another major consideration exists in applying ODE-RNN to the mobile channel prediction task. In the practical scenario, it is inevitable that some component paths may be unstable and the scattering environment can be slightly disturbed. In this case, there exist some errors in the values of some observation points, which may cause obvious error accumulation when using the Neural ODE structure. At each observation point, ODE-RNN will use the current observation value and the hidden state value propagated forward to calculate the current hidden state value. This learning structure greatly enhances the adaptability and robustness of the system in practical scenarios.

The learning structure of ODE-RNN is shown in Fig. 4. The real and imaginary parts of the complex-valued channel matrix are split into a real matrix. RNN adopts the LSTM mechanism to increase its learning ability. It is worth mentioning that this network structure can adapt to both equal interval sampling and unequal interval sampling cases. When an unequal interval sampling scheme is adopted, the sampling
time interval needs to be used as the input of Neural ODE to adjust the integration length of the ODE solver in the forward calculation.

IV. PERFORMANCE EVALUATION

A. Scene Setup and Datasets Generation

As shown in Fig. 5, we choose a practical outdoor scenario to set up our 3D model. Wireless Insight from Remcom company is used to do the ray-tracing calculation. In Fig. 5, the height of Building 1 is 25m, the height of Building 2 is 35m, the height of building 3 and building 4 is 8m, and the building material is cement. Area 5 is a forest. Users are distributed in a 120m × 60m area. The central frequency is set to 3.5GHz. The BS is located 10m higher above building 2 and is equipped with a ULA. The OFDM bandwidth is 100MHz, and the maximum number of paths is 25. Considering that the channel sampling time interval is small in a practical system, it can be assumed that the user moves in a uniform linear way in any direction within the sequence time. The corresponding Doppler phase shift is calculated and applied to each propagation path. Finally, the channel CSI matrix is calculated by the ray-tracing algorithm.

B. Experimental Results

To evaluate our proposed approach comprehensively, we compare our proposed method directly with existing works. The comparison includes the prediction accuracy under different user speeds and sequence lengths. Moreover, to show the proposed method’s adaptability to the practical environment, the comparison also includes the robustness of the networks. Firstly, the experiment will compare our proposed method with the sequential learning structure to verify the effect of using the Neural ODE network. To ensure the fairness of the comparison, the number of parameters of the two networks will be approximately consistent with our network. Secondly, to verify the necessity of integrating Neural ODE with sequence

| Parameters          | Value   |
|---------------------|---------|
| Input dimension     | 64x64x2 |
| Output dimension    | 64x64x2 |
| Activation function | Tanh    |
| Number of neurons in hidden layer | 384 |
| Performance metric  | Mean square error (MSE) |
| Optimizer           | Adam    |
| Training steps      | 2 × 10^5 |
| Learning rate       | 1 × 10^{-3} |
| Batch size          | 20      |
| Training samples    | 80% of the whole datasets |

| Parameters          | Value       |
|---------------------|-------------|
| Network type        | MLP         |
| Input dimension     | 384         |
| Activation function | Tanh        |
| Number of neurons in hidden layer | 512-1024-512 |
| ODE Solver          | Adaptive Solver |
| Backpropagation     | Adaptive Checkpoint |
|                     | Adjoint Method |
learning structure, the prediction performance of the normal Neural ODE and ODE-RNN network will be compared. In addition, the prediction performance of the network with channel noise is considered to verify the robustness of the proposed network. Because the proposed method does not require an equal sampling interval, when the channel quality is poor, ODE-RNN can discard part of the observation results while still working. We will also evaluate the performance of this scheme.

The parameter settings for ODE-RNN are shown in Tables I and II. TensorFlow library [13] is used to train the networks. Mean square error (MSE) is used as the loss function, and MSE can be mathematically written as

$$\text{MSE} = \frac{1}{i} \sum_{m=1}^{i} (y_m - \hat{y}_m)^2,$$  \hspace{1cm} (17)

where $i$ is the dimension of output, $y$ is the training label and $\hat{y}$ is the prediction value. It represents the average distance between the target value and prediction value of all the output dimensions.

Normalized MSE (NMSE) is used to evaluate the prediction accuracy of the testing datasets, which can be written as

$$\text{NMSE} = \mathbb{E} \left( \frac{\sum_{m=1}^{i} |y_m - \hat{y}_m|^2}{\sum_{m=1}^{i} |y_m|^2} \right).$$  \hspace{1cm} (18)

NMSE is an expectation value calculated across the testing dataset. Compared with MSE, NMSE is more convenient for comparison crossing different datasets.

The prediction NMSE results compared between different methods and users’ velocity is shown in Fig. 6. For a fair comparison, all sequence lengths are set to 5. It can be seen from the results that the overall performance of the methods adopting the Neural ODE network is better than the existing methods. More importantly, the performance of existing works based on the RNN network structure is very

![Fig. 6. The prediction NMSE comparison among different methods with various user velocity.](image1)

![Fig. 7. The prediction NMSE comparison between ODE-RNN and Neural ODE when the sampling intervals are much higher.](image2)

![Fig. 8. The prediction NMSE comparison between different methods under different CSI sequence length.](image3)

![Fig. 9. The prediction NMSE under different channel measurement error with different method and user’s velocity.](image4)
sensitive to the change in user speed. The main reason is that the performance of RNN is highly dependent on the correlation between adjacent observations. When the user moves faster, the data correlation between adjacent sampling points decreases. Therefore, the performance of RNN and LSTM decreases significantly. However, the network based on the ODE structure has obvious performance advantages for faster speed because it hardly relies on the data correlation between observations.

In order to better illustrate the advantages of using ODE-RNN structure over ordinary Neural ODE, Fig. 7 compares the prediction performance of the two approaches with a greater spatial spacing between adjacent sampling points. It is worth noting that RNN and LSTM have been difficult to converge and apply under such sampling intervals due to the poor correlation between adjacent data. So, the performance of RNN and LSTM will not be added to the comparison. However, because ODE-RNN can use different observations on the final prediction results in the forward calculation and the integration distances between different time points are short, the result shows that ODE-RNN enjoys a significant performance advantage over Neural ODE.

Fig. 8 shows the prediction accuracy of the different methods under various sequence lengths. For the normal Neural ODE, the forward calculation only depends on its initial input value after the network is trained and parameters are fixed. As a result, Neural ODE is not compared in this figure. According to Fig. 8, it is shown that compared with the existing methods, ODE-RNN can obtain the best performance with less sequence length, which enables the system to have a wider range of sequence lengths to choose for adapting to different application cases, making the system more flexible in practice.

In order to show the advantages of the proposed approach in network robustness and adaptiveness, the influence of channel sequence with measurement error in the inferring stage on prediction performance is considered. The experimental result is shown in Fig. 9. Here, assuming that the channel noise obeys the Gaussian distribution of zero means. The average NMSE of the noisy channel w.r.t the ideal channel represents the channel quality. Because that Neural ODE does not require an equal interval of channel sequences, some high deviation observations can be discarded, while the existing methods must retain those data. In fact, for RNN networks, a small amount of high deviation observation data will significantly destroy the sequence correlation and then affect prediction accuracy. It can be seen that the proposed method can simply avoid this kind of problem and is far more robust and adaptive than the existing methods.

V. CONCLUSIONS

This paper proposes a physics-inspired adaptive channel prediction method based on ODE-RNN. Different from the current work focusing on the correlation between sequence data, the network structure proposed in this paper is designed and motivated by the continuous physics-changing process of the channel response. The proposed network can predict the changing of CSI in a mobile environment with high accuracy. Numerical results verified that the proposed method could significantly improve prediction accuracy, system flexibility, and network robustness compared with existing methods.
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