An exact trace formula and zeta functions for an infinite quantum graph with a non-standard Weyl asymptotics
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Abstract
We study a quantum Hamiltonian that is given by the (negative) Laplacian and an infinite chain of δ-like potentials with strength κ > 0 on the half line \( \mathbb{R}_{\geq 0} \) and which is equivalent to a one-parameter family of Laplacians on an infinite metric graph. This graph consists of an infinite chain of edges with the metric structure defined by assigning an interval \( I_n = [0, l_n] \), \( n \in \mathbb{N} \), to each edge with length \( l_n = \frac{\pi}{n} \). We show that the one-parameter family of quantum graphs possesses a purely discrete and strictly positive spectrum for each \( \kappa > 0 \) and prove that the Dirichlet Laplacian is the limit of the one-parameter family in the strong resolvent sense. The spectrum of the resulting Dirichlet quantum graph is also purely discrete. The eigenvalues are given by \( \lambda_n = n^2 \), \( n \in \mathbb{N} \), with multiplicities \( d(n) \), where \( d(n) \) denotes the divisor function. We can thus relate the spectral problem of this infinite quantum graph to Dirichlet’s famous divisor problem and infer the non-standard Weyl asymptotics \( N(\lambda) = \frac{2\sqrt{\lambda}}{\pi} \ln \lambda + O(\sqrt{\lambda}) \) for the eigenvalue counting function.

Based on an exact trace formula, the Voronoï summation formula, we derive explicit formulae for the trace of the wave group, the heat kernel, the resolvent and for various spectral zeta functions. These results enable us to establish a well-defined (renormalized) secular equation and a Selberg-like zeta function defined in terms of the classical periodic orbits of the graph for which we derive an exact functional equation and prove that the analogue of the Riemann hypothesis is true.

PACS numbers: 02.30.Fn, 02.30.Ik, 02.30.Lt, 02.30.Mv, 03.65.Ca, 03.65.Db
1. Introduction

Quantum graphs are the subject of steadily increasing interest since Roth [1] derived a trace formula for the heat kernel of the Laplacian with Kirchhoff boundary conditions on compact graphs. Kottos and Smilansky [2] introduced compact quantum graphs as a model for quantum chaos and developed a more general trace formula for the Laplacian with vertex boundary conditions which depend on a real parameter $\kappa_l$ at each vertex $v_l$ of the graph (these boundary conditions are also called $\delta$-type boundary conditions [3, 4]). The choice $\kappa_l = 0$ at each vertex corresponds to Kirchhoff boundary conditions (Kottos and Smilansky called them Neumann boundary conditions (see also [5])), and the choice $\kappa_l = \infty$ can be identified with Dirichlet boundary conditions. In the case where only two edges meet at a vertex $v_l$, these boundary conditions can be interpreted as being due to a ‘$\delta$-like potential’ with strength $\kappa_l$ at the vertex $v_l$. We deal with this situation in section 2 where we identify our Dirichlet quantum graph as such a limit of an infinite quantum graph with $\delta$-type boundary conditions at the vertices. Furthermore, in [2] the spectral form factor and the level spacing distribution were investigated analytically and numerically and compared with the corresponding quantities of random matrix theory searching for ‘characteristic signals’ of quantum chaos. Their analysis of the spectrum was continued in [6–8] by a sophisticated application and evaluation of the trace formula. Kostrykin and Schrader [9] presented a classification of all self-adjoint characterizations of the Laplacian on compact graphs. The trace formula of Kottos and Smilansky was rigorously proved in [10] for $k$-independent boundary conditions and in [11] for all self-adjoint boundary conditions for the Laplacian on compact graphs by two different methods. For an excellent review on quantum graphs, in particular concerning the analysis of spectral properties like the level spacing distribution, $n$-point correlation functions or the form factor, see [5].

However, much less is known for noncompact quantum graphs, in particular for quantum graphs with an infinite number of edges. Two of the first researchers who studied Schrödinger operators on an infinite quantum graph (infinite number of edges) were Naimark and Solomyak.
[12] who proved a Weyl-type asymptotics for the Laplacian on a tree with a Dirichlet boundary condition at the root vertex and Kirchhoff boundary conditions at the remaining vertices. Solomyak [13] generalized this result to graphs with finite total length. Carlson [14] was the first to prove that Laplacians with Kirchhoff boundary conditions at the vertices of graphs possessing finite total length (i.e. possessing the finite volume property) have compact resolvents and therefore possess purely discrete spectra.

In this paper, we study a one-parameter family of infinite quantum graphs which do not satisfy the finite volume property. We shall show that our quantum graph family possesses for each positive parameter $\kappa > 0$ a purely discrete spectrum. Furthermore, we investigate the Dirichlet quantum graph in detail which is the limit in the strong resolvent sense for letting the parameter $\kappa$ go to infinity.

Kuchment [3] found a characterization of self-adjoint realizations of the Laplacian by local boundary conditions in terms of the corresponding sesquilinear form of the Laplacian. However, he made the assumption that the lengths of the edges are uniformly bounded from below, which does not hold for our quantum graph. One of the most recent publications which deals with Schrödinger operators on infinite graphs is [15]. Therein, the number of negative eigenvalues of the Laplacian on a metric tree with a Dirichlet or Neumann boundary condition at the root and perturbed by a nonnegative potential were estimated.

Our infinite Dirichlet quantum graph system possesses as a classical counterpart an integrable system, in contrast to the above-mentioned systems. The quantal energy spectrum of our quantum graph is given by $\lambda_n = n^2$, $n \in \mathbb{N}$, with multiplicity $d(n)$, where $d(n)$ denotes the divisor function. Thus, this quantum graph is closely related to the Dirichlet divisor problem [16], an old and intensively studied problem in number theory. Our special quantum graph system allows us to derive explicit expressions for many interesting quantities such as the trace of the wave group, the heat kernel, the resolvent and for various spectral zeta functions.

It is remarkable that one can define for this infinite quantum graph a Selberg-like zeta function $Z(s)$ in terms of the length spectrum of the classical periodic orbits which possesses a functional equation and satisfies the analogue of the Riemann hypothesis. Furthermore, it turns out that this quantum system possesses a non-standard Weyl asymptotics for the spectral counting function $N(\lambda)$ (see (39)) whose leading term agrees after an obvious rescaling of the edge lengths by a factor $\frac{1}{2\pi}$ with the leading term of the counting function for the nontrivial Riemann zeros. This is interesting for the search of the highly desired Hilbert–Polya operator, i.e. an operator which yields as eigenvalues or as wavenumbers the nontrivial Riemann zeros and suggests that one should consider infinite quantum graphs for this purpose (see [17] in this context for a discussion of finite quantum graphs equipped with the Berry–Keating operator and for references on the Hilbert–Polya operator).

The Voronoï summation formula (47), well known in number theory, plays for our physical system the role of a trace formula. The lhs of the Voronoï summation formula (47) corresponds to the quantum mechanical energy spectrum of the graph, while the rhs can be split into a ‘Weyl term’ which corresponds to the three leading asymptotic terms of $N(x)$ in (36), and a ‘periodic orbit term’ which invokes the geometric properties in terms of the classical periodic orbits of the graph.

Our Dirichlet quantum graph is the counterpart of the flat torus model $(-\Delta, \mathbb{T}^2)$ which consists of the Laplacian $-\Delta$ acting on a flat torus $\mathbb{T}^2 := \mathbb{R}^2/(L\mathbb{Z} \times L\mathbb{Z})$ characterized by a length scale $L > 0$ equipped with periodic boundary conditions (see e.g. [18]). For this quantum system the multiplicity of the $n$th eigenvalue is exactly given by the sum of squares function

$$r(n) := \# \left\{ (m_1, m_2) \in \mathbb{Z} \times \mathbb{Z}, \quad n = m_1^2 + m_2^2 \right\}, \quad n \in \mathbb{N}. \quad (1)$$
Thus, the corresponding eigenvalue counting function is related to Gauss’s circle problem, and it turns out that the formulae of Hardy [19–21], Landau [22] and Voronoï [23] play the role of the corresponding trace formula (see [18]). However, its ‘periodic orbit term’ involves a $J_0$ Bessel function in contrast to the $K_0$ and $Y_0$ Bessel functions in the trace formula (47) for our Dirichlet quantum graph.

Our paper is organized as follows. In section 2, we define the quantum mechanical setting of the system and explain the connection to a one-parameter family of infinite quantum graphs; in particular, we realize our Dirichlet quantum graph as a specific ‘extremal’ point in this quantum graph family. Moreover, we prove that for each parameter $\kappa > 0$ the spectrum of the quantum graph is purely discrete and present a necessary condition for the existence of an eigenfunction of the eigenvalue problem. In section 3, we introduce the Dirichlet quantum graph and show that the spectral multiplicities of its eigenvalues are given by the divisor function.

The connection to the Dirichlet divisor problem and the Voronoï summation formula (47) is made in section 4. We then proceed by examining the trace of the wave group $\Theta_1(t)$ for this system; in particular, we derive its small-$t$ asymptotics. In section 6, we calculate the generalized spectral zeta function $\zeta_{\Delta_1}(s, k)$, similarly as in [24], which is the Mellin–Laplace transform of the trace of the wave group and investigate the poles of its meromorphic extension. Based on the analysis in section 6, in particular due to the existence of a pole of $\zeta_{\Delta_1}(s, k)$ at $s = 1$, which corresponds to the trace of the resolvent, we define in section 7 the ‘regularized trace’ of the resolvent $\tau(k)$ and determine its asymptotics. We refine the analysis of section 7 in section 8 by investigating the ‘regularized spectral zeta function’ $\tilde{\zeta}_{\Delta_1}(s, k)$. It turns out that the finite part of this function at $s = 1$ exhibits a similar form as the finite part of the Hurwitz zeta function. This leads to the definition of the generalized gamma function $\tilde{\Gamma}(k)$ whose poles are determined by the quantum mechanical wavenumbers of our graph. Furthermore, we derive a Stirling-like formula in section 9 for the generalized gamma function which is reminiscent of the Stirling formula for the ordinary gamma function. We discuss the trace of the ‘generalized heat kernel’ $\Theta_1(t, k)$ and determine its asymptotics for $t \to 0$ in section 10. Additionally, we calculate the principal parts of the corresponding spectral sum function $\zeta_{\Delta_1}(s, k)$ which is now the Mellin–Laplace transform of the trace of the generalized heat kernel, and ascertain the domain of definition of the meromorphic extension of it. Section 11 is devoted to the discussion of the problem of defining a secular equation for the wavenumbers in terms of the vertex scattering matrix according to the construction in [25]. We show that this problem can be solved by truncating the quantum graph at an arbitrary vertex number, building the secular equation for the truncated graph according to [25] and then performing a certain limit process for this secular equation by increasing the number at which the graph is truncated. This process leads to a Weierstraß product $\Delta_1(k_2)$ in terms of the wavenumbers.

Furthermore, in section 12, we introduce the functional determinant

$$
\text{det}(-\Delta + k^2) := \exp\left(-\frac{\partial \zeta_{\Delta_1}(s, k)}{\partial s}\right)_{s=0}
$$

of the unbounded operator $-\Delta + k^2$. This definition for a determinant of an operator was first introduced in [26] and applied to quantum field theory in [27]. For a finite-dimensional matrix this definition coincides with the standard determinant of the matrix. We show that the functional determinant $\text{det}(-\Delta + k^2)$ agrees with the Weierstraß product $\Delta(k^2)$. For a recent thorough discussion of zeta functions for finite quantum graphs with general self-adjoint boundary conditions and their relation to the functional determinant, see [28] and [29]. In section 13, we calculate the trace $T(k)$ of the resolvent of $-\Delta$ and determine its asymptotics for $k \to 0$ and $k \to \infty$ by an application of the trace formula. We proceed by constructing in section 14 the ‘periodic orbit zeta function’ $Z(s)$ in accordance with [24] and [30] which
resembles in many respects the famous Selberg zeta function for the hyperbolic Laplacian acting on compact Riemann surfaces. Furthermore, we define the function

\[ Z_D(k) := e^{\pi N(k)} Z(i k), \quad (3) \]

whose zeros are all symmetrically located on the ‘critical line’ \( i\mathbb{R} \) and which takes real values on the critical line. In addition it is shown that the ‘Weyl term’ of its zero counting function (which coincides with the ‘Weyl term’ of the spectral counting function) is given by the phase of the first factor on the rhs in (3). These properties are shared by the well-known Hardy \( Z \)-function (see e.g. [31, p 85]), which is related to the Riemann zeta function and is discussed in section 14. Additionally, we prove that the spectral counting function \( N(x) \) of our Dirichlet quantum graph can be obtained by an adiabatic limit process in terms of the quantity \( 1/\pi \text{Im} \ln Z(s) \). Finally, we determine the asymptotics of \( \ln |\det(-\Delta + k^2)| \) for \( k \to 0 \) and \( k \to \infty \) in section 15 by applying results of section 14.

2. The quantum mechanical setting and a one-parameter family of Laplacians

We first define a one-parameter family of quantum graphs and then identify our Dirichlet quantum graph, which is the subject of investigation in the following sections, as a certain limit of this family. We consider a single spinless particle of mass \( m = \frac{1}{2} \) on the half line \( \mathbb{R}_{\geq 0} \) subjected to a ‘hard wall reflection’ at the point \( x_0 = 0 \) and to a \( \delta \)-like potential with strength \( \kappa \geq 0 \) at each point \( x_n := \pi \sum_{m=1}^{n} \frac{1}{m}, \quad n \in \mathbb{N} \). Formally, the Schrödinger operator for this single-particle system can be written as \( (\hbar = \sqrt{2m} = 1) \)

\[ H = -\Delta + \kappa \sum_{n=1}^{\infty} \delta(x - x_n), \quad \kappa \geq 0, \quad x \geq 0, \quad (4) \]

with \( \Delta := \frac{d^2}{dx^2} \). In order to give a mathematically rigorous formulation of this system, we translate the hard wall reflection and the \( \delta \)-like potentials into local boundary conditions at the vertices of a quantum graph according to [2–5]. The quantum graph \( G \) consists of an infinite chain of consecutive edges \( \{e_n\}_{n=1}^{\infty} \) with lengths \( l_n = \frac{\pi}{n}, \quad n \in \mathbb{N} \), where the adjacent edges \( e_n \) and \( e_{n+1} \) are linked by a vertex \( v_n \). Therefore, the total length \( L := \sum_{n=1}^{\infty} \frac{\pi}{n} \) (also called the volume) of the quantum graph is infinite and \( G \) is a noncompact quantum graph. The quantum mechanical Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle_\mathcal{H}) \) for this system consists of the vector space

\[ \mathcal{H} := \left\{ \psi \in \bigoplus_{n=1}^{\infty} L^2[0, \frac{\pi}{n}]; \quad \|\psi\|_\mathcal{H} := \langle \psi, \psi \rangle_\mathcal{H}^{1/2} < \infty \right\} \quad (5) \]

equipped with the scalar product

\[ \langle \psi, \varphi \rangle_\mathcal{H} := \sum_{n=1}^{\infty} \langle \psi_n, \varphi_n \rangle_{L^2[0, \frac{\pi}{n}]}, \quad (6) \]

\[ \psi = \bigoplus_{n=1}^{\infty} \psi_n, \quad \varphi = \bigoplus_{n=1}^{\infty} \varphi_n, \quad \psi_n, \varphi_n \in L^2[0, \frac{\pi}{n}]. \]

In order to find the corresponding self-adjoint Laplace operator \( (\Delta, D_\gamma(\Delta)) \), in particular the domain of definition \( D_\gamma(\Delta) \) for the Hamilton operator (4), we use the approach by sesquilinear forms of [3] for infinite quantum graphs. So far this approach is the only rigorous one which guarantees that the resulting operator is self adjoint. However, our edges \( e_n, n \in \mathbb{N} \), are not uniformly bounded from below by a strictly positive number which was assumed in [3, 4]. Therefore, we have in the following to generalize the setting by an additional requirement on the domain of the sesquilinear form.
The boundary condition on the function \( \psi \in \mathcal{H} \) at the vertex \( v_0 \) corresponding to the hard wall reflection at the origin is given by a Dirichlet boundary condition [2, 5] \( \psi_1(0) = 0 \). Due to the Hamiltonian (4), the boundary condition at the \( n \)th vertex \( v_n \) corresponds to (using the definition \( \psi_{n+1}(0) = \psi_n, \quad \psi_n \mid_{0}^{2\pi/n} = \kappa \psi_n, \quad n \in \mathbb{N} \).)

We have to incorporate these boundary conditions in the approach of [3] and then have to show that these boundary conditions together with some additional requirements define a self-adjoint Laplacian on \( \mathcal{G} \). Due to the failure of a strictly positive lower bound for the edges, we adapt the ‘graph Sobolev function space’ in [3] to our infinite quantum graph \( \mathcal{G} \) by defining the modified Sobolev space

\[
H^1(\mathcal{G}) := \left\{ \psi \in \mathcal{H}; \; \psi_n \in H^1(0, \frac{\pi}{n}), \; n \in \mathbb{N}, \; \|\psi\|_H < \infty, \; \sum_{n=1}^{\infty} \left| \psi_n(0) \right|^2 + \left| \psi_n \left( \frac{\pi}{n} \right) \right|^2 < \infty \right\}.
\]

In (8), we denote by \( \psi_n \) the corresponding vector in the orthogonal decomposition of \( \psi \) as in (6), and \( H^1(0, \frac{\pi}{n}) \) is the Sobolev space of all functions in \( L^2[0, \frac{\pi}{n}] \) for which the first weak derivative is also an element of \( L^2[0, \frac{\pi}{n}] \) (see e.g. [11, 17]). Obviously, it holds \( H^1(\mathcal{G}) \subset C(\mathcal{G}) \), where \( C(\mathcal{G}) \) is the set of all continuous functions on \( \mathcal{G} \). We now define the sesquilinear form \( h_\kappa \) conforming to our initial Hamiltonian (4) in accordance with [3, 5] as

\[
h_\kappa[\psi, \psi] := (\psi', \psi)_H + \kappa \sum_{n=1}^{\infty} \overline{\psi_n} \psi_n, \quad \psi, \psi \in D(h), \quad \kappa \geq 0,
\]

where the domain of definition \( D(h) \) consists of all functions \( \psi \in H^1(\mathcal{G}) \) fulfilling \( \psi_1(0) = 0, \psi_n \left( \frac{\pi}{n} \right) = \psi_{n+1}(0) = \psi_n, \) for all \( n \in \mathbb{N} \). The corresponding quadratic form \( h_\kappa[\psi, \psi] := h_\kappa[\psi, \psi] \) is positive and one can show applying the definition (8) of \( H^1(\mathcal{G}) \) that \( h_\kappa \) is closed. Therefore, following the proofs in [3] there corresponds to each \( h_\kappa, \kappa \geq 0 \), a unique self-adjoint Laplacian \( (\Delta, D_\kappa(\Delta)) \) on \( \mathcal{G} \)

\[
\Delta \psi := \bigoplus_{n=1}^{\infty} \Delta_n \psi_n, \quad \psi \in D_\kappa(\Delta),
\]

with the domain of definition

\[
D_\kappa(\Delta) := \left\{ \psi \in H^1(\mathcal{G}); \; \psi_n \in H^2(0, \frac{\pi}{n}), \; \|\Delta \psi\|_H < \infty, \; \psi_1(0) = 0, \right\}
\]

\[
\psi_n \left( \frac{\pi}{n} \right) = \psi_{n+1}(0) = \psi_n, \quad \psi_n \mid_{0}^{2\pi/n} = \kappa \psi_n, \quad n \in \mathbb{N} \}.
\]

In particular the required boundary conditions (7) are incorporated. In such a way, one obtains a one-parameter family of self-adjoint Laplacians \( (\Delta, D_\kappa(\Delta)) \) acting on \( \mathcal{G} \). The case \( \kappa = 0 \) corresponds to a Dirichlet boundary condition on the vertex \( v_0 \) and Kirchhoff boundary conditions (called Neumann boundary conditions in [2]) on the remaining vertices. Hence, the Laplacian \( (\Delta, D_0(\Delta)) \) is equivalent to the Laplacian \( (\Delta, D_{\mathbb{R}^2}(\Delta)) \) acting in \( L^2[0, \infty) \), where the domain of definition is given by \( D_{\mathbb{R}^2}(\Delta) = \{ \psi \in H^2(0, \infty); \; \psi(0) = 0 \} \). Therefore, \( (\Delta, D_0(\Delta)) \) possesses a purely continuous spectrum \( \sigma(\Delta, D_0(\Delta)) = [0, \infty) \).

Since the quadratic form \( h_\kappa, \kappa \geq 0 \), is positive, we infer that \( (\Delta, D_\kappa(\Delta)) \) possesses no negative eigenvalues. Furthermore, since the general solution of the eigenvalue problem

\[
-\Delta \varphi = \lambda \varphi, \quad \varphi \in D_\kappa(\Delta), \quad \kappa > 0,
\]

is on the \( n \)th edge for \( \sqrt{\lambda} = k^2 = 0 \) of the form \( \varphi_n(x) = a_n x + b_n \), we infer from the boundary conditions (11) by a straightforward calculation that zero is not an eigenvalue of \( (\Delta, D_\kappa(\Delta)) \)
for every $\kappa \geq 0$. Moreover, since the general solution of the eigenvalue problem (12) is for $\sqrt{\lambda} = k > 0$ on the $n$th edge of the form $\varphi_n(x) = a_n \sin(k x + b_n)$, we infer again from the boundary conditions (11) that the solution of the eigenvalue problem (12) must have the property that every component $\varphi_n$ in the decomposition (6) is for every $k \in \mathbb{R}$ unequal to the zero function.

Since the quantum graph $\mathcal{G}$ consists of infinitely many edges, we cannot directly apply the results of [3, 5, 9, 11, 17, 25, 32] for a spectral analysis, in particular for an eigenvalue investigation. However, by a rearrangement of the rows and columns of the matrices therein some results still hold, but unfortunately not all. We shall discuss this in more detail in section 11 for the Dirichlet quantum graph which corresponds to $\kappa = \infty$.

Now, we shall prove that $(\Delta, D_k(\Delta))$ possesses a purely discrete spectrum for every $\kappa > 0$. We use a criterion of [33, pp 28, 106] for $(\Delta, D_k(\Delta))$ to possess a compact resolvent and therefore a purely discrete spectrum [33, p 6]. In order to use this criterion, we need the following theorem.

**Theorem 2.1.** The embedding
\[
(D(h), \| \cdot \|_{D(h)}) \hookrightarrow (\mathcal{H}, \langle \cdot, \cdot \rangle_{\mathcal{H}})
\]
with
\[
\| \psi \|_{D(h)} := \left[ \| \psi \|_{\mathcal{H}}^2 + h_k(\psi) \right]^{\frac{1}{2}}, \quad \psi \in D(h),
\]
is compact.

**Proof.** Let a sequence $(\psi_m)_{m \in \mathbb{N}}$ with $\| \psi_m \|_{D(h)} \leq M$, $\psi_m \in D(h)$ for all $m \in \mathbb{N}$, $M > 0$, be given. We have to prove that there exists a subsequence $(\psi_{m_j})_{j \in \mathbb{N}}$ of $(\psi_m)_{m \in \mathbb{N}}$ and a $\psi \in \mathcal{H}$ with
\[
\psi_{m_j} \to \psi, \quad j \to \infty \quad \text{in} \quad \mathcal{H}.
\]
It follows immediately by the embedding theorem of Morrey [34, p 118] that there exists for each $n \in \mathbb{N}$ a $\psi_n \in C^{0,\alpha}[0, \frac{\pi}{n}] \subset L[0, \frac{\pi}{n}]$, $0 < \alpha < \frac{1}{2}$ ($C^{0,\alpha}[0, \frac{\pi}{n}]$ is the set of Hölder continuous functions on $[0, \frac{\pi}{n}]$ with exponent $\alpha$) such that for each $(\psi_m^m)_{m \in \mathbb{N}}$ (the component of $(\psi_m)_{m \in \mathbb{N}}$ on the $n$th edge) there exists a subsequence $(\psi_{m_l}^m)_{l \in \mathbb{N}}$ with
\[
\psi_{m_l}^m \to \psi_n, \quad l \to \infty \quad \text{in} \quad C^{0,\alpha}[0, \frac{\pi}{n}] \quad \text{and} \quad \text{in} \quad L^2[0, \frac{\pi}{n}], \quad n \in \mathbb{N}, \quad 0 < \alpha < \frac{1}{2}.
\]

Thus, by Cantor’s diagonal argument we can find a subsequence $(\psi_{m_j}^m)_{j \in \mathbb{N}}$ of $(\psi_m)_{m \in \mathbb{N}}$ for which every component $\psi_{m_j}^m$ fulfills (16). We define $\psi := \bigoplus_{n=1}^{\infty} \psi_n$ with $\psi_n$ as in (16). We shall prove that it holds $\psi \in \mathcal{H}$ and furthermore that $(\psi_{m_j}^m)_{j \in \mathbb{N}}$ and $\psi$ fulfill (15).

Due to (16) the boundary values $\psi_{m_j}^m(0)$ and $\psi_{m_j}^m(\frac{\pi}{n})$ converge to $\psi_n(0)$ and $\psi_n(\frac{\pi}{n})$ for $j \to \infty$. Due to the continuity condition of $\psi_{m_j}^m$ for every $j \in \mathbb{N}$ at the vertices $v_l$, $l \in \mathbb{N}$, we deduce that $\psi$ is also continuous at these vertices. A similar argument yields $\psi(0) = 0$.

Thus, we define as above $\psi_{v_l} := \psi_{n=1}(0), n \in \mathbb{N}$.

We shall first prove $\sum_{n=1}^{\infty} \left| \psi_{v_l} \right|^2 < \infty$. For $0 < l < p$ it follows by the assumption on $\psi_{m_j}$ and the triangle inequality that it holds for every $\varepsilon > 0$ ($j$ large enough, $\kappa > 0$)
\[
\left[ \sum_{n=l}^{p} \left| \psi_{v_l} \right|^2 \right]^{\frac{1}{2}} \leq \left[ \sum_{n=l}^{p} \left| \psi_{v_l} - \psi_{m_j}^m \right| \right]^{\frac{1}{2}} + \left[ \sum_{n=l}^{p} \left| \psi_{m_j}^m \right| \right]^{\frac{1}{2}} \leq \varepsilon + \frac{M}{\kappa}.
\]
This proves $\sum_{n=1}^{\infty} \left| \psi_{v_l} \right|^2 < \infty$.  

\[\]
Due to (16) and (20) we infer where \( \parallel e \parallel \)
eigenfunction for each \( c > 0 \) does not grow with \( \tilde{\psi} \). This proves that the estimate (18) between the first and the last term also holds for \( \psi_n, n \in \mathbb{N} \) (the middle term in (18) does not generally exist in this case).

We calculate using (18), \( 1 < l < p \),

\[
\| \psi \|_{l,p}^2 := \sum_{n=0}^{p} \int_0^{\pi} |\psi_n(x)|^2 \, dx \leq \sum_{n=0}^{p} \int_0^{\pi} \left( |\psi_n| + c M x^\frac{1}{2} \right)^2 \, dx \\
= \sum_{n=0}^{p} \left[ \frac{\pi}{n} |\psi_{k,n}|^2 + \frac{4}{3} c M \left( \frac{\pi}{n} \right)^{\frac{1}{2}} |\psi_{c,n}| + \frac{1}{2} c^2 M^2 \left( \frac{\pi}{n} \right)^{\frac{3}{2}} \right] \\
=: C_{l,p},
\]

where

\[
\lim_{p \to \infty} C_{l,p} =: C_l \text{ exists and } C_l \to 0, \quad l \to \infty.
\] (20)

This proves \( \psi \in \mathcal{H} \).

By an analogous calculation for \( \psi^{m_j} \) as in (4) and since \( \| \psi^{m_j} \|_{D(b)} \leq M \) for all \( j \in \mathbb{N} \), we can deduce that it also holds that the constant \( c \) in (18) can be chosen independently of \( j \in \mathbb{N} \) ([34, p 119])

\[
\| \psi^{m_j} \|_{l,p}^2 \leq \tilde{C}_{l,p} \\
\text{for all } j \in \mathbb{N}, \quad l < p,
\] (21)

where \( \tilde{C}_{l,p} \) also fulfills (20). We then derive

\[
\| \psi^{m_j} - \psi \|_{l}^2 = \sum_{n=1}^{\infty} \| \psi^{m_j}_n - \psi_n \|_{l[0, \pi]}^2 + C_l + \tilde{C}_l, \quad l > 1.
\] (22)

Due to (16) and (20) we infer \( \psi^{m_j} \to \psi \) for \( j \to \infty \) in \( \mathcal{H} \). This proves the theorem 2.1. \( \square \)

From theorem 2.1 we finally obtain with [33, pp 6, 28, 106]

**Theorem 2.2.** The infinite quantum graph \( \mathcal{G} \) defined by the Hamiltonian \( (\Delta, D_\kappa(\Delta)) \), where \( \Delta \) denotes the Laplacian (10) with the domain of definition \( D_\kappa(\Delta) \) defined in (11), possesses for each \( \kappa > 0 \) a compact resolvent and therefore a purely discrete, strictly positive spectrum.

Finally, we want to present a necessary quantization condition for the existence of an eigenfunction \( \psi_k = \oplus_{n=1}^{\infty} \psi_{k,n} \) with \( k \notin \{m n; \ m n \in \mathbb{N}_0\} \) (see [3, 5]) and

\[
\psi_{k,n}(x) := \frac{1}{\sqrt{k}} \left( a_{k,n} \sin \left( k \pi x \right) + b_{k,n} \sin \left( n \left( \frac{\pi}{n} - x \right) \right) \right), \quad x \in \left[ 0, \frac{\pi}{n} \right], \quad n \in \mathbb{N},
\] (23)

of the eigenvalue problem (12) with \( \lambda = k^2 \). (For each \( k \in \{m n; \ m n \in \mathbb{N}\} \) one only has to modify the following expressions on a finite set of edges, but this can be treated in a similar way). Requiring the boundary conditions (7) at all vertices of the graph \( \mathcal{G} \), we obtain the relations

\[
\begin{bmatrix}
  a_{k,1} \\
  b_{k,1}
\end{bmatrix} = 0, \quad \begin{bmatrix}
  a_{k,n+1} \\
  b_{k,n+1}
\end{bmatrix} = \begin{bmatrix}
  A_n(k) & B_n(k) \\
  0 & 1
\end{bmatrix} \begin{bmatrix}
  a_{k,n} \\
  b_{k,n}
\end{bmatrix},
\] (24)
with $n \in \mathbb{N}$, $k \notin \{mn; \, mn \in \mathbb{N}_0\}$,
\[
A_n(k) := \left[ \frac{k}{n} + \cot \left( \frac{\pi}{n} \right) + \cot \left( \frac{\pi}{n+1} \right) \right] \sin \left( \frac{\pi}{n+1} \right), \quad B_n(k) := -\frac{\sin \left( \frac{\pi k}{n+1} \right)}{\sin \left( \frac{k \pi}{n} \right)}.
\] (25)

Using $b_{k,n} = a_{k,n-1}$ the solutions of relation (24) are equivalent with the solutions of the three-term recursion relation
\[
a_{k,n+1} = A_n(k)a_{k,n} + B_n(k)a_{k,n-1}, \quad n \geq 1, \quad k \notin \{mn; \, mn \in \mathbb{N}\},
\] (26)
with the starting values (11)
\[
b_{k,1} := a_{k,0} = 0.
\] (27)

We conclude that every solution of (12) for $\sqrt{\lambda} = k \notin \{mn; \, mn \in \mathbb{N}\}$ is completely determined by the two conditions (26) and (27).

It is worthwhile to note that the quadratic form $h_\kappa$ converges for $\kappa \to \infty$ ‘from below’ [35, p 461] to a quadratic form whose corresponding sequilinear form is given by
\[
h[\psi, \phi] = \langle \psi', \phi' \rangle_{H}, \quad \psi, \phi \in H^1(\mathcal{G}), \quad \psi_n(0) = \psi_n \left( \frac{\pi}{n} \right) = 0, \quad n \in \mathbb{N}.
\] (28)

Hence, we obtain for the related operators [35, p 455]
\[
(\Delta, D_\kappa(\Delta)) \to (\Delta, D(\Delta)), \quad \kappa \to \infty, \quad \text{in the strong resolvent sense,}
\] (29)
where on the rhs the Dirichlet Laplacian is given with the domain of definition
\[
D(\Delta) := \left\{ \psi \in H; \, \psi_n \in H^2 \left( 0, \frac{\pi}{n} \right), \, \|\Delta \psi\| < \infty, \, \psi_n(0) = \psi_n \left( \frac{\pi}{n} \right) = 0, \, n \in \mathbb{N} \right\}.
\] (30)

That one can omit in (30) the requirement $\|\psi'\|_{H} < \infty$ follows from a suitable Poincaré inequality.

It would be very interesting to investigate the asymptotic behaviour of the spectrum $\sigma ((\Delta, D_\kappa(\Delta)))$ for $\kappa > 0$ in the limit $\lambda \to \infty$, but we shall discuss this in a future publication.

3. The Dirichlet quantum graph

We observe that for the Dirichlet quantum graph $(\Delta, D(\Delta))$ due to the Dirichlet boundary conditions on all interval ends there is no ‘interaction’ between the edges. Thus, the limit process $\kappa \to \infty$ for the one-parameter family $(\Delta, D_\kappa(\Delta))$ ‘isolates’ the edges of the graph $\mathcal{G}$. The $S$-matrix $S$ in the sense of [2, 9] of $(-\Delta, D(\Delta))$ corresponds to the identity operator $-\mathbb{I}$ on $l^2$ being the set of all square summable sequences of real numbers. For compact quantum graphs with Dirichlet boundary conditions the assigned quantum graph as discussed in [32] (the unique quantum graph with maximal vertex numbers for which the $S$-matrix is local) is simply the set of edges with no common vertex for two different interval ends. This corresponds to a ‘hard wall reflection’ of the particle at the interval ends (see [17]). The ‘hard wall’ interpretation of the Dirichlet boundary conditions still holds for the infinite Dirichlet quantum graph.

For this simple system the stationary Schrödinger equation
\[
-\Delta \psi = \lambda \psi, \quad \psi \in D(\Delta),
\] (31)
is explicitly solvable. The normalized eigenvectors $\psi_{n,m}$ are expressed by the orthogonal decomposition as in (6) by $(x \in \left[ 0, \frac{\pi}{2} \right])$
\[
P_l(\psi_{n,m})(x) := \delta_{lm} \sqrt{\frac{2n}{\pi}} \sin(k_{n,m}x) \quad \text{with} \quad k_{n,m} := nm, \quad l, n, m \in \mathbb{N},
\] (32)

\text{with } n \in \mathbb{N}, \, k \notin \{mn; \, mn \in \mathbb{N}_0\},
\] (25)

Using $b_{k,n} = a_{k,n-1}$ the solutions of relation (24) are equivalent with the solutions of the three-term recursion relation
\[
a_{k,n+1} = A_n(k)a_{k,n} + B_n(k)a_{k,n-1}, \quad n \geq 1, \quad k \notin \{mn; \, mn \in \mathbb{N}\},
\] (26)
with the starting values (11)
\[
b_{k,1} := a_{k,0} = 0.
\] (27)

We conclude that every solution of (12) for $\sqrt{\lambda} = k \notin \{mn; \, mn \in \mathbb{N}\}$ is completely determined by the two conditions (26) and (27).

It is worthwhile to note that the quadratic form $h_\kappa$ converges for $\kappa \to \infty$ ‘from below’ [35, p 461] to a quadratic form whose corresponding sequilinear form is given by
\[
h[\psi, \phi] = \langle \psi', \phi' \rangle_{H}, \quad \psi, \phi \in H^1(\mathcal{G}), \quad \psi_n(0) = \psi_n \left( \frac{\pi}{n} \right) = 0, \quad n \in \mathbb{N}.
\] (28)

Hence, we obtain for the related operators [35, p 455]
\[
(\Delta, D_\kappa(\Delta)) \to (\Delta, D(\Delta)), \quad \kappa \to \infty, \quad \text{in the strong resolvent sense,}
\] (29)
where on the rhs the Dirichlet Laplacian is given with the domain of definition
\[
D(\Delta) := \left\{ \psi \in H; \, \psi_n \in H^2 \left( 0, \frac{\pi}{n} \right), \, \|\Delta \psi\| < \infty, \, \psi_n(0) = \psi_n \left( \frac{\pi}{n} \right) = 0, \, n \in \mathbb{N} \right\}.
\] (30)

That one can omit in (30) the requirement $\|\psi'\|_{H} < \infty$ follows from a suitable Poincaré inequality.

It would be very interesting to investigate the asymptotic behaviour of the spectrum $\sigma ((\Delta, D_\kappa(\Delta)))$ for $\kappa > 0$ in the limit $\lambda \to \infty$, but we shall discuss this in a future publication.

3. The Dirichlet quantum graph

We observe that for the Dirichlet quantum graph $(\Delta, D(\Delta))$ due to the Dirichlet boundary conditions on all interval ends there is no ‘interaction’ between the edges. Thus, the limit process $\kappa \to \infty$ for the one-parameter family $(\Delta, D_\kappa(\Delta))$ ‘isolates’ the edges of the graph $\mathcal{G}$. The $S$-matrix $S$ in the sense of [2, 9] of $(-\Delta, D(\Delta))$ corresponds to the identity operator $-\mathbb{I}$ on $l^2$ being the set of all square summable sequences of real numbers. For compact quantum graphs with Dirichlet boundary conditions the assigned quantum graph as discussed in [32] (the unique quantum graph with maximal vertex numbers for which the $S$-matrix is local) is simply the set of edges with no common vertex for two different interval ends. This corresponds to a ‘hard wall reflection’ of the particle at the interval ends (see [17]). The ‘hard wall’ interpretation of the Dirichlet boundary conditions still holds for the infinite Dirichlet quantum graph.

For this simple system the stationary Schrödinger equation
\[
-\Delta \psi = \lambda \psi, \quad \psi \in D(\Delta),
\] (31)
is explicitly solvable. The normalized eigenvectors $\psi_{n,m}$ are expressed by the orthogonal decomposition as in (6) by $(x \in \left[ 0, \frac{\pi}{2} \right])$
\[
P_l(\psi_{n,m})(x) := \delta_{lm} \sqrt{\frac{2n}{\pi}} \sin(k_{n,m}x) \quad \text{with} \quad k_{n,m} := nm, \quad l, n, m \in \mathbb{N},
\] (32)
where we have introduced the projector $P_l$ from $\mathcal{H}$ onto $L^2 \left[ 0, \frac{\pi}{l} \right]$ (see (6)) and the wavenumbers $k_{n,m} := \pm \sqrt{\lambda_{n,m}}$. Since the set $\{\psi_{n,m}; m = 1, \ldots, \infty\}$ ($n$ fixed) forms an orthonormal basis of $L^2 \left[ 0, \frac{\pi}{l} \right]$, we immediately infer that the eigenvectors $\psi_{n,m}$ form a complete orthonormal basis of $\mathcal{H}$. Therefore, the spectrum $\sigma \left( (-\Delta, D(\Delta)) \right)$ is purely discrete (see e.g. [36]) and the set of the corresponding wavenumbers is identical with the set of the natural numbers $\mathbb{N}$. The multiplicity of the eigenvalue $\lambda = k^2$ respectively of the corresponding wavenumber $k$ is given by the divisor function $d(k)$ which counts the divisors of $k$, unity and $k$ itself included, i.e. it is defined as

$$d(k) := \# \{(n, m) \in \mathbb{N} \times \mathbb{N}; \ nm = k\}, \ k \in \mathbb{N}. \quad (33)$$

Note that the divisor function $d(k)$, $d(1) = 1$, $d(2) = 2$, $d(3) = 2$, $d(4) = 3$, $d(5) = 2$, $d(6) = 4$, ... , with $d(p) = 2$ for $p$ prime, is a very irregular function with asymptotic behaviour:

$$d(k) = O(k^\epsilon), \ k \to \infty \quad \text{for any } \epsilon > 0. \quad (34)$$

4. Spectral asymptotics and trace formula

From section 3 and in particular (33) we conclude that the number of wavenumbers of (31) less than $x$, the spectral counting function $N(x)$, is closely related to the Dirichlet divisor problem. Explicitly, one obtains

$$N(x) := \# \{(n, m) \in \mathbb{N} \times \mathbb{N}; \ \sqrt{\lambda_{n,m}} = nm \leq x\} = \sum_{n \leq x} d(n), \quad x \in \mathbb{R}_{>0}, \quad (35)$$

where the sum on the rhs in (35) is set to be zero for $x < 1$. The famous divisor problem of Dirichlet [16] is that of determining the asymptotic behaviour of $N(x)$ as $x \to \infty$. Reducing the problem to a lattice point problem, i.e. counting the positive integer lattice points under the hyperbola $n \leq \frac{x^2}{m}$, Dirichlet proved [16]

$$N(x) = x \ln x + (2\gamma - 1)x + \frac{1}{2} + N^{Osc.}(x), \quad N^{Osc.}(x) = O(x^{\frac{1}{7}}), \quad x \to \infty, \quad (36)$$

wherein $\gamma$ denotes the Euler constant and $N^{Osc.}(x)$ is, in physics notation, the ‘oscillatory term’ to $N(x)$. Note that $N^{Osc.}(x)$ is identical to $\Delta(x)$ in [37] and possesses jump discontinuities with jumps of magnitude $d(n)$ at $n \in \mathbb{N}$. From (36) it follows that the mean value of the multiplicities of the corresponding wavenumbers $k_{n,m}$ respectively the eigenvalues $\lambda_{n,m}$ of our infinite quantum graph is given by

$$\bar{d}(x) := \frac{1}{x} \sum_{n \leq x} d(n) = \ln x + (2\gamma - 1) + O \left( \frac{1}{\sqrt{x}} \right), \quad x \to \infty. \quad (37)$$

Furthermore, we deduce that the counting function of the eigenvalues $\lambda_{n,m} = k_{n,m}^2 = n^2m^2$,

$$\mathcal{N}(\lambda) := \# \{(n, m) \in \mathbb{N} \times \mathbb{N}; \ \lambda_{n,m} \leq \lambda\}, \quad (38)$$

is given by $\mathcal{N}(\lambda) = N(\sqrt{\lambda})$, i.e. we derive from Dirichlet’s result (36) the modified Weyl’s law

$$\mathcal{N}(\lambda) = \frac{\sqrt{x}}{2} \ln \lambda + (2\gamma - 1)\sqrt{\lambda} + O(\lambda^{\frac{1}{6}}), \quad \lambda \to \infty. \quad (39)$$

This should be compared with the counting function for a compact quantum graph with total length $\mathcal{L} < \infty$ for which one has the standard Weyl asymptotics $\mathcal{N}(\lambda) = \frac{\mathcal{L}}{\pi} \sqrt{\lambda} + O(1)$ [11, 17].
Dirichlet’s estimate (36) on \( N^{\text{Osc}}(x) \) was later improved e.g. by [38] \( (N^{\text{Osc}}(x) = O(x^{\frac{1}{4}} \ln x)) \), [39] \( (N^{\text{Osc}}(x) = O(x^{\frac{3}{16}})) \) and [40] \( (N^{\text{Osc}}(x) = O(x^{\frac{11}{32}})) \). In [41] it was proved that \( N^{\text{Osc}}(x) = O(x^{\Theta}) \) with \( \Theta > \frac{1}{4} \), and it is not unlikely (Hardy’s conjecture) that

\[
N^{\text{Osc}}(x) = O(x^{\frac{1}{4}}), \quad x \to \infty,
\]

for all positive \( \epsilon \), but the exact order of \( N^{\text{Osc}}(x) \) is still unknown. However, there exists an explicit expression for \( N^{\text{Osc}}(x) \) (see e.g. [37]):

\[
N^{\text{Osc}}(x) = \frac{d(x)}{2} - \sqrt{x} \sum_{n=1}^{\infty} \frac{d(n)}{\sqrt{n}} \left[ \frac{2}{\pi} K_1(4\pi \sqrt{nx}) + Y_1(4\pi \sqrt{nx}) \right], \quad x \in \mathbb{R}_{>0},
\]

where we have defined

\[
d(x) := \begin{cases} 
  d(n) & \text{for } x = n \in \mathbb{N}, \\
  0 & \text{else},
\end{cases}
\]

and \( K_\nu(z) \) and \( Y_\nu(z) \) are Bessel functions (see e.g. [42, p 66]). Note, the series in (41) is not absolutely convergent due to the asymptotics [42, p 139]

\[
K_\nu(z) = \frac{\pi}{2z} e^{-z} \left( 1 + O\left( \frac{1}{z} \right) \right), \quad -\frac{3\pi}{2} < \arg z < \frac{3\pi}{2},
\]

\[
Y_\nu(z) = \frac{1}{2 \pi z} e^{-z} \sin \left( z - \frac{1}{2} \pi \nu - \frac{1}{4} \pi \right) \left( 1 + O\left( \frac{1}{z} \right) \right), \quad -\pi < \arg z < \pi.
\]

Owing to (41), (43) and (34) we can estimate \( N^{\text{Osc}}(x) \) as [37]

\[
N^{\text{Osc}}(x) = -\frac{x^{\frac{1}{4}}}{\pi \sqrt{2}} \sum_{n=1}^{\infty} \frac{d(n)}{n^2} \cos \left( 4\pi \sqrt{nx} - \frac{\pi}{4} \right) + O(x^{\epsilon}), \quad \epsilon > 0 \quad x \to \infty,
\]

and we recognize that only the first term on the rhs meets the \( \Omega \) result of Hardy [41]. Relation (44) suggests that \( N^{\text{Osc}}(x) \) oscillates about zero with asymptotically vanishing mean value. This observation is corroborated by the asymptotics of its mean value [37]

\[
\overline{N^{\text{Osc}}}(x) := \frac{1}{x} \int_{0}^{x} N^{\text{Osc}}(x') \, dx' = O(x^{-1}) \to 0, \quad x \to \infty.
\]

If we would not have taken into account the constant \( \frac{1}{4} \) in (36), then \( \overline{N^{\text{Osc}}}(x) \) would instead tend to \( \frac{1}{4} \) for \( x \to \infty \). Furthermore, (39) and (41) arise formally by applying the Voronoi summation formula (47) to the Heaviside step function \( f(x) := \Theta(x) \), which is, however, not an allowed test function in theorem 4.1. Nevertheless, formula (47) still holds for the Heaviside step function by the calculations in [43]. Therefore, we denote

\[
N^{W}(x) := x \ln x + (2\gamma - 1) x + \frac{1}{2}, \quad x \in \mathbb{R}_{>0},
\]

as the ‘Weyl term’ and \( N^{\text{Osc}}(x) \) as the ‘oscillatory term’ to \( N(x) \).

It turns out that the Voronoi summation formula (47) (see also [44]) can be interpreted as a trace formula for our noncompact quantum graph \( G \) with pure Dirichlet boundary conditions specified in (5) and (30). In various articles (e.g. [43, 45–56]) the authors investigate the Voronoi summation formula and specify proper function spaces for which the Voronoi summation formula is valid. In the following we employ the Voronoi summation formula as formulated in
Theorem 4.1 (Wilton [43], Dixon and Ferrar [52]). If, for any finite \( k_0 > 0 \), \( f(k) \) is a real function of bounded variation in the interval \((0, k_0)\) and is continuous at \( k = 1, 2, 3, \ldots \), then

\[
\sum_{n=1}^{\infty} d(n) f(n) = \int_{0}^{\infty} (\ln k + 2\gamma) f(k) \, dk + \frac{f(0)}{4} + 2\pi \sum_{n=1}^{\infty} d(n) \int_{0}^{\infty} \left[ \frac{2}{\pi} K_0(4\pi \sqrt{n k}) - Y_0(4\pi \sqrt{n k}) \right] f(k) \, dk,
\]

provided that

- \( (V^\ast_0, f(k)) \ln x \to 0 \) as \( x \to 0^+ \),
- for some positive \( \kappa \), \( k^{\frac{1}{2} + \kappa} f(k) \to 0 \) as \( k \to \infty \),
- \( f(k) \) is the (indefinite) integral of \( f'(k) \) in \( k \geq k_0 \),
- for some positive \( \kappa \)

\[
\int_{k_0}^{\infty} k^{\frac{1}{2} + \kappa} |f'(k)| \, dk < \infty.
\]

In (47) \( V^\ast_0, f(k) \) denotes the total variation of \( f(k) \) in \((0, x)\) (see e.g. [57]).

To interpret formula (47) as a trace formula for our infinite quantum graph, we first note that the lhs is nothing else than the trace of the operator function \( f \left( (-\Delta)^{\frac{1}{2}} \right) \), i.e. with the wavenumbers \( k_n := \sqrt{\lambda_n} = n \)

\[
\sum_{n=1}^{\infty} d(n) f(n) = \sum_{n=1}^{\infty} d(n) f(k_n) = \text{tr} f \left( (-\Delta)^{\frac{1}{2}} \right)
\]

(under the conditions stated in theorem 4.1, \( f \left( (-\Delta)^{\frac{1}{2}} \right) \) is of trace class).

Furthermore, due to the imposed Dirichlet boundary conditions for the quantum graph, the length spectrum of the classical primitive periodic orbits of the graph \( \mathcal{G} \) is precisely given by the set of numbers \( \{ l_{p,n} := \frac{2\pi}{\sqrt{\lambda_n}}, \ n = 1, \ldots, \infty \} \) which allows us to interpret the series on the rhs of (47) as a series over the primitive periodic orbits by the replacement \( n = \frac{2\pi}{\sqrt{\lambda_n}} \) in the arguments of the Bessel functions \( K_0 \) and \( Y_0 \). Under different conditions on the function \( f \), as for instance in [55, 56], the series on the rhs in (47) can be written as a double series

\[
\sum_{n=1}^{\infty} d(n) \int_{0}^{\infty} \left[ \frac{2}{\pi} K_0 \left( 2(2\pi)^{\frac{1}{2}} \sqrt{\frac{k}{l_{p,n}}} \right) - Y_0 \left( 2(2\pi)^{\frac{1}{2}} \sqrt{\frac{k}{l_{p,n}}} \right) \right] f(k) \, dk
\]

\[
= \sum_{m,n=1}^{\infty} \int_{0}^{\infty} \left[ \frac{2}{\pi} K_0 \left( 2(2\pi)^{\frac{1}{2}} \sqrt{\frac{mk}{l_{p,l}}} \right) - Y_0 \left( 2(2\pi)^{\frac{1}{2}} \sqrt{\frac{mk}{l_{p,l}}} \right) \right] f(k) \, dk.
\]

Therefore, the rhs of (47) has a purely classical interpretation.

In what follows we investigate the trace of the wave group (however, in ‘Euclidean’ time \( t \to -it \)) and consider the trace of the heat kernel, the trace of the resolvent, some special zeta functions, a ‘generalized gamma function’, a ‘renormalized’ secular equation and a Selberg-like zeta function which is defined in terms of the classical periodic orbits and fulfils the analogue of the Riemann hypothesis.
5. The trace of the wave group

We shall need results from the asymptotic analysis. We refer to [58, p 320] for the following theorem (in fact we think that there is a typographic mistake in [58, p 320] concerning the sign of the second summand in equation (6.77) therein (cf with [59])).

**Theorem 5.1 (Zeidler [58]).** Let \( f : (0, \infty) \to \mathbb{C} \) be a smooth function which together with all its derivatives is of rapid decay at infinity (i.e. \( x^a f^{(n)}(x) \) is bounded on \( (b, \infty) \) for some \( b > 0 \), for any \( a \in \mathbb{R} \) and for all \( n \in \mathbb{N}_0 \)) and possesses the asymptotic expansion

\[
    f(x) \sim \sum_{n=0}^{\infty} b_n x^{\lambda_n}, \quad x \to 0^+, \tag{51}
\]

with \(-1 = \lambda_0 < \lambda_1 < \lambda_2 < \cdots \); then, the function

\[
    g(x) := \sum_{n=1}^{\infty} f(nx) \tag{52}
\]

possesses the asymptotic expansion

\[
    g(x) \sim \frac{1}{x} (I^*_x - b_{-1} \ln x) + \sum_{n=1}^{\infty} b_n \zeta(-\lambda_n) x^{\lambda_n}, \quad x \to 0^+, \tag{53}
\]

with

\[
    I^*_x := \int_0^{\infty} \left( f(x) - b_{-1} \frac{e^{-x}}{x} \right) dx. \tag{54}
\]

Here \( \zeta(z) \) in (53) denotes the Riemann zeta function.

Using for a certain Lambert series the identity [60, p 467]

\[
    \sum_{n=1}^{\infty} d(n) q^n = \sum_{n=1}^{\infty} \frac{q^n}{1-q^n}, \quad |q| < 1, \tag{55}
\]

we obtain for the trace \( \Theta_{\Delta^\frac{1}{2}}(t) \) of the (Euclidean) wave group \( e^{-t\sqrt{-\Delta}} \) where \(-\Delta \) denotes the Dirichlet Laplacian, \(-\Delta := (-\Delta, D(\Delta)) \) (see section 2)

\[
    \Theta_{\Delta^\frac{1}{2}}(t) := \text{tr}(e^{-t\sqrt{-\Delta}}) = \sum_{n=1}^{\infty} d(n) e^{-nt}
    = \sum_{n=1}^{\infty} \frac{1}{e^{nt} - 1} = \sum_{n=1}^{\infty} f(nt), \quad t > 0, \tag{56}
\]

where we have defined \( f(t) := \frac{1}{e^t - 1} \). It is obvious that \( f(t) \) fulfils the requirements of theorem 5.1. Furthermore, for \( f(t) \) we have the Laurent series (see e.g. [42, p 25])

\[
    f(t) = \sum_{k=-1}^{\infty} \frac{B_{k+1}}{(k+1)!} t^k, \quad 0 < |t| < 2\pi, \tag{57}
\]

where \( B_k \) are the Bernoulli numbers \((B_0 = 1, B_1 = -\frac{1}{2}, B_2 = \frac{1}{6}, B_4 = -\frac{1}{30}, \ldots \) and \( B_3 = B_5 = B_7 = \cdots = 0 \)). For the calculation of

\[
    I^*_x := \int_0^{\infty} \left[ \frac{1}{e^t - 1} - \frac{e^{-t}}{t} \right] dt \tag{58}
\]
we use the following integral representation of the digamma function \( \psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} \) \cite[26, p 16]{19}:

\[
\psi(z) = \ln z + \int_0^\infty \left[ \frac{1}{t} - \frac{1}{1 - e^{-t}} \right] e^{-zt} \, dt, \quad \text{Re } z > 0,
\]

from which we derive \( \Gamma_j = \gamma \) by evaluating (59) at \( z = 1 \) and using \( \psi(1) = -\gamma \). We then get by theorem 5.1 and the identity \( \zeta(-m) = -\frac{B_m}{m+1} \) for \( m = 1, 2, 3, \ldots \) \cite[p 19]{19} the asymptotic expansion

\[
\Theta_{\Delta^2}(t) \sim -\frac{\ln t}{t} + \frac{\gamma}{t} + \frac{1}{4} \sum_{m=1}^\infty \frac{B_{2m+1}}{(m+1)(m+1)!} (-t)^m, \quad t \to 0^+.
\]

The estimate \( \Theta_{\Delta^2}(t) = O(e^{-t}) \) for \( t \to \infty \) is trivial.

Note that from the small-\( t \) asymptotics (60) one derives the leading asymptotic term for the counting function (36) using the Karamata–Tauberian theorem in the form \cite{61}:

\[
\lim_{t \to 0^+} \left[ -\frac{t^r}{\ln t} \text{tr } e^{-t\sqrt{-\Delta}} \right] = c \quad \text{iff} \quad \lim_{x \to \infty} \frac{N(x)}{x^r \ln x} = \frac{c}{\Gamma(r+1)}.
\]

We want to derive an exact expression for the ‘error term’ in (60) using a similar technique as in \cite{41}.

Let us define the spectral zeta function \( \zeta_\Delta(s) \) of the Dirichlet Laplacian on the quantum graph \( \Theta \) (for a general definition, see \cite{26, 27}):

\[
\zeta_\Delta(s) := \text{tr}(-\Delta)^{-s} = \sum_{n=1}^\infty \frac{d(n)}{n^{2s}} = \sum_{m,n=1}^\infty \frac{1}{(mn)^{2s}} = \zeta^2(2s), \quad \text{Re } s > \frac{1}{2},
\]

respectively the spectral zeta function of \((-\Delta)^2\):

\[
\zeta_{\Delta^2}(z) := \text{tr}(-\Delta)^{-z} = \zeta^2(z), \quad \text{Re } z > 1.
\]

Using the inverse Mellin transform of the gamma function \( \Gamma(z) \),

\[
e^{-t} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} t^{-s} \Gamma(z) \, dz, \quad \text{Re } t > 0, \quad \kappa > 0,
\]

we then get from (56), (64) and (63) (see the second footnote in \cite[p 5]{41})

\[
\Theta_{\Delta^2}(t) = \sum_{n=1}^\infty \left[ \frac{d(n)}{2\pi i} \int_{c-i\infty}^{c+i\infty} (nt)^{-z} \Gamma(z) \, dz \right]
\]

\[
= \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} t^{-z} \Gamma(z) \zeta^2(z) \, dz, \quad \text{Re } t > 0, \quad \kappa > 1.
\]

Obviously, \( \Theta_{\Delta^2}(t) \) is the inverse Mellin transform of \( \Gamma(z)\zeta^2(z) \), and thus we obtain as a byproduct the following integral representation of the square of the Riemann zeta function

\[
\zeta^2(z) = \frac{1}{\Gamma(z)} \int_0^\infty t^{-z} \Theta_{\Delta^2}(t) \, dt, \quad \text{Re } z > 1.
\]

In order to derive an explicit expression for \( \Theta_{\Delta^2}(t) \), we shift the contour of integration in (65) to the left and use Cauchy’s resiudum theorem (see again the footnote in \cite[p 5]{41} in order to convince oneself that the steps are allowed). With the Laurent expansions \cite[p 2]{42} and \cite[p 807]{62} at \( z = 1 \)

\[
t^{-z} = \frac{1}{t} - \frac{\ln t}{t} \zeta(z) + O((z-1)^2),
\]

\[
\Gamma(z) = 1 - \gamma(z-1) + O((z-1)^2),
\]

\[
\zeta^2(z) = \frac{1}{(z-1)^2} + \frac{2\gamma}{(z-1)} + \gamma^2 - 2\gamma_1 + O(z-1),
\]

\[
\text{where } \gamma_1 = \lim_{x \to 0} \frac{\ln x}{x}.
\]
where \( \gamma_1 \) denotes the Stieltjes constant

\[
\gamma_1 = \lim_{m \to \infty} \left[ \sum_{l=1}^{m} \frac{\ln l}{l} - \frac{\ln^2 m}{2} \right],
\]

and the Laurent expansions at \( z = -n, n \in \mathbb{N}_0 \),

\[
t^{-z} = t^n + O(z + n),
\]

\[
\Gamma(z) = \frac{(-1)^n}{n!} \left[ \frac{1}{z + n} + \psi(n + 1) \right] + O(z + n),
\]

\[
\zeta^2(z) = \frac{B_{2n+1}^2}{(n+1)^2} + O(z + n),
\]

we obtain the exact expression \((N \in \mathbb{N})\)

\[
\Theta_{\Delta_1}^1(t) = -\ln t + \frac{\gamma}{t} + \frac{1}{4} \sum_{n=1}^{N} \frac{B_{2n+1}^2}{(n+1)(n+1)!} (-t)^n + J_{\kappa_N},
\]

where the error term \( J_{\kappa_N} \) is given by

\[
J_{\kappa_N} := \frac{1}{2\pi i} \int_{\kappa_N - i\infty}^{\kappa_N + i\infty} t^{-z} \Gamma(z) \zeta^2(z) \, dz,
\]

\(-N \leq \kappa_N \leq N - 1\).

It is obvious that

\[
J_{\kappa_N} = o(t^N),
\]

and therefore \((60)\) is in fact an asymptotic expansion (see e.g. [63, p 11]). Since [42, p 29]

\[
|B_{2n}| > \frac{(2n)!}{(2\pi)^{2n}}, \quad B_{2n+1} = 0, \quad n \in \mathbb{N},
\]

we conclude that the radius of convergence of the formal power series in \((60)\) is equal to zero and thus we have proved the following theorem.

**Theorem 5.2.** \( \Theta_{\Delta_1}^1(t) \), defined in \((56)\), possesses the asymptotic expansion \((60)\). Furthermore, it holds for the error term in the exact expression \((70)\):

\[
J_{\kappa_N} \not\to 0 \quad \text{for} \quad \kappa_N \to -\infty, \quad \kappa_N \not\in -\mathbb{N}_0\)

in contrast to the case considered in \([41]\).

The function \( f_t(k) := e^{-tk} \), \( t > 0 \), fulfils the requirements of the trace formula, theorem 4.1, for our quantum graph and thus we get for the lhs in \((47)\) exactly the trace of the wave group \( e^{-t\sqrt{-\Delta}} \) \((56)\). Therefore, we evaluate the rhs in \((47)\) and obtain

\[
\Theta_{\Delta_1}^1(t) = \Theta_{\Delta_1}^W(t) + \Theta_{\Delta_1}^{\text{po}}(t),
\]

where we have defined a ‘Weyl term’

\[
\Theta_{\Delta_1}^W(t) := \int_{0}^{\infty} (\ln k + 2\gamma) f_t(k) \, dk + \frac{f_t(0)}{4}
\]

\[
= \int_{0}^{\infty} e^{-tk} \ln k \, dk + 2\gamma \int_{0}^{\infty} e^{-tk} \, dk + \frac{1}{4}
\]

\[
= -\frac{\ln t}{t} + \frac{\gamma}{t} + \frac{1}{4}, \quad t > 0,
\]

\[
\frac{\ln t}{t} + \frac{\gamma}{t} + \frac{1}{4}, \quad t > 0.
\]
and a ‘periodic orbit term’ \((l_{p,n} = \frac{2\pi}{n})\), \(t > 0\),

\[
\Theta^\text{Po}_{\Delta^+}(t) := 2\pi \sum_{n=1}^{\infty} d(n) \int_0^{\infty} \left[ \frac{2}{\pi} K(4\pi \sqrt{n} k) - Y_0(4\pi \sqrt{n} k) \right] f_t(k) \, dk
\]

\[
= 4\pi \sum_{n=1}^{\infty} d(n) \int_0^{\infty} \left[ \frac{2}{\pi} K(4\pi \sqrt{n} y) - Y_0(4\pi \sqrt{n} y) \right] e^{-ty^2} \, dy
\]

\[
= 2 \sum_{n=1}^{\infty} d(n) \left[ \exp \left( \frac{8\pi^3}{l_{p,n}^2} \right) E_t \left( \frac{8\pi^3}{l_{p,n}^2} \right) - \exp \left( - \frac{8\pi^3}{l_{p,n}^2} \right) E^* \left( \frac{8\pi^3}{l_{p,n}^2} \right) \right].
\]

(77)

Here the integrals in the second line can be found in [64, p 352] respectively [64, p 266], where \(E_t(x)\) and \(E^*(x), x > 0\), are the exponential integral functions defined in [42, p 342]). Formula (77) has also been given in [65]. From their asymptotics for \(x \to \infty\) [42, pp 346, 347] we obtain (after correcting a typographical error and replacing \(e^{-x}\) by \(e^x\) in p 347 loc. cit.)

\[
e^x E_t(x) - e^{-x} E^*(x) = - \sum_{m=0}^{M} \frac{2(2m+1)!}{x^{2m+2}} + O \left( \frac{1}{x^{2M+4}} \right), \quad x \to \infty.
\]

(78)

Therefore, we get for the ‘periodic orbit term’ (77) for \(t \to 0^+\) the asymptotics \((x = \frac{4\pi^*}{t})\)

\[
\Theta^\text{Oc}_{\Delta^+}(t) = -4 \sum_{m=0}^{M} \frac{2(2m+1)!}{t^{2m+2}} + O \left( \frac{1}{t^{2M+4}} \right)
\]

\[
= -4 \sum_{m=0}^{M} \frac{(2m+1)!}{t^{2m+2}} \left[ \frac{t}{4\pi^2} \right]^{2m+2} + O(t^{2M+3}), \quad t \to 0^+, \quad t \to 0^+,
\]

(79)

where we have used (62) and \(\zeta(2m+2) = \frac{(2m+1)!}{(2m+2)!} |B_{2m+2}| \) for \(m \in \mathbb{N}_0\). Thus, we infer from (75), (76) and (79) for \(t \to 0^+\)

\[
\Theta_{\Delta^+}(t) = -\frac{\ln t}{t} + \gamma + \frac{1}{4} - \sum_{m=0}^{M} \frac{B^2_{2m+2}}{(2m+2)^2(2m+1)!} t^{2m+1} + O(t^{2M+3}), \quad t \to 0^+.
\]

(80)

in complete agreement with (60) respectively (70).

6. The ‘generalized spectral zeta’ function

We define the ‘generalized spectral zeta function’ for \(\sqrt{-\Delta}\) (motivated by [24]) as follows:

\[
\zeta_{\Delta^+}(s, k) := \text{tr} \left[ \sqrt{-\Delta + k} \right]^{-s}
\]

\[
= \sum_{n=1}^{\infty} \frac{d(n)}{(n+k)^s}, \quad \text{Re}s > 1, \quad k \in \mathbb{C} \setminus (-\mathbb{N}),
\]

(81)
(using for \( \frac{1}{(n+k)^s} := e^{-\ln(n+k)} \) the principal branch of the logarithm) which is proportional to
the Mellin transform of
\[
\Theta_{\Delta^s}(t, k) := \sum_{n=1}^{\infty} d(n) e^{-\ln(n+k)t} = e^{-k t} \Theta_{\Delta^s}(t), \quad t > 0, \quad \text{Re } k > -1. \quad (82)
\]
We call \( \Theta_{\Delta^s}(t, k) \) the trace of the ‘generalized (Euclidean) wave group’. The Mellin transform
\( \hat{f} \) of a function \( f \) is defined by
\[
\hat{f}(s) := \int_0^\infty t^{s-1} f(t) \, dt \quad (83)
\]
and defines a holomorphic function in a proper domain of definition. Due to the asymptotics
(60) of \( \Theta_{\Delta^s}(t) \) for \( t \to 0^+ \) and the trivial estimate \( \Theta_{\Delta^s}(t, k) = O(e^{-(k+1)t}) \) for \( t \to \infty \),
the Mellin transform of \( \Theta_{\Delta^s}(t) \) and therefore also of \( \Theta_{\Delta^s}(t, k) \) exist at least for \( \text{Re } s > 1 \) and
\( \text{Re } k > -1 \). Similarly, as in \([58, \text{p } 310]\) summation and integration can be interchanged
and we get
\[
\zeta_{\Delta^s}(s, k) = \frac{1}{\Gamma(s)} \Theta_{\Delta^s}(s, k) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-k t} \Theta_{\Delta^s}(t) \, dt, \quad \text{Re } s > 1, \quad \text{Re } k > -1. \quad (84)
\]
In order to obtain the analytic continuation of \( \zeta_{\Delta^s}(s, k) \) as a function of \( s \) (for fixed
\( \text{Re } k > -1 \)), we require the small-\( t \) asymptotics of \( \Theta_{\Delta^s}(t, k) \) for fixed \( k \). Using the Taylor
expansion of \( e^x \) and the asymptotic expansion (60) we obtain for the asymptotics of
\( \Theta_{\Delta^s}(t, k) \) for fixed \( k \)
\[
\Theta_{\Delta^s}(t, k) = e^{-k t} \Theta_{\Delta^s}(t) \sim \left[ \sum_{n=0}^{\infty} \frac{(-k)^n t^n}{n!} \right] \left[ -\frac{\ln t}{t} + \frac{\gamma}{t} + \sum_{m=0}^{\infty} \frac{B_{m+1}^2}{(m+1)(m+1)!} (-t)^m \right]
\sim -\frac{\ln t}{t} + \frac{\gamma}{t} + \sum_{n=0}^{\infty} (-1)^n \frac{k^{n+1}}{(n+1)!} t^n \ln t
+ \sum_{l=0}^{\infty} (-1)^l \left[ a_l(k) - \frac{\gamma k^{l+1}}{(l+1)!} \right] t^l, \quad t \to 0^+, \quad k \in \mathbb{C}, \quad (85)
\]
where we have defined
\[
a_l(k) := \sum_{m=1}^{\infty} \frac{B_{m+1}^2 k^n}{(m+1)(m+1)! n!}. \quad (86)
\]
Therefore, we have proved the following theorem.

**Theorem 6.1.** \( \Theta_{\Delta^s}(t, k) \) possesses for fixed \( k \in \mathbb{C} \) and \( t \to 0^+ \) the asymptotics (85).

To proceed further, we need the following theorem \([58, \text{p } 307], [59]\):

**Theorem 6.2** \([58, 59]\). Let \( f(t) : (0, \infty) \to \mathbb{C} \) be a continuous function and of rapid decay
at infinity (i.e. \( t^a f(t) \) is bounded on \((b, \infty)\) for some \( b > 0 \) and for any \( a \in \mathbb{R} \)). Furthermore,
there exists an asymptotic expansion for \( f(t) \), \( t \to 0^+ \), of the form
\[
f(t) \sim \sum_{j=1}^{\infty} a_j t^{\alpha_j} (\ln t)^{\mu_j}, \quad t \to 0^+, \quad (87)
\]
where \( \alpha_j \) is an increasing sequence of real numbers tending to \( \infty \) (maybe finitely many are negative) and \( m_j \in \mathbb{N}_0 \) are arbitrary. Then the Mellin transform \( \hat{f}(s) \) has a meromorphic extension to all of \( \mathbb{C} \) with poles at \( s = -\alpha_j \) and the respective principal part \( \left( \text{PP}[\hat{f}^{(m_j)}](s) \right) \) (the sum gathers all contributions of (87) corresponding to the same value of \( \alpha_j \)).

\[
\left( \text{PP}[\hat{f}^{(m_j)}](s) \right) = \sum_{m_j} \frac{a_j(-1)^m j!}{(\alpha_j + s)^{m_j+1}}. \tag{88}
\]

It is obvious that \( \Theta_{\Delta^2}(t, k) \) fulfils as a function of \( t \) the requirements of theorem 6.2 for \( \text{Re} \, k > -1 \). The reciprocal gamma function \( \Gamma(s)^{-1} \) possesses at \( s = 1 \) the Taylor expansion \([42, \text{p} \, 2]\)

\[
\Gamma(s)^{-1} = 1 + \gamma(s - 1) + O((s - 1)^2), \tag{89}
\]
and at \( s = -n, n \in \mathbb{N}_0 \), the Taylor expansion \([42, \text{p} \, 2]\)

\[
\Gamma^{-1}(s) = (-1)^n n!(s+n) + O((s+n)^2), \quad n \in \mathbb{N}_0. \tag{90}
\]
Combining theorem 6.2, (82), (85), (89) and (90), we obtain the following theorem.

**Theorem 6.3.** \( \zeta_{\Delta^2}(s, k) \), defined in (81), \( \text{Re} \, k > -1 \) fixed, has as a function of \( s \) a meromorphic extension to all of \( \mathbb{C} \) with poles at \( s = -(n - 1), n \in \mathbb{N}_0 \), and respective principal parts

\[
\text{PP}[\zeta_{\Delta^2}^{(n)}](s, k) = \frac{1}{(s-1)^2} + \frac{2\gamma}{s-1}, \tag{91}
\]

\[
\text{PP}[\zeta_{\Delta^2}]_{s-n}(s, k) = -\frac{k^{n+1}}{n+1} \frac{1}{s+n}, \quad n \in \mathbb{N}_0. \tag{92}
\]

Note that the pole at \( s = 1 \) is independent of \( k \) in contrast to the poles at \( s = -n, n \in \mathbb{N}_0 \), which are absent for \( k = 0 \). Furthermore, (91) is in complete agreement with the obvious identity (see (62) and (81))

\[
\zeta_{\Delta^2}(s, 0) = \zeta^2(s). \tag{93}
\]
Finally, let us investigate the holomorphy of \( \zeta_{\Delta^2}(s, k) \) defined in (81) as a function on \( \mathbb{C}^2 \) in \( s \) and \( k \). For this reason, we need Hartogs’ theorem \([66]\) (this version is stated and improved in \([67]\)).

**Theorem 6.4** (Hartogs’ theorem). Let \( K \) be a domain in the space of the complex variables \( k = (k_1, \ldots, k_n) \), and let \( S_0 \subset S \) be domains in the space of the complex variables \( s = (s_1, \ldots, s_n) \). If \( f(s, k) \) is analytic with respect to the set of variables in the domain \( s \in S_0, k \in K \), and if for each fixed \( k \in K \) it is analytic with respect to \( s \) in the domain \( S \), then \( f(s, k) \) is analytic with respect to the set of variables \( s, k \) in the domain \( S \times K \).

Due to the normal convergence of the series in (81), the function \( \zeta_{\Delta^2}(s, k) \), \( \text{Re} \, s > 1 \) fixed, is as a function of \( k \) holomorphic on \( \mathbb{C} \setminus \{ z \leq -1 \} \). Combining this with theorem 6.3 we infer the following theorem (see \([68, \text{p} \, 135]\)).

**Theorem 6.5.** \( \zeta_{\Delta^2}(s, k) \), defined in (81), is an analytic function on

\[
S_0 \times \tilde{K} := \{(s, k) \in \mathbb{C} \times \mathbb{C}; \quad \text{Re} \, s > 1, \quad k \in \mathbb{C} \setminus \{ z \leq -1 \}\}. \tag{94}
\]

Now, we apply theorem 6.4 and infer from the above results the following corollary \((\mathcal{K} \subset \tilde{K})\).

**Corollary 6.6.** \( \zeta_{\Delta^2}(s, k) \) is an analytic function on

\[
S \times \mathcal{K} := \{(s, k) \in \mathbb{C} \times \mathbb{C}; \quad s \neq -(n - 1), \quad n \in \mathbb{N}_0, \quad \text{Re} \, k > -1 \}. \tag{95}
\]
7. The ‘regularized trace’ of the resolvent of \((−Δ)^{1/2}\):

Since the trace of the resolvent of \((−Δ)^{1/2}\) does not exist (\(ζ/Δ^{1/2}(s, k)\), defined in (81), possesses a pole at \(s = 1\) for all \(Re\, k > −1\) (see theorem 6.3)), we introduce the ‘regularized trace’ of the resolvent \((τ(0) = 0)\)

\[
τ(k) := \sum_{n=1}^{∞} d(n) \left[ \frac{1}{n+1} - \frac{1}{n} \right], \quad k \neq −N,
\]

which is, due to (34), absolutely convergent on \(R \setminus [−N]\). It is not difficult to see that the imaginary part of \(τ(k)\) determines the counting function \(N(x)\) of the wave numbers of our quantum graph, defined in (36), via the formula (96)

\[
N(x) := \lim_{ϵ→0} \frac{1}{π} \int_{0}^{x} Im\,(−k − iϵ) \, dk.
\]

We can write \(τ(k)\) as a double series, similarly as in (50), and with the relation [42, p 13]

\[
ψ(z) = −γ + \sum_{n=0}^{∞} \left[ \frac{1}{n+1} - \frac{1}{n} \right], \quad z \neq −N_0,
\]

we get

\[
τ(k) = \sum_{n=1}^{∞} \frac{1}{n} \left[ \sum_{m=1}^{∞} \left[ \frac{1}{m+n} - \frac{1}{m} \right] \right] = -\sum_{n=1}^{∞} \frac{1}{n} \left[ ψ \left( \frac{1+k}{n} \right) + γ \right], \quad k \neq −N.
\]

In order to determine the asymptotics of \(τ(k)\) for \(k → ∞\) and for further applications we use a theorem of [59] (see the definitions therein for the notations used below). To apply the theorem assume that a harmonic sum of the form

\[
G(x) := \sum_{n=1}^{∞} λ_n g(μ_n x)
\]

is given and the Mellin transform \(\hat{g}(s)\) of the ‘base function’ \(g\) possesses the fundamental strip (see definition 1 in [59])

\[
(α, β) := \{z ∈ C; \ α < Re\, z < β\}.
\]

Let us furthermore assume that the Dirichlet series

\[
Λ(s) := \sum_{n=1}^{∞} λ_n μ_n^s
\]

possesses a half-plane of simple (not necessarily absolute) convergence \(Re\, s > α\). Assume further that

- the half-plane of convergence of \(Λ(s)\) intersects the fundamental strip of \(\hat{g}(s)\), and let \(α' := \max(α, σ_c)\),
- the functions \(\hat{g}(s)\) and \(Λ(s)\) admit a meromorphic continuation into the strip \((η, β)\), \(η < α\) (respectively \((α, η)\), \(η > β\)) and are analytic on \(Re\, s = η\),
- on the closed strip \(η ≤ Re\, s ≤ α\) (respectively \(α' ≤ Re\, s ≤ β\)) the function \(\hat{g}(s)\) is of fast decrease \(\hat{g}(s) = O(∥s∥^{−r})\), \(∥s∥ → ∞, r > 0\) arbitrary (definition 4 in [59]) and the function \(Λ(s)\) is of slow increase \(Λ(s) = O(∥s∥^r), ∥s∥ → ∞\), for some \(r > 0\) (definition 4 in [59]).
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Then the theorem of [59] states

**Theorem 7.1** (Flajolet, Gourdon and Dumas [59]). *Let the above conditions for g, \( \hat{g} \) and \( \Lambda \) be fulfilled. Then the following asymptotic formula holds:*

\[
G(x) \sim \sum_{\text{Res}[\hat{g}(s)]} \text{Res}[\hat{g}(s) \Lambda(x^{-s})] + O(x^{-\eta}), \quad x \to 0, (\infty),
\]

where \( G(x) \) is defined in (99) and the sum on the rhs in (102) is over the set \( P \) of poles in \( \langle \eta, \alpha' \rangle \) (respectively \( \langle \alpha', \eta \rangle \)).

We write (95) in the form

\[
\tau(k) = -\infty \sum_{n=1}^{\infty} d(n) \frac{k}{n^{1+s}}, \quad k > 0,
\]

and consider (103) as a harmonic sum as defined in (99). Comparing (103) with (99) we identify

\[
g(x) := -\frac{x}{x+1}, \quad \mu_n = \frac{1}{n} \quad \text{and} \quad \lambda_n = \frac{d(n)}{n}
\]

and obtain (see (62) and [69, pp 307, 308])

\[
\Lambda(s) = \sum_{n=1}^{\infty} \frac{d(n)}{n^{1+s}} = \zeta(1-s), \quad s \neq 0,
\]

\[
\hat{g}(s) = \frac{\pi}{\sin(s\pi)}, \quad s \notin \mathbb{Z}.
\]

We realize that \( \hat{g} \) possesses the fundamental strip \((-1, 0)\) (the restrictions on the domain of definitions stated in (105) pertain to the analytic continuation of the corresponding functions). Furthermore, \( \Lambda(s) \) is of slow increase and \( \hat{g}(s) \) is of fast decrease (see e.g. [69, p 314] and [62, p 74]). However, \( \Lambda \) admits the half-plane of convergence \( \text{Re } s < 0 \). Therefore, we cannot directly apply theorem 7.1 since a half-plane of convergence to the right is required therein. But the theorem still holds true in our case. We omit the proof of this assertion since the proof is a simple modification of the proof in [59]. The Laurent expansions of \( \Lambda \) and \( \hat{g} \) at \( s = 0 \) are given by (67) (replacing \( z \) by \( 1 - s \)) and [62, p 75]:

\[
\hat{g}(s) = \frac{1}{s} + \frac{\pi^2 s}{6} + O(s^3).
\]

Furthermore, the Laurent expansion of \( \hat{g}(s) \) at \( s = 1 \) is given by (see (67))

\[
\hat{g}(s) = -\frac{1}{s-1} + O((s-1)).
\]

Thus, the Laurent expansion of \( \Lambda \hat{g} \) at \( s = 0 \) is given by

\[
\Lambda(s) \hat{g}(s) = \frac{1}{s^3} - \frac{2\gamma}{s^2} + \frac{\pi^2}{6} + \frac{\gamma^2 - 2 \gamma_1}{s} + O(1)
\]

and at \( s = 1 \) by (\( \zeta(0) = -\frac{1}{2} \) [42, p 19])

\[
\Lambda(s) \hat{g}(s) = -\frac{1}{4(s-1)} + O(1).
\]

Since the next relevant pole of \( \Lambda(s) \hat{g}(s) \) is located at \( s = 2 \) we therefore obtain by theorem 7.1 \( (k \to \infty) \)

\[
\tau(k) \sim -\frac{1}{2} \ln^2 k - 2\gamma \ln k + D + \frac{1}{4k} + O \left( \frac{1}{k^2} \right)
\]
with the constant $D$ given by
\begin{equation}
D = 2\gamma_1 - \frac{\pi^2}{6} - \gamma^2.
\end{equation}

It is easy to derive the asymptotics of $\tau(k)$ for $k \to 0$. For this, we write the summands in (103) as a geometric series and obtain (see (62))
\begin{equation}
\tau(k) = \sum_{n=1}^{\infty} \frac{d(n)}{n} \left( \sum_{m=1}^{\infty} \frac{(-k)^m}{m} \right) = \sum_{m=1}^{\infty} \frac{\zeta^2(m+1)(-k)^m}{m}, \quad |k| < 1,
\end{equation}
where in the last line the interchange of the order of summations is allowed since the double series is absolutely convergent. Combining the above results we have proved the following theorem.

**Theorem 7.2.** The regularized trace of the resolvent $\tau(k)$, defined in (95), possesses the representation (98) and the asymptotics (110) for $k \to \infty$ and the absolutely convergent series expansion (112) for $|k| < 1$.

It is worthwhile to remark that the logarithmically divergent terms in (110) are nothing else than the leading Weyl contributions to $\tau(k)$. Indeed, if one calculates the analytic continuation of the imaginary part of (110) (using $\lim_{\epsilon \to 0} \ln(-k-i\epsilon) = \ln k - i\pi$, $k > 0$) one obtains from (96) precisely the two leading terms of the Weyl term in $NW(x)$, see equation (46).

### 8. A ‘regularized spectral zeta function’ for $(-\Delta)^{\frac{1}{2}}$ and a ‘generalized gamma function’

We introduce the ‘regularized spectral zeta function’ (see (62) and (81) and theorem 6.5)
\begin{equation}
\tilde{\zeta}_{\Delta^{\frac{1}{2}}}(s, k) := \sum_{n=1}^{\infty} \frac{d(n)}{n} \left[ \frac{1}{(n+k)^s} - \frac{1}{n^s} \right]
= \xi_{\Delta^{\frac{1}{2}}}(s, k) - \zeta^2(s), \quad \Re s > 0, \quad k \in \tilde{K},
\end{equation}
which is holomorphic at $s = 1$ for all $k \in \tilde{K} = \mathbb{C} \setminus \{z \leq -1\}$ in contrast to $\xi_{\Delta^{\frac{1}{2}}}(s, k)$. We immediately note the relations (see (95))
\begin{equation}
\tilde{\zeta}_{\Delta^{\frac{1}{2}}}(s, 0) = 0, \quad s \in \mathbb{C}, \quad \tilde{\zeta}_{\Delta^{\frac{1}{2}}}(1, k) = \tau(k), \quad k \in \tilde{K}.
\end{equation}

Because of theorem 6.3, corollary 6.6, (67) and (113), we infer the following corollary.

**Corollary 8.1.** $\tilde{\zeta}_{\Delta^{\frac{1}{2}}}(s, k)$ possesses an analytic continuation on
\begin{equation}
\tilde{S} \times \tilde{K} := \{(s, k) \in \mathbb{C} \times \mathbb{C}; \quad s \neq -n, \quad n \in \mathbb{N}_0, \quad \Re k > -1\}
\end{equation}
with respective principal parts (91) at $s = -n, n \in \mathbb{N}_0$.

Due to (67) we have
\begin{equation}
\text{FP}[\zeta^2(s)]_{s=1} := \lim_{s \to 1} \left[ \zeta^2(s) - \frac{1}{(s-1)^2} - \frac{2\gamma}{s-1} \right] = \tilde{\gamma},
\end{equation}
where we have introduced the finite part $\text{FP}[f(s)]_{s=s_0}$ of a function $f(s)$ at $s = s_0$ (see e.g. [70, p 55]) and the ‘generalized Euler constant’ (see (67))
\begin{equation}
\tilde{\gamma} := \gamma^2 - 2\gamma_1.
\end{equation}
With
\[ \text{FP} \left[ \tilde{\xi}_{\Delta^z} (s, k) \right]_{s=1} = \tilde{\xi}_{\Delta^z} (1, k) = \tau (k), \quad \text{Re} \, k > -1, \tag{118} \]
we obtain from (91), (95) and (113)
\[ \text{FP} \left[ \xi_{\Delta^z} (s, k) \right]_{s=1} := \lim_{s \to 1} \left[ \xi_{\Delta^z} (s, k) - \frac{1}{(s-1)^2} - \frac{2\gamma}{s-1} \right] = \tilde{\gamma} + \tau (k) \]
\[ = \tilde{\gamma} + \sum_{n=1}^{\infty} d(n) \left[ \frac{1}{n+k} - \frac{1}{n} \right], \quad \text{Re} \, k > -1, \tag{119} \]
which should be compared with a very similar relation for the Hurwitz zeta function [42, pp 22, 23]
\[ \text{FP} \left[ \zeta (s, k) \right]_{s=1} := \lim_{s \to 1} \left[ \zeta (s, k) - \frac{1}{s-1} \right] = \gamma + \sum_{n=0}^{\infty} \left[ \frac{1}{n+k} - \frac{1}{n+1} \right] = -\psi (k) = -\frac{\Gamma''(k)}{\Gamma(k)}, \quad k \in \mathbb{C}, \tag{120} \]
This depicts an analogy between \( \tilde{\xi}_{\Delta^z} (s, k) \) and \( \zeta (s, k+1) \) and thus we search for a ‘generalized gamma function’ \( \tilde{\Gamma} (k) \) satisfying the corresponding relation to (120). We define in analogy to [42, p 1]
\[ \frac{1}{\Gamma (k)} := k^{\psi(k)} \prod_{n=1}^{\infty} \left( \frac{1 + k/n}{e^{-k/n}} \right), \quad k \in \mathbb{C}, \tag{121} \]
the ‘generalized gamma function’ by a Weierstrass product (\( \tilde{\Gamma} (0) = 1 \)):
\[ \frac{1}{\Gamma (k)} := e^{\tilde{\psi}(k)} \prod_{n=1}^{\infty} \left( \frac{1 + k/n}{e^{-k/n}} \right)^{d(n)}, \quad k \in \mathbb{C}. \tag{122} \]
The relation
\[ \frac{1}{\Gamma (n)} = 0, \quad n \in -\mathbb{N}, \tag{123} \]
is obvious, which shows that the zeros of \( \tilde{\Gamma} (s)^{-1} \) are precisely located at the negative wavenumbers \( -k_n = -n \) of the quantum graph \( \mathcal{G} \) and the orders of these zeros are exactly given by the associated multiplicities \( d(n) \). In order to prove the normal convergence of the Weierstrass product (122), it is sufficient to prove the normal convergence of the series (cf [71, p 34])
\[ \sum_{n=1}^{\infty} d(n) \left[ \left( 1 + \frac{k}{n} \right) e^{-\tilde{\pi}} - 1 \right], \quad k \in \mathbb{C}. \tag{124} \]
This is shown by the simple calculation
\[ \left[ 1 + \frac{k}{n} \right] e^{-\tilde{\pi}} - 1 = \left[ 1 + \frac{k}{n} \right] \left[ 1 - \frac{k}{n} + O \left( \frac{k}{n} \right)^2 \right] - 1 \]
\[ = O \left( \frac{k}{n} \right)^2, \quad k \in \mathbb{C}. \tag{125} \]
and (34). Furthermore, due to the normal convergence of $\tilde{\Gamma}(k)^{-1}$ on $\mathbb{C}$ we obtain for the ‘generalized digamma function’

$$\tilde{\psi}(k) := \frac{\tilde{\Gamma}'(k)}{\tilde{\Gamma}(k)} = -\tilde{\gamma} - \sum_{n=1}^{\infty} d(n) \left[ \frac{1}{n+k} - \frac{1}{n} \right], \quad k \notin \mathbb{N},$$

which should be compared with relation (97) for the ‘ordinary’ digamma function $\psi(z)$. Additionally, due to the normal convergence of $\tilde{\Gamma}(k)^{-1}$ one can rearrange the product in (122) and obtain using identity (121)

$$\frac{1}{\tilde{\Gamma}(k)} = e^{\tilde{\gamma} k} \prod_{n=1}^{\infty} \left( e^{-\frac{\tilde{\gamma}}{n}} \prod_{m=1}^{\infty} \left( 1 + \frac{k}{n+m} \right) e^{-\frac{k}{n+m}} \right), \quad k \in \mathbb{C},$$

which yields

$$\tilde{\psi}(k) = -\tilde{\gamma} + \sum_{n=1}^{\infty} \frac{1}{n} \left[ \psi \left( 1 + \frac{k}{n} \right) + \tilde{\gamma} \right], \quad k \notin \mathbb{N}.$$ (128)

By (98) we infer the analogous relation to (120)

$$\text{FP}[\tau_{\Delta^s}(s, k)]_{s=1} = -\tilde{\psi}(k) = -\frac{\tilde{\Gamma}'(k)}{\tilde{\Gamma}(k)}.$$ (129)

We have proved the following theorem.

**Theorem 8.2.**

(i) The generalized gamma function $\tilde{\Gamma}(k)$, defined in (122), is a meromorphic function on $\mathbb{C}$ whose poles are exactly located at the negative wavenumbers $-k_n$, $n \in \mathbb{N}$, of the quantum graph $\mathcal{G}$ and the orders of these poles are given by the associated multiplicities $d(n)$ of the eigenvalues $k_n^2$. Furthermore, the generalized gamma function $\tilde{\Gamma}(k)$ fulfills relations (126), (127) and (129).

(ii) The generalized digamma function $\tilde{\psi}(k)$, defined in (126), is a meromorphic function on $\mathbb{C}$ whose poles are exactly located at the negative wavenumbers $-k_n = -n$, $n \in \mathbb{N}$, of the quantum graph $\mathcal{G}$. The residues of the poles are given by the associated multiplicities $d(n)$. Furthermore, the generalized digamma function $\tilde{\psi}(k)$ fulfills relations (126), (128) and (129).

Finally, comparing (126) with (95) we obtain

**Corollary 8.3.** The regularized trace of the resolvent of $(-\Delta)^{\frac{1}{2}}$ on the quantum graph $\mathcal{G}$, defined in (95), has the compact representation

$$\tau(k) = -\tilde{\gamma} - \tilde{\psi}(k).$$ (130)

**9. A Stirling-like formula**

We want to derive a Stirling-like formula for $\tilde{\Gamma}(k)$, defined in (122). If we define

$$\tilde{Z}(k) := \frac{1}{\tilde{\Gamma}(k)}, \quad k \in \mathbb{C},$$ (131)
we obtain (see (122))
\[ \tilde{Z}(0) = 1. \] (132)
Furthermore, it holds by (126) and (130)
\[ \frac{d}{dk} \ln \tilde{Z}(k) = -\frac{\tilde{\Gamma}'(k)}{\Gamma(k)} = -\tilde{\psi}(k) = \tilde{\gamma} + \tau(k), \quad k \notin \mathbb{N}. \] (133)
Since \( \tilde{Z}(k) \) is positive for nonnegative \( k \) and by (132) and (133) we obtain
\[ \int_0^k \frac{d}{dk'} \ln \tilde{Z}(k') \, dk' = \ln \tilde{Z}(k) - \ln \tilde{Z}(0) = \ln \tilde{Z}(k) = \tilde{\gamma}k + \int_0^k \tau(k') \, dk', \quad k \in \mathbb{R}_{\geq 0}. \] (134)
Therefore, we obtain (see (117))
\[ \tilde{\Gamma}(k) = \exp \left( -\tilde{\gamma}k - \int_0^k \tau(k') \, dk' \right), \quad k \in \mathbb{C}. \] (135)
If we split the integral in (135) into two parts
\[ \int_0^k \tau(k') \, dk' = \int_0^K \tau(k') \, dk' + \int_K^k \tau(k') \, dk', \quad 1 \ll K \ll k \] (136)
and insert in the second integral in (136) the asymptotic expansion (110) we obtain
\[ \int_K^k \tau(k') \, dk' = -\int_K^k \frac{\ln^2 k'}{2} - 2\gamma \int_K^k \ln k' \, dk' + D \int_K^k \, dk' + \int_K^k \frac{dk'}{4k'} \]
\[ + \int_K^k r(k') \, dk', \quad r(k') = O \left( \frac{1}{k'^2} \right), \quad k' \to \infty. \] (137)
Using [72, p 124]
\[ \int \frac{\ln x}{x} \, dx = \frac{\ln^2 x}{2}, \quad \int \ln x \, dx = x \ln x - x, \quad \int \ln^2 x \, dx = x \ln^2 x - 2x \ln x + 2x, \] (138)
we obtain by (135) and (137)
\textbf{Theorem 9.1.} The generalized gamma function \( \tilde{\Gamma}(k) \) defined by the Weierstraß product (122) satisfies asymptotically for \( k \to \infty \) the Stirling-like formula
\[ \tilde{\Gamma}(k) = \exp \left( \frac{k \ln^2 k}{2} + (2\gamma - 1)k \ln k + \left( 1 + \frac{\pi^2}{6} - 2\gamma \right) k - \frac{\ln k}{4} + O(1) \right). \] (139)

From (133) and theorem 7.2 we obtain the following:
\textbf{Corollary 9.2.} The generalized digamma function \( \tilde{\psi}(k) \), defined in (126), possesses the following absolutely convergent series expansion for \( |k| < 1 \), respectively for \( k \to \infty \) the asymptotic behaviour
\[ \tilde{\psi}(k) = 2\gamma_1 - \gamma^2 + \sum_{m=1}^\infty \frac{\xi^2(m+1)(-1)^{m+1}k^m}{m!}, \quad |k| < 1 \]
\[ = \frac{1}{2} \ln^2 k + 2\gamma \ln k + \frac{\pi^2}{6} - \frac{1}{4k} + O \left( \frac{1}{k^2} \right), \quad k \to \infty. \] (140)
10. The trace of the heat kernel and the spectral zeta function of $-\Delta$

For the trace $\Theta_\Delta(t, k)$ of the ‘generalized heat kernel’ $e^{-k^2t}e^{q\Delta}$ we get

$$\Theta_\Delta(t, k) := \text{tr } e^{(\Delta-k^2)t} =: e^{-k^2t} \Theta_\Delta(t) = \sum_{n=1}^{\infty} d(n) e^{-(n^2+k^2)t},$$

$$= e^{-k^2t} \sum_{m=1}^{\infty} \left( \sum_{n=1}^{\infty} e^{-n^2m^2} \right),$$

$$= e^{-k^2t} \sum_{n=1}^{\infty} \omega \left( \frac{n^2t}{\pi} \right), \quad t > 0, \quad k \in \mathbb{C}, \quad (141)$$

with

$$\omega(x) := \sum_{n=1}^{\infty} e^{-\pi n^2x} = \frac{1}{2} \left[ \theta_3 \left( 0, \frac{ix}{\pi} \right) \right], \quad (142)$$

where $\theta_3(z, \tau)$ is the elliptic theta function [42, p 371]. From

$$\theta_3(0, ix) = \begin{cases} \frac{1}{\sqrt{x}} + O \left( \frac{e^{-\pi x}}{x} \right), & x \to 0^+, \\ 1 + O(e^{-\pi x}), & x \to \infty, \end{cases} \quad (143)$$

we obtain the asymptotics

$$\omega(x^2) = \begin{cases} \frac{1}{2x} - \frac{1}{2} + O \left( \frac{e^{-\pi x}}{x} \right), & x \to 0^+, \\ O(e^{-\pi x^2}), & x \to \infty, \end{cases} \quad (144)$$

and thus we can apply theorem 5.1 identifying $f(x) = \omega(x^2)$ and subsequently setting $x = \sqrt{\frac{t}{\pi}}$. We then obtain from (141) and (143) ($k \in \mathbb{C}$ fixed and any $\eta > 0$)

$$\Theta_\Delta(t, k) \sim e^{-k^2t} \left[ \sqrt{\frac{\pi}{t}} \left( I^*_\eta - \frac{1}{4} \ln \left( \frac{t}{\pi} \right) \right) + \frac{1}{4} + O \left( t^\eta \right) \right], \quad t \to 0^+, \quad (145)$$

where we have defined

$$I^*_\eta := \int_0^{\infty} \left[ \omega(x^2) - \frac{e^{-x}}{2x} \right] dx. \quad (146)$$

Using the integral representation

$$\zeta(s) = \frac{2\pi^\frac{3}{2}}{\Gamma \left( \frac{1}{2} \right)} \int_0^{\infty} x^{s-1} \omega(x^2) dx, \quad \text{Re } s > 1, \quad (147)$$

we obtain for the Riemann zeta function

$$\zeta(s) = 2\pi^{\frac{3}{2}} \frac{\Gamma(s-1)}{\Gamma \left( \frac{1}{2} \right)} + \frac{2\pi^{rac{3}{2}}}{\Gamma \left( \frac{1}{2} \right)} \int_0^{\infty} x^{s-1} \left[ \omega(x^2) - \frac{e^{-x}}{2x} \right] dx, \quad \text{Re } s > 0. \quad (148)$$

From (146) and (148) we conclude

$$I^*_\eta = \lim_{s \to 1} \frac{1}{2} \left[ \frac{\zeta(s) - \pi^\frac{1}{2} \frac{\Gamma(s-1)}{\Gamma \left( \frac{1}{2} \right)} \zeta \left( \frac{1}{2} \right) \Gamma \left( \frac{1}{2} \right)}{\Gamma \left( \frac{1}{2} \right)} \right] = \frac{3}{4} - \frac{1}{2} \ln(2\sqrt{\pi}). \quad (149)$$

Using the Taylor expansion of $e^x$ we get for the asymptotics of $\Theta_\Delta(t, k)$ by (145) for fixed $k$ the following theorem.
\textbf{Theorem 10.1.} The generalized heat kernel $\Theta_\Delta(t, k)$ possesses for fixed $k \in \mathbb{C}$ the asymptotics

$$
\Theta_\Delta(t, k) \sim -\sum_{n=0}^{\infty} \frac{(-1)^n k^{2n}}{4} \frac{t^{n-1}}{n!} \ln t + \sum_{n=0}^{\infty} \frac{\sqrt{\pi}}{4} \frac{(3\gamma - 2 \ln 2)}{n!} \frac{(-1)^n k^{2n}}{n^{n-2}}
$$

$$
+ \sum_{n=0}^{\infty} \frac{(-1)^n k^{2n}}{4n!} t^n, \quad t \to 0^+.
$$

(150)

We define analogously to (81) the ‘generalized spectral zeta function’ for $-\Delta$ :

$$
\zeta(s, k) := \text{tr}((-\Delta + k^2)^{-s})
$$

$$
= \sum_{n=1}^{\infty} \frac{d(n)}{(n^2 + k^2)^s}, \quad \text{Re} \ s > \frac{1}{2}, \quad k \neq \pm in, \quad n \in \mathbb{N}
$$

(151)

(defined by the principal branch of the logarithm) and (see (189))

$$
T(k) := \zeta(1, k) = \sum_{n=1}^{\infty} \frac{d(n)}{n^2 + k^2}, \quad k \neq \pm in, \quad n \in \mathbb{N},
$$

(152)

and observe

$$
\zeta(s, 0) = \sum_{n=1}^{\infty} \frac{d(n)}{n^{2s}} = \zeta^2(2s), \quad s \in \mathbb{C} \setminus \left\{ \frac{1}{2} \right\}.
$$

(153)

With the same arguments as in section 6 for expression (84), we obtain

$$
\zeta_\Delta(s, k) = \frac{1}{\Gamma(s)} \Theta_\Delta(s, k)
$$

$$
= \frac{1}{\Gamma(s)} \int_0^{\infty} t^{s-1} e^{-k^2 t} \Theta_\Delta(t) \, dt, \quad \text{Re} \ s > \frac{1}{2}, \quad \text{Re} \ k^2 > -1.
$$

(154)

In order to obtain the analytic continuation of $\zeta_\Delta(s, k)$ as a function of $s$ for fixed $k$, we apply theorem 6.2 to the spectral zeta function (154) and use at $s = \frac{1}{2} - n$, $n \in \mathbb{N}$, the Taylor expansion (setting $x = s + (n - \frac{1}{2})$, $n \in -\mathbb{N}_0$)

$$
\frac{1}{\Gamma(s)} = \frac{1}{\Gamma\left(\frac{1}{2} - n + x\right)}
$$

$$
= \frac{1}{\Gamma\left(\frac{1}{2} - n\right)} - \psi\left(\frac{1}{2} - n\right) \left(s + \left(n - \frac{1}{2}\right)\right) + O\left(\left(s + \left(n - \frac{1}{2}\right)\right)^2\right).
$$

(155)

We infer the following theorem.

\textbf{Theorem 10.2.} $\zeta_\Delta(s, k)$, defined in (151), $k \in \{ k \in \mathbb{C}; |\text{Im} \, k| < \sqrt{1 + (\text{Re} \, k)^2} \}$ fixed, has as a function of $s$ a meromorphic extension to all of $\mathbb{C}$ with poles at $s_n = -\left(n - \frac{1}{2}\right)$, $n \in \mathbb{N}_0$, and respective principal parts

$$
\left(\text{PP} [\zeta_\Delta]_n\right)(s, k) = \frac{\sqrt{\pi} (-1)^n k^{2n}}{4\Gamma\left(\frac{1}{2} - n\right) n!} \left(s + \left(n - \frac{1}{2}\right)\right)
$$

$$
+ \left[\frac{\sqrt{\pi}}{4\Gamma\left(\frac{1}{2} - n\right) n!} \left(-\frac{1}{2} \ln 2\right) + \frac{\sqrt{\pi} \psi\left(\frac{1}{2} - n\right)}{4\Gamma\left(\frac{1}{2} - n\right) n!} \left(-1\right)^n k^{2n}\right] \frac{1}{s + \left(n - \frac{1}{2}\right)}.
$$

(156)

Furthermore, the function $\zeta_\Delta(s, 0)$ has ‘trivial’ zeros at $s = -n$, $n \in \mathbb{N}$ (see (153)).
A direct consequence of theorem 10.2 is that for \( k = 0 \) the poles at \( s_n = -(n - \frac{1}{2}) \), \( n \in \mathbb{N} \), vanish in agreement with (153). Furthermore, with the Laurent expansion [62, p 807] at \( s = 1 \) (see (67))

\[
\zeta(s) = \frac{1}{s-1} + \gamma - \gamma_1(s-1) + O((s-1)^2),
\]

we get for \( \zeta_\Delta(s, 0) \) at \( s = \frac{1}{2} \) the Laurent expansion

\[
\zeta_\Delta(s, 0) = \zeta^2(2s) = \frac{1}{4(s - \frac{1}{2})^2} + \frac{\gamma}{s - \frac{1}{2}} + \frac{\gamma^2}{2} - 2\gamma_1 + O \left( s - \frac{1}{2} \right).
\]

We can compute \( \frac{\zeta}{\Delta}(s, k) \) also from the trace formula (47) using the function \( f_k(s, p) := \frac{1}{(p^2 + k^2)^{s-\frac{1}{2}}} \), \( \Re s > \frac{1}{2} \), \( k \neq \pm in \), \( n \in \mathbb{N} \), which fulfils as a function of \( p \) the requirements of theorem 4.1. Due to identity (47) we split \( \zeta_\Delta(s, k) \),

\[
\zeta_\Delta(s, k) = \zeta_\Delta^W(s, k) + \zeta_\Delta^{po}(s, k),
\]

and define analogously to (75) a ‘Weyl term’

\[
\zeta_\Delta^W(s, k) := \int_0^\infty \ln p + 2\gamma f_k(s, p) \, dp + \frac{f_k(s, 0)}{4},
\]

and a ‘periodic orbit term’

\[
\zeta_\Delta^{po}(s, k) := 4 \sum_{n=1}^\infty \int_0^\infty d(n) \left[ K_0 \left( 2(2\pi)^\frac{1}{2} \sqrt{\frac{k}{l_{p,n}}} \right) - \frac{\pi}{2} Y_0 \left( 2(2\pi)^\frac{1}{2} \sqrt{\frac{k}{l_{p,n}}} \right) \right] f_k(s, p) \, dp.
\]

In order to evaluate \( \zeta_\Delta^W(s, k) \) we calculate the integrals of each summand in (160) separately. We obtain for the integral in the first summand [72, p 527]

\[
\int_0^\infty \frac{\ln p}{(p^2 + k^2)^{s-\frac{1}{2}}} \, dp = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-k^2 t} \left[ \int_0^\infty e^{-p^2} \ln p \, dp \right] \, dt
\]

\[
= \frac{\sqrt{\pi}}{4\Gamma(s)} \int_0^\infty t^{s-\frac{1}{2}} e^{-k^2 t} \left[ \psi \left( \frac{1}{2} \right) - \ln t \right] \, dt
\]

\[
= \frac{\sqrt{\pi} \Gamma(s - \frac{1}{2})}{4\Gamma(s) k^{2s-1}} \left[ \psi \left( \frac{1}{2} \right) - \psi \left( s - \frac{1}{2} \right) + 2 \ln k \right],
\]

\( \Re s > \frac{1}{2} \), \( \Re k^2 > 0 \),

(162)

and for the second summand with a similar calculation [72, p 527]

\[
\int_0^\infty \frac{2\gamma}{(p^2 + k^2)^{s-\frac{1}{2}}} \, dp = \frac{\gamma \sqrt{\pi} \Gamma(s - \frac{1}{2})}{\Gamma(s) k^{2s-1}}.
\]

\( \Re s > \frac{1}{2} \), \( \Re k^2 > 0 \).

(163)

Therefore, we get for \( \zeta_\Delta^W(s, k) \) \( \left( \frac{1}{2} \right) = -\gamma - 2 \ln 2 \)

\[
\zeta_\Delta^W(s, k) = \frac{\sqrt{\pi} \Gamma \left( s - \frac{1}{2} \right)}{4\Gamma(s) k^{2s-1}} \left[ -\psi \left( s - \frac{1}{2} \right) + \ln \left( \frac{k^2}{4} \right) + 3 \gamma \right] + \frac{1}{4k^{2s}}
\]

\( \Re s > \frac{1}{2} \), \( \Re k^2 > 0 \).

(164)
Of course, with representation (164), the function $\zeta^W_\Delta(s, k)$ can as a function of $s$ (Re $k^2 > 0$ fixed) be analytically continued to $\mathbb{C}\setminus\{s = -(n - \frac{1}{2}); \ n \in \mathbb{N}_0\}$. Using the Taylor expansion (155) at $s_0 = \frac{1}{2}$ and [42, pp 3, 13]

$$\psi\left(s - \frac{1}{2}\right) = -\frac{1}{s - \frac{1}{2}} - \gamma + O\left(s - \frac{1}{2}\right),$$

$$\Gamma\left(s - \frac{1}{2}\right) = \frac{1}{s - \frac{1}{2}} - \gamma + O\left(s - \frac{1}{2}\right),$$

we obtain from (164) for the principal part of $\zeta^W_\Delta(s, k)$ at $s_0 = \frac{1}{2}$ (Re $k^2 > 0$, fixed)

$$\text{PP}\left[\zeta^W_\Delta\right] \frac{1}{2}(s, k) = \frac{1}{4(s - \frac{1}{2})^2} + \frac{\gamma}{s - \frac{1}{2}} + O(1),$$

in complete agreement with (158) (see (153)).

We want to investigate the holomorphy of $\zeta_\Delta(s, k)$ defined in (151) as a function on $\mathbb{C}^2$ in $s$ and $k$. For this reason, we again apply Hartogs’ theorem 6.4. Due to the normal convergence of the series in (151) the function $\zeta_\Delta(s, k), \text{Re } s > \frac{1}{2}$ fixed, is as a function of $k$ holomorphic on $\mathbb{C}\setminus\{k \in \mathbb{C}; |\text{Im } k| \geq 1, \text{Re } k = 0\}$. On the other hand we know from theorem 10.2 that $\zeta_\Delta(s, k), k \in \{k \in \mathbb{C}; |\text{Im } k| < 1 + (\text{Re } k)^2\}$ fixed is as a function of $s$ holomorphic on $\mathbb{C}\setminus\{z_n = -(n - \frac{1}{2}); n \in \mathbb{N}_0\}$. Therefore, we infer [68, p 135]

**Theorem 10.3.** $\zeta_\Delta(s, k)$ is an analytic function on

$$S_0 \times \tilde{K} := \{(s, k) \in \mathbb{C} \times \mathbb{C}; \text{Re } s > \frac{1}{2}, k \in \mathbb{C}\setminus\{|\text{Im } k| \geq 1, \text{Re } k = 0\}\}.$$  

Thus, by the above results for $\zeta_\Delta(s, k)$ we can apply theorem 6.4 and get ($K \subset \tilde{K}$).

**Corollary 10.4.** $\zeta_\Delta(s, k)$ is an analytic function on

$$S \times K := \{(s, k) \in \mathbb{C} \times \mathbb{C}; s \neq -(n - \frac{1}{2}), n \in \mathbb{N}_0, |\text{Im } k| < \sqrt{1 + (\text{Re } k)^2}\}.$$  

**Remark 10.5.** We want to remark that the domains of $k$ in corollary 6.6 respectively corollary 10.4 can be enlarged to the larger domains $\tilde{K}$ respectively $K$ (see [73]).

But we cannot directly apply the result of [73, p 17] ($\lambda_1 = 0, a_0 \neq 0$ is required in the series $\sum_{n=0}^{\infty} a_n e^{\lambda_1 t}$). We omit the proof of remark 10.5 (it is an easy adaption of the proof in [73]) since we do not need this generalization.

11. A ‘secular equation’

For our simple infinite quantum graph $\mathcal{G}$, the eigenvalues respectively wavenumbers are explicitly known. However, in order to investigate the eigenvalues of a more complex infinite quantum graph, it would be interesting to find a ‘secular equation’ determining the eigenvalues for the quantum mechanical system $(-\Delta, D(\Delta))$ (see (10) and (30)). We recall that for a compact quantum graph with $\mathcal{E}$ edges, $0 < E < \infty$, and with the $\delta$-type boundary conditions discussed in the introduction this was first done in [2] and generalized for general self-adjoint boundary conditions by [25]. Note that the representations used in [2] and [25] differ only by a cyclic permutation of the matrix entries. In the setting of [2, 25] the secular equation $F_{E}(k)$ for a compact quantum graph is a function defined by a determinant

$$F_{E}(k) := \det (\mathbb{1}_{2\mathcal{E}} \otimes \mathcal{E} - S_{2\mathcal{E}}(k)T_{2\mathcal{E}}(k)),$$  

$k \in \mathbb{R}$,

(169)
and the nonzero real zeros $k_n$ of $F_E(k)$ are exactly the wavenumbers (and the orders of the zeros are exactly the multiplicities of the corresponding eigenvalues) of the corresponding quantum graph. The matrix $S(k)$ is called the $S$-matrix and describes the quantum mechanical scattering at the vertices (see [9, 32] for a detailed discussion). The matrix $T_{2E}$ can be interpreted as a ‘transfer’ matrix [2] describing the propagation of the eigenfunctions along the edges. It has in the setting of [25] the form

$$T_{2E}(k) := \begin{pmatrix} 0 & e^{ikl} \\ e^{ikl} & 0 \end{pmatrix}, \quad (e^{ikl})_{mn} := \delta_{mn} e^{ikl}, \quad 1 \leq m, n \leq E,$$

(170)

where $0 < l_n < \infty$ denotes the length of the edge $e_n$. Clearly, definition (170) does not make sense for an infinite quantum graph. Therefore, we make a rearrangement of the matrix entries and define for a compact quantum graph

$$\widetilde{T}_{2E}(k) := \begin{pmatrix} T^1(k) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & T^E(k) \end{pmatrix}, \quad T^n(k) := \begin{pmatrix} 0 & e^{ikl} \\ e^{ikl} & 0 \end{pmatrix}, \quad 1 \leq n \leq E.$$

(171)

We remark that the rearrangement can be achieved by a permutation matrix $P$ by

$$\widetilde{S}_{2E}(k) := P + S_{2E}(k)P.$$

The $S$-matrix of a compact quantum graph with $E$ edges is for Dirichlet boundary conditions (‘hard wall reflection’) in the setting of [25] (minus) the unit matrix, $S_{2E}(k) = -\mathbf{1}_{2E \times 2E}$, and thus $\widetilde{S}_{2E}(k) := P^* S_{2E}(k)P = -\mathbf{1}_{2E \times 2E}$. Therefore, the secular equation in (169) is for Dirichlet boundary conditions equivalent to (compact graph)

$$\widetilde{F}_{E}^R(k) := \det(\mathbf{1}_{2E \times 2E} + \widetilde{T}_{2E}(k)).$$

(172)

We now extend this rearrangement to our infinite quantum graph $G$ (see section 3) and observe that the eigenvalue problem $\widetilde{T}_\infty(k)\phi = \phi$ with $\phi \in l^2(\widetilde{T}_\infty(k)$ as a linear and bounded operator on the Hilbert space of square summable sequences) yields exactly the wavenumbers $k_{n,m} = nm$. However, if we would take over the definition of $\widetilde{F}_{E}^R(k)$ in (172) for our infinite quantum graph with Dirichlet boundary conditions, there would arise a problem since

$$\widetilde{F}_{E}^R(k) := \det(\mathbf{1} + \widetilde{T}_\infty(k)) := \prod_{m=1}^{\infty} \left(1 - e^{2\pi i k m} \right) = 0 \quad \text{for all} \quad k \in \mathbb{C}.$$

(173)

Therefore, we have to seek a proper regularization of $\widetilde{F}_{E}^R(k)$ in such a way that the regularized function $\widetilde{F}_{E}^{R,R}(k)$ is given by a convergent infinite product and vanishes at precisely the wavenumbers $\pm ik_{n,m}$ of our quantum graph $G$. We remark that the operator $\widetilde{T}_\infty(k)$ is not an element of any trace ideal $T_p, p \leq 1$, and therefore we cannot apply results of [74] for regularization.

There are different methods to obtain a proper regularized secular equation for the infinite quantum graph $G$. One elegant method, applicable also in more general situations, is to use the method of zeta function regularization. This method will be applied in the next section, but first we use an alternative method which is well adopted to the very special situation of the infinite quantum graph $G$ studied in this paper. To this purpose, let us define the function

$$D(0) := \frac{1}{2\pi i}$$

$$D(k^2) := \frac{1}{2\pi} \prod_{n=1}^{\infty} \left(1 + \frac{k^2}{n^2} \right)^{d(n)}, \quad k \in \mathbb{C}.$$

(174)

Since the Weierstraß product in (174) is normally convergent on $\mathbb{C}$, we obtain the
Corollary 11.1. The function $D(k^2)$ defined in (174) is an entire function on $\mathbb{C}$ whose zeros $z_l$, $l \in \mathbb{N}$, are exactly located at the wavenumbers $\pm ik_{mn} = \pm i mn$ ($m, n \in \mathbb{N}$) of the quantum graph $\mathfrak{G}$. The order of the zero at $z_l = \pm i l$ is given by the multiplicity $d(k_l) = d(l)$ of the associated wavenumber $k_l = l$.

Rewriting the infinite product in (174) as a double product,

$$ D(k^2) = \frac{1}{2\pi} \prod_{n=1}^{\infty} \prod_{m=1}^{\infty} \left( 1 + \frac{(k/n)^2}{m^2} \right), \quad k \in \mathbb{C}, $$

(175)

and using the identity

$$ \prod_{m=1}^{\infty} \left( 1 + \frac{z^2}{m^2} \right) = \frac{\sinh(\pi z)}{\pi z}, \quad z \in \mathbb{C}, $$

(176)

we obtain

Theorem 11.2. The entire function $D(k^2)$ defined in (174) possesses the following factorization in terms of the periodic orbits $l_{p,n} = \frac{2\pi n}{l}$ of the infinite quantum graph $\mathfrak{G}$

$$ D(k^2) = \frac{1}{2\pi} \prod_{n=1}^{\infty} \left[ \frac{\sinh(\frac{\pi k}{n})}{\frac{\pi}{n}} \right] = \frac{1}{2\pi} \prod_{n=1}^{\infty} \left[ \exp\left(\frac{k l_{p,n}}{2\pi}(1 - \exp(-k l_{p,n}))\right) \right], \quad k \in \mathbb{C}. $$

(177)

We remark that the products in (177) are well defined since

- $\sinh x = x + O(x^3)$ respectively $1 - e^{-x} = x + O(x^2)$ for $x \to 0$ (0 is a removable singularity), and
- the infinite products are compact convergent in agreement with the fact that $D(k^2)$ is an entire function.

It is worthwhile to point out that (177) has the form of an ‘Euler product’ (product over the length spectrum of the primitive periodic orbits of the quantum graph $\mathfrak{G}$). We also note

Corollary 11.3. The entire function $D(k^2)$ defined in (174) possesses the following factorization:

$$ D(k^2) = \frac{1}{2\pi} \frac{1}{\Gamma(i k)} \overline{\Gamma(-i k)}, \quad k \in \mathbb{C}, $$

(178)

in terms of the generalized gamma function $\overline{\Gamma}(z)$, defined in (122).

This follows from (177), the identity [62, p 256]

$$ \frac{\sinh(\pi z)}{\pi z} = \frac{1}{\Gamma(1 + iz)\Gamma(1 - iz)}, \quad z \in \mathbb{C}, $$

(179)

and (127).

In view of identity (177), we can propose a regularization of our original function $\overline{\mathcal{F}}_{\infty}(k)$ in (173). For this purpose we define a truncation operation for our infinite matrices $\mathbb{I}$ and $\overline{\mathcal{F}}_{\infty}(k)$ in (173) (see (171)) and for function (173) (see (172)) by

$$ \mathbb{I} \big|_N := \mathbb{I}_N, \quad \overline{\mathcal{F}}_{\infty}(k)_N := \overline{\mathcal{F}}_{2N}(k), $$

(180)

$$ \overline{\mathcal{F}}_{\infty}(k)_N := \overline{\mathcal{F}}_{1N}(k) := \det\left( \mathbb{I}_N + \overline{\mathcal{F}}_{\infty}(k) \right) $$

$$ = \prod_{n=1}^{N} \left[ 1 - e^{2\pi n} \right], \quad N \in \mathbb{N}. $$
We remark that these truncation operations correspond in our case to a truncation of the quantum graph which means that the truncated matrices respectively the truncated functions describe a finite quantum graph with \( N \) edges which have the lengths \( l_n = \frac{2\pi}{n} \) and are equipped with Dirichlet boundary conditions. Since as previously mentioned the zeros \( z_l, l = 1, \ldots, \infty \), of \( D(k^2) \) are exactly located at the wavenumbers \( \pm ik_n \), and the orders of the zeros and the multiplicities of the wavenumbers coincide, we define, due to theorem 11.2, the regularized function \( \tilde{F}_{\infty}^{D,R}(k) \) (see (177), \( l_{p,n} = \frac{2\pi}{n} \)):

\[
\tilde{F}_{\infty}^{D,R}(k) := \lim_{N \to \infty} \frac{1}{2\pi} N! e^{k_L N} \left( \frac{\tilde{F}_{\infty}^{D}(iN)}{(2\pi k)N} \right) = D(k^2), \quad k \in \mathbb{C},
\]

(181)

where \( L_N := \sum_{n=1}^{N} l_n \) is the total length of the truncated quantum graph consisting of \( N \) edges. Due to (180) this can be regarded as a regularized limit of the secular equation (172) for finite quantum graphs with Dirichlet boundary conditions.

### 12. The determinant of \(-\Delta + k^2\)

As already mentioned, there is another general regularization method which uses the generalized zeta function \( \zeta/\Delta_1(s, k) \) which we have already introduced in equation (151). This method was recently applied in \([28]\) to obtain the determinant of a finite quantum graph. Our starting point is the functional determinant of the elliptic operator \(-\Delta + k^2\) which is defined as follows:

\[
\mathcal{D}(k^2) := \det(-\Delta + k^2) := \exp\left( -\left. \frac{\partial \zeta_\Delta(s, k)}{\partial s} \right|_{s=0} \right), \quad k \in K,
\]

(182)

This definition is in accordance with \([26]\) and has first been applied to quantum field theory in \([27]\). Note that \( -\left. \frac{\partial \zeta_\Delta(s, k)}{\partial s} \right|_{s=0} \) is well defined due to corollary 10.4. We will prove the following.

**Theorem 12.1.** The functional determinant (182) has an analytic continuation on \( \mathbb{C} \) as an entire function and agrees with the Weierstraß product \( D(k^2) \) defined in (174), i.e. it holds

\[
\mathcal{D}(k^2) = \det(-\Delta + k^2) = \frac{1}{2\pi} \prod_{n=1}^{\infty} \left( 1 + \frac{k^2}{n^2} \right) \quad \text{with} \quad D(0) = D(0) = \det(-\Delta) = \frac{1}{2\pi}.
\]

**Proof.** In order to show \( \mathcal{D}(k^2) = D(k^2) \) our strategy is to prove this in a neighbourhood \( U_\delta(0), \delta > 0 \), at \( k = 0 \) and then by analytical continuation to conclude (183) on \( \mathbb{C} \). Therefore, we calculate (see (151) (principal branch of the logarithm))

\[
\frac{\partial \zeta_\Delta(s, k)}{\partial s} = -\sum_{n=1}^{\infty} d(n) \ln(k^2 + n^2), \quad \text{Re} \ s > \frac{1}{2}, \quad k \in K.
\]

(184)

Furthermore, we get

\[
\frac{\partial^2 \zeta_\Delta(s, k)}{\partial k \partial s} = -2k \sum_{n=1}^{\infty} \frac{d(n)}{(k^2 + n^2)^{s+1}} + 2k \sum_{n=1}^{\infty} d(n) \frac{\ln(k^2 + n^2)}{(k^2 + n^2)^{s+1}}, \quad \text{Re} \ s > -\frac{1}{2}, \quad k \in K.
\]

(185)
where in the last line we have used the uniqueness of the analytic continuation. Setting \( s = 0 \) (see (185) and (189)), we obtain
\[
-\frac{\partial}{\partial k} \left[ \frac{\partial \zeta(s, k)}{\partial s} \right]_{s=0} = 2k \sum_{n=1}^{\infty} \frac{d(n)}{k^2 + n^2} = 2k T(k), \quad |k| < 1. \tag{186}
\]
On the other hand we have (see (174) and (189))
\[
\frac{d}{dk} \ln D(k^2) = 2k \sum_{n=1}^{\infty} \frac{d(n)}{k^2 + n^2} = 2k T(k) = -\frac{\partial}{\partial k} \left[ \frac{\partial \zeta(s, k)}{\partial s} \right]_{s=0}, \quad |k| < 1. \tag{187}
\]
By (153) and [62, p 807] we get
\[
\exp \left( -\frac{\partial \zeta(s, 0)}{\partial s} \right) = \exp \left( -4 \zeta'(0) \zeta(0) \right) = \frac{1}{2\pi} D(0) = \mathcal{O}(0) = \det(\Delta). \tag{188}
\]
\[\square\]

### 13. The trace of the resolvent of \(-\Delta\)

First of all, we want to express the trace of the resolvent of \(-\Delta\) in terms of the primitive periodic orbits of the quantum graph \(\mathcal{G}\) (see section 3). Explicitly, the trace of the resolvent is given by (see also (152))
\[
T(k) := \text{tr}(\Delta + k^2)^{-1} = \sum_{l=1}^{\infty} \frac{d(l)}{l^2 + k^2} = \sum_{n,m=1}^{\infty} \frac{1}{(nm)^2 + k^2}, \quad k \neq \pm il, \ l \in \mathbb{N}. \tag{189}
\]
Using the identity [42, p 471]
\[
\sum_{m=0}^{\infty} \frac{1}{m^2 x^2 + y^2} = \frac{1}{2y^2} + \frac{\pi}{2xy} \coth \left( \frac{\pi y}{x} \right) \tag{190}
\]
and replacing \( n \) by \( \frac{2\pi}{k} \) \((l_{p,n} = \frac{2\pi}{k}\) is the length of the \(n\)th primitive classical periodic orbit of the graph \(\mathcal{G})\), we obtain from (189) the following ‘periodic orbit series’ of the resolvent
\[
T(k) = \sum_{n=1}^{\infty} \left[ \frac{-1}{2k^2} + \frac{l_{p,n}}{4k} \coth \left( \frac{k l_{p,n}}{2} \right) \right], \quad k \neq \pm il, \ l \in \mathbb{N}. \tag{191}
\]
Using the Laurent expansion of \(\coth x\) at \( x = 0 \)
\[
\coth x = \frac{1}{x} + \sum_{n=1}^{\infty} \frac{2^{2n} B_{2n}}{(2n)!} x^{2n-1}, \quad 0 < |x| < \pi, \tag{192}
\]
we get from (191) for \( T(k) \) (the summations can be interchanged due to the absolute convergence of the series) the power series
\[
T(k) = \frac{1}{2k^2} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{2^{2m} B_{2m} (\pi k)^{2m}}{(2m)! n^{2m}} = \frac{1}{2k^2} \sum_{m=1}^{\infty} \frac{2^{2m} B_{2m}^2 (\pi k)^{2m}}{(2m)! \left( \sum_{n=1}^{\infty} \frac{1}{n^{2m}} \right)} = \frac{1}{2k^2} \sum_{m=1}^{\infty} 2^m B_{2m}^2 \zeta(2m) (\pi k)^{2m} = \sum_{m=0}^{\infty} (-1)^m \zeta^2(2m + 2) k^{2m}, \quad 0 \leq |k| < 1. \tag{193}
\]
where in the last line we used the relation [42, p 19]
\[
B_{2m} = \frac{2(2m)!(-1)^{m+1}\zeta(2m)}{(2\pi)^{2m}}, \quad m \in \mathbb{N}_0.
\]  
(194)

Note that [42, p 19]
\[
T(0) = \text{tr} (-\Delta)^{-1} = \zeta_{\mathbb{A}} (2, 0) = \sum_{n=1}^{\infty} \frac{d(n)}{n^2} = \zeta^2(2) = \left( \frac{\pi^2}{6} \right)^2.
\]  
(195)

We get the following theorem.

**Theorem 13.1.** The trace of the resolvent \( T(k) \) possesses for \( 0 \leq |k| < 1 \) the absolutely convergent series expansion (193).

We want to derive an alternative expression for \( \Theta_\mathbb{A}^0 \, P \, (t) \), defined in (77), involving the trace of the resolvent \( T(k) \). For this we use the relation [42, p 345]
\[
\int_0^{\infty} x \cos(ax) \frac{dx}{x^2 + y^2} = \frac{1}{2} \left[ \text{e}^{a} E_1(a) - \text{e}^{-a} E_1(a) \right], \quad a, y > 0.
\]  
(196)

and insert it in expression (77). We then obtain
\[
\Theta_\mathbb{A}^0 \, P \, (t) = \frac{4}{\pi} \sum_{n=1}^{\infty} d(n) \int_0^{\infty} \frac{k \cos(\frac{\pi k}{n} t)}{k^2 + n^2} \, dk \quad t \in \mathbb{R}_{\geq 0}.
\]  
(197)

Note that due to asymptotics (203) we cannot interchange the summation with the improper Riemann integral.

For the asymptotics of \( T(k) \) for \( k \to \infty \) we evaluate (159) at \( s = 1 \) and obtain the trace of resolvent (189)
\[
T(k) = \zeta(1, k) = \frac{1}{2k} \mathcal{D} \, \mathcal{D}^\prime (k^2) = \zeta_W(1, k) + \zeta_0^\mathbb{A}(1, k)
\]  
(198)

\[
=: T^W(k) + T^0(k), \quad k > 0,
\]

with \( \mathcal{D}(k^2) \) defined in (182) (see theorem 12.1). From (164) we obtain for the ‘Weyl term’
\[
T^W(k) = \frac{1}{2k} \left[ \pi \ln k + 2\pi \gamma + \frac{1}{2k} \right]
\]  
(199)

where the logarithm is defined by its principal branch. According to (161) \( T^0 \) is given by

\[
T^0(k) = 2\pi \sum_{n=1}^{\infty} d(n) \int_0^{\infty} \left[ \frac{2}{\pi} K_0(4\pi \sqrt{nk}) - Y_0(4\pi \sqrt{nk}) \right] \frac{dk'}{k'^2 + k^2}
\]
\[
= 4\pi \sum_{n=1}^{\infty} d(n) \int_0^{\infty} \left[ \frac{2}{\pi} K_0(4\pi \sqrt{nk}) - Y_0(4\pi \sqrt{nk}) \right] \frac{k'dk'}{k'^2 + k^2}
\]
\[
= \frac{4\pi}{k} \sum_{n=1}^{\infty} d(n) \text{ker}(4\pi \sqrt{nk}) = \frac{4\pi}{k} \sum_{n=1}^{\infty} d(n) \text{Re} \, K_0(4\pi \sqrt{nk})
\]
\[
= \frac{4\pi}{k} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \text{Re} \, K_0 \left( \frac{2(2\pi)^2}{1 - l_{p,n} \sqrt{k}} \right) \quad k > 0,
\]  
(200)
where the integral has been expressed in terms of the Kelvin function \( \text{ker}(z) \) (see [64, p 373]). Formula (200) expressed in terms of the \( K_0 \) Bessel function has also been given in [65]. The last step in (200) is justified due to asymptotics (43). Thus, the double series in (200) is absolutely and locally uniformly convergent. Due to (43) we can estimate the penultimate line in (200) as \((k \to \infty)\)

\[
T_{po}(k) = \frac{4\pi}{k} \sum_{n=1}^{\infty} \frac{d(n) \text{Re} K_0(4\pi \sqrt{nk})}{n^{1/2}}
\]

and we note that the leading asymptotic part of (201) for \(k \to \infty\) is given by the very first summand in the series on the rhs in (201). For this first summand we obtain

\[
\sqrt{2}\pi k^{-1/2} \text{Re} \left[ i^{-1} \exp(-4\pi \sqrt{ik}) \left( 1 + O \left( \frac{1}{\sqrt{nk}} \right) \right) \right],
\]

and the remaining series in (201) without the summand (202), which converges absolutely, tends faster to zero for \(k \to \infty\) as the leading summand (202). Combining the above result (198) with (199), we deduce the following theorem.

**Theorem 13.2.** The trace of the resolvent \(T(k)\), defined in (189), possesses for \(k \to \infty\) the asymptotics

\[
T(k) = \frac{\pi \ln k}{2k} + \frac{\pi \gamma}{k} + \frac{1}{4k^2} + \sqrt{2}\pi k^{-1/2} \exp(-2\pi \sqrt{2k}) \cos \left( 2\pi \sqrt{2k} + \frac{\pi}{8} \right) \left( 1 + O \left( \frac{1}{\sqrt{k}} \right) \right),
\]

(203)

14. A Selberg-like zeta function satisfying the analogue of the Riemann hypothesis

In this section we construct a spectral function in terms of the ‘periodic orbit term’ (200), which resembles in its main properties those of the famous Selberg zeta function [24] and of the semiclassical dynamical zeta function well known in the theory of quantum chaos, see e.g. [30]. Our starting point is equation (198). Owing to (198), (199) and (203) we can define the ‘periodic orbit zeta function’

\[
Z(s) := \exp \left( -2 \int_s^{\infty} k T_{po}(k) \, dk \right), \quad s > 0.
\]

(204)

Because of the existence of the improper Riemann integral in (204), the relation

\[
\lim_{s \to \infty} Z(s) = 1
\]

(205)

is trivial. By (198) and (199) we then obtain the relation

\[
Z(s) = K \exp \left( -\pi s \ln s - (2\gamma - 1)\pi s - \frac{1}{2} \ln s \right) \mathcal{D}(s^2), \quad s > 0.
\]

(206)

where \(K\) is a positive constant. In order to determine the constant \(K\) in (206), we need the following proposition (the asymptotics of \(\mathcal{D}(s^2)\) for \(s \to \infty\) is refined in section 15).

**Proposition 14.1.** The logarithm of the functional determinant (182) (see theorem 12.1) possesses the asymptotics

\[
\ln \mathcal{D}(k^2) = \ln \det(-\Delta + k^2)
\]

\[
= \pi k \ln k + \pi (2\gamma - 1)k + \frac{1}{2} \ln k + o(1) \quad \text{for} \quad k \to \infty.
\]

(207)
Proof. For the proof we use the method of Sarnak [75]. We have (see (182))
\[
\ln \mathcal{D}(k^2) = \ln \det(-\Delta + k^2) = - \frac{\partial \zeta_\Delta(s, k)}{\partial s} \bigg|_{s=0},
\]
and thus we have to investigate the derivative of \(\zeta_\Delta(s, k)\) at \(s = 0\) (see (182)) (due to corollary 10.4, \(\zeta_\Delta(s, k)\) is holomorphic at \(s = 0\) for \(k \in K\)). We use the representation (154) for \(\zeta_\Delta(s, k)\) and split it into three terms giving a proper ‘regularization’ of the integrals at \(t = 0\) (see theorems 10.1 and 10.3):
\[
\zeta_\Delta(s, k) = \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} e^{-t^{k^2}} \Theta_\Delta(t) \, dt
\]
\[
= \frac{1}{\Gamma(s)} \int_0^1 \left[ \Theta_\Delta(t) - a \frac{\ln t}{t^\alpha} - b \frac{1}{t^\beta} - c \right] t^{s-1} e^{-t^{k^2}} \, dt + \frac{1}{\Gamma(s)} \int_1^\infty t^{s-1} e^{-t^{k^2}} \Theta_\Delta(t) \, dt
\]
\[
+ \frac{1}{\Gamma(s)} \int_0^1 \left[ a \frac{\ln t}{t^\alpha} + b \frac{1}{t^\beta} + c \right] t^{s-1} e^{-t^{k^2}} \, dt, \quad \text{Re } s > \frac{1}{2}, \quad \text{Re } k^2 > -1, \quad (209)
\]
with (see (145) and (149))
\[
a = -\frac{\sqrt{\pi}}{4}, \quad a = \frac{1}{2}, \quad b = \frac{\sqrt{\pi}}{2} \left( \frac{3}{2} \gamma - \ln 2 \right), \quad \beta = \frac{1}{2}, \quad \text{and } c = \frac{1}{4}, \quad (210)
\]
Due to the regularization, the first and the second integral on the rhs in (209) are holomorphic functions at \(s = 0\) for \(\text{Re } k^2 > 0\) (see (150) and [71, p 92]). Since
\[
(\Gamma(s)^{-1})_{s=0} = - \left( \frac{\psi(s)}{\Gamma(s)} \right)_{s=0} = 1 \quad \text{and } (\Gamma(s)^{-1})_{s=0} = 0, \quad (211)
\]
we get for the derivative with respect to \(s\) of the first and the second integral on the rhs in (209) evaluated at \(s = 0\) the expression
\[
\int_0^1 \frac{1}{t} \left[ \Theta_\Delta(t) - a \frac{\ln t}{t^\alpha} - b \frac{1}{t^\beta} - c \right] t^{s-1} e^{-t^{k^2}} \, dt + \int_1^\infty \frac{1}{t} e^{-t^{k^2}} \Theta_\Delta(t) \, dt. \quad (212)
\]
Since the integrals in (212) converge uniformly with respect to \(k\) and the integrals converge locally uniformly to zero on \((0, 1)\) respectively on \([1, \infty)\) for \(k \to \infty\), we can neglect the first and the second integral in (209) for the asymptotics of \(\ln \mathcal{D}(k^2)\) for \(k \to \infty\). For the third integral in (209) we get by the substitution \(t = \frac{1}{k}\) for \(\text{Re } s > \frac{1}{2}\)
\[
\frac{1}{\Gamma(s)} \int_0^1 \left[ a \frac{\ln t}{t^\alpha} + b \frac{1}{t^\beta} + c \right] t^{s-1} e^{-t^{k^2}} \, dt = \frac{ak^{2(s-a)}}{\Gamma(s)} \int_0^\infty t^{s-a-1} \ln t \, e^{-t^2} \, dt' - \frac{2ak^{2(s-a)}}{\Gamma(s)} \ln k \int_0^\infty t^{s-a-1} e^{-t^2} \, dt'
\]
\[
+ \frac{bk^{2(s-a)}}{\Gamma(s)} \int_0^\infty t^{s-a-1} e^{-t^2} \, dt' + \frac{ck^{2s}}{\Gamma(s)} \int_0^\infty t^{s-a-1} e^{-t^2} \, dt'
\]
\[
- \frac{1}{\Gamma(s)} \int_0^\infty \left[ a \frac{\ln t}{t^\alpha} + b \frac{1}{t^\beta} + c \right] t^{s-1} e^{-t^{k^2}} \, dt. \quad (213)
\]
By a similar argumentation as previously applied to the corresponding integrals in (209), we can neglect the last integral in (213) for the desired asymptotic evaluation of \(\ln \mathcal{D}(k^2)\). By the well-known integral representation of the gamma function
\[
\left( \frac{d}{ds} \right)^a \Gamma(s) = \int_0^\infty t^{s-a-1} \ln t^n \, dt, \quad \text{Re } s > 0, \quad (214)
\]
we obtain for the first four integrals on the rhs in (213) the expression
\[ ak^{2(s - \alpha)} - 2ak^{2(s - \alpha)} \ln k - \frac{b}{\Gamma_1(s)} - \frac{c}{\Gamma_1(s)} + \frac{d}{\Gamma_1(s)} + \frac{e}{\Gamma_1(s)} \]
\[ + ck^{-2s}, \quad s - \alpha, s - \beta \notin -N_0. \quad (215) \]
After differentiation of (215) with respect to \( s \) and a subsequent evaluation at \( s = 0 \), we get
\[ \Gamma(-\frac{1}{2}) = -2\sqrt{\pi}, \quad \Gamma'(-\frac{1}{2}) = 2\sqrt{\pi}(\gamma + 2 \ln 2 - 2) \quad (216) \]
and (210) and (211) the proposition 14.1. □

Owing to asymptotics (207) we infer from (205) and (206) (identifying \( s = k \)) the identity
\[ K = 1 \text{ and obtain by corollary 11.1 and theorem 12.1 the following theorem:} \]

**Theorem 14.2.**  
\( Z(s) \), defined in (204), is an analytic function on \( \mathbb{C} \setminus \mathbb{R}_{\leq 0} \) and is given by
\[ (\ln s \text{ and } \sqrt{s} \text{ defined by the principal branch of the logarithm}) \]
\[ Z(s) = \frac{1}{\sqrt{s}} \exp(-\pi s \ln s - (2\gamma - 1)\pi s) \mathcal{D}(s^2), \quad s \in \mathbb{C} \setminus \mathbb{R}_{\leq 0}. \quad (217) \]
Furthermore, the zeros of \( Z(s) \) are exactly located on the 'critical line', i.e. at the imaginary wavenumbers \( \pm ik_n = \pm in, n \in \mathbb{N} \), and the orders of these zeros are given by the multiplicities \( d(k_n) = d(n) \) of the associated wavenumbers \( k_n = n, n \in \mathbb{N} \). Thus, the zeta function \( Z(s) \) satisfies the analogue of the Riemann hypothesis. Additionally, the principal branch of the logarithm of \( Z(s) \) possesses on the half-plane \( \Re s > 0 \) representation (231) derived below.

For an arbitrary \( s \) with \( \Im s > 0 \) there holds for the principal branch of the logarithm \( \ln(-s) = \ln s - i\pi \). Thus, we get for \( Z(-s) \) with \( \Im s > 0 \)
\[ Z(-s) = \exp(\pi(s \ln s + (2\gamma - 1)s - i\pi s + \frac{1}{2} - \frac{1}{2} \ln s)) \mathcal{D}(s^2), \quad (218) \]
and thus theorem 14.3.

**Theorem 14.3.**
(i) The zeta function \( Z(s) \) satisfies the functional equation
\[ Z(-s) = \exp(\phi(s))Z(s), \quad \Im s > 0, \quad (219) \]
with
\[ \phi(s) := 2\pi \left( s \ln s + (2\gamma - 1)s - i\frac{\pi}{2} s + i\frac{1}{4} \right). \quad (220) \]
(ii) The limit \( \Im s \to 0, s \to k \in \mathbb{R}_{> 0} \) of (219) exists and thus we infer that (219) holds for \( s \in \mathbb{R}_{> 0} \). Evaluating (219) and (220) on the critical line, we obtain with \( \ln(ik) = \ln k + i\frac{\pi}{2}, k > 0 \), the following version of the functional equation:
\[ Z(-ik) = e^{2\pi i N^W(k)} Z(ik), \quad k > 0, \quad (221) \]
with \( N^W(k) \) the Weyl term of the counting function \( N(k) \), defined in (46).

From (221) and the Schwarz reflection principle we obtain the relation
\[ e^{-i\pi N^W(k)} Z(-ik) = e^{i\pi N^W(k)} Z(ik) = e^{i\pi N^W(k)} Z(ik), \quad k > 0. \quad (222) \]
Thus, we deduce the following corollary.
Corollary 14.4. On the critical line $i \mathbb{R}$ the Hardy-like function

$$Z_{\Delta}(k) := e^{ixN^W(k)} Z(ik)$$

(223)

with $N^W(k)$ defined in (46) takes real values for all $k > 0$.

Note that these properties are reminiscent of the Hardy $Z$-function in the theory of the Riemann zeta function defined by ($t \in \mathbb{R}$)

$$Z(t) := e^{i \theta(t) \zeta(s)} = e^{i \frac{\pi}{2} + i \frac{t}{4} + \log \frac{\pi}{2} t},$$

(224)

where $\zeta(s)$ is the Riemann zeta function and $\frac{\theta(t)}{s}$ describes the ‘Weyl term’ of the counting function for the nontrivial Riemann zeros. However, in this case the critical line is given by $\text{Re} \, s = \frac{1}{2}$.

From (183) we obtain, $k \in \mathbb{R} > 0 \setminus \mathbb{N}$,

$$\frac{1}{\pi} \lim_{\epsilon \to 0} \text{Im} \ln \mathcal{D}(-(k - i \epsilon)^2) = \frac{1}{\pi} \lim_{\epsilon \to 0} \sum_{n \leq k} d(n) \ln \left( 1 - \frac{(k - i \epsilon)^2}{n^2} \right) + \frac{1}{\pi} \lim_{\epsilon \to 0} \sum_{n < k} d(n) \ln \left( 1 - \frac{(k - i \epsilon)^2}{n^2} \right) = \sum_{n \leq k} d(n) = N(k).$$

(225)

For $k = n \in \mathbb{N}$ we have to investigate

$$f(n - i \epsilon) := \left( 1 - \frac{(n - i \epsilon)^2}{n^2} \right) = \left( 1 - \frac{n - i \epsilon}{n} \right) \left( 1 + \frac{n - i \epsilon}{n} \right)$$

$$= \frac{i \epsilon}{n} \left( 2 - i \epsilon \right), \quad \epsilon > 0.$$

(226)

Thus, we obtain

$$\lim_{\epsilon \to 0} \arg f(n - i \epsilon) = \frac{\pi}{2} + \lim_{\epsilon \to 0} \arg \left( 2 - \frac{i \epsilon}{n} \right) = \frac{\pi}{2}.$$  

(227)

From (225) and (227) we get

$$\lim_{\epsilon \to 0} \frac{1}{\pi} \text{Im} \ln \mathcal{D}(-(k - i \epsilon)^2) = N(k) - \frac{1}{2} d(k), \quad k \in \mathbb{R}_{>0},$$

(228)

with $d(k)$ defined in (42). Note that $\ln Z(s)$ with the logarithm defined by the requirement that $\ln Z(s)$ is real for $s > 0$, which coincides with the principal branch of the logarithm on $s > 0$, can be analytically continued to the set

$$\mathcal{S} := \mathbb{C} \setminus \{ z = ni + x; \, n \in \mathbb{Z}, \, x \in \mathbb{R}_{\leq 0} \}.$$  

(229)

Combining (228) with theorem 14.2 and by the above results we get the following theorem.

**Theorem 14.5.** For the spectral counting function $N(k)$, defined in (35), the following relations hold:

$$N(k) = \lim_{\epsilon \to 0} \frac{1}{\pi} \text{Im} \ln \mathcal{D}(-(k - i \epsilon)^2) + \frac{d(k)}{2} = N^W(k) + \lim_{\epsilon \to 0} \frac{1}{\pi} \text{Im} \ln Z(ik(1 - i \epsilon)) + \frac{d(k)}{2}, \quad k \in \mathbb{R}_{>0},$$

(230)

where $Z(k)$ is defined in (204) and $d(k)$ is defined in (42).
By the argumentation leading to theorem 13.2 the series for $T^{po}(k)$ in (200) converges locally uniformly on $(\alpha, \infty)$, $\alpha \in \mathbb{R}_{>0}$, and the improper Riemann integral in (204) converges uniformly with respect to the summation. Thus, integration and summation can be interchanged and we obtain for the principal branch of the logarithm [62, pp 379, 380] using the Schwarz reflection principle (120)

$$\ln Z(s) = -8\pi \sum_{n=1}^{\infty} d(n) \int_{k}^{\infty} \ker(4\pi \sqrt{n}k) \, dk$$

$$= -\frac{1}{\pi} \sum_{n=1}^{\infty} d(n) \int_{-\infty}^{\infty} k' \ker k' \, dk'$$

$$= -2\sqrt{2}\sqrt{s} \sum_{n=1}^{\infty} \frac{d(n)}{\sqrt{n}} \left[ \ker_{1}(4\pi \sqrt{n}s) - \ker_{1}(4\pi \sqrt{n}s) \right]$$

$$= -4\sqrt{s} \sum_{n=1}^{\infty} \frac{d(n)}{\sqrt{n}} \left[ e^{-i\pi} K_{1}(4\pi \sqrt{n}s) e^{i\pi} \right]$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}} \left[ e^{-i\pi} K_{1}(2(2\pi)^{2} \sqrt{l_{p,n}} e^{i\pi}) \right. + \left. e^{i\pi} K_{1}(2(2\pi)^{2} \sqrt{l_{p,n}} e^{-i\pi}) \right]$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} \left( d(n) \sqrt{l_{p,n}} + d(n) \sqrt{l_{p,n}} \right)$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} \left( d(n) \sqrt{l_{p,n}} - d(n) \sqrt{l_{p,n}} \right)$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}}$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}}$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}}$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{s} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}}$$

where $\ker_{1}(z)$ and $\ker_{1}(z)$ denote the Kelvin functions. On the accounts of (43) and (34), the last series in (231) converges absolutely and locally uniformly on

$$S := \{ s \in \mathbb{C} : \Re s > 0 \}$$

and defines therefore an analytic function on $S$. Note that the penultimate line in (231) is not an analytic function on $S$, it only coincides with $\ln Z(s)$ on $\mathbb{R}_{>0}$. We evaluate representation (231) for $\frac{1}{\pi} \ln Z(s)$ on the critical line $i\mathbb{R}$. By the relation [42, pp 66, 67]

$$K_{1}(z e^{i\pi}) = -\frac{\pi}{2} \left( J_{1}(z) - iY_{1}(z) \right), \quad z \in \mathbb{C},$$

we get

$$\sqrt{s} e^{i\pi} K_{1}(4\pi \sqrt{n}s e^{i\pi}) + e^{i\pi} K_{1}(4\pi \sqrt{n}s e^{-i\pi}) \big|_{s=ik}$$

$$= \sqrt{k} \left( (1 + i) \left( 1 - i \right) K_{1}(4\pi \sqrt{n}k e^{i\pi}) + (1 + i) K_{1}(4\pi \sqrt{n}k) \right)$$

$$= \sqrt{k} \left( -\frac{\pi}{2} J_{1}(4\pi \sqrt{n}k) + i \left( K_{1}(4\pi \sqrt{n}k) + \frac{\pi}{2} Y_{1}(4\pi \sqrt{n}k) \right) \right), \quad k \in \mathbb{R}_{>0}. \quad (234)$$

By inserting (234) in (231), we formally get for the real and imaginary part of $\frac{1}{\pi} \ln Z(ik)$ on the critical line

$$\frac{1}{\pi} \Re \ln Z(ik) = \frac{\sqrt{2}}{\pi^{2}} \sqrt{k} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}} J_{1} \left( 2(2\pi)^{2} \sqrt{\frac{k}{l_{p,n}}} \right),$$

$$\frac{1}{\pi} \Im \ln Z(ik) = -\frac{\sqrt{2}}{\pi^{2}} \sqrt{k} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}}$$

$$\times \left[ K_{1} \left( 2(2\pi)^{2} \sqrt{\frac{k}{l_{p,n}}} \right) + \frac{\pi}{2} Y_{1} \left( 2(2\pi)^{2} \sqrt{\frac{k}{l_{p,n}}} \right) \right], \quad k \in \mathbb{R}_{>0}. \quad (235)$$
Due to the asymptotics (43) and [42, p 139] \((|z| \to \infty)\)

\[
J_\nu(z) = \begin{cases} 
\frac{1}{2\pi z} & 
\left(1 - \frac{z^2}{\nu^2} - \frac{1}{4}\right) \left(1 + O\left(\frac{1}{z}\right)\right), \quad -\pi < \arg z < \pi,
\end{cases}
\]

and similarly as in section 4 for \(N_{\text{Osc}}(x)\) respectively \(N_{\text{lead}}(x)\), we can split up each series in (235) in a normally convergent series on \(k \in \mathbb{R} \setminus \{0\}\) and a series which is given by (ignoring some constant factors which can be extracted from the summands) the real respectively the imaginary part of the Dirichlet series

\[
\sum_{n=0}^{\infty} \frac{d(n)}{n^s} e^{-i\pi s/\sqrt{2}},
\]

with \(s = k \in \mathbb{R} \setminus \mathbb{Z}\). Hardy [41] has proved that this series is locally uniformly convergent on \(k \in \mathbb{R} \setminus \mathbb{Z}\); thus, the two series in (235) exist and define a continuous function on \(\mathbb{R} \setminus \mathbb{Z}\). In addition, the second series in (235) converges even for all \(k \in \mathbb{R} \setminus \{0\}\) (see (41)). Note that due to (43) in the same manner as before for (235) the series in the last line of the rhs in (231) can be split up (ignoring again some constant factors which can be extracted from the summands) in a normally convergent series on

\[
\mathcal{S} := \{s \in \mathbb{C}, \quad \Re s \geq 0\}
\]

which is therefore holomorphic on \(\mathcal{S}\) and locally uniformly continuous on \(\overline{\mathcal{S}}\) and a Dirichlet series which is given by (237) but now with \(s \in \mathcal{S}\). For the next theorem we need a theorem which can be found in [76, p 6].

**Theorem 14.6** [76]. If a Dirichlet series \(f\) is convergent for \(s = s_0\), and has the sum \(f(s_0)\), then \(f(s) \to f(s_0)\) when \(s \to s_0\) along any path which lies entirely within the region \(|\arg(s - s_0)| \leq a < \frac{1}{2}\pi\) (the Dirichlet series is convergent for \(s > s_0\)).

Using theorem 14.6, the analyticity of \(\ln Z(s)\) on \(\mathcal{S}\), the uniqueness of the analytic continuation, and the above results we infer the following theorem.

**Theorem 14.7.**

(i) \(Z(s)\), defined in (204), can be written as the following product over the classical primitive periodic orbits of the graph \(\mathcal{G}\)

\[
Z(s) = \prod_{n=1}^{\infty} \exp\left(-\frac{\sqrt{s}}{\pi} \sum_{m=1}^{\epsilon} \sqrt{\frac{l_{p,n}}{m}} \left[ e^{-i\pi K_1 \left(\frac{2(2\pi)^{\frac{1}{2}}}{m s} e^{i\pi}\right)} + e^{i\pi K_1 \left(\frac{2(2\pi)^{\frac{1}{2}}}{m s} e^{-i\pi}\right)}\right] \right), \quad s \in \mathcal{S} \setminus \{i\mathbb{Z}\}. \tag{239}
\]

(ii) \(\ln Z(s)\) is an analytic function on \(\mathcal{S}\) and satisfies

\[
\frac{1}{\pi} \ln Z(s) = -\frac{\sqrt{2}}{(2\pi)^{\frac{1}{2}}} \sum_{n=1}^{\infty} d(n) \sqrt{\frac{l_{p,n}}{m}} \left[ e^{-i\pi K_1 \left(\frac{s}{l_{p,n}} e^{i\pi}\right)} + e^{i\pi K_1 \left(\frac{s}{l_{p,n}} e^{-i\pi}\right)}\right], \quad s \in \mathcal{S} \setminus \{i\mathbb{Z}\}. \tag{240}
\]
(iii) The real and the imaginary parts of $\frac{1}{2} \ln Z(s)$ on the critical line $s = ik$, $k \in \mathbb{R} \setminus \mathbb{Z}$, are given by (235); in particular it holds, $k \in \mathbb{R}_{>0}$,

$$N^{\text{Osc}}(k) = \lim_{\epsilon \to 0^+} \frac{1}{\pi} \text{Im} \ln Z(ik(1 - ie)) + \frac{d(k)}{2}$$

$$= -\sqrt{\frac{2}{\pi}} \sqrt{\pi} \sum_{n=1}^{\infty} d(n) \sqrt{l_{p,n}} \left[ K_1 \left( 2(2\pi)^{\frac{3}{2}} \sqrt{k} \right) \right] + \frac{\pi}{2} Y_1 \left( 2(2\pi)^{\frac{3}{2}} \sqrt{k} \right) + \frac{d(k)}{2},$$

(241)

where $d(k)$ is defined in (42).

Thus, identity (240) justifies that the limit process $\epsilon \to 0$ in (230), and the corresponding limit process on the rhs in (240) can be interchanged with the summation. Note that the series in (240) is not absolutely convergent on the critical line $i \mathbb{R}$, in contrast to the case $Re s > 0$, where the series (240) is due to asymptotics (43), in particular the exponential damping term therein, absolutely and locally uniformly convergent. Therefore, (240) can be considered as an adiabatic and analytic regularization of $N^{\text{Osc}}(k)$ in (41).

15. The asymptotics of $\ln \det (-\Delta + s^2)$ for $s \to 0$ and $s \to \infty$

In order to derive the asymptotics of $\ln \det (-\Delta + s^2) \equiv \ln D(s^2)$ for $s \to 0$, we use, due to theorem 12.1, representation (183). We then obtain for $\ln D(s^2)$, $|s| < 1$,

$$\ln D(s^2) = -\ln(2\pi) + \sum_{n=1}^{\infty} d(n) \ln \left( 1 + \frac{s^2}{n^2} \right)$$

$$= -\ln(2\pi) + \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \left[ \sum_{n=1}^{\infty} \frac{d(n)}{n^{2m}} \right] s^{2m}$$

$$= -\ln(2\pi) + \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \zeta(2m) s^{2m}$$

$$= -\ln(2\pi) + \left( \frac{\pi^2}{6} \right) s^2 + O(s^4)$$

$$= \ln D(0) + T(0) s^2 + O(s^4), \quad s \to 0,$$

(242)

where we have used the absolute convergence of the double series in the second line in order to interchange the order of summation (in the third line we have used (62) and in the last line (195)).

By (217) we deduce the relation

$$\ln D(s^2) = \pi s \ln s + (2\nu - 1) \pi s + \frac{1}{4} \ln s + \ln Z(s), \quad s > 0.$$  

(243)

Using (230) and (43) we can estimate $\ln Z(s)$ similarly as $T^{\nu}(k)$ in section 13 as, $s \to \infty$,

$$\ln Z(s) = -\sqrt{2s^4} \sum_{n=0}^{\infty} \frac{d(n)}{n^2} \exp(-2\pi \sqrt{2ns}) \cos \left( 2\pi \sqrt{2ns} + \frac{3\pi}{8} \right) \left( 1 + O \left( \frac{1}{\sqrt{n}} \right) \right).$$

(244)

Again, the very first summand in the series (244) determines the leading term of the asymptotics of $\ln Z(s)$ for $s \to \infty$; thus, we can infer the following theorem.
Theorem 15.1. The logarithm of the functional determinant (182) (see theorem 12.1) possesses the asymptotics (242) for $s \to 0$ and

$$\ln \det (-\Delta + s^2) = \pi s \ln s + \pi (2\gamma - 1) s + \frac{1}{2} \ln s - \sqrt{2} s^2 \exp \left(-2\pi \sqrt{2} s\right) \cos \left(2\pi \sqrt{2} s + \frac{3\pi}{8}\right) \left(1 + O \left(\frac{1}{\sqrt{s}}\right)\right) \quad \text{for} \quad s \to \infty. \quad (245)$$

We remark that the ‘Weyl term’ of the asymptotic estimate (245) agrees, of course, with the three leading terms in (207) derived by using the method of [75] and the trace formula (47) for the quantum graph respectively by an evaluation of $\zeta_{\Delta}(s, k)$ at $s = 1$.

16. Conclusion

In this paper, we studied in detail an infinite quantum graph $\mathcal{G}$ which is the limit in the strong resolvent sense of a one-parameter family of Laplacians $(\Delta, D_{\kappa}(\Delta))$, $\kappa > 0$, acting on an infinite chain of edges with edge lengths $l_n = \frac{\pi}{\kappa}$. This one-parameter family of Laplacians interpolates between the Kirchhoff Laplacian corresponding to $\kappa = 0$ having a purely continuous spectrum and the Dirichlet Laplacian corresponding to $\kappa = \infty$ possessing a purely discrete spectrum. We proved that for each parameter $\kappa > 0$ the operator $(\Delta, D_{\kappa}(\Delta))$ possesses a purely discrete spectrum.

The infinite Dirichlet quantum graph $\mathcal{G}$ is characterized by pure Dirichlet boundary conditions at the vertices. The corresponding classical system describes a single particle moving freely on the edges and experiencing a hard wall reflection at the vertices. It describes therefore a regular classical system. Since the spectral multiplicities are given by the divisor function $d(n)$, this quantum graph is directly related to the well-known and still unsolved Dirichlet divisor problem, and thus the spectral counting function $N(x)$ coincides with the divisor summatory function. The Voronoï summation formula (47) plays the role of an exact trace formula for this system. For the Dirichlet quantum graph we derived explicit formulae for the trace of the wave group $\Theta_{\Delta_1}(t)$, the trace of the generalized heat kernel $\Theta_{\Delta_1}(t, k)$, the trace of the resolvent $T(k)$ and investigated their asymptotic behaviour for the arguments tending to zero or infinity. Furthermore, we examined various spectral zeta functions, $\zeta_{\Delta_1}(s, k)$, $\tilde{\zeta}_{\Delta_1}(s, k)$ and $\zeta_\Delta(s, k)$, which can be used to define the spectral determinant $\det(-\Delta + k^2)$ in the sense of [27]. For the spectral determinant $\det(-\Delta + k^2)$ we derived the asymptotics for $k \to \infty$ and calculated the Taylor series for $|k| < 1$. These calculations are based on the investigation of a Selberg-like zeta function $Z(s)$ which is defined in terms of the periodic orbits of the system. We derived explicit expressions for $Z(s)$ valid on various domains in $\mathbb{C}$ and established a connection with the oscillatory part $N^{\text{Osc}}(s)$ (remainder of the Dirichlet summatory function) of $N(x)$. Furthermore, we obtained a functional equation for $Z(s)$ which resembles that of the famous Selberg zeta function for the hyperbolic Laplacian acting on compact Riemann surfaces. Most interestingly $Z(s)$ fulfills the analogue of the Riemann hypothesis.
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