Allosteric Regulation by a Critical Membrane
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Many of the processes that underly neural computation are carried out by ion channels embedded in the plasma membrane, a two-dimensional liquid that surrounds all cells. Recent experiments have demonstrated that this membrane is poised close to a liquid-liquid critical point in the Ising universality class. Here we use both exact and stochastic techniques on the lattice Ising model to explore the ramifications of proximity to criticality for proteins that are allosterically coupled to Ising composition modes. Owing to diverging generalized susceptibilities, such a protein’s activity becomes strongly influenced by perturbations that influence the two relevant parameters of the critical point, especially the critical temperature. In addition, the protein’s kinetics acquire a range of time scales from its surroundings, the plasma membrane, naturally leading to non-Markovian dynamics.
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Every cell is surrounded by the plasma membrane, a two dimensional (2D) liquid composed of lipids and embedded proteins. In addition to separating the cell from its surroundings, the plasma membrane is home to diverse functional processes. In neurons, membrane-bound ion channels sense chemical and electrical signals and control conductance to specific ions, leading to the complex dynamics that underly neural function. Recent progress suggests a role for the membrane itself in regulating these processes. The membrane is heterogeneous, with liquid structures often termed ‘rafts’ at length scales of 10–100 nm, much larger than the 1 nm scale of individual lipids [1, 2]. Experiments have suggested a physical mechanism underlying these structures. Vesicles isolated from a mammalian cell line have membranes tuned close to a liquid-liquid miscibility critical point [3]. When cooled below their critical temperature, $T_c$, these vesicles macroscopically phase separate into two liquid phases termed liquid ordered ($l_o$) and liquid disordered ($l_d$) which differ in the partitioning of lipids, proteins and a fluorescent dye [3].

Previously we have argued that proximity to this critical point is likely to underly much of the ‘raft’ heterogeneity seen in diverse membrane systems [3] with embedded proteins subject to long-range critical Casimir forces [4]. More recently we have shown that n-alcohol anesthetics take membrane derived vesicles away from criticality by lowering $T_c$ [7]. Despite structural diversity, anesthetics are known to exert similar effects on diverse ion channels [8] leading us to speculate that these effects might arise because anesthetics mimic or interfere with native regulation of channels by their surrounding membrane. In support of this, we found that conditions that reverse anesthetic effects on ion channels and organisms also raise critical temperatures in vesicles [9].

Here we explore consequences of thermodynamic criticality for a membrane-bound protein whose internal state is coupled to the state of its surrounding membrane. While most ion channels are broadly classified as ligand gated or voltage gated, many are also sensitive to a wide range of modulators including calcium levels, pH, lipids, and temperature [10]. Ion channel function can also depend on the 2D solvent properties of the membrane in which they are embedded, both in reconstituted [11, 12] and in vivo assays [13, 14]. In this manuscript we develop a simple model for a protein regulated by its surrounding membrane. We show that when the membrane is held close to a critical point this type of coupling leads to a qualitatively distinct regime including strong responses to perturbations which influence $T_c$, a hierarchy of time scales, and non-Markovian dynamics. As we show, these effects are critical phenomena, arising from the diverging generalized susceptibilities and correlation times that emerge near the critical point.

Throughout the manuscript we consider a system consisting of membrane degrees of freedom $\{s\}$ and a single hypothetical ion channel (Fig. 1A) with state $R$ and Hamiltonian

$$H_{\text{tot}}(\{s\}, R) = H_{\text{mem}}(\{s\}) + E_R + H_{\text{int}}(\{s\}_\partial, R)$$

(1)

where $H_{\text{mem}}$ describes interactions of membrane lipids with one another, $E_R$ measures the (free) energy of state $R$ without considering membrane interactions, and $H_{\text{int}}$ describes the interaction between the protein in state $R$ and the components that it contacts at its boundary, $s \in \partial$. In equilibrium, the system consisting of protein and membrane will be in a given state with probability determined by an appropriate Boltzmann distribution, $P(\{s\}, R) = e^{-\beta H_{\text{tot}}(\{s\}, R)}/Z$. We can integrate over membrane degrees of freedom to isolate the protein whose internal states are occupied according to $P(R) = \exp(-\beta F_R)/Z$, where

$$\exp(-\beta F_R) = \sum_{\{s\}} \exp(-\beta H_{\text{tot}}(\{s\}, R))$$

(2)

defines $F_R$, the free energy of state $R$. 
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As in previous work, we model the membrane as a square-lattice of spins $s_i = \pm 1$ with the usual Ising Hamiltonian $H_{\text{mem}} = - J \sum_{(i,j)} s_i s_j$, where the sum runs over all nearest neighbor pairs neither of which are contained in the protein. In our model, up/down spins roughly correspond to more $l_a/l_d$ partitioning components, with a lattice constant which corresponds to $l \sim 1-2$ nm of membrane. This scale corresponds both to the approximate size of a lipid of $\sim 0.8 \text{ nm}^2$[15][16] and to measurements of the correlation length near the critical point of cell-derived vesicles[3]. Our model also contains a protein whose internal state can take two values, $R = \pm 1$ which could correspond to open/closed, and a chemical potential (perhaps modulated by a ligand) that contributes a term in the Hamiltonian $E_R = - \mu R$. Crucially we also include an interaction between membrane and protein of the form $H_{\text{int}} = \sum_i h_i(R) s_i$ where this sum is over spins which border the protein, whose boundary conditions (BCs) in state $R$ are determined by $h_i(R)$ (See Fig. 1B). These interactions between our protein’s state $R$ and surrounding spins mimic a coupling between a protein’s functional state and the membrane’s state as seen experimentally[11][13][14]. They could arise from hydrophobic mismatch[17][18], distinct lateral pressure profiles in the different phases[19], or specific interactions with particular components that partition strongly into distinct phases[20].

We consider three types of BCs in this manuscript: fixed BCs in which $h_i(R) = \pm J_R$, free BCs in which $h_i(R) = 0$ and Janus BCs in which $h_i(R) = +J_R$ on one side of the protein and $h_i(R) = -J_R$ on the other side.

We first wanted to investigate how a change in the membrane’s properties might influence average channel activity, as would be measured by a whole cell recording or other technique probing the response of many channels together. In the context of our model this means examining the dependence of $P(R)$ on the details of $H_{\text{mem}}$. As this is a static property of our equilibrium system we can make use of a remarkable algorithm developed for spin glasses that uses Pfaffian elimination to exactly calculate partition functions to user specified precision on lattices with arbitrary nearest neighbor couplings $J_{ij}$ in zero field[21]. We implement our Hamiltonian by setting all interactions $J_{ij}$ between spins to $\beta J$, interactions between lattice sites internal to the protein to a large negative value (here $-10$) and interactions between lattice sites contained in the protein and spins to $h_i(R)$ (see Fig. 1B).

Changes to $H_{\text{mem}}$ will lead to a change in a state’s free energy $\Delta F_R$ with resulting changes in $P(R)$. In this two-state example, only the difference in free energy changes, $\Delta F_{\text{diff}} = \Delta F_+ - \Delta F_-$ will influence $P(R = \pm 1)$ through:

$$P(R = +1) \rightarrow P'(R = +1) = \frac{P(R = +1)}{P(R = -1)} \exp(-\beta \Delta F_{\text{diff}}) \quad (3)$$

Thus $\exp(-\beta \Delta F_{\text{diff}})$ measures the degree to which a change in $H_{\text{mem}}$ potentiates the $+\text{state}$ (see Fig. 2A).

We estimate the potentiation of function that accompanies a 1% change in $T_c$, comparable both to the natural variation seen in cell derived vesicles[3], and to the magnitude of the effect seen with physiologically relevant concentrations of anesthetics[7]. We examine BCs in which the $R = -1$ state has fixed BCs ($h_i = +\infty$, here 10 for numerical purposes) while the $R = +1$ state has either free BCs ($h_i = 0$) or Janus BCs. The results are shown in Fig. 2B-D. In Fig. 2B this potentiation is shown for proteins in which the $R = +1$ has free BCs, at $T = 1.05 T_c$ for proteins with a range of radii. Larger proteins see more pronounced potentiation due to the increased surface area of interaction. In Fig. 2C the potentiation is shown for the same proteins over a range of temperatures. Away from the critical point, this change has only a small effect on the state occupancy – the potentiation is small. However, near the critical point the potentiation
becomes much larger, even for the modest 1% change in the time scale of real ion channels spanning many time scales [24]: ‘flickers’ shorter than $\sigma$, single ‘openings’ (which often contain many short flickers), and ‘bursts’ in which a series of openings occur close to each other. The time-scale of these features increases as the critical point is approached (Fig. 3A). Similar changes in the time-scale of ion channel dynamics arising from the addition of some anesthetics have been observed experimentally [25]. These could result from perturbations to the proximity of the membrane to criticality, though they are typically interpreted as a critical phenomenon. According to scaling, the free energy associated with the insertion of an inclusion should have a singular contribution that depends on the inclusion size, BCs and the distance to the critical point:

$$F_R^\text{diff} = U(r^{1/y_c}, h/r^{y_b/y_c}, \ldots)$$ (4)

where $y_c = \nu = 1$ and $y_b = \gamma = 15/8$ are the scaling dimension of the fields $r$ and $h$, $r$ is the radius of the inclusion and $U$ is a universal function. Taking a derivative with respect to $r$, we expect that

$$\frac{\partial F_r^\text{diff}}{\partial r} = r^{y_b} U(r^{1/y_c}, h/r^{y_b/y_c}, \ldots)$$ (5)

We verify that our measured potentiation can indeed be collapsed in this manner in Fig. 2D for the fixed/Janus BCs. However, for the fixed/free particles we find an additional contribution that arises more directly from the boundary. This term is proportional to the length of the boundary and should scale as

$$F_R^\text{\partial} = r/l \ U(l^{1/y_c}, h/l^{y_b/y_c}, \ldots)$$ (6)

leading to a similar collapse but with $ln t$ on the x-axis (see supplement for discussion). While scaling suggests that coupling to changes in $h$ would diverge more strongly near criticality, membranes are at fixed magnetization (composition) in which there is no divergence.

We next looked at the role a critical membrane could play in shaping the kinetics of ion channel function as would be measured in single channel voltage clamp experiments. To do this we employ the local Kawasaki algorithm [22] as we have done previously [5] which implements diffusive ‘model B’ dynamics [23]. Using these dynamics a sweep (in which every spin is proposed to exchange with its neighbors once) corresponds to roughly a microsecond of real time since each lattice site corresponds to the size of a lipid and lipids diffuse at a rate of $\sim 1 \mu m^2/s$ [90][97]. Our Kawasaki dynamics forbid exchange with spins in the protein, but every sweep the protein changes state with the Metropolis probability to ensure detailed balance.

While our protein attempts to change its state during every sweep, its apparent kinetics are much slower. Representative traces of $R(t)$ are shown in Fig. 3A after convolution with a Gaussian of width $\sigma = 10^3$ sweeps [28]. These traces share qualitative features with real ion channels spanning many time scales [24]: ‘flickers’ shorter than $\sigma$, single ‘openings’ (which often contain many short flickers), and ‘bursts’ in which a series of openings occur close to each other. The time-scale of these features increases as the critical point is approached (Fig. 3A). Similar changes in the time-scale of ion channel dynamics arising from the addition of some anesthetics have been observed experimentally [25]. These could result from perturbations to the proximity of the membrane to criticality, though they are typically interpreted...
as arising from direct binding interactions between anesthetic and channel.

We quantify these findings by looking at the time autocorrelation of the simulated protein, \( \chi(\tau) = \langle R(0) R(\tau) \rangle \), for a range of temperatures (Fig. 3B), demonstrating that correlations in state persist much longer as the critical point is approached. We also perform simulations for proteins of different radii all at \( T = 1.05 T_c \) (Fig. 3C), demonstrating that larger proteins have slower kinetics due to the increased area for interaction with surrounding membrane. These curves quantify the many time-scales that can be seen qualitatively in Fig. 3A; they are not closely approximated by single exponentials. Although the system as a whole is Markovian, when considered in isolation the protein displays non-Markovian dynamics, implying that some memory of its history is stored in the membrane degrees of freedom surrounding it. The non-Markovianity of several real ion channels and other membrane-embedded proteins has been well characterized and various internal states of these proteins have been hypothesized [26, 27]; however, our results suggest that in some cases the history of the protein’s state may be stored in the membrane rather than in internal states of the protein itself.

We expect that the long time-scales seen in Fig. 3A are inherited from the surrounding membrane. Near the Ising critical point the correlation length diverges as \( \xi \propto t^{-\nu} \), and the correlation time diverges like \( \tau_{\text{corr}} \propto \xi^z \) where a dynamic exponent is \( z = 4 - \eta = 3.75 \) for the Kawasaki dynamics employed here [24]. If the curves of \( R(t) \) reflect properties of these slow critical fluctuations, then we might expect that autocorrelation functions in systems with different radii and correlation lengths \( \chi(\tau,r,\xi) \) might take a universal form:

\[
\chi(\tau,r,\xi) = r^2 U(\frac{r}{\xi}, \frac{\tau}{\xi^z})
\]

with \( \lambda = 2y_b = 1 \) where \( y_b \) is the scaling dimension of the boundary operator which is expected to be 1/2 from conformal field theory arguments (See [1] and supplement for a brief discussion). To check this, we performed simulations for the same proteins shown in Fig. 3C but now at different temperatures chosen so that \( r/\xi \) is fixed. While the bare curves decay over time-scales that differ by a factor of 10^2, when we plot \( \chi(\tau)/r \) vs \( \tau/\xi^z \), we see collapse onto a single curve within stochastic error (Fig. 3D) as predicted by equation [7].

Conclusion- Regulation by the nearly critical membrane might be very widespread both in ion channels and for other membrane-bound proteins. There are hints that the membrane may be playing an important role in this localization [29] and in some cases in direct regulation [14] of channels. Our model could account for the sensitivity of many diverse ion channels to chemically diverse anesthetics [8] which we have demonstrated lower the critical temperature of cell-derived vesicles by \( \sim 4K \), just over 1% [7]. This explanation is appealing in that it might also explain why cholesterol depletion, which changes the membrane’s ‘magnetization’ [30] also effects many anesthetic-sensitive channels [14]. Our results suggest that such channels should have their partitioning into small domains modulated by addition of ligand, a prediction that could be tested using super-resolution techniques.

While most previous studies, both by ourselves [5, 6] and others [31] have focused on the role of membrane thermodynamics in localizing proteins into domains, this work suggests the same domains could couple more directly to function. We predict that when a receptor binds ligand it will change its preference for its surrounding lipid environment, leading to different interaction partners and an imprint on the state of the local membrane that will persist even after the ligand has dispersed. We have highlighted a specific impact of thermodynamic criticality on a single ion channel, and further work will clarify how this mechanism contributes to neural function.
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SUPPLEMENTAL INFORMATION

In supplemental information we first provide a more detailed argument for the form of the scaling function needed to capture fixed/free BCs used to make Fig. 2D of the main text. We then discuss the scaling form of the dynamic correlation function $\chi(\tau, r, \xi)$. Finally, we discuss subtleties in our gaussian blurring procedure used to make Fig. 3A in the main text.

Scaling of $\partial F/\partial J$ for free BCs

In a suitable continuum limit we can write the Hamiltonian conditioned on particular boundaries as:

$$H = J \int_{|\vec{x}|>r} d\vec{x}\epsilon(\vec{x})$$

(8)

where $\epsilon(\vec{x})$, the energy operator, is the continuum version of $\epsilon_{ij} = s_{i,j}s_{i+1,j}$. Both here and on the lattice, we can write the free energy change associated with a change in Hamiltonian parameters as:

$$\frac{\partial F}{\partial J} = \left\langle \int d\vec{x}\epsilon(\vec{x}) \right\rangle$$

(9)

Here we use conformal field theory techniques to exactly calculate the field $\epsilon(\vec{r})$ that surrounds inclusions with our fixed and free BCs exactly at the critical point and in the continuum. Although we are unable to carry out this calculation away from $T_c$, we can use scaling to find the form of the relevant function.

At the critical point we make use of exact methods that we and others have previously used to calculate Casimir forces between inclusions with particular BCs. Here we take a different limit, wherein one of the inclusions is infinitesimal and serves only as a ‘test particle’ for measuring the strength of the the other inclusion’s induced field $\epsilon(\vec{d})$, which is a function of its BCs.

To calibrate our test particle we first note that $\epsilon(\vec{d})$ is a primary scaling field with scaling dimension 1 so that:

$$\left\langle \epsilon(0)\epsilon(\vec{d}) \right\rangle \sim \frac{1}{|\vec{d}|^2}$$

(10)

An inclusion with Free BCs in the Ising model will not couple to the order parameter, and so its leading contributions arise from its coupling to the energy field $\epsilon(\vec{x})$. When two inclusions of radius $r$ are placed a large distance $d$ apart, their interactions are closely approximated as arising from point like insertions of field so that their interaction energy goes like:

$$U_{Fr-rF}(d, r, r) \sim \hbar(0)(\epsilon(0)\epsilon(\vec{d})) + \text{higher order in } d$$

(11)

This in conjunction with the exact results allows us to infer the coupling $\hbar_r(r) \sim r$.

Next we use the same exact results this time with one protein of radius $r$ and one of infinitesimal radius $a_0$. At the critical point, conformal invariance allows implies that their interaction energy can be written as a function of just one number, $x = (d+2a_0)/(d+2r)$. As $a_0$ becomes small, $x$ becomes large, even when $d << r$, allowing for a measurement of $\epsilon(r)$ everywhere in space including closeby to our inclusion of interest. In this limit, the scaling form is sufficient, and we find:

$$\left\langle \epsilon(\vec{d}) \right\rangle = \frac{r}{|\vec{d}|(|\vec{d}|+2r)} \times \mathcal{U}(d/\xi, r/\xi, 1/\xi, ...$$

(12)

Where the expectation values are conditioned on the presence of an inclusion with Free BCs of radius $r$ at the origin, and where $d$ measures the distance from the surface of the protein. We are interested in the integral over space of $\langle \epsilon(\vec{d}) \rangle$ which diverges at both large and short distances. The short distance divergence we will cut off by starting our integration at a cutoff motivated by a lattice at $l_0$. Since we are primarily interested in the nearly critical, rather than critical regime, we assume that the off-critical energy field takes the following form, which is certainly true in a regime where $\xi > r > l$:

$$\left\langle \epsilon(\vec{d}) \right\rangle = \frac{r}{|\vec{d}|(|\vec{d}|+2r)} \times \mathcal{U}(d/\xi, r/\xi, 1/\xi, ...$$

(13)

where the universal function presumably depends primarily on its first argument (the latter will henceforth be omitted). Though we do not know the exact form of $\mathcal{U}(d/\xi)$ we expect that it is close to 1 when $d/\xi << 1$ and that it goes to 0 when $d/\xi >> 1$. Our desired integral can now be written

$$\frac{\partial F}{\partial J} = \left\langle \int d\vec{d}\epsilon(\vec{d}) \right\rangle = \int_{l_0}^{\infty} 2\pi |\vec{d}|\int d\vec{d} |\vec{d}| r d(d+2r) \mathcal{U}(d/\xi)$$

(14)

Now we split this into two terms determined by whether their contribution diverges as $l \to 0$ or only as $\xi \to \infty$.

$$\int_{l_0}^{\infty} \pi|\vec{d}|/d \mathcal{U}(d/\xi)$$

(15)

and

$$\int_{l_0}^{\infty} \pi|\vec{d}|/(|\vec{d}|+2r) \mathcal{U}(d/\xi)$$

(16)

In the first we change coordinates to $x = d/l_0$

$$\pi r \int_{l_0}^{\infty} dx \frac{\mathcal{U}(l/\xi, x)}{x}$$

(17)
which is of the form $r \mathcal{U}_1(l/\xi)$ for a (different) universal function $\mathcal{U}$. For the second term, we can take $l \to 0$ and instead change variables to $x = d/r$ yielding

\[ \pi r \int_0^\infty dx \frac{\mathcal{U}((r/\xi)x)}{(x+2)} \]

which is of the form $r \mathcal{U}_2(r/\xi)$.

From the above we can write

\[ \frac{\partial F}{\partial J} = r \mathcal{U}_1(l/\xi) + r \mathcal{U}_2(r/\xi) \]

As both terms diverge as the arguments of $\mathcal{U}_{1/2}$ become large, we generally expect the first to dominate when except when it is 0 for some reason. This is the case for the fixed/free BCs as can be seen in Fig. 2D of the main text. This calculation does not easily extend to the Janus/fixed case, where (for example) the field $\epsilon(d)$ presumably has angular dependence. However, since the boundary of the Janus BCs look locally similar to the boundary of the fixed BCs, we might expect that the term with $l/\xi$ dependence cancels, leaving only a term with $r/\xi$ dependence, as is seen in Fig. 2D of the main paper.

**Scaling of dynamics with radius**

We wish to argue for the scaling form of $\chi(\tau, r, \xi) = \langle R(0)R(\tau) \rangle$ defined in the paper. First consider a simpler version where a site magnetic field adds a term in the Hamiltonian $-h_{\text{eff}} R$. We assume that at a rate $k$, $R$ switches or not so as to satisfy detailed balance so that:

\[ \langle R(0)R(\tau) \rangle = \mathcal{U}(h, k\tau, \tau/\xi^z) \]

If we assume $k$ is very fast we can ignore the $k$ dependence. Furthermore, $h$ dependence must be even, so that when $h$ is small we have:

\[ \langle R(0)R(\tau) \rangle = h^2 \mathcal{U}(\tau/\xi^z) + \mathcal{O}(h^4) \]

where, in fact, this is just $\langle R(0)R(\tau) \rangle = h^2 \langle s_0(0)s_0(\tau) \rangle$.

We would like to do a similar calculation here, but now we must replace $h$ with $h_{\text{eff}}(r, J_r)$. We suspect that ours is best understood as a ‘boundary field’, whose dimension is $y_b = 1/2$ so that $h_{\text{eff}}(r) \sim r^{1/2} J_r$ so that

\[ \chi(\tau, r, \xi) = \mathcal{U}(r^{y_b} J_r, k \tau, \tau/\xi^z) \]

which, for small $r^{1/2} J_r$, small $k$ and fixed $J_r$ can be written as

\[ \chi(\tau, r, \xi) = r^{2y_b} \mathcal{U}(\tau/\xi^z) \]

This analysis predicts that had we also scaled $J_r \sim r^{-y_b}$ that we could have found results that collapsed even for larger proteins for which our relatively large $J_r$’s almost never flip.

**Gaussian Blurring**

Patch clamp recordings measure times on the order of 50-100 $\mu$s [2–4] while the dynamics of the ion channels we simulate here occur on timescales of 0.1 $\mu$s. Therefore, in order to simulate the comparatively low temporal resolution of patch clamp recordings, we plot the state of the channel as a function of time, $R(t)$, after convolution with the Gaussian $k(\tau) = e^{-\tau^2/\sigma^2}$. In Fig. 4 (top), we show the resulting simulated recordings for a range of $\sigma$s spanning several orders of magnitude. Gaussian blurring leads to the emergence of a timescale of ion channel dynamics on the order of tens of $\mu$s, and this result is robust to changes in $\sigma$. This feature appears to be a non-Markovian phenomenon: a similar analysis performed on an ion channel simulated at high temperature far from criticality, for which the channel’s dynamics are Markovian, does not lead to the emergence of such timescales (Fig. 4 bottom).

* Electronic address: bmanchta@princeton.edu

[1] Cardy J (2004) Boundary Conformal Field Theory. ArXiv High Energy Physics - Theory e-prints.

[2] Hamill O, Marty A, Neher E, Sakmann B, Sigworth F (1981) Improved patch-clamp techniques for high-resolution current recording from cells and cell-free membrane patches. Pflogers Archiv 391:85–100.

[3] Kasianowicz J, Brandin E, Branton D, Deamer D (1996) Characterization of individual polynucleotide molecules using a membrane channel. Proceedings of the National Academy of Sciences 93:13770–13773.

[4] Sakmann B, Neher E, eds (2009) Single-Channel Recording (Springer Science & Business Media, Berlin).
FIG. 4: Results Are Robust to Resolution of Gaussian Blurring

Top: The simulated protein attempted to flip every sweep (corresponding to 0.1 μs), and without any blurring, the simulated ion channel recording includes state changes on the corresponding timescale (top left). However, when the low temporal resolution of standard patch-clamp techniques is accounted for through convolution of the data with the Gaussian $k(t) = e^{-t^2/\sigma^2}$ as in Fig. 3A, a timescale for protein dynamics on the order of tens of ms can be seen. This result is not changed when the resolution of the Gaussian blurring, $\sigma$, is varied, even by orders of magnitude. Bottom: No such timescale emerges in the Markovian case.