Abstract—This work studies the decentralized and uncoordinated energy source selection problem for smart-grid consumers with heterogeneous energy profiles and risk attitudes: they compete for a limited amount of renewable energy in their local community, at the risk of paying a higher cost if that energy is not enough to supply all such demand. We model this problem as a non-cooperative game and study the existence of mixed-strategy Nash equilibria (NE) under the proportional allocation policy employed when the total demand for renewable energy exceeds the available one. We derive under NE closed-form expressions for the resulting total renewable energy demand and social cost under varying consumer profiles, energy costs and availability. The analysis also provides useful guidelines as to what consumers should do (compete or not) based on their risk attitude or if they should be more risk-taking, under certain conditions. Finally, we study numerically the efficiency of this decentralized scheme compared to a centralized one via the price-of-anarchy metric.

I. INTRODUCTION

Modern power systems are characterized by an increasing number of distributed renewable energy sources (RESs) that are often locally owned by active and environmentally conscious consumers. Thus, grids are driven towards a consumer-centered setting, which necessitates a paradigm shift in their operation and control. In this context, designing appropriate demand response programs (DRPs), which promote the adaptation of the energy consumption by self-interested consumers themselves and energy sharing within a community, has become a central question [1].

Several existing works in the literature on DRPs focus on the direct load control by a profit-maximizing utility and on the community-based energy sharing [2], [3]. However, these centralized and coordinated approaches require extensive communication among the agents, or the existence of a central coordinator (utility or community market operator), which may raise fairness [4], privacy [5] and scalability [6] issues. These issues may hinder the large-scale development of DRPs and should be accounted for when designing future mechanisms for demand response. To circumvent these issues, this work focuses on the design and analysis of a decentralized and uncoordinated DRP for consumers in a local energy community. In the absence of a central coordinator or direct communication among consumers, the consumers decide independently how to adapt their consumption. While such a mechanism may not lead to a socially-optimal energy dispatch, its scalability and fairness properties as well as its privacy awareness render it desirable compared to traditional centralized and coordinated approaches for DRPs [8], [9].

Further works in the literature have focused on the design of pricing policies to incentivize consumers to adapt their loads in a decentralized and uncoordinated manner, using non-cooperative game theoretical tools [10], [11]. The dynamic pricing policy proposed in [12] incentivizes consumers towards developing a load profile that is more convenient to be supplied by the providers. The distributed load management mechanism of [13] incentivizes consumers to shift peak consumption. Moreover, the work in [9] thoroughly analyzes DRPs with an hourly billing policy. However, these works focus on competition among consumers across time for the capacity of a single energy source provided by a central utility, rather than selection among multiple energy sources.

In contrast with the aforementioned literature, in this paper, we are interested in studying the energy source selection problem of consumers in a local community, who independently decide which resource to consume, namely (i) locally-produced RESs generation, which is expected to cost less, is environmentally friendly and assists the economy of the local community, or (ii) centralized conventional generation, with a fixed price depending on the time of the day, based on their preferences (i.e., energy needs and attitude towards risk). Opting for RESs entails the risk of incurring a high consumer cost if the aggregate demand for RESs exceeds its available capacity. In this case, the available RES capacity is allocated among consumers based on a given allocation policy, and the excess demand is covered by high-priced peak-load generation. Alternatively, consumers may choose to engage their loads during night when their demand will be covered by a medium-priced base load generation. In essence, each consumer faces the dilemma of competing or not for a limited inexpensive but risky resource: if they compete and are successful they incur a low resource cost; if they compete and fail, they incur a high cost; if they decide not to compete, they incur a medium cost. This general resource selection problem formulation with the ternary cost structure can model a wealth of resource selection cases, such as in the case of parking resources [14].

The proposed decentralized and uncoordinated DRP is of particular interest in the context of power systems with an
increasing presence of local RESs, and growing environmental concerns on the consumers’ side. Indeed, various studies have shown the operational, economic, and environmental benefits of the local integration and management of RESs for the grid and the consumers, such as reduced CO₂ emissions, operating costs, uncertainty, and congestion [15]. Also, recent studies suggest that the local consumption of RESs and direct involvement of consumers at the community level can facilitate the social acceptance of RESs [16], [17].

In order to assess the socio-economic feasibility of this decentralized and uncoordinated DRP with self-interested consumers, it is fundamental to choose an appropriate allocation policy. Various works in the literature have focused on the analysis of allocation policies for a limited resource among multiple players in a wide range of applications. First, an adequate allocation policy should aim at efficiently incentivizing consumers to adapt their flexible demand to avoid congestion. Second, to facilitate social-acceptance and consumers engagement an adequate allocation policy should satisfy a notion of fairness. In particular, the work in [13] showed that proportional fairness, may provide higher efficiency and a lower “cost of fairness” than other axiomatically justified notions of fairness. For this reason, the proportional allocation (PA) policy is of particular interest in our DRP and it is applied in this paper. However, contrary to our work, the work in [18] does not investigate agents with heterogeneous preferences, such as attitude towards risk, which limits its application to realistic local energy communities. To the best of our knowledge, no application of this notion of fairness has been proposed to design decentralized and uncoordinated DRPs in local energy communities.

Finally, when developing decentralized DRPs it is important to assess the efficiency loss compared to a centralized DRP approach. The authors in [19] have shown that for an infinite population of consumers with identical preferences, the NE of a distributed DRP is efficient. However, these assumptions are impractical and quite restrictive. Further works have focused on quantifying the loss of efficiency resulting from the self-interested behavior of consumers compared to a centralized approach, using the so-called Price of Anarchy (PoA) metric, e.g., [20], [21]. For instance, the authors in [21] study the distributed control of loads using a proportional allocation (PA) policy and derive a bound on the PoA. Yet, the aforementioned papers, again, focus on the pricing/allocation of a single source of energy, rather than the allocation of multiple energy sources to consumers with heterogeneous preferences.

Given the described research gaps, the contributions of this paper are threefold
• First, we present a novel game-theoretical formulation of the aforementioned decentralized and uncoordinated energy source selection problem for consumers in a local energy community with heterogeneous preferences, namely their energy demand and attitude towards risk. The proposed game covers a broad range of consumer types and defferable loads (e.g. electric vehicles, electrical appliances, space heating, etc.).
• Second, we study the existence of NE under the PA policy and we derive closed-form expressions for the resulting RES demand and social cost under NE. To the best of our knowledge, this paper is the first to propose, thoroughly analyze and evaluate a game-theoretic framework for the distributed, uncoordinated energy source selection problem in local energy communities with differently-priced resources and heterogeneous consumers preferences.
• Third, we numerically assess the efficiency of the distributed, uncoordinated energy selection game with respect to the benchmark centralized mechanism using the Price-of-Anarchy (PoA) metric.

The rest of the paper is organized as follows. Section II introduces the game-theoretic model. Section III studies the existence of NE and gives related closed-form expressions. Section IV presents the numerical evaluations with emphasis on the PoA metric. Finally, Section V concludes the paper.

II. UNCOORDINATED ENERGY SOURCE SELECTION GAME

A. Game set up

We consider an energy community with N consumers that have access to multiple energy sources in order to serve their flexible loads. During the day, they have access to (i) a limited RES capacity $ER > 0$ (in energy units e.g., kWh) produced locally at a low-cost price $c_{RES}$ per unit of energy, and (ii) an unlimited peak-load production from the grid at a high-cost price $c_{nonRES,d} = \gamma \cdot c_{RES}$, with $\gamma > 1$. During the night, they have access to an unlimited base-load production from the grid, with a medium-cost $c_{nonRES,n} = \beta \cdot c_{RES}$, with $\gamma > \beta > 1$.

At the beginning of a given day, each self-interested consumer independently decides whether they will engage, i.e., supply, their flexible loads during the day or during the night. Once engaged, their loads cannot be interrupted or shifted to another time period. If a consumer engages its load during the day, they compete with other consumers to use the low-cost RESs but incur the risk to be allocated the high-cost peak-load production during the day. Indeed, if too many consumers compete for the local RESs and their aggregate demand exceeds the available RESs capacity, the part of their load that cannot be covered locally by RESs must be covered by the peak-load production during the day. Due to this risk the consumers may wish to engage only part of their total flexible load in the day depending on their risk aversion. The remainder of their daily flexible load is then curtailed for that day, and transferred to the following day that the game is played.

This behavior represents a broad range of loads, including shiftable appliances, such as washing machines, that do not need to run every day, as well as EVs, water heaters, and batteries, that do not need to be fully charged at the end of a given day. For instance, an EV owner would compute their minimum (inflexible) daily energy load, representing the energy needed to cover their transportation needs for the day, as well as their flexible energy load, representing the additional energy needed to fully charge their EV. Then, if they decide to compete for RESs, they may be willing to engage only part of their flexible load to mitigate the risk of paying for the high-priced peak-load production. At the beginning of the following day that they play this game, they would update
their daily inflexible and flexible loads and their risk attitude based on their new state-of-charge and transportation needs.

In the following, we provide the mathematical definition of this uncoordinated Energy Source Selection Game (ESSG).

**Definition 2.1:** An Energy Source Selection Game is a tuple $\Gamma = (\mathcal{N}, \mathcal{E}, \mathcal{R}, \{A_i\}_{i \in \mathcal{N}}, \{v_{A_i, \vartheta_i}\}_{i \in \mathcal{N}}, \mathbf{r}, \mathbf{r}_{A_i, \vartheta_i})$, where:

- $\mathcal{N} = \{1, \ldots, N\}$ is the set of energy consumers.
- $\mathcal{E} > 0$ is the limited RES capacity in energy units.
- $A_i$ is the action of player $i$ taking values in the set of potential pure strategies $A = \{RES, nonRES\}$ (which is the same for all consumers). $A$ consists of the choices of the potential actions to take during the day to compete for RES ($RES$) or engage their loads during the night ($nonRES$).
- $\vartheta_i \in \Theta = \{0, 1, \ldots, M-1\}$ ($M \leq N$) is the type of consumer $i \in \mathcal{N}$, consisting of an energy load profile $U_{\vartheta_i}$, and a risk aversion degree $\mu_{\vartheta_i} \leq 1$. The risk aversion degree represents the aversion of consumers to risk their entire load during the day if playing RES. In particular, if a consumer $i \in \mathcal{N}$ plays $A_i = nonRES$, it engages its entire load profile $U_{\vartheta_i}$ at night. If a consumer plays $A_i = RES$, it engages a part of its load equal to $\mu_{\vartheta_i} U_{\vartheta_i}$ during the day, while the remaining of its load $(1 - \mu_{\vartheta_i}) U_{\vartheta_i}$ is curtailed or transferred to another time that the game is played. Therefore, $\mu_{\vartheta_i} = 1$ represents a risk-seeking consumer $i$ who risks its entire load when playing RES, and $\mu_{\vartheta_i} < 1$ a risk-conservative consumer.
- $\mathbf{r} = [r_0, \ldots, r_{M-1}]^T$ is a probability distribution with $0 \leq r_\ell \leq 1$ the probability that a consumer is of type $\ell \in \Theta$.
- $v_{A_i, \vartheta_i}(\cdot) : \mathbb{R}^M \rightarrow \mathbb{R}$ is the cost function of a player $i$ with type $\vartheta_i$ and action $A_i$.

The ESSG is played once a day and the type of each consumer (energy load profile and risk aversion degree) may differ between consecutive games but remains fixed during a particular game. When taking decisions (on the variables $A_i, \forall i \in \mathcal{N}$) the consumers have information on (i) the price parameters $c_{RES, \beta, \gamma}$, (ii) the available RES capacity, $\mathcal{E}$, (iii) the maximum possible expected aggregate demand for RESs (i.e., if everyone competes for RESs during the day), $D^{Total} = N \sum_{\ell \in \Theta} r_\ell U_\ell$.

In this paper, we will study the game equilibria under mixed strategies. Let $\mathbf{p}_\mathcal{E} = [p_{RES,\ell}, p_{nonRES,\ell}]^T$ be the mixed strategy of consumers of type $\ell \in \Theta$. This is a probability distribution assigning to each action in the set $\mathcal{A}$ a likelihood of being selected. A consumer of type $\ell$ with a mixed strategy $\mathbf{p}_\ell$ plays the game by randomly selecting an action in $\mathcal{A}$, with $p_{RES,\ell}$ being the probability of playing $RES$, and $p_{nonRES,\ell}$ the probability of playing $nonRES$. Note that a pure strategy is a special case of a mixed strategy where one action has a probability equal to 1 and the remaining have 0. We denote with $\mathbf{p} = [p_0^T, p_1^T, \ldots, p_{M-1}^T]$ the vector of mixed strategies for all consumer types.

In the remainder of the paper, we set the energy load profile of consumer $i$ of type $\vartheta_i$ as $U_{\vartheta_i} = \epsilon_{\vartheta_i} E_{\vartheta_i}$ and the risk aversion degree as $\mu_{\vartheta_i} = 1 / \epsilon_{\vartheta_i}$, with $\epsilon_{\vartheta_i} \geq 1$. Then, $E_{\vartheta_i} = \mu_{\vartheta_i} U_{\vartheta_i}$ represents the load that a consumer $i$ is willing to risk during the day if they play $RES$, which is called the day-time energy demand. And $U_{\vartheta_i} = \epsilon_{\vartheta_i} E_{\vartheta_i}$ represents the entire load that the consumer engages during the night if they play $nonRES$. Also, $\epsilon_{\vartheta_i} = 1$ represents a risk-seeking consumer $i$, and $\epsilon_{\vartheta_i} > 1$ a risk-conservative consumer. From now on we refer to $\epsilon_{\vartheta_i}$ as the inverse risk aversion degree. Finally, we assume without loss of generality that $E_0 \leq E_1 \leq \ldots \leq E_M$.

**B. Energy allocation policy**

The expected aggregate demand for RESs is expressed as

$$D(p) = N \sum_{\ell \in \Theta} r_{PRES,\ell} E_{\ell}.$$  

If this expected aggregate demand exceeds the available RES capacity $\mathcal{E}$, and since the individual consumer loads cannot be interrupted or shifted, the excess demand must be covered by the peak-load production during the day. In order to allocate the available RES capacity fairly among consumers, this paper examines the PA policy. Under PA, the share of RESs received by a consumer $i$ of type $\vartheta_i \in \Theta$ that plays $RES, \tau_{PRES,\vartheta_i}(p)$, is proportional to its demand, and depends on the strategies of all consumers, such that

$$\tau_{PRES,\vartheta_i}(p) = \frac{E_{\vartheta_i}}{\max(\mathcal{E}, D(p))} \mathcal{E}.$$  

**C. Cost function**

The cost function $v_{RES,\vartheta_i}(\cdot)$ for a consumer $i$ of type $\vartheta_i$ that plays $RES$ depends on the strategies of all consumers and the chosen allocation policy, and can be expressed as

$$v_{RES,\vartheta_i}(p) = \tau_{PRES,\vartheta_i}(p) \cdot c_{RES} + (E_{\vartheta_i} - \tau_{PRES,\vartheta_i}(p) \cdot c_{nonRES}) \cdot c_{nonRES}.$$  

Note that the load that is not engaged, i.e., $(1 - \mu_{\vartheta_i}) U_{\vartheta_i}$ does not incur any cost. Moreover, the cost $v_{nonRES,\vartheta_i}(\cdot)$ for a consumer $i$ of type $\vartheta_i$ that chooses $nonRES$ is

$$v_{nonRES,\vartheta_i}(\cdot) = \epsilon_{\vartheta_i} \cdot E_{\vartheta_i} \cdot c_{nonRES},$$  

and solely depends on that consumer’s strategy.

**III. GAME ANALYSIS**

Here, we study the conditions on the parameter values for the existence of dominant strategies and mixed-strategy NE under PA. For this study, we distinguish cases with respect to the RES capacity, the risk aversion degree values and the day-time energy demand levels.

**A. Case 1**

The RES capacity, $\mathcal{E}$, exceeds the quantity $D^{Total}$. As the consumers have knowledge of $\mathcal{E}$ and $D^{Total}$, it is straightforward to show that the dominant strategy for all consumers is to play $RES$ and the aggregate demand for RESs is equal to $D^{Total}$.

In all the remaining cases, we assume that $\mathcal{E} < D^{Total}$.

**B. Case 2**

The inverse risk aversion degrees for all consumers’ types satisfy $1 \leq \epsilon_\ell \leq \gamma / \beta$, $\forall \ell \in \Theta$. We distinguish the following sub-cases with respect to the day-time energy demand levels.

1) **Sub-case 2(a):** The day-time energy demand levels satisfy $E_\ell \leq \mathcal{E} \frac{\gamma - 1}{\gamma - \epsilon_\ell \beta}$, $\forall \ell \in \Theta$. Then, a mixed-strategy NE with the PA policy exists if and only if for every pair of consumers, $i, j$ with day-time energy demand levels $E_{\vartheta_i}$, $E_{\vartheta_j}$, respectively, it holds that

$$\mathcal{E} \frac{(\gamma - 1)}{(\gamma - \epsilon_\ell \beta)} - E_{\vartheta_i} = \mathcal{E} \frac{(\gamma - 1)}{(\gamma - \epsilon_j \beta)} - E_{\vartheta_j}.$$
Furthermore, at NE, the expected aggregate demand for RES can be expressed, for any $\ell \in \Theta$, as:

$$D(p^{NE}) = \min\{D^{Total}, \max\left\{\left[\frac{\mathcal{E}R}{(\gamma - \epsilon)\beta} - E_\ell \right] \frac{N}{(N - 1)}, 0\right\}\},$$

with $p^{NE}$ the NE mixed strategies. The proofs are in Appendix A.

Remark 1: If all consumers are risk-seeking (i.e., $\epsilon_\theta = 1, \forall \theta \in \mathcal{N}$), a NE can exist only if $E_0 = E_1 = \ldots = E_M$. 2. Remark 2: Note that condition (5) can hold, and therefore a NE can exist, only if $\epsilon_0 \leq \epsilon_1 \leq \ldots \leq \epsilon_M$. Since by assumption, $E_0 \leq E_1 \leq \ldots \leq E_M$, this means that consumers with lower day-time energy demand levels should be less risk-averse than those with higher ones.

1) Sub-case (b): The day-time energy demand levels satisfy $E_\ell > \mathcal{E}R(\frac{\gamma - 1}{(\gamma - \epsilon)\beta})$ for all $\ell \in \Theta$. In this case, the dominant strategy for all consumers is to play $\text{nonRES}$ and cover their entire energy profiles ($U_\ell$) at night. Thus, $D^{Total} = 0$.

The proof is in Appendix B.

3) Sub-case (c): There exist two distinct subsets of consumers’ types, $\Theta_1, \Theta_2 \subset \Theta$, where $\{E_\ell > \mathcal{E}R(\frac{\gamma - 1}{(\gamma - \epsilon)\beta}), \forall \ell \in \Theta_1\}$ and $\{E_\ell \leq \mathcal{E}R(\frac{\gamma - 1}{(\gamma - \epsilon)\beta}), \forall \ell \in \Theta_2\}$. For consumers in the set $\Theta_1$, the dominant strategy is to play $\text{nonRES}$ and to cover their entire energy profiles ($U_\ell$) during the night. For consumers in the set $\Theta_2$, the mixed strategy NE is determined under the condition (5). The aggregate demand for RES is given by (6) if replacing $D^{Total}$ with $D^{Total}_\Theta = N \sum_{\ell \in \Theta_2} r_\ell E_\ell$.

C. Case 3

The inverse risk aversion degrees satisfy $\epsilon_\ell \geq \gamma/\beta, \forall \ell \in \Theta$. In this case, the dominant strategy for all consumers is to play $\text{RES}$.

The proof is in Appendix C.

D. Case 4

There exist two distinct subsets of consumers’ types, $\Theta_1, \Theta_2 \subset \Theta$, where $\{\epsilon_\ell \geq \gamma/\beta, \forall \ell \in \Theta_1\}$ and $\{\epsilon_\ell < \gamma/\beta, \forall \ell \in \Theta_2\}$. For consumers in the set $\Theta_1$, the dominant strategy is to compete for RESs, which is shown by analogy with Case 3. For consumers in the set $\Theta_2$, the conditions derived in Case 2 can be directly extended to the types in $\Theta_2$, considering that all consumers in $\Theta_1$ play $\text{RES}$. To do so, we should consider that the available RES capacity for consumers in $\Theta_2$ is equal to $\mathcal{E}R$ minus the aggregate RESs demand of $\Theta_1$. For the sake of concision we do not detail these conditions.

IV. EVALUATIONS

In this section, we numerically evaluate the proposed decentralized, uncoordinated DRP for different parameter values and study the strategies, the demand and the social cost at NE. Any existing mixed-strategy NE, $p^{NE}$, are obtained so as to satisfy (10). In addition, we perform comparisons with a centralized mechanism that allocates the consumers’ loads between day and night so as to minimize the expected social cost. The expected social cost for allocation $p$ is defined as

$$C(p) = \min(\mathcal{E}R, D(p))c_{\text{RES}} + \max(0, D(p) - \mathcal{E}R)$$

where the first two summands refer to the consumers who played $\text{RES}$ and the third one to those who played $\text{nonRES}$.

Now, the (in)efficiency of NE strategies is quantified by the PoA, which is expressed as the ratio of the worst case social cost among all NE over the optimal-minimum social cost of the centralized mechanism.

A. Two-type smart-grid

In order to quickly gain insights into the centralized mechanism and the decentralized energy selection game, we first study a simple smart-grid with $N = 500$ consumers of two types $l \in \{0, 1\}$. The RES capacity is $\mathcal{E}R = 10$ kW, and its cost is $c_{\text{RES}} = 0.3 \text{€/kWh}$.

1) Competing Probabilities: We first consider solely risk-seeking consumers, with fixed day-time energy demand values $E_0 = E_1 = 100$ kW (where the equality is required for a NE to exist), and types’ distribution $r_0 = 0.3, r_1 = 0.7$. Fig. 1 illustrates the optimal solution to the centralized problem (OPT) and the NE solution of the energy source selection game (EQ) for different values of prices $\beta$ and $\gamma$. As expected, there exist infinitely many optimal and equilibrium solutions, which consist of asymmetric probabilities for the two types. Consumers show greater willingness to compete for RES in absence of coordination. In addition, for the same night-time price ($\beta$), consumers are competing with higher probabilities for lower day-time price ($\gamma$). On the other hand, for equal values of $\gamma$, a higher $\beta$ leads to higher competing probabilities. Finally, for the same ratio of $\gamma/\beta$, the competing probabilities are higher for higher price levels $\beta$ and $\gamma$.

2) Social Cost & PoA: We now consider fixed prices $\beta = 5, \gamma = 10$, with day-time energy demands $E_0 = 100, E_1 = 180$ in Fig. 2 and $E_0 = 100, E_1 = 200$ in Fig. 3. Figs. 2 and 3 illustrate the social costs and PoA for varying values of inverse risk aversion degree $\epsilon_1$ and consumer type distributions. The inverse risk aversion degree $\epsilon_0$ is determined based on $\epsilon_1$ so that the relationship (5) holds. With these values: (i) in Fig. 2 it always holds that $\epsilon_1, \epsilon_0 \leq \gamma/\beta$ and Case 2 of the analysis applies, and (ii) in Fig. 3 it either holds that $\epsilon_1 \leq \gamma/\beta$, $\epsilon_0 \geq \gamma/\beta$ where Case 4 applies or $\epsilon_1, \epsilon_0 \geq \gamma/\beta$ in which case a dominant strategy exists by Case 3.

From Fig. 2(a) we observe that the social cost for the centralized optimal allocation is increasing linearly with $\epsilon_1$. This happens because under the PA policy, at the optimal solution, the demand is equal to the RES capacity $\mathcal{E}R$ and thus the social cost is driven by the night-time cost (see second line

![Fig. 1. Optimal and NE competing probabilities.](image-url)
of (7)) that is linear in $\epsilon_1$. For the uncoordinated strategy, the NE social cost is also increasing linearly and is always greater than the optimal social cost, which indicates that consumers tend to over-compete for RES. As $\epsilon_1$ increases, consumers of type 1 compete more for RES since, otherwise, their night-time cost would increase. At a certain point onward they compete with probability $p_{NE}^{RES,1} = 1$ and the social cost stabilizes. Furthermore, from Fig. 2(a) we can see that the social cost is higher for $r_0 = 0.3$, since in this case most of the consumers have greater day-time energy demand ($E_1 > E_0$).

Fig. 2(b) shows the PoA for the same case. We can identify two regimes: one where PoA increases (for lower $\epsilon_1$) and a second, where the PoA decreases (higher $\epsilon_1$). In the first regime, the value of PoA is relatively large, indicating an inefficiency of around 20 – 30%. This is because the NE social cost increases more than the optimal cost with $\epsilon_1$, since consumers are over-competing for RESs and are thus paying for high-priced day-time nonRES. In the second regime, PoA decreases because the social cost for the equilibrium strategy flattens. However, we see that PoA falls at the same rate, regardless of the distribution of consumers.

Similar observations apply also for Fig. 3. In particular, for $\epsilon_1 < \gamma/\beta = 2$, the trends look the same as in Fig. 2(b) with the difference that the PoA obtains lower values, indicating higher efficiency. For $\epsilon_1 > \gamma/\beta$, we have 100% efficiency since all consumers have a dominant strategy to compete for RES, which coincides with the optimal allocation.

B. Residential Smart Grid

Here, we study a smart grid with 5 consumer types and parameters as shown in Table I. The type distribution and the day-time energy demand levels are selected so as to resemble the figure of the European households [22]. From Table I we can observe that most households are moderately energy efficient (types 1 and 2), combined with a significant amount of highly efficient households (type 0) and a few fairly inefficient ones (types 3 and 4). Consumers with type 0 are assumed to be risk-seeking ($\epsilon_0 = 1$) and the inverse risk aversion degrees of all other types are then determined by (5). However, the derived inverse risk aversion degrees of all other types are very close to 1. Also we set $N = 1000$, $c_{RES} = 1$ €/kWh, $\beta = 2$ and $\gamma = 3$.

We can compute $D_{Total} = 4250$. Then, Fig. 4 shows the social cost and the PoA with increasing ER that ranges from 5% to 125% of $D_{Total}$. First, we observe that the optimal social cost for the centralized approach decreases linearly with $ER$. This is because the optimal allocation should equalize the RES demand and capacity, while minimizing the night-time cost. Since here all risk aversion degrees are equal or close to 1, the cost at night can be approximated as $N \sum_{\ell \in G_{\text{res}}} p_{OPT}^{\ell} \cdot c_{RES}^{\ell} \cdot E_\ell^{\ell} \cdot c_{nonRES,n}^{\ell} \approx N \sum_{\ell \in G_{\text{res}}} p_{OPT}^{\ell} \cdot E_\ell^{\ell} \cdot c_{nonRES,n}^{\ell} \cdot E^{\ell} \cdot c_{nonRES,n} \approx N \sum_{\ell \in G_{\text{res}}} p_{OPT}^{\ell} \cdot E^{\ell} \cdot c_{nonRES,n} \cdot E^{\ell} \cdot c_{nonRES,n}$, which does not depend on probabilities and is linearly decreasing with $ER$. Using the second in row approximation, we point out one more property of the optimal allocation: the night-time cost is mostly affected by the day-time energy demands and its minimization results in “big players” competing for RESs at the expense of smaller ones. This is indeed observed in our evaluations where consumers with lower day-time energy demand compete for RES with non-zero probability only if all consumers with higher day-time energy demand compete for RES with probability 1 and RES capacity is still available.

On the other hand, for the uncoordinated mechanism the social cost decreases linearly with $ER$, only when $ER \in [0.5D_{Total}, D_{Total}]$. The social cost barely reacts to the initial increase in RES capacity due to the fact that consumers over-compete for RES. As $ER$ increases so do the NE competing probabilities and thus the demand for RES. Therefore, there is extra demand, which costs the high day-time prices. When $ER \in [0.5D_{Total}, D_{Total}]$ all consumer types compete for RES and the social cost is falling because as $ER$ is increasing, fewer high-priced day-time energy is required.

Fig. 4(b) shows the PoA. The most inefficient outcome is for $ER = 0.5 \cdot D_{Total}$, which is the point that the social cost for the uncoordinated mechanism begins decreasing. This graph can provide valuable insight into how much RES capacity we should install. We see two zones of high efficiency, namely for low and high RES capacity. In the first zone, this is due to the small gains in cost offered by low RES capacity. In the second, the NE solution has almost converged to the optimal solution and thus social costs are optimal as well.
V. CONCLUSIONS

In this paper, we introduce and thoroughly analyze the properties of a decentralized and uncoordinated energy source selection mechanism for consumers in a local energy community with multiple energy sources through a game-theoretic framework. Numerical results show that, consumers tend to over-compete for low-priced RESs. This inefficiency mostly grows with decreasing price difference between energy sources and peaks at a particular risk aversion. This work provides the basis to design regulatory changes that incentivize investment in the appropriate ratio of local RESs, and offer adequate energy grid prices to alleviate inefficiencies.
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APPENDIX A

PROOFS FOR SUB-CASE 2(a)

Recall that any mixed strategy NE \( p^{\text{NE}} \) must fulfill
\[ v_{\text{RES}}(p^{\text{NE}}) = v_{\text{nonRES}}(p^{\text{NE}}), \quad \forall \ell \in \Theta. \] (8)
Namely, the expected costs of each pure strategy in the support of the equilibrium mixed strategy \( (A) \) are equal. By replacing in (8) the expressions of \( 3 \) and \( 4 \), we obtain that at a NE the amount of RESs allocated to \( \ell \in \Theta \) should satisfy
\[ r_{\text{RES}}^{\text{PA}} = r_{\text{nonRES}}^{\text{PA}}, \quad \forall \ell \in \Theta. \] (9)
Thus, when combining the Energy Source Selection Game with the PA policy, the existence of a NE is under the condition \( r_{\text{RES}}^{\text{PA}} = r_{\text{RES}}^{\text{PA}}, \quad \forall \ell \in \Theta. \) (10)
To derive the condition \( 5 \) we re-write (10) first with assuming that consumer \( i \) with type \( \tilde{\ell}_i \in \Theta \) plays RES \( (\ell) \) and second with assuming that consumer \( j \) with type \( \tilde{\ell}_j \in \Theta \setminus \{\tilde{\ell}_i\} \) plays RES \( (\ell^2) \):
\[ \mathcal{E} r_{\text{PS}}^{\text{PA}}(\ell) = E_{\tilde{\ell}_i} = \sum_{\ell \in \Theta} r_{\ell} (N-1) E_{\ell}^{\text{RES}}, \quad \ell \in \Theta. \] (11)
\[ \mathcal{E} r_{\text{PS}}^{\text{PA}}(\ell^2) = E_{\tilde{\ell}_j} = \sum_{\ell_j \in \Theta} r_{\ell_j} (N-1) E_{\ell_j}^{\text{RES}}, \quad \forall \ell_j \in \Theta \setminus \{\tilde{\ell}_i\}. \] (12)
Note that to derive (11) we consider that if consumer \( i \) plays RES, then, \( D(p^{\text{NE}}) \) can be expressed as \( E_{\tilde{\ell}_i} + \sum_{\ell \in \Theta} r_{\ell} (N-1) E_{\ell}^{\text{RES}} \) for a large number of consumers. Similarly for (12).
Then, since the right-hand sides of (11) and (12) are equal, the left-hand sides will be also equal and \( 5 \) derives.

Next, to construct the expression of the aggregate demand for RESs \( 6 \), we multiplied (11) with \( \frac{1}{N} \) and used the definition of the demand for RESs in (1).

APPENDIX B

PROOF FOR SUB-CASE 2(b)

We need to show that \( v_{\text{RES}}(p) > v_{\text{nonRES}}(p), \) \( \forall \ell \) and \( \forall \ell \in \Theta. \) Assume that \( \ell = 0 \) and that the allocated energy is \( E' \). Then, we have that \( v_{\text{RES}}(p) = E' \cdot c_{\text{RES}} + (E_0 \cdot E') \cdot c_{\text{RES}} \) and \( v_{\text{nonRES}}(p) = E_0 \cdot E' \cdot c_{\text{RES}} \). The inequality \( v_{\text{RES}}(p) > v_{\text{nonRES}}(p) \) is then equivalent to the inequality \( E_0 > E' \cdot \frac{E_0 - E'}{(\gamma - \epsilon)} \), which is true by assumption, since \( E' < E \). A similar proof can be constructed for every consumer and consumer type in \( \Theta \).

APPENDIX C

PROOF FOR CASE 2

To show this, assume that \( \ell = 0 \) and that the allocated energy is \( E' \). Then, the inequality \( v_{\text{RES}}(p) < v_{\text{nonRES}}(p) \)
is equivalent to the inequality $E_0 > E' \frac{(\gamma - 1)}{(\gamma - \epsilon \beta)}$. This is true by assumption, since $(\gamma - \epsilon \beta) \leq 0$ in this case. A similar proof can be constructed for every type $\ell \in \Theta$. 