Deviations of rational choice: an integrative explanation of the endowment and several context effects
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People’s choices are often found to be inconsistent with the assumptions of rational choice theory. Over time, several probabilistic models have been proposed that account for such deviations from rationality. However, these models have become increasingly complex and are often limited to particular choice phenomena. Here we introduce a network approach that explains a broad set of choice phenomena. We demonstrate that this approach can be used to compare different choice theories and integrates several choice mechanisms from established models. A basic setup implements bounded rationality, loss aversion, and inhibition in a natural fashion, which allows us to predict the occurrence of well-known choice phenomena, such as the endowment effect and the similarity, attraction, compromise, and phantom context effects. Our results show that this network approach provides a simple representation of complex choice behaviour, and can be used to gain a better understanding of how the many choice phenomena and key theoretical principles from different types of decision-making are connected.

The response behaviour of humans on (discrete) choice problems has been extensively studied in many fields of science, such as economics1–4, psychology5–8, psychometrics9,10, cognitive science11–14, neuroscience15,16, and engineering17,18. Traditional theories of choice assume the decision-maker as a homo economicus19,20, i.e., rational1,5,21. For choices to be rational all choice alternatives must be comparable and have transitive preference relations, so they can be ordered by the decision-maker. A second feature, and a central principle of rational choice theory, is that a rational decision-maker consistently chooses the outcome that maximises utility, or expected utility for risky or uncertain choices5,22–24. These assumptions clearly fail the scrutiny of everyday experience. To account for the observed inconsistencies, most models nowadays characterise choice as a probabilistic process6,9,21–29.

A prominent group of probabilistic choice models, such as Luce’s strict utility model6,24 and the multinomial logit model21 for preference, and Bock’s nominal categories model30 for aptitude, are characterised by the following distribution for the choices:

$$p_S(x) = \frac{\exp(\pi_x)}{\sum_{y \in S} \exp(\pi_y)} ,$$

(1)

in which \(p_S(x) \in [0, 1]\) represents the probably of choosing alternative \(x\) from the set of possible alternatives \(S\) as a function of the utility of alternative \(x\), \(\exp(\pi_x)\), where \(\pi_x \in \mathbb{R}\). This distribution is also known as the Boltzmann distribution31,32 from statistical mechanics. For binary choice problems (\(S = \{x, y\}\)) Eq. (1) takes a form known as the Bradley–Terry–Luce model in the decision-making literature33,34, or as the Rasch model7 in psychometrics:
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Models with this form have the property of simple scalability, which implies that the probability of choosing option $x$ over option $y$ is strictly increasing in the utility of $x$ and strictly decreasing in the utility of $y$. Several properties with respect to independence from irrelevant alternatives (IIA) and transitivity follow from simple scalability. The degree to which choices are considered rational from a probabilistic perspective, is often described by the extent to which the choice probabilities for a set of choice alternatives possess these properties $^{24,35-37}$.

For example, the weakest form of IIA is regularity, which implies that the probability of choosing an alternative can never increase by adding more alternatives. A set of preference probabilities is regular if $x \in A \subseteq S$ and $p_x(x) \geq p_x(y)$. The strongest form of IIA is the choice axiom that is satisfied when $x \in A \subseteq S$ and $p_x(x) = \sum_{y \in A} p_y$. Meaning that the probability of choosing an alternative from a particular set is equal to the probability of choosing the alternative from a subset times the probability of selecting any alternative in this subset from the original set. Models are characterised as either strict, strong, or weak binary utility models depending on the expression that can be used to obtain the binary choice probabilities. If the positive real number $\nu_i$ denotes the utility of alternative $i$, then a model is strict if $p_x(x) = \nu_i/(\nu_i + \nu_j)$, strong if $\phi$ is a cumulative distribution function with $p_{x,y}(x) = \phi[\nu_i - \nu_j]$ and $\phi[\nu_i - \nu_j] = \frac{1}{2}$, and weak if $p_{x,y}(x) \geq \frac{1}{2}$ when $\nu_i \geq \nu_j$. Rationality is also assessed by considering different observable properties of pairwise probabilities, such as the product rule, quadruple condition, strong, moderate, and weak stochastic transitivity, and the multiplicative and triangle conditions, each describing a different degree of strictness in the ordering of the choice probabilities. We refer the reader to Luce and Suppes $^{24}$ for a comprehensive treatment of these properties.

Although models with simple scalability have statistically desirable properties, their assumptions are often violated in reality. In the preferential choice literature for example, violations of IIA known as the similarity, attraction, compromise, and phantom context effects describe different situations in which the preference relation between two choice alternatives changes when a third alternative is introduced $^{24,55-56}$. Another example is the endowment effect that describes the tendency of people to perceive an alternative as having increased in value after they have chosen it $^1$. We will discuss these violations and phenomena in more detail later.

Over time, theories and models have been adapted or extended to account for these deviations. Bounded rationality $^{35}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utility. Loss aversion, which postulates that the preference probabilities increase in the utility of the alternative, and the reduction of value of the alternative when it is lost, are also considered. Rationality $^{53}$, for example, is the theory that instead of searching for the alternative with maximum utility, we search until we find the first alternative with satisfactory utili...
the alternatives are evaluated. The choice trigger describes the condition that stops the evaluation process and prompts a decision.

The specific form of these three components allows for some variation depending on the specific setting. For example, in this paper we let the state of cues and alternatives in the choice structure be either active or inactive. While this is reasonable in the case of preferential choice, in the case of modelling an opinion we might want to use three possible states, namely pro, neutral, or against. These types of variations are also possible in the case of the process and trigger elements of the choice model, and we discuss several of them throughout the paper.

Structure. In their simplest form choices can be structured as a combination of cues and alternatives and the relationships between them. Cues represent the conditions of the choice, e.g., ‘buy a book,’ ‘select a present,’ or ‘solve for $x$,’ and alternatives describe the possible choices. An appropriate representation of such a structure is a network in which the nodes correspond to the alternatives and the cues, and the edge between two nodes describes their relation. Figure 1 shows how the structure of a particular choice problem can be seen as a subset from a larger collection of related concepts.

To arrive at predictions about choice behaviour we assume that both the type and strength of a relationship between two nodes can vary, and that nodes outside of the choice subset can also influence a decision through their relationship with nodes that are in the choice subset. In Fig. 2 possible relationships between a cue and the alternatives are illustrated for the choice structure from Fig. 1b. We refer to the experienced magnitude and direction of an alternative's utility in terms of an alternative's appeal. Figure 2 shows that an alternative's appeal is a function of its general appeal and relationship with the cue and the other alternatives. The general appeal of an alternative captures the relation between the alternative and nodes that are not in the choice structure. For example, in Fig. 1 we see that the general appeal of a candidate is
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**Figure 1.** Graph of (related) concepts and subsets of concepts as possible choice problems. Nodes represent concepts and edges represent a relationship between concepts. Nodes surrounded by a dashed box, represent concepts that can form a potential choice problem. For example, (a) If you have to choose between taxes (TAX), migration (MIG), or universal health care (UHC), which policy (POL) is most important for you? (b) Do you prefer Candidate 1 ($C_1$), Candidate 2 ($C_2$) or Candidate 3 ($C_3$), as the Presidential Nominee (PN)? (c) Is Washington DC (WDC) or Paris (PAR) the capital (CAP) of France (FRA)? (d) Do you want a sandwich (SDW), a baguette (BAG), or a croissant (CRO) for breakfast (BRF)? Concepts present in the graph but not part of a subset are respectively, age (AGE), United States of America (USA), Congress (CON), and Eiffel Tower (EIF).

**Figure 2.** Choice structure with a single cue (PN) and three alternatives ($C_1$, $C_2$, $C_3$). Cues are represented as dark grey nodes with white text and alternatives are represented as light grey nodes with black text. Edges represent a positive (solid) or negative (dashed) relationship between nodes, and a ring around a node represents whether the node is generally appealing (solid) or unappealing (dashed). The thickness of both the edges and rings around the nodes corresponds to intensity of the relationship/appeal.
a function of policy and age. The relation with a cue can positively or negatively affect the appeal of an alternative. For example, asking Do you want a nice and fresh croissant, yesterday’s leftover sandwich, or a somewhat dry baguette, for breakfast? enhances the appeal of the croissant through the suggestive phrasing of the cue. A relation between two alternatives signals that the appeal of one is related to that of the other alternative. The next step is formalising the choice structure as a probability distribution.

For a choice structure with \( n \) nodes, let \( \mathbf{x} = [x_1, x_2, \ldots, x_n] \) be a vector representing the configuration of the node states in which \( x_i \in \{0, 1\} \) denotes whether node \( i \) is active \((x_i = 1)\) or inactive \((x_i = 0)\). Let \( \mathbf{A} \) be a symmetric \( n \times n \) matrix in which \( a_{ij} \in \mathbb{R} \) describes the relation between the node \( i \) and node \( j \) in the choice structure. Let \( \mathbf{b} = [b_1, b_2, \ldots, b_n] \) be a vector of length \( n \) in which \( b_i \in \mathbb{R} \) describes the general appeal of node \( i \). A valid probability distribution over the states is obtained by endowing them with the following distribution:

\[
\mathbf{x} \sim p(\mathbf{x}) = \frac{1}{Z} \exp \left( \beta \sum_{i,j} a_{ij} x_i x_j + \mu \sum_i b_i x_i \right),
\]

in which \( \beta \), a non-negative real number, and \( \mu \in \mathbb{R} \) are scaling constants, \( \sum_{i,j} \) denotes the summation over all distinct pairs of \( i \) and \( j \), and \( Z \) is the normalising constant that sums over all the \( 2^n \) possible configurations of \( \mathbf{x} \) such that the probabilities of the possible states sum to one. We can multiply \( \beta \) by some constant and divide \( \mathbf{A} \) and \( \mathbf{b} \) by the same constant without affecting the probabilities of the states, the same holds for \( \mu \) and \( \mathbf{b} \). As such, we set both \( \beta \) and \( \mu \) to one for now, making them drop out of the equation, and discuss later how they might be used to model choice setting variations, such as time-pressure and/or individual differences.

The distribution in Eq. (3) can be recognised as the Ising model\(^{75,74} \), a highly popular and one of the most studied models in modern statistical physics\(^ {75} \), or as the quadratic exponential binary distribution as it is known in the statistics literature\(^ {68,77} \). Capable of capturing complex phenomena by modelling the joint distribution of binary variables as a function of main effects and pairwise interactions\(^ {78} \), it has been used in fields such as genetics\(^ {79} \), educational measurement\(^ {80} \), and psychology\(^ {78,81–83} \). In the context of choice it has been applied in sociology in Galam’s work on group decisions in binary choice problems\(^ {84,85} \). In this application each node represents the choice of one person on a specific problem, and the pairwise interactions describe the influence of all people in the group on the individuals choice. Another application is the Ising Decision Maker from Verdonck and Tuerlinckx\(^ {86} \), a sequential sampling model for speeded two-choice decision-making. In this model each of the two alternatives is represented by a pool of nodes, inside a pool nodes excite each other, between pools nodes inhibit each other. A stimulus is represented by a change in the external field, after which the node states are sequentially updated. The response process monitors the mean activity per pool, and chooses the first alternative for which this activity crosses a threshold. Both these models use this distribution in a substantially different way compared to the current application, and have not been applied to explain deviations from rationality. As such we will not discuss them in more detail for this paper.

A connection between Eq. (3) and probabilistic choice models is found by realising that the distribution of \( \mathbf{x} \) is a function of the Hamiltonian:

\[
H_\mathbf{x} = -\sum_{i,j} a_{ij} x_i x_j - \sum_i b_i x_i,
\]

and that the probability of each configuration is given by plugging \( H_\mathbf{x} \) in the Boltzmann distribution from Eq. (1). That is, if \( S \) is the set of all configurations that a particular system can take and \( \mathbf{x} \) is one possible configuration of this system, then the probability of the system being in this state is given by:

\[
p_S(\mathbf{x}) = \frac{\exp \left[ -H_\mathbf{x} \right]}{\sum_{\mathbf{y} \in S} \exp \left[ -H_\mathbf{y} \right]}.
\]

We assume that until a person is faced with a choice, the internal state of the decision-maker (the resting configuration) is distributed according to Eq. (3). An advantage of this assumption is that well defined stochastic processes for these systems exist and can be used in the next component of the choice model that describes how alternatives are evaluated until a choice is triggered. When a person is confronted with a choice all cue nodes are sequentially updated. The response process monitors the mean activity per pool, and chooses the first alternative in which

\[
\begin{align*}
\text{1. Let } \mathbf{x} & \text{ denote the current configuration of the system with } H_\mathbf{x} \\
\text{2. Select one node } i & \text{ at random and flip its value } x_i^* = 1 - x_i \\
\text{3. Calculate } H_{\mathbf{x}^*} & \text{ for the configuration with the flipped node.} \\
\text{4. If } H_{\mathbf{x}^*} & < H_\mathbf{x}, \text{ keep the configuration with the flipped node.} \\
\text{5. If } H_{\mathbf{x}^*} & \geq H_\mathbf{x}, \text{ keep the configuration with flipped node with probability } \exp (H_\mathbf{x} - H_{\mathbf{x}^*}).
\end{align*}
\]
For a choice with $m$ alternatives the evaluation process will thus transition between $2^m$ possible configurations of the alternative states.

**Decision.** From Eq. (4) it can be derived that in a choice structure in which both the general appeal and the relationships are positive, the most likely configuration is the one with all alternatives active. This is reasonable as it implies that the most preferred state for a decision-maker is to possess all alternatives. In most applications a person is forced to choose only one of the alternatives, however. We impose this by defining potential choice conditions as configurations in which only a single alternative is active and discuss two possibilities for making decisions.

The first is that the alternative evaluation process is terminated when the single-spin flip algorithm has converged and a choice is sampled from the invariant distribution of the potential choice configurations:

$$
p \left( x_i \in M = 1 \mid \sum_{j=1}^{m+k} x_j = k+1 \right) = \frac{\exp \left( \sum_{k \in K} a_{ik} + b_i \right)}{\sum_{m \in M} \exp \left( \sum_{k \in K} a_{mk} + b_m \right)}, \tag{6}
$$

in which $M = [x_1, x_2, \ldots, x_m]$ denotes the subset of $m$ alternative nodes and $K = [x_{m+1}, x_{m+2}, \ldots, x_{m+k}]$ denotes the subset of $k$ cue nodes. If we let the Markov chain run until convergence, the effect of any interactions between choice alternatives will have worn out and the property of simple scalability will hold for the choice probabilities, guaranteeing that choices are in accordance with the choice axiom. The choice axiom is known to be violated in particular choice problems, however, which leads us to the second choice trigger possibility.

At some moment during the process a potential choice condition is met for the first time. One could say that a choice has effectively been made and there is no need for a decision-maker to continue. This choice trigger implements the idea of bounded rationality and explains various types of irrational choices as we explain after we discuss the consequences of our model setup for rational choices.

**Rational choice.** Although our setup implements bounded rationality, it does not preclude rational choices. However, while choice structures can be made for which even the strongest gradation of rationality holds, finding clear cut rules for when a structure adheres to which gradations of rationality is a different kettle of fish. In the methods section we show that a very simple expression exists for the expected choice probabilities in the single spin-flip algorithm as a function of the transition matrix for the possible configurations of the alternatives. Deriving general rules for the adherence to different types of rationality requires one to express these probabilities as a function of the parameters $A$ and $B$. As this expression is already of a gargantuan size for $n = 3$, and there is no reasonable way to derive general algebraic properties from it, we only work out the binary case in the methods section and show that even then determining when choices are guaranteed to be at least weakly rational is not necessarily straightforward.

For $n > 2$ the expectation of rational behaviour for a particular choice structure has to be derived on a case by case basis. As for $n$ alternatives there are $2^n - n - 1$ possible subsets of at least two variables, investigating the assumption of independence of irrelevant alternatives will be more time consuming compared to determining properties of the pairwise probabilities of a choice set. A statistical program such as R can calculate these expected pairwise choice probabilities in reasonable time for choice situations with up to 15 alternatives using the expression from the methods section. For larger numbers of alternatives numerical solutions can be obtained with a simulation approach. Additionally, assumptions that simplify the analytical expression for the expected choice probabilities can also be used to derive rational choice properties.

**Irrational choice.** We define irrational decision-making as those choice situations in which the odds of choosing one alternative over the other, as established by their pairwise choice probabilities, changes as a function of adding other alternatives to the set. We realise that for readers well versed within the choice literature this definition may seem both rather vague, because our definition creates a dividing line somewhere between the choice axiom and regularity, as well as strict, as violating the choice axiom means that the strictest rules and conditions for rationality can still hold for the binary choice probabilities. However, although we touched upon the different gradations of rationality in the previous paragraphs, we think that a more conceptual approach is more appropriate here. We will discuss examples in which it is immediately clear that the choice probabilities as predicted by rational choice theory are conceptually counter intuitive.

Context effects are perhaps the most well known and studied violations of IIA and are often described by a situation in which a preference relation between two alternatives, a target and a rival, is established. Then a third alternative is introduced, the decoy, and it is demonstrated that adding the decoy changes the choice probabilities in favour of the target. These effects can range from only increasing the probability for the target while keeping the original order of the preference relations between the alternatives intact, to a full reversal of the preference relation. In our model these effects can be explained by the presence of a relationship between two choice alternatives and its influence on the resting state distribution and the alternative evaluation process.

For several types of context effects we provide an example and show how it can be explained in our model. As our explanation of the context effect does not require bias in the presentation of the choice, we assume the relationship between all pairs of a cue and an alternative to be the same across the board ($a_{mk} = 1$). In the Supplementary Materials we work out the specific steps to calculate the choice probabilities for our example of the attraction effect, as well as provide the parameter values for the other examples.
The similarity effect\textsuperscript{38,39} describes the situation in which adding a decoy that is highly similar to the rival results in an increased preference for a dissimilar target alternative. The classic example for this effect was given as a thought experiment that provides the choice probabilities, expected under rational choice theory for a choice between three recordings:

“Let the set $U$ have the following three elements:

- $D_C$, a recording of the Debussy quartet by the C quartet.
- $B_F$, a recording of the eighth symphony of Beethoven by the $B$ orchestra conducted by $F$.
- $B_K$, a recording of the eighth symphony of Beethoven by the $B$ orchestra conducted by $K$.

The subject will be presented with a subset of $U$, will be asked to choose an element in that subset, and will listen to the recording he has chosen. When presented with $\{D_C, B_F\}$ he chooses $D_C$ with probability $\frac{3}{5}$. When presented with $\{B_F, B_K\}$ he chooses $B_F$ with probability $\frac{1}{2}$. When presented with $\{D_C, B_K\}$ he chooses $D_C$ with probability $\frac{2}{5}$. What happens if he is presented with $\{D_C, B_F, B_K\}$? ... He must choose $D_C$ with probability $\frac{2}{5}$. Thus if he can choose between $D_C$ and $B_F$, he would rather have Debussy. However, if he can choose between $D_C, B_F$, and $B_K$, while being indifferent between $B_F$ and $B_K$, he would rather have Beethoven.” Debreu, 1960\textsuperscript{39}.

It is clear that these expected choice probabilities are highly implausible. Specifically, in this case one would expect that when presented with $\{D_C, B_F, B_K\}$, $D_C$ would be chosen with probability $\frac{2}{5}$ and the remaining $\frac{3}{5}$ would be split evenly among $B_F$ and $B_K$. Such intuition has been proven correct in studies with a similar format as the thought experiment\textsuperscript{34,42}.

One choice structure that explains the similarity effect does this by introducing a negative association between the two Beethoven recordings, as in shown in Fig. 3. The negative relation between $B_F$ and $B_K$ has no influence on choice probabilities for any of the possible two-element subsets, as such the slightly larger base appeal of $D_C$ will result in choosing $D_C$ with probability $\frac{2}{5}$ when presented with $\{D_C, B_F\}$ or $\{D_C, B_K\}$. When presented with $\{B_F, B_K\}$, the negative relation works in both ways and $B_F$ and $B_K$ are chosen with equal probability. While the conditional distribution of the model from Eq. (6) predicts that $D_C$ will be chosen with probability $\frac{2}{5}$ when a choice has to be made from all three alternatives together, the rule that one stops as soon as the choice conditions hold for the first time will actually predict that when presented with $\{D_C, B_F, B_K\}$, $D_C$ is chosen with probability $\frac{2}{5}$ and $B_F$ and $B_K$ are both chosen with probability $\frac{1}{5}$. Our explanation of the ‘irrational’ (yet intuitive) choice behaviour in this example of the similarity effect rests on the presence of a negative relation between the Beethoven recordings.

One could argue that the ability to reverse engineer a network structure until the desired choice probabilities are obtained is a weakness of our approach. We believe that this is actually an advantage as, for one, it is possible to check if adaptations of the choice structure will still result in plausible choice behaviour. For example, imagine that you chose $B_K$ from the set $\{D_C, B_F, B_K\}$ and are asked to choose once more from the remaining recordings $\{D_C, B_F\}$. Taking into account that you already have $B_K$ ($x_{B_K} = 1$), the negative relation between $B_K$ and $B_F$ in our choice structure results in a prediction that you will choose $D_C$ with near certainty. This demonstrates that the choice structure does not only explain observed behaviour, but also predicts new, and in this case plausible, behaviour for adaptations of the choice problem. Furthermore, as we will discuss in the next example, it also allows one to come up with theoretically distinct choice structures for a single choice phenomenon and compare them. While the initially expected choice probabilities might be the same, manipulations that result in distinct predictions for each choice structure can be tested.

**Attraction.** The attraction, or asymmetric dominance, effect\textsuperscript{44,45} describes the situation in which the addition of a decoy alternative that is a substandard version of the target increases the preference for the target. Simonson and Tversky\textsuperscript{46} investigated this effect by offering two groups a choice between (a subset of) 6 dollar ($\$, a nice pen ($P_+$), and a (less attractive) plain pen ($P_-$). In the first group, choosing from the subset [$\$, $P_+$], more people chose the money (64%) compared to the nice pen (36%). In the second group, choosing from the set [$\$, $P_+$, $P_-$],

![Figure 3. Choice structure for Debreu's example of the similarity effect. With cue ‘choose a recording’ (R), and alternatives, ‘Beethoven conducted by F (BF), ‘Beethoven conducted by K (BK), and ‘Debussy by the C quartet’ (DC).](image-url)
Figure 4. Choice structure for Simonson & Tversky’s example of the attraction effect. With cue ‘choose an Reward’ (R), and alternatives, ‘money’ ($), ‘nice pen’ (P+), and ‘plain pen’ (P−). The attraction effect can be explained with a negative relationship between the money and the plain pen (a), or a positive relationship between the two pens (b).

as expected, almost no one chose the plain pen (2%), however, the money was now only chosen 52% of the time, while the proportion of people choosing the nice pen rose to 46%.

Figure 4 shows two possible choice structures that predict expected choice frequencies similar to those found in the experiment, however, each of these explain the attraction effect in a different way. In Fig. 4a the explanation of the attraction effect rests on the presence of a negative association between the money and the plain pen, while in Fig. 4b the effect is explained by a positive association between both of the pens. Our model thus provides two theoretically distinct choice structures that both explain how the mere addition of a less appealing decoy can boost the choice probabilities for the otherwise less frequently chosen target alternative.

Obtaining the same results from different structures allows us to compare the different theories and predictions that characterise each structure. For example, someone who chose P− as reward from the set {S, P+, P−} is asked to choose once more from the remaining rewards {S, P−}. Taking into account that this person already possesses $x_{P−} (x_{P−} = 1)$, the negative relation between $ and $ in choice structure a, results in a prediction of choosing $ in more than 90% of the cases, whereas the positive relation between $ and $ in choice structure b, results in a prediction of still choosing P− in 33% of the cases. While the initially expected probability distribution for choice structures a and b are thus the same, from the different prediction they make about a new situation, we can clearly distinguish which structure seems more plausible. The fact that our approach allows for these kinds of comparisons, and provides testable predictions, makes the theories captured in the model falsifiable.

Repulsion. In some cases the addition of a substandard version of the target alternative actually decreases the probability of selecting the target. This reversed attraction effect, called the negative attraction or repulsion effect, although not consistently demonstrated, is mostly observed when choices are framed such that the decoy highlights the shortcomings of the more similar target alternative. For example, adding a smaller clementine to the choice between a fruit flavoured candy bar and an orange, might boost the probability of choosing the orange, as the clementine highlights the freshness and health aspects of citrus fruits. However, if the clementine shows some signs of a reduced freshness, e.g. crumpled skin or beginning to mould, it highlights the fleeting freshness of citrus fruit, and might instead boost the probability for the sugar filled candy bars and their long shelf life.

Just as the repulsion effect is the opposite of the attraction effect, so is its explanation, i.e., a positive relation between the rival and decoy alternatives. In the pen example from Fig. 4, switching the sign of the relation between the money ($) and the plain pen (P−) so it becomes positive, while keeping all other parameters the same, predicts a boost in the probability of choosing the money ($) with respect to the nice pen (P+). Interestingly, whereas the negative relation in the attraction effect can result in a relatively large gain in choice probability for the target (+10%), the same structure but with a positive relation results in only a modest gain in the predicted choice probability for the rival (+2%). To increase the magnitude of the repulsion effect one has to decrease the general appeal of the added decoy. Finally, adding both an attracting and a repulsing decoy results in the context effects cancelling each other out when choosing between all four options.

Compromise. The compromise effect describes the situation in which a decoy is added for which the distance to the target mirrors that of the distance between the rival and the target, but in the opposite direction. This boosts the preference for the target alternative by making it seem like the compromise. Distance should in this context be interpreted as the relative position of the alternatives on particular attributes, such as prize and quality in the next example.

Tversky and Simonson investigated the compromise by offering two groups a choice between a subset of cameras of either low (L), medium (M), or high (H), prize and quality. While in the first group, choosing from the subset [L, M], people chose both cameras with approximately equal probability, in the second group, choosing from the set [L, M, H], people now chose both cameras L and H each with a probability of approximately $\frac{1}{4}$, while camera M was still chosen with a probability of approximately $\frac{1}{2}$. Based on the seemingly equal appeal of the L and M camera in group one, one would expect that both would be also be chosen with an approximately equal probability in group two. Or conversely based on the lower appeal of camera L in group two, one would expect that in group one camera L would be chosen with a probability of approximately $\frac{1}{3}$ and hence camera M with a probability of approximately $\frac{2}{3}$ of the cameras.

A possible explanation for why this is not the case might be that the (dis)advantages between the cameras H and L camera are much more evident than those between the cameras M and L or M and H. Therefore, the
Phantom. The phantom decoy effect\(^52\) describes the situation in which the added decoy alternative is superior to both the target and rival alternatives, yet more similar to the target compared to the rival, but most importantly, unavailable. When it is communicated that the decoy cannot be chosen it subsequently boosts the preference for the target alternative.

Pratkanis and Farquhar\(^60\) studied the phantom decoy effect by offering two groups a choice between (a subset of) paperclips each with varying degrees of friction and flexibility. The target paperclip (T) and the rival paperclip (R), although different in these properties, were of comparable quality. The decoy paperclip (D) had a quality superior to both T and R but was in terms of friction and flexibility more alike to paperclip T. In the first group, choosing from the subset \{T, R\}, people chose each paperclip with approximately equal probability. People in the second group, however, who thought they where choosing from the set \{T, R, D\}, chose the paperclip of type T with a probability of approximately \(4/5\), after the decoy D was revealed to be unavailable and hence the choice had to made again from the subset \{T, R\}.

As is shown in Fig. 6, our explanation of the phantom decoy effect, at this point perhaps unsurprisingly, partially rests on the presence of a negative relation between the rival and the decoy. It depends however, on when the unavailability of the decoy is communicated how the phantom effect is elicited. If this is communicated before the choice is offered the first time, the choice process is still updated to still sample and flip, but not terminate at, paperclip D. As shown in Fig. 6a, the combination of a negative relation between the D and R paperclips, together with the larger general appeal of paperclip D, reduces the probability for choosing paperclip R. If the unavailability of paperclip D is not communicated before the first choice and all three paperclips appear to be available, the weakens of camera L gets highlighted when camera H is part of the choice set, this in turn frames the camera M as the compromise that is of higher quality compared to camera L, but not as expensive as camera H. Once again, as is shown in Fig. 5, our explanation of the compromise effect can be captured by introducing a negative relation between the rival camera L and the decoy camera H.

So far the similarity, attraction, and compromise effect are each explained in our model by a negative interaction between the decoy and the rival. Whereas in the similarity effect, this relation is assumed to exist because of the large similarities between the rival and decoy alternatives, in the attraction and compromise effects, however, this relation is a function of the large dissimilarities between the two.

One explanation for this could be that only when (dis)similarities go into the extreme they are highlighted and start influencing the choice process. Another explanation comes from observed correlations between context effects, i.e., one study found that people who show the attraction effect also show the compromise effect, but not the similarity effect\(^60\). This could suggest that people either focus on similarities or dissimilarities, and hence the choice structure of a person only contains negative relations for one of those types. Whereas the attraction and compromise effect occur when a choice structure contains only negative relations as a function of dissimilarity, a choice structure in which negative relations are the result of similarity will only elicit the similarity effect. Not all context effects can be explained by a (negative) relation between the rival and decoy alternatives alone. In some cases it also manifests itself through the influence of the choice structure on the initial alternative configuration.
Choice structure from Fig. 6a without the previously introduced constrained will be evaluated and paperclip D is most likely to be chosen. At this point, the configuration of the choice structure is known, as only the cue and the node for paperclip D will be active. If at this point one is informed that paperclip D is unavailable, the choice process starts again from the known configuration. Given that node D is active, we can from this moment regard it as an additional cue, as is shown in Fig. 6b. Consequently, due to the negative interaction between paperclip D and paperclip R, flipping the R node and hence choosing it becomes less likely compared to paperclip T.

As shown in the Supplementary Materials, eliciting the phantom effect requires a much stronger negative relation between the decoy and rival when the unavailability of the decoy is known upfront, compared to when the unavailability is communicated after a choice is made for the first time. While it is easily argued that this is a rather intuitive hypothesis, it once again shows that our approach allows for making diverging predictions based on variations in the model setup.

**Endowment.** The endowment effect\(^4\) describes the situation in which people value an object higher if they possess it compared to when they do not. To illustrate this effect we consider a variation on the Debreu example in which you are given a Beethoven recording (B) and are immediately asked if you want to exchange it for an equally appealing Debussy recording (D). While the choice axiom predicts that you would exchange Beethoven for Debussy about half the time, the endowment effect says that people are unlikely to switch, a prediction that has been experimentally verified\(^{99}\). The endowment effect has been explained with choice-supportive bias\(^{94}\) and loss aversion\(^{54}\).

In our model both explanations would translate to an increase in base appeal of an alternative as soon as it has been chosen. With our setup we obtain a new explanation that does not depend on changes in the values of the choice problem but ties into the choice process itself. Having been given the Beethoven makes the choice conditions satisfied, and hence the initial configuration of the alternatives is known when offered to exchange it for the Debussy. Exchanging them requires a sequence of events in the choice process that, due to the equal appeal of both alternatives, has a lower probability compared to keeping the Beethoven. Specifically, the only way that switching becomes an option is when the initial state, the choice condition for the Beethoven, is left in the first iteration by sampling and accepting the flip of either node B or node D. From the resulting configurations both choices are then equally likely. Let \(u_B = a_{RB} + b_R = a_{RD} + b_D\) denote the appeal for both the Beethoven and Debussy recordings. The probability of exchanging B for D is then given by:

\[
p(D) = \frac{1}{2} \left[ p(D_{\beta=\mu}) + p(D_{\beta=\mu}) \right] = \frac{1}{2} \left[ \frac{1}{2} \min(1, \exp(u_R)) + \frac{1}{2} \min(1, \exp(-u_R)) \right] = \begin{cases} \frac{1}{2} & \text{if } u_R = 0 \\ \frac{1}{1 - \frac{u_R}{\mu}} & \text{if } u_R \neq 0 \end{cases} \tag{7}
\]

Equation (7) shows that only when someone is indifferent about both alternatives (\(u_R = 0\), i.e., they are neither appealing nor unappealing, the probability of exchanging is a half. In all other cases the endowment effect rears its head and the probability of exchanging will be less a half. Having demonstrated how several choice phenomena are explained in this setup, we turn to another property of our model, response times.

**Response times.** Response time predictions can be very informative when comparing different choice structures, evaluation processes and trigger conditions. As shown in the methods section, the single spin-flip algorithm provides the expected number of iterations until a choice condition is reached as a proxy for time. This can be used to investigate expected ordering of response times for a particular choice structure. For example, in a simple structure with no relationship existing between alternatives the expected number of iterations before a choice is triggered increases in the number and appeal of the alternatives. Or, assuming that longer response times are indicative of more deliberate decision-making, i.e., requiring more visits to a choice condition before a choice is triggered, we expect that context effects diminish and choices get increasingly rational. With increasing the required number of visits to a choice condition, choice probabilities go to Eq. (6) if a choice is sampled proportional to the number of visits of each condition. If the first alternative for which the choice condition has been visited the required number times is chosen, choice probabilities go to one for the alternative with the highest general appeal.

The model also allows incorporating response time phenomena such as the speed-accuracy trade-off\(^{95}\), which predicts that under time-pressure choices are faster but less accurate, through \(\beta\). In an application of the Ising model to attitudes\(^{96,97}\), the attention to an attitude object is represented by \(\beta\). This interpretation fits well within the choice model, as such an inverse relation can also be assumed between time-pressure and attention. As \(\beta\) scales the magnitude of the entire choice structure, lower values will not only reduce the expected number of iterations before a choice is made, but also the effect of A and B, and with that the magnitude of the context effects. This is also in line with research that showed that context effects tend to be smaller under time-pressure\(^{96,98}\). Choice expectations under time-pressure can be even more fine-tuned by using \(\mu\). For example, the assumption that people under time-pressure only focus on the general appeal of the alternative can be modelled by letting \(\mu = \frac{1}{\beta}\). In the methods section we show how different forms of time-pressure, modelled as variations in the relation between \(\beta\) and \(\mu\), influence the expected choice probabilities for the attraction effect.

**Discussion.** In this article we proposed a model for choices in which the choice structure is represented by a network, for which the node states have a distribution known as the quadratic exponential binary distribution or Ising model. Single spin-flip dynamics describe the alternative evaluation process in our basic setup, and potential choice conditions are states in which only one alternative is active. The invariant distribution of this choice process is the same as that of several classic choice models with the property of simple scalability, which guarantees choices
to be rational. Stopping when the choice conditions hold for the first time predicts a series of well known violations of rationality known as context effects and several other choice phenomena. This approach allows one to represent choice situations in an accessible way, and can be used to compare different choice structures, alternative evaluation process assumptions, and trigger variations with respect to the choice behaviour they predict. Furthermore, as we show next, it implements or can be extended with features and mechanics used in more complex choice models. We first review the relation between our model and the elimination by aspects (EBA) model, multi-alternative decision field theory (MDFT), the leaky competing accumulator model (LCA), and (simple) 2N-ary Choice Tree (2NCTs), and end with discussing some limitations and prospects of our approach.

One of the first models to offer an explanation for the similarity effect was Tversky’s EBA model. In the EBA model an alternative is characterised by a collection of attributes. At each step in the choice process one attribute is selected proportional to an attention weight, and alternatives without this attribute are eliminated until only one alternative remains. Although the utility of an alternative in the EBA model is a function of unique attributes and those shared between pairs of alternatives, choice probabilities can be calculated independently of the specific attributes. The EBA model can only explain the similarity effect, which occurs when a subset of the alternatives share some attributes that are not shared with the other alternatives. For example, the two Beethoven recordings share attributes that are not shared by the Debussy recording. As such the probability of selecting an attribute that is unique to a Beethoven is smaller when both recordings are in the choice set with the Debussy, compared to when only one is.

MDFT, the LCA, and 2NCTs, are capable of explaining more context effects. They are sequential sampling models, which entails that (noisy) information about the alternatives is integrated in an accumulator for each alternative throughout the choice process. Whereas MDFT and the LCA each assume one accumulator per alternative, in the 2NCTs each alternative has two accumulators, one for positive information and one for negative information. For all models the process stops when either a time limit is reached or one of the (positive) accumulators crosses a threshold, triggering in both cases a choice for the alternative for which the most (positive) information is accumulated. In the 2NCTs the process can also terminate when for all but one of the alternatives the threshold of the negative accumulator is crossed and these alternatives are eliminated.

As in the EBA model, an alternative's appeal is a function of its attributes and attention switches between these attributes over time. The explanation of the context effects in MDFT, the LCA, and 2NCTs rest primarily on some form of asymmetry between, or particular positioning of, the alternatives on attributes and must therefore be specified for all alternative-attribute combinations. In our model we do not need to specify different attributes or assume switching between attributes to predict context effects, as the influence of attributes is captured in the general appeal of the alternative. The influence of different attributes can be made explicit by adding an additional layer of attribute nodes, in which the position of the alternative on the attribute is encoded in the edge between them. During the process one can assume that attributes are always active and function as cues, or let their activity vary over time to incorporate the assumption that attention stochastically switches between attributes.

The models require several other mechanisms to explain context effects. Lateral inhibition, a neural concept in which an exited neuron inhibits its neighbours, is applied with the same magnitude for all alternative pairs in the LCA, and decreasing with the distance between alternatives in MDFT. The LCA and 2NCTs (also) rely on an implementation of loss aversion. In the LCA accumulators can only take non-negative values and the influence of negative differences between attribute values relative to positive differences is reduced. In the 2NCTs the evaluation process decreases the probability of updating a negative accumulator relative to that of a positive accumulator.

Both inhibition and loss aversion are part of our model. Loss aversion is implemented within the process of single spin-flip dynamics, i.e., the probability of activating an appealing alternative is always one, whereas the probability of eliminating an appealing alternative is decreasing in the appeal. Inhibition comes in the form of the negative interactions between the alternatives and plays a vital role in the prediction of context effects. Global inhibition as found in the LCA can be implemented by lowering the interaction between each pair of alternatives with a constant. Otherwise independent alternatives then become negatively related and the evaluation process will move faster to a potential choice condition.

Although our approach has several advantages with respect to the more complex multi-attribute multi-alternative models, it does not provide the same insight in choices times distributions. That being said, our predictions with respect to the ordering of response times are often the same as these models, and the model even provides novel explanations for some response time phenomena. For example, the prediction that context effects strengthen with longer decision times can, in addition to time-pressure, also be explained by the format of the experiment. The study manipulated time-pressure by letting a participants evaluate the characteristics of novel stimuli for 2, 4, 6, or 8 s, after which a choice had to be made immediately. Participants who could look to the stimuli for less than 8 s made choices less consistent with the context effects compared to participants that could look for 8 s.

Whenever a choice is presented the available alternatives must be encoded to determine their appeal, a process that takes time. For daily choices alternatives are recurring and embedded within a stable choice structure such that decoding takes almost no time. New alternatives must be placed within the global structure and connected to the relevant concepts before their perceived appeal stabilises. As multi-attribute multi-alternative models must specify all alternatives-attribute combinations, studies often use fictional products defined on small numbers of attributes only. Fictional alternatives are new to the participant and time is required to derive the general appeal of, and establish the appropriate relationships between, alternatives. This explanation is consistent with a transition from $β = 0$, a choice structure with no relationships and no general appeal, to $β = 1$, a fully formed structure, during this transition the magnitude of the context effects increases. In contrast to the other models, however, our model predicts that context effects diminish when time-pressure is reduced even further and more deliberation can take place before a choice is triggered.
We discussed our model assuming that all alternatives are known and everyone has the same choice structure. It is clear that choice situations exist in which the alternatives are not necessarily provided, or in such large numbers that evaluating them all might be infeasible. Furthermore, while it is a common assumption that the behaviour of individuals can be described by a set of parameters for the group, it is often rather unrealistic. Future research should focus on extending the model for these situations. For example by introducing initial selection probabilities for alternatives to be included in the choice structure, or interpreting \( \beta \) and \( \mu \) as parameters that are different for each person, or extend the model for individual choice structures.

We also recognise that data and findings in psychology from a few decades ago are sometimes questionable with respect to the current standards of research. For example, papers that used alternative methods to analyse data from a study by Tversky on within-person transitivity, find that for several (but not all) persons for whom Tversky asserted that they showed intransitive behaviour, the results are no longer significant. Although we believe that there is general consensus, based on a large body of research, that humans do not always make rational decisions, some experiments about irrational choice behaviour remain disputed. We therefore want to stress the importance of replicating these studies, or setting up new experiments that investigate the same phenomenon.

Another point, discussed in the paper by Regenwetter et al., is that often behaviour that may seem intransitive is actually rational when previously unobserved variables are taken into account. As an example they take a student that assumes that their supervisor’s perceived utility of meeting locations is stable over time, but that this is not the case as the varying teaching location of the supervisor actually determines this utility. As such, while the student judges the choices for meeting locations of the supervisor to be intransitive, this is in reality not the case. This example shows that, particularly for within-person choice effects, it is important to take context variables into account. In our model this could be accounted for by introducing nodes for these context variables, in case of the example a node for each of the teaching locations, that has a positive relation with the closest meeting locations, and which is active if the day of the meeting the supervisor has to teach in that location.

Even though very precise quantitative predictions are generally out of reach with behavioural data, there is merit in the prediction of qualitative phenomena, such as the ordering of probabilities, interaction effects, shapes of distributions, and even phenomena such as phase transitions. Formalising our theories about behaviour allows us to obtain these predictions. While we already propose multiple extensions to our model, ideally, it will be formal theories that dictate the assumptions, mechanisms, and structural characteristics to be used in a particular setup. By taking the opportunities to extend, refine, and improve the elements of the choice model, we can hopefully create a broad understanding of how the many phenomena and key theoretical principles from different types of decision-making are connected.

**Methods**

We derive the expression for the expected choice probabilities for the single spin-flip algorithm, demonstrate these steps for the attraction effect, and provide the parameter values for all examples used in the main text. We then visualise how variations of \( \beta \) and \( \mu \) influence the choice probabilities for the attraction effect. We end by showing the parameter based expression for the binary case and discuss some properties with respect to rational choice.

**Single spin-flip dynamics.** For a choice structure with \( k \) cues and \( m \) alternatives there are \( 2^m \) possible configurations of \( x \). We use \( x_i \) to denote the \( i \)th of these \( 2^m \) possible states. Let \( P \) be a square matrix of order \( 2^m \) in which element \( P_{ij} \) contains the probability of transitioning from \( x_i \) to \( x_j \) in one step of the single spin-flip algorithm, and \( P_{ii} \) contains the probability staying in the current state. As the algorithm changes at most one alternative at each iteration \( P \) will be highly sparse with at most \( m \) non-zero elements in each row. From \( P \) we obtain the expected rational choice probabilities, contained in the stationary distribution, as they are proportional to the elements of the first eigenvector of \( P \) that correspond to states in which the choice conditions are met (i.e., \( \sum_{i=1}^{2^m} x_i = k + 1 \)). We will not go into this approach at length as these probabilities can simply be obtained from the conditional distribution presented in Eq. (6).

The expected choice probabilities for stopping as soon as the choice conditions are met for the first time are obtained by reformulating the Markov chain with transition matrix \( P \) as an absorbing chain. To that end we make a distinction between the \( m \) absorbing states, i.e., those states in which only one alternative is active, and \( 2^m - m \) transient states, i.e., those states in which more than one alternative or no alternatives are active. The transition matrix for the absorbing chain \( P^* \) has the canonical form:

\[
P^* = \begin{bmatrix} Q & R \\ 0 & 1 \end{bmatrix},
\]

in which \( Q \) contains the transition probabilities between transient states, \( R \) contains the transition probabilities from transient states to absorbing states, \( I \) contains the transition probabilities between absorbing states, i.e., an identity matrix of order \( n \), and \( 0 \) contains the transition probabilities from absorbing states to transient states, i.e., a matrix with zeros. Rearranging \( P \) in its canonical form allows us to derive the expected progression of the Markov chain more easily.

Let \( y \in \{1, 2, \ldots, m\} \) denote the chosen alternative, let \( z = [z_1, z_2, \ldots, z_{2^m}] \) denote the resting state probabilities in which \( z_i \in [0, 1] \) denotes the probability for the choice process to start in alternative configuration \( x_i \). We divide \( z \) into the probabilities for starting in an absorbing state \( (z_a) \), and for starting in a transient state \( (z_t) \). Lastly, let \( t \) denote the number of iterations of the Metropolis algorithm.

The (marginal) probability that alternative \( y \) is chosen from the set of alternatives \( S \) is:
in which \( y \) and \( R_y \) represent the \( y \)th column of the matrices \( 1 \) and \( R \) respectively. Using the property of geometric series to rewrite the infinite sum over \( Q_t \) this expression simplifies to:

\[
p_s(y) = z_a I_y + z_t \sum_{t=0}^{\infty} Q^t R_y,
\]

(9)

in which \( I_y \) and \( R_y \) represent the \( y \)th column of the matrices \( I \) and \( R \) respectively. Using the property of geometric series to rewrite the infinite sum over \( Q_t \) this expression simplifies to:

\[
p_s(y) = z_a I_y + z_t (I - Q)^{-1} R_y.
\]

(10)

The expected number of Metropolis iterations before alternative \( y \) is chosen is:

\[
E(t | y) = \frac{1}{p_s(y)} \left[ z_t \sum_{t=1}^{\infty} t Q^{t-1} R_y \right].
\]

(11)

Once again we can rewrite the infinite sum over \( t Q^{t-1} \) and simplify the expression to:

\[
E(t | y) = \frac{1}{p_s(y)} \left[ z_t (I - Q)^{-2} R_y \right].
\]

(12)

\( \beta \) and \( \mu \)

Figure 7 visualises the effect of \( \beta \) and \( \mu \) on the choice probabilities (a) and response times (b) for the attraction effect example. The axes for both plots show \( \beta \) and \( \mu \) on a log-scale. (a) 6 different response phases are identified as a function of changes in \( \beta \) and \( \mu \). (b) Response times are approximated with the log of the expected number of iterations before termination, averaged over all three choices.

1. **Random phase** (RND) The choice probabilities for choosing the money (\( \$ \)), the nice pen (\( P_+ \)), or the not so nice pen pen (\( P_- \)) differ at most 10% from one another.
2. **Strong attraction effect phase** (AE+) The probability of choosing \( P_+ \) is greater than the probability of choosing \( \$ \).
3. **Normal attraction effect phase** (AE) The probability of choosing \( \$ \) is smaller than 62%.
4. **Choice axiom phase** (CA) The choice probabilities for all options differs only a marginally from those expected under Eq. (6) if \( \beta \) and \( \mu \) would both be one.
5. **Increasingly rational phase** (RA) The probability of choosing \( \$ \) is larger than 66%.
6. **Rational phase** (RA+) The probability of choosing \( \$ \) is larger than 90%.

The distribution of the different phases as a function of \( \log(\beta) \) and \( \log(\mu) \) in Fig. 7a shows that the random phase primarily takes place when both \( \beta \) and \( \mu \) are small. When \( \mu \) is small and \( \beta \) goes up the attraction effect is at its
strongest, which makes sense as the influence of relationships between alternatives becomes stronger, while keeping the influence of the general appeal small. When both $\beta$ and $\mu$ increase we find that choices become increasingly rational, i.e., eventually the money is chosen almost with near certainty. At this point we run into the limit of our computational precision, as shown by the white area in the upper right corner of both plots. Specifically, as the initial condition will go to one for all alternatives active, and the probability of transitioning out of this state becomes increasingly close to zero, calculating the inverse of the transitions matrix can no longer be done accurately.

This is also what we see when looking to the distribution of the log mean response times as a function of $\log(\beta)$ and $\log(\mu)$ in Fig. 7b, which shows clearly that these are increasing in both $\beta$ and $\mu$. While in most cases the expected number of iterations is thus small, the median of the plot range is approximately 38 iterations before a response is selected, at some point the mean expected number of iterations before a choice is made goes up to 54419290677, or fifty-four billion four hundred nineteen million two hundred ninety thousand six hundred seventy-seven. This tells us that for those corresponding values of $\beta$ and $\mu$, the probability of getting out of a transient state is extremely small. Of course, the number of iterations is only a proxy for response times and therefore does not tell us how long the choice process will actually take. For example, if the log number of iterations would be the number of seconds a choice process takes, 54419290677 iterations would amount to less than 25 s.

Looking to both Fig. 7a,b we find that our model predicts random behaviour for very short response times, and with increasing these the context effects become visible. When response times go up even further, eventually the context effects diminish again and choices become increasingly rational. In the limit, choice probabilities go to one for the alternative with the largest general appeal and the expected number of iterations goes to infinite.

Rational choices. Expressing the expected choice probabilities as a function of the parameters $A$ and $b$ for a choice with $n$ alternatives, requires one to write out all the possible paths to the $n$ choice conditions from all $2^n - n - 1$ configurations in which at least two alternatives are active. As this expression becomes already incomprehensible for $n = 3$, we will limit ourselves to the simplest case of a binary choice problem. If we define $u_i = \sum_{k \in x} a_{ik} + b_i$, the probability of choosing alternative $x$ over $y$ in a binary choice problem is given by:

$$p_{x,y}(x) = \frac{p_x + p_0}{1 + \exp \left[ \min(0, u_x) - \min(0, u_y) \right]} + p_1 \frac{1}{1 + \exp \left[ \min(0, -[u_x + u_y] - \min(0, -[u_y + u_y]) \right]} ,$$

in which $p_x$ denotes the probability to start in the configuration in which $x = 1$ and $y = 0$, as such meeting the choice conditions and directly triggering a choice for alternative $x$. $p_0$ and $p_1$ denote the probabilities to start in a configuration in which all alternatives are inactive ($p_0$) or active ($p_1$). Although this seems like a straightforward expression, even when assuming that there is no relation between the alternatives ($a_{xy} = 0$), we already obtain the four possible formulations depending on the values for $u_x$ and $u_y$:

$$p_{x,y}(x) = \begin{cases} p_x + p_0 \frac{1}{1 + \exp \left[ u_y - u_x \right]} + p_1 \frac{1}{1 + \exp \left[ u_y - u_x \right]} & \text{if } \{u_x, u_y\} > 0 \\ p_x + p_0 \frac{1}{1 + \exp \left[ u_y - u_x \right]} + p_1 \frac{1}{1 + \exp \left[ -u_x \right]} & \text{if } u_x < 0 < u_y \\ p_x + p_0 \frac{1}{1 + \exp \left[ u_y - u_x \right]} + p_1 \frac{1}{1 + \exp \left[ u_x \right]} & \text{if } u_x > 0 > u_y \\ p_x + p_0 \frac{1}{1 + \exp \left[ u_y - u_x \right]} + p_1 \frac{1}{1 + \exp \left[ u_y - u_x \right]} & \text{if } \{u_x, u_y\} < 0 \end{cases} \tag{14}$$

From Eqs. (13) and (14) it becomes clear that if no relationships exist between alternatives, the probability of choosing alternative $x$ is purely a function of the difference between $u_x$ and $u_y$ if we started in either $p_0$ or $p_1$. While it might seem a plausible assumption that choices will be at least weakly rational, i.e., $p_{x,y}(x) \geq 1/2 \iff u_x \geq u_y$, if there is no interaction between the alternatives, this is not necessarily the case.

For example, if the relation between cue $k$ and alternative $x$ is positive ($a_{tx} = 10$), but the general appeal of $x$ is negative ($b_x = 5$), and the relation between cue $k$ and alternative $y$ is negative ($a_{ty} = 10$), but the general appeal of $y$ is positive ($b_y = 15$). We find that $u_x = 5$ and $u_y = -5$, and as $u_x > u_y$ we would expect $p_{x,y}(x) \geq 1/2$. Using Eq. (14) we can calculate that when starting in a non-absorbing configuration both transition probabilities are almost one, such that $p_{x,y}(x) \approx p_x + p_y + p_0$ and the probability of choosing $x$ over $y$ is the sum of all starting configurations except $p_y$, i.e., $p_{x,y}(x) \approx 1 - p_y$. However, whereas the transition probabilities are only a function of the difference between $u_x$ and $u_y$, the starting probabilities are not. In the resting state distribution the cue would almost always be inactive if $b_x < 0$, and the probabilities $p_0, p_x, p_y$, and $p_0$ become primarily a function of $b_x$ and $b_y$. As $b_x >> b_y$, we find that $p_0 \approx .99$, which implies that 99% of the time we will start in the configuration that will immediately trigger the choice for alternative $y$. Although this situation might not necessarily be encountered in real life, it shows that determining when choices are guaranteed to be even weakly rational is not straightforward.
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