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Abstract
We prove uniqueness and existence theorems for four-dimensional asymptotically flat, Ricci-flat, gravitational instantons with a torus symmetry. In particular, we prove that such instantons are uniquely characterised by their rod structure, which is data that encode the fixed point sets of the torus action. Furthermore, we establish that for every admissible rod structure there exists an instanton that is smooth up to possible conical singularities at the axes of symmetry. The proofs involve adapting the methods that are used to establish black hole uniqueness theorems, to a harmonic map formulation of Ricci-flat metrics with torus symmetry, where the target space is directly related to the metric (rather than auxiliary potentials). We also give an elementary proof of the nonexistence of asymptotically flat toric half-flat instantons. Finally, we derive a general set of identities that relate asymptotic invariants such as the mass to the rod structure.
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1 Introduction

A gravitational instanton is a four-dimensional complete Riemannian manifold \((M, g)\) that is a solution to the Einstein equations [12]. The physical motivation for studying such geometries originated in the context of euclidean quantum gravity, where they arise as saddle points in the gravitational path integral [10]. In the vacuum theory, so the metric is Ricci-flat, one is interested in non-compact geometries that decay to a flat metric near infinity. Two notable classes are the so-called asymptotically locally euclidean (ALE) and asymptotically locally flat (ALF) instantons. ALE spaces approach \(\mathbb{R}^4 / \Gamma\) where \(\Gamma\) is a finite subgroup of \(SU(2)\), whereas ALF spaces approach a circle bundle over \(\mathbb{R}^3\) where the circle has constant length at infinity.

Most work in this direction has been in the context of complete hyper-Kähler metrics, which are equivalently characterised as half-flat or as having a (anti)-self dual Riemann tensor. These are automatically Ricci-flat and hence consist of a special subclass of gravitational instantons. A full classification of ALE complete hyper-Kähler manifolds has been achieved [20]. More recently, a classification of ALF complete hyper-Kähler manifolds of cyclic type has been obtained [28]. It appears that much less is known about the classification of the more generic class of Ricci flat, but not necessarily hyper-Kähler, gravitational instantons.

In this paper, we will initiate the classification of asymptotically flat (AF) and Ricci-flat gravitational instantons. We will say a gravitational instanton \((M, g)\) is AF if it approaches a quotient of \(\mathbb{R} \times \mathbb{R}^3\) with the flat metric, under an isometry that acts as a translation in \(\mathbb{R}\) and a rotation in \(\mathbb{R}^3\), where the metric on the \(\mathbb{R}\) factor remains bounded at infinity (we will define this precisely in Sect. 2.2). This class includes the notable example of the euclidean Schwarzschild metrics on \(\mathbb{R}^2 \times S^2\),

\[
\begin{align*}
g &= \left(1 - \frac{2m}{r}\right) d\tau^2 + \frac{dr^2}{1 - \frac{2m}{r}} + r^2(d\theta^2 + \sin^2 \theta d\phi^2),
\end{align*}
\]

where the parameter \(m > 0\) and the euclidean time \(\tau \sim \tau + \beta\) must be periodically identified with period \(\beta = 8\pi m\) in order to obtain a complete metric, resulting in an asymptotically \(S^1 \times \mathbb{R}^3\) space. More generally, this class also includes the 2-parameter euclidean Kerr solution on \(\mathbb{R}^2 \times S^2\) where now the identification is tilted \((\tau, \phi) \sim (\tau + \beta, \phi + \beta \Omega)\), with \(\Omega\) related to the second parameter (the Schwarzschild solution is the \(\Omega = 0\) special case). Note that our definition of AF overlaps with, but does not contain, the related definition of ALF manifolds. In particular, for the Kerr instanton, the vector field \(\partial_\tau\) with asymptotically bounded norm does not have closed orbits, and hence, the space is not an \(S^1\)-bundle over \(\mathbb{R}^3\) at infinity and therefore is not ALF.

For the ALF class of gravitational instantons, Minerbe has defined a geometric invariant akin to the mass and established a corresponding positive mass theorem [27] (more generally, this result holds whenever the Ricci tensor is non-negative, or \(M\) is spin and the scalar curvature is non-negative—see also [23] for recent related work on ALF and ALG spaces). The parameter \(m\) appearing in (1) is precisely this geometric invariant. For AF instantons that are not ALF, such as the Kerr instanton, there is as...
yet no analogous definition of a mass. In our analysis of AF gravitational instantons, we will identify an invariant in the asymptotic expansion around infinity that appears to capture the notion of a mass, although we do not address its positivity here.

In the context of Lorentzian manifolds, the celebrated no-hair theorem states that the only asymptotically flat, stationary, vacuum spacetime that contains a black hole region must belong to the Kerr family of solutions, for a review see [9]. Naturally, it was conjectured that this result would also hold in the Riemannian case, i.e. that the euclidean Kerr solution is the only AF gravitational instanton [12]. This question was investigated by Lapedes [22], who showed that Israel’s theorem [18]—which establishes that the Schwarzschild metric is the unique static black hole solution—remains valid in Riemannian signature. However, Lapedes also pointed out that the uniqueness proof for Kerr black holes in the class of stationary and axisymmetric solutions is no longer valid in the Riemannian setting. Nevertheless, a Riemannian no-hair theorem was still conjectured in that work [22].

Remarkably, over 30 years later, Chen and Teo [6,7], constructed a counterexample to the Riemannian no-hair conjecture. They found an explicit 2-parameter family of AF complete Ricci-flat metrics on $\mathbb{C}P^2\setminus S^1$. The metrics are much more complicated than the Kerr solution (see “Appendix B”), although both solutions do have a torus symmetry. Thus, a natural problem presents itself: obtain a complete classification of AF gravitational instantons. In the absence of any extra structure, this problem is at present out of reach. However, for solutions with a torus symmetry as above, the question is much more tractable.

In this paper, we will consider the classification of AF toric gravitational instantons, i.e. AF instantons with a torus symmetry (see Definition 2.1). In this case, the notion of rod structure can be defined for such instantons [5] (we define this precisely in Sect. 2.3). These are data that encode how the torus action degenerates on the axes and determines the topology of the instanton; in particular, it fixes the 2-cycle structure and their (minimal) area. The Kerr and Chen–Teo metrics possess different rod structures so this offers a way to distinguish them. Indeed, our first main result shows that the rod structure provides a way to classify toric instantons.

**Theorem 1.1** There is at most one AF toric gravitational instanton with a given rod structure.

We prove this by adapting the methods used for the uniqueness theorems for stationary vacuum black hole spacetimes with $D−3$ commuting axial symmetries, originally developed by Mazur in four dimensions [16,17,26]. Indeed, the notion of rod structure also plays a key role in the classification of such black holes, especially in higher dimensions. A key step in establishing the classic black hole uniqueness theorem is to show that the vacuum Einstein equations for stationary and axisymmetric spacetimes can be reformulated, in terms of an auxiliary ‘twist’ potential, as a harmonic map with a Riemannian symmetric space target $SL(2,\mathbb{R})/SO(2)$. In the case of Ricci-flat Riemannian manifolds with torus symmetry, one can repeat this reformulation in terms of twist potentials resulting in a harmonic map with a Lorentzian symmetric space target $SL(2,\mathbb{R})/SO(1,1)$; it is the indefinite nature of the target space metric which spoils the uniqueness argument (this is essentially Lapedes’s aforementioned observation concerning the failure of the uniqueness proof). Nevertheless, we show that the
method of Mazur can still be applied in the Riemannian case, albeit in a different way. In particular, we show that for Riemannian manifolds the Ricci-flat condition for toric metrics reduces directly to a harmonic map with Riemannian target $SL(2, \mathbb{R})/SO(2)$, without the need to introduce twist potentials. This then allows one to use the Mazur argument.\footnote{Such a direct reduction of stationary and axisymmetric vacuum solutions results in a harmonic map with Lorentzian target $SL(2, \mathbb{R})/SO(1, 1)$, which cannot be used to prove uniqueness.}

Furthermore, using this harmonic map formulation we are also able to exploit previous results that allow one to address existence of solutions. This leads to our second main result.

**Theorem 1.2** There exists a unique AF toric gravitational instanton for every admissible rod structure that is smooth everywhere away from the axes.

For this, we exploit a theorem by Weinstein concerning the existence of harmonic maps with prescribed singularities [31–33]. In this context, the prescribed singularities correspond to the boundary conditions required in order to obtain a metric that is smooth at the axes. Weinstein’s theorem has been applied in the context of four- and five-dimensional stationary and axisymmetric black hole spacetimes [19,31,32]; however, it only depends on the character of the harmonic map and therefore can be applied in our case. In particular, the existence proof reduces to exhibiting a so-called model map, which is a map that obeys the same boundary condition but need not be harmonic (although must have bounded tension). Just like in the black hole case, this existence result cannot address regularity of the metric at the axes. In particular, generically one can have conical singularities on the axis components, and therefore, we emphasise that our theorems do not address the classification of smooth AF toric instantons. Indeed, the Chen–Teo instanton shows that there are smooth instantons for rod structures distinct to the Kerr instanton, so it would appear reasonable to expect that other smooth instantons also exist. In fact, given the rod structure can be arbitrarily complicated, in principle it is possible that there exists an infinite class of new smooth AF instantons. We will not address this interesting question in this paper. As in the case for four and five dimensional stationary and axisymmetric black hole spacetimes, we expect that methods from integrability theory can be employed to construct the general solution on the axes for any rod structure and hence determine the (non)existence of metrics that are regular at the axes [24,25,29].

As mentioned above, a notable subclass of Ricci-flat gravitational instantons are (anti)-self dual. In fact, it has been argued by Lapedes that there are no AF half-flat instantons [22]. The argument, originally formulated by Gibbons and Pope in the context of asymptotically euclidean instantons, uses an index theorem for the Dirac operator [14]. We will give an elementary proof of this result in the context of toric instantons, thus establishing the following.

**Theorem 1.3** There are no AF toric half-flat instantons.

The proof of this first uses the well known fact that any toric half-flat metric is a Gibbons–Hawking metric. Then, a global analysis of these geometries, which depend on a single axisymmetric harmonic function on $\mathbb{R}^3$, shows that smoothness of the axes is incompatible with asymptotic flatness.
Our final result is a general set of identities for AF toric gravitational instantons that relate asymptotic invariants such as the mass, to invariants defined by the rod structure, see Theorem 4.2 for the precise statement. These can be thought of as Riemannian analogues of certain thermodynamic identities that hold for black holes [3]. Indeed, the derivation of these identities, which involves integrating the harmonic map equation over the orbit space, was inspired by an analogous set of identities recently obtained for five-dimensional black holes [21].

The organisation of this article is as follows. In Sect. 2, we give the reduction in the Einstein equations for toric gravitational instantons, derive the general leading asymptotic expansion for AF instantons, introduce the notion of rod structure and derive the geometry of the axis, and prove Theorem 1.3 on the nonexistence of the half-flat instantons. In Sect. 3, we present our main uniqueness and existence results; in particular, we prove Theorems 1.1 and 1.2. In Sect. 4, we derive a general set of identities for AF toric instantons, summarised in Theorem 4.2. We relegate some of the curvature calculations to “Appendix A” and verify our identities for the known instantons in “Appendix B”.

2 Toric gravitational instantons

2.1 Reduction of Einstein equations

We begin by defining the class of instantons that we will be concerned with in this paper.

**Definition 2.1** A toric gravitational instanton is a four-dimensional, simply-connected, Ricci-flat, complete Riemannian manifold $(\mathcal{M}, g)$, with an isometric effective torus $T \cong U(1)^2$ action with at least one fixed point.

Now, for simplicity we will make the following technical assumption throughout this paper: the $T$-action has no points in $\mathcal{M}$ with a discrete isotropy subgroup. It then follows, under our stated assumptions, that the orbit space of $\mathcal{M}$ under such a torus action, which we denote by $\hat{\mathcal{M}} := \mathcal{M}/T$, is a 2-dimensional simply-connected manifold with boundaries and corners [16, Proposition 1] (see also the classic work [30, Theorem 1.12]). We expect that the assumption that there are no discrete isotropy groups can be justified from asymptotic flatness as in the case of stationary and axisymmetric spacetimes [17], although we will not pursue this here.

Let $\eta_i, i = 1, 2$ denote the Killing vector fields generating a torus action and define the $2 \times 2$ Gram matrix $g$ of Killing fields by

$$g_{ij} := g(\eta_i, \eta_j).$$

(2)

Then, the interior of $\hat{\mathcal{M}}$ corresponds to the points where $g_{ij}$ is rank-2, boundaries of $\hat{\mathcal{M}}$ occur precisely at points where $g_{ij}$ is rank-1, and the corners where $g_{ij}$ is rank-0.

Now, consider the functions $\omega_i := \star(\eta_1 \wedge \eta_2 \wedge d\eta_i)$, where $\star$ is the Hodge dual with respect to $g$, which must be constant by Ricci-flatness of $(\mathcal{M}, g)$. Define the axis set...
\[ \mathcal{A} := \{ p \in M \mid \det g(p) = 0 \}, \]  
which corresponds to the boundaries and corners of \( \hat{M} \). Now, since the \( T \)-action has a fixed point, the axis is non-empty, and hence, the constants \( \omega_i = 0 \) for \( i = 1, 2 \). We deduce, by Frobenius’ integrability theorem, that the distribution orthogonal to \( \text{span}(\eta_1, \eta_2) \subset TM \) is integrable at every point. Thus, on \( M \setminus \mathcal{A} \) we can introduce coordinates \( \phi^i \), with \( i = 1, 2 \), such that \( \eta_i = \partial_{\phi^i} \) in terms of which the metric takes the block-diagonal form

\[ g = g_{ij} d\phi^i d\phi^j + \hat{g}, \]  

where \( \hat{g} \) is a Riemannian metric on the orthogonal 2-dimensional surfaces which can be identified with the interior of \( \hat{M} \). The Gram matrix \( g_{ij} \) can then be thought of as a matrix of functions on \( \hat{M} \).

Now, Ricci-flatness of \( (M, g) \) is equivalent to the following equations on the orbit space \( (\hat{M}, \hat{g}) \):

\[ d\hat{\star}(\rho J) = 0, \]  
\[ \hat{R}_{ab} = \hat{\nabla}_a \hat{\nabla}_b \log \rho + \frac{1}{4} \text{Tr} (J_a J_b), \]  

where \( \hat{\star} \) is the Hodge dual, \( \hat{\nabla} \) the metric connection, and \( \hat{R}_{ab} \) the Ricci tensor, all with respect to \( \hat{g} \), and

\[ J := g^{-1}d g, \quad \rho := \sqrt{\det g}, \]  

are a matrix valued 1-form and non-negative function on \( \hat{M} \), respectively. It is worth noting that \( J \) satisfies the zero curvature condition

\[ dJ + J \wedge J = 0. \]  

This reduction is well known in the case of stationary and axisymmetric vacuum spacetimes; we provide our own self-contained derivation for the Riemannian case in “Appendix A”.

The trace of (5) implies \( \rho \) is a harmonic function on \( \hat{M} \). Therefore, we can introduce its harmonic conjugate \( z \) via \( dz = -\hat{\star}d\rho \), so that \( d\rho \wedge dz \) is positive orientation. It follows that wherever \( d\rho \neq 0 \) we can use \( (\rho, z) \) as a chart on the orbit space, so that

\[ \hat{g} = e^{2\nu}(d\rho^2 + dz^2), \]  

where \( \nu \) is a function of \( (\rho, z) \). In fact, one can show that this provides a global chart on the interior of \( \hat{M} \). The proof of this, which uses asymptotic flatness, is outlined in Sect. 2.2 and is essentially the same as for stationary and axisymmetric vacuum spacetimes [8,17,31]. In these coordinates, (6) reduces to the first-order equations for \( \nu \),

\[ \partial_z \nu = \frac{\rho}{4} \text{Tr}(J_z J_\rho), \quad \partial_\rho \nu = -\frac{1}{2\rho} + \frac{\rho}{8} \text{Tr}(J_\rho^2 - J_z^2). \]  

\( \hat{\star} \) Springer
The integrability condition for $\nu$ is equivalent to (5). To see this, it is useful to note that (5) and (8) in these coordinates reduce to

$$\partial_\rho (\rho J_\rho) + \partial_z (\rho J_z) = 0, \quad (11)$$
$$\partial_\rho J_z - \partial_z J_\rho + [J_\rho, J_z] = 0. \quad (12)$$

Thus, the Einstein equations for this class of metrics reduce to solving (5) or simply (11). It is worth noting that (11) and the first order equations for $\nu$ (10) take the same form as in the Lorentzian case of stationary and axisymmetric solutions (where $g_{ij}$ is Lorentzian instead of Riemannian as here).

### 2.2 Asymptotic flatness

We will now define a suitably general notion of asymptotically flatness that captures the gravitational instantons that we are interested in.

Consider the flat Riemannian manifold $(\mathcal{M}_\flat, g_0)$ defined as the quotient $\mathcal{M}_\flat := [\mathbb{R} \times (\mathbb{R}^3 \setminus B_R)]/\mathbb{Z}$, where $B_R \subset \mathbb{R}^3$ is a 3-ball of euclidean radius $R > 0$ and $\mathbb{Z}$ is generated by the automorphism $(\tau, r, \theta, \phi) \mapsto (\tau + \beta, r, \theta, \phi + \beta \Omega)$, $\beta > 0$, $\Omega$ are constants,

$$g_0 = d\tau^2 + dr^2 + r^2(d\theta^2 + \sin^2 \theta d\phi^2), \quad (13)$$

where $\tau \in \mathbb{R}$ and $(r, \theta, \phi)$ are standard spherical coordinates on $\mathbb{R}^3$. We will consider toric gravitational instantons that are modelled on $(\mathcal{M}_\flat, g_0)$ near infinity. This of course includes the Schwarzschild solution for $\Omega = 0$ (see (1)) and the Kerr solution for $\Omega \neq 0$ (see “Appendix B”). Observe that both $\frac{\partial}{\partial \tau}$ and $\frac{\partial}{\partial \phi}$ are Killing vector fields on $(\mathcal{M}_\flat, g_0)$, and in particular, $\frac{\partial}{\partial \tau}$ has bounded norm. We can think of these Killing vectors as euclidean analogues of time translation and rotation, respectively.

Before giving our precise definition of asymptotic flatness, it is helpful to note that the Gram matrix of Killing fields for $g_0$, in the basis $(\partial_\tau, \partial_\phi)$, is simply

$$g_0 = \begin{pmatrix} 1 & 0 \\ 0 & r^2 \sin^2 \theta \end{pmatrix}, \quad (14)$$

and therefore, the $(\rho, z)$ coordinates for this flat geometry are

$$\rho = r \sin \theta, \quad z = r \cos \theta. \quad (15)$$

with $\nu = 0$. It is convenient to use such polar coordinates $(r, \theta)$ to develop the asymptotic expansion for any AF metric.

**Definition 2.2** An *asymptotically flat (AF) toric gravitational instanton* is a toric gravitational instanton with an end diffeomorphic to $\mathcal{M}_\flat$ for some choice of $\beta$ and $\Omega$. Furthermore, on the end

$$g = V(d\tau + \omega d\phi)^2 + V^{-1} r^2 \sin^2 \theta d\phi^2 + e^{2\nu}(dr^2 + r^2 d\theta^2), \quad (16)$$
where the coordinates \((\tau, r, \theta, \phi)\) are defined by the diffeomorphism, \(\partial_\tau, \partial_\phi\) are the Killing fields that generate the torus action, and the metric functions

\[
V = 1 + O_2(r^{-1}), \quad \omega = O_2(r^{-1}), \quad v = O_2(r^{-1}),
\]

as \(r \to \infty\) (here \(f = O_n(r^{-1})\) if in cartesian coordinates \(\partial^k f = O(r^{1-k})\) for \(k \leq n\)).

This definition ensures the metric \(g\) approaches \(g_0\) at infinity. Now, observe that Definition 2.2 implies that relative to the basis \((\partial_\tau, \partial_\phi)\) the function \(\rho = r \sin \theta\), which gives (up to an additive constant) \(z = r \cos \theta\), i.e. \((\rho, z)\) are related to the coordinates in the AF end by (15) for any AF instanton (not just flat space). It follows that \((\rho, z)\) are well-defined coordinates in the AF end for any AF instanton. This can be used to show the much stronger statement that \((\rho, z)\) is a global chart on the interior of the orbit space. The argument given in [31] applies essentially unchanged, which we repeat now for completeness.

For an AF metric the orbit space metric must approach that of \(g_0\), i.e. as \(r \to \infty\) we have

\[
\hat{g} = (1 + O_2(r^{-1})) \left( dr^2 + r^2 d\theta^2 \right).
\]

Thus, \(\rho\) is asymptotic to the distance from the axis \(\theta = 0, \pi\). Now consider the region \(\{ 0 < \rho < \rho_0 \} \subset \hat{M}\). For large enough \(\rho_0\), its boundary \(\rho = \rho_0\) is a smooth curve in the asymptotic region and the complement \(\rho > \rho_0\) is simply connected. Therefore, since \(\hat{M}\) is simply connected, it follows that \(\{ 0 < \rho < \rho_0 \}\) must also be simply connected. By the Riemann mapping theorem, we can conformally map this region to the strip \(\{ 0 < \Im \xi < \rho_0 \} \subset \mathbb{C}\) such that \(\rho = 0\) becomes \(\Im \xi = 0\) and \(\rho = \rho_0\) becomes \(\Im \xi = \rho_0\). Now, since \(\rho\) is harmonic on \((\hat{M}, \hat{g})\), under the conformal map it is also harmonic on the strip, and hence, applying the maximum principle to \(\rho - \Im \xi\) on the strip shows that in fact \(\rho = \Im \xi\). It follows that \(\rho\) has no critical points in the region \(\{ 0 < \rho < \rho_0 \}\) and since we can make \(\rho_0\) as large as we like \(\rho\) has no critical points in \(\hat{M}\). Therefore, the \((\rho, z)\) can be used as a global coordinate chart in the interior of the orbit space. We may now define global polar coordinates \((r, \theta)\) by (15) in terms of which the metric is (16).

The Gram matrix of \((\partial_\tau, \partial_\phi)\) for (16) is

\[
g = \begin{pmatrix}
V & V \omega \\
V \omega & \rho^2 V^{-1} + V \omega^2
\end{pmatrix},
\]

and in this parameterisation the equations (5) reduce to the system

\[
\hat{\nabla}^a (\rho \hat{\nabla}_a \log V) = \frac{V^2}{\rho} \hat{\nabla}^a \omega \hat{\nabla}_a \omega
\]

\[
\hat{\nabla}^a \left( \frac{V^2}{\rho} \hat{\nabla}_a \omega \right) = 0,
\]

\(\hat{\nabla}\) Springer
on the orbit space \((\hat{M}, \hat{g})\). It will be useful to reformulate this system in terms of the Ernst potential \(W\) defined by

\[
dW = -\frac{V^2}{\rho} \hat{\omega},
\]  

which exists globally since the orbit space is simply connected. The system (20), (21) now reads

\[
\hat{\nabla}^a (\rho \hat{\nabla}_a \log V) = \rho V^{-2} \hat{\nabla}^a W \hat{\nabla}_a W \tag{23}
\]

\[
\hat{\nabla}^a \left[ \rho \frac{\rho}{V^2} \hat{\nabla}_a W \right] = 0. \tag{24}
\]

We are now ready to state the main result of this section.

**Proposition 2.3** Consider an AF toric gravitational instanton. The Gram matrix of Killing fields in the basis \((\partial_{\tau}, \partial_{\phi})\) has an asymptotic expansion

\[
g = \begin{pmatrix}
1 - \frac{2m}{r^2} + O_2(r^{-2}) & \frac{2j \sin^2 \theta}{r} + O_2(r^{-2}) \\
\frac{2j \sin^2 \theta}{r} + O_2(r^{-2}) & r^2 \sin^2 \theta \left(1 + \frac{2m}{r} + O_2(r^{-2})\right)
\end{pmatrix}
\]  

as \(r \to \infty\), where \((r, \theta)\) are polar coordinates defined by (15) and \(m, j\) define two asymptotic invariants. Furthermore,

\[
e^{2v} = 1 + \frac{2m}{r} + O_2(r^{-2}). \tag{26}
\]

**Proof** We will adapt a proof of Beig and Simon given in the context of asymptotically flat stationary spacetimes [4]. The system (23), (24) in the coordinates (9) can be written as a Poisson like equations on \(E_R =: \mathbb{R}^3 \setminus B_R\):

\[
\Delta \log V = \rho^{-2} \nabla W \cdot \nabla W, \tag{27}
\]

\[
\Delta W = 2V^{-1} \nabla V \cdot \nabla W, \tag{28}
\]

where \(\nabla\) is the standard derivative on \(\mathbb{R}^3\) in cylindrical coordinates \((\rho, z, \varphi)\) with \(\varphi\) is an auxiliary 2\(\pi\)-periodic angle, \(\Delta := \nabla \cdot \nabla\) the corresponding Laplacian, and \(V, W\) are axisymmetric functions on \(\mathbb{R}^3\) (i.e. only functions of \((\rho, z)\)). Now, by Definition 2.2 and the definition of the Ernst potential (22) it follows that

\[
W = O_2(r^{-2}). \tag{29}
\]

Therefore, the r.h.s. of (27) is \(O_1(r^{-6})\). By [4, Lemma B] we deduce that there is a constant \(m\) such that

\[
\log V = -\frac{2m}{r} + O_2(r^{-2}), \tag{30}
\]
which establishes the asymptotic expansion for $g_{\tau\tau} = V$.

Next, (29) implies the r.h.s of (28) is $O_1(r^{-3})$. Therefore, [4, Lemma A] together with axisymmetry of $W$ implies there are constants $N, j$ such that

$$W = \frac{N}{r} - \frac{2j \cos \theta}{r^2} + O_2 \left( \frac{\log r}{r^3} \right).$$  \hspace{1cm} \text{(31)}$$

Clearly we must set $N = 0$ in order to satisfy the estimate (29) that follows from asymptotic flatness. Next, substituting the expansions for $V, W$ back into the r.h.s of (28) we can write

$$\Delta \left( W - \frac{4mj \cos \theta}{r^3} \right) = O_1 \left( \frac{\log r}{r^6} \right),$$  \hspace{1cm} \text{(32)}$$

where we have used $\Delta(r^{-3} \cos \theta) = 4r^{-3} \cos \theta$. Therefore, by [4, Lemma B] we deduce

$$W = -\frac{2j \cos \theta}{r^2} + O_2 \left( \frac{1}{r^3} \right),$$  \hspace{1cm} \text{(33)}$$

where the monopole term is again absent due to (29). Finally, integrating (22) with (33) we find

$$\omega = \frac{2j \sin^2 \theta}{r} + O_2(r^{-2}),$$  \hspace{1cm} \text{(34)}$$

where we have set integration constant such that $\omega \to 0$ at infinity. This therefore establishes the decay for $g_{\tau\phi} = V \omega$.

It remains to find the asymptotic expansion of the conformal factor $e^{2v}$. In terms of the coordinates (15), one finds (10) implies

$$\partial_r v = -\frac{m}{r^2} + O_1(r^{-3}),$$  \hspace{1cm} \text{(35)}$$
$$\partial_\theta v = O_2(r^{-2}),$$

which integrates to $v = m/r + O_2(r^{-2})$ and hence (26). \hfill \Box

It is worth emphasising that under the remaining coordinate freedom $z \to z + c$ where $c$ is a constant, the asymptotic parameters $m, j$ are invariant. These invariants are euclidean analogues of the mass and angular momentum of stationary and axisymmetric spacetimes (hence the notation). We will therefore refer to $m, j$ as mass and angular momentum of AF toric instantons. As an example, consider euclidean Schwarzschild in the coordinates (15):

$$g = \left(1 + \frac{\mu}{2r}\right)^4 \left[dr^2 + r^2 d\theta^2\right] + \left(1 - \frac{\mu}{2r}\right)^2 d\tau^2 + \left(1 + \frac{\mu}{2r}\right)^4 r^2 \sin^2 \theta d\phi^2,$$  \hspace{1cm} \text{(36)}$$
which, comparing to our asymptotic form, shows \( m = \mu \) and \( j = 0 \). Similarly, for the euclidean Kerr instanton given in “Appendix B” we verify that \( m, j \) correspond to euclidean versions of the mass and angular momentum parameters.

We emphasise that strictly speaking we have not defined the asymptotic invariants \((m, j)\) in the more general context of AF gravitational instantons, although we expect a definition analogous to the ADM mass to exist. To this end, we find the following conjecture natural.

**Conjecture 2.4** To any AF gravitational instanton \((M, g)\), we can assign a geometric invariant ‘mass’ \( m \) (which coincides with the invariant \( m \) above for toric instantons) with the property that \( m \geq 0 \) with equality if and only if \((M, g)\) is flat.

We expect the above can be established in a similar manner to the positive-mass theorem for ALF instantons [27]. It would be interesting to investigate this further.

### 2.3 Axis and rod structure

In the orbit space the axis \( A \) corresponds to the \( \rho = 0 \) boundary of \( \hat{M} \). As shown in [17], this divides into boundary segments corresponding to intervals

\[
(-\infty, z_1), \ (z_1, z_2), \ldots, \ (z_N, \infty),
\]

with \( z_1 < z_2 < \cdots < z_N \), on which \( g_{ij} \) is rank-1, that are separated by corners \( z_A, A = 1, \ldots, N \) where \( g_{ij} \) is rank-0. We denote the intervals, called rods, by \( I_A = (z_{A-1}, z_A) \) for \( A = 1, \ldots, N + 1 \), where it is understood that \( z_0 = -\infty \) and \( z_{N+1} = \infty \).

There are a number of invariants associated with this boundary. The length of each finite rod \( I_A \), where \( A = 2, \ldots, N \) is

\[
\ell_A = z_A - z_{A-1}.
\]  

The rod vector \( v_A \) associated with each rod \( I_A \) is the unique up-to-scale Killing vector \( v_A \) which vanishes on \( I_A \) (recall \( g \) is rank-1 on \( I_A \)). We fix the scale such that \( v_A \) is a \( 2\pi \)-periodic vector so we can write

\[
v_A = v_A^i \eta_i
\]

where \( v_A := (v_A^1, v_A^2) \in \mathbb{Z}^2 \) are coprime integers and \( \eta_i \) are \( 2\pi \)-periodic generators of the torus action. Note this does not fully fix \( v_A \), which is now defined up to an overall sign.

**Definition 2.5** The collection of boundary data

\[\mathcal{R} := \{(I_A, v_A) \mid A = 1, \ldots, N + 1\}\]

is called the **rod structure** of \((M, g)\). If the rod vectors of consecutive rods \( I_{A-1}, I_A \) satisfy the condition

\[
\det (v_{A-1}, v_A) = \pm 1
\]
Fig. 1 General rod structure with one finite rod. The euclidean Kerr instanton corresponds to $q = 0$.

Fig. 2 General rod structure with two finite rods. The Chen–Teo instanton corresponds to $q = 0$.

The rod structure is said to be **admissible**.

The rod structure is a fundamental invariant for such spaces. The admissibility condition is required in order to avoid orbifold singularities at the corners [17]. We will ultimately be interested in such admissible rod structures, although much of our analysis will not use this condition.

For AF geometries as defined above, we can introduce a preferred basis of independently $2\pi$-periodic Killing fields as follows: Define $(\psi, \chi)$ by

$$
\tau = \hat{\beta} \psi, \quad \phi = \chi + \Omega \hat{\beta} \psi,
$$

where $\hat{\beta} := \beta/(2\pi)$, so that the identifications on $(\tau, \phi)$ are equivalent to $(\psi, \chi) \sim (\psi + 2\pi, \chi)$ and $(\psi, \chi) \sim (\psi, \chi + 2\pi)$. This gives

$$
\partial \psi = \hat{\beta} (\partial \tau + \Omega \partial \phi), \quad \partial \chi = \partial \phi,
$$

so the change of basis matrix is

$$
L = \begin{pmatrix}
\hat{\beta} & \Omega \hat{\beta} \\
0 & 1
\end{pmatrix}
$$

and the Gram matrix of Killing fields is this new basis is $\tilde{g} = LgL^T$ where $g$ is relative to our original basis $(\partial \tau, \partial \phi)$.

Relative to the $(\partial \psi, \partial \chi)$ basis, the rod vectors of the semi-infinite rods are thus $v_1 = (0, 1)$ and $v_{N+1} = (0, 1)$, which we assume henceforth. For example, the euclidean Kerr solution has one finite rod $I_2$, so $N = 2$, with rod vector $v_2 = (1, 0)$. It is interesting to list all admissible rod structures for the simplest cases. For example, suppose there is one finite rod, with rod vector $v_2 = (p, q)$. Then, the admissibility conditions $\det(v_1, v_2) = \pm 1$ and $\det(v_2, v_3) = \pm 1$ both give $p = \pm 1$. Therefore, since the rod vector is only defined up to a sign, the most general case is $v_2 = (1, q)$ where $q \in \mathbb{Z}$ ($q = 0$ gives Kerr). This is depicted in Fig. 1.

For two finite rods, so $N = 3$, we find that the most general admissible rod structure is given by the rod vectors $v_2 = (1, q)$ and $v_3 = (1, q \pm 1)$ where $q \in \mathbb{Z}$ and again we have used the overall sign freedom to fix the rod vectors. In this case, $q = 0$ corresponds to the Chen–Teo instanton [6]. This is depicted in Fig. 2.

Each component of the axis $I_A$ is defined by the zero-set of the Killing field $v_A$ and the metric is smooth at these fixed points sets provided two conditions are met:
(i) the metric functions \( g_{ij} \) are smooth functions of \((\rho^2, z)\); (ii) there are no conical singularities at \( I_A \), the condition for which is

\[
\lim_{\rho \to 0, z \in I_A} \frac{d|v_A|^2 \cdot d|v_A|^2}{4|v_A|^2} = 1. \tag{44}
\]

We will not address condition (i) in this work, although we expect it can be established as in the case of four-dimensional stationary and axisymmetric black hole spacetimes [31, Theorem 5]. Condition (ii) typically imposes a constraint on the parameters of a solution, although for the semi-infinite axes this is automatically satisfied for AF solutions as above.

We will need to analyse the geometry near the axis in more detail. To this end it is convenient to introduce a \( 2\pi \)-periodic basis of Killing fields \((u_A, v_A)\), adapted to \( I_A \), where \( v_A \) is the rod vector of \( I_A \) and

\[
L_A = \begin{pmatrix} u^1_A & u^2_A \\ v^1_A & v^2_A \end{pmatrix} \in GL(2, \mathbb{Z}) \tag{45}
\]

defines an independent vector \( u_A \) that is non-vanishing in the interior of \( I_A \). Then, the Gram matrix relative to the adapted basis is

\[
g' = L_A g L_A^T \]

where \( h > 0 \) and \( w \) are smooth functions of \((\rho^2, z)\) at \( \rho = 0 \). This parameterisation can be established by combining the facts that in the adapted basis \( v'_A = (0, 1) \in \ker(g')_{\rho, z \in I_A} \) and \( \text{rank}(g')_{\rho, z \in I_A} = 1 \), together with the axis regularity conditions (i) and (ii) mentioned above (the factors of \( L \) are required to ensure \( \det g' = \hat{\beta}^2 \rho^2 \)). Note that in this parameterisation \( |v_A|^2 = \rho^2 h^{-1} \).

We may determine the geometry near the axes as follows. Using (46), it can be shown that (10) as \( \rho \to 0 \) simplifies to

\[
\partial_z v = -\partial_z h/(2h) + O(\rho^2) \quad \text{and} \quad \partial_{\rho} v = O(\rho),
\]

which thus integrates to give

\[
e^{2v} = \frac{c_A^2}{h} + O(\rho^2), \quad z \in I_A, \tag{47}
\]

where \( c_A > 0 \) is a constant. The metric near the axis rod \( I_A \) then takes the form

\[
g = \frac{1}{h} \left[ (c_A^2 + O(\rho^2))d\rho^2 + \rho^2(d\phi^2 + (w + \Omega)\hat{\beta}d\phi^1)^2 \right]
+ \left( \frac{c_A^2}{h} + O(\rho^2) \right) dz^2 + \hat{\beta}^2 h(d\phi^1)^2, \tag{48}
\]

as \( \rho \to 0 \), where \( \phi^i \) are \( 2\pi \)-periodic coordinates adapted so \( u_A = \partial_{\phi^1}, v_A = \partial_{\phi^2} \). Therefore, for each \( z \in I_A \) we see that there is a conical singularity at \( \rho = 0 \) in
the \((\rho, \phi^2)\) plane which is absent if and only if \(c_A = 1\). This also follows from (44) together with (47). Furthermore, it is now clear that the metric extends smoothly to \(\rho = 0\) as a consequence of \((h, w)\) being smooth functions of \((\rho^2, z)\) there (this can be seen by transforming to cartesian coordinates in the \((\rho, \phi^2)\) plane).

The finite axis rods \(I_A\) correspond to 2-surfaces of \(S^2\) topology \(C_A\) in the spacetime. These are known as bolts [10]. To see this, simply note that on the axis \(\rho = 0\) and \(z \in I_A\), defined by the vanishing of \(v_A\), there is an independent axial vector \(u_A\) that is non-vanishing in the interior of \(I_A\) but must vanish at the end points of \(I_A\) (since these correspond to corners of the orbit space). This defines a closed 2-surface with a \(U(1)\)-action with two fixed points which must be homeomorphic to \(S^2\). These surfaces are representatives of a basis of 2-cycles \([C_A] \in H_2(M)\).

We may determine the geometry of the axes as follows. From (48) deduce that the metric \(g_A := \iota_A^* g\) induced on \(C_A\), where \(\iota_A : C_A \to M\) is the natural inclusion, is simply

\[
\begin{align*}
g_A &= \frac{dz^2}{h(z)} + \hat{\beta}^2 h(z) (d\phi^1)^2. \\
&= \frac{dz^2}{h(z)} + \hat{\beta}^2 z (d\phi^1)^2.
\end{align*}
\tag{49}
\]

This coordinate system only covers the interior of \(I_A\) and at the endpoints \(h = 0\) (since these are corners of the orbit space). The metric extends smoothly to \(C_A \cong S^2\) if and only if

\[
h'(z_{A-1}) = -h'(z_A) = \frac{1}{\hat{\beta}}.
\tag{50}
\]

This latter condition ensures the absence of conical singularities at points corresponding to the corners of the orbit space. We may now compute the area of \(C_A\) from (49) which is simply

\[
A[C_A] := \int_{C_A} d\text{vol}(g_A) = \beta \ell_A.
\tag{51}
\]

This provides a geometrical interpretation of the orbit space invariants \(\ell_A\).

### 2.4 Half-flat instantons

A four-dimensional Riemannian manifold is half-flat (i.e. the Riemann tensor is self-dual or anti-self-dual) if and only if it is Kähler and Ricci-flat. Thus, half-flat gravitational instantons arise as a special case of the Ricci-flat instantons. In particular, we would like to classify toric half-flat instantons. In fact, long ago Gibbons and Ruback [15] showed that any hyper-Kähler metric with two commuting Killing vectors must be a Gibbons–Hawking metric [11]. For completeness, we give here a more explicit argument in the context of toric Kähler manifolds, i.e. Kähler manifolds admitting a holomorphic and isometric torus action.
Theorem 2.6  Any toric half-flat gravitational instanton is a Gibbons–Hawking metric determined by an axisymmetric harmonic function $H$ on $\mathbb{R}^3$. 

Proof  It is well known that any toric Kähler metric can be written as (see e.g. [1]):

$$g = F_{ij} dy^i dy^j + F_{ij} d\phi^i d\phi^j,$$  \hspace{1cm} (52)

where $F_{ij} = \partial_i \partial_j f$ with $\partial_i := \partial_{y^i}$, $f = f(y)$ is the Kähler potential, $\Omega = F_{ij} dy^i \wedge d\phi^j$ is the Kähler form, $z^i = y^i + i \phi^i$ are holomorphic coordinates, and $i, j \in \{1, 2\}$.  Here $\partial_{\phi^i}$ generate the torus symmetry, although for convenience we do not assume they have periodic orbits, i.e. they are some real linear combination of the $2\pi$-periodic Killing fields.  In fact, since $(M, g)$ is simply connected, the chart is globally defined away from the axis.  This chart is defined up to a rigid $GL(2, \mathbb{R})$ transformation $z^i \rightarrow A_{ij} z^j$ where $A \in GL(2, \mathbb{R})$ and a translation freedom $z^i \rightarrow z^i + c^i$ where $c^i \in \mathbb{R}$.

From standard formulas for the Ricci tensor of a Kähler metric in holomorphic coordinates,

$$R_{z^i \bar{z}^j} = \partial_i \partial_j \log \det g_{z^i \bar{z}^j} = \partial_i \partial_j \log \det F_{ij},$$  \hspace{1cm} (53)

where the second equality follows from invariance under the torus symmetry (i.e. $F_{ij}$ depends only on $y^i$).  Therefore, the metric is Ricci-flat iff

$$\log \det F_{ij} = a_i y^i + b,$$  \hspace{1cm} (54)

where $a_i, b$ are constants.  In order to have a non-empty axis, we must have at least one $a_i \neq 0$, and therefore, using the translation and $GL(2, \mathbb{R})$ freedom we may always set $\log \det F = 2y^1$ (this will be a convenient choice below).

We wish to write the metrics (52) in the form (4) and the orbit space metric in the $(\rho, z)$ coordinates (9).  To this end, first note that the Gram matrix of Killing fields of (52) is $F_{ij}$, and therefore, it immediately follows that $\rho^2 = \det F$.  Therefore, by Ricci-flatness and the above coordinate choice we deduce

$$\rho = e^{y^1}.$$  \hspace{1cm} (55)

The orbit space metric for (52) is $\hat{g} = F_{ij} dy^i dy^j$, and the harmonic conjugate to $\rho$ is given by

$$dz = \hat{d} \rho = d(\partial_2 f),$$  \hspace{1cm} (56)

where the second equality follows from a short computation using $\det F = \rho^2$, and we assume $dy^1 \wedge dy^2$ is positive orientation.  Therefore, we have determined the coordinate change $(y^1, y^2) \mapsto (\rho, z)$.  Matching the orbit space metric to (9) then reduces to

$$e^{2\nu} = H.$$  \hspace{1cm} (57)
where we define
\[
H := F_{22}^{-1}, \quad \chi := F_{12} / F_{22}.
\] (58)

A straightforward calculation reveals that
\[
\rho \, dH = -\ast \, d\chi,
\] (59)
for any Kähler potential \( f \), where we have used \( F_{11} = (\rho^2 + F_{12}^2) / F_{22} \) (i.e. \( \det F = \rho^2 \)) to simplify the r.h.s. of (59). Finally, in terms of \( H, \chi \) the metric takes the form
\[
g = H^{-1} (d\tilde{\phi}^2 + \chi \, d\tilde{\phi}^1)^2 + H [\rho^2 (d\tilde{\phi}^1)^2 + d\rho^2 + dz^2],
\] (60)
which together with (59) is precisely a Gibbons–Hawking metric. Indeed, the metric in square brackets in (60) is euclidean space \( \mathbb{R}^3 \) in cylindrical polar coordinates and (59) states that \( H \) is an axisymmetric harmonic function on \( \mathbb{R}^3 \).

We are now ready to prove the main result of this section.

**Proof of Theorem 1.3** For a half-flat instanton comparing (57) with (26), we immediately deduce that
\[
H = 1 + 2m / r + O_2(r^{-2}).
\] (61)
Solving (59) then implies
\[
\chi = \chi_0 + 2m \cos \theta + O_2(r^{-1}),
\] (62)
where \( \chi_0 \) is a constant. Now, since (25) shows that any linear combination of the Killing fields which is bounded at infinity must be proportional to \( \partial_\tau \), comparing to (60) we deduce that \( \tilde{\phi}^2 = \tau + c_0 \phi \) and \( \tilde{\phi}^1 = \phi \), where \( c_0 \) is some constant. Hence,
\[
g_{\tau\phi} = H^{-1} (\chi + c_0) = \chi_0 + c_0 + 2m \cos \theta + O_2(r^{-1}),
\] (63)
and therefore, AF implies \( m = 0 \) (and \( c_0 = -\chi_0 \)).

Now, from (60) we also deduce that \( H^{-1} = g_{\tau\tau} \), so \( H^{-1} \) is a smooth nonnegative function on \( (M, g) \). In particular, wherever \( g_{\tau\tau} > 0 \) the function \( H \) must be smooth and positive. However, this also shows that \( H \) is singular at any fixed points of \( \partial_\tau \). In fact, on the interior of any rod \( IA \) we have (47), and therefore, (57) also shows that \( H \) is a smooth positive function on the interior of \( IA \). Therefore, the fixed points of \( \partial_\tau \) must correspond to the corners of the orbit space \( z = z_A \), i.e. where \( \partial_\psi = \partial_\chi = 0 \). Thus, \( H \) may have isolated singular points at the corners of the orbit space and is otherwise smooth everywhere else.
Next, from the $zz$ component of the metric induced on the interior of a finite rod $I_A$, which is given by (49), we deduce that $H = h^{-1}$ on $I_A$ where $h(z)$ vanishes at the endpoints. Hence, smoothness at the endpoints (50) shows that

$$H|_{\rho=0} = \frac{\hat{\beta}}{|z - z_A|} + O(1)$$

as $z \to z_A$, for any $A = 1, \ldots, N$. Therefore, since $H$ is an axisymmetric harmonic function on $\mathbb{R}^3$, we deduce that $H$ must have simple poles at the corners and hence

$$H = \frac{\hat{\beta}}{\sqrt{\rho^2 + (z - z_A)^2}} + O(1),$$

where the $O(1)$ term is a harmonic function smooth at $(\rho, z) = (0, z_A)$. Thus, we can write

$$H = H_0 + \sum_{A=1}^{N} \frac{\hat{\beta}}{\sqrt{\rho^2 + (z - z_A)^2}},$$

where $H_0$ is an everywhere smooth harmonic function on $\mathbb{R}^3$. Now, by asymptotic flatness we have $H_0 \to 1$ at infinity; hence, $H_0$ is a bounded harmonic function everywhere smooth on $\mathbb{R}^3$, which must be a constant, so $H_0 = 1$. Finally, comparing to (61), we deduce that $m = N\hat{\beta}/2$ which for $N \geq 1$ clearly contradicts the fact asymptotic flatness requires $m = 0$. □

### 3 Uniqueness and existence

#### 3.1 Uniqueness theorem and Mazur identity

The uniqueness problem for a class of nonlinear PDEs on the Riemannian manifold $(\hat{\mathcal{M}}, \hat{g})$, where $\hat{g}$ is given globally in $(\rho, z)$ coordinates by (9), of the form

$$d\hat{\star}(\rho J) = 0, \quad J := \Phi^{-1}d\Phi,$$

where $\Phi$ is a real symmetric positive-definite matrix, can be solved using the Mazur identity [26]. Note that the conformal factor in (9) cancels in this PDE and therefore we can, and will, treat it as defined on the $(\rho, z)$ half-plane with a fixed flat metric.

We recall the derivation of this identity.

Thus, suppose we have two solutions $\Phi$ and $\tilde{\Phi}$ to this PDE and define their ‘difference’

$$\Psi = \tilde{\Phi}\Phi^{-1} - I.$$
Elementary calculations reveal that \( d \Phi = J_\phi \Phi^{-1} \), where \( J := J - J \), and \( J^T = \Phi J \Phi^{-1} \), where in the latter relation we have used symmetry of \( \Phi \). The Mazur identity then follows:

\[
d^\star (\rho \mathrm{dTr} \Psi) = \rho \mathrm{Tr}(J_\phi^T \Phi \cdot J_\phi^{-1}).
\] (69)

For this to be useful, we need the r.h.s. to be positive definite. This indeed follows from the property that \( \Phi \) is positive-definite, which allows one to write \( \Phi = SS^T \) for some \( S \) real invertible matrix (the square root matrix). Then, we can write the identity as

\[
d^\star (\rho \mathrm{dTr} \Psi) = \rho \mathrm{Tr}(N^T \cdot N),
\] (70)

where \( N := S^T J S^{-1} \) so the r.h.s. is manifestly non-negative. It follows that integrating the Mazur identity (70) over \( \hat{M} \) gives

\[
\int_{\partial \hat{M}} \rho \partial_n \mathrm{Tr} \Psi \, \mathrm{dvol} = \int_{\hat{M}} \rho \mathrm{Tr}(N^T \cdot N) \mathrm{dvol} \geq 0,
\] (71)

where \( n \) is the unit outward normal to the boundary. Furthermore, the r.h.s vanishes iff \( N = 0 \) which is equivalent to \( J = 0 \) and from above this is equivalent to \( \Psi \) being a constant; therefore, if \( \Psi \) vanishes at a point, it vanishes everywhere establishing \( \Phi = \Phi \) and hence uniqueness. Thus, the uniqueness problem reduces to showing that the boundary integral on the l.h.s of (71) vanishes.

**Proof of Theorem 1.1** Consider (5) which takes the above form with \( \Phi = g \) and the corresponding integrated Mazur identity (71). The integral over the boundary \( \partial \hat{M} \) receives two contributions, one from the semi-circle at infinity and one from the axes. We will prove that both of these give zero contribution and hence by the above remarks establish the uniqueness theorem.

First consider the contribution from the semi-circle at infinity. From our asymptotic analysis, summarised in Proposition 2.3, we find that the difference matrix is

\[
\Psi = \tilde{g} g^{-1} - I = \left( \begin{array}{cc} -\frac{2m+2m}{r} + O_2(r^{-2}) & \frac{2j-2j}{r^3} + O_2(r^{-4}) \\ \frac{2j-2j}{r^2 \sin^2 \theta} + O_2(r^{-2}) & -\frac{2m+2m}{r} + O_2(r^{-2}) \end{array} \right).
\] (72)

Therefore, since \( n = \partial_r \), we get \( \partial_n \mathrm{Tr} \Psi = O(r^{-3}) \), and using \( \mathrm{dvol} = rd\theta \), we deduce that the contribution from the boundary integral at infinity on the l.h.s. of (71) vanishes.

Now consider the contribution from the axes \( A \) which reduces to

\[
\sum_{A=1}^{N+1} \int_{I_A} \rho \partial_\rho \mathrm{Tr} \Psi \mathrm{d}z.
\] (73)

Suppose the two solutions \( g, \tilde{g} \) have the same rod structure. Then, since the two solutions have the same rod vectors, we may parameterise \( g, \tilde{g} \) near \( I_A \) relative to
the same adapted basis \((u_A, v_A)\) so that the Gram matrix takes the form \((46)\) and we distinguish the quantities \(h, w\) using tildes in the obvious manner. Then, a computation reveals

\[
\text{Tr}\Psi = \frac{(h - \tilde{h})^2 + \rho^2(w - \tilde{w})^2}{hh},
\]

which is positive definite (note that \(L\) and \(L_A\) drops out). Now, since smoothness of the axis requires \(h > 0\) and \(w\) to be smooth functions of \(\rho^2\) at \(\rho = 0\), it immediately follows that \(\rho \partial_\rho \text{Tr}\Psi = 0\) on every rod \(I_A\). Therefore, the contribution from the axis vanishes. \(\square\)

We remark that the above uniqueness theorem does not require one to fix the asymptotic invariants \(m, j\) of the two solutions to be the same. This is in contrast with the black hole uniqueness theorem which requires one to fix the angular momentum. Indeed, it is a consequence of the above theorem that the asymptotic invariants \(m, j\) are fixed in terms of the rod structure and the periodicities \(\beta, \Omega\) that define the asymptotic geometry.

For example, if one considers the euclidean Kerr rod structure, the free parameters appearing in the uniqueness theorem are \(\beta, \Omega\) and the rod length \(\ell_2\) of \(I_2\). Then, the absence of a conical singularity at \(I_2\) fixes one parameter leaving a 2-parameter family corresponding to the euclidean Kerr solution. Similarly, the Chen–Teo instanton is also a 2-parameter family. Generalising this argument we may conjecture the dimension of the moduli space of regular solutions. The above uniqueness theorem shows that a solution with \(N - 1\) finite rods and given rod vectors can be specified by \(\beta, \Omega, \ell_2, \ldots, \ell_N\), which comprises \(N + 1\) moduli. Then, we expect that removal of the potential conical singularities at the finite rods gives \(N - 1\) constraints on the parameters. Therefore, given any rod structure, if regular solutions exist, we expect the moduli space to be 2-dimensional.

Of course, the above does not address the existence question: for what rod structures do solutions actually exist? We will turn to this question next.

### 3.2 Harmonic map formulation

We now show that \((5)\) can be equivalently written as a harmonic map. Let

\[
\Phi := \rho^{-1}g
\]

which is a real, symmetric, positive-definite matrix with \(\det \Phi = 1\). Then, \(\Phi^{-1}d\Phi = g^{-1}dg - \rho^{-1}d\rho\), and therefore, \((5)\) implies

\[
d\ast(\rho \Phi^{-1}d\Phi) = 0
\]

since \(\rho\) is a harmonic function. Observe that the Mazur difference \(\tilde{\Phi}\Phi^{-1} - I = \tilde{g}g^{-1} - I\) so the proof of Theorem 1.1 given in the previous section works in an identical fashion in terms of \(\Phi\).
It is convenient to rewrite the above equation as

\[ \nabla \cdot (\Phi^{-1} \nabla \Phi) = 0, \quad (77) \]

where \( \nabla \) is the standard derivative on euclidean space \( \mathbb{R}^3 \) and \( \Phi \) is an axisymmetric function on \( \mathbb{R}^3 \setminus \Gamma \) (to see this note that \((\rho, z)\) can be identified with cylindrical coordinates). Here \( \Gamma \) is the \( z \)-axis and must be removed since \( \Phi \) is singular there (i.e. at \( \rho = 0 \)). Thus, \( \Phi : \mathbb{R}^3 \setminus \Gamma \to N \) is a harmonic map, where the target \( N \) is given by the Riemannian symmetric space \( H^2 \cong SL(2, \mathbb{R})/SO(2) \). To see this, one can introduce the standard parameterisation

\[ \Phi = \begin{pmatrix} X + X^{-1}Y^2 & X^{-1}Y \\ X^{-1}Y & X^{-1} \end{pmatrix} \quad (78) \]

for \( X > 0 \), which is explicitly unimodular, so the target space metric

\[ G = \frac{1}{2} \text{Tr}[\Phi^{-1} \Phi \cdot \Phi^{-1} \Phi] = \frac{dX^2 + dY^2}{X^2} \quad (79) \]

is the standard metric on the Poincaré half-plane model of hyperbolic space.

For later reference, the tension of any map \( \Phi : \mathbb{R}^3 \setminus \Gamma \to N \) is encoded by the matrix

\[ \tau(\Phi) := \nabla \cdot (\Phi^{-1} \nabla \Phi), \quad (80) \]

and hence, \( \Phi \) is harmonic iff \( \tau(\Phi) = 0 \). Its norm with respect to the target space metric is given by

\[ |\tau|^2 = \frac{1}{2} \text{Tr}[(\nabla \cdot (\Phi^{-1} \nabla \Phi))^2]. \quad (81) \]

We wish to address the existence of solutions to (5). The above shows this is equivalent to the existence of a harmonic map (77) with prescribed boundary conditions on \( \Gamma \). Fortunately, Weinstein has established the following existence result for harmonic maps with target spaces \( N \) that in particular include \( N = SL(2, \mathbb{R})/SO(2) \).

**Theorem 3.1** [33] *Given a map \( \Phi_0 : \mathbb{R}^3 \setminus \Gamma \to N \) with \( |\tau(\Phi_0)| \) bounded that decays at infinity sufficiently fast (called a model map), there exists unique harmonic map \( \Phi : \mathbb{R}^3 \setminus \Gamma \to N \) such that \( \text{dist}_N(\Phi, \Phi_0) \) is bounded and decays to zero at infinity (\( \Phi \) is said to be asymptotic to \( \Phi_0 \)).*

Therefore, the existence problem reduces to exhibiting a model map with the required asymptotics. This is achieved as follows.

**Proposition 3.2** *There exists an AF model map which exhibits any admissible rod structure.*
Proof Consider the general case with \( N \) corners, so that there are \( N + 1 \) rods \( I_A \). We will divide the \((\rho, z)\) half-plane into several regions. On the interior of each rod, we define a transition region \( T_A \subset I_A \) and thicken them into regions \( T_A = T_A \times [0, \rho_0) \) for some \( \rho_0 > 0 \). Next, define \( \mathcal{R} \) to be the region \(|z| < R \) and \( 0 \leq \rho < \rho_0 \). Then, \( \mathcal{R} \setminus T_A \) leaves \( N + 2 \) regions \( S_A \) separated by the \( N + 1 \) transition regions \( T_A \). Note that for \( A = 2, \ldots, N + 1 \) the regions \( S_A \) include part of the rods \( I_{A-1} \) and \( I_A \) and the corner \( z_{A-1} \) that separates them, whereas \( S_1 \) and \( S_{N+2} \) sit over \( I_1 \) and \( I_{N+1} \), respectively. Note also that the transition regions \( T_A \) do not contain any of the corner points \( z_A \). We also define a region near infinity \( C_R \) by \( \rho^2 + z^2 > R^2 \). See Fig. 3 for a depiction of these regions.

We will define the model map \( \Phi_0 \) by specifying it on each of these regions. On the remaining compact region \( \rho^2 + z^2 \leq R^2 \) and \( \rho \geq \rho_0 \), we take \( \Phi_0 \) to be any smooth extension so that this defines the model map everywhere. It will be useful to define the following functions

\[
\mu^+_A := \sqrt{\rho^2 + (z - z_A)^2} + (z - z_A) \quad (82)
\]

which in particular have the property that \( \mu^+_A = 0 \) for \( \rho = 0, z > z_A \) and \( \mu^-_A = 0 \) for \( \rho = 0, z < z_A \). It is also convenient to introduce the following constants

\[
\epsilon_{A-1} := \det(v_{A-1}, v_A) \quad (83)
\]

for \( A = 2, \ldots, N + 1 \) which by the admissibility condition (40) must take unit values \( \pm 1 \).

We are now ready to define our model map. It is convenient to work with \( g \) instead of \( \Phi \) and in the \( 2\pi \)-periodic basis \((\partial_\psi, \partial_\chi)\) defined in (42). First, on \( C_R, S_1 \) and \( S_{N+2} \),...
we take flat space

\[ g = L \begin{pmatrix} 1 & 0 \\ 0 & \rho^2 \end{pmatrix} L^T \]  

(84)

where \( L \) is given by (43) (recall \( \det g = \hat{\beta}^2 \rho^2 \) in this basis). Note that \( \ker(g)_{\rho=0} \) is spanned by \((0, 1)\) as it must be.

On \( S_2 \), take

\[ g = \begin{pmatrix} \hat{\beta} & \epsilon_1 v_2^2 \\ 0 & -\epsilon_1 v_1^2 \end{pmatrix} \begin{pmatrix} \mu_1^+ & 0 \\ 0 & \mu_1^- \end{pmatrix} \begin{pmatrix} \hat{\beta} & 0 \\ \epsilon_1 v_2^2 & -\epsilon_1 v_1^2 \end{pmatrix} \]  

(85)

where \( \epsilon_1 \) is defined by (83). Hence, if \( z < z_1 \), the kernel of \( g_{\rho=0} \) is spanned by \( v_1 \) and if \( z > z_1 \) it is spanned by \( v_2 \). Also note that \( \det g = \hat{\beta}^2 \rho^2 \) since the admissibility condition \( \pm 1 = \epsilon_1 = -v_1^2 \) gives \( \epsilon_1 v_1^2 = -1 \). On the transition region \( T_1 \) which separates \( S_1 \) and \( S_2 \), set

\[ g = \begin{pmatrix} \hat{\beta} & b(z) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} (\mu_1^+)^{\lambda(z)} & 0 \\ 0 & \rho^{2(1-\lambda(z))}(\mu_1^-)^{\lambda(z)} \end{pmatrix} \begin{pmatrix} \hat{\beta} & 0 \\ b(z) & 1 \end{pmatrix} \]  

(86)

where \( b(z) \) smoothly interpolates between \( \hat{\beta} \Omega \) for \( z \in S_1 \) and \( \epsilon_1 v_2^2 \) for \( z \in S_2 \), whereas \( \lambda(z) \) interpolates from 0 to 1 and \( 0 \leq \lambda(z) \leq 1 \). Note the determinant is \( \det g = \hat{\beta}^2 \rho^2 \) and the kernel of \( g_{\rho=0} \) on \( T_1 \) is indeed spanned by \( v_1 \).

On any other given region \( S_A, A = 2, \ldots, N+1 \), take

\[ g = \tilde{M}_{A-1} \begin{pmatrix} \mu_{A-1}^- & 0 \\ 0 & \mu_{A-1}^+ \end{pmatrix} (\tilde{M}_{A-1})^T, \quad \tilde{M}_{A-1} = \begin{pmatrix} v_{A-1}^2 & -\epsilon_{A-1} \hat{\beta} v_{A-1}^2 \\ -v_{A-1}^1 & \epsilon_{A-1} \hat{\beta} v_{A-1}^1 \end{pmatrix} \]  

(87)

which can be equivalently written as

\[ g = M_{A-1} \begin{pmatrix} \mu_{A-1}^+ & 0 \\ 0 & \mu_{A-1}^- \end{pmatrix} (M_{A-1})^T, \quad M_{A-1} = \begin{pmatrix} \hat{\beta} v_{A-1}^2 & \epsilon_{A-1} v_{A-1}^2 \\ -\hat{\beta} v_{A-1}^1 & -\epsilon_{A-1} v_{A-1}^1 \end{pmatrix} \]  

(88)

where \( \epsilon_{A-1} \) is defined by (83) and note that \( \tilde{M}_{A-1} = M_{A-1} C_{A-1} \) with

\[ C_{A-1} = \epsilon_{A-1} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \]  

(89)
relates these two ways of writing the metric (which just swaps the two columns and scales appropriately). Note that on $S_2$ this agrees with above. Observe that if $z \in S_A$,

$$\ker(g)_{\rho=0} = \begin{cases} \text{span}(v_{A-1}) & z < z_{A-1} \\
\text{span}(v_A) & z > z_{A-1} \end{cases}$$ (90)

so these indeed exhibit the required rod structure in these regions. This follows from

$$M_{A-1}^T \begin{pmatrix} v_1^1 \\ v_2^1 \\ v_2^A \\ v_1^A \end{pmatrix} = -\hat{\beta} \epsilon_{A-1} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix}; \quad M_{A-1}^T \begin{pmatrix} v_1^{A-1} \\ v_2^{A-1} \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}. $$ (91)

Observe that

$$\det M_A = \hat{\beta}$$ (92)

in view of the admissibility condition $\epsilon_{A-1} = \pm 1$ and hence $\det g = \hat{\beta}^2 \rho^2$.

On the transition regions $T_A$, $A = 2, \ldots, N$, which separate $S_A$ and $S_{A+1}$, take

$$g = N_A(z) \begin{pmatrix} (\mu_{A-1})^{\lambda(z)} (\mu_A^+)^{1-\lambda(z)} & 0 \\ 0 & (\mu_{A-1})^{\lambda(z)} (\mu_A^-)^{1-\lambda(z)} \end{pmatrix} N_A(z)^T, $$ (93)

where

$$N_A(z) = \begin{pmatrix} \gamma(z) v_2^A & \alpha_2^A(z) \\ -\gamma(z) v_1^A & -\alpha_1^A(z) \end{pmatrix} $$ (94)

and we have defined smooth functions $\alpha^i_A(z)$, $\lambda(z)$ such that $0 \leq \lambda(z) \leq 1$ with $\lambda(z)$ varying smoothly from 1 for $z \in S_A$ to 0 for $z \in S_{A+1}$ and $\alpha^i_A(z)$ smoothly varies such that

$$\alpha^i_A(z) = \begin{cases} -\epsilon_{A-1} \hat{\beta} v_{A-1}^i & z \in S_A \\
\epsilon_A v_{A+1}^i & z \in S_{A+1} \end{cases}$$ (95)

and $\gamma(z) > 0$ varies from 1 for $z \in S_A$ to $\hat{\beta}$ for $z \in S_{A+1}$, and $\det N_A \neq 0$ for $z \in T_A$.

For $z \in T_A$, we have

$$g|_{\rho=0} = N_A(z) \begin{pmatrix} 4|z - z_{A-1}|^{\lambda(z)}|z - z_A|^{1-\lambda(z)} & 0 \\ 0 & 0 \end{pmatrix} N_A(z)^T $$ (96)

and hence

$$\ker(g)_{\rho=0} = \text{span}(v_A), $$ (97)
since

\[ N_A(z)^T \begin{pmatrix} v_1^A \\ v_2^A \end{pmatrix} = \det(v_A, a_A) \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \] (98)

Therefore, we have the correct rod structure on the transition region \( T_A \). Note that since \( \det g = \hat{\beta}^2 \rho^2 \), we require \( \det N_A = \pm \hat{\beta} \) which can be achieved by taking

\[ \alpha'_A(z) = \hat{\beta} \gamma(z)^{-1} \left( -\varepsilon_{A-1} \lambda(z) v_{A-1}^j + \varepsilon_A v_{A+1}^i(1 - \lambda(z)) \right) \] (99)

where recall \( \lambda(z) \) smoothly interpolates from 1 on \( S_A \) to 0 on \( S_{A+1} \). With this choice of \( \alpha'_A(z) \),

\[ \det N_A = \hat{\beta} (\varepsilon_{A-1})^2 + (1 - \lambda)(\varepsilon_A)^2 = \hat{\beta}, \] (100)

again using the admissibility condition, as claimed.

Finally, we must specify the final transition region \( T_{N+1} \) which separates \( S_{N+1} \) and \( S_{N+2} \). Recall on \( S_{N+2} \) we take the solution at infinity (84). On \( S_{N+1} \), the above gives

\[ g = \tilde{M}_N \begin{pmatrix} \mu_N^- \\ 0 \\ \mu_N^+ \end{pmatrix} (\tilde{M}_N)^T, \quad \tilde{M}_N = \begin{pmatrix} 1 & -\varepsilon_N \hat{\beta} v_N^2 \\ 0 & \hat{\beta} \end{pmatrix} \] (101)

where we have used \( v_{N+1} = (0, 1) \) and \( \varepsilon_N = \det(v_N, v_{N+1}) = v_N^1 \) and \( \varepsilon_N = \pm 1 \). Thus, on \( T_{N+1} \) we can take

\[ g = \begin{pmatrix} a(z) \\ b(z) \end{pmatrix} \begin{pmatrix} \beta a(z)^{-1} \\ 0 \end{pmatrix} \begin{pmatrix} (\mu_N^-)^{\lambda(z)} \quad 0 \\ 0 \quad (\mu_N^+)^{\lambda(z)} \end{pmatrix} \begin{pmatrix} a(z) \\ b(z) \end{pmatrix} \begin{pmatrix} 0 \\ \beta a(z)^{-1} \end{pmatrix} \] (102)

where \( 0 \leq \lambda(z) \leq 1 \) goes from 1 on \( S_{N+1} \) to 0 on \( S_{N+2} \), whereas \( (a(z), b(z)) \) go from \((1, -\varepsilon_N \hat{\beta} v_N^2) \) on \( S_{N+1} \) to \((\hat{\beta}, \hat{\beta} \Omega) \) on \( S_{N+2} \) and \( a(z) > 0 \). Note det \( g = \hat{\beta}^2 \rho^2 \) and the kernel of \( g_{\rho=0} \) is spanned by \( v_{N+1} \) as required.

The above defines a map that is manifestly AF with any admissible rod structure. For this to be a model map, we also need to verify that the tension is bounded. Specifically we require boundness of

\[ |\tau|^2 = \frac{1}{2} \text{Tr}[(\nabla \cdot (g^{-1} \nabla g))^2] \] (103)

where we have used (81) and \( \nabla \cdot (\Phi^{-1} \nabla \Phi) = \nabla \cdot (g^{-1} \nabla g) \). First note that on the region \( \rho^2 + z^2 \leq R^2 \) and \( \rho \geq \rho_0 \), where we take the map to be any smooth extension, \( |\tau| \) must be bounded by compactness. Next, observe that the map \( g \) is a solution to (5) on the region \( C_R, S_1, S_{N+2} \) (it is just flat space), and since \( \Delta \log \mu_A^A = 0 \) where \( \Delta := \nabla \cdot \nabla \) is the Laplacian on \( \mathbb{R}^3 \), it is also a solution on all the regions \( S_A \), so the tension vanishes on these regions. Therefore, it remains to check boundedness on the transition regions \( T_A \).
In order to prove boundedness of $|\tau|^2$, it is clearly sufficient to show that every component of the tension matrix $\tau = \nabla \cdot (g^{-1} \nabla g)$ is bounded. On every transition region, we have $g = N D N^T$ (dropping labels for clarity) where $D$ is diagonal, and a computation gives

$$
\tau = \nabla (N^{-T} D^{-1}) \cdot (N^{-1} \nabla N) (D N^T) + (N^{-T} D^{-1}) \cdot (N^{-1} \nabla N) D N^T
+ (N^{-T} D^{-1}) (N^{-1} \nabla N) \cdot \nabla (D N^T) + \nabla N^{-T} \cdot (D^{-1} \nabla D) N^T
+ N^{-T} \nabla \cdot (D^{-1} \nabla D) N^T + N^{-T} (D^{-1} \nabla D) \cdot \nabla N^T + \nabla \cdot (N^{-T} \nabla N^T).
$$

(104)

We now consider each of these seven terms. The last (seventh) term is clearly bounded since $N$ and $N^{-1}$ are functions of only $z$ which are smooth everywhere. For the fifth term, note that since $D$ is diagonal

$$\nabla \cdot (D^{-1} \nabla D) = \Delta \log D$$

(105)

and on the generic transition regions $T_A, A = 2, \ldots, N$,

$$
\log D_A = \begin{pmatrix}
\lambda(z) \log \mu_{A-1}^{-} + (1 - \lambda(z)) \log \mu_A^{+} & 0 \\
0 & \lambda(z) \log \mu_{A-1}^{+} + (1 - \lambda(z)) \log \mu_A^{-}
\end{pmatrix}
$$

(106)

where (using $\Delta \log \mu_A^\pm = 0$),

$$
\Delta (\lambda(z) \log \mu_A^{-} + (1 - \lambda(z)) \log \mu_A^{+}) = \lambda'' (\log \mu_A^{-} - \log \mu_A^{+})
+ \lambda' \left( \frac{\partial_z \mu_A^{-}}{\mu_A^{-} - \mu_A^{+}} - \frac{\partial_z \mu_A^{+}}{\mu_A^{+} - \mu_A^{-}} \right)
$$

(107)

are clearly bounded since $T_A \subset I_A$ are bounded away from the endpoints $z_{A-1}, z_A$. Therefore, the 5th term is bounded. The 4th and 6th terms are also bounded since $N$ only depends on $z$ and $D^{-1} \partial_z D = \partial_z \log D$ is bounded since

$$
\partial_z (\lambda(z) \log \mu_{A-1}^{-} + (1 - \lambda(z)) \log \mu_A^{+}) = \lambda' (\log \mu_{A-1}^{+} - \log \mu_A^{+}) + \lambda \frac{\partial_z \mu_{A-1}^{+}}{\mu_A^{-} - \mu_A^{+}}
+ (1 - \lambda) \frac{\partial_z \mu_A^{+}}{\mu_A^{+}}
$$

(108)

is bounded from our previous comments. The 2nd term is also clearly bounded since in particular $D$ and $D^{-1}$ are on the transition regions (recall $\mu_A^\pm$ and $\mu_{A-1}^\pm$ are bounded away from zero on $T_A$). Finally, the 1st and 3rd terms are bounded since $N$ depends only on $z$ and $\partial_z (D N^T)$ and $\partial_z (D N^T)^{-1}$ are bounded since $\partial_z D, \partial_z D^{-1}$ are by the above comments.
It remains to check boundedness of the tension on the first and last transition regions \( T_1 \) and \( T_{N+1} \). The above argument does not work. Instead, by performing an explicit calculation we find that in the transition region \( T_1 \) one gets, in the limit \( \rho \to 0 \),

\[
\tau_1^1 = -\tau_2^2 = (z - z_1)^{-1} \left[ 2\lambda' + \lambda''(z - z_1) \log(2(z_1 - z)) \right] + O(\rho^2), \\
\tau_2^1 = O(\rho^2) \\
\tau_1^2 = \frac{1}{z - z_1} \left[ -2\lambda b' - 4b\lambda' \right] - 2\log(2(z_1 - z))(b\lambda')' + b'' + O(\rho^2),
\]

which shows that the tension is indeed bounded near the axis and hence must be bounded on the whole of \( T_1 \). A similar calculation shows that the tension is also bounded on \( T_{N+1} \). \( \square \)

The final part of the argument requires showing that the harmonic map is also AF and exhibits the same (arbitrary) rod structure as the model map. This is established by the following result.

**Proposition 3.3** If a harmonic map \( \Phi \) is asymptotic to the model map \( \Phi_0 \) defined by Proposition 3.2, then it has the same rod structure as \( \Phi_0 \) and is AF.

**Proof** We adapt a proof given in the context of five-dimensional stationary and biaxisymmetric black hole spacetimes [19]. This begins by noting that uniform boundedness of \( \text{dist}_N(\Phi, \Phi_0) \) is equivalent to uniform boundedness of the Mazur difference \( \text{Tr}(\Phi \Phi_0^{-1} - I) \). Furthermore, it can also be shown that \( \text{dist}_N(\Phi, \Phi_0) \to 0 \) is equivalent to \( \text{Tr}(\Phi \Phi_0^{-1} - I) \to 0 \).

In our case, \( \text{Tr}(\Phi \Phi_0^{-1}) = \text{Tr}(g g_0^{-1}) \), so we may work directly with the Gram matrices. Since \( g_0 \) is a positive-definite symmetric matrix, we can diagonalise it by an orthogonal matrix \( O \) and write \( g_0 = OD\omega^T \) where \( D = \text{diag}(\lambda_1, \lambda_2) \). Then,

\[
\text{Tr}(g g_0^{-1}) = \text{Tr}(\tilde{g} D^{-1}) = \frac{\tilde{g}_{11}}{\lambda_1} + \frac{\tilde{g}_{22}}{\lambda_2}
\]

where \( g = O\tilde{g} O^T \). Now, on the interior of any rod \( I_A \) we have \( \text{rank}(g_0)_{\rho=0} = 1 \) so without loss of generality we can assume \( \lambda_1|_{\rho=0} = 0 \) and \( \lambda_2|_{\rho=0} > 0 \). Now noting that \( \rho^2 = \det \tilde{g} = \lambda_1 \lambda_2 \), we deduce that boundedness \( \text{Tr}(g g_0^{-1}) \leq c \) implies \( \tilde{g}_{11} \leq c\lambda_1 = c\rho^2 \lambda_2^{-1} \) and \( \tilde{g}_{22} \leq c\lambda_2 \). Furthermore, \( \rho^2 = \det \tilde{g} \) implies that \( \rho^2 \leq \tilde{g}_{11} \tilde{g}_{22} \) and hence \( \tilde{g}_{22} \geq c^{-1} \lambda_2 \), as well as \( \tilde{g}_{12}^2 \leq \tilde{g}_{11} \tilde{g}_{22} \) and hence \( \tilde{g}_{12}^2 \leq c^2 \rho^2 \). Therefore, it follows that on the axis \( \rho = 0 \) we have

\[
\tilde{g}_{\rho=0} = \begin{pmatrix} 0 & 0 \\ 0 & \tilde{g}_{22} \end{pmatrix}
\]

where \( \tilde{g}_{22} > 0 \). Thus, \( \ker(\tilde{g}) = \ker(D) \), and hence, it follows that \( g \) and \( g_0 \) have the same kernel at \( \rho = 0 \). Thus, \( g \) and \( g_0 \) have identical rod structure.

\( \Box \) Springer
To establish AF, it is convenient to use the following parameterisation for the Gram matrix with respect to the basis \((\partial_\tau, \partial_\phi)\),

\[
g = \begin{pmatrix} h + \rho^2 h^{-1} w^2 & \rho^2 h^{-1} w \\ \rho^2 h^{-1} w & \rho^2 h^{-1} \end{pmatrix}
\] (112)

and similarly for the model map (this is just like (46) with the factors of \(L\) removed). This gives

\[
\text{Tr}(g g_0^{-1} - I) = \frac{(h - h_0)^2 + \rho^2 (w - w_0)^2}{h h_0}.
\] (113)

In fact, in this parameterisation our model map for \(r > R\) is simply \(h_0 = 1\) and \(w_0 = 0\). Therefore, since \(\text{Tr}(g g_0^{-1} - I) \to 0\) as \(r \to \infty\), we deduce that \(h \to 1\) and \(\rho w \to 0\). This shows \(g_{\tau\tau} \to 1\) and \(g_{\phi\phi} \to r^2 \sin^2 \theta\). It then follows from \(\det g = \rho^2\) that \(g_{\tau\phi} \to 0\) and hence is asymptotic to (14).

\textbf{Remark 3.4} In fact, to prove that the harmonic map is AF as in our Definition 2.2, we must also prove decay estimates for the subleading terms. We will not attempt this here, although presumably this could be achieved by a similar method to that used for stationary and axisymmetric metrics [32].

We are now ready to establish our final result.

\textbf{Proof of Theorem 1.2} By Theorem 3.1, it follows that there exists a unique harmonic map that is asymptotic to our model map constructed in Proposition 3.2. Then, apply Proposition 3.3.

\textbf{Remark 3.5} As a simple application of Theorem 1.2 we may completely classify \textit{static} instantons, i.e. under the further assumption that \(\partial_\tau\) is hypersurface orthogonal (equivalently, its orthogonal distribution is involutive). In the parameterisation (19) this is equivalent to \(\omega\) being a constant, which by asymptotic flatness must vanish. By considering a general rod vector in the \((\partial_\phi, \partial_\chi)\) basis, one can show that the orthogonality condition \(g(\partial_\tau, \partial_\phi) = 0\), along with the admissibility condition, implies that the only possible rod vectors are \((0, 1)\) or \((1, -\hat{\beta}/\Omega)\) where \(\hat{\beta}\Omega \in \mathbb{Z}\). In particular, this implies \(\hat{\beta} \partial_\tau\) has \(2\pi\)-periodic orbits, and therefore, without loss of generality we may set \(\Omega = 0\). Therefore, the general rod structure is given by rod vectors \((0, 1)\) and \((1, 0)\). By our existence theorem, there exists a unique solution for any rod structure with such rod vectors parameterised by the finite rod lengths \(\ell_A\). In fact, it is easy to write down the explicit metric in this case, which is the euclidean multi-Schwarzschild solution. However, it was shown that if \(N > 2\) such a metric is necessarily conically singular on the axis [13]. Therefore, the only regular static AF toric instanton is the euclidean Schwarzschild metric (1) on \(\mathbb{R}^2 \times S^2\).

\section{4 General identities}

In this section, we will collect various general identities that we have obtained for AF toric gravitational instantons.
4.1 Thermodynamic identities

In this section, we derive a general set of identities for AF toric instantons that relate the asymptotic invariants \( m, j \) to certain local geometric charges. The latter are defined as follows. Each finite rod \( I_A \) corresponds to a non-contractible 2-surface \( C_A \cong S^2 \) in \((M, g)\), and we may define charges associated with each 2-cycle \([C_A]\) by

\[
Q_k[C_A] := \int_{C_A} \star dk,
\]

where \( k \) is a Killing field of \((M, g)\). The integrand is closed by the fact that \((M, g)\) is Ricci flat, and hence, the integrals can be taken over any surfaces homologous to \( C_A \), i.e. any representative of \([C_A]\). Thus, these are topological charges. Before stating our main result, it is useful to note the following.

**Lemma 4.1** For every finite axis rod \( I_A \),

\[
Q_{v_A}[C_A] = 2\beta \ell_A,
\]

where \( v_A \) is the rod vector of \( I_A \) corresponding to the 2-cycle \([C_A]\).

**Proof** We need to evaluate

\[
Q_{v_A}[C_A] = \int_{C_A} \star d v_A.
\]

It is convenient to use a \( 2\pi \)-periodic oriented-basis \((u_A, v_A)\) adapted to \( I_A \), so we can write the Gram matrix as (46) where \( h > 0 \) and \( w \) are smooth at \( \rho = 0 \). Then, by direct calculation we find

\[
(\star d v_A) \to 2\hat{\beta} d z \wedge d \phi^1
\]

as \( \rho \to 0 \) and (115) immediately follows by integration upon use of \( \int_{C_A} \alpha = -2\pi \int_{I_A} \iota_{u_A} \alpha \) where \( \alpha \) is a \( U(1)^2 \)-invariant two-form.

We are now ready to state our main result.

**Theorem 4.2** Let \((M, g)\) be an AF toric gravitational instanton with rod structure \( R \) and asymptotic invariants \((m, j)\). Then,

\[
j = -\frac{1}{16\pi} \sum_{C_A} Q_{\partial x}[C_A] v_A^1,
\]

\[
m - 2\Omega j = \frac{1}{2\beta} \sum_{C_A} \left( A[C_A] - \frac{1}{2} Q_{\partial x}[C_A] v_A^2 \right),
\]

where \( A[C_A] \) is the area of \( C_A \) defined by (51), \( Q_{\partial x} \) is the charge (114) and \( v_A^i \) are the rod vectors relative to the basis (42).
Proof We will work in the $2\pi$-periodic basis $(\partial \psi, \partial \chi)$. From the asymptotics given in Proposition 2.3, we have

$$g = L \left( 1 - \frac{2m}{r} + O(r^{-2}) \right) \left( \frac{2j \sin^2 \theta}{r} + O_2(r^{-2}) \right) L^T$$

(120)

where $L$ is given by (43) and note that in this basis $\det g = \hat{\beta}^2 \rho^2$. A computation reveals that

$$\rho g^{-1} \partial_r g = L^{-T} \left( \frac{2m \sin \theta}{r} + O(r^{-2}) \right) \left( -\frac{6j \sin^3 \theta}{r} + O(r^{-2}) \right) L^T$$

(121)

and

$$\rho g^{-1} \partial_\theta g = L^{-T} \left( O(r^{-3}) \right) \left( O(r^{-2}) \right) \frac{O(r^{-2})}{2r \cos \theta + O(1)} L^T.$$ (122)

From (5), we know that

$$\Theta := \hat{\beta} \rho g^{-1} \ast_2 \text{d}g + \text{d}C$$

(123)

is a closed 1-form where $C$ is an arbitrary matrix of functions (the factor of $\hat{\beta}$ is introduced for convenience). Then, we may choose $C$ to eliminate the divergent terms in the asymptotics. Choose the orientation $\ast_2 \text{d}r = r \text{d}\theta$ and $\ast_2 \text{d}\theta = -\text{d}r/r$ (so that $\text{d}\rho \wedge \text{d}z$ has positive orientation). We find that a simple choice is

$$C = \hat{\beta} L^{-T} \left( \begin{array}{cc} 0 & 0 \\ 0 & 2\Omega z \end{array} \right) L^T = \left( \begin{array}{cc} 0 & 0 \\ 2\hat{\beta}^2 \Omega z & 2\hat{\beta} \end{array} \right)$$

(124)

which gives

$$\Theta = \hat{\beta} L^{-T} \left( \begin{array}{cc} 2m \sin \theta + O(r^{-1}) & -6j \sin^3 \theta + O(r^{-1}) \\ O(r^{-2}) & -2m \sin \theta + O(r^{-1}) \end{array} \right) L^T \text{d}\theta + O(r^{-2}) \text{d}r.$$ (125)

Therefore, integrating this over the semi-circle at infinity from $\theta = \pi$ to $\theta = 0$ (i.e. clockwise in the $z, \rho$ plane since this is the induced orientation) gives

$$\int_\infty \Theta = -\hat{\beta} \left( \begin{array}{cc} 4(m - 2\Omega j) & -8j \hat{\beta}^{-1} \\ 8\hat{\beta} \Omega (-m + j\Omega) & -4(m - 2\Omega j) \end{array} \right).$$ (126)

On the other hand, integrating $\text{d}\Theta = 0$ over $\hat{M}$ gives

$$\int_\infty \Theta - \sum_{A=1}^{N+1} \int_{I_A} \Theta = 0,$$ (127)
where the integrals over the $I_A$ are taken with a positive orientation along the $z$-axis (the minus sign arises as we are traversing the contour clockwise in the $z\rho$ plane). These identities relate the integral at infinity (126) to the axis integrals which we evaluate next.

The axis integrals can be evaluated in terms of certain potentials $Y_{ij}$ defined by

$$dY_{ij} := \star (\eta_i \wedge d\eta_j)$$

(128)

where $\eta_i, i = 1, 2$ are a basis of the $U(1)^2$-Killing fields and the r.h.s. is a closed 1-form for each $i, j$ by Ricci flatness of $(M, g)$. The existence of globally defined functions $Y_{ij}$ then follows since we assume $M$ is simply connected. A short computation reveals that

$$dY_{ij} = -\eta_{ik} \hat{\beta} \rho g^{-1} d\hat{g}^k_j$$

(129)

where $\eta_{ij}$ is an antisymmetric symbol and $\eta_{12} = 1$. To obtain this, we used that the volume form of our 4-manifold has nonzero components determined by $\epsilon_{i j a b} = \hat{\beta} \rho \eta_{ij} \hat{\epsilon}_{a b}$, where the factor of $\hat{\beta}$ arises as we are in a basis where $\sqrt{\det g} = \hat{\beta} \rho$. Therefore, we can write

$$\Theta^i_j = d(-\eta^{ik} Y_{kj} + C^i_j)$$

(130)

where $\eta^{ij}$ is the inverse matrix of $\eta_{ij}$, so the finite axis rod integrals become (in matrix notation)

$$\int_{I_A} \Theta = -\eta^{-1} [Y(z_A) - Y(z_{A-1})] + 2 \begin{pmatrix} 0 & 0 \\ \hat{\beta} \Omega & 1 \end{pmatrix} \hat{\beta} \ell_A.$$ 

(131)

The semi-infinite axis integrals require special attention, which we turn to next.

Near $I_1$ and $I_{N+1}$ we can parameterise the metric in the basis $(\partial_{\psi}, \partial_{\chi})$ by (46) where $h > 0$ and $w$ are smooth at $\rho = 0$. Then, we find

$$\Theta_z = \hat{\beta} L^{-T} \begin{pmatrix} O(\rho) & O(\rho^3) \\ 2w + O(\rho) & O(\rho) \end{pmatrix} L^T = \begin{pmatrix} O(\rho) & O(\rho^3) \\ 2\hat{\beta}^2 w + O(\rho) & O(\rho) \end{pmatrix}$$

(132)

and hence

$$\int_{I_1} \Theta = \begin{pmatrix} 0 & 0 \\ 2\hat{\beta}^2 w & 0 \end{pmatrix}, \quad \int_{I_{N+1}} \Theta = \begin{pmatrix} 0 & 0 \\ 2\hat{\beta}^2 w & 0 \end{pmatrix}.$$ 

(133)

\[ \hat{\beta} \]

These are Riemannian versions of the twist and Ernst potentials used in General Relativity.
We can express the finite axis integrals in terms of the topological charges (114) as follows. We can reduce the integrals to the orbit space

\[ Q_{\eta_i}[C_A] = -2\pi \det L_A \int_{I_A} \iota_{u_A} \star d\eta_i = 2\pi \det L_A \int_{I_A} \star (u_A \wedge d\eta_i) \]

\[ = 2\pi \det L_A L_A^{-1} \int_{I_A} \star (\eta_j \wedge d\eta_i), \tag{134} \]

where recall \( u_A \) is the nonvanishing \( U(1) \) generator on \( I_A \). Clearly, it is also true that

\[ 0 = \int_{I_A} \star (v_A \wedge d\eta_i) = L_{A,j} \int_{I_A} \star (\eta_j \wedge d\eta_i), \tag{135} \]

since \( v_A \) vanishes on \( I_A \). We can write these as a matrix equation

\[
\begin{pmatrix}
Q_{\eta_1}[C_A] \\
Q_{\eta_2}[C_A]
\end{pmatrix}
= 2\pi \det L_A L_A[Y(z_A) - Y(z_{A-1})]
\tag{136}
\]

where we have used the definition of \( Y_{ij} \). Therefore,

\[
\int_{I_A} \Theta = -(2\pi \det L_A)^{-1} \eta^{-1} L_A^{-1} \begin{pmatrix}
Q_{\eta_1}[C_A] & Q_{\eta_2}[C_A] \\
0 & 0
\end{pmatrix} + 2 \begin{pmatrix}
0 & 0 \\
\hat{\beta}\Omega & 1
\end{pmatrix} \hat{\beta} \ell_A,
\]

\[ = -\frac{1}{2\pi} \begin{pmatrix}
Q_{\eta_1}[C_A]v_A^1 & Q_{\eta_2}[C_A]v_A^1 \\
Q_{\eta_1}[C_A]v_A^2 & Q_{\eta_2}[C_A]v_A^2
\end{pmatrix} + 2 \begin{pmatrix}
0 & 0 \\
\hat{\beta}\Omega & 1
\end{pmatrix} \hat{\beta} \ell_A. \tag{137} \]

Note that the \( u_A \) vectors have dropped out of this expression which is therefore manifestly invariant under the freedom in the definition of \( u_A \), given by \( u_A \to u_A + n v_A \) where \( n \in \mathbb{Z} \), as it must be.

Putting everything together, we arrive at the identities

\[ m - 2\Omega j = \frac{1}{4\hat{\beta}} \sum_{C_A} Q_{\partial_\phi}[C_A]v_A^1, \tag{138} \]

and (118) and (119), together with an identity for \( \int_{I_1 \cup I_{N+1}} w \), where we have used (51) and the fact that our basis is \( \partial_\phi, \partial_\chi \). In fact, (138) and (119) are equivalent upon use of the identities (115). Therefore, the content of our identities reduces to (118) and (119) together with (115).

**Remark 4.3** Observe that, combining (118) and (119) we can extract an identity for \( m \):

\[ m = \frac{1}{2\hat{\beta}} \sum_{C_A} \left( A[C_A] - \frac{1}{2} Q_{\partial_\chi}[C_A](v_A^2 + \Omega \hat{\beta} v_A^1) \right). \tag{139} \]

Thus, we obtain a formula for the mass as a sum over invariants of the bolts \( C_A \).
Let us consider the special case of Kerr rod structure, so \( N = 2 \) and \( \nu_2 = (1, 0) \). Then, (119) reduces to

\[
m - 2\Omega j = \frac{1}{2\beta} A[C_2]
\]

(140)

which is the euclidean version of the Smarr relation, whereas (118) gives

\[
j = -\frac{1}{16\pi Q} \partial_\chi [C_2]
\]

(141)

and the remaining independent identity is simply

\[
A[C_2] = \frac{1}{2} Q \partial_\phi [C_2].
\]

(142)

These relations for \( Q_{\eta_i}[C_2] \) are euclidean versions of the Komar integrals for the angular momentum and the horizon mass. We verify these identities for the explicit Kerr instanton in “Appendix B”.

For the Chen–Teo instanton rod structure \( N = 3, \nu_2 = (1, 0), \nu_3 = (1, -1) \), so we obtain

\[
m - 2\Omega j = \frac{1}{2\beta} (A[C_2] + A[C_3]) + \frac{1}{4\beta} Q \partial_\chi [C_3]
\]

(143)

\[
j = -\frac{1}{16\pi} (Q \partial_\chi [C_2] + Q \partial_\chi [C_3]).
\]

(144)

We have checked these are indeed satisfied by the Chen–Teo instanton in “Appendix B”.

In general, we thus obtain euclidean versions of the well-known Smarr relation and Komar angular momentum and mass formulae for multi-black holes.

### 4.2 Euclidean action

The action for an AF instanton \((M, g)\) is given by the Einstein–Hilbert action together with the Gibbons–Hawking–York boundary term:

\[
I = \frac{1}{16\pi} \int_M R \sqrt{g} \, d^4 x - \lim_{r \to \infty} \frac{1}{8\pi} \int_{\partial M_r} (K - K_0) \sqrt{h} \, d^3 x,
\]

(145)

where the boundary \( \partial M_r \) is taken at fixed large \( r \) in the asymptotic end in Definition 2.2, \( h \) the induced metric, \( K \) the mean curvature in \((M, g)\) and \( K_0 \) the mean curvature in \((M^b, g^0)\) [10]. This can be evaluated in exactly the same manner as for euclidean Kerr. Indeed, since it depends only on the leading asymptotics given in Proposition 2.3, and this is the same as for the Kerr solution, we find that it takes exactly the same form:

\[
I = \frac{\beta m}{2}.
\]

(146)
Upon combining this with (139), we deduce

\[ I = \sum_{C_A} \left( \frac{1}{4} A[C_A] - \frac{1}{8} Q \partial X [C_A] (v^2_A + \Omega \beta v^1_A) \right). \]  

(147)

In the context of the euclidean approach to quantum gravity, the euclidean action is minus the logarithm of the partition function [10]. In order to compute the entropy, one needs the \( \beta \) dependence of the partition function, which unfortunately we do not have access to since regularity at the axes will impose nontrivial relations between the moduli \( \ell_A, \beta, \Omega \). Nevertheless, it is tantalising that a 1/4 of the area of the bolts appears in the action. A similar formula was found for compact gravitational instantons [12].
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**Appendix A: Curvature calculations**

We require the Riemann curvature tensor of the metric

\[ g = g_{ij} d\phi^i d\phi^j + \hat{g}_{ab} dx^a dx^b \]  

(148)

where \( \partial \phi^i \) are Killing fields. In the coordinate chart \( x^A = (\phi^i, x^a) \), we find that the non-vanishing components of the Christoffel symbols are given by

\[ \Gamma^a_{bc} = \hat{\Gamma}^a_{bc}, \quad \Gamma^a_{ij} = -\frac{1}{2} \hat{g}^{ab} \partial_b g_{ij}, \quad \Gamma^i_{ja} = \frac{1}{2} (J_a)^i_j, \]  

(149)

where recall \( J \) is defined by (7). The components of the Riemann tensor of \( g_{AB} \) are

\[ R^A_{BCD} = \partial_C \Gamma^A_{BD} - \partial_D \Gamma^A_{BC} + \Gamma^A_{FC} \Gamma^F_{BD} - \Gamma^A_{FD} \Gamma^F_{BC} \]  

(150)

and we find the non-vanishing components are given by

\[ R^a_{bcd} = \hat{R}^a_{bcd} \]

\[ R^i_{jab} = -\frac{1}{2} (J_a)^i_j (J_b)^j_k \]

\[ R^i_{ajb} = -\hat{\nabla}_b (J_a)^i_j - \frac{1}{4} (J_b)^i_j (J_a)^k_j \]

\[ R^k_l_{ij} = -\frac{1}{2} (J_a)^k_j (J^a)^l_i \]  

(151)

where \( \hat{R}^a_{bcd} \) and \( \hat{\nabla} \) are the Riemann tensor and metric connection of \( \hat{g} \), and we have used (8) to simplify \( R^i_{jab} \). The Ricci tensor \( R_{BD} = R^A_{BAD} \) then has non-vanishing
components

\[
R_{ij} = -\frac{1}{2\rho} g_{ik} \hat{\nabla}^a (\rho (J_a)^k_j)
\]

\[
R_{ab} = \hat{R}_{ab} - \hat{\nabla}_a \hat{\nabla}_b \log \rho - \frac{1}{4} \text{Tr}(J_a J_b),
\]

where recall \(\rho\) is defined by (7), and we have simplified \(R_{ij}\) using the identity

\[
\text{Tr} J = \frac{2d\rho}{\rho}.
\]

It therefore immediately follows that Ricci-flatness of \(g\) is equivalent to (5) and (6).

Appendix B: Explicit instantons

B.1 Euclidean Kerr instanton

The Euclidean Kerr instanton is a family of Ricci flat metrics on \(M = \mathbb{R}^2 \times S^2\),

\[
g_K = \frac{f}{\Sigma} \left( \frac{dr}{f} + \alpha \sin^2 \theta d\phi \right)^2 + \frac{r^2 - \alpha^2}{\Sigma} \left( (r^2 - \alpha^2) d\phi - \alpha d\tau \right)^2,
\]

where \(f := r^2 - 2\mu r - \alpha^2\) and \(\Sigma := r^2 - \alpha^2 \cos^2 \theta\), which is parameterised by two constants \(\mu > 0, \alpha \geq 0\). The ‘radial’ coordinate \(r \in (r_+, \infty)\) where \(r_+ := \mu + \sqrt{\mu^2 + \alpha^2}\) is the positive root of \(f(r)\) and \(\theta \in (0, \pi)\). \((M, g_K)\) admits a torus action as isometries generated by \(\frac{\partial}{\partial \tau}, \frac{\partial}{\partial \phi}\). This metric is AF as \(r \to \infty\) with \((\tau, \phi)\) coinciding with the canonical coordinates in Definition 2.2 (note the \((r, \theta)\) coordinates here are different to those in Proposition 2.3). The asymptotic invariants can be easily computed and are found to be

\[
m = \mu, \quad j = -\alpha \mu.
\]

Clearly the subset of metrics with \(\alpha = 0\) is the Schwarzschild instanton.

We identify the canonical orbit space coordinates \((\rho, z)\) by

\[
\rho = \sqrt{\det g} = \sqrt{f} \sin \theta, \quad z = (r - \mu) \cos \theta.
\]

Inspection of the zero set of \(\rho\) reveals the rod structure:

1. \(I_1\): a semi-infinite rod \((-\infty, z_1)\) with \(z_1 = -(r_+ - \mu)\) (corresponding to \(r > r_+, \theta = \pi\));
2. \(I_2\): a finite rod \((z_1, z_2)\) with \(z_2 = r_+ - \mu\) (corresponding to the set \(r = r_+, 0 < \theta < \pi\));
(3) \( I_3 \): a semi-infinite rod \((z_2, \infty)\) (corresponding to \( r > r_+, \theta = 0 \))

On \( I_1 \cup I_3 \) the vector \( \partial_\phi \) vanishes, whereas on \( I_2 \) it is easy to verify that \( \partial_\psi \) vanishes, where \( \partial_\psi \) defined by (42) with

\[
\Omega = \frac{\alpha}{r_+^2 - \alpha^2}, \quad \beta = \frac{4\pi r_+(r_+^2 - \alpha^2)}{r_+^2 + \alpha^2},
\]

(157)
degenerates smoothly and generates \(2\pi\)-periodic flows. Thus, in our canonical basis \((\partial_\psi, \partial_\chi)\) the rod vectors are \(v_1 = (0, 1), v_2 = (1, 0), v_3 = (0, 1)\).

A straightforward computation using (129) yields (with an appropriate choice of integration constant)

\[
Y_{\chi \chi} = \frac{4a(r_+^2 - a^2)(2r^2 + (r^2 + a^2) \cos \theta) \sin^4 \left(\frac{\theta}{2}\right)}{r_+ \Sigma},
\]

\[
Y_{\chi \psi} = -\frac{2(r_+^2 - a^2)(2a^2(r_+^2 - r_+^2) \cos \theta + a^2(r_+^2 + a^2) \cos 2\theta + a^2 - 2r_+^2 r_+ - a^2 r_+^2) \sin^2 \left(\frac{\theta}{2}\right)}{(r_+^2 + a^2)^2 \Sigma},
\]

\[
Y_{\psi \psi} = \frac{2ar_+(r - r_+)^2(r_+^2 - a^2)(4r^2 r_+ + 2r_+^2 + a^2 + a^2 \cos 2\theta) \cos \theta}{(r_+^2 + a^2)^2 \Sigma},
\]

\[
Y_{\psi \chi} = \frac{(r - r_+)(r_+^2 - a^2)4(r_+^2 - r_+ + a^2)(r - r_+)a^2 \cos 2\theta) \cos \theta}{(r_+^2 + a^2)^2 \Sigma},
\]

(158)

In particular, we find that in the \((\partial_\psi, \partial_\chi)\) basis,

\[
Y(z_2) - Y(z_1) = -\frac{\beta}{2\pi} \cdot \frac{2(r_+^2 + a^2)}{r_+} \begin{pmatrix} 0 & 0 \\ 0 & \alpha \end{pmatrix}.
\]

(159)

For the change of basis matrix, we take

\[
L_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

(160)

and therefore, using (136) we find

\[
Q_{\partial_\psi} [C_2] = \frac{2\beta(r_+^2 + a^2)}{r_+}, \quad Q_{\partial_\chi} [C_2] = \frac{2\beta\alpha(r_+^2 + a^2)}{r_+^2}.
\]

(161)

Noting that \( \ell_2 = z_2 - z_1 = (r_+^2 + a^2)/r_+ \), we have thus verified the identifies

\[
Q_{\partial_\psi} [C_2] = 2\beta \ell_2, \quad Q_{\partial_\chi} [C_2] = -16\pi j.
\]

(162)

Hence (140)–(142) are satisfied.
B.2 Chen–Teo instanton on $\mathbb{CP}^2 \setminus S^1$

Consider the local family of Ricci-flat metrics [7]

$$
g = \frac{F(x, y)}{(x - y)H(x, y)} \left( d\tau + \frac{G(x, y)}{F(x, y)} d\phi \right)^2 + \frac{\kappa H(x, y)}{(x - y)^3} \left( \frac{dx^2}{X(x)} - \frac{dy^2}{Y(y)} - \frac{X(x)Y(y)}{\kappa F(x, y)} d\phi^2 \right) \tag{163}$$

where $X = P(x)$, $Y = P(y)$ are quartic polynomials

$$P(u) = a_0 + a_1 u + a_2 u^2 + a_3 u^3 + a_4 u^4 \tag{164}$$

and $F(x, y)$, $H(x, y)$, $G(x, y)$ are polynomials in $x$, $y$ given by

$$F(x, y) = y^2 X - x^2 Y$$
$$H(x, y) = (vx + y) \left[ (vx - y)(a_1 - a_3 xy) - 2(1 - v)(a_0 - a_4 x^2 y^2) \right] \tag{165}$$
$$G(x, y) = (v^2 a_0 + 2va_3 y^3 + 2va_4 y^4 - a_4 y^4) X + (a_0 - 2va_0 - 2va_1 x - v^2 a_4 x^4) Y$$

The local metrics have 7 parameters: $(a_i, v, \kappa)$.

The Chen–Teo AF instanton [6] is obtained by restricting to a certain two-parameter subfamily chosen to produce an AF smooth metric on $\mathbb{CP}^2 \setminus S^1$, free of orbifold and conical singularities. This imposes a set of algebraic constraints on the $(a_i, v)$ which can be solved by setting [7]:

$$a_0 = 4(1 - \xi)(2\xi - 1)(1 - 2\xi + 2\xi^2)\xi^4,$$
$$a_1 = -\xi(1 - 4\xi + 10\xi^2 - 20\xi^3 + 20\xi^4 - 16\xi^5 + 8\xi^6),$$
$$a_2 = -1 + 3\xi - 2\xi^2 + 6\xi^3 - 4\xi^4, \quad a_3 = 1, \quad a_4 = 0, \quad v = -2\xi^2$$

This has the result of explicitly factoring $P(x)$ so it has roots $x_1 < x_2 < x_3$ given by

$$x_1 = -4\xi^3(1 - \xi), \quad x_2 = -\xi(1 - 2\xi + 2\xi^2), \quad x_3 = 1 - 2\xi.$$

The resulting metric is parameterised by a scale $\kappa > 0$ and a parameter $\xi \in (1/2, 1/\sqrt{2})$ [2]. The coordinate range is the rectangle in the $(x, y)$ plane with $x_1 < y < x_2 < x < x_3$ and the asymptotic region corresponds to $x \to x_2^+$, $y \to x_2^+$. To exhibit asymptotic flatness change coordinates to

$$x = x_2 - \frac{x_2 \sqrt{(1 - v^2)\kappa \cos^2 \left( \frac{\theta}{2} \right)}}{r}, \quad y = x_2 + \frac{x_2 \sqrt{(1 - v^2)\kappa \sin^2 \left( \frac{\theta}{2} \right)}}{r} \tag{166}$$
and

\[ \bar{\tau} = \sqrt{1 - v^2} \tau + b \phi, \quad \bar{\phi} = c \phi \]  \tag{167} \]

where

\begin{align*}
    b &= -\frac{8 \sqrt{k \xi^3} (8 \xi^5 - 16 \xi^4 + 12 \xi^3 - 8 \xi^2 + 4 \xi - 1)}{(1 - \xi)(2\xi - 1) (1 - 2\xi^2)^2}, \\
    c &= -\frac{2 \sqrt{k} (2\xi^2 - 2\xi + 1)}{(1 - \xi)(2\xi - 1) (2\xi^2 - 1)^2}. \tag{168}
\end{align*}

Then, one finds the metric is AF as \( r \to \infty \) according to our Definition 2.2 (note these are not the \((r, \theta)\) coordinates in Proposition 2.3). The associated asymptotic invariants are found to be

\[ m = \frac{\sqrt{k}(1 + 2\xi^2)^2}{2\sqrt{1 - 4\xi^4}}, \quad j = -\frac{\kappa \xi^2(1 - \xi + 2\xi^2)}{(1 - \xi)(2\xi - 1)}. \]  \tag{169} \]

The canonical orbit space coordinates \((\rho, z)\) are given in terms of the coordinates \((x, y)\) by

\[ \rho = \frac{\sqrt{-XY}}{(x - y)^2} \cdot (-c\sqrt{1 - v^2}) \]  \tag{170} \]

and

\[ z = \frac{2(a_0 + a_2xy + a_4x^2y^2) + (x + y)(a_1 + a_3xy)}{2(x - y)^2} \cdot c\sqrt{1 - v^2} \]  \tag{171} \]

The form \( dy \wedge dx \) is taken to have positive orientation on \( \hat{M} \) in order to be consistent with our conventions.

Let \((\psi, \chi)\) be \(2\pi\) -periodic angles defined by (42) where \((\tau, \phi)\) are the coordinates in which the metric takes the canonical form (13) at infinity. These are related by

\[ \bar{\tau} = \frac{b_1}{k_1} \psi + \frac{b_2}{k_2} \chi, \quad \bar{\phi} = \frac{\psi}{k_1} + \frac{\chi}{k_2}, \]  \tag{172} \]

where

\[ \beta = \frac{16\pi \sqrt{k \xi^4}}{\sqrt{1 - 4\xi^4} (2\xi^2 - 2\xi + 1)^2}, \quad \Omega = \frac{(1 - \xi)^2 \sqrt{1 - 4\xi^4}}{2\sqrt{k \xi^2}}. \]  \tag{173} \]
and

\[
\begin{align*}
    b_1 &= \frac{\xi^2 (1 - 2\xi (8\xi^4 - 16\xi^3 + 10\xi^2 - 3\xi + 2))}{1 - \xi}, \\
    b_2 &= \frac{4\xi^3 (4(1 - \xi)^2\xi (2\xi^2 + 1) - 1)}{1 - 2(1 - \xi)^2\xi}, \\
    k_1 &= \frac{(1 - 2\xi)(1 - 2\xi^2)^2 (2\xi^2 - 2\xi + 1)}{8\sqrt{\kappa}(1 - \xi)^2\xi^2}, \quad k_2 = \frac{(1 - 2\xi)(1 - \xi)(1 - 2\xi^2)^2}{2\sqrt{\kappa}(2\xi^2 - 2\xi + 1)}.
\end{align*}
\]

(174)

(175)

The corner points \( z_1 < z_2 < z_3 \) are given as follows

\[
    z_1 = z(x_2, x_1), \quad z_2 = z(x_3, x_1), \quad z_3 = z(x_3, x_2).
\]

(176)

where we have written \((171)\) as \( z = z(x, y) \). We then have the following rod structure in the \((\partial\psi, \partial\chi)\) basis:

1. \( I_1: \ z < z_1; \ x_1 < y < x_2; \ \nu_1 = (0, 1) \)
2. \( I_2: \ z_1 < z < z_2; \ y_1 = x_1, x_2 < x < x_3; \ \nu_2 = (1, 0) \)
3. \( I_3: \ z_2 < z < z_3; \ x = x_3, x_1 < y < x_2; \ \nu_3 = (1, -1) \)
4. \( I_4: \ z > z_3; \ y = x_2, x_2 < x < x_3; \ \nu_4 = (0, 1) \)

The two finite rods \( I_2, I_3 \) correspond to two non-trivial 2-cycles \( C_2, C_3 \), respectively.

We now turn to computing the charges \( Q_{\eta_i}[C_A] \). Over the first finite rod, an involved calculation using \((129)\) in the \((\partial\psi, \partial\chi)\) basis yields

\[
    Y(z_2) - Y(z_1) = \begin{pmatrix}
    0 & 0 \\
    \frac{16\kappa^4}{(2\xi - 1)(1 - 2\xi^2)(2\xi^2 + 2\xi + 1)} & -\frac{8\kappa^2}{(2\xi - 1)(1 - 2\xi^2)}
    \end{pmatrix}.
\]

(177)

Note that the first row vanishes as it must because \( \partial\psi \) vanishes on \( I_2 \). A similar computation gives

\[
    Y(z_3) - Y(z_2) = \begin{pmatrix}
    \frac{32\kappa^6}{(1 - 2\xi^2)(1 - 2\xi^2 + 2\xi^2)} & \frac{16\kappa^4}{(1 - \xi)(1 - 2\xi^2)} \\
    \frac{32\kappa^6}{(1 - 2\xi^2)(1 - 2\xi^2 + 2\xi^2)} & \frac{16\kappa^4}{(1 - \xi)(1 - 2\xi^2)}
    \end{pmatrix}.
\]

(178)

We take the change of basis matrices

\[
    L_2 = \begin{pmatrix}
    0 & 1 \\
    1 & 0
    \end{pmatrix}, \quad L_3 = \begin{pmatrix}
    1 & 0 \\
    0 & -1
    \end{pmatrix}.
\]

(179)

This yields using \((136)\)

\[
\begin{align*}
    Q_{\partial\psi}[C_2] &= \frac{32\pi\kappa^4}{(2\xi - 1)(1 - 2\xi^2)(2\xi^2 + 2\xi + 1)}, \quad Q_{\partial\chi}[C_2] = \frac{16\pi\kappa^2}{(2\xi - 1)(1 - 2\xi^2)},
\end{align*}
\]

(180)
and
\[
Q_{\theta\phi}[C_3] = \frac{64\pi k\xi^6}{(1 - 2\xi^2)(1 - 2\xi + 2\xi^2)}, \quad Q_{\theta\chi}[C_3] = -\frac{32\pi k\xi^5}{(1 - \xi)(1 - 2\xi^2)}.
\]

The identities (115), (143), and (144) can now be verified.
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