Classification of sparsely labeled spatio-temporal data through semi-supervised adversarial learning
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Abstract

In recent years, Generative Adversarial Networks (GAN) have emerged as a powerful method for learning the mapping from noisy latent spaces to realistic data samples in high-dimensional space. So far, the development and application of GANs have been predominantly focused on spatial data such as images. In this project, we aim at modeling of spatio-temporal sensor data instead, i.e. dynamic data over time. The main goal is to encode temporal data into a global and low-dimensional latent vector that captures the dynamics of the spatio-temporal signal. To this end, we incorporate auto-regressive RNNs, Wasserstein GAN loss, spectral norm weight constraints and a semi-supervised learning scheme into InfoGAN, a method for retrieval of meaningful latents in adversarial learning. To demonstrate the modeling capability of our method, we encode full-body skeletal human motion from a large dataset representing 60 classes of daily activities, recorded in a multi-Kinect setup. Initial results indicate competitive classification performance of the learned latent representations, compared to direct CNN/RNN inference. In future work, we plan to apply this method on a related problem in the medical domain, i.e. on recovery of meaningful latents in gait analysis of patients with vertigo and balance disorders.

1 Introduction

In recent years, Generative Adversarial Networks (GANs) [11] have gained a lot of popularity as a generative modeling framework. Such networks have been successfully applied to various tasks [27, 28, 3, 21, 16], where the main body of work focuses on modeling the distributions of natural images. The goal of modeling with GANs is to approximate a target ground truth distribution as well as possible. To this end, a generator is trained to produce a model distribution by transforming a random noise seed. A discriminator (also called critic) then must try to distinguish between samples from that model distribution and from the target distribution. Both the generator and discriminator oppose each other’s objective, and are alternatingly trained with the goal that a given distance between the generated model distribution and the real distribution is minimized. Since the model distribution is solely specified by the transformation of a random variable seed by the generator, its probability density function need not be known in closed form. This is the main theoretical property of GANs that has drawn researchers’ attention: GANs are a method for creating implicit models. Thus, GANs have the potential ability to learn high-dimensional, highly structured distributions (e.g. natural images) and can be used to enable extensions of other theoretical frameworks (such as variational inference [22]).

Despite being a very popular method, generative modeling with GANs has not been fully explored yet. In particular, when it comes to modeling sequential time-series data, proposed methods have just recently started to emerge [35, 21, 20, 9, 33]. In this work we choose to study the modeling capabilities of the GAN framework, applied to spatio-temporal sensor data – such as human action.
sequences. Besides evaluation of the generated samples, we additionally focus on the quality of encodings $z$, where $z$ is a global, low-dimensional salient vector corresponding to the observed temporal sequence. However, the original GAN formulation does not explicitly provide a method for obtaining said encodings. Thus, lately a number of works $[7, 8, 10]$ have proposed extensions or reformulations of the GAN objective to incorporate an encoder network, which effectively serves as an approximation of the mapping between observed data samples (in this case sequences) $x$ and their latent representation $z$. In the context of the GAN framework, such an encoder can be trained in unsupervised or semi-supervised fashion. This means that available data can be utilized even if it is not labeled. It is thus of interest whether the encodings obtained that way can lead to improved classification (or regression) performance on unseen data, compared to a regular discriminative model that has only been trained on the labeled portion of the data set. This is of particular importance for data sets where a very small amount of the data is labeled (e.g. medical domain).

In the following section, the differences between discriminative and generative modeling are illustrated. Then related work regarding generative modeling of sequences with GANs is presented. Section 4 describes the possibilities of extending the GAN framework to obtain latent encodings, i.e. an approximation of the posterior $p(z | x)$. Section 5 introduces the data set used for experiments. In section 6, our specific implementation and architecture is discussed in more detail and section 7 presents the experimental results for the chosen model.

## 2 Discriminative and Generative Models

Traditionally, discriminative models approximate the distribution $p(y|x)$ where $y$ denotes the label (class or continuous value) and $x$ the sample for which predictions should be made. With the increasing popularity of deep learning, nowadays deep discriminative models are applied to solve various practical tasks in different domains. A few examples are classification of images $[19, 20, 32, 14, 31]$, speech recognition $[15, 12, 34]$ or action recognition $[5]$. The success of deep models can be arguably attributed to properties like the increased representational capacity (universal function approximators $[17]$), the increased flexibility (not requiring hand-crafted features, able to work with large amounts of raw data) and the possibility to utilize variations of SGD (stochastic gradient descent $[4]$) to process very large data sets. Therefore, deep discriminative models excel at making predictions when abundant amounts of labeled data are present. However, when this is not the case and label acquisition is costly (e.g. medical domain), the discriminative approach is limited by the amount of available labels, and thus demands some form of regularization to account for the imperfectly represented ground truth.

In contrast, generative models focus on modeling the evidence of the samples directly: $p(x)$, disregarding the label information at first. On its own, this definition represents fully unsupervised learning of latent salient structures present in the samples $x$. The benefit is that such models are not restricted by the amount of labels available and can better utilize sparsely-labeled data sets, a setting which can be problematic for discriminative models. Moreover, a central topic in generative modeling is obtaining an approximation of the true posterior $p(z | x)$. The latent representation $z$ of a sample $x$ should account for all regularities and structure in the sample, which would make it a good feature representation for further classification and regression tasks. An approximation of the posterior $p(z | x)$ can be obtained by explicitly integrating it in the training of aforementioned generative models. Two prominent generative frameworks are GANs and VAEs (Variational Auto-encoders) $[18]$. In both cases deep neural networks can be utilized, increasing the modeling capacity of the overall generative model and allowing it to approximate complex real-world data distributions.

In this work, we aim to explore how well GANs can be utilized as a generative model for a large human activity data set (temporal data), when different amounts of the available sequences are labeled.

## 3 Related Work

### Generative models

In recent years, deep generative models have become the de facto standard for unsupervised learning of real-world data of various modality. Three prominent examples are autoregressive models $[25, 24]$, Variational Autoencoders (VAEs) $[18]$ and Generative Adversarial Networks (GANs) $[11]$. 
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In auto-regressive models, such as PixelRNN [25], the contextual dependencies between spatio- or temporally-proximate parts of a given data sample are learned by a generating network. Thus, the model learns how to generate a realistic looking segment $x_t$ of the data sample given a set of already generated parts $x_{1:t-1}$ (context), such that $p_\theta(x_t | x_{1:t-1})$ is maximized w.r.t. the model parameters $\theta$.

Conversely, a Variational Autoencoder maximizes a lower bound (ELBO) of the log of the model evidence $\log p_X(x)$. This is done by training a generating network (decoder), defined by a set of parameters $\theta$, which realizes the mapping from latent space to data space: $p_\theta(x | z)$. Simultaneously, the framework facilitates the minimization of the KL divergence between an approximate inference distribution $q_\phi(z | x)$ and the true posterior $p(z | x)$.

As a counterpart, GANs (the focus of this work) represent an instance of deep neural samplers. The ground truth distribution of the data $p_X(x)$ is approximated by a random variable transformation of a seed distribution $p(z)$, where the transformation is typically parameterized with a neural network generator $G$: $x_g = G(z)$, $z \sim p(z)$. Thus, $G$ implicitly defines a probability distribution $p_G$ whose PDF need not have an analytical form. To train the generator, a discriminator $D$ (a neural network) is defined to disambiguate between real samples $x \sim p_X(x)$ and generated ones $x_g \sim p_G(x)$. The following adversarial (minimax) objective $\min_{\theta_G} \max_{\theta_D} \mathcal{L}(\theta_G, \theta_D)$ is posed:

$$
\min_{\theta_G} \max_{\theta_D} \mathcal{L}(\theta_G, \theta_D) := \mathbb{E}_{x \sim p_X} \left[ \log D(x) \right] + \mathbb{E}_{x_g \sim p_G} \left[ \log(1 - D(x_g)) \right] \tag{1}
$$

However, the original GAN framework does not specify a direct procedure for mapping data into latent space. A number of proposed extensions of the GAN formulation tackle this issue and are discussed in more detail in Section 4.

**Stabilizing GAN training** In practice, GANs in their original formulation have proven notoriously difficult to train. In [1] it is argued that training the discriminator $D$ to optimality (a theoretical requirement) often leads to vanishing gradients for the generator in high-dimensional data spaces, as long as the GAN is trained to minimize the Jensen–Shannon divergence. To remedy this behaviour, the authors of WGAN (Wasserstein GAN) [2] propose a different objective that approximately minimizes the Wasserstein distance between $p_X$ and $p_G$, keeping the adversarial setup:

$$
\min_{\theta_G} \max_{\theta_D} \mathcal{L}(\theta_G, \theta_D) := \mathbb{E}_{x \sim p_X} [D(x)] - \mathbb{E}_{x_g \sim p_G} [D(x_g)] \tag{2}
$$

Besides stabilizing training by allowing for $D$ to be trained to optimality, a further advantage of the WGAN objective is that the Wasserstein distance can be monitored during training and can indicate convergence. However, it is required that $D$ (here called a critic) is $K$-Lipschitz continuous for all $x$, where $K$ is a positive constant. To satisfy this prerequisite, previous works have proposed weight clipping of the critic parameters [2] or a gradient penalty regularization term [13]. As of recent, [23] have shown that spectral normalization of all $D$ parameters outperforms other K-Lipschitzness enforcing methods in terms of stability and computation time.

**Adversarial modeling of sequential data** In the domain of unsupervised adversarial learning of sequential data, SeqGAN [35] has shown that GANs can be applied to the generation of short sequences of natural language using reinforcement learning. Recently, that line of work was continued in [21] [26] and the authors of [26] specifically express the need for more elaborate training heuristics when generating natural language sentences with RNN generator and RNN discriminator. This illustrates the increased difficulty of the generation task when dealing with temporal dependencies in the data, particularly for the NLP domain where features are discrete and gradients are difficult to propagate back. A maximum-likelihood augmentation of the GAN framework is proposed in [6] to stabilize training when discrete data (e.g. language) is modeled. Furthermore, GANs have been used for music generation in [20] [9], where the sequences are also represented by discrete tokens.

To the best of our knowledge, existing works which model temporal sequences with adversarial learning predominantly target discrete data, such as natural language. The focus so far has usually been on the generated samples’ quality and not on the corresponding latent space. Two main contributions of this work are thus the application of a GAN to a continuous-valued action recognition data set, and the evaluation of the obtained latent encodings.
Figure 1: Comparison of two different architectures for obtaining latent encodings in the adversarial setting. Left: architecture of InfoGAN; Right: architecture of BiGAN and ALI;

4 Obtaining Encodings from a Generative Adversarial Model

In generative modeling it is often desirable to obtain salient latent encodings of the modeled data. The hope is that the encodings could capture the structure (semantics) present in the observed data samples. For example, this could be the inherent clustering in the data set (w.r.t. the different classes), which can be useful for further classification tasks. One of the objectives of this work is to explore the representative power of encodings obtained through adversarial learning of spatio-temporal sequences.

In their original formulation, GANs specify a generation process that transforms a random noise seed $z \sim p(z)$ into a generated data sample $x_g \sim p_G(z)$. However, a reverse mapping going from data space $X$ to the space of latent encodings $Z$ is not provided, and requires an extension of the GAN framework. As of recent, a number of solutions to this problem have been proposed. In the following, $G$ denotes the generator, $E$ denotes the encoder and $D$ denotes the discriminator (critic).

4.1 InfoGAN

InfoGAN [7] is an information-theoretic extension of the GAN framework. It splits the latent code (GAN seed) into a set of salient latents $c$ and a noise vector $z$. It further adds an additional regularization term to the GAN objective, which maximizes a lower bound of the mutual information $I(c; G(c, z))$ between salient latents $c$ and the data sample $x_g = G(c, z)$ generated from both $c$ and $z$:

$$L_I(\theta_G, \theta_E) = \mathbb{E}_{c \sim p_c(\cdot), x_g \sim p_G(\cdot | z, c)}[\log p_E(c | x_g)] + H(c) \leq I(c; G(c, z))$$

Intuitively, maximizing the mutual information $I(c; G(c, z))$ w.r.t. the encoder and generator in parallel forces the salient portion of the latent codes to capture integral information about the generated samples $x_g$. The InfoGAN loss term drives both the generation process and the training of the encoder because it is maximized w.r.t. both $\theta_G$ and $\theta_E$. Furthermore, the authors of InfoGAN show that the encoder distribution $p_E(c | x)$ converges to the true posterior:

$$\mathbb{E}_x[\text{KL}(p_E(c | x) \ | p(c | x))] \rightarrow 0$$

Thus, the encoder network acts as an approximator to the mapping from data space $X$ to latent space $Z$. This is a useful property, because it lets us obtain latent encodings for any sample from the
While this approach intricately involves E in the overall adversarial learning procedure, it also requires
we thus opt for the method proposed in InfoGAN.

Another important difference to InfoGAN is that the encoder
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contains the details about the hyper-parameters of the three models. The encoder E and critic D share
of three deep neural network models: G (the generator), D (the critic) and E (the encoder). Table 1
contains the details about the hyper-parameters of the three models. The encoder E and critic D share
the weights of the 1-D convolutional layers, which positively affects training times.

5 Data Set
To evaluate the performance of our model, we use the NTU RGB+D [29] large scale action
recognition data set. For our experiments only the joints modality of the data set is used - a sequence
is represented by the 3D coordinates of 25 skeleton joints at each time step. We split the data into
a training set consisting of 20 subjects (40,320 samples in total) and a test set consisting of the
remaining 20 subjects (16,560), which is the exact split used in the original paper. We pre-process
the skeleton sequences by sub-sampling every second frame, resulting in a maximal sequence length
of 150 steps. We further restrict our data to single subject actions only, to avoid padding the sequence
frames with filler values (which would be necessary if 2- or 3-subject actions were present). This
leaves us with 31772 samples in the training set and 13115 samples in the test set. Additionally, the
skeletons are centered in every frame, with the hip joint placed at the origin.

6 Proposed Method
Generative model We choose to follow the InfoGAN framework. The implemented GAN consists
of three deep neural network models: G (the generator), D (the critic) and E (the encoder). Table 1
contains the details about the hyper-parameters of the three models. The encoder E and critic D share
the weights of the 1-D convolutional layers, which positively affects training times.

The input for the generator G is formed by sampling from the salient and noise latent seeds: c ∼
p(c), z ∼ p(z). Note that those latent variables are global for the whole sequence, as we are interested
in features describing the sequence as a whole (such as class indication, etc.). We choose to model c as
a categorical random variable with 60 classes. This is done in order to later explore whether the model
was able to capture the inherent clustering w.r.t. the different action classes in the salient latent c.
The additional noise seed z is sampled from a 64-dimensional uniform distribution: U([0, 1]^{64}). The
sampled global latents are repeatedly fed as input to G at every time step of the sequence generation.
Wasserstein InfoGAN

| Component | Layers | Activation | Learn. Rate |
|-----------|--------|------------|-------------|
| **Generator (G)** | 1 x AR-RNN(hidden layers=1, units=64) | softsign | 1e-4 |
| **Critic (D)** | 2 x Conv1D(filters=64, kernel size=5)*, 1 x GlobalMaxPooling* | tanh | 1e-4 |
| **Encoder (E)** | 2 x Conv1D(filters=64, kernel size=5)*, 1 x GlobalMaxPooling* | tanh | 1e-4 |

| CNN classifier | Layers | Activation | Learn. Rate |
|---------------|--------|------------|-------------|
| CNN classifier | 2 x Conv1D(filters=64, kernel size=5), 1 x GlobalMaxPooling | tanh | 1e-4 |
| dropout | 0.1 |

Table 1: Architecture specification of the proposed InfoGAN model and the CNN classifier baseline. First 3 rows describe G, D and E of InfoGAN. AR-RNN stands for Autoregressive-RNN. Last row describes the CNN classifier. Note that the layers marked with * are shared between E and D, for computational efficiency.

We found that a regular RNN generator has difficulties converging to a meaningful solution. Thus, we implement the generator as a more powerful Autoregressive-RNN, where the output from the previous time step \(y_{t-1}\) is fed as an input for the current time step. The resulting formula for one step of the RNN model is:

\[
y_t = RNNCell(y_{t-1}, z, c)
\]

where RNNCell denotes a GRU \([?]\) in our case.

Note that in contrast to models like PixelRNN \([25]\) or WaveNet \([24]\), where the ground truth from the previous time step is fed as input to the current step (also known as Teacher Forcing), in our setup we can only feed the previous prediction. Feeding a ground truth to G would be wrong, as the salient latents \(c\) can only be sampled independently from the fed sequence \(x_{real}\). However, \(c\) will need to explain the generated sequence \(x_g\) well (due to the InfoGAN mutual information loss). If \(x_{real}\) is used as ground truth, that would tie it to \(x_g\), breaking the assumption that \(c\) is sampled independently from \(x_{real}\).

Furthermore, in order to generate actions of different duration, we sample a desired length \(l\) from a prior distribution on the sequence lengths for every sequence that needs to be generated. The output of the auto-regressive RNN is then masked based on the sample length, so that the outputs \(\{x_{g,t}\}_{t \geq l}\) are zeroed out and thus are ignored by the discriminator and encoder. The length prior model we used was empirically fit to the sequence lengths in the data set (ranging from 0 to 150 steps), and was set to \(\min\{20 + \text{Beta}(\alpha = 12.5, \beta = 2.5), 150\}\), where \(\text{Beta}(.)\) denotes the Beta distribution.

A summary of the overall architecture of the proposed method is presented in Figure 2.
To stabilize training, the Wasserstein loss \cite{2} was used instead of the original GAN loss. Convergence during training is indicated by the Wasserstein metric saturating at a positive value or reaching 0 (cf. Figure 3). Since the Wasserstein formulation requires a K-Lipschitz critic $D$, we employ the spectral normalization proposed in \cite{23}. We find that spectral normalization is necessary to stabilize the training of InfoGAN when deeper neural networks are utilized (more than 2 layers), whereas WGAN-GP \cite{13} fails to do so in our setup. Furthermore, the direct normalization of the weights allows one to use higher learning rates without instability in the gradients flowing through the network. This is not easily possible with WGAN-GP, where the gradient penalty is quite sensitive to the chosen learning rate. With this observation in mind, spectral normalization of the discriminator weights allowed us to train up to 10 times faster compared to WGAN-GP (cf. Figure 3).

**Classifier baselines** In order to evaluate the quality of the latent encodings $c$ obtained through semi-supervised GAN learning for further classification tasks, first some baselines need to be set. To that end, we define a straightforward 1-D CNN classifier network (architecture details in Table 1, last row), whose performance will be compared to the encoder network trained in the GAN framework. For a fair comparison, the architectures, and in particular the capacity, of both the CNN classifier and encoder $E$ are kept the same.
7 Experiments

We ran experiments with varied amounts of labels from the NTU RGB+ D training set: 5%, 10%, 20%, 40% and 100%, in order to simulate real-world scenarios where labeled data might be scarce. The CNN classifier is trained in a fully supervised fashion on the provided labeled portion of the data set. The encoder E is trained following the InfoGAN objective on the full data set, as no labels are needed. An additional supervised loss\(^1\) is added to E and is evaluated (and errors from it are back-propagated) only for the labeled portion of training data. Thus the encoder is trained in a semi-supervised fashion.

For all levels of supervision, the proposed GAN was able to generate meaningful skeleton action sequences that qualitatively resemble the ground truth actions from the data set. Figure 4 shows 3 generated activity sequences (first row) and 3 real activity sequences from the test set (second row). The movements in the generated sequences appear smooth and realistic, showing that the chosen autoregressive RNN generator was able to learn the spatio-temporal dynamics. The generated actions are varied and of different length (roughly indicated by the number of skeleton "shadows" in Figure 4), as is the case in the original data set. Furthermore, Figure 4a exhibits an example of a generated sequence where the action is immediately identifiable. It is also worth noting that the generative model learned to ignore most of the jittery motion present in some of the real samples, which is unavoidable there due to errors in the Kinect sensors used to record the skeleton joint coordinates.

The second aspect of generative adversarial modeling we investigate is the saliency of the inferred latents by the encoder network E (part of InfoGAN). We compare the classification accuracy scores based on the latent encodings \(c\) (obtained through InfoGAN) to the classification accuracy scores obtained with the direct 1-D CNN classifier. The results are presented in Table 2. For completeness, we added a column for a 2-layer GRU classifier trained directly on the original representations. From the table it is apparent that the accuracies obtained with the InfoGAN encodings are exactly on par with the accuracies from the CNN classifier and those of the RNN classifier. This holds for all levels of supervision (ranging from 5% to 100%). The proposed generative model was thus able to learn the mapping from latent space to data space, such that the latent codes \(c\) carry information about the class association of the action sequences. However, the slight advantage of the InfoGAN encodings at low supervision levels compared to the 1-D CNN classifier (e.g. 36.05 % vs. 35.12 %, 44.40 % vs. 43.52 %) is not statistically significant to conclude that training in a semi-supervised way leads to a major improvement in generalization capabilities compared to only using the labeled portion of the data set. One final observation is that the classification accuracy improves as the amount of labeled data increases, which is to be expected. This is consistently the case in the semi-supervised InfoGAN setup as well: an example comparison of the confusion matrices for the classification based on encodings with 5 % labeled data and 100 % labeled data is visualized in Figure 5.

---

\(^1\)For the NTU RGB+ D data set, the semi-supervised loss added to the encoder is the categorical cross-entropy of the predicted encoding \(p(c \mid x_{real})\) w.r.t. the labels of \(x_{real}\).
Figure 5: Confusion matrices for classification based on the obtained InfoGAN latent encodings, for the lowest level of supervision at 5% (5a), and for the highest level of supervision (fully supervised, 5b). Note that the lower right corner (last 10 classes) should be empty, as we train on single-subject frames only and the last 10 classes correspond to multi-subject classes.

Table 2: Classification results using the original sequences and a direct classifier or their respective encodings, obtained through InfoGAN. PA-LSTM is the original method proposed in [29].

| Supervision level (%) | Accuracy (%) |
|-----------------------|--------------|
|                       | InfoGAN      | CNN classifier | RNN classifier | PA-LSTM |
| 5%                    | 36.05        | 35.12          | 35.88          | -       |
| 10%                   | 44.40        | 43.52          | 44.90          | -       |
| 20%                   | 51.25        | 51.01          | 52.25          | -       |
| 40%                   | 58.55        | 58.62          | 58.85          | -       |
| 100%                  | 64.61        | 65.08          | 66.77          | 62.93   |

8 Conclusion

In this work, we show that GANs can be effectively applied to model spatio-temporal sequences of high-dimensional continuous signals with varying length. The produced samples are varied and visually realistic. We further illustrate the necessity of proper normalization of the weights of the discriminator to ensure convergence, employing state-of-the-art improvements of the GAN framework. Finally, it is shown that a global latent encoding can be used as a seed for generating the whole temporal sequence. The saliency of the learned latent representations is explored, indicating competitive performance compared to direct CNN/RNN models in terms of classification.

In future work, we plan to apply this method to data sets stemming from the medical domain. BiGAN/ALI [8, 10] are a viable alternative to InfoGAN for obtaining latent encodings in the adversarial setup and need to be studied as well, particularly in the case where small amounts of labels are available.

References

[1] Martin Arjovsky and Léon Bottou. Towards principled methods for training generative adversarial networks. arXiv preprint arXiv:1701.04862, 2017.
[2] Martin Arjovsky, Soumith Chintala, and Léon Bottou. Wasserstein gan. arXiv preprint arXiv:1701.07875, 2017.
[3] David Berthelot, Tom Schumm, and Luke Metz. Began: Boundary equilibrium generative adversarial networks. arXiv preprint arXiv:1703.10717, 2017.
[4] Léon Bottou. Large-scale machine learning with stochastic gradient descent. In Proceedings of COMPSTAT’2010, pages 177–186. Springer, 2010.
[5] Joao Carreira and Andrew Zisserman. Quo vadis, action recognition? a new model and the kinetics dataset. arXiv preprint arXiv:1705.07750, 2017.

[6] Tong Che, Yanran Li, Ruixiang Zhang, R Devon Hjelm, Wenjie Li, Yangqiu Song, and Yoshua Bengio. Maximum-likelihood augmented discrete generative adversarial networks. arXiv preprint arXiv:1702.07983, 2017.

[7] Xi Chen, Yan Duan, Rein Houthooft, John Schulman, Ilya Sutskever, and Pieter Abbeel. Infogan: Interpretable representation learning by information maximizing generative adversarial nets. In Advances in Neural Information Processing Systems, pages 2172–2180, 2016.

[8] Jeff Donahue, Philipp Krähenbühl, and Trevor Darrell. Adversarial feature learning. arXiv preprint arXiv:1605.09782, 2016.

[9] Hao-Wen Dong, Wen-Yi Hsiao, Li-Chia Yang, and Yi-Hsuan Yang. Musegan: Symbolic-domain music generation and accompaniment with multi-track sequential generative adversarial networks. arXiv preprint arXiv:1709.06298, 2017.

[10] Vincent Dumoulin, Ishmael Belghazi, Ben Poole, Alex Lamb, Martin Arjovsky, Olivier Mastropietro, and Aaron Courville. Adversarially learned inference. arXiv preprint arXiv:1606.00704, 2016.

[11] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial nets. In Advances in neural information processing systems, pages 2672–2680, 2014.

[12] Alex Graves, Abdel-rahman Mohamed, and Geoffrey Hinton. Speech recognition with deep recurrent neural networks. In Acoustics, speech and signal processing (icassp), 2013 ieee international conference on, pages 6645–6649. IEEE, 2013.

[13] Ishaan Gulrajani, Faruk Ahmed, Martín Arjovsky, Vincent Dumoulin, and Aaron C. Courville. Improved training of wasserstein gans. arXiv preprint arXiv:1704.00028, 2017.

[14] Vincent Dumoulin, Ishmael Belghazi, Ben Poole, Alex Lamb, Martin Arjovsky, Olivier Mastropietro, and Aaron Courville. Adversarially learned inference. arXiv preprint arXiv:1606.00704, 2016.

[15] Geoffrey Hinton, Li Deng, Dong Yu, George E Dahl, Abdel-rahman Mohamed, Navdeep Jaitly, Andrew Senior, Vincent Vanhoucke, Patrick Nguyen, Tara N Sainath, et al. Deep neural networks for acoustic modeling in speech recognition: The shared views of four research groups. IEEE Signal Processing Magazine, 29(6):82–97, 2012.

[16] Jonathan Ho and Stefano Ermon. Generative adversarial imitation learning. In Advances in Neural Information Processing Systems, pages 4565–4573, 2016.

[17] Kurt Hornik. Approximation capabilities of multilayer feedforward networks. Neural networks, 4(2):251–257, 1991.

[18] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint arXiv:1312.6114, 2013.

[19] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional neural networks. In Advances in neural information processing systems, pages 1097–1105, 2012.

[20] Sang-gil Lee, Uiwon Hwang, Seonwoo Min, and Sungroh Yoon. A seqgan for polyphonic music generation. arXiv preprint arXiv:1710.11418, 2017.

[21] Jiwei Li, Will Monroe, Tianlin Shi, Alan Ritter, and Dan Jurafsky. Adversarial learning for neural dialogue generation. arXiv preprint arXiv:1701.06547, 2017.

[22] Lars Mescheder, Sebastian Nowozin, and Andreas Geiger. Adversarial variational bayes: Unifying variational autoencoders and generative adversarial networks. arXiv preprint arXiv:1701.04722, 2017.

[23] Takeru Miyato, Toshiki Kataoka, Masanori Koyama, and Yuichi Yoshida. Spectral normalization for generative adversarial networks. In ICML Implicit Models Workshop, 2017.

[24] Aaron van den Oord, Sander Dieleman, Heiga Zen, Karen Simonyan, Oriol Vinyals, Alex Graves, Nal Kalchbrenner, Andrew Senior, and Koray Kavukcuoglu. Wavenet: A generative model for raw audio. arXiv preprint arXiv:1609.03499, 2016.
[25] Aaron van den Oord, Nal Kalchbrenner, and Koray Kavukcuoglu. Pixel recurrent neural networks. arXiv preprint arXiv:1601.06759, 2016.

[26] Ofir Press, Amir Bar, Ben Bogin, Jonathan Berant, and Lior Wolf. Language generation with recurrent generative adversarial networks without pre-training. arXiv preprint arXiv:1706.01399, 2017.

[27] Alec Radford, Luke Metz, and Soumith Chintala. Unsupervised representation learning with deep convolutional generative adversarial networks. arXiv preprint arXiv:1511.06434, 2015.

[28] Tim Salimans, Ian Goodfellow, Wojciech Zaremba, Vicki Cheung, Alec Radford, and Xi Chen. Improved techniques for training gans. In Advances in Neural Information Processing Systems, pages 2234–2242, 2016.

[29] Amir Shahroury, Jun Liu, Tian-Tsong Ng, and Gang Wang. Ntu rgb+ d: A large scale dataset for 3d human activity analysis. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 1010–1019, 2016.

[30] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint arXiv:1409.1556, 2014.

[31] Chen Sun, Abhinav Shrivastava, Saurabh Singh, and Abhinav Gupta. Revisiting unreasonable effectiveness of data in deep learning era. arXiv preprint arXiv:1707.02968, 1, 2017.

[32] Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir Anguelov, Dumitru Erhan, Vincent Vanhoucke, and Andrew Rabinovich. Going deeper with convolutions. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 1–9, 2015.

[33] Carl Vondrick, Hamed Pirsiavash, and Antonio Torralba. Generating videos with scene dynamics. In Advances In Neural Information Processing Systems, pages 613–621, 2016.

[34] Wayne Xiong, Jasha Droppo, Xuedong Huang, Frank Seide, Mike Seltzer, Andreas Stolcke, Dong Yu, and Geoffrey Zweig. Achieving human parity in conversational speech recognition. arXiv preprint arXiv:1610.05256, 2016.

[35] Lantao Yu, Weinan Zhang, Jun Wang, and Yong Yu. Seqgan: Sequence generative adversarial nets with policy gradient. In AAAI, pages 2852–2858, 2017.