Gravitational Waves from Collapsing Domain Walls
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We study the production of gravitational waves from cosmic domain walls created during phase transition in the early universe. We investigate the process of formation and evolution of domain walls by running three dimensional lattice simulations. If we introduce an approximate discrete symmetry, walls become metastable and finally disappear. This process might occur by a pressure difference between two vacua if a quantum tunneling is neglected. We calculate the spectrum of gravitational waves produced by collapsing metastable domain walls. Extrapolating the numerical results, we find that the signal of gravitational waves produced by domain walls whose energy scale is around \(10^{10}-10^{12}\text{GeV}\) will be observable in the next generation gravitational wave interferometers.
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I. INTRODUCTION

The spontaneous symmetry breaking is one of the most important ingredients of the modern particle physics. Not only it describes the unification of forces acting on the elementary particles, but also it has rich consequences in the early universe. One is the occurrence of primordial phase transitions followed by the formation of topological defects [1]. Especially, if there was the spontaneous breaking of a discrete symmetry, the two dimensional surface-like defects, called domain walls, would be formed in the early era of the universe (for a review of domain walls and other topological defects, see [2]). Although discrete symmetries naturally arise in many particle physics models, the existence of stable domain walls is disfavored by cosmological considerations. Indeed, if domain walls survived until the present time, the energy density of walls would eventually come to dominate the total energy density of the universe, causing the fast expansion of the universe to affect the galaxy formation or primordial nucleosynthesis [3]. Moreover, the presence of domain walls would cause the excessive anisotropy in the cosmic microwave background observed today, which rules out the existence of stable domain walls with the symmetry breaking scale \(\eta \gtrsim 1\text{MeV}\) [4].

However, it is still possible to consider the existence of unstable domain walls which decay early enough not to lead to cosmological disasters. One way to introduce the instability of walls is to make discrete symmetry only approximate and tilt the potential so as to lift the degeneracy of vacua. This might be raised by nonrenormalizable operators suppressed by the cutoff scale \((\sim \text{Planck scale})\) [5]. The idea of an approximate discrete symmetry as a mechanism to remove the domain wall problem has been studied by several authors [3] [6] [8]. Also, there is another possibility to create unstable domain walls due to a postinflationary nonthermal phase transition [9] [10].

In this paper we investigate the production of gravitational waves from the annihilating process of unstable domain walls. There are early works studying the bubble collisions in the early universe [11] and the possibility of generating gravitational waves [12] [16]. In these works, gravitational waves are considered to be generated by the collision of spherically expanding bubbles, which are created during first order phase transitions (i.e. the quantum tunneling from the false vacuum to the true vacuum). Instead, in this paper we assume that the transition from one vacuum to another proceeds via a realignment of the classical field rather than a quantum tunneling. The production of gravitational waves from such a process was originally calculated in [17]. However, in [17] the radiated energy is calculated only in the simple configuration such as situations with axial symmetry, and only the total intensity of gravitational waves was estimated. Instead, our purpose is to study the production of gravitational waves in more realistic situations (i.e. to follow from phase transition and to consider generic configuration of the scalar field), and calculate the spectrum of gravitational waves.

The gravitational wave is the powerful tool for studying cosmology and high energy physics (for reviews, see [18] [20]). There are various ongoing and planned experiments on the gravitational waves. As for the ground-based experiment, LIGO [21] is running, and LCGT [22] is planned. And space-borne interferometers such as LISA [23], BBO [24], and DECIGO [25] are planned to be launched in the future. Furthermore, it has been started to plan the ground-based interferometer with improved sensitivity, “Einstein Telescope(ET)” [26] in Europe recently. In this paper we discuss whether the stochastic gravitational wave backgrounds produced by domain walls are detectable in these experiments. If it is detectable and the predicted form of the spectrum is distinctive, we expect that the gravitational wave spectrum from domain walls can be another probe for high energy physics. One example is in the theory with supersymmetry. One may be able to measure the parameter of the theory such as the mass of the gravitino, fermionic partner of the...
graviton, by gravitational waves from annihilation of $\mathbb{Z}_{2N}$ domain walls [27].

The dynamics of domain walls is not easy to investigate because of the nonlinear nature of the evolution equations. Thus it is necessary to use numerical calculations to follow the evolution of domain walls with arbitrary structures. The first complete numerical study was performed by Press, Ryden, and Spergel [28] by using the modified field equation for the scalar field (called the PRS algorithm). Also, Kawano [29] simulated the evolution of domain walls by using the thin wall effective equation of motion (similar to the Nambu-Goto equation [30, 31] for cosmic strings). Later, several authors investigated further by up-dated high resolution simulations [32–34] and the numerical simulations for unstable domain walls are performed in [19, 35]. However, although these numerical simulations successfully demonstrate the macroscopic evolution of domain wall networks, they put an unphysical assumption about the width of a domain wall, and we cannot use their computational method since this method may invalidates the estimation of the energy of gravitational waves (see Section IV A). Therefore, we solve the field equations directly rather than rely on the previous methodologies. This gives us severe technical restrictions in choosing parameters of the simulations.

This paper is organized as follows. In Section II, we shortly review the dynamics of domain wall networks. In Section III, we describe the formalism to calculate classical gravitational wave spectra radiated by the scalar field in the systematic way. Then, after a short discussion about the difficulty in numerical simulations, we present the results of our numerical simulations in Section IV. We combine the results of numerical calculations with analytic estimations, and discuss the observability of the spectrum by extrapolating them in Section V. Finally we conclude in Section VI.

II. DOMAIN WALL DYNAMICS

A. The Model of Domain Walls

We consider the model of the real scalar field with the potential

$$V(\phi) = \frac{\lambda}{4}(\phi^2 - \eta^2)^2 + \epsilon \eta \phi \left( \frac{1}{3} \phi^2 - \eta^2 \right) + \frac{\lambda}{8} T^2 \phi^2.$$  \hspace{1cm} (1)

The first term is the usual double well potential. In the absence of the second term, this model has a discrete $\mathbb{Z}_2$ symmetry corresponding to the transformation $\phi \rightarrow -\phi$. The second term is introduced in order to lift the degeneracy of the two vacua and make the discrete symmetry approximate. In this model, the scalar field is assumed to be thermal equilibrium at the first stage of their evolution, and we introduce the finite temperature correction in the last term of the potential. When finite temperature effects become negligible, the potential has two minima $\phi = \pm \eta$ and the formation of domain walls occurs. The difference of the energy density between two minima is $\Lambda = 4 \epsilon \eta^4 / 3$ and the height of the potential barrier is $\Delta V \simeq \lambda \eta^4 / 4$. The dimensionless constant parameter $\epsilon$ is called “bias”, which makes domain walls unstable.

In the numerical simulations which we will describe later, we solve the classical filed equation with the potential given by Eq. (1). This corresponds to the fact that we consider only a quiescent second order transition. If there are more violent first order transitions via a quantum tunneling, the gravitational wave signature might be enhanced significantly. Such a quantum treatment is, however, beyond the scope of this paper.

In the following two subsections, we briefly review the property of the evolution of domain wall networks.

B. Scaling Solutions

The well known property of the evolution of domain wall networks is that there exists the phase of “scaling”, in which the typical length scales such as the wall curvature radius $R$ and the distance of two neighboring walls $L$ are given by Hubble radius,

$$R \sim L \sim H^{-1} \sim t.$$  \hspace{1cm} (2)

This property is originally studied in [28] numerically, and by other groups in [10, 32, 35]. However, the analytic modeling of the scaling solution is found in [36, 38].

When domain wall networks are in scaling regime, the energy density of domain walls is given by

$$\rho_w \sim \sigma R^2 / R^3 \sim \sigma / t,$$  \hspace{1cm} (3)

where $\sigma = 2\sqrt{2} \lambda \eta^3 / 3$ is the tension of the wall. Eq. (3) is also expressed as

$$A / V \propto \tau^{-1},$$  \hspace{1cm} (4)
where \( A/V \) is the comoving area density of the wall, and \( \tau \) is the conformal time: \( d\tau = dt/a \). If we assume radiation dominated universe, \( A/V \) is proportional to \( t^{-1/2} \), which is a criterion to distinguish whether walls are in scaling regime.

**C. The Role of the Bias**

There are two effects caused by the bias in the potential. One is the bias of two vacua chosen during the phase transition, and another is the volume pressure which shrinks the false vacuum domains and eliminates domain walls. The cosmological scenario with biased discrete symmetry is investigated in \([3]\) and here we follow the analysis of it.

Let us denote the probability of having a scalar field fluctuation during the phase transition end up in plus vacuum and in minus vacuum as \( p_+ \) and \( p_- \). If there exists the bias, the ratio of these two probabilities is given by

\[
\frac{p_+}{p_-} = \exp \left( -\frac{\Delta F}{T} \right).
\]  

Here, \( \Delta F = \Lambda \times \xi_{\text{corr}}^3 \) is the difference of the free energy between two vacua, and \( \xi_{\text{corr}} \) is the correlation length of the scalar fields. If we estimate \( T \) as Ginzburg temperature \([1, 3]\), given by \( T_G \sim \Delta V \times \xi_{\text{corr}}^3 \approx \lambda \eta^4 \xi_{\text{corr}}^3/4 \), the above equation can be written as

\[
\frac{p_+}{p_-} = \exp \left( -\frac{\Lambda}{\Delta V} \right) \approx \exp \left( -\frac{16}{3} \frac{\epsilon}{\lambda} \right).
\]  

Therefore, there exists the bias between two vacua if \( \epsilon \neq 0 \). The spatial distribution of two vacua after phase transition has been studied by using percolation theory \([39]\). It has been shown that if the probability \( p_+ \) (or \( p_- \)) is bigger than a critical value \( p_c \), an infinite plus (minus) cluster appears in the space. If we approximate the space as a three dimensional cubic lattice, \( p_c = 0.311 \) \([39]\), and by requiring both \( p_+ \) and \( p_- \) are bigger than \( p_c \), we obtain

\[
\epsilon < 0.15 \lambda.
\]  

If the condition given by Eq. (7) is satisfied, the infinite size of domain walls would appear after phase transition.

After the formation of domain walls, there are two forces acting on the walls. The first force is a surface tension, which is given by \( p_T \approx \sigma/R \approx 2\sqrt{2} \lambda \eta^3/3R \) (as a pressure). It smooths out the small scale structure on the wall and straightens the wall up to the horizon scale. The second force is a volume pressure, which is given by \( p_V \approx \Lambda = 4 \epsilon \eta^4/3 \). It accelerates the wall against the false vacuum regions due to the energy difference between the two vacua and collapses the wall. The evolution of domain wall networks depends on when and which of the two forces dominate. The volume pressure dominates when \( p_V \approx p_T \) is satisfied, and the corresponding wall curvature radius is

\[
R \approx \sqrt{\frac{\lambda}{2} (\epsilon \eta)^{-1}}.
\]  

If we require that the wall has been straighten up to the horizon scale before the volume pressure becomes effective, we obtain the condition \( R > H^{-1}(t_c) \) where \( R \) is given by Eq. (8) and \( H(t_c) \) is the Hubble parameter at the phase transition \((T = T_c = 2\eta)\). This condition gives an upper bound for \( \epsilon \):

\[
\epsilon < 4.7 \times (\lambda g_\ast)^{1/2} \frac{\eta}{M_P},
\]  

where \( g_\ast \) is the number of relativistic degrees of freedom at \( T_c \) and \( M_P \) is the Planck mass. On the other hand, a requirement that domain walls do not dominate the energy density of the universe gives a lower bound for \( \epsilon \). When domain wall networks are in scaling regime, the energy density of domain walls is estimated as \( \rho_w \approx \sigma/H^{-1} \approx \sqrt{2\lambda \eta^3}/3t \). If we assume the radiation dominated universe, the total energy density of the universe is given by \( \rho \approx 3 M_P^2 / 32 \pi^2 \). The domain walls start to dominate the universe \((\rho_w/\rho \approx 1)\) when \( t = t_{WD} \), where

\[
t_{WD} \approx \frac{9 M_P^2}{64 \pi} \sqrt{\frac{2}{\lambda} \eta^3}.
\]  

Meanwhile, the typical time scale of the collapse of the wall network is given by the condition \( H^{-1}(t_{\text{dec}}) = 2 t_{\text{dec}} \approx R \) where \( R \) is given by Eq. (8):

\[
t_{\text{dec}} \approx \frac{1}{2} \sqrt{\frac{\lambda}{2} (\epsilon \eta)^{-1}}.
\]
Therefore, the condition that domain walls collapse before wall domination is \( t_{\text{dec}} < t_{W,D} \), from which we obtain

\[
\epsilon > \frac{16\pi}{9}\lambda \left( \frac{\eta}{M_P} \right)^2.
\] (12)

To sum up, the domains with infinite size appear if the condition given by Eq. (7) is satisfied, and the domain walls collapse before wall domination if \( \epsilon \) satisfies Eqs. (9) and (12). The decay time of the domain walls is given by Eq. (11).

### III. CALCULATION OF GRAVITATIONAL WAVES

In this section, we describe how to calculate the spectrum of the stochastic gravitational wave backgrounds produced by domain walls. We use the formalism of “Green’s function method” developed by Dufaux et al. [40, 41]. Originally this formalism was applied to the production of gravitational waves from preheating [42, 43] after inflation. However, this framework is applicable to general scalar fields in expanding universe, especially the Higgs field forming domain walls considered here. In the following, we summarize the results of [40].

Assuming a spatially flat Friedmann-Robertson-Walker background, gravitational waves are represented by the spatial metric perturbation

\[
ds^2 = a^2(\tau)[-d\tau^2 + (\delta_{ij} + h_{ij})dx^i dx^j],
\] (13)

where \( h_{ij} \) satisfies the condition \( \partial_\tau h_{ij} = h_i^\tau = 0 \). The evolution of \( h_{ij} \) is described by the linearized Einstein equation

\[
\ddot{h}_{ij} + 3H\dot{h}_{ij} - \frac{\nabla^2}{a^2}h_{ij} = 16\pi GT_{ij}^{TT},
\] (14)

where \( T_{ij}^{TT} \) is the transverse-traceless part of the stress-energy tensor, which is computed by applying the projection operator in the momentum space

\[
T_{ij}^{TT}(\tau, k) = \Lambda_{ij,kl}(k)T_{ij}(\tau, k) = \Lambda_{ij,kl}(k)\{\partial_k\phi\partial_l\phi\} (\tau, k),
\] (15)

\[
\Lambda_{ij,kl}(k) = P_{ik}(k)P_{jl}(k) - \frac{1}{2}P_{ij}(k)P_{kl}(k),
\] (16)

\[
P(k) = \delta_{ij} - \hat{k}_i\hat{k}_j,
\] (17)

where \( \hat{k} = k/|k| \) and \( \{\partial_k\phi\partial_l\phi\}(\tau, k) \) is the Fourier transform of \( \partial_k\phi(\tau, x)\partial_l\phi(\tau, x) \).

Suppose that the source term is nonzero during the interval \( \tau_i \leq \tau \leq \tau_f \). In this case, the equation of motion (14) is solved by using the Green’s function in \( \tau_i \leq \tau \leq \tau_f \), and the solution can be matched to the source-free solution in \( \tau \geq \tau_f \). In the radiation dominated universe, the result is [40]

\[
\ddot{h}_{ij}(\tau, k) = A_{ij}(k)\sin[k(\tau - \tau_f)] + B_{ij}(k)\cos[k(\tau - \tau_f)] \quad \text{for} \quad \tau \geq \tau_f,
\] (18)

where

\[
A_{ij}(k) = \frac{16\pi G}{k} \int_{\tau_i}^{\tau_f} d\tau' \cos[k(\tau_f - \tau')]|a(\tau')T_{ij}^{TT}(\tau', k)|,
\]

\[
B_{ij}(k) = \frac{16\pi G}{k} \int_{\tau_i}^{\tau_f} d\tau' \sin[k(\tau_f - \tau')]|a(\tau')T_{ij}^{TT}(\tau', k)|,
\] (19)

and \( \ddot{h}_{ij} = a(\tau)h_{ij} \).

The energy density of gravitational waves is given by the spatial average of the product of \( h_{ij} \) (see e.g. [19])

\[
\rho_{gw} = \frac{1}{32\pi G} \langle h_{ij}(t, x)\dot{h}_{ij}(t, x) \rangle = \frac{1}{32\pi G a^4} \frac{1}{V} \int \frac{d^3k}{(2\pi)^3} \dddot{h}_{ij}(\tau, k)\dddot{h}_{ij}(\tau, k),
\] (20)

where a prime denotes a derivative with respect to the conformal time \( \tau \) and \( V \) is the comoving volume. Strictly speaking, there are other contributions for the right hand side of Eq. (20): one is cross terms between \( h_{ij} \) and \( \dddot{h}_{ij} \) which turn out to vanish under the reality condition of \( h_{ij}(\tau, x) \), and another is the term proportional to \( H^2 \) which is ignorable if we consider only the modes inside the horizon at present time \( k/a_0 \gg H_0 \). Substituting Eq. (18) into
Eq. (20) and taking the time average over a period of the oscillations caused by the sine and cosine terms in Eq. (18) to eliminate these oscillations, we find

$$\rho_{gw}(t) = \frac{4\pi G}{a^4(t)V} \int \frac{d^3k}{(2\pi)^3} \sum_{i,j} \left\{ \left| \int_{\tau_i}^{\tau_f} d\tau' \cos(k\tau')a(\tau')T^{TT}_{ij}(\tau',k) \right|^2 + \left| \int_{\tau_i}^{\tau_f} d\tau' \sin(k\tau')a(\tau')T^{TT}_{ij}(\tau',k) \right|^2 \right\}. \tag{21}$$

The present spectrum is represented by the fraction of energy density against the total energy density of the universe per logarithmic frequency interval

$$\Omega_{gw}h^2 = \frac{h^2}{\rho_{c,0}} \frac{d\rho_{gw}(t_0,f)}{d\ln f} = \frac{h^2}{\rho_{c,0}} \frac{d\rho_{gw}(t_0,k)}{d\ln k}, \tag{22}$$

where $f$ is the frequency of gravitational waves, $\rho_{c,0}$ is the critical energy density today, and $h$ is the renormalized Hubble parameter: $H_0 = 100\, \text{km}\,\text{sec}^{-1}\,\text{Mpc}^{-1}$. Taking account of the fact that energy density of gravitational waves redshifts as $\rho_{gw} \propto a^{-4}$, and from Eqs. (21) and (22), we obtain

$$\Omega_{gw}h^2 = \left( \frac{g_0}{g_*} \right)^{1/3} \Omega_R h^2 \frac{Gk^3}{\rho_R(t_i)} \frac{1}{2\pi^2V} I_k, \tag{23}$$

where

$$I_k = \int d\Omega_k \sum_{i,j} \left\{ \left| \int_{\tau_i}^{\tau_f} d\tau' \cos(k\tau')a(\tau')T^{TT}_{ij}(\tau',k) \right|^2 + \left| \int_{\tau_i}^{\tau_f} d\tau' \sin(k\tau')a(\tau')T^{TT}_{ij}(\tau',k) \right|^2 \right\}. \tag{24}$$

Here $g_0 = 3.36$ is the number of radiation degrees of freedom today, $\Omega_R h^2 = 4.15 \times 10^{-5}$ is the ratio of the radiation energy density to the critical energy density today, and $\rho_R(t_i)$ is the radiation density at the initial time. $\Omega_k$ is a unit vector representing the direction of $\mathbf{k}$ and $d\Omega_k = d\cos\theta d\phi$. We set the scale factor at the initial time as $a(t_i) = 1$. Meanwhile, the frequency observed today is given by the comoving momentum redshifted by $a(t_0)^{-1}$

$$f = \frac{k}{2\pi a(t_0)} = \frac{k}{2\pi} \left( \frac{g_0}{g_*} \right)^{1/3} \frac{T_0}{T_i}, \tag{25}$$

where $T_0 = 2.725\,\text{K}$ is the temperature of the universe observed today and $T_i$ is the initial temperature (to be specified later).

The computational strategy is as follows: first, we obtain the time evolution of scalar fields in the real space $\phi(t,\mathbf{x})$ by the lattice simulation, then we compute the TT projected stress-energy tensor as Eqs. (15)-(17), and finally we increment the time integral in Eq. (24) to obtain the spectrum by using Eqs. (23) and (25).

IV. NUMERICAL SIMULATION

A. Problem in Numerical Study and Choice of Parameters

The evolution equation of domain walls is highly nonlinear and we are forced to use numerical analysis. However, there is a technical problem in computing the evolution of domain walls numerically: one must consider two extremely different length scales simultaneously. One is the width of the wall $\delta_w \sim \eta^{-1}$, which must be bigger than a lattice spacing throughout the numerical simulation in order to resolve domain walls by individual unit of lattice. But if we perform simulations in the comoving box, the physical lattice spacing expands as $\propto a(t)$, and becomes unable to resolve the wall in the finite simulation time scale. The other length scale is the Hubble horizon, which must be smaller than the simulation box in order to avoid unphysical effect caused by the finite size of the simulation box. Unfortunately, there is a large gap between these two length scales by a factor of the ratio between the mass scale of the scalar field and the Planck scale as

$$\delta_w \sim \eta^{-1} \ll \left( \frac{M_P}{\eta} \right) \eta^{-1} \sim H^{-1}. \tag{26}$$

Therefore, we can not simulate the physical evolution of domain walls for a long time for energy scale $\eta$ sufficiently smaller than the Planck scale.
The standard PRS algorithm [28] avoids this difficulty described above by keeping the comoving wall width constant in time, to maintain the width resolvable throughout a simulation. However, in this work we can not apply this method, since the energy of gravitational waves radiated by domain walls is estimated incorrectly due to the unphysical nature of the wall width.

Hence we directly solve the physical equation of motion

\[ \ddot{\phi} + 3H \dot{\phi} - \nabla^2 \phi + \frac{dV}{d\phi} = 0, \]

with the potential given by Eq. (1). This restricts the time scale of the simulation and the model parameters. We must choose \( \eta \) close to the Planck scale due to the fact represented by Eq. (26), but if we choose \( \eta \) close enough to \( M_P \), the onset of scaling is delayed in the unit of Hubble time (we choose time coordinate normalized by the initial Hubble time \( t_i \sim H^{-1}(t_i) \), see Appendix A1) due to the degeneracy between the inverse mass scale \( \eta^{-1} \) and the Hubble radius \( H^{-1} \). As the marginal possible parameters, we choose \( \lambda = 1.0, \eta = 1.05 \times 10^{17} \text{GeV} \). We assume the radiation dominated era and the relativistic degree of freedom is constant given by \( g_* = 100 \) during the simulation.

The final time is set to be \( t_f = 151 t_i \) where \( t_i \) is initial time chosen so that the initial temperature is twice of the critical temperature of the phase transition \((T_i = 2T_c = 4\eta, t_i = t_c/4)\). We performed lattice simulations with 256\(^3\) points in the cases with \( b = 25 \) and \( b = 50 \), where \( b \) is the (comoving) box size in the unit of \( t_i \). In these parameters, the resolution of the wall width is well maintained and the horizon scale is smaller than the simulation box even at the final time (see Appendix A1).

For biased domain walls, we choose the parameter \( \epsilon \) such that the conditions Eqs. (9) and (12) are satisfied:

\[ \frac{16\pi}{9} \lambda \left( \frac{\eta}{M_P} \right)^2 < \epsilon \leq 4.7 \times \left( \frac{\lambda g_*}{M_P} \right)^{1/2} \frac{\eta}{M_P}. \]

In the parameters described above, Eq. (28) corresponds to the condition \( 4.1 \times 10^{-4} < \epsilon < 0.40 \). We run the simulations varying \( \epsilon \) in the range \( \epsilon = 0.015, 0.02, 0.025, 0.03, 0.035, \) and 0.04 which satisfy the condition Eq. (28). These values also satisfy the condition for an appearance of the infinite size of domains, Eq. (7).

We emphasize that the dynamical range of the simulations is rather small compared with realistic cosmological dynamical ranges. The actual dynamical range is 12 in conformal time. For the domain wall evolution, this is reduced to less than \( (151 t_i/30 t_i)^{1/2} \approx 2.2 \) since the result with \( \epsilon = 0 \) do not approach scaling until \( t = 30 t_i \) (see next subsection and Fig. 2). On the other hand, the typical time scale for the wall domination is 64 [according to Eq. (10)]. It is extremely difficult to improve dynamical ranges without using PRS algorithm. Future simulations with much larger dynamical ranges should confirm and improve the results of our current simulations.

### B. Evolution of Domain Wall Networks

The typical evolution of stable \( (\epsilon = 0) \) and biased \( (\epsilon \neq 0) \) domain wall networks is shown in Fig. 1. The initial thermal fluctuations of the scalar field are damped around \( t = 30 t_i \), and domain walls extended over the horizon scale are formed. In the case \( \epsilon = 0 \), the wall networks evolve with annihilation and reconnection to maintain scaling property. If we turn on the bias, instead, the region occupied by false vacuum after the phase transition is smaller than the unbiased case, and walls gradually collapse due to the wall pressure.

To see more quantitatively, we calculate the evolution of the comoving area density of domain walls as shown in Fig. 2 (see Appendix A3 for a detail of the calculation). From this figure we can see that the scaling regime in which the area density scales as \( t^{-1/2} \) begins around \( t = 30 t_i \) for the case \( \epsilon = 0 \). In the \( b = 25 \) case, the scaling law breaks down around the late stage of the evolution. This may be caused by an unphysical effect of the finiteness of the simulation box, that is, the horizon scale become comparable to the size of the simulation box around the final time (the similar deviation from the scaling solution can be found in [28, 33, 34]).

In the primary thermal stage \( t \lesssim 30 t_i \), the correlation length of the scalar field is determined by mass scale of the scalar field \( \xi_{\text{corr}} \sim m^{-1} \sim \eta^{-1} \) rather than the Hubble horizon scale. In this stage, the value of the scalar field changes randomly in the short length scale given by \( \xi_{\text{corr}} \), thus \( A/V \) remains nearly constant. Note that if \( b t_i > \xi_{\text{corr}} \sim m^{-1} \), by increasing box size \( b \) with the fixed number of grids one can count more points where the scalar field change their sign, leading to increase the value of \( A/V \). In fact, the value of \( A/V \) at the primary stage \( t \lesssim 30 t_i \) in the case \( b = 50 \) is larger than that in the case \( b = 25 \), as shown in Fig. 2.

As we turn on the bias, the value of \( A/V \) falls by a factor of \( O(10-100) \) in the simulation time scale. The typical time scale of the decay of the area density is well described by the estimation Eq. (11) except a factor of \( O(1) \). There are oscillations of \( A/V \) after the decay of domain walls. This can be interpreted as the radiation of the energy stored in walls as the scalar field oscillating around the true vacuum [35]. The difference in the amplitude of oscillations...
between the case with $b = 25$ and $b = 50$ may be due to the poor resolution in the simulation with $b = 50$. If the wavelength of the scalar field radiations produced by the decay of domain walls is comparable or smaller than the small scale cutoff ($\sim \eta^{-1}$), the typical length scale over which the scalar field varies becomes shorter than the lattice spacing. This makes the value of $A/V$ inaccurate because we estimate the value $A/V$ as a sum of the link of points where $\phi$ has different signs (see Appendix A 3). In the case with $b = 50$, the lattice spacing $\delta x$ is larger than that with $b = 25$ and it is likely to lose many links over which the scalar field changes its signs. Therefore, the oscillation of the $A/V$ in the case with $b = 50$ is less violent than that with $b = 25$, as we see in Fig. 2.

C. Spectrum of Gravitational Waves

By using the method described in Section II, we compute the spectrum of gravitational waves produced by domain walls. The results are shown in Fig. 3. To take small $b$ with fixed number of lattice points corresponds to increasing the spatial resolution. Therefore, the frequency range computed in the case with $b = 25$ is higher than that in the case with $b = 50$. The two figures shown in Fig. 3 seem to be different in spite of the fact that the two results are obtained

FIG. 1: The evolution of stable ($\epsilon = 0$: left) and unstable ($\epsilon = 0.02$: right) domain walls. The white surface corresponds to the region where the value of $\phi$ crosses the zero.
FIG. 2: The time evolution of the comoving area density of domain walls for various values of \( \epsilon \). The left panel shows the result in the case with the box size \( b = 25 \) and the right panel shows that in the case with \( b = 50 \).

From calculations with completely the same parameters except \( b \). For example, there is a peak in high frequency edge around \( 2 \times 10^{11} \text{Hz} \) of the spectrum with \( b = 50 \), but the corresponding peak is not found in the spectrum with \( b = 25 \). Hence this high frequency peak in \( b = 50 \) is thought to be unphysical noise due to the poor resolution for a small scale. Another difference is that the low frequency tail of the spectrum in \( b = 25 \) is steeper than that in \( b = 50 \). This is due to the finite volume effect which promotes walls to collapse around the final time in \( b = 25 \), as shown in Fig. 2. Because of the limitation in our computer memory, we can not perform the simulation with maintaining physical resolution over full range of gravitational wave spectra. From now on, therefore, we use the result of the case with \( b = 50 \) and ignore the high frequency peak around \( 2 \times 10^{11} \text{Hz} \).

FIG. 3: The spectrum of gravitational waves from domain walls for various values of \( \epsilon \). The left panel shows the result in the case with the box size \( b = 25 \) and the right panel shows that in the case with \( b = 50 \).

In Fig. 3, we show the time evolution of the gravitational wave spectra for several values of \( \epsilon \) in the case \( b = 50 \). There are also the unphysical high frequency peak in those spectra, but we ignore them for the reason described above. By comparing Fig. 2 and Fig. 3, we can see that the spectrum of gravitational waves evolves correspondingly to the evolution of the scalar field. In the primary stage (\( t \lesssim 30t_i \)), the thermally distributed scalar field produces the spectrum which has a peak around the frequency \( f \sim 10^{11} \text{Hz} \), and after the formation of scaling wall networks (\( t \gtrsim 50t_i \)) there is an increase in gravitational wave amplitudes of low frequency modes. These low frequency modes turn out to correspond the horizon scale at the time when gravitational waves are produced. We will investigate it in detail in Section V. In the late stage, if \( \epsilon = 0 \), the amplitudes of the gravitational waves keep growing in both
high frequency of the small scale and low frequency of the horizon scale. On the other hand, if $\epsilon \neq 0$, the growth in low frequency terminates when walls begin to collapse, and only high frequency modes grow in the late stage. The resulting spectrum has the low frequency edge and the high frequency peak, and gradually increases in intermediate modes.

![Graphs showing time evolution of gravitational wave spectra](image)

**FIG. 4:** The time evolution of the gravitational wave spectra for various values of $\epsilon$ (in the case $b = 50$). The spectra are shown from the time $t = 11t_i$ (pink) to $t = 151t_i$ (green) with the interval $\Delta t = 20t_i$.

**V. ANALYTIC ESTIMATION AND PERSPECTIVE FOR OBSERVATIONS**

In this section we discuss the physical interpretation of the numerical results. We check whether the results of the numerical simulation match the naive analytic estimations. Finally we extrapolate the results into the general parameter space and estimate the amplitude and the frequency of gravitational waves observed today for various parameters. In particular we discuss whether the spectrum is observable in the future gravitational wave experiments.

**A. Physical Interpretation of the Spectrum**

There are two mechanisms relevant for production of gravitational waves from domain wall dynamics. One is due to the relativistic motion of walls in the universe, and another is due to the interactions of domain wall networks such as collision, separation, and reconnection of walls. Considering the scaling property of domain walls, the typical scale relevant for the former is the horizon scale at the time when gravitational waves are produced. Meanwhile, the typical scale relevant for the latter is the small scale of the structure on the domain wall. As long as domain walls are in the scaling regime, both of these two mechanisms are efficient, and the resulting spectrum extends over a broad frequency band between the low frequency of the horizon scale and the high frequency of the small scale structure of
the wall, as shown in Fig. [3]. Instead, the growth of the amplitude in low frequency modes terminates when domain walls begin to collapse if there is a bias.

From the above considerations, we conjecture that the form of the spectra is determined as follows. There is a peak in the high frequency corresponding to the small scale structure of the wall (i.e. the wall width). The spectrum gradually decreases toward the low frequency, and there is an ‘edge’ in the low frequency corresponding to the horizon scale. For causality reasons, there are no modes beyond the horizon scale.

In the following, we estimate the amplitude and the frequency of gravitational waves analytically in order to justify the above considerations.

### B. Analytic Estimation

First we estimate the peak frequency. The peak is given by the interaction of domain wall networks and we naively estimate that the peak frequency corresponds to the width of the domain wall. One can think of this process as the collision of wave packets of classical scalar fields whose wavelength is about \( \lambda_{\text{peak}} \sim \delta_w \sim (\eta^{1/2}\eta)^{-1} \). Then, the physical wave number of the peak of gravitational waves at the time \( t_* \) when they are produced is \( k_{\text{peak}}/a(t_*) = 2\pi/\lambda_{\text{peak}} = 2\pi/\eta \), where \( k_{\text{peak}} \) is the comoving wave number corresponding to the peak frequency. Taking redshift into account, the peak frequency observed today is obtained as

\[
f_{\text{peak}} = \frac{k_{\text{peak}}}{2\pi a(t_0)} = \left( \frac{a(t_*)}{a(t_0)} \right) \lambda_{\text{peak}}^{1/2} = 3.5 \times 10^{11} \times \lambda_{\text{peak}}^{1/2} \left( \frac{100}{g_*} \right)^{1/3} \left( \frac{t_*}{151 t_i} \right)^{1/2} \text{Hz.}
\]

Setting \( t_* \) to the final time of the simulation, 151\( t_i \), the estimation of the peak frequency gives 3.5 \times 10^{13} \text{Hz}, which agrees with our numerical results except the factor of \( \mathcal{O}(1) \). Note that if we assume the entropy conservation, the dependence \( k_{\text{peak}} \propto \eta \) is canceled by the factor \( a(t_*)/a(t_0) \propto 1/\eta \). Therefore, generically the peak frequency is located in the high frequency of order \( 10^{13} \text{Hz} \) regardless of the value of \( \eta \).

Next, we estimate the amplitude of gravitational waves observed today. The energy of gravitational waves produced by domain walls is estimated as \( E_{\text{gw}} \sim GM_{\text{DW}}^2/R_* \), where \( R_* \) is a typical length scale over which the energy distributes and \( M_{\text{DW}} \) is the mass scale of the domain wall. We do not specify the value of \( R_* \) since the result is not depend on \( R_* \) as shown shortly. We estimate \( M_{\text{DW}} \sim \sigma R_*^2 = \sqrt{2\lambda_\eta} R_*^2 / 3 \), and the energy density of gravitational waves at the production time is \( \rho_{\text{gw}}(t_*) \sim E_{\text{gw}}/R_*^2 \sim (8\pi/9)(\eta/M_P)^2 \eta^4 \). By redshifting it, we find the amplitude of the gravitational waves observed today as

\[
\Omega_{\text{gw}} h^2 \sim \left( \frac{a(t_*)}{a(t_0)} \right)^4 \rho_{\text{gw}}(t_*) h_*^2 \sim 7.5 \times 10^{-10} \lambda \left( \frac{100}{g_*} \right)^{4/3} \left( \frac{\eta}{1.05 \times 10^{14} \text{GeV}} \right)^2 \left( \frac{t_*}{151 t_i} \right)^2,
\]

which agrees with the peak amplitude \( \Omega_{\text{gw}} h^2 \sim \mathcal{O}(10^{-9}) \) of the numerical results.

We also estimate the location of the low frequency edge in the spectrum which corresponds to the horizon scale. The physical wave number corresponding to the horizon scale at time \( t \) is given by \( k_{\text{hor}}/a(t) = 2\pi H(t) = \pi/t \). Hence the frequency observed today is given by

\[
f_{\text{hor}} = \frac{k_{\text{hor}}}{2\pi a(t_0)} = \left( \frac{a(t)}{a(t_0)} \right)^{-1/2} = 6.58 \times 10^{10} \times (t/t_i)^{-1/2} \left( \frac{\eta}{1.05 \times 10^{14} \text{GeV}} \right) \text{Hz.}
\]

Notice that \( t_i \propto \eta^{-2} \) and hence \( f_{\text{hor}} \) is independent of both \( \eta \) and \( t_i \) as it should be. For example, the low frequency edge at the final time of the simulation \( t = 151 t_i \) becomes \( f_{\text{hor}} \simeq 5 \times 10^{9} \text{Hz} \), which reproduces the location of the edge in the spectrum obtained by numerical simulations.

Before moving to the next subsection, we discuss the origin of the spectrum produced during the primary stage \( t \lesssim 30 t_i \) of the scalar field evolution. In this stage, the scalar field fluctuates randomly with correlation length roughly given by inverse of the temperature \( \xi_{\text{corr}} \sim T^{-1} \), and gravitational waves can be produced via the quadratic interaction of the scalar field. We denote the amplitude of the scalar field fluctuations by \( \delta \phi \). From the equation of motion for the metric perturbation, Eq. (14), a typical amplitude of gravitational wave \( h_g \) with the comoving wave number \( k \) is estimated as \( k^2 h_g \sim 16\pi \nabla^2 \phi \partial \phi / M_P^2 \), and the total energy density of the universe at the production time is estimated as \( \Omega_{\text{gw}} \sim \rho_{\text{gw}} / \rho_{R}(t_*) \sim h_g^2 / G \rho_{R}(t_*) \sim h_g^2 / H^2(t_*) \sim t_*^2 h_g^2 \sim h_g^2 \), where \( \rho_{R}(t_*) \) is the energy density of the radiation at \( t = t_* \) and we assume the radiation dominated universe. In our simulations, the scalar
field initially fluctuates with amplitude \( \delta \phi \sim T_i \sim \eta \sim 10^{17} \) GeV, which gives \( (\Omega_{\text{gw}})_* \sim h_g^2 \sim (\delta \phi / M_P)^4 \sim 10^{-5} \). The amplitude of these gravitational waves observed today is [10]

\[
\Omega_{\text{gw}} h^2 = 1.67 \times 10^{-5} \left( \frac{100}{g_*} \right)^{1/3} (\Omega_{\text{gw}})_* \sim 10^{-10}. \tag{32}
\]

This agrees with our numerical results (see the spectra of \( t = 11 t_i \) and \( 31 t_i \) in Fig. 3). The location of the peak (i.e. \( f \sim 10^{13} \) Hz) is almost unchanged from the early time to the final time. This is because the typical frequency of gravitational waves produced in the early time is roughly given by correlation length of the scalar field which is determined by the mass scale \( m \sim \sqrt{3 \lambda} \eta \), and this scale is nearly equal to the typical scale of the small structure on the domain wall \( \sim \lambda^{1/2} \eta \).

C. Fitting the Numerical Results

The numerical results reveal that the gravitational wave spectra appear in rather high frequency band. This is partially due to the fact that we assume very high energy scale, \( \eta \sim 10^{17} \) GeV. For the case with lower \( \eta \), it is impossible to perform the numerical computation correctly because of the technical restriction described in Section IV A. Instead, we assume the parameter dependence of analytic estimations obtained above, and fit the numerical factor into the results of numerical simulations to derive the formulae for the frequency and the amplitude of peak. In deriving these formulae, we check the \( \epsilon \) dependence of the numerical results. The difference in the bias \( \epsilon \) affects the time scale of the collapse of the domain wall networks [see Eq. (11)]. In the following we assume that the typical time of the production of gravitational waves \( t_* \) is identical to the decay time of the domain walls \( t_{\text{dec}} \), and estimate \( \epsilon \) dependence of the spectrum. Then we see if our numerical results follow the dependence.

Let us consider the peak frequency. Assuming the parameter dependence of Eq. (29) and replacing the numerical coefficient of \( \mathcal{O}(1) \) by that of the numerical result, we obtain

\[
\begin{align*}
 f_{\text{peak}} &\simeq 9 \times 10^{10} \times \lambda^{1/2} \left( \frac{100}{g_*} \right)^{1/3} \left( \frac{t_*}{151 t_i} \right)^{1/2} \text{Hz} \\
 &\simeq 9 \times 10^9 \times \epsilon^{-1/2} \lambda^{3/4} \left( \frac{100}{g_*} \right)^{1/12} \left( \frac{\eta}{10^{17} \text{GeV}} \right)^{1/2} \text{Hz}. \tag{33}
\end{align*}
\]

In the second line, we substitute \( t_{\text{dec}} \) given by Eq. (11) into \( t_* \). The difference in \( g_* \) dependence between the first line and the second line comes from \( t_i = (45 M_P^2 / 16 \pi^2 g_* T_i^4)^{1/2} \sim g_*^{-1/2} \eta^{-2} \) which is determined by the Friedmann equation at the initial time. From Eq. (33), we expect that the location of the peak shifts to lower frequency for a larger value of \( \epsilon \). This is because if \( \epsilon \) is large, domain walls collapse in the early stage of their evolution, and the gravitational waves redshifts for a longer time than the case of a small \( \epsilon \). In fact, the peak in our numerical simulations shifts to the lower frequency for a larger value of \( \epsilon \) (see Fig. 3). But if \( \epsilon \) is sufficiently large, the peak mixes with the primary spectrum produced at \( t \lesssim 30 t_i \), therefore it is difficult to check precisely the \( \epsilon \) dependence described by Eq. (33).

Next we consider the peak amplitude of the gravitational waves. Substituting \( t_* \simeq t_{\text{dec}} \) into Eq. (30), we obtain the parameter dependence of the amplitude \( \Omega_{\text{gw}} h^2 \sim g_*^{-4/3} \lambda^2 (t_{\text{dec}} / t_i)^2 \sim g_*^{-1/3} \lambda^2 \eta^4 \epsilon^{-2} \). So the amplitude is proportional to \( \epsilon^{-2} \). In Fig. 5 we plot the \( \epsilon \) dependence of the peak amplitudes obtained by numerical results for \( b = 50 \), and we found that the property \( \Omega_{\text{gw}} h^2 \sim \epsilon^{-2} \) is indeed observed in our numerical results. By fitting the numerical coefficients into the line in Fig. 5, we obtain the peak amplitude

\[
(\Omega_{\text{gw}} h^2)_{\text{peak}} \simeq 3 \times 10^{-13} \times \epsilon^{-2} \lambda^{-2} \left( \frac{100}{g_*} \right)^{1/3} \left( \frac{\eta}{10^{17} \text{GeV}} \right)^4. \tag{34}
\]

Note that the result with \( \epsilon = 0.015 \) slightly deviates from the line of \( \epsilon^{-2} \) in Fig. 5. There are some possibilities to explain this deviation. One explanation is that the deviation is due to the lack of the simulation time. If \( \epsilon \) is sufficiently small, the domain walls have not completely collapsed in the simulation time. Therefore, there would be growth of \( \Omega_{\text{gw}} h^2 \) if we run the simulation for a longer time. Another possibility is that the relation \( \Omega_{\text{gw}} h^2 \sim \epsilon^{-2} \) is not exactly satisfied for small \( \epsilon \). In fact, if we take the limit \( \epsilon \to 0 \), \( \Omega_{\text{gw}} h^2 \) diverges. Moreover, we must be careful about the contribution of the energy density of domain walls to the total energy density of the universe for the case with small \( \epsilon \), which is ignored here. Unfortunately, we can not test these possibilities in our current capability of computers.
FIG. 5: The relation between \((\Omega_{gw} h^2)_{\text{peak}}\) and \(\epsilon\) obtained from the numerical results. The dotted line represents the fitting formula given in Eq. (34).

Now, we consider the intermediate frequency range between the high frequency peak and the low frequency edge. We parameterize the form of the spectrum in this range by \(\Omega_{gw} h^2 \propto f^n\). In Fig. 6, we plot the value of \(n\) from numerical results in the case with the box size \(b = 50\) for \(\epsilon = 0.015, 0.02, 0.025,\) and \(0.03\). We also include the data with \(\epsilon = 0\) for the power law fitting in Fig. 6. The result of \(\epsilon = 0\) is not the spectrum which we would observe because the walls do not annhilate in the simulation time. However, we expect that the form of the spectrum with \(\epsilon \ll 1\) is well approximated by the result with \(\epsilon = 0\) if we assume that the low frequency modes of the gravitational waves are generated by the scaling evolution of the wall networks. Note that we omit the data for \(\epsilon = 0.035\) and \(0.04\) since the walls collapse without following scaling phase sufficiently and the form of the spectrum significantly different from that of the small value of \(\epsilon\). By fitting the numerical results, we obtain the frequency dependence as

\[
\Omega_{gw} h^2 \propto f^{20\epsilon + 0.08} \quad \text{for} \quad f_{\text{edge}} < f < f_{\text{peak}}.
\] (35)

For a large value of \(\epsilon\), the domain walls immediately collapse after the formation, and there is little growth of the amplitude in the lower frequency modes corresponding to the horizon scale, resulting in a steeper spectrum. On the other hand, for a small value of \(\epsilon\), domain walls are straightened up to horizon scale before they collapse. In this case, the difference in the value of \(\Omega_{gw} h^2\) between the peak and the edge is determined by the duration time of the collapse, which might be independent of \(\epsilon\). Therefore, the value of the spectral index is independent of bias for \(\epsilon \ll 1\) and then \(n \approx 0.08\). We emphasize that there might be large uncertainties in the parameterization in Eq. (35). If we write the frequency dependence as \(\Omega_{gw} h^2 \propto f^{\alpha \epsilon + \beta}\), the standard errors for the coefficients \(\alpha\) and \(\beta\) are about 10% and 50%, respectively. These errors arise from the fact that there are only a few data points because of the lack of the dynamical range of the simulations. It will cause large uncertainties in the magnitude of gravitational waves relevant to the observations when we extrapolate the result in Section V D.

Before closing this subsection, we consider the edge in low frequency. We can not read the precise location of the edge from the numerical results because of the large statistical variance in the low frequency modes. Therefore, here we just derive the parameter dependence of the frequency and the amplitude for the low frequency edge analytically, instead of fitting numerical coefficients into the results of the numerical simulations as the previous discussions. Substituting \(t = t_* \simeq t_{\text{dec}}\) into Eq. (31), we find

\[
f_{\text{edge}} = f_{\text{hor}}(t_{\text{dec}}) = 5 \times 10^{10} \times \epsilon^{1/2} \lambda^{-1/4} \left(\frac{100}{g_*}\right)^{1/12} \left(\frac{\eta}{10^{17}\text{GeV}}\right)^{1/2} \text{Hz}.
\] (36)

For small \(\epsilon\), the life time of domain walls becomes long, and the horizon scale at \(t_{\text{dec}}\) becomes large. Then \(f_{\text{edge}}\) shifts to the lower frequency, as shown in \(b = 50\) case of Fig. 3.

Also, by using Eq. (35), we can estimate the amplitude of gravitational waves at the edge as

\[
(\Omega_{gw} h^2)_{\text{edge}} \simeq \left(\frac{f_{\text{edge}}}{f_{\text{peak}}}\right)^{20\epsilon + 0.08} (\Omega_{gw} h^2)_{\text{peak}}.
\] (37)
FIG. 6: The relation between the spectral index \( n \) and the bias \( \epsilon \). The dotted line represents the fitting formula given in Eq. (35).

Substituting Eqs. (33), (34), and (36) into Eq. (37), we obtain

\[
(\Omega_{gw}h^2)_{\text{edge}} \simeq 3 \times 10^{-13} \times \epsilon^{-2} \lambda^2 \left( \frac{5.8 \epsilon}{\lambda} \right)^{20 \epsilon + 0.08} \left( \frac{100}{g_*} \right)^{1/3} \left( \frac{\eta}{10^{17} \text{GeV}} \right)^4.
\]  

(38)

D. Forecasts for Observations

In the previous subsection, we found the fitting formulae given by Eqs. (33)-(36) and (38) by combining the results of the numerical calculations and the analytic estimations. Now we use them to predict the gravitational wave spectrum for generic values of parameters. For simplicity we take \( \lambda = 1.0 \) and \( g_* = 100 \) in the following, then the spectrum depends on two parameters, the mass scale of the scalar field \( \eta \) and the bias \( \epsilon \). Note that \( \epsilon \) must satisfy the condition given by Eq. (28) so that our results are applicable.

At a glance of the formulae (33)-(38), we can say that \( \eta \) determines the frequency of the spectrum and the strength of the amplitude, while \( \epsilon \) determines the amplitude and the bandwidth of the gravitational wave spectrum. The large value of \( \eta \) results in the appearance of the gravitational wave spectrum in high frequency range and large \( \Omega_{gw}h^2 \). The small value of \( \epsilon \) results in the broad band of spectrum and also large \( \Omega_{gw}h^2 \). In Table I, we show some examples of the value of various quantities estimated by using Eqs. (33)-(38).

From Table I we see that if the value of \( \eta \) is around \( 10^{10}\text{-}10^{12} \text{GeV} \), the edge would appear in the frequency band observable in future gravitational wave astronomy projects such as ET, BBO, and DECIGO. On the other hand, the peak of spectra appears in too high frequency to be observable. In Fig. 7, we show examples of gravitational wave spectra from domain walls estimated by using the formulae (33)-(38). We note that the maximum value of \( \Omega_{gw}h^2 \) at the peak is smaller than the bound which comes from Big Bang Nucleosynthesis (BBN) [18, 48]. We also show the contours of the frequency and the amplitude of the edge in the parameter space of \( \eta \) and \( \epsilon \) in Fig. 8. The parameter \( \epsilon \) is constrained by the condition given by Eq. (28), and the white region in Fig. 8 is allowed by this constraint. The red region denoted by “Not scaling” is the parameter space in which walls disappear before they straighten up to horizon scale. The gray region denoted by “Wall domination” is the parameter space in which the energy density of domain walls dominates the total energy density of the universe. Note that the red region and the gray region do not imply that parameters in these regions are ruled out. In fact, domain walls can decay before reaching the scaling regime if \( \epsilon \) is sufficiently large. Also, it might be possible that domain walls dominate the energy density of the universe if they disappear before the BBN epoch. However, we can use the formulae (33)-(38) only in the white region because in our analysis we assumed that domain walls straighten up to the horizon scale and disappear before they dominates the energy density of the universe. Especially, our numerical simulations are performed in the radiation dominated background, and we do not take into account the contribution of the energy density of domain walls. From Fig. 8 we can say that if \( \eta \) is around \( 10^{10}\text{-}10^{12} \text{GeV} \), we would be able to measure the value of the scale of \( \eta \) and the bias
FIG. 7: The schematics of gravitational wave spectra from collapsing domain walls. We show three spectra for the case with \((\eta, \epsilon) = (10^{12}\text{GeV}, 10^{-13})\) (blue), \((\eta, \epsilon) = (10^{10}\text{GeV}, 10^{-16})\) (red), and \((\eta, \epsilon) = (10^{10}\text{GeV}, 10^{-17})\) (green). We also roughly plot the sensitivity of planned detectors, Advanced LIGO [44], LISA [23], ET [26], BBO [24], and Ultimate DECIGO [45]. The dotted lines represent the constraints obtained from the observation of millisecond pulsars [46, 47] (black) and Big Bang Nucleosynthesis [18, 48] (green).

\(\epsilon\) from the frequency and the amplitude of the edge of the gravitational wave spectra in future gravitational wave experiments.

Before going to the conclusion, we comment on the accuracy of the estimation we made. There are large uncertainties in the determination of the frequency dependence in Eq. (35) because of the limited dynamical range of the simulations. As we noted before, the uncertainty of the spectral index \(n\) is about 50%. This uncertainty might become larger when we extrapolate the result for other values of \(\epsilon\). Even if we neglect this increase in the uncertainties and only take the uncertainty in the numerical result into account, we expect that the uncertainty in the magnitude of \((\Omega_{gw}h^2)_{\text{edge}}\) for

| \(\eta\) \(10^{12}\text{GeV}\) | \(10^{10}\text{GeV}\) | \(10^{10}\text{GeV}\) | \(100\text{GeV}\) |
|---|---|---|---|
| \(f_{\text{peak}}\) | \(f_{\text{edge}}\) | \(f_{\text{peak}}\) | \(f_{\text{edge}}\) | \(f_{\text{peak}}\) | \(f_{\text{edge}}\) | \(f_{\text{peak}}\) | \(f_{\text{edge}}\) |
| \(10^{12}\text{GeV}\) | \(10^{10}\text{GeV}\) | \(10^{10}\text{GeV}\) | \(100\text{GeV}\) |
| \(4.5 \times 10^{15}\text{Hz}\) | \(1.4 \times 10^{15}\text{Hz}\) | \(1.4 \times 10^{18}\text{Hz}\) | \(1.4 \times 10^{15}\text{Hz}\) | \(1.4 \times 10^{18}\text{Hz}\) | \(1.4 \times 10^{15}\text{Hz}\) | \(1.4 \times 10^{18}\text{Hz}\) | \(1.4 \times 10^{15}\text{Hz}\) | \(1.4 \times 10^{18}\text{Hz}\) |
| \(2.1 \times 10^{-6}\) | \(9.8 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) | \(3.1 \times 10^{-6}\) |
| \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) | \(6.0 \times 10^{-7}\) |
| \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-3}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-3}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-6}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-6}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-8}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-8}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-8}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-8}\) | \(3.7 \times 10^{-8} < \epsilon < 3.8 \times 10^{-8}\) |
the forecast in Fig. 7 can be a factor of $\mathcal{O}(10^{±1})$. In order to improve the accuracy of the estimation, we have to run simulations with a much larger dynamical range and with many realizations.

FIG. 8: The contours of the frequency and the amplitude of the edge in the parameter space of $\eta$ and $\epsilon$ (we fixed $\lambda = 1.0$ and $y^* = 100$). The gray region corresponds to the case that the energy density of domain walls dominates the total energy density of the universe [the left hand side of Eq. (28)]. The red region corresponds to the case that $\epsilon$ is too large to form domain walls with scaling phase [the right hand side of Eq. (28)]. The dotted green line shows the frequency $f_{\text{edge}} = 0.01\text{Hz}$, $1\text{Hz}$, and $100\text{Hz}$. We also show the line with the amplitudes of the edge, $\Omega_{gw} h^2 = 10^{-20}$ (orange), $10^{-16}$ (light blue), $10^{-12}$ (pink), $10^{-10}$ (blue), and $10^{-8}$ (light green).

VI. CONCLUSION

In this paper, we have studied gravitational waves from domain walls with approximate $Z_2$ symmetry. We have performed three dimensional lattice simulations and followed the process of creation, evolution and collapse of domain walls. We have confirmed that stable domain walls evolve to maintain the scaling solution, and biased domain walls annihilate in the time scale estimated by Eq. (11). In numerical simulations we have solved the field equation directly rather than using the standard PRS method. It is found that the spectrum of gravitational waves extends over broad frequency band, contrary to the naive expectation that gravitational waves have a peak at the frequency corresponding to the horizon scale as conjectured in [17, 27]. The results of numerical simulations have revealed that the spectrum has the edge corresponding to the horizon scale at the time when walls collapse and the peak corresponding to the small scale on the wall typically given by the wall width. In the intermediate range between edge and peak, the gravitational wave amplitude increases moderately with frequency, $\Omega_{gw} h^2 \sim f^{0.08}$.

By combining analytic estimations and numerical results, we have obtained the formulae (33)-(36) and (38) for the frequency and the amplitude of gravitational wave spectra. We have extrapolated the results to more generic parameter space and showed that the edge of the gravitational wave spectrum from domain walls with energy scale...
\( \eta = 10^{10} - 10^{12} \text{GeV} \) is observable in future gravitational wave experiments such as ET, BBO, and DECIGO. Therefore, we expect that the gravitational waves from the collapse of domain walls can be a new observational window to probe the models of high energy physics which have (approximate) discrete symmetry. This observation may enable us to search the unknown physics through the estimation of the parameters such as bias and provide rich information about the theory beyond the standard model of particle physics.
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Appendix A: Numerical Calculations

In this appendix we describe the setup for our numerical computations.

1. Formulation

We adopt the formulation similar to that of Yamaguchi et al. [49, 50] for the simulation of global strings. The time, the Hubble radius, and the temperature are related by the Friedmann equation in the radiation dominated universe

\[
\frac{t}{2H} = \frac{\xi}{T^2},
\]

(A1)

where \( \xi \) is the constant defined by

\[
\xi \equiv (45M_P^2/16\pi^2g_*)^{1/2} \approx 3.68 \times 10^{17}(g_*/100)^{-1/2}\text{GeV}.
\]

We choose the initial time \( t_i \) so that the temperature at \( t = t_i \) is twice of the critical temperature of phase transition, \( T_i = 2T_c = 4\eta \). We normalize the dimensionful quantities in the unit of \( t_i \). For example, \( t \rightarrow t/t_i, x \rightarrow x/t_i, \phi \rightarrow \phi t_i, \) etc. It is useful to define the dimensionless quantity \( \zeta \equiv \xi/\eta \). By using \( \zeta \), equation of motion for the scalar field renormalized by \( t_i \) can be written as

\[
\ddot{\phi} + \frac{3}{2t} \dot{\phi} + \frac{1}{t} \nabla^2 \phi + \frac{dV}{d\phi} = 0,
\]

(A2)

\[
\frac{dV}{d\phi} = \left( \lambda \phi + \epsilon \frac{\zeta}{16} \right) \left( \phi^2 - \frac{\zeta^2}{256} \right) + \frac{\lambda \zeta^2}{64t} \phi.
\]

(A3)

We choose the value of \( \zeta \) as 3.5 which corresponds to \( \eta = 1.05 \times 10^{17}\text{GeV} \).

The (comoving) size of the simulation box is chosen to be \( b \) in the unit of \( t_i \), and the lattice spacing is \( \delta x = b/N \) where \( N \) is the number of grid points. Here we take \( N = 256 \). The ratio between the Hubble horizon scale and the physical lattice spacing is

\[
\frac{H^{-1}}{\delta x_{\text{phys}}} = \frac{2N}{b} (t/t_i)^{1/2},
\]

(A4)

and the ratio between the wall width and the physical lattice spacing is

\[
\frac{\delta_w}{\delta x_{\text{phys}}} = \frac{16N}{A^{1/2} \zeta b} (t/t_i)^{-1/2}.
\]

(A5)

At the final time \( t = 151t_i \), these ratios become \( H^{-1}/\delta x_{\text{phys}} \approx 252 < N, \delta_w/\delta x_{\text{phys}} \approx 3.81 \) for \( b = 25 \), and \( H^{-1}/\delta x_{\text{phys}} \approx 126 < N, \delta_w/\delta x_{\text{phys}} \approx 1.90 \) for \( b = 50 \). Therefore, the resolution of the simulations is sufficiently good even at the final time.

We put the periodic boundary condition in the configuration of the scalar field. We solve the time evolution by using the fourth order Runge-Kutta method.
2. Initial Conditions

As the initial conditions, we assume that the quantum field $\phi$ is in thermal equilibrium with temperature $T_i \equiv 1/\beta$. The field and its derivative satisfy the equal-time correlation relations

$$
\langle \beta | \phi(x) \phi(y) | \beta \rangle_{\text{equal-time}} = \int \frac{d^3k}{(2\pi)^3} \frac{1}{2E_k} [1 + 2n_k] e^{ik(x-y)},
$$
(A6)

$$
\langle \beta | \dot{\phi}(x) \dot{\phi}(y) | \beta \rangle_{\text{equal-time}} = \int \frac{d^3k}{(2\pi)^3} \frac{E_k}{2} [1 + 2n_k] e^{ik(x-y)},
$$
(A7)

where $E_k = \sqrt{k^2 + m^2}$ and $n_k$ is the occupation number of the Bose-Einstein distributions, $n_k = (e^{E_k/T_i} - 1)^{-1}$. The mass of the scalar field is given by

$$
m^2 = \frac{d^2V}{d\phi^2} \bigg|_{\phi=0} = \frac{\lambda}{4} (T_i^2 - 4\eta^2) = 3\lambda \eta^2.
$$
(A8)

The first term in the square bracket of Eqs. (A6) and (A7) corresponds to the vacuum fluctuations which contribute as a divergent term when we perform the integral of $k$. Hence we subtract this term and use the renormalized correlation functions

$$
\langle \beta | \phi(x) \phi(y) | \beta \rangle_{\text{ren.}} = \int \frac{d^3k}{(2\pi)^3} \frac{n_k}{E_k},
$$
(A9)

$$
\langle \beta | \dot{\phi}(x) \dot{\phi}(y) | \beta \rangle_{\text{ren.}} = \int \frac{d^3k}{(2\pi)^3} \frac{E_k n_k}{E_k}.
$$
(A10)

In the momentum space, these correlation functions can be written as

$$
\langle \beta | \tilde{\phi}(k) \tilde{\phi}(k') | \beta \rangle_{\text{ren.}} = \frac{n_k}{E_k} (2\pi)^3 \delta^{(3)}(k + k'),
$$
(A11)

$$
\langle \beta | \dot{\tilde{\phi}}(k) \dot{\tilde{\phi}}(k') | \beta \rangle_{\text{ren.}} = E_k n_k (2\pi)^3 \delta^{(3)}(k + k'),
$$
(A12)

where $\tilde{\phi}(k)$ is the Fourier transform of $\phi(x)$. Since $\tilde{\phi}(k)$ and $\dot{\tilde{\phi}}(k)$ are uncorrelated in the momentum space, we generate $\tilde{\phi}(k)$ and $\dot{\tilde{\phi}}(k)$ in the momentum space randomly following the Gaussian distribution with

$$
\langle |\tilde{\phi}(k)|^2 \rangle = \frac{n_k}{E_k} V, \quad \langle |\dot{\tilde{\phi}}(k)|^2 \rangle = n_k E_k V,
$$
(A13)

$$
\langle \tilde{\phi}(k) \rangle = \langle \dot{\tilde{\phi}}(k) \rangle = 0.
$$
(A14)

Then we transform them into the configuration space and obtain the initial field configurations $\phi(x)$ and $\dot{\phi}(x)$. Here we used $(2\pi)^3 \delta^{(3)}(0) \simeq V$, where $V = b^3 R_1^2$ is the comoving volume of the simulation box.

3. Calculation of the Area Density

For calculation of the area density of domain walls, we use the algorithm introduced by Press, Ryden, and Spergel [28]. Let us call the neighboring grid points that differ by one in $x$, $y$, $z$ location as the “link”. Define the quantity $\delta_k$ which takes the value 1 if $\phi$ has different signs at the two ends of a link and the value 0 if $\phi$ has the same sign at the two ends of a link. We evaluate the area density $A/V$ by summing up $\delta_k$ for each of the links with the weighting factor

$$
A/V = C \sum_{\text{links}} \delta_\pm \frac{[\nabla \phi]}{|
\phi_{x}| + |
\phi_{y}| + |
\phi_{z}|},
$$
(A15)

where $\phi_{x}$, etc. is a derivative of $\phi(x)$ with respect to $x$, and $C$ is a normalization coefficient. We choose $C$ such that $A/V = 1$ is satisfied when all the links have the value $\delta_\pm = 1$.
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