Probability distributions for Markov chain based quantum walks
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Abstract
We analyze the probability distributions of the quantum walks induced from Markov chains by Szegedy (2004). The first part of this paper is devoted to the quantum walks induced from finite state Markov chains. It is shown that the probability distribution on the states of the underlying Markov chain is always convergent in the Cesaro sense. In particular, we deduce that the limiting distribution is uniform if the transition matrix is symmetric. In the case of a non-symmetric Markov chain, we exemplify that the limiting distribution of the quantum walk is not necessarily identical with the stationary distribution of the underlying irreducible Markov chain. The Szegedy scheme can be extended to infinite state Markov chains (random walks). In the second part, we formulate the quantum walk induced from a lazy random walk on the line. We then obtain the weak limit of the quantum walk. It is noted that the current quantum walk appears to spread faster than its counterpart-quantum walk on the line driven by the Grover coin discussed in literature. The paper closes with an outlook on possible future directions.

Keywords: Szegedy quantum walks, Markov chains, asymptotic distributions, weak limits

(Some figures may appear in colour only in the online journal)
1. Introduction

Random walks have proved to be a fundamental mathematical tool for modeling and simulating complex problems and natural phenomena. Among the various applications of random walks, we find the development of stochastic algorithms [1, 2] for problems of paramount importance in theoretical computer science [3], earthquake modeling [4], computer vision [5], financial modeling [6], graph theory [7], proteomics [8, 9] and Internet technology [10–13].

As a quantum mechanical counterpart of random walks, in recent times quantum walks [14–20] have been extensively studied. Quantum walks were originally devised under the same rationale as classical random walks, as a mathematical basis to develop sophisticated algorithms (e.g. [21–26]). Unlike the random walks formulated by iteration of probability transition matrices on a probability distribution, quantum walks are defined by unitary evolutions of the probability amplitudes. The resulting probability distribution is defined to be the sum of squares of the norms of amplitudes, so that there exists a non-linearity map between the initial state and the resulting probability distribution. Due to quantum interference effects, quantum walks have been shown to outperform random walks at certain computational tasks [21, 22], [24, 27–33]; moreover, it has been proved that both continuous and discrete quantum walks constitute universal models of quantum computation [34, 35]. For a lively and informative elaboration of the history of quantum walks and their connection to quantum computing, physics and the natural sciences, the reader is referred to [36–42] and the references therein.

We distinguish between two types of QW: continuous time and discrete time. In both cases, quantum walks are run on graphs (i.e. on discrete spaces), but their evolution timing is different: for continuous quantum walks, evolution is described by the Schrödinger equation, whose Hamiltonian is built based on the Laplacian matrix of the graph on which the quantum walk is run [16]; for discrete quantum walks, evolution is described by unitary operators that are applied in discrete time steps [17, 18, 20].

As for discrete-time quantum walks, in addition to the ‘position’ register, an extra register is needed to store the direction in which the walker unitarily moves from a node to its neighboring nodes. Two important types of discrete-time quantum walks have been studied:

• **Coin-driven quantum walks (coin-driven QW).** This model of quantum walk, initially proposed by [17, 18], is composed of two quantum systems: (i) a walker, which is a quantum system living in a Hilbert space of finite or infinite but countable dimension $\mathcal{H}_p$, and (ii) a coin, which is a quantum system living in a two-dimensional Hilbert space $\mathcal{H}_c$. The unitary maps in the framework of coin-driven QW are defined in terms of conditional shifts and coin operators, by which the evolution of the pure state of the quantum system is governed.

• **Markov chain-based quantum walks (MCBQW).** The other type of discrete-time quantum walk, where both registers are nodes, was proposed by [20, 24]. The corresponding unitary map in this scenario is given by a swap operator and a reflection operator in the Hilbert space. It is noted that the reflection operator is derived by quantizing a Markov chain associated with the underlying graph.

Although MCBQW have been studied in some detail by the scientific community (see, for example, [43–47] and the references therein), many mathematical, statistical and computational properties of MCBQW remain to be discovered, like the asymptotic average probability distributions of MCBQW on a general finite graph that, so far, remain largely unexplored. Moreover, results on probability distributions and properties of the underlying Markov chains have been barely explored. For instance,
It is unknown whether MCBQW constitute a model of universal quantum computation, or if they are equivalent to a more modest model of quantum computation like quantum annealing [48].

In [49], the authors propose a class of quantum PageRank algorithms, and introduce an instance of this class. Since the original formulation of PageRank can be described in terms of Markov chains [10–13], the class of quantum PageRank algorithms introduced in [49] is required to admit a quantized Markov chain description. For the purpose of mathematically characterizing the behavior of this quantum PageRank instance, two notions are proposed: the instantaneous importance $I_q(P_i, m)$ of a quantum web page $P_i$ (that is, the quantum PageRank of $P_i$) be equal to the probability of finding the quantum walker at node $i$ after $m$ time steps; and due to unitary evolution, $I_q(P_i, m)$ does not converge, hence the notion of average probability $P_T(j|\alpha_0)$ is introduced. Interesting numerical results related to the properties of quantum PageRank on some graphs are presented; however, no asymptotic analytical results are shown.

In [50], although the asymptotic average probability distributions were derived, their discussion is only confined to the MCBQW on a finite path.

In [51], the author managed to treat the relationship between the localization of MCBQW and the recurrent properties of the underlying Markov chains on a half line. To the best of our knowledge, this is the only publication in which the inherent connection between the statistical properties of MCBQW and the properties of underlying Markov chains are examined.

As an effort to address important fronts related to MCBQW, in this paper we analyze the asymptotic probability distributions of MCBQW. In particular, we deduce that the limiting distribution is uniform if the transition matrix is symmetric. In the cases of non-symmetric Markov chain, we exemplify that the limiting distribution of the quantum walk is not necessarily identical with the stationary distribution of the underlying irreducible Markov chain. The Szegedy scheme [20] can be extended to infinite state Markov chains. In the second part, we formulate the quantum walk induced from a lazy random walk on the line. We then obtain the weak limit of the quantum walk. It is noted that the quantum walk appears to spread faster than its counterpart-quantum walk on the line driven by the Grover coin discussed in literature. The paper closes with an outlook on possible future directions.

2. Preliminaries

Szegedy developed a general method for quantizing a Markov chain to create a discrete-time quantum walk [20]. Let $P = (p_{jk})$ be an $n \times n$ stochastic matrix representing the transition probability matrix of a Markov chain on a directed graph $G(V, E)$. Here, $V$ is the set of the vertices of $G$, $E$ is the set of the oriented edges of $G$, $E = \{(j, k) : j, k \in V\}$. In order to introduce a discrete-time quantum walk based on the aforesaid Markov chain, we use as the Hilbert space of the quantum walk the span of all vectors representing the $n \times n$ (directed) edges of the graphs, i.e. $H = \text{span}\{ |j\rangle \otimes |k\rangle : j, k \in V\}$. For simplicity, from now on the vectors (states) in $H$ of the form $|j\rangle \otimes |k\rangle$ will be abbreviated to $|jk\rangle$. Sometimes inserting a $\otimes$ will be used to make things clearer.

Let us define the vector states: $|\psi_j\rangle = \sum_{k=1}^{n} \sqrt{p_{jk}} |jk\rangle$, which is a superposition of the vectors representing the edges outgoing from the $j$th vertex. The weights are given by (the square root of the entries of) the transition matrix $P$.
One can easily verify that due to the stochasticity of $P$, \( \{ |\psi_j\rangle \}_{j=1}^n \) is an orthonormal set in \( \mathcal{H} \). The operator \( \Pi = \sum_{j=1}^n |\psi_j\rangle \langle \psi_j| \) is then an orthogonal projector onto the subspace \( \mathcal{H}_\psi = \text{span}\{ |\psi_j\rangle : j \in V \} \). With this, a single step of the quantum walk is then given by the unitary operator \( U := S(2\Pi - 1) \) where \( S = \sum_{jk} |jk\rangle \langle kj| \) is the swap operator.

**Definition 1.** Given \( |\alpha_0\rangle \in \mathcal{H} \), where \( |||\alpha_0||| = 1 \), the expression \( |\alpha_t\rangle = U^t |\alpha_0\rangle \) is called the state for the walk at time \( t \). The corresponding quantum walk (MCBQW) with the initial state \( |\alpha_0\rangle \) is represented by the sequence \( \{ |\alpha_t\rangle \}_{t=0}^\infty \).

Indeed, the structure of operator \( U := S(2\Pi - 1) \) resembles Grover’s diffusion operator \([52]\). Analyses in this regard have been presented in literature such as \([53, 54]\).

As shown above, MCBQW (also called Szegedy quantum walk or Szegedy walks in literature) is based on the Markov chain on a directed graph, but it is not exactly defined on the graph. MCBQW may be thought of as a walk on the edges of the original graph, rather than on its vertices \([55]\). It is worth noting that some publications call the physical topology of MCBQW the bipartite graph (or bipartite double cover) of the original graph—see, for example \([53]\), a step-by-step introduction to Szegedy’s quantum walks (including the bipartite graph) together with a detailed example of this kind of quantum walks on a 3 \times 3 lattice is presented in \([56]\). In what follows, without causing confusion, we may sometimes use the phrase ‘MCBQW on a graph’ just for simplicity’s sake.

In order to analyze the MCBQW, we need to study the spectral properties of an \( n \times n \) matrix \( D = (d_{jk}) \), which can be viewed as a linear transformation on the space \( \mathcal{H}_V = \mathbb{C}^n = \text{span}\{ |j\rangle : j \in V \} \) and indeed builds a bridge from the classical Markov chain to the quantum walk. This matrix is defined as follows:

\[
d_{jk} = \sqrt{p_{kj}p_{jk}}.
\]

Let us then define an operator \( A \) from the space \( \mathcal{H}_V \) to \( \mathcal{H}_\psi \):

\[
A = \sum_{j=1}^n |\psi_j\rangle \langle j|.
\]

The following identities describe the relationships among these operators:

\[
A^\dagger A = \mathbb{I}, AA^\dagger = \Pi, A^\dagger SA = D.
\]

Since \( D \) is symmetric by its definition, we may assume without loss of generality that, via the spectral decomposition, \( D = \sum_{\lambda} \lambda |w_\lambda\rangle \langle w_\lambda| + \sum_{i} |u_i\rangle \langle u_i| - \sum_{i} |v_i\rangle \langle v_i| \) where \( \lambda \neq \pm 1 \), 1 and \(-1\) are the eigenvalues of \( D \), \( \{ |w_\lambda\rangle, |u_i\rangle, |v_i\rangle \} \) is an orthonormal basis for \( \mathcal{H}_V \). Each \( |w_\lambda\rangle \) is an eigenvector of \( D \) with eigenvalue \( \lambda \), \( |u_i\rangle \) and \( |v_i\rangle \) are eigenvectors of \( D \) with eigenvalues \( 1 \) and \(-1\), respectively. It should be pointed out that each \( \lambda \in \{-1, 1\} \) by the construction of the matrix \( D \). Since \( A^\dagger A = \mathbb{I}, \{ A|w_\lambda\rangle, A|u_i\rangle, A|v_i\rangle \} \) is an orthonormal basis for \( \mathcal{H}_\psi \). Thus, the subspace \( \mathcal{H}_{\psi, S} = \text{span}\{ |\psi_j\rangle, S|\psi_j\rangle : j \in V \} \) is identical with the subspace \( \text{span}\{ A|w_\lambda\rangle, SA|w_\lambda\rangle, A|u_i\rangle, SA|u_i\rangle, A|v_i\rangle, SA|v_i\rangle \} \), which is invariant under the unitary operator \( U \). The spectral structure of unitary operator \( U \) is intimately connected with the matrix \( D \):

1. \( A|w_\lambda\rangle = e^{\pm i \arccos \lambda} |w_\lambda\rangle \) are eigenvectors of \( U \) with eigenvalues \( e^{\pm i \arccos \lambda} \), respectively.
2. \( A|u_i\rangle = SA|u_i\rangle \), and \( A|u_i\rangle = \text{an eigenvector of } U \) with eigenvalue 1.
3. \( A|v_i\rangle = -SA|v_i\rangle \), and \( A|v_i\rangle \) is an eigenvector of \( U \) with eigenvalue \(-1\).

Items 2 and 3 imply that the invariant subspace of \( U \), \( \mathcal{H}_{\psi, S} = \text{span}\{ A|w_\lambda\rangle, SA|w_\lambda\rangle, A|u_i\rangle, A|v_i\rangle \} \).
It is straightforward to verify that \( \{ A|w_r\} = e^{\pm i \arccos \lambda} SA|w_r\), the collection of all these eigenvectors of \( U \), forms an orthogonal set. Moreover, \( ||A|u|| = ||A|v|| = 1 \) and \( ||A|w_r\} = e^{\pm i \arccos \lambda} SA|w_r\} = \sqrt{2 - 2\lambda^2}}.

Since the set of vectors \( A|w_r\}, SA|w_r\}, A|u\}, A|v\} \) are linearly independent, \( H_{\psi,S} \) in fact identical to the subspace \( \text{span}\{A|w^+_r\}, A|w^-r\}, A|u\}, A|v\} \).

We set:
1. \( A|w^+_r\} = (A|w_r\} - e^{i \arccos \lambda} SA|w_r\})/\sqrt{2 - 2\lambda^2}}.
2. \( A|w^-r\} = (A|w_r\} - e^{-i \arccos \lambda} SA|w_r\})/\sqrt{2 - 2\lambda^2}}.

Then the invariant subspace of \( U \) is identical to the subspace \( \text{span}\{A|w^+_r\}, A|w^-r\}, A|u\}, A|v\} \). This is a subspace spanned by the set of orthonormal eigenvectors of \( U \) associated with the key operator \( D \).

Let us decompose the Hilbert space \( H \) into \( H_{\psi,S} \) and its orthogonal complement \( H_{\psi,S}^\perp \). i.e. \( H = H_{\psi,S} \oplus H_{\psi,S}^\perp \). It is not difficult to check that the action of \( U \) on \( H_{\psi,S}^\perp \) is exactly \( -S \), and this subspace is invariant under \( U \); thereby, \( U \) is a translation on the subspace as an identity. The nontrivial dynamics of \( U \) only takes place on the subspace \( H_{\psi,S} \). By its construction, the dimension of the subspace \( H_{\psi,S} \) is at most \( 2n \) (the dimension of the whole space \( H \) is \( n^2 \), which can be achieved only if \( D \) does not have both 1 and \( -1 \) as its eigenvalues. Based on the aforesaid observation, we may confine the initial state of the quantum walk to the subspace \( H_{\psi,S} \), which is defined by the set of orthonormal eigenvectors of \( U \) \( \{ A|w^+_r\}, A|w^-r\}, A|u\}, A|v\} \).

For the sake of better exposure of our main result, we relabel the above orthonormal eigenvectors of \( U \), which forms a basis for the invariant subspace \( H_{\psi,S} \), as \( \{ |\phi_i\} \) with associated eigenvalues \( \{ \mu_i \}, \mu_1, \mu_2, \ldots, m \) where \( m \leq 2n \).

3. Asymptotic distribution on the states of the underlying Markov chain

We now proceed to study the evolution of the quantum walk as a function of time. Provided that the initial state \( |\alpha_0\} = \frac{1}{\sqrt{m}} \sum_{j=1}^m |\psi_j\} \), then the state of the quantum walk at time \( t \) is \( |\alpha_t\} = U^t|\alpha_0\} \). Since \( U \) is unitary, in general \( \lim_{t \to \infty} |\alpha_t\} \) does not exist. Now consider instead the probability distribution on the vertices \( \{ |j\} : j \in V \} \) of the underlying graph induced by states of the quantum walks \( |\alpha_t\} \), and let \( P_t(j|\alpha_0) \) denote the probability of finding the walker at vertex \( j \) at time \( t \).

**Definition 2.** \( P_t(j|\alpha_0) = \sum_k |\langle kj|\alpha_0\rangle|^2 \).

As a matter of fact, \( P_t \) does not converge either. However, the average of \( P_t \) over time would converge, as theorem 1 below shows. The limit of the average of \( P_t \) is called the asymptotic average probability distribution. We define:

**Definition 3.** \( P_r(j|\alpha_0) = \frac{1}{t} \sum_{r=1}^t P_r(j|\alpha_0) \) and \( P_r(j|\alpha_0) = \lim_{t \to \infty} P_r(j|\alpha_0) \).

We shall give an explicit formula for the limit of \( P_r \).

**Theorem 1.** Given a Markov chain on the state space \( V \) with the transition matrix \( P \), the induced quantum walk being defined as \( |\alpha_t\} = U^t|\alpha_0\} \), where the initial state \( |\alpha_0\} = \sum_i |\phi_i|\alpha_0\} |\phi_i\} \), then
\[ P_{\infty}(j|\alpha_0) = \lim_{T \to \infty} P_T(j|\alpha_0) = \sum_k \sum_m \langle \phi_l|\alpha_0\rangle \langle jk|\phi_i\rangle \langle \alpha_0|\phi_m\rangle \langle \phi_m|jk \rangle \]  

where the first sum is over all values of \( k \), and the second sum is only on pairs \( l,m \) such that \( \mu_l = \mu_m \).

**Proof.** Note that \( |\alpha_t\rangle = U^t|\alpha_0\rangle = \sum_l \langle \phi_l|\alpha_0\rangle \mu^t_l |\phi_l\rangle \), then one has

\[ |\alpha_l\rangle \langle \alpha_t| = \sum_l \sum_m \langle \phi_l|\alpha_0\rangle \langle \phi_m|\alpha_0\rangle (\mu_l \mu_m^t)^t |\phi_l\rangle \langle \phi_m\rangle. \]

Since \( P_T(j|\alpha_0) = \frac{1}{T} \sum_{t=1}^T P_T(j|\alpha_0) = \frac{1}{T} \sum_{t=1}^T \sum_k \langle jk|\alpha_t\rangle^2 \),

\[ P_T(j|\alpha_0) = \frac{1}{T} \sum_{t=1}^T \sum_k \sum_l \sum_m \langle \phi_l|\alpha_0\rangle \langle \phi_m|\alpha_0\rangle (\mu_l \mu_m^t)^t |\phi_l\rangle \langle \phi_m\rangle \langle jk|\phi_i\rangle \langle \phi_m|jk \rangle. \]  

We separate the sum in the right-hand side of equation (3) into two parts: one part in which \( \mu_l = \mu_m \), this part is \( \sum_k \sum_l \sum_m \langle \phi_l|\alpha_0\rangle \langle \phi_m|\alpha_0\rangle |\phi_l\rangle \langle \phi_m\rangle |jk \rangle \langle \phi_i\rangle \langle jk|\phi_i\rangle \langle \phi_m|jk \rangle\); in the other part, \( \mu_l \neq \mu_m \) can be written as \( \sum_k \sum_l \sum_m \frac{\mu_l \mu_m^t}{(1-\mu_l \mu_m^t)^t} \langle \phi_l|\alpha_0\rangle \langle \phi_m|\alpha_0\rangle |\phi_l\rangle \langle \phi_m\rangle |jk \rangle \langle \phi_i\rangle \langle jk|\phi_i\rangle \langle \phi_m|jk \rangle\).

It can be seen that the latter part converges to zero as \( T \) goes to infinity. The only contribution to the limit of the average probability \( P_T(j|\alpha_0) \) comes from the part with \( \mu_l = \mu_m \). This completes the proof. \( \square \)

When the transition matrix \( P \) of a Markov chain is symmetric, the limiting probability is uniform. This assertion is recorded in the theorem below.

**Theorem 2.** Given a Markov chain on the state space \( V \) with a symmetric transition matrix \( P \), the induced quantum walk is defined as \( |\alpha_l\rangle = U^l|\alpha_0\rangle \) where the initial state \( |\alpha_0\rangle = \sum_l \langle \phi_l|\alpha_0\rangle |\phi_l\rangle \), then \( \lim_{T \to \infty} P_T(j|\alpha_0) = \frac{1}{n} \) where \( n \) is the size of the transition matrix.

To prove theorem 2, we need the following three facts about the matrix \( D \) and a symmetric transition matrix \( P \):

**Lemma 1.** Provided that \( w = (|w(1), w(2), ..., w(n)|^T) \) is an eigenvector of \( D \) with the corresponding eigenvalue \( \lambda \neq \pm 1 \), then it is true that \( \langle A^T S_0, w \rangle = \lambda \sum_j w(j) \) where \( \langle X, Y \rangle \) is the dot product in the Euclidean space \( \mathbb{R}^n \).

**Proof.** Note that \( \langle \psi_l| S_j \psi_j \rangle = \sum_k \sqrt{P_{jk}} |\psi_k\rangle \), \( \sum_k \sqrt{P_{jk}} |\psi_k\rangle = \sqrt{P_{jj}} |\psi_j\rangle \). Then we have \( \langle A^T S_0, w \rangle = \sum_j \langle |j\rangle \langle j| \psi_j \rangle |\psi_j\rangle \sum_l |\psi_j\rangle , w \rangle = \frac{1}{\sqrt{n}} \sum_j |\sum_l d_l w(l) \rangle = \frac{1}{\sqrt{n}} \sum_j \sum_l d_l w(j) \rangle = \lambda \sum_j w(j) \). \( \square \)

**Lemma 2.** If \( P \) is symmetric, and \( w \) is an eigenvector corresponding to the eigenvalue \( \lambda \neq 1 \), then \( \sum_j w(j) = 0 \).

**Proof.** We denote \( \bar{1} = (1,1,...,1)^T \). Note that \( \sum_j w(j) = \bar{1}^T P w = \lambda \bar{1} w = \lambda \sum_j w(j) \); this implies that \( \sum_j w(j) = 0 \). \( \square \)
Lemma 3. Provided that $P$ is symmetric, $u_0 = \frac{1}{\sqrt{n}}$. If $u$ is also an eigenvector of $P$ with eigenvalue 1 such that the dot product $\langle u, u_0 \rangle = 0$, then $\langle u_0 | Au \rangle = 0$.

Proof. Note that $\sum_j u(j) = 0$ and $\langle u_0 | Au \rangle = \sum_j u(j) / \sqrt{n}$, so $\langle u_0 | Au \rangle = 0$.

Proof of theorem 2. To make the proof more readable, we recall some notations used before. For the given transition matrix $P$, the associated matrix $D$ is defined by equation (1). Its spectral decomposition is assumed to be $D = \sum_{\lambda} \lambda |w_{\lambda}\rangle \langle w_{\lambda}| + \sum_{\alpha} |u_{\alpha}\rangle \langle u_{\alpha}| - \sum_{\psi} |v_{\psi}\rangle \langle v_{\psi}|$ where $\lambda_{\psi}(\neq \pm 1)$, 1 and $-1$ are the eigenvalues of $D$, $\{|w_{\lambda}\rangle, |u_{\alpha}\rangle, |v_{\psi}\rangle \}$ is an orthonormal basis for $\mathcal{H}_V$. Each $|w_{\lambda}\rangle$ is an eigenvector of $D$ with eigenvalue $\lambda_{\psi}$, $|u_{\alpha}\rangle$ and $|v_{\psi}\rangle$ are eigenvectors of $D$ with eigenvalues 1 and $-1$, respectively.

We compute the values of $\langle \alpha | \phi \rangle$ and $\langle jk | \phi \rangle$ as follows:

1. $|\phi\rangle$ is an eigenvector of $U$ with the corresponding eigenvalue 1. In this case, $|\phi\rangle = A|w\rangle$ where $|u\rangle$ is an eigenvector of $D$ with the corresponding eigenvalue 1. Then $\langle \alpha | \phi \rangle = \langle \frac{1}{\sqrt{n}} \sum_j |\psi_j\rangle |A|w\rangle = \sum_j u(j) / \sqrt{n}$.

2. $|\phi\rangle$ is an eigenvector of $U$ with the corresponding eigenvalue $-1$. In this case, $|\phi\rangle = A|v\rangle$ where $|v\rangle$ is an eigenvector of $D$ with the corresponding eigenvalue $-1$. Then $\langle \alpha | \phi \rangle = \langle \frac{1}{\sqrt{n}} \sum_j |\psi_j\rangle |A|v\rangle = \sum_j v(j) / \sqrt{n}$.

3. $|\phi\rangle$ is an eigenvector of $U$ with the corresponding eigenvalue $e^{\pm i \arccos \lambda} (\neq \pm 1)$. In this case, $|\phi\rangle = A|w\rangle - e^{\pm i \arccos \lambda} \lambda A |w\rangle$ where $|w\rangle$ is an eigenvector of $D$ with the corresponding eigenvalue $\lambda$. Then, by lemma 1, we have $\langle \alpha | \phi \rangle = \langle \frac{1}{\sqrt{n}} \sum_j |\psi_j\rangle |A|w\rangle - e^{\pm i \arccos \lambda} \lambda \langle A |w\rangle = \frac{\langle \sum_{\alpha=0}^{\infty} |w_{\lambda=0}\rangle (1-\lambda^2) \langle A |w\rangle}{\sqrt{2(1-\lambda^2)n}}$.

4. $|\phi\rangle$ is an eigenvector of $U$ with the corresponding eigenvalue 1. In this case, $|\phi\rangle = A|u\rangle$ where $|u\rangle$ is an eigenvector of $D$ with the corresponding eigenvalue 1. Then $\langle jk | \phi \rangle = \langle A^j A^k |u\rangle = \sqrt{n^2} u(j)$. Applying the values of $\langle \alpha | \phi \rangle$ we computed above and lemma 1, we conclude that

$$\lim_{T \to \infty} P_T(j|\alpha) = \sum_k \sum_{l,m} \langle \alpha | \phi_l \rangle \langle \phi_l | \phi_i \rangle \langle \phi_i | \phi_m \rangle \langle \phi_m | jk \rangle$$

where the first sum is over all values of $k$, and the second sum is only on pairs $l, m$ such that $\mu_l = \mu_m = 1$.

By lemma 3, the aforesaid sum is further reduced to be

$$P_\infty(j|\alpha) = \sum_k \langle \alpha | Au_0 \rangle \langle jk | Au_0 \rangle \langle Au_0 | \alpha \rangle \langle Au_0 | jk \rangle$$

where the sum is over all values of $k$, and $u_0 = \frac{1}{\sqrt{n}} (1, 1, \ldots, 1)^T$. Applying items 1 and 4 to $P_\infty(j|\alpha)$, we have that $P_\infty(j|\alpha) = \frac{1}{n}$. This completes the proof.

Results presented on theorems 1 and 2 encourage us to pursue further analytical expressions for long-term behavior of probability distributions as, in addition to mathematically characterizing quantum Markov chains on different graphs, those expressions will be useful for describing the asymptotic behavior of new quantum Markov chain-based algorithms. As an example of further developments, we envision the analysis of non-regular graphs for quantum PageRank algorithms like those numerically studied in [49, 57]).
Having analyzed and obtained the asymptotic average probability distributions (AAPD) of MCBQW, we might want to understand how the properties of AAPD can be reflected by the property of the underlying Markov chain—for instance, is the AAPD of MCBQW identical with the stationary distribution of the underlying Markov chains? To this end, we shall conduct a study on both MCBQW and Markov chains over some graphs.

To improve the readability of our discussion on the study, we gather the things related to the probability distributions and stationary distributions of both MCBQW and its underlying Markov chain as follows:

A Markov chain on a directed graph $G$ can be described by its transition probability matrix $P$, in which the entry $p_{jk}$ represents the probability of making a transition to vertex $k$ from vertex $j$. It should be pointed out that to preserve normalization, we must have $\sum_k p_{jk} = 1$.

Let $u$ be the probability vector (horizontal) which represents the starting distribution at the vertices of the graph. Then the probability distribution after one step of the walk becomes $uP$.

If $uP = u$, then $u$ is called a stationary distribution of the Markov chain on the graph, which is often denoted by $\pi$. In the following study, let us adopt the usual Markov chain associated with $G$, such that the transition matrix of the Markov chain is $P = D^{-1}A$, where $A$ is the adjacency matrix associated with the edges incident at various vertices, and where $D$ is the degree matrix associated with edges incident at various vertices.

For the Markov chains on a directed graph $G$ given by the transition probability matrix $P$, MCBQW is defined by the sequence $\{ |\alpha_t \rangle \}_{t=0}^{\infty}$ (for details, please refer to definition 1). The probability of finding the quantum walker at vertex $j$ at time $t$ is given by $P_j(j|\alpha_0) = \sum_k |\langle k|\alpha_0 \rangle|^2$, and the asymptotic average probability of finding the quantum walker at the $|j\rangle$ is given by $P_\infty(j|\alpha_0) = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} P_t(j|\alpha_0)$ (for details, please refer to definitions 2 and 3), which can be calculated by equation (2) in theorem 1. We have to admit that the calculation would be tedious.

To avoid unpleasant complications, and to permit us more easily to illustrate the asymptotic average probability distribution of MCBQW and some basic attributes of the underlying Markov chains [58], we concede, in this study, to confine our attention to the quantum walks and Markov chains on four simple directed graphs (see figure 1). A summary of the study is shown in the table 1 below.

![Figure 1. Four directed graphs.](image-url)
Table 1. Probability distributions: MCBQW versus MC.

|                  | Graph 1 | Graph 2 | Graph 3 | Graph 4 |
|------------------|---------|---------|---------|---------|
| $P$ (MC)         | $\begin{bmatrix} 1 & 0 \\ 1 & 0 \end{bmatrix}$ | $\begin{bmatrix} .5 & .5 \\ 1 & 0 \end{bmatrix}$ | $\begin{bmatrix} 0 & .5 & .5 \\ 1 & 0 & 0 \end{bmatrix}$ | $\begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}$ |
| Properties of MC.| redu, reve | ergodic,reve | ergodic,not irre, reve | irred, periodic, reve |
| $\pi$ (MC)       | $(1,0)$ | $(\frac{1}{2}, \frac{1}{2})$ | $(\frac{3}{2}, \frac{1}{2}, \frac{1}{2})$ | $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ |
| $P_{\infty}$ (QW) | $(\frac{1}{4}, \frac{3}{4})$ | $(\frac{1}{2}, \frac{1}{2})$ | $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ | $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ |

*In this table, $P$ is the transition matrix of the Markov chain associated with a graph, $\pi$ is the stationary probability distribution of a Markov chain, $P_{\infty}$ is the asymptotic average probability distribution of MCBQW, ‘redu’ stands for ‘reducible’, ‘irred’ stands for ‘irreducible’, and ‘reve’ stands for ‘reversible’.

![Figure 2](image_url). A lazy random walk on the line.

4. Weak limits for MCBQW on the line

MCBQW can be extended to infinite lattices. As far as we are aware, there is only one publication in the literature concerning MCBQW on an infinite lattice [51], where the relationship between the asymptotic average probability distribution of MCBQW and the recurrence of the underlying random walk on the half line is discussed. No publication has ever treated weak limits, the fundamental statistical property for MCBQW on an infinite lattice. In this work we confine our attention to one-dimensional lattice (a line). The underlying Markov chain is a lazy random walk (see figure 2).

Let $P$ denote the governing probability operator for the random walk. The transition rules of $P$ are as follows:

$$P(x) = \frac{1}{3}|x-1\rangle + \frac{1}{3}|x\rangle + \frac{1}{3}|x+1\rangle \text{ for } x \in \mathbb{Z}. \tag{4}$$

The above equation can be interpreted in this way: a walker jumps on the line. At every time step, if he is at location $x$, then with probability $\frac{1}{3}$ he goes to location $x-1$, with probability $\frac{1}{3}$ to location $x+1$, and with probability $\frac{1}{3}$ stays at location $x$.

In this scenario, the vector states, the orthogonal projector and the swap operator are given as follows: $|\psi\rangle = \frac{\sqrt{3}}{2}|x\rangle \otimes |x-1\rangle + \frac{\sqrt{3}}{2}|x\rangle \otimes |x\rangle + \frac{\sqrt{3}}{2}|x\rangle \otimes |x+1\rangle$ for $x \in \mathbb{Z}$, $\Pi = \sum_{x=-\infty}^{\infty} |\psi\rangle \langle \psi|$, $S = \sum_{x,y} |x \otimes y\rangle \langle y \otimes x|$.

The unitary operator $U = S(2\Pi - 1)$ for MCBQW on the line can be expressed by the following formula:

$$U(|x\rangle \otimes |x-1\rangle) = -\frac{1}{3}|x-1\rangle \otimes |x\rangle + \frac{1}{3}|x\rangle \otimes |x\rangle + \frac{1}{3}|x\rangle \otimes |x+1\rangle, U(|x\rangle \otimes |x\rangle) = \frac{1}{2}|x-1\rangle \otimes |x\rangle - \frac{1}{2}|x\rangle \otimes |x\rangle + \frac{1}{2}|x\rangle \otimes |x+1\rangle, U(|x\rangle \otimes |x+1\rangle) = \frac{1}{2}|x-1\rangle \otimes |x\rangle + \frac{1}{2}|x\rangle \otimes |x\rangle - \frac{1}{2}|x\rangle \otimes |x+1\rangle.$$

The ‘overall’ state space of the system is $\mathcal{H} = \text{span} \{|x\rangle \otimes |y\rangle, x,y \in \mathbb{Z}\}$ in terms of which a general state of the system may be expressed by the formula:
Given $|\psi_0\rangle \in \mathcal{H}$, where $||\psi_0|| = 1$, the expression $|\psi_t\rangle = U^t|\psi_0\rangle$ is the state of the MCBQW at time $t$. Let $|\psi_t\rangle = \sum_{x \in \mathbb{Z}}|\psi_t(x,x-1)|x\rangle \otimes |x-1\rangle + |\psi_t(x,x)|x\rangle \otimes |x\rangle + |\psi_t(x,x+1)|x\rangle \otimes |x+1\rangle$ be the wave function for the MCBQW at time $t$. Then the probability $p_t(x)$ of finding the walker at the position $x$ at time $t$ is given by the standard formula

$$p_t(x) = |\psi_t(x,x-1)|^2 + |\psi_t(x,x)|^2 + |\psi_t(x,x+1)|^2,$$

where $| \cdot |$ indicates the modulus of a complex number.

Let $\mathcal{Ψ}_t(x) = |\psi_t(x,x-1), \psi_t(x,x), \psi_t(x,x+1)|^T$ represent the amplitude of the wave function of the MCBQW at position $x$ and time $t$.

The spatial Fourier transform of $\mathcal{Ψ}_t(x)$ is defined by

$$\mathcal{Ψ}_f(k) = \sum_{x \in \mathbb{Z}} \mathcal{Ψ}_t(x)e^{ikx}.$$

Thus, given the initial state $\mathcal{Ψ}_0(k)$, the Fourier dual of the wave function of the MCBQW system is expressed by

$$\mathcal{Ψ}_t(k) = U(k)^t\mathcal{Ψ}_0(k),$$

where the total evolution operator $U(k)$ is given by

$$U(k) = \begin{bmatrix} 0 & 0 & e^{ik} \\ 0 & 1 & 0 \\ e^{-ik} & 0 & 0 \end{bmatrix} \begin{bmatrix} -1/3 & 2/3 & 2/3 \\ 2/3 & -1/3 & 2/3 \\ 2/3 & 2/3 & -1/3 \end{bmatrix}.$$

The mechanism given in equation (6) is similar to that employed by Grimmett et al. [59]. Simply speaking, the term $e^{ik}$ encodes the action of a walker jumping from location $x$ to local $x+1$ after one time step, the term $e^{-ik}$ encodes the action of a walker jumping from location $x$ to local $x-1$ after one time step, and the term $e^{i\lambda k} = 1$ encodes the action of a walker staying at location $x$ after one time step.

The above formulation for the unitary operator $U$ lends us a tool to tackle the weak limit of the QW. In what follows, we shall investigate weak limits and limiting distributions of MCBQW on the line.

The three eigenvalues of $U(k)$ are $\lambda_1 = -1$, $\lambda_2 = \frac{1}{3} + \frac{2}{3} \cos k + \frac{i}{3} \sqrt{2 - \cos^2 k - \cos k}$, and $\lambda_3 = \frac{1}{3} + \frac{2}{3} \cos k - \frac{i}{3} \sqrt{2 - \cos^2 k - \cos k}$. Therefore, we have

$$\lambda_1D\lambda_1 = 0, \quad \lambda_2D\lambda_2 = -\lambda_1D\lambda_3 = \frac{\sin k}{\sqrt{2 - \cos^2 k - \cos k}}.$$

Here, $D = -id/dk$ denote the position operator in $k$-space. The corresponding unit eigenvectors are given below:

$$v_1 = \frac{1}{\sqrt{4 + 2 \cos k}} \begin{bmatrix} e^{ik} \\ -1 - e^{ik} \\ 1 \end{bmatrix}, \quad v_2 = \frac{1}{\sqrt{2}} \begin{bmatrix} e^{ik}[3 - 2 \cos k - \frac{2\sqrt{2 - \cos^2 k - \cos k} \sin k}{1 - \cos k}] \\ (-\sin k - \sqrt{2 - \cos^2 k - \cos k})(\frac{\sin k}{1 - \cos k} + i) \\ 1 \end{bmatrix},$$

(8)
\( v_3 = \frac{1}{\sqrt{c_3}} \left[ e^{ik} \left[ -3 - 2\cos k + \frac{2\sqrt{2 - \cos^2 k}}{1 - \cos k} \sin k \right] \right] \left[ -\sin k + \sqrt{2 - \cos^2 k} - \cos k \right] \left( \frac{\sin k}{1 - \cos k} + i \right). \) (9)

Here, \( c_2 = 12 + 4\cos 2k + 12\cos k - 8\sin k\sqrt{2 - \cos^2 k} - \cos k + \frac{16\sin^2 k + 24\sin k\sqrt{2 - \cos^2 k}}{1 - \cos k} \), and \( c_3 = 12 + 4\cos 2k + 12\cos k + 8\sin k\sqrt{2 - \cos^2 k} - \cos k + \frac{16\sin^2 k - 24\sin k\sqrt{2 - \cos^2 k}}{1 - \cos k} \).

According to the methods in [59], the moments of the position distribution are given as

\[ E(X'_t) = \int_0^{2\pi} \langle \Psi_t(k), D^\ast \Psi_t(k) \rangle \frac{dk}{2\pi}. \] (10)

Using the standard calculations, we arrive, as \( t \to \infty \), at

\[ E(X'_t|\theta) = \int_0^{2\pi} \sum_{j=1}^3 \left( \frac{D\lambda_j(k)}{\lambda_j(k)} \right)^3 \langle \nu_j(k), \psi_0(k) \rangle^2 \frac{dk}{2\pi} + O(t^{-1}). \] (11)

By the method of moments (see [59] and references therein), we can derive the following limit theorem.

**Theorem 3.** Suppose the MCBQW, induced by the lazy random walk on the line, is launched from the origin in the initial state \( |\Psi_0\rangle = \alpha |0\rangle \otimes |1\rangle + \beta |0\rangle \otimes |0\rangle + \gamma |0\rangle \otimes |1\rangle \), where \( |\alpha|^2 + |\beta|^2 + |\gamma|^2 = 1 \). For \( y \in [-1, 1] \) let \( \delta_0(y) \) denote the point mass at the origin and let \( I_{(a,b)}(y) \) denote the indicator function of the real interval \( (a, b) \). Then, as \( t \to \infty \), the normalized position distribution \( f_t(y) \) associated with \( \frac{1}{t}X_t \) converges, in the sense of a weak limit, to the density function

\[ f(y) = c\delta_0(y) + \frac{I_{(-\sqrt{2}, \sqrt{2})}(y)}{2\pi(1 - y^2)\sqrt{2 - 3y^2}} \left( \sum_{j=0}^2 a_j y^j \right). \] (12)

In the above formula, the coefficients \( c, a_0, a_1 \) and \( a_2 \) are given by

\[
\begin{align*}
c &= \sqrt{\frac{3}{6}} + \sqrt{\frac{3}{2}} \text{Re}(\alpha \overline{\beta}) + \frac{3 - 2\sqrt{3}}{2} \text{Re}(\alpha \overline{\gamma}) + \sqrt{\frac{3}{2}} \text{Re}(\beta \overline{\gamma}) + \frac{2 - \sqrt{3}}{2} |\beta|^2 \\
a_0 &= 1 + |\beta|^2 + 2\text{Re}(\alpha \overline{\gamma}) \\
a_1 &= 2|\alpha|^2 - \sqrt{2} |\gamma|^2 + 2\text{Re}(\alpha \overline{\beta}) - 2\text{Re}(\beta \overline{\gamma}) \\
a_2 &= 1 - 3|\beta|^2 + 2\text{Re}(\alpha \overline{\beta}) - 4\text{Re}(\alpha \overline{\gamma}) + 2\text{Re}(\beta \overline{\gamma}).
\end{align*}
\]

Where \( \text{Re}(z) \) is the real part of a complex number \( z \).

It is noteworthy that a similar type of quantum walk on the line driven by the Grover coin has been studied, and its weak limit obtained [60, 61]. We would like to point out that MCBQW appears to spread faster than the coin-driven quantum walk, although the weak limits of these two types of quantum walks are similar. The aforesaid claim is based on the following simple observation: the indicator function in a formula of density function shows the interval over which the quantum walk prevails. The indicator function of MCBQW discussed in this paper has a wider interval than its counterpart—the quantum walks on the line driven by the Grover coin.

Another point we would like to draw to readers’ attention regarding MCBQW is that this type of quantum walk may have a phenomenon called localization due to the degeneration of eigenvalues of the time evolution operator \( (\lambda_1 = -1) \) [62]. We stress that the degeneration of
eigenvalues is only a necessary condition for localization, which in fact also depends upon the initial state of MCBQW. For instance, we consider the case when $\alpha = \beta = \gamma = \sqrt{\frac{3}{3}}$. A direct calculation shows that the density function in theorem 3 becomes

$$f(y) = \frac{I(-\frac{\sqrt{6}}{3}, \frac{\sqrt{6}}{3})}{\pi(1 - y^2)\sqrt{2 - 3y^2}}.$$  

(13)

This is the case where localization does not occur as the coefficient $c = 0$ in equation (12).

Proof of theorem 3. We begin with the moments of the position distribution:

$$E[(X_t/t)^r] = \int_0^{2\pi} \sum_j \left( \frac{D\lambda_j(k)}{\lambda_j(k)} \right)^r |\langle v_j(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi} + O(t^{-1}).$$  

(14)

By the method of moments (see [59] and references therein), the weak limit of $X_t/t$ exists. Let $Y$ be this weak limit. Then we have

$$P(Y \leq y) = \int_{h^{-1}(k,j)((-\infty,y))} \sum_{j=1}^3 |\langle v_j(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi}$$  

(15)

where $h(k,j) = \lambda_j D\lambda_j(k)$ given by equation (7).

According to equation (7), the probability distribution function in equation (15) can be written as

$$P(Y \leq y) = H(y) \int_0^{2\pi} |\langle v_1(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi} + \int_{\arccos \frac{\sqrt{2} - 1}{\sqrt{2} + 1}}^{2\pi - \arccos \frac{\sqrt{2} - 1}{\sqrt{2} + 1}} |\langle v_2(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi} + \int_0^{\arccos \frac{\sqrt{2} - 1}{\sqrt{2} + 1}} |\langle v_3(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi}, \text{ for } y \geq 0.$$  

(16)

$$P(Y \leq y) = H(y) \int_0^{2\pi} |\langle v_1(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi} + \int_{2\pi - \arccos \frac{\sqrt{2} - 1}{\sqrt{2} + 1}}^{2\pi} |\langle v_2(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi} + \int_0^{\arccos \frac{\sqrt{2} - 1}{\sqrt{2} + 1}} |\langle v_3(k), \Psi_0(k) \rangle|^2 \frac{dk}{2\pi}, \text{ for } y < 0.$$  

(17)

Here $H(y)$ is Heaviside function, which is the cumulative distribution function of $\delta_0(y)$.  

After taking derivatives of both sides of equations (16) and (17) with respect to $y$, we obtain the density (in both cases when $y \geq 0$ and $y < 0$) as follows
\[
f(y) = \frac{dP(Y \leq y)}{dy}
= \delta_0(y) \int_0^{2\pi} |\langle \psi_1(k), \widehat{\Psi}_0(k) \rangle|^2 \frac{dk}{2\pi} + \frac{1}{\pi(1 - y^2)\sqrt{2 - 3y^2}} |\langle \psi_2(k), \widehat{\Psi}_0(k) \rangle|^2_{k = \arccos \frac{y^2 + 1}{3y^2}} + \frac{1}{\pi(1 - y^2)\sqrt{2 - 3y^2}} |\langle \psi_3(k), \widehat{\Psi}_0(k) \rangle|^2_{k = 2\pi - \arccos \frac{y^2 + 1}{3y^2}}. \tag{18}
\]

Applying equations (8) and (9) to simplify equation (18), one can obtain the density function \( f(y) \) given in equation (12). □

5. Outlook

The application of MCBQW to transport for large classes of physical phenomena involving different types of networks has turned out to be successful in recent studies such as [49, 57]. Except for theorems 1 and 2 shown in this article, however, only little is known about the detailed relations between properties of underlying Markov chains and the asymptotic average probability distribution of MCBQW. Therefore, a thorough investigation of the influence of different properties of Markov chains aspects on the dynamics is clearly necessary.

Based on the studies shown above, one may proceed to investigate the things outlined below:

1. If the Markov chain is irreducible (the directed graph is strongly connected) and reversible, is the asymptotic average probability distribution of the MCBQW identical to the stationary probability of the MC? Actually, irreducibility guarantees the existence and uniqueness of the stationary distribution of MC. The condition can be relaxed; we then may restate this as a conjecture in the following manner: If the Markov chain has a unique stationary probability distribution, and is reversible, then the asymptotic average probability distribution of the MCBQW is identical to the stationary distribution of the MC.

2. If the Markov chain is irreducible, but is not reversible, then is the asymptotic average probability distribution of the MCBQW uniform?

Acknowledgments

CL thanks US Army Research Laboratory where part of this work was performed, for its hospitality and financial support. SEVA gratefully acknowledges the financial support of Tecnologico de Monterrey, Escuela de Ingenieria y Ciencias and CONACyT (Fronteras de la Ciencia—project 1007 and SNI member number 41594).

ORCID iDs

Chaobin Liu https://orcid.org/0000-0003-1827-6235
Salvador E Venegas-Andraca https://orcid.org/0000-0001-7444-4534
References

[1] Motwani R and Raghavan P 1995 Randomized Algorithms (Cambridge: Cambridge University Press)
[2] Mitzenmacher M and Upfal E 2005 Probability and Computing: Randomized Algorithms and Probabilistic Analysis (Cambridge: Cambridge University Press)
[3] Schöning U 1999 A probabilistic algorithm for K-SAT and constraint satisfaction problems Proc. of the 40th IEEE Annual Symp. on Foundations of Computer Science pp 410–4
[4] Minson S E, Simons M and Beck J L 2013 Bayesian inversion for finite fault earthquake source models I—theory and algorithm Geophys. J. Int. 194 1701–26
[5] Grady L 2006 Random walks for image segmentation IEEE Trans. Pattern Anal. Mach. Intell. 28 1–17
[6] Fama E F 1995 Random walks in stock market prices Financ. Anal. J. 51 75–80
[7] Pons P and Latapy M 2006 Computing communities in large networks using random walks J. Graph. Algorithms Appl. 10 191–218
[8] Dotu I, Cebrian M, Van Hentenryck P and Clote P 2011 On Lattice protein structure prediction revisited IEEE/ACM Trans. Comput. Biol. Bioinform. 8 1620–32
[9] Madras N and Slade G 1996 The Self-Avoiding walk (Basel: Birkhäuser)
[10] Brin S, Motwani R, Page L and Winograd T 1998 What can you do with a web in your pocket? IEEE Data Eng. Bull. 21 37–47
[11] Brin S and Page L 1998 The Anatomy of a large-scale hyperertextual web search engine Comput. Netw. 30 107–17
[12] Page L, Brin S, Motwani R and Winograd T 1999 The PageRank Citation Ranking: Bringing Order to the Web Technical Report SIDL-WP-1999-0120 Stanford University
[13] Bianchini M, Gori M and Scarselli F 2005 Inside PageRank ACM Trans. Internet Technol. 5 92–128
[14] Aharonov Y, Davidovich L and Zagury N 1993 Quantum random walks Phys. Rev. A 48 1687–90
[15] Meyer D 1996 From quantum cellular automata to quantum lattice gases J. Stat. Phys. 85 551–74
[16] Farhi E and Gutmann S 1998 Quantum computation and decision trees Phys. Rev. A 58 915–28
[17] Aharonov D, Ambainis A, Kempe J and Vazirani U 2001 Quantum walks on graphs Proc. 33rd Annual ACM STOC. ACM, NY pp 50–9
[18] Ambainis A, Bach E, Nayak A, Vishwanath A and Watrous J 2001 One-dimensional quantum walks Proc. 33rd Annual ACM STOC (New York: ACM) pp 60–9
[19] Watrous J 2001 Quantum simulations of classical random walks and undirected graph connectivity J. Comput. Syst. Sci. 62 376–91
[20] Szegedy M 2004 Quantum speed-up of Markov chain based algorithms Proc. 45th Annual IEEE Symp. on Foundations of Computer Science (IEEE) pp 32–41
[21] Childs A M, Cleve R, Deotto E, Farhi E, Gutmann S and Spielman D A 2003 Exponential algorithmic speedup by quantum walk Proc. 35th ACM Symp. on Theory of Computing pp 59–68
[22] Shenvi N, Kempe J and Whaley K B 2003 A quantum random-walk search algorithm Phys. Rev. A 67 052307
[23] Ambainis A 2004 Quantum search algorithms SIGACT 35 22–35 (News)
[24] Ambainis A 2007 Quantum walk algorithm for element distinctness SIAM J. Comput. 37 210
[25] Ambainis A 2008 Quantum random walks, a new method for designing quantum algorithms SOFSEM 2008: Theory and Practice of Computer Science (Lecture Notes in Computer Science vol 4910) (Berlin: Springer) pp 1–4
[26] Mohseni M, Rebentrost P, Lloyd S and Aspuru-Guzik A 2008 Environment-assisted quantum walks in energy transfer of photosynthetic complexes J. Chem. Phys. 129 174106
[27] Childs A M and Goldstone J 2004 Spatial search by quantum walk Phys. Rev. A 70 022314
[28] Childs A M, Schulman L J and Vazirani U V 2007 Quantum algorithms for hidden nonlinear structures Proc. 48th IEEE Symp. on Foundations of Computer Science pp 395–404
[29] Ambainis A, Kempe J and Rivosh A 2005 Coins make quantum walks faster Proc. of the 16th Annual ACM-SIAM Symp. on Discrete Algorithms (Society for Industrial and Applied Mathematics) pp 1099–108
[30] Childs A M and Goldstone J 2004 Spatial search and the Dirac equation Phys. Rev. A 70 042312
[31] Tuli A 2008 Faster quantum-walk algorithm for the two-dimensional spatial search Phys. Rev. A 78 12310
[32] Farhi E, Goldstone J and Gutmann S 2008 A quantum algorithm for the Hamiltonian NAND tree Theory Comput. 4 169–90
[33] Yang Y G, Pan Q X, Sun S J and Xu P 2015 Novel image encryption based on quantum walks Sci. Rep. 5 7784
[34] Childs A M 2009 Universal computation by quantum walk Phys. Rev. Lett. 102 180501
[35] Lovett N, Cooper S, Everitt M, Trevers M and Kendon V 2010 Universal quantum computation using the discrete time quantum walk Phys. Rev. A 81 042330
[36] Kempe J 2003 Quantum random walks—an introductory overview Contemp. Phys. 44 307–27
[37] Konno N 2008 Quantum Potential Theory (Lecture Notes in Mathematics) ed U Franz and M Schurmann (Heidelberg: Springer) pp 309–452
[38] Venegas-Andraca S E 2008 Quantum Walks for Computer Scientists (Synthesis Lectures on Quantum Computing) (San Rafael, CA Morgan and Claypool) (https://doi.org/10.2200/S00144ED1V01Y200808QMC001)
[39] Muelken O and Blumen A 2011 Continuous-time quantum walks: models for coherent transport on complex networks Phys. Rep. 502 37–87
[40] Venegas-Andraca S E 2012 Quantum walks: a comprehensive review Quantum Inf. Process. 11 1015–106
[41] Portugal R 2013 Quantum Walks and Search Algorithms (Quantum Science and Technology) (Berlin: Springer)
[42] Santos R A M and Portugal R 2010 Quantum hitting time on the complete graph Int. J. Quantum Inf. 8 881–94
[43] Grover L K 1996 A fast quantum mechanical algorithm for database search Proc. of the 28th Annual ACM Symp. on the Theory of Computing pp 212–9
[44] Santos R A M and Portugal R 2010 Quantum verification of matrix products Proc. SODA Proc. of the 17th Annual ACM-SIAM Symp. on Discrete Algorithm pp 880–9
[45] Loke T and Wang J B 2017 Efficient quantum circuits for Szegedy quantum walks Ann. Phys. 382 64–84
[46] Kadowaki T and Nishimori H 1998 Quantum annealing in the transverse Ising model Phys. Rev. E 58 5355–63
[47] Paparo G D and Martin-Delgado M A 2012 Google in a quantum network Sci. Rep. 2 444
[48] Ide Y, Konno N and Segawa E 2012 Time averaged distribution of a discrete-time quantum walk on the path Quantum Inf. Process. 11 1207–18
[49] Segawa E 2013 Localization of quantum walks induced by recurrence properties of random walks J. Comput. Theor. Nanosci. 10 1583–90 (Special Issue: Theoretical and mathematical aspects of the discrete time quantum walk)
[50] Grover L K 1996 A fast quantum mechanical algorithm for database search Proc. of the 28th Annual ACM Symp. on the Theory of Computing pp 212–9
[51] Santos R A M and Portugal R 2010 Quantum hitting time on the complete graph Int. J. Quantum Inf. 8 881–94
[52] Santos R A M 2016 Szegedy’s quantum walk with queries Quantum Inf. Process. 15 4461–75
[53] Wong T G 2017 Equivalence of Szegedy’s and coined quantum walks Quantum Inf. Process. 16 215
[54] Konno N 2008 Quantum walk based search algorithms 5th Theory and Applications of Models of Computation (Xian, April) LNCS 4978 31–46
[55] Wong T G and Santos R A M 2016 Exceptional configurations for Search by Szegedy’s quantum walks (arXiv:1610.06075)
[56] Paparo G D, Müller M, Comellas F and Martin-Delgado M A 2013 Quantum google in a complex network Sci. Rep. 3 2773
[57] Aldous D and Fill J A Reversible Markov Chains and random walks on graphs www.stat.berkeley.edu/aldous/RWG/book.html
[58] Grimmett G, Janson S and Scudo P 2004 Weak limits for quantum random walks Phys. Rev. E 69 026119
[59] Inui N, Konno N and Segawa E 2005 One-dimensional three-state quantum walk Phys. Rev. E 72 056112
[60] Falkner S and Boettcher S 2014 Weak limit of the three-state quantum walk on the line Phys. Rev. A 90 012307
[61] Inui N, Konishi Y and Konno N 2004 Localization of two dimensional quantum walks Phys. Rev. A 69 052323