MOGAN: Morphologic-Structure-Aware Generative Learning From a Single Image

Jinshu Chen, Qihui Xu, Qi Kang, Senior Member, IEEE, and MengChu Zhou, Fellow, IEEE

Abstract—In most interactive image generation tasks, given regions of interest (ROI) by users, the generated results are expected to have adequate diversities in appearance while maintaining correct and reasonable structures in original images. Such tasks become more challenging if only limited data is available. Recently proposed generative models complete training based on only one image. They pay much attention to the monolithic feature of the sample while ignoring the actual semantic information of different objects inside the sample. As a result, for ROI-based generation tasks, they may produce inappropriate samples with excessive randomicity and without maintaining the related objects’ correct structures. To address this issue, this work introduces a morphologic-structure-aware generative adversarial network named MOGAN that produces random samples with diverse appearances and reliable structures based on only one image. For training for ROI, we propose to utilize the data coming from the original image being augmented and bring in a novel module to transform such augmented data into knowledge containing both structures and appearances, thus enhancing the model’s comprehension of the sample. To learn the rest areas other than ROI, we employ binary masks to ensure the generation isolated from ROI. Finally, we set parallel and hierarchical branches of the mentioned learning process. Compared with other single image generative adversarial network schemes, our approach focuses on internal features, including the maintenance of rational structures and variation on appearance. Experiments confirm a better capacity of our model on ROI-based image generation tasks than its competitive peers.

Index Terms—Generative adversarial networks (GANs), machine learning, morphologic awareness, regions of interest (ROI)-based image generation tasks, single sample.

I. INTRODUCTION

In many interactive image generation tasks, users tend to be more interested in certain targets or objects in a given sample (i.e., regions of interest or ROI) while paying less attention to the rest areas (called background). As a kind of unsupervised model, generative adversarial networks (GANs) [1] are capable of most generation tasks, which have greatly promoted the development of many fields, such as image inpainting [2], [3], [4], image-to-image translation [5], [6], [7], [8], and image synthesis [9], [10], [11]. However, owing to their frail structures that are hard to converge, GANs heavily depend on large datasets or plenty of prior knowledge to complete their training, thus making it an obstacle for GANs to get widely utilized. In many cases, it is hard to get access to sufficient data of high quality to meet a GAN’s training needs. Under such circumstances, effectively learning robust features from a few samples (or a single sample at an extreme case [12]) has become a crucial challenge. Besides many classical tasks [13], [14], [15], [16], recently proposed models [17], [18], [19] can accomplish image generation tasks efficiently by adopting hierarchical GAN pyramid structures [20], [21], [22], [23], [24], making it possible for unconditional GANs to generate various samples based on only one image. Nevertheless, such models treat different patches of an image equally regardless of their actual semantic information. Given ROI, the models mentioned tend to generate confusing results because they neither provide any interface for users to specify objects as ROI or background nor can they guarantee that the specific objects own proper structures in their generated results. Intuitively, these models produce multiform fake samples by choosing some random patches and applying “copy-shift-paste” operations, which are quite likely to destroy the rational structures of objects inside the sample.

To overcome such deficiency, we follow the same basic precondition (i.e., rely on only one natural image) and propose a novel morphologic-structure-aware GAN named MOGAN. Our target is to acquire samples that are abundant in appearance diversities while keeping the original structures of objects inside the sample correct. Besides the image, our model takes sets of coordinates specified by users as input to distinguish between ROI and background. Inside the model, we set up two parallel branches to generate ROI and background separately, which are both organized in a hierarchical way but own different characteristics. For the ROI branch, under the premise that no extra prior data is introduced, we propose a method...
that augment the original image into different forms and such augmented data can be used to learn ample knowledge of both correct structures and morphological patterns. We design a lightweight style extraction module to learn an affine transform from such data then act on the deep features produced by the generator, thus providing a guidance for the generation process. This module can be trained end-to-end along with the whole model. For the background branch, the sample for learning is the rest of the image excluding the given ROI. We apply a binary mask to the original image to shield pixels in the position of ROI and thereby switch the task of generating a complete image to generating an image with a mask, which reduces the difficulty of generation to a certain extent.

Finally, we analyze MOGAN’s capabilities of managing different tasks, including ROI-based random image generation, image editing, and single image animation. We test and compare MOGAN with other models in terms of generated results’ quality. By analyzing results qualitatively and quantitatively, this work shows that our proposed model achieves better performance than its peers. Moreover, we investigate the effects of different components on our method’s performance by conducting several ablation experiments.

In summary, this work aims to make two novel and significant contributions to the field of interactive image generation.

1) On the condition of a single image for training, we propose a novel method for generative models to gain morphologic diversities while maintaining correct structures. It utilizes the morphologic information coming from the augmented original image and we design a lightweight style injector to inject such knowledge to the model.

2) To well accomplish ROI-based image generation tasks (generating images according to regions users are interested in), we introduce a novel model with parallel branches to handle the concurrent and separate generation of ROI and background. In this way we manage to generate various realistic images with only one image to learn from.

In addition, this work analyzes MOGAN’s abilities of managing different interactive image generation tasks, such as generating random samples based on a single image, image editing, and animation. Experiments are performed to validate that MOGAN achieves better performance on the quality of generated samples than its peers. Examples of MOGAN’s generated results are shown in Fig. 1.

The remainder of this article is organized as follows. Section II review related work. In Section III, we first make a short discussion about existing methods, then we introduce our method in detail. The experimental results are presented in Section IV, and the conclusion is drawn in Section V.

II. RELATED WORK

A. GANs for Image Processing

Deep learning methods have excellent performances in image generation and feature extraction [25], [26], [27]. Goodfellow et al. [1] proposed a GAN based on the idea of a zero-sum game. GAN has become an important branch in the area of deep learning. It has a wide range of applications in the field of image processing [28], [29], [30], [31], [32], [33]. Image generation is the most common one. For image generation tasks, the characteristic of GANs that generating based on noise makes the GANs’ generated results diverse. More and more techniques and tricks have also been proposed to enhance the stability of GANs’ training process [34], [35], [36], [37].

However, most GANs used for image generation tasks rely on specific datasets or pretrained models [20], [38].Getting GANs well-trained on specific datasets places restrictions on GANs’ flexibility for different tasks. Instead of extracting the common features of different images, this work focuses on the information contained in a single natural image.

B. Single-Image GANs

In recent years, researchers have used the information contained in a single image to build deep learning models, thereby solving the problem of inadequate training data in some cases. InGAN [39] represents the first such model that applies GANs to the processing of a single image. However, it is a conditional generative model. Its generation process requires specific images as input (i.e., mapping the image to an image), thus leading to its poor generalization and failure to generate images randomly. To overcome its drawbacks, Shaham et al. [17] proposed SinGAN. It realizes random generation based on a single image by using an unconditional generation model (i.e., mapping from random noise to an image). Hence, it is suitable for many different image processing tasks. Then ConSinGAN [18] was proposed with a series of improved techniques for training single-image unconditional GANs. HP-VAE-GAN [19] was designed for single-image video generation. But the last three models [17], [18], [19] share serious defects like excessive randomness and uncontrollability on ROI-based tasks. Compared with them, our proposed model can unconditionally generate random samples with correct structures and variable appearances based on a single image and users’ expectations. It broadens the application range of single image generation.

III. PROPOSED METHOD

Taking SinGAN [17] as an example, We first give a brief introduction to unconditional single-image GANs along with
Fig. 2. MOGAN contains two parallel hierarchical branches responsible for the generation of ROI and background. The ROI branch takes ROI cut from the original image as the training target while the background branch takes the original image with a binary mask standing for regions of background. Finally, the generated results produced from two branches can be fused into complete images which are of high quality.

a short discussion about limitations of existing methods. Then we introduce MOGAN in detail.

### A. SinGAN

SinGAN is a kind of unconditional GAN (generating samples from latent vectors). It is able to generate diverse samples from randomly sampled noise based on only one single natural image. Obeying the design of a hierarchical structure, it stacks several sub-GANs into a pyramid structure. All sub-GANs share exactly the same structure but not parameters. It takes a latent vector sampled from a Gaussian distribution along with the generated result from the previous one as input (by noting that the input of the first sub-GAN is the latent vector only). The training target of each sub-GAN is the original natural image downsampled to different sizes. Such a design makes the learning goal of the overall model gradually shift from small-scale samples which are rich in global structural information to large-scale samples which contain plenty of texture details, deepening the model’s comprehension of a given sample.

However, SinGAN’s generative process fails to distinguish between different areas or instances inside a given image. Qualitatively, the embodiment of the generated samples’ diversity seems like randomly choosing patches from the original image, copying, randomly shifting and then pasting. As a consequence, such a random copy-shift-paste type of generation is quite likely to break down an object’s structure, thereby resulting in possible irrational outcomes. In many interactive generation tasks, there are some regions in an image in which users are more interested (i.e., ROI). It is thus required for a method to generate random samples with as many changes as possible but no changes in the original semantic structures. For example, if a tree is ROI that interest users, the shape of its crown or bending angle of its trunk may change, while neither the crown nor the trunk should disappear, and the semantic structure that “the crown is above the trunk” should not change either. Such ROI-based tasks are hard for SinGAN to complete. Similarly, ConSinGAN [18] whose structure is almost exactly same with SinGAN also has poor ability upon ROI-based tasks mentioned above. HP-VAE-GAN [19] combines multiple VAEs [40] with SinGAN-like structures to achieve better performance on video-based tasks, which shares the same shortcomings as SinGAN.

### B. Proposed MOGAN

Motivated by the problems mentioned above, we introduce our MOGAN with its structure shown in Fig. 2.

**Parallel-Branch Architecture:** In our problem setting, the usable information includes a single natural image \( I \) and a set of coordinates \( ((x_{\text{min}}, y_{\text{min}}, x_{\text{max}}, y_{\text{max}})) \) provided by users to mark the region to which they pay attention. Allowing the model to deal with ROI and background areas separately leads to the problem of disentanglement. Under the circumstance that the number of learnable samples is limited to one, many existing methods of disentanglement based on extra specific prior data [41], [42], [43] are not applicable. Therefore, we use two different latent vectors marked as \( Z_a \) and \( Z_b \) to be responsible for the generation of ROI and background in turn similarly to [44] and [45]. Since our requirements for the generation of ROI and background are often different, the structures in charge of generating ROI and background should be independent of each other such that special adjustments...
A hierarchical design similar to SinGAN’s [17]. To be more specific, we organize a number of sub-GANs marked as \( I^a \) according to the coordinates mentioned above, which is the learning target of the ROI branch. The semantic structure remains correct. The results to own sufficient morphological changes under the premise that the structure remains correct. The appearances controls the style of generation through affine transforms. (b) Background branch. Generators are built based on residual blocks mainly containing two gated convolution layers. Discriminators of both branches are Markovian discriminators. Details of residual blocks in ROI branch and background branch are shown in (c) and (d), respectively.

**ROI Branch**: For this branch, we expect the generated ROI to satisfy the semantic structure inside the augmented original image along with rational semantic structures inside the augmented original images. As a guidance, such augmented data not only shows feasible changing directions about appearance but also emphasizes the structure information for the generator. Thus, during the training of each GAN, we transform \( I^a \) into different forms through regular data-augmentation methods, including random flipping (vertical and horizontal), random rotation (clockwise and counterclockwise), random scaling, and random perspective transform, which are marked as \( \psi \) in a general way. For these methods, we use the official implementations of PyTorch [48]. We find that data augmentation methods, such as [49], which may be widely used in other coefficient of variation (CV) tasks do not work in our experiments. In order to extract useful information from \( \psi(I_n^a) \), we build an extra lightweight module named a style injector which takes \( \psi(I_n^a) \) as input and outputs weight \( w_n \) and bias \( b_n \). Marking the style injector for GAN as \( \Omega_n^a \), the process mentioned can be described as the following equation.

\[
[w_n, b_n] = \Omega_n^a(\psi(I_n^a)).
\]  

(1)

Next, we apply the learned affine transform on \( G_n^a \)'s original dataflow, guiding the generator toward an expected generation direction provided by \( \psi(I_n^a) \). The learned \( w_n \) will be multiplied...
TABLE I
MAIN TRAINING PROCESSES OF THE ROI BRANCH AND THE BACKGROUND BRANCH

Algorithm 1 The main training processes of a ROI branch. Hyperparameters includes: The scales of the pyramids, N.

Initialize:
- Crop and scale the image pyramids \( \{I_0, \ldots, I_N\} \).
- Sample N noises \( \{Z_0, \ldots, Z_N\} \).
- Organize the GAN pyramids \( \{GAN_0, \ldots, GAN_N\} \).
- Initialize the original image input \( I_N \) as 0.

Training:
for n in N scales do
- Use the randomly selected data augmentation method \( \varphi \) to augment \( I_n \).
- Train the sub-GAN \( GAN_n \) with \( Z_n, I_n, \varphi(I_n) \) as the inputs.
- \( \tilde{I}_n \leftarrow \text{The output of the trained generator inside the sub-GAN } GAN_n \).
end for

Algorithm 2 The main training processes of a background branch. Hyperparameters includes: The scales of the pyramids, N.

Initialize:
- Crop and scale the image pyramids \( \{I_0, \ldots, I_N\} \).
- Sample N noises \( \{Z_0, \ldots, Z_N\} \).
- Organize the GAN pyramids \( \{GAN_0, \ldots, GAN_N\} \).
- Initialize the original image input \( I_N \) as 0.

Training:
for n in N scales do
- Train the sub-GAN \( GAN_n \) with \( Z_n, \tilde{I}_n \) as the inputs.
- \( \tilde{I}_n \leftarrow \text{The output of the trained generator inside the sub-GAN } GAN_n \).
end for

Fig. 4. Details of a style injector. It is a lightweight encoder essentially, which contains two bypasses producing a weight and a bias, respectively. Taking the augmented original image as the input, it controls the changing direction of the generator’s dataflow through affine transforms.

The entire generation process can be expressed as

\[
\tilde{I}_n = \begin{cases} 
G_n^\omega(Z_n, \varphi(I_n^\omega)), & n = N \\
G_n^\omega(Z_n^\varphi, \varphi(I_n^\varphi), \{I_{n+1}^{\text{upsample}}\}), & n < N.
\end{cases}
\]  

(2)

Now that we have brought in more information which may not only lead to better training results but confuse the generator as well. We then consider a more robust design for \( G_n^\omega \).

Moreover, we have noticed relative methods, such as [57] and [58], which augment the input data of the discriminator. We next explain the major difference between our method and theirs. In both [57] and [58], the main obstacle to conquer is the lack of training data, which leads to the severe overfitting of the discriminator and the bad quality of generated samples (e.g., artifacts) in the end. So these methods apply data-augmentation to the discriminator’s inputs in order to emphasize the same label information (real or fake) over different patterns of samples, just like other CV tasks, such as image classification. However, in our case, we aim to fetch the rich morphological information from the augmented data instead of the labels. According to methods like AdaIN in [20] and [59], such information can be properly expressed in the form of affine transforms. Hence, we believe that it is reasonable and essential to set a model to extract such affine transforms.
of AdaIN-style methods is their better interpretability and controllability, i.e., we can change the values of the learned affine transforms to change the generated samples directly, while diff-augmentation like [57] and [58] cannot.

As for other structure and training details of the ROI branch, $D^n_r$ is a Markovian discriminator [8], [60] with a fully convolution structure. For the discriminators, besides the traditional adversarial loss marked as $L_{GAN}$, we use WGAN-GP loss [61] marked as $L_{WGAN-GP}$ to stabilize $D^n_r$’s training process. The traditional GAN loss can be expressed as

$$L_{GAN}(G, D) = \log[D(x)] + \log[1 - D(G(z))].$$  \hspace{1cm} (3)

WGAN-GP loss can be expressed as

$$L_{WGAN-GP} = \left( \left\| \nabla_{\tilde{I}} D(\tilde{I}) \right\| - 1 \right)^2.$$  \hspace{1cm} (4)

The final loss function for the discriminators can be expressed as

$$L_D = L_{GAN}(G^n_r, D^n_r) + \lambda L_{WGAN-GP}(D^n_r).$$  \hspace{1cm} (5)

For $G^n_b$, besides traditional adversarial loss, we choose mean squared error (MSE) and cosine distance together as a loss function. They measure the similarity between $\tilde{I}_a$ and $I^n_b$ in different aspects: cosine distance marked as $L_1$ emphasizes the coherence of global direction and may tolerate local structure difference to some extent. It can be described as

$$L_1 = 1 - \cos(\tilde{I}_a, I^n_b).$$  \hspace{1cm} (6)

MSE marked as $L_2$ requires pixel-level consistency to restrain $G^n_b$ from generating bad texture futures. It can be described as

$$L_2 = \left\| \tilde{I}_a - I^n_b \right\|^2.$$  \hspace{1cm} (7)

The final loss function for the generators can be expressed as

$$L_G = L_{GAN}(G^n_r, D^n_r) + \alpha L_1(G^n_b) + \beta L_2(G^n_b).$$  \hspace{1cm} (8)

Background Branch: Actually, background regions of different samples may vary considerably in complexity. In other words, some samples may own extremely simple background even pure color while others may contain various disparate instances. Since users are less interested in the background, we expect background generation to maintain the global uniformity primarily while making changes in a few local patches, thus no need to introduce extra modules like a style injector into background generation. It does not mean it is unnecessary for the generated background to change. For some tasks like image-manipulating task, we believe that only changes in ROI are needed. However, ROI-based tasks also include certain tasks like the data augmentation task where changes of the background are expected: samples with diversity in both ROI and background are more beneficial for the following CV tasks than those with diversity in only the ROI part. We aim to make our method more general for ROI-based tasks and we believe our “two-branch” idea gives a more proper way.

To isolate the influence of ROI, we apply a binary mask to $I$ and mark the result as $I_b$. Similar to methods of ROI, we organize another GAN pyramid [GAN$^b_0$, ... , GAN$^b_N$] along with an image pyramid [$I^b_0$, ..., $I^b_N$], where $I^b_n$ becomes the training target of GAN$^b_n$. Note that because areas inside the mask will eventually replaced by the generated results of the ROI branch, the generated results of the background branch just need to hold the origin mask and make changes in the rest part of the sample. The general training process of the background branch is shown in Table I. Similar to the ROI branch, the generation process can be described as

$$\tilde{I}_n^b = \left\{ \begin{array}{ll}
G^n_b(Z_n), \\
G^n_b(Z_n, (I^n_b \uparrow \text{upsample})), & n < N
\end{array} \right\} \quad (n = N). \quad (9)
$$

For the generator in GAN$^b_n$ marked as $G^n_b$, we adopt a similar residual-type of design as mentioned in the ROI’s branch but replace all the convolution layers and deformable convolution layers with gated convolution ones [62]. This enables the model to learn the soft mask while learning the pixels outside the mask. Similarly, we still use combinations of InstanceNorm-LeakyReLU layers. Other training details, including loss functions and structures of discriminators, are as same as the ROI branch’s. Details of GAN$^b_n$ are shown in Fig. 3(b) and (d). Note that “GConv” means a gated convolution layer, “CA” means a channelwise attention layer, “IN” means an instance normalization layer and “LR” means a leaky-ReLU layer.

Training Details: For both ROI branch and background branches, we use the Adam optimizer [63] with $\beta_1 = 0$ and $\beta_2 = 0.99$. The learning rate of every generator and discriminator in both branches is set to 0.0003. For the loss function of all generators in the ROI branch, $\alpha$ is set to 50 but $\beta$ varies according to different scales: for coarse scales (such as scale $N$ and $N-1$), $\beta$ is set to 10; for other scales, $\beta$ is set to 5. As for generators in the background branch, $\alpha$ is set to 50 and $\beta$ is set to 10 for all scales. In both branches, $\lambda$ is set to 1 for all discriminators. We stack three ResBlocks in all generators and five convolution layers in all discriminators. We use the traditional padding way, which pads the feature map along with each convolution layer.

IV. EXPERIMENTAL RESULTS

We first explain MOGAN’s abilities of managing different ROI-based generation tasks along with revealing some of the results. Next, we compare the performance of our model with its peers’ qualitatively and quantitatively. Finally, we validate the effectiveness of our model’s components through an ablation study.

A. Applications

Generating Random Samples: To generate random samples from noise through training against a single natural image is one of the basic capacities of our model. Samples randomly generated by our model are listed in Figs. 1 and 5 which contain diverse kinds of images that our model has enough robustness against samples of different styles and topics. Qualitatively, the generated outcome of ROI has kept a reasonable structure by comparing it with the original image’s. In the meantime, ROI generated results get visible diversification on appearance, such as shape and posture. As for backgrounds, the generated results exhibit smooth changes in
local parts and retain the global layout similar to the original sample’s. Note that the model shows the prominent effects on samples that have more freedom degrees to change on appearance. As for samples with a solid structure which is hard to change, the effects seem to reveal in the aspects of postures.

It is worth noting that, we use the raw augmented data (not well pretrained models or any other specific prior knowledge
as required by some existing methods [9]) to enhance structure awareness. However, the raw data contains strong noise as described in Section III-B. Injecting such noise into the model may disturb the training and cause blur results. As a result, intuitively, we may find artifacts in the generated results. It is unavoidable to an extent and a kind of tradeoff in our opinions. To address this issue, we reason that it would help if limiting the effects of the style injecting, e.g., multiplying factors on \( w \) and \( b \) produced by the style injector before they are applied to the model. Specifically, \( w \) and \( b \) are a set of coefficients for affine transformations. Given a set of affine transformation coefficients \( (w, b) \), given an input \( x \), the output \( y \) can be obtained by \( y = w \ast x + b \). In our method, \( w \) and \( b \) are learned by the style extractor, a neural network module, in the end-to-end training process of the whole network. Specifically in Fig. 3, the affine transform block has the following changes: the tensor \( x \) from the previous block is transformed \( (w, b) \) from the output of the upper style extractor (orange block) in the affine transform block to output \( y \), which is passed to the next block. Therefore, it is not difficult to think that if \( w \) is limited near 1 and \( b \) is limited near 0, the value of the output \( y \) will be similar to the value of the input \( x \), thus limiting the effect of affine transformation coefficient \( (w, b) \) to a certain extent. Another helpful way to limit the effects of the style injecting is setting more ResBlocks between every two affine transforms.

Moreover, Samples which our method may not handle well are those samples whose ROIs’ shapes are too regular to make morphological changes. On such samples, some of the augmentation methods can only produce few changes. For these samples, the discriminator is very likely to overfit on the real sample and cannot produce efficient grads for the generator to update, thus resulting in artifacts and blur. On the contrary, when the semantic structures of the samples come to be more complex, then this problem can be mitigated.

**Editing:** To select some of the patches and paste them onto the other location of the original image, then output a harmonious result. We notice the target of image editing tasks exactly fits the capacity of our model. To perform editing, we take the image pasted with edited patches as the input of a style injector. In this way, the edited information works similarly to the augmented data. For more details, we first train an MOGAN’s ROI branch against the original image without the edited patches. Then we freeze all trainable parameters of the model, input the image with edited patches to the style injector and start a forward process of the model. In this way, we expect the generated samples to retain reasonable structures and smooth texture in the blending area of the raw edited sample.

**Single Image Animation:** To generate a short video based on a single image, which is an extension of the ability of random image generation. For MOGAN, after being well-trained on a certain sample, we fix an input noise and gradually modify the effect of data-augmentation. For example, we adjust the angle of rotation with the stride of 0.5° from the original pose to rotating 30° clockwise, and then we get 60 generated samples which are produced by a gradually changing data-augmentation method. The samples themselves are changing gradually, too. In this way, we can obtain a number of generated results that change smoothly and organize them into the form of video.

**Data Augmentation:** To generate more images based on a given image, requiring newly generated images share the same label with the given image but have lots of diversities. The proposed method is fully competent for data enhancement of other computer downstream visual tasks. In principle, the new images produced by our method can retain exactly the same semantic information as the provided samples, which means that the countless new samples generated have the same label information as the provided single samples; The new samples produced at the same time will be sufficiently diverse. This is fully in line with the requirement of data enhancement task: data expansion based on given data, so that the expanded new data has constant label information and richer representation.

**B. Comparison**

We make a comparison among the state-of-the-art models based on a single image. Figs. 6 and 7 show the
the 100 generated samples, we first calculate the CV of the deviation value by the mean of the samples. Specifically, over the CV, which is calculated via dividing the standard deviation value by the mean of the samples. Moreover, we calculate the diversity following the method of MOGAN are more vivid on the edges of the edited patch than others. The texture of MOGAN's generated results is finer than its competitive peers'.

Comparison results of randomly generating tasks and editing tasks, respectively.

Qualitatively, for the randomly generating task, SinGAN and other related models have the similarity in treating samples as a whole. They tend to equally deal with all objects inside as analogical patches regardless of their different importance and semantic information, which results in blurry and ambiguous results. But our model manages the problem very well by setting two parallel branches and generating ROI and the background separately. Next, we take samples that only contain ROI as the training targets and conduct experiments again. From the results, we can find that outcomes of the other models always get stuck in two situations: 1) overfitting (excessively similar to the training target) or 2) meaningless (structure of objects being destroyed). The basic reason of such results is that such models lack a proper guidance for added noises. Restrained by MSE, the noise in the end either affect the texture slightly, which makes the result seem like overfitting, or affect the structure which deforms the related objects too much. On the contrary, our model preserves the original structure to a large extent while making various changes emerging on the object owing to the style injector. Qualitative experiments in this article are mostly conducted on the Unsplash dataset due to its high quality. Note that we have not compare the generated results of background because each sample in both datasets has a clear topic and is open-source. They are more suitable for ROI-based tasks than the Places365 dataset and Berkeley Segmentation dataset which are claimed and used in the SinGAN paper, because each sample in both datasets has a clear topic and is easy to assign ROIs. Scores of different models are recorded in Table II. Coinciding with the qualitative analysis, our model has achieved better performance than its peers given the same samples. When trained against the whole image, the other three models get higher-diversity scores than ours while their SIFID and GQI are lower due to their chaotically generated results. When trained against ROI only, SinGAN produces overfitting results, thus increasing its SIFID and GQI while reducing the diversity to a large extent. ConSinGAN and HP-VAE-GAN continue to generate meaningless images with high diversity but low quality. Our MOGAN’s results are both diverse and realistic. Besides, GQI goes up when training on ROI only because of the lower difficulty. For our model, the diversity is lower for the whole image owing to the globally similar backgrounds. Another quantitative experiment is performed by using AMT realness score as the metrics. We have conducted the AMT metric on two settings: 1) paired (real-versus-fake image pairs are shown) and 2) unpaired (either fake or real image is shown). 1) Paired (Real-Versus-Fake): presenting the test workers with 50 pairs of images, in each of which a fake image (generated by MOGAN) is shown against its real background. Another quantitative experiment is performed by using AMT realness score as the metrics. We have conducted the AMT metric on two settings: 1) paired (real-versus-fake image pairs are shown) and 2) unpaired (either fake or real image is shown). 1) Paired (Real-Versus-Fake): presenting the test workers with 50 pairs of images, in each of which a fake image (generated by MOGAN) is shown against its real training image for one second and 2) Unpaired (Either Real or Fake): presenting the test workers with a single image for one second, and asking them if it is fake. The total number

| Metrics            | SinGAN [17] | ConSinGAN [18] | HP-VAE-GAN [19] | MOGAN (Ours) |
|--------------------|-------------|----------------|-----------------|--------------|
| SIFID (whole)      | 0.72        | 0.63           | 0.61            | 0.22         |
| Diversity (whole)  | 0.42        | 0.49           | 0.51            | 0.20         |
| GQI (whole)        | 0.58        | 0.78           | 0.84            | 0.91         |
| SIFID (ROI-only)   | 0.19        | 0.59           | 0.56            | 0.11         |
| Diversity (ROI-only) | 0.21       | 0.51           | 0.50            | 0.39         |
| GQI (ROI-only)     | 1.11        | 0.86           | 0.89            | 3.55         |
TABLE III
SCORES OF AMT REALNESS TESTS ON SAMPLES GENERATED BY SinGAN [17], ConSinGAN [18], HP-VAE-GAN [19], AND Mogan

| Metrics               | SinGAN [17] | ConSinGAN [18] | HP-VAE-GAN [19] | Mogan (Ours) |
|-----------------------|-------------|----------------|----------------|-------------|
| AMT (whole, paired)   | 21.92±1.4%  | 23.07±1.4%     | 24.84±1.3%     | 31.18±1.2%  |
| AMT (whole, unpaired) | 32.33±1.1%  | 37.25±1.4%     | 35.70±1.1%     | 44.66±1.1%  |
| AMT (ROI, paired)     | 25.49±0.4%  | 30.62±0.5%     | 29.11±0.6%     | 35.90±0.7%  |
| AMT (ROI, unpaired)   | 38.35±0.4%  | 40.84±0.2%     | 41.32±0.3%     | 47.26±0.5%  |

Fig. 8. Results of an ablation study. It is clear that a style injector plays an important part in generating diversely. Deformable convolution and channel attention both make the results refiner. Gated convolution enables the model to handle data with masks.

of test images is 100. True and fake samples each account for half of them. For AMT scores, 50% means the best-generation qualities: fake samples are so realistic that the scores are close to random guessing. Obviously, the AMT scores conform to the qualitative results. The results of AMT scores can be seen in Table III.

Particularly, for SinGAN, users may start generating from a finer scale to get samples with less diversities but far more stable structures, which can be expressed as SinGAN’s low-diversity mode. However, for SinGAN, generated samples that come from a finer scale ONLY have diversity in the field of texture. We think that for SinGAN, there is a severe tradeoff between the diversity and stability of structures. For SinGAN, we can either get diverse but meaningless samples or get stable samples with changes sometimes quite hard to find. Compared with SinGAN’s low-diversity mode, our method succeeds in generating samples with both diverse shapes and different details of texture. More importantly, our results maintain stable and correct semantic structures.

The diffusion model [69], [70] is a paradigm that has received a lot of attention recently in the field of image generation. The diffusion model adopts the method of gradually adding noise and de-noising, and relies on a robust reconstruction loss to learn the representation contained in image samples, so it can generate fairly high-quality samples. There is also some recent work based on diffusion models, which can only rely on a single sample or even zero sample to complete image generation [71], [72]. But there are two essential differences between these approaches and ours: first, the above method adopts the adding noise and de-noising strategy of diffusion model to complete the training, and adopts the iterative method to gradually restore a clean sample from a random sampled noise or a mixed result of a sample and noise. This means that the above methods are multistep and uncontrollable in generating the image. Multistep process means that if the same sample is generated, the complexity of diffusion model method is several times that of single-step generation (such as unconditional GAN adopted in our method), which greatly reduces the efficiency of the whole pipeline when the sample size is large; Uncontrollability means that random noise is introduced in the forward process of diffusion model to provide image details, which means that these methods cannot guarantee the semantic information in the generated samples is completely consistent with the provided samples, and the uncontrollability problems caused by such randomness are completely solved in our method. Second, in the above methods, the methods to complete image generation based on single sample or zero sample completely rely on prior knowledge pretrained in a specific field, while our method really only relies on a single sample and does not require any other prior knowledge. Therefore, in summary, although the diffusion model has replaced GAN and become the SOTA in the current field of image generation, we believe that the method proposed by us is optimal in the task of rapid and efficient diverse-image generation without relying on other priors and only relying on single samples.

C. Ablation Study

To analyze our design’s impact on the generation process, we take SinGAN as the baseline and conduct ablation experiments on two branches separately. The qualitative results are described in Fig. 8 and quantitative ones are in Table IV. Quantitative results shown in the table indicate the same conclusion as Fig. 8.
For the ROI branch, improvements we make onto a structure include i) deformable convolution layer; ii) channel attention layer; and iii) style injector. The effects on the generated results after removing certain design methods can be seen in Fig. 8. Note that “-” means that the method is disabled and “removing deformable convolution layer” means replacing it with a full convolution layer. Obviously, the style injector plays an important role in generating diversely as models without it induce overfitting. Deformable convolution and channel attention layers both prevent the results from strong noise and stripes to a large extent, while the former plays a more effective role.

For the background branch, we introduced 1) gated convolution layers and 2) channel attention layers. We take away modules or methods above in turn and record the effects on the generated results in Fig. 8. Similarly, “removing gated convolution layer” means replacing it with a full convolution layer. The results suggest that without gated convolution layers, the model will treat the mask as an object of certain semantic information. Thus, gated convolution layers enable the model to handle masks which isolates background from ROI. Channel attention layers make the training more stable.

V. CONCLUSION

We have introduced MOGAN, an unconditional generative model to generate random samples based on only one natural image. The generation results from our model can maintain correct structures and exhibit plenty of diversity in appearance, which is the main improvement over other recent models. As demonstrated by our experiments, MOGAN can produce samples of high quality over different kinds of images. Our future work intends to handle samples with multiple ROIs, and to guide the generated results of ROI and background to cohere with each other. Another one is to embed some recent optimization methods [73], [74] into MOGAN to make it more powerful.
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