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An exciton is an electron-hole pair bound by attractive Coulomb interaction. Short-lived excitons have been detected by a variety of experimental probes in numerous contexts. An excitonic insulator, a collective state of such excitons, has been more elusive. Here, thanks to Nernst measurements in pulsed magnetic fields, we show that in graphite there is a critical temperature \( T = 9.2 \) K and a critical magnetic field \( B = 47 \) T for Bose-Einstein condensation of excitons. At this critical field, hole and electron Landau sub-bands simultaneously cross the Fermi level and allow exciton formation. By quantifying the effective mass and the spatial separation of the excitons in the basal plane, we show that the degeneracy temperature of the excitonic fluid corresponds to this critical temperature. This identification would explain why the field-induced transition observed in graphite is not a universal feature of three-dimensional electron systems pushed beyond the quantum limit.

Excitonic insulator | Bose-Einstein condensation | critical point | high-magnetic-field-induced transition

A macroscopic number of non-interacting bosons condense to a single-particle state below their degeneracy temperature \( T = \frac{\hbar^2}{2m^*n} \). This phenomenon, known as the Bose-Einstein condensation (BEC) of bosons was unambiguously detected in ultra-cold atomic gases \( T = \frac{\mu}{\hbar}K \), and dilute cold atoms, which display BEC features below 0.1 K. The difference in critical temperature reflects what is expected by Eq. 1. Denser fluids and lighter bosons have higher \( T_{\text{BEC}} \).

The possible occurrence of BEC for excitons [bosonic pairs of electrons and holes \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \)] has become a dynamic field of research in the past couple of decades \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \). Individual excitons have been observed in semiconductor heterostructures stimulated by light creating electrons and holes in equal numbers. However, such excitons are ephemeral entities. The emergence of a collective state of spontaneously created excitons was postulated in the context of semimetal-to-semiconductor transition \( T = \frac{\mu}{\hbar}K \) and was dubbed an excitonic insulator (EI).

Condensation of excitons into a collective and thermodynamically stable state \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \) would require three conditions: 1) a sufficiently large binding energy; 2) a lifetime exceeding the thermalization time and 3) a concentration high enough to allow a detectable degeneracy temperature. An independent issue is the identification of such a state in distinction from other collective electronic states of quantum matter. In the case of bulk 1T-TiSe\textsubscript{2}, scrutinizing the plasmon dispersion has revealed a signature of EI unexpected in the alternative Peierls-driven charge density wave (CDW) \( T = \frac{\mu}{\hbar}K \). Other indirect signatures of BEC transition have been reported in two-dimensional systems, such as quantum wells \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \), graphene \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \), and transition metal dichalcogenides heterostructures \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \).

Here, we present the case of graphite subject to strong magnetic field where the existence of a thermodynamic phase transition is established \( T = \frac{\mu}{\hbar}K \). We will show that a magnetic field of 47 T provides all necessary conditions for the formation of a BEC of excitons. At this field, the gap between the two penultimate Landau subbands vanishes. One of these subbands is electron-like and the other is hole-like. The combination of vanishing gap and the large density of states (DOS) at the bottom and top of the bands permits the formation of excitons. We will show that the mass and the density of these excitons is such that they should become degenerate below a critical temperature of the order of 9.2 K. As the temperature is lowered, this collective state survives in a narrow field window, which widens with cooling at the lower end but not at the upper end of this window. The BEC scenario provides an explanation for this contrast. Increasing the field destroys the thermodynamic stability of electron-hole pairs. Decreasing it, on the other hand, leads to a reduction of the degeneracy, gradually pulling down the critical temperature. Questions which remained unanswered in the CDW scenario for this phase transition \( T = \frac{\mu}{\hbar}K \) find answers by this identification.

Graphite is a semi-metal with an equal density of electrons and holes \( n = p = 3 \times 10^{18} \text{ cm}^{-3} \). Above the quantum
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limit of 7.4 T, electrons and holes are both confined to their lowest Landau levels (23, 24), which are split to two spin-polarized subbands. A rich phase diagram consisting of distinct field-induced phases emerges above ~20 T, which was documented by previous studies (25–28). Our focus, here, is the identification of the peak transition temperature as the cradle of the excitonic instability.

Theoretical calculations by Takada and Goto (21, 29), based on the SWM model (30, 31) of band structure and including self-energy corrections, predicted that the electron spin-up and the hole spin-down subbands simultaneously cross the Fermi level at ~53 T. The first result of the present study is to confirm such a simultaneous crossing of the two subbands occurring at a slightly different field, namely 47 T, and its coincidence with the peak critical temperature of the field-induced phase.

Fig. 1 presents a sketch of the proposed scenario. As the magnetic field increases, the gap between the spin-up subband of electrons and the spin-down subband of holes changes sign. At a critical field of 47 T not only the gap vanishes but also the two subbands empty. For fields exceeding 47 T, the formation of electron-hole pairs costs a finite energy. When the field sufficiently larger than 47 T, electron-hole pairs break up. Tuning down the temperature, on the other hand, will increase the thermal de Broglie wavelength. The BEC condensation will occur when the exciton wavelength becomes comparable to the interexciton distance d and BEC of exciton occurs.

First of all, the peak near 47 T is the only one detected up to 60 T. This indicates that the evacuation of the two Landau subbands occur simultaneously. In other words, the separation in magnetic field is too small to be detected by experiment. This interpretation is consistent with the vanishing Hall conductivity observed near 47 T(37).

The second observation is that this peak suddenly splits to two distinct anomalies when T < 9.2 K (See Fig. 2, B, D, E). Finally, it is remarkable that the Nernst peak disappears for T > 35 K (See fig. 2C). This temperature dependence allows us to quantify the high-field effective mass.

Fig. 3 compares the temperature dependence of the Nernst peaks near 8 T and near 47 T. What sets the thermal evolution of the amplitude of a quantum oscillation is the effective mass and the B/T ratio. The heavier the electrons, the faster the decay of the oscillating signal with warming. The larger the B/T ratio, the slower the decay. In this context, it is striking to see that the high-field peak vanishes faster with warming than...
the low-field one. Quantitatively, using the Lifshitz-Kosevich formula for thermoelectric quantum oscillations, $\Omega(T)_{osc} \propto [\alpha X \coth(\alpha X) - 1]/\sinh(\alpha X)$ (38, 39), where $\alpha = 2\pi^2 k_B/e\hbar$ and $X = m^* T/B$, we find that the effective mass $m_{x,T}^* = 0.48 m_0$ and $m_{y,T}^* = 0.05 m_0$ (Fig. 3B), where $m_0$ is the bare electron mass. The low-field value is consistent with the mass extracted from Shubnikov-de Haas measurements (18). Thus, there is a 10-fold field-induced enhancement in cyclotron mass of carriers. Note that recent specific heat measurement (40) find a field-induced enhancement of the DOS.

BEC occurs when the interboson distance falls below the thermal de Broglie wavelength. In liquid $^4$He, for example, the interatomic distance is 0.358 nm and the thermal de Broglie wavelength can be estimated taking the mass of each He atom. The two length scales become equal at 5.9 K. The BEC condition which corresponds to $d_{\text{exciton}} = \Lambda_{\text{exciton}}/1.38$ (4) occurs at 3.1 K (41) to be compared with the superfluid critical temperature (2.17 K). The difference can be quantitatively explained by taking to account interactions, which lead to an effective mass larger than the bare mass (42).

In our case, the interexciton distance and the de Broglie length are both anisotropic. According to the most extensive set of de Haas-van Alphen data (24), the radius of Fermi surface along the $c$-axis is seven to nine times longer than in the basal plane. The effective mass is also very anisotropic and the ratio of out-of-plane to in-plane masses is estimated to exceed 90 (31). In the basal plane, the two relevant length scales can be estimated unambiguously. The frequency of quantum oscillations yields the interparticle distance in the basal plane, which is 18 nm for both electrons and 21 nm for holes (Table 1). Thus, the interexciton distance in the basal plane is $d_{\text{exciton}} = 19.5 \pm 2$ nm. The exciton mass would be twice the cyclotron mass resolved at 47 T, therefore, $m_{\text{exciton}} = 0.96 m_0$. Using these numbers, one finds that the BEC condition $d_{\text{exciton}} = \Lambda_{\text{exciton}}/1.38$ (4) is satisfied when
$T = 8$ K. This is remarkably close to the critical temperature of 9.2 K detected by our experiment. As seen in Fig. 4C, in graphite, the two length scales are two orders of magnitude longer than in $^4$He and in both the experimentally observed critical temperature is close to where the BEC expected.

In a compensated semimetal, charge neutrality does not impede a concomitant evolution of the density of electrons and holes with increasing magnetic field across the quantum limit. This is indeed what happens in semimetallic bismuth at high magnetic fields: at 30 T, the carrier density increases to more than five times its zero field value (43). However, this is unlikely to happen in graphite because of its band structure (30, 31) (see Fig. 4A, B). When carriers are confined to the lowest Landau subbands, the DOS steadily increases due to the degeneracy of Landau levels. In a compensated metal, this can occur either by an enhancement in the concentration of electrons and holes, by an enhancement in mass, or a combination of both. Now, in graphite (in contrast to bismuth), electron and hole ellipsoids are aligned parallel to each other and their dispersion is similar. Moreover, and crucially, both electron and hole bands are half-filled along the $k_z$ axis. As a result, the room for any significant modification of the Fermi wave-vector along the orientation of magnetic field and a change in carrier density is small. Thus, our analysis safely assumed that carrier density does not change between 7 T and 47 T.

![Table 1. The de Haas-van Alphen Effect frequencies, $F_n$, for holes and electrons in graphite with magnetic field along the c-axis (24).](image)

Table 1. The de Haas-van Alphen Effect frequencies, $F_n$, for holes and electrons in graphite with magnetic field along the c-axis (24). The left (low-field) boundary evolves to a mean-field expression for vector along the orientation of magnetic field and a change This allows the quantification of the areas of extremal orbit, $A_{\lambda^1}$, the electronic wavelengths, $\lambda_{\perp c}$, the inter-particle distances, $d_{\perp c}$ by using $d = \frac{\lambda_{\perp c}}{2\pi}$, assuming that the hole and electron Fermi surfaces are cylinders. The deviation caused by their elongated ellipsoid geometry is small.

The boundaries of the EI phase shown in Fig. 4D are strikingly similar to the theoretical expectations (8, 44). The left (low-field) boundary evolves to a mean-field expression for critical temperature $T_c(B) = T_c^0 \exp(-\frac{B}{B_c^0})$, which is a BCS-type formula $k_B T_c(B) = 1.14E_F \exp(-\frac{B}{B_c^0})$ (18, 45) and the evolution of the DOS with magnetic field governs the evolution of the phase transition. This expression fails as the critical point is approached, leading to saturation of the critical temperature. In contrast, on the right (high-field) side, the destruction of the field-induced state is abrupt and the critical temperature is pinned to a magnetic field of 53 T. This field does not correspond to the evacuation of any Landau level, as shown by the absence of any anomaly in our data. In the BEC scenario, it corresponds to the unbinding of the electron-hole pair by magnetic field (see the sketches in the Fig. 4D).

Note that only at $B = 47$ T the critical temperature corresponds to the degeneracy temperature of excitons and the transition is, strictly speaking, a BEC condensation. When the magnetic field exceeds 47 T, the exciton binding energy becomes lower than the band gap and the order is destroyed by unbinding. On the other hand, decreasing the magnetic field diminishes the DOS, the screened Coulomb attraction between electrons and holes and the transition occurs well below the degeneracy temperature.

A BEC picture of field-induced phase transition would explain its presence in graphite in contrast to its absence in other semimetals pushed beyond the quantum limit (46). While the one-dimensional spectrum is a generic feature of the three-dimensional electron gas confined to its lower Landau level, exciton formation is not. In most semimetals with heavy atoms, the electric permittivity is large. Therefore, Coulomb attraction between holes and electrons is attenuated, hindering the formation of excitons. The electric permittivity in bismuth, for example, is twenty times larger than in graphite (see the supplement for more discussions (35)). Another difference between graphite and bismuth is the evolution of mass and carrier density across the quantum limit. The unavoidable enhancement in DOS due to Landau level degeneracy leads to an increase in carrier density in bismuth and an increased mass in graphite. As a consequence, the latter becomes a strongly correlated electron system at high magnetic fields.

One open question is the origin of the larger Nernst signal in the EI state in the vicinity of the critical point. Any quantitative analysis, however, requires a more complete set of data in order to quantify the magnitude of the transverse thermoelectric conductivity $\alpha_{xy}$, whose amplitude reflects the ratio of entropy to magnetic flux (32, 47). Availability of DC fields above the present ceiling of 45 T would lead to multiprobe studies of the critical point unveiled by the present study.

In summary, we carried out pulsed-field Nernst measurements in graphite up to 60 T. We found a 47 T anomaly in the Nernst response and identified it as the result of the simultaneous evacuation of two Landau subbands, an electron-like and a hole-like one. The Nernst anomaly suddenly bifurcates to two distinct anomalies marking the boundaries of the field-induced state below 9.2 K. We showed that the BEC condensation temperature of excitons is expected to occur close to this temperature.

### Materials and Methods

#### Samples

The Kish graphite samples we used in the experiment were obtained commercially. The summary of sample information are listed in the following table:

| Sample | Type | Dimension (mm$^3$) |
|--------|------|-------------------|
| K1     | kish| $1 \times 0.95 \times 0.04$ |
| K2     | kish| $0.95 \times 0.9 \times 0.02$ |
| K3     | kish| $1.1 \times 1.2 \times 0.06$ |

Table 2. A description of the samples used in this study.

The Nernst Measurement under Pulsed Field. The measurement of Nernst effect under pulsed field was performed in WHMFC in Wuhan. The signal was recorded by high-speed digitizer PXI-5922 made by National Instrument running at 2 MHz rate. More detailed information to obtain the authentic Nernst signal is provided in the SI Appendix.

**Data Availability.** All data are made available within the article or SI Appendix.
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S1. The Nernst Measurement under Pulsed Field

The Nernst effect under pulsed field was performed in WHMFC in Wuhan. The signal was recorded by high-speed digitizer PXI-5922 made by National Instrument running at 2 MHz rate.

![Diagram](image)

**Fig. S1.** The R-T curves of the two chip resistors used as temperature calibration in the Nernst measurements for K3.

The Fig. S1 shows the temperature dependence of resistance of the two chip resistors used to measure temperatures and temperature differences. Before measuring the calibration curves, the chip resistors were worn as thin as possible and trained several times in liquid nitrogen to stabilize the chip resistors. The resistors then were cooled down and calibrated to a known thermometer.

To produce a large thermal gradient and reduce the eddy current effect, the samples were suspended on two types of insulator supports (See Fig. S2A). The heat sink was made of a good thermal conductor: sapphire (Al2O3) and the heat source side was made of a bad thermal conductor: Nylon. Two RuO2-type chip resistors R1 and R2 were mounted on two sides of sample with silver paint to measure T1 (the heat sink side) and T2 (the heat source side), which are served as heater also thermometer. Before the Nernst effect measurement, the resistances of the resistors were calibrated up to 250 K (See Fig. S1). During the measurements, the whole system was regulated at desired temperatures. To prevail background signal, the temperature differences had to be large around 4 K in whole measurements. The estimated sample temperature was calculated by Tave = (T1 + T2)/2 shown in the Fig. S2B. However, the actual temperature below 9.2 K was calibrated by the transition field of α(1) without heating during a pulsed field and it is proved to be quite accurate from the sharpness of the rising at α and falling at α’ instead of broad shapes. This temperature is close to the estimated temperature from thermometers on the setup. To reduce the loop signal caused by large dB/dt, 20 μm diameter twisted enameled copper wires were connected to transverse laterals of sample to measure Nernst signal. The photograph in Fig. S2C shows the actual setup. An in-plane thermal gradient was established before applying pulsed field along the c-axis of sample.

Fig. S2C shows a typical Nernst measurement result at 7.3 K. The authentic Nernst signal (green) is obtained by subtracting the signal with heating (black) from the signal without heating (red). The measured signal in pulsed field includes three parts: the authentic Nernst signal Vyx, the varying-field induced voltage (electromagnetic induction) and the Seebeck signal from a misalignment of potential contacts. We obtained the authentic Nernst signal by a two-round measurement: with and without heating sample during pulsed fields. With temperature gradient under pulsed field, the voltage signal can be expressed as V1 = Vyx ± (dB1/dt + I_oddy,R) ± Vxx (the black curve in Fig. S2C). A is the wire loop area perpendicular to the field, which can be reduced or cancelled by using twisted wires. I_oddy is the eddy currents (Foucault’s currents) and proportional to the field variation rate dB/dt, R is the resistance along the eddy current and Vxx is the Seebeck signal. Since the Seebeck effect is around one-order smaller comparing to Nernst effect in graphite(2), we can neglect this Seebeck part. Indeed, the Nernst signal is almost same by reversing the orientation of the pulsed magnetic field. Meanwhile, without temperature gradient under pulsed field, we can obtain only the second part: V2 = ±(AdB2/dt + Isample,R) (the red curve in Fig. S2C). dB/dt and dB2/dt can be easily to make same if we pulse the magnet to a same field at a same condition for two pulses. Finally, the Nernst signal is deduced by Vyx ≃ V3 = |V1 − V2| which is the green curve in Fig. S2C. This well overlap of authentic Nernst part as the field is rising and falling indicates the validation of measurement and also the sample was not heated much during the pulses.

S2. Reproducibility of the measurements

A typical result up to 10 T of reversing the orientation of magnetic field is shown in Fig. S3. After symmetrization/asymmetrization, the Vyx of different K3 samples named K1 and K2. We obtained similar results in the two samples shown in Fig. S4A and S4B. All data have been shifted for clarity. The 47 T peaks can be observed clearly in all three samples. Disappearance of the peak is also similar at 35 K and the critical temperature of
phase A is as well as consistent in the three samples.

S3. The EI scenario in other semi-metals

The concept of an excitonic insulator (EI) was proposed by Mott (3) in the context of semimetals. It was extended to semiconductors by Knox (4). This led to a search for the EI in semimetals. Semimetallic elements Bi, Sb, and As appeared promising at the first sight. However, the large electric permittivity in these semimetals hinders the formation of EI.

The binding energy of an exciton is

$$E_B = \left(\mu/m_0\right)(1/\epsilon^2)R_y$$

(5, 6).

Here $\mu$, $m_0$, $\epsilon$, and $R_y$ are the reduced mass, the free electron mass, the dielectric constant and the Rydberg energy. With a typical mass of $\mu = 0.01m_0$ and a dielectric constant of $\epsilon = 100$ for these semimetals, the binding energy would be $E_B = 1.36 \times 10^{-5}$ eV $\sim 0.1$ K.
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