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ABSTRACT
Systems that offer continuous model monitoring have emerged in response to (1) well-documented failures of deployed Machine Learning (ML) and Artificial Intelligence (AI) models and (2) new regulatory requirements impacting these models. Existing monitoring systems continuously track the performance of deployed ML models and compute feature importance (a.k.a. explanations) for each prediction to help developers identify the root causes of emergent model performance problems.

We present Quantile Demographic Drift (QDD), a novel model bias quantification metric that uses quantile binning to measure differences in the overall prediction distributions over subgroups. QDD is ideal for continuous monitoring scenarios, does not suffer from the statistical limitations of conventional threshold-based bias metrics, and does not require outcome labels (which may not be available at runtime). We incorporate QDD into a continuous model monitoring system, called FairCanary, that reuses existing explanations computed for each individual prediction to quickly compute explanations for the QDD bias metrics. This optimization makes FairCanary an order of magnitude faster than previous work that has tried to generate feature-level bias explanations.

CCS CONCEPTS
- Information systems → Data analytics; • Computing methodologies → Machine learning.
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1 INTRODUCTION
Machine Learning (ML) and Artificial Intelligence (AI) models that are deployed into the field cannot guarantee consistent performance over time [54]. One of the reasons for this might be that the underlying data has changed stochastically. This phenomenon, called drift, has been well-studied in the literature, from sudden [48] to gradual drifts [60]. Drifts may also be caused by true shifts in the relationship between the underlying variables (e.g., due to changes in the population over time), sampling issues [53], or even bugs that impact downstream data collection.

In scenarios where a deployed ML model is making sensitive decisions, we argue that analyzing the impact of drift on the fairness of the model is equally, if not more, important than assessing the impact of drift on traditional performance metrics like accuracy and recall. Regulators are also concerned about this issue: for example, the European Commission’s recently proposed Artificial Intelligence Act states “[ML] providers should be able to process... special categories of personal data, as a matter of substantial public interest, in order to ensure the bias monitoring, detection and correction in relation to high-risk AI systems” as part of a “robust post-market monitoring system.” [11] Similar regulations have been proposed in New Zealand [34], Canada [49], the US [1], and the UK [20].

The recognition that drift can negatively impact model performance, coupled with looming regulations, has spurred the creation of many commercial systems that offer continuous model monitoring [14]. In general, these systems track live model predictions over time, alert the operator if performance metrics change substantively, and compute feature importance (a.k.a. explanations) for each prediction using methods like LIME [52] or the Shapley Value [16, 40, 43]. Some of these monitoring systems incorporate fairness metrics in addition to traditional performance metrics [47].

In this paper, we present a novel model bias quantification metric called Quantile Demographic Disparity (QDD) that uses quantile binning to measure differences in the overall prediction distributions over subgroups. Because QDD is measured over continuous distributions it does not require developers to choose specific (and often ad hoc) thresholds for measuring fairness, unlike most conventional fairness metrics (see Table 1). Additionally, QDD does not require outcome labels, which may not be available at runtime. We incorporate QDD into FairCanary, a continuous model monitoring system that offers significant advantages versus state-of-the-art commercial systems that help ensure model fairness over time. In particular, FairCanary reuses explanations computed for each individual prediction to quickly compute explanations for the QDD bias metrics. This optimization makes FairCanary an order
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1 At a high-level, LIME and SHAP are surrogate models that are trained alongside a target model and predict how changes to feature values will impact the target model’s output. High-impact features are likely to be very important to the target model.
2 We provide evidence for why ad hoc bias detection thresholds may miss unfairness in § 2.3 and § 4.
We begin by reviewing the concept of drift and the problems it causes for ML models. We highlight how continuous model monitoring can be used to identify and mitigate the problems caused by drift, but also shortcomings of existing monitoring systems. Finally, we present an overview of ML fairness metrics from the literature and discuss how their shortcomings motivated us to develop novel metrics for this project.

2 BACKGROUND

We begin by reviewing the concept of drift and the problems it causes for ML models. We highlight how continuous model monitoring can be used to identify and mitigate the problems caused by drift, but also shortcomings of existing monitoring systems. Finally, we present an overview of ML fairness metrics from the literature and discuss how their shortcomings motivated us to develop novel metrics for this project.

### 2.1 Drift in Machine Learning

Even though a ML model may pass quality control in terms of performance during training, once deployed on live data the model may encounter issues over time that degrade or destroy its performance [55]. One of the main issues that can arise in deployment is drift, which is caused by divergence between the data and context under which the model was trained, and the real-world context into which it is deployed. Data drift occurs when the runtime data is significantly different from the training data, by virtue of the constant changing of real world data [10]. Concept drift, in contrast, occurs when the relationship between the model output and the feature variables change [48, 53, 60].

Scholars have noted that model performance issues caused by drift extend to questions of algorithmic fairness [2], i.e., the removal of unfair and unjustified biases from ML and AI systems. For example, a temporal analysis by Liu et al. [39] showed how the changing of fairness metrics over time, due to data drift, concept drift, or otherwise, could actually harm sensitive groups.

The most popular methods for detecting concept drift [6, 22] assume that the labels for the predicted variable are immediately available. This may not be feasible in practice, however, especially if the labels correspond to sensitive features of human beings. Furthermore, even if labels are immediately available, concept drift may have rendered them unreliable, thus defeating the purpose of using them to detect concept drift. Given these issues, prior work [17, 24, 50, 65] has measured the drift of prediction distributions as a proxy for concept drift.

FairCanary also uses prediction distribution drift to measure temporal unfairness. Instead of measuring the drift of the production prediction distribution against training prediction distribution, like in [17, 24, 50, 65], we measure the shift in the prediction distributions between different protected groups. If the prediction distributions for two protected groups start diverging over time, that is an indication of unfairness.

The primary mitigation against drift is retraining models on fresher data. Retraining may be expensive, however, so determining when to retrain models is crucial: retraining too frequently wastes (potentially substantial) resources [4], while waiting too long runs the risk of performance degradation.

### 2.2 Model Monitoring and Explanations

Continuous model monitoring systems are designed to help developers ensure that deployed models perform as expected over time in the face of problems like drift. A number of commercial tools are available that offer model monitoring [14]. In general, these systems offer the following features:

- Continuously record model inputs and model predictions.
- Measure and report traditional performance metrics over time, like precision, recall, and accuracy. Some systems also measure bias/fairness metrics.
- Calculate and record feature-level explanations using techniques like LIME [52] or SHAP [16, 40, 43], which are useful for post-mortem analysis if problems are observed.
- Generate alarms if particular metrics fall below an operator-specified threshold.

Continuous model monitoring systems are useful for uncovering a variety of issues with models at deployment time, including issues caused by drift. Once the developer has identified an issue they can apply mitigations, such as model retraining.

While virtually all of the commercially available monitoring systems explain predictions in terms of constituent features, none of them (to the best of our knowledge) offer explanations for measures of unfairness. We argue that it is equally important to understand which particular input features are responsible

### Table 1: Summary showing whether conventional classes of fairness metrics support Continuous Output (CO) and feature-level Explanations (E).

| Metric/Framework | Related Terms | CO? | E? |
|------------------|---------------|-----|----|
| Demographic parity [18] | mean difference, demographic parity, disparate treatment | ✗ | ✗ |
| Conditional statistical parity [13] | statistical parity, conditional procedure accuracy, disparate treatment | ✗ | ✗ |
| Equalized odds [27] | equalized odds, false positive/negative parity, disparate treatment | ✗ | ✗ |
| Equal opportunity [27] | equality of opportunity, individual fairness, disparate treatment | ✗ | ✗ |
| Counterfactual fairness [8, 37] | counterfactual fairness, disparate treatment, flipptest | ✗ | ✗ |
| Statistical independence [26] | HGR coefficient, independence | ✓ | ✗ |
| Distributional difference [44] | KL divergence, JS Divergence, Wasserstein distance | ✓ | ✓ |

Metric families are inspired by Mehrabi et al. [42] and the related terminology is from Das et al. [15].
Figure 1: Probability distribution plots for two hypothetical demographic groups. As demonstrated by the CDF plot on the right, at a threshold of \( x = 10 \) the positive prediction probability for both groups is about 0.95, thereby satisfying Demographic Parity \( P(Y^*)|D_1 = P(Y^*)|D_2 \), but this is misleading: the Wasserstein distance is nonzero since the two distributions have markedly different shapes. In contrast, moving the threshold to \( x = 8 \) immediately disadvantages one group, since the positive prediction probability for group 1 falls to 0.6 while for group 2 it only falls to 0.9, thereby violating Demographic Parity.

for causing unfairness to the model over time, especially given the “right to explanation” that is increasingly being enshrined in regulation [56].

Unfortunately, the interpretation of fairness metrics in terms of the input features to the model has not been studied extensively so far. Explaining conventional fairness metrics (see Table 1) that rely on ground truth labels using Shapley values is possible by making the assumption that the perturbed values retain the original output label. This approach can be misleading, however, because the perturbations change the nature of the instance, and can even create Out-of-Distribution (OOD) points [35]. Another approach, proposed by Shanbhag et al. [58], explains differentiable distance metrics using integrated gradients, but this technique only applies to differentiable models, which limits its practical applications. Finally, Miroshnikov et al. [44] developed methods to explain the Wasserstein-1 distance using a Shapley value formulation. However, this approach also suffers from practical challenges: (1) it requires that explanations be computed for every possible pair of protected groups, and (2) it is computationally challenging to compute Shapley values over large samples.

FairCanary is closely related to the work by Miroshnikov et al. [44], with a couple of key differences. While Miroshnikov et al. [44] calculated fairness explanations from scratch using Shapley-based methods, for FairCanary we assume that a system that continuously generates prediction explanations, like the systems in [14], are already available. FairCanary sits on top of such a system and reuses these existing prediction explanations to generate fairness explanations in linear time (§ 3.3).

2.3 Shortcomings of Conventional Fairness Metrics

Several conceptual definitions of fairness have been discussed in the literature that, according to Corbett-Davies and Goel [12], fall into three general classes: (1) anti-classification, where protected features and their proxies are not used to make decisions, (2) classification parity, where measures of model predictive performance are equal across protected groups, and (3) calibration, where the outcomes, conditional on priors, are independent of protected features. Corbett-Davies and Goel dissect fairness metrics that implement these definitions, claiming that they have “deep statistical limitations” [12], with several metrics at odds with one another.

Table 1 shows an overview of the terminology and limitations of different classes of fairness metrics in the literature. We refer to the first five frameworks (demographic parity, conditional statistical parity, equalized odds, equal opportunity, and counterfactual fairness) as “conventional” fairness metrics because of their prevalence in algorithmic fairness literature [42] and in the industry [3]. The last two classes, statistical independence and distributional difference, are relatively niche and new to the discussion.

Conventional fairness metrics have impossibility results [46]. Prior work [12, 33, 44] points out that it is impossible to satisfy both classification parity and calibration metrics at the same time in general, and therefore context becomes key when picking a metric [2, 57].

These statistical limitations extend to group membership limitations. Conventional fairness metrics require groups and subgroups to be discrete variables and cannot work with continuous
Figure 2: A diagram illustrating how FairCanary monitors the inputs and outputs of a trained model over time, identifies bias, alerts the developer, and assists in mitigation. See § 3.1 for further details.

variables [25]. Similarly, “confusion matrix based-metrics” [46] do not support continuous outputs (which is often the case in problems like regression and recommendation). This limitation necessitates that practitioners choose thresholds for determining if the given fairness metric has been violated, but the process for choosing these thresholds is ad hoc and may lead to wildly different conclusions about the fairness of a model. We show an example of this phenomenon in Figure 1.

The fairness metric we developed for FairCanary is called Quantile Demographic Drift (QDD). It is a quantile-based optimized version of the Wasserstein-1 distance metric [62]. It falls under the distributional difference family (see Table 1) and thus lends itself to continuous measurement and explainability. We describe in detail the advantages of QDD over other metrics in § 3.2.

3 FAIRCANARY
We now describe FairCanary, our system for performing continuous model monitoring. First, we present the context in which FairCanary is designed to operate and describe its operations at a high level. Next, we discuss how FairCanary measures bias and introduce our novel Quantile Demographic Disparity (QDD) metric. Finally, we describe how FairCanary provides explanations that attribute observed biases to specific features, and the bias mitigation options provided by FairCanary.

3.1 Overview
FairCanary is a system for performing continuous model monitoring. It is designed to be deployed into production environments alongside a trained ML model to help the developers monitor the model’s performance over time in terms of traditional and fairness performance metrics. In this paper, our focus will be on the latter, fairness metrics.

The developer of the model must configure FairCanary, a priori, by defining the (intersectional) groups for which unfairness will be monitored, identifying the feature(s) in the dataset that encode group membership, establishing base rate statistics for these groups (i.e., as ascertained from the model’s underlying training data), and setting thresholds to trigger bias alerts.

Figure 2 illustrates FairCanary’s mode of operation and some of its key capabilities. (a) As new data arrives it is fed into the trained model, which (b) produces predictions that are stored by FairCanary. Over time, FairCanary maintains a record of the predictions for each group at an operator-specified time granularity. (c) Periodically, FairCanary computes the fairness metric (QDD, see § 3.2) for the model and alerts the developers if any group performs below the preconfigured threshold. FairCanary provides explanations along with alerts that inform the developer which feature(s) are attributable to the issue (see § 3.3). (d) Subsequently, the developer may mitigate the emergent unfairness using tools provided by FairCanary (see § 3.4), which (e) should return the model to a state where predictions are fair across groups.

3.2 Quantile Demographic Disparity
In this section, we describe a new metric to measure bias in the predictions of a ML model, at both the group and individual level. The prediction tasks covered by our metric include any single dimensional output, such as regression output, or the output of any particular class in a multi-class classification model.

Our metric, Quantile Demographic Disparity (QDD), falls within the distributional difference family of fairness metrics (see Table 1). We argue that there are two reasons for assessing the fairness of an ML model by comparing its prediction distributions over the groups of interest, versus focusing on post-threshold outcomes. The first reason is to ensure that we measure bias across the whole spectrum of classified individuals, as opposed to focusing solely on the individuals that are above the threshold of selection, or on group-level approximations. Second, as groups of interest get smaller, they reveal more information about intra-group disparities that would have otherwise been lost due to aggregation [25], all the way down to groups of one, i.e., individuals. This helps remove aggregation bias from the bias measurement itself.
3.2.1 Desired Properties of a Bias Metric. We now discuss desirable properties of a distributional fairness metric that fit our stated objectives:

1. The metric should be in the units of the model’s prediction scores. The utility of this is especially evident when dealing with continuous output models. This is desirable because it provides insight into the extent of the problem, before human intervention is applied, such as deciding and applying a threshold.

2. The metric should take the value zero only if the prediction distributions being compared are exactly the same. The benefit of this is that, when taken along with the first property, it gives the ML practitioner a mental scale to understand the extent of the bias.

3. The metric should be continuous with respect to changes in the geometry of the distribution [44]. This ensures that any distributional change is captured.

4. The metric should be non-invariant with respect to monotone transformations of the distributions [44]. For example, given two samples of points $S_1$ and $S_2$, if we multiply the value of each point in the samples by a constant $k$, the distance between the modified samples should now depend on $k$. Jensen-Shannon Divergence (JSD) [38], for example, does not satisfy this property.

5. The metric should be bias-transforming as described in [63], i.e., the metric should not be satisfied by a model that preserves the biases present in the data.

QDD satisfies all of these properties when the number of bins is equal to the number of samples. The choice of number of bins can be adjusted to satisfy these properties.

3.2.2 Normalization. We now describe our QDD metric, which is a function of the quantile bin that a prediction event lies in. QDD is a novel formulation of the Wasserstein-1 distance metric [62], and thus it is designed to work for continuous outputs and can be customized to provide sliced views down to the individual-level.

For two groups $G_1$ and $G_2$, let the two distributional samples of model scores be $S_1$ and $S_2$. We divide the samples into $B$ bins of equal size $N_1$ and $N_2$, respectively. This is equivalent to segmenting by quantiles. For example, if there are 10 bins, we are essentially bucketing individuals between the $0^\text{th}$–$10^\text{th}$ percentile, $10^\text{th}$–$20^\text{th}$ percentile, and so on.

We define QDD for bin $b$ as

$$QDD_b = E_{G_1,b}[S_1] - E_{G_2,b}[S_2].$$

(1)

This can be approximated as

$$QDD_b = \frac{1}{N_1} \sum_{n=1}^{N_1} S_{1,n} - \frac{1}{N_2} \sum_{n=1}^{N_2} S_{2,n}.$$ 

(2)

The QDD, when conditioned on certain attributes $C$, becomes the Conditional Quantile Demographic Disparity.

To demonstrate the flexibility of QDD, we demonstrate how it can be used to measure three different conceptualizations of bias.

(1) Intra-Group Bias is defined as the maximum QDD across the $b$ bins of a given group of individuals. This quantity is useful to combat aggregation bias within groups.

(2) Disparity with Base Rate is defined as the difference between the QDD calculated over the production data and the QDD of the training data. This quantity is most relevant when the training data is representative of the population the model is expected to encounter during deployment.

(3) Individual Fairness via Alignment. QDD is defined between two groups over a given number of bins, which determines the resolution of the metric. If the number of bins is equal to the number of instances in the sample, QDD becomes a comparison between individuals at the same rank or percentile. This is equivalent to the concept of alignment proposed by Shanbhag et al. [58].

Computing QDD over individual instances gives us a clean way to obtain individual fairness insights, with the counterfactual example being the same ranked counterpart in the opposite group. This method does not require us to compute complex counterfactuals, which could have their own biases and errors [32]. The principle we use to justify this insight is as follows: if there is no bias between two groups, and we have a large enough sample of both, then the distance between individuals of the same rank in the prediction space should be zero.

3.3 Explanation

Explainability of ML systems that are deployed in production is a very important part of the practice of responsible AI [5, 41]. This especially applies to models that are contributing to decisions that can impact peoples’ lives. Such decisions cannot be inscrutable, and thus the internal workings employed by the ML models must be human-verified to be logical and normatively justifiable.

FairCanary incorporates two state-of-the-art methods for explaining the output of predictions in terms of specific features: Shapley value-based methods [40] and (if the model being monitored is differentiable) Integrated Gradients (IG) [61]. We adopted these methods because they satisfy the desirable axiom of efficiency [40], which helps provide a precise accounting of bias.

Just like explanations for individual predictions, we argue that it is vital to be able to explain measures of fairness or bias, so that the features that are responsible for the bias can be identified. FairCanary incorporates a novel method for explaining the feature importance contributing to QDD that we call Local Quantile Demographic Disparity attribution.

The Local QDD attribution for feature $f$, for prediction sample $S_1$ over $S_2$ in bin $b$, $QDD_{A,f}$ is a measure of the change in QDD in bin $b$ that can be attributed to (a.k.a. explained by) feature $f$ using attribution method $A$ that satisfies the efficiency axiom. $r$ denotes the reference and $t$ denotes the target distribution. We define

$$QDD_{A,f} = \frac{1}{N_f} \sum_{n=1}^{N_f} \text{attr}_{r,A,S_i,f} - \frac{1}{N_f} \sum_{n=1}^{N_f} \text{attr}_{t,A,S_i,f}.$$ 

(3)

where $\text{attr}_{r,A,S_i,f}$ refers to the attribution of the $n^{\text{th}}$ data point to feature $f$ for a prediction from bin $b$ of distribution $S_i$ using attribution method $A$. Given that the attribution method $A$ satisfies the efficiency axiom, $QDD_b = \sum_{f=1}^{F} QDD_{A,f}$. 

Although there are other explanation methods that satisfy efficiency [7, 58] we do not explore them in this work.
Wasserstein Shapley computation (n points times d features) is worse than calculating Shapley values for n points separately for d features (e.g., model retraining [54], data preprocessing [30], etc.) that better suit their needs.
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A thorough examination of their consequences on the outputs of a model. Corbett-Davies et al. [13] demonstrate several cases where mitigation may cause additional harm to individuals or to particular groups. Developers that adopt FairCanary are under no obligation to use quantile norming for mitigation, and are free to adopt other, perhaps more thorough and computationally expensive, approaches (e.g., model retraining [54], data preprocessing [30], etc.) that better suit their needs.

3.4 Mitigation

Mitigation is a key outcome of monitoring bias, enabling corrective action to be taken. FairCanary provides an option for developers to automatically mitigate bias revealed by our QDD metric using a quantile norming approach. In essence, this approach replaces the score of the disadvantaged group with the score of the corresponding rank in the advantaged group, similar to the mitigations proposed in [29, 45]. The justification for quantile norming is that if (1) bias is known to exist, (2) bias is the only rational explanation for disparity, and (3) bias is assumed to be equal within the disadvantaged group, then normalizing across ranks is normatively justifiable.

In essence, quantile norming is a post-processing mitigation. The advantages of post-processing mitigations as opposed to pre-training debiasing are discussed by Geyik et al. [23]. Additionally, quantile norming is a relatively computationally inexpensive approach to bias elimination.

We note that all bias mitigation approaches, including quantile norming, should only be adopted in practice after conducting a thorough examining of their consequences on the outputs of a model. Corbett-Davies et al. [13] demonstrate several cases where mitigation may cause additional harm to individuals or to particular groups. Developers that adopt FairCanary are under no obligation to use quantile norming for mitigation, and are free to adopt other, perhaps more thorough and computationally expensive, approaches (e.g., model retraining [54], data preprocessing [30], etc.) that better suit their needs.

Proof: Since the attribution method A satisfies efficiency, for each instance in the sample \(S_1\) and \(S_2\),

\[
\sum_{f=1}^{F} \text{attr}_n, A, S_i, f = \text{prediction} - \text{baseline prediction}
\]

For the same baseline,

\[
\frac{1}{N_1} \sum_{n=1}^{N_1} \sum_{f=1}^{F} \text{attr}_{n, A, S_1, f} = \frac{1}{N_2} \sum_{n=1}^{N_2} \sum_{f=1}^{F} \text{attr}_{n, A, S_2, f} = \frac{1}{N_1} \sum_{n=1}^{N_1} S_{1,n} - \frac{1}{N_2} \sum_{n=1}^{N_2} S_{2,n}
\]

\[
\therefore \text{QDD}_b = \sum_{f=1}^{F} \text{QDD}_{A,b,A,f}.
\]

Explaining bias in this manner enables a single attribution to be used for multiple explanations across groups. In contrast, Shapley values over a particular metric must be re-calculated for every grouping. Our explanation technique therefore is much more computationally efficient than previous techniques [44] since it requires the calculation of attributions only once. To elaborate, Shapley values without approximation are exponential in the number of model features. While there exist approximation techniques, the complexity is worse than linear time. Hence, Wasserstein Shapley computation (n points times d features) is worse than calculating Shapley values for n points separately for d features. Additionally, we can re-use the Shapley values computed for a data point when calculating QDD between any combination of protected features, whereas the whole computation needs to be repeated for each combination in the case of Wasserstein Shapley.

Table 2: Features, values, and their distributions used in our synthetic case study. Note that the gender feature is only used for measuring and mitigating bias, it is not used for model training or prediction.

4 CASE STUDY

In this section, we present an example of FairCanary in action via a case study on a synthetic dataset. This allows us to inject controlled drifts into the data stream to demonstrate how FairCanary, via QDD, can detect and explain the resulting bias. Additionally, we present comparisons to conventional fairness metrics.

4.1 Scenario

In this case study, we posit a scenario where a developer has trained a model to predict the starting salary of job seekers based on relevant features of their resume, such as education level and years of experience (see Table 2). Note that the output of this model is continuous. Additionally, the developer designed the model to be fair with respect to the binary gender of job seekers, i.e., the distribution of salaries predicted for men and women should be nearly identical. We assume that the model was audited and found to be fair relative to the data that was available at training time.

Let us assume that the model has learned the following relationship to predict an individual’s salary from the features in Table 2:

\[
\text{Salary} = 50,000 \times (0,000 + (100,000 \times \text{location}) + (20,000 \times \text{experience})
\]

\[
+(100 \times \text{experience}) + (10,000 \times \text{engineer_type})
\]

In our scenario, the developer deploys this model into production along with FairCanary to continuously monitor its output. We generate 20,000 synthetic job seekers’ data per day for three days that are fed into the model, using feature values drawn from the distributions given in Table 2 (with the added constraint that \(X \geq \) relevant experience). On Day One and Day Three we generate all of the candidate data correctly, but crucially, on Day Two, we simulate a data engineering bug that erroneously labels all women as ‘GRAD’ instead of ‘POST_GRAD’ regardless of their true educational attainment. This reduces the estimated salary for all women post-graduates by $20,000 on Day Two.

We argue that the scenario we have outlined here is realistic. ML-based resume screening and analysis tools are widely available, and given that they gate access to employment opportunities, it is crucial that these systems be fair [9, 51]. The bug we intentionally simulate on Day Two could easily occur in practice, e.g., due to the temporary malfunctioning of a resume parser that prepares data for the salary prediction model.
Figure 3: Plots for our case study showing how FairCanary would detect and explain the bias against women on Day Two on a continuously running salary prediction model. The explanations for Day Two clearly indicate Education as the feature responsible for the bias, which enables the practitioner to correct the data integrity issue and fix the biased predictions.

4.2 Analysis

Figure 3 shows how FairCanary would detect and explain the fairness problem that occurs on Day Two. The model outputs on Day One show that the prediction distributions for men and women are mostly aligned (Figure 3a), thereby being fair. On the second day (Figure 3b), due to the data integrity error discussed above, the prediction distributions differ. When we examine the running plot for QDD (Figure 3d), we notice a sharp dip on Day Two—QDD goes from an average value of $156 on Day One to -$8677 on Day Two—indicating a bias against women.\(^5\) Note that the absolute value of QDD goes up, indicating an increase in bias, and would trigger the alarm system like in Figure 2. Similarly, the feature explanations (generated here using Integrated Gradients) go from being distributed among the different features on Day One (Figure 3e) to assigning the majority of blame to the education feature on Day Two (Figure 3f).

FairCanary would alert the model developer of the problem on Day Two, and its explanations could help the developer perform

\(^4\)For simplicity, we set the number of quantile bins as 1 for the case study. Thus, the explanations are for the entire distribution and not any particular quantile bin.

\(^5\)Recall in § 3.2.1 we say that one useful feature of QDD is that the metric has the same units as the predicted output. Having the QDD value in dollars clearly helps users to understand the extent of bias and thereby aids usability.
Table 3: The performance of two conventional fairness metrics, Statistical Parity Difference (SPD) and Disparate Impact (DI), against different salary thresholds for the case study. The predictions on Day One were fair, while they were unfair to women on Day Two. Only one metric catches the bias, and only at one threshold (highlighted in red).

| Threshold | Day One | Day Two |
|-----------|---------|---------|
| $50000    | SPD 0.00009 DI 1.00009 | SPD -0.00556 DI 0.99439 |
| $100000   | SPD 0.00911 DI 1.01749 | SPD -0.08290 DI 0.84569 |
| $200000   | SPD 0.00088 DI 1.02876 | SPD -0.01049 DI 0.65544 |

root-cause analysis of the bias issue. Based on this information, the developer could then identify and correct the underlying data engineering bug. Once corrected, we observe that the model’s predictions are again aligned for men and women on Day Three (Figure 3c), and the QDD values have returned to their expected range (Figure 3d).

To further illustrate the utility of QDD we compare it with two conventional fairness metrics—Statistical Parity Difference (SPD)\(^6\), and Disparate Impact (DI)\(^7\)—to see if a monitoring system using these metrics would have caught the bias against women on the second day.

Table 3 shows the values of the two conventional metrics for different salary thresholds (i.e., for the positive outcome) on Day One and Day Two. We configure the alert threshold for both metrics\(^8\) in accordance with the US UGESP 4/5ths rule [19] that is commonly used in disparate impact analysis [64]. Alarming, we observe that, as configured here, SPD would not catch the bias on the second day at all, and DI would only catch it at one threshold level.

5 DISCUSSION

In this work we present a novel metric called QDD that improves on conventional fairness metrics by not requiring prediction labels or threshold values (§ 3.2). We utilize this metric in FairCanary, a system for performing continuous monitoring of deployed ML models. FairCanary includes all of the typical capabilities of ML monitoring systems [14]: it records inputs to and outputs from the model over time, calculates traditional measures of model performance (e.g., accuracy), allows operators to set configurable alerts if model performance changes dramatically, and calculates explanations for individual predictions using existing techniques [40, 61].

Additionally, FairCanary is able to provide explanations for QDD by reusing the explanations for individual predictions, which is (1) a capability not offered by conventional fairness metrics and (2) less computationally demanding than similar approaches from prior work [44] (§ 3.3).

Through examples (Figure 1) and a synthetic case study (§ 4), we demonstrate the functionality of FairCanary and the useful properties afforded by our QDD metric. We publicly release the code \(^9\) used to generate the plots in our case study.

5.1 Limitations and Future Work

While threshold independence is one of the strengths of QDD, it is also a potential weakness: without ground truth labels, calculated disparities are, at the end of the day, best-case approximations of the discrimination that actually takes place in society. We therefore do not advocate for the elimination of conventional fairness metrics that require ground truth labels and thresholds, but instead propose using them in conjunction with QDD to obtain a fuller picture of real life harms in a context dependent manner [21].

We used Integrated Gradients as the explanation method for our case study. However, the choice of explanation method is potentially important, as recent research [28, 36] shows that different explanation methods often do not produce the same results, and ensembling them is superior than using any one of them in isolation.

Finally, FairCanary/QDD is not completely automated: there are still manual parameters that need to be set, like number of bins and alert sensitivity. Providing FairCanary users with guidance on how to tune the system for their use case and context will be crucial for real use cases. Additionally, all fairness monitoring systems should consider providing actionable recourse tips [31] through explanations to end-users via a carefully designed, accessible interface.

5.2 Broader Impact

Regardless of whether ML models are regulated to mandate audits and continuous monitoring, we argue that ML practitioners have a professional and moral obligation to ensure that the systems they deploy do not misbehave. Given that issues like drift are known to occur, and that these issues may cause unfairness and bias, we argue that monitoring systems should become a standard component of most, if not all, deployed ML-based systems.

We hope that FairCanary (or other monitoring systems that incorporate its capabilities) will equip companies and institutions with improved tools to monitor, understand, and mitigate problems in their deployed ML systems, in real time. In turn, we hope that these capabilities will bring more equity and justice to the individual stakeholders impacted by deployed models.
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\(^6^\)Statistical or Demographic Parity Difference is the difference in the positive outcome rate between the privileged and unprivileged group. SPD = Pr(ŷ = 1|p = 1) - Pr(ŷ = 1|p = 0).

\(^7^\)Disparate Impact is the ratio of the passing rate of the the privileged and unprivileged group. DI = \(\frac{Pr(ŷ = 1|p = 1)}{Pr(ŷ = 1|p = 0)}\).

\(^8^\)For Statistical Parity Difference, since there is no conventionally accepted value, we set the threshold to 20% to be consistent with Disparate Impact.

\(^9^\)https://github.com/fiddler-labs/faircanary
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