On identifying the irregularities of electricity customer behaviors using soft computing approach
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Abstract. This study aims to implement a soft computing approach in identifying the irregularities of customer behaviour on the use of prepaid electricity pulses. The used methods are Support Vector Machine (SVM), Naïve Bayes (NB), Classification and Regression Tree (CART), and k-Nearest Neighbours (KNN). To evaluate the performance of the classification system, a 10-fold Cross Validation technique is used for the historical data of pre-paid pulse purchase transactions. Validation results are measured using accuracy, precision and recall values. This research shows that all soft computing methods gave good performances in classifying electrical consumption behaviours. CART method has the highest accuracy value of 100% compared with others algorithm. At precision values, KNN and CART methods have the highest precision value among other algorithms that are 99% to 100%. Whereas, the recall values of each method has a high recall value of 100%. Moreover, each method can predict morbidity accurately because the addition of the amount of data testing does not affect the performance of each method.

1. Introduction
The electricity needs of the Indonesian people are supplied by electricity companies such as the state-owned electricity company (PLN), the use of electricity by consumers using prepaid electric cards. The use of this card is very efficient because consumers can control the use of their electrical energy [1]. Although convenience has been provided by the electricity company, unfortunately, consumers who are indicated to have stolen electricity still occur in the field. For example, customers can manipulate the wiring pattern on the electricity-meter and connect the cable without going through the electricity-meter [2], [3], and thus the indicator on the electricity-meter does not function so that the electric current continues to pass the electricity meter even though the remaining voucher is up. According to data from the Ministry of Energy and Mineral Resources (MEMR) and PLN statistics, the average depreciation of electricity in Indonesia is around 7% per year and the estimated loss of the national budget resulting from this depreciation is IDR1.5 trillion per year [4], [5]. It means that the supervision and control of electricity usage for customers is still very weak. This specific case happens since manual checking and recording services every month are no longer used by electricity companies. In order to supervise the electricity usage transactions that are indicated as committing theft, the electricity company conducts screening based on the period of the transaction to purchase
prepaid electric cards periodically. However, this solution still has many disadvantages and weakness. For example, if the customer only purchases a voucher with nominal IDR 20,000 for a month usage, then this usage is still considered reasonable although, actually, the customer should purchased for IDR 100,000.

Thus, in order to reduce the problem of electrical energy misuse that has been done by the customer will be proposed filter the nominal amount of voucher purchase transaction based on customer id, tariff per customer, and customer category. The amount of customer data that reaches millions of users will take a long time if identification is done traditionally and the difficulty of identifying unusual customers. Therefore, machine learning will be applied to solve the problem. Machine learning is part of soft computing method. It is a combination of several methodologies that are built to solve problems in everyday life that are difficult to formulate or mathematically modeled. This technique is very efficient for analyzing, modeling, and studying data that is difficult to resolve traditionally so that it can be used to make a decision [6], [7], [8].

2. Customer Power Usage Behavior Problems

At present, the supervision system for customers is very rarely done by electricity supply companies. This is due to the fact that companies no longer carry out manual checks and records every month. The filter mechanism is based on the period of the electric card purchase transaction for customers who are indicated to have committed an abuse in the purchase of an electric card. However, this method still has weaknesses and causes a large loss to the company and then takes a long time and a large cost for manual inspection. [9].

Some customer behaviors that are identified as unreasonable are electrical cables connected by customers not through the electricity meter indicator, the wiring pattern is changed on the electricity meter indicator [2], [3], [10], so that the counter on the electricity meter indicator does not work but the electricity is still functioning even though the credit / voucher indicator on the electricity meter has run out [6].

The consequences of theft of electricity for the company are large power losses and material losses that reach millions or even billions of rupiah, while for consumers power outages often occur in the field, the power shared by other consumers decreases, fires caused by a short circuit [10].

Some related work on theft of electrical energy has been proposed by previous researchers. Depuru, et al., In [10] suggested that electricity theft was detected through energy consumption patterns from customers who indicated theft of electricity. The classification method used is Support Vector Machine (SVM) with the value C = 1, kernel radial base function (rbf), and probability estimation = 0, and the value of accuracy is 98.4%. Another classification technique proposed using power consumption profiles to detect fraud in electricity consumption, has been proposed in [11]. The Fuzzy C-Means (FCM) method is used to classify abnormal customers from the database based on customer groupings that have the same consumption pattern. Fuzzy C-Means classification will be used 2 metrics namely Sensitivity and Assertiveness. The accuracy of the two metrics is 0.100 and 0.745, respectively. Babu, et al., In [12] the FCM method is used to detect losses on a non-technical basis through a power distribution system by classifying irregular customer consumption profiles in the use of electricity. The accuracy of their Fuzzy-based classification method detects non-technical losses is 80%. Further research in [9] detected and found real-time power theft carried out at each power level in transmission and distribution. A comprehensive top-down scheme method based on Decision Tree (DT) and SVM is proposed. The attribute value will be used as a reference to calculate the energy consumption that has been used by the customer using the DT method. Then the SVM method will accept the results of this calculation as input data to classify abnormal or normal customers in the use of electrical energy. The accuracy of the combination of these two methods is 92.5% and false positive accuracy is very low, 5.12%.

3. Relevant Variable Selection

In [6], to determine the variable abuse of electrical energy consumption that has been carried out by the customer can be identified by using the prepaid electricity card transaction history data, as follows:
• **Customer ID**: identify the number of electrical card purchase transactions carried out by customers in a month.
• **Installed Power (kWh)**: identifies the category of electricity meter used by customers based on installed power.
• **Total credit in the voucher**: an indicator of the number of kWh in the electricity meter by customer transactions.
• **Total power consumption**: the difference between the maximum electricity usage (total credit in the voucher) and the minimum (total power consumption) of the total usage in a month.
• **Time of use of vouchers**: time of use of vouchers by customers for a certain period.
• **Status**: the dependent variable (response) that determines the classification of the right or incorrect use of power consumption, the use of customers using vouchers.

The selection of the five predictor variables above (or independent) is considered to represent the attributes of each customer to identify patterns of use of electrical energy based on the historical data of the purchase of electricity cards. Further to support analysis of electrical data and to detect weaknesses of existing systems. The data used is the history of prepaid electric card purchase transactions in a month span consisting of 10,000 customers. Losses in the company can be minimized because every month the company evaluates prepaid electric card purchase transactions made by customers. Therefore, determining the time span is considered very relevant for the process of identifying irregularities [11],[12].

4. **Identification of Irregularities**
Identification of irregularities is a comparison between two or more objects to find differences between objects based on certain criteria. The criteria of an object can be known by looking at the attribute values of the object. If the attribute value of an object does not meet the criteria when compared to the attribute value of another object that meets the criteria then the object can be identified as an unnatural object. Therefore, the selection of appropriate attributes is needed to determine the imperfection of an object [3].

To detect theft or fraud in the use of electrical energy can be done by identifying deviations that have been made by the customer. Deviations in the case of theft of electricity can be identified by looking at patterns of electricity consumption. Transaction history data usage of electrical energy can be used to view customer behavior patterns. Historical data has been used by large-scale companies to identify patterns of electricity consumption of customers which are indicated to have improper transactions in electricity consumption. Unreasonable transactions carried out by customers if the electricity consumption is above the average of the actual usage target. So, based on transaction history data using electricity, companies can identify fraud or electricity theft committed by customers [13], [14].

5. **Classification Algorithm**
Based on the results of these studies then the authors will use the Soft Computing method that will be used to identify the irregularities of customer behaviour against the abuse of electrical energy through the purchase transaction history of tokens/vouchers.

5.1. **Support Vector Machine**
Classification techniques Support Vector Machine (SVM) is a classification method that not only can map a set of data in high dimensions but also be able to map data from its original dimensions to other dimensions that are relatively higher using kernel techniques [15]. Support vectors are data from each class closest to the hyperplane and contribute to SVM [16]. Based on the training data vectors $x_i \in R^n, i = 1,2, ..., l$, in two classes of vectors $y \in R^l$ as $y_i \in \{1, -1\}$, to solve the primal optimization problem a vector support classifier will be used along with the equation:

$$\min_{w,b,\xi} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i$$
Subject to
\[ y_i(w^T \phi(x_i) + b) \geq 1 - \zeta_i \]
\[ \zeta_i \geq 0, \ i = 1, \ldots, l \]
where \( \phi(x_i) \) is a kernel maps \( x_i \) into the high-dimensional space and \( C > 0 \).

Equation \( y_i[w^T \phi(x_i) + b] \geq 1 \) consists of two constraints, the first is \( w^T \phi(x_i) + b \geq +1 \) if \( y_i = +1 \) and the second is \( w^T \phi(x_i) + b \leq -1 \) if \( y_i = -1 \) where \( \zeta_i \) is an error that can occur when a dataset that is not equally wrong is classified as a slack variable [2]. In fact, it is often found a number of problems that the dataset as training data used to construct SVC models is largely linearly inseparable. To solve the problem of training data that cannot be classified linearly, the RBF kernel will be used to map slack variables to higher dimensions so that the classification errors that occur during dataset training can be reduced [2]. The following are the Polynomial Kernel, Linear Kernel, RBF kernel, and Sigmoid kernel used in SVM [17]:

- Polynomial \( K(x_i, x_j) = (y x_i^T x_j + r)^d, \gamma > 0 \)
- Linear \( K(x_i, x_j) = x_i^T x_j \)
- Gaussian \( K(x_i, x_j) = \exp\left(-\gamma\|x_i - x_j\|^2\right), \gamma > 0 \)
- Sigmoid \( K(x_i, x_j) = \tanh(y x_i^T x_j + r) \)

where \( \gamma \) is the kernel parameter, and \( x_i \) is the data value of the attribute and, and \( x_i \) is support vector.

Dividing the training dataset into two parts when classifying to make the best decision boundary is the goal of the kernel [9].

5.2. Naive Bayes

Bayesian classification method or so-called Naive Bayes (NB) is a statistical method used to predict the probability of the membership set of a particular class. In the classification of naive Bayes, the attribute value of a class is independent of the value of another class attribute [16]. So this condition is called a conditional independent class. The workings of naive Bayes classification are based on the Bayes theorem. Naive Bayes algorithm as follows [15]:

- Determined \( D \) is training data that has label class. Each data has a vector of \( n \)-dimensional attributes, where \( n \) is the number of attributes, \( A_1, A_2, \ldots, A_n \).
- Suppose there are as many \( m \) classes, \( C_1, C_2, \ldots, C_m \). Based on the \( X \) data, the classifier will predict \( X \) including the class that has the highest probable conditional probability on \( X \). That is, the naive Bayesian classifier will predict that the \( X \) data belongs to the \( C_i \) class if and only if \( P(C_i \mid X) > P(C_j \mid X) \). So maximize \( P(C_i \mid X) \) For Class \( C_i \) having maximum \( P(C_i \mid X) \) is called the maximum posterior hypothesis. Theorem Bayes is \( P(C_i \mid X) = \frac{P(X \mid C_i)P(C_i)}{P(X)} \).
- For \( P(X) \) is constant for all classes. Only \( P(X \mid C_i)P(C_i) \) is maximized. If the prior probability class is unknown, then it is assumed that the class is similar, \( P(C_1) = P(C_2) = \ldots = P(C_m) \), and then maximizes \( P(X \mid C_i) \). If not, maximize \( P(X \mid C_i)P(C_i) \). Please note the prior class probability can be estimated with \( P(C_i) = |C_{i,D}| / |D| \) where \( |C_{i,D}| \) is the number of training class \( C_i \) training data in \( D \).
- The more attributes used in the dataset the higher the computation to compute \( P(X \mid C_i) \), to anticipate if Naive Bayes makes independent of the class of conditions (no dependency relationship between attributes). Here’s the equation: \( P(X \mid C_i) = \prod_{k=1}^{n} P(x_k \mid C_i) = P(x_1 \mid C_i) \times P(x_2 \mid C_i) \times \ldots \times P(x_n \mid C_i) \) where \( x_k \) is the attribute value \( A_k \) in \( X \) data. There are several things to consider in calculating \( P(X \mid C_i) \) that is: If the attribute \( A_k \) is categorical, then \( P(x_k \mid C_i) \) is the amount of data from class \( C_i \) in \( D \) has the value of \( x_k \) for \( A_k \), divided by \( |C_{i,D}| \), the amount of data of class \( C_i \) di \( D \). If the \( A_k \) attribute is of continuous value, it will be distributed to Gaussian with \( \sigma \) standard deviation and mean \( \mu \), defined as follows:

\[
g(x \mid \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]

so that
\[ P(x_k \lor C_i) = g(x_k, \mu_{C_i}, \sigma_{C_i}) \]

then calculate \( \sigma_{C_i} \) and \( \mu_{C_i} \), i.e., standard deviation and mean, from attribute values \( A_k \) for training data of class \( C_i \). After that, enter the value of these two quantities into Eq. (1), together with \( x_k \), for estimating the value of \( P(x_k \lor C_i) \).

- To predict the class \( X \) label, the probability function \( P(X \lor C_i)P(C_i) \) will be evaluated for each class \( C_i \). Classifier will predict label from \( X \) data into \( C_i \) class if and only if \( P(X \lor C_i)P(C_i) > P(X \lor C_j)P(C_j) \) for \( 1 \leq j \leq m, j \neq i \).

5.3. **Classification and Regression Tree**

Classification and Regression Tree (CART) is a classification method that uses historical data to construct decision trees that will then be used to classify new data [18]. The classification tree is built according to the splitting rule. The splitting rule will divide learning sample into small parts according to maximum homogeneity using Gini Index [19]. Here's the equation:

\[ Gini(D) = 1 - \sum_{i=1}^{m} p_i^2 \]

Where \( m \) is the number of class attributes in data \( D \), \( p_i \) is the probability in data \( D \) that has the class attribute \( C_i \) and is calculated by the following equation:

\[ \frac{|C_{i,D}|}{|D|} \]

Classification tree has a level or a lot of levels that can affect the performance of classification. To overcome this is used Optimization by minimum number of points. It of points is one of the algorithms for pruning or classification of a tree [15].

5.4. **K-Nearest Neighbor**

In [18]k-Nearest Neighbours (kNN) is a classification method used to find a similarity of a group of objects \( k \) in the training set closest to the test data object and based on the assignment of a label dominated by a particular class. Selection of \( k \) values can affect the performance of kNN. If \( k \) value is too small, it can reduce noise data. On the other hand, if the value of \( k \) is too large, it can increase the amount of noise data. Because the neighbouring data from other classes are selected. Square distance is a good approximation because it is less influenced by the selection of \( k \) values. The weighting of each object is determined by its distance. Here is the equation of square distance:

\[ w_i = \frac{1}{d(y,z)^2} \]

Where \( w_i \) denotes the weight of the \( x_i \) data which is the nearest neighbour and \( d(y,z) \) denotes the distance (inconsistency) between the \( y_i \) data with the \( z \) test data. then \( w_i \) value can be used to calculate the selection of predicted class. Here’s the Distance-Weighted Voting equation:

\[ c_z = \arg \max_{v \in L} \sum_{y \in N} w_i \times I(v = \text{class}(c_y)) \]

where \( x_k \) and \( y_k \) are attributes to \( k \) of \( x \) and \( y \) respectively. Furthermore, the distance function used to measure data \( x \) and \( z \) with \( n \) attribute is the Euclidean function. Here is the Euclidean distance equation:

\[ d(x,y) = \sqrt{\sum_{k=1}^{n}(x_k - y_k)^2}. \]

6. **Performance Evaluation**

The classification model will be evaluated using the 10-Fold Cross-Validation. Where the dataset will be divided into 10 parts of the same size. Then 9 parts of the subset will be used as training data and
the rest as testing data. Furthermore, to measure the performance of the classification results, the confusion matrix will be used as shown in table 1 [20].

| Actual class | Normal | Abnormal |
|--------------|--------|----------|
| Normal       | TP     | FN       |
| Abnormal     | FP     | TN       |

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \\
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN}
\]

Where TP: is the amount of normal transaction data that is correctly classified in the normal class, FN: is the amount of normal transaction data that is classified incorrectly in an abnormal class, TN: is the number of abnormal transaction data that is correctly classified in an abnormal class, FP: the number of abnormal transaction data that is classified incorrectly in the normal class.

7. Experiment
In this study, the dataset used is the electricity card purchase transaction data for the eastern region of the Makassar city. The history of prepaid electric card purchase transaction data has 10,000 customer data that are of real-type data and consist of 4 attributes, which are divided into 2 classes namely normal transactions and abnormal transactions of 7,783 and 2,217 customers, respectively. Furthermore, the dataset will be processed using programming language python version 3.5 which is installed in the Ubuntu operating system version 18.04 and the type of processor used is Intel Core i5-460 and 4GB of RAM. The classification method to be used in this research is soft computing which consists of SVM, NB, CART, and KNN.

| Method | Percentage of data testing (%) | 20% | 33% | 45% | 55% | 67% | 80% |
|--------|--------------------------------|-----|-----|-----|-----|-----|-----|
|        |                                |     |     |     |     |     |     |
| Acc    |                                | 0.99| 0.99| 0.99| 0.99| 0.99| 0.99|
| SVM    |                                | 0.99| 0.98| 0.98| 0.98| 0.97| 0.97|
| Prec   |                                | 1.00| 1.00| 1.00| 1.00| 1.00| 1.00|
| Rec    |                                | 1.00| 1.00| 1.00| 1.00| 1.00| 1.00|

Table 2 shows that in spite of an increase in the amount of test data used, the SVM method using the Gaussian kernel and the alpha 0.5 value can predict the improper purchase of electricity with the same accuracy of 99%. But when viewed from the results of its precision, the increase in test data precision precisely resulted in the decline. While the recall results remain the same in the 100%. This indicates that when the test data is added, the False Positive result has increased while the False Negative result remains 0. False positive in this research is the amount of unnatural data which is predicted as fair. While False Negative is the amount of reasonable data that is predicted to the class is not fair. Because in every addition of test data only precision is decreased while accuracy and recall remain, it can be said that svm method can predict morbidity accurately, but increasing the amount of data causes more and more reasonable data to be classified incorrectly to the unnatural class.
Table 3. Acc, prec, rec of NB method

| Method | Percentage of data testing (%) |
|--------|-------------------------------|
|        | 20%  | 33%  | 45%  | 55%  | 67%  | 80%  |
| Acc    | 0.71 | 0.71 | 0.72 | 0.71 | 0.71 | 0.70 |
| NB     | 0.42 | 0.43 | 0.44 | 0.44 | 0.45 | 0.45 |
| Rec    | 0.95 | 0.96 | 0.96 | 0.95 | 0.95 | 0.91 |

Table 3 shows that with the addition of classification data of the NB method using the GaussianNB kernel, it can predict the unreliable purchase of electricity with the accuracy of 70% up to 72%. Likewise, the precision value changed from 42% up to 45% while the value of recall is 91% until 96%. This means that even with the addition of test data, the value of False Positive has decreased while the value of False Negative has increased. Because in each additional test data the value of precision, accuracy and recall has decreased, it can be said that the NB method cannot predict morbidity accurately, so the addition of the amount of testing data causes more and more reasonable data to be grouped into unnatural classes.

Table 4. Acc, prec, rec of CART method

| Method | Percentage of data testing (%) |
|--------|-------------------------------|
|        | 20%  | 33%  | 45%  | 55%  | 67%  | 80%  |
| Acc    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| CART   |      |      |      |      |      |      |
| Prec   | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| Rec    | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Table 4 shows that the addition of test data does not affect the accuracy of classification of CART method by using Gini as a measurement for split quality and split strategy used by best split to predict the improper purchase of electricity with the accuracy level of 1.00%. Likewise, the precision and recall value did not change at 1.00%. This shows that with the addition of test data, the value of False Positive and False Negative remain 0. Because in each addition of precision value test data, accuracy and recall remain, it can be said that Naive Bayes method can predict morbidity accurately.

Table 5. Acc, prec, rec of KNN method

| Method | Percentage of data testing (%) |
|--------|-------------------------------|
|        | 20%  | 33%  | 45%  | 55%  | 67%  | 80%  |
| KNN    | 0.99 | 1.00 | 0.99 | 0.99 | 0.99 | 0.99 |
| Acc    | 0.99 | 1.00 | 0.99 | 0.99 | 1.00 | 1.00 |
| Prec   | 0.99 | 1.00 | 0.99 | 0.99 | 1.00 | 1.00 |
| Rec    | 1.00 | 1.00 | 1.00 | 0.99 | 0.99 | 0.99 |

Based on the experiments in table 5, it is shown that with the increase of test data does not affect the performance of the classification of KNN method to find the nearest neighbor distance by using Euclidean Distance, \( k = 5 \) value and weight value between attributes = 1, in predicting the improper purchase of electricity with accuracy of 99%.

But when viewed for its precision value, the increase of test data precisely causes precision value increases. Instead, the recall results decreased as test data increased. This means that with increasing test data, False Positive value has increased while False Negative value decreases. Because in each addition of precision value test data has increased while recall value has decreased, it can be said that
KNN method cannot predict morbidity accurately because the addition of the amount of data causes more and more unnatural data to be classified improperly to a reasonable class. Comparison of the classification method can be seen in table 8 as follows:

Table 8. Comparison of algorithms

| Method | Percentage of data testing (%) |
|--------|-------------------------------|
|        | 20%  | 33%  | 45%  | 55%  | 67%  | 80%  |
| SVM    | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 | 0.99 |
|        | Prec | 0.99 | 0.98 | 0.98 | 0.98 | 0.97 |
|        | Rec  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| NB     | 0.71 | 0.71 | 0.71 | 0.72 | 0.71 | 0.70 |
|        | Prec | 0.42 | 0.43 | 0.44 | 0.44 | 0.45 | 0.45 |
|        | Rec  | 0.95 | 0.96 | 0.96 | 0.96 | 0.95 | 0.91 |
| CART   | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|        | Prec | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
|        | Rec  | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| KNN    | 0.99 | 1.00 | 0.99 | 0.99 | 0.99 | 0.99 |
|        | Prec | 0.99 | 1.00 | 0.99 | 0.99 | 1.00 | 1.00 |
|        | Rec  | 1.00 | 1.00 | 1.00 | 0.99 | 0.99 | 0.99 |

Table 8 shows that by adding test data, CART method have the highest accuracy value compared to other algorithms. This suggests that with the addition of test data, the CART method can classify reasonable data into reasonable and unnatural classes to the class unreasonably accurately. At precision values, the KNN and CART methods have the highest precision values among other algorithms, meaning that KNN and CART methods can predict morbidity accurately as the addition of the amount of data causes less and less reasonable data to be classified incorrectly into the class. While in the recall value, each method has a high recall value because every method can predict morbidity accurately because the addition of the amount of data does not affect the performance of each method.

Based on the results of the study, the authors will use the Soft Computing method that will be used to identify the irregularities of customer behavior against the abuse of electrical energy through the purchase transaction history of tokens/vouchers.

8. Conclusion

Implementation of the soft computing approach in this study, each method Support Vector Machine (SVM), Naive Bayes, Classification and Regression Tree (CART), and K-Nearest Neighbors (KNN), it appears that for this study, the method with the highest accuracy is obtained from the CART method that is equal to 100%, while the SVM method and KNN are 99%. Meanwhile, the Naive Bayes method has the lowest accuracy among all the methods that have been implemented in this study. But to determine which method with the best accuracy among them still needs further research by using more simulation data. Based on the results obtained that the accuracy of the soft computing approach in classifying customer behavior using prepaid pulses through payment history has a good level of accuracy of each method.
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