A Theory for Discrete-time Boolean Finite Dynamical Systems with Uncertainty

Mitsunori Ogihara¹ and Kei Uchizawa²

¹Department of Computer Science, University of Miami, Coral Gables, FL, USA, ogihara@cs.miami.edu
²Graduate School of Science and Engineering, Yamagata University, Yonezawa, Yamagata, Japan, uchizawa@yz.yamagata-u.ac.jp

Abstract

Dynamical Systems is a field that studies the collective behavior of objects that update their states according to some rules. Discrete-time Boolean Finite Dynamical System (DT-BFDS) is a subfield where the systems have some finite number of objects whose states are Boolean values, and the state updates occur in discrete time. In the subfield of DT-BFDS, researchers aim to (i) design models for capturing real-world phenomena and using the models to make predictions and (ii) develop simulation techniques for acquiring insights about the systems’ behavior. Useful for both aims is understanding the system dynamics mathematically before executing the systems. Obtaining a mathematical understanding of BFDS is quite challenging, even for simple systems, because the state space of a system grows exponentially in the number of objects. Researchers have used computational complexity to circumvent the challenge. The complexity theoretic research in DT-BFDS has successfully produced complete characterizations for many dynamical problems.

The DT-BFDS studies have mainly dealt with deterministic models, where the update at each time step is deterministic, so the system dynamics are completely determinable from the initial setting. However, natural systems have uncertainty. Models having uncertainty may lead to far-better understandings of nature. Although a few attempts have explored DT-BFDS with uncertainty, including stochastic initialization and tie-breaking, they have scratched only a tiny surface of models with uncertainty. The introduction of uncertainty can be through two schemes. One is the introduction of alternate update functions. The other is the introduction of alternate update schedules. This paper establishes a theory of models with uncertainty and proves some fundamental results.

1 Introduction

Discrete-time Boolean Finite Dynamical System (DT-BFDS) [27] (see, also, e.g., [21, 20]) is a subfield of dynamical systems. DT-BFDS represents a network of nodes that collectively evolve and is similar to cellular automata [39] and Hopfield networks [26].

An n-node discrete-time Boolean finite dynamical system is a function from the set of n-dimensional Boolean vectors to itself. Starting from an initial vector (or initial configuration) at time 0, the system at each time step (or round) applies the Boolean function to obtain a new configuration and updates the configuration with it. There are two major schemes for updating. The first is parallel updating, where all the nodes update concurrently. The second is sequential
updating, where the nodes update one at a time in some order. Also, asynchronous updating is a chaotic scheme that allows each node to skip its update.

Researchers use DT-BFDS to study network dynamics in a wide array of disciplines including molecular biology [1,41,29], chemistry [10], genetics (e.g., [36,32], economics [15], and sociology [18]. By “network dynamics,” we mean how a network’s state changes over time, starting from an initial configuration. When the updates are deterministic, a computer simulation is a natural method for examining the evolution of the network. For example, the authors of [1] show that a Boolean network can simulate the changes in gene expression occurring in Drosophila melanogaster, and the authors of [41] successfully model the bi-stability of the lac operon.

An essential property of DT-BFDS’s evolution is that whatever the initial configuration may be, the system will eventually arrive at a configuration on a loop (or cycle). If the loop is a self-loop, i.e., it has only one configuration, it is a fixed point. Questions that draw practitioners’ interests include, given an initial configuration, how many steps are necessary for the system to arrive at a cycle, at which point the path connects with the cycle, and how long the loop is (the length is one if the cycle is a fixed point).

A DT-BFDS has a natural representation as a directed graph. Given a DT-BFDS $F$, we build its DT-BFDS representation $G = (V, E)$, where $V$ is the set of all configurations and $E = \{(u, v) \mid u, v \in V \land F \text{ transforms } u \text{ to } v \text{ in one time step}\}$. For a system with $n$ nodes, the size of the graph, $|V|$, is $2^n$. The graph representation enables researchers to study DT-BFDS’s properties using graph-theoretic concepts. Because the configuration graph has an exponential size in the number of nodes, exploring the configuration graph exhaustively can become burdensome quickly. Researchers began turning to computational complexity to assess the difficulty of finding an answer to graph-theoretic questions about configuration graphs, with some initial work in [14, 12, 13]. They have found that the complexity of the problems about system dynamics varies widely, depending on the update functions’ complexity.

Despite the great progress in the complexity studies of DT-BFDS, ample room appears exist for furthering the study with the use of uncertainty. The complexity-theoretic investigations have been chiefly on the systems that operate deterministically, and little work currently exists about DT-BFDS with uncertainty. Considering that uncertainty is always part of the game in the dynamic systems existing in nature, BFDS models with uncertain action choices will naturally extend the existing systems and enrich the field of BFDS. In fact, recent work [37] speaks of the need for more general DT-BFDS, particularly the need for nondeterministic models as unifying tools.

There are two places where a system’s behavior can become uncertain. One is that the nodes may not sure of the functions they use. The other is that the nodes are unsure of the order in which they perform updates. It appears that different levels of uncertainty exist for both kinds. Combining the two kinds of uncertainty will give DT-BFDS models with uncertainty.

Given new models with uncertainty, the configuration graphs become more complex. The nodes of the graphs may now have multiple outgoing edges. Enumerating all the outgoing edges may be difficult to accomplish in a reasonable amount of time. Even checking if an arc exists from one configuration to another may be non-trivial. The new characteristics can bring changes to the computational complexity of some of the graph-theoretic questions. Quantification and randomness can be useful for exploring the configuration graph’s with multiple outgoing edges. Using quantification we ask questions like if $a$ has a self-loop (existential), if $a$ has multiple subsequent configurations (universal), how long is the longest simple path from $a$ to $b$ (maximum), and how long is the shortest simple from $a$ to $b$ (minimum). The use of such quantifiers can bring new characterizations.

Another approach to investigate computing systems with uncertainty is the use of randomness. Instead of quantifications, we assume some probability distribution on possible actions and ask
about the probability that a structural property holds and the expected quantity. For example, we may ask how likely it is for an update to bring a configuration back to itself and ask for the expected number of steps for a configuration to turn into another. Stochastic dynamical systems have appeared in real-valued dynamical systems (e.g., [7]). Researchers have used randomness in experimental work, e.g., for perturbing the systems [42], activation [30], generating delays [17], and tie-breaking [15]. It is a fascinating question what properties of DT-BFDS with uncertainty we can bring out with the user of randomness.

Furthermore, we can study models with two types of uncertainty (function selection and update sequence selection) by combining two quantifiers or combining a quantifier and a probability assessment. We can study model’s robustness through such approaches.

In this paper, we define formally models with uncertainty and study comprehensively the complexity of new models through various types of lenses.

2 Preliminaries

In this section, we give basic definitions of the standard deterministic DT-BFDS studied in the literature. In Section 2.1, we explain deterministic DT-BFDSs and their components. In Section 2.2, we define dependency and configuration graphs behind DT-BFDSs. In Section 2.3, we present basic computational problems on deterministic DT-BFDSs, and overview related results. Based on these definitions, we will introduce DT-BFDS with uncertainty in the next section.

2.1 Deterministic DT-BFDS, updating functions and updating schemes

Throughout this paper, \( \mathbb{N} \) denotes the Boolean basis \{0, 1\}, and for all positive integer \( m \), \([m]\) denotes the set \{1, ..., m\}, and \( S_n \) denotes the set of all sequences of \([m]\), that is, the set of all bijections from \([m]\) to itself \([m]\).

Define DT-BFDS as follows.

**Definition 1. (DT-BFDS)** Let \( n \) be a positive integer. An \( n \)-node DT-BFDS \( F \) is a tuple of \( n \) Boolean functions \((f_1, \ldots, f_n)\) that are each from \( \mathbb{N}^n \) to \( \mathbb{N} \). The \( n \) functions jointly define a mapping from \( \mathbb{N}^n \) to itself, where each element of \( \mathbb{N}^n \) is referred to as a configuration.

Since investigating nature through simulations is a motivation for DT-BFDS, the update functions for DT-BFDS are simple Boolean functions, such as OR, AND, XOR, XNOR, NOR, and NAND (see, e.g., [10, 31, 35, 28]). The most restricted update functions are unary functions.

**Definition 2. (Unary Functions)** The positive unary function produces its input without as is. The negative unary function produces the negation of its input.

In the standard DT-BFDS, all nodes must perform one update at each time step. There are two standard updating schedules:

**Definition 3. (Updating schedule)** Let \( F = (f_1, \ldots, f_n) \) be an \( n \)-node DT-BFDS for some \( n \geq 1 \). Let \( \vec{c} = (\vec{c}_1, \ldots, \vec{c}_n) \) be a configuration.

1. We say that \( F \) is a parallel DT-BFDS if its nodes update in parallel (or concurrently). In other words, for each configuration \( \vec{c} \), \( F \) maps \( \vec{c} \) to \((f_1(\vec{c}), \ldots, f_n(\vec{c}))\).
2. We say that $F$ is a sequential DT-BFDS if for some sequence $\pi \in S_n$, the update occurs for nodes $\pi(1), \ldots, \pi(n)$ in this order. More precisely, for each $i \in [n]$, let $\tilde{f}_i$ be the completion of $f_i$ with $N^n$ as the domain:

$$\tilde{f}_i(c_1, \ldots, c_n) = (c_1, \ldots, c_{i-1}, f_i(c_1, \ldots, c_n), c_{i+1}, \ldots, c_n).$$

Then, for each configuration $\bar{c}$, $F$ maps $\bar{c}$ to

$$\tilde{f}_{\pi(n)}(\cdots (\tilde{f}_{\pi(2)}(\tilde{f}_{\pi(1)}(\bar{c})) \cdots)).$$

**Encoding** We assume that an encoding of a DT-BFDS consists of the following:

- The values of $n$ in unary.
- The encoding of each function $f_i$ as a Boolean circuit, $i \in [n]$.
- The updating schedule. In the case of fixed permutation, the permutation the system is to use. Each permutation is a sequence of $n$ binary numbers in $[n]$.

We can define a class of DT-BFDS putting restrictions on the following:

- The structure of the dependency graph, specified with properties like
  - the maximum/minimum fan-in,
  - the maximum/minimum fan-out,
  - whether the graph is acyclic or not, and
  - whether or not each node must/must not depend on itself (that is, whether a self-loop is permissible in the dependency graph, if so, whether each node must have a self-loop).

- The types of functions available for the update functions.
- The types and the number of permutations available for the permutation list.

### 2.2 Configuration graph, and dependency graph

The dependency graph represents the dependency among the nodes.

**Definition 4. (Dependency graph)** Let $V = \{v_1, \ldots, v_n\}$ be the nodes of a DT-BFDS $F$ and let $f_1, \ldots, f_n$ be the update functions of $F$. The dependency graph of $F$ is the directed graph $G = (V, E)$ such that

$$E = \{(v_i, v_j) \mid \text{the function } f_j \text{ depends on the state value of } v_i\}.$$ 

The configuration graph of a system specifies the input-output relation.

**Definition 5. (Configuration graph)** Let $F$ be an $n$-node DT-BFDS for some $n \geq 1$. The configuration space of $F$ is $N^n$. The configuration graph of the system $F$ is a $2^n$-node directed graph whose directed edges consist of $(\bar{c}, \bar{d})$ such that $F(\bar{c}) = \bar{d}$. Each node of the configuration graph has an out-degree of 1. The configuration graph has a self-loop at each $\bar{c}$ where $F(\bar{c}) = \bar{c}$. 
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2.3 Properties of configuration graphs

We can interpret the questions about the network’s dynamics as questions about the configuration graph’s structure. Since the configuration graph has $2^n$ nodes, we ask if it is possible to answer, without running simulations, if the network has the desired property. These questions appear on the next list.

Stating the problems on the list require some definitions. For an arbitrary configuration $\vec{c}$, the path from $\vec{c}$ eventually arrives at a node $\vec{d}$ so that the path from $\vec{d}$ returns to $\vec{d}$, i.e., $\vec{d}$ is on a cycle. Amongst all the configurations on the cycle containing $\vec{d}$, specific interest is on the point at which the path from $\vec{c}$ meets the cycle for the first time. The meeting point is the entry point. The path from $\vec{c}$ leading to the entry point is the tail from $\vec{c}$. A special kind of cycle is a self-loop, i.e., one with a length of 1. A configuration $\vec{c}$ with a self-loop satisfies $F(\vec{c}) = \vec{c}$, and such a configuration is called a fixed point. A configuration $\vec{c}$ may have a predecessor, i.e., a configuration $\vec{e}$ such that $F(\vec{e}) = \vec{c}$. A configuration without a predecessor is a Garden of Eden.

Here is a list of structural questions. On the list, $\vec{c}$ and $\vec{d}$ are configurations. The computational problems have their natural decision-problem counterparts with which the computation is possible by way of prefix search or binary search.

1. **Reachability** [11, 33]: Is $\vec{d}$ reachable from $\vec{c}$?
2. **$t$-Reachability** for a constant $t \geq 1$: Is $\vec{d}$ reachable from $\vec{c}$ in at most $t$ time steps?
3. **Path Length** [11]: What is the path length from $\vec{c}$ to $\vec{d}$? (The length is $-1$ if the path is non-existent.)
4. **Path Intersection** [35]: Do the path from $\vec{c}$ and the path from $\vec{d}$ intersect?
5. **Tail Length** [11, 30]: What is the tail length of $\vec{c}$?
6. **Garden of Eden** [3, 9]: Is $\vec{c}$ a Garden of Eden?
7. **$t$-Garden of Eden** for a constant $t \geq 1$: Is there a Garden of Eden from which $\vec{c}$ is reachable in exactly $t$ time steps?
8. **Counting Predecessors** [3]: How many predecessors does $\vec{c}$ have?
9. **Counting Gardens of Eden** [25]: How many nodes are Gardens-of-Eden?
10. **Cycle Point**: Is $\vec{c}$ on a cycle?
11. **Cycle Length** [11, 30, 35]: How long is the cycle containing $\vec{c}$? (The length is 0 if $\vec{c}$ is not on a cycle.)
12. **Counting Cycles** [3]: How many disjoint cycles does the graph have?
13. **Fixed-point Existence** [10, 2]: Does the graph have a fixed point?
14. **Counting Fixed-points** [25, 23]: How many fixed points are in the graph?

Since each edge is polynomial-time computable and the configurations require $n$ bits for representation, we can test the reachability in at most $m$ number of steps in nondeterministic $O(n)$ space. Then, Savitch’s Theorem [38] gives that the reachability in deterministic $O(n)$ space. It follows from this observation that all these problems are solvable in PSPACE. Researchers have shown that with proper choice of the update functions, some are PSPACE-complete, and some
are NP-complete. For example, where both the 2-fan-in AND and the 3-fan-in OR are available as update functions, one can design the system so that its configuration graph represents the transitions of configurations of a polynomial space-bounded deterministic Turing machine. The design gives the PSPACE-hardness of \text{Reachability}. Then, as a corollary to the result, one can show that \text{Path Length}, \text{Path intersection}, \text{Tail Length}, \text{Fixed Point Existence}, and \text{Cycle Point} are PSPACE-complete (see, e.g., \cite{11, 2, 34}). Proving the result involves adding modifications to the Turing machine and gadgets. These results hold as long as the available functions form a Boolean basis. Also, researchers have shown that \text{Predecessor Existence} and \text{3-Reachability} are NP-complete (e.g., \cite{2, 4}). The PSPACE-completeness and the NP-completeness results are valid for parallel and sequential models. Furthermore, \text{Counting Cycle}, \text{Fixed Point Counting}, \text{Tail Length}, \text{Fixed Point Existence}, and \text{Garden of Eden Counting} are \#P-complete, and their related decision problems are PP-complete \cite{25, 9, 11}.

3 Proposed Models with Uncertainty

In this section, we introduce DT-BFDS with uncertainty. In Section 3.1 we define multiple-choice and multiple-updating DT-BFDSs. In Section 3.2 we define dependency and configuration graphs of DT-BFDS with uncertainty. In Section 3.3 we redefine computational problems for DT-BFDSs. In Section 3.4 we present the organization of the rest of the paper.

3.1 Multiple-choice, multiple-updating DT-BFDS, and its taxonomy

The first step in constructing a DT-BFDS with uncertainty is to define a system with multiple choices for update functions.

Definition 6. (Multiple-choice DT-BFDS) Let \( n \) and \( k \) be positive integers. An \( n \)-node, \( k \)-choice DT-BFDS, or an \( (n, k) \) DT-BFDS, is a collection \( F = \{ f_{i,j} \mid i \in [n], j \in [k] \} \), where each element \( f_{i,j} \) is a function from \( \mathbb{N}^n \) to \( \mathbb{N} \).

Unless we state otherwise, we assume that the positive unary function is always available for all DT-BFDS.

The traditional DT-BFDS is a 1-choice DT-BFDS.

When we investigate the computational complexity of structural questions on DT-BFDS, the functions available to the nodes include the identity function unless otherwise stated. A DT-BFDS solely of unary functions sounds too simplistic, but can be appropriate in our uncertainty setting. For example, we can model relaying points in a signal network where input comes from multiple points and the relaying points pick one of the input signals, e.g., on a first-in, first-out basis.

The definition of multiple-choice DT-BFDS requires a specification of how the system selects functions and what schedule the system uses for updates.

Definition 7. (Update function selection) Let \( n \) and \( k \) be positive integers. Let \( F = \{ f_{i,j} \mid i \in [n], j \in [k] \} \) be an \( (n, k) \) DT-BFDS and let \( J = [j_1, \ldots, j_n] \) be an \( n \)-element sequence in \([k]^n\). Then \( F \) with \( J \) as the function indices, denoted by \( F[J] \), is the \( n \)-tuple of functions \( (f_{1,j_1}, \ldots, f_{n,j_n}) \), which is an \( n \)-node DT-BFDS.

Note that the process of selecting update functions is separate from the process of choosing an updating scheme. We will study the following function selection schemes and updating schedules for multiple-choice DT-BFDS.

- The following types are possible for selecting functions.
– **Fixed Selection**  The system uses the first function for each node and ignores the rest. The system is essentially the same as the standard DT-BFDS.

– **Coordinated Selection**  The system selects the index set $J$ from $\{1^n, \ldots, k^n\}$ at each time step.

– **Individual Selection**  The system selects an index sequence from $[k]^n$ at each time step.

– **Semi-coordinated (or Semi-individual) Selection**  The nodes are the disjoint union of some subsets. The selections are in coordination within each subset.

- The following types are possible for scheduling updates.

  – **Parallel or Concurrent Schedule**  All the nodes update concurrently at every time step.

  – **Fixed-permutation Schedule (Fixed-sequence Schedule)**  The system uses one fixed permutation (or fixed sequence), $\pi$, at every time step.

  – **Permutation-list Schedule (Sequence-list Schedule)**  The system specifies a list of permutations $\{\pi_1, \ldots, \pi_m\}$ for some $m \geq 1$. The system chooses one from the $m$ permutations independently at each time step. The fixed-permutation schedule is the case where $m = 1$.

  – **Arbitrary-permutation Schedule (Arbitrary-sequence Schedule)**  The system selects one permutation independently at each time step.

  – **Asynchronous Schedule**  The nodes independently choose whether or not to update at each time step.

**Encoding**  We can follow the encoding of deterministic DT-BFDS to handle uncertainty, but need extra values:

- The values of $n$ and $k$ in unary.

- The encoding of each function $f_{i,j}$ as a Boolean circuit, $i \in [n], j \in [k]$.

- The function selection scheme. In the case of semi-coordinated function selection scheme, the parts among which the function selections occur in coordination. In the case of fixed function selection, the fixed selection for each node.

- The updating schedule. In the case of fixed permutation, the permutation the system is to use. In the case of permutation list, the list of the permutations. Each permutation is a sequence of $n$ binary numbers in $[n]$.

Besides restrictions on deterministic DT-BFDS, such as a structure on dependency graphs, we also consider the following restriction:

- The value of $k$, e.g., a constant or a function in $n$ as an upper bound.

### 3.2 Configuration graph, and dependency graph with uncertainty

We define dependency and configuration graphs for multiple-choice DT-BFDS, as follows.

** Definition 8. (The dependency graph of a multiple-choice DT-BFDS)**  Let $F = \{f_{i,j} \mid i \in [n], j \in [k]\}$ be an $(n,k)$ DT-BFDS for some $n \geq 1$ and $k \geq 1$. For each $j \in [k]$, let $G_j = (V,E_j)$ be the dependency graph for the deterministic system $(f_{1,j}, \ldots, f_{n,j})$, where each edge is labeled with the index $j$. Then the joint dependency graph that $F$ induces is $G = (V,E_1 \cup \cdots \cup E_k)$, where on each edge, its label is the set of all $j$ such that the edge appears in $E_j$. 
Definition 9. (The configuration graph of a multiple-choice DT-BFDS) Let $n$ and $k$ be positive integers. Let $F = \{ f_{i,j} \mid i \in [n], j \in [k] \}$ be an $(n,k)$ DT-BFDS with a specific updating schedule and a specific function selection scheme. Define the configuration graph of $F$ as the graph $G = (V,E)$, where there is an arc from a configuration $\vec{c}$ to a configuration $\vec{d}$ if $\vec{d}$ is one of the possibilities $F$ generates in one step, given $\vec{c}$ as the input. In addition, each directed edge of the configuration graph has a label, which is the set of all choices in the permissible actions that achieve the corresponding transition. Such choices may include update functions and updating sequences.

3.3 Properties of configuration graphs with uncertainty

With the new definition of configuration graphs, we need to redefine the structural questions so that the existence of an arrow is an NP question.

1. Reachability: Is there a path from $\vec{c}$ to $\vec{d}$?
2. $t$-Reachability: Is there a path from $\vec{c}$ to $\vec{d}$ whose length is at most $t$?
3. Minimum/Maximum Path Length: How long is the shortest/longest simple path from $\vec{c}$ to $\vec{d}$?
4. Path Intersection: Do any path from $\vec{c}$ and any path from $\vec{d}$ intersect?
5. Tail Length: How long is the shortest path from $\vec{c}$ to any cycle?
6. Garden of Eden: Is $\vec{c}$ a Garden of Eden?
7. $t$-Garden of Eden: Is a Garden of Eden reachable from $\vec{c}$ in $t$ backward steps?
8. Counting Predecessors: How many configurations are the predecessors of $\vec{c}$?
9. Counting Gardens of Eden: How many nodes are Gardens of Eden?
10. Cycle Point: Is $\vec{c}$ on any cycle?
11. Minimum/Maximum Cycle Length: How long is the shortest/longest simple cycle that goes through $\vec{c}$?
12. Counting Cycles: How many simple cycles go through $\vec{c}$?
13. Fixed-Point Existence: Does the graph have a node with a self-loop?
14. Counting Fixed Points: How many nodes have self-loops?
15. Counting Subsequent Configurations: How many different subsequent configurations does $\vec{c}$ have?
16. Complete Fixed-Point: Is $\vec{c}$ a complete fixed-point?
17. Complete Fixed-Point Existence: Does the graph include a complete fixed-point?
18. Counting Complete Fixed-Points: How many complete fixed-points are there?
19. Counting Paths: How many simple paths exist from $\vec{c}$ to $\vec{d}$?
3.4 Organization of the rest of the paper

The rest of the paper is organized as follows. In Section 4, we provide general upperbounds that hold regardless of the updating schedule. In Section 5, we ask if a particular combination of a selecting function and a scheduling update includes another one by means of simulation, and provide several inclusion results. In Section 6, we consider DT-BFDS with parallel or fixed-permutation updating combined with individual function selection, and show upper and lower bounds on $t$-Reachability and its related problems. In Section 7, we consider DT-BFDS with parallel updates with the coordinated function selections, and investigate a relationship between Reachability and the graph isomorphism problem. In Section 8, we consider DT-BFDS with permutation-list and arbitrary-permutation updating, and show complexity results on $t$-Reachability and its variants. In Section 9, we conclude with some open problems.

The following table summarizes the sections where the combinations of updating schedules and selection schemes are considered.

| updating schedule  | function selection |
|--------------------|-------------------|
|                    | fixed  | coordinated | individual | semi-coordinated |
| asynchronous       | -      | -           | -          | -                |
| parallel           | -      | 7           | 6          | -                |
| fixed permutation  | -      | -           | 6          | -                |
| permutation list   | -      | -           | 8          | -                |
| arbitrary permutation | -   | -           | 8          | -                |

Table 1: The numbers indicate which section the mode is considered. Since Sections 4 and 5 are related to all the types of DT-BFDS, we omit them.

4 General upper bounds

The problem $t$-Reachability in the standard DT-BFDS model is in P when $t$ is bounded by some polynomial in $n$. In the case of DT-BFDS with uncertainty, configurations may have multiple possible subsequent configuration. The number of possibilities can be exponential in the number of nodes if either the system uses an arbitrary sequence for scheduling updates or selects the function individually for the nodes. In such a case, the problem of testing an edge’s existence is in NP.

**Proposition 1.** $t$-Reachability is in NP.

*Proof.* Let $F$ be an arbitrary $(n, k)$ system for some $n, k \geq 1$. Let $\vec{c}$ and $\vec{d}$ be two configurations of the system. We observe the following.

- In the case when the update schedule is permutation list having length $L$, we have only to examine each permutation of the list, which gives a multiplicative factor of $L$ to the running time.
- In the case when the update schedule is arbitrary permutation, we can in $O(n^2)$ time select a permutation nondeterministically.
- In the case when the update schedule is asynchronous, we need to select the nodes that perform an update in the round, separate them into groups, and then select an order among the groups. We can accomplish the selection as follows:
1. For each $i \in [n]$, nondeterministically select whether or not to perform an update on the $i$-node.
2. Nondeterministically permute the sequence of indices $i$ we have chosen in the first step.
3. Let $[i_1, \ldots, i_r]$ the permutation we have obtained in the previous step and let $[u_1, \ldots, u_r]$ be the nodes that these indices indicate. Start the first group only with $u_1$ as its member. For each $j, 2 \leq j \leq r$, nondeterministically select whether or not to place $v_j$ in the same group as $v_{j-1}$. If the answer is negative, start a new group with $u_j$ as its member.

- In the case when the function selection scheme is coordinated, we have only to make an exhaustive search over the $k$ possibilities.
- In the case when the function selection is individual, we have only select an update index series in $O(n)$ time.

Using the selections made, we check whether the functions and the schedule produce $\vec{d}$ from $\vec{c}$.

In light of the observation, we obtain the following computational upper bound for each problem from Section 3.3.

**Proposition 2.** The following upper bounds hold regardless of the updating schedule. In the case where the update schedule is one of parallel, fixed-permutation, and permutation-list and the function selection is either fixed or coordinated, the complex, the upper bounds become those appearing in parentheses.

1. **NP (P):** $t$-Reachability for a fixed $t$, and Fixed-Point Existence.
2. **coNP:** Garden of Eden and Complete Fixed-Point.
3. **$\Sigma^p_2$ (NP):** $t$-Garden of Eden for a fixed $t$ and Complete Fixed-Point Existence.
4. **#P^{NP} (#P):** Counting Fixed Points (#P), Counting Subsequent Configurations. Counting Gardens of Eden, Counting Predecessors (#P), and Counting Complete Fixed-Points.
5. **PSPACE:** Reachability, Minimum/Maximum Path Length, Path Intersection, Tail Length, Cycle Point, and Minimum/Maximum Cycle Length.
6. **EXPSPACE:** Counting Cycles and Counting Paths.

**Proof.** Using the fact that 1-Reachability is in NP, we prove the upper bounds as follows.

1. For $t$-Reachability, we have only to select $t - 1$ intermediate configurations nondeterministically and then verify using the verification method for 1-Reachability, if each edge is valid. For Fixed-Point Existence, we have only to select a configuration nondeterministically and verify if the configuration is reachable from itself using the verification method for 1-Reachability. Thus, these problems are in NP.

2. For Garden of Eden, note that the predecessor existence can use a guess of a predecessor and the verification. A Garden of Eden is a node for which the predecessor-existence test fails, and so the problem is in coNP. For Complete Fixed-Point, we can check if all the valid update schedules and the function selections take back to the original. Thus, the problem is in coNP.
3. For t-GARDEN OF EDEN, we can guess a point to be a t-Garden of Eden and then verify that there is a length-t to the input configuration and the point is a Garden of Eden. For COMPLETE FIXED-POINT EXISTENCE, we have only to select a candidate configuration nondeterministically and then verify that the candidate is a complete fixed-point. This puts the two problems in \( \Sigma^p_2 \).

4. Based on the previous two observations, we have that the counting problems COUNTING FIXED POINTS (\( \#P \)), COUNTING SUBSEQUENT CONFIGURATIONS, COUNTING GARDENS OF EDEN, COUNTING PREDECESSORS (\( \#P \)), and COUNTING COMPLETE FIXED-POINTS can use a nondeterministic Turing machine that guesses a configuration uniquely and then verifies the requisite property using an NP-oracle. Thus, they are in \( \#P^{NP} \).

5. We can test the reachability by dynamically exploring a path to the target by guessing the next point on the path one after another. For each next point we generate, we check the guess is reachable from the present point in 1 time step using the aforementioned verification method. Since there are \( 2^n \) configurations, we can limit the number of steps to \( 2^n \). This means that the reachability is in \( NPSPACE^{NP} = NPSPACE \). Since \( NPSPACE = PSPACE \) due to Savitch's Theorem \[38\], we have that the problem is in \( PSPACE \). Using the result, we can check reachability in any number of time steps \( \leq 2^n \) in \( PSPACE \), and so the maximum/minimum reachability problems are in \( PSPACE \). The cycle point and cycle length problems use the same idea. To compute the tail length, we have only to check for each configuration, if it is a cycle point and compute the minimum path length to the point, then obtain the minimum of all the path lengths.

6. For counting simple cycles, we can use the following strategy: for \( \ell = 1, \ldots, 2^n \), we generate all sequences of \( \ell \) configurations, \( v_1, \ldots, v_\ell \). For each sequence, we check if the last node and the first are identical to each other, there are no other duplication, and if \( v_j \) is reachable form \( v_{j-1} \) in 1 time step for all \( j, 2 \leq j \leq \ell \). If the test passes, the sequence is a cycle. We count the length-\( \ell \) sequences passing the test and divide the count by \( \ell \). The result of the division is the number of simple cycles having length \( \ell \). We have only to sum all these cycle counts to obtain the total count of simple cycles. Writing down a sequence requires \( O(2^n) \) space. Thus, the problem is in \( EXPSPACE \).

This proves the proposition. \( \Box \)

A general question arising immediately from the above results is if a model includes another.

5 · Cross-model simulations

Given the various types of DT-BFDS with uncertainty, we question if any new model includes another. The following holds from the definition.

**Definition 10. (Embedding)** An embedding of a configuration graph \( G = (V, E) \) to another configuration graph \( G' = (V', E') \) is a one-to-one mapping \( \nu : V \rightarrow V' \) with the following property holds for all \( a, b \in V \): there is a nontrivial path (i.e., having length \( > 0 \)) from \( a \) to \( b \) in \( G \) if and only if there is a nontrivial path from \( \nu(a) \) to \( \nu(b) \) in \( G' \). The edge expansion rate of the embedding is

\[
\max_{a, b \in V} \left\{ \frac{\text{the length of the shortest nontrivial path from } \nu(a) \text{ to } \nu(b)}{\text{the length of the shortest nontrivial path from } a \text{ to } b} \right\}.
\]

We define simulations using the concept of embedding.
Definition 11. (Simulation) Let $\rho > 0$ be a real number. Let $S$ and $T$ be two DT-BFDS’s. We say that $T$ simulates $S$ with an expansion rate $\rho$ if there is an embedding of the configuration graph of $S$ into the configuration graph of $T$ with its edge expansion rate no more than $\rho$.

Definition 12. (Reduction) Let $\rho$ be a function from a set of the positive integers to itself. Let $\mathcal{C}$ and $\mathcal{D}$ be classes of DT-BFDS. We say that $\mathcal{C}$ is polynomial-time reducible to $\mathcal{D}$ with expansion $\rho(n)$ if there is a pair of polynomial-time functions $(g, h)$ such that for all $n \geq 1$ and for all BT-BFDS’s $S$ in $\mathcal{C}$ having $n$ nodes, the following properties hold:

- The value of $g(S)$ is a system in $\mathcal{D}$.
- For all configurations $\vec{c}$ of $S$, the value of $h(S, \vec{c})$ is a configuration of $g(S)$.
- The function $h(S, \cdot)$ serves as an embedding of $S$ into $g(S)$ with its edge expansion rate no more than $\rho(n)$.

Proposition 3. For each updating schedule, we have that:

$\text{fixed selection} \subseteq \text{coordinated selection} \subseteq \text{semi-coordinated selection}$

$\text{fixed selection} \subseteq \text{individual selection} \subseteq \text{semi-coordinated selection}$

where $\subseteq$ means “is part of.”

What can we say about the updating schemes? We know very little right now. Trivially, the fixed-permutation scheme is a special case of the permutation-list scheme. We can also say that the asynchronous scheme is part of the parallel scheme as follows:

Theorem 4. Let $n$ and $k$ be positive integers.

1. Each $(n, k)$ DT-BFDS that updates asynchronously and uses individual function selections is simulate-able by an $(n, k + 1)$ DT-BFDS that updates in parallel and uses individual function selections with the edge expansion rate equal to $n$.

2. Each $(n, k + 1)$ DT-BFDS that updates in parallel and uses individual function selections is simulate-able by an $(n, k)$ DT-BFDS that updates asynchronously and uses individual function selections with the edge expansion rate equal to 1, if the identify function is among the function choices for each node.

Proof. Let $n$ and $k$ be positive integers.

1. Let $F = \{f_{ij} \mid i \in [n], j \in [k]\}$ be an $(n,k)$ DT-BFDS that updates asynchronously and uses individual function selections. Let $V = \{v_1, \ldots, v_n\}$ be the nodes of $G$ (and thus, of $F$). For each $i \in [n]$, let $f_{i,k+1}$ be the identity function for $v_i$. Define $G = \{f_{ij} \mid i \in [n], j \in [k + 1]\}$ be an $(n,k)$ DT-BFDS that updates in parallel. Let $[S_1, \ldots, S_m]$ be an arbitrary sequence of mutually-disjoint nonempty subsets of $[n]$. Because of the mutual disjointness, $m \leq n$. Suppose, in a time step, updates occur on the nodes with indices in $S_1, \ldots, S_m$ in this order such that the updates occur concurrently among the nodes with their index in $S_h$, but not with $T = S_1 \cup \cdots \cup S_m$ and $T' = [n] - T$. For each $i \in T$, let $e_i$ be the index of the function the system has chosen for $v_i$ in this round. For each $h \in [m]$, define the function selection index sequence $J_h = [j_1^{(h)}, \ldots, j_m^{(h)}]$ to be

$$j_i^{(h)} = e_i \text{ if } i \in S_h \text{ and } k + 1 \text{ otherwise.}$$
Then, for each \( h \in [m] \), \( G[J_j] \) acts as the action \( F \) for \( S_h \) in this round. Define the embedding \( \nu \) of the configurations to be the identity function. With the embedding \( \nu \), for each edge \((a, b)\) in the configuration graph of \( F \), there is a path having length at most \( m \) from \( \nu(a) \) to \( \nu(b) \) in \( G \). This means that if there is a path from \( a \) to \( b \) having length \( \ell \) in the configuration graph of \( F \), there is a path from \( \nu(a) \) to \( \nu(b) \) having length at most \( \ell m \leq \ell n \) (since \( m \leq n \)) in the configuration graph of \( G \). Thus, the edge expansion rate is at most \( n \).

On the other hand, suppose there is an edge \((u, v)\) in \( G \)'s configuration graph. Let \( J = [j_1, \ldots, j_n] \) be an index selection sequence that achieves this transition. Let \( S_0 = \{ i \mid j_i \neq k+1 \} \) and let \( J' \) be the sequence we obtain from \( J \) keeping only those elements at the positions in \( S_0 \). Consider a time step in which the system \( F \) chooses to update only nodes \( v_i \) such that \( i \in S_0 \) and to update those nodes concurrently. Then, \( F \) transitions from \( u = \nu^{-1}(u) \) to \( v = \nu^{-1}(v) \) in one time step. This means that every edge of \( G \) is realization of a possible action in one time step in \( F \).

This proves the claim.

2. Let \( G = \{ f_{i,j} \mid i \in [n], j \in [k + 1] \} \) be an \((n, k + 1)\) DT-BFDS that updates in parallel with with individual functions selections such that one of the functions for each node is an identity function. Since \( G \) makes individual function selections, the order in which the functions for any node is permutable without changing the system’s behavior. We thus may assume that \( f_{i,k+1} \) is the identity function for all \( i \in [n] \). Define \( F = \{ f_{i,j} \mid i \in [n], j \in [k] \} \) to be the \((n, k)\) DT-BFDS that updates asynchronously and selects functions individually. We then follow the proof from the previous part to show that there is a path from \( a \) to \( b \) in \( G \)'s configuration graph if and only if there is a path from \( a \) to \( b \) in \( F \)'s configuration. The edge expansion rate is 1 for this case, however, since edge on \( G \) reflects one group’s concurrent action and so \( F \) can simulate in one time step.

This proves the theorem. \( \square \)

We obtain the following corollary to the theorem.

**Corollary 5.** For all integers \( k \geq 1 \), the class of all \( k \)-choice DT-BFDS that updates asynchronously and uses individual function selections is polynomial-time reducible to the class of all \((k + 1)\)-choice DT-BFDS that updates in parallel and uses individual function selections.

A significant difference conspicuously exists between the parallel and fixed-permutation updates. With parallel updating, two nodes, say \( u \) and \( v \), can exchange their values in one time step, with \( u \) having 0 receiving 1 from \( v \) and simultaneously giving its 0 to \( v \). Such a one-step state exchange is impossible for sequential updates because one update must occur before the other. Is the sequential updating less powerful than the parallel updating? The answer appears to be negative.

**Theorem 6.** Suppose that the positive unary function is available for using as update functions. For all positive integers \( n \) and \( k \), each \((n, k)\) DT-BFDS that updates parallel updates and makes individual selections is simula-ble by a \((2n, k)\) DT-BFDS that uses sequential updates that uses the same function selection scheme. The edge expansion rate of the simulation is 1.

**Proof.** Let \( \mathcal{F} = \{ f_{i,j} \mid i \in [n], j \in [k] \} \) be an \((n, k)\) DT-BFDS that updates in parallel and uses a function selection scheme \( \tau \). Let \( v_1, \ldots, v_n \) be the nodes of \( \mathcal{F} \) and, by abuse of notation, their state values. We construct a new \( 2n \)-node DT-BFDS \( \mathcal{G} = \{ g_{i,j} \mid i \in [2n], j \in [k] \} \) as follows.

- We introduce \( n \) nodes \( v_{n+1}, \ldots, v_{2n} \).
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• For each $i \in [n]$ and for each $j \in [k]$, $g_{i,j} = f_{i-n,j}$. In other words, for all $\ell \in [n]$ and $j \in [k]$, we use $f_{\ell,j}$ to determine the value of $f_{\ell+n}$.

• For each $i \in [n]$ and for each $j \in [n]$, $g_{i,j}$ is the positive unary function that takes the value from $v_{i+n}$.

• The permutation prescribing the update order is $[n+1, \ldots, 2n, 1, \ldots, n]$.

It is not difficult to see that in each time step, the result of executing one time step of $F$ appears in the nodes $v_{n+1}, \ldots, v_{2n}$, and then the system collectively copies the values of $v_{n+1}, \ldots, v_{2n}$ to $v_1, \ldots, v_n$.

Thus, after each time step, the configuration of $G$ is of the form $\vec{c} \cdot \vec{c}$ for some configuration $\vec{c}$ of $F$, where $\cdot$ means the vector concatenation. Define $\nu$ to be the embedding that maps $u$ to $u \cdot u$. Then, for each configuration pairs $(a, b)$ of $F$, there is a path from $a$ to $b$ having length $\ell$ in $F$ if and only if there is a path from $\nu(a)$ to $\nu(b)$ in $G$ having length $\ell$, where $\ell$ is an arbitrary positive integer. This means that the edge expansion is $1$. This proves the theorem. \qed

**Theorem 7.** Suppose that the positive unary function is available for using as update functions. For all positive integers $n$ and $k$, each $(n, k)$ DT-BFDS that uses sequential updates and makes coordinated selections is simulat-able by a $(k(n+1)^2 + 1, 2k)$ DT-BFDS that uses parallel updates and makes coordinated selections. The edge expansion rate of the simulation is $n + 1$.

**Proof.** Let $S = \{f_{i,j} \mid i \in [n], j \in [k]\}$ be an $(n, k)$ DT-BFDS that uses a sequence $\pi$ for update scheduling and makes coordinated updates. Let $m = k(n+1)^2 + 1$.

We define a system $T$ that makes parallel, coordinate updates as follows.

• The nodes of $T$ are $v_{\ell,i}, \ell \in [n+1], i \in [n], a_{j,\ell}, j \in [k], \ell \in [n+1]$, and a single node $z$.

• Each configuration $\vec{c} = (c_1, \ldots, c_n)$ of $S$ corresponds to the configuration $\nu(\vec{c})$ of $T$. The states of $\nu(\vec{c})$ is as follows:
  
  - For all $\ell \in [n+1]$, the values of $v_{\ell,i}, i \in [n]$, are identical to $\vec{c}$.
  
  - For all $j \in [k]$ and $\ell \in [n+1]$, $a_{j,\ell} = 1$ if $\ell = 1$ and $0$ otherwise.

  - The value of $z$ is $0$.

• There are two $k$-element groups of updating functions $G_j$ and $H_j, j \in [k]$. The total number of updating functions is thus $2k$. The action of $G_j, j \in [k]$, is as follows.

  - For all $\ell \in [n]$ and $i \in [n]$, $G_j$ copies the state from $v_{\ell,i}$ to $v_{\ell+1,i}$, except that, instead of copying, $G_j$ sets the value of $v_{\ell+1,\pi(i)}$ to the result of computing $f_{\pi(i),j}$ with the inputs from the $n$ state values $v_{\ell,1}, \ldots, v_{\ell,n}$.

  - For all $i \in [n]$, $G_j$ preserves the states of $v_{1,1}, \ldots, v_{1,n}$.

  - For all $\ell \in [n]$, $G_j$ copies the state from $a_{j,\ell}$ to $a_{j,\ell+1}$ and copies the state $0$ from $z$ to $a_{j,1}$.

  - For all $j' \in [k] - \{j\}$ and $\ell \in [n+1]$, $G_j$ preserves the state of $a_{j',\ell}$.

  - $G_j$ preserves the state of $z$.

The action of $H_j, j \in [k]$, is as follows.

  - For all $\ell \in [n]$ and $i \in [n]$, $H_j$ copies the state from $v_{n+1,i}$ to $v_{\ell,i}$.
- For all \( i \in [n] \), \( H_j \) preserves the state of \( v_{\ell+1,i} \).
- For all \( \ell, 2 \leq \ell \leq n+1 \), \( H_j \) copies the state 0 from \( z \) to \( v_{j,\ell} \). It also copies the state from \( v_{j,n+1} \) to \( v_{j,1} \).
- For all \( j' \in [k] - \{j\} \) and \( \ell, 2 \leq \ell \leq n+1 \), \( H_j \) copies the state 0 from \( z \) to \( v_{j',\ell} \).

Let us examine the actions of \( H_1, \ldots, H_k \). The required pattern in the \( a \)'s is all 0 but \( a_{1,1}, \ldots, a_{k,1} \); that is,

\[
\begin{array}{cccc|c}
a_{j,1} & a_{j,2} & \cdots & a_{j,n+1} & j \\
1 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 0 & \cdots & 0 & k \\
\end{array}
\]

When the system applies \( H_{j_0} \) for some \( j_0 \in [k] \), for the system to change the \( a \)'s back to the required form, the pattern must be

\[
\begin{array}{cccc|c}
a_{j,1} & a_{j,2} & \cdots & a_{j,n+1} & j \\
1 & - & \cdots & - & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & - & \cdots & - & j_0 - 1 \\
- & - & \cdots & 1 & j_0 \\
1 & x & \cdots & - & j_0 + 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & - & \cdots & - & k \\
\end{array}
\]

Here - means “arbitrary.” An application of a \( G_j \) for any \( j \), does not increase the number of 1’s in any row. Specifically, for all rows other than the \( j \)-th one, \( G_j \) preserves it, and for the \( j \)-th row, \( G_j \) shifts its 1 to the right and inserts a 0 the column position 1. If the 1 is at the column position \( n+1 \), the 1 disappears and the \( j \)-th row becomes all 0.

From these we observe the following:

- Achieving the required format for the \( a \)'s is only possible by applying some \( G_j \) consecutively exactly \( n \) times and then applying \( H_j \).
- With \( n \) applications of \( G_j \), the \((n+1)\)-st row of \( v \) becomes the result of applying \( f_{i,j}, i \in [n] \) to the first row of \( v \).
- Following this, an application of \( H_j \), copies the \((n+1)\)-st row of \( v \) to all other rows of \( v \), making the system ready for applying another series, consisting of \( n \) \( G_j \) and \( H_j \) for some \( j' \).

Thus, in \( n+1 \) time steps, \( G \) can simulate one step of \( F \), and that is the only way it can simulate the action of \( F \) under the constraint that the \( a \)-part needs preservation. The edge-expansion rate is \( n+1 \). This proves the theorem.

**Corollary 8.** Suppose that the positive unary function is available for using as update functions. For all positive integers \( L, n, \) and \( k \), each \((n,k)\) DT-BFDS that uses a permutation list consisting of \( L \) permutations for sequential updates and makes coordinated selections is simulate-able by a \(((kL+n)(n+1)+1,2kL)\) DT-BFDS that uses parallel updates and makes coordinated selections. The edge expansion rate of the simulation is \( n+1 \).
Suppose that the scheme \( \vec{d} \) and \( U \) scheme an update scheme

Theorem 10. Let \( n \geq 1 \) and \( k \geq 3 \). For each \( (n, k) \) system \( F = \{ f_{i,j} \mid i \in [n], j \in [k] \} \) that uses an update scheme \( U \) and updates in coordination, there exists an \( (kn + 3, 3) \) system \( G = \{ g_{i,j} \mid i \in [kn + 3], j \in [3] \} \) that simulates \( F \) that uses the same update scheme as \( U \) an updates in coordination. The edge expansion rate of the simulation is \( k + 1 \).

Proof. Let \( n \geq 1 \) and \( k \geq 3 \). Let \( F = \{ f_{i,j} \mid i \in [n], j \in [k] \} \) be an \( (n, k) \) system that uses an update scheme \( U \) and updates in coordination. Let \( v_1, \ldots, v_n \) be the nodes of \( F \). Let \( \vec{c} = (c_1, \ldots, c_n) \) and \( \vec{d} = (d_1, \ldots, d_n) \), which are the initial configuration and the target configuration, respectively. Suppose that the scheme \( U \) is parallel. We define a system \( G = \{ g_{i,j} \mid i \in [kn + 3], j \in [3] \} \) as follows:

- The nodes of \( G \) is \( v_{i,j}, i \in [k], j \in [k], \) and \( y_1, y_2, y_3 \). The node order is
  \[ v_{1,1}, \ldots, v_{n,1}, v_{1,2}, \ldots, v_{n,2}, \ldots, v_{1,k}, \ldots, v_{n,k}, y_1, y_2, y_3 \]
  In other words, it is \( k \) copies of \( v_1, \ldots, v_n \) followed by \( y_1, y_2, y_3 \). We call auxiliary nodes.

- The initial configuration, \( \vec{s} \), is \( k \) copies of \( \vec{c} \) followed by \( 0, 1, 1 \).

- The target configuration, \( \vec{t} \), is \( \vec{d} \) followed by \( (k - 1) \) copies of \( 0^n \) then by \( 0, 0, 1 \).

- The first group of functions \( g_{\ell,1}, \ell \in [kn + 3] \), works as follows:
  - For each \( j \in [k] \), we update \( j \)-th copy with the \( j \)-th function group \( f_{1,j}, \ldots, f_{n,j} \).
  - We apply the identity function to \( y_1 \) and \( y_2 \) and copy \( y_2 \)'s state to \( y_3 \).

- The second group of functions \( g_{\ell,2}, \ell \in [kn + 3] \), works as follows:
  - For each \( j \in [k] \), we copy from Group \( j \) to Group \( j + 1 \), where we use \( 1 \) in the case of \( j + 1 = k + 1 \).
  - We apply the identity function to \( y_1 \) and \( y_2 \) and copy \( y_2 \)'s state to \( y_3 \).

- The third group of functions \( g_{\ell,3}, \ell \in [kn + 3] \), works as follows:
We preserve the states of the first group.
We copy the state from \( y_1 \) to each node of the other \((k - 1)\) groups.
We preserve \( y_1 \)'s state, copy \( y_1 \)'s state to \( y_2 \), and copy \( y_2 \)'s state to \( y_3 \).

Note that the three function groups have the following effect on the auxiliary nodes.

| input  | \((0, 1, 1)\) | \((0, 0, 1)\) | \((0, 0, 0)\) |
|--------|---------------|---------------|---------------|
| Function group 1 | \((0, 1, 1)\) | \((0, 0, 0)\) | \((0, 0, 0)\) |
| Function group 2 | \((0, 1, 1)\) | \((0, 0, 0)\) | \((0, 0, 0)\) |
| Function group 3 | \((0, 0, 1)\) | \((0, 0, 0)\) | \((0, 0, 0)\) |

Since the initial configuration has \((0, 1, 1)\) and the target \((0, 0, 1)\), the function application sequence with which the system produces the target \((0, 0, 1)\) must apply the first and second an indefinite number times in any order and then the third any positive number of times.

The effect of the third function on the last \(k - 1\) groups is to clear their states. While applying the first and second groups, each of the \(k\) groups has the result of applying the \(k\) function groups of \(F\) in some order. Specifically, for each \(j \in [n]\), the \(j\)-th group has the result of applying a sequence ending with the \(j\)-th function group of \(F\). Suppose we wish to apply the sequence with function group sequence \([j_1, \ldots, j_m]\), we let \(j_0 = j_{m+1} = 1\) and execute \(m\) rounds.

- For a round \(r \in [m]\), we let \(\delta = j_r - j_{r-1}\) and adjust it to \(\delta + k\) in the case where \(\delta < 0\), execute the second group \(\delta\) times, and then apply the first group.

- For round \(m + 1\), we execute shifting in the same manner as the previous rounds and then apply the thdr group.

These actions allow to generate the result of applying the functions with index sequence \([j_1, \ldots, j_r]\) for each \(r\) and then moving the final result to the first node group.

Since shifting is not necessary when \(j_m = j_{m-1}\), the number of time steps \(G\) executes in one round is at most \((k - 1) + 1 = k\). Thus, to simulate \(t\) steps of \(F\), \(G\) needs at most \(k(t + 1)\). The ratio is \(k(t + 1)/t = k + 1/t \leq k + 1\).

In the case where \(F\) uses a permutation \(\pi = [p_1, \ldots, p_n]\), we use a permutation
\[p_1, \ldots, p_n, n + p_1, \ldots, n + p_n, \ldots, k(n - 1) + p_1, \ldots, k(n - 1) + p_n, kn + 1, kn + 2, kn + 3.\]

We also change the functions for \(y_1, y_2\), and \(y_3\) as follows:

- The first and second function groups copy \(y_3\)'s state to itself and to \(y_1\) and copy \(y_2\)'s state to itself.

- The third function group copies \(y_3\)'s state to itself and to \(y_2\) and copy \(y_2\)'s state to \(y_1\).

The initial states of \(y_1, y_2\), and \(y_3\) are \((0, 1, 0)\) and the target states of \(y_1, y_2\), and \(y_3\) are \((1, 0, 0)\). The behavior of the three groups is as follows:

| input  | \((0, 1, 0)\) | \((1, 0, 0)\) | \((0, 0, 0)\) |
|--------|---------------|---------------|---------------|
| Function group 1 | \((0, 1, 0)\) | \((0, 0, 0)\) | \((0, 0, 0)\) |
| Function group 2 | \((0, 1, 0)\) | \((0, 0, 0)\) | \((0, 0, 0)\) |
| Function group 3 | \((1, 0, 0)\) | \((0, 0, 0)\) | \((0, 0, 0)\) |

This means that the target configuration is achievable only the first and second groups operate and then the third just once. In the case of permutation list, we apply the same conversion to each permutation on the list, which preserves the number of permutations on the list.
6 Parallel or fixed-permutation updating combined with individual function selection

Regarding the upper bound for $t$-REACHABILITY, we have the following result.

**Theorem 11.** The following are true for a $k$-choice, unary function DT-BFDS that selects functions individually for all the nodes and updates either in parallel or using one fixed sequence.

1. For $k = 2$, $t$-REACHABILITY is NP-complete if $t \geq 3$, NL-complete if $t = 2$, and in AC$^0$ if $t = 1$.

2. For $k = 3$, $t$-REACHABILITY is NP-complete if $t \geq 2$ and in AC$^0$ if $t = 1$.

3. For $k = 2$, $t$-PREDECESSOR is NP-complete if $t \geq 2$ and NL-complete if $t = 1$.

4. For $k = 3$, $t$-PREDECESSOR is NP-complete if $t \geq 1$.

**Proof.** ([1]) Here is the proof for $t = 3$. The proof uses a reduction from 3SAT. Let $\phi = C_1 \land \cdots \land C_m$ be a 3CNF formula over $n$ variables $x_1, \ldots, x_n$. We will construct a 2-choice DT-BFDS as we describe next.

The system has four levels of nodes as we describe below.

(i) The first level consists of only two nodes, $a_0$ and $a_1$, constantly representing 0 and 1. In other words, the update function is the identify function for both $a_0$ and $a_1$ in both function choices, and the initial configuration is 0 for $a_0$ and 1 for $a_1$.

(ii) The second level has $n$ pairs of nodes, $(b_{i,0}, b_{i,1}), i \in [n]$. These nodes are to represent a truth-assignment to the variables $x_1, \ldots, x_n$. The node $b_{i,1}$ represents the positive literal of $x_i$. The node $b_{i,0}$ represents the negative literal of $x_i$. For each $i \in [n]$, the two unary functions of $b_{i,0}$ and $b_{i,1}$ take input from $a_0$ and $a_1$.

(iii) The third level has two parts. One part has $n$ pairs, $(c_{i,0}, c_{i,1}), i \in [n]$. For each $i \in [n]$, the two unary functions of $c_{i,0}$ and $c_{i,1}$ take inputs from $b_{i,0}$ and $b_{i,1}$. The other part has $2m$ nodes, $\alpha_j, \beta_j, j \in [m]$. For all $j \in [m]$, the unary functions of $d_j$ take input from the first two literals of $C_j$ that the second level nodes represent. For all $j \in [m]$, the unary functions of $d_j$ take input from the last two literals of $C_j$ that the second level nodes represent. For example, if $C_j = x_4 \lor \overline{x_5} \lor \overline{x_6}$, then $\alpha_j$’s two unary functions take input respectively from $b_{4,1}$ and $b_{5,0}$, and $\beta_j$’s two unary functions take input respectively from $b_{5,0}$ and $b_{6,0}$.

(iv) The fourth level has two parts. The first part has $n$ pairs, $(d_{i,0}, d_{i,1}), i \in [n]$. For each $i \in [n]$, both unary functions of $d_{i,0}$ take input from $c_{i,0}$ and both unary functions of $d_{i,1}$ take input from $d_{i,1}$. The second part has $m$ nodes, $\gamma_j, j \in [m]$. For each $j \in [m]$, $\gamma_j$’s unary functions take input from $\alpha_j$ and $\beta_j$.

In the initial configuration $\overrightarrow{c}$, every node’s state is 0 except $a_1$’s state is 1. In the target configuration $\overrightarrow{d}$, $\gamma_j$’s state is 1 for all $j \in [m]$, $a_1$’s state is 1, $e_{i,1}$’s state is 1 for all $i \in [n]$, and all other nodes are 0.

Every path from a node on the first level to a node on the second level has length 1, every path from a node on the first level to a node on the third level has length 2, and every path from a node on the first level to a node on the fourth level has length 3. There is no feed-back loop except for the self-loops at $a_0$ and $a_1$. Let $t \geq 3$. Then the configuration after the $t$-th time step is dependent only on the action that the system chooses at the $(t – 1)$-st, $(t – 2)$-nd, and $(t – 3)$-rd time steps. More precisely,
• The states of the nodes on the fourth level after time step \( t \) depend on:
  – the system’s action on the fourth level at time step \( t \),
  – the system’s action on the third level at time step \( t - 1 \), and
  – the system’s action on the second level at time step \( t - 2 \).

• The states of the nodes on the third level after time step \( t \) depend on:
  – the system’s action on the third level at time step \( t \) and
  – the system’s action on the second level at time step \( t - 1 \).

• The states of the nodes on the second level after time step \( t \) depend on:
  – the system’s action on the second level at time step \( t \).

In light of this observation, we have that for the desired pattern to appear on \( d \)'s, \( c \)'s, and \( b \)'s:

1. For all \( i \in [n] \), at time step \( t - 2 \), the system must copy 1 to one of \( b_{i,0} \) and \( b_{i,1} \) and 0 to the other.
2. For all \( i \in [n] \), at time step \( t - 1 \), the system must copy the 1 from \( b_{i,0} \) and \( b_{i,1} \) to \( c_{i,1} \) and the 0 to \( c_{i,0} \), for and 0 to the other.
3. For all \( i \in [n] \), at time step \( t - 1 \), the system must copy the 0 from \( a_0 \) to both \( b_{i,0} \) and \( b_{i,1} \).
4. For all \( i \in [n] \), at time step \( t - 1 \), the system will copy the 0 from either \( b_{i,0} \) or \( b_{i,1} \) to \( c_{i,0} \) and \( c_{i,1} \).
5. For all \( i \in [n] \), at time step \( t \), the system will copy the 0 from \( c_{i,0} \) to \( d_{i,0} \) and the 1 from \( c_{i,1} \) to \( d_{i,1} \).

Also, we have:

1. For all \( j \in [m] \), at time step \( t \), the system must copy 1 from either \( \alpha_j \) or \( \beta_j \) to \( \gamma_j \).
2. For all \( j \in [m] \), at time step \( t - 1 \), the system must copy 1 to one of \( \alpha_j \) or \( \beta_j \).
3. For all \( i \in [n] \), at time step \( t - 2 \), the system must copy 1 to one of the \( b \)'s representing the literals of \( C_j \).
4. For all \( j \in [m] \), at time step \( t \), the system will copy 0 to both \( \alpha_j \) and \( \beta_j \).
5. For all \( i \in [m] \), at time step \( t - 1 \), the system will copy the 0 from \( a_0 \) to the \( b \)'s representing the literals of \( C_j \).

The first requirement is the same as saying that the assignment the system generates at time step \( t - 2 \) is a satisfying assignment. The last requirement is identical to the third requirement from the previous list. Thus, \( \vec{d} \) is reachable after time step \( t \) if and only if \( \phi \) is satisfiable. We thus have that \( t \)-Reachability is NP-hard. The membership in NP follows from the general upper bound result.

In the case of \( t = 2 \), suppose that the \( \phi \) in the aforementioned construction is a 2CNF formula. We can follow the same construction where the \( \alpha \)'s act in place of the \( \gamma \)'s and \( d \)'s act in place of the \( c \)'s. Then, \( \phi \) is satisfying if and only if \( \vec{d} \) is reachable in two time steps. The proof of the two time-step reachability in NL uses the following logic. Suppose we have a system \( F \) and two
configurations \( \bar{c} \) and \( \bar{d} \) and must decide if \( \bar{d} \) is reachable from \( \bar{c} \) in two time steps. Suppose \( F \) has \( n \) nodes. Let \( x_1, \ldots, x_n \) be variables representing the states after the first time step. Suppose the \( i \)-th node takes input from either the \( k \)-th node or the \( \ell \)-th node. We introduce the following 2-literal clause depending of the \( d_i \), the \( j \)-th node’s state in \( \bar{d} \):

\[
(x_k \lor x_\ell) \text{ if } d_i = 1 \text{ and } \overline{x_k} \lor \overline{x_\ell} \text{ otherwise.}
\]

Also, we introduce the following 1-literal clause depending on \( c_k \) and \( c_\ell \):

\[
(x_k) \text{ if } c_k = c_\ell = 1 \text{ and } (\overline{x_k}) \text{ if } c_k = c_\ell = 0.
\]

Let \( \phi \) be the conjunction of these clauses. Clearly, \( \phi \) is a 2CNF formula. A satisfying assignment of \( \phi \) represent the intermediate state values on one path from \( \bar{c} \) to \( \bar{d} \). A logarithmic-space machine can compute the formula by scanning the encoding of \( F \) and the two configurations. Thus, the reachability is in NL-complete.

In the case of \( t = 1 \), the \( x \)'s in the previous proof are the entries of the configuration \( \bar{c} \). So, testing can be by way of the AND of \( n \) fan-in-2 ORs. Thus, it is in \( AC^0 \).

[(2)] In the case where \( k = 3 \), the use of two node groups, \( \alpha \)'s and \( \beta \)'s, is not necessary. The nodes \( \gamma \)'s can directly select values from the nodes that represent their literals. This means that two time steps will be sufficient for testing the satisfiability of a CNF formula. The testability in \( AC^0 \) still holds.

[(3)] The proof for the predecessor existence problem follows the same proof as (1). We try to move back from \( \bar{d} \) to \( \bar{c} \). Since each pair of \( d \)'s has one 0 and one 1 and the pair \( a \) has one 0 and 1, after three backward steps, if possible at all, each pair of \( c \)'s, \( b \)'s, and \( a \) has one 0 and 1. The 1’s appearing in the \( \gamma \) part should be trace-able back to the \( a \)'s. From these, we can see that the system can go back for three steps, in the case where the formula \( \phi \) is satisfiable. In fact, the three-step backward traversal can start at any point. Thus, a \( t \)-predecessor exists for all \( t \geq 2 \). In the case where \( \phi \) is not satisfiable, regardless of how the system chooses the values of \( \alpha \)'s and \( \gamma \)'s, going back one more step is impossible in a manner consistent with the requirement that \( b \)'s have one 0 and one 1 for each pair, and so \( t \)-predecessors do not exist for \( t = 2 \).

For the NL-completeness proof, we think of the reduction from a 2CNF formula as in part (1). In that proof, we directly went from the truth-assignment at \( b \)'s level to \( \gamma \)'s. Using the same course of argument, we see that the 1-predecessor problem is \( nl \)-complete.

[(4)] The proof uses the same idea for the NL-completeness in the previous part. Since \( k = 3 \), there are three choices for \( \gamma \), and so we can move up from 2CNF to 3CNF. \( \square \)

Given the NP-completeness, we naturally wonder if the reduction is usable to show the \#P-completeness of the corresponding counting problem. A many-one reduction \( f \) from an NP-language \( A \) to some other NP-language \( B \) is a witness-preserving reduction \([19]\) if \( f \) has the following property: Concerning some witness schemes for \( A \) and \( B \), for each \( x \in A \), the number of witnesses for \( x \) is \( K(x) \) times the number of witnesses for \( f(x) \) for some \( K(x) \), and each witness for \( x \) corresponds to exactly \( K(x) \) witnesses for \( f(x) \). Thus, if an NP-complete problem has a witness-preserving reduction from SAT, the reduction naturally indices \#P-completeness of the corresponding counting problem.

If four choices are allowed, we can observe that a modification of a proof for Theorem \([11]\) gives a witness-preserving reduction where \( K \) is the identity function.

**Corollary 12.** **Counting Path** is \#P-hard under parsimonious reduction for a 4-choice, unary function DT-BFDS that selects functions individually for all the nodes and updates either in parallel or using one fixed sequence.
Proof. Recall the proof for Theorem 11 where we reduce 3SAT to \( t \)-REACHABILITY. In the
reduction, we are given a 3CNF formula \( \phi = C_1 \land C_2 \land \cdots \land C_m \), and construct a 3-choice DT-BFDS
consisting of nodes \( a_0, a_1, b_i, b_i', c_i, c_i', c_{i,0}, c_{i,1}, i \in [n], \) and \( \gamma_j, j \in [m] \). We employ slightly different
update functions defined as follows:

- The node \( a_0 \) has only one update function that is the identity function taking input from \( a_0 \)
itself;
- The node \( a_1 \) has only one update function that is the unary function taking input from \( a_0 \);
- For every \( i \in [n] \), each of \( b_{i,0} \) and \( b_{i,1} \) have two update functions. One takes input from \( a_0 \),
  and the other takes input from \( a_1 \);
- For every \( i \in [n] \), \( c_{i,0} \) has two update functions. One takes input from \( b_{i,0} \), and the other takes input
  from \( b_{i,1} \);
- For every \( i \in [n] \), \( c_{i,1} \) has three update functions. One takes input from \( b_{i,0} \), another takes input
  from \( b_{i,1} \), and the other is the identity function that takes input from \( c_{i,1} \) itself; and
- For every \( j \in [m] \), \( \gamma_j \) has four update functions. Three unary functions take input from the
  literals of \( C_j \) that the second level nodes represent. For example, if \( C_j = x_4 \lor \overline{x_5} \lor \overline{x_9} \), then
  the three unary functions take input respectively from \( b_{4,1}, b_{5,0} \) and \( b_{9,0} \). The other function
  is the identity function that takes input from \( \gamma_j \) itself.

Let \( F \) be the resulting DT-BFDS. Clearly, \( F \) is a 4-choice DT-BFDS. In the initial configuration \( \vec{c} \),
every node’s state is 0 except \( a_1 \)’s state is 1. We employ a slightly different target configuration \( \vec{d} \)
from the one in Theorem 11 where \( \gamma_j \)’s state is 1 for all \( j \in [m], c_{i,1} \)’s state is 1 for all \( i \in [n], \) and
all other nodes are 0 (That is, \( a_1 \) has the value 0).

Note that only \( a_i \) contains the value 1 among the nodes in \( \vec{c} \). The value 1 in \( a_1 \) is propagated to
some of \( b_{i,0} \) and \( b_{i,1} \) in the first round, and then to some of \( c_{i,1} \) and \( \gamma_j \) in the second round. Since no
backward directions are allowed, \( c_{i,1} \) and \( \gamma_j \) need to keep the values to reach \( \vec{d} \), while the values in
\( a_0, a_1, b_{i,0} \) and \( b_{i,1} \) are 0s in the following rounds. Thus, every path from \( \vec{c} \) to \( \vec{d} \) in the configuration
graph is of length 2 with self-loops at \( \vec{d} \). Therefore, the number of simple paths from \( \vec{c} \) to \( \vec{d} \) is the
number of paths of length two from \( \vec{c} \) to \( \vec{d} \).

We now count the paths of length two in the configuration graph, and show that it is equal to
the number of the satisfying assignments of \( \phi \). We can observe that, for each satisfying assignment
of \( \phi \), there exists a unique configuration \( \vec{e} \) such that \( F(\vec{c}) = \vec{e} \) and \( F(\vec{e}) = \vec{d} \), as follows. Let
\( \xi = (\xi_1, \xi_2, \ldots, \xi_n) \in \{0,1\}^n \) be an arbitrary satisfying assignment of \( \phi \). The unique configuration
\( \vec{e} \) has the following values in the nodes:

- \( a_0 \)’s state is 0 and \( a_1 \)’s state is 1;
- For every \( i \in [n], b_{i,0} \)’s state is 1 if and only if \( \xi_i = 0 \), and \( b_{i,1} \)’s state is 1 if and only if \( \xi_i = 1 \);
- For every \( i \in [n] \), both \( c_{i,0} \)’s state and \( c_{i,1} \)’s state are 0s; and
- For every \( j \in [m] \), \( \gamma_j \)’s state is 0.

Note that the values for \( a_0, a_1, c_{i,0} \)s and \( j \in [m], \gamma_j \)s in the first round are constant no matter how
individual choices are made. Furthermore, the values in \( b_{i,0} \) and \( b_{i,1} \) are determined by \( \xi \). Thus, the
number of paths of length two is equal to the number of the satisfying assignments of \( \phi \). \( \square \)
With the individual function selection scheme, a unary function can choose between 0 and 1, where one source is 1, and another is 0. The availability of both positive and negative unary functions allows nondeterministic selections between 0 and 1 from a single source. Does the negative unary function add more computational power? We have the following partial answer that utilizes the doubling trick with bits flipped on the copy.

**Theorem 13.** Let $F$ be an $(n, k)$ system with an arbitrary function selection scheme. Suppose each function of $F$ is unary. Suppose the update scheme of $F$ is parallel, fixed permutation, or permutation list. Then there is a $(2n, k)$ system using only the positive unary function and the same updating scheme that can simulate $F$.

**Proof.** Let $n$, $k$, and $F = \{f_{i,j} \mid i \in [n], j \in [k]\}$ be as in the statement of the theorem. Let $x_1, \ldots, x_n$ be the variables representing the nodes’ states for $F$. We will construct a new system $G = \{g_{i,j} \mid i \in [2n], j \in [k]\}$ with $2n$ nodes, where we embed a configuration $\vec{c}$ of $F$ as $\vec{c}'$, where $\vec{c}'$ is the position-wise negation of $\vec{c}$. In other words, for $\vec{c} = (c_1, \ldots, c_n)$, $\vec{c}' = (\overline{c_1}, \ldots, \overline{c_n})$. Let $y_1, \ldots, y_{2n}$ be the variables representing the nodes’ states for $G$. The definition of $g_{i,j}$’s is as follows:

- If $f_{i,j} = x_\ell$, then $g_{i,j} = y_\ell$ and $g_{i+n,j} = y_{\ell+n}$.
- If $f_{i,j} = \overline{x}_\ell$, then $g_{i,j} = y_\ell+n$ and $g_{i+n,j} = y_\ell$.

In the case of parallel updating, $g_{i,j}$ and $g_{i+n,j}$ work as a pair that computes $f_{i,j}$ and its complement. In the case of fixed-permutation updating and permutation-list updating, each permutation $\pi$ becomes the permutation $\sigma$:

$$\pi(1), \pi(1) + n, \pi(2), \pi(2) + n, \ldots, \pi(n), \pi(n) + n.$$ 

Since for all $i \in [n]$, $g_{i,j}$ and $g_{i+n,j}$ do not depend on each other, the sequence works as the same as $\pi$. 

Is it possible to reduce the number of nodes endowed with function choices while preserving the computational complexity of the models? If so, how much? We have obtained a partial answer to the question.

**Theorem 14.** For each $n \geq 4$, there exists a unary $(n, 2)$ DT-BFDS $F$ that updates in parallel and makes individual function selections such that $n - 2$ nodes have two identical function choices and the configuration graph is fully connected, except for $0^n$ and $1^n$.

**Proof.** Let $n \geq 4$. We define a system with $n$ nodes with the state variables $x_1, \ldots, x_n$ with the following update functions $f_{1,1}, \ldots, f_{n,1}, f_{1,2}, \ldots, f_{n,2}$.

- For each $i, 3 \leq i \leq n$, $f_{i,1} = f_{i,2} = x_{i-1}$.
- $f_{1,1} = x_1$ and $f_{1,2} = x_n$.
- $f_{2,1} = x_n$ and $f_{2,2} = x_1$.

Suppose the system uses $f_{i,1}$ for all $i$. Since $f_{2,1} = x_n$ and $f_{1,1} = x_1$, the first group of functions works as the rotation among $[x_2, \ldots, x_n]$ and one among $x_1$. The first group thus preserves the number of 0s and the number of 1s appearing as the states. If $x_1$ uses $f_{1,2}$ instead, the value $x_1$ is copied to $x_1$. Also, if $x_2$ uses $f_{2,2}$ instead, the state in $x_1$ is copied to $x_2$. In this manner, if a state in the cycle $[x_2, \ldots, x_n]$ need a change, say from 0 to 1, and there is already one 1 appearing in the cycle, we can do the following:
Keep rotating.

Copy one of the 1s to $x_1$ while a 1 appears at $x_n$ while rotating the $n-1$ states.

Keep rotating.

Copy the 1s at $x_1$ to the 0 where the 0 appears at $x_n$.

This method fails to work where the cycle has no 1s and $x_1 = 0$. If the cycle has no 1s and $x_1 = 1$, we can assume that the first two steps are complete. The same argument holds with the 0 and 1 switching their roles. This means that $0^n$ and $1^n$ are cycles in the configuration graph and the others are fully connected. This proves the theorem.

We do not know if the number can be smaller than 2 (that is, equal to 1).

7 Parallel updates where the function selections are coordinated

For each $k \geq 1$, we can assume that the dependency graph of a $k$-choice DT-BFDS has $k$ layers, and the $k$ layers have a one-layer, collapsed representation. If a constant $d$ bounds the maximum fan-in, then the in-degree of the aggregate graph is at most $dk$.

As stated earlier, Reachability is PSPACE-complete for the deterministic model if the permissible function types form a complete Boolean basis. In light of the result, we question if restricting the update functions' computational power will result in the characterization of a class below PSPACE. The most restricted dependency structure is where every node has in-degree 1 and out-degree 1. The degree constraints make each dependency graph disjoint directed cycles. Within each cycle, the state values rotate among the nodes in it; that is, for a cycle $w = [w_1, \ldots, w_m]$, with the state values $[s_1, \ldots, s_m]$, applying the cyclic changes turns the state values to $[s_m, s_1, \ldots, s_{m-1}]$.

The number of 1s and 0s in the state values are unchanged during the operation.

Definition 13. (Cyclic and pure cyclic systems) An $(n, k)$ DT-BFDS $F = \{f_{i,j} \mid i \in [n], j \in [k]\}$ is cyclic for all $j \in [k]$, the dependency graph induced by the $j$-th group $(f_{1,j}, \ldots, f_{n,j})$ is a collection of independent simple directed cycles. The functions of $F$ are all unary functions (positive or negative). In addition, we say that the system is pure cyclic if all the functions are positive unary functions.

The idea of using cyclic BFDS is reminiscent to [35], which shows that Reachability and Predecessor for these models are generally easy to solve (even in NC). (The paper [35] uses the term “permutational” for “cyclic.”)

In the case of $k$-choice, pure cyclic DT-BFDS that update in parallel and select functions in coordination, we question how difficult it is to determine the properties of the configuration graph? We have a partial answer to the question. The Graph Isomorphism with Basis is the problem to answer, given two graphs $G$ and $H$ having some $n$ nodes and base permutations $\pi_1, \ldots, \pi_k$ over $[n]$, $G$ is transformable to $H$.

Theorem 15. For parallel 2-choice, pure cyclic DT-BFDS that selects functions in coordination, Graph Isomorphism with Basis is polynomial-time many-one reducible to Reachability.

Proof. Let $G = (V, E)$ be a graph with $n$ nodes for some $n \geq 1$. Let $V = \{v_1, \ldots, v_n\}$. Let $H = (V, D)$ be another graph having the same number of nodes. We need to test $G$ and $H$ are isomorphic to each other. We construct an $n^2$-node system $F$. Use $\bar{c}$ be a configuration of $F$ representing the graph $G$'s adjacency matrix $(e_{ij}), i, j \in [n]$, where $e_{ij} = 1$ if $i \neq j$ and there is an
edge between the \( i \)-th node the \( j \)-node and 0 otherwise. Let \( \tau(i, j) = i(n - 1) + j \). The function \( \tau \) is one that provides the mapping from the double indexing for \( E \) to the single indexing of \( F \). Let \( \hat{d} \) be the one for the graph \( H \). We define two function groups \( R = \{r_1, \ldots, r_{n^2}\} \) and \( S = \{s_1, \ldots, s_{n^2}\} \). The first group \( R \) acts as the rotation among the nodes \( v_2, \ldots, v_n \) such that the rotation moves \( v_i \) to \( v_{i-1} \) for all \( i, 3 \leq i \leq n \), and moves \( v_2 \) to \( v_n \). The group \( R \) does not move \( v_1 \). Let

\[
\alpha(i) = \begin{cases} 
1 & \text{if } i = 1 \\
i + 1 & \text{if } 2 \leq i \leq n - 1 \\
2 & \text{otherwise}
\end{cases}
\]

The function group \( R \) is then

\[
r_{\tau(i, j)} = x_{\tau(\alpha(i), \alpha(j))}.
\]

We similarly define the group \( S \) using the rotation between \( v_1 \) and \( v_2 \), which keeps everything else the same. Let

\[
\beta(i) = \begin{cases} 
2 & \text{if } i = 1 \\
1 & \text{if } i = 2 \\
i & \text{otherwise}
\end{cases}
\]

The function group \( R \) is then

\[
s_{\tau(i, j)} = x_{\tau(\beta(i), \beta(j))}.
\]

The two rotations form a two-element basis for the permutations over \([n]\). Thus, \( G \) and \( H \) are isomorphic to each other if and only if \( \vec{c} \) is transformable to \( \vec{d} \) using \( R \) and \( S \). Since the functions appearing \( R \) and \( S \) are all unary functions, the claim holds.

Noting that the basis from the proof has the following property. First, by combining at most \( 2n + 1 \) of them, we can construct a permutation between any neighboring indices, \( i \) and \( i + 1 \) (we will treat \( n + 1 \) as 1). Next, using at most \( 2n + 1 \) neighboring exchanges, we can construct the permutation between any \( i \) and \( j \), \( i \neq j \). Finally, by combining at most \( n \) of these, we can construct any permutation. The total number of applications of the basis function is at most

\[
(2n + 1)^2n = 4n^3 + 4n^2 + n \leq 9n^3 = O(n^3).
\]

This gives the following corollary.

**Corollary 16.** Graph Isomorphism is polynomial-time many-one reducible to Reachability for a 2-choice, pure cyclic DT-BFDS that updates in parallel and selects functions in coordination. The reduction has a property: if the answer to the reachability question is positive, there is a path having length \( dn^a \) for some constants \( d \) and \( a \).

It is not hard to show that there is a 2-choice cyclic DT-BFDS in which the configuration graph is strongly connected. In other words, for all pairs of configurations, \((\vec{c}, \vec{d})\), \( \vec{d} \) is reachable from \( \vec{c} \).

**Proposition 17.** Let \( F \) be a 2-choice, cyclic DT-BFDS that updates in parallel and selects functions in coordination such that (i) the functions \((f_{1,1}, \ldots, f_{n,1})\) induce one single directed simple cycle and (ii) the functions \( f_{1,2}, \ldots, f_{n,2} \) are all self-loops with \( f_{1,2} \) is the negation of itself. Then, for all configurations \( \vec{c} \) and \( \vec{d} \), \( \vec{d} \) is reachable from \( \vec{c} \).

**Proof.** The result immediately follows from the discussion in the proof of Theorem 15.

Noting that Graph Isomorphism is in \( \text{NP} \), we ask if Reachability becomes \( \text{NP} \)-complete in some settings. We have a partial answer to the question.
Theorem 18. If t’s specification is in unary and the function basis consists of the 2-fan-in OR and the unary, then t-Reachability for 4-choice DT-BFDS that update in parallel and select functions in coordination is NP-complete.

Proof. Let $\phi = C_1 \land \cdots \land C_n$ be a 3CNF formula over $n$ variables $x_1, \ldots, x_n$. We will construct a system $F$. The system’s nodes are in four parts.

- The assignment gadget consists of $2(n+1)$ nodes, $a_0, \ldots, a_n, b_0, \ldots, b_n$.
- The evaluation gadget consists of $3m$ nodes, $\alpha_i, \beta_i, \gamma_i, i \in [m]$.
- The flow checking gadget consists of $(n+2)^2+3$ nodes. The are $c_{i,j}, 0 \leq i \leq n+1, 0 \leq j \leq n+1$, and $d_1, d_2, d_3$.
- The step counting gadget consists of $t_0, \ldots, t_{2n+4}$.

The initial configuration is all 0 except for $a_0 = c_{1,1} = t_1 = 1$. The target configuration has 1 at all $a$’s, $b$’s, $\alpha$’s, $\beta$’s, $\gamma$’s, $c_{n+1,n+1}$, $d_1, d_2, d_3$, and $t_{2n+4}$: the remaining nodes have 0.

The first function group acts on $a_0, b_0$, the flow checking gadget, and the step counting gadget. On $a_0$ and $b_0$, the group exchanges the states between $a_0$ and $b_0$, going back and forth between $(0, 1)$ and $(1, 0)$. On the action checking gadget, concurrently for each $i, 1 \leq i \leq n + 1$, the group copies the state from $c_{i-1,j}$ to $c_{i,j}$ for all $j, 0 \leq j \leq n + 1$. On the step counting gadget, the group copies the state from $t_i$ to $t_{i+1}$ for all $i, 0 \leq i \leq 2n + 3$. The group preserves the state of all other nodes.

The second function group acts on $a_i, b_i, i \in [n]$, the flow checking gadget, and the step counting gadget. Concurrently for each $i \in [n]$, the group copies the state of $a_{i-1}$ to $a_i$ and the state of $b_{i-1}$ to $b_i$. On the flow checking gadget, concurrently for each $j, 1 \leq j \leq n + 1$, the group copies the state from $c_{i,j-1}$ to $c_{i,j}$ for all $i, 0 \leq j \leq n + 1$. On the step counting gadget, the group copies the state from $t_i$ to $t_{i+1}$ for all $i, 0 \leq i \leq 2n + 3$. The group preserves the state of all other nodes.

The third function group acts on $\alpha_i$ and $\beta_i, i \in [m]$, the flow checking gadget, and the step counting gadget. The group treats $a_1, \ldots, a_n$ as the negative literals corresponding to the variables $x_1, \ldots, x_n$ and $b_1, \ldots, b_n$ as the positive literals corresponding to the variables $x_1, \ldots, x_n$. With the treatment, the group stores the OR of the first two literals of $C_i$ to $\alpha_i$ and the OR of the last two literals of $C_i$ to $\beta_i$ for each $i \in [m]$. On the flow checking gadget, it copies the state from $c_{n+1,n+1}$ to $d_1$ and from $d_2$ to $d_3$. On the step counting gadget, the group copies the state from $t_i$ to $t_{i+1}$ for all $i, 0 \leq i \leq 2n + 3$. The group preserves the state of all other nodes.

The last function group acts on $\gamma_i, i \in [n], a_i, b_i, 0 \leq i \leq n$, the flow checking gadget, and the step counting gadget. For each $i \in [n]$, the group stores the OR of $\alpha_i$ and $\beta_i$ in $\gamma_i$. Also, for each $i, 0 \leq i \leq n$, the group stores the OR of $a_i$ and $b_i$ to both $a_i$ and $b_i$. On the flow checking gadget, it copies the state from $d_1$ to $d_2$. On the step counting gadget, the group copies the state from $t_i$ to $t_{i+1}$ for all $i, 0 \leq i \leq 2n + 3$. The group preserves the state of all other nodes.

We claim that $\phi$ is satisfiable if and only if the target configuration is reachable from the initial configuration, and furthermore that if the target is reachable, then the target emerges precisely after $2n + 3$ time steps and disappears with one more time step.

First, the action on the step counting gadget is the same for all the function groups. If there is 1 appearing on the gadget, the action is to move the one to the next position. If the 1 is at $t_{2n+4}$, any one of the function removes the 1 because $t_{2n+3}$ has a 0. Thus, achieving the target configuration on the step counting gadget requires exactly $2n + 3$ total applications of the function groups.

The third and the last function groups act on $d_1, d_2, d_3$. For them to be able to take in a 1, the 1 initially located at $c_{1,1}$ must be brought to $c_{n+1,n+1}$. The point $c_{n+1,n+1}$ has Manhattan distance
2n from $c_{1,1}$. So, the total number of applications of the first two groups must be 2n. The first group makes the horizontal shifts and “Column” n + 1 is the boundary, the first group occurs exactly 2n times. This means that the second group occurs exactly n times. Setting the values of $d_1, d_2, d_3$ to 1 in 3 time steps is only accomplishable by applying the third group, the fourth group, and the third group in this order.

The first group swaps the states between $a_0$ and $a_1$. The second group copies $a_0, \ldots, a_{n-1}$ to $a_1, \ldots, a_n$, respectively, and does the same for the $b$’s. Thus, when the third group occurs for the first time, exactly one of $a_i$ and $b_i$ is 1 for all $i, 0 \leq i \leq n$. We can think the value pair $(a_i, b_i)$ at the time step to be a truth-assignment to the variables of $\phi$. We then can think of the application of the third group and the fourth group in succession as the evaluation of $\phi$ with the truth-assignment. Since the fourth group acts only once, the $\gamma_1 = \cdots = \gamma_m$ in the target configuration achievable if and only if the truth-assignment that $a$’s and $b$’s represent is a satisfying assignment.

The last application of the third group turns all $a$’s, $b$’s, $\alpha$’s and $\gamma$’s to 1. Since the pair $(a_0, b_0)$ is either (0, 1) or (1, 0), prior to an application of the second group, one or zero applications of the first group is necessary. More precisely, the $j$-th application of the second group is for selecting the truth-assignment for $(x_{n+1-j}, x_{n+1-j})$. For $(x_n, x_n)$, the first group may or may not be necessary. For $(x_{n+1-j}, x_{n+1-j})$, one application is necessary if the assignment is opposite to the previous one and is unnecessary otherwise. The total number of applications of the first group when the truth-assignment is complete can be less than $n$. If that is the case, the first group occurs the number of times equal to the difference.

This proves the theorem.

Another interesting question is the cycle length. In the case where $k = 1$, the pure/cyclic $k$-choice model is so simple that Reachability is in polynomial time [35].

### 8 Permutation-list/Arbitrary-permutation models

#### 8.1 2-choice models that select functions independently

A good starting point for studying models with multiple possible updating sequences is the model with deterministic function choices.

An interesting question is under what conditions the reachability problem becomes NP-complete. We have the following result.

**Theorem 19.** $t$-Reachability for a 2-choice DT-BFDS that uses a permutation list is NP-complete if $t = 2$ and in $\text{AC}^0$ if $t = 1$.

**Proof.** When $t = 2$, we can think of two different permutations may act in the two time steps. Recall the proof for Part (1) of Theorem thm:parallel-independent. Let $\pi$ be a permutation in which the actions occur in the order of:

- $a$’s, $b$’s, $c$’s, $d$’s, $\alpha$’s, $\beta$’s, and then $\gamma$’s.

Let $\sigma$ be a permutation in which the actions occur in the order of:

- $\gamma$’s, $a$’s, $a$’s, $b$’s, $c$’s, $d$’s, $\alpha$’s, and then $\beta$’s.

If the input format $\phi$ is satisfiable, it is possible to produce the target configuration in two time steps with $\pi$ going first and then $\sigma$ going second. If the
For 1-Reachability with the permutation-list or the arbitrary-permutation schedule, the problem of counting updating sequences that take the initial configuration to the target configuration is in #P. Can the problem be #P-complete?

8.2 Models with multiple choices for functions and sequences

The next step in the project is to investigate the computational power of sequential DT-BFDS where uncertainty exists for updating schedule and update function selection.

3-Reachability is NP-complete for multiple-choice systems that use individual function selections, and 2-Reachability is NP-complete for systems with a fixed permutation. In [5], the authors show that it is NP-complete to decide, given ordering constraints such as “a must come before b”, whether there is an ordering satisfying all the constraints. It is possible to restate 1-Reachability as a similar problem. However, the constraints come from the two configurations. It is unknown if the problem is still NP-complete.

Question 1. (1-Reachability) Is the problem NP-complete for multiple-choice, multiple-permutation systems?

The models with function choices and sequences choices have an alternate interpretation. The interpretation is a 2-player game, where one player determines the updating sequence at each time step, and the other chooses the functions to execute. Suppose that after receiving an initial configuration, the second player’s goal is to force the system to arrive at the target configuration, while the first player’s goal is to prevent the system from arriving at the target configuration.

Definition 14. (Robustness) Let $n, k \geq 1$. Let $F$ be a sequential $(n,k)$ DT-BFDS that selects functions individually for all the nodes and executes updates using either a sequence list or arbitrary sequences. Let $t \geq 0$. Then, $F$ robustly takes $\vec{c}$ to $\vec{d}$ in $t$ time steps if the following property holds. If $t = 0$, $\vec{c} = \vec{d}$; if $t \geq 1$: for every permissible sequence $\pi$, there exists a function selection $J$ and exists a configuration $\vec{c}' F_{\pi}[J](\vec{c}) = \vec{c}'$ and $F$ robustly takes $\vec{c}'$ and $\vec{d}$ in $t - 1$ time steps.

Inspiration for the above robustness computation comes from alternation [16] and [24] about robust computation over a monoid. A straightforward complexity upper bound of ROBUST $t$-Reachability is $\Pi^p_2$.

Proposition 20. For all $t \geq 1$, ROBUST $t$-Reachability is in $\Pi^p_2$.

Proof. One round of robustness can be viewed as follows: (a) Universally, the adversary chooses a sequence. (b) Existentially, the other player selects functions. (c) The system executes the functions according to the sequence. Thus, it is in $\Pi^p_2$. With $t$ rounds, we have $t$ of the three-step action and so the reachability problem is in $\Pi^p_{2t}$.

Surprisingly, there is a stricter upper bound.

Theorem 21. For all $t \geq 1$, ROBUST $t$-Reachability is in $\Pi^p_{2(\ell-1)}$ if the functions are arbitrary bounded-fan-in functions, the unbounded-fan-in OR, or the unbounded-fan-in AND.

Proof. Let $F = \{f_{i,j} | i \in [n], j \in [k]\}$ be a DT-BFDS and let $f$ be one of the functions. Suppose $\vec{c}$ and $\vec{d}$ be configurations of $F$ and we are testing if $F$ can robustly transition from $\vec{c}$ to $\vec{d}$. In other words, we are asking for all permutations $\pi$, there exist a function index set with which $F$ takes $\vec{c}$ to $\vec{d}$ in one step.

The negation of the condition is:
(A) there exists a permutation $\pi$ such that regardless of permissible function choices, $F$ fails to drive $\vec{c}$ to $\vec{d}$ in one step.

Let select the first position in which the production of $\vec{d}$ fails. Then we have $F$ does not robustly produce $\vec{d}$ from $\vec{c}$ if and only if:

(B) there exists a permutation $\pi$ and a variable $z$ such that even if the production of $\vec{d}$ is successful for all variables preceding $z$, the production of $\vec{d}$ for $z$ fails.

By swapping $\pi$ and $z$, we get that the robust transformation fails if and only if:

(C) there exists a variable $z$ and a permutation $\pi$ such that if the production of $\vec{d}$ is successful for all variables preceding $z$, the production of $\vec{d}$ for $z$ fails.

We examine the functions for $z$ to find if there is a permutation $\pi$ to satisfy the condition. If the examination is possible in polynomial-time, then we execute the test for all variables $z$. If there is any one such $z$, we find that $F$ fails the robustness test.

Now, let us turn to one $z$. Let $\Phi$ be the $k$ functions for $z$. Let $f$ be one function in $\Phi$. Let $\alpha$ be $z$’s value in $\vec{c}$ and let $\beta$ be $z$’s value in $\vec{d}$. Let $f'(x_1, \ldots, x_m)$ be $f'$ projection of $f$ keeping only those on which $f$ is dependent. Let $c_1, \ldots, c_m$ be the elements on $\vec{c}$ corresponding to $x_1, \ldots, x_m$ and let $d_1, \ldots, d_m$ be the elements on $\vec{d}$ corresponding to $x_1, \ldots, x_m$. For each $i \in [m]$, if $c_i = d_i$ and $x_i \neq z$, fix the value of $x_i$ to $c_i$ in $f'$ and remove $x_i$ from $f'$. Let $f''(y_1, \ldots, y_r)$ be the resulting function and let $a_1, \ldots, a_r$ and $b_1, \ldots, b_r$ be those corresponding to $y_1, \ldots, y_r$ in $c$’s and $d$’s, respectively. If $f''$ is the constant function that produces the target value $\beta$, regardless of the permutation, $f$ is able to produce the target value for $z$. By selecting $f$ among the functions in $\Phi$, the system can regardless of the permutation order, $F$ is able to produce $\beta$. Thus, $z$ is not a variable satisfying (C), and so we move to another $z$.

Also, $f''$ is the constant function that produces the opposite of the target value, regardless of the permutation, $f$ produces the non-target value, and so we can safely remove $f$ from consideration and ask if there is a permutation $\pi$ for which regardless of the choice of functions from the remaining functions ini $\Phi$, $F$ fails.

Let $U$ be the set of all variables among $y_1, \ldots, y_r$ not equal to $z$. In the case where $f$ is bounded-fan-in, define $W_f$ be the set of all pairs $(S, U - S)$ such that flipping the states of $S$ and then computing $f''$ produces the output not equal to $\beta$. Then we have

(*) With respect to function $f$, a permutation $\pi$ fails to produce the correct value for $z$ or an earlier variable if for some $(S, T) \in W_f$, $\pi$ processes $S$ before $z$ and $T$ after $z$.

In the case where $f$ is the unbounded fan-in OR and $\beta = 1$, define $W_f = \{(S, T)\}$ such that $S$ consists of the variables that turn from 1 to 0. The property (*) holds for $W_f$. In the case where $f$ is the unbounded fan-in OR and $\beta = 0$, let $W'_f = \{(S, T)\}$ such that $S$ consists of the variables that turn from 1 to 0. We have:

(**) With respect to function $f$, a permutation $\pi$ fails to produce the correct value for $z$ or an earlier variable if either some variable in $S$ goes after $z$ or some variable in $T$ goes before $z$.

From this observation, we construct $W_f = \{\{(\emptyset, \{s\}) \mid s \in S\} \cup \{\{\{t\}, \emptyset\} \mid t \in T\}$. Then, $W_f$ satisfies (*).

In the case where $f$ is the unbounded fan-in AND and $\beta = 0$, let $W_f = \{(S, T)\}$ such that $S$ consists of the variables that turn from 1 to 0. In the case where $f$ is the unbounded fan-in AND and $\beta = 1$, let $W'_f = \{(S, T)\}$ such that $S$ consists of the variables that turn from 1 to 0 and $W_f = \{\{(\emptyset, \{s\}) \mid s \in S\} \cup \{\{\{t\}, \emptyset\} \mid t \in T\}$. The set $W_f$ and $W'_f$ respectively satisfy (*) and (**).
Let $f$ and $g$ be two distinct functions in $\Phi_0$. From each $(S, T)$ in $W_f$ and each $(S', T')$ in $W_g$ we construct pair $(S \cup S', T \cup T')$. Then a permutation that processes $S \cup S'$ before $z$ and $T \cup T'$ after $z$ fails to produce the correct value for $z$ or some earlier variable if either $f$ or $g$ is the choice of function. If $S \cup S'$ and $T \cup T'$ are disjoint, such a permutation exists. So, we take one pair from $W_f$ for each $f \in \Phi$ and create a new pair, where the first element of the pair is the union of the first parts and the second element of the pair is the union of the second parts. We collect only those with non-intersection first and second parts from such union pairs, and construct the collection $W_z$. Then we have that

\[ (***) \text{ for each pair } (S, T) \in W_z, \text{ a permutation that executes } S \text{ before } z \text{ and } T \text{ after } z \text{ fails to produce the correct value for } z \text{ or some earlier variable regardless of which function } \Phi \text{ may act.} \]

Thus, $F$ does not robustly transform $\vec{c}$ to $\vec{d}$ if and only if $W_z$ is not empty for some $z$.

Let $q$ be the bound on the fan-in in the case where the functions are bounded-fan-in. Then each $W_f$ has at most $2^q$ elements. In the case where the functions are unbounded-fan-in ORs or ANDs, the cardinality of $W_f$ is at most $n$. Thus, the cardinality of $W_z$ is at most $n(\max\{2^q, n\})^k$, which is $O(n^{k+1})$. This implies that we can test the robustness in time polynomial in $n$. This proves the theorem.

The previous theorem shows that Robust $t$-Reachability for some types of functions, including the unary functions, belongs to $\Pi^P_2(t-1)$. What can we say about the problem of testing if a permutation exists that enables the system to reach the target configuration? Answering the question is difficult. We only show that the question concerning 1-choice unary systems is polynomial-time solvable.

**Definition 15.** Let $t \geq 1$. $t$-Permutation Existence is the following decision problem. The input to the problem consists of an $(n, k)$-system $F$, $n, k \geq 1$, and two configurations $\vec{c}$ and $\vec{d}$, such that $F$ uses the arbitrary permutation scheme and updates either independently or in coordination. The question is whether there exists a series of $t$ permutations $[\pi_1, \ldots, \pi_t]$ such that when $F$ uses $\pi_1, \ldots, \pi_t$ in time steps $1, \ldots, t$, respectively, there exists a series of function choices that takes $\vec{c}$ to $\vec{d}$.

**Theorem 22.** 1-Permutation Existence for 1-choice systems is polynomial-time solvable if the functions are unary.

**Proof.** Let $F = \{f_1, \ldots, f_n\}$ be an $(n, 1)$ DT-BFDS for some $n \geq 1$. Let $v_1, \ldots, v_n$ be $F$’s nodes. Suppose we want to ask if $F$ can take $\vec{c} = (c_1, \ldots, c_n)$ to $\vec{d} = (d_1, \ldots, d_n)$ in one time step. We introduce two predicates. Let $\pi$ be a variable representing a permutation. One predicate is $S(\pi, i), i \in [n]$, representing “$i$ allows $v_i$ to update its state to $d_i$.” The other predicate is $A(\pi, i, j), i, j \in [n]$, representing “$i$ appears before $j$ in $\pi$.” The question at hand is if there is $\pi$ such that

$$\Phi(\pi) \equiv S(\pi, 1) \land S(\pi, 2) \land \cdots \land S(\pi, n).$$

Let $i \in [n]$ be an arbitrary index and let $f_i$ be the function for $x_i$. Let $x_j$ be the input to the function $x_j, j \in [n]$. We can make the following analysis.

- Suppose $f_i$ is a positive unary function; that is, $f_i = x_j$.
  - If $i = j$ and $c_i = \overline{d}_i$, while $v_i$ must flip its state, the function $f_i$ retains the value. This means that $F$ cannot achieve the transition from $c_i$ to $d_i$ for $v_i$ regardless of the permutation $\pi$. Thus, $\Phi(\pi)$ is false for all $\pi$. 
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If \( i = j \) and \( c_i = d_i \), the function of \( f_i \) produces \( d_i \) regardless of what \( \pi \) may be. Thus, \( S(\pi, i) = true \) for all \( \pi \).

If \( i \neq j \) and \( c_j = d_j \neq d_i \), we have \( f_i(c_j) = f_i(d_j) \neq d_i \), so \( v_i \) cannot acquire the value \( d_i \). This means \( S(\pi, i) \) is false for all permutations \( \pi \), and so \( \Phi(\pi) \) is false for all \( \pi \).

If \( i \neq j \) and \( c_j = d_j = d_i \), we have \( f_i(c_j) = f_i(d_j) = d_i \), so \( v_i \) can acquire the value \( d_i \) regardless of the choice of \( \pi \). Thus, we have \( S(\pi, i) = true \) for all \( \pi \).

If \( i \neq j \) and \( c_j \neq d_j = d_i \), we have \( f_i(c_j) \neq f_i(d_j) = d_i \). This means that \( v_i \) can achieve its goal only if and only if \( v_j \) goes before \( v_i \) and \( v_j \) is able to achieve its goal. Thus, we have

\[
S(\pi, i) \equiv S(\pi, j) \land A(\pi, j, i).
\]

If \( i \neq j \) and \( d_i = c_j \neq d_j \), we have \( f_i(c_j) = d_i \neq f_i(d_j) \). This means that \( v_i \) can achieve \( v_i \) can acquire the value \( d_i \) if and only if \( v_i \) appears somewhere before \( v_j \) in \( \pi \). Thus, we have

\[
S(\pi, i) \equiv A(\pi, i, j).
\]

Suppose \( f_i = \overline{f_j} \).

If \( i = j \) and \( c_i = d_i \), \( f_i(c_i) = \overline{c_i} \neq d_i \). This means that \( S(\pi, i) \), and therefore, \( \Phi(\pi) \) is false regardless of \( \pi \).

If \( i = j \) and \( c_i \neq d_i \), \( v_i \) can achieve its desired value, and so \( S(\pi, i) = true \) regardless of \( \pi \).

If \( i \neq j \) and \( c_j = d_j \neq d_i \), we have \( f_i(c_j) = f_i(d_j) = d_i \). Thus, \( S(\pi, i) = true \) regardless of \( \pi \).

If \( i \neq j \) and \( c_j = d_j = d_i \), we have \( f_i(c_j) = f_i(d_j) \neq d_i \), and so \( S(\pi, i) \) is false for all \( \pi \). Thus, \( \Phi(\pi) \) is false for all \( \pi \).

If \( i \neq j \) and \( c_j = d_i \neq d_j \), \( f_i(d_j) \neq f_i(c_j) \). This means that \( v_i \) can achieve the target if and only if \( S(\pi, j) = true \) and \( v_j \) appears before \( v_i \) in \( \pi \). Thus, we have

\[
S(\pi, i) \equiv S(\pi, j) \land A(\pi, j, i).
\]

If \( i \neq j \) and \( c_j \neq d_j = d_i \), \( f_i(c_j) = d_i \neq f_i(d_j) \). This means that \( v_i \) can achieve the target if and only if \( v_i \) appears before \( v_j \) in \( \pi \). Thus, we have

\[
S(\pi, i) \equiv A(\pi, i, j).
\]

Suppose the analysis for none of the \( i \in [n] \) produces \( \Phi(\pi) = false \), in which case we have that the answer to the reachability question is false.

Otherwise, we replace for each \( i \in [n] \), \( S(\pi, i) \) with the formula we have obtained. Since the formula \( \Phi(\pi) \) is the conjunction, we can remove all \( S(\pi, i) \) that is equal to \( true \). This reduces \( \Phi(\pi) \) to the conjunction of at most \( n \) terms of \( A(\pi, i, j), i \neq j \). In other words, \( \Phi(\pi) = true \) if and only if \( \pi \) satisfies all the ordering conditions \( A(\pi, i, j) \) appearing in the formula.

Suppose there is an index \( i \) that appears in the formula such that \( i \) appears only in the form \( A(\pi, i, j) \) for some \( j \neq i \). Then we can choose \( \pi \) so that \( i \) is the first among all the indices appearing the formula, and remove all such terms. Suppose there is an index \( j \) that appears in the formula such that \( j \) appears only in the form \( A(\pi, i, j) \) for some \( i \neq j \). Then we can choose \( \pi \) so that \( j \) is the last among all the indices appearing the formula, and remove all such terms. We repeat the removal until there is no such \( i \) or \( j \). Let \( \Psi(\pi) \) be the resulting formula and let \( K \) be the set of all indices appearing in the formula. Because each index contributes at most one term \( A(\pi, i, j) \) to \( \Psi(\pi) \) and each index appears in two different ways, we have that
• There are \( K \) terms in the formula.

• Each index \( i \in K \) appears exactly once as the middle term of \( A(\pi, i, j) \) for all \( j \).

• Each index \( j \in K \) appears exactly once as the last term of \( A(\pi, i, j) \) for all \( i \).

These properties are representable as a \( K \)-node directed graph, where each node has one incoming edge and one outgoing edge. This means that the graph has a directed cycle. Let \([i_1, \ldots, i_m, i_1] \) be one such cycle. Then to satisfy the conditions, we have that in \( \pi, i_1 \) must appear before \( i_2, i_2 \) before \( i_3 \), and so on, and \( i_m \) before \( i_1 \). This means that there is no permutation satisfying all the \( m \) conditions. Thus, there is a permutation satisfying all the conditions if and only if \( \Phi(\pi) \) is empty.

It is not hard to see that constructing \( \Psi \) is constructible from \( F \) in time polynomial in \( n \). This proves the theorem. \( \square \)

**Corollary 23.** For an arbitrary \( k \geq 1 \), 1-Permutation Existence for \( k \)-choice systems is polynomial-time solvable if the functions are unary and the function selections are in coordination.

**Proof.** We can think of an \((n, k)\) system that makes coordinate function selection as a group of \( k \) \((n, 1)\)-systems. We examine the question for each \((n, 1)\) system. \( \square \)

We question if Theorem 22 extends to systems that make individual selections. We are unsure of its answer. Here is our present investigation.

Let \( F = \{f_{i,j} \mid i \in [n], j \in [k]\} \) be an \((n, k)\) DT BFDS for some \( n, k \geq 1 \) whose update functions are positive unary. Let \( v_1, \ldots, v_n \) be the system’s nodes. Let \( x_1, \ldots, x_n \) represent their states. Suppose we want to test if \( F \) can take \( \vec{c} = (c_1, \ldots, c_n) \) to \( \vec{d} = (d_1, \ldots, d_n) \) in one time step with some update sequence \( \pi \) and function selection. For a permutation \( \pi \), let \( \Phi(\pi) \) represent the property

given \( \pi \) as the update sequence, \( F \) can select functions to produce \( \vec{d} \) from \( \vec{c} \) in one step.

We decompose the predicate \( \Phi(\pi) \) as the conjunction of node-wise predicates

\[
\Phi(\pi) = S(\pi, 1) \land \cdots \land S(\pi, n)
\]

where \( S(\pi, i) \) means

given \( \pi \) as the update sequence, \( F \) can select the function for \( v_i \) to produce \( d_i \).

We observe the following:

• For all \( i \in [n] \), if one of the functions for \( v_i \) takes \( x_\ell \) as the input (and thus, outputs \( x_\ell \)) and \( d_i = c_\ell = d_\ell \), for all \( \pi \), \( S(\pi, i) = true \) so long as \( S(\pi, \ell) = true \), and so we can safely remove \( S(\pi, i) \) from \( \Phi(\pi) \).

• For all \( i \in [n] \), if one of the functions for \( v_i \) takes \( x_i \) as the input (and thus, outputs \( x_\ell \)) and \( c_i \neq d_i \), that function is useless for making the change from \( c_i \) to \( d_i \), and so we can remove it from consideration.

After these removals, if for some \( i \), there is no function remaining, we assert that \( \Phi(\pi) = false \) for all \( \pi \), and so the answer to the existential question is negative.

Let us assume we have at least one function remaining for each remaining \( i \). Let \( i \) be a remaining \( i \). Suppose that one remaining function for \( i \) produces the value of some \( x_\ell \). We have \( i \neq \ell \) and \( c_\ell \neq d_\ell \). If \( c_i = d_i \), then \( i \) cannot appear as \( \ell \) for any other values of \( i \) and so we can select the
position of \( i \) to be the first among all the remaining indices if \( d_i = c_\ell \) and the last among all if \( d_i = d_\ell \). Thus, if \( c_i = d_i \), we can remove it from consideration as \( S(\pi, i) = true \). We can execute the removal for such \( i \) in an arbitrary order.

Let \( I \) be the set of all remaining \( i \). Let \( L(i) \) be the set of all \( \ell \) such that the function that produces \( x_\ell \) is one of the remaining functions for \( I \). We have for all \( i \in I \),

\[
\emptyset \neq L(i) \subseteq I - \{i\}
\]

and \( c_i \neq d_i \). We partition \( I \) into two sets, \( L_1 \) and \( L_2 \), where \( L_1 \) is the set of all \( i \in I \) such that \( c_i = true \) (and so \( d_i = false \)) and \( L_2 \) is the set of all \( i \in I \) such that \( c_i = false \) (and so \( d_i = true \)). We construct an edge-labeled multi-edge digraph \( G = (I, E) \) such that there is an edge \((i, \ell)\) with label \( i \) if \( \ell \in J(i) \) and \( d_i = c_\ell \) (and so \( c_i = d_\ell \)) and there is an edge \((\ell, i)\) with label \( i \) if \( \ell \in J(i) \) and \( d_i = d_\ell \) (and so \( c_i = c_\ell \)).

Recall that we are viewing the problem of selecting a permutation \( \pi \) that achieves the goal as the problem of selecting a permutation \( \sigma \) over \( I \) that achieves the goal for the nodes with indices in \( I \). We claim that the latter problem is equivalent to the problem of selecting a set \( R \) of \( |I| \) edges in \( E \) such that

- for each \( i \), there is an edge \((p, q) \in R \) with \( i \) as the label (that is, either \( p = i \) or \( q = i \)), and
- the edge-induced subgraph of \( G \) concerning \( R, G|_R \), is cycle-free.

The reason that the claim holds is as follows. Suppose there is a permutation \( \sigma \) that achieves the goal. There must be an accompanying function selection for \( \sigma \). For each \( i \in I \), fix one such function selection and let \( \lambda(i) \) to be such that \( x_{\lambda(i)} \) is the variable the function uses. Think of an edge between \( i \) and \( \lambda(i) \) with \( i \) as the label. where the edge’s direction is from \( i \) to \( \lambda(i) \) if \( \sigma(i) \) appears before \( \lambda(i) \) in \( \sigma \) and the direction is opposite otherwise. Based on how we constructed \( G \), the edge must belong to \( G \). Let \( R \) be the edges we have thus chosen. These edges clearly a part of \( E \). Since the direction of the edges respect \( \sigma \), they induce no cycles.

On the other hand, suppose there is a selection \( R \) that satisfies the two conditions. Let \( H = G|_R \) be the graph \( R \) induces on \( G \). Since the selection induces no cycles, we can stratify the set \( I \) according to the selection. Level 0 consists of all the nodes without incoming edges. After collecting level-0 nodes, at each level \( l \geq 1 \), we collect all the nodes whose distance (i.e., the length of the longest path from any level-0 node) is equal to \( l \). We keep the process of adding levels until we have collected all the nodes in \( I \). Because the \( H \) has no cycles, we can complete the process. Think of \( \sigma \) as a permutation that enumerates the nodes according to the stratification, where the level 0 nodes appear in some order, the level 1 nodes appear next in some order, etc. For each node \( i \), we have either an outgoing edge with \( i \) as the label or an incoming edge with \( i \) as the label, but no both. For the former, let \( \ell \) be the destination of the edge, and we make a function selection such that \( x_\ell \) is the state the function uses, and for the latter, let \( \ell \) be the origin of the edge, and we make a function selection such that \( x_\ell \) is the state the function uses. Then, the function selection is possible with respect to the permutation \( \sigma \).

The latter interpretative problem is equivalent to:

- selecting exactly one edge with \( i \) as the label for each \( i \) so that the chosen edges do not induce a cycle.

**Arthur–Merlin** Another possible twist to the robustness study is to use will use randomness for one player’s choice, like in the Arthur–Merlin games and Merlin–Arthur games [8, 22]. In the AM and MA models, Merlin acts as an omnipotent adversary, and Arthur counters with random choices to achieve the goal with high probability.
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Definition 16. (Merlin-Arthur BFDS) An \((n,k)\) Merlin-Arthur DT-BFDS \(F = \{f_{i,j} \mid i \in [n], j \in [k]\}\) is an \((n,k)\) Merlin-Arthur DT-BFDS that operates as follows. At each time step:

- Merlin chooses an update sequence \(\pi\); i.e., a permutation of \([n]\); then
- Arthur probabilistically chooses \((j_1, \ldots, j_n) \in [k]^n\) and then applies \(\tilde{f}_{\pi(i), j_{\pi(i)}}(i)\) for \(i = 1, \ldots, n\).

We can also define an Arthur-Merlin version where the order of action between the two is in the reverse order. Also, we can assign the selection of functions to Merlin and the sequence selection to Arthur.

9 Conclusion and Open Questions

In this paper, we introduced the notion of DT-BFDS with uncertainty and proved some initial results. There are many interesting open questions. We hope to explore further these uncertainty models. We have several open questions.

1. (Lowering Upper Bounds) Proposition 2 shows upper bounds for various structural problems. Under what conditions can we lower the new upper bounds?

2. (Equivalence Between Parallel and Permutation-list) Corollary 9 shows relations among updating schedules, can the relations be equivalences or proper inclusions.

3. \((k+1) Choices Versus k Choices\) Theorem 10 shows that in the case of coordinated updates, each \(k\)-choice system is simulate-able with a 3-choice system. Can we further reduce it to 2-choice systems? Also, can we show a similar result for other function selection schemes?

4. (Path Counting) Can we show that Path Counting for \(t\)-Reachability is \#P-complete for some \(t\), perhaps by finding a witness-preserving reduction?

5. (Further Fewer Nodes with Multiple Choices) Theorem 14 shows that only two nodes with multiple choices are necessary for connecting configuration nodes. Can the number be smaller than 2?

6. (Characterizing Graph Isomorphism with or without Basis) Can the Graph Isomorphism result in Corollary 16 be an equivalence?

7. (Complexity Class Characterization of Cyclic DT-BFDS) Is Reachability for pure-cyclic DT-BFDS’s that update in parallel and select functions in coordination complete for some complexity classes?

8. Theorem 18 shows that 4 choices are sufficient for \(t\)-Reachability for parallel, coordinated models to be NP-complete. Can we reduce the number from 4 to a smaller number?

9. (Minimum Cycle Length Calculation) How complex is the problem of computing the cycle length for cyclic systems?

10. (Permutation-list/Arbitrary-permutation and PSPACE-completeness) Is Reachability for 1-choice DT-BFDS that use either a list of permutations or an arbitrary permutation PSPACE-complete with some choice of update functions? Is \(t\)-Reachability with the same setting NP-complete with some choice of update functions?
11. What is the relationship between the parallel, unary, multiple-choice DT-BFDS with the individual function selection and the sequential, unary, 1-choice DT-BFDS with the permutation-list schedule or the arbitrary-permutation schedule?

12. (Checking If All Permutations Are Successful) For 1-REACHABILITY, the question of whether all sequences achieve the goal is in coNP. Is 1-REACHABILITY coNP-complete for models that use a permutation-list or an arbitrary permutation?

13. (#P-completeness of Counting Permutations) with the permutation-list or the arbitrary-permutation schedule, the problem of counting updating sequences that take the initial configuration to the target configuration is in #P. Can the problem be #P-complete?

14. (Completeness of Robust t-Reachability) Is ROBUST t-REACHABILITY $\Pi^P_{2(t-1)}$-complete if the functions are bounded-fan-in, the unbounded-fan-in ORs, or the unbounded-fan-in ANDs? If we are to swap the quantifiers, will the corresponding problem become $\Sigma^P_{2(t-1)}$-complete?

15. Theorem 22 shows that the permutation existence problem for 1-REACHABILITY regarding 1-choice systems is polynomial-time solvable if the functions are unary. What is the complexity of the problem for 2-choice systems?

16. (Computable Problems with an AM or MA Framework) What can we say about the computation power of Merlin-Arthur DT-BFDS and Arthur-Merlin DT-BFDS? For example, does an AM protocol exist for GRAPH ISOMORPHISM?

References

[1] Réka Albert and Hans G. Othmer. The topology of the regulatory interactions predicts the expression pattern of the segment polarity genes in drosophila melanogaster. *Journal of Theoretical Biology*, 223(1):1–18, 2003.

[2] Juan A. Aledo, Ali Barzanouni, Ghazaleh Malekbala, Leila Sharifan, and Jose C. Valverde. Fixed points in generalized parallel and sequential dynamical systems induced by a minterm or maxterm Boolean functions. *Journal of Computational and Applied Mathematics*, 408:114070, 2022.

[3] Juan A. Aledo, Luis G. Diaz, Silvia Martinez, and Jose C. Valverde. Predecessors and gardens of eden in sequential dynamical systems over directed graphs. *Applied Mathematics and Nonlinear Sciences*, 3(2):593–602, 2018.

[4] Juan A. Aledo, Luis G. Diaz, Silvia Martinez, and Jose C. Valverde. Solution to the predecessors and gardens-of-eden problems for synchronous systems over directed graphs. *Applied Mathematics and Computation*, 347:22–28, 2019.

[5] Julio Aracena, Eric Fanchon, Marco Montalva, and Mathilde Noual. Combinatorics on update digraphs in Boolean networks. *Discrete Applied Mathematics*, 159(6):401–409, 2011.

[6] Julio Aracena, Luis Gómez, and Lílian Salinas. Limit cycles and update digraphs in Boolean networks. *Discrete Applied Mathematics*, 161(1-2):1–12, 2013.

[7] L. Ludwig Arnold. *Random dynamical systems*. Springer Monographs in Mathematics. Springer, Berlin ; New York, 1998.
[8] László Babai. Trading group theory for randomness. In *Proceedings of the Seventeenth Annual ACM Symposium on Theory of Computing*, pages 421–429. ACM Press, 1985.

[9] Chris Barrett, Harry B. Hunt, Madhav V. Marathe, S. S. Ravi, Daniel J. Rosenkrantz, Richard E. Stearns, and Mayur Thakur. Predecessor existence problems for finite discrete dynamical systems. *Theoretical Computer Science*, 386(1):3–37, 2007.

[10] Christopher Barrett, MARY Hunt, Madhav Marathe, S. S. Ravi, Daniel Rosenkrantz, Richard Stearns, and Predrag Tosic. Gardens of eden and fixed points in sequential dynamical systems. *Discrete Mathematics and Theoretical Computer Science*, DMTCS Proceedings vol. AMS(Proceedings):95–110, 2001.

[11] Christopher L. Barrett, Harry B. Hunt, Madhav V. Marathe, S. S. Ravi, Daniel J. Rosenkrantz, and Richard E. Stearns. Complexity of reachability problems for finite discrete dynamical systems. *Journal of Computer and System Sciences*, 72(8):1317–1345, 2006.

[12] Christopher L. Barrett, Henning S. Mortveit, and Christian M. Reidys. Elements of a theory of simulation II: sequential dynamical systems. *Applied Mathematics and Computation*, 107(2):121–136, 2000.

[13] Christopher L. Barrett, Henning S. Mortveit, and Christian M. Reidys. Elements of a theory of simulation III: equivalence of SDS. *Applied Mathematics and Computation*, 122(3):325–340, 2001.

[14] Christopher L. Barrett and Christian M. Reidys. Elements of a theory of computer simulation I: Sequential CA over random graphs. *Applied Mathematics and Computation*, 98(2):241–259, 1999.

[15] Rabi Bhattacharya and Mukul Majumdar. Dynamical systems subject to random shocks: An introduction. *Economic Theory*, 23(1):1–12, 2004.

[16] Ashok K. Chandra, Dexter C. Kozen, and Larry J. Stockmeyer. Alternation. *Journal of the Association for Computing Machinery*, 28(1):114–133, 1981.

[17] Claudine Chaouiya, Ouerdia Ourrad, and Ricardo Lima. Majority rules with random tie-breaking in Boolean gene regulatory networks. *PloS One*, 8(7):e69626–e69626, 2013.

[18] Dmitry Chistikov, Grzegorz Lisowski, Mike Paterson, and Paolo Turrini. Convergence of opinion diffusion is PSPACE-complete. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 34, pages 7103–7110, 2020.

[19] Michael R. Garey and David S. Johnson. *Computers and Intractability: a Guide to the Theory of NP-Completeness*. W. H. Freeman and Company, 1975.

[20] Leon Glass and Joel S. Pasternack. Predictions of limit cycles in mathematical models of biological oscillations. *Bulletin of Mathematical Biology*, 40:27–44, 1978.

[21] Leon Glass and Joel S. Pasternack. Stable oscillations in mathematical models of biological control systems. *Journal of Mathematical Biology*, 6(3):207–223, 1978.

[22] Shafi Goldwasser and Michael J. Sipser. Private coins versus public coins in interactive proof systems. In *Proceedings of the Eighteenth Annual ACM Symposium on Theory of Computing*, pages 59–68. ACM Press, 1986.
[23] Jack Heidel, John Maloney, Christopher Farrow, and J. A. Rogers. Finding cycles in synchronous Boolean networks with applications to biological systems. *International Journal of Bifurcation and Chaos*, 13(3):535–552, 2003.

[24] Lane A. Hemaspaandra and Mitsunori Ogihara. Universally serializable computation. *Journal of Computer and System Sciences*, 55(3):547–560, 1997.

[25] Christopher M. Homan and Sven Kosub. Dichotomy results for fixed point counting in boolean dynamical systems. *Theoretical Computer Science*, 573:16–25, 2015.

[26] John J. Hopfield. Neural networks and physical systems with emergent collective computational abilities. *Proceedings of the National Academy of Sciences*, 79(8):2554—2558, 1982.

[27] Stuart Kauffman. Metabolic stability and epigenesis in randomly connected nets. *Journal of Theoretical Biology*, 22:437–467, 1969.

[28] Akinori Kawachi, Mitsunori Ogihara, and Kei Uchizawa. Generalized predecessor existence problems for Boolean finite dynamical systems. In Kim G. Larsen, Hans L. Bodlaender, and Jean-François Raskin, editors, *42nd International Symposium on Mathematical Foundations of Computer Science, MFCS 2017, August 21-25, 2017 - Aalborg, Denmark*, volume 83 of LIPIcs, pages 8:1–8:13. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2017.

[29] Stepan Kochemazov and Alexander Semenov. Using synchronous Boolean networks to model several phenomena of collective behavior. *PLoS ONE*, 9(12), 2014.

[30] Chao Luo and Xingyuan Wang. Dynamics of random Boolean networks under fully asynchronous stochastic update based on linear representation. *PloS ONE*, 8(6):e66491–e66491, 2013.

[31] Morgan Madec, Elise Rosati, and Christophe Lallement. Feasibility and reliability of sequential logic with gene regulatory networks. *Plos ONE*, 16(3):e0249234–e0249234, 2021.

[32] Henning S. Mortveit and Ryan D. Pederson. Attractor stability in finite asynchronous biological system models. *Bulletin of Mathematical Biology*, 81:1442–1460, 2019.

[33] Aurélien Naldi, Elisabeth Remy, Denis Thieffry, and Claudine Chaouiya. Dynamically consistent reduction of logical regulatory graphs. *Theoretical Computer Science*, 412(21):2207–2218, 2011. Selected Papers from the 7th International Conference on Computational Methods in Systems Biology.

[34] Mitsunori Ogihara and Kei Uchizawa. Computational complexity studies of synchronous Boolean finite dynamical systems on directed graphs. *Information and Computation*, 256:226–236, 2017.

[35] Mitsunori Ogihara and Kei Uchizawa. Synchronous Boolean finite dynamical systems on directed graphs over XOR functions. In Javier Esparza and Daniel Král’, editors, *45th International Symposium on Mathematical Foundations of Computer Science, MFCS 2020, August 24-28, 2020, Prague, Czech Republic*, volume 170 of LIPIcs, pages 76:1–76:13. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2020.

[36] Eduardo Palma, Lílian Salinas, and Julio Aracena. Enumeration and extension of non-equivalent deterministic update schedules in Boolean networks. *Bioinformatics*, 32(5):722–729, 2016.
Loïc Paulevé and Sylvain Sené. Non-deterministic updates of Boolean networks. In 27th IFIP WG 1.5 International Workshop on Cellular Automata and Discrete Complex Systems (AUTOMATA 2021). Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021.

Walter J. Savitch. Relationships between nondeterministic and deterministic tape complexities. Journal of Computer and System Sciences, 4(2):177–192, 1970.

Klaus Sutner. On the computational complexity of finite cellular automata. Journal of Computer and System Sciences, 50(1):87–97, 1995.

Juilee Thakar and Reka Albert. Boolean models of within-host immune interactions. Current Opinion in Microbiology, 13(3):377–381, 2010.

Alan Veliz-Cuba and Brandilyn Stigler. Boolean models can explain bistability in lac operon. Journal of Computational Biology, 18(3):783–794, 2011.

Yun-Bo Zhao and J. Krishnan. Probabilistic Boolean network modelling and analysis framework for mRNA translation. IEEE/ACM Transactions on Computational Biology and Bioinformatics, 13(4):754–766, 2016.