NONLINEAR FRACTIONAL SCHRÖDINGER EQUATIONS IN ONE DIMENSION
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ABSTRACT. We consider the question of global existence of small, smooth, and localized solutions of a certain fractional semilinear cubic NLS in one dimension,

\[ i \partial_t u - \Lambda u = c_0 |u|^2 u + c_1 u^3 + c_2 \overline{u} \overline{u}^2 + c_3 \overline{u}^3, \quad \Lambda = \Lambda(\partial_x) = |\partial_x|^{1/2}, \]

where \( c_0 \in \mathbb{R} \) and \( c_1, c_2, c_3 \in \mathbb{C} \). This model is motivated by the two-dimensional water wave equation, which has a somewhat similar structure in the Eulerian formulation, in the case of irrotational flows. We show that one cannot expect linear scattering, even in this simplified model. More precisely, we identify a suitable nonlinear logarithmic correction, and prove global existence and modified scattering of solutions.
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1. INTRODUCTION

We consider the Cauchy problem for a class of fractional nonlinear Schrödinger (NLS) equations in dimension one with cubic nonlinearities:

\[ i \partial_t u - \Lambda u = c_0 |u|^2 u + c_1 u^3 + c_2 \overline{u} \overline{u}^2 + c_3 \overline{u}^3, \quad \Lambda = \Lambda(\partial_x) = |\partial_x|^{1/2}, \]  

(1.1)

where \( u : \mathbb{R} \times \mathbb{R}_x \to \mathbb{C} \), \( c_0 \in \mathbb{R} \), and \( c_1, c_2, c_3 \in \mathbb{C} \). This model is motivated by the question of global existence of solutions of the two-dimensional water wave equation, see subsection 1.2 for a longer discussion.

We are interested in the Cauchy problem for small initial data \( u(t, x)|_{t=0} := u_0(x) \) given in a suitable weighted Sobolev space. We investigate the global existence and long time behaviour of solutions to (1.1). More precisely, we prove the following:

**Theorem 1.1.** Assume that \( N_0 := 100 \), \( p_0 \in (0, 1/1000] \) is fixed, and \( u_0 \in H^{N_0}(\mathbb{R}) \) satisfies

\[ \|u_0\|_{H^{N_0}} + \|x \cdot \partial u_0\|_{L^2} + \|(1 + |\xi|)^{10} \widehat{u_0}(\xi)\|_{L^\infty} = \varepsilon_0 \leq \bar{\varepsilon}, \]

(1.2)
for some constant $\varepsilon$ sufficiently small (depending only on the value of $p_0$). Then there is a unique global solution $u \in C([0, \infty) : H^{N_0}(\mathbb{R}))$ of the initial-value problem

$$i\partial_t u - \Lambda u = c_0|u|^2 u + c_1 u^3 + c_2 u \overline{u}^2 + c_3 \overline{u}^3, \quad u(0) = u_0. \tag{1.3}$$

In addition, letting $f(t) := e^{i\Lambda} u(t)$, we have the uniform bounds

$$\sup_{t \in [0, \infty)} \left\| (1 + t)^{-p_0} \left\| f(t) \right\|_{H^{N_0}} + (1 + t)^{-p_0} \left\| x \cdot (\partial f)(t) \right\|_{L^2} + (1 + |\xi|)^{10} \hat{f}(\xi, t)\right\|_{L^p_x} \lesssim \varepsilon_0. \tag{1.4}$$

Furthermore the solution possesses the following modified scattering behavior: there is $p_1 > 0$ and $w_\infty \in L^\infty$ with the property that

$$\sup_{t \in [0, \infty)} (1 + t)^{p_1} \left\| \exp \left( i \frac{2c_0}{\pi} \int_0^t \left| \xi \right|^{3/2} \left| \mathcal{F}(s, \xi) \right|^2 \frac{ds}{s + 1} \right) (1 + |\xi|)^{10} \hat{f}(\xi, t) - w_\infty(\xi) \right\|_{L^\infty_x} \lesssim \varepsilon_0. \tag{1.5}$$

Remarks: (i) We emphasize that it is important to identify the correct logarithmic correction that describes the asymptotic behavior of solutions in (1.5), even if one is only interested in the question of global existence of smooth solutions. Without identifying such a logarithmic correction, it seems that one could only prove almost global existence, i.e. with a time of existence $T \approx e^{C/\varepsilon^2}$. This is consistent with the almost global existence result of Wu [29], in the case of the irrotational two-dimensional water wave problem.

(ii) There is some flexibility in the choice of the norm $\| (1 + |\xi|)^{10} \hat{u}_0(\xi) \|_{L^\infty_x}$ in (1.2) (the main $Z$ norm).

In this problem one could use slightly weaker norms, such as $\| (|\xi|^\alpha + |\xi|^{10}) \hat{u}_0(\xi) \|_{L^\infty_x}$, for other values of $\alpha \in [0, 3/4)$, and readjust the arguments accordingly.

1.1 Previous results on modified scattering. There is a large amount of literature dealing with the problem of global existence and asymptotic behavior of small solutions of nonlinear dispersive PDEs. Some key developments include the work of John [15] showing that blow-up in finite time cannot happen even for small smooth localized initial data of a semilinear wave equation, the introduction of the vector field method by Klainerman [17] and of the normal form transformation by Shatah [24], and the understanding of the role of "null structures", starting with the works of Klainerman [18] and Christodoulou [2]. One of the main objective is to show that solutions evolving from small, sufficiently regular and localized data, behave like solutions to the linear equation.

If the effects of the nonlinearity become negligible when time tends to infinity, solutions are said to scatter to a linear asymptotic state. However, there are several important examples of equations whose small solutions do not behave like linear ones, as it is the case for the fractional Schrödinger equation (1.1). In what follows we give a brief account of some previous results concerning the nonlinear Schrödinger equation, which is the most closely related to our problem, and a few other dispersive equations. We will then point out some important connections between (1.1) and the water waves system in 2 dimensions.

Let us start by considering the Schrödinger equation

$$i\partial_t u + \Delta u = N(u, \overline{u}), \tag{1.6}$$

where $u : \mathbb{R} \times \mathbb{R}^d_x \to \mathbb{C}$, and $N$ is a nonlinear function of $u$ and its conjugate $\overline{u}$. For $N = |u|^{p-1} u$ one distinguishes the short range case $p > 1 + \frac{2}{d}$ and the long range case $p \leq 1 + \frac{2}{d}$. A simple explanation for this distinction is the fact that the $L^2$ norm of the nonlinearity computed on a linear solution is integrable in time in the short range case, whereas it is not integrable in the long range case. In the short range case wave operators can be constructed in general for small data [8, 22]. The situation is quite different in the long range case, where it is known since [11] that in one dimension nontrivial asymptotically free solutions cannot exist. Ozawa [23] showed that long range scattering (i.e scattering to a nonlinear profile) occurs in the critical case $p = 3$ in one dimension. Hayashi and Naumkin [10] showed the same result in two and three dimension, and also in the case of the Hartree equation in $d \geq 2$. A different proof for the 1d NLS and the Hartree equations was given by the second author and Kato in [16]. We point out here that one of the key ingredients in [10] is an explicit factorization of the linear Schrödinger semigroup, which may not be available in the case of other equations, such as the one considered in this paper. As shown in [16], a
“stationary phase” type argument, inspired by the Fourier analysis of [6], can serve as a substitute for such a factorization. This type of argument is going to be an important ingredient in the proof of Theorem 1.1.

In dimension 1, the problem for (1.6) with general cubic nonlinearities has also been studied extensively. For the same nonlinearity as in (1.1), global solutions, again possessing a modified asymptotic behavior, were constructed in [13] for odd initial data. Works concerning other dispersive equations, which address the existence of small solutions for long range nonlinearities, and in particular the question of modified scattering, include [12, 11, 9].

1.2. Motivation: Water Waves in two dimensions. Our main interest in the fractional NLS model (1.1) comes from the study of the long-time behavior of solutions to the water waves equations on $\mathbb{R}^2$. In particular, as we shall describe below, $\Lambda = |\partial_x|^1/2$ is the dispersion relation of the linearized gravity water waves equations for one dimensional interfaces. Furthermore, thanks to the absence of resonances at the quadratic level, one expects the nonlinear dynamics of water waves to be governed by nonlinearities of cubic type like those appearing in our model.

The evolution of an inviscid perfect fluid that occupies a domain $\Omega_t$ in $\mathbb{R}^n$ ($n \geq 2$) at time $t$, is described by the free boundary incompressible Euler equations. If $v$ and $p$ denote respectively the velocity and the pressure of the fluid (which is assumed to have constant density equal to 1), these equations are:

\[
\begin{cases}
  v_t + v \cdot \nabla v = -\nabla p - g e_n & x \in \Omega_t \\
  \nabla \cdot v = 0 & x \in \Omega_t \\
  v(0, x) = v^0(x) & x \in \Omega_0,
\end{cases}
\]  

(E)

where $g$ is the gravitational constant. The free surface $S_t := \partial \Omega_t$ moves with the normal component of the velocity, and, in the absence of surface tension, the pressure vanishes on the boundary:

\[
\begin{cases}
  \partial_t v + v \cdot \nabla v & \text{is tangent to } \bigcup_t S_t \subset \mathbb{R}^{n+1} \\
  p(t, x) = 0 & x \in S_t.
\end{cases}
\]

(BC)

Following the breakthrough of Wu [27, 28] who showed wellposedness for data in Sobolev spaces for the irrotational problem ($\text{curl} v = 0$) with infinite depth, there has been considerable amount of work on the local well-posedness of (E)-(BC). See for example [21, 19, 25]. See also references therein for earlier works on this problem.

In the case of irrotational flows one can reduce (E)-(BC) to a system on the boundary. Assume that $\Omega_t \subset \mathbb{R}^2$ is the region below the graph of a function $h : \mathbb{R}^2 \times \mathbb{R}_t \to \mathbb{R}$, that is $\Omega_t = \{(x, y) \in \mathbb{R}^2 : y \leq h(x, t)\}$. Let us denote by $\Phi$ the velocity potential: $\nabla \Phi(t, x, y) = v(t, x, y)$, for $(x, y) \in \Omega_t$. If $\phi(t, x) := \Phi(t, x, h(x, t))$ is the restriction of $\Phi$ to the boundary $S_t$, the equations of motion reduce to the system:

\[
\begin{cases}
  \partial_t h = |\partial_x| \phi - \partial_x(h|\partial_x|\phi) - |\partial_x|(h|\partial_x|\phi) \\
  -\frac{1}{2} |\partial_x|^2 \phi + |\partial_x|^2 |\partial_x|^2 \phi - 2(h|\partial_x|(h|\partial_x|\phi)) + R_1 \\
  \partial_t \phi = -h - \frac{1}{2} |\phi|_2^2 + \frac{1}{2} |\partial_x| \phi^2 + |\partial_x|^2 h|\partial_x|^2 \phi - |\partial_x|(h|\partial_x|\phi) + R_2
\end{cases}
\]

(1.7)

where $R_1$ and $R_2$ are terms of order 4 or higher. Defining $u := h + i\Lambda \phi$, (1.7) can be reduced to a scalar equation of the form

\[
i\partial_t u - \Lambda u = Q(u, \overline{u}) + C(u, \overline{u}) + R(u, \overline{u}),
\]

(1.8)

where $Q$ is a quadratic form of $u$ and $\overline{u}$, $C$ denotes cubic terms and $R$ denotes quartic and higher order terms. $Q$, $C$ and $R$ in (1.8) are of course determined by the nonlinearities in (1.7). We refer to [26] chap. 11 for the derivation of the water wave equations and to [7] sec. 3 for the explicit form of (1.8).

1We refer the reader to the works referenced in the introduction of [13] for more results about the long time behavior of solutions to cubic NLS equations with non-gauge invariant nonlinearities in one dimension.

2This is indeed the case in three space dimensions [7][80].

3This nontrivial rewriting of the equations is based upon an expansion of the Dirichlet to Neumann operator associated to the domain $\Omega_t$ for small perturbations of a flat surface. Here we are taking $g = 1$. 

\[\]
Unlike our model (1.1), the water waves equations (1.8) contain quadratic terms. Since the pointwise decay of a linear solution is $t^{-1/2}$, quadratic terms are far from having integrable-in-time $L^2$ norm, and this makes (1.8) supercritical with respect to scattering. On the other hand, it is well known, see for example [4, 3, 7], that the gravity water waves equations present no quadratic resonances. This allows to find a bilinear change of variables $v = u + B(u, u)$, such that the new unknown $v$ satisfies an equation of the form

$$i\partial_t v - \Lambda v = \tilde{C}(v, \overline{v}) + \tilde{R}(u, \overline{u}), \quad (1.9)$$

where $\tilde{C}$ is a cubic nonlinearity in $v$ and $\overline{v}$, and $\tilde{R}$ denotes quartic and higher order terms. This normal form transformation eliminating the quadratic terms, plays a crucial role in [7] where the authors obtain global existence of small solutions to the gravity water waves equations in three dimensions, i.e. in the case of two dimensional interfaces.

While both (1.1) and (1.9) have cubic nonlinearities, it is important to remark that the nonlinearity in (1.9), as well as that of (1.8), contains derivatives of the unknown. This fact creates serious additional difficulties both in the local and in the global Cauchy theory for the water waves system. Equation (1.1) admits straightforward energy estimates, but it is not at all clear whether (1.9) does as well, at least in the basic Eulerian formulation described above. As far as dispersive estimates are concerned, such a difficulty can be overcome fairly easily in the case of two dimensional surfaces [7], since the decay of linear solutions is $t^{-1}$, and energy estimates can be proven separately via a different formulation of the equations [25]. We refer the reader also to the work of Wu [30] for a different proof of the global existence of solutions to gravity water waves in 3D.

In the case of 1 dimensional interfaces, it is not known whether global solutions exist[4]. The only work investigating the long time behavior of small solutions is the paper of Wu [29], who obtained almost global existence. In [29], as well as in [30], a nonlinear version of a normal form transformation is used in order to recast the quadratic equations into cubic ones. Remarkably, the cubic equations obtained by Wu in [29] admit energy (resp. weighted energy) estimates in Sobolev (resp. weighted Sobolev) spaces, unlike the cubic equations (1.9) obtained in [7]. However, the energy estimates in [29] are not optimal, and can be used only to obtain decay estimates on time scales of the order $e^{c/\varepsilon_0}$, where $\varepsilon_0$ is the size of the initial data. Also, the formulation in [29] does not seem to be well-suited for the type of Fourier analysis performed in this paper.

We propose here to analyze (1.1) as a simplified model for the leading order cubic dynamics in the 2D water waves equations, as given by (1.9). Theorem 1.1 shows that (1.1) admits global solutions whose long time behavior is not linear. In particular, a correction of logarithmic type, see (1.5), is needed in order to obtain the $t^{-1/2}$ decay and the scattering of solutions. We emphasize that having a precise understanding of this correction is a key component of the global-in-time analysis.

As already pointed out, the main simplification in the analysis of (1.1) is due to the fact that we consider semilinear cubic nonlinearities, so that the difficulties concerning energy and $L^2$-based estimates do not enter the problem[7]. Nevertheless, as far as the global-in-time pointwise behavior of solutions to the 2D gravity water waves is concerned, (1.1) can be considered an appropriate model.

We conclude by mentioning that in the physics literature the fractional Schrödinger equation was introduced by Laskin [20] in deriving a fractional version of the classical quantum mechanics. For the nonlinear cubic gauge invariant equation, with dispersion $|\partial_x|^\alpha$ for $1 < \alpha < 2$, global existence for $L^2$ data was obtained in [9], combining multilinear estimates based on Bourgain spaces with mass conservation. We note that the cubic equation with dispersion $|\partial_x|^\alpha$ is scale-invariant with respect to the homogeneous Sobolev space $\dot{H}^s$, $s = (1 - \alpha)/2$. It would be interesting to see whether our global existence and modified scattering result can be generalized to other fractional powers $0 < \alpha < 2$ with $\alpha \neq 1$. Of particular appeal would

---

4 Added in proof: the authors have recently implemented the strategy described here, together with energy estimates to compensate for the loss of derivatives, to construct the first nontrivial global solutions of the gravity water waves system in 2 dimensions, see [14].

5 We note however that some of the structure in the nonlinearity of the water wave equation is disregarded in our model.
be the case \( \alpha = \frac{3}{4} \), given its possible relevance to the 2 dimensional water waves equations with surface tension (capillary waves).

Our paper is organized as follows. In section 2.1 we prove Theorem 1.1 as a consequence of a bootstrap argument based on the local existence theory (Proposition 2.1), on a refined linear dispersive estimate (Lemma 2.3), and on a priori estimates in a suitably constructed space (Proposition 2.2). We then proceed to prove Lemma 2.3 in section 3. Proposition 2.2 follows as a consequence of Propositions 4.1 and 4.2. The proof of this latter constitutes the most technical part of the paper and is performed in section 5.

2. PROOF OF THEOREM 1.1

We define the normed spaces

\[
W := \{ f \in H^4(\mathbb{R}) : \| f \|_W := \| f \|_{L^2} + \| x \cdot \partial_x f \|_{L^2} < \infty \},
\]

\[
Z := \{ f \in H^4(\mathbb{R}) : \| f \|_Z := \| (1 + |\xi|)^{10} \hat{f}(\xi) \|_{L^2_\xi} < \infty \}. \tag{2.1}
\]

We start with the local theory:

**Proposition 2.1.** (i) Given \( u_0 \in H^4(\mathbb{R}) \) there is \( T_0 = T_0(\| u_0 \|_{H^4}) > 0 \) and a unique solution \( u \in C([-T_0, T_0] : H^4) \) of the initial-value problem

\[
i \partial_t u - \Delta u = c_0 |u|^2 u + c_1 u^3 + c_2 u \overline{u}^2 + c_3 \overline{u}^3, \quad u(0) = u_0. \tag{2.2}
\]

(ii) Assume \( N \geq 4 \) and \( u_0 \in H^N(\mathbb{R}) \), and let \( u \in C([-T_0, T_0] : H^4) \), \( T_0 = T_0(\| u_0 \|_{H^4}) \), denote the solution constructed in part (i). Then \( u \in C([-T_0, T_0] : H^N) \)

\[
\| u(t_2) \|_{H^N} - \| u(t_1) \|_{H^N} \leq \int_{t_1}^{t_2} \| u(s) \|_{H^N} \| u(s) \|_{L^2} \| u(s) \|_{L^\infty} \| u(s) \|_{L^\infty} \, ds \tag{2.3}
\]

for any \( t_1 \leq t_2 \in [-T_0, T_0] \).

**Proof of Proposition 2.1** The proposition follows from a standard fixed-point argument: the solution \( u \) is constructed as the unique solution in the complete metric space \( X := \{ v \in C([-T_0, T_0] : H^4) : \sup_{t \in [-T_0, T_0]} \| v(t) \|_{H^4} \leq 2 \| u_0 \|_{H^4} \} \) of the equation

\[
u(t) = e^{-it\Delta}u_0 - i \int_0^t e^{-i(t-s)\Delta}[c_0 \overline{u}(s)u(s)^2 + c_1 u(s)^3 + c_2 u(s)\overline{u}(s)^2 + c_3 \overline{u}(s)^3] \, ds.
\]

The inequality (2.3) follows from this definition as well. See also the proof of Lemma 4.1 below for the complete details in a more complicated situation. \( \square \)

Our main ingredient is the following bootstrap estimate.

**Proposition 2.2.** Assume that \( N_0 = 100 \), \( T > 0 \) and assume that \( u \in C([0, T] : H^{N_0}) \) is a solution of the initial-value problem

\[
i \partial_t u - \Delta u = c_0 |u|^2 u + c_1 u^3 + c_2 u \overline{u}^2 + c_3 \overline{u}^3, \quad u(0) = u_0, \tag{2.4}
\]

with the property that

\[
\| u_0 \|_{H^{N_0}} + \| u_0 \|_{W} + \| u_0 \|_{Z} = \varepsilon_0 \leq \varepsilon. \tag{2.5}
\]

Let \( f(t) := e^{it\Delta}u(t), \ t \in [0, T] \).

(i) The mapping \( t \to f(t) \) is a continuous mapping from \([0, T]\) to \( Z \cap W \).

(ii) Assume, in addition, that \( p_0 \in (0, 1/1000) \) and

\[
\sup_{t \in [0, T]} \left[ (1 + t)^{-p_0} \| f(t) \|_{H^{N_0}} + (1 + t)^{-p_0} \| f(t) \|_{W} + \| f(t) \|_{Z} \right] \leq \varepsilon_1, \tag{2.6}
\]

for some \( \varepsilon_1 \in [\varepsilon_0, 1] \). Then

\[
\sup_{t \in [0, T]} \left[ (1 + t)^{-p_0} \| f(t) \|_{W} + \| f(t) \|_{Z} \right] \leq 2\varepsilon_0 + C_{p_0} \varepsilon_1^2, \tag{2.7}
\]
for some constant $C_{p_0}$ that may depend only on the exponent $p_0$.

(iii) Assume that (2.6) holds and let
\[
H(\xi, t) := \frac{2\varepsilon_0}{\pi} \xi^{3/2} \int_0^t \left| \hat{f}(\xi, s) \right|^2 \frac{ds}{s+1}, \quad t \in [0, T].
\]
Then there is $p_1 > 0$ such that
\[
(1 + t_1)^{p_1} \left\| \left(1 + |\xi|\right)^{10} \left[ e^{iH(\xi, t_1)} \hat{f}(\xi, t_2) - e^{iH(\xi, t_2)} \hat{f}(\xi, t_1) \right] \right\|_{L^\infty_\xi} \lesssim \varepsilon_1^2.
\] (2.8)
for any $t_1 \leq t_2 \in [0, T]$.

The last ingredient in the proof of Theorem 1.1 is the following dispersive linear estimate:

**Lemma 2.3.** For any $t \in \mathbb{R}$ we have
\[
\left\| e^{it\Lambda} f \right\|_{L^\infty} \lesssim \left(1 + |t|\right)^{-1/2} \left\| \xi^{3/4} \hat{f}(\xi) \right\|_{L^\infty_\xi} + \left(1 + |t|\right)^{-5/8} \left[ \left\| x \cdot \partial f \right\|_{L^2} + \| f \|_{H^2} \right].
\] (2.9)

We prove Proposition 2.2 in section 4 and we prove Lemma 2.3 in section 5. In the rest of this section we show how to combine these ingredients to complete the proof of the main theorem.

**Proof of Theorem 1.1.** Assume we are given data $u_0$ satisfying (1.2), i.e.
\[
\| u_0 \|_{H^{N_0}} + \| u_0 \|_{W} + \| u_0 \|_Z = \varepsilon_0 \leq \varepsilon,
\]
for some $\varepsilon$ sufficiently small. In view of Proposition 2.1 there is $T > 0$ and a solution $u \in C([0, T]: H^{N_0})$ of the initial-value problem (1.3) with the property that if $f(t) = e^{it\Lambda} u(t)$ then
\[
\sup_{t \in [0, T]} (1 + t)^{-p_0} \| f(t) \|_{H^{N_0}} \leq \varepsilon_0^{3/4}.
\] (2.10)

In view of Proposition 2.2(i), the mapping $t \to f(t)$ is a continuous mapping from $[0, T]$ to $Z \cap W$. Let $T'$ denote the largest number in $[0, T]$ with the property that
\[
\sup_{t \in [0, T']} \left[ (1 + t)^{-p_0} \| f(t) \|_{W} + \| f(t) \|_{Z} \right] \leq \varepsilon_0^{3/4}.
\]
Using now Proposition 2.2(ii), it follows that $\sup_{t \in [0, T]} \left[ (1 + t)^{-p_0} \| f(t) \|_{W} + \| f(t) \|_{Z} \right] \leq 3 \varepsilon_0$. Therefore $T' = T$ and
\[
\sup_{t \in [0, T]} \left[ (1 + t)^{-p_0} \| f(t) \|_{W} + \| f(t) \|_{Z} \right] \leq 3 \varepsilon_0.
\] (2.11)

We observe now that $u(t) = e^{-it\Lambda} f(t)$. Using Lemma 2.3 and (2.10)–(2.11), it follows that
\[
\| u(t) \|_{L^\infty} \lesssim \varepsilon_0^{3/4} (1 + t)^{-1/2}, \quad \text{for any } t \in [0, T].
\]

Letting $P(t) := \| f(t) \|_{H^{N_0}}$, it follows from (2.3) that
\[
P(t) - P(0) \lesssim \varepsilon_0^{3/4} \int_0^t P(s)(1 + s)^{-1} ds
\]
for any $t \in [0, T]$. Therefore $P(t) \lesssim P(0)(1 + t)^{-p_0}$ for any $t \in [0, T]$, i.e.
\[
\sup_{t \in [0, T]} (1 + t)^{-p_0} \| f(t) \|_{H^{N_0}} \lesssim \varepsilon_0.
\] (2.12)

As a consequence, if $u \in C([0, T]: H^{N_0})$ is a solution that satisfies the weaker bound (2.10), then $u$ has to satisfy the stronger bound (2.12). Therefore, the solution $u$ can be extended to the full interval $[0, \infty)$, and the desired bound (1.4) follows from (2.11) and (2.12).

The modified scattering behaviour (1.5) is a consequence of Proposition 2.2(iii). This completes the proof of the theorem. \qed
3. Proof of Lemma 2.3

In this section we prove Lemma 2.3. We fix \( \varphi : \mathbb{R} \to [0, 1] \) an even smooth function supported in \([-8/5, 8/5]\) and equal to 1 in \([-5/4, 5/4]\). Let

\[
\varphi_k(x) := \varphi(x/2^k) - \varphi(x/2^{k-1}), \quad k \in \mathbb{Z}, \ x \in \mathbb{R}.
\]

More generally, for any \( m, k \in \mathbb{Z}, m \leq k \), we define

\[
\varphi_k^{(m)}(x) := \begin{cases} 
\varphi(x/2^k) - \varphi(x/2^{k-1}), & \text{if } k \geq m + 1, \\
\varphi(x/2^k), & \text{if } k = m.
\end{cases}
\]

For any interval \( I \subseteq \mathbb{R} \) we define

\[
\varphi_I := \sum_{k \in I \cap \mathbb{Z}} \varphi_k, \quad \varphi_I^{(m)} := \sum_{k \in I \cap \mathbb{Z} \cap [m, \infty)} \varphi_k^{(m)}.
\]

Let \( P_k, k \in \mathbb{Z} \), denote the operator on \( \mathbb{R} \) defined by the Fourier multiplier \( \xi \to \hat{\varphi}_k(\xi) \). For (2.9) it suffices to prove that

\[
\sum_{k \in \mathbb{Z}} \left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi) \varphi_k(\xi) \, d\xi \right| \lesssim 1,
\]

for any \( t, x \in \mathbb{R} \) and any function \( f \) satisfying

\[
(1 + |t|)^{-1/2} \| |\xi|^{3/4} \hat{f}(\xi) \|_{L^\infty} + (1 + |t|)^{-5/8} \| x \cdot \partial f \|_{L^2} + \| f \|_{H^2} \leq 1.
\]

Using only the bound \( \| f \|_{H^2} \lesssim (1 + |t|)^{5/8} \), we estimate first the contribution of small frequencies,

\[
\sum_{2^k \leq 2^{10}(1+|t|)^{-5/4}} \left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi) \varphi_k(\xi) \, d\xi \right| \lesssim \sum_{2^k \leq 2^{10}(1+|t|)^{-5/4}} 2^{k/2} \| \hat{P}_k f \|_{L^2} \lesssim 1,
\]

and the contribution of large frequencies,

\[
\sum_{2^k \geq 2^{-10}(1+|t|)} \left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi) \varphi_k(\xi) \, d\xi \right| \lesssim \sum_{2^k \geq 2^{-10}(1+|t|)} 2^{k/2} \| \hat{P}_k f \|_{L^2} \lesssim 1.
\]

Therefore, for (3.3) it suffices to prove that

\[
\sum_{2^{10}(1+|t|)^{-5/4} \leq 2^k \leq 2^{-10}(1+|t|)} \left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi) \varphi_k(\xi) \, d\xi \right| \lesssim 1.
\]

In proving (3.5) we may assume that \( |t| \geq 1 \). We estimate first the nonstationary contributions. Using (3.4) we see that \( \| \hat{P}_k f \|_{L^2} + 2^k \| \partial(\hat{P}_k f) \|_{L^2} \lesssim |t|^{5/8} \). Therefore, if \( 2^{-k/2+4} \leq |x/t| \) or \( |x/t| \leq 2^{-k/2-4} \) then we integrate by parts to estimate

\[
\left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi) \, d\xi \right| \lesssim |t|^{-1/2} \cdot \| \partial(\hat{P}_k f) \|_{L^1} + |t|^{-1/2} \cdot \| \hat{P}_k f \|_{L^1} \lesssim |t|^{-3/8}.
\]

Therefore, for (3.5) it suffices to prove that

\[
\left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi) \varphi_k(\xi) \, d\xi \right| \lesssim 1,
\]

provided that \( |t| \geq 1 \) and \( 2^k \in [2^{10}(1+|t|)^{-5/4}, 2^{-10}(1+|t|)] \cap [2^{-8} t^2/x^2, 2^8 t^2/x^2] \).

Let \( \Psi(\xi) := t \Lambda(\xi) + x \xi \) and notice that \( \| \Psi^\prime(\xi) \| \approx |t| \| \xi \|^{-3/2} \). Let \( \xi_0 \in \mathbb{R} \) denote the unique solution of the equation \( \Psi'(\xi) = 0 \), i.e.

\[
\xi_0 := \text{sign}(t/2x) \frac{t^2}{4x^2}.
\]
Clearly, $|\xi_0| \approx 2^k$. Let $l_0$ denote the smallest integer with the property that $2^{2l_0} \geq 2^{3k/2}|t|^{-1}$ and estimate the left-hand side of (3.6) by
\[
\left| \int_{\mathbb{R}} e^{it\Lambda(\xi)} e^{ix\xi} \hat{f}(\xi, x) d\xi \right| \leq \sum_{l=l_0}^{k+100} |J_l|,
\] (3.7)
where, with the notation in (3.1), for any $l \geq l_0$,
\[
J_l := \int_{\mathbb{R}} e^{i\phi(\xi)} \cdot \hat{P}_l f(\xi) \varphi^{(l_0)}(\xi - \xi_0) d\xi.
\]
It follows from (3.4) that
\[
\|\hat{P}_l f\|_{L^\infty} \lesssim |t|^{1/2} 2^{-3k/4}, \quad \|\hat{P}_l f\|_{L^2} + 2^k \|\partial(\hat{P}_l f)\|_{L^2} \lesssim |t|^{5/8}.
\]
Therefore
\[
|J_{l_0}| \lesssim 2^{l_0} \|\hat{P}_l f\|_{L^\infty} \lesssim 2^{3k/4}|t|^{-1/2} \cdot |t|^{1/2} 2^{-3k/4} \lesssim 1.
\]
Moreover, since $|\Psi'(\xi)| \gtrsim |t|^{-3k/2+2\nu}$ whenever $|\xi| \approx 2^k$ and $|\xi - \xi_0| \approx 2^l$, we can integrate by parts to estimate
\[
|J_l| \lesssim \frac{1}{|t|^{2^{-3k/2}k^2/2}} \left[ 2^{-l} \|\hat{P}_l f(\xi) \cdot 1_{[0,2^{l+4}]}(\xi - \xi_0)\|_{L^2} + \|\partial(\hat{P}_l f)(\xi) \cdot 1_{[0,2^{l+4}]}(\xi - \xi_0)\|_{L^2} \right]
\lesssim |t|^{-2^{-3k/2}k^2/4 + 2^{-l}} + |t|^{-3/2} 2^{-3k/2} 2^{-l/2}.
\]
The desired bound (3.6) follows from (3.7) and the last two estimates. This completes the proof of the lemma.

4. PROOF OF PROPOSITION 2.2

It follows from the definitions that
\[
(\partial_t \hat{f})(\xi, t) = (-i)(2\pi)^{-2} [c_0 I_0(\xi, t) + c_1 I_1(\xi, t) + c_2 I_2(\xi, t) + c_3 I_3(\xi, t)],
\]
\[
I_0(\xi, t) := \int_{\mathbb{R} \times \mathbb{R}} e^{i[t(\Lambda(\xi) - \Lambda(\xi - \eta)) - \Lambda(\eta - \sigma) + \Lambda(\sigma)]} \hat{f}(\xi - \eta, t) \hat{f}(\eta - \sigma, t) d\eta d\sigma,
\]
\[
I_1(\xi, t) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\Lambda(\eta)} \Lambda(\eta - \sigma) \Lambda(\sigma) \hat{f}(\xi - \eta, t) \hat{f}(\eta - \sigma, t) d\eta d\sigma,
\]
\[
I_2(\xi, t) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\Lambda(\eta) + \Lambda(\sigma)} \hat{f}(\xi - \eta, t) \hat{f}(\eta - \sigma, t) d\eta d\sigma,
\]
\[
I_3(\xi, t) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\Lambda(\sigma) + \Lambda(\eta)} \hat{f}(\xi - \eta, t) \hat{f}(\eta - \sigma, t) d\eta d\sigma.
\]
As in Proposition 2.2 for any $t \in [0, T]$ let
\[
H(\xi, t) := \frac{2c_0}{\pi} |\xi|^{3/2} \int_{0}^{t} |\hat{f}(\xi, s)|^2 \frac{ds}{s + 1}, \quad g(\xi, t) := e^{iH(\xi, t)} \hat{f}(\xi, t).
\] (4.2)
It follows from (4.1) that
\[
(\partial_t g)(\xi, t) = -ic_0 (2\pi)^{-2} e^{iH(\xi, t)} \left[ I_0(\xi, t) - \frac{|\xi|^{3/2} |\hat{f}(\xi, t)|^2}{t + 1} \right] - ic e^{iH(\xi, t)} (2\pi)^{-2} [c_1 I_1(\xi, t) + c_2 I_2(\xi, t) + c_3 I_3(\xi, t)],
\] (4.3)
where $\overline{c} := 8\pi$.

Proposition 2.2 clearly follows from Lemma 4.1 and Lemma 4.2 below.
Lemma 4.1. (i) Assume that \( f \in C([0, T]: H^{N_0}) \) satisfies the identities (4.1) and \( f(0) \in Z \cap W \). Then the mapping \( t \to f(t) \) is a continuous mapping from \([0, T]\) to \( Z \cap W \).

(ii) With \( p_0 \in (0, 1/1000] \), assume, in addition, that

\[
\| f(0) \|_{H^{N_0}} + \| f(0) \|_W + \| f(0) \|_Z = \varepsilon_0 \leq 1,
\]

\[
\sup_{t \in [0, T]} \left[ (1 + t)^{-p_0} \| f(t) \|_{H^{N_0}} + (1 + t)^{-p_0} \| f(t) \|_W + \| f(t) \|_Z \right] \leq \varepsilon_1,
\]

for some \( \varepsilon_1 \in [\varepsilon_0, 1] \). Then

\[
\sup_{t \in [0, T]} (1 + t)^{-p_0} \| f(t) \|_W \leq \varepsilon_0 + C_{p_0} \varepsilon_1^2.
\]

Lemma 4.2. With the same notation as before, assume that \( f \in C([0, T]: H^{N_0}) \) satisfies (4.1), and

\[
\sup_{t \in [0, T]} \left[ (1 + t)^{-p_0} \| f(t) \|_{H^{N_0}} + (1 + t)^{-p_0} \| f(t) \|_W + \| f(t) \|_Z \right] \leq \varepsilon_1 \leq 1.
\]

Then, for some \( p_1 > 0 \),

\[
\sup_{t_1 \leq t_2 \in [0, T]} (1 + t_1)^{p_1} \left( (1 + |\xi|)^{10} \| g(\xi, t_2) - g(\xi, t_1) \|_{L^\infty_t} \right) \lesssim \varepsilon_1^3.
\]

4.1. Proof of Lemma 4.1

Step 1. Assume \( t \in \mathbb{R} \), \( h \in H^{N_0} \cap Z \cap W \), and let \( h^+ := h, h^- := h \). We define, for \((\nu_1, \nu_2, \nu_3) \in \{(+, +, -), (+, +, +), (+, -, +), (-, -, -), (1, 1, 1)\},

\[
\psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma) := \Lambda(\xi) - \nu_1 \Lambda(\xi - \eta) - \nu_2 \Lambda(\eta - \sigma) - \nu_3 \Lambda(\sigma).
\]

It is clear from the definition that

\[
\left\| \mathcal{F}^{-1}(I_{h, t}^{\nu_1, \nu_2, \nu_3}) - \mathcal{F}^{-1}(I_{h', t}^{\nu_1, \nu_2, \nu_3}) \right\|_{H^{N_0} \cap Z} \lesssim (\| h \|_{H^{N_0}} + \| h' \|_{H^{N_0}})^2 \| h - h' \|_{H^{N_0}},
\]

for any \( h, h' \in H^{N_0} \cap Z \cap W \) and \( t \in \mathbb{R} \).

We would like to estimate also \( \left\| \mathcal{F}^{-1}(I_{h, t}^{\nu_1, \nu_2, \nu_3}) - \mathcal{F}^{-1}(I_{h', t}^{\nu_1, \nu_2, \nu_3}) \right\|_W \). The key observation is that

\[
\xi \partial_\xi \psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma) = -\eta \partial_\eta \psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma) - \sigma \partial_\sigma \psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma) + \frac{1}{2} \psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma),
\]

which follows easily from the identity \( \xi \Lambda'(\xi) = \Lambda(\xi) / 2 \) and the definition of \( \psi_{\nu_1, \nu_2, \nu_3}^1 \). Applying \( \xi \partial_\xi \) to \( I_{h, t}^{\nu_1, \nu_2, \nu_3} \) we get

\[
\xi(\partial I_{h, t}^{\nu_1, \nu_2, \nu_3})(\xi) = \int_{\mathbb{R} \times \mathbb{R}} \partial_\xi \psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma) e^{it\psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma)} h_{\nu_1}(\xi - \eta) \hat{h}_{\nu_2}(\eta - \sigma) \hat{\Lambda}(\sigma) d\eta d\sigma
\]

\[
+ \int_{\mathbb{R} \times \mathbb{R}} e^{it\psi_{\nu_1, \nu_2, \nu_3}^1(\xi, \eta, \sigma)} \xi(\partial h_{\nu_1})(\xi - \eta) \hat{h}_{\nu_2}(\eta - \sigma) \hat{\Lambda}(\sigma) d\eta d\sigma.
\]
Using (4.10) to integrate by parts in $\eta$ and $\sigma$, and gathering terms properly, we see that

$$
\xi(\partial I_{h,t}^{1,1,2,3}(\xi)) = \sum_{j=1}^{5} I_{h,t,j}^{1,1,2,3}(\xi),
$$

where

$$
I_{h,t,1}^{1,1,2,3}(\xi) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\psi_{t,1}^{1,1,2,3}(\xi,\eta,\sigma)} \cdot (\xi - \eta) \partial_\eta \tilde{h}^{t_1}(\xi - \eta) \cdot \tilde{h}^{t_2}(\eta - \sigma) \tilde{h}^{t_3}(\sigma) \ d\eta d\sigma,
$$

$$
I_{h,t,2}^{1,1,2,3}(\xi) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\psi_{t,1}^{1,1,2,3}(\xi,\eta,\sigma)} \tilde{h}^{t_1}(\xi - \eta) \cdot (\eta - \sigma) \partial_\sigma \tilde{h}^{t_2}(\eta - \sigma) \cdot \tilde{h}^{t_3}(\sigma) \ d\eta d\sigma,
$$

$$
I_{h,t,3}^{1,1,2,3}(\xi) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\psi_{t,1}^{1,1,2,3}(\xi,\eta,\sigma)} \tilde{h}^{t_1}(\xi - \eta) \cdot (\eta - \sigma) \partial_\eta \tilde{h}^{t_2}(\eta - \sigma) \cdot \tilde{h}^{t_3}(\sigma) \ d\eta d\sigma,
$$

$$
I_{h,t,4}^{1,1,2,3}(\xi) := \int_{\mathbb{R} \times \mathbb{R}} e^{i\psi_{t,1}^{1,1,2,3}(\xi,\eta,\sigma)} \tilde{h}^{t_1}(\xi - \eta) \tilde{h}^{t_2}(\eta - \sigma) \partial_\eta \tilde{h}^{t_3}(\sigma) \ d\eta d\sigma,
$$

$$
I_{h,t,5}^{1,1,2,3}(\xi) := \int_{\mathbb{R} \times \mathbb{R}} \frac{if}{2} \psi_{t,1}^{1,1,2,3}(\xi,\eta,\sigma) e^{i\psi_{t,1}^{1,1,2,3}(\xi,\eta,\sigma)} \tilde{h}^{t_1}(\xi - \eta) \tilde{h}^{t_2}(\eta - \sigma) \tilde{h}^{t_3}(\sigma) \ d\eta d\sigma.
$$

As a consequence of these formulas it is easy to see that

$$
\| \mathcal{F}^{-1}(I_{h,t}^{1,1,2,3}) - \mathcal{F}^{-1}(I_{h,t}^{1,1,2,3}) \|_W \lesssim (1 + |t|)(\|h\|_{H_{N_0}} + \|h'\|_{H_{N_0}})^2(\|h - h'\|_{H_{N_0}} + \|h - h'\|_{W}) + (1 + |t|)(\|h\|_{H_{N_0}} + \|h'\|_{H_{N_0}})(\|h\|_{W} + \|h'\|_{W})\|h - h'\|_{H_{N_0}},
$$

(4.12)

for any $h, h' \in H_{N_0} \cap Z \cap W$ and $t \in \mathbb{R}$. In particular, setting $h' = 0$,

$$
\| \mathcal{F}^{-1}(I_{h,t}^{1,1,2,3}) \|_W \lesssim (1 + |t|)\|h\|_{H_{N_0}}^2(\|h\|_{H_{N_0}} + \|h\|_{W}).
$$

(13.13)

**Step 2.** We can prove now part (i) of the lemma, using a standard fixed-point argument. Indeed, given an interval $I \subseteq \mathbb{R}$, a point $t_0 \in I$, and a function $h \in C(I : H_{N_0})$, we define

$$
\Gamma(h)(\xi, t) := \tilde{h}(\xi, t) - i(2\pi)^{-2} \int_{t_0}^{t} c_0 I_{h(s),s}^{t,+,-}(\xi) + c_1 I_{h(s),s}^{t,+,+}(\xi) + c_2 I_{h(s),s}^{t,-,-}(\xi) + c_3 I_{h(s),s}^{t,-,-}(\xi) ds,
$$

where $h_0 = h(t_0) \in H_{N_0} \cap Z \cap W$. It follows from (4.9) and (4.12) that the mapping $h \rightarrow \Gamma(h)$ is a contraction on the complete metric space

$$
\mathcal{M} := \{ h \in C(I : H_{N_0} \cap Z \cap W) : \sup_{t \in I} \|h(t)\|_{H_{N_0}} \leq 2\|h_0\|_{H_{N_0} \cap W},
$$

$$
d_{\mathcal{M}}(h, h') := \sup_{t \in I} \|h - h'\|_{H_{N_0} \cap Z \cap W},
$$

provided that $|I|$ is sufficiently small (depending only on $t_0$ and $\|h_0\|_{H_{N_0} \cap W}$).

With the notation in the statement of the lemma, we notice that if $T' \leq T$ and $f \in C([0, T'] : H_{N_0} \cap W)$ then

$$
\sup_{t \in [0, T']} \|f(t)\|_W \leq C(T, \sup_{t \in T} \|f(t)\|_{H_{N_0}}, \|f(0)\|_W).
$$

(4.14)

Indeed, the bound (4.14) follows from the identity

$$
\hat{f}(t_2) - \hat{f}(t_1) = -i(2\pi)^{-2} \int_{t_1}^{t_2} c_0 I_{f(s),s}^{t_1,+,-}(\xi) + c_1 I_{f(s),s}^{t_1,+,+}(\xi) + c_2 I_{f(s),s}^{t_1,-,-}(\xi) + c_3 I_{f(s),s}^{t_1,-,-}(\xi) ds,
$$

(4.15)

and the bound (4.13).

Therefore we can divide the interval $[0, T]$ into finitely many subintervals, with sufficiently small length depending only on $T$, $\sup_{t \in T} \|f(t)\|_{H_{N_0}}$, and $\|f(0)\|_W$. We apply then the fixed-point argument above on
each such subinterval, which is possible in view of the uniform bound \((4.14)\). It follows that \(f \in C([0, T] : H^{N_0} \cap Z \cap W)\), and
\[
\sup_{t \in [0, T]} \|f\|_{H^{N_0} \cap Z \cap W} \leq C(T, \sup_{t \in T} \|f(t)\|_{H^{N_0}}, \|f(0)\|_{H^{N_0} \cap Z \cap W}),
\]
as desired.

**Step 3.** To prove part (ii) we need to improve on the uniform *apriori* bound \((4.14)\), provided that the solution \(f\) satisfies the stronger assumptions \((4.11)\). We use the formula \((4.15)\) and reexamine the decomposition \((4.13)\). It follows that, for any \(t_1, t_2 \in [0, T]\),
\[
\|f(t_2) - f(t_1)\|_W \lesssim \sum_{j=1}^5 \sum_{(i_1, i_2, i_3)} \int_{t_1}^{t_2} L_{f(s), i, j}^{1, i_2, i_3}(\xi) ds \|L^2\|
\lesssim \int_{t_1}^{t_2} \|f(s)\|_W \|e^{-i\partial_x A} f(s)\|_{L^\infty} ds + \sum_{(i_1, i_2, i_3)} \int_{t_1}^{t_2} L_{f(s), i, j}^{1, i_2, i_3}(\xi) ds \|L^2\|.
\]

To estimate the contribution coming from \(L_{f(s), i, j}^{1, i_2, i_3}\), we integrate by parts in \(s\) using the identity
\[
\psi^{1, i_2, i_3}(\xi, \eta, \sigma) e^{i\psi^{1, i_2, i_3}(\xi, \eta, \sigma)} = -i \partial_\sigma e^{i\psi^{1, i_2, i_3}(\xi, \eta, \sigma)}.
\]
We obtain
\[
\left\| \int_{t_1}^{t_2} L_{f(s), i, j}^{1, i_2, i_3}(\xi) ds \right\|_{L^2} \lesssim \sum_{j=1}^2 |t_j| \left\| \int_{\mathbb{R} \times \mathbb{R}} e^{it_j \psi^{1, i_2, i_3}(\xi, \eta, \sigma)} \widehat{f^{11}}(\xi - \eta, t_j) \widehat{f^{11}}(\eta - \sigma, t_j) ds ds \right\|_{L^2} + \int_{t_1}^{t_2} \left\| \int_{\mathbb{R} \times \mathbb{R}} e^{it \psi^{1, i_2, i_3}(\xi, \eta, \sigma)} \partial_\sigma \left[ \widehat{f^{11}}(\xi - \eta, s) \widehat{f^{12}}(\eta - \sigma, s) \widehat{f^{13}}(\sigma, s) \right] ds \right\|_{L^2} ds.
\]

The term in the last line of \((4.17)\) is bounded by
\[
C \int_{t_1}^{t_2} \|f(s)\|_W \|e^{-i\partial_x A} f(s)\|_{L^\infty} ds.
\]
The terms in the first line of \((4.17)\) are bounded by
\[
C \sum_{j=1}^2 |t_j| \|f(t_j)\|_{L^2} \|e^{-it_j A} f(t_j)\|_{L^\infty}.
\]
Finally, using also the identities \((4.11)\), the term in the second line of \((4.17)\) is bounded by
\[
C \int_{t_1}^{t_2} s \|e^{-i\partial_x A} f(s)\|_{L^\infty} \|\partial_\sigma \hat{f}(s)\|_{L^2} ds \lesssim \int_{t_1}^{t_2} s \|e^{-i\partial_x A} f(s)\|_{L^\infty} \|\hat{f}(s)\|_{L^2} ds.
\]

Using the assumption \((4.4)\) and Lemma \((2.3)\) we have
\[
\|e^{-i\partial_x A} f(s)\|_{L^\infty} \lesssim \varepsilon_1 (1 + |s|)^{-1/2}, \quad \|f(s)\|_{H^{N_0}} + \|f(s)\|_{W} \lesssim \varepsilon_1 (1 + |s|)^{p_0}.
\]
Therefore, using also \((4.16)\),
\[
\|f(t) - f(0)\|_W \lesssim p_0 \varepsilon_1^3 (1 + t)^{p_0},
\]
for any \(t \in [0, T]\). The desired estimate \((4.3)\) follows, which completes the proof of the lemma.
5. Proof of Lemma 4.2

In this section we give the proof of Lemma 4.2, which is the more technical part of the paper. With $P_k$ defined as in Section 3, we let $f_k^+ := P_k f$, $f_k^- := P_k f$, and decompose

$$I_0 = \sum_{k_1, k_2, k_3 \in \mathbb{Z}} I^+_k,$$
$$I_1 = \sum_{k_1, k_2, k_3 \in \mathbb{Z}} I^-_k,$$
$$I_2 = \sum_{k_1, k_2, k_3 \in \mathbb{Z}} I^+_k,$$
$$I_3 = \sum_{k_1, k_2, k_3 \in \mathbb{Z}} I^-_k,$$

where, for $(t_1, t_2, t_3) \in \{(+, +, -), (+, +, +), (+, -, +), (+, -, -), (-, -, -), (-, -, -)\},$

$$I_{k_1, k_2, k_3} (\xi, t) := \int_{\mathbb{R} \times \mathbb{R}} e^{i t [L(\xi) - t_1 L(\xi) - t_2 L(\eta) - t_3 L(\sigma)]} \hat{f}_{1, k_1} (\xi - \eta, t) \hat{f}_{2, k_2} (\eta - \sigma, t) \hat{f}_{3, k_3} (\sigma, t) d\eta d\sigma. \quad (5.2)$$

For (4.7) it suffices to prove that if $t_1 \leq t_2 \in [2^m - 2, 2^{m+1}] \cap [0, T]$, for some $m \in \{1, 2, \ldots\}$, then

$$\| (1 + |\xi|)^{10} (g(\xi, t_2) - g(\xi, t_1)) \|_{L^\infty} \lesssim \varepsilon_1 2^{-p_1 m}.$$

Using (4.3) and the decompositions (5.1), it suffices to prove that if $k \in \mathbb{Z}$, $m \in \{1, 2, \ldots\}$, $|\xi| \in [2^k, 2^{k+1}]$, and $t_1 \leq t_2 \in [2^m - 2, 2^{m+1}] \cap [0, T]$ then

$$\sum_{k_1, k_2, k_3 \in \mathbb{Z}} \left| \int_{t_1}^{t_2} e^{i H(\xi, s)} \left[ I_{k_1, k_2, k_3} (\xi, s) - c |\xi|^{3/2} \hat{f}_{k_1} (\xi, s) \hat{f}_{k_2} (\xi, s) \hat{f}_{k_3} (\xi, s) \right] ds \right| \lesssim \varepsilon_1 2^{-p_1 m} 2^{-10k_+}, \quad (5.3)$$

and, for any $(t_1, t_2, t_3) \in \{(+, +, +), (+, +, +), (+, - -), (-, - -)\}$,

$$\sum_{k_1, k_2, k_3 \in \mathbb{Z}} \left| \int_{t_1}^{t_2} e^{i H(\xi, s)} f_{1, k_1, k_2, k_3} (\xi, s) ds \right| \lesssim \varepsilon_1 2^{-p_1 m} 2^{-10k_+}, \quad (5.4)$$

where $k_+ := \max(k, 0)$.

In view of (4.6), we have

$$\| \hat{f}_{k_1} (s) \|_{L^2} \lesssim \varepsilon_1 2^{p_0 m} 2^{-N_0 l},$$
$$\| \hat{f}_{k_1} (s) \|_{L^2} \lesssim \varepsilon_1 2^{p_0 m} 2^{-l},$$
$$\| \hat{f}_{k_1} (s) \|_{L^\infty} \lesssim \varepsilon_1 2^{-10l},$$

for any $l \in \mathbb{Z}$ and $s \in [2^m - 2, 2^{m+1}] \cap [0, T]$. Using only the $L^2$ bounds in the first line of (5.5) it is easy to see that

$$| I_{k_1, k_2, k_3} (\xi, s) | \lesssim \varepsilon_1 3^{p_0 m} 2^{-\min(k_1, k_2, k_3)} (1 + 2^{\max(k_1, k_2, k_3)})^{-N_0},$$

for any $(t_1, t_2, t_3) \in \{(+, +, -), (+, +, +), (+, - -), (-, - -)\}$, $k_1, k_2, k_3 \in \mathbb{Z}$. Moreover, using the $L^\infty$ bounds in the last line of (5.5),

$$\left| \frac{|\xi|^{3/2} \hat{f}_{k_1} (\xi, s) \hat{f}_{k_2} (\xi, s) \hat{f}_{k_3} (\xi, s)}{s + 1} \right| \lesssim 2^{-m} \varepsilon_1 3^{2k} 2^{-30k_+} 1_{[0,4]}(\max(|k_1 - k|, |k_2 - k|, |k_3 - k|)).$$

Using these two bounds it is easy to see that the sums in (5.3) and (5.4) over those $(k_1, k_2, k_3)$ for which $\max(k_1, k_2, k_3) \geq m/50 - 1000$ or $\min(k_1, k_2, k_3) \leq -4m$ are bounded by $C \varepsilon_1 2^{-p_1 m} 2^{-10k_+}$, as desired. The remaining sums have only $C m^3$ terms. Therefore it suffices to prove the desired estimates for each $(k_1, k_2, k_3)$ fixed; more precisely it suffices to prove the following lemma:
Lemma 5.1. Assume that \( k \in \mathbb{Z}, m \in \mathbb{Z} \cap [20, \infty), |\xi| \in [2^k, 2^{k+1}], t_1 \leq t_2 \in [2^{m-1}, 2^{m+1}] \cap [0, T], \) and \( k_1, k_2, k_3 \in [-4m, 50 - 1000] \cap \mathbb{Z}. \) Then
\[
\left| \int_{t_1}^{t_2} e^{iH(\xi,s)} \left[ I_{k_1,k_2,k_3}^{+,-} (\xi,s) - \frac{c |\xi|^{3/2}}{s+1} \frac{f_{k_1}^+ (\xi,s) f_{k_2}^+ (\xi,s) f_{k_3}^- (\xi,s)}{s+1} \right] ds \right| \lesssim \varepsilon_1^2 2^{-p_1 m} 2^{-10k_1}, \tag{5.7}
\]
and, for any \( (t_1, \iota_2, \iota_3) \in \{(+,+,+), (+,-,-), (-,-,-)\}, \)
\[
\left| \int_{t_1}^{t_2} e^{iH(\xi,s)} I_{k_1,k_2,k_3}^{\iota_1,\iota_2,\iota_3} (\xi,s) ds \right| \lesssim \varepsilon_1^2 2^{-p_1 m} 2^{-10k_1}. \tag{5.8}
\]

We will prove this main lemma in several steps. More precisely, the bounds (5.7) follow from Lemma 5.4 Lemma 5.5 Lemma 5.6 Lemma 5.7 and Lemma 5.8. The bounds (5.8) follow from Lemma 5.5 and Lemma 5.9.

We will use the bounds (5.5) and the \( L^\infty \) bounds
\[
\| e^{\mp ix A} f_l^\pm (s) \|_{L^\infty} \lesssim \varepsilon_1 2^{-m/2}, \quad \text{for any } l \in \mathbb{Z} \text{ and } s \in [t_1, t_2], \tag{5.9}
\]
which follow from (5.5) and Lemma 2.3. We will also use the bounds in Lemma 5.2 and Lemma 5.3 below:

Lemma 5.2. Assume that \( m \in L^1(\mathbb{R} \times \mathbb{R}) \) satisfies
\[
\left\| \int_{\mathbb{R} \times \mathbb{R}} m(\eta, \sigma) e^{ixn} e^{iy\sigma} \, d\eta d\sigma \right\|_{L^1_{x,y}} \leq A, \tag{5.10}
\]
for some \( A \in (0, \infty). \) Then, for any \( \{p, q, r\} \in \{(2, 2, \infty), (2, \infty, 2), (\infty, 2, 2)\}, \)
\[
\left| \int_{\mathbb{R} \times \mathbb{R}} \widehat{f}(\eta) \widehat{g}(\sigma) \widehat{h}(-\eta - \sigma) m(\eta, \sigma) \, d\eta d\sigma \right| \lesssim A \|f\|_{L^p} \|g\|_{L^q} \|h\|_{L^r}. \tag{5.11}
\]

Proof of Lemma 5.2. We rewrite
\[
\int_{\mathbb{R} \times \mathbb{R}} \widehat{f}(\eta) \widehat{g}(\sigma) \widehat{h}(-\eta - \sigma) m(\eta, \sigma) \, d\eta d\sigma = C \int_{\mathbb{R}^3} f(x) g(y) h(z) K(x - z, z - y) \, dx dy dz \],
\[
\lesssim \int_{\mathbb{R}^3} |f(x) g(y) h(z)| |K(x, y)| \, dx dy dz,
\]
where
\[
K(x, y) := \int_{\mathbb{R} \times \mathbb{R}} m(\eta, \sigma) e^{ixn} e^{iy\sigma} \, d\eta d\sigma.
\]
The desired bound (5.11) follows easily from (5.10).

Lemma 5.3. For any \( l \in \mathbb{Z} \) and \( s \in [2^{m-1}, 2^{m+1}] \cap [0, T] \) we have
\[
\| (\partial_s \widehat{f}_l^\pm)(s) \|_{L^2} \lesssim \varepsilon_1 2^{3p_0 m} 2^{-20l_+} 2^{-m} \tag{5.12}
\]
and
\[
\| (\partial_s \widehat{f}_l^\pm)(s) \|_{L^\infty} \lesssim \varepsilon_1 2^{3p_0 m} 2^{-20l_+} 2^{-m/2} (2^{l/2} + 2^{-m/2}) \tag{5.13}
\]

Proof of Lemma 5.3. Using the identity (4.1), it suffices to prove that
\[
\| \varphi_l(\xi) I_d(\xi, s) \|_{L^2} \lesssim \varepsilon_1 2^{3p_0 m} 2^{-20l_+} 2^{-m}, \tag{5.14}
\]
\[
\| \varphi_l(\xi) I_d(\xi, s) \|_{L^\infty} \lesssim \varepsilon_1 2^{3p_0 m} 2^{-20l_+} 2^{-m/2} (2^{l/2} + 2^{-m/2}),
\]
for \( d \in \{0, 1, 2, 3\}. \) Using the decomposition (5.1)–(5.2), it suffices to prove that for any \( (t_1, \iota_2, \iota_3) \in \{(+,+,+), (+,-,-), (-,-,-)\}, \)
\[
\sum_{\max(k_1, k_2, k_3) \geq l-10} \int_{\mathbb{R} \times \mathbb{R}} e^{is[-i_1 A(\xi - \eta) - i_2 A(\eta - \sigma) - i_3 A(\sigma)]} \times \widehat{f}_{k_1}^l (\xi - \eta, s) \widehat{f}_{k_2}^l (\eta - \sigma, s) \widehat{f}_{k_3}^l (\sigma, s) \, d\eta d\sigma \|_{L^2} \lesssim \varepsilon_1 2^{3p_0 m} 2^{-20l_+} 2^{-m} \tag{5.14}
\]
and
\[
\sum_{\text{max}(k_1, k_2, k_3) \geq l-10} \left\| \varphi_l(\xi) \int_{\mathbb{R} \times \mathbb{R}} e^{i s[-i \Lambda(\xi - \eta) - \iota_2 \Lambda(\eta - \sigma) - i_3 \Lambda(\sigma)]} \hat{f}_{k_1}^\pm(\xi - \eta, s) \times \hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s) \, d\eta d\sigma \right\|_{L_x^\infty} \lesssim \varepsilon_1 2^{p_0 m} 2^{-20l + 2^{-m/2}(2^l/2 + 2^{-m/2})}.
\]
(5.15)

We use first the bounds
\[
\|e^{\mp is \Lambda \frac{\pm}{n}(s)}\|_{L^2} \lesssim \varepsilon_1 2^{p_0 m} 2^{-N_0 n + 2^n/2}, \quad \|e^{\mp is \Lambda \frac{\pm}{n}(s)}\|_{L^\infty} \lesssim \varepsilon_1 \min(2^{-m/2}, 2^n 2^{-10n +})
\]
(5.16)
see (5.5) and (5.9). The bound (5.14) follows by passing to the physical space and estimating the highest frequency component in $L^2$ and the other two components in $L^\infty$. The bound (5.15) also follows if $l \geq 0$, by passing to the physical space and estimating the two highest frequency components in $L^2$ and the lowest frequency component in $L^\infty$.

On the other hand, if $l \leq 0$ then we can still use (5.16) to estimate the contribution of the sum over \( \min(k_1, k_2, k_3) \leq \max(l, -m) + 10 \) in (5.15), or the contribution of the sum over $\max(k_1, k_2, k_3) \geq m/10$. Therefore, for (5.15) it remains to prove that
\[
\left\| \int_{\mathbb{R} \times \mathbb{R}} e^{i s[-i \Lambda(\xi - \eta) - \iota_2 \Lambda(\eta - \sigma) - i_3 \Lambda(\sigma)]} \hat{f}_{k_1}^1(\xi - \eta, s) \hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s) \, d\eta d\sigma \right\|_{L_x^\infty} \lesssim \varepsilon_1 2^{p_0 m} 2^{-m/2}(2^l/2 + 2^{-m/2}),
\]
(5.17)
provided that
\[
|\xi| \in [2^{l-1}, 2^{l+1}], \quad l \leq 0, \quad \max(l, -m) + 10 \leq k_1, k_2, k_3 \leq m/10.
\]
(5.18)

In proving (5.17) we may assume, without loss of generality, that $k_1 = \min(k_1, k_2, k_3)$ and therefore $|k_2 - k_3| \leq 4$. We decompose the integral in the left-hand side of (5.17) into two parts, depending on the relative sizes of $|\eta|$ and $|\sigma|$, and integrate by parts. More precisely, let $\chi : \mathbb{R} \to [0, 1]$ denote an even smooth function supported in $[-11/10, 11/10]$ and equal to $1$ in $[-9/10, 9/10]$, and define
\[
J_1 = \int_{\mathbb{R} \times \mathbb{R}} \chi(\eta/\sigma) e^{i s[-i \Lambda(\xi - \eta) - \iota_2 \Lambda(\eta - \sigma) - i_3 \Lambda(\sigma)]} \hat{f}_{k_1}^1(\xi - \eta, s) \hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s) \, d\eta d\sigma,
\]
\[
J_2 = \int_{\mathbb{R} \times \mathbb{R}} (1 - \chi)(\eta/\sigma) e^{i s[-i \Lambda(\xi - \eta) - \iota_2 \Lambda(\eta - \sigma) - i_3 \Lambda(\sigma)]} \hat{f}_{k_1}^1(\xi - \eta, s) \hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s) \, d\eta d\sigma.
\]

To estimate $|J_1|$ we integrate by parts in $\sigma$. Recall that $\Lambda(\theta) = |\theta|^{1/2}$, which shows that
\[
|\partial_\sigma[-i_1 \Lambda(\xi - \eta) - \iota_2 \Lambda(\eta - \sigma) - i_3 \Lambda(\sigma)]| \gtrsim \|\Lambda'(\sigma - \eta)\| - \|\Lambda'(\sigma)\| \gtrsim 2^{k_1 - 3k_2/2},
\]
provided that (5.18) holds, and, in addition, $|\eta/\sigma| \leq 11/10, |\xi - \eta| \in [2^{k_1 - 2}, 2^{k_1 + 2}], |\eta - \sigma| \in [2^{k_2 - 2}, 2^{k_2 + 2}]$, and $|\sigma| \in [2^{k_3 - 2}, 2^{k_3 + 2}]$. Therefore, after integration by parts in $\sigma$, we estimate
\[
|J_1| \lesssim \int_{\mathbb{R} \times \mathbb{R}} \frac{1}{2^m 2^{k_1 - 3k_2/2}} \hat{f}_{k_1}^1(\xi - \eta, s) \left| \hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s) \right| \left( |\partial \hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s)| + |\hat{f}_{k_2}^2(\eta - \sigma, s) \hat{f}_{k_3}^3(\sigma, s)| \right) \, d\eta d\sigma.
\]

Using the bounds in (5.5) (estimating $\hat{f}_{k_2}^2, \hat{f}_{k_3}^3, \partial \hat{f}_{k_2}^2, \partial \hat{f}_{k_3}^3$ in $L^2$ and $\hat{f}_{k_1}^1$ in $L^\infty$) it follows that
\[
|J_1| \lesssim \varepsilon_1 2^{p_0 m} 2^{-m}.
\]
(5.19)

We estimate now $|J_2|$. Recalling the assumption $k_1 = \min(k_1, k_2, k_3)$, we observe that $J_2$ vanishes unless $k_2, k_3 \in [k_1, k_1 + 4]$. In this case we notice that
\[
|\partial_\eta[-i_1 \Lambda(\xi - \eta) - \iota_2 \Lambda(\eta - \sigma) - i_3 \Lambda(\sigma)]| \gtrsim \|\Lambda'(\eta - \xi)\| - \|\Lambda'(\eta - \sigma)\| \gtrsim 2^{-k_2/2},
\]
(5.20)
Lemma 5.4. This is the main case, when the specific correction in the left-hand side of (5.7) is provided that \([5.18]\) holds, and, in addition, \(|\eta/\sigma| \geq 9/10, |\xi - \eta| \in [2^{k_1-2}, 2^{k_1+2}], |\eta - \sigma| \in [2^{k_2-2}, 2^{k_2+2}], \) and \(|\sigma| \in [2^{k_3-2}, 2^{k_3+2}]. \) Therefore, after integration by parts in \(\eta, \) we estimate
\[
|J_2| \lesssim \int_{\mathbb{R} \times \mathbb{R}} \frac{1}{2m2^{-k_2/2}} |f_{k_3}^1(\sigma, s)| \left[2^{-k_2} |f_{k_1}^1(\xi - \eta, s)||f_{k_2}^2(\eta - \sigma, s)| + \left|\left(\partial f_{k_1}^1\right)(\xi - \eta, s)||f_{k_2}^2(\eta - \sigma, s)| + \left|\left(\partial f_{k_2}^2\right)(\eta - \sigma, s)|\right| \right] d\eta d\sigma.
\]
Using the bounds in \([5.5]\) we see that \(|J_2| \lesssim 2^{2\rho}m^{-2m} \) as well. The desired bound \((5.17)\) follows using also \((5.19),\) which completes the proof of the lemma. \(\square\)

5.1. Proof of Lemma \(5.1.\) We divide the proof into several parts.

Lemma 5.4. The bounds \((5.7)\) hold provided that
\[
k_1, k_2, k_3 \in [k - 20, k + 20] \cap \mathbb{Z}.
\]

Proof of Lemma \(5.4.\) This is the main case, when the specific correction in the left-hand side of \((5.7)\) is important. We will prove that
\[
|I_{k_1, k_2, k_3}^{+, +, -}(ξ, s) - \hat{c}|3/2 f_{k_1}^+(ξ, s)f_{k_2}^+(ξ, s)f_{k_3}^-(ξ, s)| \lesssim 2^{-m}3^{2-2p_1m_2-10k_3},
\]
for any \(s \in [\bar{t}_1, \bar{t}_2],\) which is clearly stronger than the desired bound \((5.7).\)

The bound \((5.21)\) follows easily from the bound in the last line of \((5.5)\) if \(k \leq -3m/5.\) Therefore, in the rest of the proof of \((5.21)\) we may assume that
\[
k \geq -3m/5.
\]

After changes of variables we rewrite \(\notag\)
\[
I_{k_1, k_2, k_3}^{+, +, -}(ξ, s) = \int_{\mathbb{R}^2} e^{i\Phi(ξ, \eta, \sigma)} f_{k_1}^+(ξ + \eta, s)f_{k_2}^+(ξ + \sigma, s)f_{k_3}^-(ξ - \eta - \sigma, s) d\eta d\sigma,
\]
where
\[
\Phi(ξ, \eta, \sigma) := \Lambda(ξ) - \Lambda(\eta) - \Lambda(ξ + \sigma) + \Lambda(ξ + \eta + \sigma).
\]

Let \(\bar{l}\) denote the smallest integer with the property that \(2^{\bar{l}} \geq 2^{3k/42^4 - 49m/100}\) (in view of \((5.22)\) \(\bar{l} \leq k - 10),\) and decompose
\[
I_{k_1, k_2, k_3}^{+, +, -}(ξ, s) = \sum_{l_1, l_2 = \bar{l}}^{k+20} J_{l_1, l_2}(ξ, s),
\]
where, with the notation in \((3.1),\) for any \(l_1, l_2 \geq \bar{l},\)
\[
J_{l_1, l_2}(ξ, s) := \int_{\mathbb{R}^2} e^{i\Phi(ξ, \eta, \sigma)} f_{k_1}^+(ξ + \eta, s)f_{k_2}^+(ξ + \sigma, s)f_{k_3}^-(ξ - \eta - \sigma, s)\varphi_{l_1}(\eta)\varphi_{l_2}(\sigma) d\eta d\sigma.
\]

Step 1. We show first that
\[
|J_{l_1, l_2}(ξ, s)| \lesssim 2^{-m}3^{2-3p_1m_2-10k_3}, \quad \text{if} \quad l_2 \geq \max(l_1, \bar{l} + 1).
\]

For this we integrate by parts in \(\eta\) in the formula \((5.25).\) Recalling that \(\Lambda(\theta) = \sqrt{|\theta|},\) we observe that
\[
\left|\left(\partial_\eta \Phi\right)(ξ, \eta, \sigma)\right| = \left|\Lambda'(ξ + \eta + \sigma) - \Lambda'(ξ + \eta)\right| \gtrsim 2^{l_2}2^{-3k/2},
\]
provided that \(|ξ + η| \approx 2^{k}, |ξ + η + σ| \approx 2^{k}, |σ| \approx 2^{l_2}.\) After integration by parts in \(η\) we see that
\[
|J_{l_1, l_2}(ξ, s)| \leq \left|J_{l_1, l_2, 1}(ξ, s)\right| + \left|F_{l_1, l_2, 1}(ξ, s)\right| + \left|G_{l_1, l_2, 1}(ξ, s)\right|,
\]
\(6\)The point of this change of variables is to be able to identify \(η = σ = 0\) as the unique critical point of the phase \(\Phi\) in \((5.23).\)
where

\[
J_{1,1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{i \Phi(\xi, \eta, s)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \eta, s) \hat{f}_{k_3}^-(\xi - \eta - \sigma, s) (\partial_\eta m_1)(\eta, \sigma) \, d\eta d\sigma,
\]

\[
F_{1,1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{i \Phi(\xi, \eta, s)} (\partial_\eta \hat{f}_{k_1}^+)(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \eta, s) \hat{f}_{k_3}^-(\xi - \eta - \sigma, s) m_1(\eta, \sigma) \, d\eta d\sigma,
\]

\[
G_{1,1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{i \Phi(\xi, \eta, s)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \eta, s) (\partial_\eta \hat{f}_{k_3}^-)(\xi - \eta - \sigma, s) m_1(\eta, \sigma) \, d\eta d\sigma,
\]

and

\[
m_1(\eta, \sigma) := \frac{\varphi_{l_1}(\tau)|l_2(\sigma)|}{s(\partial_\eta \Phi)(\xi, \eta, \sigma)} \cdot \varphi_{l_1-2-k_1+2}(\xi + \eta) \varphi_{k_3-2-k_3+2}(\xi + \eta + \sigma).
\]

To estimate \( |F_{1,1,2}(\xi, s)| \) we recall that \( \xi \) and \( s \) are fixed and use Lemma 5.2 with

\[
\begin{align*}
\hat{f}(\eta) & := e^{-i \alpha(\xi + \eta)} (\partial_\eta \hat{f}_{k_1}^+)(\xi + \eta, s), \\
\hat{g}(\sigma) & := e^{-i \alpha(\xi + \sigma)} \hat{f}_{k_2}^+ (\xi + \sigma, s) \cdot \varphi(\sigma/2l_2+4), \\
\hat{h}(\theta) & := e^{i \alpha(\xi - \theta)} \hat{f}_{k_3}^- (\xi - \theta, s) \cdot \varphi(\theta/2l_2+4).
\end{align*}
\]

It is easy to see, compare with (5.27), that \( m_1 \) satisfies the symbol-type estimates

\[
|\langle \partial_\eta^a \partial_\sigma^b m_1 \rangle(\eta, \sigma)| \lesssim (2^{-m} 2^{-l_2} 2^{3k/2}) (2^{-a_1} 2^{-b_2}) \cdot 1_{[0, 2^{l_1}+1]}(\eta) 1_{[2^{l_2}+2, 2^{l_2}+4]}(\sigma),
\]

(5.29)

for any \( a, b \in [0, 20] \cap \mathbb{Z} \). It follows from (5.5) and (5.9) that

\[
\|f\|_{L^2} \lesssim \varepsilon 2^{-2m/3\rho_0 m}, \quad \|g\|_{L^\infty} \lesssim \varepsilon 2^{-m/2}, \quad \|h\|_{L^2} \lesssim \varepsilon 2^{l_2/2} 2^{-10k_2/3}.
\]

It follows from (5.29) that

\[
\|\mathcal{F}^{-1}(m_1)\|_{L^1} \lesssim 2^{-m} 2^{-l_2} 2^{3k/2}.
\]

Therefore, using Lemma 5.2 and recalling that \( 2^{-l_2/2} \lesssim 2^{m/4} 2^{-3k/8} \) and that \( k \leq m/10 \),

\[
|F_{1,1,2}(\xi, s)| \lesssim \varepsilon 3^{2 \cdot 2^{-m/2} \cdot 2^{l_2/2} 2^{-10k_2/3}} \cdot 2^{-m} 2^{-l_2} 2^{3k/2} \lesssim \varepsilon 3^{2} 2^{-10k_2/3} 2^{-m} 2^{-m/8}.
\]

A similar argument shows that \( |G_{1,1,2}(\xi, s)| \lesssim \varepsilon 3^{2} 2^{-10k_2/3} 2^{-m} 2^{-m/8} \). Therefore, for (5.26) it suffices to prove that

\[
|J_{1,1,2}(\xi, s)| \lesssim \varepsilon 3^{2} 2^{-m/3} 2^{-m/3} 2^{-l_2} 2^{-10k_2/3}.
\]

(5.30)

For this we integrate by parts again in \( \eta \) and estimate

\[
|J_{1,1,2}(\xi, s)| \leq |J_{1,1,2}(\xi, s)| + |F_{1,1,2}(\xi, s)| + |G_{1,1,2}(\xi, s)|,
\]

where

\[
J_{1,1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{i \Phi(\xi, \eta, s)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \eta, s) \hat{f}_{k_3}^-(\xi - \eta - \sigma, s) (\partial_\eta m_2)(\eta, \sigma) \, d\eta d\sigma,
\]

\[
F_{1,1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{i \Phi(\xi, \eta, s)} (\partial_\eta \hat{f}_{k_1}^+)(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \eta, s) \hat{f}_{k_3}^-(\xi - \eta - \sigma, s) m_2(\eta, \sigma) \, d\eta d\sigma,
\]

\[
G_{1,1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{i \Phi(\xi, \eta, s)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \eta, s) (\partial_\eta \hat{f}_{k_3}^-)(\xi - \eta - \sigma, s) m_2(\eta, \sigma) \, d\eta d\sigma,
\]

and

\[
m_2(\eta, \sigma) := \frac{\partial_\eta m_1(\eta, \sigma)}{s(\partial_\eta \Phi)(\xi, \eta, \sigma)}.
\]

It follows from (5.29) that \( m_2 \) satisfies the stronger symbol-type bounds

\[
|\langle \partial_\eta^a \partial_\sigma^b m_2 \rangle(\eta, \sigma)| \lesssim (2^{-m} 2^{-l_1} 2^{3k/2}) (2^{-m} 2^{-l_2} 2^{3k/2}) (2^{-a_1} 2^{-b_2}) \cdot 1_{[0, 2^{l_1}+1]}(\eta) 1_{[2^{l_2}+2, 2^{l_2}+4]}(\sigma),
\]

(5.31)
for $a, b \in [0, 19] \cap \mathbb{Z}$. Therefore, using Lemma 5.2 as before,
\[
|F_{1,t_2}(\xi, s)| + |G_{t_1,t_2}(\xi, s)| \lesssim \varepsilon^2 2^{-10k_+} - 2^{-m} \cdot 2^{-m/8}.
\]
Moreover, we can now estimate $|J_{1,t_2}(\xi, s)|$ using only (5.31) and the $L^\infty$ bounds in the last line of (5.5),
\[
|J_{1,t_2}(\xi, s)| \lesssim 2^{t_1 + t_2} \cdot \varepsilon 2^{-30k_+} \cdot (2^{-m_2 - (t_1 - t_2) 2^k / 2})^2 \lesssim \varepsilon^2 2^{-10k_+} - 2^{-m} \cdot 2^{-m/50}.
\]
This completes the proof of (5.30) and (5.26). A similar argument shows that
\[
|J_{1,t_2}(\xi, s)| \lesssim 2^{-m} \varepsilon^2 2^{-30m_2 - 10k_+}, \quad \text{if } t_1 \geq \max(t_2, t_1 + 1).
\]

**Step 2.** Using the decomposition (5.24), for (5.21) it suffices to prove that
\[
|J_{1,2}(\xi, s) - J'_{1,2}(\xi, s)| \lesssim \varepsilon^2 2^{-5k/2} \cdot 2^{l_2} = 2^{-5k/2} \cdot 2^{l_2} - 2^{-20k_+ - 2^m m m_2 - k},
\]
where
\[
J'_{1,2}(\xi, s) := \int_{\mathbb{R}^2} e^{-i\xi \sigma / (4|\xi|^{3/2})} \mathcal{F}_{k_1}^{+} (\xi + \eta, s) \mathcal{F}_{k_2}^{+} (\xi + \sigma, s) \mathcal{F}_{k_3}^{+} (-\xi - \eta - \sigma, s) \varphi(2^{-7} \eta) \varphi(2^{-7} \sigma) d\eta d\sigma.
\]
Moreover, using the bounds in the last two lines of (5.5)
\[
|\mathcal{F}_{k_1}^{+} (\xi + \eta, s) \mathcal{F}_{k_2}^{+} (\xi + \sigma, s) \mathcal{F}_{k_3}^{+} (-\xi - \eta - \sigma, s) - \mathcal{F}_{k_1}^{+} (\xi, s) \mathcal{F}_{k_2}^{+} (\xi, s) \mathcal{F}_{k_3}^{+} (-\xi, s)| \lesssim \varepsilon^2 2^{1/2} \cdot 2^{-20k_+ - 2^m m m_2 - k},
\]
whenever $|\eta| + |\sigma| \leq 2^{-k/5}$. Therefore
\[
|J'_{1,2}(\xi, s) - J''_{1,2}(\xi, s)| \lesssim \varepsilon^2 2^{-5k/2} \cdot 2^{l_2} - 2^{-20k_+ - 2^m m m_2 - k} \lesssim \varepsilon^2 2^{-9m/8} 2^{-10k_+}.
\]

Starting from the general formula
\[
\int_{\mathbb{R}} e^{-ax^2 - bx} dx = e^{b^2/(4a)} \sqrt{\pi} / \sqrt{a}, \quad a, b \in \mathbb{C}, \quad \text{Re } a > 0,
\]
we calculate, for any $N \geq 1$,
\[
\int_{\mathbb{R} \times \mathbb{R}} e^{-i\xi y} e^{-x^2/N^2} e^{-y^2/N^2} \, dx dy = \sqrt{\pi} N \int_{\mathbb{R}} e^{-y^2/N^2} e^{-N^2 y^2/4} \, dy = 2\pi + O(N^{-1}).
\]
Therefore, for $N \geq 1$,
\[
\int_{\mathbb{R} \times \mathbb{R}} e^{-i\xi y} \varphi(x/N) \varphi(y/N) \, dx dy = 2\pi + O(N^{-1/2}).
\]
Recalling also that $2^T \approx |\xi|^{3/2} - 49m/100$, it follows that
\[
|J''_{1,2}(\xi, s) - J''_{1,2}(\xi, s)| \lesssim \varepsilon^2 2^{-5k/2} \cdot 2^{(1+2p_1)m}.
\]
Therefore, using also (5.5),
\[
\left| \int_{\mathbb{R}^2} e^{-is\sigma/(4|x|^3/2)} \hat{f}_{k_1}^+(\xi, s) \hat{f}_{k_2}^+(\xi, s) \hat{f}_{k_3}^-(\xi, s) \varphi(2^{-7}\eta) \varphi(2^{-7}\sigma) d\eta d\sigma \right| \\
\leq 8\pi |x|^{3/2} \left[ \hat{f}_{k_1}^+(\xi, s) \hat{f}_{k_2}^+(\xi, s) \hat{f}_{k_3}^-(\xi, s) \right] \lesssim \varepsilon_1^2 (1+2p_1)m_2 2^{-10k},
\]
and the bound (5.32) follows from (5.33), (5.35), and (5.36).
\[\square\]

**Lemma 5.5.** The bounds (5.7) hold provided that
\[
\min(k_1, k_2, k_3) + \text{med}(k_1, k_2, k_3) \leq -51m/50 \quad \text{and} \quad \max(|k_1 - k|, |k_2 - k|, |k_3 - k|) \geq 21. \tag{5.37}
\]

The bounds (5.8) hold provided that
\[
\min(k_1, k_2, k_3) + \text{med}(k_1, k_2, k_3) \leq -51m/50. \tag{5.38}
\]

**Proof of Lemma 5.5** Using only the $L^\infty$ bounds in the last line of (5.5) we estimate, for any $(\iota_1, \iota_2, \iota_3) \in \{(+, +, -), (+, +, +), (+, -, -), (-, -, -)\},
\[
\left| \int_{t_1}^{t_2} e^{i\iota(s)} \int_{k_1, k_2, k_3} (\xi, s) ds \right| \lesssim 2^m \sup_{s \in [t_1, t_2]} \int_{\mathbb{R}^2} |\hat{f}_{k_1}^+(\xi - \eta, s)| |\hat{f}_{k_2}^-(\xi - \eta, s)| |\hat{f}_{k_3}^-(\sigma, s)| d\eta d\sigma \\
\lesssim 2^{m \min(k_1, k_2, k_3)} 2^{\text{med}(k_1, k_2, k_3)} \varepsilon_1^2 2^{-10k},
\]
which clearly suffices in view of the assumptions (5.37) and (5.38).
\[\square\]

**Lemma 5.6.** The bounds (5.7) hold provided that
\[
\max(|k_1 - k|, |k_2 - k|, |k_3 - k|) \geq 21, \quad \min(k_1, k_2, k_3) \geq -19m/20, \quad \max(|k_1 - k_3|, |k_2 - k_3|) \geq 5. \tag{5.39}
\]

**Proof of Lemma 5.6** Recall the definition
\[
I_{k_1, k_2, k_3}^{+, +, -}(\xi, s) = \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(\sigma, s) d\eta d\sigma, \tag{5.40}
\]
where
\[
\Phi(\xi, \eta, \sigma) = \Lambda(\xi) - \Lambda(\xi + \eta) - \Lambda(\xi + \sigma) + \Lambda(\xi + \eta + \sigma).
\]
It suffices to prove that, for any $s \in [t_1, t_2],
\[
|I_{k_1, k_2, k_3}^{+, +, -}(\xi, s)| \lesssim 2^{-m} \varepsilon_1^2 2^{-10p_1} 2^{-10k}. \tag{5.41}
\]

By symmetry, we may assume that $|k_1 - k_3| \geq 5$ and notice that
\[
|\partial_\eta \Phi(\xi, \eta, \sigma)| = | - \Lambda'(\xi + \eta) + \Lambda'(\xi + \eta + \sigma)| \gtrsim 2^{-\min(k_1, k_3)/2}, \tag{5.42}
\]
provided that $|\xi + \eta| \in [2^{k_1 - 2}, 2^{k_1 + 2}], |\xi + \eta + \sigma| \in [2^{k_2 - 2}, 2^{k_2 + 2}].$ As in the proof of Lemma 5.4 we integrate by parts in $\eta$ to estimate
\[
|I_{k_1, k_2, k_3}^{+, +, -}(\xi, s)| \leq |J_1(\xi, s)| + |F_1(\xi, s)| + |G_1(\xi, s)|,
\]
where
\[
J_1(\xi, s) := \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(\sigma, s) (\partial_\eta m_3)(\eta, \sigma) d\eta d\sigma,
\]
\[
F_1(\xi, s) := \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} (\partial \hat{f}_{k_1}^+)(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(\sigma, s) m_3(\eta, \sigma) d\eta d\sigma,
\]
\[
G_1(\xi, s) := \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) (\partial \hat{f}_{k_3}^-)(\sigma, s) m_3(\eta, \sigma) d\eta d\sigma,
\]
and
\[ m_3(\eta, \sigma) := \frac{1}{s(\partial_\eta \Phi)(\xi, \eta, \sigma)} \cdot \varphi_{[k_1-1,k_1+1]}(\xi + \eta) \varphi_{[k_3-1,k_3+1]}(\xi + \eta + \sigma). \]

Using also (5.42), it follows easily that
\[ \| F^{-1}(m_3) \|_{L^1} \lesssim 2^{-m_2 \min(k_1,k_3)/2}, \quad \| F^{-1}(\partial_\eta m_3) \|_{L^1} \lesssim 2^{-m_2 \min(k_1,k_3)/2}. \]

We apply first Lemma 5.2 with
\[ \hat{f}(\eta) := e^{-is\Lambda(\xi+\eta)} \int f_{k_1}(\xi + \eta, s), \quad \hat{g}(\sigma) := e^{-is\Lambda(\xi+\sigma)} \int f_{k_2}(\xi + \sigma, s), \quad \hat{h}(\theta) := e^{is\Lambda(\xi-\theta)} \int f_{k_3}(\xi - \theta, s), \]

and use (5.5) and (5.9) to conclude that
\[ |J_1(\xi, s)| \lesssim \varepsilon_2^{m_2/2} 2^{p_0 m_2 - N_0 \max(k_1,k_2,k_3)} 2^{-m_2 \min(k_1,k_3)/2}. \]

Similarly, we apply Lemma 5.2 with
\[ \hat{f}(\eta) := e^{-is\Lambda(\xi+\eta)} (\partial f_{k_1})(\xi + \eta, s), \quad \hat{g}(\sigma) := e^{-is\Lambda(\xi+\sigma)} \int f_{k_2}(\xi + \sigma, s), \quad \hat{h}(\theta) := e^{is\Lambda(\xi-\theta)} \int f_{k_3}(\xi - \theta, s), \]

and use (5.5) and (5.9) to conclude that
\[ |F_1(\xi, s)| \lesssim \varepsilon_2^{m_2/2} 2^{p_0 m_2 - k_1} 2^{-N_0 \max(k_2,k_3)} 2^{-m_2 \min(k_1,k_3)/2}. \]

Finally, we apply Lemma 5.2 with
\[ \hat{f}(\eta) := e^{-is\Lambda(\xi+\eta)} \int f_{k_1}(\xi + \eta, s), \quad \hat{g}(\sigma) := e^{-is\Lambda(\xi+\sigma)} \int f_{k_2}(\xi + \sigma, s), \quad \hat{h}(\theta) := e^{is\Lambda(\xi-\theta)} (\partial f_{k_3})(\xi - \theta, s), \]

and use (5.5) and (5.9) to conclude that
\[ |G_1(\xi, s)| \lesssim \varepsilon_2^{m_2/2} 2^{p_0 m_2 - k_3} 2^{-N_0 \max(k_2,k_3)} 2^{-m_2 \min(k_1,k_3)/2}. \]

Therefore
\[ |J_1(\xi, s)| + |F_1(\xi, s)| + |G_1(\xi, s)| \lesssim \varepsilon_2^{m_2/2} 2^{-10 k_1} 2^{m(1/2-2p_0)} \left( 2^{-\min(k_1,k_3)/2} + 2^{10 \max(k_1,k_2,k_3)} \right), \]

and the desired bound (5.41) follows from the assumptions \( \min(k_1,k_3)/2 \leq 19m/40 \), see (5.39), and \( 10 \max(k_1,k_2,k_3) \leq m_2 \) (see the hypothesis of Lemma 5.1).

\[ \textbf{Lemma 5.7. The bounds (5.7) hold provided that} \]
\[ \max(|k_1 - k_1|, |k_2 - k_1|, |k_3 - k_1|) \geq 21, \]
\[ \min(k_1,k_2,k_3) \geq -19m/20, \quad \max(|k_1 - k_3|, |k_2 - k_3|) \leq 4. \]

\[ \textbf{Proof of Lemma 5.7} \quad \text{We may assume that} \]
\[ \min(k_1,k_2,k_3) \geq k + 10, \]

and rewrite
\[ I_{k_1,k_2,k_3}^{+,+,+}(\xi, s) = \int \int e^{is\Phi(\xi,\eta,\sigma)} \int f_{k_1}(\xi + \eta, s) \int f_{k_2}(\xi + \sigma, s) \int f_{k_3}(\xi - \eta - \sigma, s) \varphi_{[k_2-4,k_2+4]}(\sigma) \end{document} \]

where, as before,
\[ \Phi(\xi, \eta, \sigma) = \Lambda(\xi) - \Lambda(\xi + \eta) - \Lambda(\xi + \sigma) + \Lambda(\xi + \eta + \sigma). \]

It suffices to prove that, for any \( s \in [t_1, t_2] \),
\[ |I_{k_1,k_2,k_3}^{+,+,+}(\xi, s)| \lesssim 2^{-m} \varepsilon_2^{3/2} 2^{p_0 m_2 - 10 k_1}. \]

We argue as in the proof of Lemma 5.6. Notice that
\[ |(\partial_\eta \Phi)(\xi, \eta, \sigma)| = | - \Lambda'(\xi + \eta) + \Lambda'(\xi + \eta + \sigma) | \gtrsim 2^{-k_2/2}, \]

provided that \( |\xi + \eta| \in [2^{k_1-2}, 2^{k_1+2}], |\xi + \eta + \sigma| \in [2^{k_3-2}, 2^{k_3+2}], \) and \( |\sigma| \approx 2^{k_2} \) (recall also that \( 2^{k_1} \approx 2^{k_2} \approx 2^{k_3} \)). As before, we integrate by parts in \( \eta \) to estimate
\[ |I_{k_1,k_2,k_3}^{+,+,+}(\xi, s)| \leq |J_2(\xi, s)| + |F_2(\xi, s)| + |G_2(\xi, s)|, \]
where

\[ J_2(\xi, s) := \int_{\mathbb{R}^2} e^{i\xi \Phi(\xi, \eta, \sigma)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(-\xi - \eta - \sigma, s) (\partial_\eta m_4)(\eta, \sigma) \, d\eta d\sigma, \]

\[ F_2(\xi, s) := \int_{\mathbb{R}^2} e^{i\xi \Phi(\xi, \eta, \sigma)} \partial \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(-\xi - \eta - \sigma, s) m_4(\eta, \sigma) \, d\eta d\sigma, \]

\[ G_2(\xi, s) := \int_{\mathbb{R}^2} e^{i\xi \Phi(\xi, \eta, \sigma)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(-\xi - \eta - \sigma, s) \hat{f}_{k_3}^-(\xi, \eta, \sigma) m_4(\eta, \sigma) \, d\eta d\sigma, \]

and

\[ m_4(\eta, \sigma) := \frac{1}{s(\partial_\eta \Phi)(\xi, \eta, \sigma)} \cdot \varphi_{[k_1-1,k_1+1]}(\xi, \eta) \varphi_{[k_3-1,k_3+1]}(\xi + \eta + \sigma) \varphi_{[k_2-4,k_2+4]}(\sigma). \]

Using also (5.47), it follows easily that

\[ \| \mathcal{F}^{-1}(m_4) \|_{L^1} \lesssim 2^{-m_2 k_2^2}/2, \quad \| \mathcal{F}^{-1}(\partial_\eta m_4) \|_{L^1} \lesssim 2^{-m_2 k_2^2}/2. \]

We apply first Lemma 5.2 with

\[ \hat{f}(\eta) := e^{-i\pi \Lambda(\xi + \eta)} \hat{f}_{k_1}^+(\xi + \eta, s), \quad \hat{g}(\sigma) := e^{-i\pi \Lambda(\xi + \sigma)} \hat{f}_{k_2}^+(-\xi - \eta - \sigma, s), \quad \hat{h}(\theta) := e^{-i\pi \Lambda(-\xi - \theta)} \hat{f}_{k_3}^-(-\xi + \theta, s). \]

Using also (5.5) and (5.9) we conclude that

\[ |J_2(\xi, s)| \lesssim \varepsilon^3 2^{-m/2} 2^{2p_0 m_2 - N_0 \max(k_1, k_2, k_3)} 2^{-m_2 k_2^2}/2. \]

Similarly, we apply Lemma 5.2

\[ \hat{f}(\eta) := e^{-i\pi \Lambda(\xi + \eta)} \partial \hat{f}_{k_1}^+(\xi + \eta, s), \quad \hat{g}(\sigma) := e^{-i\pi \Lambda(\xi + \sigma)} \hat{f}_{k_2}^+(-\xi - \eta - \sigma, s), \quad \hat{h}(\theta) := e^{-i\pi \Lambda(-\xi - \theta)} \hat{f}_{k_3}^-(\xi - \eta - \sigma, s), \]

and use (5.5) and (5.9) we conclude that

\[ |F_2(\xi, s)| \lesssim \varepsilon^3 2^{-m/2} 2^{2p_0 m_2 - N_0 \max(k_1, k_2, k_3)} 2^{-m_2 k_2^2}/2. \]

Finally, we apply Lemma 5.2

\[ \hat{f}(\eta) := e^{-i\pi \Lambda(\xi + \eta)} \hat{f}_{k_1}^+(\xi + \eta, s), \quad \hat{g}(\sigma) := e^{-i\pi \Lambda(\xi + \sigma)} \hat{f}_{k_2}^+(\xi + \sigma, s), \quad \hat{h}(\theta) := e^{-i\pi \Lambda(-\xi - \theta)} \hat{f}_{k_3}^-(\xi - \sigma, s), \]

and use (5.5) and (5.9) we conclude that

\[ |G_2(\xi, s)| \lesssim \varepsilon^3 2^{-m/2} 2^{2p_0 m_2 - N_0 \max(k_1, k_2, k_3)} 2^{-m_2 k_2^2}/2. \]

Recalling the assumption \( k_1 \approx k_2 \approx k_3 \), it follows that

\[ |J_1(\xi, s)| + |F_1(\xi, s)| + |G_1(\xi, s)| \lesssim \varepsilon^3 2^{-m_2} 2^{-N_0 \max(k_2, k_0)} 2^{-m(1/2 - 2p_0)} 2^{-k_2^2/4}, \]

and the desired bound (5.46) follows from the assumptions \(-k_2^2/2 \leq 19m/40\). \( \square \)

**Lemma 5.8.** The bounds (5.7) hold provided that

\begin{equation}
(5.48)
\begin{aligned}
\max(|k_1 - k|, |k_2 - k|, |k_3 - k|) \geq 21, \\
\min(k_1, k_2, k_3) \leq -19m/20, \quad \min(k_1, k_2, k_3) + \text{med}(k_1, k_2, k_3) \geq -51m/50.
\end{aligned}
\end{equation}

**Proof of Lemma 5.8** In this case we cannot prove pointwise bounds on \( \hat{f}_{k_1, k_2, k_3}^{1, 1, -}(\xi, s) \) and we need to integrate by parts in \( s \). The desired bound (5.7) is equivalent to

\[ \left| \int_{\mathbb{R}^2 \times [t_1, t_2]} e^{i\mathcal{H}(\xi, s)} e^{i\pi \Phi(\xi, \eta, \sigma)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(\xi - \eta - \sigma, s) \, d\eta d\sigma ds \right| \lesssim \varepsilon^3 2^{-2p_1 m_2 - 10k_1}, \]

where

\[ \Phi(\xi, \eta, \sigma) = \Lambda(\xi) - \Lambda(\xi + \eta) - \Lambda(\xi + \sigma) + \Lambda(\xi + \eta + \sigma), \]

\[ \mathcal{H}(\xi, s) = \frac{2c_0}{\pi} |\xi|^{3/2} \int_0^s |\hat{f}(\xi, r)|^2 \frac{dr}{r + 1}. \]

(5.49)
We consider two cases.

Case 1: \( k_3 = \min(k_1, k_2, k_3) \). In this case, recalling also the assumption \( k_1, k_2, k_3 \in [-4m/m/50 - 1000] \), we have

\[
  k_3 \in [-21m/20, -19m/20], \quad k_1, k_2 \in [-m/10, m/50 - 1000]. \tag{5.50}
\]

We see easily that

\[
  -\Phi(\xi, \eta, \sigma) \geq 2^{\min(k_1, k_2)/2 - 100}, \tag{5.51}
\]

provided that \( |\xi + \eta| \in [2^{k_1 - 2}, 2^{k_1 + 2}], |\xi + \sigma| \in [2^{k_2 - 2}, 2^{k_2 + 2}] \), and \( |\xi + \eta + \sigma| \in [2^{k_3 - 2}, 2^{k_3 + 2}] \). Letting \( \dot{H}(\xi, s) := (\partial_s H)(\xi, s) \), we notice that

\[
  |\dot{H}(\xi, s)| \leq \varepsilon_1^2 2^{3k/2} 2^{-20k + 2 - m}. \tag{5.52}
\]

We integrate by parts in \( s \) to conclude that the integral in the left-hand side of (5.49) is dominated by

\[
\begin{align*}
  &\int_{t_1}^{t_2} \int_{\mathbb{R}^2} e^{it\Phi(\xi, \eta, \sigma)} \frac{1}{\Phi(\xi, \eta, \sigma) + \dot{H}(\xi, s)} \left| \frac{\hat{f}_{k_1}(\xi + \eta, s) \hat{f}_{k_2}(\xi + \sigma, s) \hat{f}_{k_3}(\xi - \eta - \sigma, s)}{\hat{f}_{k_1}(\xi + \eta, t_j) \hat{f}_{k_2}(\xi + \sigma, t_j) \hat{f}_{k_3}(\xi - \eta - \sigma, t_j)} \right| ds d\eta d\sigma \bigg| ds \\
  &+ \sum_{j=1}^{2} \left| \int_{\mathbb{R}^2} e^{it_j\Phi(\xi, \eta, \sigma)} \frac{1}{\Phi(\xi, \eta, \sigma) + \dot{H}(\xi, t_j)} \left| \frac{\hat{f}_{k_1}(\xi + \eta, s) \hat{f}_{k_2}(\xi + \sigma, s) \hat{f}_{k_3}(\xi - \eta - \sigma, s)}{\hat{f}_{k_1}(\xi + \eta, t_j) \hat{f}_{k_2}(\xi + \sigma, t_j) \hat{f}_{k_3}(\xi - \eta - \sigma, t_j)} \right| ds d\eta d\sigma \right| \\
  := & B^0(\xi) + \sum_{j=1}^{2} B_j(\xi). \tag{5.53}
\end{align*}
\]

Let

\[
  m_5(\eta, \sigma) := \frac{1}{\Phi(\xi, \eta, \sigma) + \dot{H}(\xi, s)} \cdot \varphi_{[k_1 - 1, k_1 + 1]}(\xi + \eta) \varphi_{[k_2 - 1, k_2 + 1]}(\xi + \sigma) \varphi_{[k_3 - 1, k_3 + 1]}(\xi + \eta + \sigma). \tag{5.54}
\]

Using (5.50)–(5.52) and integration by parts it is easy to see that, for any \( s \in [t_1, t_2] \),

\[
  \|F^{-1}(m_5)\|_{L^1} \leq 2^{-\min(k_1, k_2)/2}. \tag{5.55}
\]

Using the \( L^\infty \) bound in (5.5) we estimate, for \( j \in \{1, 2\} \),

\[
  B_j(\xi) \leq \varepsilon_1^3 \|m_5\|_{L^1} \leq \varepsilon_1^3 2^{3k_3} 2^{\min(k_1, k_2)/2}. \tag{5.56}
\]

Now we estimate

\[
  B^0(\xi) \leq 2^m \sup_{s \in [t_1, t_2]} \left[ B^0(\xi, s) + B^0(\xi, s) + B^0(\xi, s) + B^0(\xi, s) \right],
\]

\[
  B^0(\xi, s) := \int_{\mathbb{R}^2} \left| \frac{(\partial_s \dot{H})(\xi, s)}{\Phi(\xi, \eta, \sigma) + \dot{H}(\xi, s)} \hat{f}_{k_1}(\xi + \eta, s) \hat{f}_{k_2}(\xi + \sigma, s) \hat{f}_{k_3}(\xi - \eta - \sigma, s) \right| ds d\eta d\sigma,
\]

\[
  B^1(\xi, s) := \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} m_5(\eta, \sigma) (\partial_s \hat{f}_{k_1}(\xi + \eta, s) \hat{f}_{k_2}(\xi + \sigma, s) \hat{f}_{k_3}(\xi - \eta - \sigma, s)) ds d\eta d\sigma, \tag{5.57}
\]

As before, we combine Lemma 5.2, 5.3, and the bounds (5.5), (5.3), and (5.12) to conclude that

\[
  \sup_{s \in [t_1, t_2]} \left[ B^0(\xi, s) + B^0(\xi, s) + B^0(\xi, s) \right] \leq 2^{-\min(k_1, k_2)/2} \cdot \varepsilon_1^2 2^{-m/2} \cdot \varepsilon_1^2 2^{\min(k_1, k_2)/2} \cdot \varepsilon_1^2 2^{(3m_0 - 3)/2} \cdot \varepsilon_1^3 2^{3m_0 - 3/2} m.
\]

\[
  \leq \varepsilon_1^3 2^{3m_0 - 3/2} m. \tag{5.58}
\]
In addition, using (5.13) and the definition of the function \(H\), we have
\[
\sup_{s \in [t_1, t_2]} |(\partial_s \hat{H})(\xi, s)| \lesssim \varepsilon_1^{\frac{3}{2}k^2/2 - 20k + 2(3p_0 - 3/2)m}.
\] (5.58)

Therefore
\[
\sup_{s \in [t_1, t_2]} D_0(\xi, s) \lesssim \varepsilon_1^{\frac{3}{2}k^2/2 - 20k + 2(3p_0 - 3/2)m} \cdot 2^{k_3}.
\] (5.59)

We combine now (5.53), (5.55), (5.56), (5.57), and (5.59) to conclude that
\[
\left| \int_{\mathbb{R}^2 \times [t_1, t_2]} e^{iH(\xi, s)} e^{is\Phi(\xi, \eta, s)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(\xi - \eta - \sigma, s) \, d\eta d\sigma ds \right| \lesssim \varepsilon_1^{\frac{3}{2}(3p_0 - 1/2)m},
\]
which is clearly stronger than the desired bound (5.49).

**Case 2:** \(k_3 \neq \min(k_1, k_2, k_3)\). By symmetry we may assume \(k_1 = \min(k_1, k_2, k_3)\). Recalling also the assumption \(k_1, k_2, k_3 \in [-4m, m/50 - 1000]\), we have
\[
k_1 \in [-21m/20, -19m/20], \quad k_2, k_3 \in [-m/10, m/50 - 1000].
\] (5.60)

We may also assume that \(m \geq 10^6\), since otherwise the desired bound follows easily from (5.5).

Recalling the restriction \(|\xi| \in [2^{k_1 - 1}, 2^{k_1 + 1}]\), we define
\[
\chi_{k,m}(\eta) := \begin{cases} 
1 & \text{if } |k - k_1| \geq 11, \\
1 - \varphi(2^{11m/10} \eta) - \varphi(2^{11m/10}(\eta + 2\xi)) & \text{if } |k - k_1| \leq 10.
\end{cases}
\]
Notice that, as a consequence of the \(L^\infty\) bound in (5.5),
\[
\left| \int_{\mathbb{R}^2 \times [t_1, t_2]} (1 - \chi_{k,m}(\eta)) e^{iH(\xi, s)} e^{is\Phi(\xi, \eta, s)} \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(-\xi - \eta - \sigma, s) \, d\eta d\sigma ds \right| \lesssim \varepsilon_1^{3/2 - 2m^2/2 - 10k_3}.
\]

Therefore, for (5.49) it suffices to prove that
\[
\left| \int_{\mathbb{R}^2 \times [t_1, t_2]} e^{iH(\xi, s)} e^{is\Phi(\xi, \eta, s)} \chi_{k,m}(\eta) \hat{f}_{k_1}^+(\xi + \eta, s) \hat{f}_{k_2}^+(\xi + \sigma, s) \hat{f}_{k_3}^-(-\xi - \eta - \sigma, s) \, d\eta d\sigma ds \right| \lesssim \varepsilon_1^{3/2 - 2m^2/2 - 10k_3}.
\] (5.61)

The main observation is that the phase \(\Phi\) is weakly elliptic in a suitable sense, more precisely
\[
|\Phi(\xi, \eta, \sigma)| \geq \kappa := \begin{cases} 
2^{k_1/2 - 100} & \text{if } k \leq k_1 - 11, \\
2^{\min(k, k_2, k_3)/2 - 100} & \text{if } k \geq k_1 + 11, \\
2^{-11m/2 - k_1/2 - 100} & \text{if } |k - k_1| \leq 10,
\end{cases}
\] (5.62)
provided that \(|\xi + \eta| \in [2^{k_1 - 2}, 2^{k_1 + 2}], |\xi + \sigma| \in [2^{k_2 - 2}, 2^{k_2 + 2}], |\xi + \eta + \sigma| \in [2^{k_3 - 2}, 2^{k_3 + 2}]\), and \(\chi_{k,m}(\eta) \neq 0\). Indeed, if \(k \leq k_1 - 11\) then we estimate
\[-\Phi(\xi, \eta, \sigma) \geq \Lambda(\xi + \eta) - \Lambda(\xi) - |\Lambda(\xi + \sigma) - \Lambda(\xi + \eta)| \geq 2^{k_1/2 - 1} - 2^{k_2/2 + 1} - 2^{k_3 - 2/10} \geq 2^{k_1/2 - 2}.
\]

On the other hand, if \(k \geq k_1 + 11\) then we estimate
\[
\Phi(\xi, \eta, \sigma) \geq \Lambda(\xi) + \Lambda(\xi + \eta + \sigma) - \Lambda(2\xi + \eta + \sigma) - \Lambda(\xi + \eta) - |\Lambda(\xi + \sigma) - \Lambda(2\xi + \eta + \sigma)| \geq 2^{\min(k, k_3)/2 - 2} - 2^{k_1/2 + 2} - 2^{k_1 - k_2 + 10} \geq 2^{k_1/2 - 3}.
\]

Finally, if \(|k - k_1| \leq 10\) and \(|\xi + \sigma| \in [2^{k_2 - 2}, 2^{k_2 + 2}]\) then
\[
\Phi(\xi, 0, \sigma) = 0, \quad |\Phi(\xi, -2\xi, \sigma)| = |\Lambda(\sigma - \xi) - \Lambda(\sigma + \xi)| \leq 2^{k_2 - k_2 + 10} \leq 2^{k_1 + m/10}.
\]
Moreover,
if \( \xi + \eta \in [2^{k_1-20}, 2^{k_1+20}] \) then \[- (\partial_\eta \Phi)(\xi, \eta, \sigma) = \Lambda'(\xi + \eta) - \Lambda'(\xi + \eta + \sigma) \geq 2^{-k_1/2-12},\]
if \(- (\xi + \eta) \in [2^{k_1-20}, 2^{k_1+20}] \) then \((\partial_\eta \Phi)(\xi, \eta, \sigma) = -\Lambda'(\xi + \eta) + \Lambda'(\xi + \eta + \sigma) \geq 2^{-k_1/2-12}\).

The conclusion in the last line of (5.62) follows.

We integrate by parts in \( s \) to conclude that the integral in the left-hand side of (5.61) is dominated by
\[ C[C^0(\xi) + \sum_{j=1}^2 C_j(\xi)] \]
where, with \( \bar{H} = \partial_s H \) satisfying (5.52) as before,
\[ C^0(\xi) := \int_{t_1}^{t_2} \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} \times \frac{d}{ds} \left[ \chi_{k,m}(\eta) \frac{\partial}{\partial_\xi} f_{k_1}^-(\xi + \eta, s) f_{k_2}^+(\xi + \sigma, s) f_{k_3}^-(-\xi - \eta - \sigma, s) \right] d\eta d\sigma \left| ds \right| \]
and, for \( j \in \{1, 2\} \),
\[ C_j(\xi) := \int_{t_1}^{t_2} \int_{\mathbb{R}^2} e^{i\xi, \Phi(\xi, \eta, \sigma)} \frac{\chi_{k,m}(\eta)}{\Phi(\xi, \eta, \sigma) + \bar{H}(\xi, t_j)} \frac{\partial}{\partial_\xi} f_{k_1}^-(\xi + \eta, t_j) f_{k_2}^+(\xi + \sigma, t_j) f_{k_3}^-(-\xi - \eta - \sigma, t_j) d\eta d\sigma \left| ds \right| \]
Using only the \( L^\infty \) bound in (5.5) and the assumptions (5.60), we estimate, for \( j \in \{1, 2\} \),
\[ C_j(\xi) \lesssim \varepsilon_1^3 \kappa^{2/3} \eta_{2+\min(k_2,k_3)} 2^{-10} \max(k_2,k_3,0) \lesssim \varepsilon_1^3 2^{-m/4} 2^{-10k_+}. \]

Letting
\[ m_0(\eta, \sigma) := \frac{\chi_{k,m}(\eta)}{\Phi(\xi, \eta, \sigma) + \bar{H}(\xi, s)} \varphi_{k_1-1,k_1+1}(\xi + \eta) \varphi_{k_2-1,k_2+1}(\xi + \sigma) \varphi_{k_3-1,k_3+1}(\xi + \sigma), \quad (5.63) \]
for (5.61) it suffices to prove that, for any \( s \in [t_1, t_2] \),
\[ \int_{\mathbb{R}^2} e^{is\Phi(\xi, \eta, \sigma)} \frac{d}{ds} \left[ m_0(\eta, \sigma) \frac{\partial}{\partial_\xi} f_{k_1}^-(\xi + \eta, s) f_{k_2}^+(\xi + \sigma, s) f_{k_3}^-(-\xi - \eta - \sigma, s) \right] d\eta d\sigma \geq 2^{-m_1} \varepsilon_1^3 2^{-m_1} \varepsilon_1^3 2^{-10k_+}. \quad (5.64) \]

Expanding the \( d/\sigma \) derivative, the left-hand side of (5.64) is dominated by
\[ C[C_0^0(\xi, s) + C_0^1(\xi, s) + C_0^2(\xi, s) + C_0^3(\xi, s)], \]
where
\[ C_0^0(\xi, s) := \int_{\mathbb{R}^2} \frac{(\partial_\xi \bar{H})(\xi, s) \chi_{k,m}(\eta)}{\Phi(\xi, \eta, \sigma) + \bar{H}(\xi, s)} \frac{\partial}{\partial_\xi} f_{k_1}^+(\xi + \eta, s) f_{k_2}^+(\xi + \sigma, s) f_{k_3}^-(-\xi - \eta - \sigma, s) d\eta d\sigma, \]
\[ C_0^1(\xi, s) := \int_{\mathbb{R}^2} m_0(\eta, \sigma) (\partial_\xi f_{k_1}^+(\xi + \eta, s) f_{k_2}^+(\xi + \sigma, s) f_{k_3}^-(-\xi - \eta - \sigma, s) d\eta d\sigma, \]
\[ C_0^2(\xi, s) := \int_{\mathbb{R}^2} m_0(\eta, \sigma) f_{k_1}^+(\xi + \eta, s) (\partial_\xi f_{k_2}^+(\xi + \sigma, s) f_{k_3}^-(-\xi - \eta - \sigma, s) d\eta d\sigma, \]
\[ C_0^3(\xi, s) := \int_{\mathbb{R}^2} m_0(\eta, \sigma) f_{k_1}^+(\xi + \eta, s) f_{k_2}^+(\xi + \sigma, s) (\partial_\xi f_{k_3}^-(-\xi - \eta - \sigma, s) d\eta d\sigma. \]

Using (5.58), the \( L^\infty \) bound in (5.5), and (5.62), we have
\[ \sup_{s \in [t_1, t_2]} C_0^0(\xi, s) \lesssim \varepsilon_1^3 2^{-11m/10} 2^{-10k_+}. \]
Also, using (5.13), (5.5), and (5.62),
\[
\sup_{s \in [t_1, t_2]} C^{0}\(_{1}(\xi, s) \lesssim (2^{11m/10}k^{1/2})^2 \xi^{2-10k+2^3 m/2(2^{k_1/2} + 2^{-m/2})} 2^{k_1} \lesssim \xi^{2-10k+2^{-7m/6}}.
\]
Finally, using (5.5), (5.9), (5.12), and (5.62)
\[
\sup_{s \in [t_1, t_2]} [C^{0}\(_{2}(\xi, s) + C^{0}\(_{3}(\xi, s)] \lesssim 2^{11m/10}k^{1/2} \xi^{2} 2^{k_1} \xi^{2} 2^{2(3p_0-1)m} \lesssim \xi^{2-10k+2-11m/10}.
\]
The desired bound (5.64) follows, which completes the proof of the lemma. \(\square\)

**Lemma 5.9.** The bounds (5.8) hold provided that
\[
\min(k_1, k_2, k_3) + \text{med}(k_1, k_2, k_3) \geq -51m/50.
\]  

**Proof of Lemma 5.9.** After changes of variables, it suffices to prove that
\[
\left| \int_{\mathbb{R}^2} e^{iH(\xi, s)} e^{iu_{1, 1, 2, 1, 3}(\xi, \eta, \sigma)} \hat{f}_{k_1}(\xi + \eta, s) \hat{f}_{k_2}(\xi + \sigma, s) \hat{f}_{k_3}(\xi - \eta - \sigma, s) d\eta d\sigma ds \right| \lesssim \xi^{2-10k+2-10m/2},
\]
where \((t_1, t_2, t_3) \in \{(+, +, +), (+, -), (-, -)\}\) and
\[
\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma) = \Lambda(\xi) - i_1 \Lambda(\xi + \eta) - i_2 \Lambda(\xi + \sigma) - i_3 \Lambda(\xi + \eta + \sigma),
\]
\[
H(\xi, s) = \frac{2\epsilon_0 |\xi|^{3/2}}{\pi} \int_0^s |\tilde{f}(\xi, r)|^2 \frac{dr}{r + 1}.
\]
The main observation is that the phases \(\Phi^{1, 1, 2, 1, 3}\) are elliptic, i.e.
\[
|\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma)| \geq 2^{2\text{med}(k_1, k_2, k_3)/2 - 100},
\]
provided that \(|\xi + \eta| \in [2^{k_1 - 1}, 2^{k_1 + 1}], |\xi + \sigma| \in [2^{k_2 - 2}, 2^{k_2 + 2}], |\xi + \eta + \sigma| \in [2^{k_3 - 2}, 2^{k_3 + 2}],\) and \((t_1, t_2, t_3) \in \{(+, +, +), (+, -), (-, -)\}\). Letting \(\tilde{H}(\xi, s) = (\partial_s H)(\xi, s)\), we notice that
\[
|\tilde{H}(\xi, s)| \lesssim \xi^{2-10k+2-20k+2-10m/2}.
\]
As in the proof of Lemma 5.8, we integrate by parts in \(s\) to conclude that the integral in the left-hand side of (5.67) is dominated by
\[
D^0(\xi) + \sum_{j=1}^{2} D_j(\xi)
\]
where
\[
D^0(\xi) := \int_{t_1}^{t_2} \int_{\mathbb{R}^2} e^{i\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma)}
\]
\[
\times \frac{d}{ds} \left[ \frac{1}{\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma) + \tilde{H}(\xi, s)} \hat{f}_{k_1}(\xi + \eta, s) \hat{f}_{k_2}(\xi + \sigma, s) \hat{f}_{k_3}(\xi - \eta - \sigma, s) \right] d\eta d\sigma ds,
\]
and, for \(j \in \{1, 2\},\)
\[
D_j(\xi) := \int_{\mathbb{R}^2} e^{i\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma)}
\]
\[
\times \frac{1}{\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma) + \tilde{H}(\xi, \sigma)} \hat{f}_{k_1}(\xi + \eta, \sigma) \hat{f}_{k_2}(\xi + \sigma, \tau_j) \hat{f}_{k_3}(\xi - \eta - \sigma, \tau_j) d\eta d\sigma.
\]
Let
\[
m_j(\eta, \sigma) := \frac{1}{\Phi^{1, 1, 2, 1, 3}(\xi, \eta, \sigma) + \tilde{H}(\xi, s)}
\]
\[
\times \varphi[k_1 - 1](\xi + \eta) \varphi[k_2 - 1, k_3 + 1](\xi + \sigma) \varphi[k_3 - 1, k_3 + 1](\xi + \eta + \sigma).
\]
Using (5.66), (5.68), (5.69) and integration by parts it is easy to see that, for any \( s \in [t_1, t_2] \),
\[
\| \mathcal{F}^{-1}(m_I) \|_{L^1} \lesssim 2^{-\text{med}(k_1, k_2, k_3)/2}. \tag{5.72}
\]
Therefore we can apply Lemma [5.2] with
\[
\hat{f}(\eta) := e^{-itj_1 \Lambda(\xi + \eta)} \hat{f}_{j_1}^{(1)}(\xi + \eta, t_j),
\hat{g}(\sigma) := e^{-itj_2 \Lambda(\xi + \sigma)} \hat{f}_{j_2}^{(2)}(\xi + \sigma, t_j),
\hat{h}(\theta) := e^{-itj_3 \Lambda(\xi - \theta)} \hat{f}_{j_3}^{(3)}(-\xi + \theta, t_j),
\]
and then use (5.5) and (5.9), to conclude that
\[
D_j(\xi) \lesssim 2^{-\text{med}(k_1, k_2, k_3)/2} \cdot \varepsilon_1 2^{-m/2} \cdot \varepsilon_1 2^{\text{med}(k_1, k_2, k_3)/2} \lesssim \varepsilon_1^{3\text{min}(k_1, k_2, k_3)/2} 2^{-m/2}. \tag{5.73}
\]
for \( j \in \{1, 2\} \).

In addition, we estimate
\[
D_0(\xi) \lesssim 2^m \sup_{s \in [t_1, t_2]} [D_0^0(\xi, s) + D_1^0(\xi, s) + D_2^0(\xi, s) + D_3^0(\xi, s)],
\]
\[
D_0^0(\xi, s) := \int_{\mathbb{R}^2} \left| \left( \partial_s \hat{H}(\xi, \eta, \sigma) + \hat{H}(\xi, \eta, \sigma) \right) \hat{f}_{j_1}^{(1)}(\xi + \eta, s) \hat{f}_{j_2}^{(2)}(\xi + \sigma, s) \hat{f}_{j_3}^{(3)}(-\xi - \eta - \sigma, s) \right| \, d\eta d\sigma,
\]
\[
D_1^0(\xi, s) := \int_{\mathbb{R}^2} e^{i\Phi_{1-2-3}(\xi, \eta, \sigma)} m_7(\eta, \sigma) (\partial_s \hat{f}_{j_1}^{(1)}(\xi + \eta, s) \hat{f}_{j_2}^{(2)}(\xi + \sigma, s) \hat{f}_{j_3}^{(3)}(-\xi - \eta - \sigma, s) \hat{f}_{j_3}^{(3)}(-\xi - \eta - \sigma, s) \, d\eta d\sigma,
\]
\[
D_2^0(\xi, s) := \int_{\mathbb{R}^2} e^{i\Phi_{1-2-3}(\xi, \eta, \sigma)} m_7(\eta, \sigma) (\partial_s \hat{f}_{j_2}^{(2)}(\xi + \eta, s) \hat{f}_{j_2}^{(2)}(\xi + \sigma, s) \hat{f}_{j_3}^{(3)}(-\xi - \eta - \sigma, s) \hat{f}_{j_2}^{(2)}(\xi + \sigma, s) \, d\eta d\sigma,
\]
\[
D_3^0(\xi, s) := \int_{\mathbb{R}^2} e^{i\Phi_{1-2-3}(\xi, \eta, \sigma)} m_7(\eta, \sigma) \hat{f}_{j_3}^{(3)}(\xi + \eta, s) \hat{f}_{j_2}^{(2)}(\xi + \sigma, s) (\partial_s \hat{f}_{j_3}^{(3)})(-\xi - \eta - \sigma, s) \, d\eta d\sigma.
\]
\[
\text{(5.74)}
\]
As before, we combine Lemma [5.2], (5.72), and the bounds (5.5), (5.9), and (5.12) to conclude that
\[
\sup_{s \in [t_1, t_2]} [D_1^0(\xi, s) + D_2^0(\xi, s) + D_3^0(\xi, s)] \lesssim 2^{-\text{med}(k_1, k_2, k_3)/2} \cdot \varepsilon_1 2^{-m/2} \cdot \varepsilon_1 2^{\text{med}(k_1, k_2, k_3)/2} \lesssim \varepsilon_1^{3\text{min}(k_1, k_2, k_3)/2} 2^{-m/2}.
\tag{5.75}
\]
In addition, using the \( L^\infty \) bound (5.13) and the definition of the function \( H \), we have
\[
\sup_{s \in [t_1, t_2]} |(\partial_s \hat{H})(\xi, s)| \lesssim \varepsilon_1 2^{3k/2} 2^{-20k + 2(3p_0 - 3/2)m}.
\]
Therefore
\[
\sup_{s \in [t_1, t_2]} D_0^0(\xi, s) \lesssim \varepsilon_1 2^{3k/2} 2^{-20k + 2(3p_0 - 3/2)m} 2^{\text{min}(k_1, k_2, k_3)}. \tag{5.76}
\]
We combine now (5.73)–(5.76) to prove (5.67). This completes the proof of the lemma. \( \square \)
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