Emergent Rokhsar-Kivelson point in realistic quantum Ising models
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We show that the Rokhsar-Kivelson (RK) point in quantum dimer models (QDM) can emerge in realistic quantum Ising spin systems. Specifically, we investigate the $J_1$-$J_2$-$J_3$ transverse field Ising model on the triangular lattice with large-scale quantum Monte Carlo simulations. We find that the multicritical point in the phase diagram corresponds to the RK point of the QDM on the honeycomb lattice. We further measure the spectral functions and identify three branches of quadratic dispersions. In the phase diagram, we also find a sequence of incommensurate states, which meet the microscopic ingredients for the ‘Cantor deconfinement’ scenario. Our study provides a promising direction to realise the RK deconfinement in experimental platforms such as magnetic materials or programmable Rydberg arrays.

Introduction.—Searching for exotic states of matter has been a central task in the physics community. In the past decades, a series of novel quantum states have been discovered in which correlations among elementary degrees of freedom are not manifested by means of broken symmetries, but more ‘hidden’ features such as fractionalised excitations, emergent gauge structures, and long-range quantum entanglement [1–6]. These exotic features can be clearly understood in systems with locally constrained Hilbert space [4, 7–9]. A paradigmatic example is the quantum dimer model (QDM) [10, 11], in which the Hilbert space is restricted to fully-packed dimer coverings such that each site is joint with one and only one dimer. The original QDM was proposed by Rokhsar and Kivelson (RK) on the square lattice [10], and it takes the form on the honeycomb lattice as

$$H_{RK} = \sum_i v(|\uparrow\downarrow\rangle\langle\uparrow\downarrow| + |\downarrow\uparrow\rangle\langle\downarrow\uparrow|) - t (|\uparrow\uparrow\rangle\langle\downarrow\downarrow| + \text{H.c.}) .$$

(1)

The QDM is proposed to capture the low energy fluctuations of valence bond systems [10, 12]. Meanwhile, it also arises in certain limits of some frustrated Ising models [13–19]. QDMs not only provide a natural implementation of lattice gauge theories with various gauge structures [9, 20], but also offer valuable understandings for various exotic behaviours in frustrated magnets.

The QDMs exhibit interesting physics at an exactly soluble point $v = t$, dubbed as the ‘RK point’ [10, 12]. Remarkably, this point corresponds to deconfined quantum liquid states, providing the first microscopic realisation of Anderson’s resonating valence bond (RVB) proposal [21, 22]. On 2d bipartite lattices, the RK point turns out to be a deconfined quantum critical point (DQCP) separating different symmetry-breaking crystalline phases [24]. More precisely, the continuous transition occurs at only one side of the critical point, and across which the system immediately exhibit sharp discontinuity [11, 24]. This behaviour is somewhat different from the Néel-to-VBC DQCP [23] that people are more familiar with. Recently, RK-DQCP has been unveiled with non-trivial correlation and entanglement properties [25, 26]. Moreover, perturbations around RK-DQCP can stabilise a sequence of commensurate and incommensurate phases in the phase diagram with fractal ‘devil’s staircase’ structure [24, 27]. These incommensurate states exhibit gapless phonon excitations [28] which turn out to deconfine monomers, providing a new route to deconfinement [24, 29]. However, despite the remarkable properties of RK-DQCP, its experimental realisation remains
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FIG. 1. Ground state phase diagram of the $J_1$-$J_2$-$J_3$ TFIM. Bold black lines mark first-order transitions. A fan of intermediate phases with ‘tilt’ $0 < f < 2$ are separated by coloured lines. The green crosses labeled i–iii mark the points at which the histogram of plaquette VBC order parameter $\phi$ is measured (Fig. 3). Insets: (a) The quadratic dispersion in the spin-spin correlation spectrum at the multicritical point of the $J_1$-$J_2$-$J_3$ TFIM. The numerical simulations are performed with system size $L = 24$. (b) Definition of the triangular lattice and the interactions of the model Eq. (5). Three sublattices are marked yellow, blue and pink, respectively.
In this manuscript, we show that the RK-DQCP in honeycomb QDMs can be realised in triangular lattice Ising spin systems that are relevant to experiments. We first briefly review the field theory around RK-DQCP and show that the RK-DQCP on generic honeycomb QDMs has two relevant perturbations. After establishing connections between the honeycomb QDM and the triangular TFIM, we show that these two relevant perturbations can be manipulated by two additional neighbourd spin interactions. To be concrete, we numerically investigate the antiferromagnetic $J_1$-$J_2$-$J_3$ transverse field Ising model (TFIM) with large-scale quantum Monte Carlo (QMC) simulations. We find that the multicritical point in the phase diagram corresponds to the RK-DQCP in honeycomb QDMs. In particular, we have observed quadratic dispersions in the spectra which signifies the dynamical exponent $z = 2$ (Fig. 1a) and an intermediate regime associated with Cantor’s deconfinement in the phase diagram (Fig. 1). We further discuss the experimental relevance of our work with condensed matter and cold atom systems.

Field theory around RK-DQCP.—On 2d bipartite lattices, the local constraints of the dimer Hilbert space yields an emergent $U(1)$ gauge structure [20, 33]; each dimer configurations can be mapped onto the compact height scalar field $\hat{h}$ on the dual lattice as the $U(1)$ gauge potential [34]. A natural consequence is that coverings can be classified into topological sectors labeled by two integers $(F_1, F_2)$ as the winding of $\hat{h}$ on two non-contractable loops of the $L_1 \times L_2$ periodic lattice [34]. For the ground states one of the two integers is zero, thus we can set $F_2 = 0$ and work with $f \equiv F_1 / L_1$. While the value of $f$ characterises different topological sectors, it is also proportional to the gradient of the coarse-grained height field $\hat{h}$, therefore is also referred to as ‘tilt’ in literatures.

The effective field theory in the vicinity of RK-DQCP takes the form [12, 35]

$$\mathcal{L}_0 = \frac{1}{2} \left[ (\partial_t \hat{h})^2 + \kappa^2 (\nabla^2 \hat{h})^2 \right] + \frac{\rho_2}{2} (\nabla \hat{h})^2 + \lambda \cos 2\pi \hat{h}, \quad (2)$$

where $\rho_2 \ll 1 - \nu / t$ controls the phase transition, and $\lambda$ is the instanton term dictating the discrete nature of the height variable. When $\rho_2 > 0$, the instanton term $\lambda$ is relevant so that the system is pinned to the three-fold plaquette state with $f = 0$; by contrast, the fluctuations of $\nabla \hat{h}$ immediately become unbounded when $\rho_2 < 0$, driving the system to the staggered state with saturated ‘tilt’ $f = 2$. At the critical point $\rho_2 = 0$, the instanton term $\lambda$ becomes dangerously irrelevant [36, 37], which signals deconfinement. This very point corresponds to the RK-DQCP which is described by the quantum Lifshitz model [38]

$$\mathcal{L}_{QLM} = \frac{1}{2} \left[ (\partial_t \hat{h})^2 + \kappa^2 (\nabla^2 \hat{h})^2 \right]. \quad (3)$$

As a result, RK-DQCP is a deconfined $U(1)$ liquid state with dynamical exponent $z = 2$, free from Polyakov’s argument that pure compact quantum electrodynamics in $(2 + 1)d$ is always confining [39].

More recently, the fate of RK-DQCP in the presence of generic perturbations has been discussed in Refs. [24, 29].

On the honeycomb lattice, it was argued that RK-DQCP also admit a relevant trigonal anisotropy $\mathcal{L}_1 = g_3 \prod_{\alpha=1}^3 (\nabla \hat{h} \cdot \hat{e}_\alpha)$ in addition to a marginally irrelevant quartic coupling $\mathcal{L}_2 = g_4 (\nabla \hat{h} \cdot \nabla \hat{h})^2$. Here $\hat{e}_\alpha$ ($\alpha = 1, 2, 3$) are the unit vectors aligned perpendicular to the three dimer directions. Considering the whole Lagrangian

$$\mathcal{L} = \mathcal{L}_0 + \mathcal{L}_1 + \mathcal{L}_2, \quad (4)$$

it was shown that a sequence of commensurate and incommensurate regime with finite but non-saturated $f$ is stabilised in the vicinity of the RK-DQCP. This intermediate regime is argued to form an incomplete ‘devil’s staircase’ structure, with the analog of the fractal ‘Cantor set’ in mathematics. The presence of gapless phason mode in the incommensurate phase corresponds to gapless photons that prevent monomers from deconfining in the $U(1)$ gauge theory. This scenario is dubbed as ‘Cantor deconfinement’ as proposed in the seminal work [24].

Dimer-to-spin mapping.—The connection between honeycomb QDM and triangular TFIM was first established in Refs. [13, 15]. Here we briefly describe the mapping process: we define Ising spin-1/2 objects at the center of each honeycomb hexagon (Fig. 2a); the spins then form a triangular lattice; the Ising spins are aligned such that each triangle-lattice bond that crosses a dimer connects parallel spins, and otherwise connects anti-parallel spins. The one-dimer-per-site constraint is recovered by introducing a large nearest-neighbour (NN) antiferromagnetic interaction $J_1 \sum_{(i,j)} S_i^z S_j^z$, which guarantees that exactly one frustrated bond appears within each triangle unit. Treating the transverse field term $(-\Delta \sum_i S_i^z)$ as a perturbation, we find that in the low energy dimer manifold it translate into the dimer flipping term $t$ in Eq. (1) with $\Delta = t / 2$. The above mapping establishes the connection between the $J_1$ TFIM and the RK-QDM with $\nu = 0, t = \Delta$. Note that the quantum fluctuation $\Delta$ takes effect in the low energy dimer
manifold at the first order of the perturbation theory. It implies significant gauge fluctuations compared with quantum spin ice systems, where one needs to go to at least third-order to obtain a dimer flipping term [7, 40]. It should also be noticed that the mapping from dimer to spin manifold is redundant [13, 27]: each dimer configuration corresponds to two spin configurations \( \phi_{c,a} \) related by a global \( \mathbb{Z}_2 \) flipping \( \mathcal{G} = [I, 2\mathcal{S}^z] \). The dimer-to-spin redundancy brings non-trivial consequences, one of which is that any physical operator defined within the dimer Hilbert space must not be affected by such redundancy, therefore must stay invariant under \( \mathcal{G} \).

One major obstacle against the experimental realisation of RK-QDM is the artificiality of the diagonal \( v \) term in Eq. (1). This term counts the overall number of flippable plaquettes, which involves unrealistic multiple spin interactions [27, 41, 42] in the spin representation. Therefore it is greatly appreciated to substitute the \( v \) term with pairwise spin interactions realistic in nature. Interestingly, we observe that the next-NN interaction \( J_2 \sum_{\langle i,j \rangle} S^z_i S^z_j \) plays a similar role to the \( v \) term in Eq. (1). This similarity is illustrated by comparing the phase diagram of RK-QDM and the \( J_1-J_2 \) TFIM in the limit \( J_1 \gg J_2, \Delta \) (Fig. 2a) [43, 44]. Strikingly, we observe an almost exact correspondence between the phase diagram of RK-QDM and that of the \( J_1-J_2 \) TFIM. The only exception is that the clock-to-stripe transition in the TFIM is trivially first-order [45], in contrast to a non-trivial DQCP that appears in the RK-QDM counterpart.

The distinct nature of phase transition indicates that the RK-QDM and \( J_1-J_2 \) TFIM are not completely equivalent. The underlying reason is that the \( J_2 \) term not only plays the role of the \( v \) term that tunes \( \rho_2 \), but also inevitably induces some trigonal anisotropy \( g_3 \). We notice that, however, the relevant perturbation \( g_3 \) can be eliminated by further introducing a third-NN interaction \( J_3 \sum_{\langle i,j \rangle} S^z_i S^z_j \). A more detailed discussion is given in Supplemental Material [34]. As RK-DQCP has only two relevant perturbations, we expect RK-DQCP to appear in the phase diagram once we consider both \( J_2 \) and \( J_3 \).

Model.—To validate our expectations, we numerically investigate the \( J_1-J_2-J_3 \) TFIM

\[
H = \sum_{n=1}^{3} J_n \sum_{\langle i,j \rangle} S^z_i S^z_j - \Delta \sum_i S^z_i^3
\]

where \( \langle i,j \rangle \) denotes the \( n \)-th-NN bonds with large scale quantum Monte-Carlo simulations [34, 46–48]. The simulations are performed on \( L \times L \) lattices \((L = 24, 36)\) with periodic boundary condition, and the temperature is set to \( T = L^{-2} \). For convenience and without loss of generality, we set \( J_1 = 1 \) as the unit and fix \( \Delta = 0.2 \). The numerical phase diagram is shown in Fig. 1. With small \( J_2 \) and \( J_3 \), the transition between the clock and the stripe phase is trivially first-order [45]. When \( J_2 \) and \( J_3 \) exceeds some critical value, a fan of states with intermediate \( f \) emerges at the clock-stripe boundary (Fig. 2b).

The intermediate regime is separated with the clock phase through a first-order phase transition and with the stripe phase through a continuous one. The clock-stripe transition line and the fan-shaped region terminate at a single multicritical point. The position of the multicritical point is determined by the intersection between the clock-to-stripe and the stripe-to-intermediate transition lines. Through a finite size scaling analysis, we extrapolate its position in thermodynamic limit to be \( J_{2c} = 0.1093(11) \) and \( J_{3c} = 0.0429(7) \) [34]. The structure of the phase diagram resembles that of Eq. (4) [27], which suggests that the multicritical point in the phase diagram corresponds to the RK-DQCP described by Eq. (3). In the following, we present numerical evidences on the RK-DQCP nature of this multicritical point.

Degeneracy of topological sectors.—The effective action of the RK-DQCP Eq. (3) exhibits no dependence on \( \nabla h \), therefore the ground states within different topological sectors are exactly degenerate. This degeneracy is a characteristic feature of RK points that can be checked numerically. We measure the ground state energies within different topological sectors at the multicritical point, and find vanishing energy differences between different topological sectors \( \sim 6 \times 10^{-4} L^2 \Delta \) [49].

The tiny energy difference may be accounted by the presence of marginal or dangerously irrelevant terms, which remains with finite system size. The proximate degeneracy provide us with a strong hint that the multicritical point corresponds to the RK-DQCP.

Correlations.—To search for more evidence of RK-DQCP, we examine the correlation behaviours at the multicritical point. We first measure the dimer-dimer correlator

\[
C_d(\vec{R} - \vec{R}') = \langle \phi^*(\vec{R})\phi(\vec{R}') \rangle
\]

where

\[
\phi = S^z_B S^z_C + S^z_C S^z_A e^{-12\pi/3} + S^z_A S^z_B e^{12\pi/3}
\]
is the plaquette valence bond crystal (VBC) order parameter of dimers. Here $A$, $B$, $C$ correspond to three sublattices of the triangular lattice shown in Fig. 1b. At RK-DQCP, the long distance behaviour of the dimer correlator is predicted to be $C_d(R) \sim |R|^{-2}$ [34, 50]. Such behaviour is clearly observed in our simulations (Fig. 3a, red line). With regard to the spin degree of freedom, we consider the spin-spin correlator $C_s(R) \sim |R|^{-1/2}$ [34, 51], also consistent with our numerical results (Fig. 3a, blue line).

Emergent $U(1)$ symmetry.—The deconfined nature of this multicritical point is a result of the irrelevant instanton term $\lambda$ in Eq. (2), which can be verified in the histogram of the plaquette VBC order parameter $\phi$. In the plaquette phase, $\phi$ is related to the height field by the relation $\phi \sim \exp (2\pi i h / 3)$. The irrelevance of $\lambda$ leads to an emergent $U(1)$ symmetry generated by $\phi \rightarrow e^{i\theta} \phi$, where $\theta$ is an arbitrary angle. To identify the emergent $U(1)$ symmetry, we examine the histogram of $\phi$ in vicinity to the multicritical point. The result is shown in Fig. 3b. In the plaquette ordered state, $\phi$ is pinned to three distinct values in the histogram, indicating the relevance of the $\lambda$ cosine term (Fig. 3b,i). By contrast, the staggered state does not acquire any three-sublattice ordering, therefore the corresponding histogram shows a central peak (Fig. 3b,iii). On approaching the multicritical point, the $U(1)$ symmetry emerges as a symmetric ring in the histogram (Fig. 3b,ii). The right presence of emergent $U(1)$ symmetry at the multicritical point is in full consistency with the deconfined nature associated with the irrelevant of the instanton term $\lambda$ at RK-DQCP.

Excitations.—Here we turn to the dynamical properties at the multicritical point. We measure the dynamical dimer-dimer and spin-spin correlators defined as

\[ G_d(\mathbf{q}, \tau) = \frac{1}{L^2} \sum_{\mathbf{R},\mathbf{R}'} e^{i(\mathbf{R} - \mathbf{R}').\mathbf{q}} \langle n_{\mathbf{R}}(0) n_{\mathbf{R}'}(\tau) \rangle, \]

\[ G_s(\mathbf{q}, \tau) = \frac{1}{L^2} \sum_{ij} e^{i(\mathbf{r}_i - \mathbf{r}_j).\mathbf{q}} \langle S_i^z(0) S_j^z(\tau) \rangle. \] (8)

Here $n_{\mathbf{R}} \equiv 2S_{\mathbf{R}+\mathbf{R}}^zS_{\mathbf{R}+\mathbf{R}+\mathbf{R}}^z + 1$ indicates the density of the dimer centered at $\mathbf{R}$ along $x$-direction. As for comparison, we have also measured the dynamical excitation spectra for the RK wavefunction of the RK-QDM using the diffusion Monte Carlo technique [34, 52, 53]. The excitation spectra are obtained from the imaginary time correlations via the stochastic analytical continuation technique [34, 54–56]. At RK-DQCP, two gapless quadratic excitations have been identified in the dimer-dimer spectra [57, 58]: the resonon mode around $\Gamma$ point corresponding to the gauge photon excitations, and the so-called ‘pi0n’ excitation around $K$ point due to the proximity to the plaquette ordered phase. In our numerical spectra, we indeed observe these two quadratic excitations (Fig. 4a,c). The quadratic dispersion is consistent with the dynamical exponent $z = 2$ at RK-DQCP. Also, these two excitations differ by curvatures [34], which excludes the possibility of band folding and indicates the distinct physical nature of these two excitations.

Then we turn to the spin-spin correlators. As the $S^z$ operator is odd under $\mathcal{G}$, the spin-spin correlator measures excitations that live out of the dimer Hilbert space. Thus one has to be extremely careful assigning these excitations. In the spin-spin spectrum, we only observe one branch of quadratic excitation stemming from the K point. This excitation shares the same origin with the ‘pi0n’ excitation in the QDM, as the proximate clock phase orders at $K$ point. However, it differs from QDM ‘pi0n’ excitation as it lives out of the dimer Hilbert space. We dub this new excitation as ‘pi0n*’. Further, the curvature of this pi0n* is different from the previous resonon and pi0n, which confirms a different nature of this excitation.

As the clock and stripe phases live in different topological sectors, the clock-to-stripe transition at RK-DQCP should be irrelevant to the condensation of any point-like particles. Indeed, from the spectra, we see that the spin gap at the M point remains finite across RK-DQCP, which confirms that the stripe phase is not developed through naive quasi-particle condensation. Instead, it can be understood as the proliferation of topological string objects that bridges different topological sectors: dimer or spin configurations can alternatively be represented as nonintersecting strings that form closed loops on the lattice [34]. The string tension vanish at RK-DQCP, which results in a ‘string liquid’ state where the motion and proliferation of strings are free from energy costs. Meanwhile, the topological winding numbers ($F_1, F_2$) are entirely contributed by the strings on non-contractible loops which we dub as ‘topological strings’. From the string perspective one can also understand the exact degeneracy of RK-DQCP among different topological sectors from the absence of string tension at this point.

Intermediate regime.—In the phase diagram, we find an interesting fan-shaped regime with intermediate ‘tilt’ $f$ at the clock-to-stripe boundary. The static spin structural factor is peaked at some intermediate wave vectors between the $K$ and $M$ points depending on the value of $f$ in the Brillouin zone.
The most exciting feature of this intermediate regime is that this regime meets the microscopic ingredients for the ‘Cantor deconfinement’ scenario [24], where the incommensurate states are interleaved with commensurate ones, filling a fractal structure of incomplete ‘devil’s staircase’. More mathematically, the incommensurate phases form a generalised Cantor set with finite measure. The incommensurate states exhibit gapless phason mode, which acts as gapless gauge photon mediating Coulomb interaction between spinons, hence prevents the system from confining.

Due to the limited system size in our numerical measurement, we are unable to observe the fractal structure of this intermediate regime. A detailed analysis of this incommensurate regime is beyond the scope of our current work. However, we notice that the parameter line $J_3 = J_2/2$ in our $J_1$-$J_2$-$J_3$ TFIM can be exactly mapped to the $V_0 = V_1$ line in the extended QDM [27, 34], where the latter cuts through the intermediate regime and its properties have been elaborately discussed [27].

**Discussions.**—The experimental realisation of RK points has been a challenging task until recently. To our knowledge, our generalised TFIM the first experimental relevant system to simulate QDM physics that accesses both the RK-DQCP and the ‘Cantor deconfinement’ regime. The TFIM is a realistic model in a variety of contexts, such as rare-earth frustrated magnets [59–66], dielectric materials [67], cold atom systems [68] and even superconducting qubits [69]. In addition, the RK-DQCP that appears in our system exhibit clear experimental signatures. The characteristic feature of the quadratic excitations can be directly observed by probing dynamical correlations. In condensed matter experiments, the dynamical spin-spin correlations can be measured by inelastic neutrons, while the dimer-dimer ones can be accessed in optics such as inelastic X-ray measurements. Moreover, it is worth noting that the gauge photons that appear in the dimer-dimer spectra have pronounced bandwidth $\sim \Delta$, much more visible than those in other realistic systems with emergent gauge structures such as quantum spin ice systems [70].

Here we discuss the feasibility of our proposal realizing the exotic RK-DQCP and the ‘Cantor deconfinement’ regime in experiments. This regime lies in the parameter regime $J_3/J_2 \sim 0.4$ in our phase diagram. In condensed matter systems, magnetic dipole-dipole interaction is a natural source that mediates long-ranged spin interaction with $r^{-3}$ power-law decay. Pure dipole-dipole interaction yields $J_3/J_2 \sim 2/3$ which deviates from our desired regime. However, the ratio $J_3/J_2$ can be manipulated considering superexchange mechanism. With proper material design, it is still possible to hit this desired regime in condensed matter experiments. A more flexible platform of quantum control is the ultra-cold atoms, especially recent fast-developing programmable Rydberg arrays which are straightforwardly described with TFIM [71]. Their geometry can be flexible assembled, and the effective transverse filed can be tuned by changing the interaction between photons and atoms [72]. Although the dipole-dipole interaction between Rydberg atoms is usually power-law decaying type, the ratio of $J_1$-$J_2$-$J_3$ can still be fine-tuned if we consider Rydberg dressed atoms following soft-core potential [73]. In realistic systems the effective model can contain other perturbations beyond our $J_1$-$J_2$-$J_3$ TFIM, so one may wonder if our proposal is stable against these perturbations. In fact, our proposal is based on a field-theoretical argument that rely on symmetries and is not sensitive to the microscopic details: RK-DQCP can be fine-tuned by two relevant perturbations as long as the symmetry is not broken. Moreover, the longer distance interactions can also be suppressed via Floquet engineering [72].
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I. HEIGHT FIELD REPRESENTATION AND THE TOPOLOGICAL FLUX

In this section, we give an introduction to the height field representation and the topological flux of the quantum dimer model.

In the height representation, each hexagonal plaquette is assigned an integer number $h(r)$. Turning clockwise around a site of the even, the height $h(r)$ changes by +1 when crossing an empty link, and by −2 when crossing an occupied link. The height field resembles the vector potential $A$ in the $U(1)$ gauge theory. Correspondingly, the magnetic field $B = \nabla \times A$ is perpendicular to the slope.

When defined on a torus, the total change of the height field after going a period around the boundary determines the topological sector. Such sectors can be labelled by a pair of flux quantum numbers $(F_x, F_y)$. Going around a chosen loop (Fig. S1), we add 2 when crossing an occupied dimer and −1 when crossing an empty link. The flux quantum numbers divided by the system size $L_x, L_y$ are defined as the magnetic flux.

$$f_x = F_x/L_x, \quad f_y = F_y/L_y$$

(S1)

Such flux also corresponds to the tilt of the height field $h$. For the ground states, the ‘tilt’ is locked along one of the three dimer directions $\hat{e}_i$ ($i = 1, 2, 3$). Therefore, without loss of generality, we can set $f_y = 0$ only work with $f \equiv f_x$. The clock (plaquette) phase corresponds to zero-tilt $f = 0$, and the stripe (staggered) phase corresponds to the maximum tilt $f = 2$.

II. EXACT CORRESPONDENCE BETWEEN TFIM AND THE EXTENDED QDM

For the $J_1$-$J_2$ TFIM, the transition from the clock to the stripe state is trivially first-order, suggesting $g_3 > 0$ at the transition. In the following we will establish the exact correspondence between our $J_1$-$J_2$-$J_3$ TFIM at $J_3 = J_2/2$, and the extended QDM proposed in Ref. [27] at $v_0 = v_3$. For the extended QDM, along the $v_0 = v_3$ line the clock and stripe phases are sandwiched by a finite area of incommensurate states with intermediate flux. This indicates that $g_3 < 0$ in the $J_3 = J_2/2$ case. From the above
we conclude that we can always find $J_3$ in the range $0 < J_3 < J_2/2$ where $g_3$ is fine-tuned to be zero, so that RK-QCP can be obtained at the clock-to-stripe transition.

The extended QDM proposed in Ref. [27] takes the form

$$H = v_0 \hat{n}_0 + v_3 \hat{n}_3 - t \sum_{i} (|\psi_{i}\rangle\langle \psi_{i}| + \text{h.c.})$$  \hspace{1cm} (S2)

where $\hat{n}_\alpha$ ($\alpha = 0, 1, 2, 3$) counts the total number of honeycomb plaquettes with $\alpha$ dimers, respectively.

To establish the mapping, let’s consider a perturbation term above the nearest-neighbor TFIM on the triangular lattice

$$H' = J' \sum_{i} \left( \sum_{(ij)} S^z_i S^z_j \right)^2$$  \hspace{1cm} (S3)

On the other hand, this Hamiltonian can be decomposed into pairwise Ising interactions

$$H' = J' \sum_{i} \left( \sum_{(ij)} (S^z_i)^2 + 2 \sum_{(ij), (ij') \neq (ij)} S^z_i S^z_j \right)$$

$$= 2J' \sum_{(ij)} S^z_i S^z_j + 4J' \sum_{(ij)} S^z_i S^z_j + 2J' \sum_{(ij)} S^z_i S^z_j + \text{const.}$$  \hspace{1cm} (S4)

The nearest neighbor terms is trivial that can be absorbed in $J_1$ and is ignored here. The main consequence of $H'$ is that it induces next-nearest- and third-nearest-neighbor interactions with $J_2 = 2J_3 = 4J'$. On the other hand, the term $\left( \sum_{(ij)} S^z_i S^z_j \right)^2$ is related to density of dimers in the plaquette centered at $r_i$: for given $i$, $| \sum_{(ij)} S^z_i | = 3, 2, 1$ and $0$ corresponds to $0, 1, 2, 3$-dimer in that plaquette respectively. We have

$$H' = J'(0^2 \hat{n}_3 + 1^2 \hat{n}_2 + 2^2 \hat{n}_1 + 3^2 \hat{n}_0)$$  \hspace{1cm} (S5)

$$= 2J'(\hat{n}_0 + \hat{n}_1) + \text{const.}$$

In the simplification we have used the dimer sum rule identity $\hat{n}_0 + \hat{n}_1 + \hat{n}_2 + \hat{n}_3 = N$ and $2\hat{n}_0 + \hat{n}_1 - \hat{n}_3 = 0$. Comparing (S4) and (S5) we conclude that the our Ising spin model with $J_2 = 2J_3$ correspond to the extended QDM with $v_0 = v_3 = J_2/2$.

A quantum Monte Carlo calculation verifies this correspondence. On the $J_2 = 2J_3$ line, an incommensurate phase region with the flux $0 < f < 2$ emerges at roughly $0.14 < J_2 < 0.17$, or $0.69 < J_2/\Delta < 0.85$. On the other hand, the devil’s staircase on $V_0 = V_3$ line locates at roughly $0.7 < V_3/t < 1$. The lower boundaries coincides very well, whereas the deviation of the upper boundary results from finite size effect.
FIG. S2. (a) The flux \( f \) as a function of \( J_2 \) on the \( J_2 = 2J_3 \) line. \( L = 24, \beta = L, \Delta = 0.2 \) are taken. (b) The phase diagram of extendend dimer model taken from Ref. [27]. The \( v_0 = v_3 \) line is highlighted.

III. FINITE SIZE SCALING OF THE MULTICRITICAL POINT

The phase diagram in the main text is calculated at finite size \( L = 24 \). To calculate the movement of the RK point when \( L \to \infty \), we carried out a finite size scaling. The RK point is determined by determining the intersection of clock-stripe transition line and the stripe-incommensurate critical line, i.e. \( E(f = 0) = E(f = 2) = E(f = 2 - 3/L) \). Through an extrapolation, we determine the position of the RK point in the thermodynamic limit, which is \( J_2 = 0.1093(11), J_3 = 0.0429(7) \) (Fig. S3).

FIG. S3. The finite size scaling which gives the position of the RK point in the thermodynamic limit

IV. SPIN-SPIN CORRELATION FUNCTION

We calculate the \( S^z - S^z \) correlation at the multicritical point (Fig. S4). The correlations are measured along \( x \)-direction. Due to the fact that the RK wavefunction is the superposition of all the possible classical configurations, we can simulate the result of RK wavefunction by carrying out a classical Monte Carlo simulation of honeycomb-lattice dimer model at \( \beta = 0 \). As cross-sector update is inaccessible in TFIM QMC, non-contractable loop updates are also banned in classical Monte Carlo simulation. These two correlation functions agrees considerably well, which confirms the RK property of the Ising tricritical point.

However, as the correlation function oscillates as well as decays with the distance \( r \), it’s hard to determine the decaying behavior. So we need to turn to a correlation which decays monotonously, namely, the correlation of \( U(1) \) spins. The \( U(1) \) spin is defined on each triangle as a superposition of the \( \mathbb{Z}_2 \) spins on three sublattices:

\[
\psi = S^z_A + S^z_B e^{i2\pi/3} + S^z_C e^{i4\pi/3}
\]
Such spin remains the same in single clock domain. Its correlation shows an algebraic decay behavior, which further confirms the RK nature of the Ising tricritical point.

![Graph](image_url)

**FIG. S4.** The spin-spin correlation function along x-axis, calculated for both J-Jz-J3 model at the RK point and for tricritical wavefunction. Inset: the U(1) spin correlation along x-axis in J-J2-J3 model at the RK point plotted in double-logarithm scale. Parameters L = 48, β = L², Δ = 0.2 are taken for J-J2-J3 model and L = 48 is taken for RK wavefunction.

**V. ASSYMPTOTIC BEHAVIOUR OF THE CORRELATORS OF RK WAVEFUNCTION**

Here we evaluate the behaviour of the correlation functions ⟨n⁺(0)n⁺(r)⟩ and ⟨Sz(0)Sz(r)⟩ of RKQCP at large distance |r| → ∞. The RK wave function is the equal weight superposition of classical dimer coverings |ψRK⟩ ∼ ∑e |c⟩. The observable with respect to this wavefunction ⟨ψRK|Φ|ψRK⟩ is equivalent to the statistical problem in classical dimer model at infinite temperature T = ∞, where the statistical weight of all dimer coverings are identical.

For the dimer-dimer correlation function G_d(R) = ⟨n⁺(0)n⁺(R)⟩, such statistical problem has already been solved in Ref. [74], and the asymptotic behaviour is predicted to be G_d(R) ∼ |R|⁻². To measure the spin-spin correlation function ⟨SzSz⟩, we can construct a non-intersecting string C_{ij} = {i, i₂, ..., i_{N-1}, j} along nearest-neighbor triangular lattice bonds that terminates at r_i and r_j. The spin-spin correlator G_s(r_i - r_j) = ⟨SzSz⟩ = 2⁻²⁻N ⟨SzSz⟩ ⟨SzSz⟩ ⟨SzSz⟩ ... ⟨SzSz⟩ can then be expressed in terms of density of dimers across the string, i.e., ⟨SzSz⟩ ∼ ⟨n_i², n_i₂, ..., n_{i_{N-1}}²⟩, where n_{i_l} denotes the dimer density on the link crossing the bond ⟨kl⟩. The asymptotic behaviour of such correlator is then predicted to be G_s(r_i - r_j) ∼ |r_i - r_j|⁻⁰.⁵.

**VI. EMERGENT U(1) SYMMETRY**

To further confirm the emergent U(1) symmetry, we measure the angular distribution of the VBS order parameter at the RK point and in the clock phase. We find that whereas in the clock phase, such distribution has three peaks with a 2π/3 angle, at RK point, such distribution has no observable angular dependence, thus confirming the emergent U(1) symmetry (Fig. S5).

**VII. HISTOGRAOM OF THE CLOCK ORDER PARAMETER ACROSS RK-QCP**

Another important quantity to evaluate the phase transition is the U(1) order parameter defined in S6. Since QMC update cannot cross topological sectors, we restrict ourselves to the f = 0 sector, in which stripe order is substituted by a quasi-long range order.
FIG. S5. The angular probability density function (PDF) at point (i) in clock phase and (ii) at RK-DQCP. The system size of measurement is \( L = 24 \).

The clock phase, due to its 6-fold degeneracy, is characterised by six distinct peaks connected by a \( C_6 \) rotational symmetry, whereas a centralized peak is seen in the disordered phase. When we go from the clock phase to the disordered phase, the six peaks shrinks into one centralized peak (Fig. S6, line 2).

The distinction between first order transition and RK-type transition is that at the first order transition point, the \( Z_6 \) angular dependence pertains, whereas at the RK point, the angular dependence of the \( Z_6 \) peaks gradually fade away, and a \( U(1) \) symmetry emerges, characterised by a ring in the histogram (Fig. S6b) [41]. This can be seen clearly numerically that when we go along the transition line from the first order end to the RK point, the \( Z_6 \) feature gradually disappears and the six peaks connect into one ring, and after crossing the RK point, the \( U(1) \) symmetry is broken (Fig. S6, line 3).

By contrast, in the first order region, when we enter the disordered region, central peak and \( Z_6 \) peaks are detected simultaneously (Fig. S6, line 4), and the weight transfers from the \( C_6 \) peaks to the central peak. When we cross the transition line, central peak isn’t detected immediately, as the clock phase is still a metastable state. Double peak only occurs when such metastable state collapses, in a region deep inside the disordered phase.

VIII. LINEAR-QUADRATIC CROSSOVER

When far away from the RK point, two linear modes are found at \( \Gamma \) and \( K \). When approaching the RK point, the nature of the effective gauge field changes from \((2 + 1)d\) to \((2 + 2)d\). In the linear-quadratic crossover process (Fig. S7), the linear mode at \( K \) softens into a quadratic mode, whereas the mode at \( \Gamma \) gradually vanishes.

IX. CURVATURES OF QUADRATIC DISPERSIONS

To explore the relation between the mode in spin correlation spectrum and the two modes in dimer correlation spectrum, we extracted the peak of intensity at different momentum and fit them to the form

\[
\omega = \frac{1}{2} C_2 (q - q_0)^2
\]

(S7)

in vicinity of the gapless point \( q_0 \). The results are shown in Table SI. We find the curvature of the pi0n* mode in spin spectrum roughly twice the curvature of pi0n in dimer spectrum.
FIG. S6. (a) An illustration of the three lines on the phase diagram we scan. (b) The histogram with $U(1)$ symmetry at RK point. $L = 24$, $\beta = L^2/2 = 288$, $\rho_x = 2/3$ is taken throughout the calculation of histograms. (c) The histogram of $U(1)$ order parameter crossing the RK point, $J_2 = 0.10356$, $J_3 = 0.080, 0.060, 0.039(RK), 0.030, 0.020$ respectively. (d) The histogram of $U(1)$ order parameter along the transition line, $J_2 = 0.08, 0.09, 0.10, 0.10356(RK), 0.11$ respectively. (e) The histogram of $U(1)$ order parameter in the first order region, $J_2 = 0.07, J_3 = 0.014, 0.008, 0.006, 0.005, 0.004$ respectively.

TABLE SI. The curvature defined in Eq. S7 for different excitations measured in $J_1$-$J_2$-$J_3$ TFIM and RK-QDM.

| Mode                  | Curvature $C_2$ |
|-----------------------|-----------------|
|                       | $J_1$-$J_2$-$J_3$ TFIM | RK-QDM |
| (Dimer spectrum)      |                  |
| Resonon               | 0.080(3)        | 0.61(3) |
| Pi0n                  | 0.057(4)        | 0.36(4) |
| (Spin spectrum)       | Pi0n*           |        |
|                       | 0.095(2)        | 0.78(8) |

X. THE INTERMEDIATE REGIME

We measure the spin structure factor

$$S(q) = \sum_{ij} (S_i^z S_j^z) e^{i q \cdot (r_i - r_j)}$$  \hspace{1cm} (S8)

in the incommensurate phase. We fix $J_2 = 0.20$ and vary $J_3$ so that the system can be ordered at different momentum points. At sufficiently large $J_3$, the clock phase is stabilized. When gradually decrease $J_3$, we find the peak at K point splits into three peaks and gradually move towards M point (Fig. S8). The location of the peaks is connected with the flux of the corresponding ordered phase by

$$q = \left( \pm \frac{2(1 - 2f)\pi}{3}, \frac{2\pi}{3} \right), \left( \pm \frac{(4 + f)\pi}{6}, \pm \frac{(2 - f)\pi}{3} \right), \left( \pm \frac{(8 - f)\pi}{6}, \pm \frac{f\pi}{\sqrt{3}} \right).$$  \hspace{1cm} (S9)
This is a clear hallmark of an intermediate ordered phase with intermediate tilt $0 < \theta < 2$.

Such intermediate phase can be characterised by a $U(1)$ order parameter

$$\psi_q = \sum_i S_i e^{iq \cdot r_i},$$

where $q$ is chosen to be the momentum point at which the system is ordered. We find such order parameter distributes evenly on a ring (Fig. S8b). This is an evidence for the incommensurate nature of the order. The $U(1)$ symmetry emerges because when one translate the system by one unit along the $x$ direction, the order parameter gains an extra incommensurate phase factor,

$$\mathbf{r} \to \mathbf{r} + \hat{x}, \quad \psi \to \psi e^{i\mathbf{d} \cdot \mathbf{x}}$$

XI. STOCHASTIC SERIES EXPANSION (SSE)

For the numerical works in this paper, we use a quantum Monte Carlo (QMC) method with stochastic series expansion (SSE) algorithm [46–48] to calculate the ground state properties and imaginary time Green function. This method will be briefly introduced below.
FIG. S8. (a) The spin structure factor and (b) the complex order parameter distribution in the incommensurate phase, measured at $J_2 = 0.20$ and (i) $J_3 = 0.113$ where $f = 0.25$, (ii) $J_3 = 0.107$ where $f = 0.75$ and (iii) $J_3 = 0.102$ where $f = 1.25$. (c) An illustration of the structure factor peaks in the Brillouin zone.

In quantum statistics, the measurement of observables is closely related to the calculation of partition function $Z$

$$
\langle \mathcal{O} \rangle = \text{tr} \left( \mathcal{O} \exp(-\beta H) \right) / Z, \quad Z = \text{tr} \exp(-\beta H)
$$

(S12)

where $\beta = 1/T$ is the inverse temperature, $H$ is the Hamiltonian of the system and $\mathcal{O}$ is an arbitrary observable. Typically, in order to evaluate the ground state property, one takes a sufficiently large $\beta$ such that $\beta \sim L^z$, where $L$ is the system scale and $z$ is the dynamical exponent. In SSE, such evaluation of $Z$ is done by a Taylor expansion of the exponential and the trace is taken by summing over a complete set of suitably-chosen basis.

$$
Z = \sum_{\alpha} \sum_{n=0}^{\infty} \frac{\beta^n}{n!} \langle \alpha | (-H)^n | \alpha \rangle
$$

(S13)

We then write the Hamiltonian as the sum of a set of operators whose matrix elements are easy to calculate.

$$
H = - \sum_i H_i
$$

(S14)

In practice we truncate the Taylor expansion at a sufficiently large cutoff $M$ and it is convenient to fix the sequence length by introducing in identity operator $H_0 = 1$ to fill in all the empty positions despite it is not part of the Hamiltonian.

$$
(-H)^n = \sum_{\{i_p\}} \prod_{p=1}^{n} H_{i_p} = \sum_{\{i_p\}} \frac{(M-n)!n!}{M!} \prod_{p=1}^{n} H_{i_p}
$$

(S15)

and

$$
Z = \sum_{\alpha} \sum_{\{i_p\}} \beta^n \frac{(M-n)!}{M!} \langle \alpha | \prod_{p=1}^{n} H_{i_p} | \alpha \rangle
$$

(S16)

To the carry out the summation, a Monte Carlo procedure can be used to sample the operator sequence $\{i_p\}$ and the trial state $\alpha$ with according to their relative weight

$$
W(\alpha, \{i_p\}) = \beta^n \frac{(M-n)!}{M!} \langle \alpha | \prod_{p=1}^{n} H_{i_p} | \alpha \rangle
$$

(S17)
For sampling we adopt a Metropolis algorithm where the configuration of one step is generated based on updating the configuration of the former step and the update is accepted at a probability

\[
P(\alpha, \{i_p\} \rightarrow \alpha', \{i'_p\}) = \min \left(1, \frac{W(\alpha', \{i'_p\})}{W(\alpha, \{i_p\})} \right)
\]

(S18)

Diagonal update, where diagonal operators are inserted into and removed from the operator sequence, and cluster update, where diagonal and off-diagonal operators convert into each other, are adopted in update strategy.

In transverse field Ising model \( H = J \sum_{i} S_i^x S_{i+1}^x - h \sum_{i} \sigma_i^z \), we write the Hamiltonian as the sum of following operators

\[
H_0 = 1 \\
H_i = \frac{h(S_i^x + S_{i+1}^x)}{2} \\
H_{i+n} = h/2 \\
H_{b+2n} = J(1/4 - S_i^z S_{i+1}^z)
\]

(S19)

where a constant is added into the Hamiltonian for convenience. For the non-local update, a branching cluster update strategy is constructed [47], where a cluster is formed in \((D + 1)\)-dimensional by grouping spins and operators together. Each cluster terminates on site operators and includes bond operators (Fig. S9a). All the spins in each cluster is flipped together at a probability 1/2 after all clusters are identified.

**XII. STOCHASTIC ANALYTICAL CONTINUATION (SAC)**

For the spectra in this paper we adopted a stochastic analytical continuation (SAC) [54–56] method to obtain the spectral function \( S(\omega) \) from the imaginary time correlation \( G(\tau) \) measured from QMC, which is generally believed a numerically unstable problem. This method will be briefly introduced below.

(a) ![Diagram of SSE cluster update process](image)

(b) ![Diagram of parametrization of a continuous spectral function into discrete \( \delta \)-functions](image)

FIG. S9. (a) An illustration of the SSE cluster update process where the cluster marked in red is identified and flipped as a whole. A vertical line shows a spin expanded. The solid and empty squares show the diagonal and off-diagonal site operators. The solid bars show the diagonal bond operators. (b) An illustration of the parametrization of a continuous spectral function into discrete \( \delta \)-functions.
The spectral function $S(\omega)$ is connected to the imaginary time Green’s function $G(\tau)$ through an integral equation

$$G(\tau) = \int_{-\infty}^{\infty} d\omega S(\omega)K(\tau, \omega)$$  \hspace{1cm} (S20)

where $K(\tau, \omega)$ is the kernel function depending on the temperature and the statistics of the particles. We restrict ourselves to the case of spin systems and with only positive frequencies in the spectral, where $K(\tau, \omega) = (e^{-\tau \omega} + e^{-(\beta-\tau)\omega})/\pi$. To ensure the normalization of spectral function, we further modify the transformation and come to the following equation:

$$G(\tau) = \int_{0}^{\infty} d\omega \frac{e^{-\tau \omega} + e^{-(\beta-\tau)\omega}}{1 + e^{-\beta \omega}} B(\omega)$$  \hspace{1cm} (S21)

where $B(\omega) = S(\omega)(1 + e^{-\beta \omega})$ is the renormalized spectral function.

In practice, $G(\tau)$ for a set of imaginary time $\tau_i (i = 1, \cdots N_\tau)$ is measured in QMC simulation together with the statistical errors. The renormalized spectral function is parametrized into large number of equal-amplitude $\delta$-functions whose positions are sampled (Fig. S9b)

$$B(\omega) = \sum_{i=0}^{N_\omega} a_i \delta(\omega - \omega_i)$$  \hspace{1cm} (S22)

Then the fitted Green’s functions $\tilde{G}_i$ from Eq. S21 and the measured Greens functions $\hat{G}_i$ are compared by the fitting goodness

$$\chi^2 = \sum_{i,j}^{N_\tau} (\tilde{G}_i - \hat{G}_i)(C^{-1})_{ij}(\tilde{G}_j - \hat{G}_j)$$  \hspace{1cm} (S23)

where the covariance matrix is defined as

$$C_{ij} = \frac{1}{N_B(N_B - 1)} \sum_{b=1}^{N_B} (G^b_i - \tilde{G}_i)(G^b_j - \tilde{G}_j),$$  \hspace{1cm} (S24)

with $N_B$ the number of bins, the measured Green’s functions of each $G^b_i$.

A Metropolis process is utilized to update the series in sampling. The weight for a given spectrum is taken to follow a Boltzmann distribution

$$W(\{a_i, \omega_i\}) \sim \exp \left( -\frac{\chi^2}{2\Theta} \right)$$  \hspace{1cm} (S25)

with $\Theta$ a virtue temperature to balance the goodness of fitting $\chi^2$ and the smoothness of the spectral function. All the spectral functions of sampled series $\{a_i, \omega_i\}$ is then averaged to obtain the spectrum as the final result.