Fast scanning nitrogen-vacancy magnetometry by spectrum demodulation

P. Welter$^{1,2,†}$, B. A. Jósteinsson$^{1,2,*}$, S. Joseph$^2$, A. Wittmann$^3$, A. Morales$^2$, G. Puebla-Hellmann$^2$, and C. L. Degen$^{1,4}$

$^1$Department of Physics, ETH Zürich, Otto Stern Weg 1, 8093 Zürich, Switzerland.
$^2$QPhare AG, Regina-Kägi-Straße 11, 8050 Zürich, Switzerland
$^3$Institute of Physics, Johannes Gutenberg Universität Mainz, Staudingerweg 7, 55128 Mainz, Germany, and
$^4$Quantum Center, ETH Zürich, 8093 Zürich, Switzerland.

(Dated: May 16, 2022)

We demonstrate a spectrum demodulation technique for greatly speeding up the data acquisition rate in scanning nitrogen-vacancy center magnetometry. Our method relies on a periodic excitation of the electron spin resonance by fast, wide-band frequency sweeps combined with a phase-locked detection of the photo-luminescence signal. The method can be extended by a frequency feedback to realize real-time tracking of the spin resonance. Fast scanning magnetometry is especially useful for samples where the signal dynamic range is large, of order millitesla, like for ferro- or ferrimagnets. We demonstrate our method by mapping stray fields above the model antiferromagnet $\alpha$-Fe$_3$O$_3$ (hematite) at pixel rates of up to 100 Hz and an image resolution exceeding one megapixel.

I. INTRODUCTION

The scanning nitrogen-vacancy (NV) magnetometer is a next-generation scanning probe microscope able to quantitatively map surface magnetic stray fields with sub-50-nm spatial resolution [1–4]. The technique relies on a single, optically-readable defect spin embedded in a sharp diamond tip that is scanned over the sample of interest. Scanning NV magnetometry exploits the principles of quantum metrology to reach very high sensitivities, leading to new opportunities in the imaging of weakly magnetic systems. In the recent past, scanning NV magnetometry has been used to map the stray field of magnetic vortices and domain walls in ferromagnets [5–8], antiferromagnets [9–13] and multiferroics [14–16], skyrmions [17–20], superconducting vortices [21–23], and two-dimensional ferromagnetism [24–26].

In the most commonly used detection scheme, the spin resonance frequency $f_0$ of the NV center is tracked using continuous-wave optically detected magnetic resonance (cw-ODMR) spectroscopy, and later converted to units of magnetic field using the spin’s gyromagnetic ratio ($\gamma_e = 2\pi \times 28$ GHz/T) [27]. In this scheme, the microwave excitation frequency is scanned slowly across the spin resonance and the resulting absorption line-shape, detected using a photo-luminescence (PL) measurement, fitted to extract the resonance position. Although this scheme works well for slow acquisition speeds, the non-linear least squares fitting of the spectrum is computationally expensive and ill-suited for real-time performance past a few Hz. On the other hand, the high PL of modern NV tips [28, 29] should allow measurements of magnetic fields at rates of 100 Hz or faster while maintaining a high sensitivity below 10 µT. The possibility of acquiring a scan in a matter of minutes rather than hours or days is enticing, and would further bolster the versatility of the technique.

Several concepts for speeding up image acquisition have been presented in the past. These include qualitative approaches that rely on PL quenching [3] or fixed-frequency excitation [2], semi-quantitative approaches using multi-frequency excitation [30], resonance tracking [31], a posteriori field reconstruction [32], or combinations thereof [32]. The highest reported scan rates for single spin magnetometry are around 40 pixels/s in imaging [32] and 100 samples/s in stationary benchmarks [31]. For ensemble NV sensing, real-time field tracking up to several hundred Hz has been reported [33].

In this work, we present a signal demodulation method that easily scales to sample rates of 100 Hz and beyond, yet is directly quantitative without the need for post-processing, and that can tolerate sudden jumps of the magnetic field. Our method is based on periodic excitation of the spin resonance by fast, wide-band frequency sweeps and spectral demodulation of the resulting PL signal. Real-time feedback can optionally be included to increase the dynamic range. We demonstrate our technique by imaging the magnetic surface texture and domain structure of an antiferromagnetic thin film at pixel rates of up to 100 Hz.

II. TRADITIONAL RESONANCE DETECTION

The canonical detection method in ODMR involves slowly sweeping the microwave excitation frequency across the spin resonance and monitoring the optical PL emission [34]. By fitting of the resonance curve with an appropriate line shape, most often Lorentzian,

$$R(f) = R_0 \left[1 - \epsilon \left(1 + \frac{|f - f_0|^2}{\Gamma^2}\right)^{-1}\right], \quad (1)$$

the resonance frequency $f_0$ as well as other parameters including the resonance linewidth $\Gamma$, spin contrast $\epsilon$ and PL emission rate $R_0$ can be extracted (Fig. 1(a)). To avoid
the computationally expensive fitting, the change in resonance frequency $f_0$ can also be detected by observing the change in amplitude $\Delta R$ at a single frequency $f$ (blue dots in Fig. 1(a)). This ‘amplitude detection’ can be extended to a few discrete frequency values to increase robustness [35]. Alternatively, a small (sub-linewidth) modulation of the microwave frequency or bias field can be applied to record a differential line shape or to frequency-lock to the resonance [31, 36]. The above procedures work well for analyzing spectra at a slow rate or for detecting and tracking small $\delta f_0 < \Gamma$ changes in the resonance frequency. However, they are ill-suited for real-time tracking of large spectral shifts.

**III. SPECTRUM DEMODULATION**

In our spectrum demodulation method, the microwave drive $f(t)$ is swept quickly across a wide frequency window much larger than the resonance linewidth using a sawtooth frequency modulation. The modulation rate $f_{\text{mod}}$ is chosen much faster than the intended integration time per spectrum, yet much slower than the absorption and re-polarization rates of the spin. The recorded PL signal as a function of time $R(t)$ is then a periodic concatenation of (truncated) resonance line shapes (Fig. 1(b)). By measuring the relative phase between the sawtooth drive $f(t)$ and the PL signal $R(t)$,

$$\phi = \frac{2\pi(f_0 - f_c)}{\Delta f_{\text{win}}},$$

one can directly determine the frequency offset $f_0 - f_c$. Here, $f_c$ is the center frequency and $\pm \Delta f_{\text{win}}/2$ the frequency span of the sawtooth modulation. Importantly, the phase $\phi$ is insensitive to the detailed line shape of the resonance. To experimentally determine $\phi$, we demodulate $R(t)$ at the modulation frequency $f_{\text{mod}}$ (for example, using a lock-in amplifier) and compute the argument of the in-phase and quadrature channels,

$$a_1 := (R(t) \cdot e^{2\pi f_{\text{mod}} t}),$$

$$\phi = \arctan(Y/X),$$

where the angled brackets represent an average or a low-pass filter to reject the image at $2f_{\text{mod}}$. $X = \Re(a_1)$ and $Y = \Im(a_1)$ are the in-phase and quadrature parts of the complex signal $a_1$, respectively. The desired frequency $f_0$ then follows from Eq. (2),

$$f_0 = f_c + \frac{\phi \Delta f_{\text{win}}}{2\pi},$$

where the phase $\phi \in [-\pi, \pi]$.

The demodulation can be extended to higher harmonics $nf_{\text{mod}}$ of $R(f)$, yielding a series of coefficients $a_n$. The shift of the resonance frequency results in phase shifts of $n\phi$ for the harmonic of order $n$. The expected amplitudes of higher harmonics are generally decreasing exponentially, therefore, phase measurements of the higher harmonics are increasingly noisy. Nevertheless, the higher harmonics can be included in the analysis to obtain an improved estimate for $f_0$ (Appendices A and B). Furthermore, including harmonics up to second order allows extracting estimates for the resonance parameters $\Gamma$, $\epsilon$ and $R_0$. For a Lorentzian line shape, these are given by (see Appendix A):

$$\Gamma \approx \frac{\Delta f_{\text{win}}}{2\pi} \ln \left| \frac{a_1}{a_2} \right|,$$

$$\epsilon \approx \frac{\Delta f_{\text{win}}}{\pi^2} e^{2\pi f_{\text{mod}}/\Delta f_{\text{win}}} \left| \frac{a_1}{a_0} \right|,$$

$$R_0 \approx a_0.$$

A more advanced analysis (Appendix B) also exploits phase information from the higher order coefficients to improve the estimation of both the resonance frequency and the other parameters. However, in practice, Eqs. (6-8) already provide decent estimates for the resonance parameters.

**IV. IMPLEMENTATION**

A variety of ways may be devised to implement a spectrum demodulator. The key elements of the system are
We next analyze the sensitivity of the spectrum demodulation technique and compare it to the conventional methods. The main source of noise in the optical detection system is photon shot noise. For low spin contrast $\epsilon \ll 1$, which is a good approximation for NV centers, the noise is Poissonian and white and the power spectral density is simply given by $S = R_0$ [37]. Assuming a signal integration time of $t_{\text{int}}$, the equivalent noise bandwidth of the filter from Eq. (3) is $2/\epsilon t_{\text{int}}$, and the variance of the demodulated signal is $\sigma^2 = R_0/2t_{\text{int}}$. This variance is evenly distributed over both quadratures, $\sigma_X^2 = \sigma_Y^2 = R_0/2t_{\text{int}}$.

Next, we use Eq. (4) and Eq. (5) to convert the uncertainties in $X$ and $Y$ into an uncertainty $\delta f_0$ of the estimated frequency shift (see Appendix A for derivation). The sensitivity $\eta$, defined as the uncertainty $\delta f_0$ normalized to unit time, is then given by:

$$\eta = \delta f_0 \sqrt{t_{\text{int}}} \approx \frac{2\Gamma}{\epsilon \sqrt{R_0}} \times \frac{\alpha^2 \epsilon^{\alpha/\alpha}}{\sqrt{2\pi^2}} .$$  
(9)

Here, we introduce the relative window size $\alpha = \Delta f_{\text{win}}/(2\Gamma)$ as the ratio between $\Delta f_{\text{win}}$ and $2\Gamma$, and assume that $\alpha \gtrsim 1$.

It is instructive to compare Eq. (9) to the optimum sensitivity figure for amplitude detection (Fig. 1(a)) [38],

$$\eta \approx \frac{2\Gamma}{\epsilon \sqrt{R_0}} \times 0.77$$  
(10)

and to that of a least squares fit (Appendix C),

$$\eta = \frac{2\Gamma}{\epsilon \sqrt{R_0}} \times \sqrt{2\alpha/\pi}$$  
(11)

Clearly, for small $\alpha \rightarrow 1$, the sensitivity of all techniques is similar. This is not surprising, because most frequency points lie in the vicinity of the resonance and contain useful information. Conversely, for $\alpha \gg 1$, the sensitivity rapidly ($\eta \propto \alpha^2$) deteriorates for our spectrum demodulation technique because the signal power is increasingly distributed over higher harmonic coefficients $a_n$. In principle, the $\eta \propto \sqrt{\alpha}$ behavior of least-squares fitting can be recovered by including the $a_n$ in the analysis, however, this comes at the cost of increased analytical complexity (Appendix B). Overall, the window size $\alpha$ is an important parameter in our spectrum demodulation technique, because it provides us with a knob to balance between a large signal range (large $\alpha$) and a high sensitivity (small $\eta$).

VI. TRACKING

To combine a high sensitivity with a large signal range, it is useful to include a tracking method that dynamically re-centers the frequency modulation window to the resonance position $f_0$, effectively forming a phase-locked loop.
Figure 3. (a) Experimental standard deviation of the demodulator frequency output $f_0$ computed from 200 data points with no magnetic field modulation applied, plotted as a function integration time $t_{int}$ and window size $\Delta f_{win}$. The solid lines act as guides to the eye, illustrating that the uncertainty scales as $t_{int}^{-1/2}$ [Eq. (9)]. Right scale gives conversion to units of magnetic field. (b) Experimental sensitivity vs. relative window size $\alpha = \Delta f_{win}/(2\Gamma)$. The solid gray curve is the theory scaling [Eq. (9)]. The dashed gray curve is the theory scaling for least-squares fitting [Eq. (11)]. The dotted gray curve is the theoretical limit for amplitude detection at the point of the steepest slope [Eq. (10)]. In this experiment, $R_0 \approx 500\, \text{kCt/s}$, $\epsilon \approx 15\%$, and $2\Gamma \approx 10\, \text{MHz}$.

(PLL). At its simplest, we adjust the center frequency $f_c$ of the microwave drive to the last estimate for $f_0$ after every time step. This method is not very robust, as a single noisy measurement can throw off the entire tracking, but we find it to be satisfactory in most of our experiments. Better approaches, not implemented here, would consider more than just the latest measurement. One way is to implement a carefully tuned, higher-order PLL loop filter. Another, digital approach is to make this filter itself adaptive, by use of recursive maximum-likelihood estimators that optimally consider previous time steps [39].

Ultimately, the choice of window size $\Delta f_{win}$ is a trade-off between signal-to-noise ratio (SNR) and tracking speed. The maximum frequency step allowed between two samples is given by $\Delta f_{win}/2$. This implies a maximum tracking rate (slew rate) for frequency jumps of:

$$SR = \frac{\Delta f_{win}}{2t_{int}}.$$  \hspace{1cm}(12)

Using parameters typical for the experiments presented below ($\Delta f_{win} = 30\, \text{MHz}$, $t_{int} = 10\, \text{ms}$), the slew rate is approximately $SR = 1.5\, \text{GHz/s}$ corresponding to a magnetic slew rate of $\frac{2\pi}{T_c}SR \sim 50\, \text{mT/s}$.

VII. EXPERIMENTAL RESULTS

We experimentally demonstrate our spectrum demodulation technique using a commercial scanning magnetometer instrument (QSM, QZabre). The scanning magnetometer is equipped with an arbitrary waveform generator and local oscillator (LO) for microwave control, and a single photon counting module for optical detection. We implement the frequency modulation by generating microwave chirp pulses at $f_{mod} = 1\, \text{kHz}$ around a 100 MHz baseband frequency, and mix it with the LO to the desired $2 - 4\, \text{GHz}$ final frequency centered at $f_c$. We use an avalanche photo diode and a data acquisition card to count and bin the photons at a 20 $\mu$s dwell, corresponding to a data rate of 50,000 points per second. We demodulate the time trace in software by computing a fast Fourier transform of segments of duration $t_{int}$ and retaining the coefficients corresponding to $n f_{mod}$. We then extract the resonance frequency $f_0$ from the phase

Figure 4. Real-time monitoring of magnetic field generated by passing a current through a coil underneath the NV probe. (a) With resonance tracking disabled. (b) With resonance tracking enabled. The waveform starts at $t = 0\, \text{s}$, and consists of two superimposed tones (0.8 Hz and 4 Hz) with equal amplitude. Detection parameters are $R_0 \approx 950\, \text{kCt/s}$, $\epsilon \approx 18\%$, $2\Gamma \approx 12\, \text{MHz}$, and $\Delta f_{win} = 30\, \text{MHz}$.
Figure 5. Magnetometry scans on α-Fe₂O₃ films using the spectrum demodulation technique. (a) Large-area scan (27 µm × 15.2 µm) containing 1.03 million pixels. Pixel rate is 100 Hz and spacing is 20 nm. Total scan time is 3 h 5 min. The diagonal stripe pattern is likely due to steps in the surface topography [40] while the large-scale structure reflects the magnetic domains. (b-f) 100 × 100 pixel scans recorded at varying rates, 2 to 100 Hz, in the region corresponding to the dashed rectangle in panel (a). Titles indicate the scan rate and the total acquisition time. Pixel spacing is 50 nm. Experimental parameters are \( R₀ ≈ 400 \text{ KHz/s}, \epsilon ≈ 20\%, 2\Gamma ≈ 11 \text{ MHz}, \text{ and } Δf_{\text{win}} = 30 \text{ MHz}. \) A small bias field of ca. 2.75 mT is applied along the NV symmetry axis.

We start experiments by assessing the sensitivity of the method. For this purpose, we record the resonance frequency \( f₀ \) at a constant rate given by \( t_{\text{int}} \) for a total of 200 samples without applying a magnetic signal. We then plot the standard deviation of the data record as a function of \( t_{\text{int}} \). Fig. 3(a) shows the measured standard deviation for four window sizes \( Δf_{\text{win}} \). In all cases, the standard deviation scales with the inverse square root of \( t_{\text{int}} \). This is expected from Eq. (A13) and confirms that the measurement is limited by shot noise. In Fig. 3(b), we plot the sensitivity \( η \) as a function of window size \( α = Δf_{\text{win}}/(2\Gamma) \). The experimental data matches the sensitivity model from Eq. (9) exceptionally well. Fig. 3(b) also shows theory curves for least-squares fitting given by Eq. (11) as well as the lower bound imposed by Eq. (10).

To test the dynamic performance, we hover the scanning probe above a small copper coil (Ø5 mm) and feed a current waveform through the coil. Fig. 4 presents traces of the resulting coil magnetic field recorded at a rate of 50 Hz. For reference, we also show the applied waveform on a matching scale (orange trace). Fig. 4(a) shows a trace recorded without tracking. Here, the dynamic
range is limited to \( \pm \frac{1}{2} \gamma_0 \Delta f_{\text{win}} = \pm 0.53 \text{ mT} \) by the chosen window size of \( \Delta f_{\text{win}} = 30 \text{ MHz} \). Signals exceeding this range cannot be detected (not shown). Fig. 4(b) shows a corresponding trace with the tracking enabled. The signal range is now much larger while the SNR is only marginally reduced (due to feedback latency). In both figures, gray bars indicates the instantaneous tracking window \( \Delta f_{\text{win}} \).

Whether or not the tracking should be enabled depends on the expected signal magnitude. If the expected signal dynamic range is small, less than approximately \( \pm 30 \text{ MHz} \) (equal to approximately \( \pm 1 \text{ mT} \), i.e. 2 mT peak-to-peak), tracking is not necessary. The linewidth can be artificially broadened (or narrowed) by increasing (decreasing) the microwave power, such as to remain close to an optimum \( \alpha \approx 3 \). By contrast, if the expected signal is strong (\( \gtrsim \pm 30 \text{ MHz} \)), tracking is recommended.

Finally, Fig. 5 shows images of the stray field above a magnetic thin film obtained by scanning magnetometry. The sample is a 10 nm film of \( \alpha-\text{Fe}_2\text{O}_3 \) (hematite) grown epitaxially on an \( \text{Al}_2\text{O}_3 \) (001) substrate by off-axis magnetron sputtering capped with a 5 nm layer of Pt and a 2 nm layer of amorphous carbon. At room temperature, \( \alpha-\text{Fe}_2\text{O}_3 \) exhibits weak ferromagnetism due to the canting of the antiferromagnetically coupled magnetic sublattices within the easy plane. The average domain size is on the order of 1 \( \mu \text{m} \) making it a suitable materials system for our demonstration [41]. The large image (Fig. 5(a)) is 1350 \( \times \) 760 pixels, recorded at rate of 100 Hz resulting in a total measurement time of 3 h 5 min. Despite the fast acquisition rate and the fairly weak signal (\( \sim 500 \mu \text{T} \) peak-to-peak), the image shows exceptional detail and a high SNR. Figs. 5(b-f) show a 100 \( \times \) 100 pixel sub-section of the image recorded at different rates 2 to 100 Hz. Although some loss in SNR becomes visible at high rates, features are well resolved in all images while the total acquisition time is dramatically reduced from 1 h 28 min to below 2 min. For comparison, recording the large image at 2 Hz would have resulted in a scan time of approximately one week.

VIII. OUTLOOK

In summary, we have introduced a technique for quantitative spin resonance frequency estimation that scales to at least 100 measurements per second. Our method relies on a rapid, large-bandwidth frequency modulation of the microwave excitation and demodulation of the resulting PL signal. Various trade-offs between accuracy (sensitivity) and speed (simplicity) are discussed. We demonstrate fast scanning magnetometry by imaging the surface stray fields of a thin-film antiferromagnet at rates of up to 100 Hz and sizes of up to one megapixel.

Looking forward, the spectrum demodulation technique can be further improved in several directions. A simple extrapolation (Appendix D) indicates that the upper limit to the pixel rate is above 1 kHz for our experimental parameters, based on the available SNR. In non-tracking mode, this speed is in principle accessible with our instrumentation. In tracking mode, communication overheads currently limit the maximum rate to approximately 50 Hz. New hardware with reduced latency will likely improve this limit to well beyond 100 Hz. More advanced data processing and feedback techniques, such as the Kalman or particle filters, should further increase sensitivity and robustness and allow for even faster rates. Also, data can be post-processed to optimize the SNR after a scan has completed.

Another interesting future avenue is the implementation of gradiometry imaging. Recent work has demonstrated spectacular improvements to sensitivity and image quality in scanning experiments by detecting the magnetic field gradient [40]. Gradiometry relies on a mechanical oscillation of the sensor above the sample surface, which up-converts the local gradient into a time-varying field set by the oscillation frequency. While the original implementation relied on pulsed AC quantum sensing techniques, the concept can also be exploited in the context of the spectrum demodulation. Assuming the mechanical oscillation frequency is \( f_{\text{TF}} \), magnetic field gradients will lead to signal sidebands at \( f_{\text{TF}} \pm n f_{\text{mod}} \) in addition to the original signal at \( n f_{\text{mod}} \). For typical tuning fork oscillators, \( f_{\text{TF}} \sim 32 \text{ kHz} \) is much larger than \( f_{\text{mod}} = 1 \text{ kHz} \), therefore, signals are spectrally well separated. The gradient signal (and if desired, higher-order derivatives around multiples of \( f_{\text{TF}} \)) can be demodulated in exactly the same way as the standard demodulation technique (see Appendix E for details). Measuring the gradient in addition to the direct field takes no extra measurement time, the only resource consumed is additional computation time. In the particular case where the scanning probe oscillates in the direction of the fast scanning axis, an estimate of the gradient (even if noisy) neatly integrates with a recursive estimator, improving the dynamic prediction of the field at the next pixel.
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Appendix A: Derivation of sensitivity

We aim to compute the sensitivity to frequency shifts based on a single coefficient $a_1$. We start by deriving an approximate analytical expression for $a_1$. Assume zero frequency shift ($f_c = f_0$). We define the sweep rate $v = f_{\text{mod}} \Delta f_{\text{win}}$ and the sweep period $T = 1/f_{\text{mod}}$. Over a single modulation period $|t| < T/2$, the luminescence time trace is simply the Lorentzian line shape

$$L(t) := R(v + f_c) = R_0 (1 - \epsilon [1 + (v t)^2 / T^2])^{-1}, \quad (A1)$$

as per Eq. (1). We can use this expression to describe the luminescence time trace over multiple periods,

$$R(t) = \left( \sum_{n=-\infty}^{\infty} \delta(t - nT) \right) \ast \left( L(t) \text{rect}(t/T) \right), \quad (A2)$$

where $\text{rect}(t/T)$ is the rectangular function which truncates the Lorentzian. The convolution $(\ast)$ with a delta comb then creates the periodic PL signal.

We next compute the Fourier transform of Eq. (A2),

$$\mathcal{F}\{R(t)\}(f) = \left( \frac{1}{T} \sum_{k=-\infty}^{\infty} \delta \left( f - \frac{k}{T} \right) \right) \ast \left( \mathcal{F}\{L(t)\} \ast (T \text{sinc}(Tf)) \right) \quad (A3)$$

Here, we apply that multiplication and convolution are dual operations under a Fourier transform, that the Fourier transform of a comb is another comb, and that the Fourier transform of rect$(t)$ is a sinc function, $\text{sinc}(x) = \sin(\pi x) / (\pi x)$. The Fourier transform of the Lorentzian is a double-sided exponential,

$$\mathcal{F}\{L(t)\}(f) = R_0 \delta(f) - \frac{\pi R_0 \Gamma}{v} e^{-2\pi |f| / v}. \quad (A4)$$

Note that we use the following convention for defining the Fourier transform:

$$\mathcal{F}\{g(t)\}(f) := \int_{-\infty}^{\infty} g(t) e^{-2\pi if t} dt. \quad (A5)$$

In Eq. (A3), for frequencies no larger than a small multiple of $f_{\text{mod}}$, the sinc function is much sharper than the decaying exponential in Eq. (A4), and we approximate

$$T \text{sinc}(Tf) \approx \delta(f). \quad (A6)$$

This approximation is equivalent to neglecting the truncation, noting that (i) the Lorentzian has largely decayed towards the side of the window, and (ii) the truncation creates a discontinuity that mostly contains higher frequencies ($\gg f_{\text{mod}}$) that are rejected by the demodulation.

Combining Eqs. (A3), (A4) and (A6), we find

$$\mathcal{F}\{R(t)\}(f) = \left( \sum_{k=-\infty}^{\infty} \delta \left( f - \frac{k}{T} \right) \right) \ast \left( \frac{R_0}{T} \delta(f) - \frac{\pi R_0 \Gamma}{\Delta f_{\text{win}}} e^{-2\pi |f| / v} \right), \quad (A7)$$
Here, the multiplication with the comb discretizes the spectrum of $R(t)$, as expected from its periodicity. Indeed, we can represent $\tilde{F}[R(t)](f)$ as a Fourier series:

$$\tilde{F}[R(t)](f) = \sum_{k=-\infty}^{\infty} a_k \delta(f - k/T).$$  \hspace{1cm} (A8)

By comparison of coefficients, we find

$$a_0 = R_0 - \frac{\pi R_0 \epsilon \Gamma}{\Delta f_{\text{win}}} \approx R_0$$ \hspace{1cm} (A9)

$$a_1 \approx \frac{\pi R_0 \epsilon \Gamma}{\Delta f_{\text{win}}} e^{-2\pi \frac{f_{\text{mod}}}{\epsilon}} = \frac{\pi R_0 \epsilon \Gamma}{\Delta f_{\text{win}}} e^{-2\pi \frac{f_{\text{mod}}}{\epsilon}} \approx \frac{\pi R_0 \epsilon \Gamma}{\Delta f_{\text{win}}}$$ \hspace{1cm} (A10)

$$a_2 \approx \frac{\pi R_0 \epsilon \Gamma}{\Delta f_{\text{win}}} e^{-4\pi \frac{f_{\text{mod}}}{\epsilon}}.$$ \hspace{1cm} (A11)

As expected, $a_1$ is purely real in the absence of a shift of $f_0$. Otherwise, by Eq. (2), $a_1$ is rotated in the complex plane by an angle $\phi$. Since we know the magnitude $|a_1|$ from Eq. (A10), as well as its variance from shot noise ($\sigma_X^2 = \sigma_Y^2 = R_0/2t_{\text{int}}$, see main text), it is straightforward to compute the uncertainty in its phase, using standard error propagation,

$$\delta \phi = \frac{\sqrt{R_0/2t_{\text{int}}}}{|a_1|}. \hspace{1cm} (A12)$$

Equivalently, the uncertainty in estimated resonance frequency (cf. Eq. (5)) is given by

$$\delta f_0 = \delta \phi \frac{\Delta f_{\text{win}}}{2\pi} = \frac{2\Gamma}{\epsilon \sqrt{R_0}} \frac{\alpha^2 e^{\pi/\alpha}}{\sqrt{2\pi^2}} (t_{\text{int}})^{-1/2}. \hspace{1cm} (A13)$$

In the last step we have introduced the relative window size $\alpha = \Delta f_{\text{win}}/(2\Gamma)$. The sensitivity $\eta$, defined as the uncertainty in $f_0$ normalized to unit time, is given by

$$\eta = \delta f_0 \cdot \sqrt{t_{\text{int}}}, \hspace{1cm} (A14)$$

immediately yielding Eq. (9).

Solving Eqs. (A9) to (A11) for $\epsilon$, $\Gamma$ and $R_0$ yields Eqs. (6) to (8):

$$a_0 \approx R_0,$$ \hspace{1cm} (A15)

$$|a_1/a_2| = \exp(2\pi \Gamma/\Delta f_{\text{win}}) \Rightarrow \Gamma = \frac{\Delta f_{\text{win}}}{2\pi} \ln |a_1/a_2|,$$ \hspace{1cm} (A16)

$$|a_1/a_0| \approx \frac{\pi \epsilon \Gamma}{\Delta f_{\text{win}}} e^{-2\pi \Gamma/\Delta f_{\text{win}}} = \frac{\pi \epsilon}{2\alpha} e^{-\pi \alpha} \Rightarrow \epsilon = \frac{2\alpha}{\pi} e^{\pi/\alpha} \frac{|a_1|}{|a_0|}. \hspace{1cm} (A17)$$

**Appendix B: Higher-order coefficients**

The phase of $a_1$ is a straightforward way to estimate the resonance frequency. But we can extend our analysis to include higher harmonics ($n f_{\text{mod}}$), allowing us to potentially improve sensitivity and extract information on $\Gamma$, $\epsilon$ and $R_0$ at the same time. In the following, we will move from a continuous-time picture to discrete time, and assume we have sampled $R(t)$ on a regular grid $t_k$, with a sampling time $\Delta t = t_{\text{int}}/N$ and number of samples $N$. The harmonic coefficients up to $n = 2$ are given by:

$$a_0 = \frac{1}{N} \sum_k R(t_k)$$ \hspace{1cm} (B1)

$$a_1 = \frac{1}{N} \sum_k R(t_k) e^{2\pi i f_{\text{mod}} t_k}$$ \hspace{1cm} (B2)

$$a_2 = \frac{1}{N} \sum_k R(t_k) e^{2\pi i 2f_{\text{mod}} t_k}$$ \hspace{1cm} (B3)

$$\cdots$$

Note how we also include the DC value $a_0$. Eq. (B2) is the discrete-time analogue of Eq. (3).

A shift of the resonance frequency that results in a phase shift of $a_1$ by $\phi$ will shift $a_2$ by $2\phi$, and so on. The expected amplitudes of higher harmonics are generally decreasing exponentially (Appendix A), so measurements of the phase of the higher harmonics are increasingly noisy. Indeed, all coefficients have the same variance $\sigma^2 = R_0/t_{\text{int}}$, and, by the central limit theorem, their distribution is closely normal.

All of the coefficients $a_j$ carry usable information about all of the parameters. For instance, Eqs. (6)–(8) clearly discard the phase information in $a_2$. The challenge is to find a suitable way to combine all of these measurements (real and imaginary part of each $a_j$) into a single estimate of all the parameters. Because all $a_j$ satisfy the condition of being normally distributed with equal variances, the maximum-likelihood estimate is in fact the one produced by least-squares optimization. That is, the optimum estimate is:

$$\hat{f}_0, \hat{\epsilon}, \hat{\Gamma}, \hat{R}_0 = \arg\min \sum_j |\tilde{a}_j - a_j|^2, \hspace{1cm} (B4)$$

where $\tilde{a}_j = \tilde{a}_j(f_0, \epsilon, \Gamma, R_0)$ represent the expected coefficients based on a model of the line shape, cf. Eqs. (A9)–(A11).

With the only difference that the raw data are first Fourier transformed, Eq. (B4) is equivalent to directly fitting the Lorentzian spectrum, a method we earlier dismissed as too computationally expensive. The key advantage here is that we can truncate the sum in Eq. (B4) at perhaps $n = 3$, as the remaining $a_j$ are small and the information they carry is minimal. But indeed there is a trade-off to be made here, between computational complexity and sensitivity.
Appendix C: Derivation of sensitivity of least-squares fitting

Next, we aim to compare the uncertainty above in Eq. (A13) to the standard method of least-squares fitting the Lorentzian spectrum directly. A complete calculation of the error propagation through a full nonlinear least-squares fitting operation is intractable and unlikely to yield any tangible insights. Instead, to simplify the calculations, we relax the requirements by making the following assumptions:

- We only fit the resonance frequency $f_0$, and assume that the linewidth $\Gamma$, contrast $\epsilon$ and count rate $R_0$ are known exactly.
- We further assume that we already have a decent estimate of $f_0$, and we perform a single linear least-squares step starting from the true value $f_0$.
- Likewise, the window shall be well-centered on the resonance, i.e. $f_c \approx f_0$.

The model function which we fit to our data hence is

$$ R_{f_0}(f) = R_0(1 - \epsilon[1 + (f - f_0)^2/\Gamma^2])^{-1}. $$

Our measurement is a noisy sample of this function:

$$ y_k = R_{f_0}(f_k) \frac{t_{\text{int}}}{N} + w_k, \quad k = 1, \ldots, N. \tag{C1} $$

Here, we sample the spectrum at the frequencies $f_k$. The total integration time $t_{\text{int}}$ is spread across all $N$ points. The random variable $w_k \sim \mathcal{N}(0, \sigma^2 = R_0 t_{\text{int}}/N)$ captures the shot noise.

The Jacobian of the least-squares problem reads:

$$ J_k = \left. \frac{\partial R_{f_0}(f_k)}{\partial f_0} \right| \frac{t_{\text{int}}}{N}. \tag{C2} $$

Note that because we are only fitting a single parameter $f_0$, the Jacobian is simply a row vector. Let $\hat{f}_0$ be the least-squares estimate of the resonance frequency. Its variance is given by:

$$ \mathbb{V} \left[ \hat{f}_0 \right] = \sigma^2 \left( J^T J \right)^{-1} \tag{C3} $$

Inserting Eq. (C1) into (C7), the integral can be solved analytically, finally yielding

$$ \delta f_0 = \sqrt{\mathbb{V} \left[ \hat{f}_0 \right]} = \frac{2\Gamma}{\epsilon \sqrt{R_0 t_{\text{int}}}} \cdot \frac{\alpha}{\sqrt{\alpha^4 + \frac{8}{3} \alpha^2 - \alpha + \arctan \alpha}}. \tag{C8} $$

where $\alpha$ is the relative window size. This expression is minimized for $\alpha \approx 1$. In that case, the square root evaluates to approximately unity as well. The ultimate sensitivity with least-squares fitting is thus:

$$ \eta^\text{opt}_{\text{lstsq}} = \delta f_0 \cdot \sqrt{t_{\text{int}}} \approx \frac{2\Gamma}{\epsilon \sqrt{R_0}}. \tag{C9} $$

similar to the optimum single-point sensitivity of amplitude detection, see Eq. (10) in the main text. Note that in practice, this sensitivity is out of reach by a small factor. The reason is that resonance frequency is not the only quantity that must be estimated from the data. Robust estimation of also the contrast and the linewidth requires that the window is large enough to also capture the tails of the resonance ($\alpha \gtrsim 2$).

If the window is much larger than the linewidth ($\alpha \gg 1$, as required by wide-dynamic-range measurements), the square root in Eq. (C8) is $\sim \sqrt{2\alpha/\pi}$, meaning that the sensitivity is given by

$$ \eta^\text{opt}_{\text{lstsq}} \approx \frac{2\Gamma}{\epsilon \sqrt{R_0}} \cdot \sqrt{2\alpha/\pi}. \tag{C10} $$

This expression scales like $\sqrt{\alpha}$, which is intuitively plausible as only a fraction of the total integration time, of order $t_{\text{int}}/\alpha$, is spent sampling the spectrum near the actual resonance line.

Appendix D: Maximum rate

We estimate an upper bound for the maximum tracking rate solely limited by the SNR. To get such a bound, we determine the integration $t_{\text{int}}$ where the uncertainty in $\delta f_0$ (according to Eq. A13) becomes equal to the estimate $\delta f_0^\text{rand}$ one would obtain if the phase were completely random over $[-\pi, \pi]$. Defining $\delta f_0^\text{rand}$ by the square root of its variance,

$$ \delta f_0^\text{rand} = \frac{\Delta f_{\text{win}}}{2\pi} \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} d\phi \phi^2 \right]^{1/2} = \frac{\Delta f_{\text{win}}}{\sqrt{3}}, \tag{D1} $$

setting $\delta f_0 = \delta f_0^\text{rand}$, and solving for $t_{\text{int}}^{-1}$ we find

$$ t_{\text{int}}^{-1} = \frac{\epsilon^2 R_0 \pi^4}{6 \alpha^4 \exp \left( \frac{2\alpha}{\alpha} \right)}. \tag{D2} $$

Assuming numbers typical for our experiments ($\epsilon = 0.2$, $R_0 = 5 \cdot 10^6$ s$^{-1}$, $\Delta f_{\text{win}} = 30$ MHz, $\Gamma = 5$ MHz), we find $t_{\text{int}}^{-1} = 4.4$ kHz.
On the other hand, the NV center has a response time of $\sim 1 \mu s$ [31]. For accurate sensing, the sweep period must be much larger than this, e.g. $t_{\text{int}} \gtrsim 100 \mu s$. This equally imposes a limit on the maximum sampling of the same order of magnitude.

**Appendix E: Demodulation of magnetic field gradient**

In the following, we show how demodulating the luminescence signal at $f_{\text{TF}} \pm nf_{\text{mod}}$ gives access to the magnetic field gradient along the cantilever oscillation axis. In the presence of a magnetic gradient, the probe experiences an additional AC field, $B(t) = B_1 \cos(2\pi f_{\text{TF}} t)$, with $B_1 = x_0 \frac{\partial B}{\partial x}$, $x_0$ and $f_{\text{TF}}$ being the cantilever oscillation amplitude and frequency, respectively, $\frac{\partial B}{\partial x}$ the field gradient along the oscillation axis, and $B$ the vector component of the magnetic field along the NV anisotropy axis.

In the absence of a magnetic field gradient, the luminescence signal is $R(t)$, as per Eq. (A2). With a non-zero field gradient, $R(t)$ incurs an additional phase modulation,

$$R'(t) = R \left( t + \frac{\Delta \phi}{2\pi f_{\text{mod}}} \cos(2\pi f_{\text{TF}} t) \right).$$

(E1)

Here the phase modulation depth is $\Delta \phi = \gamma_e B_1/\Delta f_{\text{win}}$. In the limit of a small gradient ($\Delta \phi \ll 1$), we can expand Eq. (E1) to first order,

$$R'(t) \approx R(t) + \frac{dR(t)}{dt} \frac{\Delta \phi}{2\pi f_{\text{mod}}} \cos(2\pi f_{\text{TF}} t).$$

(E2)

The first term is simply the zero-gradient signal, from which we extract the static field as by demodulation at $f_{\text{mod}}$. The second term is an amplitude modulation of $dR(t)/dt$ at the frequency $f_{\text{TF}}$. We thus observe an up-converted version of $dR(t)/dt$ centered on $f_{\text{TF}}$.

Next, we express $R(t)$ as a Fourier series,

$$R(t) = \sum_{k=-\infty}^{\infty} a_k \exp(2\pi ik f_{\text{mod}} t),$$

(E3)

where $a_k \sim \exp(-\pi|k|/\alpha)$, see Eqs. (A4) to (A11). The time derivative is given by

$$\dot{R}(t) = 2\pi f_{\text{mod}} \sum_{k=-\infty}^{\infty} ika_k \exp(2\pi ik f_{\text{mod}} t).$$

(E4)

We next rewrite the second term in Eq. (E2) as

$$\dot{R}(t) \frac{\Delta \phi}{2\pi f_{\text{mod}}} \cos(2\pi f_{\text{TF}} t)$$

(E5)

$$= \dot{R}(t) \frac{\Delta \phi}{2\pi f_{\text{mod}}} \text{Re} \{ \exp(2\pi i f_{\text{TF}} t) \}$$

(E6)

$$= \frac{\Delta \phi}{2\pi f_{\text{mod}}} \cdot \text{Re} \left[ \dot{R}(t) \exp(2\pi i f_{\text{TF}} t) \right]$$

(E7)

$$= \Delta \phi \cdot \text{Re} \left[ \sum_{k=-\infty}^{\infty} ika_k \exp(2\pi i (f_{\text{TF}} + k f_{\text{mod}})) \right].$$

(E8)

Therefore, we expect spectral components at $f_{\text{TF}} + kf_{\text{mod}}$. Since $a_k$ are known (by demodulation at $kf_{\text{mod}}$), measuring the amplitude of the $f_{\text{TF}} + kf_{\text{mod}}$ components will enable the inference of $\Delta \phi$, and thus the gradient strength. Alternatively, the phase of the gradient signal itself also contains useful information about the static field, so the measurements of $kf_{\text{mod}}$ and $f_{\text{TF}} + kf_{\text{mod}}$ harmonics may be combined into a single estimate of both the field and the gradient.