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Abstract

We investigate quantitative properties of nonnegative solutions $u(t,x) \geq 0$ to the nonlinear fractional diffusion equation, $\partial_t u + L F(u) = 0$ posed in a bounded domain, $x \in \Omega \subset \mathbb{R}^N$, with appropriate homogeneous Dirichlet boundary conditions. As $L$ we can use a quite general class of linear operators that includes the two most common versions of the fractional Laplacian $(-\Delta)^s$, $0 < s < 1$, in a bounded domain with zero Dirichlet boundary conditions, but it also includes many other examples since our theory only needs some basic properties that are typical of “linear heat semigroups”. The nonlinearity $F$ is assumed to be increasing and is allowed to be degenerate, the prototype is the power case $F(u) = |u|^{m-1}u$, with $m > 1$.

In this paper we propose a suitable class of solutions of the equation, and cover the basic theory: we prove existence, uniqueness of such solutions, and we establish upper bounds of two forms (absolute bounds and smoothing effects), as well as weighted-$L^1$ estimates. The class of solutions is very well suited for that work. The standard Laplacian case $s = 1$ is included and the linear case $m = 1$ can be recovered in the limit.

In a companion paper [12], we will complete the study with more advanced estimates, like the upper and lower boundary behaviour and Harnack inequalities, for which the results of this paper are needed.

Keywords. Nonlinear and nonlocal diffusion, fractional Laplacian on a bounded domain, a priori estimates, classes of weak solutions, existence and uniqueness.

Mathematics Subject Classification. 35B45, 35B65, 35K55, 35K65.

*e-mail address: matteo.bonforte@uam.es
†e-mail address: juanluis.vazquez@uam.es
Contents

1 Introduction

2 First assumptions and notations
  2.1 Additional assumptions on \( \mathcal{L} \)

3 The usual fractional Laplacian operators and other examples
  3.1 The Restricted Fractional Laplacian
  3.2 Spectral Fractional Laplacian
  3.3 More examples

4 Weak dual solutions, existence and uniqueness

5 The two first estimates
  5.1 Pointwise estimates for weak dual solutions
  5.2 Absolute upper bounds
  5.3 Properties of \( F \) and its Legendre transform
  5.4 Proof of the absolute upper bounds (AUB)

6 Smoothing effects

7 Mild solutions vs weak dual solutions

8 Weighted \( L^1 \)-estimates
  8.1 More general operators

9 Proof of existence and uniqueness of weak dual solutions

10 Appendix
  10.1 Technical Proofs
    10.1.1 Proof of Proposition 5.1
    10.1.2 Consequences of (N1) assumptions

11 Comments and extensions

References
1 Introduction

In this paper we address the question of obtaining an existence and uniqueness theory together with quantitative a priori estimates for a suitable class of weak solutions of the nonlinear fractional diffusion equation of the form:

\[ \partial_t u + \mathcal{L} F(u) = 0, \quad (1.1) \]

posed in \( Q = (0, \infty) \times \Omega \) where \( \Omega \subset \mathbb{R}^N \) is a bounded domain with smooth boundary, \( N \geq 1 \), \( \mathcal{L} \) is a linear operator representing diffusion, mainly of the fractional Laplacian type, and \( F : \mathbb{R} \to \mathbb{R} \) is a monotone nondecreasing real function. We will refer to the equation as (NFDE). Since the equation is posed in a bounded domain, we need boundary conditions that we assume of Dirichlet type and must be defined in accordance to the nonlocal nature of the fractional operator.

This kind of problem has been extensively studied when \( \mathcal{L} = -\Delta \) and \( F \) is a power function, \( F(u) = |u|^{m-1}u \), and then the equation becomes the Porous Medium Equation [43] if \( m > 1 \), see also [24, 25, 42]. For \( F(u) = u \) it is simply the Heat Equation. We are interested here in treating nonlocal diffusion operators, in particular the fractional Laplacian operators. Note that, since we are working on a bounded domain, the latter concept admits at least two non-equivalent versions, the Restricted Fractional Laplacian (RFL) and the Spectral Fractional Laplacian (SFL), and then many variants.

The case of the SFL operator and \( F \) a power function with \( m > 1 \) was already studied by us in [11]. Starting from that precedent, we present as the contribution of the present paper a rather abstract setting where we are able to treat a quite general class of operators, in particular singular integral operators with more general kernels, and we consider nonlinearities \( F \) under a list of hypotheses that include the case of power functions. We refer to [1, 11, 10, 38, 39] for the physical motivation and relevance of this nonlocal model.

A brief outline of the paper is as follows. We first introduce the precise conditions on the linear operator and the nonlinearity, and we check that the intended examples fall into this setting. The next step is to propose a class of generalized solutions of equation (1.1), called weak dual solutions, that have been introduced in paper [11] as the most convenient class for these problems.

We want to establish a theory of existence and uniqueness for such equations and such solutions. It relies on an abstract existence theorem plus a set of a priori estimates. The first part is based on the abstract theory of mild solutions constructed by Crandall and Pierre [23] for \( m \)-accretive operators, that we recall in Theorem 2.1.

This is followed by three sections establishing a list of a priori estimates for nonnegative dual weak solutions of equation (NFDE) under our assumptions. The long sections 5, 6 and 8 represent the core of this paper. Precisely, we prove absolute upper bounds, smoothing effects and weighted \( L^1 \) estimates.

Once this is accomplished, we have to check that both parts agree. Actually, we have to prove that the semigroup (mild) solutions constructed in Theorem 2.1 are indeed weak dual solutions, at least for a nice class of initial data (which is \( L^1(\Omega) \)), therefore they inherit the a priori estimates valid for the dual weak solutions. The various definitions of solutions and the relations among them is treated in Section 7. Finally in Section 9, we prove existence and uniqueness of minimal dual weak solutions with initial data in a weighted \( L^1 \) space, by approximation.

We collect in the Appendix a number of technical lemmas used in the proofs. A final section of the paper contains comments, consequences, ideas on extensions, and related works.

Let us comment a related work of the authors with Y. Sire [8] where a similar problem setting is
discussed, as a preliminary step to perform the asymptotic analysis of solutions as $t \to \infty$. In such paper the functional framework for existence is the variational setting $H^{-s}(\Omega)$ which leads to a class of weak solutions in Hilbert spaces in the spirit of Brezis [13]. By contrast our present theory wants to include the classes of solutions in $L^1(\Omega)$ typical of the $L^1$-semigroup approach of [22, 23]. The new class of weak dual solutions is particularly friendly for obtaining a priori estimates. This method can be extended to a wider class of nonlocal diffusion operators $L$. Let us also point out that the method we use leads naturally to estimates in the weighted space $L^1_{\delta}(\Omega)$, which allows to include the $H^{-s}(\Omega)$ solutions (when $u \geq 0$, as we assume in this paper).

It is maybe worth making a comment about the novelty of the paper. On one hand, we exploit the functional properties of the linear operator $L$ as much as possible. A key ingredient is the knowledge of good estimates for the Green function, that hold for the standard examples of fractional operator, and also for many variants. This information is essential in formulating the definition of weak dual solution following the trend set in our previous works [11, 8]; it allows us here to present a theory that adapts to a wide class of operators. The core of the paper is devoted to use that setting to derive very precise a priori estimates. The third goal of the article is an abstract existence and uniqueness theory that is shown to be compatible with the previous items. Summing up, the functional approach allows us to avoid more standard and delicate methods; in this way it is possible to treat a quite wide class of linear operators $L$ combined with nonlinearities $F$. Such generality should be explored in future works.

2 First assumptions and notations

• **On $F$.** We will always consider $F : \mathbb{R} \to \mathbb{R}$ to be a continuous and non-decreasing function, with the normalization $F(0) = 0$. Moreover, it satisfies the condition:

(N1) $F \in C^1(\mathbb{R} \setminus \{0\})$ and $F/F' \in \text{Lip}(\mathbb{R})$ and there exists $\mu_0, \mu_1 > 0$ such that

$$1 - \mu_1 \leq \left(\frac{F}{F'}\right)' \leq 1 - \mu_0,$$

where $F/F'$ is understood to vanish if $F(r) = F'(r) = 0$ or $r = 0$.

The main example will be $F(u) = |u|^{m-1}u$, with $m > 1$, which corresponds to the nonlocal porous medium equation and has been studied in [11]. Then $\mu_0 = \mu_1 = (m - 1)/m$. A simple variant is the combination of two powers, so that one of them gives the behaviour near $u = 0$, the other one the behaviour near $u = \infty$.

• **On $L$.** The linear operator $L : \text{dom}(A) \subseteq L^1(\Omega) \to L^1(\Omega)$ is assumed to be densely defined and sub-Markovian, more precisely satisfying (A1) and (A2) below:

(A1) $L$ is $m$-accretive on $L^1(\Omega)$,

(A2) If $0 \leq f \leq 1$ then $0 \leq e^{-tL}f \leq 1$, or equivalently,

(A2') If $\beta$ is a maximal monotone graph in $\mathbb{R} \times \mathbb{R}$ with $0 \in \beta(0)$, $u \in \text{dom}(L)$, $Lu \in L^p(\Omega)$, $1 \leq p \leq \infty$, $v \in L^{p/(p-1)}(\Omega)$, $v(x) \in \beta(u(x))$ a.e., then

$$\int_{\Omega} v(x) Lu(x) \, dx \geq 0$$
These assumptions are taken from Crandall and Pierre’s paper \[23\] where semigroup (mild) solutions are constructed for the abstract equation $u_t + LF(u) = 0$. The proper interpretation of $LF$ has been given there. Actually, (A1) and (A2) imply that $\text{dom}(L)$ is dense, cf. \[23\]. Another interesting result of their paper is represented by the monotonicity estimates. We summarize next some results of \[23\] that we will use in the rest of this paper.

**Theorem 2.1 (Crandall-Pierre, \[23\])** Let $L$ satisfy (A1) and (A2) and let $F$ satisfy $(N1)$. Then for all nonnegative $u_0 \in L^1(\Omega)$, there exists a unique mild solution $u$ to equation (1.1), and the function

$$
 t \mapsto t^{\frac{1}{\mu_0}} F(u(t, x))
$$

is nondecreasing in $t > 0$ for a.e. $x \in \Omega$.

Moreover, the semigroup is contractive on $L^1(\Omega)$ and $u \in C([0, \infty) : L^1(\Omega))$.

We notice that (2.1) is a weak formulation of the monotonicity inequality:

$$
 \partial_t u \geq -\frac{1}{\mu_0} \frac{F(u)}{F'(u)}
$$

(where $F(u)/F'(u)$ is understood to vanish if $F(u) = F'(u) = 0$ or if $u = 0$). Moreover, condition $(N2)$ implies that $F(u)/F'(u) \leq (1 - \mu_0)u$ so that the above inequality becomes:

$$
 \partial_t u \geq -\frac{1 - \mu_0}{\mu_0} \frac{u}{t}
$$

or equivalently the function $t \mapsto t^{\frac{1 - \mu_0}{\mu_0}} u(t, x)$ is nondecreasing in $t > 0$ for a.e. $x \in \Omega$.

We shall remark that when $F(r) = |r|^{m-1}r$, we can take $\mu_0 = (m - 1)/m < 1$ to recover the well known monotonicity estimates by Bénilan and Crandall [2]:

$$
 \partial_t u \geq -\frac{u}{(m-1)t}
$$

**Remark.** The solutions constructed in [23] are mild solutions, and it is not easy to prove properties like boundedness, positivity, or to establish boundary estimates for that concept of solution, that arises in the semigroup setting. One of the goals of the present paper and of the forthcoming one, [12], is to show that such solutions are indeed bounded, and positive after a waiting time. Moreover, we will prove that close to $\partial \Omega$ they behave as $F^{-1}$ of the distance to the boundary. Indeed, under some further assumption on $L$ (but not on $F$), we are going to construct a larger class of solutions, that we will call *weak dual solutions* which satisfy all the above mentioned “good” properties.

### 2.1 Additional assumptions on $L$

In other to construct our version of the theory and prove the desired quantitative properties, we need to be more specific about operator $L$. Besides satisfying (A1) and (A2), we will assume that it has a left-inverse $L^{-1} : L^1(\Omega) \to L^1(\Omega)$ with a kernel $K$ such that

$$
 L^{-1}[f](x) = \int_\Omega K(x, y)f(y)\,dy,
$$
and that moreover satisfies at least one of the following estimates, for some $s \in (0, 1]$:

- There exists a constant $c_{\Omega_1} > 0$ such that for a.e. $x, y \in \Omega$:
  $$0 \leq \mathbb{K}(x, y) \leq c_{\Omega_1} |x - y|^{-(N - 2s)}. \quad (K1)$$

- The second assumption concerns estimates involving the distance to the boundary. We assume that there exist constants $\gamma \in (0, 1]$, $c_{\Omega_2}, c_{\Omega_1} > 0$ such that for a.e. $x, y \in \Omega$:
  $$c_{\Omega_2} \delta_\gamma(x) \delta_\gamma(y) \leq \mathbb{K}(x, y) \leq \frac{c_{\Omega_1}}{|x - y|^{N - 2s}} \left( \frac{\delta_\gamma(x)}{|x - y|^\gamma} \wedge 1 \right) \left( \frac{\delta_\gamma(y)}{|x - y|^\gamma} \wedge 1 \right) \quad (K2)$$

where we adopt the notation $\delta_\gamma(x) := \text{dist}(x, \partial \Omega)^\gamma$. Hypothesis (K2) introduces an exponent $\gamma$, which is a characteristic of the operator and will play a big role in the results.

**Remark.** (i) Defining an inverse operator $L^{-1}$ implies that we are taking into account the Dirichlet boundary conditions. See more details in Section 3.

(ii) A key point of the hypothesis (K1) is the integrability property of $\mathbb{K}$. Indeed, by Hölder’s inequality, the estimate implies that $\mathbb{K}(-, x_0) \in L^{r'}(\Omega)$ with $r < N/(N - 2s)$, so that
  $$\int_{\Omega} \psi(x) \mathbb{K}(x, x_0) \, dx \leq \|\psi\|_{r'} \|\mathbb{K}(-, x_0)\|_{r'}, \quad \text{with } r' = \frac{r}{r - 1} > \frac{N}{2s}. \quad (2.4)$$

(iii) Hypotheses (K1) and (K2) are the only requirement on the operator $L$, to obtain our main lower and upper estimates for the equation $u_t = LF(u)$, where $F$ satisfies (N1). To be more precise, (A1),(A2) and (K1) imply the absolute upper bounds, and some smoothing effects. On the other hand, the stronger assumption (K2), implies weighted smoothing effects, and weighted $L^1$ estimates. We remark that in this paper we do not use the lower bound of Assumption (K2) to obtain sharp positivity estimates, a task that will be performed in [12], where we also derive sharp upper boundary behaviour and Harnack inequalities.

(iv) Many formulas seen in the literature on these topics have convenient expressions in terms of the first eigenfunction. If there exists a first eigenfunction of $L$, i.e., $\Phi_1 \geq 0$ and $L\Phi_1 = \lambda_1 \Phi_1$ for some $\lambda_1 > 0$, then hypothesis (K2) implies that $\Phi_1(x) \gg \text{dist}(x, \partial \Omega)^\gamma = \delta_\gamma(x)$, and we can rewrite (K2) in the following equivalent form: There exist constants $\gamma \in (0, 1]$, $c_{\Omega_2}, c_{\Omega_1} > 0$ such that for a.e. $x, y \in \Omega$:
  $$c_{\Omega_2} \Phi_1(x) \Phi_1(y) \leq \mathbb{K}(x, y) \leq \frac{c_{\Omega_1}}{|x - x_0|^{N - 2s}} \left( \frac{\Phi_1(x)}{|x - y|^\gamma} \wedge 1 \right) \left( \frac{\Phi_1(y)}{|x - y|^\gamma} \wedge 1 \right). \quad (K3)$$

But we do not have to assume the existence of $\Phi_1$, even if our main examples do have a definite spectral sequence. To cover the greater generality we use the weight $\delta_\gamma(x) = \text{dist}(x, \partial \Omega)^\gamma$ in our estimates instead of $\Phi_1$, as it has been done in [11].

(v) The lower bound of assumption (K2) is weaker than the best known estimate on the Green function, both for the SFL and the RFL, which are the two main examples of fractional Laplacian operator on bounded domains. Indeed, for both mentioned operators we have
  $$\mathbb{K}(x, y) \asymp \frac{1}{|x - x_0|^{N - 2s}} \left( \frac{\delta_\gamma(x)}{|x - y|^\gamma} \wedge 1 \right) \left( \frac{\delta_\gamma(y)}{|x - y|^\gamma} \wedge 1 \right). \quad (K4)$$

See [31, 37], for a proof of the above estimates in the case of the RFL. For the SFL, the above bounds have been obtained separately: the bounds (K2) follow by the celebrated heat kernel estimates of
Davies and Simon [28, 30] (for the case \(s = 1\)), while the improved lower bound follows from the sharp lower heat kernel bounds of [46], see also [11] or Section 3 for more details.

We want to stress here that in order to obtain sharp boundary behaviour, we do not need (K4), but only the weaker (K2) estimates, that may hold for more general linear operators \(L\), as those mentioned in Section 3.

Some notations. The symbol \(\infty\) will always denote \(+\infty\). We also use the notation \(a \asymp b\) if and only if there exist constants \(c_0, c_1 > 0\) such that \(c_0 b \leq a \leq c_1 b\). We use the symbols \(a \vee b = \max\{a, b\}\) and \(a \wedge b = \min\{a, b\}\). We define the exponents for \(\gamma \in [0, 1]\):

\[
\vartheta_i,\gamma = \frac{1}{2s + (N + \gamma)(m_i - 1)} \quad \text{with} \quad m_i = \frac{1}{1 - \mu_i} > 1
\]

that will appear in smoothing estimates. Moreover, we denote by \(L^p_{\delta\gamma}(\Omega)\) the weighted \(L^p\) space \(L^p(\Omega, \delta\gamma \, dx)\), endowed with the norm

\[
\|f\|_{L^p_{\delta\gamma}(\Omega)} = \left( \int_{\Omega} |f(x)|^p \delta\gamma(x) \, dx \right)^{\frac{1}{p}}.
\]

We will always consider bounded domains \(\Omega\) with smooth boundary, at least \(C^2\). The question of lower regularity of the boundary is not of concern here.

3 The usual fractional Laplacian operators and other examples

We present now some of the nonlocal diffusion operators to which the previous scheme will be applied and precise conclusions derived. Firstly, we have been mainly interested in fractional Laplacian operators, hence we are concerned with the precise definition of such operators on a bounded domain of \(\mathbb{R}^N\). It is well-known that there is no ambiguity in the definition of the operators acting on the whole space, but this is not the case on bounded domains.

We have mentioned in the introduction the two main types of Fractional Laplacian operators with Dirichlet boundary conditions, namely RFL and SFL. We first recall that both operators satisfy assumptions (A1) and (A2). Indeed in [8] we provide a good functional setup both for the SFL and the RFL in the framework of fractional Sobolev spaces. Here we do not need such framework, but from the results that the reader can find there, it follows that assumptions (A1), (A2) are satisfied.

3.1 The Restricted Fractional Laplacian

On one hand, we can define a fractional Laplacian operator by using the integral representation of the whole space in terms of hypersingular kernels, namely

\[
(-\Delta_{\mathbb{R}^N})^s g(x) = c_{N,s} \text{ P.V.} \int_{\mathbb{R}^N} \frac{g(x) - g(z)}{|x - z|^{N+2s}} \, dz,
\]

where \(c_{N,s} > 0\) is a normalization constant, and “restrict” the operator to functions that are zero outside \(\Omega\): we will denote the operator defined in such a way as \(\mathcal{L}_2 = (-\Delta_{\Omega})^s\), and call it the restricted
fractional Laplacian. RFL for short. In this case, the initial and boundary conditions associated to the fractional diffusion equation (1.1) read

\[
\begin{aligned}
&u(t,x) = 0, \quad \text{in } (0, \infty) \times \mathbb{R}^N \setminus \Omega, \\
u(0, \cdot) = u_0, \quad \text{in } \Omega,
\end{aligned}
\tag{3.2}
\]

The boundary conditions can also be understood via the Caffarelli-Silvestre extension, see [15], as explained in [8]. The sharp form of the boundary behaviour for RFL has been investigated in [41]. We refer to [8] for a careful construction of the RFL in the framework of fractional Sobolev spaces. A probabilistic interpretation can be found for instance in [3]. In this case, assumptions (K1) and (K2) are satisfied with exponent \( \gamma = s \). Indeed, we have that

\[
K(x,y) \asymp \frac{1}{|x-y|^{N-2s}} \left( \frac{\text{dist}(x,\partial \Omega)}{|x-y|} \wedge 1 \right)^s \left( \frac{\text{dist}(y,\partial \Omega)}{|x-y|} \wedge 1 \right)^s
\]

and this has been proven in [31, 37].

### 3.2 Spectral Fractional Laplacian

On the other hand, starting from the classical Dirichlet Laplacian \( \Delta_\Omega \) on the domain \( \Omega \), then the so-called spectral definition of the fractional power of \( \Delta_\Omega \) uses a formula in terms of the semigroup associated to the Laplacian, namely

\[
(-\Delta_\Omega)^s g(x) = \frac{1}{\Gamma(-s)} \int_0^\infty \left( e^{t\Delta_\Omega} - I \right)^s g(x) \frac{dt}{t^{1+s}}, \tag{3.3}
\]

which is equivalent to

\[
(-\Delta_\Omega)^s g(x) = \sum_{j=1}^{\infty} \lambda_j^s \hat{g}_j \varphi_j(x) \tag{3.4}
\]

where \( \lambda_j > 0, \ j = 1, 2, \ldots \) are the eigenvalues of the Dirichlet Laplacian on \( \Omega \), written in increasing order and repeated according to their multiplicity, and \( \varphi_j \) are the corresponding normalized eigenfunctions and

\[
\hat{g}_j = \int_{\Omega} g(x) \varphi_j(x) \, dx, \quad \text{with} \quad \| \varphi_j \|_{L^2(\Omega)} = 1.
\]

We will denote the operator defined in such a way as \( L_1 = (-\Delta_\Omega)^s \), and call it the spectral fractional Laplacian, SFL for short. In this case, the initial and boundary conditions associated to the fractional diffusion equation (1.1) read

\[
\begin{aligned}
&u(t,x) = 0, \quad \text{in } (0, \infty) \times \partial \Omega, \\
u(0, \cdot) = u_0, \quad \text{in } \Omega.
\end{aligned}
\tag{3.5}
\]

The boundary conditions can also be understood via the Caffarelli-Silvestre extension, see [14], as explained in [8]. For this operator, assumptions (K1) and (K2) are satisfied with \( \gamma = s \). The estimates (K2) can be obtained by the following Heat kernel estimates \( H(t,x,y) \), for the case \( s = 1 \)

\[
H(t,x,x_0) \asymp \left( \frac{\varphi_1(x)}{|x-x_0|} \wedge 1 \right) \left( \frac{\varphi_1(x_0)}{|x-x_0|} \wedge 1 \right) \frac{e^{-c|x-x_0|^2}}{t^{d/2}}. \tag{3.6}
\]

\[\text{In the literature this is often called the fractional Laplacian on domains, but this simpler name may be confusing when the spectral fractional Laplacian is also considered, cf. [11].}\]
with the help of the formula

\[
K(x, y) = \int_0^\infty H(t, x, y) \frac{dt}{t^{1-s}}.
\] (3.7)

The upper bounds for the Heat kernel \([3.6]\) can be found in \([26, 27, 28, 29, 30]\), while the lower bounds have been obtained later in \([40]\).

### 3.3 More examples

Our general framework applies to a number of important operators. Here below we list some that we find relevant.

**Censored fractional Laplacian and operators with general kernels.** Censored stochastic processes have been introduced by Bogdan et al. in \([4]\). Very roughly speaking, they correspond to processes with a different homogeneous Dirichlet condition on the boundary of the domain \(\Omega\); it describes the situation when a particle that hits the boundary is forbidden to jump outside but is allowed to continue its path if it happens to continue inside \(\Omega\). The infinitesimal operator has the form \([4, 18]\)

\[
L f(x) = P.V. \int_\Omega (f(x) - f(y)) \frac{a(x, y)}{|x - y|^{N+2s}} dy, \quad \text{with } \frac{1}{2} < s < 1,
\]

where \(a(x, y)\) is a measurable symmetric function bounded between two positive constants, satisfying some further assumptions; a sufficient assumption is \(a \in C^1(\overline{\Omega} \times \overline{\Omega})\). Whenever \(s \in \left(\frac{1}{2}, 1\right)\), the Green function \(K(x, y)\) of \(L\) satisfies the strongest assumption \((K_4)\) with \(\gamma = s - 1/2\), namely

\[
K(x, y) \asymp \frac{1}{|x - y|^{N-2s}} \left( \frac{\delta_\gamma(x)}{|x - y|^{\gamma}} \wedge 1 \right) \left( \frac{\delta_\gamma(y)}{|x - y|^{\gamma}} \wedge 1 \right), \quad \text{with } \gamma = s - \frac{1}{2}.
\]

This bound has been proven in Corollary 1.2 of \([18]\), as a consequence of sharp heat kernel estimates.

**Fractional operators with general kernels.** Consider integral operators of the following form

\[
L f(x) = P.V. \int_{\mathbb{R}^N} (f(x + y) - f(y)) J(x, y) dy.
\]

where \(J(x, y)\) is a kernel such that

\[
J(x, y) = \frac{K(x, y)}{|x - y|^{N+2s}}
\]

and \(K\) is a measurable symmetric function bounded between two positive constants, satisfying

\[
|K(x, y) - K(x, x)| \chi_{|x-y|<1} \leq c|x-y|^{\sigma}, \quad \text{with } 0 < s < \sigma \leq 1,
\]

for some positive \(c > 0\). We can allow even more general kernels. Take for instance a function \(\eta : [0, +\infty) \to [0, +\infty)\)

\[
\eta(r) = 1 \quad \text{if } 0 \leq r \leq 1 \quad \text{and} \quad c_1 e^{c_2 r^\beta} \leq \eta(r) \leq c_3 e^{c_4 r^\beta} \quad \text{if } r > 1,
\]

for some \(c_1, \ldots, c_4 > 0\) and \(\beta \in [0, \infty]\), (the case above was for \(\beta = 0\)) and construct the kernel

\[
J(x, y) = K(x, y) \overline{J(|x - y|)} = \frac{K(x, y)}{|x - y|^{N+2s}} \begin{cases} 
\eta(|x-y|)^{-1} & \text{if } 0 \leq \beta < \infty, \\
\chi_{|x-y|<1} & \text{if } \beta = \infty.
\end{cases}
\]
where $K$ and $\eta$ are as above. For all $s \in (0, 1]$, the Green function $K(x, y)$ of $L$ satisfies the strongest assumption $(K_4)$ with $\gamma = s$, namely

$$K(x, y) \asymp \frac{1}{|x - y|^{N-2s}} \left( \frac{\delta_\gamma(x)}{|x - y|^{\gamma}} \wedge 1 \right) \left( \frac{\delta_\gamma(y)}{|x - y|^{\gamma}} \wedge 1 \right), \quad \text{with } \gamma = s. \quad (3.8)$$

This bound has been proven in Corollary 1.4 of [32], as a consequence of sharp heat kernel estimates.

**Spectral powers of uniformly elliptic operators.** Consider a linear operator $A$ in divergence form:

$$A = \sum_{i,j=1}^N \partial_i (a_{ij} \partial_j),$$

with bounded measurable coefficients, which are uniformly elliptic. The uniform ellipticity allows to build a self-adjoint operator on $L^2(\Omega)$ with discrete spectrum $(\lambda_k, \phi_k)$ . Using the spectral theorem, we can construct the spectral power of such operator, defined as follows:

$$L^s f(x) := A^s f(x) := \sum_{k=1}^{\infty} \lambda_k^s \hat{f}_k \phi_k(x) \quad \text{where} \quad \hat{f}_k = \int_{\Omega} f(x) \phi_k(x) \, dx.$$

We refer to the books [28, 29] for further details. This construction is similar to the SFL, formally replacing the Laplacian with a more general uniformly elliptic operator. The Green function satisfies the estimates $(K_2)$ and $(K_3)$, with $\gamma = 1$, as a consequence of the heat kernel bounds of the form (3.6) and formula (3.7). Indeed, since there exist a first eigenfunction $\Phi_1(x) \asymp \text{dist}(x, \partial \Omega)$, we can rewrite $(K_2)$ in the equivalent form (K3):

$$c_0,\Omega \Phi_1(x) \Phi_1(y) \leq K(x, y) \leq c_1,\Omega \left( \frac{\Phi_1(x)}{|x - x_0|^{N-2s}} \wedge 1 \right) \left( \frac{\Phi_1(y)}{|x - y|^{\gamma}} \wedge 1 \right).$$

As a general statement, we can treat the class of intrinsically ultra-contractive operators introduced in [30], cf. also [16, 28, 29]. In [33, 36] analogous estimates are derived for nontrivial perturbation of the above mentioned operators.

On the other hand, it is possible to consider more general classes of linear operators, for instance with singular or degenerate coefficients, and their powers, see [28, 29, 30], but in this case the power $\gamma \in (0, 1]$ may change depending on the singularity/degeneracy of the coefficients. Our theory does not cover such cases.

**Sums of two fractional operators.** Operators of the form

$$L = (\Delta_{\Omega})^\sigma + (\Delta_{\Omega})^\sigma, \quad \text{with } 0 < \sigma < s \leq 1,$$

where $(\Delta_{\Omega})^\sigma$ is the RFL defined in section (3.1). The Green function $K(x, y)$ of $L$ satisfies the strongest assumption $(K_4)$ in the form (3.8), with $\gamma = s$. The above bounds are consequence of sharp heat kernel estimates, which has been proven in [17] Corollary 1.2, for the case $0 < \sigma < s < 1$. The limit case $s = 1$ and $\sigma \in (0, 1)$ has been proven in [21] Theorem 1.1, in which case we have $\gamma = s = 1$.

**Sum of the Laplacian and operators with general kernels.** In the case

$$L = a \Delta + A_s, \quad \text{with } 0 < s < 1 \text{ and } a \geq 0,$$
where

\[ A_s f(x) = \text{P.V.} \int_{\mathbb{R}^N} (f(x + y) - f(y) - \nabla f(x) \cdot y \chi_{|y| \leq 1}) \chi_{|y| \leq 1} d\nu(y). \]

where the measure \( \nu \) on \( \mathbb{R}^N \setminus \{0\} \) is invariant under rotations around origin and satisfies

\[ \int_{\mathbb{R}^N} (1 \vee |x|^2) d\nu(y) < \infty. \]

More precisely \( d\nu(y) = j(y) dy \) with \( j : (0, \infty) \to (0, \infty) \) is given by

\[ j(r) := \int_0^\infty \frac{e^{r^2/(4t)}}{(4\pi t)^{N/2}} d\mu(t) \quad \text{with} \quad \int_0^\infty (1 \vee t) d\mu(t) < \infty. \]

In Theorem 1.4, of [35] the authors prove that the Green function \( K(x, y) \) of \( \mathcal{L} \) satisfies the strongest assumption \((K4)\) in the form \((3.8)\), with \( s = 1 \) and \( \gamma = 1 \).

**Schrödinger equations for non-symmetric diffusions.** In the case

\[ \mathcal{L} = A + \mu \cdot \nabla + \nu, \]

where \( A \) is uniformly elliptic and is allowed to take both divergence and non-divergence form:

\[ A_1 = \frac{1}{2} \sum_{i,j=1}^N \partial_1 (a_{ij} \partial_j) \quad \text{or} \quad A_2 = \frac{1}{2} \sum_{i,j=1}^N a_{ij} \partial_{ij}, \]

and we assume \( C^1 \) coefficient \( a_{ij} \), uniformly elliptic. Finally, \( \mu, \nu \) are measures belonging to suitable Kato classes, we refer to [34] for more details. The Green function \( K(x, y) \) of \( \mathcal{L} \) satisfies the strongest assumption \((K4)\) in the form \((3.8)\), with \( s = 1 \) and \( \gamma = 1 \), cf. [34].

**Gradient perturbation of restricted fractional Laplacians.** In the case

\[ \mathcal{L} = (\Delta_{|\Omega})^s + b \cdot \nabla \]

where \( b \) is a vector valued function belonging to a suitable Kato class, we refer to [20] for further details. The Green function \( K(x, y) \) of \( \mathcal{L} \) satisfies the strongest assumption \((K4)\) in the form \((3.8)\), with \( \gamma = s \), see Corollary 1.4 of [20].

**Relativistic stable processes.** In this case

\[ \mathcal{L} = c - \left(c^{1/s} - \Delta \right)^s, \quad \text{with} \ c > 0, \ \text{and} \ 0 < s \leq 1. \]

For more details about the associated relativistic stable process we refer to [19]. The Green function \( K(x, y) \) of \( \mathcal{L} \) satisfies the strongest assumption \((K4)\) in the form \((3.8)\), with \( \gamma = s \), see Theorem 1.3 of [19].

In the selection of these examples we are indebted to a number of authors who have provided the basic estimates, and we would like to specially mention Prof. Renming Song.
4 Weak dual solutions, existence and uniqueness

We are going to find solutions of Equation (1.1) with zero Dirichlet boundary data in the following generalized sense called weak dual solution, that is expressed in terms of the a problem involving the inverse of the operator $L$. We recall that the inverse $L^{-1}$ contains the information on the boundary data.

**Definition 4.1** A function $u$ is a weak dual solution to the Dirichlet Problem for Equation (1.1) in $Q_T = (0, T) \times \Omega$ if:

- $u \in C((0, T) : L^1_{\delta, \gamma}(\Omega)), F(u) \in L^1((0, T) : L^1_{\delta, \gamma}(\Omega))$;
- The identity
  \[ \int_0^T \int_{\Omega} L^{-1}(u) \frac{\partial \psi}{\partial t} \, dx \, dt - \int_0^T \int_{\Omega} F(u) \psi \, dx \, dt = 0. \]  
  (4.1)

holds for every test function $\psi$ such that $\psi/\delta, \gamma \in C^1_c((0, T) : L^\infty(\Omega))$.

More precisely, we will solve the problem consisting of Equation (1.1) with homogeneous Dirichlet conditions plus given initial data. We will call this problem (CDP).

**Definition 4.2** A weak dual solution to the Cauchy-Dirichlet problem (CDP) is a weak dual solution to Equation (1.1) such that moreover $u \in C([0, T) : L^1_{\delta, \gamma}(\Omega))$ and $u(0, x) = u_0 \in L^1_{\delta, \gamma}(\Omega)$.

This kind of solution has been first introduced in [11]. Roughly speaking, we are considering the weak solution to the “dual equation” $\partial_t U = -u^m$, where $U = L^{-1}u$, posed on the bounded domain $\Omega$ with homogeneous Dirichlet conditions. The dual equation has been used in the case $s = 1$ by Pierre [40], to prove uniqueness of solutions with measure initial data. In the fractional setting, it is used in [45] for the RFL on the whole $\mathbb{R}^N$.

Two useful remarks. (i) The finite existence time $T > 0$ is used in the definition for generality, in view of other possible applications. Below, the maximal choice $T = \infty$ is always used.

(ii) Notice that the condition on $\psi$ forces it to vanish on the boundary. Actually, $\psi/\delta, \gamma \in C^1_c((0, T) : L^\infty(\Omega))$ implies that $\|\psi(t, \cdot)/\delta, \gamma\|_{L^\infty(\Omega)} < +\infty$ and $\|\partial_t \psi(t, \cdot)/\delta, \gamma\|_{L^\infty(\Omega)} < +\infty$ for all $t \geq 0$ and moreover, are compactly supported functions of $t > 0$ therefore in $L^1(0, \infty)$.

In the course of our study we will need a somewhat more restricted class of solutions.

**Definition 4.3** We consider a class $S_p$ of nonnegative weak dual solutions $u$ to (CDP) with initial datum in $u_0 \in L^1_{\delta, \gamma}(\Omega)$, such that (i) the map $u_0 \mapsto u(t)$ is order preserving in $L^1_{\delta, \gamma}(\Omega)$; (ii) for all $t > 0$ we have $u(t) \in L^p(\Omega)$ for some $p \geq 1$.

This class is not empty, and indeed we will show in Corollary 7.3 that it contains the semigroup (mild) solutions with initial data in $L^p(\Omega)$. The strategy that we will use is the following: first we show in Proposition 7.2 that semigroup (mild) solutions are weak dual solutions. Next we show, in Proposition 7.1 that semigroup solutions are stable in $L^p$. The combination of the two mentioned propositions implies that mild solutions with $u_0 \in L^p(\Omega)$ are weak dual weak solutions belonging to the class $S_p$. This will be done in Section 7. We advance the results for the reader’s convenience.
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Theorem 4.4 (Existence of weak dual solutions) For every nonnegative \( u_0 \in L^1_\delta_0(\Omega) \) there exists a minimal weak dual solution to the \((CDP)\). Such a solution is obtained as the monotone limit of the semigroup (mild) solutions that exist and are unique. The minimal weak dual solution is continuous in the weighted space \( u \in C([0, \infty) : L^1_\delta_0(\Omega)) \). Mild solutions are weak dual solutions and the set of such solutions has the properties needed to form a class of type \( \mathcal{S} \).

Theorem 4.5 (Uniqueness) The solution constructed in Theorem 4.4 by approximation of the initial data from below is unique. We call it the minimal solution. In this class of solutions the standard comparison result holds, and also the estimates of Proposition 8.2.

We postpone the proof of these results because it relies on the a priori estimates for weak dual solutions that we will derive next and are the quantitative basis of the paper. The proof of existence will be then done in Section 9 since it depends on the weighted \( L^1 \) estimates of Section 8, which in turn depend on the upper estimates that we state in the next section.

5 The two first estimates

5.1 Pointwise estimates for weak dual solutions

We begin by proving the basic pointwise estimates, needed to prove both the absolute upper bounds and the smoothing effects.

Proposition 5.1 let \( u \geq 0 \) be a solution in the class \( \mathcal{S}_p \) of very weak solutions to Problem \((CDP)\) with \( p > N/2s \). Then,

\[
\int_\Omega u(t,x)K(x,x_0)dx \leq \int_\Omega u_0(x)K(x,x_0)dx \quad \text{for all } t > 0 .
\]

(5.1)

Moreover, for almost every \( 0 < t_0 \leq t_1 \leq t \) and almost every \( x_0 \in \Omega \), we have

\[
\left( \frac{t_0}{t_1} \right)^{\frac{m}{m_0}} (t_1 - t_0) F(u(t_0,x_0)) \leq \int_\Omega [u(t_0,x) - u(t_1,x)]K(x,x_0)dx \leq (m_0 - 1) \frac{t_1}{t_0} \frac{t_0^{m_0}}{t_1^{m_0}} F(u(t_0,x_0)).
\]

(5.2)

**Sketch of the proof.** We adapt the scheme of the proof of Proposition 4.2 of [11], in which we have treated the case \( F(u) = u^m \). We provide a formal proof here in order to understand the main ideas. The fully rigorous proof is given in Appendix 10.1.1.

The first issue is to take a test function of the form \( \psi(t,x) = \psi_1(t)\psi_2(x) \), with \( \psi_1(t) = \chi_{[t_0,\tau]}(t) \) and \( \psi_2(x) = K(x_0,x) \), i.e. to be able to admit the Green function as a test. Of course, this choice of test function is not directly admissible in Definition 4.1 of weak dual solution, therefore it has to be justified though a careful approximation, see the proof in Appendix 10.1.1. Plugging such test function in the definition of weak dual solution gives the identity

\[
\int_\Omega u(t_0,x)K(x,x_0)dx - \int_\Omega u(t_1,x)K(x,x_0)dx = \int_{t_0}^{t_1} F(u(\tau,x_0))d\tau .
\]

(5.3)
Next, we use the monotonicity estimates (2.3) of [23], namely that the function \( t \mapsto t^{1/m_0} F(u(t, x)) \) is nondecreasing in \( t > 0 \) for a.e. \( x \in \Omega \), recalling that \( \frac{1}{\mu_0} = \frac{m_0}{m_0 - 1} \), to get for all \( 0 \leq t_0 \leq t_1 \leq t \):

\[
\left( \frac{t_0}{t_1} \right)^{\frac{m_0 - 1}{m_0}} (t_1 - t_0) F(u(t_0, x_0)) \leq \int_{t_0}^{t_1} F(u(\tau, x_0)) d\tau \leq \frac{m_0 - 1}{t_0^{1/m_0}} F(u(t, x_0)). \tag{5.4}
\]

Joining (5.3) and (5.4) gives (5.2). \( \square \)

Remarks. (i) A solution \( u(x, t) \geq 0 \) belonging to the class \( S_p \) with \( p > N/2s \) has the property that \( u(t) \in L^p(\Omega) \), therefore \( \int_\Omega u(t, x) K(x, x_0) \, dx < +\infty \) for all \( t > 0 \), simply as a consequence of Hölder inequality, as in (2.4). Therefore, using the pointwise inequality (5.2) we may conclude that \( u(\cdot, t) \) is bounded for all \( t > 0 \). On the other hand, we only assume that \( 0 \leq u_0 \in L^1_{\delta_0}(\Omega) \), hence \( \int_\Omega u_0(x) K(x, x_0) \, dx \) may be unbounded.

(ii) The most relevant part of the last estimate for the applications is represented by the middle term: we will use it to deduce both lower and upper estimates, that will be combined into quantitative Harnack inequalities; this will be done in a forthcoming paper [12], while the case \( F(u) = |u|^{m-1}u \) has been treated in [11].

### 5.2 Absolute upper bounds

We use the pointwise lower estimates of Proposition 5.1 as a basis to prove a number of quantitative estimates. The first one is the absolute upper bound that is formulated in terms of the nonlinearity \( F \) and its Legendre transform \( F^* \), and has an interesting intrinsic form.

**Theorem 5.2 (Absolute upper estimate)** Let \( u \) be a nonnegative weak dual solution corresponding to \( u_0 \in L^1_{\delta_0}(\Omega) \). Then, there exists universal constants \( K_0, K_1, K_2 > 0 \) such that the following estimates hold true for all \( t > 0 \):

\[
F \left( \|u(t)\|_{L^\infty(\Omega)} \right) \leq F^* \left( \frac{K_1}{t} \right). \tag{5.5}
\]

Moreover, there exists a time \( \tau_1(u_0) \) with \( 0 \leq \tau_1(u_0) \leq K_0 \) such that \( \|u(t)\|_{L^\infty(\Omega)} \leq 1 \) for all \( t \geq \tau_1 \) and

\[
\|u(t)\|_{L^\infty(\Omega)} \leq \frac{K_2}{t^{m_i/m_0}} \qquad \text{with } i = 0 \text{ if } t \leq K_0 \text{ and } i = 1 \text{ if } t \geq K_0. \tag{5.6}
\]

The Legendre transform of \( F \) is defined as a function \( F^* : \mathbb{R} \to \mathbb{R} \) with

\[
F^*(z) = \sup_{r \in \mathbb{R}} (z r - F(r)) = z (F' \left( \frac{1}{z} \right) - F') = F'(r) r + F(r), \tag{5.7}
\]

with the choice \( r = (F')^{-1}(z) \).

**Remarks.** (i) This absolute bound proves a strong regularization which is independent of the initial datum. While the first inequality is intrinsic and accurate, the second is just convenient, so as to have more explicit estimate. The constants \( K_0, K_1, K_2 > 0 \) depend only on \( N, s, \mu_0, \mu_1 \) and \( \Omega \), but not on \( u \), and have an explicit form given in the proof.

(ii) Let us briefly explain the role of \( K_0 \): roughly speaking, it is an upper estimate of the time \( \tau_1(u_0) \) after which \( \|u(t)\|_{L^\infty(\Omega)} \leq 1 \), which is important because the behaviour of \( u \mapsto F(u) \) may change when \( u \leq 1 \) or when \( u \geq 1 \): the powers in the above estimates change in the two cases in a quite sharp way.
(iii) The bounds \([5,6]\) hold for any \(t > 0\), but they are not sharp for small times; precise bounds for small times are the smoothing effects of Theorem \([6,1]\) and they depend on the initial datum.

(iv) This result will also imply the sharp upper boundary behaviour, see the forthcoming paper \([12]\).

Before proceeding with the proof of this result, we recall first some basic facts about the Legendre transform. More details can be found in Appendix \([10,1.2]\).

### 5.3 Properties of \(F\) and its Legendre transform

Let us recall that hypothesis (N1) on \(F\) implies its convexity, and it is equivalent to (N2) (see Appendix \([10,1.2]\) which we recall here

\[
\mu_0 \leq \frac{F'(r)F''(r)}{[F'(r)]^2} \leq \mu_1 \quad \text{or} \quad 1 - \mu_1 \leq \left( \frac{F(r)}{F'(r)} \right) ' \leq 1 - \mu_0 \quad \text{a.e. } r > 0. \quad (5.8)
\]

We can integrate the latter to get (recall that \(0 < \mu_0 \leq \mu_1 < 1\):

\[
(1 - \mu_1)r \leq \frac{F(r)}{F'(r)} \leq (1 - \mu_0)r \quad \text{or} \quad \frac{1}{(1 - \mu_0)r} \leq \frac{F'(r)}{F(r)} \leq \frac{1}{(1 - \mu_1)r} \quad (5.9)
\]

which can be rewritten in the form

\[
\mu_0r F'(r) \leq r F'(r) - F(r) \leq \mu_1r F'(r) \quad (5.10)
\]

By definition \((5.7)\) of Legendre transform, it is easy to show that

\[
F^{*\prime}(z) = (F')^{-1}(z) = r \quad \text{and} \quad F^{*\prime\prime}(z) = \frac{1}{F''((F')^{-1}(z))} = \frac{1}{F''(r)} \geq 0 \quad (5.11)
\]

As a consequence of the above inequalities we obtain:

\[
\mu_0 z F^{*\prime}(z) = \mu_0 r F'(r) \leq F^{*}(z) = F'(r) r + F(r) \leq \mu_1 r F'(r) = \mu_1 z F^{*\prime}(z)
\]

from which we derive

\[
\mu_0 z \leq \frac{F^{*}(z)}{F^{*\prime}(z)} \leq \mu_1 z \quad \text{or} \quad \mu_0 \leq \frac{1}{z} \left( \frac{F^{*}(z)}{F^{*\prime}(z)} - \frac{F^{*}(0)}{F^{*\prime}(0)} \right) \leq \mu_1 \quad (5.12)
\]

since \(F^{*}(0)/F^{*\prime}(0) = 0\). This finally gives the “dual” (N1) hypotheses (in an equivalent form):

\[
\mu_0 \leq \left( \frac{F^{*}(z)}{F^{*\prime}(z)} \right)' \leq \mu_1 \quad \text{or} \quad 1 - \mu_1 \leq \frac{F^{*}(z)F^{*\prime\prime}(z)}{[F^{*\prime}(z)]^2} \leq 1 - \mu_0 \quad (5.13)
\]

Finally, we recall a scaling property of the Legendre transform: for any \(\varepsilon > 0\), letting \(F_{\varepsilon}(r) = \varepsilon F(r)\) we get \(F^{*\varepsilon}(z) = \varepsilon F^{*}(z/\varepsilon)\). This scaling property, together with the Young inequality, gives

\[
a b \leq F_{\varepsilon}(a) + F^{*\varepsilon}(b) = \varepsilon F(a) + \varepsilon F^{*}\left( \frac{b}{\varepsilon} \right) \quad \text{for all } a, b \geq 0. \quad (5.14)
\]

Thanks to hypothesis (N1) it is possible to understand the behaviour at zero and at infinity of \(F\) and \(F^{*}\), see Lemma \([10,1]\) in Appendix \([10,1.2]\) for a proof. We summarize the relevant information about \(F\) and \(F^{*}\) in the table below. We recall that \(m_i = 1/(1 - \mu_i)\) or, equivalently, \(\mu_i = (m_i - 1)/m_i\).
\[
\begin{array}{|c|c|c|}
\hline
F & / & F^* \\
\hline
1 - \mu_1 \leq \left( \frac{F(r)}{F'(r)} \right)' \leq 1 - \mu_0 & (N1) & \mu_0 \leq \left( \frac{F^*(z)}{F^{**}(z)} \right)' \leq \mu_1 \\
\mu_0 \leq \frac{F(r)F''(r)}{|F'(r)|^2} \leq \mu_1 & (N2) & 1 - \mu_1 \leq \frac{F^*(z)F^{**}(z)}{|F'^*(z)|^2} \leq 1 - \mu_0 \\
\kappa \left( \frac{r}{r_0} \right)^{m_1} \leq \frac{F(r)}{F(r_0)} \leq \kappa \left( \frac{r}{r_0} \right)^{m_0} & \text{for all } 0 \leq r \leq r_0 & \kappa \left( \frac{r}{r_0} \right)^{m_0} \leq \frac{F^*(r)}{F^*(r_0)} \leq \kappa \left( \frac{r}{r_0} \right)^{m_1-1} \\
\left( \frac{r}{r_0} \right)^{m_0} \leq \frac{F(r)}{F(r_0)} \leq \left( \frac{r}{r_0} \right)^{m_1} & \text{for all } r \geq r_0 \geq 0 & \left( \frac{r}{r_0} \right)^{m_1} \leq \frac{F^*(r)}{F^*(r_0)} \leq \left( \frac{r}{r_0} \right)^{m_0} \leq \left( \frac{r}{r_0} \right)^{m_0-1} \\
\hline
\end{array}
\]

### 5.4 Proof of the absolute upper bounds (AUB)

The proof is a consequence of estimates (K1) for the Green function. On the other hand, the strategy of the proof follows the methods of [11], in which we have treated the case \( F(u) = u^m \) with \( m > 1 \). We first need a lemma.

**Lemma 5.3 (Integral Green function estimates)** Let \( \mathcal{K} \) be the Green function of \( L \). Then, the (K1) estimates imply that there exist a constant \( c_{2,\Omega}(q) > 0 \) such that

\[
\sup_{x_0 \in \Omega} \int_{\Omega} \mathcal{K}^q(x, x_0) \, dx \leq c_{2,\Omega}(q) \quad \text{for all } 0 < q < \frac{d}{d - 2s}, \quad (5.15)
\]

**Proof.** The proof follows by Hölder’s inequality. A stronger version of this lemma will be proved in [12].

We now proceed with the proof of Theorem 5.2

**Step 0. Reduction.** We begin by observing that it is not restrictive to assume that \( u \in \mathcal{S}_p \) with \( p > N/(2s) \). Indeed, consider a weak dual solution corresponding to the initial datum \( 0 \leq u_{0,n} \in \mathcal{L}^1_{\delta_s}(\Omega) \). Define the sequence \( 0 \leq u_{0,n} := n \land u_0 \in \mathcal{L}^\infty(\Omega) \). We know that \( u_{0,n} \) converges monotonically to \( u_{0,n} \in \mathcal{L}^1_{\delta_s}(\Omega) \) in the strong \( \mathcal{L}^1_{\delta_s} \) topology. Let \( u_n \) be the unique mild solutions constructed in Theorem 2.1 corresponding to \( u_{0,n} \) as initial data, which we know to belong to the class \( \mathcal{S}_p \) thanks to the results of Section 7. For such solutions inequality (5.5) holds true, hence

\[
F \left( \| u_n(t) \|_{\mathcal{L}^\infty(\Omega)} \right) \leq F^* \left( \frac{K_1}{t} \right).
\]
Taking the limit in the above inequality, using the lower semicontinuity of the L^\infty norm, gives the desired result for the limit solution u, which by uniqueness - see Theorem 4.3 - turns out to be the minimal weak dual solution we started with.

- **Step 1. Fundamental upper estimates.** We first recall the lower pointwise estimate of Proposition 5.1 that holds for any solution u \in S_p with p > N/(2s): for all 0 \leq t_0 \leq t_1 and x_0 \in \Omega, we have that
\[
\left(\frac{t_0}{t_1}\right)^{\frac{1}{p_0}} (t_1 - t_0) F(u(t_0, x_0)) \leq \int_{\Omega} u(t_0, x) \mathbb{K}(x, x_0) \, dx - \int_{\Omega} u(t_1, x) \mathbb{K}(x, x_0) \, dx .
\]  
We choose t_1 = 2t_0 and recall that u \geq 0, so that the above inequality (5.16) implies that
\[
F(u(t_0, x_0)) \leq \frac{2^{\frac{1}{p_0}}}{t_0} \int_{\Omega} u(t_0, x) \mathbb{K}(x, x_0) \, dx \quad \text{for all } t > 0 \text{ and } x \in \Omega .
\]  
This is a fundamental upper bound which encodes both the smoothing effect and the absolute upper bound, and therefore it is sharp both for large and for small times. A remarkable aspect of this upper bound is that it compares the L^\infty norm and some integral norms, both at the same time t_0 > 0.

The fact that u \in S_p guarantees that u(t, \cdot) \in L^p(\Omega) for all t > 0, with p > N/(2s), so that
\[
\int_{\Omega} u(t_0, x) \mathbb{K}(x, x_0) \, dx \leq \|u(t_0)\|_{L^p(\Omega)} \|\mathbb{K}(\cdot, x_0)\|_{L^q(\Omega)} \leq c_{2, \Omega} \|u(t_0)\|_{L^p(\Omega)} < +\infty
\]  
because \mathbb{K}(\cdot, x_0) \in L^q(\Omega) for all 0 < q < N/(N - 2s), see Lemma 5.3 in particular for q = (p - 1)/p. Therefore, we have
\[
F(u(t_0, x_0)) \leq c_{2, \Omega} \left(\frac{2^{\frac{1}{p_0}}}{t_0}\right) \|u(t_0)\|_{L^p(\Omega)} \quad \text{for all } t > 0 \text{ and } x \in \Omega .
\]  
so that u(t_0) \in L^\infty(\Omega) for all t_0 > 0.

As a byproduct of inequality (5.18), we have proved that the class S_p with p > N/(2s) and the class S_\infty are the same.

- **Step 2. Proof of inequality (5.5).** Let us estimate the right-hand side of the fundamental upper bound (5.17) in another way as follows:
\[
F(u(t_0, x_0)) \leq \frac{2^{\frac{1}{p_0}}}{t_0} \int_{\Omega} u(t_0, x) \mathbb{K}(x, x_0) \, dx \leq \|u(t_0)\|_{L^\infty(\Omega)} \frac{2^{\frac{1}{p_0}}}{t_0} \int_{\Omega} \mathbb{K}(x, x_0) \, dx .
\]  
Therefore, taking the supremum over x_0 \in \Omega of both sides, recalling that F is increasing, so that sup_{x_0 \in \Omega} F(u(t_0, x_0)) = F (\|u(t_0)\|_{L^\infty(\Omega)}), we obtain:
\[
F (\|u(t_0)\|_{L^\infty(\Omega)}) \leq \frac{2^{\frac{1}{p_0}}}{t_0} \|u(t_0)\|_{L^\infty(\Omega)} \sup_{x_0 \in \Omega} \int_{\Omega} \mathbb{K}(x, x_0) \, dx \leq c_{2, \Omega} \frac{2^{\frac{1}{p_0}}}{t_0} \|u(t_0)\|_{L^\infty(\Omega)}
\]  
where we have also used the bound (5.13) of Lemma 5.3 namely sup_{x_0 \in \Omega} \int_{\Omega} \mathbb{K}(x, x_0) \, dx \leq c_{2, \Omega}.

Next we recall the Young inequality (5.14), namely that for all a, b \geq 0 and all \varepsilon > 0 we have
\[
a \frac{\varepsilon}{2} \leq \frac{\varepsilon^2}{2} a + \delta F^* \left(\frac{a + \delta}{\varepsilon} \right) .
\]  
Applying such inequality with \varepsilon = 1/2 to (5.20) gives:
\[
F (\|u(t_0)\|_{L^\infty(\Omega)}) \leq c_{2, \Omega} \frac{2^{\frac{1}{p_0}}}{t_0} \|u(t_0)\|_{L^\infty(\Omega)} \leq \frac{1}{2} F (\|u(t_0)\|_{L^\infty(\Omega)}) + \frac{1}{2} F^* \left(\frac{2 c_{2, \Omega} \frac{2^{\frac{1}{p_0}}}{t_0} + 1}{4}\right)
\]
Therefore, we have proved the more general form (5.5) of the smoothing effects, namely

\[ F\left(\|u(t_0)\|_{L^\infty(\Omega)}\right) \leq F^*\left(\frac{K_1}{t_0}\right), \quad \text{for all } t_0 > 0, \text{ with } K_1 = c_2 \Omega 2^{\frac{1}{m_1}+1}. \quad (5.21) \]

| Step 3. Proof of inequality (5.6). | Now we recall that since we are assuming the hypothesis (N1) on the nonlinearity \( F \), then inequality (10.8) of Lemma (10.1) reads
| \[ F\left(\|u(t_0)\|_{L^\infty(\Omega)}\right) \geq (\kappa \lor 1) F(1) \|u(t_0)\|_{L^m(\Omega)}^m \] |

with \( j = 0 \) if \( \|u(t_0)\|_{L^\infty(\Omega)} \geq 1 \) and \( j = 1 \) if \( \|u(t_0)\|_{L^\infty(\Omega)} \leq 1 \), where \( m_i = \frac{1}{1 - \mu_i} > 1 \) (here we really need \( \mu_1 < 1 \)). On the other hand, inequality (10.8) of Lemma (10.1) applied to \( F^* \), reads

\[ F^*\left(\frac{K_1}{t_0}\right) \leq (\kappa \lor 1) \frac{F^*(r_0)}{r_0^{m_i}} \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} \quad (5.23) \]

with \( i = 0 \) if \( t_0 \leq K_1/r_0 \) and \( i = 1 \) if \( t_0 \geq K_1/r_0 \), where \( m_i = \frac{1}{1 - \mu_i} > 1 \).

Applying the inequalities (5.22) and (5.23) to (5.21) gives for all \( t_0 > 0 \)

\[ (\kappa \land 1) F(1) \|u(t_0)\|_{L^m(\Omega)}^m \leq F\left(\|u(t_0)\|_{L^\infty(\Omega)}\right) \leq F^*\left(\frac{K_1}{t_0}\right) \leq (\kappa \lor 1) \frac{F^*(r_0)}{r_0^{m_i}} \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} \quad (5.24) \]

that is

\[ \|u(t_0)\|_{L^\infty(\Omega)}^m \leq \frac{(\kappa \land 1) F(1)}{(\kappa \lor 1) F(1)} F^*(r_0) \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} := K(r_0, m_i) \frac{K_1}{t_0^{m_i-1}} \quad (5.25) \]

with \( i = 1 \) if \( K_1/t_0 \leq r_0 \) and \( i = 0 \) if \( K_1/t_0 \geq r_0 \) and with \( j = 0 \) if \( \|u(t_0)\|_{L^\infty(\Omega)} \geq 1 \) and \( j = 1 \) if \( \|u(t_0)\|_{L^\infty(\Omega)} \leq 1 \), where \( m_i = \frac{1}{1 - \mu_i} > 1 \).

The first consequence of (5.25) can be obtained by choosing \( r_0 = K_1 \) so that

\[ \|u(t_0)\|_{L^\infty(\Omega)}^m \leq \frac{(\kappa \land 1) F(1)}{(\kappa \lor 1) F(1)} F^*(K_1) \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} = \frac{(\kappa \land 1) F(1)}{(\kappa \lor 1) F(1)} F^*(K_1) \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} := K_0' \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} \quad (5.26) \]

with \( i = 0 \) if \( t_0 \leq 1 \) and \( i = 1 \) if \( t_0 \geq 1 \). Therefore, there exists a time \( \tau_1 \) such that \( \|u(t_0)\|_{L^\infty(\Omega)} \leq 1 \) for all \( t_0 \geq \tau_1 \). On one hand, \( \tau_1 \) can be zero (for example when \( \|u_0\|_{L^\infty(\Omega)} \leq 1 \)), therefore it is reasonable to assume that in general \( \tau_1 \) depends on \( u_0 \). On the other hand, inequality (5.26) shows that for any

\[ t_0 \geq \max_{i=0,1} K_0' \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} = K_0' \left(\frac{K_1}{t_0}\right)^{\frac{m_i}{m_i-1}} \quad \text{we have} \quad \|u(t_0)\|_{L^\infty(\Omega)} \leq 1 \]

since it is not restrictive to assume \( K_0 \geq 1 \). Therefore we can bound \( \tau_1 \) from above with a quantity that does not depend on \( u_0 \), namely

\[ 0 \leq \tau_1(u_0) \leq K_0' \left(\frac{m_i}{m_i-1}\right)^{\frac{m_i}{m_i-1}} := K_0 \]
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Now we fix \( r_0 = K_1/K_0 \), so that for \( t_0 \geq K_0 \) we can let \( i = j = 1 \) in inequality (5.25), because in this case we have \( \|u(t_0)\|_{L^\infty(\Omega)} \leq 1 \) and \( K_1/t_0 \leq r_0 \), therefore

\[
\|u(t_0)\|_{L^\infty(\Omega)}^{m_1} \leq \left( \frac{(\kappa \vee 1)(K_1/K_0)}{(K_1/K_0) F(1)} \right)^{m_1} = \frac{K_2^{m_1}}{t_0^{m_1}}.
\]

(5.27)

Therefore, we have proven inequality (5.6) for \( t_0 \geq K_0 \). Now it remains to prove it for \( t_0 \leq K_0 \): first we observe that (5.27) at \( t_0 = K_0 \) gives:

\[
\|u(K_0)\|_{L^\infty(\Omega)} \leq \left( \frac{(\kappa \vee 1) F^*(t_0)}{(K_1/K_0) F(1)} \right)^{m_1} = K_2''.
\]

(5.28)

then we use the monotonicity inequality (2.3), namely the function \( t \mapsto \frac{1}{t^{m_0 - 1}} u(t, x) \) is nondecreasing in \( t > 0 \) for a.e. \( x \in \Omega \), from which it follows that for all \( 0 \leq t_0 \leq K_0 \) we have

\[
\frac{1}{t_0^{m_0 - 1}} \|u(t_0)\|_{L^\infty(\Omega)} \leq K_0^{-1/m_0} \|u(K_0)\|_{L^\infty(\Omega)} \leq K_0^{-1/m_0} K_2''
\]

(5.29)

Therefore, we have proven inequality (5.6) for \( t_0 \leq K_0 \).

\[ \text{• Step 4. Values of the constants.} \]

\[ K_0 = \left( \frac{(\kappa \vee 1) F^*(t_0)}{(K_1/K_0) F(1)} \right)^{m_1}, \quad K_1 = c_{2, \Omega} 2^{\frac{1}{m_0} - 1} \]

(5.30)

with \( c_{2, \Omega} \) is the constant of the bound (5.15) of Lemma 5.3

\[ K_2 = \frac{K_2''}{K_0^{m_0 - 1}} K_2'' \]

(5.31)

\[ = \left( \frac{(\kappa \vee 1) F^*(K_1/K_0)}{(K_1/K_0) F(1)} \right)^{\frac{1}{m_0} - 1} \]

\[ K_0^{m_1 - 1} K_2'' \]

Remark. The precise boundary behaviour will be studied in the forthcoming paper [12].

6 Smoothing effects

In this Section we prove three formulas for the bounds called “smoothing effects”, where the \( L^\infty \) norm of the solution at time \( t > 0 \) is estimated in terms of possibly weighted integral norms of the initial data, or even of the solution at the same time or at a previous times (instantaneous or backward smoothing effect). The instantaneous and backward smoothing effects bounds are new also in the well studied case \( s = 1 \). We recall the exponents for \( \gamma \in [0, 1] \):

\[ \delta_{i, \gamma} = \frac{1}{2s + (N + \gamma)(m_i - 1)} \quad \text{with} \quad m_i = \frac{1}{1 - \mu_i} > 1 \]

In the next results, \( \gamma \) is the exponent appearing in assumption (K2).

Theorem 6.1 (Weighted \( L^1 - L^\infty \) smoothing effect) As a consequence of (K2) hypothesis, there exists a constant \( K_0 > 0 \) such that the following estimates hold true.

\[
F(\|u(t)\|_{L^\infty(\Omega)}) \leq K_0 \frac{\|u(t_0)\|_{L^\infty(\Omega)}^{2m_i \delta_{i, \gamma}}}{t^{m_i (N + \gamma) \delta_{i, \gamma}}}, \quad \text{for all } 0 \leq t_0 \leq t,
\]

(6.1)

with \( i = 1 \) if \( t \geq \|u(t_0)\|_{L^1_{\delta_{i, \gamma}}(\Omega)}^{\frac{2s}{N + \gamma}} \) and \( i = 0 \) if \( t \leq \|u(t_0)\|_{L^1_{\delta_{i, \gamma}}(\Omega)}^{\frac{2s}{N + \gamma}} \).
The estimate is a consequence of the (K2) bounds for the Green function. The constant \( K_6 > 0 \) depends only on \( d, m_i, s, \gamma, F \) and \( \Omega \), and have an explicit form given in the proof. \( K_1 > 0 \) is the universal constant of Theorem 5.2.

Corollary 6.2 Under the weaker assumption (K1) instead of (K2), the results of Theorem 6.1 hold true with \( \gamma = 0 \) and replacing \( \| \cdot \|_{L_{\gamma}^{1}(\Omega)} \) with \( \| \cdot \|_{L_{1}^{1}(\Omega)} \).

Proof of Theorem 6.1. Let \( x_0 \in \Omega \) and consider \( B_r(x_0) \) with \( r > 0 \) to be fixed later. Define the set \( \Omega _r = \Omega \setminus (B_r(x_0) \cap \Omega) \) so that \( \Omega \subseteq B_r(x_0) \cup \Omega_r \). Notice that the ball \( B_r(x_0) \) need not to be included in \( \Omega \). Then it is clear that \( \forall x \in \Omega_r \) we have \( |x - x_0| \geq r \). The starting point of the argument is the fundamental upper estimate (5.17) of Step 1 of the proof of Theorem 5.2 combined with assumption (K2). To be precise, we fix \( t_0 > 0 \), and use these results to get

\[
F(u(t_0, x_0)) \leq \frac{2^{\frac{1}{m_0}}}{t_0} \int_\Omega u(t_0, x) \mathbb{K}(x, x_0) \, dx \\
\leq \frac{2^{\frac{1}{m_0}}}{t_0} \left[ \int_{B_r(x_0)} u(t_0, x) \mathbb{K}(x, x_0) \, dx + \int_{\Omega_r} u(t_0, x) \mathbb{K}(x, x_0) \, dx \right] \\
(a) \leq c_1, \Omega \frac{2^{\frac{1}{m_0}}}{t_0} \left[ \| u(t_0) \|_{L^\infty(\Omega)} \int_{B_r(x_0)} \frac{1}{|x - x_0|^{N-2s}} \, dx + \int_{\Omega_r} \frac{u(t_0, x) \delta_{\gamma}(x)}{|x - x_0|^{N-2s+\gamma}} \, dx \right] \\
(b) \leq \frac{1}{2} F(\| u(t_0) \|_{L^\infty(\Omega)}) + \frac{1}{2} F^* \left( \frac{\omega_d c_1, \Omega s^{\frac{2}{m_0}} r^{2s}}{t_0} \right) + c_1, \Omega \frac{2^{\frac{1}{m_0}}}{t_0} \frac{r^{2s+1}}{r^{N-2s+\gamma}} \int_{\Omega} u(t_0, x) \delta_{\gamma}(x) \, dx
\]

where in (a) we have used the Green function estimates (K1), namely \( \mathbb{K}(x, x_0) \leq c_1, \Omega |x - x_0|^{-(N-2s)} \) on the ball \( B_r(x_0) \), while on \( \Omega_r \) we have used the Green function estimates (K2), namely

\[
\mathbb{K}(x, x_0) \leq c_1, \Omega \delta_{\gamma}(x) |x - x_0|^{-(N-2s+\gamma)}.
\]

In (b) we have used the Young inequality (5.14), namely

\[
ab \leq \frac{1}{2} F(a) + \frac{1}{2} F^*(2b) \quad \text{for all } a, b \geq 0.
\]

Taking the supremum over \( x_0 \in \Omega \) in the above inequality gives for all \( r > 0 \):

\[
F(\| u(t_0) \|_{L^\infty(\Omega)}) \leq F^* \left( \frac{\omega_d c_1, \Omega s^{\frac{2}{m_0}} r^{2s}}{t_0} \right) + c_1, \Omega \frac{2^{\frac{1}{m_0}}}{t_0} \frac{r^{2s+1}}{r^{N-2s+\gamma}} \| u(t_0) \|_{L_{\gamma}^{1}(\Omega)}
\]

since we recall that \( \sup_{x_0 \in \Omega} F(u(t, x_0)) = F(\| u(t_0) \|_{L^\infty(\Omega)}) \), because \( F \) is nondecreasing.

(ii) In order to get a simpler formula we optimize in free parameter \( r \). We want to eliminate the first term of the right-hand side. For that, and in view of the behaviour of \( F^* \), we choose a \( 0 \leq \tau_0 \leq t_0 \) and let \( i = 1 \) if \( t_0 \geq \| u(\tau_0) \|_{L_{\gamma}^{1}(\Omega)}^{\frac{2}{m_1}} \) and \( i = 0 \) if \( t_0 \leq \| u(\tau_0) \|_{L_{\gamma}^{1}(\Omega)}^{\frac{2}{m_1}} \). Put then

\[
r = \left( \frac{s}{\omega_d c_1, \Omega s^{\frac{2}{m_0}}} \right)^{\frac{1}{2s}} \left( \tau_0 \| u(\tau_0) \|_{L_{\gamma}^{1}(\Omega)}^{\frac{m_1}{m_1-1}} \right)^{\vartheta_{i, \gamma}} \quad \text{with} \quad \vartheta_{i, \gamma} = \frac{1}{2s - (N + \gamma)(m_i - 1)}.
\]
The above choice of $r$ implies the following estimates for the two terms in the right-hand side of inequality (6.2). As the first terms is concerned, we have:

\[
\frac{\omega_d c_1 \Omega^{\frac{1}{2m_0}}}{s} \frac{r^{2s}}{t_0} \tau_0 \frac{2s \theta_i,\gamma}{t_0} \|u(t_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{2s(m_i-1)\theta_i,\gamma} \leq \left[ \frac{\|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{2s \theta_i,\gamma}}{t_0^{(N+\gamma)\theta_i,\gamma}} \right]^{m_i-1} =: H^{m_i-1}_i
\]

where in the last step we have used the absolute upper bound (5.6). Indeed, this implies that the right-hand side of (6.2) becomes

\[
F^*(\frac{\omega_d c_1 \Omega^{\frac{1}{2m_0}}}{s} \frac{r^{2s}}{t_0}) \leq F^*(H^{m_i-1}_i) \leq (\kappa \lor 1) F^*(1) H^{m_i}_i
\]

where in the second step we have used Lemma 10.1, which implies that $F^*(X) \leq \kappa \lor 1 F^*(1) X^{m_i/(m_i-1)}$ with $i = 1$ if $X \in [0, 1]$ and $i = 0$ if $X \geq 1$. This explains our choice of $i$. As a consequence we obtain

\[
F^*(\frac{\omega_d c_1 \Omega^{\frac{1}{2m_0}}}{s} \frac{r^{2s}}{t_0}) \leq K_0 \left[ \frac{\|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{2s \theta_i,\gamma}}{t_0^{(N+\gamma)\theta_i,\gamma}} \right]^{m_i}
\]

with $i = 1$ if $t_0 \geq \|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{\frac{2s}{(N+\gamma)\theta_i,\gamma}}$ and $i = 0$ if $t_0 \leq \|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{\frac{2s}{(N+\gamma)\theta_i,\gamma}}$.

We now estimate the second term in the right-hand side of (6.2) as follows

\[
\frac{c_1 \Omega^{\frac{1}{2m_0}}}{t_0} r^{-N-2s+\gamma} \|u(t_0)\|_{L^1_{\delta,\gamma}(\Omega)} \leq \frac{c_1 \Omega^{\frac{1}{2m_0}}}{t_0} \tau_0 \frac{1-\gamma}{1+(N-2s+\gamma)\theta_i,\gamma} \left( \frac{\omega_d c_1 \Omega^{\frac{1}{2m_0}}}{s} \right) \frac{N-2s}{2s} \|u(t_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{\frac{N-2s+\gamma}{2s}} \|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{(N-2s+\gamma)\theta_i,\gamma}
\]

Now we use the “quasi” monotonicity of the $L^1_{\delta,\gamma}(\Omega)$-norm, namely that $\|u(t_0)\|_{L^1_{\delta,\gamma}(\Omega)} \leq C_{\Omega,\gamma} \|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}$ for $0 \leq \tau_0 \leq t_0$, see formula (8.14) of Proposition 8.2. We obtain

\[
\frac{c_1 \Omega^{\frac{1}{2m_0}}}{t_0} r^{-N-2s+\gamma} \|u(t_0)\|_{L^1_{\delta,\gamma}(\Omega)} \leq K_6 \frac{\|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{1-(N-2s+\gamma)(m_i-1)\theta_i,\gamma}}{t_0^{(N-2s+\gamma)\theta_i,\gamma}} = K_6 \left[ \frac{\|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{2s \theta_i,\gamma}}{t_0^{(N+\gamma)\theta_i,\gamma}} \right]^{m_i} = K_6 H^{m_i}_i
\]

Finally, summing up the two estimates we have obtained that inequality (6.2) becomes

\[
F(\|u(t_0)\|_{L^\infty(\Omega)}) \leq K_6 H^{m_i}_i + K_6 H^{m_i}_i, \quad \text{with} \quad H_i = \frac{\|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{2s \theta_i,\gamma}}{t_0^{(N+\gamma)\theta_i,\gamma}}
\]

with $i = 1$ if $t_0 \geq \|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{\frac{2s}{(N+\gamma)\theta_i,\gamma}}$ and $i = 0$ if $t_0 \leq \|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{\frac{2s}{(N+\gamma)\theta_i,\gamma}}$. The proof of the smoothing effect (6.1) is concluded after changing the letters: $t_0$ into $t$ and $\tau_0$ into $t_0$. □

**Proof of Corollary 6.2.** The proof is a consequence of hypothesis (K1), and it has been given in [11] for the case $F(u) = u^m$ and $\gamma = 1$. We also remark that the proof is the same as above, just letting $\gamma = 0$ and using hypothesis (K1) instead of (K2). □
Remarks. (i) The power in the smoothing effects changes for small and large times, more precisely it depends on \( \|u(t_0)\|_{L^\infty(\Omega)} \). We may choose \( t_0 = 0 \) to have an explicit dependence on the data. An important point is that the power of time is always less than one, more specifically, \((d+\gamma)(m_i-1)\delta_{i,\gamma} < 1\) for \( i = 0, 1 \); this fact has important consequences, for instance is crucial in the proof of \( L_{1\gamma}^1 \) weighted estimates of Proposition 5.11, which are essential to prove existence of weak dual solutions, Theorem 4.4; they are crucial also in the proof of the lower bounds of the forthcoming paper [12].

(ii) The weighted smoothing effects are new to our knowledge also when \( s = 1 \). Moreover, they apply to a class of nonnegative initial data \( L_{1\gamma}^1(\Omega) \) which is strictly larger than \( L^1(\Omega) \).

(iii) Another novelty is represented by the fact that the smoothing effect occurs at the same time; this is new also when \( s = 1 \).

(iv) In the case when \( F(u) = u^m \), we recover the sharp results of our previous paper [11] .

(v) The smoothing effect of Theorem has an intrinsic form, that can be made more explicit by separating the result for small and large times as in the following corollary.

**Corollary 6.3** There exists a constant \( K_7 > 0 \) such that the following estimates hold true.

**Weighted \( L^1 - L^\infty \) smoothing effect for small times:**

\[
\|u(t)\|_{L^\infty(\Omega)} \leq K_7 \frac{\|u(t_0)\|_{L_{1\gamma}^1(\Omega)}}{t^{(N+\gamma)\delta_{0,\gamma}}}, \quad \text{for all } 0 \leq t \leq \|u(t_0)\|_{L_{1\gamma}^1(\Omega)}. \tag{6.4}
\]

**Weighted \( L^1 - L^\infty \) smoothing effect for large times:**

\[
\|u(t)\|_{L^\infty(\Omega)} \leq K_7 \frac{\|u(t_0)\|_{L_{1\gamma}^1(\Omega)}}{t^{(d+\gamma)\delta_{1,\gamma}}}, \quad \text{for all } t \geq \|u(t_0)\|_{L_{1\gamma}^1(\Omega)}. \tag{6.5}
\]

Moreover, the condition \( t \geq \|u(t_0)\|_{L_{1\gamma}^1(\Omega)}^{\frac{2\gamma}{d+\gamma}} \), is implied by \( t \geq (K_1 \delta_{\gamma} L^1(\Omega))^{\frac{d+\gamma}{\gamma}(m_i-1)} \).

The constant \( K_7 > 0 \) depends only on \( d, m_i, s, \gamma, F \) and \( \Omega \), and have an explicit form given in the proof. \( K_1 > 0 \) is the universal constant of Theorem 5.2.

As it happened for Corollary 6.2, if we only assume (K1), then the result of Corollary 6.3 hold true also for \( \gamma = 0 \), just by replacing \( \| \cdot \|_{L_{1\gamma}^1(\Omega)} \) with \( \| \cdot \|_{L^1(\Omega)} \).

**Proof.** We split the proof in two steps.

- **Weighted smoothing effect for large times.** We first prove the instantaneous smoothing effects, namely \( t_0 = \tau_0 \). When \( t_0 \geq \|u(t_0)\|_{L_{1\gamma}^1(\Omega)} \), then \( i = 1 \), and we know that

\[
\|u(t_0)\|_{L^\infty(\Omega)} \geq \frac{\|u(t_0)\|_{L_{1\gamma}^1(\Omega)}}{\delta_{\gamma} L^1(\Omega)} \geq r_0 \geq \frac{N+\gamma}{t_0^{\frac{2\gamma}{d+\gamma}}} > 0.
\]

Therefore, using Lemma 10.1, we get that \( F(X) \geq \kappa F(r_0)(X/r_0)^{m_1} \geq \kappa F(1) X^{m_1} \), since \( \lim_{r \to 0} F(r)^{\frac{j}{m_1}} \geq F(1) > 0 \). As a consequence, we get:

\[
\kappa F(1) \|u(t_0)\|_{L^\infty(\Omega)}^{m_1} \leq F\left( \|u(t_0)\|_{L^\infty(\Omega)} \right) \leq (1 + K_0) \frac{\|u(t_0)\|_{L_{1\gamma}^1(\Omega)}^{2s\delta_{1,\gamma}}}{t_0^{m_1(N+\gamma)\delta_{1,\gamma}}}, \quad \text{for all } t_0 \geq \|u(t_0)\|_{L_{1\gamma}^1(\Omega)}. \tag{6.6}
\]
We have proven (6.5) with \( K_7 = (1 + K_6)/|L F(1)| \) when \( t_0 = t_0 \).

When \( 0 \leq t_0 < t_0 \) we obtain (6.5) using the “quasi” monotonicity of the \( L^1_\delta \)–norm, namely that
\[
\|u(t_0)\|_{L^1_\delta(\Omega)} \leq C_{1,\gamma}\|u(t)\|_{L^1_\delta(\Omega)}
\]
for \( 0 \leq t_0 \leq t_0 \), see formula (8.14) of Proposition 8.2.

Finally, we can provide a more explicit condition. Indeed, a close inspection of the proof reveals that the true condition for bounds (6.5) to hold is \( t \geq \|u(t)\|_{L^1_\delta(\Omega)}^{2+\gamma} \). Thanks to the absolute bounds of Theorem 5.2, we then get that
\[
\|u(t)\|_{L^1_\delta(\Omega)} \leq \frac{K}{t^{m+1}} \leq t^{\frac{N+\gamma}{2}} \quad \text{is implied by} \quad t^{\frac{1}{1-m}} = t^{\frac{N+\gamma}{2}} \geq (K_1 \|\delta\|_{L^1(\Omega)})^6,
\]
therefore, the bounds (6.7) hold for any \( t \geq (K_1 \|\delta\|_{L^1(\Omega)})^{\delta_1,\gamma(m-1)} \), where \( K_1 > 0 \) is the universal constant given in Theorem 5.2.

- Weighted smoothing effect for small times. When \( t_0 \leq \|u(t_0)\|_{L^1(\Omega)}^{2+\gamma} \), then \( i = 0 \), and \( U_\gamma(t_0, t_0) \geq 1 \). We split two cases, namely \( \|u(t_0)\|_{L^1(\Omega)} \leq U_\gamma(t_0, t_0) \) and \( \|u(t_0)\|_{L^1(\Omega)} \geq U_\gamma(t_0, t_0) \). In the first case, there is nothing to prove, indeed
\[
\|u(t_0)\|_{L^1(\Omega)} \leq U_\gamma(t_0, t_0) \quad \text{means} \quad \|u(t_0)\|_{L^1(\Omega)} \leq \|u(t_0)\|_{L^1_\delta(\Omega)}^{2+\gamma} ,
\]
which is (6.4) with \( K_7 = 1 \). In the second case, we take \( \|u(t_0)\|_{L^1(\Omega)} \geq U_\gamma(t_0, t_0) \geq 1 \). By Lemma 10.1 \( F(X) \geq F(1)X^{m_0} \) when \( X \geq 1 \), so that
\[
F(\|u(t_0)\|_{L^1(\Omega)}) \geq F(1)\|u(t_0)\|_{L^1(\Omega)}^{m_0}.
\]
We have proven (6.4) with \( K_7 = (1 + K_6)/|L F(1)| \). Finally we can put \( K_7 := 1 \vee (1 + K_6)/F(1) \). \( \Box \)

As a further corollary of Theorem 6.1, we get the following reverse in time smoothing effects.

Corollary 6.4 (Backward Smoothing effects) As a consequence of (K2) hypothesis, there exists a constant \( K_7 > 0 \) such that the following estimates hold true for all \( t, h > 0 \):

**Backward \( L^1 \) – \( L^\infty \)-weighted smoothing effect for small times:**
\[
\|u(t)\|_{L^\infty(\Omega)} \leq 2K_7 \left( 1 \vee \frac{h}{t} \right) \|u(t+h)\|_{L^1_\delta(\Omega)}^{2+\gamma} \|u(t)\|_{L^1_\delta(\Omega)}^{-1} \quad \text{for all} \quad 0 \leq t \leq \|u(t)\|_{L^1_\delta(\Omega)}^{2+\gamma} . \quad (6.6)
\]

**Backward \( L^1 \) – \( L^\infty \)-weighted smoothing effect for large times:**
\[
\|u(t)\|_{L^\infty(\Omega)} \leq 2K_7 \left( 1 \vee \frac{h}{t} \right) \|u(t+h)\|_{L^1_\delta(\Omega)}^{2+\gamma} \|u(t)\|_{L^1_\delta(\Omega)}^{-1} \quad \text{for all} \quad t \geq \|u(t)\|_{L^1_\delta(\Omega)}^{2+\gamma} . \quad (6.7)
\]

Moreover, the condition \( t \geq \|u(t)\|_{L^1_\delta(\Omega)}^{2+\gamma} \), is implied by \( t \geq (K_1 \|\delta\|_{L^1(\Omega)})^{\delta_1,\gamma(m-1)} \).
Remarks. The constant $K_1 > 0$ do not depend on $u$ and is given in Theorem 6.1. $K_1 > 0$ is the universal constant of Theorem 5.2. Moreover, for $\gamma = 0$ we obtain the smoothing effects for $u_0 \in L^1(\Omega)$, as consequence only of $(K1)$ bounds, and the above formulas hold replacing $\| \cdot \|_{L^1_\delta(\Omega)}$ with $\| \cdot \|_{L^1(\Omega)}$.

Proof of Corollary 6.6. We use the monotonicity estimates given by Theorem 2.1, namely (2.3), which imply that the function $t \mapsto t^{\frac{1}{\gamma}} u(t, x) = t^{\frac{1}{\gamma} - 1} u(t, x)$ is nondecreasing in $t > 0$ for a.e. $x \in \Omega$. Indeed we have that for all $h \geq 0$ and $t \geq 0$:

$$\|u(t)\|_{L^1_\delta(\Omega)}^{2s \vartheta_1, \gamma} \leq \left(\frac{t + h}{t}\right)^{2s \vartheta_1, \gamma} \|u(t + h)\|_{L^1_\delta(\Omega)}^{2s \vartheta_1, \gamma} \leq 2 \left(1 + \frac{h}{t}\right)^{2s \vartheta_1, \gamma} \|u(t + h)\|_{L^1_\delta(\Omega)}^{2s \vartheta_1, \gamma} $$

The proof is concluded once we apply the above inequality to the smoothing effects of Theorem 6.1 with $t_0 = t$. □

Remark. As a concluding remark for this section about upper estimates, we shall observe that in order to get estimates for $F(u) \in L^1\left((0, \infty) : L^1_\delta(\Omega)\right)$, a space required by our concept of solution, we need both the absolute bound and the smoothing effect of Theorems 5.2 and 6.1 respectively. Let $t_0 = \|u(t_0)\|_{L^1_\delta(\Omega)}^{2s \vartheta_1, \gamma}$

$$0 \leq \int_0^\infty \int_\Omega F(u(t, x)) \delta_\gamma(x) \, dx \, dt \leq \int_0^{t_0} \int_\Omega F(u(t, x)) \delta_\gamma(x) \, dx \, dt + \int_{t_0}^\infty \int_\Omega F(u(t, x)) \delta_\gamma(x) \, dx \, dt \leq \int_0^{t_0} \int_\Omega F(u(t, x)) \delta_\gamma(x) \, dx \, dt + \int_{t_0}^\infty \int_\Omega F(u(t, x)) \delta_\gamma(x) \, dx \, dt \leq +\infty$$

(6.8)

the first integral is finite since $(N + \gamma)(m_0 - 1) \vartheta_1, \gamma < 1$ and the second since $m_i / (m_i - 1) > 1$. We have also used the “quasi” monotonicity of the $L^1_\delta(\Omega)$-norm, see formula (8.14) of Proposition 8.2.

7 Mild solutions vs weak dual solutions

In this section we are going to prove that the class $\mathcal{S}_\varphi$ of weak dual solutions for which our estimates hold (at the first step of the proofs) contains all mild solutions with initial data $u_0 \in L^p(\Omega)$. To this end we prove two propositions which have their own interest, and when joined together they prove our claim. The first proposition proves that the $L^p$-norm of the mild solution constructed in Theorem 2.1 is non-increasing in time, therefore $u(t) \in L^p(\Omega)$ when $u_0$ does. The second proposition shows that mild solutions are indeed weak dual solutions according to Definition 4.1 when $u_0 \in L^p(\Omega)$, with $p \in [1, \infty]$.

Proposition 7.1 (Semigroup solutions belong to $L^p(\Omega)$ when $u_0$ does) Let $u$ be the unique semigroup (mild) solution corresponding to the initial datum $u_0 \in L^p(\Omega)$ with $p \geq 1$, as in Theorem 2.1. Then $u(t) \in L^p(\Omega)$ for all $t > 0$, more precisely $\|u(t)\|_{L^p(\Omega)} \leq \|u_0\|_{L^p(\Omega)}$.

Proof. If $p = 1$ the result is true since the semigroup is contractive on $L^1$. From now on let us fix $1 < p < \infty$ and assume $u_0 \in L^p(\Omega)$. Indeed, it is not restrictive to assume $u_0 \in L^\infty(\Omega) \subset L^p(\Omega)$; consider an approximating sequence $u_{0,j} \in L^\infty(\Omega)$ that converges strongly to $u_0 \in L^p(\Omega)$ for which $\|u_j(t)\|_{L^p(\Omega)} \leq \|u_{0,j}\|_{L^p(\Omega)}$; letting $j \to \infty$ we obtain $\|u(t)\|_{L^p(\Omega)} \leq \|u_0\|_{L^p(\Omega)}$, using the lower
semicontinuity of the norm. Once the result is true for all \( p > 1 \) then the case \( p = \infty \) follows by taking the limit \( p \to \infty \).

Assume that \( u_0 \in \text{L}^{\infty}(\Omega) \) and \( 1 < p < \infty \). The semigroup (mild) solutions of Theorem 2.1 are obtained via an implicit time discretization method (or via the Crandall-Liggett theorem), as follows. Consider the following partition of \([0, T]\)

\[ t_k = \frac{k}{n} T, \quad \text{for any } 0 \leq k \leq n \quad \text{(recall that } t_0 = 0 \text{ and } t_n = T) \]

and let finally \( h = t_{k+1} - t_k = T/n \). For any \( t \in (0, T) \), the (unique) semigroup solution \( u(t, \cdot) \) is obtained as the limit in \( \text{L}^1(\Omega) \) of the solutions \( u_{k+1}(\cdot) = u(t_{k+1}, \cdot) \) which solve the following elliptic equation (\( u_k \) is the datum, is given by the previous iterative step)

\[ h\mathcal{L}F(u_{k+1}) + u_{k+1} = u_k \quad \text{or equivalently} \quad \frac{u_{k+1} - u_k}{h} = -\mathcal{L}F(u_{k+1}). \quad (7.1) \]

Moreover, since we are assuming \( u_0 \in \text{L}^{\infty}(\Omega) \), all the approximations \( u_k \in \text{L}^{\infty}(\Omega) \). This is a consequence of the rather standard elliptic estimates, see the proofs of [23] for more details.

We multiply the above equation by \( u_{k+1}^{p-1} = u^{p-1}(t_{k+1}, \cdot) \), we integrate and we sum over \( k \): we obtain by rearranging the sums

\[ -\int_{\Omega} u_{k+1}^{p-1} \mathcal{L}F(u_{k+1}) \, dx = \int_{\Omega} (u_{k+1} - u_k)u_{k+1}^{p-1} \, dx \quad (7.2) \]

We first observe that as a consequence of Assumption (A2'), we have that

\[ \int_{\Omega} u_{k+1}^{p-1} \mathcal{L}F(u_{k+1}) \, dx = \int_{\Omega} F\left(w_{k+1}^{\frac{1}{p-1}}\right) Lw \, dx = \int_{\Omega} \beta(w)Lw \, dx \geq 0 \]

notice that we have let \( w = u_{k+1}^{p-1} \), and the above inequality is true by (A2') since the function \( w \mapsto \beta(w) = F\left(w_{k+1}^{\frac{1}{p-1}}\right) \) is a monotone and continuous real function with \( \beta(0) = 0 \) for all \( p > 1 \), since both parts are increasing. Since \( w \) and \( Lw \in \text{L}^{\infty}(\Omega) \) we can apply (A2'). Therefore,

\[ \int_{\Omega} u_{k+1}^{p-1} \, dx \leq \int_{\Omega} u_k u_{k+1}^{p-1} \, dx \quad (7.3) \]

so that by Hölder inequality, we get \( \|u_{k+1}\|_{\text{L}^p(\Omega)} \leq \|u_k\|_{\text{L}^p(\Omega)} \) for every \( k \). Letting \( k \to \infty \) we obtain the monotonicity of the \( L^p \) norm for mild solutions.

**Proposition 7.2 (Semigroup solutions are weak dual solutions)** Let \( u \) be the unique semigroup (mild) solution corresponding to the initial datum \( u_0 \in \text{L}^1(\Omega) \), as in Theorem 2.1. Then \( u \) is a weak dual solution in the sense of Definition 4.1.

**Proof.** Assume that \( u_0 \in \text{L}^{\infty}(\Omega) \). The semigroup (mild) solutions of Theorem 2.1 are obtained via an implicit time discretization method (or via the Crandall-Liggett theorem), as follows. Consider the following partition of \([0, T]\)

\[ t_k = \frac{k}{n} T, \quad \text{for any } 0 \leq k \leq n \quad \text{(recall that } t_0 = 0 \text{ and } t_n = T) \]

Proposition 7.2 (Semigroup solutions are weak dual solutions)
and let finally $h = t_{k+1} - t_k = T/n$. For any $t \in (0, T)$, the (unique) semigroup solution $u(t, \cdot)$ is obtained as the limit in $L^1(\Omega)$ of the solutions $u_{k+1} = u(t_{k+1}, \cdot)$ which solve the following elliptic equation ($u_k$ is the datum, is given by the previous iterative step)

$$h\mathcal{L}F(u_{k+1}) + u_{k+1} = u_k \quad \text{or equivalently} \quad \frac{u_{k+1} - u_k}{h} = -\mathcal{L}F(u_{k+1}). \quad (7.4)$$

Moreover, since we are assuming $u_0 \in L^\infty(\Omega)$, all the approximations $u_k \in L^\infty(\Omega)$. This is a consequence of the rather standard elliptic estimates, see the proofs of [23] for more details.

Therefore we can apply $\mathcal{L}^{-1}$ to both members, to obtain

$$hF(u_{k+1}) + \mathcal{L}^{-1}u_{k+1} = \mathcal{L}^{-1}u_k \quad \text{or equivalently} \quad \frac{\mathcal{L}^{-1}u_{k+1} - \mathcal{L}^{-1}u_k}{h} = -F(u_{k+1}). \quad (7.5)$$

Multiply both members of equality (7.5) by $\psi_k = \psi(t_k, \cdot)$ where $\psi$ is an admissible test function in the sense of Definition 4.1, namely $\psi/\delta \in \mathcal{C}^1_c((0, T) : L^\infty(\Omega))$; an integration over $\Omega$ and summation over $k$ gives

$$\sum_{k=0}^{n-1} \int_\Omega (\mathcal{L}^{-1}u_{k+1} - \mathcal{L}^{-1}u_k) \psi_k \, dx = \sum_{k=0}^{n-1} h \int_\Omega F(u_{k+1}) \psi_k \, dx. \quad (7.6)$$

Notice that it is not restrictive to assume (at least for $n$ large)

$$\psi_1 = \psi(t_1, \cdot) = \psi(T/n, \cdot) = 0 \quad \text{and} \quad \psi(T, \cdot) = 0. \quad (7.7)$$

since $\psi$ is compactly supported (in time) in $(0, T)$. Next we observe that:

$$\sum_{k=0}^{n-1} \int_\Omega (\mathcal{L}^{-1}u_{k+1} - \mathcal{L}^{-1}u_k) \psi_k \, dx = \int_\Omega (\psi_n \mathcal{L}^{-1}u_n - \psi_1 \mathcal{L}^{-1}u_0) \, dx - \sum_{k=1}^{n-1} \int_\Omega (\psi_{k+1} - \psi_k) \mathcal{L}^{-1}u_k \, dx, \quad (7.8)$$

combining this with (7.6) we get:

$$\int_\Omega (\psi_n \mathcal{L}^{-1}u_n - \psi_1 \mathcal{L}^{-1}u_0) \, dx - \sum_{k=1}^{n-1} \int_\Omega (\psi_{k+1} - \psi_k) \mathcal{L}^{-1}u_k \, dx = -\sum_{k=0}^{n-1} h \int_\Omega F(u_{k+1}) \psi_k \, dx. \quad (7.9)$$

We recognize two Riemann sums in the above expression, so that letting $n \to \infty$ gives

$$\sum_{k=1}^{n-1} \int_\Omega (\psi_{k+1} - \psi_k) \mathcal{L}^{-1}u_k \, dx = \sum_{k=1}^{n-1} h \int_\Omega \frac{\psi_{k+1} - \psi_k}{h} \mathcal{L}^{-1}u_k \, dx \xrightarrow{n \to \infty} \int_0^T (\partial_t \psi) \mathcal{L}^{-1}(u) \, dx \, dt$$

and

$$\sum_{k=0}^{n-1} h \int_\Omega F(u_{k+1}) \psi_k \, dx \xrightarrow{n \to \infty} \int_0^T \int_\Omega F(u) \psi \, dx \, dt$$

Therefore, taking limits as $n \to \infty$ in (7.6) gives:

$$\lim_{n \to \infty} \int_\Omega (\psi_n \mathcal{L}^{-1}u_n - \psi_1 \mathcal{L}^{-1}u_0) \, dx = \int_0^T \int_\Omega \mathcal{L}^{-1}(u) \partial_t \psi \, dx \, dt - \int_0^T \int_\Omega F(u) \psi \, dx \, dt. \quad (7.10)$$
If we prove that the limit in the left hand side is zero, then \( u \) would be a weak dual solution and the proof would be concluded. Firstly, since by (7.7) we have 
\[ \psi(t_1) = \psi(T/n) = 0 \] (at least for \( n \) large), we easily get that
\[ \int_\Omega \psi_1 \mathcal{L}^{-1} u_0 \, dx = 0. \]
The same argument proves that
\[ \lim_{n \to \infty} \int_\Omega \psi_n \mathcal{L}^{-1} u_n \, dx = \int_\Omega \psi(T, x) \mathcal{L}^{-1} u(T, x) \, dx = 0. \]
We still have to check the way the initial data are taken. We know that mild solutions satisfy 
\( u \in C([0, T] : L^1(\Omega)). \) Since \( L^1(\Omega) \subset L^1_{\delta, \gamma}(\Omega), \) we obtain the regularity that is needed in Definition 4.1 of weak dual solutions to (CDP).

**Corollary 7.3 (Semigroup solutions with \( u_0 \in L^p \) are weak dual solutions)** Let \( u \) be the unique semigroup (mild) solution corresponding to the initial datum \( u_0 \in L^p(\Omega) \) with \( p \geq 1, \) constructed in Theorem 2.1. Then \( u \) is a weak dual solution in the sense of Definition 4.1 and is contained in the class \( \mathcal{S}_p. \)

**Proof.** Since \( u_0 \in L^p(\Omega) \) with \( p \geq 1, \) then by Proposition 7.1 we know that the unique semigroup (mild) solution \( u(t) \) still belongs to \( L^p(\Omega) \) for all \( t > 0. \) Moreover, by Proposition 7.2 we know that such semigroup solution is also a weak dual solution, which still belongs to \( L^p(\Omega) \) for all \( t \geq 0, \) therefore is contained in the class \( \mathcal{S}_p. \)

**8 Weighted \( L^1 \)-estimates**

As an interesting application of the weighted smoothing effects, we obtain the following \( L^1 \)-weighted estimates, which will play an essential role in the existence proof, Theorem 4.4. Though they are not contractivity statements, they will play the role of weighted \( L^1 \)-contractivity estimates when applied to ordered pairs of solutions.

In order to simplify the presentation, we first treat the case in which \( \mathcal{L} \) has a first nonnegative eigenfunction \( \Phi_1; \) we recall that \( \Phi_1 \approx \delta_\gamma \) on \( \overline{\Omega}, \) under the running assumption (K2).

**Proposition 8.1** Let \( u \geq v \) be two ordered weak dual solutions to the Problem (CDP) corresponding to the initial data \( 0 \leq u_0, v_0 \in L^1_{\Phi_1}(\Omega). \) Then for all \( t_1 \geq t_0 \geq 0 \)
\[ \int_\Omega [u(t_1, x) - v(t_1, x)] \Phi_1(x) \, dx \leq \int_\Omega [u(t_0, x) - v(t_0, x)] \Phi_1(x) \, dx. \] (8.1)

Moreover, for all \( 0 \leq \tau_0 \leq \tau, t + \infty \) such that either \( t, \tau \leq K_0 \) or \( \tau_0 \geq K_0, \) we have
\[ \int_\Omega [u(\tau, x) - v(\tau, x)] \Phi_1(x) \, dx \leq \int_\Omega [u(t, x) - v(t, x)] \Phi_1(x) \, dx \]
\[ + K_8 [u(\tau_0)] |t - \tau|^{2s_\delta_1, \gamma} \int_\Omega [u(\tau_0, x) - v(\tau_0, x)] \Phi_1(x) \, dx \] (8.2)
where \( i = 0 \) if \( t, \tau \leq \|u(\tau_0)\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s}{(d+\gamma)(m_i-1)d_i,\gamma}} \) and \( i = 1 \) if \( t, \tau \geq \|u(\tau_0)\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s}{d+\gamma}} \), and

\[
K_8[u(\tau_0)] := \frac{\lambda_1(\kappa \lor 1) F(K_7)}{2s\delta_{i,\gamma}} \left\| u(\tau_0) \right\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s(m_i-1)d_i,\gamma}} := K_9(u(\tau_0))_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s(m_i-1)d_i,\gamma}} \quad (8.3)
\]

and \( K_7 > 0 \) is given in Theorem 6.1, \( \kappa \) in Lemma (10.1), and \( K_0 \) in Theorem 5.2.

**Remark.** Formula (8.3) is the only part of the Theorem needed in the proof of the smoothing effects, Theorem 6.1 and its use implies no circularity.

**Proof of Proposition 8.1.** We split it into several steps.

- **Step 1. Monotonicity.** We begin by applying to \( u \) and \( v \) separately the definition of very weak solution \( \Phi_1 \) in Theorem 10.2 of Step 1 of the proof of Proposition 5.1 with the admissible test function \( \psi = \Phi_1 \) (recall that \( \mathcal{L}^{-1} \Phi_1 = \lambda_1^{-1} \Phi_1 \geq 0 \)); therefore we get for any \( t, t_0 \geq 0 \)

\[
\int_{\Omega} [u(t_0, \cdot) - v(t_0, \cdot)] \Phi_1 \, dx - \int_{\Omega} [u(t, \cdot) - v(t, \cdot)] \Phi_1 \, dx = \lambda_1 \int_{0}^{t} \int_{\Omega} (F(u) - F(v)) \Phi_1 \, dx \, d\tau \quad (8.4)
\]

From this equality, the fact that \( F \) is increasing, and the fact that solutions are ordered, namely \( u - v \geq 0 \), it immediately follows the monotonicity property

\[
\int_{\Omega} [u(t, x) - v(t, x)] \Phi_1(x) \, dx \leq \int_{\Omega} [u(\tau, x) - v(\tau, x)] \Phi_1(x) \, dx, \quad \text{for all } 0 \leq \tau \leq t. \quad (8.5)
\]

The above inequality with \( v = 0 \), implies the monotonicity of the \( L_{K_{\Phi_1}}^1 \) norm: \( \|u(t)\|_{L_{K_{\Phi_1}}^1(\Omega)} \leq \|u(\tau)\|_{L_{K_{\Phi_1}}^1(\Omega)} \), for all \( 0 \leq \tau \leq t \).

- **Step 2.** We are going to prove the following inequality, valid for all \( 0 \leq v \leq u \),

\[
F(u) - F(v) \leq K_7'(u - v) \frac{\|u(\tau_0)\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s(m_i-1)d_i,\gamma}}}{t^{(d+\gamma)(m_i-1)d_i,\gamma}} \quad \text{with } K_7' = (\kappa \lor 1) F(K_7). \quad (8.6)
\]

with \( i = 1 \) if \( t \geq \|u(\tau_0)\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s}{d+\gamma}} \) and \( i = 0 \) if \( t \leq \|u(\tau_0)\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s}{d+\gamma}} \).

Since \( F \) is convex, therefore \( F(u) \leq u F'(u) \leq F(2u) \) for all \( u \geq 0 \), moreover, Lemma 10.1 implies that for any \( r_0 \geq 0 \), we have \( F(x) \leq \kappa \lor 1 F(2r_0)(x/(2r_0))^{m_i} \) with \( i = 0 \) if \( x \in [0, 2r_0] \) and \( i = 1 \) if \( x \geq 2r_0 \). Therefore we have

\[
F'(U) \leq \frac{F(2U)}{U} \leq (\kappa \lor 1) \frac{F(r_0)}{r_0^{m_i-1}} U^{m_i-1}, \quad \text{with } i = 0 \text{ if } U \in [0, r_0] \text{ and } i = 1 \text{ if } U \geq r_0. \quad (8.7)
\]

As a consequence, we obtain that for any \( 0 \leq v \leq u \leq U \):

\[
F(u) - F(v) \leq F'(u)(u - v) \leq F'(U)(u - v) \leq (\kappa \lor 1) \frac{F(r_0)}{r_0^{m_i-1}} U^{m_i-1}(u - v) \quad (8.7)
\]

since \( F \) is convex, therefore the function \( F' \) is non-decreasing.

Next, we recall the weighted smoothing effect (6.1), namely for all \( 0 \leq \tau_0 \leq t \) we have

\[
\|u(t)\|_{L^\infty(\Omega)} \leq K_7 \frac{\|u(\tau_0)\|_{L_{K_{\Phi_1}}^1(\Omega)}^{\frac{2s}{d+\gamma}j_i,\gamma}}{t^{(d+\gamma)d_i,\gamma}} := U_j, \quad \text{for all } t \geq 0. \quad (8.8)
\]
with \( j = 1 \) if \( t \geq \|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2/7} \) and \( j = 0 \) if \( t \leq \|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2/7} \), which is equivalent to \( j = 1 \) if \( U_j \leq K_7 \) and \( j = 0 \) if \( U_j \geq K_7 \). As a consequence, we can choose \( \tau_0 = K_7 \) so that we can let \( i = j \) and we can join (8.7) with (8.8) to obtain

\[
F(u) - F(v) \leq (\mathcal{R} \vee 1) \frac{F(K_7)}{K_7^{m_i - 1}} u^{m_i - 1} (u - v) = (\mathcal{R} \vee 1) \frac{F(K_7)}{K_7^{m_i - 1}} \frac{\|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2s(m_i - 1)\vartheta_i,\gamma}}{t^{(d+\gamma)(m_i - 1)\vartheta_i,\gamma}} (u - v) \quad (8.9)
\]

with \( j = 1 \) if \( t \geq \|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2/7} \) and \( j = 0 \) if \( t \leq \|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2/7} \). This concludes the proof of (8.6).

- **Step 3.** The final step consists in applying the inequality of Step 2 to estimate the right hand side of formula (8.4). Let \( 0 \leq \tau_0 \leq t_0 \leq t \), such that either \( t_0, t_1 \leq \|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2/7} \) (hence \( i = 0 \)) or \( t_1, t_0 \geq \|u(\tau_0)\|_{L_{1/3}^1(\Omega)}^{2/7} \) (hence \( i = 1 \)). As a consequence, in what follows the index \( i \) will not change. Then we can estimate

\[
\int_{t_0}^{t} \int_{\Omega} (F(u) - F(v)) \Phi_1 \, dx \, d\tau \leq K_7^{2s(m_i - 1)\vartheta_i,\gamma} \left( \frac{(t - t_0)^{2s\vartheta_i,\gamma}}{2s\vartheta_i,\gamma} \right) \int_{\Omega} (u(\tau_0,x) - v(\tau_0,x)) \Phi_1(x) \, dx \quad (8.10)
\]

where in the last step we have used the monotonicity inequality (8.5) of Step 1, together with

\[
\int_{t_0}^{t} \frac{1}{\tau^{(d+\gamma)(m_i - 1)\vartheta_i,\gamma}} \, d\tau = \frac{1}{2s\vartheta_i,\gamma} \left( (2s\vartheta_i,\gamma) - t_0^{2s\vartheta_i,\gamma} \right) \leq \frac{(t - t_0)^{2s\vartheta_i,\gamma}}{2s\vartheta_i,\gamma}
\]

the last step is valid since \( 2s\vartheta_i,\gamma \leq 1 \). Plugging inequality (8.10) into (8.4) gives for all \( t, t_0 \geq \tau \):

\[
\left| \int_{\Omega} (u(t_0, x) - v(t_0, x)) \Phi_1(x) \, dx - \int_{\Omega} (u(t, x) - v(t, x)) \Phi_1(x) \, dx \right| \leq \lambda_1 K_7^{2s(m_i - 1)\vartheta_i,\gamma} \left( \frac{(t - t_0)^{2s\vartheta_i,\gamma}}{2s\vartheta_i,\gamma} \right) \int_{\Omega} (u(\tau_0, x) - v(\tau_0, x)) \Phi_1(x) \, dx \quad (8.11)
\]

which implies (8.2). The constant \( K_8[u(\tau_0)] = \lambda_1 K_7^{2s(m_i - 1)\vartheta_i,\gamma}/(2s\vartheta_i,\gamma) \), has the form given in (8.3). \( \square \)

### 8.1 More general operators

In the case in which \( \mathcal{L} \) does not have a first eigenfunction \( \Phi_1 \) the results of Proposition 8.1 continue to hold for different weights. Indeed we observe that taking any nonnegative function \( \psi \in L^\infty(\Omega) \), thanks to assumption (K2) it is easy to show that \( \mathcal{L}^{-1}\psi \geq 0 \) and

\[
\mathcal{L}^{-1}\psi(x) \geq \delta_\gamma(x) \quad \text{for a.e. } x \in \Omega. \quad (8.12)
\]

This will imply the monotonicity of some \( L^1 \)-weighted norm. Let’s put \( \Psi_1 = \mathcal{L}^{-1}\delta_\gamma \), which bears some similarity with the formula \( \Phi_1 = \lambda_1^{-1}\mathcal{L}^{-1}\Phi_1 \).
Proposition 8.2 Let \( u \geq v \) be two ordered weak dual solutions to the Problem (CDP) corresponding to the initial data \( 0 \leq u_0, v_0 \in L^1_{\delta,\gamma}(\Omega) \). Then for all \( 0 \leq \psi \in L^\infty(\Omega) \)

\[
\int_\Omega [u(t, x) - v(t, x)] \mathcal{L}^{-1}\psi(x) \, dx \leq \int_\Omega [u(\tau, x) - v(\tau, x)] \mathcal{L}^{-1}\psi(x) \, dx, \quad \text{for all } 0 \leq \tau \leq t. \tag{8.13}
\]

As a consequence, there exists a constant \( C_{\Omega,\gamma} > 0 \) such that

\[
\int_\Omega [u(t, x) - v(t, x)] \delta_\gamma(x) \, dx \leq C_{\Omega,\gamma} \int_\Omega [u(\tau, x) - v(\tau, x)] \delta_\gamma(x) \, dx, \quad \text{for all } 0 \leq \tau \leq t. \tag{8.14}
\]

Moreover, for all \( 0 \leq \tau_0 \leq \tau, t < +\infty \) such that either \( t, \tau \leq K_{9} \) or \( \tau_0 \geq K_{9} \), we have

\[
\int_\Omega [u(t, x) - v(t, x)] \Psi_1(x) \, dx \leq \int_\Omega [u(t, x) - v(t, x)] \Psi_1(x) \, dx + K_{8}[u(\tau_0)] |t - \tau|^{2s\vartheta_{i,\gamma}} \int_\Omega [u(\tau_0, x) - v(\tau_0, x)] \delta_\gamma(x) \, dx \tag{8.15}
\]

where \( i = 0 \) if \( t, \tau \leq \|u(\tau_0)\|_{L^2_{\delta,\gamma}(\Omega)}^{2s} \) and \( i = 1 \) if \( t, \tau \geq \|u(\tau_0)\|_{L^2_{\delta,\gamma}(\Omega)}^{2s} \), and

\[
K_{8}[u(\tau_0)] := \frac{\lambda_1(\xi \vee 1)}{2s\vartheta_{i,\gamma}} F(K_7) \|u(\tau_0)\|_{L^2_{\delta,\gamma}(\Omega)}^{2s(m_i-1)\vartheta_{i,\gamma}} := K_{9}\|u(\tau_0)\|_{L^2_{\delta,\gamma}(\Omega)}^{2s(m_i-1)\vartheta_{i,\gamma}} \tag{8.16}
\]

and \( K_{7} > 0 \) is given in Theorem 6.1 \( \xi \) in Lemma 10.1, and \( K_{9} \) in Theorem 5.2.

Proof. We split several steps.

- **Step 1. Monotonicity.** We begin by applying to \( u \) and \( v \) separately the definition of very weak solution [4.1] in the form given in formula [10.2] of Step 1 of the proof of Proposition 5.1 with the admissible test function \( 0 \leq \psi \in L^\infty(\Omega) \) (recall that \( \mathcal{L}^{-1}\psi \geq 0 \)); therefore we get for any \( t \geq t_0 \geq 0 \)

\[
\int_\Omega [u(t_0, x) - v(t_0, x)] \mathcal{L}^{-1}\psi(x) \, dx - \int_\Omega [u(t, x) - v(t, x)] \mathcal{L}^{-1}\psi(x) \, dx
\]

\[
= \int_{t_0}^{t} \int_\Omega [F(u(\tau, x)) - F(v(\tau, x))] \psi(x) \, dx \, d\tau \geq 0. \tag{8.17}
\]

From this equality, the fact that \( F \) is increasing, and the fact that solutions are ordered, namely \( u - v \geq 0 \), it immediately follows the monotonicity property \( \text{(8.13)} \). Notice that letting \( v = 0 \), gives the monotonicity of the \( L^1_{\mathcal{L}^{-1}\psi} \) norm of \( u(t, \cdot) : \|u(t)\|_{L^1_{\mathcal{L}^{-1}\psi}(\Omega)} \leq \|u(\tau)\|_{L^1_{\mathcal{L}^{-1}\psi}(\Omega)} \), for all \( 0 \leq \tau \leq t \).

Finally, as a consequence of \( \text{(8.13)} \) and \( \text{(8.12)} \) we get \( \text{(8.14)} \).

- **Step 2 and 3.** We can repeat Step 2 and 3 of the proof of Proposition 8.1, to estimate the right-hand side of \( \text{(8.17)} \), just by replacing \( \Phi_1 \) with \( \psi \), we therefore get

\[
\int_{t_0}^{t} \int_\Omega (F(u) - F(v)) \psi \, dx \, d\tau \leq K_{7}'\|u(\tau_0)\|_{L^1_{\delta,\gamma}(\Omega)}^{2s(m_i-1)\vartheta_{i,\gamma}} |t - t_0|^{2s\vartheta_{i,\gamma}} \int_\Omega (u(\tau_0, x) - v(\tau_0, x)) \psi(x) \, dx
\]

which combined with \( \text{(8.17)} \), gives \( \text{(8.15)} \), once we recall that \( \mathcal{L}^{-1}\delta_\gamma \asymp \delta_\gamma \).
9 Proof of existence and uniqueness of weak dual solutions

Proof of Theorem 4.4 (Existence)

- **Step 1.** **Construction of limiting solutions via monotone sequences of bounded mild solutions.** We consider general data \( u_0 \geq 0 \), and construct a limiting solution by approximation from below with \( \mathcal{L}^\infty \)-mild solutions. We consider a monotone non-decreasing sequence \( 0 \leq u_{0,n} \leq u_{0,n+1} \leq u_0 \), with \( u_{0,n} \in \mathcal{L}^\infty(\Omega) \), monotonically converging from below to \( u_0 \in \mathcal{L}^1_{\delta_t}(\Omega) \) in the topology of \( \mathcal{L}^1_{\delta_t}(\Omega) \). By Theorem 2.1 we know that to every \( u_{0,n} \) corresponds a unique mild solution \( u_n(t,x) \in \mathcal{L}^\infty(\Omega) \) for all \( t > 0 \), by Proposition 7.1. Next, by Proposition 7.2 we know that mild solutions are weak dual solutions in the sense of Definition 4.1. Moreover, since comparison holds for mild solutions (cf. Theorem 2.1), then the sequence \( u_n(t,x) \) is ordered, namely \( u_n(t,x) \leq u_{n+1}(t,x) \) for all \( x \in \Omega \) and \( t > 0 \). We have that \( u_n \in \mathcal{S}_\infty \), therefore all the upper estimates of Theorems 5.2 and 6.1 together with their corollaries, hold true for \( u_n \). In particular, since the absolute upper bounds of Theorem 5.2 are independent on the initial datum, we can guarantee that for any fixed \( \tau > 0 \), there exists the monotone limit \( u(t,x) = \lim_{n \to \infty} u_n(t,x) \) in \( \mathcal{L}^\infty((\tau, \infty) \times \Omega) \), and that such limit satisfies the same upper estimates of \( u_n \), by the lower semicontinuity of the \( \mathcal{L}^\infty \) norm.

- **Step 2.** Next, we prove that \( u \in \mathcal{C}^0([0,\infty) : \mathcal{L}^1_{\delta_t}(\Omega)) \). On one hand, by monotonicity estimates (2.3), namely that \( t \mapsto t^{-\frac{1}{m_0-1}} u(t,x) \) is nondecreasing in \( t > 0 \) for a.e. \( x \in \Omega \), which implies that for all \( 0 \leq t_0 \leq t_1 \)

\[
  u(t_1,x) - u(t_0,x) = \left( \frac{t_0}{t_1} \right)^{\frac{1}{m_0-1}} u(t_0,x) - u(t_0,x) = - \left[ 1 - \left( \frac{t_0}{t_1} \right)^{\frac{1}{m_0-1}} \right] u(t_0,x) \tag{9.1}
\]

which implies that the negative part \( (u(t_1,\cdot) - u(t_0,\cdot))_- \) satisfies

\[
  0 \leq (u(t_1,x) - u(t_0,x))_- \leq \left[ 1 - \left( \frac{t_0}{t_1} \right)^{\frac{1}{m_0-1}} \right] u(t_0,x) \quad \text{for all } 0 \leq t_0 \leq t_1. \tag{9.2}
\]

Integrating the above inequality with the weight \( \Psi_1 = \mathcal{L}^{-1} \delta_\gamma \), gives for all \( 0 \leq t_0 \leq t_1 \)

\[
  0 \leq \int_{\Omega} (u(t_1,x) - u(t_0,x))_- \Psi_1(x) \, dx \leq \left[ 1 - \left( \frac{t_0}{t_1} \right)^{\frac{1}{m_0-1}} \right] \int_{\Omega} u(t_0,x) \Psi_1(x) \, dx \tag{9.3}
\]

On the other hand, using the estimates (8.14) for \( u_n \leq u \), we have that for all \( \tau \geq 0 \)

\[
  0 \leq \int_{\Omega} [u(\tau,x) - u_n(\tau,x)] \delta_\gamma(x) \, dx \leq C_{\Omega,\gamma} \int_{\Omega} [u_0(x) - u_{0,n}(x)] \delta_\gamma(x) \, dx \tag{9.4}
\]

hence \( u_n(\tau) \rightarrow u(\tau) \) for all \( \tau \geq 0 \) as \( n \to \infty \) in the strong \( \mathcal{L}^1_{\delta_t} \) topology and we can pass to the limit in inequality (8.15) (with \( v = 0 \)) to obtain for all \( t_1 \geq t_0 \geq 0 \)

\[
  \left| \int_{\Omega} u(t_1,x) \Psi_1(x) \, dx - \int_{\Omega} u(t_0,x) \Psi_1(x) \, dx \right| \leq K_8[u_0] \left| t_1 - t_0 \right|^{2\alpha_{\Psi_1,\gamma}} \int_{\Omega} u(t_0,x) \Psi_1(x) \, dx \tag{9.5}
\]
Recalling that $|f| = f + 2f_-$, with $f_- = \max\{0, -f\}$, and letting $f = u(t_1, x) - u(t_0, x)$ we obtain, for all $t_1 \geq t_0 \geq 0$:

$$
\int_{\Omega} |u(t_1, x) - u(t_0, x)| \Psi_1(x) \, dx
\leq \int_{\Omega} (u(t_1, x) - u(t_0, x)) \Psi_1(x) \, dx + 2 \int_{\Omega} (u(t_1, x) - u(t_0, x)) - \Psi_1(x) \, dx
\leq \left[ K_8[u_0] |t_1 - t_0|^{2s\theta_{i,\gamma}} + 2 \left( 1 - \left( \frac{t_0}{t_1} \right)^{\frac{1}{\gamma - 1}} \right) \right] \int_{\Omega} u(t_0, x) \Psi_1(x) \, dx
$$

(9.6)

where in the last step we have used inequalities (9.3) and (9.5).

It remains to prove the continuity at $t = 0$.

$$
\int_{\Omega} |u(t, x) - u_0(x)| \Psi_1(x) \, dx \leq \int_{\Omega} |u(t, x) - u_n(t, x)| \Psi_1(x) \, dx + \int_{\Omega} |u_n(t, x) - u_0, n(x)| \Psi_1(x) \, dx
+ \int_{\Omega} |u_0, n(x) - u_0| \Psi_1(x) \, dx = (I) + (II) + (III)
$$

(9.7)

Let us fix $\varepsilon > 0$, then $(III) \leq \varepsilon/3$ if $n$ is large, by construction. Let us estimate the remaining two terms as follows. For the first term we use inequality (8.13), since by construction $u \geq u_n$, so that

$$
\int_{\Omega} |u(t, x) - u_n(t, x)| \Psi_1(x) \, dx \leq \int_{\Omega} |u_0(x) - u_0, n(x)| \Psi_1(x) \, dx = (III)
$$

As for the second term we have

$$
\int_{\Omega} |u_n(t, x) - u_0, n(x)| \Psi_1(x) \, dx \leq \|\Psi_1\|_{L^\infty(\Omega)} \int_{\Omega} |u_n(t, x) - u_0, n(x)| \, dx.
$$

and we recall that $n$ is fixed, $u_n \in C^0([0, \infty) : L^1(\Omega))$, so that the above expression goes to zero as $t \to 0$.

The above estimates show that $u \in C^0([0, \infty) : L^1_{\Psi_1}(\Omega))$. Then, since $\Psi_1 = L^{-1}\delta_x \approx \delta_\gamma$ then the weighted norms with $\Psi_1$ and $\delta_\gamma$ are equivalent and this is enough to conclude that $u \in C^0([0, \infty) : L^1_{\delta_\gamma}(\Omega))$.

As a final remark, we have showed that the solution constructed by approximation has the required properties to be in the class $S_\infty$, provided we prove that it is a weak dual solution in the sense of Definition 4.1, the latter will be proved in Step 3.

• **Step 3.** The limit solution is a weak dual solution. We have to check that for all $\psi$ such that $\psi/\delta_\gamma \in C^1_c((0, +\infty) : L^\infty(\Omega))$ the following identity holds true:

$$
\int_0^\infty \int_{\Omega} L^{-1}(u) \frac{\partial \psi}{\partial t} \, dx \, dt - \int_0^\infty \int_{\Omega} F(u) \psi \, dx \, dt = 0.
$$

(9.8)

Let us fix an admissible test function $\psi$. Proposition 7.2 shows that mild solutions are weak dual solutions in the sense of Definition 4.1, so that

$$
\int_0^\infty \int_{\Omega} L^{-1}(u_n) \frac{\partial \psi}{\partial t} \, dx \, dt = \int_0^\infty \int_{\Omega} F(u_n) \psi \, dx \, dt.
$$

(9.9)
The proof is concluded once we show that

\[
\int_0^\infty \int_\Omega \mathcal{L}^{-1}(u_n) \frac{\partial \psi}{\partial t} \, dx \, dt \xrightarrow{n \to \infty} \int_0^\infty \int_\Omega \mathcal{L}^{-1}(u) \frac{\partial \psi}{\partial t} \, dx \, dt, \tag{9.10}
\]

and also that

\[
\int_0^\infty \int_\Omega F(u_n) \psi \, dx \, dt \xrightarrow{n \to \infty} \int_0^\infty \int_\Omega F(u) \psi \, dx \, dt. \tag{9.11}
\]

○ **Proof of (9.10).** Recall that \(\psi/\delta_\gamma \in C^1_c((0,+\infty) : L^\infty(\Omega))\) and say that the time-support is contained in \([t_1, t_2]\), and recall that \(f \geq 0 \implies \mathcal{L}^{-1}f \geq 0\), so that \(\psi \geq u_n \implies \mathcal{L}^{-1}(\psi - u_n) \geq 0\) and

\[
\left| \int_0^\infty \int_\Omega \mathcal{L}^{-1}(u - u_n)(t, x) \partial_t \psi \, dx \, dt \right| \leq \int_{t_1}^{t_2} \left\| \frac{\partial \psi}{\partial \gamma} \right\|_{L^\infty(\Omega)} \int_\Omega \delta_\gamma(x) \mathcal{L}^{-1}(u - u_n)(t, x) \, dx \, dt \\
= \int_{t_1}^{t_2} \left\| \frac{\partial \psi}{\partial \gamma} \right\|_{L^\infty(\Omega)} \int_\Omega \mathcal{L}^{-1}\delta_\gamma(x)(u - u_n)(t, x) \, dx \, dt \leq C_{\Omega, \gamma} \int_{t_1}^{t_2} \left\| \frac{\partial \psi}{\partial \gamma} \right\|_{L^\infty(\Omega)} \int_\Omega (u - u_n)(t, x) \delta_\gamma(x) \, dx \, dt \\
\leq C_{\Omega, \gamma} \int_\Omega (u_0 - u_{0,n}) \delta_\gamma \, dx \int_{t_1}^{t_2} \left\| \frac{\partial \psi}{\partial \gamma} \right\|_{L^\infty(\Omega)} \, dt \xrightarrow{n \to \infty} 0
\]

where we have used the fact that \(\mathcal{L}^{-1}\) is symmetric and in the last step we have used inequality (9.4).

○ **Proof of (9.11).** Recall that \(\psi/\delta_\gamma \in C^1_c((0, +\infty) : L^\infty(\Omega))\), and say that the time-support is contained in \([t_1, t_2] \subset (0, \infty)\), so that \(\|\psi/\delta_\gamma\|_{L^\infty([t_1, t_2] \times \Omega)} \leq \kappa_1\), and

\[
\left| \int_0^\infty \int_\Omega (F(u) - F(u_n)) \psi \, dx \, dt \right| \leq \left\| \frac{\psi}{\delta_\gamma} \right\|_{L^\infty([t_1, t_2] \times \Omega)} \int_{t_1}^{t_2} \int_\Omega (F(u) - F(u_n))(t, x) \delta_\gamma(x) \, dx \, dt \\
\leq \kappa_1 \kappa_2 [u_0][t_1 - t_2]^{2s\delta_\gamma} \int_\Omega (u_0 - u_{0,n}) \delta_\gamma \, dx \xrightarrow{n \to \infty} 0
\]

where in the last step we have used inequality (8.10), namely for all \(0 \leq t_1 \leq t_2\)

\[
\int_{t_1}^{t_2} \int_\Omega (F(u) - F(v)) \delta_\gamma \, dx \, dt \leq K_\gamma'[u_0][t_1 - t_2]^{2s\delta_\gamma} \int_\Omega (u_0(x) - u_{0,n}(x)) \delta_\gamma(x) \, dx \\
:= \kappa_2[u_0][t_1 - t_2]^{2s\delta_\gamma} \int_\Omega (u_0(x) - u_{0,n}(x)) \delta_\gamma(x) \, dx. \tag{9.12}
\]

**Proof of Theorem 4.5 (Uniqueness)**

**Proof.** We keep the notations of the proof of Theorem 4.4. Assume that there exist another monotone non-decreasing sequence \(0 \leq v_{0,k} \leq v_{0,k+1} \leq u_0\), with \(v_{0,k} \in L^\infty(\Omega)\), monotonically converging from below to \(u_0 \in L^1_{\delta_\gamma}(\Omega)\) in the topology of \(L^1_{\delta_\gamma}(\Omega)\). By the same considerations as in the proof of Theorem 4.4 we can show that there exists a solution \(v(t, x) \in C^0((0, \infty) : L^1_{\delta_\gamma}(\Omega))\). We want to show that \(u = v\), where \(u\) is the solution constructed in the same way from the sequence \(u_{0,n}\). We will prove equality by proving that \(v \leq u\) and then that \(u \leq v\). To prove that \(v \leq u\) we use the estimates

\[
\int_{\mathbb{R}^d} [v_k(t, x) - u_n(t, x)]_+ \, dx \leq \int_{\mathbb{R}^d} [v_k(0, x) - u_n(0, x)]_+ \, dx \tag{9.13}
\]
which hold for all \(u_n(t, \cdot)\) and \(v_k(t, \cdot)\), since both are mild solutions constructed in Theorem 23.

Letting \(n \to \infty\) we get that

\[
\lim_{n \to \infty} \int_{\mathbb{R}^d} [v_k(t, x) - u_n(t, x)]^+ \, dx \leq \lim_{n \to \infty} \int_{\mathbb{R}^d} [v_k(0, x) - u_n(0, x)]^+ \, dx = \int_{\mathbb{R}^d} [v_k(0, x) - u_0(x)]^+ \, dx = 0
\]

since \(v_k(0, x) \leq u_0\) by construction. Therefore also \(v_k(t, x) \leq u(t, x)\) for \(t > 0\), so that in the limit \(k \to \infty\) we obtain \(v(t, x) \leq u(t, x)\). The inequality \(u \leq v\) can be obtained simply by switching the roles of \(u_n\) and \(v_k\). The validity of estimates of Proposition 8.2 is guaranteed by the above limiting process. The comparison holds by taking the limits in inequality (9.113). \(\square\)

10 Appendix

10.1 Technical Proofs

Put here the proof of the Pointwise estimates, and of the numerical lemmas for F and its Legendre transform.

10.1.1 Proof of Proposition 5.1

**Proof of Proposition 5.1** We adapt the scheme of the proof of Proposition 4.2 of [11], in which we have treated the case \(F(u) = u^m\). The proof consists of several steps.

**Step 1. **\(L^1\)-weighted estimates. We will use the definition (4.1) of weak dual solution, with a test function of the form \(\psi(t, x) = \psi_1(t)\psi_2(x)\), where \(\psi_1(t) \in C^1_c((0, +\infty))\) and \(\psi_2/\delta_\gamma \in L^\infty(\Omega)\). It follows that \(u \in C((0, \infty) : L^1_{\psi_\gamma}(\Omega)), F(u) \in L^1((0, \infty) : L^1_{\psi_\gamma}(\Omega))\) satisfies the identity

\[
\int_0^{+\infty} \psi_1'(\tau) \int_{\Omega} u(\tau, x) L^{-1}\psi_2(x) \, dx \, d\tau = \int_0^{+\infty} \psi_1(\tau) \int_{\Omega} F(u(\tau, x)) \psi_2(x) \, dx \, d\tau,
\]

(10.1)

where in the left-hand side we have used the symmetry of the operator \(L^{-1}\). Notice that the space integral on the left-hand side of the formula is bounded, because of the following argument: we write \(\psi_2 = \eta \delta_\gamma\) with \(v(x)\) bounded, and recall that \(u \geq 0\). Then,

\[
\int_{\Omega} L^{-1}u(t) \psi_2 \, dx \leq \|v\|_{L^\infty} \int_{\Omega} \delta_\gamma L^{-1}u(t) \, dx = \|v\|_{L^\infty} \int_{\Omega} u(t) L^{-1}\delta_\gamma \, dx \leq C_{\Omega, \gamma} \|v\|_{L^\infty} \int_{\Omega} u(t) \delta_\gamma \, dx.
\]

where in the last step we have used the fact that \(L^{-1}\delta_\gamma \asymp \delta_\gamma\), which follows by assumption (K2). We now want to pass to the limit in (10.11) and prove that for all \(0 \leq t_0 \leq t_1\) and for all \(\psi_2(x)\), with \(\psi_2 : \overline{\Omega} \to \mathbb{R}\) measurable and \(\|\psi_2/\delta_\gamma\|_{L^\infty(\Omega)} < +\infty\), we have

\[
\int_{\Omega} u(t_0, x) L^{-1} \psi_2(x) \, dx - \int_{\Omega} u(t_1, x) L^{-1} \psi_2(x) \, dx = \int_{t_0}^{t_1} \int_{\Omega} F(u(\tau, x)) \psi_2(x) \, dx \, d\tau,
\]

(10.2)

This is rather standard: we only need to take \(\psi_1(\tau) = \chi_{[t_0, t_1]}(\tau)\) as test function in formula (10.1), so that \(\psi_1' = \delta_{t_0}(\tau) - \delta_{t_1}(\tau)\); this can be justified by considering a smooth approximation \(\psi_{1,n} \in C^\infty_c(0, +\infty)\) so that \(\psi_{1,n} \to \chi_{[t_0, t_1]}(\tau)\) in \(L^\infty(0, +\infty)\), and so that \(\psi_{1,n}' \to \delta_{t_0}(\tau) - \delta_{t_1}(\tau)\) in the sense
of Radon measures with compact support. Clearly, these approximations are admissible test functions such that \( \psi_n/\delta_n \in C^1_c((0, +\infty) : L^\infty(\Omega)) \). Under the above assumptions, it is clear that

\[
\int_0^{+\infty} \psi_{1,n}(\tau) \int\Omega u(\tau, x)L^{-1}\psi_2(x)\,dx\,d\tau \xrightarrow{n \to \infty} \int\Omega u(t_0, x)L^{-1}\psi_2(x)\,dx - \int\Omega u(t_1, x)L^{-1}\psi_2(x)\,dx,
\]

since \( u \in C((0, \infty) : L^1_{\delta_n}(\Omega)) \) implies that \( \int\Omega u(t_1, x)L^{-1}\psi_2(x)\,dx \in C^0(0, \infty) \), and since \( \psi'_{1,n} \to \delta_{t_0}(\tau) - \delta_{t_1}(\tau) \) in the sense of Radon measures with compact support. On the other hand,

\[
\int_0^{+\infty} \psi_{1,n}(\tau) \int\Omega F(u(\tau, x))\psi_2(x)\,dx\,d\tau \xrightarrow{n \to \infty} \int_{t_0}^{t_1} \int\Omega F(u(\tau, x))\psi_2(x)\,dx\,d\tau
\]

since \( F(u) \in L^1((0, \infty) : L^1_{\delta_n}(\Omega)) \) implies that \( \int\Omega F(u(\tau, x))\psi_2(x)\,dx \in L^1(0, \infty) \), and \( \psi_{1,n} \to \chi_{[t_0, t_1]}(\tau) \) in \( L^\infty(0, +\infty) \).

- **Step 2.** *Proof of (5.1).* From (10.2) we prove estimate (5.1), by first fixing \( t_0 \in \Omega \) and then taking a sequence of nonnegative test functions \( \psi_{2,n}^{(x_0)} \) with \( \psi_{2,n}^{(x_0)} : \Omega \to \mathbb{R} \) measurable and \( \|\psi_2/\Phi_1\|_{L^\infty(\Omega)} < +\infty \), such that \( \psi_{2,n}^{(x_0)} \to \delta_{x_0} \) as \( n \to \infty \), in the sense of Radon measures. Therefore, \( L^{-1}\psi_{2,n}^{(x_0)} \to \mathbb{K}(\cdot, x_0) \) in \( L^q(\Omega) \) for all \( 0 < q < N/(N - 2s) \), so that, taking \( p = q/(q - 1) > N/(2s) \), we have that

\[
\left| \int\Omega u(\tau, x)L^{-1}\psi_{2,n}(x)\,dx - \int\Omega u(\tau, x)\mathbb{K}(x, x_0)\,dx \right| \leq \|u(\tau)\|_{L^p(\Omega)}\|L^{-1}\psi_{2,n} - \mathbb{K}(\cdot, x_0)\|_{L^q(\Omega)} \to 0
\]

as \( n \to \infty \), and we recall that \( u \in \mathcal{S} \), therefore \( u(t) \in L^p(\Omega) \) for all \( t > 0 \), with \( p > N/(2s) \). Since the right-hand side of (10.2) is non-negative, we have proved the first estimate of the Theorem, (5.1).

- **Step 3.** *Monotonicity estimates* We will use estimates (2.1) of [23], namely that the function

\[
t \mapsto \frac{1}{m_0} F(u(t, x))
\]

is nondecreasing in \( t > 0 \) for a.e. \( x \in \Omega \). (Recall also that \( \frac{1}{\mu_0} = \frac{m_0}{m_0 - 1} \))

to estimate the right-hand side of identity (10.2) from below and from above. More precisely, we will prove the following

**Claim:** For almost every \( 0 \leq t_0 \leq t_1 \leq t \), and for all \( \psi_2 \) as in Step 1, we have:

\[
\left( \frac{t_0}{t_1} \right)^{\frac{m_0}{m_0 - 1}} (t_1 - t_0) \int\Omega F(u(t_0, x))\psi_2(x)\,dx \leq \int_{t_0}^{t_1} \int\Omega F(u(\tau, x))\psi_2(x)\,dx\,d\tau \leq \frac{m_0 - 1}{t_0^{m_0 - 1}} \int_{t_0}^{t_1} \int\Omega F(u(t, x))\psi_2(x)\,dx.
\]

(10.3)

Consider a smooth sequence \( \psi_{1,n} \in C^\infty_c((0, +\infty), 0 \leq \psi_{1,n} \leq 1 \), such that \( \psi_{1,n} \to \chi_{[t_0, t_1]} \) in \( L^\infty(0, +\infty) \) and such that \( \text{supp}(\psi_{1,n}) \subseteq [t_0 - 1/n, t_1 + 1/n] \) and \( \psi_{1,n} \geq \chi_{[t_0, t_1]} \). There are two cases.
Upper estimates. Let $n$ be so big that $0 \leq t_0 - 1/n \leq t_1 + 1/n \leq t$, and recall that $u \geq 0$, so that
\[
\int_0^\infty \psi_{1,n}(\tau) \int_\Omega F(u(\tau, x)) \psi_2(x) \, dx \, d\tau \leq \int_0^\infty \psi_{1,n}(\tau) \left( \frac{t}{\tau} \right)^{m_0} \int_0^{m_0} \int_\Omega F(u(t, x)) \psi_2(x) \, dx \, d\tau
\]
\[
\leq \|\psi_{1,n}\|_{L^\infty(0, +\infty)} \int_0^{t_1 + 1/n} \left( \frac{t}{\tau} \right)^{m_0} \int_\Omega F(u(t, x)) \psi_2(x) \, dx \, d\tau
\]
\[
= (m_0 - 1) t^{m_0 - 1} \|\psi_{1,n}\|_{L^\infty(0, +\infty)} \left[ \left( \frac{1}{t_0 - \frac{1}{n}} \right)^{\frac{1}{m_0 - 1}} - \left( \frac{1}{t_1 + \frac{1}{n}} \right)^{\frac{1}{m_0 - 1}} \right] \int_\Omega F(u(t, x)) \psi_2(x) \, dx,
\]
where we have used inequality (2.1), in the form $F(u(\tau, x)) \leq (t/\tau)^{m_0 - 1} F(u(t, x))$ for all $t \geq t_1 + 1/n \geq t$, and the assumptions on $\psi_{1,n}$. Let $n \to \infty$ to get
\[
\int_0^{t_1} \int_\Omega F(u(\tau, x)) \psi_2(x) \, dx \, d\tau \leq \frac{m_0 - 1}{t_0^{m_0 - 1}} \int_\Omega F(u(t, x)) \psi_2(x) \, dx
\]
for all $t \geq t_1 \geq t_0$, since $F(u) \in L^1((0, \infty) : L^1_\Phi(\Omega))$ and $\|\psi_{1,n}\|_{L^\infty(0, +\infty)} \to \|\chi_{[t_0, t_1]}\|_{L^\infty(0, +\infty)} = 1$.

Lower estimates. Let $n$ be so big that $0 \leq t_0 - 1/n \leq t_1 + 1/n$. Since $u \geq 0$, we have
\[
\int_0^\infty \psi_{1,n}(\tau) \int_\Omega F(u(\tau, x)) \psi_2(x) \, dx \, d\tau \geq \int_0^{t_1} \frac{1}{\tau} \int_0^{\tau} \int_\Omega F((t_0, x)) \psi_2(x) \, dx \, d\tau
\]
\[
= (m_0 - 1) t_0^{m_0 - 1} \int_\Omega F((t_0, x)) \psi_2(x) \, dx,
\]
where we have used inequality (2.1), in the form $F(u(t_0 - 1/n, x)) \leq (\tau/(t_0 - 1/n))^{m_0 - 1} F(u(t, x))$ for all $\tau \geq t_0 - 1/n \geq 0$, together with the fact that $\psi_{1,n} \geq 0$ and $\psi_{1,n} \geq \chi_{[t_0, t_1]}$. Since the function $f(t) = t^{-\alpha}$ is convex for $\alpha = 1/(m_0 - 1) > 0$, we may use the inequality $f(t) - f(t_0) \leq f'(t)(t - t_0)$ to obtain
\[
\int_0^\infty \psi_{1,n}(\tau) \int_\Omega F(u(\tau, x)) \psi_2(x) \, dx \, d\tau \geq \left( \frac{t_0}{t_1} \right)^{m_0} (t_1 - t_0) \int_\Omega F(u(t_0, x)) \psi_2(x) \, dx.
\]
Letting now $n \to \infty$ we obtain
\[
\int_0^{t_1} \int_\Omega F(u(\tau, x)) \psi_2(x) \, dx \, d\tau \geq \left( \frac{t_0}{t_1} \right)^{m_0} (t_1 - t_0) \int_\Omega F(u(t_0, x)) \psi_2(x) \, dx,
\]
which is justified as before. The claim is proved.

Summing up the results of the first steps, for every $0 \leq t_0 \leq t_1 \leq t$, and for all $\psi_2(x)$, with $\psi_2 : \Omega \to \mathbb{R}$ measurable and $\psi_2/\Phi_1$ bounded, we have
\[
\left( \frac{t_0}{t_1} \right)^{m_0} (t_1 - t_0) \int_\Omega F(u(t_0, x)) \psi_2(x) \, dx \leq \int_\Omega u(t_0, x) \mathcal{L}^{-1} \psi_2(x) \, dx - \int_\Omega u(t_1, x) \mathcal{L}^{-1} \psi_2(x) \, dx
\]
\[
\leq \frac{m_0 - 1}{t_0^{m_0 - 1}} \int_\Omega F(u(t_0, x)) \psi_2(x) \, dx.
\]
• Step 4. We will now prove formula \((5.2)\) by approximating the kernel of \(L^{-1}, \mathcal{K}(x_0, \cdot)\) by means of a sequence of admissible test functions \(\psi_{2,n}^{(x_0)}\). For fixed \(x_0 \in \Omega\) we consider a sequence of test functions \(\psi_{2,n}^{(x_0)}\) with \(\psi_{2,n}^{(x_0)} : \overline{\Omega} \to \mathbb{R}\) measurable and such that \(\psi_{2,n}^{(x_0)}/\delta_\gamma\) is bounded, such that \(\psi_{2,n}^{(x_0)} \to \delta_{x_0}\) as \(n \to \infty\), in the sense of Radon measures. More specifically, we can choose \(\psi_{2,n}^{(x_0)}(x) = |B_{1/n}(x_0)|^{-1} \chi_{B_{1/n}(x_0)}(x)\). Therefore, \(L^{-1}\psi_{2,n}^{(x_0)} \to \mathcal{K}(\cdot, x_0)\) in \(L^q(\Omega)\) for all \(0 < q < N/(N-2s)\). Then, for any fixed \(\tau \geq 0\) we have:

\[
\lim_{n \to \infty} \int_{\Omega} F(u(\tau, x))\psi_{2,n}^{(x_0)}(x) \, dx = \lim_{n \to \infty} |B_{1/n}(x_0)|^{-1} \int_{B_{1/n}(x_0)} F(u(\tau, x)) \, dx = F(u(\tau, x_0)) \quad (10.5)
\]

if \(x_0\) is a Lebesgue point of the function \(x \mapsto u(\tau, x) ; F(u(\tau, x_0))\) is the corresponding Lebesgue value. If we apply this limit process at the points \(\tau = t_0\) and \(\tau = t_1\) we get for almost every \(x_0\)

\[
0 \leq \left( \frac{t_0}{t_1} \right)^{m_0/m_0-1}(t_1 - t_0)F(u(t_0, x_0)) \leq \lim_{n \to \infty} \int_{\Omega} u(t_0, x) L^{-1}\psi_{2,n}^{(x_0)}(x) \, dx - \int_{\Omega} u(t_1, x) L^{-1}\psi_{2,n}^{(x_0)}(x) \, dx \leq \frac{m_0 - 1}{t_1^{m_0-1}} \frac{m_0}{t_0^{m_0-1}} F(u(t_1, x_0)) < +\infty,
\]

Finally, since \(u \in S_p\), then \(u(t) \in L^p(\Omega)\) for all \(t > 0\), with \(p > N/(2s)\), and we have already seen in Step 2 that we have

\[
\int_{\Omega} u(t, x) L^{-1}\psi_{2,n}^{(x_0)}(x) \, dx \longrightarrow \int_{\Omega} u(t, x) \mathcal{K}(x, x_0) \, dx,
\]

and formula \((5.2)\) follows for \(t = t_1\). For \(t\) larger than \(t_1\) we use again monotonicity inequality \((2.1)\).

### 10.1.2 Consequences of (N1) assumptions

Let us first remark that hypothesis (N1) can be rewritten in the following equivalent forms:

(N1) \(F \in C^1(\mathbb{R} \setminus \{0\})\) and \(F/F' \in \text{Lip}(\mathbb{R})\) and there exists \(\mu_0, \mu_1 > 0\) such that

\[
1 - \mu_1 \leq \left( \frac{F}{F'} \right)' \leq 1 - \mu_0,
\]

where \(F/F'\) is understood to vanish if \(F(r) = F'(r) = 0\) or \(r = 0\).

(N2) \(F \in C^1(\mathbb{R} \setminus \{0\})\) and \(F' \in \text{Lip}_{\text{loc}}(\mathbb{R} \setminus \{0\})\) and there exists \(\mu_0, \mu_1 > 0\) such that

\[
\mu_0 \leq \frac{F(r)F''(r)}{|F'(r)|^2} \leq \mu_1 \quad \text{a.e. } r > 0.
\]

(10.6)

(N3) The function \(r \mapsto |F(r)|^{1-\mu_0}\) is convex \((\log |F(r)|, \text{ if } \mu_0 = 1)\), and \(r \mapsto |F(r)|^{1-\mu_1}\) is concave \((\log |F(r)|, \text{ if } \mu_1 = 1)\) on each of \((\infty, 0)\) and \((0, \infty)\).
Lemma 10.1 (Consequences of hypothesis (N1)) If a function $H : \mathbb{R} \to \mathbb{R}$ satisfies (N1) (in the equivalent form (N2)) with $0 < \alpha_0 \leq \alpha_1 < 1$, i.e. $H \in C^1(\mathbb{R} \setminus \{0\})$ and $H' \in \operatorname{Lip}_{\text{loc}}(\mathbb{R} \setminus \{0\})$ and there exist $0 < \alpha_0 \leq \alpha_1 < 1$ such that

$$a_0 \leq \frac{H(r)H''(r)}{[H'(r)]^2} \leq a_1 \quad \text{a.e. } r > 0. \quad (10.7)$$

Then the following estimates hold true:

$$\frac{r_{\alpha_0}^{a_0}}{r_0^{a_0}} \leq \frac{H(r)}{H(r_0)} \leq \frac{r_{\alpha_1}^{a_1}}{r_0^{a_1}} \quad \text{for all } r \geq r_0 \geq 0, \text{ with } a_i = \frac{1}{1 - \alpha_i} \quad (10.8)$$

and

$$\frac{\kappa_{\alpha_1}}{\kappa_{\alpha_0}} \leq \frac{H(r)}{H(r_0)} \leq \kappa_{\alpha_0} \quad \text{for all } 0 \leq r \leq r_0, \text{ with } a_i = \frac{1}{1 - \alpha_i} \quad (10.9)$$

where $\overline{\kappa}, \underline{\kappa} > 0$ and

$$\overline{\kappa} = \left(\frac{1 - \alpha_0}{1 - \alpha_1}\right)^{a_0} = \left(\frac{a_1}{a_0}\right)^{a_0} > 1 \quad \text{and} \quad \underline{\kappa} = \left(\frac{1 - \alpha_1}{1 - \alpha_0}\right)^{a_1} = \left(\frac{a_0}{a_1}\right)^{a_1} < 1. \quad (10.10)$$

Proof. Hypothesis (N1), i.e. inequality (10.7) implies that for a.e. $r > 0$

$$a_0 \frac{H'(r)}{H(r)} \leq \frac{H''(r)}{H'(r)} \leq a_1 \frac{H'(r)}{H(r)}, \quad (10.11)$$

an integration on $[r_0, r]$ gives

$$\frac{H(r)^{a_0}}{H(r_0)^{a_0}} \leq \frac{H'(r)}{H(r)^{a_0}} \leq \frac{H(r)^{a_1}}{H(r_0)^{a_1}}, \quad (10.12)$$

which is equivalent to the following monotonicity of $H'/H^{a_1}$: if $r_0 \leq r$ we have

$$\frac{H'(r_0)}{H(r_0)^{a_0}} \leq \frac{H'(r)}{H(r)^{a_0}} \quad \text{and} \quad \frac{H'(r_0)}{H(r_0)^{a_1}} \leq \frac{H'(r)}{H(r)^{a_1}}. \quad (10.13)$$

Integrating both inequalities in two cases, namely when $r \leq r_0$ and when $r \geq r_0$ will give the desired inequalities (10.9) and (10.9) as follows. Before doing that, we recall that hypothesis (N1) is equivalent to (N3) and implies that

$$(1 - \alpha_1)r \leq \frac{H(r)}{H'(r)} \leq (1 - \alpha_0)r \quad \text{or} \quad \frac{1}{(1 - \alpha_0)r} \leq \frac{H'(r)}{H(r)} \leq \frac{1}{(1 - \alpha_1)r} \quad (10.14)$$

• Case I. $r \geq r_0$. Proof of (10.8). We integrate the first inequality of (10.13) on $[r_0, r]$ to get:

$$\frac{H^{1-a_0}(r) - H^{1-a_0}(r_0)}{1 - a_0} \geq (r - r_0) \frac{H'(r_0)}{H(r_0)^{a_0}} \geq (r - r_0) \frac{H'(r_0)}{H(r_0)^{a_0}} H(r_0)^{1-a_0} \geq \frac{r - r_0}{1 - a_0} H(r_0)^{1-a_0}$$

where in the last step we have used (10.14). It follows that

$$H^{1-a_0}(r) \geq H^{1-a_0}(r_0) + \frac{r - r_0}{r_0} H(r_0)^{1-a_0} = H(r_0)^{1-a_0} \frac{r}{r_0} \quad (10.15)$$
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that is $H(r) \geq H(r_0)(r/r_0)^{1/(1-\alpha_0)}$ when $r \geq r_0$.

On the other hand, integrating the second inequality of (10.13) on $[r_0, r]$ we obtain
\[
\frac{H^{1-\alpha_1}(r) - H^{1-\alpha_1}(r_0)}{1-\alpha_1} \leq (r - r_0) \frac{H'(r_0)}{H(r_0)^{\alpha_1}} \leq (r - r_0) \frac{H'(r_0)}{H(r_0)} H(r_0)^{1-\alpha_1} \leq \frac{r - r_0}{(1-\alpha_1)r_0} H(r_0)^{1-\alpha_1}
\]
where in the last step we have used (10.14). It follows that
\[
H^{1-\alpha_1}(r) \leq H^{1-\alpha_1}(r_0) + \frac{r - r_0}{r_0} H(r_0)^{1-\alpha_1} = H(r_0)^{1-\alpha_1} \frac{r}{r_0}
\]
(10.16)

that is $H(r) \leq H(r_0)(r/r_0)^{1/(1-\alpha_1)}$ when $r \geq r_0$. Summing up, we have proved (10.8).

• Case II. $0 \leq r \leq r_0$. Proof of (10.9). We integrate the first inequality of (10.13) on $[0, r]$ to get
\[
\frac{H^{1-\alpha_0}(r)}{1-\alpha_0} \leq \frac{H'(r_0)}{H(r_0)^{\alpha_0}} r = \frac{H'(r_0)}{H(r_0)} H(r_0)^{1-\alpha_0} r \leq \frac{H(r_0)^{1-\alpha_0}}{1-\alpha_1} \frac{r}{r_0}
\]
where in the last step we have used (10.14). It follows that for all $0 \leq r \leq r_0$ we have
\[
H(r) \leq \left( \frac{1 - \alpha_0}{1 - \alpha_1} \frac{r}{r_0} \right)^{1-\alpha_0} H(r_0).
\]
(10.17)

On the other hand, integrating the second inequality of (10.13) on $[0, r]$ to get
\[
\frac{H^{1-\alpha_1}(r)}{1-\alpha_1} \geq \frac{H'(r_0)}{H(r_0)^{\alpha_1}} r = \frac{H'(r_0)}{H(r_0)} H(r_0)^{1-\alpha_1} r \geq \frac{H(r_0)^{1-\alpha_1}}{1-\alpha_0} \frac{r}{r_0}
\]
where in the last step we have used (10.14). It follows that for all $0 \leq r \leq r_0$ we have
\[
H(r) \geq \left( \frac{1 - \alpha_1}{1 - \alpha_0} \frac{r}{r_0} \right)^{1-\alpha_1} H(r_0).
\]
(10.18)

Summing up, we have proved (10.9), and the proof is complete.

11 Comments and extensions

• Positivity, boundary behaviour and Harnack inequalities. These are more advanced topics in the spirit of this paper that will be covered in an upcoming publication [12].

• Solutions with any sign. The abstract functional theory allows to construct solutions for general data not necessarily nonnegative. Due to the property of comparison, extending the upper bounds to solutions of any sign is easy. Here is the argument: recall first that if $u$ is a solution, also $-u$ is a solution. Then, consider the nonnegative solution $u^+$ corresponding to $u^+_0 = \max\{u_0, 0\}$. Thus by comparison, $u \leq u^+$, since $u_0 \leq u^+_0$. Consider also the nonnegative solution $u_-$ corresponding to $u^-_0 = -\min\{u_0, 0\}$. Then by comparison, $-u \leq u^-$, since $-u_0 \leq -u^-_0$, and we get $-u^- \leq u \leq u^+$, so that $|u| \leq \max\{u^+, u^-\}$. We are not considering the detailed theory of signed solutions in this paper because our technique uses in a strong way the monotonicity property (2.1), that is only available for nonnegative solutions.
• **RFL and SFL on Lipschitz and non smooth domains.** We have always assumed that the domain is smooth, namely $C^2$, or at least $C^{1,1}$. In the case of Lipschitz domains, for the case of both RFL and SFL there exist (K4) estimates of the Green functions, cf. [5, 28] but $\gamma \in [0,1]$ may vary from the case of regular domains, the constants of the bounds depend strongly on the domain, and the distance to the boundary has to be interpreted in a suitable way. We do not enter this issue in this paper, but we point out that the method presented here could be used to treat the case of non-smooth domains.

• Let us also mention the possible extension to unbounded domains, and to equations on Riemannian manifolds.

• **Other extensions.** Apart from concentrating on a more detailed analysis of some of the examples that we have proposed in Section 3, there is also the natural extension to nonlinearities of fast diffusion type. As in the standard Laplacian case, we expect the estimates to be considerably different, leading to phenomena like finite-time extinction, see [6, 7, 9, 10, 44].

Another possible extension consists in replacing the power function $\lambda^s$ with more general Bernstein functions, as Prof. R. Song has suggested to us. Indeed, paper [36] contains similar Green function estimates for a class of Bernstein functions. so that assumption (K2) holds in a slightly modified form.
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