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Abstract

When restricted to a subspace, a nonsmooth function can be differentiable. It is known that for a nonsmooth convex function $f$ and a point $x$, the Euclidean space can be decomposed into two subspaces: $U$, over which a special Lagrangian can be defined and has nice smooth properties and $V$, the orthogonal complement subspace of $U$. In this paper we generalize the definition of UV-decomposition and U-Lagrangian to the context of nonconvex functions, specifically that of a prox-regular function.
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1 Introduction

When studying the second order derivative of a nonsmooth function $f$, one major difficulty is that the first-order approximation is not linear. The study of U-Lagrangian and UV-decomposition tries to overcome this difficulty by restricting the function to a subspace $U$ over which the function is actually differentiable. Hence the second-order expansion of $f$ only needs to be defined along directions in $U$. The authors of [6] developed the UV-decomposition and U-Lagrangian for a convex function; for instance [1] studies the minimax case. They showed that the U-Lagrangian is differentiable and a second-order expansion of $f$ along directions in $U$ exists provided that the Hessian of the U-Lagrangian exists. The UV theory has been applied to the development of more efficient numerical algorithms such as in [12] and [11], where approximated Newton steps in the $U$ space are made to help achieve superlinear convergence. Moreover, the objects associated with UV-decomposition can be easily approximated for functions with special structures such as the composition of a positively homogeneous
convex function and a smooth mapping [16] and finite max functions [4]. A
subsmooth structure that is closely related to U-Lagrangian is fast track [8].
Roughly speaking, a fast track is a trajectory on which a certain second-order
expansion of the underlying function can be obtained. Another related notion
is partial smoothness defined in [7] and it means over a smooth manifold the
underlying function is smooth, regular, and has continuous first order derivative
mapping. In [3] it is proved that fast track and partial smoothness are equivalent
concepts under convexity. While most of the applications of UV theory are for
solving convex optimization problems, theories in the nonconvex context have
also been explored [10, 9]. The quadratic sub-Lagrangian (QSL) [5] extends
the U-Lagrangian to a type of nonconvex functions (called prox-regular func-
tions) by adding a quadratic term to the infimand of the original U-Lagrangian.
However, a strong quadratic growth condition is needed for QSL. In this pa-
per we generalize the U-Lagrangian to prox-regular functions from a different
aspect. Instead of adding a quadratic term, we define the U-Lagrangian "lo-
cal" because the prox-regularity is a local property. With this definition, no
quadratic growth condition is needed. In addition, we can show that under the
new U-Lagrangian, fast track and partial smoothness are almost equivalent for
prox-regular functions.

In this paper we use the following notations. The projection mapping onto a
set $S$ is $P_S(x)$. The limiting normal of a set $C$ is $N_C$. The limiting subdifferential
of a function $f$ is $\partial f(x)$. The indicator function of set $C$ is $\delta_C(x)$. Denote $\mathbb{R}$
the extended real numbers. A set valued mapping $S$ of two sets $X$ and $U$ is denoted
by $S : X \Rightarrow U$. The set of all positive real numbers is $\mathbb{R}_+$. The closed ball in $\mathbb{R}^n$
centered at $\bar{x}$ with radius $\epsilon$ is $B(\bar{x}, \epsilon)$. If $E$ is a subspace of $\mathbb{R}^n$ then $B_E(w, \epsilon)$ is
a closed ball in $E$ centered at $w \in E$, i.e. $B_E(w, \epsilon) := \{v \in E : \|v - w\| \leq \epsilon\}$.

2 Preliminaries

In this section we provide some fundamental tools used in variational analysis
and nonsmooth optimization.

**Definition 2.1.** A set $C$ is called prox-regular at $\bar{x}$ for $\bar{w}$, where $\bar{x} \in C$ and
$\bar{w} \in N_C(\bar{x})$, if $\delta_C$ is prox-regular at $\bar{x}$ for $\bar{w}$. It is called prox-regular at $\bar{x}$ when
this is true for all $\bar{w} \in N_C(\bar{x})$.

**Proposition 1 (13.31 of [15]).** For a set $C \subset \mathbb{R}^n$ and a point $\bar{x} \in \mathbb{R}^n$ the
prox-regularity of $C$ at $\bar{x}$ for $\bar{w}$ can be equivalently characterized by the following statement:
$C$ is locally closed at $\bar{x}$ with $\bar{w} \in N_C(\bar{x})$ and there exist $\epsilon > 0$ and $\rho \geq 0$ such that
\[
\langle w, x' - x \rangle \leq \frac{1}{2} \rho \|x' - x\|^2, \quad \forall x' \in C \cap B(\bar{x}, \epsilon)
\] (1)
whenever $x \in \text{int } B(\bar{x}, \epsilon)$ and $w \in N_C(x) \cap \text{int } B(\bar{w}, \epsilon)$.

\[ x \in \text{int } B(\bar{x}, \epsilon) \text{ and } w \in N_C(x) \cap \text{int } B(\bar{w}, \epsilon). \] (2)
Proposition 2. With \( \mathbb{R}^n \) expressed as \( \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \), write \( x \in \mathbb{R}^n \) as \( (x_1, x_2) \) with components \( x_i \in \mathbb{R}^{n_i} \). Suppose \( C = D \times E \) for closed sets \( D \in \mathbb{R}^{n_1} \) and \( E \in \mathbb{R}^{n_2} \). If \( C \) is prox-regular at \((\bar{x}, \bar{y})\) for \((\bar{w}, \bar{z})\) with respect to \( \epsilon \) and \( \rho \), then \( D \) is prox-regular at \( \bar{x} \) for \( \bar{w} \) with respect to \( \epsilon \) and \( \rho \).

Proof. From 13.31 of [15] we know that if \( C \) is prox-regular at \((\bar{x}, \bar{y})\) for \((\bar{w}, \bar{z})\) with respect to \( \epsilon \) and \( \rho \), then \( C \) is locally closed at \((\bar{x}, \bar{y})\) with \( (\bar{w}, \bar{z}) \in N_C(\bar{x}, \bar{y}) \) and

\[
\langle (w, z), (x, y) \rangle \leq \frac{1}{2}\rho \| (x', y') - (x, y) \|^2, \forall (x', y') \in C \cap B((\bar{x}, \bar{y}), \epsilon) \tag{3}
\]

whenever

\[
(w, z) \in N_C(x, y), \| (w, z) - (\bar{w}, \bar{z}) \| < \epsilon \quad \text{and} \quad \| (x, y) - (\bar{x}, \bar{y}) \| < \epsilon. \tag{4}
\]

We now show \( D \) is prox-regular at \((\bar{x}, \bar{y})\) for \((\bar{w}, \bar{z})\) with respect to \( \epsilon \) and \( \rho \) by verifying 13.31 of [15]. Obviously \( D \) is locally closed at \( \bar{x} \) because \( D \) is a closed set and \( C \) is locally closed at \((\bar{x}, \bar{y})\). First, by 6.41 of [15] we have \( \bar{w} \in N_D(\bar{x}) \) and \( w \in N_D(x) \). In (3) and (4) we can take \( y' = y = \bar{y} \) and \( z = \bar{z} \) to obtain

\[
\langle (w, z), (x', y') - (x, y) \rangle \leq \frac{1}{2}\rho \| (x', y') - (x, y) \|^2, \forall (x', y') \in C \cap B((\bar{x}, \bar{y}), \epsilon)
\]

whenever

\[
(w, z) \in N_C(x, y), \| (w, z) - (\bar{w}, \bar{z}) \| < \epsilon \quad \text{and} \quad \| (x, y) - (\bar{x}, \bar{y}) \| < \epsilon.
\]

This verifies that there exist \( \epsilon > 0 \) and \( \rho \geq 0 \) such that \( \langle w, x' - x \rangle \leq \frac{1}{2}\rho \| x' - x \|^2 \) for all \( x' \in D \cap B(\bar{x}, \epsilon) \) when \( w \in N_C(x) \), \( \| w - \bar{w} \| < \epsilon \) and \( \| x - \bar{x} \| < \epsilon \).

Lemma 1. Given \( \bar{y} \in \mathbb{R}^n \) and \( \alpha \in \mathbb{R}_+ \), for any \( \beta \in ]0, \alpha[ \) one has

\[
\text{int} B(y, \alpha - \beta) \subset \text{int} B(\bar{y}, \alpha) \quad \text{and} \quad B(y, \alpha - \beta) \subset B(\bar{y}, \alpha), \forall y \in B(\bar{y}, \beta).
\]

Proof. Taking \( \beta \in ]0, \alpha[, y \in B(\bar{y}, \beta) \) and \( z \in \text{int} B(y, \alpha - \beta) \), one has \( \| z - \bar{y} \| = \| z - y + y - \bar{y} \| \leq \| z - y \| + \| y - \bar{y} \| < \alpha - \beta + \beta = \alpha \) and thus \( z \in \text{int} B(\bar{y}, \alpha) \).

The second part of the conclusion can be proved similarly.

Proposition 3. Let \( C \) be a closed set in \( \mathbb{R}^n \). If \( C \) is prox-regular at \( \bar{x} \) for \( \bar{v} \) with respect to \( \epsilon \) and \( \rho \), then for all \( \beta \in ]0, \epsilon[, \bar{x} \in B(\bar{x}, \beta) \), \( \bar{v} \in N_C(\bar{x}) \cap B(\bar{v}, \beta) \), one has \( C \) is prox-regular at \( \bar{x} \) for \( \bar{v} \) with respect to \( \epsilon - \beta \) and \( \rho \).

Proof. For all \( \beta \in ]0, \epsilon[ \), \( \bar{x} \in B(\bar{x}, \beta) \), and \( \bar{v} \in N_C(\bar{x}) \cap B(\bar{v}, \beta) \), by Proposition 1 we need to prove

\[
\langle w, x' - x \rangle \leq \frac{1}{2}\rho \| x' - x \|^2, \forall x' \in C \cap B(\bar{x}, \epsilon - \beta) \tag{5}
\]

whenever

\[
x \in \text{int} B(\bar{x}, \epsilon - \beta) \quad \text{and} \quad w \in N_C(x) \cap \text{int} B(\bar{w}, \epsilon - \beta).
\]
Applying Lemma 1 to $\bar{x}$ and $\epsilon$, we verify that
\begin{equation}
\text{int } B (\bar{x}, \epsilon - \beta) \subset \text{int } B (\bar{x}, \epsilon), \quad \text{int } B (\bar{v}, \epsilon - \beta) \subset \text{int } B (\bar{v}, \epsilon) \quad \text{and} \quad B (\bar{x}, \epsilon - \beta) \subset B (\bar{x}, \epsilon). \tag{7}
\end{equation}

If (6) is true then together with (7) it implies
\begin{equation}
x \in \text{int } B (\bar{x}, \epsilon) \quad \text{and} \quad w \in N_{C}(x) \cap \text{int } B (\bar{v}, \epsilon). \tag{9}
\end{equation}

Under (9), the prox-regularity of $\bar{x}$ at $\bar{v}$ reveals
\begin{equation}
\langle w, x'' - x \rangle \leq \frac{1}{2} \rho \| x'' - x \|^2, \quad \forall x'' \in C \cap B (\bar{x}, \epsilon). \tag{10}
\end{equation}

Then combining (10) and (8) we get (5). \hfill \square

**Definition 2.2.** We say a function $f : \mathbb{R}^n \to \mathbb{R}$ is properly prox-regular at $\bar{x}$ for $\bar{w}$ if $f$ is prox-regular at $\bar{x}$ for $\bar{w}$ and $\text{epi } f$ is prox-regular at $(\bar{x}, f(\bar{x}))$ for $(\bar{w}, -1)$.

If the conditions hold for all $g \in \partial f(\bar{x})$ and all $(g, -1) \in N_{\text{epi } f}(\bar{x}, f(\bar{x}))$ then we say $f$ is properly prox-regular at $\bar{x}$.

**Proposition 4.** (i) If a set $C \subset \mathbb{R}^n$ is prox-regular at $\bar{x}$ then $C$ is Clarke regular at $\bar{x}$.

(ii) If a function $f$ is properly prox-regular at $\bar{x}$ then $f$ is subdifferentially regular at $\bar{x}$.

**Proof.** If $C \subset \mathbb{R}^n$ is prox-regular at $\bar{x}$ then $C$ is locally closed at $\bar{x}$ and for each $\bar{v} \in N_{C}(\bar{x})$ there exist $\epsilon > 0$ and $\rho \geq 0$ such that $\langle v, x' - x \rangle \leq \frac{1}{2} \rho \| x' - x \|^2$ for all $x' \in C \cap B(\bar{x}, \epsilon)$ when $v \in N_{C}(x)$, $\| v - \bar{v} \| < \epsilon$ and $\| x - \bar{x} \| < \epsilon$. For each $\bar{v} \in N_{C}(\bar{x})$ we take $v = \bar{v}$ and $x = \bar{x}$ to obtain $\langle \bar{v}, x' - \bar{x} \rangle \leq \frac{1}{2} \rho \| x' - \bar{x} \|^2$ for all $x' \in C \cap B(\bar{x}, \epsilon)$. This means $\limsup_{x' \to \bar{x} \atop \| x' - \bar{x} \|} \langle \bar{v}, x' - \bar{x} \rangle = 0$. Therefore $\bar{v} \in \hat{N}_{C}(\bar{x})$ and $C$ is Clarke regular at $\bar{x}$. Conclusion (ii) is immediate from (i) and the definition of subdifferential regularity. \hfill \square

The following proposition is taken from 1.107 of [13].

**Proposition 5.** Given an arbitrary function $\varphi : \mathbb{R}^n \to \mathbb{R}$ finite at $\bar{x}$, the following hold:

(i) For any $\phi : \mathbb{R}^n \to \mathbb{R}$ Fréchet differentiable at $\bar{x}$ one has
\begin{equation}
\hat{\partial} (\phi + \varphi)(\bar{x}) = \nabla \phi (\bar{x}) + \hat{\partial} \varphi (\bar{x}). \tag{11}
\end{equation}

(ii) For any $\phi : \mathbb{R}^n \to \mathbb{R}$ strictly differentiable at $\bar{x}$ one has
\begin{equation}
\partial (\phi + \varphi)(\bar{x}) = \nabla \phi (\bar{x}) + \partial \varphi (\bar{x}). \tag{12}
\end{equation}
3 U-Lagrangian

We begin this section with a very generic definition of the subspaces we will use. The official UV-decomposition will be defined in the next section.

**Definition 3.1.** Given a point $\bar{x}$, let $\mathcal{V}(\bar{x})$ be a subspace of $\mathbb{R}^n$ such that the set \( \{g^\circ: g^\circ + \text{int } B(0, \epsilon) \subset \partial f(\bar{x})\} \) is nonempty and compact whereas $W$ is proper and l.s.c. on $\mathbb{R}^n$ and properly prox-regular at $\bar{x}$ with respect to $\bar{\epsilon}$ and $\rho$.

**Assumption 1.** The function $f$ is proper, l.s.c. on $\mathbb{R}^n$ and properly prox-regular at $\bar{x}$.

**Definition 3.2.** Given $\epsilon > 0$, we take an arbitrary $\bar{g} \in D_\epsilon f$ and define the function $L_\epsilon$ as follows:

$$
\mathcal{U} \ni u \mapsto L_\epsilon(u; \bar{g}_\epsilon) := \inf_{v \in B(0, \epsilon)} \{f(\bar{x} + u + v) - \langle \bar{g}_v, v \rangle\}. 
$$

Associated with (14) we have the set of $\mathcal{V}$-space minimizers

$$
W(u; \bar{g}_\epsilon) := \arg\min_{v \in B(0, \epsilon)} \{f(\bar{x} + u + v) - \langle \bar{g}_v, v \rangle\}.
$$

To simplify notation we let

$$
h(u, v) := f(\bar{x} + u + v) - \langle \bar{g}_v, v \rangle + \delta_{B(0, \epsilon)}(v).
$$

**Theorem 1.** Suppose Assumption 1 holds, then

(i) $h(u, v)$ is proper, l.s.c. on $\mathcal{U} \times \mathcal{V}$ and level bounded in $v$ locally uniformly in $u$;

(ii) $\partial h(0, 0) = \{(g_u, g_v - \bar{g}_v): g \in \partial f(\bar{x})\}$ and $h(u, v)$ is prox-regular at $(0, 0)$ with respect to $\bar{\epsilon}$ and $\rho$;

(iii) $L_\epsilon$ is proper and l.s.c. on $\mathcal{U}$, and for each $u \in \text{dom } L_\epsilon$ the set $W(u; \bar{g}_\epsilon)$ is nonempty and compact whereas $W(u; \bar{g}_\epsilon) = \emptyset$ when $u \notin \text{dom } L_\epsilon$;

(iv) For each $s \in \partial L_\epsilon(u; \bar{g}_\epsilon)$ there exists $\bar{v} \in W(u; \bar{g}_\epsilon)$ such that $(s, 0) \in \partial h(u, \bar{v})$.

**Proof.** (i) We have $h$ is proper on $\mathcal{U} \times \mathcal{V}$ because $h(0, 0) = f(\bar{x})$ is finite from prox-regularity of $f$ at $\bar{x}$. We also have $h$ is l.s.c. because $f$ is l.s.c. and $B(0, \epsilon)$ is closed. We show $h(u, v)$ is level-bounded in $v$ locally uniformly in $u$ by equivalently showing that the mapping $u \mapsto \{v: h(u, v) \leq \alpha\}$ is locally bounded for each $\alpha \in \mathbb{R}$ (see 5.17 of [15]). Let $S(u')$ be an arbitrary neighborhood of an arbitrary point $u' \in \mathcal{U}$, the set $\{v: h(u, v) \leq \alpha, u \in S(u')\}$ is clearly contained in $B(0, \epsilon)$ for all $u'$ and $\alpha$. Hence $u \mapsto \{v: h(u, v) \leq \alpha\}$ is locally bounded for each $\alpha \in \mathbb{R}$.
(ii) Consider the function \( h_1 : \mathcal{U} \times \mathcal{V} \to \bar{\mathbb{R}} \) defined by \( h_1(u, v) = f(\bar{x} + u + v) \). The subdifferential of \( h_1 \) is \( \partial h_1(u, v) = \{(g_u, g_v) : g \in \partial f(\bar{x} + u + v)\} \).

From the definition of prox-regularity and the fact that \( f \) is prox-regular at \( \bar{x} \) we can easily verify by definition that \( h_1 \) is prox-regular at \((0, 0)\). We then write \( h(u, v) = h_1(u, v) + h_2(v) \) where \( h_2(v) = -\langle \tilde{g}_v, v \rangle + \delta_{B_v(0, \bar{s})}(v) \). We have \( \partial h_2(0) = \{-\tilde{g}_v\} \). By Assumption 1 we have \( f \) is properly prox-regular at \( \bar{x} \). From Proposition 4(ii) we have \( f \) is subdifferentially regular at \( \bar{x} \).

We can also verify that \( h_1 \) is properly prox-regular at \((0, 0)\) (as a straightforward application of Proposition 1) and hence subdifferentially regular there. Thus \( h \) is subdifferentially regular at \((0, 0)\). From 10.9 of [15] we have \( \partial h(0, 0) = \partial h_1(0, 0) + \{0, \partial h_2(0)\} \) = \( \{(g_u, g_v + \tilde{g}_v) : g \in \partial f(\bar{x})\} \). By 13.35 of [15] we have \( h \) is prox-regular at \((0, 0)\).

(iii) We see \( L_{\epsilon}(u; \tilde{g}_v) = \inf_{v \in \mathcal{V}} \{h(u, v)\} \). By 1.17 of [15] it suffices to show (i).

(iv) Under conclusion (i) we can apply 10.13 of [15] to obtain \( \partial L_{\epsilon}(u; \tilde{g}_v) \subset \cup_{\epsilon \in W(u, \tilde{g}_v)} \{w : (w, 0) \in \partial h(u, \bar{v})\} \). Since \( s \in \partial L_{\epsilon}(u; \tilde{g}_v) \), there exists \( \bar{v} \) such that \( (s, 0) \in \partial h(u, \bar{v}) \).

\[ \text{Assumption 2. We assume that in Assumption 1, } \rho \in [0, 2] \text{ and } \epsilon > \epsilon \text{ where } \epsilon \text{ is introduced in Definition 5.4.} \]

\[ \text{Definition 3.3 (Proximal subdifferential). A vector } g \text{ is called a proximal subgradient of a function } f : \mathbb{R}^n \to \bar{\mathbb{R}} \text{ at } \bar{x} \in \text{dom } f \text{ if there exist } \epsilon > 0 \text{ and } \rho > 0 \text{ such that} \]

\[ f(x) \geq f(\bar{x}) + \langle v, x - \bar{x} \rangle - \frac{\rho}{2} \|x - \bar{x}\|^2 \text{ when } \|x - \bar{x}\| \leq \epsilon. \] (17)

The set of all proximal subgradients of \( f \) at \( \bar{x} \) is called the proximal subdifferential and is denoted by \( \partial_p f(\bar{x}) \). If \( \bar{x} \notin \text{dom } f \) then \( \partial_p f(\bar{x}) = \emptyset \).

\[ \text{Theorem 2. Suppose Assumptions 1 and 2 hold.} \]

(i) \( L_{\epsilon}(0; \tilde{g}_v) = f(\bar{x}) \) and \( W(0; \tilde{g}_v) = \{0\} \);

(ii) \( g_u \in \partial_p L_{\epsilon}(0; \tilde{g}_v) \);

(iii) \( L_{\epsilon}(u; \tilde{g}_v) \geq f(\bar{x}) + \langle \tilde{g}_u, u \rangle - \frac{\rho}{2} \|u\|^2, \forall u \in B_{\mathcal{U}}(0, r), \) where \( r = \sqrt{\epsilon - \epsilon} \).

\[ \text{Proof. Assumption 1 yields} \]

\[ f(x') \geq f(\bar{x}) + \langle g, x' - \bar{x} \rangle - \frac{\rho}{2} \|x' - \bar{x}\|^2 \text{ for any } g \in \partial f(\bar{x}) \] (18)

whenever \( \|x' - \bar{x}\| \leq \epsilon \). For all \( u \in B_{\mathcal{U}}(0, r) \) and \( v \in B_{\mathcal{V}}(0, \epsilon) \), one has \( \|u\|^2 + \|v\|^2 \in [0, \epsilon^2] \). Consequently, (18) holds for \( x' = \bar{x} + u + v \), i.e.

\[ f(\bar{x} + u + v) \geq f(\bar{x}) + \langle g, u + v \rangle - \frac{\rho}{2} \|u\|^2 + \|v\|^2 \text{ for any } g \in \partial f(\bar{x}). \] (19)

By the definition of \( \epsilon \)-ri \( \partial f(\bar{x}) \), for any \( v \in B_{\mathcal{V}}(0, \epsilon) \), there exists a \( g' \in \partial f(\bar{x}) \) such that \( \tilde{g} + v = g' \). In (19) we can take \( g = g' \) introduced above and get

\[ f(\bar{x} + u + v) \geq f(\bar{x}) + \langle \tilde{g} + v, u + v \rangle - \frac{\rho}{2} \|u\|^2 + \|v\|^2 \]

\[ = f(\bar{x}) + \langle g_u, u \rangle - \frac{\rho}{2} \|u\|^2 + \langle \tilde{g}_v, v \rangle + (1 - \frac{\rho}{2}) \|v\|^2 \]
for all $u \in B_{\mathcal{U}}(0, r)$ and all $v \in B_{\mathcal{V}}(0, \epsilon)$. Subtracting $\langle \bar{g}_u, v \rangle$ on both sides, we have

$$f(\bar{x} + u + v) - \langle \bar{g}_u, v \rangle \geq f(\bar{x}) + \langle \bar{g}_u, u \rangle - \frac{\rho}{2} \|u\|^2 + (1 - \frac{\rho}{2})\|v\|^2. \quad (20)$$

By the definition of $L_r$, the fact that $\rho \in [0, 2]$ and (20) we have

$$L_r(u; \bar{g}_v) \geq f(\bar{x}) + \langle \bar{g}_u, u \rangle - \frac{\rho}{2} \|u\|^2, \quad \forall u \in B_{\mathcal{U}}(0, r). \quad (21)$$

By definition we know $L_r(0; \bar{g}_v) \leq f(\bar{x} + 0) - \langle \bar{g}_v, 0 \rangle = f(\bar{x})$. On the other hand, replacing $u$ in (21) by 0 yields $L_r(0; \bar{g}_v) \geq f(\bar{x})$. Thus $L_r(0; \bar{g}_v) = f(\bar{x})$. To show $W(0; \bar{g}_v) = \{0\}$, suppose for contradiction that there exists $v' \in W(0; \bar{g}_u)$ but $v' \neq 0$. We apply (20) to $u = 0$ and $v = v'$ and get

$$L_r(0; \bar{g}_v) = f(\bar{x} + v') - \langle \bar{g}_v, v' \rangle \geq f(\bar{x}) + (1 - \frac{\rho}{2})\|v'\|^2 > f(\bar{x}) = L_r(0; \bar{g}_v).$$

A contradiction.

(ii) Replacing $u$ in (21) by 0 and $f(\bar{x})$ by $L_r(0; \bar{g}_v)$ we can see $\bar{g}_u \in \partial_p L_r(0; \bar{g}_v)$.

Define function

$$\mathbb{R}^n \ni v \mapsto F(v; \bar{g}_v) := f(\bar{x} + v) - \langle \bar{g}_v, v \rangle + \delta_{B_{\mathcal{V}}(0, \epsilon)}(v), \quad (22)$$

where $\bar{g}_v \in P_{\mathcal{V}}(\partial f(\bar{x}))$ is a parameter.

To simplify notation we sometimes omit the parameter $\bar{g}_v$ in $F(v; \bar{g}_v)$ when it does not affect the understanding. Define the function $f_{\mathcal{V}}: \mathcal{V} \to \mathbb{R}$ as

$$f_{\mathcal{V}}(v) = f(\bar{x} + v). \quad (23)$$

Define the function $q: \mathbb{R}^n \to \mathbb{R}$ as

$$q(x) := f(\bar{x} + x). \quad (24)$$

**Lemma 2.** As $f$ is subdifferentially regular at $\bar{x}$, from the basic chain rule we have $\partial f_{\mathcal{V}}(0) = P_{\mathcal{V}}(\partial f(\bar{x}))$ and $\partial q(0) = \partial f(\bar{x})$.

**Proposition 6.** Suppose $f$ satisfies Assumption 1. The function $F(v; \bar{g}_v)$ is prox-regular at 0 for all $\bar{g}_v \in P_{\mathcal{V}}(\partial f(\bar{x}))$.

**Proof.** To show $F$ is prox-regular at 0 we only need to show $q$ is prox-regular at 0 as the function $-\langle \bar{g}_v, v \rangle + \delta_{B_{\mathcal{V}}(0, \epsilon)}(v)$ is smooth around 0; see 13.35 in [15]. We can easily check that $q(0) = f(\bar{x})$ is finite and $q(v)$ is locally l.s.c. at 0 from Assumption 1; Also it follows from Lemma 2 that $\partial q(0) = \partial f(\bar{x})$. The basic chain rule reveals $\partial q(0) \subset \partial f(\bar{x} + v)$. Now we use the definition of prox-regularity to show $q(v)$ is prox-regular at 0. For all $\bar{g} \in \partial q(0)$, when $s \in \partial q(v)$, $\|s - \bar{g}\| < \bar{\epsilon}$, $\|v - 0\| < \bar{\epsilon}$, $q(v) < q(0) + \bar{\epsilon}$, where $\bar{\epsilon}$ is introduced in Assumption 1, we have $s \in \partial f(\bar{x} + v)$, $\|s - \bar{g}\| < \bar{\epsilon}$, $\|\bar{x} + v - \bar{x}\| < \bar{\epsilon}$, $f(\bar{x} + v) < f(\bar{x})$.


Next we show that the mapping $E$ following set, have $0$ and $2$.

Under Assumptions Proposition 7. Because $\partial F$.

From $\partial F$ the prox-regularity of $f$ is finite and there exists $\delta \in \mathbb{R}_+$ such that the mapping

$$M: g \mapsto \arg \min_{\|x-\bar{x}\| \leq \delta} \{ f(x) - f(\bar{x}) - \langle g, x - \bar{x} \rangle \}$$

is sing-valued and Lipschitzian on some neighborhood of $g = 0$ with $M(0) = \bar{x}$.

**Proposition 7.** Under Assumptions 1 and 2, 0 gives a tilt-stable local minimum of $F(v; \bar{g}_v)$ for all $\bar{g}_v \in P_{\mathcal{V}}(\partial f(\bar{x}))$, where $F$ is defined in (22).

**Proof.** Let $\bar{g}_v$ be an arbitrary element in $P_{\mathcal{V}}(\partial f(\bar{x}))$. We see $F(0) = f(\bar{x})$ is finite from Assumption 1. Then $F(v) = f_{\mathcal{V}}(v) - \langle \bar{g}_v, v \rangle + \delta_{B_{\mathcal{V}}(0,\epsilon)}(v)$ for all $v \in \mathcal{V}$, where $f_{\mathcal{V}}(v)$ is defined in (23). We have $\partial F(0) = \partial f_{\mathcal{V}}(0) - \bar{g}_v$ from Proposition 5. and thus $\partial F(0) = P_{\mathcal{V}}(\partial f(\bar{x})) - \bar{g}_v$ from Lemma 2. Since $\bar{g}_v \in P_{\mathcal{V}}(\partial f(\bar{x}))$ we have $0 \in \partial F(0)$. Additionally we have $0$ is a local minimizer of $F$ because

$$F(0) = f(\bar{x}) = L_{\epsilon}(0; \bar{g}_v) \leq f(\bar{x} + v) - \langle \bar{g}_v, v \rangle = F(v), \quad \forall v \in B_{\mathcal{V}}(0,\epsilon)$$

From $\partial F(0) = \{ P_{\mathcal{V}}(\partial f(\bar{x})) - \bar{g}_v \}$ we have $s + \bar{g}_v \in P_{\mathcal{V}}(\partial f(\bar{x}))$ for all $s \in \partial F(0)$.

Next we show that the mapping

$$M: s \mapsto \arg \min_{v \in B_{\mathcal{V}}(0,\epsilon)} \{ F(v) - F(0) - \langle s, v \rangle \}$$

is single-valued and Lipschitzian on some neighborhood of $0$, particularly on the following set, $E := \{ s \in \partial F(0): s + \bar{g}_v \in P_{\mathcal{V}}(D_{\mathcal{V}}f) \}$.

$$M(s) = \arg \min_{v \in B_{\mathcal{V}}(0,\epsilon)} \{ F(v) - F(0) - \langle s, v \rangle \} = \arg \min_{v \in B_{\mathcal{V}}(0,\epsilon)} \{ F(v) - \langle s, v \rangle \} = \arg \min_{v \in B_{\mathcal{V}}(0,\epsilon)} \{ f(\bar{x} + v) - \langle \bar{g}_v + s, v \rangle \}$$

Because $s + \bar{g}_v \in P_{\mathcal{V}}(D_{\mathcal{V}}f)$ for all $s \in E$, we have $M(s) = W(0; g'_v) \equiv 0$ where $g'_v$ is an arbitrary element in $D_{\mathcal{V}}f$. Consequently, $M(s)$ is single-valued and Lipschitzian on $E$. 

As a byproduct we have the following lemma about strong metrical regularity.
Lemma 3. Suppose Assumptions 1 and 2 hold. If \( f_V(v) \) is subdifferentially continuous at 0, then the mapping \( \partial F \) is strongly metrically regular at \((0,0)\), where \( F \) is defined in proposition 6, for all \( \bar{g}_v \in P_V(\partial f(\bar{x})) \).

Proof. We can easily check that \( F \) is l.s.c. From Proposition 7 0 gives a tilt-stable local minimum of \( F \) and hence \( 0 \in \partial F(0) \). We first show that \( F \) is subdifferentially continuous at 0 for 0. By definition we need to show \( F(v^k) \rightarrow F(0) \) for all \( v^k \rightarrow 0 \) and all \( s^k \rightarrow 0 \) with \( s^k \in \partial F(v^k) \). When \( v^k \) is small enough, \( F(v^k) = f(\bar{x} + v^k) - \langle \bar{g}_v, v^k \rangle \) and by Proposition 5, \( \partial F(v^k) = \partial f_V(v^k) - \bar{g}_v \). Hence each sequence \( s^k \) corresponds to a sequence \( p^k \rightarrow \bar{g}_v \) with \( p^k \in \partial f_V(v^k) \). As \( \partial f_V(0) = P_V(\partial f(\bar{x})) \) from Lemma 2 and \( \bar{g}_v \in P_V(\partial f(\bar{x})) \), we have \( \bar{g}_v \in \partial f_V(0) \). From the subdifferential continuity of \( f_V \) at 0 we have \( f(\bar{x} + v^k) \rightarrow f(\bar{x}) \) and therefore \( F(v^k) \rightarrow f(\bar{x}) = F(0) \) for all \( \bar{g}_v \). From Propositions 6 and 7, \( F \) is prox-regular at 0 for 0 and 0 gives a tilt-stable local minimum of \( F \). We can apply Proposition 3.1 of [2] to conclude that \( \partial F \) is strongly metrically regular at \((0,0)\). \hfill \Box

Next, we will show that the U-Lagrangian is prox-regular at 0. First we give two basic notions in nonsmooth analysis.

Definition 3.5 (monotonicity). A mapping \( T: \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) is called monotone if it has the property that
\[
\langle v_1 - v_0, x_1 - x_0 \rangle \geq 0 \quad \text{whenever} \quad v_0 \in T(x_0), \quad v_1 \in T(x_1).
\]

Definition 3.6. For a function \( f: \mathbb{R}^n \rightarrow \widetilde{\mathbb{R}} \), an \( \epsilon > 0 \) and \( \bar{v} \in \partial f(\bar{x}) \), the \( f \)-attentive \( \epsilon \)-localization of \( \partial f \) around \((\bar{x}, \bar{v})\) is the mapping \( T: \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) defined by
\[
T(x) = \begin{cases} \{ v \in \partial f(x) : \| v - \bar{v} \| < \epsilon \} & \text{if} \quad \| x - \bar{x} \| < \epsilon \quad \text{and} \quad | f(x) - f(\bar{x}) | < \epsilon, \\ 0 & \text{otherwise}. \end{cases}
\]

(25)

Proposition 8 (13.36 of [15]). Suppose \( f: \mathbb{R}^n \rightarrow \widetilde{\mathbb{R}} \) is finite and locally l.s.c. at \( \bar{x} \), and let \( \bar{v} \in \partial f(\bar{x}) \) be a proximal subgradient. Then the following conditions are equivalent:

(a) \( f \) is prox-regular at \( \bar{x} \) for \( \bar{v} \);

(b) \( \partial f \) has an \( f \)-attentive \( \epsilon \)-localization \( T \) around \((\bar{x}, \bar{v})\) for some \( \epsilon \) such that \( T + \rho I \) is monotone for some \( \rho \in \mathbb{R}_+ \).

Remark. A careful examination of 13.36 in [15] shows that if \( f \) is prox-regular at \( \bar{x} \) for \( \bar{v} \) with respect to some \( \epsilon \) and \( \rho \) then \( \partial f \) has an \( f \)-attentive \( \epsilon \)-localization \( T \) around \((\bar{x}, \bar{v})\) for the same \( \epsilon \) such that \( T + \rho I \) is monotone for the same \( \rho \).

Assumption 3. Given \( r = \sqrt{\epsilon - \bar{\epsilon}} \) and
\[
\Theta := \{ u \in \text{int} B_{\Theta}(0, r) : | L_u(\bar{u}; \bar{g}_v) - f(\bar{x}) | < r \},
\]

(26)
there exists a constant $c \in \mathbb{R}_+$ such that for any $u_i \in \Theta$, $i \in \{1, 2\}$ and any $v_i \in W(u_i; \bar{g}_u)$,
\[
\|v_1 - v_2\| \leq c\|u_1 - u_2\|.
\] (27)

**Theorem 3.** If Assumptions 1-3 hold then $L_\varepsilon$ is prox-regular at 0 for $\bar{g}_u$.

**Proof.** As $\bar{g} \in D_\varepsilon f$, from the definition of $D_\varepsilon f$ in Definition 3.3 we have $\bar{g} \in \partial f(\bar{x})$ From Theorem 1(ii) we have $h(u, v)$ is prox-regular at $(0, 0)$ with respect to $\varepsilon$ and $\rho$. By Remark 3 $\partial h$ has an $\varepsilon$-attentive $\varepsilon$-localization $T$ around $((0, 0), (\bar{g}_u, 0))$ such that $T + \rho I$ is monotone. By definition we have
\[
T(u, v) = \begin{cases}
\{(w, z) \in \partial h(u, v) : \|(w, z) - (\bar{g}_u, 0)\| < \varepsilon\} & \text{if } \|u\| < \varepsilon \text{ and } |h(u, v) - h(0, 0)| < \varepsilon, \\
\emptyset & \text{otherwise.}
\end{cases}
\] (28)

The monotonicity of $T + \rho I$ means
\[
\|(w_1, z_1) - (w_0, z_0), (u_1, v_1) - (u_0, v_0)\| + \rho\|(u_1, v_1) - (u_0, v_0)\| \geq 0
\] (29)

whenever $(w_0, z_0) \in T(u_0, v_0), (w_1, z_1) \in T(u_1, v_1).$ (30)

Consider the $L_\varepsilon$-attentive $r$-localization $S$ of $\partial L_\varepsilon$ around $(0, \bar{g}_u)$,
\[
S(u) = \begin{cases}
\{s \in \partial L_\varepsilon (u; \bar{g}_u) : \|s - \bar{g}_u\| < r\} & \text{if } \|u\| < r \text{ and } |L_\varepsilon (u; \bar{g}_u) - L_\varepsilon (0; \bar{g}_u)| < r, \\
\emptyset & \text{otherwise.}
\end{cases}
\] (31)

To show $L_\varepsilon$ is prox-regular at 0 for $\bar{g}_u$, it suffices to show that there exists $\hat{\rho} \in \mathbb{R}_+$ such that $S + \hat{\rho} I$ is monotone. Consider any $s_0 \in S(u_0)$ and $s_1 \in S(u_1)$. As $S(u_i) \neq \emptyset$ we have $\|u_i\| < r$ and $|L_\varepsilon (u_i; \bar{g}_u) - L_\varepsilon (0; \bar{g}_u)| < r$ for $i \in \{0, 1\}$.

Additionally, $\|s_i - \bar{g}_u\| < r$ and $s_i \in \partial L_\varepsilon (u_i; \bar{g}_u)$. By Theorem 1(iv), there exist $\hat{v}_i \in W(u_i; \bar{g}_u), i \in \{0, 1\}$ such that $(s_i, 0) \in \partial h(u_i, \hat{v}_i)$. Next we show $(s_i, 0) \in \partial T(u_i, \hat{v}_i).$ First, $\|(s_i, 0) - (\bar{g}_u, 0)\| = \|s_i - \bar{g}_u\| < r < \varepsilon$. Second, $\|(u_i, \hat{v}_i)\|^2 = \|u_i\|^2 + \|\hat{v}_i\|^2 < r^2 + \varepsilon^2 = \varepsilon^2$. Third, $|h(u_i, \hat{v}_i) - h(0, 0)| = |L_\varepsilon (u_i; \bar{g}_u) - L_\varepsilon (0; \bar{g}_u)| < r < \varepsilon$. Consequently, $(s_i, 0)$ and $(u_i, \hat{v}_i)$ satisfy (29), i.e.
\[
\langle s_1 - s_0, u_1 - u_0 \rangle + \rho\|u_1 - u_0\|^2 + \rho\|\hat{v}_1 - \hat{v}_0\|^2 \geq 0.
\] (32)

Combining (27) in Assumption 3 we get $S + \rho (1 + \varepsilon^2) I$ is monotone. \qed

### 4 UV decomposition

In Definition 3.3 we have defined the subspace to be any subspace such that the set $D_\varepsilon f$ is nonempty. Under this definition we have showed Theorem 2. However, this definition can be too generic. To get nicer properties of the $U$-Lagrangian such as differentiability we follow the definition in [6], where the $U$-Lagrangian of a convex function was defined.
Definition 4.1. Given a proper, l.s.c. function $f$ and a point $\bar{x}$, the $UV$-decomposition of $\mathbb{R}^n$ at $\bar{x}$ is defined by

$$V(\bar{x}) = \text{span}(\partial f(\bar{x}) - \tilde{g}), \quad U(\bar{x}) = V(\bar{x})^\perp \quad (33)$$

where $\tilde{g}$ is an arbitrary subgradient in $\partial f(\bar{x})$.

From now on we replace the subspaces defined in Definition 3.3 by $V(\bar{x})$ and $U(\bar{x})$ in Definition 4. To simplify notation we denote $V = V(\bar{x})$ and $U = U(\bar{x})$. Under this definition the set $D_\epsilon f$ becomes the $\epsilon$-relative interior of $\partial f(\bar{x})$, denoted by $\epsilon\text{-ri} \partial f(\bar{x})$.

Proposition 9. Let $f$ satisfy Assumption 1. Denote $U' = \{w \in \mathbb{R}^n : df(\bar{x})(-w) = -df(\bar{x}, w)\}$.

(i) For all $g^o \in \epsilon\text{-ri} \partial f(\bar{x})$

$$\{w \in \mathbb{R}^n : \langle g - g^o, w \rangle = 0 \text{ for all } g \in \partial f (\bar{x})\} = N_{\partial f(\bar{x})}(g^o) \quad (34)$$

and $N_{\partial f(\bar{x})}(g^o_1) = N_{\partial f(\bar{x})}(g^o_2)$ for any $g^o_1, g^o_2 \in \epsilon\text{-ri} \partial f (\bar{x})$;

(ii) $U = U' = N_{\partial f(\bar{x})}(g^o)$.

Proof. (i) Take $g^o \in \epsilon\text{-ri} \partial f(\bar{x})$ and set $Y = N_{\partial f(\bar{x})}(g^o)$. From Assumption 1 and Proposition 4 we have $f$ is subdifferentially regular at $\bar{x}$. Thus $\partial f(\bar{x})$ is convex and $Y = \{z \in \mathbb{R}^n : \langle z, g - g^o \rangle \leq 0 \text{ for all } g \in \partial f (\bar{x})\}$. Thus $Y$ contains the left-hand side in (34); we only need to show the converse inclusion. Let $w \in Y$ and $g \in \partial f (\bar{x})$; it suffices to prove $\langle g - g^o, w \rangle \geq 0$. If $g - g^o \neq 0$ then $v := -\frac{g - g^o}{\|g - g^o\|} \in \mathcal{V}$ and $\eta v \in B_\mathcal{V}(0, \epsilon)$ for all $\eta \in [0, \epsilon]$. As $g^o \in \epsilon\text{-ri} \partial f(\bar{x})$ we have $g^o + \eta v \in \partial f(\bar{x})$. The fact that $w \in Y$ implies that

$$0 \geq \langle g^o + \eta v - g^o, w \rangle = -\frac{\eta}{\|g - g^o\|} \langle g - g^o, w \rangle$$

and therefore $\langle g - g^o, w \rangle \geq 0$. For any $g^o_1, g^o_2 \in \epsilon\text{-ri} \partial f(\bar{x}) \subset \partial f(\bar{x})$, we have

$N_{\partial f(\bar{x})}(g^o_1) = \{w \in \mathbb{R}^n : \langle g, w \rangle = \langle g^o, w \rangle = \langle g^o_2, w \rangle \text{ for all } g \in \partial f (\bar{x})\} = N_{\partial f(\bar{x})}(g^o_2)$.

(ii) From the regularity of $f$ we also have $df(\bar{x})(w) = \sup \{\langle g, w \rangle : g \in \partial f (\bar{x})\}$ for all $w \in \mathbb{R}^n$ and

$$U' = \left\{w \in \mathbb{R}^n : \sup_{g \in \partial f(\bar{x})} \langle w, g \rangle = \inf_{g \in \partial f(\bar{x})} \langle w, g \rangle \right\}. \quad (35)$$

This means for all $w \in U'$ we have $\langle g' - g'', w \rangle = 0$ for all $g', g'' \in \partial f (\bar{x})$. From (i) we see $U' = N_{\partial f(\bar{x})}(g^o)$. Now we show $U' = U$. Let $w \in U$ then $\langle w, z \rangle = 0$ for any $z \in \mathcal{V}$. Specifically, $\langle w, g - \tilde{g} \rangle = 0$ for any $g \in \partial f(\bar{x})$ as $g - \tilde{g} \in \mathcal{V}$. Consequently, $\langle g' - g'', w \rangle = 0$ for all $g', g'' \in \partial f (\bar{x})$ and $w \in U'$, meaning $U \subset U'$. Suppose $w \in U'$ and $v = \sum_j \lambda_j (g_j - \tilde{g}) \in \mathcal{V}$ with $g_j \in \partial f (\bar{x})$, then we have from (35) and the fact that $g^o \in \epsilon\text{-ri} \partial f (\bar{x}) \subset \partial f (\bar{x})$

$$\langle v, w \rangle = \sum_j \lambda_j (\langle g_j, w \rangle - \langle \tilde{g}, w \rangle) = 0 \quad (36)$$

and hence $w \in \mathcal{V}^\perp = U$. This finishes the proof. \qed
Corollary 1. Suppose that Assumption 1 holds. For all $g \in \partial f(\bar{x})$ we have $g_u = \bar{g}_u$, where $\bar{g} \in D, f = \epsilon^{-1}\partial f(\bar{x})$ is introduced in Definition 3.3.

Proof. By Proposition 9 we see $U = \{w \in \mathbb{R}^n: \langle g - g^*, w \rangle = 0 \text{ for all } g \in \partial f(\bar{x})\}$. Consequently, for all $u \in U$ and all $g \in \partial f(\bar{x})$ we have $\langle g, u \rangle = \langle g^*, u \rangle$. As $g^*$ and $\bar{g}$ are all in $\partial f(\bar{x})$ it follows that $\langle g, u \rangle = \langle \bar{g}, u \rangle$. By the UV-decomposition, we get $\langle g_u, u \rangle = \langle \bar{g}_u, u \rangle$ and $\langle g_u - \bar{g}_u, u \rangle = 0$ for all $u \in U$. Therefore $g_u = \bar{g}_u$. □

Now we show the smoothness property of the U-Lagrangian.

Proposition 10. Suppose Assumptions 1 and 2 hold. Then $\partial L_e(0; \bar{g}_e) = \{\bar{g}_u\}$.

Proof. From Assumption 1 and Theorem 1(i) we can apply 10.13 of [15] to deduce $\partial L_e(0; \bar{g}_e) \subset \cup_{\epsilon \in W(0; \bar{g}_e)}\{w: \langle w, 0 \rangle \in \partial h(0, 0)\}$. From Theorem 2(i) we have $\partial L_e(0; \bar{g}_e) \subset \{w: \langle w, 0 \rangle \in \partial h(0, 0)\}$. Applying Theorem 1(ii) we get $\partial L_e(0; \bar{g}_e) \subset \{g_u: g_v = \bar{g}_v, g \in \partial f(\bar{x})\}$. Combining Corollary 1 we have $\partial L_e(0; \bar{g}_e) \subset \{g_u: g_v = \bar{g}_v, g_u = \bar{g}_u\} = \{\bar{g}_u\}$. On the other hand, Theorem 2(ii) gives $\bar{g}_u \in \partial L_e(0; \bar{g}_e) \subset \partial L_e(0; \bar{g}_e)$. Consequently, $\partial L_e(0; \bar{g}_e) = \{\bar{g}_u\}$ holds. □

Corollary 2. If Assumptions 1-3 hold then $L_e$ is prox-regular at 0.

Proof. From Proposition 10 we see $\partial L_e(0; \bar{g}_e)$ is a singleton. The result follows immediately from Theorem 3. □

Proposition 11. Suppose Assumption 1 holds. Define $f_U: U \mapsto \mathbb{R}$ as $f_U(u) = f(\bar{x} + u)$. Then $f_U$ is strictly differentiable at 0.

Proof. The function $f_U$ is l.s.c. at 0 because $\lim \inf_{u \to 0} f_U(u) = \lim \sup_{\delta \downarrow 0} \left[ \inf_{u \in B_U(0, \delta)} f_U(u) \right] \geq \lim \inf_{x \to \bar{x}} f(x) \geq f(\bar{x}) = f_U(0)$, where the last inequality holds because $f$ is l.s.c. at $\bar{x}$ by Assumption 1. According to 9.18 (g) of [15] it suffices to show $\hat{d}f_U(0)(-p) = -\hat{d}f_U(0)(p)$ for all $p \in U$. From Proposition 4(ii) and Assumption 1, $f$ is subdifferentially regular at $\bar{x}$. On the other hand, $f_U(u) = f(F(u))$ where $F(u) = \bar{x} + u$ and $\nabla F(0)$ is an identity matrix. This implies that the only vector $y$ with $\nabla F(0) \cdot y = 0$ is $y = 0$. Consequently, $f_U$ is subdifferentially regular at 0 and $df_U(0)(p) = \hat{d}f(\bar{x})(p)$ for all $p \in U$ (see 10.6 of [15]). Thus the equivalence of $U$ and $U'$ in Proposition 9 implies $\hat{d}f_U(0)(-p) = df_U(0)(-p) = \hat{d}f(\bar{x})(-p) = df(\bar{x})(p) = -df_U(0)(p) = -df_U(0)(p)$. □

Lemma 4. Under Assumptions 1 and 2, $L_e$ is strictly continuous at 0.

Proof. The definition of $L_e$ suggests $L_e(u; \bar{g}_e) \leq \bar{f}(\bar{x} + u)$ for all $u \in U$ and therefore $\lim \sup_{u \to 0} L_e(u; \bar{g}_e) \leq \lim \sup_{u \to 0} \bar{f}(\bar{x} + u)$. Proposition 11 entails the continuity of $f_U$ at 0 which gives $\lim \sup_{u \to 0} f_U(u) = \lim \sup_{u \to 0} f(\bar{x} + u) = f(\bar{x})$. Consequently, we have $\lim \sup_{u \to 0} L_e(u; \bar{g}_e) \leq f(\bar{x}) = L_e(0; \bar{g}_e)$. On the other hand, 2(iii) reveals that $\lim \inf_{u \to 0} L_e(u; \bar{g}_e) \geq f(\bar{x})$ and therefore $L_e$ is continuous at 0. From the proof hitherto we see that $f(\bar{x}) + \langle \bar{g}_u, u \rangle - \frac{\rho}{2}\|u\|^2 \leq L_e(u; \bar{g}_e) \leq f(\bar{x} + u) \forall u \in B_U(0, r)$, where $r = \sqrt{\epsilon - \epsilon}$. 12
By Proposition 11 \( f(\bar{x}) + u \) is strictly continuous at 0 and hence \( L_\epsilon \) is bounded below and above by functions that are strictly continuous at 0. It follows that \( L_\epsilon \) must be strictly continuous at 0, too.

**Theorem 4.** Under Assumptions 1 and 2, \( L_\epsilon \) is strictly differentiable at 0 with \( \nabla L_\epsilon (0; \bar{g}_u) = \bar{g}_u \).

**Proof.** By Proposition 10, \( L_\epsilon \) has only one subgradient at 0. Applying 9.18 of [15], we see it suffices to show \( L_\epsilon \) is strictly continuous at 0, which is shown in Lemma 4.

\[ \square \]

5 Fast track

In this section, we first extends fast track to the new U-Lagrangian and then we explore its equivalence to partial smoothness.

**Definition 5.1** (\( C^k \) fast track). Let \( \bar{x} \) be a local minimizer of the function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \). We say that \( \{\bar{x} + u + v(u) : u \in B_\delta(0, \delta)\} \) is a \( C^k \) fast track leading to a local minimizer of \( f \) if for all \( u \) small enough

(i) \( v : U \rightarrow Y \) is a \( C^k \) function satisfying \( v(u) \in \bigcap_{\tilde{g} \in \epsilon \cdot \partial f(\bar{x})} W(\bar{u}; \tilde{g}_v) \); and

(ii) there exists \( \hat{g} \in \epsilon \cdot \partial f(\bar{x}) \) such that \( L_\epsilon (\bar{x}; \hat{g}_v) \) is a \( C^k \) function.

**Proposition 12.** In Definition 5.1, the condition (ii) can be replaced by the following statement,

(ii') \( L_\epsilon (u; \hat{g}_v) \) is a \( C^1 \) function for all \( \hat{g} \in \epsilon \cdot \partial f(\bar{x}) \).

**Proof.** Suppose (ii) holds. Let \( v(u; \hat{g}_v) \) be an arbitrary element in \( W(\bar{u}; \hat{g}_v) \). Then \( L_\epsilon (u; \hat{g}_v) = f(\bar{x} + u + v(u; \hat{g}_v)) - (\hat{g}_v, v(u; \hat{g}_v)) \) and \( f(\bar{x} + u + v(u; \hat{g}_v)) - (\hat{g}_v, v(u; \hat{g}_v)) \) is a \( C^1 \) function of \( u \). Taking \( v(u; \hat{g}_v) \) as the particular \( v(u) \) in condition (i) of Definition 5.1 we have \( L_\epsilon (u; \hat{g}_v) = f(\bar{x} + u + v(u)) - (\hat{g}_v, v(u)) = f(\bar{x} + u + v(u)) - (\hat{g}_v, v(u)) + (\hat{g}_v, v(u)) = L_\epsilon (u; \hat{g}_v) + (\hat{g}_v, v(u)) \) for all \( \hat{g} \in \epsilon \cdot \partial f(\bar{x}) \). Therefore \( L_\epsilon (u; \hat{g}_v) = L_\epsilon (u; \hat{g}_v) - (\hat{g}_v, v(u)) \) is also a \( C^1 \) function.

\[ \square \]

**Definition 5.2** (\( C^k \)-manifold). We say that a set \( \mathcal{M} \subset \mathbb{R}^n \) is a \( C^k \)-smooth manifold of codimension \( m \) around \( \bar{y} \in \mathcal{M} \) if there is an open set \( Q \subset \mathbb{R}^n \) such that

\[ \mathcal{M} \cap Q = \{y \in Q : \phi_i(y) = 0, \ i = 1, \cdots, m\}, \]

where \( \phi_i \) are \( C^k \) functions with \( \nabla \phi_i(\bar{y}) \) linearly independent.

As this paper will only involve manifolds that has only one chart, a \( C^1 \)-manifold with codimension \( m \) can also be defined as the following:

\( \mathcal{M} = \{G(z) : z \in Q\} \) where \( Q \) is an open subset of \( \mathbb{R}^n \) and \( G : Q \rightarrow \mathbb{R}^n \) has surjective derivative throughout \( Q \). In this case, it is known that \( T_\mathcal{M}(\bar{y}) = \text{Im} (\nabla G(\bar{y})) \).
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Definition 5.3 ($C^k$-partly smooth function). Let $\mathcal{M}$ be a $C^k$-smooth manifold around $\bar{x}$. We say the function $h: \mathbb{R}^n \rightarrow \mathbb{R}$ is $C^k$-partly smooth at $\bar{x}$ relative to $\mathcal{M}$ if the following four properties hold:

(i) there is an open neighborhood $\mathcal{N}(\bar{x}) \subset \mathbb{R}^n$ such that some $C^k$-smooth function $g: \mathcal{N}(\bar{x}) \rightarrow \mathbb{R}$ agrees with $h$ on $\mathcal{M} \cap \mathcal{N}(\bar{x})$;

(ii) at every point close to $\bar{x}$ in $\mathcal{M}$, $h$ is subdifferentially regular and has a subgradient;

(iii) $N_{\mathcal{M}}(\bar{x}) = \mathcal{V}(\bar{x})$, where $\mathcal{V}(\bar{x})$ is defined in Definition 4;

(iv) $\partial h$ is continuous at $\bar{x}$ relative to $\mathcal{M}$.

The following proposition is part of Theorem 6.1 of [7].

Proposition 13. Suppose the function $h: \mathbb{R}^n \rightarrow \mathbb{R}$ is $C^2$-partly smooth at the point $\bar{x}$ relative to the set $\mathcal{M} \subset \mathbb{R}^n$. Define subspaces $\mathcal{U} = T_{\mathcal{M}}(\bar{x})$ and $\mathcal{V} = N_{\mathcal{M}}(\bar{x})$. Then there exists a function $v: \mathcal{U} \rightarrow \mathcal{V}$ with the following properties:

(i) the function $v$ is $C^2$ near the origin;

(ii) for small vectors $u \in \mathcal{U}$ and $w \in \mathcal{V}$, $\bar{x} + u + w \in \mathcal{M} \Leftrightarrow w = v(u)$;

(iii) $v(u) = \mathcal{O}(\|u\|^2)$ for small $u \in \mathcal{U}$.

Fix any vector $y \in \text{ri} \partial h(\bar{x})$. Then for any small vector $u \in \mathcal{U}$, the function

$$w \in \mathcal{V} \mapsto h(\bar{x} + u + w) - \langle y, \bar{x} + u + w \rangle$$

has a local minimizer at the point $v(u)$.

Theorem 5. Suppose $\bar{x}$ is a local minimizer of the function $f: \mathbb{R}^n \rightarrow \mathbb{R}$. If $f$ is $C^2$-partly smooth at $\bar{x}$ relative to the manifold $\mathcal{M}$, then $\mathcal{M}$ contains a $C^2$ fast track leading to $\bar{x}$.

Proof. From property (iii) in Definition 5.3 we see that the subspaces $\mathcal{U}$ and $\mathcal{V}$ in Definition 5.1 and that in Proposition 13 are the same. Applying Proposition 13, we get that fix any $g \in \text{ri} \partial f(\bar{x})$, there exists a number dependent on $g$ and denoted by $\delta(g)$ such that

$$\forall u \in B_{\mathcal{U}}(0, \delta(g)), \exists \epsilon(g, u), \text{ such that } v(u) \in \arg\min_{v \in B_{\mathcal{V}}(0, \epsilon(g, u))} \{ f(\bar{x} + u + v) - \langle g, \bar{x} + u + v \rangle \},$$

where $\epsilon(g, u)$ is a number dependent on $g$ and $u$. In (38) we can choose $\epsilon$ sufficiently small so that it does not depend on $u$. As $g$ can be any element in $\text{ri} \partial f(\bar{x})$ we can choose $\delta$ and $\epsilon$ sufficiently small so that they do not depend on $g$. That is

$$\exists \delta > 0 \text{ and } \epsilon > 0 \text{ such that } v(u) \in \arg\min_{v \in B_{\mathcal{V}}(0, \epsilon)} \{ f(\bar{x} + u + v) - \langle g, \bar{x} + u + v \rangle \}, \forall u \in B_{\mathcal{U}}(0, \delta).$$

As $\epsilon - \text{ri} \partial f(\bar{x}) \subset \text{ri} \partial f(\bar{x})$, we can take any $\tilde{g} \in \epsilon - \text{ri} \partial f(\bar{x})$ and get

$$v(u) \in \arg\min_{v \in B_{\mathcal{V}}(0, \epsilon)} \{ f(\bar{x} + u + v) - \langle \tilde{g}, \bar{x} + u + v \rangle \}$$

$$= \arg\min_{v \in B_{\mathcal{V}}(0, \epsilon)} \{ f(\bar{x} + u + v) - \langle \tilde{g}_c, v \rangle \}$$

$$= W(u; \tilde{g}_c),$$
where $W(u; \bar{g}_v)$ is defined in Definition 5.4. Additionally we have $v(u) \in \bigcap_{\bar{g} \in \epsilon \cdot \partial f(\bar{x})} W(u; \bar{g}_v)$. From properties (ii) and (iii) in Proposition 13 we can choose $\delta$ sufficiently small such that $\mathcal{M}' := \{\bar{x} + u + v(u) : u \in B_{\mathcal{U}}(0, \delta)\} \subset \mathcal{M}$. From property (i) in Definition 5.3 we can choose $\delta$ sufficiently small such that $\mathcal{M}'$ is contained in some open neighborhood $\mathcal{N}(\bar{x}) \subset \mathbb{R}^n$. Consequently, $f|_{\mathcal{M}'}$ is of class $C^2$. From property (i) in Proposition 13 we can shrink $\delta$ if necessary to guarantee $v(u)$ is of class $C^2$ on $B_{\mathcal{U}}(0, \delta)$. By the definition of $W(u; \bar{g}_v)$ we have on $B_{\mathcal{U}}(0, \delta)$

$$L_{\epsilon}(u; \bar{g}_v) = f(\bar{x} + u + v(u)) - \langle \bar{g}_v, v(u) \rangle \in C^2.$$  

We have verified Definition 5.1 and hence $\mathcal{M}'$ is a $C^2$ fast track leading to $\bar{x}$. □

Suppose the dimension of $\mathcal{U}$ is $m$ and the dimension of $\mathcal{V}$ is $p := n - m$. Suppose that $\bar{U}$ is a basis matrix for $\mathcal{U}$ and $\bar{V}$ is a basis matrix for $\mathcal{V}$. We know that if the columns of an $m' \times n'$ matrix $A$ are linearly independent then the Moore–Penrose pseudoinverse of $A$ is $A^+ := (A^\top A)^{-1} A^\top$. Consequently, every $x \in \mathbb{R}^n$ can be decomposed into components $x_u$ and $x_v$ as follows:

$$\mathbb{R}^n \ni x = \bar{U} x_u + \bar{V} x_v = x_u \oplus x_v \in \mathbb{R}^m \times \mathbb{R}^p, \text{ with}$$

$$x_u = \bar{U}^+ x \text{ and } x_v = \bar{V}^+ x. \quad (43)$$

**Definition 5.4.** Given $\epsilon > 0$, we take an arbitrary $\bar{g} \in \epsilon \cdot \partial f(\bar{x})$ and define the function $L_{\epsilon}$ as follows:

$$\mathbb{R}^m \ni u \mapsto L_{\epsilon}(u; \bar{g}_v) := \inf_{v \in B^\epsilon} \{f(\bar{x} + \bar{U} u + \bar{V} v) - \langle \bar{g}, \bar{V} v \rangle\}, \quad (45)$$

where $B^\epsilon := \{v \in \mathbb{R}^p : \|\bar{V} v\| \leq \epsilon\}$. Associated with (45) we have the set

$$W(u; \bar{g}_v) := \{v \in \mathbb{R}^p : L_{\epsilon}(u; \bar{g}_v) = f(\bar{x} + \bar{U} u + \bar{V} v) - \langle \bar{g}, \bar{V} v \rangle\}. \quad (46)$$

**Lemma 5.** Suppose Assumptions 1 and 2 hold. Consider a $U$-Lagrangian $L_{\epsilon}(u; \bar{g}_v)$. Let $v(u; \bar{g}_v)$ be a function from $\mathbb{R}^m$ to $W(u; \bar{g}_v) \subset \mathbb{R}^p$. If there exists $\delta \in \mathbb{R}_+$ such that both $L_{\epsilon}(u; \bar{g}_v)$ and $v(u; \bar{g}_v)$ are of class $C^k$ on $B^\delta := \{u \in \mathbb{R}^m : \|\bar{U} u\| < \delta\}$, then

(i) $\mathcal{M} := \{\bar{x} + \bar{U} u + \bar{V} v(u; \bar{g}_v) : u \in B^\delta\}$ is a $C^k$-smooth manifold;

(ii) $\nabla v(0; \bar{g}_v) = 0$, $v(u; \bar{g}_v) = o(\|u\|)$; and

(iii) $T_{\mathcal{M}}(\bar{x}) = \mathcal{U}. \quad (47)$

(iv) The restriction $f|_{\mathcal{M}}$ is of class $C^k$.

**Proof.** Define

$$G : \mathbb{R}^m \to \mathbb{R}^n$$

$$u \mapsto \bar{x} + \bar{U} u + \bar{V} v(u; \bar{g}_v). \quad (48)$$
We know $G(0) = 0$ because $v(0; \bar{g}_v) = 0$ from Theorem 2(i). As $v(u; \bar{g}_v)$ is of class $C^k$, and hence $G$ is of class $C^k$ on $B^\delta$. It follows that $\mathcal{M} = \{G(u): u \in B^\delta\}$ is a $C^k$-smooth manifold around $\bar{x} = G(0)$ provided $\nabla G(0)$ is injective, where the Jacobian $\nabla G(0)$ is a $n \times m$ matrix. Take a $u \in \mathbb{R}^m$ and suppose $\nabla G(0)u = \bar{U}u + \bar{V}\nabla v(0; \bar{g}_v)u = 0$, then $\bar{U}u = -\bar{V}\nabla v(0; \bar{g}_v)u$. The left-hand side is an element in $\mathcal{U}$ and the right-hand side is an element in $\mathcal{V}$. As the common elements of the two subspaces can only be 0, we get $u$ must be 0. This shows that $\nabla G(0)$ is injective and therefore the rank of $\nabla G(0)$ is $m$.

We know that rank $(\nabla G(0)^\top) + \text{Null}(\nabla G(0)^\top) = n$. So Null $(\nabla G(0)^\top) = n - m = p$. Now we show that the kernel of $\nabla G(0)^\top$ is $\mathcal{V}$. Take any $y \in \mathcal{U}$ and set $\nabla G(0)^\top y = 0$, then $\bar{U}^\top y + (\bar{V}\nabla v(0; \bar{g}_v))^\top y = \bar{U}^\top y = 0$. As $\bar{U}$ is an arbitrary basis matrix of $\mathcal{U}$, we can take an orthogonal one so that $\{\bar{U}^\top z: z \in \mathcal{U}\} = \mathbb{R}^m$. Therefore $\bar{U}^\top y = 0$ implies $y$ must be 0. Hence the kernel of $\nabla G(0)^\top$ cannot contain any non zero element in $\mathcal{U}$ and it must be $\mathcal{V}$. That is, for any $z \in \mathcal{V}$, $\nabla G(0)^\top z = 0 = \bar{U}^\top z + (\bar{V}\nabla v(0; \bar{g}_v))^\top z = \nabla v(0; \bar{g}_v)^\top \bar{V}^\top z$. We can take an orthogonal basis matrix of $\mathcal{V}$ so that $\{\bar{V}^\top z: z \in \mathcal{V}\} = \mathbb{R}^p$. Consequently, we get $\nabla v(0; \bar{g}_v)^\top w = 0$ for all $w \in \mathbb{R}^p$ and thus $\nabla v(0; \bar{g}_v) = 0$.

As $v(0; \bar{g}_v)$ is of class $C^k$, it follows that $v(u; \bar{g}_v) = v(0; \bar{g}_v) + \nabla v(0; \bar{g}_v)(u - 0) + o(||u - 0||)$. Notice that both $v(0; \bar{g}_v)$ and $\nabla v(0; \bar{g}_v)$ are 0, and therefore $v(u; \bar{g}_v) = o(||u||)$. Next, we show (47). Since $T_{\mathcal{M}}(\bar{x}) = \text{Image}(\nabla G(0)) = \{\bar{U}u + \bar{V}\nabla v(0; \bar{g}_v)u: u \in \mathbb{R}^m\}$, we see the $\nabla v(0; \bar{g}_v)$ is a zero matrix.

From the definition of $L_\epsilon(u; \bar{g}_v)$ and $v(u; \bar{g}_v)$ we have
\begin{equation}
L_\epsilon(u; \bar{g}_v) = f \left(\bar{x} + \bar{U}u + \bar{V}\nabla v(u; \bar{g}_v)\right) - \left\langle \bar{g}, \bar{V}\nabla v(u; \bar{g}_v) \right\rangle, \ \forall u \in B^\delta.
\end{equation}
As both $L_\epsilon(u; \bar{g}_v)$ and $v(u; \bar{g}_v)$ are $C^k$-smooth on $B^\delta$, it follows that $f|_{\mathcal{M}}$ is $C^k$-smooth.

**Remark.** Comparing the conditions in Lemma 5 and Definition 5.1, we see the set $\mathcal{M}$ in Lemma 5 is almost a fast track except that it depends on the parameter $\bar{g}_v$ because of the function $v(u; \bar{g}_v)$. From now on, we consider a fast track $\mathcal{M} := \{\bar{x} + \bar{U}u + \bar{V}\nabla v(u): u \in B^\delta\}$ and study the conditions under which is can corresponds to a partly smooth function.

**Assumption 4.** There exists a real number $\hat{\delta}$ such that $\partial f(x) = \partial f(x)$ for all $x \in B(\bar{x}, \hat{\delta}) \cap \mathcal{M}$.

**Assumption 5.** There exists a real number $\tau \in [0, \hat{\delta}]$ such that for all $\bar{u} \in B^\tau := \{u \in \mathbb{R}^m: ||\bar{U}u|| \leq \tau\}$ we have $W(\bar{u}; \bar{g}_v) \cap \text{int} B^\tau \neq \emptyset$ and $v(\bar{u}) \in \text{int} B^\tau$ for all $\bar{u} \in B^\tau$.

**Assumption 6.** Suppose the following is true
\begin{equation}
P_V(\partial f(\bar{x}) \setminus \epsilon \text{-ri} \partial f(\bar{x})) \subset \liminf_{\bar{x} \rightarrow x} P_V(\partial f(x)).
\end{equation}

**Theorem 6.** Let $\bar{x}$ be a local minimizer of $f$ and $\mathcal{M} := \{\bar{x} + \bar{U}u + \bar{V}\nabla v(u): u \in B^\delta\}$ be a $C^1$ fast track of $f$ for some $\delta \in \mathbb{R}_+$. If Assumptions 1, 2, 4, 5 and 6 hold, then the subdifferential map $\partial f$ is inner-semicontinuous at $\bar{x}$ relative to $\mathcal{M}$. 
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Proof. By the definition of inner-semicontinuity we need to show

$$\forall \bar{g} \in \partial f (\bar{x}), \\forall x^k \xrightarrow{M} \bar{x}, \exists g^k \rightarrow \bar{g} \text{ with } g^k \in \partial f (x^k).$$  

(51)

We first show the following

$$\forall \bar{g} \in \epsilon \cdot \partial f (\bar{x}), \\forall x^k \xrightarrow{M} \bar{x}, \exists g^k \rightarrow \bar{g} \text{ with } g^k \in \partial f (x^k).$$  

(52)

Let $\bar{g}$ be an arbitrary element in $\epsilon \cdot \partial f (\bar{x})$. Set $g(u) := f (G(u))$ with $G(u) := \bar{x} + \bar{U} u + \bar{V} v(u)$ and $u \in B^\delta$. As $M$ is a $C^1$-fast track, Lemma 5 can be applied with $k = 1$.

From (5)(iv) it is easy to get

$$\partial g (\bar{u}) = \{ \nabla g (\bar{u}) \} = \{ \nabla L_z (\bar{u}; \bar{g}_v) + (\bar{g}, \bar{V} \nabla v(\bar{u})) \}, \forall \bar{u} \in B^\delta. \tag{53}$$

On the other hand, since $g(u) = f (G(u))$ and $G(u)$ is of class $C^1$, the basic chain rule reveals

$$\partial g (\bar{u}) \supset \nabla G (\bar{u})^\top \partial f (G(\bar{u})), \forall \bar{u} \in B^\delta. \tag{54}$$

Consequently, we get from (53) and (54) that

$$\nabla g (\bar{u}) = \nabla G (\bar{u})^\top \partial f (G(\bar{u})), \forall \bar{u} \in B^\delta. \tag{55}$$

For all $z \in \partial f (G(\bar{u}))$, we have $\nabla g (\bar{u}) = \nabla G (\bar{u})^\top z = [\bar{U} + \bar{V} \nabla v(\bar{u})]^\top (\bar{U} z_u + \bar{V} z_v) = \bar{U}^\top \bar{U} z_u + \nabla v(\bar{u})^\top \bar{V}^\top \bar{V} z_v$. As $\bar{U}$ and $\bar{V}$ are arbitrary basis matrices for $\mathcal{U}$ and $\mathcal{V}$, respectively, we can choose orthogonal ones to obtain $\bar{U}^\top \bar{U} = I_m$ and $\bar{V}^\top \bar{V} = I_p$ where $I_m$ and $I_n$ are identity matrices. Therefore, we get

$$\nabla g (\bar{u}) = z_u + \nabla v(\bar{u})^\top z_v, \forall z \in \partial f (G(\bar{u})), \bar{u} \in B^\delta. \tag{56}$$

We have

$$\|G(\bar{u}) - \bar{x}\| = \|\bar{U} \bar{u} + \bar{V} v(\bar{u})\| \leq \|\bar{U} \bar{u}\| + \|\bar{V} v(\bar{u})\|. \tag{57}$$

As $\|v(\bar{u})\| = o(\|u\|)$, we can choose a sufficiently small number $\zeta \in [0, \delta]$ such that $\|G(\bar{u}) - \bar{x}\| \leq \delta$ for all $\bar{u} \in B^\zeta := \{ u \in \mathbb{R}^m : \|\bar{U} u\| \leq \zeta \}$, where $\delta$ is introduced in Assumption 4. Consequently, Assumption 4 implies that

$$\partial f (G(\bar{u})) = \partial f (G(\bar{u})), \forall \bar{u} \in B^\zeta. \tag{58}$$

From (53), (56) and (58) we see

$$\nabla L_z (\bar{u}; \bar{g}_v) + \nabla v(\bar{u})^\top \bar{V}^\top \bar{g} = z_u + \nabla v(\bar{u})^\top z_v, \forall z \in \partial f (G(\bar{u})), \bar{u} \in B^\zeta. \tag{59}$$

Next we show that there exists $\bar{z} \in \partial f (G(\bar{u}))$ such that $\bar{z}_v = \bar{V}^\top \bar{g}$. We express $L_z$ as

$$L_z (u; \bar{g}_v) = \inf_{v \in \mathbb{R}^p} h(u, v), \text{ where } \tag{60}$$

$$h(u, v) = f (\bar{x} + \bar{U} u + \bar{V} v) - \langle \bar{g}, \bar{V} v \rangle + \delta_{B^\zeta} (v). \tag{61}$$
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Using the same argument as in Theorem 1(i) we can show that $h(u,v)$ is proper, l.s.c. on $\mathbb{R}^m \times \mathbb{R}^p$ and level bounded in $v$ locally uniformly in $u$. Thus, 10.13 of [15] can be applied to yield

$$\partial L_{\epsilon}(\bar{u};\bar{g}_v) \subset \bigcap_{\bar{v} \in W(\bar{u};\bar{g}_v)} \left\{ s : (s,0) \in \partial h(\bar{u},\bar{v}) \right\}, \forall \bar{u} \in \text{dom} L_{\epsilon}(u;\bar{g}_v). \quad (62)$$

Now consider any $\bar{u} \in B^\epsilon$, as $W(\bar{u};\bar{g}_v) \cap \text{int}B^\epsilon \neq \emptyset$, the smoothness of $L_{\epsilon}(u;\bar{g}_v)$ on $B^\delta$ and (62) imply

$$(\nabla L_{\epsilon}(\bar{u};\bar{g}_v),0) \in \partial h(\bar{u},\bar{v}), \forall \bar{v} \in W(\bar{u};\bar{g}_v) \cap \text{int}B^\epsilon, \forall \bar{u} \in B^\tau. \quad (63)$$

Define $\bar{g}(u,v) := f \left( \bar{G}(u,v) \right)$, where $\bar{G}(u,v) := \bar{x} + \bar{U}u + \bar{V}v$. From Proposition 5 we get

$$\partial h(\bar{u},\bar{v}) = \partial \bar{g}(\bar{u},\bar{v}) - (0,\bar{V}^T \bar{g}), \forall \bar{v} \in \text{int}B^\epsilon. \quad (64)$$

It is easy to see that the kernel of $\nabla \bar{G}(\bar{u},\bar{v})^T = [\bar{U} \bar{V}]^T$ is $\{0\}$ for all $(\bar{u},\bar{v}) \in \mathbb{R}^m \times \mathbb{R}^p$. Hence we can apply the basic chain rule (see 10.6 of [15]) to obtain

$$\partial \bar{g}(\bar{u},\bar{v}) \subset \nabla \bar{G}(\bar{u},\bar{v})^T \partial f \left( \bar{G}(\bar{u},\bar{v}) \right), \forall (\bar{u},\bar{v}) \in \mathbb{R}^m \times \mathbb{R}^p. \quad (65)$$

From (63), the fact that $\partial h(\bar{u},\bar{v}) \subset \partial \bar{g}(\bar{u},\bar{v})$, (64) and (65) it follows that

$$(\nabla L_{\epsilon}(\bar{u};\bar{g}_v),0) \in \nabla \bar{G}(\bar{u},\bar{v})^T \partial f \left( \bar{G}(\bar{u},\bar{v}) \right) - (0,\bar{V}^T \bar{g}) \quad (66)$$

$$= \left( \bar{U}^T \partial f \left( \bar{G}(\bar{u},\bar{v}) \right), \bar{V}^T \partial f \left( \bar{G}(\bar{u},\bar{v}) \right) - \bar{V}^T \bar{g} \right), \forall \bar{v} \in W(\bar{u};\bar{g}_v) \cap \text{int}B^\epsilon, \forall \bar{u} \in B^\tau. \quad (67)$$

Consequently,

$$\bar{V}^T \bar{g} \in \bar{V}^T \partial f \left( \bar{G}(\bar{u},\bar{v}) \right) \forall \bar{v} \in W(\bar{u};\bar{g}_v) \cap \text{int}B^\epsilon, \forall \bar{u} \in B^\tau. \quad (68)$$

From Assumption 5, $v(\bar{u}) \in \text{int}B^\epsilon$. On the other hand the definition of $v(\cdot)$ implies that $v(\bar{u}) \in \bigcap_{\bar{v} \in \text{int}B^\epsilon} W(\bar{u};\bar{g}_v)$ for all $\bar{u} \in B^\delta$. Therefore we can set the $\bar{v}$ in (68) to be $v(\bar{u})$ and get

$$\bar{g}_v \in \bar{V}^T \partial f \left( G(\bar{u}) \right), \forall \bar{u} \in B^\tau. \quad (69)$$

Letting $\gamma := \min \{ \tau, \zeta \}$ then for all $\bar{u} \in B^\gamma := \{ u \in \mathbb{R}^m : \|\bar{U}u\| \leq \gamma \}$, we have from (69), the orthogonality of $\bar{V}$ and (59) that

$$\nabla L_{\epsilon}(\bar{u};\bar{g}_v) = z_u, \forall z \in \partial f \left( G(\bar{u}) \right), \bar{u} \in B^\gamma. \quad (70)$$

Now consider the sequence $\{ x^k \}$ in (52). As $\mathcal{M}$ is a smooth manifold, each $x \in \mathcal{M}$ corresponds to a $u$ such that $x = G(u)$ as long as $u \in B^\delta$. For each
$x^k \xrightarrow{\mathcal{M}} \bar{x}$, correspondingly there is $u^k \xrightarrow{B^k} 0$ with $x^k = G(u^k)$. Notice that $\tau \leq \delta$ and therefore for $k$ big enough, by (69), we can take an $g^k$ to be an element in $\partial f(x^k)$ such that

$$\bar{g}_v = g^k_v.$$ (71)

And from (70) and the fact that $\gamma \leq \zeta \leq \delta$ we can get for $k$ big enough

$$\nabla L_\epsilon(u^k; \bar{g}_v) = g^k_v,$$ (72)

From (71), (72), the smoothness of $L_\epsilon$ and Theorem 4 we have

$$g^k = \bar{U}g^k_u + \bar{V}g^k_v \rightarrow \bar{U}\nabla L_\epsilon(0; \bar{g}_v) + \bar{V}\bar{g}_v = \bar{g}.$$ (73)

We have showed (52). Next we show (51). To simplify notation we denote $E := \partial f(\bar{x}) \setminus \epsilon$-ri $\partial f(\bar{x})$. To show (51) based on (52) we only need to show the following

$$\forall \bar{g} \in E, \forall x^k \xrightarrow{\mathcal{M}} \bar{x}, \exists g^k \rightarrow \bar{g} \text{ with } g^k \in \partial f(x^k).$$ (74)

From Assumption 6 we see that

$$\forall g_v \in P_v(E), \forall x^k \xrightarrow{\mathcal{M}} \bar{x}, \exists g^k_v \rightarrow g_v \text{ with } g^k \in \partial f(x^k).$$ (75)

Notice from (70) and (72) we can set the $g^k$ in (74) to be $\bar{U}g^k_u + \bar{V}g^k_v$ where $g^k_v$ is introduced in (75) and thus (74) follows from the smoothness of $L_\epsilon$.

**Assumption 7.** There exists a real number $\bar{\delta}$ such that at every point in $B(\bar{x}, \bar{\delta}) \cap \mathcal{M}$, $f$ is subdifferentially regular and has a subgradient.

**Theorem 7.** Under Assumptions 1, 2, 5, 6, and 7, if $\bar{x}$ is a local minimizer of $f$ and $\mathcal{M} := \{\bar{x} + \tilde{U}u + \tilde{V}v(u) : \tilde{U}u \in B\}$ is a $\mathcal{C}^k$ fast track of $f$, then $f$ is $\mathcal{C}^k$-partly smooth at $\bar{x}$ relative to $\mathcal{M}$.

**Proof.** Suppose $\bar{x}$ is a local minimizer of $f$ and $\mathcal{M}$ is a $\mathcal{C}^k$ fast track of $f$, then by Definition 5.1, $v(u) \in \bigcap_{{\bar{g} \in \epsilon $-ri $\partial f(\bar{x})}} W(u; \bar{g}_v)$ and hence $v(u)$ is a special case of the $v(u; \bar{g}_v)$ in Lemma 5. Furthermore, Lemma 5 can be applied and $\mathcal{M}$ is a special case of the $\mathcal{C}^k$-smooth manifold in Lemma 5(i). By Lemma 5(iv) $f|_{\mathcal{M}}$ is of class $\mathcal{C}^k$ and thus $f$ satisfies property (i) in Definition 5.3. Property (ii) is also satisfied because of Assumption 7. Taking orthogonal complements of the two sides in (5) gives property (iii) in Definition 5.3. Next we show property (iv). It suffices to show that $\partial f$ is inner-semicontinuous at $\bar{x}$ relative to $\mathcal{M}$ as $\partial f$ is already outer-semicontinuous at at $\bar{x}$. To apply Theorem 6 we only need to verify that Assumption 4 holds, which is immediate from Assumption 7. □
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