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Abstract

We construct an extensive adiabatic invariant for a Klein-Gordon chain in the thermodynamic limit. In particular, given a fixed and sufficiently small value of the coupling constant $a$, the evolution of the adiabatic invariant is controlled up to times scaling as $\beta^{1/\sqrt{a}}$ for any large enough value of the inverse temperature $\beta$. The time scale becomes a stretched exponential if the coupling constant is allowed to vanish jointly with the specific energy. The adiabatic invariance is exhibited by showing that the variance along the dynamics, i.e. calculated with respect to time averages, is much smaller than the corresponding variance over the whole phase space, i.e. calculated with the Gibbs measure, for a set of initial data of large measure. All the perturbative constructions and the subsequent estimates are consistent with the extensive nature of the system.

1 Introduction and statement of results

In the quest for a mathematically rigorous foundation of Statistical Physics in general, and Statistical Mechanics in particular, despite many efforts and recent successes, a lot of work is still to be done. More specifically, if one considers an Hamiltonian system, instead of some ad hoc model, for the microscopic description of large systems, the behaviour over different long time scales is often still a challenge. One of the possible, and natural strategies, is to apply the techniques and results of Hamiltonian perturbation theory to large systems, with particular attention to the thermodynamic limit, i.e. when the number of degrees of freedom grows very large, at fixed, non vanishing, specific energy. The present paper is concerned with the existence of an adiabatic invariant for an arbitrarily large one dimensional Klein-Gordon chain, with estimates uniform in the size of the system.

It is well known that results like the KAM and the Nekhoroshev theorems stated for finite dimensional systems (see e.g. [2,25,30,33]) appear to be somewhat useless as the number $N$ of degrees of freedom of the system grows, for the estimated dependence on $N$ of the constants involved is usually very bad, and in particular the (specific) energy thresholds do vanish in the limit $N \to \infty$. It is worth to mention however that a first theoretical result at finite specific energy, hence with estimates uniform in $N$, and on an average time scale can be found in [15]. Extensions in the infinite dimensional case have been made (see, e.g., [4,12,13,17,20,27,34,36] for the case of partial differential equations, or [3,9,20] for the case of lattices), but always for finite energy, i.e., for zero specific energy. Our aim is precisely to remove such a drawback, producing a long time estimate for finite specific energy.
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We consider the Hamiltonian

\[ H(x, y) = \frac{1}{2} \sum_{j=1}^{N} \left[ (y_j^2 + x_j^2) + a(x_j - x_{j-1})^2 + \frac{1}{2} x_j^4 \right], \]  

(1)

of a Klein-Gordon chain with \( N \) degrees of freedom, periodic boundary conditions \( x_0 = x_N \), and coupling constant \( a \).

A previous investigation of a similar model has been made in [24]. In that paper a first order (in the sense of perturbation theory) adiabatic invariant has been analytically constructed. Moreover, by numerical investigation it has been shown that the adiabatic invariance persists for times much longer than those predicted by the first order theoretical analysis. Thus, the model appeared to be worth of further theoretical investigation. A very recent breakthrough in this direction is represented by the paper [16], which exploits the idea of complementing the perturbation estimates with probabilistic techniques, thus producing a control of the long time evolution in the thermodynamic limit. We will come back later to the relation between that paper and the present work.

Let us give a brief sketch of our procedure. The basic idea of both the quoted works is to avoid the usual procedure of introducing normal modes for the quadratic part of the Hamiltonian (1), thus considering the model as a set of identical harmonic oscillators with a coupling which includes a small quadratic term describing a nearest neighbours interaction controlled by the small parameter \( a \). We construct an extensive adiabatic invariant as follows.

First, as in [24], we exploit a transformation of the quadratic part of the Hamiltonian into the sum of two terms in involution, one of them including all resonant coupling terms. The relevant fact is that the transformation preserves the extensive nature of the system and produces new coordinates which are each exponentially localized around the corresponding original ones. As a subsequent step, the perturbation process is performed here at higher order. Thus we produce an adiabatic invariant which still preserves both the extensive nature of the system and the exponential decay of the interaction with the distance. Furthermore we produce estimates which are uniform in the number \( N \) of degrees of freedom.

We stress that our model contains two independent perturbation parameters, namely: (i) the coupling parameter \( a \), and (ii) the specific energy \( \epsilon \). This is a point that deserves particular consideration. We pay special attention in keeping these two parameters separated, so that we can deal with the physically sound hypothesis that the coupling parameter \( a \) is fixed, and the inverse temperature \( \beta \) grows arbitrarily large. Actually, the main theorem 5.1 is formulated so that one is allowed to play independently with both parameters in suitable ranges.

A second relevant point is concerned with the question how to assess the adiabatic invariance of our quantity. The delicate point is again related to the thermodynamic limit, which was indeed a major obstacle in tackling the problem with perturbation methods, but can be dealt with using a statistical approach. In a simplified description (see, e.g., [28]) we can say that, as the number of degrees of freedom grows, all the extensive functions appear as essentially constant over the energy surface, in the sense that for increasing \( N \) their densities approach a delta function centered around their average value. Clearly an almost constant function is also approximately constant along an orbit, which seems not to give a meaningful information. The idea is thus to compare the dynamical fluctuation with the statistical deviation of the function over the phase space, using the Gibbs measure. A function defined on the phase space will be considered reasonably conserved if its fluctuation along the orbit
is significantly smaller than its Gibbs variance, for a large set of initial data.

In the present paper we are able to show that, in the physically sound assumption of fixed coupling constant \( a \), as the specific energy \( \epsilon \) goes to zero, for a large (asymptotically full) Gibbs measure of initial data, and for time scaling as inverse powers of \( \epsilon \), the time variance of our quantity is smaller than the corresponding Gibbs variance, their ratio vanishing as a power of \( \epsilon \). The estimates are uniform in the number \( N \) of degrees of freedom.

We come now to a formal presentation of the results in a somehow simplified form. A general formulation is given in the main theorem \[5.1\], where some parameters appear that may be subjected to a fine tuning (\( a \) and \( \beta \) among them). In the statement below we reduce the number of free parameters by making appropriate choices, so as to give more readable, but still physically meaningful results. Whenever it will be useful we shall denote by \( z \) all the coordinates and momenta \((x, y)\), and by \( H(z, a) \) the Hamiltonian so as to bring into evidence the dependence on the coupling constant \( a \).

We denote here by \( dz \) the \( 2N \)-dimensional Lebesgue measure in the phase space \( \mathcal{M} := \mathbb{R}^{2N} \), by \( dm \) the Gibbs measure and by \( Z \) the corresponding partition function, namely

\[
    dm(\beta, a) := \frac{e^{-\beta H(z, a)}}{Z(\beta, a)} dz, \quad Z(\beta, a) := \int_{\mathcal{M}} e^{-\beta H(z, a)} dz;
\]

for every function \( X : \mathcal{M} \rightarrow \mathbb{R} \) we denote its phase average and its variance \( \sigma^2 \) respectively by

\[
    \langle X \rangle := \int_{\mathcal{M}} X dm(\beta, a), \quad \sigma^2[X] := \langle X^2 \rangle - \langle X \rangle^2.
\]

For every measurable set \( A \in \mathcal{M} \), we will denote \( m(A) := \int_A dm(\beta, a) \).

We recall that, for \( \beta \) large and \( a \) small, \( \beta \) is roughly the inverse of the average specific energy

\[
    \frac{1}{\beta} \sim \frac{\langle H \rangle}{N}.
\]

We also need to define the time average and the time variance, evaluated along the time evolution. Denoting by \( \phi^t \) the Hamiltonian flow, these quantities are naturally defined as

\[
    \overline{X}(z, t) := \frac{1}{t} \int_0^t (X \circ \phi^s)(z) ds, \quad \sigma^2_t[X] := \overline{X^2} - \overline{X}^2.
\]

We remark that \( \sigma^2_t[X] \) is a function of \((z, t)\), and that all the previously defined averages and variances are clearly functions of \( \beta \) and \( a \), even though we do not write these dependences explicitly.

We state here a particular version of the main result of the paper giving, for fixed coupling constant, and small specific energies, a control for time scales growing as a power of \( \beta \). In the statements of the present Section the symbols \( C_1, C_2, \ldots \) denote constants that may have different values in different contexts.

**Theorem 1.1** There exist positive constants \( a^*, \beta_0, \beta_1, C_1 \) and \( C_2 \) such that, for all \( 0 < a < a^* \), given the integer \( r := \left\lfloor C_1 \sqrt{\frac{1+2a}{a}} \right\rfloor \), there exists an extensive polynomial \( \Phi : \mathcal{M} \rightarrow \mathbb{R} \) of degree \( 2r + 2 \), such that, for all \( \beta > \max\{\beta_0, \beta_1 r^6\} \) one has

\[
    m \left( z \in \mathbb{R}^{2N} : \sigma^2_t[X] \geq \frac{\sigma^2_t[\Phi]}{\sqrt{\beta}} \right) \leq \frac{C_2}{\beta} \left( \frac{t}{T} \right)^2, \quad T = \beta^{r/2}.
\]

\footnote{We do not use the standard notation \( \sigma^2_t[X] \) because we reserve the subscript, in particular with a \( t \), for the variance along the dynamics.}
Remark 1.1 According to the result stated above, given a system with Hamiltonian (1) with a sufficiently small, and fixed, coupling constant $a$, there exists a quantity whose time variance is smaller than its phase variance for a set of initial data of large Gibbs measure; this holds over long times scaling with $\epsilon^{-C/\sqrt{a}}$, for small enough average specific energy $\epsilon$. Actually, given the relation between $\beta$, $r$ and $a$, the minimal time scale (corresponding to the maximal specific energy allowed) is of order $r^r$, i.e. $(1/\sqrt{a})^{1/\sqrt{2}}$.

We may state another result, where the time scale is a stretched exponential in $\beta$. The price to be paid, again in the hypothesis of a fixed coupling constant, is that the specific energy must be bounded both from below and from above; otherwise it is necessary to let the coupling vanish as the specific energy goes to zero.

Theorem 1.2 There exist positive constants $a^*$, $\beta^*$, $C^*$, $C_1$, $C_2$ and $C_3$ such that, for all $\beta \geq \beta^*$ and $0 < a < a^*$ satisfying $\sqrt{a} \sqrt{\beta} \leq C^*$, given the integer $r := \lfloor C_1 \sqrt{\beta} \rfloor$, there exist an extensive polynomial $\Phi : \mathcal{M} \to \mathbb{R}$ of degree $2r + 2$, such that one has

$$m \left( z \in \mathbb{R}^{2N} : \sigma_t^2[\Phi] \geq \frac{\sigma_t^2[\Phi]}{\sqrt{\beta}} \right) \leq \frac{C_2}{\beta} \left( \frac{t}{\ell} \right)^2, \quad \ell = e^{C_3 \sqrt{\beta}}$$

The proofs of the theorems stated here are given in Section 5 as corollaries of the main Theorem 5.1.

The paper actually consists of two separate parts, namely: (i) the construction of an approximate conserved quantity with perturbation methods, and (ii) the control of the dynamical fluctuation using statistical tools.

The first part makes use of the formal perturbation expansion method introduced in [23] and used in subsequent works, but implements a quantitative scheme of estimates that exploits the characteristics of the present system, namely the complete resonance, the extensivity of the model and the exponential decay of interactions with the distance, in order to produce estimates uniform in $N$. The role of complete resonance in removing the critical dependencies on $N$ goes back to [9,10] and has been used later on, e.g. in [3,24]. The extensivity property has been dealt with in our previous paper [24] exploiting the cyclic symmetry; some results are restated here in a more terse way, using the formalism of circulant matrices. The method of control of the exponential decay introduced here is new, up to our knowledge. The quantitative perturbation scheme developed in the present work significantly improves the one in [16]. In this respect we put emphasis on the different method of solving the homological equation. The problem is to invert a linear operator that depends on the coupling parameter $a$. We are able to formulate a direct inversion lemma, thus replacing the truncation method used in [16] with a more effective one; the price we pay is that, at variance with their approach, we actually have to control small divisors, thus introducing an upper bound on the number of perturbation steps allowed. The crucial positive outcome of our choice, in this technical point, is the possibility of preserving the independence of the parameters $a$ and $\epsilon$, while they are collectively controlled in [16] as $a + \epsilon$.

In the second part, the statistical control of the fluctuation is reminiscent of the scheme used in [16]. However, we are able to produce improved estimates of the adiabatic invariance, and to prove almost everything independently and in a different way. First of all we do not rely
on probabilistic techniques (like marginal probabilities) but we use a more direct approach. In particular we exploit a mechanism of cancellations of unwanted interaction terms, which allows us to bring into evidence the decay properties of spatial correlations. A second point concerns the fundamental use, besides the decay properties of spatial correlations, of the short range interaction properties of the system which are preserved by our pertubative construction, the latter being another outcome of the improvements of the first part.

Let us add a comment on the possible extensions of the present work. Most of the ideas and techniques used here are not restricted to the one dimensional case. E.g., properties like complete resonance, extensivity and exponential decay of interaction range may be handled essentially in the same way even for a multidimensional lattice, perhaps at the price of more complicated estimates. A trickier formalization may be required in the part concerning the statistical estimates, in particular for the cancellations.

A further comment is devoted to the fact that in both the present result and in the coupling parameter must be small enough: thus the applicability to the Fermi-Pasta-Ulam model still remains open. This is particularly relevant since the question of the relaxation properties of the latter model at the thermodynamic limit still remains not completely understood (see, e.g., [21]), despite some recent advancement in the investigation of the integrability origin of the long time stability exhibited both with long wave initial data and with generic initial data (see, e.g., [5, 8, 11, 14, 22, 29]).

We close this review of the literature with a very recent and interesting result: paper [19]. Although they consider different models and deal with a different question, i.e. the problem of heat conduction, it appears as a relevant work since they are able to perform a normal form at the thermodynamic limit.

The paper is organized as follows. In Section 2 the general setting is introduced, with the formalization of the extensivity of the system, the interaction range and its relation with the perturbation tools. In Section 3 we recall the normal form transformation of the quadratic part of the Hamiltonian, which produces the zeroth order approximation of the adiabatic invariant; the formal construction is then carried on at higher perturbative orders in Section 4. The control on the time evolution of the adiabatic invariant, and the estimates on the measure of the set of initial data for which they hold, are given in Section 5 where we actually give the complete and detailed version of the main result of paper. An Appendix with several technical lemmas closes the paper.

2 General setting

One of the guiding ideas of this work is to exploit some general characteristics of a many particles mechanical system:

(i) particles interacting with a two-body potential;

(ii) the potential is invariant with respect to rotations and translations;

(iii) the potential is assumed to be a smooth function; actually we consider the stronger condition of being analytic in the coordinates.

---
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With these conditions the Hamiltonian may be given the generic form

$$H(q, p) = \sum_j \frac{1}{2} p_j^2 + \frac{1}{2} \sum_{i \neq j} V(q_i, q_j)$$

where the potential $V$ possesses the symmetry and short range properties above.

These properties are quite general ones. E.g., besides the realm of Statistical Mechanics, they also apply to the Solar System, and have actually been used by Lagrange in his theory of secular motions.

Here we restrict our attention to a system of identical particles on a $d$–dimensional lattice, with a short or even finite range interaction. In this case one needs just to know the local interaction of a particle with its neighbors, or with the whole chain, and the complete Hamiltonian is the sum of the contribution of every particle to both the kinetic and the potential energy. This is usually expressed by saying that the Hamiltonian is extensive. Functions possessing the same extensivity property of the Hamiltonian are particularly relevant.

### 2.1 Formalization

We restrict our attention to the simplified model of a finite one dimensional lattice with periodic boundary conditions and short range interactions. We denote by $x_j$, $y_j$ the position and the momentum of a particle, with $x_{j+N} = x_j$ and $y_{j+N} = y_j$ for any $j$.

**Cyclic symmetry.** We give a formal implementation of extensivity by introducing the concept of cyclic symmetry. The cyclic permutation operator $\tau$ is defined as

$$\tau(x_1, \ldots, x_N) = (x_2, \ldots, x_N, x_1), \quad \tau(y_1, \ldots, y_N) = (y_2, \ldots, y_N, y_1).$$

We shall denote $(\tau f)(x, y) = f(\tau x, \tau y)$.

**Definition 2.1** We say that a function $F$ is cyclically symmetric if $\tau F = F$.

Cyclically symmetric functions may be constructed as follows. Let $f$ be given. A new function $F = f^{\oplus}$ is constructed as

$$F(x, y) = f^{\oplus}(x, y) = \sum_{l=1}^{N} \tau^l f(x, y).$$

The upper index $\oplus$ should be considered as an operator defining the new function. We shall say that $f^{\oplus}(x, y)$ is generated by the seed $f(x, y)$. Generally speaking the decomposition of a cyclically symmetric function in the form (3) need not be unique. We shall often use the convention of denoting extensive functions with capital letters and their seeds with the corresponding lower case letter.

The following properties will be useful:

(i) if $f = f' + f''$ is a seed of a function $F$ then $\tau^{s'} f' + \tau^{s''} f''$ is also a seed of the same function, for any integers $s', s''$;

(ii) the Poisson bracket $h^{\oplus} = \{f^{\oplus}, g^{\oplus}\}$ between two cyclically symmetric functions is also cyclically symmetric. A seed is easily constructed as $h = \{f, g^{\oplus}\}$, but other choices are allowed using the property (i) above.
Norm of an extensive function. Assume now that we are equipped with a norm for our functions $\| \cdot \|$, e.g. the supremum norm over a suitable domain. We introduce a norm $\| \cdot \|_{\oplus}$ for an extensive function $F = f_{\oplus}$ by defining

$$\| F \|_{\oplus} = \| f \|,$$

i.e. we actually measure the norm of the seed. An obvious remark is that the norm so defined depends on the choice of the seed, but this will be harmless for the following reason. All the perturbation procedure and the quantitative estimates on the norm, in the rest of the paper, are based on the fact that all algebraic operations, in particular Poisson brackets, induce a natural choice of the seed for the resulting function. Thus the relevant estimates will be made directly on the seed so that the initial choice is propagated through the whole procedure. For these reasons, all the quantitative estimates in the rest of the paper, could be restated as: the function we are considering possesses a seed whose norm satisfies the stated inequality. We do not explicitly mention this fact in every statement. Moreover, we also have the following relevant facts:

(i) for any $s$ one has $\| \tau^s f \| = \| f \|$;

(ii) the inequality $\| F \| \leq N \| f \|$ holds true for any choice of the seed.

This is particularly useful if we are able to produce norms of the seed which are independent of $N$, since this fully exploits the property of the system of being extensive. This is what we plan to do, indeed.

Polynomial norms. Let $f(x, y) = \sum_{j,k} f_{j,k} x^j y^k$ be a homogeneous polynomial of degree $s$ in $x, y$. We define its polynomial norm as

$$\| f \| := \sum_{j,k} |f_{j,k}|.$$

Short range interaction. The short range interaction is characterized by writing the seed $f$ of a function as a sum $f = \sum_m f^{(m)}$, where the decomposition $f^{(m)}$ is explained in Section 2.2 formula (8). We consider in particular the case of exponential decay of interactions using two positive parameters: we say that a function $f$ expanded as above is of class $D(C_f, \sigma)$ in case one has $\| f^{(m)} \| \leq C_f e^{-m\sigma}$. Such a characterization of function is particularly useful in statistical calculation. The known quantitative perturbation schemes will be adapted in order to deal with these classes of functions.

Circulant matrices. Let us restrict our attention to the harmonic approximation around a stable equilibrium. The Hamiltonian is a quadratic form represented by a matrix $A$

$$H_0(x, y) = \frac{1}{2} y \cdot y + \frac{1}{2} A x \cdot x.$$
We remark that the matrix $\tau$ is orthogonal and generates a cyclic group of order $N$ with respect to the matrix product.

We recall the following

**Definition 2.2** A matrix $A \in \operatorname{Mat}_\mathbb{R}(N,N)$ is said to be circulant if

$$A_{j,k} = a_{(k-j) \pmod N}.$$  

Actually, the set of circulant matrices is a subset of Toeplitz matrices, i.e. those which are constant on each diagonal. For a comprehensive treatment of circulant matrices, see, e.g., [18]. We just recall some properties that will be useful later.

1. The set of $N \times N$ circulant matrices is a real vector space of dimension $N$, and a basis is given by the cyclic group generated by $\tau$ (see 3.1 of [18]).
2. The set of matrices which commute with $\tau$, i.e. those $A$ such that $A\tau = \tau A$, coincides with the set of circulant matrices (see 3.1 of [18]).
3. The set of eigenvalues of a circulant matrix is the Discrete Fourier Transform of the first row of the matrix and vice-versa. This allows to construct the circulant matrix from its spectrum.
4. Let $M^2 = A$, where $A$ is circulant; then $M$ is circulant, too. Moreover, from the definition of $M := \sqrt{A}$, it follows that if $A$ is symmetric, then $M$ is also symmetric.

In our problem the cyclic symmetry of the Hamiltonian implies that the matrix $A$ of the quadratic form is circulant. Obviously it is also symmetric, so that the space of matrices of interest to us has dimension $\left\lfloor \frac{N}{2} \right\rfloor + 1$. Indeed, a circulant and symmetric matrix is completely determined by $\left\lfloor \frac{N}{2} \right\rfloor + 1$ elements of its first line.

### 2.2 Interaction range

We give here a formal characterization of finite range interaction, pointing out some properties that will be useful in the rest of the paper. We first consider the case of an infinite chain, which is easier to deal with. Then we shall point out the differences with the periodic case.

**The infinite chain.** We start with some definitions. Let us label the variables as $x_l, y_l$ with $l \in \mathbb{Z}$. Let us consider a monomial $x^j y^k$ (in multi-index notation). We define the support $S(x^j y^k)$ of the monomial and the interaction distance $\ell(x^j y^k)$ as follows: considering the exponents $(j,k)$ we set

$$S(x^j y^k) = \{ l : j_l \neq 0 \text{ or } k_l \neq 0 \}, \quad \ell(x^j y^k) = \operatorname{diam}(S(x^j y^k)).$$

We say that the monomial is left aligned in case $S(x^j y^k) \subset \{0, \ldots, \ell(x^j y^k) - 1\}$.

The definitions above is extended to a homogeneous polynomial $f$ by saying that $S(f)$ is the union of the supports of all the monomials in $f$, and that $f$ is left aligned if all its monomials are left aligned. The relevant property is that if $\tilde{f}$ is a seed of a cyclically symmetric function $F$, then there exists also a left aligned seed $f$ of the same function $F$: just left align all the monomials in $\tilde{f}$. 
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For the seed $f$ of a function (using $z$ to collectively denote the $x$ and $y$ variables, and $k$ the corresponding multi-index) consider the decomposition

$$f(z) = \sum_{m \geq 0} f^{(m)}(z), \quad f^{(m)}(z) = \sum_{\ell(k) \leq m} f_k z^k,$$

(4)
assuming that every $f^{(m)}$ is left aligned. It would be interesting to replace the inequality $\ell(k) \leq m$ with equality, but this is not compatible with the fact that the Poisson bracket can possibly reduce the interaction range. However, for our purposes it is enough to assure two properties, namely: (i) in $f^{(m)}$ there are no terms with interaction range longer than $m$ (upper bound); (ii) the size of $f^{(m)}$, estimated with a norm, is of order $\mu^m$, with some positive $\mu$. This is what we are going to do.

For the Poisson bracket between two cyclically symmetric functions we have

$$\{f^{\otimes}, g^{\otimes}\} = \sum_{s, s'} \{\tau^s f, \tau^{s'} g\} = \sum_{m, m', s, s'} \{\tau^s f^{(m)}, \tau^{s'} g^{(m')}\}$$

$$= \sum_{s} \tau^s \left( \sum_{m, m'} \sum_{s} f^{(m)}, \tau^{s'} g^{(m')} \right).$$

The last expression immediately suggests to construct a seed by just removing the translation $\tau^s$ and the sum over $s$. However, we remark that the obvious equality

$$\{\tau^{s+j} f^{(m)}, \tau^{s'+j} g^{(m')}\} = \tau^j \{\tau^s f^{(m)}, \tau^{s'} g^{(m')}\}$$

holds true. Thus, we may replace any term $\{f^{(m)}, \tau^{s'} g^{(m')}\}$ for $s \in \mathbb{Z}$ with a translated one.

Let us exploit these facts. Given $s \in \mathbb{Z}$, we concentrate our attention on the expression $\{f^{(m)}, \tau^{s'} g^{(m')}\}$. The following properties hold true.

1. If $s' < -m'$ or $s' > m$ then one has $\{f^{(m)}, \tau^{s'} g^{(m')}\} = 0$, for the two functions depend on independent sets of variables.
2. If $s' < 0$ we may replace the seed $\{f^{(m)}, \tau^{s'} g^{(m')}\}$ with $\{\tau^{-s'} f^{(m)}, g^{(m')}\}$.
3. A seed for $\{f^{\otimes}, g^{\otimes}\}$ is given by the $m + m' + 1$ expressions

$$\{f^{(m)}, g^{(m')}\}, \{\tau f^{(m)}, g^{(m')}\}, \ldots, \{\tau^{m'} f^{(m)}, g^{(m')}\}, \{f^{(m)}, \tau g^{(m')}\}, \ldots, \{f^{(m)}, \tau^m g^{(m')}\},$$

(5)
letting $m, m' \geq 0$.
4. Between the expressions in (5) there are

$$|m - m'| + 1 \quad \text{with} \quad \ell(\cdot) \leq \max(m, m') + 1,$$

$$2 \quad \text{with} \quad \ell(\cdot) \leq \max(m, m') + 2,$$

$$\vdots$$

$$2 \quad \text{with} \quad \ell(\cdot) \leq m + m'.$$

(6)
The third property follows from the first two, which are obvious. The seed (5) so found is left aligned. It may contain duplicated monomials in some expression, but this is harmless because we are only interested in bounding the interaction range. The last property is just matter of counting.

Denote now \( h^\oplus = \{ f^\oplus, g^\oplus \} \). Letting \( m \) and \( m' \) to vary, we reorder the seed (5) so that we can write \( h = \sum_{\nu \geq 0} h^{(\nu)} \). To this end we collect together in \( h^{(\nu)} \) all expressions which according to (6) have an estimated upper bound of the interaction range equal to \( \nu \). This assures on the one hand that the interaction range of \( h^{(\nu)} \) does not exceed \( \nu \) and, on the other hand, that terms with interaction range certainly less than \( \nu \) are placed in some \( h^{(\nu')} \) with \( \nu' < \nu \). It is convenient to represent graphically the table (6) as a tridimensional diagram on \( \mathbb{N}^3 \) by putting \((m, m')\) on the horizontal plane and the admitted upper bounds for \( \ell(\cdot) \) on the vertical axis, i.e. \( \max(m, m'), \max(m, m') + 1, \ldots, m + m' \). To each non empty node so identified we attach a weight given by the number of terms in the first column of (6). Then we make a section with the horizontal plane of height \( \nu \), thus obtaining the left diagram of figure 1 which represents schematically all terms in (6) that go into \( h^{(\nu)} \). The non empty nodes on the selected plane satisfy \( \max(m, m') \leq \nu \leq m + m' \), namely they belong to the white triangle in the diagram. The nodes of the diagram together with their weight contain all the information we need in order to estimate the norms. The nodes inside the grey triangle have \( \ell(\cdot) \) certainly less than \( \nu \), so we need not to include them in \( h^{(\nu)} \). This rearrangement of seeds assures that the norm of every term in \( \eta^{(\nu)} \) has a factor \( \mu^\nu \), as we shall see later.

We conclude that
\[
h^{(\nu)} = \sum_{m, m', s, s'} \{ \tau^s f^{(m)}, \tau^{s'} g^{(m')} \}
\] (7)
the sum being extended to the nodes \( m, m' \) in the diagram with the translations \( s, s' \) allowed for them according to the property 3.

Figure 1: Graphical representation of the values of \( m, m' \) which concur in forming the seed \( h^{(\nu)} \). The white triangle contains all nodes that must be selected according to table (6). The left figure refers to the case of an infinite chain. The right figure shows which nodes are removed in the case of a finite chain. (See text for more details).
The periodic chain. In view of the periodicity, the labels of the variables may be taken to be $0, \ldots, N - 1$, and the definitions of support, interaction range and left alignment are easily adapted. In particular, the infinite sum on (4) is truncated at $m = N$. Taking into account the finite limits in the sums, we have

$$h^\oplus = \{f^\oplus, g^\oplus\} = \sum_{s=0}^{N-1} \tau^s \left( \sum_{m,m'=0}^{N-1} \sum_{s'=0}^{N-1} \{f^{(m)}, \tau^{s'} g^{(m')}\} \right).$$

The seed’s components $h^{(s)}$ are constructed in much the same way with a minor change. Precisely in (5) we must distinguish two different cases. For $m + m' < N - 1$ we get exactly the same formula. For $m + m' \geq N - 1$ we only have a subset of $N$ elements, namely

$$\{f^{(m)}, g^{(m')}\}, \ldots, \{f^{(m)}, \tau^{N-1} g^{(m')}\}.$$

This is represented in the right part of the diagram of fig. 1, where the part to be omitted is covered in dark grey.

Exponential decay of interactions. We recall the definition given in Section 2.1. The seed $f$ of a function $f$ is said to be of class $\mathcal{D}(\sigma)$ in case

$$\|f\| \leq C_f e^{-\sigma m}, \quad C_f > 0, \quad \sigma > 0,$$

where $f = \sum_m f^{(m)}$ is the expansion of $f$ in terms of increasing interaction range, as in (4).

The following Lemma produces a general estimate of the Poisson bracket specially adapted to the case of cyclically symmetric polynomials. It is crucial for the control of the dependence on $N$ of the norms of extensive functions generated by our perturbation scheme.

**Lemma 2.1** Let $f(x, y)$ and $g(x, y)$ be homogeneous polynomials of degree $r$ and $s$ respectively. Then $\{f, g\}$ is a homogeneous polynomial of degree $r + s - 2$, and one has

$$\|\{f, g\}\| \leq rs \|f\| \|g\|.$$  

Moreover, the seed $\{f^\oplus, g^\oplus\}$ of $\{f, g\}$ satisfies

$$\|\{f^\oplus, g^\oplus\}\|^2 \leq rs \|f\| \|g\|.$$  

**proof:** In order to prove the first inequality write the Poisson bracket as

$$\{f, g\} = \sum_{j,k,j',k'} f_{j,k} g_{j',k'} x^j y^k x^{j'} y^{k'},$$

In view of the definition of the norm we may estimate

$$\|\{f, g\}\| \leq \sum_{j,k,j',k'} |f_{j,k}| |g_{j',k'}| \sum_{l=1}^{N} (j_l k_l^j + j'_l k_l^j).$$

Since $j'_l \leq s$ and $k'_l \leq s$ one has $\sum_{l=1}^{N} (j_l k_l^j + j'_l k_l^j) \leq s \sum_{l=1}^{N} (j_l + k_l) = rs$, which readily gives the first inequality. Coming to (9), remark that we may write

$$f^\oplus(x, y) = \sum_{j,k} f_{j,k} \sum_{m=1}^{N} (\tau^m x)^j (\tau^m y)^k,$$
meaning that all monomials $\left(\tau^m x\right)^j \left(\tau^m y\right)^k$ have the same coefficient. Differentiating with respect to $x_l$ yields
\[
\frac{\partial f^\oplus}{\partial x_l} = \sum_{j,k} \sum_{m=1}^N f_{j,k} \frac{(\tau^{-m} j)_l}{x_l} (\tau^m x)^j (\tau^m y)^k .
\]

Using the cyclic decomposition of the Poisson bracket $\{f^\oplus, g^\oplus\} = \{(f, g^\oplus)\}^\oplus$ one gets

\[
\{f, g^\oplus\} = \sum_{j,k,j',k'} f_{j,k} g_{j',k'} \sum_{l=1}^N \frac{j_l}{x_l} \left(x^j y^k \sum_{m=1}^N (\tau^{-m} k') (\tau^m x)^j (\tau^m y)^k + \right.
\]
\[
- x^j y^k \sum_{m=1}^N (\tau^{-m} j') (\tau^m x)^j (\tau^m y)^k .
\]

The norm is thus estimated as
\[
\|\{f, g^\oplus\}\| \leq \sum_{j,k,j',k'} |f_{j,k}| \cdot |g_{j',k'}| \sum_{l=1}^N \left( j_l \sum_{m=1}^N (\tau^{-m} k') + k_l \sum_{m=1}^N (\tau^{-m} j') \right) .
\]

Remarking that $\sum_{m=1}^N (\tau^{-m} j') = |j'|$ and $\sum_{m=1}^N (\tau^{-m} k') = |k'|$, one has
\[
\sum_{l=1}^N (j_l|k'| + k_l|j'|) \leq (|j'| + |k'|) \sum_{l=1}^N (j_l + k_l) = (|j'| + |k'|)(|j| + |k|) .
\]

In view of the definition of the norm one gets
\[
\|\{f, g^\oplus\}\| \leq rs\|f\| \cdot \|g\| ,
\]
from which (9) follows. \qed

The next statements provide the basic estimates for controlling the exponential decay in the framework of perturbation theory.

**Lemma 2.2** Let $F, G$ be cyclically symmetric homogeneous polynomials of degree $r', r''$ respectively. Let the seeds $f, g$ be of class $\mathcal{D}(C_f, \sigma')$ and $\mathcal{D}(C_g, \sigma'')$, respectively, and let $\sigma < \min(\sigma', \sigma'')$. Then there exists $C_h \geq 0$ such that the seed $h$ of $H = \{F, G\}$ is of class $\mathcal{D}(C_h, \sigma)$. An explicit estimate is
\[
C_h = \frac{r'r'' C_f C_g}{(1 - e^{-\max(\sigma', \sigma'')})(1 - e^{-\max(\sigma', \sigma'') + \sigma})} .
\]

**Proof:** According to (7) the seed of $H$ may be written as
\[
h^{(\nu)} = \sum_{m', m''} \sum_{s', s''} \{\tau^{s'} f^{(m')}, \tau^{s''} g^{(m'')}\} ,
\]
where the sum must be extended to all nodes of the triangle of the diagram [1]. In view of the general estimate of the Poisson bracket in Lemma 2.1 we have
\[
\left\| \sum_{s', s''} \{\tau^{s'} f^{(m')}, \tau^{s''} g^{(m'')}\} \right\| \leq r'r'' C_f C_g e^{-m'\sigma'} e^{-m''\sigma''} ;
\]
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This uses the cyclic symmetry and the fact that the sum over \( s', s'' \) is restricted to the values allowed by \([6]\). Thus, for all nodes of the diagram we get a common factor \( r'_r'^m C_f C_g \), and we must deal only with the exponentials. Possibly exchanging the functions we may suppose that \( \sigma' > \sigma''(> \sigma) \). To get the estimate of \( h^{(v)} \) we have to sum up all the couples \((m', m'')\) in the white triangle of FIG 1, we perform the summation by fixing the each diagonal segment \( m' + m'' = l \) and increasing \( l = \nu, \ldots, 2\nu \). Hence we can write

\[
\sum_{l=\nu}^{2\nu} \sum_{m'+m''=l} e^{-m'\sigma'} e^{-m''\sigma''} = \sum_{l=\nu}^{2\nu} \sum_{m'=l-\nu} e^{-l\sigma''} e^{-m'\sigma'} =
\]

\[
= \sum_{l=0}^{\nu} \sum_{m'=l} e^{-(l+\nu)\sigma''} e^{-m'\sigma'} =
\]

\[
= \sum_{l=0}^{\nu} \sum_{m=0}^{\nu-l} e^{-(l+\nu)\sigma''} e^{-(m+l)\sigma'} =
\]

\[
= \sum_{l=0}^{\nu} \sum_{m=0}^{\nu-l} e^{-\nu\sigma''} e^{-l\sigma'} e^{m\sigma'} =
\]

where we have first replaced \( m'' = l - m' \), then we have shifted back the interval of the running index \( l \) (thus exhibiting \( e^{-\nu\sigma''} \)), and finally we have shifted back the interval of the running index \( m(= m') \). Then we estimate

\[
\sum_{l=0}^{\nu} \sum_{m=0}^{\nu-l} e^{-\nu\sigma''} e^{-l\sigma'} e^{-m\sigma'} \leq e^{-\nu\sigma''} \sum_{l=0}^{\nu} \sum_{m=0}^{\nu-l} e^{-\nu\sigma''} e^{-m\sigma'} \leq e^{-\nu\sigma''} \sum_{l=0}^{\nu} \sum_{m=0}^{\nu-l} e^{-l\sigma'} e^{-m\sigma'} \leq e^{-\nu\sigma''} \leq \frac{1}{(1 - e^{-\sigma})^2}
\]

The claim follows by replacing \( \sigma' \) with \( \max(\sigma', \sigma'') \). This completes the proof. \( \square \)

**Corollary 2.1** If in lemma 2.2 we have \( \sigma' \neq \sigma'' \) then we may set \( \sigma = \min(\sigma', \sigma'') \) and

\[
C_h = \frac{r'_r'^m C_f C_g}{(1 - e^{-\max(\sigma', \sigma'')})(1 - e^{-|\sigma' - \sigma'|})}
\]

**proof:** Just set \( \sigma = \sigma'' \) and at the end replace \( \sigma' - \sigma \) with \( |\sigma' - \sigma''| \). \( \square \)

**Corollary 2.2** If in lemma 2.2 we have \( \sigma' > \sigma'' \) and \( f(0) = 0 \), i.e., \( f = \sum_{m \geq 1} f^{(m)} = O(e^{-\sigma'}) \) then we may set \( \sigma = \sigma'' \) and

\[
C_h = \frac{2e^{-(\sigma'-\sigma'')} r'_r'^m C_f C_g}{(1 - e^{-\sigma})(1 - e^{-(\sigma'-\sigma'')})}
\]
proof: Set $\sigma = \sigma''$. Then hypothesis $f = \sum_{m' \geq 1} f^{(m')}$ implies that we must remove the element $(m', m'') = (0, \nu)$ from the elements of the white triangle of FIG. 1: this element gives a factor $e^{-\nu \sigma''}$. Hence the sum in Lemma 2.2 becomes

$$\sum_{l=0}^{\nu} \sum_{m=0}^{\nu-l} e^{-(m+l)\sigma'} e^{-(\nu-m)\sigma''} - 1 = e^{-\sigma'' \nu} \left[ \sum_{l=0}^{\nu} e^{-l\sigma'} \sum_{m=0}^{\nu-l} e^{-m(\sigma'-\sigma'')} - 1 \right] <$$

$$< e^{-\sigma'' \nu} \frac{e^{-\sigma'} + e^{-(\sigma'-\sigma'')}}{(1 - e^{-\sigma'})(1 - e^{-(\sigma'-\sigma'')} \nu}) <$$

which readily gives the claim.  \[ \square \]

3 Normal form for the Quadratic Hamiltonian

Let us rewrite the Hamiltonian (1) as a sum of its quadratic and quartic parts $H = H_0 + H_1$, where

$$H_0(x, y) := \frac{1}{2} \sum_{j=1}^{N} \left[ y_j^2 + x_j^2 + a(x_j - x_{j-1})^2 \right], \quad H_1(x, y) := \frac{1}{4} \sum_{j=1}^{N} x_j^4.$$  \hspace{1cm} (10)

The aim of this Section is to give the quadratic part a resonant normal form so that it turns out to be written as $H_0 = H_{\Omega} + Z_0$ with $Z_0$ an extensive function exhibiting an exponential decay of the interaction among sites with their distance and $\{H_0, Z_0\} = 0$. That is, $Z_0$ is a first integral for $H_0$. This result has been already stated in [24]; we give here a different proof. We will then apply the transformation also to the quartic part of our Hamiltonian, showing that it still has an exponential decay of the interactions.

3.1 The normalizing transformation

We introduce the positive parameters $\omega(a) > 1$ and $\mu(a) < 1/2$

$$\omega^2(a) := 1 + 2a, \quad \mu := \frac{a}{\omega^2}$$

and rewrite the quadratic part of our Hamiltonian as

$$H_0(x, y) = \frac{1}{2} y \cdot y + \frac{1}{2} x \cdot Ax,$$

where (recalling $\tau$ as the permutation matrix generating (2))

$$A = \omega^2 \begin{pmatrix} 1 & -\mu & 0 & \ldots & 0 & -\mu \\ -\mu & 1 & -\mu & \ldots & 0 & 0 \\ 0 & -\mu & 1 & \ddots & \ddots & \ddots \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & 0 & 0 & \ddots & 1 & -\mu \\ -\mu & 0 & 0 & \ldots & -\mu & 1 \end{pmatrix} = \omega^2 \left[ \mathbb{I} - \mu(\tau + \tau^\top) \right],  \hspace{1cm} (11)$$
which is clearly circulant and symmetric, and gives a finite range interaction. The latter form is particularly useful because it exhibits the perturbation parameter $\mu$ that will be assumed to be small. This particular form allows us to look at our model as a system of identical harmonic oscillators with a small linear coupling. The resulting complete resonance is one of the keys of our result. Introduce the constant $\Omega$ as the average of the square roots of the eigenvalues of $A$.

**Proposition 3.1** For $\mu < 1/2$ there exists a canonical linear transformation which gives the Hamiltonian $H_0$ the particular resonant normal form

$$H_0 = H_\Omega + Z_0 , \quad \{H_\Omega, Z_0\} = 0$$

with $H_\Omega$ and $Z_0$ cyclically symmetric with seeds

$$h_\Omega = \frac{\Omega}{2}(q_1^2 + p_1^2) ,$$

$$\zeta_0 = \frac{1}{2} \sum_{j=1}^{N} b_j(q_0 q_j + p_0 p_j + q_0 q_{N-j} + p_0 p_{N-j+1}) + \delta b_{N+1}(q_0 q_{N+1} + p_0 p_{N+1})$$

$$|b_j(\mu)| = \mathcal{O}((2\mu)^j) , \quad \delta = \begin{cases} 0 & N \text{ odd} \\ 1 & N \text{ even} \end{cases}$$

The linear transformation is given by

$$q = A^{1/4} x , \quad p = A^{-1/4} y ,$$

where the circulant and symmetric matrix $A^{1/4}$ satisfies

$$(A^{1/4})_{1,j} = c_j(\mu)(2\mu)^{j-1} , \quad 1 \leq j \leq \left\lfloor \frac{N}{2} \right\rfloor + 1 , \quad |c_j(\mu)| \leq 2\sqrt{\omega} .$$

$H_1$ remains an extensive and cyclically symmetric function once composed with the transformation $[14]$.

We remark that all the perturbative construction is performed after the linear transformation $[14]$, but all the estimates with the Gibbs measure of Section 5 are made in the original variables. We thus need some further properties of the transformation itself, which are given in the following two results. Recalling that, according to the notations of Section 2.2, we label the coordinates with indices $0, \ldots, N-1$, and introducing the decay rate $\sigma_0$

$$\sigma_0 := -\ln(2\mu) \quad \Rightarrow \quad 2\mu = e^{-\sigma_0} ,$$

we have

**Proposition 3.2** The linear canonical transformation $[14]$ is the flow at time $t = 1$ of the cyclically symmetric quadratic form $X_0$

$$X_0(x,y) := x \cdot By , \quad B := \frac{1}{4} \ln(A) ,$$
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where \( B \) is a symmetric and circulant matrix characterized by
\[
B_{i,j} = c_j(\mu) (2\mu)^j, \quad |c_j(\mu)| \leq \frac{1}{2} C_0(a) := \frac{1}{4} \ln \left( \frac{\omega^2}{1 - 2\mu} \right),
\]
for \( 1 \leq j \leq \left\lfloor \frac{N}{2} \right\rfloor + 1; \) the seed of \( X_0 \) satisfies \( \chi_0 \in D(C_0(a), \sigma_0) \) and reads
\[
\chi_0 = \sum_{j=1}^{\left\lfloor \frac{N}{2} \right\rfloor} B_{1,j} (x_0 y_j + y_0 x_j) + \delta B_{1,N/2+1} x_0 y_{N/2+1} \quad \delta = \begin{cases} 0 & N \text{ odd} \\ 1 & N \text{ even} \end{cases}
\]
(17)

**Lemma 3.1** Let \( \rho^\oplus \) an homogeneous polynomial of degree \( 2r + 2 \) in \( D(C_\rho, \sigma_s) \) and assume \( \chi_0 \in D(C_0(a), \sigma_0) \) with \( \sigma_0 < \sigma_s \leq \sigma_0 \), then
\[
T_{X_0} \rho \in D(e^{(r+1)\tilde{C}} C_\rho, \sigma_s), \quad \tilde{C} \leq \frac{2C_0(a)}{(1 - e^{-\sigma_s})(1 - e^{-(\sigma_s' - \sigma_s)})}.
\]

A fundamental point is represented by the decay properties of the seeds of \( Z_0 \) and \( H_1 \).

**Lemma 3.2** The seeds of the functions \( Z_0 \) and \( H_1 \) satisfy
\[
\zeta_0 \in D(C_0(a), \sigma_0) \quad \text{for } a \to 0, \quad \sigma_0 := \frac{1}{2} \sigma_0.
\]

**Remark 3.1** The seed \( h_1 \) cannot preserve the same exponential decay rate of the linear transformation (see the corresponding proof in the Appendix); however it is possible to show that \( h_1 \in D(C_1(a), \sigma_1) \) for any \( \sigma_1 < \sigma_0 \). We make the choice \( \sigma_1 = \sigma_0 / 2 \) in order to explicitly relate \( \sigma_1 \) to the small natural parameter \( a \) of the model, since it will be useful in the estimates of the main Theorems of the paper.

The proofs of all the statements of this Section are deferred to Appendix 6.1.1.

### 4 Construction of an extensive first integral

We construct a formal first integral for the Hamiltonian (1) using the Lie transform algorithm in the form introduced in [23]. We include a brief description, referring to the quoted paper for proofs.

Given a generating sequence \( \{X_s\}_{s \geq 1} \), we define the linear operator \( T_{X} \) as
\[
T_{X} = \sum_{s \geq 0} E_s, \quad E_0 = I, \quad E_s = \sum_{j=1}^{s} L_{X_j} E_{s-j}, \quad (18)
\]
where \( L_{X_j} = \{X_j, \cdot\} \) is the Lie derivative with respect to the flow generated by \( X_j \). The operator \( T_{X} \) turns out to be invertible and to possess the relevant properties
\[
T_{X}(f \cdot g) = (T_{X}f) \cdot (T_{X}g), \quad T_{X}\{f,g\} = \{T_{X}f,T_{X}g\}. \quad (19)
\]
Let now $Z$ satisfy the equation $T_X Z = H$, and let $\Phi_0$ commute with $Z$, i.e. $\{\Phi_0, Z\} = 0$. Then in view of the second of (19), one immediately gets $\{T_X \Phi_0, H\} = 0$, i.e., $\Phi = T_X \Phi_0$ is a first integral for the Hamiltonian $H$.

The operator $T_X$ is defined here at a formal level, and it is know that using it in normal form theory usually produces non convergent expansions. However we may well use it in formal sense, as explained by Poincaré (Ch. VIII in [35]). What we actually do is truncate the all expansions at a given order, so that all the equalities above are true up to terms of order larger than $r$ (i.e. of degree larger than $2r + 2$ in our polynomial expansions). E.g., the sentence above “$\Phi = T_X \Phi_0$ is a first integral for $H$” should be interpreted as “having determined $X_1, \ldots, X_r$, then truncate $\Phi^{(r)} = \Phi_0 + \Phi_1 + \cdots + \Phi_r$, so that we have $\{\Phi^{(r)}, H\} = O(r + 1)$”.

The statement of Proposition 4.1 below must be interpreted in this sense.

In this Section we prove the following

**Proposition 4.1** Consider the Hamiltonian $H = h_0^\Omega h_1^\Omega + \zeta_0^\Omega + h_1^\Omega$ with seeds $h_\Omega = \frac{e}{2}(x_0^2 + y_0^2)$, the quadratic term $\zeta_0$ of class $D(C_0, \sigma_0)$ with $\zeta_0^{(0)} = 0$, and the quartic term $h_1$ of class $D(C_1, \sigma_1)$, with $\sigma_0 > \sigma_1 > \ln(4)$. Pick a positive $\sigma_* < \sigma_1$. Then there exist positive $\gamma, \mu_*$ and $C_*$ such that for any positive integer $r$ satisfying

\[ 2r \mu < \mu_* , \]

there exists a finite generating sequence $X = \{\chi_1^\oplus, \ldots, \chi_r^\oplus\}$ of a Lie transform such that $T_X Z - H = O(r + 1)$, i.e. the remainder $O(r + 1)$ starts with terms of degree bigger than $2r + 4$ and $Z$ is an extensive function of the form

\[ Z = h_0^\Omega + \zeta_0^\oplus + \cdots + \zeta^\oplus \]

with $L_0 Z_s = 0$ for $s = 0, \ldots, r$, $Z_s = \zeta_s^\oplus$ of degree $2s + 2$.

Moreover, defining

\[ C_r := 64 r^2 C_* ; \]

\[ \sigma_s := \frac{s \sigma_* + (r - s) \sigma_1}{r} \text{ for } s = 2, \ldots, r , \]

the following statements hold true:

(i) the seed $\chi_s$ of $X_s$ is of class $D(C_{r-s-1} C_1 \gamma_s, \sigma_s)$;

(ii) the seed $\zeta_s$ of $Z_s$ is of class $D(C_{r-s-1} C_1, \sigma_s)$;

(iii) if $\Phi = \varphi^\oplus$ is a homogeneous polynomial of degree $2m$ and of class $D(C_\varphi, \sigma_0)$ then for $s = 0, \ldots, r$ one has that $E_s \Phi$ is of class $D(F_r^s C_\varphi, \sigma_s)$ with $F_r = 16(m + 2)r^2 C_*$;

(iv) setting $\Phi = H_\Omega$ in the previous point we have that $E_s H_\Omega$ is of class $D(F_r^{s-1} C_1, \sigma_s)$;
(v) setting \( \Phi_0 = H_\Omega \) and considering the first \( r + 1 \) terms in the expansion of \( T_X \Phi_0 \), namely \( \Phi^{(r)} = \Phi_0 + \ldots + \Phi_r \) with \( \Phi_s = E_s \Phi_0 \), we have

\[
\dot{\Phi}^{(r)} = \{ H_1, \Phi_r \}
\]

which is a cyclically symmetric homogeneous polynomial of degree \( 2r + 4 \) and of class \( \mathcal{D}(C_\rho, \sigma_s) \) with

\[
C_\rho = \frac{8(r + 2)(16r^2 C_s)^{-1} C_1^2}{(1 - e^{-\sigma_0})(1 - e^{-\sigma_0 - \sigma_s})}.
\]

The rest of this Section is devoted to the proof of the proposition. We first include a formal part, where we illustrate in detail the process of construction of the normal form and introduce an appropriate framework which allows us to control how the interaction range propagates. Then we give quantitative estimates paying particular attention to the exponential decay of interactions with the distance.

### 4.1 Formal algorithm and solution of the homological equation

We now translate the equation \( T_X Z = H \) into a formal recursive algorithm that allows us to construct both \( Z \) and \( X \). We take into account that our Hamiltonian has the particular form \( H = H_0 + H_1 \), where \( H_1 \) is a homogeneous polynomial of degree 4.

For \( s \geq 1 \) the generating function \( X_s \) and the normalized term \( Z_s \) must satisfy the recursive set of homological equations

\[
L_{H_0} X_s = Z_s + \Psi_s ;
\]

where

\[
\Psi_1 = H_1, \\
\Psi_s = \frac{s - 1}{s} L_{X_{s-1}} H_1 + \sum_{j=1}^{s-1} \frac{j}{s} E_{s-j} Z_j , \quad s \geq 2 .
\]

A justification of this algorithm is the following. Using the definition \( (18) \) of \( T_X \) we expand the equation \( T_X Z = H \) into the recursive set of equations

\[
Z_0 = H_0 , \\
Z_1 + E_1 Z_0 = H_1 , \\
E_s Z_0 + \sum_{l=1}^{s-1} E_{s-l} Z_l + Z_s = 0 \quad \text{for } s > 1
\]

In view of \( E_1 Z_0 = L_{X_1} H_0 \) the second equation is readily written as \( L_{H_0} X_1 = Z_1 - H_1 \), which is the homological equation at order \( s = 1 \). Then, using the definition of \( E_s \), we replace \( E_s Z_0 = \sum_{l=1}^{s-1} \frac{l}{s} L_{X_l} E_{s-l} Z_0 \) in the third of (26) and get the homological equation \( L_{H_0} X_s = Z_s + \Psi_s \), where

\[
\Psi_s = \sum_{l=1}^{s-1} \frac{l}{s} L_{X_l} E_{s-l} Z_0 + \sum_{l=1}^{s-1} E_{s-l} Z_l .
\]
The expression for $\Psi_s$ may be simplified thanks to the equations of the previous orders as follows. Replacing $E_{s-l}Z_0$ as given by (26) in the first sum calculate

$$\sum_{l=1}^{s-1} \frac{1}{s} L_{x_l} E_{s-l} Z_0 = \frac{s-1}{s} L_{x_{s-1}} H_1 - \sum_{l=1}^{s-1} \frac{1}{s} L_{x_l} \sum_{j=1}^{s-l} E_{s-l-j} Z_j$$

$$= \frac{s-1}{s} L_{x_{s-1}} H_1 - \sum_{j=1}^{s-1} \frac{s-j}{s} \sum_{l=1}^{s-j} L_{x_l} E_{s-j-l} Z_j$$

$$= \frac{s-1}{s} L_{x_{s-1}} H_1 - \sum_{j=1}^{s-1} \frac{s-j}{s} E_{s-j} Z_j,$$

where the definition of the operator $E_s$ has been used in the last equality. Then replace the latter expression in the r.h.s. of $\Psi_s$ above and get the wanted expression (25).

Our aim is to solve the homological equation (24) with the prescription that $L_\Omega Z_s = 0$ where $L_\Omega : \{ H_\Omega, \cdot \}$ is the Lie derivative along the vector field generated by $H_\Omega$ as defined in (12). Thus the next step is to point out the properties of the operator $L_\Omega$, and discuss the solution of the homological equation.

### 4.1.1 The linear operator $L_\Omega$

It is an easy matter to check that $L_\Omega$ maps the space of homogeneous polynomials into itself. It is also well known that $L_\Omega$ may be diagonalized via the canonical transformation

$$x_j = \frac{1}{\sqrt{2}} (\xi_j + i\eta_j), \quad y_j = \frac{i}{\sqrt{2}} (\xi_j - i\eta_j), \quad j = 1, \ldots, N,$$

where $(\xi, \eta) \in \mathbb{C}^{2n}$ are complex variables. A straightforward calculation gives

$$L_\Omega \xi_j^k = i\Omega (|j| - |k|) \xi^j \eta^k,$$

where $|j| = |j_1| + \ldots + |j_N|$ and similarly for $|k|$.

A relevant general property is that if $f(x, y) = \sum_{j,k} c_{j,k} x^j y^k$ (in multi-index notation) is a real polynomial, then the transformation (27) produces a polynomial $g(\xi, \eta) = \sum_{j,k} b_{j,k} \xi^j \eta^k$ with complex coefficients $b_{j,k}$ satisfying

$$b_{j,k} = -b_{k,j}^*.$$

Conversely, this is the condition that the coefficients of $g(\xi, \eta)$ must satisfy in order to assure that transforming it back to real variables $x, y$ we get a real polynomial.

Let us denote by $\mathcal{P}^{(s)}$ the (finite) linear space of the homogeneous polynomials of degree $s$ in the $2n$ canonical variables $\xi_1, \ldots, \xi_n, \eta_1, \ldots, \eta_n$. The kernel and the range of $L_\Omega$ are defined in the usual way, namely

$$\mathcal{N}^{(s)} = L_\Omega^{-1}(0), \quad \mathcal{R}^{(s)} = L_\Omega(\mathcal{P}^{(s)})$$

The property of $L_\Omega$ of being diagonal implies

$$\mathcal{N}^{(s)} \cap \mathcal{R}^{(s)} = \{0\}, \quad \mathcal{N}^{(s)} \oplus \mathcal{R}^{(s)} = \mathcal{P}^{(s)}.$$
Thus the inverse $L^{-1}_\Omega : \mathcal{R}^{(s)} \to \mathcal{R}^{(s)}$ is uniquely defined on the restriction $\mathcal{R}^{(s)}$ of $\mathcal{P}^{(s)}$. It will also be useful to introduce the projectors on the range and on the kernel defined as

$$
\Pi_{\mathcal{R}^{(s)}} = L^{-1}_\Omega L_\Omega, \quad \Pi_{\mathcal{N}^{(s)}} = I - \Pi_{\mathcal{R}^{(s)}},$

so that we have $\Pi_{\mathcal{R}^{(s)}} + \Pi_{\mathcal{N}^{(s)}} = I$.

**Lemma 4.1** Let $f \in \mathcal{P}^{(s)}$ and $g \in \mathcal{P}^{(r)}$. Then the following composition table applies:

|    | $\mathcal{N}^{(r)}$ | $\mathcal{R}^{(r)}$ |
|----|---------------------|---------------------|
| $\mathcal{N}^{(s)}$ | $\mathcal{N}^{(r+s-2)}$ | $\mathcal{R}^{(r+s-2)}$ |
| $\mathcal{R}^{(s)}$ | $\mathcal{R}^{(r+s-2)}$ | $\mathcal{P}^{(r+s-2)}$ |

**proof:** For any pair of functions $f, g$, by Jacobi’s identity for Poisson brackets we have $L_\Omega \{ f, g \} = \{ L_\Omega f, g \} + \{ f, L_\Omega g \}$. If $f, g$ are in the respective kernels, then $L_\Omega \{ f, g \} = 0$, which proves that $\{ f, g \} \in \mathcal{N}^{(r+s-2)}$. If $g \in \mathcal{R}^{(r)}$ then we may write $g = L_\Omega L^{-1}_\Omega g$, and so if $\mathcal{P}^{(s)}$ we have, still using Jacobi’s identity, $\{ f, L_\Omega L^{-1}_\Omega g \} = L_\Omega \{ f, L^{-1}_\Omega g \}$ in view of $L_\Omega f = 0$, which proves that $\{ f, g \} \in \mathcal{R}^{(r+s-2)}$. If $f, g$ are in the respective ranges, then nothing can be said in general. This gives the table. $\square$

### 4.1.2 The linear operator $L_{H_0}$

We come now to the solution of the homological equation (24). In view of (12) we have $L_{H_0} = L_\Omega + L_{Z_0}$, so that we immediately get

$$
L_{H_0} = L_\Omega (1 + L^{-1}_\Omega L_{Z_0}) .
$$

Thus we have

$$
L^{-1}_{H_0} = (1 + K)^{-1} L^{-1}_\Omega , \quad K := L^{-1}_\Omega L_{Z_0} ,
$$

and using the Neumann’s series we can write

$$
(1 + K)^{-1} = \sum_{l \geq 0} (-1)^l K^l .
$$

Let us consider $L_{H_0}$ on the (finite dimensional) topological space $\mathcal{P}^{(s)}$; with the notation $\| \cdot \|_{op}$ we mean the dual norm of a linear operator acting on $\mathcal{P}^{(s)}$ (they are all continuous). The following Proposition claims that, although we lack informations about its Kernel and Range, we can invert $L_{H_0}$ on $\mathcal{R}^{(s)}$. This is one of the crucial technical points of the paper, leading eventually to the independence of the two perturbative parameters $a$ and $1/\beta$. See also the forthcoming Remark 4.1 on the control of small divisors.

**Proposition 4.2** If the restriction of $K$ to $\mathcal{R}^{(s)}$ satisfies

$$
\| K \|_{op} < 1 ,
$$

then for any $g \in \mathcal{R}^{(s)}$, there exists an element $f \in \mathcal{R}^{(s)}$ such that

$$
(1 + K) f = g \quad \text{with} \quad f = \sum_{l \geq 0} (-1)^l K^l g .
$$
\textbf{proof: } Let us take \( g \in \mathcal{R}^s \), then from (28) one has \( L_{Z_0}g \in \mathcal{R}^s \), and also \( L_{\Omega}^{-1}L_{Z_0}g = Kg \in \mathcal{R}^s \); in other words
\[
K : \mathcal{R}^s \rightarrow \mathcal{R}^s.
\]
The sequence \( \{K^l g\} \) is composed of elements of \( \mathcal{R}^s \), and the same holds for the finite sum
\[
f_n = \sum_{l=0}^{n} (-1)^l K^l g \in \mathcal{R}^s, \quad n \geq 1.
\]
Condition (30) provides the convergence of the sequence \( f_n \rightarrow f \), with \( f \) which belongs to \( \mathcal{R}^s \), since it is a closed subset of \( \mathcal{P}^s \). To prove that \( f \) solves the required equation, we consider the sequence
\[
g_n = (I + K)f_n \in \mathcal{R}^s;
\]
from the definition of \( f_n \) we have \( g_n = g + (-1)^n K^{n+1}g \), and since \( K^{n+1}g \) vanishes, the sequence \( g_n \) converges to \( g \). But the continuity of \( K \) implies also \( g_n = (I + K)f_n \rightarrow (I + K)f \), so the uniqueness of the limit gives the thesis. \( \square \)

4.2 Quantitative estimates and exponential decay of interactions

Here we complete the formal setting of the previous sections by producing all estimates of the norms of the relevant functions. We also prove the crucial property that the exponential decay of interactions is preserved by our construction.

Recalling the definition (23) of \( \sigma_s \), so that \( \sigma_1 > \ldots > \sigma_r = \sigma_* \), our aim is to show that the functions \( \mathcal{X}_s, \Psi_s \) and \( Z_s \) that are generated by the formal construction are of class \( D(\cdot, \sigma_s) \), with some constant to be evaluated in place of the dot.

We shall repeatedly use the following elementary estimate. By the general inequality
\[
1 - e^{-x} \geq x \frac{1 - e^{-a}}{a} \quad \text{for} \quad 0 \leq x \leq a,
\]
we have
\[
1 - e^{-\sigma_j} \geq \frac{\sigma_j(1 - e^{-\sigma_0})}{\sigma_0} \quad \text{for} \quad 1 \leq j \leq r,
\]
\[
1 - e^{-(\sigma_j - \sigma_k)} \geq \frac{(\sigma_j - \sigma_k)(1 - e^{-(\sigma_0 - \sigma_*)})}{\sigma_0 - \sigma_*} \quad \text{for} \quad 1 \leq j < k \leq r.
\]
Moreover, in view of the definition (23) of \( \sigma_0, \ldots, \sigma_r \) for \( 0 \leq j < s \leq r \) we get
\[
1 - e^{-\max(\sigma_j, \sigma_{s-j})} \geq \frac{1 - e^{-\sigma_0}}{\sigma_0} \max(\sigma_j, \sigma_{s-j}) > \frac{(1 - e^{-\sigma_0})}{2},
\]
\[
1 - e^{-(\sigma_j - \sigma_k)} \geq \frac{k - j}{r} (1 - e^{-(\sigma_0 - \sigma_*)}).
\]

\textbf{Estimate of the homological equation. } We first consider the operator \( L_{\Omega}^{-1} \).

\textbf{Lemma 4.2} \ Let \( F = f^\oplus \in \mathcal{R}^r \) be a cyclically symmetric homogeneous polynomial of degree \( r \) of class \( D(C_f, \sigma) \). Then there exists a cyclically symmetric homogeneous polynomial \( \Phi = \varphi^\oplus \in \mathcal{R}^s \) which solves \( L_{\Omega} \Phi = F \) and is of class \( D(C_{\varphi}, \sigma) \) with
\[
C_{\varphi} \leq \frac{C_f}{2\Omega}.
\]
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The proof is a straightforward consequence of the diagonal form of $L_\Omega$.

Coming to the inversion of $L_{H_0}$, we state the following

**Lemma 4.3** Let $G = g^\oplus \in \mathcal{R}^{2s+2}$ be a cyclically symmetric homogeneous polynomial of degree $2s + 2$ of class $\mathcal{D}(C_g, \sigma_s)$. Let $K$ as defined in (29) and assume

\[ C'_K \leq \frac{4C_0 e^{-(\sigma_0 - \sigma_2)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_2)})} \leq \frac{1}{2r}. \]  

(32)

Then there exists a cyclically symmetric homogeneous polynomial $X = \chi^\oplus \in \mathcal{R}^{2s+2}$ which solves $L_{H_0}X = G$; moreover $\chi$ is of class $\mathcal{D}(C_g/\gamma, \sigma_s)$ with

\[ \gamma = 2\Omega(1 - rC_K). \]  

(33)

**Remark 4.1** In Proposition 4.3 we ask $\|K\|_{op} < 1$ to simply perform the inversion. In the above Lemma 4.3, condition (32) reads $\|K\|_{op} < 1/2$, and this stronger requirement is to control the small divisors (33).

We emphasize that in view of the first of (20) we have $C_K = \mu/\mu_s$. Therefore, condition (32) reads $2\mu < \mu_s$, which is the smallness condition for $\mu$ of proposition 4.1. Furthermore this gives the value of $\gamma$ in (20).

We also emphasize that the constant $\gamma$ is evaluated as independent of $s$, but seems to depend on the degree $r$ of truncation of the first integral. However, in view of the condition on $\mu$ we have $\Omega \leq \gamma \leq 2\Omega$.

**Proof:** Recall that $\zeta_0$ is of class $\mathcal{D}(C_0, \sigma_0)$, as stated in lemma 3.2. By corollary 2.2 with $Z_0$, $\sigma_0$ and $\sigma_s$ in place of $f$, $\sigma'$ and $\sigma''$, respectively, we see that $L_{H_0}g$ is of class $\mathcal{D}(C' C_g, \sigma_s)$ with

\[ C' \leq \frac{4(s + 1)C_0 e^{-(\sigma_0 - \sigma_s)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_s)})} \leq \frac{8rC_0 e^{-(\sigma_0 - \sigma_2)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_2)})}, \]

where the second of (31) has been used. By using lemma 4.2 we get that $Kg$ is of class $\mathcal{D}(rC_K C_g, \sigma_s)$ with $C_K$ given by (32). This also implies that $\|K\|_{op} \leq rC_K$. In view of condition (32) we may apply proposition 4.2, thus concluding that the inverse of $L_{H_0}$ is well defined. With an explicit calculation we also calculate $\|K^m\|_{op} \leq (rC_K)^m$, thus concluding that $L^{-1}_{H_0}g$ is of class $\mathcal{D}(C_g/\gamma, \sigma_s)$ with $\gamma$ as in (33), as claimed.

Having thus proved that the homological equation can be solved, the statement (i) of proposition 4.1 follows.

**Iterative estimates on the generating sequence.** We recall that the generating sequence is found by recursively solving the homological equations $L_{H_0} \chi_s = Z_s + \Psi_s$ for $s = 1, \ldots, r$ with

\[ \Psi_1 = H_1, \]

\[ \Psi_s = \frac{s - 1}{s} L \chi_{s-1} H_1 + \sum_{l=1}^{s-1} E_{s-l} Z_l, \]

\[ E_s Z_l = \sum_{j=1}^{s} \frac{j}{s} L \chi_j E_{s-j} Z_l \quad \text{for } s \geq 1. \]

(34)
Our aim is to find positive constants $C_{\psi,1}, \ldots, C_{\psi,r}$ so that $\Psi_s$ is of class $\mathcal{D}(C_{\psi,s}, \sigma_s)$. In view of lemma 4.2 this implies that $Z_s$ of class $\mathcal{D}(C_{\psi,s}, \sigma_s)$ with $C_{\psi,s} = C_{\psi,s}$ and $\chi_s$ of class $\mathcal{D}(C_{\chi,s}, \sigma_s)$ with $C_{\chi,s} = C_{\psi,s}/\gamma$. Meanwhile we also find constants $C_{\zeta,s,l}$ such that $E_sZ_{2l}$ is of class $\mathcal{D}(C_{\zeta,s,l}, \sigma_{s+l})$ whenever $s + l \leq r$.

We look for a constant $B_r$ and two sequences $\{\eta_s\}_{1 \leq s \leq r}$ and $\{\theta_s\}_{1 \leq s \leq r}$ such that

$$
\begin{align*}
C_{\psi,1} &\leq \eta_1C_1, \\
C_{\psi,s} &\leq \eta_sB_{r-1}^{s-1}C_1 \quad \text{for } s > 1, \\
C_{\zeta,s,l} &\leq \theta_s\eta_lB_{r+l-1}^{s-1}C_1 \quad \text{for } s \geq 1, l \geq 1.
\end{align*}
$$

In view of $\Psi_1 = H_1$ and of $E_0Z_1 = Z_1$ we can choose $\eta_1 = \theta_0 = 1$. By (34) and using lemmas 4.2 and 2.2 together with corollary 2.1 we get the recursive relations

$$
\begin{align*}
C_{\zeta,s,l} &\leq \frac{4}{s} \sum_{j=1}^{s-1} j(s + l - j)\eta_j\eta_s\theta_{s-j} \frac{B_{r}^{s+l-2}C_1^2}{(1 - e^{-\max(\sigma_j, \sigma_{s+l-j})}) \gamma}, \\
C_{\psi,s} &\leq \left( \frac{8(s-1)\eta_{s-1}C_1}{s(1 - e^{-(\sigma_0 - \sigma_s)}) (1 - e^{-\sigma_0})} + \frac{1}{s} \sum_{l=1}^{s-1} lB_{r} \eta_l\theta_{s-l} \right) \frac{B_{r}^{s-2}C_1}{\gamma},
\end{align*}
$$

We observe that, from the first of (31), we have

$$
1 - e^{-\max(\sigma_j, \sigma_{s+l-j})} \geq \frac{1 - e^{-\sigma_0}}{\sigma_0} \max\{\sigma_j, \sigma_{s+l-j}\} =
\frac{1 - e^{-\sigma_0}}{\sigma_0} \left( \sigma_0 - \frac{\sigma_0 - \sigma_s}{r} \min\{j, s + l - j\} \right) >
\frac{1 - e^{-\sigma_0}}{\sigma_0} \left( \frac{\sigma_0 + \sigma_s}{2} \right),
$$

since $\min\{j, s - j\} \leq r/2$, thus it gives

$$
1 - e^{-\max(\sigma_j, \sigma_{s+l-j})} > \frac{1 - e^{-\sigma_0}}{2}.
$$

Using the second of (31) in a similar way to deal with

$$
1 - e^{-[\max(\sigma_j, \sigma_{s+l-j}) - \sigma_{s+l}]} \geq \frac{s + l - \min\{j, s + l - j\}}{r} \left( 1 - e^{-(\sigma_0 - \sigma_s)} \right),
$$

and setting

$$
B_r = \frac{16C_1 r}{\gamma(1 - e^{-(\sigma_0 - \sigma_s)}) (1 - e^{-\sigma_0})},
$$

we get

$$
\begin{align*}
C_{\zeta,l,s} &\leq \frac{1}{s} \sum_{j=1}^{s} j\eta_j\eta_s\theta_{s-j} B_r^{s+l-1}C_1, \\
C_{\psi,s} &\leq \left( \frac{1}{s} \eta_{s-1} + \frac{1}{s} \sum_{l=1}^{s-1} l\eta_l\theta_{s-l} \right) B_r^{s-1}C_1.
\end{align*}
$$
Therefore the required inequalities (35) are satisfied by the sequences recursively defined as

$$\theta_s = \sum_{j=1}^{s-1} j^n \eta_{s-j} \quad \text{for } s \geq 1,$$

$$\eta_s = \eta_{s-1} + \sum_{j=1}^{s-1} j^n \theta_{s-j} \quad \text{for } s \geq 2.$$

starting with $\eta_1 = \theta_0 = 1$. Actually, in order to find an estimate for the generating function it is enough to investigate the sequence $\eta_1, \ldots, \eta_r$. To this end, after multiplication by a factor $1/s$, we subtract the second relation from the first one, thus getting

$$\theta_1 = 1 \quad \text{and} \quad \theta_s = \left(\frac{s + 1}{s}\right) \eta_s - \frac{1}{s} \eta_{s-1} < 2\eta_s - \frac{1}{s} \eta_{s-1}.$$

Then we substitute the latter expression for $\theta_{s-j}$ in the second of the relations above, and get

$$\eta_s < \eta_{s-1} + \sum_{j=1}^{s-1} 2j^n \eta_{s-j} < 3 \sum_{j=1}^{s-1} j^n \eta_{s-j}.$$

Hence the wanted inequality (35) for $C_{\psi,s}$ is satisfied by the sequence

$$\eta_1 = 1 \quad \text{and} \quad \eta_s = 3 \sum_{j=1}^{s-1} j^n \eta_{s-j} = 3s \sum_{j=1}^{\lfloor s/2 \rfloor} j^n \eta_{s-j} \quad \text{for } s \geq 2.$$

By induction it is possible to prove that $\eta_s \leq 9^{s-1}s!$ for all $s = 1, \ldots, r$: indeed it holds

$$x_s \leq 9^{s-1}s \sum_{j=1}^{\lfloor s/2 \rfloor} j!(s-j)! \leq 9^{s-1}s!,$$

provided

$$\sum_{j=1}^{\lfloor s/2 \rfloor} j!(s-j)! = \sum_{j=2}^{\lfloor s/2 \rfloor} j!(s-j)! \leq 2(s-1)!,$$

the latter being true since for $4 \leq s \leq r$ and $2 \leq j \leq \lfloor s/2 \rfloor$

$$j!(s-j)! = \prod_{i=0}^{j-2} \left(\frac{j-i}{s-j-i}\right) \leq \left(\frac{2}{3}\right)^{j-1}.$$

Then, by $s! \leq (\sqrt{e})^{-s}s^s$ we obtain for $1 \leq s \leq r$

$$\eta_s \leq \left(\frac{9}{\sqrt{e}}\right)^{s-1}s^s < 4^{s-1}r^{s-1}.$$

Replacing this and (36) in the inequality (35) for $C_{\psi,s}$ and recalling that $C_{\chi,s} \leq C_{\psi,s}/\gamma$ we have

$$C_{\chi,s} \leq (64r^2C_s)^{s-1}C_1 \gamma_s, \quad C_\gamma = \frac{C_1}{\gamma(1-e^{-\sigma_0})(1-e^{-(\sigma_0-\sigma_s)}).$$

The proves the statement (ii) of proposition 4.1 with the estimated value of $C_\gamma$ in (20). The statement (iii) also follows in view of $C_{\zeta,s} \leq C_{\psi,s}$.
Estimate of the truncated first integral. We give an estimate for the first \( r \) terms of \( T_X\Phi \) where \( \Phi \) is a homogeneous polynomial, as specified in the statement (iv) of proposition \([4.1]\). We look for a sequence \( C_{\varphi,s} \) of constants such that \( E_s\Phi \) is of class \( \mathcal{D}(C_{\varphi,s},\sigma_s) \) for \( s = 0, \ldots, r \). Of course we have \( C_{\varphi,0} = C_{\varphi} \), so we look for a recursive estimate for \( s > 0 \) using lemma \([2.2]\) and the definition \([18]\) of \( T_X \). Recalling \([31]\) we have that \( E_s\Phi \) is of class \( \mathcal{D}(A,\sigma_s) \) with a constant \( A \) satisfying

\[
A \leq \sum_{j=1}^{s} \frac{4(j+1)(s-j+m+1)}{s} \frac{16C_1r}{\max(j,s-j)\gamma(1-e^{-\sigma_0})(1-e^{-\sigma_s})}(C_r)^{j-1}C_{\varphi,s-j}
\]

Thus, recalling the definition \([20]\) of \( C_s \), we may set

\[
C_{\varphi,s} = 1 + \sum_{j=1}^{s} \frac{s-j+m+1}{\max(j,s-j)}(C_r)^{j}C_{\varphi,s-j}.
\]

For \( s = 1 \) this gives

\[
C_{\varphi,1} = (m+1)r^2C_1C_{\varphi},
\]

so that the claim is true with \( F_r \) as given in \([20]\). For \( s > 1 \) we extract from the sum the term \( j = 1 \) and replace the index \( j \) with \( j + 1 \) in the rest of the sum, thus getting

\[
C_{\varphi,s} \leq \frac{(s+m)}{4(s-1)}C_rC_{\varphi,s-1} + \frac{C_r}{4} \sum_{j=1}^{s-1} \frac{s-j+m}{\max(j+1,s-1-j)}(C_r)^{j}C_{\varphi,s-1-j},
\]

\[
\leq \frac{s+m}{4(s-1)}C_rC_{\varphi,s-1} + \frac{1}{4}C_rC_{\varphi,s-1}
\]

\[
\leq \frac{m+2}{4}C_rC_{\varphi,s-1}.
\]

This proves the statement (iv) of proposition \([4.1]\).

Concerning the statement (v), a remark that \( L_X^{1}H_\omega = -L_0X_1 = -Z_1 - H_1 \) in view of the homological equation at order 1. Therefore we may replace \([37]\) with \( C_{\varphi,1} = C_1 \). For \( s > 1 \) the argument above for a generic function \( \Phi \) requires only a minor modification and one obtains the same recursive relation for \( C_{\varphi,s} \), where we just replace a different value for \( C_{\varphi,1} \). This proves the claim.

Estimate of the time derivative of the approximate first integral. We come to the statement (vi) of proposition \([4.1]\). Recall that by construction we have \( T_XZ - H = \mathcal{O}(r+2) \), meaning that its expansion starts with terms of degree at least \( 2(r+2) \). Since \( L_0Z_s = 0 \) for \( s = 0, \ldots, r \) and recalling the general property \( T_X\{f,g\} = \{T_Xf,T_Xg\} \) we immediately have

\[
\{H,T_X\Phi_0\} = T_X\{Z,\Phi_0\} = \mathcal{O}(r+2)
\]

On the other hand, since \( T_X\Phi_0 - \Phi(r) = \mathcal{O}(r+2) \), we also have \( \{H,\Phi(r)\} = \mathcal{O}(r+2) \). Substituting the expansions \( H = H_0 + H_1 \) and \( \Phi(r) = \Phi_0 + \ldots + \Phi_r \) we get \( \Phi(r) = \{H,\Phi(r)\} = \{H_1,\Phi_r\} \), which is an extensive homogeneous polynomial of degree \( 2r+4 \), as claimed. Recalling that
$H_1$ is of class $D(C_1,\sigma_0)$ and $\Phi_r$ is of class $D(F^{-1}_rC_1,\sigma_r)$, in view of the statement (v), a straightforward application of lemma 2.2 gives
\[ C_\rho \leq \frac{8(r+2)F^{-1}_rC_1^2}{(1-e^{-\sigma_0})(1-e^{-(\sigma_0-\sigma_*)})}, \]
and the result follows by just replacing the estimated value of $F_r$ from statement (iv), with $m = 0$.

This concludes the proof of proposition 4.1.

5 Long time estimates and statistical control of fluctuations

In this Section we actually present, and prove, the main result of the paper in its complete and detailed form; the results given in the introduction, i.e. Theorems 1.1 and 1.2, are simplified statements with some particular choices of the parameters involved.

We first stress that, although the whole perturbative construction of our conserved quantity $\Phi \equiv \Phi^{(r)}$ is based upon an initial normal form transformation of the quadratic part of the Hamiltonian, i.e. there is a change of coordinates at the very beginning of our procedure, we will state our result and the corresponding proof in the original variables $z = (x, y)$.

As explained in the introduction, our aim is to show that $\Phi$ is a good adiabatic invariant over a long time scale: to this purpose we introduce its variation over a time interval
\[ \Delta_t\Phi(z) := \Phi(\phi^t(z)) - \Phi(z), \]
where $\phi^t(z)$ is the Hamiltonian flow. We will show that $\Delta_t\Phi$ remains small, compared with the phase variance of $\Phi$, over a long time scale, for a set of initial data $z$ of large Gibbs measure. This kind of control is quite weak for all the times between 0 and $t$, since the set of large measure is in principle allowed to change if we change the final $t$ in order control the intermediate times. We thus give two stronger estimates: the first deal with $\Delta_t\Phi$. Its smallness imply that for every large deviation of a given sign at intermediate times must correspond a similar deviation with the opposite sign. An even stronger control is obtained with the smallness of $\sigma_t^2(\Delta_t\Phi)$: in this case we have that $\Delta_s\Phi$ is small also for all $s \in (0,t)$.

5.1 Main result

Concerning the time scale over which we are able to control the evolution of our adiabatic invariant, we have actually two types of estimates, as a power law and a stretched exponential, each with its own set of hypothesis and constants, but with a similar formulation; we thus present the two results together. In order to simplify the statement, we find it convenient to formulate in advance the hypothesis and definitions under which the result holds in those two cases. In particular we define the time scale $\bar{t}$ and the corresponding bounds on $\beta$.

Given the constants\[^4\] $a_0$, $\mu_3$, $\mu_2$, $\beta^*$, $\beta_0$, $\beta_1$, $\beta_3$, $\beta_4$, $K_1$, defining
\[ \mu_0 := \frac{a_0}{1 + 2a_0}, \quad \mu_1 := \left(1 - \frac{3}{4(\max\{\beta_0, 1\})^2}\right)^8 \frac{3}{64K_1^3(1 + 4a_0)^4}, \]
we introduce
\[^3\]We will take care of this via the application of Lemma 3.1 throughout the proof.
\[^4\]See Propositions 4.1, 5.2, 5.3 and Lemmas 6.2 and 5.4.
HD1 (power law estimate) there exist $\beta_2 > 0$ and $r^*(\mu) = \frac{\mu}{2\mu}$ such that for any integer $r \in [1, r^*)$ and for any $\nu \in (0, 1]$, defining

$$\beta_* := \max \left\{ \beta_0, \beta_1, \beta_2, \beta_3, \beta_4, (\beta^* r^3)^{1/\nu}, \sqrt{3/2} \right\},$$

$$\mu^* := \min \left\{ \mu_0, \mu_1, \frac{1}{8} \left( \frac{\mu}{\mu^*} \right)^{1/8} \right\},$$

then

assume $\beta_* \leq \beta$, and define $\lambda := r(1 - \nu) + 1 - \nu/2$.

HD2 (exponential estimate) there exists $\mu_3 > 0$ such that defining

$$\beta_* := \max \left\{ \beta_0, \beta_1, \beta_3, 64e\beta^*, \sqrt{3/2} \right\},$$

$$\mu^* := \min \left\{ \mu_0, \mu_1, \mu_2, \mu_3, \mu_4, \frac{1}{8} \left( \frac{\mu}{\mu^*} \right)^{1/8} \right\},$$

then

assume $\beta_* \leq \beta < e\beta^* \left( \frac{\mu_*}{\mu} \right)^3$ and define $\kappa := \frac{3}{2} \left( \frac{\beta}{e\beta^*} \right)^{3/2}$, and define $\tilde{t} := \frac{\kappa^{3/2} e^{\kappa/2}}{\beta}$.

We are now ready to state the result:

**Theorem 5.1** For either the hypothesis and definitions of case HD1 or those of case HD2, there exist constants $K > 1$ such that, for all $\mu < \mu^*$, and for any positive $\delta$ one has

$$m\left( z \in \mathbb{R}^{2N} : |\Delta_t \Phi(z)| \geq \delta \sigma[\Phi] \right) \leq \frac{12K}{\delta^2} \left( \frac{t}{\tilde{t}} \right)^2,$$

$$m\left( z \in \mathbb{R}^{2N} : |\Delta_t \Phi(z)| \geq \delta \sigma[\Phi] \right) \leq \frac{3K}{\delta^2} \left( \frac{t}{\tilde{t}} \right)^2,$$

$$m\left( z \in \mathbb{R}^{2N} : \sigma^2_t[\Delta_t \Phi(z)] \geq \delta \sigma^2[\Phi] \right) \leq \frac{4K}{\delta} \left( \frac{t}{\tilde{t}} \right)^2.$$

**Remark 5.1** The estimates contained in the above theorem can be seen as the generalizations of Propositions 2, 3 and 4 of paper [24]. The result of paper [16] can be compared with the first estimate, with the hypothesis and definition set HD2 in the case of vanishing coupling constant, the only difference being a slightly improved exponent for the argument of the exponential (1/3 in our case, 1/4 in their result).

**proof:** The first two estimates of the theorem are actually Tchebychev estimates, while the third is a Markov estimate. We recall that, in our notations, given any measurable function $f$ and any real $\eta > 0$, for $p = 1$ and 2 respectively, Markov and Tchebychev estimates are

$$m\left( z \in \mathbb{R}^{2N} : |f(z)| \geq \eta \right) \leq \frac{\langle |f|^p \rangle}{\eta^p}.$$
Choosing \( \eta = \delta \sigma[\Phi] \), and using Tchebychev for the first two estimates, and with \( \eta = \delta \sigma^2[\Phi] \) and using Markov for the third one, one has to control respectively the following three quantities

\[
\frac{\langle (\Delta_t \Phi)^2 \rangle}{\delta^2 \sigma^2[\Phi]}, \quad \frac{\langle (\Delta_t \Phi)^2 \rangle}{\delta^2 \sigma^2[\Phi]}, \quad \frac{\langle \sigma^2[\Delta_t \Phi] \rangle}{\delta \sigma^2[\Phi]}.
\]

By the rough inequality \( \sigma^2_t[\Delta_t \Phi(z)] \leq (\Delta_t \Phi)^2(z) \) it is clear that to estimate the three quantities above, we need to control the phase average of \( (\Delta_t \Phi)^2 \), \( (\Delta_t \Phi)^2 \) and \( (\Delta_t \Phi)^2 \). By defining

\[
R := \{\Phi^{(r)}, H\} = \{\Phi_r, H_1\},
\]

we have \( \Delta_t \Phi(z) = -\int_0^t R \circ \phi^s(z) ds \), so that we may write

\[
\frac{\langle (\Delta_t \Phi)^2 \rangle}{\delta^2 \sigma^2[\Phi]} = \int_{[0,t]^2} \langle (R \circ \phi^s) (R \circ \phi^{s_2}) \rangle ds_1 ds_2 \leq \int_{[0,t]^2} \|R \circ \phi^s\|_{L^2} \|R \circ \phi^{s_2}\|_{L^2} ds_1 ds_2 = \|R\|_{L^2}^2 ds_1 ds_2 = t^2 \langle R^2 \rangle.
\]

where we used Fubini’s theorem, Schwartz inequality and the invariance of the measure under the Hamiltonian flow. For the second quantity we need to add a further double integration over time to perform the time average, but the scheme is the same:

\[
\frac{\langle (\Delta_t \Phi)^2 \rangle}{\delta^2 \sigma^2[\Phi]} = \frac{1}{t^2} \int_{[0,t]^2} \Delta_s \Phi \Delta_s \Phi ds_1 ds_2 \leq \frac{1}{t^2} \int_{[0,t]^2} \int_{[0,s_1] \times [0,s_2]} \langle (R \circ \phi^\tau) (R \circ \phi^{\tau_2}) \rangle d\tau_1 d\tau_2 ds_1 ds_2 \leq \frac{t^2}{4} \langle R^2 \rangle.
\]

In the third case we instead have a single time integration from the time average:

\[
\frac{\langle (\Delta_t \Phi)^2 \rangle}{\delta \sigma^2[\Phi]} = \frac{1}{t} \int_{[0,t]} \langle (\Delta_s \Phi)^2 \rangle ds \leq \frac{1}{t} \int_{[0,t]} s^2 \langle R^2 \rangle ds = \frac{t^2}{3} \langle R^2 \rangle.
\]

For all the three quantities \([33]\), everything we thus need to control the quotient of \( \langle R^2 \rangle \) over \( \sigma^2[\Phi] \), with an upper bound for the numerator and a lower bound for the denominator: for the former we apply Proposition \([5.2]\) and for the latter we use Proposition \([5.3]\). In particular, the hypothesis and definition sets \( \text{HD1} \) and \( \text{HD2} \) imply the hypothesis of Proposition \([5.2]\) part \( 1 \) and, respectively, part \( 2 \).
Indeed if HD1 holds, from $\mu < \mu^*$ we have that $a < \min\{a_0, 1/6\}$ ($\mu^* < \min\{\mu_0, 1/8\}$) and $D^2 \mu_0 < 1/2$ ($\mu < \mu_1$). The condition $\mu < \mu_2$ is required in Lemma 5.4 for the lower bound of $\sigma^2[\Phi]$. With respect to the hypothesis of Proposition 5.3 we observe that if HD1 holds, the bounds on $\beta$ are satisfied (for $\beta$ large enough, setting $\beta_2$ as the threshold) since we need it to be scaling like $r^3$ and according to HD1 we have it scaling as $r^{(3/\nu)}$ with $\nu \leq 1$.

If HD2 holds, since in that case from Proposition 5.2 we set the optimal integer $r$ as $\lfloor \kappa/3 \rfloor$, the condition on $\beta$ translates in the following inequality

$$1 > \frac{3}{4} e^{\hat{C} - 1} \left( 1 + 2^{\frac{3}{\beta^*}} \right)$$

which is true since $\hat{C}$ vanishes with $\mu$ (set here $\mu_3$ as the threshold).

Using also the constants $\Omega$ (Proposition 3.1), $C_1$ (Proposition 4.1) and $K_2$ (Proposition 5.1), setting

$$K := \frac{3 \cdot 5 e^6}{2} K_1^2 K_2 \Omega^4 \cdot \left\{ \begin{array}{ll} 2 \beta^3 & \text{case HD1} \\ 3 \beta^3 & \text{case HD2} \end{array} \right.$$ 

we have the thesis. □

**Proof of Theorem 1.1** After observing that $\sigma^2_t[\Delta_t, \Phi] = \sigma^2_t[\Phi]$, use the third estimate of Theorem 5.1 hypothesis and definitions set HD1, with $r = \lfloor r^* \rfloor$, $\nu = \frac{1}{2}$, $\delta = \beta^{-1/2}$ and letting only $\beta^{r/2}$ in the time scale $\bar{t}$.

□

**Proof of Theorem 1.2** Apply Theorem 5.1 hypothesis and definitions set HD2, third estimate, with $\delta = \beta^{-1/2}$ and letting only $e^{c \kappa}$ in the time scale $\bar{t}$ with a constant $c$ slightly smaller than $1/2$ in order to get the correct power of $\beta$ outside the exponential factor. The upper bound on $\sqrt{a} \sqrt{\beta}$ represents last condition in HD2 using the definition (16) of $\mu$. □

The rest of the Section is devoted to the proofs of the upper bound of $\langle R^2 \rangle$, in subsection 5.3, and of the lower bound of $\sigma^2[\Phi]$ in subsection 5.4. Due to its relevance and to the slightly different techniques involved, we anticipate in subsection 5.2 the result on the control of the decay of correlations.

### 5.2 Decay of correlations

The main result of this Section is an estimate of the correlation between two polynomials with disjoint supports: we show such a correlation to be (at least) small as $a^d$ where $d$ is the distance between the two supports.

Let $\beta_0$, $a_0$ and $K_1$ be the constants of Lemma 6.2. Consider also these other constants defined in Appendix 6.2

$$A_1 = \sqrt{1 + 4a} , \quad A_2 = \sqrt{1 - 2a} , \quad B = 1 - \frac{3}{4 \beta^2} , \quad D = \frac{K_1 A_1(a)}{B(\beta)} ;$$

$^5$The constant $D$ is defined in Appendix 6.2 and recalled in Section 5.2, while $\mu_0$ in (48).

$^6$ $A_j$ are actually functions of $a$, $B$ is a function of $\beta$ and $D$ is a function of both the parameters, but all these quantities are asymptotically constants as $a \to 0$ and $\beta \to \infty$.
Introduce the following:

\[
\mu_2 := a(2 + a) , \quad K_2 := \frac{4(2K_1)^2 + 8a}{(1 - 2a)(1 - a)^6} .
\]

**Proposition 5.1** Let \( N \) be the length of the periodic chain. Let \( \phi \) and \( \psi \) be two homogeneous polynomial of degree \( 2r \) and \( 2s \) respectively, and interaction length \( m \) and \( m' \) respectively; suppose their supports are disjoint, and denote by \( d \) their distance. Then for any \( \beta > \beta_0 \) and \( a < a_0 \) it holds

\[
|\langle \phi \psi \rangle - \langle \phi \rangle \langle \psi \rangle| \leq K_2 \left[ D^{m + m' + 2d + 4} \right] \mu_2^d \left[ \frac{2^{r+s+1}}{(A_2^2 \beta)^{r+s}} \right] \| \phi \| \| \psi \|. \]

Before entering into the details of the proof it is necessary to introduce another notation for the measure that will be useful also in the sequel of this Section. To this purpose we split the original Hamiltonian in a different way. We recall that for the measure that will be useful also in the sequel of this Section. To this purpose we split the interacting terms of \( H \) depending on the coupling constant \( a \), i.e. \( \frac{a}{2} \sum_j (x_{j+1} - x_j)^2 \). We instead separate the diagonal and the off-diagonal part of \( A \) (see (11) and (72)) like in Proposition 3.1, but maintaining the original variables; in this way we put into evidence the real coupling terms. Accordingly we define, on a subset of variables, the uncoupled component of the Gibbs measure by

\[
dV_{s}^{(m)} := \prod_{j=s}^{s+m-1} e^{-\beta \left[ (1+2a)x_j^2 + s^4 \right]} dx_j ,
\]

which depend only on \( m \) variables, and the coupling part by

\[
[p, q] := e^{\beta a x_{p+1} \ldots x_{q-1} x_q} ,
\]

for \( p < q \leq p + N \). We observe that, for any \( m < l \), it is possible to factorize both the component of the measure: \( dV_s^{(l)} = dV_s^{(m)} dV_s^{(l-m)} \) and \( \{s, s + l\} = [s, s + m][s + m, s + l] \). Whenever \( S(\phi) \subset \{ s, \ldots, q \} \), we will write \( [p, \phi, q] := \phi(g, p) \), to stress the bound on the support. The full Gibbs measure, again ignoring the \( y \) variables, is then given by \( [0, l]dV^{(l)}_0 \) for a system with periodic boundary conditions\( ^a \), so the partition function will be

\[
Z_l := \int_{\mathbb{R}^l} [0, l]dV^{(l)}_0 = \int_{\mathbb{R}^l} e^{-\beta H(x)} dx .
\]

**proof:** The proof consists of two main steps: in the first one we show the presence of several cancellations, while in the second one we actually estimate the remaining terms.

---

\(^a\)If \( p = \min S(\phi) \), \( q = \max S(\phi) \), \( t = \min S(\psi) \) and \( u = \max S(\psi) \), with \( q < t \), then \( d = \min(t - q - 1, N - u + p - 1) \). 

\(^b\)We remark that in this notation, given the generic dimension \( l \) of the space, the indexes must be considered modulo \( l \). 

\(^c\)for a system with free boundary conditions the measure is \([0, l - 1]dV^{(l)}_0 \), so the partition function will be

\[
Z_l := \int_{\mathbb{R}^l} [0, l - 1]dV^{(l)}_0 = \int_{\mathbb{R}^l} e^{-\beta H(x)} dx .
\]

(41)
Without any loss of generality we may assume $\phi$ to be left aligned, so that its support is contained in $\{0, \ldots, m - 1\}$; denote by $t$ the minimal index in the support of $\psi$, which will be therefore contained in $\{t, \ldots, t + m' - 1\}$.

As a first step we rescale all the variables by a factor $\sqrt{\beta}$. We need to introduce a corresponding notation for the relevant objects with the rescaled variables, and to this purpose we will systematically add a $\circ$ as a superscript when needed. We remark that the powers of $\beta$ appearing as a multiplying factor will not be included in the $\circ$-objects. For example we have:

$$[p, q]^{\circ} := e^{ax_p x_{p+1}} \cdots e^{ax_{q-1} x_q}, \quad dV_s^{(m)\circ} := \prod_{j=s}^{s+m-1} e^{-\left[\frac{(1+2a)^2}{4} + \frac{s^4}{4!}\right]} dx_j .$$

If we perform such a scaling on the correlation we get

$$\langle \phi \psi \rangle - \langle \phi \rangle \langle \psi \rangle = \frac{1}{\beta^{4+s}} \left( \langle \phi \psi \rangle^{\circ} - \langle \phi \rangle^{\circ} \langle \psi \rangle^{\circ} \right).$$

We need to introduce a further notation related to the coupling terms $[p, q]^{\circ}$ of the measure. These terms are products of factors of the form $e^a$, each being the coupling term between two consecutive sites of the chain; in order to possibly decouple the chain in several positions we use the trivial identity $e^a = 1 + (e^a - 1)$, so that for example $[0, m]^{\circ}$ turns out to be the sum of $2^m$ terms each of which is the product of $m$ factors: for every $j = 0, \ldots, m - 1$ the factor can be either $1$ or $e^{ax_j x_{j+1}} - 1$. We will identify each term in the sum with a string of $m$ symbols in $\{0,1\}$: 0 for the factor $e^{ax_j x_{j+1}} - 1$, and 1 for the factor 1. For example, for $m = 4$, a possible factor is

$$k = 0010 \rightarrow [0, m]^{\circ}_k = (e^{ax_0 x_1} - 1) \cdot (e^{ax_1 x_2} - 1) \cdot 1 \cdot (e^{ax_3 x_4} - 1).$$

Thus we may write $[0, m]^{\circ} = \sum_k [0, m]^{\circ}_k$: we will use this kind of expansion for the coupling terms involving sites outside the support of the polynomials. We remark that a factor of the type $e^a - 1$ is roughly of order $a$, i.e. in our case of order $a$, so the number of “zeros” in the sequence $k$ can be used to quantify the smallness of the corresponding term.

Let us now rewrite the correlation collecting the partition function in the denominators

$$\langle \phi \psi \rangle^{\circ} - \langle \phi \rangle^{\circ} \langle \psi \rangle^{\circ} = \frac{\langle \phi \psi \rangle^{\circ} Z^{\circ} - \langle \phi \rangle^{\circ} \langle \psi \rangle^{\circ}}{Z^{\circ2}},$$

where we used the notation $\langle \phi \rangle := Z \cdot \langle \phi \rangle = \int \phi(x)e^{-\beta H(x)} dx$, and let us concentrate our attention on the numerator.

According to the supports of $\phi$ and $\psi$, we split the coupling part of the measure in the following way

$$[0, N]^{\circ} = [0, m - 1]^{\circ} \cdot [m - 1, t]^{\circ} \cdot [t, t + m' - 1]^{\circ} \cdot [t + m' - 1, N]^{\circ};$$

moreover, in every integral, we will expand the “holes” between the supports:

$$[m - 1, t]^{\circ} = \sum_j [m - 1, t]_j^{\circ}, \quad [t + m' - 1, N]^{\circ} = \sum_k [t, t + m' - 1]_k^{\circ}. $$
We rewrite the two addenda of the numerator of (43) as

\[ \langle \langle \phi \psi \rangle \rangle \mathcal{N} = \sum \sum \sum \sum \]

\[ \int_{\mathbb{R}^N} [0, \phi, m-1] \circ [t, \psi, t + m' - 1] \circ [t + m' - 1, N] \mathcal{N} dV_0^{(N)} \times \]

\[ \int_{\mathbb{R}^N} [0, m-1] \circ [m-1, t] \circ [t, t + m' - 1] \circ [t + m' - 1, N] \mathcal{N} dV_0^{(N)} \]

\[ \langle \langle \phi \rangle \rangle \langle \langle \psi \rangle \rangle = \sum \sum \sum \sum \]

\[ \int_{\mathbb{R}^N} [0, \phi, m-1] \circ [t, \psi, t + m' - 1] \circ [t + m' - 1, N] \mathcal{N} dV_0^{(N)} \times \]

\[ \int_{\mathbb{R}^N} [0, m-1] \circ [m-1, t] \circ [t, t + m' - 1] \circ [t + m' - 1, N] \mathcal{N} dV_0^{(N)} \]

(44)

Given such a decomposition of the correlation \( \langle \phi \psi \rangle \circ \mathcal{N} - \langle \phi \rangle \circ \langle \psi \rangle \circ \mathcal{N} \), and using the bitwise “and” operator \( \wedge \) (see (79) in Appendix 6.3 for a formal definition), we give the main claim of the proof:

1. all the terms such that \( j \wedge j' \neq 0 \) AND \( k \wedge k' \neq 0 \) cancel;
2. all the terms such that \( j \wedge j' = 0 \) OR \( k \wedge k' = 0 \) are (at least) of order \( a^d \).

The idea behind the cancellations is that \( j \wedge j' \neq 0 \) ensure the presence (see Remark 6.3) of at least a “1” in the same position in both \( j \) and \( j' \): this correspond to the absence of the coupling term so that both the integrals in each of the expressions in (44) can be splitted in the same position; the same happens with \( k \) and \( k' \). This opportunity to cut the integrals in the holes between the supports of \( \phi \) and \( \psi \) allows us to rearrange the terms in order to show that actually all these terms cancel. The formal proof is deferred to Appendix 6.3.

Concerning the second part instead, the idea is that \( j \wedge j' = 0 \) ensure the presence of enough “zeros”, each contributing with an order in \( a \). In order to make the argument more precise, let us first assume that the strings \( j \) and \( j' \) are not longer than \( k \) and \( k' \): thus, according to the statement of the proposition, the length \( l \) of both \( j \) and \( j' \) is equal to \( d + 2 \).

Let us consider first the case in which \( j \wedge j' = 0 \). Since we must consider all the cases for \( k \) and \( k' \) we actually don’t expand the second hole between the supports of \( \phi \) and \( \psi \). Moreover, instead of expanding the whole term \([m-1, t]\), we will write

\[ [m-1, t] \circ = [m-1, m] \circ \sum_j [m, t-1] \circ [t-1, t] \circ , \]

and similarly for the same hole in the other integral. Please note that, despite the use of the same letter, now the string \( j \) has length exactly \( d \): expanding only on the “interior” of the hole simply means that we will include in our estimates some terms that actually could be avoided because they cancel.

The strategy is thus to apply Lemma 6.5 to \( \langle \phi \psi \rangle \mathcal{N} \) and \( \langle 1 \rangle \mathcal{N} \), cutting the chain in four
parts for the first average and into two parts for the second one:

\[
\langle \phi \psi \rangle_N^\circ \leq K_{m+m'+d} \left( \phi e^a(x_m+x_{m-1}) \right)_m \sum_j \int_{\mathbb{R}^d} e^{\alpha(x_m^2+x_{m-1}^2)} |m, t-1\rangle \langle m, t-1| dV_{m}^{(d)\circ}
\]

\[
\left( \psi e^a(x_m^2+x_{m-1}^2) \right)_m \sum_j \int_{\mathbb{R}^d} e^{\alpha(x_m^2+x_{m-1}^2)} |N-m-m'-d\rangle \langle N-m-m'-d| dV_{m}^{(d)\circ}
\]

\[
K_{d} e^{\alpha(x_m^2+x_{m-1}^2)} \sum_j \int_{\mathbb{R}^d} e^{\alpha(x_m^2+x_{m-1}^2)} |m, t-1\rangle \langle m, t-1| dV_{m}^{(d)\circ}.
\]

We first deal with the sum given by the expansion of the smaller holes; for the other terms we will apply some Lemmas proven in the Appendix. Introducing the notation $|j|$ to count the number of “zeros” in the string $j$, according to Remark [6.3] we have $d \leq |j| + |j'|$; clearly it also holds $|j| + |j'| \leq 2d$.

We need to estimate the generic term $[m, t-1]_j^\circ$; we will use the inequality $e^\alpha - 1 \leq \alpha e^\alpha$ on each of the “zero” factors, and then apply the estimate which decouple the measure:

\[ [m, t-1]_j^\circ \leq a^{|j|} \prod_{j_n=0} x_n x_{n+1} e^{a x_n x_{n+1}} \leq a^{|j|} \prod_{j_n=0} x_n x_{n+1} e^{a x_n x_{n+1}}. \]

With the use of the previous estimate, the measure within $(m, t-1)$ can be factorized so that we have, for $b \in \{0, 1, 2\}$, the following integrals:

\[
\int_{\mathbb{R}} |x|^b e^{-\left(\frac{\alpha_b x^2 + \alpha_0}{2}\right)} \leq \left( \frac{2}{\alpha_b} \right)^{\frac{b+1}{2}} \Gamma \left( \frac{b+1}{2} \right) \quad \alpha_b = 1 + (2-b)a,
\]

with the exception of the boundary sites $m$ and $t-1$ where $\alpha_b = 1 + (1-b)a$. Since it could be not completely trivial to control, for all the possible strings $j$, how many factors have $b = 0$ or $b = 1$ or $b = 2$, the idea is to evaluate at the same time the terms coming from $[m, t-1]_j^\circ$ with those coming from $[m, t-1]_{j'}^\circ$. Let us consider a site $n$ with $m < n < t-1$, and suppose that from $[m, t-1]_j^\circ$ we have a term with $b = 0$: this is possible if and only if $j_n = 1$ and $j_{n-1} = 1$. But then, from $j \wedge j' = 0$, one has $j_n' = 0$ and $j_{n-1}' = 0$ which implies that the corresponding term from $[m, t-1]_{j'}^\circ$ will be an integral with $b = 2$. Thus, the product of the two terms will be bounded by $2\pi$. If we start $b = 1$, this is compatible with both $01$ and $10$ as substrings of $j$, which imply respectively $10$ or $00$, and $01$ or $00$ for $j'$: thus, from $[m, t-1]_{j'}^\circ$, the contribution will be with $b = 1$ or $b = 2$, and the product can be bounded in the same way. As a last case, starting from $b = 2$, this requires $00$ for $j$ which is compatible with all the cases in $j'$: again, the product of the two terms will be bounded by $2\pi$. For the two boundary sites one has the same kind of control simply with a factor $(1-a)^2$ on each site for the worst case.

We thus have the following estimate

\[
\int_{\mathbb{R}^d} e^{\alpha(x_m^2+x_{m-1}^2)} |m, t-1\rangle \langle m, t-1| dV_{m}^{(d)\circ} \leq \int_{\mathbb{R}^d} e^{\alpha(x_{m+1}^2+x_{m}^2)} |m, t-1\rangle \langle m, t-1| dV_{m}^{(d)\circ}.
\]

\[\text{the fact that we need to control also the position } n-1 \text{ is not a problem because, even if we expand only over } (m, t-1), \text{the condition } j \wedge j' = 0 \text{ actually holds for the strings over } (m-1, t).\]
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\[ \leq \frac{d|j|+|j'|}{(1-a)^6} (2\pi)^d. \]

We need now to control the sum over all the possible strings such that \( j \wedge j' = 0 \). We exploit the fact that \( d \leq |j| + |j'| \leq 2d \) and we count the number of configurations for the couple of strings \( j \) and \( j' \) with a given value of \(|j| + |j'|\). It is easy to verify that
\[
\#\left\{(j,j') : |j| + |j'| = d+i \right\} = \binom{d}{i} 2^{d-i},
\]
so we end up with
\[
\sum_{j,j'} \int_{\mathbb{R}^d} e^{\frac{2}{\beta}(x_m^2 + x_{m-1}^2)[m,t-1]} d\nu^{(d)0} \int_{\mathbb{R}^d} e^{\frac{2}{\beta}(x_m^2 + x_{m-1}^2)[m,t-1]} d\nu^{(d)0} \leq \frac{(2\pi a)^d}{(1-a)^6} \sum_{i=0}^{d} \binom{d}{i} 2^{d-i} a^i \frac{[2\pi a(2+a)]^d}{(1-a)^6}.
\]

We are now ready to go on with the estimate (45); using Lemma 6.6 for the averages involving \( \phi \) and \( \psi \), Lemma 6.7 for the averages without polynomials, Lemma 6.3 and 6.4 for the remaining partition functions and (46) for the remaining terms, one has
\[
\langle \phi \psi \rangle_N \sim K_1^{m+m'+2d} \left( \frac{A_1}{B} \right)^m \frac{2^{r!}}{A_2^{2+r\pi}} \|\phi\| \left( \frac{A_1}{B} \right)^{m'} \frac{2^{s!}}{A_2^{2+s\pi}} \|\psi\| \times (2K_1)^{2+8a} \left( \frac{D}{A_2} \right) \left( \frac{A_1}{\sqrt{2\pi}B} \right)^{2d} \frac{[2\pi a(2+a)]^d}{(1-a)^6}.
\]

The same strategy can be applied to \( \langle \phi \rangle \langle \psi \rangle \), cutting, for each average, the term containing the polynomial, the term containing the hole to be expanded, and the rest of the chain: it is easy to realize that the same factors present in (45) arise, with the same estimates, so that we will simply add a factor 2.

We are now left only with the case \( j \wedge j' \neq 0 \), which implies \( k \wedge k' = 0 \). By our assumption, the strings \( k \) are longer, so we these remaining terms are even smaller as powers of \( a \), but we may simply repeat the same procedure working on \( k \), but expanding a substring of length \( d \): we get the same results so we will close our proof adding another factor 2 to the estimate. \( \square \)

### 5.3 Upper bound of \( \langle R^2 \rangle \)

In this part we prove that \( \langle R^2 \rangle \) is of order \( O\left(N/\beta^{\lambda_1}\right) \), with \( \lambda_1 \in [4,2r+4] \), if we impose a suitable lower bound for \( \beta \), or of order \( O\left(N e^{-3\beta^3/\beta^3}\right) \) if we have both a lower and an upper bound for \( \beta \). One remarkable point is the proportionality to \( N \) instead of \( N^2 \), and the other relevant aspect is the dependence on the specific energy via the parameter \( \beta \). Both these points are a joint consequence of the control of the decay of correlations, as given by Proposition 5.1, and the decay of the interaction range preserved throughout the whole perturbative construction. Concerning the dependence on \( \beta \), the fact that the exponential estimate does not hold for vanishing specific energies is due to condition (21) which gives an upper bound to the (optimal) perturbative order we can reach at fixed coupling \( \mu \).
In (39) we defined the remainder as

\[ R = \{ \Phi(r), H \} = \{ \Phi_r, H_1 \}, \]

which represents the rate of time variation of the almost conserved integral \( \Phi(r) \). By recalling that in our perturbative construction we maintain the cyclical symmetry, we have that \( \Phi_r = \phi_r \) and \( H_1 = h_1 \), thus we can write \( R = \rho \) where \( \rho := \{ \phi_r, h_1 \} \). In the proof we need to exploit the decay properties of \( \rho \) (see again Proposition 4.1, point (vi)); with the choice

\[ \sigma_* := \sigma_0/4 < \sigma_1, \] (47)

the decomposition (4) is written in this case as:

\[ \rho = \sum_{l=1}^{N} \rho^{(l)}, \quad \|\rho^{(l)}\| \leq C_{\rho} \mu_{\rho}^l, \quad \mu_{\rho} := e^{-\sigma_*}. \] (48)

Introduce the following constant quantities

\[ K_4 := K_3 \frac{3^3 e^6 \Omega^6}{2^9 C_1^2}, \quad \beta^* := \frac{2^6 e^{C-1}}{(1-\mu)^2(1-\mu) A_2^2} \frac{C_1}{\Omega}, \quad \lambda_1 := 2r(1-\nu) + 4 - \nu. \] (49)

**Proposition 5.2** The following different estimates hold:

1. for any \( \nu \in (0,1] \), \( \alpha < \min\{a_0, 1/4\} \) and \( \beta > \max\{\beta_0, (\beta^* r^3)^{1/\nu}, \sqrt{3/2}\} \) such that \( D^2 \mu_{\rho} < 1 \), for any integer \( r < \mu_{\rho}/(2\mu) \) one has

\[ \langle R^2 \rangle \leq \frac{N}{\beta_{\rho}^3} \left[ \frac{K_4 \beta^* \lambda_1}{(1-D^2 \mu_{\rho})^2} \right]; \]

2. for any \( \alpha < \min\{a_0, 1/4\} \) and \( \beta \geq \max\{\beta_0, 64 e^* \}, \sqrt{3/2}\} \) such that \( D^2 \mu_{\rho} < 1 \), there exists \( \kappa \) such that taking \( r = \lfloor \kappa/3 \rfloor \), then

\[ \langle R^2 \rangle \leq N e^{-\kappa} \left[ \frac{3^8 K_4}{2 e^4 (1-D^2 \mu_{\rho})^2} \right], \]

\( \begin{cases} \kappa := \frac{3}{2} \sqrt{\frac{\beta}{e^*}}, & \beta < e \beta^* \left( \frac{\mu_{\rho}}{\mu} \right)^3, \\ \kappa := \frac{2}{3} \frac{\mu_{\rho}}{\mu}, & \beta \geq e \beta^* \left( \frac{\mu_{\rho}}{\mu} \right)^3. \end{cases} \)

The proof will be carried out in several steps, actually working first on the dependence on \( N \) and then on the scaling in \( \beta \); in particular, for the first point, it is useful to rewrite \( \langle R^2 \rangle \) as the sum of two term to be dealt with separately. To this purpose we exploit the cyclic symmetry of \( R \), i.e. using the decomposition (3):

\[ R = \rho^\oplus \implies R = \sum_{j=0}^{N-1} \rho_j, \quad \rho_j := \rho \circ \tau^j. \]

\[ ^{11} \text{More precisely } \beta^* \text{ is asymptotically constant with } \alpha \to 0: \text{ we have } 2^6 e^{-1} \frac{C_1}{\Omega} \leq \beta^* < 2^6 e^2 \frac{C_1}{\Omega} \text{ for } 0 \leq \alpha < 1/4. \]
It is thus possible to write $R^2 = \sum_{j=0}^{N-1} \rho_j^2 + 2\sum_{0 \leq i < j \leq N-1} \rho_i \rho_j$, which implies, by translational invariance\footnote{All the terms $\langle \rho_i^2 \rangle$ are equivalent because of the same symmetry of the measure and of $\rho$ itself.} the following expression

$$
\langle R^2 \rangle = N\langle \rho^2 \rangle + 2 \sum_{0 \leq i < j \leq N-1} \langle \rho_i \rho_j \rangle.
$$

(50)

While the first addendum is clearly proportional to $N$, the second appears to be proportional to $N^2$: we will now show that this is actually not the case. As a first step we recall that $\langle \rho \rho_j \rangle = \langle \rho \rho_{N-j} \rangle$ thus we may write

$$
\sum_{0 \leq i < j \leq N-1} \langle \rho_i \rho_j \rangle = \sum_{j=1}^{N-1} (N-j) \langle \rho \rho_j \rangle = N \sum_{j=1}^{[N/2]} \langle \rho \rho_j \rangle,
$$

(51)

where the last equality, in the case $N$ odd, comes from Lemma 6.11. We remark that, although the expression for the even case (see Lemma 6.11) is slightly different, in the subsequent estimates it will be bounded from above by the odd one.

The strategy is first to give an estimate of the generic term $\langle \rho \rho_j \rangle$ for all $j \leq [N/2]$, and then perform the sum. Defining the following constant

$$
K_3 := 2^8 K_1^4 K_2 > 4D^4 K_2,
$$

(52)

the inequality holding since $a < 1/4$ and $\beta > \sqrt{3/2}$. We have

**Lemma 5.1** For any $a < \min\{a_0, 1/4\}$ and $\beta > \max\{\beta_0, \sqrt{3/2}\}$ such that $D^2 \mu_\beta < 1$, one has

$$
\langle \rho \rho_j \rangle < \frac{3}{4} K_3 C_\rho^2 g_2(r) \left[ \frac{(D^2 \mu_\beta)^j + (D^2 \mu_\beta)^{N-j}}{1 - D^2 \mu_\beta} \right],
$$

(53)

$$
\langle \rho \rho_j \rangle < \frac{4^{2r+4}(r+2)!^2}{(A_2^2 \beta)^{2r+4}}.
$$

(54)

**proof:** Using (48) we may write $\langle \rho \rho_j \rangle = \sum_{l=0}^{2N} \sum_{l+l'=1} \langle \rho^{(l)} \rho_j^{(l')} \rangle$. The idea is to split such a sum into two parts: in the first one, choosing $l$ and $l'$ small enough, we will include (part of the) terms for which $\rho^{(l)}$ and $\rho_j^{(l')}$, have disjoint supports and we will exploit the decay of correlations as given by Proposition 5.1. In the second term, with $l$ and $l'$ bounded from below, we will instead exploit the decay [48] of $\rho$ itself. We thus define

$$
A := \sum_{l+l' < j} \langle \rho^{(l)} \rho_j^{(l')} \rangle, \quad B := \sum_{l+l' \geq j} \langle \rho^{(l)} \rho_j^{(l')} \rangle.
$$

A term: We clearly have $l < j$; moreover, since we restrict to $j \leq N/2$ due to Lemma 6.11, we also have $j + l' \leq N - 1$. Thus $\rho^{(l)}$ and $\rho_j^{(l')}$ have disjoint supports. By using Proposition 5.1 with $d = \min\{j - l, N - (j + l')\}$, we obtain

$$
\left\| \langle \rho^{(l)} \rho_j^{(l')} \rangle \right\| \leq K_2 \mu_j^d g(r) D^{2d+l+l'+4} \left\| \rho^{(l)} \right\| \left\| \rho^{(l')} \right\|.
$$
we remark that, in the dependence on $r$ (recall, from (39), that $R$ has degree $2r + 4$) we could expect a factor $2^{2r+4}$ in $g(r)$, but we overestimate with $4^{2r+4}$, because the B term needs exactly such a dependence.

Since $\mu_2 < \mu_5$ for (at least) $a < 1/4$, using also (48) one has

$$\left| \left< \rho(l) \rho_j^{(l')} \right> \right| \leq K_2 C_\rho g(r) \mu_5^{d+l+l'} D^{2d+l+l'+4}.$$  

It is useful to distinguish the cases $d = j - l$ and $d = N - (j + l')$, that we call A1 and A2 respectively. In the sub-case A1, one has $l + l' + d = j + l'$ and $l + l' + 2d = j + l' + d$, thus we get

$$\sum_{l+l'<j,A1} \left| \left< \rho(l) \rho_j^{(l')} \right> \right| \leq K_2 D^4 C_\rho^2 g(r) (D \mu_5)^j \sum_{l+l'<j} D^{l'+d} \mu_5^{l'}.$$  

We deal with the remaining sum in this way

$$\sum_{l+l'<j,A1} D^{l'+d} \mu_5^{l'} = \sum_{i=0}^{j-1} D^i \sum_{l'=0}^{j-i} D^{l'} = D^j \sum_{i=0}^{j-1} \sum_{l'=0}^{j-i} D^{l'},$$  

where we exploit also that $C > 2$ (see (40)). Then

$$\sum_{l+l'<j,A1} \left| \left< \rho(l) \rho_j^{(l')} \right> \right| < 2K_2 D^4 C_\rho^2 g(r) \left( D \mu_5 \right)^j \frac{D^{2j}}{1 - D^2 \mu_5}. \tag{55}$$

In the other sub-case A2, just replacing $l$ with $l'$ and $j$ with $N - j$, we get

$$\left| \left< \rho(l) \rho_j^{(l')} \right> \right| \leq K_2 D^4 C_\rho^2 g(r) \mu_5^{N-j+l} D^{N-j+l+d}.$$  

With the same approach used above one obtains

$$\sum_{l+l' \leq j-1} D^{l+d} \mu_5^{l} = \sum_{i=0}^{j-1} D^i \sum_{l'=-i}^{j-i} D^{l'} \left( D^2 \mu_5 \right)^l < \frac{2D^{N-j}}{1 - D^2 \mu_5},$$

hence the contribution coming from A2 is

$$\sum_{l+l'<j,A2} \left| \left< \rho(l) \rho_j^{(l')} \right> \right| < 2K_2 D^4 C_\rho^2 g(r) \left( D^2 \mu_5 \right)^{N-j} \frac{D^{2j}}{1 - D^2 \mu_5}. \tag{56}$$

and combining A1 with A2 we get

$$\sum_{l+l'<j} \left| \left< \rho(l) \rho_j^{(l')} \right> \right| < K_2 \frac{1}{2} C_\rho^2 g(r) \left[ \frac{(D^2 \mu_5)^j + (D^2 \mu_5)^{N-j}}{1 - D^2 \mu_5} \right]. \tag{57}$$

\textsuperscript{\text{13}}\text{although this does not “sounds” good . . .}
**B term:** since we aim at exploiting the decay of \( \rho \), by Schwartz inequality we rewrite the correlation as

\[
\sum_{l + l' \geq j} |\langle \rho(l) \rho_j \rangle| \leq \sum_{l + l' \geq j} \sqrt{\langle (\rho(l))^2 \rangle \langle (\rho(l'))^2 \rangle} ;
\]

using Proposition 6.1 it holds

\[
\langle (\rho(l))^2 \rangle < \frac{(2K_1)^{1+4a_0}}{A_2^{4r+12}} D^{2l} \left( \frac{2}{\beta} \right)^{2r+4} (2r+4)! \left\| \rho(l) \right\|^2 ;
\]

the analogous estimate holds for \( \langle (\rho(l'))^2 \rangle \). Then by observing that

\[
\frac{(2K_1)^{1+4a_0}}{A_2} < K_2 , \quad (2r+4)! \leq 2^{2r+4}(r+2)!^2 ,
\]

one obtains

\[
\sqrt{\langle (\rho(l))^2 \rangle \langle (\rho(l'))^2 \rangle} < K_2 D^2 D^{(l+l')/2} \left( \frac{4}{A_2^2 \beta} \right)^{2r+4} (r+2)!^2 \left\| \rho(l) \right\| \left\| \rho(l') \right\| .
\]

If we notice that \( K_2 D^2 < K_3/4 \), and using (54), then

\[
\sqrt{\langle (\rho(l))^2 \rangle \langle (\rho(l'))^2 \rangle} < \frac{K_3}{4} C_\rho^2 g(r) D^{(l+l')/2} \mu_{l+l'} ;
\]

the sum over \( l \) and \( l' \) gives

\[
\sum_{l + l' \geq j} \left| \langle \rho(l) \rho_j \rangle \right| < \frac{K_3}{4} C_\rho^2 g(r) \frac{(D\mu_j)^2}{1 - D\mu_j} .
\]

To get (53), simply add (59) to (57). \( \square \)

We are now ready to state and prove an estimate showing how \( \langle R^2 \rangle \) is proportional to \( N \).

**Lemma 5.2** For \( a < \min\{a_0, 1/4\} \) and \( \beta > \max\{\beta_0, \sqrt{3}/2\} \) such that \( D^2 \mu_\beta < 1 \), one has

\[
\langle R^2 \rangle \leq N \frac{K_3 C_\rho^2 g(r)}{(1 - D^2 \mu_\beta)^2} .
\]

**proof:**

As we showed before (see (50) and the subsequent paragraphs), we have

\[
\langle R^2 \rangle \leq N \langle \rho^2 \rangle + N \sum_{j=1}^{[N/2]} |\langle \rho \rho_j \rangle| .
\]

Concerning the first term we may proceed like in the proof Lemma 5.1 in the case of B term, the only difference being the index of the sum; we thus follow such a proof up to formula (58), and then

\[
\langle \rho^2 \rangle \leq \sum_{i=0}^{N-1} \sum_{l+l'=i} \left| \langle \rho(l) \rho(l') \rangle \right| < \sum_{i=0}^{N-1} \sum_{l+l'=i} \frac{1}{4} K_3 C_\rho^2 g(r) \left( D\frac{1}{2} \mu_\beta \right)^{l+l'}
\]

\[
< \frac{1}{4} K_3 C_\rho^2 g(r) \frac{(1 - D^2 \mu_\beta)^2}{(1 - D^2 \mu_\beta)^2} .
\]
In order to control the second term of (61), from Lemma 5.1 we have to estimate the following sum
\[
\sum_{j=1}^{[N/2]} \left( (D^2 \mu_b)^j + (D^2 \mu_b)^{N-j} \right) = \frac{(D^2 \mu_b) - (D^2 \mu_b)^N}{1 - D^2 \mu_b} < \frac{(D^2 \mu_b)}{1 - D^2 \mu_b},
\]
which leads us to
\[
\sum_{j=1}^{[N/2]} |\langle \rho \rho_j \rangle| \leq \frac{3}{4} K_3 C_2^2 g(r) \left[ \frac{(D^2 \mu_b)}{(1 - D^2 \mu_b)^2} \right].
\]
Adding (62), and then multiplying by \( N \), one has (60). □

The final step in the proof of Proposition 5.2 consists in showing the correct dependence on \( \beta \): to this purpose we estimate the numerator of (60).

Lemma 5.3 The following two estimates hold:

1. for any \( \nu \in (0, 1] \), \( a < \min\{a_0, 1/4\} \) and \( \beta > \max\{\beta_0, (\beta^* r^3)^{1/\nu}, \sqrt{3/2}\} \) one has
\[
K_3 C_2^2 g(r) \leq K_4 \beta^3 \frac{C_2^1}{\beta^3 \lambda},
\]
(64)

2. for any \( a < \min\{a_0, 1/4\} \) and \( \beta \geq \max\{\beta_0, 64e \beta^*, \sqrt{3/2}\} \), there exists \( \kappa \) such that taking \( r = \lfloor \kappa/3 \rfloor \), then
\[
K_3 C_2^2 g(r) \leq \frac{3^8 K_4 e^{-\kappa}}{2e^4 \kappa^9},
\]
\[
\begin{cases}
\kappa := \frac{3}{2} \beta \frac{e^{\beta^*}}{\mu_x}, & \beta < e^{\beta^*} \left( \frac{\mu_x}{\mu} \right)^3, \\
\kappa := \frac{3}{2} \frac{\mu_x}{\mu}, & \beta \geq e^{\beta^*} \left( \frac{\mu_x}{\mu} \right)^3.
\end{cases}
\]
(65)

proof: As a first step, we have to work on \( C_\rho \); from Proposition 4.1 (vi)
\[
C_\rho \leq \frac{8(r + 2)F_r^{-1} C_1 e^{(r+2)C}}{(1 - \mu_b^2)(1 - \mu_b)},
\]
where the correction \( e^{(r+2)C} \) comes from the transformation back to the original variables (see Lemma 3.1), and for \( F_r = 16r^2 C_\rho \), using (20) and (21), it holds
\[
\frac{8r^2 C_1}{\Omega(1 - \mu_b^2)(1 - \mu_b)} \leq F_r \leq \frac{16r^2 C_1}{\Omega(1 - \mu_0^2)(1 - \mu_0)}.
\]

Using the above estimates and rearranging some terms we have
\[
C_\rho^2 g(r) \leq \frac{\Omega^6(1 - \mu_0^2)^4(1 - \mu_b)^4}{2^{12} C_1^2} \left( \frac{4F_r e^{\tilde{C}}}{A_2^2 \beta} \right)^{2r+4} \left( [(r + 2)!]^2 \right); \\
\]
this can be further simplified as
\[
C_\rho^2 g(r) \leq \frac{3^3 \Omega^6}{2^3 C_1^2} a_r^2 \\
a_r := \left( e^{\beta^* r^2} \right)^{r+2} \frac{r!}{\beta^{r^2}}.
\]
(66)
We now proceed in two different ways to get the two different estimates (64) and (65). For the first one, with a power law dependence on $\beta$, using the standard upper bound $r! \leq e^{\sqrt{r}(\frac{e}{r})^r}$, we have
\[
 a_r \leq e^3 \beta^{*3} r^{3/2} \left( \frac{\beta^{*3}}{\beta} \right)^r = e^3 \beta^{*3/2} \left( \frac{\beta^{*3}}{\beta} \right)^{r+\nu/2} \beta^{-(r(1-\nu)+2-\nu)},
\]
so that
\[
 K_3 C_2^2 g(r) \leq K_3 (\beta^{*3})^{r+\nu/2} \beta^{-\lambda_1 r/2} \beta^{-(r(1-\nu)+2-\nu)} \leq K_4 \beta^{*3},
\]
where we used $\beta > (\beta^{*3})^{1/\nu}$ to estimate from above $(\beta^{*3})^{r+\nu/2}$.

For the exponential estimate (65), we work on (66) in a different way, trying to optimize the order $r$. As usual, the sequence $a_r$ will be initially decreasing, and then definitively increasing: we are interested in the larger $r \geq 2$ such that $a_r < a_{r-1}$, which translates in
\[
 \frac{e^{\beta^{*3}}}{\beta^{*3}} \left( \frac{r}{r-1} \right)^{2r-1} < 1 \quad \iff \quad r < r_{\text{opt}} := \left[ \frac{3}{5} \frac{\beta^{*3}}{8e^{\beta^{*3}}} \right].
\]
The lower bound on $\beta$ in the hypothesis implies that $r_{\text{opt}} \geq 2$: moreover, the corresponding upper bound is enough to conclude that $2r_{\text{opt}} \mu \leq \mu_s$ as required in condition (21) of Proposition 4.1. Using again $r! \leq e^{\sqrt{r}(\frac{e}{r})^r}$, and using $r_{\text{opt}}^3 \leq \beta^{*3}$, we have
\[
 a_r \leq \left( \frac{r^2}{8r_{\text{opt}}^3} \right)^{r+2} e^{\sqrt{r} e^{-r}} = \frac{e r^{\sqrt{r}}}{64 r_{\text{opt}}^6} \left( \frac{r^3}{8e r_{\text{opt}}^3} \right)^r,
\]
so that
\[
 K_3 C_2^2 g(r_{\text{opt}}) \leq K_4 \frac{1}{2^{12}e^4} \frac{1}{r_{\text{opt}}^9} (8e)^{-2r_{\text{opt}}},
\]
and the thesis follow by using the lower bound $(2 + 2 \ln 8) r_{\text{opt}} \geq F(\beta)$.

If instead $\beta > e^{\beta^{*3}} (\mu_s / \mu)^3$, then $r_{\text{opt}} > r_{\text{max}} := \left[ \frac{\mu_s}{2\mu} \right]$ allowed by Proposition 4.1, in this case it holds $r_{\text{opt}}^3 \leq \frac{\beta}{8e^{\beta^{*3}}}$, so that the previous estimates on $a_r$ holds true with $r_{\text{max}}$ instead of $r_{\text{opt}}$ and the thesis follow by using the lower bound $(2 + 2 \ln 8) r_{\text{max}} \geq 3/2 (\mu_s / \mu)$.

5.4 Lower bound of $\sigma^2[\Phi]$

In this Section we give the required lower bound for $\sigma^2[\Phi]$: besides the fact that an estimate from below can be less trivial than one from above, the main point here is that $\Phi$ is nonhomogeneous.

As for the estimate of the previous subsection, one relevant aspect is the proportionality with $N$, and the other one is the scaling with $\beta$.

Given the constants $\mu_2$ and $\beta_4$ of Lemma 5.3 we have the following

Proposition 5.3 There exists a positive constant $\beta_3$, such that if $\mu < \mu_2$, $D^2 \mu \leq 1/2$ and $\beta > \max \{ \beta_0, \beta_3, \beta_4, 6 e^C \beta^{*3} r^2 (r+1), \sqrt{3/2} \}$, then
\[
 \sigma^2[\Phi] \geq \frac{N \Omega^2}{\beta^2} \frac{10}{10}.
\]
proof: We exploit once again the cyclic symmetry of $\Phi$, i.e. $\Phi = \varphi^0 = \sum_j \varphi \circ \tau^j$. Recalling the standard notation $\sigma(f, g) = \langle f g \rangle - \langle f \rangle \langle g \rangle$ for the covariance, we thus write

$$
\sigma^2[\Phi] = \sum_j \sigma^2[\varphi \circ \tau^j] + 2 \sum_{h<k} \sigma(\varphi \circ \tau^h, \varphi \circ \tau^k) \geq N \sigma^2[\varphi] - 2 \sum_{h<k} \sigma(\varphi \circ \tau^h, \varphi \circ \tau^k),
$$

where we used the translation invariance to extract the factor $N$ from the first sum. The proof will be carried out in the two forthcoming Lemmas, whose application immediately gives the estimate (5.3): the first dealing with the variance $\sigma^2[\varphi]$ and the second for the estimate of the covariance terms. We exploit the different scalings in $\beta$ and the possibility to take $\mu$ arbitrary small: this ensures, provided $\beta$ is large enough (setting $\beta_2$ as the threshold), the asymptotic bound $\sigma^2[\Phi] \gtrsim N \sigma^2[\varphi_0]$, being $\varphi_0$ the quadratic part of the seed $\varphi$. \[\Box\]

Lemma 5.4 There exist positive constants $\mu_2$ and $\beta_4$, such that if $\mu < \mu_2$, $D\mu < 1/2$, and $\beta > \max\{\beta_0, \beta_4, 6e^C \beta^2 r^2 (r + 1), \sqrt{3/2}\}$, then

$$
\sigma^2[\varphi] \geq \frac{\Omega^2}{9\beta^2}.
$$

proof: We exploit the expansion in homogeneous parts of $\varphi = \sum_{s=0}^r \varphi_s$: the strategy is to show that, under the assumed hypothesis, the leading term of the variance of $\varphi$ is given by the variance of $\varphi_0$. We thus first expand

$$
\sigma^2[\varphi] = \sum_{s,s'=0}^r \sigma(\varphi_s, \varphi_{s'}) = \sigma^2[\varphi_0] + R_{\sigma}, \quad R_{\sigma} := \sum_{i=1}^{2r} \sum_{s+s' = i} \sigma(\varphi_s, \varphi_{s'}) \quad (67)
$$

so that we will get the thesis via $\sigma^2[\varphi] \geq \sigma^2[\varphi_0] - |R_{\sigma}|$, by giving a lower bound for $\sigma^2[\varphi_0]$ and an upper bound for $|R_{\sigma}|$.

Step 1 (lower bound for $\sigma^2[\varphi_0]$). From Proposition [3.1] and Proposition [4.1] we have $\varphi_0 = h^{\Omega} = \Omega(q_0^2 + p_0^2)/2$, which has interaction length equal to one in the variables $(q, p)$; once we transform it back to $(x, y)$ variables, from a direct calculation using the decay properties of $A^{1/4}$ (see formula (15) of Proposition [3.1]) we have that $\varphi_0 \in D(C_{\varphi_0}, \sigma_0)$ with $C_{\varphi_0} \leq \frac{\Omega}{1 - 2\mu}$, hence the decomposition $\varphi_0 = \sum_{l \geq 0} \varphi_0^{(l)}$ holds, where

$$
\varphi_0^{(l)}(x, y) = \frac{\Omega}{2} \left( x_0^2 + y_0^2 \right);
$$

thus

$$
\sigma^2[\varphi_0] = \sigma^2[\varphi_0^{(0)}] + 2 \sum_{l+l' \geq 1} \sigma(\varphi_0^{(l)}, \varphi_0^{(l')}) \geq \sigma^2[\varphi_0^{(0)}] - 2 \sum_{l+l' \geq 1} \left| \sigma(\varphi_0^{(l)}, \varphi_0^{(l')}) \right|.
$$

\[14\]We avoid the notation $\varphi_j = \varphi \circ \tau^j$ because we will need the index to indicate the homogeneity degree.
We will now show that the first term is different from zero, while the second is of order $O(a)$ and asymptotically vanishing. Indeed, from the factorization of the Gibbs measure with respect to the $x$ and $y$ variables, one has $\sigma^2[x_0^2 + y_0^2] = \sigma^2[x_0^2] + \sigma^2[y_0^2]$; it thus follows

$$\sigma^2[\varphi_0^{(0)}] = \frac{\Omega^2}{4}(\sigma^2[x_0^2] + \sigma^2[y_0^2]) > \frac{\Omega^2}{4}\sigma^2[y_0^2] = \frac{\Omega^2}{8\beta^2}.$$ 

The covariance part is dealt with exploiting the exponential decay of the homogeneous polynomials $\varphi_0^{(l)}$; in particular, each covariance is estimated via Schwartz inequality as $|\langle \varphi \psi \rangle| \leq \sqrt{\langle \varphi^2 \rangle \langle \psi^2 \rangle + \langle \varphi \rangle \langle \psi \rangle}$, and then applying Lemmas 6.8 and Corollary 6.3 we have

$$|\sigma(\varphi_0^{(l)}, \varphi_0^{(l')})| \leq \frac{K_3}{\beta^2} C_0^2 (De^{-\sigma_0})^{l+l'};$$

the sum over $l$ and $l'$ gives

$$\sum_{l+l' \geq 1} (De^{-\sigma_0})^{l+l'} \leq \sum_{i \geq 1} i(De^{-\sigma_0})^i < D e^{-\sigma_0} = \frac{2\mu D}{1 - 2\mu D}.$$

If we collect the two estimates we have

$$\sigma^2[\varphi_0] \geq \frac{\Omega^2}{\beta^2} \left( \frac{1}{8} - \frac{2K_3D\mu}{(1 - 2\mu)^2(1 - 2\mu D)} \right). \quad (68)$$

**Step 2 (upper bound for $|R_\sigma|$).** For the remainder, we will estimate each term in the sum: we first control the covariance terms again via Schwartz inequality

$$|\sigma(\varphi_s, \varphi_{s'})| \leq |\langle \varphi_s \varphi_{s'} \rangle| + |\langle \varphi_s \rangle \langle \varphi_{s'} \rangle| \leq \sqrt{\langle \varphi_s^2 \rangle \langle \varphi_{s'}^2 \rangle + |\langle \varphi_s \rangle |^2 |\langle \varphi_{s'} \rangle |^2}.$$

We apply Lemma 6.8 and Corollary 6.3 to both $\varphi_s$ and $\varphi_{s'}$; in particular, using estimate (78) and using $\sqrt{(2s+2)!(2s'+2)!} < 2^{s+s'+2}(s+s'+2)!$, we have

$$\sqrt{\langle \varphi_s^2 \rangle \langle \varphi_{s'}^2 \rangle} \leq \left[ \frac{4D^2(2K_1)^{1+4a_0}}{A_s^2} \right] C_{\varphi_s} C_{\varphi_{s'}} \left[ \frac{4}{A_s^2} \right] (s+s'+2);$$

where we used $\sigma_s > \sigma_*$, and the definition (48) of $\mu_s$; in a similar way, using estimate (77)

$$|\langle \varphi_s \rangle | \leq \left[ \frac{4D^2(2K_1)^{2+8a_0}}{A_s^3} \right] C_{\varphi_s} C_{\varphi_{s'}} \left[ \frac{2}{A_s^3} \right] (s+s'+2).$$
Summing up the previous formulas, and using the definitions (40) and (52) of $K_2$ and $K_3$, we have

$$\sqrt{\langle \varphi_s^2 \rangle} + \langle \varphi_s \rangle \langle \varphi_{s'} \rangle \leq K_3 \frac{\phi_2}{\Omega(1-\mu_2^2)} \left( \frac{4}{A_{2}\beta} \right)^{s+s'+2} (s+s'+2)! .$$

(69)

As we did in the proof of Lemma 5.3, we now make explicit the dependence of $C_{\varphi_s}$ from the index $s$: from points (iv), (v) and (vi) of Proposition 4.1 we have

$$C_{\varphi_s} = e^{(s+1)\hat{C}} F_r^{s-1} C_1 ,$$

$$\frac{24r^2 C_1}{\Omega(1-\mu_2^2)(1-\mu_2)} \leq F_r \leq \frac{48r^2 C_1}{\Omega(1-\mu_2^2)(1-\mu_2)} ,$$

where the factor $e^{(s+1)\hat{C}}$ comes from the transformation back to the original variables (see Lemma 3.1). Using (69) in (67) we have

$$|R_\sigma| \leq K_3 C_1 \Omega \left( \frac{A_{2}}{C_1} \right)^{4} \frac{1}{r^8} \sum_{i=1}^{2r} \left[ \left( \frac{6e^{\hat{C}} r^2}{\Omega(1-\mu_2^2)(1-\mu_2)A_{2}} \right)^{i+2} (i+2)! \right] .$$

(70)

The sum in the previous formula is of the form $\sum_{i=1}^{2r} a_i$ with $a_i = X^{i+2}(i+2)!$; we have that $a_i$ is monotone decreasing, for $i = 1, \ldots, 2r$, if $X(2r+2) < 1$. But for hypothesis we have $\beta > 6e^{\hat{C}} r^2 (r+1)$, so (recalling the definition (49) of $\beta^*$) it holds $a_i \leq a_1$ and thus $\sum_{i=1}^{2r} a_i \leq 2ra_1 = 12X^3r$. Inserting such an estimate in (70) we have

$$|R_\sigma| \leq \frac{2^{8} K_3 e^{3\hat{C}}}{(1-\mu_2^2)^3(1-\mu_2^2)^3 A_{2}^6} \left( \frac{\Omega}{C_1} \right) \frac{1}{r^3\beta^2} .$$

(71)

**Step 3.** With such an upper bound for $|R_\sigma|$ proportional to $\beta^{-3}$ and with the lower bound (68) proportional to $\beta^{-2}$, there exist $\beta_4$ and $\mu_2$ such that if $\mu < \mu_2$ and $\beta > \beta_4$ the thesis follows. 

**Lemma 5.5** Given $\beta > \max \{ \beta_0, 6e^{\hat{C}} \beta^* r^2 (r+1), \sqrt{3/2} \}$ and $\mu$ such that $D^2 \mu_2 < 1$ one has

$$\sum_{h<k} \sigma(\varphi \circ \tau^h, \varphi \circ \tau^k) \leq N \left[ \frac{(D^2 \mu_2)^2}{(1-D^2 \mu_2)^2} \right] \frac{K_3 e^{3\hat{C}}}{(1-\mu_2^2)^2(1-\mu_2^2) A_{2}^6} \left( \Omega \frac{C_1}{C_1} \right)^2 \frac{1}{r^3\beta^2} .$$

**proof:** We first proceed like in formula (51) exploiting the translation invariance

$$\sum_{h<k} \sigma(\varphi \circ \tau^h, \varphi \circ \tau^k) = N \sum_{j=1}^{\lfloor N/2 \rfloor} \sigma(\varphi, \varphi \circ \tau^j) ,$$
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where we used Lemma 6.11 for the part \( \langle (\varphi \circ \tau^h)(\varphi \circ \tau^k) \rangle \) and an easy direct calculation for the terms \( \langle \varphi \circ \tau^h \rangle \langle \varphi \circ \tau^k \rangle \). We will follow the strategy of the proof of Lemma 5.1: at variance with that situation, here \( \varphi \) is not homogeneous so, besides the expansion \( \eqref{eq:6.1} \) on the the interaction lengths, we also need to expand over the different degrees \( \varphi = \sum_{s=0}^r \varphi_s \).

We will use the notation \( \varphi_{s,j} := \varphi_s \circ \tau^j \) to indicate at the same time the degree and the translation.

\[
\sigma(\varphi, \varphi \circ \tau^j) = \sum_{s,s'=0}^r \sigma(\varphi_s, \varphi_{s',j}) = \sum_{s,s'=0}^r \sum_{i=0}^{2N} \sum_{l+l'=i}^r \sigma(\varphi_s^{(l)}, \varphi_{s',j}^{(l')}).
\]

We split again the sum over \( i \) into two parts:

\[
A := \sum_{l+l'<j} \sigma(\varphi_s^{(l)}, \varphi_{s',j}^{(l')}) \quad \text{and} \quad B := \sum_{l+l'\geq j} \sigma(\varphi_s^{(l)}, \varphi_{s',j}^{(l')}).
\]

In the \( A \) term, \( \varphi_s^{(l)} \) and \( \varphi_{s',j}^{(l')} \) have disjoint supports, so we can apply Proposition 5.1

\[
|A| \leq \sum_{l+l'<j} K_2 D^{l+l'+2d+1} \mu_2^d \left( \frac{2}{A_2^2 \beta} \right)^{s+s'+2} (s+1)!(s'+1)! \left\| \varphi_s^{(l)} \right\| \left\| \varphi_{s',j}^{(l')} \right\| \leq
\]

\[
\leq 2K_2 D^4 C_{\varphi_s} C_{\varphi_{s',j}} \left( \frac{2}{A_2^2 \beta} \right)^{s+s'+2} (s+s'+2)! \left\| D^d(D\mu_b)^{l+l'+d} \leq
\]

\[
\leq K_3 C_{\varphi_s} C_{\varphi_{s',j}} \left( \frac{2}{A_2^2 \beta} \right)^{s+s'+2} (s+s'+2)! \left[ \frac{(D^2 \mu_b)^j}{1-D^2 \mu_b} \right],
\]

where we used also the definitions \( \eqref{eq:40} \) and \( \eqref{eq:52} \) of \( K_2 \) and \( K_3 \), the fact that \( \mu_2 < \mu_b \) for \( a < 1/4 \), and \( e^{-\sigma_s} < \mu_b \), and we worked out the sum like in \( \eqref{eq:55}, \eqref{eq:56} \) and \( \eqref{eq:57} \).

In the \( B \) term, where \( l + l' \) is relatively large, we exploit the exponential decay; after the usual application of Schwartz inequality, by Proposition 6.1 we have

\[
|B| \leq K_3 (s+s'+2)! \left( \frac{4}{A_2^2 \beta} \right)^{s+s'+2} C_{\varphi_s} C_{\varphi_{s',j}} (D\mu_b)^{l+l'}.
\]

where we used again \( \sqrt{(2s+2)!(2s'+2)!} < 2^{s+s'+2}(s+s'+2)! \), \( e^{-\sigma_s} < \mu_b \) and the definitions \( \eqref{eq:40} \) and \( \eqref{eq:52} \) of \( K_2 \) and \( K_3 \). We thus have

\[
|B| \leq K_3 (s+s'+2)! \left( \frac{4}{A_2^2 \beta} \right)^{s+s'+2} C_{\varphi_s} C_{\varphi_{s',j}} \frac{(D\mu_b)^j}{1-D^2 \mu_b}.
\]
In order to sum over the various degrees, we observe that the terms depending on \(s\) and \(s'\) are the same as in formula (69), the only difference being here the sum starts from 0; at the same time, since the dependence on \(j\) is factorized, we deal with the sum over the translation like in (63):

\[
\left| \sum_{h<k} \sigma(\varphi \circ \tau^h, \varphi \circ \tau^k) \right| \leq N \sum_{j=0}^{N/2} \left| \sigma(\varphi, \varphi \circ \tau^j) \right| \leq N \sum_{j=0}^{N/2} \sum_{s+s'=j} |A| + |B| \leq
\]

\[
N \left[ \frac{N}{2} \right] \sum_{j=1}^{2r} \sum_{i=0}^{(i+2)\beta F_r^i-2} \left( \frac{4}{A_2^2 \beta} \right)^{i+2} (i+2)! \leq
\]

\[
N \left[ \frac{(D^2 \mu_2)^j}{(1-D^2 \mu_2)^2} \right] 2K_3 C_1^2 \sum_{i=0}^{2r} \left[ \frac{4F_r e^{\tilde{C}}}{A_2^2 \beta} \right] (i+2)! \leq
\]

\[
N \left[ \frac{(D^2 \mu_2)^j}{(1-D^2 \mu_2)^2} \right] K_3 \frac{2^{3/2} \beta}{2^{3/4} C_1} \left( \Omega \right)^4 \sum_{r=0}^{2r} \left[ \frac{2^0 3C_1 e^{\tilde{C}} r^2}{\Omega (1-\mu_2^2)(1-\mu_2) A_2^2 \beta} \right] (i+2)! .
\]

Also in this case we have a sum of the form \( \sum_{i=0}^{2r} a_i \) just like in (70), with \( i \) starting from 0 instead of 1; hence \( \sum_{i=0}^{2r} a_i < (2r+1)a_0 < 8rX^2 \). Since the leading terms is of order \( \mathcal{O}(1/\beta^2) \), a similar negative contribution as in (68) holds; thus with a possibly different \( \mu_2 \) we have the thesis. \( \square \)

6 Appendix

6.1 Proofs of Section 3

We provide here the proofs of all the statements claimed in Section 3 concerning the linear normalizing transformation \( A^{1/4} \).

6.1.1 Proof of Proposition 3.1

If we apply the canonical linear change of coordinates \( q = A^{1/4} x \) and \( y = A^{1/4} p \) then \( H_0 \) reads

\[
H_0(q, p) = \frac{1}{2} p \cdot A^{1/2} p + \frac{1}{2} q \cdot A^{1/2} q .
\]

Since \( A \) is circulant and symmetric, the same holds also for both \( A^{1/2} \) and \( A^{1/4} \) (see property 4. stated after Definition 2.2); thus we can isolate the diagonal \( \Omega \) part of \( A^{1/2} \)

\[
A^{1/2} = \Omega + B ,
\]

and write

\[
H_0 = H_\Omega + Z_0 , \quad \text{where} \quad H_\Omega = \left[ \frac{\Omega}{2} \left( q_1^2 + p_1^2 \right) \right] , \quad Z_0 = \frac{1}{2} p \cdot B p + \frac{1}{2} q \cdot B q . \quad (72)
\]

\[\text{The coefficient of the diagonal is also the first element of the first row, and thus, from property 3. of circulant matrices stated after Definition 2.2, it is the average of the eigenvalues of } A^{1/2}.\]
Hence it follows \( (13) \), with \( b_j(\mu) \) being the first half-row of the circulant and symmetric matrix \( B \). A direct computation gives \( \{ H_0, Z_0 \} = 0 \). The exponential decay of the elements \( b_j \sim \mu^j \) follows from the same argument we are going to use to show the exponential decay of the elements of the matrix \( A^{1/4} \).

Introducing \( T = \tau + \tau^\top \), recalling \((11)\), and by expanding with respect to \( \mu \) we get

\[
A^{1/4} = \sqrt{\omega} \left[ \mathbb{I} + \sum_{k \geq 1} \left( \frac{1}{4} \right)^k (-1)^k (\mu T)^k \right].
\]

The exponential decay follows from the analysis of the first \( [N/2] - 1 \) powers of the symmetric matrix \( T \); indeed, for \( k \leq [N/2] - 1 \) one has

\[
T_{j,j+i}^k = 0, \quad |i - [N/2] - 1| \leq [N/2] - k - 1,
\]

which allows to claim immediately

\[
(A^{1/4})_{1,j} = c_j(\mu)\mu^{j-1}, \quad j = 1, \ldots, [N/2] + 1.
\]

We want to prove that \( |c_j(\mu)| = \mathcal{O}(2^j) \); we first observe that for any \( 1 \leq j \leq [N/2] + 1 \) it holds

\[
(A^{1/4})_{1,j} = \sqrt{\omega} \sum_{h \geq j-1} (-1)^h \mu^h T_{1,1}^h \left( \frac{1}{4} \right)^h,
\]

so that by inserting \( \left( \frac{1}{4} \right)^h = \frac{(-1)^{(4j-5)!!}}{4^j} \) it reads

\[
(A^{1/4})_{1,1} = \sqrt{\omega} \left[ 1 + \sum_{h \geq 1} \frac{\mu^h T_{1,1}^h (4h - 5)!!}{h! \frac{4^h}{4^h}} \right],
\]

\[
(A^{1/4})_{1,j} = \sqrt{\omega} \sum_{h \geq j-1} \frac{\mu^h T_{1,j}^h (4h - 5)!!}{h! \frac{4^h}{4^h}} < 0, \quad j \geq 2.
\]

We stress that for \( j \geq 2 \) the element \( (A^{1/4})_{1,j} \) is negative. From the decomposition

\[
T^k = \sum_{l=0}^{k} \binom{k}{l} \tau^{k-l} \tau^{-l} = \sum_{l=0}^{k} \binom{k}{l} \tau^{k-2l},
\]

it is possible to give an estimate uniform in \( i \) and \( j \)

\[
0 < T_{ij}^k = \sum_{l=0}^{k} \binom{k}{l} \tau_{ij}^{k-2l} < \sum_{l=0}^{k} \binom{k}{l} = 2^k,
\]

since the elements of \( \tau^{k-2l} \) are only 1 and 0. We can thus estimate

\[
|(A^{1/4})_{1,j}| \leq -\sqrt{\omega} (2\mu)^{j-1} \sum_{k \geq 0} \frac{(2\mu)^k (4k + 4j - 9)!!}{(k + j - 1)! \frac{4^k + j - 1}{4^{k+j-1}}} <
\]

\[\text{16}\] The same conclusion follows also from the theory of the linear centralizer unfolding (see \([1]\)), or from the normal form construction performed in Section 2 of \([2]\).
\[ < \sqrt{\omega}(2\mu)^{j-1} \left[ 1 - \sum_{k \geq 1} \frac{(2\mu)^k (4k - 5)!!}{k!} \right] < 2 \sqrt{\omega}(2\mu)^{j-1} . \]

The estimate holds also for \( j = 1 \). We can furthermore apply the same argument to \( A^{1/2} \)

\[ A^{1/2} = \Omega I + B, \quad |b_j| \leq 2\omega(2\mu)^{j-1}, \quad j \geq 2 \]

thus showing that \( B \) is a \( \mu \) perturbation of \( \Omega I \). The behaviour of the coefficients \( b_j \) also justify \((13)\). The shape of the seed \( \zeta_0 \) is a direct consequence of \((72)\): the vector \( Bq \) is determined by its first element, being \( (Bq)_1 = \tau^{j-1} q_1 \), and since we can write \( q_j = \tau^{j-1} q_1 \) for any \( j \), then it follows that \( q_0(Bq)_1 \) can be chosen as a seed for \( Z_0 \). The same holds for the conjugated variables \( p \).

6.1.2 Proof of Proposition 3.2

The flow of the Hamiltonian \( \chi \) of \((17)\) is given by the exponentials \( x(t) = e^{Bt} x_0 \) and \( y(t) = e^{-Bt} y_0 \), so the time \( t = 1 \) flow gives \( A^{1/4} = e^B \) hence the definition \( B := \frac{1}{4} \ln(A) \) which, due to \((11)\), reads

\[ B := \frac{1}{4} \ln(\omega^2) I + \frac{1}{4} \ln(I - \mu T), \quad \ln(I - \mu T) := - \sum_{k \geq 1} \frac{1}{k} \kappa_1 k T^k . \]

From the series definition, we immediately get that \( B \) is circulant and symmetric. The exponential decay of its elements and the subsequent upper bound can be obtained with the same estimates used in the proof of Proposition 3.1. The final decomposition and the claim \( \chi_0 \in D(C_0(a), \sigma_0) \) follow from the same argument used for \((73)\): the first choice for the seed is \( \chi_0 = x_0(By)_1 \), which gives \( \chi_0^{(m)} = B_{1,m}(x_0y_m + y_0x_m) \). Then one uses translations to get \((17)\).

6.1.3 Proof of Lemma 3.1

We apply Corollary 2.1 with \( f = X_0 \), thus obtaining \( L_{X_0}\rho \in D(C_0, \sigma^*) \) with

\[ C \leq \frac{(r + 1)2C_0}{(1 - e^{-\sigma^*})(1 - e^{-e\sigma^*})} . \]

Then we recall that \( T_{X_0}\rho = \sum_{l \geq 0} \frac{1}{l!} L_{X_0}\rho_{l} \), hence for any homogeneous term in the series it holds

\[ \| (L_{X_0}\rho)^{(m)} \| \leq C^l C^m e^{-m\sigma^*} . \]

6.1.4 Proof of lemma 3.2

The claim involving the seed of \( Z_0 \) is based on the choice of \( \zeta_0 \) in Proposition 3.1, namely formula \((13)\). One has to observe that any term of the form \( b_j(q_0q_{N-1-j} + p_0p_{N-1-j}) \) in the
seed $\zeta_0$ can be replaced with the corresponding $b_j(q_0q_j + p_0p_j)$, obtained with the translation $\tau^j$. Hence another seed for $Z_0$ (in the odd case, for example) reads

$$\zeta_0 = \sum_{m=1}^{[N/2]} \zeta_0^{(m)} , \quad \zeta_0^{(m)} = 2 \sum_{m=1}^{[N/2]} b_m (q_0q_m + p_0p_m) . \quad (73)$$

The estimate for $\zeta_0$ then follows from

$$\| \zeta_0^{(m)} \| = 4 |b_m| \leq 8\omega (2\mu)^m .$$

In order to prove the claim involving $H_1 = h_1^{\infty}$, we adapt the proof of Lemma 3.1, working on the series expansion of the seed $T_{X_0}h_1$. The proof exploits some peculiarities of the Lie derivatives $L_{X_0}^k h_1$, which are derived by $X_0^{(0)} = 0$ and $h_1^{(m)} = 0$ for all $m \geq 1$. We have:

$L_{X_0}h_1$ we can write explicitly

$$L_{X_0}h_1^{(m)} = \sum_{l=1}^{m} B_{1,l} x_{0,2}^3 x_l , \quad m = 1, \ldots, [N/2] ,$$

where $B_{1,l}$ are the coefficients of the matrix $B$ defining $X_0$ in Proposition 3.2. Then for any $m \geq 1$ it holds

$$\| L_{X_0}h_1^{(m)} \| = \| \lambda_0^{(m)} \| \leq C_0(a)e^{-\sigma_0 m} = C_0(a)e^{-(\sigma_0 - \sigma')e^{-\sigma''m}} ,$$

thus $L_{X_0}h_1 \in D(C_{1,1} := C_0 e^{-(\sigma_0 - \sigma'')}, \sigma'')$ for any $\sigma'' < \sigma_0$. In particular $L_{X_0}h_1 \in D(C_{1,1}, \sigma_1)$. $L_{X_0}^3 h_1$ the second Lie derivative represents the Poisson bracket between $X_0$ with $\chi_0 \in D(C_0, \sigma_0)$ and the previous Lie derivative seed $L_{X_0}h_1$, hence $L_{X_0}^3 h_1 \in D(C_{1,2}, \sigma_1)$. Remarkably, the expansion of both the functions start with $m = 1$, being $X_0^{(0)} = L_{X_0}h_1^{(0)} = 0$, thus it is possible to apply Corollary 2.2 in order to obtain

$$C_{1,2} = \frac{16 e^{-(\sigma_0 - \sigma_1)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_1)})} C_0 .$$

$L_{X_0}^3 h_1$ the third derivative represents the Poisson bracket between $L_{X_0}^2 h_1 \in D(C_{1,2}, \sigma_1)$ and $X_0$. Thus surely we have $L_{X_0}^3 h_1 \in D(C_{1,3}, \sigma_1)$. Corollary 2.2 provides

$$C_{1,3} = \frac{16 e^{-(\sigma_0 - \sigma_1)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_1)})} C_{1,2} C_0 ;$$

$L_{X_0}^k h_1$ the iterated Lie derivative is still the Poisson bracket between an homogeneous polynomial $L_{X_0}^{k-1} h_1 \in D(C_{1,k-1}, \sigma_1)$ of degree 4 and $X_0$. Corollary 2.2 provides

$$C_{1,k} = \frac{16 e^{-(\sigma_0 - \sigma_1)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_1)})} C_{1,k-1} C_0 ,$$

which iteratively yields the estimate

$$C_{1,k} \leq \left[ \frac{16 e^{-(\sigma_0 - \sigma_1)}}{(1 - e^{-\sigma_0})(1 - e^{-(\sigma_0 - \sigma_1)})} \right]^k C_0 . \quad (74)$$
By collecting all the Lie derivatives in the definition of the Lie transform we have
\[
\left\| (T_{X_0} h_1)(m) \right\| \leq \sum_{k \geq 0} \frac{1}{k!} \left\| (L_0^k h_1)(m) \right\| \leq e^{-\sigma_1 m} \sum_{k \geq 0} \frac{1}{k!} C_{1,k} \leq C_0 e^{-\sigma_1 m} \sum_{k \geq 0} \frac{1}{k!} \left[ \frac{16 e^{-\sigma_0} C_0}{(1 - e^{-\sigma_0})(1 - e^{-\sigma_0 - \sigma_1})} \right]^k = C_1 e^{-\sigma_1 m},
\]
where, using \( \sigma_0 = 2 \sigma_1 \), we have defined
\[
C_1 := C_0 \exp \left( \frac{16 e^{-\sigma_0/2} C_0}{(1 - e^{-\sigma_0})(1 - e^{-\sigma_0/2})} \right).
\]
The claim \( C_1(a) = O(1) \) comes from \( (a \to 0) \Rightarrow (\sigma_0 \to +\infty) \). \( \square \)

6.2 Technical lemmas on Gibbs averages

6.2.1 Useful integrals

We recall a couple of useful formulas\(^{17}\) for integrals. The first is
\[
I_k := \int_{\mathbb{R}} x^k e^{-x^2} \, dx \quad \Rightarrow \quad I_{2k} = \frac{2k - 1}{2} I_{2(k-1)} = \frac{(2k-1)!!}{2^k} \sqrt{\pi}.
\]
The second formula gives an estimate for
\[
G_k(\gamma) := \int_{\mathbb{R}} x^k e^{-\gamma^2 x^4} \, dx.
\]
We have the following

**Lemma 6.1** Let \( \gamma > 0 \) satisfy \( \gamma^2 (2k+1)(2k+3) < 4 \). Then one has
\[
1 - \gamma^2 \frac{(2k+1)(2k+3)}{4} \leq G_{2k}(\gamma) \leq G_{2k}(0) \leq 1.
\]

**proof:** There exists \( \xi \in [0, \gamma] \), such that
\[
G_k(\gamma) - G_k(0) = \gamma \frac{\partial G_k}{\partial \gamma}(\xi) = -2\gamma \xi G_{k+4}(\xi).
\]
Since \( G_k \) is a monotonic function of \( \gamma \) we can estimate \( \xi G_{k+4}(\xi) \) both from above and from below as \( 0 \leq \xi G_{k+4}(\xi) \leq \gamma G_{k+4}(0) \) for all \( \xi \in [0, \gamma] \). In view of \( G_k(0) = I_k \) and using twice the recursive relation \((75)\) the claim follows. \( \square \)

\(^{17}\) We also use the notation \( k!! := k((k-2)!!) \) if \( k > 1 \), and \( k!! := 1 \) if \( k = 1 \) or \( k = 0 \).
6.2.2 Partition function

Throughout the present Section we consider a periodic chain of length \( l \) and drop the y depending part of \( H \) because the corresponding integrals are trivially factorized. We also split \( H_0 \) as

\[
H_0 = H_d + H_a, \quad H_d = \frac{1}{2} \sum_j x_j^2, \quad H_a = \frac{a}{2} \sum_j (x_{j+1} - x_j)^2 \quad (76)
\]

where \( a \) plays the role of the small coupling parameter. We also recall that \( H_1 = \frac{1}{4} \sum_j x_j^4 \).

Finally we emphasize the role of the parameter \( a \) by denoting the partition function as \( Z(\beta, a) \).

We present three Lemmas investigating the role of boundary conditions and that of the parameters \( N, a \) and \( \beta \) on the partition function; we start recalling the following

**Lemma 6.2 (Lemma 5 and 6 of [16])** There exist constants \( \beta_0 > 0, a_0 > 0, K_1 > 2 \) such that for any \( \beta > \beta_0 \) and \( 0 < a < a_0 \) one has

\[
Z_l(\beta) \geq Z_{l-1}(\beta) \frac{1}{K_1} \sqrt{\frac{2\pi}{\beta}}.
\]

Denoting by \( Z \) the partition function for the system with free boundary conditions\( ^{18} \), one has

\[
Z_l(\beta) \leq Z_l(\beta) (2K_1)^{1+4a_0}.
\]

**proof:** For the proof we refer to [16]; please note that our variables \( x_j \) correspond to their variables \( q_j \) after a rescaling: \( q_j = \sqrt{\omega} x_j \). \( \Box \)

**Corollary 6.1** Under the same hypothesis of Lemma 6.2, for the scaled\( ^{19} \) quantities one has

\[
Z_l^\diamond(\beta) \geq Z_{l-1}^\diamond(\beta) \frac{\sqrt{2\pi}}{K_1} \quad Z_l^\diamond(\beta) \leq Z_l^\diamond(\beta) (2K_1)^{1+4a_0}.
\]

In the following Lemma we control the complete partition function \( Z(\beta, a) \) with the totally uncoupled one \( Z(\beta, 0) \), exploiting the decomposition (76). We remark that it is independent of the boundary conditions.

**Lemma 6.3** Let \( A_1 := \sqrt{1+4a}. \) If \( a > 0 \) then

\[
\frac{1}{A_1} Z_l(\beta, 0) \leq Z_l(\beta, a) \leq Z_l(\beta, 0).
\]

**proof:** Using the trivial inequality \((v - w)^2 \leq 2(v^2 + w^2)\), when \( a > 0 \) we use the estimate \( H_a \leq 4aH_d \) to get the following inequalities

\[
H_d + H_1 \leq H \leq (1 + 4a)H_d + (1 + 4a)^2H_1.
\]

Inserting the previous formula in the explicit expressions for \( Z(\beta, a) \) and \( Z(\beta, 0) \) we have

\[
\int_{\mathbb{R}^l} e^{-\beta(H_d+H_1)} dx \geq \int_{\mathbb{R}^l} e^{-\beta H} dx \geq
\]

\[^{18} \text{see \cite{11}} \]
\[^{19} \text{see the paragraph before definitions \cite{12} in the proof of Proposition 5.1} \]
\[
\int_\mathbb{R} e^{-\beta \left( (1+4a)^2 + (1+4a)^4 \right)} dx = \frac{1}{A_l} \int_\mathbb{R} e^{-\beta (H_0 + H_1)} dx ,
\]

using, in the last equality, the change of variable \( y = \sqrt{1 + 4a}x \).

As a corollary of Lemma 6.1 in the uncoupled case it is possible to control the partition function \( Z(\beta, 0) \) with the corresponding harmonic one, which can be denoted by \( Z_l(\infty, 0) := \int_\mathbb{R} e^{-\beta H_0} dx = \left( \frac{2\pi}{\beta} \right)^{l/2} \):

**Lemma 6.4** For \( \beta > \sqrt{3/4} \), denoting \( B := 1 - \frac{3}{4\beta^2} < 1 \), one has

\[
B^l \leq \frac{Z_l(\beta, 0)}{Z_l(\infty, 0)} \leq 1 .
\]

**proof:** Rescale \( Z \) by \( \sqrt{\beta} \), then apply Lemma 6.1. \( \square \)

As a corollary of the previous Lemmas, one has

**Corollary 6.2** Let \( \beta_0 \), \( a_0 \) and \( K_1 \) be the constants of Lemma 6.2, then for any \( \beta > \beta_0 \), \( 0 < a < a_0 \) and \( l' < l \) one has

\[
\frac{Z_{l-l'}(\beta, a) Z_{l'}(\beta, a)}{Z_l(\beta, a)} \leq K_1^{l'} .
\]

**proof:** Apply Lemma 6.2 \( l' \) times, then apply Lemma 6.3 and Lemma 6.4. \( \square \)

**Remark 6.1** The previous statements, Lemma 6.3, Lemma 6.4 and Corollary 6.2, holds also for the scaled quantities \( Z^0 \), with identical proofs.

**6.2.3 Gibbs averages of monomial**

We first describe the possibility of cutting a (periodic) chain into two (periodic) subchains, showing how the respective averages are related. We consider in general two functions \( f \) and \( g \) with disjoint supports; we have the following

**Lemma 6.5** In a periodic chain of length \( l \), let \( f \) and \( g \) be two functions with disjoint supports, in particular \( \text{supp}(f) \subseteq \{0, \ldots, l' - 1\} \) and \( \text{supp}(g) \subseteq \{l', \ldots, l - 1\} \). Let \( \beta_0 \), \( a_0 \) and \( K_1 \) be the constants of Lemma 6.2, then for any \( \beta > \beta_0 \) and \( 0 < a < a_0 \) one has

\[
\langle fg \rangle_l \leq K_1^{l'} \left\langle fe^{\beta a(x_{l',-1}^2 + x_{l'}^2)} \right\rangle_{l'} \left\langle ge^{\beta a(x_{l',-1}^2 + x_{l'}^2)} \right\rangle_{l-l'} ,
\]

and an identical inequality, but without \( \beta \) in the exponential factors, for the scaled case.

**proof:** We start writing the averaged quantity splitting the measure in the following way:

\[
\langle fg \rangle_l = \frac{1}{Z_l} \int_{\mathbb{R}^l} [0, f, l' - 1][l' - 1, l'] [l', l - 1][l - 1, l] dV_0(l') dV_1(l-l') .
\]

\( ^{20} \)The corresponding scaled version is clearly \( Z_l^0(\infty, 0) := (2\pi)^{l/2} \).
If we could remove the terms \([l'-1, l']\) and \([l-1, l]\) we would end up in two separated chain with free boundaries; to recover periodicity in both chains we should multiply by \(e^{\beta x_{l'-1} x_0}\) and \(e^{\beta x_{l-1} x_{l'}}\); now observe that, using \(|bc| < \frac{1}{2}(b^2 + c^2)\), one has

\[
[l'-1, l']e^{\beta x_{l'-1} x_0} [l-1, l]e^{\beta x_{l-1} x_{l'}} \leq e^{\beta x_{l'-1} x_0} e^{\beta a(x_{l'-1}^2 + x_0^2)} e^{\beta x_{l-1} x_{l'}} e^{\beta a(x_{l-1}^2 + x_{l'}^2)} ,
\]

so we have

\[
\langle fg \rangle_l \leq \frac{Z_{l'}}{Z_l} \langle f e^{\beta a(x_{l'-1}^2 + x_0^2)} \rangle_{l'} \langle g e^{\beta a(x_{l-1}^2 + x_{l'}^2)} \rangle_{l-l'},
\]

the thesis now follow from Corollary 6.2. For scaled case, simply add \(\diamond\) everywhere and remove \(\beta\) as needed in the proof above.

In the next Lemma we are interested in the phase average of a monomial: in this case the dimension of the space is not a critical aspect of the estimate, so we can simply perform our estimate passing to the uncoupled quantities paying the price of the power of a constant to the dimension of the space.

**Lemma 6.6** Let \(x^k\) be a monomial of degree \(2r\), \(A_2 := \sqrt{1-2a}\), \(a < 1/2\) and \(\beta > \sqrt{3}/4\), then

\[
\langle x^k \rangle_l \leq A_1 \langle x^k \rangle_{l,0},
\]

\[
\langle x^k e^{\beta a(x_{l'-1}^2 + x_{l-1}^2)} \rangle_l \leq \frac{A_1}{A_2^{2+k_a+k_{l-1}}} \langle x^k \rangle_{l,0},
\]

\[
\langle x^k \rangle_{l,0} \leq \frac{1}{B^r} \frac{2^r r!}{\beta^r}.
\]

**proof:** For the first inequality one simply use \(H_a > 0\) and Lemma 6.3 to get

\[
\langle x^k \rangle_l = \frac{1}{Z_l(\beta, a)} \int_{\mathbb{R}^l} x^k e^{-\beta(H_d + H_a + H_1)} \leq \frac{A_1}{Z_l(\beta, 0)} \int_{\mathbb{R}^l} x^k e^{-\beta(H_d + H_1)},
\]

which is actually \(A_1 \langle x^k \rangle_{l,0}\). For the second inequality we further use \(e^{z^2/4} \leq e^{(z^2/A_2)^2/4}\) in the previous estimate, and then we scale by \(A_2\) to the “boundary” variables appearing in the exponential factor.

For the last inequality, use \(H_1 > 0\) and Lemma 6.4 one first exploit the control of the (decoupled) nonlinear Gibbs measure by the (decoupled) harmonic one:

\[
\langle x^k \rangle_{l,0} \leq \frac{1}{B^r} Z_l(\infty, 0) \int_{\mathbb{R}^l} x^k e^{-\beta H_d}.
\]

Then, concerning the numerator we have

\[
\int_{\mathbb{R}^l} x^k e^{-\beta H_d} = \prod_{j=1}^l \int_{\mathbb{R}} x^{k_j} e^{-\beta x^2} dx = \prod_{j=1}^l \left( \frac{2}{\beta} \right)^{k_j/2} \Gamma \left( \frac{k_j + 1}{2} \right) \leq \left( \frac{2}{\beta} \right)^r \left( \frac{2\pi}{\beta} \right)^l \prod_{j=1}^l \left( \frac{k_j}{2} \right)!,
\]

\(52\)
where we used, when \( k_j \) is even, the relation \( \Gamma \left( n + \frac{1}{2} \right) \sim \frac{(2n)!}{4^n n!} \sqrt{\pi} \leq n! \sqrt{\pi} \); if \( k_j \) is odd, and we actually estimate \( \int |x^k| e^{-\beta H_a} \), then \( \Gamma \left( \frac{k_j + 1}{2} \right) = \frac{(k_j - 1)!}{2^{k_j} (k_j - 1)!} \) which bounded by the estimate of the other case. As a last step we recall that \( \prod_j \langle m_j \rangle \leq \left( \sum_j m_j \right)! \) to get the thesis. \( \square \)

In the next Lemma, despite its similarity with the previous one, we need a different approach, since it will be applied in a case with the dimension of the space growing with \( N \); thus it is not possible to pay the price of the constant \( A_1' \).

**Lemma 6.7** Let \( \beta_0, a_0 \) and \( K_1 \) be the constants of Lemma 6.2, for every \( 0 \leq i < l \) it holds

\[
\langle e^{\beta a (x^2_{i} + x_{i+1}^2)} \rangle_1 \leq (2K_1)^{(1+4a_0)} \left( \frac{D}{A_2} \right)^{2} ; \quad D := \frac{K_1 A_1}{B} .
\]

**proof:** Let us write first the Hamiltonian isolating the energy of two chains with free boundaries\(^{21} \)
the first defined on the two sites \( i \) and \( i + 1 \) and the second on the remaining sites, plus the connecting springs:

\[
H(x) = \mathcal{H}^{(2)}(x_i, x_{i+1}) + \mathcal{H}^{(l-2)}(x_{i+2}, x_{i+3}, \ldots, x_{i-1}) +
+ \frac{a}{2} (x_{i-1} - x_i)^2 + \frac{a}{2} (x_{i+1} - x_{i+2})^2 ;
\]

then, estimating by above with 1 the contribution of the connecting springs

\[
\langle e^{\beta a (x^2_{i} + x_{i+1}^2)} \rangle_1 \leq \frac{1}{Z_l} \int_{\mathbb{R}^{l-2}} e^{-\beta H_{l-2}} \int_{\mathbb{R}^2} e^{\beta a (x^2_{i} + x_{i+1}^2)} e^{-\beta H^{(2)}(x_i, x_{i+1})} dx_i \cdots dx_l =
= \frac{Z_{l-2} Z_2}{Z_l} \int_{\mathbb{R}^2} \frac{e^{\beta a (x^2_{i} + x_{i+1}^2)} e^{-\beta H^{(2)}(x_i, x_{i+1})}}{Z_2} dx_i \cdots dx_l
\leq K_1^2 (2K_1)^{(1+4a_0)} \int_{\mathbb{R}^2} \frac{e^{-\beta (1-2a)(x^2/2 + x_{i+1}^2/2)}}{A_1^2 Z_2(\beta, 0)} d^2d' ,
\]

where we used Corollary 6.2, Lemma 6.2 and Lemma 6.3 then using also Lemma 6.4 and a rescaling like in Lemma 6.6 one has the thesis. \( \square \)

In the next Proposition we consider the average of monomial whose support is not the entire space. It is actually a trivial consequence of the previous results.

**Proposition 6.1** Let \( \beta_0, a_0 \) and \( K_1 \) be the constants of Lemma 6.2, and let \( x^k \) be a left aligned even monomial of degree \( 2r \) and interaction range \( l' < l \). Then for any \( \beta > \beta_0 \) and \( a < a_0 \) one has

\[
\langle x^k \rangle_1 \leq \left( \frac{2K_1}{A_2} \right)^{(1+4a_0)} D^{2+l'} \frac{2^r r!}{\beta^r} .
\]

**proof:** Use Lemma 6.5 to cut the chain at the boundaries of the support of \( x^k \); then apply Lemma 6.6 and 6.7 to the resulting terms. \( \square \)

**Remark 6.2** In all the previous results, i.e. Lemma 6.5, 6.6 and 6.7 and Proposition 6.1 the same estimates hold true if one substitutes every average \( \langle \cdot \rangle \) with the corresponding scaled version \( \langle \cdot \rangle^S \) and remove \( \beta \). The proofs are almost, if not completely, identical.

\(^{21}\)We recall the use of the calligraphic letters \( \mathcal{H} \) and \( Z \) for the free boundary cases (see (11)).
6.2.4 Gibbs averages of polynomials of class $\mathcal{D}(C, \sigma)$

In this subsection we consider polynomials instead of monomials, but we restrict to those with an exponential decay of the interaction range, as described in Section 2.2 (we recall in particular the decomposition (4) and the definition (8) of class $\mathcal{D}(C, \sigma)$). A first result is the following

**Lemma 6.8** If $\varphi \in \mathcal{D}(C_{\varphi}, \sigma_s)$ is a polynomial of degree $2s + 2$ with $s \leq r$, if $D_\varphi e^{-\sigma_s} \leq 1/2$ then

$$\langle \varphi \rangle \leq \left[ \frac{2D^2(2K_1)^{1+4\alpha_0}}{A_2^2} \right] C_{\varphi} \left[ \left( \frac{2}{A_2^2\beta} \right)^{s+1} (s + 1)! \right]$$

(77)

**proof:** Using the decomposition (4), let us write $\langle \varphi \rangle = \sum_l \langle (\varphi)^{(l)} \rangle$. By applying Proposition 6.1 we can estimate each addendum as

$$\langle (\varphi)^{(l)} \rangle \leq \left( \frac{2K_1}{A_2^2} \right)^{1+4\alpha_0} D^{2+l} \left( \frac{2}{A_2^2\beta} \right)^{s+1} (s + 1)! \| \varphi^{(l)} \|^2,$$

performing the sum over $l$, we have

$$\sum_l \langle (\varphi)^{(l)} \rangle \leq \left( \frac{2K_1}{A_2^2} \right)^{1+4\alpha_0} D^{2+l} \left( \frac{2}{A_2^2\beta} \right)^{s+1} (s + 1)! D^2 C_{\varphi} \sum_{l=0}^{N-1} (D e^{-\sigma_s})^l,$$

and from the estimate $\sum_{l=0}^{N-1} (D e^{-\sigma_s})^l \leq 2$ (the latter being true due to condition $D \mu_s \leq 1/2$) the thesis follow. □

We are interested in a similar estimate for the square of a given polynomial; to this purpose we first give the following

**Lemma 6.9** If $\varphi \in \mathcal{D}(C_{\varphi}, \sigma_s)$ then $\varphi^2 \in \mathcal{D}(2C_{\varphi}^2/(1 - e^{-\sigma_s}), \sigma_s)$.

**proof:** We write $\varphi^2 = \sum_{l=0}^{N-1} (\varphi^2)^{(l)}$, with

$$(\varphi^2)^{(l)} = \left( \varphi^{(l)} \right)^2 + 2\varphi^{(l)} \sum_{l'=0}^{l-1} \varphi^{(l')} ,$$

hence

$$\| (\varphi^2)^{(l)} \| \leq 2 \| \varphi^{(l)} \| \sum_{l'=0}^{l} \| \varphi^{(l')} \| \leq 2C_{\varphi}^2 e^{-\sigma_s l} \sum_{l'=0}^{l} e^{-\sigma_s l'} < \frac{2C_{\varphi}^2}{1 - e^{-\sigma_s}} e^{-\sigma_s l}.$$

□

A trivial consequence of the two previous Lemmas is then the following

**Corollary 6.3** If $\varphi \in \mathcal{D}(C_{\varphi}, \sigma_s)$ is a polynomial of degree $2s + 2$, if $D e^{-\sigma_s} \leq 1/2$ then

$$\langle \varphi^2 \rangle \leq \left[ \frac{4D^2(2K_1)^{1+4\alpha_0}}{A_2^2} \right] \frac{C_{\varphi}^2}{1 - e^{-\sigma_s}} \left[ \left( \frac{2}{A_2^2\beta} \right)^{2s+2} (2s + 2)! \right]$$

(78)
6.3 Cancellations

In this appendix we provide the formal proof of the cancellations that take place in the correlation terms of Proposition \[\text{5.1}\].

We first recall a few basic facts about binary strings used in the proof. Define \(\Sigma_m := \{k = k_1 \cdots k_m \text{ s.t. } k_i \in \{0,1\} \forall i\}\) the space of binary strings of finite length. We shall denote by \(\ell(k)\) the length of the string \(k\). Recall that the usual bitwise “and” operator \(\land : \Sigma_m \times \Sigma_m \to \Sigma_m\) is defined as

\[
(i,j) \mapsto k = i \land j, \quad k_l = \begin{cases} 1 & l_i = 1 \text{ and } l_j = 1 \\ 0 & \text{otherwise} \end{cases}
\]

(79)

Remark 6.3 An elementary property is the following: given two strings \(j\) and \(k\) in \(\Sigma_m\), if \(j \land k = 0\), then the total number of zeros contained collectively in \(j\) and \(k\) is at least \(m\).

A relevant point is that the presence of a 1 allows us to decouple the measure as follows. Expand \([p,r] = \sum_j[p,r]_j\) and select a string \(j = v_1w\) with a 1 in the position corresponding to the site \(q\). Then we have \([p,r]_j = [p,q]_j[g+1,r]_k\) in place of the general decomposition \([p,r] = [p,q][q,r]\). We shall use this property in dealing with expressions \([14]\) in cases one has \(j \land j' \neq 0\) and \(k \land k' \neq 0\). If, for \(j \land j' \neq 0\), then both \(j\) and \(j'\) have a 1 in the same position, so that a decomposition as above may take place in the corresponding site of the chain.

Consider the set

\[
\Sigma := \{\{j,k,j',k'\} : j \land j' \neq 0, k \land k' \neq 0, \quad \ell(j) = \ell(j') = l, \quad \ell(k) = \ell(k') = l'\}.
\]

We introduce now an equivalence relation as follows. Let \(j \land j' \neq 0\) and look for the first digit 1 in \(j \land j'\). Then split \(j = v_1w\) and \(j' = v'_1w'\) with \(\ell(v) = \ell(v')\) and with \(v \land v' = 0\). Similarly, split \(k = x_1y\) and \(k' = x'_1y'\) with \(\ell(x) = \ell(x')\) and \(x \land x' = 0\). We say that \(\{a,b,a',b'\} \in \Sigma\) is equivalent to \(\{j,k,j',k'\}\) in case it can by obtained by an arbitrary exchange of the pairs \((v,v'),(w,w'),(x,x')\) and \((y,y')\). More precisely, \((a,b,a',b')\) must be equal to one of

\[
\begin{align*}
&\{v_1w, x_1y, v'_1w', x'_1y'\}, &\{v'_1w, x_1y, v_1w', x'_1y'\}, \\
&\{v_1w, x'_1y, v'_1w', x_1y\}, &\{v'_1w, x'_1y, v_1w', x_1y\}, \\
&\{v_1w, x'_1y', v'_1w', x_1y\}, &\{v'_1w, x'_1y', v_1w', x_1y\}, \\
&\{v_1w', x_1y, v'_1w, x'_1y'\}, &\{v'_1w', x_1y, v_1w, x'_1y'\}, \\
&\{v_1w', x'_1y, v'_1w, x'_1y\}, &\{v'_1w', x'_1y, v_1w, x_1y'\}, \\
&\{v_1w', x'_1y', v'_1w, x_1y\}, &\{v'_1w', x'_1y', v_1w, x_1y\},
\end{align*}
\]

where some of the above combinations may well coincide, e.g., if \(v = v'\). The above list of sixteen combinations actually describes the equivalence classes generated by our relation.

Remark 6.4 It is clearly sufficient to show that cancellations occurs within each equivalence class, and this is what we are going to do.
Let us now pick an equivalence class, i.e., chose one of its elements denoted again by \( \{ j, k, j', k' \} = \{ v1w, x1y, v'1w', x'1y' \} \), and exploit the decomposition corresponding to the 1 digits. For the term \( \langle \phi \psi \rangle Z \) in (14), writing only the integrand function, we get

\[
\left( [0, \phi, m-1] \cdot [m-1, t] \cdot [t, \psi, t + m' - 1] \cdot [t + m' - 1, N] \right) \times \\
\left( [0, \phi, m-1] \cdot [m-1, u - 1] \cdot [u - 1, N] \right) \times \\
\left( [u, t] \cdot [t, \psi, t + m' - 1] \cdot [t + m' - 1, u - 1] \cdot [u - 1, N] \right) \times \\
\left( [u, t] \cdot [t, t + m' - 1] \cdot [t + m' - 1, u - 1] \cdot [u - 1, N] \right),
\]

where \( u \) and \( u' \) denote the sites corresponding to the 1, i.e., \( [m-1, t] = [m-1, u - 1] \cdot [u, t] \) and \( [t + m' - 1, N] = [t + m' - 1, u' - 1] \cdot [u', t] \), and the same for the primed strings. We do not write explicitly the analogous equality for the term in \( \langle \phi \rangle \langle \phi \rangle \langle \psi \rangle \).

The argument that follows becomes more transparent by introducing a compact notation for each of the lines in the above formula, namely

\[
[y : \phi : v] := [u' - 1, \psi : v] \cdot [0, \phi, m - 1] \cdot [m - 1, u - 1] \cdot [u, t],
\]

\[
[w : \psi : x] := [u, t] \cdot [t, \psi, t + m' - 1] \cdot [t + m' - 1, u - 1] \cdot [u - 1, N],
\]

\[
[y' : v'] := [u' - 1, \psi : v'] \cdot [0, m - 1] \cdot [m - 1, u - 1] \cdot [u, t],
\]

\[
[w' : x'] := [u, t] \cdot [t, u' - 1] \cdot [t + m' - 1, u - 1] \cdot [u - 1, N],
\]

Using such a notation, and writing the corresponding terms for the whole expression \( \langle \phi \psi \rangle Z - \langle \phi \rangle \langle \phi \rangle \langle \psi \rangle \) one has

\[
[y : \phi : v] \cdot [w : \psi : x] \cdot [y' : v'] \cdot [w' : x'] - [y : \phi : v] \cdot [w : x] \cdot [y' : v'] \cdot [w' : x'] - [y : \phi : v] \cdot [w : x] \cdot [y' : v'] \cdot [w' : x'],
\]

we remark that each factor in the above expression is has a support disjoint from the supports of the other factors, so that the integral can be factorized.

Select now \( \{ v1w, x1y, v'1w', x'1y' \} \) and \( \{ v1w', x'1y, v'1w, x1y' \} \), i.e., two elements which belong to the same equivalence class being obtained via a permutation of both pairs \((u, w)\) and \((x, x')\), and add together the corresponding contributions, namely

\[
[y : \phi : v] \cdot [w : \psi : x] \cdot [y' : v'] \cdot [w' : x'] - [y : \phi : v] \cdot [w : x] \cdot [y' : v'] \cdot [w' : x'] + [y : \phi : v] \cdot [w' : x'] \cdot [y' : v'] \cdot [w : x] - [y : \phi : v] \cdot [w' : x'] \cdot [y' : v'] \cdot [w : x],
\]

they clearly compensate each other and add up to zero. Performing the permutation only in the pair \((w, w')\) and then only in the pair \((x, x')\), we have instead

\[
[y : \phi : v] \cdot [w' : \psi : x] \cdot [y' : v'] \cdot [w : x] - [y : \phi : v] \cdot [w' : x] \cdot [y' : v'] \cdot [w : x'] + [y : \phi : v] \cdot [w' : x] \cdot [y' : v'] \cdot [w : \psi : x] - [y : \phi : v] \cdot [w' : x] \cdot [y' : v'] \cdot [w' : \psi : x],
\]

which again add up to zero zero. The previous expressions show the cancellations among 4 of 16 terms in the equivalence class; it is not difficult to verify that the other cancellations take place working also, jointly or separately, with the permutations of the other pairs \((v, v')\) and \((y, y')\). This completes the proof that all contributions to \( \langle \phi \psi \rangle Z - \langle \phi \rangle \langle \phi \rangle \langle \psi \rangle \) coming from elements of every equivalence class in \( \Sigma \) cancel out in pairs.
6.4 Structure of the remainder

We present here a couple of Lemmas concerning the structure of the remainder of our perturbative construction. We recall that $\Phi = \varphi^\otimes$, and $R = \rho^\otimes$, so that in particular $R = \sum_{j=0}^{N-1} \rho_j$ with $\rho_j := \rho \circ \tau^j$.

**Lemma 6.10** In the original variables $x, y$ the seed $\varphi(x, y)$ is even in the momenta $y$ and consequently the seed of the remainder $\rho(x, y)$ is odd both in the momenta $y$ and in the coordinates $x$.

**proof:** We recall that the original Hamiltonian $H(x, y) = T(y) + V(x)$ is obviously of even degree in the momenta and that also the iterative scheme gives polynomials $\Phi_r(x, y)$ which are of even degree in the momenta. Hence the Poisson bracket defining $\rho$ produces a polynomial of odd degree both in the momenta and, being the whole degree even, in the configuration variables. □

**Lemma 6.11** It holds

$$
\sum_{j=1}^{N-1} (N - j) \langle \rho \rho_j \rangle = \begin{cases} 
\frac{N}{2} \langle \rho \rho_{N/2} \rangle + N \sum_{j=1}^{N/2-1} \langle \rho \rho_j \rangle , & N \text{ even} \\
N \sum_{j=1}^{[N/2]} \langle \rho \rho_j \rangle , & N \text{ odd}
\end{cases}
$$

**proof:** We provide the proof in the odd case, the other one being very similar. We have the following equalities:

$$
\sum_{j=1}^{N-1} \langle \rho \rho_j \rangle = \sum_{j=1}^{[N/2]} \langle \rho \rho_j \rangle + \sum_{j=[N/2]+1}^{N-1} \langle \rho \rho_{N-j} \rangle = 2 \sum_{j=1}^{[N/2]} \langle \rho \rho_j \rangle \\
\sum_{j=1}^{N-1} j \langle \rho \rho_j \rangle = \sum_{j=1}^{[N/2]} (j + (N - j)) \langle \rho \rho_j \rangle = N \sum_{j=1}^{[N/2]} \langle \rho \rho_j \rangle .
$$

Thus, subtracting the second line to $N$ times the first one, gives the thesis. □
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