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Abstract

This chapter and the following chapters describe crystallography of second-phase precipitate particles in metals and alloys. The focus of this chapter is placed on technical aspects in the analysis of their crystal structure, composition, and crystal orientation relationship with the matrix. Characterization of fine precipitates embedded in solid matrix is technically rather difficult; the signal from the matrix always hinders the signal from the precipitates. Although even state-of-the-art characterization techniques are still incomplete, it is becoming possible to assess the validity of assumptions involved in classic theories related to the crystallography of precipitates. For instance, recent experimental studies demonstrated that evolution of their crystal structure during nucleation seems to contradict the so-called classical nucleation theory, in terms of fluctuations in size and composition. Recent studies also demonstrated that their crystal orientation relationship with the matrix is often different from the one predicted by energy considerations related to the interfacial lattice mismatch. Furthermore, crystal orientation relationship with the matrix was found to be a factor controlling the magnitude of precipitation hardening, contrary to the conventional Orowan’s hardening model based on continuum elasticity theory calculations without considering crystallography.
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1. Introduction

This chapter and the following chapters review recent progress of our knowledge about crystallography of precipitate particles in metals and alloys [1–3]. The main focus is placed on the following three subjects:

1. Evolution of crystal structure during nucleation
2. Crystal orientation relationship with the matrix
3. Effect of crystallography of precipitates on mechanical properties

These subjects are closely related to the following three basic theories, each of which has a long history greater than a half century:
1. The theory of crystal nucleation (since 1876) [4]

2. The theory of dislocations (since 1934) [5–9]

3. The theory of precipitation hardening (since 1954) [10, 11]

From an engineering viewpoint, the knowledge provided here is primarily useful for developing stronger materials. Dispersing fine precipitate particles over the matrix at high density is a common engineering technique for improving the strength of metals and alloys. By introducing a minor amount of second-phase precipitate particles, such as 2% in volume fraction, the material strength is increased by several times greater. In the traditional theory of precipitation hardening (a.k.a. dispersion strengthening) established in the 1950s–1960s, the primary factor controlling the magnitude of strengthening effect is assumed to be the shear modulus [10, 11], whether or not precipitates are harder than the matrix. This concept has been partly revised in the past few years. Recent experimental studies using state-of-the-art material characterization techniques demonstrated that crystallography of precipitate particles is another factor dominating their obstacle strength [1, 2]. When the slip plane of dislocations in precipitates is not parallel to that in the matrix, dislocations are unable to cut through the precipitates, resulting in large hardening, regardless of the shear modulus. This subject is extensively discussed in the next chapter.

This chapter may also be of interest for the audience outside of the research community of materials science and solid-state physics. Nucleation is one of the areas of basic science related to a wide variety of research subjects including chemical reactions in liquid and gas. In fact, the first theory was originally developed for the nucleation of droplets from gas. Nucleation of crystals in solid is more complicated than the situation assumed in liquid and gas, in a sense that the formation of a new crystal is highly constrained by the surrounding matrix, in terms of the strain energy associated with the precipitate/matrix interface and the diffusivity of atoms for their agglomeration. A long-standing open question is the critical condition for nucleation regarding size and composition of nucleus. Precipitates are in many cases compounds consisting of multiple elements such as carbides and oxides. Unlike in gas and in liquid, the diffusivity of each element is not the same in solids [12]. For instance, the diffusivity of light elements like carbon and oxygen is several orders of magnitude greater than that of metallic elements. Although the classical nucleation theory assumes that the crystal structure and composition of precipitates are the same as those of the final product from the beginning of embryo growth (Figure 1), the diffusivity difference indicates a possibility that the composition of precipitates fluctuates during the nucleation process. The classical nucleation theory also assumes that nucleation occurs when the embryos have grown up to a critical size. In many cases the critical size of precipitates for nucleation is 2–3 nm [3]. Assessing the composition of such small precipitates has been technically impossible until recently. The highlights of recent studies are discoveries that, in the early stage of precipitation, the crystal structure and composition of precipitates are different from those of the final product and that the precipitates structurally transform into the final product at a critical size with a critical composition (Figure 1). Precipitates are clusters of solute elements when they start spontaneous growth, which is defined as the state of “nucleation” in the classical nucleation theory. An implication of this finding is that the obstacle strength of precipitates in precipitation hardening may change during precipitation. They are weak obstacles in the early stage of precipitation regardless of the crystal structure of the final product. They can become strong obstacles due to a change in the shear modulus or
the crystal structure. In some cases, precipitates become brittle by the structural change, while they are ductile in the state of solute clusters. Brittle precipitates are considered to serve as the nucleation site of cracks via particle cracking. Hence, from the viewpoint of fracture mechanics, the ductile-brittle transition of precipitates during precipitation considered a factor controlling the engineering lifetime of materials.

As a result of the constraints from the surrounding matrix, precipitation of the second phase often occurs with a specific crystal orientation relationship with the matrix. Precipitates and matrix share a specific atomic plane in such a way to minimize the mismatch between them. The orientation relationship is dependent on their crystal structure. For instance, in the Burgers orientation relationship, bcc precipitates in hcp matrix share atomic planes as follows (Figure 2) [13]:

\[
(0001)_{hcp} // (110)_{bcc} \wedge (210)_{hcp} // (112)_{bcc}.
\]

Since the lattice parameter is specific to materials, a preferable orientation relationship changes depending on the degree of mismatch of lattice parameter between precipitates and matrix. The Burgers orientation relationship is the optimum configuration for the combination of bcc pure Zr and hcp pure Zr, but another orientation relationship is preferred for the bcc Nb precipitates containing a few amount of Zr. The Zr-Nb binary system is a complete solid solution in a bcc structure at high temperatures [14]. The difference of lattice parameter between the bcc Zr and the bcc Nb is \(~10\%\) [15]; the lattice parameter of bcc precipitates changes in accordance with Vegard’s law [2]. Apart from a remarkable progress in theoretical works on the orientation relationships, experimental studies have recently demonstrated that precipitates and matrix do not always follow such a theoretically predictable, ideal orientation relationships in reality. Recent analysis using electron backscatter diffraction (EBSD) (Figure 3)
revealed that, when the matrix undergoes recrystallization after precipitation of precipitates, their orientation relationship is overwritten. As a result of that, crystal orientation of precipitates can become random (Figure 4). The degree of
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**Figure 2**
The Burgers orientation relationship for bcc and hcp crystals [2]. This is the most traditional orientation relationship discovered in 1934.

**Figure 3**
Example of EBSD analysis of precipitates: bcc Zr precipitates containing Nb and hcp Zr matrix in a Zr–2.5Nb alloy [2].
contribution of precipitates to the strength of materials may become different from what is expected from well-known crystal orientation relationships [2].

Recent updates of these theories have been achieved by progress in material characterization methods for determining the crystal structure and composition of nano-sized precipitates. Before going into the details of these theories, we briefly review the technological breakthrough in experimental methods. This chapter is addressed to not only the specialists of precipitates but also nonspecialists including students. For better understanding, traditional methods of material characterization are also briefly reviewed at the beginning.

2. Brief history of microstructure characterization techniques

Crystal structure is determined based on the concept of diffraction, discovered in 1912. It appears that X-ray diffraction (XRD) became common in the 1920s; a great many structures of alloys were determined. Early works determined simple structures having a high symmetry with which peaks in the XRD spectrum are clearly resolved free from overlapping. Precipitates are, however, in many cases compounds having a low symmetry. XRD became applicable to such complicated structures by the invention of the Rietveld method in 1966 [16]. Precipitates involved in bulk metallic samples are detectable only when their volume fraction is higher than ~1% [17], though that is highly dependent on their crystal orientation relationship with the matrix. In bulk samples the crystal orientation of precipitates is not necessarily random, and the matrix grains also not. Metallic bulk samples cannot be crushed into powders due to their high ductility. They can be mechanically grinded into powders by using a hand grinder; however, the XRD peaks of such grinded metallic powders are broadened due to introduction of dislocations,
resulting in hindering the peaks of precipitates by the background noise. These issues are avoided by the use of residue extracted from the matrix via chemical dissolution using an acid [18]. This extraction residue analysis is, however, applicable to only nonmetallic compound precipitates embedded in metallic matrix.

Transmission electron microscope (TEM) is a multifunctional characterization tool capable of determining not only crystal structure but also composition and size of precipitates on the image of microstructure, free from the constraint due to volume fraction. The first prototype was produced by Ruska et al. in 1932, and the first commercial model was released by Siemens in 1939. It appears that TEM became common in the 1950s; for example, the number of commercial products released in Japan was greater than 250. The resolution (point resolution) was 50 nm for Ruska’s first TEM, 1 nm for the Siemens Elmiskap I released in 1956, and 0.2 nm for the JEOL JEM100B released in 1968. Precipitates are visualized using diffraction contrasts; those satisfying the Bragg condition exhibit dark contrast in the so-called bright-field image (bright contrast in the dark-field image), whereas the others are indistinguishable from the matrix. The number density of precipitates determined by diffraction contrasts where precipitates are all aligned to the same crystal orientation. This condition is achievable only when precipitation occurs with a specific crystal orientation relationship with the matrix such as the cube-on-cube orientation relationship, where the unit cells of the precipitate and the matrix completely overlap each other. In the other orientation relationships, some crystallographic variants are often invisible. This is a potential error in the evaluation of the number density of precipitate particles but often out of consideration. In many cases, the magnitude of error bars is determined solely by a statistical analysis: either the standard error or standard deviation.

High-resolution (HR)-TEM is another mode capable of visualizing precipitates using phase contrasts, i.e., lattice fringes generated by interference of transmitted and diffracted electron waves. This imaging mode became common in the 1970s-1980s [19]. In those days, however, alignment of electron beam axis was technically difficult for entry-level users. This technical issue was resolved in the 1990s by an introduction of the field-emission gun, which provides a hundred times brighter illumination, a digital camera system, a real-time image processing software (fast Fourier transformation for the alignment minimizing the objective lens stigmatism), etc. However, even though the issue of beam alignment has been resolved, HR-TEM analysis of nano-precipitates is still extremely time-consuming due to alignment of crystal orientation. The HR-TEM image (crystal lattice image) is obtained only when the direction of incident electron beam is aligned with the crystal’s zone axis having a low index, e.g. [001] and [110]. The beam-crystal alignment, achieved by using Kikuchi lines or bend counters, is easy for large precipitates greater than several hundred nm but technically almost impossible for nano-precipitates. So for this reason, in practice, the operator searches particles which already exhibit the crystal lattice image without tilting the sample. Unless otherwise precipitates have a specific orientation relationship with the matrix, the operator can find only a few but not many such particles, whereas the minimum requirement of the number of precipitates for drawing a smooth histogram of the size distribution is ~500 in the author’s experience [3].

TEM is capable of determining the crystal orientation relationship between precipitates and matrix, though this analysis is also extremely time-consuming. In order to determine the orientation relationship, one needs to find out a sample-tilting angle, where the beam direction is aligned with a zone axis. Three such tilting angles need to be found for both precipitates and matrix in order to determine their (hkl) indices. In some cases precipitates may not have any specific orientation relationship.
relationship with the matrix; however, proving such a random orientation relationship is practically impossible for one-to-one analysis using a TEM. The random orientation issue can be assessed only if the number density of precipitates is sufficiently high enough for obtaining the Debye ring patterns in selected-area electron diffraction. A more appropriate method rather than TEM to investigate this research subject is EBSD equipped on a scanning electron microscope (SEM). EBSD determines the orientation of crystals based on the Kikuchi pattern, whose theoretical accuracy is $0.1^\circ$ [20, 21], whereas the accuracy of orientation analysis using diffraction spots is $3^\circ$ [22, 23].

The first report introducing the principle of EBSD was published in 1973, within 10 years after the release of the first commercial SEM, the Stereoscan series 1, by the Cambridge Instrument Company in 1965. EBSD became a practically useful tool in 1993, by full automation of mapping (detecting, indexing, and recording the Kikuchi bands based on the Hough transformation). The spatial resolution of EBSD is dependent on probe size, step size of scanning, accelerating voltage of electrons, sample geometry (bulk or thin foil), etc. According to the author’s experience, precipitates of $500$ nm in diameter can be identified but $50$ nm not. The spatial resolution is improved by using an advanced technique called transmission Kikuchi diffraction (TKD), a.k.a. transmission EBSD, proposed in 2012 [24]. This new technique works on conventional EBSD system and software. The difference is that TKD uses forward-scattered electrons, whereas EBSD uses backscatter electrons. In other words, TKD uses transmitted electrons as well as TEM; hence, the samples must be thin foils. Sample preparation is not difficult for TEM users; TEM samples can be directly subjected to this analysis. The high spatial resolution of TKD owes not only to the use of thin foil specimens, which minimize unfavorable lateral beam spreading inside the specimens, but also to a greater signal intensity of forward-scattered electrons than backscattered electrons [25]. Since the Kikuchi pattern is generated from elastic scattering (diffraction) of inelastically scattered electrons [26], there exists a lower limit in both specimen thickness and precipitate size below which the Kikuchi patterns are not obtained. When the thickness of thin foil specimens is largely greater than the size of precipitates, the signal from the precipitates is hindered by that from the matrix. In other words, there exists an upper limit of measurable foil thickness depending on the size of precipitates. Only a limited range of thickness is applicable to this method in a wedged-shaped TEM thin foil specimens. The practical spatial resolution limit of TKD is dependent on many factors such as the position of detector (flourescent screen); according to the author’s experience using a conventional EBSD system, precipitates of $50$ nm in diameter can be identified but $10$ nm not. The resolution will be improved if the detector is placed just beneath of the sample; this is an ideal setting that minimizes the loss of forward-scattered electrons.

Traditionally, TEM has been a primary analysis tool for composition analysis of precipitates: energy-dispersive X-ray spectroscopy (EDS) and electron energy loss spectroscopy (EELS). In these TEM-based composition analyses, samples having a 3D geometry are projected on 2D space via electron transmission. Precipitates often overlap the matrix in the thickness direction, whereas their TEM image is constructed based on integrated information over thickness. These analyses are unable to determine the composition of overlapped portion. It is practically impossible to judge from the projected 2D image if the precipitates are free from overlapping. In terms of composition analysis of precipitates, the most innovative breakthrough in the past two decades is probably the invention of atom probe tomography (APT). Although its concept was first proposed in 1967, it has become a practically useful tool since the commercial release of local-electrode atom probe (LEAP) in 2003. APT is capable of visualizing atoms in 3D space, which is a critical advantage over the TEM-based composition analyses. APT is a quantitative mass
analysis, whereas EDS and EELS are semiquantitative analyses that require a standard sample for calibration. Furthermore, EDS is inherently lack of quantitative accuracy in detection of light elements; emission of Auger electrons is dominant over characteristic X-ray and is dominant for low-Z elements like oxygen. Although APT is superior to TEM-based analyses in many aspects, determination of precipitates’ composition is a challenging subject even for APT. The quantitative precision of the APT composition analysis is often limited by artifacts partly due to the so-called trajectory aberration [27–29]. For precipitates darkly imaged in FIM (i.e., low evaporate field regions) compared to the surrounding matrix, defocused high-field iron ions coming from the surrounding matrix fall into the precipitate image on the detector [30]. Conversely, for precipitates brightly imaged in FIM, image overlapping occurs outside the precipitate image. In both cases, mixing with the matrix elements inevitably occurs at the interface. Hence, matrix elements are often detected in nano-precipitates [31, 32].

3. Evolution of crystal structure during nucleation

The classical nucleation theory is based on the so-called capillarity approximation, which assumes that the properties of nuclei are the same as those of the final product from the beginning of embryo growth. In other words, all parameters that characterize the new crystal phase to be distinct from the matrix phase, such as density, composition, and structure, are assumed to be unchanged throughout the nucleation stage. Under this assumption, nucleation event is expected to be solely controlled by the size of embryos. Spontaneous growth (nucleation) of precipitates is expected to occur at a critical composition where the hierarchy of the bulk free energy of the precipitate phase and the surface free energy of precipitate/matrix interface is reversed. In the past two decades, a modern concept called the two-step nucleation has been established by the research community of crystal nucleation.
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**Figure 5**

*Two-step nucleation of crystals from liquid [33].*
from liquid (Figure 5) [33]. This concept is nonclassical in that embryos become distinct from the matrix liquid in terms of density prior to the structural change. Here, fluctuation of composition is generally out of consideration, as in liquid diffusivity of solute elements is equally very high; composition fluctuation is expected to be negligibly small. On the other hand, in the nucleation of compound precipitates in crystalline solids, fluctuation of density is relatively small (compared to the nucleation of solid from liquid), but instead, composition may be a variable parameter. In solids, diffusion coefficients of solute elements are merely the same; stoichiometric composition of the compound may not be fulfilled in the early stage of embryo growth. In this case, although the parameter being in focus is different from the conventional two-step nucleation in liquid, this is also nonclassical in the sense that multiple parameters required for nucleation evolve in parallel during nucleation. In 2014, Peng et al. demonstrated that a solid-solid phase transition occurs in a two-step process [34]. In their experiments using a model crystal consisting of microgel colloidal spheres, the two-step represents a two-step change in structure. The first step is a transition from a two-dimensional square lattice structure to a liquid-like structure, and the second step is a transition from the liquid-like structure to a two-dimensional triangular lattice structure. Fluctuation of composition is not associated with their two-step process. Within the framework of the classical nucleation theory, in 1937 Borelius assumed that composition is a variable parameter in the nucleation of precipitates in solids [35]. Absolute value of the bulk free energy of precipitates becomes the greatest with the compound’s stoichiometric composition; nucleation is expected to occur at this critical composition. Borelius did not discuss the effect of compositional fluctuation on the critical size. In 1949, Hobstetter attempted to handle both size and composition as variable parameters [36]. He demonstrated that in this two-variable analysis there is a pathway (in terms of evolution of size and composition) energetically more favorable than the pathway fixed by the previous one-variable analyses. However, the meaning of the energetically most favorable pathway remained unclear in the context of critical size and composition.

The final product described in the classical nucleation theory is not necessarily the most stable, equilibrium phase. In many cases, the first nucleating phase is a metastable phase, formation of which occurs with the lowest energy barrier; the equilibrium phase is produced through multiple transitions from a metastable phase to another metastable phase step-by-step. This is an empirical rule known as Ostwald’s rule of stages, proposed in the 1890s [37, 38]. One of such examples is precipitation of Al₂Cu at Guinier-Preston (GP) zone in Al-Cu alloys [39, 40]. The precipitation of Al₂Cu, which is the stable phase in this system, is known to occur via multiple intermediate configurations such as GP zone → coherent θ” phase → semi-coherent θ’ phase → incoherent θ phase (Al₂Cu). Those intermediate phases are distinct from the Al₂Cu in both crystal structure and composition. Another example is precipitation of fcc Cu in bcc Fe matrix. Precipitation of Cu is known to occur via multiple intermediate configurations such as bcc Cu → a twinned 9R Cu → fcc Cu [41]. The bcc Cu precipitates are crystallographically indistinct from the matrix; in other words, they are solute clusters in the bcc solid solution. The critical composition for their structural changes remains unclear. It is technically rather difficult to determine the composition of precipitates in the early stage of precipitation due to their small sizes.

Traditionally, experimental studies on the nucleation in solids have focused on determining the critical size. For example, Othen et al. [41] reported that the bcc Cu precipitates grow with the twinned 9R structure in a size range from 6 to 15 nm. Their conclusion is based on the results of HR-TEM observation. This methodology is, however, insufficient for statistical argument as mentioned in the previous section.
Even today, experimental studies on the critical composition for nucleation are still limited. As mentioned earlier, even in atom probe tomography, mixing with matrix elements inevitably occurs at the precipitate/matrix interface due to trajectory aberration. Hence, it is practically impossible to judge if the abovementioned Cu precipitates embedded in Fe matrix is 100% pure Cu. When the precipitate of interest is a compound consisting of multiple elements, the ratio of its constituent elements can be discussed. However, when one of those elements is the element of matrix, such as the Al–Cu precipitates in Al alloys, interpretation of their concentration ratio is not straightforward.

In order to determine the critical composition for the structural change, the crystal structure of precipitates must be examined together with composition. In TEM observation of diffraction contrasts, precipitates are indistinguishable from the matrix while they are solute clusters, and they become visible after structural change. By using this unique feature in visibility, recently, Matsukawa et al. performed a systematic analysis on the precipitation of the G-phase in a duplex stainless steel subjected to thermal aging [3]. The crystal structure of the G-phase is cf116 (a variant of fcc structure), and the lattice parameter is exactly fourfold of the matrix ferrite (Figure 6). Precipitation occurs with the cube-on-cube orientation relationship [42]. The stoichiometric composition is Ni$_{16}$Si$_7$Mn$_6$; its constituent elements are different from the matrix elements (Fe and Cr). So for these reasons, this intermetallic compound is ideal for the fundamental study of nucleation. Precipitation of G-phase in duplex stainless steels is known to occur only in a very narrow temperature range, 673–773 K [43]. In their study, thermal aging was performed at 673 K for up to 10,000 h.

Their analysis revealed that precipitation of Ni–Si–Mn clusters started at 500 h (Figure 7), whereas their structural change transforming into the G-phase started at 10,000 h (Figure 8). The number density of G-phase particles detected by TEM was only ~26% of the number of Ni–Si–Mn precipitates detected by APT. In other words, three quarters of the Ni–Si–Mn precipitates were solute clusters yet without structural change. The number of particles examined by TEM was ~750. A potential error factor that could cause a misevaluation of the precipitate number density is the method used to evaluate the thickness of the TEM foil. Their method was to use thickness fringes obtained at an exact Bragg condition, where the deviation parameter was s=0. In this case, thickness is determined by the number of thickness fringes multiplied by the extinction distance of the electron beam. Since the precipitate number density was counted in portions where the number of thickness fringes was 4, the magnitude of the error in the foil-thickness evaluation was ±25%. In other words, the number of Ni–Si–Mn clusters that exhibited the crystal structure change was at most 50% of the total.

Their APT analysis also revealed that the Ni–Si–Mn clusters contained not only the G-phase elements (Ni, Si, and Mn) but also the matrix elements (Fe and Cr) and that enrichment of the G-phase elements occurred during thermal aging. Unlike the size growth, the solute enrichment continued even after 5,000 h. In the composition analysis of the clusters (Figure 9), those clusters were divided into three groups by size, i.e., small (<2 nm in diameter), medium (2–3 nm), and large (>3 nm), in order to minimize the artifacts that occur at the cluster/matrix interface; a comparison of cluster composition should be made for those having the same size. The concentration ratio of the G-phase elements (Si/Ni and Mn/Ni) did not change during the isothermal aging. The Mn/Ni ratio was in good agreement with that of stoichiometric composition, whereas the Si/Ni ratio was roughly a half of the stoichiometric ratio.

Their analysis indicates that the nucleation of the G-phase occurred via a two-step process: the first step is the spontaneous growth of solute clusters (i.e., nucleation as solute clusters), and the second step is the nucleation as compounds (i.e., the G-phase) (Figure 1). There was a time lag between the end of size growth
(5,000 h) and the start of structural change (10,000 h). It appears that the incubation period was controlled by solute enrichment inside the clusters. In other words, the structural change occurred via another two-step process: the first step is size fluctuation to become a critical size, and the second step is composition fluctuation to become a critical composition (Figure 1).
Figure 7

APT results on the steel [3]: size and number density of Ni–Si–Mn clusters.
The G-phase is currently of particular interest in nuclear materials research, as this compound precipitates also in the steel constituting the main body of reactor pressure vessels (RPVs) at the operation temperature of light water reactors.

The G-phase precipitates were detected by diffraction pattern and DF image, only in the sample annealed up to 10,000 h. Their number density was only ~26% of the Ni–Si–Mn clusters detected by APT.

The G-phase is currently of particular interest in nuclear materials research, as this compound precipitates also in the steel constituting the main body of reactor pressure vessels (RPVs) at the operation temperature of light water reactors.
(~573 K) under neutron irradiation. It has long been well known that precipitation of impurity Cu causes embrittlement of the RPV steels. In the late 1990s, Odette et al. pointed out that, in the case of RPV steels containing a low amount of Cu such as those manufactured after 1973, precipitation of Cu occurs in the first few years of reactor operation, but near the end of the plants’ initial operational license lifetime.
(typically 40 years), precipitation of Ni, Mn, and occasionally Si becomes dominant over Cu [44]. The Ni–Mn–Si, precipitates have been called the late-blooming phase [45–47] since their structural and compositional features were unclear at that time. It was very recently that the late-blooming phase is in many cases found to be characterized as the G-phase [48, 49]. The composition of the late-blooming phase detected by APT is not always the same [31, 32]. The composition range of Ni–Si–Mn clusters to become brittle G-phase is a subject to be investigated further.

4. Crystal orientation relationship with the matrix

Crystal orientation relationship between precipitates and matrix is a potential factor controlling the mechanical properties of metals and alloys. Dislocations can glide on specific atomic planes, the choice of which is specific to crystal structure and material. For instance, the slip plane is the \{111\} plane for fcc metals, the \{0001\} plane for hcp magnesium, and the \{10-10\} plane for hcp titanium and hcp zirconium [9]. When the slip plane of precipitates is not parallel to that of the matrix, dislocations are in theory unable to cut through the precipitates. Although the orientation relationship has been extensively studied in the past [50], only a few studies have been reported on the effect of the crystal mismatch on the plasticity [1, 2]. The absence of such studies is partly due to a technical difficulty in determination of crystal orientation of fine precipitate particles as mentioned in the Section 2. Recently, Matsukawa et al. performed a systematic analysis on the parallelism of atomic planes between precipitates and matrix in a Zr–2.5Nb alloy: the precipitates are bcc Nb containing Zr \sim10\% and the matrix is hcp Zr. Based on the analysis results obtained from 100 precipitate particles (~50 nm in diameter) by means of TKD, they demonstrated that the orientation is practically random. Only 1 out of 100 precipitates had a slip plane parallel to that of the matrix. Their experimental result is inconsistent with a preceding theoretical prediction by Zhang and Kelly [51, 52]. Judging from the mismatch of inter-planar spacings, the most favorable crystal orientation relationship for the Nb-rich bcc precipitates in the hcp Zr matrix is \{(\overline{1}0\overline{1}1)_{hcp}\parallel(\overline{1}10)_{bcc}\land(11\overline{2}3)_{hcp}\parallel(113)_{bcc}\) (Figure 2). Matsukawa et al. further demonstrated that the absence of such a specific crystal orientation relationship is attributable to the recrystallization of the matrix. In the Zr–2.5Nb alloy, precipitation occurs in parallel with recrystallization as follows. The Nb atoms are fully dissolved in the matrix at high temperatures with a bcc structure (Figure 10). Quenching from this temperature range results in nucleation of bcc Nb nanoprecipitates and hcp Zr fine martensites. Ostwald ripening of Nb precipitates occurs during annealing at medium temperatures (773–853 K) together with the recrystallization of the martensite Zr matrix. The initial orientation relationship between the precipitates and the matrix is overwritten by the recrystallization.

In the study of the Zr–2.5Nb alloy, the parallelism of slip planes between precipitates and matrix was analyzed as follows. This analysis is achieved by using the Euler angles obtained from EBSD/TKD measurements, though so far not automated. The analysis procedure is slightly different depending on the analysis software due to the different definition of the Euler angles. In the case of the TSL-OIM software based on Bunge’s description [53], the Euler angles \((\phi_1, \Phi, \phi_2)\) are given by three rotations along \(z_1-x-z_2\) axes in accordance with passive rotation (intrinsic rotation), where the axes are rotated instead of the vectors of object, while the object is fixed in space (Figure 11). In this case, the rotation matrix \(R\) relative to the space coordinates is given as follows [54]:
In the reference crystal, the z- and the x-axes of space coordinates are parallel to the [001] and to the [100] directions of cubic crystals. Here, we consider the orientation relationship between two cubic crystals, A and B, whose rotation matrices relative to the reference crystal are $R_A$ and $R_B$. The rotation matrix between these two crystals ($R_C$) is given as follows:

$$
R = R_{Z_1}(\varphi_2)R_x(\Phi)R_{Z_1}(\varphi_1) = 
\begin{pmatrix}
\cos \varphi_2 & \sin \varphi_2 & 0 \\
-\sin \varphi_2 & \cos \varphi_2 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \Phi & \sin \Phi \\
0 & -\sin \Phi & \cos \Phi
\end{pmatrix}
\begin{pmatrix}
\cos \varphi_1 & \sin \varphi_1 & 0 \\
-\sin \varphi_1 & \cos \varphi_1 & 0 \\
0 & 0 & 1
\end{pmatrix}
$$

(1)

$$
R = R_{Z_2}(\varphi_2)R_x(\Phi)R_{Z_2}(\varphi_1) = 
\begin{pmatrix}
\cos \varphi_1 \cos \varphi_2 - \sin \varphi_1 \sin \varphi_2 \cos \Phi & \sin \varphi_1 \cos \varphi_2 + \cos \varphi_1 \sin \varphi_2 \cos \Phi & \sin \varphi_1 \sin \Phi \\
-\cos \varphi_1 \sin \varphi_2 - \sin \varphi_1 \cos \varphi_2 \cos \Phi & -\sin \varphi_1 \sin \varphi_2 + \cos \varphi_1 \cos \varphi_2 \cos \Phi & \cos \varphi_1 \sin \Phi \\
\sin \varphi_1 \sin \Phi & -\cos \varphi_1 \sin \Phi & \cos \Phi
\end{pmatrix}
$$

(2)

$$
R = R_{Z_2}(\varphi_2)R_x(\Phi)R_{Z_2}(\varphi_1) = 
\begin{pmatrix}
\cos \varphi_1 \cos \varphi_2 - \sin \varphi_1 \sin \varphi_2 \cos \Phi & \sin \varphi_1 \cos \varphi_2 + \cos \varphi_1 \sin \varphi_2 \cos \Phi & \sin \varphi_1 \sin \Phi \\
-\cos \varphi_1 \sin \varphi_2 - \sin \varphi_1 \cos \varphi_2 \cos \Phi & -\sin \varphi_1 \sin \varphi_2 + \cos \varphi_1 \cos \varphi_2 \cos \Phi & \cos \varphi_1 \sin \Phi \\
\sin \varphi_1 \sin \Phi & -\cos \varphi_1 \sin \Phi & \cos \Phi
\end{pmatrix}
$$

(3)
Figure 11
Passive rotations of a cubic crystal with Euler angles (the Bunge Euler angles).

\[
\begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix} = R_B^{-1} \begin{pmatrix}
H_2 \\
K_2 \\
L_2
\end{pmatrix} = R_A^{-1} \begin{pmatrix}
H_1 \\
K_1 \\
L_1
\end{pmatrix} \rightarrow \begin{pmatrix}
H_2 \\
K_2 \\
L_2
\end{pmatrix} = R_B \cdot R_A^{-1} \begin{pmatrix}
H_1 \\
K_1 \\
L_1
\end{pmatrix} \quad (4)
\]

\[
\begin{pmatrix}
H_2 \\
K_2 \\
L_2
\end{pmatrix} = R_C \begin{pmatrix}
H_1 \\
K_1 \\
L_1
\end{pmatrix} \rightarrow R_C = R_B \cdot R_A^{-1} \quad (5)
\]
An atomic plane of crystal B, \((H_2' \ K_2' \ L_2')\), parallel to \((H_1' \ K_1' \ L_1')\) of the crystal A is expressed by using the Euler rotation matrix \(R_D\), which rotates the sample coordinates in such a way as to match \([H_1' \ K_1' \ L_1']\) to [001] in the space coordinates:

\[
\begin{pmatrix}
H_1' \\
K_1' \\
L_1'
\end{pmatrix} = R_D \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix} \rightarrow \begin{pmatrix}
H_2' \\
K_2' \\
L_2'
\end{pmatrix} = R_B \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix} R_A^{-1} R_D \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}
\]

\(R_A\) and \(R_B\) are directly determined by EBSD measurements of crystals A and B. The Euler angles of the \(R_D\) are determined by using a simulation equipped on the TSL-OIM data collection software. This simulation module is capable of (1) calculating how the index of a crystal (in the ND and the RD directions) changes in accordance with rotations along the three axes and (2) visualizing where the index (of the ND direction) is located on the Kikuchi map (the inverse pole figure). By using these functions, the index \((H_2' \ K_2' \ L_2')\) of precipitate particles can be plotted on one inverse pole figure, though plotting the data points is a time-consuming hand work.

Determination of theoretical accuracy of this analysis method is not straightforward, since errors are introduced by various factors such as (1) the conversion of the Euler angles \((\phi_1, \Phi, \phi_2)\) to direction cosines, (2) the conversion of direction cosines denoted in fractional values to the Miller indices \((h \ k \ l)\) denoted in integer ratio, and (3) the noise of EBSD data. In order to estimate the practical accuracy of this analysis method, they first analyzed a standard sample in which the atomic-plane parallelism between grains is already known. Their standard sample was a type-316 austenitic stainless steel containing annealing twins (Figure 12). The twin boundary of fcc metals is one of the four crystallographically equivalent \{111\} planes. The Euler angles of these \{111\} planes for the \(R_D\) rotation are, e.g., \((\phi_1, \Phi, \phi_2) = (0^\circ, 55^\circ, 45^\circ), (0^\circ, 55^\circ, 135^\circ), (0^\circ, 55^\circ, 225^\circ), \) and \((0^\circ, 55^\circ, 315^\circ)\). They performed this analysis on 50 twin couples and found that the largest offset from the exact \{111\} was 3.3°. This is the magnitude of practical error of this analysis method.

To date, several orientation relationships have been reported on bcc precipitates in hcp matrix (Figure 13). The parallelism of slip planes in those orientation relationships is as follows: (1) the Burgers orientation relationship [13]: \((0001)_{hcp}\parallel (110)_{bcc} \land (2\bar{1}00)_{hcp}\parallel ((1\bar{1}1)_{bcc}).\) The slip plane of hcp Zr matrix, \((10\bar{1}0),\) is not exactly parallel to the slip plane of bcc Nb precipitates, \((110)\) or \((112);\) however, the rotational offset between the \((1\bar{1}0)_{bcc}\) and the \((1\bar{1}0)_{hcp}\) is only 5.3°. (2) The Pitsch-Schrader orientation relationship [55]: \((0001)_{hcp}\parallel ((110)_{bcc} \land (1\bar{1}00)_{hcp}\parallel ((1\bar{1}0)_{bcc}.\) The slip planes are exactly parallel to each other. (3) The Potter orientation relationship [56]: \((2\bar{1}0\bar{1})_{hcp}\parallel ((1\bar{1}1)_{bcc} \land (1\bar{1}01)_{hcp}\parallel ((001)_{bcc} \land (1\bar{1}00)_{hcp}\parallel (2\bar{1}0)_{bcc}.\) One of the \{112\}_{bcc} is not exactly but nearly parallel to one of the \{1\bar{1}0\}_{hcp}. This orientation relationship is close to the Burgers, from which the rotational offset is only \(\sim 1.5^\circ.\) (4) The Rong-Dunlop orientation relationship [57]: \((0001)_{hcp}\parallel ((120)_{bcc} \land (1\bar{1}20)_{hcp}\parallel ((001)_{bcc} \land (1\bar{1}00)_{hcp}\parallel (2\bar{1}0)_{bcc}.\) The slip plane of hcp and bcc crystals is not parallel to each other. (5) The Zhang and Kelly orientation relationships [51, 52]: \((0001)_{hcp}\parallel ((\bar{1}0\bar{1}0)_{bcc} \land (10\bar{1}0)_{hcp}\parallel ((113)_{bcc}.\) They proposed several orientation relationships. This one is the most favorable orientation relationship for the bcc Nb precipitates, in terms of the mismatch of the lattice parameter. Their analysis also
suggested that the Pitsch-Schrader and the Rong-Dunlop orientation relationships are favorable over the Burgers orientation relationship for Nb-rich precipitates. This orientation relationship is close to the Burgers, and the slip plane of matrix is not exactly parallel to that of precipitates.

The magnitude of error of the abovementioned analysis of atomic-plane parallelism is greater than the orientation difference between the Potter and the Burgers orientation relationships, 1.5°. It follows that these two orientation relationships are practically indistinguishable from each other in this analysis. On the other hand, the orientation difference between the Pitsch-Schrader and the Burgers orientation relationships is 5.3°; in theory, they are distinguishable. In both the Burgers and the Pitsch-Schrader orientation relationships, the basal plane of the hcp crystal is parallel to a (110) plane of the bcc crystal. In other words, when any one of (110) planes of a precipitate is not parallel to the (0001) plane of the matrix, it follows that the precipitate is in neither one of these two orientation relationships. The criterion for the judgment of whether the Burgers or the Pitsch-Schrader is given by
Figure 13
Examples of crystal orientation relationships between bcc and hcp crystals [2]: (a) the Burgers, (b) the Pitsch-Schrader, (c) the Potter, (d) the Rong-Dunlop, and (e) the Zhang-Kelly No. 5.
another atomic-plane parallelism, which is whether \{1\overline{2}0\}_\text{hcp}/\{111\}_\text{bcc} or \{1\overline{T}0\}_\text{hcp}/\{110\}_\text{bcc}. As for the parallelism of slip planes, hcp crystals have three crystallographically equivalent \{1\overline{T}0\} planes, whereas bcc crystals have 12 equivalent \{110\} planes and another 12 equivalent \{112\} planes.

In the study of the Zr–2.5Nb alloy, Matsukawa et al. fixed the plane of hcp matrix and plotted its corresponding atomic planes of bcc precipitates on an inverse pole figure (Figure 4). In the TSL-OIM software, the Euler angles of hcp crystals are given in the orthogonal coordinate system. In the reference crystal, the z- and the x-axes of space coordinates are parallel to [0001]_\text{hcp} and \{2\overline{T}0\}_\text{hcp}, respectively. The Euler angles for the RD rotation of the \{1\overline{2}0\} and the \{10\overline{T}0\} planes are shown in Table 1.

### Table 1

| Index       | Euler angle ($\varphi_1$, $\Phi$, $\varphi_2$) [°] |
|-------------|---------------------------------------------------|
| Basal       | 0001                                              |
|             | 0, 0, 0                                           |
| Prismatic (type 1) | 01\overline{T}0                                 | 0, 90, 0 |
|             | 10\overline{T}0                                  | 0, 90, 60|
|             | \overline{T}00                                    | 0, 90, 120|
| Prismatic (type 2) | 2\overline{T}0                                 | 0, 90, 90|
|             | \overline{T}10                                    | 0, 90, 150|
|             | \overline{T}20                                    | 0, 90, 210|

In the 5. Conclusion

Recent progresses in our understanding of the crystallography of precipitates in metals and alloys have been briefly reviewed. The major highlights are the following three: (1) crystal structure of precipitates changes during nucleation. This concept in itself has been known since the 1930s. Recent new findings concern the critical conditions for the structural change in terms of fluctuations in size and composition, discovered by mean of combining transmission electron microscopy crystallographic analysis with atom probe tomography compositional analysis. It appears that the structural change occurs at a critical size with a critical composition. There is a long incubation period (in some cases a year long) before the structural change after the growth to be the critical size. During the incubation period, enrichment of solute elements occurs inside the precipitates without further size growth. It still remains unclear if these features are universal for any types of precipitates. This research field is expected to advance drastically in the years ahead. (2) In the past years, it has also become technically possible to examine the crystal orientation relationship of fine precipitate particles such as ~50 nm in diameter with the matrix, on numbers of samples numerically sufficient for statistical arguments. Transmission Kikuchi diffraction, which is an advanced technique of electron backscatter diffraction equipped with a scanning electron microscope, revealed that the crystal orientation of precipitates can be random even when they are in theory favorable to have a specific orientation relationship with the matrix from the viewpoint of lattice mismatch. It appears that such a situation is realized when the
matrix exhibits recrystallization after precipitation. (3) Crystal orientation relationship between precipitates and matrix was found to be a factor controlling the magnitude of precipitation hardening. This is a new concept beyond the scope of the traditional theory of precipitation hardening, which assumes that the hardening is controlled solely by the shear modulus, whether or not the precipitates are harder than the matrix. In cases where the slip plane of precipitates is not parallel to the slip plane of the matrix, dislocations gliding in the matrix are unable to cut through them, resulting in strong obstacles regardless of the shear modulus. Further information on this issue is provided in the next chapter.
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