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Abstract

We consider Winter (or $\delta$-shell) model at finite volume, describing a small resonating cavity weakly coupled to a large one, for small and intermediate volumes (lengths). By defining $N$ as the ratio of the length of the large cavity over the small one, we study the symmetric case $N = 1$, in which the two cavities actually have the same length, as well as the cases $N = 2, 3, 4$.

By increasing $N$ in the above range, the transition from a simple quantum oscillating system to a system having a resonance spectrum is investigated. We find that each resonant state is represented, at finite volume, by a cluster of states, each one resonating in a specific coupling region, centered around a state resonating at very small couplings.

We derive high-energy expansions for the particle momenta in the above $N$ cases, which (approximately) resum their perturbative series to all orders in the coupling among the cavities. These new expansions converge rather quickly with the order, provide, surprisingly, a uniform approximation in the coupling and also work, again surprisingly, at low energies.

We construct a first resummation scheme having a clear physical picture, which is based on a function-series expansion, as well as a second scheme based on a recursion equation. The two schemes coincide at leading order, while they differ from next-to-leading order on. In particular, the recursive scheme realizes an approximate resummation of the function-series expansion generated within the first scheme.
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1 Introduction

Resonances, also called unstable or metastable states, occur in any branch of quantum physics as basic dynamical mechanisms — let’s say from solid-state to particle physics —, so their relevance is hard to over-estimate. As well known, resonances occur in quantum mechanics and in quantum field theory, when a discrete state is immersed and weakly-coupled to a continuum of states [1]-[10]. A bound state is instead a discrete state lying below the continuous spectrum, which cannot decay for kinematic reasons. In general, if the coupling of the resonance to the continuum is sent to zero, the lifetime of the resonance diverges, so the latter turns from an approximate to an exact eigenfunction of the Hamiltonian.

The quantum theory of resonances can be generalized to finite volume (in physical space), by coupling a discrete state to a quasi-continuum of states, i.e. to a set of closely-spaced levels (in energy space), rather than to a continuum [11]-[14]. In physical language, we may say that we consider ”resonances in a box”. As reasonably expected, the quantum theory of resonances at finite volume is considerably more elaborated than the standard theory at infinite volume, as typically an additional parameter enters the dynamics, namely the level spacing of the final decay states. As is often the case in physics, one can study either general properties of resonances in a box, or peculiar properties in specific resonance models, which one may eventually try to abstract later. In this paper we follow the second route, by studying the generalization of Winter model to finite volume [15], describing a small resonating cavity weakly coupled to a large one.

In general, there are various motivations to study resonances in a box, which are of different nature. There is certainly a mathematical-physics interest in that, as finite-volume models can be considered some sort of ”infrared regularization” of the original infinite-volume models. In general, quantum models describing resonances in a box exhibit a new and rich mathematical structure. We will study such structure in the case of Winter model at finite volume.

Resonances in a box also present peculiar quantum-mechanical interference phenomena, which do not occur in the usual, infinite-volume limit. Since the energy spectrum of a finite-volume model is discrete, quantum recurrence phenomena do occur: There exist large, but finite, times \( t_R \)’s, at which the wavefunction \( \psi(t) \) of the system comes arbitrarily close, in \( L^2 \) norm, to the initial wavefunction \( \psi_{\text{ini}} \equiv \psi(t_{\text{ini}}) \), \( \| \psi(t_R) - \psi_{\text{ini}} \| < \epsilon \ll 1 \). In physical terms, after very long, specific times, the unstable state approximately goes back to its initial form. In this context, one may study, for example, the distribution of the recurrence times \( t_R \)’s as functions of the parameters of the model, as well as of the properties of the initial state.

In the standard, infinite-volume case, if the initial wavefunction of the resonant state is orthogonal to the discrete spectrum of the model\(^1\), time evolution completely empties the initial state asymptotically. On the contrary, at finite volume (even in the case where the model, in the infinite volume limit, for example, has no discrete spectrum), limited-decay phenomena may occur, i.e. times where the amplitude in the initially occupied region (typically a cavity or a potential well) approximately vanishes, do not exist. In physical language, we may say that times at which (almost) all the particles of the system have

\(^1\)A trivial example is a model with no discrete spectrum, such as standard Winter model for \( g > 0 \), i.e. for a repulsive coupling.
decayed, do not exist.

As far as the phenomenological relevance is concerned, let us observe that, in many physical situations, the initial unstable state and/or the final decay products are subjected to space restrictions. Consider for example the $\beta$-decay of a nucleon (a proton or a neutron) inside a nucleus. The fact that the decaying nucleon is not isolated in space, but is contained in a bound state (and is surrounded by the other nucleons composing the nucleus), has substantial effects on its decay. These effects are often modeled by the so-called ”Fermi motion”, i.e. by assigning a simple momentum distribution of the nucleon inside the nucleus; A common choice is a Gaussian distribution with a tunable width (the nucleus is assumed to be at rest). That is equivalent to put the nucleon in a harmonic potential well (a harmonic trap). The general idea is that a particle in a bound state can be roughly described as a particle inside a box of proper size. This treatment of the initial bound state is obviously rather rough and phenomenological in nature; A detailed treatment of initial bound-state effects on nucleon decay is clearly much more complicated. In a shell model, for example, protons and neutrons are placed into one-particle states in potential wells, representing average nucleon interactions. The initial decaying nucleon $N$ is usually contained in the lowest-energy available state, while the produced nucleon $N'$ goes into one of the available low-energy states.

Let us also briefly discuss an example of decays in restricted volumes of space, coming from particle physics. The main decay mechanism of hadrons containing a heavy quark, i.e. in practice a charm or a beauty quark, is the fragmentation of the latter. Consider for example a $B^-$ meson, i.e. a meson composed of a beauty ($b$) quark and a light up anti-quark ($\bar{u}$). The main semileptonic decays of the $B^-$’s originate from the fragmentation of its constituent $b$ quark into a charm ($c$) quark and a lepton pair, such as for example

$$b \rightarrow c + e^- + \bar{\nu}_e,$$

where $e^-$ is an electron and $\bar{\nu}_e$ is an electron anti-neutrino. The fragmenting $b$ quark is immersed in the intense color field created by the $\bar{u}$ antiquark, which acts as a spectator of the fragmentation, and is contained in a small region $\approx 1$ Fermi ($1$ Fermi $= 10^{-13}$ cm). In the above decay, in order to form the real final hadronic states, the final $c$ quark must at the end combine with the spectator $\bar{u}$, or with eventual quarks or anti-quarks created from the vacuum by the strong interaction. Because of color confinement, all the quarks and antiquarks involved in the above decay do not move freely at asymptotic times ($t \rightarrow \pm \infty$), but come from initial-state hadrons (color-singlet bound states of quarks) and go into final-state hadrons. Taking into account initial and final bound-state effects is therefore crucial in order to understand the decays of heavy hadrons. Actually, there exists a popular model of hadrons, the so-called ”bag model”, in which the hadrons are modeled as almost-free sets of quarks contained in ”bags”, i.e. boxes of size $\approx 1$ Fm [16]. As already noted, a particle in a potential well can be described, to a first approximation, as a particle in a box. In the bag model, the dominant decay of a $B$ meson is described as the fragmentation of its constituent $b$ quark, treated as a free particle inside a box.

Further motivation to study resonances in a box comes from the possibility of creating them and observing their time evolution in nanostructures. This possibility has been discussed in detail in ref. [15], so we do not duplicate the discussion.
The paper is organized as follows. In section 2 we introduce the finite-volume generalization of Winter model. Standard Winter model [17]-[24] is a one-dimensional quantum-mechanical model, describing a non-relativistic particle contained in a resonant cavity having an impenetrable wall and a slightly penetrable one. The coupling of the model, let’s call it $g$, describes the penetrability of the latter wall, i.e. the coupling of the cavity to a half-line outside — the continuum. In the free limit, $g \to 0$, also the penetrable wall becomes impenetrable, so that the system decomposes into two non-interacting subsystems: a particle in an isolated cavity, i.e. a box (having a discrete spectrum only), and a particle in a half-line (having a continuous spectrum only). By going from the free limit $g = 0$ to the small-coupling domain, $0 < |g| \ll 1$, the box eigenstates disappear from the spectrum and, because of adiabatic continuity, turn into long-lived resonant states. The conclusion is that Winter model contains, in the weak-coupling domain, an infinite non-degenerate resonance spectrum. In the opposite situation of infinite coupling of the model, $g \to \infty$, the penetrable barrier completely disappears and the system reduces to a particle on a half line. Even though Winter model is not so realistic, it is the basic Hamiltonian model for analytic studies of resonance decays.

In ref.[15], Winter model has been generalized to a finite, large volume (length). We may say that the generalized model describes a small resonating cavity coupled to a large resonating cavity, the latter replacing the half line (having a continuum of states). If we denote by $N$ the ratio of the length of the large cavity over the small one, standard Winter model is recovered by sending to infinity the length of the large cavity, i.e. by taking the limit $N \to \infty$. In the infinite-coupling limit of the model, $g \to \infty$, the penetrable barrier disappears and the system reduces to a particle in a box of length equal to the sum of the cavities lengths. In the complementary free limit $g \to 0$, the two cavities completely decouple from each other, so that the system reduces to the union of two non-interacting cavities. A combined analysis of the limiting cases $g \to 0$ and $g \to \infty$ of finite-volume Winter model will offer us the possibility of understanding in qualitative way the interacting model, $0 < |g| < \infty$, which is our primary concern. In agreement with the general observation above, we may note that, while usual Winter model is a one-parameter model, namely the coupling $g$, its finite-volume generalization gives rise to a two-parameter model, the second parameter, $N$, being related to the density of the quasi-continuous spectrum.

In section 3 we study the momentum spectrum of finite-volume Winter model. Because of the reflecting walls, the momenta $k$ of the particle are defined up to a sign, so we can assume for example, without any generality loss, $k > 0$. Since the spectrum of the model is not degenerate, studying the momentum spectrum of the model is completely equivalent to studying the energy spectrum ($E = k^2$), but is technically more convenient. It turns out that the momentum spectrum of the particle has, in general, three different components. There is an exceptional component, with eigenvalues and eigenstates which do not depend on the coupling $g$. Such eigenfunctions also exist in the continuum limit (in momentum space), but in the latter case they have zero (Lebesgue) measure, so can be omitted. At finite-volume, the measure is discrete and such eigenfunctions cannot be neglected. Second, there is a resonant component of the spectrum, containing eigenfunctions having a pronounced resonant behavior for very small couplings. Finally, there is a non-resonant component, containing momentum eigenfunctions which do not exhibit any resonance be-
behavior at very small couplings. In some cases, the non-resonant eigenfunctions show a moderate resonance behavior for larger couplings (still smaller than one). We present a perturbative expansion, i.e. an expansion in powers of the coupling $g$, of the resonant and non-resonant momenta up to fifth order. These expansions will be useful later, when we will use them to check the correctness of new kinds of expansions.

In section 4 we review the physics of finite-volume Winter model in the large-volume limit $N \gg 1$ (in physical space) or, equivalently in the quasi-continuum limit in momentum (or energy) space, where the level spacing is $\approx 1/N \ll 1$. We will find properties of resonances at very large volumes, which we will try later to recognize also in the intermediate-volume cases. In other words, being at large $N$, we will easily identify finite-volume resonance properties, which later we will try to find also in the intermediate volume cases. In the usual (infinite volume) case, a given resonance $n$ such as, let’s say, the fundamental one ($n=1$), is related to a single generalized eigenfunction in the resonance spectrum. In the complex plane of the particle momentum (or of the energy), a resonance is represented by a simple pole $k_n = k_n(g) \in \mathbb{C}$, which is an analytic function of the coupling $g$. On the contrary, in the quasi-continuum case ($N \gg 1$), each resonance is related to a set of many different contiguous momentum eigenstates, containing a resonant levels and close non-resonant levels. In general, for each value of the coupling $g$ in the weak-coupling domain, the resonant behavior is exhibited by a single state of this set. By increasing $g$ from zero up to values reasonably smaller than one ($|g| \ll 1$), the resonant behavior is transferred from one state of this set to the other.

Sections 5-9 are devoted to the investigation of finite-volume Winter model for the specific values of $N = 1, 2, 3, 4$. These sections are the central ones of the paper, as they contain most of the original material. In ref. [15] finite-volume Winter model has been investigated mostly in the quasi-continuum case $N \gg 1$. In this paper we aim at studying this model in the complementary case, in which $N$ is fixed and is not much larger than one. With the techniques available to us, we will be able to investigate analytically the smallest-$N$ case $N=1$, the symmetric one, as well as the moderately large-$N$ cases $N=2, 3, 4$. By increasing $N$ in the above range, we will see how resonance dynamics progressively emerges from a simple quantum oscillating behavior of the $N=1$ model, in which the two resonant cavities have the same length.

In section 5 we consider finite-volume Winter model in the symmetric case $N = 1$. This is by far the simplest case, as it does not involve non-resonant levels, but only resonant and exceptional levels. We derive a high-energy expansion for the momenta of the particle which is, as far as we know, new. This expansion realizes an approximate resummation of the perturbative series for the particle momenta $k = k(g)$, to all orders in the coupling $g$. This perturbative, high-energy expansion turns out to be a posteriori a very good one, i.e. much better than expected. Surprisingly, the new expansion converges rather quickly with the order of approximation to the exact momenta, uniformly in the coupling $g \in \mathbb{R}$, even though it was derived by looking at the ordinary perturbative expansion, i.e. upon the assumption of weak coupling, $|g| \ll 1$. Furthermore, our expansion also works for low-energy states, even though it was constructed by assuming to be at high energy. The latter are two ”bonus” of our expansion, which allow us to say that we have come close to the exact analytic solution of finite-volume Winter model for the above values of $N$. We construct a first resummation scheme based on a function series expansion, which has a
clear physical limit, as well as a second scheme based on a recursion equation. A comparison between the two schemes is made. It turns out that the schemes exactly coincide at first order, i.e. at the lowest-order non-trivial approximation, while they slightly differ at higher orders. In the large-coupling region ($|g| \gg 1$), the recursive scheme is perhaps better than the function-series one. That is because the recursive scheme realizes an approximate resummation of the function series; In a suggestive language, it "resums the resummation" realized by the function-series expansion.

It is clear that finite-volume Winter model for $N = 1$ cannot be considered, in any sense, a large-$N$ approximation of standard Winter model ($N = \infty$). In particular, if we consider the time evolution of an initial box eigenfunction contained in one of the two cavities, we do not expect the existence a temporal region where an approximate exponential decay with time occurs. The $N = 1$ model simply describes an oscillating system, as the amplitude is constantly transferred with time, back and forth, from one cavity to the other.

In section 6 we consider finite-volume Winter model in the double case $N = 2$, in which the large cavity is two times larger than the small one. By going from $N = 1$ to $N = 2$, we encounter, for the first time, the non-resonant levels, which did not exist at $N = 1$. At $N = 2$, the level density of the large cavity (in momentum space) is two times larger than the density of the small cavity, so that resonant and non-resonant levels alternate, i.e. separate each other. The non-resonant levels do not exhibit a resonant behavior in any coupling region. Even though $N = 2$ cannot be reasonably considered a large number, this case can be thought of as the lowest-$N$ case where some mild resonance dynamics may be expected. The high-energy expansion constructed for the resonant momenta in the previous $N = 1$ model, is extended to the $N = 2$ case, both for resonant as well as non-resonant levels. Both resummation schemes are used and simple analytic formulae are obtained.

In section 7 we discuss, in general and abstract form, the method for resumming the perturbative series of the particle momenta, based on a high-energy expansion. We decided to insert this section before the sections devoted to the cases $N = 3$ and $N = 4$, because the latter (especially the case $N = 4$) are much more complex and ramified than the cases $N = 1$ and $N = 2$. Very cumbersome and not-intuitive formulae are indeed obtained in the $N = 3, 4$ cases. For the derivation of the high-energy expansion in the $N = 3, 4$ cases, it is therefore convenient to refer to a general abstract, previously constructed, scheme.

In section 8 we consider finite-volume Winter model in the triple case $N = 3$, in which the large cavity is three times larger than the small one. By going from $N = 2 \mapsto 3$, the main novelty is the "differentiation" of the non-resonant levels. A resonance of standard Winter model is naturally associated, in the $N = 3$ model, to triplets of states, consisting of a resonant level and two contiguous non-resonant levels. The latter exhibit indeed a mild resonant behavior. In general, the transition $N = 2 \mapsto 3$ is a significant one and a much closer behavior to the infinite-volume limit ($N = \infty$) is expected at $N = 3$ than at $N = 2$.

In section 9 we consider finite-volume Winter model in the quadruple case $N = 4$. This is the largest-$N$ case which we can treat with our method by means of elementary functions. The extension of our method to the cases $N > 4$ would indeed require the introduction of special functions. The qualitative changes of the momentum spectrum by going from $N = 3$ to $N = 4$ are noticeable, but are not as great as in the transitions $N = 1 \mapsto 2$ or $N = 2 \mapsto 3$. At $N = 4$, there are three non-resonant levels for each resonant level and a further differentiation of the non-resonant levels occurs. A resonance of the continuum
\( (N = \infty) \) is naturally associated, at \( N = 4 \), to a triplet of states, as in the case \( N = 3 \). In going from \( N = 3 \) to \( N = 4 \), the main qualitative change is the occurrence of new non-resonant levels, which do not show a resonant behavior in any coupling region, and which have the role of separating different resonance triplets.

Finally, section 10 contains the conclusion of our analysis, together with a discussion about possible future developments. The extension of our high-energy expansions to the cases \( N > 4 \) is in principle feasible, but it requires the introduction of special functions, as the zeros of general polynomials of degree \( N \) have to be computed. A natural evolution of our analysis also involves the computation of the temporal evolution of initial box eigenfunctions contained in the small cavity. The occurrence of the typical signal of resonance decay, namely an exponential decay with time, can be explicitly investigated. One can also study recurrence and limited-decay phenomena, as well as small-time decay effects (the so-called Zeno effect).

The paper also contains three appendices, presenting material which, we believe, can be useful to many (potential) readers. In appendix A we derive a general formula for the reduction of the tangent of a multiple angle, namely \( \tan(N\pi k) \) with \( N \) integer, to a rational function in \( \tan(\pi k) \) (of degree \( N \)). This formula allows the transformation of the transcendental equation determining the momentum spectrum of the model, to an algebraic equation in \( \tan(\pi k) \) of degree \( N \). This reduction is a crucial step in our method for analytically evaluating the model spectrum.

In appendix B we derive the formula for solving a general third-order algebraic equation, i.e. with general complex coefficients — the so called third-order Cardano’s formula. This formula, containing nested squared and cubic roots, is needed to determine the momentum spectrum of the \( N = 3 \) model. It is much more complicated than the standard formula for solving second-order equations. In particular, even if the coefficients and the zeroes of the equation are all real (the so-called irreducible case), the roots can be obtained only by passing through the complex numbers.

Finally, in appendix C we present a sketchy derivation of the formula for the zeroes of a general fourth-order algebraic equation, given by the fourth-order Cardano’s formula. Within our expansion method, this formula is essential to determine the momentum spectrum of the \( N = 4 \) model. We decided to devote two separate appendices to the derivation of the third-order and the fourth-order Cardano’s formulæ, because the latter are not so often used in physics.

2 Winter model at finite volume

In this paper we study Winter (or \( \delta \)-shell) model, generalized at finite volume, whose Hamiltonian operator, after proper rescaling, may be written:

\[
\hat{H} = -\frac{\partial^2}{\partial x^2} + \frac{1}{\pi g} \delta(x - \pi); \quad 0 \leq x \leq L;
\]  

(2)

where \( L > \pi \) is the total length of the system and \( g \neq 0 \) is a real coupling constant. Vanishing boundary conditions are imposed to the wavefunction of the particle \( \psi(x; t) \) at
the boundary points:
\[
\psi(x = 0; t) \equiv 0; \quad \psi(x = L; t) \equiv 0; \quad -\infty < t < +\infty. \tag{3}
\]

Note that the Hamiltonian operator above is written in such a way that it has a simple pole in the free limit \( g \to 0 \).

To simplify the computations, let us assume that the total length of the system \( L \) is an exact integer multiple of \( \pi \), the small cavity length:
\[
L = M\pi; \quad M = 2, 3, 4, \ldots. \tag{4}
\]

This choice is sufficiently general to allow the study of the infinite-volume limit by taking the limit \( M \to \infty \), as well as the study of the quasi-continuum case \( M \gg 1 \).

The system drastically simplifies in two limiting cases given by: 1) the strong-coupling limit \( g \to \infty \) and 2) the free limit \( g \to 0 \), which are treated separately in the next two sections.

### 2.1 The strong-coupling limit \( g \to \infty \)

In the strong (infinite) coupling limit \( g \to \infty \), the Hamiltonian operator of Winter model simplifies into the Hamiltonian operator of a free particle in the segment \([0, L]\), with vanishing boundary conditions:
\[
\hat{H}_{g=\infty} = -\frac{\partial^2}{\partial x^2}; \quad 0 \leq x \leq L; \tag{5}
\]

with:
\[
\psi(x = 0; t) \equiv 0; \quad \psi(x = L; t) \equiv 0; \quad -\infty < t < +\infty. \tag{6}
\]

This system has a non-degenerate discrete spectrum with quantized momenta
\[
k = k_s = \frac{s}{M}; \tag{7}
\]

energies
\[
\epsilon_s = k_s^2 = \frac{s^2}{M^2}; \tag{8}
\]

and normalized eigenfunctions
\[
\psi_s(x, t) = \sqrt{\frac{2}{L}} \sin \left( \frac{s x}{M} \right) \exp \left( -i \frac{s^2}{M^2} t \right); \tag{9}
\]

where the index \( s \) is a (strictly) positive integer,
\[
s = 1, 2, 3, \ldots. \tag{10}
\]

The spacing of momentum levels is constant and is given by:
\[
\delta k_s \equiv k_{s+1} - k_s = \frac{1}{M}. \tag{11}
\]
Note that, when the index \( s \) is a multiple of the total system length \( M \) (in units of \( \pi \)),
\[
s = nM; \quad n = 1, 2, 3, \cdots,
\]
the particle momentum \( k \) is integer:
\[
k_{s=nM} = n.
\]
The corresponding eigenfunction,
\[
\psi_{s=nM}(x, t) = \sqrt{\frac{2}{L}} \sin (nx) \exp (-in^2t),
\]
exactly vanishes at the potential wall at \( x = \pi \) of the general model (\(|g| < \infty\)). The above eigenfunctions, which do not "see" the Dirac \( \delta \)-potential with support at \( x = \pi \), are also eigenfunctions of the general finite-volume model, as we are going to see later.

2.2 The free limit \( g \to 0 \)

In the free limit \( g \to 0 \), the potential wall, located at \( x = \pi \), becomes impenetrable, implying the vanishing of wavefunctions at this point:
\[
g \to 0 \quad \Rightarrow \quad \psi(x = \pi; t) \equiv 0; \quad -\infty < t < +\infty.
\]
Therefore, in this limit, the system decomposes into the following two non-interacting subsystems:

1. A particle in the box \([0, \pi]\), having a non-degenerate discrete spectrum only, with particle momenta
\[
k = k_n = n,
\]
and corresponding (normalized to one) eigenfunctions
\[
\psi_n(x, t) = \sqrt{\frac{2}{\pi}} \sin(nx) \exp (-in^2t); \quad 0 \leq x \leq \pi;
\]
where the index \( n \) is a positive integer,
\[
n = 1, 2, 3, \cdots.
\]
The momentum spacing is constant and equal to one:
\[
\Delta k_n \equiv k_{n+1} - k_n = 1;
\]

2. A particle in the box \([\pi, L]\), with \( L = M\pi = (N+1)\pi \), having a non-degenerate discrete momentum spectrum
\[
p = p_h = \frac{h}{N};
\]
and normalized (to one) eigenfunctions

\[ \phi_h(x, t) = \sqrt{\frac{2}{N\pi}} \sin \left[ \frac{h(x - \pi)}{N} \right] \exp \left( -i \frac{h^2}{N^2} t \right); \quad \pi \leq x \leq L; \quad (21) \]

where the index \( h \) is a positive integer,

\[ h = 1, 2, 3, \ldots, \quad (22) \]

and

\[ N \equiv M - 1 = 1, 2, 3, \ldots \quad (23) \]

is the length of the large cavity \([\pi, M\pi]\) in units of (i.e. divided by) \( \pi \).

Note that, if the index \( h \) is a multiple of \( N \),

\[ h = nN; \quad n = 1, 2, 3, \ldots; \quad (24) \]

the momentum \( p_h \) of the particle in the large cavity is exactly integer,

\[ p_{nN} = n, \quad (25) \]

being therefore equal to an allowed momentum of the small cavity. Since

\[ \sin[n(x - \pi)] = (-1)^n \sin(nx), \quad (26) \]

we obtain, in this case, smooth eigenfunctions at the point \( x = \pi \), which coincide with the eigenfunctions of the infinite-coupling limit with \( s = nM \).

Also in this case the momentum spacing is constant and is given by:

\[ \Delta p_h \equiv p_{h+1} - p_h = \frac{1}{N}. \quad (27) \]

As expected, \( \Delta p \equiv \Delta p_h \) tends to zero in the infinite-volume limit \( N \to \infty \). Note also that \( \Delta p \) is larger than the momentum spacing \( \delta k \) of the infinite-coupling limit which, as we have seen, is given by \( \delta k = 1/M = 1/(N + 1) \). This fact, combined with the degeneracy of the zero-coupling limit at integer momenta, implies that the average level density in momentum space,

\[ \frac{\Delta n}{\Delta k}, \quad (28) \]

is the same in both limits \([15]\).

The norm of a wavefunction \( \psi(x) \) of the total system (small cavity + large cavity) is naturally defined, in the free limit \( g \to 0 \), as:

\[ ||\psi||^2 \equiv \int_0^\pi |\psi(x)|^2 \, dx + \int_\pi^L |\psi(x)|^2 \, dx. \quad (29) \]
Note that one can consider, in particular, wavefunctions identically vanishing in the large cavity, for which

$$\|\psi\|^2 = \int_0^{\pi} |\psi(x)|^2 \, dx, \quad \psi(x) \equiv 0 \text{ for } \pi < x < L, \tag{30}$$

as well as wavefunctions identically vanishing in the small cavity, for which

$$\|\psi\|^2 = \int_{\pi}^{L} |\psi(x)|^2 \, dx, \quad \psi(x) \equiv 0 \text{ for } 0 < x < \pi. \tag{31}$$

Of course, the wavefunction cannot identically vanish on both cavities (the particle has to be somewhere in the segment $[0, L]$).

If we consider time-dependent wavefunctions, i.e. $\psi = \psi(x, t)$, in the free limit $g \to 0$, as already noted, the potential barrier at $x = \pi$ becomes impenetrable, so that there are no transitions among the cavities with time, implying that:

$$\frac{d}{dt} \int_0^{\pi} |\psi(x, t)|^2 \, dx = 0; \quad \frac{d}{dt} \int_{\pi}^{L} |\psi(x, t)|^2 \, dx = 0. \tag{32}$$

The momentum (or energy) spectrum of the free limit ($g \to 0$) of finite-volume Winter model is degenerate. Indeed, the momentum (or energy) eigenfunction

$$\psi_S(x) \equiv \sqrt{\frac{2}{\pi}} \theta(\pi - x) \sin(nx), \quad n = 1, 2, 3, \cdots, \tag{33}$$

identically vanishing in the large cavity, has exactly the same momentum $k = n$ (or energy $E = n^2$) of the eigenfunction

$$\psi_L(x) \equiv \sqrt{\frac{2}{\pi N}} \theta(x - \pi) \sin(nx), \tag{34}$$

identically vanishing in the small cavity. The function (formally, distribution) $\theta(y) \equiv 1$ for $y > 0$ and zero otherwise is the standard Heaviside step function.

### 2.3 Generic values of the coupling $g$

Having discussed in some depth the two limiting cases $g \to \infty$ and $g \to 0$ of finite-volume Winter model, we can understand some qualitative properties of the spectrum of the model for generic values of $g$. Because of continuity, for a small but non-zero coupling,

$$0 < g \ll 1, \tag{35}$$

the eigenfunctions $\psi(x)$ of the system are small, but do not vanish exactly anymore, at the potential support,

$$0 < |\psi(x = \pi)| \ll 1. \tag{36}$$
As a consequence, the small-cavity eigenstates weakly interact with the large-cavity ones and the probabilities for the particle of being inside the small cavity or inside the large one are no more constant with time.

In the large-coupling region, $g \gg 1$, the potential barrier is low and is not capable, for example, of keeping the particle inside the small cavity for some time. Therefore Winter model at finite volume does describe resonances in a box only in the small-coupling region, as it happens at infinite volume, in complete agreement with physical intuition.

3 Spectrum

Finite-volume Winter Model has a discrete (or point) spectrum only. The eigenfunctions of the system are naturally classified according to whether:

1) They do (exactly) vanish at the point $x = \pi$, where the $\delta$-potential is supported, i.e. it is concentrated,

$$\psi(x = \pi) \equiv 0.$$  \hspace{1cm} (37)

In this case we have the "exceptional" part of the spectrum;

2) They do not (exactly) vanish at this point,

$$\psi(x = \pi) \neq 0.$$  \hspace{1cm} (38)

In this case we have instead the "normal" part of the spectrum.

Let us consider these two components in the next sections.

3.1 Exceptional spectrum

It is immediately checked that the (normalized) wavefunctions

$$\varphi_n(x) = \sqrt{\frac{2}{L}} \sin(p_n x); \quad 0 \leq x \leq L;$$  \hspace{1cm} (39)

having the exactly-integer momenta,

$$p_n \equiv n = 1, 2, 3, \ldots,$$  \hspace{1cm} (40)

form an infinite sequence of eigenfunctions of finite-volume Winter model. Note that the eigenvalues $p_n$'s, as well as the related eigenfunctions $\varphi_n(x)$'s, do not depend on the coupling $g$, because the $\varphi_n(x)$'s exactly vanish at the point $x = \pi$.

3.2 Normal spectrum

The normal eigenfunctions, as functions of the (still unrestricted) momentum $k$, are given by:

$$\psi(k; x) = N_N(k) \left\{ \theta(\pi - x) \sin(\pi Nk) \sin(kx) + \theta(x - \pi) \sin(\pi k) \sin[k(L - x)] \right\};$$  \hspace{1cm} (41)
As already defined, \( N \) is the length, divided by \( \pi \), of the segment \([\pi, L]\), i.e. the length of the large cavity \([\pi, L]\) (to which the small cavity \([0, \pi]\) is coupled for \( g \neq 0 \)). By normalizing to one the above eigenfunction, the normalization constant \( \mathcal{N}_N(k) \) turns out:

\[
\mathcal{N}_N(k) \equiv \left\{ \sin^2(\pi Nk) \left[ \frac{\pi}{2} - \frac{\sin(2\pi k)}{4k} \right] + \sin^2(\pi k) \left[ \frac{\pi N}{2} - \frac{\sin(2\pi Nk)}{4k} \right] \right\}^{-1/2}. \tag{42}
\]

It is trivial to check that the eigenfunction in eq. (41) verifies the boundary conditions, i.e. that it vanishes both at \( x = 0 \) and at \( x = L = (N+1)\pi \), for any value of \( k \) and \( N \). It is also immediate to check that \( \psi(k; x) \), as a function of \( x \), is continuous across the point \( x = \pi \).

The equation for the quantization of the particle momentum \( k \) reads:

\[
\sin[\pi(N + 1)k] + \frac{\sin(\pi k) \sin(\pi N k)}{g \pi k} = 0 \quad (g \neq 0). \tag{43}
\]

By assuming that \( k \) is not a fraction of the form \( s/N \), where \( s \) is an integer, we can divide eq. (43) by the numerator of the second term on its left-hand-side (l.h.s.), obtaining the simpler equation

\[
\cot(\pi k) + \cot(\pi N k) + \frac{1}{\pi g k} = 0 \quad (g \neq 0). \tag{44}
\]

The above equation can be explicitly solved with respect to the variable (coupling) \( z \equiv -g \) as:

\[
z = h_N(w); \tag{45}
\]

where:

\[
h_N(w) \equiv \frac{1}{w [\cot(w) + \cot(Nw)]}; \tag{46}
\]

with:

\[
w \equiv \pi k. \tag{47}
\]

Because of the presence of cotangent functions in \( h_N(w) \), namely of the ”block”

\[
\cot(w) + \cot(Nw), \tag{48}
\]

which is periodic in \( w \) of period,

\[
T = \pi, \quad \text{(49)}
\]

the function \( z = h_N(w) \) is not one-to-one. That implies that the formal inverse,

\[
w = h^{-1}_N(z) \equiv f_N(z) \tag{50}
\]

is a multi-valued function of \( z \), having an infinite number of branches.

By means of a simple trigonometric transformation, the above function can also be written in the alternative form:

\[
h_N(w) = \frac{\sin(w) \sin(Nw)}{w \sin[(N + 1)w]}, \tag{51}
\]
According to the above representation, \( h_N(w) \) is a meromorphic function of \( w \) with simple poles at the momenta of the form

\[
w = \pi \frac{h}{N + 1}, \quad h \notin (N + 1)\mathbb{Z};
\]  

(52)

namely \( h \) an integer not multiple of \( N + 1 \), so that \( w \) is not an integer times \( \pi \). As usual,

\[
\mathbb{Z} \equiv \{\ldots, -2, -1, 0, +1, +2, +3, \ldots\}
\]

(53)
is the ring of the integers, so that \((N + 1)\mathbb{Z}\) is the set of all the multiples of \( N + 1 \). The above values of the momentum correspond to the infinite-coupling limit \( z \to \infty \) (no potential barrier at all).

The allowed momenta \( k \) (or, equivalently, \( w \)) of the particle are the real solutions of eq. (44), determining the coupling-dependent, non-integer momenta of the model. Since, according to this equation, the momentum \( k \) of a given eigenfunction is a continuous (actually differentiable) function of the coupling \( g \), let us consider this momentum as a function of the coupling: \( k = k(g) \). In the free limit, \( g \to 0 \), the function

\[
\frac{1}{\pi g k}
\]

(54)
diverges, implying that at least one of the cotangent functions in eq. (44) diverges. Equivalently, the function \( z = h_N(w) \) has simple zeroes at the momenta

\[
w = \pi \frac{s}{N}, \quad s \notin \mathbb{Z}^* \equiv \mathbb{Z} \setminus \{0\},
\]

(55)
namely \( w \) not a non-zero integer times \( \pi \). The above values of the particle momentum are the free-theory \( (z \to 0) \) momenta, where the potential barrier separating the cavities becomes impenetrable.

### 3.2.1 Resonant case

Since \( N \) is assumed to be an integer if, in the limit \( g \to 0 \), the particle momentum tends to an integer,

\[
k \mapsto n = 1, 2, 3, \ldots,
\]

(56)
then both cotangent functions in eq. (44) diverge; We say that, in this case, both cavities resonate. Because of continuity, for \( |g| \ll 1 \), we expect the momentum \( k \) to be close to an integer, i.e. to be of the form:

\[
k = n (1 + \Delta_n);
\]

(57)
where \( \Delta_n \) is a very small momentum correction:

\[
|\Delta_n| \ll 1.
\]

(58)
The eigenvalue equation (44) simplifies in this case to the equation:

\[
cot(\pi n \Delta_n) + \cot(\pi nN \Delta_n) + \frac{1}{\pi gn(1 + \Delta_n)} = 0;
\]

(59)
where we have taken into account the π-periodicity of both the cotangent functions. One then assumes a power-series expansion in $g$ for $\Delta_n$:

$$\Delta_n = \Delta_n(g; N) = \sum_{l=1}^{\infty} c_n^{(l)}(N) g^l,$$

and replaces the latter on the l.h.s. of eq.(59). Both cotangent functions are then Laurent expanded around the origin according to:

$$\cot(x) = \frac{1}{x} - \frac{x}{3} - \frac{x^3}{45} - \frac{2}{945} x^5 + \cdots; \quad |x| < \pi.$$  

(61)

By recursively imposing that the coefficients of the different powers of $g$ in the momentum equation are zero, one obtains for the lowest-order coefficients:

$$c_n^{(1)}(N) = -\left(1 + \frac{1}{N}\right);$$

$$c_n^{(2)}(N) = +\left(1 + \frac{1}{N}\right)^2;$$

$$c_n^{(3)}(N) = +\left(1 + \frac{1}{N}\right)^3 \left(\frac{\nu^2}{3} N - 1\right) = +\frac{1}{3} \nu^2 N + \nu^2 - 1 + \frac{\nu^2 - 3}{N} + \frac{\nu^2 - 9}{3N^2} - \frac{1}{N^3};$$

$$c_n^{(4)}(N) = -\left(1 + \frac{1}{N}\right)^4 \left(\frac{4}{3} \nu^2 N - 1\right);$$

$$c_n^{(5)}(N) = +\frac{1}{45} \left(1 + \frac{1}{N}\right)^5 \left[\nu^4 N^3 - 11\nu^4 N^2 + \nu^2 (150 + \nu^2) N - 45\right];$$

where we have defined

$$\nu \equiv \pi n.$$  

(63)

Let us briefly comment on the above formulae. The first three orders have been computed in [15], while the fourth and the fifth orders are new. Odd powers of $\nu$ are absent from the above formulae. By looking at the form of the above coefficients, we find it convenient to define the new coupling

$$\zeta \equiv -\left(1 + \frac{1}{N}\right) g.$$  

(64)

The two lowest-order coefficients do not depend on $n$, the resonance index, and $N$ only appear as a positive power of $1/N$. Things dramatically change from third order included on: In this case the coefficients also depend explicitly on $n$ and terms proportional to $N$, as well as to $1/N$, do appear. To be specific, $c_n^{(3)}(N)$ and $c_n^{(4)}(N)$ contain terms proportional to $N$ of the form, respectively,

$$\frac{1}{3} \nu^2 N; \quad -\frac{4}{3} \nu^2 N.$$  

(65)
The fifth-order coefficient, $c^{(5)}_n(N)$, once removed the overall factor $(1 + 1/N)^5$, is a third-order polynomial in $N$, with the leading term in $N$

$$\frac{1}{45} \nu^4 N^3.$$

(66)

Such contributions to the coefficients of the perturbative series, power enhanced for $N \gg 1$, occur at any order in $g$. They tend to spoil the convergence of the (necessarily truncated) ordinary perturbative series. However, it is possible to resum such enhanced terms to all orders in $g$, obtaining an improved perturbative expansion, which allows to consistently describe the large-$N$ cases [15].

Putting pieces together, the ordinary perturbative expansion for a resonant level finally reads:

$$k = k_n(g; N) = n \left[ 1 + \Delta_n(g; N) \right] = n \left[ 1 + \sum_{i=1}^{\infty} g^i c_n^{(i)}(N) \right].$$

(67)

As it stems from the above formula:

$$\lim_{g \to 0} k_n(g; N) = n;$$

(68)

i.e. the correct limit is obtained in the free limit. In the weak-coupling regime, it is natural to label a given momentum level, thought as a function of the coupling $g$, by means of the value assumed for $g \to 0$.

### 3.2.2 Non-resonant case

If, for $g \to 0$, the particle momentum $k$ tends instead to a non-apparent fraction of the form $s/N$,

$$g \to 0: \quad k \mapsto \frac{s}{N} = \frac{1}{N}, \frac{2}{N}, \frac{3}{N}, \ldots, \frac{N-1}{N}, \frac{N+1}{N}, \ldots,$$

(69)

where $s$ is a positive integer which is not a multiple of $N$,

$$s \neq 0, N, 2N, 3N, \cdots,$$

(70)

then only the function $\cot(\pi N k)$ in eq. (44) diverges; In this case, only the large cavity resonates. By considering the small cavity, we call the above $k$’s non-resonant momenta. By means of the euclidean division of $s$ by $N$, one can write

$$s = n N + l;$$

(71)

where $n$ is the quotient and $l$ in the (non-zero) remainder. One can take for these indices, for example, the ranges$^2$

$$n = 0, 1, 2, \cdots; \quad l = 1, 2, \cdots, N - 1.$$

(73)

$^2$An equivalent choice for these indices (which is preferable in resonance studies, as we are going to see in the next section) involves a (quasi-)symmetric remainder:

$$n = 1, 2, 3, \cdots; \quad -\frac{N}{2} < l \leq +\frac{N}{2}; \quad l \neq 0.$$

(72)
In the weak-coupling regime, \(|g| \ll 1\), we assume for the non-resonant momenta \(k\) an expression of the form

\[
k = k_{s/N}(g; N) = \frac{s}{N} \left[1 + \Delta_{s/N}(g; N)\right]; \quad |\Delta_{s/N}(g; N)| \ll 1. \quad (74)
\]

By replacing the above expression in eq. (44), one obtains the (still exact) non-resonant momentum equation

\[
\cot \left[\frac{\pi s}{N} + \frac{\pi s}{N} \Delta_{s/N}(g; N)\right] + \cot \left[\pi s \Delta_{s/N}(g; N)\right] + \frac{N}{\pi g s \left[1 + \Delta_{s/N}(g; N)\right]} = 0. \quad (75)
\]

As remarked above,

\[
\lim_{g \to 0} \cot \left[\pi k_{s/N}(g; N)\right] = \cot \left(\frac{\pi s}{N}\right) = \cot \left(\frac{\pi l}{N}\right); \quad (76)
\]

where the r.h.s. of the above equation is a (finite) constant. As in the resonant case, we assume for the momentum correction an ordinary power series expansion in \(g\):

\[
\Delta_{s/N}(g; N) = \sum_{h=1}^{\infty} g^h c_{n+l/N}^{(h)}(N). \quad (77)
\]

The lowest-order coefficients of the perturbative expansion have the following explicit expressions:

\[
c_{n+l/N}^{(1)}(N) = -\frac{1}{N}; \quad (78)
\]

\[
c_{n+l/N}^{(2)}(N) = +\frac{\pi}{N} \left(n + \frac{l}{N}\right) \cot \left(\frac{\pi l}{N}\right) + \frac{1}{N^2};
\]

\[
c_{n+l/N}^{(3)}(N) = -\frac{\pi^2}{N} \left(1 - \frac{1}{N}\right) \left(n + \frac{l}{N}\right)^2 \cot^2 \left(\frac{\pi l}{N}\right) + \\
-\frac{3\pi}{N^2} \left(n + \frac{l}{N}\right) \cot \left(\frac{\pi l}{N}\right) + \frac{\pi^2}{3N} \left(1 + \frac{3}{N}\right) \left(n + \frac{l}{N}\right)^2 - \frac{1}{N^3};
\]

\[
c_{n+l/N}^{(4)}(N) = \frac{\pi^3}{N} \left(1 + \frac{3}{N} + \frac{1}{N^2}\right) \left(n + \frac{l}{N}\right)^3 \cot^3 \left(\frac{\pi l}{N}\right) + \\
+\frac{2\pi^2}{N^2} \left(3 - \frac{2}{N}\right) \left(n + \frac{l}{N}\right)^2 \cot^2 \left(\frac{\pi l}{N}\right) + \\
-\frac{\pi}{N} \left[\pi^2 \left(1 + \frac{3}{N} - \frac{1}{N^2}\right) \left(n + \frac{l}{N}\right)^2 - \frac{6}{N^2}\right] \left(n + \frac{l}{N}\right) \cot \left(\frac{\pi l}{N}\right) + \\
-\frac{4\pi^2}{3N^2} \left(1 + \frac{3}{N}\right) \left(n + \frac{l}{N}\right)^2 + \frac{1}{N^4};
\]
\[ c_{n+l/N}(N) = -\frac{\pi^4}{N} \left( 1 - \frac{6}{N} + \frac{6}{N^2} - \frac{1}{N^3} \right) \left( n + \frac{l}{N} \right)^4 \cot^4 \left( \frac{\pi l}{N} \right) + \]
\[ - \frac{5\pi^3}{N^2} \left( 2 - \frac{4}{N} + \frac{1}{N^2} \right) \left( n + \frac{l}{N} \right)^3 \cot^3 \left( \frac{\pi l}{N} \right) + \]
\[ + \frac{2\pi^2}{N} \left[ \frac{\pi^2}{3} \left( 3 + \frac{7}{N} - \frac{12}{N^2} + \frac{2}{N^3} \right) \left( n + \frac{l}{N} \right)^2 - \frac{5}{N^2} \left( 2 - \frac{1}{N} \right) \right] \times \]
\[ \times \left( n + \frac{l}{N} \right)^2 \cot^2 \left( \frac{\pi l}{N} \right) + \]
\[ + \frac{5\pi}{N^2} \left[ \frac{\pi^2}{3} \left( 4 + \frac{12}{N} - \frac{3}{N^2} \right) \left( n + \frac{l}{N} \right)^2 - \frac{2}{N^2} \right] \left( n + \frac{l}{N} \right) \cot \left( \frac{\pi l}{N} \right) + \]
\[ - \frac{\pi^4}{15N} \left( 3 + \frac{20}{N} + \frac{30}{N^2} - \frac{5}{N^3} \right) \left( n + \frac{l}{N} \right)^4 + \]
\[ + \frac{10\pi^2}{3N^3} \left( 1 + \frac{3}{N} \right) \left( n + \frac{l}{N} \right)^2 - \frac{1}{N^5}. \]

The first three orders have been computed in [15], while the fourth and the fifth orders are new. The cotangent function always appears in the "block"
\[ \left( n + \frac{l}{N} \right) \cot \left( \frac{\pi l}{N} \right) = \left( n + \frac{l}{N} \right) \cot \left[ \pi \left( n + \frac{l}{N} \right) \right]. \quad (79) \]

By increasing the order of the expansion, the expression of the coefficients becomes quickly very cumbersome. The coefficient of order \( n \) is a polynomial of order \( n - 1 \) in \( \cot (\pi l/N) \).

Note that the first-order coefficient \( c_{n+l/N}^{(1)}(N) = -1/N \) is suppressed by a factor \( 1/(N+1) \) with respect to the first-order resonant coefficient \( c_n^{(1)}(N) = -1 - 1/N \). In the latter coefficient, we may think that the contributions \(-1\) and \(-1/N\) originate from the small and the large cavity respectively.

Note that the function \( \cot (\pi l/N) \) becomes very large in the quasi-continuum limit \( N \gg 1 \) for the non-resonant levels close to the resonant ones, i.e. for:
\[ 0 < |l| \ll N. \quad (80) \]

One has indeed:
\[ \cot \left( \frac{\pi l}{N} \right) \approx \frac{N}{\pi l} \gg 1. \quad (81) \]

Therefore there are \( N \)-enhanced contributions to the coefficients of the perturbative series also of the non-resonant levels, which are close to the resonant ones. Such enhanced terms can be resummed to all orders in \( g \) also in this case [15].

The perturbative expansion for non-resonant momenta finally reads:
\[ k = k_{n+l/N}(g; N) = \left( n + \frac{l}{N} \right) \left[ 1 + \sum_{i=1}^{\infty} g^i c_{n+l/N}^{(i)}(N) \right] \quad (l \neq 0). \quad (82) \]
As in the resonant case, it is natural to label the curve of a given momentum level \( k = k(g) \) in the \( g-k \) plane by means of the value assumed in the free limit, i.e.

\[
k = k_{s/N}(g; N);
\]

with:

\[
\lim_{g \to 0} k_{s/N}(g; N) = \frac{s}{N}. \tag{84}
\]

4 Physics of the model in the quasi-continuum limit \((N \gg 1)\)

In this section we try to explain resonance dynamics of finite-volume Winter model in the quasi-continuum limit \((N \gg 1)\) in a simple way. As we are going to show, while the analysis is necessarily rather long and detailed (at our present understanding of the matter), the physical conclusions are very simple.

As well known from resonant scattering theory \([6]\), there are two typical resonant behaviors:

1. The production cross section of the resonance, \( \sigma_{res} = \sigma_{res}(E) \), having a high and thin peak as the function of the initial (real) energy \( E \), as we cross the resonance mass (or energy) \( M \):

\[
\sigma_{res}(E) \approx \frac{c^2}{(E - M)^2 + \Gamma^2/4}, \quad |E - M| \leq \Gamma, \tag{85}
\]

where \( \Gamma > 0 \) is the decay width and \( c \) is a real constant specifying the coupling of the initial state to the resonance.

2. The phase of the resonant state, \( \delta = \delta(E) \), quickly crossing the value \( \pi/2 \) (modulo \( \pi \)), again as a function of the initial energy \( E \), when we cross the resonance mass \( M \):

\[
\delta(E) \approx \arctan \left[ \frac{\Gamma}{2(M - E)} \right]. \tag{86}
\]

Indeed:

\[
\lim_{E \to M} \delta(E) = \frac{\pi}{2} \pmod{\pi} \tag{87}
\]

and

\[
\frac{d\delta}{dE} = \frac{\Gamma}{2} \frac{1}{(E - M)^2 + \Gamma^2/4} \implies \frac{2}{\Gamma} \gg 1 \quad \text{for } E \to M \tag{88}
\]

when \( \Gamma \ll 1 \).

Both above behaviors are obtained with a resonant amplitude \( A_{res} \) having, as a function of the complex energy \( E \), a simple pole at \( M - i\Gamma/2 \) with residue equal to \( c \):

\[
A_{res} \approx \frac{c}{E - M + i\Gamma/2}. \tag{89}
\]
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Figure 1: Plot of the momentum $k$ of the first resonance ($n = 1, l = 0$) and of the ten closest non-resonant levels ($n = 1, l = \pm 1, \pm 2, \pm 3, \pm 4, \pm 5$), as functions of the coupling $z \equiv -g$. The first exceptional level $k_{\text{exc}} \equiv 1$ is also plotted (the black dotted line, overlapping with the $x$-axis). The levels with $l < 0$ are dashed and have the same color of the corresponding $l > 0$ levels; For example, the red dashed line is the plot of the $l = -1$ level.

We have indeed:

$$
\sigma_{\text{res}} \approx |A_{\text{res}}|^2; \quad \tan(\delta) \approx \frac{\text{Im}(A_{\text{res}})}{\text{Re}(A_{\text{res}})}.
$$

(90)

Our aim is to identify the resonant behavior in finite-volume Winter model. The above effects cannot be used in a straightforward manner because, in our case, the energy $E$ cannot be varied continuously, as the energy spectrum is discrete. The idea is to consider a whole set of momentum levels $k = k_{n+1/N}(z)$ for a given value of $n$ (specifying the resonance order) and small values of $|l|$ around zero, $l = 0, \pm 1, \pm 2, \pm 3, \cdots$, $|l| \ll N$, as functions of the coupling $z$. The latter replaces the variable energy $E \in \mathbb{R}$ and is our ”tuning parameter”.

By looking at the eigenfunctions $\psi_k(x)$'s of the Hamiltonian of our model, we find that:

1. The first condition above naturally translates into looking at the values of $l$ and $z$ for which the inside amplitude ($0 \leq x \leq \pi$) is much larger than the outside one ($\pi \leq x \leq L$);

2. The second condition translates into finding the values of $l$ and $z$ for which the difference between the phase of the outside amplitude and the inside one — hereafter the phase shift — quickly crosses the value $\pi/2$ (modulo $\pi$), as a function of $z$.

Let us consider the above effects in turn. In order to be close to the standard resonances in the continuum (in momentum space), let us assume to be in the quasi-continuum case,

$$
N \gg 1.
$$

(91)

We will often identify $N + 1$ with $N$, when the difference between these quantities can be considered as a correction of order $1/N$. 
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4.1 Amplitude Ratio

The ratio of the inside amplitude over the outside one, as a function of the particle momentum $k$ (thought as an independent variable), reads:

$$A_N(k) = \left| \frac{\sin(\pi Nk)}{\sin(\pi k)} \right|. \quad (92)$$

The function $A_N(k)$ is periodic of unitary period,

$$A_N(k + 1) = A_N(k), \quad (93)$$

and is identically equal to one at $N = 1$,

$$A_{N=1}(k) \equiv 1. \quad (94)$$

That implies that the model with $N = 1$ does not exhibit a resonant or an anti-resonant behavior. The function $A_N(k)$ has the following critical points:

1. The amplitude ratio has \emph{absolute minima} when the sine function at the numerator, namely $\sin(\pi Nk)$, vanishes, while the sine function at the denominator, $\sin(\pi k)$, does not, i.e. when:

$$k = \frac{s}{N}, \quad k \neq \text{integer}. \quad (95)$$

That is to say that the index $s$ is any integer which is not multiple of $N$,

$$s \neq \cdots, -N, 0, +N, +2N, \cdots, \quad (96)$$

or, more explicitly:

$$s = \cdots, -N-1, -N+1, \cdots, -2, -1, +1, +2, \cdots, N-1, N+1, \cdots. \quad (97)$$
It is often more convenient to rewrite the above equation in the form:

\[ k = n + \frac{l}{N}, \quad l \neq 0, \quad \text{(amplitude absolute minima)}, \quad (98) \]

where \( n \) is the quotient and \( l \) is the (non-zero) remainder of the euclidean division of \( s \) by \( N \), namely \( s = nN + l \). Let us assume the remainder to be in the quasi-symmetric range

\[ -\frac{N}{2} < l \leq +\frac{N}{2}, \quad l \neq 0. \quad (99) \]

2. The amplitude ratio has \textit{absolute maxima} when \( k \) is an integer, let’s say \( n \):

\[ k = n = 1, 2, 3, \cdots \quad \text{(amplitude absolute maxima)}, \quad (100) \]

because:

\[ \lim_{k \to n} A_N(k) = N. \quad (101) \]

3. The amplitude ratio has \textit{local maxima} when the sine function at the numerator is close to \( \pm 1 \), namely when:

\[ k \approx n + \frac{u + 1/2}{N}, \quad u \neq 0, -1 \quad \text{(amplitude local maxima)}. \quad (102) \]

The index \( u \) is any (signed) integer different from 0 and \(-1\):

\[ u = \cdots, -3, -2, +1, +2, +3, \cdots \quad (103) \]

The momenta \( k \approx n \pm 1/(2N) \) are not local maxima because, at these points, the effect of the variation of the sine function at the denominator of \( A_N(k) \) cannot be neglected.

4.1.1 \textbf{Resonant levels}

The so-called resonant levels, whose perturbative expansion in the coupling \( z \) up to first order reads

\[ k = k_n(z) = n + n \left(1 + \frac{1}{N}\right) z + \mathcal{O}(z^2), \quad n = 1, 2, 3, \cdots, \quad (104) \]

posses basically three different regions, as far as the behavior with respect to the coupling \( z \) is concerned (see fig.1):

1. The negative coupling region below the critical coupling of order minus one,

\[ -\infty < z \lesssim z_c^{(-1)} \equiv -\frac{1}{nN}, \quad (105) \]

where we have defined the \( j \)-th critical coupling

\[ z_c^{(j)} \equiv \frac{j}{nN}, \quad j = \pm 1, \pm 2, \pm 3, \cdots \quad (106) \]
In this region, the resonant momentum is roughly constant:

\[ k_n(z) \simeq n - \frac{1}{N} \simeq n - \frac{1}{N + 1} = k_n(z = -\infty). \]  \hspace{1cm} (107)

Therefore, according to eq.(98) for \( l = -1 \), the resonant level \( k_n(z) \) does not exhibit any resonant behavior in the coupling region (105), as far as inside-amplitude enhancements are concerned.

2. The small-coupling region, symmetric with respect to (and including) the origin,

\[ z_c^{(-1)} \lesssim z \lesssim z_c^{(+1)}. \]  \hspace{1cm} (108)

A resonant behavior occurs inside this region because the resonant levels approach an integer value in the free limit,

\[ \lim_{z \to 0} k_n(z) = n, \]  \hspace{1cm} (109)

where, because of eq.(100), the amplitude ratio takes an absolute maximum,

\[ \lim_{z \to 0} A_N[k_n(z)] = N. \]  \hspace{1cm} (110)

Instead, at the first critical points \( z_c^{(+1)} \), the resonant momentum \( k_n(z) \), according to eq.(104), takes the values:

\[ k_n\left(z = z_c^{(+1)}\right) \simeq n \mp \frac{1}{N}. \]  \hspace{1cm} (111)

Again according to eq.(104), the resonant momentum \( k_n(z) \) rises roughly linearly with the coupling \( z \) in the region (108), from the lower value \( k \simeq n - 1/N \) up to the upper value \( k \simeq n + 1/N \). The above momentum values, according to eq.(98) for \( l = \mp 1 \) respectively, are the (absolute) minima of the amplitude ratio closest to the principal maximum:

\[ A_N\left[k_n\left(z_c^{(+1)}\right)\right] \simeq 0. \]  \hspace{1cm} (112)

Therefore, by increasing the coupling \( z \) from the minus-one critical coupling \( z_c^{(-1)} \) up to the plus-one critical point \( z_c^{(+1)} \), we hit the point \( z = 0 \), where a strong resonance behavior manifests itself.

To summarize, a strong resonant behavior of the amplitude ratio is found inside the small-coupling region (108).

Note that the critical couplings \( z_c^{(\pm 1)} \) are inversely proportional to the resonance order (quantum number) \( n \) because, as already remarked [15], the effective coupling of the \( n \)-th resonance to the quasi-continuum is \( nz \), rather than \( z \). That, in turn, originates from the fact that the \( \delta \)-function potential produces a finite discontinuity in the first derivative of the wavefunction, which is proportional to the particle momentum \( k \) (see eq.(43)). The second resonance \( (n = 2) \), for example, roughly exhibits at the coupling value \( z \) the same phenomena which the fundamental resonance \( (n = 1) \) exhibits at \( 2z [15] \).

Note also that the resonant level \( k_n(z) = n + O(z) \) intersects the exceptional (constant) level \( k_n^{exc} \equiv n \) at the point \( z = 0 \), which is therefore a singular point.
3. For larger couplings than the first critical point,
\[ z^{(+1)} < z < +\infty, \]  
the resonating momentum is roughly constant:
\[ k_n(z) \simeq n + \frac{1}{N} \simeq n + \frac{1}{N+1} = k_n(z = +\infty). \]  
Therefore, again according to eq. (98) for \( l = +1 \), the resonant level \( k_n(z) \) does not exhibit any resonant behavior in the region (113), as far as amplitudes are concerned. Note that the range of \( k_n(z) \) (a monotonically-increasing function of \( z \in \mathbb{R} \)) is given by:
\[ \text{Range}[k_n] \equiv k_n(z = +\infty) - k_n(z = -\infty) = \frac{2}{N+1} \simeq \frac{2}{N}. \]  

A few comments are in order. Roughly speaking, we may summarize the above discussion by saying that the resonant level \( k_n(z) \), by going from \( z = -\infty \) up to \( z = +\infty \), has:

1. A plateau at \( k \simeq n - 1/N \) for \( z \lesssim -1/(nN) \), with no resonant behavior;
2. A linearly-rising behavior with \( z \) from \( k \simeq n - 1/N \) up to \( k \simeq n + 1/N \), for \( z \) going from \(-1/(nN)\) up to \(+1/(nN)\), with a strong resonant behavior. These \( z \) values form a small-coupling region, symmetric with respect to the origin;
3. A plateau at \( k \simeq n + 1/N \) for \( z \gtrsim 1/(nN) \), with no resonant behavior.

As we have just shown, the so-called ”resonant levels” \( k_n(z) \), \( n = 1, 2, 3, \ldots \), actually do have a resonant behavior for very small couplings only. As we are going to show in the next section, for larger (still perturbative) couplings, the resonant behavior is ”transferred” to different levels, namely the non-resonant levels \( k_{n+l/N}(z) \), \( l \neq 0 \). Therefore, the ”resonant levels” \( k_n(z) \) should be more properly called ”resonant levels at very small couplings” or ”resonant levels around zero coupling”. However, for consistency reasons, we will continue to call the levels \( k_n(z) \) simply ”resonant levels”, without further specification, as in previous work [15].

4.1.2 Non-resonant momentum levels

Let us now consider the so-called non-resonant levels as functions of the coupling \( z \), whose perturbative expansion up to first order in \( z \) reads:
\[ k = k_{n+l/N}(z) = \left( n + \frac{l}{N} \right) \left( 1 + \frac{z}{N} \right) + \mathcal{O}(z^2), \quad l = \pm 1, \pm 2, \pm 3, \ldots \]  

In order to investigate the resonant behavior, let us assume that the momentum level sub-index \( l \) is much smaller in size than the (large) cavity size \( N \):
\[ 0 < |l| \ll N, \]  
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so that:

\[ 0 < \frac{|l|}{N} \ll n = \mathcal{O}(1). \]  

(118)

As in the resonant case, there are basically three different coupling regions. For clarity’s sake, it is convenient to treat separately the cases \( l > 0 \) and \( l < 0 \), which are discussed in turn in the next sections.

### 4.1.3 Non-resonant levels with \( l > 0 \)

For \( 0 < l \ll N \), i.e. for the momentum levels \( k_{n+l/N}(z) \) right above the resonant one \( k_n(z) \) (to investigate resonance behavior, unlike \( l \), \( n \) is fixed), one finds the following coupling regions (see fig. 1):

1. For smaller couplings that the \( l \)-th critical coupling,

\[ -\infty < z \lesssim z_c^{(l)} \equiv \frac{l}{nN} \quad (l > 0), \]

(119)

the momentum level has roughly a flat region with a value equal to the free-theory limit \((z \to 0)\) or the \( z \to -\infty \) limit:

\[ k_{n+l/N}(z) \approx n + \frac{l}{N} = k_{n+l/N}(z = 0) \approx n + \frac{l}{N+1} = k_{n+l/N}(z = -\infty). \]

(120)

Unlike resonant levels, non-resonant levels are quite flat around \( z = 0 \), because the coefficient of their first-order correction in \( z \), according to eq.(116), is \( 1/N \), i.e. it is very small (in the resonant case, as already remarked, the corresponding coefficient is instead \( 1 + 1/N \)). Because of that, the \( \mathcal{O}(z) \) correction to the free-theory momentum evaluated at the \( l \)-th critical coupling \( z = z_c^{(l)} \),

\[ \frac{z_c^{(l)}}{N} = \frac{l}{nN^2} = \mathcal{O}\left(\frac{1}{N^2}\right), \]

is very small, so that \( k_{n+l/N}(z_c^{(l)}) \approx k_{n+l/N}(0) = n + l/N \). According to eq.(98), in this coupling region, the amplitude ratio is much smaller than one, so there is not any resonant behavior.

2. In the coupling window

\[ z_c^{(l)} \lesssim z \lesssim z_c^{(l+1)} \quad (l > 0), \]

(122)

the momentum level \( k_{n+l/N}(z) \) rises roughly linearly with the coupling \( z \), from the value \( k = n + l/N \) up to the next value \( k = n + (l + 1)/N \),

\[ z : z_c^{(l)} \mapsto z_c^{(l+1)} \quad \Rightarrow \quad k_{n+l/N}(z) : n + \frac{l}{N} \mapsto n + \frac{l + 1}{N} \quad (l \mapsto l + 1). \]

(123)
To a first approximation, we may write in this region (where the approximation in eq. (116) does not hold anymore [15]):

\[ k_{n+1/N}(z) \simeq n + \frac{l}{N} + n \left( z - z_c^{(l)} \right) \quad (l > 0). \quad (124) \]

Note that the above equation can also be equivalently rewritten in terms of the higher critical coupling \( z_{c}^{(l+1)} \) as:

\[ k_{n+1/N}(z) \simeq n + \frac{l + 1}{N} + n \left( z - z_c^{(l+1)} \right) \quad (l > 0). \quad (125) \]

Because of linearity, at the middle point \( m \) of the coupling interval (122) above, namely at

\[ z_m^{(l)} \equiv \frac{z_c^{(l)}}{2} = \frac{l + 1/2}{n N} \quad (l > 0), \quad (126) \]

the momentum takes the value

\[ k_{n+1/N}(z_m^{(l)}) \simeq n + \frac{l + 1/2}{N} \quad (l > 0). \quad (127) \]

According to eq. (102), the amplitude ratio takes a relative maximum close to \( z = z_m^{(l)} \). Therefore the non-resonant level \( k_{n+1/N}(z) \) exhibits an appreciable resonant behavior inside the coupling region specified in eq. (122). By comparing with the resonant case, we conclude that, in the coupling region (122), among all the momentum levels, only the non-resonant level \( k_{n+1/N}(z) \) exhibits a resonance behavior.

3. Finally, for larger values of the coupling (a part of which can still be perturbative since \( N \) is assumed to be very large),

\[ z_{c}^{(l+1)} < z < +\infty, \quad (128) \]

the momentum level \( k_{n+1/N}(z) \) roughly has a plateau at the value reached at the previous step:

\[ k_{n+1/N}(z) \approx n + \frac{l + 1}{N} \approx n + \frac{l + 1}{N + 1} = k_{n+1/N}(z = +\infty). \quad (129) \]

Because of eq. (98), the amplitude ratio in the coupling region (128) is close to zero, exhibiting then a non-resonant behavior. We conclude that, in the coupling region (128), neither the resonant level \( k_n(z) \) nor the non-resonant level \( k_{n+1/N}(z) \) do exhibit a resonance behavior.

To summarize, similarly to the resonant levels, also the non-resonant levels with \( l > 0 \) basically have:

1. A plateau at \( k \simeq n + l/N \) for \( z \lesssim l/(n N) \), with no resonant behavior;

2. A linear growth with the coupling \( z \) from \( k = n + l/N \) up to \( k = n + (l + 1)/N \), for \( z \) going from \( l/(n N) \) up to \( (l + 1)/(n N) \), with a relatively strong resonant behavior;
3. A plateau at \( k = n + (l + 1)/N \) for \( z \gtrsim (l + 1)/(nN) \), with no resonant behavior.

The range of a non-resonant level with \( l > 0 \) is:

\[
\text{Range} \left[ k_{n+l/N} \right] = n + \frac{l + 1}{N + 1} - \left( n + \frac{l}{N + 1} \right) = \frac{1}{N + 1} \approx \frac{1}{N} \quad (l > 0). \tag{130}
\]

Note that it is one-half of the range of a resonant level (cfr. eq.(113)).

Compared to a resonant level, a non-resonant level with \( l > 0 \) has its linear growth region shifted to the right,

\[
0 \mapsto l > 0 \quad \Rightarrow \quad z \in \left( -\frac{1}{nN}, \frac{1}{nN} \right) \mapsto z \in \left( \frac{l}{nN}, \frac{l + 1}{nN} \right), \tag{131}
\]

and reduced in size by a factor two (the slope is approximately the same).

To understand the resonant behavior of a non-resonant level \( k_{n+l/N}(z), \; l > 0 \), it is also interesting to compute its range (i.e. its variation) restricted to the positive half-line (\( z \geq 0 \)) and to the negative one (\( z \leq 0 \)). An elementary computation gives:

\[
\text{Range}^- \left[ k_{n+l/N} \right] \equiv k_{n+l/N}(z = 0) - k_{n+l/N}(z = -\infty) = \frac{l}{N(N+1)};
\]

\[
\text{Range}^+ \left[ k_{n+l/N} \right] \equiv k_{n+l/N}(z = +\infty) - k_{n+l/N}(z = 0) = \frac{1}{N+1} \left( 1 - \frac{l}{N} \right). \tag{132}
\]

For small \( l \),

\[
0 < \frac{l}{N} \ll 1, \quad \tag{133}
\]

the negative range is approximately

\[
\text{Range}^- \left[ k_{n+l/N} \right] \approx \frac{l}{N^2}, \tag{134}
\]

while the positive range is approximately

\[
\text{Range}^+ \left[ k_{n+l/N} \right] \approx \frac{1}{N + 1} \approx \frac{1}{N}. \tag{135}
\]

Therefore the variation of the level \( k_{n+l/N}(z) \) is much larger in the positive half-line, where the linear region occurs, than in the negative one, as expected:

\[
\frac{\text{Range}^- \left[ k_{n+l/N} \right]}{\text{Range}^+ \left[ k_{n+l/N} \right]} \approx \frac{l}{N} \ll 1. \tag{136}
\]

By increasing \( l \), the negative range gets progressively bigger, while the positive range gets smaller. Assuming, for simplicity’s sake, \( N \) even, at the largest possible value of \( l \),

\[
l = \frac{N}{2}, \tag{137}
\]

the ranges become exactly equal:

\[
\text{Range}^- \left[ k_{n+l/N} \right] = \text{Range}^+ \left[ k_{n+l/N} \right] = \frac{1}{2(N + 1)}. \tag{138}
\]
4.1.4 Non-resonant levels with \( l < 0 \)

Let us now consider the non-resonant levels \( k_{n+l/N}(z) \) with \( l < 0 \), \(|l| \ll N\), i.e. the levels right below the resonant one \( k_n(z) \). One finds the following behavior (see fig.1):

1. For smaller couplings that the \((l-1)\)-th critical coupling,

\[
-\infty < z \lesssim z^{(l-1)}_c \quad (l < 0),
\]

\((139)\)

there is a flat region with a momentum value roughly equal to the \( z = -\infty \) limit:

\[
k_{n+l/N}(z) \simeq n + \frac{l - 1}{N} \simeq n + \frac{l - 1}{N + 1} = k_{n+l/N}(z = -\infty) \quad (l < 0). \tag{140}
\]

According to eq.(98) (in which \( l \mapsto l - 1 \)), in the coupling region above, the amplitude ratio is much smaller than one, so there is not any resonant behavior;

2. In the coupling window

\[
z^{(l-1)}_c \lesssim z \lesssim z^{(l)}_c \quad (l < 0),
\]

\((141)\)

the momentum level \( k_{n+l/N}(z) \) rises roughly linearly with \( z \), from the value \( k = n + (l - 1)/N \) up to the next value \( k = n + l/N \),

\[
z: z^{(l-1)}_c \mapsto z^{(l)}_c \quad \Rightarrow \quad k_{n+l/N}(z): n + \frac{l - 1}{N} \mapsto n + \frac{l}{N} \quad (l - 1 \mapsto l). \tag{142}
\]

To a first approximation, we may write in this coupling interval:

\[
k_{n+l/N}(z) \simeq n + \frac{l}{N} + n \left(z - z^{(l)}_c\right) = n + \frac{l - 1}{N} + n \left(z - z^{(l-1)}_c\right) \quad (l < 0). \tag{143}
\]

At the midpoint of the coupling interval above,

\[
z^{(l-1)}_m \equiv \frac{z^{(l-1)}_c + z^{(l)}_c}{2} = \frac{l - 1/2}{nN} \quad (l < 0), \tag{144}
\]

according to eq.(143), the momentum takes the value

\[
k_{n+l/N} \left(z^{(l-1)}_m\right) \simeq n + \frac{l - 1/2}{N} \quad (l < 0), \tag{145}
\]

where, according to eq.(102), the amplitude ratio approximately has a (relative or secondary) maximum. Therefore the non-resonant level \( k_{n+l/N}(z) \), \( l < 0 \), exhibits a relatively strong resonant behavior inside the coupling region specified in eq.(141).

By comparing with the resonant case, we conclude that, in the region (141), only the non-resonant level \( k_{n+l/N}(z) \) exhibits a resonance behavior.

3. Finally, for larger values of the coupling,

\[
z^{(l)}_c \lesssim z \lesssim +\infty \quad (l < 0), \tag{146}
\]
the momentum \( k_{n+l/N}(z) \) has roughly a plateau at the value reached at the previous step:

\[
k_{n+l/N}(z) \simeq n + \frac{l}{N} \simeq n + \frac{l}{N + 1} = k_{n+l/N}(z = +\infty) \quad (l < 0). \tag{147}
\]

Because of eq. (98), the amplitude ratio in the coupling region (146) is close to zero, exhibiting a non-resonant behavior. We conclude that, in the coupling region (146), neither the resonant level \( k_n(z) \) nor the non-resonant level \( k_{n+l/N}(z) \) do exhibit a resonance behavior.

To summarize, quite similarly to the non-resonant levels with \( l > 0 \), also the non-resonant levels with \( l < 0 \) basically have:

1. A plateau at \( k = n + (l - 1)/N \) for \( z \lesssim (l - 1)/(nN) \), with no resonant behavior;
2. A linearly-rising behavior from \( k = n + (l - 1)/N \) up to \( k = n + l/N \), for \( z \) going from \((l - 1)/(nN)\) up to \( l/(nN)\), with a relatively strong resonant behavior;
3. A plateau at \( k = n + l/N \) for \( z \gtrsim l/(nN) \), with no resonant behavior.

The range of the non-resonant level with \( l < 0 \) is:

\[
\text{Range } [k_{n+l/N}] = n + \frac{l}{N + 1} - \left( n + \frac{l - 1}{N + 1} \right) = \frac{1}{N + 1} \simeq \frac{1}{N} \quad (l < 0). \tag{148}
\]

Note that it is equal to the range a non-resonant level with \( l > 0 \). Compared to the resonant level \( k_n(z) \), a non-resonant level \( k_{n+l/N}(z) \) with \( l < 0 \) has its linear region shifted to the left,

\[
0 \leftrightarrow l < 0 \quad \Rightarrow \quad z \in \left( -\frac{1}{nN}, +\frac{1}{nN} \right) \quad \leftrightarrow \quad z \in \left( \frac{l - 1}{nN}, \frac{l}{nN} \right), \tag{149}
\]

and reduced in size by a factor two (the slope of the linearly-rising region with \( z \) of the momentum levels is approximately the same for all of them).

The computation of the positive and negative ranges of a non-resonant level \( k_{n+l/N}(z) \) with \( l < 0 \) is similar to the one for \( l > 0 \), which we have presented at the end of the previous section, so we do not report it. As expected, for \(|l| \ll N\), the negative range, containing the linear region, is much larger than the positive one.

Let us remark that since, as we have seen, the so-called "non-resonant levels" \( k_{n+l/N}(z) \) actually do exhibit a relevant resonance behavior in intermediate coupling regions, they should be more properly called "non-resonant levels around zero coupling" or "resonant levels in intermediate coupling regions". However, as in the previous cases, we will retain the old terminology.

### 4.1.5 General remarks

In general, the levels \( k = k(z) \) (both resonant and non-resonant) have, in their flat regions,

\[
\frac{dk}{dz} \approx 0, \tag{150}
\]
a very small amplitude ratio,
\[ A_N(k) \ll 1 \quad \text{(flat regions)}, \] (151)

and therefore they do not exhibit, as far as amplitudes are concerned, any resonant behavior. On the contrary, the levels in their linearly-rising regions,
\[ \frac{d k}{d z} \approx \left(1 + \frac{1}{N}\right)n \approx n, \] (152)

have large amplitude ratios, because the momenta in this case are close to a (principal or secondary) maximum of \( A_N(k) \):
\[ A_N(k) \gg 1 \quad \text{(linearly - rising levels)}. \] (153)

In concise form: All momentum levels have, in their respective linearly-rising regions, a resonant behavior, while in the flat ones they do not.

In order to understand the resonant behavior of the model ”globally” in the coupling \( z \), let us begin considering a resonant level \( k_{n}(z_{ini}) \approx n \) at an extremely small initial coupling, \( 0 \leq z_{ini} \ll 1 \), and imagine to progressively increase the coupling. When we cross the first critical coupling,
\[ z^{(1)}_c = \frac{1}{nN}, \] (154)
the resonant behavior of the system is transferred, from the resonant level \( k_n(z) \), up to the first non-resonant level \( k_{n+1/N}(z) \). Let us remark that, in the ”transition” \( k_n \mapsto k_{n+1/N} \) \((l = 0 \mapsto 1)\), the resonant behavior is softened, because we go from the absolute maximum of the amplitude ratio
\[ (A_N)_{\text{abs. max.}} = N, \] (155)
down to the first relative maximum, which is roughly 21\% of the former. By further increasing \( z \), we hit at some moment the second critical point
\[ z^{(2)}_c = \frac{2}{nN}. \] (156)

By crossing this point (from below), the resonant behavior is transferred, from the first non-resonant level \( k_{n+1/N}(z) \), up to the second one \( k_{n+2/N}(z) \) \((l = 1 \mapsto 2)\). Note that the second relative maximum is about 13\% of the principal one. Now, at this point of the discussion, the general dynamical mechanism related to a resonance should be clear: By progressively increasing the coupling \( z \) from zero on, the resonant behavior, which is initially taken up by the resonant level \( k_n(z) \), is transferred, from the current non-resonant level \( k_{n+l/N} \), up to the next one \( k_{n+(l+1)/N} \) and it is, at the same time, softened. For negative couplings, \( z < 0 \), the mechanism is similar. By going from \( z < 0, |z| \ll 1 \), down to \( z^{(-1)}_c = -1/(nN) \), the resonant behavior is transferred from \( k_n(z) \) to \( k_{n-1/N}(z) \). By decreasing the coupling further down to \( z^{(-2)}_c = -2/(nN) \) and below, the resonant behavior is transferred from \( k_{n-1/N}(z) \) down to \( k_{n-2/N}(z) \), and so on.

All these phenomena can be directly observed by plotting the momentum levels \( k = k_{n+l/N}(z) \) for a given value of the principal index \( n \) and for different values of the sub-index \( l \).
around zero, as functions of the coupling $z$. In fig. we have taken, as an example, $N = 99$ and we have plot the first resonant level $k_1(z)$ ($n = 1$), together with a bunch of close non-resonant levels close, $k_{1\pm 1/N}(z)$, $k_{1\pm 2/N}(z)$, $k_{1\pm 3/N}(z)$, \cdots .

Let us note that the non-resonant levels $k = k_{n+l/N}(z)$ far from any resonant level, i.e. with large $l$,

$$l = \mathcal{O}(N),$$

such as, let’s say $l = \lfloor N/2 \rfloor$, where $\lfloor \alpha \rfloor$ is the integer part of $\alpha$, do not exhibit a resonance behavior in any coupling region. They never resonate. These levels, as functions of $z$, do not present two approximately flat regions connected by a linear region, as we have seen in all the previous cases ($0 \leq |l| \ll N$), but a smooth and slow increase in a large coupling region (see fig.1). These properties are in agreement with simple physical intuition: momentum levels far from any resonance (in momentum space) should be very little affected by the latter.

Let us remark that, if we cut the plot in fig.1 with a vertical line, of equation

$$z = \bar{z} \quad (|\bar{z}| \ll 1),$$

we find, in general, that all the levels are quite flat at their respective intersection points, with the exception of a single level, which is linearly rising at its intersection point. We can summarize the physics above by saying that, for any (small) fixed value of the coupling $z$, there is one, and only one, resonant-behaving level; All the other levels are dormant.

We can also observe that all the momentum levels $k_{n+l/N}(z)$, for any given (and fixed) $n = 1, 2, 3, \cdots$ and variable $l = 0, \pm 1, \pm 2, \pm 3, \cdots$, restricted to their respective resonant regions, ”link together” to form a segment of a straight line, passing through the point $z = 0$ and $k = n$, of equation:

$$k_n^{\text{res}}(z) \simeq n + \left(1 + \frac{1}{N}\right) nz.$$  

(159)

We can compare the above behavior with a similar behavior in standard Winter model. In the case of the latter, if we expand in powers of $z$ the pole in the complex $k$-plane below the real axis, associated to the $n$-th resonance, we find:

$$\tilde{k}_n^{\text{res}}(z) = n + nz + nz^2 - i\pi n^2 z^2 + \mathcal{O}(z^3).$$

(160)

At first order in $z$, the slope of the finite-volume momentum level is:

$$\frac{d k_n^{\text{res}}}{dz} = \left(1 + \frac{1}{N}\right) n,$$

(161)

while that of the infinite-volume level is

$$\frac{d \tilde{k}_n^{\text{res}}}{dz} = n.$$

(162)

In the limit $N \to \infty$, the slope of the finite-volume momentum line converges to the infinite-volume one; Furthermore, finite-volume corrections are of order $1/N$ (i.e. rather sizable).
In standard Winter model \((N = \infty)\), the properties of a given resonance \(n\) can be analyzed by considering its corresponding complex pole \(\tilde{k}_{n}^{\text{res}}(z)\) in the momentum plane, as a function of the coupling \(z\). In the corresponding finite-volume model, the behavior of the resonant state \(n\), as function of the coupling \(z\), is studied instead by gluing together different segments from many momentum levels \(k_{n+l/N}(z)\), with \(l = 0, \pm 1, \pm 2, \pm 3, \cdots\).

When the coupling \(z\) is very close to a critical one (an exceptional or non-generic situation), let’s say \(z \approx z_{c}^{(l)}\) with \(l \geq 1\), the curves of the contiguous momentum levels \(k_{n+(l-1)/N}(z)\) and \(k_{n+l/N}(z)\), are very close to each other, producing an approximate degeneracy in the momentum spectrum of the model. Therefore the critical points \(z_{c}^{(l)}\) constitute some sort of ”transition points” of the model, where the resonant behavior moves from one level to the next one. As already remarked, these points are naturally thought of as non-generic or exceptional values of the coupling.

An approximate resummation of the perturbative corrections enhanced at large \(N\) for \(k_{n}(z)\) gives \([15]\):

\[
k_{n}(z)_{\text{resum}} \simeq n \left\{ 1 + z + z^{2} \left[ \pi n \cot(\pi n N z) + 1 \right] \right\}.
\]  

The function on the r.h.s. of the above equation has simple poles at all the critical couplings \(z_{c}^{(l)}\), \(l = \pm 1, \pm 2, \pm 3, \cdots\), which are its only singularities. We may say that large-\(N\) resummed perturbation theory ”signals” the transition of the resonant behavior from one level to the next one, by presenting singularities at all the critical (transition) points. Note also that the singularity of the above function for \(z \to 0\) is an apparent one, and its power-series expansion in \(z\) up to first order, for example, gives eq.(104) — as it should.

Furthermore, at the middle points of the resonating intervals of the non-resonant levels,

\[
z_{m}^{(l)} = \frac{l + 1/2}{nN}, \quad (165)
\]

the cotangent function \(\cot(\pi n N z)\) vanishes, so that the above expression simplifies into:

\[
k_{n}(z_{m}^{(l)})_{\text{resum}} \simeq n \left[ 1 + z_{m}^{(l)} + (z_{m}^{(l)})^{2} \right]. \quad (166)
\]

It is worth comparing the above equation with eq.(160): The only difference is the imaginary part of the second-order coefficient, which in eq.(166) is necessarily absent.

### 4.2 Phase shift

The phase shift of finite-volume Winter model, as function of the particle momentum \(k\), reads \([15]\):

\[
\varphi_{N}(k) = -\pi(N+1)k \simeq -\pi Nk \pmod{\pi}.
\]  

As well known, in the case of a resonance, the above phase quickly crosses the value \(\pi/2\) (mod \(\pi\)), as we cross the resonance momentum (or energy).

Since the coupling \(z\) is our control variable, we expect a resonant behavior to occur in our model when:

\[
\left| \frac{d\varphi_{N}}{dz} \right| = \left| \frac{d\varphi_{N}}{dk} \frac{dk}{dz} \right| \simeq \pi N \frac{dk}{dz} \gg 1 \quad \left( \frac{dk}{dz} > 0 \right). \quad (168)
\]
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Therefore, for $N \gg 1$, any momentum level $k$ in its linearly-rising region (if any), i.e. where

$$\frac{dk}{dz} \simeq n,$$  \hspace{1cm} (169)

gives rise to a resonant behavior, as far as phase shift is concerned. On the contrary, any momentum level in its (approximately) flat region/regions, i.e. with

$$\frac{dk}{dz} \lesssim \frac{1}{N},$$  \hspace{1cm} (170)

does not gives rise to a resonant behavior, whatever (large) value of $N$ is assumed.

To have a resonant behavior, the particle momentum $k$ also has to satisfy the equation

$$k \simeq \frac{s + 1/2}{N} = n + \frac{l + 1/2}{N}, \quad l \in \mathbb{Z} \quad \text{(phase – shift resonant momenta)},$$  \hspace{1cm} (171)

where $s$ is an integer; $n$ is the quotient and $l$ is the remainder of the euclidean division of $s$ by $N$ respectively, $s = nN + l$. As already discussed, it is natural to assume for the index $l$ the range

$$-\frac{N}{2} < l \leq +\frac{N}{2}.$$  \hspace{1cm} (172)

**Old levels for n=1 at N=99**

![Diagram showing first resonant momentum level $k_1(z)$ (magenta curve) and first exceptional level $k_{\text{exc}} \equiv 1$ (green horizontal line), in the case $N = 99$. These levels cross at the point $z = 0$, $k = 1$, which is then, as expected, a singular point of the model.]

**4.2.1 Non-resonant case**

Let us first consider the simpler case of the non-resonant levels $k_{n+l/N}(z)$ ($l \neq 0$). Eq.\,(171) for $l \neq 0, -1$ exactly coincides with eq.\,(102), the latter giving the condition for having a local maximum of the inside/outside amplitude ratio $A_N(k)$, namely:

$$A_N(k) \gg 1; \quad \frac{dA_N}{dk} = 0.$$  \hspace{1cm} (173)
Therefore we conclude that both signals of resonance behavior simultaneously occur in all the non-resonant levels \(k_{n+1/N}(z)\) with \(l \neq -1\), i.e. they occur for the same values of the momenta
\[
k \simeq n + \frac{l + 1/2}{N}, \quad l \neq 0, -1, \quad (174)
\]
and therefore of the coupling
\[
z \simeq z_m^{(l)} \equiv \frac{l + 1/2}{nN}, \quad l \neq 0, -1. \quad (175)
\]

\[+/- \text{ Levels for } n=1 \text{ at } N=99\]

\[
\begin{align*}
\text{Figure 4: New } k_+(z) \text{ and } k_-(z) \text{ levels constructed by gluing pieces of the first resonant and exceptional levels, as described in the main text, for } N = 99 \text{ (compare with fig.3).}
\end{align*}
\]

\[4.2.2 \text{ Resonant case}\]

As far as the resonant levels \(k = k_n(z)\) are concerned, one has to explicitly consider their \(z\) dependence. By replacing their first-order expansion, eq.(104), inside eq.(171), one obtains for \(l = 0\) the relation:
\[
z \simeq + \frac{1}{2nN} = \frac{z_c^{(+1)}}{2}, \quad (176)
\]
while, for \(l = -1\), one obtains
\[
z \simeq - \frac{1}{2nN} = \frac{z_c^{(-1)}}{2}. \quad (177)
\]
Therefore, by looking at the phase shift \(\varphi_N [k_n(z)]\), we obtain two different values of \(z\) (opposite to each other and very small in size), for which a resonant behavior is expected to occur inside \(k_n(z)\). On the other hand, by looking at the amplitude ratio \(A_N [k_n(z)]\), just one resonant behavior is expected to occur in \(k_n(z)\), inside the window \((z_c^{(-1)}, z_c^{(+1)})\), namely at \(z \approx 0\).

A possible solution to the above problem involves a careful re-consideration of the properties of the resonant level \(k_n(z)\). As we know, the point \(z = 0\) is a singular point of
finite-volume Winter model, because the resonant level $k_n(z) = n + \mathcal{O}(z)$ and the exceptional level $k_{n}^{\text{exc}}(z) \equiv n$ cross each other precisely at this point. The same conclusion is reached by looking at the differential equation for $dk/dz$, which has a singularity at $z = 0$:

$$\frac{dk}{dz} = \frac{k}{z \left\{ z (\pi k)^2 \left[ \csc^2(\pi k) + N \csc^2(\pi N k) \right] - 1 \right\}^\prime},$$

where

$$\csc(y) \equiv \frac{1}{\sin(y)}$$

is the standard cosecant of the angle $y$. It is immediate to check that the above equation is non-singular in the (simpler) repulsive case, $z < 0$. Furthermore, the Hamiltonian of finite-volume Winter model, eq.(2), has a simple pole at $z = 0$.

All the facts above imply that $k_n(z)$, for real $z$, basically consists of two independent branches, namely its restriction to $z > 0$, $k_n(z)|_{z>0}$, and its restriction to $z < 0$, $k_n(z)|_{z<0}$. By means of similar considerations, one concludes that also the restrictions of the exceptional level $k_{n}^{\text{exc}}(z) \equiv n$ to $z > 0$ and to $z < 0$ are quite natural. Let us also note that the ranges of the restrictions of the resonant level, namely $k_n(z)|_{z>0}$ and of $k_n(z)|_{z<0}$, evaluated on the half-lines where they are defined, are both equal to $1/(N + 1)$. They are equal to the ranges (evaluated on the entire real line) of all the non-resonant levels $k_{n+l/N}(z)$, $l \neq 0$. As we have shown, the resonant eigenfunction $\psi_{k_n(z)}(x)$ has a resonant behavior for $z \to 0$, as $A_N[k_n(z)] \to N \gg 1$ in this limit. The exceptional eigenfunction $\psi_{n}^{\text{exc}}(x) \equiv \sqrt{2/L} \sin(nx)$, $0 \leq x \leq L$, has instead an amplitude ratio identically equal to one for any value of $z$, so it has neither a resonant behavior nor an anti-resonant one.

Since, as we have just shown in different ways, the point $z = 0$ is a singular point of the model, we are allowed to construct a new resonant level, let’s call it $k_{n+}(z)$, by gluing the exceptional level, restricted to $z \leq 0$, to the resonant level, restricted to $z > 0$ (compare fig.3 with fig.4):

$$k_{n+}(z) \equiv \begin{cases} n, & z \leq 0; \\ k_n(z), & z > 0; \end{cases} \quad n = 1, 2, 3, \ldots$$

(180)

In a similar way, we construct the level $k_{n-}(z)$ as:

$$k_{n-}(z) \equiv \begin{cases} k_n(z), & z \leq 0; \\ n, & z > 0; \end{cases} \quad n = 1, 2, 3, \ldots$$

(181)

The new level $k_{n+}(z)$ has a rising linear behavior in $z$ (and therefore a resonant behavior as far as amplitudes are concerned) in the interval

$$0 < z \lesssim z_c^{(1)}.$$

(182)

The level $k_{n-}(z)$ instead has a rising linear behavior in the interval

$$z_c^{(-1)} \lesssim z < 0.$$

(183)

Let us now compare the range of all the momentum levels. The exceptional level $k_{n}^{\text{exc}}(z) \equiv n$ has trivially zero range (it is constant!) while, as we have shown, the resonant level $k_n(z)$
has range $2/(N+1)$ and the non-resonant levels $k_{n+l/N}(z)$, $l \neq 0$, have range $1/(N+1)$. Therefore, the resonant level $k_n(z)$ and the exceptional level $k_n^{exc}(z) \equiv n$ have different ranges from each other, as well as from the non-resonant levels. On the contrary, the new levels $k_{n+}(z)$ and $k_{n-}(z)$ both have range $1/(N+1)$, equal to the range of all the non-resonant levels. Furthermore, the new levels $k_{n \pm}(z)$ have shapes, in the $(z,k)$ plane, which are qualitatively more similar to the shapes of the non-resonant levels $k_{n+l/N}(z)$, $l \neq 0$, with respect to the old levels $k_n(z)$ and $k_n^{exc}(z) \equiv n$. Because of the increased regularity (or symmetry), the new constructed levels seem therefore to be more natural than the old ones.

Let us now study the properties of the new levels. The level $k_{n-}(z)$ has an approximate degeneracy at the point $z = z_c^{(-1)}$ with the lower non-resonant level $k_{n-1/N}(z)$ ($l = -1$), while it has an exact degeneracy at the origin, $z = 0$, with the level $k_{n+}(z)$ as:

$$k_{n+}(z = 0) = k_{n-}(z = 0) = n. \quad (184)$$

The minus level $k_{n-}(z)$ has a resonant behavior for $z < 0$, $|z| \ll 1$, let’s say inside the region

$$z_c^{(-1)} \lesssim z < 0. \quad (185)$$

The level $k_{n+}(z)$, in addition to the exact degeneracy at $z = 0$ with the level $k_{n-}(z)$ just discussed, has an approximate degeneracy at $z = z_c^{(1)}$ with the next level $k_{n+1/N}(z)$ ($l = +1$). The plus level has a resonant behavior for $0 < z \ll 1$, more specifically in the region

$$0 < z \lesssim z_c^{(+1)}. \quad (186)$$

As a consequence of the construction of the new levels, we may consider also the point $z = 0$ as a critical point, with zero index:

$$z_c^{(0)} \equiv 0. \quad (187)$$

With the above definition, it turns out that the critical couplings form a regular sequence of points in the $z$-axis, with the constant spacing $1/(nN)$ (a simple one-dimensional lattice):

$$z_c^{(l)} \equiv \frac{l}{nN}; \quad l = 0, \pm 1, \pm 2, \pm 3, \ldots. \quad (188)$$

Let us remark that, unlike the old levels $k_n(z)$ and $k_n^{exc}(z)$, which are smooth at the origin, the new levels $k_{n \pm}(z)$ have a cusp at this point. That also implies that the amplitude ratio of the level $k_{n-}(z)$ discontinuously jumps from $N$ to one as we cross the point $z = 0$ from below ($z < 0 \mapsto z > 0$). Similarly, the amplitude ratio of the level $k_{n+}(z)$ discontinuously jumps from 1 to $N$, again as we cross the origin from below. These losses of regularity are however acceptable, because $z = 0$, as we have discussed, is a singular point, where a smooth behavior is not to be expected. Once we have ”accepted” the new plus and minus levels, we may think that the coupling value

$$z_+ \equiv \frac{z_c^{(+1)}}{2}, \quad (189)$$
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where the phase shift quickly crosses the value $\pi/2$ (modulo $\pi$), is related to the resonant behavior of the plus resonant state $k_{n+}(z)$. Indeed, the coupling $z_+$ is right at the middle of the interval $[186]$ where, as we have seen, the plus state exhibits a resonant behavior as far as amplitudes are concerned. The coupling value

$$z_- \equiv \frac{z^{(-1)}_c}{2} = -z_+,$$

having similar properties to $z_+$, is at the middle of the interval $[185]$, where the minus state exhibits a resonant behavior as far as amplitudes are concerned.

We may conclude the present discussion by saying that, by introducing the plus and minus states in place of the resonance and exceptional states, it is possible to completely reconcile the resonance properties coming from the amplitude analysis with the resonance properties coming from phase analysis.

5 The Symmetric Case $N = 1$

In this section we consider Winter model at finite volume in the case $N = 1$, in which the two resonant cavities have the same length $l = L/2 = \pi$ [25]. Because of that, the two cavities have the same resonant momenta. In other words, there are no non-resonant momenta in this case, but only resonant and exceptional momenta (see fig.5).

Eq. (44) for the normal momentum spectrum of the model simplifies, in the case $N = 1$, to the transcendental equation

$$\tan(w) = \zeta w \quad (N = 1); \quad (191)$$

where we have defined the quantities:

$$\zeta \equiv -\left(1 + \frac{1}{N}\right)g = -2g \quad (N = 1);$$

$$w \equiv +\pi k. \quad (192)$$

The factor $-2$ in front of the coupling $g$, as well as the factor $\pi$ in front of $k$, are purely conventional; They are inserted just to simplify the forthcoming formulae.

5.1 Resummed perturbation theory for high-energy states

The ordinary perturbative expansion for the $\pi$-re-scaled momenta $w$ of the particle reads:

$$w = \nu + \nu \zeta + \nu \zeta^2 + \left(-\frac{\nu^3}{3} + \nu\right)\zeta^3 + \mathcal{O}(\zeta^4), \quad (193)$$

where, to simplify the formula, we have defined the re-scaled index

$$\nu \equiv \pi n; \quad n = 1, 2, 3, \ldots. \quad (194)$$
Figure 5: Lowest six momentum levels $k$ (excluding the level related to the bound state) as functions of the coupling $z \equiv -g$, namely $k = k(z)$, for the case $N = 1$. The three lowest resonant levels $k_1(z), k_2(z)$ and $k_3(z)$ are represented by black dashed lines; The three lowest exceptional levels $k_{\text{exc}} \equiv 1, 2, 3$ are represented by brown dashed lines. The Leading Order (L.O.) resonant levels are given by red dotted lines. The accuracy of the approximation quickly increases with the order of the level $n = 1, 2, 3$, uniformly in $z \in \mathbb{R}$; Already at $n = 3$, the difference between the exact level and the L.O. approximation is barely visible. The infinite-coupling limits ($z \to \pm \infty$) of the resonant levels are represented by horizontal green dotted lines. The level below the lowest horizontal line, i.e. the level with $k < 1/2$, is related to the bound state of the model (the latter existing only for $0 < z < 1/2$) and cannot be described by our high-energy expansion.

Let us consider eigenfunctions of the Hamiltonian operator $\hat{H}$ of the model (eq. (2) with $L = 2\pi$) with a high energy $E = k^2 = (w/\pi)^2 \gg 1$, i.e. let us restrict ourselves to the case $\nu \gg 1$. (195)

The third-order coefficient (i.e. the term multiplied by $\zeta^3$) on the r.h.s. of eq.(193) contains the term $-\nu^3/3$, proportional to $\nu^3$, as well as the term $\nu$, down by two powers of $\nu$. In the above, large-$\nu$ region, this coefficient is clearly dominated by the first term, so that we may write, to a first approximation:

$$\left(-\frac{\nu^3}{3} + \nu\right) \zeta^3 \approx -\frac{1}{3} (\nu \zeta)^3.$$ (196)

In general, we find that the leading terms in the perturbative expansion of the particle momentum $w = w_\nu(\zeta)$ are, for $\nu \gg 1$, of the form:

$$(\nu \zeta)^h; \quad h = 1, 2, 3, \cdots.$$ (197)
These are the terms which, for any given power $\zeta^h$ of the coupling $\zeta$, contain the leading power of $\nu$, namely $\nu^h$. Because of the occurrence of the above "secular terms" at high energy, we expect ordinary perturbation theory to be convergent only for:

$$|\nu \zeta| \lesssim 1,$$

i.e. only for:

$$|\zeta| \lesssim \frac{1}{\nu}.$$  \hspace{1cm} (199)

Even in the (lucky) case in which the perturbative series has a non-zero radius of convergence $R = R_\nu > 0$, the latter is expected to vanish, according to the above relation, as $1/\nu$ for $\nu \to \infty$. Therefore $R_\nu$ is expected to be very small for large $\nu$, i.e. for high-energy states.

The crucial point is that relation $|\zeta| \lesssim \frac{1}{\nu}$ implies a very strong limitation on the range of ordinary perturbation theory — an additional and stronger limitation with respect to the usual weak-coupling condition

$$|\zeta| \ll 1.$$  \hspace{1cm} (200)

If we take for example $\nu = \mathcal{O}(10^4)$, we have to assume that:

$$|\zeta| \lesssim 10^{-4},$$  \hspace{1cm} (201)

while we would like to use perturbation theory for couplings much smaller than one, but much larger than the above ones, such as for example:

$$\zeta \approx 10^{-2},$$  \hspace{1cm} (202)

or even:

$$\zeta \approx 10^{-1}.$$  \hspace{1cm} (203)

The conclusion of this analysis is simply that ordinary perturbation theory is not the right approximation scheme for studying high-energy states of the model. Our aim is to construct a new perturbative scheme, which still assumes weak coupling (which is, by the way, the only coupling domain relevant to resonances), but in which the quantity $\nu \zeta$ is not restricted anymore to be smaller than one. In other words, we are interested to the dynamical situation in which:

$$|\zeta| \ll 1, \quad \nu \gg 1, \quad |\nu \zeta| \gtrsim 1.$$  \hspace{1cm} (204)

Formally, that means to consider the combined/correlated limit

$$\zeta \to 0, \quad \nu \to \infty, \quad \omega \equiv \nu \zeta \to \text{constant},$$  \hspace{1cm} (205)

where the constant is assumed to be different from zero (and infinity). A similar limit has been considered in ref.\[26\] to compute the poles of standard resonances in various $\delta$-shell models.

We have already said that the maximal power of $\nu$ in the coefficient of $\zeta^h$ is just $h$, i.e. the maximal power of the index $\nu$ is equal to the current power of the coupling $\zeta$. In general, the coefficient $C_h = C_h(\nu)$ of each power $\zeta^h$ of $\zeta$ is a polynomial in $\nu$ of degree $\leq h$:

$$C_h(\nu) \zeta^h = \left(c_{h,h} \nu^h + c_{h,h-1} \nu^{h-1} + \cdots + c_{h,1} \nu + c_{h,0}\right)\zeta^h; \quad h = 1, 2, 3, \ldots; \hspace{1cm} (206)$$
where the \( c_{h,j} \)'s are real coefficients independent of \( \nu \) and assumed to be of order one (some of them may actually vanish). In the high-energy scheme we are constructing, the above term is approximated, in Leading Order (L.O.), as we have seen, by the leading power of \( \nu \):

\[
C_h(\nu) \zeta^h \approx c_{h,h} \nu^h \zeta^h = c_{h,h} \omega^h; \tag{207}
\]

where, on the last member, we have introduced the new variable \( \omega \), defined in eq.\( (205) \). Therefore, the expansion of the particle momentum \( w = w_\nu \) reads at the L.O. of the new perturbative scheme (208):

\[
w_\nu \approx \nu + \sum_{h=1}^{\infty} c_{h,h} \omega^h \quad \text{(L.O. in the new scheme).} \tag{208}
\]

Note that the variable \( \omega \) plays the role of an effective, state-dependent coupling of the model. Let us also remark that, since the quantity \( \omega \) is not assumed to be small, we are not allowed to truncate the above series to any finite order in \( \omega \): Terms of all orders in \( \omega \) have to be consistently included in the new perturbative scheme.

Let us observe that, in the new scheme, the expansion of \( w_\nu \) at L.O. involves an infinite series of terms of the form \( c_{h,h} \omega^h \) while, in ordinary perturbation theory, the lowest-order approximation involves the term proportional to \( \zeta \) only, namely

\[
w_\nu = \nu + \nu \zeta + \mathcal{O}(\zeta^2) \quad \text{(L.O. in ordinary perturbation theory).} \tag{209}
\]

By expressing for example the index \( \nu \) in terms of \( \omega \) and \( \zeta \),

\[
\nu \mapsto \frac{\omega}{\zeta}, \tag{210}
\]

the term \( C_h \zeta^h \), occurring in the expansion of \( w_\nu \) at order \( h \) in \( \zeta \), is rewritten:

\[
C_h \zeta^h = c_{h,h} \omega^h + c_{h,h-1} \omega^{h-1} \zeta + c_{h,h-2} \omega^{h-2} \zeta^2 + \cdots + c_{h,1} \omega \zeta^{h-1} + c_{h,0} \zeta^h. \tag{211}
\]

Since by assumption \(|\zeta| \ll 1\), at the Next-to-Leading Order (N.L.O.), we include, in the perturbative expansion of \( w_\nu \), all the terms in which one power of \( \omega \) is replaced by one power of \( \zeta \), i.e. we include all the terms of the form

\[
\zeta c_{h,h-1} \omega^{h-1}; \quad h = 1, 2, 3, \cdots \tag{212}
\]

Note that, in the new scheme, an eventual term proportional to \( \zeta \) with a coefficient independent of \( \nu \), is a N.L.O. one.

The new expansion of the particle momentum \( w_\nu \) can be written, at N.L.O., in the form:

\[
w_\nu \approx \nu + \varphi_1(\omega) + \zeta \varphi_2(\omega) \quad \text{(N.L.O.);} \tag{213}
\]

where we have defined the above functions of \( \omega \) as the following power series in \( \omega \):

\[
\varphi_1(\omega) \equiv \sum_{h=1}^{\infty} c_{h,h} \omega^h \tag{214}
\]
and
\[ \varphi_2(\omega) \equiv \sum_{h=1}^{\infty} c_{h,h-1} \omega^{h-1}. \] (215)

Now, at this point of the discussion, it should be clear to the reader how to construct the next-order approximation in the new scheme; it should also be clear how the general scheme works. The momentum \( w = w_\nu \) of the particle in a high-energy state, i.e. with the index \( \nu \gg 1 \), is written as the formal sum of a function series of the form:

\[ w_\nu = \nu + \sum_{h=0}^{\infty} \zeta^h \varphi_{h+1}(\omega) = \nu + \varphi_1(\omega) + \zeta \varphi_2(\omega) + \zeta^2 \varphi_3(\omega) + \zeta^3 \varphi_4(\omega) + \cdots. \] (216)

From a mathematical point of view, the construction of the new perturbative scheme is legitimate, only if we can rearrange terms in the double series in \( \zeta \) and \( \omega \) representing the particle momentum:

\[ w_\nu = \nu + \sum_{h=1}^{\infty} \left( \sum_{j=0}^{h} c_{h,j} \nu^j \right) \zeta^h = \nu + \sum_{h'=0}^{\infty} \left( \sum_{j=0}^{\infty} c_{h',j+j} \omega^j \right) \zeta^{h'}. \] (217)

In the last equality we have changed index according to \( h \mapsto h' \equiv h - j \). Note that the internal sum (over \( j \)) at the last member of the above equation is infinite, while the internal sum at the second member is finite. As well-known in mathematics, a sufficient condition for terms rearrangement — the so-called unconditional convergence — is that the double series is absolutely convergent, a property therefore which we assume from now on.

Let us remark that, in the new scheme, even though we are resumming terms of all orders in \( \zeta \) even at the L.O., the all-order resummation of the perturbative series which we have realized, is an approximate one, as the coefficients \( C_h(\nu) \) are not evaluated exactly. That is because, in practice, we are always forced to truncate the function series above to some finite order \( P \) (possibly large):

\[ w_\nu \cong \nu + \sum_{h=0}^{P} \zeta^h \sum_{j=0}^{\infty} c_{h+j,j} \omega^j; \quad 0 \leq P < \infty. \] (218)

It is also important to stress that the resummation scheme which we have formally constructed is relevant — i.e. is useful in “real life” — if, and only if, we are able to compute the series of the coefficients \( c_{h+j,j} \) in closed analytic form for any value of the index \( j = 0, 1, 2, 3, \cdots \), i.e. in symbolic form in \( j \), for some values of \( h = 0, 1, 2, \cdots \). If we do not possess such a knowledge, we are forced to truncate the series in \( \omega \), defining the functions \( \varphi_i(\omega) \), at some finite order in \( \omega \) — an approximation which is not legitimate in the new scheme, as already noted.

To explicitly compute the functions \( \varphi_i(\omega) \)'s, we have to go back, from the ordinary (truncated) perturbative expansion of the momenta, to the exact equation determining the momentum spectrum of the \( N = 1 \) model. We simply insert the function-series expansion
given in eq. (216) inside the $N = 1$ momentum spectrum equation (191), conveniently rewritten as:

$$\Delta w_\nu \equiv w_\nu - \nu = \arctan (\zeta w_\nu) .$$  \hfill (219)

The master equation is obtained:

$$\varphi_1(\omega) + \zeta \varphi_2(\omega) + \zeta^2 \varphi_3(\omega) + \zeta^3 \varphi_4(\omega) + \zeta^4 \varphi_5(\omega) + \cdots =$$

$$= \arctan \left[ \omega + \zeta \varphi_1(\omega) + \zeta^2 \varphi_2(\omega) + \zeta^3 \varphi_3(\omega) + \zeta^4 \varphi_4(\omega) + \cdots \right] =$$

$$= \arctan(\omega) + \zeta \frac{1}{1 + \omega^2} \left[ \varphi_1(\omega) + \zeta \varphi_2(\omega) + \zeta^2 \varphi_3(\omega) + \cdots \right] +$$

$$- \zeta^2 \frac{\omega}{(1 + \omega^2)^2} \left[ \varphi_1(\omega) + \zeta \varphi_2(\omega) + \zeta^2 \varphi_3(\omega) + \cdots \right]^2 + \cdots .$$

In order to isolate the different orders in $\zeta$ in the above equation, in the last member we have made a Taylor expansion of the function $\arctan(\omega + \Delta \omega)$ around the point $\omega$. We expand then the last member of the above equation in powers of $\zeta$, up to the required order. By equating the coefficients of same powers of $\zeta$ at the first and the last member, we obtain a sequence of equations of the form:

$$\varphi_1(\omega) = \arctan(\omega);$$

$$\varphi_2(\omega) = \frac{\varphi_1(\omega)}{1 + \omega^2};$$

$$\varphi_3(\omega) = \frac{1}{1 + \omega^2} \left[ \varphi_2(\omega) - \frac{\omega}{1 + \omega^2} \varphi_1(\omega) \right];$$

$$\cdots \cdots .$$  \hfill (220)

The first equation directly gives the L.O. function:

$$\varphi_1(\omega) = \arctan(\omega).$$  \hfill (221)

By substituting the above equation (in principle) in all the equations of the system (220) and solving the second equation with respect to the N.L.O. function $\varphi_2(\omega)$, one obtains for the latter:

$$\varphi_2(\omega) = \frac{\arctan(\omega)}{1 + \omega^2} .$$  \hfill (222)

In a similar way, by substituting the above equation in the system and solving the third equation with respect to the Next-to-Next-to-Leading Order (N.N.L.O. or $N^2$LO for brevity) function $\varphi_3(\omega)$, one obtains for the latter:

$$\varphi_3(\omega) = \frac{\arctan(\omega)}{(1 + \omega^2)^2} \left[ 1 - \omega \arctan(\omega) \right] .$$  \hfill (223)

At this point, it should be clear to the reader how to explicitly compute higher-order functions $\varphi_i(\omega)$’s, to any required order, as well as the general structure of the scheme. By means of a symbolic manipulation program (and a computer, of course!), the explicit evaluation of large number of functions $\varphi_i(\omega)$’s is trivial and immediate. Actually, with enough computing resources, one can evaluate an arbitrarily large number of such functions. By computing the first twenty functions by means of the Mathematica system on a standard PC, we obtained analytic approximations of the particle momentum $w_\nu$ with a relative error of order $O(10^{-15})$. 
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5.2 Comparison of resummed perturbation theory with ordinary one

In this section we compare our resummed formulae with ordinary perturbation theory ones; that provides a consistency check of the resummation scheme which we have constructed in the previous section.

According to eqs.\((62)\) with \(N = 1\), the momentum \(w = w_\nu\) of the particle has the following ordinary perturbative expansion:

\[
\begin{align*}
w_\nu = \nu + \nu \zeta + \nu \zeta^2 + \left( -\frac{\nu^3}{3} + \nu \right) \zeta^3 + \left( -\frac{4}{3} \nu^3 + \nu \right) \zeta^4 + \left( \frac{1}{5} \nu^5 - \frac{10}{3} \nu^3 + \nu \right) \zeta^5 + \mathcal{O} (\zeta^6). 
\end{align*}
\]

(224)

By means of a Taylor expansion of the arctangent function at the origin,

\[
arctan(x) = x - \frac{x^3}{3} + \frac{x^5}{5} + \mathcal{O} \left( x^7 \right) \quad (|x| < 1),
\]

(225)

the expansion of the L.O. resummed formula for \(w_\nu\) in powers of \(\zeta\) (eq.\((218)\) with \(P = 0\)), up to fifth order included, reads:

\[
\begin{align*}
w_\nu^{LO} = \nu + \varphi_1(\omega) = \nu + \arctan(\nu \zeta) = \nu + \nu \zeta - \frac{1}{3} \nu^3 \zeta^3 + \frac{1}{5} \nu^5 \zeta^5 + \mathcal{O} (\zeta^7). 
\end{align*}
\]

(226)

By comparing the last member of the above equation with the r.h.s. of eq.\((224)\), we find that:

1. The first-order term in \(\zeta\), namely \(\nu \zeta\), is correctly reproduced (as it should) by the L.O. resummed formula (let us remark that any good resummation scheme should reproduce, at least, the lowest-order correction);

2. The second-order term, \(\nu \zeta^2\), is totally missing in the resummed formula (the last member of eq.\((226)\)). However, that is consistent, because this term is a N.L.O. correction, having an additional power of \(\zeta\) with respect to \(\nu\). Formally, the absence of this term may be seen as a trivial consequence of the fact that \(\arctan(\nu \zeta)\) is an odd function of \(\zeta\), so that only odd powers of \(\zeta\) enter the expansion of the L.O. resummed formula;

3. Only the contribution \(-\nu^3 \zeta^3 / 3\) of the third-order term is reproduced, while the remaining contribution, \(\nu \zeta^3\), is missing. That is (again) consistent, because the latter term is a N.N.L.O. correction, having two additional powers of \(\zeta\) with respect to \(\nu\);

4. The fourth-order term is completely missing in the L.O. resummed formula for the same reason of the second-order term;

5. Only the contribution \(\nu^5 \zeta^5 / 5\) to the fifth-order term is reproduced by the L.O. resummed formula. The terms \(-10 \nu^3 \zeta^5 / 3\) and \(\nu \zeta^5\) are missing, as they are N²LO and N⁴LO corrections respectively.
We may conclude that, up to fifth order in $\zeta$ included, our L.O. resummed formula contains all the L.O. terms, i.e. all the terms of the form $\nu^j \zeta^j$, $j = 1, 2, 3, \cdots$.

To convince ourselves that our resummed scheme also works at higher orders, let us explicitly consider also the N.L.O. resummed formula. The expansion in powers of $\zeta$ of the latter reads:

$$w^{NLO}_\nu = \nu + \arctan (\nu \zeta) + \zeta \frac{\arctan(\nu \zeta)}{1 + (\nu \zeta)^2} =$$

$$\nu + \nu \zeta + \nu \zeta^2 - \frac{1}{3} \nu^3 \zeta^3 - \frac{4}{3} \nu^3 \zeta^4 + \frac{1}{5} \nu^5 \zeta^5 + \mathcal{O}(\zeta^6). \quad (227)$$

By comparing the expansion in powers of $\zeta$ of the N.L.O. resummed formula (the last line above) with the ordinary perturbative formula, the r.h.s. of eq. (224), we find that:

1. The first-order term in $\zeta$, namely $\nu \zeta$, is correctly reproduced in N.L.O. resummation, as was already the case with L.O. resummation;

2. The second-order term, $\nu \zeta^2$, is also correctly reproduced in N.L.O. resummation, as it should, such term being a N.L.O. correction. Note that this term was instead completely missing in the L.O. resummation. We see therefore a first improvement by going from L.O. to N.L.O. resummation;

3. Only the contribution $-\nu^3 \zeta^3 / 3$ of the third-order term is reproduced, while the remaining contribution, $\nu \zeta^3$, is missing, as it is a N.N.L.O. term. Therefore there is no improvement, at this order in $\zeta$, of the N.L.O. resummation with respect to the L.O. one;

4. At fourth order, only the N.L.O. term $-4/3 \nu^3 \zeta^4$ is reproduced, while the N$^3$LO term $\nu \zeta^4$ is missing. Note that the fourth-order term, as well as all the even-order terms, was instead completely missing in L.O. resummation;

5. At fifth order, only the L.O. term $\nu^5 \zeta^5 / 5$ is reproduced, while the N$^2$LO term $-10 \nu^3 \zeta^5 / 3$ and the N$^4$LO term $\nu \zeta^5$ are missing. Therefore, at $\mathcal{O}(\zeta^5)$ there is no improvement with respect to LO resummation.

The above comparison of perturbative corrections for the particle momenta explicitly shows that the resummation scheme we have constructed, also works at N.L.O.. Even though we do not provide a formal proof, it is quite natural to conjecture that this scheme also works at higher orders.

### 5.3 Resummation of the perturbative series by recursion

In this section we present a different resummation scheme for the perturbative series of particle momenta, which is based on a sequence of functions defined recursively. As we are going to show, the two resummation schemes give the same results in Leading Order (L.O.) and begin to differ from Next-to-Leading Order (N.L.O.) on.
Figure 6: Percent relative error $\epsilon^{(i)} \equiv 100 \times \left( k_{1}^{ex} - k_{1}^{(i)} \right) / k_{1}^{ex}$ for the first resonance ($n = 1$) in the case $N = 1$, as function of the coupling $z \equiv -g$. More explicitly, $k_{1}^{ex} = k_{1}^{ex}(z)$ is the exact first momentum level, while $k_{1}^{(i)} = k_{1}^{(i)}(z)$ is the recursive approximation to $k_{1}^{ex}(z)$ of order $i = 1, 2, 3, 4$. The error $\epsilon^{(1)} = \epsilon^{(1)}(z)$ of the first recursion (blue line), providing the lowest-order non-trivial approximation, is uniformly below $8\%$ in the coupling $z \in \mathbb{R}$. The errors of the second recursion (green line), third recursion (red line) and fourth recursion (barely visible orange line) are uniformly below $2\%, 0.35\%$ and $0.08\%$ respectively. The error of the fifth recursion (not drawn in the plot) is uniformly below $0.02\%$. Note that we are considering the fundamental resonance, i.e. the "worst" situation; The errors in the calculation of higher momenta ($n > 1$) turn out to be, as expected, much smaller.

The idea behind the representation of the particle momentum $w = w_{\nu}(\zeta)$ which we are going to derive, is the following. Suppose that the variable $w$ on the r.h.s of the momentum equation \[ \tan(w) = \zeta w, \] namely is replaced by some constant, let’s call it $w_{0}$ (which is non zero but is, for the moment, arbitrary). The above equation then simplifies to the equation \[ \tan(w) = \zeta w_{0}, \] which can be immediately solved to give:

$$w = \arctan \left( w_{0} \zeta \right).$$

The function $\arctan(x)$ is the branch of the multi-valued arctangent function, having image, for a real argument $x$, in the interval $(-\pi/2, +\pi/2)\footnote{As function of a complex argument (complex function), $\arctan(w)$ is a multi-valued analytic function, with logarithmic branch points at $w = \pm i$. To make $\arctan(w)$ single-valued, i.e. to obtain well-defined analytic branches, we can cut the complex $w$ plane, for example, along the imaginary axis, from $+i$ to $+i\infty$ and from from $-i$ to $-i\infty$. By writing $w = u + iv$, $u, v \in \mathbb{R}$, the above cuts have equations $u = 0$, $|v| \geq 1$ Since these cuts do not cross the real axis of the $w$-plane, i.e. the $u$-axis, the branches of $\arctan(w)$ so constructed are continuous for real $w.$}$

$$-\infty < x < +\infty, \quad -\frac{\pi}{2} < \arctan(x) < +\frac{\pi}{2}.$$
Sometimes, to stress such choice, we will denote this branch by \( \arctan_0(x) \).

We can reduce ourselves to the above "desirable" situation \( (w \zeta \mapsto w_0 \zeta) \) by means of the following reasoning. Eq.\((228)\) involves a periodic function, namely \( \tan(w) \), of period \( T = \pi \) (which is a quantity of order one), and a monotonic function, \( f(w) \equiv w \). Inside any period \( (a, a + \pi), a \in \mathbb{R} \), such as for example the fundamental period \( (-\pi/2, +\pi/2) \) (corresponding to the choice \( a = -\pi/2 \)), the function \( \tan(w) \) takes all its values, ranging from \(-\infty\) to \(+\infty\). Let’s now think to \( w \) as an independent variable. If we consider a large starting value of this variable,

\[
w \gg 1, \tag{232}\]

and make an increment of the latter of order one (or of order \( \pi \), if preferred),

\[
w \mapsto w + \Delta w, \quad \Delta w = \mathcal{O}(1), \tag{233}\]

the relative (or fractional) change of the function \( f(w) = w \) will be small as, by definition,

\[
\frac{|\Delta w|}{w} \ll 1, \tag{234}\]

while the relative change of the function \( \tan(w) \) will be, in general, very large. Now, eq.\((191)\) can be trivially rewritten as:

\[
\tan(w) = \zeta. \tag{235}\]

In the weak-coupling regime,

\[
|\zeta| \ll 1, \tag{236}\]

we can consider the situation in which\(^4\)

\[
w \approx \frac{1}{|\zeta|}, \tag{237}\]

so that:

\[
w \gg 1, \tag{238}\]

while, generically:

\[
\tan(w) = \mathcal{O}(1). \tag{239}\]

Therefore let us consider a high-energy expansion for the particle momentum \( w \) of the form:

\[
w = \nu + \Delta w_\nu; \tag{240}\]

where we have defined the convenient index

\[
\nu \equiv \pi n. \tag{241}\]

The index \( \nu \) is assumed to be large, while \( \Delta w_\nu \) is assumed to be a generic quantity of order one (as will be checked \textit{a posteriori}):\(^4\)

\[
\nu \gg 1; \quad \Delta w_\nu = \mathcal{O}(1). \tag{242}\]

\(^4\)In ordinary (or straightforward) perturbation theory, one assumes instead that \( w = \mathcal{O}(1) \), while \( \tan(w) = \mathcal{O}(\zeta) \).
Since the modulus of their ratio is small,

$$\frac{|\Delta w_\nu|}{\nu} \ll 1,$$  \hspace{1cm} (243)

the quantity

$$\frac{\Delta w_\nu}{\nu}$$  \hspace{1cm} (244)

provides us the required expansion parameter. By substituting the expansion for $w$ given in eq.(240) inside eq.(228), one obtains:

$$\tan(\Delta w_\nu) = \zeta (\nu + \Delta w_\nu) = \nu \zeta + \zeta \Delta w_\nu;$$  \hspace{1cm} (245)

where we have explicitly taken into account the periodicity of $\tan(w)$, so that:

$$\tan(\nu + \Delta w_\nu) = \tan(\Delta w_\nu).$$  \hspace{1cm} (246)

The crucial point is that the first member of eq.(245) only depends on the correction term $\Delta w_\nu$, as the leading term $\nu$ has disappeared. Instead, the last member of eq.(245) depends on both $\nu$ and $\Delta w_\nu$, which however are both multiplied by the small coupling $\zeta$. The idea now is to analyze the size of the various terms which enter the first and the last member of eq.(245), namely the basic equation

$$\tan(\Delta w_\nu) = \nu \zeta + \zeta \Delta w_\nu.$$  \hspace{1cm} (247)

It is easily found that $\zeta \Delta w_\nu$ is the smallest quantity entering eq.(247) because:

1. It is much smaller than the momentum correction term $\Delta w_\nu$, as the leading term $\nu$ has disappeared. Instead, the last member of eq.(245) depends on both $\nu$ and $\Delta w_\nu$, which however are both multiplied by the small coupling $\zeta$:

$$|\zeta \Delta w_\nu| \ll |\Delta w_\nu| \quad \text{as} \quad |\zeta| \ll 1;$$  \hspace{1cm} (248)

2. It is much smaller than the quantity $\nu \zeta$,

$$|\zeta \Delta w_\nu| \ll \nu |\zeta|,$$  \hspace{1cm} (249)

because, by assumption:

$$|\Delta w_\nu| \ll \nu.$$  \hspace{1cm} (250)

Therefore, to a first approximation, one can safely neglect the term $\zeta \Delta w_\nu$ in eq.(247), obtaining the much simpler equation

$$\tan(\Delta w_\nu) \simeq \nu \zeta \quad \text{(leading order)}. $$ \hspace{1cm} (251)

The latter equation can be immediately solved to give:

$$w \equiv \nu + \Delta w_\nu \simeq \nu + \arctan(\omega) \quad \text{(leading order)}. $$ \hspace{1cm} (252)

Note that the result obtained, the last member of eq.(252), is not trivial at all, and does not coincide with the corresponding ordinary perturbation expression previously obtained.
Note also that, as anticipated at the beginning of this section, eq. (252) exactly coincides with the L.O. resummed momentum $w = w_\nu$ derived in the previous section (involving the function $\varphi_1(\omega)$ only), given in eq. (221).

Arrived at this point, we can also check the correctness of our initial small-parameter assumption $|\Delta w_\nu| \ll \nu$. For any real argument $\omega$, the uniform bound holds

$$|\arctan(\omega)| < \frac{\pi}{2}, \quad \omega \in \mathbb{R}. \quad (253)$$

It follows that:

$$\frac{|\Delta w_\nu|}{\nu} \lesssim \frac{\pi}{2\nu} \ll 1 \quad \text{for} \quad \nu \gg 1. \quad (254)$$

Now, to evaluate sub-leading corrections to $w = w_\nu$ in this scheme and, in general, to derive a systematic expansion, the idea is simply to think to the above, leading approximation, as the first step of a recursion process. Therefore let’s go back to the exact momentum equation (247). By thinking to the small term $\zeta \Delta w_\nu$ as a known quantity, we can formally solve eq. (247) with respect to the momentum correction term $\Delta w_\nu$ appearing at its l.h.s.:

$$\Delta w_\nu = \arctan (\nu \zeta + \zeta \Delta w_\nu). \quad (255)$$

We solve the above equation recursively in the following way. We generate a sequence of functions

$$\left\{ \Delta w_\nu^{(h)}(\zeta); \ h = 0, 1, 2, 3, \ldots \right\} \quad (256)$$

by means of the following one-step recursion equation:

$$\Delta w_\nu^{(h+1)}(\zeta) = \arctan [\nu \zeta + \zeta \Delta w_\nu^{(h)}(\zeta)]; \quad h = 0, 1, 2, 3, \ldots. \quad (257)$$

The initial condition is given at $h = 0$ and coincides with the free limit ($\zeta \to 0$), i.e. a vanishing value of the momentum correction $\Delta w_\nu(\zeta)$:

$$\Delta w_\nu^{(0)}(\zeta) = 0. \quad (258)$$

Therefore the momentum shift $\Delta w_\nu(\zeta)$ is the fixed point of the map given in eq. (257). The momentum level $w_\nu(\zeta)$ is given by the limit of the above function sequence:

$$w_\nu(\zeta) = \nu + \Delta w_\nu(\zeta) = \nu + \lim_{h \to \infty} \Delta w_\nu^{(h)}(\zeta). \quad (259)$$

We have checked numerically the convergence of the function series $\left\{ \Delta w_\nu^{(h)}(\zeta) \right\}$ to $\Delta w_\nu(\zeta)$ in many cases (see fig. 6), which turns out to be quite fast with the recursion order and uniform in $z \in \mathbb{R}$. We admit that we do not have an analytic proof of the convergence yet, which is, in any case, well beyond the aims of the present paper.

There is an equivalent formulation of the recursive solution for $w = w_\nu$, involving the complete momentum of the particle in place of the momentum correction $\Delta w_\nu \equiv w_\nu - \nu$. One constructs the sequence of functions

$$\left\{ w_\nu^{(h)}(\zeta); \ h = 0, 1, 2, 3, \ldots \right\} \quad (260)$$
by means of the following recursion equation:

\[ w^{(h+1)}_\nu(\zeta) = \nu + \arctan \left[ \zeta w^{(h)}_\nu(\zeta) \right]; \quad h = 0, 1, 2, 3, \cdots \]  

(261)

The initial condition reads:

\[ w^{(0)}_\nu(\zeta) = \nu. \]  

(262)

The complete particle momentum (including the 0-th order term \( \nu \)) is simply the limit of the above sequence:

\[ w_\nu(\zeta) = \lim_{h \to \infty} w^{(h)}_\nu(\zeta). \]  

(263)

Let us work out explicitly the first few recursions, in the first scheme constructed. At the lowest, zero order:

\[ \Delta w^{(0)}_\nu = 0; \]  

(264)

so that:

\[ w^{(0)}_\nu = \nu + \Delta w^{(0)}_\nu = \nu. \]  

(265)

The zero order is, by definition, trivial. The first recursion gives:

\[ w^{(1)}_\nu(\zeta) = \nu + \arctan \left[ \zeta w^{(0)}_\nu(\zeta) \right] = \nu + \arctan (\omega). \]  

(266)

The function on the last member of the above equation exactly coincides with the approximation to the particle momentum \( w_\nu \) obtained in eq.(252). Therefore, with the first recursion, we obtain the lowest-order non-trivial approximation to the particle momentum. The second recursion reads:

\[ w^{(2)}_\nu(\zeta) = \nu + \arctan \left[ \zeta w^{(1)}_\nu(\zeta) \right] = \nu + \arctan \left[ \omega + \zeta \arctan (\omega) \right]. \]  

(267)

In a similar way, the third recursion is written:

\[ w^{(3)}_\nu(\zeta) = \nu + \arctan \left[ \zeta w^{(2)}_\nu(\zeta) \right] = \nu + \arctan \left\{ \omega + \zeta \arctan \left[ \omega + \zeta \arctan(\omega) \right] \right\}. \]  

(268)

We may notice that a recursion step is obtained, in general, by substituting \( \omega \) in the "innermost place" with \( \omega + \zeta \arctan(\omega) \):

\[ \omega \mapsto \omega + \zeta \arctan(\omega). \]  

(269)

We may also notice that the above rule is obtained by multiplying, on both sides by the coupling \( \zeta \), the basic replacement rule

\[ \nu \mapsto \nu + \arctan(\omega), \]  

(270)

which represents the first recursion step (\( h: 0 \mapsto 1 \), compare eq.(265) with eq.(266)). The observation leading to the substitution rule (269) can be formalized in the following way. Let us define the function

\[ f(x) \equiv \omega + \zeta \arctan(x). \]  

(271)
Note that $f = f_{\omega, \zeta}$, i.e. $f$ depends on both $\omega$ and $\zeta$ parametrically. In terms of the function $f$, the second recursion can be written:

$$w_\nu^{(2)}(\zeta) = \nu + \arctan [f(\omega)];$$

and the third recursion:

$$w_\nu^{(3)}(\zeta) = \nu + \arctan \{ f[f(\omega)] \}. \quad (273)$$

In general, by iterating the recursion, one evaluates the composition of $f$ with itself a progressively larger number of times. Therefore let us define $f_h$ as the composition of $f$ with itself $h = 2, 3, 4, \cdots$ times:

$$f_h \equiv \underbrace{f \circ f \circ \cdots \circ f}_{h \text{ times}}, \quad (274)$$

i.e.:

$$f_h(x) = f(f(...f(x))) \text{ } h \text{ times.} \quad (275)$$

For example, by taking $h = 2$, we obtain the function

$$f_2 = f \circ f,$$

meaning, as well known, that:

$$f_2(x) = (f \circ f)(x) \equiv f[f(x)]. \quad (277)$$

It is natural to define $f_1(x) \equiv f(x)$ and $f_0(x) \equiv x$ (i.e. $f_1$ is simply the initial function $f$, while $f_0$ is the identity function). In terms of the sequence of functions $\{f_h\}$, the $h$-th recursion for the momentum $w_\nu$ can be written in the following compact way:

$$w_\nu^{(h)} = \nu + \arctan [f_{h-1}(\omega)]; \quad h = 1, 2, 3, \cdots. \quad (278)$$

Let us end this section by noting that the momentum level $w_\nu(\zeta)$, obtained as the limit of $w_\nu^{(h)}(\zeta)$ for $h \to \infty$, contains, roughly speaking, an infinite number of compositions of the function $f$ with itself.

### 5.4 Comparison between the two resummation schemes

In the previous sections, we presented two different (both approximate) resummation schemes for the perturbative series of the particle momenta. As we have discussed in detail, the first scheme is based on a (truncated) function series, while the second scheme is based on the approximate (i.e. finite order) solution of a recursion equation. It is quite natural, arrived at this point, to compare the two schemes, in order to find their common properties, as well as their differences. That is indeed the aim of the present section.

As already discussed, in the recursive scheme, the first recursion,

$$w_\nu^{(1)}(\omega) = \nu + \arctan(\omega), \quad (279)$$
The two schemes for \( N = 1 \)

![Graph showing percent relative errors as functions of the coupling \( z \equiv -g \).](image)

Figure 7: *Comparison of the percent relative errors \( \epsilon \) as functions of the coupling \( z \equiv -g \), namely \( \epsilon = \epsilon(z) \), in the two resummation schemes for \( N = 1 \). The blue line is the error for the fundamental momentum level \( (n = 1) \) of the Next-to-Leading Order (N.L.O.) approximation in the function-series scheme; The red line is the error of the second recursion in the recursive-equation scheme. As expected, the two schemes basically coincide for small coupling, let’s say \(|z| < \sim 0.1\). For larger couplings, they differ more in the negative-coupling region (repulsive potential) than in the positive one. The overall error is smaller in the recursion scheme, implying that the latter scheme is, at least in this case, better.*

exactly coincides with the function series truncated at first order, which we have called the Leading Order (L.O.) approximation \((P = 0\) in eq.(213)):  

\[
 w_{\nu}^{\text{LO}}(\omega) = \nu + \varphi_1(\omega). \tag{280}
\]

The leading-order agreement is related to the fact that it turns out that:  

\[
 \varphi_1(\omega) = \arctan(\omega). \tag{281}
\]

At second order, i.e. at N.L.O., the two schemes begin to (slightly) differ from each other (see fig.7). The scheme based on the function series gives, at N.L.O.:

\[
 w_{\nu}^{\text{NLO}}(\zeta, \omega) = \nu + \varphi_1(\omega) + \zeta \varphi_2(\omega) = \nu + \arctan(\omega) + \zeta \frac{\arctan(\omega)}{1 + \omega^2}. \tag{282}
\]

The scheme based on the recursion equation gives instead, for the second recursion, as we have seen:

\[
 w_{\nu}^{(2)}(\zeta, \omega) = \nu + \arctan \left[ \omega + \zeta \arctan(\omega) \right]. \tag{283}
\]

Note that the latter formula, unlike the previous one, contains terms of all orders in \( \zeta \). By expanding the r.h.s. of the above equation in powers of \( \zeta \) up to second order, one obtains:

\[
 w_{\nu}^{(2)}(\zeta, \omega) = \nu + \arctan(\omega) + \zeta \frac{\arctan(\omega)}{1 + \omega^2} - \zeta^2 \frac{\omega \arctan^2(\omega)}{(1 + \omega^2)^2} + \mathcal{O}(\zeta^3). \tag{284}
\]

The second-order term in \( \zeta \) on the r.h.s. of the above equation is naturally compared with the N.N.L.O. function \( \varphi_3(\omega) \) which, according to eq.(223), is given by:

\[
 \varphi_3(\omega) = - \frac{\omega \arctan^2(\omega)}{(1 + \omega^2)^2} + \frac{\arctan(\omega)}{(1 + \omega^2)^2}. \tag{285}
\]
By comparing the last member of eq. (282) with the r.h.s. of eq. (284), one finds that the second recursion $\nu \nu(\zeta, \omega)$ contains the first contribution to $\varphi_3(\omega)$, namely the term

$$-\frac{\omega \arctan^2(\omega)}{(1 + \omega^2)^2}. \quad (286)$$

Note that the above term is the dominant one in $\varphi_3(\omega)$ for $\omega \gg 1$, because of the additional factor $\omega$ at the numerator. By pushing the expansion of $\nu \nu(\zeta, \omega)$ in powers of $\zeta$ to even higher orders, one finds that the second recursion also contains the leading contributions to $\varphi_4(\omega), \varphi_5(\omega), \varphi_6(\omega), \ldots$, for $\omega \to \infty$. With a suggestive language, we may say that the scheme based on the recursion equation "resums the resummation" realized by the function-series scheme. Such a "resummation of a resummation" is, of course, again an approximate one (we are not able to solve exactly the $N = 1$ momentum-spectrum equation!) and is relevant in the case $|\omega| \gg 1$.

Let us also note that the functions $\varphi_1(\omega)$ and $\varphi_2(\omega)$ can also be computed, in addition to the direct evaluation described at the end of sec. 5.1, also by expanding the second recursion $\nu \nu(\zeta, \omega)$ in powers of $\zeta$ up to first order. In general, the functions

$$\varphi_1(\omega), \varphi_2(\omega), \ldots, \varphi_h(\omega) \quad (287)$$

can be computed by expanding $\nu \nu(h)(\zeta, \omega)$, the recursion of order $h$, in powers of $\zeta$ up to the order $h - 1$ included.

A natural question at this point is which resummation scheme, among the two, is preferable. It is fair to say that each scheme has its own virtues and shortcomings. The scheme based on the function series — let's call it the first scheme — is conceptually simpler, as it involves truncated expansions in the small parameter $\zeta$. The scheme based on the recursion equation — let's call it the second scheme — includes higher-order terms in $\zeta$, which are missed in a truncated power series in $\zeta$, and which are the dominant ones for very large $\omega$. In view of this latter fact, we may conclude that the second resummation scheme is perhaps better than the first one in the intermediate and in the large coupling regions ($|z| \gtrsim 1$), or in the description of states with very high energies. Because of that, in the following sections we will mostly consider the second or recursive scheme.

### 5.5 Discussion

Finite-volume Winter model in the symmetric case $N = 1$, in which the two resonant cavities have the same length, is an oscillating, rather than a decaying system. Amplitude is constantly transferred from one cavity to the other, back and forth. Similar oscillation phenomena occur in classical mechanics, by considering for example two weakly-coupled harmonic oscillators, where energy is constantly transferred from one mode to the other [27].

To fully understand the dynamics of the model, we may consider the explicit time evolution of a wavefunction initially contained in the "small" cavity $[0, \pi]$, i.e. identically vanishing in the "large" cavity $[\pi, 2\pi]$, which is equal to a $[0, \pi]$ box eigenfunction:

$$\psi(x; t = 0) \equiv \psi_{\text{ini}}(x) = \sqrt{\frac{2}{\pi}} \theta(\pi - x) \sin(jx); \quad 0 \leq x \leq 2\pi; \quad (288)$$
where \( j = 1, 2, 3, \cdots \) is a positive integer and \( \theta(y) \equiv 1 \) for \( y > 0 \) and zero otherwise is the usual Heaviside step function. Since the two cavities have the same length or, equivalently, because of the absence of non-resonant levels, we expect the no-escape probability, for example,

\[
P(t)^{\text{noesc}} \equiv \int_0^\pi |\psi(x, t)|^2 \, dx,
\]

to not exhibit an approximate exponential decay in any time region. Heuristically, we may consider the exponential decay of an unstable state with time a statistical phenomenon, in which the initial amplitude, contained in the small cavity, is transferred to the large number of available states of the system. Since the large cavity has the same density of states (in momentum space) of the small one, the former is not expected to be able to “exponentially absorb”, for some time, a large part of the initial amplitude.

We may conclude that the symmetric case \( N = 1 \) is qualitatively different from the quasi-continuum one \( (N \gg 1) \) and describes oscillation, rather than decay, phenomena.

### 6 The Double Case \( N = 2 \)

In this section we consider Winter model at finite volume in the particular case \( N = 2 \), in which the right cavity \([\pi, 3\pi]\) (the large one) is two times larger than the left one \([0, \pi]\) (the small one).

In this case, resonant levels \( k_n(z) \), having integer limit \( n = 1, 2, 3, \cdots \) in the free limit, alternate with non-resonant levels \( k_{n+1/2}(z) \), having instead semi-integer limit \( n + 1/2 = 1/2, 3/2, 5/2, \cdots \) for \( z \to 0 \). In other words, resonant levels and non-resonant ones separate each other (see fig. 8). The equation for the normal part of the momentum spectrum explicitly reads:

\[
\frac{1}{\tan(w)} + \frac{1}{\tan(2w)} = \frac{1}{zw} \quad (N = 2);
\]

where:

\[
z \equiv -g.
\]

Note that eq. (290) is considerably more complex than eq. (191), the latter describing the physically and mathematically much simpler \( N = 1 \) case.

Now it comes one of the main technical ideas of this work, which will be used also in the larger \( N \) cases: we transform \( \tan(2w) \), the tangent of the double momentum \( 2w \) above, into a rational function (of degree two) in \( \tan(w) \), the tangent of the momentum \( w \). The general tangent reduction formula is derived in Appendix A which, in the case \( N = 2 \), reduces to the first of eqs. (526). By means of the latter, a non-linearity of transcendental type is converted into a non-linearity of algebraic type, which is much more tractable. By means of the first of eqs. (526), the momentum equation above is rewritten:

\[
\tan^2(w) + \frac{2}{zw} \tan(w) - 3 = 0 \quad (N = 2).
\]
By assuming $zw$ to be a known quantity, we can solve the above equation with respect to $\tan(w)$, obtaining:

$$\tan(w) = \pm \left[ 1 + 3(wz)^2 \right]^{1/2} - 1. \tag{293}$$

The two sign determinations in front of the arithmetic (i.e. positive) square root above give rise to two different sequence of levels. Indeed, in the weak-coupling regime, $|z| \ll 1$, the plus/minus equations read respectively:

1. $\tan(w) = + \sqrt{1 + 3(wz)^2} - 1 \approx + \frac{3}{2} wz$; \hspace{1cm} (294)

2. $\tan(w) = - \sqrt{1 + 3(wz)^2} + 1 \approx - \frac{2}{wz}$. \hspace{1cm} (295)

In the first case 1., by taking the free limit $z \rightarrow 0$, the function $\tan(w)$ vanishes, implying that $w$ tends to an integer $n$, times $\pi$. Therefore the "plus equation" above describes the resonant levels of the system.

In the second case 2., for $z \rightarrow 0$, $\tan(w)$ instead diverges, so that $w$ tends to $n + 1/2$, i.e. to a half-integer, times $\pi$. Therefore the "minus equation" above describes the non-resonant levels.

### 6.1 Resonant levels

Let us first consider the simpler, resonant case 1. The particle momentum $w = w_\nu$ is naturally decomposed, as in the previous $N = 1$ case, as:

$$w_\nu = \nu + \Delta w_\nu \tag{296}$$

where:

$$\nu \equiv \pi n; \quad n = 1, 2, 3, \cdots \tag{297}$$

Eq. \eqref{294} is then rewritten:

$$\Delta w_\nu = \arctan \left( \frac{\sqrt{1 + 3(zw_\nu)^2} - 1}{zw_\nu} \right). \tag{298}$$

Just as in the case $N = 1$, there are two possible resummation schemes for the perturbative series of the particle momenta, which are discussed separately in the next sections.

#### 6.1.1 Resummation by means of a function series

The perturbative series for the resonant particle momentum $w_\nu$ can be (approximately) resummed to all orders in

$$\eta \equiv \nu z \tag{299}$$
Figure 8: Lowest six momentum levels for the case $N = 2$. The lowest four normal (or non-exceptional) momenta, $k_{1/2}(z)$, $k_1(z)$, $k_{3/2}(z)$, $k_2(z)$, are represented by black dashed lines, while the two lowest exceptional momenta, $k_{exc} = 1, 2$, are represented by brown dashed lines. The Leading Order (L.O.) resonant levels $k_{1}^{LO}(z)$ and $k_{2}^{LO}(z)$ are given by red dotted lines, while the L.O. non-resonant levels $k_{1/2}^{LO}(z)$ and $k_{3/2}^{LO}(z)$ are given by blue dotted lines. The infinite-coupling limit of the non-exceptional levels $k(z = \pm \infty) = 1/3, 2/3, 4/3, 5/3, 7/3$ (integer values are absent) are represented by horizontal green dotted lines. The range of the resonant levels, i.e. the difference $k_n(z = +\infty) - k_n(z = -\infty)$, is 2/3 and it is two times larger than the range of the non-resonant ones, which is 1/3. The accuracy of the L.O. approximation quickly increases with the order, i.e. with the energy of the level, as expected. Quite remarkably, the L.O. approximation is rather good also for the lowest non-resonant level ($k_{1/2}(z)$). In general, the L.O. approximation seems to work slightly better for non-resonant levels than for resonant levels of close energy (contiguous levels).

and to finite order in $z$, by means of a function series. Similarly to the previous $N = 1$ case, the particle momentum is written:

$$w_\nu \cong \nu + \sum_{h=0}^{P} z^h \phi_{h+1}(\eta) = \nu + \phi_1(\eta) + z \phi_2(\eta) + \cdots + z^P \phi_{P+1}(\eta) \quad (N = 2);$$

(300)

where the non-negative integer $0 \leq P < \infty$ specifies the order of the approximation. The Leading-Order (L.O.) function $\phi_1(\eta)$ (corresponding to the choice $P = 0$) and the Next-to-Leading Order (N.L.O.) function $\phi_2(\eta)$ ($P = 1$) have the following explicit expressions:

$$\phi_1(\eta) = \arctan \left[ \frac{(1 + 3\eta^2)^{1/2}}{\eta} - 1 \right]; \quad (N = 2)$$

56
\[ \phi_2(\eta) = \left(1 + \frac{1}{2\sqrt{1 + 3\eta^2}}\right) \frac{1}{1 + 4\eta^2} \arctan \left[ \frac{(1 + 3\eta^2)^{1/2} - 1}{\eta} \right]. \quad (301) \]

The evaluation of higher-order functions is, in principle, straightforward. However, by increasing \( P \), i.e. the order of the approximation, the complexity of the functions \( \phi_i(\eta) \) grows quite quickly.

### 6.1.2 Resummation by recursion

Similarly to the previous \( N = 1 \) case, the momentum \( w_\nu \) of the particle is written:

\[ w_\nu = \nu + \Delta w_\nu; \quad \nu \gg 1. \quad (302) \]

According to the above decomposition, eq. (294) is conveniently rewritten:

\[ \Delta w_\nu = \arctan \left[ \sqrt{1 + 3(\eta + z\Delta w_\nu)^2} - 1 \right] \cdot (\eta + z\Delta w_\nu). \quad (303) \]

We construct a function sequence \( \{w_\nu^{(h)}(z); h = 0, 1, 2, 3, \cdots\} \) by means of the following one-step recursion in the index \( h \):

\[ w_\nu^{(h+1)}(z) = \nu + \arctan \left[ \sqrt{1 + 3z^2w_\nu^{(h)}(z)^2} - 1 \right] ; \quad h = 0, 1, 2, 3, \cdots; \quad (304) \]

with the initial condition (at \( h = 0 \)):

\[ w_\nu^{(0)}(z) = \nu. \quad (305) \]

The function \( w = w_\nu(z) \) is obtained as the limit of the above function sequence:

\[ w_\nu(z) = \lim_{h \to \infty} w_\nu^{(h)}(z). \quad (306) \]

In practice, it is sufficient to compute few recursions only, as they already provide a good, uniform approximation in \( z \in \mathbb{R} \), to the exact result. In other words, convergence of the function sequence \( \{w_\nu^{(h)}(z)\} \) to the exact momentum level \( w_\nu(z) \) (for \( h \to \infty \)) is rather fast.

The first recursion \( (h = 1) \) gives the lowest-order non-trivial approximation for the resonant particle momenta and explicitly reads:

\[ w_\nu^{(1)}(\eta) = \nu + \arctan \left( \frac{\sqrt{1 + 3\eta^2} - 1}{\eta} \right) \quad (N = 2). \quad (307) \]
Let us remark that it is not legitimate to expand the square root above in powers of \( \eta \), as \( \eta \) is not, by assumption, a small variable.

By means of eq.\((304)\) for \( h = 2 \), the second recursion is written:

\[
w^{(2)}_{\nu}(z, \eta) = \nu + \arctan \left( \frac{\sqrt{1 + 3 z^2 w^{(1)}_{\nu}(\eta)^2} - 1}{z w^{(1)}_{\nu}(\eta)} \right) \quad (N = 2);
\]

with \( w^{(1)}_{\nu}(\eta) \) explicitly given in the previous equation \((307)\). To give the reader an idea about the kind of functions coming out of the recursions, let us give the second recursion for \( w_{\nu} \) in completely explicit form:

\[
w^{(2)}_{\nu}(z, \eta) = \nu + \arctan \left( \frac{\sqrt{1 + 3 \left\{ \eta + z \arctan \left[ \left( \sqrt{1 + 3 \eta^2} - 1 \right)/\eta \right] \right\}^2} - 1}{\eta + z \arctan \left[ \left( \sqrt{1 + 3 \eta^2} - 1 \right)/\eta \right]} \right).
\]

Similarly to the previous \( N = 1 \) case, we may notice that a recursion step is obtained by replacing \( \eta \), in its innermost place, according to the rule:

\[
\eta \mapsto \eta + z \arctan \left[ \frac{(1 + 3 \eta^2)^{1/2} - 1}{\eta} \right].
\]

The above rule, in turn, is obtained by multiplying on both sides by \( z \), the basic substitution rule

\[
\nu \mapsto \nu + \arctan \left[ \frac{(1 + 3 \eta^2)^{1/2} - 1}{\eta} \right].
\]

The recursions are easily written by means of the function

\[
g(x) \equiv \eta + z \arctan \left[ \frac{(1 + 3 x^2)^{1/2} - 1}{x} \right].
\]

The treatment is similar to the \( N = 1 \) case, so we omit the details. The resonant momentum \( w_{\nu} \) at the step \( h \) is written:

\[
w^{(h)}_{\nu} = \nu + \arctan \left\{ \frac{\left[ 1 + 3 g_{h-1}(\eta)^2 \right]^{1/2} - 1}{g_{h-1}(\eta)} \right\}; \quad h = 1, 2, 3, \ldots
\]

where \( g_h \) is the (function) composition of \( g \) with itself \( h \) times, with \( g_{h=1}(\eta) \equiv g(\eta) \) and \( g_{h=0}(\eta) \equiv \eta \).
6.1.3 Comparison with ordinary perturbation theory

The comparison of the perturbative resummed formulae derived in the above two sections with the fixed-order ones is completely similar to the $N = 1$ case, so we just sketch the procedure; The actual computation is left to the reader as an exercise. We expand in powers of $z$ eq. (300), with a selected value of $P$, or eq. (304), with a selected value of $h$. We then compare the coefficients of the various powers of $z$ with the coefficients given in eqs. (302), in which we have set $N = 2$.

6.2 Non-resonant levels

In this section we consider the non-resonant levels of the system, described by eq. (295) (the case 2.). For the weak-coupling expansion, $|z| \ll 1$, it is convenient to write the particle momentum $w = w_\nu$ in the form

$$w_\nu = \nu + \delta w_\nu; \quad (314)$$

where we have defined the "ad-hoc" index, involving semi-integer numbers,

$$\nu \equiv \pi \left( n + \frac{1}{2} \right). \quad (315)$$

Note that:

$$\Delta w_\nu = \delta w_\nu + \frac{\pi}{2} \quad (316)$$

and that $\delta w = \delta w_\nu (z)$ vanishes in the free limit:

$$\lim_{z \to 0} \delta w_\nu (z) = 0. \quad (317)$$

By means of the formula

$$\tan \left( x + \frac{\pi}{2} \right) = -\frac{1}{\tan(x)}, \quad (318)$$

the following equation for the non-resonant momentum shift $\delta w_\nu$ is obtained from eq. (295):

$$\delta w_\nu = \arctan \left[ \sqrt{1 + 3 (z w_\nu)^2} - 1 \right] \quad (N = 2). \quad (319)$$

The above equation can also be obtained by transforming eq. (295) according to the formula

$$\arctan(x) + \arctan \left( \frac{1}{x} \right) = \pm \frac{\pi}{2}, \quad \text{for } x > 0 \text{ and } x < 0 \text{ respectively.} \quad (320)$$

We consider the simpler repulsive case $z < 0$, implying $z w < 0$ (the attractive case, $z > 0$, is obtained later, from the case $z < 0$, by means of analytic continuation; That way, continuity of particle momenta at $z = 0$ is guaranteed).
The complete particle momentum \( w_\nu(z) \), according to eq.(314), satisfies the following equation:

\[
w_\nu(z) = \hat{\nu} + \arctan \left[ \frac{\sqrt{1 + 3 \left[ z w_\nu(z) \right]^2} - 1}{3 z w_\nu(z)} \right] \quad (N = 2).
\] (321)

Note that the above equation is still exact and that the only differences with respect to the corresponding resonance equation (296) are:

1. In the lowest-order term (coinciding with the free limit \( z \to 0 \)), the index \( \nu \equiv \pi n \) is replaced by the new index \( \hat{\nu} \equiv \pi (n + 1/2) \), the latter containing an additional, half-integer contribution;

2. The argument of the arctangent function contains an additional factor three at the denominator. That implies, in particular, that, in the weak-coupling region, the growth of the non-resonant momentum with \( z \) is softer with respect to the resonant case.

Just like in the resonant case, also in the non-resonant case two resummation schemes are available, which are discussed in the next sections.

### 6.2.1 Resummation by function series

The non-resonant particle momentum \( w_\nu \) is written as the following function series:

\[
w_\nu \cong \hat{\nu} + \sum_{j=0}^{P} z^j \psi_{j+1} (\hat{\eta}) = \hat{\nu} + \psi_1 (\hat{\eta}) + z \psi_2 (\hat{\eta}) + \cdots + z^P \psi_{P+1} (\hat{\eta});
\] (322)

where \( 0 \leq P < \infty \) specifies the order of the approximation and we have defined the convenient \( \eta \)-type variable

\[
\hat{\eta} \equiv \hat{\nu} z = \pi \left( n + \frac{1}{2} \right) z.
\] (323)

The evaluation of the functions \( \psi_j (\hat{\eta}) \) is straightforward. For concreteness sake, let’s just give explicitly the L.O. function:

\[
\psi_1 (\hat{\eta}) = \arctan \left( \frac{\sqrt{1 + 3 \hat{\eta}^2} - 1}{3 \hat{\eta}} \right) \quad (N = 2).
\] (324)

### 6.2.2 Resummation by recursion

Similarly to the previous cases, a function sequence \( \{ w_\nu^{(h)} \} \) converging to the desired function \( w_\nu \) is generated by means of the following recursion equation:

\[
w_\nu^{(h+1)}(z) = \hat{\nu} + \arctan \left\{ \frac{\sqrt{1 + 3 z^2 \left[ w_\nu^{(h)}(z) \right]^2} - 1}{3 z w_\nu^{(h)}(z)} \right\} \quad (N = 2);
\] (325)
with
\[ h = 1, 2, 3, \ldots. \] (326)

The initial condition, as usual, coincides with the free limit of the non-resonant levels:
\[ w^{(0)}_\nu = \hat{\nu}. \] (327)

The first recursion \((h = 1)\) provides the lowest-order, non-trivial approximation for the non-resonant momenta:
\[ w^{(1)}_\nu(\hat{\eta}) = \hat{\nu} + \arctan \left( \frac{\sqrt{1 + 3 \hat{\eta}^2} - 1}{3 \hat{\eta}} \right) \] (328)

Note that the correction term in the above equation, i.e. the second term at its r.h.s., exactly coincides with the L.O. function \(\psi_1(\hat{\eta})\) given in eq.(324). Therefore the two resummation schemes exactly coincide, at the first non-trivial order, also in this case. Note also that the first-order momentum correction
\[ \delta w^{(1)}_{n+1/2}(z) = \arctan \left( \frac{\sqrt{1 + 3 \pi^2 (n + 1/2)^2 z^2} - 1}{3 \pi (n + 1/2) z} \right) \] (329)

is an odd function of \(z\). The second recursion \((h = 2)\) is written in terms of the first one \((h = 1)\) as:
\[ w^{(2)}_\nu(z, \hat{\eta}) = \hat{\nu} + \arctan \left[ \frac{\sqrt{1 + 3 z^2 w^{(1)}_\nu(\eta)^2} - 1}{3 z w^{(1)}_\nu(\eta)} \right] \] (330)

As observed before by looking at the exact equation, because of the factor three at the denominator of the argument of the arctangent function at the r.h.s. of eq.(328) and (330), the growth of the particle momentum \(w\) with the coupling \(z\) is softer in the non-resonant case with respect to the resonant one. This observation [15] has also been made in section 4 on the basis of ordinary perturbation-theory formulae. This factor three is also responsible of the smaller range of the non-resonant levels (by a factor two) with respect to the resonant ones (see fig. 5).

6.2.3 Comparison with ordinary perturbation theory

Since the resummation of the perturbative series of a non-resonant momentum — eq.(328) for the first order and eq.(330) for the second order in the recursive scheme — constitutes a new kind of resummation, let us discuss in this section, in some detail, the comparison with ordinary perturbation-theory formulae.

By evaluating the coefficients of ordinary perturbation theory — eqs.(78) for \(N = 2\) —, one obtains, up to third order in \(z\) included:
\[ w_\nu(z) = \hat{\nu} + \frac{1}{2} \hat{\nu} z + \frac{1}{4} \hat{\nu} z^2 - \frac{5}{12} \hat{\nu}^3 z^3 + \frac{1}{8} \hat{\nu} z^3 + \mathcal{O}(z^5) \] (331)
The expansion in powers of $z$ of the first recursion, eq. (328), reads instead:

$$w^{(1)}_{\nu}(z) = \dot{\nu} + \frac{1}{2} \dot{\nu} z - \frac{5}{12} \dot{\nu}^3 z^3 + \mathcal{O}(z^4) \quad (N = 2).$$

As in previous cases, the first recursion correctly reproduces the first-order term in $z$, completely misses the second-order term and gives only the leading, large-$\dot{\nu}$ contribution at third order.

### 6.3 Discussion

Finite-volume Winter model in the double case, $N = 2$, in which the large cavity, $[\pi, 3\pi]$, is two times larger than the small one, $[0, \pi]$, is, in a sense, the lowest-$N$ non-trivial case. Even though $N = 2$ cannot be reasonably considered a large number, by going from the case $N = 1$ to the case $N = 2$, we begin to see, in the small-coupling domain $|z| \ll 1$, some hints of resonance dynamics of the quasi-continuum ($N \gg 1$). The density of states of the large cavity (in momentum space) is indeed two times larger than that of the small cavity, so that non-resonant levels occur in the spectrum.

We may say that the main change, by going from $N = 1$ to $N = 2$, is indeed the appearance of non-resonant levels in the momentum spectrum of the model. The latter are rather symmetrical under a change of sign of the coupling, i.e. for $z \mapsto -z$, so they cannot be naturally associated to the contiguous upper or lower resonant level. As already noted, the L.O. approximation to the momentum shift $\delta w^{(1)}_{\nu}(z)$, eq. (329), is indeed an odd function of the coupling $z$. Furthermore, as we have shown again with analytic computations, non-resonant levels have a smaller slope around $z = 0$ than resonant ones. Unlike what happens in the quasi-continuum case (see sec. 4), non-resonant levels do not exhibit a resonant behavior in any coupling region. The main role of non-resonant levels is simply that of separating the resonant levels from each other.

### 7 General method

The transcendental equation (44) for the ordinary momentum spectrum of the model can be written:

$$\frac{1}{\tan(w)} + \frac{1}{\tan(Nw)} = \frac{1}{zw}; \quad N \in \mathbb{N} \equiv \{1, 2, 3, \cdots\}.$$

By using the tangent reduction equation (522), derived in Appendix A, inside the momentum equation above, one obtains an equation of the form:

$$S_N(t) = zw;$$

where:

$$S_N(t) \equiv \frac{t R_N(t)}{t + R_N(t)} = \frac{t P_{2\left\lfloor (N-1)/2 \right\rfloor}(t)}{P_{2\left\lfloor (N-1)/2 \right\rfloor}(t) + Q_{2\left\lfloor N/2 \right\rfloor}(t)}.$$

To simplify notation, we have defined

$$t \equiv \tan(w).$$
In the last equality above we have used eq.\((523)\) in Appendix A. The explicit expressions of the polynomials \(P_{2[(N-1)/2]}(t)\) and \(Q_{2[N/2]}(t)\) are given by eqs.\((524)\) and \((525)\) respectively. For even \(N\), the numerator of the rational function (in \(t\)) on the last member of eq.\((335)\) has degree \(N - 1\), while the denominator has degree \(N\). For odd \(N\), the degrees are reverted: The numerator has degree \(N\), while the denominator has degree \(N - 1\). Therefore, for any \(N \in \mathbb{N}\), also \(S_N(t)\) is a rational function of degree \(N\) in its argument \(t\), like \(R_N(t)\).

Eq.\((334)\) can be rewritten as a general polynomial equation in \(t\) of order \(N\), with coefficients \(c_i\) dependent on \(zw\) (the latter quantity is assumed to be known):

\[
 p_N(t) \equiv zw \left[ P_{2[(N-1)/2]}(t) + Q_{2[N/2]}(t) \right] - t P_{2[(N-1)/2]}(t) = \sum_{i=0}^{N} c_i t^i = 0. \tag{337}
\]

All the coefficients \(c_i = c_i(zw)\) of \(p_N\) are real for \(zw \in \mathbb{R}\), i.e. for a real coupling \(z\) (the physical case). It is immediate to check that, for any \(N \in \mathbb{N}\), the polynomial \(p_N = p_N(t)\) has degree \(N\). For \(N \leq 4\), i.e. in practice in the cases \(N = 2, 3, 4\) (the case \(N = 1\) is, of course, trivial), the above equation can be explicitly solved with respect to \(t\) in terms of nested radicals — involving square roots and cubic roots — and rational operations. For \(N > 4\), because of Galois theory, it is instead in general impossible to solve the above equation in terms of radicals; In the latter case, one is forced to use special functions. That makes the cases \(N > 4\), in practice, much less elementary and tractable than the \(N \leq 4\) ones.

Because of the fundamental theorem of algebra, the above equation, namely

\[
 p_N(t) = 0 \tag{338}
\]

has in general \(N\) solutions, usually called zeroes or roots, \(t_0, t_1, \ldots, t_{N-1}\), for any specified value of the coefficients \(c_0(zw), c_1(zw), \ldots, c_N(zw)\). By varying \(zw\), the zeroes, \(t_0 = t_0(zw), t_1 = t_1(zw), \ldots, t_{N-1} = t_{N-1}(zw)\), also vary, so that we may think that the above equation implicitly defines a multi-valued function \(t = t(zw)\). Let us choose one branch among its \(N\) branches, \(t = F_0(zw), t = F_1(zw), \ldots, t = F_{N-1}(zw)\), let’s say \(F_l(zw)\), so that:

\[
 \tan(w) = F_l(zw). \tag{339}
\]

Formally, we may write:

\[
 F_l \in \{ S_N^{-1} \}; \quad l = 0, 1, 2, \ldots, N - 1. \tag{340}
\]

For \(N \leq 4\), the branches \(F_0, F_1, \ldots, F_{N-1}\) originate from properly cutting the complex planes where the square roots and cubic roots of the formulae for the zeroes, are defined.

Eq.\((339)\) can also be derived by taking the formal inverse of \(S_N\) on both sides of eq.\((334)\), i.e. by applying the function \(S_N^{-1}\) to both sides of this equation. Since, in general, the function \(S_N(t)\) is not one-to-one, the inverse function \(S_N^{-1}\) is multi-valued. Generally, \(S_N\) is a \(N \rightarrow 1\) map, i.e. \(N\), in general distinct, \(\tan(w)\)’s have the same image under \(S_N\). That implies that \(S_N^{-1}\) has \(N\) different branches, corresponding to the \(N - 1\) non-resonant levels for each resonant (and exceptional) level. The branch \(F_l\) of \(S_N^{-1}\), which we have selected, is fixed from now on.
7.1 Resummation by recursion

Now it comes the fundamental decomposition of the particle momentum \( w \), which allows substantial simplifications due to the periodicity of the tangent:

\[
    w = w_\nu \equiv \nu + \Delta w_\nu; \tag{341}
\]

where:

\[
    \nu \equiv \pi n; \quad n = 1, 2, 3, \cdots. \tag{342}
\]

By taking indeed into account the periodicity of the tangent, eq.\((339)\) is transformed into the equation

\[
    \tan(\Delta w_\nu) = F_l(\eta + z \Delta w_\nu); \tag{343}
\]

where we have defined the effective coupling

\[
    \eta \equiv \nu z. \tag{344}
\]

Note that eq.\((343)\) does not explicitly depend on \( \nu \) which, as we are going to show later in this section, is the largest quantity in the problem.

By taking the formal inverse of the tangent on both sides of eq.\((343)\), i.e. by applying the arctangent function on both sides, one obtains the equation:

\[
    \Delta w_\nu = H_{0,l}(\eta + z \Delta w_\nu); \tag{345}
\]

where we have defined the function

\[
    H_{0,l}(x) \equiv \arctan_0[F_l(x)]. \tag{346}
\]

To obtain a well-defined equation, one has to select an (arbitrary) branch of the arctangent function. We have assumed the branch with image, for a real argument, in the interval \((−\pi/2, +\pi/2)\), which we have denoted \(\arctan_0\), and which is also fixed from now on. Note that we have already implicitly taken into account the multi-valued character of the arctangent function by writing \( w \) in the form \((341)\) and also by going from eq.\((339)\) to eq.\((343)\).

To simplify the notation, let us drop both indices \(0\) and \(l\) in \(H_{0,l}\), so that, from now on, \(H_{0,l} \mapsto H\).

Let us observe that, in the momentum levels \( k = k_{n+l/N}(z) \), the principal index \( n = 1, 2, 3, \cdots \) is related to the infinite multivaluedness of the general arctangent function, while the sub-index \( l = −[(N−1)/2], \cdots, −1, 0, +1, \cdots, +[N/2] \) is related to the finite multivaluedness, "\( N \)-valuedness", of the function \(S_{N}^{-1}\).

According to eq.\((341)\), the total momentum \( w_\nu \) of the particle is written:

\[
    w_\nu = \nu + H(\eta + z \Delta w_\nu). \tag{347}
\]

Let us now assume to be at high energies, i.e. at high momenta:

\[
    n \gg 1, \tag{348}
\]

or, equivalently:

\[
    \nu \gg 1. \tag{349}
\]
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as well as in the weak-coupling regime:

$$|z| \ll 1.$$  \hspace{1cm} (350)

We also assume that $\eta$, the product of the above variables $\nu$ and $z$, is of order one, or somewhat larger than one:

$$|\eta| \gtrsim 1.$$  \hspace{1cm} (351)

In the above region, if the function $H$ vanishes at the origin, i.e.

$$H(0) = 0,$$  \hspace{1cm} (352)

as it happens for the resonant levels, it makes sense to construct the following recursion equation out of eq.(345):

$$\Delta w^{(h+1)}(\nu) = H[\eta + z \Delta w^{(h)}(\nu)],$$  \hspace{1cm} (353)

with the initial condition (at $h = 0$):

$$\Delta w^{(0)}(\nu) \equiv 0.$$  \hspace{1cm} (354)

We had to assume $H(0) = 0$, because the initial condition, accompanying the recursion equation in $h \mapsto h + 1$, assigns to the initial momentum shift $\Delta w^{(0)}(\nu)$, at $h = 0$, its free-theory value ($\Delta w_{\nu}(z = 0) = 0$). If the function $H$ does not vanish at the origin, as it happens for the non-resonant levels, we redefine $H$ by subtracting its value in zero:

$$H(x) \mapsto \tilde{H}(x) \equiv H(x) - H(0) \quad (H(0) \neq 0).$$  \hspace{1cm} (355)

Eq.(347) for the particle momentum $w = w_{\nu}$ is then rewritten:

$$w_{\nu} = \tilde{\nu} + \delta w_{\nu} = \tilde{\nu} + \tilde{H}(\tilde{\nu} + z \delta w_{\nu}),$$  \hspace{1cm} (356)

where:

$$\tilde{\nu} \equiv \nu + H(0)$$  \hspace{1cm} (357)

and

$$\tilde{\nu} \equiv z \tilde{\nu} = z [\nu + H(0)].$$  \hspace{1cm} (358)

Let us look at the first few recursions (we do not write the tilde’s, but we consider both cases $H(0) = 0$ and $H(0) \neq 0$). The first recursion gives:

$$\Delta w^{(1)} = H (\eta + z \Delta w^{(0)}) = H (\eta),$$  \hspace{1cm} (359)

where, on the last member, we have imposed the vanishing initial condition, eq.(354).

If we consider the total particle momentum $w_{\nu}$, we see that the first recursion simply adds $H(\eta) = O(1)$ to the free-theory momentum $\nu \gg 1$:

$$h : 0 \mapsto 1 \quad \Rightarrow \quad w^{(0)} = \nu \quad \mapsto \quad w^{(1)} = \nu + H(\eta).$$  \hspace{1cm} (360)

Therefore the first recursion is equivalent to the following replacement rule:

$$\nu \quad \mapsto \quad \nu + H(\eta).$$  \hspace{1cm} (361)
Let’s now consider the second recursion, which is given by:

\[ \Delta w_\nu^{(2)} = H (\eta + z \Delta w_\nu^{(1)}) = H[\eta + z H (\eta)]; \quad (362) \]

where, on the last member, we have replaced the first recursion, i.e. we have used eq. (369). Therefore, going from the first recursion to the second one involves the “transition”

\[ \Delta w_\nu^{(1)} = H (\eta) \rightarrow \Delta w_\nu^{(2)} = H[\eta + z H (\eta)]. \quad (363) \]

The second recursion step \((h = 1 \rightarrow 2)\) is then equivalent to the following substitution inside the argument of the function \(H(\cdot):\)

\[ \eta \rightarrow \eta + z H (\eta). \quad (364) \]

Note that the above rule (364) simply comes from multiplying by \(z\) on both sides the basic replacement rule (361).

In order to understand the functional character of the general recursion equation above, let us define the function \(\sigma(x) \equiv \eta + z H(x).\)

It is immediate to check that the second recursion can be written in terms of \(\sigma(x)\) evaluated at the point \(x = \eta\), as:

\[ \Delta w_\nu^{(2)} = H[\sigma(\eta)]. \quad (366) \]

In order to find some general rules in the recursions, i.e. some mathematical structures produced by the repeated recursions — if any —, let us work out the third recursion:

\[ \Delta w_\nu^{(3)} = H (\eta + z \Delta w_\nu^{(2)}) = H\{\eta + z H[\eta + z H (\eta)]\}. \quad (367) \]

Therefore, with the third recursion step \((h = 2 \rightarrow 3)\), \(\Delta w_\nu\), the momentum shift from the free value, is modified as:

\[ \Delta w_\nu^{(2)} = H[\eta + z H (\eta)] \rightarrow \Delta w_\nu^{(3)} = H\{\eta + z H[\eta + z H (\eta)]\}. \quad (368) \]

We may notice that, in the expression for \(\Delta w_\nu^{(2)}\) above on the left, the variable \(\eta\) occurs two times, namely inside the argument of the external function \(H\),

\[ \Delta w_\nu^{(2)} = H[\eta + \cdots], \quad (369) \]

and as the argument of the internal \(H\) function,

\[ \Delta w_\nu^{(2)} = H[\cdots H(\eta)]. \quad (370) \]

By going from the second recursion to the third one, one may note that the first occurrence of \(\eta\) on the left of (368) (see eq. (369)) is not modified. In the second occurrence, (see eq. (370)), the variable \(\eta\) is instead transformed according to rule (364), which we have already used in going from \(h = 1\) to \(h = 2\). In other words, by going from the second recursion to the third one, the variable \(\eta\) is replaced according to the rule (364) only in the innermost place.
In terms of the function $\sigma$ defined in eq. (365), it is easy to check that the third recursion can be written:

$$\Delta w^{(3)}_{\nu} = H\{\sigma[\sigma(\eta)]\}. \quad (371)$$

The composition of $\sigma$ with itself, evaluated at the point $x = \eta$, is the argument of $H$.

We may generalize the above observations by conjecturing that an $h$ recursion step ($h \mapsto h + 1$) is obtained by shifting $\eta$ according to the rule (364) in the innermost place, i.e. inside the innermost function $H$. By explicitly looking at higher order recursions, we find that the above conjecture is true, namely:

$$h \mapsto h + 1 \Rightarrow H\left(\cdots, H(\cdots, H(\eta))\right) \mapsto H\left(\cdots, H(\cdots, H(\eta + z H(\eta)))\right). \quad (372)$$

Furthermore, the momentum correction $\Delta w^{(h)}_{\nu}$ can be written, in general, in terms of the function $\sigma$ as:

$$\Delta w^{(h)}_{\nu} = H\{\sigma^{(h-1)}(\eta)\}, \quad h = 2, 3, 4, \cdots; \quad (373)$$

where $\sigma^{(i)}$ is the composition of the function $\sigma$ with itself $i$ times. By convention,

$$\sigma^{(1)}(x) \equiv \sigma(x). \quad (374)$$

By defining the zero-index function $\sigma^{(0)}$ as the identity function,

$$\sigma^{(0)}(x) \equiv x, \quad (375)$$

one may write also the first recursion using the general formula (373):

$$\Delta w^{(1)}_{\nu} = H\{\sigma^{(0)}(\eta)\} = H(\eta). \quad (376)$$

### 7.2 Resummation by function series

The perturbative series for the particle momentum $w = w_{\nu}(z)$ can also be (approximately) resummed to all orders in $z$, by means of a (truncated) series of functions of $\eta$ multiplied by progressively higher powers of $z$:

$$w^{N_{LO}}_{\nu} = \nu + \sum_{i=0}^{P} z^{i} \varphi_{i+1}(\eta). \quad (377)$$

In general, by expanding $\Delta w^{(P+1)}_{\nu} = \Delta w^{(P+1)}_{\nu}(z, \eta)$, i.e. the solution of order $P + 1$ of the recursive equation, in powers of $z$ up to order $h = P$ included, and comparing with the r.h.s. of the above equation, one obtains the following expression for the $\varphi_{i}$'s:

$$\varphi_{i+1}(\eta) = \frac{1}{i!} \left[ \frac{\partial^{i}}{\partial z^{i}} \Delta w^{(P+1)}_{\nu}(z, \eta) \right]_{z=0}, \quad i = 0, 1, 2, \cdots, P. \quad (378)$$

Note that the variables $z$ and $\eta$ are independent from each other. By considering, for example, the third-order recursive solution $w^{(3)}_{\nu} = w^{(3)}_{\nu}(z, \eta)$ given in eq. (367), we obtain
for the first three functions, according to the above equation (with $P = 2$):

$$\varphi_1(\eta) = H(\eta);$$
$$\varphi_2(\eta) = H(\eta) \frac{dH}{d\eta}(\eta) = \frac{1}{2} \frac{dH^2}{d\eta}(\eta);$$
$$\varphi_3(\eta) = \frac{1}{2} H^2(\eta) \frac{d^2H}{d\eta^2}(\eta) + H(\eta) \left( \frac{dH}{d\eta}(\eta) \right)^2. \tag{379}$$

8 The Triple Case $N = 3$

In this section we consider Winter model at finite volume in the case $N = 3$, in which the right cavity $[\pi, 4\pi]$ (the large one) is three times larger than the left one $[0, \pi]$ (the small one). As we are going to show, this case can be reasonably considered a "large-$N$" case.

In the free limit $z \to 0$, the momenta $k = k(z)$ of the particle become integer multiples of $1/N = 1/3$:

$$\lim_{z \to 0} k(z) = \frac{1}{3}, \frac{2}{3}, 1, \frac{4}{3}, \frac{5}{3}, 2, \frac{7}{3}, \frac{8}{3}, 3, \cdots. \tag{380}$$

Therefore there are two contiguous non-resonant levels before (or after) each resonant (or exceptional) level (see fig. 9).

The equation for the $\pi$-rescaled momenta $w \equiv \pi k$ of the particle is simply obtained by setting $N = 3$ in the general momentum equation (44):

$$\frac{1}{\tan(w)} + \frac{1}{\tan(3w)} = \frac{1}{zw} \quad (N = 3). \tag{381}$$

By expressing the function $\tan(3w)$ as a rational function (of third order) in $\tan(w)$, as shown in appendix A, the above equation can be transformed into the equation:

$$\frac{\tan(w)\left[\tan^2(w) - 3\right]}{4w\left[\tan^2(w) - 1\right]} = z \quad (N = 3). \tag{382}$$

In the free limit $z \to 0$, if the above equation is to be satisfied, one of the factors at the numerator of the rational function in $\tan(w)$ at its l.h.s., has to vanish. There are three different possibilities:

1. $\tan(w) \to 0, w \neq 0 \Rightarrow w = \pi n + \cdots \quad (n > 0)$;
2. $\tan(w) \to +\sqrt{3} \quad \Rightarrow w = \pi \left( n + \frac{1}{3} \right) + \cdots \quad (n \geq 0)$;
3. $\tan(w) \to -\sqrt{3} \quad \Rightarrow w = \pi \left( n - \frac{1}{3} \right) + \cdots \quad (n > 0). \tag{383}$

We have taken into account that, with our choice of the arctangent branch, $\arctan (\pm \sqrt{3}) = \pm \pi/3$. In the first case (1.), we find the sequence of the resonant levels, while in the second case (2.) and in the third one (3.), we find the two sequences of non-resonant levels.
The momentum equation (382) can be trivially transformed into the following algebraic equation:

\[ t^3 - 3\Omega t^2 - 3t + 3\Omega = 0; \] (384)

where, to make the formulas more compact, we have defined:

\[ t \equiv \tan(w). \] (385)

We have also introduced the convenient variable:

\[ \Omega \equiv \zeta w; \] (386)

involving the effective coupling

\[ \zeta \equiv -\left(1 + \frac{1}{N}\right) g = -\frac{4}{3} g \quad (N = 3). \] (387)

In terms of the coupling \( z \equiv -g \):

\[ \zeta = \frac{4}{3} z. \] (388)

Note that eq.(384) is a general, third-order algebraic equation in \( t \) with real coefficients. By means of standard Cardano’s formula for third-order algebraic equations (see Appendix B), the explicit solutions of the above equation for \( w = w_\nu \) can be written:

\[ w_\nu = \nu + \arctan \left\{ \Omega + \exp \left( -i\pi \frac{4j + 1}{6} \right) C_+(\Omega) + \exp \left( +i\pi \frac{4j + 1}{6} \right) C_-(\Omega) \right\}; \] (389)

where:

\[ \nu \equiv \pi n \] (390)

and we have defined the (nested) radicals:

\[ C_{\pm}(\Omega) \equiv \left[ R(\Omega) \pm i\Omega^3 \right]^{1/3}; \] (391)

with:

\[ R(\Omega) \equiv \left(1 + 3\Omega^2 + 3\Omega^4\right)^{1/2}. \] (392)

Note that the index \( j \) is defined modulo three, so we can limit ourselves, for example, to consider the values:

\[ j = 0, 1, 2. \] (393)

Note also that, with our branch of the cubic root:

\[ C_{\pm}(\Omega) = C_{\mp}(\Omega), \quad \Omega \in \mathbb{R}, \] (394)

where a bar above a quantity denotes its complex conjugation. Different multi-valued functions do appear in eq.(389) so, in order to avoid ambiguities, let us specify in detail their branches:
1. The square root in the function $R(\Omega)$ is the arithmetical (i.e. positive) one: $1^{1/2} \equiv 1$. That is consistent because, for any real value of $\Omega$ (the physical case), the argument of the above square root is always positive (actually, it is greater than one). In general, we consider the following branch of the complex square root. By writing a (non-zero) complex number $\xi$ in the polar form
\[
\xi = \rho e^{i\theta} \quad \text{with} \quad \rho > 0 \quad \text{and} \quad -\pi < \theta \leq +\pi;
\]
our square-root branch is defined by:
\[
\xi^{1/2} \equiv \sqrt{\rho} e^{i\theta/2};
\]
(395)

2. The choice of the branch of the cubic root appearing in the definition of the functions $C_{\pm}(\Omega)$, i.e. of the function $f(\xi) \equiv \xi^{1/3}$, is similar to the one of the square root. We cut the complex $\xi$-plane along the negative part of the real axis, namely for $\xi \leq 0$, and we select the branch which is real on the positive axis: $1^{1/3} \equiv 1$. By writing the independent variable $\xi$ in polar form as in eq.(395), the cubic root branch in defined by:
\[
\xi^{1/3} \equiv \sqrt[3]{\rho} e^{i\theta/3}.
\]
(397)

3. We select the usual branch of the arctan function, which is continuous and odd for real argument, vanishes at the origin, $\arctan(0) = 0$, and has image, again for real argument, in the interval $(-\pi/2, +\pi/2)$.

Let us now comment on our main result, namely eq.(389). For each value of the index $j = 0,1,2$, the solution $w_\nu$ is real for any real value of $\Omega$. That is because the second and third terms inside the curly bracket on the r.h.s. of eq.(389), are complex conjugate of each other. Therefore there are always three real and distinct roots. That is in complete agreement with physics: We know that, for any choice of the integer $n = 1,2,3,\cdots$ in eq.(389), there must be three real momentum values $w = w_j(\zeta)$ for any value of the coupling $\zeta \in \mathbb{R}$. Note also that all the radicals we have introduced are normalized to one at $\Omega = 0$, i.e. in the free limit:
\[
C_{\pm}(0) = R(0) = 1.
\]
(398)

For $j = 2$, the phase factors in front of the cubic roots in eq.(389)
\[
\exp\left(\pm i\pi \frac{4j + 1}{6}\right) \rightarrow \exp\left(\pm i\frac{3\pi}{2}\right) = \mp i \quad (j = 2),
\]
(399)
i.e. they become opposite of each other. That implies that:
\[
\lim_{\Omega \to 0} w_{\nu}|_{j=2} = \nu,
\]
(400)
so that the index choice $j = 2$ gives the resonant levels. The remaining index choices $j = 0,1$ give the non-resonant levels, as:
\[
\lim_{\Omega \to 0} w|_{j=0} = \pi \left( n + \frac{1}{3} \right) \quad \Rightarrow \quad l = +1;
\]
\[
\lim_{\Omega \to 0} w|_{j=1} = \pi \left( n - \frac{1}{3} \right) \quad \Rightarrow \quad l = -1.
\]
(401)
The high-energy expansions of the resonant and non-resonant momenta are discussed in the following sections.
8.1 Resonant levels

By setting \( j = 2 \) in the general eq. (389), one obtains the following equation for the resonant particle momenta:

\[
 w_\nu = \nu + H (\Omega_\nu) ; \tag{402}
\]

where we have defined the function

\[
 H(x) \equiv \arctan \left[ x + i C_+ (x) - i C_- (x) \right]. \tag{403}
\]

The variable \( \Omega_\nu \) is the value taken by \( \Omega \) for \( w = w_\nu \):

\[
 \Omega_\nu \equiv \zeta w_\nu = \nu \zeta + \zeta \Delta w_\nu ; \tag{404}
\]

as \( w_\nu = \nu + \Delta w_\nu \). Note that:

\[
 H(0) = 0, \tag{405}
\]

as it should. Similarly to previous cases, we can solve the above equation by means of a function-series expansion or by means of a recursion equation, as described in the next two sub-sections.
8.1.1 Resummation by means of a function series

The resonant levels \( w = w_\nu(\zeta, \omega) \) possess a function-series expansion of the form:

\[
    w_\nu(\zeta, \omega) = \nu + \sum_{j=0}^{\infty} \zeta^j \varphi_{j+1}(\omega) = \nu + \varphi_1(\omega) + \zeta \varphi_2(\omega) + \cdots; \quad \nu = \pi, 2\pi, 3\pi, \cdots;
\]

(406)

where we have defined:

\[
    \omega \equiv \nu \zeta.
\]

(407)

The Leading-Order (L.O.) function reads:

\[
    \varphi_1(\omega) = H(\omega);
\]

(408)

where the function \( H \) has been defined in eq.(403). The computation of higher-order functions is straightforward and is easily made, for example, by following the general method described in section 7.2. By substituting \( \eta \) with \( \omega \) (as \( z \) is replaced by \( \zeta \)) in eq.(379), one obtains for the second-order function and the third-order one respectively:

\[
    \varphi_2(\omega) = \frac{1}{2} \frac{dH^2}{d\omega}(\omega);
\]

\[
    \varphi_3(\omega) = \frac{1}{2} H^2(\omega) \frac{d^2H}{d\omega^2}(\omega) + H(\omega) \left[ \frac{dH}{d\omega}(\omega) \right]^2.
\]

(409)

8.1.2 Resummation by recursion

In the recursive scheme, the resonant particle momentum is written:

\[
    w_\nu = \nu + \Delta w_\nu(\zeta, \omega).
\]

(410)

The momentum correction \( \Delta w_\nu(\zeta, \omega) = O(1) \) to the (large) free-theory value \( \nu \gg 1 \) is obtained as the limit of a function sequence \( \{ \Delta w_\nu^{(h)}(\zeta, \omega); \; h = 0, 1, 2, 3, \cdots \} \):

\[
    \Delta w_\nu(\zeta, \omega) = \lim_{h \to \infty} \Delta w_\nu^{(h)}(\zeta, \omega).
\]

(411)

The function sequence is constructed by means of the following recursion equation:

\[
    \Delta w_\nu^{(h+1)}(\zeta, \omega) = H \left[ \omega + \zeta \Delta w_\nu^{(h)}(\zeta, \omega) \right];
\]

(412)

with the initial condition, at \( h = 0 \):

\[
    \Delta w_\nu^{(0)}(\zeta, \omega) \equiv 0.
\]

(413)

The first recursion (\( h = 0 \mapsto 1 \)) gives for the complete momentum:

\[
    w_\nu^{(1)}(\zeta, \omega) \equiv \nu + \Delta w_\nu^{(1)}(\zeta, \omega) = \nu + H(\omega);
\]

(414)

where the function \( H \) has been defined in eq.(403). The above first-order result, which is \( \zeta \) independent, is in complete agreement with the L.O. approximation for \( w_\nu \) in the function-series scheme, eq.(408). By substituting \( \eta \) with \( \omega \) and \( z \) with \( \zeta \) in eq.(362) and (367), one obtains for the second and third recursions respectively:

\[
    w_\nu^{(2)}(\zeta, \omega) = \nu + H \left[ \omega + \zeta H(\omega) \right];
\]

\[
    w_\nu^{(3)}(\zeta, \omega) = \nu + H \left\{ \omega + \zeta H \left[ \omega + \zeta H(\omega) \right] \right\}.
\]

(415)
8.2 Non-resonant levels above the resonant ones \((l = +1)\)

In this section we consider the (approximate) resummation, to all orders in the coupling \(\zeta\), of the perturbative series of the non-resonant momentum levels right above the resonance ones. These are the momentum levels with the principal index \(n = 0, 1, 2, 3, \cdots\) and the sub-index \(l = +1\), of the form:

\[
w = w^\nu(\zeta, \hat{\omega}) = \hat{\nu} + \delta w^\nu(\zeta, \hat{\omega}); \tag{416}\]

where we have defined the new variable

\[
\hat{\omega} \equiv \zeta \hat{\nu} \tag{417}\]

and the shifted index

\[
\hat{\nu} \equiv \pi \left( n + \frac{1}{3} \right). \tag{418}\]

As in the non-resonant case of the \(N = 2\) model previously considered, resummation is made either by means of a function series expansion or by means of a recursion equation.

8.2.1 Resummation by function series \((l = +1)\)

For the non-resonant levels right above the resonant ones, i.e. with \(l = +1\), the function-series expansion holds:

\[
w^\nu(\zeta, \hat{\omega}) = \hat{\nu} + \sum_{j=0}^{\infty} \zeta^{j+1} \psi_j(\hat{\omega}) = \hat{\nu} + \psi_1(\hat{\omega}) + \zeta \psi_2(\hat{\omega}) + \cdots. \tag{419}\]

The Leading-Order (L.O.) function explicitly reads:

\[
\psi_1(\hat{\omega}) = \hat{H}(\hat{\omega}); \tag{420}\]

where we have defined the function

\[
\hat{H}(x) \equiv \arctan \left[ x + \frac{\sqrt{3} - i}{2} C_{+}(x) + \frac{\sqrt{3} + i}{2} C_{-}(x) \right] - \frac{\pi}{3}. \tag{421}\]

Note that \(\hat{H}(x)\) is real for a real argument \(x\) (the physical case) and that:

\[
\hat{H}(0) = 0. \tag{422}\]

Higher-order functions \(\psi_2(\hat{\omega}), \psi_3(\hat{\omega}), \cdots\) are easily calculated by following the general method described in section 7.2. In the formulae in the latter section, one has to make the following replacements: \(\nu \mapsto \hat{\nu},\ z \mapsto \zeta,\ \eta \mapsto \hat{\omega}\) and \(H \mapsto \hat{H}\).

It is remarkable that the above, L.O. formula provides a fairly good approximation to the exact momentum levels also at \(n = 0\), i.e. to \(k_{1/3}(\zeta)\) (the lower blue dotted line in fig.9).
8.2.2 Resummation by recursion \((l = +1)\)

In the recursive scheme, the \(l = +1\) non-resonant particle momenta are written:

\[
    w = w_\nu(\zeta, \hat{\omega}) = \hat{\nu} + \delta w_\nu(\zeta, \hat{\omega}).
\]

The non-resonant momentum correction, \(\delta w_\nu(\zeta, \hat{\omega})\), is obtained as the limit of a function sequence \(\{\delta w_\nu^{(h)}(\zeta, \hat{\omega}); h = 0, 1, 2, 3, \ldots\}\):

\[
    \delta w_\nu(\zeta, \hat{\omega}) = \lim_{h \to \infty} \delta w_\nu^{(h)}(\zeta, \hat{\omega}).
\]

The function sequence is constructed by means of the following recursion equation:

\[
    \delta w_\nu^{(h+1)}(\zeta, \hat{\omega}) = \hat{H} \left[ \hat{\omega} + \zeta \delta w_\nu^{(h)}(\zeta, \hat{\omega}) \right];
\]

with the initial condition, at \(h = 0\):

\[
    \delta w_\nu^{(0)}(\zeta, \hat{\omega}) = 0.
\]

Higher-order recursions are easily computed by means of the general method described in section 7.1. One has to change the symbols in the equations of the latter section as described at the end of the previous section.

8.3 Non-resonant levels below the resonant ones \((l = -1)\)

In this section we consider the resummation of the perturbative series of the non-resonant momentum levels right below the resonance ones, i.e. the levels with the sub-index \(l = -1\):

\[
    w = w_\nu(\zeta, \hat{\omega}) = \hat{\nu} + \delta w_\nu(\zeta, \hat{\omega});
\]

where we have defined the new variable

\[
    \hat{\omega} \equiv \zeta \hat{\nu}
\]

and the new shifted index

\[
    \hat{\nu} \equiv \pi \left( n - \frac{1}{3} \right).
\]

Unlike the previous case \((l = +1)\), in this case the principal-index value \(n = 0\) has to be discarded, so that \(n = 1, 2, 3, \ldots\). Apart from this detail, this case closely parallels the previous one, so the discussion will be very concise.

8.3.1 Resummation by means of a function series \((l = -1)\)

The resummation of the non-resonant levels below the resonant ones, i.e. with \(l = -1\), involves a function series-expansion of the form:

\[
    w_\nu(\zeta, \hat{\omega}) = \hat{\nu} + \sum_{j=0}^{\infty} \zeta^j \chi_{j+1}(\hat{\omega}).
\]
The L.O. function explicitly reads:

\[ \chi_1(\hat{\omega}) = \hat{H}(\hat{\omega}); \] (431)

where we have defined the function:

\[ \hat{H}(x) \equiv \arctan \left[ x - \frac{\sqrt{3} + i}{2} C_+(x) - \frac{\sqrt{3} - i}{2} C_-(x) \right] + \frac{\pi}{3}. \] (432)

### 8.3.2 Resummation by recursion \((l = -1)\)

In the recursive scheme, the non-resonant particle momenta with \(l = -1\) are written:

\[ w = w_\nu(\zeta, \hat{\omega}) = \nu + \delta w_\nu(\zeta, \hat{\omega}). \] (433)

The non-resonant momentum correction, \(\delta w_\nu(\zeta, \hat{\omega})\), is obtained as the limit of a function sequence \(\{\delta w_\nu^{(h)}(\zeta, \hat{\omega}); h = 0, 1, 2, 3, \ldots\}\):

\[ \delta w_\nu(\zeta, \hat{\omega}) = \lim_{h \to \infty} \delta w_\nu^{(h)}(\zeta, \hat{\omega}). \] (434)

The function sequence is constructed by means of the following recursion equation:

\[ \delta w_\nu^{(h+1)}(\zeta, \hat{\omega}) = \hat{H}\left[ \hat{\omega} + \zeta \delta w_\nu^{(h)}(\zeta, \hat{\omega}) \right]. \] (435)

The initial condition to the non-resonant momentum shift, assigned at \(h = 0\), is, as usual, given by the vanishing, free-theory value:

\[ \delta w_\nu^{(0)}(\zeta, \hat{\omega}) = 0. \] (436)

### 8.4 Limits of analytical computations

In order to analytically evaluate the momentum spectrum of finite-volume Winter model in the case \(N = 3\), we had to solve a general, third-order algebraic equation with real coefficients, finding three real and distinct roots. In algebra, this case is called the irreducible one [28], because it is not possible to express the real roots in terms of radicals involving real numbers only. Even though the final results are all real, it is necessary to go through the complex numbers. Any momentum is written indeed as the arctangent of a real quantity plus (two times) the real part of a truly complex number (see for example eq.(402)). This situation is to be contrasted with the one encountered in the previous case \(N = 2\), where much simpler second-order equations were involved and the real roots could be written in terms of radicals of real numbers.

Because of this mathematical irreducibility phenomenon, the formulae for the particle momenta in the case \(N = 3\) are much less readable than the formulae in the case \(N = 2\). As we have shown in the previous sections, in the case \(N = 3\) one has to (arbitrarily but necessarily) fix branches of various multi-valued functions, so that at the end the intuitive content of the formulae is drastically reduced with respect to the case \(N = 2\).

As we are going to show in the next section, the new mathematical situation which we have found by going from the case \(N = 2\) to the case \(N = 3\) persists — and actually gets much worse — in the case \(N = 4\), where general algebraic equations with real coefficients of fourth order have to be solved.
8.5 Discussion

People say that in physics there is one, two, three, infinity. By that, they mean that relatively small-$N$ cases, such as the case $N = 3$, offer the possibility of describing some qualitative properties of the $N = \infty$ case as well as, approximately, some quantitative properties.

In the $N = 3$ case, the density of states of the large cavity is, in momentum space, three times bigger than that of the small cavity, implying that two contiguous resonant levels, with indices $(n, l = 0)$ and $(n + 1, l = 0)$, with $n = 1, 2, 3, \cdots$, are separated by a pair of non-resonant levels, with indices $(n, l = +1)$ and $(n + 1, l = -1)$. A non-resonant $(n, l = +1)$ level, right above a resonant one, $(n, l = 0)$, has most of its variation at positive couplings, $z > 0$, where it exhibits a mild resonant behavior. Therefore, as far as resonance dynamics is concerned, a $(n, l = +1)$ level is naturally related to this lower, contiguous resonant level $(n, l = 0)$. Similarly, a non-resonant $(n, l = -1)$ level, right below a resonant one, $(n, l = 0)$, has most of its variation at $z < 0$, where it exhibits a mild resonant behavior. Therefore the $(n, l = -1)$ level is related to the contiguous, upper resonant level, $(n, l = 0)$.

The conclusion is that, as far as resonance behavior is concerned, the momentum levels of the $N = 3$ model naturally group into triplets, centered around a resonant level.

If the case $N = 3$ can be considered a large-$N$ case, as we conjecture, an initial box eigenfunction contained in the small cavity — the analog of the wavefunction in eq.(288) — should exhibit an approximate exponential decay with time in some intermediate temporal window.

9 The Quadruple case $N = 4$

In this section we consider Winter model at finite volume for $N = 4$, in which the left cavity $[\pi, 5\pi]$ (the large one) is four times larger than the right one $[0, \pi]$ (the small one). This is the largest-$N$ case which we can treat using the fundamental algebraic simplification introduced in the case $N = 2$ (involving the reduction of the tangent of a multiple argument), by means of elementary functions.

In the free-theory limit, $z \to 0$, the allowed momenta $k = k(z)$ of the particle tend to integer multiples of $1/N = 1/4$,

$$k(z \to 0) = \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1, \frac{5}{4}, \frac{3}{2}, \frac{7}{4}, 2, \frac{9}{4}, \frac{5}{2}, \frac{11}{4}, 3, \frac{13}{4}, \cdots \quad (437)$$

Therefore there are three contiguous non-resonant levels for each resonant level (and exceptional level).

The equation in $\tan(w)$ determining the normal part of the momentum spectrum of the $N = 4$ model reads:

$$\frac{4 \tan(w) \left[ 1 - \tan^2(w) \right]}{w \left[ \tan^4(w) - 10 \tan^2(w) + 5 \right]} = z \quad (N = 4). \quad (438)$$

The denominator of the fraction on the r.h.s. of the above equation vanishes for:

$$\tan(w) = \pm \sqrt{5 \pm 2\sqrt{5}}, \quad (439)$$
where the numerator does not vanish (the two sign determinations in the above equation are independent from each other because a bi-quadratic equation has been solved). Furthermore, the numerator vanishes at \( \tan(w) = 0, \pm 1 \), where the denominator does not vanish. Therefore the zeroes of the numerator on the r.h.s. of eq.(438) are zeroes of the complete expression. In the free limit \( z \to 0 \), eq.(438) is satisfied in the following four cases:

1. \( \tan(w) \to 0, w \neq 0 \Rightarrow w \to n \pi \quad (n \geq 1) \);
2. \( \tan(w) \to \infty \Rightarrow w \to \left(n + \frac{1}{2}\right) \pi \quad (n \geq 0) \);
3. \( \tan(w) \to +1 \Rightarrow w \to \left(n + \frac{1}{4}\right) \pi \quad (n \geq 0) \);
4. \( \tan(w) \to -1 \Rightarrow w \to \left(n - \frac{1}{4}\right) \pi \quad (n \geq 1) \).

Eq.(438) is easily transformed into the following monic fourth-order algebraic equation in \( \tan(w) \):

\[
\tan^4(w) + \frac{4}{zw} \tan^3(w) - 10 \tan^2(w) - \frac{4}{zw} \tan(w) + 5 = 0.
\] (443)

In general, for even \( N \), i.e. for

\[ N = 2K, \quad K \in \mathbb{N}, \]  

there is a non-resonant momentum level with \( l = K \), having, for \( z \to 0 \), the semi-integer limit

\[ k(z \to 0) = n + \frac{1}{2}, \]  

and lying therefore exactly at the middle of two consecutive resonant levels, \( (n, l = 0) \) and \( (n + 1, l = 0) \).

Eq.(438) is easily transformed into the following monic fourth-order algebraic equation in \( \tan(w) \):

\[
\tan^4(w) + \frac{4}{zw} \tan^3(w) - 10 \tan^2(w) - \frac{4}{zw} \tan(w) + 5 = 0.
\] (443)

Note that the coupling \( z \) appears in the coefficients of the above polynomial always at the denominator, making the study of the limit \( z \to 0 \) more difficult than in the case \( N = 3 \), where \( z \) appears at the numerator (cfr. eq.(384)).

The usual decomposition of the particle momenta \( w = w_\nu \) reads:

\[ w_\nu = \nu + \Delta w_\nu; \]  

where:

\[ \Delta w_\nu = f(zw_\nu). \]  

By exactly solving the above equation in \( \tan(w) \), one obtains for the function \( f = f_{\epsilon_1, \epsilon_2} \) the rather involved expression:

\[
f_{\epsilon_1, \epsilon_2}(\xi) \equiv \arctan \left\{ \frac{1}{\xi} \left[ \epsilon_1 \Sigma^{1/2}(\xi) - 1 + \epsilon_2 \left( 3 + 5 \xi^2 - \Sigma(\xi) - 2 \epsilon_1 \frac{1 + 2 \xi^2}{\Sigma^{1/2}(\xi)} \right)^{1/2} \right] \right\}.
\] (446)

The indices \( \epsilon_1, \epsilon_2 = \pm 1 \) are two independent sign determinations. The branches of the square root, the cubic root and the arctangent function are the same as those defined in...
The function $\Sigma(\xi) \equiv \xi^2 v_0/2$ is proportional to an (arbitrary) solution $v_0$ of the auxiliary third-order equation (see Appendix C); it is explicitly given by:

$$\Sigma(\xi) \equiv 1 + \frac{5}{3} \xi^2 + \frac{\xi}{\sqrt{3}} \left[ \exp \left( +\frac{i\pi}{6} \right) F_+(\xi) + \exp \left( -\frac{i\pi}{6} \right) F_-(\xi) \right]. \tag{447}$$

The functions $F_\pm(\xi)$ involve an overall cubic root and differ from each other by a sign only:

$$F_\pm(\xi) \equiv \left[ R(\xi) \mp \frac{i}{6\sqrt{3}} \xi \left( 25 \xi^2 + 18 \right) \right]^{1/3}. \tag{448}$$

The function $R(\xi)$ is the inner-most radical:

$$R(\xi) \equiv \left( 1 + 7 \xi^2 + 25 \xi^4 + \frac{125}{4} \xi^6 \right)^{1/2}. \tag{449}$$

Finally, the variable $\xi$ is the product of the independent variable $z \equiv -g$ with the dependent variable $w \equiv \pi k$:

$$\xi \equiv z w. \tag{450}$$

By varying independently the signs $\epsilon_1$ and $\epsilon_2$ in the above formula, one obtains four different levels for each value of the principal index $n = 1, 2, 3, \cdots$ — namely one resonant level and three non resonant levels, as it should. Note that the intermediate functions (which we have introduced to have readable formulae), are all normalized to one at $\xi = 0$ (i.e. in the free limit):

$$R(0) = F_\pm(0) = \Sigma(0) = 1. \tag{451}$$

Note also that:

$$\overline{F_\pm(\xi)} = F_\mp(\xi) \quad (\xi \in \mathbb{R}). \tag{452}$$

The above relation implies that $\Sigma(\xi)$ is real for real $\xi$ (the physical case).

Because of eq. (451), we immediately find that, if $\epsilon_1 = +1$, the big round bracket on the r.h.s. of eq. (448) exactly vanishes for $\xi \to 0$. By using the small $\xi$ expansion for $\Sigma(\xi)$,

$$\Sigma(\xi) = 1 + \xi + 2 \xi^2 + \mathcal{O} (\xi^3), \tag{453}$$

as well as for $\sqrt{\Sigma(\xi)}$,

$$\sqrt{\Sigma(\xi)} = 1 + \frac{\xi}{2} + \frac{7}{8} \xi^2 + \mathcal{O} (\xi^3), \tag{454}$$

one finds that also the linear term in $\xi$ vanishes. The round bracket is (approximately) equal to $\xi^2/4$ for small $\xi$:

$$\left( 3 + 5 \xi^2 + \cdots \right)^{1/2} \epsilon_1 = +1 = \left( \frac{\xi^2}{4} + \mathcal{O} (\xi^3) \right)^{1/2} = \frac{\xi}{2} \left( 1 + \mathcal{O}(\xi) \right)^{1/2}. \tag{455}$$

The last equality follows from the fact that $(\xi^2)^{1/2} = \xi$ for $\xi > 0$, so that, by analytic continuation, $(\xi^2)^{1/2} = \xi$ for any $\xi \in \mathbb{C}$.

If $\epsilon_1 = +1$, because of a leading-order cancellation, also the function in front of the big round bracket vanishes linearly for $\xi \to 0$:

$$\Sigma^{1/2}(\xi) - 1 = \frac{\xi}{2} + \mathcal{O} (\xi^2). \tag{456}$$
Therefore, if \( \epsilon_1 = +1 \), the expansion in powers of \( \xi \) of the argument of the arctangent function, i.e. of the curly bracket on the r.h.s. of eq.(446), reads:

\[
\left\{ \ldots \right\}_{\epsilon_1=+1} = \frac{1}{\xi} \left[ \sqrt{\Sigma(\xi)} - 1 + \cdots \right] = \frac{1 + \epsilon_2}{2} + \frac{7 - 3\epsilon_2}{8} \xi + O(\xi^2) \quad (\epsilon_1 = +1). \tag{457}
\]

If \( \epsilon_1 = -1 \), the big round bracket on the r.h.s. of eq.(446) is instead not vanishing in the free limit:

\[
\lim_{\xi \to 0} \left( 3 + 5\xi^2 + \cdots \right)^{1/2} = 2. \tag{458}
\]

Also the function in front of the big round bracket is non-vanishing in the free limit:

\[
\left[ \epsilon_1 \Sigma^{1/2}(\xi) - 1 \right]_{\epsilon_1=-1} = -\Sigma^{1/2}(\xi) - 1 \quad \text{for } \xi \to 0. \tag{459}
\]

Therefore, in the case \( \epsilon_1 = -1 \), the expansion for small \( \xi \) of the curly bracket reads:

\[
\left\{ \ldots \right\}_{\epsilon_1=-1} = \frac{2(\epsilon_2 - 1)}{\xi} - \frac{\epsilon_2 + 1}{2} + \frac{11\epsilon_2 - 7}{8} \xi + O(\xi^2) \quad (\epsilon_1 = -1). \tag{460}
\]

According to our general convention, the non-resonant levels have the following values of the sub-index \( l \):

\[
l = -1, +1, +2. \tag{461}
\]

In the following sections we will consider the above levels, by linking the values of the index \( l \) with the signs of \( \epsilon_1 \) and \( \epsilon_2 \).

### 9.1 Resonant levels

By setting \( \epsilon_2 = -1 \)

in eq.(457), one obtains for the momentum shift:

\[
\Delta w = \arctan \left[ \frac{5}{4} \xi + O(\xi^2) \right] = \frac{5}{4} \xi + O(\xi^2). \tag{463}
\]

Therefore, for

\[
\epsilon_1 = +1; \quad \epsilon_2 = -1; \tag{464}
\]

the expansion for small coupling of the total momentum \( w = w_\nu \) reads:

\[
w_\nu = \nu + \frac{5}{4} \nu z + O(z^2). \tag{465}
\]

In the above equation we have taken into account that:

\[
\xi = \xi_\nu = z w_\nu = z \nu + z \Delta w_\nu(z) = z \nu + O(z^2). \tag{466}
\]

The above choice for the indices \( \epsilon_1 \) and \( \epsilon_2 \) then gives the resonant levels:

\[
\epsilon_1 = +1, \quad \epsilon_2 = -1 \quad \Rightarrow \quad l = 0. \tag{467}
\]
Figure 10: Lowest ten momentum levels for the case $N=4$. The eight normal momentum levels $k_{1/4}(z)$, $k_{1/2}(z)$, · · ·, $k_2(z)$ are plotted as black dashed lines; The two exceptional momenta $k_{\text{exc}} \equiv 1, 2$ are plotted as brown dashed lines. The L.O. resonant levels, $k_1^{\text{LO}}(z)$ and $k_2^{\text{LO}}(z)$, are given by red dotted lines; The L.O. non-resonant levels above the resonant ones, $k_1^{\text{LO}}(z)$ and $k_5^{\text{LO}}(z)$, are given by blue dotted lines; The L.O. non-resonant levels below the resonant ones, $k_3^{\text{LO}}(z)$ and $k_7^{\text{LO}}(z)$, are given by green dotted lines. Finally, the L.O. non-resonant levels at the middle of two resonant levels, $k_2^{\text{LO}}(z)$ and $k_5^{\text{LO}}(z)$, are given by magenta dotted lines. The L.O. approximation works pretty well for all the levels but the lowest-momentum one $k_{1/4}(z)$ (the lower blue line), for which there is a small discrepancy from the exact level for $z \gtrsim 0.3$, as it was also the case with $N=3$.

Let us then define the function

$$H(\xi) \equiv f_{+1,-1}(\xi);$$

(468)

with:

$$f_{+1,-1}(\xi) = \arctan \left\{ \frac{1}{\xi} \left[ \Sigma^{1/2}(\xi) - 1 - \left( 3 + 5\xi^2 - \Sigma(\xi) - 2 \left( \frac{1 + 2\xi^2}{\Sigma^{1/2}(\xi)} \right)^{1/2} \right) \right] \right\}. \quad (469)$$

Note that:

$$H(0) = 0,$$

(470)

as it should. The (still exact) equation for the momentum shift $\Delta w = \Delta w_\nu$ is written:

$$\Delta w_\nu = H(\eta + z \Delta w_\nu);$$

(471)

where we have defined the variable:

$$\eta \equiv \nu z = \pi n z; \quad n = 1, 2, 3, \ldots.$$  

(472)

Note that:

$$\xi = \eta + z \Delta w_\nu,$$

(473)
so that ξ reduces to η in the free limit $z \to 0$.

In terms of the complete momentum of the particle $w = w_\nu$, the momentum equation above is rewritten:

$$w_\nu = \nu + \Delta w_\nu = \nu + H(\eta + z \Delta w_\nu),$$  \hfill (474)

where the function $H$ has been defined in eq.(468). The general theory of the solutions of the above equation by means of a function series or by means of a recursion equation is treated in detail in section 7 to which the reader is referred.

For concreteness sake, let us give the explicit expressions of the three recursive solutions of lowest order for the particle momentum:

$$w_\nu^{(1)} = \nu + H(\eta); \quad w_\nu^{(2)} = \nu + H[\eta + z \Delta H(\eta)]; \quad w_\nu^{(3)} = \nu + H\left\{\eta + z H[\eta + z \Delta H(\eta)]\right\}.$$  \hfill (475)

The evaluation of higher-order recursions is straightforward and is discussed, in a general form, in section 7.1. As in all previous cases, one can also use the resummation scheme for the particle momenta, which is based on a function series expansion. In addition to a direct calculation, the required functions can also be evaluated by expanding the recursive solutions in powers of the coupling $z$, as described in 7.2.

Let us now discuss a problem occurring in the numerical evaluation of the function $H(x)$, which is needed for example for making a plot like fig. 10 (the red dotted curves). The direct numerical evaluation of the big round bracket on the r.h.s. of eq.(446) for $\epsilon_1 = +1$ gives, for $|\xi| \ll 1$:

$$\left(3 + 5 \xi^2 + \cdots\right)^{1/2} = \left(\frac{\xi^2}{4} + \mathcal{O}(\xi^3)\right)^{1/2} = \frac{|\xi|}{2} \left(1 + \mathcal{O}(\xi)\right)^{1/2}. \quad (476)$$

The result in the last member of the above equation is incorrect for $\xi < 0$ by an over-all sign, as seen by comparing with the last member of eq.(455). The error occurs because the program, for small $\xi$, first basically computes the square of $\xi$, always obtaining a positive number, and then computes the arithmetic (i.e. positive) square root, always obtaining again a positive number, even for $\xi < 0$. To solve this problem, one can rewrite the round bracket, for example, in the following form:

$$\left(3 + 5 \xi^2 + \cdots\right)^{1/2} = \xi \left(\frac{3 + 5 \xi^2 + \cdots}{\xi^2}\right)^{1/2}. \quad (477)$$

### 9.2 Non-resonant levels above the resonant ones ($l = +1$)

By setting

$$\epsilon_2 = +1 \quad \hfill (478)$$

in eq.(457), one obtains for the momentum shift:

$$\Delta w = \arctan\left[1 + \frac{\xi}{2} + \mathcal{O}(\xi^2)\right] = \frac{\pi}{4} + \frac{\xi}{4} + \mathcal{O}(\xi^2) = \frac{\pi}{4} + \frac{1}{4} \left(\nu + \frac{\pi}{4}\right) z + \mathcal{O}(z^2), \quad (479)$$
since, at lowest order
\[ w = \nu + \frac{\pi}{4} + \mathcal{O}(z), \] (480)
so that:
\[ \xi \equiv wz = \left(\nu + \frac{\pi}{4}\right)z + \mathcal{O}(z^2). \] (481)
Then, by taking both signs positive in the general formula (446),
\[ \epsilon_1 = +1; \quad \epsilon_2 = +1; \] (482)
the expansion of the corresponding momentum levels reads:
\[ w = w^\hat{} = \hat{}\nu + \frac{\pi}{4} \hat{}\nu z + \mathcal{O}(z^2); \] (483)
where we have absorbed the constant \( \pi/4 \) inside the index \( \nu \) by introducing the new, shifted index:
\[ \hat{}\nu \equiv \nu + \frac{\pi}{4} = \pi \left(n + \frac{1}{4}\right), \quad n = 0, 1, 2, 3, \ldots. \] (484)
Therefore the positive choice for both indices gives the non-resonant levels right above the resonant ones:
\[ \epsilon_1 = +1, \quad \epsilon_2 = +1 \quad \Rightarrow \quad l = +1. \] (485)
The function \( \hat{H} = \hat{H}(\xi) \), giving the recursions, is given by:
\[ \hat{H}(\xi) = f_{+1,+1}(\xi) - \frac{\pi}{4}; \] (486)
where:
\[ f_{+1,+1}(\xi) = \arctan \left\{ \frac{1}{\xi} \left[ \Sigma^{1/2}(\xi) - 1 + \left( 3 + 5\xi^2 - \Sigma(\xi) - 2\frac{1 + 2\xi^2}{\Sigma^{1/2}(\xi)} \right)^{1/2} \right] \right\}. \] (487)
Note that we have subtracted the constant \( \pi/4 \) from \( f_{+1,+1}(\xi) \) to obtain the function \( \hat{H} \), since we have added the same quantity to \( \nu \) for going to \( \hat{\nu} \). With this subtraction, the function \( \hat{H}(\xi) \) (linearly) goes to zero for \( \xi \to 0 \), as it should.
For the non-resonant \( l = +1 \) levels, the (still exact) momentum equation is conveniently written:
\[ w^\hat{} = \hat{}\nu + \hat{H}(\hat{}\eta + z \delta w^\hat{}); \] (488)
where we have defined the new ad-hoc variable:
\[ \hat{}\eta \equiv \hat{}\nu z = \pi \left(n + \frac{1}{4}\right) z. \] (489)
For easy of reference, let us give the explicit expressions of the three lowest recursions:
\[ w^{(1)} = \hat{}\nu + \hat{H}(\hat{}\eta); \] 
\[ w^{(2)} = \hat{}\nu + \hat{H}[\hat{}\eta + z \hat{H}(\hat{}\eta)]; \] (490)
\[ w^{(3)} = \hat{}\nu + \hat{H}\left\{ \hat{}\eta + z \hat{H}[\hat{}\eta + z \hat{H}(\hat{}\eta)] \right\}. \]
The evaluation of higher-order recursions is discussed in general in section 7.2.1 In the resummation scheme given by a function series, the required functions can be evaluated by expanding the recursive solutions in powers of the coupling \( z \), as described in 7.2.2.
9.3 Non-resonant levels below the resonant ones \((l = -1)\)

By setting

\[ \epsilon_2 = +1 \]  

in eq.\((460)\), the pole term in the argument of the arctangent vanishes, so that:

\[ \Delta w = \arctan \left[ -1 + \frac{\xi}{2} + \mathcal{O}(\xi^2) \right] = -\frac{\pi}{4} + \frac{\xi}{4} + \mathcal{O}(\xi^2). \]  

(492)

By absorbing the constant term \(-\pi/4\) in the index \(\nu\), the total momentum can be written:

\[ w = \nu + \Delta w = \nu + \frac{1}{4} \nu z + \mathcal{O}(z^2); \]  

(493)

where we have defined the new, shifted index:

\[ \hat{\nu} \equiv \pi \left( n - \frac{1}{4} \right); \quad n = 1, 2, 3, \ldots. \]  

(494)

Therefore the above sign choices for the indices gives the non-resonant levels right below the resonant ones:

\[ \epsilon_1 = -1, \quad \epsilon_2 = +1 \quad \Rightarrow \quad l = -1. \]  

(495)

The function \(\hat{H} = \hat{H}(\xi)\) is given by:

\[ \hat{H}(\xi) = f_{-1,1}(\xi) + \frac{\pi}{4}; \]  

(496)

where:

\[ f_{-1,1}(\xi) = \arctan \left\{ \frac{1}{\xi} \left[ -1 - \Sigma^{1/2}(\xi) + \left( 3 + 5 \xi^2 - \Sigma(\xi) + 2 \frac{1 + 2 \xi^2}{\Sigma^{1/2}(\xi)} \right)^{1/2} \right] \right\}. \]  

(497)

It is immediate to check that:

\[ \hat{H}(0) = 0, \]  

(498)

as it should, to properly generate recursions starting from the free-theory limit \(z \to 0\). For the constant \(+\pi/4\) added to \(f_{-1,1}(\xi)\) and subtracted to \(\nu \mapsto \hat{\nu}\), see the remark in the previous section.

For the recursions, the (still exact) momentum equation is conveniently written:

\[ w_{\hat{\nu}} = \nu + \hat{H}(\hat{\nu} + z \delta w_{\hat{\nu}}); \]  

(499)

where:

\[ \hat{\nu} \equiv \nu z = \pi \left( n - \frac{1}{4} \right) z; \quad n = 1, 2, 3, \ldots. \]  

(500)

According to the general theory described in section\(\ref{section7.1}\), the lowest three recursions explicitly read:

\[ w^{(1)}_{\hat{\nu}} = \nu + \hat{H}(\hat{\nu}); \]
\[ w^{(2)}_{\hat{\nu}} = \nu + \hat{H}[\hat{\nu} + z \hat{H}(\hat{\nu})]; \]
\[ w^{(3)}_{\hat{\nu}} = \nu + \hat{H}\{\hat{\nu} + z \hat{H}[\hat{\nu} + z \hat{H}(\hat{\nu})]\}. \]  

(501)

The resummation scheme based on a function-series expansion can be implemented as described in section\(\ref{section7.2}\).
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9.4 Non-resonant levels at the middle of two resonant levels 

\( (l = +2) \)

Finally, by setting

\[ \epsilon_2 = -1 \]

in eq.(460), one obtains for the momentum shift:

\[ \Delta w = \arctan \left[ -\frac{4}{\xi} - \frac{9}{4} \xi + O(\xi^2) \right] = -\arctan \left[ \frac{4}{\xi} + \frac{9}{4} \xi + O(\xi^2) \right]. \]

(503)

In the last equality we have taken into account that our branch of the arctangent is an odd function. By using eq.(320) for \( \xi < 0 \) (the simpler repulsive case), one obtains:

\[ \Delta w = \frac{\pi}{2} + \arctan \left( \frac{\xi}{4} \right) + O(\xi^2) = \frac{\pi}{2} + \frac{\xi}{4} + O(\xi^2). \]

(504)

In the above formula, one can incorporate the constant \( \pi/2 \) inside the index \( \nu \), by writing for the total momentum:

\[ w_{\tilde{\nu}} = \tilde{\nu} + \frac{1}{4} \tilde{\nu} z + O(z^2); \]

where we have defined:

\[ \tilde{\nu} \equiv \pi \left( n + \frac{1}{2} \right), \quad n = 0, 1, 2, 3, \ldots. \]

(506)

Therefore the negative choice for both indices gives the non-resonant levels at the middle of two adjacent resonant levels:

\[ \epsilon_1 = -1, \quad \epsilon_2 = -1 \quad \Rightarrow \quad l = +2. \]

(507)

The function \( \tilde{H} = \tilde{H}(\xi) \), correctly vanishing at \( \xi = 0 \), is given by:

\[ \tilde{H}(\xi) = f_{-1,-1}(\xi) - \frac{\pi}{2}; \]

(508)

where:

\[ f_{-1,-1}(\xi) = \arctan \left\{ \frac{1}{\xi} \left[ -1 - \Sigma^{1/2}(\xi) - \left( 3 + 5 \xi^2 - \Sigma(\xi) + 2 \frac{1 + 2 \xi^2}{\Sigma^{1/2}(\xi)} \right)^{1/2} \right] \right\}. \]

(509)

To generate the recursions, the momentum equation is conveniently written:

\[ w_{\tilde{\nu}} = \tilde{\nu} + \tilde{H}(\tilde{\eta} + z \delta w_{\tilde{\nu}}); \]

where:

\[ \tilde{\eta} \equiv \tilde{\nu} z = \pi \left( n + \frac{1}{2} \right) z. \]

(511)
According to the general theory described in section 7.1, the lowest three recursions explicitly read:

\[\begin{align*}
w^{(1)}_\nu &= \tilde{\nu} + \tilde{H}(\tilde{\eta}) ; \\
w^{(2)}_\nu &= \tilde{\nu} + \tilde{H}[\tilde{\eta} + z \tilde{H}(\tilde{\eta})] ; \\
w^{(3)}_\nu &= \tilde{\nu} + \tilde{H}\{\tilde{\eta} + z \tilde{H}[\tilde{\eta} + z \tilde{H}(\tilde{\eta})]\}.
\end{align*}\] (512)

Higher-order recursions, as well as the functions to be computed in the function-series resummation scheme, can be evaluated as described in sections 7.1 and 7.2 respectively.

Let us now discuss a problem occurring in the numerical evaluation of the function \(\tilde{H}(x)\). According to the second member in eq. (503), the argument of the arctangent function — the curly bracket — has a simple pole at \(\xi = 0\), with a negative residue. In order to (numerically) evaluate the arctangent of a small argument for \(\xi \approx 0\) (thus obtaining a continuous function at \(\xi = 0\)), it is convenient to transform the curly bracket to its inverse. By assuming \(\xi < 0\) (repulsive interaction), one obtains:

\[\begin{align*}
f_{-1,-1}(\xi) &= + \arctan \left\{ \frac{1}{\xi}\left[ -1 - \frac{1}{2}\Sigma^{1/2}(\xi) + \cdots \right] \right\} = \\
&= + \frac{\pi}{2} - \arctan \left\{ \frac{\xi}{[-1 - \frac{1}{2}\Sigma^{1/2}(\xi) + \cdots]} \right\}.
\end{align*}\] (513)

9.5 Discussion

We think that the \(N = 4\) case can be reasonably considered a large-\(N\) case, with a weak-coupling dynamics \((|z| \ll 1)\) resembling quasi-continuum resonance dynamics \((N \gg 1)\). As we have shown, a pair of contiguous resonant levels, with indices \((n, l = 0)\) and \((n + 1, l = 0)\) for \(n = 1, 2, 3, \ldots\), is separated by three contiguous non-resonant levels, with indices \((n, l = +1), (n, l = +2)\) and \((n + 1, l = -1)\). A non-resonant level right above a resonant one, i.e. with \(l = +1\), has most of its variation at \(z > 0\) and it is naturally associate to this resonant level. Similarly, a non-resonant level right below a resonant one, i.e. with \(l = -1\), has most of its variation at \(z < 0\) and it is then naturally associated to such resonant level. Therefore, as far as resonant behavior is concerned, momentum levels group in triples, containing a resonant level in the middle and two adjacent non-resonant levels, as it occurs in the case \(N = 3\). The non-resonant levels at the middle of two resonant levels, i.e. with \(l = +2\), are roughly symmetrical under a sign change of the coupling, i.e. for \(z \leftrightarrow -z\). They do not exhibit a resonant behavior in any coupling region and therefore cannot be naturally associated to any resonant level. We may say that the \(l = +2\) levels, which are the main novelty of the \(N = 4\) case, have the role of ”separators” of contiguous resonance triplets. They are qualitatively similar to the non-resonant levels of the \(N = 2\) model.

If we consider an initial box eigenfunction contained in the small resonating cavity, analog to that in eq. (288), we expect the no-escape probability, for example, to exhibit an exponential decay in some ”intermediate” time region, as it occurs in the continuous limit \((N = \infty)\).
10 Conclusions

The aim of this work was understanding how resonance dynamics emerges in finite-volume Winter (or δ-shell) model, from a simple oscillating behavior at $N = 1$ (both resonant cavities having the same length), by progressively increasing the ratio $N$ of the length of the large cavity over the small one. By increasing this ratio from $N = 1$ up to $N = 2, 3, 4$, we found new resonance phenomena emerging at each step.

Winter model in the symmetric case, $N = 1$, describes a system of two identical resonant cavities, weakly-coupled to each other. Therefore, in this smallest possible $N$ case, the large cavity actually has the same length as the small one. The main property of the $N = 1$ model is that it has no non-resonant levels, but only resonant and exceptional levels.

According to a simple statistical-mechanics reasoning, the exponential decay of a resonant state with time can be considered some kind of thermalization process of this ”hot” single state immersed in a ”cold” background (or reservoir), which is composed of the huge number of the available decay final states. At infinite volume, $N = \infty$, where the exponential decay of resonances occurs in a rather clean form and in a long time interval, the final decay states form indeed a continuum (in energy space). At large volumes, $N \gg 1$, where the available decay final states form a quasi-continuum, exponential decay of resonances is also expected to occur in a sizable time region. On the contrary, at $N = 1$, the level density of the large cavity is small, as it is equal to the level density of the small one, so that very few decay final states are available to an initial box eigenfunction contained in the small cavity. As a consequence, if the above statistical picture of resonance decay is correct, an initial box eigenfunction is expected to produce an oscillating behavior of the inside amplitude with time, rather than an exponential decay. The amplitude simply oscillates with time, from one cavity to the other one, back and forth.

Winter model in the double case, $N = 2$, in which the large cavity is two times larger than the small one, is the smallest-$N$ case expected to show some mild resonance behavior. At $N = 2$, the level density of the large cavity (in momentum space) is indeed two times larger than that of the small one, so that, according to the statistical picture above, the number of available final states to resonance decay is two times bigger with respect to the previous $N = 1$ case. By going from $N = 1$ to $N = 2$, the main novelty is the appearance of non-resonant levels in the spectrum of the model. Resonant and non-resonant levels, as functions of the coupling $z$, alternate, so that they separate each other (they never cross). Since the non-resonant levels are rather symmetrical under a sign change of the coupling, namely $z \mapsto -z$, their growth with $z$ in the positive-coupling region ($z > 0$) is similar to that in the negative-coupling one ($z < 0$). In general, non-resonant levels do not exhibit a resonance behavior in any coupling region. Therefore, as far as resonance dynamics is concerned, it is not possible to associate, in a natural way, a non-resonant level to a resonant one. We may say that, at $N = 2$, non-resonant levels have the role of ”separators” of contiguous resonance levels.

The main novelty of Winter model in the triple case, $N = 3$, with respect to the $N = 2$ case, is the ”differentiation” of non-resonant levels. At $N = 3$, there are two non-resonant levels for each resonant level, with sub-index $l = \pm 1$. The non-resonant level right above a resonant one, i.e. with $l = +1$, exhibits a mild resonant behavior (a roughly linear growth with the coupling $z$) mostly in the positive coupling region ($z > 0$). It is therefore
natural to associate such non-resonant level to the resonant level right below it. As we know from general resonance theory in the quasi-continuum \((N \gg 1)\), a resonant behavior, exhibited by a resonant level for small couplings is, going to larger couplings, softened and transferred to the contiguous higher non-resonant \(l = +1\) level. In a similar way, non-resonant levels right below a resonant one, i.e. with \(l = -1\), present a mild resonant behavior for negative couplings \((z < 0)\) and are naturally associated to such resonant level. Therefore a resonance of standard Winter model \((N = \infty)\) corresponds, in the \(N = 3\) model, to a triplet of momentum eigenstates, namely a resonant state and the two adjacent non-resonant levels. We expect an initial box eigenfunction, contained in the small cavity, to exhibit an appreciable resonant behavior, i.e. an approximate exponential decay in some limited time interval. In general, we conjecture that the "transition" from an oscillating behavior to a resonant one is already occurred, to some extent, by going from \(N = 1\) to \(N = 3\).

Finite-volume Winter model in the quadruple case, \(N = 4\), presents some new qualitative features with respect to the previous, \(N = 3\) case. In the \(N = 4\) case, two contiguous resonant levels are separated by three non-resonant levels, with \(l = \pm 1, +2\). The two non-resonant levels adjacent to a resonant one, having \(l = \pm 1\), present a similar resonant behavior to the corresponding levels of the \(N = 3\) case. Let us remark that the resonant behavior of the \(l = \pm 1\) levels is more marked \textit{a fortiori} in the \(N = 4\) model than in the \(N = 3\) one. The non-resonant levels at the middle of two resonant levels, i.e. with \(l = +2\), are the main novelty of the \(N = 3 \mapsto 4\) transition. These levels are quite symmetrical under a change of sign of the coupling, do not exhibit a resonant behavior in any coupling region and are qualitatively similar to the non-resonant levels of the \(N = 2\) model. The main role of the \(l = +2\) levels is that of separating different triplets of levels, having a related resonance behavior, i.e. a triplet of levels with \((n, l = 0, \pm 1)\) from triples of levels with \((n \pm 1, l = 0, \pm 1)\) We expect an initial box eigenfunction contained in the small cavity to exhibit an exponential decay in some intermediate time interval, i.e. after short-time transients (the so-called Zeno effect) and before power effects or Poincaré’ recurrence take over.

To analytically understand the dynamics of the above models, we have constructed a high-energy expansion for the momenta \(k\) of the particle as functions of the coupling \(z\), namely \(k = k(z)\). This expansion realizes an approximate resummation of the perturbative series of the momenta, to all orders in the coupling \(z\). The high-energy expansion works much better than reasonably expected \textit{a priori}, as it also works for low-energy states. Furthermore, it converges quickly with the order of the approximation and uniformly in the coupling \(z \in \mathbb{R}\). The fact that our expansion also converges for intermediate and large couplings \((|z| \gtrsim 1)\) is really a second, unexpected "bonus", because it is initially derived by assuming to be in the small-coupling domain \((|z| \ll 1)\). Technically, the good behavior of our expansion at large couplings may be due to the appearance of arctangent functions containing the coupling \(z\) inside their argument.

To go in some details, we have constructed two different resummation schemes. The first scheme is based on a function-series expansion (necessarily truncated at some finite order) and has a very clear physical picture. The second scheme is based on a recursion equation, which is necessarily solved in an approximate way, by computing a finite number of recursions from the initial condition. At the first, leading order, the two resummation schemes
give identical results, while they slightly differ from next-to-leading order on. Beyond leading order, it turns out that the recursive scheme realizes an approximate resummation, to all orders, of the function series generated within the first scheme. With a suggestive language, we may say that the recursive scheme ”resums the resummation” defining the function-series scheme. Because of that, we believe that the recursive scheme generally offers a more accurate approximation to the particle momenta than the function-series scheme.

Let us finally discuss some possible developments of our work which, quite generally, can be continued along different lines of investigation. Finite-volume Winter model at \( N = 4 \) is the largest-\( N \) case which we have analyzed with our expansion and which can be treated by means of elementary functions. By means of special functions, our high-energy expansion for the particle momenta, can be extended to analytically investigate finite-volume Winter models with \( N > 4 \). Technically the analysis is expected to be considerably more complicated than the ones in this work but is, in principle, feasible.

A similar analysis to the one presented in this work could also be made for the model considered in ref.\[13\], where two harmonic oscillators are coupled to each other by cutting the tails of their potentials and gluing them together. One could study, in particular, whether resonant states are described by clusters of energy levels centered around specific levels, as it happens in finite-volume Winter model. If finite-volume resonance dynamics turned out to be the same, one would get some hints about its universality. In the oscillator case, the unperturbed spectrum (free oscillators) is evenly spaced in energy space, rather than in momentum space.

A different development line involves the explicit investigation of various, intriguing time-dependent phenomena occurring in finite-volume Winter model. By considering, for example, initial box eigenfunctions localized in the small cavity, one can study the depletion and the filling of this cavity with time. Typical phenomena of resonances in a box, such as the Poincare’ recurrence or the limited decay, can be analyzed. For the same initial wavefunction, one can study the temporal evolution for different values of the coupling \( z \) and of the cavities length ratio \( N \).
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A Reduction of the tangent of a multiple angle

In this appendix we derive a general formula for the reduction of the tangent of a multiple angle — namely the reduction of \( \tan(Nw) \) to a rational function of \( \tan(w) \) of degree \( N \), where \( N \) is any positive integer. This formula is used in the main body of the article for the crucial simplification of the momentum spectrum equation of the particle in all the \( N > 1 \) cases.

According to De-Moivre formula:

\[
\cos(Nw) + i\sin(Nw) = \exp(iNw) = \left[ \exp(iw) \right]^N = \left[ \cos(w) + i\sin(w) \right]^N = \\
= \cos(w)^N \left[ 1 + i\tan(w) \right]^N. 
\] (514)

By equating the first and the last member of the above chain of equality’s and taking the real part on both sides of the resulting equation, one immediately obtains:

\[
\cos(Nw) = \cos(w)^N \text{Re}\left\{ \left[ 1 + i\tan(w) \right]^N \right\} \quad (w \in \mathbb{R}). 
\] (515)
In a similar way, by equating the imaginary parts:

\[
\sin(Nw) = \cos(w)^N \Im \left\{ \left[ 1 + i \tan(w) \right]^N \right\} \quad (w \in \mathbb{R}).
\]  

(516)

By dividing at each member the last equation by the previous one, one obtains:

\[
\tan(Nw) = \frac{\Im \left\{ \left[ 1 + i \tan(w) \right]^N \right\}}{\Re \left\{ \left[ 1 + i \tan(w) \right]^N \right\}}.
\]  

(517)

Since \(N\) is integer by assumption, we can apply the binomial formula to the expression in curly brackets above:

\[
(1 + it)^N = \sum_{k=0}^{N} {N \choose k} (it)^k = 1 + i \left( \sum_{k=0}^{N} {N \choose k} t^k \right) - \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^2 + \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^3 + \cdots
\]  

+ \cdots + \left( N \right) (it)^{N-1} + (it)^N;  

(518)

where, to simplify the notation, we have defined

\[
t \equiv \tan(w).
\]  

(519)

Since:

\[
i^k = \begin{cases} (-1)^{k/2} & \text{for } k \text{ even}, \\ (-1)^{(k-1)/2} i & \text{for } k \text{ odd}, \end{cases}
\]  

(520)

the terms with even index \(k\) above are real, with alternating sign, while the odd-index terms are purely imaginary, again with alternating sign. We may therefore write:

\[
\Re \left[ (1 + it)^N \right] = 1 - \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^2 + \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^3 + \cdots + \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^N \left( -t^2 \right)^{[N/2]};
\]  

\[
\Im \left[ (1 + it)^N \right] = \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^3 + \cdots + \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^{[N/2]} + \left( \sum_{k=0}^{N} {N \choose k} t^k \right)^{[N]} \left( -t^2 \right)^{[N]};
\]  

(521)

where by \([\alpha]\) we denote the integer part of \(\alpha\), i.e. the largest integer that is smaller than, or equal to, \(\alpha\). By replacing the above expansions on the r.h.s. of eq. (517), the final reduction formula for the tangent of a multiple angle is obtained:

\[
\tan (Nw) = R_N \left[ \tan(w) \right], \quad N \in \mathbb{N},
\]  

(522)

where:

\[
R_N(t) \equiv t \frac{P_{2\left[\langle N-1\rangle/2\right]}(t)}{Q_{2\left[N/2\right]}(t)}.
\]  

(523)
The polynomial at the numerator is given by:

\[ P_{2,[(N-1)/2]}(t) \equiv \sum_{r=0}^{\lfloor (N-1)/2 \rfloor} (-1)^r \left( \frac{N}{2r+1} \right) t^{2r}; \]  

(524)

while the polynomial at the denominator reads:

\[ Q_{2,[N/2]}(t) \equiv \sum_{r=0}^{\lfloor N/2 \rfloor} (-1)^r \left( \frac{N}{2r} \right) t^{2r}. \]  

(525)

For even \( N \), the polynomial at the numerator of the rational function, \( tP_{2,[(N-1)/2]}(t) \), has degree \( N - 1 \), while the polynomial at the denominator, \( Q_{2,[N/2]}(t) \), has degree \( N \). For odd \( N \), degrees are interchanged: \( tP_{2,[(N-1)/2]}(t) \) has degree \( N \), while \( Q_{2,[N/2]}(t) \) has degree \( N - 1 \). Therefore, for any \( N \), the rational function \( R_N(t) \) has degree \( N \).

By specifying eq. (522) to the cases \( N = 2, 3, 4 \), we immediately obtain:

\[
\tan(2w) = \frac{2 \tan(w)}{1 - \tan^2(w)};
\]

\[
\tan(3w) = \tan(w) \frac{3 - \tan^2(w)}{1 - 3 \tan^2(w)};
\]

\[
\tan(4w) = 4 \tan(w) \frac{1 - \tan^2(w)}{1 - 6 \tan^2(w) + \tan^4(w)}.
\]

(526)

\[ \tan(2w) = \frac{2 \tan(w)}{1 - \tan^2(w)}; \]

\[ \tan(3w) = \tan(w) \frac{3 - \tan^2(w)}{1 - 3 \tan^2(w)}; \]

\[ \tan(4w) = 4 \tan(w) \frac{1 - \tan^2(w)}{1 - 6 \tan^2(w) + \tan^4(w)}. \]

### B General third-order algebraic equation

In this appendix we present a derivation of the formula for the zeroes of a general third-order algebraic equation. This formula involves nested square and cubic roots and rational operations and has been used to determine the momentum spectrum of Winter model in the case \( N = 3 \). As we are going to show, the solution involves a second-order auxiliary equation.

Let us then consider a general, monic third-order algebraic equation:

\[ x^3 + ax^2 + bx + c = 0, \]

(527)

where \( a, b, c \) are arbitrary complex numbers. If \( a \neq 0 \), the term proportional to \( x^2 \), next to the highest power, can always be sent to zero by means of the shift

\[ x = y - \frac{a}{3}, \]

(528)

bringing the equation to the form (called reduced form):

\[ y^3 + py + q = 0, \]

(529)

where:

\[ p = p(a,b) = b - \frac{a^2}{3}; \]

\[ q = q(a,b,c) = c - \frac{ab}{3} + \frac{2}{27}a^3. \]

(530)
Next one uses the identity (cube of the binomial):

\[(u + v)^3 - 3uv(u + v) - u^3 - v^3 = 0; \]

where \(u\) and \(v\) are two arbitrary complex numbers. By setting:

\[y = u + v,\]

the above identity is re-written:

\[y^3 + py + q = 0; \]

where we have defined:

\[p \equiv -3uv; \]
\[q \equiv -u^3 - v^3. \]

The two equations above are easily solved for \(u\) and \(v\). For example, one takes the third power of the first equation,

\[p^3 = -27u^3v^3, \]

and solves it with respect to \(v^3\):

\[v^3 = -\frac{p^3}{27u^3} \quad (u \neq 0). \]

By substituting the above solution in the second equation of the system, namely \(u^3 + v^3 + q = 0\), one obtains the equation

\[u^3 - \frac{p^3}{27u^3} + q = 0; \]

which is basically the bi-cubic equation

\[t^2 + q t - \frac{p^3}{27} = 0, \]

where we have defined:

\[t \equiv u^3. \]

Eq.(538) is an auxiliary second-order algebraic equation in \(t\), which is easily solved to give:

\[t = -\frac{q}{2} \pm \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}. \]

The solution for the original variable \(u\) is simply obtained by taking a cubic root on both sides of the above equation:

\[u = \sqrt[3]{t} = \sqrt[3]{-\frac{q}{2} \pm \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}. \]
Since $uv = -p/3$, the quantity $v$ has the opposite sign determination of the square root with respect to $u$:

$$v = \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}.$$  \hfill (542)

The solution of the reduced equation (529) therefore reads:

$$y = u + v = \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} + \sqrt[3]{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}.$$  \hfill (543)

By introducing the primitive cubic root of unity,$$
 f = \exp\left(\frac{2\pi i}{3}\right),$$

($f^3 = 1; \bar{f} = f^2; \bar{f}^2 = f$), all the three solutions of the reduced equation can be explicitly written as:

$$y_n = f^n \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} + \bar{f}^n \sqrt[3]{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}}; \quad n = 0, 1, 2. \hfill (545)$$

The solution of the original equation (527) is simply obtained by subtracting $a/3$ to $y_n$:

$$x = x_n = y_n - \frac{a}{3} = f^n \sqrt[3]{-\frac{q}{2} + \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} + \bar{f}^n \sqrt[3]{-\frac{q}{2} - \sqrt{\frac{q^2}{4} + \frac{p^3}{27}}} - \frac{a}{3}; \quad (546)$$

where $n = 0, 1, 2$, and the coefficients $p$ and $q$ are given in terms of the original coefficients $a, b, c$ in eqs. (530).

### C General fourth-order algebraic equation

In this appendix we sketch the derivation of the formula for the zeroes of a general fourth-order algebraic equation. Similarly to the third-order case treated in the previous appendix, this formula involves nested square and cubic roots and rational operations. It is however much more complicated than the third-order one, because it involves an auxiliary equation of third-order (rather than of second order). The general solution of the fourth-order equation has been used to determine the momentum spectrum of Winter model in the case $N = 4$.

A general monic fourth-order algebraic equation reads:

$$x^4 + a x^3 + b x^2 + c x + d = 0,$$  \hfill (547)

where $a, b, c, d$ are given complex numbers. If $a \neq 0$, by means of the shift

$$x = y - \frac{a}{4},$$  \hfill (548)
one obtains the reduced fourth-order equation:
\[ y^4 + p y^2 + q y + r = 0; \]  
(549)

where:
\[ p = p(a, b) = b - \frac{3}{8} a^2; \]
\[ q = q(a, b, c) = c - \frac{ab}{2} + \frac{a^3}{8}; \]
\[ r = r(a, b, c, d) = d + \frac{a^2 b}{16} - \frac{ac}{4} - \frac{3}{256} a^4. \]  
(550)

The general idea is to rewrite the reduced equation in such a way that both its left-hand-side and its right-hand-side become squares of polynomials of lower degree. Let us begin with the two higher powers of \( y \), which we keep on the l.h.s.:
\[ y^4 + p y^2 = -q y - r. \]  
(551)

By adding \( p^2/4 \) to both sides of the above equation, the latter is written:
\[ \left( y^2 + \frac{p}{2} \right)^2 = \frac{p^2}{4} - q y - r. \]  
(552)

So, we succeeded in writing the l.h.s. as the square of a quadratic (i.e. second-degree) polynomial in \( y \) (without the linear term). Now we want to write the r.h.s. as the square of a linear (i.e. first degree) polynomial in \( y \). It is clear that we have to add a term quadratic in \( y \) to both sides of the above equation; in doing that, we must not spoil the perfect square on the l.h.s. Let us add therefore to both sides of eq.552 the quantity
\[ v^2 + 2 v \left( y^2 + \frac{p}{2} \right), \]  
(553)

with \( v \) a still undetermined quantity, to obtain:
\[ \left( y^2 + \frac{p}{2} + v \right)^2 = 2 v y^2 - q y + \frac{p^2}{4} + p v + v^2 - r. \]  
(554)

According to the above idea, we now simply choose \( v \) in such a way that the r.h.s. is the square of a linear polynomial:
\[ 2 v \left( y^2 - \frac{q}{2 v} y + \frac{v^2 + p v + p^2/4 - r}{2 v} \right) = 2 v \left( y - \frac{q}{4 v} \right)^2 = \]
\[ = 2 v \left( y^2 - \frac{q}{2 v} y + \frac{q^2}{16 v^2} \right). \]  
(555)

By equating the first member in the above chain of equalities with the last one, one obtains the following auxiliary (general) third-order equation in \( v \):
\[ v^3 + \tilde{a} v^2 + \tilde{b} v + \tilde{c} = 0; \]  
(556)
with the coefficients given by:

\[
\begin{align*}
\tilde{a} &= +p; \\
\tilde{b} &= +\frac{p^2}{4} - r; \\
\tilde{c} &= -\frac{q^2}{8}.
\end{align*}
\] (557)

The above equation can be solved by means of the general method described in the previous appendix. Let us call

\[v_0 = \tilde{v}_0(\tilde{a}, \tilde{b}, \tilde{c}) = v_0(p, q, r)\] (558)

anyone of its solutions (note that we are free to choose any solution we like, as any solution would work). The fourth-order equation is then written:

\[
\left(y^2 + \frac{p}{2} + v_0\right)^2 = 2v_0\left(y - \frac{q}{4v_0}\right)^2.
\] (559)

By taking the square root on both sides, one obtains two second-order equations in \(y\):

\[y^2 + \frac{p}{2} + v_0 = \pm \sqrt{2v_0}\left(y - \frac{q}{4v_0}\right).\] (560)

The solutions of the above equations explicitly read:

\[y = \pm \frac{\sqrt{2v_0}}{2}(\pm) \sqrt{-\frac{p + v_0}{2} \pm \frac{q}{2\sqrt{2}v_0}}.\] (561)

The sign determination in front of the big square root has been put in parenthesis to indicate that it is an independent determination with respect to the other one. In general, therefore, four different roots are obtained, as it should.

The zeroes of the original fourth-order equation (547) are given by:

\[x = y - \frac{a}{4} = \pm \frac{\sqrt{2v_0}}{2}(\pm) \sqrt{-\frac{p + v_0}{2} \pm \frac{q}{2\sqrt{2}v_0}} - \frac{a}{4},\] (562)

where \(v_0\) is a solution of the auxiliary third-order equation (556). The coefficients \(\tilde{a}, \tilde{b}, \tilde{c}\) of this equation are given in terms of the coefficients \(p, q, r\) of the reduced fourth-order equation in eqs.(557). The latter, in turn, are given in terms of the coefficients \(a, b, c, d\) of the original fourth-order equation in eqs.(550).