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1. Introduction
More than 90% of the information that humans use to understand the world comes from vision, and the main goal of computer vision is to enable computers to see the world as humans do. The theory of visual computing has made great progress over the years, and in recent years, with advances in computer hardware and software equipment, computer vision technology has been widely used in various areas of life [1]. Computer vision is a discipline that spans several fields, including computer graphics, computer system architecture, information retrieval, neurological disciplines, and natural language processing. Computer vision is also one of the popular research areas for deep learning techniques. Computers have to acquire external information through auxiliary devices such as smart cameras, frame receivers, and visual interfaces, etc. There are two main categories of image information that computers acquire, one of which is static images, mainly pictures, such as face recognition technology, and face recognition is a very popular application in the field of computer vision [2]. The other category is dynamic content, including video and three-dimensional capture, such as video analysis; through the video content analysis, retrieval, extraction of which has the use of information for further processing applications; video analysis is widely used in many fields such as security, transportation, and even retail. Target tracking as a branch under the field of computer vision has a wide range of applications [3]. Target tracking technology is mainly to standardize the information collected by the device, feature extraction, model building, and other operations to obtain the target size and location information, and feedback to the
system model to achieve the application in actual scene. Target tracking has important applications in several fields [4].

Due to the large and difficult to process video data, traditional algorithms have great limitations for video information analysis and processing. In recent years, with the advancement of the information age and the popularity of hardware, the efficiency of big data processing has been greatly improved, and video target tracking technology has been able to make a big impact. Visual target tracking technology is given the size and location of the target to be tracked in the initial frame of the video image, relying on algorithms to predict the target’s position, direction, trajectory, and other motion information in subsequent frames to complete the analysis and understanding of the behavior of the moving target, the purpose of which is to use the computer instead of the human brain to complete time-consuming and laborious or high-risk and difficult specific tasks. Because visual target tracking technology has more outstanding advantages and wide applications than detection and recognition in the field of computer vision, it has attracted a wave of research from industry and scholars in recent years. However, many challenges in its research have plagued many researchers, such as illumination changes, scale changes, fast deformation, motion blur, background mottling, and target occlusion, which can affect tracker performance [5]. For target tracking systems, tracker performance is not only affected by the degree of model merit but is also related to the variation of the target itself and the environment. For tracking a moving target, the apparent state of the target and the background environment can change to different degrees, such as rotation, deformation, motion blur, etc., and target occlusion, illumination changes, background clutter, etc. These uncertainties can lead to inaccurate apparent modeling and frame by frame accumulation of errors, which eventually cause tracking “drift" or incorrect prediction of similar target position information [6].

The main research of this paper is to adopt the idea of detection before tracking for tracking, based on the kernel correlation filtering algorithm for the problem of the sudden change of target scale to analyze both template update and scale adaption and propose improvement methods to enhance the tracking accuracy and robustness of the algorithm. Section 1 is the introduction, which introduces the research background and significance of video tracking technology and also explains the research framework of this paper. Section 2 is related work, which mainly analyzes the current research status of target tracking techniques. Section 3 is the study of target tracking algorithms with adaptive scale detection learning. This chapter focuses on the improvement strategy of scale adaption. Firstly, the scale estimation of KCF is introduced, and then the scale estimation mechanism of this paper is introduced from three aspects: scale prediction, feature extraction, and position prediction. Section 4 is the result analysis, and this chapter mainly tests the algorithm proposed in this paper. Firstly, the evaluation index of target tracking is introduced, and then the more mainstream tracking algorithms are compared with the algorithm of this paper, for the tracking process will occur due to the complete occlusion of the target after. Finally, this paper summarizes and analyzes the research content and results, analyzes the shortcomings of the algorithm, and provides an outlook on the research direction and further improvement direction.

2. Related Work

The research of target tracking technology can be traced back to the last century, and the early target tracking algorithms focus more on the changes of target feature points, and the optical flow method is a representative classical early tracking algorithm [7]. Abdulhussain et al. proposed to track the target using optical flow points, mainly by extracting the pixel feature points for the target appearance model, then finding the optical flow matching points of the feature points in the adjacent frames, and finally using the pixel feature points; the unique changes of the pixel feature points are used to estimate the motion state of the target, thus realizing the tracking of the target. However, there are many limitations of target tracking using the optical flow method, so many improved algorithms based on the optical flow method have appeared [8]. Elisei-Iliecu et al. used Harris feature points to replace the pixel feature points in the optical flow method, which reduced the computational effort of the algorithm and improved the tracking speed [9]. Khan et al. used the idea of introducing foreground constraints on the tracking framework of the optical flow method to improve the matching accuracy and success rate of the algorithm. The improved algorithm based on the optical flow method improves the tracking effect to some extent, but such algorithms still have many drawbacks and high computational complexity [10]. Jumani et al. proposed a method of training continuous convolution filters in C-COT (Continuous Convolution Operators for Visual Tracking). In order to solve the problem of different resolutions of different convolution layers, a frequency domain implicit interpolation model was used to integrate the feature map. Interpolation into the continuous spatial domain facilitates the integration of multiresolution feature maps, so that feature maps of different resolutions can be input to the filter to estimate the target position [11].

Yuan et al. pointed out that feature extraction is a crucial part of target tracking, and the integrated model has strong generalization and effectiveness, and if the features are robust enough, the observation model is not so important [12]. Wang et al. proposed to extract the motion features of multiple videos by neural networks in MDNet (Multidomain Network) based on the idea of transfer learning and migrated the features of the target classification problem to the tracking field. Although the speed is difficult in real-time, the accuracy achieves state-of-the-art [13]. Luo et al. proposed HDT (Hedged Deep Tracking) to train filters using features of different depths of the VGG16 network while using the idea of adaptive integration learning to integrate multiple trackers into a more robust tracker [14]. With the application of deep networks, scholars have found that powerful network structures bring much less significant improvement.
3. Study of Target Tracking Algorithm with Adaptive Scale Detection Learning

3.1. Adaptive Scale Target Model. Occlusion redetection mechanism is used to deal with the situation when the target is occluded. Determine the reliability of the tracking result by calculating the difference between the credibility of the current frame tracking result and the historical credibility average and compare the difference with the present redetection threshold, and then determine whether the target needs to be redetected. If the difference is higher than the redetection threshold, it indicates that the peak response of the target area fluctuates sharply, and the target may be blocked or other conditions. Start the occlusion redetection model, expand the search area, and redetect the target position; otherwise, it indicates that the peak fluctuation range is relatively flat. The tracking result is highly reliable, and the model is updated normally without a redetection process. The method of adaptively updating the model realizes the targeted selection of the learning rate to update the model. This paper divides the model learning rate into two parts: a fixed learning rate and an adaptive learning rate. Different learning is selected by judging whether the ratio of the credibility of the current frame tracking result to the maximum credibility of the historical frame is higher than the present update threshold. If it is higher than the update threshold, it means that the current frame information is more reliable, and a fixed initial learning rate is used to update the model; otherwise, it means that the current frame information is less reliable, and the model is updated with an adaptive learning rate. The adaptive update learning rate is determined by the average response of the current frame, the peak response of the current frame, and the average response of the previous frame, which effectively improves the anti-interference ability of the environment during the model update process.

In this paper, the target model is built based on the correlation filter and improved from the perspective of features, occlusion rechecking, and update strategies. This section introduces the correlation filter model, the color probability model, and the overall framework of the target model to be used in the target model building process and provides an overall visual overview of the algorithm proposed in this paper. The establishment of the target model in this paper draws on the idea of the correlation filter model in the FDSST algorithm [18].

The algorithm focuses on locating the position of the target in the current frame by training a position filter. The location filter mainly extracts the HOG features in the search region and transforms the extracted features into a response map using a correlation filter. In the filter response map, the peak represents the highest response score at the location, indicating that the location is the most likely to be the target location. The target model in this paper is based on this idea and aims to construct an optimal correlation filter \( L \), to establish the minimization cost function [19]. The formula is equation (1), \( g(x) \) denotes the expected response value calculated from the Gaussian function, \( l \) represents the channel of the image feature, \( g(i) \) is the feature extracted for the \( l \)th dimension, and the second term in the formula denotes the regularization term with the weight parameter \( \beta \).

\[
G(x) = \frac{\beta l(x)}{|w - \sum_{i=1}^{m} L_i V_i|^2 + \beta l(x)}. \tag{1}
\]

To reduce the time consumed in the calculation process, equation (1) is transferred from the time domain to the frequency domain, and the corresponding transformation result is equation (2), where \( U, W, \) and \( V \) correspond to \( L, w, \) and \( v \) in equation (1) after Fourier transformation to the frequency domain, respectively. The \( w \) denotes the complex conjugate, and \( V \) is the optimal filter to be calculated. The filter model needs to be updated during the tracking process to ensure the accuracy of the filter model for the characterization of the target.

\[
U(x) = \sum_{i=0}^{d} W_i V_i + \frac{\beta}{\beta + 1} W(x). \tag{2}
\]

The model update strategy is equation (3), where \( Y \) and \( Z \) denote updates to the numerator and denominator parts of equation (2).
A single feature describes the target with limitations, and in the position filter, the response image is obtained by extracting HOG features for calculation. However, a single HOG feature cannot describe the information of the target comprehensively [20]. Therefore, this paper establishes a color probability model based on the processing method of color histogram features for extracting the color histogram features of the target to enhance the target description capability of the target model.

In this paper, by constructing mutually independent position filters and color probability models, the HOG features and color histogram features of the target are extracted in the search area, respectively, and the response images of the two features are computed, and the response results are analyzed and processed to obtain the position of the target in combination with the scale filters, and the model is updated in time. The tracking framework in this paper is mainly divided into three stages: modelling, tracking, and updating, and the overall framework is shown in Figure 1.

3.2. Adaptive Scale Target Tracking Algorithm. In practical target tracking application scenarios, there may be some differences in color between the target object and background information, so the color information of the target is also a very critical research point in some tracking algorithms, and it is especially important to select the color information with strong descriptive power [21–23]. The color features are features of global nature, which are usually based on the representation of pixel points and express the surface properties of the image or the corresponding object in the image region. That is, all pixel points in the image region contribute to the color features of the region, so the color features are not very sensitive to the changes of size and direction, etc. in the image region, and thus the color features are not very sensitive to the local changes of the target [24–27]. The response is not very sensitive to local changes in the target. Also, if only color features are used alone in the tracking process, they are easily associated with other unrelated images.

In this paper, the algorithm uses a modified SURF algorithm based on Krawtchouk moments, and when the calculated value is below the search range update threshold, the modified SURF algorithm is used to correct the target location to improve the accuracy of the algorithm. The improved algorithm uses the nth order Krawtchouk polynomial, normalized Krawtchouk polynomial as in equation (4), where \( a = 0, 1, \ldots, N, b > 0, E \in [0, 1]. \)

\[
KC_m(a, b, E) = k_e(a, b, E) (\beta(a, b, E))^2. \tag{4}
\]

The target state given in the initial frame in target tracking is shown in equation (5), where \( x_i, y_i \) is the upper left corner of the target Ground Truth, and \( w_i, h_i \) denote the width and height of the tracked target, respectively. The real value given in the initial frame is used as the initialized positive sample of the tracked target, while the negative sample is obtained by random sampling around the real position. Considering the limited number of positive samples, this paper expands them reasonably.

\[
W_i = \{x_i, y_i, w_i, h_i\}, \quad i \in [0, n], \quad n > 1. \tag{5}
\]

After the training is completed, the target position estimation is started for the subsequent frames. The center of the predicted tracking result of the \( m-1 \) frame is taken as the center, and the search region is obtained by extending M pixel points in all directions I. The confidence \( A \) of each sample can be obtained by the sigmoid classification layer, and the sample with the largest confidence is the estimated result.

\[
A_m = \ln(\max(\bar{o}_i)) = \{x_m, y_m, w_m, h_m\}. \tag{6}
\]

To reduce the influence of noise features on the model update, the algorithm in this paper adopts a predefined threshold update strategy to update the model adaptively. When the target location may be out of the previous local search range, then the search area needs to be moderately expanded to improve the accuracy of the algorithm, the conditions for expanding the search range are as follows:

\[
\max(\bar{o}_i) < \lambda_i + \beta \sum_{i=1}^{m} \bar{o}_i. \tag{7}
\]

The \( \lambda_i \) is the search range update threshold, and when equation (7) holds, the search area is expanded according to equation (8), where \( N \) is the initial search range and \( \beta \) is the search range increment.

\[
M = \frac{M}{1 + M} \left[1 - \sum_{i=1}^{n} \bar{o}_i^{1/3}\right]^{-2} - 2\beta. \tag{8}
\]

The main algorithm of the robust motion target tracking algorithm with depth feature fusion is described above. The algorithm flow chart of this paper is shown in Figure 2. In this paper, a 32 x 32 image is used as the input, so the input layer dimension is set to 1024. After that, the computational complexity and data loss are traded off, and the hidden nodes are halved layer by layer to achieve the purpose of data reduction and compression.

3.3. Target Tracking Evaluation Indicators. Target tracking effect evaluation generally has two metrics: one is used to evaluate the tracking accuracy; the other is used to evaluate the scale adaptive ability of the tracking algorithm. One of the commonly used metrics is the offset of the center coordinate position: the second commonly used metric is the size of the intersection ratio of two areas [28–30]. The average pixel error is based on the distance between the center position of the predicted target and the pixel of the
artificially labelled real position, and the distance between them is judged as accurate tracking if it is less than the given threshold and as tracking error if it is greater than the given threshold, and the percentage of video frames less than the given threshold to the total number of frames is calculated, and the larger the value is, the larger the error is. If the percentage obtained is different for different thresholds, and the general threshold is set to 20 pixels.

Since the resolution of the video applied by the target tracking algorithm is unstable, the robustness of the tracking algorithm has a large impact on the tracking effect, and the robustness of the algorithm can be evaluated in time and space. Temporal robustness is evaluated by taking different video frames as the starting point for tracking. If the initial bounding box is the manually marked position of the corresponding frame. Finally, these results are averaged to obtain a TRE score. The spatial robustness evaluation focuses on different bounding boxes, which are affected by the fact that some algorithms are more sensitive to a given bounding box at initialization since the real positions of the targets currently used for testing are manually labelled. To evaluate the sensitivity of the tracking algorithm to the bounding box at initialization, the real position is panned and a new bounding box is generated by scaling up and down, the size of the pan is generally 10% of the target size, and the scale is varied from 80% to 120% of the real target scale, increasing by 10% each time, and finally, these results are averaged to obtain the SRE score. The comparison of evaluation metrics is shown in Table 1.

In the tracking framework, the effectiveness of features is the primary consideration in building the target model, and the good or bad extraction of features directly affects the final
tracking effect. The basic requirements for tracking features are, firstly, to be able to effectively describe the information of the target, and secondly, since different features perform differently in different scenes, the tracking features need to be adaptable to the changes in the scene with the ability to describe the target. Finally, considering the real-time requirements of tracking, the computational process of feature extraction should ensure a low complexity. The credibility strategy is used to compare the reliability of the differentiated features in the initial fusion stage, screen out the features with low credibility, calculate the weights of the remaining features based on the credibility and historical credibility information, and adaptively fuse different features based on the weights to form the final tracking features of the target. In this paper, after extensive experimental tests, three weight assignment methods with better performance are selected for fusion. The weight parameters are assigned in the way shown in Table 2.

4. Analysis of Results

4.1. Target Tracking Evaluation Analysis. Figure 3(a) is the horizontal coordinate overlap threshold that indicates the threshold value of the detected target and the real target: intersection area and the vertical coordinate Overlap Precision indicate the accuracy of the intersection area of the detected target and the real target, which reflects the tracking algorithm’s spatial robustness of the tracking algorithm. The robustness of the algorithm can be compared by the size of the area enclosed by the curve and the x-axis. As can be seen from Figure 3(a), when IOU is less than 0.75, the method KCF_YOLO has a greater advantage than other tracking algorithms, and when IOU is greater than 0.75, the advantage is not obvious, which means that the method KCF_YOLO has certain robustness in space. Figure 3(b) is the horizontal coordinate Overlap Threshold that indicates the threshold value of the intersection area of the detected target and the real target, and the vertical coordinate Overlap Precision indicates the accuracy of the intersection area of the detected target and the real target, which can reflect the robustness of the tracking algorithm in time. As can be seen from Figure 3(b), when IOU is less than 0.75, the area enclosed by this paper’s algorithm and c-axis is the largest, which indicates that this paper’s algorithm has a greater advantage than other tracking algorithms and verifies that this paper’s method KCF_YOLO has certain robustness in time.

The method in this paper is an improved tracking method based on KCF to achieve the effect of adaptive scale mutation. To illustrate the effectiveness of this method, the tracking method with scale adaptive capability is selected for comparison in the comparison experiment of this paper, where Precision is the error between the center point of the tracked target frame and the manually labelled target frame center point. The accuracy comparison of the six tracking algorithms is shown in Figure 4. As can be seen from Figure 4, KCF only updates the location of the target (x, y), and the size of the target box remains the same, so the ability to cope with sudden changes in the target scale is poor; AMF improves on KCF by adding color features to the target feature extraction, i.e., HOG features and CN features The combination of HOG features and CN features, the addition of 7 scales to the scale pool, and the cyclic selection of the DSST uses the scale and position filters to be independent of each other and can perform scale evaluation and target localization at once. FDSST accelerates DSST and performs PCA downscaling and QR decomposition on the position filter and scale filter, respectively, to reduce the computation and improve the computation speed; TLD adopts the strategy of learning while detecting for tracking; KCF_YOLO, the method of this paper, chooses the method of detecting first and then tracking and utilizes the detection method of neural network in template updating and scale adaption.

4.2. Performance Analysis of Target Tracking Algorithm. Tracking speed is an important indicator to evaluate whether the tracker can be widely used, and to some extent, it is the only criterion to evaluate the performance of the tracker. In this section, in addition to the tracking accuracy and success rate, the tracking speed is also compared, and the results are shown in Figure 5. Since the tracking framework is based on the idea of feature fusion, the tracking speed of this algorithm is not much different from that of the Staple algorithm, but the tracking robustness of this algorithm is better, and it can better adapt to the tracking of targets in various situations. The Staple algorithm is less stable in the tracking
process, especially in the case of motion blur. The tracking performance is poor. For the SAMF algorithm, due to the constraints of tracking framework design, the tracking speed does not exceed 16 frames/s, and the tracking performance is poor in real-time. Compared with the classical algorithm, the algorithm in this paper has better robustness and real-time performance in the tracking process by taking into account the tracking accuracy and tracking speed.

The tracking accuracy curves and tracking success rate curves of various algorithms on four sets of video sequences are plotted by the macro representation of the comparative effects of the algorithms in this paper and the classical algorithms, as shown in Figure 6. It can be seen from this Figure 6 that the tracking performance of this paper’s algorithm is better, and the tracking accuracy and tracking success rate are better than the classical comparison algorithm compared with other algorithms. Compared with the SAMF algorithm, the average tracking accuracy of this algorithm is about 3% higher than that of this algorithm, but in the average tracking success rate, it is about 15.1% higher, and the change of curve plunge is smoother, and it can always maintain a high tracking accuracy and success rate, which has a greater advantage. In terms of the average tracking success rate, the Staple algorithm, which also adopts the feature fusion idea, has the smallest difference with the average tracking success rate of this paper’s algorithm, which illustrates the correctness and effectiveness of the feature fusion idea of this paper’s algorithm, but in terms of the average tracking accuracy rate, there is a large gap between Staple algorithm and this paper’s algorithm. For KCF and fDSST algorithms, this paper’s algorithm has a large improvement in the average tracking accuracy and success rate. The reason for this improvement is that on the one hand, these two algorithms use a single feature in the process of tracking the target, while the algorithm in this paper uses the idea of feature fusion, which has a stronger feature characterization ability; on the other hand, the algorithm in this
paper judges the reliability of the tracking results and obtains more reliable tracking results, while the KCF algorithm and the f DSST algorithm lack such a design in the tracking framework, so the tracking disadvantage is greater in comparison.

4.3. Target Tracking Effect Analysis. To verify the effectiveness of the detection system, the traditional convolutional regression network algorithm is first compared with the detection algorithm designed in this paper. As shown in Figure 7, the algorithm incorporating the detection mechanism achieves an 88.15% success rate of 66.81 in one pass evaluation, which is 2.15 percentage points higher in accuracy and 6.1 percentage points higher in success rate than the algorithm CRN without a detection mechanism. This indicates the effectiveness of the redetection mechanism.

As shown in Figure 8, the multilayer convolutional network fusion algorithm (MCT) achieves 78.21% accuracy on video sequences with fast motion attributes, which is 3.94 percentage points better than algorithm SiamFC, 12.41 percentage points better than algorithm CACF, 19.44 percentage points better than algorithm KCF, 23.51 percentage points better than algorithm CSK, 53.41 percentage points compared to algorithm CSK, and 53.41 percentage points compared to algorithm CT. Algorithm MCT achieves 77.1% accuracy on video sequences with motion blur attributes, which is 4.51 percentage points better than algorithm SiamFC, 6.83 percentage points better than algorithm CACF, 16.57 percentage points better than algorithm KCF, 42.94 percentage points better than algorithm CSK, and 49.82 percentage points better than algorithm CT. The improvement is 49.8 percentage points compared to algorithm CT. Algorithm MCT achieves 85.92% accuracy on video sequences with in-field rotation property, which is 9.9 percentage points better than SiamFC, 7.41 percentage points better than CACF, 16.1 percentage points better than KCF, 31.24 percentage points better than CSK, and 48.3 percentage points better than CT, and algorithm CT by 48.41 percentage points. Algorithm MCT achieves 89.81% accuracy on video sequences with low resolution attributes, which is 16.62 percentage points better than SiamFC, 49.6 percentage points better than CACF, 46.3 percentage points better than KCF, 45.62 percentage points better than CSK, and 74.34 percentage points better than CT.

The above comparison results show that the depth feature-based target tracking algorithm is more accurate than the traditional correlation filtering algorithm based on artificial features in complex environments, especially in cases such as fast motion and low resolution. The algorithm in this paper achieves superior results than the traditional algorithm. In this paper, we improve the update mechanism of the kernel correlation filter tracking algorithm to avoid the model pollution that can be caused by occlusion and other situations in real applications, set a judgment threshold in advance, use this threshold to determine the trustworthiness of the tracking results in advance, and then decide the updated law of the model, and use such update mechanism in the tracking algorithm with adaptive scale change of multifeature fusion proposed in the last two chapters, to improve the tracking. The accuracy of the original algorithm is improved from 0.781 to 0.792 after the
Figure 8: Accuracy plots of different algorithms on video sequences with different attributes. (a) Fast motion detection accuracy. (b) Motion blur detection accuracy. (c) Rotation detection accuracy in the field of view. (d) Low resolution detection accuracy.

Figure 9: Experimental results of three methods based on color histogram feature processing.
optimization of the update mechanism, which shows that the algorithm improvement idea adopted in this paper has certain practicality and can improve the robustness of tracking well. Moreover, the experimental comparison with other classical algorithms also shows that the improved algorithm in this paper has better tracking accuracy under two types of challenges, namely, scale change and occlusion.

The validation is performed using the COIL-100 image dataset, which contains 100 object images, each containing 100 images whose 100 images were taken by rotating the object by 5° interval for one week. To illustrate that the method of fusing color and shape features for object recognition is superior to the method using color feature recognition alone or shape feature recognition alone, images taken at position 0 for each object are selected as samples. The test images at 15°, 20°, 55°, 305°, 370°, and 345° are used for object recognition based on shape features, object recognition based on color features, and object recognition based on color and shape features, respectively. Object recognition based on shape features, object recognition based on color features, and object recognition based on the fusion of color and shape features. The recognition rate is defined as follows: each test image is feature matched with the sample, sorted in the order of similarity from the largest to the smallest, and the ratio of the first similar bit to the number of test images and the number of samples is calculated as the recognition rate, and finally, the recognition rates of the six angle test images are summed up, and the average value is taken as the final recognition result. Figure 9 shows the experimental results of the three methods based on color histogram feature processing. The experimental results show that the object recognition method based on the fusion of color and shape features proposed in this paper has a good object recognition effect.

5. Conclusion

In this paper, we propose to use the KCF algorithm as the base algorithm for target tracking and add the redetection mechanism to update the target template and achieve the scale adaptive effect. Through the experimental analysis in Chapter 4, the idea of adding detection and then tracking in KCF can achieve real-time tracking although the tracking speed is reduced, and the tracking speed in this paper reaches 36 frames/second; the tracking progress is improved from the average tracking accuracy of KCF of 0.564 to 0.956, which is improved by 39.35% percentage points. Through experiments, this paper shows that the video sequences with scale mutation on the OTB100 and VOT2016 datasets are compared with five mainstream algorithms, KCF, SAMP, FDSST, DSST, and TLD, and the comprehensive results are better than other algorithms, with an average improvement of 31.75% over the advanced trackers; tracking experiments are conducted after a long period of complete occlusion and a sudden change in scale and the effectiveness of the model proposed in this paper is verified based on the analysis of tracking results. In this paper, the correlation filter is designed as a convolutional regression network starting from a deep neural network, while a conventional convolutional neural network is added for feature extraction to make it a whole, and end-to-end training is performed on a large-scale data set to design features that are more suitable for the target tracking task, and the resulting algorithm is evaluated better than the traditional artificial feature-based algorithm in terms of accuracy, temporal robustness, and spatial robustness. Considering that the process of feature fusion is to some extent at the expense of tracking speed, there is still room for further improvement in tracking speed, and the next research work is mainly focused on improving the scale adaptation capability and tracking speed, and on finding a method that can balance tracking accuracy and tracking speed.
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