Giant strongly connected component of directed networks
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We describe how to calculate the sizes of all giant connected components of a directed graph, including the strongly connected one. Just to the class of directed networks, in particular, belongs the World Wide Web. The results are obtained for graphs with statistically uncorrelated vertices and an arbitrary joint in-,out-degree distribution \(P(k_i,k_o)\). We show that if \(P(k_i,k_o)\) does not factorize, the relative size of the giant strongly connected component deviates from the product of the relative sizes of the giant in- and out-components. The calculations of the relative sizes of all the giant components are demonstrated using the simplest examples. We explain that the giant strongly connected component may be less resilient to random damage than the giant weakly connected one.

The giant components of a network are components which relative sizes are finite (nonzero) in the large network limit. The knowledge of these sizes provides the basic information about the global topology of a network. The understanding of the topological structure of networks and its change under external action is the central problem of the statistical physics of random networks [1–8]. Actually, this is the natural generalization of the general percolation theory.

The most interesting networks in Nature, including the World Wide Web, are directed graphs, i.e., their vertices are connected by directed edges [9,10,11]. In the general case, the structure of the directed graph looks as it is shown in Fig. 1 (all the notions are introduced and explained in the figure caption). In particular, the World Wide Web has such a structure [9].

In Refs. [12,13], the previous strong results of mathematicians [14,15] were developed, and it was proposed the general theory of percolation phenomena in networks with arbitrary degree distributions and statistically uncorrelated (randomly connected) vertices. Of course, the last assumption is not true for most of growing nets in Nature. Nevertheless, the direct conclusions of such an approach proved to explain the behavior of real networks [8].

In paper [13], it was shown how to find the relative sizes of the following giant components of directed graphs with statistically uncorrelated vertices: (i) the giant weakly connected component, \(W\); (ii) the giant in-component, \(I\); and (iii) the giant out-component, \(O\). We emphasize that, for brevity and consistency, we use the definitions of the giant in- and out-components other than in Refs. [13] (see the caption of Fig. 1).

Here we demonstrate how to calculate the relative size \(S\) of, perhaps, the most important part of the directed graph, of its giant strongly connected component (iv). (In the GSSC, every pair of vertices is connected in both directions, i.e., from one of the vertices, one can approach the other by moving either along or against the edge directions.) This allows us to completely describe the total structure of directed graphs with arbitrary degree distributions and statistically uncorrelated vertices. For the demonstration, we use the networks with the simplest degree distributions providing non-trivial results.

We have to briefly remind a very useful approach of Ref. [13]. The Z-transforms (or generating functions) are used. For the undirected graph, \(\Phi(x)\equiv \sum_k P(k)x^k\), and, for the directed one, \(\Phi(x,y)\equiv \sum_{k_i,k_o} P(k_i,k_o)x^{k_i}y^{k_o}\) [17]. Here, \(P(k)\equiv P^{(w)}(k) = \sum_{k_i} P(k_i,k - k_i)\) is the degree distribution \((k = k_i + k_o\) is the total number of connections of a node) and \(P(k_i,k_o)\) is the joint distribution of in- and out-degrees. When all the connections are inside the network, the average in- and out-degrees are equal: \(\partial_x \Phi(x,1) \big|_{x=1} = \partial_y \Phi(1,y) \big|_{y=1} \equiv z^{(d)}\). Therefore the average degree is \(z = 2z^{(d)}\). If one ignores the directedness of edges, the degree distribution of the directed network, in the Z-representation, takes the form \(\Phi^{(w)}(x) = \Phi(x,x)\). In this case, the distribution of the number of connections minus one of any of the end vertices of a randomly chosen edge corresponds to \(\Phi^{(w)}_{1}(x) \equiv \Phi^{(w)}(x)/z\).

The giant weakly connected component exists if \(\Phi^{(w)}_{1}(1) > 1\), that corresponds to the well known criterion of Molloy and Reed [13]

\[
\sum_k (k-2)P(k) > 0 . \tag{1}
\]

The size of the GWCC, \(W\), can be easily obtained from the relations [11,13]

\[
W = 1 - \Phi^{(w)}(t_e) , \quad x_e = \Phi^{(w)}_{1}(t_e) . \tag{2}
\]

From Eq. (1), one sees that the existence of the GWCC crucially depends on the size of the fraction of dead ends in the network. Indeed, \(P(1)\) is the only term in Eq. (1) that prevents the GWCC. In Fig. 3a, the evolution of the giant connected component of the undirected graph induced by the change of some control parameter is schematically shown. From Eq. (1), it is also
clear that the divergency of the second moment of the degree distribution makes the GWCC extremely stable [4]. If the exponent $\gamma$ of the power-law degree distribution $P(k) \sim k^{-\gamma}$ is smaller than 3 or equal to it, one has to remove at random almost all the vertices or edges of the network to eliminate the GWCC [8].

In a similar way, it is easy to study the GIN and GOUT components of the directed network [3]. One introduces the Z-transform of the out-degree distribution of the vertex approachable by following a randomly chosen edge when one moves along the edge direction. $\Phi_1(y) = \partial_x \Phi(x, y) |_{x=1} / z^{(d)}$. Also, $\Phi_1(x) = \partial_y \Phi(x, y) |_{y=1} / z^{(d)}$ corresponds to the in-degree distribution of the vertex which one can approach moving against the edge direction. The GIN and GOUT are present if $\Phi_2(1) = \Phi_1(y) |_{y=1} = \Phi_1(y) |_{y=1} / z^{(d)} > 1$, that is

\[
\sum_{k_1, k_o} (2k_1k_o - k_i - k_o)P(k_i, k_o) = 2 \sum_{k_1, k_o} (k_o - 1)P(k_i, k_o) = 2 \sum_{k_1, k_o} k_o(k_1 - 1)P(k_i, k_o) > 0.
\]

In this case, there exist the non-trivial solutions of the equations

\[
x_c = \Phi_1(x_c) , \quad y_c = \Phi_1(y_c).
\]

They have the following meanings. $x_c < 1$ is the probability that the connected component, obtained by moving against the edge directions starting from a randomly chosen edge, is finite. $y_c < 1$ is the probability that the connected component, obtained by moving along the edge directions starting from a randomly chosen edge, is finite. Then $P(k_i, k_o)x_c^{k_i}$ and $P(k_i, k_o)y_c^{k_i}$ are the probabilities that a vertex with $k_i$ incoming and $k_o$ outgoing edges has finite in- and out-components, respectively. The in- and out-components of a vertex are sets of vertices which are approachable from it moving against and along edges, respectively, plus the vertex itself. Summation of these expressions over $(k_i, k_o)$ yields the total probabilities that the in- and out-components of a randomly chosen vertex are finite, respectively. Therefore, they are equal to $\Phi(x_c, 1)$ and $\Phi(1, y_c)$, respectively. Thus, the relative sizes of the GIN and GOUT are

\[
I = 1 - \Phi(x_c, 1) , \quad O = 1 - \Phi(1, y_c).
\]

Here we show that from Eq. (4), it is possible to find not only $I$ and $O$ but also the relative size $S$ of the GSCC using the considerations similar to Ref. [1]. Suppose that a vertex has $k_i$ incoming and $k_o$ outgoing edges. They are assumed to be statistically independent. Then the probability that all the incoming edges come from finite in-components is $x_c^{k_i}$. The probability that this vertex has the infinite in-component is equal to $1 - x_c^{k_i}$, that is, at least one of the $k_i$ incoming edges has to come from the GIN. Similarly, $1 - y_c^{k_o}$ is the probability that the vertex has the infinite out-component. The vertex belongs to the GSCC if its in- and out-components are both infinite; the corresponding probability is equal to $(1 - x_c^{k_i})(1 - y_c^{k_o})$. Then the total probability that a vertex belongs to the GSCC is equal to $\sum k_i, k_o P(k_i, k_o)(1 - x_c^{k_i})(1 - y_c^{k_o})$. Finally, the relative size of the GSCC takes the form

\[
S = \sum_{k_i, k_o} P(k_i, k_o)(1 - x_c^{k_i})(1 - y_c^{k_o}) = 1 - \Phi(x_c, 1) - \Phi(1, y_c) + \Phi(x_c, y_c).
\]

Therefore, $\Phi(x_c, y_c)$ is equal to the probability that both the in- and out-components of a vertex are finite. One can write $\Phi(x_c, y_c) = 1 - W + T$. Knowing $W$, $S$, $I$, and $O$, it is easy to obtain the relative size of tendrils,

\[
T = W + S - I - O.
\]

Eqs. (2), (5), (6) allow us to obtain all the giant components of the directed networks with arbitrary joint in,out-degree distributions and statistically uncorrelated vertices. It is useful to rewrite the main Eq. (3) in the form

\[
S = IO + \Phi(x_c, y_c) - \Phi(x_c, 1)\Phi(1, y_c).
\]

If the the joint distribution of in- and out-degrees factorizes, $P(k_i, k_o) = P(i)P(o)$, Eq. (8) takes the simple form $S = IO$. Otherwise, such factorization of $S$ is impossible. At the threshold, $x_c = y_c = 1$, and $I$, $O$, and $S$ simultaneously approach zero.

We have no intention to calculate the sizes of the giant components for real networks, for instance, for the WWW, for the following reasons. There are some correlations between their vertices, and their joint degree distributions are unknown yet (nevertheless, see the attempt of the calculation of $I$ and $O$ for the WWW in Ref. [1]). Instead of this, for demonstration, we consider two simplest non-trivial nets. In the first of them, the joint in,out-degree distribution factorizes: $P(k_i, k_o) = \exp[-\delta_{k_o,0}] + \exp[-\delta_{k_i,1}]\exp[-\delta_{k_i,0} - \delta_{k_o,1}] + \exp[-2\delta_{k_i,1}]\exp[\delta_{k_i,0}]$. The results, the dependence of the sizes of the giant components on $p$ are shown in Fig. 3 and, schematically, in Fig. 2. The curves $I(p) = O(p)$ approach the threshold linearly, and $S(p)$ – quadratically but the range of the quadratic dependence is narrow. Over a wide range of $p$, $S(p) \approx 1/2p$ (also see the next case, Fig. 4).

In real growing nets, the joint in,out-degree distributions do not factorize just because of their growth [3,4,5,9]. Therefore, for comparison, we calculate the sizes of the giant components for the network with the distribution $P(k_i, k_o) = \exp[-\delta_{k_o,0}]\exp[\delta_{k_i,1}]\exp[-\delta_{k_i,0} - \delta_{k_o,1}] + \exp[-2\delta_{k_i,1}]\exp[\delta_{k_i,0}]$. This means that large in- and out-degrees correlate as well as small in- and out-degrees. The results are plotted in Fig. 3 (also see the schematic plot 2.b) [20].
One sees that, in this case, the size of the GSCC noticeably differs from the product $IO$. We should note that a similar deviation is present in the WWW. From the data of Ref. 4 for the WWW, $I \approx 0.490$, $O \approx 0.489$, so $IO \approx 0.240$, that is less than the measured value $S \approx 0.277$ but is not far from it.

Figures 4 and 5 demonstrate that, in the wide enough range of parameters, the following situation may be realized. The directed graph may have the GWCC and have no the GSCC. Only the stability of the GWCC to random damage was discussed yet 3. Nevertheless, just the stability of the GSCC is the most important, e.g., for the WWW. Is it possible that the GSCC are less resilient to failures than the GWCC? Let us briefly discuss this problem.

One can see from Eq. (3) that the GSCC is extremely resilient if the average $\langle kik_o \rangle$ diverges. Let us consider two limiting situations. In the first one, the joint in-out-degree distribution factorizes, so $\langle kik_o \rangle = \langle k_i \rangle^2$. In this case, if the distributions are of a power-law form then, for the robustness of the GSCC, the corresponding exponent $\gamma_i$ or $\gamma_o$ should be smaller than 2 or equal it. This is a very strong requirement. Here, the smallest exponent of $\gamma_i$ and $\gamma_o$ is also equal to the exponent $\gamma$ of the degree distribution. For the resilience of the GWCC to random damage, it should be $\gamma \leq 3$ 8. That ensures the divergence of $\langle k^2 \rangle$. Therefore, for such distributions, when $2 < \min(\gamma_i, \gamma_o) = \gamma \leq 3$, random damage can destroy the GSCC but can not eliminate the GWCC.

In the other limiting case, $P(k_i, k_o) = P(k_i)\delta_{k_i, k_o}$, the correlations between in- and out-degrees are very strong. This form more resembles the joint degree distributions of the real growing networks. In such an event, $\langle kik_o \rangle = \langle k_i^2 \rangle$, and the conditions for the resilience of the GSCC and GWCC, $\gamma \leq 3$, coincide. One should note that the real distributions are between the considered limiting cases.

In summary, we have shown how to obtain the size of the giant strongly connected component of the directed network with the arbitrary degree distribution and statistically uncorrelated vertices. This allows us to find all the giant components of such a graph and to describe its basic structure. Using the simplest examples and the general considerations we have demonstrated that the correlations between in- and out-degrees subsequently influence the global topology of the network.
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FIG. 1. General structure of a directed network in the situation when the giant strongly connected component is present. Also the structure of the WWW (compare with Fig. 9 of Ref. [5]).

If one ignores the directedness of edges, the network consists of the giant weakly connected component (GWCC) – actually, the usual percolative cluster – and disconned components (DC).

Accounting for the directedness of edges, the GWCC contains the following components:

(a) the giant strongly connected component (GSCC), that is the set of vertices reachable from its every vertex by a directed path;

(b) the giant out-component (GOUT), the set of vertices approachable from the GSCC by a directed path;

(c) the giant in-component (GIN), contains all vertices from which the GSCC is approachable;

(d) the tendrils, the rest of the GWCC, i.e., the vertices which have no access to the GSCC and are not reachable from it. In particular, it indeed includes something like “tendrils” going out of GIN or coming in the GOUT but also there are “tubes” going from the GIN to GOUT without passage through GSCC and numerous clusters which are only “weakly” connected.

Note that the definitions of the GIN and GOUT in the present paper differ from the definitions of Refs. [5,6]. Here the GSCC is included into both the GIN and GOUT, so the GSCC is the interception of the GIN and GOUT. We have to introduce the new definitions for the sake of brevity and logical presentation (see the calculations in the text).

FIG. 2. Schematic plots of the variations of all the giant components vs some control parameter for the undirected network (a) and for the directed one (b). In the undirected graph, the meanings of the giant connected component (GCC), i.e., its percolative cluster, and the GWCC coincide.
FIG. 3. Relative sizes of the GWCC (W), GSCC (S), GIN (I), GOUT (O), and TENDRILS (T) vs the parameter p for the directed graph with the factorizable joint in-out-degree distribution $P(k_i,k_o) = [p(\delta_{k_i,0} + \delta_{k_i,1}) + (1 - 2p)\delta_{k_i,3}] \times [p(\delta_{k_o,0} + \delta_{k_o,1}) + (1 - 2p)\delta_{k_o,3}]$. In this case, $S = IO$, $I = O$.

FIG. 4. Relative sizes of the GWCC (W), GSCC (S), GIN (I), GOUT (O), and TENDRILS (T) vs the parameter p for the directed graph with the joint in-out-degree distribution $P(k_i,k_o) = p(\delta_{k_i,0}\delta_{k_o,1} + \delta_{k_i,1}\delta_{k_o,0}) + (1 - 2p)\delta_{k_i,3}\delta_{k_o,3}$ that does not factorize. This form of the distribution means that if a node is of large in-degree, then its out-degree is also large. Also, if the degree of a node is small, the out-degree is small too. The dashed curve shows the product $IO$ (compare with the curve for $S$). In the particular case that we consider here, $I = O$. 