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Abstract

Aiming at the influence of underwater acoustic channel (UAC) profile difference on the performance of underwater acoustic communication, a variable observation window length blind equalization detector (VOWL-BED) is proposed in this paper. Compared with the existing methods, the observation window length (OWL) of the proposed VOWL-BED can be dynamically regulated on the basis of a given UAC profile and finally converge to the optimum OWL. We have verified the feasibility of the OWL regulation. The simulation results also demonstrate that the VOWL-BED can achieve better performance than the conventional invariable OWL blind equalization detector (IOWL-BED).
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1 Introduction

Underwater acoustic channel (UAC) is one of the most complex wireless channels. In such channels, intersymbol interference (ISI) is caused by the overlap of symbols, due to the multipath signal propagation [1–3]. Severe ISI is one of the important factors degrading the system performance of underwater acoustic communication.

To achieve reliable communication over the underwater acoustic channels, many equalization techniques have been developed to mitigate the ISI. Most of the existing equalization techniques work in the traditional non-blind mode [4–7], the training process is indispensable, and the tap coefficient vector is obtained based on the training sequences. However, the bandwidth of UAC is limited [1, 3]. The actual utilization for limited frequency band is enormously reduced by the use of training sequences.

To use the restricted bandwidth of UAC more efficiently, some blind equalization approaches are applied to underwater acoustic communication [8–31]. In the blind equalization, the updating of tap coefficient vector takes advantage of the priori knowledge of transmitted signal statistics rather than the training sequences. Constant modulus algorithm (CMA) and multimodulus algorithm (MMA) are the two most approved blind equalization algorithms. In [8–24], the CMA and the improved CMA are applied to...
underwater acoustic communication. To implement phase recovery in the constellation, the rotator needs to be added to the output of the CMA blind equalizer, and thus, the complexity of the receiver is increased. The MMA can simultaneously complete the blind equalization and the phase recovery, eliminating the requirement for the rotator. For underwater acoustic communication system with QAM modulation, the equalization performance can be improved by using the MMA [25–28]. In addition, at the cost of increasing complexity, the structure of blind equalization in conjunction with a multichannel combiner has been proven to be effective for improving system performance [29–31].

The equalization performance based on minimum mean square error (MMSE) standard has been comprehensively analyzed, the results show that the MMSE obtained by the equalizer is a monotonically non-increasing function of the observation window length (OWL) [32, 33], and the OWL would severely influence the performance of equalizer. To achieve optimal equalization performance, one of the main challenges is the selection of the OWL. Several variable OWL schemes for non-blind equalization algorithm are proposed for terrestrial wireless communication environment [34–39]; in these schemes, the channel is assumed to be stationary, and the observation period is infinitely long. However, in underwater scenarios, the channel exhibits obvious non-stationarity. The number of stationary observations, which can be obtained within a certain time interval, is restricted by the variability of UAC with time changing [40]. The finite number of stationary observations used to adaptively adjust the OWL in turn restricts the adaptive and effective selection of OWL, which makes the OWL adaptation difficult to accomplish under the underwater acoustic environment. Blind equalization provides a possible solution to the problem; because the training sequence is not required, the algorithm is implemented with the priori knowledge of transmitted signal statistic. However, in all previous formulations of the blind equalization, the OWL is assumed to be fixed [8–31]. Moreover, in different time and different underwater environment, the channel profile is different, and the optimal OWL for blind equalization is related with the specific channel profile. Therefore, in practical underwater acoustic communication, the optimal OWL is difficult to obtain in advance. The performance of blind equalization is seriously affected by the OWL. If the OWL is too long, it would increase the computational complexity of blind equalizer; on the contrary, in case the OWL is too short, the required blind equalization performance may not be obtained. Hence, to accomplish better blind equalization performance, the blind equalizer needs to have the ability to dynamically regulate and search the optimum OWL in the light of the given UAC profile. As far as we know, the investigations on variable OWL blind equalization detector (VOWL-BED) for underwater acoustic communication are still lacking.

In this paper, a VOWL-BED for underwater acoustic communication is proposed. The detector can adaptively regulate the OWL on the basis of the given UAC profile. Moreover, the proposed blind equalization detector does not need the training sequences and thus can improve the transmission efficiency. As a result, for the actual underwater acoustic environment, the proposed VOWL-BED is more feasible for the realization of the underwater acoustic communication systems. Overall, the main contributions of the paper can be summarized as follows:
• We propose an underwater acoustic communication system based on blind equalization detector. Because no training sequence is needed by the BED, the transmission efficiency of system is improved.
• To achieve better performance, a variable observation window length blind equalization detector based on accumulated squared error (ASE) is also proposed. The OWL of the detector can be adjusted adaptively according to the profile of the specific channel.
• The experiments of this paper are carried out based on MATLAB platform. To better simulate the real underwater acoustic scenarios, the Bellhop model is used to produce the underwater acoustic channel. We conduct designed simulation to verify the feasibility of adjusting OWL for BED. We also verify that the proposed VOWL-BED can achieve better performance than traditional invariable OWL blind equalization detector (IOWL-BED).

The rest of this paper is organized as follows. Section 2 presents the considered system model and the existing IOWL-BED. The proposed VOWL-BED is introduced in Section 3. The simulation results and discussion are given in Section 4. Finally, conclusions are drawn in Section 5.

2 System model and conventional method
2.1 System model
We consider a point-to-point underwater acoustic communication system, in which the quadrature amplitude modulation (QAM) is adopted. For the transmitter, the transmitted signal can be given by:

$$x(t) = \sum_{i=1}^{N_d} \sum_{j=1}^{d} p(t - iT_s)$$

(1)

where $N_d$ is the number of symbols per data packet, $T_s$ represents the symbol period, $d(i)$ denotes the equiprobable and statistical independent 4-QAM data stream, and $p(t)$ represents the pulse waveform of the transmitted symbol. After the transmitted signal $x(t)$ is transmitted via the UAC, the received signal can be written as:

$$u(t) = x(t) * h_{IR}(t) + n(t)$$

(2)

where * expresses the convolution operation, $n(t)$ denotes the additive white Gaussian noise (AWGN), and $h_{IR}(t)$ is the impulse response of UAC, and can be obtained by the Bellhop model [41, 42].

The received complex baseband signal $u(t)$ is firstly sampled with the symbol interval, and then, the sampled signals $u(k)$ are used as the input of the BED. For the symbol interval sampled signals, the BED correspondingly adopts the structure of symbol spaced linear filter. In the blind equalization algorithm, the signal vector composed of $u(k)$ is given by:

$$v(k) = [u(k - 1), u(k - 2), \cdots, u(k - M)]$$

(3)

where $M$ is the OWL of BED. The homologous tap coefficient vector can be expressed as:

$$w(k) = [w_{k1}, w_{k2}, \cdots, w_{kM}]$$

(4)
where \( w(k) \) is initialized with \( w = \begin{bmatrix} (M-1)/2 & (M-1)/2 \\ 0, \ldots, 0, 1, 0, \ldots, 0 \end{bmatrix} \).

From \( v(k) \) and \( w(k) \), we can obtain the output of BED, as shown below:

\[
\hat{y}(k) = v(k)w^T(k) = \hat{y}_R(k) + j\hat{y}_I(k)
\]

where \((\cdot)^T\) represents the transpose operator, and \(\hat{y}_R(k)\) and \(\hat{y}_I(k)\) denote the real and imaginary parts of the BED output, respectively.

### 2.2 The conventional IOWL-BED

The structure of IOWL-BED is shown in Fig. 1. For MMA, the cost function is defined as \([43, 44]\):

\[
J_M(k) = J_R(k) + J_I(k)
\]

where \(J_i(k)\) is the cost function for \(\hat{y}_i(k)\), \(i \in \{R, I\}\) and can be given by:

\[
J_i(k) = E\left\{\left[\hat{y}_i^2(k) - G_{2,i}\right]^2\right\}
\]

where \(i \in \{R, I\}\), \(G_{2,i}\) can be calculated with \(G_{2,i} = E\{d_{4,i}(k)\}/E\{d_{2,i}(k)\}\), \(d_R(k)\) represents the real part of \(d(k)\), and \(d_I(k)\) is the imaginary part. For the BED, the total error is resolved by the difference between the BED output and the signal statistic of the transmitted signal and can be expressed as:

\[
e(k) = e_R(k) + je_I(k)
\]

where

\[
e_R(k) = \hat{y}_R(k) \left(\hat{y}_R^2(k) - G_{2,R}\right)
\]

\[
e_I(k) = \hat{y}_I(k) \left(\hat{y}_I^2(k) - G_{2,I}\right)
\]

According to the \(J_M(k)\), the optimization of BED is achieved via minimizing of the mean square error (MSE) for \(e_R(k)\) and \(e_I(k)\). Iterative algorithm-based stochastic gradient can

![Fig. 1 The structure of VOWL-BED (the solid line denotes IOWL-BED)](image-url)
be used to simplify the problem of MSE minimization. Here, the normalized least mean square (NLMS) algorithm is employed to settle the optimization problem as below [45]:

$$w(k + 1) = w(k) - \frac{\lambda}{\rho + \|v(k)\|^2} e(k) v^*(k)$$  \hspace{1cm} (11)

where $w(k)$ denotes the complex-valued tap coefficient vector of BED, with dimensions $M \times 1$; $\rho > 0$ is a small value whose object is to preclude numerical difficulties when the input signal vector $v(k)$ is very small; and $\lambda$ should satisfy [45]:

$$0 < \lambda < 2 \text{Re} \left\{ \frac{E[|\zeta(k) e^*(k)/\|v(k)\|^2|]}{E[|e(k)|^2/\|v(k)\|^2]} \right\}$$  \hspace{1cm} (12)

where $\zeta(k) = \psi^H(k) v(k)$, $\psi(k) = w_o - w(k)$, $w_o$ denotes the optimum tap coefficient vector.

3 Method: the proposed variable observation window length blind equalization detector

The previous studies have focused on IOWL blind equalization detector. In this section, a VOWL-BED is devised, and the detector structure is given in Fig. 1. Compared with the existing non-blind method for real value signals in [36], (1) the devised detector can deal with complex value QAM signals, and (2) the proposed detector is based on blind equalization, rather than traditional equalization with training sequence.

Under the same conditions, when the OWL of BED is different, the output $\hat{y}(k)$ of detector is also different. At each OWL, the evident error $e(k)$ can be calculated with Eq. (8). Based on the MMSE criterion, the mean square error of error signal $e(k)$ can be used as a measure for the performance of BED at a certain OWL:

$$\text{MSE}(k) = E[|e(k)|^2] = \frac{\sum_{j=1}^{k} e^2(j)}{k}$$  \hspace{1cm} (13)

From the Eq. (13), it can be seen that a division operation is required in the end. But in fact, even if no division operation is performed, the accumulated squared error (ASE) can still measure the BED performance. Therefore, to reduce the computational complexity, the regulation of OWL can use ASE as the measure standard, and for a certain OWL, the ASE is given by:

$$\text{ASE}(k) = \sum_{j=1}^{k} e^2(j)$$  \hspace{1cm} (14)

In the process of OWL regulation, the input sequence is divided into equal segments. The length of each segment, which is used to calculate ASE for a certain OWL, is set as $N_t$. Theoretically, with the increase of the number of segments, the ASE $\text{ASE}(k)$ obtained with each segment sequence will become smaller and smaller:

$$\text{ASE}_{N}(k) < \text{ASE}_{N-1}(k)$$  \hspace{1cm} (15)

where

$$\text{ASE}_{N}(k) = \sum_{i=1}^{k} y^{k-i} r_{\text{R},N}(k) (y_{\text{R},N}(k) - G_{2,R}) + j y_{\text{I},N}(k) (y_{\text{I},N}(k) - G_{2,I})|^2$$  \hspace{1cm} (16)

$$\text{ASE}_{N-1}(k) = \sum_{i=1}^{k} y^{k-i} r_{\text{R},N-1}(k) (y_{\text{R},N-1}(k) - G_{2,R}) + j y_{\text{I},N-1}(k) (y_{\text{I},N-1}(k) - G_{2,I})|^2$$  \hspace{1cm} (17)
where $\gamma$ is a forgetting factor used to weight the relative importance of recent and preceding outputs of BED, $\gamma \leq 1$; $y_{m,l}(l)$ denotes $l$th output of the VOWL-BED for the $L$th segment input sequence, $m \in \{R, I\}$; and $\text{ASE}_L(k)$ is the ASE of the $L$th segment input sequence.

The OWL adjustment process of VOWL-BED can be described as below:

If $\text{ASE}_N(k) \leq \eta_u \text{ASE}_{N-1}(k)$, the OWL increases $q$ taps:

$$
\nu'(k) = \left[ u(k-1+q), \ldots, u(k-1), u(k-2), \ldots, u(k-M-q) \right]
$$

(18)

$$
\nu'(k+1) = \nu'(k) - \frac{\lambda}{\rho + \|\nu'(k)\|^2} \nu'(k)^* \nu'(k)^*
$$

(19)

$$
\nu''(k) = \left[ w_{k(1+q)}, w_{k(2+q)}, \ldots, w_{k(M-q)} \right]
$$

(20)

$$
\nu''(k+1) = \nu''(k) - \frac{\lambda}{\rho + \|\nu''(k)\|^2} \nu''(k)^* \nu''(k)^*
$$

(21)

where $\eta_u$ needs to meet $\eta_u \leq 1$, and $\eta_u$ and $\eta_d$ should satisfy $\eta_u \leq \eta_d$. The function of $\eta_u$ and $\eta_d$ is to determine the sum of adjustments to increase or decrease the OWL of BED according to the improvement or deterioration of ASE. The closer the values of $\eta_u$ and $\eta_d$ are, the more frequently the OWL will be adjusted by the detector.

In the adjustment process, the proposed detector continually calculates and compares the successive ASE for different OWL, then evaluates the impact that the last added length of observation window has on the SMSE level. If $\text{ASE}_N(k)$ is much less than $\text{ASE}_{N-1}(k)$, then increasing length of observation window is most likely to improve the detection performance; therefore, the OWL should be increased. If the $\text{ASE}_N(k)$ is similar or bigger than $\text{ASE}_{N-1}(k)$, the result indicates that the last increased length of observation window has little effect on the improvement of detection performance, and thus, the increased length should be removed.

In addition, it is worth noting that when the OWL of VOWL-BED and IOWL-BED is the same, the incremental complexity caused by adjustment of OWL is finite. This is because for VOWL-BED, the adjustments of OWL only require multiplication, subtraction, and addition operations.

### 4 Simulation results and discussion

In this section, we present simulation results for the OWL regulation verification and the performance comparison of different approaches. The Bellhop underwater acoustic channel model is used in the simulation. In the model, the carrier frequency is 12 KHz, the range between transmitter and receiver is set as 200 m, both transmitter and receiver are located at a depth of 10 m, and the wave height is set as 0.2 m. We assume that the information bit frame length is 500, and the transmitter adopts 4-QAM mode. For IOWL-BED, the OWL is set as 7. For the VOWL-BED, the initial length of observation window
is set as 1, the segment length $N_t$ is 10 bits, and the parameter $q$ of each OWL regulation is set as 2.

### 4.1 Verification of OWL regulation

First of all, for a given UAC envelope, the optimum OWL is acquired by the simulation approach. The specific channel profile is generated with the Bellhop model. The influences of OWL on steady-state MSE (SMSE) are showed in Fig. 2; each point on the curve is acquired through averaging the SMSE on every data packet. The output SMSE of BED can be computed by $\text{SMSE} = E \left[ |e(n)|^2 \right] = \sum_{i=1}^{n} e_i^2(n)$ after the blind equalization algorithm achieves convergence. As shown in Fig. 2, the OWL can severely affect the SMSE performance of BED. In this paper, taking into account the implementation complexity, we define the optimum OWL according to the minimum requirement, which means that the performance approximating to the optimal SMSE can be obtained with the minimum OWL. From Fig. 2, it can be observed that when OWL is probably set between 13 and 20, the detector achieves extremely similar SMSE performance, and all the obtained performances are close to optimal SMSE. On the basis of the definition of the optimum OWL, we can obtain the optimum OWL, which is about 13.

Then, we would validate the OWL regulation capability of VOWL-BED. The evolving curve of OWL is acquired with the approach of averaging all the evolving curves, which are obtained with different data packets. Figure 3 shows the adaptive adjustment process for OWL with VOWL-BED. In the simulation, for (16) and (17), $\gamma$ is set to 0.999. In Eqs. (11), (20), and (23), $\lambda$ and $\rho$ are set to 0.25 and 0.6, respectively. $\eta_u$ is set as 0.98, and $\eta_d$ is set to 0.989. In the simulation of OWL adjustment, the same underwater acoustic channel used in Fig. 2 is adopted. From Fig. 3, we can see that after VOWL-BED adaptively adjusted the OWL, the OWL can finally converge to the optimal OWL, which is

![Fig. 2](image_url)  
Fig. 2  SMSE performance for IOWL-BED with different OWL at SNR = 15 dB
consistent with the result of Fig. 2. Based on the above results, for the VOWL-BED, the capability of OWL regulation is verified.

4.2 Comparison of BER and convergence performance

In this section, the comparisons of BER and convergence performance of different blind equalization approaches are given. To compare the two performances, we built the Monte Carlo simulation based on the Bellhop model. In the simulation, 500 data packets are transmitted; by way of the process of averaging 500 BER and convergence curves, the BER and convergence curves are obtained.

Figure 4 depicts the BER performance of IOWL-BED and VOWL-BED schemes. It is seen that compared with IOWL-BED, the VOWL-BED achieves much better BER performance with about 10 dB gain around $BER = 10^{-2}$. This is because the OWL of BED plays an important role in influencing the BER performance, and the OWL can be adaptively adjusted by the proposed VOWL-BED on the basis of the given UAC envelope. Figure 5 compares the convergence curve of the proposed VOWL-BED and the conventional IOWL-BED. It can be observed from Fig. 5 that the convergence rate of VOWL-BED is very close to the IOWL-BED, but VOWL-BED can achieve smaller SMSE than IOWL-BED. The reason is that the SMSE performance of BED is severely affected by the length of observation window, and the proposed VOWL-BED can dynamically regulate and finally obtain the optimum OWL.

5 Conclusion

In this paper, a VOWL-BED for underwater acoustic communication is proposed. Considering the influence of UAC envelope difference on system performance, the proposed detector can dynamically regulate the OWL on the basis of the given channel envelope.
Fig. 4 BER performance comparison of VOWL-BED and IOWL-BED

Fig. 5 Convergence performance comparison of VOWL-BED and IOWL-BED at SNR = 15 dB
and finally converge to the optimum OWL. In addition, the proposed detector is realized based on blind equalization algorithm, and the training sequences are not needed. Therefore, the transmission efficiency can be greatly improved, which make the proposed detector more suitable for practical underwater acoustic communication systems. Simulation results prove the OWL regulation ability of the VOWL-BED. Simulation results likewise illustrate that the performance of VOWL-BED outperforms that of the conventional IOWL-BED.
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