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ABSTRACT Ball bearings are one of the most common components used in rotating machines. They reduce the rotational friction between the shaft and fixed components and maintain the center line of rotation of the shaft. A damaged bearing will cause abnormal vibration and noise, and often results in machine failure and loss of production. In this study the public database on ball bearings, provided by the Vibration Institute of Machinery Failure Prevention Technology (MFPT), was used for data retrieval and analysis, and a diagnosis model was created according to the data sets of the bearing in the database. Three different approaches were used for the extraction of features and a classifier was used to implement a diagnostic system. The aim of this study was a comparison of three approaches. The first was the Short-time Fourier Transform (STFT) where the time-frequency domain image is extracted as the feature used for status identification. The second and third approaches were based on the Chen-Lee Chaotic and the Lorenz Chaotic Systems and chaotic dynamic error maps were used in analysis and feature status identification. Chaotic systems are particularly sensitive to the slightest changes in input signals, and the time domain signals from bearings in different conditions were mapped onto individual images. The feature images extracted by the three different approaches were then used for training and verification in a Convolutional Neural Network (CNN). From the results of the experiments, it can be seen that all three approaches gave high identification rates. The interactive verification identification rate of the Chen-Lee chaotic system with CNN under three statuses reached 98.33%, and it also had the best computational efficiency in the condition without losing any classification accuracy. This will make a substantial contribution to real-time ball bearing fault diagnosis.

INDEX TERMS Ball bearing fault detection, convolutional neural network, short-time Fourier transform, Chen-Lee chaotic system, Lorenz chaotic system.

I. INTRODUCTION

Ball bearings have three main components, an outer race, an inner race and balls, as shown in FIGURE 1. They are essential components in all rotating machinery. They have less rotational friction and generate less heat than other types of mechanical bearing. A bearing in good condition will keep the shafts and rotating parts in centric alignment with each other and prevent the development of eccentricity. A faulty bearing will affect the performance of the machine and result in poor production quality and often stop production altogether while repair is being made. It is very important to be able to effectively detect developing ball bearing faults and to implement an early warning and maintenance mechanism to reduce the losses caused by bearing failure. The inner or outer races of ball bearings operated under heavy load and at high speed may suffer deformation from wear. Therefore, more attention should be paid to monitoring the status and to the diagnosis of faults in ball bearings in operation. However, the analytical results of ball bearing fault diagnosis are difficult to categorize because an evaluation standard for real-time diagnosis has not yet been established. Although the evaluation of the status of ball bearings, conducted according to the current industrial standards stipulated by the ISO [1],
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makes the definition of ball bearing damage clearer, it does not yet do so for a real-time situation. As for the bearing status diagnosis technology, some research has been done that emphasizes bearing status with reference to stator current under variable load [2]–[4], but this physical measurement does not clearly highlight characteristic details. Some work has been done on methods that utilize the measurement of the frequency of sounds generated during the operation of bearing as a detection feature [5], [6], however, environmental noise during machine operation is usually much higher than bearing noise and this limits the application. Other studies have used abnormal variations in temperatures of the bearing as a feature [7], and here the critical issue is whether the temperature sensor can measure the actual temperature of the bearing. Most of the research work done has therefore been on measurement of the changes in vibrations generated by running bearings [8]–[10]. However, the data collected from a vibrating bearing is often mixed with a lot of external noise and it is also not easy to decide if the damage is present in the inner race, the outer race or the balls themselves. Therefore, the realization of an effective diagnostic system requires the extraction and analysis of vibration signal features. Most of the processing approaches have been based on the transformation of time domain signals into frequency domain signals for the determination of spectral value. The current main signal processing approaches are based on the Fast Fourier Transform (FFT) [11]–[14] and Wavelet Transform [15]–[18] for feature extraction. However, the Fourier Transform signal mapping feature is limited to non-stationary time-variance and cannot accurately describe the local signal characteristics. It is also difficult to conduct real-time processing using the wavelet transform due to the huge computational load. It is clear that an efficient and accurate signal pre-processing method is a prerequisite for the advancement of this technology. However, artificial intelligence has once again become a hot topic as a result of the huge increase in computing power now available. The AI related model [19]–[22] and technology such as the Artificial Neural Network (ANN) have become the subject of much intense research.

In this present study features have been extracted from the ball bearing fault signals provided by the Machinery Failure Prevention Technology (MFPT) with the data prepared by Dr. Eric Bechhoefer (https://www.mfpt.org/fault-data-sets/) [23] using three different methods. This dataset includes data from the bearing testing stand (baseline bearing data, outer race failure under various loads, inner race failure under various loads) and three actual failures. In the first an analysis of vibration signals was conducted using Short-time Fourier Transform (STFT) [24], [25] and a model was constructed from the frequency domain images using CNN. In the second and third methods analyses of vibration signals through the chaotic system [26]–[31] were conducted and the chaotic dynamic error maps obtained were used for feature images and the construction of models using CNN [32]–[34]. A comparison of the accuracy rate and efficiency in each of these three approaches was then conducted.

### II. EQUIPMENT AND EXPERIMENTAL

The ball bearing signals provided by MFPT used in the study are as shown in TABLE 1, and the specifications of the bearing are shown in TABLE 2. The bearings were developed and produced by RBC Bearings Incorporated and the sampling frequency of the vibration signals in the database were 97,656 Hz and 48,828 Hz, respectively. The detailed description of the bearing faults is as shown in TABLE 3. This includes normal load status, fault load status of the outer race, and fault load status of the inner race. The PC hardware facility used for analysis and identification in this study included an Intel (R) Core (TM) i7-7700 CPU 3.60GHz, 16GB of RAM, and an NVIDIA GeForce GTX-1050Ti graphics card. Software was: Matlab 2019a, Machine Learning Toolbox 11.5, Deep Learning Toolbox 12.1, and the Neural Network Training Toolbox.

The experimental flowchart for the study is shown in FIGURE 2. First, 36 records are made at 48,828 Hz of bearings with normal operation status as shown in TABLE 4, the signals were all recorded for the same length of time. A model was created using CNN from data extracted by STFT, and the Chen-Lee Chaotic and Lorenz Chaotic Systems [35]–[37].

---

**TABLE 1. The original signal data from the database.**

| Status          | Sampling frequency (Hz) | Sampling time (s) | Length of data points | Number of data records |
|-----------------|-------------------------|-------------------|-----------------------|------------------------|
| Normal Status   | 97,656                  | 6                 | 585,936               | 3                      |
| Outer Race Fault| 48,828                  | 3                 | 146,484               | 7                      |
| Inner Race Fault| 48,828                  | 3                 | 146,484               | 7                      |

---

**TABLE 2. Bearing parameters.**

| Type                | Parameter                  |
|---------------------|----------------------------|
| Roller diameter     | 0.235 (Inch)              |
| Pitch diameter      | 1.245 (Inch)              |
| Number of Elements  | 8                          |
| Contact Angle       | 0°                         |
TABLE 3. Types of ball bearing failure.

| Type                  | Parameter               |
|-----------------------|-------------------------|
| Sampling frequency    | 97,656/48,828 (Hz)      |
| Load: Normal Status   | 270 (lbs)               |
| Load: outer race fault| 25/50/100/150/200/250/300 (lbs) |
| Load: inner race fault| 0/50/100/150/200/250/300 (lbs) |

TABLE 4. Signal data after preprocessing.

| Status       | Sampling frequency (Hz) | Length of data points | Number of data records |
|--------------|-------------------------|-----------------------|------------------------|
| Normal Status| 48,828                  | 48,828                | 36                     |
| Outer Race Fault | 48,828              | 48,828                | 21                     |
| Inner Race Fault | 48,828              | 48,828                | 21                     |

FIGURE 2. Flowchart of the experiment.

After this a comparison was made of each approach to find which gave the best accuracy rate and efficiency.

III. SHORT-TIME FOURIER TRANSFORM

The process methods used in most previous studies have focused on the discussion of spectral values after using FFT to find the feature frequency band of the signals. However, it is only possible to obtain one complete signal segment using FFT. This will include the content of the frequency of non-stationary time-variant signals, but will have no information about the time of appearance of each component. Two signals with large difference in time domain may result in a similar spectrum diagram. FIGURE 3 (a) and (c) show time series signals where the frequency is in the order of 30Hz, 60Hz, 90Hz, and 90Hz, 60Hz, 30Hz, and the frequency spectrum obtained after FFT is as shown in FIGURE 3 (b) and (d). It is not difficult to see the trend of frequency changes over the time period from the characteristics of the frequency spectrum. The short-time Fourier transform decomposes the entire process of time series into several small processes with equal length using the Window function, so that a more comprehensive understanding of the variation status of frequency over the time period becomes possible. The Fourier transform was done for each box area of the Window Function respectively to find out the relationship between time and frequency, as shown in FIGURE 4.

The STFT has low computational complexity and linear distribution functions and it does not result in cross terms. It is often used to analyze non-steady and time-variant signals. Its definition is as shown in (1) [38], [39].

\[
STFT(t, f) = \int_{-\infty}^{+\infty} x(\tau) \omega(t - \tau)e^{-j2\pi f \tau} d\tau
\]

where \(\omega(t - \tau)\) is the Windows function and \(x(\tau)\) is the signal to be transformed, and \(STFT(t, f)\) is the Fourier transform of \(x(\tau)\omega(t - \tau)\) with the changes in time \(t\); the windows function will shift on the time axis. In this study the Hamming window [40] was used as the STFT function, with a windows length of 100.
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The Chen-Lee dynamic equation is as shown in (2) [29].

\[
\begin{align*}
\dot{x} &= -\gamma z + \alpha x \\
\dot{y} &= xz + \beta y \\
\dot{z} &= \frac{1}{3} xy + \gamma z 
\end{align*}
\]  

(2)

To obtain the dynamic error of the Chen Lee chaotic system, the above equation can be rewritten in the form of a nominal system and a test system, as shown in (3) and (4).

\[
\begin{align*}
\dot{x}_m &= -y_m z_m + \alpha x_m \\
\dot{y}_m &= x_m z_m + \beta y_m \\
\dot{z}_m &= \frac{1}{3} x_m y_m + \gamma z_m \\
\dot{x}_s &= -y_s z_s + \alpha x_s \\
\dot{y}_s &= x_s z_s + \beta y_s \\
\dot{z}_s &= \frac{1}{3} x_s y_s + \gamma z_s 
\end{align*}
\]  

(3)

(4)

The dynamic error of the system is obtained by the subtraction between the nominal system and the test system. To facilitate the subtraction of the two systems, the above two formulas are rewritten in matrix form for the computation, as shown in (5) and (6) [37], [41].

\[
\begin{bmatrix}
\dot{x}_m \\
\dot{y}_m \\
\dot{z}_m
\end{bmatrix} =
\begin{bmatrix}
\alpha & 0 & -y_m \\
0 & \beta & x_m \\
\frac{1}{3} & \gamma & \frac{1}{3}
\end{bmatrix}
\begin{bmatrix}
x_m \\
y_m \\
z_m
\end{bmatrix}
\]  

(5)

\[
\begin{bmatrix}
\dot{x}_s \\
\dot{y}_s \\
\dot{z}_s
\end{bmatrix} =
\begin{bmatrix}
\alpha & 0 & -y_s \\
0 & \beta & x_s \\
\frac{1}{3} & \gamma & \frac{1}{3}
\end{bmatrix}
\begin{bmatrix}
x_s \\
y_s \\
z_s
\end{bmatrix}
\]  

(6)

In this study the concept of Digital Signal Processing is introduced and the input signals of the system can be defined as a nominal system and test system respectively, as shown in formula 7 and 8 [42].

\[
n[i] = [n[1], n[2], n[3] \cdots n[i]]
\]  

(7)

\[
t[i] = [t[1], t[2], t[3] \cdots t[i]]
\]  

(8)

Both formula (7) and (8) are digital vibration signals with length of \(i\), so the parameters of the nominal system in formula (5) can be defined as \(x_m[i] = n[i + 1], y_m[i] = n[i + 2]\), and \(z_m[i] = n[i + 3]\) based on the above definition; and the parameters of test system in formula (6) can be defined as \(x_s[i] = t[i + 1], y_s[i] = t[i + 2]\), and \(z_s[i] = t[i + 3]\) so that the chaos system can perform digital signal processing [43]. On the basis of the definition of a chaos system, the dynamic error of the system can be obtained by subtracting formula (5) and (6) and the dynamic error equation of the chaos system can be expressed by formula (9).

\[
\begin{bmatrix}
\dot{e}_1[i] \\
\dot{e}_2[i] \\
\dot{e}_3[i]
\end{bmatrix} =
\begin{bmatrix}
\alpha & 0 & 0 \\
0 & \beta & 0 \\
0 & 0 & \gamma
\end{bmatrix}
\begin{bmatrix}
e_1[i] \\
e_2[i] \\
e_3[i]
\end{bmatrix} +
\begin{bmatrix}
-e_2 e_3 \\
e_1 e_3 \\
-\frac{1}{3} e_1 e_2
\end{bmatrix}
\]  

(9)

where \(e_1[i] = x_m[i] - x_s[i], e_2[i] = y_m[i] - y_s[i], \) and \(e_3[i] = z_m[i] - z_s[i]\) in the above formula, if \(\alpha, \beta, \) and \(\gamma\) are the system parameters and that \(\alpha > 0, \beta < 0\) and \(0 < \alpha < (-\beta + \gamma)\), then the system will be sure to have the characteristics of strange attractor. Therefore, Particle Swarm Optimization (PSO) was used to find the best parameters for the system; the three parameters \(\alpha, \beta, \) and \(\gamma\) can be calculated by iteration in PSO; the chaotic nonlinear feature mapping can be performed using the system parameters obtained by each iteration, and
the mapped features can then be substituted into the CNN for model training. The smallest CNN classification error is used as the objective function and if the classification error is less than 0.001, it converges to give the best parameters for Chen-Lee chaotic system. PSO can be defined as follows:

\[
V_i(t) = W \times V_i \times (t - 1) + C_1 \times \text{Rand} \times (P_{\text{best}} - X_i) + C_2 \times \text{Rand} \times (G_{\text{best}} - X_i) \tag{10}
\]

where \(V_i\) is the velocity of each particle; \(i\) is the number of the particle; \(W\) is the inertia weight; \(C_1\) and \(C_2\) are the learning constants; \(\text{Rand}\) is a randomly generated number between 0 and 1; \(P_{\text{best}}\) is the best solution for each particle as of now; \(G_{\text{best}}\) is the best solution for all particles as of now; \(X_i\) is the location of each particle. Where the PSO location update formula is:

\[
X_i(t) = X_i(t - 1) + V_i(t) \tag{11}
\]

PSO was used to search for the best parameters for the Chen-Lee chaotic system. FIGURE 6 demonstrates the PSO iteration process. It can be seen from the figure below that the system parameters are \(\alpha=2, \beta=-4, \gamma = 3\) by the 76th iteration of PSO. The classification error of the CNN can be reduced, using the mapped characteristics of the system parameters, to lower than 0.001 to make PSO converge to give the best solution. This facilitates subsequent signal feature extraction using system parameters.

V. LORENZ CHAOTIC SYSTEM

This section focuses on the discussion of the Lorenz chaotic system, which was proposed by Edward Norton Lorenz in the 1950s. It is significantly important to nonlinear systems and uses the methods described in section IV for feature identification. The Lorenz dynamic equation is shown in (12).

\[
\begin{align*}
\dot{x} &= \alpha(y - x) \\
\dot{y} &= x(\beta - z) - y \\
\dot{z} &= xy - yz
\end{align*} \tag{12}
\]

To obtain the dynamic error of the Lorenz chaotic system, the above formula can be rewritten in the form of a nominal and an actual test system, as shown in (13) and (14):

\[
\begin{align*}
\dot{x}_m &= \alpha(y_m - x_m) \\
\dot{y}_m &= x_m(\beta - z_m) - y_m \\
\dot{z}_m &= x_my_m - \gamma z_m \\
\dot{x} &= \alpha(y - x) \\
\dot{y} &= x(\beta - z) - y \\
\dot{z} &= xy - yz
\end{align*} \tag{13}
\]

They can be rewritten in matrix form to facilitate the subsequent subtraction as shown in (15) and (16).

\[
\begin{bmatrix}
x_m \\ y_m \\ z_m \\ x_s \\ y_s \\ z_s
\end{bmatrix} =
\begin{bmatrix}
\alpha & \alpha & 0 & 0 & 0 & 0 \\
\beta & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -\gamma & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x_m \\ y_m \\ z_m \\ x_s \\ y_s \\ z_s
\end{bmatrix} \tag{15}
\]

\[
\begin{bmatrix}
\dot{e}_1[i] \\ \dot{e}_2[i] \\ \dot{e}_3[i]
\end{bmatrix} =
\begin{bmatrix}
\alpha & \alpha & 0 & e_1[i] & 0 & 0 \\
\beta & -1 & 0 & 0 & e_2[i] & 0 \\
0 & 0 & -\gamma & 0 & 0 & e_3[i] \\
\end{bmatrix} +
\begin{bmatrix}
0 \\ 0 \\ -e_1 e_3
\end{bmatrix} \tag{17}
\]

VI. CONVOLUTIONAL NEURAL NETWORK

In this study the Chen-Lee Chaotic System, Lorenz Chaotic System, and STFT were used for feature extraction. These approaches were used to convert one-dimensional time series signals into feature images. Signal features were extracted from these images which were then classified and diagnosed using the Convolutional Neural Network (CNN). The CNN is a high performance in-depth learning network used for image processing. It conducts feature extraction on the original images through several convolution layers, a pooling layer, and activation functions, and then substitutes the obtained feature map into the fully connected layer for the back-propagation algorithm [44]–[48]. A convolutional neural network is composed of an input layer, a convolution layer, a pooling layer, an activation layer, a fully connected layer, and an output layer [49]. The convolutional neural network structure designed in this paper is as shown in FIGURE 7. The convolutional layer analyzes the local area of images through a spatial filter and maps the extracted features to the
next layer. However, to effectively reduce the size of the feature image with minimal impact on the feature value, the max pooling layer [50] or average pooling layer [51] is usually applied after the convolutional extraction of features, which greatly improves the computational efficiency of the entire network. To prevent the issue of gradient loss or gradient explosion, an activation layer is usually placed in the network structure for non-linear transformation of the features obtained from the previous layer. The commonly seen activation functions include Sigmoid formula (18) and ReLU formula (19). The issue of gradient loss is easier to achieve with the Sigmoid, and the output of ReLU is relatively stable [52]. In this study the max pooling and ReLU were selected as the study parameter to retain the strongest image feature, prevent the occurrence of gradient loss, and speed up computation.

\[ f(x) = \frac{1}{1 - e^{-x}} \]  
(18)

\[ f(x) = \begin{cases} 
0 & \text{for} \ x < 0 \\
 x & \text{for} \ x \geq 0 
\end{cases} \]  
(19)

VII. RESULTS AND DISCUSSION

A. STFT FEATURE EXTRACTION RESULTS

The effective reduction of signal dimension and the mapping of features with high correlation is a very important task essential to the enhancement, training and classification efficiency of the model. On the basis of the signal data proposed by MFPT, original signals from ball bearing vibrations in normal status, and with outer race and inner race faults, as shown in FIGURE 8 (a) to (c), were subject to time-domain and frequency-domain conversion using the STFT. The feature band from each different bearing condition can be determined by the frequency-domain response diagram, as shown in FIGURE 9 (a) to (c).

FIGURE 9 is a frequency-domain response diagram of vibration signals after STFT analysis. It can be seen that the instantaneous frequency of vibrations from bearings in different condition, normal, with outer race or inner race faults are different at different time intervals. This means the status of bearing can be identified using the time-frequency response diagram, to facilitate the training efficiency of the CNN model as well as its classification identification rate.

B. THE CHEN-LEE CHAOTIC SYSTEM NONLINEAR FEATURE MAPPING RESULTS

The second approach to signal preprocessing used in this study was made using the Chen-Lee chaotic system. Chaos systems are extremely sensitive to small changes in input signal and this characteristic was used to highlight the differences between the time domain vibration signals from bearings in different condition (status). In this section, the time domain vibration signals of the three statuses in FIGURE 8 were used to conduct nonlinear feature mapping as shown in FIGURE 10.

FIGURE 10 shows the dynamic error distribution diagram of the Chen-Lee chaotic system, (a) from a bearing in normal status, Figure (b) from a bearing with an outer race fault and
Figure (c) from a bearing with an inner race fault. The chaotic distribution in the diagrams is also compared and was found to be the most divergent for inner race faults and least in a normal bearing. The differences are obvious and significant and the use of this method for diagnosis is clearly useful.

C. THE LORENZ CHAOTIC SYSTEM NONLINEAR FEATURE MAPPING RESULTS

This section focuses on the Lorenz chaotic system which is similar to the Chen-Lee system discussed in Section IV. The Lorenz chaotic system is extremely sensitive to variations in the input signal and this characteristic was used to highlight the differences between time-domain vibration signals from bearings in normal and faulty condition as before. The time domain signals of the three statuses in FIGURE 8 were used to conduct the nonlinear feature mapping through the Lorenz chaotic system, as shown in FIGURE 11.

It can be seen from FIGURE 11 that the bearing status can be clearly identified by observing the chaotic distribution, which is similar to that seen in the Chen-Lee system. It is clear that the Lorenz method can also facilitate the training efficiency of the CNN model as well as its classification identification rate.

D. COMPARISON OF THE CNN IDENTIFICATION RESULTS AND OTHER CLASSIFICATION MODELS

The main contribution made by this study was the establishment of an artificial intelligence ball bearing fault diagnosis system that is efficient and robust. The signal preprocessing is most important after which comes the preparation of a classification model. Three signal processing methods were examined to obtain their features, and the convolutional neural network was applied for training and testing to determine the time spent on data signal processing in each case, as well as the difference in cross-validation identification.

TABLE 5 and TABLE 6 displays the results of the experiments and it can be seen that the chaos system is more efficient than STFT, taking only 0.05 second for feature extraction. Furthermore, the robust nonlinear feature mapping capability of the chaos system gives a very high identification rate with a shallower convolutional neural network layer. Its accuracy rate reached 98.33%, which was the best of the three methods.

VIII. CONCLUSION

In this paper, three approaches for processing public data sets of ball bearing vibrations under different condition (status) provided by the Vibration Institute of the Machinery Failure Prevention Technology are presented. The differences
between the chaos systems and the common time domain to frequency domain approach are discussed. The convolutional neural network was also applied for classification and comparison of classification performance and efficiency was conducted. On the basis of the final results, both the Chen-Lee Chaotic and Lorenz Chaotic Systems could separate the features of ball bearing vibration signals and both had excellent nonlinear mapping capability. It was found that the Chen-Lee Chaotic System was even more suitable for application in power machinery systems according to previous published research and reached a classification accuracy of 98.33% with the CNN, which was the highest of the three. The signal processing calculations used in the Chen-Lee and Lorenz systems were also relatively simple and took only 0.05 second to complete. Although the STFT with CNN is a commonly used method and the experiments showed insignificant difference in time-frequency calculations using vibration data from faulty bearings, the identification rate was slightly lower than in the chaos Systems. Furthermore, the STFT computation, conducted through the Window function, is more complicated and takes longer to extract features. This makes it less efficient than the chaos systems. The Chen-Lee Chaotic System is clearly the preferred method and has high classification and computational efficiency. It also had the highest rate of identification at 98.33% and the shortest signal processing time of 0.05 second. In the light of the excellent results achieved, more analyses will be done on more diverse ball bearing data sets and the Chen-Lee Chaotic System will be used as an embedded system for the development of a convenient real-time bearing fault diagnosis system.

ACKNOWLEDGMENT

The authors would like to acknowledge the Ministry of Science and Technology in Taiwan and Advanced Institute of Manufacturing with High-tech Innovations, National Chung Cheng University, Chiayi 621301, Taiwan

REFERENCES

[1] A. Bewoor and S. Kulkarni, “Interoperability of international standards, condition monitoring methods and research models for bearing fault: An integrated approach,” Procedia Manuf., vol. 22, pp. 982–989, Jan. 2018.
[2] L. Een and M. J. Devaney, “Bearing damage detection via wavelet packet decomposition of the stator current,” IEEE Trans. Instrum. Meas., vol. 53, no. 2, pp. 431–436, Apr. 2004.
[3] M. Blodt, P. Granjon, B. Raison, and G. Rostaing, “Models for bearing damage detection in induction motors using stator current monitoring,” IEEE Trans. Ind. Electron., vol. 55, no. 4, pp. 1813–1822, Apr. 2008.
[4] X. Gong and W. Qiao, “Bearing fault diagnosis for direct-drive wind turbines via current-demodulated signals,” IEEE Trans. Ind. Electron., vol. 60, no. 8, pp. 3419–3428, Aug. 2013.
[5] H. Huang, F. Liu, L. Geng, Y. Liu, Z. Ren, Y. Zhao, X. Lei, and X. Lu, “Fault diagnosis accuracy improvement using wayside rectangular microphone array for health monitoring of railway-vehicle wheel bearing,” IEEE Access, vol. 7, pp. 87410–87424, 2019.
[6] S. Lu, X. Wang, Q. He, F. Liu, and Y. Liu, “Fault diagnosis of motor bearing with speed fluctuation via angular resampling of transient sound signals,” J. Sound Vibrat., vol. 385, pp. 16–32, Dec. 2016.
[7] Y. Cheng, Z. Wang, and W. Zhang, “A novel condition-monitoring method for axle-box bearings of high-speed trains using temperature sensor signals,” IEEE Sensors J., vol. 19, no. 1, pp. 205–213, Jan. 2019.
[8] S. R. Saufi, Z. A. B. Ahmad, M. S. Leong, and M. H. Lim, “Low-speed bearing fault diagnosis based on ArSsDAE using acoustic emission and vibration signals,” IEEE Access, vol. 7, pp. 46885–46897, 2019.
[9] J. Wang, Y. Peng, and W. Qiao, “Current-aided order tracking of vibration signals for bearing fault diagnosis of direct-drive wind turbines,” IEEE Trans. Ind. Electron., vol. 63, no. 10, pp. 6336–6346, Oct. 2016.
[10] H. Gao, X. Meng, and K. Qian, “The impact analysis of bearing vibration for active magnetic bearing,” IEEE Access, vol. 7, pp. 134104–134112, 2019.
[11] C. S. Machinnes, “FFT-based joint bearing estimation,” IEEE J. Ocean. Eng., vol. 27, no. 4, pp. 774–779, Oct. 2002.
[12] J. D. J. Rangel-Magdalen, R. D. J. Romero-Troncoso, R. A. Osornio-Rios, E. Cabal-Ypez, and A. Dominguez-Gonzalez, “FGPA-based vibration analysis for continuous GNC machinery monitoring with fused FFT-DWT signal processing,” IEEE Trans. Instrum. Meas., vol. 59, no. 12, pp. 3184–3194, Dec. 2010.
[13] G. Betta, C. Liguori, A. Paolillo, and A. Pietrosanto, “A DSP-based FFT-analyzer for the fault diagnosis of rotating machine based on vibration analysis,” IEEE Trans. Instrum. Meas., vol. 51, no. 6, pp. 1316–1322, Dec. 2002.
[14] J. Lee, J. H. Lee, and J. W. Ahn, “Mechanical vibration reduction control of two-mass permanent magnet synchronous motor using adaptive notch filter with fast Fourier transform analysis,” IET Electr. Power Appl., vol. 6, no. 7, pp. 455–461, 2012.
[15] W. Deng, S. Zhang, H. Zhao, and X. Yang, “A novel fault diagnosis method based on integrating empirical wavelet transform and fuzzy entropy for motor bearing,” IEEE Access, vol. 6, pp. 35042–35056, 2018.
[16] Z. Huo, Y. Zhang, P. Franço, L. Shu, and J. Huang, “Incipient fault diagnosis of roller bearing using optimized wavelet transform based multi-speed vibration signatures,” IEEE Access, vol. 5, pp. 19442–19456, 2017.
[17] F. B. Costa, “Fault-induced transient detection based on real-time analysis of the wavelet coefficient energy,” IEEE Trans. Power Del., vol. 29, no. 1, pp. 140–153, Feb. 2014.
[18] J. Seshadrinath, B. Singh, and B. K. Panigrahi, “Incipient turn fault detection and condition monitoring of induction machine using analytical wavelet transform,” IEEE Trans. Ind. Appl., vol. 50, no. 3, pp. 2235–2242, May 2014.
[19] W. Li, A. Monti, and F. Ponci, “Fault detection and classification in medium voltage DC shipboard power systems with wavelets and artificial neural networks,” IEEE Trans. Instrum. Meas., vol. 63, no. 11, pp. 2651–2665, Nov. 2014.
[20] D. K. J. S. Jayamaha, N. W. A. Lidala, and A. D. Rajapakse, “Wavelet-based resolution analysis based ANN architecture for fault detection and localization in DC microgrids,” IEEE Access, vol. 7, pp. 145371–145384, 2019.
[21] T. de Bruin, K. Verbert, and R. Babuška, “Railway track circuit fault diagnosis using recurrent neural networks,” IEEE Trans. Neural Netw. Learn. Syst., vol. 28, no. 3, pp. 523–533, Mar. 2017.
[22] H. Shao, M. Xia, G. Han, Y. Zhang, and J. Wan, “Intelligent fault diagnosis of rotor-bearing system under varying working conditions with modified transfer convolutional neural network and thermal images,” IEEE Trans. Ind. Informat., vol. 17, no. 5, pp. 3488–3496, May 2021.
[23] B. R. NAYANA and P. GEEETHANALI, “Improved identification of various conditions of induction motor bearing faults,” IEEE Trans. Instrum. Meas., vol. 69, no. 5, pp. 1908–1919, May 2020.
[24] J. Wang, Z. Mo, H. Zhang, and Q. Miao, “A deep learning method for bearing fault diagnosis based on time-frequency image,” IEEE Access, vol. 7, pp. 42373–42383, 2019.
[25] W. Huang, G. Gao, N. Li, X. Jiang, and Z. Zhu, “Time-frequency squeezing and generalized demodulation combined for variable speed bearing fault diagnosis,” IEEE Trans. Instrum. Meas., vol. 68, no. 8, pp. 2819–2829, Aug. 2019.
[26] H.-T. Yau, C.-C. Wang, J.-Y. Chang, and X.-Y. Su, “A study on the application of synchronized chaotic systems of different fractional orders for cutting tool wear diagnosis and identification,” IEEE Access, vol. 7, pp. 15903–15911, 2019.
[27] B.-L. JIAN et al., “Machine tool chatter identification based on dynamic errors of different self-synchronized chaotic systems of various fractional orders,” IEEE Access, vol. 7, pp. 67278–67286, 2019.
[28] F.-C. GU, H.-T. YAU, and H.-C. CHEN, “Application of chaos synchronization technique and pattern clustering for diagnosis analysis of partial discharge in power cables,” IEEE Access, vol. 7, pp. 76185–76193, 2019.
E. Kim, S.-Y. Wu, C.-L. Chen, and Y.-C. Li, “Fractional-order chaotic self-synchronization-based tracking faults diagnosis of ball bearing systems,” IEEE Trans. Ind. Electron., vol. 63, no. 6, pp. 3824–3833, Jun. 2016.

H. Yau, Y. Kuo, C. Chen, and Y. Li, “Ball bearing test-rig research and fault diagnosis investigation,” IET Sci., Meas. Technol., vol. 10, no. 4, pp. 259–265, Jul. 2016.

C.-L. Kuo, C.-H. Lin, H.-T. Yau, and J.-L. Chen, “Using self-synchronization error dynamics formulation based controller for maximum photovoltaic power tracking in micro-grid systems,” IEEE J. Emerg. Sel. Topics Circuits Syst., vol. 3, no. 3, pp. 459–467, Sep. 2013.

S. Kiranyaz, A. Gastli, L. Ben-Brahim, N. Al-Emadi, and M. Gabbouj, “Real-time fault detection and identification for MMC using 1-D convolutional neural networks,” IEEE Trans. Ind. Electron., vol. 66, no. 11, pp. 8760–8771, Nov. 2019.

M.-F. Guo, X.-D. Zeng, D.-Y. Chen, and N.-C. Yang, “Deep-learning-based Earth fault detection using continuous wavelet transform and convolutional neural network in resonant grounding distribution systems,” IEEE Sensors J., vol. 18, no. 3, pp. 1291–1300, Feb. 2018.

E. Kim, S. Cho, B. Lee, and M. Cho, “Fault detection and diagnosis using self-attentive convolutional neural networks for variable-length sensor data in semiconductor manufacturing,” IEEE Trans. Semicond. Manuf., vol. 32, no. 3, pp. 302–309, Aug. 2019.

A.-H. Tian, C.-B. Fu, H.-G. Xiong, and H.-T. Yau, “Innovative intelligent methodology for the classification of soil salinization degree using a fractional-order master-slave chaotic system,” Int. J. Bifurcation Chaos, vol. 29, no. 2, Feb. 2019, Art. no. 1950026.

A.-H. Tian, C.-B. Fu, Y.-C. Li, and H.-T. Yau, “Intelligent ball bearing fault diagnosis using fractional Lorenz chaos extension detection,” Sensors, vol. 18, no. 9, p. 3069, Sep. 2018.

H. Yau and M. H. Wang, “Chaotic eye-based fault forecasting method for wind power systems,” IET Renew. Power Gen., vol. 9, no. 6, pp. 593–599, Aug. 2015.

B. Kim, S.-H. Kong, and S. Kim, “Low computational enhancement of STFT-based parameter estimation,” IEEE J. Sel. Topics Signal Process., vol. 9, no. 8, pp. 1610–1619, Dec. 2015.

W.-k. Lu and Q. Zhang, “Deconvolutional short-time Fourier transform spectrogram,” IEEE Signal Process. Lett., vol. 16, no. 7, pp. 576–579, Jul. 2009.

A. Basit, I. M. Qureshi, W. Khan, S. U. Rehman, and M. M. Khan, “Beam pattern synthesis for an FDA radar with Hamming window-based nonuniform frequency offset,” IEEE Antennas Wireless Propag. Lett., vol. 16, pp. 2283–2286, 2017.

H.-T. Yau, M.-H. Wang, T.-Y. Wang, and G. Chen, “Signal clustering of power disturbance by using chaos synchronization,” Int. J. Electr. Power Energy Syst., vol. 64, pp. 112–120, Jan. 2015.

C.-J. Lin, X.-Y. Su, K.-T. Yu, B.-L. Jian, and H.-T. Yau, “Inspection on ball bearing malfunction by chen-lee chao system,” IEEE Access, vol. 8, pp. 28267–28275, 2020.

Y.-C. Du, W.-L. Chen, C.-H. Lin, C.-D. Kan, and M.-J. Wu, “Residual stenosis estimation of arteriousous grafts using a dual-channel phonographic graph with fractional-order features,” IEEE J. Biomed. Health Inform., vol. 19, no. 2, pp. 590–600, Mar. 2015.

X. Nie and W. X. Zheng, “Multistability and instability of neural networks with discontinuous nonmonotonic piecewise linear activation functions,” IEEE Trans. Neural Netw. Learn. Syst., vol. 26, no. 11, pp. 2901–2913, Nov. 2015.

L. Ding, L. Xiao, K. Zhou, Y. Lan, and Y. Zhang, “A new RNN model with a modified nonlinear activation function applied to complex-valued linear equations,” IEEE Access, vol. 6, pp. 62954–62962, 2018.

L. Koskinen, A. Paasio, and K. A. I. Halonen, “Motion estimation computational complexity reduction with CNN shape segmentation,” IEEE Trans. Circuits Syst. Video Technol., vol. 15, no. 6, pp. 771–777, Jun. 2005.

Y. Zhai, H. Ma, H. Cao, W. Deng, J. Liu, Z. Zhang, H. Guan, Y. Zhi, J. Wang, and J. Zhou, “MF-SaNet: Effective CNN with data augmentation for SAR automatic target recognition,” J. Eng., vol. 2019, no. 19, pp. 5813–5818, Oct. 2019.

Y. Wang, H. Li, and X. Li, “A case of on-chip memory subsystem design for low-power CNN accelerators,” IEEE Trans. Comput.-Aided Design Integr. Circuits Syst., vol. 37, no. 10, pp. 1971–1984, Oct. 2018.

J. Wang, J. Lin, and Z. Wang, “Efficient hardware architectures for deep convolutional neural network,” IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 65, no. 6, pp. 1941–1953, Jun. 2018.

F. Guo, R. He, and J. Dang, “Implicit discourse relation recognition via a BiLSTM-CNN architecture with dynamic chunk-based max pooling,” IEEE Access, vol. 7, pp. 169281–169292, 2019.

S. Wang, Y. Jiang, X. Hou, H. Cheng, and S. Du, “Cerebral micro-bleed detection based on the convolution neural network with rank based average pooling,” IEEE Access, vol. 5, pp. 16576–16583, 2017.

G. Wang, G. B. Giannakis, and J. Chen, “Learning ReLU networks on linearly separable data: Algorithm, optimality, and generalization,” IEEE Trans. Signal Process., vol. 67, no. 9, pp. 2357–2370, May 2019.

BO-LIN JIAN received the B.S. degree from the Department of Electrical Engineering, National Formosa University, in 2009, the M.S. degree in materials science and engineering from the National Taiwan University of Science and Technology, in 2011, and the Ph.D. degree from the Department of Aeronautics and Astronautics, National Cheng Kung University, in 2017. He is currently an Assistant Professor with the Department of Electrical Engineering, National Chin-Yi University of Technology, Taichung, Taiwan. His current research interests include signal and image processing, machine learning, and control systems.

XIAO-YI SU received the B.S. and M.S. degrees from the National Chin-Yi University of Technology, Taichung, Taiwan, in 2017 and 2019, respectively, where he is currently pursuing the Ph.D. degree with the College of Mechanical and Electrical Engineering, National Taipei University of Technology. His research interest includes nonlinear system analysis and control.

HER-TERNG YAU (Senior Member, IEEE) received the B.S. degree in mechanical engineering from National Chung Hsing University, Taichung, Taiwan, in 1994, and the M.S. and Ph.D. degrees in mechanical engineering from National Chung Kung University, Tainan, Taiwan, in 1996 and 2000, respectively. He is currently a Professor with the Department of Mechanical Engineering, National Chug Kung University, Chiayi, Taiwan. He is the author of more than 150 research articles on a wide variety of topics in mechanical and electrical engineering. His research interests include AI applications, systems control of mechatronics, nonlinear systems analysis, and control.