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Nanomaterials are attracting great interest for many applications, including radiation tolerance. Most work on radiation effects in nanomaterials has focused on the interfaces. Here, we examine the other aspect of nanocomposites, the dual phase nature. Solving a reaction–diffusion model of irradiated composites, we identify three regimes of steady-state behavior that depend on the defect properties in the two phases. We conclude that defect evolution in one phase depends on the defect properties in the other phase, offering a route to controlling defect evolution in these materials. These results have broad implications for nanomaterials more generally.
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Nanomaterials are increasingly finding application in a wide range of technologies, from solar energy conversion [1] to fast ion conduction [2] to magnetic materials.[3] For many of these applications, the critical factor that favors nanomaterials over larger grained alternatives is the behavior of defects within the material, either because of enhanced mass transport or increased reactivity of defects. These factors are particularly important for developing radiation-tolerant materials, where enhanced defect recombination and annihilation result in overall improved resistance to radiation-induced damage mechanisms, such as swelling [4] and embrittlement.[5]

Much attention has been devoted to the role that the interfaces in nanocomposites play on the radiation tolerance of nanocomposites.[6,7] It has been long understood that these interfaces can act as sinks for radiation-induced defects and mitigate their accumulation.[8–10] More recent work has connected the propensity for interfaces to interact with defects and gases with the atomic structure of those interfaces, offering new possibilities for engineering the radiation tolerance of materials by designing materials with specific types of interfaces.[11] Given that nanomaterials maximize the density of such interfaces, the field of radiation damage in nanomaterials has seen considerable growth in recent years.[12–16]

One aspect that has been overlooked is the role that the composite phases themselves have on the defect evolution in the material. To date, most attention has been focused on the role of the interfaces [17] and not the component phases. In series of recent papers,[18–20] (Z. Bi, private communication) the radiation damage behavior in a special class of oxide heterointerfaces, interfaces that are nearly perfectly coherent, were examined both experimentally and theoretically. It was found that, under similar radiation conditions, the response of a given material on one side of the interface was very sensitive to the composition of the material on the other side of the interface, as illustrated in Figure 1. In particular, the behavior of SrTiO3 (STO) in these three experiments is very different. In one case (TiO2/SrTiO3), a thin amorphous layer forms on the STO side. In the case of BaTiO3/STO, no amorphization is observed. Finally, in the case of STO/LaAlO3, the STO side amorphizes to a great extent. In the TiO2/STO sample, the formation of a defect denuded zone at the interface on the TiO2 side was also observed. This wide variety in behavior occurs even though atomistic modeling revealed that there were...
no thermodynamic trap states for defects at these interfaces. Rather, it was hypothesized that the controlling parameters were the defect properties within each of the bulk phases and that the interface simply acted as a transition point between the two materials. In particular, it was argued that the formation and migration energies of defects within each phase determined the eventual behavior at the interface. The formation energies dictated the direction of flow of defects, while the migration energies dictated the rate of defect flow.

Here, we solve a reaction–diffusion model of point defect evolution in the presence of an interface between two materials in an arbitrary composite. We demonstrate that the behavior of defects at the interface can be quite complex, with multiple steady-state regimes possible. Transient behavior leading to steady-state conditions can be even more complex. We conclude that the defect evolution and distributions within a nanocomposite are very sensitive to the properties of the component phases. This has important consequences for not only radiation tolerance, but also other applications where defect behavior is critical.

The parameters of the model consist of the defect properties within each material: the formation energy (or chemical potential at $T = 0$ K, $\mu_0$) and the migration energy $E^\text{m}$, both of which depend on which phase the defect resides in. Two types of defects are considered, nominally an interstitial and a vacancy. The simulation is critical.

The simulation is dictated by the properties within each material: the formation energy (or chemical potential at $T = 0$ K, $\mu_0$) and the migration energy $E^\text{m}$, both of which depend on which phase the defect resides in. Two types of defects are considered, nominally an interstitial and a vacancy. The simulation is critical.
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Table 1. Model parameters used to generate the results
in the various figures.

| Parameter | Figure | 2(a) | 2(b) | 2(c) | 3(a) | 3(b) | 4 |
|-----------|--------|------|------|------|------|------|---|
| $E_{m}^{A}$ |        | 0.75 | 0.75 | 0.75 | C    | 1.0  | 1.25 |
| $E_{m}^{B}$ |        | 1.0  | 1.0  | 1.25 | C    | 1.0  | 1.25 |
| $V_{0}$    |        | 1.0  | 1.0  | 1.0  | C    | 1.0  | 1.0  |
| $I_{0}$    |        | 1.0  | 1.0  | 1.0  | C    | 1.0  | 1.0  |
| $\Delta\mu_{0}$ | | 0.25 | 0.25 | 0.25 | 0.2  | C    | 0.25 |
| $\Delta\mu_{0}$ | | 0.25 | 0.25 | 0.25 | 0.2  | C    | -0.25 |

Notes: $\Delta\mu_{0}$ are defined relative to phase B: $\Delta\mu_{0} = \mu_{0}^{A} - \mu_{0}^{B}$. C indicates that the variable was varied in the plot and that all parameters had the same value. Negative values of chemical potential indicate that the defect prefers to reside in phase A.

depletion of one defect at the interface, while the other defect sees no discontinuous spike at the interface. It is interesting to note that there is no regime in which the interstitial concentration is enhanced at the interface on one side and the vacancy on the other side.

In the first regime, the chemical potential differences of both defects are the same, such that both defects have a thermodynamic tendency to flow from phase A to phase B. Because the annihilation rate is smaller, in these simulations, than the diffusion rate, as defects flow from A to B, there is a depletion of both defects in the interfacial region of phase A and an accumulation in phase B, which persists independent of the rate of flow of defects within the material. That is, even if the defects flow quickly in both materials, the concentration spikes still exist. The differences in the behavior of the two defects in the different regions of the material are dictated by the different kinetic properties of each. Interestingly, even though both defects have the same thermodynamic driving force to move from phase A to phase B, because of the differences in kinetics, the defect populations are inverted in each phase.

In regime 2, the chemical potential is equal but opposite for both defects and the thermodynamic tendency for flow is also opposite. In this case, annihilation is small because there is never any appreciable concentration of one or the other defect in a given phase of the composite.

Finally, regime 3 represents an intermediate case. Here, one of the defects is depleted on one side of the interface and enriched on the other, but the second defect concentration only exhibits depletion and, unlike in the other cases, is continuous across the interface. While the generic behavior is reminiscent of regime 2, rather than being driven by the differences in thermodynamic

Figure 2. Three regimes of defect behavior at the composite interface discussed in the text: (a) regime 1, (b) regime 2, and (c) regime 3. The shaded region represents one phase, while the white region is the other phase. Interstitial concentrations are indicated by the solid lines, while vacancy concentrations are indicated by the points.

Figure 3. (a) Steady-state concentrations for interstitials as a function of migration barriers, depicted in the legend and having units of eV. The parameters are chosen such that the vacancy concentrations are identical. (b) Steady-state concentrations for interstitials as a function of chemical potential, depicted in the legend and having units of eV.
properties of the defects in the two phases, the concentration profiles are driven by the kinetics: both defects have the same thermodynamic driving force to flow from phase A to phase B, but the concentrations are inverted with respect to one another.

Figure 2(a), in addition to demonstrating non-uniform defect concentrations at the interface, also reveals that the defect concentrations in the center of each layer is very sensitive to the defect kinetics. In this particular case, the chemical potentials of each defect are identical, the only differences are in the migration energies. This suggests that the steady-state concentration of defects in one phase of the composite can be controlled to a high degree by the kinetic properties in the other phase. This is demonstrated more explicitly in Figure 3, which shows the steady-state concentrations of interstitials for a series of cases in which the chemical potential differences for both defects are equal and held constant and all of the migration energies are equal but varied ($E_i^{m_A} = E_i^{m_B} = E_v^{m_A} = E_v^{m_B}$). By varying the migration energies by 0.6 eV, the behavior at the interface and the average concentration in each phase changes significantly, with more defects flowing from phase A to phase B as the kinetics are increased.

Similarly, in cases when the thermodynamic driving forces for flow of the two defects is in opposite directions ($\Delta \mu_{iA} = -\Delta \mu_{iB}$), there is a strong dependence of the defect content in one material on the relative defect formation energies in the other material, as would be expected. This is illustrated in Figure 3(b) in which the kinetic properties of all defects are held constant while the differences in chemical potentials are varied. In this case, in which the defect thermodynamics dominate over the kinetics, very large changes in defect content are possible. Again, this points to the fact that the defect population in one phase can be influenced by the properties of the neighboring phase.

All of the above discussion refers to results of the model once it has reached a steady-state condition. In many materials examined in laboratory conditions where temperatures might be moderate, the material does not often reach steady state. This is particularly true of oxide ceramics in which migration energies are often quite high and many defects produced under irradiation have very little mobility. To better understand how the transient behavior might differ from the steady-state behavior, in Figure 4 we examine a case in which the steady-state behavior is characteristic of regime 2, but the transient behavior exhibits much more complex defect behavior. As a function of time, defect concentrations at the interface become significantly enhanced and depleted. In particular, the defect enhancement at the interface is higher than the eventually steady-state concentrations. Thus, in this particular case, even if the material is able to accommodate the steady-state defect concentrations, transient spikes might lead to situations in which the material fails due to unsustainable levels of defects.

Finally, to better understand how the properties of defects in one phase influence the behavior in the other phase, we consider another set of simulations meant to mimic a composite in which one phase is Cu and the other phase is an arbitrary material. Thus, in the Cu phase, we set $E_i^{m} = 0.7$ eV and $E_v^{m} = 0.1$ eV. The properties of the defects in phase A are then systematically varied. The resulting concentrations of interstitials and vacancies at the interface in the Cu phase at steady state are reported in Figure 5. As can be seen from the figure, the defect concentrations in the Cu phase vary significantly with the properties of phase A, with interstitial concentrations varying for a given set of chemical potentials by as much as 250 times and vacancy concentrations by as much as 500 times. Further, as the relative chemical potential of defects are varied, peak concentrations of defects vary by about two orders of magnitude. Thus, there is a very strong coupling between the defect response in the Cu phase with the defect properties in phase A.

These results lead to the conclusion that defect evolution in composites is critically dependent on the composition of the composite. Further, the radiation damage response of the composite cannot be viewed as the isolated response of each component material. It is precisely through their coupling, even independent of the properties of the interfaces that connect them, that their response is determined.

This model is rather basic and neglects a number of features that would be present in real materials. First, we assume that defects of all types can exist in both phases of the composite. This might be reasonable for complex oxide composites such as TiO$_2$/SrTiO$_3$ in which, for example, Ti interstitials and vacancies can exist in both phases. It would also be reasonable for amorphous/crystalline composites or materials composed of, for example, Fe in both fcc and bcc phases.
Further, for reasons of numerical stability, we have only systematically examined the role of the defect production rate, leading to intermixing. We have also assumed a dilute limit in which the only defect–defect interaction is interstitial–vacancy annihilation. In real systems, defects can agglomerate, leading to extended defect clusters that have their own kinetic and thermodynamic properties. Finally, we have, in the end, only explored a relatively small region of the possible phase space of the model. We have not systematically examined the role of the defect production rate, internal sinks (such as dislocations), or the strength of the interstitial–vacancy annihilation on the predicted results. Further, for reasons of numerical stability, we have only varied $E_m$ and $\Delta \mu_0$ within a relatively small window. The relevant migration energies and chemical potentials in many oxide composites are much larger. Thus, there could be other regimes present in the model. That said, once $E_m$ is large enough, for example, increasing it further will not influence the results as the defects have crossed a threshold of mobility. We therefore expect that the results presented here represent the range of behavior possible in the system.

In spite of these simplifying assumptions, we expect that the basic insight provided by this simple model will have some applicability to composites more generally and provide new avenues for exploring the radiation tolerance of complex materials. The model reproduces the basic features seen in the experiments summarized in Figure 1, suggesting that, even in its simplicity, this model accounts for the basic processes that govern the behavior seen in these materials. In regime 1, there is a depletion of defects on one side of the interface (a ‘denuded zone’) and an enhancement on the other side, which could lead to amorphization, as found in TiO$_2$/SrTiO$_3$ (Figure 1(a)). If the chemical potentials are equal $\Delta \mu_0 = 0$, there is no flow of defects from one phase to the other and no special behavior at the interface, as in BaTiO$_3$/SrTiO$_3$. That said, there are certainly a number of other factors that influence radiation damage in nanomaterials, including the mechanisms for recombination,[21] the energetics of the interfaces themselves,[17] and the role of trap states at the interfaces.[22–24] A comprehensive model of radiation damage evolution in nanomaterials would need to account for all of these factors. The simple model presented here, however, suggests that the relative properties of point defects in the different phases of a nanocomposite are of great importance.

It is useful to compare the behavior predicted by this model with literature results on irradiation studies of composites. Relatively few studies of irradiation effects in composites have analyzed the relative radiation tolerance of the two phases. One particularly interesting example involves ZrO$_2$. Bulk ZrO$_2$ is very difficult to amorphize, withstanding doses of 680 dpa,[25] while nanocrystalline ZrO$_2$ resists amorphization up to doses of at least 80 dpa.[26] In contrast, ZrO$_2$ nanoparticles embedded in a SiO$_2$ matrix were observed to amorphize by doses as little as 0.5 dpa.[27] This has been rationalized as a consequence of the high energy of the interfaces in the composite when compared with the nanocrystalline material.[17,27] However, the present model would suggest that there is likely a thermodynamic driving force for defects to flow from one phase to the other, possibly destabilizing the ZrO$_2$ phase and leading to its quick amorphization. Such a driving force would not exist in the nanocrystalline material. Further, it has been proposed that the behavior of He in oxide dispersion strengthened steels is dictated by a similar energy...
landscape, albeit one that also involves a trap state at the interface.[28] Thus, He implantation experiments might provide another avenue for validating the premises of the model presented here.

Certainly, these results have important consequences for the development of nanocomposites for radiation tolerance, as the defect distributions within the material can be controlled to a great degree simply by choosing the appropriate component phases. However, the impact of these results is much broader. Any application of nanocomposites in which defect transport or distributions are critical will be affected by the flow of defects between the component phases, as determined by the diffusivities of the defects, and the relative chemical potentials of the defects. Indeed, a similar model has been proposed for mechanical alloying in Cu–Al composites.[29] In addition, defect content and distributions are clearly important for the performance of fast ion conductors. Thus, there is great promise in engineering nanocomposites for such applications by optimizing the choice of the component phases.

To conclude, using a simple reaction–diffusion model, we have shown that the defect evolution in composites is very complex, depending critically on the composition of the composite. By varying the properties of one phase within the composite, the defect evolution within the other phase can be modified to a very high degree. This is true even in simple composites in which the interface has no special interaction with defects and merely acts as a transition point between two materials. These results suggest that the radiation damage of a composite material can be tailored by choosing the appropriate component materials. In particular, the radiation tolerance of a phase that has relatively poor radiation tolerance in single-phase form might be significantly enhanced by the appropriate selection of a second phase. As an approach to controlling radiation damage in complex materials, changing the component materials may be much more straightforward than engineering specific types of interfaces and, thus, these results have significant potential in leading to new radiation-tolerant composites.
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