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Abstract

Quantization is studied from a viewpoint of field extension. If the dynamical fields and their action have a periodicity, the space of wave functions should be algebraically extended à la Galois, so that it may be consistent with the periodicity. This was pointed out by Y. Nambu three decades ago.

Having chosen quantum mechanics (one dimensional field theory), this paper shows that a different Galois extension gives a different quantization scheme. A new scheme of quantization appears when the invariance under Galois group is imposed as a physical state condition. Then, the normalization condition appears as a sum over the product of more than three wave functions, each of which is given for a different root adjoined by the field extension.
1 Introduction

In a macroscopic world the dynamics is controlled by classical mechanics, while in a microscopic world, it is described by quantum mechanics. A classical particle becomes a wave in quantum mechanics. Waves propagating along different paths may interfere, resulting to be strengthened or weakened. The path integral quantization manifestly represents this wave interference [1]. A wave function $\psi(q,t)$ in quantum mechanics gives the “probability amplitude” of a particle located at position $q$ and time $t$. Then, the transition of a wave function $\psi(q_0,0)$ at time 0 to that $\psi(q,t)$ at time $t$ can be described by a transition amplitude $U(q,q_0;t,0)$,

$$\psi(q,t) = U(q,q_0;t,0)\psi(q_0,0),\quad (1)$$

where the transition amplitude is given in terms of the path integral [1],

$$U(q,q_0;t,0) = \int_{t'=0}^{t'} \mathcal{D}q(t')e^{i\hbar S}.\quad (2)$$

Here, $\hbar$ is the Planck constant divided by $2\pi$, and $S$ is the action of the system, given by

$$S = \int_0^t dt'L(q,\dot{q}) = \int_0^t dt' (p\dot{q} - H(q,p)) = \int_{q_0}^q pdq' - \int_0^t dt'H(q,p),\quad (3)$$

where $p = \partial L/\partial \dot{q}$ and $L$ is the Lagrangian and $H$ is the Hamiltonian of the system. The word of partition function $Z$ is usually used for the transition amplitude between the infinite time interval,

$$Z = \int_{t=-\infty}^{t=+\infty} \mathcal{D}q(t)e^{i\pi S},\quad (4)$$

but here we use the word also for the transition amplitude $U(q,q_0;t,0)$ for a finite time interval.

Path integral means the integration (sum) over all the possible paths connecting $q_0$ with $q$ during time interval $t$. Assume that only two paths, $P_1$ and $P_2$, are concerned, such as a beam starting from a source at $q_0$ is separated by two slits and ends at $q$ on the screen, then

$$U(q,q_0;t,0) = e^{i\pi S[P_1]} + e^{i\pi S[P_2]},\quad (5)$$

where $S[P_1]$ and $S[P_2]$ are obtained by Eq.(3) along the paths $P_1$ and $P_2$, respectively. This shows that $S/\hbar$ is the phase $\Phi$ of the wave, so that if the phase difference is $\Delta \Phi = 2\pi m$, two waves are strengthened, but if it is $\Delta \Phi = 2\pi (m + 1/2)$, these waves are weakened ($m =$integer); this is the interference of waves:

$$\Delta S = \hbar \Delta \Phi = \begin{cases} 2\pi \hbar m = \hbar m & \text{(strengthened),} \\ 2\pi \hbar (m + 1/2) = \hbar (m + 1/2) & \text{(weakened).} \end{cases}\quad (6)$$

Thus the quantization can be considered as the requirement of an “additive periodicity” with a unit of $\hbar$ (Planck constant) on the action $S$, namely

$$S + \hbar m = S \quad (m =$integer, “additive periodicity”). (7)
This “additive periodicity” in the power of the exponential implies the “multiplicative periodicity” in the base number of the exponential, that is

\[(e^{i2\pi})^m = 1 \quad (m = \text{integer}, \text{“multiplicative periodicity”}).\] (8)

At this point we may notice that the quantization procedure strongly depends on the periodicity of a circle. If another periodicity is adopted, we may arrive at the different quantization procedure. The periodicity controls the interference pattern, so that a different interference pattern may induce a different way of quantization.

Nambu afforded this viewpoint in 1987 [2]; he considered space, field and partition function as finite sets, $\mathbb{Z}_l, \mathbb{Z}_k$ and $\mathbb{Z}_h$, respectively, with $(l, k, h = \text{integers})$. The $\mathbb{Z}_m$ is a set of integers obtained by (mod $m$), $\mathbb{Z}_m = \{0, 1, 2, \cdots, m-1; (\text{mod } m)\}$, which means the “characteristic” is $m$, that is for $\forall a \in \mathbb{Z}_m, ma = 0 \pmod{m}$. Hence, $m$ is an additive periodicity. However, we have to exponentiate the space variables to obtain the field (this is a procedure to make a classical wave), and then exponentiate the action again to obtain the partition function (this second stage of exponentiation gives the quantization procedure).

Nambu concentrated on the first stage exponentiation to make classical waves, since his target was to find the Poincaré cycle (the recurrence time) [3] of the heat equation and the wave equation in classical mechanics.

When we describe a classical wave as a function of space-time variables, we need the exponentiation. Nambu considered this exponentiation as $(w_e)^t(z_p)^x$, where $(t, x)$ is time and space coordinates in $\mathbb{Z}_l$; $w_e$ and $z_p$ are elements in $\mathbb{Z}_k$ labeled by the indices $e$ and $p$, respectively. The variety of the choice $(e, p)$ gives the variety of angular frequency (energy $e$ in the particle picture) and wave vector (momentum $p$ in the particle picture) of the wave.

The “additive period” of the space $\mathbb{Z}_l$ is $l$, but the “multiplicative period” of the field in $\mathbb{Z}_k$ is not simple, but a more delicate, reflecting the integer property of $k$. To find this multiplicative period, Euler’s theorem is useful [4], [6], which states that if $a$ and $n$ are relatively prime, that is, the greatest common divisor (gcd) of $a$ and $n$ is 1, $\gcd(a, n) = 1$, then $a^{\varphi(n)} = 1 \pmod{n}$. Here $\varphi(n)$ is the Euler’s totient function. For $n = p_1^{a_1}p_2^{a_2}\cdots (p_i$ are prime numbers and $a_i$ are integers), we have

\[\varphi(n) = n \left(1 - \frac{1}{p_1}\right) \left(1 - \frac{1}{p_2}\right) \cdots.\] (9)

Now, we can easily find a multiplicative period for $\mathbb{Z}_k$. The multiplicatively closed set in $\mathbb{Z}_k$ is denoted by $\mathbb{Z}_k^\times$, and is constructed of all the elements relatively prime to $k$, so that the order (the number of elements) of $\mathbb{Z}_k^\times$ is $\varphi(k)$, and $\forall a \in \mathbb{Z}_k^\times$, the following multiplicative periodicity holds:

\[a^{\varphi(k)} = 1 \pmod{k}.\] (10)

If the proper matching between the multiplicative period for the field and the additive period in space-time fails, such as $\varphi(k) \neq l$, then we have to adjoin to $\mathbb{Z}_k$ the roots of the $l$-th algebraic equation with coefficients in $\mathbb{Z}_k$

\[f(X) = X^l - 1 = 0 \pmod{k}.\] (11)

The field so obtained was named $\mathbb{Z}_{k, l}$ by Nambu. If $k$ is prime, then $\mathbb{Z}_{k, l}$ becomes a field in mathematics. Accordingly, $\mathbb{Z}_{k, l}$ is the Galois extension of the field $\mathbb{Z}_k$, by adjoining the
roots of $f(X) = 0$ [5], [6]. Now the matching of the “multiplicative period” and the “additive period” $l$ is guaranteed by the nontrivial roots $\{\zeta_l, (\zeta_l)^2, \cdots, (\zeta_l)^{l-1}\}$, since $(\zeta_l)^l = 1$ holds for $\zeta_l = e^{2\pi i/l}$.

Another Galois extension is required, when we perform the second stage exponentiation to obtain the wave function from the classical action. Nambu said this part is the most radical one, and gave a rough sketch, but had not fully analyzed it.

Accordingly, the purpose of this paper is to pursue this “second step exponentiation”, or the “quantization”, being required to derive quantum wave function from classical action. As a result, a different quantization scheme appears from a different Galois extension.

In the next section, classical mechanics on discrete fields is examined. In Sec. 3, its path integral quantization is studied. Transformation of wave function by Galois group is examined in Sec. 4. Some examples are given in Sec. 5. The final section is devoted to conclusion and discussion.

### 2 Classical mechanics of discrete fields with discrete time steps

The purpose of this paper is to study the quantization procedure of a model in which field variables take discrete values on a discrete parameter space (discrete time). We begin with the classical mechanics, before examining the quantization in the subsequent sections.

Let us define three kinds of space; the (parameter) space $\mathcal{M}$, the space of field variables $\mathcal{F}$, and the space of wave functions (or partition functions) $\mathcal{Z}$. (Note that Nambu’s original choice is $\mathcal{M} = \mathbb{Z}_l$, $\mathcal{F} = \mathbb{Z}_k$, and $\mathcal{Z} = \mathbb{Z}_h$.)

We are going to study a simple quantum mechanics in which the parameter space is one dimensional space of time $t$; this space is $\mathcal{M} = \mathbb{Z}$ to which $t$ belongs. The field variable is a generalized coordinate $q(t)$, and is assumed to belong to a finite space; our choice of this space is $\mathcal{F} = \mathbb{Z}_n = \mathbb{Z}/n\mathbb{Z} \ni q$ ($n$ = integer) to which one component field $q$ belongs. These $\mathcal{M}$ and $\mathcal{F}$ are enough to discuss the classical motion or the classical path. However, when we consider the quantum mechanics, partition functions or wave functions are inevitable, and we have to know what the space $\mathcal{Z}$ be; it will be discussed in the subsequent sections in relation to what kind of Galois extension is appropriate for $\mathcal{Z}$. We consider $\mathcal{Z}$ before Galois extension be any field $K$. In the examples, however, the quotient number field $\mathbb{Q}$ is taken, since no multiplicative periodicity exists in $\mathbb{Q}$ while the space of the classical fields $\mathcal{F}$ has an additive period of $n$, giving a manifest discrepancy between periods.

The Lagrangian $L(t)$ is defined by

$$L(t) = \{q(t) - q(t-1)\}^2 - V(q(t)), \quad (12)$$

with a potential $V(q) = a_0 + a_1 q + a_2 q^2 + \cdots \in \mathcal{F}[q]$; $\mathcal{F}[q]$ is a standard notation of polynomial of $q$ with coefficients in $\mathcal{F}$. The coefficients are chosen in $\mathcal{F} = \mathbb{Z}_n$, so that rational numbers such as $1/2, 1/3, \text{etc.}$ do not appear, unless $n$ = prime. We keep $n$ be any integer, but sometimes feel it more convenient to take $n$ be prime number.

The action $S$ between $t = 0$ and $t (t > 0)$ is defined by

$$S(t, 0) = L(1) + \cdots + L(t) = \sum_{i=1}^{t} L(t). \quad (13)$$
Following Euler [7], the variational principle states that the action is invariant if \( q \) is changed “infinitesimally” at any single point \( i \) \((0 < i < t)\) from \( q(t) \) to \( q'(t) \):

\[
0 = \delta S \equiv S'(t, 0) - S(t, 0) = -\{q'(i) - q(i)\} \times \{2(q(i + 1) - q(i) - q'(i) + q(i - 1)) + a_1 + a_2(q(i) + q'(i)) + a_3(q(i)^2 + q(i)q'(i) + q'(i)^2) + a_4(q(i)^3 + q(i)^2q'(i) + q(i)q'(i)^2 + q'(i)^3) + \cdots \}. \tag{14}
\]

We have assumed that \( q \) belongs to \( \mathcal{F} = \mathbb{Z}_n \), so that the minimum variation of \( q \) is \( \pm 1 \). When we apply the variational principle, we have to take the limit of \( q' \rightarrow q \). We consider here the following “limit” as the infinitesimal variation:

\[
0 = \lim_{q' \rightarrow q} \frac{\delta S}{\delta q(t)} = \lim_{q' \rightarrow q} \left[ \frac{S'(t, 0) - S(t, 0)}{q'(i) - q(i)} \right], \tag{15}
\]

then the following equation appears for any \( i \) \((0 < i < t)\):

\[
2 \ddot{q}(i) = -\frac{\partial V}{\partial q}(i), \tag{16}
\]

where the discrete version of derivatives are defined by

\[
\dot{q}(i) \equiv q(i + 1) - 2q(i) + q(i - 1), \tag{17}
\]

\[
\frac{\partial V}{\partial q} \equiv a_1 + 2a_2q + 3a_3q^2 + 4a_4q^3 + \cdots. \tag{18}
\]

In this way, the Newton-Euler-Lagrange equation of motion is “derived”, which is considered to give the classical motion of a particle under the influence of the potential \( V(q) \).

Next we examine the conservation of energy. It is natural to define the energy \( E \) by

\[
E(t) \equiv \{q(t) - q(t - 1)\}^2 + V(q(t)). \tag{19}
\]

Then, the temporal change of energy, \( E(t + 1) - E(t) \), can be estimated as follows:

\[
E(t + 1) - E(t) = \{q(t + 1) - q(t - 1)\} \times \{q(t + 1) - 2q(t) + q(t - 1)\} + \{q(t + 1) - q(t)\} \times \{a_1 + a_2(q(t) + q(t + 1)) + a_3(q(t)^2 + q(t)q(t + 1) + q(t + 1)^2) + a_4(q(t)^3 + q(t)^2q(t + 1) + q(t)q(t + 1)^2 + q(t + 1)^3) + \cdots \}. \tag{20}
\]

By comparison of Eq.\,\,(14) and Eq.\,\,(20), we can find a delicate difference in the right hand sides; the role of \( q'(t) \) in Eq.\,\,(14) is played by \( q(t + 1) \) in Eq.\,\,(20).

This means that if the time development is not rapid, and \( q(t + 1) \approx q(t) \), then Newton-Euler-Lagrange equation determines the conservation of energy, that is, the conservation of energy holds even in this discrete case,

\[
\partial_t E(t) = \{q(t + 1) - q(t)\} \times \left\{ 2\dot{q}(t) + \frac{\partial V(q)}{\partial q}(t) \right\} = 0. \tag{21}
\]

In general, the equation of motion and the conservation of energy differs delicately.

Hamilton’s equation of motion can also be written as

\[
4\dot{q}(t) = \frac{\partial H(q, p)}{\partial p}(t), \tag{22}
\]

\[
\dot{p}(t) = -\frac{\partial H(q, p)}{\partial q}(t), \tag{23}
\]
where the momentum is defined by \( p(t) = 2(q(t + 1) - q(t)) \) and is an even integer, so that the Hamiltonian is given by \( H(q, p) = \frac{1}{2}p^2 + V(q) \).

Consider \( E \) be constant, then the energy conservation implies
\[
p(t)^2 = 4 \left[ E - V(q(t)) \right].
\]
(24)

If \( q(t) \) belongs to \( \mathbb{Z}_n \), then the momentum \( p(t) = 2(q(t + 1) - q(t)) \) also belongs to \( \mathbb{Z}_n \). So do the parameters of the potential \( a_0, a_1, \cdots \). Therefore, the classical trajectory depicts a discrete curve \( (E) \) as a set of the points \( \{(q(t), p(t)) \in (\mathbb{Z}_n, \mathbb{Z}_n) \mid t = 0, 1, 2, \cdots \} \). The curve \( (E) \) so obtained looks like an elliptic curve \[\mathbb{E} \):
\[
y^2 = 4E - 4 \left( a_0 + a_1x + a_2x^2 + a_3x^3 + a_4x^4 + \cdots \right),
\]
(25)
if the phase space \((q, p)\) is denoted by \((x, y)\). See Sec. 6 for a further discussion on the classical trajectories.

3 Path integral formulation of quantum mechanics

In order to construct the path integral formulation of quantum mechanics for the model given in the last section, the factor \( e^{i/\hbar} \) appeared in the usual path integral should be replaced by an element in \( \mathcal{Z} \). Choosing a proper element \( g \) in \( \mathcal{Z} \), we will perform the following replacement:
\[
e^{\frac{i}{\hbar} S(t,0)} \rightarrow g^{S(t,0)}.
\]
(26)
There is a variety in the choice of \( g \), corresponding to the variety of waves, or that of interference pattern of waves; the choice of \( g \) is by no means unique, that will be discussed in the next section.

Then, the path integral expression of the wave function for our model reads
\[
\psi(q, t) = \sum_{\text{path}P(q_0 \rightarrow q)} g^{S(t,0;P)} \psi(q_0, 0) = \sum_{q(1)} \cdots \sum_{q(t-1)} g^{L(1) + \cdots + L(t)} \psi(q_0, 0),
\]
(27)
where \( q(1), \cdots , q(t - 1) \) in the sum run over all the elements in \( \mathcal{F} = \mathbb{Z}_n \), which generates the sum over all the paths \( P(q_0 \rightarrow q) \), connecting two fixed end points \( q_0 \) and \( q \) and passing through intermediate points \( \{q(1), \cdots , q(t - 1)\} \). Here \( S(t,0;P) \) is the action for a given path \( P \)

Then, we have
\[
\psi(q, t + 1) = \sum_{q'} g^{L(q)} \psi(q', t) = \sum_{q'} g^{(q-q')^2 - V(q)} \psi(q', t) = g^{-V(q)} \sum_{\xi} g^{\xi^2} \psi(q - \xi, t).
\]
(28)
Here, \( \xi = q - q' \), and the sum over \( q' \) becomes the sum over \( \xi \) in the space \( \mathbb{Z}_n \).

As for \( \psi(q, t - 1) \), it is obtained by replacing \( g \rightarrow g^{-1} \) in \( \psi(q, t + 1) \), namely
\[
\psi(q, t - 1) = \sum_{q'} g^{-L(q)} \psi(q', t) = \sum_{q'} (g^{-1})^{(q-q')^2 - V(q)} \psi(q', t) = g^{V(q)} \sum_{\xi} (g^{-1})^{\xi^2} \psi(q - \xi, t).
\]
(29)

\[\text{We have not introduced a factor } 1/A \text{ in defining the sum over } q. \text{ Therefore the definition of wave function differs from that of Feynman} \]
Thus, we obtain the temporal development in our model:
\[
\frac{1}{2} \{ \psi(q, t + 1) - \psi(q, t - 1) \} = \frac{1}{2} \sum_{\xi} \left\{ g^{\xi^2 - V(q)} - (g^{-1})^{\xi^2 - V(q)} \right\} \psi(q - \xi, t).
\]  
(30)

The left hand side is the time derivative in discrete case \( \partial_t \psi(t, q) \equiv \frac{1}{2} \{ \psi(t + 1, q) - \psi(t - 1, q) \} \), so that the temporal development of our system is described by
\[
\partial_t \psi(t, q) = \hat{H} \psi(q, t),
\]  
(31)

where the Hamiltonian operator \( \hat{H} \) is defined by
\[
\hat{H} \psi(q, t) = \frac{1}{2} \sum_{\xi} \left\{ g^{\xi^2 - V(q)} - (g^{-1})^{\xi^2 - V(q)} \right\} \psi(q - \xi, t).
\]  
(32)

To obtain a Shrödinger like equation, Taylor series expansion in a finite variable \( \xi \) in \( F = \mathbb{Z}_n \) is necessary:
\[
\psi(q - \xi) = \psi(q) - \xi \partial_q \psi(q) + \frac{1}{2} \xi^2 \partial_q^2 \psi(q) + \cdots,
\]  
(33)

where the discrete derivatives are given in Eq. (18).

Let us introduce the following sums:\(^2\)
\[
A_0(g) = \sum_{\xi} g^{\xi^2}, \quad A_1(g) = \sum_{\xi} g^{\xi^2} \xi = 0, \quad A_2(g) = \sum_{\xi} g^{\xi^2} \xi^2, \quad A_3(g) = \sum_{\xi} g^{\xi^2} \xi^3 = 0, \cdots.
\]  
(34)

Then, we obtain the following Shrödinger like equation,
\[
\partial_t \psi(q, t) = \left[ V_Q(q) + \frac{1}{2m_Q(q)} \partial_q^2 + \cdots \right] \psi(q, t),
\]  
(35)

where the “quantum” potential \( V_Q(q) \) and the “quantum mass” \( m_Q(q) \) are defined by
\[
V_Q(q) \equiv \frac{1}{2} \left( A_0(g) g^{-V(q)} - A_0(g^{-1}) g^{V(q)} \right),
\]  
(36)
\[
\frac{1}{m_Q(q)} \equiv \frac{1}{2} \left( A_2(g) g^{-V(q)} - A_2(g^{-1}) g^{V(q)} \right).
\]  
(37)

It is noted that the “quantum potential and mass” are not equal to the classical ones, but they depend on \( g \) as well as on \( q \). In the above Schrödinger like equation, a familiar \( i \) does not appear, since whether \( i \) is included in \( \mathbb{Z} \) or not depends on the choice of \( g \).

\(^2\)If we expand as \( \psi(q + \xi) = \sum_{m,n} a_m \xi^n \psi(q) \), then the definition of discrete derivatives in (18) determines \( a_m = \frac{1}{m!} \partial_q^m \psi(q) \). This is, however, too naive. In reality we have to consider the \( \mathbb{Z}_n \) property of \( q \), by taking into account a number theoretical refinement. Without such refinement, the Taylor expansion may not work, unless \( n = \infty \).

\(^3\)These sums, \( \{A_0(g), A_2(g), \cdots \} \), have surely important meanings in number theory. For example, when \( m = n = \text{prime} \), \( A_0(g) \) is the famous “Gauss sum” \( G(k, n) \), relevant to the quadratic quotient problem of integer.\(^3\)

\( A(e^{2\pi i k/n}) = G(k, n) \equiv \sum_{\xi=1}^{n} e^{2\pi i \xi^2} \) which takes 0 for \( n = 2 \), \( (\frac{4}{n}) \sqrt{n} \) for \( n \equiv 1 \mod 4 \), and \( i \left( \frac{n}{k} \right) \sqrt{n} \) for \( n \equiv 3 \mod 4 \). Here \( \left( \frac{a}{b} \right) \) is the Legendre symbol. It is 0 for \( k = 0 \), but it takes 1 for \( k = a^2 \mod m \), and -1 for \( k \neq a^2 \mod m \) with an integer \( a \). See Sec.6.
A stationary state, with an energy eigen-function \( \psi_E(q, t) \) and an energy eigen-value \( E \), can be determined by
\[
\hat{H}\psi_E(q, t) = \frac{1}{2} \sum_\xi \left\{ g^{e^2-V(q)} - (g^{-1})^{e^2-V(q)} \right\} \psi_E(q - \xi, t) = E\psi_E(q, t).
\]

It is important to note that the wave equation depends on the choice of \( g \) in \( \mathbb{Z} \) to which the partition function and the wave function belong. This choice determines the quantization scheme, which depends on what kind of wave picture is considered in the quantum mechanics. The choice of \( g \) is related to the additive periodicity in the field space \( F \). This point will be discussed in the next section.

### 4 Transformation of wave function by Galois group

As was stated in the introduction, we are going to consider the space \( \mathbb{Z} \) of wave functions and partition functions be a finite Galois extension of a field \( K \), by adjoining all the roots \( \{\alpha_1, \alpha_2, \cdots, \alpha_m\} \) of \( f(X) = 0 \) to \( K \); \( f(X) \) is a polynomial of the order \( m \) having coefficients in \( K \), that is, \( f(X) \in K[X] \).

The \( \mathbb{Z} \) is called a splitting field of a polynomial \( f(X) \), and is expressed as \( \mathbb{Z} = K[X]/(f(X)) \); \( (f(X)) \) is a prime ideal of \( K[X] \) defined by modulo \( f(X) \). The field \( K \) can be either \( \mathbb{Z}_p \) (\( p \) is a prime number) or the set of rational numbers \( \mathbb{Q} \). If we assume that the degree of the Galois extension, \( [\mathbb{Z} : K] \), is finite \( D \), then the order (the number of elements) of the corresponding Galois group \( G \) is equal to \( D \):

\[
G = \text{Aut}_K\mathbb{Z} = \text{Gal}(\mathbb{Z}/K), \quad |G| = D,
\]

where \( \text{Aut}_K\mathbb{Z} \) is a set of all the automorphisms of \( \mathbb{Z} \), by keeping the elements in \( K \) invariant.

In the following, we add a suffix \( g \) to the symbol of wave function like \( \psi_g(q, t) \) to specify the basis \( g \) of powers explicitly, and write it as follows:
\[
\psi_g(q, t) = \sum_{\text{path}P(q_0 \to q)} g^{S(t,0;P)}\psi_g(q_0, 0).
\]

The field \( K \) is extended to the field \( \mathbb{Z} \), by adjoining all the roots \( \{\alpha_1, \cdots, \alpha_m\} \) of the algebraic equation \( f(X) = 0 \), so that the following elementary symmetric polynomials defined by the wave functions are invariant under any operation in \( G \):

\[
G - \text{invariants} = \begin{cases}
S_1(q, t) = \sum_{i=1}^m \psi_{\alpha_i}(q, t), \\
S_2(q, t) = \sum_{1 \leq i < j \leq m} \psi_{\alpha_i}(q, t)\psi_{\alpha_j}(q, t), \\
S_3(q, t) = \sum_{1 \leq i < j < k \leq m} \psi_{\alpha_i}(q, t)\psi_{\alpha_j}(q, t)\psi_{\alpha_k}(q, t), \\
\cdots \\
S_m(q, t) = \psi_{\alpha_1}(q, t)\psi_{\alpha_2}(q, t)\cdots\psi_{\alpha_m}(q, t).
\end{cases}
\]

This is easily understood, since any element in \( G = \{\sigma_1, \sigma_2, \cdots, \sigma_D\} \) executes a permutation of the roots:

\[
\sigma_i(\alpha_j) = \alpha_{\sigma(i)}, \quad \text{and}
\]

\[
\sigma_i = \begin{pmatrix}
1, & 2, & \cdots, & m \\
\sigma_i(1), & \sigma_i(2), & \cdots, & \sigma_i(m)
\end{pmatrix}.
\]
The time evolution discussed in the last section shows that the time reversal transformation $T$ induces $g \to g^{-1}$, namely

$$\psi_g(q, t)^T = \psi_g(q, -t) = \psi_{g^{-1}}(q, t). \quad (44)$$

Now let the $G$-invariant wave functions be physically acceptable, and examine these $G$-invariant wave functions, especially $S_m(q, t)$. To do this, introduce the elementary symmetric polynomials for the roots:

$$s_1 = \sum \alpha_i, \quad s_2 = \sum_{i<j} \alpha_i \alpha_j, \quad s_3 = \sum_{i<j<k} \alpha_i \alpha_j \alpha_k, \quad \ldots \ldots, \quad s_m = \alpha_1 \alpha_2 \cdots \alpha_m. \quad (45)$$

Then, by using $\psi_g(q, t + 1) = g^{-V(q)}\psi_g(q, t)$, we have

$$S_m(q, t + 1) = (s_m)^{-V(q)}S_m(q, t). \quad (46)$$

Now we can understand that if $s_m = \alpha_1 \alpha_2 \cdots \alpha_m = 1$ holds, then the $q$ dependence in the coefficient disappears, and we have a time independent product.

$$\sum_q \psi_{a_1}(q, t + 1)\psi_{a_2}(q, t + 1) \cdots \psi_{a_m}(q, t + 1) = \sum_q \psi_{a_1}(q, t)\psi_{a_2}(q, t) \cdots \psi_{a_m}(q, t). \quad (47)$$

Therefore, we can construct a quantum mechanics, based on the following normalization condition:

$$\sum_q \psi_{a_1}(q, t)\psi_{a_2}(q, t) \cdots \psi_{a_m}(q, t) = 1 \text{ (or 0)}, \quad (48)$$

which means the normalization to 1 is possible unless the sum is zero.

This normalization condition opens a new possibility in quantum mechanics, if more than three roots have to be adjoined in the process of quantization.

The normalization condition is related to the concept of the existence probability. In the usual case $\int dq \psi(q, t)\psi(q, t)^\dagger = 1$ indicates that the wave function describes the one particle having the existing probability one. However, in our new normalization condition for $m \geq 3$, $m$ particles form something like a “bound state” and the probability of its “bound state” is normalized.

Accordingly, it is convenient to consider the wave function be a set of $m$ component ones, namely, $\Psi(q, t) = (\psi_{a_1}(q, t), \psi_{a_2}(q, t), \cdots, \psi_{a_m}(q, t))$. The normalization condition can be written in the Dirac way, as

$$\langle 0 | \cdot | \psi \rangle_{a_1} | \psi \rangle_{a_2} \cdots | \psi \rangle_{a_m} = 1 \text{ (or 0)}, \quad (49)$$

where $|0\rangle$ denotes the vacuum. If the time reversal is applied for the first component, we have

$$\alpha_1^{-1} \langle \psi | \cdot | \psi \rangle_{a_2} | \psi \rangle_{a_3} \cdots | \psi \rangle_{a_m} = 1 \text{ (or 0)}, \quad (50)$$

since the time reversal changes an incoming state to an outgoing state, that is, $|\psi\rangle_T = g^{-1} \langle \psi |$.

The energy eigen-value $E$ of $\Psi$, describing a “bound state”, is the sum of energies of the constituent particles,

$$\hat{H} \Psi(q, t) = E \Psi(q, t) \text{ with } E = E_1 + E_2 + \cdots + E_m. \quad (51)$$
where $E$ is invariant under the Galois group $G = Gal(\mathbb{Z}/K)$.

Thus, we can find that the quantum mechanics can be constructed so that the energy, the wave function, and the normalization condition are all invariant under the Galois group $G$. Physical states can be expressed in terms of Galois invariants, that is, the Galois invariance be the physical state condition.

Now, it is time to discuss what a polynomial $f[X]$ should be taken. The purpose of adjoining roots $\{\alpha_1, \alpha_2, \cdots, \alpha_m\}$ of $f[X] = 0$ is to guarantee the “multiplicative periodicity” for the wave function $\psi$ so that it may be consistent with the “additive periodicity” for the field $q$. The wave function $\psi$ belongs to $\mathbb{Z} = K(\alpha_1, \alpha_2, \cdots, \alpha_m)$, while the field $q$ belongs to $\mathcal{F} = \mathbb{Z}_n$. (See the introduction for the statement by Nambu [2].)

First, let us remind of an ambiguity of the wave function in quantum mechanics. In the usual case, a phase factor $e^{i\theta}$ of the wave function is ambiguous and cannot be fixed, and hence two wave functions having different phase factors are equivalent.

Our case is a little different from the usual one. However, from Eqs. (27) and (32), we can understand the following: The Lagrangian $L$ belongs to $\mathcal{F} = \mathbb{Z}_n$, and is identified by modulus $n$. The wave function should be also identified by modulus $n$ in the Lagrangian. Thus, the wave functions should fulfill the following “multiplicative periodicity”, including the $\pm$ ambiguity in the wave functions:

$$g^n = g^{-n} = \pm 1.$$  \hspace{1cm} (52)

In our case $g$ and $g^{-1}$ appear as a combination of $g^L - (g^{-1})^L$, so that the ambiguity should be the same for both $g$ and its inverse $g^{-1}$, which yields $\pm 1$.

Then, both a wave function $\psi$ and its time derivative $\dot{\psi}$ become equivalent to themselves under the additive periodicity of the field or the Lagrangian. If the field $K$ satisfies this condition, then we can choose such $g$ from $K$. However, if there is no such $g$ in $K$, an example for this is $K = \mathbb{Q}$, we have to introduce $g$ into $K$ as a root of the algebraic equation $f[X] = X^m \pm 1 = 0$, where $m$ is a divisor of $n$. This is the reason why Galois extension is required.

In order to have a proper normalization condition, the roots should satisfy $\alpha_1 \cdots \alpha_m = 1$. This requires the algebraic equation is

$$X^m = \begin{cases} -1 \ (\text{for } m = \text{even}) \\ +1 \ (\text{for } m = \text{odd}) \end{cases}$$ \hspace{1cm} (53)

and the periodicity of the wave function becomes

$$\psi(q + m, t) = \begin{cases} -\psi(q, t) \ (\text{anti-periodic for } m = \text{even}) \\ +\psi(q, t) \ (\text{periodic for } m = \text{odd}) \end{cases}.$$ \hspace{1cm} (54)

5 Some Examples

We consider a number of simple examples with small $n$, where $n$ is the modulus of the field space $\mathcal{F} = \mathbb{Z}_n$, and find explicitly eigen-values and eigen-functions in these cases. The algebraic equation we examine is $f[X] = X^m \pm 1$. We use a index $i = 1 - m$ to label the wave functions for different roots $\{\alpha_1, \alpha_2, \cdots, \alpha_m\}$, while use a index $(j) = (1) - (n)$ to label the different eigen-modes $(j) = (1) - (n)$ for a root, then the wave function becomes a $m \times n$ matrix; $(\psi_{i,(j)})$ with $i = 1 - m, \ j = 1 - n$. 
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\( \bullet \) (Example 1): \( n = m = 2, \quad f_1(X) = X^2 + 1, \quad Z = \mathbb{Q}[i], \) and \( V(q) = q^2. \)

The two roots are \( \alpha_1 = i \) and \( \alpha_2 = -i. \) These roots are related by the complex conjugation. In such a case, since \((\hat{H}_g)^\dagger = \hat{H}_g^\dagger,\) we have \( E_g^\dagger = (E_g)^\dagger \) and \( \psi_g^\dagger = (\psi_g)^\dagger. \) In the following, the \( g \)-dependence of the wave function is given as a column vector, \( \psi = (\psi(q = 1), \psi(q = 2), \ldots, \psi(q = n))^T. \) Remember that the wave function is anti-periodic in this case, \( \psi(q + 2) = -\psi(q). \)

1) For \( g = \alpha_1 = i, \) we have
\[
(E_1, \psi_1(q)) = \begin{cases}
  \{E_{1,1} = 0, \; \psi_{1,1}(1) \propto (0, 1)^T\} \\
  \{E_{1,2} = -i, \; \psi_{1,2}(2) \propto (-1, 1)^T\}
\end{cases}.
\]

2) For \( g = \alpha_2 = -i, \) we have
\[
(E_2, \psi_2(q)) = \begin{cases}
  \{E_{2,1} = 0, \; \psi_{2,1}(1) \propto (0, 1)^T\} \\
  \{E_{2,2} = i, \; \psi_{2,2}(2) \propto (-1, 1)^T\}
\end{cases}.
\]

The total energy is \( E = E_1 + E_2, \) so that \( E = \{0, i, -i\}. \)

The normalization condition of the wave function becomes as usual:
\[
\sum_q \psi_1(q, t)(a)\psi_2(q, t)(b) = \sum_q \psi_1(q, t)^\dagger(a)\psi_1(q, t)(a) = 1 \text{ (or 0)},
\]
where \((a)\) and \((b)\) label the eigen-modes.

\( \bullet \) (Example 2): \( n = m = 3, \quad f_2(X) = X^3 - 1, \quad Z = \mathbb{Q}[i, \sqrt{3}], \) and \( V(q) = q^2. \)

Three roots of \( f_2(X) = 0 \) are \( \alpha_1 = 1, \alpha_2 = \omega, \alpha_3 = \omega^2, \) where \( \omega = e^{2\pi i/3}. \) Remember that the wave function is periodic in this case, \( \psi(q + 3) = +\psi(q). \)

The eigen-values and eigen-functions are obtained as follows:

1) For \( g = \alpha_1 = 1, \) the Hamiltonian is zero matrix, and
\[
(E_1, \psi_1(q)) = \{E_{1,1} = 0, \; \psi_{1,1}(1) \propto (a, b, c)^T\},
\]
where \((a), (b), (c)\) are any constants.

2) For \( g = \alpha_2 = \omega, \) we obtain
\[
(E_2, \psi_2(q)) = \begin{cases}
  \{E_{2,1} = 0, \; \psi_{2,1}(1) \propto (0, 0, 1)^T\} \\
  \{E_{2,2} = -\frac{\sqrt{3}}{2}i, \; \psi_{2,2}(2) \propto (1, 0, 1)^T\} \\
  \{E_{2,3} = -\frac{\sqrt{3}}{2}i, \; \psi_{2,3}(3) \propto (0, 1, -1)^T\}
\end{cases}.
\]

3) For \( g = \alpha_3 = \omega^2 = \omega^{-1}, \) its Hamiltonian is the complex conjugate of that for \( g = \omega, \) so that eigen-values and eigen-functions are the complex conjugates of those for \( g = \omega, \) giving
\[
(E_3, \psi_3(q)) = \begin{cases}
  \{E_{3,1} = 0, \; \psi_{3,1}(1) \propto (0, 0, 1)^T\} \\
  \{E_{3,2} = +\frac{\sqrt{3}}{2}i, \; \psi_{3,2}(2) \propto (1, 0, 1)^T\} \\
  \{E_{3,3} = +\frac{\sqrt{3}}{2}i, \; \psi_{3,3}(3) \propto (0, 1, -1)^T\}
\end{cases}.
\]

In this case of \( n = m = 3, \) the total energy takes values \( E = \{0, \frac{\sqrt{3}}{2}i, -\frac{\sqrt{3}}{2}i\}. \)
In these examples, the space of wave functions is a little large consistent with the "additive periodicity" of the order three for the field space and the wave function have the "multiplicative periodicity" of the order three, which is of three wave functions, each of which is associated with the three roots $a, b, c$ by choosing $\lambda = \frac{1}{2}$.

Therefore, such approximation can be accepted in our model defined on a discrete lattice.

And we can find eigen-values and eigen-functions of the Hamiltonian for a given $V(q) = q^2$, we have

$$L_{q,q'} = \begin{pmatrix} -1 & 0 & 3 & 2 & 3 & 0 \\ 3 & 2 & 3 & 0 & -1 & 0 \\ 1 & -2 & 3 & -2 & 1 & 0 \\ -1 & 0 & 3 & 2 & 3 & 0 \\ 3 & 2 & 3 & 0 & -1 & 0 \\ 1 & -2 & 3 & -2 & 1 & 0 \end{pmatrix}$$  \hspace{1cm} (62)

Then, the $(q, q')$ component of the Hamiltonian becomes $\hat{H}_{q,q'} = \frac{1}{2} (g^{L_{q,q'}} - (g^{-1})^{L_{q,q'}})$, and we can find eigen-values and eigen-functions of the Hamiltonian for a given $g$.

- Example 3: $m = 2, n = 6$ with $V(q) = q^2$,
  1) For $g = \alpha_1 = i$, we have

$$\left(E_1, \psi_1(q)\right) = \begin{cases} (E_{1,(1)} = 0, \psi_{1,(1)} \propto (0, 0, 0, 0, 0, 1)^T) \\ (E_{1,(2)} = 0, \psi_{1,(2)} \propto (0, 1, 0, 0, 0, 0)^T) \\ (E_{1,(3)} = 0, \psi_{1,(3)} \propto (0, 0, 0, 1, 0, 0)^T) \\ (E_{1,(4)} = 0, \psi_{1,(4)} \propto (-1, 0, 0, 0, 1, 0)^T) \\ (E_{1,(5)} = \frac{-\sqrt{7} - 3i}{2}, \psi_{1,(5)} \propto \left( \frac{1 + \sqrt{7}}{4}, \frac{1 + \sqrt{7}}{4}, 1, \frac{1 + \sqrt{7}}{4}, \frac{1 + \sqrt{7}}{4}, 1 \right)^T) \\ (E_{1,(6)} = \frac{\sqrt{7} - 3i}{2}, \psi_{1,(6)} \propto \left( \frac{1 - \sqrt{7}}{4}, \frac{1 - \sqrt{7}}{4}, 1, \frac{1 - \sqrt{7}}{4}, \frac{1 - \sqrt{7}}{4}, 1 \right)^T) \end{cases}$$  \hspace{1cm} (63)

2) For $g = \alpha_2 = -i$, the eigen-values and eigen-functions are the complex conjugate of those for $g = i$. Therefore, $E_{2,(5)} = \frac{-\sqrt{7} + 3i}{2}$ and $E_{2,(6)} = \frac{\sqrt{7} + 3i}{2}$.

The reason why $\sqrt{7}$ appears in the eigen-values and the eigen-functions is that the algebraic equation $h(\lambda) = 0$ which determines the eigen-values is,

$$h(\lambda) = \lambda^4 (\lambda^2 + 3\lambda + 4),$$  \hspace{1cm} (64)

where $E = i\lambda$. To realize the stationary states rigorously with non-zero energy we have to adjoin the root $\sqrt{7}$. However, without adjoining $\sqrt{7}$, the approximate eigen-modes can exist, by choosing $\sqrt{7} \approx \frac{8}{3}$. The error is only one per cent, since $\sqrt{7} \approx 2.645 \ldots$ and $\frac{8}{3} = 2.666 \ldots$ Therefore, such approximation can be accepted in our model defined on a discrete lattice.

The total energy takes seven values $E = \{0, \pm \sqrt{7}, \pm \frac{\sqrt{7} + 3i}{2}, \pm \frac{\sqrt{7} - 3i}{2}\}$. 
The normalization condition is as usual and is the same to (Example 1).

- (Example 4): $m = 3, n = 6$ with $V(q) = q^2$.
  1) For $g = \alpha_1 = 1$, the Hamiltonian is a zero matrix, and

$$ (E_1, \psi_1(q)) = \left( E_{1,(1)-(6)} = 0, \psi_1 \propto (a_1, \cdots, a_6)^T \right), $$

where $a_i$ ($i = 1 - 6$) are any constants.

2) For $g = \alpha_2 = \omega$, we obtain

$$ (E_2, \psi_2(q)) = \begin{cases} 
(E_{2,(1)} = 0, \psi_{2,(1)} \propto (0, 0, 0, 0, 0, 1)^T), \\
(E_{2,(2)} = 0, \psi_{2,(2)} \propto (0, 0, 1, 0, 0, 0)^T), \\
(E_{2,(3)} = 0, \psi_{2,(3)} \propto (-1, 0, 0, 1, 0, 0)^T), \quad \text{(65)} \\
(E_{2,(4)} = 0, \psi_{2,(4)} \propto (0, -1, 0, 0, 1, 0)^T), \\
(E_{2,(5)} = -2\sqrt{3}i, \psi_{2,(5)} \propto (-1, 0, 1, -1, 0, 1)^T), \\
(E_{2,(6)} = -2\sqrt{3}i, \psi_{2,(6)} \propto (-1, 1, 0, -1, 1, 0)^T) \end{cases} $$

3) For $g = \alpha_3 = \omega^2 = \omega^{-1}$, its Hamiltonian is the complex conjugate of that for $g = \omega$, so that eigen-values and eigen-functions are the complex conjugates of those for $g = \omega$. In the present case, $E_{3,(1)-(4)} = 0$, and non-vanishing eigen-values are $E_{3,(5)} = +2\sqrt{3}i$, and eigen-functions are the same as for $g = \omega$.

The total energy takes three values $E = \{0, \pm 2\sqrt{3}i\}$.

The normalization condition is the same as in (Example 2):

$$ \sum_q \psi_1(q, t)_{(a)} \psi_2(q, t)_{(b)} \psi_3(q, t)_{(c)} = 1 \quad (\text{or } 0), $$

where $(a, b, c)$ takes one of six eigen-states $(1)-(6)$.

We can examine the model in a naive way, by finding explicitly the eigen-values and eigen-functions for a given $m, n$ and $V(q)$. However, the more systematic analysis may exist, by using, for example, the expansion in terms of Fourier modes on the discrete space. See Sec. 6 for a further discussion. When $(m, n)$ are any integers, satisfying $m$ is a divisor of $n$, or replacing $\mathbb{Q}$ by a finite group $\mathbb{Z}_p$ and other finite Galois fields, the deeper and more delicate understanding of number theory will be required.

### 6 Conclusion and discussions

#### 6.1 Conclusion

This paper considers how the space of wave functions is extended in the procedure of quantization, so that it may be consistent with the additive periodicity in the field space. If the field space is $\mathcal{F} = \mathbb{Z}_n$, and the space of the wave function is $\mathbb{Q}$, the algebraic equation $f[X] = X^m + 1 = 0$ ($m$ a divisor of $n$, and $+1 = +1$ for $m$ =even and $+1 = -1$ for $m$ =odd.) should be solved, and the roots $\{\alpha_1, \alpha_2, \cdots, \alpha_m\}$ should be adjoined to $\mathbb{Q}$, forming the space of the wave functions be $\mathcal{Z} = \mathbb{Q}(\alpha_1, \alpha_2, \cdots, \alpha_m)$. The wave function is defined in terms of path integral for each root. When the quantum theory should be invariant under the Galois
group \( G = Aut_{\mathbb{Q}}(\mathbb{Z}) \), the \( G \)-invariant combination of wave functions becomes physically acceptable. Among them the sum over \( q \) of the product of \( m \) wave functions, each of which is defined for each root, is temporally invariant, and hence it can be used for the normalization condition. The cases with \( m \geq 3 \) give new normalization conditions. Some simple examples are discussed for \((m,n) = (2,2), (3,3), (2,6) \) and \((3,6)\).

### 6.2 (Discussion 1) Classical trajectories and Poincare cycle

Let us discuss on the classical trajectory (25) described by an elliptic curve. It is true that there exists an Abelian group \( A(E) \) on the curve \((E)\). The integer point \( x_0 \) at \( t = 0 \) on \((E)\) moves dynamically to another integer point \( x(t) \) after \( t \) time steps. By introducing a time development operator \( \hat{T} \) (Liouville operator in classical mechanics) for a single step \( t \to t + 1 \), we have

\[
    x(t) = (\hat{T})^t x_0. \tag{68}
\]

As was studied by Nambu [2] we can find various Poincaré cycles \( P \) (recurrent cycles), \( \hat{T}^P x_0 = x_0 \). Each Poincaré cycle \( P \) gives the group structure \( \mathbb{Z}_P \),

\[
    \mathbb{Z}_{P(x_0)} = \{ T, T^2, \ldots, T^P = 1 \} x_0. \tag{69}
\]

In our case the total number of points are finite \( n^2 \), so that after \( n^2 \) time steps, the point in phase space will come back to the starting point.

Therefore, we have

\[
    A(E) = \sum_{[x_0]} \oplus \mathbb{Z}_{P([x_0])}, \tag{70}
\]

where \([x_0]\) denotes the equivalent class, giving the same trajectory \( \mathbb{Z}_{P(x_0)} \).

This Abelian group looks similar to the Modell-Weil group [8], but both are different.

The problem in mathematics is to find integer points \((x,y)\) on an elliptic curve depicted on the plane of \( \mathbb{Q}^2 \), while in our problem of classical mechanics, all the point on a curve (a discrete trajectory) are integer points from the beginning. Nevertheless, this kind of dynamical study of classical trajectories is interesting. A problem is to classify the group \( A(E) \) in terms of the parameters in the potential \( \{ a_0, a_1, \ldots \} \), or of the shape of the potential \( V(q) \). Change of the classical potential can trigger the change of the group structure, forming a kind of phase structure.

### 6.3 (Discussion 2) Eigenvalue problem using Jacobi \( \vartheta \) function and its analog in number theory

We are tempted to continue to persuit the eigenvalue problem a little more, by using the Fourier expansion.

Consider for example, the case with \( n = \infty \), \( f(X) = X^m \mp 1, \ Z = \mathbb{Q}\{\alpha_1, \ldots, \alpha_m\}, \) and \( V(q) = a_2 q^2 \), where the coupling constant (the spring constant) \( a_2 \in \mathbb{Z} \) is chosen arbitrary.

In this case, the space of fields is \( \mathbb{Z} \), and hence the familiar Fourier expansion can be applied for \( \psi(q, t) \). The roots of \( f(X) = 0 \) read

\[
    \alpha_k = e^{ik\theta}, \text{ with } k = \{1, 2, \ldots, m\}, \tag{71}
\]
where $\theta = \frac{2\pi}{m} \left(1 + \frac{1}{4}(1 \mp 1)\right)$.

The Fourier transform of a function $\psi(q,t)$ with a discrete variable $q \in \mathbb{Z}$ to a function $\tilde{\psi}(p,t)$ with a continuous variable $p \in [-\pi, \pi]$ is given by

$$\psi(q,t) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dp \ e^{-ipq} \tilde{\psi}(p,t), \quad \text{and}$$

$$\tilde{\psi}(p,t) = \sum_{q=-\infty}^{\infty} e^{ipq} \psi(q,t). \quad (73)$$

Then, the eigen-value equation (38) can be written in terms of the Fourier transformed wave function $\tilde{\psi}(p,t)$:

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} dp' \hat{G}(p,p') \tilde{\psi}(p',t) = E \tilde{\psi}(p,t), \quad (74)$$

where

$$\hat{G}(p,p') = \frac{1}{2} \left( \sum_{q \in \mathbb{Z}} \sum_{\xi \in \mathbb{Z}} e^{-i(k\theta a q^2 + (p-p')q)} e^{i(k\xi \xi + p\xi)} - \sum_{q \in \mathbb{Z}} \sum_{\xi \in \mathbb{Z}} e^{i(k\theta a q^2 - (p-p')q)} e^{-i(k\xi \xi + p\xi)} \right). \quad (75)$$

Using Jacobi’s elliptic function $\vartheta_3$, defined by a sum or by a product:

$$\vartheta_3(z, \tau) = \sum_{n=-\infty}^{\infty} e^{2\pi i \left(\frac{1}{2}n^2 + \frac{1}{2}nz\right)} = 1 + 2 \sum_{n=1}^{\infty} q^n \cos(2\pi zn) \quad (76)$$

$$= \prod_{n=1}^{\infty} \left(1 - q^{2n}\right) \left(1 + 2q^{2n-1} \cos(2\pi zn) + q^{4n-2}\right), \quad (77)$$

where $\tau$ and $z \in \mathbb{C}$, and $q = e^{\pi i \tau}$.

Then, using the definition by sum, we have

$$\hat{G}(p,p') = \vartheta_3 \left(\frac{p-p'}{2\pi}, -\frac{k\theta a}{\pi}\right) \vartheta_3 \left(\frac{p'}{2\pi}, \frac{k\theta}{\pi}\right) - \vartheta_3 \left(\frac{p-p'}{2\pi}, \frac{k\theta a}{\pi}\right) \vartheta_3 \left(\frac{p'}{2\pi}, -\frac{k\theta}{\pi}\right). \quad (78)$$

It is difficult for the authors to find the general solutions of (74). What we can do is to approximate $\vartheta_3 \approx 1 + 2e^{2\pi i z} \cos(2\pi zn)$. This is an approximation of restricting the range of $\xi = q - q'$ and $q$ to the nearest neighbors $\{0, \pm 1\}$, or of ignoring higher order derivatives than $\partial^2_q$.

In case of finite $n$ in general, we have to use a discrete version of the Fourier expansion:

$$\psi(q,t) = \frac{1}{n} \sum_{p=1}^{n} e^{-2\pi ipq/n} \tilde{\psi}(p,t), \quad \text{and}$$

$$\tilde{\psi}(p,t) = \sum_{q=1}^{n} e^{2\pi ipq/n} \psi(q,t). \quad (79) \quad (80)$$

Then, we need to know a discrete version $\Theta_3$ of the Jacobi’s $\vartheta_3$ function:

$$\Theta_3(z, \tau) \equiv \sum_{s=1}^{n} e^{2\pi i \left(\frac{1}{2}rs^2 + zs\right)/n}, \quad (81)$$
defined by the sum or by the product. This is a generalized Gauss sum which accommodates all the necessary quantities $A_0(g), A_2(g), \ldots$ discussed in Sec 3. For $z = 0$, $G(\tau n, n)$ is the original Gauss sum [9]. If we introduce the quartic coupling $a_4q^4$ in the potential, the sum

$$
\Theta_3(z; \tau_1, \tau_2) \equiv \sum_{s=1}^{n} e^{2\pi i \left(\frac{1}{4}\tau_2 s^4 + \frac{1}{2} \tau_1 s^2 + zs\right)} / n,
$$

is inevitable to know. This is surely related to the quartic residue problem of integers.

At this point we are informed that the mathematical study on the generalized Gauss sum and its relation to the elliptic function (Weierstrass $\wp$ function) are well developed recently in number theory [10].

Now, our problem of quantization begins to touch on the delicate beauty of the number theory. Therefore, we are better to stop our primitive discussion here, and leave the more careful analysis to another occasion in the future. It should be pointed out also that the $p$-adic quantum mechanics already takes into account the delicacy of $p$-adic numbers, and utilizes the Gauss sum and the Jacobi sum, and hence there are many things to be referred in this field [11].
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