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Abstract

The year 2020 will be remembered for two events of global significance: the COVID-19 pandemic and 2020 U.S. Presidential Election. In this chapter, we summarize recent studies using large public Twitter data sets on these issues. We have three primary objectives. First, we delineate epistemological and practical considerations when combining the traditions of computational research and social science research. A sensible balance should be struck when the stakes are high between advancing social theory and concrete, timely reporting of ongoing events. We additionally comment on the computational challenges of gleaning insight from large amounts of social media data. Second, we characterize the role of social bots in social media manipulation around the discourse on the COVID-19 pandemic and 2020 U.S. Presidential Election. Third, we compare results from 2020 to prior years to note that, although bot accounts still contribute to the emergence of echo-chambers, there is a transition from state-sponsored campaigns to domestically emergent sources of distortion. Furthermore, issues of public health can be confounded by political orientation, especially from localized communities of actors who spread misinformation. We conclude that automation and social media manipulation pose issues to a healthy and democratic discourse, precisely because they distort representation of pluralism within the public sphere.

1 Introduction

In 2013, the World Economic Forum (WEF)'s annual Global Risk report highlighted the multidimensional problems of misinformation in a highly connected world [1]. The WEF described one of the first large-scale misinformation instances that shocked America: an event from 1938, when thousands of Americans confused a radio adaptation of the H.G. Wells novel The War of the Worlds with an official news broadcast. Many started panicking, in the belief that the United States had been invaded by Martians.
Today, it would be hard for a radio broadcast to cause comparably widespread confusion. First, broadcasters have learned to be more cautious and responsible; and second, listeners have learned to be more savvy and sceptical. However, with social media, we are witnessing comparable phenomena on a global scale and with severe geopolitical consequences. A relatively abrupt transition from a world in which few traditional media outlets dominated popular discourse, to a multicentric highly-connected world where information consumers and producers coalesce into one, can bring unparalleled challenges and unforeseen side effects. A sudden democratization in the media ecosystem enables everyone online to broadcast their ideas to potentially massive audiences, thus allowing content that is not necessarily moderated or curated to be broadly accessible. Extreme opinions can become increasingly more visible and fringe groups can start gaining unprecedented attention. Eccentric ideas that would otherwise garner little support within fringe communities, now could make their way into the mainstream. Furthermore, the free canvas of highly connected social media systems has been reportedly exploited by malicious actors, including foreign governments and state-sponsored groups, willing to deliberately misinform for their financial or political gain.

Nowadays, the use of social media to spread false news, provoke anxiety and incite fear for political reasons has been demonstrated around the World [2, 3, 4, 5, 6, 7, 8, 9]. However, social media manipulation is not exclusively tied to political discourse. Public health can also be endangered by the spread of false information. For instance, in January 2019, panic erupted in Mumbai schools caused by social media rumors that the vaccines were a plot by the government to sterilize Muslim children: That led to only 50% of those who were expected to be vaccinated to actually get the vaccine [10].

Researchers from the Democracy Fund and Omidyar Network in their investigative report titled “Is Social Media a Threat to Democracy?”, [11] warn that the fundamental principles underlying democracy — trust, informed dialogue, a shared sense of reality, mutual consent, and participation — are being put to the ultimate litmus test by certain features and mechanisms of social media. They point out six main issues: 1) Echo chambers, polarization, and hyper-partisanship; 2) Spread of false and/or misleading information; 3) Conversion of popularity into legitimacy; 4) Manipulation by populist leaders, governments, and fringe actors; 5) Personal data capture and targeted messaging/advertising; and 6) Disruption of the public square.

As a matter of research, these six issues can be studied through multiple academic and epistemological angles. Computational Social Science has evolved swiftly in the past few years: Students of the social sciences are becoming masters of machine learning, while students of computer science interested in social phenomenon develop domain expertise in sociology, political science, and communication. More so than a methodological evolution, it is a shared critical interest in the growing impact social media platforms play in the very fabric of our society. A special issue documenting “Dark Participation” [12] contrasts various issues of misinformation across different governments [13]. Scholars point out an increasingly shared challenge: the balance of combating foreign interference without compromising domestic free speech [14]. The resolution of these issues requires iteration between computational insights and policy-makers, as any type of intervention will inadvertently attract critiques of suppression or create unforeseen side effects.
1.1 Focus of this Chapter

In this chapter, we focus on spread of false and/or misleading information across two salient dimensions of social media manipulation, namely (i) automation (e.g., prevalence of bots), and (ii) distortion (misinformation, disinformation, injection of conspiracies or rumors). We provide direct insight into two case studies: a) the COVID-19 pandemic and b) the 2020 U.S. Presidential Election. We detail the many aspects of large-scale computational projects: a) tracking and cleaning billions of tweets, b) enriching the data through state-of-the-art machine learning, and c) recommendation of actionable interventions in regards to platform governance and online speech policy.

While misleading information can materialize in many different forms, it is often scrutinized in the context of current events. Social media allows users to actively engage in discourse in real-time, reacting to breaking news and contributing to the conversation surrounding a particular topic or event with limited filters for what can or cannot be posted prior to publication. Although many social media companies have terms of services and automated filters that remove posts that violate their community guidelines, many of these posts are either able to evade detection long enough such that a wide audience has already seen or engaged with a post, or elude these automated or human-assisted filters completely.

Politics and current events as a whole have created an environment that is rife and conducive to the spread of misleading information. Regardless of the alacrity of a post’s removal and the original poster’s broader visibility, as long as misinformation has been posted online, there is the potential for this information to have been seen and consequently consumed by others who can further disseminate it. Social media companies such as Twitter, Facebook and YouTube have recently begun active campaigns to reduce the spread of misinformation and conspiracy theories [15, 16]. Fact checkers actively monitor rumors and events. However, the virality and speed at which this information propagates makes it difficult to catch and contain, particularly as alternative social media platforms, such as Parler and Gab, with fewer mitigation measures emerge to allow further misinformation circulation in the ecosystem [17, 18].

With the recent 2020 U.S. Presidential Election and ongoing COVID-19 pandemic, the need to understand the distortion of information becomes ever more urgent. When we discuss distortion of information, we note a subtle but important distinction between (a) misinformation, the organic spread of false or inaccurate information, and (b) disinformation, the deliberate spread of misinformation. Although the two terms are closely related, the nuance of purpose differentiates the intent of the distortion. Disinformation, in particular, is often promulgated on social media platforms not only by human users, but also by bots [19, 20, 21]. A “bot”, which is shorthand for the word “software robot”, is a software based unit whose actions are controlled by software instead of human intervention. While there are many disciplines that leverage this term, we use the term “bot” in the context of “social bots”, which are social media accounts that are either fully controlled by software or have some level of human intervention (semi-automated) [22].

2 Background and Framing

The term computational social science evokes not just two disciplines, but their own practices and traditions. In the following, we highlight some important epistemological
concepts that inform the study of social media manipulation through the lens of computational and social science theory.

2.1 Epistemology

Although both inductive and deductive reasoning is common in social science research methods, quantitative social science research traditionally holds deductive methods in higher regard. A deductive approach starts from theories and uses data to test the hypotheses stemmed from the theories. Computational social science work conducted by computer scientists often exhibits a data-driven, inductive approach. However, as data science and domain expertise in the social sciences are brought together, computational social science bears great promise to reconcile inductive and deductive reasoning [23]. Exploring large volumes of data, even sans prior theoretical assumptions, may yield new insights or surprising evidence. The findings from this initial, data-driven step will guide us to discern emerging hypotheses and collect new data to test them. This is called the abductive analysis [24]. It starts with observations, which serve to generate new hypotheses or filter existing hypotheses. The promising hypotheses emerged from data analysis can then be tested deductively with new data.

This deductive approach can be used to study the relationship between social media and democratic discourse, which is hardly a direct or linear one. Social media do not inherently undermine or improve democracy. Instead, they affect the quality of democracy through multiple mechanisms such as political polarization and disinformation [25]. These intermediate variables operate in varying contexts shaped by political institutions, political culture and media ecosystems. Therefore, the effects of social media on democracy differ despite the same technological affordances [26]. The political system, ideological distribution, how political elites use social media and the behavioral patterns of different political actors in a given context interact with one another to determine whether political polarization and disinformation are amplified on social media platforms. The interactions amongst all potential political, social and technological variables form a complex system. Data exploration and analysis can help uncover crucial variables operating in a specific context. Our case studies of misinformation in the context of the COVID-19 pandemic and the 2020 U.S. Presidential Election described next will reveal significant factors underlying the relationship between social media use and democracy in the U.S. context and help identify social scientific hypotheses that are worth further investigation.

3 Case-studies

3.1 Misinformation and COVID-19

We recently found ourselves at the intersection of two important events that have changed the way the world has functioned. 2020 was already going to be a big year for U.S. politics due to the contentious nature of the current political climate. The United States has become more polarized, leading to high anticipation over whether or not the then incumbent President Trump would win re-election. While Trump cinched the Republican nomination, there was a high anticipated battle for the Democratic Presidential nominee [27]. In the midst of the political furor, in late December 2019, the first cases of novel SARS-COV-2 Coronavirus (whose caused disease was later named COVID-19) were reported.
from Wuhan, China [28]. As the world began to understand the severity of the illness, whose status was later classified as a pandemic, many countries began to impose lockdowns in attempts to contain the outbreaks [29, 28].

For years, our conversations had already been shifting toward online, with the advent of social media platforms that foster environments for sharing information. Social media has also become more integrated into the fabric of political communication [30]. With the lockdowns that closed offices and forbade gatherings, the discourse surrounding current events was pushed even further onto online platforms [31, 32, 33, 34]. This created a breeding ground for potential misinformation and disinformation campaigns to flourish, particularly surrounding health initiatives during a time of heightened political tensions during the 2020 U.S. Presidential Election [35]. In our paper published in the *Harvard Misinformation Review* special issue on *U.S. Elections and Disinformation*, we study the politicization of and misinformation surrounding health narratives during this time. We found several major narratives present in our data, and further explored two health-related narratives that were highly politicized: mask wearing and mail-in ballots.

### 3.1.1 General Dataset

We have been actively collecting and maintaining two publicly released Twitter datasets: one focusing on COVID-19 related discourse and the other on the 2020 U.S. Presidential Election [36, 37]. We began the former collection in late January 2020 and the latter in late May 2019. These tweets are collected using the Twitter streaming API, which enables us to gather tweets that match specific keywords or accounts [38]. We note here that, at the time of this writing, the free Twitter streaming API only returns 1% of the full Twitter data stream. Because of this limitation, we are unable to collect all tweets relevant to COVID-19 and the elections. However, the 1% returned is still a representative sample of the discourse occurring during that day [39].

In this particular case study, we capitalized on both our COVID-19 (v1.12) and elections (v1.3) Twitter datasets, with a focus on the time period from March 1, 2020 through August 30, 2020. At the time that this study was conducted, we had only processed our election data from March 1, 2020 onward. This timeframe covers from Super Tuesday, when a significant number of states hold their primaries, through the end of the Democratic presidential primaries.

### 3.1.2 COVID-19 and the Democratic Primaries Filtered Dataset

We first filtered our COVID-19 dataset for keywords related to the elections, including the last names of the candidates as well as general elections-related keywords (vote, mailin, mail-in, mail in, ballot). We then conducted Latent Dirichlet allocation (LDA) to identify 8 topics present within the data, using the highest coherence score to determine the optimal number of topics [40]. After sorting tweets into their most probable topic, we leveraged the most frequent hashtags, keywords, bigrams and trigrams to understand the narratives within each identified topic. Four broader narratives emerged: general Coronavirus discourse, lockdowns, mask wearing and mail-in balloting. We then filtered our general COVID-19 and elections dataset for tweets that contained at least one of the aforementioned elections-related keywords and a representative keyword or hashtag from the four major identified topics. This netted us a final dataset of 67,846,555 tweets, with
10,536,524 general Coronavirus tweets, 619,914 regarding lockdowns, 1,283,450 tweets on mask-wearing and 5,900,737 on mail-in balloting.

3.1.3 Discourse

We first wanted to understand how discourse surrounding our four narratives (Coronavirus, lockdowns, mask wearing and mail in balloting) fluctuated over time (see figures 1 and 2). We tracked the percentage of all collected tweets on a particular day that contained selected keywords and hashtags that are representative of each narrative.

![Figure 1](image1.png)

Figure 1: Coronavirus and mail-in ballot related tweets within primaries related tweets, plotted as a 3-day rolling average of the percentage of primary related tweets. State abbreviations aligned with the day on which the respective state conducted their Democratic primary.

![Figure 2](image2.png)

Figure 2: Lockdown and mask related tweets within primaries related tweets, plotted as a 3-day rolling average of the percentage of primary related tweets. State abbreviations aligned with the day on which the respective state conducted their Democratic primary.
Coronavirus. The pervasiveness of Coronavirus-related tweets in our Twitter dataset is by construction hence unsurprising. Not only was our COVID-19 dataset tracking Coronavirus-related keywords, but this topic has dominated political discourse in the United States since the first case was reported in Washington state on January 21, 2020. In this narrative, we find several prevalent misinformation subnarratives — including the belief that COVID-19 is a hoax created by the Democratic party and that COVID-19 will disappear by itself [41]. This has also been driven in tandem with the anti-vaccine movement, which has staged protests at COVID-19 vaccine distribution locations [42]. Hydroxychloroquine (HCQ) also became a highly divisive topic within the Twitter community debating its effectiveness as treatment for COVID-19. During a press conference, then-President Trump stated that he was taking HCQ as a preventative measure [43]. The United States Food and Drug Administration (FDA) initially issued an emergency use authorization (EUA) for HCQ and the World Health Organization included it in its treatment trials. However, the EUA was rescinded and the trials halted as results began to show that HCQ was not an effective treatment or preventative for COVID-19 [44, 45]. The controversy surrounding HCQ shows a shift in factuality surrounding the viability of HCQ, as it was initially unknown if HCQ was indeed viable. Information can develop into misinformation as its factuality changes, which further emphasizes the dangers of spreading medical information without substantive, corroborated scientific evidence. Despite evidence showing that HCQ should not be used as a treatment for COVID-19, this narrative promoting HCQ continued to spread and for many to seek this treatment.

Mail-in Ballots. As fears surrounding COVID-19 began to grow throughout the United States, one of the major concerns with the U.S. Democratic primaries and the upcoming Presidential Election was how voters would be able to vote safely [46]. This caused many states to begin promoting mail-in ballots as a way to safely vote from home during the Democratic primaries. In August 2020, then-President Trump appointed Postmaster Louis DeJoy began reappropriating the United States Postal Service resources, making budget cuts and changing standard mail delivery protocols. This led to a significant slowdown of mail being processed and delivered, including the delivery of ballots, particularly as the U.S. began to prepare for the Presidential Election [47, 48]. While many were advocating for mail in ballots to be more widely used as COVID-19 precaution, others pushed the narrative that mail in ballots would increase ballot fraud. This misinformation has been proven false by fact checkers, as no evidence in previous election cycles have indicated that mail in ballots or absentee ballots increase voter fraud [49]. This misinformation narrative that was incubating during the primaries season became an even larger misinformation campaign during the U.S. Presidential Election.

Lock downs and Masking. Finally, lock downs and masks were also major themes in our dataset. This is expected, as the United States began to implement social distancing ordinances, such as stay-at-home orders, in March 2020. As more states held their primaries, we see that mentions of lock downs and masks increase, suggesting that online conversation surrounding social distancing and mask wearing is driven by current events. This included misinformation narratives that claimed masks are ineffective and harmful towards one’s health, when studies have shown that masks can effectively reduce COVID-19 transmission rates [50, 49, 51].
3.1.4 Echo chambers and populist leaders

Out of the four narratives, we further investigate mask-wearing and mail-in balloting, as these two topics contain health-related discourse that became highly politicized and subsequently prone to misinformation. One of the more startling findings was the source of misinformation, specifically the communities in which distortions were concentrated. Figure 3 shows the network topology of Twitter users who have engaged in COVID-19 related elections discourse (see [52] for details on the methodology to generate this plot).

Figure 3: Community structure of COVID-19 related elections discourse [52]. a) Shows the political diet of users. b) shows where general misinformation is found. c) shows the distribution of mail-in voting and mask wearing, and the position of the Twitter users.

Figure 3a shows the users in our dataset, each data point being colored by “political information diet”. In order to categorize a user’s information diet, we labeled users who have shared at least 10 posts containing URLs that have been pre-tagged by the Media-Bias/Fact-Check database. This database contains a political leanings-tagged list of commonly-shared domains (left, center-left, center, center-right and right). We found that the majority of the users are center or left-leaning. However, there is also a fairly clear distinction between more homogeneous conservative and liberal clusters near the top of the topology. This suggests that while the majority of users ingest a variety of information from both sides of the aisle, there are still clear signs of polarization based on political views that can be detected in the network topology. This polarization of highly connected clusters also indicates the presence of “echo chambers” [53, 54].

Media-Bias/Fact-Check also contains a list of domains which they deem “questionable sources”, or sources that are known to prompt conspiracy theories and misinformation. We use this to tag each user with both their political affiliation (Left or Right) and their

---

1https://mediabiasfactcheck.com/
tendency to spread misinformation or fact. We indicate the users who is more likely to spread misinformation in green in Figure 3b. From this we observe that while misinformation does occur throughout the user base, conservative clusters are more likely to spread misinformation. We specifically identify a dense cluster of conservative users in the upper right hand of the topology that are more prone to engage with misinformation.

Within the mask wearing and mail-in ballot narratives, we manually identified representative hashtags and co-occurring hashtags promoting misinformation or factual information (e.g., #WearAMask, #MasksOff, #VoteByMail, #VoterFraud). When we visualize this information on the same network topology, it is evident that there is a heterogeneity in the majority of the user’s likelihood to participate in discourse surrounding mask and mail-in ballot misinformation and fact. However, the same dense conservative cluster that we identified earlier appears to have posted tweets related to mail-in ballot and mask misinformation, compared to the left leaning clusters who tended to tweet factual information surrounding mail-in ballots and masks. Interestingly, there seems to be a divide between conservatives who push mail-in ballot misinformation and those that push mask misinformation.

Upon closer inspection of the tweets in each cluster, we find that conservatives are not the only ones to participate in misinformation. One of the factual narratives [55] that was challenged by left-leaning users was that the Obama administration had not re-stocked the nation’s supply of N95 masks after the H1N1 outbreak in 2009. However, the divide in misinformation narrative focus in the dense conservative cluster suggests that users within that cluster were prone to engage in misinformation about specific subjects (such as masks or mail-in ballots) instead of misinformation in general.

Our findings on the ideological patterns of misinformation on Twitter are consistent with a rising line of research that focuses on the asymmetric polarization in the U.S. context: Some political scientists argue that party polarization in the U.S. is asymmetrical, with Republicans moving more to the right than Democrats to the left [56, 57, 58]. This trend was evolving even before the advent of social media. The existing ideological asymmetry affects the exposure to media sources on digital platforms [59, 60] and leads to asymmetrical consumption of misinformation [25]. It lends support to the existing asymmetric polarization hypothesis and highlights its important role in mediating the relationship between social media and democracy in the United States.

3.2 Misinformation and 2020 U.S. Presidential Election

There is a well known saying that “the first casualty of war is truth”. In times of unusual social tensions caused by the political struggle with relatively high stakes, the proliferation of false news, misinformation and other sorts of media manipulation is to be expected. The importance of voter competence is one of the postulates of modern democracy [61, 62] and information vacuums can undermine electoral accountability [63]. An ideal democracy assumes an informed and rational voter, but the former aspect is something that can be undermined or compromised. During the 2020 U.S. Presidential Election, social media manipulation has been observed in the form of (i) automation, that is the evidence for adoption of automated accounts governed predominantly by software rather than human users, and (ii) distortion, in particular of salient narratives of discussion of political events, e.g., with the injection of inaccurate information, conspiracies or rumors. In the following, we describe ours and others’ findings in this context.
3.2.1 Dataset

For this study, we again leverage one of our ongoing and publicly released Twitter datasets centered around the 2020 U.S. Presidential Election. Please refer to Section 3.1.1 for more details on the collection methods; this particular dataset is further described in [36]. While this dataset now has over 1.2 billion tweets, we focused on tweets posted between June 20, 2020 and September 9, 2020 in advance of the November 3, 2020 election. This subset yielded 240 million tweets and 2 TB of raw data. The period of observation includes several salient real-world political events, such as the Democratic National Committee (DNC) and Republican National Committee (RNC) conventions.

3.2.2 Automation Detection

The term bot (shorthand for robot) in Computational Social Science commonly refers to fully automated or semi-automated accounts on social media platforms [22]. Research into automation on social media platforms has spurned its own sub-field not only in computational social sciences but in social media research at large [22, 19, 64, 65, 66]. One of the major challenges with automation is the ability to detect accounts that are bots as opposed to accounts fully operated by humans. Although there are benign accounts that publicly advertise the fact that they are automated, bots used for malicious purposes try to evade detection. As platforms and researchers study the behavior of bots and devise algorithms and systems that are able to automatically flag accounts as bots, bot developers are also actively developing new systems to subvert these detection attempts by mimicking behavioral signals of human accounts [67, 68].

Botometer is a tool developed and released by researchers at Indiana University, as part of the Observatory on Social Media (OSoMe [69]), that allows users to input a Twitter user’s screen name, and returns a score of how likely an account is to be automated. These scores range from 0 to 5, with 0 indicating that the account has been labeled as most likely human and 5 indicating that the account is most likely a bot account. We will be referring to accounts that are most likely human accounts as “human” and bot-like accounts as “bots” for brevity. Botometer itself has gone through several iterations, with the most recent version Botometer v4 released in September 2020 [67]. Botometer v4 extracts thousands of features from an input account and leverages machine learning models trained on a large repository of labeled tweets to predict the likelihood of an account being a bot. Botometer v4 [68] can identify different types of bots, including bots that are fake followers, spammers and astroturfers [66, 70].

3.2.3 Automation in social media manipulation during 2020 U.S. Presidential Election

In the following analysis, we leveraged Botometer v3 [66], as that was the latest version at the time we performed our study [71]. We tagged 32 percent of the users within our complete dataset, and removed all tweets not posted by the users for whom we have bot scores for. We labeled the top decile of users according to Botometer scores as “bots” and the bottom decile as “humans” [72]. Our final dataset contains more that four million tweets posted by bots and more than one million tweets posted by humans. We

2https://botometer.osome.iu.edu/
found that a number of the top hashtags used in tweets by bots are affiliated with well-known conspiracy theories that will be studied later in this chapter (e.g., #wwg1wga, #obamagate, #qanon) and others are Trump’s campaign related hashtags. In contrast, tweets from humans contain a mix of both Trump and Biden campaign hashtags.

We use campaign-related hashtags in order to distinguish between users who engage in left-leaning (Biden campaign) and right-leaning (Trump campaign) political discourse. We find that there are over 2.5 million left-leaning humans, and a little over 18,000 left-leaning bots. Comparatively, we found over 8.5 million right-leaning humans and almost 85,000 right-leaning bots. This enables us to take a snapshot of how right-leaning bots and humans engage in election-related narratives compared to their left-leaning counterparts. What is interesting here is whether or not there are distinguishable features of bots and humans based on their political affiliations and engagements within the network [9].

What we find is that right leaning bots tend to post right-leaning news, with many accounts also posting highly structured (i.e., templated, or copy-pasted) tweets. When we manually inspected a random sample of these tweets, we found that these tweets contained similar combinations of hashtags and oftentimes similarly structured content. Many of the tweets also contained URLs to well known conspiracy news websites. Right-leaning bots also tended to have higher bot scores compared to their left-leaning counterparts, suggesting a more profound use of automation. A manual inspection of a random set of left-leaning bot tweets found that these tweets are significantly less structured, exhibiting fewer automation cues. Although disambiguation by means of specific campaign-related hashtags is not perfect, prior studies investigating political polarization has shown that the vast majority of users posting campaign-specific hashtags align with the same political party [73, 74]. We also find that the bot scores for bots range from 0.485 through 0.988, suggesting that the broad range of scores captures accounts that are hybrid accounts, partially automated and partially controlled by humans.

Figure 4: Time series of activity of bot vs human accounts with political affiliation [71].

When isolating the activity of these bot and human accounts and then examining their temporal activity, we see that each group behaves differently. Despite being outnumbered by several orders of magnitude, just a few thousand bots generated spikes of conversations around real-world political events comparable with the volume of activity of
humans [71]. We find that conservatives, both bot and humans, tend to tweet more regularly than liberal users. The more interesting question, beyond raw volume, is whether bots play a community role in polarization.

We found both surprising similarities and stark differences across the partisan divide. Figure 4 shows the discourse volume of the top 10% of bots and top 10% of humans, split between left-leaning accounts (top) and right-leaning accounts (bottom). Although bots tweet in higher volumes in both cases, the activities of left-leaning bots are more localized to specific events. In contrast, right-leaning bots generate large amounts of discourse in general, showing high level of background activity.

Next, we illustrate how the four groups interact with each other. Figure 5 shows the interactions between human and bot accounts divided by political leaning. Bots predominantly retweet humans from within their own party lines, whereas humans retweet other humans from within their party lines. At a relative retweet rate within the same party as more than 80%, this indicates a significant level of political polarization.

3.2.4 Distortion in social media manipulation during 2020 U.S. Presidential Election

Next, we broaden an analysis to distortion, an umbrella concept that also includes completely fabricated narratives that do not have a hold in reality. Fake news are an example of distorted narratives and are conceptualized as distorted signals uncorrelated with the truth [75]. To avoid the conundrum of establishing what is true and what is false to qualify a piece of information as fake news (or not), in this study we focus on conspiracy theories, another typical example of distorted narratives. Conspiracy theories can be (and most often are) based upon falsity, rumors, or unverifiable information that resist falsification; other times they are instead postulated upon rhetoric, divisive ideology, and circular reasoning based on prejudice or uncorroborated (but not necessarily false) evidence. Conspiracies can be shared by users or groups with the aim to deliberately deceive or indoctrinate unsuspecting individuals who genuinely believe in such claims [76].

Conspiracy theories are attempts to explain the ultimate causes of significant social and political events and circumstances with claims of secret plots by powerful actors. While often thought of as addressing governments, conspiracy theories could accuse any group
perceived as powerful and malevolent [77]. They evolve and change over time, depending on the current important events. Upon manual inspection, we found that some of the most prominent conspiracy theories and groups in our dataset revolve around topics such as: objections to vaccinations, false claims related to 5G technology, a plethora of Coronavirus related false claims and the flat earth movement [72]. Opinion polls carried out around the world reveal that substantial proportions of population readily admit to believing in some kind of conspiracy theories [78]. In the context of democratic processes including the 2020 U.S. Presidential Election, the proliferation of political conspiratorial narratives could have an adverse effect on political discourse and democracy.

In our analysis, we focused on three main conspiracy groups:

1. **QAnon conspiracies**: A far-right conspiracy movement whose theory suggests that President Trump has been battling against a Satan worshipping global child sex-trafficking ring and an anonymous source called ‘Q’ is cryptically providing secret information about the ring [79]. The users who support such ideas frequently use hashtags such as #qanon, #wwg1wga (where we go one, we go all), #taketheoath, #thegreatawakening and #qarmy. The examples of a typical tweet from the QAnon supporters are:

   
   "@potus @realDonaldTrump was indeed correct, the beruit fire was hit by a missile, oh and to the rest of you calling this fake, you are not a qanon you need to go ahead and change to your real handles u liberal scumbags just purposely put out misinfo and exposed yourselves, thnxnan"

   "I’ve seen enough. It’s time to #TakeTheOath There’s no turning back now. We can and only will do this together. #WWG1WGA #POTUS @realDonaldTrump #Qanon"

2. **“gate” conspiracies**: Another indicator of conspiratorial content is signalled by the suffix ‘-gate’ with theories such as pizzagate, a debunked claim that connects several high-ranking Democratic Party officials and U.S. restaurants with an alleged human trafficking and child sex ring. The examples of the typical conspiratorial tweets related to these two conspiracies are:

   "#obamagate when will law enforcement take anything seriously? there is EVIDENCE!!!! everyone involved in the trafficking ring is laughing because they KNOW nothing will be done. @HillaryClinton @realDonaldTrump, justice will be served one way or another. literally disgusting."

   "#Obama #JoeBiden, & their top intel officers huddled in the Oval Office shortly before @realDonaldTrump was inaugurated to discuss what they would do about this new president they despised, @TomFitton in Breitbart. Read:...”

3. **Covid conspiracies**: A plethora of false claims related to the Coronavirus emerged right after the pandemic was announced. They are mostly related to scale of the pandemic and the origin, prevention, diagnosis, and treatment of the disease. The false claims typically go alongside the hashtags such as #plandemic, #scandemic or #fakevirus. The typical tweets referring to the false claims regarding the origins of the Coronavirus are:
During the period preceding the 2020 U.S. Presidential Election, QAnon related material has more highly active and engaged users than other narratives. This is measured by the average number of tweets an active user has made on a topic. For example, the most frequently used hashtag, #wwg1wga, had more than 600K tweets from 140K unique users; by contrast #obamagate had 414K tweets from 125K users. This suggests that the QAnon community has a more active user base strongly dedicated to the narrative.

When we analyze how the conspiratorial narratives are endorsed by the users, conditioned upon where they fall on the political spectrum, we discover that conspiratorial ideas are strongly skewed to the right. Almost a quarter of users who endorse predominantly right-leaning media platforms are likely to engage in sharing conspiracy narratives. Conversely, out of all users who endorse left-leaning media, approximately two percent are likely to share conspiracy narratives.

Additionally, we explore the usage of conspiracy language among automated accounts. Bots can appear across the political spectrum and are likely to endorse polarizing views. Therefore, they are likely to be engaged in sharing heavily discussed topics including conspiratorial narratives. Around 13% of Twitter accounts that endorse some conspiracy theory are likely bots. This is significantly more than users who never share conspiratorial narratives, which have only 5% of automated accounts. It is possible that such observations are in part the byproduct of the fact that bots are programmed to interact with more engaging content, and inflammatory topics such as conspiracy theories provide fertile ground for engagement [80]. On the other hand, bot activity can inflate certain narratives and make them popular.

The narratives of these conspiracy theories during the 2020 U.S. Presidential Election call attention to the so-called “new conspiracism” and the partisan differences in practicing it [81]. Rosenblum and Muirhead argue that the new conspiracism in the contemporary age is “conspiracy without theory”. Whereas the “classic conspiracy theory” still strives to collect evidence, find patterns and logical explanations to construct a “theory” of how malignant forces are plotting to do harm, the new conspiracism skips the burdens of “theory construction” and advances itself by bare assertion and repetition [81]. Repetition produces familiarity, which in turn increases acceptance [82, 83]. A conspiracy becomes credible to its audience, simply because many people are repeating it [81]. The partisan asymmetry in the circulation of conspiracy theories is also consistent with others’ claims that the new conspiracism is asymmetrically aligned with the radical right in the U.S. context [26, 81], although this species of conspiracism is not ideologically attached to liberals or conservatives [81]. Our analysis shows the promising direction of testing the theories of asymmetrical polarization and exploring the nature and consequences of asymmetrical media ecosystem, ideally using multi-platform data.

The findings about the bot behaviors relative to humans on Twitter reveal some patterns
of conspiracy transmission in the 2020 U.S. Presidential Election. Their high-volume and echo-chamber retweeting activities attest to the role that automation plays in stoking the new conspiracism. Bots are capable of retweeting and repeating the same information efficiently. However, bots are not solely to blame for the prevalence of conspiracy-theory stories. False information are found to spread faster than true information due to the human tendency to retweet it. A comprehensive study conducted by Vosoughi et al. compared the diffusion of verified true and false news stories on Twitter from 2006 to 2017. They discovered that falsity travels wider and deeper than truth, even after bots were removed, suggesting that humans are more likely to retweet false rumors than true information. Among all topics, political rumors are particularly viral. False rumors peaked before and around the 2012 and 2016 U.S. Presidential Election [84]. Additionally, automated accounts that are part of an organized campaign can purposely propel some of the conspiracy narratives, further polarizing the political discourse.

Although bots present a threat to the ideal, well-informed democratic citizenship, the susceptibility of humans to believing and spreading false information is worth equal attention. Further examinations of how distorted narratives go viral will help us better diagnose the problem. Some new research points to the hypothesis that the nature and structure of false rumors and conspiracy-theory stories evoke human interest. For example, Vosoughi et al. suggested that false rumors tend to be more novel, hence more salient. False rumors also elicit stronger emotions of surprise and disgust [84]. Tangherlini et al. studied the conspiracy theory narrative framework using the cases of Bridgegate and Pizzagate. They deconstructed those stories into multi-scale narrative networks and found that conspiracy theories are composed of a small number of entities, multiple interconnected domains and separable disjoint subgraphs. By construction, conspiracy theories can form and stabilize faster. In contrast, the unfolding of true conspiracy stories will admit new evidence and result in a denser network over time [85]. Therefore, true stories could be at a disadvantage when competing with false rumors as they are less stable and grow in complexity as events develop.

4 Conclusions

In this chapter, we presented the findings that emerged from two significant events of 2020. In the first study, we showed how political identity aligns with narratives of public health. Four narratives were identified: (i) mail-in ballots, (ii) reference to the pandemic, (iii) lock-downs, and (iv) mask-wearing. Spikes in these narratives were found to be driven by predetermined events, predominantly the primaries. When observing the policy stance of mail-in ballots and mask-wearing, we observe users against mask-wearing and mail-in ballots arise from a dense group of conservative users separate from the majority. Topological distinctions between these two groups are further observed. Further details are found in our recent paper [14].

When investigating the 2020 U.S. Presidential Election more broadly, we find bots not only generate much higher volumes of election-related tweets per capita, but also tweet primarily within their own political lines (more than 80% for both left- and right-leaning communities). An analysis of content from QAnon-driven conspiracies, politicized “gate”-related, and COVID-related conspiracies suggested that users self-organize to promulgate false information and also leverage automation to amplify hyperpartisan and conspiratorial news sites: more details are discussed in our associated study [72].
What do these results tell us? First, although bots still generate significant distortions in volume and self-reinforcement across party lines as observed in the 2016 U.S. Presidential Election [2], this is overshadowed by the self-organization of extremism and “new conspiracism” in the public sphere. A further contrast is the shift from foreign interference in 2016 to domestic, ingrown social media manipulation in 2020. This phenomenon can be observed across a variety of case studies, including the populism in EU [86], xenophobia in Russia, hate speech in Germany [87], and foreign interference in Taiwan [14].

Finally, the case study of COVID-19 demonstrates the interplay between public health and politics on a national level. In the past, computational studies on anti-vaccination focused on smaller, community level scales [42]. Given the high levels of alignment between political information diet and health misinformation, the polarization and subsequent distortions not only can have ramifications on the democratic process, but also tangible effects on public health.
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