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Abstract: Education is an important thing in a person's life, because by having adequate education, one's life will be better. Education can be obtained formally through formal institutions that constructively provide a person's abilities academically. This study aims to determine student performance in terms of academic and non-academic domains at a certain time during their education using techniques in data mining (DM) which are directed towards academic data analysis. Academic performance is delivered through the Educational Data Mining (EDM) integrated data mining model, in which the techniques used include classification (ID3, SVM), clustering (k-Means, k-Medoids), association rules (Apriori) and anomaly detection (DBSCAN). The data set used is academic data in the form of study results over a certain period of time. The results of EDM can be used for analysis related to academic performance which can be used for strategic decision making in academic management at higher education institutions. The results of this study indicate that the use of several techniques in data mining together can maximize the ability to analyze academic performance with the same data source and produce different analysis patterns.
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Introduction

A person's academic ability can usually be measured by a measure of intelligence known as the intelligence quotient (IQ), however, the level of IQ does not correlate with a person's level of success. There is a weak positive correlation between IQ and academic achievement. Various dimensions of emotional intelligence were found to be predictors of academic success [1].

Educational Data Mining (EDM) is an application in data mining and statistics to form information from a specific educational area, such as a school or college. EDM refers to tools and techniques for automatically extracting meaning from a large repository of learning activities in an educational environment [2]. The techniques used depend on the required data analysis. The Association Rule technique can be used to evaluate student behavior. K-Means Clustering can be used to find the best centroid in student data such as attendance, GPA, final grades, and others. Meanwhile, the Rule Based Classification (RBC) technique can also be used to extract the relationship between attributes from the dataset and class labels [2]. EDM is an analysis mechanism related to educational data mining to find out interesting patterns and knowledge in educational organizations [3].

Student academic performance will determine the level of success in completing the study according to the required academic load. The education system based on semester credit units (SKS) is designed to make it easier for students to manage the learning process independently. However, there are still many students who have not met the required academic performance. In the case study in this study, UNJANI determined a target of 80% of graduation on time, but in 2016-2019, the average graduate on time from students averaged 68.5% [4][5]. This indicates that the learning process carried out has obstacles. The ability of education managers in
analyzing student performance is still limited to using the data on the accumulated results of the
course scores obtained by students at a certain time.

This study aims to use data mining techniques to explore the heaps of academic infor-
mation that are already owned to become knowledge in the form of analysis results that can
support strategic decision making related to student academic performance. The data mining
techniques used will be integrated into one data mining system for academic purposes, this
system is known as Educational Data Mining (EDM).

**Related Work**

Educational Data Mining (EDM) is a mechanism for the use of interdisciplinary knowledge
that appears in research areas related to the development of methods for exploring data origin-
ating from an educational context with a computational approach to analyzing educational data,
for studying educational questions [6]. Various techniques used in EDM have emerged over the
last few years. Several techniques in general have similarities with the use of data mining in other
domains besides education. There are 4 (four) main method classes that are very often used in
EDM, including: (a) Prediction models, (b) Structure discovery, (c) Relationship mining, and (d)
Discovery with models [7].

Using EDM in higher education institutions can improve the teaching and learning process.
EDM, is useful in many different areas of higher education including identifying students who are
at risk of failure, identifying prioritized learning needs for specific groups of students, increasing
graduation rates, effectively assessing institutional performance, maximizing college resources,
and optimizing curriculum reform [8]. Based on the results of 402 studies, it was found that
certain EDM techniques and learning analytics (LA) can be used as the best way to solve certain
learning problems. Implementing EDM and LA in tertiary institutions can develop strategies that
are directed at students and provide the tools necessary so that they can be used by institutions
for continuous improvement purposes [9].

Algorithms in data mining (DM) are used to analyze academic performance. The DM algo-
rithm used includes clustering and classification. Clustering is used to group student learning
patterns to be more efficient, classification algorithms are used to predict future student behavior
with detailed learning information such as student scores, knowledge, achievement, motivation,
and attitudes [10]. The EDM system is also used as a reminder to students, which uses classifica-
tion and clustering techniques in building system intelligence. This system can be used as a
consultation tool for students in the first year to reduce the academic failure rate [11]. The most
widely used technique in the EDM system is the Decision Tree Algorithm in the classification with
the best accuracy (99.7%), while the clustering technique is the Expectation Maximization
(EM) algorithm which is the best [12]. Another DM technique is the ensemble method used to
improve classification performance. By using Bagging, Boosting and Random Forest (RF), which
are generally an ensemble method that is widely used in the literature [13].

EDM has the power to use raw data effectively where it has been generated by various
academic activities in higher education, as well as to create a significant impact on the academic
domain that can illustrate hidden patterns and relationships between attributes used in predicting
student performance, or their behavior. effectively, so that strategic decisions can be taken
appropriately [14][15]. EDM is an emerging cross-disciplinary research field that deals with the
development of various methods for exploring data that come from an educational context. EDM
uses a computational approach to analyzing educational data to study educational questions [16].

**Methodology**

The system for detecting student academic performance using data mining techniques can
involve two actors, namely academic managers and students as parties whose academic perfor-
mance needs to be measured. The data used for the detection process involves academic systems
and support systems that generate data temporally. The result of the EDM process is in the form
of new knowledge that will be used by the academic manager in developing academic programs.
Figure 1 below illustrates the EDM utilization model. The main data source in this system is a
dataset that comes from a database on the higher education academic system.

Two actors who interact with the system include management, namely the management
of education and students who receive educational services. The external part of the system is
the academic program, which is the current academic system owned by the institution. The academic system in the form of academic implementation governance, can be the main data source related to academic activities, student data, curriculum data and data related to the academic process.

Educational environment is a data processing environment originating from the academic system, which is then managed with the help of a software system dedicated to managing academic data owned by the institution. Especially in this study, the academic data needed is in the form of temporal data, where academic activities are recorded temporarily through the e-learning system equipped with a temporal data design that established in previous studies. In addition to temporal data that stores academic aspects, the system is expected to record non-academic data that represents a student’s EQ ability.

The concept of data mining is implemented using EDM, where the techniques used are analytical support in accordance with the requirements to be able to identify student academic performance. Before entering the main process, the system will pre-process, which is to prepare the dataset according to the technique to be used. The dataset used is the academic data record of students majoring in Informatics at UNJANI with the 2015/2016 and 2016/2017 Academic Years, in which these students have completed their studies. The data mining models used include: Association Mining Rules, Classification and Clustering, and Outlier’s Detection. The stages carried out in this study are as follows:

1. Preparation of the main dataset: In this study, a dataset will be used in the form of scores of students who have completed the study for 8 (eight) semesters and have declared their graduation status. Value data is in the form of all course scores that have been converted into numbers. Non-academic data is data in the form of student activities that are recorded and interpret the attitudes or behaviour of students during lectures.

2. Pre-processing: namely the process of forming a final dataset that can be used for the entire EDM process. In this process, first the main dataset is prepared which comes from the data-based on the academic system that has been used. The data is transferred into a comma separator (CSV) text format. There are several datasets in the CSV format that will be used in this EDM process.

3. Determination of parameter values: Each data mining technique used requires parameters before the mining process is carried out, including the parameters for conducting the clustering process in the form of a k value which states the number of clusters to be formed. Other parameters, namely the value of support and confidence to carry out the mining process in the form of association rules formation. For the classification process, some parameters are needed to determine the depth of the decision tree to be formed.

4. Selection of data mining models: There are several datasets that are prepared through pre-processing which will be used by different mining techniques. The clustering model uses a dataset of average scores for odd semesters and even semesters. The association rule model...
uses a dataset that contains the value of courses with a quality value of 'A', while the dataset used for the classification process is in the form of all courses for 8 (eight) semesters.

Results and Discussions

In accordance with the research flow that the educational data mining (EDM) concept uses a data mining model with machine, either supervised or unsupervised, learning in determining the pattern of relationships between data with one another in the form of association rules. The dataset used is then entering the pre-processing stage so that each data mining model will use a different dataset. The data mining techniques used consist of clusterization, classification, association rules and detection of outliers. EDM implementation uses Python programming tools version 3.8.5 with IDE Spyder 4.1.4 and uses RapidMiner Studio Educational 9.6.0. The use of this tool is in consideration of adequate library support and features in data mining processes.

As previously stated, the dataset used is an academic database obtained from the university's academic system. Furthermore, pre-processing is carried out to become a dataset that is ready to be mined.

Results

The first function in EDM is the application of a clustering model using the k-Means algorithm. Before clustering, it is necessary to determine the ideal k value (number of clusters) first, that is, it can use the calculation of the Sum of Square Error (SSE). The SSE results can be visualized to see the formation of an elbow that tends to be sharp one. The following is the result of the visualization of the elbow determination as shown in Figure 2.

By using the dataset that has been previously presented, the results of calculations with SSE obtains the ideal k value of 2 (two). This can be seen from the visualization with the formation of an elbow. The clustering process is then determined by k value of 2. By using the same dataset, the clustering process can be visualized (Figure 3) as follows.
The number of datasets used is 91 data (representing the number of students) who have completed the study for 8 (eight) semesters. Based on the cluster formed (Figure 5) it can be interpreted that good academic abilities are less when compared to moderate and less academic abilities. The horizontal axis represents the grade in the odd semester, and the vertical axis represents the even semester grade. Cluster analysis is also carried out using the k-Medoids algorithm, where this algorithm determines the data center (medoid) by calculating the closest distance (cost) between the non-medoid data objects and the randomly selected medoid candidate. It also compares the average distance of average non-medoid data objects with old medoids. The data is processed using the Davies-Bouldin Index (DBI), that when the k-Means algorithm is smaller when compared to the DBI results for k-Medoids, thus the accuracy of the clusters formed for the 2 k-Means algorithm clusters is slightly better. Table 1 shows the results of the cluster analysis.

Table 1. Cluster analysis results

| Methods   | DBI  | Avg. Dist | Analysis     | Amount of data |
|-----------|------|-----------|--------------|----------------|
|           |      |           | Cluster 1    | Cluster 2      |
|           |      |           | Cluster 1    | Cluster 2      |
| k-Means   | 0.714| 0.251     | 31.38%       | 63.80%         |
|           | 61   | 30        |
| k-Medoids | 0.770| 0.269     | 41.29%       | 51.85%         |
|           | 50   | 41        |

The next EDM process is to determine the pattern of relationships between passing courses of one another. Whether the passing of one course will be influenced by the passing of other courses. The level of relationship between one data object and another data object is determined based on the value of support (Masukan Support in Indonesian) and the value of confidence (Masukan Konfiden in Indonesian). This EDM process uses the Apriori algorithm in the association rule (AR) model. Figure 4 below shows the results of the execution of the association rule formation as follows in Indonesian.

Figure 4. The results of the formation of association rules with the passing grade of subject is A.

The result of association rule will be influenced by the value of support and confidence given as parameters. The higher of the confidence value, the more confidence of the rules are formed, where each antecedent will determine the consequences. With a support value of 80% and a confidence value of 90%, it obtains 25 rules consisting of courses with A grade, as shown in Figure 4 above.

Another EDM process is the classification process using the Decision Tree (DT) model, which is a model that can be used to determine the status of an unknown student's graduation based on new data objects. Classification is the process of determining a new data class based on a training dataset (past dataset). DT is a data mining model that uses a decision tree pattern, where each node in the tree is an attribute in the dataset. The initial node of DT is determined based on the entropy value. The result of the decision tree is knowledge of conditional rule patterns (if-then-else) which can be used to determine previously unknown data classes. It can be seen in Figure 5.
Figure 5. The results of the formation of a decision tree using ID3

Figure 5 shows the tree structure generated by the DT algorithm, where root is the initial attribute determined based on the entropy value calculation. The DT data mining model can be used to determine labels / data classes that are not yet known and will be assigned a class (test dataset). Based on the DT performance measurement, the rule formation process in the decision tree is very good, as can be seen in Table 2 and 3. While the value of AUC (optimistic): 0.993 (positive class: right), AUC (pessimistic): 0.946 (positive class: right), thus the resulting classification is said to be a very good classification.

Table 2. Decision Tree (DT) performance measurement

| Measurement   |            |
|---------------|------------|
| Accuracy      | 93.41%     |
| Precision     | 92.54%     |
| Recall        | 98.41%     |

Table 3. Confusion matrix

| True | True Not On Time | True On Time | Class Precision |
|------|------------------|--------------|-----------------|
|      | Predictions Not on time | Predictions on time |            |
|      | 24               | 3            | 88.89%          |
|      | 4                | 60           | 93.75%          |
| Class Recall | 85.71%           | 95.24%       |                 |

Another EDM process is to determine the outliers of student grade data using the DBSCAN model, which is a model with the same way of working with clustering such as k-Means. DBSCAN determines the farthest object from the cluster formed, so that the farthest object can be identified as an outlier. In the student academic score dataset, the object farthest from the cluster can be interpreted as a data anomaly. Figure 6 below visualizes the results of the DBSCAN execution process to determine anomalous data as follows.
The picture above shows that based on the same academic dataset, the farthest data can be seen from other data sets and can be interpreted as an anomaly. In this case, it can be interpreted as a student's academic ability that is more prominent when compared to other academic abilities. Based on the measurement of the performance of the formation of outliers using the DBSCAN algorithm with an epsilon value of 0.6 and main points value of 10, one data is produced that is outside the other data objects that can be identified as anomalies, namely data with $x$ of 5.92 and $y$ of 7.29. By changing the epsilon value, it will affect the formation of the resulting data anomaly. The following Table 4 shows the anomalous changes that can be detected which are influenced by the epsilon value as follows.

**Table 4. Change in the value of epsilon in DBSCAN for min points of 10**

| epsilon | average | anomaly |
|---------|---------|---------|
| 0.2     | 64      | 27      |
| 0.3     | 77      | 14      |
| 0.4     | 84      | 7       |
| 0.5     | 87      | 4       |
| **0.6** | **90**  | **1**   |
| 0.7     | 91      | 0       |

The best data anomaly is obtained at the epsilon value of 0.6 (Table 4), where the number of anomaly formed is 1. The resulting anomaly data is outside the data object set with average density, thus it can be identified that the anomaly data is beyond average of academic scores. Based on the results of anomaly detection data (Table 4), only one data indicates that academic performance is very good or above average, where the data is the farthest data from other data sets as shown in Figure 6 and 7.

**Figure 6.** The results of the visualization of data anomaly determination with DBSCAN

**Figure 7.** The epsilon and anomaly value.
Discussions

After conducting a series of experiments by applying various techniques in data mining, where the dataset used is the recording of student academic results in the UNJANI Informatics Department, with the academic years 2015/2016 and 2016/2017 having produced various information that can be interpreted as a description of student academic abilities. Table 5 shows an overview of the results of the analysis of the use of EDM to analyze student academic performance.

Table 5. The results of the academic performance analysis through the application of EDM

| Data Mining Algorithms | EDM analysis |
|------------------------|--------------|
| Clusterization         |              |
| k-Means                | As many as 61 students have moderate academic ability |
|                        | As many as 30 students have good academic abilities |
|                        |              |
| Classification         | If the value of MK-13 courses > 2.5, it will be determined by the MK-11 course, if MK-11 > 7.5, then it will be on time |
|                        | If the value of the MK-13 course < 2.5, it will be determined by the MK-5 course, if the MK-5 > 13, then it will be on time |
|                        | If the MK-11 course score is < 7.5, the MK-9 course score must be > 11 to be able to graduate on time |
|                        | outside of the above provisions, it is not able to pass on time |
| Outliers Detection     | Based on the results of anomaly detection data (Table 4), only one data indicates that academic performance is very good or above average, where the data is the farthest data from other data sets. |
| Association Rules      | shows that passing the database course also has an effect on passing data communication courses with a confidence level of 98.7%. |

Conclusion

Educational Data Mining (EDM) has become an adequate tool to be used as a support for strategic decision making, especially in higher education institutions. EDM is a relatively new concept used for the acquisition of knowledge in the field of education through techniques in data mining. The techniques used in this study including clusterization, classification, association rules and anomaly detection.
The dataset used in this study comes from the academic data of students majoring in Informatics, Faculty of Science and Informatics UNJANI, batch 2015 and 2016, in which these students have taken all the required semesters (8 semesters) so that their graduation status is known. By using this dataset, the EDM process can be carried out in acquiring knowledge. The clustering process uses the k-Means technique using the ideal k value = 2, after first measuring the SSE (sum square of error) = 18.1388, the result of clustering is that there are 2 (two) groups of student academic patterns. The k-Means algorithm gives better results when compared to the k-Medoids algorithm. Another technique used is the classification technique with a decision tree algorithm, where the result of this technique is the formation of a conditional rule pattern (if-then-else) by determining the attribute as the initial root to calculate the entropy value. By comparing the two algorithms in the classification (ID3 and SVM) it can be seen that the ID3 algorithm has better performance, this can be influenced by the dataset used. To determine data anomalies from academic data using the DBSCAN algorithm, this algorithm can detect academic data anomalies with epsilon value of 0.6 and a min points value of 10.

The techniques in EDM can be used as a way to analyse patterns that are formed into new knowledge in the management of education in higher education using academic data sets generated through various information systems available at higher education institutions.
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