Darwinian computation with a functional map of the auditory cortex
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Abstract: Place codes of frequency, or tonotopic maps, are commonly found in the auditory pathway, from the cochlea to the auditory cortex, and thus, are believed to play substantial roles in auditory computation. In contrast, in the auditory cortex, tonotopic activation is clearly observed at the onset responses within 50-ms post-stimulus latency but rapidly decays to long-lasting suboptimal stimuli, suggesting that neural representation is made beyond the tonotopic map. We recently demonstrated in the rat auditory cortex that the degree of response variance is closely correlated with the size of its representational area, suggesting that place coding is an effective strategy to generate diverse response properties within a neural population. We also demonstrated long-lasting sound-induced steady-state local synchrony within the auditory cortex, where neural representation might be made in a different manner from transient tonotopic activation at stimulus onset. These results support the idea of Darwinian computation, where the tonotopic map effectively creates a response variance, while the steady-state synchrony gradually selects the neural population beyond the tonotopic map.
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1. INTRODUCTION

Auditory perception undoubtedly emerges from activation of the auditory cortex. While our auditory perception is relatively stable throughout life, the auditory cortex dynamically changes depending on experience and learning. Based on these experimental facts, the principles underlying encoding of sounds with a wealth of plasticity in the auditory cortex has long been discussed.

In particular, map plasticity in the auditory cortex has long been the focus of interests over decades. The development of the place code of frequency, or tonotopic map, in the auditory cortex depends on the auditory environment [1,2], whereas the tonotopic map is originally produced at the level of the cochlea based on its mechanical properties with low flexibility. Some pioneering studies interpreted map plasticity as an evidence that cortical representations encode behaviorally relevant information [3–7]. However, others argued that map plasticity is not always associated with enhanced perceptual ability [8–10] and is sometimes associated with deteriorated percepts [11]. These diverse observations have made it difficult to understand the roles the tonotopic map plays in computation in the auditory cortex.

A common caveat to the abovementioned studies is that map plasticity has been characterized in the most distinct neural activation following the stimulus onset with a post-stimulus latency within 50 ms under anesthesia. Therefore, another line of recent studies has characterized single-unit activities beyond the onset activities under an awake condition [12–16]. Importantly, the onset activities are occasionally followed by long-lasting sustained activities that last during the stimulus presentation when spectrotemporal characteristics of the stimulus are optimal to a given neuron but usually rapidly decay to most suboptimal stimuli. Despite the notion that such sustained activities undoubtedly play substantial roles in auditory perception, narrow tunings of sustained activities have hampered bridging a gap between the tonotopic map and sustained activities to date.

We here review our recent experiments and discuss about the underlying principle of encoding in the transient onset activities and long-lasting sustained activities in the auditory cortex [17–27]. In our working hypothesis, the Darwinian principle is implemented in the auditory cortex and probably other sensory cortices: the onset activities
cover all the possibilities of what to represent, and the sustained activities gradually narrow the possibility through local synchrony.

2. FUNCTIONAL MAP AS A BLANKET OF RESPONSE VARIANCE

Santiago Ramón y Cajal predicted in 1904 that acquisition of new skill, such as playing piano, could be characterized as a two-step learning process: formation of new pathways in the neural circuits and reinforcement and refinement of pre-established pathways. Almost a century later, such two-step plasticity was confirmed in the motor cortex in modern brain imaging studies [28,29]. More microscopically, a large fraction of excitatory neurons developed movement-related activity with a transient increase in dendritic spine turnover in the initial phase of learning, while the fraction of movement-related neurons decreased gradually in the late phase of learning [30]. Similarly, in experience-dependent plasticity in the somatosensory and visual cortices after deafferentation, expansions of receptive fields are followed by shrinkages and use-dependent refinements [31–33]. These observations are reminiscent of the Darwinian principle, which consists of two-step processes, i.e., variation and natural selection. More specifically, the theory of neural Darwinism predicts that variation and selection within neural populations are crucial to cortical computation.

Heterogeneity and variance of neural activities in the cortex could be a sign of the Darwinian principle, which is consistent with the well-established notion of sparse coding [12–14] and complex feature selectivity in the long-lasting sustained activities of the auditory cortical neurons [15,16]. Additionally, recent studies on two-photon calcium imaging with a single cellular resolution has revealed that the tonotopic map was present on a large scale but was fractured on a fine scale, i.e., within a single column, suggesting that groups of nearby neurons with locally shared inputs perform independent parallel computations and create wide variation within the group [34,35].

As a further experimental proof of neural Darwinism in the sensory cortex, we have hypothesized that response variance within a given group (e.g., tonotopic column and functionally delineated field) is closely associated with the size of the corresponding representational area. To test this hypothesis, we have investigated learning-stage-dependent map plasticity in the auditory cortex of rats [17,18,21].

In our previous study [17], we trained rats in nose poking during the presentation of a conditioned stimulus of 20-kHz tone with food pellet rewards. The rates of both hit and false-positive responses increased during the early stage of training, while hit responses continued to increase but false-positive responses decreased thereafter. On day 4, the maximum false-positive rate was observed. Both hit and false-positive rates reached asymptotes by day 20. We performed microelectrode mapping at the depth of layer 4 in the auditory cortex of isoflurane-anesthetized rats and characterized the tonotopic map in 3 groups: non-trained naïve control group; day 4 group, engaged in training for 4 consecutive days; and day 20 group, underwent training for ≥20 days.

At each recording site, frequency response areas (FRAs) were characterized to identify the characteristic frequency (CF) and tonotopic map in the auditory cortex (Fig. 1A). The tonotopic map is then further divided into multiple auditory fields based on tonotopic discontinuity, response latency, and FRA properties (Fig. 1B). These tonotopic and field maps changed dynamically during learning (Fig. 1C) in that tone-responsive area tended to expand at the early stage and shrink after extended training. Interestingly, late-stage shrinkage was significantly correlated with behavioral performance.

Next, we investigated the response variability within the tonotopic map to find links between the response variance and representational area in the map. Despite having an identical CF, some multiunit responses show large FRAs (left column in Fig. 1A), while others show small and uncertain FRAs (right column in Fig. 1A). To quantify such variability among units, we used mutual information (MI) to estimate how a discharge rate at a given site carried information about the frequency of test tones. Qualitatively, small and uncertain FRAs tended to result in small MI. Consistent with the notion of sparse coding in the auditory cortex, MI was typically small. However, the degree of response variance was dependent on CF with more units having large MI in high-CF regions (Fig. 1D). Additionally, MI distribution also depended on the stage of learning such that response variation temporally increased at day 4 and decreased at day 20. These results were consistent with the variation and selection process in neural Darwinism. Consequently, neural representations may become sparse during the later stages of learning [36].

Most importantly, the variance of MI was significantly positively correlated with the representational area delineated by either CF or auditory subfield (Fig. 1E(i)), irrespective of the learning stage. Significant correlation was also observed in the maximum value of MI (Fig. 1E(ii)) but was not obvious in the minimum value (Fig. 1E(iii)) because small MI was commonly observed in all test groups. Furthermore, the learning-induced changes of representational area were also positively correlated with those of MI (Fig. 1E(iv)), suggesting that a gain and loss of representational area are associated with diversification and sparsification of neural responses, respectively. This result adds compelling evidence regarding the functional link between the response variability and representational area.
Fig. 1  Map plasticity and response variance. A. Representative frequency response area (FRA). Mutual information (MI) for each unit is indicated in the upper insets. B. Cortical map from naive, day 4, and day 20 groups. Cortical maps from individual subjects were superimposed with the positional reference of the highest CF location and the aligned flat-skull plane. Abbreviations: A, anterior; P, posterior; D, dorsal; V, ventral. C. Learning-stage-dependent representational area for the CF (i) and auditory subfields (ii). D. MI distribution. Histogram of entire data include the following: (i) naive ($n = 838$); (ii) day 4 ($n = 965$); and (iii) day 20 ($n = 618$). (b) CF-dependent distribution. On each box, the central mark is the median, and the edges of the box are the 25th and 75th percentiles. The whiskers extend to the most extreme data points. (c) Auditory-subfield-dependent distribution. E. MI distribution on the functional map. (i) Interquartile range (IQR) of MI with respect to representational area with a given property, i.e., CF and auditory subfield. The shapes indicate the test groups: circle, naive; triangle, day 4; and square, day 20. $R$ and $p$ are Pearson’s correlation and its significance level (t-test), respectively. (ii) Maximum value of MI. (iii) Minimum value of MI. (iv) Learning-induced changes in MI IQR ($\Delta$IQR) and representational area ($\Delta$Area). These figures were adapted and modified from [17,21].
because the measure of learning-induced change is not biased by the delineation of the test area, i.e., binning of CF.

Thus, within the functional units of computation (e.g., tonotopic columns and auditory fields), the degree of response variability is likely to be modulated with the representational area according to training and experience. In other words, larger representational areas may help accommodate a heterogeneous population of neurons that emit diverse responses to stimuli. Empirically, representational areas in the sensorimotor cortices are likely to increase with their functional importance [6,7,37]. The auditory cortex of rats had wider ultrasonic, high-frequency regions than low-frequency regions, possibly because ultrasonic sounds are used for vocal communications [38,39]. In contrast, a larger representational area is devoted to low frequencies <10 kHz in the auditory cortex of cats [40] and monkeys [41], whose vocal communications are mediated within these lower ranges that are audible to humans. These biased distributions of functional columns can be considered as experimental evidence of Darwinian computation.

The original theory of neural Darwinism involves selective death of neurons [42], but now we usually assume selective strengthening or weakening of population of synapses [43]. Our and other studies on map plasticity are consistent with the expansion and renormalization model based on Darwinian selection [44]. In this model, the number of neural circuits that respond to task stimuli increases at the early stage, causing heterogeneous circuits to emerge. The late stage of learning constitutes selection of the most efficient neural circuit from the heterogeneous population. By the end of learning, the useful circuit is stabilized, and the cortical map is normalized. This model is also consistent with recent findings in human studies that neural plasticity is transient in motor and perceptual learning [45–47].

The functional map endows neurons in close proximity with shared synaptic inputs and allows mutually independent computations among neurons [34]. Decorrelating neuronal activities from shared inputs is a possible neural mechanism to generate variance of neural patterns [20,48–50]. Paradoxically, the functional map could be capricious in some conditions [51,52]. Thus, the functional map is likely to play an essential role in Darwinian computation, serving as an effective, but not absolutely necessary, structure to generate various response properties within a neural population.

3. SELECTION THROUGH LOCAL SYNCHRONY

As discussed in the previous section, sound stimuli recruit a large number of neurons at the stimulus onsets within tonotopic columns of given stimulus frequencies. Our experimental finding that response variance was correlated with its representational size in the tonotopic map suggests that place coding is an effective strategy to generate diverse response properties within the neural population. However, following such onset activities, sustained activities were observed in only a small number of neurons but rapidly decayed in the majority of neurons [15,16]. Therefore, it is still challenging to characterize stimulus representation in the sustained activities, despite of the broad consensus on its importance in perception.

Sustained activities may be fine-tuned to the optimal stimulus through cortical interaction between neurons, which is different from classical tuning properties, i.e., feedforward thalamocortical activation at the stimulus onset within 50-ms post-stimulus latency. Large-scale interaction gives rise to a cortical state, which could predict discharges in a single neuron under test and external stimuli [53,54]. These state-dependent discharges are produced by specific spatiotemporal patterns of shared inputs spreading across several millimeters [25,55–57], which should be associated with local synchrony within the auditory cortex. Thus, we hypothesized that sound-induced band-specific power and phase synchrony patterns in local field potential (LFP) could be considered as cortical states underlying sustained activities and represent rich information on test sounds.

We implanted a microelectrode array with a 10 × 10 grid of recording sites to characterize onset and sustained activities from layer 4 in the auditory cortex of isoflurane-anesthetized rats [23]. Here, the sustained activities were defined as time average of band-specific LFP power and phase locking value (PLV) with a given time window during long-lasting tones with a duration of 30 s. Sparse logistic regression (SLR), one of the machine learning algorithms for classification with sparse parameter estimation, was then applied to determine whether and how the existence of test tone could be predicted from LFP power and phase synchrony patterns. During supervised learning for classification, SLR prunes irrelevant dimensions of data by setting their associated weights to zero [58]. We assumed that the resultant sparse representation would indicate some neural correlates and contribute to understanding of the cortical representation of sustained activities [22,59].

Figure 2A shows the representative organization of the auditory cortex within a 10 × 10 grid of recording sites. Based on the tonotopic discontinuity, FRA characteristics, and latency, each recording site was classified into the core, belt, and non-auditory regions. The core region includes A1 and AAF, each of which exhibits a posterior-to-anterior or lateral-to-dorsal tonotopic gradient and short peak latency.
The belt region consisted of several subfields with longer latency than that of the core region.

Figure 2B(i) shows the representative spatial patterns of LFP amplitudes in spontaneous activity and the onset activities. As compared with spontaneous activity, auditory-evoked LFPs exhibited several distinct activation foci, depending on the test frequency. Such clear differences between auditory-evoked and spontaneous LFPs led to the high accuracy rate of decoding (>95%) (Fig. 2C(i)).

Figure 2B(ii) shows the representative patterns of band-specific, high-gamma power during sustained activity, which was less distinct than those during spontaneous activity. Nonetheless, discrimination accuracy between silence and a given tone presence increased with the length of the time window, and the highest accuracy (68.3%) was achieved in the high-gamma band for a time window of 1,000 ms, suggesting that stable synchrony pattern is informative (Fig. 2C(ii)).

Figure 2B(iii) shows the representative PLV patterns, i.e., local synchrony patterns, which have extremely high dimensions of 4,560. Such high dimension makes it difficult to manually extract distinct patterns or informative
pairs of recording sites that represent the existence of a test tone. Nonetheless, SLR was able to discriminate between sound-induced and spontaneous activities from PLV patterns. The highest accuracy (71.3%) was achieved in the high-gamma band for the time window of 1,000 ms, again supporting that stable synchrony patterns within the auditory cortex represent rich information on sounds (Fig. 2C(iii)).

During the supervised learning phase, SLR selected informative recording sites and removed irrelevant recording sites from the discriminator by updating their weights. We examined the selected features in the 20 most successful discriminations of each test frequency and characterized how these informative features are distributed among the tonotopic and field maps in the auditory cortex.

For the onset activity, 2.3 ± 0.96 (mean ± standard deviation) recording sites were selected. Most of these remaining sites (90.8%) had CFs, which gradually increased with the test frequency. The CFs at the peaks of these histograms almost corresponded to the test frequencies, indicating that the frequency representation of the auditory-evoked LFP is consistent with the tonotopic organization in the auditory cortex.

The sustained activities exhibited similar trends. For high-gamma bandpower, 15 ± 5.9 recording sites remained, and for PLV, 12.5 ± 4.3 pairs of recording sites (i.e., 25 ± 8.6 recording sites) remained. The remaining sites were likely to have CFs that were close to the decoded test frequency, indicating that the frequency representation of the bandpower and PLV also corresponds to the tonotopic organization.

More interestingly, each auditory subfield was likely to contribute differently between the onset and sustained activities. For the onset activity, the core region contributed more to decoding than the chance level, while the belt region had higher contribution during sustained activities. Thus, sparse parameter estimation with SLR revealed that both the onset and sustained activities represent the test frequency according to the tonotopic organization of the auditory cortex but depend on different cortical regions.

At the level of auditory nerves, sustained steady-state firing activities are commonly observed, although these firing rates are reduced by approximately half [60,61]. Such steady-state firings are forwarded to the auditory cortex in a tonotopically organized manner and organize band-specific power and PLV in cortical LFPs, which might underlie sustained activities in a small number of cortical neurons [15,16] and synchronized firing among neurons [56,62].

For both the band-specific power and PLV, the highest decoding performance was achieved in the gamma band, which has long been considered to mediate feature binding and perception in the visual and auditory cortices [24,25,63–66]. The gamma band synchrony mainly reflects activities of inhibitory interneurons in the cortex [67,68], and the cortical inhibition plays an important role in both sparse coding [12,69,70]. These facts are consistent with our view of neural Darwinism: through inhibition of irrelevant activities during local synchrony, a neural population is selected from a pool of diverse responses recruited in the onset activities.

SLR suggested that the belt cortex, i.e., higher-order auditory areas, was more informative than the core cortex during the sustained activities, while the core was more informative than the belt in the onset activities. The core cortex receives feedforward projection from the ventral division of the medial geniculate body (MGB), the main station of the auditory thalamus, and this thalamocortical projection is a source of the onset activities [71,72]. The belt cortex receives thalamocortical projections from the medial division of the MGB and reciprocal connections within the auditory cortex and with other regions including the basal ganglia, amygdala, and prefrontal cortex [71–80]. Together with these anatomical facts, our results indicate that the computation in the auditory cortex is tonotopically and hierarchically organized, starting from the onset activities in the core cortex and recruiting the belt cortex during the sustained activities for higher-order functions.

4. OUTLOOK

We have discussed so far about the Darwinian principle, which is likely implemented in the auditory cortex for perception and perceptual learning. The principle consists of two steps: diversification and selection of neural responses. At the onset activities, the functional map serves as an effective blanket of response variance through mutually independent computations among neurons with shared synaptic inputs. From the neural population participating in onset activities that cover all the possibilities of what to represent, the sustained activities gradually narrow the possibilities through the gamma-band local synchrony emerging from interaction of inhibitory interneurons.

Thus, we believe that response variance and steady-state synchrony within the functional map play substantial roles in cortical computation. Learning-induced map plasticity in the sensorimotor cortex could be interpreted as a modification of response variance within a given cortical region. Phantom perception, e.g., phantom-limb pain and tinnitus, is often associated with disorganization of functional maps in the sensory cortex [81,82] and probably with maladaptive response variance in an affected region. Furthermore, thalamocortical dysrhythmia has long been considered as a neural mechanism of tinnitus [83,84], and accumulating evidence has indicated to date that tinnitus is associated with increased gamma activities [85–87]. This pathological perception could be relieved by
vagus nerve stimulation, an emerging technology that induces targeted plasticity, which reorganizes the pathological functional maps and modulates gamma synchrony [26,44,88,89].

Our preliminary studies suggest that the steady-state local synchrony within the auditory cortex might play important functional roles, which still remain to be clarified. For example, consonance and tonality modulate the local synchrony in a band-specific manner [90]. Appetitive and aversive learnings also modulate the synchrony differently [91]. Learning-induced map plasticity, which has long been the center of focus in the research field of sensory cortex, is likely involved in the diversification process in the Darwinian principle. Map plasticity outside the behavioral context by pairing tones with stimulation of the cholinergic nucleus basalis did not affect tone discrimination performance but enhance perceptual learning [92]. Therefore, the missing link to better understand how the sensory cortex works might be the selection process in the Darwinian principle, one of the most likely candidates of which is the gamma-band local synchrony emerging from inhibitory neurons.

This work is partly based on results obtained from projects commissioned by JSPS KAKENHI (17K20090, 18H04999), AMED (JP18dm0307009), NEDO (18101806-0), and the Tateishi Science and Technology Foundation.
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