Simulation of 3D Image Reconstruction in Rigid body Motion

Huihong Chen¹, Shiming Li*²

¹Chen Huihong (School of information engineering, Guangzhou Panyu polytechnic University, Guangzhou China, 511483)
²Liu Shiming(Corresponding author) (School of management, Guangzhou Panyu polytechnic University, Guangzhou China, 511483)

Abstract: 3D image reconstruction under rigid body motion is affected by rigid body motion and visual displacement factors, which leads to low quality of 3D image reconstruction and more noise, in order to improve the quality of 3D image reconstruction of rigid body motion. A 3D image reconstruction technique is proposed based on corner detection and edge contour feature extraction in this paper. Region scanning and point scanning are combined to scan rigid body moving object image. The wavelet denoising method is used to reduce the noise of the 3D image. The edge contour feature of the image is extracted. The sparse edge pixel fusion method is used to decompose the feature of the 3D image under the rigid body motion. The irregular triangulation method is used to extract and reconstruct the information features of the rigid body 3D images. The reconstructed feature points are accurately calibrated with the corner detection method to realize the effective reconstruction of the 3D images. The simulation results show that the method has good quality, high SNR of output image and high registration rate of feature points of image reconstruction, and proposed method has good performance of 3D image reconstruction.

1 Introduction

3D image reconstruction is the basis of 3D visual reconstruction and virtual reality simulation in rigid body motion state. Through 3D image reconstruction in rigid body motion state, it provides a model foundation for building 3D visual simulation model, and the 3D image reconstruction of rigid body motion is carried out under computer vision, and virtual reality scene simulation platform is set up. A combination of computer technology, graphics and image technology, optical technology, control technology and other high technology to realize the reconstruction and Simulation of three-dimensional image information. In the design of 3D image reconstruction, three-dimensional modeling and related image processing algorithms are used to realize the simulation and visual reconstruction of the virtual reality scene. Three dimensional image reconstruction technology under dynamic state has very good application value in image processing, visual simulation and 3D modeling[1].

3D image reconstruction is an important image processing technology in the field of computer vision. In the process of 3D image reconstruction under rigid body motion, because of the irregular shape of image itself and strong noise interference, it is difficult to reconstruct 3D images in traditional methods. Traditionally, 3D reconstruction of 3D images under rigid body motion can be divided into two categories: parametric statistical feature recombination model and geometric regular contour reconstruction model, etc[2]. The regional active contour model of 3D image in rigid body motion state is constructed by manually setting parameters. In sparse sampling point distribution technology, the homogeneous region of 3D image distribution under rigid body motion state is segmented[3,4]. The Mumford-Shah model is established for 3D image reconstruction under rigid body motion. In reference [5], a statistical shape model(SSM) is proposed for 3D image reconstruction under rigid body motion, and the statistical information feature reconstruction method is used to reconstruct 3D image. The image restoration and
clarity processing of optical imaging under rigid body motion state is realized. The reconstruction accuracy is higher, but the reconstruction cost of the image with high interference intensity is higher. In reference [6], a structural model of 3D image reconstruction system based on active polarization imaging under rigid body motion is proposed. The reconstruction template shape is constructed and the similarity feature of target shape is extracted. The 3D image reconstruction under rigid body motion is carried out with the method of deformation displacement vector compensation. The disadvantage of this method is that the statistical information expression ability of reconstructed image is poor and the image is greatly affected by noise.

In order to solve the above problems, we propose a 3D image reconstruction technique based on corner detection and edge contour feature extraction. Firstly, the region scanning and point scanning are used to scan the rigid body moving object image. The wavelet denoising method is used to reduce the noise of the 3D image. The edge contour feature of the image is extracted. Then the sparse edge pixel fusion method is used to decompose the feature of the 3D image in the state of rigid body motion. The irregular triangulation method is used to extract and reconstruct the information features of the rigid body 3D images. The reconstructed feature points are accurately calibrated with the corner detection method to realize the effective reconstruction of the 3D images. Finally, the performance tests are carried out through simulation experiments, which demonstrate the superior performance of the proposed method in improving the performance of 3D image reconstruction under rigid body motion.

2 3D Image acquisition and preprocessing in rigid body motion

2.1. Image scanning of moving objects of rigid bodies

In order to realize 3D image reconstruction under rigid body motion, we use the region scanning and point scanning technology to scan the image of rigid body moving object, and realize the global spatial scanning of reconstructed object. The spatial scanning methods such as Cell Projection and Splatting are used to analyze the random and deterministic distribution of 3D images in rigid body motion[10]. The arbitrary pixel values from the beginning are selected as the initial values of the parameters of the global spatial scanning. The laser intensity attenuation coefficient is set and the image is replaced by column and column. Matrices $Q$, $Q'$ and $Q''$ are used to represent the $M \times N$ dynamic image of rigid body, gray image and sub-template of image respectively[8].

According to the edge contour calibration, subpixel matching method is used to compensate the recognition error caused by the dynamic difference of rigid body motion. The sparse linear equations of image template matching under rigid body motion are obtained as follows:

$$g(x, y) = h(x, y) \ast f(x, y) + \eta(x, y) \quad (1)$$

Where, $h(x, y)$ is the parallax function and the symbol $\ast$ denotes convolution. According to the image pixel level parallax function, the beamspace with parallax is solved, and the subpixel parallax is obtained in the 3D image scanning direction under rigid body motion:

$$g(x, y) = f(x, y) + \eta(x, y) \quad (2)$$

Where, $\eta(x, y)$ is the gray value of the energy function about parallax. In the case of image reconstruction and contour with high intensity noise interference, the difference pixel characteristics contained in each sub-region information are analyzed by image filtering[9]. The data items and smoothing items of 3D image feature extraction under rigid body motion are calculated, and the edge pixel estimates are obtained as follows:

$$\hat{f}(x, y) = \beta F(x, y) + (1 - \beta)m_l + \delta_i^2 \quad (3)$$

Where, $F(x, y)$ is the strong texture set of 3D images in rigid body motion, $m_l$ is the weak texture set and $\delta_i^2$ is the local variance.

The gradient information of 3D image under rigid body motion is obtained by combining spatial scanning of Ray-Casting image. In 3D data field, the imaging region of 3D image scanning under rigid body motion is divided into two homogeneous regions (object and background). The image sequence is approximated in subspace in the direction of line of sight. Assuming that the color information $I(x, y)$ of $\Omega$ is divided into two non-overlapping regions $R_1$ and $R_2$ by ray casting curve $G$, the matching point neighborhood of sampling points is calculated, and the mesh model of 3D image reconstruction under rigid body motion is obtained[10]. The matching function between the sampling points and the vertices of the grid model is obtained by scanning the Ray-Casting space as follows:

$$E^{ve}(c_1, c_2) = \mu \cdot \text{Length}(C) + \nu \cdot \text{Area}(\text{inside}(C)) + \lambda_1 \int_{\text{inside}(C)} |I - c_1|^2 \, dx \, dy + \lambda_2 \int_{\text{outside}(C)} |I - c_2|^2 \, dx \, dy \quad (4)$$

Where, $c_1$ and $c_2$ represent spatially distributed thread primitives of 3D images in rigid body motion state of target and background region respectively, $\text{Length}(C)$ denotes regional distributed contour length, $\text{Area}(\text{inside}(C))$ denotes pixel intensity, and $\lambda_1$ and $\lambda_2$ denote spatial sweep of each image. The weight coefficients of
constraint vectors are constants greater than 0. Through the spatial scanning of the reconstructed Ray-Casting image, the original image input is provided for the 3D reconstruction of the image[11].

2.2 3D image denoising processing

On the basis of using region scanning and point scanning to scan rigid body moving object image, the paper carries out three dimensional image denoising processing. In this paper, wavelet denoising method is used to do three dimensional image de-noising processing[12]. In the state of volume motion, 3D image is decomposed by wavelet decomposition. The closed curve of wavelet is C, and expressed as

\[ C = \{(x, y) \in \Omega : \phi(x, y) = 0\} \]

by a binary gradient function. In the active region of contour line, the holographic projection image of 3D image under rigid body motion is obtained, coefficient \( V \) is usually 0, where the value is 0:

\[
E^\mu(c_1, c_2) = \mu \int_\Omega \delta(\phi(x, y))|\nabla \phi(x, y)| dx dy + \lambda_1 \int_\Omega \left| I - c_1 \right|^2 H(\phi(x, y)) dx dy + \lambda_2 \int_\Omega \left| I - c_2 \right|^2 (1 - H(\phi(x, y))) dx dy
\]

Where, \( H(z) \) and \( \delta(z) \) are the regular terms of the pixel sparsity in the region of the three-dimensional image noise in the rigid body motion state respectively. By the regularized Dirac decomposition, the noise reduction filtering of the three-dimensional image under the rigid body motion state is calculated[13], and the energy function of the pixel feature distribution of the image is obtained as follows:

\[
E^{\mu BF}(\phi, f_1, f_2) = \mu \int_\Omega \frac{1}{2} |\nabla \phi| - 1 \right|^2 dx + \nu \cdot \text{Length}(C) + \lambda_1 \int_\Omega \left[ \int K_s(x-y) \left| I - f_1(x) \right|^2 H(\phi) dy \right] dx + \lambda_2 \int_\Omega \left[ \int K_s(x-y) \left| I - f_2(x) \right|^2 (1 - H(\phi)) dy \right] dx
\]

Where, \( \lambda_1, \lambda_2, \nu, \mu \) are non-negative constant, \( K_s \) is the standard deviation of Heaviside function, \( \sigma \) is the weight coefficient, and the size of the weight coefficient \( R \) is chosen to adjust the size of the reconstructed edge contour of the 3D image in rigid body motion. A set constraint item is used to ensure the stability of the level set function, and the local gradient energy distribution function is established by using the edge contour information of the image, which can effectively distinguish the template of the imaging object and the background area of the 3D image, and set up the local image location. The partial binary fitting term is used to fit the local energy. The gray values of 3D image reconstruction are represented by \( f_1(x) \) and \( f_2(x) \). In the horizontal concentration of pixel distribution in background area, \( f_1(x) \) and \( f_2(x) \) change with spatial domain.

Wavelet subspace fusion method is used to reduce noise. The output of the feature components of the pixel fusion region of the image is as follows:

\[
I(x) = J(x)t(x) + A(1-t(x))
\]

Where, \( A \) is the scale information of 3D image reconstruction in a single frame of rigid body motion, \( t(x) \) is the distribution density of noise, and \( J(x)(t(x) \) is the distribution distance between edge contour point and information center point[14].

3 3 D image reconstruction

3.1 3D image feature decomposition

In this paper, a 3D image reconstruction technique is proposed based on corner detection and edge contour feature extraction. The sparse edge pixel fusion method is used to realize 3D image feature decomposition and knot in rigid body motion. With the gradient information of the local image, the 3D coordinates of the image distributed data volume in the motion state of rigid body are obtained by wavelet analysis. The contour length of the 3D reconstruction of the image is as follows:

\[
E = \theta E^{\mu BF} + (1-\theta) E^{\mu GF} + \nu L(\phi) + \mu P(\phi)
\]

Where, \( \theta \) is the gray weight coefficient of each pixel neighborhood, \( L(\phi) \) is the constraint item of edge contour length, the target region and background area are smoothed, and the box model is defined as follows:

\[
L(\phi) = \int_\Omega \delta(\phi)|\nabla \phi| dx
\]

Where, \( P(\phi) \) is a sparse canonical term, the local Gao Si probability distribution of edge pixels is obtained by bounding box method as follows:

\[
P(\phi) = \int_\Omega \left[ \frac{1}{2} \right] \left| \nabla \phi - 1 \right|^2 dx
\]

Where, \( E^{\mu BF} \) is the local gray level information, \( E^{\mu GF} \) is the local gradient energy term, thus the 3D coordinate of the ray entering the data body is defined as follows:

\[
E^{\mu BF}(\phi, f_1, f_2) = \lambda_1 \int_\Omega \left[ \int K_s(x-y) \left| I - f_1(x) \right|^2 H(\phi) dy \right] dx + \lambda_2 \int_\Omega \left[ \int K_s(x-y) \left| I - f_2(x) \right|^2 (1 - H(\phi)) dy \right] dx
\]
In the formula, \( I^G \) denotes the gradient mode of the reconstructed surface, and \( f_1^G \) and \( f_2^G \) represent the gradient mode of the curved part and the linear part of the reconstructed mesh surface. In this way, the 3D data field of image reconstruction is constructed, and the sparse edge pixel fusion method is used to realize the 3D image feature decomposition under rigid body motion, and the characteristic decomposition equation is obtained as follows:

\[
\frac{\partial \phi}{\partial t} = -\delta(\phi) \left[ \theta \left( \lambda e_1^{LBF} - \lambda e_2^{LBF} \right) + (1 - \theta) \left( \lambda e_1^{LGF} - \lambda e_2^{LGF} \right) \right] + v \delta(\phi) \text{div} \left( \frac{\nabla \phi}{\nabla \phi} \right) + \mu \left( \nabla^2 \phi - \text{div} \left( \frac{\nabla \phi}{\nabla \phi} \right) \right)
\]

Where, \( e_1^{LBF} \), \( e_2^{LBF} \), \( e_1^{LGF} \), \( e_2^{LGF} \) are calculated as:

\[
\begin{align*}
\lambda e_1^{LBF} &= \int_\Omega K_\sigma(y-x) |I(x) - f_1^G(y)|^2 \, dy \\
\lambda e_2^{LBF} &= \int_\Omega K_\sigma(y-x) |I(x) - f_2^G(y)|^2 \, dy \\
\lambda e_1^{LGF} &= \int_\Omega K_\sigma(y-x) |I^G(x) - f_1^G(y)|^2 \, dy \\
\lambda e_2^{LGF} &= \int_\Omega K_\sigma(y-x) |I^G(x) - f_2^G(y)|^2 \, dy
\end{align*}
\]

Where, \( H(\phi) \) is a Heaviside function, representing the spatial mapping of 3D image distribution under rigid body motion, and \( \delta(z) = \frac{d}{dz} H(z) \) is a Dirac function, representing the dynamic feature points of rigid body motion.

### 3.2 3D image reconstruction output

The irregular triangulation method is used to extract and reconstruct the information feature of the rigid body 3D image. We set \( \{w_1, w_2, ..., w_6\} \) denote the vector weight of the 3D image reconstruction extraction under the rigid body motion state, and assume the 3D image weight under the rigid body motion state. The length of the location information association distribution is \( L = y_{\max} - y_{\min} \), the width is \( W = y_{\max} - y_{\min} \), and the height is \( H = z_{\max} - z_{\min} \). By using the three-dimensional space reconstruction method, the retrieval topology of 3D image reconstruction under rigid body motion is represented by the following four vector quantization functions:

\[
\begin{align*}
x_1 &= p_1 - m \\
x_2 &= p_2 - m \\
x_3 &= p_3 - m \\
x_4 &= m
\end{align*}
\]

Where, \( m \) is the edge segmentation scale of 3D image reconstruction under rigid body motion in adjacent domain, and the affine moment of 3D image reconstruction optical image region segmentation single frame information \( I(x,y) \) in the whole reconstructed geometric space under rigid body motion condition. \( \eta \) and pixel invariant moments \( R_i \), whose estimated values are:

\[
\tilde{\eta} = \arg \min_{\eta} L(\eta), \quad \tilde{R}_i = \frac{1}{K} \sum_{i=1}^{K} x_i^H
\]

Where, \( L(\eta) \) represents the function of the rigid body moving image, and the edge of the image is segmented by binary processing, and the edge trajectory of the image is obtained. The \( x_i \) denotes the input pixel level, and the \( K \) represents the pixel level:

\[
\tilde{I}(x) = 1 - \min_{z \in [0,1]} \left( \frac{I^G(y)}{A^*} \right)
\]

Where, \( I^G(y) \) is the initial pixel set, and \( A^* \) represents the scale information of the image. According to the above processing, the irregular triangulation method is used to extract and reconstruct the information features of the rigid body 3D image. The moving object image reconstruction is realized \(^{[15]}\), and the edge pixel set of the 3D image reconstruction under the rigid body motion is obtained as follows:

\[
\begin{align*}
I_f(x,y) &= I * G(x,y,\sigma) \\
I_w(x,y) &= I * stdfilt(x,y,w) \\
S_{\sigma^2}(x,y) &= -\log \left( P_2(x,y) \right)
\end{align*}
\]

Where, \( G(x,y,\sigma) \) denotes the high frequency component set of 3D image reconstruction in \( 4 \times 4 \) subgrid region under rigid body motion. According to the result of image reconstruction, 3D image reconstruction in rigid body state is carried out. Based on the above processing, the reconstructed feature points are accurately calibrated with corner detection method, and the effective reconstruction of 3D images is realized. The implementation flow of the improved algorithm is shown in figure 1.

### 4 Simulation test and result analysis

In order to test the application performance of this method in 3D image reconstruction under the rigid body motion state, we carry out the simulation...
experiment. The Matlab 7 simulation software is designed, and the Laser 5 3D image scanner is used to scan the image of the rigid body motion state. The training sample size of the rigid body motion image is 1200, and the frame of the moving image is made. The frequency of the scanning is 12KHz, the time interval of the 3D image sampling is \( t = 4s \), the dimension of the 3D image reconstruction region is divided into \( m \times n \) bit 360*240, the width of the pixel window (16, 32, 64), the resolution of the 3D image reconstruction in the rigid body motion state is 1200*1600, the edge coefficient of the 3D image reconstruction is \( \mu = 0.021 \times 232 \times 200 \), the sparsity \( \nu = 1 \), the image reconstruction. The time interval \( \Delta t = 0.24 \) and the correlation coefficient of the image distribution are \( \varepsilon = 0.125 \). According to the simulation environment and parameters set above, the 3D image reconstruction simulation of the rigid body motion state is carried out. The original collection of rigid body motion images is shown as shown in Figure 2.

![Figure 1](image1.png)

**Figure 1.** Process of 3D image reconstruction under rigid body motion

![Figure 2](image2.png)

**Figure 2.** Three-dimensional image under rigid body motion

The 3D image in the rigid body motion state of figure 2 is taken as the research object, the 3D image reconstruction is carried out, and the wavelet denoising method is used to de-noise the image, and the edge contour feature is extracted from the de-noised image. The result of feature extraction is as shown in Figure 3.

![Figure 3](image3.png)

**Figure 3.** Image edge contour feature extraction

The irregular triangulation method is used to extract and reconstruct the information feature of the rigid body 3D image, and the reconstructed output is shown in figure 4.
Figure 4. Result of 3D image reconstruction

The analysis of Figure 4 shows that the quality of 3D image reconstruction in rigid body motion is better and the registration rate of the feature points of the image reconstruction is high. In order to compare the quality of the reconstruction of the image, we use the signal to noise ratio of the image as the test index, and the contrast results are shown as shown in Figure 5.

Figure 5. Comparison of output signal-to-noise ratio of image reconstruction

The simulation results show that the proposed method has better quality and higher PSNR of the output images under rigid body motion, which is 12.5% and 21.3% higher than that of the traditional methods. Therefore, we can see that the reconstruction effect of this method is better.

5 Conclusions

In this paper, we propose a 3D image reconstruction technology based on corner detection and edge contour feature extraction. The image of the moving object is scanned by regional scanning and point scanning, and then the wavelet denoising method is used to denoise the three-dimensional image, thus the edge contour features of the image are extracted. According to the feature of the contour, the feature of three-dimensional image under the rigid body motion is decomposed by the sparse edge pixel fusion method, and the information feature of the 3D image is extracted and reconstructed by the irregular triangulation. Then, the corner detection method is used to calibrate the reconstructed feature points, and finally the 3D image can be reconstructed effectively. The simulation results show that the method has good image quality, high output signal to noise ratio and high registration rate of image reconstruction feature points, and has good performance of 3D image reconstruction. This method has good application value in 3D reconstruction of rigid motion images.
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