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Abstract

In the article, we describe a new algebraic approach to the temporal network analysis based on the notion of temporal quantities. We define the semiring for computing the foremost journey and the traveling semirings for the analysis of temporal networks where the latency is given, the waiting times are arbitrary, and some other information on the links are known. We use the operations in the traveling semiring to compute a generalized temporal betweenness centrality of the nodes that corresponds to the importance of the nodes with respect to the ubiquitous foremost journeys in a temporal network.
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1 Introduction

Network analysis is used for different purposes in operations research, social sciences and many other scientific fields. A lot of research is done in communication networks, logistics, and the internet. The interest in network analysis increased in recent times, mostly due to the availability of big data and the global interest in data analysis. The growth of the internet and the amount of information available gave rise to many methods for the analysis of big data and sparse networks. In the last decade, there has been growing interest in temporal networks – the networks which change over time.

In a temporal network, the presence and the activity of nodes and links can change through time. Temporal data was added to networks in different scientific fields, for example transport systems [4, 8] and project management (CPM, Pert) in operations research [19]. An overview of temporal network analysis is given in [17, 18, 15].

A lot of research is still confused with the terminology and the terms used in communication network analysis, transport networks, computer networks, etc. that are similar or even the same, define the same phenomenon with different notation and different
words. For example, temporal distance [26], reachability time [16], latency of the information, and other terms name the same thing in different areas. The same thing happens with journeys [26] that are named temporal paths, time respecting paths or paths with schedules by other authors.

There is no established formal description of temporal networks. The common point of all current research is the time component and that the changes of the network are one of the key information about the network.

The beginnings of temporal network analysis are based on time slices of the network [24]. The temporal network is represented as a sequence of static networks, representing the state of the temporal network at a chosen time point (interval).

Two different approaches aim to unify temporal networks theory in a way that could be used for all the different uses. One is the time-aggregated graph from [13]. The other is the time-varying graph from [7].

We feel that both descriptions lack the possibility of adding arbitrary information to the network nodes or links. They are both describing the presence with explicit functions which also seems too complex. In [3] and [22], we proposed a new way for the temporal network description which remedies both of these shortcomings.

In the article, we shortly explain our description of temporal networks and study the case of temporal networks that is an extension of static networks and of temporal networks with zero latency and zero waiting times described in our previous articles [3, 22]. We define a mathematical model for the description of temporal networks that allows for the presence / activity of the nodes / links and for the node properties and the link weights to change through time. The amount of the information that can be described with our representation of temporal networks is not limited. We construct semirings with operations that allow us to define and compute a simple node centrality measure in a temporal network.

Most of the static network analysis based on paths has been difficult to generalize to the case of temporal networks because of the obvious differences – in static networks the shortest path always includes the shortest subpaths which is not true in temporal networks (we address this issue in more detail at the end of the article). Also, these measures cannot be generalized with the time slices approach as the temporal network can be disconnected at every time point and connected through time (think of the network of e-mail messages). The analysis of path based indices has to be done on dynamic networks that include the latency information.

For some special cases, there were steps taken to compute shortest, fastest, and foremost journeys [26]. But the complexity of the standard problems of network analysis can be a lot greater in temporal networks. For example, the problem of strongly connected components in temporal networks is NP complete [5, 21].

With this article, we make a step towards unifying temporal networks description and to adding information to the nodes and links of the temporal network. We also provide a way to combine different information in a useful manner. One such example is the generalization of the betweenness centrality.

In Section 2, we present some basic definitions and notation used in the rest of the paper. In Section 3, we define semirings and describe their use in network analysis. We give some examples that we need for the description and better understanding of tem-
poral semirings.

In Section 4 we present the definitions of our new approach to the temporal network analysis. We introduce the notion of temporal quantities and the temporal semirings for the analysis of temporal networks with zero latency and zero waiting time. We introduce the semiring of increasing functions and explain how it is used in computing the foremost journeys – we get the first arrival semiring. The traveling semirings take into account additional network information, besides the latency.

We describe the application of these semirings on some generic temporal networks. We used the Python library TQ that we started writing in our previous articles [22, 3] and we extended it to include the operations in the first arrival semiring and in the traveling combinatorial semiring. We are also developing a user friendly program called Ianus for an easy access to the library options. The program and the library are freely available at http://vladowiki.fmf.uni-lj.si/doku.php?id=tq.

In Section 5 we explain a possible use of the traveling semiring – two generalizations of the betweenness centrality. We extended the library TQ so that it can be used to compute the first arrival betweenness and the first arrival betweenness with exclusion in any network described in Ianus format. We test the proposed centrality on a part of the bus schedule network of Ljubljana, Slovenia.

We conclude with directions for future work in Section 6. Our work opens a lot of different future research possibilities.

2 Definitions and notation

**Definition 1.** A **graph** $G$ is an ordered pair of sets $(V, L)$, the set $V$ is the set of nodes and the set $L$ is the set of links between nodes. The links between the nodes $u$ and $v$ can be **directed** (arcs) $(u, v)$ or **undirected** (edges) $\{u, v\}$. With $\ell(u, v)$ we tell that the link $\ell$ goes from $u$ to $v$. If for an arc $\ell$ it holds $\ell(u, v)$ we say that $\ell$ starts at $u$ and ends at $v$.

With $n$ we denote the number of nodes $|V|$ and with $m$ the number of links $|L|$. We assume that $n$ and $m$ are finite.

**Definition 2.** A **network** $N = (V, L, P, W)$ consists of the graph $G = (V, L)$ with additional information about the values (**weights**) of links $W$ and the values (**properties**) of the nodes $P$.

**Definition 3.** A **walk** in a graph $G$ with a **start** at the node $v_0$ and an **end** at the node $v_p$ is a finite alternating sequence of nodes and links

$$\pi = v_0 \ell_1 v_1 \ell_2 v_2 \ldots \ell_p v_p$$

iff $\ell_i(v_{i-1}, v_i)$, $i = 1, 2, \ldots, p$. The **length** of a walk is the number $p$ of links it contains. The sequence $\pi$ is a **semwalk** iff the direction of the links is not important, that is $\ell_i(v_{i-1}, v_i)$ or $\ell_i(v_i, v_{i-1})$ for all $i = 1, 2, \ldots, p$. A walk is **closed** iff it starts and ends at the same node, $v_0 = v_p$. A walk without repeating nodes is an **elementary walk** or a **path**.
Definition 4. A value matrix $A$ of a network $\mathcal{N} = (V, L, w)$ is defined as
\[
A = [a_{uv}]_{u,v \in V} = \begin{cases} w(u, v), & (u, v) \in L, \\ 0, & \text{otherwise}, \end{cases}
\]
where $w(u, v)$ denotes the weight associated with the link $(u, v)$.

In our notation $0 \in \mathbb{N}$. We denote $\mathbb{N} = \mathbb{N} \cup \{\infty\}$, $\mathbb{Z} = \mathbb{Z} \cup \{-\infty\}$, $\mathbb{R} = \mathbb{R} \cup \{-\infty, \infty\}$ and $\mathbb{R}_{0}^{+} = \mathbb{R}_{0}^{+} \cup \{\infty\}$.

3 Semirings

Semirings are frequently used in network analysis [1, 6, 9, 14, 20, 27]. In this section, we describe semirings that are used most frequently and are later generalized for the analysis of temporal networks.

Definition 5. Let $a, b, c \in A$. The set $A$ with binary operations addition $\oplus$ and multiplication $\otimes$, neutral element $0$ and unit $1$, denoted with $A(\oplus, \otimes, 0, 1)$, is a semiring, when the following conditions hold:

- the set $A$ is a commutative monoid for the addition $\oplus$ with a neutral element $0$ (the addition is commutative, associative and $a \oplus 0 = a$ for all $a \in A$);
- the set $A$ is a monoid for the multiplication $\otimes$ with the unit $1$ (the multiplication is associative and $a \otimes 1 = 1 \otimes a = a$ for all $a \in A$);
- the addition distributes over the multiplication
  \[
a \otimes (b \oplus c) = (a \otimes b) \oplus (a \otimes c) \quad \text{and} \quad (a \oplus b) \otimes c = (a \otimes c) \oplus (b \otimes c);
  \]
- the element $0$ is an absorbing element or zero for the multiplication
  \[
a \otimes 0 = 0 \otimes a = 0 \quad \text{for all} \quad a \in A.
  \]

In all cases, we assume precedence of the multiplication over the addition. The last point in the definition of semirings is omitted by some authors. We need it in order to construct a matrix semiring over the semiring $A$. If all the points in the definition, except for the last one, hold for a given set $A$, it can be extended with the element $\mathfrak{a}$, for which by definition

\[
a \oplus \mathfrak{a} = \mathfrak{a} \oplus a = a \quad \text{and} \quad a \otimes \mathfrak{a} = \mathfrak{a} \otimes a = \mathfrak{a}
\]

holds for all $a \in A \cup \{\mathfrak{a}\}$. In the extended set $A_{\mathfrak{a}} = A \cup \{\mathfrak{a}\}$ the element $\mathfrak{a}$ is a zero by the definition and $(A_{\mathfrak{a}}, \oplus, \otimes, \mathfrak{a}, 1)$ is a semiring.

Definition 6. A semiring is complete iff the addition is well defined for countable sets and the distributivity laws still hold.

Definition 7. The addition is idempotent iff $a \oplus a = a$ for all $a \in A$. 
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**Definition 8.** A complete semiring \((A, \oplus, \odot, 0, 1)\) is closed iff an additional unary operation closure \(*\) is defined in it and
\[
a^* = 1 \oplus (a \odot a^*) = 1 \oplus (a^* \odot a) \text{ for all } a \in A.
\]

We define a strict closure \(\overline{a}\) in a closed semiring as
\[
\overline{a} = a \odot a^*.
\]

There can be different closures in the same semiring. A complete semiring is closed when the closure is defined with
\[
a^* = \bigoplus_{k \geq 0} a^k.
\]

In the rest of the article the term closure describes the operation from the equation (1).

**Definition 9.** A semiring \((A, \oplus, \odot, 0, 1)\) is absorptive iff for every \(a, b, c \in A\) it holds
\[
(a \odot b) \oplus (a \odot c \odot b) = a \odot b.
\]

Because of the distributivity and the existence of the unit, it is enough to check that \(1 \oplus c = 1\) for every \(c \in A\) for the validity of the absorption law. In absorptive semirings also \(a^* = 1\) for all \(a \in A\). An absorptive semiring is idempotent.

**Definition 10.** Over the semiring \((A, \oplus, \odot, 0, 1)\), we construct the semiring of square matrices \(A^{n \times n}\) of order \(n\) which consist of the elements from \(A\). The addition and the multiplication in the matrix semiring are defined in the usual way:
\[
(A \oplus B)_{ij} = a_{ij} \oplus b_{ij} \quad \text{and} \quad (A \odot B)_{ij} = \sum_{k=1}^{n} a_{ik} \odot b_{kj}, \quad i, j = 1, 2, \ldots, n.
\]

Note that the operations on the left hand side operate in the matrix semiring \(A^{n \times n}\) and the operations on the right hand side operate in the underlying semiring \(A\).

For computing the closure \(A^*\) of the network value matrix \(A\) over a complete semiring \((A, \oplus, \odot, 0, 1)\), the Fletcher’s algorithm can be used. It is described in [10].

### 3.1 The use of semirings in network analysis

In network analysis, semirings are used to combine weights on the links of the network. Combining the weights, we can observe different network properties. There are two basic cases – combining weights of two parallel links between two nodes or the weights of two sequential links between three nodes. The weights on the parallel links are combined using the semiring addition and the weights on the sequential links are combined using the semiring multiplication. A graphical representation is given in Figure 1. Using the semiring operations, the weights of links can be extended to walks and to sets of walks in the network [2].
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3.1.1 Combinatorial semiring

The combinatorial semiring is the semiring of the natural numbers for the usual addition and multiplication \((\mathbb{N}, +, \cdot, 0, 1)\). In some cases other number sets are used, for example \(\mathbb{R}_0^+\). This semiring is complete and closed for \(a^* = \sum_{k \geq 0} a^k\). It is not absorptive and the addition is not idempotent.

In network analysis, the combinatorial semiring is used when the weights of links represent the number of ways to traverse them. The semiring addition and multiplication correspond to the rule of sum and the rule of product used in combinatorics [23].

3.1.2 Shortest paths semiring

The shortest paths semiring is defined as \((\mathbb{R}_0^+, \min, +, \infty, 0)\). It is complete, commutative (i.e. also the semiring multiplication is commutative), and absorptive. It is closed and \(a^* = \min\{0, a + a^*\} = 0\) for all \(a \in \mathbb{R}_0^+\). If the set \(\mathbb{N}\) is used instead of \(\mathbb{R}_0^+\), the semiring is called tropical.

The shortest paths semiring is used in the classical shortest paths problem:

A network \(\mathcal{N} = (\mathcal{V}, \mathcal{L}, w)\) with weights on links \(w : \mathcal{L} \rightarrow \mathbb{R}_0^+\) and a (source) node \(s \in \mathcal{V}\) are given. The value \(w(u, v)\) represents the length of the link from \(u\) to \(v\). We would like to compute all lengths of the shortest paths from \(s\) to other nodes \(v \in \mathcal{V} \setminus \{s\}\).

The usual solution is using dynamic programming: Define \(d(s) = 0\) and compute the distances to other nodes \(v \in \mathcal{V} \setminus \{s\}\) using Bellman’s equation

\[
d(v) = \min_{u \in \mathcal{V}} \{d(u) + w(u, v)\}. \tag{2}
\]
3.1.3 Geodetic semiring

In a set \( A = \mathbb{R}_0^+ \times \mathbb{N} \) the addition
\[
(a, i) \oplus (b, j) = \left( \min(a, b), \begin{cases} i, & a < b \\ i + j, & a = b \\ j, & a > b \end{cases} \right)
\]
and the multiplication
\[
(a, i) \odot (b, j) = (a + b, i \cdot j)
\]
are defined. For these operations \((A, \oplus, \odot, (\infty, 0), (0, 1))\) is a complete closed semiring \([2]\) for the closure
\[
(a, i)^* = \begin{cases} (0, \infty), & a = 0, i \neq 0, \\ (0, 1), & \text{otherwise}. \end{cases}
\]
It is called a geodetic semiring. It is not idempotent.

The geodetic semiring is a combination of the shortest paths semiring and the combinatorial semiring. It is used to compute the length and the number of the shortest paths between pairs of nodes.

4 Semirings for temporal networks

Definition 11. A temporal network \( \mathcal{N} = (\mathcal{V}, \mathcal{L}, \mathcal{T}, \mathcal{P}, \mathcal{W}) \) is an ordinary (static) network \((\mathcal{V}, \mathcal{L}, \mathcal{P}, \mathcal{W})\) with an added time dimension \(\mathcal{T}\). Similarly to static networks, \(\mathcal{G}(\mathcal{V}, \mathcal{L}, \mathcal{T})\) is a graph which can now change through time. In temporal networks, \(\mathcal{W}\) are temporal weights on the links, and \(\mathcal{P}\) are temporal properties of the nodes. The set \(\mathcal{T}\) of time points \(t \in \mathcal{T}\) is a lifetime of the network. The lifetime \(\mathcal{T}\) is usually a subset of integers \(\mathcal{T} \subseteq \mathbb{Z}\) or a subset of reals \(\mathcal{T} \subseteq \mathbb{R}\). In general, a linearly ordered set is sufficient. In the following, we use \(\mathcal{T}\) as a semiring with operations \(\oplus = \min\) and \(\odot = +\).

For the operations on temporal networks with zero latency, described in our articles \([3, 22]\), we assumed \(\mathcal{T} \subseteq \mathbb{N}\).

In a temporal network, the nodes \(v \in \mathcal{V}\) and the links \(\ell \in \mathcal{L}\) are not necessarily present or active all the time. Let \(T(v)\), \(T \in \mathcal{P}\), be the set of time points in which the node \(v\) is present; and let \(T(\ell)\), \(T \in \mathcal{W}\), be the set of time points in which the link \(\ell\) is active. We require that the following consistency condition holds: If a link \(\ell(u, v)\) is active at the time \(t\) its end nodes \(u\) and \(v\) must be present at the time \(t\). Formally,
\[
T(\ell(u, v)) \subseteq T(u) \cap T(v). \tag{3}
\]

Definition 12. The static network consisting of links and nodes present in a temporal network at the time \(t \in \mathcal{T}\) is denoted with \(\mathcal{N}(t)\) and is called a time slice of the temporal network at the time \(t\).

Let \(\mathcal{T}' \subset \mathcal{T}\). Time slices are extended to the set \(\mathcal{T}'\) as
\[
\mathcal{N}(\mathcal{T}') = \bigcup_{t \in \mathcal{T}'} \mathcal{N}(t).
\]
When we are interested in walks in temporal networks, there are usually additional information on the links of the network.

**Definition 13.** The latency \( \tau \in \mathcal{W} \), \( \tau : \mathcal{L} \times \mathcal{T} \rightarrow \mathbb{R}_0^+ \). The value of \( \tau(\ell, t) \) represents the time needed to traverse the link \( \ell \) if the transition is started at the time \( t \). If the latency \( \tau \) is omitted, we assume \( \tau(\ell, t) = 0 \) for all \( \ell \in \mathcal{L} \) and for all \( t \in \mathcal{T} \).

**Definition 14.** The weight \( w \in \mathcal{W} \), \( w : \mathcal{L} \times \mathcal{T} \rightarrow \mathbb{R} \), with values \( w(\ell, t) \) representing length, cost, flow, etc.

**Definition 15.** A walk in a temporal network is called a journey. The journey \( \sigma(v_0, v_k, t_0) \) from the start node \( v_0 \) to the end node \( v_k \) with the beginning \( t_0 \) is a finite sequence

\[
(t_0, v_0, (t_1, \ell_1), v_1, (t_2, \ell_2), v_2, \ldots, v_{k-1}, (t_{k-1}, \ell_{k-1}), v_{k-1}, (t_k, \ell_k), v_k),
\]

where \( v_i \in \mathcal{V}, i = 0, 1, \ldots, k \), and \( \ell_i \in \mathcal{L} \). These are the times when we arrive at the next node. For a journey \( t_{i-1}' \leq t_i \) has to hold and the link \( \ell_i \) has to be present in the time interval \([t_i, t_i']\) for all \( i = 1, 2, \ldots, k \). Also, the node \( v_0 \) has to be present at the time \( t_0 \).

Note that by the consistency condition it also holds that the nodes \( v_{i-1} \) and \( v_i \) are present in the time interval \([t_i, t_i']\).

**Definition 16.** A journey is regular if the node \( v_i \) is present while waiting in the node for the next transition, that is during the time interval \([t_i, t_i']\), \( i = 0, 1, \ldots, k-1 \).

**Definition 17.** A journey \( \sigma \) has a (graph) length equal to the number \( k \) of links it contains, \(|\sigma| = k \). The duration of the journey is equal to \( t(\sigma) = t_k' - t_0 \) and the value of the journey is equal to

\[
w(\sigma) = w(\ell_1, t_1) \odot w(\ell_2, t_2) \odot \cdots \odot w(\ell_k, t_k) = \bigcirc_{(t, t') \in \sigma} w(\ell, t)
\]

for the multiplication in the appropriate semiring.

**Definition 18.** The time \( t_0 \) is the beginning of the journey, the time \( t_1 \) is the departure and \( t_k' \) is the arrival (end of the journey). The time \( t_k' - t_1 \) is called a strict duration of the journey. Times \( t_{i+1} - t_i \), \( i = 0, 1, \ldots, k-1 \), are the waiting times of the journey.

**Definition 19.** A jump is a journey inside a given network time slice \( \mathcal{N}(t) \). Jumps have zero latency and zero waiting times.

**Definition 20.** The fastest journey is the one with the smallest strict duration. The foremost journey is the one with the smallest arrival time. The cheapest journey is the one with the smallest value.
Definition 21. A part of the journey $\sigma(v_0, v_k, t_0)$ from the node $v_i$ to the node $v_j$ with the beginning at the time $t_i$, $(t_i, v_i, (t_{i+1}, \ell_{i+1}), v_{i+1}, \ldots, v_{j-1}, (t_j, \ell_j), v_j)$, is called a stage of the journey. An ubiquitous foremost journey is the foremost journey for which every stage is a foremost journey between the nodes $v_i$ and $v_j$ with the beginning $t_i$.

It has been shown in [26] that if there exists a journey between two nodes, then the ubiquitous foremost journey exists between them.

4.1 Temporal quantities

In temporal networks besides the presence or absence of nodes and links, also the values of node and link properties change through time. For the description of the temporal properties, we introduced temporal quantities in [3]. Let $a(t)$ be the value of the property $a$ at the time $t$. We assume that the values $a(t)$ of the function $a$ belong to the semiring $(A, \oplus, \odot, 0, 1)$. The node or the link that $a$ is describing is not necessarily present at all times. Therefore the function $a$ is not defined for all values $t \in T$.

Definition 22. Let $(A, \oplus, \odot, 0, 1)$ be a semiring and let the function $a : T_a \rightarrow A$ describe a temporal property in a temporal network. A temporal quantity $\hat{a} : T \rightarrow A$ is an extension of the function $a$,

$$\hat{a}(t) = \begin{cases} a(t), & t \in T_a, \\ 0, & t \in T \setminus T_a. \end{cases}$$

Note that the values of temporal quantities while the node or the link is not present are defined as the zero of the semiring $A$. This means that the values along the sequential links are equal to 0 (describing nonexistence) if one of the sequential links does not exist.

In the rest of the article, we denote temporal quantities with $a$ instead of $\hat{a}$.

4.2 Temporal semirings

In this section, the latency and the waiting times in the temporal network are equal to zero. We described the temporal semirings in more detail and provided algorithmic support in our articles [3, 22].

Definition 23. Let $A_T$ be a set of all temporal quantities over the chosen semiring $(A, \oplus, \odot, 0, 1)$ for the lifetime $T$, that is $A_T = \{a : T \rightarrow A\}$. In the set $A_T$, we define the addition

$$(a \oplus b)(t) = a(t) \oplus b(t)$$

and the multiplication

$$(a \odot b)(t) = a(t) \odot b(t).$$
The operations on the left hand side operate in the set $A_T$ of temporal quantities over the semiring $A$ for the lifetime $T$, and the operations on the right hand side operate in the semiring $A$.

**Theorem 1.** The set $A_T$ for the operations from the definition is a semiring with the zero $0(t) = 0$, $t \in T$, and the unit $1(t) = 1$, $t \in T$.

**Proof.** The operations are defined pointwise and the semiring properties in $A_T$ follow from the properties of the semiring $A$. □

**Definition 24.** Let $A$ be a combinatorial (shortest paths, geodetic, etc.) semiring. The semiring $A_T$ is called a temporal combinatorial (shortest paths, geodetic, etc.) semiring.

We can construct a matrix semiring over the temporal semirings. Such matrices can be used to describe temporal networks. Because the values of $a(t)$ and $b(t)$ in the definition correspond to the same time point $t$, the latency and the waiting times are restricted to zero for the whole lifetime. The use of this semiring in temporal networks is restricted to jumps and not to arbitrary journeys for the operations to make sense.

### 4.3 Semiring of increasing functions

**Definition 25.** A function $f$ is increasing iff $f(x) \geq f(y)$ for all $x, y$ of its domain for which $x \geq y$. We say that a function $f$ is expanding if $f(x) \geq x$ for all $x$ of its domain.

**Theorem 2.** The set

$$ A = \{ f : \mathbb{N} \to \mathbb{N}; \text{function } f \text{ is increasing and expanding } \} $$

is a semiring for the operations

$$ f \oplus g = \min(f, g) \quad \text{and} \quad f \odot g = g \circ f. $$

The zero is a function $f \equiv \infty$ and the unit is the identity function $f = \text{id}$. For the domain or codomain of functions $f$ we could also choose the sets $\mathbb{Z}$, $\mathbb{R}_{>0}$, or $\mathbb{R}$.

**Proof.** This semiring is very similar to the semiring from [14, p. 346, Section 4.2.1]. □

**Definition 26.** The semiring $A$ from theorem is called the semiring of increasing functions.

The semiring of increasing functions is complete, idempotent ($\min(f, f) = f$), closed for $f^* = 1 \oplus f \odot f^* = \min(id, f^* \circ f) = id$, and absorptive ($\min(id, f) = id$) because $f^*$ and $f$ are increasing and expanding functions.
4.4 First arrival semiring

We start with an equation, similar to Bellman’s equation (2), for finding the foremost journeys in a temporal network.

Let a temporal quantity $a_{uv}$ describe the latency along the link $(u, v)$ and let $T(u, v, t_0)$ be the first possible time at which we can arrive at the node $v$ if we start at the node $u$ at the time $t_0$. Then

$$T(u, u, t_0) = t_0$$

and

$$T(u, v, t_0) = \min_{w \in (w, v) \in \mathcal{L}} \left( \min_{t \geq T(u, w, t_0)} (t + a_{wv}(t)) \right),$$

(4)

If we are interested in the duration, we subtract the beginning $t_0$ from the result.

We would like to construct a semiring that gives us this equation, similarly to the way that the shortest paths semiring gives Bellman’s equation. The semiring operations are not obvious, as there are three operations (two minimums and the addition) in equation (4).

What we can see is that it is useful to define a function (temporal quantity) that tells the first arrival time for the given start, end, and beginning of the journey.

From the network interpretation, we can see what the appropriate semiring addition and multiplication are:

Let our journey take two sequential links $(u, w)$ and $(w, v)$. The first arrival time at the node $w$ along the link $(u, w)$ is described with the temporal quantity $f$, and the first arrival at the node $v$ along the link $(w, v)$ is described with the temporal quantity $g$. The corresponding journey is outlined in Figure 2.

Figure 2: A journey along sequential links.

From the beginning $t_0$ of the journey, we wait in the node $u$ for some favorable time $t_1$ when we move along the link $(u, w)$. This part of the journey ends at the time $f(t_1)$. Afterwards, we wait for a favorable time $t_2$ in the node $w$. At that time, we move along the link $(w, v)$. The journey ends at the time $g(t_2)$. We are interested in the first arrival at the node $v$ if we start at the node $u$ at the time $t_0$ and visit the node $w$ inbetween. That gives us an appropriate semiring multiplication

$$(f \circ g)(t_0) = \min_{t_1 \geq t_0} g(t_2).$$

We note that if $f$ and $g$ are increasing functions, this equation is equivalent to

$$(f \circ g)(t_0) = g(f(t_0)) = (g \circ f)(t_0).$$
We also point out that the multiplication is not commutative which means that the order in which the links are traversed is important. That is in accordance with our intuition.

When the journey can take us along two parallel links (one possibility is presented in Figure 3), we start at the time \( t_0 \) and wait for the time \( t_1 \), when it pays to go along the edge for which the arrival times are described with the function \( g \). This journey ends at the time \( g(t_1) \). If we wish to take the other link, where the arrival times are described with the function \( f \), we wait for some other time \( t_2 \) and arrive at \( v \) at the time \( f(t_2) \). The first arrival time is the smallest of the times \( f(t_2) \) and \( g(t_1) \).

![Figure 3: A journey on parallel links.]

That is

\[(f \oplus g)(t_0) = \min_{t_1 \geq t_0} \min_{t_2 \geq t_0} (f(t_2), g(t_1)) = \min_{t_1 \geq t_0} (f(t), g(t)).\]

When \( f \) and \( g \) are increasing, the equation is equivalent to

\[(f \oplus g)(t_0) = \min(f(t_0), g(t_0)).\]

The two appropriate operations are exactly the ones from the semiring of increasing functions.

Let the values of the temporal quantity \( a \) represent the latency along the link. Remember that \( a(t) = \infty \) at times \( t \in T \setminus T_0 \). We assign a function \( f \) to the temporal quantity \( a \):

\[a \mapsto f : f(t) = \min_{\tau \geq t} \{\tau + a(\tau)\}.\]  

The function \( f \) is increasing and expanding if \( a \geq 0 \) which it usually is as the travel times are nonnegative. If \( a \) is describing the latency along the link \((u, v)\) the function \( f \) is describing the first arrival time from \( u \) to \( v \). The value \( f(t) \) is the first arrival if we begin the journey at the time \( t \).

The first arrival times in a temporal network with arbitrary waiting times and given latencies can be computed with the addition and multiplication in the semiring of increasing functions.

**Definition 27.** Let \( \mathcal{N} = (V, \mathcal{L}, T, a) \) be a temporal network and let the temporal quantity \( a : T \to T \) describe the latency. We assign a function \( f \) to the temporal quantity \( a \) as in the equation (5). The semiring

\[T = \{f : T \to T\}, \min, \infty, id\]

is called the first arrival semiring.
4.4.1 Example temporal network

We take for the illustration of these principles a simple temporal network with five nodes and seven links, as is shown in Figure 4.

In the Python library TQ, we assume $T \subset \mathbb{N}$ and describe temporal quantities in the form $[(s_i, f_i, v_i)]$, which means that on the time interval $[s_i, f_i)$ the value of the temporal quantity is equal to $v_i$. For a more detailed description see [22, 3]. In our examples, we use the same notation.

The temporal quantity $a$ is the weight on the edge $\{u, v\}$. It tells the time needed to get from $u$ to $v$ or from $v$ to $u$ at different time points. Specifically, if we start along the edge $\{u, v\}$ at the time point 1, the time needed to traverse this edge is equal to 3; if we start at times 2 or 3, the time needed is equal to 2; etc.

From the temporal quantity $a$, we get all possible arrival times along the edge $\{u, v\}$. In the library TQ, we get the results using the function `arrival(a) = [4, 4, 5, 7, 7, 8]`. From `arrival(b) = [6, 5, 7, 8, 7, 8]` we see, that it is sometimes better to wait before we begin the journey, as the arrival time with the start at 2 is 5, and the arrival time with the start at 1 is equal to 6.

From the arrival times, we compute the first arrival times by equation (5). In the library TQ, we use the function `firstArrival`. In this example, `firstArrival(b) = [(1, 3, 5), (3, 6, 7), (6, 7, 8)]`. This tells us: if we start the journey at times 1 or 2, the first arrival time is 5; if we start from 3 to 6 (i.e. at times 3, 4, or 5), the first arrival time is 7; etc.

The operations in the first arrival semiring make sense if the temporal quantities describe the first arrival times.

The sum and the product in the first arrival semiring are implemented as functions `fAsum` and `fAprod` in the library TQ. For the example network, we get `fAsum(firstArrival(a), fAprod(firstArrival(c), firstArrival(d))) = [(1, 3, 4), (3, 4, 5), (4, 6, 7)]`. This temporal quantity tells us the first arrival times for the journey from $u$ to $v$ if the journey takes us directly over the edge $\{u, v\}$ or across the edges $\{u, x\}$ and $\{x, v\}$. 

Figure 4: An example temporal network. The weights on the links are temporal quantities corresponding to latencies/travel times along the links at different times.
4.5 Generalized geodetic semirings

The generalized geodetic semirings are defined in a very similar way as the geodetic semiring from Section 3.1.3.

**Definition 28.** In a set $T \times A$, where $(A, \oplus, \odot, 0, 1)$ is an arbitrary complete semiring (combinatorial, shortest paths, geodetic, etc.), the operations addition $\oplus$ and multiplication $\otimes$ are defined as

$$(\tau, a) \oplus (\sigma, b) = \left( \begin{array}{c} \min(\tau, \sigma), \\ a, \tau < \sigma, \\ a \oplus b, \tau = \sigma, \\ b, \tau > \sigma \end{array} \right)$$

and

$$(\tau, a) \otimes (\sigma, b) = (\tau + \sigma, a \odot b).$$

**Theorem 3.** The set $T \times A$ is a semiring for the addition $\oplus$ and the multiplication $\otimes$. The zero is $(\infty, 0)$ and the unit is $(0, 1)$.

**Proof.** The construction is almost identical to the one for the geodetic semiring and the semiring properties follow in the same way as in [2] from the properties of the operations in $T$ and $A$. \qed

**Definition 29.** The semiring $G_{T \times A} = (T \times A, \oplus, \odot, (\infty, 0), (0, 1))$ is called a generalized geodetic semiring.

4.6 Traveling semirings

The next question is how to combine different information on the links. For example, latency and the number of ways to traverse it, or latency and distance.

Let the temporal quantity $a : T \to T$ describe the latency and let the temporal quantity $i \in A_T$ over a chosen semiring $(A, \oplus, \odot, 0, 1)$ describe some other information about the link.

We want to compute

$$(f, n)(t) = \left( \begin{array}{c} \min_{\tau \geq t} (\tau + a(\tau)), \\ \bigoplus_{\sigma \in \text{Arg}\min_{\tau \geq t} (\tau + a(\tau))} i(\sigma) \end{array} \right).$$

The first component $f$ stays the same as in the first arrival semiring (equation (5)) and tells the first arrival along the link after the time $t$. In the second component, $n$, we sum (over the chosen semiring $A$) the values along the links on which the minimal arrival time is achieved and that start after the time $t$.

First, we do a simple transformation

$$(a, i) \mapsto (a', i) \quad \text{where} \quad a'(t) = t + a(t)$$
from which we get

$$(f, n)(t) = \left( \min_{\tau \geq t} a'(\tau), \bigoplus_{\sigma \in \text{Argmin}_{\tau \geq t} a'(\tau)} i(\sigma) \right).$$  \hspace{1cm} (6)$$

The last equation is simplified by summing over the corresponding generalized geodetic semiring $G_{T \times A}$. The equation (6) can be rewritten as

$$(f, n)(t) = \bigoplus_{\tau \geq t} (a'(\tau), i(\tau)).$$  \hspace{1cm} (7)$$

Note that $f \in T$ and $n \in A_T$.

4.6.1 Example temporal network

Again, we consider the temporal network from Figure 4. The transformation from the equation (7) for the temporal combinatorial semiring $A_T$ is done with the function \texttt{countArrival}. For example, we get $\text{countArrival}(a) = [(1, 2), (2, 3), (3, 4, (5, 1)), (4, 5, (7, 2)), (5, 6, (7, 1)), (6, 7, (8, 1))]$ and $\text{countArrival}(b) = [(1, 3, (5, 1)), (3, 4, (7, 2)), (4, 6, (7, 1)), (6, 7, (8, 1))]$. The latter tells us that we can get from $v$ to $z$ at times 1 and 2 soonest at the time 5, and there is 1 possible choice (we begin at 2 and finish at 5); at time 3, the first arrival at $z$ is time 7 and there are two possible choices (begin at 3 and finish at 7 or begin at 5 and finish at 7); etc.

4.6.2 Operations in traveling semirings

The transformation (7) of the temporal quantities $a$, representing latency, and $i$, representing some other information, returns a pair $(f, n)$ belonging to the set

$$G_A(T) = \{(f, n): f \in T, n \in A_T\}.$$

**Definition 30.** On a set of function pairs $G_A(T)$ we define the *addition* $\oplus$ and the *multiplication* $\odot$ with

$$\begin{align*}
((f, n) \oplus (g, m))(t) &= (f, n)(t) \oplus (g, m)(t), \\
((f, n) \odot (g, m))(t) &= ((g \circ f)(t), n(t) \odot m(f(t))).
\end{align*}$$

The operation $\oplus$ is the addition in the generalized geodetic semiring $G_{T \times A}$ and the operation $\odot$ is the multiplication in the semiring $A$.

The definitions can be read as: If there are two parallel links, we choose the one that arrives first and preserve the same additional value. If both parallel links arrive at the same time, we sum the corresponding additional values.

On sequential links, the arrival time is the same as the arrival over the second link. The journey along the second link can begin after the first arrival along the first link (time $f(t)$). The value of the second component is the value on the first link if we start...
the journey after the time $t$ multiplied by the value of the second link if we traverse the link after the time $f(t)$.

The first component tells the first arrival and the second component tells additional values for the ubiquitous foremost journey, depending on the semiring $A$. If $A$ is a combinatorial semiring, the second component tells the number of the ubiquitous foremost journeys. If $A$ is the shortest paths semiring, the second component tells the length of the cheapest among the ubiquitous foremost journeys.

**Theorem 4.** The set $G_A(T)$ is a semiring for the operations from the definition. The zero is a pair of constant functions $(\infty, 0)$. The unit is $(id, 1)$. The second component of the unit is a constant function.

**Proof.** The associativity, commutativity, and the neutral element for the addition follow from the properties of the generalized geodetic semiring.

First, we show that $(id, 1)$ is the unit

$$(f, n) \oplus (id, 1)(t) = (f(t), n(t) \circ 1) = (f, n)(t),$$

$$(id, 1) \oplus (f, n)(t) = (f(t), 1 \circ n(t)) = (f, n)(t).$$

and that $(\infty, 0)$ is the zero

$$(f, n) \odot (\infty, 0)(t) = (\infty, n(t) \circ 0) = (\infty, 0),$$

$$(\infty, 0) \odot (f, n)(t) = (f(\infty), 0 \circ n(\infty)) = (\infty, 0),$$

because $f$ is expanding.

Now check the multiplication associativity and the distributivity. First the associativity:

$$((f, n) \odot (g, m)) \odot (h, r)(t) = ((g \circ f)(t), n(t) \circ m(f(t))) \odot (h(t), r(t))$$

$$= (h \circ g \circ f)(t), n(t) \circ m(f(t)) \odot r((g \circ f)(t))$$

$$= ((f, n) \odot ((g, m) \odot (h, r)))(t) = (f, n)(t) \odot ((h \circ g)(t), m(t) \odot r(g(t)))$$

$$= ((h \circ g \circ f)(t), n(t) \circ m(f(t)) \odot r(g(f(t)))).$$

We get the same result in both cases, therefore the associativity holds. Check for distributivity:

$$(h, r) \odot (f, n)(t) = ((f \circ h)(t), r(t) \circ n(h(t))),$$

$$(h, r) \odot (g, m)(t) = ((g \circ h)(t), r(t) \circ m(h(t)))$$

and

$$(h, r) \odot (f, n) \oplus (h, r) \odot (g, m)(t) =$$

$$\begin{cases}
\min(f(h(t)), g(h(t))), & f(h(t)) < g(h(t)) \\
r(t) \odot n(h(t)), & f(h(t)) = g(h(t)) \\
r(t) \odot (n(h(t)) \oplus m(h(t))), & f(h(t)) > g(h(t))
\end{cases}.$$

We used the distributivity of the semiring $A$. The other side of the distributivity equation gives

$$((f, n) \oplus (g, m))(t) =$$

$$\begin{cases}
\min(f(t), g(t)), & f(t) < g(t) \\
(n \oplus m)(t), & f(t) = g(t) \\
m(t), & f(t) > g(t)
\end{cases}.$$
which we multiply from the left \((h,r)(t)\odot\) and get
\[
\begin{pmatrix}
\min(f,g)\circ h(t), r(t) \odot \\
\{ n(h(t)), f(h(t)) < g(h(t)) \\
n \oplus m(h(t)), f(h(t)) = g(h(t)) \\
m(h(t)), f(h(t)) > g(h(t))
\end{pmatrix}.
\]

So the left distributivity holds. If we multiply \(((f,n) \oplus (g,m))(t)\) on the right hand side \(\odot(h,r)(t)\) we get
\[
\begin{pmatrix}
h \circ \min(f,g))(t), \\
\{ n(t), f(t) < g(t) \\
(n \oplus m)(t), f(t) = g(t) \odot r(\min(f(t), g(t))) \\
m(t), f(t) > g(t)
\end{pmatrix},
\]
which is the same as the results of the following computations
\[
\begin{align*}
((f,n) \odot (h,r))(t) &= ((h \circ f)(t), n(t) \odot r(f(t))), \\
((g,m) \odot (h,r))(t) &= ((h \circ g)(t), m(t) \odot r(g(t))),
\end{align*}
\]
which adds with \(\oplus\) to
\[
\begin{pmatrix}
\min(h(f(t)), h(g(t))), \\
\{ n(t) \odot r(f(t)), h(f(t)) < h(g(t)) \\
n \circ r(f(t)) \oplus m(t) \odot r(g(t)), h(f(t)) = h(g(t)) \\
m(t) \odot r(g(t)), h(f(t)) > h(g(t))
\end{pmatrix}.
\]

The right distributivity holds, as \(f,g\) and \(h\) are increasing and the semiring \(A\) is distributive.

The distributivity holds and \(G_A(T)\) is a semiring. \(\square\)

**Definition 31.** Let \(A\) be a combinatorial (shortest paths, geodetic, etc.) semiring. The semiring
\[
(G_A(T), \Phi, \odot, (\infty, 0), (id, 1))
\]
is called the *traveling combinatorial (shortest paths, geodetic, etc.) semiring*.

### 4.6.3 Example temporal network

We continue the example from Section 4.6.1 The traveling combinatorial semiring operations are implemented as functions \(tC\text{sum}\) and \(tC\text{prod}\). Both operations are used with temporal quantities with values corresponding to pairs (first arrival time, number of possible ways of first arrivals) which we get from latencies with the function \(\text{countArrival}\), as was shown in Section 4.6.1. The results are \(tC\text{sum}(\text{countArrival}(a), \text{countArrival}(b)) = [(1, 2, (4, 2)), (2, 3, (4, 1)), (3, 4, (5, 1)), (4, 5, (7, 3)), (5, 6, (7, 2)), (6, 7, (8, 2))]\) and \(tC\text{prod}((\text{countArrival}(a), \text{countArrival}(b)) = [(1, 2, (7, 2)), (2, 4, (7, 1))]\). The latter tells us, that to get from \(u\) to \(z\) via \(v\), the first arrival time is 7, and that if we begin the journey at time 1 there are 2 possibilities, if we start at times 2 or 3, there is one possible journey. If we begin the journey later, there is no way to get to \(z\) during the network lifetime.

In more detail, at the time 1 there are two ubiquitous foremost journeys. First, at the time 1 we start at \(u\) along the edge \(\{u,v\}\) which takes us 3 time units. We arrive at
at the time 4 and wait till 5 to cross the edge \{v, z\}. This takes us 2 time units. The arrival time at \(z\) is 7. The second ubiquitous foremost journey is, we start at the time 2 in \(u\) along the edge \{\(u, v\}\) which takes us 2 time units. We arrive at \(v\) at the time 4 and wait till 5 to cross the edge \{\(v, z\)\}. This takes us 2 time units and we arrive at \(z\) at 7.

Note that there is a third possibility for a foremost journey: We take the edge \{\(u, v\)\} at the time 3 which takes 2 time units and arrive at \(v\) at the time 5. We cross the edge \{\(v, z\)\} at 5 and again arrive at \(z\) at the time 7. This is not an ubiquitous foremost journey from \(u\) to \(z\) because the stage from \(u\) to \(v\) is not a foremost journey as it does not finish at the time 4.

We compute the result for two other possible routes from \(u\) to \(z\): \(u \rightarrow v \rightarrow y \rightarrow z\) gets us \([(1, 2, (6, 2)), (2, 3, (6, 1)), (3, 4, (7, 1))]\), that is at the time 1 there are two possible ubiquitous foremost journeys with arrival time 6; at time 2 there is one such journey, and at time 3 there is one journey that arrives at the time 7.

The second journey is \(u \rightarrow x \rightarrow v \rightarrow z\) which gets us \([]\). That means that there is no way to take this route and finish in the network lifetime.

In temporal networks, it is not generally true that the foremost journey includes only foremost stages which holds for shortest paths in static networks. See Figure 5 as an example. The weights on links are the latencies and the number of ways to cross them. The latency on the link \((u, v)\) is 2 at the time point 1 and 3 at the time point 2. Between the nodes \(v\) and \(w\) the latency is equal to 2 at the time point 5. Outside the specified times the links are not present.

There are \(k\) foremost journeys between the nodes \(u\) and \(v\) that have the arrival time 3. Between the nodes \(v\) and \(w\) there are \(n\) foremost journeys. Between the nodes \(u\) and \(w\) there are \((m + k) \cdot n\) foremost journeys. Our intuition does not distinguish between waiting in the node \(v\) and traveling along a link. The traveling semiring does. The link \((u, v)\) with the weight \((3, m)\) is not taken into account in the semiring as it is not included among the ubiquitous foremost journeys between \(u\) and \(w\). We pointed out this shortcoming in the example above.

\[ \text{Figure 5: The foremost journey does not necessarily include only the foremost stages.} \]

## 5 Betweenness centrality

Determining important nodes in the network is one of the basic network analysis tools. A lot of different node centralities have been defined for static networks [25]. One of the classical centrality measures is the betweenness centrality [11] [12].
**Definition 32.** The *betweenness* of a node $v$ in a network $\mathcal{N} = (\mathcal{V}, \mathcal{L}, \mathcal{W})$ is defined with

$$b(v) = \frac{1}{(n-1)(n-2)} \sum_{u,w,v \in \mathcal{V}, \{v,u,w\} = 3} \frac{n_{uw}(v)}{n_{uw}},$$

where $n_{uw}$ is the number of the shortest paths from $u$ to $w$ and $n_{uw}(v)$ is the number of the shortest paths from $u$ to $w$ that include the node $v$. If $n_{uw} = 0$ we define $n_{uw}(v)/n_{uw} = 0$.

The betweenness centrality is based on the shortest paths in the network. The ratio $n_{uw}(v)/n_{uw}$ can be seen as the probability that the communication between $u$ and $w$ goes through $v$. Therefore, the betweenness centrality implicitly assumes that all the communication between the nodes of the network takes place only along the shortest paths. That is not necessarily the case and it is a known disadvantage of the betweenness centrality.

Another possible interpretation of the betweenness centrality of a node $v$ is: Is the difference in the number of shortest paths between pairs of nodes in the network if we exclude the node $v$ from the network big or small? If there is a small change in the number of paths, the node $v$ is not important.

The betweenness centrality is motivated by network traffic monitoring. Which node has the most potential for influencing, security, connectivity, negotiations. It measures the strategic position of nodes.

In [3], we described the generalization of the betweenness centrality for temporal networks with zero latency. In this article, we aim to generalize it to networks with given latencies and arbitrary waiting times.

### 5.1 First arrival betweenness in temporal networks

We will use the traveling combinatorial semiring $G_A(T)$ to define and compute the betweenness in temporal networks. In this semiring, the pairs of temporal quantities $(f, m)$ are viewed as the first arrival times, $f$, and as the number of possible traversals of links that result in the first arrival, $m$.

**Definition 33.** We define the *first arrival betweenness* with respect to the ubiquitous foremost journeys after the chosen time point $t$ as

$$b_v(t) = \frac{1}{(n-1)(n-2)} \sum_{u,w,v \in \mathcal{V}, \{v,u,w\} = 3} \frac{n_{uw}(v)(t)}{n_{uw}(t)}.$$

The $n_{uw}(t)$ denotes the number of ubiquitous foremost journeys from $u$ to $w$ that begin after the time $t$ and the $n_{uw}(v)(t)$ denotes the number of ubiquitous foremost journeys from $u$ to $w$ that go through $v$ and begin after the time $t$. If $n_{uw}(t) = 0$, we omit the corresponding term.

We point out that this definition has the same problem as the betweenness for static network. It assumes that all the communication / traffic in the temporal network travels along the ubiquitous foremost journeys.
There is another shortcoming to this definition: If the presence of links is sparse, meaning that the links are present only at very few time points, the probability of different journeys having the same finish time is very small. In this case, the betweenness of the nodes is almost always equal to zero as there are very few foremost journeys that end at the same time. For example, think of the network of bus schedules: the time that is needed to get from A to B is rarely the same as the time needed to get from A to B through C.

We compute the values $n_{uw}(t)$ and $n_{uw(v)}(t)$ from the closure $B$ of a temporal network matrix over the traveling combinatorial semiring in a similar way as for the static case. The matrix $B$ consists of temporal quantities with values of pairs $(f_{uv}(t), n_{uv}(t))$. The value $f_{uv}(t)$ is the first arrival time for journeys from $u$ to $v$ with the beginning $t$. The value $n_{uv}(t)$ tells the number of the ubiquitous foremost journeys beginning at the time $t$, starting at $u$, and arriving at $v$ at the time $f_{uv}(t)$.

Once we know the matrix $B$, we compute $n_{uw(v)}(t) = n_{uv}(t) \cdot n_{vw}(f_{uv}(t))$ if $f_{uw}(t) = f_{vw}(f_{uv}(t))$. Otherwise $n_{uw(v)}(t)$ is equal to $(\infty, 0)$.

5.1.1 Example temporal network

To compute the first arrival betweenness, we first implemented the appropriate closure (function `tempClosure`), and used the traveling semiring operations. The first arrival betweenness operation is implemented as the function `tempBetween`. For the example network in Figure 4, the result is written in Table 1.

| u | [] |
|---|----|
| v | [(1, 2, 0.4802), (2, 3, 0.33332), (3, 4, 0.25), (4, 5, 0.1667), (5, 6, 0.0833)] |
| z | [] |
| y | [(1, 2, 0.4762), (2, 3, 0.5556), (3, 4, 0.5694), (4, 5, 0.4167), (5, 6, 0.1667)] |
| x | [(1, 2, 0.0516), (3, 5, 0.0833)] |

Table 1: First arrival betweenness for the temporal network in Figure 4.

The results tell us that the nodes $u$ and $z$ are not important for the ubiquitous foremost journeys. Throughout the lifetime of the network, the most important nodes are $v$ and $y$, but the relative importance changes. This is logical if we look at the network, as the latencies on the edges adjacent to these two nodes are smaller than the latencies of the edges adjacent to $u$ and $z$. We also note that the sum of the values is not equal to 1 at later times, as there are not a lot of possible foremost journeys as we approach the network lifetime, and the normalization factor stays the same.

We compute the first arrival betweenness also for the network in Figure 6. It is obvious by the choice of the latencies that the node $u$ is the most important for foremost journeys. We get the result which corroborates this intuition. First arrival betweenness of the node $u$ is equal to $[(1, 4, 1.0), (4, 5, 0.5), (5, 6, 0.1667)]$. All other nodes have
5.2 First arrival betweenness with exclusion

As we mentioned above, the first arrival betweenness is not a very good indicator of the importance of nodes when the link presence is sparse. For these networks, we propose a definition of importance that is not so strict and tells the node’s importance for the whole network lifetime.

Definition 34. The first arrival betweenness with exclusion of the node $v$ with respect to the ubiquitous foremost journeys is defined as

$$b_{excl}(v) = \frac{1}{(n-1)(n-2)} \sum_{u,w \in V, (u,v,w) \neq 3} \frac{n_{uw}(v)[\mathcal{N}]}{n_{uw}(v)[\mathcal{N}] + n_{uw}[\mathcal{N}\setminus\{v\}]}.$$ 

If $n_{uw}(v)[\mathcal{N}] + n_{uw}[\mathcal{N}\setminus\{v\}] = 0$, the corresponding term is omitted in the computation.

The $n_{uw}(v)[\mathcal{N}]$ denotes the number of ubiquitous foremost journeys in the network $\mathcal{N}$ from node $u$ to node $w$ that include the node $v$. The $n_{uw}[\mathcal{N}\setminus\{v\}]$ denotes the number of ubiquitous foremost journeys from $u$ to $w$ in the network $\mathcal{N}\setminus\{v\}$.

The idea behind this definition is simple. We determine the number of ubiquitous foremost journeys from $u$ to $w$ that exist in the network $\mathcal{N}\setminus\{v\}$, that is the number $n_{uw}[\mathcal{N}\setminus\{v\}]$. We add the node $v$ to this network (resulting in the network $\mathcal{N}$) and count the number of “new” ubiquitous foremost journeys, i.e. the journeys that go from
to \( w \) through \( v \), denoted with \( n_{uw}(v)[\mathcal{N}] \). Note that these “new” journeys can be faster than the old ones, which means that possibly some of the journeys counted in \( n_{uw}[\mathcal{N}\setminus\{v\}] \) are not ubiquitous foremost journeys for the network \( \mathcal{N} \). This is one of the main differences between the definitions of the first arrival betweenness and the first arrival betweenness with exclusion.

Another big difference is that the first arrival betweenness is a temporal quantity and tells how the node’s importance changes through time and the first arrival betweenness with exclusion is a time independent measure.

When the node \( v \) is important with respect to ubiquitous foremost journeys in \( \mathcal{N} \), the value of \( n_{uw}(v)[\mathcal{N}] \) is large and the value of \( n_{uw}[\mathcal{N}\setminus\{v\}] \) is small. This means that there are a lot of journeys through \( v \) and few journeys that take other routes. If all the possible routes include \( v \), the ratio for a combination of three different nodes is equal to 1.

The normalization factor is determined in the same way as for static networks. There is no problems with it because the first arrival betweenness with exclusion is not a temporal quantity. Therefore, the factor depends only on the size of the network.

Note that the values of the first arrival betweenness with exclusion are between 0 and 1. A high value of \( b_{\text{excl}}(v) \) means that the node \( v \) is important. In the next Section, we give some numeric examples.

### 5.2.1 Examples of the first arrival betweenness with exclusion

We start with a detailed description of the first arrival betweenness with exclusion on the sparse link presence network with 3 nodes and 3 links that is drawn in Figure 7. The weights on the links represent time points (written in TQ notation) and latency. For example, the edge \( \{u, v\} \) is present at the time 2 when it takes 3 time units to cross it, and at the time 7 when it takes 2 time units to cross it.

![Figure 7: The first arrival betweenness with exclusion in a simple network.](image)

Because the network is small, we can examine all the possible journeys by hand. The results are written in Table 2.

First, we compute the importance of \( z \) for the journeys from \( u \) to \( v \). There are 2 ubiquitous foremost journeys in \( \mathcal{N}\setminus\{z\} \) and there are another 2 ubiquitous foremost
Table 2: Possible journeys in the temporal network from Figure 7.

| Journeys from \(u\) to \(v\) | Journeys from \(v\) to \(u\) |
|-------------------------------|-------------------------------|
|                              | start | finish | start | finish |
| direct journeys               | 2     | 5      | 2     | 5      |
| going through \(z\)           | 1     | 5      | 4     | 6      |
| going through \(u\)           | 5     | 8      | 7     | 9      |

| Journeys from \(u\) to \(z\) | Journeys from \(z\) to \(u\) |
|-------------------------------|-------------------------------|
|                              | start | finish | start | finish |
| direct journeys               | 1     | 4      | 1     | 4      |
| going through \(u\)           | 5     | 6      | 5     | 6      |
| going through \(v\)           | 2     | 8      | 4     | 9      |
| going through \(z\)           | 1     | 8      |        |        |

| Journeys from \(v\) to \(z\) | Journeys from \(z\) to \(v\) |
|-------------------------------|-------------------------------|
|                              | start | finish | start | finish |
| direct journeys               | 4     | 5      | 4     | 5      |
| going through \(u\)           | 6     | 8      | 6     | 8      |
| going through \(v\)           | 2     | 6      | 1     | 8      |

Journeys when we add \(z\). The importance of \(z\) for the journeys from \(u\) to \(v\) is equal to \(\frac{2}{4}\).

Now, we look at the journeys from \(v\) to \(u\). There are 2 ubiquitous foremost journeys in \(N\backslash\{z\}\) and there is one more ubiquitous foremost journey when we add \(z\). The importance of \(z\) for the journeys from \(v\) to \(u\) is equal to \(\frac{1}{3}\).

The first arrival betweenness with exclusion of the node \(z\) is equal to

\[
\text{b}_{\text{excl}}(z) = \frac{1}{2 \cdot 1} \left( \frac{2}{4} + \frac{1}{3} \right) = \frac{5}{12}.
\]

We compute the values of the other two nodes in the same way. Looking at the Table 2, we get

\[
\text{b}_{\text{excl}}(v) = \frac{1}{2 \cdot 1} \left( \frac{2}{4} + \frac{1}{3} \right) = \frac{5}{12} \quad \text{and} \quad \text{b}_{\text{excl}}(u) = \frac{1}{2 \cdot 1} \left( \frac{1}{3} + \frac{2}{4} \right) = \frac{5}{12}.
\]

In this example, all the nodes are equally important. That is not surprising as the network is a triangle and the weights are very similar. The first arrival betweenness (without exclusion) is non-zero only for the node \(z\) and is equal to \([(1, 2, 0.25), (3, 5, 1.0), (5, 6, 0.5)]\).

We implemented this procedure in the library TQ. We compute the first arrival betweenness with exclusion using the function `betweenTimeEx`.
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We test this function on two other small examples in which the underlying graph is a star with 6 nodes (Figure 8). In the first example, the weights of all the links are equal to \((1, 10, 5)\). In this case, the value of the first arrival betweenness with exclusion of the node \(u\) is equal to 1. All other nodes have the value equal to 0. We get the same result without exclusion: The only existing value is the value of the node \(u\) which is equal to \([(1, 5, 1.0)]\).

In the second example, the weights on the links are as in Figure 8. In this case, the node \(u\) has the value of the first arrival betweenness with exclusion of 0.35. The node \(v\) has a value of 0.0625. And the node \(z\) has a value of 0.0417. Other nodes have the value 0. This happens because there are very few journeys available in this network. For the same reason the sum of all the values is not equal to one. Note that the center of the star still gets the highest value of the first arrival betweenness with exclusion and that the temporal dimension changes the results significantly. Vertices \(v\) and \(z\) are more important than the other 3 periferal nodes because there exist journeys \(u \rightarrow v \rightarrow u\) and \(u \rightarrow z \rightarrow u\). An application of this would be: if we are waiting for a plane at the site \(u\), can we get to the site \(v\) and back before the plane leaves or not? If we can, the site \(v\) is more important than the site we cannot visit.

Figure 8: The first arrival betweenness with exclusion in a star network.

We also list the results of the first arrival betweenness without exclusion for this star network. For the node \(u\) we have \([(1, 2, 0.5325), (2, 3, 0.2308), (3, 4, 0.1812), (4, 5, 0.1943), (5, 6, 0.0875), (6, 7, 0.1)]\), for the node \(v\) we have \([(1, 2, 0.0375), (2, 3, 0.05513), (3, 4, 0.03125), (4, 5, 0.04286), (5, 6, 0.0375), (6, 7, 0.05)]\), and for the node \(z\), the result is \([(1, 2, 0.02643), (2, 3, 0.03846), (3, 4, 0.025), (4, 5, 0.04286)]\). All the other nodes betweenness is constantly zero. These results also show that \(u\) is the most important node in this network. Its importance diminishes when we approach the network lifetime. The other two important nodes are \(v\) and \(z\) and their importance is very low. This is also in accordance with the results of the betweenness with exclusion.

The main differences between the two definitions are (a) for sparse link presence networks, the betweenness without exclusion is rarely non-zero and therefore not viable, and (b) the betweenness without exclusion gives temporal results which show some changes in importance through time and give a less distinct sense of node im-
importance for the whole lifetime. If we are interested in the overall importance, the betweenness with exclusion is the more suitable one.

5.3 The importance of selected bus stops in Ljubljana, Slovenia

From the bus schedules for Ljubljana, Slovenia, we created a temporal network. Because there is a lot of data for the entire city, we chose only a part of the whole network that we know well. This subnetwork consists of 25 bus stops and represents the bus schedule for the selected routes going in one direction from 8 a.m. until noon. We chose the routes we know well in order to compare the results with our personal experience.

The results we got by computing the first arrival betweenness with exclusion were in accordance with our intuition—the least important nodes of the bus network were the last stops of each line. The most important bus stops were the ones where a few lines come together to the same road. The numerical results of the first arrival betweenness are depicted in Figure 9. All the links are directed and are pointing right / down. The nodes of the network are numbered and the numbers next to the nodes represent the values of the first arrival betweenness with exclusions. The nodes without numbers next to them have the first arrival betweenness with exclusions equal to 0.

![Figure 9: The first arrival betweenness with exclusion on a part of the bus schedule network.](image)

The nodes that receive the highest values of the first arrival betweenness with exclusions are “in the middle” of the network as we can see from Figure 9. We expected such a result from our experience. The nodes with the highest values are nodes 13 (value 0.2192), 11 (value 0.2174), 9 (value 0.1884), and 7 (value 0.1775). All other nodes have a very small or zero value of betweenness. Note that one could expect the values of nodes 16 or 18 to be higher. They are low because it takes quite a long time to get from node 18 to node 13.
We also computed the first arrival betweenness which gave similar but longer results, which are omitted for the sake of brevity.

6 Conclusion and future work

In the article, we described a new algebraic approach to the analysis of temporal networks that is based on temporal quantities over the selected semiring. We defined a new semiring for computing foremost journeys (first arrival semiring) and traveling semirings in which we can use additional data on the links, besides the latency.

Our description of a temporal network avoids an explicit record of node and link presence as it is done in most of the literature. We describe the absence implicitly using the zero in the semiring. Our approach allows a wider variety of temporal data to be added to the nodes and to the links of the network. In addition to the latency, it is possible to add lengths, number of ways, and other temporal information. With the definition of the traveling semiring, we can mathematically describe journeys in temporal networks and allow more data in their analysis.

The procedures for the analysis of temporal networks with zero latency and zero waiting times from our articles \[3,22\] and the procedures used in this article are available as a Python library TQ (Temporal Quantities) at http://vladowiki.fmf.uni-lj.si/doku.php?id=tq.

We defined two betweenness centralities with respect to the ubiquitous foremost journeys in temporal networks, and showed how to use the semiring operations to compute them. We extended the library TQ to include these routines and tested it on a few examples. We get the results we expected from our knowledge of the real network.

For future research, other methods from static networks could be generalized and special methods that are adapted to the time dimension should be developed. Also, the definition of betweenness could be generalized or adapted in another way that would be more suitable for different data. It seems that the traveling semiring could be used for many different purposes. A new semiring could be constructed that could take into account all the foremost journeys. The normalization factor for the first arrival betweenness should be improved.

There are still questions about the journeys with zero or fixed waiting times. Both cases raise some interesting questions. The fixed time is a very strong assumption and it will be difficult to solve. If a semiring could be constructed for this case, the temporal “shortest path” problem could be solved by the matrix closure operation in polynomial time. Since shortest path problem with zero waiting times is NP-hard, this would be highly unlikely.

In the future, we intend to extend the library TQ and provide a better, friendlier version of the program so that it could be used by other researchers.
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