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\textbf{Abstract.} We study the enumeration of answers to Unions of Conjunctive Queries (UCQs) with optimal time guarantees. More precisely, we wish to identify the queries that can be solved with linear preprocessing time and constant delay. Despite the basic nature of this problem, it was shown only recently that UCQs can be solved within these time bounds if they admit free-connex union extensions, even if all individual CQs in the union are intractable with respect to the same complexity measure. Our goal is to understand whether there exist additional tractable UCQs, not covered by the currently known algorithms.

As a first step, we show that some previously unclassified UCQs are hard using the classic 3SUM hypothesis, via a known reduction from 3SUM to triangle listing in graphs. As a second step, we identify a question about a variant of this graph task that is unavoidable if we want to classify all self-join-free UCQs: is it possible to decide the existence of a triangle in a vertex-unbalanced tripartite graph in linear time? We prove that this task is equivalent in hardness to some family of UCQs. Finally, we show a dichotomy for unions of two self-join-free CQs if we assume the answer to this question is negative.

In conclusion, this paper pinpoints a computational barrier in the form of a single decision problem that is key to advancing our understanding of the enumeration complexity of many UCQs. Without a breakthrough for unbalanced triangle detection, we have no hope of finding an efficient algorithm for additional unions of two self-join-free CQs. On the other hand, a sufficiently efficient unbalanced triangle detection algorithm can be turned into an efficient algorithm for a family of UCQs currently not known to be tractable.

1. Introduction

Answering queries over relational databases is a fundamental problem in data management. As the available data in the world grows bigger, so grows the importance of finding the best possible complexity of solving this problem. Since the query itself is usually significantly smaller than the size of the database, it is common to use \textit{data complexity} [Var82]: we treat the query as fixed, and examine the complexity of finding the answers to the given query over the input database. As the number of answers to a query may be much larger than the
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size of the database itself, we cannot hope to generate all answers in linear time in the size
of the input. Instead, we use enumeration measures. Since we must read the entire input to
verify whether the query has answers, and we must print all answers, the measure of linear
preprocessing time and constant delay between two successive answers can be seen as the
optimal time complexity for answering queries. The class of queries that can be answered
within these time bounds is denoted DelayC_{lin}, and recent research asks which queries are
in this class [Dur20, BGS20].

Proving that a query belongs to the class DelayC_{lin} can be achieved by a variety of
algorithmic techniques, coupled with insights into the query structure. However, proving
that a query is unconditionally not contained in this class is beyond the state-of-the-art
lower bound techniques for the RAM model. Therefore, one must resort to conditional lower
bounds. That is, start from a hypothesis on the time complexity of a well-studied problem
and design a reduction from your problem of choice; this proves a lower bound that holds
conditional on the starting hypothesis. While such a conditional lower bound is no absolute
impossibility result, it identifies an algorithmic breakthrough that is necessary to find better
algorithms for your problem of choice, and thus it yields strong evidence that no better
algorithm exists. This paradigm has been successfully applied in the field of fine-grained
complexity theory to obtain tight conditional lower bounds for many different problems, see,
e.g., [Wil18, Bri19]. When searching for dichotomies (that characterize which problems in
a class admit efficient algorithms), research aiming for lower bounds (conditional or not)
has another advantage. The reductions showing hardness often succeed only in some of the
cases. This brings out the other cases, directing us to focus our attention where we have
hope for finding efficient algorithms without a major computational breakthrough. This
approach has been useful for finding tractable cases that were previously unknown [CK21].

When considering Conjunctive Queries (CQs) without self-joins, the tractability of enu-
merating query answers with respect to DelayC_{lin} is well understood. The queries with a
free-connex structure are tractable [BDG07]; these are acyclic queries that remain acyclic
with the addition of an atom containing the free variables. This tractability result is comple-
mented by conditional lower bounds forming a dichotomy: a self-join-free CQ is in DelayC_{lin}
if and only if it is free-connex [BB13, BDG07]. The hardness of cyclic CQs assumes the
hardness of finding hypercliques in a hypergraph [BB13], while the hardness of acyclic non-
free-connex CQs assumes the hardness of Boolean matrix multiplication [BDG07]. This
dichotomy assumes that the CQ does not contain self-joins (that is, every relation appears
in at most one atom of the query), which enables assigning different atoms with different
relations when reducing a hard problem to query answering. Not much is known regarding
the case with self-joins, but we do know that there are cases where self-joins affect the
complexity [BGS20, CS23].

The next natural class of queries to consider is Unions of Conjunctive Queries (UCQs),
which is equivalent to positive relational algebra. A union of tractable CQs is known to be
tractable [DS11]. However, when the union contains an intractable CQ, the picture gets
much more complex. Note that a union that contains an intractable CQ may be equivalent
to a union of tractable CQs; in which case, the UCQ is tractable [CK21]. This can happen for
example if the union is comprised of an intractable CQ Q_1 and a tractable CQ Q_2 subsuming
it; then the entire union is equivalent to Q_2. Thus, it makes sense to consider non-redundant
UCQs. It was claimed that a non-redundant UCQ that contains an intractable CQ is
necessarily intractable [CJN18]. This claim was disproved in a surprising result showing that
a UCQ may be tractable even if it consists solely of intractable CQs [CK21]. Specifically,
Carmeli and Kröll showed that whenever each CQ in a union can become free-connex (and thus tractable) via a so-called union extension, then the UCQ is in DelayC_{lin} [CK21]. Moreover, every UCQ that we currently know to be in DelayC_{lin} has a free-connex union extension.

In the case of a union of two intractable CQs, known conditional lower bounds show that these extensions capture all tractable queries [CK21]. These lower bounds rely on the same hypotheses as those used for CQs, in addition to a hypothesis on the hardness of detecting a 4-clique in a graph. The case of a union of a tractable CQ and an intractable CQ is not yet completely classified, and Carmeli and Kröll [CK21] identified several open examples, that is, specific unclassified queries for which the current techniques for an algorithm or a conditional lower bound do not apply.

**Our Contribution.** Our aim is to understand whether there exist additional tractable UCQs, not covered by the currently known algorithms. We start by showing that some examples of UCQs left open in [CK21] are hard assuming the standard 3SUM conjecture (given \(n\) integers, it is not possible to decide in subquadratic time whether any three of them sum to 0). Our reductions go through an intermediate hypothesis that we call Vertex-Unbalanced Triangle Listing (VUTL; listing all triangles in an unbalanced tripartite graph requires super-linear time in terms of input and output size). Specifically, building on a reduction by Fischer, Kalciak, and Polak [FKP24], we show that the VUTL hypothesis is implied by the 3SUM conjecture. We then use VUTL to show the hardness of some previously unclassified UCQs.

When trying to reduce VUTL to further unclassified UCQs, we identified several issues. This led us to introduce a similar hypothesis on Vertex-Unbalanced Triangle Detection (VUTD; determining whether an unbalanced tripartite graph contains triangles requires super-linear time in terms of input size).\(^1\) The VUTD hypothesis implies the VUTL hypothesis, and thus the former is easier to reduce to UCQs. For a discussion of why VUTD is a reasonable hypothesis, we refer to Section 3. We show that VUTD exactly captures the hardness of some family of UCQs that do not have free-connex union extensions: The VUTD hypothesis holds if and only if no query in this family is in DelayC_{lin}. Thus, determining whether the VUTD hypothesis holds is unavoidable if we want to classify all self-join-free UCQs. Next, we focus on unions of two CQs. We show how, assuming the VUTD hypothesis, we can conclude the hardness of any union of one tractable CQ and one intractable CQ that does not have a free-connex union extension. Moreover, if VUTD holds, previously known hardness results apply without assuming additional hypotheses. This results in a dichotomy, which is our main result: a union of two self-join-free CQs is in DelayC_{lin} if and only if it has a free-connex union extension, assuming the VUTD hypothesis. For these UCQs, we conclude that the currently known algorithms cover all tractable cases that do not require a major breakthrough regarding VUTD.

The main conclusion from our paper is that to make progress in understanding the enumeration complexity of UCQs, it suffices to study the single decision problem of detecting triangles in unbalanced graphs. More precisely, if we ever find a linear-time algorithm for unbalanced triangle detection, we will also get a breakthrough in UCQ evaluation in the form of an algorithm for some UCQs that do not have a free-connex union extension. If on the other hand, we assume that there is no linear-time algorithm for unbalanced triangle detection, then we will also get a breakthrough in UCQ evaluation in the form of an algorithm for some UCQs that do not have a free-connex union extension.

\(^1\)Our triangle detection instances are vertex-unbalanced, in contrast to a recently formulated hypothesis with the same name that is edge-unbalanced [KVW20], see Section 6.2 for a discussion.
detection, then for a large class of UCQs (namely, unions of two self-join-free CQs) the currently known algorithms cover all tractable cases.

The paper is organized as follows. Section 2 provides basic definitions and results that we use throughout the paper. In Section 3, we define VUTL and VUTD, discuss their connections to other hypotheses, and use them to address some examples of UCQs that were previously unclassified. In Section 4, we present a family of UCQs that is equivalent in hardness to VUTD. Then, Section 5 shows the classification of UCQs that we can achieve based on the VUTD hypothesis; this proves our main dichotomy result. The next section contains discussions related to alternative hypotheses. We discuss how we can conclude the hardness for relaxed time requirements (polylogarithmic instead of constant delay) based on a strengthening of the VUTD hypothesis in Section 6.1, and in Section 6.2 we discuss the difference between VUTD and a similar hypothesis for edge-unbalanced graphs that was recently introduced. We conclude in Section 7.

2. Preliminaries

Databases and Queries. A relation is a set of tuples of constants, where each tuple has the same arity (length). A schema $S$ is a collection of relation symbols $R$, each with an associated arity. A database $D$ (over the schema $S$) associates with each relation symbol $R$ a finite relation, which we denote by $R^D$, whose arity is that of $R$ in $S$.

A Conjunctive Query (CQ) $Q$ over a schema $S$ is defined by an expression of the form $Q(\vec{x}) : = R_1(\vec{t}_1), . . . , R_n(\vec{t}_n)$, where each $R_i$ is a relation symbol of $S$, each $\vec{t}_i$ is a tuple of variables and constants with the same arity as $R_i$, and $\vec{x}$ is a tuple of variables from $\vec{t}_1, . . . , \vec{t}_n$. We usually omit the explicit specification of the schema $S$, and assume that it consists of the relation symbols that occur in the query at hand. We call $Q(\vec{x})$ the head of $Q$, and $R_1(\vec{t}_1), . . . , R_n(\vec{t}_n)$ the body of $Q$. Each $R_i(\vec{t}_i)$ is an atom of $Q$, and the set of all atoms of $Q$ is denoted atoms($Q$). When the order of the variables in an atom is not important for our discussion, we sometimes denote an atom $R_i(\vec{t}_i)$ by $R_i(T_i)$ where $T_i$ is a set of variables. We use $\text{var}(Q)$ to denote the set of variables that occur in $Q$. We say that $Q$ is self-join-free if every relation symbol occurs in it at most once. If a CQ is self-join-free, we use $\text{var}(R_i)$ to denote the set of variables that occur in the atom containing $R_i$. The variables occurring in the head are called the free variables and denoted by free($Q$). The variables occurring in the body but not in the head are called existential. A homomorphism $h$ from a CQ $Q$ to a database $D$ is a mapping of the variables in $Q$ to the constants of $D$, such that for every atom $R_i(\vec{t}_i)$ of the CQ, we have that $h(\vec{t}_i) \in R^D$. Each such homomorphism $h$ yields an answer $h(\vec{x})$ to $Q$. We denote by $Q(D)$ the set of all answers to $Q$ on $D$.

A Union of Conjunctive Queries (UCQ) $Q$ is a finite set of CQs, denoted $Q = \bigcup_{i=1}^{\ell} Q_i$, where free($Q_i$) is the same for all $1 \leq i \leq \ell$. The set of answers to $Q$ over a database $D$ is the union $Q(D) = \bigcup_{i=1}^{\ell} Q_i(D)$. Let $Q_1$ and $Q_2$ be CQs. A body-homomorphism from $Q_2$ to $Q_1$ is a mapping $h : \text{var}(Q_2) \to \text{var}(Q_1)$ such that for every atom $R(\vec{v})$ of $Q_2$, we have that $R(h(\vec{v})) \in Q_1$. A body-isomorphism from $Q_2$ to $Q_1$ is a bijective mapping $h$ such that $h$ is a body-homomorphism from $Q_2$ to $Q_1$ and $h^{-1}$ is a body-homomorphism from $Q_1$ to $Q_2$. We say that two CQs are body-isomorphic if there is a body-isomorphism between them. A homomorphism from $Q_2$ to $Q_1$ is a body-homomorphism $h$ such that $h(\text{free}(Q_2)) = \text{free}(Q_1)$. It is well known that $Q_1$ is contained in $Q_2$ (i.e., $Q_1(D) \subseteq Q_2(D)$ on every input $D$) iff there exists a homomorphism from $Q_2$ to $Q_1$ [CM77]. We say that a UCQ is non-redundant if it...
We often assume that UCQs are non-redundant; otherwise, an equivalent non-redundant UCQ can be obtained by removing CQs.

**Enumeration Complexity.** An enumeration problem \( P \) is a collection of pairs \( (I, Y) \) where \( I \) is an input and \( Y \) is a finite set of answers for \( I \), denoted by \( P(I) \). An enumeration algorithm \( \mathcal{A} \) for an enumeration problem \( P \) is an algorithm that consists of two phases: preprocessing and enumeration. During preprocessing, \( \mathcal{A} \) is given an input \( I \), and it may build data structures. During the enumeration phase, \( \mathcal{A} \) can access the data structures built during preprocessing, and it emits the answers \( P(I) \), one by one, without repetitions. The time between printing any two answers during the enumeration phase is called delay. In this paper, an enumeration problem refers to a query \( Q \), the input is a database \( D \), and the answer set is \( Q(D) \). Such a problem is denoted \( \text{Enum}(Q) \). We adopt data complexity, where the query is treated as fixed, and the complexity is with respect to the size of the representation of the database. We work on the common Random Access Machine (RAM) model, where each memory cell stores \( \Theta(\log |I|) \) bits, and which supports lookup tables of polynomial size that can be queried in constant time. The enumeration class \( \text{DelayC}_{\text{fin}} \) is defined as the class of all enumeration problems that have an enumeration algorithm with \( O(|I|) \) preprocessing time and \( O(1) \) delay. Note that this class does not impose a restriction on the memory used.\(^2\) To ease notation, we identify the query with its corresponding enumeration problem, and we denote \( Q \in \text{DelayC}_{\text{fin}} \) to mean \( \text{Enum}(Q) \in \text{DelayC}_{\text{fin}} \).

**Hypergraphs.** A hypergraph \( \mathcal{H} = (V, E) \) is a set \( V \) of vertices and a set \( E \) of non-empty subsets of \( V \) called hyperedges (sometimes edges). Given \( S \subseteq V \), the induced subgraph \( \mathcal{H}[S] = (S, E') \) where \( E' = \{e \cap S \mid e \in E\} \setminus \{\emptyset\} \). Two vertices in a hypergraph are neighbors if they appear in a common edge. A clique of a hypergraph is a set of vertices that are pairwise neighbors in \( \mathcal{H} \). If every edge in \( \mathcal{H} \) has exactly \( k \) vertices, we call \( \mathcal{H} \) \( k \)-uniform; note that \( 2 \)-uniform hypergraphs are just graphs. For any \( \ell > k \), an \( \ell \)-hyperclique in a \( k \)-uniform hypergraph \( \mathcal{H} \) is a set \( V' \) of \( \ell \) vertices, such that every subset of \( V' \) of size \( k \) forms a hyperedge. A path of \( \mathcal{H} \) is a sequence of vertices such that every two consecutive vertices are neighbors. The length of a path \( v_1, \ldots, v_n \) is \( n - 1 \). A simple path of \( \mathcal{H} \) is a path where every vertex appears at most once. A chordless path is a simple path in which no two non-consecutive vertices are neighbors. A cycle is a path that starts and ends in the same vertex. A simple cycle is a cycle of length 3 or more where every vertex appears at most once (except for the first and last vertex). A chordless cycle is a simple cycle such that no two non-consecutive vertices are neighbors and no edge contains all cycle vertices. A tetra of size \( k \) (where \( k \geq 3 \)) is a set of \( k \) vertices such that every \( k - 1 \) of them are contained in an edge, and no edge contains all \( k \) vertices. A hypergraph is cyclic if it contains a chordless cycle or a tetra. A hypergraph that is not cyclic is called acyclic (this is known as \( \alpha \)-acyclicity) [BB16]. Note that “a 2-uniform hypergraph is cyclic” is a different way of saying that “a graph has a cycle”. A hypergraph is connected if for any two vertices \( u, v \) there is a path starting in \( u \) and ending in \( v \). A tripartite graph is comprised of three sets of vertices \( (V_1, V_2, V_3) \) and three sets of edges \( E_{1,2} \subseteq V_1 \times V_2 \), \( E_{2,3} \subseteq V_2 \times V_3 \), and

\(^2\)Not much is known regarding the complexity of UCQ answering when the memory is restricted. See [CK21, Section 6.3] for a related discussion.
$E_{1,3} \subseteq V_1 \times V_3$. A triangle in a tripartite graph is a triple of vertices $v_1, v_2, v_3$ such that $(v_1, v_2) \in E_{1,2}$, $(v_2, v_3) \in E_{2,3}$, and $(v_1, v_3) \in E_{1,3}$.

**Query Structure.** We associate a hypergraph $\mathcal{H}(Q) = (V, E)$ to a CQ $Q$ where the vertices are the variables of $Q$, and every hyperedge is a set of variables occurring in a single atom of $Q$. That is, $E = \{\{v_1, \ldots, v_\ell\} \mid R_i(v_1, \ldots, v_\ell) \in \text{atoms}(Q)\}$. With slight abuse of notation, we identify atoms of $Q$ with hyperedges of $\mathcal{H}(Q)$. A CQ $Q$ is said to be acyclic if $\mathcal{H}(Q)$ is acyclic. Given a CQ $Q$ and a set $S \subseteq \text{var}(Q)$, an $S$-path is a chordless path $(x, z_1, \ldots, z_k, y)$ in $\mathcal{H}(Q)$ with $k \geq 1$, such that $x, y \in S$, and $z_1, \ldots, z_k \notin S$. A CQ $Q$ is $S$-connex if it is acyclic and it does not contain an $S$-path [BDG07]. When referring to a CQ $Q$, we say free-path for free($Q$)-path and free-connex for free($Q$)-connex. To summarize, every CQ is one of the following: (1) free-connex; (2) acyclic and not free-connex, and therefore contains a free-path; or (3) cyclic, and therefore contains a chordless cycle or a tetra. We call free-paths, chordless cycles, and tetras difficult structures. Every CQ that is not free-connex contains a difficult structure.

**CQ Complexity.** Bagan, Durand and Grandjean showed that the answers to free-connex CQs can be efficiently enumerated [BDG07]. This result was complemented by conditional lower bounds showing that other CQs are not in DelayC$\infty$, assuming the following hypotheses:

**Definition 2.1** (BMM Hypothesis). Two Boolean $n \times n$ matrices cannot be multiplied in time $O(n^2)$.

**Definition 2.2** (HYPERCLIQUE Hypothesis). For all $k \geq 3$, it is not possible to determine the existence of a $k$-hyperclique in a $(k-1)$-uniform hypergraph with $n$ vertices in time $O(n^{k-1})$.

Note that the HYPERCLIQUE hypothesis in particular postulates (for $k = 3$) that determining the existence of a triangle in a given graph cannot be solved in time $O(n^2)$.

Boolean matrix multiplication can be encoded in free-paths, and thus self-join-free acyclic CQs that are not free-connex are not in DelayC$\infty$, assuming the BMM hypothesis [BDG07]. The detection of hypercliques can be encoded in tetras and chordless cycles, and thus the first answer to self-join-free cyclic CQs cannot be found in linear time, assuming the HYPERCLIQUE hypothesis [BB13]. As HYPERCLIQUE implies BMM (Proposition 5.16), the known dichotomy can be summarized as:

**Theorem 2.3** [BDG07, BB13]. Let $Q$ be a self-join-free CQ.

1. If $Q$ is free-connex, then $Q \in \text{DelayC}_\infty$.
2. Otherwise, $Q \notin \text{DelayC}_\infty$, assuming the HYPERCLIQUE hypothesis.

We call a CQ difficult if it matches the last case of Theorem 2.3. Note that a difficult CQ is self-join-free and is either acyclic and not free-connex or cyclic. In other words, a CQ is difficult if it is self-join-free and contains a difficult structure.
**UCQ Complexity.** The results regarding the tractability of CQs carry over to UCQs if we take into account that CQs in the same union can sometimes “help” each other. This is formalized as follows. Let $Q_s$ be a CQ. We say that $Q_s$ supplies a set of variables $V_s \subseteq \text{var}(Q_s)$ if there is $V_s \subseteq S \subseteq \text{free}(Q_s)$ such that $Q_s$ is $S$-connex. Note that when $Q_s$ is free-connex, it supplies any subset of its free variables by taking $S = \text{free}(Q_s)$.

An extension sequence for a UCQ $Q^1 = Q^1_1 \cup \ldots \cup Q^1_n$ is a sequence $Q^1, \ldots, Q^N$ of UCQs for all $1 < j \leq N$, the query $Q^j = Q^1_j \cup \ldots \cup Q^N_j$ is obtained from $Q^j-1$ as follows. Given a sequence $\bar{v}_j$ of variables supplied by a CQ $Q^j_s(j)$ with $\ell \leq j$ and $1 \leq s(j) \leq n$, and given a relational symbol $R_j$ that does not appear in $Q^j-1$, we have that, for all $i \in \{1, \ldots, n\}$, either (1) $Q^j_i = Q^j_{i-1}$ or (2) there is a body-homomorphism $h_{s(j),i}$ from $Q^1_{s(j)}$ to $Q^1_i$, and $Q^j_i$ is obtained by adding the atom $R_j(h_{s(j),i}((\bar{v}_j)))$ to $Q^j_{i-1}$. If such an extension sequence exists, we call $Q^N$ a union extension of $Q^1$.

To ease the discussion, we also define the following. We call an atom that appears in a union extension but not in the original query a virtual atom. Let $Q_1, Q_2$ be CQs. We say that $Q_2$ provides a set of variables $V_2 \subseteq \text{var}(Q_1)$ to $Q_1$ if there exist $V_2 \subseteq \text{free}(Q_2)$ and a body-homomorphism $h$ from $Q_2$ to $Q_1$ such that $Q_2$ supplies $V_2$ and $h(V_2) = V_1$. Note that when $Q_2$ provides a set of variables to $Q_1$, we are allowed to extend $Q_1$ in a union extension by an atom containing these variables thanks to $Q_2$. We say that $Q_2$ provides a difficult structure of $Q_1$ if it provides to $Q_1$ the set of variables that appear in this difficult structure. We call a union extension free-connex if all CQs it contains are free-connex.

**Theorem 2.4 [CK21].** If $Q$ is a UCQ that has a free-connex union extension, then $Q \in \text{DelayC}_{\text{fin}}$.

**Example 2.5.** Let $Q = Q_1 \cup Q_2$ with

$$Q_1(x, y, w) \leftarrow R_1(x, z), R_2(z, y), R_3(y, w)$$

$$Q_2(x, y, w) \leftarrow R_1(x, y), R_2(y, w).$$

The CQ $Q_1$ is difficult: it is self-join free, acyclic, and not free-connex, as it contains the free-path $(x, z, y)$. The CQ $Q_2$ is free-connex, and it supplies the variables $\{x, y, w\} \subseteq \text{free}(Q_2)$. Since there is a body-homomorphism $h : \text{var}(Q_2) \rightarrow \text{var}(Q_1)$ with $h((x, y, w)) = (x, z, y)$, we can say that $Q_2$ provides the variables $\{x, z, y\}$ or the free-path $(x, z, y)$ to $Q_1$. Thus, $Q$ has the union extension $Q^+_1 \cup Q_2$, where $Q^+_1$ is obtained by adding the virtual atom $R(x, z, y)$ to $Q_1$. Even though $Q_1$ is not free-connex, since the extension is free-connex, we conclude that $Q \in \text{DelayC}_{\text{fin}}$.

Existing lower bounds for UCQs rely on the hypotheses used for CQs and on the following:

**Definition 2.6 (4-CLIQUE Hypothesis).** Determining whether a given graph with $n$ vertices contains a 4-clique has no algorithm running in time $O(n^3)$.

Note that the 4-CLIQUE hypothesis is not immediately related to the HYPERCLIQUE hypothesis, since the HYPERCLIQUE hypothesis considers (1) on graphs only triangle detection, (2) 4-clique detection only on 3-uniform hypergraphs, and (3) includes $k > 4$.

**Theorem 2.7 [CK21].** Let $Q$ be a union of two difficult CQs. If $Q$ does not admit a free-connex union extension, then $Q \notin \text{DelayC}_{\text{fin}}$, assuming the HYPERCLIQUE and 4-CLIQUE hypotheses.
Consider a union of two CQs \( Q = Q_1 \cup Q_2 \). If both \( Q_1 \) and \( Q_2 \) are free-connex, then trivially \( Q \) has a free-connex union extension, and thus \( Q \in \text{DelayC}_{\text{lin}} \) (by Theorem 2.4). If both \( Q_1, Q_2 \) are difficult, then \( Q \in \text{DelayC}_{\text{lin}} \) iff \( Q \) admits a free-connex union extension (by Theorem 2.7). To classify all unions of two self-join-free CQs, it remains to study queries where \( Q_1 \) is free-connex, \( Q_2 \) is difficult, and \( Q \) does not have a free-connex union extension.

### 3. Unbalanced Triangle Detection and Related Problems

In this section, we introduce the unbalanced triangle detection hypothesis that is central to this work, and we show its connections to other problems. We start our exposition with the well-known 3SUM conjecture and show that it implies a certain hypothesis on triangle listing (VUTL). After demonstrating the usefulness of VUTL by an example, we discuss its shortcomings, which lead us to pose an analogous hypothesis on triangle detection (VUTD). Finally, we demonstrate the usefulness of VUTD by an example and discuss related work.

We start with the classic 3SUM conjecture from fine-grained complexity theory [GO95]:

**Definition 3.1 (3SUM Conjecture).** Given \( n \) integers, deciding whether any three of them sum to 0 has no algorithm running in time \( O(n^{2-\varepsilon}) \) for any \( \varepsilon > 0 \).

We show that the 3SUM conjecture implies that listing all triangles in an unbalanced tripartite graph requires super-linear time in terms of input and output size.

**Vertex-Unbalanced Triangle Listing (VUTL) Hypothesis:** For any constant \( \alpha \in (0, 1] \), listing all triangles in a tripartite graph with \( |V_3| = n \) and \( |V_1| = |V_2| = \Theta(n^\alpha) \) has no algorithm running in time \( O(n^{1+\alpha} + t) \), where \( t \) is the total number of triangles.

**Proposition 3.2.** If the VUTL hypothesis fails, then the 3SUM conjecture fails.

Reductions from 3SUM to triangle listing problems have a long history, as they were pioneered by Pătraşcu [Pat10] and further developed in [KPP16, CH20, VWX20, FKP24]. We build on this work to prove our reduction. Specifically, we use the following result by Fischer, Kalciak, and Polak [FKP24]. Their result is formulated for the Set Intersection problem, but it can also be viewed as a result for triangle listing (as we will see soon).

**Definition 3.3 (Set Intersection Problem).** Given sets \( S_1, \ldots, S_N \subseteq \{1, \ldots, U\} \) each of size at most \( s \) and a set of \( q \) queries \( Q \subseteq \{1, \ldots, N\}^2 \), compute for each query \((i,j) \in Q \) the set intersection \( S_i \cap S_j \).

**Theorem 3.4 (Set Intersection Hardness, see Theorem 1.6 in [FKP24]).** Let \( 0 \leq \gamma < 1 \) and \( 0 \leq \delta \leq 1 - \gamma \). Unless the 3SUM conjecture fails, there is no algorithm for Set Intersection with parameters \( |U| = O(n^{1+\gamma+\delta}), \ N = O(n^{1+\gamma+\delta}/2), \ s = O(n^{1-\gamma}), \ q = O(n^{1+\gamma}), \) and total output size \( O(n^{2-\delta}) \) that runs in time \( O(n^{2-\varepsilon}) \), for any \( \varepsilon > 0 \).

**Proof of Proposition 3.2.** An instance of Set Intersection can be viewed as a triangle listing instance by considering the vertex sets \( V_1 = V_2 = \{1, \ldots, N\} \) and \( V_3 = \{1, \ldots, U\} \), connecting \((i,j) \in V_1 \times V_2\) by an edge if and only if \((i,j) \in Q\), connecting \((i,j) \in V_1 \times V_3\) by an edge if and only if \( j \in S_i \), and similarly connecting \((i,j) \in V_2 \times V_3\) by an edge if and only if \( j \in S_i \). Computing for each query \((i,j) \in Q\) the set intersection \( S_i \cap S_j \) is then the same as listing all triangles containing the edge \((i,j)\), and thus answering all queries is the same as listing all triangles in the graph. Theorem 3.4 thus immediately implies the hardness of triangle listing: by taking \( \gamma = \delta \), we get that, assuming the 3SUM conjecture,
no algorithm lists all triangles in graphs with $|V_1| = |V_2| = O(n^{1+\gamma+\delta}/2) = O(n^{3/2+\delta})$ and $|V_3| = O(n^{1+\gamma-\delta}) = O(n)$ containing $O(n^{2-\delta})$ triangles in time $O(n^{2-\varepsilon})$ for any $\varepsilon > 0$.

Fix a constant $\alpha \in (0, 1]$, and assume for the sake of contradiction that it is possible to list all $t$ triangles in a tripartite graph with $|V_1| = |V_2| = \Theta(|V_3|^\alpha)$ in time $O(|V_3|^{1+\alpha} + t)$. Set $\delta = \min\{\alpha, \frac{1}{6}\}$. In what follows we show that then we can list all triangles in a graph with $|V_1| = |V_2| = O(n^{3/2+\delta})$ and $|V_3| = O(n)$ containing $O(n^{2-\delta})$ triangles in time $O(n^{2-\varepsilon})$ for some $\varepsilon > 0$, which by the last paragraph contradicts the 3SUM conjecture. This proves that if the VUTL hypothesis fails then the 3SUM conjecture fails.

So suppose we are given a triangle listing instance with $|V_1| = |V_2| = O(n^{3/2+\delta})$ and $|V_3| = O(n)$ containing $O(n^{2-\delta})$ triangles. First, we add isolated dummy nodes to ensure $|V_1| = |V_2| = \Theta(n^{3/2+\delta})$ and $|V_3| = \Theta(n)$. Then we split $V_1$ and $V_2$ each into $\Theta(n^{\delta})$ sets of size $\Theta(n^{\frac{1}{2}})$. This yields $\Theta(n^{2\delta})$ subproblems, each with $|V_1| = |V_2| = \Theta(n^{\frac{1}{2}})$ and $|V_3| = \Theta(n)$, and their total number of triangles is $O(n^{2-\delta})$. Listing the triangles of all subproblems yields the same result as listing the triangles of the original construction.

In case $\alpha = \frac{1}{2}$ we are done now. Indeed, each subproblem has $|V_1| = |V_2| = \Theta(|V_3|^{\alpha})$, and since each subproblem can be solved in time $O(|V_3|^{1+\alpha} + t) = O(n^{1+\alpha} + t)$, the total running time to solve all subproblems is $O(n^{2\delta+1+\alpha} + n^{2-\delta})$, since there are $\Theta(n^{2\delta})$ subproblems and their total number of triangles is $O(n^{2-\delta})$. We can simplify this time bound to $O(n^{2\delta+3/2} + n^{2-\delta}) = O(n^{2-1/6})$ since $\alpha = \frac{1}{2}$ and $\delta = \frac{\alpha}{2} = \frac{1}{4}$. Since this running time is subquadratic, we obtain the desired contradiction to the 3SUM conjecture.

In case $\alpha < \frac{1}{2}$, we further split $V_1$ and $V_2$ each into $\Theta(n^{\frac{1}{2} - \alpha})$ sets of size $\Theta(n^{\alpha})$. Together with the first splitting step (where we split into $\Theta(n^{2\delta})$ subproblems), this yields $\Theta(n^{2\delta+1-2\alpha})$ subproblems, each with $|V_1| = |V_2| = \Theta(n^{\alpha})$ and $|V_3| = \Theta(n)$, and their total number of triangles is $O(n^{2-\delta})$. If each subproblem could be solved in time $O(|V_3|^{1+\alpha} + t) = O(n^{1+\alpha} + t)$, then all subproblems in total could be solved in time $O(n^{2\delta+1-2\alpha} \cdot n^{1+\alpha} + n^{2-\delta})$, since there are $\Theta(n^{2\delta+1-2\alpha})$ subproblems and their total number of triangles is $O(n^{2-\delta})$. We can simplify this time bound to $O(n^{2-\alpha+2\delta} + n^{2-\delta}) = O(n^{2-\frac{5}{10}})$ since $\delta = \frac{\alpha}{2}$. Since this running time is subquadratic for any fixed constant $\alpha \in (0, \frac{1}{2})$, we again obtain the desired contradiction to the 3SUM conjecture.

In case $\alpha > \frac{1}{2}$, we split $V_3$ into $\Theta(n^{1-\frac{\alpha}{2\delta}})$ sets of size $\Theta(n^{\frac{\alpha}{2\delta}})$. Together with the first splitting step (where we split into $\Theta(n^{2\delta})$ subproblems), this yields $\Theta(n^{2\delta+1-\frac{\alpha}{2\delta}})$ subproblems, each with $|V_1| = |V_2| = \Theta(n^{\frac{1}{2}})$ and $|V_3| = \Theta(n^{\frac{1}{2\delta}})$, so $|V_1| = |V_2| = \Theta(|V_3|^{\frac{1}{\alpha}})$. If each subproblem could be solved in time $O(|V_3|^{1+\alpha} + t)$, then all subproblems in total could be solved in time $O(n^{2\delta+1-\frac{\alpha}{2\delta}} \cdot |V_3|^{1+\alpha} + n^{2-\delta})$, since there are $\Theta(n^{2\delta+1-\frac{\alpha}{2\delta}})$ subproblems and their total number of triangles is $O(n^{2-\delta})$. Plugging in $|V_3| = \Theta(n^{\frac{1}{2\delta}})$ yields time $O(n^{2\delta+1-\frac{\alpha}{2\delta}} + n^{2-\delta}) = O(n^{3/2+2\delta} + n^{2-\delta}) = O(n^{2-1/6})$ since $\delta = \frac{1}{6}$, which again yields the desired contradiction.

Using VUTL, some UCQSs that were left open by prior work are not in DelayC$_{lin}$.

**Example 3.5.** [CK21, Example 44] Let $Q = Q_1 \cup Q_2$ with

$Q_1(x, z, y, v) : \rightleftarrows R_1(x, z, v), R_2(z, y, v), R_3(y, x, v)$ and $Q_2(x, z, y, v) : \rightleftarrows R_1(x, z, v), R_2(y, t_1, v), R_3(t_2, x, v)$.

Note that $Q_2$ is free-connex (and so tractable on its own), while $Q_1$ is cyclic (and so intractable on its own). The only difficult structure in $Q_1$ is the cycle $x, y, z$. If the cycle
were provided by $Q_2$, we would be able to eliminate the cycle via an extension by adding to $Q_1$ a virtual atom with the cycle variables. Such an extension would be free-connex, entailing the tractability of $Q$. However, $y$ is not provided (as no free variable of $Q_2$ maps to $y$ in the homomorphism from $Q_2$ to $Q_1$), and so the currently known algorithm cannot be applied. The existing approach to show the difficulty of a CQ with a cycle is to encode the triangle finding problem to this cycle. We assign the variables $x$, $y$, and $z$ with the vertices of the graph, while $v$ is always assigned a constant $\perp$. That is, for every edge $(u, v)$ in the input graph, we include the tuple $(u, v, \perp)$ in all three relations. Then, $Q_1$ returns all tuples $(a, b, c, \perp)$ such that $(a, b, c)$ is a triangle. However, in our case, such an encoding may result in $n^3$ answers to $Q_2$ given a graph with $n$ vertices. This means that if the input graph has triangles, we are not guaranteed to find one in $O(n^2)$ time by evaluating the union efficiently, and we do not obtain a contradiction to the HYPERCLIQUE hypothesis. By using unbalanced tripartite graphs (where one vertex set is larger than the other two), we can make use of the fact that $y$ is not provided to show hardness. We encode triangle finding to our databases similarly to before, except we make sure to assign the large vertex set to $y$, while $x$ and $z$ are assigned vertex sets of size $n^\alpha$. This way, while $Q_1$ finds the triangles in the graph, $Q_2$ has at most $n^{3\alpha}$ answers (this happens because all variables mapping to the large vertex set in $Q_2$ are existential). Assuming $Q \in \text{DelayC}_{\text{lin}}$, we can compute all answers over such a construction in $O(n^{1+\alpha} + n^{3\alpha} + t)$ time. If we take $\alpha \leq \frac{1}{2}$, this is time $O(n^{1+\alpha} + t)$, contradicting the VUTL hypothesis and thus also the 3SUM conjecture.

In Example 3.5, we can use a triangle listing hypothesis because the variables of the cycle in $Q_1$ are free. However, there exist similar examples where some of these variables are existential. In these cases, we can use a similar argument if we start from triangle detection instead of triangle listing. This leads us to introduce the following hypothesis.

**Vertex-Unbalanced Triangle Detection (VUTD) Hypothesis:** For any $\alpha \in (0, 1]$, determining whether there exists a triangle in a tripartite graph with $|V_3| = n$ and $|V_1| = |V_2| = \Theta(n^\alpha)$ has no algorithm running in time $O(n^{1+\alpha})$.

The VUTD hypothesis implies the VUTL hypothesis. See Figure 1 for a summary of the connections between the hypotheses mentioned in this paper. Unlike VUTL, the VUTD hypothesis cannot only be used when a CQ in the union contains a cycle, but also when it contains a free-path. The following example, also left open by prior work, illustrates this case.
Example 3.6. [CK21, Example 35] Let \( Q = Q_1 \cup Q_2 \) with
\[
Q_1(x, y, w) \Leftarrow R_1(x, z), R_2(z, y), R_3(y, w) \text{ and }
Q_2(x, y, w) \Leftarrow R_1(x, t_1), R_2(t_2, y), R_3(w, t_3).
\]
The only difficult structure in \( Q_1 \) is the free-path \( x, z, y \), while \( Q_2 \) is free-connex. If the free-path were provided by \( Q_2 \), we would be able to eliminate the free-path by adding to \( Q_1 \) a virtual atom with the free-path variables, resulting in a free-connex extension, and entailing the tractability of \( Q \). However, \( z \) is not provided. The existing approach to show the difficulty of a CQ with a free-path is to encode the Boolean matrix multiplication problem to this path. However, in our case, such an encoding may result in \( n^3 \) answers to \( Q_2 \), so evaluating the union efficiently is not guaranteed to find all non-zero entries in the multiplication result in \( O(n^2) \) time, and this would not contradict BMM. By using unbalanced tripartite graphs, we can use the fact that \( z \) is not provided to show hardness.

We assign the large vertex set to \( V_{UTL} \). In this way, \( Q_1 \) finds all candidates for triangles in the graph. Since no free variable can be assigned values from the large vertex set, \( Q_1 \) and \( Q_2 \) have at most \( n^{3\alpha} \) answers each. Assuming \( Q \in \text{Delay}_{\text{lin}}, \) we can compute all answers in time \( O(n^{1+\alpha} + n^{3\alpha}) \). If we take \( \alpha \leq \frac{1}{2} \), this time is \( O(n^{1+\alpha}) \), contradicting the VUTD hypothesis.

Example 3.6 demonstrates that if we assume the VUTD hypothesis, we can prove the hardness of previously unclassified UCQs. However, unlike the similar listing problem VUTL, we are not aware of a complexity conjecture as established as 3SUM that implies the hardness of VUTD. Let us comment on why 3SUM can be reduced to VUTL but not VUTD: The reduction from 3SUM to VUTL of Proposition 3.2 introduces many false positives, that is, each 3SUM solution generates a triangle, but also some non-solutions generate a triangle. By listing all triangles we can filter out false positives to then solve 3SUM. This reduction does not work for VUTD, because by only detecting a triangle we cannot remove the false positives.

In the following, we argue that the VUTD hypothesis to the very least formalizes a computational barrier that is hard to overcome, and we discuss reasons to suspect the hypothesis holds. The state of the art for triangle detection relies on matrix multiplication: Compute the matrix product of the adjacency matrix of \( V_1 \times V_2 \) with the adjacency matrix of \( V_3 \times V_2 \) to obtain all pairs \((v_1, v_2)\) connected by a 2-path, and then check for each such pair whether it also forms an edge in the graph. This classic algorithm by Itai and Rodeh [IR77] has not been improved since 1978, which is not for lack of trying. For \( \alpha = 1 \) this algorithm runs in time \( O(n^\omega) \), where \( \omega < 2.373 \) is the exponent of matrix multiplication. While some researchers believe that \( \omega \) should be 2, it was shown that the current matrix multiplication techniques cannot reach this time bound [ASU13, AVW18, AFLG15, AW23]. Thus, if \( \omega \) is 2, a significant breakthrough is needed for proving that. Moreover, since \( \omega \) is defined as an infimum, even \( \omega = 2 \) does not mean that matrix multiplication is in time \( O(n^2) \), for instance, an \( O(n^2 \log n) \)-time algorithm would also show that \( \omega \) is 2. Finally, over the last 35 years \( \omega \) has seen only a small improvement from 2.35755 [CW90] to 2.3716 [WXXZ24]. In summary, quadratic-time matrix multiplication seems very far away, if not impossible. Since the best-known algorithm for triangle detection uses matrix multiplication, we see this as a reason to suspect that the VUTD hypothesis holds. Here we focused on the case...
\( \alpha = 1 \), but the same discussion also applies to \( \alpha < 1 \); in this case, the fastest known running time for the corresponding matrix multiplication is of the form \( O(n^{1+\alpha+\varepsilon}) \), where \( \varepsilon > 0 \) is a constant depending only on \( \alpha \) [GU18].

In this section, we phrased the VUTD hypothesis, discussed its connection to related problems, and showed that it can be used in some cases to show the hardness of UCQs. In the next section, we show that determining that the VUTD hypothesis does not hold would also have implications for UCQs, as it would identify currently unclassified tractable UCQs. In particular, Section 4 proves that some family of UCQs is equivalent to VUTD.

4. Equivalence of VUTD and a Family of UCQs

In this section, we show an equivalence between unbalanced triangle detection and the evaluation of a family of UCQs. As a result, we obtain that if the VUTD hypothesis does not hold, then free-connex union extensions do not capture all UCQs in DelayC_{lin}. We prove the following theorem.

**Theorem 4.1.** There exists a family of UCQs with no free-connex union extensions such that the VUTD hypothesis holds if and only if no query of the family is in DelayC_{lin}.

To prove Theorem 4.1, we need to be more specific about the values of \( \alpha \) for which we assume that VUTD holds. For this reason, we define the following hypothesis for a fixed \( \alpha \).

**\( \alpha \)-VUTD Hypothesis:** Determining whether there exists a triangle in a tripartite graph with \( |V_1| = |V_2| = n^\alpha \) and \( |V_3| = n \) has no algorithm running in time \( O(n^{1+\alpha}) \).

Then, the VUTD hypothesis is that \( \alpha \)-VUTD holds for every constant \( \alpha \in (0,1] \). We next show that \( \alpha \)-VUTD is “monotone” in the sense that it implies \( \beta \)-VUTD for larger values of \( \beta \).

**Proposition 4.2.** If \( \alpha \)-VUTD holds then \( \beta \)-VUTD holds for all \( \beta \geq \alpha \).

**Proof.** We show a self-reduction that splits the set \( V_3 \). Let \( 0 < \alpha < \beta \leq 1 \), and assume that determining whether there exists a triangle in a tripartite graph with \( |V_1| = |V_2| = \Theta(n^\beta) \) and \( |V_3| = n \) has an \( O(n^{1+\beta}) \)-time algorithm. That is, we assume that \( \beta \)-VUTD fails and want to prove that \( \alpha \)-VUTD fails. To this end, let \( G = (V_1 \cup V_2 \cup V_3, E) \) be a tripartite graph with \( |V_1| = |V_2| = \Theta(n^\alpha) \) and \( |V_3| = n \). Split \( V_3 \) into \( \Theta(n^{1-\alpha/\beta}) \) subsets of size \( \Theta(n^{\alpha/\beta}) \). This splits \( G \) into \( \Theta(n^{1-\alpha/\beta}) \) subgraphs \( G_1, \ldots, G_t \). Each subgraph is tripartite with parts \( V_1, V_2, V_3' \) with \( |V_1| = |V_2| = \Theta(n^\alpha) = \Theta(|V_3'|^{\beta/\alpha}) \). Therefore, the assumed algorithm determines whether \( G_i \) has a triangle in time \( O(|V_3'|^{1+\beta}) \). Running this algorithm on each graph \( G_i \) takes total time \( O(n^{1-\alpha/\beta}|V_3'|^{1+\beta}) = O(n^{1-\alpha/\beta+\alpha/\beta+\alpha}) = O(n^{1+\alpha}) \). Thus, we can solve the given \( \alpha \)-VUTD instance \( G \) in time \( O(n^{1+\alpha}) \).

We prove Theorem 4.1 with the following family of UCQs.
Example 4.3. For any integer $c \geq 1$, consider the union $Q_{[c]}$ containing the following CQs.

\[
Q_1(v_1, \ldots, v_{2c}) := R_1(x, y), R_2(y, z), R_3(x, z), R_4(v_1, \ldots, v_{2c}), \\
S_1(x), \ldots, S_c(x), T_1(y), \ldots, T_c(y) \\
Q_2(v_1, \ldots, v_{2c}) := S_1(v_1), \ldots, S_c(v_c), T_1(v_{c+1}), \ldots, T_c(v_{2c}) \\
Q_3(v_1, \ldots, v_{2c}) := R_1(v_1, t_1), R_4(t_2, v_2), R_4(t_3, t_4, v_3, \ldots, v_{2c}) \\
Q_4(v_1, \ldots, v_{2c}) := R_1(t_1, v_1), R_2(t_2, v_2), R_4(t_3, t_4, v_3, \ldots, v_{2c})
\]

Note that $Q_{[c]}$ does not have a free-connex union extension. Indeed, $Q_1$ contains a cycle $x, y, z$. Since no other CQ in the union provides all three cycle variables (in the body-homomorphisms from $Q_2$, $Q_3$ and $Q_4$ to $Q_1$, no free variables are mapped to $z$, $y$ and $x$, respectively), any union extension of $Q_1$ preserves this cycle.

Claim 4.4. If VUTD does not hold, then $Q_{[c]} \in \text{Delay}_{\text{lin}}$ for all sufficiently large $c$.

Proof. If VUTD does not hold, then $\beta$-VUTD does not hold for some $\beta \in (0, 1)$. According to Proposition 4.2, $\alpha$-VUTD does not hold for all $\alpha < \beta$. That is, for all $\alpha \in (0, \beta)$, determining whether there exists a triangle in a tripartite graph with $|V_1| = |V_2| = n^\alpha$ and $|V_3| = n$ can be done in time $O(n^{\alpha+\epsilon})$. Let $c \geq \frac{1}{\beta} + 1$. We show how, given a database instance $D$, we can enumerate $Q_{[c]}(D)$ with linear preprocessing and constant delay.

First note that in each of $Q_2$, $Q_3$, and $Q_4$, every variable only appears in one atom, and so they are free-connex. Thus, we can compute $Q_2(D)$, $Q_3(D)$ and $Q_4(D)$ with linear preprocessing and constant delay each. In the following, we show how to find $Q_1(D)$ with constant delay after $O(|D| + |Q_2(D)| + |Q_3(D)| + |Q_4(D)|)$ preprocessing time. This means that by interleaving the computation of the preprocessing of $Q_1$ with the evaluation of the other CQs, we can enumerate the answers to $Q_1$ with constant delay directly after the end of the enumeration of the other CQs. More formally, according to the “Cheater’s Lemma” [CK21, Lemma 7], since the delay between answers is constant except for at most four times where it is linear (corresponding to the preprocessing required for each CQ), and since there are at most four duplicates per answer (as an answer can be obtained from each of the CQs), the algorithm we present here can be adjusted to work with linear preprocessing time and constant delay with no duplicates.

Note that if one of the relations of $Q$ is empty, then $Q_1(D) = \emptyset$, and we can finish the evaluation of $Q_1(D)$ immediately. In the following, we assume that no relation is empty. Consider the Boolean query $Q'_1$ with the same body as $Q_1$. Note that $Q_1(D)$ is exactly $R_i^D$ if $Q'_1$ evaluates to true, and it is empty otherwise. To evaluate $Q'_1$, we can first filter (in linear time) the relations $R_1^D$, $R_2^D$, and $R_3^D$ by performing semi-joins with $S_i^D$ and $T_i^D$ for all $i$. Formally, we set

\[
E_{1,2} = \{(a, b) \mid R_1^D(a, b) \land \forall i \in [c]: S_i^D(a) \land T_i^D(b)\}, \\
E_{2,3} = \{(b, d) \mid R_2^D(b, d) \land \forall i \in [c]: T_i^D(b)\}, \text{ and} \\
E_{1,3} = \{(a, d) \mid R_3^D(a, d) \land \forall i \in [c]: S_i^D(a)\}.
\]
Now it is enough to evaluate $Q'_1()$ \( := E_{1,2}(x,y), E_{2,3}(y,z), E_{1,3}(x,z) \) since $Q'_1() = Q''_1()$. Denote

\[
V_1 = \{a \mid \exists b : E_{1,2}(a,b)\},
\]

\[
V_2 = \{b \mid \exists a : E_{1,2}(a,b)\}, \text{ and}
\]

\[
V_3 = \{d \mid \exists b : E_{2,3}(b,d)\}.
\]

Note that every $a \in V_1$ satisfies $S_i^D(a)$ for all $i \in [c]$. Thus, we have $|V_1| \leq |S_i^D|$, and similarly $|V_2| \leq |T_i^D|$, for all $i \in [c]$. Since $|Q_2(D)| = \prod_{i \in [c]} |S_i^D| \cdot |T_i^D|$ we obtain $|Q_2(D)| \geq (|V_1||V_2|)^c$. Moreover, since we assume all relations to be non-empty, we have $|Q_3(D)| \geq |\{a \mid \exists b : R_i^D(a,b)\}| \cdot |\{u \mid \exists v : R_2^D(v,u)\}| \geq |V_1| \cdot |V_3|$, and similarly $|Q_4(D)| \geq |V_2| \cdot |V_3|$. If $|V_3| \leq \max\{|V_1|, |V_2|\}^{c-1}$, then we evaluate $Q_1'$ in $O(|V_1||V_2||V_3|)$ time by checking all possible assignments to $x$, $y$ and $z$. Since $|V_1||V_2||V_3| \leq (|V_1||V_2|)^c \leq |Q_2(D)|$, this takes time $O(|Q_2(D)|)$. The second case is $|V_3| > \max\{|V_1|, |V_2|\}^{c-1}$. We set $n = |V_3|$ and $\alpha = \log_n \max\{|V_1|, |V_2|\}$; note that $\alpha < \frac{1}{c-1} \leq \beta$. We fill up the smaller of $V_1, V_2$ with dummy vertices to ensure $|V_1| = |V_2| = \Theta(|V_3|^{\alpha})$. Applying an $O(n^{1+c})$-time triangle detection algorithm to the graph given by the edges $E_{1,2}$, $E_{2,3}$ and $E_{1,3}$ answers $Q'_1$ in time $O(|V_3|^{1+c}) = O(|V_3| \cdot |V_1| + |V_3| \cdot |V_2|)$. Note that $|Q_3(D)| \geq |V_1||V_3|$ and $|Q_4(D)| \geq |V_2||V_3|$, so this running time is $O(|Q_3(D)| + |Q_4(D)|)$. If $Q'_1$ evaluates to false, $Q_1$ returns no answers, and we are done; otherwise, we output $R_i^D$ with constant delay. In total, this finds $Q_1(D)$ with constant delay after $O(|D| + |Q_2(D)| + |Q_3(D)| + |Q_4(D)|)$ preprocessing time.

Note that as part of the proof of this claim, we showed that $Q[3]_c$ is in DelayCoin in case $|V_3| \leq \max\{|V_1|, |V_2|\}^{c-1}$ without relying on any assumption. This demonstrates that $z$ must have a large domain for this query not to be in DelayCoin. That is, $Q[3]_c$ is not in DelayCoin (assuming the VUTD hypothesis) only when we can make no additional assumptions on the instance; if the domain of $z$ is limited, the query may become easy. This also shows that in any construction that proves a lower bound for $Q[3]_c$, we must assign $z$ with a larger domain than that of the other variables. Indeed, we do this in the proof of the following claim.

**Claim 4.5.** If VUTD holds, then $Q[3]_c \not\subseteq$ DelayCoin for all $c$.

**Proof.** Assume by contradiction that $Q[3]_c \in$ DelayCoin for some $c$. We start with a tripartite graph $G$ with $V_1, V_2, V_3, E_{1,2}, E_{2,3}$ and $E_{1,3}$, where $|V_1| = |V_2| = n^\alpha$ and $|V_3| = n$ for some $n \in \mathbb{N}$ and $\alpha \leq \frac{1}{c-1}$. We construct a database instance $D$ as follows: We assign $R_1^D = E_{1,2}, R_2^D = E_{2,3}, R_3^D = E_{1,3},$ and $R_4^D = \{(\bot, \ldots, \bot)\}$. For all $i \in [c]$, we assign $S_i^D = V_1$ and $T_i^D = V_2$. The answers $Q_1(D)$ consist of $(\bot, \ldots, \bot)$ if there is a triangle in $G$ and no answers otherwise. As for the other CQs, $|Q_2(D)| = (|V_1||V_2|)^c$, $|Q_3(D)| = |V_1||V_3|$, and $|Q_4(D)| = |V_2||V_3|$. The tuple $(\bot, \ldots, \bot)$ is not an answer to CQs other than $Q_1$, so $(\bot, \ldots, \bot) \in Q[3]_c(D)$ if and only if there is a triangle in $G$. If $Q[3]_c \in$ DelayCoin, then we can compute all of $Q[3]_c(D)$ in time $O((|V_1||V_2|)^c + |V_1||V_3| + |V_2||V_3|)$, and determine the existence of a triangle in $G$ within this time. This contradicts the VUTD hypothesis since $(|V_1||V_2|)^c + |V_1||V_3| + |V_2||V_3| = O(n^{2c} + n^{1+c}) = O(n^{1+c})$, where we used that our assumption $\alpha \leq \frac{1}{c-1}$ is equivalent to $2ac \leq 1 + \alpha$. 

\[\square\]
In this section, we showed that if free-connex union extensions capture all UCQs in \( \text{Delay}_{\text{fin}} \), then the VUTD hypothesis holds. The next section inspects the opposite direction: assuming the VUTD hypothesis, we prove the hardness of a large class of UCQs that do not admit free-connex union extensions.

5. UCQ Classification Based on VUTD

In this section, we show the hardness of a large class of UCQs that do not admit a free-connex union extension, assuming the VUTD hypothesis. First, we prove this for unions of a free-connex CQ and a difficult CQ. Then, we show how VUTD can be used instead of hypotheses previously used to show the hardness of UCQs. Finally, we conclude a dichotomy for a union of two self-join-free CQs.

5.1. The General Reduction. The following lemma identifies cases in which we can perform a reduction from unbalanced triangle detection to UCQ evaluation. The reduction requires identifying variable sets in the UCQ that conform to certain conditions. These conditions allow us to encode the tripartite graph in the relations of the query by assigning variables from the same set with the same values.

Given a function \( h : X \rightarrow Y \) and a set \( S \subseteq Y \), we denote \( h^{-1}(S) = \{ x \in X \mid h(x) \in S \} \). Given a CQ \( Q \) and sets \( X_1, ..., X_\ell \subseteq \text{var}(Q) \), we define

\[
\text{connectors}_{X_1, ..., X_\ell}(Q) = \begin{cases} 
\{ V \mid R(V) \in \text{atoms}(Q) \} \cup \{ \text{free}(Q) \} & \text{if } \exists X_i : \text{free}(Q) \cap X_i = \emptyset \\
\{ V \mid R(V) \in \text{atoms}(Q) \} & \text{otherwise}
\end{cases}
\]

When it is clear from the context, we omit the subscript and simply write \( \text{connectors}(Q) \).

**Lemma 5.1** (Reduction Lemma). Let \( Q = Q_1 \cup Q_2 \) be non-redundant where \( Q_1 \) is self-join-free. Suppose that there exist non-empty and disjoint sets \( X_1, ..., X_\ell \subseteq \text{var}(Q_1) \) with \( \ell \geq 3 \) such that:

1. For every atom \( R(V) \) in \( Q_1 \), there exists \( X_i \) s.t. \( V \cap X_i = \emptyset \).
2. \( h(\{Q_1\})[X_i] \) is connected for all \( i \).
3. For every \( S \in \{\{1, 2\}, \{1, 3, ..., \ell\}, \{2, 3, ..., \ell\}\} \), there exists \( V \in \text{connectors}(Q_1) \) s.t. \( V \cap X_i \neq \emptyset \) for all \( i \in S \).
4. For every body-homomorphism \( h \) from \( Q_2 \) to \( Q_1 \), if we have that \( \text{free}(Q_2) \cap h^{-1}(X_\ell) \neq \emptyset \), then \( |\text{free}(Q_2) \cap h^{-1}(X_\ell)| = 1 \) and \( |\text{free}(Q_2) \cap h^{-1}(\bigcup_{1 \leq i \leq \ell-1} X_i)| \leq \ell - 2 \).

Then \( Q \notin \text{Delay}_{\text{fin}} \), assuming the VUTD hypothesis.

This lemma provides a uniform way of proving the (conditional) hardness of many UCQs. Each set \( X_i \) can be seen as giving a role to its variables. In the simple case of \( \ell = 3 \), the three roles correspond to the three vertex sets of the tripartite graph, where \( X_3 \) is the large set. As an example, this lemma can be used for Example 3.6 by setting \( X_1 = \{x\} \), \( X_2 = \{y\} \), and \( X_3 = \{z\} \). In case \( \ell > 3 \), the information regarding the large vertex set is split between \( X_3, ..., X_\ell \). The first three conditions of the lemma ensure that we can construct the relations of \( Q_1 \) so that it detects triangles in the graph, as explained next.

The first condition requires that no atom contains variables of all sets, which restricts the size of the relations and allows for efficient construction. More precisely, it ensures that we do not need to compute all of the triangles already at preprocessing. The second condition requires that each set is connected, which ensures variables from the same set are assigned
We can do this by putting \[\left\lceil \frac{1}{|v|} \right\rceil\]. That is, given such an atom \(v\) we did in Example 3.6). The fourth condition restricts the free variables of the other CQ in the union, which ensures that it does not have too many answers, so that the enumeration of the answers of the entire union does not take too long. This easily happens if no free variable of \(Q_2\) maps to the large vertex set \(X_\ell\), but it can also happen in other cases if we are careful about how many free variables of \(Q_2\) map to the vertex sets.

Proof of the Reduction Lemma (Lemma 5.1). We set \(\alpha\) to be \(\max\{|\text{free}(Q_2)|, \ell - 2\}^{-1}\). Assume we are given a tripartite graph with vertex sets \(V_1, V_2, V_3\) and edge sets \(E_{1,2}, E_{2,3}, E_{1,3}\) where \(|V_1| = |V_2| = \Theta(n^\alpha)\) and \(|V_3| = n\). We set \(U_1 = V_1, U_2 = V_2,\) and we encode the vertices of \(V_3\) as \(U_3 \times \cdots \times U_\ell\) such that \(|U_3| = \ldots = |U_{\ell-1}| = \Theta(n^\alpha)\) and \(|U_\ell| = \Theta(n^{1-(\ell-3)\alpha})\). We can do this by putting \([\alpha \log n]\) bits of the binary representation of a vertex into each of \(U_3, \ldots, U_{\ell-1}\) and the remaining bits into \(U_\ell\).

We now construct a database instance \(D\). We leave every relation that does not appear in \(Q_1\) empty. We next define the other relations according to the atoms of \(Q_1\). Denote by \(R_{1,2}\) the atoms that contain a variable of \(X_1\) and a variable of \(X_2\); denote by \(R_{1,3}\) the atoms that contain at least one variable of \(X_i\) for each \(i \in \{1, 3, \ldots, \ell\}\); and similarly for \(R_{2,3}\) and \(\{2, 3, \ldots, \ell\}\). According to condition 1, these sets are disjoint. We encode the edge sets \(E_{1,2}, E_{1,3}, E_{2,3}\) in the relations that appear in \(R_{1,2}, R_{1,3}, R_{2,3}\), respectively. Specifically, given an atom \(R(\vec{v})\) in \(R_{1,3}\), for every edge \((v_1, v_3) \in E_{1,3}\), insert a tuple \(\tau(\vec{v})\) to \(R_D\) as follows: denote by \(u_3, \ldots, u_\ell\) the representation of \(v_3\) and set \(u_1 = v_1\); the mapping \(\tau\) replaces every variable of the set \(X_1\) with the value \(u_i\); every variable that does not appear in such a set \(X_i\) is replaced with the constant \(\perp\). The construction of relations in \(R_{2,3}\) proceeds along the same lines. For atoms in \(R_{1,2}\) we have a similar construction, except if they contain a variable of \(X_i\) for \(i > 2\), we duplicate each edge and insert it with all possible values in \(U_i\). If there are variables of several such sets, we apply all combinations of possible values. More precisely, consider an atom \(R(\vec{v})\) in \(R_{1,2}\), and let \(J\) be the indices \(i \in \{3, \ldots, \ell\}\) such that a variable of \(X_i\) occurs in \(\vec{v}\). For every edge \((u_1, u_2) \in E_{1,2}\) and every value \(u_i \in U_i\) for every \(i \in J\), insert a tuple \(\tau(\vec{v})\) to \(R_D\) as follows: the mapping \(\tau\) replaces every variable of the set \(X_i\) with the value \(u_i\), for each \(i \in \{1, 2\} \cup J\); every variable that does not appear in such a set \(X_i\) is replaced with the constant \(\perp\). Similarly, for atoms that do not belong to the sets \(R_{1,2}, R_{1,3}, R_{2,3}\), we assign variables of \(X_i\) with all values of \(U_i\) and other variables with \(\perp\). That is, given such an atom \(R(\vec{v})\), for every value \(u_i \in U_i\) for every \(i \in \{1, \ldots, \ell\}\) such that a variable of \(X_i\) occurs in \(\vec{v}\), insert a tuple \(\tau(\vec{v})\) to \(R_D\) as follows: the mapping \(\tau\) replaces every variable of the set \(X_i\) with the value \(u_i\) and replaces remaining variables with the constant \(\perp\). On top of the construction described above, we ensure that each variable has a disjoint domain (e.g., we can concatenate variable names, i.e., if in the above construction we assigned a value \(v\) in a position matching a variable \(x\) in the corresponding atom, we instead assign the value \((v, x))\). Since no atom contains variables of all \(\ell\) sets (Condition 1), each relation size is at most \(O(\max\{(n^\alpha)^{\ell-1}, n^{1-(\ell-3)\alpha}, (n^\alpha)^{\ell-2}\}) \leq O(n^{1+\alpha})\), and so the construction can be done in time \(O(n^{1+\alpha})\). Note that whenever two variables from the same set \(X_i\) appear together in the same atom, we assign both with the same value. Note also that each relation is defined only once since \(Q_1\) is self-join-free.
We first claim that the answers to $Q_1$ detect triangles in the graph. In every answer, for every set $X_i$, all variables of the set are assigned the same value: Variables of the same set that appear in the same atom have the same value by construction, values of $X_i$ that are connected in $\mathcal{H}(Q_1)$ get the same value by transitivity, and due to Condition 2 this applies to all variables of the set. If we do not use free($Q_1$) as a connector, Condition 3 ensures that $R_{1,2}$, $R_{1,3}$, and $R_{2,3}$ are non-empty, so the answers are filtered by at least one atom that corresponds to each of the three edge sets, and so answers correspond to triangles. That is, $Q_1$ has an answer if and only if the graph has a triangle. If we do use free($Q_1$) as a connector, one of the sets $R_{1,2}$, $R_{1,3}$, and $R_{2,3}$ may be empty, and so some edge is not verified. This means that the answers to $Q_1$ are candidates for triangles, and we need to check every answer for the missing edge. In this case, by definition of the connectors set, there exists $i$ such that free($Q_1$) $\cap X_i = \emptyset$ (which is why free($Q_1$) can only contain one of the three sets of Condition 3, and therefore at most one of the sets $R_{1,2}$, $R_{1,3}$, and $R_{2,3}$ may be empty). If $i = \ell$, the number of answers to $Q_1$ is at most $O(n^{1-(\ell-3)\alpha}(n^{\alpha})^{\ell-2}) = O(n^{1+\alpha})$. If $i < \ell$, it is at most $O(n^{\alpha})^{\ell-1} = O(n^{1+\alpha})$. Thus, this check that takes constant time for each answer can be done in time $O(n^{1+\alpha})$ in total.

We now show that the answers to $Q_2$ do not interfere with detecting the triangles efficiently. First note that we can distinguish the answers of $Q_1$ from those of $Q_2$ since we assigned different variables with disjoint domains: Since we assume $Q_1$ is not contained in $Q_2$, any body-homomorphism $h$ from $Q_2$ to $Q_1$ is not a full homomorphism, so free($Q_1$) $\neq h$(free($Q_2$)), and answers of different CQs contain different domains. We show next that, due to Condition 4, $Q_2$ does not have too many answers. If no free variable of $Q_2$ maps to a variable of $X_i$, then the domain of any free variable in $Q_2$ is of size $O(n^{\alpha})$. Since we defined $\alpha$ such that $|\text{free}(Q_2)| \leq 1/\alpha$, $Q_2$ has at most $n$ answers. Otherwise, exactly one free variable of $Q_2$ maps to a variable of $X_i$, and at most $\ell-2$ free variables of $Q_2$ map to variables of the other sets. In this case, the number of answers to $Q_2$ is $O(n^{1-(\ell-3)\alpha}(n^{\alpha})^{\ell-2}) = O(n^{1+\alpha})$.

Using this construction, enumerating $O(n^{1+\alpha})$ answers to the union allows determining whether the given graph contains a triangle. If free($Q_1$) is not used as a connector, there is a triangle if and only if $Q_1$ has answers. After enumerating $O(n^{1+\alpha})$ answers to the union, we will either get an answer to $Q_1$ or the enumeration will terminate signaling that there are no such answers. If free($Q_1$) is used as a connector, the union has $O(n^{1+\alpha})$ answers. We can enumerate all answers and test for every answer to $Q_1$ whether it corresponds to a triangle. This way, if $Q \in \text{DelayC}_{\text{in}}$, we detect triangles in the given graph in time $O(n^{1+\alpha})$, contradicting the VUTD hypothesis.

\[\square\]

5.2. A Non-Provided Difficult Structure. We want to show that we can use this reduction to show the hardness of some UCQs that contain one free-connex CQ and one difficult CQ. The difficult CQ is self-join-free, and we first notice that there is at most one body-homomorphism mapping to a self-join-free CQ.

**Proposition 5.2.** Let $Q = Q_1 \cup Q_2$ where $Q_1$ is self-join-free. There is at most one body homomorphism from $Q_2$ to $Q_1$.

**Proof.** Consider body-homomorphisms $h_1$ and $h_2$ from $Q_2$ to $Q_1$. If $h_1 \neq h_2$, there exists a variable $v \in \text{var}(Q_2)$ such that $h_1(v) \neq h_2(v)$. Consider an atom $R(\vec{v})$ in $Q_2$ such that $v \in \vec{v}$. Since they are body homomorphisms, $R(h_1(\vec{v}))$ and $R(h_2(\vec{v}))$ are in $Q_1$. This contradicts the fact that $Q_1$ is self-join-free.

\[\square\]
We show that the reduction from the Reduction Lemma can be applied whenever the free-connex CQ does not provide all variables of some difficult structure in the difficult CQ.

**Lemma 5.3.** Consider a UCQ \( Q = Q_1 \cup Q_2 \) where \( Q_1 \) is difficult and \( Q_2 \) is free-connex. If there exists a difficult structure in \( Q_1 \) that is not provided by \( Q_2 \), then the Reduction Lemma can be applied, and thus \( Q \notin \text{DelayC}_\text{fin} \) assuming the VUTD hypothesis.

**Proof.** We separate to cases according to the type of difficult structure. In all cases, we show how to select sets \( X_i \) such that the first three conditions hold and \( X_\ell \) consists of a single unprovided variable \( v \). Since \( v \) is not provided and \( Q_2 \) is free-connex, either there is no body-homomorphism \( h \) from \( Q_2 \) to \( Q_1 \), or \( v \notin h(Q_2) \). In both cases, Condition 4 holds.

In case of a tetra, denote its variables by \( \{x_1, \ldots, x_k\} \) such that \( x_k \) is not provided, and set \( X_i = \{x_i\} \) for \( 1 \leq i \leq k \), that is, \( \ell = k \). Since no edge contains all tetra variables, Condition 1 holds. Condition 2 trivially holds since the sets \( X_i \) are of size one. Condition 3 holds since the tetra hyperedges form the connectors of \( \{x_1, x_2\}, \{x_2, \ldots, x_k\} \), and \( \{x_1, x_3, \ldots, x_k\} \).

In case of a chordless cycle, denote it as \( x_1, \ldots, x_k, x_1 \) such that \( x_k \) is not provided. Set \( X_1 = \{x_1, \ldots, x_{k-2}\}, X_2 = \{x_{k-1}\}, \) and \( X_3 = \{x_k\}, \) that is, \( \ell = 3 \). As the cycle is chordless, Condition 1 holds. Condition 2 holds due to the path \( x_1, \ldots, x_{k-2} \) that lies on the cycle. Condition 3 holds due to the three hyperedges containing \( \{x_{k-2}, x_{k-1}\}, \{x_{k-1}, x_k\} \) and \( \{x_k, x_1\} \) on the cycle.

In case of a free-path, we split into two cases. If an end variable of the path is not provided, denote the path by \( x, z_1, \ldots, z_k, y \) such that \( y \) is not provided. We set \( X_1 = \{x\}, X_2 = \{z_1, \ldots, z_k\} \) and \( X_3 = \{y\}, \) that is, \( \ell = 3 \). Otherwise, if both end variables are provided, a middle variable is not provided. Denote this variable by \( z \), and the path by \( x_1, \ldots, x_k, z, y_1, \ldots, y_m \). We set \( X_1 = \{x_1, \ldots, x_k\}, X_2 = \{y_1, \ldots, y_m\} \) and \( X_3 = \{z\} \). In both cases, Condition 1 holds since the path is chordless and so no atom contains both a variable with \( x \) in the name and a variable with \( y \). Condition 2 holds due to the relevant subpaths. For Condition 3, the connection between the sets containing the end variables is done through the connector \( \text{free}(Q_1) \); we can use this connector since the interior of the path holds no free variables, so \( X_3 \cap \text{free}(Q_1) = \emptyset \). The other two connectors appear on the path. \( \Box \)

Note that the Reduction Lemma and Lemma 5.3 do not require \( Q_2 \) to be self-join-free. Consider as an example the following modification of Example 3.6 with \( Q_1(x, y, w) \leftarrow R_1(x, z), R_2(z, y), R_3(y, w) \) and \( Q_2(x, y, w) \leftarrow R_1(x, t_1), R_3(y, t_2), R_3(w, t_3) \). The reduction can be applied here with \( X_1 = \{x\}, X_2 = \{y\}, \) and \( X_3 = \{z\}, \) and we conclude that this query is not in \( \text{DelayC}_\text{fin} \) assuming the VUTD hypothesis.

### 5.3. Completeness for Binary Relations

Following the previous section, it is left to handle the case that all difficult structures in \( Q_1 \) are provided by \( Q_2 \). For exposition purposes, we start with the case where the difficult CQ contains only binary relations, and we show that, in this case, if the UCQ is not covered by Lemma 5.3, then the query necessarily has a union extension. We then conclude that, when considering such UCQs with binary relations, union extensions exactly capture \( \text{DelayC}_\text{fin} \), assuming the VUTD hypothesis. Since the main result of this section is generalized in the next section to relations of all arities, the proofs are excluded from the paper body, and they appear in Appendix A.
Recall that if a UCQ has a free-connex union extension, then it is in $\text{DelayC}_\text{lin}$. We define a process of generating a union extension of a difficult CQ by repeatedly adding virtual atoms that correspond to difficult structures (thus eliminating the difficult structures).

**Definition 5.4.** Let $Q = Q_1 \cup Q_2$ be a union of a difficult CQ $Q_1$ and a free-connex CQ $Q_2$. We define a resolution step over $Q$: if there is a difficult structure in $Q_1$ with variables $V$, and $V$ is provided by $Q_2$, extend $Q_1$ with a new atom with the variables $V$. Resolving the UCQ $Q$ means applying resolution steps to $Q_1$ until it is no longer possible. We denote the resulting UCQ by $Q^+$, and we say that $Q^+$ is resolved.

Note that resolution describes a special case of union extensions, and that several resolution steps may be required in case $Q_1$ contains several difficult structures or in case a resolution step introduces a new difficult structure. We can show that for binary relations, when all variables that participate in difficult structures are provided, the resolution process given in Definition 5.4 results in a free-connex CQ.

**Lemma 5.5.** Let $Q = Q_1 \cup Q_2$ where $Q_1$ is difficult and consists of binary atoms, $Q_2$ is free-connex, and $Q_2$ provides all difficult structures in $Q_1$. Then the resolved $Q_1^+$ is free-connex.

By combining Lemma 5.5 with Lemma 5.3 and the Reduction Lemma, we get that free-connex union extensions capture all UCQs in $\text{DelayC}_\text{lin}$ that contain one free-connex CQ and one difficult CQ when the relations are binary.

**Theorem 5.6.** Let $Q = Q_1 \cup Q_2$ be a non-redundant UCQ where $Q_1$ is difficult and comprises of binary atoms and $Q_2$ is free-connex. Assuming the VUTD hypothesis, the following are equivalent:

- $Q \in \text{DelayC}_\text{lin}$.
- $Q$ admits a free-connex union extension.
- The resolution process of Definition 5.4 turns $Q_1$ free-connex.

### 5.4. Completeness for General Arity.

Lemma 5.5 no longer holds when we allow general arities. The current proof fails since, unlike for graphs, the existence of a simple cycle in a hypergraph does not imply the existence of a chordless cycle. However, this does not mean that Theorem 5.6 does not hold for general arity or that our techniques cannot be used in this case. Here is an example (left open by prior work) for when the generalization of Lemma 5.5 for general arity does not hold, but we can still use the Reduction Lemma to show that the UCQ is hard assuming the VUTD hypothesis.

**Example 5.7.** [CK21, Example 45] Let $Q = Q_1 \cup Q_2$ with:

$$Q_1(x_2, \ldots, x_k) := \{R_i(x_1, ..., x_{i-1}, x_{i+1}, ..., x_k) \mid 1 \leq i \leq k - 1\}$$

$$Q_2(x_2, \ldots, x_k) := R_1(x_2, \ldots, x_{k-1}, x_1), R_2(x_k, x_3, \ldots, x_{k-1}, v).$$

If $k \geq 4$, the query $Q_1$ is cyclic and $Q_2$ is free-connex. Although $Q_2$ provides the tetra $\{x_1, \ldots, x_{k-1}\}$, adding a virtual atom with these variables does not result in a free-connex extension, as this extension is exactly a tetra $\{x_1, \ldots, x_k\}$. The Reduction Lemma can be applied here by setting $X_1 = \{x_1\}$: Condition 1 holds since no edge contains $\{x_1, \ldots, x_k\}$; Condition 2 holds trivially since the sets are of size one; Condition 3 holds due to the hyperedges $\{x_1, \ldots, x_k\}\{x_1\}$, $\{x_1, \ldots, x_k\}\{x_2\}$, and $\{x_1, \ldots, x_k\}\{x_3\}$; and Condition 4
holds since $x_k \not\in h(\text{free}(Q_2))$, where $h$ is the unique homomorphism from $Q_2$ to $Q_1$. Thus, assuming the VUTD hypothesis, $Q \not\in \text{Delay}_{\text{lin}}$.

We next generalize Theorem 5.6 to general arity using the Reduction Lemma. As the full proof is involved, it is deferred to Section 5.5.

**Lemma 5.8.** Let $Q = Q_1 \cup Q_2$ be a non-redundant UCQ where $Q_1$ is difficult and $Q_2$ is free-connex. If the resolved $Q_1^+$ is not free-connex, then the Reduction Lemma can be applied, and thus $Q \not\in \text{Delay}_{\text{lin}}$ assuming the VUTD hypothesis.

**Proof Sketch.** Since $Q_1$ is difficult, it is self-join-free, and so there is at most one body-homomorphism from $Q_2$ to $Q_1$. If no such homomorphism exists, then in particular, $Q_2$ does not provide any difficult structure in $Q_1$, and according to Lemma 5.3, the Reduction Lemma can be applied. Now we can assume that there is one such body-homomorphism $h$.

Let $Q^+$ be the fully resolved $Q$ according to Definition 5.4. Since $Q_1^+$ is not free-connex, there is a difficult structure in $Q_1^+$, and since $Q_1$ is fully resolved, $h(\text{free}(Q_2))$ does not contain all of the variables in this structure. We prove that the reduction can be applied in this case by induction on the extension steps. Specifically, we prove the following claim by induction on $t$: if there exists a variable $v \not\in h(\text{free}(Q_2))$ in a difficult structure in an extension of $Q_1$ obtained after $t$ resolution steps, then the Reduction Lemma can be applied.

The base case is given by Lemma 5.3: If $Q_2$ does not provide some difficult structure in $Q_1$, then the Reduction Lemma can be applied. We next show the induction step. Assume there exists a variable $v \not\in h(\text{free}(Q_2))$ in a difficult structure $S$ in an extension of $Q_1$. If all edges in this structure appear in $Q_1$, then by Lemma 5.3, the Reduction Lemma can be applied. Otherwise, take the last extension $Q_1'$ in the sequence of resolution steps where this structure does not appear. This means that $Q_1'$ contains all edges of $S$ except one, and this missing edge comprises the nodes of some difficult structure in $Q_1'$, where all these nodes are in $h(\text{free}(Q_2))$. Note that if we show that $v$ is in a difficult structure in $Q_1'$, we can use the induction assumption to show that the Reduction Lemma applies. Section 5.5 contains a rigorous case distinction: we first separate according to the type of difficult structure of $S$, and then by the type of difficult structure in $Q_1'$ that causes the addition of the last edge of $S$. To show the induction step, we sometimes use the induction assumption and sometimes directly identify structures in $Q_1$ on which we can apply our reduction.

By combining Lemma 5.8 with the Reduction Lemma, we get that free-connex union extensions capture all UCQs in $\text{Delay}_{\text{lin}}$ that contain one free-connex CQ and one difficult CQ. Moreover, such union extensions can always be obtained using the resolution process of Definition 5.4.

**Theorem 5.9.** Let $Q = Q_1 \cup Q_2$ be a non-redundant UCQ where $Q_1$ is difficult and $Q_2$ is free-connex. Assuming the VUTD hypothesis, the following are equivalent:

- $Q \in \text{Delay}_{\text{lin}}$.
- $Q$ admits a free-connex union extension.
- The resolution process of Definition 5.4 turns $Q_1$ free-connex.

**Proof.** If the resolution process of Definition 5.4 turns $Q_1$ free-connex, the resolved UCQ is a free-connex union extension of $Q$, and according to Theorem 2.4, $Q \in \text{Delay}_{\text{lin}}$. If $Q \in \text{Delay}_{\text{lin}}$, the resolved UCQ is free-connex, according to Lemma 5.8 and assuming the VUTD hypothesis.
5.5. **Proof of Lemma 5.8.**

**Preparations.** We first name some of the structures that will be used in the proof.

**Definition 5.10.** Consider a hypergraph describing a CQ.

- Nodes \(v, u_1, \ldots, u_k\) form a hand-fan (from \(u_i\) to \(u_k\) centered in \(v\)) if (1) \(u_1, \ldots, u_k\) is a chordless path with \(k \geq 3\), (2) for every \(1 \leq i < k\) the hypergraph has an edge containing \(\{v, u_i, u_{i+1}\}\), and (3) \(v \neq u_i\) for all \(i\).
- A free-hand-fan is a hand-fan where \(u_1, \ldots, u_k\) is a free-path.
- Nodes \(v, u_1, \ldots, u_k\) form a flower (centered in \(v\)) if (1) \(u_1, \ldots, u_k\) is a chordless cycle with \(k \geq 3\), and (2) for every \(1 \leq i < k\) the hypergraph has an edge containing \(\{v, u_i, u_{i+1}\}\), and the hypergraph has an edge containing \(\{v, u_k, u_1\}\).

We define the **chordless shortening** of a path \(v_1, \ldots, v_\ell\) to be the chordless path obtained by the following process: start with \(i = 1\), let \(j\) be the largest index such that \(v_j\) is neighbor of \(v_i\), mark all vertices \(v_k\) with \(i < k < j\), and repeat with \(j\) instead of \(i\) until reaching the end of the path. Finally, remove all marked nodes.

**Lemma 5.11 (Implications of a Simple Cycle).** If a node \(v\) is in a simple cycle \(v, v_2, \ldots, v_\ell, v\), then one of the following holds:

- \(v\) appears in a chordless cycle (possibly a triangle).
- There is an edge containing \(v\) and its two cycle neighbors \(v_2, v_\ell\).
- There is a hand-fan from \(v_2\) to \(v_k\) centered in \(v\), given by the chordless shortening of the path \(v_2, \ldots, v_k\).

**Proof.** Denote by \(v_2 = u_1, \ldots, u_k = v_\ell\) the chordless shortening of the path \(v_2, \ldots, v_\ell\). The first case is that some \(u_i\) is not a neighbor of \(v\). Let \(u_s\) be the last vertex before \(u_i\) which is a neighbor of \(v\), and let \(u_t\) be the first vertex after \(u_i\) which is a neighbor of \(v\). As we took a chordless path, \(u_s\) and \(u_t\) are not neighbors, and so we know there is no edge containing \(\{v, u_s, u_t\}\). Thus, the cycle \(v, u_s, \ldots, u_t, v\) is chordless. The second case is that all variables on the cycle \(v, u_1, \ldots, u_k, v\) are neighbors of \(v\). If there exists \(1 \leq j < k\) such that there is no edge containing \(\{v, u_j, u_{j+1}\}\), then \(v, u_j, u_{j+1}\) form a chordless cycle of length three. Otherwise, for any \(1 \leq j < k\) there is an edge containing \(\{v, u_j, u_{j+1}\}\). Then, if \(k = 2\), there is an edge containing \(\{v, u_1, u_2\}\) (that is, \(v\) and its two cycle neighbors), and if \(k \geq 3\), nodes \(v, u_1, \ldots, u_k\) form a hand-fan. \(\square\)

We show that the Reduction Lemma can be applied in the following three cases.

**Lemma 5.12 (Reduction for Free-Hand-Fan).** Let \(Q = Q_1 \cup Q_2\) be a non-redundant UCQ where \(Q_1\) is self-join-free and \(h\) is a body-homomorphism from \(Q_2\) to \(Q_1\). If \(v \notin h(\text{free}(Q_2))\) is the center of a free-hand-fan in \(Q_1\), then the Reduction Lemma can be applied, and thus \(Q \notin \text{DelayC}_\text{lin}\) assuming the VUTD hypothesis.

**Proof.** Denote the free-hand-fan nodes by \(v, u_1, \ldots, u_k\). Set \(X_1 = \{u_1\}, X_2 = \{u_k\}, X_3 = \{u_2, \ldots, u_{k-1}\}\) and \(X_4 = \{v\}\). Since \(u_1, \ldots, u_k\) is a chordless path, no edge contains 4 of the hand-fan variables, and so Condition 1 holds. Condition 2 holds since \(u_2, \ldots, u_{k-1}\) is a path. Condition 3 holds as \(\{u_{k-1}, u_k, v\}\) connects \(\{X_2, X_3, X_4\}\), \(\{u_1, u_2, v\}\) connects \(\{X_1, X_3, X_4\}\), and the free variables connect \(\{X_1, X_2\}\), as \(u_1, u_2\) are free in \(Q_1\) and none of the variables in \(X_3\) are free. Condition 4 holds since \(v \notin h(\text{free}(Q_2))\). \(\square\)
Lemma 5.13 (Reduction for Flower). Let $Q = Q_1 \cup Q_2$ be a non-redundant UCQ where $Q_1$ is self-join-free and $h$ is a body-homomorphism from $Q_2$ to $Q_1$. If $v \notin h(\text{free}(Q_2))$ is the center of a flower in $Q_1$, then the Reduction Lemma can be applied, and thus $Q \notin \text{DelayC}_{\text{lin}}$ assuming the VUTD hypothesis.

Proof. Denote the flower nodes by $v, u_1, \ldots, u_k$. Set $X_1 = \{u_1\}$, $X_2 = \{u_2\}$, $X_3 = \{u_3, \ldots, u_k\}$ and $X_4 = \{v\}$. Condition 1 holds since no edge contains 4 of the flower nodes, as $u_1, \ldots, u_k$ is a chordless cycle. Condition 2 holds since $u_3, \ldots, u_k$ is a path. Condition 3 holds as $\{u_1, u_2, v\}$ connects $\{X_1, X_2\}$, $\{u_2, u_3, v\}$ connects $\{X_2, X_3, X_4\}$, and $\{u_1, u_k, v\}$ connects $\{X_1, X_3, X_4\}$. Condition 4 holds since $v \notin h(\text{free}(Q_2))$. □

Lemma 5.14 (Reduction for Almost Tetra). Let $Q = Q_1 \cup Q_2$ be a non-redundant UCQ where $Q_1$ is self-join-free and $h$ is a body-homomorphism from $Q_2$ to $Q_1$. If there are variables $x_1, \ldots, x_k$ with $k \geq 4$ such that $x_k \notin h(\text{free}(Q_2))$ and $Q_1$ has an edge containing $\{x_1, \ldots, x_k\} \setminus \{x_i\}$ for every $1 \leq i \leq k - 1$, but no edge containing all of $\{x_1, \ldots, x_k\}$, then the Reduction Lemma can be applied, and thus $Q \notin \text{DelayC}_{\text{lin}}$ assuming the VUTD hypothesis.

Proof. Set $X_1 = \{x_1\}$. Condition 1 holds since no edge contains $\{x_1, \ldots, x_k\}$. Condition 2 holds trivially since the sets are of size one. Condition 3 holds due to the edges $\{x_1, \ldots, x_k\} \setminus \{x_1\}$, $\{x_1, \ldots, x_k\} \setminus \{x_2\}$, and $\{x_1, \ldots, x_k\} \setminus \{x_3\}$. Condition 4 holds since $x_k \notin h(\text{free}(Q_2))$. □

Proof Setup. Let $Q = Q_1 \cup Q_2$ be non-redundant where $Q_1$ is difficult and $Q_2$ is free-connex, and assume that the resolved $Q_1^+$ is not free-connex. We want to show that the Reduction Lemma can be applied, to prove Lemma 5.8. Since $Q_1$ is difficult, it is self-join-free, and so there is at most one body-homomorphism from $Q_2$ to $Q_1$. If no such homomorphism exists, then in particular, $Q_2$ does not provide any difficult structure in $Q_1$, and according to Lemma 5.3, the Reduction Lemma can be applied. So we can assume that there is one such body-homomorphism $h$. Since the resolved $Q_1^+$ is not free-connex, there is a difficult structure in $Q_1^+$, and since $Q_1$ is fully resolved, $h(\text{free}(Q_2))$ does not contain all of the variables in this structure. We prove that the reduction can be applied in this case by induction on the extension steps. Specifically, we prove the following claim by induction on $t$: if there exists a variable $v \notin h(\text{free}(Q_2))$ in a difficult structure in an extension of $Q_1$ obtained after $t$ resolution steps, then the Reduction Lemma can be applied. Since the precondition of this claim is satisfied for $Q_1^+$, Lemma 5.8 follows after proving this claim.

The base case of the induction is given by Lemma 5.3: If $Q_2$ does not provide some difficult structure in $Q_1$, then the Reduction Lemma can be applied. It remains to show the induction step.

Induction Step. We can now prove the induction step for our claim from above. Assume there exists a variable $v \notin h(\text{free}(Q_2))$ in a difficult structure $S$ in an extension of $Q_1$ after $t$ resolution steps. If all edges in this structure appear in $Q_1$, then by Lemma 5.3, the Reduction Lemma can be applied. Otherwise, take the last extension $Q_1'$ in the sequence of resolution steps where this structure does not appear. This means that $Q_1'$ contains all edges of $S$ except one, and this missing edge comprises of the nodes of some difficult structure in $Q_1'$, where all these nodes are in $h(\text{free}(Q_2))$. Note that if we show that $v$ is in a difficult structure in $Q_1'$, we can use the induction hypothesis to show that the Reduction
Lemma applies. We now embark on a rigorous case distinction, and we first distinguish cases according to the type of difficult structure of $S$.

5.5.1. Tetra. The first case is that $S$ is a tetra of size $k \geq 4$. In this case, $S$ is introduced to $Q'$ by adding an edge containing $k - 1$ of its variables, all of them in $h(\text{free}(Q_2))$. Denote this edge by $\{x_1, \ldots, x_{k-1}\}$. As $v$ is part of $S$ and $v \not\in h(\text{free}(Q_2))$, we conclude that $v$ is the remaining variable of the tetra and that no edge in $Q'_i$ (or $Q_1$) contains $\{x_1, \ldots, x_{k-1}, v\}$. Since all other tetra edges contain $v$ and $v \not\in h(\text{free}(Q_2))$, we know that all other tetra edges already appear in $Q_1$ as they cannot be added as part of an extension. We can use the Reduction Lemma in this case according to Lemma 5.14.

5.5.2. Free-Path. Consider the case that $S$ is a free-path $u_1, \ldots, u_k$. Let $u_j, u_{j+1}$ be the free-path edge that is missing in $Q'_i$. This means that $u_j, u_{j+1} \in h(\text{free}(Q_2))$, so $v \not\in \{u_j, u_{j+1}\}$, and we can assume without loss of generality that $v = u_i$ with $i < j$. Denote by $S'$ the difficult structure in $Q'_i$ that causes the addition of the edge $\{u_j, u_{j+1}\}$. Observe that $S$ and $S'$ intersect exactly in the nodes $\{u_j, u_{j+1}\}$. If $S'$ would contain another node $u_x$ of $S$, then $u_x$ would also appear in the edge with $\{u_j, u_{j+1}\}$ added in the next extension step, contradicting the free-path $S$ being chordless. We now distinguish cases according to the type of difficult structure of $S'$. Note that, as covering tetrads does not connect pairs of variables that were not neighbors before, this structure cannot be a tetra.

Covering a Cycle. In this case, $u_j$ and $u_{j+1}$ appear together in a chordless cycle $S'$ in $Q'_i$. Denote the two paths between $u_j$ and $u_{j+1}$ on the cycle $S'$ by $u_j = t_1, \ldots, t_n = u_{j+1}$ and $u_j = b_1, \ldots, b_m = u_{j+1}$. We now distinguish the following cases:

- If $u_i$ has neighbors in both $t_2, \ldots, t_n$ and $b_2, \ldots, b_m$, let $t_p$ and $b_q$ be its neighbors with largest indices $p$ and $q$. Since $S$ is chordless, $u_{j+1}$ is not a neighbor of $u_i$, and so $p < n$ and $q < m$. Then, $u_i, t_p, \ldots, t_n = b_m, \ldots, b_q, u_i$ is a chordless cycle of length at least 4.

- In the remaining case, we can assume without loss of generality that $t_2, \ldots, t_n$ are not neighbors of $u_i$. We distinguish:
  - If there is an edge from a node before $u_i$ to $t_2, \ldots, t_n$, pick $p < i$ maximal such that $u_p$ has an edge to $t_2, \ldots, t_n$, and pick $1 < q \leq n$ minimal such that $u_p - t_q$ is an edge. Let $P$ be the chordless shortening of the path $u_p, \ldots, u_j = t_1, \ldots, t_q$. This path $P$ starts with $u_p, \ldots, u_i, u_{i+1}$ (since $S$ is a free-path and thus chordless, by maximality of $p$, and since $u_i$ has no neighbors in $t_2, \ldots, t_n$). It follows that $P$ together with the edge $u_p - t_q$ forms a chordless cycle of length at least 4 containing $v = u_i$.
  - If there is no edge from any of $u_1, \ldots, u_{i-1}$ to any of $t_2, \ldots, t_{n-1}$, let $P$ be the chordless shortening of the path $u_1, \ldots, u_j = t_1, \ldots, t_n = u_{j+1}, \ldots, u_k$. This path $P$ starts with $u_1, \ldots, u_i, u_{i+1}$ as the first $i$ variables do not have chords on the path. The path $P$ starts and ends in a free variable, and $u_1, \ldots, u_{i+1}$ are not free, so by taking the prefix of $P$ that stops at the second free variable along $P$, we obtain a free-path containing $u_i$.

In each case, we can apply the induction hypothesis to prove the inductive step.
Covering a Free-Path. In this case, \( u_j \) and \( u_{j+1} \) appear together in a free-path \( S' \) in \( Q'_1 \). Denote this free-path by \( f_1, \ldots, f_a \) such that \( u_j = f_a \) and \( u_{j+1} = f_b \) for some \( 1 \leq a < b \leq n \). We distinguish the following cases:

- If there is no edge from any node in \( u_1, \ldots, u_{i-1} \) to any node in \( f_{a+1}, \ldots, f_{b-1} \), consider the path \( u_1, \ldots, u_j = f_a, \ldots, f_b = u_{j+1}, \ldots, u_k \). The chordless shortening of this path starts with \( u_1, \ldots, u_i \), since the first \( i - 1 \) nodes do not have chords with any of the path nodes, and it consists of at least 3 nodes because \( u_1 \) and \( u_k \) are not neighbors, so it is a free-path containing \( u_i \). Thus, we can apply the induction hypothesis and are done.

- If there is no edge from any node in \( u_1, \ldots, u_{i-1} \) to any node in \( f_1, \ldots, f_{a-1} \), consider the path \( u_1, \ldots, u_j = f_a, \ldots, f_1 \). The chordless shortening of this path starts with \( u_1, \ldots, u_i \) as the first \( i - 1 \) nodes do not have chords with any of the path nodes, so if it consists of at least 3 nodes, then it is a free-path containing \( u_i \). The remaining case is that the chordless shortening has length 2, which can only happen if \( i = 1 \), and the chordless shortening is \( u_1, f_1 \). As \( i = 1 \), the previous case applies and shows that \( u_i \) is part of a free-path. In both cases, we can apply the induction hypothesis and are done.

- The last case is that there is an edge from some node in \( u_1, \ldots, u_{i-1} \) to some node in \( f_1, \ldots, f_{a-1} \), and there is an edge from some node in \( u_1, \ldots, u_{i-1} \) to some node in \( f_{a+1}, \ldots, f_{b-1} \). Denote by \( u_p - f_q \) an edge with \( 1 \leq p < i \) and \( 1 \leq q < a \). Consider the cycle \( u_p, \ldots, u_j = f_a, \ldots, f_q, u_p \). This is a simple cycle, because \( S \) and \( S' \) intersect exactly in the nodes \( \{u_j, u_{j+1}\} \), as we have previously argued. Since \( S \) is chordless, we also conclude that \( \{u_{i-1}, u_i, u_{i+1}\} \) do not appear together in an edge. According to Lemma 5.11, either \( u_i \) is part of a chordless cycle in \( Q'_1 \) (so we can apply the induction assumption and we are done) or it is a center of a hand-fan from \( u_{i-1} \) to \( u_{i+1} \). Note that, as there cannot be edges containing \( \{u_1, u_{i+1}, u_{i+2}\} \) or \( \{u_{i-2}, u_{i-1}, u_i\} \) by the chordlessness of \( S \), the hand-fan path uses as intermediate nodes only nodes of \( f_1, \ldots, f_{a-1} \). By applying the same argument on \( f_{a+1}, \ldots, f_{b-1} \), we obtain that \( u_i \) appears in a chordless cycle in \( Q'_1 \) or \( u_i \) is the center of a hand-fan from \( u_{i-1} \) to \( u_{i+1} \) through nodes of \( f_{a+1}, \ldots, f_{b-1} \). By assembling the two hand-fans we discovered, we obtain that \( u_i \) is the center of a flower, and according to Lemma 5.13 the Reduction Lemma can be applied.

5.5.3. Cycle. It remains to consider the case that \( S \) is a chordless cycle. Denote this cycle by \( u_1, \ldots, u_k \) such that the edge containing \( \{u_1, u_k\} \) does not appear in \( Q'_1 \). Note that \( v = u_i \) for some \( 1 < i < k \), as \( v \) cannot be part of an extension edge. Denote by \( S' \) the difficult structure in \( Q'_1 \) that causes the addition of the edge \( \{u_1, u_k\} \). As before, observe that \( S \) and \( S' \) intersect exactly in the nodes \( \{u_1, u_k\} \). If \( S' \) would contain another node \( u_x \) of \( S \), then \( u_x \) would also appear in the edge with \( \{u_1, u_k\} \) added in the next extension step, contradicting the cycle \( S \) being chordless. We now further distinguish cases according to the type of difficult structure of \( S' \). Note that, as covering tetras does not connect pairs of nodes that were not neighbors before, this structure cannot be a tetra.

Covering a Cycle. In this case, \( u_1 \) and \( u_k \) appear together in a chordless cycle \( S' \) in \( Q'_1 \). Denote by \( P_1 \) and \( P_2 \) the two paths in \( Q'_1 \) remaining from the covered cycle when removing \( u_1 \) and \( u_k \). Consider the cycle obtained by concatenating \( P_1 \) with \( u_1, u_2, \ldots, u_k \). This is a simple cycle since \( S \) and \( S' \) intersect exactly in \( \{u_1, u_k\} \). Since \( S \) is chordless, we also conclude that \( \{u_{i-1}, u_i, u_{i+1}\} \) do not appear together in an edge. According to Lemma 5.11, either \( u_i \) is part of a chordless cycle in \( Q'_1 \) (so we can apply the induction assumption and we are done) or it is a center of a hand-fan from \( u_{i-1} \) to \( u_{i+1} \). Note that, as there cannot
be edges containing \( \{u_i, u_{i+1}, u_{i+2}\} \) or \( \{u_{i-2}, u_{i-1}, u_i\} \) (in case \( u_{i-2} \) and \( u_{i+1} \) are defined) by the chordlessness of \( S \), the hand-fan path uses as intermediate nodes only nodes of \( P_1 \). By applying the same argument on \( P_2 \), we get that \( v = u_i \) appears in a chordless cycle in \( Q'_1 \) (so we are done) or \( u_i \) is the center of a hand-fan from \( u_{i-1} \) to \( u_{i+1} \) through nodes of \( P_2 \). By assembling the two hand-fans we discovered, we obtain that \( u_i \) is the center of a flower, and according to Lemma 5.13 the Reduction Lemma can be applied.

**Covering a Free-Path.** In this case, \( u_1 \) and \( u_k \) appear together in a free-path \( S' \) in \( Q'_1 \). Denote this free-path by \( f_1, \ldots, f_n \) such that \( u_1 = f_a \) and \( u_k = f_b \) for some \( 1 \leq a < b \leq n \).

We distinguish the following cases:

- If no edge exists from \( v = u_i \) to any node in \( f_{a+1}, \ldots, f_{b-1} \), consider the cycle \( u_1, \ldots, u_k = f_b, \ldots, f_a = u_1 \). Note that \( v \) is part of this cycle, but it is not part of any chords on this cycle. This is a simple cycle because the intersection of \( S \) and \( S' \) is \( \{u_1, u_k\} \) as we argued before. Since \( S \) is chordless, we know that no edge contains \( \{u_{i-1}, u_i, u_{i+1}\} \). Combining these facts, by Lemma 5.11 we obtain that \( u_i \) is part of a chordless cycle. We can thus apply the induction hypothesis and are done.

- If there exists an edge between \( v \) and some node on the path \( f_{a+1}, \ldots, f_{b-1} \), denote by \( x \) and \( y \) the smallest and largest indices between 1 and \( n \) such that \( f_x \) and \( f_y \) are neighbors of \( v \) (it is possible that \( x = y \)).
  - If \( v \in \text{free}(Q'_1) \):
    * In case that \( v \) is not a neighbor of \( f_1 \) or not a neighbor of \( f_n \), we can assume without loss of generality that \( v \) is not a neighbor of \( f_n \). Then the path \( v, f_y, \ldots, f_n \) is chordless. It consists of at least 3 nodes because its end-points are not neighbors, and so it is a free-path containing \( v \). Thus, we can apply the induction hypothesis and are done.
    * If \( v \) is a neighbor of both \( f_1 \) and \( f_n \), consider the cycle \( v, f_1, \ldots, f_n, v \). This is a simple cycle since \( S \) and \( S' \) intersect in exactly \( \{u_1, u_k\} \) as argued before. Since the free-path is chordless, \( f_1 \) and \( f_n \) are not neighbors, and so by Lemma 5.11, \( v \) is part of a chordless cycle (in which case we can apply the induction hypothesis and are done) or the center of a hand-fan, which in this case is a free-hand-fan. In the latter case, the Reduction Lemma applies by Lemma 5.12.
  - If \( v \notin \text{free}(Q'_1) \):
    * If \( v \) is a neighbor of some node in \( f_{b+1}, \ldots, f_n \) or some node in \( f_1, \ldots, f_{a-1} \), since we also know that \( v \) has some neighbor in \( f_{a+1}, \ldots, f_{b-1} \), this means that \( v \) has (at least) two non-adjacent neighbors on the free-path. Hence, \( f_1, \ldots, f_x, v, f_y, f_n \) is a free-path, and we are done.
    * If \( v \) has no neighbors in \( f_1, \ldots, f_{a-1} \) and \( f_{b+1}, \ldots, f_n \):
      - If there are no edges from any node in \( u_{2\ldots, u_{i-1}} \) to any node in \( f_y, \ldots, f_n \) and symmetrically there are no edges from any node in \( u_{i+1}, \ldots, u_{k-1} \) to any node in \( f_1, \ldots, f_x \), then consider the path \( f_1, \ldots, f_a = u_1, \ldots, u_k = f_b, \ldots, f_n \). This path contains \( u_i \), and it does not contain chords that cross between its two sides, that is, there are no chords between a node before \( u_i \) to a node after \( u_i \) on this path. Hence, its chordless shortening is a free-path that contains \( u_i \).
      - In case there is an edge from some node in \( u_2, \ldots, u_{i-1} \) to some node in \( f_y, \ldots, f_n \) or an edge from some node in \( u_{i+1}, \ldots, u_{k-1} \) to some node in \( f_1, \ldots, f_x \), we can assume without loss of generality that there is an edge \( u_p - f_q \) from some node in \( u_2, \ldots, u_{i-1} \) to some node in \( f_y, \ldots, f_n \). Apply Lemma 5.11 on the simple cycle
We can do this by putting \[ \alpha \leq k - 2 \].

Therefore, we can find all triangles in the same time \[ O(n) \] and thus a triangle in \( G \) in time \[ O((kn^\alpha)^{k-1}) = O(n^{1+\alpha}), \] contradicting the VUTD hypothesis.

The original statement of Theorem 2.7 also assumes the BMM hypothesis [CK21], but this assumption is not required if the HYPERCLIQUE hypothesis is already assumed.

**Proposition 5.15.** The VUTD hypothesis implies the HYPERCLIQUE hypothesis.

**Proof.** If the HYPERCLIQUE hypothesis does not hold, there exists \( k \geq 3 \) such that it is possible to determine the existence of a \( k \)-hyperclique in a \((k-1)\)-uniform hypergraph with \( n \) vertices in time \( O(n^{k-1}) \). Set \( \alpha = \frac{1}{k-2} \).

Assume we are given a tripartite graph \( G \) with vertex sets \( V_1, V_2, V_3 \) and edge sets \( E_{1,2}, E_{2,3}, E_{1,3} \) where \( |V_1| = |V_2| = \Theta(n^\alpha) \) and \( |V_3| = n \). We now construct a hyperclique instance \( G' \). We encode the vertices of \( V_3 \) as \( U_3 \times \cdots \times U_k \) such that \( |U_3| = \ldots = |U_k| = \Theta(n^\alpha) \). We can do this by putting \( \alpha \log n \) bits of the binary representation of an identifier of a vertex of \( V_3 \) in each of \( U_3, \ldots, U_k \). For every edge \((v_1, v_3) \in E_{1,3}\), add an edge \( \{v_1, u_3, \ldots, u_k\} \) where \( u_3, \ldots, u_k \) is the representation of \( v_3 \). For every edge \((v_2, v_3) \in E_{2,3}\), add an edge \( \{v_2, v_3, u_3, \ldots, u_k\} \) where \( u_3, \ldots, u_k \) is the representation of \( v_3 \). For every edge \((v_1, v_2) \in E_{1,2}\), add an edge containing \( v_1, v_2 \) and every combination of \( k - 3 \) vertices from distinct sets in \( U_3, \ldots, U_k \). This results in a \((k-1)\)-uniform hypergraph \( G' \) with \( O(kn^\alpha) \) vertices, and \( k \)-hypercliques in \( G' \) are in one-to-one correspondence to triangles in the tripartite graph \( G \). Using the assumed algorithm, we can detect a \( k \)-hyperclique in \( G' \) and thus a triangle in \( G \) in time \( O((kn^\alpha)^{k-1}) = O(n^{1+\alpha}), \) contradicting the VUTD hypothesis.

The original statement of Theorem 2.7 also assumes the BMM hypothesis [CK21], but this assumption is not required if the HYPERCLIQUE hypothesis is already assumed.

**Proposition 5.16.** The HYPERCLIQUE hypothesis implies the BMM hypothesis.

**Proof.** Boolean matrix multiplication can be used to detect triangles in a tripartite graph: Consider the multiplication of the adjacency matrix of \( V_1 \) and \( V_2 \) with the adjacency matrix of \( V_2 \) and \( V_3 \). Every result is a path of length two, and we can check in constant time whether its end-points are neighbors. Therefore, we can find all triangles in the same time it takes to multiply the matrices. If BMM does not hold, it is possible to multiply two Boolean \( n \times n \) matrices in \( O(n^2) \) time, and so it is possible to find triangles in a tripartite graph with \( n \) vertices in time \( O(n^2) \). This contradicts the HYPERCLIQUE hypothesis (for \( k = 3 \)).
We do not know whether the 4-CLIQUE hypothesis is also implied by VUTD. Instead, we can show that the case in which Carmeli and Kröll [CK21] use the 4-CLIQUE hypothesis can be resolved directly by our reduction in Lemma 5.1. For this purpose, we need to recall the following structural properties.

**Definition 5.17** [CK21]. Let \( Q = Q_1 \cup Q_2 \) be a union of two body-isomorphic CQs, and let \( h \) be a body-isomorphism from \( Q_1 \) to \( Q_2 \).

- \( Q_1 \) is said to be **free-path guarded** if for every free-path \( v_1, \ldots, v_k \) in \( Q_1 \), we have that \( h(v_i) \in \text{free}(Q_2) \) for all \( 1 \leq i \leq k \).
- \( Q_1 \) is said to be **bypass guarded** if for every free-path \( v_1, \ldots, v_k \) in \( Q_1 \) and variable \( u \) of \( Q_1 \), if \( Q_1 \) has atoms containing \( \{v_{i-1}, v_i, u\} \) and \( \{v_i, v_{i+1}, u\} \) for some \( 1 < i < k \), then \( h(u) \in \text{free}(Q_2) \).

We can now show that Theorem 2.7 holds independently of additional assumptions if we assume the VUTD hypothesis. Theorem 5.18 also specifies the structural properties required for tractability.

**Theorem 5.18.** Let \( Q = Q_1 \cup Q_2 \) be a non-redundant union of two difficult CQs. Assuming the VUTD hypothesis, the following are equivalent:

- \( Q \in \text{DelayC}_{lin} \).
- \( Q \) admits a free-connex union extension.
- \( Q_1 \) and \( Q_2 \) are body-isomorphic, acyclic, free-path guarded, and bypass guarded.

**Proof.** If \( Q_1 \) and \( Q_2 \) are body-isomorphic, acyclic, free-path guarded, and bypass guarded, then \( Q \) admits a free-connex union extension [CK21, Lemma 32]. According to Theorem 2.4, if \( Q \) admits a free-connex union extension, then \( Q \in \text{DelayC}_{lin} \). It remains to prove that if \( Q \in \text{DelayC}_{lin} \), then \( Q_1 \) and \( Q_2 \) are body-isomorphic, acyclic, free-path guarded, and bypass guarded. We will show the contrapositive. Assume the VUTD hypothesis. Then by Proposition 5.15 the HYPERCLIQUE hypothesis holds, which by Proposition 5.16 also implies the BMM hypothesis. Some of the results we cite next rely on these assumptions.

If \( Q_1 \) and \( Q_2 \) are not body-isomorphic and acyclic, then \( Q \notin \text{DelayC}_{lin} \) [CK21, Theorem 21], so assume that they are body-isomorphic and acyclic. If one of the CQs is not free-path guarded, then \( Q \notin \text{DelayC}_{lin} \) [CK21, Lemma 27]. It is left to handle the case that \( Q_1 \) and \( Q_2 \) are both free-path guarded and one of the CQs is not bypass guarded. Assume without loss of generality that \( Q_1 \) is not bypass guarded. We replace the hardness proof based on the 4-CLIQUE hypothesis [CK21, Lemma 28] with a hardness proof using our Reduction Lemma. Let \( h \) be a body-isomorphism from \( Q_1 \) to \( Q_2 \). In this case, we know there exist variables \( z_0, z_1, z_2, u \) in \( Q_1 \) such that the following holds [CK21, in proof of Lemma 31]: \( z_0, z_2 \in \text{free}(Q_1), z_1 \notin \text{free}(Q_1), h(u) \notin \text{free}(Q_2) \), and the CQ \( Q_1 \) has two atoms containing \( \{z_0, z_1, u\} \) and \( \{z_1, z_2, u\} \) but no atom containing \( \{z_0, z_2\} \). We can use the Reduction Lemma with \( X_1 = \{z_0\}, X_2 = \{z_2\}, X_3 = \{z_1\}, \) and \( X_4 = \{u\} \). Since there is no atom containing both \( z_0 \) and \( z_2 \), Condition 1 holds. Condition 2 trivially holds since the sets \( X_i \) are of size one. Condition 3 holds due to the atoms containing \( \{z_0, z_1, u\} \) and \( \{z_1, z_2, u\} \), and since \( z_0, z_2 \in \text{free}(Q_1) \), where the free variables form a valid connector since \( z_1 \notin \text{free}(Q_1) \). Condition 4 holds since \( h(u) \notin \text{free}(Q_2) \). Hence, \( Q \notin \text{DelayC}_{lin} \).

Combining Theorem 2.4, Theorem 5.9 and Theorem 5.18 allows us to base the entire dichotomy on one hypothesis.
Corollary 5.19. Let $Q$ be a non-redundant union of two self-join-free CQs. Assuming the VUTD hypothesis, the following are equivalent:

- $Q \in \text{Delay}_{\text{lin}}$.
- $Q$ admits a free-connex union extension.
- At least one of the following holds:
  - Both CQs are free-connex.
  - The CQs are body-isomorphic, acyclic, free-path guarded, and bypass guarded.
  - One CQ is free-connex, and the resolution process of Definition 5.4 turns the second CQ free-connex.

Proof. In case both CQs are free-connex, then $Q$ is a free-connex union extension of itself, and $Q \in \text{Delay}_{\text{lin}}$ according to Theorem 2.4. Assume next that at least one of the CQs is not free-connex. In case both CQs are difficult, by Theorem 5.18, $Q$ is tractable and admits a free-connex union extension if and only if the CQs are body-isomorphic, acyclic, free-path guarded, and bypass guarded. The remaining case is that one CQ is free-connex and the other is difficult. In this case, Theorem 5.9 shows that $Q$ is tractable and admits a free-connex union extension if and only if the resolved query is free-connex.

6. Discussions

In the previous section, we proved that union extensions capture all unions of two self-join-free CQs in $\text{Delay}_{\text{lin}}$, assuming the VUTD hypothesis. We next discuss the possibility of showing variations of this result. In Section 6.1 we discuss the relaxation of our tractability notion by allowing logarithmic factors, and in Section 6.2 we explain why we cannot use a different hypothesis reminiscent of VUTD.

6.1. Super-Constant Delay. The class $\text{Delay}_{\text{lin}}$ is quite restrictive in that the preprocessing time must be linear and the delay must be constant. A natural relaxation of this class allows near-linear preprocessing time and polylogarithmic delay. As it turns out, our results also apply to this relaxed class, if we replace our VUTD hypothesis by the following.

Stronger VUTD (sVUTD) Hypothesis: For any constant $\alpha \in (0, 1]$ there exists $\varepsilon > 0$ such that determining whether there exists a triangle in a tripartite graph with $|V_3| = n$ and $|V_1| = |V_2| = \Theta(n^\alpha)$ cannot be done in time $O(n^{1+\alpha+\varepsilon})$.

For $\alpha = 1$ this hypothesis postulates that the exponent of matrix multiplication is $\omega > 2$. The case $\alpha < 1$ is an unbalanced analog of this. Hence, by essentially the same discussion as in Section 3, sVUTD formalizes a computational barrier.

Our proof can be modified to use sVUTD instead of the VUTD hypothesis. With the exception of Section 5.6 (that cites hardness results proved previously), our hardness results use the Reduction Lemma, so it is enough to modify that lemma. The proof of the Reduction Lemma shows how to build a database instance of size $O(n^{1+\alpha})$ that allows detecting triangles in an $\alpha$-unbalanced graph by enumerating at most $O(n^{1+\alpha})$ query answers. Thus, a query answering algorithm that runs with $O(|I|^{1+\varepsilon})$ preprocessing time and $O(|I|^\varepsilon)$ delay can detect triangles in $O(n^{(1+\alpha)(1+\varepsilon)}) \leq O(n^{1+\alpha+2\varepsilon})$ time, which contradicts the sVUTD hypothesis for sufficiently small $\varepsilon$. Thus, whenever the Reduction Lemma can

\footnote{Note that $\omega > 2$ implies the BMM hypothesis but is strictly stronger, as e.g. an $O(n^2 \log n)$-time algorithm for BMM would show $\omega = 2$ but does not falsify the BMM hypothesis.}
be applied, we obtain that the UCQ cannot be solved with near-linear preprocessing time and polylogarithmic delay assuming the sVUTD hypothesis. Similar variations can be applied to the results of Section 5.6 by showing that sVUTD implies stronger versions of the Hyperclique and BMM hypotheses, postulating that \( k \)-hypercliques cannot be detected in \( O(n^{k-1+\varepsilon}) \) time and that Boolean matrices cannot be multiplied in \( O(n^{2+\varepsilon}) \) time.

With these modifications, we obtain the following: For every UCQ \( Q \) for which we have shown \( Q \not\in \text{DelayC} \) assuming the VUTD hypothesis, there exists a constant \( \varepsilon > 0 \) such that \( Q \) cannot be answered with \( O(|I|^{1+\varepsilon}) \) preprocessing time and \( O(|I|^\varepsilon) \) delay on input database \( I \), assuming the sVUTD hypothesis. Thus, if we assume sVUTD, free-connex union extensions also capture all unions of two self-join-free CQs that can be answered with near-linear preprocessing time and polylogarithmic delay.

6.2. Difference From Another UTD Hypothesis. A hypothesis called Unbalanced Triangle Detection was recently formulated by Kopelowitz and Vassilevska Williams [KVW20]. In order to differentiate, we will refer to their hypothesis as Edge-Unbalanced Triangle Detection (EUTD). Their hypothesis states the following:

\[(\text{Edge-})\text{Unbalanced Triangle Detection Hypothesis (EUTD)} \ [KVW20]: \text{For any constants } 0 < \alpha \leq \beta \leq 1 \text{ and } \varepsilon > 0, \text{ determining whether there exists a triangle in an } m\text{-edge tripartite graph with } O(m^\alpha) \text{ edges between } V_1 \text{ and } V_2 \text{ and } O(m^\beta) \text{ edges between } V_2 \text{ and } V_3 \text{ has no algorithm running in time } O(m^{2/3+(\alpha+\beta)/3-\varepsilon}).\]

Note that the EUTD unbalancedness property restricts the number of edges between \( V_1 \) and \( V_2 \) and between \( V_2 \) and \( V_3 \), while our VUTD hypothesis restricts the number of vertices \(|V_1|, |V_2|\). In the following, we discuss the reasons why we cannot use EUTD instead of VUTD in our work.

First, there is an algorithm for edge-unbalanced triangle detection that runs in time \( O(m^{2/3+(\alpha+\beta)/3} + m) \) if the exponent of matrix multiplication is \( \omega = 2 \) [KVW20, Theorem 5]. This matches the EUTD hypothesis (note that the additive term \( O(m) \) is necessary to read the input). Intuitively, this means that EUTD is not strong enough to imply any lower bound on matrix multiplication, since assuming both the EUTD hypothesis and \( \omega = 2 \) does not lead to a contradiction (at least not immediately). However, our proof requires hardness of BMM (see Section 5.6), so EUTD is not sufficiently strong for our purposes.

Second, in one case of our proof, we argue that no algorithm can list all pairs of vertices in \( V_1 \times V_3 \) that are connected by a 2-path in linear time in terms of the input plus output size (cf. the case of a free-path where an end variable is not provided in the proof of Lemma 5.3). This is implied by our VUTD hypothesis since there are \( O(n^{1+\alpha}) \) pairs of vertices in \( V_1 \times V_3 \), so the input plus output size is \( O(n^{1+\alpha}) \), and thus any such algorithm would contradict the VUTD hypothesis. However, in the setting of EUTD, the number of pairs in \( V_1 \times V_3 \) that are connected by a 2-path can be up to \( \Omega(m^{1+\alpha}) \) (for \( \beta = 1 \)). Since this is much larger than the running time lower bound postulated by EUTD, the EUTD hypothesis does not say anything about the problem of listing pairs in \( V_1 \times V_3 \) connected by a 2-path.

7. Conclusion

In this paper, as a first step, we proved new conditional lower bounds for UCQ answering based on the 3SUM conjecture, via VUTL. Next, we defined the VUTD hypothesis and showed that it is closely connected to UCQ answering: On the one hand, we presented
examples of UCQs that are currently not known to be in $\text{DelayC}_{\text{fin}}$ but would be in $\text{DelayC}_{\text{fin}}$ if the VUTD hypothesis is false. On the other hand, we used this hypothesis to establish a dichotomy for a class of UCQs: if the VUTD hypothesis is true, a union of two self-join-free CQs is in $\text{DelayC}_{\text{fin}}$ if and only if it has a free-connex union extension. Moreover, we identified the structural properties of the UCQs that fall within this tractable class. Overall, we reduced a question about many UCQs to an arguably simpler question about unbalanced triangle detection: in order to reason about whether there exist UCQs in $\text{DelayC}_{\text{fin}}$ that do not have a free-connex union extension, we should inspect the VUTD hypothesis. If we assume the VUTD hypothesis, then the answer is ‘no’ when considering unions of two self-join-free CQs. If, on the other hand, we find a linear time algorithm for VUTD, then the answer is ‘yes’, and we obtain a linear preprocessing and constant delay algorithm for additional UCQs. This paper resolved all example UCQs that were stated as open in previous work except for one example of a union of more than two CQs ([CK21, Example 36]). Natural next steps are to try and prove a dichotomy for unions of more than two CQs (which seems very challenging, as we do not currently know how to resolve the aforementioned open example), and to study the unbalanced triangle detection problem further.
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Appendix A. Proofs for Section 5.3

We first prove some lemmas needed for the proof of Lemma 5.5.

Lemma A.1. Let $Q = Q_1 \cup Q_2$ where $Q_1$ is self-join-free, and let $Q_1^+$ be the resolved $Q_1$. If there is a path $P^+$ between $u$ and $v$ in $Q_1^+$, then there is a chordless path between $u$ and
v in \( Q_1 \) that goes only through variables of \( \text{var}(P^+) \cup h(\text{free}(Q_2)) \), where \( h \) is the unique body-homomorphism from \( Q_2 \) to \( Q_1 \).

**Proof.** Every edge in \( Q_1^+ \) either: (1) is an edge of \( Q_1 \); or (2) contains the variables of a difficult structure with variables contained in \( h(\text{free}(Q_2)) \). Note that every difficult structure is connected. First, we obtain a path in \( Q_1 \) that starts and ends in the same variables as \( P^+ \), by replacing every new edge of \( Q_1^+ \) in \( P^+ \) with a corresponding path through the difficult structure that it covers. Then we take a chordless path contained in this path. \( \square \)

**Lemma A.2.** Let \( Q = Q_1 \cup Q_2 \) where \( Q_1 \) is self-join-free, and let \( Q_1^+ \) be the resolved \( Q_1 \). If there is a path \( P^+ \) in \( Q_1^+ \) from a variable \( v \) to a variable in \( \text{free}(Q_1) \), then there is a chordless path \( P \) in \( Q_1 \) from \( v \) to some \( u \in \text{free}(Q_1) \) such that \( \text{var}(P) \cap \text{free}(Q_1) = \{u\} \), and \( \text{var}(P) \subseteq \text{var}(P^+) \cup h(\text{free}(Q_2)) \), where \( h \) is the unique body-homomorphism from \( Q_2 \) to \( Q_1 \).

**Proof.** First, take the chordless path \( P' \) in \( Q_1 \) that is obtained from \( P^+ \) using Lemma A.1. Then, take the subpath of \( P' \) between \( v \) and the first variable in \( \text{free}(Q_1) \). Such a variable exists because \( P' \) ends in a free variable. \( \square \)

**Lemma A.3.** If a vertex \( v \) appears in a simple cycle in a graph, then \( v \) also appears in a chordless cycle.

**Proof.** Denote the cycle by \( v, v_2, \ldots, v_m, v \). Take a chordless path contained in \( v_2, \ldots, v_m \), denote it \( v_2 = u_1, \ldots, u_k = v_m \). Let \( u_1 \) be the first vertex after \( u_1 \) which is a neighbor of \( v \). Such a vertex exists because \( u_m \) is a neighbor. Then, the cycle \( v, u_1, \ldots, u_k, v \) is chordless. \( \square \)

Lemma A.3 may seem trivial for graphs, but a similar statement does not hold for hypergraphs (Lemma 5.11 is the equivalent, more complicated, lemma for hypergraphs). In fact, this difference between graphs and hypergraphs is the main reason why we cannot show Lemma 5.5 for UCQs with general relations (of arity larger than 2). We can now prove Lemma 5.5.

**Proof of Lemma 5.5.** Let \( Q^+_1 \) be the resolved \( Q_1 \), and assume for the sake of contradiction that \( Q^+_1 \) is not free-connex. Thus, it contains a difficult structure \( S \). Since \( Q_2 \) provides all difficult structures of \( Q_1 \), by construction, \( Q^+_1 \) has no difficult structures that also appear in \( Q_1 \). Thus, \( S \) is a new difficult structure (that does not appear in \( Q_1 \)). By Proposition 5.2, there is a single body-homomorphism \( h \) from \( Q_2 \) to \( Q_1 \), and so the variables that \( Q_2 \) can provide to \( Q_1 \) are \( h(\text{free}(Q_2)) \). Since \( Q^+_1 \) is resolved, the variables of \( S \) are not contained in \( h(\text{free}(Q_2)) \). We distinguish three cases according to the type of difficult structure \( S \): a tetra of size \( k > 3 \), a chordless cycle, or a free-path.

The first case is that \( S \) is a tetra of size \( k > 3 \). Since some variable of the tetra is not in \( h(\text{free}(Q_2)) \), all atoms of \( Q^+_1 \) that contain this variable appear in \( Q_1 \). These atoms are therefore binary, which implies \( k = 3 \), a contradiction to the assumption \( k > 3 \).

We now treat the case that \( S \) is a chordless cycle. Denote the cycle by \( x_1, \ldots, x_k \) such that \( x_k \notin h(\text{free}(Q_2)) \). Note that \( x_{k-1}, x_k, x_1 \) are distinct variables. Since \( x_k \) is not provided, we know that the edges containing \( \{x_{k-1}, x_k\} \) and \( \{x_k, x_1\} \) are in \( Q_1 \). Due to the path \( x_1, \ldots, x_{k-1} \) and since \( x_k \notin h(\text{free}(Q_2)) \), it follows from Lemma A.1 that there is a simple path between \( x_1 \) and \( x_{k-1} \) in \( Q_1 \) that does not go through \( x_k \). This, together with the two edges \( \{x_{k-1}, x_k\} \) and \( \{x_k, x_1\} \), results in a simple cycle \( x_1, \ldots, x_{k-1}, x_k \) in \( Q_1 \). By Lemma A.3, since \( x_k \) appears in a simple cycle in \( Q_1 \), it also appears in a chordless cycle.
in $Q_1$. Since $x_k \notin h(\text{free}(Q_2))$, this contradicts our assumption that all difficult structures are provided.

Finally, we consider the case that $S$ is a free-path and denote $S = x_1, \ldots, x_k$. We have that $x_j \notin h(\text{free}(Q_2))$ for some $1 \leq j \leq k$. We now prove that $x_j$ appears in a difficult structure in $Q_1$. This would mean that $x_j \in h(\text{free}(Q_2))$, which is a contradiction. First, assume that $x_j$ is at an end of the path; without loss of generality, $j = 1$. Since $x_1 \notin h(\text{free}(Q_2))$, every edge containing $x_1$ in $Q_1^+$ also appears in $Q_1$, and so there is an edge $\{x_1, x_2\}$ in $Q_1$. Since $x_2, \ldots, x_k$ is a path in $Q_1^+$ and $x_k \in \text{free}(Q_1)$, by Lemma A.2, there is a chordless path $x_2 = t_1, \ldots, t_m$ in $Q_1$ such that $t_m$ is the only variable in $\{t_1, \ldots, t_m\} \cap \text{free}(Q_1)$ and $\{t_1, \ldots, t_m\} \subseteq \{x_2, \ldots, x_k\} \cup h(\text{free}(Q_2))$. Note that this path does not contain $x_1$, and it is a chordless path of length 1 or more that ends with a free variable, and all other variables are not free. If there is a neighbor $t_i$ of $x_1$ with $i > 1$, take $i$ to be the minimal such index, and $x_1, t_1, \ldots, t_i, x_1$ is a chordless cycle. Otherwise, $x_1, t_1, \ldots, t_m$ is a chordless path, and it is a free-path.

We now address the case that $1 < j < k$. Apply the same process as before (Lemma A.2) on both sides of $S$ to obtain chordless simple paths $x_{j+1} = t_1, \ldots, t_m$ and $x_{j-1} = v_1, \ldots, v_n$ that do not contain $x_j$, where $v_n$ and $t_m$ are free, and the other variables are existential. Note that since $x_{j-1}, x_j, x_{j+1}$ is part of a chordless path in $Q_1$, these three variables are distinct. If the two paths share a variable or neighbors, $x_j$ is part of a chordless cycle. Otherwise, $v_n, \ldots, x_{j-1}, x_j, x_{j+1}, \ldots, t_m$ is a free-path. $\square$

Theorem 5.6 now easily follows.

Proof of Theorem 5.6. If the resolution process of Definition 5.4 turns $Q_1$ free-connex, the resolved UCQ is a free-connex union extension of $Q$, and according to Theorem 2.4, $Q \in \text{DelayC}_{\text{fin}}$. If the resolved $Q_1^+$ is not free-connex, by Lemma 5.5, $Q_2$ does not provide all difficult structures in $Q_1$. According to Lemma 5.3, the Reduction Lemma can be applied, and $Q \notin \text{DelayC}_{\text{fin}}$, assuming the VUTD hypothesis. $\square$