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Abstract. We introduce and study two new classes of unital quantum channels. The first class describes a 2-parameter family of channels given by completely positive (CP) maps $M_3(C) \mapsto M_3(C)$ which are both unital and trace-preserving. Almost every member of this family is factorizable and extreme in the set of CP maps which are both unital and trace-preserving, but is not extreme in either the set of unital CP maps or the set of trace-preserving CP maps. We also study a large class of maps which generalize the Werner-Holevo channel for $d=3$ in the sense that they are defined in terms of partial isometries of rank $d-1$. Moreover, we extend this to maps whose Kraus operators have the form $t |e_j\rangle \langle e_j| \oplus V$ with $V \in M_{d-1}(C)$ unitary and $t \in (-1, 1)$. We show that almost every map in this class is extreme in both the set of unital CP maps and the set of trace-preserving CP maps. We analyze in detail a particularly interesting family which is extreme unless $t = \frac{-1}{d-1}$. For $d=3$, this includes a pair of channels which have a dual factorization in the sense that they can be obtained by taking the partial trace over different subspaces after using the same unitary conjugation in $M_3(C) \otimes M_3(C)$.
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1. Introduction

It is by now well-established that completely positive, trace-preserving (CPT) maps on matrix algebras play an important role in quantum information theory because they describe the effect of noise on a quantum system. The set of CPT maps $M_d(\mathbb{C}) \mapsto M_d(\mathbb{C})$ is convex, as is its dual, the set of unital completely positive (UCP) maps, and their intersection, for which we use the acronym UCPT maps.

By the Choi-Jamiolkowski [4,11] isomorphism the set of UCPT maps from $M_d(\mathbb{C})$ to $M_d(\mathbb{C})$ is in one-to-one correspondence with the set of bipartite states on $\mathbb{C}_d \otimes \mathbb{C}_d$ for which both quantum marginals (also called reduced density matrices) are given by the maximally mixed state, $\frac{1}{d^2}I_d$. From an operator algebra perspective, every density matrix, i.e., every positive operator $\rho \in M_d(\mathbb{C})$ generates a state $\phi$ on the operator algebra $M_d(\mathbb{C})$ given...
by \(\phi(A) = \text{Tr } A \rho\). The maximally mixed state \(\frac{1}{d} I_d\) corresponds to the “tracial state” \(\tau(A) = \frac{1}{d} \text{Tr } A\) (where \(\tau\) denotes the trace normalized so that \(\tau(I_d) = 1\)).

For qubits, i.e., two-dimensional systems, Kümmerrer [15] showed that the extreme points of the set of UCPT maps on \(M_2(\mathbb{C})\) are precisely those that correspond to unitary conjugations. For \(d \geq 3\), the convex structure of the UCPT maps is much more complex. However, relatively little was known about the extreme points other than unitary conjugations.

Despite some evidence [17] that there are extreme points of the UCPT maps which are not extreme for either the CPT or UCP maps, no explicit examples were given in the literature until Ohno [20] presented two examples which he attributed to Arveson. We present a new family of UCPT maps on \(\mathcal{M}\) for \(d \geq 3\), and show that they are extreme in both the set of CPT and UCP maps. Moreover, we show that almost all such maps are extreme points for both the CPT and UCP maps.

We show that all maps in this family are factorizable [6, 7]. When mapped to bipartite states on \(\mathbb{C}^3 \otimes \mathbb{C}^3\) via the Choi matrix, both quantum marginals are \(\frac{1}{3} I_3\) for which the von Neumann entropy is \(\log 3\). We give upper bounds on the entanglement of formation (EoF) demonstrating that, although these states are entangled, they are not maximally entangled states on \(\mathbb{C}^3 \otimes \mathbb{C}^3\).

In a complementary direction we study a class of extreme points of the set of UCPT maps for \(d \geq 3\) whose Choi–Jamiolkowski matrix has rank \(d\) (sometimes known as Choi rank). These maps are not given by unitary conjugations and are, in general, not factorizable. Following a suggestion in [21, Section 2], we consider partial isometries on \(M_d(\mathbb{C})\) constructed from unitary matrices in \(M_{d-1}(\mathbb{C})\) and extend this construction in a natural way to a much larger class of maps whose Kraus operators have the form \(t |e_j\rangle \langle e_j| \otimes V\) with \(V \in M_{d-1}(\mathbb{C})\) unitary and \(t \in (-1,1)\).

We show that almost all such maps are extreme points for both the UCP and CPT maps. We analyze in detail maps constructed from the unitary operator \(2 |1_{d-1}\rangle \langle 1_{d-1}| - I_{d-1}\), where \(|1_d\rangle\) is the vector whose elements are all \(d^{-1/2}\), and show that they are extreme in both the set of CPT and UCP maps unless \(t = \frac{1}{d-1}\). When \(d\) is odd, we construct a quite different family from rank two permutations in \(M_{d-1}(\mathbb{C})\); these maps are extreme for all \(t \in (-1,1)\) when \(d > 3\).

One of several equivalent ways (described in [14, Appendix A]) of formulating the Stinespring representation for a CPT map \(\Phi : M_{d_A}(\mathbb{C}) \mapsto M_{d_B}(\mathbb{C})\) on matrix algebras uses an auxiliary space \(\mathcal{H}_E = \mathbb{C}_{d_E}\) called the environment and a unitary matrix \(U\) in \(M_{d_B}(\mathbb{C}) \otimes M_{d_E}(\mathbb{C})\) such that

\[
\Phi(\rho) = (\mathcal{I} \otimes \text{Tr}_E) U^* (\rho \otimes |\phi_E\rangle \langle \phi_E|) U.
\]

This is a natural model for noise when \(d_A = d_B\), the system is initially in a pure product state \(|\psi_A\rangle \otimes |\phi_E\rangle\) on \(\mathbb{C}_{d_A} \otimes \mathbb{C}_{d_E}\), \(U(t)\) describes the time evolution of the interacting system and environment, and \(U = U(t_f)\) corresponds to some later time \(t_f\). The question of factorizability of a UCPT map (over a matrix algebra) roughly asks if the ancilla state \(|\phi_E\rangle \langle \phi_E|\) can be replaced by the maximally mixed state \(\frac{1}{d_E} I_{d_E}\). When \(d_A = d_E\), this is a natural model for
noise when the system is initially decoupled from the environment which is in a maximally mixed or “thermal” state. See, e.g., [10,18,22].

The concept of a factorizable map was introduced by Anantharaman-Delaroche in [1] in a more general mathematical setting. It was further studied extensively in the context of unital quantum channels on $M_d(C)$ in [6,7]. Following [6], we say that a UCPT map $\Phi$ on $M_d(C)$ has an exact factorization through $M_d(C) \otimes \mathcal{N}$, where $\mathcal{N}$ is a von Neumann algebra with a normalized faithful trace $\tau$ (so that $\tau(I_N) = 1$), if there is a unitary $U \in M_d(C) \otimes \mathcal{N}$ such that for all $\rho \in M_d(C)$,

$$\Phi(\rho) = (I \otimes \tau)U^*(\rho \otimes I_N)U.$$  \hspace{1cm} (2)

When $\mathcal{N} = M_\nu(C)$ is a matrix algebra, this is equivalent to $\Phi(\rho) = (I \otimes \text{Tr})U^*(\rho \otimes 1_\nu I_\nu)U$. In [19] it was shown that for every $d \geq 11$, there are UCPT maps with an exact factorization through $M_d(C) \otimes \mathcal{N}$, where $\mathcal{N}$ is a von Neumann algebra of type II$_1$ which cannot be replaced by any finite dimensional von Neumann algebra. In view of [6, Theorem 3.7] and the announcement in [12] that the Connes Embedding Problem has a negative answer, there are factorizable maps for some (presumably very large) $d$ which cannot even be approximated by maps with exact factorizations through matrix algebras.

Most of the maps considered in Sect. 3 are extreme in the set of UCP or CPT maps and, hence, not factorizable. However, our work led us to a pair of channels, which have exact factorizations through $M_3(C) \otimes M_3(C)$ that are dual in the sense that they can be obtained from the same unitary operator by exchanging the roles of the system and auxiliary spaces.

This paper is organized as follows. In Sect. 2, we describe and study a family of UCPT maps which are not extreme in either the set of UCP maps or the set of CPT maps, but are extreme in the set of UCPT maps. In Sect. 3.1 we introduce UCPT maps $\Phi(\rho) = \frac{1}{d-1+t^*} \sum_{m=1}^d A_m^* \rho A_m$ with $A_m = t |e_j\rangle\langle e_j| \oplus V_m$, with $V_m \in M_{d-1}(C)$ unitary, and $t \in (-1,1)$. In Sect. 3.2 we prove several theorems which imply that, in general, maps of this form are extreme in both the set of UCP and the set of CPT maps using the equivalent condition from [4, Theorem 5] of linear independence of the sets $\{A_m^* A_n\}$ and $\{A_m A_n^*\}$, respectively. In Sect. 3.3 we consider explicit examples and subclasses of maps of this type. Section 4 is devoted to the special case in which $V_m = 2|1_{d-1}\rangle\langle 1_{d-1}| - 1_{d-1}$. Sections 4.2–4.4 present the details of our analysis for this case when $d > 3$ and $t \neq \frac{1}{d-1}$; Sect. 4.5 deals with the case $d = 3$; and Sect. 4.6 deals with $t = \frac{1}{d-1}$ when $d > 3$.

Appendix A.1 discusses exact factorizations; Appendix A.2 considers dual pairs of channels $\Phi, \Psi$ associated with a unitary $U \in M_p(C) \otimes M_q(C)$; Appendix A.3 extends a result in [6] to show that if a channel has Choi rank $\leq 4$, then both $\Phi \circ \Phi^*$ and $\Phi^* \circ \Phi$ are factorizable. Finally, Appendix B presents an example to show that a set $\{A_m^* A_n\}$ can be linearly independent when $\{A_m A_n^*\}$ is linearly dependent.
2. High Rank Extreme Points of Unital Quantum Channels

2.1. Background

It is a fundamental result of Choi [4] that when a CP map $\Phi : M_{d_1}(C) \mapsto M_{d_2}(C)$ is written in the form $\Phi(\rho) = \sum_k A_k^\dagger \rho A_k$, then it is extreme in the convex set of CP maps for which $\Phi(1_{d_1}) = B$ for some fixed $B \in M_{d_2}$ if the operators $\{A_k\}$ satisfy $\sum_k A_k^\dagger A_k = B$ and can be chosen so that the set $\{A_m^* A_n\}$ is linearly independent. Thus, a UCP map is extreme if and only if $\{A_m^* A_n\}$ is linearly independent, and a CPT map is extreme if and only if $\{A_n A_m^*\}$ is linearly independent. This implies that a UCPT map whose Choi-rank is $> d_1$ can not be an extreme point of the UCP maps and one whose Choi-rank is $> d_2$ can not be an extreme point of the CPT maps. Thus a UCPT map $\Phi : M_d(C) \mapsto M_d(C)$ with Choi rank $> d$ can not be an extreme point of either the UCP or CPT maps.

Nevertheless this does not preclude the possibility that a UCPT map with Choi-rank greater than $d$ can be extreme in the set of UCPT. We present a new family of such maps for $d = 3$ with Choi-rank equal to 4, which are parameterized by $\alpha, \beta \in C$ with $|\alpha|^2 + |\beta|^2 = 1$. When $|\alpha|^2 \neq 0, 1$, these maps are extreme in the set of UCPT maps. Moreover, all of the maps in this family have exact factorizations through $M_3(C) \otimes M_2(C)$.

Although earlier work [17] suggested the existence of such maps, the only explicit examples in the literature are due to Arveson, as presented by Ohno [20] for $d = 3$ and $d = 4$. For comparison with our results, we note that in the $d = 3$ case the Choi–Kraus operators for the Arveson–Ohno map are

$$A_1 = |e_1\rangle\langle e_1| \quad \quad A_2 = |e_1\rangle\langle e_2| + \sqrt{2}|e_2\rangle\langle e_3| \quad \quad A_3 = \sqrt{2}|e_2\rangle\langle e_1| + \sqrt{3}|e_3\rangle\langle e_2| \quad \quad A_4 = |e_3\rangle\langle e_1| + \sqrt{2}|e_1\rangle\langle e_3|$$

In Sect. 2.3 we show that the map $\Phi(\rho) = \sum_{k=1}^4 A_k^\dagger \rho A_k$ is not factorizable, i.e., it does not have an exact factorization through $M_3(C) \otimes N$ for any von Neumann algebra $N$. However, it follows from Proposition A.3, which is a straightforward generalization of [6, Remark 5.6], that the maps $\Phi \circ \Phi^*$ and $\Phi^* \circ \Phi$ have exact factorizations through $M_3(C) \otimes M_4(C)$.

2.2. A Factorizable Family of Extreme UCPT Maps

We present a new family of UCPT maps $M_3(C) \mapsto M_3(C)$ which have Choi-rank equal to 4 so that they can not be extreme in either the set of UCP or CPT maps. However, these maps are extreme in the set of UCPT maps. All maps in this family, including those which are not extreme, have exact factorizations through $M_3(C) \otimes M_2(C)$.

**Theorem 2.1.** Let $\alpha, \beta \in C$ with $|\alpha|^2 + |\beta|^2 = 1$ and let

$$A_1 = \alpha|e_1\rangle\langle e_1| + |e_2\rangle\langle e_3| \quad \quad A_2 = \beta|e_1\rangle\langle e_3| + |e_3\rangle\langle e_2| \quad \quad A_3 = -|e_1\rangle\langle e_2| - \overline{\beta}|e_3\rangle\langle e_1| \quad \quad A_4 = |e_2\rangle\langle e_1| + \overline{\alpha}|e_3\rangle\langle e_3|. \quad (4)$$
Then \( \Phi_{\alpha,\beta}(\rho) = \frac{1}{2} \sum_{k=1}^{4} A_k^* \rho A_k \) is an extreme point in the set of UCPT maps if \( |\alpha|^2 \neq 0, \frac{1}{2}, 1 \). Moreover, \( \Phi_{\alpha,\beta} \) has an exact factorization through \( M_3(\mathbb{C}) \otimes M_2(\mathbb{C}) \) for all \( \alpha, \beta \).

**Proof.** To show that \( \Phi_{\alpha,\beta} \) has an exact factorization through \( M_3(\mathbb{C}) \otimes M_2(\mathbb{C}) \) let

\[
U = \sum_{j,k \in \{1,2\}} A_{2(j-1)+k} \otimes |e_j \rangle \langle e_k| = \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix}.
\]

Then \( U \in M_3(\mathbb{C}) \otimes M_2(\mathbb{C}) \simeq M_6(\mathbb{C}) \) is unitary and

\[
\Phi_{\alpha,\beta}(\rho) = \frac{1}{2} \sum_{k=1}^{4} A_k^* \rho A_k = (I_3 \otimes \text{Tr})(U^* (\rho \otimes \frac{1}{2} I_2) U).
\]

To prove the rest of this theorem, recall that Landau and Streater [16] showed that a necessary and sufficient conditions for \( \Phi_{\alpha,\beta} \) to be an extreme UCPT map is that the set \( \{ B_{jk} = A_j^* A_k + A_k^* A_j^* \} \) is linearly independent in \( M_3(\mathbb{C}) \oplus M_3(\mathbb{C}) \). First, observe that the diagonal of \( B_{jk} \) is zero if \( j \neq k \), and that each \( B_{jj} \) is diagonal with diagonal elements corresponding to the rows of the matrix

\[
\begin{pmatrix}
|\alpha|^2 & 0 & 1 & |\alpha|^2 & 1 & 0 \\
0 & 1 & |\beta|^2 & |\beta|^2 & 0 & 1 \\
|\beta|^2 & 1 & 0 & 1 & 0 & |\beta|^2 \\
1 & 0 & |\alpha|^2 & 0 & 1 & |\alpha|^2
\end{pmatrix}.
\]

After deleting the third and fourth columns one obtains a matrix whose determinant is \(-|\alpha|^2|\beta|^2\). This implies that if \( |\alpha| \neq 0,1 \) the rows are linearly independent and, hence, the set \( \{ B_{jj} \}_{j=1}^{4} \) is linearly independent.

Next observe that

\[
\begin{align*}
B_{12} &= A_1^* A_2 + A_2 A_1^* = \overline{\alpha}\beta |e_1 \rangle \langle e_2| + \beta 0_3 + \alpha 0_3 \oplus |e_1 \rangle \langle e_2| \\
B_{14} &= A_1^* A_4 + A_4 A_1^* = |e_1 \rangle \langle e_3| \oplus 0_3 + \alpha 0_3 \oplus |e_1 \rangle \langle e_2| + \alpha 0_3 \oplus |e_2 \rangle \langle e_3| \\
B_{34} &= A_3^* A_4 + A_4 A_3^* = -\overline{\alpha}\beta |e_1 \rangle \langle e_3| \oplus 0_3 - \overline{\beta} 0_3 \oplus |e_2 \rangle \langle e_3|
\end{align*}
\]

which are clearly linearly independent if and only if

\[
\det \begin{pmatrix}
\overline{\alpha} \beta & \beta & 0 \\
1 & \alpha & 0 \\
\overline{\beta} & 0 & \beta
\end{pmatrix} = |\beta|^2(2|\alpha|^2 - 1) \neq 0
\]

Since \( B_{jk} = B_{kj}^* \), the matrices \( \{ B_{21}, B_{14}, B_{43} \} \) are also linearly independent under the same conditions. Next, we similarly treat

\[
\begin{align*}
B_{24} &= A_2^* A_4 + A_4 A_2^* = \overline{\alpha} |e_2 \rangle \langle e_3| \oplus 0_3 + \overline{\beta} 0_3 \oplus |e_3 \rangle \langle e_1| \\
B_{32} &= A_3^* A_2 + A_2 A_3^* = -\beta |e_1 \rangle \langle e_2| \oplus 0_3 + \beta |e_2 \rangle \langle e_3| \oplus 0_3 - 0_3 \oplus |e_3 \rangle \langle e_1| \\
B_{13} &= A_1^* A_3 + A_3 A_1^* = -\overline{\alpha} |e_1 \rangle \langle e_2| \oplus 0_3 - \overline{\beta} 0_3 \oplus |e_3 \rangle \langle e_1|
\end{align*}
\]
which are linearly independent if and only if
\[
\det \begin{pmatrix} 0 & \alpha & \alpha \beta \\ \beta & \beta & 1 \\ \alpha & 0 & \alpha \beta \end{pmatrix} = \alpha^2 (1 - 2|\beta|^2) \neq 0.
\]

After again observing that the adjoints are linearly independent under the same conditions, we can conclude that if $|\alpha|^2 \neq 0, 1, \frac{1}{2}$ then each of the four sets
\[
\{B_{12}, B_{41}, B_{34}\}, \quad \{B_{21}, B_{14}, B_{43}\}, \quad \{B_{24}, B_{32}, B_{13}\}, \quad \{B_{42}, B_{23}, B_{31}\}
\]
consists of linearly independent matrices in $M_6(C)$. Moreover, the only common point in the spans of each of these four sets is the zero matrix $0_6$. Therefore $\{A_j^* A_k \oplus A_k A_j^*\}_{j \neq k}$ is linearly independent when $|\alpha|^2 \neq 0, \frac{1}{2}, 1$. Combining this with our observations above for $B_{kk}$, implies that $\{B_{jk} : j, k \in \{1, 2, 3, 4\}\}$ is linearly independent.

Because the maps $\Phi_{\alpha,\beta}$ are parameterized by a unit vector in $C_2$, it is tempting to associate each channel with a qubit state. However, the vectors $|v\rangle$ and $e^{i\theta} |v\rangle$ represent the same physical state. But the channels associated with, e.g., $\alpha = 1$ and $\alpha = -1$ are not the same.

2.3. Remarks

2.3.1. Non-extreme Cases. When $|\alpha| = 1$ or $|\beta| = 1$, the map $\Phi_{\alpha,\beta}$ can be written as a convex combination of unitaries, e.g., when $\alpha = 1$, $\Phi_{1,0} = \frac{1}{4} \sum_{k=1}^{4} U_k^* \rho U_k$ where
\[
U_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad U_2 = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad U_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad U_4 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}.
\]

However, when $\alpha = \beta = \frac{1}{\sqrt{2}}$, the map $\Phi_{\alpha,\beta}$ is not a convex combination of unitaries. Let $|1_4\rangle$ be the vector with all elements $\frac{1}{2}$. Then $W = 2 |1_4\rangle \langle 1_4| - 1_4$ is unitary. Now let $X_j = \frac{1}{\sqrt{2}} \sum_{k=1}^{4} w_{jk} A_k$, then
\[
X_1 = \frac{1}{4} \begin{pmatrix} -1 - \sqrt{2} & 1 \\ \sqrt{2} & 0 & -\sqrt{2} \\ -1 & \sqrt{2} & 1 \end{pmatrix}, \quad X_2 = \frac{1}{4} \begin{pmatrix} 1 & -\sqrt{2} & -1 \\ \sqrt{2} & 0 & \sqrt{2} \\ -1 & -\sqrt{2} & 1 \end{pmatrix},
\]
\[
X_3 = \frac{1}{4} \begin{pmatrix} 1 & \sqrt{2} & 1 \\ \sqrt{2} & 0 & \sqrt{2} \\ -1 & \sqrt{2} & 1 \end{pmatrix}, \quad X_4 = \frac{1}{4} \begin{pmatrix} 1 & -\sqrt{2} & 1 \\ -\sqrt{2} & 0 & \sqrt{2} \\ -1 & -\sqrt{2} & 1 \end{pmatrix}.
\]

Since $W$ is unitary, $\sum_j X_j^* \rho X_j = \frac{1}{2} \sum_k A_k^* \rho A_k = \Phi(\rho)$. Although $\tilde{X}_2 = 2 X_2$ is unitary, this is not true for $j = 1, 3, 4$. In fact, both $\{X_j^* X_k\}_{j,k=1,3,4}$ and $\{X_j X_k^*\}_{j,k=1,3,4}$ are linearly independent sets so that $\Psi(\rho) = \frac{1}{4} \sum_{k=1,3,4} X_j^* \rho X_j$ is an extreme point of both the UCP and the CPT maps. Thus, $\Phi(\rho) = \frac{1}{4} \tilde{X}_2^* (\rho) \tilde{X}_2 + \frac{3}{4} \Psi(\rho)$ is a convex combination of a unitary conjugation and a
UCPT map with Choi rank 3. (It may be worth noting that $\Psi$ is an extreme point of both the UCP and CPT maps which has Choi-rank 3, but is not of the form considered in Sect. 3.)

The argument above easily extends to $\alpha = \pm \beta$ with $2X_3$ unitary. It seems reasonable to conjecture that, whenever $|\alpha| = |\beta| = \frac{1}{\sqrt{2}}$, the channel $\Phi_{\alpha,\beta}$ is a convex combination of a unitary conjugation and a map with Choi-rank 3 which is extreme in both the UCP and CPT maps. However, one would need a different unitary transformation relating $\{A_k\}$ to $\{X_k\}$.

2.3.2. Entanglement of Formation. Recall that the Choi matrix associates any CP map with a bipartite state $\rho$ on $C_d \otimes C_d$ and those associated with UCPT maps have quantum marginals given by the maximally mixed state $\frac{1}{d}I_d$. Since the UCP maps considered here are not associated with pure maximally entangled states, any measure of entanglement based on entropy will be less than the maximum value of $\log d$. A natural one to use in this situation is the entanglement of formation [3], defined as

$$\text{EoF}(\rho) = \inf \left\{ \sum_k p_k E(\psi_k) : \rho = \sum_k p_k |\psi_k\rangle \langle \psi_k| \right\}$$

where $E(\psi_k) = S(\text{Tr}_B |\psi_k\rangle \langle \psi_k|)$ and $S(\rho) = -\text{Tr} \rho \log \rho$ is the von Neumann entropy. An upper bound on the EoF (which is probably optimal) for the Choi matrix of the UCPT maps is readily calculated for the examples given here since the Kraus operators, which correspond to eigenvectors of the Choi matrix, are all associated with pure bipartite states.

For our family of channels, the Choi matrix is

$$\rho = \frac{1 + |\alpha|^2}{6} |\psi_1\rangle \langle \psi_1| + \frac{1 + |\beta|^2}{6} |\psi_2\rangle \langle \psi_2| + \frac{1 + |\beta|^2}{6} |\psi_3\rangle \langle \psi_3| + \frac{1 + |\alpha|^2}{6} |\psi_4\rangle \langle \psi_4|,$$

where

$$\psi_1 = \frac{1}{\sqrt{1 + |\alpha|^2}} (\alpha |e_1 \otimes e_1\rangle + |e_2 \otimes e_3\rangle), \quad \psi_2 = \frac{1}{\sqrt{1 + |\beta|^2}} (\beta |e_1 \otimes e_3\rangle + |e_3 \otimes e_2\rangle)$$

$$\psi_3 = \frac{1}{\sqrt{1 + |\beta|^2}} (|e_1 \otimes e_2\rangle + \overline{\beta} |e_3 \otimes e_1\rangle), \quad \psi_4 = \frac{1}{\sqrt{1 + |\alpha|^2}} (|e_2 \otimes e_1\rangle + \overline{\alpha} |e_3 \otimes e_3\rangle).$$

This implies that

$$\text{EoF}(\rho_{AB}) \leq \left( \frac{1 + |\alpha|^2}{3} h \right) \left( \frac{1}{1 + |\alpha|^2} \right) + \frac{1 + |\beta|^2}{3} h \left( \frac{1}{1 + |\beta|^2} \right)$$

where $h(x) = -x \log x - (1 - x) \log(1 - x)$ is the binary entropy. For $|\alpha|^2 = |\beta|^2 = \frac{1}{2}$ the expression above takes its largest value of $h(\frac{1}{3}) = 0.918296 < 1 = \log 2$, and for $|\alpha|^2 = 0.1$ its smallest value of $\frac{2}{3} h(\frac{1}{3}) = \frac{2}{3} \approx 0.66667$. This is considerably less than the EoF of a maximally entangled state which is $\log 3 \approx 1.58496$. Thus, we have a large family of bipartite states on $C_3 \otimes C_3$ which are extreme in the convex set of states whose quantum marginals are $\frac{1}{3}I_3$, but whose entanglement as measured by the EoF can be less than half that of a maximally entangled state.
For comparison, we can bound the EoF for the Arveson–Ohno example (3) by similarly observing that its Choi matrix is
\[
\rho = \frac{1}{12} e_1 \otimes e_1 |\psi_2\rangle + \frac{1}{2} |\psi_2\rangle \langle \psi_2 | + \frac{5}{12} |\psi_3\rangle \langle \psi_3 | + \frac{1}{4} |\psi_4\rangle \langle \psi_4 |,
\]
with \( \psi_2 = \frac{1}{\sqrt{3}} \left( |e_1 \otimes e_2 \rangle + \sqrt{2} |e_2 \otimes e_3 \rangle \right) \), \( \psi_3 = \frac{1}{\sqrt{3}} \left( \sqrt{\frac{2}{3}} |e_1 \otimes e_2 \rangle + \sqrt{\frac{3}{3}} |e_3 \otimes e_2 \rangle \right) \), and \( \psi_4 = \frac{1}{\sqrt{3}} \left( |e_3 \otimes e_1 \rangle + \sqrt{2} |e_1 \otimes e_3 \rangle \right) \). This implies that
\[
\text{EoF}(\rho_{AB}) \leq \frac{1}{4} h \left( \frac{1}{3} \right) + \frac{5}{12} h \left( \frac{2}{3} \right) + \frac{1}{4} h \left( \frac{1}{3} \right) \approx 0.8637.
\]

**2.3.3. The Arveson–Ohno Channel is Not Factorizable.**

**Proposition 2.2.** The UCPT channel \( \Phi(\rho) = \sum_{k=1}^{4} A_k^* \rho A_k \) with \( A_k \) given by (3) is not factorizable.

**Proof.** First observe that the matrices \( \{A_1, A_2, A_3, A_4\} \) are linearly independent, so that we can use Proposition A.1 in Appendix A.1. Let \( \mathcal{N} \) be a von Neumann algebra with normal faithful trace satisfying \( \tau(I_{\mathcal{N}}) = 1 \). We assume that we can find a set of matrices \( \{Y_1, Y_2, Y_3, Y_4\} \) in \( \mathcal{N} \) which satisfy \( \tau(Y_{j^*} Y_k) = \delta_{jk} \), and find a contradiction. A straightforward calculation shows that \( \langle e_3, A_j^* A_k e_2 \rangle = 0 \) unless \( j = 4, k = 2 \) which implies \( 0 = \frac{1}{\sqrt{3}} Y_4^* Y_2 \). Multiplying this by \( Y_4 \) on the left and \( Y_2^* \) on the right implies \( Y_4 Y_2^* Y_4 Y_2 = 0 \).

Next, observe that \( \langle e_m, A_j^* A_k e_m \rangle = 0 \) if \( j \neq k \), and
\[
\langle e_2, A_j^* A_j e_2 \rangle = \begin{cases} \frac{1}{2} & j = 2 \\ \frac{1}{2} & j = 3 \\ 0 & j = 1, 4 \end{cases}
\]
\[
\langle e_3, A_j^* A_k e_3 \rangle = \begin{cases} \frac{3}{4} & j = 3 \\ \frac{1}{4} & j = 4 \\ 0 & j = 1, 2 \end{cases}
\]
from which it follows that
\[
\frac{1}{2} Y_2 Y_2^* + \frac{1}{2} Y_3 Y_3^* = I_{\mathcal{N}} \quad \frac{3}{4} Y_3 Y_3^* + \frac{1}{4} Y_4 Y_4^* = I_{\mathcal{N}}.
\]
Combining these to eliminate \( Y_3 Y_3^* \) gives \( 3 Y_2 Y_2^* - Y_4 Y_4^* = 2 I_{\mathcal{N}} \). Then multiplying by \( Y_4 Y_4^* \) and using \( Y_2 Y_2^* Y_2 Y_2^* = 0 \) implies \( Y_4 Y_4^* = - (Y_4 Y_4^*)^2 \) which implies \( Y_4 = 0 \). Thus, we have shown \( Y_2 Y_2^* = \frac{2}{3} I_{\mathcal{N}} \).

Finally, we observe that \( \langle e_3, A_j^* A_k e_3 \rangle = 0 \) if \( j \neq k \) and \( \langle e_3, A_j^* A_j e_3 \rangle = \begin{cases} \frac{1}{2} & j = 2, 4 \\ 0 & j = 1, 3 \end{cases} \) which implies \( \frac{1}{2} Y_2 Y_2^* + \frac{1}{2} Y_4 Y_4^* = I_{\mathcal{N}} \). However, since \( Y_4 = 0 \), this implies \( Y_2 Y_2^* = 2 I_{\mathcal{N}} \) which is not consistent with \( Y_2 Y_2^* = \frac{2}{3} I_{\mathcal{N}} \). (Since, e.g., it would give \( \tau(Y_2 Y_2^*) \neq \tau(Y_2 Y_2^*) \).)

**\( \square \)**

**3. Extreme Points from Partial Isometries**

**3.1. Definitions and Basic Properties**

It is well-known that the extreme points of the convex set of UCPT maps include conjugation with a single unitary, i.e., \( \rho \mapsto U^* \rho U \), and that these are extreme in both the set of UCP maps and the set of CPT maps. It is also known that there are maps which are not unitary conjugation but, nonetheless,
contrary, it is factorizable. When $U$ linear independence of the sets operator $S$ of a partial isometry of rank studied. These channels have a generalization of this, was proposed in [21, Section 4.2], but not widely extreme in both the set of UCP and the set of CPT maps. The simplest example is the Werner-Holevo channel [24] for $d = 3$ and its symmetric counterpart.

One interesting class of quantum channels, which can be regarded as a generalization of this, was proposed in [21, Section 4.2], but not widely studied. These channels have $d$ Kraus operators, each of which is a multiple of a partial isometry of rank $d - 1$. To define them, we will use the cyclic shift operator $S = \sum_{k} |e_k\rangle\langle e_{k+1}|$. Let $\{V_1, V_2, \ldots V_d\}$ be a set of unitary matrices in $M_{d-1}(C)$, and let

$$A_m = S^{-m+1} \begin{pmatrix} 0 & 0 \\ 0 & V_m \end{pmatrix} S^{m-1}, \quad m = 1, 2, \ldots d. \quad (10)$$

Then it is easy to check that $A_m^* A_m = A_m A_m^* = (I_d - |e_m\rangle\langle e_m|)$, so that $\sum_m A_m^* A_m = \sum_m A_m A_m^* = (d - 1)I_d$ and the map $\Phi(\rho) = \frac{1}{d-1} \sum_m A_m^* \rho A_m$ is both CPT and UCP. One can, more generally, consider operators of the form

$$A_m = S^{-m+1} \begin{pmatrix} t & 0 \\ 0 & V_m \end{pmatrix} S^{m-1}, \quad m = 1, 2, \ldots d \quad (11)$$

with $t \in [-1, 1]$. Since $A_m^* A_m = A_m A_m^* = I_d - (1 - t^2)|e_m\rangle\langle e_m|$, $\sum_m A_m^* A_m = \sum_m A_m A_m^* = (d - 1 + t^2)I_d$ which implies that the map $\Phi$ given by

$$\Phi(\rho) = \frac{1}{d-1+t^2} \sum_{m=1}^{d} A_m^* \rho A_m \quad (12)$$

is both UCP and CPT. Note that the Kraus operators for the channel are $\tilde{A}_m \equiv \frac{1}{\sqrt{d-1+t^2}} A_m$ which satisfy $\sum_m \tilde{A}_m^* \tilde{A}_m = \sum_m \tilde{A}_m \tilde{A}_m^* = I_d$.

**Remark 3.1.** When $t = \pm 1$, the matrices $A_m$ in (11) are unitary and the channel (12) can not be extreme in either the UCP or CPT maps. On the contrary, it is factorizable. When $U = \oplus_{m=1}^{d} A_m = \sum_{m=1}^{d} A_m \otimes |e_m\rangle\langle e_m|$ is a block diagonal $d^2 \times d^2$ unitary matrix,

$$\Phi(\rho) = \sum_{m} A_m^* \rho A_m = (I_d \otimes \text{Tr}) \left( U^* \left( \rho \otimes \frac{1}{d} I \right) U \right). \quad (13)$$

We now focus on the case $t \in (-1, 1)$, for which we are interested in the linear independence of the sets $\{A_m^* A_n\}$ and $\{A_m A_n^*\}$, as these are precisely the conditions for a map $\Phi$ given by (12) to be an extreme point of the set of UCP and CPT maps respectively.

**Proposition 3.2.** Let $t \in (-1, 1)$ and for $m = 1, 2, \ldots d$ let $\{A_m\}$ be as in (9) with $\{V_m\}$ arbitrary unitary matrices in $M_{d-1}(C)$. Then each $A_m$ is a normal matrix in $M_d(C)$, and $\{A_m^* A_m\}_{m=1}^{d}$ is a linearly independent set of diagonal matrices. Moreover it is a basis for the set of diagonal matrices in $M_d(C)$. 


Proof. First, observe that
\[ A_m^* A_m = A_m A_m^* = S^{-m+1} \begin{pmatrix} t^2 & 0 \\ 0 & I_{d-1} \end{pmatrix} S^{m-1} = I_d - (1 - t^2) |e_m\rangle\langle e_m|, \]
which implies that \( \sum_{m=1}^d A_m^* A_m = (d - 1 + t^2)I_d \). Thus, for the purpose of determining linear independence, one can replace \( A_m^* A_m - I_d = -(1 - t^2) |e_m\rangle\langle e_m| \). This immediately implies the desired linear independence. \( \square \)

Remark 3.3. It follows immediately from the proof of Proposition 3.2 that when \( t \in (-1, 1) \)
\[ \text{span}\{A_m A_m^* \}_{m=1}^d = \text{span}\{A_m^* A_m \}_{m=1}^d = \text{span}\{|e_m\rangle\langle e_m| \}_{m=1}^d. \tag{14} \]
Therefore, for the purpose of determining the linear independence of the set \( \{A_m^* A_n\} \), one can make arbitrary changes to the diagonal elements of \( A_m^* A_n \) and it suffices to show that the set \( \{A_m^* A_n\}_{m\neq n} \) is linearly independent.

We study here only maps generated by unitaries in \( M_{d-1}(\mathbb{C}) \). If one allows more general partial isometries, many more examples of maps which are extreme in both the set of UCP and CPT maps can be constructed. For \( d = 6 \), one could construct three Kraus operators
\[ A_1 = \frac{1}{2} \begin{pmatrix} X & Y & 0_2 \\ Y & X & 0_2 \\ 0_2 & 0_2 & 0_2 \end{pmatrix}, \quad A_2 = \frac{1}{2} \begin{pmatrix} X & 0_2 & Y \\ 0_2 & 0_2 & 0_2 \\ Y & 0_2 & X \end{pmatrix}, \quad A_3 = \frac{1}{2} \begin{pmatrix} 0_2 & 0_2 & 0_2 \\ 0_2 & X & Y \\ 0_2 & Y & X \end{pmatrix} \]
based on the unitary \( \frac{1}{2} \begin{pmatrix} X & Y \\ Y & X \end{pmatrix} \) with \( X = \begin{pmatrix} -1 & 1 \\ 1 & -1 \end{pmatrix} \), \( Y = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \) and related by \( A_m = S^{-2} A_{m-1} S^2 = S^{-2(m-1)} A_1 S^{2(m-1)}. \)

We note that Ohno [20] considered the channel with
\[ A_1 = \sqrt{\frac{d-2}{d-1}} (I_d - |e_1\rangle\langle e_1|), \quad A_k = \frac{1}{\sqrt{d-1}} (|e_1\rangle\langle e_j| + |e_j\rangle\langle e_1|), \quad k = 2, \ldots, d, \]
which also has Choi rank \( d \) and is constructed from partial isometries, albeit with lower rank than \( d - 1 \).

3.2. Extreme Points are Generic

3.2.1. Overview. In this section we show that channels generated using (12) and (11) are usually extreme in both the UCP and CPT maps in two ways. First, we consider the \( V_m \) fixed and show that, in general, for all but a finite number of \( t \in (-1, 1) \) the corresponding maps are extreme. Then, we fix \( d \) and \( t \) and show that almost all choices of \( \{V_m\} \) generate maps which are extreme.

The latter implies that, roughly speaking, if we can find one choice of \( V_k \) in (11) for which the channel given by (12) is extreme in the UCP or CPT maps, then almost every choice of \( V_k \) also generates a channel which is extreme. However (as discussed after Theorem 3.8) if the example has all \( V_j \neq V_k \), this does not preclude the possibility that no channels with, e.g., \( V_1 = V_2 \) are extreme. But an example with \( V_1 = V_2 = \cdots = V_d \) which is extreme implies that almost every channel with unconstrained \( V_j \) is also extreme. In Sect. 3.3.1
we present a simple example of this type which is extreme unless $t = \frac{-1}{d-1}$ and for which we also have $V_j = V_j^*$. In Sect. 3.3.2 we provide additional evidence for generic extremality even when $t = \frac{-1}{d-1}$.

**Remark 3.4.** Before presenting these results precisely, we make some observations about maps on $M_d(C)$ that will be used in both settings.

(A) A map $\Phi$ is extreme in the set of UCP maps if and only if its adjoint $\Phi^*$ is extreme in the set of CPT maps. Thus, a UCPT map with $\Phi = \Phi^*$ is extreme in the UCP maps if and only if it is extreme in the CPT maps.

(B) It follows from [4, Theorem 5] that a map $\Phi(\rho) = \sum_k A_k^* \rho A_k$ with $\sum_k A_k^* A_k = I_d$ is extreme in the set of UCP maps if and only if the set of matrices $\{A^*_n A_n\}$ is linearly independent.

(C) It then follows from [6, Corollary 2.3] that if a UCPT map is extreme in the set of matrices $\{A^*_m A_n\}$, then $\{A^*_m A_n\}^*$ is non-singular. Hence, the set of matrices $\{A^*_m A_n\}$ is linearly independent if and only if its Gram matrix $G = \text{Tr} A_j^* A_k (A^*_m A_n)^*$ is non-singular.

In view of (B) above, we present our results in terms of the linear independence of the sets $\{A^*_m A_n\}$ and $\{A_m A^*_n\}$. The implications for extremality of UCP and CPT maps is straightforward.

When $V_m \neq V_m^*$ it is possible that $\{A^*_m A_n\}$ is a linearly independent set, but $\{A_m A^*_n\}$ is linearly dependent. Therefore, a UCPT map $\Phi$ can be extreme in the set of CPT maps, but not in the set of UCP maps (or vice versa). An explicit example for $d = 4$ is given in Appendix B. However, Theorem 3.5 below implies that, unless one of these sets is linearly dependent for all $t \in \mathbb{R}$, this can happen for, at most, a finite number of values of $t$.

**3.2.2. Generic in $t$ for $V_k$ Fixed.**

**Theorem 3.5.** Let $V_1, V_2, \ldots, V_d$ be a fixed set of unitary matrices in $M_d(C)$ and define $A_m$ as in (11) with $t \in (-1, 1)$. Then either $\{A^*_m A_n\}$ is a linearly dependent set for all $t \in \mathbb{R}$ or it is a linearly independent set except for a finite number of values of $t \in (-1, 1)$. The same holds for $\{A_m A^*_n\}$.

**Proof.** We present two arguments.

(i) With $A_m$ generated from $V_m$ as in (11), let $G(t)$ denote the Gram matrix in part (D) of Remark 3.4. Then det $G(t)$ is a polynomial in $t$ and $\{A^*_m A_n\}$ is a linearly independent set if and only if $t$ is not a root of det $G(t) = 0$. The maximum degree is determined by the diagonal which has $d$ elements $g_{kk,kk}$ of order $t^4$ and $d^2 - d$ elements $g_{jk,jk}$ ($j \neq k$) of order $t^2$. Thus det $G(t)$ is a polynomial of degree at most $4d + 2(d^2 - d) = 2d(d + 1)$.

(ii) Every $d \times d$ matrix $B$ with elements $b_{jk}$ can be associated with a $1 \times d^2$ vector whose elements are $v_{d(j-1) + k} = b_{jk}$. Let $F(t)$ be the $d^2 \times d^2$ matrix whose rows are given by the vectors associated with the matrices $A^*_m A_n$.
in this way. Then \( \{A^*_m A_n \} \) is a linearly independent set if and only if \( \det F(t) \neq 0 \). Now \( A^*_m A_n \) has exactly one element \( t^2 \) (and all others 0, 1). When \( m \neq n \) the elements of \( A^*_m A_n \) are of order 0 or 1 in \( t \). Thus, \( \det F(t) \) is a polynomial of degree \( \leq 2d + d^2 - d = d(d + 1) \). Since \( t = \pm 1 \) are always roots, the maximum number of distinct roots in \((-1, 1)\) is 
\[
d^2 + d - 2 = (d + 2)(d - 1).
\]

Although the polynomials \( \det G(t) \) and \( \det F(t) \) are not identical, they must have the same roots. However, these roots need not have the same degeneracy. Numerical work suggests that the number of distinct roots which lie in \((-1, 1)\) is often much less than \((d + 2)(d - 1)\) because some roots are degenerate, imaginary, or lie outside \((-1, 1)\). For the example in Sect. 3.3.1, there is a single highly degenerate root at \( t = \frac{1}{d-1} \in (-1, 1) \) for each integer \( d \geq 3 \). For the example in Sect. 3.3.3, there are no roots in \((-1, 1)\) when \( d > 3 \).

The simplest example of a situation in which \( \det G(t) = \det F(t) = 0 \ \forall \ t \) is when all \( V_m \) in (11) are diagonal unitaries. At the end of Sect. 3.3.3, we show that when \( d = 2\nu \) is even and all \( V_m \) are given by (20), the \( A_m \) generated from (11) have \( \det G(t) = \det F(t) = 0 \ \forall \ t \). Other cases are discussed in Sect. 3.3.4.

### 3.2.3. Algebraic Geometry Preliminaries.
We now present some results from algebraic geometry, which are needed for the rest of this section. All algebraic varieties and manifolds in what follows will be assumed to be real. The terminology *algebraic manifold* is used for an algebraic variety which is also a smooth manifold, i.e., without singularities.

A measure \( \mu \) on an algebraic manifold \( M \subset \mathbb{R}_m \) of dimension \( d \leq m \) is said to be *locally equivalent* to the \( d \)-dimensional Lebesgue measure if for each open subset \( V \) of \( M \) which is diffeomorphic to an open ball \( B \) in \( \mathbb{R}_d \), the restriction of \( \mu \) to \( V \) is equivalent to the restriction of Lebesgue measure to \( B \), i.e., they have the same null sets.

**Lemma 3.6.** Let \( M \subset \mathbb{R}_m \) be an algebraic manifold of dimension \( d \), and let \( N \) be an algebraic sub-variety of \( M \) of dimension at most \( d - 1 \). Let \( \mu \) be a measure on \( M \) which is locally equivalent to the Lebesgue measure. Then \( \mu(N) = 0 \).

**Proof.** The set \( N_1 \) of singular points of \( N \) is an algebraic variety of dimension at most \( d - 2 \) (if not empty), and it is a Zariski closed subset of \( M \). For \( x \in N \setminus N_1 \), choose an open neighborhood \( V_x \subseteq M \) of \( x \) diffeomorphic to an open ball in \( \mathbb{R}_d \), and such that \( V_x \cap N \) is diffeomorphic to a smooth submanifold in \( V_x \) of dimension \( d' = \dim(N) < d \). Since the \( d \)-dimensional Lebesgue measure of any smooth submanifold in \( \mathbb{R}_d \) of dimension less than \( d \) is zero, and since the restriction of \( \mu \) to \( V_x \) is equivalent to the \( d \)-dimensional Lebesgue measure, we deduce that \( \mu(V_x \cap N) = 0 \). Since \( N \setminus N_1 \subseteq \bigcup_{j=1}^{\infty} (V_{x_j} \cap N) \) for some countable set \( \{x_j\} \) of points in \( N \setminus N_1 \) (because \( N \setminus N_1 \) is a Lindelöf space, being second countable), we conclude that \( \mu(N \setminus N_1) = 0 \).

Let \( N_2 \) be the set of singular points of \( N_1 \), and define, successively, \( N_{j+1} \) to be the set of singular points of \( N_j \). Then \( N_k \) is empty for some \( k \leq d + 1 \). Repeating the argument above, with \( N_{j+1} \subset N_j \subset M \), \( j = 1, 2, \ldots, k-1 \), in the
place of $N_1 \subset N \subset M$, we see that $\mu(N) = \mu(N_1) = \mu(N_2) = \cdots = \mu(N_k) = 0$, as desired. \hfill \Box

Let $\mathcal{U}(d)^m$ denote the set of $m$-tuples $(U_1, U_2, \ldots U_m)$ of unitary matrices $U_j \in M_d(\mathbb{C})$.

**Lemma 3.7.** Let $d, k, m \geq 1$ be integers, and let $P : \mathcal{U}(d)^m \to \mathbb{C}$ be a function that arises from evaluating a polynomial in the $2md^2$ real variables given by the real and imaginary parts of the entries of the elements in $\mathcal{U}(d)^m$. If $P$ is not identically zero, then

$$Z := \{(U_1, U_2, \ldots, U_m) \in \mathcal{U}(d)^m : P(U_1, U_2, \ldots, U_m) = 0\}$$

is a null set with respect to the normalized Haar measure on $\mathcal{U}(d)^m$.

**Proof.** Let $(U_1, U_2, \ldots, U_m)$ be an $m$-tuple of matrices with each $U_j \in M_d(\mathbb{C})$. Consider the natural embedding of this $m$-tuple into $\mathbb{R}^{2md^2}$, obtained by taking the real and the imaginary part of each entry of each $U_j \in M_d(\mathbb{C})$. Such an $m$-tuple belongs to $\mathcal{U}(d)^m$ if it is in the zero set of finitely many polynomials in these $2md^2$ real variables. Hence $\mathcal{U}(d)^m$ is a (real) algebraic variety. Moreover, it is an algebraic manifold (i.e., it has no singularities), because it is homogeneous, being a group. Thus, if it had one singularity, then all points would be singularities by homogeneity, which is impossible. Moreover, $\mathcal{U}(d)^m$ is connected in the usual Euclidean topology, and hence also in the Zariski topology. This implies that $\mathcal{U}(d)^m$ is an irreducible algebraic manifold.

It is a standard fact from algebraic geometry that $Z$ is an algebraic subvariety of $\mathcal{U}(d)^m$ of dimension strictly less than the dimension of $\mathcal{U}(d)^m$. It therefore follows from Lemma 3.1 that the Haar measure of $Z$ is zero. \hfill \Box

### 3.2.4. Almost all Channels are Extreme.

We are now ready to prove the key result which implies that almost all channels generated using (12) and (11) are extreme. Although both (a) and (c) are special cases of (b) in the theorem below, we consider them separately for ease of exposition.

**Theorem 3.8.** Let $d \geq 3$ be an integer and fix $t \in (-1, 1)$. Suppose that there is a unitary matrix $W$ in $\mathcal{U}(d-1)$ such that when all $V_m = W$ in (11), then the resulting set $\{A_m^* A_n\}_{n,m=1}^{d}$ is linearly independent. Then we can conclude the following:

(a) The set of $d$-tuples $(V_1, V_2, \ldots, V_d)$ in $\mathcal{U}(d-1)^d$ for which the associated matrices $A_1, A_2, \ldots, A_d \in M_d(\mathbb{C})$ defined in (10) satisfy that $\{A_m^* A_n\}_{n,m=1}^{d}$ is linearly independent is a co-null set in $\mathcal{U}(d-1)^d$ with respect to the Haar measure on $\mathcal{U}(d-1)^d$.

(b) Fix a partition $\{J_1, J_2, \ldots, J_\kappa\}$ of $\{1, 2, \ldots, d\}$. For each set of unitaries $W_1, W_2, \ldots, W_\kappa$ in $\mathcal{U}(d-1)$, let $(V_1, V_2, \ldots, V_d) \in \mathcal{U}(d-1)^d$ be given by $V_m = W_j$ when $m \in J_j$, and let $A_1, A_2, \ldots, A_d$ be the matrices in $M_d(\mathbb{C})$ associated to $V_1, V_2, \ldots, V_d$. The set of $\kappa$-tuples $(W_1, W_2, \ldots, W_\kappa)$ in $\mathcal{U}(d-1)^\kappa$ for which $\{A_m^* A_n\}_{n,m=1}^{d}$ is linearly independent is a co-null set in $\mathcal{U}(d-1)^\kappa$ with respect to the Haar measure on $\mathcal{U}(d-1)^\kappa$. 


(c) For each unitary \( V \in \mathcal{U}(d-1) \), let \( A_1, A_2, \ldots, A_d \in M_d(\mathbb{C}) \) be as defined in (11) with all \( V_m = V \). The set of \( V \in \mathcal{U}(d-1) \) for which the set \( \{A_mA_n^*\}_{n,m=1}^d \) is linearly independent is a co-null set in \( \mathcal{U}(d-1) \) with respect to the Haar measure on \( \mathcal{U}(d-1) \).

If, instead, \( \{A_mA_n^*\}_{n,m=1}^d \) is linearly independent, the conclusions above hold for \( \{A_mA_n^*\}_{n,m=1}^d \).

**Proof.** (a) Let \( G \) be the Gram matrix defined in part (D) of Remark 3.4. The function \( P: \mathcal{U}(d-1)^d \to \mathbb{C} \) given by \( P(V_1, V_2, \ldots, V_d) = \det G \) is a polynomial in the real and imaginary entries of the \( V_m \), as in Lemma 3.7. A \( d \)-tuple \( V_1, V_2, \ldots, V_d \) belongs to the null-set \( Z \) if and only if the set \( \{A_m^*, A_n\} \) is not linearly independent. By assumption, there exists a unitary \( W \) such that \( P(W, W, \ldots, W) \neq 0 \). Lemma 3.7 therefore implies that \( Z \) is a null-set with respect to the Haar measure.

(c) Let \( G \) again be the Gram matrix defined in part (D) of Remark 3.4. Then the function \( P: \mathcal{U}(d-1) \to \mathbb{C} \) given by \( P(V) = \det G \) is a polynomial in the real and imaginary entries of \( V \), as in Lemma 3.7. By assumption, there exists a unitary \( W \) such that \( P(W) \neq 0 \). Lemma 3.7 therefore implies that \( Z \) is a null-set with respect to the Haar measure.

(b) Although (a) and (c) are special cases of (b), we proved them first to avoid cumbersome notation. The proof of (b) is similar and further details are omitted. \( \square \)

It is worth noting that, in Theorem 3.8 above, (a) does not imply (c) because the set of \( d \)-tuples of the form \( (V, V, \ldots V) \in \mathcal{U}(d-1)^d \) is a null set with respect to the Haar measure on \( \mathcal{U}(d-1)^k \). For the same reason, (a) does not imply (b).

For the next result observe that when \(|x\rangle\) is a vector on the unit sphere in \( \mathbb{C}_d \), then the matrix \( 2|x\rangle\langle x| - I_d \) is unitary and self-adjoint.

**Theorem 3.9.** Let \( d \geq 3 \) be an integer and fix \( t \in (-1, 1) \). Suppose that there is a vector \(|w\rangle\) on the unit sphere in \( \mathbb{C}_{d-1} \) such that when all \( V_m = 2|w\rangle\langle w| - I_{d-1} \) in (11), then the resulting set \( \{A_mA_n\}_{n,m=1}^d \) is linearly independent. Then the following hold:

(a) For almost all \(|x\rangle\) on the unit sphere in \( \mathbb{C}_{d-1} \), when \( V_m = 2|x\rangle\langle x| - I_{d-1} \) \( \forall m \) in (11) the resulting set \( \{A_mA_n\}_{n,m=1}^d \) is linearly independent.

(b) The conclusions (a)–(c) of Theorem 3.8 hold for both \( \{A_m^*, A_n\} \) and \( \{A_mA_n^*\} \).

**Proof.** View the unit sphere \( S_{2d-1} \) of \( \mathbb{C}_d \) as a real submanifold of \( \mathbb{R}_{2d} \). As \( S_{2d-1} \) is the zero-set of a polynomial (in \( 2d \) real variables), it is a real algebraic variety. The sphere is also without singularities, being homogeneous, so it is a real algebraic manifold. Hence we can apply Lemma 3.6.

For each fixed \(|x\rangle \in S_{2d-1} \), set \( V_m = 2|x\rangle\langle x| - I_{d-1} \) and let \( A_m \in M_d(\mathbb{C}) \) be given as in (10), for \( m = 1, 2, \ldots, d \). The \((j,k)\)th entry of \( V_m \) is \( 2x_jx_k - \delta_{jk} \delta_{jm} \), which is a polynomial of degree two in the real variables \( \text{Re}(x_j), \text{Im}(x_j), \text{Re}(x_k), \text{Im}(x_k) \). Hence each entry of \( A_m \) is a polynomial (of degree two) with respect to these variables.
Consider the polynomial $Q(x) = \det(G)$, for $|x\rangle \in S_{2d-1}$, where $G$ is the Gram matrix defined in part (C) of Remark 3.4. Then, as in the proof of Theorem 3.8, $\{A_m^* A_n\}$ is linearly independent if and only if $Q(x) \neq 0$. By assumption, there exists $|w\rangle \in S_{2d-1}$ with the corresponding $\{A_m^* A_n\}$ linearly independent which implies that $Q(w)$ is not identically zero. Hence, by Lemma 3.6, the zero-set of $Q$ is a Lebesgue null-set. (By the comments above Lemma 3.6, the standard Lebesgue measure on the sphere $S_{2d-1}$ is locally equivalent to the Lebesgue measure on $\mathbb{R}^{2d-1}$.) This proves part (a) of the theorem. Part (b) is an immediate consequence of Theorem 3.8 and the fact that $A_m = A_m^*$.

Remark 3.10. We could also consider $V_m = 2|x_m\rangle\langle x_m| - I_{d-1}$ in (11) using different vectors $|x_m\rangle$ on the unit sphere in $\mathbb{C}^{d-1}$ and prove results analogous to (a) and (b) in Theorem 3.8.

Let $d \geq 3$, fix $t \in (-1,1)$, and assume that we can find a unit vector $|x\rangle \in \mathbb{C}^{d-1}$ such that the map $\Phi$ given by (12) with all $V_m = 2|x\rangle\langle x| - I_{d-1}$ in (11) is extreme in either the set of UCP or CPT maps. Since $V_m$ is self-adjoint, it then follows from part (B) of Remark 3.4 and the theorems above that almost every choice of $(V_1, V_2, \ldots V_d)$ in (11) generates a UCPT map $\Phi$ that is extreme in both the set of UCP maps and the set of CPT maps, for all the scenarios described in Theorem 3.8.

Thus, we are motivated to find unit vectors $|x\rangle$ which generate extreme UCP (or CPT) maps in this way. This is done in the following sections.

- In Sect. 3.3.1 we introduce a vector $|w\rangle$ for which the hypothesis in Theorem 3.9 holds for all $d \geq 3$ if $t \neq \frac{-1}{d-1}$.
- In Sect. 3.3.2 we describe evidence that the hypothesis in Theorem 3.9 holds for all $t \in (-1,1)$ when $d = 3, 4, 5, 6, 7$, and conjecture that it holds for all $d \geq 3$.
- In Sect. 3.3.3 we introduce a different type of unitary $W = W^* \in U(d-1)$ for which the hypothesis in Theorem 3.8 holds for all $t \in (-1,1)$ when $d \geq 5$ is odd.

Although Theorem 3.8 only requires $W$ to be unitary, in all of our examples $W = W^*$. Similarly, in all of our examples which satisfy the hypothesis of Theorem 3.9, the unit vector $|x\rangle \in \mathbb{C}^{d-1}$ is in $\mathbb{R}^{d-1}$.

If, however, $W$ in Theorem 3.8 is unitary, but not self-adjoint, then our conclusions are more restricted. Let $d \geq 3$ and fix $t \in (-1,1)$.

(a) If (11) and (12) generate a map $\Phi$ which is extreme in the set of CPT maps, then almost every corresponding choice of $(V_1, V_2, \ldots V_d)$ in (11) generates a map $\Phi$ that is extreme in the set of CPT maps, for all the scenarios described in Theorem 3.8.

(b) If (11) and (12) generate a map $\Phi$ which is extreme in the set of UCP maps, then almost every corresponding choice of $(V_1, V_2, \ldots V_d)$ in (11) generates a map $\Phi$ that is extreme in the set of UCP maps, for all the scenarios described in Theorem 3.8.
3.3. Critical Examples

3.3.1. Key Example. Recall that $|\mathbf{1}_d\rangle$ denotes the vector whose elements are all $d^{-1/2}$ and define $W_d \in M_d(\mathbb{C})$ as

$$W_d = 2|\mathbf{1}_d\rangle\langle \mathbf{1}_d| - \mathbf{I}_d. \quad (15)$$

It is easy to verify directly that $W_d$ is unitary and self-adjoint; in fact, its eigenvalues are $-1$ with multiplicity $d-1$, and $+1$ (non-degenerate).

For our first, and most important, example we choose $V_m$ in (11) to be $W_{d-1}$ so that $A_1 = t|e_1\rangle\langle e_1| \oplus W_{d-1}$ and $A_m = S^{-1}A_{m-1}S = S^{-m+1}A_1S^{m-1}$ for $m = 2, 3, \ldots, d$. Then $A_m$ can be written in block form as

$$A_m = S^{-m+1} \begin{pmatrix} t & 0 \\ 0 & W_{d-1} \end{pmatrix} S^{m-1}, \quad m = 1, 2, \ldots, d. \quad (16)$$

For this example we will prove the following

**Theorem 3.11.** For $d \geq 3$ and $t \in (-1, 1)$, let $A_m$ be the matrices defined in (16). Then $A_m^\ast = A_m$ and when $t \neq -1/d - 1$,

(a) the set of matrices $\{A_mA_n\}_{m,n=1}^d$ is linearly independent,

(b) the map $\Phi(\rho) = \frac{1}{d-1+t^2} \sum_{m=1}^d A_m \rho A_m$ is an extreme point of both the CPT and UCP maps, and

(c) $\Phi$ is not factorizable.

Since $A_m = A_m^\ast$, part (B) of Remark 3.4 implies that part (b) follows immediately from part (a). Part (c) then follows from (b) because, as stated in part (C) of Remark 3.4, an extreme point of the UCP maps is never factorizable.

The proof of (a) is postponed to Sect. 4, in part because the argument is fairly long, but also because in the cases $d = 3$ and $t = -1/d - 1$ we prove some related results of independent interest. The proof of (a) is given in Sects. 4.1–4.4 for $d \geq 4$ and in Sect. 4.5 for $d = 3$. For $d = 3$, we also prove that the channels for $t = 1$ and $t = -1/d - 1 = -\frac{1}{2}$ have exact factorizations which are dual in the sense that they can be obtained from the same unitary operator in $M_3(\mathbb{C}) \otimes M_3(\mathbb{C})$ by switching the roles of the two algebras. In Sect. 4.5, we consider the special case $t = -1/d - 1$ and show that the anti-symmetric and symmetric sets $\{A_mA_n - A_nA_m\}_{m<n}$ and $\{A_mA_n + A_nA_m\}_{m<n}$ are each separately linearly dependent.

**Remark 3.12.** We also note that our proof (presented in Sect. 4) implies the following

(a) For $d \geq 3$ and $t = 1$, the sets $\{A_m^2\}_{m=1}^d$ and $\{A_mA_n - A_nA_m\}_{m<n}$ are each separately linearly dependent.

(b) For $d \geq 3$ and $t = -1$, the set $\{A_m^2\}_{m=1}^d$ is linearly dependent, but the set $\{A_mA_n\}_{m \neq n}$ is linearly independent.
3.3.2. Rank One Projections. The unitary $W_{d-1} = 2|\mathbb{1}_{d-1}\rangle\langle \mathbb{1}_{d-1}| - I_{d-1}$ used in the previous section is invariant under permutations, i.e., $P^{-1}W_{d-1}P = W_{d-1}$ for all permutations $P$. This symmetry allows us to present a full analysis of the linear independence of $\{A_mA_n\}$ in Sect. 4. However, this same symmetry gives rise to a highly degenerate linear dependency when $t = \frac{-1}{d-1}$.

If $|\mathbb{1}_{d-1}\rangle$ is replaced by any unit vector $|x\rangle \in \mathbb{C}_{d-1}$, then $V = 2|x\rangle\langle x| - I_{d-1}$ is also unitary. One would expect that most unit vectors $|x\rangle$ give a unitary $V$ which, when used in (11), generates a set of matrices for which $\{A_mA_n\}$ is linearly independent when $t = \frac{-1}{d-1}$.

**Conjecture 3.13.** For all integers $d \geq 3$, one can find a vector $|x\rangle$ on the unit sphere in $\mathbb{R}_{d-1}$ such that with $V_m = 2|x\rangle\langle x| - I_{d-1}$ $\forall m$ in (11), the set of matrices $\{A_mA_n\}$ is linearly independent when $t = \frac{-1}{d-1}$.

Exact numerical results obtained using Maple for $d = 3, 4, 5, 6, 7$ not only support this conjecture, but suggest that it is easy to find such $|x\rangle$. Indeed, any vector for which $x_j \neq 0 \forall j$ and some $|x_j| \neq (d - 1)^{-1/2}$ seems to satisfy this conjecture. Moreover, when $d$ was small enough to find all roots of $\det G(t) = 0$, there was high degeneracy at $t = \pm 1$, and many complex roots. In view of Theorem 3.5, it hardly seems plausible that every $|x\rangle \in \mathbb{C}_d$ generates a Gram matrix from $\{A_mA_n\}$ which has a root at $t = \frac{-1}{d-1}$.

3.3.3. $d = 2\nu + 1 > 3$ Odd. In this section we consider a completely different example which is not associated with a rank one projection. Instead, it is based on a permutation matrix with $\nu = \frac{1}{2}(d - 1)$ swaps, which can be viewed as a projection of rank $\nu = \frac{1}{2}(d - 1)$.

All addition of indices in what follows will be mod $d$. For $m = 1, 2, \ldots d$, define

$$V_m = \sum_{k=1}^{\nu} (|e_{m+k}\rangle\langle e_{m-k}| + |e_{m-k}\rangle\langle e_{m+k}|) = \left(\sum_{j=1}^{d} |e_j\rangle\langle e_{2m-j}|-|e_m\rangle\langle e_m|\right). \quad (17)$$

Then $V_m = V_m^*$ and its restriction to $\mathbb{C}_d\setminus\text{span}\{|e_m\rangle\} \simeq \mathbb{C}_{d-1}$ is a unitary whose effect on a vector $|w\rangle$ is to swap its elements in $\nu$ pairs $w_{j+\nu} \leftrightarrow w_{j-\nu}$, and $A_m = V_m \oplus t|e_m\rangle\langle e_m|$ has the form (11).

**Theorem 3.14.** When $A_m = V_m \oplus t|e_m\rangle\langle e_m|$, then $A_m = A_m^*$, the set $\{A_m^* A_n\}_{m,n=1}^d$ is linearly independent and the channel $\Phi(\rho) = \sum_{k=1}^{d} A_k \rho A_k^*$ is an extreme point of both the set of CPT maps and the set of UCP maps

(a) for all $t \in (-1, 1)$ when $d = 2\nu + 1 > 3$, and
(b) for all $t \neq \frac{-1}{2} \in (-1, 1)$ when $d = 3$.

**Proof.** It follows from Proposition 3.2 and the fact that $A_m = A_m^*$ that it suffices to show that the set $\{A_m A_n\}_{m \neq n}$ is linearly independent. Observe that
\[
(V_m + |e_m\rangle\langle e_m|)(V_n + |e_n\rangle\langle e_n|) = \sum_{j=1}^{d} \sum_{k=1}^{d} |e_j\rangle\langle e_{2m-j}|e_k\rangle\langle e_{2n-k}|
\]

\[
= \sum_{j=1}^{d} |e_j\rangle\langle e_{2(n-m)+j}| = S^{2(n-m)}
\]

(18)

where \( S = \sum_k |e_k\rangle\langle e_{k+1}| \) is the cyclic shift. It then follows that

\[
A_mA_n = S^{2(n-m)} - (1 - t)(|e_{2m-n}\rangle\langle e_n| + |e_m\rangle\langle e_{2n-m}|) + \delta_{mn}(1 - t)^2|e_m\rangle\langle e_m|
\]

or, equivalently, with \( \ell = n - m \)

\[
A_mA_{m+\ell} = S^{2\ell} - (1 - t)(|e_{m-\ell}\rangle\langle e_{m+\ell}| + |e_m\rangle\langle e_{m+2\ell}|) + \delta_{\ell0}(1 - t)^2|e_m\rangle\langle e_m|.
\]

(19)

This implies that \( \{A_mA_n\}_{m \neq n} \) can be decomposed into \( d - 1 \) disjoint sets of the form \( \mathcal{C}_\ell = \{A_mA_{m+\ell}\}_{m=1}^{d} \), with \( \ell = 1, \ldots, (d - 1) \), i.e., \( \text{span}\{\mathcal{C}_\ell\} \cap \text{span}\{\mathcal{C}_\ell\} = \{0\} \) whenever \( k \neq \ell \). Thus it suffices to show that each of the sets \( \mathcal{C}_\ell \) contains \( d \) linearly independent matrices.

For \( \ell \neq 0 \), the matrices in \( \mathcal{C}_\ell \) are nonzero only where \( S^{2\ell} \) is nonzero and

\[
\sum_{m=1}^{d}A_mA_{m+\ell} = [d - 2(1 - t)]S^{2\ell} \text{ (which is nonzero unless } d = 3, t = -\frac{1}{2})\]

Thus, it suffices to show that for each fixed \( \ell \in \{1, 2, \ldots, d - 1\} \), the matrices

\[
F_{m\ell} \equiv \frac{1}{1 - t}(S^{2\ell} - A_mA_{m+\ell}) = |e_{m-\ell}\rangle\langle e_{m+\ell}| + |e_m\rangle\langle e_{m+2\ell}|
\]

\( m = 1, 2, \ldots, d \)

are linearly independent. Now, after a shift which does not affect linear independence, we can associate each \( F_{m\ell} \) with the vector \( |v_{m\ell}\rangle = |e_m\rangle + |e_{m-\ell}\rangle \) in \( \mathbb{C}_d \) where \( m = 1, 2, \ldots, d \) and \( \ell \in \{1, 2, \ldots, d - 1\} \) is fixed.

One way to show linear independence is to consider the matrix \( M_\ell \) in which the vectors \( |v_{m\ell}\rangle \) are the rows. Then \( M_\ell = I + S^{-\ell} \) is a circulant matrix whose eigenvalues are well-known to be \( \lambda_k = 1 + e^{-2\pi ik\ell/d} \neq 0 \) [9, Section 2.5, Problem 21]. For odd, no \( d \)-th root of unity can be \( -1 \) which implies \( \lambda_k \neq 0 \) and \( M_\ell \) is non-singular. Therefore, the set of matrices \( \{F_{m\ell}\}_{m=1}^{d} \) or, equivalently, \( \{A_mA_{m+\ell}\}_{m=1}^{d} \) is linear independent for each fixed \( \ell \).

Alternatively, observe that since \( |e_j\rangle = |e_{j-d\ell}\rangle \), one can write

\[
2|e_j\rangle = |e_j\rangle + |e_{j-d\ell}\rangle = \sum_{k=1}^{d}(-1)^{k+1}|e_{j-(k-1)\ell}\rangle + |e_{j-k\ell}\rangle
\]

\[
= \sum_{k=1}^{d}(-1)^{k+1}|v_{(j-(k-1)\ell)}\rangle, \ell).
\]

This implies that, for each fixed \( \ell \), every vector in the orthonormal basis \( \{|e_j\rangle\}_{m=1}^{d} \) is in the span of \( \{|v_{m\ell}\rangle\}_{m=1}^{d} \) which implies that the vectors \( \{v_{m\ell}\}_{m=1}^{d} \) form a basis for \( \mathbb{C}_d \) and are, hence, linearly independent.

To see why this example is the opposite of a rank one projection, recall that \( E = E^* = E^2 \in \mathbb{C}_d \) is a projection of rank \( r \) if and only if \( I_d - E \) is a projection of rank \( d - r \). Whenever \( E \) is a projection, \( V = 2E - I \) is unitary and
the replacement $E \mapsto (I - E)$ takes $V \mapsto -V$. Thus any unitary matrix that can be constructed with a projection of rank $> \lfloor d/2 \rfloor$ can also be constructed with a projection of rank $\leq \lfloor d/2 \rfloor$.

When $V_m$ is given by (17), there is a projection $E_m = \sum_{k=1}^\nu |x_{mk}\rangle \langle x_{mk}|$ of rank $\nu = \frac{1}{2}(d - 1)$ formed from the vectors $|x_{mk}\rangle = \frac{1}{\sqrt{2}}(|e_{m+k}\rangle + |e_{m-k}\rangle)$ so that $V_m = 2E_m - I_{d-1}$. Thus $V_m$ comes from a projection with the maximal rank on $C_{d-1}$.

When $d = 2\nu$ is even, $d - 1$ is odd and it is not possible to construct a unitary consisting only of $\nu$ swaps. If one uses (17), the term with $k = \nu$ becomes $|m + \nu\rangle\langle m - \nu| = |m + \nu\rangle\langle m + \nu|$ (mod $d = 2\nu$). When $d$ is odd, $V_m$ is essentially a projection $W \in C_{d-1}$ with 1’s on the skew diagonal and 0 elsewhere. Extending this to $d = 2\nu$, i.e., generating $A_m$ in (11) from a projection $W \in C_{d-1}$ with 1’s on the skew diagonal, gives

$$V_m = \sum_{k=1}^{\nu-1} (|e_{m+k}\rangle \langle e_{m-k}|e_{m+k}\rangle \langle e_{m-k}|) + |m + \nu\rangle \langle m + \nu|,$$

(20)

However, when $A_m = t|e_m\rangle \langle e_m| \oplus V_m,$

$$S^{-\nu}A_mS^{\nu} - A_m = (1 - t)(|e_m\rangle \langle e_m| - |e_{\nu}\rangle \langle e_{\nu}|)$$

which implies that $A_mA_{m+\nu}$ is diagonal so that $A_mA_{m+\nu} \in \text{span}\{A_n^{2}\}$. There does not seem to be a natural generalization of (17) to $d = 2\nu$ which yields a linearly independent set of $\{A_mA_n\}$.

3.3.4. Band Width. We have focused on finding examples of matrices $V \in C_{d-1}$ that generate linearly independent sets of $\{A_m^*A_n\}$ via (11) because these imply that almost all choices of $V_k$ also generate linearly independent sets as described in Theorem 3.8. Nevertheless, a null set with respect to Haar measure does allow for infinitely many choices of $V_k$ that generate linearly dependent sets. We now consider what those sets might look like.

First, if all of the $V_m$ in (11) are diagonal, then $A_m^*A_n$ is also diagonal. It then follows immediately from Theorem 3.2 and Remark 3.3 that $\{A_m^*A_n\}_{m=1}^d$ are linearly dependent. In fact, if $A_m^*A_n$ is diagonal for even one pair of $m \neq n$, the set of $\{A_mA_n\}$ is linearly dependent. One can have such pairs even when none of the $V_m$ are diagonal. This is the case for the $V_m$ in (20), which generate $A_m$ for which $A_m^*A_{m+\nu}$ is diagonal when $d = 2\nu$ is even.

We can extend the diagonal examples by introducing the notion of band width. We first observe that when $S$ is the cyclic shift defined above (10), every matrix $B \in M_d(C)$ can be written uniquely as

$$B = \sum_{k=-\xi_-}^{\xi_+} D_k S^k$$

(21)

where $D_k$ is diagonal, $\xi_- = \lfloor (d - 1)/2 \rfloor$ and $\xi_+ = \lceil (d - 1)/2 \rceil$.

Definition 3.15. Let $d \geq 3$ be an integer. For each matrix $B$ in $M_d(C)$ with elements $b_{jk}$ define its band width to be $\beta(B) = \max\{|j - k| : b_{jk} \neq 0\}$ (with
0 the band width of the zero matrix). Define its cyclic band width \( \mu \) as the smallest positive integer such that \( B = \sum_{k=-\mu}^{\mu} D_k S^k \) with each \( D_k \) diagonal.

The following properties are straightforward to verify for all \( A, B \in M_d(\mathbb{C}) \).

(a) \( \mu(B) \leq \beta(B) \) and \( \mu(B) \leq \lfloor (d - 1)/2 \rfloor \).

(b) A matrix \( D \) is diagonal if and only if \( \mu(D) = 0 \) if and only if \( \beta(D) = 0 \).

(c) \( \beta(A^*) = \beta(A) \); \( \mu(A^*) = \mu(A) \) and \( \mu(S^* A S) = \mu(A) \);

(d) \( \beta(AB) \leq \beta(A) + \beta(B) \), and \( \mu(AB) \leq \mu(A) + \mu(B) \).

We also note that one can find \( B \) with \( \beta(B) = d - 1 \). Moreover, \( \beta(B) \) is not invariant under cyclic permutations. Indeed, \( S^* |e_{d-1}\rangle \langle e_d| S = |e_d\rangle \langle e_1| \) so that a single cyclic shift can map the matrix \( B = |e_{d-1}\rangle \langle e_d| \) with \( \beta(B) = 1 \) to one with \( \beta(S^* B S) = d - 1 \), which is the maximal value of \( \beta \).

**Proposition 3.16.** Let \( d \geq 3 \) be an integer and let \( V_1, \ldots, V_d \) be unitaries in \( M_{d-1}(\mathbb{C}) \) with band width \( \beta(V_m) < (d - 1)/4 \), for each \( m \). Then, for the associated matrices \( A_1, \ldots, A_d \) in \( M_d(\mathbb{C}) \), defined in (10), it follows that the set \( \{A^*_m A_n\} \) is not linearly independent for any value of \( t \in [-1, 1] \).

**Proof.** Let \( B_m = t |e_1\rangle \langle e_1| \oplus V_m = \begin{pmatrix} t & 0 \\ 0 & V_m \end{pmatrix} \), \( m = 1, 2, \ldots, d \). Then \( \beta(B_m) = \beta(V_m) < (d - 1)/4 \) and \( A_m = S^{-m+1} B_m S^{m-1}, \) which implies \( \mu(A_m) = \mu(B_m) < (d - 1)/4, \) for all \( m \), so that \( \mu(A^*_m A_n) < (d - 1)/2, \) for all \( m, n \).

Since the set of matrices \( A \) in \( M_d(\mathbb{C}) \) satisfying \( \mu(A) < (d - 1)/2 \) is a proper linear subspace of \( M_d(\mathbb{C}) \), we conclude that \( \{A^*_m A_n\} \) cannot be a basis for \( M_d(\mathbb{C}) \), and hence not linearly independent. \( \square \)

Note, however, that \( \mu(V_m) > (d - 1)/4 \) does not necessarily imply that \( \{A^*_m A_n\} \) generated as in (11) are linearly independent. When \( d = 2 \nu \geq 8 \), the \( V_m \) in (20) have the maximal cyclic band width of \( \nu = \lceil \frac{1}{2}(d - 1) \rceil = \frac{1}{2} d \), but nevertheless generate sets of \( \{A^*_m A_n\} \) which are linearly dependent for all \( t \in \mathbb{R} \).

4. Analysis of Key Example

4.1. Overview

We begin with an outline of the steps in the rather long analysis of the key example in Sect. 3.3.1. In the next section we describe \( A_m A_n \) explicitly and find some properties which allow us to reduce the linear independence of \( \{A_m A_n\}_{m \neq n} \) to that of \( \{X_{mn}\}_{m \neq n} \) where the matrices \( X_{mn} \) each have only two nonzero rows and columns.

In Sect. 4.3 we observe that it suffices to consider the linear independence of the sets \( \{X_{mn}^+\}_{m < n} \) and \( \{X_{mn}^-\}_{m < n} \) where \( X_{mn}^\pm = X_{mn} \pm X_{mn}^* \). We then observe that we can remove a common factor so that the nonzero elements \( x_{jk} \) of \( X_{mn}^\pm \) are \( \pm 1 \) with the exception of \( x_{mn} \) and \( x_{nm} \). The linear independence of the sets \( \{X_{mn}^\pm\}_{m < n} \) depends only on the elements above the diagonal. We
construct a larger matrix $\Omega^\pm$ whose rows are these elements $x_{jk}$ of $X_{mn}$ arranged in lexicographic order. Remarkably, the diagonal of $\Omega^\pm$ is a multiple of the identity, whose value depends on $t$. This allows us to reduce the linear independence of $\{X_{mn}\}_{m<n}$ to an eigenvalue problem for $\Omega^\pm$.

The eigenspaces of $\Omega^\pm$ are associated with representations of the symmetric group, which allows us to find all of the eigenvalues and eigenspaces explicitly. This is done in Sect. 4.6 for $d \geq 4$. The results imply linear independence of $\{A_mA_n\}_{m \neq n}$ when $t \neq \frac{-1}{d-1}$.

The reduction process used in Sect. 4.2 is not valid when $d = 3$ or when $t = \frac{-1}{d-1}$. Therefore the case $d = 3$ is analyzed separately in Sect. 4.5 in which we also present a pair of novel factorizability results relating the channels with $t = 1$ and $t = \frac{-1}{2}$. The linear dependence of $\{A_mA_n\}_{m \neq n}$ when $d > 3$ and $t = \frac{-1}{d-1}$ is analyzed in Sect. 4.6.

4.2. Structure of $A_mA_n$

We begin our analysis of our key example in Sect. 3.3.1 by observing that the entries of the matrix $A_1 = t|e_1\rangle\langle e_1| \oplus W_{d-1} = t|e_1\rangle\langle e_1| \oplus (2|1_{d-1}\rangle\langle 1_{d-1}| - I_{d-1})$ are

$$a_{jk} = \begin{cases} t & j = k = 1 \\ v_{jk} = \frac{2}{d-1} & j \neq k \in \{2,3\ldots d\} \\ 0 & j = 1 \text{ or } k = 1, j \neq k \\ v_{jj} = \frac{3-d}{d-1} & j = k \neq 1 \end{cases}$$

(22)

Since $A_m = A_m^*$, and $A_mA_n^* = A_m^*A_n = A_mA_n$ a straightforward calculation gives

$$(d-1)^2\langle e_j, A_mA_ne_k \rangle = \begin{cases} -t(d-1)(d-3) & j = k = m, j = k = n \\ 2t(d-1) & j = m, k \neq m, n \text{ or } k = n, j \neq m, n \\ 2(d-3) & j = n, k \neq m, n \text{ or } k = m, j \neq m, n \\ 0 & j = m, k = n \\ 4(d-2) & j = n, k = m \\ (d-3)(d+1) & j = k \neq m, n \\ -4 & j \neq k, j, k \neq m, n \end{cases}$$

(23)

so that, e.g.,

$$A_1A_d = \frac{1}{(d-1)^2} \begin{pmatrix} \tau & b & \ldots & b & \ldots & b & 0 \\ a & & & & & & b \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & b \\ a & \tilde{V}_{d-2} & b & & & & \\ \vdots & & \ddots & \ddots & \ddots & \ddots & b \\ a & b & \ldots & b & & & \\ a & b & \ldots & a & \ldots & \tau \end{pmatrix}$$
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where \( a = 2(d - 3) \), \( b = 2t(d - 1) \), \( \tau = -t(d - 1)(d - 3) \), \( u = 4(d - 2) \) and \( \tilde{V}_{d-2} \) is the matrix in \( M_{d-2}(C) \) obtained by removing the last row and column from \( V \).

By Remark 3.3 we do not need to consider the diagonal elements of \( A_m A_n \); therefore, it suffices to determine whether or not there exists a matrix \( C \) with elements \( c_{jk} \) such that \( \langle e_j, \sum_{m \neq n} c_{mn} A_m A_n e_k \rangle = 0 \) when \( j \neq k \). It follows immediately from (23) that this holds if and only if

\[
0 = 4(d - 2)c_{jk} + a \sum_{m \neq j, k} (c_{jm} + c_{mk}) + b \sum_{m \neq j, k} (c_{mj} + c_{km}) - 4 \sum_{m, n \neq j, k} c_{mn}.
\]

(24)

We can simplify the conditions on \( c_{jk} \) by first observing that it also follows immediately from (23) that

\[
(d - 1)^2 \sum_{m \neq n} \langle e_j, A_m A_n e_k \rangle = 4(d - 2)[1 + t(d - 1)] \quad \forall j \neq k,
\]

and

\[
(d - 1)^2 \sum_{m \neq n} \langle e_k, A_m A_n e_k \rangle = (d - 1)(d - 3)[(d - 2)(d + 1) - 2t(d - 1)] \quad \forall k
\]

so that

\[
(d - 1)^2 \sum_{m=1}^{d} \sum_{n=1}^{d} A_m A_n = p_d(t) |1_d\rangle\langle 1_d| + [q_d(t) - d \cdot p_d(t)] I_d
\]

(25)

where

\[
p_d(t) = 4d(d - 2)[1 + t(d - 1)]
\]

(26a)

and

\[
q_d(t) = (d - 1)(d - 3)[(d - 2)(d + 1) - 2t(d - 1)].
\]

(26b)

In the special case, \( t = \frac{-1}{d-1} \),

\[
\sum_{m \neq n} A_m A_n = \begin{cases} 0 & d = 3 \\ q_d \left( \frac{-1}{d-1} \right) I_d & d \geq 4 \end{cases}
\]

(27)

with \( q_d \left( \frac{-1}{d-1} \right) = d(d - 1)^2(d - 2) \). For \( d = 3 \), this immediately implies that \( \{A_m A_n\}_{m \neq n} \) is linearly dependent when \( t = \frac{-1}{d-1} \).

If \( t \neq \frac{-1}{d-1} \), then after using the freedom from Remark 3.2 to adjust the diagonal elements arbitrarily, we can proceed as if \( \sum_{mn} A_m A_n \) is a multiple of \( |1_d\rangle\langle 1_d| \). Then we can remove \( \tilde{V}_{d-2}^2 \) by replacing \( A_m A_n \) by \( (d - 1)^2 A_m A_n + 4d|1_d\rangle\langle 1_d| \). Thus we can conclude that

**Proposition 4.1.** For \( d \geq 4 \) with \( t \in (-1, 1) \) and \( t \neq \frac{-1}{d-1} \), the set \( \{A_m A_n\}_{m,n=1}^d \) is linearly independent if and only if \( \{X_{mn}\}_{m \neq n} \) is linearly independent where

\[
X_{mn} = (d - 1)^2 A_m A_n + 4d|1_d\rangle\langle 1_d| - D_{mn}, \quad m, n = 1, 2, \ldots d
\]

(28)
and $D_{mn} = D_{nm}$ is a diagonal matrix chosen so that the diagonal of $X_{mn}$ is identically zero. In particular, one can find a constant $\lambda$ such that

$$D_{mn} = \lambda I_d + (\tau - \lambda)(|e_m\rangle\langle e_m| + |e_n\rangle\langle e_n|).$$  \hspace{1cm} (29)$$

In Sect. 4.6, we consider the case $t = \frac{\tau}{d^2} - 1$ in detail for $d \geq 4$. Although we can not write $|1_d\rangle\langle 1_d|$ as a linear combination of $A_m A_n$ in that case, we can still use $X_{mn}$ to reach some conclusions about the linear independence of $\{A_m A_n\}_{m \neq n}$. Moreover, we give a simple proof of the linear dependence conditions in this case which does not use Proposition 4.1. The case $d = 3$ must be treated separately, which is done in Sect. 4.5.

The matrix $X_{mn}$ obtained in (28) has elements

$$\langle e_j, X_{mn} e_k \rangle = \begin{cases} \hat{a} \equiv 2(d - 1) & j = n, k \neq m, n \text{ or } k = m, j \neq m, n \\ \hat{b} \equiv 4 + 2t(d - 1) & j = m, k \neq n, j \neq m, n \\ \hat{u} \equiv 4(d - 1) & j = n, k = m \\ 4 & j = m, k = n \\ 0 & \text{otherwise} \end{cases}$$

or, equivalently,

$$X_{mn} = \hat{u}|e_n\rangle\langle e_m| + 4|e_m\rangle\langle e_n| + \hat{a} \sum_{j \neq m, n} (|e_j\rangle\langle e_m| + |e_n\rangle\langle e_j|) + \hat{b} \sum_{j \neq m, n} (|e_m\rangle\langle e_j| + |e_j\rangle\langle e_n|)$$  \hspace{1cm} (30)$$

where $\hat{a} = 2(d - 1), \hat{u} = 4(d - 1), \hat{b} = 2t(d - 1) + 4$. Thus we can write, showing only rows and columns with nonzero elements,

$$X_{mn} = \begin{pmatrix} \hat{a} & \hat{b} & \cdots & \hat{a} & \hat{b} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \hat{a} & \hat{b} & \cdots & \hat{a} & \hat{b} \\ \hat{b} & 0 & \hat{b} & \cdots & \hat{b} \\ \hat{a} & 0 & \hat{a} & \hat{b} & \cdots \\ \vdots & \vdots & \vdots & \hat{b} & \cdots \\ \hat{a} & \hat{b} & \cdots & \hat{a} & \hat{b} \\ \vdots & \vdots & \vdots & \hat{b} & \cdots \\ \hat{b} & \cdots & \hat{a} & \hat{b} & \cdots \\ \vdots & \vdots & \vdots & \hat{b} & \cdots \\ \hat{a} & \hat{b} & \cdots & \hat{a} & \hat{b} \end{pmatrix}.$$  

It follows from (30) that the set $\{X_{mn}\}_{m \neq n}$ is linearly dependent if and only if there is a matrix $C$ with elements $c_{mn}$ such that

$$0 = \sum_{mn} c_{mn} \langle e_j, X_{mn} e_k \rangle \quad \forall j, k.$$  \hspace{1cm} (31)$$
Remark 4.2. The set of matrices satisfying (31) or, equivalently, (24) is a subspace \( \mathcal{N} \) of \( M_d(\mathbb{C}) \) which is invariant under permutations and under the adjoint map, i.e., \( C \in \mathcal{N} \) implies \( C^* \in \mathcal{N} \) and \( P^*CP \in \mathcal{N} \) for all permutation matrices \( P \).

We chose \( \mathcal{N} \) to denote this subspace because it is the null space of the \( d^2 \times d^2 \) matrix whose rows are the elements of \( X_{mn} \). However, this formulation does not give much insight. Instead we will exploit invariance under the adjoint map to reformulate the linear dependence as pair of eigenvalue problems. Moreover, the invariance under permutations will allow us to identify the eigenspaces with irreducible representations of the symmetric group \( S_d \).

### 4.3. Reformulation as an Eigenvalue Problem

We can replace the pair \( X_{mn}, X_{nm} \) with \( m < n \) by the pair of matrices

\[
X_{mn}^\pm \equiv X_{mn} \pm X_{nm}^* = X_{mn} \pm X_{nm}
\]

so that \( (X_{mn}^+)^* = X_{mn} - X_{nm} \) is symmetric and \( (X_{mn}^-)^* = -X_{mn} \) skew symmetric. Since \( \text{Tr} \ X_{mn}^+ X_{jk}^- = \text{Tr} (X_{mn}^+ X_{jk}^-)^T = -\text{Tr} X_{mn}^+ X_{jk}^- \) for all \( j < k \), and \( m < n \), the sets \( \{X_{mn}^+\}_{m<n} \) and \( \{X_{mn}^-\}_{m<n} \) are orthogonal. Thus the set \( \{X_{mn}\}_{m\neq n} \) is linearly independent if and only if both of the sets \( \{X_{mn}^+\}_{m<n} \) and \( \{X_{mn}^-\}_{m<n} \) are linearly independent.

For \( d \geq 4 \), we observe that when \( t = \frac{d-3}{d-1} \), \( \hat{a} = \hat{b} \) and

\[
X_{mn}^- = -(\hat{a} - 4)(|e_m\rangle\langle e_n| - |e_n\rangle\langle e_m|) = 4(2 - d)(|e_m\rangle\langle e_n| - |e_n\rangle\langle e_m|)
\]

from which the linear independence of \( \{X_{mn}^-\} \) follows immediately. For all other choices of \( t \), \( \hat{a} - \hat{b} \neq 0 \) and \( \hat{a} + \hat{b} \neq 0 \) for any choice of \( t \). Thus, in what follows, we can assume that \( \hat{a} \pm \hat{b} \neq 0 \), and modify the definition of \( X_{mn}^\pm \) above by removing the common nonzero factor of \( \hat{a} \pm \hat{b} \) and defining (with \( t \neq \frac{d-3}{d-1} \) for \( X_{mn}^- \))

\[
X_{mn}^\pm \equiv \frac{1}{\hat{b} \pm \hat{a}} (X_{mn} \pm X_{nm}^*) = \frac{1}{\hat{b} \pm \hat{a}} (X_{mn} \pm X_{nm})
\]

\[
= w_d^\pm(|e_m\rangle\langle e_n| \pm |e_n\rangle\langle e_m|) + \sum_{j \neq m,n} (|e_j\rangle\langle e_m| + |e_n\rangle\langle e_j|)
\]

\[
\pm (|e_m\rangle\langle e_k| \pm |e_k\rangle\langle e_m|)
\]

(32)

where we used (30) and

\[
w_d^+ (t) = \frac{\hat{a} + 4}{\hat{a} + \hat{b}} = \frac{2d}{d + t(d-1)} \in (1, d) - 1 < t < 1
\]

\[
w_d^- (t) = \frac{\hat{a} - 4}{\hat{a} - \hat{b}} = \frac{2(d - 2)}{(d - 3) - t(d-1)} \in \left\{ \begin{array}{ll} (1, \infty) & -1 < t < \frac{d-1}{d-3} \\ (-\infty, 2 - d) & \frac{d-3}{d-1} < t < 1 \end{array} \right.
\]

Note that \( w_d^\pm \) depends on \( t \) and when this is important we write \( w_d^\pm (t) \); otherwise we suppress this dependence to avoid cumbersome notation. In particular

\[
w_d^+ (-1) = d \quad w_d^+ (\frac{-1}{d-1}) = 2 \quad w_d^+ (0) = \frac{2d}{d+1} \quad w_d^+ (\frac{-3}{d-1}) = \frac{d}{d-1} \quad w_d^+ (1) = 1
\]
Although the replacement (28) does not preserve linear independence when $t = \frac{-1}{d-1}$, we allow $w^\pm_d = 2$ in order to obtain a complete set of eigenvectors for the eigenvalue problem for $\Omega^\pm_d(0)$ described below.

It will be useful to consider $X^\pm_{mn}$ as a function of $x$, where $x$ replaces $w^\pm_d(t)$, and allow $x \in \mathbb{R}$ even when there is no $t \in [-1,1]$ for which $x = w^\pm_d(t)$. Thus,

$$X^\pm_{mn}(x) = x (|e_m\rangle\langle e_n| \pm |e_n\rangle\langle e_m|) + \sum_{j \neq m,n} (|e_m\rangle\langle e_j| \pm |e_j\rangle\langle e_m| + |e_n\rangle\langle e_j| \pm |e_j\rangle\langle e_n|)$$

or, equivalently, again showing only the nonzero rows and columns.

$$X^\pm_{nm}(x) = \begin{pmatrix}
\pm1 & 1 \\
\vdots & \vdots \\
\pm1 & 1 \\
1 & \ldots & 1 & 0 & 1 & x & 1 & \ldots \\
\pm1 & 1 \\
\vdots & \vdots \\
\pm1 & 1 \\
\pm1 & \ldots & \pm1 & \pm x & \pm 1 & 0 & \pm 1 & \ldots \\
\pm1 & 1 \\
\vdots & \vdots 
\end{pmatrix}$$

We now define a $\frac{1}{2}d(d-1) \times \frac{1}{2}d(d-1)$ matrix $\Omega^\pm_d(x)$ whose rows are given by the elements of $X^\pm_{mn}(x)$ above the diagonal, arranged in lexicographic order so that its elements are as follows with $m < n, j < k$

$$\omega_{mn,jk} = (x \mp 2)\delta_{jm}\delta_{kn} + \delta_{jm} + \delta_{mk} \pm \delta_{jn} \pm \delta_{nk}$$

$$= \begin{cases} 
\pm 1 & j = m, k = n \\
+1 & j = m, k \neq n, n, j \neq m, n \\
-1 & j = n, k \neq m, n, k = m, j \neq m, n \\
0 & \text{otherwise}
\end{cases}$$

(34)

Since $\Omega^\pm_d(x) = \Omega^\pm_d(0) + xI_d$ we can conclude that

**Theorem 4.3.** The elements of each of the sets $\{X^\pm_{mn}(w^\pm_d)\}_{m<n}$ are linearly independent if and only if $-w^\pm_d$ is not an eigenvalue of $\Omega^\pm_d(0)$.

We will show that

**Proposition 4.4.** The eigenvalues of $\Omega^\pm_d(0)$ are

- $d - 2$ with multiplicity $d - 1$, and
- $-2$ with multiplicity $\frac{1}{2}(d - 2)(d - 1)$. 
Proposition 4.5. The eigenvalues of $\Omega^\pm_d(0)$ are

- $2(d - 2)$ non-degenerate,
- $d - 4$ with multiplicity $d - 1$, and
- $-2$ with multiplicity $(\frac{d(d - 1)}{2}) - 1 = \frac{1}{2}d(d - 3)$.

These results were conjectured after using Mathematica for $d = 3, 4, 5, 6$. We prove them by giving, for each eigenvalue, a linearly independent set of eigenvectors that is at least as large as the claimed multiplicity. Since the total number of eigenvectors of $\Omega^\pm_d$ cannot be larger than its dimension, which is $\frac{1}{2}d(d - 1)$, both lists of eigenvalues above are exhaustive.

4.4. Description of the Eigenspaces for $d \geq 4$

Since each eigenspace of $\Omega^\pm_d(0)$ is the null space of $\Omega^\pm_d(x)$ for the eigenvalue $-x$, we will describe them as these null spaces. Although each eigenvector is an element of $C_d(d - 1)/2$, we write them as the associated $d \times d$ symmetric or skew symmetric matrices (both with zero diagonal), in the case of $\Omega^+_d$ and $\Omega^-_d$ respectively. This facilitates associating each eigenspace with an irreducible representation of $S_d$. It also allows us to translate linear dependence relations for elements of the sets $\{X^\pm_{mn}\}_{m<n}$ to relations for elements of $\{A_m \mp A_n\}_{m<n}$, which we will write using commutators and anti-commutators defined, respectively, as

$$[A, B] = AB - BA \quad \{A, B\} = AB + AB.$$  \hspace{1cm} (35)

For each $x$ for which $\Omega^\pm_d(x)$ is singular, we will exhibit enough linearly independent eigenvectors of the null space to demonstrate that the multiplicity of the eigenvalue $-x$ is at least as large as claimed above. Although Proposition 4.1 also does not hold when $t = \frac{1}{d - 1}$ (which corresponds to $x = 2$) the associated eigenspaces are still needed to complete the proofs of Propositions 4.4 and 4.5. Moreover, as explained in Sect. 4.6, the eigenspaces we find can still be associated with linear dependence of certain subsets of $\{A_mA_n\}$.

Because Proposition 4.1 does not hold for $d = 3$, that case is analyzed separately in Sect. 4.5 (where it is also observed that the results below do hold.) Therefore, in what follows we assume that $d \geq 4$.

Skew symmetric, $x = 2 - d = w_d^{-1}(1)$ The null space is spanned by skew-symmetric matrices $C_k$, $k = 1, 2, \ldots d$ with

$$C_k = \sum_{j \neq k} (\langle e_k | e_j \rangle - \langle e_j | e_k \rangle).$$  \hspace{1cm} (36)

One readily verifies that $\sum_{k=2}^{d} C_k = -C_1$ and that $C_k$ with $k = 2, 3, \ldots d$ give a basis of $d - 1$ linearly independent vectors associated with the $d - 1$ Young tableaux $\begin{array}{cccc} 1 \\ \hline k \end{array}$. This corresponds to the linear dependence

$$\sum_{m \neq n} [A_mA_n] = 0 \quad \text{for each } n = 1, 2 \ldots d$$  \hspace{1cm} (37)
when \( t = 1 \), and proves part (a) of Remark 3.12.

**Skew symmetric,** \( x = 2 = w_d^-(\frac{-1}{d-1}) \) Although Proposition 4.1 does not hold in this case, \( X^d_{mn} \) is a multiple of \([A_m, A_n]\) so that the null space of \( \Omega_d^-(2) \) describes the linear dependence of the matrices \( \{A_m A_n - A_n A_m\}_{m<n} \). In this case, the null space is spanned by \( \frac{1}{2}(d-1)(d-2) \) skew symmetric \( d \times d \) matrices \( C_{jk} \) with \( 1 < j < k \leq d \) given by

\[
C_{jk} = |e_1\rangle\langle e_j| - |e_j\rangle\langle e_1| - |e_1\rangle\langle e_k| + |e_k\rangle\langle e_1| + |e_j\rangle\langle e_k| - |e_k\rangle\langle e_j|.
\]

Since the term \( |e_j\rangle\langle e_k| \) occurs in one and only one \( C_{jk} \) with \( 1 < j < k \leq d \) these \( \frac{1}{2}(d-1)(d-2) \) matrices are clearly linearly independent. In fact, they are associated with Young tableaux of the form

\[
\begin{array}{cccccc}
1 & 2 & 3 & 4 & \cdots & d \\
j & & & & & k
\end{array}
\]

this generates the linear dependence relations

\[
[A_j, A_k] + [A_k, A_m] + [A_m, A_j] = 0
\]

with \( j, k, \ell \) distinct.

**Symmetric,** \( x = 2(2 - d) \) The null space of \( \Omega_d^+(2(2 - d)) \) is readily seen to be \( \{|1_d\rangle\langle 1_d|\} \) (or \( d|1_d\rangle\langle 1_d| - I_d \) if one wants to keep the diagonal zero) which corresponds to the trivial representation of \( S_d \) with Young tableaux

\[
\begin{array}{cccc}
1 & 2 & \cdots & d \end{array}
\]

This gives \( \sum_{m\neq n} X_{mn}^+ = 0 \) when \( x = 2(2 - d) \). Although \( w_d^+(t) \neq 2(2 - d) \) when \( t \in [-1, 1] \), this reflects the fact that \( \sum_{m\neq n} A_m A_n \) has the form (25).

**Symmetric,** \( x = 4 - d \) \( w_d^+(t) = 4 - d \) in the domain \( [-1, 1] \) under consideration only in the case \( d = 3 \), which is studied in Sect. 4.5. For \( d = 4 \), \( w_d^+(t) \neq 0 \) for any \( t \in \mathbb{R} \) and for \( d \geq 5 \), \( w_d^+(t) = 4 - d \) only for \( t \in [-4, -1] \).

The null space of \( \Omega_d^+(4 - d) \) is spanned by the symmetric matrices

\[
C_{k\ell} = \sum_{j \neq k, \ell} (|e_k\rangle\langle e_j| + |e_j\rangle\langle e_k| - |e_\ell\rangle\langle e_j| - |e_j\rangle\langle e_\ell|) \quad k \neq \ell.
\]

The matrices \( C_{1k} \) with \( k = 2, 3, \ldots, d \) are readily verified to be linearly independent, giving a basis of \( d - 1 \) matrices corresponding to the \( d - 1 \) Young tableaux

\[
\begin{array}{cccc}
1 & 2 & \cdots & k \\
1 & 2 & \cdots & d \\
k & & &
\end{array}
\]

For \( d \geq 4 \), this null space corresponds to linear dependence relations

\[
\sum_m (X_{jm}^+ - X_{jm}^+) = 0
\]

for each fixed choice of \( j < k \). Then (28) implies

\[
\sum_{m \neq j, k} (\{A_j, A_m\} - \{A_k, A_m\}) = \tilde{D}_{jk}
\]

where \( \langle e_n, \tilde{D}_{jk} e_n \rangle = 0 \) if \( n \neq j, k \).
The null space of $\Omega_d^+(2)$ is spanned by symmetric matrices of the form
\[ C_{jk,mn}^+ = B_{jk,mn} + B_{jk,mn}^*, \]
where $j, k, m, n$ are distinct in \{1, 2, ..., $d$\}, and
\[ B_{jk,mn} \equiv |e_m\rangle\langle e_j| - |e_m\rangle\langle e_k| - |e_n\rangle\langle e_j| + |e_n\rangle\langle e_k| \tag{42} \]
and can be identified with the irreducible representation of $S_d$ described by the Young diagram
\[ \begin{array}{cccc} 1 & 2 & 3 & \ldots \\ n & k & \end{array} \]
which can readily be shown (using standard hook length arguments, e.g., [23, Section 2.8]) to have dimension $\frac{1}{2}d(d-3)$. We can verify this independently by observing that the matrices
\[ \{B_{2k,1n} : 3 \leq n < k \leq d\} \cup \{B_{2k,13} : k = 4, 5, \ldots d\} \tag{43} \]
are linearly independent. There are $\sum_{k=4}^{d}(k-3) = \frac{1}{2}(d-3)(d-2)$ matrices in the first group and $d-3$ in the second for a total of $\frac{1}{2}d(d-3)$ matrices. (Or one can observe that each $k$ is associated with a total of $k-2$ matrices and $\sum_{k=4}^{d}(k-2) = \sum_{j=2}^{d-2} j = \frac{1}{2}(d-2)(d-1)-1$.) The matrices in (43) do not belong to the null space; however, the set of adjoints of the matrices in (43) also form a linearly independent set whose elements are linearly independent of those in (43). Hence the corresponding sets $\{C^+_{jk,mn} \equiv B_{jk,mn} \pm B_{jk,mn}^*\}$ are each linearly independent. Thus we have found that the set
\[ \{C^+_{2k,1n} : 3 \leq n < k \leq d\} \cup \{C^+_{3k,12} : k = 4, 5, \ldots d\} \]
gives $\frac{1}{2}d(d-3)$ linearly independent elements of the null space of $\Omega_d^+(2)$.

Note that this basis is formed from the Young tableau
\[ \begin{array}{cccc} 1 & 2 & \ldots & \\ n & k \end{array} \]
and
\[ \begin{array}{cccc} 1 & 3 & \ldots & \\ 2 & k \end{array} \]
in standard form. This gives linear dependence relations of the form
\[ X^+_{jk} - X^+_{k,m} + X^+_{m,n} - X^+_{n,j} = 0 \tag{44} \]
which hold for any choice of $j, k, m, n$ distinct.

### 4.5. Analysis for $d = 3$

When $d = 3$, the results of the previous section hold formally, however, the arguments given there are not valid because they depend on Proposition 4.1 which does not hold for $d = 3$. Moreover, in addition to showing that a channel with $t \in (-1, 1)$ is extreme unless $t = -\frac{1}{d-1} = -\frac{1}{2}$, we show that when $t = -\frac{1}{2}$ it is factorizable. Furthermore, the channel with $t = 1$ has an exact factorization through $M_3(\mathbb{C}) \otimes M_3(\mathbb{C})$ which uses a different unitary $U$ than in (13), and which is dual to the factorization for $t = -\frac{1}{2}$ in the sense that these channels can be obtained using the same unitary conjugation after exchanging the roles of the subalgebras.
When $d = 3$, instead of (28), we simply define $X_{mn}^{\pm} = \pm \frac{1}{7}(A_m A_n \pm A_n A_m)$, in which case $\pm \frac{1}{7}$ plays the role of $w_3^{\pm}(t)$. Then $\Omega_{3}^{\pm}(x) = \begin{pmatrix} x & 1 & \pm 1 \\ 1 & x & 1 \\ \pm 1 & 1 & x \end{pmatrix}$ so that $\det \Omega_{3}^{\pm}(x) = x^3 - 3x \pm 2 = (x \pm 2)(x \mp 1)^2$, which is consistent with Propositions 4.4 and 4.5 above. In particular,

- For $t = -\frac{1}{2}$, $x = -2$, the matrix $\Omega_{3}^+(−2)$ has a one-dimensional null space.
- For $t = -\frac{1}{2}$, $x = +2$, the matrix $\Omega_{3}^+(+2)$ has a one-dimensional null space.
- For $t = 1$, $x = 1 = 4 - d$, the matrix $\Omega_{3}^+(+1)$ has a two-dimensional null space.
- For $t = 1$, $x = -1 = 2 - d$, the matrix $\Omega_{3}^−(−1)$ has two-dimensional null space.

We first consider the case $t = \frac{-1}{d-1} = -\frac{1}{2}$, for which the situation for $d = 3$ differs slightly from that for $d \geq 4$.

**Proposition 4.6.** For $d = 3$ and $t = \frac{-1}{d-1} = -\frac{1}{2}$, the set $\{A_{m}^{2}\}_{m=1}^{d}$ is linearly independent, but

(a) $\sum_{m \neq n} A_{m} A_{n} = \sum_{m<n} \{A_{m}, A_{n}\} = 0$, which implies that $\{A_{m} A_{n} + A_{n} A_{m}\}_{m<n}$ is linearly dependent,

(b) $[A_1, A_2] + [A_2, A_3] + [A_3, A_1] = 0$, which implies that $\{A_{m} A_{n} - A_{n} A_{m}\}_{m<n}$ is linearly dependent, and

(c) $A_1 A_2 + A_2 A_3 + A_3 A_1 = A_1 A_3 + A_3 A_2 + A_2 A_1 = 0$.

Moreover, the map $\Phi(\rho) = \frac{4}{9} \sum_{m=1}^{3} A_{m}^{*} \rho A_{m}$ has an exact factorization through $M_{3}(C) \otimes M_{3}(C)$.

**Proof.** Part (a) follows immediately from (27). One can also observe that the null space of $\Omega_{3}^+(−2)$ is spanned by $|e_1\rangle\langle e_2| - |e_1\rangle\langle e_3| + |e_2\rangle\langle e_3|$, which implies (a). To prove (b) observe that the null space of $\Omega_{3}^+(+2)$ is spanned by $|e_1\rangle\langle e_2| - |e_2\rangle\langle e_3| + |e_3\rangle\langle e_1|$. Part (c) follows immediately from (a) and (b). The final assertion follows immediately from Theorem 4.8 below. \(\square\)

To distinguish the cases $t = -\frac{1}{2}$ and $t = 1$, we now use $B_k$ to denote the matrices associated with $t = 1$. The matrices $B_k$ are unitary which implies that $\{B_{m}^{2}\}_{m=1}^{3}$ are linearly dependent. However, as noted above, $\Omega_{3}^{\pm}(x)$ has a pair of two dimensional null spaces when $t = 1$, which leads to additional linear dependence relations. Thus, we find

**Proposition 4.7.** For $d = 3$ and $t = 1$, and $j, k, \ell$ distinct

(a) $\{B_j, B_k\} - \{B_j B_\ell\} = 0$, which implies that $\{B_n B_n + B_n B_n\}_{m<n}$ is linearly dependent,

(b) $[B_j, B_k] + [B_j, B_\ell] = 0$, which implies that $\{B_m B_n - B_n B_m\}_{m<n}$ is linearly dependent, and

(c) $B_1 B_2 = B_2 B_3 = B_3 B_1 = Q$ and $B_2 B_1 = B_3 B_2 = B_1 B_3 = Q^T$ with

$Q = \frac{1}{4} \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$. 


Moreover, the channel \( \Psi(\rho) = \frac{1}{3} \sum_{j=1}^{3} B_j \rho B_j \) has an exact factorization through \( M_3(\mathbb{C}) \otimes M_3(\mathbb{C}) \) which uses a different unitary \( U \) than in Remark 3.1.

**Proof.** To show (a), it suffices to observe that the null space of \( \Omega_3^+ (1) \) is spanned by the pair of vectors \(|e_1\rangle\langle e_2| - |e_1\rangle\langle e_3|\) and \(|e_1\rangle\langle e_2| - |e_2\rangle\langle e_3|\). To show (b), it suffices to observe that the null space of \( \Omega_3^- (-1) \) is spanned by the pair of vectors \(|e_1\rangle\langle e_2| + |e_1\rangle\langle e_3|\) and \(|e_1\rangle\langle e_3| + |e_2\rangle\langle e_3|\). The equivalences in part (c) follow immediately from parts (a) and (b), and simple computation or (23) gives \( Q \). (Note that (a) and (b) are exactly what one would get by formally using (37) and (41) when \( d = 3 \).) The final assertion follows immediately from the next result. \( \square \)

**Theorem 4.8.** The channels \( \Phi \) and \( \Psi \), defined in part (d) of Propositions 4.6 and 4.7 respectively, have exact factorizations through \( M_3(\mathbb{C}) \otimes M_3(\mathbb{C}) \) which are dual in the sense that there is a unitary matrix \( U \in M_3(\mathbb{C}) \otimes M_3(\mathbb{C}) \) such that

\[
\Phi(\rho) = \frac{4}{9} \sum_{k=1}^{3} A_k^\ast \rho A_k = (I_3 \otimes \text{Tr})(U^\ast (\rho \otimes \frac{1}{3} I_3) U), \quad \text{and} \quad (45)
\]

\[
\Psi(\rho) = \frac{1}{3} \sum_{k=1}^{3} B_k^\ast \rho B_k = (\text{Tr} \otimes I_3)(U^\ast (\rho \otimes \frac{1}{3} I_3) U). \quad (46)
\]

**Proof.** We first define

\[
U = \frac{2}{3} \begin{pmatrix} A_1 & A_3 & A_2 \\ A_3 & A_2 & A_1 \\ A_2 & A_1 & A_3 \end{pmatrix} = \frac{2}{3} \sum_{k=1}^{3} A_k \otimes B_k \quad (47)
\]

\[
W = \frac{1}{3} \begin{pmatrix} -B_1 & 2B_3 & 2B_2 \\ 2B_3 & -B_2 & 2B_1 \\ 2B_2 & 2B_1 & -B_3 \end{pmatrix} = \frac{2}{3} \sum_{k=1}^{3} B_k \otimes A_k. \quad (48)
\]

It follows immediately from part (c) of Propositions 4.6 and 4.7 respectively, that both \( U \) and \( W \) are unitary, and that (45) and (46) hold. \( \square \)

We note that since \( U \) and \( W \) are identical except for the exchange \( A_k \leftrightarrow B_k \) we also have

\[
\Phi(\rho) = (\text{Tr} \otimes I_3)(W^\ast (\rho \otimes \frac{1}{3} I_3) W) \quad \text{and} \quad \Psi(\rho) = (I_3 \otimes \text{Tr})(W^\ast (\rho \otimes \frac{1}{3} I_3) W).
\]

The interplay between the channels for \( t = -\frac{1}{2} \) and \( t = 1 \) is interesting. They are dual in the sense that they can be obtained by simply switching the subspace over which one takes the partial trace of \( U^\ast (\rho \otimes \frac{1}{3} I) U \) with the same unitary for both channels.

4.6. The Special Case \( t = \frac{-1}{d-1} \) with \( d \geq 4 \)

4.6.1. Linear Dependence Relations. In this case, \( p_d(t) = 0 \) so that (25) does not imply that \( |1_d\rangle\langle 1_d| \) is a linear combination of elements of \( \{A_m A_n\} \). Therefore, it is not clear that we can draw any conclusions about the linear independence of the set \( \{A_m \pm A_n\}_{m<n} \) from that of \( \{X^\pm_{mn}\}_{m<n} \). However, the
resulting linear dependence relations for \( \{A_m \pm A_n\}_{m<n} \) can also be proved directly, as observed after the following

**Proposition 4.9.** For \( d \geq 4 \) and \( t = \frac{-1}{d-1} \), the set \( \{A_m^2\}_{m=1}^d \) is linearly independent, but \( \sum_{m \neq n} A_mA_n = 4I_d = \frac{d}{2} \sum_{m=1}^d A_m^2 \), which implies that \( \{A_mA_n\}_{m,n=1}^d \) is linearly dependent. Moreover, each of the sets \( \{A_mA_n + A_mA_n\}_{m<n} \) and \( \{A_mA_n - A_mA_n\}_{m<n} \) is linearly dependent, and the following relations hold for any choice of \( j, k, m, n \) distinct

\[
0 = [A_j, A_k] + [A_k, A_m] + [A_m, A_j] \quad (49a)
0 = [A_j, A_k] + [A_k, A_m] + [A_m, A_n] + [A_n, A_j] \quad (49b)
0 = \{A_j, A_k\} - \{A_k, A_m\} + \{A_m, A_n\} - \{A_n, A_j\} \quad (49c)
0 = (A_j - A_m)(A_k - A_m).
\]

**Proof.** It is straightforward to verify (49d) directly. For example, observe that for \( d = 5 \), the matrices \( A_1 - A_2 \) and \( A_5 - A_4 \) are, respectively,

\[
\frac{1}{4} \begin{pmatrix}
  d-4 & 0 & -2 & -2 & -2 \\
  0 & d-4 & 2 & 2 & 2 \\
 -2 & 2 & 0 & 0 & 0 \\
 -2 & 2 & 0 & 0 & 0 \\
 -2 & 2 & 0 & 0 & 0
\end{pmatrix}
\text{ and }
\frac{1}{4} \begin{pmatrix}
  0 & 0 & 0 & 2 & -2 \\
  0 & 0 & 0 & 2 & -2 \\
 2 & 2 & 0 & 0 & 0 \\
-2 & -2 & 0 & 0 & 0 \\
-2 & -2 & 0 & 0 & 0
\end{pmatrix}.
\]

Then \( (A_j - A_m)(A_k - A_m) \pm (A_k - A_m)(A_j - A_m) = 0 \), gives (49c) and (49b), respectively. Moreover, (49a) can be obtained from linear combinations of permutations of (49b). For example, let \( X_{jk,mn} \) denote the expression on the right in (49b). Then \( X_{1234} + X_{1324} + X_{1243} \) yields (49a) with \( j, k, m \simeq 1, 2, 4 \).

Although the argument above does not use the results from Sect. 4.4, it is worth describing the connection. In the skew symmetric case, (28) implies that \([A_m, A_n] = \frac{b-\hat{a}}{(d-1)!} X_{mn}^-\) so that (39) implies (49a). Then, by using (49a) with \( j, k, m \) and with \( j, m, n \) together with the fact that \([A_j, A_m] = -[A_m, A_j]\), one can prove (49b).

The symmetric case requires slightly more work. Because the signs in (44) alternate, it follows immediately from (28) that the terms with \(|1_d\rangle\langle1_d|\) cancel so that

\[
\{A_j, A_k\} - \{A_k, A_m\} + \{A_m, A_n\} - \{A_n, A_j\} = D_{jk,mn}
\]

where \( D_{jk,mn} \) is a diagonal matrix. Moreover, it follows from (29) that \( D_{jk,mn} \) is identically zero. Combining this with (49b) implies \((A_j - A_k)(A_m - A_n) = D_{jk,mn} = 0\). (Instead of using (29), one could use (49d) to conclude that \( D_{jk,mn} = 0\).)

As described after (38) and (43) respectively, there are \( \frac{1}{2}(d-1)(d-2) \) independent constraints of the form (49a) or (49b) and \( \frac{1}{2}d(d-3) \) independent constraints of the form (49c). In addition, (27) implies that \( \sum_{m \neq n} A_mA_n \) is a multiple of \( \sum_{j=1}^d A_j^2 \). Thus, the subspace of \( M_d(\mathbb{C}) \) spanned by \( \{A_mA_n\}_{m,n=1}^d \) has dimension \( 3d - 2 \).
4.6.2. Factorizability When $d = 4$. The very high level of linear dependence when $t = \frac{-1}{d-1}$ makes it natural to conjecture that the associated channels are factorizable, as is the case when $d = 3$. Therefore, we considered this question when $d = 4$. Although we did not fully resolve it, we have some partial results. Moreover, we can show that a necessary condition is that $Y_j^* Y_j$ and $Y_j^* Y^*_j$ in Proposition (A.1) are both independent of $j$. This suggests that if the channel is factorizable, then $Y_j = U_j$ is unitary. In this section, we give the conditions on $U_j$ and discuss their implications.

Remark 4.10. For $d = 4$, $t = -\frac{1}{3}$ and $A_k$ given by (16), let $\Phi$ be the channel in part (b) of Theorem 3.11. Then $\Phi$ has an exact factorization through $M_d(\mathbb{C}) \otimes \mathcal{N}$ with $U = \sum_{k=1}^4 A_k \otimes U_k$ with $U_k \in \mathcal{N}$ unitary and $\tau(U_j U_k^*) = \delta_{jk}$ if and only if the following conditions hold:

$$Q^+_{jk} = Q^+_{mn} \quad \text{and} \quad R^+_{jk} = R^+_{mn} \quad j, k, m, n \text{ distinct}$$

$$Q^+_{jk} + Q^+_{km} + Q^+_{mj} = 0 \quad \text{and} \quad R^+_{jk} + R^+_{km} + R^+_{mj} = 0 \quad j, k, m \text{ distinct}$$

$$Q^+_{jk} + Q^+_{km} + Q^+_{mj} = 0 \quad \text{and} \quad R^+_{jk} + R^+_{km} + R^+_{mj} = 0 \quad j, k, m \text{ distinct}$$

with $Q^\pm_{jk} \equiv U_j U_k^* \pm U_k U_j^*$ and $R^\pm_{jk} \equiv U_j^* U_k \pm U_k^* U_j$.

Before giving the proof, we observe that (51) and (52) are equivalent to the asymmetric pair of conditions

$$U_j U_k^* + U_k U_j^* + U_m U_j^* = 0 \quad \text{and} \quad U_j^* U_k + U_k^* U_m + U_m^* U_j = 0. \quad (53)$$

Adding (51) and (52) gives (53). Conversely, by combining (53) with its adjoints, we can recover (51) and (52).

Proof. We begin without the assumption that $Y_j$ is unitary and (with a slight abuse of notation) let $Q^\pm_{jk} \equiv Y_j Y_k^* \pm Y_k Y_j^*$. When $s \neq t$, the conditions in (65) for $Y_j Y_k^*$ are formally the same as those on $c_{jk}$ in (24). Thus, a necessary condition for factorizability is

$$4Y_k Y_j^* = 2Q^+_{mn} + \sum_{\ell \neq j, k} Q^-_{\ell k} - Q^-_{j \ell} \quad j, k, m, n \text{ distinct}. \quad (54)$$

Then $Q^-_{jk} = -Q^-_{\ell j}$ implies that $4(Y_k Y_j^* + Y_j Y_k^*) = 4Q^+_{jk} = 4Q^+_{mn}$ as in (50). Next, observe that $Y_j Y_k^* - Y_k Y_j^*$ gives $T_{jk} \equiv 2Q^-_{jk} + Q^-_{km} + Q^-_{mj} - Q^-_{jn} - Q^-_{nk} = 0$. Then taking $T_{jk} + T_{mn}$ (after $j \mapsto m$, $k \mapsto n$, $m \mapsto k$, $n \mapsto j$) we obtain

$$Q^-_{jk} + Q^-_{km} + Q^-_{mn} + Q^-_{nj} = 0 \quad j, k, m, n \text{ distinct} \quad (55)$$

which has the same form as (49b). Then, just as (49b) implies (49a), (55) formally implies (52).

When $s = t$, the conditions in (65) become (for each fixed $j = 1, 2, 3, 4$)
\[ 28I_N = Y_j Y_j^* + 9 \sum_{k \neq j} \left( Y_k Y_k^* + Q_{jk}^+ + 5Q_{mn}^+ \right) \]  
\[ = Y_j Y_j^* + 9 \sum_{k \neq j} \left( Y_k Y_k^* + 6Q_{jk}^+ \right) \]  
(56)  

Taking the difference between (56) with \( j = 1 \) and with \( j = 2 \) implies  
\[ 0 = 8(Y_2 Y_2^* - Y_1 Y_1^*) + 6(Q_{13}^+ + Q_{14}^+ - Q_{23}^+ - Q_{24}^+) = 8(Y_2 Y_2^* - Y_1 Y_1^*) \]  
(57)  

Repeating for other pairs of \( j \neq k \), we conclude that \( Y_j Y_j^* \) is independent of \( j \). Thus, using a variant of the polar decomposition theorem, we write \( Y_j = M U_j \) for some positive definite operator \( M \) and \( U_j \) unitary. Then \( \tau(Y_j Y_j^*) = \tau(M^2 U_j U_j^*) = \delta_{jk} \), implies \( \tau(M^2) = \tau(I_N) \). Moreover, since \( Q_{jk}^+ = MU_j U_k^* M \), one can multiply by \( M^{-1} \) to conclude that the homogenous equations (50) to (52) hold for the \( U_j \) in \( Y_j = MU_j \) even if \( Y_j \) is not unitary. Moreover, they hold for \( U_j U_k^* \pm U_k U_j^* \) if and only if they hold for \( Y_j Y_j^* \pm Y_k Y_k^* \), justifying our ambiguous use of \( Q_{jk}^+ \).  

Applying the argument above to \( Y_j Y_j^* \) implies \( Y_j Y_j^* \) is independent of \( j \) so that \( U_j^* M^2 U_j = U_k^* M^2 U_k \). This implies that \( U_j U_k^* \) commutes with \( M^2 \) for all pairs \( j \neq k \) so that  
\[ 28I_N = 28 U_j^* M^2 U_j + 6 \sum_{k \neq j} (U_j^* M^2 U_k + U_k^* M^2 U_j) \]  
(58)  
\[ = 28 M^2 + 6M^2 \sum_{k \neq j} (U_k U_j^* + U_j U_k^*) \]  
\[ j = 1, 2, 3, 4. \]  
(59)  

When \( M^2 = I_N \), (56) implies \( \sum_{k \neq j} Q_{jk}^+ = 0 \) and (58) implies \( \sum_{k \neq j} R_{jk}^+ = 0 \) for each fixed \( j = 1, 2, 3, 4 \). Combining this with (50) gives (51). When \( M^2 \neq I_N \), we obtain (59). \( \square \)  

Even though it seems unlikely, we can not exclude the possibility that \( \Phi \) is factorizable when \( M^2 \neq I_N \). Nevertheless, we can state necessary and sufficient conditions for factorizability in terms of unitary operators.  

Remark 4.11. The channel \( \Phi \) in Remark 4.10 has an exact factorization through \( M_d(C) \otimes \mathcal{N} \) with \( U = \sum_{k=1}^4 A_k \otimes Y_k \) if and only if there are unitary operators \( U_k \in \mathcal{N} \) such that the following conditions hold:  
(a) \( I_N + \frac{3}{14} \sum_{k \neq j} Q_{jk}^+ \) is positive definite, \( \tau \left( (I_N + \frac{3}{14} \sum_{k \neq j} Q_{jk}^+)^{-1} U_m U_n^* \right) = \delta_{mn} \), and  
(b) both (50) and (52) hold.  

When these conditions hold, one can choose \( M^2 = (I_N + \frac{3}{14} \sum_{k \neq j} Q_{jk}^+)^{-1} \) and \( Y_n = MU_n \). Moreover, (50) to (52) hold if and only if they also hold when \( U_j \) is replaced by \( Y_j \) in \( R_{jk}^+ \).  

Proof. Both (56) and (59) are equivalent to \( M^{-2} = I_N + \frac{3}{14} \sum_{k \neq j} (U_k U_j^* + U_j U_k^*) \). Then \( \tau(Y_m Y_n^*) = \tau(M^2 U_m U_n^*) = \delta_{mn} \) gives (a). Although (51) does
not hold, (50) implies that \( \sum_{k \neq j} Q_{jk}^+ \) is independent of \( j \) so that the definition of \( M^2 \) is also.

However, relating conditions on \( Y_j^* Y_k \) to those on \( U_j^* U_k \), requires more work. Using the conditions for \( s \neq t \) on \( Y_j^* Y_k \), we can conclude that \( Y_j^* Y_k + Y_k^* Y_j = Y_m^* Y_n + Y_n^* Y_m \) when \( j, k, m, n \) are distinct, which is equivalent to

\[
U_j^* M^2 U_k + U_k^* M^2 U_j = U_m^* M^2 U_n + U_n^* M^2 U_m.
\]

(60)

Now observe that, since \( M^2 \) commutes with \( U_k U_\ell^* \),

\[
U_j^* M^2 U_k = U_j^* M^2 U_k U_\ell^* U_\ell = U_j^* U_k U_\ell^* M^2 U_\ell.
\]

(61)

Applying (61) to all terms in (60) and then multiplying on the right by \( U_\ell^* M^{-2} U_\ell^* \) gives \( U_j^* U_k + U_k^* U_j = U_m^* U_n + U_n^* U_m \). One can similarly show that (52) holds for \( R_{jk}^- \).

We have found \( U_j \in M_4(\mathbb{C}) \) which satisfy the conditions for \( Q_{jk}^+ \). They have the form \( U_j = U_j^* = 2E_j - I_4 \) with each \( E_j \) a rank two projection from one of the 4 mutually unbiased bases [15] for \( C_4 \) (excluding the standard basis). However, they do not satisfy (52). It is plausible that one could use the fact that (52) is associated with an irreducible representation of the symmetric group, as in (39), to find \( U_j \) which satisfy (52). If so, the question of factorizability depends on whether or not the conditions for \( Q_{jk}^+ \) and \( Q_{jk}^- \) are compatible. One can use the asymmetric condition (53) to test this without finding \( Q_{jk}^+ \) or \( Q_{jk}^- \).

**Remark 4.12.** The conditions in Remark 4.10 can not hold for \( U_k \in M_\nu(\mathbb{C}) \) unless \( \nu = 3n \) is a multiple of 3. This implies that the channel \( \Phi \) in Remark 4.10 can not have an exact factorization through \( M_4(\mathbb{C}) \otimes M_\nu(\mathbb{C}) \) when \( \nu \neq 3n \).

**Proof.** For \( j, k, m = 1, 2, 3 \) multiplying the first equation in (53) by \( U_2 \) on the right and the second by \( U_3 \) on the left gives

\[
U_1 + U_2 U_3^* U_2 + U_3 U_1^* U_2 = 0 \quad \text{and} \quad U_3 U_1^* U_2 + U_3 U_2^* U_3 + U_1 = 0
\]

(62)

which implies \( U_2 U_3^* U_2 = U_3 U_2^* U_3 \) or, equivalently \( (U_3^* U_2)^2 = U_2^* U_3 \). Multiplying this by \( U_3^* U_2 \) gives \( (U_3^* U_2)^3 = I_\nu \). Thus, we can conclude

\[
\text{Tr} U_3^* U_2 = 0 \quad \text{Tr} (U_3^* U_2)^2 = \text{Tr} U_2^* U_3 = 0 \quad \text{Tr} (U_3^* U_2)^3 = \text{Tr} I_\nu = \nu
\]

(63)

Let \( \lambda_k \) be the eigenvalues of \( U_3^* U_2 \) which is unitary. Then we have

\[
|\lambda_k| = 1 \quad \forall \ k \quad \sum_{k=1}^{\nu} \lambda_k = 0 \quad \sum_{k=1}^{\nu} \lambda_k^2 = 0 \quad \sum_{k=1}^{\nu} \lambda_k^3 = \nu.
\]

(64)

The last equation implies \( \lambda_k^3 = 1 \) \( \forall \ k \). Thus, the only possible choices for \( \lambda_k \) are \( 1, e^{\pm 2\pi i/3} \). Then \( \sum_k \lambda_k = \sum_k \lambda_k^2 = 0 \) holds if and only if the eigenvalues of \( U_3^* U_2 \) are \( 1, e^{2\pi i/3}, e^{-2\pi i/3} \), each with the same multiplicity. Thus, \( \nu \) must be a multiple of 3. \( \square \)
This does not resolve the question of factorizability in the case $d = 4, t = -\frac{1}{3}$, although it seems unlikely. We have not excluded the possibility of satisfying (50) to (52) with unitary matrices $U_k \in M_{3n}(\mathbb{C})$. Moreover, we have not excluded the possibility of satisfying the conditions in Remark 4.11 when $M^2 \neq I_N$. Nor have we excluded the possibility that $\Phi$ does have an exact factorization through $M_d(\mathbb{C}) \otimes \mathcal{N}$ with $\mathcal{N}$ not a matrix algebra, as in [19].

Remark 4.13. When $d = 4$, the channel $\Phi$ is factorizable at most when $t = \pm 1$ or $t = -\frac{1}{3}$. Nevertheless, the channel $\Phi \circ \Phi$ is factorizable for all $t \in [-1, 1]$.

Since $\Phi = \Phi^*$, this follows immediately from [6, Remark 5.6] as observed in Appendix A.3.
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A. Factorizability

A.1. Conditions for Factorizability

Let $\Phi: M_d(\mathbb{C}) \to M_d(\mathbb{C})$ be a UCPT map and $\mathcal{N}$ a von Neumann algebra with a faithful trace $\tau$ normalized so that $\tau(I_{\mathcal{N}}) = 1$. Following [6], we say (as noted in the introduction) that $\Phi$ has an exact factorization through $M_d(\mathbb{C}) \otimes \mathcal{N}$ if there is a unitary $U \in M_d(\mathbb{C}) \otimes \mathcal{N}$ such that for all $\rho \in M_d(\mathbb{C})$ (2) holds, i.e., $\Phi(\rho) = (I \otimes \tau)U^*(\rho \otimes I_{\mathcal{N}})U$. Furthermore, $\Phi$ is called factorizable if it has an exact factorization through $M_d(\mathbb{C}) \otimes \mathcal{N}$ for some $(\mathcal{N}, \tau)$.

When $\mathcal{N} = M_d(\mathbb{C})$ is a matrix algebra, (2) becomes $\Phi(\rho) = (I \otimes \text{Tr})U^*(\rho \otimes \frac{1}{d}I_d)U$. Following standard practice used elsewhere in this paper, when $\mathcal{N} = M_d(\mathbb{C})$, we denote the identity by $I_d$ rather than the awkward $I_{M_d(\mathbb{C})}$. We also follow the standard convention for type I algebras that $\text{Tr}$ is normalized so that $\text{Tr}|v\rangle\langle v| = 1$ when $v$ with $\|v\|^2 = \langle v, v \rangle = 1$.

The following useful result follows from the factorizability criteria in [5, Theorem 2.2].

Proposition A.1. Necessary and sufficient conditions for a UCPT map $\Phi$ on $M_d(\mathbb{C})$ of the form $\Phi(\rho) = \sum_{k=1}^{n} A_k^*\rho A_k$, with $\{A_1, A_2, \ldots, A_k\}$ linearly independent to have an exact factorization through $M_d(\mathbb{C}) \otimes \mathcal{N}$ are that there
are $Y_1, Y_2, \ldots, Y_κ \in N$ such that $τ(Y_jY_k^*) = δ_{jk}$ and (with $\{|e_s\}_s$ the standard basis for $C_d$) the following conditions hold for all $1 ≤ s, t ≤ d$:

$$\sum_{j,k} \langle e_s, A_j^*A_k^*e_t \rangle Y_j^*Y_k^* = δ_{st} I_N, \quad \sum_{j,k} \langle e_s, A_j^*A_k^*e_t \rangle Y_j^*Y_k = δ_{st} I_N.$$  \hfill (65)

**Proof.** By [5, Theorem 2.2], if $Φ$ has an exact factorization through $M_d(C)⊗N$, then one can find $Y_1, Y_2, \ldots, Y_n \in N$ such that $U := \sum_{κ=1}^n A_κ ⊗ Y_κ \in M_d(C)⊗N$ is unitary. Hence

$$UU^* = I_d ⊗ I_N = \sum_{j,k} A_j^*A_k ⊗ Y_j^*Y_k^*, \quad U^*U = I_d ⊗ I_N = \sum_{j,k} A_j^*A_k ⊗ Y_j^*Y_k.$$  \hfill (66)

Now observe that for any $A ∈ M_d(C)$ and $Y ∈ N$ one has

$$A ⊗ Y = \sum_{s,t} \langle e_s, Aε_t \rangle |e_s⟩⟨ε_t| ⊗ Y = \sum_{s,t} |e_s⟩⟨ε_t| ⊗ ⟨e_s, Aε_t⟩ Y.$$  \hfill (67)

Applying this to both sides of the equations in (66) and using the fact that $\{|e_s⟩⟨ε_t|\}_{s,t}$ is a basis for $M_d(C)$, gives the equations in (65). \hfill \Box

### A.2. Pairs of Factorizable Maps

**Definition A.2.** Let $d = p \cdot q$ be a product of primes and $U ∈ M_d(C) ≃ M_p(C) ⊗ M_q(C)$ unitary. Then $Φ(ρ) = (I ⊗ Tr)U^*(ρ ⊗ \frac{1}{q} I_q)U$ and $Ψ(γ) = (Tr ⊗ I)U^*(\frac{1}{p} I_p ⊗ γ)U$ are UCPT maps on $M_p(C)$ and $M_q(C)$, respectively.

The channels $Φ, Ψ$ are said to be dual channels associated with the unitary $U$.

**Theorem 4.8** essentially says that the channels $Φ, Ψ$ in Sect. 4.5 are dual channels associated with the unitary $U$ given by (47) and $p = q = 3$.

Let $\{U_j\}$ be a set of $q$ unitary matrices in $M_p(C)$ and $X = \bigoplus_{j=1}^q U_j = \sum_{j=1}^q U_j ⊗ |e_k⟩⟨ε_k|.$

Then $X ∈ M_p(C) ⊗ M_q(C)$ is unitary and, as essentially observed in [6, Proposition 2.8], the associated pair of dual channels are $Φ(ρ) = \frac{1}{q} \sum_{j=1}^q U_j^*ρU_j$ and $Ψ(γ) = C ⊗ γ$, where $⊗$ denotes the Schur or Hadamard product and $C ∈ M_q(C)$ is the matrix with elements $c_{jk} = \frac{1}{p} TrU_j^*U_k$. When the $U_j$ are also orthogonal so that $TrU_j^*U_k = p δ_{jk}$, then $Ψ(γ) = I_q ⊗ γ = \sum_{j=1}^q γ_{jj}|ej⟩⟨e_j|.$ is diagonal.

Whenever a UCPT map $Φ$ has an exact factorization through $M_d(C) ⊗ M_p(C)$, there is a unitary $U ∈ M_d(C) ⊗ M_p(C)$ for which $Φ(ρ) = (I ⊗ Tr)U^*(ρ ⊗ \frac{1}{q} I_q)U$ so that there is another UCPT map $Ψ$ such that $Φ, Ψ$ are the dual pair associated with that unitary. However, a UCPT map can have an exact factorization in more than one way. An example is given by the channel $Ψ$ in Sect. 4.5 which corresponds to $t = 1$ in (16). This channel has an exact factorization through $M_3(C) ⊗ M_3(C)$ with the unitary $W$ given by (48) and another with $X = \sum_{k=1}^3 B_j ⊗ |e_j⟩⟨e_j|$, as in Remark 3.1. The dual pair associated with $W$ is $Ψ, Φ$ as in Section 4.5; the dual pair associated with $X$ is $Ψ, Y$ where $Y(γ) = I_3 ⊗ γ$ as above.
One can extend this to situations in which $d$ is a product of more than two primes. However, each way of writing $d$ as a product of two integers will give a different pair of dual channels. Finally, we note that when $p = q$, it is possible to have a self-dual channel. For example, when $U = \frac{1}{\sqrt{2}} (\sigma_x \otimes \sigma_z + i \sigma_z \otimes \sigma_x)$, one finds $\Phi(\rho) = \Psi(\rho) = \frac{1}{2} (\sigma_x \rho \sigma_x + \sigma_z \rho \sigma_z)$, with $\sigma_{x,y,z}$ denoting the usual Pauli matrices.

It is worth noting that $U = \sum_k A_k \otimes B_k$ with $A_k \in M_p(C)$ and $B_k \in M_q(C)$ does not imply that $\Phi(\rho) = \sum_k A_k^* \rho A_k$ and $\Psi(\gamma) = \sum_k B_k^* \gamma B_k$. This only holds if $\text{Tr} B_j^* B_k = q \delta_{jk}$ in the first case and $\text{Tr} A_k^* A_k = p \delta_{jk}$ in the latter. Thus, for example, when $U$ is given by (5), $\Psi$ in the dual pair $\Phi_{\alpha,\beta}, \Psi_{\alpha,\beta}$ is not given by $\Psi(\gamma) = \frac{1}{2} \sum_{j,k=1}^2 |e_j \rangle \langle e_k| e_j \langle e_k| = \frac{1}{2} (\text{Tr} \gamma) I_2$, but by

$$\Psi_{\alpha,\beta} = \frac{|\alpha|^2 + 1}{3} (|e_1 \rangle \langle e_1| |\gamma| e_1 \rangle \langle e_1| + |e_2 \rangle \langle e_2| |\gamma| e_2 \rangle \langle e_2|) + \frac{|\beta|^2 + 1}{3} (|e_1 \rangle \langle e_2| |\gamma| e_2 \rangle \langle e_1| + |e_2 \rangle \langle e_1| |\gamma| e_1 \rangle \langle e_2|) = \frac{1}{3} (\text{Tr} \gamma) I_2 + \frac{1}{3} \begin{pmatrix} a^2 \gamma_{11} + b^2 \gamma_{22} & 0 \\ 0 & b^2 \gamma_{11} + a^2 \gamma_{22} \end{pmatrix}.$$

It should be emphasized that this duality is not equivalent to the notion of a pair of “complementary channels” used in the quantum information literature [5, 8, 14], which is defined in terms of the Stinespring representation, and goes back to Arveson [2, Section 1.3] who used the term “lifting”. In that case, the auxiliary space is interpreted as the environment and the complementary channel maps the input state $\rho$ to a state for the environment. For a channel $\Phi : C_{d_A} \mapsto C_{d_B}$ of the form $\Phi(\rho_A) = \sum_{k=1}^{d_E} A_k^* \rho A_k$, one can regard the Stinespring representation as mapping $\rho_A \mapsto \rho_{BE} = \sum_{j,k} A_j^* \rho_A A_k \otimes |e_j \rangle \langle e_k|$ with $|e_j \rangle$ the standard basis for $C_{d_E}$. Then $\Phi(\rho_A) = \text{Tr}_E \rho_{BE}$ and the complementary channel $\Phi^C : C_{d_A} \mapsto C_{d_E}$ is

$$\Phi^C(\rho_A) = \text{Tr}_B \rho_{BE} = \sum_{jk} \text{Tr} (A_j^* \rho_A A_k) |e_j \rangle \langle e_k|.$$

Even when $d_A = d_B$ these concepts are quite different. Complementary channels are defined with the implicit assumption of a pure ancilla rather than a maximally mixed ancilla. In the notion of dual pairs introduced above, the roles of the input and environment are interchanged in terms of both the subspace over which the trace is taken and the space in which the (maximally mixed) ancilla resides.

### A.3. Factorizability of $\Phi \circ \Phi^*$ with Choi Rank $\leq 4$

When a UCPT map $\Phi$ is factorizable, the adjoint $\Phi^*$ is also factorizable. Moreover, the maps $\Phi \circ \Phi$, $\Phi^* \circ \Phi$, and $\Phi \circ \Phi^*$ are also factorizable. However, there are some special circumstances in which $\Phi$ is not factorizable, but $\Phi^* \circ \Phi$ and $\Phi \circ \Phi^*$ are factorizable. This includes the Arveson–Ohno channel (3) and the channels in Sect. 3.3.1 for $d = 4$ and all $t \in (-1, 1)$.

The next result is a straightforward generalization of [6, Remark 5.6]. It follows from [6, Lemma 5.5] that the condition Choi rank $\leq 4$ is critical.
Proposition A.3. Let $\Phi : M_d(\mathbb{C}) \mapsto M_d(\mathbb{C})$ be a UCPT map with Choi rank $\leq 4$. Then the maps $\Phi \circ \Phi^*$ and $\Phi^* \circ \Phi$ each have exact factorizations through $M_d(\mathbb{C}) \otimes M_d(\mathbb{C})$. 

Proof. Let $\{A_k \in M_d(\mathbb{C}) : k = 1, 2, 3, 4\}$ satisfy $\sum_{k=1}^{4} A_k^* A_k = \sum_{k=1}^{4} A_k A_k^* = I_d$ and define the UCPT map $\Phi(\rho) = \sum_{k=1}^{4} A_k^* \rho A_k$. As observed in [6], one can always choose some $A_k = 0$ so that the result follows if there is a unitary map $U \in M_{4d}(\mathbb{C})$ such that

$$ (I \otimes \text{Tr}) U^* (\rho \otimes \frac{1}{4} I_4) U = (\Phi \circ \Phi^*)(\rho) = \sum_{j=1}^{4} \sum_{k=1}^{4} A_j^* A_k \rho A_k^* A_j. \quad (67) $$

Following the strategy in [6, Remark 5.6], define $U = \sum_{j,k=1}^{4} A_j^* A_k \otimes (2|e_j\rangle \langle e_k| - \delta_{jk} I_4)$. Then, by repeatedly using $\sum_{k=1}^{4} A_k^* A_k = \sum_{k=1}^{4} A_k A_k^* = I_d$ one finds

$$ UU^* = \sum_{j,k=1}^{4} \sum_{m,n=1}^{4} A_j^* A_k A_n^* A_m \otimes (2|e_j\rangle \langle e_k| - \delta_{jk} I_4)(2|e_n\rangle \langle e_m| - \delta_{mn} I_4) $$

$$ = 4 \sum_{jkm} A_j^* A_k A_n^* A_m \otimes |e_j\rangle \langle e_m| - 2 \sum_{j,m,n} A_j^* A_j A_n^* A_m \otimes |e_k\rangle \langle e_m| $$

$$ - 2 \sum_{jkm} A_j^* A_k A_n^* A_m \otimes |e_j\rangle \langle e_k| + \sum_{k,n} A_k^* A_k A_n^* A_n \otimes I_4 $$

$$ = 4 \sum_{jm} A_j^* A_m \otimes |e_j\rangle \langle e_m| - 2 \sum_{m,n} A_n^* A_m \otimes |e_n\rangle \langle e_m| $$

$$ - 2 \sum_{jk} A_j^* A_k \otimes |e_j\rangle \langle e_k| + I_d \otimes I_4 $$

$$ = I_d \otimes I_4 $$

so that $U$ is unitary. Similarly, one finds (using $\text{Tr} |e_j\rangle \langle e_k| = \delta_{jk}$ and $\text{Tr} I_4 = 4$)

$$ (I \otimes \text{Tr}) U^* (\rho \otimes \frac{1}{4} I_4) U = \frac{1}{4} \sum_{jkmn} A_j^* A_k \rho A_n^* A_m (4\delta_{jm}\delta_{kn} - 2\delta_{jk}\delta_{mn} - 2\delta_{j}\delta_{mn} + 4\delta_{jk}\delta_{mn}) $$

$$ = \sum_{jk} A_j^* A_k \rho A_k^* A_j = (\Phi \circ \Phi^*)(\rho) $$

\[\square\]

B. Linear Dependence of $\{A_m^* A_n\}$ versus $\{A_m A_n^*\}$

We give an explicit example to show that $\{A_m^* A_n\}$ can be linearly independent, but $\{A_m A_n^*\}$ linearly dependent. Let $d = 4$ and $W = \frac{1}{27} \begin{pmatrix} 8 & -11 & 16 \\ -19 & -8 & 4 \\ -4 & 16 & 13 \end{pmatrix}$.

When $A_m$ is constructed as in (11) with all $V_m = W$, we found that
\[ \{ A^*_m A_n \} \text{ is linearly independent unless } t = \pm 1, t = \frac{-13}{3}, t = \frac{-59}{84}, t = \frac{19}{21}, \text{ or } t = \frac{107}{21}. \]

\[ \{ A_m A^*_n \} \text{ is linearly independent unless } t = \pm 1, t = \frac{-59}{84}, t = \frac{-1}{7}, t = \frac{19}{21}, \text{ or } t = \frac{107}{21}. \]

Thus, when \( t = \frac{-1}{7} \), \( \{ A^*_m A^*_n \} \) is linearly independent but \( \{ A_m A^*_n \} \) is linearly dependent. When \( t = \frac{-13}{3} \), \( \{ A_m A^*_n \} \) is linearly independent but \( \{ A^*_m A_n \} \) is linearly dependent. At \( t = \pm 1, t = \frac{-59}{84}, t = \frac{19}{21}, t = \frac{107}{21} \) both sets are linearly dependent. For all other values of \( t \in \mathbb{R} \) both sets are linearly independent.

This result might seem counter-intuitive because the cyclicity of the trace implies

\[ \text{Tr} \ A^*_j A_k (A^*_m A_n)^* = \text{Tr} \ A_m A^*_j A_k A^*_n = \text{Tr} \ A_m A^*_j (A_n A^*_k)^* \]

so that the Gram matrices for the two sets have the same elements, albeit arranged differently. Let \( G \) and \( H \) denote these Gram matrices and consider the elements \( g_{11, kk} = \text{Tr} \ A^*_1 A_1 (A^*_k A_k)^* = \text{Tr} \ A_k A^*_1 (A_k A^*_1)^* = h_{k1, k1} \). Since \( g_{11, kk} \) all lie in the first row of \( G \), \( \det G \) will not contain any terms with \( g_{11, kk} \cdot g_{11, jj} \) when \( j \neq k \). However, since \( h_{k1, k1} \) lies on the diagonal of \( H \), \( \det H \) will contain a term which includes \( \prod_{k=2}^{d} h_{k1, k1} = \prod_{k=2}^{d} g_{11, kk} \).

We conjecture that if \( \{ A_m A^*_n \} \) is linearly dependent for all \( t \), then \( \{ A_m A^*_n \} \) should also be linearly dependent for all \( t \).
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