Tensor networks for unsupervised machine learning
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Modeling the joint distribution of high-dimensional data is a central task in unsupervised machine learning. In recent years, many interests have been attracted to developing learning models based on tensor networks, which have the advantages of a principle understanding of the expressive power using entanglement properties, and as a bridge connecting classical computation and quantum computation. Despite the great potential, however, existing tensor network models for unsupervised machine learning only work as a proof of principle, as their performance is much worse than the standard models such as restricted Boltzmann machines and neural networks. In this Letter, we present autoregressive matrix product states (AMPS), a tensor network model combining matrix product states from quantum many-body physics and autoregressive modeling from machine learning. Our model enjoys the exact calculation of normalized probability and unbiased sampling. We demonstrate the performance of our model using two applications, generative modeling on synthetic and real-world data, and reinforcement learning in statistical physics. Using extensive numerical experiments, we show that the proposed model significantly outperforms the existing tensor network models and the restricted Boltzmann machines, and is competitive with state-of-the-art neural network models.

Introduction. Unsupervised learning aims to understand the high-dimensional data $x$ with rich structures, by learning a probability distribution $P(x)$ from the data. The central challenge is how to represent the joint distribution with an exponential number of entries using a polynomial number of parameters and how to efficiently sample from it. Indeed, even computing the normalization constant for a general joint distribution belongs to the \#P-hard problem, and has attracted enormous efforts [1, 2] in the past decades. From the point of view of computations, unsupervised learning shares the same challenges with statistical physics and quantum many-body physics, where the target distribution or the target quantum state one investigates lives in a huge space and is difficult to control.

In the history of machine learning, many classical unsupervised learning models were inspired by physics. One of the most important models, the celebrated Boltzmann machine [3, 4], was inspired by statistical physics, where $P(x)$ is expressed using the Boltzmann distribution with parameters encoded in the energy function $E(x)$,

$$P(x) = \frac{1}{Z} e^{-\beta E(x)}.$$  \hfill (1)

To efficiently sample from the Boltzmann distribution, the model is usually defined on a bipartite graph where efficient block-update Monte Carlo methods exist. This is known as the restricted Boltzmann machine (RBM) [5, 6] and has found numerous applications in machine learning and physics. Another physics-inspired model is the Born machine [7, 8], where the joint distribution of variables is modeled by the squared norm of a quantum state $\Psi(x)$, with

$$P(x) = \frac{1}{Z} |\Psi(x)|^2,$$  \hfill (2)

and the quantum state is represented by tensor networks [7–15]. Given the probabilistic interpretations of quantum mechanics, as well as the close relations between tensor networks and quantum circuits, Born machines have potential applications in quantum machine learning.

Theoretically, tensor network models based on matrix product states (MPSs) [7, 16] and tree tensor networks (TTNs) [9, 17] enjoy tractable normalization and a good theoretical interpretation of the representation power. However, when applied to practical unsupervised learning tasks on the standard data set, the performance of tensor network models is much worse than the neural network models [7, 9], even has a significant gap to the RBM which was invented more than 30 years ago [5, 6].

In this Letter, we aim to fill this gap. Based on the MPS, we propose an unsupervised model which maintains the advantages of tractable normalization and exact sampling, while having much stronger representation power than the MPS Born machine [7]. In the proposed model, instead of representing a joint distribution $P(x)$ directly using a tensor network, we combine it with the autoregressive construction of joint probabilities, by factorizing the joint probability as a product of conditional probabilities. We refer to our model as autoregressive matrix product states (AMPS). For the theoretical representation power, the model has a two-dimensional tensor network representation, which has similar entanglement structures to the two-dimensional tensor network representation of the RBM [18], while it has the ability to compute the
exact normalized probability and unbiased direct sampling. For applications, by varying the parameters of the conditional probabilities, i.e., tensor elements of MPSs, we can train the parametrized model distribution \( P(x) \) to accomplish various tasks. In the generative learning tasks \([2]\), we learn the empirical distribution of the training data set in a maximum likelihood estimation procedure for density estimation and generating new samples from it. In the reinforcement learning of statistical physics \([19]\), we learn the Boltzmann distribution of a given instance with the REINFORCE algorithm \([20]\) to estimate the free energy and the ensemble average of an observable such as magnetization. Using numerical experiments, we show that in these two applications, the performance of AMPS is much stronger than existing tensor network models and is competitive with the neural network models.

**Autoregressive product states.** The standard tensor networks in quantum many-body physics such as MPS and TTN illustrated in Figs. 1(a) and 1(b) have been generalized to unsupervised machine learning \([7, 9, 10]\). The obtained generative models have the advantages of exact computation of normalized probabilities and direct sampling. However, when applied to generative learning tasks on the standard data sets, their performances have a significant gap \([7, 9]\) compared to the RBM and neural network models. The starting point of this work is to understand the reason behind the gap and to investigate how to fill it.

For simplicity, consider an RBM of \( n \) visible variables and \( m \) hidden variables without bias parameters. The hidden variables of the RBM can be explicitly marginalized out as

\[
P(x) = \frac{1}{Z} \prod_{\alpha=1}^{m} \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)}(x_1,x_2,\ldots,x_n),
\]

where \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} = 2 \cosh(\sum_{a=1}^{D_{\alpha}} W_{a \alpha} x_1) \prod_{i=1}^{n} \exp(W_{i \alpha} x_i) + \prod_{i=1}^{n} \exp(-W_{i \alpha} x_i) \) is a sum over two rank-one tensors, hence it is in a canonical polyadic (CP) form where CP rank is equal to 2. Since a CP tensor can be converted exactly to an MPS with a bond dimension equal to its CP rank \([21]\), we say that an RBM can be regarded as a product of MPSs \([10, 22]\). Notice that by converting each factor \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} \) into an MPS with bond dimension 2, the total number of parameters becomes \( m \times n \times 2 \times 2^2 \) compared to \( m \times n \) of the RBM. However, converting the same RBM into a single MPS may require an exponentially large bond dimension. This is straightforward from Fig. 1(c) that if we contract the two-dimensional tensor network representation of RBM \([18]\) from top to bottom, we will eventually obtain an MPS with bond dimension \( 2^m \) and the total number of parameters of this single MPS has become \( n \times 2 \times (2^n)^2 \). The above discussion implies that the product of MPSs exhibits higher parameter efficiency compared to a single MPS transformed from the same RBM. However, it comes with the cost of an intractable (unbiased) sampling and computation of the normalization factor.

The autoregressive matrix product states (AMPS) model proposed in this Letter can readily take advantage of the product of MPSs but at the same time preserve the tractability of sampling and the normalization factor. As illustrated in Fig. 1(d), the proposed tensor network is also designed as a product of factors, with each factor \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} \) having a different length,

\[
P(x) = \frac{1}{Z} \prod_{\alpha=1}^{m} \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)}(x_1,x_2,\ldots,x_n),
\]

The difference between \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} \) in Eq. (4) and \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} \) in Eq. (3) is that \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} \) is designed to be normalized such that \( \sum_{x_i} \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} = 1 \), meaning that \( \Psi_{x_1,x_2,\ldots,x_n}^{(\alpha)} \) expresses the conditional probability \( P(x_i|x_1,\ldots,x_{i-1}) \). This is also known as autoregressive modeling in machine learning and it enjoys tractable normalization since the normalization factor \( Z \) is 1. We refer to the Supplemental Material \([23]\) for details on the AMPS model, including the two-dimensional tensor network representation in Figs. 1(c) and 1(d).

We propose to represent each factor using an MPS:

\[
\psi_{x_1,x_2,\ldots,x_n} = \sum_{\{\alpha_i\}} A_{x_1,\alpha_0,\alpha_1} A_{x_2,\alpha_1,\alpha_2} \cdots A_{x_n,\alpha_{n-1},\alpha_n},
\]

where \( A_{x_1,\alpha_0,\alpha_1} \in \mathbb{R}^{D_{\alpha_0} \times D_{\alpha_1}} \) is a rank-3 tensor and \( D_{\alpha_1} = 1 \) in this case. The first index \( x_1 \) corresponds to the physical variable \( x_1 \) with dimension \( d \), and the second and third indices \( \alpha_1 \) and \( \alpha_0 \) correspond to the interaction to the previous and the next rank-3 tensor, with bond dimension \( D_{\alpha_1-1} \) and \( D_{\alpha_1} \), respectively. In order to express a conditional distribution, \( \psi_{x_1,x_2,\ldots,x_n} \) must be non-negative. There are several ways to ensure this condition. One way is to normalize it by the squared norm of \( \psi \), i.e., \( \psi_{x_1,x_2,\ldots,x_n} = \sqrt{\text{tr}(\Psi_{x_1,x_2,\ldots,x_n}^\dagger Z Z)} \), where \( Z \) is the normalizing factor (same as the MPS Born machines \([7]\)). Another way is to use an exponential parametrization of \( \psi \): \( \psi_{x_1,x_2,\ldots,x_n} = e^{\psi_{x_1,x_2,\ldots,x_n}} / \sum_{x_n} e^{\psi_{x_1,x_2,\ldots,x_n}} \). Moreover, one can impose a non-negative condition for every tensor element in \( \psi \).

In Fig. 1(d) we use a solid box to represent the linear or nonlinear function that normalizes the tensor network. We found that the second choice, exponential parametrization works best in practice.

**AMPS for generative modeling.** Generative modeling asks to learn the parameters of \( P(x) \) as close as possible to the empirical distribution of a given data set \( T \) with \( |T| \) data samples...
by minimizing the negative log likelihood (NLL). It is equivalent to minimizing the Kullback-Leibler (KL) divergence between the empirical data distribution and $P(x)$ [2, 32]. In this work, we assume that the data variables are binary, i.e., $x \in \{0, 1\}^n$ for each data sample containing $n$ variables. After learning, the achieved NLL of the model quantifies the performance of the learned model in representing the training data set. The lower bound of the NLL is the entropy of the empirical data distribution, which equals $\ln |\mathcal{T}|$ if there are no duplications.

First, we study the case when the training data are random binary samples. How many random patterns can be remembered by the model indicates the expressive power of the model, also known as model capacity [33]. When $|\mathcal{T}|$ random patterns are exactly remembered, the NLL of the model would be $\ln |\mathcal{T}|$, and the learned distribution faithfully represents the empirical distribution with $|\mathcal{T}|$ nonzero values. In the experimental evaluations, we plot the NLL obtained in AMPS as a function of the number of data samples $|\mathcal{T}|$ and compared it to MPS Born machines [7] with the different bond dimensions and RBMs with different numbers of hidden variables, trained on the same data. We chose $n = 20$ so that the partition function of RBM, the gradients of parameters, as well as its NLL, can be computed exactly. The results are reported in Fig. 2(a) where the lower bound is plotted in a dashed line. We see that with more hidden variables, RBM will have more parameters ($n \times h$) and thus is more expressive, giving a smaller NLL. Similarly, with a larger bond dimension, the MPS Born machine also contains more parameters ($nD^2$) and also obtains a smaller NLL. In particular, with bond dimension $D \geq |\mathcal{T}|$, the MPS Born machine is able to faithfully clone the empirical distribution [7] and gives an NLL of $\ln |\mathcal{T}|$. The figure demonstrates that with a small bond dimension $D = 10$, the proposed AMPS already significantly outperforms RBM with $h = 300$ hidden variables, and a Born machine with bond dimension $D = 160$, exhibiting a much stronger expressive power than both the RBM and MPS Born machine.

We also test the expressive power on real-world datasets studied in Ref. [10] and evaluated its performance with other tensor network models such as the MPS Born machine with complex entries and the locally purified states (LPS) [10]. The data variables in real-world datasets are categorical, i.e., $x \in \{0, 1, \ldots, d - 1\}^n$ where $d > 2$ denotes the number of categories. The results on the Lymphograph data set [31] are shown in Fig. 2(b), where we can see that with the same bond dimension, AMPS is significantly superior to other tensor network models, obtaining much lower NLL. In particular, with a bond dimension larger than 3, AMPS has achieved an NLL equal to the lower bound, which is already beyond the reach of other models even with a larger number of parameters. A brief introduction to the compared tensor network models and more results are provided in the Supplemental Material [23], further confirming the superiority of AMPS in both performance and parameter efficiency.

Next, to demonstrate the generalization ability, we perform experiments on the binarized MNIST data set [38], a standard benchmark for generative models in machine learning. The binary MNIST data set contains a total of 50,000 training, 10,000 testing, and 10,000 validation images of handwritten digits, each of which is composed of $28 \times 28$ binary pixels. We force all MPSs in the AMPS to totally share the parameters, which can greatly improve the generalization power and
Table I. Negative log likelihood on the test data set (Test NLL, the smaller the better) given by AMPS on the binarized MNIST data set, compared with different tensor network models and neural network models. For RBM, * stands for an approximated NLL. The total number of parameters for each model is also summarized. For the MPS Born machine and the TTN Born machine, the number of parameters is evaluated approximately using the maximum bond dimension.

| Model Type         | Parameters | Test NLL |
|--------------------|------------|----------|
| MPS Born machine   | 15,680k    | 101.5    [9] |
| TTN Born machine (1d) | 127,855k | 96.9     [9] |
| TTN Born machine (2d) | 127,855k | 94.3     [9] |
| RBM                | ~393k      | 86.3*    [34] |
| NADE               | ~785k      | 88.3     [35] |
| MADE               | ~76,561k   | 86.6     [36] |
| AMPS               | ~15,680k   | 84.1     |

AMPS for reinforcement learning in statistical physics. Reinforcement learning [40] has many applications in artificial intelligence [41], as well as in physics, e.g., as a variational framework in statistical mechanics [19, 42] and in quantum many-body physics [43, 44]. For statistical mechanics problems, reinforcement learning is used to minimize the variational free energy $F_q$ of a variational distribution $q_\theta(s)$, an upper bound of the true free energy of the Boltzmann distribution,

$$F_q = \frac{1}{\beta} \sum_s q_\theta(s) \left[ \beta E(s) + \ln q_\theta(s) \right], \tag{6}$$

where $s \in \{-1, +1\}^n$ is the spin configuration. In conventional mean-field methods such as the naive mean field (NMF), the variational distribution reads $q_\theta(s) = \prod_i q_i(s_i)$ so the variational free energy and its derivatives with respect to the parameters can be expressed analytically. In the recently proposed variational autoregressive networks (VANs) [19, 42], $q_\theta(s)$ is parametrized using deep neural networks. In this work, we show that AMPS can also be applied as a variational distribution $q_{\text{AMPS}}(s)$ for minimizing the free energy $F_q$ in Eq. (6) by reinforcement learning and achieving competitive performance compared to the neural network models.

To evaluate the performance, we perform experiments on the celebrated Sherrington-Kirkpatrick (SK) spin-glass model [45]. The energy of a configuration $s$ is defined as $E(s) = -\sum_{1 \leq i < j \leq n} J_{ij} s_i s_j$ where $n$ denotes the number of spins and the couplings $J_{ij} = J_{ji}$ follow the Gaussian distribution with 0 mean and $1/\sqrt{n}$ variance. We follow the experimental settings in Ref. [19] and choose $n = 20$ in order to enumerate all the $2^n$ configurations for computing the exact free energy for the evaluations. The results are shown in Fig. (4). We can see that the AMPS with a corresponding bond dimension $D = 2$ not only significantly outperforms the standard mean-field method but also achieves competitive results compared to VAN, which is considered the state-of-the-art variational free energy minimization of the SK spin-glass model. Remarkably, at both high temperatures and low temperatures, the AMPS works even better than VAN.
Discussions. We have presented the AMPS, a tensor network model for unsupervised machine learning. The model incorporates autoregressive modeling in machine learning and matrix product states in physics. It enjoys the exact computation of joint probability inherited from the autoregressive modeling. Theoretically, the expressive power of the AMPS is much stronger than existing tensor network models. Empirically, using extensive experiments we have demonstrated that the AMPS outperforms existing tensor network models in generative modeling of images and reinforcement learning in variational statistical mechanics of spin glasses. Remarkably, its performance is competitive with the state-of-the-art deep neural network models, even better in some cases. This uncovers the great potential of tensor network methods in machine learning. Finally, we note that with natural relations between tensor networks and quantum circuits [47–49], it would be interesting to further investigate along this line for combining autoregressive modeling and quantum machine learning.
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Autoregressive Matrix Product States

Model description

Here we give a more detailed description of the Autoregressive Matrix Product States (AMPS) proposed in the main text. To fully exploit the representation power with the product of MPSs, we decompose the joint probability using the chain rule of probabilities in Eq. (3) in the main text, which has recently been used in variational autoregressive networks (VAN) [19] for solving statistical mechanics problem. This decomposition enjoys tractable normalization since the normalization factor $\tilde{Z}$ is exactly equal to 1:

$$
\tilde{Z} = \sum_{x_1, x_2, \ldots, x_n} \psi^{(1)}_{x_1} \psi^{(2)}_{x_1, x_2} \cdots \psi^{(n)}_{x_1, x_2, \ldots, x_n} = \sum_{x_1, x_2, \ldots, x_{n-1}} \psi^{(1)}_{x_1} \psi^{(2)}_{x_1, x_2} \cdots \psi^{(n-1)}_{x_1, x_2, \ldots, x_{n-1}} \sum_{x_n} \psi^{(n)}_{x_1, x_2, \ldots, x_n} = \sum_{x_1} \psi^{(1)}_{x_1} = 1.
$$

The above equations hold because each factor $\psi^{(i)}_{x_1, x_2, \ldots, x_i}$ is designed to be normalized: $\sum_{x_i} \psi^{(i)}_{x_1, x_2, \ldots, x_i} = 1$.

As a concrete example, consider 4 binary variables $\{x_1, x_2, x_3, x_4\}$. The joint distribution is written as

$$
P(x_1, x_2, x_3, x_4) = P(x_1)P(x_2|x_1)P(x_3|x_1, x_2)P(x_4|x_1, x_2, x_3)
= \psi^{(1)}_{x_1} \psi^{(2)}_{x_1, x_2} \psi^{(3)}_{x_1, x_2, x_3} \psi^{(4)}_{x_1, x_2, x_3, x_4}
$$

(8)

In particular, $\psi^{(4)}_{x_1, x_2, x_3, x_4}$ expresses the conditional probability $P(x_4|x_1, x_2, x_3)$. In order to express such a normalized conditional probability, we first construct an MPS

$$
\psi_{x_1, x_2, x_3, x_4} = \sum_{\{a_0, a_1, a_2, a_3, a_4\}} A^{(1)}_{x_1, a_0} A^{(2)}_{x_1, a_1, a_2} A^{(3)}_{x_1, a_2, a_3} A^{(4)}_{x_1, a_2, a_3, a_4},
$$

(9)

where $A^{(i)}_{x_i, a_{i-1}, a_i} \in \mathbb{R}^{D_i \times D_{i-1}}$ is a rank-3 tensor and $D_0 = D_4 = 1$.

In the main text, we have introduced three different ways to ensure that the conditional probability $\psi^{(i)}_{x_1, x_2, \ldots, x_i}$ is normalized: using non-negative rank-3 tensors, taking an exponential function, called AMPS (Exponential), and adopting a squared norm as in the Born machine [7], called AMPS (Square norm):

$$
\psi^{(4)}_{x_1, x_2, x_3, x_4} = \frac{\psi_{x_1, x_2, x_3, x_4}}{\sum_{x_4} \psi_{x_1, x_2, x_3, x_4}}
$$

(10)

$$
\psi^{(4)}_{x_1, x_2, x_3, x_4} = \exp \left( \frac{\psi_{x_1, x_2, x_3, x_4}}{\sum_{x_4} \exp \left( \psi_{x_1, x_2, x_3, x_4} \right) } \right)
$$

(11)

$$
\psi^{(4)}_{x_1, x_2, x_3, x_4} = \frac{\left| \psi_{x_1, x_2, x_3, x_4} \right|^2}{\sum_{x_4} \left| \psi_{x_1, x_2, x_3, x_4} \right|^2}
$$

(12)

and the schematic representations are shown in Fig. 5. The main difficulty in training the AMPS model is that the contraction of tensors without using canonicalization usually causes numerical issues: the contraction may result in numerical underflow or overflow. In our implementations, we initialize each rank-3 tensor $A^{(i)}_{x_i, a_{i-1}, a_i}$ in such a way that $A^{(i)}_{x_i, a_{i-1}, a_i}$ with the fixed index is equal to $I + \hat{A}$ where $I$ is the identity matrix and $\hat{A}$ is a learnable perturbation matrix which is initialized with small values. If every learnable rank-3 tensor is non-negative, we term it AMPS (Non-negative I). Another way to ensure numerical stability is that in the contraction process, i.e., vector-matrix multiplication from the leftmost to the rightmost, the vector is scaled by dividing the maximum value. In the case of non-negative parameterization, we term it AMPS (Non-negative II).

We have investigated the influences of different parameterizations on the performances of the AMPS. For the real-world dataset Lymphography studied in the main text, we provide the additional results of AMPS (Square norm), AMPS (Non-negative I), and AMPS (Non-negative II) in Fig. 6. Compared to AMPS (Exponential) which achieves the lower bound with only a bond
A dimension larger than 3, we found that the AMPS (Square norm) needs a bond dimension larger than 6 to achieve the same lower bound of the NLL. As for the two non-negative AMPS models, neither of them has achieved the lower bound with a bond dimension larger than 10. Nevertheless, both of them have outperformed other tensor network models such as MPS Born machines and locally purified states (LPS). For the experiment of the SK model, as shown in Fig. 7, the AMPS (Exponential) gives the most accurate estimation of free energy compared to other AMPS models. We notice that for AMPS (Exponential), AMPS (Square norm), and AMPS (Non-negative I) in the low-temperature (large $\beta$) region, the relative error no longer decreases as expected, especially when we further increase the bond dimension. We guess that the perturbation matrix condition is violated and causes some numerical instability during the learning process. For the AMPS (Non-negative II) model, we find that the optimization is extremely difficult at a high temperature (small $\beta$) region, resulting in a much larger relative error. However, it works pretty well as the temperature anneals down, showing a competitive performance compared to the AMPS (Exponential) model.

Parameter sharing scheme

In order to reduce the number of parameters needed to describe the joint distribution, we introduce a parameter sharing scheme, which is widely used in state-of-the-art neural network architecture such as Convolutional Neural Networks (CNN). A simple
parameter sharing scheme for the AMPS model is to force all MPSs to share the whole parameters. For example, the conditional probability $P(x_3|x_1,x_2)$ is constructed by the MPS

$$\psi_{x_1,x_2,x_3} = \sum_{\{a_0,a_1,a_2,a_3\}} A^{(1)}_{x_1,a_0,a_1} A^{(2)}_{x_2,a_1,a_2} A^{(3)}_{x_3,a_2,a_3}$$

(13)

where $A^{(1)}_{x_1,a_0,a_1}$ and $A^{(2)}_{x_2,a_1,a_2}$ are the same rank-3 tensors used in Eq. (9). The last tensor $A^{(3)}_{x_3,a_2,a_3}$ is the first frontal slice of $A^{(3)}_{x_3,a_2,a_3}$ in Eq. (9), which is a $2 \times D_2 \times 1$ tensor. We call this model Shared-AMPS. We also notice that this parameter sharing scheme is very similar to that used in Neural Autoregressive Distribution Estimator (NADE) [39].

In practice, we find that this parameter sharing scheme is useful to improve the model generalization ability and greatly reduces the number of parameters. For Shared-AMPS, since every conditional probability is parameterized by the same set of rank-3 tensors, the number of parameters only scales $nD^2$.

**Deep-AMPS**

For two-dimensional structures such as natural images, the pixel convolutional neural networks (PixelCNN) [37] model is proposed to generate the images pixel by pixel using masked convolutional layers. Here we integrated the same idea into AMPS, by asking the MPSs to act on the spatial neighbors of a variable. We call this model Deep-AMPS. To put this differently, the CNN is a regularized version of general multi-layer perceptrons by considering the spatial dependencies in the image, while the Deep-AMPS can be regarded as a regularized version of AMPS by considering the spatial dependencies in the two-dimensional data. Fig. 8 shows the first layer of the Deep-AMPS, where the yellow ball labels the target pixel. We first map the data into product states (blue balls), and then we use an MPS kernel (fuchsia balls) to contract with these product states. Similar to the A-type and B-type kernels in PixelCNN, the MPS also has two types. One is in the first layer, which does not contract with the target pixel and the dimension of each rank-3 tensor is $D \times 2 \times D$ where the physical bond dimension is 2. The other one is in the subsequent layers, which have one more tensor than the MPS in the first layer to contract with the vector in the target pixel position. Its dimension of each rank-3 tensor is $D \times D \times D$, except for the last tensor in the last convolutional layer’s MPS, whose dimension is $D \times D \times 2$ for outputting a binary distribution. Finally, we add a Softmax layer to obtain normalized conditional probability distributions.

![Figure 8. The first layer of Deep-AMPS.](image-url)

The process of contracting the MPS in the first layer is displayed in Fig. 9, where blue balls label product states and fuchsia balls label tensors in the MPS. After contracting the MPS and input vectors, an $D$-dimensional vector is produced, which is the input vector for the next layer. The computation complexity of this algorithm in a general layer (which means the dimension of a rank-3 tensor in the MPS is $D^3$) is $O(D^3)$, where $D$ is the bond dimension of the MPS.
By AMPS, the training and sampling computational cost is $O(n^2D^2)$ and $O(nD^2)$ respectively. For Deep-AMPS, the training computation cost is $O(nD^3l)$ per layer, and the sampling computation cost is $O(n^2D^3l)$ where $l$ is the length of MPS. For an RBM with $n$ visible and $m$ hidden neurons, the training and sampling computational cost is $O(knm)$ where $k$ is the number of Contrastive Divergence (CD) steps.

We also notice that in the sampling process of autoregressive models, the sampled pixel needs to be given as the input back into the model. This usually requires $n$ repeated computation for MADE, PixelCNN as well as our Deep-AMPS. However, for both AMPS and Shared-AMPS since the sampled pixel has already been used for contracting the next MPS tensor, which is equivalent to

$$P(x) = \frac{1}{Z} \sum_{\theta} \prod_{i=1}^{n} \Phi_{x_i} \prod_{j=1}^{m} \Phi_{x_j},$$

where $J_{ij}$ denotes couplings between visible variable $i$ and hidden variable $j$; $\theta_i$ and $\theta_j$ denote external field of visible node $i$ and hidden node $j$ respectively, and

$$\Phi_{x_1, x_2, \ldots, x_m} = 2 \cosh \left( \sum_{i=1}^{n} J_{ij} x_i + \theta_j \right).$$

That is, the joint distribution $P(x)$ is factorized to the product of factors $\Phi$, each of which accepts a configuration of the visible variable $x$ as input, and outputs a scalar value. When the visible variables are discrete, each $\Phi$ can be treated as a tensor $A_j$, in the linear space with dimension $2^n$. Furthermore, $A_j$ is a sum over two rank-one tensors $\prod_{i=1}^{n} \exp(J_{ij} x_i + \theta_j)$ and $\prod_{i=1}^{n} \exp(-J_{ij} x_i - \theta_j)$, hence is in a Canonical Polyadic (CP) form [21] with CP rank equals 2. It is well known that a CP tensor can be converted exactly to an MPS with a bond dimension equal to its CP rank [24]. In this sense, an RBM can be regarded as a Correlator Product States [22, 25]. Further, we notice that each visible variable $i$ can be regarded as a copy tensor with dimension $m + 1$, and a copy tensor can be also converted to a MPS $B_j$ with bond dimension 2. Connecting every pair of $B_j$ and $A_j$ by contracting the associated couplings matrices between them, we arrive at a two-dimension tensor network representation of RBM as illustrated in Fig. 1(c) in the main text, where each row corresponds to an MPS with $A$, and each column corresponds to an MPS with $B$, all have bond dimension equals 2. For more details about the two-dimensional representation, we refer to [18].

Analogous to the construction of the two-dimensional tensor network representation of RBM, in Fig. 10 we illustrate the two-dimensional tensor network representation for AMPS when $\Psi$ is a linear function of MPS $\psi$. First, the joint probability distribution of five binary variables $\{x_1, x_2, x_3, x_4, x_5\}$ are converted to a tensor network in Fig. 10(a), where the green MPSs are $\{\psi\}$ in Eq. (9), and the red circles are copy tensors labeling variables. Here the conditional probability $\Psi$ is a linear function of $\psi$, i.e. normalized by the $l_1$ norm of $\psi$ with $\psi$ non-negative. Then we convert the copy tensors (red circles) to MPSs. For example, for variable $x_1$, the copy tensor with dimension 5 is converted to an MPS of length 5, as $\psi = \cdots$. By re-arranging the position of the MPSs, we arrive at Fig. 10(b). Finally, by contracting the common indices between the green MPSs ($\Psi$) and the red MPSs (variables), we obtain the two-dimensional tensor network representation of AMPS, shown in Fig. 10(c). If $\Psi$ is a non-linear function of MPS $\psi$, then the tensor network representation would be more complicated, saturating a two-dimensional structure, as the representation in Fig. 1(d) of the main text denoted with solid boxes.

**Computational complexity**

In Table II we list the number of parameters, training, and sampling complexity for various models. For AMPS and Shared-AMPS, the training and sampling computational cost is $O(n^2D^2)$ and $O(nD^2)$ respectively. For Deep-AMPS, the training computation cost is $O(nD^3l)$ per layer, and the sampling computation cost is $O(n^2D^3l)$ where $l$ is the length of MPS. For an RBM with $n$ visible and $m$ hidden neurons, the training and sampling computational cost is $O(knm)$ where $k$ is the number of Contrastive Divergence (CD) steps.

![Two-dimensional tensor network representation of RBM and AMPS](image-url)

**Figure 9. The algorithm of contracting the MPS and input vectors.**

**Two-dimensional tensor network representation of RBM and AMPS**

For completeness, we first give a compact description of how to construct the two-dimensional tensor network representation of the RBM as proposed in [18]. In the RBM, the joint distribution of $n$ visible variables and $m$ hidden variables are defined as

$$P(x) = \frac{1}{Z} \sum_{\theta} \prod_{i=1}^{n} e^{J_{ij} x_i + \theta_j} \prod_{j=1}^{m} \Phi^{(j)}_{x_1, x_2, \ldots, x_m},$$

where $J_{ij}$ denotes couplings between visible variable $i$ and hidden variable $j$; $\theta_i$ and $\theta_j$ denote external field of visible node $i$ and hidden node $j$ respectively, and

$$\Phi^{(j)}_{x_1, x_2, \ldots, x_m} = 2 \cosh \left( \sum_{i=1}^{n} J_{ij} x_i + \theta_j \right).$$

That is, the joint distribution $P(x)$ is factorized to the product of factors $\Phi$, each of which accepts a configuration of the visible variable $x$ as input, and outputs a scalar value. When the visible variables are discrete, each $\Phi$ can be treated as a tensor $A_j$, in the linear space with dimension $2^n$. Furthermore, $A_j$ is a sum over two rank-one tensors $\prod_{i=1}^{n} \exp(J_{ij} x_i + \theta_j)$ and $\prod_{i=1}^{n} \exp(-J_{ij} x_i - \theta_j)$, hence is in a Canonical Polyadic (CP) form [21] with CP rank equals 2. It is well known that a CP tensor can be converted exactly to an MPS with a bond dimension equal to its CP rank [24]. In this sense, an RBM can be regarded as a Correlator Product States [22, 25]. Further, we notice that each visible variable $i$ can be regarded as a copy tensor with dimension $m + 1$, and a copy tensor can be also converted to a MPS $B_j$ with bond dimension 2. Connecting every pair of $B_j$ and $A_j$ by contracting the associated couplings matrices between them, we arrive at a two-dimension tensor network representation of RBM as illustrated in Fig. 1(c) in the main text, where each row corresponds to an MPS with $A$, and each column corresponds to an MPS with $B$, all have bond dimension equals 2. For more details about the two-dimensional representation, we refer to [18].

Two-dimensional tensor network representation of AMPS and Shared-AMPS since the sampled pixel has already been used for contracting the next MPS tensor, which is equivalent to

$$P(x) = \frac{1}{Z} \sum_{\theta} \prod_{i=1}^{n} e^{J_{ij} x_i + \theta_j} \prod_{j=1}^{m} \Phi^{(j)}_{x_1, x_2, \ldots, x_m},$$

where $J_{ij}$ denotes couplings between visible variable $i$ and hidden variable $j$; $\theta_i$ and $\theta_j$ denote external field of visible node $i$ and hidden node $j$ respectively, and

$$\Phi^{(j)}_{x_1, x_2, \ldots, x_m} = 2 \cosh \left( \sum_{i=1}^{n} J_{ij} x_i + \theta_j \right).$$

That is, the joint distribution $P(x)$ is factorized to the product of factors $\Phi$, each of which accepts a configuration of the visible variable $x$ as input, and outputs a scalar value. When the visible variables are discrete, each $\Phi$ can be treated as a tensor $A_j$, in the linear space with dimension $2^n$. Furthermore, $A_j$ is a sum over two rank-one tensors $\prod_{i=1}^{n} \exp(J_{ij} x_i + \theta_j)$ and $\prod_{i=1}^{n} \exp(-J_{ij} x_i - \theta_j)$, hence is in a Canonical Polyadic (CP) form [21] with CP rank equals 2. It is well known that a CP tensor can be converted exactly to an MPS with a bond dimension equal to its CP rank [24]. In this sense, an RBM can be regarded as a Correlator Product States [22, 25]. Further, we notice that each visible variable $i$ can be regarded as a copy tensor with dimension $m + 1$, and a copy tensor can be also converted to a MPS $B_j$ with bond dimension 2. Connecting every pair of $B_j$ and $A_j$ by contracting the associated couplings matrices between them, we arrive at a two-dimension tensor network representation of RBM as illustrated in Fig. 1(c) in the main text, where each row corresponds to an MPS with $A$, and each column corresponds to an MPS with $B$, all have bond dimension equals 2. For more details about the two-dimensional representation, we refer to [18].

Analogous to the construction of the two-dimensional tensor network representation of RBM, in Fig. 10 we illustrate the two-dimensional tensor network representation for AMPS when $\Psi$ is a linear function of MPS $\psi$. First, the joint probability distribution of five binary variables $\{x_1, x_2, x_3, x_4, x_5\}$ are converted to a tensor network in Fig. 10(a), where the green MPSs are $\{\psi\}$ in Eq. (9), and the red circles are copy tensors labeling variables. Here the conditional probability $\Psi$ is a linear function of $\psi$, i.e. normalized by the $l_1$ norm of $\psi$ with $\psi$ non-negative. Then we convert the copy tensors (red circles) to MPSs. For example, for variable $x_1$, the copy tensor with dimension 5 is converted to an MPS of length 5, as $\psi = \cdots$. By re-arranging the position of the MPSs, we arrive at Fig. 10(b). Finally, by contracting the common indices between the green MPSs ($\Psi$) and the red MPSs (variables), we obtain the two-dimensional tensor network representation of AMPS, shown in Fig. 10(c). If $\Psi$ is a non-linear function of MPS $\psi$, then the tensor network representation would be more complicated, saturating a two-dimensional structure, as the representation in Fig. 1(d) of the main text denoted with solid boxes.
Figure 10. Illustration of converting the AMPS with a linear normalization function to the two-dimensional tensor network representation. (a) The graphical representation of AMPS with five binary variables. (b) After converting the copy tensors to MPSs, we get the three-dimensional structure. (c) The two-dimensional tensor network representation of AMPS.

to the contracting process during training, redundant computations are not necessary. In our experiment, AMPS, MADE, PixelCNN takes 0.22s, 1.12s, and 1.32s to sample one image of binarized MNIST image on Nvidia Tesla V100 respectively.

| Model               | # parameters | Training complexity | Sampling complexity |
|---------------------|--------------|---------------------|---------------------|
| AMPS                | $O(n^2D^2)$  | $O(n^2D^2)$         | $O(n^2D^2)$         |
| Shared-AMPS         | $O(nD^2)$    | $O(nD^2)$           | $O(nD^2)$           |
| Deep-AMPS (per layer) | $O(D^3l)$    | $O(nD^3l)$          | $O(n^2D^3l)$        |
| MADE (per layer)    | $O(n^2)$     | $O(n^2)$            | $O(n^2)$            |
| RBM                 | $O(nm)$      | $O(knm)$            | $O(knm)$            |

Table II. Number of parameters and time complexity. Here $n$ is the input size, $D$ is the bond dimension, $l$ is the length of MPS used in Deep-AMPS, $m$ is the hidden neurons in RBM, and $k$ is the CD steps in the training of RBM.

AMPS for generative modeling

A gentle introduction to generative modeling

We first give a gentle introduction to the task of generative modeling. In generative modeling, we try to train a model to represent the target data distribution. Given empirical data distribution $P_{\text{data}}(x)$ and model distribution $P(x; \theta)$ parameterized by $\theta$, the Kullback-Leibler (KL) divergence measures the closeness of two probability distribution:

$$\begin{align*}
D_{\text{KL}}(P_{\text{data}}(x) \parallel P(x; \theta)) &= \sum_x P_{\text{data}}(x) \ln \left( \frac{P_{\text{data}}(x)}{P(x; \theta)} \right) \\
&= \sum_x P_{\text{data}}(x) \ln P_{\text{data}}(x) - \sum_x P_{\text{data}}(x) \ln P(x; \theta).
\end{align*}$$

The first term on the RHS is the entropy of the empirical data distribution, which is equal to $-\ln |T|$ if there is no duplication in the dataset. By replacing $P_{\text{data}}(x)$ with $\frac{1}{|T|} \sum_{x' \in T} \delta(x - x')$, the second term is the negative log-likelihood (NLL):

$$\begin{align*}
\mathcal{L} &= -\sum_x P_{\text{data}}(x) \ln P(x; \theta) \\
&= -\frac{1}{|T|} \sum_{x \in T} \ln P(x; \theta).
\end{align*}$$

Since the KL divergence is non-negative, we have $\mathcal{L} \geq -\sum_x P_{\text{data}}(x) \ln P_{\text{data}}(x)$, which means that the entropy of the empirical data distribution provides the lower bound for the NLL. When $\mathcal{L} = -\sum_x P_{\text{data}}(x) \ln P_{\text{data}}(x)$, the model distribution is exactly the empirical data distribution. The pseudocode of AMPS for generative modeling is presented in the Algorithm 1.
Algorithm 1 AMPS for generative modeling

Input: MPS parameters $\theta$, dataset $\mathcal{T} = \{x_1, x_2, \ldots, x_{|\mathcal{T}|}\}$, batch size $N_{bs}$, learning rate $\eta$

Output: Well trained model $P(x; \theta)$, NLL $\mathcal{L}$

Initialize MPS parameters $\theta$

while Stopping criterion is not satisfied do
    Sample a batch of $N_{bs}$ data points from dataset $\mathcal{T}$.
    Compute NLL $L_\theta$ using Eq. (17)
    Compute the gradients $\nabla_\theta L_\theta$
    Update MPS parameters using the gradients and an optimizer (such as Adam [26]).
end while

if Sample from the learned distribution then
    for $i = 1, 2, \ldots, n$ do
        Compute $P(x_i|x_1, \ldots, x_{i-1})$
        Sample $x_i$ from $P(x_i|x_1, \ldots, x_{i-1})$
    end for
end if

Return NLL $\mathcal{L}$ and new samples from the learned distribution.

More results on random datasets

For random samples drawn from the Bernoulli distribution, since we are only interested in expressive power, we try to obtain an NLL that is as small as possible. In all the experiments, we have used batch size equal to the number of samples $|\mathcal{T}|$, learning rate 0.001, and 10,000 training steps to ensure that the optimization converges. In addition to the experiments with a fixed number of variables presented in the main text, we also conducted numerical experiments with a fixed number of samples $|\mathcal{T}| = 100$, the performance is shown in Fig. 11(a). Notice that for a small value of $n$, the total number of configurations $2^n$ is smaller than $|\mathcal{T}| = 100$, so the lower bound for $\mathcal{L}$ should be calculated according to $-\sum_x P_{\text{data}}(x) \ln P_{\text{data}}(x)$. We can see from the figure that with a larger bond dimension $D$, the MPS Born machine obtains smaller $\mathcal{L}$. When bond dimension $D = 160$ which is larger than $|\mathcal{T}|$, the MPS Born machine gives $\mathcal{L} = \ln |\mathcal{T}|$. Remarkably, our AMPS model can achieve the same performance with a much smaller bond dimension $D = 10$.

In the training process of RBM, the gradients can be exactly computed involving exhaustive enumerating of all configurations, or approximately calculated such as the Contrastive Divergence (CD) algorithm. Fig. 11(b)(c) show the NLL on the training dataset obtained with different gradient-computing methods with hidden variables $h = 50$ and 300. Apparently, when the CD step increases, the model performs better and gives a closer to the exact gradients. However, none of these RBM models can reach the theoretical lower bound $\ln |\mathcal{T}|$.

![Figure 11](image)

Figure 11. (a) For random dataset with fixed sample size $|\mathcal{T}| = 100$, we plot the NLL versus the system size $n$ for different models. (b) (c) For random dataset with 20 variables, we show the performance of the RBM with hidden variables $h = 50$ and $h = 300.$
More results on real-world datasets

To fully demonstrate the expressive power, we have also performed extensive experiments on various real-world datasets studied in [10]: Biofam dataset from the Swiss Household Panel biographical survey [27], datasets from the UCI Machine Learning Repository [28]: Lymphography [31], SPECT Heart, Congressional Voting Records, Primary Tumor [31] and Solar Flare. The dataset statistics are summarized in Table III.

| Dataset                        | $|T|$ | $n$ | $d$ |
|--------------------------------|------|-----|-----|
| Biofam                         | 2000 | 16  | 8   |
| Lymphography                   | 148  | 19  | 8   |
| SPECT Heart                    | 187  | 23  | 2   |
| Congressional Voting Records   | 435  | 17  | 3   |
| Primary Tumor                  | 339  | 17  | 4   |
| Solar Flare                    | 1065 | 13  | 8   |

Table III. Statistics of real-world datasets. Here $|T|$ denotes the total number of samples, $n$ denotes the number of variables and $d$ denotes the number of categories.

We compare against the following tensor network models:

- **Positive MPS (MPS$_{\mathbb{R}_{\geq0}}$):** decomposing the joint distribution $P(x)$ into an MPS with non-negative tensors $A^{(i)} \in \mathbb{R}^{d_x \times d_{x-1} \times \cdots \times d_2}$

  \[
  P(x) = \frac{1}{Z} T(x_1, x_2, \ldots, x_n),
  \]

  \[
  T(x_1, x_2, \ldots, x_n) = \sum_{\{a_i=1\}} D \prod_{i=1}^{D} A^{(1)}_{x_1, a_1} A^{(2)}_{x_2, a_1, a_2} \cdots A^{(n)}_{x_n, a_{n-1}, a_n},
  \]

- **MPS Born machines (MPS BM$_{\mathbb{R}}$):** the $P(x)$ is modeled by squared norm of a quantum state $\Psi$ with $A^{(i)} \in \mathbb{R}^{d_x \times d_{x-1} \times \cdots \times d_2}$

  \[
  P(x) = \frac{1}{Z} |\Psi(x_1, x_2, \ldots, x_n)|^2,
  \]

  \[
  \Psi(x_1, x_2, \ldots, x_n) = \sum_{\{a_i=1\}} D \prod_{i=1}^{D} A^{(1)}_{x_1, a_1} A^{(2)}_{x_2, a_1, a_2} \cdots A^{(n)}_{x_n, a_{n-1}, a_n},
  \]

- **MPS Born machines with complex entries (MPS BM$_{\mathbb{C}}$):** same as MPS Born machines but with complex tensors $A^{(i)} \in \mathbb{C}^{d_x \times d_{x-1} \times \cdots \times d_2}$

- **Locally Purified States (LPS$_{\mathbb{R}}$):** proposed in [10] for probabilistic modeling. The Locally Purified States model the joint distribution by introducing additional purification dimension in MPS tensors and the $P(x)$ can be written as

  \[
  P(x) = \frac{1}{Z} T(x_1, x_2, \ldots, x_n),
  \]

  where

  \[
  T(x_1, x_2, \ldots, x_n) = \sum_{\{a_i, a_i'=1\}} M \prod_{i=1}^{M} A^{(1)}_{x_1, a_1, a_i' \beta_1} A^{(1)}_{x_1, a_i', a_i' \beta_1} A^{(2)}_{x_2, a_1, a_2 \beta_2} A^{(2)}_{x_2, a_2, a_2' \beta_2} \cdots A^{(n)}_{x_n, a_{n-1}, a_n \beta_n} A^{(n)}_{x_n, a_{n-1}, a_n \beta_n}.
  \]

  The $A^{(i)} \in \mathbb{R}^{d_x \times d_{x-1} \times d_2 \times M_i}$ is a rank-4 tensor with $D_0 = D_n = 1$ and the indices $\beta_i$ denotes the purification dimension.

- **Locally Purified State with complex entries (LPS$_{\mathbb{C}}$):** same as LPS$_{\mathbb{R}}$ but with complex tensors $A^{(i)} \in \mathbb{C}^{d_x \times d_{x-1} \times \cdots \times d_2}$, so the Eq. (23) becomes:

  \[
  T(x_1, x_2, \ldots, x_n) = \sum_{\{a_i, a_i'=1\}} M \prod_{i=1}^{M} \overline{A^{(1)}_{x_1, a_i, a_i' \beta_1} A^{(1)}_{x_1, a_i', a_i' \beta_1}} A^{(2)}_{x_2, a_1, a_2 \beta_2} A^{(2)}_{x_2, a_2, a_2' \beta_2} \cdots A^{(n)}_{x_n, a_{n-1}, a_n \beta_n} A^{(n)}_{x_n, a_{n-1}, a_n \beta_n},
  \]

  where the $\overline{A^{(i)}}$ denotes the complex conjugate of $A^{(i)}$. 
In all experiments, we have used a batch size equal to the number of samples \( |T| \). For different models, the number of parameters as well as the learning rate and training steps are summarized in Table IV. The implementations of the reference tensor network methods as well as the datasets were downloaded from [29].

| Model               | # parameters | learning rate | training steps |
|---------------------|--------------|---------------|----------------|
| AMPS \( d(n+1)D^2/2 \) | 0.001        | 10,000        |
| Shared AMPS \( dD^2 \)     | 0.001        | 10,000        |
| MPS \( R, \mathbb{R} \geq 0 \) | 1           | 10,000        |
| MPS BM \( R, \mathbb{R} \geq 0 \) | 1           | 10,000        |
| MPS BM \( C, \mathbb{R} \geq 0 \) | 1           | 10,000        |
| LPS \( R, \mathbb{R} \geq 0 \) | 10          | 10,000        |
| LPS \( C, \mathbb{R} \geq 0 \) | 10          | 10,000        |

Table IV. Summary of the number of parameters, learning rate, and training steps for different models.

We plot the NLL as a function of bond dimension \( D \) for different tensor network models in Fig. 12. From the figure, we see that the AMPS model significantly outperforms other tensor network models by a large gap. Remarkably, even Shared-AMPS with fewer parameters is already significantly superior with the same bond dimension. In Fig. 13 we investigate how the number of parameters will influence the performances. We also show the results given by MADE [36], the state-of-the-art neural network autoregressive estimator. Surprisingly, the AMPS model can achieve much lower NLL compared to other models, including MADE, indicating that the AMPS model has much stronger expressive power than other models.
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Figure 12. NLL as a function of bond dimension for different tensor network models on the real-world datasets: (a) Biofam data set: the family life states data from the Swiss Household Panel biographical survey [27] and the datasets come from the UCI Machine Learning Repository [28]; (b) Lymphography and tumor domains [31], (c) SPECT Heart, (d) Congressional Voting Records, (e) Primary Tumor [31], (f) Solar Flare. The lower bounds for \( \mathcal{L} \) are determined using the entropy of the empirical data distribution. All datasets are downloaded from [29].
More results on binarized MNIST dataset

In the above experiments on random and real-world datasets, we only cared about the expressive power of the model while completely ignoring the generalization, i.e., evaluating the NLL on the test dataset and the ability to generate new samples. Here we investigate the generalization power of Shared-AMPS and Deep-AMPS on the binarized MNIST dataset, a standard dataset in generative modeling. After training the models on the MNIST dataset, we can sample from the learned distribution through the ancestral sampling [1, 7]. As a concrete example, consider again the case with four binary variables. To sample a new data point \( \mathbf{x} \), we first determine \( x_1 \) from \( \Psi^{(1)}_{x_1} \), then determine \( x_2 \) from \( \Psi^{(2)}_{x_2|x_1} \) using \( x_1 \), then determine \( x_3 \) from \( \Psi^{(3)}_{x_3|x_1,x_2} \) using \( x_1 \) and \( x_2 \), finally determine \( x_4 \) from \( \Psi^{(4)}_{x_1,x_2,x_3} \) using \( x_1, x_2 \) and \( x_3 \).

For Shared-AMPS, we have used batch size 100, initial learning rate 0.1, epochs 50, and decaying the learning rate by 0.1 every 10 epochs. As for Deep-AMPS, we have used an MPS with a length of 24 (in the first layer), and bond dimension \( D = 14 \). The network consists of 8 convolutional layers. We also use padding to ensure that the input size of each layer is the same as the data size \((28 \times 28)\). In addition, in Fig. 14 we plot the training NLL and test NLL as a function of bond dimension for the Shared-AMPS model. We find that as the bond dimension increases, the performance on the test dataset no longer improves, indicating an overfitting phenomenon with more parameters than we need on the dataset. The best test NLL is \( 8.41 \) with the dimension \( D = 100 \), as reported in the main text. To the best of our knowledge, this is the best result given by tensor network models.

In our experiment, we compared the performance of AMPS with existing neural network models. Here we give a brief introduction to them:

1. neural autoregressive distribution estimator (NADE) [39]: an MLP (MultiLayer Perceptron)-based parameterization where each conditional probability \( P(x_i|x_{<i}) \) is expressed as
   \[
P(x_i|x_{<i}) = \text{Softmax} \left( \alpha_i h_i + b_i \right),
   \]
   \[
h_i = \sigma \left( W_{i,<i} x_{<i} + c \right),
   \]
   where \( \{W, c, \alpha, b\} \) are learnable parameters, \( \sigma(\cdot) \) denotes the activation function, and the parameter \( W \) and \( c \) are shared in the calculation of different hidden vectors \( h_i \).
2. masked autoencoder distribution estimator (MADE) [36]: an autoencoder-based parameterization where the connections (weight matrices) are masked to achieve the autoregressive property. For a simple 1-layer MADE, the conditional probability can be written as

$$P(x_i|x_{<i}) = \text{Softmax} \left( (M_{:,j} \odot W_{:,j})x + b_j \right),$$

where $M$ is the masked matrix and \{W, b\} are learnable parameters.

3. pixel convolutional neural networks (PixelCNN) [37]: a CNN-based parameterization where a masked convolution is adopted such that $x_i$ is only dependent on the variables left and above of $x_i$.

**AMPS for reinforcement learning in statistical physics**

A gentle introduction to reinforcement learning in statistical physics

For reinforcement learning in statistical physics, we try to make the variational distribution $q(s; \theta)$ as close as possible to the equilibrium Boltzmann distribution $P(s) = \exp (-\beta E(s)) / Z$. The closeness of two probability distributions is measured by the reverse KL divergence:

$$D_{KL} (q(s; \theta) \parallel P(s)) = \sum_s q(s; \theta) \ln \left( \frac{q(s; \theta)}{P(s)} \right) = \beta (F_q - F),$$

where for the convention of statistical physics, we use $s$ to denote the spin configuration $s \in \{-1, +1\}^n$ and

$$F_q = \frac{1}{\beta} \sum_s q(s; \theta) \left[ \beta E(s) + \ln q(s; \theta) \right]$$

is the variational free energy, and $F$ is the true free energy. In our numerical experiments, the variational distribution is parameterized by our AMPS model. For the Sherrington-Kirkpatrick (SK) model [45], the energy $E(s)$ is defined as

$$E(s) = - \sum_{1 \leq i < j \leq n} J_{ij} s_i s_j.$$

By denoting $\hat{s}_i = P(s_i = +1)$, the entropy is given by

$$\ln q(s; \theta) = \sum_{i=1}^n \left[ s_i \ln \hat{s}_i + (1 - s_i) \ln (1 - \hat{s}_i) \right].$$

We adopt the REINFORCE algorithm [20] for estimating the gradient of the variational free energy with respect to model parameters:

$$\nabla_{\theta} F_q = \frac{1}{\beta} \sum_s q(s; \theta) \left[ \beta E(s) + \ln q(s; \theta) \right] \nabla_{\theta} \ln q(s; \theta).$$
The pseudocode of AMPS for reinforcement learning in statistical physics is presented in the Algorithm 2.

**Algorithm 2  AMPS for reinforcement learning in statistical physics**

**Input:** MPS parameters $\theta$, SK model parameters $\{J_{ij}\}$, batch size $N_{bs}$, learning rate $\eta$

**Output:** Trained variational distribution $q(s; \theta)$, variational free energy $F_q$.

Initialize MPS parameters $\theta$

while Stopping criterion is not satisfied do

Generate a batch of $N_{bs}$ samples from the variational distribution $q(s; \theta)$ by the ancestral sampling

Compute the energy and the entropy using Eq. (30) and Eq. (31), then compute variational free energy $F_q$ using Eq. (29).

Compute the gradients $\nabla_\theta F_q$ from Eq. (32)

Update MPS parameters using the gradients and an optimizer (such as Adam [26]).

end while

Return Variational free energy $F_q$

**More results on SK model**

In our experiments, we follow the same experimental setup in [19]. We have used a batch size of 10,000 and a learning rate of 0.001. The main results are shown in the main text. In Table V we show the model details and the corresponding number of parameters. In Fig. 15 we also show the relative error of free energy for AMPS with different bond dimensions as well as VAN with more hidden neurons or depths.

| Model   | Detail      | # Parameters |
|---------|-------------|--------------|
| AMPS    | D=2         | 1600         |
|         | D=4         | 6400         |
|         | D=6         | 14400        |
|         | D=8         | 25600        |
|         | D=10        | 40000        |
| 2 layer VAN | 20 hidden neurons | 800         |
|         | 100 hidden neurons | 4000        |
|         | 200 hidden neurons | 8000        |
| 3 layer VAN | 20 hidden neurons | 1200        |
|         | 100 hidden neurons | 14000       |
|         | 200 hidden neurons | 48000       |

Table V. Model details for SK model with 20 spins.
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Figure 15. For the SK model with 20 spins, we plot the relative error of free energy for (a) AMPS with different bond dimensions, (b) a 2 layer VAN with different hidden neurons, and (c) a 3 layer VAN with different hidden neurons.
Unbiased estimation by neural importance sampling

The samples \{s\} drawn from \(q(s; \theta)\) are unbiased to the AMPS distribution itself, but biased to the SK model, i.e. the Boltzmann distribution \(P(s) = \exp (-\beta E(s))/Z\). However, this problem can be resolved by reweighting the samples. It is also called neural importance sampling in [30]. In more detail, the expectation of an observable \(O(s)\) can be computed as

\[
\langle O(s) \rangle_P = \sum_s p(s) O(s) = \sum_s q(s; \theta) \frac{p(s)}{q(s; \theta)} O(s) = \mathbb{E}_{s-q} \left[ \frac{e^{-\beta E(s)}}{q(s; \theta)} O(s) \right] / \mathbb{E}_{s-q} \left[ \frac{e^{-\beta E(s)}}{q(s; \theta)} \right]
\]

(33)

In Fig. 16, we show that neural importance sampling has alleviated the bias and can give a more accurate estimation of the energy \(\langle E(s) \rangle_P\).
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Figure 16. For the SK model with 20 spins, we show the relative error for estimating the energy \(\langle E \rangle_P\) by (a) directly drawing samples from the AMPS and (b) applying neural importance sampling.

Comparing with direct tensor network contraction method

The evaluation of the partition function \(Z\) (free energy \(F = -1/\beta \ln Z\)) can also be translated into contracting the corresponding tensor network:

\[
Z = \sum_s e^{-\beta E(s)} = \sum_s \prod_{(ij)} e^{\beta s_is_j}.
\]

(34)

We have compared the relative error of free energy made by both AMPS and the direct tensor network contraction method [48] in Fig. 17. We can see that with 20 spins, AMPS significantly outperforms the direct tensor network contraction method at low temperatures. This is because direct tensor network contraction needs to compress an exponential large tensor during the contraction process, which is possible at high temperatures but very difficult at low temperatures.

Performance on larger systems

In Fig. 18, we plot the free energy during the training process of AMPS and VAN on a SK model with \(N = 40/80, \beta = 0.4/0.7\). We can see from the figure that AMPS model has exhibited faster convergence and obtained lower free energy compared to the VAN. A more detailed and comprehensive study on larger systems (\(N > 100\)) requires more training steps, searching for the optimal hyper-parameters as well as more GPU hours, which we leave for future work.
Figure 17. For the SK model with 20 and 25 spins, we compare the relative error of free energy for AMPS with direct tensor network contraction [48].

Figure 18. Free energy during the training process of AMPS and VAN on a SK model with $N = 40/80, \beta = 0.4/0.7$. The bond dimension of AMPS model is 4 and the depth and width of VAN are 2 and 10 respectively.