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Abstract

Compared with image scene parsing, video scene parsing introduces temporal information, which can effectively improve the consistency and accuracy of prediction. In this paper, we propose a Spatial-Temporal Semantic Consistency method to capture class-exclusive context information. Specifically, we design a spatial-temporal consistency loss to constrain the semantic consistency in spatial and temporal dimensions. In addition, we adopt an pseudo-labeling strategy to enrich the training dataset. We obtain the scores of 59.84\% and 58.85\% mIoU on development (test part 1) and testing set of VSPW, respectively. And our method wins the 1st place on VSPW challenge at ICCV2021.

1. Introduction

Video scene parsing aims to assign pixel-wise semantic labels to each video frame. Directly using image scene parsing methods on video frames, without exploiting the temporal information of video, may lead to the problem of discontinuous prediction results. Therefore, it is valuable to explore how to use video temporal information to improve the continuity of prediction.

By analyzing the prediction results of adjacent frames of multiple videos obtained by the image scene parsing, we find that when the object remains unchanged but the surrounding scene changes, the prediction results of the object may be inconsistent. As shown in Figure 1, in two adjacent frames, the “printer” remains unchanged, while the surroundings of the “printer” change. As a result, the predictions of the “printer” in the two frames are inconsistent. This is because these methods predict by learning the class-inclusive context, which represents information of pixels in all classes in the surroundings of the object. When the surroundings of the object changes, the prediction results of the object may also change, leading to discontinuous video prediction results. Therefore, we consider that the model should learn the class-exclusive context information for prediction, in which the class-exclusive context represents the information of pixels in the same category around the pixel.

In this paper, we propose a Spatial-Temporal Semantic Consistency method to explore the class-exclusive context information. Specifically, we take adjacent frames as the in-
put of the network, and propose a spatial-temporal consistency loss (STCL) to constrain the intra-class consistency in spatial and temporal dimensions. Thus, the network can pay more attention to the feature of the object itself and reduce the dependence on other categories among the surrounding environment. In other words, the model could capture class-exclusive context information and avoid noisy class-inclusive context information, thus the predicted results are more stable and robust. In addition, we put forward an pseudo labeling method to help the network improve the representation learning with limited labeled data.

We carry out extensive ablation experiments on Video Scene Parsing in the Wild (VSPW) dataset [12] to verify the effectiveness of our proposed method. We finally obtain the scores of 59.84% and 58.85% mIoU on test part 1 and testing set of VSPW, respectively. And our solution is ranked 1st place on VSPW challenge at ICCV2021.

2. Method

In this section, we first describe the overview pipeline of our network. And then, we introduce our Spatial-Temporal Semantic Consistency method. Next, we describe the pseudo-labeling strategy of unlabelled images. Finally, we describe the training and inference process of the network.

2.1. Overview

As illustrated in Figure 2, given a video sequence, we take the current frame as the query frame, and a few adjacent frames of the current frame as the reference frames. The query and reference frames are fed into the encoder to extract the pixel-level feature. On the one hand, the encoded features pass through the decoder to recover the resolution for pixel-level prediction, which is supervised by the commonly used cross-entropy loss. On the other hand, the encoded features are transformed by the projection head, and the transformed features are supervised by the proposed spatial-temporal consistency loss.

Encoder We apply the CNN-based network (e.g. ResNet [7], ResNeSt [13]) and Transformer-based network (e.g. Swin Transformer [11]) as encoder to extract image features.

Decoder Following UperNet [14], we use Feature Pyramid Network [9] to build high-level semantic feature maps at all scales and adopt multi-level feature aggregation for obtaining decoded features.

2.2. Spatial-Temporal Semantic Consistency

Most of the recent methods [6, 5] construct class-inclusive context representation for each pixel to assist the semantic prediction. However, the class-inclusive context makes the network weaken the features learning of the object itself, resulting in the network heavily relying on class-inclusive context to achieve pixel prediction. For video sequences, the surroundings of the current pixel is fixed in spatial dimension, while may change in temporal dimension. When the surroundings changes and the object remains unchanged between the adjacent frames, the prediction of the object may be inconsistent. In this work, we propose a spatial-temporal consistency loss to capture class-exclusive context, establishing semantic consistency in spatial and temporal dimensions. The loss encourages the same category of features to be consistent, regardless of whether the surrounding environment is the same or not.

As shown in Figure 2, for input frames $I_t, I_{t+k}$ from the time $t$ and $t+k$, the $I_t, I_{t+k}$ first pass through the encoder to obtain the feature maps $F_t$ and $F_{t+k}$, respectively. Next, similar to [11], they are fed into a projection head to get transformed features $\phi_t$ and $\phi_{t+k}$, where the projection head consists of (FC)$\rightarrow$(BN)$\rightarrow$(ReLU). For a pixel $i$ with groundtruth semantic label $\hat{c}$, the positive samples are other pixels belonging to the same class $\hat{c}$ in $\phi_t$ and $\phi_{t+k}$, while the negatives are the pixels belonging to the other classes $C\backslash\hat{c}$. The $C$ denotes all classes in dataset. Formally, our spatial-temporal semantic consistency loss is defined as:

$$L(i) = \frac{1}{|P_t|} \sum_{i' \in P_t} \log \left( \frac{\exp(i \cdot i^t/\tau)}{\exp(i \cdot i^t/\tau) + \sum_{i'' \in N_t} \exp(i \cdot i''/\tau)} \right)$$

(1)

$$L_{std} = \frac{1}{|\Omega|} \sum_{i \in \Omega} L(i)$$

(2)

where $\Omega$ denotes the all pixels in $\phi_t$, $P_t$ and $N_t$ denote positive and negative samples for pixel $i$, respectively. $\tau$ denotes temperature coefficient.

By minimizing the above loss function, when the surrounding environment changes, the pixel prediction results between adjacent frames will remain relatively consistent. Thus, the prediction results are more stable and accurate.
2.3. Pseudo-Labeling Training

it is usually partially labeled, such as vspw, which labels 15 f/s, and there are still a large number of unlabeled samples. Inspired by semi-supervised learning [2] [8], which aims to exploit unlabeled data to further improve the representation learning when given limited labeled data, we adopt an pseudo-labeling strategy for VSPW to enlarge the training dataset.

In particular, we first build a teacher network to provide a target probability for each of $N$ classes for every pixel in each image. And we adopt a hard labeling strategy, whereby for a given pixel, we select the top class prediction of the teacher network. In order to make pseudo label have higher confidence, we threshold the label based on teacher network output probability. Those pixels whose maximum prediction probability exceed the threshold will be set as true label, otherwise the pixels will be marked as “ignore” class. In our experiments, the threshold is set to 0.5.

2.4. Training & Inference

Training We jointly learn the semantic segmentation and the class-inclusive context information in an end-to-end mode. The total loss is defined as:

$$L = \lambda_1 L_{seg} + \lambda_2 L_{stcl}$$  \hspace{1cm} (3)

where $L_{seg}$ denotes cross-entropy loss, $\lambda_1$ and $\lambda_2$ are hyper-parameters used to balance the two losses. In practice, $\lambda_1 = 1$ and $\lambda_2 = 0.2$.

Inference In the inference phase, we process each frame of the input video independently. Therefore, no additional computational overhead is introduced in the inference stage.

3. Experiments

In this section, we first introduce the dataset and implementation details. After that we provide the ablution studies to validate the effectiveness of our proposed method. Finally, we report the results on the challenge test server.

3.1. Dataset and Evaluation Metrics

The Video Scene Parsing in the Wild (VSPW) dataset [12] covers a wide range of real-world scenarios and categories. Over 96% of the captured videos are with high spatial resolutions from 720P to 4K. It also provides the dataset with the resolution of 480P. We densely annotate 3,536 videos, including 251,633 frames from 124 categories. The training set, validation set and testing set of VSPW contain 2,806/343/387 videos with 198,244/24,502/28,887 frames, respectively.

In this paper, we adopt mean Interaction over Union (mIoU) and Weight IoU (WIoU) as evaluation metrics for scene parsing. In addition, to evaluate the stability across frames in a video, following [12], we report Video Consistency (VC) metric to evaluate the category consistency among long-range adjacent frames. In particular, we report VC8 and VC16, which evaluate the consistency among 8 frames and 16 frames, respectively.

3.2. Implementation details

The Pytorch [13] framework is employed to implement our network. In our experiments, we use CNN-based networks and Transformer-based networks as encoder. In training phase, for the CNN-based networks, the backbone is pretrained on ImageNet-1K [3] and SGD optimizer is employed with an initial learning rate of 0.01, a weight decay of 0.0001. For the Transformer-based networks, the backbone is pretrained on ImageNet-22K and AdamW optimizer is adopted with an initial learning rate of $7 \times 10^{-5}$, and a linear warmup of 1,500 iterations. All models in our experiments are trained on 8 GPUs with 2 images per GPU for 20K iterations. For data augmentation, random horizontal flipping, random cropping (cropsze $768 \times 768$) and random resizing within ratio range $[0.5, 2.0]$ are applied. During the testing phase, the sliding window method is used.

3.3. Ablation Studies

Backbone We explore the CNN-based and Transformer-based networks as our backbone. The CNN-based networks employ convolutional operations to extract semantic information, which are often affected by limited receptive fields in recognition. The Transformer-based networks employ the self-attention mechanism to model long-
### Spatial-Temporal Consistency Loss

We propose a spatial-temporal consistency loss to improve the video consistency and accuracy of prediction results. The experimental results are shown in Table 3. We analyze the model performance under different feature dimensions and temperature coefficients. The results show that with dimension set to 512 and \( \tau \) set to 0.07, the model improves the video consistency (VC8) of the basic model from 0.8916 to 0.9007, demonstrating the effectiveness of our method.

### Pseudo-Labeling Training

To further make full use of the unlabelled data, we apply a pseudo-labeling strategy to generate pseudo labels on unlabelled data. We combine the pseudo data and training set to obtain a new dataset. Then, we train our model on the new dataset to improve the performance. As shown in Table 4, we first build a teacher network, which ensembles Swin-L+ADE20K (in Table 2) and Swin-L+STCL (in Table 3) models. The teacher model achieves 0.6085 on val set. And we submit the prediction results on testing set to competition server, obtaining 0.5670, 0.8792 and 0.8451 in terms of mIoU, VC8 and VC16, respectively. We use the strong teacher model to generate pseudo labels and train the model with the obtained pseudo labels. We achieve 0.5704, 0.8906 and 0.8578 in terms of mIoU, VC8 and VC16, respectively.

### 3.4. Comparisons

We use different image ratios of [0.5, 0.75, 1.0, 1.25, 1.5, 1.75] for multi-scale testing, and apply horizontal flipping for each scale. Moreover, we ensemble three different models for boosting the performance. Table 5 and Table 6 show that our method surpasses others by a large margin. Specifically, in the development (test part 1), our solution achieves 0.5984 mIoU, 0.7307 WIoU, 0.9451 VC8, 0.9222 VC16, which is a large gap to the second method on four evaluation metrics. In the final testing set, our model maintains the 1st place on the four metrics.

### 4. Conclusion

In this work, we propose a Spatial-Temporal Semantic Consistency method for video scene parsing. We propose a spatial-temporal consistency loss to encourage the model to learn class-exclusive context information, improving intra-class consistent. In addition, we employ a pseudo-labeling strategy to make full use of unlabelled data to enrich the training dataset. With the proposed method and other practical tricks, e.g. stronger backbone, extra data augmentation, and ensembling method, our solution outperforms the others significantly and wins the 1st place on VSPW challenge at ICCV2021.
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