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ABSTRACT In the article, we use the proportional directional valve (PDV) with unknown dead-zones to regulate the electro-hydraulic system (EHS) which has parametric uncertainties including the drastic supply pressure variation; moreover, the external disturbance occurs when the EHS works; in addition, the control voltage applied to the PDV is expected to satisfy the prescribed bound. All of these factors make controller design a challenging problem. The unknown dead-zones, the external disturbance, the drastic supply pressure variation and other parametric uncertainties are viewed as a total disturbance which can be estimated by the linear extended state observer (LESO). Furthermore, a novel robust disturbance rejection position controller with voltage constraints is proposed to compensate for the dead-zones and improve the tracking performance of the EHS regulated by the PDV when the drastic supply pressure variation and the external disturbance occur. The stability analysis is given to ensure that the tracking error of the closed-loop EHS regulated by the proposed controller can converge to the arbitrarily small neighborhood of the origin. Experiments are carried out to verify the effectiveness of the proposed control method. Comparative experimental results demonstrate that the proposed controller can make the load follow the reference trajectory accurately in the presence of the unknown dead-zones and the external disturbance when the supply pressure varies drastically.

INDEX TERMS Disturbance rejection control, electro-hydraulic system, voltage constraint, unknown dead-zones, drastic supply pressure variation, linear extended state observer, proportional directional valve.

I. INTRODUCTION

The electro-hydraulic systems (EHS) play a very important role in a wide variety of applications, such as robots [1], heavy engineering machineries [2], fatigue test device [3] and load simulators [4] due to high-response, large power-to-weight ratios and the ability to generate large actuation force [5]. Although the servo valve can be used to regulate the flow rate of the hydraulic oil, it is expensive and prone to malfunction resulting from fluid contamination [6]. To reduce manufacturing cost and sensitivity to contamination [7], [8], the proportional directional valve (PDV) is widely utilized in the EHS. The main difference between the servo valve and the PDV is that the servo valve has no dead-zones [9], but the PDV has dead-zones due to overlaps between the spool and the sleeve [10]. The dead-zones degrade the tracking performance when the expected direction of the motion changes [8]. Moreover, the control voltage applied to the PDV is required to satisfy the prescribed voltage range in order that the PDV can be protected from being damaged.

A direct dead-zone compensation method based on a describing function was put forward for the EHS regulated...
by the PDV with known symmetric dead-zones [11]. However, there may exist asymmetric dead-zones in the PDV [12]. Moreover, it is difficult and expensive to measure the exact width of dead-zones in the PDV. By selecting a Lyapunov–Krasovskii functional, an adaptive compensation controller was designed to handle unknown symmetric dead-zones [13]. A nonlinear robust adaptive controller based on the smooth dead-zone inverse was designed to compensate for the unknown valve dead-zone [14].

There are parametric uncertainties in many practical control systems; a robust fault-tolerant $\mathcal{H}_\infty$ controller was proposed to handle parametric uncertainty in the offshore steel jacket platform system [15]. In addition, some parameters in the EHS are time-varying [16], [17]. For example, the effective bulk modulus of the hydraulic oil alters because of the entrained air [18]. Internal leakage coefficient varies due to component wear and the change of the oil viscosity which alters with the oil temperature; the discharge coefficient of the orifice changes with the variation of the Reynolds number of the oil [19]. To tackle parametric uncertainties, a discontinuous projection-based adaptive control law was used in [20]. However, in [20], the servo valve was adopted to regulate the flow rate of the hydraulic oil and the actuator was a double-rod hydraulic cylinder, in which ram areas of two chambers were equal, but we use the PDV to adjust the flow rate of the oil and the actuator in our test setup is a single-rod hydraulic cylinder, in which ram areas of two chambers are not equal. Different ram areas make the controller design more difficult.

Furthermore, the supply pressure fluctuation may occur in the practical EHS. The feedback linearization method was used to compensate for the supply pressure variation in the EHS regulated by the servo valve [18]. The actuator in [18] was a hydraulic motor whereas the actuator in our test platform is a hydraulic cylinder. As far as we know, rather few research work has been carried out to design the controller which can compensate for the drastic supply pressure variation in the practical EHS controlled by the PDV. Therefore, it is necessary to conduct the research in order that the tracking performance of the EHS regulated by the PDV can be improved when the supply pressure drops drastically.

Moreover, disturbances exist in the EHS due to the unknown varying external load [21], [22], the nonlinear friction forces and other hard-to-model terms [24]. Disturbance observers are widely adopted to estimate the disturbance which includes the unknown dead-zones, the external disturbance and the drastic supply pressure variation; furthermore, a novel controller is designed to compensate for the disturbance and the drastic supply pressure variation is enhanced; to satisfy voltage constraints on the PDV, the control voltage is restricted in $[-10 \text{ V}, 10 \text{ V}]$; otherwise, the PDV will be damaged.

Main contributions of the article are: we use the linear extended state observer (LESO) to estimate the total disturbance which includes the unknown dead-zones, the external disturbance and the drastic supply pressure variation; furthermore, a novel controller is designed to compensate for the total disturbance effectively; the performance of disturbance rejection is improved; the robustness for drastic supply pressure variation is enhanced; to satisfy voltage constraints on the PDV, the control voltage is restricted in $[-10 \text{ V}, 10 \text{ V}]$ such that the PDV can be protected from being damaged; the analysis on tracking error is provided to ensure that the tracking error can converge to the arbitrarily small neighborhood of the origin.

The article is arranged as follows. In section II, the mathematical model of the electro-hydraulic system regulated by the PDV is described; in section III, a novel extended state observer based controller with constrained voltage is designed; furthermore, in section IV, the estimation error analysis is given to ensure that the total disturbance can be estimated accurately; the tracking error analysis is conducted to guarantee that the load can follow the reference trajectory precisely; to verify the performance of the proposed controller, comparative experiments are carried out in section V; eventually, the conclusion is presented in section VI.

II. MATHEMATICAL MODEL OF ELECTRO-HYDRAULIC SYSTEM REGULATED BY PDV

The schematic diagram of a single-rod electro-hydraulic system is illustrated in Figure 1. Firstly, the oil is drawn from the oil tank by the pump driven by the electric motor. After that, it flows into the PDV through the check valve. The flow rate and direction of the oil can be changed by adjusting the control voltage applied to the solenoid of the PDV; the oil flows into the cylinder across the PDV so that the piston can drive the load to move.

According to Newton’s second law, the dynamics of the load can be described by

$$m\ddot{y} = P_1A_1 - P_2A_2 - b\dot{y} - \text{sgn}(\dot{y})f_1 + f_2. \quad (1)$$

where $m$ is mass of the load; $y$ is displacement of the load; $P_1$ is pressure inside the rod side chamber; $P_2$ is pressure inside the cap side chamber; $A_1$ is ram area of the rod side; $A_2$ is ram area of the cap side; $b$ is the damping coefficient between the piston and cylinder; $\text{sgn}$ is the sign function; $f_1$ is the sliding friction force between the load and the rail; $f_2$ is the unmodeled nonlinear friction forces and other hard-to-model terms [24].
With the improvement of seal techniques, the direction of the thrust is left, the thrust is negative; if the direction of the thrust is right, the thrust is positive; if the load moves left, the velocity of the load is negative; if the load stays on the left side of the origin, the displacement of the load is negative; if the load moves right, the velocity of the load is positive; if the direction of the thrust is right, the thrust is positive; if the load stays on the right side of the origin, the displacement of the load is positive; if the load moves left, the velocity of the load is negative. Consequently, the oil flow is zero when \( \beta_2 \) is the flow rate to the rod side chamber; \( \beta_1 \) is the flow rate from the cap side chamber. From (9), it can be seen that the flow and direction of the hydraulic oil can be changed by adjusting the orifice opening and the spool displacement can be given by

\[
\begin{align*}
C_{em1} & = 0, C_{em2} = 0, \text{ so that we obtain} \\
\begin{cases}
\beta_1 = -A_1 \beta_1 y - C_{ip}(P_1 - P_2) + \frac{\beta_1}{V_1} Q_1, \\
\beta_2 = A_2 \beta_2 y + C_{ip}(P_1 - P_2) - \frac{\beta_2}{V_2} Q_2.
\end{cases}
\end{align*}
\]

A three-land-four-way proportional directional valve (PDV) is used to adjust the flow rate and direction of the oil in the paper. The relationship between the oil flow rate and the orifice opening is given by [19], [31] as follows

\[
Q_1 = \begin{cases} 
C_{dvw} \sqrt{P_1} |P_S - P_1|, & y \geq 0, \\
C_{dvw} \sqrt{P_1} |P_1 - P_T|, & y < 0,
\end{cases}
\]

\[
Q_2 = \begin{cases} 
C_{dvw} \sqrt{P_2} |P_S - P_2|, & y \geq 0, \\
C_{dvw} \sqrt{P_2} |P_2 - P_T|, & y < 0.
\end{cases}
\]

where \( C_d \) is coefficient of discharge of the PDV orifice; \( w \) is area gradient of the PDV orifice; \( y \) is the orifice opening of the PDV; \( \rho \) is oil density; \( P_S \) is the supply pressure which equals the pressure of the pump.

Let \( k_o = C_{dvw} \sqrt{\frac{P}{S}} \), \( P_3 = |P_S - P_1|, P_4 = |P_1 - P_T|, P_5 = |P_2 - P_T|, P_6 = |P_S - P_2| \), we can define

\[
\sigma_1(u) = \begin{cases} 1, & u \geq 0, \\
0, & u < 0.
\end{cases}
\]

Furthermore, we can obtain

\[
\begin{cases}
Q_1 = k_o \sigma_1 \sqrt{P_3 + \sigma_1 \sigma_2(u)} \sqrt{P_4}, \\
Q_2 = k_o \sigma_1 \sqrt{P_5 + \sigma_1 \sigma_2(u)} \sqrt{P_6}.
\end{cases}
\]

From (9), it can be seen that the flow and direction of the hydraulic oil can be changed by adjusting the orifice opening of the PDV. Moreover, the relationship between the orifice opening and the spool displacement can be given by

\[
x_{mv} = \begin{cases} 
x_0 - d_1, & x_0 > d_1, \\
x_0 + d_2, & x_0 < -d_2,
\end{cases}
\]

where \( x_0 \) is the spool displacement of the PDV, \( x_0 = k_0 u \) is the control voltage applied to the PDV, \( k_0 \) is the gain of the PDV, \( d_1 \) and \( d_2 \) are the dead-zone widths for the negative and positive spool displacement, respectively. The simplified structure of the PDV is described in Fig.2 where it can be seen that the PDV has a quite large dead-zone because the width of the land is greater than that of the port in the valve sleeve when the spool of the PDV is at neutral [11], [19], [32]. Consequently, the oil flow is zero when \( -d_2 \leq x_0 \leq d_1 \).

Furthermore, we can calculate \( x_{mv} \) by

\[
x_{mv} = \sigma_2(u) = \begin{cases} 
0, & 0 \leq u \leq \frac{d_1}{k_0}, \\
\frac{k_0 u + d_2}{k_0}, & u < -\frac{d_2}{k_0},
\end{cases}
\]

In the article, the pressures of two chambers can be measured by pressure sensors so that the thrust of the cylinder can be calculated by

\[
F(t) = P_1(t)A_1 - P_2(t)A_2.
\]

To make the description clear, the following assumptions are given:

In Figure 1, if the load stays on the right side of the origin, the displacement of the load is positive; if the load stays on the left side of the origin, the displacement of the load is negative; if the load moves right, the velocity of the load is positive; if the load moves left, the velocity of the load is negative; if the direction of the thrust is right, the thrust is positive; if the direction of the thrust is left, the thrust is negative.

The cylinder dynamics [19] is given by

\[
\begin{cases}
\frac{V_1}{\beta_1} \ddot{P}_1 = -A_1 \dot{y} - C_{ip}(P_1 - P_2) \\
- \frac{C_{em1}(P_1 - P_T)}{V_1} + Q_1, \\
\frac{V_2}{\beta_2} \ddot{P}_2 = A_2 \dot{y} + C_{ip}(P_1 - P_2) \\
- \frac{C_{em2}(P_2 - P_T)}{V_2} - Q_2.
\end{cases}
\]

where \( V_1 \) is total control volume of the rod side chamber; \( V_2 \) is total control volume of the cap side chamber; \( \beta_1 \) is effective bulk modulus of the hydraulic oil; \( \beta_2 \) is coefficient of the internal leakage of the cylinder; \( C_{em1} \) and \( C_{em2} \) denote coefficients of the external leakage of the chamber; \( P_T \) is oil tank pressure; \( Q_1 \) is the flow rate to the rod side chamber; \( Q_2 \) is the flow rate of the cap side chamber. \( V_1 \) and \( V_2 \) can be given by

\[
V_1 = V_{01} + A_1 y, \quad V_2 = V_{02} - A_2 y.
\]
From (11), it can be seen that the orifice opening is zero when \(-\frac{d_2}{k_2} \leq u \leq \frac{d_1}{k_4}\). The flow rate of the rod side chamber and that of the cap side chamber are zero when the orifice opening is zero according to (9). Hence, the load will keep motionless when \(-\frac{d_2}{k_2} \leq u \leq \frac{d_1}{k_4}\). From the aforementioned analysis, the relationship between the control voltage and the displacement of the load in the single-rod electro-hydraulic system can be described by

\[
\ddot{y} = \frac{A_1}{m} P_1 - \frac{A_2}{m} P_2 - \frac{b}{m} \ddot{y} - \text{sgn}(\dot{y}) \mu g + \frac{f_2}{m} \tag{12}
\]

and

\[
\begin{align*}
\dot{P}_1 &= -\frac{A_1 \beta e}{V_{01} + A_1} \ddot{y} - \frac{C_{\eta} \beta e}{V_{01} + A_1} (P_1 - P_2) \\
&\quad + \frac{V_{01} + A_1}{A_2 \beta e} Q_1, \\
\dot{P}_2 &= -\frac{A_2 \beta e}{V_{02} - A_2} \ddot{y} + \frac{C_{\eta} \beta e}{V_{02} - A_2} (P_1 - P_2) \\
&\quad - \frac{V_{02} - A_2}{V_{02} - A_2} Q_2,
\end{align*}
\tag{13}
\]

where

\[
Q_1 = k_3 \sigma_2(u) \left[ \sigma_3(u) \sqrt{P_3} + \sigma_4(u) \sqrt{P_3} \right],
\]

\[
Q_2 = k_4 \sigma_2(u) \left[ \sigma_3(u) \sqrt{P_5} + \sigma_4(u) \sqrt{P_5} \right].
\]

The simplified structure of the PDV.

**FIGURE 2.** The simplified structure of the PDV.

The electro-hydraulic system regulated by the proportional directional valve. These factors make it difficult to control the position of the load accurately. However, these factors can be regarded as the total disturbance. Because the control voltage and the load position can be measured, the LESO can estimate the total disturbance in the electro-hydraulic system exactly. Furthermore, with the help of the information given by the LESO, the controller can be designed to compensate for the disturbance so that the load can follow the reference trajectory precisely. From the aforementioned analysis, it can be concluded that the load position can be changed by adjusting the control voltage applied to the PDV. However, the control voltage is not included explicitly in (12). Fortunately, there are several terms related with the control voltage in (12). By adjusting the control voltage, the flow of the hydraulic oil is altered, with the result that the velocity of the piston varies. Consequently, the velocity of the load alters. Therefore, those terms, encompassing \( \ddot{y} \) in (12), will change when the oil flow varies. Furthermore, they are related with the control voltage. Hence, we obtain:

\[
-b \text{sgn}(\dot{y}) \mu g - \frac{b}{m} \ddot{y} = b_1 \frac{u}{m} \tag{14}
\]

where \( b_1 \) is the gain of the control voltage, \( b_1 \neq 0 \) and it can be tuned according to the control performance. Combining (14) with (12), we obtain:

\[
\ddot{y} = \frac{1}{m} (P_1 A_1 - P_2 A_2) + \frac{f_2}{m} + b_1 \frac{u}{m}
\]

\[
= \frac{1}{m} (P_1 A_1 - P_2 A_2) + \frac{f_2}{m} + (b_1 - b_0)u + b_0 u \tag{15}
\]

where \( b_0 \) is the estimation of \( b_1 \), \( b_0 \approx b_1 \); moreover, to compare the disturbance rejection performance of the different controllers, the external disturbance is added to the control signal so that we have

\[
u = u_1 + w_1
\tag{16}
\]

where \( u_1 \) is the output of the controller and \( w_1 \) is the external disturbance. As a result, the disturbance rejection performance of the different controllers can be tested when \( w_1 \) takes various disturbance signals. Furthermore, substituting (16) into (15), we obtain

\[
\ddot{y} = \frac{1}{m} (P_1 A_1 - P_2 A_2) + \frac{f_2}{m} + (b_1 - b_0)(u_1 + w_1) + b_0 u_1
\tag{17}
\]

Let

\[
f = \frac{1}{m} (P_1 A_1 - P_2 A_2) + \frac{f_2}{m} + b_0 w_1
\]

\[
+ (b_1 - b_0)(u_1 + w_1) \tag{18}
\]

Combining (17) with (18), we obtain

\[
\ddot{y} = f + b_0 u_1
\tag{19}
\]

where \( f \) is the total disturbance which includes the internal disturbance, the external disturbance and the unmodeled dynamics. The total disturbance \( f \) can be regarded as the
where \( x_3 \) is the extended state, \( h = \dot{f}. \) Furthermore, (20) can be written in the matrix form

\[
\begin{aligned}
\dot{x} &= Ax + Bu + Eh \\
y &= Cx
\end{aligned}
\]  
(21)

where \( x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \), \( A = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \), \( B = \begin{bmatrix} 0 \\ b_0 \\ 0 \end{bmatrix} \), \( E = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \), \( C = [1 \ 0 \ 0] \). The LESO for system (21) is given by

\[
\begin{aligned}
\dot{\hat{x}} &= A\hat{x} + Bu_1 + L(y - \hat{y}) \\
\hat{y} &= C\hat{x}
\end{aligned}
\]  
(22)

where \( \hat{x} \) is the estimate of the state \( x, \) \( \hat{x} = \begin{bmatrix} \hat{x}_1 & \hat{x}_2 & \hat{x}_3 \end{bmatrix}^T \), \( \hat{y} \) is the estimate of the load position, \( L \) is the observer gain matrix, \( L = [L_1 \ L_2 \ L_3]^T \). To obtain \( L \), we need to calculate the estimation error by

\[
\varepsilon(t) = x(t) - \hat{x}(t)
\]  
(23)

where \( \varepsilon(t) \) is the estimation error of the state, and \( \varepsilon(t) = \begin{bmatrix} \varepsilon_1(t) & \varepsilon_2(t) & \varepsilon_3(t) \end{bmatrix}^T \). Taking the time-derivative of the estimation error, we have

\[
\dot{\varepsilon}(t) = \dot{x}(t) - \dot{\hat{x}}(t)
\]  
(24)

Combining (21), (22) with (24), we obtain

\[
\dot{\varepsilon}(t) = (A - LC)\varepsilon(t) + Eh(t)
\]  
(25)

where \( h(t) \) is the time-derivative of the total disturbance, \( A - LC = \begin{bmatrix} -L_1 & 1 & 0 \\ -L_2 & 0 & 1 \\ -L_3 & 0 & 0 \end{bmatrix} \).

The characteristic polynomial of \( A - LC \) is given by

\[
\det(\lambda I - (A - LC)) = \lambda^3 + L_1\lambda^2 + L_2\lambda + L_3
\]  
(26)

All eigenvalues of \( A - LC \) are placed in \(-\omega_o \) (\( \omega_o > 0 \)) to ensure that the LESO is bounded-input bounded-output stable when \( h(t) \) is bounded \([39]\); \( \omega_o \) denotes the bandwidth of the observer. Therefore, the observer gain \( L \) can be determined by

\[
\lambda^3 + L_1\lambda^2 + L_2\lambda + L_3 = (\lambda + \omega_o)^3 = \lambda^3 + 3\omega_o\lambda^2 \\
+ 3\omega_o^2\lambda + \omega_o^3
\]  
(27)

which yields

\[
L = \begin{bmatrix} L_1 \\ L_2 \\ L_3 \end{bmatrix} = \begin{bmatrix} 3\omega_o \\ 3\omega_o^2 \\ \omega_o^3 \end{bmatrix} .
\]  
(28)

**B. DESIGNING A DISTURBANCE-REJECTION CONTROLLER WITH BOUNDED CONTROL VOLTAGE**

In order to suppress external disturbances and internal disturbances including dead-zone of the valve, parameter uncertainties and meanwhile keep the control voltage in the prescribed range, we propose a novel disturbance-rejection controller as

\[
u_1 = \frac{1}{b_0} (k_1\varphi(z_1) + k_2\varphi(z_2) - \hat{x}_3 + \ddot{r})
\]  
(29)

where

\[
\begin{aligned}
\varphi(z_i) &= \frac{z_i}{\sqrt{1 + z_i^2}}, \ i = 1, 2 \\
z_1 &= k_3\xi_1 + k_4\dot{\xi}_2 \\
z_2 &= k_4\dot{\xi}_2 \\
\dot{\xi}_1 &= r - y \\
\dot{\xi}_2 &= \dot{\xi}_1
\end{aligned}
\]  
(30)

where \( k_j > 0, j = 1, 2, 3, 4; r \) is the reference signal; \( \hat{x}_3 \) is the estimate of the total disturbance; \( \xi_1 \) is the tracking error; \( \dot{\xi}_2 \) is the time derivative of the tracking error. The closed-loop electro-hydraulic system regulated by the proposed controller is illustrated in Fig.3, where \( D \) denotes the differentiation operator.

**Remark 1:** It is assumed that the second order derivative of the reference signal is bounded. Moreover, the estimate of the total disturbance is bounded since the real disturbance is bounded and the estimation error of the total disturbance is bounded, which will be proven in the subsequent section. Furthermore, the external disturbance \( w_1 \) is bounded and \( |\varphi(z_i)| \leq 1, i = 1, 2. \) Hence, \( b_0 \) can be chosen to ensure that \( u \) can satisfy the prescribed range of the control voltage which is \([-10 \ \text{V}, \ 10 \ \text{V}]\) for the PDV in our test setup.

**Remark 2:** Although it is very difficult to measure the exact real value of the total disturbance in the practical electro-hydraulic system regulated by the proportional directional valve, we can calculate the estimate of the total disturbance with the help of LESO given by (22); furthermore, we design a disturbance compensation term \( \hat{x}_3 \) in the proposed controller \( u_1 \) described in (29) such that the total disturbance can be compensated for effectively.

**IV. STABILITY ANALYSIS AND BOUND OF CONTROL INPUT**

To guarantee that the electro-hydraulic system can track the expected trajectory accurately, the stability analysis is necessary \([42]\). Therefore, we conduct a thorough stability analysis for the electro-hydraulic system. Firstly, we make an analysis for the estimation error of the linear extended state observer because the total disturbance can not be measured and moreover, the proposed controller depends on the estimated total disturbance. Next, we conduct the tracking error analysis to ensure that the closed-loop electro-hydraulic system can track the reference trajectory accurately and the tracking error can converge to the arbitrarily small neighborhood of the origin.
A. ESTIMATION ERROR ANALYSIS

From (22), we obtain
\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} +
\begin{bmatrix}
b_0 & 0 & 0
\end{bmatrix}
u_1 + L(y - \hat{x}_1).
\] (31)

Combining (28) with (31), we obtain
\[
\begin{aligned}
\dot{x}_1 &= \dot{x}_2 + L_1(x_1 - \hat{x}_1) \\
\dot{x}_2 &= \dot{x}_3 + L_2(x_1 - \hat{x}_1) + b_0 u_1 \\
\dot{x}_3 &= L_3(x_1 - \hat{x}_1)
\end{aligned}
\] (32)

Furthermore, we have
\[
\begin{aligned}
\dot{x}_1 &= \dot{x}_1 - \dot{x}_1 \\
\dot{x}_2 &= \dot{x}_2 - \dot{x}_2 \\
\dot{x}_3 &= \dot{x}_3 - \dot{x}_3
\end{aligned}
\] (33)

Combining (20), (32) with (33), we obtain
\[
\begin{aligned}
\dot{x}_1 &= -L_1 \delta_1 + \varepsilon_2 \\
\dot{x}_2 &= -L_2 \delta_1 + \varepsilon_3 \\
\dot{x}_3 &= -L_3 \delta_1 + h
\end{aligned}
\] (34)

Let \(\delta_i(t) = \frac{\dot{x}_i(t)}{\omega_o^2}, i = 1, 2, 3\), then we obtain
\[
\begin{aligned}
\dot{\delta}_1 &= -L_1 \delta_1 + \omega_o \delta_2 \\
\dot{\delta}_2 &= -L_2 \delta_1 + \omega_o \delta_3 \\
\dot{\delta}_3 &= -L_3 \delta_1 + \frac{h}{\omega_o^2}
\end{aligned}
\] (35)

Furthermore, (35) can be written in the matrix form as follows:
\[
\delta(t) = \omega_o A_\delta \delta(t) + B_\delta \frac{h(t)}{\omega_o^2}.
\] (36)

where \(\delta(t) = \begin{bmatrix} \delta_1(t) \\ \delta_2(t) \\ \delta_3(t) \end{bmatrix}, A_\delta = \begin{bmatrix} -3 & 1 & 0 \\ -3 & 0 & 1 \\ -1 & 0 & 0 \end{bmatrix}, B_\delta = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \).

Theorem 1: If \(|h(t)| \leq H (H > 0)\), then there exist \(\Gamma_i (\Gamma_i > 0, i = 1, 2, 3)\), and a definite time \(T_1 (T_1 > 0)\), such that \(|\varepsilon_i(t)| \leq \Gamma_i \) when \(t > T_1\); \(\Gamma_i\) is related with \(\omega_o\), and \(\frac{d\Gamma_i}{d\omega_o} < 0\).

Proof: The solution of (36) is given by
\[
\delta(t) = \exp(\omega_o A_\delta t) \delta(0) + q(t)
\] (37)
where
\[
q(t) = \int_0^t \exp(\omega_o A_\delta (t - \tau)) B_\delta \frac{h(\tau)}{\omega_o^2} d\tau = \begin{bmatrix} q_1(t) \\ q_2(t) \\ q_3(t) \end{bmatrix}
\] (38)

The eigenvalues of \(\omega_o A_\delta\) are \(-\omega_o, -\omega_o, -\omega_o\), because the eigenvalues of \(A_\delta\) are \(-1, -1, -1\). Hence, we have
\[
\exp(\omega_o A_\delta (t - \tau)) = e^{-\omega_o (t - \tau)} \sum_{k=0}^2 \frac{(t - \tau)^k}{k!} \omega_o^k G^k_\delta
\]
\[
= e^{-\omega_o (t - \tau)} \begin{bmatrix} \Lambda_{11} & \Lambda_{12} & \Lambda_{13} \\ \Lambda_{21} & \Lambda_{22} & \Lambda_{23} \\ \Lambda_{31} & \Lambda_{32} & \Lambda_{33} \end{bmatrix}
\] (39)

where \(G_\delta = A_\delta + I, I = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}\), and
\[
\begin{aligned}
\Lambda_{11} &= 1 - 2(t - \tau) \omega_o + \frac{(t - \tau)^2}{2} \omega_o^2 \\
\Lambda_{12} &= 2(t - \tau) \omega_o - \frac{(t - \tau)^2}{2} \omega_o^2 \\
\Lambda_{13} &= 2(t - \tau) \omega_o^2 \\
\Lambda_{21} &= -(t - \tau) \omega_o + \frac{(t - \tau)^2}{2} \omega_o^2 \\
\Lambda_{22} &= 1 + (t - \tau) \omega_o - \frac{(t - \tau)^2}{2} \omega_o^2 \\
\Lambda_{23} &= 2(t - \tau) \omega_o + \frac{(t - \tau)^2}{2} \omega_o^2 \\
\Lambda_{31} &= -2\omega_o + \frac{(t - \tau)^2}{2} \omega_o^2 \\
\Lambda_{32} &= -2\omega_o^2 \\
\Lambda_{33} &= 1 + (t - \tau) \omega_o + \frac{(t - \tau)^2}{2} \omega_o^2
\end{aligned}
\] (40)

Combining (38), (39), and (40), we obtain
\[
\begin{aligned}
q_1(t) &= \frac{1}{2} \int_0^t (t - \tau)^2 e^{-\omega_o (t - \tau)} h(\tau) d\tau \\
q_2(t) &= \frac{1}{\omega_o^2} \int_0^t \int_0^\tau p_1(\tau) e^{-\omega_o (t - \tau)} h(\tau) d\tau d\tau \\
q_3(t) &= \frac{1}{\omega_o^3} \int_0^t \int_0^\tau \int_0^\tau p_2(\tau) e^{-\omega_o (t - \tau)} h(\tau) d\tau d\tau d\tau
\end{aligned}
\] (41)

where \(p_1(\tau) = (t - \tau) \omega_o + (t - \tau)^2 \omega_o^2\), and \(p_2(\tau) = 1 + (t - \tau) \omega_o + \frac{(t - \tau)^2}{2} \omega_o^2\).
Since $h(r)$ is bounded, there exists $H$ ($H > 0$), $|h(r)| \leq H$. Therefore, when $t > 0$, we have

$$\begin{align*}
|q_1(t)| &= \frac{1}{2} \left| \int_{0}^{t} (t - \tau)^2 e^{-\omega_o(t - \tau)} h(\tau) d\tau \right| \\
&\leq \frac{1}{2} \int_{0}^{t} (t - \tau)^2 e^{-\omega_o(t - \tau)} h(\tau) d\tau \\
&\leq \frac{H}{2} \int_{0}^{t} (t - \tau)^2 e^{-\omega_o(t - \tau)} d\tau \\
&\leq \frac{H}{\omega_o^3} \left[ 1 - \frac{\omega_o^2}{2} t^2 e^{-\omega_o t} + \omega_o t e^{-\omega_o t} + e^{-\omega_o t} \right] \\
&< \frac{H}{\omega_o^3}
\end{align*}$$

(42)

Similarly, we have

$$\begin{align*}
|q_2(t)| &< \frac{3H}{\omega_o^3} \\
|q_3(t)| &< \frac{3H}{\omega_o^3}
\end{align*}$$

(43)

Since the eigenvalues of $\omega_o A_6$ are $-\omega_o, -\omega_o, -\omega_o$, we obtain

$$\begin{align*}
\exp(\omega_o A_6 t) &= e^{-\omega_o t} \sum_{k=0}^{2} \frac{t^k}{k!} \omega_o^k (A_6 + I)^k \\
&= e^{-\omega_o t} \left[ 1 + t \omega_o (A_6 + I) + \frac{t^2}{2} \omega_o^2 (A_6 + I)^2 \right] \\
&= \begin{bmatrix}
    c_{11} & c_{12} & c_{13} \\
    c_{21} & c_{22} & c_{23} \\
    c_{31} & c_{32} & c_{33}
\end{bmatrix}
\end{align*}$$

(44)

where

$$\begin{align*}
c_{11} &= (1 - 2\omega_o t + \frac{\omega_o^2}{2} t^2) e^{-\omega_o t} \\
c_{12} &= (\omega_o t - \frac{\omega_o^2}{2} t^2) e^{-\omega_o t} \\
c_{13} &= \frac{\omega_o^2}{2} t^2 e^{-\omega_o t} \\
c_{21} &= (-3\omega_o t + \frac{\omega_o^2}{2} t^2) e^{-\omega_o t} \\
c_{22} &= (1 + \omega_o t - \frac{\omega_o^2}{2} t^2) e^{-\omega_o t} \\
c_{23} &= (\omega_o t + \frac{\omega_o^2}{2} t^2) e^{-\omega_o t} \\
c_{31} &= (-\omega_o t + \frac{\omega_o^2}{2} t^2) e^{-\omega_o t} \\
c_{32} &= -\frac{\omega_o^2}{2} t^2 e^{-\omega_o t} \\
c_{33} &= (1 + \omega_o t + \frac{\omega_o^2}{2} t^2) e^{-\omega_o t}
\end{align*}$$

(45)

Since $\lim_{t \to \infty} c_{ij}(t) = 0$, there exists $T_1$ ($T_1 > 0$), when $t > T_1$, $|c_{ij}(t)| < \frac{1}{\omega_o^3}$, $i, j = 1, 2, 3$.

Moreover, combining (37), (38), with (44), we obtain

$$\delta(t) = \begin{bmatrix}
    c_{11} & c_{12} & c_{13} \\
    c_{21} & c_{22} & c_{23} \\
    c_{31} & c_{32} & c_{33}
\end{bmatrix}
\begin{bmatrix}
    \delta_1(0) \\
    \delta_2(0) \\
    \delta_3(0)
\end{bmatrix}
+ \begin{bmatrix}
    q_1(t) \\
    q_2(t) \\
    q_3(t)
\end{bmatrix}
\begin{bmatrix}
    \delta_1(t) \\
    \delta_2(t) \\
    \delta_3(t)
\end{bmatrix}
$$

(46)

Furthermore, when $t > T_1$, we have

$$\begin{align*}
|\delta_1(t)| &\leq |c_{11}(t)\delta_1(0)| + |c_{12}(t)\delta_2(0)| + |c_{13}(t)\delta_3(0)| \\
&\quad + |q_1(t)| \\
&\leq \frac{1}{\omega_o^3} (|\delta_1(0)| + |\delta_2(0)| + |\delta_3(0)| + H)
\end{align*}$$

(47)

Since $\delta_1(t) = \epsilon_1(t), \delta_2(t) = \epsilon_1(0), \delta_2(0) = \epsilon_2(0), \delta_3(0) = \epsilon_3(0)$, we obtain

$$|\epsilon_1(t)| \leq \frac{|\epsilon_1(0)|}{\omega_o^3} + \frac{|\epsilon_2(0)|}{\omega_o^3} + \frac{|\epsilon_3(0)|}{\omega_o^3} + \frac{H}{\omega_o^3} = \Gamma_1$$

Similarly, we have

$$|\epsilon_2(t)| \leq \frac{|\epsilon_1(0)|}{\omega_o^3} + \frac{|\epsilon_2(0)|}{\omega_o^3} + \frac{|\epsilon_3(0)|}{\omega_o^3} + \frac{3H}{\omega_o^3} = \Gamma_2$$

$$|\epsilon_3(t)| \leq \frac{|\epsilon_1(0)|}{\omega_o^3} + \frac{|\epsilon_2(0)|}{\omega_o^3} + \frac{|\epsilon_3(0)|}{\omega_o^3} + \frac{3H}{\omega_o^3} = \Gamma_3$$

From the aforementioned analysis, it can be seen that when the derivative of the disturbance is bounded, the estimation error of the linear extended state observer is bounded [43]; the estimation error can be reduced by increasing the bandwidth of the ESO. The proof is complete.

Remark 3: According to (48), (49) and (50), the upper bounds of the estimation errors can be tuned small enough when the bandwidth of the ESO is selected large enough such that the total disturbance can be accurately estimated to meet the practical requirement.

B. ANALYSIS ON TRACKING ERROR

Theorem 2: If $|h(t)| \leq H (H > 0)$, then for any $\eta(t) > 0$, there exist $\Gamma_4 (\Gamma_4 > 0)$ and $T_1 (T_1 > 0)$, such that when $t > T_1, ||\xi|| \leq \eta$, where $\xi = [\xi_1 \xi_2]^T$ and $||\xi|| = \sqrt{\xi_1^2 + \xi_2^2}$.

Proof: Combining (19) with (30), we have

$$\begin{align*}
\dot{\xi}_1 &= \xi_2 \\
\dot{\xi}_2 &= \dot{\xi} - x_3 - b_0 u_1
\end{align*}$$

(51)

Substituting (29) into (51), we obtain

$$\begin{align*}
\dot{\xi}_2 &= \dot{\xi} - x_3 - k_1 \varphi(z_1) - k_2 \varphi(z_2) + \dot{x}_3 - \dot{\xi} \\
&= -k_1 \varphi(z_1) - k_2 \varphi(z_2) - x_3 + \dot{x}_3
\end{align*}$$

(52)

Furthermore, we have

$$\begin{align*}
\dot{\xi}_1 &= \xi_2 \\
\dot{\xi}_2 &= -k_1 \varphi(z_1) - k_2 \varphi(z_2) - \dot{x}_3
\end{align*}$$

(53)

where $\dot{x}_3$ is the estimation error of the total disturbance and $\dot{x}_3 = x_3 - x_3$. Lyapunov function can be selected as

$$V = k_1(\sqrt{1 + z_1^2} - 1) + k_2(\sqrt{1 + z_2^2} - 1) + \frac{1}{2} k_3 \xi_2^2$$

(54)
Taking time derivative, we have
\[ \dot{V} = k_1 \frac{z_1 \ddot{x}_1 + z_2 \ddot{x}_2 + k_3 \ddot{x}_2}{\sqrt{1 + z_1^2}} + k_2 \frac{z_2 \ddot{x}_1 + k_4 \ddot{x}_2}{\sqrt{1 + z_2^2}} + k_3 x_2 \ddot{x}_2 \]
\[ = k_1 \varphi(z_1)(k_3 \ddot{x}_1 + k_4 \ddot{x}_2 + k_2 k_4 \varphi(z_2) \ddot{x}_2 + k_3 \ddot{x}_2) \quad (55) \]

Let
\[ \begin{aligned} 
\rho_1 &= \varphi(z_1) \\
\rho_2 &= \varphi(z_2) + \frac{\ddot{x}_1}{k_2} 
\end{aligned} \]
\[ \text{We have} \]
\[ \dot{x}_2 = -k_1 \varphi(z_1) - k_2 \varphi(z_2) - [k_2 \rho_1 - k_2 \varphi(z_2)] \\
= -k_1 \varphi(z_1) - k_2 \varphi(z_2) - k_2 \rho_1 + k_2 \varphi(z_2) \\
= -k_1 \rho_1 - k_2 \rho_2 \quad (57) \]

Substituting (56) and (57) into (55), we obtain
\[ \dot{V} = k_1(k_3 \ddot{x}_2 + k_4(-k_1 \rho_1 - k_2 \rho_2))\rho_1 \\
+ k_2(k_4 \ddot{x}_2 - k_1 \rho_1 - k_2 \rho_2) + k_3 \ddot{x}_2 \]
\[ = k_1 \rho_1(k_3 \ddot{x}_2 - k_1 k_4 \rho_1 - k_2 k_4 \rho_2) \\
+ k_2(k_4 \ddot{x}_2 - k_1 \rho_1 - k_2 \rho_2) - k_3 \ddot{x}_2 \]
\[ = k_1 k_3 \rho_1 \ddot{x}_2 - k_1 k_4 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = -k_1 k_3 \rho_1 \ddot{x}_2 - k_2 k_4 \rho_2 \ddot{x}_2 + k_3 \ddot{x}_2 \]
\[ = \frac{k_1}{(k_3 + k_4 \rho_2)^2} + \frac{k_3}{k_4} \rho_2 \quad (61) \]

Combining (59) with (60), we know that \( \dot{V} < 0 \) if \( t > T_1 \) and \( ||\xi|| > \eta \), since in this case, \( \rho_3 > \eta \). According to Theorem 4, we can obtain \( \Gamma_4 \) by
\[ \Gamma_4 = \sqrt{1 + (k_3 + k_4 \rho_2)^2} \]

C. BOUND OF CONTROL INPUT

In this section, we will prove that the control voltage applied to the proportional directional valve can satisfy the prescribed range. From Theorem 1, we know that there exists a positive real number \( \Gamma_3 \), such that \( |x_3 - \hat{x}_3| \leq \Gamma_3 \). Since \( |\hat{x}_3| - |x_3| \leq |\hat{x}_3 - x_3| \), we have
\[ |\hat{x}_3| \leq \Gamma_3 + |x_3| \quad (62) \]

where \( x_3 \) is the total disturbance, which is bounded in the practical electro-hydraulic system. Let \( |x_3| \leq \Gamma_5 \), where \( \Gamma_5 \) is the upper bound of \( x_3 \). Hence, \( |\hat{x}_3| \leq \Gamma_3 + \Gamma_5 \). Let \( \Gamma_3 + \Gamma_5 = \beta_1 \), we obtain \( |\hat{x}_3| \leq \beta_1 \). Similarly, \( \hat{r} \) and \( w_1 \) are bounded in the practical electro-hydraulic system. Therefore, \( |\hat{r}| \leq \beta_2 \), where \( \beta_2 \) and \( \beta_3 \) are upper bounds of \( \hat{r} \) and \( w_1 \), respectively. Moreover, we assume that \( \beta_2 < 10 \). The following theorem can be obtained:

Theorem 3: If \( b_0 \geq \frac{k_1 + k_2 + \beta_1}{\rho_2} \), then \( \dot{V} \leq 0 \), where \( k_1 \) and \( k_2 \) are gains of the proposed controller.

Proof: Combining (16) and (29) with (30), we have
\[ |u| = |u_1 + w_1| \leq |u_1| + |w_1| \]
\[ = \left| \frac{1}{b_0} (k_1 \varphi(z_1) + k_2 \varphi(z_2) - \hat{x}_3 + \hat{r}) \right| + |w_1| \]
\[ = \left| \frac{1}{b_0} (k_1 \varphi(z_1) + k_2 \varphi(z_2) - \hat{x}_3 + \hat{r}) \right| + |w_1| \]
\[ \leq \left| \frac{1}{b_0} (k_1 |\varphi(z_1)| + k_2 |\varphi(z_2)| + |\hat{x}_3| + |\hat{r}|) \right| + |w_1| \]

Since \( |\varphi(t)| \leq H \), according to Theorem 1, there exist \( T_1(T_1 > 0) \) and \( \Gamma_3(\Gamma_3 > 0) \), when \( t > T_1 \), \( |\hat{x}_3| \leq \Gamma_3 \); in addition, \( \xi_2 \varphi(z_2) = \sqrt{1 + k_4^2 \rho_2^2} > 0 \) (when \( \rho_2 \neq 0 \)). Hence, when \( t > T_1 \), it is reasonable to select \( k_2 \) large enough such that
\[ k_2 k_3 \dot{x}_2 \varphi(z_2) - k_3 |\dot{x}_2| |\hat{x}_3| \geq 0 \quad (60) \]

Moreover, for any \( \eta(t) > 0 \), there exist \( \eta_1 \) and \( \eta_2 \), such that \( \eta = \sqrt{\eta_1^2 + \eta_2^2} \). Furthermore, we can obtain \( \Gamma_4 \) by
\[ \Gamma_4 = \frac{k_1(k_3 + k_4 \rho_2)}{1 + (k_3 + k_4 \rho_2)^2} + \frac{k_3}{k_4} \rho_2 \]
The control program, running in the experiment load and send the control signal to the proportional directional valve. The sampling period of the control program is 10 ms. Visual Studio 2010 under the Windows 10 operating system is used as follows:

\[
\frac{1}{b_0} (k_1 + k_2 + |\hat{x}_3| + |\hat{r}|) + |w_1|
\]

Further, we have

\[
|u| \leq \frac{1}{b_0} (k_1 + k_2 + \beta_1 + \beta_2 + \beta_3)
\]

Since \(b_0 \geq \frac{k_1 + k_2 + \beta_1 + \beta_2}{10 - \beta_3}\), we obtain

\[
|u| \leq \frac{10 - \beta_3}{k_1 + k_2 + \beta_1 + \beta_2} (k_1 + k_2 + \beta_1 + \beta_2) + \beta_3 = 10 V
\]

The proof is complete.

V. EXPERIMENTAL VALIDATIONS

The experiment is conducted to validate the performance of the proposed controller in the test setup illustrated in Fig. 4. The experimental platform is comprised of a proportional directional valve (Bosch Rexroth, 4WREE6E08-2X/G24K31/A1V), the maximum flow rate is 80 L/min; the maximum pressure is 315 bar; the maximum current is 2 A; the prescribed control voltage is \([-10 V, 10 V]\)), a load (the mass is 3.97 kg), a gear pump (the pressure is 5 MPa), an AC motor to drive the pump, a single-rod cylinder (the external diameter and stroke are 40 mm, 200 mm, respectively; the diameters of the piston and the rod are 32 mm, 16 mm, respectively), a displacement sensor (MIRAN KTC-300) to measure the position of the load, 3 pressure transducers (ifm PT5402) to measure \(P_1, P_2, \) and \(P_5\), respectively, a computer (the CPU frequency is 2.5 GHz; the memory size is 8 GB) to calculate the control signal applied to the proportional directional valve, and a 16-bit data acquisition board (ART Technology, USB3120, the sampling rate is 250 ksp) to receive the position information of the load and send the control signal to the proportional directional valve. The control program, running in the experiment platform, is written in C++ and compiled with Microsoft Visual Studio 2010 under the Windows 10 operating system. The sampling period of the control program is 10 ms. The parameters of the electro-hydraulic system are listed in Table 1.

To evaluate performances of different controllers, some indices \([44]\) are used as follows:

\[
\xi_{\text{max}} = \max_{i=1,\ldots,N} \{\xi_1(i)\}
\]

\[
\xi_{\text{average}} = \frac{1}{N} \sum_{i=1}^{N} |\xi_1(i)|
\]

\[
\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (|\xi_1(i)| - \xi_{\text{average}})^2}
\]

where \(\xi_1(i)\) is the tracking error at time \(i\); \(\xi_{\text{max}}\) is the maximum of the absolute tracking error; \(\xi_{\text{average}}\) is the average tracking error; \(N\) is the sample size of the tracking error; \(\sigma\) is the standard deviation of the tracking error.

To verify the performance of the proposed controller, we conduct four comparative experiments where four different reference trajectories are followed, respectively.

A. TRACKING THE FIRST REFERENCE TRAJECTORY

The first reference trajectory is described by

\[
r = \frac{r_0 (100 - 4t)}{(t - 25)^2 + 4}
\]

where \(r_0 > 0\).

The external disturbance signal \(w_1\) is given by

\[
w_1(t) = \begin{cases} 
  w_2(t), & t < 8 s \\
  0V, & 8 s \leq t < 32 s \\
  w_3(t), & 32 s \leq t < 42 s \\
  0V, & t \geq 42 s 
\end{cases}
\]
TABLE 1. Parameters of the electro-hydraulic system in experiments.

| Symbol | Quantity | Value |
|--------|----------|-------|
| $V_{01}$ | initial volume of the rod side chamber | $6.03 \times 10^{-7}$ m$^3$ |
| $V_{02}$ | initial volume of the cap side chamber | $8.04 \times 10^{-8}$ m$^3$ |
| $A_1$ | ram area of the rod side | $6.03 \times 10^{-4}$ m$^2$ |
| $A_2$ | ram area of the cap side | $8.04 \times 10^{-4}$ m$^2$ |
| $\rho$ | oil density | $840$ kg/m$^3$ |
| $b$ | damping coefficient between piston and cylinder | $5 \times 10^4$ (N·s)/m |
| $C_{1p}$ | coefficient of the internal leakage of cylinder | $9 \times 10^{-13}$ m$^5$/(N·s) |
| $g$ | gravitational acceleration | $9.8$ m/s$^2$ |
| $k_0$ | gain of the PDV | $2.5 \times 10^{-4}$ m/V |
| $\mu$ | sliding friction coefficient | 0.1 |
| $m$ | mass of the load | 3.97 kg |
| $C_d$ | coefficient of discharge of the PDV orifice | 0.65 |
| $\beta_c$ | effective bulk modulus of the hydraulic oil | $2.7 \times 10^8$ Pa |
| $w$ | area gradient of the PDV orifice | 3 mm |
| $P_S$ | supply pressure | $5 \times 10^6$ Pa |
| $P_T$ | oil tank pressure | 0 Pa |

FIGURE 5. The external disturbance $w_1$ changes stochastically between $-0.6$ V to $0.6$ V when $t < 8$s; $w_1$ increases from $-0.8561$ V to $0.075$ V during $32.29$ s to $33.05$ s, reduces to $-0.2822$ V at $33.53$ s, and rises to $0.6828$ V at $34.26$ s.

FIGURE 6. The supply pressure $P_S$ drops steeply from $5.009$ MPa to $0.0527$ MPa when $11.97$ s $\leq t \leq 12.26$ s.

where $w_2(t) = \text{rand}(-0.6, 0.6)W$ and $\text{rand}(-0.6, 0.6)$ denotes the uniformly distributed random number between $-0.6$ and $0.6$; $w_3(t) = 0.3e^{-\frac{t}{32}+\sin(5t)} - \log(2+\cos(t))$ and $\log$ denotes the natural logarithm. $w_1$ is shown in Fig.5.

To verify the robustness of the proposed controller, the fluctuation of the supply pressure $P_S$ is taken into account, which is described in Fig.6.

Position tracking results and performance comparison are illustrated in Fig.7 and Table 2, respectively when the first reference trajectory is followed.

TABLE 2. Performance comparison between the PID controller and the proposed controller when the first reference trajectory is followed in the presence of the external disturbance and the drastic supply pressure fluctuation.

| Controller | $\xi_{\text{max}}$ (mm) | $\xi_{\text{average}}$ (mm) | $\sigma$ (mm) |
|------------|-------------------------|--------------------------|-------------|
| PID        | 9.8485                  | 2.1022                   | 2.0467      |
| Proposed   | 2.2527                  | 0.3053                   | 0.2589      |

The parameter of the first reference trajectory is: $r_0 = 50$ mm. The parameters of the proposed controller are: $\omega_0 = 52$, $b_0 = 10$, $k_1 = 25$, $k_2 = 15.2$, $k_3 = 420$, $k_4 = 0.1$; the parameters of the PID controller are: $k_P = 108$, $k_I = 36$, $k_D = 15$. The tracking accuracy is affected by the random external disturbance. For example, in Fig.5 and
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The estimate of the total disturbance is illustrated in Fig.8 when the first reference trajectory is followed and the external disturbance is described in Fig.5. We can see that in Fig.8, \( \dot{x}_3 \) increases from \(-9.637 \text{ m/s}^2 \) to \(18.49 \text{ m/s}^2 \) during 22 s to 23.15 s when the desired motion direction changes from right to left; \( P_1 \) changes from 4.494 MPa to 4.39 MPa and \( P_2 \) changes from 3.272 MPa to 3.425 MPa during the same period if the PDV is adjusted by the proposed controller. Furthermore, to compare the thrust of the cylinder under the control of two controllers, we can calculate the thrust \( F \) by (2); when the PID controller is applied, \( F \) varies from 55.01 N to \(-156.8 \) N during 22 s to 23.15 s if the proposed controller is used, \( F \) changes from 79.17 N to \(-106.8 \) N during the same time interval such that the load moves left to track the expected trajectory instantly. 
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Moreover, in Table 2, we can see that the max absolute tracking error, the average tracking error and the standard
deviation of the tracking error of the proposed controller are less than those of the PID controller.

B. TRACKING THE SECOND REFERENCE TRAJECTORY

The second reference trajectory is the Gaussian function, which is given by

\[ r(t) = \gamma e^{-\frac{(t-\alpha)^2}{2\theta^2}} \]  

(71)

where \( \gamma > 0 \), \( \alpha > 0 \), and \( \theta > 0 \). The disturbance signal is described by

\[ w_1(t) = \begin{cases} 
0 \text{ V}, & 0 \leq t < 2 \\
5e^{-t}\cos(6t) \text{ V}, & 2 \leq t < 5 \\
w_2(t), & 5 \leq t < 8 \\
0 \text{ V}, & t \geq 8 
\end{cases} \]  

(72)

where \( w_2(t) = \text{rand}(-0.6, 0.6) \) V. The external disturbance is illustrated in Fig.9.

The supply pressure is shown in Fig.10 where \( P_S \) drops from 4.951 MPa to 0.0405 MPa during 3.99 s to 4.27 s, rises to 4.808 MPa at 6.87 s, and reduces from 4.921 MPa to 0.0845 MPa when 14.98 s \( \leq t \leq 15.24 \) s.

The position tracking results are illustrated in Fig.11 and the performance comparison is described in Table 3 when the Gaussian function is followed.

The parameters of the reference trajectory are: \( \gamma = 50 \) mm, \( \alpha = 10 \), and \( \theta = 3.6 \). The parameters of the proposed controller are: \( \omega_0 = 50 \), \( b_0 = 10 \), \( k_1 = 20 \), \( k_2 = 15.2 \), \( k_3 = 310 \), \( k_4 = 0.1 \); the initial values of the LESO are the same as those in Fig.7; the parameters of the PID controller are: \( k_p = 270 \), \( k_I = 80 \), \( k_D = 12 \). The reference trajectory and the actual trajectory of the load are shown in Fig.11(a), where we can observe that the expected load position, the position of the load with the PID controller, and that with the proposed controller are 14.09 mm, 11.03 mm, and 13.73 mm, respectively, when the supply pressure varies steeply at 4.27 s; the load deviates from the reference trajectory due to the disturbance when 5.06 s \( \leq t \leq 5.16 \) s;
for example, the positions of the load are 19.22 mm and 19.59 mm with the PID controller and the proposed controller, respectively, at 5.11 s when the expected position is 19.88 mm; moreover, we can see that the reference trajectory increases to the maximum at 10 s, after which the sign of the tangent slope of the reference trajectory changes. Consequently, the direction of motion of the load changes in order to track the desired trajectory. However, there exists a tracking lag due to the dead-zone in the PDV. For instance, in Fig.11(a), we can observe that the actual position of the load with the PID controller is 48.98 mm at 11.26 s when the load is expected to move left to 47.03 mm; by contrast, the load with the proposed controller moves left to 46.93 mm at the same time. Hence, the dead-zone compensation capability of the proposed controller is stronger than that of the PID controller. In addition, from Fig.11(a), we can see that the absolute tracking error of the EHS with the proposed controller is less than that with the PID controller when the supply pressure falls sharply for the second time during 15.2 s to 15.24 s.

The control voltage is illustrated in Fig.11(b), where we can see that \( u_{\text{proposed}} \) reduces from 0.9791 V to −1.517 V during 9.62 s to 10.49 s when the direction of the motion of the load changes; \( u_{\text{PID}} \) varies from −0.229 V to −1.263 V during the same period; moreover, \( u_{\text{proposed}} \) Changes between −1.7519 V to 1.8500 V during 0 s to 20 s such that the prescribed voltage range is satisfied. \( P_1 \) and \( P_2 \) are described respectively in Fig. 11(c) and (d), where we can observe that \( P_1 \) reduces from 4.258 MPa to 0.182 MPa and \( P_2 \) decreases from 3.191 MPa to 0.1763 MPa if the PID controller is used when \( P_3 \) changes steeply in the time interval [3.97 s, 4.31 s]; by contrast, \( P_1 \) falls from 4.51 MPa to 0.2183 MPa and \( P_2 \) reduces from 3.173 MPa to 0.1575 MPa in the same period if the proposed controller is applied. Moreover, in Fig. 11(c) and (d), if the proposed controller is used, we can calculate the thrust which reduces from 106.3 N to −176 N during 9.27 s to 10.44 s when the expected direction of the motion of the load changes; by contrast, the thrust decreases from 140.3 N to −246.9 N during the same period if the PID controller is applied.

The estimate of the total disturbance is shown in Fig.12 when the desired trajectory is the Gaussian function and the external disturbance is illustrated in Fig.9. We can see that \( \dot{x}_3 \) reduces from 0.2438 m/s² to −13.36 m/s² during 2.25 s to 2.62 s and increases to −2.886 m/s² at 3.16 s; during the same time interval, \( w_1 \) drops from 0.3135 V to −0.364 V and rises to 0.2108 V. In addition, \( \dot{x}_3 \) increases from −6.987 m/s² to 12.75 m/s² during 9.93 s to 10.57 s when the expected motion direction of the load switches from right to left.

Furthermore, from Table 3, we can know that the tracking performance of the proposed controller is better than that of the PID controller.

### C. TRACKING THE THIRD REFERENCE TRAJECTORY

The third reference trajectory is given by

\[
  r(t) = r_0 \sin(\omega t + \pi)
\]

where \( r_0 > 0, \omega > 0 \).

The external disturbance \( w_1 \) is described by

\[
  w_1(t) = \begin{cases} 
    w_2(t)e^{-\frac{(t-4)^2}{\frac{1}{2}}} V, & 0 \leq t < 7 s \\
    w_3(t), & 7 s \leq t < 10 s \\
    e^{-\frac{(t-15)^2}{\frac{1}{2}}} \cos(6(t - 15)) V, & t \geq 10 s
  \end{cases}
\]

where \( w_2(t) = 1.1(t - 4)^2 - 0.55t + 2.75, w_3(t) = \text{rand}(-1, 1) V, \) and \( \text{rand}(-1, 1) \) denotes the uniformly distributed random number between −1 and 1. \( w_1 \) is illustrated in Fig.13, where \( w_1 \) increases from 0.0586 V to 1.361 V during 0.68 s to 2.83 s, varies randomly between −1 V and 1 V during 7 s to 10 s, and rises from −0.8492 V to 0.9928 V during 14.53 s to 14.98 s.

The supply pressure \( P_S \) is described in Fig.14, where \( P_S \) drops sharply from 5.061 MPa to 0.0625 MPa during 4.01 s to 4.3 s, increases to 4.941 MPa at 7.07 s, reduces from 5.051 MPa to 0.0699 MPa during 10 s to 10.27 s, rises to 5.087 MPa at 12.87 s, and decreases from 5.249 MPa to 0.1245 MPa during 18.01 s to 18.29 s.

The parameters of the reference trajectory are: \( r_0 = 50 \text{ mm}, \omega = \pi/5 \). The parameters of the proposed controller are: \( \omega_o = 50, b_0 = 8, k_1 = 20, k_2 = 15.2, k_3 = 500, k_4 = 0.1 \); the initial values of the LESO are the same as those in Fig.7; the parameters of the PID controller are: \( k_P = 180, k_I = 120, k_D = 12 \). The experimental results of trajectory tracking and performance comparison between two controllers are shown in Fig.15 and Table 4, respectively.
In Fig. 15(a), we can see that the desired position, the position of the load with the PID controller and that with the proposed controller are $-21.42 \, \text{mm}$, $-32.46 \, \text{mm}$ and $-22.44 \, \text{mm}$, respectively, when the supply pressure $P_S$ reduces to $0.0625 \, \text{MPa}$ at $4.3 \, \text{s}$. In addition, if the proposed controller is applied, the load moves to $30.39 \, \text{mm}$ at $9 \, \text{s}$ when the expected position is $29.57 \, \text{mm}$ and the random external disturbance occurs; if the PID controller is used, the load moves to $34.89 \, \text{mm}$ at the same time. The dead-zone of the proportional directional valve results in the tracking lag when the sign of the tangent slope of the reference trajectory varies. For example, in Fig. 15(a), we can see the effect of the dead-zone on the control performance by observing that there is a tracking lag during $12.82 \, \text{s}$ to $13.35 \, \text{s}$ when the sign of the tangent slope of the desired trajectory switches to positive and the PID controller is utilized; by contrast, the load can follow the reference trajectory rapidly in the same time interval if the proposed controller is used. Furthermore, we can find that the load is expected to move right to $-45.23 \, \text{mm}$ at $13.21 \, \text{s}$ when the actual positions of the load with the PID controller and the proposed controller are $-52.02 \, \text{mm}$ and $-45.35 \, \text{mm}$, respectively.

The control voltage is illustrated in Fig. 15(b), where we can observe that $-5.6391 \, \text{V} \leq u_{PID} \leq 3.8337 \, \text{V}$; by contrast, $-3.3432 \, \text{V} \leq u_{Proposed} \leq 3.3764 \, \text{V}$ such that the prescribed voltage range can be satisfied. The pressures of two chambers are described respectively in Fig. 15(c) and (d), where we can see that if the PID controller is used, $P_1$ reduces from $3.298 \, \text{MPa}$ to $0.2603 \, \text{MPa}$ and $P_2$ decreases from $2.709 \, \text{MPa}$ to $0.308 \, \text{MPa}$ during $10 \, \text{s}$ to $10.31 \, \text{s}$ when the supply pressure drops sharply; $P_1$ reduces from $3.181 \, \text{MPa}$ to $0.1604 \, \text{MPa}$ and $P_2$ decreases from $2.664 \, \text{MPa}$ to $0.2044 \, \text{MPa}$ during the same period if the proposed controller is applied.

Estimate of the total disturbance is shown in Fig. 16 when the third reference trajectory is followed and the external disturbance is described in Fig. 13. We can observe that $\dot{x}_3$ decreases from $-1.906 \, \text{m/s}^2$ to $-18 \, \text{m/s}^2$ during $13.98 \, \text{s}$ to $14.57 \, \text{s}$, rises to $0.4489 \, \text{m/s}^2$ at $15.03 \, \text{s}$ and reduces to $-17.13 \, \text{m/s}^2$ at $15.49 \, \text{s}$ in Fig. 16.

### TABLE 4. Performance comparison between the PID controller and the proposed controller when the third reference trajectory is followed.

| Controller | $\zeta_{\max}$ (mm) | $\zeta_{\text{average}}$ (mm) | $\sigma$ (mm) |
|------------|---------------------|--------------------------|----------------|
| PID        | 11.3471             | 3.7463                   | 2.4411         |
| Proposed   | 2.5972              | 0.3526                   | 0.3419         |
Moreover, from Table 4, we can see that performance indices of the proposed controller are less than those of the PID controller. As a result, the EHS regulated by the proposed controller can follow the expected trajectory more precisely than that adjusted by the PID controller.

D. TRACKING THE FOURTH REFERENCE TRAJECTORY

The fourth reference trajectory is given by

\[ r(t) = r_0(a_1 \cos(\omega t - \frac{\pi}{2}) + a_2 \cos(3\omega t - \frac{\pi}{2})) \]  

(75)

where \( r_0 > 0, a_1 > 0, a_2 > 0, \omega > 0 \).

The external disturbance \( w_1 \) is described by

\[
w_1(t) = \begin{cases} 
0 & V, \ t < 19.83 \ s \\
3 \sin(2\omega) & , 19.83 \ s \leq t < 21.83 \ s \\
0 & , 21.83 \ s \leq t < 40 \ s \\
w_2(t), & 40 \ s \leq t < 42 \ s \\
0 & , 42 \ s \leq t < 60 \ s \\
w_3(t), & 60 \ s \leq t < 62 \ s \\
0 & , 62 \ s \leq t < 80 \ s \\
w_4(t), & 80 \ s \leq t < 82 \ s \\
0 & , 82 \ s \leq t < 100 \ s \\
w_5(t), & 100 \ s \leq t < 102 \ s \\
0 & , 102 \ s \leq t < 120 \ s \\
w_6(t), & 120 \ s \leq t < 122 \ s \\
0 & , t \geq 122 \ s 
\end{cases}
\]  

(76)

where \( w_2(t) = -1.5 \log(5 + \cos(t^2)) \) V, \( w_3(t) = 2.1 \sin(\cosh(t)) \) V, \( w_4(t) = 1.6 \cos(\sinh(t - 80)) \) V, \( w_5(t) = \sin(3t) - \sin(\sqrt{2}t) \) V, and \( w_6(t) = \arctan(\cosh(8t) - 10t) \) V. \( w_1 \) is illustrated in Fig.17, where \( w_1 \) reduces from 2.738 V to 0.3333 V during 19.84 s to 21.21 s and decreases from 1.571 V to 0 V during 120.5 s to 122.1 s.

The parameters of the reference trajectory are: \( r_0 = 42 \) mm, \( a_1 = \frac{4}{\pi}, a_2 = \frac{4}{\pi^2}, \omega = \frac{\pi}{10} \). The parameters of the proposed controller are: \( \omega_p = 50, b_0 = 8, k_1 = 20, k_2 = 15.2, k_3 = 500, k_4 = 0.1 \); the initial values of the LESO are: \( \hat{x}_1(0) = 0.1 \) mm, \( \hat{x}_2(0) = 9.2 \) mm/s, \( \hat{x}_3(0) = 9.1981 \) m/s²; the parameters of the PID controller are: \( k_p = 180, k_i = 120, k_d = 12 \). The experimental results of trajectory tracking and performance comparison between two controllers are described in Fig.18 and Table 5, respectively.

The effects of dead-zone can be observed when the expected motion direction changes. Therefore, to distinguish the effect caused by the dead-zone from that caused by the external disturbance, we let the external disturbance occur in the time interval in which the expected motion direction keeps unchanged. For example, during 19.85 s to 20.13 s, the sign

![FIGURE 17. The external disturbance when the fourth reference trajectory is followed.](image-url)

![FIGURE 18. The experimental results: (a) Position, (b) Control voltage, (c) Pressure inside the rod side chamber, and (d) Pressure inside the cap side chamber when the fourth reference trajectory is followed.](image-url)

| Controller | \( \xi_{\text{max}} \) (mm) | \( \xi_{\text{average}} \) (mm) | \( \sigma \) (mm) |
|------------|-----------------|-----------------|-------------|
| PID        | 11.7687         | 2.3303          | 1.7985      |
| Proposed   | 2.8832          | 0.2553          | 0.2685      |
of the tangent slope of the reference trajectory keeps negative; hence, the tracking error during this period is brought about mainly by the external disturbance which varies from 2.713 V to 1.826 V in the same time interval. Moreover, from Fig. 18(a), we can find that the proposed controller can make the load follow the reference trajectory more precisely than the PID controller during 19.85 s to 20.13 s when the external disturbance exists.

The ability for dead-zone compensation is shown in Fig. 18(a) when the sign of the tangent slope of the reference trajectory switches. For example, there is no occurrence of the external disturbance during 68.22 s to 73.23 s when the expected motion direction of the load switches from right to left. In this case, the tracking lag occurs due to the dead-zone of the proportional directional valve. It is evident that there is a large tracking lag during 70.75 s to 71.71 s if the PID controller is utilized, whereas the load can follow the reference trajectory immediately if the proposed controller is used.

The control voltage, the pressure of rod side chamber, the pressure of cap side chamber, and the estimate for the total disturbance are demonstrated in Fig. 18(b), (c), (d) and Fig. 19, respectively. From Fig. 19, we can see that $\dot{x}_3$ varies between $-44.25 \, \text{m/s}^2$ and $32.94 \, \text{m/s}^2$ during 0 s to 150 s. Furthermore, we can find that the total disturbance can be estimated effectively by the LESO since the load can follow the reference trajectory exactly under the control of the proposed controller when the external disturbance occurs.

Hence, from the results of the fourth experiment for trajectory tracking, we can find that the proposed controller has stronger abilities in both disturbance rejection and dead-zone compensation than the PID controller.

VI. CONCLUSION

We focus on the practical EHS regulated by the PDV, whose dead-zones are unknown and difficult to measure; furthermore, the random external disturbance and the supply pressure variation occur when the electro-hydraulic system works; moreover, the control voltage is required to satisfy the prescribed voltage range. Hence, it is difficult to design the controller for the electro-hydraulic system regulated by the PDV. Fortunately, the dead-zones, the random external disturbance, and the supply pressure fluctuation can be viewed as a total disturbance which can be estimated by the LESO; furthermore, a novel disturbance rejection controller is put forward to compensate for the total disturbance such that the load can follow the reference trajectory precisely and the control voltage is restricted to protect the PDV from being damaged. Stability of the EHS is analyzed in detail to ensure that the tracking error ultimately stays within the arbitrarily small neighborhood of the origin. Comparative experimental results demonstrate that the proposed controller outperforms the PID controller in terms of both dead-zones compensation and disturbance rejection when the supply pressure fluctuates sharply.

The reference signals involved in the article can be taken the second derivatives with respect to time, but in the practical engineering, there are non-smooth reference signals whose second derivatives do not exist. In the future work, we will improve the controller so that the non-smooth reference signal can be followed.
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