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Abstract

Our goal is to develop a more general scheme for constructing integrable lattice regularisations of integrable quantum field theories. Considering the affine Toda theories as examples, we show how to construct such lattice regularisations using the representation theory of quantum affine algebras. This requires us to clarify in particular the relations between the light-cone approach to integrable lattice models and the representation theory of quantum affine algebras. Both are found to be related in a very natural way, suggesting a general scheme for the construction of generalised Baxter Q-operators. One of the main difficulties we need to deal with is coming from the infinite-dimensionality of the relevant families of representations. It is handled by means of suitable renormalisation prescriptions defining what may be called the modular double of quantum affine algebras. This framework allows us to give a representation-theoretic proof of finite-difference equations generalising the Baxter equation.
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1 Introduction and conclusions

1.1 Motivation and background

Integrable quantum field theories offer a unique theoretical laboratory for the exploration of several non-perturbative phenomena in quantum field theory. Having full quantitative control about the spectrum or even expectation values in a quantum field theory paves the way towards detailed investigations of non-perturbative effects like the existence of dual Lagrangian descriptions in different regions of the parameter space.

However, up to now there are only a few examples where this has been realised. Many two-dimensional quantum field theories of interest are conjectured to be integrable, but this has rarely been fully demonstrated. Exact results have been proposed on some of these quantum field theories, but in most cases we do not know how to derive these results from first principles. It would be desirable to have a more systematic framework for constructing and solving integrable quantum field theories.

Exploiting integrability in a quantum field theoretical context is not easy. One of the main problems is to regularise the UV-divergencies in such a way that integrability is preserved. If this is possible, one may indeed hope that the enhanced control provided by integrability can lead to a precise understanding of the dependence of physical quantities on the cut-off, and how to remove it in the end. Lattice regularisations have been used to reach this goal with some success. Prominent examples are the massive Thirring / Sine-Gordon models for which some exact results have been obtained by using the XXZ or the XYZ spin chains as a lattice regularisation.

Up to now there does not seem to exist a systematic procedure for constructing integrable lattice regularisations for a given Lagrangian field theory. A proposal in this direction was made in [RiT]. This proposal was inspired by the well-known relations between integrable lattice models and the representation theory of quantum groups. Possible hopes that relations of this type may hold even in a quantum field theoretical context are supported in particular by the works [BaLZ3, BaHK] where beautiful relations between the integrable structure of conformal field theory and quantum group representation theory were found. Starting from a Lagrangian description of the field theory of interest it was proposed in [RiT] to

- identify the relevant quantum group using the algebra of interaction terms in the light-cone formulation of the dynamics,

- and construct the main ingredients of integrable lattice regularisations like Lax-matrices and R-matrices from the representation theory of this quantum group.
The feasibility of such a program was illustrated by constructing integrable lattice regularisations of some Lagrangian field theories on the kinematical level. Taking into account the form of the Lax matrices expressing integrability on the classical level leads to almost unique answers for R- and Lax-matrices defining the integrable lattice regularisation quantum-mechanically. A more general approach to identifying the quantum algebraic structures behind integrable perturbations of conformal field theories was proposed in [BuR].

Our goal in this paper is to illustrate how the crucial next steps in this program can be performed: the definition of an integrable time-evolution and the construction of Baxter Q-operators.

1.2 Approach

To reach our goals we will use the light-cone approach to integrable lattice models introduced in [FaV92], and further developed in [BaBR], see in particular [BaS15] for recent developments of this approach. It has been pointed out in [RiT] that this approach is particularly well-suited for using quantum group representation theory to construct integrable lattice regularisations of more general Lagrangian field theories. A new feature introduced in [RiT] is the possibility to have a natural relation between light-cone directions and Borel sub-algebras of the relevant quantum groups. Previous versions of the light-cone lattice formalism used a slightly different formulation in which this is not manifest[1]. This feature is important for the further development of the formalism as it leads in particular to a very natural relation between the lattice time-evolution operators and the universal R-matrix.

For simplicity we will focus on the affine Toda theories where the relevant quantum groups are the quantum affine algebras $\mathcal{U}_q(\widehat{sl}_M)$, but we expect the resulting scheme to be of much wider applicability. The integrable field theories related to quantum affine super-algebras discussed in [RiT], for example, should be within reach.

For the cases of our interest we will explain how to construct time-evolution and Baxter Q-operators from the universal R-matrix of the relevant quantum groups. Our main tool will be the product formula for the universal R-matrix found in [KhT92]. The main difficulties in constructing time-evolution and Baxter Q-operators from the universal R-matrix are due to the fact that we need to evaluate the R-matrix in infinite-dimensional representations. This feature appears to be inevitable if one wants to have tailor-made lattice discretisations of field theories having non-compact target space. The product formula represents the R-matrix as an infinite product over factors which are infinite sums over powers of the generators of the quantum affine algebra. It is therefore not obvious how to produce well-defined operators from the product formula for the universal R-matrix if the representations of interest are infinite-dimensional.

---

1See Remark in Section 3.2.1 for a comparison
Our approach to handle the resulting difficulties is based on two main elements:

- We will observe that the representations needed to get light-cone Lax matrices and evolution operators from the universal R-matrix have a remarkable property: The infinite products resulting from the product formulae for the universal R-matrix truncate automatically to finite products. The use of the light-cone lattice approach therefore allows us to solve one of the two problems coming from the infinite-dimensionality of the relevant representations.

- The infinite-dimensional representations that we need for our goals have the useful feature that the generators of the quantum affine algebras are represented by positive self-adjoint operators. This feature will allow us to replace the infinite sums over powers of the generators appearing in the product formula by well-defined operator-functions. We will demonstrate that this replacement preserves the validity of all relevant relations satisfied by the universal R-matrix in the representations of our interest.

Our choice of representations is motivated by the fact that the positive self-adjoint operators representing the quantum group generators correspond to positive quantities in the affine Toda theories.

### 1.3 Conclusions

The main conclusions we’d like to draw from our results are the following: Combining the light-cone lattice approach with the representation theory of quantum affine algebras gives us a systematic way to construct integrable lattice discretisations of the affine Toda theories. Non-compactness of the space in which the fields take values motivates us to consider infinite-dimensional representations of the relevant quantum affine algebras. However, we only need to consider the simplest nontrivial representations of this type. Infinite-dimensionality can be handled by expressing the main objects (time evolution- and Q-operators) in terms of the non-compact quantum dilogarithm function. One thereby gets a natural renormalisation of the formal expressions obtained from the universal R-matrix, leading to fairly simple explicit formulae for the time evolution- and Q-operators. The relevant properties (commutativity, functional relations) all boil down to known properties of the non-compact quantum dilogarithm. Verifying this in some detail accounts for a fair amount of the work that went into this paper, but once this is understood in these cases it should be possible to generalise our approach to wider classes of theories without excessive efforts.
1.4 Summary of main results

As our paper is quite long, we will now offer more detailed overviews over the main results.

We lay the groundwork for solving the affine Toda theories using a lattice regularisation. This includes explicit constructions for the time evolution operators and the Baxter Q-operators.

As indicated above, one of our main goals is to clarify the relation between the universal R-matrix of $\mathcal{U}_q(\widehat{\mathfrak{sl}}_M)$ and the Baxter Q-operators from which the evolution operators are recovered by specialising the spectral parameter. It will be obtained by a variant of the scheme proposed in [BaLZ3]. The necessary modifications are two-fold. The place of the infinite-dimensional representations of the Borel sub-algebras $\mathcal{U}_q(\mathfrak{b}^\pm)$ of $\mathcal{U}_q(\widehat{\mathfrak{sl}}_M)$ of q-oscillator type employed in [BaLZ3] in auxiliary space will be taken by representations which are neither of highest nor lowest weight type. This appears to be inevitable in order to get operators with favourable analytic properties. In quantum space we will use representations of $\mathcal{U}_q(\widehat{\mathfrak{sl}}_M)$ that can be represented as tensor products of the same type of representations as used in auxiliary space. The tensor products display a staggered structure reflecting a factorisation of the monodromy matrix into factors associated to light-like segments.

Our main results include a derivation of generalised Baxter T-Q-relations. The Baxter equations are found to follow from the reducibility of certain tensor products of representation at particular values of their parameters, in this respect resembling previous derivations of functional equations for transfer matrices from the representation theory of quantum affine algebras given in [BaLZ3, AF]. Two features of our derivation appear to be new. Our derivation on the one hand uses an interesting finite-dimensional representation constructed from fermionic oscillators. This allows us to simplify algebraic aspects of the derivation. We furthermore need to handle the additional issues originating from the fact that our representations do not have extremal weight vectors.

We furthermore find fairly simple explicit formulae for the kernels representing the Baxter Q-operators. The formulae are simplest when a variant of the quantum affine algebra $\mathcal{U}_q(\widehat{\mathfrak{sl}}_M)$ is used for the construction of integrable lattice models that differs from the standard one by a Drinfeld twist. The resulting expressions resemble the formulae found in [BaKMS, DJMM] for the transfer-matrices of generalised Chiral Potts Models. Having explicit formulae for the kernels of the Q-operators should allow us to determine the analytic properties of these operators by generalising the results of [ByT1]. Our results thereby lay the foundations for future analytic studies of the spectrum of the affine Toda field theories.
1.5 Mathematical aspects

As indicated above, one of our main tasks is to give a sense to the formal expressions obtained by evaluating the product formula for the universal R-matrix in the infinite-dimensional representations of our interest. These representations are in some respects similar to the representations of q-oscillator type employed in [BalZ3, BaHK]. The terminology pre-fundamental representations was introduced in [HJ] for a family of representations of the Borel sub-algebras of quantum affine algebras generalising the representations of q-oscillator type considered in [BalZ3, BaHK]. As opposed to [BalZ3, BaHK, HJ] we will here be interested in representations of the q-oscillator algebra that have no extremal weight. This being understood we will adopt the terminology "pre-fundamental" for the simple representations of the Borel sub-algebras that will be used as building blocks for the class of representations of our interest.

What will allow us to regain mathematical control in the absence of extremal weights is the fact that the generators are represented in terms of positive self-adjoint operators. This implies that our representations behave in some respects similar to the representations of the modular double of \( U_q(sl_2) \) introduced in [PT99, Fa99]. The terminology modular double refers to the fact that these representations are simultaneously representations of the algebra obtained by replacing the deformation parameter \( q = e^{-\pi ib^2} \) by the parameter \( \tilde{q} = e^{-\pi i/b^2} \). Taking tensor products of pre-fundamental representations will generate various other representations including evaluation representations of modular-double type.

We will observe that the special features of pre-fundamental representations of modular double type allow us to define a canonical renormalisation of the formal expressions obtained by evaluating the universal R-matrix in such representations. The infinite products representing the universal R-matrix get automatically truncated to a finite product when evaluated on pre-fundamental representations. Most of the remaining factors are expressed in terms of the quantum exponential function. Replacing this function by the non-compact quantum dilogarithm preserves the relevant algebraic properties and produces expressions that are well-defined in representations of modular-double type. The most delicate aspect is to find renormalised versions of the contributions of the imaginary roots in the product formula. This is crucial in particular for giving representation-theoretic proofs of generalised Baxter equations. We will show that there is an essentially canonical renormalisation for these contributions as well. In order to see this, it will be necessary to study some aspects of the behaviour of the product formula under the action of the co-product that do not seem to be discussed in the literature.
1.6 Relations to previous work

The affine Toda theories have been extensively studied already. A lot is known about the affine Toda theories in infinite volume including factorised S-matrices [AFZ, BCDS] and form-factors [Lu97, AL]. This can be used to predict the ground-state energy in the finite volume via the thermodynamic Bethe ansatz [FrKS].

The full finite-volume spectrum is not easily accessible in this way, motivating the use of lattice regularisations. Lattice Lax-matrices and an integrable lattice dynamics have been proposed in [KaR]. A Lie-theoretic framework for constructing discrete versions of the Toda flow on the classical level was presented in [HKKR].

The connection to the quantum affine algebra $\mathcal{U}_q(\widehat{\mathfrak{sl}_M})$ implies relations to spin chains of XXZ-type on the algebraic level. Operators that are similar to the Q-operators constructed in our paper have been introduced in the study of generalised chiral Potts model in [BaKMS, DJMM]. The Q-operators to be studied in our paper may be seen as non-compact analogs of those from [BaKMS, DJMM].

1.7 Perspectives

It should be possible to generalise the approach described in this paper to the models related to quantum affine super-algebras studied in [RiT]. A product formula for the universal R-matrices of these quantum groups is known [Ya]. We may furthermore note that the representations defined in [RiT] are of a similar type as the prefundamental representations studied in this paper. Renormalised versions of the universal R-matrix have been studied for representations of modular double type of the quantum super-algebra $\mathcal{U}_q(\mathfrak{osp}(1|2))$ in [IpZ]. This work gives a first hint that the renormalisation of the universal R-matrices can be carried out for quantum affine super-algebras in a similar way as done in this paper. This gives us hope that evolution and Q-operators can be constructed for the lattice models defined in [RiT] by using a generalisation of the techniques developed here.

We have found reasonably simple formulae for the kernel of the Baxter Q-operator which are natural generalisations of the formulae found in [ByT1]. This should allow us to deduce the analytic properties of the Q-operators by generalising the arguments from [ByT1]. The information on the analytic properties of the Baxter Q-operator defines the space of all solutions to the generalised Baxter equation which can correspond to eigenvalues of this operator. Baxter equation and analytic properties represent the pieces of information that completely characterise the spectrum. It should be possible to translate this description of the spectrum into equivalent formulations described either in terms of non-linear integral equations or using partial differential equations, generalising the results known for the Sinh-Gordon model [Z00, Lu00, ByT1, LuZ].
Our results finally suggest that the representation theory of quantum affine algebras may have a mathematically rich and interesting extension to certain categories of infinite-dimensional representations. In the finite-dimensional case it was observed in [ByT3] that the R-operator of the modular double of $U_q(sl(2, \mathbb{R}))$ [Fa99] may be seen as a ”more universal R-matrix” in the following sense. The representations of the modular double of $U_q(sl(2, \mathbb{R}))$ considered in [PT99, Fa99, ByT3] have dual representation that are realised on certain spaces of distributions. The dual representations contain highest weight representations as sub-representations. It was verified in [ByT3] that the action of the R-matrix defined in [Fa99] on tensor products of the dual representations restricts to the action of the usual universal R-matrix on tensor products of highest weight representations. The R-operator of the modular double is therefore ”more universal” than the universal R-matrix in the sense that it unifies the R-matrices defined on finite- and certain infinite-dimensional representations. It would be interesting to make this point of view more precise, and to extend it to the case of quantum affine algebras.

1.8 Guide to the paper

The paper is quite long. However, there are some important parts of our story that can be understood without having digested all of our paper. To help the reader finding the parts of most immediate interest we will here offer a brief overview over the sections. The introduction of each section contains a slightly more detailed description of its contents.

Section 2 reviews some basic background on the classical theory and possible approaches to the quantisation of the affine Toda theories.

The following Section 3 develops the light-cone lattice approach introduced in the pioneering papers [FaV92, FaV94, BaBR]. In order to have manifest locality, we are working with a slightly redundant parameterisation of the degrees of freedom. A gauge symmetry is introduced allowing us to identify the physical degrees of freedom as gauge-invariant combinations of the basic variables.

Section 4 offers a review of the basic background on quantum affine algebras together with a short summary of the available hints indicating that the integrability of the affine Toda theories can be understood using the representation theory of quantum affine algebras.

Section 5 describes first steps towards the definition and calculation of Lax-matrices and R-operators based on the universal R-matrix of quantum affine algebras. The main tool for this purpose are the formulae representing the universal R-matrix as an infinite product going back to Khoroshkin and Tolstoy. We start explaining how to renormalise the formal expressions obtained by evaluating the product formula in the infinite-dimensional representations of our interest in the case of $U_q(\hat{sl}_2)$. 
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This analysis is generalised in the next Section 6 for the case of $\mathcal{U}_q(\widehat{\mathfrak{sl}_M})$. We describe how to obtain the fundamental R-operators for the lattice affine Toda models from the representation theory of $\mathcal{U}_q(\widehat{\mathfrak{sl}_M})$. Different types of explicit representations for the fundamental R-operators are derived. For a twisted version of the quantum affine algebras we find a particularly convenient representation, leading to useful representations for the generalised Baxter Q-operators constructed from the fundamental R-operators as integral operators.

For the derivation of functional relations satisfied by the Q-operators like generalised Baxter equations it is crucial to analyse the contributions coming from the factors in the product formula involving imaginary root generators. Such an analysis is carried out in Section 7 for the case of of $\mathcal{U}_q(\widehat{\mathfrak{sl}_2})$. A uniform prescription is found for renormalising the contributions associated to imaginary roots for a large family of representations including the representations relevant for the lattice Sinh-Gordon model. We verify the consistency of this prescription with taking co-products, and use all this to give a derivation of the Baxter equation valid for the infinite-dimensional representations of our interest.

The generalisation of this analysis to the case of $\mathcal{U}_q(\widehat{\mathfrak{sl}_M})$ is presented in Section 8. We begin by describing a fairly simple representation-theoretic proof of generalised Baxter equations which is valid provided the renormalisation prescription preserves the relevant properties of the R-operators under the co-product. The fact that it does is verified afterwards, studying the fairly intricate mixing between real and imaginary roots under the co-product. Our results also allow us to derive functional relations of quantum Wronskian type. Together with the analytic properties of the kernel of the Q-operators we have thereby obtained all the information necessary to study the spectrum of the lattice affine Toda theories generalising the case of the Sinh-Gordon model studied in [ByT1].

Various more technical details are deferred to appendices. Appendix G in particular contains a detailed comparison with previously known results on the Sinh-Gordon model and to the Faddeev-Volkov model.
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2 Background

Our main example in this paper will be the affine $\mathfrak{sl}_M$-Toda theories, which are classically defined in the Hamiltonian formalism by introducing field $\phi_i(x, t)$, canonical conjugate momenta $\Pi_i(x, t)$ and Poisson brackets

$$\{ \Pi_i(x, t) , \phi_j(x', t) \} = \pi \delta_{ij} \delta(x - x') , \quad \{ \phi_i(x, t) , \phi_j(x', t) \} = 0 , \quad \{ \Pi_i(x, t) , \Pi_j(x', t) \} = 0 .$$

(2.1)

The dynamics is generated by the Hamiltonian

$$H = \int d^2z \sum_{i=1}^{M} \left( \frac{1}{2\pi} \left( \Pi_i^2 + (\partial_x \phi_i)^2 \right) + \mu e^{2b(\phi_i - \phi_{i+1})} \right) .$$

(2.2)

The resulting equations of motion for $\varphi_i := \phi_i - \phi_{i+1}$ can be represented in the form

$$(\partial_t^2 - \partial_x^2) \varphi_i = -2\pi b \mu \left( 2e^{2\varphi_i} - e^{2\varphi_{i+1}} - e^{2\varphi_{i-1}} \right) .$$

(2.3)

As the motion of $\bar{\varphi}(x, t) = \sum_{i=1}^{M} \phi_i(x, t)$ decouples, $(\partial_t^2 - \partial_x^2) \bar{\varphi} = 0$, it is possible to impose the condition that $\bar{\varphi}(x, t) = 0$.

2.1 Classical integrability

The starting point is a zero curvature representation of the classical dynamics, taken to be of the form

$$[ \partial_x - A_+(\lambda) , \partial_t - A_-(\lambda) ] = 0 .$$

(2.4)

We may here take $A_+(\lambda) = A_+(\lambda) - A_-(\lambda)$, $A_-(\lambda) = A_+(\lambda) - A_-(\lambda)$, where

$$A_+(\lambda) = \sum_{i=1}^{M} \left( -b(\partial_+ \phi_i)E_{ii} + me^{b(\phi_i - \phi_{i+1})}E_{i,i+1} \right) ,$$

$$A_-(\lambda) = \sum_{i=1}^{M} \left( +b(\partial_- \phi_i)E_{ii} - me^{b(\phi_i - \phi_{i+1})}E_{i+1,i} \right) ,$$

(2.5)

using the notations $\partial_{\pm} = \frac{1}{2}(\partial_t \pm \partial_x)$. The zero curvature condition (2.4) will reproduce the equation of motion (2.3) provided that $m^2 = \pi \mu b^2$.

Integrability of the classical dynamics is closely related to the existence of infinitely many conserved quantities which can be constructed from the monodromy matrix

$$M(\lambda) = \mathcal{P} \exp \left( \int_{0}^{R} dx \ A_x(\lambda) \right) .$$

(2.6)
as the trace

\[ T(\lambda) = \text{Tr}(M(\lambda)) . \]  

(2.7)

The Poisson structure of the field theory implies Poisson bracket relations of the form

\[ \{ M(\lambda) \otimes M(\mu) \} = [ r(\lambda/\mu) , M(\lambda) \otimes M(\mu) ] , \]  

(2.8)

with \( r(\lambda) \) being a certain numerical matrix. These relations imply \( \{ T(\lambda), T(\mu) \} = 0 \). As the Hamiltonian \( H \) appears in the asymptotic expansion of \( M(\lambda) \) at infinity it follows that \( T(\lambda) \) is conserved for all values of \( \lambda \in \mathbb{C} \).

### 2.2 Light-cone representation

It is also possible to take the values of the basic field restricted to the light-like segments as Cauchy-data. Let us define the “saw-blade” contours \( C_N = \bigcup_{k=1}^{N} C_k^+ \cup C_k^- \), where \( C_k^\pm \) are the light-like segments

\[ C_k^+ = \{(k\Delta + u, t + u) : 0 \leq u \leq \Delta/2\} , \]
\[ C_k^- = \{(k\Delta + v, t + \Delta - v) : \Delta/2 \leq v \leq \Delta\} \quad (\Delta := R/N) . \]  

(2.9)

In the light-cone picture for the classical dynamics, one takes the values of the field \( \phi \) on the two light-like segments of \( C_1 \),

\[ \phi_i^+(2u) = \phi_i(u, u) \quad \text{and} \quad \phi_i^-(2v) = \phi_i(\frac{R}{2} - v, \frac{R}{2} + v) , \quad 0 \leq u, v \leq \frac{R}{2} , \]

(2.10)

as initial values for the time-evolution from which \( \phi_i(x, t) \) can be found for all \( x \) and \( t \) by solving the equations of motion. The dynamics may still be represented in the Hamiltonian form by using the Poisson structure

\[ \{ \phi_i^+(u), \phi_j^+(u') \} = \frac{\pi}{4} \delta_{ij} \text{sgn}_R(u - u') , \quad \{ \phi_i^-(v), \phi_j^-(v') \} = \frac{\pi}{4} \delta_{ij} \text{sgn}_R(v - v') , \]

(2.11)

on the light-cone data \( \phi_i^+ \) and \( \phi_i^- \) defined on segments \( C_k^+ \) and \( C_k^- \), respectively. The evolution of \( \partial_+ \phi_i^+(x_+) \) in the \( x_- \)-direction can now be represented in the Hamiltonian form as

\[ \partial_- (\partial_+ \phi_i^+) = \{ H_- , \partial_+ \phi_i^+ \} , \]

(2.12)

where

\[ H_- = \mu \int_0^R dx_+ \sum_{i=1}^M e^{2b(\phi_i^+ - \phi_i^+_{i+1})} . \]

(2.13)

A very similar equation of motion obtained by exchanging the roles of \( \phi_i^+ \) and \( \phi_i^- \) governs the evolution of \( \partial_\phi^-(x_-) \) in the \( x_+ \)-direction.
Vanishing of the curvature of the Lax-connection allows us to deform the contour in definition of the monodromy matrix, leading to a representation of $M(\lambda)$ as an integral over light-like segments. The zero curvature condition (2.4) implies that

$$M(\lambda) = \mathcal{P} \exp \left( \int_0^R dx_A(x, t; \lambda) \right) = \mathcal{P} \exp \left( \int_{C} ds \, \frac{dx^a}{ds} A_a(\lambda) \right),$$

for any contour $C$ that can be deformed into $C_0 = \{(x, t) : 0 \leq x \leq R\}$, preserving the start and end points. This allows us to rewrite $M(\lambda)$ as

$$M(\lambda) = L^{-}_N(\lambda) L^{+}_{N'}(\lambda) \cdots L^{-}_1(\lambda) L^{+}_{1'}(\lambda),$$

(2.15)

where

$$L^{+}_k(\lambda) := \mathcal{P} \exp \left( \int_{C^+_k} dx_+ \, A_+(\lambda) \right), \quad L^{-}_k(\lambda) := \mathcal{P} \exp \left( \int_{C^-_k} dx_- \, A_-(\lambda) \right).$$

(2.16)

When $\Delta \to 0$, $N \to \infty$ with $R = N\Delta$ finite one expects to be able to approximate the fields by piecewise constant values along $C^\pm_k$. The representation (2.15) of $M(\lambda)$ suggests a natural lattice discretisation resembling a staggered spin chain.

### 2.3 Continuum approaches

A very useful approach to the quantisation of such an integrable system is provided by the quantum inverse scattering method (QISM). A central object in this approach is the so-called quantum monodromy matrix $M(\lambda)$, the matrix formed from the operators that are obtained by quantising the matrix elements of the classical monodromy matrix $M(\lambda)$. If it is possible to construct a matrix $\mathcal{M}(\lambda)$ out of the quantised degrees of freedom of the field theory of interest in such a way that the Poisson bracket relations (2.8) get quantised into quadratic commutation relations of the form

$$R(\lambda/\mu) (\mathcal{M}(\lambda) \otimes 1) (1 \otimes \mathcal{M}(\mu)) = (1 \otimes \mathcal{M}(\mu)) (\mathcal{M}(\lambda) \otimes 1) R(\lambda/\mu),$$

(2.17)

one would get the conserved quantities of the quantized field theory from

$$T(\lambda) = \text{Tr}(\mathcal{M}(\lambda)).$$

(2.18)

However, this dream is hard to realise in practise. In canonical quantisation it is by no means straightforward to construct an operator-valued matrix $M(\lambda)$ out of the quantised local fields that would satisfy nice quadratic relations of the form (2.17). It is furthermore not clear which numerical matrices $R(\lambda)$ could appear in the relations (2.17). Even though $R(\lambda)$ is severely restricted by the Yang-Baxter relation

$$R_{12}(\lambda/\mu) R_{13}(\lambda/\nu) R_{23}(\mu/\nu) = R_{23}(\mu/\nu) R_{13}(\lambda/\nu) R_{12}(\lambda/\mu),$$

(2.19)
following from the consistency of (2.17) with the associativity of operator products, one still has a large supply of possible choices for \( R(\lambda) \) to consider.

The situation appears to be slightly better in the light-cone representation. Following [BaLZ4] let us note that the Poisson brackets (2.11) are those a massless free field. The quantization is therefore standard. Let us write the expansion of \( \phi^\pm_i(x_\pm) \) into Fourier modes in the form

\[
\phi^\pm_i(x_\pm) = q_i + \frac{2\pi}{R} p_i x_\pm + \phi^\pm_{i,<}(x_\pm) + \phi^\pm_{i,>}(x_\pm),
\]

(2.20)

where

\[
\phi^\pm_{i,<}(x_\pm) = \sum_{n<0} i a^\pm_{i,n} e^{-2\pi i n x_\pm/R}, \quad \phi^\pm_{i,>}(x_\pm) = \sum_{n>0} i a^\pm_{i,n} e^{-2\pi i n x_\pm/R}.
\]

(2.21)

The modes \( a^\epsilon_{i,n} \) are required to satisfy the canonical commutation relations

\[
[q_i, p_j] = i \delta_{ij}, \quad [a^\epsilon_{i,m}, a^{\epsilon'}_{i,n}] = \frac{1}{4} \delta_{m+n,0} \delta_{ij} \delta_{\epsilon \epsilon'}.
\]

(2.22)

Quantum analogs of the exponential functions \( e^{2\alpha_i \phi^\pm_i} \) are then constructed by normal ordering:

\[
e^{2\alpha_i \phi^\pm_i(x_\pm)} \equiv \exp\left(2\alpha_i \phi^\pm_{i,<}(x_\pm)\right) e^{2\alpha_i (q_i + 2\pi p_i x_\pm/R)} \exp\left(2\alpha_i \phi^\pm_{i,>}(x_\pm)\right).
\]

(2.23)

The quantum Hamiltonians \( H_+ \) and \( H_- \) corresponding to \( H_+ \) and \( H_- \), respectively, will similarly be defined by normal ordering. The quantum equation of motion for an observable \( O_\pm \) built from \( \partial_\pm \phi^\pm(x_\pm) \) can then be represented in the form

\[
-i \partial_\mp O = \left[H_\mp, O_\pm\right], \quad H_\mp = \mu \sum_{i=1}^M Q^\mp_i,
\]

(2.24)

where the so-called screening charge operators \( Q^\epsilon_i \) are defined as

\[
Q^\epsilon_i = \int_0^R dx \ V^\epsilon_i(x), \quad V^\epsilon_i(x) = : e^{2b(\phi^\epsilon_i(x) - \phi^\epsilon_{i+1}(x))} : , \quad \epsilon = \pm.
\]

(2.25)

If the parameter \( b = i\beta \) is purely imaginary, it should be possible to define a natural candidate for the quantum monodromy matrix \( M(\lambda) \) by following the approach of Bazhanov, Lukyanov and Zamolodchikov. For \( \beta \) in a certain range of values it would allow us to define quantum monodromy matrices associated to the segments \( C^\pm_i \) of the saw-blade contour as series of ordered integrals over products of normal ordered exponentials of the free fields.

Such an approach has not been developed in full detail yet. Even if it were, it could not easily be generalised to the case \( b \in \mathbb{R} \) of our main interest. The UV-problems are more delicate for \( b \in \mathbb{R} \), causing serious problems for the definition of the quantum monodromy matrices along the lines of [BaZ1, BaZ3, BaZ4].
2.4 Lattice regularization

Another method to treat these problems is the lattice discretization. The initial values \( \phi^i(x) \equiv \phi^i(x, t)|_{t=0} \), \( \Pi^i(x) \equiv \Pi^i(x, t)|_{t=0} \) of the fields at time \( t = 0 \) are replaced by variables \( \phi^i_n, \Pi^i_n \) defined on a one-dimensional lattice which has \( N \) sites labelled by the index \( n \). The variables \( \phi^i_n, \Pi^i_n \) may be thought of as averages of the initial values,

\[
\phi^i_n = \frac{1}{\Delta} \int_{n\Delta}^{(n+1)\Delta} dx \phi^i(x), \quad \Pi^i_n = \frac{1}{4\pi} \int_{n\Delta}^{(n+1)\Delta} dx \Pi^i(x). \quad (2.26)
\]

The quantization of these variables will yield operators which satisfy the commutation relations

\[
[\phi^i_n, \Pi^j_m] = i \delta^{ij} \delta_{n,m}. \quad (2.27)
\]

The space of states of the regularized model may therefore be identified with as \( L^2(\mathbb{R}^{MN}) \).

A regularized version \( M_N(\lambda) \) of the monodromy matrix \( M(\lambda) \) may be constructed as a product of local Lax matrices

\[
M_N(\lambda) = L_N(\lambda) L_{N-1}(\lambda) \cdots L_1(\lambda), \quad (2.28)
\]

where the lattice Lax matrices \( L_n(\lambda) \) are to be constructed from the discretized variables \( (\phi^i_n, \Pi^i_n) \). It will be shown that the matrices \( M_N(\lambda) \) can be constructed in such a way that they satisfy the algebra

\[
R(\lambda/\mu) (M_N(\lambda) \otimes I) (I \otimes M_N(\mu)) = (I \otimes M_N(\mu)) (M_N(\lambda) \otimes I) R(\lambda/\mu), \quad (2.29)
\]

with coefficients \( R(\lambda/\mu) \) that are independent of \( N \) and \( \Delta \). If the continuum limit \( N \to \infty \) of \( M_N(\lambda) \) exists in a suitable sense, the relations \( (2.29) \) will ensure that the monodromy matrix \( M(\lambda) \) defined by that limit satisfies the crucial algebraic relations \( (2.17) \).

In the case of the Sinh-Gordon model corresponding to \( M = 2 \) it was shown in \([\text{ByT}1, \text{ByT}3]\) that the lattice discretisation leads to exact results for the energy spectrum. The excellent agreement with results from the thermodynamic Bethe ansatz and from the existing relations with Liouville theory \([\text{ByT}3]\) indicates that the lattice approach is indeed suitable for the construction and solution of the affine Toda theories.

3 Integrable light-cone lattice models – algebraic framework

The use of the lattice light-cone approach is inspired by previous works \([\text{FaR}, \text{FaV92}, \text{FaV94}, \text{BaBR}, \text{KaR}]\) on the lattice light-cone discretisation of the Sine- and Sinh-Gordon models. In order to maintain manifest locality it will be useful to parameterise the degrees of freedom in a somewhat redundant way. The physical degrees of freedom can be identified using a gauge-symmetry. We describe how to define a natural time-evolution for gauge-invariant quantities.
3.1 Overview on the light-cone lattice approach

It turns out to be very useful to preserve a certain democracy in the treatment of spacial and time-like directions by working on a rhombic space-time lattice

\[ \Gamma = \{ (\sigma,\tau) \mid \sigma \in \mathbb{Z}/N\mathbb{Z}, \tau \in \mathbb{Z}, \sigma + \tau \text{ even} \} . \]  

This lattice is generated by the vectors \( v_+ = (1, 1) \) and \( v_- = (-1, 1) \) which connect nearest neighbor sites, see Figure 3.1.

A collection of elements \( \{\chi^i_{\sigma,\tau}\}_{i=1,\ldots,M} \) of the quantum algebra of observables \( \mathcal{A}_{M,N} \) to be defined below is attached to each vertex \((\sigma,\tau)\) of the dual lattice \( \Gamma^\vee \) defined by the condition \( \sigma + \tau \) odd. For each vertex of \( \Gamma \) a relation between the variables \( \chi^i_{\sigma,\tau} \) associated to the neighbouring faces is required to hold. Such relations are called quantum discrete equations of motion as they reduce to the equations of motion (2.3) in the classical continuum limit.

Let us describe the dynamics more explicitly. The algebra of observables \( \mathcal{A}_{M,N} \) will be generated by invertible elements

\[ \chi_{i,m}, \quad i \in \mathbb{Z}/M\mathbb{Z}, \quad m \in \mathbb{Z}/2N\mathbb{Z} . \]

satisfying certain relations. The only non-trivial commutation relations are

\[ \chi_{i,2n-1} \chi_{j,2n} = q^{+2c_{ij}} \chi_{j,2n} \chi_{i,2n-1} , \quad \chi_{i,2n} \chi_{j,2n+1} = q^{-2c_{ij}} \chi_{j,2n+1} \chi_{i,2n} , \]

where \( c_{ij} = - (\delta_{ij} - \delta_{ij+1}) \). In this paper we are mostly interested in the case \( |q| = 1 \). In this case the generators \( \chi_{i,m} \) will be realized as positive self-adjoint operators.

We will introduce two automorphisms \( \tau_{\pm} \) of the algebra \( \mathcal{A}_{M,N} \) such that upon defining

\[ \chi^i_{\sigma \pm 1,\tau + 1} := \tau_{\pm} \left( \chi^i_{\sigma,\tau} \right) , \]
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with initial conditions \( \chi_{2a-1,0}^i := \chi_{i,2a-1} \), \( \chi_{2a,1}^i := \chi_{i,2a} \), the following quantum equations of motion are satisfied

\[
q^2 \chi_{\sigma,\tau}^i \chi_{\sigma+1,\tau}^i = \chi_{\sigma-1,\tau}^i \chi_{\sigma+1,\tau}^i + 1 + q^{+1} \kappa^2 \chi_{\sigma-1,\tau}^{i+1} + 1 + q^{-1} \kappa^2 \chi_{\sigma+1,\tau}^{i-1} + 1.
\]

These equations allow to define the values of the variables \( \chi_{\sigma,\tau}^i \) on the entire lattice from the initial values associated to the faces nearest to the bold saw in Figure 3.1. It is easy to check that the evolution equation \((3.5)\) reproduces the equation of motion \((2.3)\) if one identifies \( \chi_{\sigma,\tau}^i \) with \( e^{2i\varphi_{\sigma,\tau}} \) and takes the limit \( q = e^{-i\pi b^2} \to 1 \) and \( \Delta \to 0 \) with \( \kappa = m\Delta \) and \( \chi_i \) fixed.

The equations of motion above will be shown to follow from the zero curvature condition

\[
g_{\sigma+1,\tau+1}(\lambda) g_{\sigma+1,\tau}(\lambda) = g_{\sigma,\tau+1}(\lambda) g_{\sigma,\tau}(\lambda) \quad \sigma + \tau \text{ even} \quad (3.6)
\]

for certain operator valued matrixes attached to the edges of the lattice \( \Gamma \). This is a quantum discrete analogue of \((2.4)\) encoding quantum integrability of the time evolution defined above. The relation \((3.6)\) corresponding to each face in the lattice \( \Gamma \), see Figure 3.1, can be depicted as follows

\[
\begin{align*}
\begin{array}{c}
\sigma - 1, \tau + 1 \\
\sigma + 1, \tau + 1 \\
\sigma, \tau
\end{array}
\begin{array}{c}
\sigma + 1, \tau + 1
\end{array}
\end{align*}
\begin{align*}
\begin{array}{c}
\sigma - 1, \tau + 1 \\
\sigma + 1, \tau + 1 \\
\sigma, \tau
\end{array}
\begin{array}{c}
\sigma + 1, \tau + 1
\end{array}
\end{align*}
\]

Notice that the matrices \( g_{\sigma,\tau}^+(\lambda) \) and \( g_{\sigma,\tau}^-(\lambda) \) represent parallel transport on the lattice from \( \sigma - 1, \tau \) to \( \sigma, \tau + 1 \) and \( \sigma, \tau \) to \( \sigma - 1, \tau + 1 \) respectively. It follows that

\[
\begin{align*}
g_{\sigma,\tau}^+(\lambda) & \quad \text{is defined for } \sigma + \tau \text{ odd}, \\
g_{\sigma,\tau}^-(\lambda) & \quad \text{is defined for } \sigma + \tau \text{ even}.
\end{align*}
\]

The rule to associate an operator valued matrix to a path on the lattice follows from the basic property of the path ordered exponential \( \Omega_{\gamma} \), i.e. \( \Omega_{\gamma_1+\gamma_2} = \Omega_{\gamma_2} \Omega_{\gamma_1} \) when the final point of the path \( \gamma_1 \) coincides with the initial point of \( \gamma_2 \).

The explicit form of the Lax operators of discretized affine \( \mathfrak{gl}_M^{-}\)Toda theory will be

\[
\begin{align*}
g^+(\lambda) & = \sum_{i=1}^{M} \left( u_i^+ E_{ii} + q^{-\frac{1}{2}} \kappa \lambda^{-1} v_i E_{i+1} \right), \\
g^-(\lambda) & = \sum_{i=1}^{M} \left( u_i^- E_{ii} - q^{-\frac{1}{2}} \kappa \lambda^{+1} v_i E_{i+1} \right).
\end{align*}
\]
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where \( E_{ij} \) are the matrices having a non-vanishing matrix element equal to one only in the \( i \)-th row and \( j \)-th column, \( \kappa = m \Delta \) and we suppressed the explicit dependence of \( u_i, v_i \) on \( \sigma \) and \( \tau \). This choice of quantum Lax operators is motivated by the form of the classical flat connection in light-cone coordinates, compare to (2.5). We will later see that the matrices \( g^\pm(\lambda) \) satisfy quadratic relations of the form (2.17) with \( M(\lambda) \) replaced by \( g^\pm(\lambda) \) relations iff the commutation relations of \( u_i, v_i \) are

\[
\begin{align*}
  u_i u_j &= u_j u_i, \\
  v_i v_j &= v_j v_i, \\
  u_i v_j &= q^{c_{ij}} v_j u_i,
\end{align*}
\]

where \( c_{ij} = -(\delta_{ij} - \delta_{ij+1}) \). We further impose \( \prod_i u_i = \prod_i v_i = 1 \) as they are central. We call \( \mathcal{W}_M \) the algebra generated by \( u_i, v_i \) and their inverses.

In this description, the quantum algebra of observables \( A_{M,N} \) emerges as a quotient of the enlarged algebra \( A'_{M,N} = (\mathcal{W}_M)^{\otimes 2N} \), associated to the saw-blade contour in Figure 3.1, by certain gauge transformations. One may get rid of gauge redundancies at the price of giving up ultralocality, which is the requirement that at fixed \( \tau \) the matrix entries of \( g^\epsilon_{\sigma_1,\tau} \) commute with the matrix entries of \( g^\epsilon_{\sigma_2,\tau} \) when \( \sigma_1 \neq \sigma_2 \).

### 3.2 The monodromy matrices

#### 3.2.1 An alternating spin-chain

The monodromy matrix \( \mathcal{M}(\lambda) \) of the lattice model is constructed as a product of local Lax matrices as

\[
\mathcal{M}(\lambda) = \mathcal{L}_N(\lambda)\mathcal{L}_{N-1}(\lambda)\cdots\mathcal{L}_1(\lambda) .
\]

In the lightcone representation \( \mathcal{L}_a(\lambda) \) takes the factorized form

\[
\mathcal{L}_a(\lambda) = L^+(q^{\frac{1}{2}}\kappa^{+1}\lambda) L^\perp(q^{\frac{1}{2}}\kappa^{-1}\lambda) ,
\]

where

\[
L^+(q^{\frac{1}{2}}\kappa^{+1}\lambda) := g^+(\lambda), \quad L^\perp(q^{\frac{1}{2}}\kappa^{-1}\lambda) := (1 - q^{-1}\lambda^M) \left(g^-(\lambda)\right)^{-1} ,
\]

with \( g^\pm(\lambda) \) given in (3.8). The scalar factor multiplying \( (g^-(\lambda))^{-1} \) in (3.12) can be identified with the quantum determinant \( q\det(g^-(\lambda)) \) as defined in Appendix A. The definition (3.12) may be written more explicitly as

\[
\begin{align*}
  L^-(\lambda) &= \left(1 - q^{-1}\lambda^M\right) \left[ \sum_{i=1}^{M} \left(u_i^{-1} E_{ii} - q^{-1}\lambda v_i E_{i+1i}\right) \right]^{-1} , \\
  L^+(\lambda) &= \sum_{i=1}^{M} \left(u_i^{+1} E_{ii} + \lambda^{-1} v_i E_{i+1i}\right) .
\end{align*}
\]

20
The monodromy matrix (3.10) is the operator-valued matrix associated to the bold path in Figure 3.1 upon setting $g_{2n-1} := g_{2n-1,0}$ and $g_{2n} := g_{2n,0}$. The index $m$ on $g_m^\pm$ denotes the embedding of $\mathcal{W}_M$ in the $m$-th tensor factor of $(\mathcal{W}_M)^{\otimes 2N}$. It is thus clear that the matrix entries of quantum Lax operators associated to different sites of the chain commute.

The algebra $\mathcal{W}_M$ admits a simple realization in $L^2(\mathbb{R}^M)$ given as follows

$$u_i = e^{-2\pi b p_i}, \quad v_i = e^{\pi b (q_i - q_{i+1})}, \quad [p_i, q_j] = (2\pi i)^{-1}\delta_{ij} \quad (3.15)$$

with $q = e^{-i\pi b^2}$. The quantum space on which the matrix entries of the monodromy matrix act may be taken to be $\mathcal{H}_{M,N}': = L^2(\mathbb{R}^{NM})$. Alternatively one may impose the constraint $\sum_{i=1}^M p_i = 0$ for each spin-chain site, leading to a representation of $\mathcal{W}$ in a subspace $\mathcal{H}_{M,N}$ of $\mathcal{H}_{M,N}'$ isomorphic to $L^2(\mathbb{R}^{NM-1})$.

Both Lax matrices $L^+(\lambda)$ and $L^-(\lambda)$ satisfy relations of the form

$$R(\lambda, \mu) (\mathcal{L}(\lambda) \otimes 1) (1 \otimes \mathcal{L}(\mu)) = (1 \otimes \mathcal{L}(\mu)) (\mathcal{L}(\lambda) \otimes 1) R(\lambda, \mu), \quad (3.16)$$

with the same auxiliary R-matrix $R(\lambda, \mu)$ given as

$$R(\lambda, \mu) = \sum_{i=1}^M E_{ii} \otimes E_{ii} + \nu \sum_{i\neq j} E_{ii} \otimes E_{jj} + \sum_{i\neq j} \kappa_{(i-j)M} E_{ij} \otimes E_{ji}, \quad (3.17)$$

$$\nu = \frac{\mu^M - \lambda^M}{q^{-1} - q^1 \lambda^M}, \quad \kappa_\ell = \frac{q^{-1} - q^1}{q^{-1} \mu^M - q^1 + \lambda^M} \mu^{M-\ell} \lambda^\ell,$$

where $(i - j)_M$ denotes $(i - j)$ modulo $M$. The monodromy matrix constructed in (3.10) therefore satisfies the relations (2.29), as desired. This implies in particular that the one-parameter family of operators $T(\lambda)$

$$T(\lambda) = T_{\mathcal{H}_{M,N}}(\mathcal{M}(\lambda)),$$  \quad (3.18)

is mutually commutative

$$[T(\lambda), T(\mu)] = 0. \quad (3.19)$$

The family of operators $T(\lambda)$ will represent conserved quantities for the time-evolution defined above.

Remark 1. In the case of $\mathfrak{sl}_2$ one has $u_i = u_2^{-1} = u, v_i = v_2^{-1} = v$ and the definition (3.11) reads

$$L^+(\lambda) = \begin{pmatrix} u & \lambda^{-1} v \\ \lambda^{-1} v^{-1} & u^{-1} \end{pmatrix}, \quad \bar{L}^-(\lambda) = \begin{pmatrix} u & \lambda v^{-1} \\ \lambda^{-1} v & u^{-1} \end{pmatrix}. \quad (3.20)$$

Our formulation of the light-cone lattice approach is in this case similar to the one described in [FaV92, FaV94, BaBR]. An important difference is due to the fact that $\bar{L}^-(\lambda)$ is taken to be equal to $L^+(\lambda)$ in [FaV92, FaV94, BaBR]. The two formulations are equivalent for even $N$, as will be discussed in Section 3.2.2 below. The relations with the representation theory of quantum affine algebras appear to be more natural in our formulation.
Remark 2. The inverse of the matrix $\bar{L}^{-}(\lambda)$ given in (3.13) can be written more explicitly using the following observation: For any matrix of the form $F(a) := 1 - \sum_{i=1}^{M} a_i E_{i+1}$, one has
\[
(1 - a_M \cdots a_2 a_1) (F(a))^{-1} = \left(1 + \sum_{i \neq j} (a_{i-1} a_{i-2} \cdots a_j) E_{i,j}\right).
\] (3.21)

Notice that in order to derive (3.21) no commutation relation between $a_s$ have been used.

3.2.2 Relation to XXZ-type spin-chains

It will be useful to note that there is a closely related Lax-matrix which is defined as
\[
L^{XXZ}_{a}(\lambda) = L_{a}(\lambda) T, \quad T = \sum_{i=1}^{M} E_{i,i+1}.
\] (3.22)

The Lax matrix $L^{XXZ}_{a}(\lambda)$ satisfies the same equation (3.16) that is satisfied by $L_{a}(\lambda)$, as follows from the fact that $R(\lambda, \mu)$ commutes with $T \otimes T$. It furthermore has a dependence on the spectral parameter $\lambda$ of the form
\[
L^{XXZ}_{a}(\lambda) = \sum_{i=1}^{M} E_{ii} (E_{a,ii} + \lambda^M E'_{a,ii}) + \sum_{i<j} \left(\lambda^{M+i-j}E_{ij} E_{a,ji} + \lambda^{j-i} E_{ji} E_{a,ij}\right).
\] (3.23)

It follows from (3.16) together with the form (3.23) that the matrix elements $E_{ij}$ generate a representation of the quantum group $U_q(\mathfrak{sl}_M)$, as will be further discussed in Section 6.3.4 below.

Note furthermore that
\[
T L^{XXZ}_{a}(\lambda) T^{-1} = \Omega^{-1} \cdot L^{XXZ}_{a}(\lambda) \cdot \Omega,
\] (3.24)

where $\Omega$ is the automorphism of the algebra of generated by the matrix elements of $L^{XXZ}_{a}(\lambda)$ defined as
\[
\Omega^{-1} \cdot E_{a,i,j} \cdot \Omega = E_{a,i-1,j-1}.
\] (3.25)

The automorphism $\Omega_a$ allows one to relate the monodromy matrix $M(\lambda)$ to the monodromy matrix $T^{-N}M^{XXZ}(\lambda)$,
\[
\mathcal{M}^{XXZ}(\lambda) = L^{XXZ}_{N}(\lambda) L^{XXZ}_{N-1}(\lambda) \cdots L^{XXZ}_{1}(\lambda).
\] (3.26)

The automorphism $\Omega_a$ has order $M$, $(\Omega_a)^M = \text{id}$. If $N$ is divisible by $M$, the spectral problem for $T(\lambda)$ therefore becomes equivalent to the spectral problem for $T^{XXZ}(\lambda) = \text{Tr}_{C,M}(\mathcal{M}^{XXZ}(\lambda))$.

The close relation between spin chains of XXZ-type and lattice regularisations of the affine Toda theories will make it natural and often useful to discuss both of them in parallel.
3.3 Light-cone time-evolution

We will now derive the quantum equations of motion (3.5). The derivation will be based on an explicit construction of the light-cone evolution operators $U^\pm_k$, see (3.4). The latter will later be shown to belong to a large family of commuting operators constructed as transfer matrices in Section 3.4.

Before proceeding to the derivation an important remark is in order. The zero curvature condition (3.6) cannot specify by itself a unique time evolution for the variables $u^i_{\sigma,\tau}, v^i_{\sigma,\tau}$. The reason is that if $g^\pm_{\sigma,\tau}$ satisfy the zero curvature condition, then also

$$
(g^+_{\sigma,\tau})' = D_{\sigma,\tau+1} g^+_{\sigma,\tau} D^{-1}_{-1,\tau}, \quad (g^-_{\sigma,\tau})' = D_{\sigma-1,\tau+1} g^-_{\sigma,\tau} D^{-1}_{\sigma,\tau},
$$

(3.27)
do. In (3.27) $D_{\sigma,\tau}$ are taken to be diagonal matrices in order to preserve the form of $g^\pm_{\sigma,\tau}$ given in (3.8). We refer to the transformations (3.27) as gauge transformations. The transformations (3.27) reflect the transformation properties of the path order exponential $\Omega_\gamma = D_\rho \Omega_\gamma D^{-1}_\lambda$, where $\gamma$ is a path connecting the point $A$ to the point $B$. It will be shown that the zero curvature condition specifies a unique time evolution for the gauge invariant sub-algebra of $(\mathcal{W}_M)^{\otimes 2N}$.

3.3.1 Identification of physical observables

We first want to clarify how the quantum algebra of observables $\mathcal{A}_{M,N}$ emerges from the enlarged algebra $(\mathcal{W}_M)^{\otimes 2N}$ generated by the operators $u_{i,r}, v_{i,r}, i = 1, \ldots, M, r = 1, \ldots, 2N$.

Consider the products $\tilde{L}^-_{2a}(\mu) L^+_{2a-1}(\nu)$ and $L^+_{2a+1}(\nu) \tilde{L}^-_{2a}(\mu)$, which may be represented as

$$
\tilde{L}^-_{2a}(\mu) L^+_{2a-1}(\nu) = \left(1 - q^{-1} \mu^M\right) \left(1 - \mu \sum_{i=1}^{M} Y^-_{1,2a} E_{i+1,i}\right)^{-1}
$$

$$
\cdot \Lambda(u_{2a-1} u_{2a}) \left(1 + \frac{1}{\mu} \sum_{i=1}^{M} Y^+_{i,2a-1} E_{i,i+1}\right)
$$

(3.28a)

$$
L^+_{2a+1}(\nu) \tilde{L}^-_{2a}(\mu) = \left(1 + \frac{1}{\mu} \sum_{i=1}^{M} \tilde{Y}^+_{i,2a+1} E_{i,i+1}\right) \Lambda(u_{2a+1} u_{2a})
$$

$$
\cdot \left(1 - q^{-1} \mu^M\right) \left(1 - \mu \sum_{i=1}^{M} \tilde{Y}^-_{i,2a} E_{i+1,i}\right)^{-1}
$$

(3.28b)

where $\Lambda(x) := \sum_{i=1}^{M} x_{i} E_{ii}$ and

$$
Y^-_{i,r} := u_{i+1,r} v_{i,r}, \quad Y^+_{i,r} := u^{-1}_{i,r} v_{i,r},
$$

$$
\tilde{Y}^-_{i,r} := v_{i,r} u_{i,r}, \quad \tilde{Y}^+_{i,r} := v^{-1}_{i,r} u_{i+1,r}.
$$

(3.29)

The group of gauge-transformations on a time slice is generated from the transformations

$$
G_{2a-1} : \left\{ L^+_{2a-1}(\lambda) \to D_{2a-1}^{-1} L^+_{2a-1}(\lambda) \right\}
$$

$$
\tilde{L}_{2a}(\lambda) \to \tilde{L}_{2a}(\lambda) D_{2a-1}
$$

$$
G_{2a} : \left\{ L^+_{2a-1}(\lambda) \to L^+_{2a-1}(\lambda) D_{2a} \right\}
$$

$$
\tilde{L}_{2a}(\lambda) \to \tilde{L}_{2a}(\lambda) D_{2a-1}^{-1} \tilde{L}_{2a}(\lambda)
$$

(3.30)
Using the factorised expressions (3.28) it is easy to see that \( \tilde{Y}_{i,r}^+ \) and \( \tilde{Y}_{i,r}^- \) are invariant under \( G_{2a-1} \), while \( \tilde{Y}_{i,r}^+ \) and \( \tilde{Y}_{i,r}^- \) are invariant under \( G_{2a} \). Note furthermore that the combinations \( u_{i,2a} u_{i,2a-1}^{-1} \) which are not invariant under \( G_{2a-1} \) do not appear in the product \( L_{2a}^- (\lambda) L_{2a-1}^+ (\lambda) \). A similar statement holds for the combinations \( u_{i,2a+1} u_{i,2a}^{-1} \) which are not invariant under \( G_{2a} \).

The next step will be to identify operators that implement the gauge transformations \( G_{2a-1} \) and \( G_{2a} \) with the chosen Hilbert space representation of \( \mathcal{A}_{M,N} \). To this aim let us introduce the operators

\[
\begin{align*}
\lambda_{i,2a-1} &= \left( u_{i,2a} v_{i,2a}^{-1} v_{i,2a-1} u_{i+1,2a-1}^{-1} \right)^{\frac{1}{2}}, \\
\lambda_{i,2a} &= \left( u_{i+1,2a} v_{i,2a}^{-1} v_{i,2a+1} u_{i,2a+1}^{-1} \right)^{\frac{1}{2}}.
\end{align*}
\]

(3.31)

It is easy to see that \( \lambda_{i,2a-1} \) commutes with \( \tilde{Y}_{i,r}^+ \) and \( \tilde{Y}_{i,r}^- \), but it does not commute with \( u_{i,2a} u_{i,2a-1}^{-1} \). This allows us to identify \( \log \lambda_{i,2a-1} \) as an infinitesimal generator for \( G_{2a-1} \). By very similar reasoning one may identify \( \log \lambda_{i,2a} \) as an infinitesimal generator for \( G_{2a} \). Having related \( c_{i,r} \) with the generators of the gauge symmetry motivates us to define the algebra \( \mathcal{A}_{M,N} \) of “physical” observables to be the sub-algebra of \( \mathcal{A}_{M,N}' \) generated by the operators commuting with all \( c_{i,r} \), more precisely

\[
\mathcal{A}_{M,N} := \left\{ O \in \mathcal{A}_{M,N}; \ (c_{i,r})^{is} \cdot O \cdot (c_{i,r})^{-is} = O \right. \\
\left. \forall i = 1, \ldots, M; \forall r = 1, \ldots, 2N; \forall s \in \mathbb{R} \right\}.
\]

(3.32)

It is easy to find an explicit set of generators for \( \mathcal{A}_{M,N} \): It is given by the operators

\[
\begin{align*}
\chi_{i,2a-1} &= u_{i,2a} v_{i,2a} v_{i,2a-1} u_{i+1,2a-1}^{-1}, \\
\chi_{i,2a} &= v_{i,2a} u_{i+1,2a} u_{i,2a+1} v_{i,2a+1}^{-1}.
\end{align*}
\]

(3.33)

One may easily check that the operators \( \chi_{i,r} \) defined in (3.33) commute with \( c_{i,r} \) for all allowed values of \( i \) and \( r \), and satisfy the commutation relations (3.3).

One may note that the operators \( \chi_{i,r} \) and \( c_{i,r} \) with \( r = 2a-\epsilon \) either odd (\( \epsilon = 1 \)) or even (\( \epsilon = 0 \)) generate commutative subalgebras of \( \mathcal{A}_{M,N}' \). They can therefore be simultaneously diagonalised, leading to representations where states are represented by wave-functions \( \psi' (x, c) \), with \( x \) and \( c \) being vectors with components \( x_{i,a} \) and \( c_{i,a} \) for \( i = 1, \ldots, M \) and \( a = 1, \ldots, N \), respectively. The representations are defined such that

\[
\begin{align*}
\chi_{i,2a-\epsilon} \psi'(x, c) &= x_{i,a} \psi'(x, c), \quad c_{i,2a-\epsilon} \psi'(x, c) = c_{i,a} \psi'(x, c).
\end{align*}
\]

(3.34)

Whenever a physical operators \( O' \) can be represented as an integral operator, one may assume that this representation takes the form

\[
(O' \psi')(x, c) = \int dx' K_{O'}(x, x'; \gamma_c) \psi'(x, c).
\]

(3.35)
The kernel \( K_{\mathcal{O}}(x, x'; \gamma_c) \) may depend on the values \( \gamma_c \) of the central elements that the algebra generated by the \( c_{i,r} \) has.

One may then define a natural projection sending \( \psi'(x, c) \) to \( \psi(x) = \psi'(x, 1) \), where 1 has components \( c_{i,a} = 1 \) for \( i = 1, \ldots, M \) and \( a = 1, \ldots, N \). Physical operators are projected to the operators

\[
(\mathcal{O}\psi)(x) = \int dx' \ K_{\mathcal{O}}(x, x') \psi(x), \quad K_{\mathcal{O}}(x, x') \equiv K_{\mathcal{O}'}(x, x'; \gamma_1).
\] (3.36)

### 3.3.2 Hamiltonian formalism

In a Hamiltonian framework one may describe the time evolution of arbitrary observables \( \mathcal{O}_{\sigma,\tau} \) by means of operators \( U_\kappa^\pm \), see (3.4), which generate the light-cone evolution by one time step in the following sense:

\[
\mathcal{O}_{\tau+1,\tau+1} := (U_\kappa^+)^{-1} \cdot \mathcal{O}_{\tau,\tau} \cdot U_\kappa^+, \quad \mathcal{O}_{\tau-1,\tau+1} := (U_\kappa^-)^{-1} \cdot \mathcal{O}_{\tau,\tau} \cdot U_\kappa^-.
\] (3.37)

The corresponding discrete time evolution operator \( U_\kappa \) is given as

\[
U_\kappa = U_\kappa^- \cdot U_\kappa^+ = U_\kappa^+ \cdot U_\kappa^-.
\] (3.38)

Notice that this operator shifts the time variable \( \tau \) by two units. The main ingredient to construct the light-cone evolution operators will be an operator \( r^\pm_{m,n}(\lambda, \nu) \) that satisfies

\[
(r^\pm_{m,n}(\lambda, \nu))^{-1} \cdot \mathcal{L}_m^-(\lambda) \mathcal{L}_n^-(\nu) \cdot r^\pm_{m,n}(\lambda, \nu) = \mathcal{L}_n^+(\mu) \mathcal{L}_m^-(\lambda).
\] (3.39)

The motivation for introducing the notation \( \mathcal{L} \) will become clear in the following. Having such an operator we may construct \( U_\kappa^\pm \) in the following form

\[
U_\kappa^+ = \left[ \prod_{\sigma=1}^N r^\pm_{2\sigma,2\sigma-1}(\bar{\mu}, \mu) \right] \cdot C_{\text{odd}}, \quad U_\kappa^- = \left[ \prod_{\sigma=1}^N r^\pm_{2\sigma,2\sigma-1}(\bar{\mu}, \mu) \right] \cdot C_{\text{even}}^{-1},
\] (3.40)

where \( \kappa^2 = \mu^{-1} \bar{\mu} \). The operators \( C_{\text{odd}} \) and \( C_{\text{even}} \) are defined such that

\[
C_{\text{odd}} \cdot O_{2a+1} = O_{2a-1} \cdot C_{\text{odd}}, \quad C_{\text{odd}} \cdot O_{2a} = O_{2a} \cdot C_{\text{odd}}, \quad C_{\text{even}} \cdot O_{2a+1} = O_{2a-1} \cdot C_{\text{even}}, \quad C_{\text{even}} \cdot O_{2a} = O_{2a-2} \cdot C_{\text{even}},
\] (3.41)

for all operators \( O_m \) which act nontrivially only on the tensor factor with label \( m \) in \( \mathcal{W}_{M} \otimes^{2N} \). It follows that \( (U_\kappa^-)^{-1}U_\kappa^+ \) generates space-shift of two lattice units, as it should. It is then easy to show that the zero curvature condition (3.6) will be satisfied in the time evolution generated.
by $U^\pm$:

$$L_{2n+1,\tau+1}^-(\bar{\mu}) L_{2n,\tau+1}^+(\mu) =$$

$$= (U^\pm_\kappa)^{-1} \cdot L_{2n,\tau}^-(\bar{\mu}) L_{2n-1,\tau}^+(\mu) \cdot U^\pm_\kappa$$

$$= C_{\text{odd}}^{-1} \cdot (r_{2n,2a-1}^{-1}(\bar{\mu}, \mu))^{-1} \cdot L_{2n,\tau}^-(\bar{\mu}) L_{2n-1,\tau}^+(\mu) \cdot r_{2n,2a-1}^{-1}(\bar{\mu}, \mu) \cdot C_{\text{odd}}$$

$$= L_{2n+1,\tau}^+(\mu) L_{2n,\tau}^-(\bar{\mu}) \cdots$$

The fact that $T(\lambda)$ gives in (3.18) generates quantities conserved in this time-evolution,

$$(U^\pm_\kappa)^{-1} \cdot T(\lambda) \cdot U^\pm_\kappa = T(\lambda), \quad (3.42)$$

may now be checked directly using (3.39), (3.41) and the cyclicity of the trace.

### 3.3.3 Evolution of physical degrees of freedom

We will now derive the evolution equations (3.5) from the Hamiltonian point of view. To do so we will use an explicit solution of (3.39):

$$r_{2n,2a-1}^{-1}(\bar{\mu}, \mu) = \left[ \prod_{i=1}^M \mathcal{J}_\kappa(\chi_{i,2a-1}) \right] q^{t_{2a,2a-1}} , \quad (3.43)$$

where $q^{t_{2a,2a-1}}$ is the operator

$$t_{2a,2a-1} = \frac{1}{(\pi b^2)^2} \sum_{i=1}^M \log(u_{i,2a}) \log(u_{i,2a-1}) , \quad (3.44)$$

while $\mathcal{J}_\kappa(x)$ is a special function satisfying the functional relation

$$\frac{\mathcal{J}_\kappa(q^{-1}x)}{\mathcal{J}_\kappa(q^{+1}x)} = 1 + \kappa^2 x . \quad (3.45)$$

Note that $q^{t_{2a,2a-1}}$ satisfies

$$q^{t_{2a,2a-1}} v_{i,2a-1} q^{-t_{2a,2a-1}} = u_{i,2a} u_{i+1,2a}^{-1} v_{i,2a-1} ; \quad (3.46)$$

and commutes with $u_{i,2a}$, $u_{i,2a-1}$. The fact that the operator defined in (3.43) satisfies (3.39) can be verified by straightforward calculations. As we will see in Section 5.4 the functional relation (3.45) supplemented by the requirement that the time evolution is unitary will determine a solution $\mathcal{J}_\kappa(x)$ of (3.45) almost uniquely.
From the explicit form of $r^{\pm}(\bar{\mu}, \mu)$ given in \eqref{eq:3.39} it is easy to derive the quantum discrete equations of motion. Let $\tau_{\pm}(z) := (U_z^{\pm})^{-1} \cdot z \cdot U_z^{\pm}$. Using the definitions \eqref{eq:3.43}, \eqref{eq:3.46}, the algebra \eqref{eq:3.3} and the functional relation \eqref{eq:3.45} one obtains

\begin{align}
\tau_+ (\chi,_{2a} - 1) &= \tau_- (\chi,_{2a+1}) = \chi,_{2a} , \\
\tau_+ (\chi,_{2a}) &= \tau_- (\chi,_{2a+2}) = \chi,_{2a} - 1 \frac{1 + q^{-c\kappa^2} \chi,_{i+1,2a}}{1 + q^{-c\kappa^2} \chi,_{i,2a} + 1} \frac{1 + q^{-c\kappa^2} \chi,_{i-1,2a+2}}{1 + q^{-c\kappa^2} \chi,_{i,2a+2}} ,
\end{align}

which implies the discrete time-evolution \eqref{eq:3.48}. Note furthermore that

\begin{align}
\tau_+ (c,_{2a-1}) &= \tau_- (c,_{2a+1}) = c,_{2a} , \\
\tau_+ (c,_{2a}) &= \tau_- (c,_{2a+2}) = c,_{2a} - 1 c,_{2a+1} c,_{2a+2} \tag{3.47b}
\end{align}

This means that the evolution of the unphysical degrees of freedom represented by the operators $c,_{r}$ decouples completely from the evolution of the physical observables $\chi,_{i,r}$.

One may notice that the equation \eqref{eq:3.39} does not specify $r^{\pm}$ uniquely, see Section 6 for more details. This is related to the fact that the zero curvature condition does not specify a unique time evolution for the enlarged algebra $(\mathcal{W}_M) \otimes 2^N$. However, the ambiguity left by equation \eqref{eq:3.39} does not affect the time-evolution \eqref{eq:3.5} of the physical degrees of freedom.

### 3.4 Fundamental R-matrices and Q-operators

One of the simplest possible ways to make integrability manifest is realised if the operators $U^{\pm}$ for the light-cone evolution are obtained from a family of commuting operators $Q^{\pm}(\lambda)$, by specializing the parameter $\lambda$ to a certain value, $U^{\pm} = [Q^{\pm}(\lambda^{\pm})]^{\mp 1}$ for a certain $\lambda^{\pm} \in \mathbb{C}$. This is achieved naturally when the model is defined by an alternating spin chain as the one introduced in Section 3.2.1, see \cite{FaR, FaV92}.

We will later see that the operators $Q^{\pm}(\lambda)$ are natural generalizations of the Baxter Q-operators, as the notation anticipates.

#### 3.4.1 Fundamental R-matrices

A standard tool for the construction of local lattice Hamiltonians are the so-called fundamental R-matrices which are defined by the commutation relations

\begin{equation}
(\mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu)^{-1} \mathcal{L}_A(\bar{\mu}, \mu) \mathcal{L}_B(\bar{\nu}, \nu) \mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) = \mathcal{L}_B(\bar{\nu}, \nu) \mathcal{L}_A(\bar{\mu}, \mu) . \tag{3.49}
\end{equation}

\textsuperscript{2}The name fundamental refers to the fact that they play a fundamental role in the integrability of the model. It should not be confused with the adjective fundamental used to attributed to the fundamental representation.
In our case we are dealing with lattice Lax matrices that factorize as
\[ \mathcal{L}_A(\bar{\mu}, \mu) = \bar{L}_m^+(\bar{\mu}) L_m^+(\mu), \] (3.50)
where \( \mu = q^{2\kappa-1} \lambda \) and \( \bar{\mu} = q^{2\kappa+1} \lambda \). This factorized form implies in particular that the fundamental R-matrices can be constructed as
\[ \mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) = r^{+\bar{\mu}+}_m(\mu, \nu) r^{+\bar{\nu}+}_m(\mu, \nu) r^{-\bar{\nu}-}_{\bar{a}, \bar{b}}(\bar{\mu}, \bar{\nu}) r^{+\bar{\mu}+}_{\bar{a}, \bar{b}}(\bar{\mu}, \nu), \] (3.51)
provided that operators \( r^{+\bar{\mu},\bar{\nu}}_{m,n}(\mu, \nu) \) satisfy the relations
\[
\begin{align*}
L_m^+(\mu) \bar{L}_n^-(\nu) r^{+\bar{\mu}+}_{m,n}(\mu, \nu) &= r^{+\bar{\mu}+}_{m,n}(\mu, \nu) L_n^+(\nu) L_m^+(\mu), \\
L_m^+(\mu) L_n^+(\nu) r^{+\bar{\mu}+}_{m,n}(\mu, \nu) &= r^{+\bar{\mu}+}_{m,n}(\mu, \nu) L_n^+(\nu) L_m^+(\mu), \\
\bar{L}_m^-(\mu) \bar{L}_n^-(\nu) r^{-\bar{\nu}-}_{m,n}(\mu, \nu) &= r^{-\bar{\nu}-}_{m,n}(\mu, \nu) \bar{L}_n^-(\nu) \bar{L}_m^-(\mu), \\
\bar{L}_m^-(\mu) L_n^+(\nu) r^{-\bar{\nu}-}_{m,n}(\mu, \nu) &= r^{-\bar{\nu}-}_{m,n}(\mu, \nu) L_n^+(\nu) L_m^+(\mu).
\end{align*}
\] (3.52a,b,c,d)

The regularity property for the fundamental R-operator, i.e. \( \mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) = \mathbb{P}_{AB} \), which is often used to construct local conserved charges from the fundamental transfer matrix, will hold if the conditions
\[ r^{+\bar{\mu},\bar{\nu}}_{m,n}(\mu, \nu) = \mathbb{P}_{rs}, \quad r^{\bar{\mu},\bar{\nu}}_{r,s}(\bar{\mu}, \bar{\nu}) = \mathbb{P}_{rs}, \quad r^{+\bar{\mu},\bar{\nu}}_{r,s}(\mu, \bar{\mu}) r^{\bar{\mu},\bar{\nu}}_{s,r}(\mu, \mu) = 1, \] (3.53)
are satisfied, where \( \mathbb{P}_{ij} \) is the operator of permutation of the tensor factors with labels \( i \) and \( j \).

We will later discuss how operators \( r^{+\bar{\mu},\bar{\nu}}_{r,s}(\mu, \nu) \) satisfying (3.52) and (3.53) can be constructed using the representation theory of quantum affine algebras. It will turn out that the dependence on the spectral parameters is of the form
\[ r^{+\bar{\mu},\bar{\nu}}_{r,s}(\mu, \nu) = r^{+\bar{\mu},\bar{\nu}}_{r,s}(\mu^{-1} \nu). \] (3.54)

In Section 3.2.2 we had introduced the Lax-matrices \( \mathcal{L}_{\alpha}^{\text{xxz}}(\lambda) \). It is easy to see that the fundamental R-operators
\[ \mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) := \Omega_A \cdot \mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) \cdot \Omega_B^{-1}, \] (3.55)
will satisfy the commutation relations (3.49) with \( \mathcal{L} \) replaced by \( \mathcal{L}_{\alpha}^{\text{xxz}} \).

Our next goal is to show that the operators \( r^{+\bar{\mu},\bar{\nu}}_{r,s}(\mu, \nu) \) allow us to construct generalized commuting transfer matrices which are conserved in the time evolution.

### 3.4.2 Q-operators

We may then use the fundamental R-matrices to define generalised transfer matrices as
\[ \mathcal{T}(\bar{\mu}, \mu; \bar{\nu}, \nu) = \text{Tr}_{\mathcal{H}_{\bar{0}} \otimes \mathcal{H}_{\bar{0}}} \left( \mathcal{R}_{0N}(\bar{\mu}, \mu; \bar{\nu}, \nu) \cdots \mathcal{R}_{01}(\bar{\mu}, \mu; \bar{\nu}, \nu) \right). \] (3.56)
It follows from (3.51) that (3.56) factorizes into the product of two more fundamental transfer matrices as

\[ T(\bar{\mu}, \mu; \bar{\nu}, \nu) = \mathcal{Q}_+(\mu; \bar{\nu}, \nu) \cdot \mathcal{Q}_-(\bar{\mu}; \bar{\nu}, \nu), \quad (3.57) \]

where

\[ \mathcal{Q}_-(\mu; \bar{\nu}, \nu) = \text{Tr}_H^\mu \left( r^+_{0,2N}(\mu, \bar{\nu})r^+_{0,2N-1}(\mu, \nu) \ldots r^+_{0,2}(\mu, \bar{\nu})r^+_{0,1}(\mu, \nu) \right). \quad (3.58) \]

\[ \mathcal{Q}_+(\mu; \bar{\nu}, \nu) = \text{Tr}_H^\mu \left( r^-_{0,2N}(\mu, \bar{\nu})r^-_{0,2N-1}(\mu, \nu) \ldots r^-_{0,2}(\mu, \bar{\nu})r^-_{0,1}(\mu, \nu) \right) \quad (3.59) \]

Each of the operators \( \mathcal{Q}_\epsilon(\lambda; \bar{\mu}, \mu), \ \epsilon = \pm \) will generate a mutually commutative family

\[ \mathcal{Q}_{\epsilon_1}(\lambda_1; \bar{\mu}, \mu) \cdot \mathcal{Q}_{\epsilon_2}(\lambda_2; \bar{\mu}, \mu) = \mathcal{Q}_{\epsilon_2}(\lambda_2; \bar{\mu}, \mu) \cdot \mathcal{Q}_{\epsilon_1}(\lambda_1; \bar{\mu}, \mu), \quad (3.60) \]

of operators provided that the constituent R-operators \( r^{\epsilon_1 \epsilon_2}_{m, n}(\lambda \mu^{-1}) \) satisfy the Yang-Baxter equations

\[ r^{\epsilon_1 \epsilon_2}_{m, n}(\lambda \mu^{-1}) r^{\epsilon_3 \epsilon_4}_{n, m'}(\lambda \nu^{-1}) r^{\epsilon_4 \epsilon_3}_{m', m}(\mu \nu^{-1}) = r^{\epsilon_2 \epsilon_3}_{m, n}(\mu \nu^{-1}) r^{\epsilon_3 \epsilon_2}_{n, m'}(\lambda \nu^{-1}) r^{\epsilon_1 \epsilon_2}_{m', m}(\lambda \mu^{-1}) \quad (3.61) \]

where we have used the so-called difference property (3.54).

Recall that \( \bar{\mu} \mu^{-1} = \kappa^2 \) is a fixed parameter of the model. It follow from the explicit definition (3.58) and from the properties (3.53), that the transfer matrices \( \mathcal{Q}_\epsilon(\lambda; \bar{\mu}, \mu) \) for special value of the spectral parameter \( \lambda \) satisfy

\[ \mathcal{Q}_+(\mu; \bar{\mu}, \mu) = \left( U^+_{\kappa} \right)^{-1}, \quad \mathcal{Q}_-(\bar{\mu}; \bar{\mu}, \mu) = U^-_{\kappa}, \quad (3.62) \]

where \( U^\pm_{\kappa} \) are given in (3.40). It follows from (3.60) that \( \mathcal{Q}_\epsilon(\nu; \bar{\mu}, \mu) \) commute with \( U^\pm_{\kappa} \), and therefore represent conserved quantities for the evolution generated by them.

We will later see that the operators \( \mathcal{Q}_\pm(\lambda) \equiv \mathcal{Q}_\pm(\lambda; \bar{\mu}, \mu) \), defined in (3.58) satisfy finite difference equations constraining the \( \lambda \)-dependence which generalise the Baxter equations. This motivates us to call these operators (generalised) Baxter Q-operators.

It is useful to note, however, that multiplying the family of operators \( \mathcal{Q}_\pm(\lambda) \) by an operator that is not \( \lambda \)-dependent will yield another solution of the generalised Baxter equations. It may, for example, be useful to consider

\[ \mathcal{Q}_{\bar{\mu}, \bar{\nu}, \nu}(\lambda) := T(\bar{\mu}, \lambda; \bar{\nu}, \nu) = \mathcal{Q}_+(\lambda; \bar{\nu}, \nu) \cdot \mathcal{Q}_-(\bar{\mu}; \bar{\nu}, \nu), \quad (3.63) \]

as an alternative definition of (generalised) Baxter Q-operators. The operators \( \mathcal{Q}_{\bar{\mu}, \bar{\nu}, \nu}(\lambda) \) represent another useful family of conserved quantities. Somewhat surprisingly we will find kernels representing the operators \( \mathcal{Q}_{\bar{\mu}, \bar{\nu}, \nu}(\lambda) \) that are simpler than those we could for \( \mathcal{Q}_\pm(\lambda) \).
4 Background on quantum affine algebras

This section first reviews the basic background on quantum affine algebras used in this paper. We then summarise the available hints that this algebraic structure is the one underlying the integrability of the affine Toda theories.

4.1 Quantum affine algebras

To begin with, let us briefly review the necessary background on quantum affine Lie algebras. Let $\hat{\mathfrak{g}}$ be the (untwisted) affine Kac-Moody algebra associated to the simple Lie algebra $\mathfrak{g}$. We let $r$ denote the rank of $\mathfrak{g}$ and assume, for simplicity, that all the real roots of $\hat{\mathfrak{g}}$ have the same length (this is the only case that will concern us). The quantum affine algebra $\mathcal{U}_q(\hat{\mathfrak{g}})$ may then be defined \cite{[DF1],[J]} as the Hopf algebra generated by the elements $1$ (the unit), $e_i, f_i, k_i = q^{H_i}$, $(i = 0, 1, \ldots, r)$, and $q^D$, subject to the following relations:

\begin{equation}
\sum_{n=0}^{1-A_{ij}} (-1)^n \left[ \frac{1 - A_{ij}}{n} \right] q^i e_j e_i^{1-A_{ij}-n} = \sum_{n=0}^{1-A_{ij}} (-1)^n \left[ \frac{1 - A_{ij}}{n} \right] q^i f_j f_i^{1-A_{ij}-n} = 0. \quad (4.1c)
\end{equation}

Here, $A$ is the Cartan matrix of $\hat{\mathfrak{g}}$ and we use the standard $q$-number notation

\begin{equation}
\left[ \frac{m}{n} \right]_q = \frac{[m]_q [m-n]_q}{[n]_q}, \quad [n]_q = [n]_q [n-1]_q \cdots [1]_q, \quad [n]_q = \frac{q^n - q^{-n}}{q - q^{-1}}. \quad (4.2)
\end{equation}

Equation (4.1c) is known as the Serre relations. This is supplemented by a coproduct $\Delta$ given by

\begin{equation}
\Delta (e_i) = e_i \otimes k_i + 1 \otimes e_i, \quad \Delta (f_i) = f_i \otimes 1 + k_i^{-1} \otimes f_i, \quad \Delta (k_i) = k_i \otimes k_i, \quad \Delta (q^D) = q^D \otimes q^D. \quad (4.3a-b)
\end{equation}

There is also a counit and antipode, though their explicit forms are not important for us, except in noting that there exist Hopf subalgebras $\mathcal{U}_q(b^+)$ and $\mathcal{U}_q(b^-)$ generated by the $e_i, k_i, q^D$ and the $f_i, k_i, q^D$, respectively. These are the analogs of Borel subalgebras and we will refer to them as such. The subalgebras $\mathcal{U}_q(n^+)$ and $\mathcal{U}_q(n^-)$ generated by the $e_i$ and the $f_i$, respectively, will be called the nilpotent subalgebras. They are not Hopf subalgebras.

As in the classical case ($q = 1$) above, we will generally be interested in level 0 representations. Because of this, we will often denote a quantum affine algebra by $\mathcal{U}_q(\hat{\mathfrak{g}}_0)$, understanding that
the linear combination of Cartan generators giving the level has been set to 0. As the level is
dual to the derivation \( D \) under the (extended) Killing form, it is therefore often also permissible
to ignore \( D \) in our computations.

The quantum affine algebra \( U_q(\widehat{\mathfrak{gl}}_M) \), which will be the main focus of this paper, is defined
as above upon taking the Cartan matrix to be
\[
A_{ij} = 2\delta_{i,j} - \delta_{i+1,j} - \delta_{i,j+1},
\]
where indices are identified modulo \( M \). The finite group \( \mathbb{Z}_M \) is realized as automorphisms of the Dynkin diagram
of \( \widehat{\mathfrak{sl}}_M \). We denote by \( \Omega \) the corresponding generator. Due to their central role in the following
analysis we report the form of the Serre relations in this special case \( (M > 2) \)
\[
e_i^2 e_{i\pm 1} - (q + q^{-1}) e_i e_{i\pm 1} e_i + e_{i\pm 1} e_i^2 = 0, \tag{4.4}
\]
\[
e_i e_j = e_j e_i, \quad \text{if } i \neq j \pm 1, \tag{4.5}
\]
and similarly for \( f_i \). Notice that the Serre relations are unchanged under \( q \to q^{-1} \). The quantum
affine algebra \( U_q(\widehat{\mathfrak{gl}}_M) \) can be defined introducing the generators \( \{q^\bar{\epsilon}_i\}_{i=1,...,M} \) related to \( k_i \) in
\[
(4.1) \]
as
\[
k_i = q^{H_i} = q^\bar{\epsilon}_i - \bar{\epsilon}_{i+1}. \tag{4.6}
\]
The generator \( \bar{\epsilon} := \sum_{i=1}^M \bar{\epsilon}_i \) is central. If it is set to zero we recover \( U_q(\widehat{\mathfrak{sl}}_M) \). Notice that the
simple roots of \( \widehat{\mathfrak{gl}}_M \), see Appendix C.1.1 satisfy \( H_i(\alpha_j) = A_{ij} \). This follows form \( \bar{\epsilon}_i(\epsilon_j) = \delta_{ij} \) and
justifies the notation.

Finally, we remark that the automorphism \( \Omega \) of the Dynkin diagram of \( \widehat{\mathfrak{sl}}_M \) induces an automor-
phism of \( U_q(\widehat{\mathfrak{sl}}_M) \)
\[
\Omega \circ (e_i, f_i, k_i) := (e_{\Omega(i)}, f_{\Omega(i)}, k_{\Omega(i)}), \tag{4.7}
\]
where \( \Omega(i) = i + 1 \).

4.2 Universal R-matrix

The physical relevance of quantum affine algebras stems from the existence [Dr86a] of the so-
called universal R-matrix \( \mathcal{R} \). This is a formally invertible infinite sum of tensor products of
algebra elements
\[
\mathcal{R} = \sum_i a_i \otimes b_i, \quad a_i, b_i \in U_q(\widehat{\mathfrak{sl}}), \tag{4.8}
\]
which must satisfy three properties:
\[
\mathcal{R} \Delta (x) = \Delta^{op} (x) \mathcal{R} \quad \text{for all } x \in U_q(\widehat{\mathfrak{sl}}), \tag{4.9a}
\]
\[
(\Delta \otimes \text{id}) (\mathcal{R}) = \mathcal{R}_{13}\mathcal{R}_{23} \quad \text{and} \quad (\text{id} \otimes \Delta) (\mathcal{R}) = \mathcal{R}_{13}\mathcal{R}_{12}. \tag{4.9b}
\]
Here, $\Delta^\text{op}(x)$ denotes the “opposite” coproduct of $\mathcal{U}_q(\widehat{\mathfrak{g}})$, defined as $\Delta^\text{op}(x) = \sigma(\Delta(x))$, where the permutation $\sigma$ acts as

$$\sigma(x \otimes y) = y \otimes x. \quad (4.10)$$

We have also used the standard shorthand $R_{12} = \sum_i a_i \otimes b_i \otimes 1$, $R_{13} = \sum_i a_i \otimes 1 \otimes b_i$ and $R_{23} = \sum_i 1 \otimes a_i \otimes b_i$.

Quantum affine algebras have an abstract realisation in terms of a so-called quantum double [Dr86a] which proves the existence of their universal R-matrices. This realisation moreover shows that these R-matrices can be factored so as to isolate the contribution from the Cartan generators:

$$R = q^t \hat{R}, \quad t = \sum_{i,j} (\hat{A}^{-1})_{ij} H_i \otimes H_j. \quad (4.11)$$

Here, $\hat{A}$ denotes the non-degenerate extension of the Cartan matrix to the entire Cartan subalgebra (including $D$). This is achieved by identifying this matrix with that of the (appropriately normalised) standard invariant bilinear form on the Cartan subalgebra. The so-called reduced R-matrix $\bar{R}$ is a formal linear combination of monomials of the form $E_I \otimes F_J$: $E_I \otimes F_J (I = \{i_1, \ldots, i_k\}, J = \{j_1, \ldots, j_l\})$. It is worth noting [KhT92] that $R$ is already uniquely defined up to a scalar multiple by (4.9a) and (4.11).

We note that a second solution to the defining properties (4.9) is given by [Dr86a]

$$R^- = (\sigma (R))^{-1}. \quad (4.12)$$

This alternative universal R-matrix $R^-$ is then of the form

$$R^- = \hat{R} - q^{-t}, \quad (4.13)$$

in which $\hat{R}^-$ is a formal series in monomials of the form $F_I \otimes E_J$. In order to emphasise the symmetry between the two universal R-matrices we shall also use the notation $R^+ := R$. $R^+$ and $R^-$ may also be related by the anti-automorphism $\zeta$ given by

$$\zeta(e_i) = f_i, \quad \zeta(f_i) = e_i, \quad \zeta(H_i) = H_i, \quad \zeta(D) = D, \quad \zeta(q) = q^{-1}. \quad (4.14)$$

This action can be continued to tensor products via $\zeta(x \otimes y) = \zeta(x) \otimes \zeta(y)$. In terms of $\zeta$, we can represent $R^-$ as $R^- = \zeta(R^+)$. In order to get an idea how property (4.9a) determines the universal R-matrix let us first note that $q^t$ satisfies the equations

$$q^t (f_i \otimes 1) = (f_i \otimes k_i^{-1}) q^t, \quad q^t (1 \otimes f_i) = (k_i^{-1} \otimes f_i) q^t, \quad (4.15)$$

$$q^t (e_i \otimes 1) = (e_i \otimes k_i^{+1}) q^t, \quad q^t (1 \otimes e_i) = (k_i^{+1} \otimes e_i) q^t. \quad (4.16)$$
The intertwining property (4.9) implies the following relations for the reduced R-matrices $\tilde{R}^\pm$

$$
[\tilde{R}^+, f_i \otimes 1] = (k_i \otimes f_i) \tilde{R}^+ - \tilde{R}^+ (k_i^{-1} \otimes f_i),
$$

(4.17)

$$
[\tilde{R}^-, e_i \otimes 1] = (k_i \otimes e_i) \tilde{R}^- - \tilde{R}^- (k_i^{-1} \otimes e_i).
$$

(4.18)

These equations can be solved recursively in the order of the monomials $E_i \otimes F_j$ or $F_i \otimes E_j$. The first few terms for $\tilde{R}^-$ being $^3$

$$
\tilde{R}^- = 1 + \sum_{i=0}^r \left( q_i^{-1} - q_i \right) \left( f_i \otimes e_i \right) + \sum_{i=0}^r \frac{(q_i^2 - 1)^2}{q_i^2 + 1} e_i^2 \otimes f_i^2
$$

$$
+ \sum_{i \neq j} \frac{(q_i - q_i^{-1})(q_j - q_j^{-1})}{q_i q_j} ((q_i q_j) e_i e_j - (q_i q_j) e_j e_i) \otimes f_i f_j + \ldots.
$$

(4.20)

Notice that the quadratic Serre relation $e_i e_j = e_j e_i$ for $(\alpha_i, \alpha_j) = 0$ follows as a necessary condition for the existence of the universal R-matrix.

For the case of $\mathcal{U}_q(\hat{g}_M)$ of our main interest we may note that introducing the Cartan generators $\epsilon_i$ simplifies the expression for $t$ entering the universal R-matrix as

$$
t = \sum_{i,j=1}^{M-1} (A^{-1})_{ij} (H_i \otimes H_j) = \sum_{i=1}^M \epsilon_i \otimes \epsilon_i - \frac{1}{M} \epsilon \otimes \epsilon.
$$

(4.21)

Note furthermore that in the case of $\mathcal{U}_q(\hat{g}_M)$ the universal R-matrices $\tilde{R}^\pm$ are $\mathbb{Z}_M$-symmetric,

$$(\Omega \otimes \Omega) \circ \tilde{R}^\pm = \tilde{R}^\pm.
$$

(4.22)

as follows from the uniqueness$^4$ of the universal R-matrix.

It finally follows from the defining properties (4.9) that $\tilde{R}^+$ and $\tilde{R}^-$ satisfy the abstract Yang-Baxter equations

$$
\tilde{R}^+_{13} \tilde{R}^+_{12} \tilde{R}^+_{23} = \tilde{R}^+_{23} \tilde{R}^+_{13} \tilde{R}^+_{12},
$$

(4.23a)

$$
\tilde{R}^-_{12} \tilde{R}^-_{13} \tilde{R}^-_{23} = \tilde{R}^-_{23} \tilde{R}^-_{13} \tilde{R}^-_{12},
$$

(4.23b)

$$
\tilde{R}^+_{12} \tilde{R}^+_{13} \tilde{R}^-_{23} = \tilde{R}^+_{23} \tilde{R}^+_{13} \tilde{R}^-_{12},
$$

(4.23c)

$$
\tilde{R}^-_{12} \tilde{R}^-_{13} \tilde{R}^+_{23} = \tilde{R}^-_{23} \tilde{R}^-_{13} \tilde{R}^+_{12}.
$$

(4.23d)

$^3$ We obtained this expansion for $\mathcal{U}_q(g(A))$, where $g(A)$ is the Kac-Moody algebra associated to the (symmetrizable) generalized Cartan matrix $A$. In this case the relation (4.1a) generalizes to

$$
k_i e_j = q^{(\alpha_i, \alpha_j)} e_j k_i, \quad k_i f_j = q^{-(\alpha_i, \alpha_j)} f_j k_i, \quad e_i f_j - f_j e_i = \delta_{ij} \frac{k_i - k_i^{-1}}{q_i - q_i^{-1}},
$$

where $(\alpha_i, \alpha_j) = (\alpha_j, \alpha_i)$ and the Serre relations take the same form as in (4.10) with the Cartan Matrix given by $A_{ij} = q^{(\alpha_i, \alpha_j)}$.

$^4$ The automorphism $\Omega$ does not alter the ansatz for the universal R-matrix that enters the uniqueness theorem in [KhT92].
The equations (4.23) will imply in particular the crucial relations (3.16) when evaluated in suitable representations.

4.3 Drinfeld twist

One may modify the defining data of the quantum affine algebras by means of Drinfeld twists, represented by invertible elements $F \in \mathcal{U}_q(\hat{g}) \otimes \mathcal{U}_q(\hat{g})$

$$\tilde{\Delta}(x) = F^{-1} \Delta(x) F, \quad \forall \ x \in A, \quad \tilde{R} = \sigma(F^{-1}) R F.$$  (4.24)

We will only consider elements $F$ preserving co-associativity of the co-product (cocycles). For a very particular choice of $F$ we will later find useful simplifications in the expressions for the fundamental R-operators. This choice is $F = \sigma(q^{-f})$, where

$$f = -\frac{1}{2} X_{ij} \varepsilon_i \otimes \varepsilon_j, \quad X_{ij} = \frac{2}{M} (i - j) \mod M.$$  (4.25)

Useful properties of the coefficients $X_{ij}$ are

$$X_{i+1,j} - X_{i,j} = +\frac{2}{M} - 2\delta_{i+1,j}, \quad X_{i,j+1} - X_{i,j} = -\frac{2}{M} + 2\delta_{i,j}.$$  (4.26)

We may furthermore note that (4.26) implies that

$$q^f \sigma(q^f) = q^i.$$  (4.27)

This identity allows us to write $\tilde{R}^+$ and $\tilde{R}^-$ in the forms

$$\tilde{R}^+ = q^{2f} \left[ \sigma(q^f) \tilde{R}^+ \sigma(q^{-f}) \right], \quad \tilde{R}^- = \left[ q^f \tilde{R}^- q^{-f} \right] \sigma(q^{-2f}).$$  (4.28)

These formulae, together with

$$\sigma(q^f) \left( e_i \otimes f_i \right) \sigma(q^{-f}) = e_i q^{\xi+i-\frac{M}{2}} \otimes e^{-\xi-\frac{M}{2}} f_i,$$

$$q^f \left( f_i \otimes e_i \right) q^{-f} = f_i q^{\xi-i+\frac{M}{2}} \otimes f^\xi+\frac{M}{2} e_i,$$  (4.30, 4.31)

are useful for computing the Lax- and R-matrices from the twisted universal R-matrices.

Remark 3. Parts of the literature use conventions where $\tilde{R}^+$ is factorised as $\tilde{R}^+ = \tilde{R}^{+\prime} q^f$, compare to (4.11). The factor $\tilde{R}^{+\prime}$ is constructed from the generators $e_i' = e_i k_i^{-1}$ and $f_i' = k_i f_i$. We have

$$\tilde{\Delta}(e_i') = e_i' \otimes q^{\xi+i-\frac{M}{2}} + q^{-\xi-i} \otimes e_i', \quad \tilde{\Delta}(f_i') = f_i' \otimes q^{\xi-i+\frac{M}{2}} + q^{\xi+i+\frac{M}{2}} \otimes f_i',$$  (4.32, 4.33)

indicating that our choice $F = \sigma(q^{-f})$ is indeed a particularly natural one to consider.
4.4 Relevance for affine Toda theories

Before we continue with more formal developments let us pause to review some important hints indicating that the representation theory of quantum affine algebras will be the proper framework for establishing and exploiting the quantum integrability of the affine Toda theories.

4.4.1 Continuum approaches

One of the key observations [BoMP] pointing in this direction is the fact that the screening charges \( Q^\pm_i \) generate representations of the the nilpotent sub-algebras \( U_q(n^-), U_q(n^+) \),

\[
\pi^+_FF(f_i) := \frac{q}{q^2 - 1} Q^+_i, \quad \pi^-_FF(e_i) := \frac{q}{q^2 - 1} Q^-_i. \tag{4.34}
\]

Indeed, it can be verified by direct calculations that the Serre-relations are satisfied [BoMP, BaLZ3]. This observation relates the interaction terms in the light-cone Hamiltonians to the representation theory of the quantum affine algebra \( U_q(\hat{\mathfrak{sl}}_M) \). It can be used to construct the local conserved charges of the affine Toda theories in the light-cone representation [FeF1, FeF2].

The representations \( \pi^+_FF \) can be extended to representations of the Borel sub-algebras \( U_q(b^-) \) \( U_q(b^+) \) by setting

\[
\pi^+_FF(h_i) := \frac{2i}{\beta}(p_i - p_{i+1}), \quad \pi^-_FF(h_i) := -\frac{2i}{\beta}(p_i - p_{i+1}). \tag{4.35}
\]

A beautiful observation was made in [BaLZ3] and [BaHK] in the cases \( M = 2 \) and \( M = 3 \), respectively: It is indeed possible to evaluate the universal R-matrix in the tensor product of representations \( \pi^f_\lambda \otimes \pi^+_FF \), where \( \pi^+_FF \) is the free-field representation defined above, and \( \pi^f_\lambda \) is defined as

\[
\pi^f_\lambda(e_i) = \lambda^{-1} E_{i,i+1}, \quad \pi^f_\lambda(f_i) = \lambda E_{i+1,i}, \quad \pi^f_\lambda(h_i) = E_{i,i} - E_{i+1,i+1}; \tag{4.36}
\]

the matrices \( E_{ij} \) are the matrix units \( E_{ij} E_{kl} = \delta_{jk} E_{il} \). For a certain range of imaginary values of the parameter \( b = i\beta \), the matrix elements of

\[
M^+(\lambda) := (\pi^f_\lambda \otimes \pi^+_FF)(\mathcal{R}), \tag{4.37}
\]

represent well-defined operators on the Fock space underlying the representation \( \pi^+_FF \). The matrices \( M^+(\lambda) \) represent quantum versions of the monodromy matrices representing the integrable structure of the massless limit of the affine Toda theories. These results were later generalised to \( M > 3 \) in [Ko].

The massless limit decouples left- and right-moving degrees of freedom. By a careful analysis of the massless limit it was shown in [RiT] that the monodromy matrices \( M^+(\lambda) \) and
$M^-(\lambda) := (\pi_\lambda^+ \otimes \pi_\mu^+)(\mathcal{R}^-)$ describe the decoupled integrable structures of the right- and left-moving degrees of freedom, respectively. This means that there is a correspondence between light-cone directions and Borel sub-algebras. This observation will be very useful for us.

For the cases $b = i\beta$ it might be possible to define monodromy cases for the massive theories by considering

$$M(\lambda) = M^-(\lambda)M^+(\lambda),$$

(4.38)

as suggested by the representation (2.15) of the classical monodromy matrix for $N = 1$. Unfortunately it is not straightforward to generalise (4.37) to the cases of our interest, $b \in \mathbb{R}$. The short-distance singularities are more severe in these cases. It may nevertheless be possible to define monodromy matrices $M(\lambda)$ by using a renormalised version of the right hand side of (4.37). They key observation that (4.34) defines representations of $\mathcal{U}_q(n^+)$, $\mathcal{U}_q(n^-)$ remains valid, after all. However, this approach has not been developed yet.

### 4.4.2 Lattice discretisation

In order to gain full control, we will instead employ a lattice regularisation. As will be discussed in more detail below, it is then possible to obtain the lattice Lax matrices from the universal $R$-matrix in a way that is quite similar to (4.37),

$$\bar{L}^+(\lambda) := \frac{1}{\bar{\theta}^-(\lambda^{-1})}[(\pi_\lambda^+ \otimes \bar{\pi}_\mu^-)(\mathcal{R}^-)_\text{ren}],$$

$$\bar{L}^-(\lambda) := \frac{1}{\bar{\theta}^-(\lambda^{-1})}[(\pi_\lambda^+ \otimes \bar{\pi}_\mu^-)(\mathcal{R}^-)_\text{ren}],$$

(4.39)

where the representations $\pi^+$ and $\bar{\pi}^-$ are defined as

$$\pi_\lambda^+(f_i) = \frac{\lambda}{q-q^{-1}} u_i^{-1} v_i, \quad \pi_\lambda^+(k_i) = u_i u_{i+1}^{-1},$$

$$\bar{\pi}_\lambda^-(e_i) = \frac{\lambda^{-1}}{q^{-1}-q} v_i u_{i+1}, \quad \bar{\pi}_\lambda^-(k_i) = u_i^{-1} u_{i+1}. \quad (4.40)$$

$$\{v_i, u_i\} = 1, \ldots, M \text{ generate the algebra } \mathcal{W}, \text{ see (3.9). It is easy to verify that (4.40) and (4.41) satisfy, respectively, the defining relations of } \mathcal{U}_q(b^+) \text{ and } \mathcal{U}_q(b^-). \text{ The notation } [\ldots]_\text{ren} \text{ indicates the application of a certain renormalisation procedure, which will be necessary to get well-defined results in the cases where the representations } \pi^{\pm} \text{ are infinite-dimensional. The normalisation factors } (\bar{\theta}^+(\lambda^{-1}))^{-1} \text{ and } (\bar{\theta}^-(\lambda^{-1}))^{-1} \text{ in (4.39) are proportional to the identity operator and will be fixed later.}$$

We get another strong hint that the representation theory of quantum affine algebras is well-suited for our purpose by observing that it gives us a very natural way to obtain the light-cone
evolution operator from the universal R-matrix. We had observed above in order to build an evolution operator we need to find an operator \( r^+ - (\mu/\lambda) \) satisfying
\[
(r^+ - (\mu/\lambda))^{-1} \cdot \mathbf{L}^+(\lambda) \mathbf{R}^-(\mu) = \mathbf{R}^+(\mu) \mathbf{L}^+(\lambda).
\]
A solution to this equation in the sense of formal power series in the parameters \( \mu, \lambda \) can be obtained from the universal R-matrix,
\[
r^+ - (\mu/\lambda) = (\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}})(\mathcal{R}^-) ,
\]
as follows by applying \( \pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}} \) to the Yang-Baxter equation (4.23b). We will later discuss the renormalisation of \( (\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}})(\mathcal{R}^-) \) needed to turn \( r^+ - (\mu/\lambda) \) into a well-defined operator. The definition (4.39) realises the link between light-cone directions and Borel subalgebras of \( \mathcal{U}_q(\widehat{\mathfrak{sl}}_M) \) observed in [RiT] within the lattice discretisation. It is crucial for making the relation between the evolution operator and the universal R-matrix as direct as possible.

5 R-operators from the universal R-matrix - case of \( \mathcal{U}_q(\widehat{\mathfrak{sl}}_2) \)

5.1 Overview

We had observed in Section 3 that basic building blocks of the QISM are the operators \( r_{\epsilon \epsilon'}^\nu (\mu, \nu) \) which are required to be solutions to the RLL-relations
\[
(r_{\epsilon \epsilon'}^\nu (\mu, \nu))^{-1} \cdot \mathbf{L}_{\epsilon}^\nu (\mu) \mathbf{L}_{\epsilon'}^\nu (\nu) = \mathbf{L}_{\epsilon'}^\nu (\nu) \mathbf{L}_{\epsilon}^\nu (\mu) , \quad \epsilon, \epsilon' = \pm .
\]
The operators \( r_{\epsilon \epsilon'}^\nu (\lambda, \mu) \) are in particular needed for the construction of an integrable time-evolution.

The framework of quantum affine algebras will allow us to systematically obtain solutions of the equations (5.1) from the universal R-matrix of the quantum affine algebra \( \mathcal{U}_q(\widehat{\mathfrak{sl}}_M) \). This fact is known in the case of spin chains of XXZ-type, where it is sufficient to evaluate the universal R-matrices in finite-dimensional or infinite-dimensional representations of highest or lowest weight type. The main issue to be addressed in our case originates from the fact that some of the relevant representations will not have a highest or a lowest weight. On first sight this causes very serious problems: Evaluating the universal R-matrices in infinite-dimensional representations will generically produce infinite series in monomials of the operators representing the generators of \( \mathcal{U}_q(\widehat{\mathfrak{sl}}_M) \). These series turn out not to be convergent in the cases of our interest.

It will nevertheless be found that there exists an essentially canonical renormalisation of the universal R-matrices. The main tool for establishing this claim will be the product formulae
for $R^\pm$ found by Khoroshkin and Tolstoy. The product formulae are particularly well-suited for our task: They disentangle the infinity from the infinite extension of the root system from the infinite summations over powers of the root generators. We will identify simple representations such that only finitely many real root generators will be represented nontrivially. More general representation of our interest can be constructed by taking tensor products of the simple representations, curing the first type of problem. The second type of divergence can be dealt with for representations in which the root generators are represented by positive self-adjoint operators. Replacing the quantum exponential functions appearing in the product formulae by a special function related to the non-compact quantum dilogarithm produces well-defined operators which will satisfy all relevant properties one would naively expect to get from the evaluation of the universal $R$-matrices.

A review of the product formulae will be given in Subsection 5.2 below. We then start discussing how to renormalise the expressions obtained by evaluating the product formulae in the representations of our interest. In order to disentangle difficulties of algebraic nature from analytic issues we will begin discussing the necessary renormalisation for the case of $U_q(\hat{sl}_2)$. The cases $U_q(\hat{sl}_M)$ will be discussed in the next section. Some of the factors obtained by evaluating the product formulae will be proportional to the identity operator. These contributions, associated to what are called the imaginary roots, will be discussed later in Sections 7 and 8 below.

### 5.2 The product formula for the universal $R$-matrix

In this section we begin by reviewing the explicit formula for the universal $R$-matrix obtained by Khoroshkin and Tolstoy. We will follow the conventions in [KhT2]. A guide to the original literature can be found in Section 5.2.3 below.

#### 5.2.1 Construction of root generators

Recall that $\Delta_+(\hat{g}) = \Delta^e_+(\hat{g}) \cup \Delta^i_+(\hat{g})$ where

$$\Delta^e_+(\hat{g}) = \{ \gamma + k\delta \mid \gamma \in \Delta_+(g), k \in \mathbb{Z}_{\geq 0} \} \cup \{(\delta - \gamma) + k\delta \mid \gamma \in \Delta_+(g), k \in \mathbb{Z}_{\geq 0} \}$$

(5.2)

$$\Delta^i_+(\hat{g}) = \{ k\delta \mid k \in \mathbb{Z}_{\geq 0} \}$$

(5.3)

The first step of the procedure is to choose a special ordering in $\Delta_+(\hat{g})$. We say that an order $\prec$ on $\Delta_+(\hat{g})$ is normal (or convex) if it satisfies the following condition:

$$(\alpha, \beta) \in (\Delta_+ \times \Delta_+) / (\Delta^i_+ \times \Delta^i_+) , \; \alpha \prec \beta , \; \alpha + \beta \in \Delta_+ \Rightarrow \alpha \prec \alpha + \beta \prec \beta$$

(5.4)
This definition can be applied to any Kac-Moody Lie algebra. For finite dimensional Lie algebras there is a one to one correspondence between normal orders and reduced expressions for the longest element of the Weyl group, see e.g. [CP]. For untwisted affine Lie algebras a convex order splits the positive real roots in two parts: those that are greater than $\delta$ and those that are smaller than $\delta$, see [Ito] and appendix C.1.1. Without loss of generality, roughly up to the action of the Weyl group of $g$, we further impose

$$\gamma + \mathbb{Z}_{\geq 0} \delta \prec \mathbb{Z}_{> 0} \delta \prec (\delta - \gamma) + \mathbb{Z}_{\geq 0} \delta, \quad \gamma \in \Delta_+(g). \quad (5.5)$$

In applications we will as well use the opposite ordering compared to (5.5). From the definition it is clear that given a convex ordering the opposite ordering is convex as well. This ordering reflects a triangular decomposition of $U_q(n^+) \simeq U_q^+(\prec) \otimes U_q^+(\sim) \otimes U_q^+(\succ)$ (see e.g. [Lus] 40.2.1), and is manifest in the the structure of the product formula for the universal R-matrix given below.

The second step of the procedure is to construct the generators corresponding to the positive roots of $\hat{g}$, where imaginary roots are counted with multiplicities, from the generators corresponding to the simple positive roots $e_{\alpha_0} = e_{\delta - \theta}$ and $e_{\alpha_i}$. The procedure goes as follows

1. Let $\alpha, \beta, \gamma \in \Delta^{re}(\hat{g})$ with $\gamma = \alpha + \beta$ and $\alpha \prec \gamma \prec \beta$ be a minimal sequence, i.e. there are no other positive roots $\alpha'$ and $\beta'$ between $\alpha$ and $\beta$ such that $\gamma = \alpha' + \beta'$, then we set

$$e_{\gamma} := [e_{\alpha}, e_{\beta}]_{q^{-1}} := e_\alpha e_\beta - q^{-(\alpha,\beta)} e_\beta e_\alpha. \quad (5.6)$$

Notice that when, for a fixed normal order, the minimal sequence is not unique, the root vector does not depend on the choice of minimal sequence. This is ensured by the Serre relations. In this way one construct all root vectors $e_{\gamma}, e_{\delta - \gamma}$, for $\gamma \in \Delta_+(g)$.

2. Next, set

$$e_{\delta}^{(i)} := [e_{\alpha_i}, e_{\delta - \alpha_i}]_{q^{-1}}, \quad i = 1, \ldots, \text{rank}(g), \quad (5.7a)$$

$$e_{\alpha_i + k \delta} := [([\alpha_i, \alpha_i])_{q^{-k}} - \text{Adj} e_{\delta}^{(i)}]_k \cdot e_{\alpha_i}, \quad (5.7b)$$

$$e_{(\delta - \alpha_i) + k \delta} := [([\alpha_i, \alpha_i])_{q^{-k}} (\text{Adj} e_{\delta}^{(i)})]^k \cdot e_{\delta - \alpha_i}, \quad (5.7c)$$

$$e_{k \delta}^{n(i)} := [e_{\alpha_i + (k - 1) \delta}, e_{\delta - \alpha_i}]_{q^{-1}}. \quad (5.7d)$$

In the case in which the Cartan matrix is symmetric one has $(\alpha_i, \alpha_i) := a_{ij}^{sym} = 2$.

3. Construct the remaining real root vectors $e_{\gamma + k \delta}$ and $e_{(\delta - \gamma) + k \delta}$ for all $\gamma \in \Delta_+(g), \ k \geq 1$ using the same procedure as step one.

4. Define the imaginary root vectors $e_{k \delta}^{(i)}$ from $e_{k \delta}^{n(i)}$ as follows:

$$E_i(z) = \ln (1 + E_i'(z)), \quad (5.8)$$
where
\[ E_i(z) = (q^{-1} - q^1) \sum_{k=1}^{\infty} e_{k \delta}^{(i)} z^{-k}, \quad E'_i(z) = (q^{-1} - q^1) \sum_{k=1}^{\infty} e_{k \delta}^{(i)} z^{-k}. \] (5.9)

The root vectors corresponding to the negative roots are obtained with the help of Cartan anti-involution (4.14). Notice that once we fix the normal ordering as in (5.5) the root vectors \( e_{\delta}^{(i)}, e_{\alpha_i + k \delta}, e_{\delta - \alpha_i + k \delta} \) are independent on the specific choice of root ordering, see [Dam2].

The constructed root vectors satisfy a number of remarkable properties. Among others, the following property explains the attribute \textit{convex} associated to the constructed basis. For \( \alpha \prec \beta, \alpha, \beta \in \Delta_+(\widehat{\mathfrak{g}}) \) one has
\[
e_{\alpha} e_{\beta} - q^{-(\alpha, \beta)} e_{\beta} e_{\alpha} = \sum_{\alpha \prec \gamma_1 \prec \cdots \prec \gamma_\ell \prec \beta} c_{\gamma}(k) (e_{\gamma_1})^{k_1} \cdots (e_{\gamma_\ell})^{k_\ell} \] (5.10)

where \( c_{\gamma}(k) \) are rational function of \( q \) non vanishing only for \( \alpha + \beta = \sum_{i=1}^{\ell} k_i \gamma_i \).

An other important property of the imaginary root generators, see [Dam2], is the following
\[
\Delta(E_i(z)) - E_i(z) \otimes 1 - 1 \otimes E_i(z) \in \mathcal{U}^+ (\prec) \otimes \mathcal{U}^0 \mathcal{U}^+ (\succ). \] (5.11)

We will discuss the coproduct of imaginary roots in greater details in Section 8.3.

For the case of \( \mathcal{U}_q(\widehat{\mathfrak{g}_{M}}) \) a distinguished normal order and the explicit definition of some relevant root vector are presented in Appendix C.1.2.

5.2.2 Statement of the product formula

The expression for the universal \( R \)-matrix has the form
\[
\mathcal{R}^- = \mathcal{R}^{-q^{-t}} = \mathcal{R}_{< \delta} \mathcal{R}_{\sim \delta} \mathcal{R}_{> \delta} q^{-t}. \] (5.12)

The quantity \( \mathcal{R}^- \) is an infinite ordered product over the positive roots \( \Delta_+(\widehat{\mathfrak{g}}) \). The order of factors is the same as the convex order used in the definition of root vectors. The infinite product decomposes into three parts as follows form (5.5) and emphasized in (5.12) by the notation \( \prec \delta, \sim \delta, \succ \delta \). To each real positive root we associate the factor
\[
\mathcal{R}_\gamma^- = \exp_{q^{(\gamma, \gamma)}} \left((q^{-1} - q) s_\gamma^{-1} f_\gamma \otimes e_{\gamma}\right) \quad \gamma \in \Delta^+_{\text{re}}(\widehat{\mathfrak{g}}), \] (5.13)

with \( \exp_q(x) \) the quantum exponential
\[
\exp_{q}(x) = \sum_{n=0}^{\infty} \frac{1}{(n)_q} x^n, \quad (k)_q = \frac{q^k - 1}{q - 1}, \quad (n)_q! = (1)_q (2)_q \cdots (n)_q. \] (5.14)
The quantities \( s_\gamma \) in (5.13) are determined by the relation

\[
[e_\gamma, f_\gamma] = s_\gamma \frac{q^{h_\gamma} - q^{-h_\gamma}}{q - q^{-1}},
\]

where \( h_\gamma = \sum_i k_i h_i \) if \( \gamma = \sum_i k_i \alpha_i \). In the case \( \mathfrak{g} = \mathfrak{sl}_M \) we simply have \( s_\gamma = 1 \).

The contribution of positive imaginary roots is given by

\[
\mathcal{R}^{-\delta} = \exp \left( (q^{-1} - q^{+1}) \sum_{m \in \mathbb{Z}^+} \sum_{i,j=1}^{r} u_{m,ij} f_{m\delta}^{(i)} \otimes e_{m\delta}^{(j)} \right), \tag{5.15}
\]

where \( r \) is the rank of the Lie algebra \( \mathfrak{g} \), and the quantities \( u_{m,ij}, m \in \mathbb{Z}^+ \), are the elements of the matrix \( u_m \) inverse to the matrix \( t_m \) with elements

\[
t_{m,ij} = (-1)^{m(1 - \delta_{ij})} m^{-1} [ma_{ij}]_q, \tag{5.16}
\]

entering the commutation relations

\[
[e_{\alpha_i + m\delta}, e_{n\delta}^{(j)}] = t_{n,ij} e_{\alpha_i + (m+n)\delta}. \tag{5.17}
\]

In the case \( \mathfrak{g} = \mathfrak{sl}_M \), the coefficients \( u_{m,ij} \) appearing in (5.15) can be represented explicitly as

\[
u_{m,ij} = \frac{m}{[M]_q} [M - \max(i,j)]_q^m [\min(i,j)]_q^m (-1)^{m(i-j)}, \tag{5.18}
\]

where \( \min(i,j) \), \( \max(i,j) \) denotes the minimum and maximum value among \( i \) and \( j \).

While the root generators and their algebra depend on the choice of convex order, the universal R-matrix is independent of this choice. This is a non-trivial fact that follows from the uniqueness (under certain assumptions) of the universal R-matrix, see e.g. \([\text{KhT92}]\).

### 5.2.3 A guide to the literature on the product formula

In the following we collect some references that should help the interested reader in understanding the origin of the product formula for the universal R-matrix.

An explicit formula for the universal R-matrix of \( \mathcal{U}_q(\mathfrak{sl}_2) \) was presented by Drinfeld in \([\text{Dr86b}]\). Shortly after it was given for \( \mathcal{U}_q(\mathfrak{sl}_M) \) in \([\text{Ro}]\), for any finite dimensional simple Lie algebra in \([\text{KiR}], [\text{LS}]\) and for finite dimensional Lie super-algebras in \([\text{KhT91b}], [\text{Y}]\). In the affine case, both twisted and untwisted, an explicit expression for the universal R-matrix has first been given by Khoroshkin and Tolstoy in \([\text{KhT91a}], [\text{KhT92}]\) and later in \([\text{LSS}]\) (for \( \mathcal{U}_q(\widehat{\mathfrak{sl}_2}) \)) and \([\text{Dam2}], [\text{Dam3}]\) using different techniques. Product formulae for quantum affine super-algebras were presented in \([\text{Ya}]\).
Using Drinfeld double construction \cite{Dr86b}, the problem of finding explicit expressions for
the universal R-matrix reduces to the determination of basis of $\mathcal{U}_q(b^\pm)$ which are orthonormal
with respect to the standard pairing between $\mathcal{U}_q(b^+)$ and $\mathcal{U}_q(b^-)$. The key idea is to find a
convenient basis, with simple properties under product and coproduct, that simplifies the cal-
culation of the pairing. In parallel to the $q = 1$ case, one construct so called (convex) basis
of Poincaré-Birkhoff-Witt (PBW) type as ordered product of root vectors. Thus, one must first
define analogues of root vectors associated to non-simple roots of $\mathfrak{g}$. There is an elegant con-
struction of such root vectors. If $\mathfrak{g}$ is finite dimensional all roots are in the trajectory under the
Weyl group of a simple root. As the Weyl group can be be extended to a braid group action on
$\mathcal{U}_q(\hat{\mathfrak{g}})$ \cite{Lus} one can construct non-simple root vectors from simple ones following this observation, see \cite{CP}. In the affine case the situation is more involved as imaginary roots, by definition
\cite{Kac}, are not in the orbit of simple ones under the Weyl group. The construction of imaginary
root vectors in this case has been carried over in \cite{Dam1}, \cite{LSS}, \cite{Be1}, \cite{Be2}, \cite{Dam2}. While explicit proofs in the literature concerning properties of PBW basis use techniques connected
to the braid group action, in the following we will use a different construction.

Convex bases in the affine case have also been constructed in \cite{Tol}, \cite{KhT91a}, \cite{KhT93a} \cite{KhT93b}. In these references the braid group action is not used and explicit proofs are mostly omitted. The construction of root vectors, referred to as Cartan-Weyl basis, is guided by the au-
thors experience with so called extremal projectors, see \cite{Tol2}. This construction of root vectors is convenient when dealing with representations and will be used in the following. We remark
that the root vectors constructed by this procedure are closely related to the quantum current
type generators appearing in the Drinfeld’s second realization of $\mathcal{U}_q(\hat{\mathfrak{g}})$ \cite{Dr87}, see \cite{KhT93a} and \cite{Be1}.

5.3 Simple representations of $\mathcal{U}_q(\widehat{\mathfrak{sl}}_2)$

5.3.1 Evaluation representations

To begin with, let us recall that there is a well-known way to get representations of the loop al-
gebras $\mathcal{U}_q(\widehat{\mathfrak{sl}}_2)_0$ from representations of the quantum group $\mathcal{U}_q(\mathfrak{sl}_2)$. It is based on the following
homomorphism of algebras: Let $\mathcal{U}_q(\mathfrak{sl}_2)$ be the algebra generated by $E$, $F$ and $K^{\pm 1}$ with relations

$$KE = q^{i+1}EK,$$
$$KF = q^{-i}FK,$$  
$$[E, F] = \frac{K^2 - K^{-2}}{q - q^{-1}},$$  \hspace{1cm} (5.19)

then

$$\text{ev}_\lambda(e_1) = \lambda^{-1} q^{\frac{1}{2}} K^{-1}E,$$  
$$\text{ev}_\lambda(e_0) = \lambda^{-1} q^{\frac{1}{2}} K^{+1}F,$$  
$$\text{ev}_\lambda(k_1) = K^{+2},$$  
$$\text{ev}_\lambda(f_1) = \lambda^{+1} q^{\frac{1}{2}} K^{+1}F,$$  
$$\text{ev}_\lambda(f_0) = \lambda^{+1} q^{\frac{1}{2}} K^{-1}E,$$  
$$\text{ev}_\lambda(k_0) = K^{-2}.$$  \hspace{1cm} (5.20)
satisfy the defining relations of \( \mathcal{U}_q(\widehat{sl}_2) \). This claim can be verified by a straightforward calculation. The center of \( \mathcal{U}_q(\widehat{sl}_2) \) is generated by the Casimir \( C \) defined as
\[
C := FE + \frac{qK^2 + q^{-1}K^{-2} - 2}{(q - q^{-1})^2} = \frac{q^{2x} + q^{-2x} - 2}{(q - q^{-1})^2}.
\] (5.21)
The last equality in this equation is a convenient parametrization of the Casimir \( C \).

There are two types of representations of \( \mathcal{U}_q(\mathfrak{sl}_2) \) that will be relevant for us: The usual finite-dimensional representations labelled by \( j \in \frac{1}{2}\mathbb{Z}_{\geq 0} \) and certain infinite-dimensional representations for which \( E, F \) and \( K \) are realized by positive self-adjoint operators. Let us discuss them in more details.

**Finite-dimensional evaluation representations.** We denote the \((2j + 1)\)-dimensional representation of \( \mathcal{U}_q(\mathfrak{sl}_2) \) by \( \pi_j^{\text{f.d.}} \), where \( j \in \frac{1}{2}\mathbb{Z}_{\geq 0} \). In this case \( K \) has spectrum \( \{q^{-j}, q^{-j+1}, \ldots, q^{j-1}, q^j\} \) and the parameter \( j \) is related to the Casimir \( C \) defined in (5.21) as
\[
\pi_j^{\text{f.d.}}(C) = \frac{q^{2j+1} + q^{-2j-1} - 2}{(q - q^{-1})^2}.
\] (5.22)

We further define \( \pi_{s,j}^{\text{f.d.}} = \pi_j^{\text{f.d.}} \circ \text{ev}_s \). Of particular importance will be the fundamental representation \( \pi_{1/2} \) corresponding to \( \pi_{1/2}^{\text{f.d.}} \), \( j = 1/2 \), where we may take
\[
\pi_{1/2}^{\text{f.d.}}(E) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \pi_{1/2}^{\text{f.d.}}(F) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \pi_{1/2}^{\text{f.d.}}(K) = \begin{pmatrix} q^{1/2} & 0 \\ 0 & q^{-1/2} \end{pmatrix}.
\] (5.23)

The representations \( \pi_{s,j}^{\text{f.d.}} \) for \( j > 1/2 \) can be generated from \( \pi_{1/2}^{\text{f.d.}} \) by taking tensor products and quotients.

**Evaluation representations of modular double type.** We will also be interested in infinite-dimensional evaluation representations \( \pi_s^{\text{m.d.}} \), \( s \in \mathbb{R} \), of modular double type where \( E, F \) and \( K \) are realized by positive self-adjoint operators. A representation \( \mathcal{P}_s \) of \( \mathcal{U}_q(\mathfrak{sl}_2) \) can be constructed using self-adjoint operators \( p \) and \( q \) satisfying \([p, q] = (2\pi i)^{-1}\) as follows,
\[
\pi_s^{\text{m.d.}}(E) = e_s := e^{+\pi bq} \frac{\cosh \pi b(p - s)}{\sin \pi b^2} e^{+\pi bq},
\]
\[
\pi_s^{\text{m.d.}}(F) = f_s := e^{-\pi bq} \frac{\cosh \pi b(p + s)}{\sin \pi b^2} e^{-\pi bq},
\]
\[
\pi_s^{\text{m.d.}}(K) = k_s := e^{\pi bp}.
\] (5.24)

These operators satisfy the relations (5.19) with \( q = e^{-\pi b^2} \). The operators \( e_s \), \( f_s \) and \( k_s \) are unbounded. There is a canonical subspace \( \mathcal{P}_s \) of \( L^2(\mathbb{R}) \) representing a maximal domain of definition for \( \mathcal{U}_q(\mathfrak{sl}_2) \). The terminology modular double type refers to the fact that positivity of
the operators $e_s, f_s$ and $k_s$ allows us to construct operators $\tilde{e}_s, \tilde{f}_s$ and $\tilde{k}_s$ from $e_s, f_s$ and $k_s$ which generate a representation of $U_q(s\mathfrak{l}_2)$ with $\tilde{q} = e^{-\pi i/b^2}$, see also Remark [4] below.

The Casimir $C$ of $U_q(s\mathfrak{l}_2)$ defined in (5.21) is now represented as

$$\pi_{\text{m.d.}}(C) = \frac{e^{+2\pi b(s+\frac{1}{2}b^{-1})} + e^{-2\pi b(s+\frac{1}{2}b^{-1})} - 2}{(q - q^{-1})^2} = \left(\frac{\cosh(\pi b s)}{\sin(\pi b^2)}\right)^2.$$  \hspace{1cm} (5.25)

The middle equation makes it manifest that for this representation $q^{\pm 2x} \mapsto -e^{\pm 2\pi bs}$. Notice that $\pi_{\text{m.d.}}^{\text{m.d.}} = \pi_{\text{m.d.}} \circ \text{ev}_\lambda$ corresponds to positive self-adjoint operators for $\lambda \in \mathbb{R}_{\geq 0}$.

### 5.3.2 Prefundamental representations

For our physical application we introduce representations $\pi_{\mu}^\pm$ of the Borel-subalgebras $U_q(b^\mp)$ of $U_q(s\mathfrak{l}_2)$ such that

$$L^\pm(\lambda) = \begin{pmatrix} u & \lambda \nu \pm 1 \\ \lambda \nu \mp 1 & v^{-1} \end{pmatrix} = \frac{1}{\theta^\pm(\lambda)}[(\pi^f_{\lambda} \otimes \pi^\pm_{1})(\mathcal{R}^\pm)]_{\text{ren}}, \hspace{1cm} (5.26)$$

where $u, v$ are operators satisfying $uv = q^{-1}vu$, and $\rho^\pm(\lambda)$ is proportional to the identity operator. The notation $[\ldots]_{\text{ren}}$ indicates that the formal expressions following from the universal $R$-matrix will require a certain renormalization.

It is easy to see that we need to have

$$\pi^+_\lambda(f_1) = \frac{\lambda}{q - q^{-1}} u v^{-1}, \quad \pi^+_\lambda(f_0) = \frac{\lambda}{q - q^{-1}} u v^{-1}, \quad \pi^+_\lambda(k_1) = u^2 = \pi^+_\lambda(k_0^{-1}),$$

$$\pi^-_\lambda(e_1) = \frac{\lambda^{-1}}{q^{-1} - q} v u^{-1}, \quad \pi^-_\lambda(e_0) = \frac{\lambda^{-1}}{q^{-1} - q} v u^{-1}, \quad \pi^-_\lambda(k_i) = u^{-2} = \pi^+_\lambda(k_0^{-1}).$$  \hspace{1cm} (5.27a)

In order to see that these definitions are indeed necessary to get a relation of the form (5.26), let us first consider $L^-(\lambda)$ and remind ourselves that $\mathcal{R}^- = 1 + \sum_j (q^{-1} - q) (f_i \otimes e_i) + \ldots$ up to higher order terms, which implies that

$$((\pi^f_{\lambda} \otimes \pi^-_{1})(\mathcal{R}^-)) = \begin{pmatrix} 1 & \lambda v^{-1}u \\ \lambda v u^{-1} & 1 \end{pmatrix} \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix} + \mathcal{O}(\lambda^2).$$  \hspace{1cm} (5.29)

The case of $L^+(\lambda)$ is very similar.

The representations $\pi^\pm_\lambda$ will play a fundamental role for us. They are the simplest examples of what is called a prefundamental representation in [II]. To motivate this terminology let us anticipate that all representations of our interest will be found within the tensor products of such representations. We may therefore regard the representations $\pi^\pm_\lambda$ as elementary building blocks for the category of representations we are interested in.
One of the most basic and fundamental observations is that the operators \( f_i := \pi^+_i(f_i), \ i = 0, 1 \) satisfy the relations of a q-oscillator algebra,

\[
f_0 f_1 - q^{-2} f_1 f_0 = \frac{\lambda^2}{q - q^{-1}}. \tag{5.30}
\]

This implies that the operator representing the imaginary root element \( f_0^{(1)} \) is proportional to the identity operator. It follows immediately from the iterative definition (5.7), that the operators representing the higher real root generators \( f_{\alpha_i + k\delta} \) vanish identically. This observation will later be very useful.

**Remark 4.** For \(|q| < 1\) one may consider representations of highest or lowest weight type, as done in [BalZ3]. In this paper we will mainly be interested in infinite-dimensional representations where \( u \) and \( v \) are realized by positive-selfadjoint operators, for example

\[
u = e^{\pi bx}, \quad v = e^{2\pi by}, \quad [x, y] = \frac{i}{2\pi}. \tag{5.31}
\]

The positive-selfadjointness of the operators \( u \) and \( v \) implies a remarkable duality phenomenon: Using the operators \( \tilde{u} := u^{\frac{1}{2}} \) and \( \tilde{v} := v^{\frac{1}{2}} \), and replacing \( q = e^{-\pi b^2} \) by \( \tilde{q} = e^{-\pi b^{-2}} \) one may use the formulae above to realize representations of the Borel subalgebras \( \tilde{B}_\pm \) of \( \tilde{U}_q(\mathfrak{sl}_2) \) on the same space on which \( B_\pm \) are realized. This has profound consequences, as was first observed in [PT99, Fa99] for the similar case of \( \mathfrak{u}_q(\mathfrak{sl}_2) \). Representations exhibiting this duality phenomenon will generally be referred to as representations of modular double type.

### 5.4 Evolution operators from the universal R-matrix

In order to build an evolution operator we need to find an operator \( r^+_-((\mu/\lambda)) \) satisfying

\[
(r^+_-((\mu/\lambda)))^{-1} \cdot L^+(\lambda) L^-(\mu) \cdot r^+_-((\mu/\lambda)) = L^-((\mu)) L^+(\lambda). \tag{5.32}
\]

A formal solution to this equation is given by \((\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}}) (\mathcal{R}^-)\). Indeed, formally applying \( \pi^+_i \otimes \pi^-_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}} \) to the Yang-Baxter equation (4.23b) seems to indicate that \((\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}}) (\mathcal{R}^-)\) solves (5.32). However, it is far from clear how to make sense out of \((\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}}) (\mathcal{R}^-)\) due to the infinite summations over monomials of generators defining the universal R-matrix. Our main goal in this paper will be to generalise the definition of the universal R-matrix in such a way that evaluations like \((\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}}) (\mathcal{R}^-)\) become well-defined and satisfy all the relevant properties. The product formula will be very useful for this aim. In this subsection we will describe a first step in this direction.

We had observed in Section 5.3.2 that \( \pi^+_i (f_{\alpha_i + k\delta}) = 0 \) for \( i = 0, 1, k > 0 \). This implies immediately that the infinite products representing \( (\pi^+_i \otimes \pi^-_{\lambda^{-1}}) (\mathcal{R}^-) \) and \( (\pi^+_i \otimes \pi^-_{\lambda}) (\mathcal{R}^-) \)

\[^5\text{To simplify the following formulae we rewrite } (\pi^+_{\lambda^{-1}} \otimes \pi^-_{\mu^{-1}}) (\mathcal{R}^-) = (\pi^+_i \otimes \pi^-_{\lambda}) (\mathcal{R}^-).\]
truncate to a single factor. We furthermore observed after equation (5.30) that the imaginary roots are represented by central elements in the representations \( \pi^+_\mu \) and \( \pi^-_\lambda \). We conclude that the product formula (5.12) yields a well-defined formal series in powers of \( \mu/\lambda \) of the form
\[
\rho_{\text{formal}}(\mu/\lambda) = \rho(\mu/\lambda) \varepsilon_q(-\tau^2_q f_1 \otimes e_1) \varepsilon_q(-\tau^2_q f_0 \otimes e_0) q^{-t},
\]
where \( f_i := \pi^+_\mu(f_i) \) and \( e_i := \pi^-_\lambda(e_i) \) for \( i = 0, 1 \), \( q^{-t} := (\pi^+_\mu \otimes \pi^-_\lambda)(q^{-t}) \), and \( \tau_q = q - q^{-1} \). The function \( \varepsilon_q(w) \) is related to the quantum exponential as \( \varepsilon_q(w) := \exp_q((q - q^{-1})^{-1}w) \) introduced in (5.14). It can be written as
\[
\varepsilon_q(w) := \exp(\theta_q(w)), \quad \theta_q(w) := \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} \frac{w^k}{q^k - q^{-k}}.
\]

The factor \( \rho(\mu/\lambda) \) in (5.33) is a central element collecting the contributions coming from the imaginary roots,
\[
\rho(\mu/\lambda) := (\pi^+_\mu \otimes \pi^-_\lambda)\big(\mathcal{R}^-\big).
\]

By means of a straightforward calculation one may check that the expression (5.33) will satisfy (5.32) in the sense of formal power series thanks to the fact that \( \varepsilon_q(w) \) satisfies the functional relation
\[
\frac{\varepsilon_q(qw)}{\varepsilon_q(q^{-1}w)} = 1 + w.
\]

Our ultimate goal, however, is to construct an operator representing \( (\pi^+_\mu \otimes \pi^-_\lambda)\big(\mathcal{R}^-\big) \) on the vector space carrying the representation \( \pi^+_\mu \otimes \pi^-_\lambda \) of \( \mathcal{U}_q(b^-) \otimes \mathcal{U}_q(b^+) \). One of the main ingredients in the definition of the product formula is the function \( \varepsilon_q(x) \) which is well-defined for \( |q| \neq 1 \).

We are here interested in the case \( q = e^{-\pi \beta^2}, \beta \in \mathbb{R} \). The function \( \varepsilon_q(x) \) can not be used in this case: The series (5.34) defining \( \varepsilon_q(x) \) is clearly singular for all rational values of \( \beta^2 \), and has bad convergence properties otherwise. However, in order to preserve the most important properties of the universal R-matrix after renormalisation it will be sufficient to replace the function \( \varepsilon_q(x) \) by a new special function which is well-defined for \( q = e^{-\pi \beta^2}, \beta \in \mathbb{R} \), and which has all the relevant properties \( \varepsilon_q(x) \) has.

### 5.4.1 Canonical solution

We had seen above that the functional equation (5.36) plays a key role for ensuring that the product formula satisfies the defining properties of the universal R-matrix. We therefore need to find a function \( \mathcal{E}_{\varphi}(w) \) that is well-defined for \( |q| = 1 \) and satisfies the functional equation (5.36).

The physical application we have in mind forces us to impose another important requirement: We want that the operator \( r^{+ -}(\mu/\lambda) \) is unitary for real \( \mu/\lambda \), which is necessary to get a unitary time evolution operator. Unitarity will hold if the function \( \mathcal{E}_{\varphi}(w) \) replacing \( \varepsilon_q(w) \) in (5.33)
satisfies $|\mathcal{E}_q(w)| = 1$ for real positive $w$. We are now going to explain that unitarity fixes a unique solution to the functional relation \((5.36)\) when $|q| = 1$.

It is by now pretty well-known how to find such a function $\mathcal{E}_b^2(w)$: A good replacement for $\varepsilon_q(w)$ will be the function $\mathcal{E}_b^2(w)$ defined as

$$\mathcal{E}_b^2(w) = \exp \left( \Theta_{b^2} \left( \frac{1}{2b} \log(w) \right) \right), \quad \Theta_{b^2}(x) := \int_{\mathbb{R}+i0} \frac{dt}{4t} \frac{e^{-2tx}}{\sinh(bt) \sinh(t/b)}.$$ \((5.37)\)

The function $\mathcal{E}_b^2(w)$ defined in \((5.37)\) is easily seen to fulfill the requirements formulated above. It is closely related to the function $e(x) := \mathcal{E}_b^2(e^{2\pi bx})$ called non-compact quantum dilogarithm in [Fa99]. References containing useful lists of properties and further references include [FaKV, BYTI, Vo]. The functional relation \((5.36)\) is equivalent to the following finite difference equation for $\Theta_{b^2}(x)$,

$$D_b \Theta_{b^2}(x) := \Theta_{b^2}(x + ib/2) - \Theta_{b^2}(x - ib/2) = -\log(1 + e^{2\pi bx}),$$ \((5.38)\)

which has a canonical solution obtained by Fourier-transformation

$$\Theta_{b^2}(x) = -D_b^{-1} \log(1 + e^{2\pi bx}) = D_b^{-1} \int_{\mathbb{R}+i0} \frac{dt}{2t} \frac{e^{-2tx}}{\sinh(t/b)} = \int_{\mathbb{R}+i0} \frac{dt}{4t} \frac{e^{-2tx}}{\sinh(bt) \sinh(t/b)}.$$ \((5.39)\)

The second equality in the last equation can be verified by summing over residues.

We will now argue that replacing $\varepsilon_q(w)$ by $\mathcal{E}_b^2(w)$ is the essentially unique choice that not only solves the functional relation \((5.36)\), but is also unitary.

Note that \((5.36)\) is formally equivalent to $(\varepsilon_q(u))^{-1} \cdot \nu^2 \cdot \varepsilon_q(u) = \nu^2 + \nu u$ for any operators $u, \nu$ satisfying the Weyl-algebra $u \nu = q^{-1} \nu u$. We are going to argue that $\mathcal{E}_b^2(w)$ is essentially the unique function of $w$ which satisfies $|\mathcal{E}_b^2(w)| = 1$ for $w \in \mathbb{R}^+$ and

$$(\mathcal{E}_b(w))^{-1} \cdot \nu^2 \cdot \mathcal{E}_b^2(u) = \nu^2 + \nu u,$$ \((5.40)\)

for positive self-adjoint operators $u, \nu$ satisfying the Weyl-algebra $u \nu = q^{-1} \nu u$. As the function $\mathcal{E}_b^2(u)$ defined in \((7.7)\) is unitary, it follows from \((5.40)\) that $\nu^2 + \nu u$ is self-adjoint. Working in a representation in which $\nu$ is diagonal, one may use $\mathcal{E}_b^2(u)$ to map $\nu^2 + \nu u$ to diagonal form. Uniqueness of the spectral decomposition of the self-adjoint operator $\nu^2 + \nu u$ implies that the most general operator which satisfies \((5.40)\) is the form $D = g(\nu) \mathcal{E}_b^2(u)$. The only operators depending only on $u$ which do this job are scalar multiples of $\mathcal{E}_b^2(u)$.

### 5.4.2 Minimality of the renormalization

To round off the discussion, we are going to argue that replacing $\varepsilon_q(w)$ by $\mathcal{E}_b^2(w)$ is in a precise sense the minimal subtraction of the divergencies $\varepsilon_q(w)$ has when $q$ approaches the unit circle.
Let us note that $\mathcal{E}_{\nu_2}(w)$ can be analytically continued to complex values of $b$, allowing us to define it in the case where $|q| < 1$. We may then compare $\mathcal{E}_{\nu_2}(w)$ to $\varepsilon_q(w)$ in this regime. The integral defining $\Theta_{\nu_2}(w)$ may be evaluated as a sum over residues in this case, giving

$$\mathcal{E}_{\nu_2}(w) = \varepsilon_q(w)\varepsilon_q(\tilde{w}), \quad \tilde{q} := e^{-\pi i/k^2}, \quad \tilde{w} := w^{1/2}.$$ \hspace{1cm} (5.41)

This means that $\mathcal{E}_{\nu_2}(w)$ and $\varepsilon_q(w)$ differ by quasi-constants, functions $f(w)$ of $w$ which satisfy $f(q^2w) = f(w)$. Such quasi-constants represent an ambiguity in the solution of the difference equation (5.36) that needs to be fixed by additional requirements, in general.

The particular choice of quasi-constants appearing in (5.41) can be seen as the minimal modification of the function $\varepsilon_q(w)$ which is needed to get a function well-defined for all $q$ on the unit circle $|q| = 1$. In order to see this, let us consider the function $\theta_q(w)$ introduced in (5.34) as function of the complex parameter $q$. We will be interested in the behaviour of $\theta_q(w)$ when $q = e^{-\pi i b^2}, b^2 = k/l + i\epsilon$. The terms with $n = rl$ in the sum defining $\theta_q(w)$ will be singular for $\epsilon \to 0$. They behave as

$$-(\frac{-1}{\pi rl})^{l+k} w^{rl}.$$ \hspace{1cm} (5.42)

The terms with $n = rK$ in the series defining $\theta_q(\tilde{w})$ will similarly behave for $\tilde{q} = e^{\pi i b^2}, \tilde{b}^2 = l/k + i\tilde{\epsilon}$ as

$$-(\frac{-1}{\pi rK})^{l+k} \tilde{w}^{rK}.$$ \hspace{1cm} (5.43)

The divergent pieces in (5.42) and (5.43) will exactly cancel each other if $\tilde{w} = w^{1/2}$ and $\tilde{\epsilon} = -\epsilon l^2/k^2$, as is necessary to have $\tilde{b}^2 = b^{-2} + O(\epsilon^2)$. We thereby recognise the factor $\varepsilon_q(\tilde{w})$ in (5.41) as a minimal choice of a quasi-constant that cancels all the divergences that $\varepsilon_q(w)$ develops when $q$ approaches the unit circle.

Taken together, the observations above motivate us to call $\mathcal{E}_{\nu_2}(w)$ the canonical renormalisation of the function $\varepsilon_q(w)$ which is defined for $|q| = 1$. The considerations above motivate us to regard the operator

$$r_{\nu_2}^+(\lambda) = \rho_{\text{ren}}(\lambda)r_{\nu_2}^-(\lambda), \quad r_{\nu_2}^-(\lambda) := \mathcal{E}_{\nu_2}(\lambda f_{\nu_2}^+)\mathcal{E}_{\nu_2}(\lambda/f_{\nu_2}^+) e^{\frac{2\pi i}{\mu} \log u_r \log u_s},$$ \hspace{1cm} (5.44)

where $f_{\nu_2}^+ := u_r^{-1}v_r u_s^{-1}$, as a renormalised version of the formal expression $r_{\nu_2}^-(\lambda/\mu)$. The definition of the scalar factor $\rho_{\text{ren}}(\lambda)$ will be discussed later. And it is indeed straightforward to check that the evolution operator constructed from $r_{\nu_2}^+(\lambda)$ reduces to the one constructed previously in Section 3.3.3.

5.5 Building R-operators

We’ve seen that the renormalization of the universal R-matrix provides us with $r_{\nu_2}^+(\lambda/\mu)$, the main ingredient for the construction of the time-evolution operator. In order to build the Q-
operators we need a second ingredient, the operator $r^{++}(\lambda/\mu)$. There is a fairly easy way to get $r^{++}(\lambda/\mu)$ from $r^{+-}(\lambda/\mu)$. Note that

$$L_r^-(\mu) = F_r^{-1} \cdot \mu^{-1} L_r^+(\mu) \sigma_1 \cdot F_r,$$

(5.45)

where $\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, and $F_r$ is the operator of Fourier-transformation which maps

$$F_r^{-1} \cdot u_r \cdot F_r = v_r^{-1}, \quad F_r^{-1} \cdot v_r \cdot F_r = u_r.$$

(5.46)

Observing that $\sigma_1 L_r^+(\mu) \sigma_1 = F_r^2 \cdot L_r^+(\mu) \cdot F_r^{-2}$ one may easily check that

$$\tilde{r}_{rs}^{++}(\lambda/\mu) := F_s \cdot r_{rs}^{+-}(\lambda/\mu) F_r^{-2} \cdot F_s^{-1},$$

(5.47)

will satisfy the defining relations (3.52).

It is furthermore not hard to show that the most general operator satisfying (3.52) can be written in the form $\tilde{r}_{rs}^{++}(\lambda/\mu) H(x_r^+)$, where $x_r^+ := u_r v_r^{-1} v_r u_r$. The choice of the function $H(z)$ will turn out to be irrelevant for our applications to the lattice Sinh-Gordon model, and may therefore be fixed by the convenient normalisation condition $r_{rs}^{++}(1) = P_{rs}$.

In order to get useful explicit formulae for $r^{+-}(\lambda/\mu)$ and $r^{++}(\lambda/\mu)$ we may start from (5.44). An alternative representation will be particularly useful:

$$r_{rs}^{+-}(\lambda) = P_{rs} \cdot \rho_\lambda(f_{rs}, g_{rs}) \cdot F_r F_s,$$

(5.48)

using the notations $g_{rs} := u_r v_r v_r^{-1} u_s^{-1}$, and

$$\rho_\lambda(w, z) := \frac{\rho_\lambda(w)}{\rho_\lambda(z)}; \quad \rho_\lambda(w) := e^{-\frac{a}{4e^b(\log w)^2}} \mathcal{E}_{4b}^2(\lambda w) \mathcal{E}_{4b}^2(\lambda w^{-1}), \quad \rho_0(z) := e^{-\frac{a}{4e^b(\log z)^2}}.$$

(5.49)

In order to derive (5.48) one may use the identity

$$e^{\frac{a}{4e^b(\log u_r \log u_s)}} = e^{\frac{1}{4e^b((\log g_{rs})^2 - (\log f_{rs}^+)^2)} \cdot P_{rs} \cdot F_r F_s},$$

(5.50)

which can be verified by computing the matrix elements.

By combining (5.47) and (7.31) one finds immediately that $\tilde{r}_{rs}^{++}(\lambda) = P_{rs} \rho_\lambda(f_{rs}^+, z_{rs}^+)$, where $f_{rs}^+ := F_r \cdot f_{rs}^+ \cdot F_r^{-1} = u_r v_r u_s v_r^{-1}$, noting that $z_{rs}^+ := F_r \cdot g_{rs}^- \cdot F_r^{-1}$. We may now conclude that

$$r_{rs}^{++}(\lambda) = P_{rs} \rho_\lambda(f_{rs}^+),$$

(5.51)

is the unique solution of (3.52) which satisfies the normalisation condition $r_{rs}^{++}(1) = P_{rs}$. For the case of $\mathcal{U}_q(\hat{sl}_2)$ we have thereby completed the calculation of the main ingredients needed to construct fundamental R-operators and the corresponding transfer matrices. The development of the theory in this case is continued in Appendix C where it is shown how to reproduce the Q-operators for the lattice Sinh-Gordon model previously constructed in [ByT1] by other methods from our formulae for $r^{+-}$ and $r^{++}$ found above. In the main text we shall continue with the generalisation of these results for the case of $\mathcal{U}_q(\hat{sl}_M)$.
6 R-operators from the universal R-matrix - case of $\mathcal{U}_q(\widehat{sl}_M)$

We now generalise the discussion of the renormalisation of the real root contributions to the cases of $\mathcal{U}_q(\widehat{sl}_M)$. To begin with, we explain how to obtain the evolution operator from the universal R-matrix. One of the new issues that arises for $M > 2$ is due to the fact that we will need to consider a slightly larger family of representations. Instead of the representations $\pi^\pm$ we will need to consider pairs of mutually conjugate representations $(\pi^+, \pi^\pm)$ and $(\pi^-, \pi^-)$. In Subsection 6.3 we will explain how the factorised representations for the fundamental R-operators like (3.51) follow from the representation theory of $\mathcal{U}_q(\widehat{sl}_M)$.

In the rest of this section we derive useful explicit representations for the resulting R-operators, including a representation as an integral operator with an explicit kernel. The kernel becomes simplest when we consider a variant of the lattice model obtained from the twisted universal R-matrices $\tilde{R}^\pm$ introduced in Section 4.3. The fundamental transfer matrix $T$ is shown to be a physical observable in the sense defined in Section 3.3.1, and the projection to the physical degrees of freedom is described precisely as an integral operator with explicit kernel.

6.1 Representations in quantum space

The connection between the integrable model defined in Section 3 and the representation theory of $\mathcal{U}_q(\widehat{gl}_M)$ is encoded in the following relations

\[ L^+(\lambda\mu^{-1}) = \frac{1}{\theta^+(\lambda\mu^{-1})} \left[ (\pi^+_\lambda \otimes \pi^+_\mu) (\tilde{R}^+) \right]_{\text{ren}} \]
\[ L^-(\lambda\mu^{-1}) = \frac{1}{\theta^-(\lambda\mu^{-1})} \left[ (\pi^+_\lambda \otimes \pi^-_\mu) (\tilde{R}^-) \right]_{\text{ren}} \]  

(6.1)

where $L^+(\lambda), L^-(\lambda) \equiv \tilde{L}^-(\lambda)$ were defined in Section 3.2.1, $\tilde{R}^\pm$ are two universal R-matrices given in Section 5.2 and $\theta^+(x), \theta^-(x)$ are certain scalar factors. The relevant representations entering (6.1) are defined as follows

\[ \pi^+_\lambda(e_i) = \lambda^{-1} E_{i,i+1}, \quad \pi^+_\lambda(f_i) = \lambda E_{i+1,i}, \quad \pi^+_\lambda(h_i) = E_{i,i} - E_{i+1,i+1}, \]  
\[ \pi^-_\lambda(e_i) = \lambda^{-1} q^{-1} u_i^{-1} v_i, \quad \pi^-_\lambda(f_i) = u_i u_{i+1}^{-1}, \]  
\[ \pi^-_\lambda(h_i) = \frac{\lambda^{-1}}{q^{-1} - q} v_i u_{i+1}, \quad \pi^-_\lambda(k_i) = u_i^{-1} u_{i+1}. \]  

(6.2)  

(6.3)  

(6.4)

\{v_i, u_i\}_{i=1,\ldots,M} generate the algebra $\mathcal{W}$, see (3.9). It is easy to verify that (6.3), (6.4) satisfy, respectively, the defining relations of $\mathcal{U}_q(b^-), \mathcal{U}_q(b^+)$, see (4.1). In particular the Serre relations
(4.4), (4.5) follow from the exchange relations

$$\pi^+(f_i f_j) = q^{(\delta_{i+1,j} - \delta_{j+1,i})} \pi^+(f_j f_i), \quad \pi^-(e_i e_j) = q^{-(\delta_{i+1,j} - \delta_{j+1,i})} \pi^-(e_j e_i). \quad (6.5)$$

We postpone to Section 8.2.2 the derivation of (6.1) by applying the relevant representations to the infinite product formula for the universal R-matrix given in Section 5.2. A simple way to verify the identification (6.1) is to notice that

$$\left(\pi^+ \otimes \pi^+ \right)(q + t) = \sum_{i=1}^M E_{ii} u_i = \left(\pi^+ \otimes \tilde{\pi}^-\right)(q - t) \quad (6.6)$$

and check that the image of the reduced R-matrix satisfies the relations (4.17), (4.18). As opposed to the direct evaluation of the product formula for the universal R-matrix, this procedure does not allow to determine the scalar factors $\theta^+(x), \theta^-(x)$.

The relations (3.16) follow from the universal Yang-Baxter equation (4.23) upon noticing that the matrix $R(x, y)$ is obtained from the universal R-matrix as explained in Appendix E.5.

### 6.2 Light-cone evolution operator from the universal R-matrix

After we have identified the relevant representations in quantum space, see equations (6.3), (6.4), we will show how to obtain the operators $r^{\epsilon_1 \epsilon_2}$ from the product formula for the universal R-matrix. In order to clarify certain features of such expression for the infinite dimensional representations we are considering, we will focus our attention on

$$r^{+\sigma}(\lambda^{-1}) = \frac{1}{\rho^{+\sigma}(\lambda^{-1})} \left[\left(\pi^+ \otimes \pi^-\right)\left(R^{-}\right)\right]_{\text{ren}}. \quad (6.7)$$

As in the previous section, the notation $\left[\ldots\right]_{\text{ren}}$ indicates the use of a certain prescription for defining the infinite sums in the definition of $R^{\pm}$. The operator $r^{+\sigma}$ can be obtained in a similar way, or just using the relation $r^{+\sigma} \sigma(r^{+\sigma}) = 1$, where $\sigma$ exchanges the tensor factors. The case $\epsilon_1 = \epsilon_2$ requires further considerations as both tensor factors correspond to the same Borel half. This case is considered in some details in Section 6.4.

The expression (6.7) provides us with a formal solution to the relations (3.52) which characterize the building block for the light-cone evolution operator. The key relation (3.52) follows directly from the special case

$$R^+_{12} R^-_{13} R^-_{23} = R^-_{23} R^-_{13} R^+_{12}$$

of the universal Yang-Baxter equations (4.23) by applying $\pi^i \otimes \pi_{\lambda-1}^+ \otimes \pi_{\mu-1}^-$ to this relation. In order to obtain the generators of the discrete time-evolution for the lattice models from (6.7),
it is crucial that $L^+$ and $\bar{L}^-$ are obtained via (6.1) from $R^-$ and $R^+$, respectively. This fact reflects the respective orientations in the integration over light-like segments defining the classical counterparts of $L^+$ and $\bar{L}^-$, as was observed in [RiT].

As summarized in Section 5.2, the evaluation of the universal R-matrix consists of the following three steps: fix a convex order in $\Delta_+ (s_M)$, evaluate root vectors and finally substitute the root vectors in the product formula (5.12). This procedure is straightforward upon following the instructions in Section 5.2.1 and Appendix C.1.2. We proceed performing the first step.

6.2.1 The image of root vectors under $\pi^+$ and $\bar{\pi}^-$

A key observation is that for the representations $\pi^+$, $\bar{\pi}^-$ most of the root vectors, for a specific choice of convex order of positive roots, evaluate to zero. In the case of $\pi^+$, using the root ordering specified in Appendix C.1.1, the only non-vanishing root vectors are given by

$$\pi^+(f_{\epsilon_i - \epsilon_{i+1}}) =: f_i,$$  \hspace{1cm} (6.8)

$$\pi^+(f_{\delta_{-\epsilon_i - \epsilon_M}}) = (q - q^{-1})^{i-1} f_{i-1} \ldots f_1 f_0,$$ \hspace{1cm} (6.9)

$$\pi^+(f_{k\delta_{M-1}}) = \frac{(-1)^{k+1}}{k} \frac{1}{q - q^{-1}} c^k_+,$$ \hspace{1cm} (6.10)

where $c_+ := q^{-1}(q - q^{-1})^M f_M \ldots f_1 = \lambda^M$ is central. For $\bar{\pi}^-$, using the shorthand notation $\bar{e}_i = \bar{\pi}^-(\epsilon_i)$, one obtains that the non-vanishing root vectors are given by

$$\bar{\pi}^-(e_{\epsilon_i - \epsilon_j}) = (q^{-1} - q)^{j-i-1} \bar{e}_{j-1} \ldots \bar{e}_i,$$ \hspace{1cm} (6.11)

$$\bar{\pi}^-(e_{\delta_{-\epsilon_i - \epsilon_j}}) = (q^{-1} - q)^{M-j} \bar{e}_M \ldots \bar{e}_j,$$ \hspace{1cm} (6.12)

$$\bar{\pi}^-(e_{k\delta}) = \frac{(-1)^{k+1}}{k} \frac{1}{q^{-1} - q} \bar{c}_-. \hspace{1cm} (6.13)$$

where $\bar{c}_- := q(q^{-1} - q)^M \bar{e}_M \ldots \bar{e}_1 = \lambda^{-M}$ is central. Notice that we suppressed the dependence on the spectral parameter from the notation $\pi^+$, $\bar{\pi}^-$. The equations above immediately follow from the exchange relations (6.5) and the definition of root vectors given in Section 5.2.1 and Appendix C.1.2.

6.2.2 The image of the universal R-matrix under $\pi^+ \otimes \bar{\pi}^-$

The representations $\pi^+$, $\bar{\pi}^-$ posses the remarkable feature that the imaginary root vectors are central. As a consequence, the contribution from the positive imaginary root to the universal R-matrix is a scalar factor given by

$$\rho^{+\bar{\pi}}(\lambda \mu^{-1}) := \left[ \pi^+ \otimes \bar{\pi}^- (R^-_{\sim \delta}) \right]_{\text{ren}}.$$ \hspace{1cm} (6.14)
We postpone the discussion about the renormalisation of this expression for $q$ on the unit circle, which is the case of interest to this paper, to Section 8.

Concerning the contribution of real positive roots $\gamma \in \Delta^+_+(\mathfrak{gl}_M)$, compare to (5.13), the results of Section 6.2.1 immediately imply

$$
\left( \pi^+ \otimes \pi^- \right) (f_\gamma \otimes e_\gamma) = \begin{cases} 
  f_i \otimes \bar{e}_i & \text{if } \gamma = \alpha_i \in \{1, \ldots, M\} \\
  0 & \text{otherwise}
\end{cases}
$$

(6.15)

Moreover, these operators commute among themselves

$$
\tilde{\chi}_i \tilde{\chi}_j = \tilde{\chi}_j \tilde{\chi}_i, \quad \tilde{\chi}_i := -(q - q^{-1})^2 f_i \otimes \bar{e}_i.
$$

(6.16)

It follows that

$$
\left[ \left( \pi^+ \otimes \pi^- \right) \left( \mathcal{R}^- \right) \right]_{\text{ren}} = \rho^{1+}(\lambda \mu^{-1}) (F(\tilde{\chi}))^{-1} q^{-T},
$$

(6.17)

where

$$
(F(\tilde{\chi}))^{-1} = \prod_{i=1}^M \mathcal{E}_{\nu^2}(\tilde{\chi}_i), \quad q^T := e^{\log u \otimes \log u/\imath \hbar^2},
$$

(6.18)

where as in Section 5.4 we took $\mathcal{E}_{\nu^2}(\omega) = [\varepsilon_q(\omega)]_{\text{ren}}$, with $\mathcal{E}_{\nu^2}(\omega)$ given in (5.37) and $\varepsilon_q(\omega) = \exp_{\nu^2}((q - q^{-1})^{-1} \omega)$. Let us compare this expression with (3.43). Using the definition (6.7) and the result (6.17) one finds

$$
r^{1+}(\mu \lambda^{-1}) = \left[ \sigma \left( r^{1-}(\lambda \mu^{-1}) \right) \right]^{-1} = F(\tilde{\chi}') q^T,
$$

(6.19)

where

$$
\tilde{\chi}_i' := \sigma \left( q^T \tilde{\chi}_i q^{-T} \right) = \lambda \mu^{-1} \left( u_i v_i \otimes v_i u_i^{-1} + 1 \right).
$$

(6.20)

The expression (6.19) coincides with (3.43) upon taking $\mathcal{J}_\nu(x) = [\mathcal{E}_{\nu^2}(\nu^2 x)]^{-1}$. The fact that the renormalized expression (6.17) satisfies the intertwining relation (3.52) follows from the fact that (3.43) does. Notice that $\tilde{\chi}_i'$ is a positive self-adjoint operator for $\lambda \mu^{-1}$ positive.

### 6.3 Fundamental R-operator from the universal R-matrix

After having constructed the evolution operator, the next step is to construct the fundamental R-operators. Our goal in this section will be to elaborate on the representation-theoretic meaning of the factorised form (3.51) for the fundamental R-operators observed in Section 3.4. It will be useful to first consider $\mathcal{R}^{XXZ}$ which turns out to have the most direct relation to the universal R-matrix. The fundamental R-operator $\mathcal{R}^{AT}$ can then be obtained simply via (3.55).
6.3.1 More Lax-matrices

First, let us note that \( L^{xxz}(\lambda) \) admits a factorisation similar to \((3.11)\). We shall represent the matrix \( L^+(\lambda) T \) appearing as a factor in \( L^{xxz}(\lambda) \) in the form

\[
L^+(\lambda) T = \lambda^{-1} F L^-(\lambda) F^{-1},
\]

where \( T = \sum_i E_{i+1,i} \), the automorphism \( F \) is defined via \( F^{-1} (u_i, v_i) F = (v_i, u_i) \), and

\[
L^-(\lambda) := \sum_{i=1}^M (u_i E_{ii} + \lambda v_i E_{i+1,i}).
\]

We note that the matrix \( T \) is the generator of the automorphism \( \mathbb{Z}_M \) in the fundamental representation. \( \Omega_\mathcal{W} := F^2 \) represents the same generator of \( \mathbb{Z}_M \) on \( \mathcal{W} \).

Let us consider, a bit more generally

\[
L^{\epsilon_1, \epsilon_2} (\mu) = L^q_\mu (\mu) L^q_\mu (\mu) \in \text{End}(\mathbb{C}^M) \otimes \mathcal{W} \otimes \mathcal{W}, \quad \epsilon_1, \epsilon_2 \in \{+, +, -, -\}. \tag{6.23}
\]

where \( L^+(\lambda) \) and \( L^-(\lambda) \equiv \bar{L}^-(\lambda) \) were defined in \((3.14)\) and \((3.13)\), respectively, while and \( L^-(\lambda) \) and \( L^+(\lambda) \) are introduced as

\[
L^+(\lambda) = (1 - q \lambda^{-M}) \left[ \sum_{i=1}^M (u_i^{-1} E_{ii} - q \lambda^{-1} v_i E_{i,i+1}) \right]^{-1}. \tag{6.24}
\]

The Lax operators \( L^-(\lambda) \) and \( L^+(\lambda) \) can be obtained from the universal R-matrix as

\[
L^+(\lambda \mu^{-1}) = \frac{1}{\theta^+(\lambda \mu^{-1})} \left[ (\pi_\lambda^f \otimes \pi_\mu^f (\mathcal{R}^+)) \right]_{\text{ren}}, \tag{6.25}
\]
\[
L^-(\lambda \mu^{-1}) = \frac{1}{\theta^-(\lambda \mu^{-1})} \left[ (\pi_\lambda^f \otimes \pi_\mu^f (\mathcal{R}^-)) \right]_{\text{ren}}, \tag{6.26}
\]

where

\[
\pi_\lambda^f (f_i) = \frac{\lambda}{q - q^{-1}} u_{i+1} v_i, \quad \pi_\lambda^f (k_i) = u_i u_{i+1}^{-1},
\]
\[
\pi_\lambda^- (e_i) = \frac{\lambda^{-1}}{q^{i-1} - q} v_i u_i^{-1}, \quad \pi_\lambda^- (k_i) = u_i^{-1} u_{i+1}.
\]

In order to find a relation between \( L^{\epsilon_1, \epsilon_2} \) and \( L^{\epsilon_1, \epsilon_2} \) let us note that

\[
T^{-1} L^-(\lambda) = \lambda F \cdot L^+(\lambda) \cdot F^{-1}, \tag{6.29}
\]
\[
L^{-}(\lambda) T = -q\lambda^{-1} \hat{F} \cdot L^+(\lambda) \cdot \hat{F}^{-1}, \tag{6.30}
\]

where \( F \) and \( \hat{F} \) are the automorphisms of \( \mathcal{W} \) defined as

\[
F \cdot u_i \cdot F^{-1} = v_i, \quad \hat{F} \cdot u_i \cdot \hat{F}^{-1} = v_i^{-1},
\]
\[
F \cdot v_i \cdot F^{-1} = u_{i+1}, \quad \hat{F} \cdot v_i \cdot \hat{F}^{-1} = u_{i+1}^{-1}. \tag{6.31}
\]
It follows that $\mathcal{L}_A^{-+}(\bar{\mu}, \mu)$ and $\mathcal{L}_A^{\lambda}(-\bar{\mu}, \mu)$ are related by a similarity transformation,

$$\mathcal{L}_A^{\lambda}(-\bar{\mu}, \mu) = -q \mu \bar{\mu}^{-1} \mathcal{F}_a \mathcal{F}_a \cdot \mathcal{L}_A^{-+}(\bar{\mu}, \mu) \cdot (\mathcal{F}_a \mathcal{F}_a)^{-1}. \quad (6.32)$$

This implies that $\mathcal{R}_A^{XXZ}$ can be obtained from an operator $\mathcal{R}_A^{XXZ}$ satisfying

$$\mathcal{L}_A^{\lambda}(-\bar{\mu}, \mu) \mathcal{L}_B^{-}(\bar{\nu}, \nu) \mathcal{R}_A^{XXZ}(\bar{\mu}, \mu; \bar{\nu}, \nu) = \mathcal{R}_A^{XXZ}(\bar{\mu}, \mu; \bar{\nu}, \nu) \mathcal{L}_B^{-}(\bar{\nu}, \nu) \mathcal{L}_A^{\lambda}(-\bar{\mu}, \mu). \quad (6.33)$$

simply by applying the similarity transformation $\mathcal{F}_A := \mathcal{F}_a \mathcal{F}_a$.

6.3.2 Factorisation

As observed previously we may get operators $\mathcal{R}_A^{XXZ}$ satisfying (6.33) from the universal R-matrix in the following form

$$\mathcal{R}_A^{XXZ}(\bar{\mu}, \mu; \bar{\nu}, \nu) := \left[ \rho_{XXZ}(\bar{\mu}, \mu; \bar{\nu}, \nu) \right] \cdot \left( (\pi_{\bar{\mu}}^{\pi^{\lambda}} \otimes \pi_{\bar{\nu}}^{\pi^{\lambda}}) \right)_{\text{ren}} \cdot (\mathcal{R}^{-}) \quad (6.34)$$

The product of Lax-matrices appearing in the factorisation (6.23) represents the tensor product of representations $\pi_{\bar{\mu}} \otimes \pi_{\bar{\nu}}$ of the Borel-subalgebra $\mathcal{U}_q(\mathfrak{b}^+)$. It then follows from $(\Delta \otimes \text{id}) (\mathcal{R}) = \mathcal{R}_1 \mathcal{R}_2$ and $(\text{id} \otimes \Delta) (\mathcal{R}) = \mathcal{R}_1 \mathcal{R}_2$ that the operator $\mathcal{R}_A^{XXZ}$ can be factorised as

$$\mathcal{R}_A^{XXZ}(\bar{\mu}, \mu; \bar{\nu}, \nu) = r_{a,b}^{\lambda}(-\bar{\mu}, \bar{\nu}) r_{a,b}^{-\lambda}(\mu, \nu) r_{a,b}^{\lambda}(\bar{\mu}, \bar{\nu}) r_{a,b}^{-\lambda}(\mu, \nu), \quad (6.35)$$

with factors $r_{1,2}^{\lambda}(\mu, \nu)$ all obtained from the universal R-matrix by evaluation in suitable representations as

$$r_{1,2}^{\lambda}(\mu, \nu) := \frac{1}{\rho_{1,2}^{\lambda}(\mu, \nu)} \left[ (\pi_{\bar{\mu}}^{\pi^{\lambda}} \otimes \pi_{\bar{\nu}}^{\pi^{\lambda}}) (\mathcal{R}^{-}) \right]_{\text{ren}}, \quad \epsilon_1 \in \{+, +\}, \quad \epsilon_2 \in \{-, -\}. \quad (6.36)$$

The factorised representation (6.35) for $\mathcal{R}_A^{XXZ}$ implies similar representations for $\mathcal{R}_A^{XXZ}$ and $\mathcal{R}_AB$, as anticipated in (3.51).

**Remark 5.** The representations $\pi^-$ and $\pi^-$ can be considered the conjugate of each other in the following sense:

$$\pi^\pm_{-q^\lambda}(a) = (\pi^\pm_{\lambda}(\mathcal{S}(a)))^*, \quad (6.37)$$

where $\mathcal{S}$ is the antipode

$$\mathcal{S}(e_i) = -e_i k_i^{-1}, \quad \mathcal{S}(f_i) = -k_i^{-1} f_i, \quad \mathcal{S}(k_i) = k_i^{-1}. \quad (6.38)$$

and the involution $*$ is the anti-automorphism of the algebra $\mathcal{W}$ defined by $(u_i, v_i)^* = (u_i^{-1}, v_i)$. Notice that in (6.37) we introduced the representation $\pi^+$ relevant for the following sections. In the case of $\mathcal{U}_q(\mathfrak{sl}_2)$ one has $\pi^\lambda_{\lambda} = \pi^\lambda_{\lambda}, \pi^\lambda_{\lambda}^* = \pi^\lambda_{\lambda}$. One may further notice that $\pi^\lambda_{\lambda}(f_i) = \pi^-_{-q^\lambda}(e_i), \pi^\lambda_{\lambda}(k_i) = \pi^-(-k_i^{-1})$. 
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6.3.3 Decoupling

The representation \( \pi^- \otimes \pi^- \) is reducible, as can be formally expressed as

\[
(\pi^- \otimes \pi^-) \Delta(a) = (\pi^{\text{triv}} \otimes \pi^{\text{min}}_{\lambda, \kappa}) \Delta(a), \quad a \in U_q(b^+),
\]

(6.39)

where \( \pi^{\text{min}}_{s,t} \) and \( \pi^{\text{triv}} \) are defined via

\[
\pi^{\text{min}}_{\lambda, \kappa}(e_i) = \frac{\lambda - 1}{q^{1/2} - q} V^1_i (\kappa U_i + \kappa^{-1} U_i^{-1}) V^1_i, \quad \pi^{\text{min}}_{\lambda, \kappa}(q^{\xi_i}) = U_i^{-1},
\]

(6.40)

\[
\pi^{\text{triv}}(e_i) = 0, \quad \pi^{\text{triv}}(q^{\xi_i}) = C_i^{-1},
\]

(6.41)

provided that we define

\[
U_i^2 = u_i v_i^{-1} \otimes u_i v_i, \quad V_i = v_i \otimes u_{i+1} \cdot C_i^{-1}, \quad C_i^2 = u_i v_i \otimes u_i v_i^{-1},
\]

(6.42)

\[
\lambda := q^{1/2} (\mu \bar{\mu})^{-1/2}, \quad \kappa := (\bar{\mu} \mu)^{-1/2}.
\]

(6.43)

Note that the operators \( U_i, V_i \) satisfy the commutation relations of the algebra \( \mathcal{W} \), while \( C_i^2 \) are central in the algebra generated by \( U_i^2, V_i^2 \) and \( C_i^2 \). The relation (6.39) can be easily verified on the generators \( e_i, q^{\xi_i} \) using the definition of the coproduct and the representations \( \pi^{\dot{\imath}}, \pi^- \) given in (6.4), (6.28).

The factorisation (6.39) can alternatively be shown in the language of Lax matrices as follows. It is straightforward to see that \( L_A^{-\dot{\imath}}(\bar{\mu}, \mu) \) can be factorised as

\[
L_A^{-\dot{\imath}}(\bar{\mu}, \mu) = L^{\text{min}}(\bar{\mu}, \mu) \Lambda(C),
\]

(6.44)

where

\[
L^{\text{min}}(\bar{\mu}, \mu) = (1 - q^{-1} \bar{\mu} M) \left[ \sum_i \left( E_{i} - \bar{\mu} U_i V_i E_{i+1,i} \right) \right]^{-1} \sum_i \left( E_{i} - \mu V_i E_{i+1,i} \right),
\]

(6.45)

using the definitions above. The fact that there exists \( \rho^{\text{min}}_\kappa(\lambda) \) such that

\[
L^{\text{min}}(\bar{\mu}, \mu) = \frac{1}{\rho^{\text{min}}_\kappa(\lambda)} \left[ (\pi^1_1 \otimes \pi^{\text{min}}_{\lambda, \kappa})(\mathcal{B}) \right]_{\text{ren}}
\]

(6.46)

can either be verified directly, or follows more elegantly from the observations made below in Subsection 6.3.4. Keeping in mind that matrix multiplication represents the action of the co-product one may deduce (6.39) from (6.44).

The factorisation (6.39) will be the representation theoretic root of the decoupling of “unphysical” degrees of freedom observed in Section 6.9.2. It will imply that the operator \( R^{\text{XXZ}}_{AB} \) constructed in the factorised form (6.35) admits a similar factorisation into two factors acting non-trivially only in \( \pi^{\text{min}}_{\lambda, \kappa} \) and \( \pi^{\text{triv}} \), respectively, as will be verified by explicit calculation below.
6.3.4 Relation to evaluation representation

It is useful to notice that the representation \( \pi^{\min} \) can be extended to a representation of the full affine algebra \( \mathcal{U}_q(\widehat{\mathfrak{gl}}_M) \), as can be seen in the following way. Note that the spectral parameter dependence of the matrix entries of \( L^{\min}_{\mu;\bar{\mu}} \) takes the following form

\[
L^{\min}_{\mu;\bar{\mu}}(\bar{\mu}, \mu) = \sum_{i,j}^{M} \bar{\mu}^{0} \left( \frac{\mu}{\bar{\mu}} \right)^{\frac{1}{2}} \sum_{i>j}^{M-1} \left( \bar{\mu} \mu^{-1} E_{ij} L_{ji} + \bar{\mu}^{1/2} \mu^{-1} E_{ji} L_{ij} \right),
\]

where \( L_{ii}, \bar{L}_{ii} \) and \( L_{ij} \) are operators independent of the spectral parameter and \( L_{ii} \) is central. The fact that the representation \( \pi^{\min}_{s,t} \) extends from \( \mathcal{U}_q(b^+) \) to a representation of \( \mathcal{U}_q(\widehat{\mathfrak{gl}}_M) \) follows from the known fact that Lax matrices satisfying \( (3.16) \) which have the form \( (6.47) \) with central \( q^{\frac{1}{2}} \) one may get a representation of \( \mathcal{U}_q(\widehat{\mathfrak{gl}}_M) \) by setting

\[
\pi^{ev}_{\lambda}(f_{i}) = \frac{\lambda}{q^{1/2}} \bar{L}_{i+1}^{-1} L_{i+1,i},
\]

\[
\pi^{ev}_{\lambda}(q_{x^{i}}) = L_{i+1}^{-1}.
\]

The extension of the representation \( \pi^{\min}_{s,t} \) to all of \( \mathcal{U}_q(\widehat{\mathfrak{gl}}_M) \) is thereby recognised as a particular representation \( \pi^{ev}_{\lambda} \) of evaluation type.

**Remark 6.** By a similar analysis as the one presented in Section 6.3.3 it is easy to argue that

\[
\left( \pi^{\pm}_{\lambda} \otimes \cdots \otimes \pi^{+}_{\lambda M} \right) \Delta^{(M)} = \left( \pi^{\text{triv}} \otimes \pi^{\{\lambda\}}_{m,d} \circ \text{ev} \right) \Delta,
\]

where \( \pi^{\text{triv}}(f_{i}) = 0 \) and \( \pi^{\{\lambda\}}_{m,d} \) denotes a representation of \( \mathcal{U}_q(\mathfrak{sl}_M) \) on \( L^{2}(\mathbb{R}^{M(M-1)/2}) \). If the parameters \( \{\lambda_s\} \) are generic, this is an irreducible representation.

6.4 \textit{r}++ from the universal R-matrix

In order to construct fundamental R-matrices and Q-operators, see Section 3.4, we need to determine the other building blocks. We shall start with

\[
r^+ - (\lambda \mu^{-1}) = \frac{1}{\rho^+ - (\lambda \mu^{-1})} \left[ (\pi^{+} \otimes \pi^{-})(\mathcal{R}^{-}) \right]_{\text{ren}},
\]

appearing in the expression \( (6.35) \) for the fundamental R-operator \( \mathcal{R}^{\text{XXZ}}_{AB}(\bar{\mu}, \mu; \bar{v}, v) \)

In the following we obtain a regularized version of \( (\pi^{+} \otimes \pi^{-})(\mathcal{R}^{-}) \) from the product formula for the universal R-matrix and show explicitly that \( r^+ - (\lambda) \) satisfies the intertwining property \( (3.52) \).
In the case of \( \pi^- \), using the root ordering specified in Appendix [C.1.1], the only non-vanishing root vectors are given by

\[
\pi^-_\lambda(e_{\epsilon_i}) =: e_i = \frac{q^{-1} - \lambda^{-1}}{q^2 - q} y_i^{-1} y_{i+1},
\] (6.52a)

\[
\pi^-_\lambda(e_{\delta-(\epsilon_i-\epsilon_M)}) = (q^{-1} - q)^{-1} e_0 e_1 \ldots e_{i-1} = \frac{q^{-1} - \lambda^{-i}}{q^2 - q} y_M^{-1} y_i,
\] (6.52b)

\[
\pi^-_\lambda(e_{k\delta}^{(M-1)}) = \frac{(-1)^{k+1}}{q^2 - q} \frac{1}{c^k}.
\] (6.52c)

where \( c_\gamma = q (q^{-1} - q)^M e_1 \ldots e_M = \lambda^{-M} \) is central.

As in Section 6.2.2, the contribution from the positive imaginary root to the universal R-matrix is a scalar factor given by

\[
\rho^{+-}(\lambda \mu^{-1}) := \left( \left( \pi^+_\lambda \otimes \pi^-_\mu \right) (\mathcal{R}^{-\gamma}) \right)_{\text{ren}}.
\] (6.53)

The renormalization prescription and its explicit form are discussed in Section 8.

Concerning the contribution of real positive roots \( \gamma \in \Delta^\epsilon_+(\mathfrak{g}M) \) the result of Section 6.2.1 together with (6.52) immediately implies

\[
\left( \pi^+_\lambda \otimes \pi^-_\mu \right) (f_\gamma \otimes e_\gamma) = -\tau_q^{-2} \begin{cases} 
\tilde{w}_i & \text{if } \gamma = \alpha_i, \ i \in \{1, \ldots, M-1\} \\
q^{1-i} \tilde{w}_0 \ldots \tilde{w}_{i-1} & \text{if } \gamma = \delta - (\epsilon_i - \epsilon_M), \ i \in \{1, \ldots, M-1\} \\
0 & \text{otherwise}
\end{cases}
\] (6.54)

where \( \tau_q = q - q^{-1} \) and \( \tilde{w}_i := -\tau_q^2 f_i \otimes e_i \) satisfy the abelian current algebra on the lattice, see e.g. [FaV93]

\[
\tilde{w}_i \tilde{w}_j = q^{2(\delta_{i,j+1} - \delta_{i,j-1})} \tilde{w}_j \tilde{w}_i
\] (6.55)

It follows that

\[
\left( \left( \pi^+_\lambda \otimes \pi^-_\mu \right) (\mathcal{R}^-) \right)_{\text{ren}} = \rho^{+-}(\lambda \mu^{-1}) \left( \mathcal{E}_{i\bar{2}}(\tilde{w}_1) \ldots \mathcal{E}_{i\bar{2}}(\tilde{w}_{M-1}) \right) \times \\
\times \left( \mathcal{E}_{2\bar{1}}(q^{2-M} \tilde{w}_0 \ldots \tilde{w}_{M-2}) \ldots \mathcal{E}_{2\bar{1}}(\tilde{w}_0) \right) q^{-T}
\] (6.56)

where \( q^T \) is given in (6.17) and the renormalization prescription for the quantum exponential is the same as in (6.17). Notice that \( \tilde{w}_i = \lambda \mu^{-1} u^{-1} i_i \otimes v_i u_i^{-1} \) are positive self adjoint operator for \( \lambda \mu^{-1} \) real and positive.

### 6.5 Intertwining properties and useful expressions for \( r^{++} \)

We now consider the operator \( r^{++}(\lambda) \) appearing in the factorised representation (3.51) for \( \mathcal{R}_{AB} \).

The case of \( r^{--}(\lambda) \) is very similar. We first introduce an operator \( r^{+++}(\lambda) \) related to the operator
$r^+(\lambda)$ constructed in the previous subsection as

$$r^{++}(\lambda) = (1 \otimes \mathcal{F}) \cdot r^+(\lambda) \cdot (\Omega \otimes \mathcal{F})^{-1}. \quad (6.57)$$

Our next goal will be to verify that our renormalisation prescription for the universal R-matrix guarantees that the intertwining relations (3.52) are satisfied. To this aim we shall identify conditions that ensure that an operator $r_{ab}^{++}(\lambda_a, \lambda_b)$ represents a solution of

$$\left[ r_{ab}^{++}(\lambda_a, \lambda_b) \right]^{-1} L_a^+(\lambda_a) L_b^+(\lambda_b) r_{ab}^{++}(\lambda_a, \lambda_b) = L_b^+(\lambda_b) L_a^+(\lambda_a), \quad (6.58)$$

where $L^+(\lambda)$ is defined in (3.14). It will then be easy to verify that the operator $r^{++}$ given by (6.57), (6.56) satisfies these conditions. It will be convenient to introduce

$$\check{r}_{ab}^{++} = \mathcal{P}_{ab} r_{ab}^{++}. \quad (6.59)$$

We temporarily suppress the dependence on the spectral parameters $\lambda_{a,b}$ in our notations. The intertwining relation (6.58) implies the following commutation relations

$$\left[ \check{r}_{ab}^{++}, v_{i+1,a} v_{i,b} \right] = 0, \quad \left[ \check{r}_{ab}^{++}, u_{i,a} u_{i,b} \right] = 0, \quad (6.60)$$

$$\left( \lambda_a^{-1} v_{i,b} u_{i+1,a} + \lambda_b^{-1} u_{i,b} v_{i,a} \right) \check{r}_{ab}^{++} = \check{r}_{ab}^{++} \left( \lambda_b^{-1} v_{i,b} u_{i+1,a} + \lambda_a^{-1} u_{i,b} v_{i,a} \right). \quad (6.61)$$

In order to solve (6.60) we define

$$w_i := v_{i,b}^{-1} v_{i,a} u_{i+1,a}, \quad (6.62)$$

$$\eta_i := v_{i,b} v_{i,a}^{-1} u_{i+1,a}. \quad (6.63)$$

One may put extra $a\ b$ indices on $w, \eta$, this will not be done here as no ambiguity arises. These variables generate the subalgebra of $\mathcal{W} \otimes \mathcal{W}$ that commutes with $v_{i+1,a} v_{i,b}$ and $u_{i,a} u_{i,b}$, compare to (6.60). They give rise to two mutually commutative copies of the $U(1)$ current algebra on the lattice, compare to (6.55), with opposite charge,

$$w_i w_j = q^{-2(\delta_{i,j+1} - \delta_{i,j})} w_j w_i, \quad (6.64)$$

$$\eta_i \eta_j = q^{+2(\delta_{i,j+1} - \delta_{i,j})} \eta_j \eta_i, \quad (6.65)$$

$$\eta_i w_j = w_j \eta_i. \quad (6.66)$$

Any function of the operators $w_i, \eta_i$ will satisfy (6.60). Turning our attention to the conditions (6.61), let us note that these equations can be rewritten as

$$\left( v_{i,b} u_{i+1,a} \right) \check{r}_{ab}^{++} \left( v_{i,b} u_{i+1,a} \right)^{-1} = (z + q w_i)^{-1} \check{r}_{ab}^{++} (1 + z q w_i), \quad (6.67)$$

where $z := \lambda_b^{-1} \lambda_a^{-1}$. Noting that $(v_{i,b} u_{i+1,a}) w_j (v_{i,b} u_{i+1,a})^{-1} = q^{2(\delta_{i,j} - \delta_{i+1,j})} w_j$ one recognises (6.67) as a difference equation restricting the dependence of $\check{r}_{ab}^{++}$ on the operators $w_i$.  
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6.5. First formula for $r^{++}$

In this section we will show that any expression of the form

$$r^{++}_{ab} = \frac{h(z w_l^{-1})}{\theta(w_1)} \frac{h(z w_{l+2}^{-1})}{\theta(w_{l+2})} \cdots \frac{h(z w_{l(M-1)}^{-1})}{\theta(w_{l(M-1)})} \times h(z^M w_{l(M-1)}) \cdots h(z^2 w_{l-2}) h(z w_1),$$

will represent a solution of (6.67) provided that the function $h(x)$ satisfies the relations

$$h(q^{+++} x) = h(q^{-1} x) (1 + x), \quad \theta(x) := h(x) h(x^{-1}).$$

In (6.68) we have been using the notations $w_{l,j} := q^{-j} w_i w_{i+1} \ldots w_j$. Notice that the $q$ power in front of this expression is such that $w_{l,j} = e^{\sum_{k=1}^{j} \log w_k}$. One furthermore has $\theta(q^{++} x) = x \theta(q^{-1} x)$. It is manifest that for $z = 1$ one has $r^{++}_{ab} = 1$. The fact that (6.68) solves (6.67) for $i = 1$ is immediately verified by using the properties (6.69) and observing that the products $w_{l,k}$ are invariant under the conjugation in the left hand side of (6.67) for $2 \leq k \leq M$. In order to complete the proof that (6.68) provides the desired solution it is enough to show that it is cyclic invariant, i.e. it does not change upon substituting $w_j$ with $w_{j+1}$. In order to do so we find it convenient to rewrite

$$r^{++}_{ab} = \Upsilon_w h(z w_2) h(z w_3) \cdots h(z w_M) h(z^{M-1} w_{l(M-1)}) \cdots h(z^2 w_{l-2}) h(z w_1),$$

where

$$\Upsilon_w := \frac{1}{\theta(w_1)} \frac{1}{\theta(w_{l+2})} \cdots \frac{1}{\theta(w_{l(M-1)})} = \frac{1}{\theta(w_{M-1})} \cdots \frac{1}{\theta(w_2)} \frac{1}{\theta(w_1)}.$$

The quantity $\Upsilon_w$ is cyclic invariant by itself. This can be shown moving the the last factor on the right of (6.71) to the left and using basic properties of the function $\theta(x)$. In order to show that the remaining factor in (6.70) is cyclic one uses the pentagon relation

$$h(y) h(x) = h(x) h(q^{++} y) h(y), \quad xy = q^{-2} y x.$$  

Details are left to Appendix F.1. We have thus singled out (6.69) and (6.72) as the properties of the special function $h(x)$ necessary in order for (6.68) to solve (6.67). These properties are satisfied by $E_{i\varphi}(x)$ [Fa99, FaKV, Vo], so we will set $h(x) = E_{i\varphi}(x)$. The function $e_b(x) = E_{i\varphi}(e^{2\pi b x})$ satisfies the inversion relation

$$e_b(x) e_b(-x) = \zeta_b e^{i\pi x^2}, \quad \zeta_b = e^{i\pi (b^2 - b^{-2})},$$

which implies that $\theta(e^{2\pi b x}) = \zeta_b e^{i\pi x^2}$. 
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6.5.2 $r^{++}$ via the Universal R-matrix: comparison

One should note, however that equation (6.58) can not determine $r_{ab}^{++}$ uniquely. Recall that the variables $\eta$ commute with the variables $w$ and satisfy (6.60). They furthermore commute with $v_{i,b}u_{i+1,a}$. Multiplying a given solution $r_{ab}^{++}$ of (6.58) by any function of the operators $\eta_i$ will therefore give us another solution of (6.58).

In Section 6.5.1 we demonstrated that the operator $r_{ab}^{++}(\lambda, \mu)$ defined using (6.68) in (6.59) is a solution to (6.58). We expect that the operator $r_{ab}^{'+}(\mu \lambda^{-1})$ defined by a suitable renormalisation of the formal expression following from the universal R-matrix in Section 6.4 represents another solution to (6.58). We shall now clarify the relation between the two operators. It is expressed by the following formula

$$r_{ab}^{'+}(\mu \lambda^{-1}) = r_{ab}^{++}(\lambda, \mu) \Upsilon_\eta, \quad (6.74)$$

where $\Upsilon_\eta$ takes the same form as $\Upsilon_w$, defined in (6.71), with the function $\theta(x)$ replaced by its inverse $\theta^{-1}(x)$. It follows immediately from relation (6.74) that the operator $r_{ab}^{'+}$ indeed solves the intertwining relation (6.58), as expected. The presence of the factor $\Upsilon_\eta$ reflects the ambiguity in the solution of (6.58) noted above.

**Proof of (6.74):** It follows from (6.57) and (6.56) that

$$\mathbb{P}_{ab} r_{ab}^{++}(\mu \lambda^{-1}) = N_{ab} S_{ab} F(\hat{w}) S_{ab}^{-1}, \quad (6.75)$$

where

$$F(\hat{w}) = \mathcal{E}_{b2}(\hat{w}_1) \ldots \mathcal{E}_{b2}(\hat{w}_{M-1}) \mathcal{E}_{b2}(q^{-M} \hat{w}_0 \ldots \hat{w}_{M-2}) \ldots \mathcal{E}_{b2}(\hat{w}_0) \quad (6.76)$$

$$N_{ab} := \mathbb{P}_{ab} F_a q^{-T_{ab}} F_b^{-1} \Omega_a^{-1}, \quad S_{ab} := \Omega_a F_a q^{+T_{ab}}, \quad (6.77)$$

and $\hat{w}_i = \mu \lambda^{-1} u_i^{-1} \otimes v_i u_i^{-1}$. In order to derive (6.74) from (6.75) we need to take two simple steps: (i) Study the action of the similarity transform $S_{ab}$, and (ii) derive a useful expression for the operator $N_{ab}$. Concerning point (i), it is easy to show that

$$S_{ab} \hat{w}_i S_{ab}^{-1} = z \hat{w}_{i+1}, \quad (6.78)$$

where $w_i$ is defined in (6.62), while $z = \mu \lambda^{-1}$. For taking the second step (ii), it is useful to note the following identity

$$N_{ab} \Upsilon_w \Upsilon_{\eta} = \Upsilon_w \Upsilon_{\eta}, \quad (6.79)$$

where $\Upsilon_w$ is defined in (6.71) and $\Upsilon_{\eta}$ takes the same form as $\Upsilon_w$ with the function $\theta(x)$ replaced by its inverse $\theta^{-1}(x)$. This identity can be shown by computing the matrix elements of both sides. One may further notice that $\Upsilon_{\eta,w}$ satisfy the relations

$$\Upsilon_w \hat{w}_i \Upsilon_w^{-1} = \hat{w}_{i-1}, \quad \Upsilon_{\eta} \hat{\eta}_i \Upsilon_{\eta}^{-1} = \hat{\eta}_{i-1}. \quad (6.80)$$

The relation (6.74) simply follows from (6.75), (6.78), (6.79) and (6.70).
6.5.3 \( \check{r}^{++} \) satisfies the Yang-Baxter equation

We have seen that the intertwining relation (6.58) does not fix \( \check{r}^{++} \) uniquely. Here we address the natural question of whether the Yang-Baxter equation for \( \check{r}^{++} \) fixes this ambiguity. A solution of (6.58) is given by

\[
\check{r}^{++}_{ab}(\lambda_a, \lambda_b) = P_{ab} \rho_z(w_{ab}) f_z(\eta_{ab}), \quad z = \lambda_a^{-1} \lambda_b. \tag{6.81}
\]

Here \( w_{ab} \) and \( \eta_{ab} \) are defined in (6.62), (6.63), moreover \( \rho_z(w_{ab}) \) is defined by (6.70) and \( f_z(\eta_{ab}) \) is any function of \( \eta \). The Yang-Baxter equation for \( \check{r}^{++} \) can be brought to the braid-type form

\[
f_z(\eta_1) \rho_z(w_1) f_{zw}(\eta_2) \rho_{zw}(w_2) f_w(\eta_1) \rho_w(w_1) = f_w(\eta_2) \rho_w(w_2) f_{zw}(\eta_1) \rho_{zw}(w_1) f_z(\eta_2) \rho_z(w_2), \tag{6.82}
\]

where \( \eta_1 = \eta_{ba}, w_1 = w_{ba}, \eta_2 = \eta_{cb}, w_2 = w_{cb} \). The important observation to be made is that \( \eta_{ba} \rho_{ba} = w_{ba} \eta_{ba}, \eta_{cb} \rho_{cb} = w_{cb} \eta_{cb} \), where \( \alpha, \beta = 1, 2 \). For this reason the braid relation above can be disentangled into two relations

\[
f_z(\eta_1) f_{zw}(\eta_2) f_w(\eta_1) = f_w(\eta_2) f_{zw}(\eta_1) f_z(\eta_2), \tag{6.83}
\]

\[
\rho_z(w_1) \rho_{zw}(w_2) \rho_w(w_1) = \rho_w(w_2) \rho_{zw}(w_1) \rho_z(w_2). \tag{6.84}
\]

We conclude that a solution to (6.58) of the form (6.81) satisfies the Yang-Baxter equation provided that \( f_z \) and \( \rho_z \) satisfy the braid relations (6.83), (6.84). In the discussion above we took \( f_w(\eta) \) to be either 1 or proportional to \( \Upsilon_\eta \), see (6.80). One may observe that \( \Upsilon_{\eta_1} \Upsilon_{\eta_2} \Upsilon_{\eta_1} = \Upsilon_{\eta_2} \Upsilon_{\eta_1} \Upsilon_{\eta_2} \). In Appendix F.2 we verify (6.84) directly.

The considerations above imply in particular that the normalised R-operator \( r^{++} \) satisfies the same Yang-Baxter equation as the R-operator \( r^{++} \) coming from the universal R-matrix.

6.6 Another useful expression for \( \check{r}^{++} \)

We are now going to derive another expression for the operator \( \check{r}^{++}_{ab} \) that will be very useful for deriving representations as integral operators. The operator \( \check{r}^{++}_{ab} \) can be represented as

\[
\check{r}^{++}_{ab} = \int ds \hat{\rho}^{++}_z(s) w(s), \quad ds = \delta(s_{tot}) \prod_{i=1}^M ds_i, \quad w(s) := e^{\sum_{i=1}^M s_i \log w_i}. \tag{6.85}
\]

where \( s_{tot} = \sum_{i=1}^M s_i \), \( z = e^{2\pi i b}, q = e^{-i\pi b^2} \) and

\[
\hat{\rho}^{++}_z(s) = N_z \prod_{k=1}^M s_b(ibs_{k,k+1} - v + c_b), \quad N_z := \frac{e^{\pi i v^2 M(M-1)}}{s_b(c_b - Mv)}. \tag{6.86}
\]
using the notations \( s_{i,j} = s_i - s_j, v = (2\pi b)^{-1}\log z \). The special function \( s_b(x) \) is a close relative of \( e_b(x) \) defined as

\[
s_b(x) = \zeta_b^{-1/2} e^{-i\pi x^2} \, e_b(x) .
\]  

(6.87)

In order to derive (6.85), let us introduce the notation \( x_k = (2\pi b)^{-1}\log w_k \) and \( x_{1,k} : = (2\pi b)^{-1}\log w_{1,k} = x_1 + \cdots + x_k \). From the exchange relations (6.64) it follows that

\[
[x_i, x_j] = \frac{1}{2\pi i} (\delta_{i,j+1} - \delta_{i,j+1}) \text{,}
\]  

(6.88)

where the indices are taken modulo \( M \). Consider (6.68) and rewrite each term using \([\text{FaKV}]\)

\[
\frac{h(z^k w_{1,k}^{-1})}{\theta(w_{1,k})} = e^{i\pi v^2} e^{-2\pi i z x_{1,k}} \frac{e_b(x_{1,k} - v)}{e_b(x_{1,k})} = \zeta_0^{-1} \int e^{i\pi u^2} \theta e_b(v - u - c_k) \theta^{-1} e^{-2\pi i v x_{1,k}} \text{,}
\]  

(6.89)

\[
h(z^k w_{1,k}) = e_b(kv + x_{1,k}) = \zeta_0^{+1} \int e^{-i\pi v^2} \theta e_b(c_k + v_k) e^{-2\pi i v(kv + x_{1,k})} \text{,}
\]  

(6.90)

where \( \zeta_0 = e^{i\pi(1-L_s^2)/12} \). The next step is to group the non-commuting exponentials (using the relation \( e^A e^B = e^{A+B} e^{i[A,B]} \) when \([A, B]\) is central) as follows

\[
\left( e^{-2\pi i x_1 L_1} \cdots e^{-2\pi i x_{1,M-1} L_{M-1}} \right) \left( e^{-2\pi i x_1 R_{M-1}} \cdots e^{-2\pi i x_{1} R_1} \right) = e^{-2\pi b \sum_{k=1}^{M-1} z_k s_{i+1,M} w(s)} \text{,}
\]  

(6.91)

where \( z_i = (L_i - R_i)/2 \) and \( L_i + R_i = ib(s_i - s_{i+1}) \) with \( \sum_{i=1}^{M} s_i = 0 \) and \( s_{i,j} = s_i - s_j \). With this change of variables we rewrite

\[
\text{(6.68)} = \int \prod_{i=1}^{M} ds_i \delta(s_{i+1}) w(s) \prod_{k=1}^{M-1} e^{-2\pi i k v (a_k - c_k)} \int e^{b(z_k - z) / 2} e_b(a_k - z) e^{-2\pi iz \rho_k} \text{,}
\]  

(6.92)

where

\[
a_k = b + i b s_{k+1}, \quad b_k = v - i b s_{k+1} - c_k, \quad \rho_k = -ib s_{k+1} L_k - k v \text{.}
\]  

(6.93)

Notice that the integration has decomposed into the integration over \( s \) and the product of \( M-1 \) integrals over the variable \( z \). These integrals can be done using \([\text{FaKV}][\text{ByT1}]\)

\[
\int e^{b(v - y)} e^{-2\pi i u y} = \frac{e_b(v - u - c_k) e_b(w + c_b)}{e_b(v - u + w - c_b)} e^{-\pi i w(a + v)} \text{.}
\]  

(6.94)

Note that the term in parenthesis in (6.92) can be simplified by using the identity

\[
\prod_{k=1}^{M-1} \frac{S_b(b s_{k+1} + iv) S_b(b s_{M,k} + iv)}{S_b(b s_{M,k+1} + iv)} = \frac{1}{S_b(i M v)} \prod_{k=1}^{M-1} S_b(b s_{k+1} + iv) \text{,}
\]  

(6.95)

which holds for any function \( S_b(x) \). The relation (6.85) immediately follows upon setting \( S_b(x) := s_b(ix + c_b) \).
Let us finally note that (6.85) gives us a convenient way to re-prove that \( \bar{r}^{++}_a b \) satisfies (6.67). Inserting (6.85) into (6.67) one finds that (6.67) will hold if \( K_z(s) := q^{-\frac{1}{2}} \sum_{i,j} s_i A_{ij} s_j \bar{\rho}^{++}_z(s) \) satisfies

\[
0 = K_z(s)(zt_i^2 - 1) + K_z(s - \delta_i + \nu_0)(1 - zq^2 t_{i-1}^2), \quad t_i := q^{s_i-s_{i+1}},
\]

where \( \nu_0 = \frac{1}{M}(1,1,\ldots,1) \) and \( \delta_i \) is a \( M \)-vector with zero everywhere except at position \( i \). In deriving (6.96) we made use of the following property: \( w(s + \alpha \nu_0) = w(s) \) for an an arbitrary constant \( \alpha \). This will be the case if \( K_z(s) = M \prod_{i=1}^M f_z(t_i^2) \), provided that \( f_z(x) \) satisfies

\[
f_z(q^{-2} x) = (1 - zx) f_z(x), \quad \text{as is clearly the case when } f_z(x) \text{ is chosen as } f_z(t_i^2) = (\mathcal{E}_{t^2}(-qz t_i^2))^{-1}.
\]

### 6.7 The twisted story

We had previously observed the possibility to modify the universal R-matrices by using Drinfeld twists. It is natural to ask what is the integrable lattice model constructed from the twisted R-matrices\(^6\). We will consider the simple twist introduced in Section 4.3. Some remarkable simplifications will later emerge in this case.

Let us first consider \( (\pi^f \otimes \pi^f)(\mathcal{H}) \), and \( (\pi^f \otimes \pi^f)(\mathcal{H}) \). The resulting Lax matrices are

\[
\tilde{L}^{+}_{2a-1}(\mu) = \Lambda(\tilde{u}) \left( 1 + q^{M-1} \frac{1}{\mu} \sum_{i=1}^M \nu_{i,2a-1} E_{ii+1} \right),
\]

\[
\tilde{L}^{+}_{2a}(\mu) = (1 - q^{-1} \bar{\mu}^M) \left( 1 - q^{-\frac{1}{2}} \bar{\mu} \sum_{i=1}^M \nu_{i,2a} E_{i+1i} \right)^{-1} \Lambda(\tilde{u}'),
\]

where \( \tilde{u} \) and \( \tilde{u}' \) are defined as

\[
\tilde{u}_{i,2a-1} = \prod_j (u_{j,2a-1})^{-X_{ij}}, \quad \tilde{u}'_{i,2a} = \prod_j (u_{j,2a})^{-X_{ij}}.
\]

and \( X_{ij} \) is given in (4.25). The only non-trivial commutation relations involving the variables above are given by

\[
\tilde{u}_{i,2a-1} \nu_{j,2a-1} = q^{\frac{1}{2}} - 2 \nu_{j,2a-1} \tilde{u}_{i,2a-1} \tilde{u}'_{i,2a}, \quad \tilde{u}'_{i,2a} \nu_{j,2a} = q^{2\delta_{i,j} - \frac{1}{2}} \nu_{j,2a} \tilde{u}'_{i,2a}.
\]

---

\(^6\) The same twist has been used in [IS03].
The algebra generated by the matrix elements of $\tilde{\mathcal{C}}(\tilde{\mu}, \mu) = \tilde{\mathcal{L}}^-(\tilde{\mu})\tilde{\mathcal{L}}^+(\mu)$ has generators

$$
\begin{align*}
\tilde{\mathcal{L}}^2_{i,a} &= u_{i,2a}^2 v_{i,2a} v_{i,2a-1} u_{i+1,2a-1}^{-2}, \quad \tilde{U}_{i,a} = u_{i,2a}^2 u_{i,2a-1}.
\end{align*}
$$

The physical degrees of freedom are conveniently represented by

$$
\tilde{x}_{i,2a} = v_{i,2a+1} v_{i,2a}, \quad \tilde{x}_{i,2a-1} = u_{i,2a}^2 v_{i,2a} v_{i,2a-1} u_{i+1,2a-1}^{-2}, \quad (6.103)
$$

they satisfy the same algebra as $\chi_{i,m}$. The light-cone evolution operators are now found to be

$$
\tilde{U}^+_{\kappa} = C_{\text{odd}} \prod_{a=1}^{N} q^{2f_{2a,2a+1}} \prod_{i=1}^{M} \mathcal{J}_\kappa(\tilde{x}_{2a}) , \quad \tilde{U}^-_{\kappa} = \tilde{U}^+_{\kappa} C^{-1} , \quad (6.104)
$$

where

$$
f_{ab} := -\frac{1}{2(\pi b^2)^2} \sum_{i,j} \log(u_{i,a}) X_{ij} \log(u_{j,b}). \quad (6.105)
$$

The equations of motion (3.5) are unchanged. This means that the integrable lattice model constructed from the twisted universal R-matrices is as good as a regularisation of the affine Toda theory as the original one.

In order to clarify how much replacing the universal R-matrix $\mathcal{R}$ by $\tilde{\mathcal{R}}$ modifies the integrable lattice models constructed using these universal R-matrices let us temporarily consider more general twist elements of the form $\mathcal{F} = \sigma(q^{-f})$ with matrix $X_{ij}$ appearing in (4.25) left arbitrary. The Lax matrices obtained from $\tilde{\mathcal{R}}$ always take the form

$$
\begin{align*}
\tilde{\mathcal{L}}^+(\mu) &= \Lambda(y^L) \ell \Lambda(y^R) = \sum_{i=1}^{M} \left( a_i^+ E_{i,i} + b_i E_{i,i+1} \right), \\
\tilde{\mathcal{L}}^-\tilde{\mu}) &= \Lambda(\tilde{y}^L) \tilde{\ell} \Lambda(\tilde{y}^R) = \left(1 - q^{-1} \tilde{\mu}^M \right) \left( a_i^{-1} E_{i,i} - b_i E_{i,i+1} \right) \left(1 - q^{-1} \tilde{\mu}^M \sum_{i=1}^{M} E_{i+1,i} \right)^{-1},
\end{align*}
$$

where

$$
\ell = 1 + q^{\frac{M+1}{\mu}} \sum_{i=1}^{M} E_{i,i+1}, \quad \tilde{\ell} = \left(1 - q^{-1} \tilde{\mu}^M \right) \left(1 - q^{-1} \tilde{\mu}^M \sum_{i=1}^{M} E_{i+1,i} \right)^{-1}. \quad (6.107)
$$

The dependence on the twist is encoded in the form of the variables $y_i^L$, $y_i^R$, $\tilde{y}_i^L$, $\tilde{y}_i^R$ in terms of $u_i$, $v_i$. The explicit expressions will not be used in the following. The gauge invariant combinations are

$$
\begin{align*}
\tilde{x}_{i,2a-1} &= \left( \frac{1}{\tilde{y}_{i+1}^R} \tilde{y}_i^L \right)_{2a} \left( \frac{1}{\tilde{y}_i^R} \tilde{y}_{i+1}^L \right)_{2a-1} \sim \left( b_i^{-1} a_i^+ \right)_{2a} \left( b_i^+ a_i^{-1} \right)_{2a-1}, \\
\tilde{x}_{i,2a} &= \left( \tilde{y}_{i+1}^L \frac{1}{\tilde{y}_i^L} \right)_{2a} \left( \tilde{y}_i^R \tilde{y}_{i+1}^R \right)_{2a} \sim \left( a_{i+1}^{-1} b_i^+ \right)_{2a} \left( \frac{1}{a_i^+} b_i^+ \right)_{2a+1}. \quad (6.108)
\end{align*}
$$
It is not hard to see that the algebraic relations and the discrete equation of motion satisfied by the $\tilde{\chi}_{i,k}$ are independent of $X_{ij}$. Let us furthermore note that for generic $X_{ij}$ we have

$$\tilde{T}(\lambda) = T(\lambda) \big|_{\chi \mapsto \tilde{\chi}}$$

where $\tilde{T}(\lambda)$ is the monodromy matrix defined from $\tilde{L}^\varsigma(\mu)$ in the same way as $T(\lambda)$ is built from $L^\varsigma(\mu)$. In order to verify (6.109) it suffices to note that

$$\tilde{\mathcal{M}}(\lambda) = \Lambda(\gamma^R_1) \mathcal{M}'(\lambda) \Lambda(\gamma^R_1), \quad \mathcal{M}'(\lambda) = \Lambda_{2N} \ell \Lambda_{2N-1} \ell \ldots \Lambda_1 \ell,$$

where

$$\Lambda_{2a} := \Lambda(\gamma^R_{2a+1} \bar{y}^L_{2a}), \quad \Lambda_{2a-1} := \Lambda(\bar{y}^R_{2a} y^L_{2a-1}).$$

Notice that the matrices $\Lambda_k$ contain only gauge invariant combinations. Moreover, one can verify that the effect of the similarity transform $\Lambda(\gamma^R_1)$ on the transfer matrix is the same for any value of the twist. We conclude that the twist only modifies the way the variables $\tilde{\chi}_{i,k}$ are constructed out of the basic variables $u_{i,k}$ and $v_{i,k}$. It will turn out, however, that some choices of $X_{ij}$ are more convenient to work with than others.

### 6.8 Assembling the fundamental R-operators

#### 6.8.1 Preparations

We had previously observed that the Lax-matrices of our interest can be represented in a factorised form, $L_A(\lambda) = \tilde{L}_a(\bar{\mu}) L^+_a(\mu)$. We are using the notation $A = (\bar{a}, a)$ and will denote the Hilbert space the matrix elements of $L_A(\lambda)$ are realised on by $\mathcal{H}_A = \mathcal{H}_a \otimes \mathcal{H}_{\bar{a}}$. It follows that the corresponding fundamental R-operators can be obtained from

$$\mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) = r^{+\bar{+}}_{ab}(\bar{\nu}/\mu) r^{+\bar{+}}(\nu/\mu) r^{-\bar{-}}_{ab}(\bar{\nu}/\bar{\mu}) r^{-\bar{-}}_{ab}(\nu/\bar{\mu}).$$

(6.112)

Our goal is to find more explicit representations for the operators $\mathcal{R}_{AB}$. We begin by displaying the structure of the ingredients in a convenient form:

$$r^{+\bar{+}}_{ab}(\nu) = (\bar{\vartheta}_{1/\nu}(\tilde{\chi}_{ba}))^{-1} q^{-\bar{t}_{ba}}, \quad r^{+\bar{+}}_{ab}(\nu) = P_{ab} \rho^{+\bar{+}}_{\nu}(w_{ab}),$$

$$r^{-\bar{-}}_{ab}(\nu) = q_{a\bar{b}} \vartheta_{\nu}(\tilde{\chi}_{a\bar{b}}), \quad r^{-\bar{-}}_{ab}(\nu) = P_{\bar{a}b} \rho^{\bar{-}\bar{-}}_{\bar{\nu}}(\bar{w}_{\bar{a}b}),$$

(6.113a)

where $\tilde{\chi}_{ab}$, $w_{ab}$ and $\bar{w}_{\bar{a}b}$ denote the collection of operators

$$w_{ab} = (v_i u_{i+1})_a (v_i^{-1} u_i)_b, \quad \bar{w}_{\bar{a}b} = (u_{i+1} v_i)_a (v_i u_i^{-1})_b.$$

(6.113b)

We may thereby represent $\mathcal{R}_{AB}$ in the following form:

$$\mathcal{R}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) = P_{AB} \cdot [\bar{\vartheta}_{\mu/\nu}(z_{AB})]^{-1} \cdot \rho^{+\bar{+}}_{\mu/\nu}(x_{AB}) \rho^{\bar{-}\bar{-}}_{\bar{\nu}/\bar{\mu}}(y_{AB}) \cdot \vartheta_{\nu/\mu}(z_{AB}),$$

(6.114)
A straightforward generalisation of the analysis above leads to the conclusion that \( C \) commutes with the transfer matrices \( \mathcal{T}(\bar{t}, \bar{u}; \bar{t}, \bar{u}) \) in terms of operators \( U_i^\dagger, V_A, U_B \) and \( V_B \) defined as

\[
(U_i^\dagger)^2 = (u_i v_i)_a (v_i u_i)_a, \quad (C_i^\dagger)^2 = (v_i^{-1} u_i)_a (u_i v_i)_a, \quad V_A = (C_i^\dagger)^{-1} V_i, \quad V_B = (C_i^{+1})^{-1} V_i, \quad U_i^\dagger = u_{i+1} a u_{i+1} a.
\]

(6.116)

Notice that the operators \( C_i^\dagger \) are central in the algebra generated by the combinations (6.116), while \( U_i^\dagger, V_A \) satisfy the defining relations of the algebra \( \mathcal{W}_M \).

The result is most conveniently expressed in the form

\[
x_i^{AB} = (z_i^{AB})^{-\frac{1}{2}} (U_i^\dagger)^{+2} (z_i^{AB})^{-\frac{1}{2}}, \quad y_i^{AB} = (z_i^{AB})^{+\frac{1}{2}} (U_i^\dagger)^{-2} (z_i^{AB})^{+\frac{1}{2}}, \quad z_i^{AB} = U_i^\dagger V_i (V_i^{-1})^\dagger U_i.
\]

(6.117)

This representation makes clear that the operator \( P_{AB} \mathcal{R}_{AB} \) commutes with \( C_i^\dagger \) and \( C_i^\prime \). Noting that \( C_i^\prime \equiv C_{2a-1} \) if \( A = (\bar{a}, \bar{a}) \sim (2a, 2a - 1) \), it becomes easy to see that the fundamental transfer matrices \( \mathcal{T}(\bar{\mu}, \mu; \bar{\nu}, \nu) \) defined as \( \mathcal{T}(\bar{\mu}, \mu; \bar{\nu}, \nu) = C \cdot \mathcal{T}(\bar{\mu}, \mu; \bar{\nu}, \nu) \), where \( C \) is the shift operator, commute with \( C_{2a-1} \).

In order to show that the fundamental transfer matrices \( \mathcal{T}(\bar{\mu}, \mu; \bar{\nu}, \nu) \) also commute with \( C_{2a} \), let us note that the cyclic symmetry of the trace allows us to rewrite the definition of \( \mathcal{T}(\bar{\mu}, \mu; \bar{\nu}, \nu) \) in terms of the fundamental R-operators \( \mathcal{R}_{AB}^\prime \) associated to the Lax-matrices \( \mathcal{L}_{AB}^\prime(\lambda) = \mathcal{L}_{AB}^+ (\mu) \mathcal{L}_{AB}^{-1} \mathcal{a} (\bar{\mu}) \). The corresponding fundamental R-operator \( \mathcal{R}_{AB}^\prime \) may be represented as

\[
\mathcal{R}_{AB}^\prime(\mu, \bar{\mu}, \nu, \bar{\nu}) = r_{ab}^+ (\nu/\mu) r_{ab}^- (\nu/\mu) r_{ab}^+ (\bar{\nu}/\bar{\mu}) r_{ab}^- (\bar{\nu}/\bar{\mu}).
\]

(6.118)

A straightforward generalisation of the analysis above leads to the conclusion that \( P_{AB} \mathcal{R}_{AB}^\prime \) commutes with \( C_i^\dagger \) and \( C_i^\prime \), defined as

\[
C_i^\dagger := (v_i u_i)_a (v_i^{+1} u_i^{+1})_a, \quad C_i^\prime := (v_i u_i)_b (v_i^{+1} u_i^{+1})_b.
\]

(6.119)

Noting that \( C_i^\dagger \equiv C_{2a} \) if \( A = (\bar{a}, \bar{a}) \sim (2a + 1, 2a) \) leads to the conclusion that \( \mathcal{T}(\mu, \mu; \nu, \nu) \) commutes with \( C_{2a} \). Taken together we have shown that the fundamental transfer matrix is a physical observable.

**XXZ-type chains.** One may also consider \( \mathcal{R}_{AB}^{XXZ} \) defined as

\[
\mathcal{R}_{AB}^{XXZ}(\mu, \mu; \nu, \nu) = r_{ab}^+ (\nu/\mu) r_{ab}^- (\nu/\mu) r_{ab}^+ (\bar{\nu}/\bar{\mu}) r_{ab}^- (\bar{\nu}/\bar{\mu}).
\]

(6.120)
with \( r_{ab}^- (1) = P_{ab} \), \( r_{\bar{a}b}^- (1) = \bar{P}_{ab} \). The operator \( R_{AB}^{XXZ} \) is related to the lattice affine Toda fundamental R-operator \( R_{AB}^{\text{AT}} = R_{AB} \) via
\[
R_{AB}^{XXZ} (\bar{\mu}, \mu; \bar{\nu}, \nu) = \Omega_A \cdot (F_a F_b)^{-1} \cdot R_{AB}^{\text{AT}} (\bar{\mu}, \mu; \bar{\nu}, \nu) \cdot (F_a F_b) \cdot \Omega_B^{-1}.
\]
(6.121)

It follows that \( R_{AB}^{XXZ} \) takes the form (6.114) with
\[
(x_{AB}, y_{AB}, z_{AB})^{XXZ} = S (x_{AB}, y_{AB}, z_{AB})^{\text{AT}} S^{-1}, \quad S := \Omega_B \cdot (F_a F_b)^{-1}.
\]
(6.122)

### 6.8.2 Twisted lattice affine Toda

One may easily carry out the same analysis for the R-operators coming from the twisted universal R-matrices \( \tilde{R}^\pm \), see (4.23). The formulae for the ingredients are very similar
\[
\tilde{r}_{ab}^\pm (-1) = (q_{1/\nu} (\bar{\chi}_{ab}))^{-1} q^{-2f_{ab}}, \quad \tilde{r}_{ab}^\pm (1) = P_{ab} \rho^\pm (w_{ab}),
\]
\[
(\tilde{r}_{\bar{a}b}^\pm (1) = \bar{P}_{ab} \rho^\pm (\bar{w}_{\bar{a}b}), \quad \tilde{r}_{\bar{a}b}^\pm (1) = \bar{P}_{ab} \rho^\pm (\bar{w}_{\bar{a}b}),
\]
(6.123a)

where \( \bar{\chi}_{ab}, w_{ab} \) and \( \bar{w}_{\bar{a}b} \) are now given by the expressions
\[
x_{ab}^i := v_{i,\bar{a}} v_{i,b}, \quad w_{ab}^i = (u_{i+1}^a v_i u_{i+1}^b)_1 v_{i,b}^{-1}, \quad \bar{w}_{\bar{a}b} = v_{i,\bar{a}} (u_i v_i u_{i+1})^{-1}.
\]
(6.123b)

The rest of the analysis proceeds as before. The resulting formula for the operator \( \tilde{R}_{AB} (\bar{\mu}, \mu; \bar{\nu}, \nu) \) is very similar to formula (6.117), the only changes being that one needs to replace the expression for \( z_{AB}^i \) in (6.117) by
\[
\tilde{z}_{AB}^i = \tilde{v}_A \tilde{v}_B^{-1},
\]
(6.124)

and that one now needs to define
\[
(U_A)^2 = (u_{i+1} a u_i a)_1 v_{i,\bar{a}} v_{i+1,a} v_{i+1,a}^{-1}, \quad \tilde{V}_A = v_{i,\bar{a}}, \quad \tilde{V}_B = v_{i+1,a}.
\]
(6.125)

This innocent-looking modification has important consequences. For application to integrable lattice models it is helpful to have a formula for the kernel of \( R_{AB} (\bar{\mu}, \mu; \bar{\nu}, \nu) \) that is as simple as possible. Such a formula will be derived shortly for the operator \( \tilde{R}_{AB} (\bar{\mu}, \mu; \bar{\nu}, \nu) \) obtained from the twisted R-matrices \( \tilde{R}^\pm \), taking advantage of the fact that \( \tilde{z}_{AB}^i \) is diagonal in representations where \( V_A \) and \( V_B \) are diagonal.

We may observe, on the other hand, that it is impossible to diagonalise the families of operators \( \{ U_A^i V_A^i \} \) and \( \{ V_B^{-1} U_B^{i+1} \} \) simultaneously as the operators in these families do not mutually commute for different values of the index \( i \). This means that it will be much more convenient to work with integrable lattice models build from the twisted universal \( \tilde{R} \)-matrices \( \tilde{R}^\pm \) rather than the original ones.

\[\text{This equation differs from (3.55) by a similarity transform originating form the definition of } L^{XXZ}, \text{ see (3.22).}\]
6.8.3 Factorization from the universal $R$-matrix.

In all the cases above were able to express the $R$-operators in terms of the operators $U_{i,R}$, $V_{i,R}$, $C_{i,R}$, $R = A, B$ generating a sub-algebra of the algebra of all operators acting on $\mathcal{H}_A \otimes \mathcal{H}_B$ which has a center generated by the operators $C_{i,R}$. We will now see that this phenomenon has a natural representation-theoretic explanation.

We had observed in Section 6.3.3 that the tensor product $\pi_{\lambda_1}^- \otimes \pi_{\lambda_2}^+$ is isomorphic to the tensor product of a representation of evaluation type with a trivial representation. A similar statement holds for the tensor product $\pi_{\lambda,\kappa}^+ \otimes \pi_{\lambda,\kappa}^-$. The precise statement is

$$\left( \pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+ \right) \Delta(a) = \left( \pi_{\lambda,\kappa}^+ \otimes \pi_{\lambda,\kappa}^- \right) \Delta(a), \quad a \in U_q(b^-),$$  \hspace{1cm} (6.126)

where $\pi_{\lambda,\kappa}^+$ and $\pi_{\lambda,\kappa}^-$ are defined via

$$\pi_{\lambda,\kappa}^+(f_i) = \frac{\lambda}{q - q^{-1}} V_i \left( \kappa U_{i+1}^{-1} + \kappa^{-1} U_{i+1} \right) V_i^{-1}, \quad \pi_{\lambda,\kappa}^-(q^t_i) = U_i,$$  \hspace{1cm} (6.127)

and moving the factors $U_i$, $V_i$, $C_i$ to the right we see that

$$\pi_{\lambda,\kappa}^+(f_i) = 0, \quad \pi_{\lambda,\kappa}^-(q^t_i) = C_i,$$  \hspace{1cm} (6.128)

provided that we define

$$U_i^2 = u_i v_i^{-1} \otimes u_i v_i^{-1}, \quad V_i = u_i^{-1} \otimes v_i \cdot C_i, \quad C_i^2 = u_i v_i^{-1} \otimes u_i v_i^{-1},$$  \hspace{1cm} (6.129)

$$\lambda := q^2 \left( \lambda_1 \lambda_2 \right)^{\frac{1}{2}} \quad \kappa := \left( \lambda_1 \lambda_2^{-1} \right)^{\frac{1}{2}}.$$  \hspace{1cm} (6.130)

The isomorphisms (6.39) and (6.126) implies, upon assuming the validity of (4.9b), that the $R$-operator $R^{\text{XXZ}}_{AB}(\tilde{\mu}, \mu; \tilde{\nu}, \nu)$ has besides (6.35) another factorisation of the schematic form

$$R^{\text{XXZ}}_{AB} = R_{AB}^{(\min) \otimes (\min)} R_{AB}^{(\min) \otimes (\text{triv})} R_{AB}^{(\text{triv}) \otimes (\min)} R_{AB}^{(\text{triv}) \otimes (\text{triv})}.$$  \hspace{1cm} (6.131)

Rewriting $R^{\text{XXZ}}_{AB}$ in the form (6.131) will allow us to extract $R_{AB}^{(\min) \otimes (\min)}$ from $R^{\text{XXZ}}_{AB}$.

This is done as follows. Let us start from (6.35), repeated here for convenience:

$$R^{\text{XXZ}}_{AB} = R_{a,b}^{+} (\mu, \tilde{\nu}) r_{a,b}^{-} (\mu, \nu) r_{a,b}^{-} (\tilde{\mu}, \nu) r_{a,b}^{-} (\tilde{\mu}, \tilde{\nu}).$$  \hspace{1cm} (6.132)

Introducing the notation

$$r_{x,y}^{\epsilon_1 \epsilon_2} (\lambda, \mu) = r_{x,y}^{\epsilon_1 \epsilon_2} \left( \left\{ x^{\epsilon_1 \epsilon_2} \right\} \right) q^{-t_{xy}}, \quad z_i^{\epsilon_1 \epsilon_2} = -\frac{1}{q^2} (\pi^{\epsilon_1} (f_i) \otimes \pi^{\epsilon_2} (e_i)), \quad (6.133)$$

and moving the factors $q^{-t_{xy}}$ to the right we see that $R^{\text{XXZ}}_{AB}$ can indeed be written in the form (6.131) with

$$R_{AB}^{(\min) \otimes (\min)} = r_{\mu/\nu}^{+} (f_\mu^+ e^-_B) r_{\mu/\nu}^{+} (f^+_\mu e^-_B) r_{\mu/\nu}^{+} (f^+_\mu e^-_B) q^{-t_{AB}}.$$  \hspace{1cm} (6.134)

where we used the notation

$$f_{i,A}^+ := V_{i,A} U_{i+1,A}, \quad f_{i,A}^- := U_{i,A} V_{i,A}, \quad e_{i,B}^+ := U_{i,B} V_{i,B}, \quad e_{i,B}^- := V_{i,B} U_{i,B}^{-1},$$  \hspace{1cm} (6.135)

and the relation

$$q^{-(t_{ab} + t_{ab} + t_{ab} + t_{ab})} = q^{-t_{AB}} R_{AB}^{(\min) \otimes (\min)} R_{AB}^{(\text{triv}) \otimes (\min)} R_{AB}^{(\text{triv}) \otimes (\text{triv})}.$$  \hspace{1cm} (6.136)
6.9 Representation as integral operators

The generalized Baxter equation to be derived in the next section becomes an efficient tool for the calculation of the spectrum of the affine Toda theories once it is supplemented by certain informations about the analytic properties of the Q-operators. In order to derive this information it will be useful to represent the Q-operators as integral operators, which will allow us to deduce the relevant information from the analytic properties of the kernels representing $Q(\lambda)$, as was done in [ByT1] for the Sinh-Gordon case.

Our first goal is therefore to present a representation of the fundamental R-operator $R_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu)$ as an integral operator.

6.9.1 Kernel of fundamental R-operator

We shall now compute the kernel of $\tilde{R}^{\mathrm{XXZ}}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu)$. This operator may be represented as in (6.114), where now

$$\tilde{z}^i_{AB} = \hat{V}^i_A (\hat{V}^i_B)^{-1}.$$ (6.137)

Let $\tilde{R}^{\mathrm{XXZ}}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu) := P_{AB} \tilde{R}^{\mathrm{XXZ}}_{AB}(\bar{\mu}, \mu; \bar{\nu}, \nu)$. As $\tilde{R}^{\mathrm{XXZ}}_{AB}$ commutes with $C_A$ and $C_B$ it suffices to consider the operator $\tilde{R}^i_{AB}$ obtained from $\tilde{R}^{\mathrm{XXZ}}_{AB}$ by replacing the representation for the operators $U^i_A$, $U^i_B$, $\hat{V}^i_A$ and $\hat{V}^i_B$ following from (6.125) by a representation where these operators act on a Hilbert space spanned by states $\langle x, x' \rangle$ such that

$$\langle x, y \rangle | \hat{V}^i_A \rangle = e^{2\pi b x_{i,i+1}} \langle x, y \rangle | e^{2\pi b y_{i,i+1}},$$ (6.138)

using the notations $x_{i,j} := x_i - x_j$. Our task is thereby reduced to the calculation of the matrix elements of the operator $\rho^{++}_\mu/\nu(\tilde{x}_{AB}) \rho^{--}_{\bar{\mu}/\bar{\nu}}(\tilde{y}_{AB})$, where

$$\tilde{x}^i_{AB} = (\tilde{z}^i_{AB})^{-\frac{1}{2}} (U^i_A)^{\frac{1}{2}} (\tilde{z}^i_{AB})^{-\frac{1}{2}},$$
$$\tilde{y}^i_{AB} = (\tilde{z}^i_{AB})^{\frac{1}{2}} (U^{i+1}_B)^{-\frac{1}{2}} (\tilde{z}^i_{AB})^{\frac{1}{2}}.$$ (6.139)

It is useful to represent the operators $\rho^{++}_{\mu/\nu}(\tilde{x}_{AB})$ and $\rho^{--}_{\bar{\mu}/\bar{\nu}}(\tilde{y}_{AB})$ using a non-commutative generalisation of the Fourier transformation in the form

$$\rho^{++}_\lambda(\tilde{x}_{AB}) = \int_{\mathbb{R}^M} d\mu(s) \tilde{\rho}^{++}_\lambda(s) \chi(s), \quad \chi(s) := \exp\left(\frac{1}{b} \sum_{i=1}^{M} s_i \log \tilde{x}_{AB}\right),$$

$$\rho^{--}_\lambda(\tilde{y}_{AB}) = \int_{\mathbb{R}^M} d\mu(t) \tilde{\rho}^{--}_\lambda(t) \gamma(t), \quad \gamma(t) := \exp\left(\frac{1}{b} \sum_{i=1}^{M} t_i \log \tilde{y}_{AB}\right),$$ (6.140)

using the notation $d\mu(s) = \prod_{i=1}^{M} ds_i \delta(\sum_{i=1}^{M} s_i)$. Working in a representation where $U^i_A$ and $U^i_B$ are represented as operators generating shifts of $x$ and $y$, respectively, leads to the following
form for the matrix elements of $X(s)Y(t)$,

$$
\langle x, y \mid X(s)Y(t) \mid x', y' \rangle = \prod_i \delta(x_i - s_i - x_i') \delta(y_i + t_i - y_i')
$$

(6.141)

$$
= \prod_i \delta(x_i + s_i - x_i') \delta(y_i + t_i - y_i')
\times e^{-\pi i s_i(x-y)_{i,i+1}} e^{-\pi i s_i(x'-y')_{i,i+1}}
\times e^{\pi i t_i(x-y)_{i-1,i}} e^{\pi i t_i(x'-y')_{i-1,i}}
$$

(6.142)

$$
= \prod_i \delta(x_i - s_i - x_i') \delta(y_i + t_i - y_i')
\times e^{-\pi i (x-x')_{i,i+1}} e^{-\pi i (y-y')_{i,i+1}}
\times e^{2\pi i x'_{i,i+1}} e^{-2\pi i x_{i,i+1}}.
$$

Thanks to the delta-functions in (6.141), the kernel of the operator $\tilde{R}_{AB}(\tilde{\mu}, \mu; \tilde{\nu}, \nu)$, defined as

$$
\tilde{R}_{\tilde{\mu},\mu;x,\nu}(x, y| x', y') := \langle x, y \mid \tilde{R}_{AB}(\tilde{\mu}, \mu; \tilde{\nu}, \nu) \mid x', y' \rangle,
$$

(6.143)

becomes fully factorised,

$$
\tilde{R}_{\tilde{\mu},\mu;x,\nu}(x, y| x', y') = \delta(\bar{x} - \bar{x'})\delta(\bar{y} - \bar{y'}) W_{\nu/\mu}^{++}(x, y) W_{\nu/\mu}^{++}(x, x') W_{\nu/\mu}^{--}(y, y') W_{\nu/\mu}^{--}(x', y'),
$$

(6.144)

using the notation $\bar{x} = \sum_{i=1}^M x_i$ for the sum of the components of a vector $x \in \mathbb{R}^M$, and

$$
W_{\nu/\mu}^{++}(x, x') = e^{\pi i P(x,x')} V_w(x - x'),
$$

(6.145a)

$$
W_{\nu/\mu}^{--}(y, y') = (W_{1/\mu}^{--}(x, y))^{-1} = e^{\pi i P(x,y)} V_{\bar{w}}(x - y);
$$

(6.145b)

We are using the notation $P(x,y) = \sum_{i=1}^M (x_i y_{i+1} - y_i x_{i+1})$ and $w = \frac{1}{2\pi b} \log \lambda$. The explicit formulae for the functions appearing in these expressions are

$$
V_w(s) = e^{-\frac{Mw^2}{2}} \prod_{i=1}^M \frac{1}{s_b(s_{i,i+1} + w)},
$$

(6.146a)

$$
\tilde{V}_{\bar{w}}(s) = N_w \prod_{i=1}^M s_b(w - s_{i,i+1} + c_b).
$$

(6.146b)

The resulting expression resembles the one found for the generalised chiral Potts models found in [BaKMS, DJMM].

Using (3.55) it is easy to get the kernel of $R_{AB}(\tilde{\mu}, \mu; \tilde{\nu}, \nu)$ from the kernel of $R_{AB}^{XXZ}(\tilde{\mu}, \mu; \tilde{\nu}, \nu)$.

### 6.9.2 Fundamental transfer matrices

Having the kernel $R_{AB}(\tilde{\mu}, \mu; \tilde{\nu}, \nu)$ it is straightforward to compute the kernel representing the fundamental transfer matrices $T(\tilde{\mu}, \mu; \tilde{\nu}, \nu)$ in an auxiliary representation for $\mathcal{H} = \bigotimes_{a=1}^N \mathcal{H}_{2a} \otimes \mathcal{H}_{2a-1}$ that is defined as follows. Let us introduce the operators $U_{i,a} = u_{i,2a} u_{i,2a-1}$ commuting
with \( C_{i,a} \equiv c_{i,2a-1} \). The operators \( U_{i,a} \) and \( V_{i,a} \equiv (\chi_{i,2a-1})^{\frac{1}{2}} \) satisfy the defining relations of the algebra \( \mathcal{W} \). We may furthermore introduce the operators \( D_{i,a} := (u_{i,2a})^{-1}u_{i,2a-1} \) commuting with \( U_{i,a} \) and \( V_{i,a} \). The representation of \( \mathcal{W}_M \otimes \mathcal{W}_M \) defined on a Hilbert-space \( \mathcal{H}_a \simeq L^2(\mathbb{R}^{2M}) \) in terms of the operators \( u_{i,2a}, v_{i,2a}, u_{i,2a-1} \) and \( v_{i,2a-1} \) is then unitarily equivalent to a representation on a Hilbert space represented by wave-functions \( \psi(y_a, c_a) \in L^2(\mathbb{R}^{2M}) \) such that \( U_{i,a}, V_{i,a}, C_{i,a} \) and \( D_{i,a} \) are represented as

\[
U_{i,a} \psi(y_a, c_a) = \psi(y_a + i \delta_i c_a), \quad C_{i,a} \psi(y_a, c_a) = C_{i,a} \psi(y_a, c_a), \quad D_{i,a} \psi(y_a, c_a) = \psi(y_a, c_a + i \delta_i), \quad (6.146)
\]

where \( \delta_i \) is the vector in \( \mathbb{R}^M \) with \( j \)-th component being \( \delta_{i,j} = \delta_i \). The vectors in \( \mathcal{H} = \bigotimes_{a=1}^N \mathcal{H}_{2a} \otimes \mathcal{H}_{2a-1} \) will accordingly be represented by wave-functions \( \Psi(y, c) \in L^2(\mathbb{R}^{2MN}) \), where \( y = (y_1, \ldots, y_N) \), \( c = (c_1, \ldots, c_N) \).

If \( \tilde{R}_{\tilde{\mu}, \tilde{\nu}; \tilde{\nu}', \nu} (x, y; x', y') \) is the kernel representing \( \tilde{\mathcal{R}}(\tilde{\mu}, \tilde{\nu}; \tilde{\nu}', \nu) \) we may represent the fundamental transfer matrix \( \mathcal{T}(\tilde{\mu}, \mu; \tilde{\nu}, \nu) \) as an integral operator of the form

\[
(\mathcal{T}(\tilde{\mu}, \mu; \tilde{\nu}, \nu)\Psi)(y, c) = \int d\mu_N(y) T_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(y, y') \Psi(y', c), \quad (6.147)
\]

with \( d\mu_N(y) = \prod_{a=1}^N d\mu(y_a) \), and the kernel \( T_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(y, y') \) given as

\[
T_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(y, y') = \int d\mu_N(x) \prod_{a=1}^N \tilde{R}_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(x_{a+1}, y_a | x'_a, y'_a). \quad (6.148)
\]

It is finally not hard to see that the same kernel \( T_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(y, y') \) can be used to represent the projection \( \mathcal{T}(\tilde{\mu}, \mu; \tilde{\nu}, \nu) \) of \( \mathcal{T}(\tilde{\mu}, \mu; \tilde{\nu}, \nu) \) to the physical Hilbert space defined in Section 3.3.1. Indeed, \( \mathcal{T}(\tilde{\mu}, \mu; \tilde{\nu}, \nu) \) is a physical observable and there exists a representation of the form (3.35). Such a representation is related to the representation defined above in (6.146) by a gauge transformation \( \Psi'(y, c) = e^{i\eta(y, c)} \Psi(y, c) \), in general. Such a gauge transformation modifies the kernel \( T_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(y, y') \) into \( e^{i\eta(y', 1) - \eta(y, 1)} \). The projection defined in Section 3.3.1 then has kernel \( T_{\tilde{\mu}, \mu; \tilde{\nu}, \nu}(y, y') e^{i\eta(y', 1) - \eta(y, 1)} \). The factor \( e^{i\eta(y', 1) - \eta(y, 1)} \) can be removed by another gauge-transformation, if necessary.

## 7 Imaginary roots and functional relations I

Let us now consider the definition of the imaginary root contributions to the R-matrices. This turns out to be more delicate than the case of the real root contributions. The formula (5.15) does not seem to have a natural renormalized counterpart at first sight. We are going to argue that the decisive requirement determining a canonical renormalisation of the imaginary root
contributions will be the consistency with taking tensor products, or equivalently the validity of the conditions
\[
R_{V_1 \otimes V_2, V_3} = R_{V_1, V_2} R_{V_2, V_3}, \quad R_{V, W} := (\pi_V \otimes \pi_W) (\mathcal{R}),
\]
(7.1)

obtained by evaluating the representation \(\pi_{V_1} \otimes \pi_{V_2} \otimes \pi_{V_3}\) on \((\Delta \otimes \text{id})(\mathcal{R}) = \mathcal{R}_{13} \mathcal{R}_{23}\) and \((\text{id} \otimes \Delta)(\mathcal{R}) = \mathcal{R}_{13} \mathcal{R}_{12}\), respectively.

Our renormalisation prescription can be directly applied to both sides in (7.1) whenever the infinite products representing the universal R-matrices truncate to finite ones in the given representations. This happens when one of the representations applied to the universal R-matrix is of prefundamental type. A natural strategy to construct families of operators \(R_{V, W}\) satisfying (7.1) is of course to start by identifying a class of basic representations from which more general ones may be constructed by taking tensor products and quotients. Having defined \(R_{V, W}\) for \(V, W\) taken from the class of basic representations one may simply use (7.1) recursively to extend the definition to more general representations. Whenever our renormalisation prescription can be applied to define all representations appearing in (7.1) one needs to check explicitly that the relations following from (7.1) are satisfied.

We will apply this strategy using as basic representations the prefundamental representations of modular double type on the one hand, and the finite-dimensional representations on the other hand. It turns out, in particular, that the renormalisation prescriptions for the basic representations are strongly constrained by the already chosen definitions for the real root contributions. The co-product mixes real and imaginary roots. This implies that a part of the imaginary root contributions in \(R_{V_1 \otimes V_2, V_3}\) is given by the real root contributions in \(R_{V_1, V_3}\) and \(R_{V_2, V_3}\), and similarly for \(R_{V_1, V_2 \otimes V_3}\). The renormalisation prescriptions for real and imaginary roots must therefore be related to each other. Consideration of tensor products of finite- and infinite-dimensional representations similarly implies relations between the prescriptions adopted in the two types of representations, respectively.

It may furthermore happen, for example, that the tensor product of representations becomes reducible for certain values of the relevant parameters, containing basic representations in sub-representations or quotients. Whenever this happens, it implies relations between the imaginary root contributions to the respective R-matrices, as will be shown explicitly in some relevant examples. These relations take the form of certain functional relations restricting possible renormalisation prescriptions for the imaginary root contributions considerably.

These considerations will lead us to a uniform and unambiguous prescription for the renormalisation of the imaginary root contributions for the whole family of representations of our interest. Most important for applications to integrable lattice models is the observation that the proper treatment of the imaginary root contributions provides the basis for the representation...
theoretic derivation of the Baxter equation, generalising the approach of [BalZ, AF] to the case of representations without extremal weight.

In order to make the overall logic transparent we will in this section restrict attention to the case of $U_q(\hat{sl}_2)$. In the general case of $U_q(\hat{sl}_M)$ one is facing a higher algebraic complexity which will be dealt with in the next section.

7.1 Imaginary roots for basic representations

To begin with, we shall compute the imaginary root contributions for the basic representations of finite-dimensional or prefundamental type.

7.1.1 Prefundamental representations

As a warm-up, let us consider the case $M = 2$, where the imaginary root contribution to the universal R-matrix, see (5.15), (5.18), simplifies to the following form

$$ R_{-\delta} \sim \delta = \exp \left( - \sum_{k=1}^{\infty} \frac{k}{[2k]_q} f_{k\delta}^{(1)} \otimes e_{k\delta}^{(1)} \right), \quad (7.2) $$

An important feature of the representations $\pi_{\pm}^\lambda$ is the fact that $e_{k\delta}^{(1)}$ and $f_{k\delta}^{(1)}$ get represented by central elements. The corresponding currents take the form

$$ \pi_{\pm}^\lambda (1 + E'_1(z)) = 1 + \lambda^{-2} z^{-1} \quad \iff \quad \pi_{\pm}^\lambda (e_{k\delta}^{(1)}) = \frac{(-1)^{k+1} \lambda^{-2k}}{q^{-1} - q}, \quad (7.3) $$

$$ \pi_{\pm}^\lambda (1 + F'_1(z)) = 1 + \lambda^{+2} z^{-1} \quad \iff \quad \pi_{\pm}^\lambda (f_{k\delta}^{(1)}) = \frac{(-1)^{k+1} \lambda^{+2k}}{q - q^{-1}}, \quad (7.4) $$

These equations follow straightforwardly from the definitions (5.27), (5.28) and the iterative construction of imaginary root vectors given in Section 5.2.1. For $|q| \neq 1$ we therefore get

$$ \rho^{+-}(\lambda \mu) := (\pi^+_\lambda \otimes \pi^-_\mu)(R_{-\delta}) = \exp \left( - \sum_{k=1}^{\infty} \frac{1}{k} \frac{(-1)^{k+1}}{q^{2k} - q^{-2k}} \left( - \frac{\lambda^2}{\mu^2} \right)^k \right) $$

$$ = (\varepsilon_{q^2}(-\lambda^2/\mu^2))^{-1}, \quad (7.5) $$

compare to (5.34). Following the discussion in Section 5.4 we can immediately suggest the following renormalized version of this special function,

$$ \rho_{\text{ren}}^{+-}(\lambda \mu) = \left((\pi^+_\lambda \otimes \pi^-_\mu)(R_{-\delta})\right)_{\text{ren}} := (\mathcal{E}_{2\beta}(-\lambda^2/\mu^2))^{-1}, \quad (7.6) $$

where

$$ \mathcal{E}_h(w) := \exp \left( \int_{\mathbb{R}+i0} \frac{dt}{4t} \frac{w^{-\frac{z}{t}}}{\sinh(\beta t) \sinh(t)} \right) \quad (7.7) $$
Note that $\mathcal{E}_n(w)$ is not single-valued in $w$, it is better understood as a function of $\log(w)$. The definition \((7.6)\) therefore needs to be supplemented by a choice of the logarithm of $-\lambda^2/\mu^2$.

This is a subtle issue that will be resolved in Section \(7.7\) below.

### 7.1.2 Evaluation representations

By means of straightforward computations one may show that the image of imaginary root currents under the evaluation map introduced in Section \(5.3.1\) takes the form

$$
ev_{\lambda}(1 + E'_1(z)) = \frac{1 + \lambda^{-2} q^2 x}{1 + q \lambda^{-2} q^{-2} x}, \quad (7.8a)$$

$$
ev_{\lambda}(1 + E'_1(z)) = \frac{1 + \lambda^{-2} q^2 x}{1 + q \lambda^{-2} q^{-2} x}. \quad (7.8b)$$

We recall that $q^{2x}$, where $x$ is defined up to a sign, parametrizes the $\mathcal{U}_q(g_2)$ Casimir as in \((5.21)\).

Considering finite dimensional representations of evaluation type one may note that the imaginary root currents for $\pi^{d,i}_{\lambda,j}$ take the form \((7.8a)\) with $q^{x}$ and $K$ replaced by $q^{2j+1}$ and $k_j := \text{diag}(q^j, q^{j-1}, \ldots, q^{-j+1}, q^{-j})$ respectively. Taking the second tensor factor to be $\pi_{\mu}$, one could proceed along the lines of Section \(7.1.1\) leading to

$$[(\pi^{d,i}_{\lambda,j} \otimes \pi_{\mu})(\mathcal{R}_{\mathfrak{g}})]_{\text{ren}} = \mathcal{E}_{2\lambda^2}(-q^{-2} k_j^{-2} \lambda^2/\mu^2) \mathcal{E}_{2\lambda^2}(-k_j^{-2} \lambda^2/\mu^2) \mathcal{E}_{2\lambda^2}(-q^{-2j} \lambda^2/\mu^2) \mathcal{E}_{2\lambda^2}(-q^{2j} \lambda^2/\mu^2). \quad (7.9)$$

If we further specialize \((7.9)\) to the case of spin $j = 1/2$ we find

$$[(\pi^{d,i}_{\lambda} \otimes \pi_{\mu})(\mathcal{R}_{\mathfrak{g}})]_{\text{ren}} = \theta(\lambda/\mu) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$  \quad (7.10)

Apart from defining the special function $\theta(z)$, the second equality in this equation follows from the relation $\mathcal{E}_{2\lambda^2}(q^2 x) = (1 + x) \mathcal{E}_{2\lambda^2}(q^{-2} x)$ applied in the case when $x = -q^{-1} \lambda^2 \mu^{-2}$. Let us observe that

$$\theta(\lambda) = \frac{\rho_{\text{ren}}^{+,-}(q^{1/2} \lambda)}{\rho_{\text{ren}}^{+,-}(q^{-1/2} \lambda)}, \quad (7.11)$$

where $\rho_{\text{ren}}^{+,-}(\lambda)$ is given in \((7.5)\). Another example that will be useful in the following is

$$[(\pi^{d,i}_{\lambda} \otimes \text{ev}_{\mu})(\mathcal{R}_{\mathfrak{g}})]_{\text{ren}} = \rho_{\text{ev}}(\lambda \mu^{-1}) \begin{pmatrix} 1 - \lambda^2 \mu^{-2} q K^2 & 0 \\ 0 & (1 - \lambda^2 \mu^{-2} q^{-2} x)(1 - \lambda^2 \mu^{-2} q^{-2} x) \end{pmatrix} \quad (7.12)$$

where

$$\rho_{\text{ev}}(\lambda \mu^{-1}) = \frac{\mathcal{E}_{2\lambda^2}(\lambda^2 \mu^{-2} q^{2} x) \mathcal{E}_{2\lambda^2}(\lambda^2 \mu^{-2} q^{-2} x)}{\mathcal{E}_{2\lambda^2}(\lambda^2 \mu^{-2} q^{2} x) \mathcal{E}_{2\lambda^2}(\lambda^2 \mu^{-2} q^{-2} x)} = \frac{\theta(q^{1/2 \lambda} \mu^{-1}) \theta(q^{-1/2 \lambda} \mu^{-1})}{\theta(q^{1/2 \lambda} \mu^{-1}) \theta(q^{-1/2 \lambda} \mu^{-1})}. \quad (7.13)$$

This result can be easily specialized to the modular double case as $\pi^{\text{m.d.}}_{\lambda}(q^{\pm x}) = -e^{\pm \pi b s}$.  
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7.1.3 \( L^\pm(\lambda) \) from the renormalized universal R-matrix

Let us now complete the derivation started in Section 5.3.2 to obtain \( L^\pm(\lambda) \) from the renormalized product formula for the universal R-matrix.

As explained in the following section, the real root contribution is not affected by renormalization in this case as the corresponding root vectors are realized by nilpotent operator in one tensor factor. The observations in Section 5.3.2 together with the calculation (7.10) then gives

\[
\left[ (\pi^f_\lambda \otimes \pi^-_1)(\mathcal{R}^-) \right]_{\text{ren}} = \varepsilon_q(-\tau^2 \lambda (0 \ 1 \ 0 \ 0) \mathbf{e}_1) \cdot \left[ (\pi^f_\lambda \otimes \pi^-_1)(\mathcal{R}^-_{\delta}) \right]_{\text{ren}} \cdot \varepsilon_q(-\tau^2 \lambda (0 \ 0 \ 0) \mathbf{e}_0) \cdot q^{-t} \\
= \theta(\lambda) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \lambda v^{-1} u \\ 0 & 1 \end{pmatrix} \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix} \\
= \theta(\lambda) \begin{pmatrix} u & \lambda v^{-1} \\ \lambda v & u^{-1} \end{pmatrix} .
\]

(7.14)

For completeness let us recall the evaluation of the universal R-matrix for \( \pi^f_\lambda \otimes \text{ev}_\mu \) and how it is affected by the regularization. The infinite product of real root vectors gives

\[
(\pi^f_\lambda \otimes \text{ev}_\mu)(\mathcal{R}^-_{\delta}) = \begin{pmatrix} 1 \\ \frac{\lambda \mu^{-1}(q^{-1} - q)}{1 - \lambda^2 \mu^{-2} q^{-1} K} q^{\frac{1}{2}} K^{-1} \tilde{E} \\ 1 \end{pmatrix} ,
\]

(7.15)

\[
(\pi^f_\lambda \otimes \text{ev}_\mu)(\mathcal{R}^+_{\delta}) = \begin{pmatrix} 1 \\ \frac{\lambda \mu^{-1}(q^{-1} - q)}{1 - \lambda^2 \mu^{-2} q^{-1} K} q^{\frac{1}{2}} K^{+1} \tilde{F} \\ 1 \end{pmatrix} .
\]

(7.16)

Together with (7.12) this implies that

\[
\left[ (\pi^f_\lambda \otimes \text{ev}_\mu)(\mathcal{R}^-) \right]_{\text{ren}} = \rho_{\text{ev}}(\lambda \mu^{-1}) \begin{pmatrix} K^{-1} - \lambda^2 \mu^{-2} q K^{+1} \\ \lambda \mu^{-1}(q^{-1} - q) q^{\frac{1}{2}} \tilde{F} \\ K^{-1} - \lambda^2 \mu^{-2} q K^{-1} \end{pmatrix} \begin{pmatrix} \lambda \mu^{-1}(q^{-1} - q) q^{\frac{1}{2}} \tilde{E} \\ K^{-1} - \lambda^2 \mu^{-2} q K^{+1} \\ K^{-1} - \lambda^2 \mu^{-2} q K^{-1} \end{pmatrix} \\
\]

(7.17)

where \( \tilde{E} = K^{-1} E K^{-1} \), \( \tilde{F} = K^{+1} F K^{+1} \) and \( \rho_{\text{ev}}(\lambda \mu^{-1}) \) is given in (7.13).

7.2 Rationality of currents

The examples above lead us to a useful observation: An important role is played by the generating functions \( 1 + E^+_i(z) \) and \( 1 + F^+_i(z) \) that will be called currents. The currents generate a commutative algebra for the level zero representations we are considering. Whenever the currents get represented by rational functions of \( z \) there exists a natural prescription for turning the formal series following from (7.2) into well-defined operators. We are now going to show that the operators representing \( 1 + E^+_i(z) \) and \( 1 + F^+_i(z) \) will be rational functions of \( z \) for all representations of our interest. More precisely we shall show that for any tensor product
\( \pi^- = \pi_1 \otimes \cdots \otimes \pi_N \) of basic representations of \( \mathcal{U}_q(b^+) \) we have

\[
\pi^-(1 + E'_1(z)) = \prod_{\ell=1}^{n} (1 + z^{-1} N_{\ell}^-) \prod_{\ell=1}^{d} (1 + z^{-1} D_{\ell}^-) \tag{7.18}
\]

where \( N_{\ell}^- \), \( D_{\ell}^- \) are mutually commutative operators. A very similar statement holds for tensor products of basic representations of \( \mathcal{U}_q(b^-) \).

In order to derive (7.18), let us consider the monodromy matrix

\[
M(\lambda) := (\pi_\lambda^+ \otimes \pi^-)(\mathcal{R}^-) \tag{7.19}
\]

It follows from the product formula for \( \mathcal{R}^- \) that we may represent \( M(\lambda) \) in the form

\[
M(\lambda) = \begin{pmatrix} 1 & 0 \\ \text{F}(\lambda) & 1 \end{pmatrix} \begin{pmatrix} K_+(\lambda) & 0 \\ 0 & K_-(\lambda) \end{pmatrix} \begin{pmatrix} 1 & \text{E}(\lambda) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} k^{-1} & 0 \\ 0 & k \end{pmatrix}, \tag{7.20}
\]

where \( K_\pm(\lambda) \) are the eigenvalues of \( (\pi_\lambda^+ \otimes \pi^-)(\mathcal{R}^-) \) on \( u_\pm \),

\[
K_\pm(\lambda) = \exp \left( (q^{-1} - q^{+1}) \sum_{m \in \mathbb{Z}_+} u_{m,11} F_{m,\pm}^{(1)} \pi_\pm^{(1)} \right), \tag{7.21}
\]

where the numbers \( F_{m,\pm}^{(1)} \) are the eigenvalues of \( \pi_\lambda^+ (f_{m,\pm}) \) on the two basis vectors \( u_\pm \) of \( \mathbb{C}^2 \). \( \pi_\lambda^+ (f_{m,\pm}) u_\pm = F_{m,\pm}^{(1)} u_\pm \). It follows straightforwardly from (7.8a) that

\[
F_{m,\pm}^{(1)} - F_{m,\mp}^{(1)} = (u_{m,11})^{-1} (-q^{-1} \lambda^2)^m. \tag{7.22}
\]

This implies that

\[
\pi^-(1 + E'_1(-q\lambda^{-2})) = \frac{K_-(\lambda)}{K_+(\lambda)}. \tag{7.23}
\]

We may note, on the other hand, that for any basic representation \( \pi_k \) the matrix \( L_n(\lambda) = (\pi_\lambda^+ \otimes \pi_n)(\mathcal{R}^-) \) takes the form \( \rho_n(\lambda) L'_n(\lambda) \), with \( L'(\lambda) \) polynomial in \( \lambda \). It follows that \( M(\lambda) = M'(\lambda) \prod_{n=1}^{N} \rho_n(\lambda) \), where

\[
M'(\lambda) := L'_N(\lambda) L'_{N-1}(\lambda) \cdots L'_1(\lambda) = \begin{pmatrix} A(\lambda) & B(\lambda) \\ C(\lambda) & D(\lambda) \end{pmatrix}, \tag{7.24}
\]

is a matrix of polynomials in \( \lambda \) such that \( A(\lambda) = k^{-1} + O(\lambda), D(\lambda) = k + O(\lambda), B(\lambda) = O(\lambda), \) \( C(\lambda) = O(\lambda) \).

It remains to observe that both \( K_+(\lambda) \) and \( K_-(\lambda) \) can be expressed as a rational function of the matrix elements of \( M(\lambda) \), leading to the expression

\[
\frac{K_-(\lambda)}{K_+(\lambda)} = \frac{q-\text{det}(M'(q^{-\frac{1}{2}} \lambda))}{A(\lambda) A(q^{-1} \lambda)} k^{-2}, \tag{7.25}
\]
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where \( q \)-det\((M'(\lambda))\) is defined as
\[
q \text{-det}(M'(\lambda)) = A(q^{-\frac{1}{2}}\lambda)D(q^{\frac{1}{2}}\lambda) - C(q^{-\frac{1}{2}}\lambda)B(q^{\frac{1}{2}}\lambda).
\] (7.26)

In order to obtain formula (7.25) we used the commutation relations satisfied by the matrix entries of \( M'(\lambda) \). Equations (7.25) and (7.23) imply that \( \pi^-(1 + E'_1(z)) \) is a rational function of \( \lambda \) of the form claimed in (7.18).

With these observations in mind, let us formulate the prescription: for representation \( \pi^\pm \) of \( \mathcal{U}_q(b^\mp) \) such that
\[
\pi^+(1 + F'_1(z)) = \frac{\prod_{\ell=1}^{d^+}(1 + z^{-1} N^+_{\ell})}{\prod_{\ell=1}^{d^-}(1 + z^{-1} D^-_{\ell})}, \quad \pi^-(1 + E'_1(z)) = \frac{\prod_{\ell=1}^{d^-}(1 + z^{-1} N^-_{\ell})}{\prod_{\ell=1}^{d^+}(1 + z^{-1} D^+_{\ell})}
\] (7.27)

let us set
\[
\left[ (\pi^+ \otimes \pi^-) \mathcal{H}_{\mathcal{N}} \right]_{\text{ren}} = \frac{\prod_{\ell=1}^{d^-} \prod_{\ell'=1}^{d^+} \mathcal{E}_2(\omega^2)(-D^+_{\ell'} \otimes N^-_{\ell}) \prod_{\ell=1}^{d^+} \prod_{\ell'=1}^{d^-} \mathcal{E}_2(\omega^2)(-N^+_{\ell'} \otimes D^-_{\ell})}{\prod_{\ell=1}^{d^-} \prod_{\ell'=1}^{d^+} \mathcal{E}_2(\omega^2)(-N^-_{\ell'} \otimes N^-_{\ell}) \prod_{\ell=1}^{d^+} \prod_{\ell'=1}^{d^-} \mathcal{E}_2(\omega^2)(-D^+_{\ell'} \otimes D^-_{\ell})},
\] (7.28)

where \( \mathcal{E}_2(\omega)(w) \) is defined in (7.7) below. Notice that the unrenormalized version of (7.28) is the same expression with \( \mathcal{E}_2(\omega)(w) \) replaced by \( \varepsilon_q(\omega)(w) \). Above we used the notation \( \pi^\pm \) in order to avoid confusion with the prefundamental representations \( \pi^\pm_\Lambda \), which are a special case of \( \pi^\pm \).

As we will see, after we fix a prescription of the form (7.27), (7.28) for the prefundamental representations \( \pi^\pm_\Lambda \), the validity of the relations following from (7.1) implies that the same prescription (7.27), (7.28) needs to be used for representations obtained by taking tensor products. The fact that this is a consistent prescription is not obvious. We will show in all relevant cases that consistency follows from the basic functional relations satisfied by \( \mathcal{E}_2(\omega)(w) \).

### 7.3 Co-product of imaginary roots

We have proposed a definition for the imaginary root contributions to the universal R-matrix for the basic representations of our interest. We will now start analysing in some detail if this definition is compatible with the relations (7.1). To this aim we will now derive useful identities, formulae (7.30) and (7.41) below, satisfied by a generating function for the imaginary root generators from the basic relations \( (\text{id} \otimes \Delta)(\mathcal{R}^-) = \mathcal{R}^-_{13} \mathcal{R}^-_{12} \) and \( (\Delta \otimes \text{id})(\mathcal{R}^-) = \mathcal{R}^-_{13} \mathcal{R}^-_{23} \).

As a useful generating function for the imaginary root generators let us introduce \( \mathcal{M}^+_\Lambda(\lambda) \) via
\[
1 \otimes \mathcal{M}^+_\Lambda(\lambda) := (\pi^+_\Lambda \otimes \text{id})(\mathcal{H}_{\mathcal{N}}).
\] (7.29)

This definition makes sense as \( \pi^+_\Lambda(f^{(1)}_{k\Lambda}) \) are complex numbers. For the time being we shall continue to work with formal series in \( \lambda \). We are going to prove the identity
\[
\Delta(\mathcal{M}^+_\Lambda(\lambda)) = (1 \otimes \mathcal{M}^+_\Lambda(\lambda)) \varepsilon_q((\tau_q^\Lambda)^2 e_1 \otimes e_0 k_1) (\mathcal{M}^+_\Lambda(\lambda) \otimes 1),
\] (7.30)
giving a useful representation of the co-product of the imaginary root generators. The contribution containing real root generators is clearly visible in the argument of the function \( \varepsilon_q(x) \).

As a preparation let us note that \( \mathcal{M}^+_\alpha(z) \) appears in

\[
(\pi^+_\alpha \otimes 1)(\mathcal{R}^-) = \varepsilon_q(-\tau^2 \lambda \otimes 1_e) \left( 1 \otimes \mathcal{M}^+_\alpha(z) \right) \varepsilon_q(-\tau^2 f_0 \otimes 1) \Lambda^{-1}(u),
\]

where \( \Lambda^{-1}(u) = e^{-\log u \otimes (f_1 - \varepsilon_2)} \), \( f_i := \pi^+_i(f_i) \), \( \tau_q = q - q^{-1} \). This may be rewritten as

\[
(\pi^+_\alpha \otimes 1)(\mathcal{R}) = \Lambda(y) \left( 1 \otimes \mathcal{M}^+(\lambda) \right) \Lambda^{-1}(y) \Lambda^{-1}(u),
\]

(7.32)

where \( y := u^{-\frac{1}{2}} v^{-\frac{1}{2}}, \Lambda(y) = e^{\frac{1}{2} \log y \otimes (f_1 - \varepsilon_2)} \), and \( \lambda' := -\tau_q q^{\frac{1}{2}} \lambda \). It seems remarkable that there is a similarity transform \( \Lambda(y) \) so that the first tensor factor in (7.32) is the identity. This follows from the identities

\[
(q - q^{-1}) \pi^+_i(f_i) \otimes 1_e = \lambda q^{\frac{1}{2}} \Lambda(y) (1 \otimes 1_e) \Lambda^{-1}(y).
\]

(7.34)

The rewriting (7.32) will be particularly useful in the higher rank case discussed in Section 8.2.

Proof of (7.30). The starting point of our derivation is the identity

\[
(\pi^+_\alpha \otimes 1)(\mathcal{R}) = (\pi^+_\alpha \otimes 1)(\mathcal{R}_{13}) (\pi^+_\alpha \otimes 1)(\mathcal{R}_{12}).
\]

(7.35)

Inserting the form (7.32) into this equation and simplifying the \( \Lambda \) factors we obtain

\[
\Delta \left( \mathcal{M}^+(\lambda) \right) = (1 \otimes \mathcal{M}^+(\lambda)) q^i \left( \mathcal{M}^+(\lambda) \otimes 1 \right) q^{-i},
\]

(7.36)

where we have cancelled the first tensor factor being proportional to the identity. The contribution \( q^i \) originates from reordering the factors of \( \Lambda \). It acts as \( q^i(e_i \otimes 1) q^{-i} = e_i \otimes k_i \). The left hand side of (7.36) contains terms \( \varepsilon_q(\lambda' \Delta(e_i)), i = 0, 1, \Delta(e_i)) = e_i \otimes k_i + 1 \otimes e_i \) which may be further factorized using

\[
\varepsilon_q(U) \varepsilon_q(V) = \varepsilon_q(U + V),
\]

(7.37)

if \( UV = q^{-2} V U \). Using (7.37) we rewrite (7.36) as

\[
\Delta(\mathcal{M}^+_\alpha(\lambda)) = (1 \otimes \mathcal{M}^+_\alpha(\lambda)) \Theta \left( \mathcal{M}^+_\alpha(\lambda) \otimes 1 \right),
\]

(7.38)

where

\[
\Theta := \frac{1}{\varepsilon_q(\lambda' e_1 \otimes k_1)} \varepsilon_q(1 \otimes \lambda' e_0) \varepsilon_q(\lambda' e_1 \otimes k_1) \frac{1}{\varepsilon_q(\lambda' e_1 \otimes k_1)}.
\]

(7.39)

This expression can be simplified using the pentagon relation

\[
\varepsilon_q(V) \varepsilon_q(U) = \varepsilon_q(U) \varepsilon_q(q U V) \varepsilon_q(V),
\]

(7.40)
and noting that $q^{-1}(\lambda')^2 = (\lambda_\tau q)^2$. The resulting formula is (7.30), as claimed.

Applying $(\text{id} \otimes \pi_\nu)$ to the second equation in (7.1) a similar analysis shows that

$$
\Delta(\mathcal{M}_{\sim\delta}(\nu)) = (\mathcal{M}_{\sim\delta}(\nu) \otimes 1) \varepsilon_q((\tau q \nu^{-1})^2 k_0 f_0 \otimes f_1) \left(1 \otimes \mathcal{M}_{\sim\delta}(\nu)\right).
$$

(7.41)

where

$$
\mathcal{M}_{\sim\delta}(\nu) \otimes 1 := (\text{id} \otimes \pi_\nu)(\mathcal{R}_{\sim\delta}).
$$

(7.42)

It is worth to observe that

$$
\Delta(f_{\delta}^{(1)}) = f_{\delta}^{(1)} \otimes 1 + 1 \otimes f_{\delta}^{(1)} + \tau q [2]_q k_0 f_0 \otimes f_1,
$$

(7.43)

where we have used the iterative definition $f_{\delta}^{(1)} = f_0 f_1 - q^{-2} f_1 f_0$ given in (5.7). Before regularization, (7.41) can be considered as an equality of formal power series in $\nu^{-2}$. In this interpretation (7.43) corresponds to the term of order $\nu^{-2}$. It is remarkable that the coproduct of all the imaginary root vectors can be brought to the simple form (7.41).

Let us finally note that our derivation of (7.30), (7.41) was based on the identities (7.37) and (7.40). As noted earlier, these identities are satisfied by the special function $E_{b^2}(w)$ whenever the arguments are replaced by positive self-adjoint operators [Fa99, FaKV, Vo]. This observation may be used to reduce the verification of (7.1) to the verification of the consequences of (7.30) and (7.41) in the representations of interest.

### 7.4 Consistency

The mixing between real and imaginary root generators under the action of the co-product expressed in (7.30), (7.41) implies that the renormalisation prescriptions adopted for the contributions of real and imaginary root generators in the product formula must be related. Let us first state the proposed renormalisation prescription of the real root contribution to the universal R-matrix. We define

$$
E_q(x) := [\varepsilon_q(x)]_{\text{ren}} = \begin{cases}
\varepsilon_q(x) & \text{if } x \text{ is a nilpotent operator} \\
E_{b^2}(x) & \text{if } x \text{ is a positive self-adjoint operator}
\end{cases}
$$

(7.44)

where these special functions are defined in (5.34) and (7.7). We will now verify that our proposed prescription for the renormalisation of the imaginary root contributions is compatible with the definition (7.44) and the consequences of (7.30), (7.41).
7.4.1 Check of compatibility for $\pi_{\lambda_1}^{-} \otimes \delta_1 = (\pi_{\lambda_1}^- \otimes \pi_{\lambda_2}^-) \Delta$

The image of the left hand side of (7.30) under $\pi_{\lambda_1}^{-} \otimes \delta_1$ can be computed using the explicit form of the imaginary root currents

$$(\pi_{\lambda_1}^- \otimes \pi_{\lambda_2}^-) \Delta (1 + E(z)) = \frac{(1 + z^{-1} q^{2x} p) (1 + z^{-1} q^{-2x} p)}{(1 - z^{-1} q^{+1} Z p) (1 - z^{-1} q^{-1} Z p)},$$

(7.45)

where $q^{2x} = \lambda_1 / \lambda_2$, $p = (\lambda_1 \lambda_2)^{-1}$, $Z = vu^{-1} \otimes v^{-1} u^{-1}$. Following the prescription outlined by equations (7.27) and (7.28) this implies

$$\left[ (\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^-) \mathcal{A} \delta \right]_{\text{ren}} = (\pi_{\lambda_1}^- \otimes \pi_{\lambda_2}^-) \Delta (\mathcal{M}^{-}(\lambda)) = \frac{\mathcal{E}_{2\nu^2} \left( q^{+1} \frac{\lambda^2}{\lambda_1 \lambda_2} Z \right)}{\mathcal{E}_{2\nu^2} \left( -\frac{\lambda^2}{\lambda_1^2} \right) \mathcal{E}_{2\nu^2} \left( -\frac{\lambda^2}{\lambda_2^2} \right)}.$$

(7.46)

On the other hand, applying $\pi_{\lambda_1}^- \otimes \pi_{\lambda_2}^-$ to the right hand side of (7.30) and using the definition (7.44) we obtain

$$\mathcal{E}_{\nu^2} \left( \frac{\lambda^2}{\lambda_1 \lambda_2} Z \right) \mathcal{E}_{\nu^2} \left( -\frac{\lambda^2}{\lambda_1^2} \right) \mathcal{E}_{\nu^2} \left( -\frac{\lambda^2}{\lambda_2^2} \right).$$

(7.47)

The compatibility under tensor product, encoded in (7.30), states that (7.46) has to be equal to (7.47). This is so provided that the functional relation

$$\mathcal{E}_{\nu^2}(qw) \mathcal{E}_{\nu^2}(q^{-1}w) = \mathcal{E}_{\nu^2}(w),$$

(7.48)

holds. This is indeed a simple consequence of the integral representation (7.7).

7.4.2 Tensor products of finite- and infinite-dimensional representations, I

For the derivation of the Baxter equation we will also need to consider tensor products of finite- and infinite-dimensional representations such as $\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^-$. Let us first generalise our renormalisation prescription in a way that will allow us to cover cases involving such mixed tensor products. Let $x$ be an operator on a Hilbert-space of the form $\mathcal{H} \otimes V$ with $V$ being $n$-dimensional that can be diagonalised by means of a similarity transform $SS$ in the sense that $x = SS \cdot \text{diag}(\lambda_1 x_1, \ldots, \lambda_n x_n) \cdot SS^{-1}$, where $\lambda_k \in \mathbb{C}^*$ and $x_k$, $k = 1, \ldots, n$ are positive-selfadjoint operators. For such operators $x$ it is natural to define

$$\mathcal{E}_{\nu}(x) = SS \cdot \text{diag}(\mathcal{E}_{\nu^2}(\lambda_1 x_1), \ldots, \mathcal{E}_{\nu^2}(\lambda_n x_n)) \cdot SS^{-1}.$$

(7.49)

This definition allows us to define

$$r^{(vw)}_{(12)\delta}(\zeta', \zeta) := \left[ (\pi_{\zeta'}^w \otimes \pi_{\zeta}^w \otimes \pi_{\zeta}^-) ((\Delta \otimes 1)(\mathcal{A}^-)) \right]_{\text{ren}},$$

(7.50)
for $v, w \in \{+, \gamma\}$, keeping in mind that the infinite product over real root contributions truncates to a finite product whenever $\pi^\gamma_\lambda$ is applied to the second tensor factor.

Important for the derivation of the Baxter equation will be the identities

\begin{equation}
\tau_1 + x
\end{equation}

Let us focus on the case $\tau_1 \in \{\gamma\}$, keeping in mind that the infinite product over real root contributions truncates to a finite product whenever $\pi^\gamma_\lambda$ is applied to the second tensor factor.

The proof of these identities can follow almost literally the proof of (7.41) provided that the identities (7.37), (7.40) used in this calculation are preserved by our renormalisation prescription. We need to verify that

\begin{equation}
\mathcal{E}_q(U) \mathcal{E}_q(V) = \mathcal{E}_q(U + V), \quad \mathcal{E}_q(V) \mathcal{E}_q(U) = \mathcal{E}_q(U) \mathcal{E}_q(qUV) \mathcal{E}_q(V),
\end{equation}

when

\begin{equation}
U = z(\pi_\lambda^f \otimes \pi_\mu^f)(f_i \otimes 1), \quad V = z(\pi_\lambda^f \otimes \pi_\mu^f)(k_i^{-1} \otimes f_i).
\end{equation}

Let us start from the first equation in (7.52) for $i = 1$. The case $i = 0$ is similar. First notice that

\begin{equation}
U + V = \begin{pmatrix} q^{-1}x & 0 \\ z \lambda & q^{+1}x \end{pmatrix} = S \begin{pmatrix} q^{-1}x & 0 \\ 0 & q^{+1}x \end{pmatrix} S^{-1} = S V S^{-1},
\end{equation}

where $x = z \mu \tau_q^{-1} u^{-1} v$ and $S = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$ with $t = -\lambda \mu^{-1} v^{-1} u$. We thus have that $U + V$ is similar to $V$ which is self-adjoint and the prescription (7.44) gives

\begin{equation}
\mathcal{E}_q(U + V) = S \mathcal{E}_{\nu^2}(V) S^{-1} = \begin{pmatrix} \mathcal{E}_{\nu^2}(q^{-1}x) \\ t(\mathcal{E}_{\nu^2}(q^{-1}x) - \mathcal{E}_{\nu^2}(q^{+1}x)) \end{pmatrix} \begin{pmatrix} 0 \\ \mathcal{E}_{\nu^2}(q^{+1}x) \end{pmatrix},
\end{equation}

On the other hand $U$ is a nilpotent operator and the same prescription gives $\mathcal{E}_q(U) = \mathcal{E}_q(U) = 1 + \tau_q^{-1} U$ so that

\begin{equation}
\mathcal{E}_q(U) \mathcal{E}_q(V) = \begin{pmatrix} 1 & 0 \\ z \lambda \tau_q^{-1} & 1 \end{pmatrix} \begin{pmatrix} \mathcal{E}_{\nu^2}(q^{-1}x) & 0 \\ 0 & \mathcal{E}_{\nu^2}(q^{+1}x) \end{pmatrix},
\end{equation}

The equality between (7.55) and (7.56) follows from the functional relation $\mathcal{E}_{\nu^2}(q^{+1}x) = (1 + x) \mathcal{E}_{\nu^2}(q^{-1}x)$ and the identity $z \lambda \tau_q^{-1} = -tx$.

Let us turn to the second relation in (7.52). Using the nilpotency of $U$ and upon simplifying the the $U^0$ term it reduces to

\begin{equation}
\mathcal{E}_{\nu^2}(V) U = U (1 + qV) \mathcal{E}_{\nu^2}(V).
\end{equation}

Let us focus on the case $i = 1$. The matrix $U$ is proportional to $\begin{pmatrix} 0 & 0 \\ 1 & 1 \end{pmatrix}$ so that only the lower left entry of (7.57) is non-trivial and reduces to the identity $\mathcal{E}_{\nu^2}(q^{+1}x) = (1 + x) \mathcal{E}_{\nu^2}(q^{-1}x)$. \qed
7.4.3 Tensor products of finite- and infinite-dimensional representations, II

In order to verify that the consistency condition (7.41) holds after we apply the representations \( \pi^f \) and \( \pi^- \), we first need to spell out the form of the imaginary root vectors. Concerning \( \pi^f \) and \( \pi^- \), they are given as a specialization of (7.8a) and (7.4) respectively. The current of imaginary roots for this tensor product on the other hand takes the compact form

\[
\left( (\pi^f_\lambda \otimes \pi^+_\mu) \Delta (1 + F'_1(z)) \right) = \tilde{S}^{-1} \left[ \pi^f_\lambda (1 + F'_1(z)) \otimes \pi^+_\mu (1 + F'_1(z)) \right] \tilde{S}, \tag{7.58}
\]

where \( \tilde{S} = SL^{-1}(y) \) with \( S = 1 + q^{1/2} y^{-1} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \). Moreover, according to the definition below (7.32) one has for the fundamental representation \( \Lambda(y) = y^{1/2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \). The equality (7.58) can be verified by lengthy calculations using the iterative construction of root vectors given in Section 5.2.1. The reader might be satisfied checking the first order in \( z \) corresponding to the equality (7.43). We will discuss (7.58) in Section 8.1.3 in more details.

The relation (7.58) with the renormalization prescription (7.27), (7.28) implies that the left hand side of (7.41) reads

\[
\left( (\pi^f_\lambda \otimes \pi^+_\mu) \Delta (\mathcal{M}^-_\delta(\nu)) \right) = \tilde{S}^{-1} \left[ \pi^f_\lambda (\mathcal{M}^-_\delta(\nu)) \otimes \pi^+_\mu (\mathcal{M}^-_\delta(\nu)) \right] \tilde{S}. \tag{7.59}
\]

We are going to verify that this is equal to the right hand side of (7.41) given by

\[
(\pi^f_\lambda (\mathcal{M}^-_\delta(\nu)) \otimes 1) (1 + \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}) (1 \otimes \pi^+_\mu (\mathcal{M}^-_\delta(\nu))) , \tag{7.60}
\]

where \( t = q^{-1/2} \frac{\lambda \mu}{\nu} y \). This formula is simply obtained recalling that \( \tau_{q \pi^+_\mu(f)} = q^{1/2} y \) and \( \pi^f_\lambda(k_0 f_0) = q^{-1} \lambda (0 1) \). Recall that the contribution \( \pi^f_\lambda (\mathcal{M}^-_\delta(\nu)) \) is given in (7.10). As \( \rho^-_x(x) \) in (7.10) and \( \pi^- (\mathcal{M}^-_\delta(\nu)) \) are central, the equality between (7.59) and (7.60) reduces to

\[
\tilde{S}^{-1} \begin{pmatrix} 1 & 0 \\ 0 & 1 - q^{-1} \lambda^2 \nu^{-2} \end{pmatrix} \tilde{S} = \begin{pmatrix} 1 & 0 \\ 0 & 1 - q^{-1} \lambda^2 \nu^{-2} \end{pmatrix} \begin{pmatrix} 1 & t \\ 0 & 1 \end{pmatrix}. \tag{7.61}
\]

This is verified using the definition of \( t \) and \( \tilde{S} \) given above.

7.5 Reducibility of tensor products

Other issues arise whenever tensor products of representations contain sub-representations or quotients isomorphic to one of the basic representations. The renormalisation of the imaginary root contributions must be compatible with the existence of such relations. This will be seen to imply functional relations between the special functions appearing in the imaginary root contributions.
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7.5.1 Highest weight representations

As a warm-up let us consider a representation of the Weyl-algebra $uv = q^{-1}vu$ realised on vector spaces with basis $v_j, j \in \mathbb{Z}$ by means of

$$v v_j = v_{j+1}, \quad u v_j = q^{-j}v_j.$$  \hspace{1cm} (7.62)

It is possible to supplement the definition of $\pi^+_{\zeta}$ by a lowest- or highest weight condition, restricting the values of $j$ to a semi-infinite subset of $\mathbb{Z}$. It was first noted in [AF] that the tensor product of representations $\pi^+_{\zeta} \otimes \pi^+_{\zeta'}$ contains for $\zeta' = q^{1/2}\zeta$ a subrepresentation isomorphic to $\pi^+_{q\zeta}$, and that the quotient $\pi^+_{\zeta} \otimes \pi^+_{\zeta}/\pi^+_{q\zeta}$ is isomorphic to $\pi^+_{q^{-1}\zeta}$.

To see this, let us consider tensor products of the form $\pi^+_{\zeta} \otimes \pi^+_{\zeta'}$, and look for a sub-representation $\pi^+_{\zeta''}$ generated by vectors of the form

$$w_j := a_j v_{j-1} \otimes u_+ + b_j v_j \otimes u_-, \hspace{1cm} (7.63)$$

using the standard basis $u_+ = (1 \ 0)$, $u_- = (0 \ 1)$ for $\mathbb{C}^2$. A straightforward calculation shows that such a sub-representation exists provided that $\zeta'$ and $\zeta$ are related as $\zeta' = q^{1/2}\zeta$. The sub-representation $\pi^+_{\zeta''}$ then has the parameter $\zeta'' = q\zeta$. It is furthermore straightforward to check that the quotient $\pi^+_{\zeta} \otimes \pi^+_{\zeta}/\pi^+_{\zeta''}$ is isomorphic to $\pi^+_{q^{-1}\zeta}$ in this case.

Picking representatives $\tilde{w}_j$ for the quotient $\pi^+_{\zeta} \otimes \pi^+_{\zeta}/\pi^+_{\zeta''}$, one gets a basis for $\mathcal{H}_- \otimes \mathbb{C}^2$ generated by vectors $w_j = (\tilde{w}_j \tilde{w}_j)$. The action of $\mathcal{U}_q(b^-)$, and therefore the representation of $(\Delta \otimes 1)(\mathcal{R}^-)$ will be represented by lower-triangular matrices with respect to this basis.

7.5.2 Representations of modular double type

We are now going to argue that this derivation can be generalised to cases where the representation $\pi^+_{\zeta}$ is replaced by a representation of modular double type defined on the space $\mathcal{P}$ of functions $f(p)$ which are entire, and have a Fourier transformation that is entire as

$$u g(p) = e^{-\pi b p} g(p), \quad v g(p) = g(p - ib). \hspace{1cm} (7.64)$$

The dual $\mathcal{P}'$ of $\mathcal{P}$ contains the complexified delta-functionals $\delta_p$ defined by $\langle \delta_p, f \rangle = f(p)$ for all $f \in \mathcal{P}$ and all $p \in \mathbb{C}$. The dual representation $(\pi^+_{\zeta})'$ will be realized on delta-functionals $\delta_p$ in terms of the transpose operators

$$u' \delta_p = e^{-\pi b p} \delta_p, \quad \sqrt{\delta_p} = \delta_{p-ib}. \hspace{1cm} (7.65)$$

We claim that the tensor product of representations $\pi^+_{\zeta} \otimes \pi^+_{\zeta'}$ exhibits the same type of reducibility as observed in the previous subsection. This is fairly easy to see: We claim that the representation $\pi^+_{\zeta} \otimes \pi^+_{\zeta'}$ on $\mathcal{P} \otimes \mathbb{C}^2$ becomes reducible for $\zeta' = q^{1/2}\zeta$, containing the sub-representation $\pi^+_{q\zeta}$, and that the quotient $\pi^+_{\zeta} \otimes \pi^+_{\zeta}/\pi^+_{q\zeta}$ is isomorphic to $\pi^+_{q^{-1}\zeta}$ in this case.
In order to verify this claim let us note that the tensor product $\pi_\zeta^+ \otimes \pi_\zeta^-$ is realized on vector space $P \otimes \mathbb{C}^2$. Vectors in this space can be realised as vector-valued functions $v(p) = f_+(p)u_+ + f_-(p)u_-$, where $f_\epsilon \in P$, $\epsilon = \pm$, and any basis $\{u_+, u_-\}$ for $\mathbb{C}^2$. The dual $(P \otimes \mathbb{C}^2)'$ of $P \otimes \mathbb{C}^2$ is spanned by elements of the form $d = d_+u'_+ + d_-u'_-$, with $d_\pm \in P'$. $(P \otimes \mathbb{C}^2)'$ contains in particular elements of the form

$$w_+(p) = a(p)\delta_{p+ib} \otimes u_+ + b(p)\delta_p \otimes u_-.$$

(7.66)

One may check that there exist a choice for the coefficient functions $a(p)$ and $b(p)$ such that the action of $(\pi_\zeta^+ \otimes \pi_\zeta^-)'$ on $w_+(p)$ becomes equivalent to $(\pi_{q\zeta}^+)'$. This boils down to the same calculation as outlined in Section 7.5.1 using the identifications $q^j \equiv e^{\pi bp}$ and $v_j \equiv \delta_{-ibj}$. It follows that elements of $P \otimes \mathbb{C}^2$ of the form $\int dp\, g(p)w_+(p), g \in P$, represented by the vector valued functions

$$v_g^+(p) = g(p - ib)a(p - ib)u_+ + g(p)b(p)u_-, \quad (7.67)$$

will generate a sub-representation $\pi_\zeta^+_g$ in $\pi_\zeta^+ \otimes \pi_\zeta^-$, if $\zeta' = q^{\frac{1}{2}}\zeta$. As before in Section 7.5.1 one may check that $\pi_\zeta^+ \otimes \pi_\zeta^-, \pi_{q\zeta}^+ \simeq \pi_{q\zeta}^-$. As representatives for the quotient $\pi_\zeta^+ \otimes \pi_\zeta^-, \pi_{q\zeta}^+$ one may take vectors of the form $v_h^-(p) = e^{-\pi bp}h(p)u_-, h \in P$.

Any vector $v(p)$ in $P \otimes \mathbb{C}^2$ can be represented in the form $v_g^+(p) + v_h^-(p)$ for suitable $g, h \in P$. This allows us to represent any operator on $P \otimes \mathbb{C}^2$ in terms of a matrix of operators acting on the column vector $(\frac{g}{h})$. It follows that the matrix representing $[(\pi_\zeta^+ \otimes \pi_\zeta^-)(R^-)]_{\text{ren}}$ will be lower triangular in such a representation,

$$[(\pi_\zeta^+ \otimes \pi_\zeta^-)((\Delta \otimes 1)(R^-))]_{\text{ren}} = \begin{pmatrix} [(\pi_{q\zeta}^+ \otimes \pi^-)(R^-)]_{\text{ren}} & 0 \\ 0 & [(\pi_{q\zeta}^- \otimes \pi^-)(R^-)]_{\text{ren}} \end{pmatrix}. \quad (7.68)$$

if $\zeta' = q^{\frac{1}{2}}\zeta$. The existence of such a relation implies relations between the imaginary root contributions to the R-matrices appearing in equation (7.68). It is easy to see that the relations following from (7.68) imply in particular equation (7.11) that was previously observed to be satisfied by our renormalisation prescription.

### 7.6 Relation to the Baxter equation

Let us consider the Q-operator defined as

$$\hat{Q}(\zeta) := \text{tr}_{H^+} \left\{ (\Omega^f \otimes 1) \left[ (\pi_\zeta^+ \otimes \pi^-)(R^-) \right]_{\text{ren}} \right\}, \quad (7.69)$$

together with the transfer matrix in the fundamental representation given by

$$\hat{T}(\zeta) := \text{tr}_{C^2} \left\{ (\Omega^f \otimes 1) \left[ (\pi_\zeta^f \otimes \pi^-)(R^-) \right]_{\text{ren}} \right\}. \quad (7.70)$$
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The element $\Omega$, with $\ell \in \{0, 1\}$ corresponds to the $\mathbb{Z}_2$ automorphism represented by the Pauli matrix $\sigma_1$ for $\hat{T}(\zeta)$ and by $\mathcal{F}^2$ for $\hat{Q}(\zeta)$, see (6.21). Introducing this factor is natural from the point of view of the quantum affine algebra $\mathcal{U}_q(\mathfrak{sl}_2)$ and it is necessary to discuss the modular XXZ magnet and lattice sinh-Gordon model on the same footing.

We are going to show that the validity of $R_{13}^\dagger R_{23} = (\Delta \otimes 1)(R^-)$ within representations of the form $\pi^+ \otimes \pi^f \otimes \pi^a$ implies the Baxter equation

$$\hat{T}(q^2 \zeta) \hat{Q}(\zeta) = \hat{Q}(q\zeta) + \hat{Q}(q^{-1}\zeta). \quad (7.71)$$

In order to derive (7.71), let us note that we may, on the one hand, represent $\hat{T}(\zeta')$ and $\hat{Q}(\zeta)$ as

$$\hat{Q}(\zeta) = \text{tr}_{\mathcal{H}_0}[r_{0,2N}(\zeta) \cdots r_{0,1}(\zeta)],$$

$$\hat{T}(\zeta') = \text{tr}_{C^2}[L_{2N}(\zeta') \cdots L_{1}(\zeta')].$$

The right hand side of (7.71) may be represented as

$$\hat{T}(q^2 \zeta) \hat{Q}(\zeta) = \text{tr}_{\mathcal{H}_0 \otimes C^2}[r_{0,2N}(\zeta)L_{2N}(\zeta') \cdots r_{0,1}(\zeta)L_{1}(\zeta')].$$

Using identity (7.51) we may represent each factor $r_{0,k}(\zeta)L_{k}^-(\zeta')$ in the trace representing $\hat{T}(\zeta')\hat{Q}(\zeta)$ in terms of $[(\pi^+_\zeta \otimes \pi^f_\zeta \otimes \pi^-_\zeta)((\Delta \otimes 1)(R^-))]_{\text{ren}}$, which was found to have a lower triangular matrix representation in (7.68). It follows that the matrix representation of $[r_{0,2N}(\zeta)L_{2N}(\zeta') \cdots r_{0,1}(\zeta)L_{1}(\zeta')]$ will also be lower triangular. The Baxter equation follows immediately from this observation.

### 7.6.1 Baxter equation for XXZ-type spin chains

It remains to show that the universal form of the Baxter equation (7.71) reproduces previous forms of the Baxter equation appearing in the literature.

Let us look at the explicit form of (7.69) and (7.70). To do so, recall that for each site of the spin-chain we have

$$[(\pi^+_\zeta \otimes \pi^-_\zeta)(R^-)]_{\text{ren}} = \rho^+_{\text{ren}}(\zeta/\lambda) r^+_{\text{ren}}(\zeta/\lambda), \quad [(\pi^f_\zeta \otimes \pi^-_\zeta)(R^-)]_{\text{ren}} = \theta(\zeta/\lambda)L^-_{\text{ren}}(\zeta/\lambda). \quad (7.72)$$

The normalization $\rho^+_{\text{ren}}(x)$ and $\theta(x)$ are defined in (7.7) and (7.10) respectively and the remaining operators $r^+_{\text{ren}}(\zeta)$ and $L^-_{\text{ren}}(\zeta)$ are given in (5.44) and (5.26), respectively. The definitions (7.69) and (7.70) will then reduce to

$$\hat{T}(\zeta) = \Theta_\kappa(\zeta) \, T^{\text{XXZ}}(\zeta), \qquad \hat{Q}(\zeta) = \Xi_\kappa(\zeta) \, Q^{\text{XXZ}}(\zeta),$$

where $\Theta_\kappa(\zeta) = \prod_{n=1}^N \theta(\zeta/\kappa_n \theta(\zeta/\kappa_n)), \, \Xi_\kappa(\zeta) = \prod_{n=1}^N \rho^+_{\text{ren}}(\zeta/\kappa_n) \rho^+_{\text{ren}}(\zeta/\kappa_n)$ and

$$T^{\text{XXZ}}(\zeta) := \text{tr}_{C^2}[L_{-N}(\zeta/\kappa_N)L_{N}(\zeta/\kappa_N) \cdots L_{1}(\zeta/\kappa_1)L_{1}(\zeta/\kappa_1)],$$

$$Q^{\text{XXZ}}(\zeta) := \text{tr}_{\mathcal{H}_0}[r_{0,N}^+(\zeta/\kappa_N)r_{N,N}^-(\zeta/\kappa_N) \cdots r_{0,1}^+(\zeta/\kappa_1)r_{1,1}^-(\zeta/\kappa_1)]. \quad (7.74)$$
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We have set $\ell = 0$ in (7.69) and (7.70). Using (7.11) the Baxter equation (7.71) is equivalent to

$$T_{XXZ}(q^{1/2}\zeta)Q_{XXZ}(q\zeta) = Q_{XXZ}(q^{-1}\zeta) \Delta(\zeta) Q_{XXZ}(q\zeta) + \Delta(\zeta) Q_{XXZ}(q^{-1}\zeta),$$

where

$$\Delta(\zeta) = \frac{\Xi_{\kappa}(q^{-1}\zeta)}{Q_{\kappa}(q^{1/2}\zeta)\Xi_{\kappa}(\zeta)} = \prod_{n=1}^{N} \left(1 - \frac{\zeta^2}{\kappa^2_n}\right) \left(1 - \frac{\zeta^2}{\kappa_n}\right).$$

This is essentially the form of the Baxter equation for integrable spin chains of XXZ type, with $\Delta(\zeta)$ being the quantum determinant of the monodromy matrix. Notice that in order to simplify $\Delta(\zeta)$ we used again (7.11) and the functional relation $\rho^{+}_\text{ren}(q^{1+1/2}\zeta/\kappa) = (1 - \zeta^2/\kappa^2)\rho^{+}_\text{ren}(q^{-1}\zeta/\kappa)$.

### 7.6.2 Baxter equation for the lattice Sinh-Gordon model

Let us finally note that the Baxter equation for the lattice Sinh-Gordon model studied in [ByT1] is an easy consequence of (7.75). Using the relations (5.45) and (5.47) it is straightforward to deduce from (7.75) that the operators

$$T_{SG}(\zeta) := \text{tr}_{C_2}[L_1^- \cdots L_N^- (1/\zeta\kappa)L_1^+ \cdots L_N^+ (1/\zeta\kappa)],$$

$$Q_{SG}(\zeta) := \text{tr}_{H_0}[r_{01}^+ (\zeta\kappa) r_{01}^+ (\zeta/\kappa) \cdots r_{0N}^+ (\zeta\kappa) r_{0N}^+ (\zeta/\kappa)].$$

satisfy a Baxter equation of the form

$$T_{SG}(q^{1/2}\zeta)Q_{SG}(\zeta) = a_{SG}(\zeta) Q_{SG}(q^{-1}\zeta) + d_{SG}(\zeta) Q_{SG}(q\zeta),$$

where

$$a_{SG}(\zeta) = (q^{1/2}\zeta/\kappa)^{-N}(1 - \zeta^2/\kappa^2)^N(1 - \zeta^2\kappa^2)^N,$$

$$d_{SG}(\zeta) = (q^{1/2}\zeta/\kappa)^{-N}.$$ 

The equation (7.78) is equivalent to the Baxter equation derived previously in [ByT1], as discussed in some detail in Appendix G.

### 7.6.3 Relation with previous representation-theoretic constructions of Q-operators

Our definition (7.69) of Q-operators is in some respects similar, but not quite identical to the definitions of Q-operators based on representations of the q-oscillator algebra introduced in [BalZ3]. The most important difference is that the representations considered in [BalZ3] have extremal weight vectors, which is not the case for the representations used in this paper. In the rest of this subsection we will compare the two constructions in more detail.

Both type of representations are constructed starting from the following algebra homomorphism

$$\pi_{\lambda}(e_0) = \lambda^{-1} a, \quad \pi_{\lambda}(e_1) = \lambda^{-1} \bar{a}, \quad \pi_{\lambda}(k_1) = \pi_{\lambda}(k_0^{-1}) = q^{2h}$$

(7.80)
where $a, \bar{a}, q^{\pm 2h}$ satisfy the defining relations of the q-oscillator algebra

$$q a \bar{a} - q^{-1} \bar{a} a = \frac{1}{q - q^{-1}}, \quad q^{+2h} \bar{a} q^{-2h} = q^{+2} \bar{a}, \quad q^{+2h} a q^{-2h} = q^{-2} a. \quad (7.81)$$

If $q$ is not a root of unity this algebra admits only infinite dimensional representations. As observed in Section 5.3.2 the relations (7.81) imply that

$$\pi_{\lambda}(1 + E'(z)) = 1 + \omega z^{-1}, \quad \omega := q \lambda^{-2}. \quad (7.82)$$

Given any representation $\pi$ we can obtain a new one as $\pi \circ \Omega$ using the automorphims $\Omega(e_1) = e_0, \Omega(e_0) = e_1$. Applying this procedure to the case above we find

$$\pi_{\lambda} \circ \Omega(1 + E'(z)) = \frac{(1 + \omega z^{-1})}{(1 + q^{-1} C q^{-2h} \omega z^{-1}) (1 + q^{+1} C q^{-2h} \omega z^{-1})}, \quad (7.83)$$

where $C$ generates the center of the q-oscillator algebra and is defined as

$$C := (q - q^{-1}) q^{2h} (a \bar{a} - \bar{a} a). \quad (7.84)$$

Notice that if $C \neq 0$ the imaginary root currents are not represented by central elements.

The representation $\pi^-$ used in this paper, see (5.28), corresponds to $C = 0$. In this case $a$ and $\bar{a}$ are inverse of each other up to a constant and we conclude that for $C = 0$ the q-oscillator algebra is isomorphic to the Weyl algebra generated by invertible elements $u, v$ satisfying $uv = q^{-1} vu$. In this case the representations $\pi_{\lambda}$ and $\pi_{\lambda} \circ \Omega$ are equivalent.

The representations considered in [BalZ3] are highest weight representations of the q-oscillator algebra generated from the Fock vacuum $|0\rangle$ satisfying $a|0\rangle = 0$. Upon introducing the notation

$$\pi_{BLZ}^+ := \pi_{\lambda}, \quad \pi_{BLZ}^- := \pi_{\lambda} \circ \Omega, \quad (7.85)$$

we find that the eigenvalues of the currents (7.82) (7.83) on the highest weight state gives

$$\pi_{BLZ}^\pm(1 + E'(z)) |0\rangle = (1 + q^{\pm 1} \lambda^{-2} z^{-1})^{\pm 1} |0\rangle. \quad (7.86)$$

In the equation above, as in [BalZ3] and [HJ], the label $\pm$ refers to simple pole or simple zero for the eigenvalue of the current $1 + E'(z)$ on the highest weight state. Such eigenvalues are rational expression in $z^{-1}$ for the category of representations introduced in [HJ]. In our paper $\pm$ labels representations of the two Borel halves.

The representations considered in our paper do not have extremal weight vectors. It is unknown to us if useful Q-operators can be constructed using highest weight type representations in auxiliary space if the representations used in quantum space are of modular double type.
7.7 Choice of branch

Let us finally return to the issue to fix a choice of branch for logarithm of the argument of the special functions $\mathcal{E}_h(w)$ used above to represent the imaginary root contributions. It will be fixed by the following reasoning: It was shown in Section 6.3.3 that the tensor product of two pre-fundamental representations contains an evaluation representation of modular double type. It will be observed below that the dual of such a representation contains representations of highest weight type. The rational function representing the eigenvalues of the current on the highest weight vector simplifies somewhat compared to the eigenvalues of a generic vector. We demand that the eigenvalues of $\pi^{+}\otimes\pi^{m,d}\left(\mathcal{R}_{\mu,s}\right)_{\text{ren}}$ on the highest weight vectors of these sub-representations coincide with what is obtained by applying our renormalisation prescription to the eigenvalues of the current on the highest weight vector. This gives a natural way to fix the choice of branch of $\log(w)$ in the definition $\mathcal{E}_h(w)$, as will now be described in more detail.

7.7.1 Highest weight representations in the dual of $\mathcal{P}_s$

The key observation is that the highest weight representations of $U_q(\mathfrak{sl}_2)$ are contained in the dual to the representations $\mathcal{P}_s$. In order to see this, let us note that by simple changes of notation one may rewrite the representation defined in (5.24) as

$$E_j \equiv e_s = [j - m]_q^m T_-, \quad K_j = q^m,$$

$$F_j \equiv f_s = [j + m]_q T_+,$$

where $p = -im$, $T_\pm f(m) = f(m \pm 1)$, and the parameter $j$ is related to $s$ via

$$j = \frac{i}{b}(s - c_b), \quad \text{where} \quad c_b := \frac{i}{2}(b + b^{-1}).$$

The dual space $\mathcal{P}'_s$ contains complexified delta-distributions $e^j_{m} := \delta_{p}$. By duality one gets

$$E'_j e^j_{m} = [j - m]_q e^j_{m-1}, \quad K'_j e^j_{m} = q^m e^j_{m},$$

It follows that the distributions $\{e^j_{m}; m = j, j + 1, \ldots\}$ generate a Verma submodule $\mathcal{R}_{j}$ within the dual $\mathcal{P}'_s$ of $\mathcal{P}_s$.

7.7.2 Eigenvalues of currents on the highest weight vector

The form of the imaginary root currents for representations of modular double type follows form the first equation in (7.8a) and the expression of the (5.25) to be

$$\pi^{m,d}_{\mu,s}(1 + E'_i(z)) = \frac{(1 - q z^{-1} \mu^{-2} e^{+2\pi i b})(1 + q z^{-1} \mu^{-2} e^{-2\pi i b})}{(1 + q^{-1} z^{-1} \mu^{-2} q k^2_s)(1 + q + z^{-1} \mu^{-2} q k^2_s)}.$$
The prescription (7.27), (7.28) with the currents as in (7.3), (7.90) then gives

\[
[\pi^+ \otimes \pi^m \mu,s] (\mathcal{R}_{\sim \delta})_{\text{ren}} = \frac{\mathcal{E}_{2b^2}(-q^2k_x^2\lambda^2/\mu^2)\mathcal{E}_{2b^2}(-k_x^2\lambda^2/\mu^2)}{\mathcal{E}_{2b^2}(qce^{2\pi ba}\lambda^2/\mu^2)\mathcal{E}_{2b^2}(qe^{-2\pi ba}\lambda^2/\mu^2)}. \tag{7.91}
\]

Let us now consider the dual action of \(\pi^m \mu,s\) on \(e_j\). Note that (7.90) simplifies in this case, as a factor in the numerator can be canceled against a factor in the denominator.

Requiring that our renormalisation prescription leading to (7.91) is consistent with this fact finally fixes the choice of the branch of the logarithm in the definition of factors like \(E_{2b^2}(-w)\):

It should be such that the same cancellation takes place when (7.91) is evaluated on \(e_j^\dagger\). This will be the case when \(\log(-w) = -\pi i + \log(w)\).

### 7.8 Towards a ”more universal” R-matrix

Our findings suggest that there should exist a generalisation of the universal R-matrix that not only makes sense for \(|q| = 1\), but which also extends the class of representations in which it can be evaluated by an interesting class of infinite-dimensional representations. The representations of interest for us can all be found in the tensor products of two types of representations, the pre-fundamental representations of modular double type on the one hand, and the finite-dimensional representations on the other hand. We have defined renormalised versions of the image of the universal R-matrix for the basic examples of such representations from which more general representations can be constructed by taking tensor products.

Note that we have not defined the renormalisation of the product formula for general tensor products yet. However, if we have a tensor product \(\pi_{ij} := (\pi_i \otimes \pi_j) \circ \Delta\) of two representation for which we have already defined the image of the R-matrix, we may define the corresponding R-operators via (7.1). One may thereby extend the definition of the renormalised universal R-matrix to the whole category of representations generated by taking tensor products of representations of prefundamental and finite-dimensional type. This allows us, in particular, to construct

\[
R_{s_1s_2}(\lambda/\mu) = [\pi^{\nu v}_{\lambda,s_1} \otimes \pi^{\nu v}_{\mu,s_2}] (\mathcal{R}^{-})_{\text{ren}} \tag{7.92}
\]

from the product of four operators \(r^{+-}(\lambda/\mu) = [(\pi^{+}_{\lambda}) \otimes \pi^{-}_{\mu}] (\mathcal{R}^{-})_{\text{ren}}\), as noted previously.

We’d finally like to propose that the prescription for the renormalisation in the case of finite-dimensional representations is related to the one for the case of infinite-dimensional representations even more deeply. We are going to argue that the latter implies the former.

In Section 7.7.1 we discussed the dual of the representations \(P_s\). It is clear that the action of \(R_{s_1s_2}(\lambda/\mu)\) on \(P_{s_1} \otimes P_{s_2}\) defines the dual action on \((P_{s_1} \otimes P_{s_2})'\). As the latter contains highest weight representations \(\mathcal{R}_{j_1} \otimes \mathcal{R}_{j_2}\) with \(j_i\) related to \(s_i\) via (7.88) for \(i = 1, 2\), we get an action of
\((Rs_{s_1s_2}(\lambda/\mu))^t\) on \(\mathcal{R}_{j_1} \otimes \mathcal{R}_{j_2}\). We are using the notation \(O^t\) for the transpose (dual) of an operator \(O\). We conjecture that this action coincides with the action of the R-matrix obtained from the universal R-matrix using the renormalisation prescription introduced above,

\[
(R_{s_1s_2}(\lambda/\mu))^t \cdot e_1 \otimes e_2 = [\pi^{ev}_{\lambda,j_1} \otimes \pi^{ev}_{\mu,j_2}(\mathcal{R})_{\text{ren}} \cdot e_1 \otimes e_2], \tag{7.93}
\]

where \(e_1 \in \mathcal{R}_{j_1}\), \(e_2 \in \mathcal{R}_{j_2}\). A result in this direction was obtained in [ByT3]: A formula like (7.93) holds if \(Rs_{s_1s_2}(\lambda/\mu)\) is replaced by the spectral parameter independent R-matrix \(R_{s_1s_2}\) acting on the tensor product of two representations of the modular double. We believe that a proof should be possible for example using the alternative representation of the operator \(R_{s_1s_2}(\lambda/\mu)\) derived in [ByT1, Appendix D].

The validity of the conjecture (7.93) would underline in which sense the renormalised version of the universal R-matrix is a ”more universal” R-matrix: It can not only be used for infinite-dimensional representations of modular double type, it also defines the action of the R-matrices on finite-dimensional representations in a way that automatically ensures compatibility with the structure of the enlarged category of representation generated from both finite-dimensional representations and the infinite-dimensional representations of modular double type.

8 Imaginary roots and functional relations II

In this section we shall begin by deriving a universal form of the Baxter equation for models with \(\mathcal{U}_q(\hat{g}l_M)\) quantum group symmetry. A new feature in our derivation is the use of a fermionic representation \(\pi^F\) containing all fundamental representations of \(\mathcal{U}_q(\hat{g}l_M)\) as sub-representations. Being reducible, it admits a collection of spectral parameters \(\mu = (\mu_0, \ldots, \mu_M)\), one for each fundamental representation \(V_k\) contained in \(F\). The Baxter equation will follow from the reducibility of the tensor products \(\pi^F \otimes \pi^+\) at certain values of the spectral parameters.

The proof of the universal Baxter equation will be valid for the infinite-dimensional representations of our interest if the renormalised R-matrices satisfy the relations

\[
R_{V_k \otimes V_k, V_k} = R_{V_k, V_k} R_{V_k, V_k},
\]

and

\[
R_{V_1, V_2 \otimes V_3} = R_{V_1, V_3} R_{V_1, V_2}.
\]

We verify that this is the case for the representations of our interest. This will again follow from a delicate interplay between the contributions associated to real and imaginary roots in the product formula.

8.1 Universal Baxter equation

We are now going to prove the following universal form of the Baxter equation:

\[
\sum_{k=0}^{M} (-1)^k T^{(k)}(q^{\frac{k}{M}} \zeta) Q^+( -\omega q^{\frac{2k-M}{M}} \zeta) = 0, \tag{8.1}
\]
where $\omega$ is an $M$-th root of unity $\omega^M = 1$. This equation reduces to (7.71) for $M = 2$. The ”universal” Baxter operator $Q^+(\lambda)$ is defined as

$$Q^+(\lambda) := \text{tr}_H \left\{ \left( \Omega^\ell \otimes 1 \right) \left[ \left( \pi^+_\lambda \otimes \pi_q \right) R^- \right]_{\text{ren}} \right\}. \quad (8.2)$$

The representation $\pi^+_\lambda$ corresponding to the auxiliary space $H$ is given in (6.6). The trace is twisted by the $\ell$-th power of the $\mathbb{Z}_M$ automorphism $\Omega$ given in (4.7). The choice of the representation in the quantum space, denoted by $\pi_q$, will only be restricted by the condition that the trace should exist. The (higher) transfer matrices $T(k)(\lambda)$ are similarly defined as traces

$$T(k)(\lambda) := \text{tr}_V \left\{ \left( \Omega^\ell \otimes 1 \right) \left[ \left( \pi_{(k)}^+ \otimes \pi_q \right) R^- \right]_{\text{ren}} \right\}. \quad (8.3)$$

over certain finite-dimensional irreducible representations $V_k$ that we describe in the following. It will be very useful for us to observe that the representations $\pi_{(k)}$ relevant for the formulation of the Baxter equation (8.1) appear as irreducible components in a reducible representation constructed from fermionic creation- and annihilation operators $\bar{c}_i, c_i, i = 1, \ldots, M$ which satisfy

$$\{ c_i, \bar{c}_j \} = \delta_{ij}, \quad \{ c_i, c_j \} = 0, \quad \{ \bar{c}_i, \bar{c}_j \} = 0. \quad (8.4)$$

Let $\mathcal{F}$ denote the fermionic Fock space. The representation $\pi_{\mathcal{F}}$ is defined via

$$\pi_{\mathcal{F}}(e_i) = \lambda^{-1} \bar{c}_i c_{i+1}, \quad \pi_{\mathcal{F}}(f_i) = \lambda \bar{c}_{i+1} c_i, \quad \pi_{\mathcal{F}}(k_i) = q^{n_i - n_{i+1}}, \quad (8.5)$$

where $n_i := \bar{c}_i c_i$. Notice that this is a representation of the full $\mathcal{U}_q(\widehat{\mathfrak{gl}}_M)$. It is easy to see that the total fermion number operator $n := \sum_{i=1}^M n_i$ is in the center of the representation $\pi_{\mathcal{F}}$. The eigenspaces $V_k \simeq \mathbb{C}^{M\choose k}$ of $n$ associated to the eigenvalue $k$ are irreducible. Each $V_k$ corresponds to the $k$-th fundamental representation.

Remark 7. The $M$-th root of unity $\omega$ appearing explicitly in (8.1) will turn out to play an important role for the integrable model studied in this paper. It is not hard to see from the definition above that $T(k)(\omega \zeta) = T(k)(\zeta)$, so that the Baxter equation possess a $\mathbb{Z}_M$ symmetry. We will see in Section 8.5 that this symmetry acts non-trivially on the solution $Q(\zeta)$ for the choice of quantum space relevant for this paper.

Remark 8. In Section 3.4 we introduced two Q-operators $Q^\pm(\lambda)$, they correspond to the two Q-operators $Q^+(\lambda), \bar{Q}^+(\lambda)$. These are constructed using the representations $\pi^+_\lambda$ and $\bar{\pi}^+_\lambda$ given in (8.13) and (8.36) and the renormalized universal R-matrix. The operator $\bar{Q}^+(\lambda)$ satisfies the Baxter equation (8.37).
8.1.1 Preliminaries

In order to show (8.1), let us start with a simple observation: Operators as the one appearing in (8.1) can be represented as traces over the tensor product $\mathcal{F} \otimes \mathcal{H}$ in the following way

$$
\sum_{k=0}^{M} (-1)^{k} \mathcal{T}^{(k)}(\mu_k) Q^+(\lambda_k) = \text{tr}_{\mathcal{F} \otimes \mathcal{H}} \left\{ (\Omega^\ell \otimes 1) \left[ (-1)^{n} (\pi_{\mathcal{F} \otimes \mathcal{H}} \otimes \pi_q) R^- \right]_{\text{ren}} \right\},
$$

(8.6)

where the operators $\lambda_n$ on $\mathcal{F} \otimes \mathcal{H}$ are for given $(\lambda_0, \ldots, \lambda_M) \in \mathbb{C}^{M+1}$ defined as the operators multiplying each vector in $\mathcal{V}_k$ by $\lambda_k$, respectively. The tensor product of representations is defined using the coproduct as

$$
\pi^\mu_{\mathcal{F} \otimes \mathcal{H}} := (\pi^\mu_{\mathcal{F}} \otimes \pi_q + \pi^\mu_{\mathcal{H}} \otimes \pi_q) \Delta.
$$

(8.7)

The action of $\Omega \in \text{End} (\mathcal{F} \otimes \mathcal{H})$ in auxiliary space is understood. The identity (8.6) follows from the decomposition of the fermionic representation $\pi_{\mathcal{F}}$ into irreducible finite-dimensional representations and from the following property of the universal R-matrix:

$$
[(\pi^\mu_{\mathcal{F}} \otimes 1 \otimes \pi_q) R^-_{13}]_{\text{ren}} \left[ (1 \otimes \pi^\lambda_{\mathcal{F}} \otimes \pi_q) R^-_{23} \right]_{\text{ren}} = \left[ (\pi^\mu_{\mathcal{F}} \otimes \pi^\lambda_{\mathcal{F}} \otimes \pi_q) (\Delta \otimes 1) R^- \right]_{\text{ren}}
$$

(8.8)

This relation is crucial for the derivation of the Baxter equation. We will show in Section 8.4.1 that the renormalization of the universal R-matrix proposed in this paper preserves this property.

8.1.2 Block triangular structure of $\pi^\mu_{\mathcal{F}} \otimes \pi^\lambda_{\mathcal{H}}$

The following observation will be the key to the derivation of the Baxter equation (8.1). There exist special values of the spectral parameter

$$
\lambda_k = \hat{\lambda}_{k,\ell} := -\omega_{\ell} q^{\frac{2k-M}{M}} \zeta, \quad \mu_k = \hat{\mu}_k := q^{\frac{k}{M}} \zeta, \quad \omega_{\ell} = e^{\frac{2\pi i}{M} \ell},
$$

(8.9)

such that the tensor product representation (8.7) has the following triangular structure: For any $\chi \in \mathcal{U}_q(b_-)$ there exist orthogonal projectors $\Pi_1^{(\ell)}$, $\Pi_2^{(\ell)}$ and an operator $\tilde{\pi}_{\text{new}} (\chi)$ such that

$$
\Pi_1^{(\ell)} (\pi^\mu_{\mathcal{F}} \otimes \pi^\lambda_{\mathcal{H}}) \Delta(\chi) \Pi_2^{(\ell)} = 0,
$$

(8.10a)

$$
\Pi_1^{(\ell)} (\tilde{\pi}_{\text{new}} (\chi)) \Pi_2^{(\ell)} = \tilde{\pi}_{\text{new}} (\chi) \Pi_1^{(\ell)},
$$

(8.10b)

$$
\Pi_2^{(\ell)} (\tilde{\pi}_{\text{new}} (\chi)) \Pi_2^{(\ell)} = \tilde{\pi}_{\text{new}} (\chi) \Pi_2^{(\ell)}.
$$

(8.10c)

The projectors $\Pi_1^{(\ell)}$ and $\Pi_2^{(\ell)}$ determine a ($\ell$ dependent) decomposition

$$
\mathcal{F} \otimes \mathcal{H} \simeq \mathcal{V}_1 \oplus \mathcal{V}_2 = \mathbb{C}^2 \otimes \mathcal{V},
$$

(8.11)
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where in order to write the second equality we used \( \mathbf{V}_1 \simeq \mathbf{V}_2 \simeq \mathbf{V} \). We will show that 
\( \bar{\pi}_{\text{new}}(\chi) \simeq \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) \otimes \pi_{\text{new}}(\chi) \) and 
\( (-1)^n \simeq \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) \otimes (-1)^n \) with respect to the decomposition 
\( \mathbb{C}^2 \otimes \mathbf{V} \). The relation (8.10) can thus be rewritten in block matrix form as
\[
(-1)^n \left( \pi_{\text{new}}^n \otimes \pi_+^{\hat{\lambda}_n e} \right) \Delta(\chi) \simeq \begin{pmatrix} (-1)^n \pi_{\text{new}}(\chi) & 0 \\ 0 & (-1)^n \pi_{\text{new}}(\chi) \end{pmatrix}. \tag{8.12}
\]
This is an operator acting on \( \mathbb{C}^2 \otimes \mathbf{V} \) where each block acts on \( \mathbf{V} \).

**Proof of (8.10).** To prove this fact it is enough to show that it holds for the generators \( f_i, k_i \). To do so, it is convenient to rewrite the representation \( \pi_+^\lambda \) in terms of new variables \( y_i \) that are defined such that
\[
\pi_+^\lambda(f_i) = \frac{\lambda}{q - q^{-1}} u_i^{-1} v_i = \frac{q^{\delta_{ij}}}{q - q^{-1}} y_i^{-1} y_{i+1}, \quad \pi_+^\lambda(k_i) = u_i u_{i+1}^{-1}. \tag{8.13}
\]
It is not hard to see that (8.13) will hold provided that
\[
\log y_i = \frac{1}{4} \sum_i X_{ij} \log \left( u_i^{-1} v_i^2 u_i^{-1} \right), \tag{8.14}
\]
where \( X_{ij} \) was defined in (4.25). The variables \( y_i \) satisfy the following exchange relations
\[
y_i y_j = q^{Y_{ij}} y_j y_i, \quad u_i y_j = q^{\delta_{ij} - \frac{\lambda}{q^{M}} y_j u_i}, \tag{8.15}
\]
where \( Y_{ij} = \delta_{ij} - 1 + \frac{\lambda}{M} (i - j)_{\text{mod} M} \). One of the advantages of introducing \( y_i \)'s is that they will allow us to simplify the study of tensor products involving \( \pi_+ \) by use of the following formulas
\[
(1 \otimes \pi_+^\lambda) \Delta(f_i) = \Lambda^{-1}(y) \cdot q^{\frac{\lambda}{q^{M}}} \left( \hat{f}_i + \frac{\lambda q^{M}}{q^{2} - 1} q^{2y_{i+1}} \right) \otimes y_{i+1}^{-1} \Lambda(y), \tag{8.16}
\]
\[
(1 \otimes \pi_+^\lambda) \Delta(q^{\tilde{\epsilon}}) = \Lambda^{-1}(y) \cdot q^{\tilde{\epsilon}} \otimes u_i \cdot \Lambda(y), \tag{8.17}
\]
where \( \tilde{\epsilon} \equiv \tilde{\epsilon}_{\text{tot}}, \hat{f}_i = q^{\frac{1}{2}(\tilde{\epsilon}_i + \tilde{\epsilon}_{i+1} - 1)} f_i \) and \( \Lambda(y) := e^{\sum_{i=1}^{M} \tilde{\epsilon}_i \otimes \log y_i} \).

**Proof of (8.16):** It is straightforward to check that
\[
\Lambda^{-1}(y) \cdot (f_i \otimes 1) \cdot \Lambda(y) = f_i q^{\frac{1}{2}E_i} \otimes y_{i+1}^{-1} y_i, \tag{8.18}
\]
where
\[
E_i = (\tilde{\epsilon}_i + \tilde{\epsilon}_{i+1} - 1) + \frac{2}{M} (1 - \tilde{\epsilon}). \tag{8.19}
\]
It is furthermore easy to verify that \( \Lambda(y)^{-1} (1 \otimes y_i) \Lambda(y) = q^{-\sum_{k=1}^{M} \epsilon_k Y_{ik} \otimes y_i} \). Noting that
\[
Y_{i,j} - Y_{i+1,j} = -\frac{2}{M}, \quad \text{if } j \neq i, i + 1, \tag{8.20}
\]
one finds that
\[ \Lambda^{-1}(y) \left( 1 \otimes y_{i+1}^{-1} \right) \Lambda(y) = q^{-\frac{2\pi}{M}(1-\ell)} q^{-(\ell_i+\ell_{i+1}-1)} \otimes y_{i}^{-1} y_{i+1}. \] (8.21)

The identity (8.16) follows easily by combining (8.18) and (8.21).

For the fermionic Fock space representation (8.5), using \( q^{2n_i-1} = (q-q^{-1})n_i + q^{-1} \), the identity (8.16) can be rewritten in the following way
\[ \left( \pi^\mu_\ell \otimes \pi^\nu_k \right) \Delta(f_i) = \Lambda^{-1}(y) \cdot \mu_n q^{\frac{1}{M}} \left( \bar{e}_{i+1}(c_i - g_n c_{i+1}) - \frac{g_n}{q^2 - 1} \right) \otimes y_{i+1} y_{i}^{-1} \cdot \Lambda(y), \] (8.22)

where \( g_n := -q^{\frac{M-n}{M}} \mu_n^{-1} \lambda_n \). The triangular structure (8.10) will follow easily from (8.22). This is best seen by performing a discrete Fourier transform along the affine Dynkin diagram as follows
\[ \bar{c}(p) := \frac{1}{\sqrt{M}} \sum_{\ell=1}^M e^{\frac{2\pi i}{M} \ell} \bar{c}_\ell, \quad c(p) := \frac{1}{\sqrt{M}} \sum_{\ell=1}^M e^{-\frac{2\pi i}{M} \ell} c_\ell. \] (8.23)

This transformation preserves the anti-commutation relations (8.4). We are going to show that (8.10) holds with projectors
\[ \Pi_1^{(f)} := \Lambda^{-1}(y) \overline{N}(\ell) \Lambda(y), \quad \Pi_2^{(f)} := \Lambda^{-1}(y) N(\ell) \Lambda(y), \] (8.24)
where \( N(p) = \bar{c}(p) c(p) \) and \( \overline{N}(p) = c(p) \bar{c}(p) \). Indeed, using (8.22) and (8.24), the relation (8.10) for \( \chi = f_i \) is rewritten as
\[ N(\ell) \left[ \bar{e}_{j+1}(c_j - \omega_{\ell} c_{j+1}) \right] N(\ell) = 0, \quad (8.25a) \]
\[ \overline{N}(\ell) \left[ \bar{e}_{j+1}(c_j - \omega_{\ell} c_{j+1}) \right] \overline{N}(\ell) = M_{\ell,j} \overline{N}(\ell), \quad (8.25b) \]
\[ N(\ell) \left[ \bar{e}_{j+1}(c_j - \omega_{\ell} c_{j+1}) \right] N(\ell) = M_{\ell,j} N(\ell), \quad (8.25c) \]
where \( \omega_{\ell} = e^{-\frac{2\pi i}{M} \ell} \) and \( M_{\ell,j} \) is the same in the last two lines. Notice that the term proportional to the identity in the first tensor factor of (8.22) has already been simplified. The interested reader can find the specialization of the formulae above to the case \( M = 2 \) in Appendix D.

In order to prove (8.25) let us rewrite the relevant combination entering (8.22) in terms of momentum space oscillators as
\[ \bar{e}_{j+1}(c_j - g_n c_{j+1}) = \frac{1}{M} \sum_{p,k=0}^{M-1} e^{\frac{2\pi i}{M} (p-k)(j+1)} \left( e^{-\frac{2\pi i}{M} p} - g_n \right) \bar{c}(k) c(p). \] (8.26)

The projectors \( \overline{N}(\ell), N(\ell) \) act in a simple way on Fourier transformed fermionic oscillators
\[ \overline{N}(\ell) \bar{c}(k)c(p) N(\ell) = \delta_{\ell,p} \left( 1 - \delta_{\ell,k} \right) \bar{c}(k)c(p), \] (8.27a)
\[ \overline{N}(\ell) \bar{c}(k)c(p) \overline{N}(\ell) = \left( 1 - \delta_{\ell,p} \right) \left( 1 - \delta_{\ell,k} \right) \bar{c}(k)c(p) \overline{N}(\ell), \] (8.27b)
\[ N(\ell) \bar{c}(k)c(p) N(\ell) = \left[ \left( 1 - \delta_{\ell,p} \right) \left( 1 - \delta_{\ell,k} \right) + \delta_{\ell,k} \delta_{\ell,p} \right] \bar{c}(k)c(p) N(\ell). \] (8.27c)
Applying these relations to (8.26) with \( g_n = \omega_\ell \), relation (8.25) follows with \( M_{\ell,j} \) given as

\[
M_{\ell,j} = \frac{1}{M} \sum_{p,k \neq \ell} e^{\frac{2\pi i}{M}(p-k)(j+1)} \left( e^{-\frac{2\pi i}{M} p} - \omega_\ell \right) c(k) c(p).
\]

(8.28)

Notice that the oscillator of "momentum" \( \ell \) does not appear in this expression. We have thereby completed the proof of the triangular structure (8.10).

It is worth to emphasize that while for (8.10a) to hold it is enough to have \( g_n = \omega_\ell \), the relations (8.10b), (8.10c) further require that \( \mu_k q^{-M} \) is independent of \( k \), see (8.22). The values (8.9) follows from these requirements. From the explicit form of the projectors the decomposition (8.11) is easy to interpret: up to the similarity transform \( \Lambda(y) \) one has

\[
V_1 \simeq F_1 \otimes H, \quad V_2 \simeq F_2 \otimes H,
\]

(8.29)

where \( F_1 \) and \( F_2 \) corresponds to the subspaces of the Fock space \( F \) where the \( \ell \)-th mode oscillators is respectively absent or present. They are clearly isomorphic and their total number operator \( n \) differs by one unit.

It is clear that the Baxter equation (8.1) will immediately follow from our preliminary observation (8.6) combined with the triangular structure (8.12). This is so as the operators appearing in the diagonal elements of the matrix in (8.12) coincide up to a sign, from which the vanishing of traces over \( F \otimes H \) follows.

**Remark 9.** The form of projectors (8.24), the similarity transform \( \Lambda(y) \) and the introduction of the fermionic oscillators in (8.23) is motivated by the study of \((\pi^+ \otimes \pi^c)R^-\). Indeed, the triangular structure of \((\pi^+ \otimes \pi^c)\Delta\) for special values of the spectral parameter is related to values of the spectral parameter for which the operator \((\pi^+ \otimes \pi^c)R^-\) has a non-trivial kernel.

**Remark 10.** A form of the Baxter equation similar to (8.1) was derived in [Hi01] for \( M = 3 \) using different techniques. In the language of this paper the model considered in [Hi01] corresponds to the quantum space to be \((\pi_-^- \otimes \ldots \otimes \pi_-^-) \Delta^{(N)}\).

**Remark 11.** One may notice that for any \( a \in U_q(b^-) \) there exist \( \Psi(a) \) such that

\[
\left( \pi_{F}^{\mu n} \otimes \pi_{F}^{\lambda n} \right) \Delta(a) = \Lambda^{-1}(y) \{ \mathcal{c}(\ell) \otimes 1, \Psi(a) \} \Lambda^{+1}(y),
\]

(8.30)

where \( \{a,b\} := ab + ba \). The explicit form of \( \Psi(q^{\pm i}) \) and \( \Psi(f_i) \) is easily obtained from the discussion above, the existence of \( \Psi(a) \) follows.

### 8.1.3 Tensor products and Drinfeld’s currents

It is instructive to spell out explicitly what happens to the imaginary root vectors when taking the tensor product \((\pi_{F}^{\mu n} \otimes \pi_{F}^{\lambda n})\Delta\) as in (8.7). We will use these observations in Section 8.4.1 to show that (8.8) holds for the choice of quantum space studied in this paper.
The imaginary root vectors are encoded in the generating currents \( 1 + F_i'(z) \), \( i = 1, \ldots, M - 1 \) defined in (5.9). Their image under \( \pi_F \) and \( \pi_+ \) is given by

\[
\pi_F^\mu (1 + F_i'(z)) = \frac{1 - \bar{\kappa}_i z^{-1} q^{2(n_i - n_{i+1})}}{1 - \bar{\kappa}_i z^{-1}}, \tag{8.31a}
\]

\[
\pi_+^\mu (1 + F_i'(z)) = 1 + \delta_{i,M-1} \lambda^M z^{-1}. \tag{8.31b}
\]

The first expression is derived in Appendix C.2.3, the second is equivalent to (6.10). These are rational expressions in \( z \). An important feature of the imaginary root currents is that in many cases their (generalized) eigenvalues behave multiplicatively under tensor product. We will return to this observation in Section 8.4.2 where we will also present some new interesting counter examples. For now, let us see explicitly how this works in the case relevant for the Baxter equation.

The form of the imaginary root currents for the tensor product of these representation is encoded in the following relation

\[
\Lambda(y) \left[ (\pi_F^\mu \otimes \pi_+^\mu) \Delta (1 + F_i'(z)) \right] \Lambda(y)^{-1} = S^{-1} \left[ \pi_F^\mu (1 + F_i'(z)) \otimes \pi_+^\mu (1 + F_i'(z)) \right] S \tag{8.32}
\]

where

\[
S = (1 - g_n e_{M-1} e_M) \cdots (1 - g_n e_2 e_3) (1 - g_n e_1 e_2) \quad g_n = -\lambda_n \mu_n^{-1} q^{\frac{M-n}{M}}. \tag{8.33}
\]

Notice that \( S \) is invertible for any value of \( g_n \). The equality (8.32) can be verified by lengthy calculations using the iterative construction of root vectors given in Section 5.2.1. It also follows from Theorem 8.1 of [KhT94].

It is manifest from (8.32) and (8.31) that the tensor product \( \pi_F \otimes \pi_+ \Delta (1 + F_i'(z)) \) is a rational expression in \( z \). If we rewrite (8.31a) for \( i = M - 1 \) as follows

\[
\pi_F^\mu (1 + F_M'(z)) = \frac{1 + (-q^{-1} \mu_n)^M q^n q^{2(n_{M-1} - n_M)} z^{-1}}{1 + (-q^{-1} \mu_n)^M q^n z^{-1}}, \tag{8.34}
\]

it is then clear that for

\[
(\lambda_n)^M = -q^{\frac{n-M}{M}} \mu_n^M, \tag{8.35}
\]

the zero of \( \pi_+ (1 + F_M'(z)) \) cancels with the pole of \( \pi_F (1 + F_M'(z)) \). This mechanism signals the reducibility of the tensor product. Indeed, the condition (8.35) follows from (8.9).

### 8.1.4 The representation \( \bar{\pi}_+ \) and the Baxter equation

There is a second representation that can be used in auxiliary space to construct Baxter Q-operators:

\[
\bar{\pi}_+^\lambda (f_i) = \frac{\lambda}{q - q^{-1}} u_{i+1} v_i = \frac{\lambda}{q - q^{-1}} q^{\frac{M}{M}} \bar{y}_{i+1} \bar{y}_i. \tag{8.36}
\]
Following similar steps as the one given above for \( \pi_+ \), we can show that

\[
\sum_{k=0}^{M} (-1)^k T^{(k)}(q^{\frac{M+k}{2}}) \bar{Q}^+(\omega q^{\frac{M+2k}{2}}) = 0,
\]

(8.37)

where \( T^{(k)} \) are the same as in (8.1). For \( M = 2 \), \( \pi^+ = \bar{\pi}^+ \) and one can show that the two Baxter equations (8.1) and (8.36) are indeed equivalent by noticing that \( T^{(0)}(\lambda) = T^{(M)}(\lambda) = 1 \) and \( -\omega \) squares to one when \( \omega \) does.

We collect some of the relevant formulae used in the derivation

\[
(1 \otimes \bar{\pi}^\lambda_\lambda)(\Delta(f_i)) = \Lambda^{-1}(y) \cdot q^{\frac{\pi}{2M}} \left( \bar{f}_i + \frac{\lambda q^{\frac{\pi}{2M}}}{q - q^{-1}} q^{1-2\pi_i} \right) \otimes \bar{y}_{i+1} y_i^{-1} \cdot \Lambda(y),
\]

(8.38)

where \( \bar{f}_i = q^{-\frac{1}{2}(\pi_i + \pi_{i+1} - 1)} f_i \). From the equality above the analog of (8.22) follows

\[
(\pi^\mu_n \otimes \bar{\pi}^\nu_n)(\Delta(f_i)) = \Lambda^{-1}(y) \cdot \mu_n q^{\frac{\pi}{2M}} \left( c_{i+1} - \bar{g}_n c_i \right) c_i + \frac{\bar{g}_n q}{q - q^{-1}} \otimes \bar{y}_{i+1} y_i^{-1} \cdot \Lambda(y),
\]

(8.39)

where \( \bar{g}_n := q^{\frac{\nu}{2M}} \mu_n^{-1} \lambda_n \). The tensor product representation exhibit triangular structure for \( \bar{g}_n = \omega \ell \). Together with the condition that \( \mu_n q^{\frac{\pi}{2M}} \) is independent of \( n \) this implies that \( \lambda_n = \omega \ell q^{\frac{M-2n}{M}} \) and \( \mu_n = q^{\frac{M-n}{M}} \).

Let us finally quote the formulae for the Drinfeld currents relevant for this case. We have

\[
\bar{\pi}^\lambda_\lambda (1 + F_1'(z)) = 1 + \delta_{i,1} \lambda^M z^{-1},
\]

(8.40a)

\[
\pi^\mu_\ell (1 + F_1'(z)) = \frac{1 + \mu^M q^{-n} q^{2(n_1 - n_2)} z^{-1}}{1 + \mu^M q^{-n} z^{-1}}.
\]

(8.40b)

The poles in the tensor product \((\pi^\mu_n \otimes \bar{\pi}^\nu_n)\Delta\) cancels under the condition that \((\lambda_n)^M = q^{-n} (\mu_n)^M\). In the special case \( M = 2 \) the representations \( \pi_+ \) and \( \bar{\pi}_+ \) are manifestly the same and the current (8.34) coincides with (8.40b).

8.2 Renormalization of the imaginary root contribution to the universal R-matrix

We had previously observed that the imaginary root contributions play a key role for the validity of the identity (8.8) underlying the derivation of the Baxter equation (8.1) presented in Section 8.1. As a preparation for the verification of (8.8) we shall now introduce a prescription for renormalising the imaginary root contribution to the universal R-matrix.
8.2.1 Renormalization prescription for the imaginary root contributions

In order to formulate our prescription it is necessary to spell out the structure of the imaginary root currents first. As in the case of \( \mathcal{U}_q(\mathfrak{gl}_2) \) imaginary root currents form a commutative algebra. We will restrict our attention to representations in which the currents are represented by rational functions of the form

\[
\pi^+(1 + F_i'(z)) = \prod_{\ell=1}^{n_i} \frac{(1 + z^{-1} N_{\ell,i})}{1 + z^{-1} D_{\ell,i}}, \quad \pi^-(1 + E_i'(z)) = \prod_{\ell=1}^{n_i} \frac{(1 + z^{-1} N_{\ell,i})}{1 + z^{-1} D_{\ell,i}}.
\]

(8.41)

It will be shown in Section 8.2.3 below that this condition holds for a large class of representation including the ones we are interested in. Moreover this property is preserved by taking tensor products.

Next notice that the coefficients \( u_{m,i,j} \) given in (5.18) that enter the imaginary root contributions to the universal R-matrix (5.15), can be rewritten using

\[
(-1)^{m(i-j)} [M - \max(i, j)] q^m [\min(i, j)] q^m = (-1)^{mM \sum_{s=1}^{k_{ij}}} (-q)^{m(k_{ij} - 2s + 1)} \gamma_{ij}^{(s)}, \quad (8.42)
\]

where \( k_{ij} := M - |i - j| - 1 \), and \( \gamma_{ij}^{(s)} = \sum_{a=1}^{M-\max(i, j)} \sum_{b=1}^{\min(i, j)} \delta_{s, a + b - 1} \). In order to derive this relation one rewrites \([n]_q = \sum_{s=1}^{n} q^{n-2s+1} \).

With this observations in mind it is clear that, before renormalization, the contribution of imaginary roots for given representations takes the form of a finite product \( \prod_\alpha \varepsilon_q(u_\alpha) \), where \( \varepsilon_q(w) \) is defined in (5.34). Our renormalization prescriptions consists in replacing \( \varepsilon_q(w) \) with \( \mathcal{E}_{MB^2}(w) \) defined in (7.7). For convenience we report the definition here

\[
\mathcal{E}_{MB^2}(w) := \exp\left( \int_{R_{+} \cup i0} \frac{dt}{4t} \frac{w^{-\frac{1}{4}}}{\sinh(Mb^2t) \sinh(t)} \right).
\]

(8.43)

The prescription above can be formulated more explicitly as follows

\[
\left[ (\pi^+ \otimes \pi^-) \mathcal{R}_{\alpha, \delta} \right]_{\text{ren}} = \prod_{i,j=1}^{M-1} \prod_{\ell=1}^{d_{ij}^+} \prod_{\ell'=1}^{n_{ij}^+} G_{ij}(D_{\ell,i}^+ \otimes N_{\ell',j}) \prod_{\ell=1}^{d_{ij}^-} \prod_{\ell'=1}^{n_{ij}^-} G_{ij}(N_{\ell,i}^+ \otimes D_{\ell',j})
\]

(8.44)

where the image of the imaginary root currents under \( \pi^\pm \) is given in (8.41) and

\[
G_{ij}(x) := \prod_{s=1}^{k_{ij}} \left( \mathcal{E}_{MB^2} \left( (-1)^{M-1} (-q)^{2\rho_s(k_{ij})} x \right) \right) \gamma_{ij}^{(s)},
\]

(8.45)

using the notation \( \rho_s(k) := \frac{k - 2s + 1}{2} \).
8.2.2 Examples of renormalized imaginary root contributions

In this section we calculate the currents and formulate the resulting prescription (8.44) for the renormalization of imaginary root contributions for the basic representations of our interest. Let us start recalling the form of imaginary root currents for prefundamental representations

\[ \pi^+_\lambda (1 + F_1^\prime(z)) = 1 + \delta_{i,M-1} \lambda^M z^{-1}, \quad (8.46a) \]
\[ \pi^+_\lambda (1 + F_1^\prime(z)) = 1 + \delta_{i,1} \lambda^{M} z^{-1}, \quad (8.46b) \]
\[ \pi^-_\lambda (1 + E_1^\prime(z)) = 1 + \delta_{i,M-1} \lambda^{-M} z^{-1}, \quad (8.46c) \]
\[ \pi^-_\lambda (1 + E_1^\prime(z)) = 1 + \delta_{i,1} \lambda^{-M} z^{-1}. \quad (8.46d) \]

These equations are collected from (8.31), (8.40), (6.52c) and (6.13). Let us define

\[ \rho^{\sigma^+ \sigma^-} (\lambda \mu^{-1}) := [ (\pi^+_{\lambda} \otimes \pi^-_{\mu}) \mathcal{R}^{-\delta}_{\lambda\delta} ]_{\text{ren}}, \quad \sigma^\pm \in \{ \pm, \pm \}, \quad (8.47) \]

compare to (6.36). Following the prescription given in (8.44) one obtains

\[ \rho^+(\zeta) = \rho^+(\zeta) = \prod_{s=1}^{M-1} \frac{1}{E_{Mb} (1 - q^{M-2s} \zeta^M)} , \quad (8.48a) \]
\[ \rho^+(\zeta) = \rho^+(\zeta) = \prod_{s=1}^{M-1} \frac{1}{E_{Mb} ((-1)^{M-1} \zeta^M)} . \quad (8.48b) \]

Notice that for \( M = 2 \), these two expressions coincide and are equal to (7.6).

The next example is the renormalization of \((\pi^F_\mu \otimes \pi^-_\nu) \mathcal{R}^{-\delta}_{\mu\nu}\). In this case, the prescription (8.44) for the currents (8.31), and (8.46c) gives

\[ [ (\pi^F_{\mu\nu} \otimes \pi^-_{\nu}) \mathcal{R}^{-\delta}_{\mu\nu} ]_{\text{ren}} = \frac{E_{Mb} (1 - q^{M-2n} g^M_{-})}{E_{Mb} (1 - q^{M} g^M_{-} q^{-2} n^M_{-})} \cdot g_- := -q^{\frac{nM}{M}} \mu_n \nu^{-1}. \quad (8.49) \]

This equality results after a cancellation of terms in (8.44). The simplification does not rely on any special property of the function \( E_{Mb}(\omega) \) and uses the fact that each \( n_i \) takes the values \( \{0, 1\} \). At this point one can use the property \( E_{Mb}(q^{+\lambda} x) = (1 + x)E_{Mb}(q^{-\lambda} x) \) to rewrite

\[ [ (\pi^F_{\mu\nu} \otimes \pi^-_{\nu}) \mathcal{R}^{-\delta}_{\mu\nu} ]_{\text{ren}} = \theta^-_{\overline{\mathcal{F}}}(g_-) \left( 1 - g^M_{-} n^M_{-} \right), \quad \theta^-_{\overline{\mathcal{F}}}(g_-) := \frac{E_{Mb} (1 - q^{M-2n} g^M_{-})}{E_{Mb} (1 - q^{M} g^M_{-})} . \quad (8.50) \]

A similar analysis gives

\[ [ (\pi^F_{\mu\nu} \otimes \pi^-_{\nu}) \mathcal{R}^{-\delta}_{\mu\nu} ]_{\text{ren}} = \overline{\theta^-_{\overline{\mathcal{F}}}}(g_-) \left( 1 - g^M_{-} \overline{n}^M_{-} \right), \quad \overline{\theta^-_{\overline{\mathcal{F}}}}(g_-) := \frac{E_{Mb} (1 - q^{M-2n} g^M_{-})}{E_{Mb} (1 - q^{M} g^M_{-})} . \quad (8.51) \]

where

\[ \overline{g}_- := q^{\frac{nM}{M}} \mu_n \nu^{-1} \quad \overline{n} := M/n, \quad \overline{n}_i := 1 - n_i. \quad (8.52) \]

More examples of renormalization of imaginary root contributions are presented in the following section and Appendix [B.2.1].
Lax operators for $T(\lambda)$. Using the results (8.50) (8.51) we can write down the explicit expression obtained from the renormalized universal R-matrix for the Lax operators entering the transfer matrices (8.3) with quantum space (8.95).

\[
\bigg[\big(\pi_{\mu_\alpha}^F \otimes \pi_{\nu}^-\big) \mathcal{R}^{-}\bigg]_{\text{ren}} = \theta_{\mathcal{F}}(g_-) \Lambda(y) \left[ \prod_{\mu=1}^{M} \left( 1 - g_\mu e^{-\frac{2\pi i}{M} N(p)} \right) \right] \Lambda^{-1}(y) \Lambda(u), \tag{8.53}
\]

\[
\bigg[\big(\pi_{\mu_\alpha} \otimes \pi_{\nu}^-\big) \mathcal{R}^{-}\bigg]_{\text{ren}} = \theta_{\mathcal{F}}(\bar{g}_-) \Lambda(\bar{y}) \left[ \prod_{\mu=1}^{M} \left( 1 - \bar{g}_\mu e^{-\frac{2\pi i}{M} \overline{N}(p)} \right) \right] \Lambda^{-1}(\bar{y}) \Lambda(u). \tag{8.54}
\]

The variables $y_i$ and $\bar{y}_i$ entering the expressions above are introduced in (6.52a), (E.5) (equivalently in (8.13), (8.36)) and the fermionic number operators $N(p) = \bar{c}(p)c(p)$ and $\overline{N}(p) = c(p)\bar{c}(p)$ are defined in terms of the fermionic oscillators (8.23) in ”momentum space” conjugated to the Dynkin diagram circle. The main steps of the dervation are left to Appendix E.2. The Lax operators (6.26), (6.1) can be recovered from these expressions upon acting on the subspace of the fermionic Fock space where the total number operator $n$ has eigenvalue 1.

8.2.3 Rationality of the imaginary root currents

It remains to show that the currents are indeed represented by rational functions of the form (8.41) in the representations of our interest. To this aim we need to generalise the proof of the rationality of the currents described in Section 7.2 for the case of $\mathcal{U}_q(\widehat{gl}_M)$ to $\mathcal{U}_q(\widehat{gl}_M)$. This turns out to be somewhat more involved. We will outline the proof below, leaving some technical details to appendices.

It will be useful to consider the so-called universal Lax matrix

\[
\mathcal{L}(\lambda) := \left( \pi_\lambda^I \otimes 1 \right) \mathcal{R}^- , \tag{8.55}
\]

where $\pi_\lambda^I$ is the fundamental representation of $\mathcal{U}_q(\widehat{gl}_M)$ defined in (6.2). It follows from the universal Yang-Baxter equation (4.23) that $\mathcal{L}(\lambda)$ satisfies the quadratic relations (3.16). The product formula for the universal R-matrices yields a triangular decomposition of the form

\[
\mathcal{L}(\lambda) = \left( 1 + \sum_{i>j} \ell_{ji}(\lambda) E_{ij} \right) \left( \sum_{i=1}^{M} a_i(\lambda) E_{ii} \right) \left( 1 + \sum_{i<j} \ell_{ji}(\lambda) E_{ij} \right) , \tag{8.56}
\]

where $E_{ij}$ are the matrix units, as before. It can be shown, see Appendix A for details, that for any matrix $\mathcal{L}(\lambda)$ that satisfies the relations (3.16) the following relations hold

\[
a_p(\lambda) = \frac{A_p(q^{-\frac{2\pi i}{M}} \lambda)}{A_{p-1}(q^{-\frac{2\pi i}{M}} \lambda)} , \quad A_p(\lambda) := q^{\text{det}(\mathcal{L}[p](\lambda \frac{M}{p}))} , \quad A_0(\lambda) := 1 . \tag{8.57}
\]
where \( \rho_k = \frac{m-2k+1}{2} \) and the \( p \times p \) matrices \( \mathcal{L}[p](\lambda) \) are defined as
\[
(\mathcal{L}[p](\lambda^{\frac{i}{M}}))_{ij} = \lambda^{\frac{i}{M}-(i-j)} (\mathcal{L}(\lambda))_{ij}, \quad i, j = 1, 2, \ldots, p.
\]

(8.58)

The quantum determinant \( \text{q-det} (\mathcal{L}(\lambda)) \) in (8.57) is defined by an expression of the form
\[
\text{q-det} (\mathcal{L}(\lambda)) = \sum_{\sigma \in S_M} c_\sigma(q) \mathcal{L}_{\sigma(1),1}(q^{-\frac{i}{M}} \lambda) \mathcal{L}_{\sigma(2),2}(q^{-\frac{i}{M}+2} \lambda) \cdots \mathcal{L}_{\sigma(M),M}(q^{-\frac{i}{M}+M} \lambda),
\]

(8.59)

The summation in (8.59) is extended over all permutations \( \sigma \) of \( M \) elements. An explicit formula for the coefficients \( c_\sigma(q) \) in (8.59) can be found in (A.7). Note that \([A_p(\lambda), A_q(\mu)] = 0\).

We are interested in the contributions of the imaginary root generators to the universal Lax matrix contained in generating functions \( k_i(\lambda) \) defined via
\[
(\pi^i_\lambda \otimes 1) \mathcal{R}^{-\delta}_{\lambda} = \sum_{i=1}^{M} k_i(\lambda) E_{ii}.
\]

(8.60)

The explicit form of \( k_i(\lambda) \) can be obtained using the definition \( \mathcal{R}^{-\delta}_{\lambda} \), see (5.15) with (5.18), and the explicit formula for \( \pi_\lambda^{(f_{m\delta})} \) given in Appendix C.2.3. One can verify by direct comparison that \( k_i(\lambda) \) satisfy the following relations
\[
\frac{k_{i+1}(\lambda)}{k_i(\lambda)} = 1 + E'_i((-q)^i \lambda^{-M}), \quad \prod_{i=1}^{M} k_i(q^{-\frac{i}{M}+\rho_i} \lambda) = 1,
\]

(8.61)

where \( 1 + E'_i(z) \) is defined in (5.9) and \( \rho_i = \frac{M-2i+1}{2} \) are the components of the Weyl vector.

Combining this observation with (8.57) and
\[
(\pi^i_\lambda \otimes 1) q^{-\delta} = \sum_{i=1}^{M} E_{ii} \otimes q^{\frac{i}{M} - \epsilon_i},
\]

(8.62)

we obtain
\[
1 + E'_i((-1)^i \lambda^{-M}) = \frac{A_{i+1}(\lambda)A_{i-1}(\lambda)}{A_i(q^{-\frac{i}{M}} \lambda)A_i(q^{+\frac{i}{M}} \lambda)} q^{\epsilon_{i+1}-\epsilon_i},
\]

(8.63)

where \( A_i(\lambda) \) are defined in (8.57). Notice that this combination remains unchanged if we rescale the matrix \( \mathcal{L}(\lambda) \) by an overall function of \( \lambda \). Formula (8.63) allows us to complete the proof of rationality of the currents for the representations of interest along the lines of Section 7.2.

It suffices to note that the generating functions \( A_i(\lambda) \) get represented, up to an \( i \)-independent factor proportional to the identity, by polynomials in \( \lambda \). We have checked this fact explicitly for the basic representations of our interest, and it will continue to hold for any tensor product of these representations.
Remark 12. In Section 4.1 we presented a realization of the quantum affine algebra $\mathcal{U}_q(\hat{g})$ in terms of 3$r$ generators. This presentation is due to Drinfel’d and Jimbo [Dr1, J]. There is an other realization known as Drinfel’d second realization [Dr87]. This realization involves certain currents which, as explained in [KhT2], are directly connected to the root vectors defined in Section 5.2.1. The isomorphism between the realization of Drinfel’d and Jimbo and the Drinfel’d second realization has been proven in [Be1].

In the case $\hat{g} = \hat{\mathfrak{sl}}_M$ there is yet an other presentation of the quantum affine algebra following the Leningrad school, see [FaRT, ReSe]. The isomorphism between this realization and the Drinfel’d second realization was established in [DF]. We may note that the universal Lax matrix introduced above contains (half) of the generators of $\mathcal{U}_q(\hat{\mathfrak{sl}}_M)$ in the presentation of [FaRT, ReSe]. The proof above therefore combines elements of all three realisations.

8.3 Co-product of imaginary root generators

In Section 7.3 we had found the useful identity (7.30) expressing the mixing between real and imaginary roots under co-product in the case of $\mathcal{U}_q(\hat{\mathfrak{sl}}_2)$. It allowed us to analyse possible consistency conditions on the renormalisation of the imaginary root contributions that might arise from this mixing. We shall now describe the generalisation of the identity (7.30) to the case of $\mathcal{U}_q(\hat{\mathfrak{sl}}_M)$. As a useful generating function we shall again consider

$$\mathcal{M}_{\sim\delta}^{-}(\nu) \otimes 1 := (1 \otimes \pi^-_{\nu}) (\mathcal{R}^{-}_{\sim\delta}),$$

(8.64)

The explicit expression of $\mathcal{M}_{\sim\delta}^{-}(\nu)$ follows from the definitions (8.68), (5.15) and the form of the imaginary root vectors given in (6.52c):

$$\mathcal{M}_{\sim\delta}^{-}(\nu) = \exp \left( \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \frac{\nu^{-mM}}{q^{mM} - q^{-mM}} \hat{f}_{m\delta}^{(M-1)} \right),$$

(8.65)

with

$$\hat{f}_{m\delta}^{(i)} := (q^{mM} - q^{-mM}) \sum_{i=1}^{M-1} u_{m,i} f_{m\delta}^{(i)},$$

(8.66)

and $u_{m,ij}$ given in (5.18). We are going to show that the co-product of $\mathcal{M}_{\sim\delta}^{-}(\nu)$ takes the form

$$\Delta \left( \mathcal{M}_{\sim\delta}^{-}(\nu) \right) = \left( \mathcal{M}_{\sim\delta}^{-}(\nu) \otimes 1 \right) \varepsilon_q \left( \nu^{-M} \Xi \right) \left( 1 \otimes \mathcal{M}_{\sim\delta}^{-}(\nu) \right),$$

(8.67)

generalising (7.30) to the cases with $M > 2$. We are using the notation $\tau_q = q - q^{-1}$ and

$$\Xi := \tau_q^2 \sum_{j=1}^{M-1} q^{jM-\epsilon_j} f_{\delta-(\epsilon_j-\epsilon_M)} \otimes f_{\epsilon_j-\epsilon_M}^{op},$$

(8.68)
is the combination of real root generators appearing in the co-product of $\mathcal{M}_{\rightarrow \rho}(\nu)$. In the definition of $\Xi$ the terms in the second tensor factor $f_{\gamma}^{\text{op}}$ are constructed using the opposite root ordering compared to the one defined in Appendix C.1.2, which is used for the construction of $f_{\gamma}$. Their explicit expression can be found in (E.50).

In the following we will report the main ideas that enter the derivation of (8.67) leaving most of the technical details to Appendix E.3. The first observation is the following

$$\left(1 \otimes \pi_{\nu}^{-}\right) \left(\mathcal{R}^{-}\right) = \Lambda(y) \left(\mathcal{M}^{-}(\nu) \otimes 1\right) \Lambda^{-1}(y), \quad \Lambda(y) := e^{\sum_{i=1}^{M} \epsilon_{i} \log y_{i}}, \quad (8.69)$$

where $\bar{\epsilon}_{i}$ are the Cartan generators (4.6) and the variables $y_{i}$ are introduced in (8.13). Notice that we have already used the operators $y_{i}$ and the similarity transform $\Lambda(y)$ to simplify the study of tensor products involving $\pi_{+}$ in Section 8.1.2. The explicit expression of $\mathcal{M}^{-}(\nu)$ follows from the product formula of the universal R-matrix (5.12) and the form of $(1 \otimes \pi^{-})(f_{\gamma} \otimes e_{\gamma})$ for $\gamma$ a real root given in (E.7). It takes the form

$$\mathcal{M}^{-}(\nu) = \mathcal{M}_{\rightarrow}(\nu) \mathcal{M}_{\rightarrow}(\nu) \mathcal{M}_{\rightarrow}(\nu), \quad \mathcal{M}_{\rightarrow}(\nu) = \varepsilon_{q}\left(X_{1}^{-}\right)^{\nu} \ldots \varepsilon_{q}\left(X_{M-1}^{-}\right)^{\nu}, \quad (8.70)$$

where

$$X_{i}^{-} := \tau_{q} \tilde{\nu}^{-1} \tilde{f}_{i}, \quad \tilde{X}_{i}^{-} := \tau_{q} \tilde{\nu}^{-1} \left[\ldots \left[\tilde{f}_{0}, \tilde{f}_{1}\right], \ldots, \tilde{f}_{i-1}\right], \quad \tilde{f}_{i} := q^{-\frac{1}{2}(\epsilon_{i} + \bar{\epsilon}_{i+1} - 1)} f_{i}, \quad (8.71)$$

with $\tilde{\nu} = \nu q^{M-\epsilon}$ and $\tau_{q} = q - q^{-1}$. The fact that only finitely many real roots contribute to the product formula (5.12) is due to the special property of $\pi^{-}$ spelled out in Section 6.52. Notice that the nested commutator in the definition of $X_{i}^{-}$ is

$$\left[\ldots \left[\tilde{f}_{0}, \tilde{f}_{1}\right], \ldots, \tilde{f}_{i-1}\right] = q^{-\sum_{k=1}^{i-1} (\bar{\epsilon}_{k}-1) q^{-\frac{1}{2}(\epsilon_{i} + \bar{\epsilon}_{i+1} - 1)} f_{\delta_{0} \ldots \delta_{i-1} \epsilon_{M}}. \quad (8.72)$$

The commutation relations and coproduct formulae for the elements (8.71) are collected in Appendix E.3.

The second ingredient used in derivation of (8.67) are certain identities satisfied by $\varepsilon_{q}(X)$. In addition to the relations (7.37), (7.40) used in Section 7.3 in the case $M = 2$, the following generalized pentagon equation holds

$$\varepsilon_{q}(U) \varepsilon_{q}(V) = \varepsilon_{q}(U) \varepsilon_{q}\left(\frac{V U - U V}{q - q^{-1}}\right) \varepsilon_{q}(V), \quad (8.73)$$

if

$$q^{-1} V^{2} U + (q + q^{-1}) V U V + q^{+1} U V^{2} = 0, \quad (8.74)$$

$$q^{-1} U^{2} V + (q + q^{-1}) U V U + q^{-1} V U^{2} = 0. \quad (8.75)$$
Notice that the identity (7.40) is a special case of (8.73) for $U V = q^{-2} V U$. The two basic identities (7.37) and (8.73) are known to be satisfied by $\varepsilon_q(x)$.

The last important observation used in the derivation is that

$$[f_j, \tilde{f}^{(M-1)}_{m\delta}] = 0, \quad \text{for} \quad j = 1, \ldots, M - 2,$$

where $\tilde{f}^{(M-1)}_{m\delta}$ are defined in (8.66). This follows from the definition (8.66) and the commutation relations (5.17).

Remark 13. For future use let us note that the relations obtained from (8.73) by replacing $\varepsilon_q(x)$ by $\delta_q(x)$ and $U, V$ by positive self-adjoint operators are also satisfied, see e.g. [Ip12] for a derivation. The identities obtained by using our renormalisation prescription to define the evaluation of $\Delta (\mathcal{M}_{-\delta}(\nu))$ in representations of modular double type will therefore also be valid.

Remark 14. The identity (8.67) is understood as an equality of formal power series in the spectral parameter. One may notice that the first non-trivial term in this expansion reads

$$\Delta(f^{(M-1)}_{\delta}) - f^{\tilde{f}^{(M-1)}_{\delta}}(1 - 1 \otimes f^{(M-1)}_{\delta}) = [M]_q \Xi.$$

Within this interpretation, the relation (8.67) provides a compact expression for the coproduct of imaginary root vectors. This should be compared with known expressions in the literature from [Dam2] and [KhT94]. In [KhT94] an explicit twist that maps the coproduct defined in this paper, to the so-called Drinfeld coproduct, with respect to which imaginary roots are primitive elements, is constructed. This form is not of direct use when both tensor factors correspond to representations of $\mathcal{U}_q(b_+)$ that cannot be extended to representations of the full $\mathcal{U}_q(\hat{\mathfrak{sl}}_M)$.

Remark 15. The quantity $\mathcal{M}_{-\delta}$ defined in (8.68) appeared also in [FrH] (Section 7.2), where it is called $T_{i=M-1}(z)$.

### 8.4 Checks of compatibility

In the previous section we had verified in the case of $\mathcal{U}_q(\hat{\mathfrak{sl}}_2)$ that the proposed renormalisation prescription preserves all the basic properties of the universal R-matrices. This was found to be a consequence of the fact that the function $\delta_q(x)$ used to define the renormalisation of the real root contributions satisfies the same functional relations (7.37), (7.40), and (8.73) as are satisfied by the function $\varepsilon_q(x)$ appearing in the product formula. In the following we will outline how to generalise this discussion to the case of $\mathcal{U}_q(\hat{\mathfrak{sl}}_M)$.

It will furthermore be explained how the consequences of the identity (8.67) are consistent with the renormalisation prescription

$$\pi^+ (\mathcal{M}_{-\delta}(\nu)) = \prod_{i=1}^{M-1} \frac{G_{i,M-1}(\nu^{-M} D^+_{\ell,i})}{\prod_{i=1}^{M-1} G_{i,M-1}(\nu^{-M} N^+_{\ell,i})}.$$

---

It is actually obtained by applying the Cartan anti-involution (4.14) to (5.17).
This will again be a consequence of the functional equations satisfied by the special function \( E_q(x) \).

### 8.4.1 The case of \( \pi_F \otimes \pi_- \) and the Baxter equation

In the following we verify (8.67) when the first two tensor factors are chosen as \( \pi_F \otimes \pi_+ \). We leave the proof of the identity involving real root contributions, generalizing the one presented in Section 7.4.3, to Appendix E.4. This is a prototypical example of tensor products involving finite dimensional representations and modular double type representations. This verification, supplemented with a similar analysis where \( \pi_- \) is replaced by \( \bar{\pi}_- \) that goes along the same lines, allows to complete the proof of the Baxter equation.

**Explicit verification of \( \pi_F \otimes \pi^+ \) applied to (8.67)** The verification of (8.67) in this case is greatly simplified by the analysis of imaginary root currents given in Section 8.1.3. More specifically, the relation (8.32) implies that the left handside of (8.67) can be rewritten using

\[
\Lambda(y) \left[ \left( \pi_{\mu_n}^F \otimes \pi_{\lambda_n}^+ \right) \Delta \left( \mathcal{H}_{\sim \delta} (\nu) \right) \right] \Lambda(y)^{-1} = S^{-1} \left[ \pi_{\mu_n}^F \left( \mathcal{H}_{\sim \delta} (\nu) \right) \otimes \pi_{\lambda_n}^+ \left( \mathcal{H}_{\sim \delta} (\nu) \right) \right] S. \quad (8.79)
\]

where \( S \) is given in (8.33). Concerning the right hand side, the following holds:

\[
\pi_{\mu_n}^F \left( \mathcal{H}_{\sim \delta} (\nu) \right) = \theta_{\bar{\pi}^+} (g_-) \left( 1 - g_-^M n_M \right), \quad (8.80)
\]

\[
\Lambda(y) \left[ \left( \pi_{\mu_n}^F \otimes \pi_{\lambda_n}^+ \right) \Xi \right] \Lambda(y)^{-1} = \Xi' \otimes 1, \quad \Xi' = -\tau_q \lambda_n^M \left( g^{-k} \bar{c}_k \right) c_M, \quad (8.81)
\]

where \( \theta_{\bar{\pi}^+} (x) \) is defined in (8.50) and the operator \( \pi_+ \left( \mathcal{H}_{\sim \delta} \right) \) is central. The equality (8.81) follows from (E.105) and the definition (8.68).

It follows from these observations and the prescription (7.44) for \( E_q (\nu^{-M}\Xi' \otimes 1) \) that (8.67) reduces to

\[
S^{-1} \left( 1 - g_-^M n_M \right) S = \left( 1 - g_-^M n_M \right) \left( 1 + \tau_q^{-1} \nu^{-M} \Xi' \right). \quad (8.82)
\]

This simple equality of operators acting on the fermionic Fock space holds as a consequence of

\[
S^{-1} \bar{c}_M S = \bar{c}_M + \sum_{k=1}^{M-1} g_n^{M-k} \bar{c}_k. \quad (8.83)
\]

In order to reduce (8.82) to (8.83), one can use the explicit form of \( \Xi' \) and the following relations: \( n_M c_M = 0 \), \( S \) commutes with \( c_M \) and \( \nu^{-M} (\lambda_n^M (g_-)^{-M} = (g_n)^M \). The identity (8.83) is easy to show.
8.4.2 Checks of (8.67) evaluated on prefundamental representations

This section contains an explicit verification of the identity that follows from (8.67) after applying $\pi^+ \otimes \bar{\pi}^+$ or $\pi^+ \otimes \pi^+$ to it. The verification requires a careful study of the the image of imaginary root currents under the tensor product representations $(\pi^+ \otimes \bar{\pi}^+)\Delta$ or $(\pi^+ \otimes \pi^+)\Delta$. These representations are defined in (8.66) satisfies the relation 

$\tau_q = q - q^{-1}$ and the operator $r$ is given below. The result (8.84) follows from a straightforward but lengthy calculation. The form (8.84) is not too surprising if we recall that, in the special case of $\mathcal{U}_q(\hat{\mathfrak{sl}}_M)$, the imaginary root currents can be computed using the formula (8.63) with $\mathcal{L}$ replaced by $L^+ L^+$. It follows from (8.84) that the linear combination of imaginary roots defined in (8.66) satisfies the relation

$$
\left(\pi^+_{\lambda_1} \otimes \pi^+_{\lambda_2}\right) \Delta (1 + F^i(z)) = \begin{cases} 
1 & i \neq M - 2, M - 1 \\
1 + r z^{-1} & i = M - 2 \\
\frac{(1 + \lambda_{z} z^{-1})(1 + \lambda_{z} z^{-1})}{(1 - q^{-1} r z^{-1})(1 - q^{-1} r z^{-1})} & i = M - 1
\end{cases}
$$

(8.84)

where $\tau_q = q - q^{-1}$ and the operator $r$ is given below. The result (8.84) follows from a straightforward but lengthy calculation. The form (8.84) is not too surprising if we recall that, in the special case of $\mathcal{U}_q(\hat{\mathfrak{sl}}_M)$, the imaginary root currents can be computed using the formula (8.63) with $\mathcal{L}$ replaced by $L^+ L^+$. It follows from (8.84) that the linear combination of imaginary roots defined in (8.66) satisfies the relation

$$
\left(\pi^+_{\lambda_1} \otimes \pi^+_{\lambda_2}\right) \Big[\Delta (\overline{\tilde{f}^{(M-1)}_{m\bar{b}}}) - \tilde{f}^{(M-1)}_{m\bar{b}} \otimes 1 - 1 \otimes \tilde{f}^{(M-1)}_{m\bar{b}}\Big] = [M]_{q^n} r^m.
$$

(8.85)

The result (8.84) with the definition (8.68) implies that

$$
\frac{\left(\pi^+_{\lambda_1} \otimes \pi^+_{\lambda_2}\right) \Delta \left(\mathcal{M}_{\tilde{\nu}}(\nu)\right)}{\left(\pi^+_{\lambda_1} \otimes \pi^+_{\lambda_2}\right) \left(\mathcal{M}_{\tilde{\nu}}(\nu) \otimes \mathcal{M}_{\tilde{\nu}}(\nu)\right)} = \mathcal{E}_{b_2} \left(\nu^{-M} r\right)
$$

(8.86)

In writing the left hand side of this expression we have used the fact that the denominator is represented by central elements. The identity (8.86) is then obtained by first computing (8.85)
and then applying the renormalization prescription to the expression (8.65). It is instructive to rederive (8.86) from the general formula (8.78) with \( \pi^+ \mapsto (\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+) \Delta \). From this point of view (8.86) holds as a consequence of the following identity

\[
\frac{G_{M-1, M-1}(-q^{+1}\omega) G_{M-1, M-1}(-q^{-1}\omega)}{G_{M-2, M-1}(\omega)} = \prod_{s=1}^{M} \mathcal{E}_{M\nu}(q^{2p_s(M)}\omega) = \mathcal{E}_{\nu}(\omega),
\]

(8.87)

with \( \omega = r \). The first equality in (8.87) follows from the definition of \( G_{ij}(x) \) given in (8.45) and does not use any property of \( \mathcal{E}_{M\nu}(x) \). The second equality in (8.87) is a simple consequence of the definition (8.43).

In order to complete the verification that (8.67) holds when we apply the representation \( \pi^+ \otimes \pi^+ \), we need to evaluate the image of \( \Xi \) defined in (8.68). A simple calculation shows that

\[
(\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+) \Xi = (q - q^{-1})^M \sum_{j=1}^{M-1} u_M u_j^{-1} (f_{j-1} \cdots f_0) \otimes (f_{M-1} \cdots f_{j+1} f_j) = r,
\]

(8.88)

with \( \pi^+(f_{\delta-(\epsilon_j-\epsilon_M)}) \) and \( \pi^+(f_{\ast \ast}) \) given in (6.9) and below (E.104) respectively. Above we used the by now standard notation \( (\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+)(f_i \otimes f_j) = f_i \otimes f_j \). The operator \( r \) is the same as the one appearing in the currents (8.84). This conclude the check in this case.

**Explicit verification of \( \pi^+ \otimes \pi^+ \) applied to (8.67).** The steps are the same as in the previous paragraph with important structural differences. The imaginary root currents take the form

\[
(\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+) \Delta(1 + F_i'(z)) = \frac{(1 + z^{-1} X_{i-1}) (1 + z^{-1} X_{i+1})}{(1 - q^{-1} z^{-1}_i X_{i}) (1 - q^{+1} z^{-1}_i X_{i})},
\]

(8.89)

where

\[
X_i = \lambda_1^{M-i} \lambda_2^i (t_1 \cdots t_i)^{-1} (t_{i+1} \cdots t_M), \quad t_i = (q u_i v_i \otimes v_i^{-1} u_i)^\dagger.
\]

(8.90)

Notice that \( t_i \) are commuting operators and satisfy \( t_1 \cdots t_M = 1 \). The linear combination of imaginary roots defined in (8.66) satisfies the relation

\[
(\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+) \left[ \Delta(f_{m \delta}^{(M-1)}) - f_{m \delta}^{(M-1)} \otimes 1 - 1 \otimes f_{m \delta}^{(M-1)} \right] = [M]_{q^m} (\lambda_1 \lambda_2^{M-1} t^2_M)^m.
\]

(8.91)

To obtain this expression it is useful to observe that most of the terms in the sum (8.66) cancel with each other due to the form (8.89) and the identity \([i + 1]_{q^k} + [i - 1]_{q^k} - [i]_{q^k} (q^k + q^{-k}) = 0\). By a similar mechanism as in (8.86), this implies that

\[
\frac{(\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+) \Delta (\mathcal{H}_{\lambda \alpha}(\nu))}{(\pi_{\lambda_1}^+ \otimes \pi_{\lambda_2}^+) (\mathcal{H}_{\lambda \alpha}(\nu) \otimes \mathcal{H}_{\lambda \alpha}(\nu))} = \mathcal{E}_{\nu} (\nu^{-M} \lambda_1 \lambda_2^{M-1} t^2_M).
\]

(8.92)
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It is instructive to rederive (8.92) from the general formula (8.78) with \( \pi^+ \mapsto (\pi^+_{\lambda^+_i} \otimes \pi^+_{\lambda^-_j}) \Delta \). From this point of view (8.92) holds as a consequence of

\[
\prod_{i=1}^{M-1} \frac{G_{iM-1}(-q^{-1}\omega_i)}{G_{iM-1}(\omega_{i+1})} = \prod_{i=1}^{M} \frac{E_{M\rho^2}(-q^{2\rho_i}(M)\omega_{M-1})}{\rho^+(-\omega_0)\rho^+(\omega_M)} = \frac{E_{\rho^2}(-\omega_0)\rho^+(\omega_M)}{E_{\rho^2}(-\omega_0)\rho^+-\omega_0)}.
\]

(8.93)

with \( \omega_i = \nu^{-M} X_i \) and \( \rho^{\ell+2}(\omega) \) defined in (8.48). The first equality in (8.93) does not use any property of the special function \( E_{M\rho}(\omega) \). The second equality is the same as in (8.87). For the right hand side of (8.67) one finds that

\[
(\pi^+_{\lambda^+_i} \otimes \pi^+_{\lambda^-_j}) \Xi = (q - q^{-1})^M u_M u_i^{-1} t_0 \otimes (f_{M-1} \ldots f_1) = \lambda_1 \lambda_2^{M-1} t_2^M ,
\]

(8.94)

where \( \Xi \) is defined in (8.68). The form of \( \tilde{\pi}^+ (f^{\delta_{-(\epsilon_j-\epsilon_M)}}) = \delta_{\bar{j},1} \tilde{t}_0 \) follows from the definition (8.36) and the iterative construction of root vectors, the second tensor factor \( \pi^+ (f^{\text{op}}_{\epsilon_i-\epsilon_M}) \) is given below (8.104). This concludes the verification of (8.67) in this case.

### 8.5 Modular duality and quantum Wronskian relations

By dividing the Q-operators by the scalar factors coming from the imaginary roots one obtains Q-operators that are manifestly self-dual under \( b \to b^{-1} \). We are now going to show that this has important consequences, leading to functional relations among the Q-operators of quantum Wronskian type. In the case \( M = 2 \) it has been observed in [Z00] that such functional relations can be solved to express the eigenvalues of Q-operators in terms of solutions to certain nonlinear difference equations of thermodynamic Bethe ansatz (TBA) type.

#### 8.5.1 Rewriting the Baxter equations

When the quantum space is taken as

\[
\pi_q(a) = (\pi^-_{\kappa_N} \otimes \pi^-_{\kappa_N} \otimes \cdots \otimes \pi^-_{\kappa_1} \otimes \pi^-_{\lambda_1}) \Delta^{(2N)}(a) \quad a \in U_q(b^+).
\]

(8.95)

the transfer matrices entering the Baxter equation (8.1) can be rewritten as follows

\[
Q^+(\zeta) = \Xi(\zeta) q^+(\zeta), \quad T^{(k)}(\zeta) = \Theta^{(k)}(\zeta) t_k(\zeta), \quad k = 1, \ldots, M - 1 ,
\]

(8.96)

where

\[
\Xi(\zeta) := \prod_{a=1}^{N} \rho^+(-\zeta \kappa_a^{-1}) \rho^+(-\zeta \kappa^+_a), \quad \Theta^{(k)}(\zeta) := \prod_{a=1}^{N} \theta^+_{\zeta}(\zeta \kappa_a^{-1}) \theta^+_{\zeta}(\zeta \kappa_a^{-1})^{-1}.
\]

(8.97)

The function \( \rho^{\ell+2}(\zeta) \) are given in (8.48) and the form of \( \theta^+_{\zeta}(\zeta) \) follows from (8.50), (8.51) to be

\[
\theta^+_{\zeta}(\zeta) = \frac{E_{M\rho^2}((-1)^{M-1} q^{-k} \zeta^M)}{E_{M\rho^2}((-1)^{M-1} q^k \zeta^M)}, \quad \theta^+_{\zeta}(\zeta) = \theta^+_{M-k}(-\zeta).
\]

(8.98)
The remaining transfer matrices involved in (8.1) are simply given by $T(1)(\zeta) = T(M)(\zeta) = 1$. The rewriting above is convenient because the transfer matrices $t_k(\zeta)$ and $q^+(\zeta)$ have simpler analytic properties as functions of the spectral parameter compared to their ancestors.

Inserting (8.96) in the Baxter equation (8.1) and dividing by $\Xi(-q \zeta)$ we obtain

$$
\sum_{k=1}^{M-1} (-1)^{k-1} c_k(\zeta) t_k(q^{\frac{k}{M}} \zeta) q^+(-\omega q^{\frac{2k-M}{M}} \zeta) = \Delta(\zeta) q^+(-\omega q^{-1} \zeta) + (-1)^M q^+(-\omega q^{+1} \zeta),
$$

where

$$
\Delta(\zeta) := \frac{\Xi(-q^{-1} \zeta)}{\Xi(-q^{+1} \zeta)} = \prod_{a=1}^{N} \left( 1 - \zeta^{\frac{M}{K_a}} \right) \prod_{s=1}^{M-1} \left( 1 - q^{-2s} \left( -\frac{\zeta}{K_a} \right)^{M} \right),
$$

$$
c_k(\zeta) := \frac{\Xi(-q^{\frac{2k-M}{M}} \zeta)}{\Xi(-q^{+1} \zeta)} \Theta(k)(q^{\frac{k}{M}} \zeta) = \prod_{a=1}^{N} \prod_{s=1}^{M-k-1} \left( 1 + (-1)^{M-1} q^{M-2s} \frac{\zeta^{M}}{K_a} \right).
$$

Notice that compared to (8.1) we reabsorbed the $M$-th root of unity $\omega$ in the definition of $\zeta$. In order to derive (8.100) it is useful to notice that

$$
\rho^+(q^{-1} \lambda) = \prod_{s=1}^{M-1} \left( 1 + q^{M-2s} \lambda^M \right) = q^{-\det(L^+(\lambda))},
$$

$$
\rho^+(q^{+1} \lambda) = \left( 1 + (-1)^{M-1} \lambda^M \right) = q^{-\det(L^-(\lambda))}.
$$

### 8.5.2 Elementary properties of functional difference equations

Consider the $M$-th order functional difference equation for $q(\lambda)$

$$
\sum_{k=0}^{M} (-1)^k t_k(\lambda) q^{[k]}(\lambda) = 0,
$$

where $f^{[k]}(\lambda)$ means to shift the argument of $f(\lambda)$ in certain units, e.g. $f^{[k]}(\lambda) := f(p^k \lambda)$. We set $t_0(\lambda) = t_M(\lambda) = 1$. This is the generic situation as they can be reintroduced by rescaling the equation (8.103) with $t_0(\lambda)$ and by redefining $q(\lambda)$. Let us recall two elementary facts about functional difference relations:

1. Let $q_1(\lambda), \ldots, q_M(\lambda)$ be $M$ solutions of (8.103) then the quantum Wronskian

$$
W(\lambda) := \det_{1 \leq a, b \leq M} \left( q_a^{[b]}(\lambda) \right),
$$

is a quasiconstant, i.e. $W(\lambda) = W^{[1]}(\lambda)$. 
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2. Let \( q_1(\lambda), \ldots, q_{M-1}(\lambda) \) be \( M-1 \) solutions of (8.103) then
\[
\bar{q}(\lambda) := \det_{1 \leq a, b \leq M-1} \left( q_k^{[a-1]}(\lambda) \right),
\] (8.105)
satisfies the conjugate Baxter equation
\[
\sum_{k=0}^{M} (-1)^k \bar{t}_k(\lambda) \bar{q}^{[k]}(\lambda) = 0,
\] (8.106)
The statements can strengthened considerable provided one is dealing with Q-operators that are self-dual under \( b \to b^{-1} \).

### 8.5.3 Modular duality

It is manifest from its explicit expression that \( q^+(\zeta) \) is invariant upon replacing \( b \) with \( b^{-1} \). This means that \( q^+(\zeta) \) satisfies a dual Baxter equation obtained by replacing \( b \) with \( b^{-1} \). In order to make the behaviour under \( b \to b^{-1} \) more visible let us introduce \( u := \frac{M}{2\pi b} \log \zeta \) along with \( s_a := \frac{M}{2\pi b} \log \kappa_a \) and \( \bar{s}_a := \frac{M}{2\pi b} \log \bar{\kappa}_a \). Multiplication by \( q^{2\pi i \frac{d}{b}} \) and \( e^{-\pi i \frac{d}{b}} \) in the \( \zeta \)-plane translates into shifts by \(-ib^{+1}\) and \(-ib^{-1}\) in the \( u \)-plane.

We have already observed in the remark below (8.5) that one can obtain \( M \) solutions to the Baxter equation (8.1) by shifting the argument of the Q-operator as follows
\[
Q^{+}(\omega \ell \zeta) \text{ with } \omega \ell = e^{2\pi i \ell/M}.
\] (8.107)
The dual Baxter equation obtained by replacing \( b \to b^{-1} \) in the coefficients implies that \( F(u) \) must satisfy a very similar difference equation with \( b \) replaced by \( b^{-1} \). These equations posses the manifestly self-dual solution (8.108). Taken together these two difference equations determine \( F(u) \) up to a constant operator \( F_0 \). This operator can be determined by studying the asymptotics of \( q^+(\zeta) \) for \( \zeta \to \infty \), as was done for \( M = 2 \) in [ByT1]. We intend to return to this question elsewhere.
Remark 16. It was observed in Remark 6 above that the tensor product \( \pi_{\lambda_1}^+ \otimes \cdots \otimes \pi_{\lambda_M}^+ \) contains for generic values of \( \{ \lambda_s \} \) an irreducible representations of evaluation type, as expressed more precisely in equation (6.50). Formal reasoning indicates that for certain values of \( \{ \lambda_s \} \) there may exist invariant subspaces in the dual of \( \pi_{\lambda_1}^+ \otimes \cdots \otimes \pi_{\lambda_M}^+ \). In particular for \( \lambda_s = q^{2-2} \rho \), \( \lambda_1 \) seems to exist a sub-representation isomorphic to the trivial representation. Similar observations have been used in the case of highest weight representations to derive functional relations similar to (8.107) using resolutions of the identity representation of Bernstein-Gel’fand-Gel’fand (BGG)-type \([\text{BaLZ3, BaHK, BaFLMS, DM}]\). It would be interesting to know if a similar approach can be used to derive functional equations in the case of representations that do not have extremal weight vectors as considered in our paper. A more systematic analysis of the tensor products \( (\pi_{\lambda_1}^+ \otimes \cdots \otimes \pi_{\lambda_M}^+) \Delta^{(\ell)} \) and their connections with the functional relations involving Q-operators may be an interesting project for the future.

Appendices

A Quantum minors and triangular decomposition of \( \mathcal{L}(x) \)

The quantum determinant. In this appendix we introduce the quantum determinant, see \([\text{KuSk81, Mo, Tar92}]\). It follows from the relation (3.16) that

\[
\Pi_{12\ldots m}^{-} \mathcal{L}_1(q^{-\frac{2}{n} \rho_1}) \cdots \mathcal{L}_m(q^{-\frac{2}{n} \rho_m}) = \mathcal{L}_m(q^{-\frac{2}{n} \rho_m}) \cdots \mathcal{L}_1(q^{-\frac{2}{n} \rho_1}) \Pi_{12\ldots m}^{-}, \tag{A.1}
\]

where

\[
\Pi_{12\ldots m}^{-} := (R_{m-1,1}) (R_{m-2,1} R_{m-2,2-1}) \cdots (R_{1,1} \cdots R_{1,2}) \in \text{End}((\mathbb{C}^M)^\otimes m), \tag{A.2}
\]

and

\[
R_{a,b} = \frac{q^{-1} \lambda_b^M - q \lambda_a^M}{q - q^{-1}} R_{a,b}(\lambda_a, \lambda_b), \quad \lambda_a = q^{-\frac{2}{n} \rho_a}, \tag{A.3}
\]

with \( R(\lambda, \mu) \) given in (3.17) and \( \rho_a = \frac{m-2a+1}{2} \). The indices \( a, b \) in \( R_{a,b} \) and \( \mathcal{L}_a(\lambda) \) entering (A.1) denotes the \( a \)-th (b-th) copy of \( \mathbb{C}^M \) in \( (\mathbb{C}^M)^\otimes m \). One can show that \( \Pi_{12\ldots m}^{-} \) projects into the totally antisymmetric part of \( \mathbb{C}^M \) in \( (\mathbb{C}^M)^\otimes m \). The case \( m = M \) plays a distinguished role. On the one hand

\[
\Pi_{12\ldots M}^{-} \mathcal{L}_1(q^{-\frac{2}{n} \rho_1}) \cdots \mathcal{L}_M(q^{-\frac{2}{n} \rho_M}) \Pi_{12\ldots M}^{-} = \text{q-det}(\mathcal{L}(\lambda)) \Pi_{12\ldots M}^{-}, \tag{A.4}
\]

where \( \text{q-det}(\mathcal{L}(\lambda)) \) acts as a scalar in \( (\mathbb{C}^M)^\otimes M \) and takes the form

\[
\text{q-det}(\mathcal{L}(\lambda)) = \sum_{\sigma \in \mathcal{S}_M} c_{\sigma}(q) \mathcal{L}_{\sigma(1),1}(q^{-\frac{2}{n} \rho_1}) \mathcal{L}_{\sigma(2),2}(q^{-\frac{2}{n} \rho_2}) \cdots \mathcal{L}_{\sigma(M),M}(q^{-\frac{2}{n} \rho_M}), \tag{A.5}
\]
where $\rho_k = \frac{M - 2k + 1}{2}$. The coefficients $c_\sigma(q)$ are determined by the relation
\[
\Pi_{12\ldots M} (e_{\sigma(1)} \otimes e_{\sigma(2)} \ldots \otimes e_{\sigma(M)}) = c_\sigma(q) \Pi_{12\ldots M} (e_1 \otimes e_2 \ldots \otimes e_M),
\] (A.6)
where $e_i$ denote the canonical basis of $\mathbb{C}^M$, see [Mo]. With a little inspection one finds that
\begin{align}
c_\sigma(q) = (-q)^{\ell(\sigma)} q^{f(\sigma)}, \quad f(\sigma) &= -\frac{2}{M} \sum_{k=1}^M (k - 1)(k - \sigma(k)). \tag{A.7}
\end{align}

One the other hand one can show via the fusion procedure that $[q\det(L(\lambda)), L(\mu)] = 0$.

**Examples:** The definition above produce
\begin{align}
q\det(L^-(\lambda)) &= 1 + (-1)^{M-1} \lambda^M, \tag{A.8}
\end{align}
where $L^-(\lambda)$ is defined in (6.22). Notice that only two permutation contributes to the expression for the quantum determinant given above: $\sigma = id$ and $\sigma = \omega := (2, 3, \ldots, M, 1)$. The coefficient in the quantum determinant are computed recalling that $\ell(\omega) = M - 1$ and $f(\omega) = 1 - M$.

An other relevant example is
\begin{align}
\pi^-_{\mu=1} (A_i(\lambda)) &= u_1 \ldots u_i \left(1 - \delta_{i,M-1} \lambda^M (-1)^M \right), \tag{A.9}
\end{align}
\begin{align}
\bar{\pi}^-_{\mu=1} (A_i(\lambda)) &= u_1 \ldots u_i \prod_{s=1}^{i-1} (1 - \lambda^M q^{i-2s}). \tag{A.10}
\end{align}

where $A_i(\lambda)$ are defined in (8.57). Notice that for $M = 2$ the two expressions above coincide.

**Definition.** It is convenient to define
\[
\left(\mathcal{L}^{[p]}(\lambda^\frac{M}{p})\right)_{ij} := \lambda_{\frac{M}{p}}^{i-j} (\mathcal{L}(\lambda))_{ij}, \quad i, j = 1, 2, \ldots, p. \tag{A.11}
\]
This definition is motivated by the fact that $\mathcal{L}^{[p]}(\lambda)$ satisfies the same relations as $\mathcal{L}(\lambda)$ with $M$ replaced by $p$. The expression for the quantum determinant of $\mathcal{L}^{[p]}(\lambda)$ is understood as (A.5) with $M$ replaced by $k$.

**The quantum comatrix.** Let us define the quantum comatrix $\mathbf{\mathcal{L}}(\lambda)$ of $\mathcal{L}(\lambda)$ by
\[
\mathcal{L}(q^{\frac{M-1}{M}} \lambda) \mathbf{\mathcal{L}}(q^{-\frac{1}{M}} \lambda) = q\det(\mathcal{L}(\lambda)). \tag{A.12}
\]
The matrix entries of $\mathbf{\mathcal{L}}(\lambda)$ can be expressed in terms of quantum minors of $\mathcal{L}(\lambda)$. In the following we will need only the last diagonal elements given by
\[
(\mathbf{\mathcal{L}}(\lambda))_{M,M} = q\det\left(\mathcal{L}^{[M-1]}(\lambda^{\frac{M}{M-1}})\right) \tag{A.13}
\]
where $\mathcal{L}^{[p]}(\lambda)$ is defined in (8.58).
Triangular decomposition of $\mathcal{L}(x)$. Consider the triangular decomposition of the type (8.56) of a matrix $X$ with non-commutative entries $X_{ij}$. One has
\[
ap_p = \left( \left( (X^{[p]}_i)_p^{-1} \right)_p \right)^{-1}, \quad (X^{[p]}_i)_{ij} := X_{ij}, \quad i, j = 1, \ldots, p. \tag{A.14}
\]
The derivation of this fact is elementary, see e.g. [Ioh] for its application in a similar context.

If $X$ is replaced by $\mathcal{L}(\lambda)$, one finds a simple expression for (A.14) as follows from (A.12) combined with (A.13). The relation (8.57) follows.

B On the evaluation representation

In this appendix we review the definition of evaluation representation. Along the way we will obtain explicit formulae for the image of imaginary root currents under the evaluation homomorphism. We could not find such expressions in the literature. These formulae allow to compute the image of the universal R-matrix under $\pi_f \otimes \text{ev}$, filling an apparent gap in the literature.

B.1 Jimbo evaluation homomorphism

In [J85] Jimbo introduced an homomorphism, usually called evaluation homomorphism and denoted by ev, from $\mathcal{U}_q(\widehat{\mathfrak{g}}_M)$ to $\mathcal{U}_q(\mathfrak{g}_M)$. This homomorphism can be given in terms of the generators $\{e_i, f_i, q_i\}$ of $\mathcal{U}_q(\widehat{\mathfrak{g}}_M)$ and $\mathcal{U}_q(\mathfrak{g}_M)$ respectively, see e.g. [CP]. For the purposes of this section it is more convenient to exploit this homomorphism using
\[
\mathbb{L}_{\text{ev}}(\lambda) := \frac{1}{\rho_{\text{ev}}(\lambda)} \left( \pi_f^\lambda \otimes \text{ev} \right) \mathcal{R}^- . \tag{B.1}
\]
It can be shown that, upon choosing the scalar factor $\rho_{\text{ev}}(\lambda)$ appropriately (see below), one has
\[
\mathbb{L}_{\text{ev}}(\lambda) = \sum_{i=1}^M E_{ii} \otimes (q^{+H_i} + \lambda^M q^\gamma_i^{-H_i}) + \sum_{i \neq j} \lambda^{(i-j)M} E_{ij} \otimes E_{ji} . \tag{B.2}
\]
It follows from the universal Yang-Baxter equation (4.23) that this Lax operator satisfies the quadratic relations (3.16). These relations, together with the specific dependence of $\mathbb{L}_{\text{ev}}(\lambda)$ on the spectral parameter $\lambda$, provides a definition of $\mathcal{U}_q(\mathfrak{g}_M)$ in terms of the generators $\{q_i^{H_i}\}_{i=1,\ldots,M}$, $\{E_{ij}\}_{i \neq j}$. The fact that the definition (B.1) gives rise to a Lax operator of the form (B.2) follows from the intertwining property (4.9a) of the universal R-matrix. It is shown in Appendix [B.2] that this is the case upon defining
\[
ev(e_i) = \frac{1}{q-1-q} E_{i,i+1} q^{-H_i}, \quad \ev(f_i) = \frac{1}{q - q^{-1}} q^{H_i - \gamma} E_{i+1,i} . \tag{B.3}
\]
\[ \text{ev} \left( q^{\bar{\epsilon}_i - \bar{\pi}^i} \right) = q^{-\mathcal{H}_i}. \]  

(B.4)

A direct calculation of (B.1) using the infinite product formula for the universal R-matrix has been done for \( U_q(\hat{\mathfrak{gl}}_2) \) in [KhST94], see also Section 7.1.3 and \( U_q(\hat{\mathfrak{gl}}_3) \) in [Ra13]. As opposed to the derivation based on (4.9a), the direct calculation of the product formula determines the scalar factor \( \rho_{\text{ev}}(\lambda) \) as well. In the following section we determine the image of the imaginary root vectors under the evaluation homomorphism and, as a byproduct, the factor \( \rho_{\text{ev}}(\lambda) \).

**Remark 17.** One may consider fixing the spectral parameter dependence of some Lax operator to be that of a degree \( k \) polynomial in \( \lambda^{-1} \) for \( k \leq M \). The case \( k = M \) corresponds to (B.2). An identification of the type (B.1) would then provide an homomorphisms form \( U_q(\mathfrak{b}^+) \) to some algebra whose commutation relations are dictated by the (3.16). The case \( k = 1 \) will produce \( L^-(\lambda) \) defined in (6.22).

**Remark 18.** The R-matrix in (3.17) is related to (B.2) as follows

\[ \pi(f) = q^1 R(\lambda, 1). \]  

(B.5)

upon setting \( q \gamma = -q^{2 \bar{\pi}} \) in the left hand side. Moreover, the expression (7.17) coincide with (B.2) in the special case \( M = 2 \), upon identifying \( q \gamma = -q \).

### B.2 Intertwining properties for \( \mathbb{L}_{\text{ev}}(\lambda) \)

It follows from the definition (B.1) that \( \mathbb{L}_{\text{ev}}(\lambda) \) satisfies the intertwining property

\[ \mathbb{L}_{\text{ev}}(\lambda) \left( \pi^f_{\mu=1} (\mathbb{L}_{\text{ev}}(\lambda)) = q^{\frac{1}{M}} (q^{-1} - q^{+1} \lambda^M) R(\lambda, 1), \right. \]  

(B.6)

In the following we will study the implications of (B.6) where \( \mathbb{L}_{\text{ev}}(\lambda) \) is taken to be of the form

\[ \mathbb{L}_{\text{ev}}(\lambda) = \sum_{i=1}^{M} E_{ii} \otimes \left( q^{N_i} + \lambda^M q^{\overline{N}_i} \right) + \sum_{i \neq j} \lambda^{(i-j)M} E_{ij} \otimes E_{ji}. \]  

(B.7)

One can argue that the solution of (B.6) is unique up to multiplication by an element of the form \( 1 \otimes \rho(\lambda) \) where \( \rho(\lambda) \) belongs to the center of \( U_q(\hat{\mathfrak{gl}}_M) \). In order for this to be the case it is important that (B.6) holds for the full \( U_q(\hat{\mathfrak{gl}}_M) \) and not just a Borel half. The fact that we can find a solution of the interwining property of the form (B.7) thus provides a proof of (B.1).

Let us proceed with the analysis. Using the form (B.7) and taking \( a = q^{\bar{\epsilon}_i} \), the intertwining property implies

\[ q^{N_i} \text{ev}(q^{\bar{\epsilon}_j}) = \text{ev}(q^{\bar{\epsilon}_j}) q^{N_i}, \quad q^{\overline{N}_i} \text{ev}(q^{\bar{\epsilon}_j}) = \text{ev}(q^{\bar{\epsilon}_j}) q^{\overline{N}_i}, \]  

(B.8)

\[ \mathcal{E}_{ij} \text{ev}(q^{\bar{\epsilon}_k}) = q^{\delta_{jk} - \delta_{ik}} \text{ev}(q^{\bar{\epsilon}_k}) \mathcal{E}_{ij}. \]  

(B.9)
Next, consider the intertwining property for \( a = f_i \). The \( \lambda^{M+1} \) term of these equations immediately implies that

\[
ev(q^{\bar{r}}) = q^\bar{x} q^{\bar{N}_i},
\]

for some constant \( \bar{x} \). Using this identification and (B.9), the \( \lambda^M \) terms of the same equations give

\[
E_{i+1,i} = (q - q^{-1}) q^{\bar{N}_i} \ev(f_i).
\]

Let us turn to the case \( a = e_i \) in (B.6). A similar analysis applied to the terms of order \( \lambda^{-1} \) and \( \lambda^0 \) shows that

\[
ev(q^{\bar{r}}) = q^x q^{-\bar{N}_i}, \quad E_{i,i+1} = (q^{-1} - q) \ev(e_i) q^{\bar{N}_i},
\]

for some constant \( x \). The equations (B.10), (B.11), (B.12) give the identification between the generators of \( U_q(\hat{\mathfrak{gl}}_M) \) and \( U_q(\mathfrak{gl}_M) \). The constants \( x \) and \( \bar{x} \) correspond to the freedom of overall rescaling of \( \mathbb{L}_{ev} \) and introducing the spectral parameter for \( ev \). To obtain (B.2) we demand that the leading term in the \( \lambda \) expansion is

\[
(\pi^f \otimes ev)q^{-1} = \sum_{i=1}^M E_{i,i} \otimes q^{\bar{N}_i},
\]

where \( q^f \) is given in (4.21), \( \pi^f(q^{\bar{r}}) = q^{E_i} \) and \( q^{-\bar{H}_i} = \ev(q^{\bar{e}_i - \frac{\bar{x}}{2}}) \). Notice that \( \prod_i q^{-\bar{H}_i} = 1 \). This requirement implies that \( q^{\bar{N}_i} = q^{\bar{H}_i} \) and \( q^{\bar{N}_i} = q^{\gamma - \bar{H}_i} \). The remaining equation contained in (B.6) prescribe how to express \( E_{ij} \) in terms of these generators. The equivalence between different looking expressions for \( E_{ij} \) is equivalent to the Serre relations.

### B.2.1 Image of imaginary root vectors and Gelfand-Tsetlin algebra

The image of the imaginary root vectors under the evaluation homomorphism can be obtained by applying the procedure explained in Section 5.2.1. As this procedure is quite involved we will use a shortcut based on the observations presented in Section 8.2.3. The expression (8.63) for the imaginary root currents \( 1 + E_i'(z) \) in terms of quantum minors is independent of a rescaling of \( \mathbb{L}_{ev} \) by an arbitrary function of \( \lambda \). For this reason the quantum minors of \( \mathbb{L}_{ev} \) given in (B.2) can be directly used to obtain \( ev(1 + E_i'(z)) \). It is not hard to see that the relevant quantum minors take the form

\[
G_p(\lambda^M) := q^{\det \mathbb{L}_{ev}^p(\lambda_{N_M})} = q^{\sum_{s=1}^p \bar{H}_s} \prod_{s=1}^p \left( 1 + \lambda^M q^{2\nu_{p,s} + \gamma} \right),
\]

with \( \sum_{s=1}^p \nu_{p,s} = -\sum_{s=1}^p \bar{H}_s \). These quantum minors commute \([G_p(\lambda), G_q(\mu)] = 0\) and generate a maximally commutative subalgebra of \( \mathcal{U}_q(\mathfrak{gl}_M) \) known as Gelfand-Tsetlin algebra, see e.g. [NaTa]. This algebra can be described as follows. Let \( \mathcal{Z}(\mathcal{U}_q(\mathfrak{gl}_M)) \) be the center of
\( \mathcal{U}_q(\mathfrak{gl}_M) \) and \( \mathcal{U}_q(\mathfrak{gl}_p) \) be the subalgebra generated by \( \{ q^{\mathcal{H}_i} \}_{i=1,...,p} \{ \mathcal{E}_{ij} \}_{1 \leq i \neq j \leq p} \). The subalgebra of \( \mathcal{U}_q(\mathfrak{gl}_M) \) generated by \( Z(\mathcal{U}_q(\mathfrak{gl}_1)) \), \( Z(\mathcal{U}_q(\mathfrak{gl}_2)) \), \ldots, \( Z(\mathcal{U}_q(\mathfrak{gl}_M)) \) is evidently commutative. This is what is called Gelfand-Tsetlin algebra. From (B.14) and (8.63) we conclude that

\[
\text{ev} \left( 1 + E'_p((-1)^p z) \right) = \prod_{s=1}^{p+1} \frac{(1 + z^{-1} q^{2\nu_{p+1} + \gamma})}{(1 + q^{-1} z q^{2\nu_{p+1} + \gamma})} \prod_{s=1}^{p} \frac{(1 + z^{-1} q^{2\nu_{p} + \gamma})}{(1 + q^{-1} z q^{2\nu_{p} + \gamma})} \tag{B.15}
\]

or equivalently

\[
\text{ev} \left( \epsilon_{\delta \delta}^{(p)} \right) = \frac{1}{k} \frac{((-1)^{p+1} q^{-\gamma})^k}{q - q^{-1}} \left( t_{p+1}^{(k)} + t_{p-1}^{(k)} - [2]_q t_p^{(k)} \right), \quad t_p^{(k)} := \sum_{s=1}^{p} q^{2k \nu_{p,s}}. \tag{B.16}
\]

Using this formula for the imaginary root vectors we can obtain the scalar factor in (B.1) to be

\[
\rho_{\text{ev}}(\lambda) = \exp \left( \sum_{m=1}^{\infty} \frac{(-x)^m}{m} \frac{t_M^{(m)}}{[M]^q_m} \right) = \prod_{m=1}^{M} \frac{\varepsilon_{q^M}(q^{2\nu_{M,s} - 1} x)}{\varepsilon_{q^M}(q^{2\nu_{M,s} + 1} x)}, \tag{B.17}
\]

where \( x := q^\gamma \lambda^M \) and \( \varepsilon_q(x) \) is defined in (5.34).

## C Evaluation of the Universal R-matrix

### C.1 Cartan-Weyl basis for \( \mathcal{U}_q(\widehat{\mathfrak{s}\mathfrak{l}}_M) \)

#### C.1.1 Choice of convex order for \( \mathcal{U}_q(\widehat{\mathfrak{s}\mathfrak{l}}_M) \)

Recall that the simple roots of \( \mathfrak{s}\mathfrak{l}_M \) are \( \alpha_i = \epsilon_i - \epsilon_{i+1} \) with \( i = 1, \ldots, M - 1 \) and

\[
\Delta_+(\mathfrak{s}\mathfrak{l}_M) = \{ \epsilon_i - \epsilon_j, 1 \leq i < j \leq M \}. \tag{C.1}
\]

The highest root \( \theta = \alpha_1 + \cdots + \alpha_{M-1} = \epsilon_1 - \epsilon_M \) and the remaining simple root of \( \widehat{\mathfrak{s}\mathfrak{l}}_M \) is \( \alpha_0 = \delta - \theta \). The set \( \Delta_+(\widehat{\mathfrak{s}\mathfrak{l}}_M) \) is given in (5.2), (5.3). We endow this set with a convex (normal) order, see (5.4) for the definition, as follows

\[
\widehat{A}_1 < \widehat{A}_2 < \cdots < \widehat{A}_{M-1} < Z_{>0} \delta < \widehat{B}_{M-1} < \widehat{B}_{M-2} < \cdots < \widehat{B}_1, \tag{C.2}
\]

compare to (5.5). The ordered sets of real positive roots \( \widehat{A}_i \) and \( \widehat{B}_i \) are defined as

\[
\widehat{A}_i := A_i < A_i + \delta < A_i + 2 \delta < \cdots, \quad \widehat{A}_i := \epsilon_i - \epsilon_{i+1} < \epsilon_i - \epsilon_{i+2} < \cdots < \epsilon_i - \epsilon_M, \tag{C.3}
\]

\[
\widehat{B}_i := \cdots < \mathcal{B}_i + 2 \delta < \mathcal{B}_i + \delta < \mathcal{B}_i, \quad \mathcal{B}_i := \delta - (\epsilon_i - \epsilon_{i+1}) < \cdots < \delta - (\epsilon_i - \epsilon_M), \tag{C.4}
\]

A similar root ordering appears in relation to the universal R-matrix for the Yangian in [Stu].

We remark that the ordering above can be obtained in the framework of [If0], as an ordering of "M-raw type", using the action of the extended affine Weyl group. According to theorem 2.3 in [To12] any convex order can be obtained form any other by composition of so called elementary inversions.
C.1.2 Explicit construction of root vectors for $U_q(\hat{sl}_M)$

Root vectors $e_\gamma$ where $\gamma \in \Delta_+(sl_M)$.

$$e_{\alpha_i+\alpha_{i+1}} := [e_{\alpha_i}, e_{\alpha_{i+1}}]_{q^{-1}},$$  \hspace{1cm} (C.5)

and so on.

Root vectors $e_{\delta-\gamma}$ where $\gamma \in \Delta_+(sl_M)$. There are $M - 1$ steps in the construction. One has the following $M - 1$ definitions (first step)

$$e_{\delta-\theta} := e_{\alpha_0},$$  \hspace{1cm} (C.7)

$$e_{\delta-\theta+\alpha_{M-1}} := [e_{\alpha_{M-1}}, e_{\delta-\theta}]_{q^{-1}},$$  \hspace{1cm} (C.8)

$$e_{\delta-\theta+\alpha_{M-2}+\alpha_{M-1}} := [e_{\alpha_{M-2}}, e_{\delta-\theta+\alpha_{M-1}}]_{q^{-1}},$$  \hspace{1cm} (C.9)

$$e_{\delta-\theta+\alpha_{M-3}+\alpha_{M-2}+\alpha_{M-1}} := [e_{\alpha_{M-3}}, e_{\delta-\theta+\alpha_{M-2}+\alpha_{M-1}}]_{q^{-1}},$$  \hspace{1cm} (C.10)

$$\vdots$$

$$e_{\delta-\alpha_1} := [e_{\alpha_2}, e_{\delta-\alpha_1-\alpha_2}]_{q^{-1}},$$  \hspace{1cm} (C.12)

One has the following $M - 2$ definitions

$$e_{\delta+\alpha_1-\theta} := [e_{\alpha_1}, e_{\delta-\theta}]_{q^{-1}},$$  \hspace{1cm} (C.13)

$$e_{\delta+\alpha_1-\theta+\alpha_{M-1}} := [e_{\alpha_{M-1}}, e_{\delta+\alpha_1-\theta}]_{q^{-1}},$$  \hspace{1cm} (C.14)

$$\vdots$$

$$e_{\delta-\alpha_2} := [e_{\alpha_3}, e_{\delta-\alpha_2-\alpha_3}]_{q^{-1}},$$  \hspace{1cm} (C.16)

One has the following $M - 3$ definitions

$$e_{\delta+\alpha_1+\alpha_2-\theta} := [e_{\alpha_2}, e_{\delta+\alpha_1-\theta}]_{q^{-1}},$$  \hspace{1cm} (C.17)

$$e_{\delta+\alpha_1+\alpha_2-\theta+\alpha_{M-1}} := [e_{\alpha_{M-1}}, e_{\delta+\alpha_1+\alpha_2-\theta}]_{q^{-1}},$$  \hspace{1cm} (C.18)

$$\vdots$$

$$e_{\delta-\alpha_3} := [e_{\alpha_4}, e_{\delta-\alpha_3-\alpha_4}]_{q^{-1}},$$  \hspace{1cm} (C.20)

One has the following final definition (step $M - 1$)

$$e_{\delta-\alpha_{M-1}} := [e_{\alpha_{M-2}}, e_{\delta-\alpha_{M-1}-\alpha_{M-2}}]_{q^{-1}}.$$  \hspace{1cm} (C.21)
C.2 Fermionic Fock space representation

C.2.1 Fermionic Fock space representation: definition

\[ \pi^\mu_F : U_q(\widehat{\mathfrak{sl}}_M) \to \mathcal{F}_M \] (C.22)

\[ \pi^\mu_F(e_i) = \mu^{-1} \bar{c}_i c_{i+1} \quad \pi^\mu_F(f_i) = \mu \bar{c}_{i+1} c_i \quad \pi^\mu_F(k_i) = q^{n_i-n_i+1} \] (C.23)

\[ \mathcal{F}_M : \{c_i, \bar{c}_j\} = \delta_{ij} \quad \{c_i, c_j\} = 0 \quad \{\bar{c}_i, \bar{c}_j\} = 0 \quad n_i := \bar{c}_i c_i \] (C.24)

where the indices \(i, j, k, \ldots\) are subject to cyclic identification: \(i + M \sim i\). This representation is not irreducible as \(n_{\text{tot}}\) is central. The fundamental representation corresponds to \(n_{\text{tot}} = 1\). In this case

\[ \pi\mu(e_i) = \mu^{-1} E_{i,i+1}, \quad \pi\mu(f_i) = \mu E_{i+1,i}, \quad \pi\mu(h_i) = E_{i,i} - E_{i+1,i+1}, \] (C.25)

and

\[ E_{ij} E_{kl} = \delta_{jk} E_{il}. \] (C.26)

C.2.2 Fermionic Fock space representation: evaluation of root vectors

Using the explicit definitions in Section 5.2.1 and Appendix C.1.2 one obtains

1.

\[ \pi_F(e^{(i)}_{\delta-(i)} : \mu^{-i-j} \bar{c}_i c_j q^{\sum_{k=i+1}^{j-1} n_k}, \] (C.27)

\[ \pi_F(e^{(i)}_{\delta-(i+1)} : (-q)^{i-j} \mu^{-i-M} c_j c_i q^{\sum_{k=j+1}^{M} n_k} - \sum_{k=1}^{i-1} n_k}. \] (C.28)

2.

\[ \pi_F(e^{(i)}_{\alpha+k\delta}) = (\kappa_i)^k \pi_F(e^{(i)}_{\alpha}), \] (C.29)

\[ \pi_F(e^{(i)}_{\delta-(\alpha+k)}) = (\kappa_i)^k \pi_F(e^{(i)}_{\delta-(\alpha)}) \] (C.30)

\[ \pi_F(e^{(i)}_{k\delta}) = (\kappa_i)^{k-1} \pi_F(e^{(i)}_{\delta}). \] (C.31)

\[ \kappa_i := \mu^{-M} (-q)^i q^{\sum_{k=i+2}^{M} n_k} - \sum_{k=1}^{i-1} n_k \] (C.32)

3. In the case of interest we do not need these generators.

4. It follows that

\[ \pi_F(1 + E_i'(z)) = \frac{1 - \kappa_i z^{-1} q^{2(n_{i+1} - n_i)}}{1 - \kappa_i z^{-1}}, \] (C.34)

which upon Taylor expansion gives

\[ \pi_F(e^{(i)}_{k\delta}) = \frac{1}{k} (\kappa_i)^k q^{k(n_{i+1} - n_i)} [k(n_{i+1} - n_i)]_q. \] (C.35)
Remark. From the formulas above one can easily obtain root vectors for the fundamental representation (and further include step 3):

\[ \pi^\mu_i (e_{(e_i - e_j) + k\delta}) = \mu^{i - j} (-q t_i)^k E_{i,j}, \]  
(C.36)

\[ \pi^\mu_i (e_{(\delta - (e_i - e_j)) + k\delta}) = t_i \mu^{j - i} (-q t_i)^k E_{j,i}, \]  
(C.37)

\[ \pi^\mu_i (e^{(i)}_{k\delta}) = t_i^k \left( -1 \right)^{k+1} [k]_q \left( E_{i,i} - q^{2k} E_{i+1,i+1} \right), \]  
(C.38)

where \( i < j \) and \( t_i = \mu^{-M} (-q)^{i-1} \).

C.2.3 Fermionic Cartan-Weyl basis: second Borel half

1. \[ \pi_{\mathcal{F}} (f_{e_i - e_j}) = \mu^{i - j} \bar{c}_j c_i q^{-\left( \sum_{k=i+2}^{j+1} n_k \right)}, \]  
\[ \pi_{\mathcal{F}} (f_{\delta - (e_i - e_j)}) = (-q^{-1})^{i-1} \mu^{M-(j-i)} \bar{c}_i c_j q^{-\left( \sum_{k=j+1}^{M} n_k \right) + \left( \sum_{k=1}^{i-1} n_k \right)}, \]  
(C.39) (C.40)

2. \[ \pi_{\mathcal{F}} (f^{(i)}_{\delta + k\delta}) = \bar{\kappa}_i q^{n_i-n_{i+1}} \left[ n_{i+1} - n_i \right]_q, \]  
\[ \pi_{\mathcal{F}} (f^{(i)}_{\delta - (e_i - e_j)}) = (\bar{\kappa}_i)^k \pi_{\mathcal{F}} (f^{(i)}_{\delta - \alpha_i}), \]  
\[ \pi_{\mathcal{F}} (f^{(i)}_{\delta - \alpha_i} + k\delta) = (\bar{\kappa}_i)^k \pi_{\mathcal{F}} (f^{(i)}_{\delta - \alpha_i}), \]  
\[ \pi_{\mathcal{F}} (f^{(i)}_{k\delta}) = (\bar{\kappa}_i)^{k-1} \pi_{\mathcal{F}} (f^{(i)}_{\delta}), \]  
\( \bar{\kappa}_i := \mu^{M} (-q^{-1})^i q^{-\left( \sum_{k=j+1}^{M} n_k \right) + \left( \sum_{k=1}^{i-1} n_k \right)} \)  
(C.41) (C.42) (C.43) (C.44) (C.45)

3. In the case of interest we do not need these generators.

4. Finally, notice that we just need to replace \( q \) with \( q^{-1} \) and \( x \) with \( x^{-1} \) so that

\[ \pi_{\mathcal{F}} \left( 1 + F^{(i)}_{\delta}(z) \right) = \frac{1 - \bar{\kappa}_i z^{-1} q^{2(n_i-n_{i+1})}}{1 - \bar{\kappa}_i z^{-1}}, \]  
(C.46)

which upon Taylor expansion gives

\[ \pi_{\mathcal{F}} (f^{(i)}_{k\delta}) = \frac{1}{k} (\bar{\kappa}_i)^k q^{k(n_i-n_{i+1})} \left[ k(n_{i+1} - n_i) \right]_q. \]  
(C.47)
C.3 Minimal representations of $\mathcal{U}(\mathfrak{g}_M)$

Let us define the following representation of $\mathcal{U}_q(\mathfrak{n}^+)$

$$\pi(e_i) = \frac{s_i}{q^{i-1} - q} W_1 W_{i+1}^{-1} \left(t Z_i + t^{-1} Z_i^{-1}\right),$$  \quad (C.48)

where

$$W_i Z_j = q^{\delta_{ij}} Z_j W_i, \quad W_i W_j = W_j W_i, \quad Z_i Z_j = Z_j Z_i,$$  \quad (C.49)

with $\prod_i Z_i = \prod_i W_i = 1$ and $s_i$ and $t$ are complex numbers. The goal of this appendix is to compute the image of the Cartan-Weyl generators under $\pi$. We will see that image of infinitely many real roots is non-zero. Using the explicit iterative construction presented in Section 5.2.1 and Appendix C.1.2 one obtains

1.  

$$\pi(e_{i-j}) = \frac{s_i}{q^{i-1} - q} \left[ \prod_{k=i+1}^{j-1} q t s_k Z_k \right] W_i W_j^{-1} \left(t Z_i + t^{-1} Z_i^{-1}\right),$$  \quad (C.50)

$$\pi(e_{\delta-(i-j)}) = \frac{s_j}{q^{j-1} - q} \left[ \prod_{k=1}^{i-1} t^{-1} s_k Z_k^{-1} \right] \left[ \prod_{k=j+1}^{M} q t s_k Z_k \right] W_j W_i^{-1} \left(t Z_j + t^{-1} Z_j^{-1}\right),$$  \quad (C.51)

where $1 \leq i < j \leq M$.

2. Once we have constructed $\pi(e_{\delta-(\alpha_i)})$, we may notice that for each node $i$ we have an evaluation type representation of $\mathcal{U}_q(\mathfrak{sl}_2)$. To make this observation explicit we write

$$\pi(e_i^{(i)}) = \frac{p_i}{q - 1} \left( [2]_q k_i + (q^{2x_i} + q^{-2x_i}) \right),$$  \quad (C.52)

where

$$k_i := Z_{i+1} Z_i^{-1}, \quad q^{2x_i} := q t Z_{i+1} Z_i, \quad p_i := q s_{tot} \left[ \prod_{k=1}^{i-1} t^{-1} Z_k^{-1} \right] \left[ \prod_{k=i+2}^{M} q t Z_k \right].$$  \quad (C.53)

It is easy to verify that $p_i$ and $q^{2x_i}$ commute with $\pi(e_{\alpha_i})$, $\pi(e_{\delta-(\alpha_i)})$ for fixed $i$. With this observation in mind we evaluate the remaining root vectors associated to the node $i$ to be

$$\pi(e_{\alpha_i+k\delta}) = (q^{-1} p_i k_i)^k \pi(e_{\alpha_i}), \quad \pi(e_{(\delta-(\alpha_i))+k\delta}) = (q^{-1} p_i k_i)^k \pi(e_{\delta-(\alpha_i)}),$$  \quad (C.54)

$$\pi(e_{k\delta}^{(i)}) = \frac{(p_i)^k}{q^{i-1} - q} (k_i)^{k-2} \left( [k+1]_q k_i^2 + [k]_q (q^{2x_i} + q^{-2x_i}) k_i + [k-1]_q \right),$$  \quad (C.55)

$$\pi(1 + E_i^1(z)) = \frac{(1 + z^{-1} q^{i+1} p_i)(1 + z^{-1} q^{-i} p_i)}{(1 - z^{-1} q^{i+1} k_i p_i)(1 - z^1 q^{i+1} k_i p_i)}.$$  \quad (C.56)
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Comparison with the general form of the currents \((B.15)\). The imaginary root currents \((C.56)\) can be rewritten as

\[
\pi (1 + E'_i(z)) = \frac{(1 + z^{-1}X_{i-1})(1 + z^{-1}X_{i+1})}{(1 - z^{-1}q^{+1}X_i)(1 - z^{-1}q^{-1}X_i)}, \tag{C.57}
\]

The comparison with \((B.15)\) follows from the formula

\[
\pi' \left( \prod_{s=1}^{p} (1 + t q^{2 \nu_p,s+\gamma}) \right) = g_p(t) \left( 1 - (-1)^p t X_p \right), \quad \pi = \pi' \circ \text{ev}, \tag{C.58}
\]

where

\[
g_p(t) = \prod_{s=1}^{p-1} (1 - t \lambda_2^{-M} q^{p-2s}) . \tag{C.59}
\]

Notice that the contribution from \(g_p(\lambda)\) cancel out (for \(p > 1\)) in the combination \((B.15)\) leaving a rational function with two zeroes and two poles in \(\lambda^M\). We conclude that for these representations of \(U_q(gl_M)\), the image of the Gelfand-Tsetlin algebra coincides with the image of the Cartan subalgebra.

**D Triangular decomposition of \((\pi^F_\mu \otimes \pi^+_{\lambda_n}) \Delta\) for \(M = 2\)**

It can be useful to present the main formulae of Section \((8.1.2)\) in a more explicit form for the case of \(M = 2\). The relation \((8.22)\) in this case reads

\[
(\pi^F_\mu \otimes \pi^+_{\lambda_n}) \Delta(f_1) = \Lambda(y)^{-1} \begin{pmatrix}
\lambda_0 & 0 & 0 & 0 \\
0 & q^{-1} \lambda_1 & 0 & 0 \\
0 & q^{-\frac{1}{2}} \tau q \mu & q^2 \lambda_1 & 0 \\
0 & 0 & 0 & \lambda_2
\end{pmatrix} \Lambda(y) \tag{D.1}
\]

\[
(\pi^F_\mu \otimes \pi^+_{\lambda_n}) \Delta(f_0) = \Lambda(y)^{-1} \begin{pmatrix}
\lambda_0 & 0 & 0 & 0 \\
0 & q^2 \lambda_1 & 0 & 0 \\
0 & q^{-\frac{1}{2}} \tau q \mu & q^{-1} \lambda_1 & 0 \\
0 & 0 & 0 & \lambda_2
\end{pmatrix} \Lambda(y) \tag{D.2}
\]

where \(y_1 = y_2^{-1} = y\) and \(\tau = q - q^{-1}\). If \(\mu = q^{\frac{1}{2}} \lambda_1\) one finds a block triangular structure\(^9\) given by

\[
P_+ \Lambda(y) \left[ (\pi^F_{q^{\frac{1}{2}} \lambda_1} \otimes \pi^+_{\lambda_n}) \Delta(f_i) \right] \Lambda(y)^{-1} P_- = 0 \tag{D.3}
\]

\(^9\) The terminology refers to the following fact: For an operator \(O\), we say that it has a block triangular structure if \(P_+ O P_- = 0\) and \(P_- O P_+ \neq 0\) for orthogonal projectors \(P_\pm\).
\[ P_+ \Lambda(y) \left[ \left( \frac{q}{q^2 + \lambda_1} \otimes \frac{1}{\lambda_\mu} \right) \Delta(f_i) \right] \Lambda(y)^{-1} P_+ = \left( \frac{q^{1/2} y^{1+2\sigma_i}}{q-q^{-1}} \right) \begin{pmatrix} \lambda_0 & 0 & 0 & 0 \\ 0 & q^{1+1} \lambda_1 & 0 & 0 \\ 0 & 0 & q^{1+1} \lambda_1 & 0 \\ 0 & 0 & 0 & \lambda_2 \end{pmatrix} \]  
\text{(D.4)}

where \( \sigma_1 = -1, \sigma_0 = +1 \) and

\[ P_+: = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1/2 & 1/2 & 0 \\ 0 & 1/2 & 1/2 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} = S \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} S^{-1}, \quad P_-: = 1 - P_+. \text{ (D.5)} \]

Where \( \otimes \) refers to the Kronecker product and the matrix \( S \) is easily worked out. These relations reduce to (8.10) with \( \Pi_1 = \Lambda(y)^{-1}P_+\Lambda(y) \) and \( \Pi_2 = \Lambda(y)^{-1}P_-\Lambda(y) \). Using the similarity transform \( S \) we rewrite (D.4) as

\[ S^{-1}P_+ \Lambda(y) \left[ \left( \frac{q}{q^2 + \lambda_1} \otimes \frac{1}{\lambda_\mu} \right) \Delta(f_i) \right] \Lambda(y)^{-1} P_+ S = \left( \frac{q^{1/2} y^{1+2\sigma_i}}{q-q^{-1}} \right) \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \otimes \begin{pmatrix} \lambda_0 & 0 \\ 0 & q^{1+1} \lambda_1 \end{pmatrix} \]  
\text{(D.6)}

\[ S^{-1}P_- \Lambda(y) \left[ \left( \frac{q}{q^2 + \lambda_1} \otimes \frac{1}{\lambda_\mu} \right) \Delta(f_i) \right] \Lambda(y)^{-1} P_- S = \left( \frac{q^{1/2} y^{1+2\sigma_i}}{q-q^{-1}} \right) \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} q^{-1} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix} \]  
\text{(D.7)}

The statement expressed by (8.12) is actually stronger than (D.3) and (D.6), (D.7) as it states that the \( 2 \times 2 \) matrix in the right hand side of (D.6) and (D.7) as to be the same, up to a similarity transform. This implies, up to exchange of \( \lambda_0 \) with \( \lambda_2 \), that \( \lambda_0 = q^{-1} \lambda_1 \) and \( \lambda_2 = q^{1+1} \lambda_1 \).

A similar analysis can be done in the case of \( \mu = -q^{1+1} \lambda_1 \).

**E Form of \( 1 \otimes \pi^- \mathcal{R}^- \) and \( 1 \otimes \bar{\pi}^- \mathcal{R}^- \) and action of the coproduct on the first tensor factor**

**E.1 Image of the universal R-matrix under \( 1 \otimes \pi^- \) and \( 1 \otimes \bar{\pi}^- \)**

For the following analysis it is convenient to rewrite

\[ \pi^- (e_i) = \frac{\lambda^{-1}}{q^{-1} - q} v_i u_i^{-1} = \frac{(q^{1-M} - \lambda)^{-1}}{q^{-1} - q} y_i y_i^{-1}, \quad \pi^- (l_i) = u_i^{-1} u_{i+1}. \text{ (E.1)} \]

The exchange relations of these variables are given in (8.15).
1 \otimes \pi^- on combinations of root vectors entering the universal R-matrix. Let \( \gamma \in \Delta^e_+(\mathfrak{sl}_M) \), the relations (8.18), (8.21), together with (6.52a), imply

\[
\Lambda^{-1}(y) \left[ (1 \otimes \pi^-)(f_{\gamma} \otimes e_{\gamma}) \right] \Lambda(y) = \begin{cases} \bar{\nu}^{-1} \left( q^{-\frac{1}{2}(\epsilon_i+\epsilon_{i+1}-1)} f_{\gamma} \otimes 1 \right) & \gamma = \epsilon_i - \epsilon_{i+1} \\ \nu^{-1} \left( q^{-\sum_{k=1}^{i-1}(\epsilon_k-1)} q^{-\frac{1}{2}(\epsilon_i+\epsilon_{M-1})} f_{\gamma} \otimes 1 \right) & \gamma = \delta - (\epsilon_i - \epsilon_M) \\ 0 & \text{otherwise} \end{cases}
\]

where \( \bar{\nu} := q^{-1} - q \) and \( \nu^{-1} = q^{-\frac{1}{2}} \nu^{-1} \). The contribution of the imaginary root to the universal R-matrix is left unchanged by the action of \( \Lambda(y) \). We conclude that the image of the reduced universal R-matrix can be written as

\[
\left[ (1 \otimes \pi^-) \mathcal{R}^- \right]_{\text{re}} = \Lambda(y) \left( \mathcal{M}^- (\nu) \otimes 1 \right) \Lambda^{-1}(y). \tag{E.3}
\]

The explicit expression for (8.70) follows from the from (E.2) and the product formula (5.12), upon recalling that \( \mathcal{E}_q(\tau_q x) = [\exp_q^2(x)]_{\text{re}} \).

\textbf{Intertwining relation for} \( \mathcal{M}^- \). The property (4.18) of the universal R-matrix implies

\[
\left[ \mathcal{M}^- (\nu), \bar{e}_i \right] = \nu^{-1} q^{\frac{1}{2}q^{2\xi_{i+1}}(\epsilon_i-\epsilon_{i+1})} (\mathcal{M}^- (\nu) - \mathcal{M}^- (\nu) q^{-2\xi_i}) \frac{q^{-1} - q}{q^{1-q}} = \bar{e}_i = q^{-\frac{1}{2}(\epsilon_i+\epsilon_{i+1}-1)} e_i. \tag{E.4}
\]

\textbf{The form of} \( 1 \otimes \bar{\pi}^- \mathcal{R}^- \). Introduce \( \bar{y}_i \) via

\[
\bar{\pi}^- (\epsilon_i) = e_i = \frac{q^{\frac{1}{2}q^{\lambda}}}{q^{1-q}} y_i y_i^{-1}. \tag{E.5}
\]

The variables \( y_i \) satisfy the same exchange relations as \( y_i \) with \( q \) replaced by \( q^{-1} \). We can rewrite (6.11) and (6.12) as

\[
\bar{\pi}^- (\epsilon_{i-j}) = \left( \frac{q^{\frac{1}{2}q^\lambda}}{q^{1-q}} \right)^{i-j} y_j y_j^{-1}, \quad \bar{\pi}^- (\epsilon_{-(i+1)}) = \left( \frac{q^{\frac{1}{2}q^\lambda}}{q^{1-q}} \right)^{j-M-1} y_1 y_1^{-1}. \tag{E.6}
\]

In analogy with (E.2) we obtain

\[
\Lambda^{-1}(\bar{y}) \left[ (1 \otimes \bar{\pi}^-)(f_{\gamma} \otimes e_{\gamma}) \right] \Lambda(\bar{y}) = \begin{cases} \hat{\lambda}^{i-j} \left( q^{\sum_{k=1}^{i-1} \epsilon_k} q^{\frac{1}{2}(\epsilon_i+\epsilon_{j-1})} f_{\gamma} \otimes 1 \right) & \gamma = \epsilon_i - \epsilon_j \\ \hat{\lambda}^{j-M-1} \left( q^{\sum_{k=j+1}^{M} \epsilon_k} q^{\frac{1}{2}(\epsilon_i+\epsilon_j)} f_{\gamma} \otimes 1 \right) & \gamma = \delta - (\epsilon_i - \epsilon_j) \\ 0 & \text{otherwise} \end{cases}
\]

where \( \bar{\nu} = q^{-1} - q \) and \( \hat{\lambda} = \lambda q^{\frac{1}{2}q^\lambda} \). The asymmetry between \( \pi^- \) and \( \bar{\pi}^- \) is a consequence of the fact that we choose the same root ordering.
In analogy with (E.4)
\[
[(1 \otimes \bar{\pi}^{-}) \mathcal{R}^{-}] = \Lambda(y) (\mathcal{M}^{-} \otimes 1) \Lambda^{-1}(y), \tag{E.8}
\]
satisfy the interwining relation
\[
[\mathcal{M}^{-}, \hat{e}_{i}] = \bar{\alpha} q^{2e_{i}} \mathcal{M}^{-} q^{2e_{i}+1} \left( \frac{q^{-1} - q}{q^{-1} - q} \right), \quad \hat{e}_{i} = q^{\frac{1}{2}(e_{i}+e_{i}+1)} e_{i}, \tag{E.9}
\]
where \( \bar{\alpha} = -q^{-1} \gamma q^{\frac{1}{2}(1-\epsilon)}. \)

### E.2 Some steps for the evaluation of \((\pi^{\mathcal{F}} \otimes \pi^{-}) \mathcal{R}^{-} \) and \((\pi^{\mathcal{F}} \otimes \bar{\pi}^{-}) \mathcal{R}^{-}\)

**Computation of \((\pi^{\mathcal{F}} \otimes \pi^{-}) \mathcal{R}^{-}\).** Applying \(\pi_{\mathcal{F}}\) to (E.2) and using (C.39), (C.40) one obtains
\[
(\pi_{\mu}^{\mathcal{F}} \otimes \pi_{\nu}^{-}) (f_{\gamma} \otimes e_{\gamma}) = \begin{cases} 
\Lambda(y) \left( \frac{q^{-1}}{q-q^{-1}} \bar{c}_{i+1} c_{i} \right) \Lambda^{-1}(y), & \gamma = \epsilon_{i} - \epsilon_{i+1} \\
\Lambda(y) \left( \frac{q^{-1}}{q-q^{-1}} \bar{c}_{i} c_{M} \right) \Lambda^{-1}(y), & \gamma = \delta - (\epsilon_{i} - \epsilon_{M}) \tag{E.10}
\end{cases}
\]
otherwise

where \(\gamma \in \Delta^{\mu}_{\nu}(\mathcal{R}^{-}_{\mathcal{F}})\) and and \(g_{-}\) is defined in (8.50). Next, one obtains
\[
(\pi_{\mu}^{\mathcal{F}} \otimes \pi_{\nu}^{-}) \mathcal{R}^{-}_{\mathcal{F}} = \hat{\theta}_{\mathcal{F}} \left( 1 - g_{-}^{M} n_{M} \right), \quad \hat{\theta}_{\mathcal{F}} = \left( \frac{g_{-}^{M} q^{2M} ; q^{2M}}{g_{-}^{M} q^{2(M-n)} ; q^{2M}} \right). \tag{E.11}
\]

This calculation is the same as in (8.50) before regularization. The last non-trivial identity used in the derivation of (8.53) is
\[
(1 - g_{-} \bar{c}_{2} c_{1}) \ldots (1 - g_{-} \bar{c}_{M} c_{M-1}) (1 - g_{-}^{M} n_{M}) \left( 1 - \sum_{i=1}^{M-1} \frac{g_{-}^{i} \bar{c}_{i} c_{M}}{g_{-}^{i} \bar{c}_{i} c_{M}} \right) = \prod_{p=1}^{M} \left( 1 - g_{-} e^{\frac{2\pi i p}{M}} N(p) \right). \tag{E.12}
\]

In particular notice that the cyclicity property, i.e. the fact that it commutes with the internal shift operator, of this object is obscure in the left hand side and totally manifest in the right hand side.

**Computation of \((\pi^{\mathcal{F}} \otimes \bar{\pi}^{-}) \mathcal{R}^{-}\).** Applying \(\pi_{\mathcal{F}}\) to (E.7) and using (C.39), (C.40) one obtains
\[
(\pi_{\mu}^{\mathcal{F}} \otimes \bar{\pi}_{\nu}^{-}) (f_{\gamma} \otimes e_{\gamma}) = \begin{cases} 
\Lambda(y) \left( \frac{g^{-1}_{i-1}}{q^{-1} - q} \bar{c}_{j} c_{i} \right) \Lambda^{-1}(y), & \gamma = \epsilon_{i} - \epsilon_{j} \\
\Lambda(y) \left( \frac{g^{-1}_{M+1}}{q^{-1} - q} \bar{c}_{i} c_{j} \right) \Lambda^{-1}(y), & \gamma = \delta - (\epsilon_{1} - \epsilon_{j}) \tag{E.13}
\end{cases}
\]
otherwise
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where \( \tilde{g}_- \) is given in (8.51). The contribution of the imaginary roots is

\[
\left( \pi_{\mu_\lambda} \otimes \pi_{\nu_\rho} \right) \mathcal{R}_{\tilde{\lambda}_{\tilde{\mu}}} = \tilde{\theta} \left( 1 - \tilde{g}_- M \tilde{\pi}_1 \right), \quad \tilde{\theta} = \frac{\tilde{g}_- M q^{2M} ; q^{2M})}{(\tilde{g}_- q^{2n}; q^{2M})},
\]

where we have used (E.4) as

compare to (8.51) The last identity we use to prove (8.54) is

\[
\left( 1 + B_1 \mathbf{e}_1 \right) \ldots \left( 1 + B_{M-1} \mathbf{e}_{M-1} \right) \left( 1 - \tilde{g}_- M \tilde{\pi}_1 \right) \left( 1 + \sum_{j=2}^{M} \tilde{g}_- M-j+1 \mathbf{e}_j \mathbf{e}_j \right) = \prod_{p=1}^{M} \left( 1 - \tilde{g}_- e^{-2\pi ip M} \mathbf{N}(p) \right).
\]

where \( B_i = \sum_{j=i+1}^{M} g_-^{j-i} \mathbf{e}_j \) and \( \tilde{\pi}_i = 1 - \mathbf{e}_i = c \tilde{c} \). As \((1 - \alpha \tilde{\pi}_i) (1 - \alpha \mathbf{n}_i) = 1 - \alpha \) this is the inverse matrix of (E.12).

**E.2.1 Check of the Jimbo equation**

Let us verify that (E.12) satisfies the relations (E.4) via an explicit calculation. We can rewrite (E.4) as

\[
[\pi_F (\mathcal{M})^{-1}, \mathbf{c}_i \mathbf{c}_{i+1}] = -g_- (n_{i+1} \pi_F (\mathcal{M})^{-1} n_i),
\]

where we have used \( q^{-2n_i} = 1 - n_i q^{-1} (q - q^{-1}) \) to simplify the right hand side and introduced \( g_- \) as in (8.50). It is easy to check that the relation (E.16) is satisfied if

\[
\pi_F (\mathcal{M})^{-1} \mathbf{c}_i = (\mathbf{c}_i - g_- \mathbf{c}_{i+1}) \pi_F (\mathcal{M})^{-1},
\]

\[
\pi_F (\mathcal{M})^{-1} \mathbf{c}_{i+1} = (\mathbf{c}_{i+1} - g_- \mathbf{c}_i) \pi_F (\mathcal{M})^{-1}. \quad \text{(E.17, E.18)}
\]

These equations are easy to solve upon Fourier transformation in the index \( i \) and give the solution (E.12). \( \pi_F (\mathcal{M})^{-1} \) satisfies the same equations as \( \pi_F (\mathcal{M})^{-1} \) with \( g_- \) replaced by \( \tilde{g}_- \).

**E.3 Derivation of (8.67)**

**E.3.1 From \((\Delta \otimes \text{id}) (\mathcal{R}) = \mathcal{R}_{13} \mathcal{R}_{23}\) to \(\Delta (\mathcal{M})^{-1}\)**

Applying \((1 \otimes 1 \otimes \pi^-) (\mathcal{R})\) to (4.9b) and using (E.3), one obtains

\[
\Delta (\mathcal{M})^{-1} = (\mathcal{F}_{12}^{-1} \mathcal{M}_1 \mathcal{F}_{12}) \left( q^\infty \mathcal{F}_{12} \mathcal{M}_2 \mathcal{F}_{12}^{-1} q^{-\infty} \right),
\]

where

\[
\mathcal{F}_{12} := q^{-\frac{1}{2}} \sum_{j=1}^{M} (= \mathcal{F}_{12}^{-1} \sum_{i=1}^{M} (\mathbf{e}_i \otimes \mathbf{e}_i), \quad q^\infty = q^{\sum_{j=1}^{M} (\mathbf{e}_j \otimes \mathbf{e}_j)}.
\]

This claim can be easily derived using \((1 \otimes \pi^-) q^{-\ell} = \Lambda(u)\) and

\[
\Delta (\Lambda(y))^{-1} \Lambda_1(y) = \mathcal{F}_{12}^{-1} \Lambda_2(y),
\]
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Commutation relations involving $E.3.2$ Preliminaries

These relations are derived using (8.15).

Coproducts of $X_i^\neq$, $X_i^\neq$ defined in (8.71). The following relations hold

$$X_i^\neq X_j^\neq = q^{2(\delta_{i<j} - \delta_{i>j})} X_j^\neq X_i^\neq, \quad i, j = 1, \ldots, M - 1.$$  \hspace{1cm} (E.24)

The case $i = j$ corresponds to the iterative definition $X_i^{\neq 1} = \tau_q^{-1} [X_i^-, X_i^-]$, where $\tau_q = q - q^{-1}$ (compare to (8.71)).

Proof: One may verify the relations above by direct calculations and inductive arguments. In the following we will show how these relations arise as a consequence of (5.10) and the definitions (8.71), (8.72). This is a simple corollary of (5.10):

Let $\alpha, \beta \in \Delta_+(\hat{g})$ with $\alpha < \beta$ be such that the decomposition $\alpha + \beta = \sum_k n_k \gamma_k$ with $n_k \in \mathbb{Z}_{>0}$ and $\gamma_k \in \Delta_+(\hat{g})$ is unique. Then

$$f_{\alpha} f_{\beta} = q^{-(\alpha, \beta)} f_{\beta} f_{\alpha}.$$  \hspace{1cm} (E.26)

As an illustrative example let us show how this corollary implies (E.24). The identity (E.25) is shown similarly. It is easy to see that $\alpha = \delta_i - (e_i - e_M)$ and $\beta = \delta_j - (e_j - e_M)$ for $i > j$ satisfy the conditions for (E.26) to hold. We conclude that

$$f_{\delta_i - (e_i - e_M)} f_{\delta_j - (e_j - e_M)} = q^{-1} f_{\delta_j - (e_j - e_M)} f_{\delta_i - (e_i - e_M)}, \quad i > j.$$  \hspace{1cm} (E.27)

The relation (E.24) easily follows from this identity together with the definitions (8.71), (8.72) and the relation $q^h f_{\gamma} = q^{\langle h, \gamma \rangle} f_{\gamma} q^h$.

Coproducts of $X_i^\neq$, $X_i^\neq$ defined in (8.71). A simple calculation using the definition of the coproduct shows that

$$\Delta (X_i^\neq) = X_i^\neq(1) + X_i^\neq(2),$$  \hspace{1cm} (E.28)

where

$$X_i^\neq(1) := X_i^\neq \otimes a_i, \quad X_i^\neq(2) := a_i k_i^{-1} \otimes X_i^\neq, \quad a_i = q^{\frac{1}{q\bar{r}} q^{-\frac{1}{2}(e_i + e_{i+1})}}.$$  \hspace{1cm} (E.29)

$$\Lambda_2(y)^{-1} \Lambda_2(u) \Delta \left(\Lambda(y)^{-1} \Lambda(u)\right)^{-1} = q^{-\frac{1}{q\bar{r}}(e\otimes e)} \Lambda_1(u)^{-1} \Lambda_1(y) \mathcal{F}_{12}^{-1} q_{\infty}^{-1},$$  \hspace{1cm} (E.22)

$$\Lambda_2(y) \Lambda_1(y)^{-1} \Lambda_1(u) \Lambda_2(y) \Lambda_1(u)^{-1} = q^{+\frac{1}{q\bar{r}}(e\otimes e)} q_{\infty} \mathcal{F}_{12}^2,$$  \hspace{1cm} (E.23)
The coproduct of $X_i^\tau$ defined in (E.71) is more complicated. Set
\[ \delta_i := \Delta(X_i^\tau) - X_i^\tau(1) - X_i^\tau(2). \] (E.30)
where
\[ X_i^\tau(1) := X_i^\tau \otimes b_i, \quad X_i^\tau(2) := b_i q^{-(\epsilon_M - \epsilon_i)} \otimes X_i^\tau, \quad b_i = q^\sum_{k=1}^{i-1} \epsilon_k q^{-\frac{1}{2}(\epsilon_M + \epsilon_i)}. \] (E.31)
Notice that $b_i$ commutes with $f_{\delta-(\epsilon_i - \epsilon_M)}$. The explicit expression of $\delta_i$ is given below.

**Remark**

\[ \mathcal{F}^{-1}_{12}(X_i^\tau \otimes 1) \mathcal{F}_{12} = X_i^\tau(1) \quad \text{and} \quad q_\infty \mathcal{F}^{-1}_{12}(1 \otimes X_i^\tau) \mathcal{F}^{-1}_{12} q^{-1}_\infty = X_i^\tau(2), \] (E.32)
\[ \mathcal{F}^{-1}_{12}(X_i^\tau \otimes 1) \mathcal{F}_{12} = X_i^\tau(1) \quad \text{and} \quad q_\infty \mathcal{F}^{-1}_{12}(1 \otimes X_i^\tau) \mathcal{F}^{-1}_{12} q^{-1}_\infty = X_i^\tau(2). \] (E.33)

**More commutation relations.** It is a simple exercise to show that the combinations defined in (E.29), (E.31) satisfy the following relations
\[ X_i^\tau(1) X_j^\tau(2) = q^{-2(\delta_{i,j} - \delta_{i+1,j})} X_j^\tau(2) X_i^\tau(1) \] (E.34)
\[ X_i^\tau(1) X_j^\tau(2) = q^{2(\delta_{i,M-1} - \delta_{i,j} - 1)} X_j^\tau(2) X_i^\tau(1) \] (E.35)
\[ X_i^\tau(1) X_j^\tau(2) = q^{2\delta_{i,j}} X_j^\tau(2) X_i^\tau(1) \] (E.36)
\[ X_i^\tau(1) X_j^\tau(2) = q^{-2\delta_{i,j}} X_j^\tau(2) X_i^\tau(1) \] (E.37)
The exchange relations involving $X_i^\tau(a), X_j^\tau(a)$ with $a$ fixed are the same as (E.24) and (E.25).

**Explicit form of $\delta_i$.** It follows from the definition (E.30) that
\[ \delta_{\ell} = q \sum_{k=1}^{\ell-1} \tau_q^{(k-\ell+1)} \prod_{j=k+1}^{\ell} [X_j^\tau(2), X_{j-1}^\tau(2)] \cdots [X_{k+1}^\tau(2), X_k^\tau(2)] X_k^\tau(1), \] (E.38)
where $\tau_q = q - q^{-1}$.

**Proof.** Upon applying the coproduct to the inductive definition $X_{\ell+1}^\tau = \tau_q [X_\ell^\tau, X_\ell^\tau]$ and using (E.36), (E.35) one easily obtains
\[ \delta_{\ell+1} = q X_\ell^\tau(2) X_\ell^\tau(1) + \tau_q^{-1} [\delta_i, X_i^\tau(1) + X_i^\tau(2)]. \] (E.39)
Further observe that
\[ [\delta_i, X_k^\tau(1)] = 0, \quad k = i, i + 1, \ldots, M - 2. \] (E.40)
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This can be easily shown by induction using (E.38) and the exchange properties given in the previous paragraph. Equation (E.39) thus reduces to

$$\delta_{i+1} = q X_i^+(2) X_i^-(1) + \tau_q^{-1} [\delta_i, X_i^-(2)],$$

(E.41)

from which the explicit form of \(\delta_i\) given above follows.

\[\square\]

We notice that while \(\delta_i\) was originally defined for \(i = 1, \ldots, M - 1\), we extend the definition to \(i = M\) using the explicit formula (E.38).

Some commutation relations involving \(\delta_i\). We collect the following relations

\[
\delta_i X_i^+(1) = q^2 X_i^+(1) \delta_i, \quad \delta_i X_k^+(2) = q^{-2 \delta_k} X_k^+(2) \delta_i, \quad k \geq i.
\]
(E.42)

\[
\delta_i X_k^+(2) = X_k^+(2) \delta_i, \quad k = i + 1, \ldots, M - 1.
\]
(E.43)

\[
[\delta_i, X_i^+(2)] X_i^+(1) = X_i^+(1) [\delta_i, X_i^+(2)]
\]
(E.44)

\[
[\delta_i, X_i^+(2)] (X_i^+(2) X_i^+(1)) = q^2 (X_i^+(2) X_i^+(1)) [\delta_i, X_i^+(2)]
\]
(E.45)

The last identity follows from the Serre relations (4.4). Finally

\[V := \delta_\ell, \quad U := X_\ell^+(2), \quad \text{satisfy the (twisted) Serre relations (8.74), (8.75).}\]
(E.46)

The relation (8.75), which is linear in \(\delta_\ell\), can be shown easily using the exchange relations collected above and the fact that \(X_{\ell-1}^+(2), X_\ell^+(2)\) satisfy the (twisted) Serre relations (8.75). Showing (8.74) requires a bit of work. It is not hard to see, using the explicit expression for \(\delta_\ell\) given in (E.38), that the equality

\[
q^{-1}(w_n w_n + w_n w_m) \tilde{f}_\ell + q^1 \tilde{f}_\ell (w_m w_n + w_n w_m) = (q + q^{-1}) (w_m \tilde{f}_\ell w_n + w_n \tilde{f}_\ell w_m),
\]
(E.47)

where \(n < m < \ell\) and \(w_n = [\cdots [\tilde{f}_n, \tilde{f}_{n+1}], \ldots, \tilde{f}_{\ell-1}]\) implies (8.75). The relations (E.47) can be shown as follows. Let \(m > n\) and notice that \(w_n = [x, w_m]\) where \([x, \tilde{f}_\ell] = 0\), (E.47) is satisfied if the same equation holds for \(w_n \rightarrow w_m\). The relation (E.47) for \(m = n\) is a consequence of this elementary fact: If \((f_1, \ldots, f_i, f_{i+1}, \ldots, f_M)\) satisfy the Serre relations of \(U_\varnothing(\widehat{gI}_M)\), then for any \(i \in \mathbb{Z}/MZ\) and choice of sign \(\sigma\), the elements \((f_1, \ldots, f_i, f_{i+1} - q^\sigma f_{i+1}, f_i, \ldots, f_M)\) satisfy the Serre relations of \(U_\varnothing(\widehat{gI}_{M-1})\).

\(\delta_i\) and the opposite root ordering. Let \(f_{\sigma_i - \epsilon_j}^{op}\) be root vectors constructed using the opposite root ordering, explicitly

\[
f_{\sigma_i - \epsilon_j}^{op} = f_{\epsilon_i} f_{\epsilon_{i+1} - \epsilon_j}^{op} - q^{-1} f_{\epsilon_{i+1} - \epsilon_j}^{op} f_{\epsilon_i}, \quad j = i + 2, \ldots, M.
\]
(E.48)
with $f_{\epsilon_i - \epsilon_j}^{op} = f_i$. It is easy to inductively show that
\[
f_{\epsilon_i - \epsilon_j}^{op} = q^{i-j+1} \sum_{k=1}^{\epsilon_j+\epsilon_i-1} [\cdots [\tilde{f}_i, \tilde{f}_{i+1}], \cdots, \tilde{f}_{j-1}], \quad 1 \leq i < j \leq M. \tag{E.49}
\]
In the special case of $j = M$ it may be rewritten as
\[
f_{\epsilon_i - \epsilon_M}^{op} = \sum_{k=1}^{M-1} (\epsilon_i + \epsilon_{M-1}) [\cdots [\tilde{f}_i, \tilde{f}_{i+1}, \tilde{f}_{i+2}], \cdots, \tilde{f}_{M-1}]. \tag{E.50}
\]

### E.3.3 From $\Delta(\mathcal{M}^-)$ to $\Delta(\mathcal{M}^-_{\bar{\epsilon}, \bar{\delta}})$

**On coproduct of $\mathcal{M}^-$.** The following identity holds
\[
\Delta(\mathcal{M}^-) = \left( \mathcal{F}_{12}^{-1} \mathcal{M}^-_{\bar{\epsilon}, \bar{\delta}} \mathcal{F}_{12} \right) \left( q_\infty \mathcal{F}_{12} \mathcal{M}^-_{\bar{\epsilon}, \bar{\delta}} \mathcal{F}_{12}^{-1} q_\infty^{-1} \right), \tag{E.51}
\]

**Proof.** Recall the form of $\mathcal{M}^-$ from (8.70). It follows from (7.37) and the exchange relation (E.34) that
\[
\Delta(\mathcal{E}_q(X_i^-)) = \mathcal{E}_q(\Delta(X_i^-)) = \mathcal{E}_q(X_i^-(1)) \mathcal{E}_q(X_i^-(2)). \tag{E.52}
\]
The identity (E.51) follows from this relation together with (E.32) and the exchange relations (E.34).

**On coproduct of $\mathcal{M}^+$.** Let us define $B$ as follows
\[
\Delta(\mathcal{M}^+) = B^{-1} \left( q_\infty \mathcal{F}_{12} \mathcal{M}^+ \mathcal{F}_{12}^{-1} q_\infty^{-1} \right). \tag{E.53}
\]

More explicitly, using the form of $\mathcal{M}^+$ given in (8.70) and (E.33)
\[
B = \left[ \mathcal{E}_q(X_{M-1}^+)(2) \cdots \mathcal{E}_q(X_1^+)(2) \right] \left[ \frac{1}{\mathcal{E}_q(\Delta(X_1^+))} \cdots \frac{1}{\mathcal{E}_q(\Delta(X_{M-1}^+))} \right]. \tag{E.54}
\]
In order to simplify this expression we will use the following lemma.

**Lemma.** This identity holds
\[
\Delta(\mathcal{E}_q(X_i^+)) = \mathcal{E}_q(\Delta(X_i^+)) = \mathcal{E}_q(X_i^+(1)) \mathcal{E}_q(\delta_i) \mathcal{E}_q(X_i^+(2)), \tag{E.55}
\]
where $\Delta(X_i^+) = X_i^+(1) + X_i^+(2) + \delta_i$, compare to (E.30).

**Proof:** (E.55) is derived using two simple observations

\[(i) \quad \mathcal{E}_q(U + V + W) = \mathcal{E}_q(U) \mathcal{E}_q(W) \mathcal{E}_q(V), \tag{E.56}\]
if
\[
U V = q^{-2} V U, \quad U W = q^{-2} W U, \quad V W = q^{+2} W V. \tag{E.57}\]
(ii) The exchange relations (E.57) are satisfied by
\[ U = X^i_1(1), \quad V = X^i_1(2), \quad W = \delta_i. \]  
(E.58)

Point (i) is derived using (7.37) twice. Point (ii) uses the exchange relations (E.36) and (E.42).

By applying this lemma to (E.54) and rearranging terms using the exchange relations (E.37) and (E.42) we obtain
\[ B = \left( \frac{1}{E_q(X^r_1(1))} \right) \left( \frac{1}{E_q(\delta_2)} \frac{1}{E_q(X^r_2(1))} \right) \cdots \left( \frac{1}{E_q(\delta_{M-1})} \frac{1}{E_q(X^r_{M-1}(1))} \right). \]  
(E.59)

The second tensor factors of \( \delta_i \) and \( X^i_1(1) \) are written in terms of \( \{ f_k \}_{k \in \{1, \ldots, i-1\}} \) and Cartan generators only. This fact, combined with the observation (8.76) and the explicit form (E.59), makes it manifest that
\[ (1 \otimes \mathcal{M}_{\sim \delta}) B = B (1 \otimes \mathcal{M}_{\sim \delta}). \]  
(E.60)

Using this relation and the explicit form of \( B \), we rewrite (E.19) as
\[ \Delta (\mathcal{M}_{\sim \delta}) = (\mathcal{M}_{\sim \delta} \otimes 1) \mathcal{A} B (1 \otimes \mathcal{M}_{\sim \delta}), \]  
(E.61)

where
\[ \mathcal{A} := \left( \frac{1}{E_q(X^r_{M-1}(2))} \cdots \frac{1}{E_q(X^r_1(2))} \right) (E_q(X^r_{M-1}(1)) \cdots E_q(X^r_1(1))) (E_q(X^r_2) \cdots E_q(X^r_{M-1}(2))), \]  
(E.62)

To derive this expression we also used the fact that \( \mathcal{A} \) and \( (\mathcal{M}_{\sim \delta} \otimes 1) \) commute.

**Completing the derivation.** In the following we will show that
\[ \mathcal{A} B = \mathcal{X}_\ell E_q(\delta_\ell) \mathcal{Y}_\ell, \quad \ell = 1, \ldots, M. \]  
(E.63)

where
\[ \mathcal{X}_\ell = \left( \frac{1}{E_q(X^r_{M-1}(2))} \cdots \frac{1}{E_q(X^r_1(2))} \right) (E_q(X^r_{M-1}(1)) \cdots E_q(X^r_1(1))) \]  
(E.64)

\[ \mathcal{Y}_\ell = (E_q(X^r_2) \cdots E_q(X^r_{M-1}(2))) \left[ \left( \frac{1}{E_q(\delta_2)} \frac{1}{E_q(X^r_1(1))} \right) \cdots \left( \frac{1}{E_q(\delta_{M-1})} \frac{1}{E_q(X^r_{M-1}(1))} \right) \right] \]  
(E.65)

and \( \delta_\ell \) are given in (E.38).

**Proof.** For \( \ell = 1 \) the identity trivially follows from the explicit form of \( \mathcal{A}, \mathcal{B} \) given in (E.62), (E.59) and the fact that \( E_q(\delta_1 = 0) = 1 \). For \( \ell = M \) one has \( \mathcal{X}_M = \mathcal{Y}_M = 1 \) and the identity (E.63) implies (8.67). We will prove (E.63) by induction on \( \ell \). First notice that
\[ \mathcal{X}_\ell = \mathcal{X}_{\ell+1} E_q(gX^r_2(2)X^r_1(1)) E_q(X^r_1(1)) \frac{1}{E_q(X^r_2(2))} \]  
(E.66)
\begin{align}
\mathcal{Y}_\ell &= \mathcal{E}_q(X^-_\ell(2)) \frac{1}{\mathcal{E}_q(\delta_\ell)} \frac{1}{\mathcal{E}_q(X^-_\ell(1))} \mathcal{Y}_{\ell+1} \cdot \tag{E.67}
\end{align}

The first identity easily follows from the exchange relations (E.36) and the pentagon relation (7.40). The second identity follows from the exchange relations (E.43) and (E.36). The crucial observation is that as a consequence of (E.46) one can use (8.73) to rewrite

\begin{align}
\frac{1}{\mathcal{E}_q(X^-_\ell(2))} \mathcal{E}_q(\delta_\ell) \frac{1}{\mathcal{E}_q(X^-_\ell(2))} \frac{1}{\mathcal{E}_q(\delta_\ell)} &= \mathcal{E}_q(\tau^{-1}_q[\delta_\ell, X^-_\ell(2)]) \cdot \tag{E.68}
\end{align}

Finally (E.44) and (E.45) with (7.37) imply the result. 

\begin{flushright}
\Box
\end{flushright}

\section*{E.4 For mixed pentagon}

The goal of this appendix it to show that (E.52), (E.55) and (E.68) are satisfied when we apply $\pi^F \otimes \pi^+$. 

\subsection*{E.4.1 Preliminaries}

The first step is to provide explicit expressions for the arguments of the special functions entering, (E.52), (E.55) and (E.68) when we apply $\pi^F \otimes \pi^+$. 

\begin{flushleft}
\textbf{Action of $1 \otimes \pi^+$ on $X^-_\ell(1)$ and $X^-_\ell(2)$}. Consider $X^-_\ell(1)$ and $X^-_\ell(2)$ defined in (E.29) and (8.71). They satisfy the following relations
\begin{align}
\Lambda(y) \left[ (1 \otimes \pi^+_\ell) X^-_\ell(1) \right] \Lambda^{-1}(y) &= \tau_q \lambda^{-1} q^{-\frac{\nu}{2}} \hat{f}_\ell \otimes m^\gamma_\ell, \tag{E.69} \\
\Lambda(y) \left[ (1 \otimes \pi^+_\ell) X^-_\ell(2) \right] \Lambda^{-1}(y) &= q^{2(\bar{\epsilon}_\ell+1-\frac{\nu}{2})} \otimes m^\gamma_\ell, \tag{E.70}
\end{align}
\end{flushleft}

\begin{flushleft}
where
\begin{align}
m^\gamma_\ell := q^{-\frac{\nu}{2}} q^{\frac{\nu}{2}} \lambda \nu^{-1} \pi^+_\ell(a_\ell) y_{\ell+1}y_{\ell-1}, \tag{E.71}
\end{align}
\end{flushleft}

\begin{flushleft}
and $\hat{f}_\ell = q^{\frac{\nu}{2}(\bar{\epsilon}_\ell+\bar{\epsilon}_{\ell-1})}$, compare to the definition below (8.16). These relation follows from (8.18), (8.21) and $\Lambda(y) \left[ (1 \otimes \pi^+_\ell(q^{\bar{\epsilon}_\ell})) \right] \Lambda^{-1}(y) = q^{-\bar{\epsilon}_\ell+\frac{\nu}{2}} \otimes \pi^+_\ell(q^{\bar{\epsilon}_\ell})$. 
\end{flushleft}

\begin{flushleft}
\textbf{Applying $\pi^F_\mu$ to the first tensor factor}. From the identities above it follows that
\begin{align}
\Lambda(y) \left[ (\pi^F_\mu \otimes \pi^+_\ell) X^-_\ell(1) \right] \Lambda^{-1}(y) &= \tau_q \mu^{-1} q^{-\frac{\nu}{2}} \bar{c}_{\ell+1}c_\ell \otimes m^\gamma_\ell, \tag{E.72} \\
\Lambda(y) \left[ (\pi^F_\mu \otimes \pi^+_\ell) X^-_\ell(2) \right] \Lambda^{-1}(y) &= q^{2(\bar{\epsilon}_\ell+1-\frac{\nu}{2})} \otimes m^\gamma_\ell. \tag{E.73}
\end{align}
\end{flushleft}
Rewriting of $\delta_\ell$ defined in (E.38). One can rewrite $\delta_\ell$ defined in (E.38), as
\[
\delta_\ell = q^{\frac{1}{2}} \tau_\ell^2 \nu^{-\ell} \sum_{k=1}^{\ell-1} q^{k-\ell} b_\ell^k q^{\bar{\epsilon}_{\ell-\epsilon_k}} f_{\delta-(\epsilon_k-\epsilon_M)} \otimes q^{(\frac{M+1}{\ell})} \delta \cdot [\cdots [\bar{f}_k, \bar{f}_{k+1}] \cdots, \bar{f}_{\ell-1}] b_k, \tag{E.74}
\]
where $b_\ell$ are defined in (E.31).

Derivation: It follows from the definitions (E.29) and (8.71) that
\[
[\cdots [X_k^\gamma(2), X_{k+1}^\gamma(2)] \cdots, X_{\ell-1}^\gamma(2)] = x^{\ell-k} b_\ell b_k^{-1} q^{\bar{\epsilon}_{\ell-\epsilon_k}} \otimes q^{(\frac{M+1}{\ell})} \delta \cdot [\cdots [\bar{f}_k, \bar{f}_{k+1}] \cdots, \bar{f}_{\ell-1}], \tag{E.76}
\]
where $x = q^{-1} \tau_q \nu^{-1}$. If follows from the definitions (E.31), (8.71) and the observation (8.72) that
\[
X_k^\gamma(1) = q^{-1} \tau_q \nu^{-k} b_k f_{\delta-(\epsilon_k-\epsilon_M)} \otimes b_k \tag{E.77}
\]
Action of $1 \otimes \pi^+$ on $\delta_\ell$, $X_k^\gamma(1)$ and $X_k^\gamma(2)$.
\[
\Lambda(y) \left[ (1 \otimes \pi^+_\lambda) \delta_\ell \right] \Lambda^{-1}(y) = \tau_q \left( \sum_{k=1}^{\ell-1} \lambda^{-k} q^{\bar{\epsilon}_{\ell-\epsilon_k}} q^{-\frac{1}{2}} b_\ell^{-2} b_k f_{\delta-(\epsilon_k-\epsilon_M)} \right) \otimes m_\ell^\gamma, \tag{E.78}
\]
\[
\Lambda(y) \left[ (1 \otimes \pi^+_\lambda) \left( \Lambda^\gamma(1) \right) \right] \Lambda^{-1}(y) = \tau_q \lambda^{-\ell} q^{\frac{1}{2}} b_\ell^{-1} f_{\delta-(\epsilon_k-\epsilon_M)} \otimes m_\ell^\gamma, \tag{E.79}
\]
\[
\Lambda(y) \left[ (1 \otimes \pi^+_\lambda) \left( \Lambda^\gamma(2) \right) \right] \Lambda^{-1}(y) = b_\ell^{-2} q^{\bar{\epsilon}_{\ell-\epsilon_M}} \otimes m_\ell^\gamma, \tag{E.80}
\]
where
\[
m_\ell^\gamma := q^\frac{1}{2} \lambda^\ell q^{(\frac{M+1}{\ell})} \lambda^{\frac{\ell}{2}} \nu^{-\ell} \pi^+_\lambda(b_\ell) y_\ell y_{\ell-1}^M. \tag{E.81}
\]

Derivation: The relation (E.78) is obtained from (E.74) by applying the following
\[
\pi^+_\lambda ([\cdots [\bar{f}_k, \bar{f}_{k+1}] \cdots, \bar{f}_{\ell-1}]) = q^{-1} \tau_q \pi^+_\lambda \left( q^{-\frac{M+1}{\ell}} \lambda \right) \pi^+_\lambda(b_\ell b_k^{-1}) y_\ell y_{\ell-1}^M, \tag{E.82}
\]
\[
\pi^+_\lambda(b_k^{-1}) y_\ell y_{\ell-1}^M = q^{-1} y_\ell y_{\ell-1}^M, \tag{E.83}
\]
\[
\Lambda(y) \left( f_{\delta-(\epsilon_k-\epsilon_M)} \otimes 1 \right) \Lambda^{-1}(y) = q^{-\frac{1}{2}} q^{(\frac{M+1}{\ell})} f_{\delta-(\epsilon_k-\epsilon_M)} b_k^{-1} \otimes y_\ell y_{\ell-1}^M. \tag{E.84}
\]
\[
\Lambda(y) \left( 1 \otimes y_\ell y_{\ell-1}^M \right) \Lambda^{-1}(y) = b_\ell^{-2} b_k^{-2} \otimes y_\ell y_{\ell-1}^M. \tag{E.85}
\]
\[
\Lambda(y) \left( 1 \otimes \pi^+_\lambda(b_\ell) \right) \Lambda^{-1}(y) = b_\ell^{-1} \otimes \pi^+_\lambda(b_\ell). \tag{E.86}
\]
\[\text{To derive this identity one may notice that}
\[
b_\ell b_k^{-1} = q^{\frac{M+1}{\ell}} q^{-\sum_{\epsilon_k=0}^{\ell-1} \epsilon_k} q^{-\frac{1}{2} (\epsilon_k+\epsilon_k)} = \prod_{s=k}^{\ell-1} a_s. \tag{E.75}\]
The relation (E.79) follows from (E.77) with (E.84) and (E.86). The relation (E.80) follows from
\[ \pi_\lambda^+ (f_{\delta - (\epsilon_\ell - \epsilon_M)}) = \frac{q^2 \lambda^\ell}{q - q^{1 - \epsilon_M}} y_{\epsilon_\ell}^{-1}. \]  
(E.87)
with (E.85) and (E.86).

**Applying \( \pi^\ell \) to the first tensor factor.** We can apply \( \pi^\ell \) to the first tensor factor of (E.78), (E.79), (E.80) and use the expressions collected in Appendix C.2.3 to obtain
\[ \Lambda(y) \left[ \left( \pi^\mu \otimes \pi^\lambda \right) \delta \right] \Lambda^{-1}(y) = -\tau_q q^{-1} t_{\ell} \left( \sum_{k=1}^{\ell-1} g_{\mu}^{-k} \bar{c}_k \right) c_M \otimes m_{\ell+1}^{-1}, \]  
(E.88)
\[ \Lambda(y) \left[ \left( \pi^\mu \otimes \pi^\lambda \right) X_{\ell}^{-1}(1) \right] \Lambda^{-1}(y) = -\tau_q q^{-1} t_{\ell} g_{\mu}^{-1} \bar{c}_\ell c_M \otimes m_{\ell+1}^{-1}, \]  
(E.89)
\[ \Lambda(y) \left[ \left( \pi^\mu \otimes \pi^\lambda \right) X_{\ell}^{-1}(2) \right] \Lambda^{-1}(y) = t_{\ell} \otimes m_{\ell+1}^{-1}, \]  
(E.90)
where \( t_{\ell} = q^{-\frac{n+1}{m}} q^{2} \sum_{n=1}^{\ell} n \) and \( g_{\mu} := -q^{\frac{n+1}{m}} \mu^{-1} \). To derive these relations recall that
\[ \pi^\ell(q^{-\frac{1}{2}} b_k f_{\delta - (\epsilon_\ell - \epsilon_M)}) = -(-q^{-\frac{1}{2}} \mu)^k \bar{c}_k c_M. \]

**Action of \( 1 \otimes \pi^\ell \) on \( \tau_q^{-1}[\delta \ell, X_{\ell}^{-1}(2)] \).** The following holds
\[ \Lambda(y) \left[ \left( 1 \otimes \pi^\lambda \right) \tau_q^{-1}[\delta \ell, X_{\ell}^{-1}(2)] \right] \Lambda^{-1}(y) = \tau_q \left( \sum_{k=1}^{\ell-1} \lambda^{-k} q^{\epsilon_{\ell+1} - \epsilon_\ell + \frac{1}{2}} b_{\ell+1}^{k-1} b_k f_{\delta - (\epsilon_\ell - \epsilon_M)} \right) \otimes m_{\ell+1}^{-1}. \]  
(E.91)

**Derivation:** The starting point is (E.41) with (E.70), (E.79) and (E.78). It follows from the definitions (E.71) and (E.81) that \( m_{\ell+1}^{-1} = q^{-1} m_{\ell+1}^{-1} \).

**Applying \( \pi^\mu \) to the first tensor factor.**
\[ \Lambda(y) \left[ \left( \pi^\mu \otimes \pi^\lambda \right) \tau_q^{-1}[\delta \ell, X_{\ell}^{-1}(2)] \right] \Lambda^{-1}(y) = -q^{-1} \tau_q t_{\ell+1} \left( \sum_{k=1}^{\ell-1} g_{\mu}^{-k} \bar{c}_k \right) c_M \otimes m_{\ell+1}^{-1}. \]  
(E.92)

**E.4.2 Verifications of \( \pi^\ell \otimes \pi^\ell \) on (E.52), (E.55) and (E.68)**

**Verification of \( \pi^\ell \otimes \pi^\ell \) on (E.52).** In order to verify (E.52) using the prescription (7.44), let us first observe that the image of the sum \( \Delta(X_{\ell}^{-1}) = X_{\ell}^{-1}(1) + X_{\ell}^{-1}(2) \) can be rewritten as
\[ \Lambda(y) \left[ \left( \pi^\mu \otimes \pi^\lambda \right) \Delta(X_{\ell}^{-1}) \right] \Lambda^{-1}(y) = (S \otimes 1) \left( q^{2n_{\ell+1}} \otimes 1 \right) \omega_{\ell} (S \otimes 1)^{-1}, \]  
(E.93)
where \( \omega_{\ell} := q^{-\frac{1}{2}} \otimes m_{\ell+1}^{-1} \). To obtain this expression we used the relations (E.72) and (E.73), and the identity
\[ S q^{2n_{\ell+1}} \omega_{\ell} S^{-1} = q^{2n_{\ell+1}} + x \tau_q \bar{c}_{\ell+1} c_\ell, \quad S = 1 - q^{-1} x \bar{c}_{\ell+1} c_\ell, \]  
(E.94)
where \( x = \mu \lambda^{-1} q^{\frac{m}{\lambda}} \). Form these relations and recalling that \( \delta_q(\tau_q x) = 1 + x \) when \( x^2 = 0 \), it follows that the identity \((E.52)\) reduces to

\[
(S \otimes 1) \mathcal{E}_{b^2} \left( (q^{2n_{\ell+1}} \otimes 1) \omega_{\ell} \right) (S \otimes 1)^{-1} = (1 + x \omega_{\ell} (\bar{c}_{\ell+1} c_{\ell} \otimes 1)) \mathcal{E}_{b^2} \left( (q^{2n_{\ell+1}} \otimes 1) \omega_{\ell} \right) .
\]

(E.95)

The only non trivial term in this identity is the one linear in \( x \), which can be rewritten as

\[
\mathcal{E}_{b^2} \left( (q^{2n_{\ell+1}} \otimes 1) \omega_{\ell} \right) (\bar{c}_{\ell+1} c_{\ell} \otimes 1) = (1 + q^{1+} \omega_{\ell}) (\bar{c}_{\ell+1} c_{\ell} \otimes 1) \mathcal{E}_{b^2} \left( (q^{2n_{\ell+1}} \otimes 1) \omega_{\ell} \right) .
\]

(E.96)

Recalling that \( q^{2n_{\ell+1}} \bar{c}_{\ell+1} = q^2 \bar{c}_{\ell+1} \) and \( \bar{c}_{\ell+1} q^{2n_{\ell+1}} = \bar{c}_{\ell+1} \) we obtain

\[
\mathcal{E}_{b^2} \left( q^2 \omega_{\ell} \right) = (1 + q^{1+} \omega_{\ell}) \mathcal{E}_{b^2} (\omega_{\ell}) .
\]

(E.97)

This is the basic property of \( \mathcal{E}_{b^2}(x) \) defined in \((5.37)\).

**Verification of \( \pi^F \otimes \pi^+ \) on \((E.55)\).** The image of the three operators entering \((E.55)\) is given in \((E.88), (E.89) \) and \((E.90)\). Their sum is \( \Delta(X^F_{\ell}) = X^F_{\ell}(1) + X^F_{\ell}(2) + \delta_i \), compare to \((E.30)\). Its image can be rewritten as

\[
\Lambda(y) \left[ (\sigma_{\mu}^F \otimes \pi^+) \Delta(X^F_{\ell}) \right] \Lambda^{-1}(y) = (S \otimes 1) (t_{\ell} \otimes m^\ell_{\ell}) (S^{-1} \otimes 1) .
\]

(E.98)

This equality follows form

\[
S t_{\ell} S^{-1} = t_{\ell} \left( 1 - q^{-1} \tau_q C_{\ell} c_{M} \right), \quad S = 1 + \left( \sum_{k=1}^{M-1} g^{-k}_n c_k \right) c_{M} ,
\]

(E.99)

where \( C_{\ell} := \sum_{k=1}^{\ell} g^{-k}_n \bar{c}_k \). Following the prescription given in \((7.44)\) and the relations above, the identity \((E.55)\) reduces to

\[
(S \otimes 1) \mathcal{E}_{b^2} \left( t_{\ell} \otimes m^\ell_{\ell} \right) (S \otimes 1)^{-1} = (1 - q^{-1} t_{\ell} C_{\ell} c_{M} \otimes m^\ell_{\ell}) \mathcal{E}_{b^2} \left( t_{\ell} \otimes m^\ell_{\ell} \right) .
\]

(E.100)

Notice that to simplify the right hand side we used the following: for \( x^2 = 0 \) we have \( \delta_q(\tau_q x) = 1 + x \). The term proportional to \( g^{-k}_n \) in \((E.100)\) is given by

\[
\mathcal{E}_{b^2} \left( t_{\ell} \otimes m^\ell_{\ell} \right) (\bar{c}_k c_{M} \otimes 1) = \left( 1 + q^{-1} t_{\ell} \otimes m^\ell_{\ell} \right) (\bar{c}_k c_{M} \otimes 1) \mathcal{E}_{b^2} \left( t_{\ell} \otimes m^\ell_{\ell} \right) .
\]

(E.101)

To derive this relation we also used that \( \bar{c}_s \) with \( s = \ell + 1, \ldots, M - 1 \) commute with \( t_{\ell} \). The final observation is that \( t_{\ell} \bar{c}_k c_{M} = q^2 t_{\ell,k} \bar{c}_k c_{M} \) and \( \bar{c}_k c_{M} t_{\ell} = t_{\ell,k} \bar{c}_k c_{M} \) where \( t_{\ell,k} \) commutes with \( \bar{c}_k c_{M} \), so that \((E.101)\) reduces to

\[
\mathcal{E}_{b^2} \left( q^2 t_{\ell,k} \otimes m^\ell_{\ell} \right) (\bar{c}_k c_{M} \otimes 1) = \left( 1 + q^{1+} t_{\ell,k} \otimes m^\ell_{\ell} \right) (\bar{c}_k c_{M} \otimes 1) \mathcal{E}_{b^2} \left( t_{\ell,k} \otimes m^\ell_{\ell} \right) .
\]

(E.102)

This relation follows the basic property of \( \mathcal{E}_{b^2}(x) \), see \((5.37)\).
Verification of $\pi^F \otimes \pi^+$ on (E.68). Inserting (E.88), (E.73) and (E.92) in (E.68) and using the prescription (7.44), we obtain, after simple manipulations

$$(1 \otimes m^-_{\ell}) E_{b^2}(z_{\ell}) - E_{b^2}(z_{\ell}) (1 \otimes m^-_{\ell}) = E_{b^2}(z_{\ell}) q z_{\ell} (1 \otimes m^-_{\ell}),$$

(E.103)

where $z_{\ell} := q^{2(n_{\ell+1} - n_{\ell})} \otimes m^-_{\ell}$. To derive this equation we also used $m^-_{\ell+1} = q m^-_{\ell} m^-_{\ell}$. Upon observing that $1 \otimes m^-_{\ell} z_{\ell} = q^2 z_{\ell} (1 \otimes m^-_{\ell})$ the relations (E.103) reduces to the basic property of $E_{b^2}(x)$, see (5.37).

E.4.3 Auxiliary for check of $\Delta(\mathbb{M}_b)$.

The following relation holds

$$\Lambda(y) \left[ f_{\delta-(e_i, -e_M)} \otimes \pi^+_{\lambda} (f_{e_i, -e_M}^{op}) \right] \Lambda^{-1}(y) = \frac{\lambda^{M-i}}{q - q^{-1}} \left( q^{\frac{1}{2}} b_i f_{\delta-(e_i, -e_M)} \otimes 1 \right).$$

(E.104)

**Derivation:** The relations (E.50) and (E.82) imply that $\pi^+_{\lambda} (f_{e_i, -e_M}^{op}) = q^{-1} (q^{-\lambda})^{M-i} y_M y_i^{-1}$. The relation (E.104) follows upon implementing the action of $\Lambda(y)$ as given in (E.84) and (E.85).

Applying $\pi^F$ to the first tensor factor, (E.104) reduces to

$$\Lambda(y) \left[ \pi^F_{\mu_n} (f_{\delta-(e_i, -e_M)}) \otimes \pi^+_{\lambda_n} (f_{e_i, -e_M}^{op}) \right] \Lambda^{-1}(y) = -\frac{\lambda_n^M}{q - q^{-1}} \left( -q^{s_{\gamma} \mu_n} \right)^i q c_i c_M \otimes 1).$$

(E.105)

E.5 The R-matrix in the fundamental representation from the universal R-matrix

Using (C.36), a simple calculation shows that

$$(\pi^f_x \otimes \pi^f_y \left( \prod_{\gamma \in \hat{A}_i} \mathcal{R}^+_{\gamma} \right) = 1 + \sigma \sum_{j=i+1}^M \left( \frac{x}{y} \right)^{(i-j)} E_{ij} \otimes E_{ji}, \quad \sigma = \frac{q^{-1} - q^{i+1}}{1 - (x/y)^M}. \quad (E.106)$$

Recall that $\mathcal{R}^+_{\gamma}$ is given in (5.13) with $s_{\gamma} = 1$ and the ordered set $\hat{A}_i$ is defined in (C.3). The simple result in (E.106) follows from the fact that, for the fundamental representation, the root vectors associated to the set $\hat{A}_i$ are nilpotent and commute among themselves. Moreover, the simple dependence on $k$ in (C.36) is responsible for turning infinite products over $k$ into geometric series giving rise to the denominator of $\sigma$. Multiplying the factors (E.106) according to the order (C.2) one finds

$$(\pi^f_x \otimes \pi^f_y) \mathcal{R}^+_{\gamma=\delta} = 1 + \sigma \sum_{i>j} \left( \frac{x}{y} \right)^{(i-j)} E_{ij} \otimes E_{ji}. \quad (E.107)$$
Similarly
\[
(\pi_f^x \otimes \pi_f^y) R^+_{x,\delta} = 1 + \sigma \sum_{i<j} \left( \frac{x}{y} \right)^{(i-j)-M} E_{ij} \otimes E_{ji}.
\] (E.108)

The evaluation of \( R^+_{x,\delta} \) defined in (5.15) gives
\[
(\pi_f^x \otimes \pi_f^y) R^+_{x,\delta} = \rho(z) \sum_{i,j=1}^{M} \frac{y^M - x^M q^{-2\delta_{i,j}}}{y^M - x^M q^{+2\delta_{i,j}}} E_{ii} \otimes E_{jj},
\] (E.109)

where
\[
\rho(z) := \frac{(q^{-2}z; q^{-2M})_{\infty} (q^{2-2M}z; q^{-2M})_{\infty}}{(z; q^{-2M})_{\infty} (q^{-2M}z; q^{-2M})_{\infty}} = \frac{\varepsilon_q M(-q^+Mz)}{\varepsilon_q M(-q^{-M}z)} \varepsilon_q M(-q^{2M}z)
\] (E.110)

where \( z = (y/x)^M \), \( (z; q)_{\infty} := \prod_{k \geq 0} (1 - z q^k) \) and \( \varepsilon_q(x) \) is defined in (5.34). To obtain (E.109) one uses (5.18), (C.38) and their Cartan-conjugated analogues. Finally the evaluation of (4.21) gives
\[
(\pi x \otimes \pi y) q^{-t} = q^\nu \sum_{i,j=1}^{M} \nu \sum_{i \neq j} E_{ii} \otimes E_{jj} + \sum_{i \neq j} \kappa_{(i-j) \text{mod}_M} E_{ij} \otimes E_{ji}.
\] (E.111)

Assembling the pieces together one obtains
\[
(\pi_f^x \otimes \pi_f^y) R^+ = q^{-M} \rho(z) R(x, y),
\] (E.112)

where
\[
R(x, y) = \sum_i E_{ii} \otimes E_{ii} + \nu \sum_{i \neq j} E_{ii} \otimes E_{jj} + \sum_{i \neq j} \kappa_{(i-j) \text{mod}_M} E_{ij} \otimes E_{ji},
\] (E.113)

\[
\nu = \frac{y^M - x^M}{q^{-1} y^M - q^{+1} x^M}, \quad \kappa_{\ell} = \frac{q^{-1} - q^{+1}}{q^{-1} y^M - q^{+1} x^M} y^{M-\ell} x^{\ell},
\] (E.114)

One can verify that (E.112) satisfies the intertwining relations (4.9). Finally one observes that
\[
R_{12}(x, y) R_{21}(y, x) = I.
\] (E.115)

and (crossing symmetry)
\[
\left( \left( R^{-1}(x, y) \right)_{T_1} \right)^{-1} T_1 = \eta(z) R_{12}(q^{-2} x, y), \quad \eta(z) = \frac{(1 - z q^{-2})(1 - z q^{2M-2})}{(1 - z)(1 - z q^{-2M})}.
\] (E.116)

where \( T_1 \) means transposition in the first tensor factor. Notice that according to the properties of the projection of the universal R-matrix on evaluation representations, see e.g. chapter 9 of [EFK] one has \( \rho(z) = \prod_{k \geq 0} \eta(q^{-2Mk} z) \). For \( M = 2, 3 \) the calculation presented in this appendix can be found in [BrZG] and [BoGKNR].
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F Supplementary material for Section 6

F.1 On the cyclicity of $r^{++}$

Let
\[ \Xi := h(z w_2) h(z w_3) \ldots h(z w_M) h(z^{M-1} w_{1,M-1}) \ldots h(z^2 w_{1,2}) h(z w_1), \tag{F.1} \]
and recall $w_i w_{i+1} = q^{-2c} w_{i+1} w_i$. In order to show that $\Xi$ is cyclic we apply the following procedure

1. Apply pentagon $(2 \to 3)$ to the last two terms on the left of $\Xi$, i.e.
\[ h(z w_2) h(z w_3) = h(z w_3) h(z^2 w_{2,3}) h(z w_2), \tag{F.2} \]

2. Move $h(z w_2)$ all the way to the right before meeting the last two terms in the product formula for $\Xi$. This is done without problems since $w_k w_2 = w_2 w_k$ for $4 \leq k \leq M$ and $w_{1,l} w_2 = w_2 w_{1,l}$ for $3 \leq l \leq M - 1$.

3. Use pentagon again $(3 \to 2)$ on the three terms on the right, i.e.
\[ h(z w_2) h(z^2 w_{1,2}) h(z w_1) = h(z w_1) h(z w_2), \tag{F.3} \]

4. Rewrite
\[ \Xi = h(z w_3) \tilde{\Xi} h(z w_2), \tag{F.4} \]
and apply the three steps above to $\tilde{\Xi}$ to obtain
\[ \Xi = h(z w_3) h(z w_4) \tilde{\Xi} h(z^2 w_{2,3}) h(z w_2), \tag{F.5} \]
and so on. In the last steps one uses
\[ h(z^{M-1} w_{2,M}) h(z w_1) = h(z w_1) h(z^{M-1} w_{2,M}). \tag{F.6} \]

F.2 $r^{++}$ satisfies the YBE

In this appendix we prove that $\rho_z(w)$, related to $r^{++}$ via (6.81), satisfies the relation (6.84). The proof we present uses only the identity (6.94) and is in some respect similar to the proof of the star-star relation for elliptic Boltzmann weights given in [BaKS13].

The braid relation (6.84) for $\rho_z(w)$, upon inserting
\[ \rho_z(w) = \int d\mu(s) \tilde{K}_z(s) w(s), \quad d\mu(s) = \delta(s_{tot}) \prod_{i=1}^M ds_i, \tag{F.7} \]
can be rewritten as
\[
\int d\mu(x) q^{-2(\alpha s_1 t_1 + (\Omega - 1)s_2 + (\Omega - 1)s_3)} \tilde{K}_{z_1}(t_1 + x) \tilde{K}_{z_2}(2t_2) \tilde{K}_{z_3}(t_1 - x) = 0. \tag{F.8}
\]
\[
\int d\mu(x) q^{-2(\alpha s_1 t_1 + (\Omega - 1)s_2 + (\Omega - 1)s_3)} \tilde{K}_{z_1}(t_1 + x) \tilde{K}_{z_2}(2t_2) \tilde{K}_{z_3}(t_1 - x). \tag{F.9}
\]
Above we used the notation \((a, b) = \sum_{i=1}^{M} a_i b_i\) and \((\Omega a)_i = a_{i+1}\), see below for the derivation of (F.8) from (6.84). Next, set
\[
\alpha = 2\Omega \tau_1 - \tau_2 + \frac{M+1}{2} \nu M v_0, \quad \beta = 2(\tau_1 - \Omega \tau_2) - \frac{M+1}{2} \nu M v_0. \tag{F.11}
\]
It follows from the cyclicity of \(\tilde{K}_z(\sigma)\), namely \(\tilde{K}_z(\sigma) = \tilde{K}_z(\Omega \sigma)\), that the identity (F.8) is equivalent to
\[
\mathcal{A}_{z_1,z_2}(t_1, t_2) = \mathcal{A}_{z_2,z_1}(t_2, \Omega^{-1} t_1). \tag{F.12}
\]
As explained below one can show that
\[
\mathcal{A}_{z_1,z_2}(t_1, t_2) = \int \mathcal{D} \lambda \prod_{k=1}^{M} s_b(\alpha_k - \lambda) s_b(\beta_k - \lambda) e^{\pi i \lambda (v_2 - v_1)},
\]
where
\[
\alpha = 2\Omega \tau_1 - \tau_2 + \frac{M+1}{2} \nu M v_0, \quad \beta = 2(\tau_1 - \Omega \tau_2) - \frac{M+1}{2} \nu M v_0. \tag{F.13}
\]
and \(v_i = \frac{1}{2\pi \theta} \log s_i, \tau_a = ib t_a\) and \(v_0 = \frac{1}{M}(1, 1, \ldots, 1)\). It is clear from the definition of \(\alpha, \beta\) that (F.11) is equivalent to the fact that (F.12) is invariant if \(\alpha \rightarrow -\beta, \beta \rightarrow -\Omega^{-1} \alpha\) and \(v_1, v_2\) are exchanged. This is manifest from recalling that \(s_b(x)s_b(-x) = 1\) and changing integration variable from \(\lambda\) to \(-\lambda\). The calculations omitted in the derivation above are given in the following.

**From (6.84) to (F.8)** We start from the braid relation (6.84) and insert \(\rho_z(w)\) as above. Next, reorder the non-commuting exponentials as follows
\[
w_1(s_1) w_2(s_2) w_1(s_3) = q^{-\alpha(s_1, s_2, s_3)} e^{(\log(w_1), s_1 + s_3) + (\log(w_2), s_2)} \tag{F.14}
\]
\[
w_2(s'_1) w_1(s'_2) w_2(s'_3) = q^{-\beta(s_1, s_2, s_3)} e^{(\log(w_2), s_1' + s_3') + (\log(w_1), s_2')} \tag{F.15}
\]
where
\[
\alpha(s_1, s_2, s_3) = 2(s_-, (\Omega - 1)s_2 + (\Omega - 1)s_3), \quad s_\pm = \frac{s_1 \pm s_3}{2}. \tag{F.16}
\]
\[
\beta(s_1, s_2, s_3) = 2(s_-'(1 - \Omega^{-1})s_2' + (\Omega^{-1} - \Omega)s'_3), \quad s'_\pm = \frac{s'_1 \pm s'_3}{2}. \tag{F.17}
\]
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These relations follow from $w_{1,i}w_{2,j} = q^{2(δ_{i,j}−δ_{i+1,j})}w_{2,j}w_{1,i}$, which in turns follows from the definitions below (6.82). The next step is to take the "coefficient" of $e^{2(t_1,\log w_1)+2(t_2,\log w_2)}$ so we set

$$2s_+ = 2t_1 = s'_2, \quad s_- = x = s'_2, \quad s_2 = 2t_2 = 2s'_+.$$ (F.18)

The rewriting (F.8) follows.

**Simplifying $A_{z_1,z_2}(t_1,t_2)$**. Set $y = ib(Ω−1)x$ and $τ_a = ibt_1$. The exponential in the definition of $A_{z_1,z_2}(t_1,t_2)$ can be rewritten as

$$q^{−2(x,2(Ω−1)t_2+(Ω−1)−Ω)t_1} = e^{2πi(y, 2)},$$ (F.19)

where $τ = 2Ωτ_2 − (1 + Ω)τ_1$. Inserting the delta function in the from $δ(y_{tot}) ∼ ∫ dλ e^{2πiλ y_{tot}}$, one then finds

$$A_{z_1,z_2}(t_1,t_2) = ∫_R dλ \prod_{k=1}^M I_k(λ),$$ (F.20)

where

$$I_k(λ) := ∫_R dy s_b( 2τ_{k+1} + y - v_1 + c_b ) s_b( 2τ_{k+1} - y + v_2 + c_b ) e^{2πiy( 2 + λ )},$$ (F.21)

which follows from (6.94). We thus conclude that

$$I_k(λ) = s_b( α_k − λ ) s_b( β_k − λ ) e^{πiλ(v_2−v_1)} e^{\text{linear in } τ},$$ (F.23)

where $α$ and $β$ are given in (F.13) and the terms linear in $τ$ cancel out in the product over $k$.

### G Comparison with the literature

In the case $M = 2$ closely related models have been studied in the literature by other techniques, see in particular [ByT1, ByT3] and [BaMS]. The purpose of this appendix is to clarify the relation between the representation theoretic constructions described in this paper and the objects constructed in [ByT1, ByT3] and [BaMS].


G.1 Projection to the lattice-Sinh Gordon model I – Lax operators

As a preparation for some of the following discussions let us clarify the relation between the approach to the lattice Sinh-Gordon model described in \cite{ByT1, ByT3} and the formalism used in this paper in some detail.

Abstractly, one may define the lattice Sinh-Gordon model on the kinematical level by defining its \( \ast \)-algebra of observables \( A_{SG} \) in terms of generators \( f_k \), \( k = 1, \ldots, 2N \) and relations

\[
\begin{align*}
    f_{2n} f_{2n \pm 1} &= q^2 f_{2n} f_{2n}, \quad f_k f_{k+l} = f_{k+l} f_k \text{ for } |l| > 1. \tag{G.1}
\end{align*}
\]

The time evolution is represented by the automorphism \( \tau \) of \( A_{SG} \),

\[
\begin{align*}
    \tau(f_k) &= f_{k-1}^{-1} \frac{\kappa^2 + q f_{k-1}}{1 + q \kappa^2 f_{k-1}} f_{k-1} + q \kappa^2 f_{k+1}. \tag{G.2}
\end{align*}
\]

The generators \( f_k \) represent initial values for the time-evolution \( \tau \) that are naturally associated with the vertices of the saw-blade contour \( \mathcal{C} \) depicted in Figure 3.1. Equally natural appears to be the contour \( \bar{\mathcal{C}} \) related to \( \mathcal{C} \) by means of a spatial translation with length \( \frac{1}{2} \Delta \). The half-shift \( \sigma^\frac{1}{2} \) defined by \( \sigma^\frac{1}{2}(f_k) = f_{k+1} \) alone is not an automorphism of \( A_{SG} \). Let us instead introduce the related automorphism \( \tilde{\sigma}^\frac{1}{2} \) by

\[
\begin{align*}
    \tilde{\sigma}^\frac{1}{2}(f_{2n-1}) &= f_{2n-1}^{-1}, \quad \tilde{\sigma}^\frac{1}{2}(f_{2n}) = f_{2n+1}. \tag{G.3}
\end{align*}
\]

The lattice Sinh-Gordon model was defined in \cite{ByT1} by means of the Lax matrix

\[
\begin{align*}
    L_{n}^{SG}(u) &= \frac{1}{i} e^{-\pi b s} \begin{pmatrix}
        i \sin \pi b^2 E_{s,n} & e^{\pi b u} K_{s,n}^{-1} - e^{-\pi b u} K_{s,n}^{-1} \\
        e^{\pi b u} K_{s,n}^{-1} - e^{-\pi b u} K_{s,n}^{-1} & i \sin \pi b^2 F_{s,n}
    \end{pmatrix}. \tag{G.4}
\end{align*}
\]

This description is associated to the following representation of the algebra of observables,

\[
\begin{align*}
    \pi^{SG}(f_{2n-1}) &= e^{-2 \pi b p_n}, \quad \pi^{SG}(f_{2n}) &= e^{2 \pi b (x_n + x_{n+1})}, \tag{G.5}
\end{align*}
\]

where \( x_n \) and \( p_n \) generate the usual Schrödinger representation of the Heisenberg-algebra \( [p_n, x_m] = (2\pi i)^{-1} \delta_{n,m} \) on wave-functions \( \psi(x) = \langle x | \psi \rangle \), \( x = (x_1, \ldots, x_N) \).

Another natural representation \( \bar{\pi}^{SG} \) is obtained by composing \( \pi^{SG} \) with the automorphism \( \bar{\sigma}^\frac{1}{2} \). It is naturally associated to the contour \( \bar{\mathcal{C}} \). The operator \( Y_\infty \) with kernel

\[
\begin{align*}
    \langle x' | Y_\infty | x \rangle &= \prod_{n=1}^{N} e^{2\pi i x'_n (x_n + x_{n+1})} = \prod_{n=1}^{N} e^{2\pi i (x'_n - x'_n + x_n) x_n}, \tag{G.6}
\end{align*}
\]

is easily seen to satisfy

\[
\begin{align*}
    p_n \cdot Y_\infty &= Y_\infty \cdot (x_n + x_{n+1}), \quad (x_n + x_{n+1}) \cdot Y_\infty = -Y_\infty \cdot p_{n+1} \tag{G.7}.
\end{align*}
\]
which implies that $Y_\infty$ implements the automorphism $\tilde{\sigma}^+ \bar{\tau}$ in the representation $\pi^{SG}$.

We are now going to explain how to associate natural representations of the algebra of observables to these two contours. To this aim let us note that the monodromy matrix $M(\lambda)$ associated to $C$ will be represented as

$$M(\lambda) := L_{2n}^- (\lambda/\kappa) L_{2n-1}^+ (\lambda\kappa) \cdots L_2^- (\lambda/\kappa) L_1^+ (\lambda\kappa).$$  \hfill (G.8)

Considering the contour $\bar{C}$ leads to the definition of the monodromy matrix

$$\bar{M}(\lambda) := L_{2n}^+ (\lambda\kappa) L_{2n-1}^- (\lambda/\kappa) \cdots L_2^+ (\lambda\kappa) L_1^- (\lambda/\kappa).$$  \hfill (G.9)

In the first case it is natural to regard $L_k(\lambda) = L_{2k}^- (\lambda/\kappa) L_{2k-1}^+ (\lambda\kappa)$ as the Lax-matrix associated to parallel transport along one physical lattice site, and to compare it with $L_n^{SG}(\lambda)$. To simplify notation we will temporarily restrict attention to a specific value of $k$, and drop the subscript $k$ in the notations. The Lax-matrix $L(\lambda)$ can be represented as

$$L_n(\lambda) = L_{2n}^- (\lambda/\kappa) L_{2n-1}^+ (\lambda\kappa) = \begin{pmatrix} u_{2n} & \tau\lambda^{-1} v_{2n} \\ \tau\lambda v_{2n} & u_{2n-1} \end{pmatrix},$$

using the notations $\eta_n = (\lambda A_n + \lambda^{-1} A_n^-)^{1/2}$, $\iota \tau_q = i(q - q^{-1}) = \sin \pi b^2$, and

$$\iota \tau_q F_n = B_n^{1/2} (\kappa A_n + \kappa^{-1} A_n^-) B_n^{-1/2} \quad A_n = (\lambda A_n + \lambda^{-1} A_n^-)^{1/2},$$

$$\iota \tau_q E_n = B_n^{1/2} (\kappa^{-1} A_n^- + \kappa A_n) B_n^{-1/2} \quad B_n = (\lambda A_n + \lambda^{-1} A_n^-)^{1/2}.$$  \hfill (G.10)

There is a natural representation of the algebra $A_{ng}$ associated to this set-up, defined by setting

$$f_{2n-1} \equiv \pi^{le}(f_{2n-1}) := A_{n}^2, \quad f_{2n} \equiv \pi^{le}(f_{2n}) := B_{n}^{-1} B_{n+1}^{-1}.$$  \hfill (G.11)

This representation is reducible. One could project onto the eigenspaces of the the central elements $\eta_n$. A convenient explicit description of the projection may be given in the representation where the operators $(u_k)^{1/2} v_k^{-1} (u_k)^{1/2}$ are diagonal with eigenvalues $e^{\pi b x_k}$. Let $|y_r, y_s\rangle$ be a delta-function normalized vector satisfying

$$\langle u_k^{1/2} v_k^{-1} (u_k)^{1/2} | y_r, y_s \rangle = e^{\pi b y_r} | y_r, y_s \rangle, \quad \langle y_r', y_s' | y_r, y_s \rangle = \delta(y_r' - y_r) \delta(y_s' - y_s).$$

Let us furthermore use the shorthand notation

$$|y\rangle := \bigotimes_{n=1}^{N} |y_{2n}, y_{2n-1}\rangle, \quad y = (y_1, \ldots, y_{2N}).$$
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η_n is diagonal in this representation with eigenvalue $e^{\pi b(y_{2n}-y_{2n-1})}$. The projection $\Pi$ is then defined by simply setting $y_{2n} = y_{2n-1} = x_n$ for $n = 1, \ldots, N$, which is equivalent to setting the eigenvalue of $\eta_n$ to one. It is clear that $\Pi$ maps $\pi^l$ to $\pi^sc$. The projection of $\mathcal{L}(\lambda)$ will coincide with $\kappa^2 L^sc(u)$ if the parameters are related respectively as

$$\kappa = m \Delta = e^{\pi b u}, \quad \lambda = -ie^{\pi b u}. \quad (G.13)$$

It is equally natural to regard $\hat{L}_k(\lambda) = L^+_{2k+1}(\lambda/\kappa)L^-_{2k}(\lambda\kappa)$ as the Lax-matrix associated to parallel transport along one physical lattice site. This Lax-matrix can be represented by a formula similar to (G.10), but with $A_n, B_n$ and $\eta_n$ replaced by $\tilde{A}_n, \tilde{B}_n$ and $\tilde{\eta}_n$, defined respectively as

$$\tilde{A}_n = C^{-\frac{1}{2}} \cdot B_n^{-1} \cdot C^\frac{1}{2}, \quad \tilde{B}_n = C^{-\frac{1}{2}} \cdot A_n \cdot C^\frac{1}{2}, \quad \tilde{\eta}_n = (\nu_{2n+1} u_{2n+1} \nu_{2n} u_{2n+1})^{\frac{1}{2}}, \quad (G.14)$$

where $C^{\frac{1}{2}}$ is the operator representing the translation by one-half of a physical lattice site, satisfying $C^{-\frac{1}{2}} \cdot O_n \cdot C^{\frac{1}{2}} = O_{n+1}$ for each local observable $O_n$. There is another natural representation $\tilde{\pi}^l$ of the algebra $A_{sc}$ associated to this set-up, defined by replacing in (G.12) the operators $A_n$ and $B_n$ by $\tilde{A}_n, \tilde{B}_n$, respectively. The representation $\tilde{\pi}^l$ is naturally defined in such a way that the operators $(u_k)^{\frac{1}{2}} v_{\bar{k}}(u_k)^{\frac{1}{2}}$ are diagonal with eigenvalues $e^{\pi b \bar{\eta}_k}$, for $k = 1, \ldots, 2N$, respectively. The natural analog of the projection $\Pi$ will be denoted $\tilde{\Pi}$.

### G.2 Projection to the lattice Sinh-Gordon model II – Q-operators

Let us recall that the Q-operators have been defined as

$$Q(\lambda; \mu, \mu) := \text{Tr}_{\mathcal{H}_0} \left( \left( r_{0,2N}^+ (\lambda/\mu) r_{0,2N-1}^+ (\lambda/\mu) \cdots r_{0,2}^+ (\lambda/\mu) r_{0,1}^+ (\lambda/\mu) \right) \right) \quad (G.15)$$

Our goal in this subsection is to demonstrate that the projection of $Q(\lambda; \mu, \mu)$ to the physical subspace, denoted as $Q(\lambda; \bar{\mu}, \mu)$ can be represented in the form

$$Q(e^{\pi b u}, e^{\pi b \bar{u}}, e^{\pi b m}) = e^{\frac{\pi}{8} (l-m)^2 + (l-\bar{m})^2} \mathcal{Y}(l; \bar{m}, m) \cdot Y_\infty, \quad (G.16)$$

where the operator $Y_\infty$ has been defined above via (G.6), and $\mathcal{Y}(l; \bar{m}, m)$ is an integral operator with the kernel

$$\langle \mathbf{x}' | \mathcal{Y}(l; \bar{m}, m) | \mathbf{x} \rangle = \prod_{n=1}^{N} V_{m-l}(x_n' + x_{n+1}) \bar{V}_{l-1}(x_n' - x_n). \quad (G.17)$$

The special function $V_u(x)$ appearing in (G.17) is defined as

$$V_u(x) := \frac{s_b(x - \frac{u}{2})}{s_b(x + \frac{u}{2})}. \quad (G.18)$$
We may note that the projection of the Q-operator onto the physical subspace is equal to the operator Q_ defined in [BY71].

In order to derive (G.16), let us start from (G.15), and insert the expressions (5.48) for \( r_{rs}^\pm (\lambda) \) and (5.51) for \( r_{rs}^{**}(\lambda) \). It is useful to represent \( r_{rs}^{**}(\lambda) \) as

\[
r_{rs}^{**}(\lambda) = F_r^{-1} \cdot P_{rs} \rho_\lambda(g_{rs}^+) \cdot F_s ,
\]

using the notation \( g_{rs}^+ := u_r u_s v_s \). By moving all operators \( F_n \) to the right one may represent \( Q(\lambda; \bar{\mu}, \mu) \) in the form

\[
Q(\lambda; \bar{\mu}, \mu) = Y(\mu, \bar{\mu}; \nu) \cdot C^{-\frac{1}{2}} \cdot \prod_{n=1}^{2N} F_n ,
\]

where \( Y_{-1} = C^{-\frac{1}{2}} \cdot \prod_{k=1}^{2N} F_k \),

\[
Y(\lambda; \bar{\mu}, \mu) := \text{Tr}_{H_0} \left[ P_{0,2N} \rho_{\lambda/\bar{\mu}}(f_{0,2N}^+, g_{0,2N}^-) P_{0,2N-1} \rho_{\lambda/\bar{\mu}}(g_{0,2N-1}^-) \cdots \right.
\]

\[
\left. \cdots \cdot P_{0,2} \rho_{\lambda/\bar{\mu}}(f_{0,2}^+, g_{0,2}^-) P_{0,1} \rho_{\lambda/\bar{\mu}}(g_{0,1}^-) \right] \cdot C^{\frac{1}{2}} .
\]

The strategy will be to evaluate the matrix elements of the operator \( \langle \psi'| Y(\mu, \bar{\mu}; \nu) | \psi \rangle \) in the representation introduced in the previous subsection. We claim that

\[
\langle \psi' | Y(e^{\pi ib}, e^{\pi ib'}, e^{\pi bm}) | \psi \rangle = c_b^{2N} e^{\frac{\pi}{4}((l-m)^2 + (l-m)^2)} \prod_{n=1}^{N} V_{m-1}(y_{2n+1} + y_{2n}^') V_{m-1}(x_n - x_n') e^{\pi i(y_{2n+1} - y_{2n})^2},
\]

where \( x_n = \frac{1}{2}(y_{2n} + y_{2n-1}) \). The function \( V_u(x) \) is the Fourier-transformation of \( V_w(x) \), which may be expressed as

\[
V_u(x) := \int dy \ e^{2\pi ixy} V_u(x) = \frac{V_{u-2cb}(x)}{s_y(u + c_b)} , \quad c_b := \frac{i}{2}(b + b^{-1}) .
\]

In order to prove (G.22), let us insert the identity operator in the form \( \int dy | y_r \rangle \langle y_r | \) in front of each operator \( P_{rs,0} \) in (G.21), and let us furthermore insert \( \int \prod_{k=1}^{2n} dy_k^r \langle y_k^r | \psi \rangle \) in front of \( C^{-\frac{1}{2}} \). This produces an integral representation for the matrix element on the left hand side of (G.22). The building blocks of the integrand are

\[
\langle y_{r'} y_{r'}' | y_{r} y_{r}'; s_r, s_s \rangle = \delta(y_{r'} - y_s') \delta(s_r - y_{r'}), \quad \text{(G.24a)}
\]
\[
\langle y_{r'} y_{r'}' | P_{rs} \rho_{e^{\pi bm}}(g_{rs}^+) | y_{r} y_{r}'; s_r, s_s \rangle = \delta(x_{r'} + z_{rs}) V_{-w}(y_{rs} - y_{rs}) , \quad \text{(G.24b)}
\]
\[
\langle y_{r'} y_{r'}' | P_{rs} \rho_{e^{\pi bm}}(f_{rs}^+, g_{rs}) | y_{r} y_{r}'; s_r, s_s \rangle = \delta(y_{r'} - y_s) \delta(y_{r'} - y_{r'}) V_{-w}(x_{rs}) e^{\pi z_{rs}^2} , \quad \text{(G.24c)}
\]
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Equation (G.24b) follows easily from the identity

\[ \langle x' | F(p) | x \rangle = \tilde{F}(x' - x), \quad \tilde{F}(x) := \int_{\mathbb{R}} dy \, F(y) e^{2\pi ixy}, \quad (G.25) \]

where \( x, p \) satisfy \( [p, x] = 1/2\pi i \), while \( |x\rangle \) and \( \langle x' | \) are eigenvectors of \( x \) with eigenvalues \( x \) and \( x' \), respectively. The delta-distributions allow us to carry out all the appearing integrations. In order to keep track of the resulting identifications of variables it may be helpful to use the diagrammatic representations of the building blocks (G.24) and of the matrix element (G.22) given in Figure 2.

Let \( Y(\lambda; \bar{\mu}, \mu) \) be the projection of \( \mathcal{Y}(\lambda, \bar{\mu}, \mu) \) onto the physical subspace defined by setting all \( z_n \) to zero. It easily follows from (G.22) that \( Y(\lambda; \bar{\mu}, \mu) \) can be represented as integral operator with the matrix elements (G.17).

The operator \( \mathcal{Y}_\infty \) satisfies the relations

\[ \mathcal{Y}_\infty \cdot f_{2n-1} \cdot \mathcal{Y}_\infty = f_{2n-1} \cdot \mathcal{Y}_\infty \cdot \mathcal{Y}_\infty \cdot \eta_n \cdot \mathcal{Y}_\infty = \tilde{\eta}_n \cdot \mathcal{Y}_\infty. \quad (G.26) \]

This means that \( \mathcal{Y}_\infty \) intertwines the representations \( \pi^{lc} \) and \( \tilde{\pi}^{lc} \) respectively. It follows easily that the projection of \( \mathcal{Y}_\infty \) onto the physical subspace can be identified with the operator denoted \( Y_\infty \), in the sense that \( \Pi \cdot Y_\infty = Y_\infty \cdot \Pi \).
G.3 Comparison with alternative definitions of the Baxter Q-operator

A Baxter Q-operator $Q^{\text{BT}}(u)$ was constructed in [ByT1] in such a way that it satisfies a Baxter-equation of the form

$$T^{\text{BT}}(u) Q^{\text{BT}}(u) = a^{\text{BT}}(u)Q^{\text{BT}}(u - ib) + d^{\text{BT}}(u)Q^{\text{BT}}(u + ib). \quad (G.27)$$

The coefficient functions $a^{\text{BT}}(u)$ and $d^{\text{BT}}(u)$ on the right hand sider of (G.27) are given explicitly as

$$a^{\text{BT}}(u) = d^{\text{BT}}(-u) = e^{-N\pi b s} \left[ \cosh(\pi b(u - s - \frac{i}{2}b)) \right]^N. \quad (G.28)$$

The operator $Q^{\text{BT}}(u)$ constructed in [ByT1] can be represented as the product $Q^{\text{BT}}(u) = Y(u) \cdot Z$, with $Y(u)$ and $Z$ being represented by the kernels

$$\langle \mathbf{x}' | Y(u) | \mathbf{x} \rangle = \prod_{r=1}^{N} V_{u-s-c_0}(x'_r + x_{r+1}) V_{u-s-c_0}(x'_r - x_r), \quad (G.29)$$

$$\langle \mathbf{x}' | Z | \mathbf{x} \rangle = \prod_{r=1}^{N} \bar{V}_{-2s}(x'_r - x_r).$$

Our aim is to compare $Q^{\text{BT}}(u)$ with the Q-operators obtained from the universal R-matrix within the formalism developed in this paper. Using formulae (5.51) and (5.48), and following the discussion given in Sections 6.8 and 6.9 it is straightforward to find

$$R_{\lambda,\lambda;\bar{\mu},\bar{\mu}}(x'_K, x'_L|x_K, x_L) = e^{\frac{\pi i (l-m)^2}{2}} V_{m-l}(x'_K + x'_L) e^{\frac{\pi i (l-m)^2}{2}} \bar{V}_{m-l}(x'_K - x_L)$$

$$\times e^{-\frac{\pi i (l-m)^2}{2}} \bar{V}_{m-l}(x'_K - x_L) e^{-\frac{\pi i (l-m)^2}{2}} V_{m-l}(x'_K + x_L), \quad (G.30)$$

where $\bar{V}_s(x)$ was defined in (G.23). It follows that the fundamental transfer matrix has the kernel

$$\langle \mathbf{x}' | T(e^{\pi b l}; e^{\pi b l}, e^{\pi b \bar{m}}, e^{\pi b m}) | \mathbf{x} \rangle = e^{\frac{\pi i}{2}((l-m)^2 + (l-m)^2)} \times$$

$$\times \int dy_1 \ldots dy_N \prod_{r=1}^{N} V_{m-l}(y_{r+1} + x'_r) \bar{V}_{m-l}(y_{r} - y_{r}) \bar{V}_{m-l}(y_{r} - x_{r}) V_{m-l}(y_{r} + x_{r+1}). \quad (G.31)$$

Setting $\bar{l} = m$ in (G.31), for example, one gets $Q(\lambda; \bar{\mu}, \mu) := T(\mu, \lambda; \bar{\mu}, \mu)$ with kernel

$$\langle \mathbf{x}' | Q^{\text{G}}(e^{\pi b l}; e^{\pi b \bar{m}}, e^{\pi b m}) | \mathbf{x} \rangle = e^{\frac{\pi i}{2}((l-m)^2 + (l-m)^2)} \times$$

$$\times \int dy_1 \ldots dy_N \prod_{r=1}^{N} V_{m-l}(y_{r+1} + x'_r) \bar{V}_{m-l}(x'_r - y_{r}) V_{m-l}(y_{r+1} - x_{r}). \quad (G.32)$$

This expression can now easily be compared with the formulae for the kernel of the lattice-Sinh-Gordon Q-operator $Q^{\text{BT}}(u)$ constructed in [ByT1]. We have

$$Q^{\text{G}}(q^\frac{1}{2} \zeta) \equiv Q(q^\frac{1}{2} \zeta; \bar{\mu}, \mu) = \zeta_0^{2N} e^{\frac{\pi i}{2}((u-c_0)^2 + 3s^2)} (w_b(u + s))^N Q^{\text{BT}}_s(u), \quad (G.33)$$
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if the parameters are related respectively as
\[ \mu = e^{\pi b m} = \kappa = m \Delta = e^{\pi b s}, \]
\[ \bar{\mu} = e^{\pi b \bar{m}} = \kappa^{-1} = (m \Delta)^{-1} = e^{-\pi b s}, \]
\[ \zeta = e^{\pi b l} = ie^{\pi b \bar{u}}, \]
\[ \bar{\zeta} = e^{\pi b ar{l}} = i e^{\pi b u}, \quad (G.34) \]

It follows from (G.27) that \( Q(\zeta) \) satisfies a Baxter-type equation of the form
\[ T^{SG}(q^{1/2} \zeta) Q^{SG}(\zeta) = a^{SG}(\zeta) Q^{SG}(q^{-1} \zeta) + d^{SG}(\zeta) Q^{SG}(q \zeta), \]
\[ (G.35) \]
where
\[ a^{SG}(\zeta) = q^{-N/2} (\zeta/\kappa)^{-N} (1 - \zeta^2/\kappa^2)^N (1 - \kappa^2 \zeta^2)^N, \quad d^{SG}(\zeta) = q^{-N/2} (\zeta/\kappa)^{-N}. \]
\[ (G.36) \]
The Baxter equation (G.35) coincides with the equation derived using the representation theory of quantum affine algebras in the main text.

**G.4 Connection with the Faddeev-Volkov model**

We are now going to show how the 1+1-dimensional lattice model studied in this paper is related to the two-dimensional model of statistical mechanics called Faddeev-Volkov model, defined and studied in [BaMS]. To this aim it will be useful to introduce the Boltzmann weights \( W_u(x) \) related to the special function \( D_u(x) \) by multiplication with a \( u \)-dependent factor,
\[ W_u(x) := \Xi(u) V_u(x), \]
\[ (G.37) \]
where \( \Xi(u) := e^{\frac{\pi i}{4} (2x^2 + 1 + 2 \delta(1+b^4))} \Phi(u) \), and \( \Phi(u) \) is defined as
\[ \log \Phi(u) := \int_{\mathbb{R} + i0} \frac{dt}{8t} \frac{e^{-2itx}}{\sinh(bt) \sinh(b^{-1}t) \cosh((b + b^{-1})t)}. \]
\[ (G.38) \]
The special function \( \Phi(u) \) satisfies the functional equations
\[ \Xi(u + c_b) \Xi(u - c_b) = (w_b(u))^{-1}, \quad \Xi(u) \Xi(-u) = 1. \]
\[ (G.39) \]
Together with (G.23) one finds that \( W_u(x) \) is self-dual under Fourier-transformation in the sense that
\[ \overline{W}_u(x) := \int dy e^{2\pi i xy} W_u(x) = W_{-u - 2c_b}(x). \]
\[ (G.40) \]
Other useful properties noted in [BaMS] are
\[ W_0(x) = 1, \quad \overline{W}_0(x - y) = \delta(x - y). \]
\[ (G.41) \]
Let us denote the operator obtained from \( T \) by the replacement \( V_u(x) \rightarrow W_u(x) \) and \( \bar{V}_u(x) \rightarrow \overline{W}_u(x) \) by \( T' \).
It then follows easily from our formula (G.31) above that for even number of lattice sites one may identify the kernels representing products of fundamental transfer matrices

\[ T_{\bar{w},w,s}(x_{N+1},x_0) := (x_{N+1} | \Omega_{\text{odd}} T'_S(\bar{w}_M, w_M) \cdots T'_S(\bar{w}_1, w_1) \Omega_{\text{odd}} | x_0) , \quad (G.42) \]

where \( \Omega_{\text{odd}} = \prod_{n=1}^{N} \Omega_{2n-1} \); we are using the notations \( w = (w_1, \ldots, w_M) \), \( \bar{w} = (\bar{w}_1, \ldots, \bar{w}_M) \) and \( s = (s_1, \ldots, s_N) \). Let us temporarily restrict attention to the case that \( N \) is even. It is easy to see that

\[ T_{\bar{w},w,s}(x_{N+1},x_0) = Z_{\bar{w},w,s}^{\text{FV}}(x_{N+1},x_0) \quad (G.43) \]

where \( Z_{\bar{w},w,s}^{\text{FV}}(x_{N+1},x_0) \) is the partition function of the Faddeev-Volkov model on a rectangular lattice which may be explicitly represented as

\[ Z_{\bar{w},w,s}^{\text{FV}}(x_{N+1},x_0) := \int \prod_{n=1}^{N} \prod_{m=1}^{M} dy_n^m W_{w_m - s_n} (y_{n+1}^m - y_n^m) \bar{W}_{\bar{w}_m + s_n} (y_{n+1}^m - y_n^m) \times \bar{W}_{\bar{w}_m - s_n} (y_{n+1}^m - y_n^m) W_{\bar{w}_m + s_n} (y_n^m - y_{n+1}^m) \quad (G.44) \]

Note that the range of values of the parameters considered in [BaMS] (motivated by positivity of the Boltzmann weights) corresponds to imaginary values of \( u, u' \) and \( s \).
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