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Abstract
The paper describes a comparative study of existing and novel text preprocessing and classification techniques for domain detection of user utterances. Two corpora are considered. The first one contains customer calls to a call centre for further call routing; the second one contains answers of call centre employees with different kinds of customer orientation behaviour. Seven different unsupervised and supervised term weighting methods were applied. The collective use of term weighting methods is proposed for classification effectiveness improvement. Four different dimensionality reduction methods were applied: stop-words filtering with stemming, feature selection based on term weights, feature transformation based on term clustering, and a novel feature transformation method based on terms belonging to classes. As classification algorithms we used \( k \)-NN and a SVM-based algorithm. The numerical experiments have shown that the simultaneous use of the novel proposed approaches (collectives of term weighting methods and the novel feature transformation method) allows reaching the high classification results with very small number of features.
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1. Introduction
An example of a spoken language processing application is spoken dialogue systems (SDS). A standard SDS consists of subsequent processing steps including (Minker and Benncief, 2004): speech recognition, semantic text analysis, dialogue management, text generation, and speech synthesis.

The specific semantic model is designed for the problem domain of the SDS. Nowadays, multi-domain spoken dialogue systems constitute a breakthrough in the area of human-machine interfaces (Lee et al., 2009; Komatani et al., 2009). Multi-domain SDS include different specific semantic models for each problem domain. Prior to a detailed semantic analysis the general topic domain of user utterance needs to be determined. Domain detection can be formulated as a text classification problem based on a "bag-of-words" model. Designing domain-related semantic models after a domain detection step based on text classification may be more effective than designing a complex semantic model that applies for all domains.

Before text classification, it is necessary to perform text preprocessing which comprises three stages. The first one is the textual feature extraction based on raw document preprocessing. This includes procedures such as stop-words filtering (Fox, 1989) and stemming (Porter, 2001). The second stage is the numerical feature extraction based on term weighting. The most well-known unsupervised term weighting method is TF-IDF (Salton and Buckley, 1988). The following supervised term weighting methods are also considered in our paper: Gain Ratio (GR) (Debole and Sebastiani, 2004), Confident Weights (CW) (Soucy and Mineau, 2005), Term Second Moment (TM2) (Xu and Li, 2007), Relevance Frequency (RF) (Lan et al., 2009), Term Relevance Ratio (TRR) (Ko, 2012), and Novel Term Weighting (NTW) (Gasanova et al., 2014a); these methods involve information about the classes of the documents. In this paper we propose collectives of term weighting methods that could improve classification effectiveness. As a rule, the dimensionality for text classification problems is high even after stop-words filtering and stemming. Due to the high dimensionality, the classification may be inappropriately time-consuming, especially for real-time spoken dialogue systems. The third stage of text preprocessing is dimensionality reduction based on numerical features performing using feature selection or feature transformation. In addition to existing approaches, we propose a novel feature transformation method for text classification that significantly reduces dimensionality; the number of features will be equal to number of classes.

The classification algorithms we use the are \( k \)-NN algorithm and the SVM-based Fast Large Margin (Fan et al., 2008). A lot of investigations (Han et al., 2001; Baharudin et al., 2010; Joachims, 2002; Morariu et al., 2005) have shown effectiveness of the \( k \)-NN algorithm and SVM-based algorithms for text classification. The main goal of our work is to perform a comparative study of text preprocessing techniques (term weighting and dimensionality reduction methods) and to investigate novel approaches (collectives of term weighting methods and the novel feature transformation method) for user utterance classification.

This paper is organized as follows: In Section 2, we describe the considered corpora. Section 3 describes the considered term weighting approaches. The dimensionality reduction methods for text classification are presented in Section 4. Section 5 describes the classification stage. The results of numerical experiments are presented in Section 6. Finally, we provide concluding remarks in Section 7.

2. Considered Corpora
We consider two different databases of user utterances in textual format after speech recognition.
Problem 1. The first corpus consists of 292,156 user utterances recorded in English from caller interactions with commercial automated agents. Utterances contain only one phrase for further routing. The database is provided by the company Speech Cycle (New York, USA). Utterances from this database are manually labelled by experts and divided into 20 classes (such as appointments, operator, bill, internet, phone and technical support). One of them is a special class TE-NOMATCH which includes utterances that cannot be put into another class or can be put into more than one class.

The database contains also 23,606 empty calls without any words. These calls were placed in the class TE-NOMATCH automatically and they were removed from the database.

The average length of an utterance is 4.66 words, the maximal length is 19 words. There are a lot of identical utterances in the database; the corpus contains only 24,458 unique non-empty classified calls. The corpus is unbalanced.

For statistical analysis we performed 20 different divisions of the database into training and test samples randomly. This procedure was performed for two problem definitions separately. The train samples contain 90% of the calls and the test samples contain 10% of the calls. For each training sample we have designed a dictionary of unique words which appear in the training sample. The average size of the dictionary equals 3,304.

Problem 2. The second corpus contains 337 operator answers that were collected from a call service (Rafaelli et al., 2008). The answers were categorized into five classes of customer orientation behaviours: anticipating customer requests, offering explanations/justifications, educating the customer, providing emotional support, and offering personalized information. Such a user utterance classification problem may be also important in the field of spoken dialogue system design. Due to the small size of the second corpus, we have performed the Leave-One-Out (LOO) cross-validation for feature extraction, dimensionality reduction, and classification. The average dictionary size equals 802.

Therefore, we have one corpus with excess data and another corpus with scarce data for machine learning. It allows to test text classification approaches in different conditions.

3. Term Weighting Methods

As a rule, term weighting is a multiplication of two parts: the part based on the term frequency in a document (TF) and the part based on the term frequency in the whole training database. The TF-part is fixed for all considered term weighting methods and is calculated as following:

\[ TF_{ij} = \log \left( tf_{ij} + 1 \right); tf_{ij} = \frac{n_{ij}}{N_j}, \]

where \( n_{ij} \) is the number of times the \( i^{th} \) word occurs in the \( j^{th} \) document, \( N_j \) is the document size (number of words in the document).

The second part of the term weighting is calculated once for each word from the dictionary and does not depend on an utterance for classification. We consider seven different methods for the calculation of the second part of term weighting.

3.1. Inverse Document Frequency (IDF)

IDF is a well-known unsupervised term weighting method which was proposed in (Salton and Buckley, 1988). There are some modifications of IDF and we use the most popular one:

\[ idf_i = \log \frac{|D|}{n_i}, \]

where \( |D| \) is the number of documents in the training set and \( n_i \) is the number of documents that have the \( i^{th} \) word.

3.2. Gain Ratio (GR)

Gain Ratio (GR) is mainly used in term selection (Yang and Pedersen, 1997), but in (Debole and Sebastiani, 2004) it was shown that it could also be used for weighting terms. The definition of GR is as follows:

\[ GR(t_i, c_j) = \frac{\sum_{c \in \{c_j, c_k\}} \sum_{t \in \{t_i, t_j\}} M(t, c)}{\sum_{c \in \{c_j, c_k\}} P(c) \cdot \log P(c)}, \]

where \( P(t, c) \) is the relative frequency that a document contains the term \( t \) and belongs to the category \( c \); \( P(t) \) is the relative frequency that a document contains the term \( t \) and \( P(c) \) is the relative frequency that a document belongs to category \( c \). Then, the weight of the term \( t_i \) is the max value between all categories as follows:

\[ GR(t_i) = \max_{c_j \in C} GR(t_i, c_j), \]

where \( C \) is a set of all classes.

3.3. Confident Weights (CW)

This supervised term weighting approach has been proposed in (Soucy and Mineau, 2005). Firstly, the proportion of documents containing term \( t \) in the given corpus, \( n \) is the number of documents in the corpus and \( \Phi \left( \frac{z_n}{\alpha/2} \right) = \alpha/2 \), where \( \Phi \) is the \( t \)-distribution (Student’s law) when \( n < 30 \) and the normal distribution when \( n \geq 30 \). In this work \( \alpha = 0.95 \) and \( 0.5 \times \frac{z_n^2}{\alpha/2} = 1.96 \) (as recommended by the authors of the method). For each term \( t \) and each class \( c \) two functions \( p_{pos}(x, n) \) and \( p_{neg}(x, n) \) are calculated. For \( p_{pos}(x, n) \) \( x \) is the number of documents which belong to the class \( c \) and have term \( t \); \( n \) is the number of documents which belong to the class \( c \). For \( p_{neg}(x, n) \) \( x \) is the number of documents which have the term \( t \) but do not belong to the class \( c \); \( n \) is the number of documents which do not belong to the class \( c \).
The confidence interval \((p^-, p^+)\) at 0.95 is calculated using the following equation:

\[
M = 0.5 \cdot \frac{2 \cdot \alpha/2}{n + \frac{2 \cdot \alpha/2}{2}}; p^- = p - M; p^+ = p + M.
\]

The strength of the term \(t\) in the category \(c\) is defined as the follows:

\[
str(t, c) = \begin{cases} 
\log_2 \frac{2 \cdot p_{pos}^-}{p_{pos}^+ + p_{neg}}, & \text{if } p_{pos}^+ > p_{neg}, \\
0, & \text{otherwise.}
\end{cases}
\]

The maximum strength (Maxstr) of the term \(t_i\) is calculated as follows:

\[
Maxstr(t_i) = \max_{c_j \in C} str(t_i, c_j)^2.
\]

### 3.4. Term Second Moment (TM2)

This supervised term weighting method was proposed in (Xu and Li, 2007). Let \(P(c_j|t)\) be the empirical estimation of the probability that a document belongs to the category \(c_j\) with the condition that the document contains the term \(t\); \(P(c_j)\) is the empirical estimation of the probability that a document belongs to the category \(c_j\) without any conditions. The idea is the following: the more \(P(c_j|t)\) is different from \(P(c_j)\), the more important the term \(t_i\) is. Therefore, we can calculate the term weight as the following:

\[
TM2(t_i) = \sum_{j=1}^{|C|} \left( P(c_j|t) - P(c_j) \right)^2,
\]

where \(C\) is a set of all classes.

### 3.5. Relevance Frequency (RF)

The RF term weighting method was proposed in (Lan et al., 2009) and is calculated as the following:

\[
rf(t_i, c_j) = \log_2 \left( 2 + \frac{a_j}{\max \{1, a_j\}} \right),
\]

\[
rf(t_i) = \max_{c_j \in C} rf(t_i, c_j),
\]

where \(a_j\) is the number of documents of the category \(c_j\) which contain the term \(t_i\) and \(a_j\) is the number of documents of all the other categories which also contain this term.

### 3.6. Term Relevance Ratio (TRR)

The TRR method (Ko, 2012) uses \(tf\) weights and it is calculated as the following:

\[
TRR(t_i, c_j) = \log_2 \left( 2 + \frac{P(t_i|c_j)}{P(t_i|c_j)} \right),
\]

\[
P(t_i|c) = \frac{\sum_{k=1}^{V} f_{ik}}{\sum_{l=1}^{V} \sum_{k=1}^{V} f_{lk}},
\]

\[
TRR(t_i) = \max_{c_j \in C} TRR(t_i, c_j),
\]

where \(c_j\) is a class of the document, \(c_j\) is all of the other classes of \(c_j\), \(V\) is the vocabulary of the training data and \(T_i\) is the document set of the class \(c\).

### 3.7. Novel Term Weighting (NTW)

This method was proposed in (Gasanova et al., 2014a). The details of the procedure are the following. Let \(L\) be the number of classes; \(n_i\) is the number of documents which belong to the \(i_{th}\) class; \(N_{ij}\) is the number of occurrences of the \(j_{th}\) word in all documents from the \(i_{th}\) class. \(T_{ij}\) is the relative frequency of occurrences of the \(j_{th}\) word in the \(i_{th}\) class; \(R_j = \max_i T_{ij}; S_j = \arg \max_i T_{ij}\) is the class which we assign to the \(j_{th}\) word. The term relevance \(C_j\) is calculated by the following:

\[
C_j = \frac{1}{\sum_{i=1}^{L} T_{ij}} \cdot \left( R_j - \frac{1}{L-1} \cdot \sum_{i=1, i \neq S_j}^{L} T_{ij} \right).
\]

### 3.8. Collectives of Term Weighting Methods

As a novel approach we propose collectives of term weighting methods. In this case we organize a meta-classifier based on majority vote. The majority vote procedure does not require additional learning. We have designed the collectives with different numbers of included methods from 7 to 3, with consistent exception of the worst methods.

### 4. Dimensionality reduction methods

#### 4.1. Stop-word filtering and stemming

We consider stop-word filtering with stemming as a language-based dimensionality reduction method. It is performed before numerical feature extraction. We used special libraries ("tm", "Snowball") in the programming language \(R\) for stop-word filtering and stemming for English.

#### 4.2. Feature selection based on term weights

Term weighting methods provide a natural feature selection as it is possible to ignore terms with the lowest weights. For RF, TM2, and TRR methods we decreased the dictionary size from 100% to 10% with the interval equals 10. This means deleting the corresponding number of the terms with the lowest weights. IDF and NTW provide getting a lot of terms with the equal highest value. For IDF the highest weight means that the term occurs only in one document from the training sample, for NTW it means that the term occurs only in documents of one class. Therefore, for these two methods we used different constraints for the value of weights. CW and GR provide getting a lot of terms with zero weights; it means that these two methods provide feature selection automatically. For the first problem we obtain 43.5% of the dictionary as terms with non-zero weights for GR and 20.4% for CW on the average; for the second problem 43.6% and 6.0% correspondingly. We also decreased the size of the dictionary for CW and GR with the class-based approach only for problem 1.

#### 4.3. Feature transformation based on term clustering

The idea of using class-based language model by applying term clustering was proposed in (Montaazi and Klakow, 2009). It is possible to use the term clustering in a dictionary for dimensionality reduction. In this case we suggest preprocessing our dictionary such that words of equal or
similar weights are placed in the same cluster and one common weight (a new feature) will be assigned to all words in this cluster.

In our study we use class-based term clustering by weights as described in (Gasanova et al., 2014b). Term clustering is performed for each class separately. Therefore, it is necessary to assign each term from the dictionary to one corresponding class. During supervised term weighting methods CW, GR, RF, NTW, and TRR such an assignment is performed automatically (see Section 3). With IDF and TM2 we can also assign one class for each term using the maximal relative frequency of the word in classes:

$$S_j = \arg \max_{c \in C} \frac{n_{jc}}{N_c},$$

where $S_j$ is the most appropriate class for the $j^{th}$ term, $c$ is an index of a class, $C$ is a set of all classes, $n_{jc}$ is number of documents of the $c^{th}$ class which contain the $j^{th}$ term, $N_c$ is the number of all documents of the $c^{th}$ class.

In order to reduce the dictionary size we apply hierarchical agglomerative clustering (Ward Jr, 1963) with Euclidean metric. As a common weight of the cluster we calculate the arithmetic mean of all term weights from this cluster. We set the maximal number of clusters for each class 10, 20, 50 and 100.

The details of the feature transformation based on term clustering are the following:

1. Assign each term from the dictionary of the text classification problem to the most appropriate class.
2. For each class perform:
   2.1. Set the maximal number of clusters $N$
   2.2. Start with disjointed terms (each term forms its own cluster $c_i$).
   2.3. Calculate all distances between pairs of clusters. In our case distance $d_{ij}$ between $i^{th}$ and $j^{th}$ clusters equals to: $d_{ij} = |T_i - T_j|$, where $T_i$ and $T_j$ are weights of corresponding clusters.
   2.4. Find two closest clusters $c_i$ and $c_j$ ($i < j$).
   2.5. Add cluster $c_j$ to cluster $c_i$. Calculate the new weight of the joined cluster as arithmetical weight mean of all terms that belong to the new cluster. Increment $i$, $i = i + 1$.
   2.6. Recalculate the distances between new cluster and other clusters.
   2.7. If number of clusters less than $N$ go to step 2.4. Otherwise END

4.4. Novel feature transformation based on terms belonging to classes

We propose a novel feature transformation method based on terms belonging to classes. After the assigning of each term to one class (see Section 4.3), we can calculate the sums of term weights in a document for each class separately. We can consider these sums as new features of the text classification problem. Therefore, such a method significantly reduces the dimensionality: it equals the number of classes. The details of the method are the following:

1. Assign each term from the dictionary of the text classification problem to the most appropriate class:
2. Give the document $D$ for classification.
3. Put $S_i = 0$, $i=1..C$, where $C$ is the number of classes (categories).
4. For each term $t$ in the document $D$ do:
   4.1. $S_i = S_i + w_t$, where $i$ is the class of the $t^{th}$ term in correspondence with the assignment on the step 1, $w_t$ is the weight of the $t^{th}$ term.
5. Put $S_i, i=1..C$ as transformed features of the text classification problem.

5. Classification algorithms

For classification we use the $k$-NN algorithm with weight distance ($k$) and the SVM-based algorithm Fast Large Margin (SVM-FLM) (Fan et al., 2008). RapidMiner with standard setting (Shafait et al., 2010) was used as software for classification algorithm application. The classification criterion is the macro $F$-score (Goutte and Gaussier, 2005) which is appropriate for classification problems with unbalanced classes. For $k$-NN we performed validation of $k$ from 1 to 15 on the validation sample. We used 80% of the train sample for the first level of learning and 20% for the validation.

6. Results of numerical experiments

Tables 1-4 show the results of the numerical experiments for problems 1 and 2 with three situations: without dimensionality reduction (all terms are used), with stop-words filtering + stemming, and with the novel feature transformation method (novel FT). The procedure with stop-words filtering and stemming was not combined with other dimensionality reduction methods. For all situations the ranking of term weighting methods was performed with $t$-test (the confidence probability equals 0.95). The ranks are illustrated in brackets. Other comparisons were also performed with $t$-test. An asterisk * denotes the number of the best term weighting methods in the collectives. The best results in tables are bold.

| Term weighting method | $F$-score |
|-----------------------|-----------|
|                       | All terms | Stop-word+ stemming | Novel FT |
| IDF                   | 0.855 (6-8) | 0.777 (7) | 0.819 (7) |
| GR                    | 0.851 (6-8) | 0.766 (8) | 0.841 (6) |
| CW                    | 0.870 (2-4) | 0.784 (4-6) | 0.851 (3-4) |
| RF                    | 0.855 (6-8) | 0.783 (4-6) | 0.849 (5) |
| TM2                   | 0.865 (5) | 0.784 (4-6) | 0.853 (3-4) |
| TRR                   | 0.873 (2-4) | **0.793 (1-2)** | 0.862 (2) |
| NTW                   | 0.871 (2-4) | 0.789 (3) | 0.844 (5) |
| Collective            | **0.883 (1)***7 | **0.799 (1-2)***7 | **0.877 (1)***7 |

Table 1: Results for problem 1 with $k$-NN

The results of feature selection are presented in Figures 1-2, the results for feature transformation based on term clustering are illustrated in Figures 3-4. The results show the effectiveness of the proposed collectives of term weighting methods. The best classification results for both problems are obtained with collectives with all words (the collective with seven methods for problem 1 and with six methods for problem 2).
Stop-words filtering with stemming results in a significant decrease in classification effectiveness. A similar situation is observed when applying feature selection; we do not observe a statistically significant decrease of F-score only for GR (one of the worst methods) and for TRR with 90% of the dictionary. This means that useful information is lost. The reason lies in the fact that short utterances for classification are used.

The most effective dimensionality reduction method is feature transformation based on term clustering. We obtain the best result for problem 1 only with 1532 features (TRR, k-NN); for problem 2 it is possible to increase classification effectiveness with feature transformation based on term clustering.

The novel feature transformation method provides appropriate classification results with a very compact feature set. For the first problem with k-NN the novel FT with collectives of term weighting methods provides the better result, than all other cases excluding the collective of term weighting methods with all words. Therefore, the novel FT is appropriate for real-time systems.

### 7. Conclusion

In the described work, we have shown that the collectives of term weighting methods may improve classification effec-
tiveness for domain detection of user utterances. The best
dimensionality reduction method is feature transformation
based on term clustering which is able to decrease dimen-
sionality significantly without decrease of the classification
effectiveness. The novel feature transformation method re-
duces the dimensionality radically with appropriate classi-
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