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3D object representation learning is a fundamental challenge in computer vision to infer about the 3D world. Recent advances in deep learning have shown their efficiency in 3D object recognition, among which view-based methods have performed best so far. However, feature learning of multiple views in existing methods is mostly performed in a supervised fashion, which often requires a large amount of data labels with high costs. In contrast, self-supervised learning aims to learn multi-view feature representations without involving labeled data. To this end, we propose a novel self-supervised framework to learn Multi-View Transformation Equivariant Representations (MV-TER), exploring the equivariant transformations of a 3D object and its projected multiple views that we derive. Specifically, we perform a 3D transformation on a 3D object and obtain multiple views before and after the transformation via projection. Then, we train a representation encoding module to capture the intrinsic 3D object representation by decoding 3D transformation parameters from the fused feature representations of multiple views before and after the transformation. Experimental results demonstrate that the proposed MV-TER significantly outperforms the state-of-the-art view-based approaches in 3D object classification and retrieval tasks and show the generalization to real-world datasets. The code is available at https://github.com/gyshgx868/mvter.
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1 INTRODUCTION

3D object representation has become increasingly prominent for a wide range of applications, such as 3D object recognition and retrieval [11, 33, 45, 47–49, 57, 69, 72, 74]. Recent advances in Convolutional Neural Network (CNN)-based methods have shown their success in 3D object recognition and retrieval [11, 57, 72, 74]. One important family of methods are view-based methods,
which project a 3D object into multiple views and learn compact 3D representation by fusing the feature maps of these views for downstream tasks. Feature learning of multiple views in existing approaches is mostly trained in a supervised fashion, hinging on a large amount of data labels that prevents wide applicability. Hence, self-supervised learning is in demand to alleviate the dependencies on labels by exploring unlabeled data for the training of multi-view feature representations in an unsupervised or (semi-)supervised fashion.

Many attempts have been made to explore self-supervisory signals at various levels of visual structures for representation learning, which leverages the input data itself as supervision and benefits almost all types of downstream tasks [43]. Recently, many approaches have sought to learn transformation equivariant representations to further improve the quality of self-supervised representation learning. Transformation Equivariant Representation learning assumes that representations equivarying to transformations are able to encode the intrinsic structures of data such that the transformations can be reconstructed from the representations before and after transformations [51]. Following Hinton’s seminal work on learning transformation capsules [26], a variety of approaches have been proposed to learn transformation equivariant representations [9, 10, 13, 16, 32, 38, 50, 53, 55, 56, 64, 75]. Specifically, Zhang et al. [75] propose to learn unsupervised representations of single images via Auto-Encoding Transformations (AET) by decoding transformation parameters from the learned representations of both the original and transformed images. Further, Gao et al. [13] extend transformation equivariant representations to graph data that are irregularly structured (e.g., 3D point clouds) and formalize graph transformation equivariant representation learning by auto-encoding node-wise transformations in an unsupervised manner. Nevertheless, these works focus on transformation equivariant representation learning of a single modality, such as 2D images or 3D point clouds.

In this article, we propose to learn Multi-View Transformation Equivariant Representations (MV-TER) by decoding the 3D transformations from multiple 2D views, aiming to capture the intrinsic structures of 3D objects. This is based on our proven equivariant transformations of a 3D object and its projected multiple 2D views—multi-view transformation equivariance. That is, when we perform 3D transformations on a 3D object, the 2D views projected from the 3D object via fixed viewpoints will transform equivariantly, i.e., the feature representation of each 2D view projected from the transformed 3D object is transformed from the feature representation of the corresponding 2D view projected from the original 3D object via the same viewpoint by a homomorphism of the 3D transformation, as proved in Section 3.1.2. In contrast to previous works where 2D/3D transformations are decoded from the original single image/point cloud and transformed counterparts, we exploit the equivariant transformations of a 3D object and the projected 2D views linked by the projection operation. We propose to decode 3D transformations from multiple views of a 3D object before and after transformation, which is taken as self-supervisory regularization to enforce the learning of intrinsic 3D representation. By estimating 3D transformations from the fused feature representations of multiple original views and those of the equivariantly transformed counterparts from the same viewpoints, we enable the accurate learning of 3D object representation even with a limited amount of labels.

Specifically, we first perform a 3D transformation on a 3D object (e.g., point clouds, meshes) and render the original and transformed 3D objects into multiple 2D views with a fixed camera setup. Then, we feed these views into a representation learning module to infer representations of the multiple views before and after transformation, respectively. A decoder is set up to predict the applied 3D transformation from the fused representations of multiple views before and after transformation. We formulate multi-view transformation equivariant representation learning as a regularizer along with the loss of a specific task (e.g., classification) to train the entire network end-to-end. Experimental results demonstrate that the proposed method significantly
outperforms the state-of-the-art view-based models in 3D object classification and retrieval tasks.

Our main contributions are summarized as follows:

- We propose **Multi-View Transformation Equivariant Representations (MV-TER)** to learn 3D object representations from multiple 2D views that transform equivariantly with the 3D transformation in a self-supervised fashion.
- We derive the **multi-view transformation equivariance**, i.e., when we perform 3D transformations on a 3D object, the 2D views projected from the 3D object via fixed viewpoints will transform equivariantly.
- We formalize the MV-TER as a self-supervisory regularizer to learn the 3D object representations by decoding 3D transformation from fused features of projected multiple views before and after the 3D transformation of the object.
- Experiments demonstrate the proposed method outperforms the state-of-the-art view-based methods in 3D object classification and retrieval tasks under various 3D transformations in a self-supervised fashion.

## 2 RELATED WORKS

In this section, we review previous works on self-supervised representation learning, transformation equivariant representations, as well as multi-view-based neural networks.

### 2.1 Self-supervised Representation Learning

Many self-supervised learning approaches have been proposed to train deep neural networks using self-supervised signals, which can be derived from data themselves without being manually labeled. The self-supervised model can be categorized into three categories [43]: generative-based, contrastive-based, and adversarial-based. Generation-based methods aim to train an encoder to encode the input data into an explicit vector and a decoder to reconstruct the input data from the vector [31, 61]. Contrastive-based methods often maximize the agreements between the augmented views of the same image in an embedding feature space, while avoiding the mode collapse of the embedded features by maximizing the disagreements between negative examples constructed from different images [3, 6, 7, 23, 27, 28, 62]. Adversarial-based methods train an encoder-decoder network to generate fake samples and a discriminator to distinguish them from real samples [17].

### 2.2 Transformation Equivariant Representations

Many approaches have been proposed to learn equivariant representations, including transforming auto-encoders [26], equivariant Boltzmann machines [32, 56], equivariant descriptors [53], and equivariant filtering [55]. Lenc et al. [38] prove that the AlexNet [34] trained on ImageNet learns representations that are equivariant to flip, scaling, and rotation transformations. Gens et al. [16] proposed an approximately equivariant convolutional architecture, which utilizes sparse and high-dimensional feature maps to deal with groups of transformations. Dieleman et al. [10] show that rotation symmetry can be exploited in convolutional networks for effectively learning an equivariant representation. Dieleman et al. [9] extend this work to evaluate other computer vision tasks that have cyclic symmetry. Cohen et al. [8] proposed group equivariant convolutions that have been developed to equivary to more types of transformations. The idea of group equivariance has also been introduced to the capsule nets [39] by ensuring the equivariance of output pose vectors to a group of transformations. To generalize to generic transformations, Zhang et al. [75] proposed to learn unsupervised feature representations via **Auto-Encoding Transformations (AET)** by estimating transformations from the learned feature representations.
of both the original and transformed images. Qi et al. [50] extend the AET by introducing a variational transformation decoder, where the AET model is trained from an information-theoretic perspective by maximizing the lower bound of mutual information. Wang et al. [64] extend the AET to Generative Adversarial Networks (GANs) for unsupervised image synthesis and representation learning. Gao et al. [13] proposed the GraphTER model that extends the AET to the graph domain and formalized graph transformation equivariant representation learning by auto-encoding node-wise transformations. In contrast to the AET and GraphTER, we focus on representations equivarying to projected 3D transformations onto multiple 2D views by estimating the applied 3D transformation, which exploits our derived multi-view transformation equivariance.

2.3 3D Object Learning

We review related works on 3D object learning, including volumetric-based methods, point-based methods, and view-based methods.

2.3.1 Volumetric-based Methods. These methods usually voxelize a point cloud into 3D grids and then apply 3D Convolutional Neural Networks on the volumetric representation for 3D representation learning [18]. Wu et al. [69] proposed to represent a geometric 3D shape as a probability distribution of binary variables on a 3D voxel grid using a Convolutional Deep Belief Network and constructed a large-scale 3D CAD model dataset ModelNet that attracts a large number of scholars to invest in 3D representation learning. Maturana et al. [45] proposed an architecture called VoxNet by integrating a volumetric Occupancy Grid representation with a supervised 3D Convolutional Neural Network for 3D object learning. However, these methods are unable to scale well to dense data due to the computational complexity that grows cubically with the resolution. To tackle this issue, hierarchical and compact structures [36, 52, 65] for the volumetric data have been proposed to reduce the computational cost. Riegler et al. [52] proposed to hierarchically partition the input point cloud using a set of unbalanced octrees, which reduces the memory allocation and enables deeper networks without compromising resolution. Wang et al. [65] proposed an octree-based convolutional neural network for 3D shape analysis that takes advantage of the sparsity of the octree representation to enable compact storage and fast computation. Le et al. [36] proposed a 3D convolutional network that integrates both point and grid representations to better represent the local geometry details.

2.3.2 Point-based Methods. Point-based methods belong to another family of 3D point cloud learning, which directly feed the unstructured and unordered 3D points to deep neural networks. PointNet [47] is a pioneer method that directly takes 3D point clouds as the input to learn the features of each point independently, while PointNet++ [49] introduces a hierarchical architecture to capture local geometric structures from the neighborhood of each point. Local structures of point clouds have also been exploited by methods such as PointCNN [41], PCNN [2], Relation-Shape CNN [44], and PointConv [68]. PointCNN [41] generalizes CNN by leveraging spatially local correlation from data represented in point clouds. PCNN [2] defines convolution of functions over point clouds, aiming to translate the volumetric convolution to arbitrary point clouds using extension and restriction operators. Relation-Shape CNN (RS-CNN) [44] extends regular grid CNN to irregular configuration for point cloud analysis. PointConv [68] trains multi-layer perceptrons on local point coordinates to approximate continuous weight and density functions in convolutional filters, which makes point sets permutation-invariant and translation-invariant. In addition, Graph Convolutional Neural Networks (GCNNs) have been applied to point clouds by treating points as nodes and constructing appropriate graphs such as nearest-neighbor graphs to learn feature representations [60, 63, 66, 76].
2.3.3 View-based 3D Object Learning. View-based methods project 3D objects (e.g., point clouds, meshes) into multiple views and extract view-wise features receptively via CNNs and then fuse these features as the descriptor of 3D objects. Su et al. [57] first proposed a multi-view convolutional neural network (MVCNN) to learn a compact descriptor of an object from multiple views, which fuses view-wise features via a max pooling layer. Qi et al. [48] introduce a new multi-resolution component into MVCNNs and improve the classification performance. Several subsequent works proposed to fuse multiple view-wise features into an informative descriptor for 3D objects. Feng et al. [11] proposed a group-view convolutional neural network (GVCNN) framework to fuse view-wise features using a grouping strategy. Yu et al. [74] proposed a multi-view harmonized bilinear network (MHBN) to learn 3D object representation by aggregating local convolutional features through the proposed bilinear pooling. To take advantage of the spatial relationship among views, Han et al. [20] and Han et al. [19] proposed to aggregate the global features of sequential views via attention-based RNN and CNN, respectively. Kanezaki et al. [30] proposed to learn global features by treating pose labels as latent variables. Yang et al. [72] proposed a relation network to connect corresponding regions from different viewpoints. Jiang et al. [29] propose a Multi-Loop-View Convolutional Neural Network (MLVCNN) for 3D object retrieval by introducing a loop normalization to generate loop-level features. Wei et al. [67] design a view-based graph convolutional network (GCN) framework to aggregate multi-view features by investigating relations of views. Yu et al. [73] tackle the 3D object representation learning from the perspective of set-to-set matching, where set-to-set matching kernels are introduced to highlight pairs consisting of relevant patches. Gao et al. [14] systematically evaluate the performance of deep learning features in view-based 3D model retrieval, which provides an important reference for other researchers. Gao et al. [15] propose a novel multi-level view associative convolution network for view-based retrieval, where the relationship exploration of multi-view images, the fusion of different images, and the feature discrimination learning are realized in a unified end-to-end framework.

Our method belongs to the family of view-based methods, as we also project 3D objects to 2D views for feature learning. Different from the above methods, we formalize the MV-TER as a self-supervisory regularizer optimized along with other losses to facilitate the learning of feature representations for various downstream tasks by ensuring transformation equivariance, which enforces the learning of intrinsic 3D representations from multiple 2D views. The proposed method is general in that the MV-TER regularizer can be easily plugged into view-based models to learn powerful representations.

3 METHOD

In this section, we first provide a comprehensive presentation of the proposed MV-TER method in Section 3.1 and then a detailed elaboration of the network structure in Section 3.2.

3.1 The Formulation

We first define transformations of 3D objects and projections onto multiple views in Section 3.1.1. Then, we prove the multi-view transformation equivariance in Section 3.1.2 and formulate the model in Section 3.1.3. Based on the formulation, we introduce two transformation decoding schemes in Section 3.1.4. Further, some analysis and discussion of the proposed MV-TER are provided in Section 3.1.5.

3.1.1 3D Transformations and Projections onto Views. 2D views are projections of a 3D object from various viewpoints. Formally, given a 3D object \( X \in \mathbb{R}^{n \times 4} \) consisting of \( n \) points\(^1\) and a 3D

\(^1\)In projective geometry, any point \( x_i = [x, y, z] \) in \( X \) is augmented to \([x, y, z, 1]\) in the homogeneous coordinate system.
transformation distribution $\mathcal{T}$, we sample a transformation $t \sim \mathcal{T}$ and apply it to $X$:

$$\hat{X} = t(X).$$

(1)

In this article, we consider 3D transformations that can be represented by matrices, such as linear transformations, affine transformations (e.g., rotation, shearing), or other types of changes applied to the 3D object for data augmentation. Please note that 3D translation only affects the positions of objects in 2D views, while 3D scaling affects the sizes of the 2D views. Neither of these transformations introduces changes in the object shape in 2D views. Therefore, in our subsequent applications, we only consider three types of 3D transformations: rotation, shearing, and combinations of these two transformations. The transformed 3D object can be rewritten as

$$\hat{X} = t(X) = (AX^T)^T,$$

(2)

where $A \in \mathbb{R}^{4 \times 4}$ denotes a 3D transformation matrix.

We project $X$ onto 2D views from $m$ viewpoints, denoted as $\mathcal{V} = \{V_1, \ldots, V_m\}$, i.e.,

$$V_i = p_i(X) = K_i [R_{c,i} \mid t_{c,i}] X^T, \quad i = 1, \ldots, m,$$

(3)

where $p_i : \mathbb{R}^4 \mapsto \mathbb{R}^3$ is a projection function for the $i$th view, $K_i \in \mathbb{R}^{3 \times 3}$ is the camera matrix that contains the intrinsic parameters that describe a camera’s characteristics (e.g., focal length, offset), and $R_{c,i} \in \mathbb{R}^{3 \times 3}$ and $t_{c,i} \in \mathbb{R}^3$ denote the rotation matrix and translation vector from the world reference system to the camera reference system, respectively.

Let us assume that the world reference system is associated with the first camera for the first viewpoint, with other cameras offsetting the first camera by rotation $R_{c,i,1}$ and translation $t_{c,i,1}$. The projected $m$ views thus become

$$V_1 = P_1X^T = K_1 [I \mid 0_{3 \times 1}] X^T,$$

$$V_i = P_iX^T = K_i [R_{c,i,1} \mid t_{c,i,1}] X^T, \quad i = 2, \ldots, m,$$

(4)

where $P_i \in \mathbb{R}^{3 \times 4}$ is the camera projection matrix and $I$ is a $3 \times 3$ identity matrix.

Subsequent to the transformation on $X$, the $m$ views will transform accordingly, leading to $\hat{\mathcal{V}} = \{\hat{V}_1, \ldots, \hat{V}_m\}$,

$$\hat{V}_i = p_i(\hat{X}) = p_i(t(X)) = K_i[R_{c,i} \mid t_{c,i}]\hat{X}^T, \quad i = 1, \ldots, m.$$  

(5)

Though $V_i$ and $\hat{V}_i$ are projected along the same viewpoint $i$ (i.e., the same camera setup), they are projections of the original 3D object and its transformed counterpart, thus demonstrating different perspectives of the same 3D object.

In particular, as will be proved next, when we perform 3D transformations on the 3D object, the 2D views projected from the 3D object via fixed viewpoints (e.g., $V_i$ and $\hat{V}_i$) will transform equivariantly, which is coined the multi-view transformation equivariance.

3.1.2 Multi-view Transformation Equivariance. Before deriving our multi-view transformation equivariance, we first provide the definition of 2D transformation equivariance based on Reference [51].

Definition 1. Given a 2D image $I$ and a 2D transformation $t_I$ applied to the image, a function $E(\cdot)$ that encodes the representation of each image is defined to be 2D transformation equivariant if it satisfies

$$E(t_I(I)) = \rho(t_I)E(I),$$

(6)

where $\rho(t_I)$ is a homomorphism of transformation $t_I$ in the representation space.
Based on the above definition, we next prove the multi-view transformation equivariance under a 3D transformation of the 3D object, which lays the foundation of the proposed formulation.

**Theorem 1.** Given a 3D object $X$, a projection function $p : \mathbb{R}^3 \mapsto \mathbb{R}^2$ that maps a 3D object to a 2D view, a 3D transformation $t$ applied to the 3D object, and a 2D transformation equivariant function $E(\cdot)$ that encodes the representation of each projected view, there exists a homomorphism transformation $\rho(t)$ of transformation $t$ in the representation space, such that function $E(\cdot)$ satisfies multi-view transformation equivariance, i.e.,

$$E(p(t(X))) = \rho(t)E(p(X)).$$  

(7)

To provide proof for Theorem 1, we first prove the following Lemma:

**Lemma 1.** Given a 3D object $X$ and a 3D transformation $t$, as well as a projection function $p : \mathbb{R}^3 \mapsto \mathbb{R}^2$ that maps the 3D object to a 2D view, there exists a transformation $t_p$ such that

$$p(t(X)) = t_p(p(X)).$$  

(8)

**Proof.** Given the intrinsic camera matrix $K$ and the relative camera transformation $R_c$ and $t_c$, Equation (8) can be expanded by the mathematical descriptions in Equations (2) and (3),

$$K[R_c \mid t_c]AX^T = t_pK[R_c \mid t_c]X^T.$$  

(9)

When the following equation is satisfied, Equation (9) holds:

$$PA = t_pP,$$  

(10)

where $P = K[R_c \mid t_c] \in \mathbb{R}^{3 \times 4}$ is the projection matrix. Next, we prove that there exists a solution of $t_p$ to ensure Equation (10).

We first rewrite Equation (10) by multiplying $P^T$ on both sides of the equation, i.e.,

$$PAP^T = t_pPP^T.$$  

(11)

Since the projection matrix $P$ is full rank and thus $PP^T$ is invertible, the transformation $t_p$ is solvable as

$$t_p = PAP^T(PP^T)^{-1}.$$  

(12)

Hence, there exists such a transformation $t_p$ to ensure Lemma 1. □

Having proved Lemma 1, we next provide the proof of Theorem 1.

**Proof.** We first apply a 2D transformation equivariant function $E(\cdot)$ on both sides of Equation (8),

$$E(p(t(X))) = E(t_p(p(X))).$$  

(13)

where $p(X)$ is a projected 2D view, i.e., a 2D image. Thus, leveraging Definition 1, if function $E(\cdot)$ is 2D transformation equivariant, then there exists a homomorphism transformation $\rho_p(t_p)$, such that

$$E(t_p(p(X))) = \rho_p(t_p)E(p(X)).$$  

(14)

Combining Equations (13) and (14), we have

$$E(p(t(X))) = \rho_p(t_p)E(p(X)).$$  

(15)

Since transformation $t_p$ is a function of the 3D transformation $t$ as derived in Equation (12), there exists a function $\rho(t) = \rho_p(t_p)$, which leads to Equation (7) in Theorem 1. Hence, the multi-view transformation equivariance is proved. □
3.1.3 The Formulation. We aim to learn such a function \(E(\cdot)\) that satisfies the equivariance in Theorem 1. Specifically, we train a shared representation learning module \(E(\cdot)\) that extracts the feature representations of multiple views. As stated in Theorem 1, when the feature representations \(E(p(t(X)))\) and \(E(p(X))\) are known, \(p(t)\) can be solved from them. This inspired us to design a decoding module \(D(\cdot)\) to accurately estimate the 3D transformation \(t\) from the feature representations of views before and after transformations, i.e., \(E(p(t(X)))\) and \(E(p(X))\), which enforces the representation learning to satisfy the definition of multi-view transformation equivariance in Theorem 1.

In the setting of self-supervised learning, we formulate MV-TER as a regularizer along with the (semi-)supervised loss of a specific task to train the entire network. Given a neural network with learnable parameters \(\Theta\), the network is trained end-to-end by minimizing the weighted sum of two loss functions:

- The loss of a specific task \(\ell_{\text{task}}\), e.g., a cross-entropy loss in 3D object classification:
  \[
  \ell_{\text{task}} = -\mathbb{E}_{X \sim M} \sum_{c=1}^{C} y^{(c)} \log \hat{y}^{(c)},
  \]  
where \(C\) is the number of classes, \(y = \{y^{(1)}, \ldots, y^{(C)}\}\) is the ground-truth class label, and \(\hat{y} = \{\hat{y}^{(1)}, \ldots, \hat{y}^{(C)}\}\) is the predicted class label.
- The MV-TER loss that is the expectation of estimation error \(\ell_X(t, \hat{t})\) over each sample \(X\) given a distribution of 3D objects \(M\) and each transformation \(t \sim T\). In our experiments, we adopt the mean squared error to implement this loss,
  \[
  \ell_X(t, \hat{t}) = \mathbb{E}_{t \sim T} \mathbb{E}_{X \sim M} \|t - \hat{t}\|_2^2.
  \]  
Thus, the overall loss function becomes
  \[
  \mathcal{L} = \ell_{\text{task}} + \lambda \mathbb{E}_{t \sim T} \mathbb{E}_{X \sim M} \ell_X(t, \hat{t}),
  \]  
where \(\lambda\) is a weighting parameter to strike a balance between the loss of a specific task and the MV-TER loss. Here, the loss \(\ell_{\text{task}}\) can be taken over all the data labels (fully supervised) or partial labels (semi-supervised). In Equation (18), \(\hat{t}\) is decoded as a function of \(V\) and \(\bar{V}\) in multiple views as defined in Equations (3) and (5), and we will present two schemes to decode \(\hat{t}\) in the next subsection.

3.1.4 Two Transformation Decoding Schemes. We propose two schemes to decode the transformation \(t\) in Equation (18) from the feature representations of multiple views \(E(V_i)\) and \(E(\bar{V}_i)\), \(i = 1, \ldots, m\).

**Fusion Scheme.** The first scheme is to decode from fused representations of multiple views (before and after transformations). Suppose the neural network extracts features of \(V_i\) and \(\bar{V}_i\) from a representation learning module \(E(\cdot)\) and estimates the 3D transformation from both features via a transformation decoding module \(D(\cdot)\), then we have
  \[
  \hat{t} = D \left[ F \left( E(V_1), \ldots, E(V_m) \right), F \left( E(\bar{V}_1), \ldots, E(\bar{V}_m) \right) \right].
  \]  
where \(F(\cdot)\) is a function of feature fusion. The fused feature of multiple views essentially represents the 3D object representation.

**Average Scheme.** In the second decoding scheme, we estimate the transformation \(\hat{t}\) from each view before and after transformation and then take the average of the estimates. The idea is each view captures the projected 3D structures under a transformation. This essentially models a 3D object from different perspectives from which the underlying 3D transformation can be revealed.
By averaging the estimated transformations across multiple views, a reasonable estimation of the 3D transformation can be made.

This actually pushes the model to learn a good 3D representation from individual 2D views and leads to an estimation $\hat{t}_i$ from the $i$th view:

$$\hat{t}_i = D\left[ E(V_i), E(\bar{V}_i) \right], \ i = 1, \ldots, m.$$  \hfill (20)

The final decoded 3D transformation is taken as the expectation of $\hat{t}_i$'s:

$$\hat{t} = \frac{1}{m} \sum_{i=1}^{m} \hat{t}_i.$$  \hfill (21)

Hence, we update the parameters $\Theta$ in the representation learning module $E(\cdot)$ and the transformation decoding module $D(\cdot)$ iteratively by backward propagation of the regularized loss in Equation (18).

Please note that, since we employ a transformation decoding module $D(\cdot)$ to map the feature representations to the same space as the ground-truth transformation $t$, i.e., $t$ and $\bar{t}$ have the same dimensions, we can directly optimize the mean squared error in (17). Interestingly, the second decoding scheme can reach an even better performance than the first scheme in experiments. This should not be surprising, since our ultimate goal is to enable multi-view learning by fusing the representations of individual 2D views to reveal the target 3D objects. The second scheme follows this motivation by pushing each view to encode as much information as possible about the 3D transformation, as implied by the multi-view learning.

3.1.5 Discussions on the Proposed MV-TER. We provide some analysis and discussion on how the MV-TER loss helps to learn transformation equivariant representations, as well as the difference between data augmentation and MV-TER.

**The MV-TER Loss.** We minimize the MV-TER loss to enforce the property of the multi-view transformation equivariance as in Equation (7). Specifically, we implement the definition by decoding the 3D transformation parameters $t$ from the feature representations of multiple views before and after the transformation, i.e., $E(V_i)$ and $E(\bar{V}_i)$. The proposed MV-TER loss measures the estimation accuracy of the 3D transformation, thus minimizing the MV-TER loss leads to the learning of transformation equivariant representations.

**Difference between Data Augmentation and MV-TER.** Compared with data augmentation where the transformed samples are used as additional training samples, the proposed MV-TER differs in the following three aspects:

- Data augmentation needs to mark different augmented versions of a sample with the same label, while the proposed self-supervised MV-TER does not require the label information of transformed samples.
- Data augmentation needs to ensure the “class invariance” of samples, which limits the types of data augmentation (e.g., rotation-based data augmentation cannot be used in handwriting digit recognition, because “6” would be rotated to “9”). In comparison, the proposed MV-TER aims at modeling transformation equivariance, which admits a larger family of 3D transformations used in the MV-TER loss that measures the estimation accuracy of the applied transformations.
- The property of transformation equivariant representations is not guaranteed by simply adopting data augmentation, as the transformation equivariance and class invariance are two different concepts in unsupervised and supervised settings, respectively.
3.2 The Model

Given a 3D object $X$, we randomly draw a transformation $t \sim \mathcal{T}$ and apply it to $X$ to obtain a transformed $\tilde{X}$. Then, we have $m$ views $\mathcal{V} = \{V_1, \ldots, V_m\}$ by projecting $X$ to 2D views. Accordingly, the views after the 3D transformation are $\tilde{\mathcal{V}} = \{\tilde{V}_1, \ldots, \tilde{V}_m\}$.

To learn the applied 3D transformation $t$, we design an end-to-end architecture as illustrated in Figures 1(a) and 1(b) for the fusion and average decoding scheme, respectively. We choose existing CNN models as the representation learning module $E(\cdot)$ (e.g., AlexNet [34], GoogLeNet [59]), which extracts the representation of each view separately. The learned feature representations are then fed into a fusion module and a transformation decoding module $D(\cdot)$, respectively. The fusion module is to fuse the features of multiple views as the overall 3D object representation, e.g., by a view-wise max-pooling layer [57] or group pooling layer [11]. The fused feature will serve as the general descriptor of the 3D object for the subsequent downstream learning tasks (e.g., classification and retrieval). The transformation decoding module $D(\cdot)$ is to estimate the 3D transformation parameters from the feature representations of views before and after transformation. Next, we will discuss the representation learning module and transformation decoding module in detail.

3.2.1 Representation Learning Module. The representation learning module $E(\cdot)$ takes the original 2D views $\mathcal{V} = \{V_1, \ldots, V_m\}$ and their transformed counterparts $\tilde{\mathcal{V}} = \{\tilde{V}_1, \ldots, \tilde{V}_m\}$ as the
input, where $V_i \in \mathbb{R}^{H \times W \times 3}$ and $H$ and $W$ represent the height and width of the 2D view, respectively. $E(\cdot)$ learns feature representations of $V$ and $\hat{V}$ through a Siamese encoder network with shared weights, i.e., $E : V_i \mapsto E(V_i), E(\hat{V}_i) \in \mathbb{R}^C$, where $C$ is the channels of the output features.

Specifically, we employ the feature learning layers of a pre-trained CNN model (e.g., AlexNet [34], GoogLeNet [59]) as the backbone. For instance, we remove the last linear layer from GoogLeNet as the feature learning layers to extract the feature representations of each view. Then, we obtain the features of each view before and after transformation, i.e., \{E(V_i), E(\hat{V}_i)\}, $i = 1, \ldots, m$.

3.2.2 Transformation Decoding Module. To estimate the 3D transformation $t$, we concatenate extracted features of multiple views before and after transformation at feature channels, which are then fed into the transformation decoding module. The module consists of one linear layer to aggregate the representations of multiple views for the prediction of the 3D transformation. As discussed in Section 3.1.4, we have two strategies for decoding the transformation parameters.

- **Fusion Scheme.** We first employ a view-wise pooling layer $F(\cdot)$ (e.g., max-pooling layer [57] or group pooling layer [11]) as in Equation (19) to acquire the fused feature representations of $m$ views, i.e., $F(V_1, \ldots, V_m) \in \mathbb{R}^C$. Then, we concatenate the feature vector of the fused representations from the original and transformed multiple views to acquire a $2C$-dimensional feature vector, which will be fed into a linear layer to estimate the transformation $\hat{t}$.

- **Average Scheme.** Having obtained the feature vectors \{E(V_i), E(\hat{V}_i)\} of each view pair of the original and transformed 3D object, we first concatenate the two representations for each view pair to acquire $m$ $2C$-dimensional feature vectors, which will be fed into the linear layer separately to estimate the transformation $t_i$, $i = 1, \ldots, m$. The final transformation $\hat{t}$ is calculated by averaging the $m$ transformations, as in Equation (21).

Based on the loss in Equation (18), the entire network is trained by minimizing the mean squared error between the ground truth and estimated transformation parameters $t$ and $\hat{t}$ and the task loss (e.g., the cross-entropy loss).

4 EXPERIMENTS

In this section, we evaluate the proposed MV-TER model on two representative downstream tasks: 3D object classification and retrieval. In particular, we apply the MV-TER to supervised 3D object classification in Section 4.2 and retrieval in Section 4.3. Then, we evaluate the proposed model in semi-supervised and unsupervised fashion in Sections 4.4 and 4.5, respectively. Ablation studies are conducted in Section 4.6 to demonstrate the effectiveness of the MV-TER model. Further, we show the generalization performance on both synthetic and real-world datasets in Section 4.7 and evaluate the 3D transformation estimation in Section 4.8.

4.1 Datasets and Preprocessing

We employ four datasets to evaluate the classification performance of the proposed MV-TER model, including two synthetic datasets ModelNet40 [69] and ShapeNetCore55 [4] and two real-world multi-view datasets RGB-D [35] and ETH-80 [37].

ModelNet40 [69]. This dataset contains 12,311 CAD models from 40 categories. We follow the standard training and testing split settings, i.e., 9,843 models are used for training and 2,468 models are for testing.

ShapeNetCore55 [4]. This dataset contains 51,162 CAD models categorized into 55 classes. The training, validation, and test sets consist of 35,764, 5,133, and 10,265 objects, respectively.
RGB-D [35]. This dataset is a real-world multi-view dataset containing both RGB and depth images of 300 objects from 51 categories. We sample 24 views for each object instance for training and testing. We perform 10-fold cross validation to report the average accuracies as in Reference [35].

ETH-80 [37]. This dataset contains 80 real-world models from eight categories. For each category, there are 10 object instances and 41 views for each object instance captured from different viewpoints. We employ the leave-one-object-out cross-validation strategy as suggested in Reference [37] to report the classification accuracies.

To acquire projected 2D views of the synthetic 3D object datasets ModelNet40 and ShapeNetCore55, we follow the experimental settings of MVCNN [57] to render multiple views of each 3D object. Here, 12 virtual cameras are employed to capture views with an interval angle of 30 degrees. We acquire the 12 views by fixing the camera setup for all 3D object instances in the whole dataset, and the viewpoints of the 12 views are the same across objects. Next, we employ rotation as our 3D transformations on objects and perform a random rotation with three parameters all in the range $[-\pi, \pi]$ on the entire 3D object. We also render the views of the transformed 3D object using the same settings as the original 3D object. The rendered multiple views before and after 3D transformations are taken as the input to our method.

4.2 3D Object Classification

In this task, we employ the MV-TER as a self-supervisory regularizer to two competitive multi-view-based 3D object classification methods: MVCNN [57] and GVCNN [11], which are referred to as MV-TER (MVCNN) and MV-TER (GVCNN). Further, we implement two transformation decoding schemes as discussed in Section 3.1.4, including the fusion scheme and average scheme. Then, our model has four variants, as presented in Table 1.

Implementation Details: We deploy GoogLeNet [59] as our backbone CNN as in GVCNN [11]. The backbone GoogLeNet is pre-trained on ImageNet1K dataset. We remove the last linear layer as the Siamese representation learning module to extract features for each view. Subsequent to the representation learning module, we employ one linear layer as the transformation decoding module. The output feature representations of the Siamese network first go through a channel-wise concatenation, which are then fed into the transformation decoding module to estimate the transformation parameters. The entire network is trained via the SGD optimizer with a batch size of 24. The momentum and weight decay rate are set to 0.9 and $10^{-4}$, respectively. The initial learning rate is 0.001, which then decays by a factor of 0.5 for every 10 epochs. The weighting parameter $\lambda$ in Equation (18) is set to 0.5. Also note that MVCNN in Table 1 has two variants with different backbones: MVCNN [57] and MVCNN (GoogLeNet) [11]. MVCNN [57] uses the VGG-M [5] as the backbone, while MVCNN (GoogLeNet) implemented in Reference [11] employs the GoogLeNet [59]. In addition, RotationNet [30] and View-GCN [67] are set up with 12 views taken by the default camera system for fair comparison. Please note that the methods listed in Table 1 are all fully supervised, where the labels of all the training data are used as the supervision signals.

Experimental Results: As listed in Table 1, the MV-TER (MVCNN), average and MV-TER (GVCNN), average achieve classification accuracy of 95.5% and 97.0%, respectively, which outperform the state-of-the-art View-GCN [67]. Also, the MV-TER (MVCNN), average outperforms its baseline MVCNN (GoogLeNet) by 3.3%, while MV-TER (GVCNN), average outperforms the baseline GVCNN (GoogLeNet) by 4.4%, which demonstrates the effectiveness of our proposed MV-TER as a self-supervisory regularizer.

4.3 3D Object Retrieval

In this task, we directly employ the fused feature representations of MV-TER (MVCNN) and MV-TER (GVCNN) as the 3D object descriptor for retrieval. We denote $F_X$ and $F_Y$ as the 3D object
Table 1. 3D Object Classification and Retrieval Results on ModelNet40 Dataset

| Methods                  | Backbone | Training Configuration | Modality | Classification (Accuracy) | Retrieval (mAP) |
|--------------------------|----------|------------------------|----------|---------------------------|-----------------|
| 3D ShapeNets [69]        | -        | ModelNet40              | voxels   | 77.3                      | 49.2            |
| VoxNet [45]              | -        | ModelNet40              | voxels   | 83.0                      | -               |
| SubvolumeSup [48]        | -        | ModelNet40              | voxels   | 89.2                      | -               |
| PointNet [47]            | -        | ModelNet40              | points   | 89.2                      | -               |
| PointNet++ [49]          | -        | ModelNet40              | points   | 91.9                      | -               |
| KD-Networks [33]         | -        | ModelNet40              | points   | 91.8                      | -               |
| MVCNN [57]               | VGG-M    | ImageNet1K              | ModelNet40 | 12 views | 89.9            | 70.1            |
| MVCNN, metric [57]       | VGG-M    | ImageNet1K              | ModelNet40 | 12 views | 89.5            | 80.2            |
| MVCNN, multi-resolution [48] | AlexNet | ImageNet1K              | ModelNet40 | 20 views | 93.8            | -               |
| RotationNet [30]         | VGG-M    | ImageNet1K              | ModelNet40 | 12 views | 90.7            | -               |
| SeqViews2SeqLabels [20]  | VGG-19   | ImageNet1K              | ModelNet40 | 12 views | 93.4            | 89.1            |
| 3D2SeqViews [19]         | VGG-19   | ImageNet1K              | ModelNet40 | 12 views | 93.4            | 90.8            |
| Relation Network [72]    | VGG-M    | ImageNet1K              | ModelNet40 | 12 views | 94.3            | 86.9            |
| MLVCNN, Center Loss [29] | ResNet-18| ImageNet1K              | ModelNet40 | 36 views | 94.2            | 92.8            |
| View-GCN [67]            | ResNet-18| ImageNet1K              | ModelNet40 | 12 views | 96.2            | -               |
| MVLADN [73]              | VGG-M    | ImageNet1K              | ModelNet40 | 12 views | 93.0            | -               |
| CAR-Net [70]             | ResNet-18| ImageNet1K              | ModelNet40 | 12 views | 95.2            | 91.3            |
| MVCNN [11]               | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 92.2            | 74.1            |
| MVCNN, metric [11]       | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 92.2            | 83.0            |
| MV-TER (MVCNN), average | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 95.5            | 83.0            |
| MV-TER (MVCNN), fusion   | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 95.5            | 84.9            |
| MV-TER (MVCNN), average, Center Loss | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 95.1            | 86.6            |
| MV-TER (MVCNN), fusion, Center Loss | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 95.5            | 87.2            |
| GVCNN [51]               | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 92.6            | 81.3            |
| GVCNN, metric [11]       | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 92.6            | 85.7            |
| MV-TER (GVCNN), average | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 97.0            | 88.8            |
| MV-TER (GVCNN), fusion   | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 96.4            | 88.3            |
| MV-TER (GVCNN), average, Center Loss | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 95.7            | 91.5            |
| MV-TER (GVCNN), fusion, Center Loss | GoogLeNet| ImageNet1K              | ModelNet40 | 12 views | 96.3            | 91.1            |

descriptor of two 3D objects X and Y, respectively, and use the Euclidean distance between them for retrieval. The metric is defined as \( \text{dist}(X, Y) = \| F_X - F_Y \|_2 \).

We take the **mean average precision (mAP)** on retrieval as the evaluation metric and present the comparison results in the last column of Table 1. For MVCNN and GVCNN, a low-rank Mahalanobis metric learning [57] is applied to boost the retrieval performance. In comparison, we train our MV-TER model without the low-rank Mahalanobis metric learning, but still achieve better retrieval performance, which validates the superiority of our feature representation learning for 3D objects. Further, we apply Triplet Center Loss [25] to our MV-TER. With Center Loss, our model further achieves an average gain of 3.3% in mAP. As presented in the last column of Table 1, the **MV-TER (GVCNN), average** and **MV-TER (GVCNN), fusion** achieve mAP of 91.5% and 91.1%, respectively, which is comparable to MLVCNN with Center Loss [29] while we only take 12 views as input instead of 36 views. We demonstrate some visual results of 3D object retrieval in Figure 2.

### 4.4 Semi-supervised Learning

In this experiment, we only use a small number of labeled data to train our model to further evaluate the effectiveness of the proposed self-supervisory regularizer MV-TER. We adopt six different label rates in the set \( \{0.01, 0.02, 0.03, 0.04, 0.05, 0.10\} \) to train four models for comparison: MVCNN (AlexNet), GVCNN (AlexNet), **MV-TER (MVCNN), average** and **MV-TER (GVCNN), average**. When training MVCNN (AlexNet) and GVCNN (AlexNet), we only use a small amount of labeled data to minimize the cross-entropy loss for training and then employ all the test data for evaluation. When training **MV-TER (MVCNN), average** and **MV-TER (GVCNN), average**, we adopt all the data (labeled and unlabeled) to predict the 3D transformations without the use of labels and...
then adopt only labeled data to acquire classification scores. That is, we minimize Equation (18) with a small number of labels taken for the classification loss $\ell_{\text{task}}$. In all four models, a pre-trained AlexNet [34] on ImageNet1K dataset is employed as the backbone CNN.

Figure 3 presents the classification accuracy under the six label rates on ModelNet40 dataset. When the label rate is 0.10, we see that the four models achieve comparable results, which benefits from the pre-training of the backbone AlexNet. When the label rate keeps decreasing, the performance of both MVCNN and GVCNN drops quickly, while the MV-TER models are much more robust. Even at the extremely low label rate 0.01, **MV-TER (MVCNN), average** and **MV-TER (GVCNN), average** achieve the classification accuracy of 58.6% and 55.2%, respectively, thus demonstrating the robustness of the proposed MV-TER model.

### 4.5 Unsupervised Learning

To demonstrate the effectiveness of the MV-TER model, we design an unsupervised architecture for the learning of multi-view transformation equivariant representations given multiple views before and after 3D transformations. To validate the proposed model better, we choose the simpler AlexNet as the backbone architecture to minimize the influence of more complex CNN structures (e.g., ResNet) on the results. The MV-TER model is trained on the ModelNet40 dataset in an
unsupervised fashion by directly minimizing the loss $\ell_X(t, \hat{t})$ as defined in Equation (18), without any reliance on labels. We feed the projected multiple views before and after transformations into the AlexNet with shared weights to learn the feature representations, which are then used to decode the 3D transformation with the average decoding scheme via one linear layer. After the unsupervised training, we take the last fully connected layer of the trained AlexNet with weights frozen to extract the 4,096-dimensional feature vector as the representation of each 3D object and train a linear SVM classifier using the “one-vs-rest” strategy to acquire classification scores.

As reported in Table 2, we compare with the fully supervised model that provides the upper bounded performance by training the AlexNet with all labeled data, denoted as “MV-TER (Supervised).” Meanwhile, we employ two variants of AlexNet without or with ImageNet pretraining, denoted as “MV-TER” and “MV-TER (ImageNet),” where the latter is for the comparison with the state-of-the-art method “LCGC (ImageNet)” [40]. As in Table 2, the performance of the MV-TER without ImageNet pretraining even achieves comparable results to the state-of-the-art method LCGC with ImageNet and outperforms LCGC (ImageNet) by 1.38% when using the ImageNet pretrained backbone. Further, the performance of MV-TER closely reaches that of fully supervised learning, which demonstrates that the unsupervised learning of the MV-TER greatly narrows the performance gap to the upper bound.
Table 3. Classification Accuracy (%) and Retrieval mAP (%) on ModelNet40 Dataset with Different Transformation Strategies

| Method                        | Rotation Accuracy | Shearing Accuracy | Rotation+Shearing Accuracy |
|-------------------------------|-------------------|-------------------|----------------------------|
| MV-TER (MVCNN), average      | 95.5              | 83.0              | 94.5                       |
| MV-TER (MVCNN), fusion       | 95.5              | 84.9              | 94.1                       |
| MV-TER (GVCNN), average      | 97.0              | 88.8              | 94.7                       |
| MV-TER (GVCNN), fusion       | 96.4              | 88.3              | 94.7                       |
| mean                          | 96.1              | 86.3              | 94.5                       |

Table 4. Experimental Comparison between GVCNN and the Proposed Model with Different Number of Input Views for 3D Object Classification on ModelNet40 Dataset

| Training Views | Testing Views | GVCNN Accuracy (%) | MV-TER Accuracy (%) |
|----------------|--------------|--------------------|---------------------|
| 8              | 2            | 71.2               | 91.9                |
|                | 4            | 91.1               | 94.6                |
|                | 8            | 93.1               | 95.4                |
|                | 12           | 91.5               | 96.0                |
| 12             | 2            | 76.8               | 84.3                |
|                | 4            | 90.3               | 92.5                |
|                | 8            | 92.1               | 95.8                |
|                | 12           | 92.6               | 97.0                |

4.6 Ablation Studies

4.6.1 On Different 3D Transformations. We first evaluate the effectiveness of different transformation strategies on the ModelNet40 dataset. We apply three types of 3D transformations to the 3D objects, including (1) Rotation: randomly rotate each 3D object with three rotation parameters all in the range \([-\pi, \pi]\); (2) Shearing: randomly shear the x-, y-, z-coordinates of each 3D object with the six parameters of a shearing matrix in the range \([-0.3, 0.3]\); (3) the composite transformation of Rotation and Shearing: We first randomly shear the x-, y-coordinates of each 3D object with the two parameters of a shearing matrix in the range \([-0.3, 0.3]\) and then randomly rotate the object with three rotation parameters in the range \([-\pi, \pi]\). Table 3 presents the classification accuracy and retrieval mAP with the three types of 3D transformation strategies. As we can see, under the 3D rotation and shearing transformations, the proposed model achieves comparable results on average; under the composite transformation of 3D rotation and shearing, our model still achieves reasonable results. This demonstrates that our model is insensitive to different 3D transformations and shows its stability under complex 3D transformations.

4.6.2 On the Number of Views. We quantitatively evaluate the influence of the number of views on the classification task. Specifically, we randomly choose \{8, 12\} views from all the views as the input to train MV-TER (GVCNN), average, respectively, leading to two learned networks. Then, we randomly select \{2, 4, 8, 12\} views from all the testing views to evaluate the classification accuracy of the two networks, respectively, as reported in Table 4. We see that we constantly outperform GVCNN with different numbers of training views and testing views. In particular, when the number of testing views reaches the extreme of two views for multi-view learning, our MV-TER
Table 5. Classification Accuracy (%) of MV-TER on Different Backbones

| Backbone     | MV-TER, average MVCNN | MVCNN | GVCNN | MV-TER, fusion MVCNN | GVCNN | Mean  |
|--------------|------------------------|-------|-------|-----------------------|-------|-------|
| AlexNet      | 94.2                   | 93.5  |       | 94.1                  | 94.6  | 94.1  |
| VGG-M        | 95.0                   | 95.5  |       | 94.2                  | 95.3  | 95.0  |
| VGG-19       | 95.9                   | 96.4  |       | 96.7                  | 96.6  | 96.4  |
| ResNet-18    | 96.0                   | 96.4  |       | 96.1                  | 96.4  | 96.2  |
| GoogLeNet    | 95.5                   | 97.0  |       | 95.5                  | 96.4  | 96.1  |

Table 6. Classification Accuracy (%) of MV-TER with Different Transformation Decoding Module Architectures

| Model Configuration | MV-TER, average MVCNN | MVCNN | GVCNN | MV-TER, fusion MVCNN | GVCNN | Mean  |
|---------------------|------------------------|-------|-------|-----------------------|-------|-------|
| {4096, 3}           | 95.5                   | 97.0  |       | 95.5                  | 96.4  | 96.1  |
| {4096, 1024, 3}     | 95.4                   | 96.8  |       | 95.6                  | 96.5  | 96.1  |
| {4096, 1024, 512, 3}| 95.6                   | 96.7  |       | 95.5                  | 96.6  | 96.1  |
| {4096, 1024, 512, 256, 3}| 95.6 | 97.0   |       | 95.8                  | 96.3  | 96.2  |
| {4096, 1024, 512, 256, 128, 3} | 95.5 | 97.2   |       | 95.7                  | 96.7  | 96.3  |

model is still able to achieve the classification accuracy of 91.9% and 91.2%, which outperforms GVCNN by a large margin.

It is worth noting that though views are projected along fixed viewpoints in the training stage, the proposed model learns the transformation equivariant representations that capture the intrinsic and generalizable representations of multiple views, which is independent of how the views are sampled. This is validated by the experimental results in Table 4: We train the MV-TER on 8 views and test on 12 views where some views are not present in the training data. Results show that the MV-TER achieves the classification accuracy of 96.0%, which is comparable to training and testing on 12 views.

4.6.3 Ablation Study on Different Backbones. We further investigate the performance of MV-TER with five different backbones: AlexNet [34], VGG-M [5], VGG-19 [54], ResNet-18 [24], and GoogLeNet [59]. As presented in Table 5, we can see that the classification accuracies are comparable on average under the five backbones. Moreover, our method even achieves an average accuracy of 94.1% under the simplest AlexNet backbone. This shows that the performance of our proposed method relies little on the backbone. Also, we notice that the proposed method outperforms competitive methods under the same backbone shown in Table 1. This further validates the advantage of our method.

4.6.4 Ablation Study on Different Architectures of Transformation Decoding Module. We further evaluate the classification accuracy with different numbers of linear layers in the transformation decoding module. The number of linear layers ranges from one to five, and the specific number of hidden channels of each layer is specified in the first column of Table 6. As we can see, our proposed MV-TER achieves similar classification accuracy at different numbers of linear layers. Meanwhile, there is a slight improvement in the average classification accuracy as the number of layers increases. This indicates that our model achieves reasonable and robust results with a simple transformation decoding architecture and a smaller number of learnable parameters, which inspires us to design a simple architecture and reduce the number of parameters to improve the computational efficiency.
Table 7. Classification Comparison of MV-TER and Two Baseline Methods under the ShapeNetCore55 Pre-training Strategy

| Method         | Accuracy (%) | Method         | Accuracy (%) |
|----------------|--------------|----------------|--------------|
| **ModelNet40** |              | **RGB-D**      |              |
| MVCNN          | 85.9         | GVCNN          | 87.9         |
| MV-TER, average| 88.7         | MV-TER, average| 91.2         |
| MV-TER, fusion | 89.0         | MV-TER, fusion | 90.3         |
| **ETH-80**     |              |                |              |
| MVCNN          | 74.12 ± 4.22 | GVCNN          | 76.41 ± 4.08 |
| MV-TER, average| 75.75 ± 2.59 | MV-TER, average| 78.56 ± 3.52 |
| MV-TER, fusion | 76.60 ± 4.30 | MV-TER, fusion | 80.20 ± 3.18 |

4.7 Transfer Learning

We further show the generalization performance of the proposed MV-TER under average and fusion schemes. We take the same network architecture and parameter settings as in Section 4.2. In particular, we train the MV-TER model on the ShapeNetCore55 dataset by using all the labeled data and test on other datasets by a linear SVM classifier using the feature representations of dimension 2,048 obtained from the second last fully connected layer of MV-TER. Table 7 reports the classification comparison of MV-TER and two baseline methods on three datasets under the ShapeNetCore55 pre-training strategies. As we can see, the proposed MV-TER with two decoding schemes improves the average classification accuracy by 2.95% and 2.85%, respectively, on the synthetic dataset ModelNet40 under the ShapeNetCore55 pre-training strategy compared with the two baseline methods MVCNN and GVCNN, thus validating the generalizability.

We then evaluate our MV-TER on the real-world multi-view datasets RGB-D and ETH-80. As shown in the middle and bottom parts of Table 7, compared with the two baseline methods MVCNN and GVCNN, the MV-TER improves the average classification accuracy by 2.05% and 2.97%, respectively, on the RGB-D dataset, and 1.88% and 1.25% on the ETH-80 dataset. Also, our classification results are more stable with less variation during the cross-validation in general. This demonstrates the generalizability of the MV-TER to real-world data.

4.8 Evaluation of the 3D Transformation Estimation

Further, to intuitively interpret the estimated 3D transformations from the proposed fusion and average decoding schemes, we visualize the multiple views projected from 3D objects Car and Bowl with the estimated 3D transformations applied. In Figures 4(a) and 4(b), the first, second, and fourth rows demonstrate the projected views from the 3D object with the same 3D transformation: the ground truth, the estimation from the fusion scheme, and the estimation from the average scheme. In the third row, each view is the result of each individually estimated 3D transformation $t_i$ as in Equation (20), i.e., view-wise transformations. Note that each column is rendered under the same viewpoint. We see that our MV-TER model estimates more accurate 3D transformations via the average scheme, which is consistent with the objective results.

5 CONCLUSION

In this article, we propose a novel self-supervised learning framework of Multi-View Transformation Equivariant Representations (MV-TER) via auto-encoding 3D transformations,
Fig. 4. Illustration of multiple views projected from 3D objects in the same posture: (a) Car and (b) Bowl. The four rows of (a) and (b) demonstrate multiple views projected from the 3D object with the following 3D transformations applied, respectively: (1) the ground-truth 3D transformation; (2) the estimated 3D transformation of the fusion decoding scheme; (3) the individually estimated 3D transformations $\hat{t}_i$'s from each view during the average decoding scheme (with $t_i$ applied to the $i$th view); and (4) the finally averaged 3D transformation of the average decoding scheme.

exploiting the equivariant transformations of a 3D object and its projected multiple views. We derive the multi-view transformation equivariance and formulate the MV-TER learning accordingly. Specifically, we perform a 3D transformation on a 3D object, which leads to equivariant transformations in projected multiple views. By decoding the 3D transformation from the fused feature representations of multiple views before and after transformation, the MV-TER enforces the representation learning module to learn intrinsic 3D object representations. Experimental results demonstrate that the proposed MV-TER significantly outperforms the state-of-the-art view-based approaches in 3D object classification and retrieval tasks.
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