Diagnosis Of Heart Disease Using K-Nearest Neighbor Method Based On Forward Selection
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Abstract - Heart is one of the essential organs that assume a significant part in the human body. However, heart can also cause diseases that affect the death. World Health Organization (WHO) data from 2012 showed that all deaths from cardiovascular disease (vascular) 7.4 million (42.3%) were caused by heart disease. Increased cases of heart disease require a step as an early prevention and prevention efforts by making early diagnosis of heart disease. In this research will be done early diagnosis of heart disease by using data mining process in the form of classification. The algorithm used is K-Nearest Neighbor algorithm with Forward Selection method. The K-Nearest Neighbor algorithm is used for classification in order to obtain a decision result from the diagnosis of heart disease, while the forward selection is used as a feature selection whose purpose is to increase the accuracy value. Forward selection works by removing some attributes that are irrelevant to the classification process. In this research the result of accuracy of heart disease diagnosis with K-Nearest Neighbor algorithm is 73.44%, while result of K-Nearest Neighbor algorithm accuracy with feature selection method 78.66%. It is clear that the incorporation of the K-Nearest Neighbor algorithm with the forward selection method has improved the accuracy result.
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1. INTRODUCTION

Heart disease is a disorder that occurs in the large blood vessel system, causing heart and blood circulation to not work properly [1]. Data from the World Health Organization (WHO) in 2012 showed that 17.5 million people in the world died from cardiovascular disease or 31% of 56.5 million deaths worldwide and are expected to continue to increase to 23.3 million by 2030 [2], [3]. Of all deaths from cardiovascular disease (blood vessels) 7.4 million (42.3%) of which were caused by heart disease and 6.7 million (38.3%) caused by stroke. Whereas according to economic status, heart disease occurs most often at the lower economic level, which is around 2.1% and at the lower middle economic level, which is around 1.6% [2]. This proves that heart disease is the number one deadliest disease in various countries including Indonesia, because it has a high death rate. Based on these conditions, prevention and early treatment of heart disease is the most important thing to reduce mortality from heart disease.

One method that can be used in making early diagnosis of heart disease is to use data mining disciplines. There are several diagnostic classification studies on heart disease that have been carried out, including research conducted by Purushottam, Kanak Saxena and Richa
Sharma in a 2016 journal entitled "Heart Disease Prediction System Evaluation Using C4.5 Rules and Partial Tree" [4] who use C4.5 method and combined with Partial Tree which produces an accuracy of 70.93%. Then there was the research conducted by Febri Masprialanti and Jullend Gatc in a 2015 journal entitled "Diagnosis of Heart Disease in Cellphones Using Decision Tree" [5], which uses the C4.5 method, which produces an accuracy of 81.29%. In addition to these methods, there are several studies that use other methods such as Naïve Bayes, Artificial Neural Network and K-Nearest Neighbor [1], [6], [7], [8], [9]. The advantages of the Naïve Bayes method are very simple, efficient, and has good performance with a lot of domain coverage [10]. It does not rule out the possibility of the Naïve Bayes method that has weaknesses, namely in this method there are many gaps to reduce effectiveness, for example passing data into a particular class that is clearly passed data is not feasible to enter the class [11]. While the advantages possessed by the Artificial Neural Network method is that it can handle nonlinear data, the ability to tolerate noise in the system, and tend to produce low prediction errors, but the method of Artificial Neural Network has a disadvantage that requires a long processing time [12].

For the C4.5 method, the advantages possessed are being able to process data continuously with a faster process and produce decision trees that describe the rules so that they are easier to understand and implement, while the weaknesses that are owned are if the class and criteria are used too much there will be overlap which results in increasing time in making decisions and the amount of memory needed [5]. For the K-Nearest Neighbor method, some of the advantages possessed are the K-Nearest Neighbor method, which is a very simple method, strong for training noisy data and fast and effective processing time even with large training data [7], [13], [14]. However, the K-Nearest Neighbor method also has several disadvantages which include the need to determine the value of the parameter k (the number of closest neighbors), training based on unclear distance about what type of distance to use and which attributes to use for get the best results [7]. From the strengths and weaknesses of several methods mentioned, the K-Nearest Neighbor method can cover the weaknesses of the Naïve Bayes method, Artificial Neural Network and C4.5. Therefore, the present study will focus on the K-Nearest Neighbor method, which will be combined with the Feature Selection method, namely Forward Selection so that the obtained accuracy value is higher.

In this study, one type of feature selection method is Forward Selection that aims to improve the accuracy of the K-Nearest Neighbor algorithm by removing irrelevant attributes. The purpose of this study was to improve the performance of the K-Nearest Neighbor algorithm in diagnosing heart disease by adding the Forward Selection feature selection method. The benefit of this research is that people can diagnose heart disease easily and quickly, can be used by medical experts as a decision support system in diagnosing heart disease and the diagnosis can be used to treat and prevent early heart disease.

2. RESEARCH METHOD

Preprocessing of datasets is divided into data cleaning (removing code number and missing value), discretization and selection of forward selection features. The dataset will be selected using the Forward Selection method as a feature selection method for attributes that are less influential or irrelevant in the dataset with the aim of increasing accuracy. Then classification is done using the K-Nearest Neighbor algorithm as an algorithm that classifies the diagnosis of heart disease. The following are steps in applying the proposed method:
2.1. Pre-processing Data

Preprocessing data is the first step in diagnosing heart disease in this study. Selection of the forward selection feature enters the data processing stage in order to obtain the influential attributes in the classification process later.

2.2. Attribute Selection

One technique in preprocessing data is to maximize an algorithm’s work by removing attributes that are not related in the classification process sequentially using Forward Selection.
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Feature selection commonly referred to as feature selection is one of the important methods used in data preprocessing in data mining to optimize performance and speed up the process of an algorithm. The technique can choose a subset of features with a sufficiently large number, which leads to a reduction or removal of features that are less influential or irrelevant to classification. The main concept of feature selection is to choose a subset of existing features, because not all features have an effect or are relevant to the problem being raised. On the other side of some features that can cause interference and reduce the level of accuracy, therefore features that have no effect should be removed to increase the value of accuracy [15].

Feature selection, also known as feature, subset selection, attribute selection or variable selection, can also be interpreted as the process of selecting the right features to be used in the classification or clustering process. The purpose of this feature selection is to reduce the complexity of a classification algorithm, improve the accuracy of the classification algorithm, and be able to know the most influential features of the accuracy level. The forward selection method is modeling starting from the zero variable (empty model), then one by one...
the variables are entered until certain criteria are fulfilled. The steps of the forward selection method are as follows [16]:

a) Create a model by regressing the Y response variable with each predictor variable. Then the model that has the highest R2 value is selected. For example, the model is what makes the predictor \(X_a\), namely:
\[
\hat{Y} = b_0 + b_a X_a
\] (1)

b) Regressing the Y response variable, with predictor \(X_a\), plus each predictor other than \(X_a\) and other predictors. Then the model that has the highest R2 value is chosen, for example containing an additional predictor \(X_b\), that is the model as follows:
\[
\hat{Y} = b_0 + b_a X_a + b_b X_b
\] (2)

c) The selected \(X_b\) predictor means having a higher expansion. The \(F_{\text{sequential}}\) formula for \(X_b\) is as follows:
\[
F_{\text{seq}} = \frac{R(\beta_b | \beta_0, \beta_a)}{MSE/db}
\] (3)

d) The \(F_{\text{sequential}}\) value for \(X_b\) can also be obtained by squaring the value of the T test predictor \(X_b\).

e) Sort the distance and determine which neighbor is closest based on the minimum distance \(k\).

f) Determine the category of the nearest neighbor.

g) Use the majority category from the nearest neighbor as the new data predictive value.

2.3. Proposed Method

All of these stages are the processing stage, where the diagnosis of heart disease is done by classification using the K-Nearest Neighbor algorithm.
K-Nearest Neighbor Algorithm is a method that is often used for the classification of text and data. This algorithm works by grouping new data based on the distance of the new data into some of the closest data / neighbors [17].

The steps taken in the K-Nearest Neighbor algorithm are as follows [7]:

a) Determine the parameter $k = \text{number of closest neighbors}$.

b) Calculate the distance between data that will be evaluated with training data.

c) Sort the distance and determine which neighbor is closest based on the minimum distance $k$.

d) Determine the category of the nearest neighbor.

e) Use the majority category from the nearest neighbor called the new data prediction value.

The distance search method used in this study is Euclidean Distance, which is the calculation of the closest distance. The closest distance calculation is needed to determine the number of similarities calculated from the similarity of the appearance of the text that belongs to a data. After that, the appearance of the text being tested is compared to each sample of the original data [18]. The following is a formula for determining the Euclidean Distance equation:

$$d_{(i, j)} = \sqrt{(x_{i1} - x_{j1})^2 + (x_{i2} - x_{j2})^2 + \cdots + (x_{in} - x_{jn})^2}$$

(4)

Notes:

$d(i, j)$ : distance from i-data to j-data

$x_{in}$ : nth data in i-data

Figure 2. Flowchart of K-Nearest Neighbor Algorithm
While for the formula of the K-Nearest Neighbor algorithm are as follows [7]:

\[ d_i = \sqrt{\sum_{i=1}^{p} (x_{2i} - x_{1i})^2} \]  \hspace{1cm} (5)

Notes:
x_1: sample data
x_2: testing data
i: data variable
d: distance
p: data dimensions

3. RESULTS AND DISCUSSION

This study provides results in the form of accuracy obtained from the tests that have been carried out, with the aim of testing the accuracy and performance of the K-Nearest Neighbor algorithm based on the forward selection feature selection in classifying the diagnosis of heart disease. The forward selection method is used with the aim of removing attributes that have no effect in the classification process. To select attributes can be done by finding the correlation relationship closest to the target so that it can increase the accuracy of the classification using the K-Nearest Neighbor algorithm.

3.1. K-Nearest Neighbor Algorithm

The K-Nearest Neighbor algorithm in this study was used as a classification method in diagnosing heart disease. The dataset used is a valid dataset of 211 records with the initial number of attributes as many as 15 attributes and 1 label, because one attribute is primary key, in the calculation process the attribute is removed so that in calculating the attributes used are 14 attributes and 1 label.

To find out the performance of the K-Nearest Neighbor algorithm in classifying the diagnosis of heart disease, testing is done using confusion matrix so that the results of calculations as below are obtained:

|                  | TRUE POSITIVE | TRUE NEGATIVE | PRECISION CLASS |
|------------------|---------------|---------------|-----------------|
| POSITIVE PREDICTION | 145           | 41            | 77.96%          |
| NEGATIVE PREDICTION | 15            | 10            | 40.00%          |
| RECALL CLASS      | 90.62 %       | 19.61 %       |                 |

The results of the confusion matrix table above can be calculated as follows:

\[ \text{Accuracy} = \frac{(145 + 10)}{(145 + 10 + 15 + 41)} \times 100\% \]
\[ = 0.7345971564 \times 100\% \]
\[ = 73.44\% \]
3.2. **K-Nearest Neighbour Based On Forward Selection Algorithm**

From a total of 211 data used, initialization of the attributes in the data will be carried out, the first attribute being X1 until the 14th attribute becomes X14.

Of all the attributes starting from X1 to X14 the calculation of correlation with the target variable (label / class) is initialized with Y, where the value of the label or class itself is assumed to be NEGATIVE = 0 and POSITIVE = 1. The correlation of the correlation coefficient in the regression is calculated by formula simple regression correlation like the following:

\[
r = \frac{n\Sigma X_1 Y_i - (\Sigma X_1)(\Sigma Y_i)}{\sqrt{[n\Sigma X_1^2 - (\Sigma X_1)^2]} \sqrt{[n\Sigma Y_i^2 - (\Sigma Y_i)^2]}}
\]  

(6)

Calculations using a simple regression correlation formula are applied to all attributes, the point is to find the highest R value.

Then after getting the first correlation coefficient, then the correlation coefficient calculation between the selected attributes, Y and other attributes besides the selected attribute itself uses multiple linear regression with the following formula:

\[
r_{y.x1.x2} = \sqrt{r_{y.x1}^2 r_{x1.x2}^2 - r_{y.x1}^2 r_{y.x2}^2 r_{x1.x2}^2} \frac{1}{1 - r_{y.x1.x2}^2}
\]

(7)

Then the calculation is continued using multiple regression correlation formulas to obtain attributes that have a strong and influential correlation.

From the attribute attributes that have been selected, classification will be done using the K-Nearest Neighbor algorithm to determine the diagnosis of heart disease in patients with the decision results in the form of probabilities of the diagnostic classification itself. Based on the K value that has been set, namely 2, the value of the distance taken is the smallest 2.

3.3. **Evaluation and Validation**

This stage of validation and evaluation aims to test the algorithms that have been applied using the k-fold cross validation method, namely by forming k subset of the existing dataset. This validation method begins by dividing the data as much as n-fold as desired. In the initial process, the data will be divided into n data in the same proportion, then the training and testing process is carried out n times.

In this study, testing was carried out with a k value of 10 fold, where the aim was to determine the accuracy of the performance of the algorithm used, namely the forward selection K-Nearest Neighbor algorithm applied to the diagnosis of heart disease if tested using different data training and testing. The test uses the K-Fold Cross Validation method with a K value of 10 fold which is the best fold selection in the validity test [19]. The 10-Fold Cross Validation method will work by doing a test that is repeated as many K-fold, in this case, the K-fold is worth 10. The measurement results from the test repeated 10 times are in the form of an average accuracy value of 10 tests.

The initial stage in the 10-fold cross validation method is to divide the dataset, where in this study the initial data is 211 records, because the amount of data is odd, the data is rounded to 210 data, the remaining data will be added to testing data, then the data is divided into 10 subset of data (parts). Then each 1 subset contains 21 data for each iteration. The first fold contains combination data from 9 different sub-sets that have been combined and act as training data. While the remaining 1 subset is used for data testing, then the data training and
testing, process is repeated until the 10th fold. The description of the distribution of training data and testing data using the 10-fold cross validation method is as follows:

Table 2. Distribution of Training Data and Testing Data

| Fold | Training Data Subset | Data | Testing Data Subset | Data | Accuracy |
|------|----------------------|------|--------------------|------|----------|
| 1    | S₂, S₃, S₄, S₅, S₆, S₇, S₈, S₉, S₁₀ | 189  | S₁                | 22   | 66.55%   |
| 2    | S₁, S₃, S₄, S₅, S₆, S₇, S₈, S₉, S₁₀ | 189  | S₂                | 22   | 78.33%   |
| 3    | S₁, S₂, S₄, S₅, S₆, S₇, S₈, S₉, S₁₀ | 189  | S₃                | 22   | 79.88%   |
| 4    | S₁, S₂, S₃, S₅, S₆, S₇, S₈, S₉, S₁₀ | 189  | S₄                | 22   | 79.91%   |
| 5    | S₁, S₂, S₃, S₄, S₆, S₇, S₈, S₉, S₁₀ | 189  | S₅                | 22   | 78.86%   |
| 6    | S₁, S₂, S₃, S₄, S₅, S₇, S₈, S₉, S₁₀ | 189  | S₆                | 22   | 81.86%   |
| 7    | S₁, S₂, S₃, S₄, S₅, S₆, S₇, S₈, S₁₀ | 189  | S₇                | 22   | 80.41%   |
| 8    | S₁, S₂, S₃, S₄, S₅, S₆, S₇, S₈, S₁₀ | 189  | S₈                | 22   | 82.08%   |
| 9    | S₁, S₂, S₃, S₄, S₅, S₆, S₇, S₈, S₁₀ | 189  | S₉                | 22   | 79.91%   |
| 10   | S₁, S₂, S₃, S₄, S₅, S₇, S₈, S₉, S₁₀ | 189  | S₁₀               | 22   | 78.86%   |
|      | Average of Accuracy Value |      |                    |      | 78.66%   |

Based on the table 2 above, it can be seen that the merger of the K-Nearest Neighbor algorithm and the forward selection method is good for use in the classification process because it produces an average accuracy value of 78.66% tested using 10-fold cross validation on 189 training data and 22 testing data.

3.4. Analysis and Discussion

Evident from the results of testing with the K-Nearest Neighbor algorithm, what was done on all data in the dataset were 211 accuracy records of 73.44%. While the accuracy of the experiments using the K-Nearest Neighbor algorithm with the forward selection method was 78.66%. This means that testing using the forward selection method can improve the results of accuracy. The results of increasing accuracy can be seen in the figure 3 below:

![Figure 3. Comparison of Accuracy Results](image-url)
4. CONCLUSION

In this study, conclusions were obtained based on the use of the K-Nearest Neighbor algorithm with the forward selection feature in the diagnosis of heart disease. The use of the forward selection method as proven feature selection to increase the accuracy value of the K-Nearest Neighbor algorithm, where there was a reduction in attributes from the number 14 to 8 attributes.

Then, the result of testing the K-Nearest Neighbor algorithm without using feature selection is 73.44%, while for the performance of the K-Nearest Neighbor algorithm using the forward selection method has increased to 78.66%. So, it is proven that the performance of the K-Nearest Neighbor algorithm with the forward selection method in the case of a diagnosis of heart disease is superior to just applying the K-Nearest Neighbor algorithm.
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