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Abstract—Traffic flow analysis is revolutionising traffic management. By leveraging traffic flow data, traffic control bureaus could provide drivers with real-time alerts, advising the fastest routes and therefore optimising transportation logistics and reducing congestion. The existing traffic flow image datasets [7, 8] suffer from two major limitations. They feature a limited number of classes, usually limited to one type of vehicle, and the scarcity of unlabelled data. In this paper, we introduce a new benchmark traffic flow image dataset called TrafficCAM. Our dataset distinguishes itself by two major highlights. Firstly, TrafficCAM provides both pixel-level and instance-level semantic labelling along with a large range of types of vehicles and pedestrians. It is composed of a large and diverse set of video sequences recorded in streets from eight Indian cities with stationary cameras. Secondly, TrafficCAM aims to establish a new benchmark for developing fully-supervised tasks, and importantly, semi-supervised learning techniques. It is the first dataset that provides a vast amount of unlabelled data, helping to better capture traffic flow qualification under a low-cost annotation requirement. More precisely, our dataset has 4,364 image frames with semantic and instance annotations along with 58,689 unlabelled image frames. We validate our new dataset through a large and comprehensive range of experiments on several state-of-the-art approaches under four different settings: fully-supervised semantic and instance segmentation, and semi-supervised semantic and instance segmentation tasks. Our benchmark dataset and official toolkit are released at https://math-ml-x.github.io/TrafficCAM/.

Index Terms—TrafficCAM dataset, traffic flow analysis, semantic segmentation, instance segmentation, semi-supervised learning.

I. INTRODUCTION

WITH the rapid population growth, the increasing number of vehicles, and human repetitive travel patterns [1], traffic congestion in city networks has become challenging to analyse [2], [3]. The overcrowding of road traffic increases the risk of traffic accidents and air pollution which undermines environmental sustainability. For that reason, smart traffic solutions are a great focus of interest. Using smart traffic solutions, traffic control bureau could provide drivers with real-time alerts advising the fastest routes, and therefore optimising transportation logistics and reducing congestion. However, deep learning-based research to develop those smart solutions requires extensive traffic data analysis to find patterns.

There is a large number of datasets for city/street scene understanding with moving and low position cameras including Cityscapes [4], Mapillary [5] and IDD [6]. However, their purpose greatly differs from ours. Contrary to these datasets that seek to provide an understanding of urban-level streets, with classes such as buildings, vegetation, and street objects, our TrafficCAM dataset seeks to focus on the traffic flow analysis. That is, our setting is data coming from traffic cameras instead of a moving street-level camera. Moreover, our dataset provides more classes for different types of vehicles.

Machine learning techniques have proven to be very successful for pattern recognition [7], [8] based on the requirement of large amounts of data. In the field of traffic data, this however is a limiting factor. Currently available datasets are either very small [9], [10] or use moving cameras [4], [11], which makes traffic flow analysis nearly impossible. Traffic flow analysis from images and videos boils down to segmenting vehicles and people from surroundings. We thus introduce the new, large, fixed camera traffic dataset named TrafficCAM. “CAM” stands for “camera” as our dataset is captured by traffic cameras. Moreover, “CAM” also aims to...
represent the University of Cambridge, where this work has been done. TrafficCAM not only covers various traffic scenes but also contains sufficient challenging samples to provide a solid basis for traffic flow segmentation (see Figure 1). Our contributions are:

We introduce the largest benchmark for traffic segmentation covering a wide range of cities in India. TrafficCAM dataset is specifically designed for traffic-related object segmentation with both pixel and instance annotations. Unlike existing datasets for flow analysis, we provide the first dataset with a large variety of vehicles.

Our TrafficCAM dataset, and different from other datasets, is composed of a vast amount of unlabelled frames. This key feature opens the door to further developments of robust and generalisable models that learn with limited annotated data and a large number of unlabelled data.

We validate the usability of our dataset through a set of extensive experiments over the existing state-of-the-art methods, and for four different settings supervised learning to semi-supervised learning for both semantic and instance segmentation.

Our dataset can be used for traffic flow analysis, machine learning, or transportation management, such as providing drivers with real-time alerts or optimal routes and enhancing transportation logistics, ultimately reducing congestion.

II. RELATED WORK

Traffic data has been an inherent part of research in traffic management for nearly twenty years. In general, datasets in this area can be classified into two main categories – fixed camera traffic data and moving camera traffic data. Whilst the latter is captured e.g., from within moving cars, fixed camera traffic datasets make use of static cameras recording scenes within the same surroundings.

Moving camera datasets are popular in the community, where the goal is to record scenes with a non-static camera which can be attached to a car. Within this category several datasets have been introduced. The probably most famous dataset in this category is Cityscapes [4] which has been introduced in 2016. Further datasets in this area include the Honda Research Institute Driving Dataset (HDD) [19], the Dataset for Object deTection in Aerial images (DOTA) [11], the IDD dataset [6], and BDD100K [20]. We underline that this family of datasets greatly differs from ours and our purpose. Their goal is to capture not only traffic flow but general urban level objects. For example, buildings, vegetation, animals and non-traffic vehicles such as boats. Whilst our purpose is to tackle inherent factors for traffic flow including different types of vehicles and pedestrians. Our TrafficCAM is closer in purpose to existing fixed camera traffic datasets. In the following, we review the existing traffic datasets following this philosophy.

A. Traffic Datasets With Fixed Camera

Fixed camera traffic datasets use stationary cameras to film scenes within the same surroundings. Most of the time, the cameras are installed several meters above street level, e.g., next to traffic lights. These types of datasets can be broadly classified into categories of single- and multi- devices datasets. Single device datasets make use of a single camera, whilst multi device datasets use either multiple cameras along with other sensors like laser scanners or thermal infrared cameras.

For traffic flow analysis, there exist two fixed single camera datasets. To the best of our knowledge, the oldest available dataset is the Highway Traffic Videos [12] dataset. It was published in 2004 and consists of two days of video footage of a CCTV camera in Seattle, USA. Another dataset is the MIT Traffic [9] which has been introduced in 2009 provides a total of 90 minutes of video clips, and it is split into 20 sequences.

More recent datasets make use of multiple devices, either by recording videos of multiple cameras or a camera along with another sensory device. Multi camera traffic datasets include Urban Tracker [12], CityCam [14], MIO-TCD [16], and STREETS [17], and CityFlow [10]. Urban Tracker uses five cameras to film different surroundings from different angles. It has been introduced in 2014 and not only provides videos for traffic flow analysis of motorised vehicles but also
includes pedestrians. CityCam collects 60 thousand frames from 212 web cameras for the counting and detection tasks. It has more classes than Urban Tracker, covering different types of weather. MIO-TCD is captured using thousands of traffic cameras. It has two subsets: 648,959 frames for the classification subset and 137,743 frames for the localization subset. STREETS leverages one hundred publicly available web cameras to count vehicle numbers in the suburbs of Chicago, USA. It provides over 4 million frames without annotations. For the CityFlow dataset, three hours of video of ten intersections were filmed by 40 cameras. It was published in 2019.

In addition to only multiple cameras, the Ko-PER dataset [13], AAU RainSnow Traffic Surveillance dataset [15], and TUMTraf V2X Cooperative Perception dataset [18] incorporate additional sensory data. Ko-PER uses eight monochromal cameras and 14 laser scanners to film a single intersection. The AAU RainSnow dataset however uses seven RGB cameras and seven thermal infrared cameras to film 22 five-minute videos of seven intersections in Denmark. TUMTraf V2X dataset uses onboard and roadside cameras and LiDAR to capture 3D traffic participants in Germany.

B. Existing Datasets & Comparison to Ours

TrafficCAM is a unique dataset within its category. In contrast to existing ones [9], [10], [12], [13], [15], TrafficCAM provides 10 classes whilst the majority of datasets solely focus on a single class. This feature provides an opportunity to get a more detailed uninterrupted flow analysis [21], [22], where more insightful vehicle-vehicle types analysis can be achieved. This is translated to have more complex yet informative models for better traffic policies.

Secondly, compared with STREETS [17], MIO-TCD [16], CityCam [14] and the latest TUMTraf V2X [18], our TrafficCAM provides pixel-level annotation, facilitating the segmentation task. Additionally, TrafficCAM is captured in India rather than North America or Europe. The different locations further lead to new features of our TrafficCAM: 1) dense traffic instances due to the huge population in India, and 2) new classes (e.g., E-rickshaw and Auto) which are rarely observed in North America or Europe.

Lastly, TrafficCAM is the first dataset to highlight a large amount of unlabelled data for segmentation, rather than vehicle number counting, e.g., STREETS [17]. Existing datasets such as MIO-TCD [16] and TUMTraf V2X [18] are limited to feature annotated data, however, labelling is expensive and time-consuming. By introducing a vast amount of unlabelled data we open the door to more robust and generalisable models that lean with limited annotations. Our key dataset highlights are in Table I.

III. TRAFFICCAM: A NEW DATASET FOR SEGMENTATION

The TrafficCAM dataset is collected to capture the traffic flow from complex city networks in India. Although designing such a large-scale dataset requires a lot of efforts in image collection and annotations, our dataset has the potential to promote the traffic solution with respect to smart cities. In what follows, we detail the characteristics of our TrafficCAM dataset according to data specifications, classes and annotations, and statistical analysis.

A. Data Specifications

The TrafficCAM dataset is provided by Kritikal Solutions and they confirm that the dataset is openly available for members of the public. Our dataset is collected from the stationary traffic cameras from eight cities in India from a top and side frontal view. We detail the city locations in...
This is a good indication that the image frames in the TrafficCAM dataset are from diverse regions, including the geographic north, south, inner, west, and east parts, which is a distinctive feature of the proposed benchmark. The videos in our TrafficCAM dataset are captured with various types of cameras, so that our data is not limited to one resolution. The resolution of our collected data ranges from $352 \times 288$ to $1920 \times 1080$. After the collection, we then trim all the videos to short videos, and extracted frames from each short video. Specifically, we extracted the first frame at the beginning of every second (note that a second usually has many frames) and saved them as images in JPG format. These JPG images were then sent to a professional company for annotation (Kritikal Solutions). More information can be found in Table I.

It is worth noting that diverse sources and viewpoints can have better practical relevance with a wide range of urban environments, traffic patterns, and conditions. Incorporating these properties, a dataset can improve models’ robustness to different lighting, weather, and seasonal conditions, and to handle diverse road layouts and traffic behaviors. Additionally, the dataset supports advanced tasks like multi-view fusion, making it a strong benchmark for scalable, transferable traffic monitoring solutions. Therefore, these properties contribute to the overall quality and utility of our dataset, which is important for traffic analysis and model development.

The TrafficCAM dataset comprises 2,102 videos, where we extract a total of 63,053 frames. Specifically, the frames from 78 videos have fully pixel-level annotations, while 2,024 videos only have the first frame annotation (where 218 videos are captured under foggy weather, 123 under the night condition). Therefore, our TrafficCAM dataset has a large number of frames without annotations (58,689 frames) from the above partially annotated videos, which opens the door to the development of techniques relying on limited annotations as semi-supervised learning.

We split our TrafficCAM dataset into training, validation, and test sets. The dataset is split at the video level, which guarantees that the frames from the same video only appear in one split. We chose not to split the data randomly due to the special annotation character of our TrafficCAM dataset. Specifically, we set all the videos with only first-frame annotation and 8 fully annotated videos (30 frames per video) as the training split, while the remaining videos with fully annotations are randomly split into validation and testing. We left out 12 videos for future purposes like optical flow learning. Our split criteria finally leads to 2,264 annotated frames, and 58,689 unannotated frames for training, 210 annotated frames for validation, and 1,530 annotated frames for testing. We also remark that our dataset covers several conditions such as night and day acquisition, and other conditions such as foggy scenarios.

**B. Classes and Annotations Details**

For each annotated frame in TrafficCAM dataset, we provide pixel annotations for ten classes in both semantic and instance levels. Due to the attribute of our data to analyse traffic flow data, **we only provide annotations on the moving traffic vehicles and pedestrians on the main road.** More annotation examples and unannotated data can be found in Figure 8.

The dataset primarily affects the image content and the traffic categories. Our TrafficCAM dataset consists of 10 categories, which can be organised into 2 groups, vehicle, and pedestrian. The vehicle group contains 9 different classes, namely Motor Bike, Bus, LMV, Auto, Bike, LCV, E-rickshaw, Tractor, and Truck. The class overview is shown in Figure 5. We highlight that this is the first traffic flow dataset to provide such large variety of classes.

The criteria for selecting categories for the annotations process are driven by the following reasons. 1) Our dataset mainly focuses on the traffic information instead of scene understanding like Cityscapes [4]. Therefore, vehicles and people play a more important role. 2) We provide a large variety of vehicles captured from a large range of cities in India, where unique and complex vehicles and traffic situations can be captured. This feature introduces a unique opportunity to develop more robust techniques. The most common types of cars on Indian streets have been included under this category.
Our TrafficCAM dataset provides both bounding box-level and pixel-level annotation. Pixel-level segmentation outlines object boundaries in the scene, complementing bounding boxes. This allows for more accurate object behavioral analysis, enabling the detection of subtle patterns and anomalies on the road. Additionally, it enhances the visibility of vehicles in interaction areas and the road’s far end, where bounding boxes overlap. These advantages of pixel-level segmentation can help better identify areas of congestion, potential bottlenecks, lane encroachment, illegal parking, and design better pedestrian safety measures.

The annotations comprise layered polygons from in-house LabelMe [23] to guarantee the highest quality levels. Specifically, we first manually annotate the dataset only for our object of interest, e.g., cars and motorbikes. The annotations are done by the professional company named KritiKal Solutions. Labels are in the form of bounding boxes and segmentation masks, but do not contain any information about the identities of individuals appearing in the images. The company was asked to annotate from back to front to avoid object boundaries being labeled repeatedly. The objects with less than 10 pixels were not annotated because human eyes can hardly recognize these ultra-small objects, making the annotation highly untrustworthy. After the annotations are completed by the professional company, a quality control group checks all the annotations and finds out low-quality ones which will be sent back to the company for annotation refinement. Specifically, the quality control group comprises two Ph.D. students and a senior research fellow in this field. These two students check all the annotations one by one and record all the missed annotations or wrong annotations. They are asked to take down the file names of these low-quality annotations and write instructions on how to improve the quality. Then all the low-quality annotations are reported to the senior research fellow for double check. If there are disagreements on specific annotations, a discussion will be conducted until the consensus is achieved. After that, these low-quality annotations and the instructions for improving their quality are sent back to the company for further refinement. Finally, the refined annotations are returned to the quality control group for a new round of checking. This process is conducted several times until no low-quality annotations can be found by the quality control group, which ensures a high annotation quality.

Frames Without Annotations: Another key highlight in our dataset is that we provide a massive amount of unlabelled samples making our TrafficCAM dataset substantially different from other existing datasets. The main purpose to provide such a large unlabelled set is two-fold. Firstly, annotations are time-consuming and expensive. Secondly, our TrafficCAM dataset provides an opportunity for developing robust and generalisable techniques with limited annotated data and a large number of unlabelled data. We therefore provide a strong semi-supervised benchmark with the ratio of unlabelled frames to labelled frames reaching 30:1. In the experiment section, we provide comparison results not only under the fully supervised learning setting but also under semi-supervised learning schemes. To the best of our knowledge, TrafficCAM is the largest traffic object segmentation benchmark under both supervised and semi-supervised settings.

C. Statistical Analysis

We illustrate the number of images per category in Figure 5. As we can see, our dataset is a typical long-tailed dataset. The Motor Bike and LMV occupy around 90% percentage of all frames, while the frame numbers of Bike and Tractor are no more than 600. Such imbalance natural character makes our TrafficCAM dataset more challenging yet of a great interest for model development.

We report in Figure 6 the frequency of images with a fixed number of annotated objects in the TrafficCAM dataset. TrafficCAM is the largest dataset focused on traffic stationary views. We find that our dataset covers a good variety of...
category complexity. There are more than 600 images with the number of instances being more than 40 yielding to challenging cases. From Figure 3 we may also observe the diversity of classes in our dataset frames.

We further provide the distribution of object sizes in Figure 7. We can see that most annotated objects are of small sizes. For example, about 51.6K objects are smaller than 256 pixels (16 × 16). It is also worth noting that the smallest objects are at 10 pixels. These small-size objects make our TrafficCAM a challenging dataset for segmentation. This phenomenon is mainly caused by the fixed traffic cameras installed several meters above street level. From Figure 7, we can also observe that the object size in our dataset is sufficiently diverse, covering small sizes (≤ 16 × 16 pixels) to large ones (e.g., ≥ 160 × 160 pixels).

Compared with other existing traffic surveillance dataset, our TrafficCAM dataset contains the most video and frame numbers, as shown in Table I. The resolution of our dataset ranges in a big difference, which shows the diversity of the TrafficCAM dataset. Furthermore, our dataset is the only one that provides both pixel and instance level annotations under traffic object segmentation scenario.

D. Temporal Information

TrafficCAM provides frame indexes of each video’s snippet and leaves out 12 videos for optical flow learning (in addition to still images for segmentation). With the optical flow, we can obtain coarse temporal information for further flow analysis, like tracking. However, we emphasise semantic and instance segmentation as carefully designed schemes together with our collaborators from epidemiology and transport experts, where temporality is not as informative for the evaluation of traffic infrastructure interventions. For example, for planning or evaluating a new cycle infrastructure, pedestrianised streets or other developments that support a healthier and more active lifestyle. We underline that TrafficCAM is unique in this sense and will make a high impact not only in the ML community but also in real-world design for epidemiology and transport policies.

E. Data Privacy and Ethical Issues

Our TrafficCAM has obtained ethical approval from the University of Cambridge covering any issues with ethical implications including data protection regulations, privacy, and copyright.

Throughout the collection, annotation, and analysis processes, we seek to tackle the privacy issues as follows. 1) In our dataset, videos are collected in public areas (e.g., the main roads, and streets) of Indian cities. In this collection process, the privacy issue can be partly addressed as we are not targeting a specific group of people, and the individuals appear in the video in a random fashion, which is almost not recognisable due to the resolution of the data. In addition, these videos have gained permission from the data source KritiKal Solutions to be used for our analysis. 2) During the annotation process, we ask KritiKal Solutions to manually annotate the dataset only for our object of interest e.g., cars and motorbikes. Labels are in the form of bounding boxes and segmentation masks, but do not contain any information about the identities of individuals appearing in the images. 3) For the analysis process, the main participants are people appearing in the video data, but our project extracts only statistical/quantity information rather than personal information from the data. Due to the complication of informing the participants and based on the general public interests of our project, we apply for a UK General Data Protection Regulation (GDPR) exemption of consent from the participants which will be introduced in the next paragraph. Throughout the whole process, our dataset does not include any other type of private information except images. To ensure anonymity, the names, addresses, and other information of the people appearing in these images are not provided in our dataset.

Following our institutional protocol, our dataset is qualified for a UK GDPR exemption for the following reasons (according to GDPR Articles 5(1)(b) and (e), 14(1)-(4), 15(1)-(3), 16, 18(1), 19, 20(1) and 21(1)):

- The access to the video data is for scientific and statistical purposes. The objective of this research is to develop novel image analysis and machine learning methods to understand health, traffic, and urban policies in India’s cities. We extract useful statistical information rather than individual information from the data.
- The project studies the general health and urban policies in the cities. As the focus is not on the behaviour of individuals, the project will not cause any substantial damage

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Fig. 8. Illustration of our TrafficCAM dataset. The first row shows labelled frames, where the first two columns are with semantic annotation and the latter two with instance annotation frames. The second row consists of unlabelled image frames.

| Labelled Frames | Semantic Annotation | Instance Annotation |
|-----------------|---------------------|---------------------|
| ![Labelled Frames](image1) | ![Semantic Annotation](image2) | ![Instance Annotation](image3) |
| ![Labelled Frames](image4) | ![Semantic Annotation](image5) | ![Instance Annotation](image6) |

or substantial distress to an individual. No measure or decisions will be made upon particular individuals as a result of the project, since our algorithms are unable to reveal personal information.

- Research results are in the form of methodologies and image analysis toolboxes. No individual information will be published.
- The research in the project is for the public interest. We process the data in order to analyse the general public health and help to improve urban policies.

IV. EXPERIMENTS

We validate our TrafficCAM dataset through a large and comprehensive range of experiments on several state-of-the-art approaches under four different settings: fully-supervised semantic and instance segmentation, and semi-supervised semantic and instance segmentation tasks.

Specifically, we highlight the semi-supervised tasks which aim to improve the model’s performance using limited labelled data and enormous unlabelled set. This task is meaningful because it can significantly reduce the annotation cost — annotating images is labor-intensive and time-consuming, especially when pixel-level annotations are required for segmentation tasks. Our dataset accommodates this scenario as it contains both labelled and massive unlabelled data. Therefore, we further investigate different baseline methods on our dataset for semi-supervised semantic and instance segmentation.

A. Evaluation Metrics

1) Semantic Segmentation Task: We use Intersection over Union scores (IoU) to evaluate semantic segmentation tasks on our benchmark. IoU is defined as \(\frac{TP}{TP + FP + FN}\), where \(TP\) stands for the number of true positive pixels, \(FP\) for false positive, and \(FN\) for false negative. We compute the IoU for each class and report the mean IoU (mIoU) as the final result.

2) Instance Segmentation Task: The evaluation metrics used for instance segmentation is region-level average precision (AP) for each class, the same as [24]. Specifically, the AP is calculated by first computing the IoU of a single instance in a region, then applying different thresholds, e.g., from 0.5 to 0.95 with step 0.05, to the IoU to obtain the scores for predictions, and finally averaging these scores. The class-wise AP is then used for computing mAP, which is the mean of the class-wise AP over all the classes. We also report the mAP\(^{50}\%\) for the threshold = 50%.

B. Fully Supervised Semantic Segmentation

For this task defined on TrafficCAM, we perform pixel-level classification for semantic labels, without considering multiple instances. For example, if multiple pedestrians are in the same image, their pixels will be classified into the same label ‘pedestrian’.

1) Experimental Settings: We adopt MMSegmentation [25] to run the experiments on our TrafficCAM. During training, we adopt random flipping and scale as the data augmentation, with a scale ratio in [0.5, 2]. We then crop the image to the same size for model training. We train the model using SGD optimiser with learning rate initially set as 0.01 with polynomial decay at a power of 0.9; momentum at 0.9 and weight decay at 0.0005. All the baselines are trained with a batch size of 16 for 20K iterations, and tested using the model with the best validation mIoU result.

During inference, we adopt test-time augmentations to flip and resize the testing images to multiple scales, the same as training. These multi-scale predictions are interpolated in a bi-linear way so that they are of the same size as the input images. The predictions of different scales are then averaged as the final prediction.

2) State-of-the-Art Methods: We consider two different categories of the most widely-used baselines: ResNet-based and Transformer-based methods. The most classical methods are usually based on ResNet, including FCN [26], PSPNet [27], DeepLabV3+ [28]. FCN is the first work to exploit deep CNNs for semantic segmentation. It motivates the follow-up methods such as PSPNet and DeepLabV3+. The latter two methods try to improve FCN by constructing multi-scale representations. As the field evolved, attention mechanisms and transformers began to take center stage. Therefore, the latest methods are usually based on transformers. Transformers
have achieved state-of-the-art performance on semantic segmentation task partly because the attention mechanism can effectively capture long-range dependencies for such task. Some representative works are SegFormer [29] and SETR [30], both employing vision transformers (ViT) [31] as backbone.

3) Experimental Results: We conduct experiments with different backbones and crop sizes to better evaluate the SOTA methods on TrafficCAM. We show the results in Table II and find that SegFormer with MiT-B5 backbone and 1024 × 1024 crop size achieves the best performance, i.e., 71.21%. In addition, we have the following observations:

For these ResNet-based methods, DeepLabV3+ with ResNet-101 backbone and 512 × 1024 crop size achieves the best performance, i.e., 66.49%. Another observation is that deeper ResNet always achieves better mIoU regardless of different methods, e.g., FCN with ResNet-101 increases the mIoU of ResNet-50 by 7.85% while DeepLabV3+ benefits from a deeper backbone by about 10%. However, deeper ResNet can lead to slower inference speed, e.g., decreasing from ∼6 FPS to ∼5. Crop sizes of 769 × 769 usually bring a performance gain at the expense of slower inference speeds, compared with 512 × 1024. For instance, it improves the performance of PSPNet from 63.61 to 66.21. The exception is that 769 × 769 results in a subtle decrease for DeepLabV3+.

For the transformer-based methods, we adopt a fixed crop size with 1:1 aspect ratio to facilitate patch embedding. For SegFormer, it proposes MiT backbone which is based on ViT but tailored for semantic segmentation tasks. It is clear that larger backbone models usually contribute to better mIoU, e.g., 64.01% of MiT-B5 over 60.93% of MiT-B4 for the crop size of 512 × 512, and that larger crop size favorably increases performance, e.g., for MiT-B5 backbone, 71.21 obtained by 1024 × 1024 beating 64.01 of 512 × 512. Despite effectiveness, the efficiency of MiT-B5 with 1024 × 1024 crop size is poor which results in 2.0 FPS inference speed. This is about 4 times slower than the most efficient MiT-B0 with 512 × 1024 crop size achieves the best performance, but 71.21% obtained by 1024 × 1024 beating 64.01% of MiT-B4 for the crop size of 512 × 512, and that larger crop size favorably increases performance, e.g., for MiT-B5 backbone, 71.21 obtained by 1024 × 1024 beating 64.01 of 512 × 512. Despite effectiveness, the efficiency of MiT-B5 with 1024 × 1024 crop size is poor which results in 2.0 FPS inference speed. This is about 4 times slower than the most efficient MiT-B0 with 512 × 512 crop size (8.8 FPS). SETR adopts ViT-Large as its encoder and further designs different decoders, namely, the naive decoder (Naive), the progressive upsampling one (PUP), and the multi-level feature aggregation (MLA). We find that the naive version achieves the best performance on TrafficCAM.

Comparing the ResNet-based methods with the transformer-based ones, we observe that the ResNet-101-based FCN, PSPNet, and DeepLabV3+ generally obtain better (or at least comparable) performance than the SETR, but cannot beat the SegFormer with MiT-B5. The SegFormer achieves the best performance of 71.21%, outperforming the best ResNet-based method of DeepLabV3+ by 4.72%. Regrading the inference speed, SegFormer with MiT-B0 as the backbone and 512 × 512 as the crop size obtains the fastest inference speed, i.e., 8.8 FPS. Overall, smaller crop size and lighter backbone bring better inference speed.

Overall, all these methods are unsatisfactory on our TrafficCAM, showing that TrafficCAM is a challenging dataset for semantic segmentation. We owe the challenge to the diverse scenes and highly imbalanced class distributions.

| Methods | Backbone | Crop Size | FPS | mIoU |
|---------|----------|-----------|-----|------|
| FCN [26] | R50 | 512 × 1024 | 6.2 | 55.61 |
| | R101 | 512 × 1024 | 5.4 | 63.46 |
| | R101 | 769 × 1024 | 2.9 | 65.77 |
| PSPNet [27] | R50 | 512 × 1024 | 6.2 | 60.58 |
| | R101 | 512 × 1024 | 5.3 | 63.61 |
| | R101 | 769 × 769 | 2.8 | 66.21 |
| DeepLabV3+ [28] | MiT-B0 | 512 × 512 | 8.8 | 52.81 |
| | MiT-B0 | 1024 × 1024 | 6.0 | 53.50 |
| | MiT-B4 | 512 × 512 | 5.8 | 60.93 |
| | MiT-B4 | 1024 × 1024 | 2.4 | 70.77 |
| | MiT-B5 | 512 × 512 | 6.4 | 64.01 |
| | MiT-B5 | 1024 × 1024 | 2.0 | 72.21 |
| SegFormer [29] | ViT-L_MLA | 512 × 512 | 6.1 | 54.57 |
| | ViT-L_MLA | 768 × 768 | 1.8 | 60.87 |
| | ViT-L_Naive | 512 × 512 | 5.7 | 57.91 |
| | ViT-L_Naive | 768 × 768 | 1.1 | 61.70 |
| | ViT-L_PUP | 512 × 512 | 5.8 | 57.15 |
| | ViT-L_PUP | 768 × 768 | 1.0 | 63.11 |

C. Fully Supervised Instance Segmentation

Instance segmentation aims to detect and segment each object instance. In this task, even if these instances are from the same class, we will need to assign them a separate label.

1) Experimental Settings: The fully supervised instance segmentation baselines are implemented in MMDetection [32]. We adopt similar settings as in Section IV-B. The differences are that 1) we keep the crop size to 1333 × 800 for all the different instance segmentation methods; 2) we train the model using AdamW [33] optimizer with learning rate initially set as 0.0002, weight decay at 0.0005, and polynomial decay at power of 0.9. All the methods are trained for 20K iterations.

2) State-of-the-Art Methods: According to whether region proposals are used, the SOTA methods can be divided into one-stage (without) and two-stage (with region proposals) methods. We evaluate six SOTA methods on our TrafficCAM, covering both one-stage and two-stage methods. They are: Mask R-CNN [34], Cascaded Mask R-CNN [35], InstaBoost [36], SOLOv2 [37], QueryInst [38], and Mask2Former [39].

Mask R-CNN is a well-known instance segmentation method. It essentially exploits Faster R-CNN [40] for instance detection and then uses FCN to segment each detected instance. Cascaded Mask R-CNN further improves it by using a sequence of detectors to balance the positive and negative samples. These two are two-stage methods which use region proposals for instance segmentation. InstaBoost uses the existing instance mask annotations for random jittering to objects so that the training set can be augmented. SOLOv2 introduces dynamic parameters to the mask head of object segmenter so that the mask head is conditioned on the location, where the location information usually contributes to better performance. Notably, SOLOv2 is a one-stage method without region proposal. QueryInst also employs a dynamic design,
but differs in treating instances of interest as learnable queries. Mask2Former constrains cross-attention within predicted mask regions to extract localized features. It takes Swin transformer [41] as its backbone.

3) Experimental Results: From Table IV, we can observe that 1) Mask2Former equipped with Swin-S [41] and InstaBoost with ResNet-101 outperform all the other competitors, both ranking first in terms of mAP. Mask2Former also obtains the best mAP\(^{50\%}\) of 71.8%, which illustrates the powerful representation ability of attention mechanism. 2) All these methods benefit more from larger backbones than the small ones (e.g., ResNet-101 always beats ResNet-50), which is similar to conclusion drawn from semantic segmentation tasks. 3) The one-stage method, SOLOv2, is inferior to these two-stage methods like Mask R-CNN and Cascade Mask R-CNN. This conclusion is also justified in many other datasets. 4) The mAP of each SOTA method are relatively low, e.g., less than 50%, which manifests the challenge of our TrafficCAM.

To better understand the challenges and difficulties of our datasets, we show in Figure 9 the failure cases of DeepLabV3+ and SegFormer, being the best-performing ResNet and Transformer methods. DeepLabV3+ cannot correctly classify the Truck that is very close to the traffic camera (see the red arrow in the top row). In addition, it fails to capture the LMV, Auto, and Pedestrian in the far distance (the red arrows in the bottom row) due to the ultra small scale. The missing objects or inconsistent segmentation caused by scale changes can also be observed in SegFormer. Both DeepLabV3+ and SegFormer assign wrong class labels to Auto (see the red circle regions), probably due to the occlusion of two different objects or the small scale of the objects. These failure cases highlight the challenges of our dataset.

4) Transfer Learning Results: Considering the unsatisfactory on our TrafficCAM, we further consider fine-tuning models, pre-trained on existing segmentation datasets, to investigate the impact of transfer learning strategy on our TrafficCAM. Specifically, we fine-tune the best-performing ResNet and Transformer-based methods, namely DeepLabV3+ and SegFormer, on our dataset. MMSegmentation provides the Cityscapes pre-trained models of these two methods where Cityscapes is a popular dataset. Thus, we fine-tune the Cityscapes pre-trained model on our TrafficCAM and present their results in Table III. The results show that the pre-trained models based on existing segmentation datasets can improve the performance: the Cityscapes pre-trained models can increase the mIoU of DeepLabV3+ by 14.57 (81.06 versus 66.49), and SegFormer by 6.72 (from 71.21 to 77.93). However, there is still room for further improvement.
TABLE V
RESULTS (mIoU) FOR SEMI-SUPERVISED SEMANTIC SEGMENTATION TASKS. THE BEST RESULTS OF EACH LABEL COUNT ARE IN BOLD

| Methods   | Backbone     | 1/27  | 1/54  | 1/108 | 1/216 |
|-----------|--------------|-------|-------|-------|-------|
| CutMix [42] |              | 54.94 | 54.05 | 52.58 | 49.73 |
| ClassMix [43] |          | 56.10 | 54.79 | 52.92 | 49.81 |
| Three Stage [44] | Stage1 | R101-DeepLabV2 | 50.56 | 50.72 | 46.72 | 47.71 |
|            | Stage2 |          | 55.04 | 53.37 | 51.18 | 51.09 |
|            | Stage3 |          | 56.72 | 54.31 | 53.71 | 53.17 |
| ST++ [45] | R50-DeepLabV3+ | 55.34 | 50.17 | 46.83 | 48.92 |

D. Semi-Supervised Semantic Segmentation

1) Experimental Settings: For the semi-supervised task, we consider different ratios of labelled samples to all the training set: 1/27, 1/54, 1/108, 1/216 where we use 2,264 (all of our annotated frames in the training set), 1,137, 572 and 288 frames as labelled samples respectively. We then ignore the labels of the remaining labelled samples and use them as unlabelled data. The label-ignores samples together with 58,689 unlabelled ones comprise the unlabelled training set. Throughout the experiments, the total number of labelled and unlabelled training samples is fixed to 60,953. The experimental settings of SOTA methods are largely method-dependent. We thus use their released code and follow their settings used for Pascal VOC [46] dataset.

2) State-of-the-Art Methods: We implement the following semi-supervised semantic segmentation methods: CutMix [42], ClassMix [43], Three-stage Self-training [44], and ST++ [45]. The former two are the famous semi-supervised semantic segmentation methods proposing augmentation strategies, while the latter two are the latest ones based on pseudo-labels. CutMix augments an unlabelled image by pasting a randomly copied patch of another sample into it. It is initially proposed for the semi-supervised classification task, but was further extended to segmentation. ClassMix further improves CutMix for segmentation tasks by using the predicted semantic masks for mixing. Three-stage Self-training leverages a self-training strategy which utilises pseudo-labels for unlabelled data to train a better model. A three-stage training scheme is then proposed to refine the pseudo-labels. Also following this paradigm, ST++ further exploits the prediction discrepancy of multiple checkpoints to measure the quality of pseudo-labels, with high-quality pseudo-labels used for model training.

3) Experimental Results: Table V shows the comparison of these methods on our TrafficCAM dataset. We observe that ClassMix is the champion for 1/54 label count while Three Stage wins the other label count settings. The trend for the varied label count is that the mIoU of all these four baselines decreases when the label count reduces. This is reasonable and consistent with what most of the semi-supervised works [44], [45] find, which infers that the boost in performance brought by the increase in unlabelled frames cannot counteract the effect of reducing the labelled frames. We also notice that Three Stage and CutMix is less sensitive to varied label count than ST++. For example, when the label count changes from 1/27 to 1/54, the mIoU of CutMix only decreases by 0.89% while ST++ drops by 5.17%.

We further analyze the results for each specific method. Regarding the augmentation-based methods, CutMix is beaten by ClassMix for all the label count settings. This is not surprising as CutMix is not proposed for segmentation tasks while ClassMix improves it for segmentation. ClassMix is also highly competitive with best-performing Three Stage method when there are sufficient labels, like 1/27, 1/54, and 1/108. But it is less effective to handle the label-scarce setting of 1/216. The first stage training in Three stage [44] method is also the supervised only (SupOnly) baseline. Its performance can be improved remarkably (up to 6% gain) by using the unlabelled data for the second and third stage training, in all the label count ratios. The improvement highlights the importance of the vast amount of unlabelled samples in our TrafficCAM. This is also one of the major contributions of our TrafficCAM.

Though ST++ [45] performs close to the other baselines at the label count of 1/27, its mIoU decreases considerably when the number of labels drops. The significant gap between ST++ and the others may be because the backbone used for ST++ is ResNet-50, whereas all the other baselines employ a deeper backbone, ResNet-101. Here, ResNet-50 is used for ST++ to save the training cost—if ResNet-101 is used, ST++ takes significantly longer training time (e.g, 12× GPU hours) than all the other baselines.

It is also noticeable that the semi-supervised results are significantly worse than the baselines in Table II implemented with MMSegmentation. The reason can be three-fold. First, these semi-supervised methods do not use test-time augmentation such as flip and multi-scale during inference while MMSegmentation does. Second, the crop size for these methods can be smaller than that in MMSegmentation, e.g, Three Stage [44] uses a crop size of 321, smaller than 769 in MMSegmentation. Last, the semi-supervised methods use CNN backbone, which can be less effective than the transformers used by SETR or SegFormer.

E. Semi-Supervised Instance Segmentation

For this task, we use the same label count setting as in Section IV-D. Since there are limited works focusing on this task, we only choose the most recent one for evaluation, i.e, the pseudo-label-based method [47]. This work aims to tackle the noisy boundaries in pseudo-labels by introducing noise-tolerant mask and boundary-preserving map. For the experimental setting, we adopt the ResNet-50 based Mask
TABLE VI
RESULTS (mAP) FOR SEMI-SUPERVISED INSTANCE SEGMENTATION TASKS. THE BEST RESULTS OF EACH LABEL COUNT ARE IN BOLD

| Setting | 1/27 | 1/54 | 1/108 | 1/216 |
|---------|------|------|-------|-------|
| SupOnly | 44.3 | 65.0 | 41.4  | 62.0  |
| Semi-sup. [47] | **47.4** | **69.1** | **43.9** | **66.4** |

TABLE VII
RESULTS FOR FULLY SUPERVISED SEMANTIC SEGMENTATION TASK WITH DEEPLABV3+ BASED ON RESNET-101 AS BACKBONE AT CROP SIZE 512 × 1024, TRAINED ON 1967 FRAMES

| Conditions | Test Frames | mIoU |
|------------|-------------|------|
| Normal     | 1524        | 65.13|
| Fog        | 218         | 61.70|
| Night      | 123         | 39.67|

R-CNN as the baseline to perform the training in [47]. We use the official code released by [47], which is also based on MMDetection [32].

Experimental Results: Table VI shows the comparison of [47] with supervised-only baselines. The semi-supervised method [47] consistently surpasses the supervised only (SupOnly) baselines by a clear margin, e.g., >2% mAP and 3% mAP50% over SupOnly. The better performance attributes to the large amount of unlabelled data in our TrafficCAM dataset. Furthermore, the mAP drops with the decreasing number of labels. The deterioration requires the design of advanced semi-supervised methods to tackle the extreme label-scarce setting on our TrafficCAM.

Since [47] adopts the same MMDetection [32] for the experiments as in fully supervised cases (see Table III of the main paper), it is interesting to compare [47] with the fully-supervised results under the same framework (and similar settings). For a fair comparison, we only consider the label count of 1/27 (2,264 fully labelled training images), where the number of labelled data is the same as the fully-supervised case. We can see that the semi-supervised method [47] outperforms the Mask R-CNN baseline by 0.7 mAP (47.4 of [47] vs. 43.7 in Table IV). Notably, it achieves comparable performance to the transformer-based Mask2Former (47.4 vs. 47.8 mAP). We then observe that effective exploitation of massive unlabelled data can significantly contribute to performance gain, given that a large scale unlabelled set are available in our TrafficCAM.

F. Experiments on Different Acquisition Conditions

Our TrafficCAM covers several conditions, such as night and day acquisition, and foggy scenarios. In this section, we further experiment to study these conditions.

We use all the 218 foggy and 123 night videos as two different test sets and the remaining normal conditions as the training set. Following the fully supervised semantic segmentation settings, we adopt the DeepLabV3+ with ResNet-101 and 512 × 1024 crop size to perform such study. The DeepLabV3+ obtains 65.13 when tested on normal (day) conditions. But its performance drops to 61.7 and 39.67 when tested on foggy and night conditions, respectively. The drop suggests the challenges of these conditions.

V. CONCLUSION

We introduce TrafficCAM, the largest traffic flow benchmark for traffic segmentation covering a wide range of cities in India. The key features of our dataset are two-fold. Firstly, the large variety in classes. Secondly, TrafficCAM is the first dataset to provide a vast amount of unlabelled data. We seek to push forward robust and generalisable models that can learn under limited annotations. We validate our TrafficCAM dataset on SOTA techniques over four challenging settings: fully-supervised semantic and instance segmentation, and semi-supervised semantic and instance segmentation tasks. The experimental results show that even the best performing methods can only achieve unsatisfactory performance on our TrafficCAM dataset, with the best mIoU of 66.49% for semantic segmentation and mAP of 47.8% for instance segmentation. It hence demonstrates the complexity of TrafficCAM, opening the door to develop more advanced segmentation methods.
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