Real-time Smartphone-based Sleep Staging using 1-Channel EEG
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Abstract—Automatic and real-time sleep scoring is necessary to develop user interfaces that trigger stimuli in specific sleep stages. However, most automatic sleep scoring systems have been focused on offline data analysis. We present the first, real-time sleep staging system that uses deep learning without the need for servers in a smartphone application for a wearable EEG. We employ real-time adaptation of a single channel Electroencephalography (EEG) to infer from a Time-Distributed Convolutional Neural Network (CNN). Polysomnography (PSG) —the gold standard for sleep staging—requires a human scorer and is both complex and resource-intensive. Our work demonstrates an end-to-end, smartphone-based pipeline that can infer sleep stages in just single 30-second epochs, with an overall accuracy of 83.5% on 20-fold cross validation for 5-stage classification of sleep stages using the open Sleep-EDF dataset. For comparison, inter-rater reliability among sleep-scoring experts is about 80% (Cohen’s $\kappa = 0.68$ to 0.76). We further propose an on-device metric independent of the deep learning model which increases the average accuracy of classifying deep-sleep (N3) to more than 97.2% on 4 test nights using power spectral analysis.

I. INTRODUCTION

Identification of sleep stages is important not only in diagnosing and treating sleep disorders but also for understanding the neuroscience of healthy sleep. PSG is used in hospitals to study sleep and diagnose sleep disorders and involves the recording of multiple electrophysiological signals from the body, such as brain activity using EEG, heart rhythm through Electrocardiography (ECG), muscle tone through Electromyography (EMG) and eye-movement through Electrooculography (EOG). PSG involves a tedious procedure which requires skilled sleep technologists in a laboratory setting. It requires a minimum of 22 wires attached to the body in order to monitor sleep activity. The complexity of this setup requires sleeping in a hospital or laboratory with an expert monitoring and scoring signals in real-time. This results in an unnatural sleep setup for the subject that affects the diagnosis and causes sub-optimal utilization of time and energy resources for recording and scoring. Therefore, there has been a significant development in research on automating sleep staging with wireless signals [31] and more compact, wearable devices [7], [20], [22]. Nevertheless, as far as we are aware of, none of these systems implements a 5-stage classification of sleep in just 30-second real-time epochs on a smartphone using single-channel EEG.

The goal of our research was to simplify and automate PSG on a smartphone for automatic and real-time interventions which can potentially be used in future Human-Computer-Interaction (HCI) applications. Automated classification is achieved through adaptation of a Time-Distributed Deep Convolutional Neural Network model to classify the 5 sleep stages. As per the new AASM rules [4], these stages are—Wake, Rapid-Eye-Movement (REM) and Non-Rapid-Eye-Movement (N-REM) stages N1, N2, and N3. We make use of a single channel EEG recorded through a modified research version of the Muse headband [10]. We have developed a TensorFlow Lite Android app that uses only a single channel recording of EEG. The app has a friendly user interface to visualize sleep stages and EEG data with real-time statistics. It connects via Bluetooth Low Energy (BLE) to the flexible EEG headband making it portable and comfortable to use at home.

II. RELATED WORK

Automatic identification of sleep stages through EEG feature extractions have been explored in the past [23]. More recent work has focused on simplifying sleep staging systems into portable forms that use motion sensing, heart-rate, pulse-oximetry and respiration levels [7], [22]. Zhang et al. [30], uses pulse, blood oxygen and motion sensors to predict sleep stages. The authors mention that they do not detect sleep stages N1 and N2 separately and that these results cannot provide equally high accuracy as compared to the EEG and EOG signals of PSG. The same limitations apply to the work by Zhao et al [31]. Previous researchers have looked into detecting sleep stages using different types of EEG form factors, such as stick- ers or in-ear EEG [26] [14] [15]. Our work differs from these works by being the first that computes 5-stage classification using one lead, on a 30-second epoch and processes the data in real-time on a smartphone without the need for server-client architecture as used in Dreem headband [18]. Our TensorFlow-Lite mobile application can also be adapted to other types of EEG devices for real-time applications.

1) Neural Networks: Temporal networks such as end-to-end Hierarchical Recurrent Neural Networks (RNN) and Bi-directional Long-Short Term Memory (LSTM) have been developed for classifying sleep stages from raw EEG in the works of SeqSleepNet [19] and DeepSleepNet [27] respectively. Though state of the art accuracy is achieved, they use multiple epochs of EEG (2.5 minutes and 12.5 minutes respectively) which impedes the time-resolution of labeling EEG. We use Time-distributed CNN to label 30 seconds of non-overlapping EEG. Our model is based on Time-Distributed
CNN [12] and is inspired by the DeepSleepNet from Supratak et al. [27]. DeepSleepNet makes use of representation learning with a CNN followed by sequence residual learning using Bidirectional-Long Short Term Memory cells (Bi-LSTM). The major drawback of this network is that it requires 25 epochs of raw EEG data to be fed in together to obtain 25 labels. This is mainly because of the Bi-LSTM which relies on large temporal sequences to achieve better accuracy.

SeqSleepNet [19] uses multiple epochs and outputs the sleep labels all at once using end-to-end Hierarchical RNN. It uses all 3 channels—namely, EEG, EMG and EOG in order to give the best overall accuracy of 87.1% on the MASS dataset [17]. CNN models by Sors et al. [25] and Tsinalis et al. [29], as well as SeqSleepNet and DeepSleepNet all use longer temporal sequences for inference—4, 5, 10 and 25 raw EEG epochs of 30 seconds respectively. We overcome this limitation by using Time-Distributed CNN to predict single 30-second real-time epochs using 1-channel EEG from Muse headband.

Further developing upon previous work [5], [16], [28] on spectral characteristics of EEG, we propose an improved on-device metric that enhances the identification of deep sleep (N3) using relative power spectral analysis from the EEG headband and a way of verifying the metrics that identify it.

**III. IMPLEMENTATION**

A. Dataset description and pre-processing

We used the expanded Sleep-EDF database from Physionet-bank [9]. Single-channel EEG (Fpz-Cz at 100Hz) of 20 subjects is divided into a training-set of 33 nights and validation-set of 4 nights. Together, they contain non-overlapping nights of 19 subjects for 20-fold cross validation. The non-overlapping test-set contains 2 nights (1 subject). We remove the extra wake stages before and after half an hour of sleep as described in the DeepSleepNet [27]. We excluded MOVE-MENT and UNKNOWN stages, and combined N4 and N3 to follow 5-stage classification as per the new AASM rules [4].

B. Model architecture and training on SleepEDF dataset

Our model architecture is described in Figure 1. The Base-CNN has 3 repeated sets of two 1-D convolutional (Conv1D) layers, 1-D max-pooling and spatial dropout layers. This is followed by two Conv1D, 1-D global max-pooling, dropout and dense layers. We finally have a dropout layer as the output of Base-CNN. 30-second epochs of normalized EEG at 100Hz is fed into the Time-Distributed Base-CNN model [12] as described in Figure 1. All Conv1D layers use Rectified-Linear-Units (ReLU) activation. The training uses an Adam optimizer of 0.001 with an initial learning rate of $e^{-3}$ which is reduced each time the validation accuracy plateaus using ReduceLROnPlateau Keras Callbacks.

C. Real-time EEG adaptation for testing on Muse

1) Pre-processing of EEG from Muse: Real-time brain activity from the flexible EEG headband is streamed via BLE to the phone. The raw EEG from Tp10 electrode is chosen for classification because the frontal electrodes (Af7 and Af8) are highly susceptible to noise from the EOG artefacts due to eye-movement. 30 seconds of raw EEG from Tp10 electrode is first notch-filtered with a central frequency of 60 Hz with a bandwidth of 10 Hz to remove power-line electrical disturbances and then with a band-pass filter of 1 Hz to 45 Hz because the starting frequency of delta sub-band is 1Hz and upper limit of gamma sub-band as described for the Muse EEG is 44Hz. We further down-sampled the filtered EEG to 100 Hz followed by another pass through the same band-pass filter to avoid noise from seeing in. The type of all filters used is IIR Butter-worth. 100 Hz of filtered EEG is then mean-shifted and divided by a constant scaling factor of 8. We then clip the normalized, filtered EEG spikes that exceeds the amplitude range [-4,4] in order to avoid K-complex like spikes caused by minor external motion artefacts.

Since the EEG device used for training is different from the testing one, we normalized the data by the wake-stage standard deviation of EEG (SD). We estimated the mutual information for a discrete sleep stage variable with a set of statistical EEG features—Median, SD, Range, Variance, Mean, Skew and MMD [1] that is calculated every 30 seconds as input and the corresponding sleep-stage labels as output. Using the Mutual-Classif-Info function of Scikit-Learn Machine Learning library, we calculated this statistical feature importance of EEG for 3 randomly selected nights. SD clearly plays major role with average relative importance of 53.33 percent over other features for the classification of sleep stages. Hence, normalization using wake stage SD for 30-second epoch adaptation helps in making EEG both instrument-independent and subject-independent as long as signal is noise-reduced.

D. Spectral Conditioning of EEG

1) Power spectral bands from the Muse EEG: Power spectral analysis of EEG gives the 5 major sub-bands of brain-waves, namely, alpha, beta, gamma, delta and theta. The corresponding frequency bins are specified by Muse [13]. If absolute band powers of given frequency sub-bands are calculated as the sum of power spectral density (PSD) of EEG over that frequency range, then relative band powers are calculated by dividing absolute band power of that particular sub-band over sum of absolute powers in all sub-bands. Frequency resolution of the bins for calculating PSD is 0.86 Hz per bin with 128 bins giving 110 Hz as the maximum frequency that Muse (sampling rate: 220Hz) can detect.

2) Power spectral measures for identifying Deep Sleep: Deep Sleep is characterized by its dominant high-amplitude low frequency delta waves. Out of the 5 sub-bands of EEG, delta power is the highest in amplitude while gamma amplitude is the least during deep sleep. The ratio of band powers (Deep Ratio = $\delta/\gamma$), the sum of delta power divided by sum of gamma power over 30 seconds and multiplied by a scaling
factor (0.1), is used as the measure for the depth of sleep. Different ratios such as $\delta/\alpha$, $\delta/\beta$, $\delta/\theta$ and $(\alpha + \beta)/(\delta + \theta)$ have been explored in previous works [28] [6]. Our measure $\delta/\gamma$ represents a sharper contrast between deep sleep and other stages of sleep as compared to the previously mentioned measures. The significant drop in the amplitude of this ratio also clearly marks the end transition of deep sleep.

3) Verification module for the power spectral measures:
In order to visualize and verify the power spectral bands and their ratios, we developed a module that calculates the power bands of EEG form SleepEDF according to the Muse specifications [10]. Welch’s method from the open-source MNE Python package is used to calculate the PSD of 100 Hz EEG with the specified 0.86 Hz/bin frequency resolution and the corresponding frequency ranges of EEG sub-bands. We then calculated the ratio $\delta/\gamma$ over non-overlapping 30 seconds of EEG. We repeated this method to visualize 4 randomly picked nights from the Sleep EDF dataset. Further, we prepared a classification report of deep sleep given a particular threshold for $\delta/\gamma$ to test the efficacy of our measure. In the direction of designing a calibration method for calculating the corresponding subject-dependent deep-sleep threshold while the subject is awake, we also consider the relationship between the $\delta/\gamma$ thresholds that give the best accuracy for classification of deep sleep and the corresponding mean of $\delta/\gamma$ values during wake-stage for 4 test nights of sleep.

### IV. RESULTS

A. Evaluation on the SleepEDF Dataset

Our model has an overall accuracy of 83.5% for 20-fold cross validation of 5-stage classification. The accuracy for nights from the test data ranges from 72%(worst-case). This model achieves reliable accuracy given that the overall IRR (Inter-Rater-Reliability) [8] among human experts scoring sleep recordings reported was about 80% (Cohens $\kappa$ = 0.68 to 0.76). Table I describes the precision, recall, F1-score and support of all the 5 sleep stages on predictions from 5 test nights. The corresponding accuracy of 81.72% and F1-score of 76.23% was obtained. The confusion matrix for the same is shown in the left part of Figure 2. N1 stage shows the poorest agreement because of the absence of occipital electrode [11]. Figure 3 shows hypnograms of a full-night predicted by the model and the ground truth as labeled in the dataset.

B. Deep Learning Model Predictions on Muse EEG

Figure 4 shows the predicted hypnogram of a test subject on our smartphone app using just a Tp10 Muse channel. It consists of 2 cycles of sleep with 1st and 2nd deep sleep onsets around 25 minutes and 2 hours from the start respectively.

C. External Power Spectral Conditioning for Deep Sleep

The ratio: $\delta/\gamma$ over non-overlapping 30 seconds of EEG is also plotted against its hypnogram in Figure 4. This ratio peaks with high amplitude during deep sleep. The end-transition is also characterized distinctively by the sudden large amplitude drop. This provides an alternative way of detecting deep sleep by power spectral analysis. Deep sleep classification accuracy varies with the threshold value of $\delta/\gamma$. The mean of $\delta/\gamma$ during

| Label | Sleep Stage | Precision | Recall | F1-score | Support |
|-------|-------------|-----------|--------|----------|---------|
| 0     | Wake        | 0.83      | 0.96   | 0.89     | 730     |
| 1     | N1          | 0.47      | 0.42   | 0.44     | 337     |
| 2     | N2          | 0.87      | 0.83   | 0.85     | 2248    |
| 3     | N3          | 0.92      | 0.81   | 0.86     | 931     |
| 4     | REM         | 0.71      | 0.83   | 0.77     | 903     |

Micro average: 0.82 0.82 0.82 5149
Macro average: 0.76 0.77 0.76 5149
Weighted average: 0.82 0.82 0.82 5149
wake stage [0.023, 0.113, 0.174, 0.400] is in non-decreasing relationship with the final thresholds [0.7, 0.7, 3.2, 4.2] that gives maximum accuracy [96.5%, 97.9%, 97.2% and 97.3%] on 4 test nights of sleep respectively from the dataset.

V. CONCLUSIONS AND FUTURE WORK

This work demonstrates an end-to-end mobile pipeline for the first real-time sleep-staging of a wearable EEG with the fastest real-time resolution of 30 seconds. The non-decreasing relationship of δ/γ during wake stage and deep sleep can be further used to design subject-dependent calibration methods so as to set the thresholds for automatic identification of deep sleep. Moreover, our automatic sleep staging algorithm does not require external servers and can be used outside of hospitals and research laboratories. The app is versatile as it can be adapted to take in single channel recordings from any wearable EEGs. We aim to use this work for real-time interventions using Brain Computer Interfaces (BCI) for applications in HCI. Specifically, we hope to integrate wearable olfactory systems [2] that can automatically intervene in real-time during specific sleep stages to enhance the quality of sleep along with real-time audio-neural feedback [24] and sleep-based enhancement of learning and memory [3, 21].
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