Word embeddings have become a staple of several natural language processing tasks, yet much remains to be understood about their properties. In this work, we analyze word embeddings in terms of their principal components and arrive at a number of novel conclusions. In particular, we characterize the utility of variance explained by the principal components (widely used as a fundamental tool to assess the quality of the resulting representations) as a proxy for downstream performance. Further, through dimensional linguistic probing of the embedding space, we show that the syntactic information captured by a principal component does not depend on the amount of variance it explains. Consequently, we investigate the limitations of variance based embedding post-processing techniques and demonstrate that such post-processing is counterproductive in a number of scenarios such as sentence classification and machine translation tasks. Finally, we offer a few guidelines on variance based embedding post-processing.

We have released the source code along with the paper.

1 Introduction

Word embeddings have revolutionized natural language processing by representing words as dense real-valued vectors in a low dimensional space. Pre-trained word embeddings such as Glove (Pennington et al., 2014), word2vec (Mikolov et al., 2013) and fasttext (Bojanowski et al., 2017), trained on large corpora are readily available for use in a variety of tasks. Subsequently, there has been emphasis on post-processing the embeddings to improve their performance on downstream tasks (Mu and Viswanath, 2018) or to induce linguistic properties (Mrkšić et al.; Faruqui et al., 2015).

In particular, the Principal Component Analysis (PCA) based post-processing algorithm proposed by (Mu and Viswanath, 2018) has led to significant gains in word and sentence similarity tasks, and has also proved useful in dimensionality reduction (Raunak, 2017). Similarly, understanding the geometry of word embeddings is another area of active research (Mimno and Thompson, 2017). Researchers have tried to ascertain the importance of dimensionality for word embeddings, with results from (Yin and Shen, 2018) answering the question of optimal dimensionality selection. In contrast to previous work, we explore the dimensional properties of existing pre-trained word embeddings through their principal components. Specifically, our contributions are as follows:

1. We analyze the word embeddings in terms of their principal components and demonstrate that their performance on both word similarity and sentence classification tasks saturates well before the full dimensionality.
2. We demonstrate that the amount of variance captured by the principal components is a poor representative for the downstream performance of the embeddings constructed using the very same principal components.
3. We investigate the reasons behind the aforementioned result through syntactic information based dimensional linguistic probing tasks (Conneau et al., 2018) and demonstrate that the syntactic information captured by a principal component is independent of the amount of variance it explains.
4. We point out the limitations of applying variance based post-processing (Mu and Viswanath, 2018) and demonstrate that it leads to a decrease in performance in sentence classification and machine translation.
In Section 1, we provide an introduction to the problem statement. In Section 2 we discuss dimensional properties of word embeddings. In Section 3 we conduct a variance based analysis by measuring performance of word embeddings on downstream tasks. In Section 4 we move on to dimensional linguistic probing tasks followed by Section 5 where we discuss the post-processing algorithm, and finally conclude in Section 6.

2 Dimensional Properties of the Word Embedding Space

Principal components provide a natural basis for studying the properties of an embedding space. In this work, we refer to the properties pertaining to the principal components of the embedding space as dimensional properties. We study such dimensional properties in a number of different contexts such as word similarity, sentence classification and machine translation tasks.

For experiments in this section, we use Glove embeddings (trained on Wikipedia 2014 + Gigaword 5). Subsequently, we also use fasttext (trained on Wikipedia, UBMC webbase corpus and statmt.org news dataset) and Word2vec (trained on the GoogleNews dataset) embeddings. Details of the corresponding datasets and evaluation tasks have been omitted due to space limit. Please refer to Conneau and Kiela (2018) for the details on sentence classification tasks and the classification algorithm and Faruqui and Dyer (2014) for word similarity benchmarks. Further, each of our experiments (except Machine Translation in Section 5.2) are deterministic in nature.

2.1 Word Similarity Tasks

Figure 1 shows the performance of word embeddings on 13 word similarity benchmarks (Faruqui and Dyer, 2014). The dimensions vary along the X-axis and each new evaluation cumulatively adds 10 more principal components to the embeddings (thus, there are 30 measurements for each dataset, ranging from word embeddings constructed using the first 10 principal components to full 300 principal components). The performance is measured using Spearman’s rank correlation coefficient (Rho) between the human assigned and cosine similarity based rankings of the word vectors.

2.2 Sentence Classification Tasks

Figure 2 shows the performance (Test accuracy) on 9 standard downstream sentence classification tasks (Conneau and Kiela, 2018) using the same procedure for constructing word embeddings as done in 2.1. Further, sentence vectors were constructed using an average of the contained word embeddings, which has been demonstrated to be a very strong baseline for downstream tasks (Arora et al., 2017). From Figures 1, 2 it is evident that the performance saturates consistently at around 200 dimensions, after which adding new principal components does not lead to much gain in performance. This implies redundancy (not noise) among the dimensions. Further, this also suggests a simple strategy to reduce embedding size wherein one third of the components could be reliably removed without affecting the performance on word similarity or sentence classification tasks, leading to approximately 33% memory reduction.

---

https://stanford.io/2Gdv8uo
https://bit.ly/2FMTB4N
https://bit.ly/2esteWf
Table 1: Test accuracy of embeddings composed of Top-100 (T), Middle-100 (M) and Bottom-100 (B) principal components on sentence classification datasets. The values inside [ ] on the right side of each embedding type describes the variance explained by the included principal components. The highlighted cells correspond to one of the three cases - M outperforms T (orange), B outperforms T (red) and B outperforms M (yellow).

| Embedding Type | MR  | CR  | SUBJ | MPQA | SST2 | SST5 | TREC | SICK-E | MRPC |
|----------------|-----|-----|------|------|------|------|------|--------|------|
| Glove-T        | 0.529 | 70.74 | 73.67 | 90.1 | 81.58 | 72.49 | 37.24 | 61.8 | 75.71 | 71.94 |
| Glove-M        | 0.371 | 72.98 | 75.04 | 87.76 | 84.07 | 75.34 | 40.5 | 57.6 | 76.5 | 71.42 |
| Glove-B        | 0.100 | 67.62 | 73.01 | 83.68 | **81.61** | 69.52 | 36.11 | 66.0 | 70.53 | 71.36 |
| Word2vec-T     | 0.628 | 74.34 | 76.29 | 89.88 | 85.07 | 77.16 | 40.36 | 70.0 | 75.46 | 71.48 |
| Word2vec-M     | 0.221 | 72.91 | 73.43 | 82.39 | 82.76 | 72.65 | 38.69 | 66.0 | 70.53 | 71.36 |
| Word2vec-B     | 0.150 | 71.42 | **74.25** | **82.47** | 81.05 | 73.48 | 38.46 | **72.2** | 74.3 | 71.01 |
| FastText-T     | 0.745 | 69.42 | 67.76 | 87.69 | 84.64 | 74.35 | 36.83 | 74.8 | 66.04 | 70.61 |
| FastText-M     | 0.162 | 68.88 | 65.3 | 81.74 | 81.45 | 72.1 | 35.57 | 65.2 | 65.01 | 68.29 |
| FastText-B     | 0.093 | 66.45 | 64.21 | 79.89 | 79.83 | 69.96 | 31.22 | **69.4** | 63.77 | 67.94 |

3 Variance Based Analysis

In this section, we characterize the redundancy observed in Section 2, in terms of variance of the principal components. Specifically, we measure downstream performance (on the sentence classification tasks of Section 2.2) of word embeddings against the amount of variance captured by the principal components. For each of the embedding types, we first construct word embeddings using only top 100 principal components (T), the middle 100 principal components (M) and the bottom 100 principal components (B). The three sets of embeddings differ significantly, across the embedding types, in terms of the variance explained by the principal components used in their construction. The results are presented in Table 1. The highlighted cells in Table 1 show that, in a number of cases, embeddings built using the middle (M) and the bottom 100 principal components (B) outperform the embeddings constructed using the top 100 principal components (T). Although, variance explained by the principal components is widely used as a fundamental tool to assess the quality of the corresponding representations (Jolliffe and Cadima, 2016), these results demonstrate that for word embeddings, the variance explained by the principal components is a poor representative of downstream performance.

4 Dimensional Linguistic Probing Tasks

A hypothesis to explain the better performance of M and B embeddings (Table 1) in the earlier section is that the syntactic information required for downstream sentence classification tasks is distributed independently with respect to the principal components. To explore this hypothesis, we propose to leverage two classification based linguistic probing tasks, namely TreeDepth and TopConst (Conneau et al., 2018), which are designed to test whether sentence embeddings are sensitive to syntactic properties of the encoded sentences. The TreeDepth task tests whether the model can predict the depth of the hierarchical syntactic structure of the sentence, whereas in TopConst, a sentence must be classified in terms of the sequence of its constituents occurring immediately below the sentence node of its hierarchical structure. To evaluate the syntactic information...
contained in each of the principal components, we first construct one-dimensional word embeddings by projecting word vectors onto a single principal component and then use sentence vectors constructed by using these embeddings for solving the TreeDepth and TopConst tasks. Figure 3 depicts the scores (Test accuracy) on TopConst and TreeDepth tasks respectively. Evidently, no single principal component (dimension) achieves a significantly higher score in any of the two tasks and the performance across the dimensions does not have any particular trend (increasing or decreasing). This validates the hypothesis that the principal components do not vary disproportionately in terms of the syntactic information contained.

Figure 3: Analysis of individual principal components on the two syntactic information based linguistic probing tasks: TopConst(top) and TreeDepth(bottom). The Y-axis represents the Test accuracy on the two tasks.

5 The Post Processing Algorithm (PPA)

In this section, we first describe and then evaluate the post-processing algorithm (PPA) proposed in (Mu and Viswanath, 2018), which achieves high scores on Word and Semantic textual similarity tasks. The algorithm removes the projections of top principal components from each of the word vectors, making the individual word vectors more discriminative (Refer to Algorithm 1 for details).

Algorithm 1: Post Processing Algorithm PPA(X, D)

Data: Embedding Matrix X, Threshold Parameter D
Result: Post-Processed Word Embedding Matrix X
1 X = X - \bar{X}; // Subtract Mean Embedding
2 \text{/* Compute PCA Components */}
3 u_i = PCA(X), where i = 1, 2 \ldots d;
4 \text{/* Remove Top-D Components */}
5 \text{for all } v \text{ in } X \text{ do}
6 \quad v = v - \sum_{i=1}^{D} (u_i^T \cdot v) u_i
7 \text{end}

Table 3: BLEU scores over three different low-resource language pairs with pretrained embeddings and Top D components removed using PPA. Green cells denotes top scores.

|               | AZ->EN | BE->EN | GL->EN |
|---------------|--------|--------|--------|
| Pre-Trained   | 3.24   | 6.09   | 15.91  |
| PPA (D = 1)   | 3.19   | 6.02   | 14.81  |
| PPA (D = 2)   | 3.07   | 5.50   | 13.88  |
| PPA (D = 3)   | 3.04   | 5.26   | 13.27  |
| PPA (D = 4)   | 2.92   | 4.75   | 13.24  |

5.1 Sentence Classification Tasks

We compare the performance of PPA (with a constant D=5 across all the embeddings) on 9 downstream sentence classification tasks. Table 2 shows that such post-processing doesn’t always lead to gains in accuracy and can be counterproductive in a number of tasks. This suggests that within the context of downstream sentence classification tasks, projecting word vectors away from the top components leads to a loss of ‘useful’ information. This could again be explained using the analysis from Figure 3, wherein it is evident that the top dimensions also contain syntactic information, the loss of which adversely impacts downstream classification tasks, which by construction, benefit from both semantic and syntactic information. On the same tasks, we also observe a drop in sentence classification accuracy (2.37/1.99/3.94 average drop on word2vec/Glove/fasttext) using 150 dimensional embeddings obtained from PPA based dimensionality reduction (Raunak, 2017).

5.2 Machine Translation

Recently, (Qi et al., 2018) have shown that pre-trained embeddings lead to significant gains in performance for the translation of three low-resource languages namely, Azerbaijani (AZ), Belarusian (BE) and Galician (GL) into English.
Here, we demonstrate the impact of the post processing algorithm on machine translation (MT) tasks. We replicate the experimental settings of (Qi et al., 2018) and use a standard 1 layer encoder-decoder model with attention (Bahdanau et al., 2014) and a beam size of 5. Prior to training, we initialize the encoder with fast-text word embeddings (no other embeddings are publicly available for these languages) trained on Wikipedia. We then use PPA on the pre-trained embeddings and train again. Results in Table 3 show that removing the top principal component(s) leads to a consistent drop in BLEU scores across the three language pairs. This can be explained using the analysis from earlier section i.e. instead of strengthening the embeddings, removing the top components leads to a loss of ‘useful’ information for the Machine translation task.

6 Conclusion and Future Work

To conclude, besides elucidating redundancy in the word embedding space, we demonstrate that the variance explained by the word embeddings’ principal components is not a reliable proxy for the downstream utility of the corresponding representations and that the syntactic information captured by a principal component does not depend on the amount of variance it explains. Further, we show that variance based post-processing is not suitable for tasks which rely more on syntax, such as sentence classification and machine translation. Further, we wish to explore whether the geometric intuitions developed for word embeddings could be leveraged for contextualized embeddings such as ElMo (Peters et al., 2018) and BERT (Devlin et al., 2018).
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