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Abstract. [Context & Motivation] Adaptive systems are an important research area. The dominant reason for adaptivity in systems are changes in the environment. Thus, it is an important question how to model the environment and how to determine the necessary information on this environment in the requirements engineering phase. [Question/ Problem] There is so far relatively little explicit study of the notion of environment models in software engineering research. [Principal ideas/ Results] In this paper, we present a systematic literature review with the goal to determine the state of the art in environment modeling for adaptive systems, in particular from a requirements perspective. We discuss the goals of the approaches, the modeling concepts, as well as the methodology aspects of environment modeling in our survey. [Contribution] As major result of our survey, we provide a meta-model of existing environment modeling concepts. As a negative finding – and a research opportunity – we find that so far methodological aspects of environment modeling have received very little attention.

1 Introduction

The notion of adaptive systems, i.e., systems that react to observations and adapt their behavior accordingly has gained significant interest in the research community, due to its wide applicability [1]. The adaptation that happens in the context of adaptive systems is usually due to changes in the environment\textsuperscript{3}. A requirements engineer needs information and knowledge about the environment to identify and develop possible adaptations of a system. The environment information need to be available for the engineers but also for the adaptive system itself in a formalized notation. Despite this need for formalized modeling of environments, there is so far relatively little explicit study on the notion of environment models in software engineering research.

In this paper, we aim to change this situation. We performed a systematic literature review of environment modeling in adaptive systems.

\textsuperscript{3} Though adaptations based on internal observations, e.g., in the context of self-monitoring, exist as well.
Within this area we are interested both in ways to represent environment models as well as in methods to identify these environment models. This perspective is summarized in the following research questions:

[RQ1] What types of environment models and respective concepts are used to represent environment models for adaptive systems in the requirements engineering phase?

[RQ2] What methods are used to identify the relevant information for environment models in the requirements engineering phase?

As basically all research that we could identify describes a modeling approach, while only very few papers address the methodology aspect as well, the main part of our contribution will be a systematic overview of the modeling approaches typically used for environment modeling.

Modeling the environment is also discussed in the general RE literature, i.e., outside the realms of adaptive systems, e.g., [2]. There typically a variety of entities such as users, sensors, actuators, documents, laws) are described. As adaptive systems monitor the environment, we expect to see:

– a precise, focused understanding of the notion of environment, i.e., what are the environment entities relevant to adaptive systems?
– dedicated environment models, e.g. provided by a meta-model of the constituents and their relationships,
– specialized constructs in an environment model relevant to adaptive systems,
– a methodological treatment of the former points.

The results of our study may help to cross-fertilize the different views on the environment in different approaches and help to come up with a common understanding of environment modeling for adaptive systems.

The remainder of this paper is structured as follows: in Section 2, we describe our approach for executing the systematic literature survey. We discuss both how we identified the relevant sources as well as how we extracted and systematized the information from the papers. Section 3 summarizes our findings and discusses some particularly relevant results. Section 4 presents the related work and discusses the differences to our study. In Section 5 we present the threats to validity and how we handled these threats. Finally, Section 6 provides the conclusion.

2 Method

This section describes the method used in our systematic literature review. The structure and process is based on the guidelines provided by Kitchenham et al. [3].

It is structured as follows: we describe the search strategy in Section 2.1 including the databases used and the derived search strings. The selection criteria for screening the papers are given in Section 2.2, while Section 2.3 describes the data extraction process and the documentation of the results.

2.1 Search Strategy

Our systematic literature review uses a systematic derivation of search strings and several electronic databases for identifying the relevant literature.
Electronic Databases. The following electronic databases were used as resources in order to identify and collect relevant material: IEEE Xplore Digital Library, Springer Link, Google Scholar.

All three databases support full text and meta-data search. IEEE Xplore and Springer-Link focus on publications of the respective publishers which resulted in an insufficient amount of publications. Thus, we used Google Scholar as a third resource to ensure a sufficiently broad coverage of all relevant sources.

Search Strings. In order to derive the search strings, we used a basic pattern with three facets. The first is the object of our research: the environment model, the second is a qualification: adaptive and the third is our restriction, the focus on requirements engineering. By identifying alternative wordings for each of these three facets, we determined the final search string. Different alternative wordings were tested to find the best balance between accuracy of the resulting set of publications and feasibility of the study.

- 1-facet: environment model and environmental model.
- 2-facet: adaptive, adaptation, self-adaptive, self-configuring, self-reconfiguration, self-optimization, and self-awareness.
- 3-facet: requirements engineering.

The following search string is produced by combining these facets along with their alternative terms:

("environmental model" OR "environment model") AND (adaptive OR adaptation OR self-adaptive OR self-configuring OR self-reconfiguration OR self-optimization OR self-awareness) AND ("requirements engineering")

The three databases and the search string are used during the selection process. This process is described next.

2.2 Selection Criteria

A number of criteria were used for making the selection reproducible, which are given below.

Inclusion Criteria. Only peer-reviewed workshop, conference, and journal papers were accepted, which (1) are from the areas of requirements engineering and self-adaptive systems, (2) include a textual or graphical model to define or describe the environment of a self-adaptive system, or (3) describe the extension of a model to define or describe the environment of a self-adaptive system.

Exclusion Criteria. Papers are excluded if they meet one of the following criteria: papers and reports have been excluded where only the abstract, but not the full text is available. Publications have been excluded if they are not written in English. Letters and editorials have been excluded as well as learning materials and theses. Books have been excluded and papers under five pages in length.
The exclusion of papers takes place after the articles have been ordered and the meta-information that is needed for the selection process is stored.

**Selection Process.** To identify the relevant literature for our review, we used an automated search and then applied the criteria to include or exclude a publication. This process consists of three steps:

Step 1: Collect and store papers from the chosen databases. The previously defined search strings are used to automatically search for relevant papers.

Step 2: The titles and abstracts of identified papers are screened for relevance to the topic. We read the papers and search for violations of the previously defined inclusion or exclusion criteria.

Step 3: The full text of papers was analyzed for all studies appearing to meet the inclusion criteria and a final selection was made.

The numbers of included and excluded publications are recorded during the different stages of the search process. We started with 455 publications (Springer 98, IEEE 32, Google Scholar(GS) 325). During Step 2 the total number is reduced to 226 (Springer 66, IEEE 20, GS 140). After Step 3, the selection process resulted in 76 paper (Springer 24, IEEE 10, GS 42). 18 of the 76 papers were identified as duplicates in two of the databases. We ended up with 58 accepted publications for the literature review.

2.3 Data Extraction

During the systematic literature review, Citavi\(^7\) was used for managing the collected references. For each included publication the bibliographic information (title, DOI, etc.) was recorded, along with the abstract and a short note on why the paper was included. The full text of the included papers was stored in a git repository that was used for sharing the results during the search process. The publication in the reference manager and the file in the repository share the same ID (Bib-Key).

In addition to the meta-information, the following information was collected from the selected publications: time stamp of the data extraction, publication type (journal, conference, workshop, etc.), aim and/or objectives of the publication, name of the used environment model, characteristics of the model (elements, links, textual/ graphical, etc.), techniques to elicit the environment (if any), validation method, findings, and conclusion. The three authors of this paper read the selected publications and extracted all important information for the systematic literature survey.

3 Findings

In this Section, we present the findings from our systematic literature review. First, the results related to the two research questions are represented in Section 3.1 ([RQ1]) and 3.2 ([RQ2]), followed by an Interpretation in Section 3.3. The results are interpreted and major findings are highlighted.

\(^7\)https://www.citavi.com/en
3.1 [RQ1] What types of environment models and respective concepts are used to represent environment models for adaptive systems in the requirements engineering phase?

Table 1. Modeling approaches used in literature

| Modeling Approach | Paper |
|-------------------|-------|
| Agent-based       | [4]*, [5]*, [6], [7]+, [8]+, [9]+, [10]+, [11], [12], and [13] |
| Goal-based        | [7]+, [8]+, [9]+, [10]+, [23], [24], and [25] |
| Rule-based        | [4], [5], [26], [27], and [28] |
| State machine     | [26], [47], and [48] |
| Other             | [4]*, [5]*, [52], [23]#, and [53] |

Related to RQ1 we identified the modeling approaches shown in Table 1. We recognized four major types of models: agent-based 17 (29%), goal-based 18 (31%), rule-based 4 (7%) and state machines 15 (25%). In cases, in which an approach makes use of a particular combination of modeling paradigms, we indicate this by a symbol in superscript at the respective entries in Table 1. For example, all approaches that combine agent and goal modeling are marked with the superscript +, e.g. Lopez-Lorca et al. [8].

Agent- and goal-based approaches mostly represent environment entities using resource elements that can be monitored or modified. Additionally, some authors define the environment using actors or agents and describe the abilities or resources in the same way as other actors in the system.

Rule-based approaches make use of rules that consist of events, conditions, and actions. These rules represent the environment by an event that appears in the environment, which results in an action of the system or in an action of a controllable element in the environment.
Fig. 1. Representations of Environment Models

State machine approaches describe the behavior of the environment by using states and transitions to represent different environment situations and how the environment changes between these situations.

14 approaches (24%) are included in the other category. These works created their own modeling approach, like Ghannem et al. [55], who focus in their contribution on the development of an environment model for a specific domain (parking lot management). Ontology approaches model the environment using an ontology. Qureshi et al. [23] for example, propose an ontology based on a goal-based modeling approach, see Table 1 superscripts #.

The publications in the not specified area are vision papers, “Towards...” papers, or papers with an unclear description of the environment like a box in a diagram with a brief explanatory text.

The different concepts of the approaches and their relationships will be discussed later.

**Finding 1:** The major modeling approaches are goal-based (31%), agent-based (29%), state machines (25%), and rule-based (7%).

Below, we discuss the different modeling approaches using the criteria that we collected during the data extraction (see Section 2.3). Based on the data we propose a meta-model that summarizes the concepts of environment models that we identified in the publications.

**Representation of the environment model.** The next criterion is the representation of the environment model. Figure 1 shows that 48% are pure graphical models, which consist of 2% 3D modeling and 46% ordinary graphical models. 24% make use of a combination of graphical models and textual descriptions. It is the sum of Both 14%, Graphical Tabular 8%, and Graphical (Annotation) Tabular 2%. 10% are pure textual descriptions, 6% are tabular descriptions to structure the textual information, and 12% are not specified. In total, 72% of the approaches use a graphical representation compared to 16% that use a textual representation.

One motivation for combining textual and graphical representations is to use the best of both worlds and to avoid clutter and information overload. For example, Jian et al. [24] use i* models to represent the adaptive system and use tables with additional information for an activity (task), like for instance an environment element, trigger, or condition. This information is used to combine an activity with the environment and to react on changes. Another combination of graphical and textual representations can be seen in the approach of Pimental et al. [28]. They defined annotations for a goal model,
which identify relations to the context. These relations are explained in natural language in a table.

Textual approaches describe the environment with textual elements that follow a pattern. These descriptions are mostly structured in a tabular form. For example, Kim et al. [22] use tables to structure goals and scenarios, which in turn are used to define states and actions in another table.

The last representation is a virtual 3D real world simulation of the environment by Pechouček [56]. In their "Towards..." paper, the authors describe the need for a simulated environment to develop and validate multi-agent systems in an early phase of the development.

| Finding 2: 72% of the approaches use a graphical visualization and 16% use textual descriptions. |

Meta-Model of existing environment modeling approaches. One of our major results is a meta-model of concepts for environment modeling, which is shown in Figure 2. All concepts were extracted from the accepted publications. Out of this list we combined concepts with the same meaning. For example, terms like environment, environment entity, environment context are combined to environment entity. Another example is monitored entity which refers to terms like sensor, measurable property, input, and context indicator.

The monitored- and controlled entities are specializations for an environment entity, which can be monitored, like a sensor or controlled, like an actuator.

We identified four clusters of concepts, namely agent-based, goal-based, rule-based, and state machine concepts. The clusters are connected, i.e., they share concepts. Also many approaches mix these techniques, for example, goal- and agent-based by Lopez-Lorca et al. [8] and [9].

Concepts of the state machine and rule-based cluster are often used together with concepts of the agent- or goal-based cluster. As this survey is focused on adaptive systems, these systems need to change after changes in the environment happen. That is, the event that triggers a rule or a state transition results from a change in a resource, such as a monitored entity (e.g., sensor). The conditions are based on quality constraints like QoS or softgoals. These concepts are used in a similar way but can not be combined in a single concept (connected in the meta-model by dashed line).

The resulting action can be a state transition or an adaptation of any intention, like a goal, a task, or service or a change in the environment (controlled entity).

The goal of the meta-model is to highlight the connections among the concepts of the different models. Therefore, we excluded some concepts to make the model more general and to avoid overload. These concepts are specific to the domain or system, for instance, aisle, room, furniture, door, location, measurements. Data, parameter, class, attribute, capacity, property are examples for general concepts.

| Finding 3: A meta-model of existing modeling concepts and the connection among the concepts (Figure 2). In this model we combine different terms with the same meaning to generate a general overview of the concepts of environment modeling. Also, we show direct references and concepts shared among the major approaches. |
Fig. 2. Meta-model of existing environment modeling approaches
3.2 [RQ2] What methods are used to identify the relevant information for environment models in the requirements engineering phase?

Figure 3 shows the results related to [RQ2]. The selected papers contribute to design (39), modeling (39), validation (9), and elicitation (9). That is, the publications mainly focus on the development of self-adaptive systems. In particular, they focus on the design of architecture and on modeling of the environment. These results are expected as we searched for environment models.

Unexpected for us are the few results for validation and elicitation of the environment. Elicitation is addressed mostly with a few sentences that say the environment information is elicited using interviews or meetings, like Athanasiadis et al. [13] and Gasecuenca et al. [15], or implicitly through the development of a goal model and scenario descriptions, like Carvallo et al. [27] and Choren et al. [5], [4].

Only one paper focuses on elicitation and compares different elicitation methods like Brainstorming, 6-3-5 method, six thinking hats, field observation, apprenticing, and interviews. We expected a bigger focus on field observation to elicit the environment as information about the environment is a priori often not available. Unexpected were also the results for validation. One author addresses the validation of systems with an environment model and the validation of the environment model is discussed in one paper only. Siegl et al. [48] discuss properties like completeness, traceability, correctness, and consistency of the environment model.

Most other authors used the model to simulate the environment and to validate and verify the behavior of an adaptive system. For example, Pěchouček et al. [56] use a mixed-mode simulation. That is, the test system runs in a mix of real system parts and simulated virtual environment.

Finding 4: The focus is on the development and design of adaptive systems. Only one paper discusses elicitation in detail and one paper discusses important qualities of an environment model.

3.3 Interpretation of [RQ1] and [RQ2]

In this subsection we interpret the results with respect to our expectations (discussed in Section 1). We found examples of environment entities that are relevant to adaptive systems. For example, the heating system used by [39], refers to additional environment information of a room, like wall thicknesses and sizes, to make better decisions. These
properties are not monitored or controlled by the system, but they are required to adapt the system to a particular context. However, we did not find a generalized notion of environment in the context of adaptive systems.

We expected a dedicated environment model which captures all the environment information relevant to an adaptive system. Yet, we found mostly approaches, which annotate system models to represent the environment conditions (or contain only parts of the environment). For example, in the goal- and agent-based approaches the environment can be represented as a single concept mostly called resource or as an actor that contains the modeling concepts, which are used also to represent a system.

As we expected, some approaches added specific concepts to the environment model, such as a specialization of a resource into a controlled or monitored variable. These specific elements help to separate system and environment resources and also to add more details about the characteristics and capabilities of the environment.

4 Related Work

We identified two literature studies which focus on RE for self-adaptive systems. The first was a systematic literature review by Yang et al. [62]. Their aim was to identify modeling methods, RE activities, requirements quality attributes, application domains, and research topics in the area of self-adaptive systems. The study consists of 101 relevant papers.

The second was a mapping study performed by Sucipto et al. [63]. Similar to the first study, their goal was to summarize the research topics, categorize the used modeling methods and requirements activities for the development of self-adaptive systems. They accidentally identified 101 relevant paper as well. The authors report that only 3 out of 101 papers cover elicitation activities which is backed by our results.

Compared to our SLR, both studies are much broader in their scope. With respect to our research question RQ1, these studies just name modeling techniques used for adaptive systems. We add to these general findings by providing deeper insights into environment models and their concepts in particular.

5 Threats to Validity

A threat to validity of our analysis is a personal bias, as the analysis was mostly performed by the first author of this paper. Additional randomized analyses were done by the second and third author to identify any issues. This did not uncover major issues. The search strategy and findings were discussed and agreed upon among all authors.

A second threat is that the results depend on the employed databases. In order to address this threat, we used three different databases with a different, while overlapping coverage. All searches with their results were archived to enable later cross checks.

The selection of keywords imposes a third threat. First, we tried to find a balance between accuracy of the resulting set of publications and feasibility of the study. A problem in this regard was caused by the term context, which is used frequently (but not always) synonymously to environment. The term context in itself bears a significant
vagueness (as it is used also in the sense of discourse or setting). We tried to include context in the search string and also used different alternatives for context, which resulted in sets of 5000 to 20000 publications. As this was significantly outside the acceptable range and caused a huge number of false positives, we ultimately decided to remove this from the search string. Second, we ensured the quality of the keywords by identifying five publications that we consider as relevant to the focus of the study. Then we applied the search strings and checked if these 5 publication were selected. In relation to the third threat, the chosen keywords and resulting set of publications contains these five publications.

6 Conclusion

Research on adaptive systems received increasing interest over recent years. An important topic is the environment model, as this plays a central role in every approach to adaptive systems that addresses changes in the environment.

In our systematic literature review, we found a significant amount of research on environment modeling with an increasing trend. Overall, 455 publications were collected from different databases and eventually 58 publications were selected as relevant in a systematic and repeatable process described in the paper.

From these publications we identified four major modeling approaches: agent-based, goal-based, rule-based, and state machines. Additionally, notational concepts were identified, analyzed, and combined into a joint meta-model. This meta-model shows the connections among the approaches by using joint modeling concepts, e.g., actor. Another contribution is a categorization, which shows the interests and goals in the area of environment modeling for adaptive systems.

We identified several research opportunities. First, we found only one publication that focuses on the elicitation of the environment model. Also the validation of these models in terms of completeness, traceability, correctness, and consistency is an open topic. Beyond this, various research opportunities exist, which are related to the fact that very different (even conceptually non-overlapping) modeling approaches for environment modeling are used.
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