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Abstract: The emergence of very high resolution (VHR) images contributes to big challenges in change detection. It is hard for traditional pixel-level approaches to achieve satisfying performance due to radiometric difference. This work proposes a novel feature descriptor that is based on spectrum-trend and shape context for VHR remote sensing images. The proposed method is mainly composed of two aspects. The spectrum-trend graph is generated first, and then the shape context is applied in order to describe the shape of spectrum-trend. By constructing spectrum-trend graph, spatial and spectral information is integrated effectively. The approach is performed and assessed by QuickBird and SPOT-5 satellite images. The quantitative analysis of comparative experiments proves the effectiveness of the proposed technique in dealing with the radiometric difference and improving the accuracy of change detection. The results indicate that the overall accuracy and robustness are both boosted. Moreover, this work provides a novel viewpoint for discriminating changed and unchanged pixels by comparing the shape similarity of local spectrum-trend.
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1. Introduction

Change detection is of great significance as an attractive scientific area, and it is a process of distinguishing changed and unchanged regions [1]. It is performed by analyzing remote sensing images that were obtained from the same geographical area at different times [2]. Owing to the rapid improvement of observation platforms [3], it is more convenient for researchers to obtain multi-temporal remote sensing images. In the past decades, change detection has been widely used in different fields, such as land cover detection [4–7], environment protection [8], and human activity detection [9,10], etc.

Extensive algorithms regarding change detection have been investigated by researchers. According to the existence of training samples, change detection approaches can be categorized into supervised and unsupervised methods. Many supervised algorithms have been already proposed and applied in practice [11–14]. Generally speaking, the supervised methods can achieve higher accuracy than unsupervised methods; however, it is difficult to collect enough ground truths in many circumstances. This is why substantial researchers devoted much more efforts into unsupervised method. In this work, we focus on unsupervised change detection methods.

A variety of unsupervised methods have been devised for change detection. Their steps mainly include: preprocessing, producing change magnitude image, and the generation of binary change map. The purpose of the first step is to suppress the noise and simultaneously maintain the real change...
information. As we all know, the interference factors mainly come from radiometric difference and geometric distortion. Some radiometric correction methods [15–17] and registration techniques [18] are implemented in order to reduce the impact of interference factors. After the preprocessing, the noise will be reduced and real change information can be enhanced. The generation of change magnitude images is a pivotal part in change detection. Image difference and image ratio can be viewed as the most traditional ways. Such methods have been widely used because of their simple operation, easy implementation, and low computation load. However, low-accuracy and high-quality requirements for images are their shortcomings which cannot be overlooked. Change vector analysis (CVA) [19] is one of the most typical unsupervised algorithms and usually adopted in change detection. It can make full use of information to detect change pixels and provide change information [20]. He et al. [21] integrated textural with spectral information in order to enhance the detection performance of traditional CVA algorithm. The extended CVA achieved better accuracy due to rich textual information. However, CVA is still sensitive to the radiometric difference between remote sensing images [22]. Consequently, there are some “salt and pepper” noises [23] in the change map. In addition to algebraic methods, feature-based methods are also popular methods in change detection. Gabor wavelet features [24] can simultaneously achieve remarkable accuracy and pay a low computation cost. Li et al. [25] extracted features based on Gabor filter at first, and then generated difference images while using Markov random field (MRF) [26,27] neighborhood system. Although there are many methods for feature extraction, most of them are just applied to specific situation, and none of them is universal enough to be applicable to all situations. Finally, we should select appropriate ways to analyze the change magnitude images. K-Means [28] is a common used clustering method, and this algorithm partitions unlabeled samples into \( K \) clusters through iterations. Soft clustering algorithms, like fuzzy c-means (FCM) clustering technique [29], based on the corresponding membership degree, are proved to be more efficient in segmentation.

In the past few years, increasing very high resolution (VHR) images are more available to researchers [30–32]. It can provide more abundant information, whereas more details of spatial structure and the limitation in the spectral domain increase the difficulty of change detection [33]. Algorithms that are based on spectral information are easily subjected to the effect of radiometric difference, which is caused by atmospheric conditions, solar altitude, and so on. As a result, there is a common phenomenon that serious salt-and-pepper noise appears in the application of VHR images. When compared with low and medium resolution images, more pseudo-changes will be detected due to the increased variabilities in VHR images [34]. Therefore, it is urgent to settle the above problems. This paper focuses on enhancing the usability of the algorithm and improving the accuracy.

When confronted with challenges brought by the VHR images, some algorithms have been investigated recently. Hao et al. [35] applied an improved superpixel-based MRF model to integrate change information. Gong et al. [36] developed a method that was based on hierarchical difference to extract the features from the multi-temporal images. Ding presented robust kernel principal component to improve the performance of detection [37]. These algorithms have displayed good performance in relation to accuracy; however, they are sensitive to radiometric difference, highly dependent on the quality of images, and the effect of segmentation.

Aimed at boosting the accuracy of change detection, this paper proposes a novel method, called local-scene spectrum-trend shape context (LSSC) descriptor. LSSC is able to reduce the effect of radiometric difference for change detection. It abandons using spectral values directly; instead, it constructs the spectrum-trend graph, to express the feature and measure the similarity between the shapes.

The contributions of this work are as follows:

- Integrating the neighborhood spatial with spectral information effectively in the form of spectrum-trend graph. The discrete spectral values are transformed into two-dimensional (2-D) shape, and change detection is based on the shape. This method can improve the robustness, and it achieves good performance when dealing with VHR images.
A novel viewpoint is proposed in order to discriminate changed and unchanged pixels by comparing the shape similarity of local spectrum-trend. The shape distance is calculated as the basis to weigh whether the corresponding pixels have changed or not. If the two target shapes are highly similar, the shape distance will be as small as possible, and it can be considered that no change exists between the two pixels. Otherwise, there has been a change.

This work is organized, as follows. In Section 2, the proposed methodology is introduced in detail, based on two main parts: spectrum-trend graph and shape context. Section 3 presents the details of the data sets. The experimental results will be exhibited in Section 4. Discussion is presented in Section 5. Finally, Section 6 draws the concluding remarks.

2. Materials and Methods

Algorithms that detect changes by directly comparing spectral values between images are not suitable for VHR remote sensing images, neither achieving good accuracy nor keeping robustness. In this work, we aim at proposing a new descriptor, which can address the lack of radiometric consistency between images. The LSSC descriptor is devised in this study. It utilizes local-scene spatial and spectral information to improve the reliability for change detection. Figure 1 shows the flow chart of proposed algorithm.

Figure 1. The flow chart of the proposed algorithm.

Let $X_1$ and $X_2$ be two co-registered images of size $M \times N$ with $B$ bands, which are captured from the same geographical area at the time $T_1$ and $T_2$, respectively.

First, a sliding window is set in order to obtain the spectral values of each band within the window range. The purpose of this step is to collect local-scene spatial and spectral information. These discrete values are arranged in order and conducted as the vertices of the trend graph. The advantages of spectrum-trend graph are as following: (1) the spatial and spectral information can be integrated effectively and (2) the comparisons between corresponding pixels turn into the relationship between two 2-D shapes. Second, the shape context is implemented to extract the features in the spectrum-trend graph. By comparing the similarity of shape, we can achieve the goal of obtaining the change magnitude image. Finally, the clustering algorithm is performed in order to obtain the final change map. The main steps are presented in detail below.
2.1. Spectrum-Trend Graph

Radiometric differences are commonly seen in the multi-temporal remote sensing images, which have significant influences on change detection. Besides, the seasonal variations are likely to appear and aggravate the difficulty of change detection when VHR images are used [38,39]. Therefore, change detection that is based on VHR image remains a great challenge.

Lately, algorithms integrating spatial and spectral information have been proved to effectively address the aforementioned issues. Lv et al. [40] compared the spectral information within the specific window in order to detect the changed and unchanged pixels. The spectral relationship between the central pixel and its neighborhood is named spectrum trend.

Inspired by the concept of spectrum trend, we proposed “spectrum-trend graph” to build a new descriptor. Spectrum-trend graph aims to depict the distribution of spectral values in the local-scene. A given pixel $p(i, j)$, representing the pixel located on $(i, j)$ in the images, is used as the central pixel for establishing a sliding window. Supposing the size of window is $n \times n$, let $g(i, j)_b$ be the spectral value of $p(i, j)$ in the $b$th band. The spectrum-trend can be attained, as follows: the first pixel of the first band is scanned first, and then the first pixel of the second band is captured. All of the pixels in the window will be scanned in this way, in the order from left to right and from top to bottom. The spectrum-trend’s expression can be given as Equation (1):

$$
\text{Trend} = (g(i-r,j-r)_1, g(i-r,j-r)_2, \ldots, g(i-r,j-r)_B, g(i-r,j-r+1)_1, g(i-r,j-r+1)_2, \ldots, g(i-r,j-r+1)_B, \ldots, g(i-r,j+r)_1, g(i-r,j+r)_2, \ldots, g(i-r,j+r)_B)
$$

where $r = (n - 1)/2$. An example of the generation of spectrum-trend graph is shown in Figure 2.

Figure 2 demonstrates the details that the process of constructing the spectrum-trend graph. First, a template window (i.e., $3 \times 3$ template window) is set centered at $p(i,j)$ in the image. All the spectral values in each band within the specified region will be captured. Subsequently, the spectrum-trend is obtained by Equation (1). Finally, the spectrum-trend graph can be drawn. If the size of windows is $n \times n$, the window coverage will be $\{(x, y)|i - r \leq x \leq i + r, j - r \leq y \leq j + r\}$, and the number of discrete spectral values is $N = n^2 B$.

Several key points are worth noting. First, it is obviously that, with the expansion of window, the spectrum-trend graph can provide more detailed information. However, when $n$ is too large, it will not only result in increasing the computation load, but also introduce noise. Hence, it is necessary to choose an appropriate window size. Second, the optimal value $n$ is related to the ground resolution. When dealing with different resolution images, pixels represent different coverage areas of actual ground objects. In addition, even for images with the same spatial resolution, the information that images provide tends to be different due to the difference of coverage areas (i.e., urban areas will provide more rich and complex ground information, while rural areas tend to present less information). Hence, experimental tests determine the optimal value of $n$.

On the basis of this technique, each pixel is regarded as central pixel once and the corresponding spectrum-trend graph is established. Compared with the direct use of spectral values for change detection, constructing spectrum-trend graph can effectively reduce the impact of radiometric difference caused by atmospheric conditions and other factors. Because the detection is based on the trend of spectral values in the local-scene, instead of the isolated spectral values.
where \( \{ k \mid 1 \leq k \leq K \} \), \( K = M \times N \).

The application of logarithmic distance segmentation allows the shape context descriptor to enhance local features and be more sensitive to adjacent sample points rather than to away from the point.

Shape features in different positions show great differences, whereas the features in the same position present high similarity, as it is shown in Figure 3. Figure 3, d, e are histograms of the point marked with black square in (a) and (b), respectively. And their histogram expressions are highly consistent due to the similarity of shape. Figure 3f is the histogram of the point marked with black circle in (b). Because it is in different position, its histogram expression is quite different from Figure 3d.

2.2. Local-Scene Spectrum-Trend Shape Context Descriptor

After finishing the construction of the spectrum-trend graph, we get the local-scene spectrum information in the form of 2-D shape. Next, we need to choose an appropriate way to extract the features from the shape. The shape context is applied to express the feature by investigating some feature extraction algorithms [33,41–44].

Shape context is a very popular shape descriptor and it has been widely used for target recognition and measuring similarity [45]. It uses logarithmic polar histogram to describe the distribution of sample points. Its implementation steps are described as following:

**Figure 2.** The illustration of produce of spectrum-trend graph \( (n = 3, B = 3) \).
For a given shape, the shape contour is captured by edge detection operator (e.g., canny operator). The contour of given shape is sampled to obtain a set of discrete points \( p_1, p_2, \ldots, p_n \). Figure 3a,b present the details.

Calculating the shape context. Any point \( p_i \) is taken as a reference point. \( M \) concentric circles are established at a logarithmic distance interval in the region, where \( p_i \) is the center. This area is divided equally along the circumferential direction \( N \) in order to form a target shaped template, as shown in Figure 3c. The relative position of the vector from point \( p_i \) to other points is simplified as the number of points in each sector on the template. The statistical distribution histogram \( h_i(k) \) of these points, named the shape context of point \( p_i \), is calculated as:

\[
h_i(k) = \# \{ q \neq p_i : (q - p_i) \in \text{bin}(k) \}
\]  

(2)

where \( k = \{1, 2, \ldots, K\}, K = M \times N \).

![Figure 3](image-url)

**Figure 3.** Shape context calculation and similarity. (a,b) are the letter “A” by handwritten. (c) denotes the log polar coordinate system. (d,e) are histograms of the point marked with black square in (a,b), respectively. (f) is the histogram of the point marked with black circle in (b).

The application of logarithmic distance segmentation allows the shape context descriptor to enhance local features and be more sensitive to adjacent sample points rather than to away from the point. Shape features in different positions show great differences, whereas the features in the same position present high similarity, as it is shown in Figure 3. Figure 3d,e are histograms of the point marked with black square in (a) and (b), respectively. And their histogram expressions are highly consistent due to the similarity of shape. Figure 3f is the histogram of the point marked with black circle in (b). Because it is in different position, its histogram expression is quite different from Figure 3d.

LSSC descriptor is designed to extract feature from the spectrum-trend graph based on shape context. As mentioned before, for a given central pixel, the corresponding local-scene spectrum-trend graph can be drawn. If there are \( Z \) feature points in the graph, then each feature point \( p_i \) will be described the distribution with other \( Z-1 \) points by Equation (2). In terms of the spectrum-trend graph, its structure information that can be stored in a matrix of size \( K \times Z \). Figure 4 elaborates the procedures.
we need to choose an appropriate method to determine the change magnitude. Therefore, they share the similar LSSC feature. On the contrary, the LSSC features of $U$ and $V$ present great differences, due to diversity of shape between $U$ and $V$.

Next, the task is to quantitatively analyze the similarity between the shapes. The matching cost between the two LSSC feature descriptors can be defined, as follows:

$$C_{pq} = \frac{1}{2} \sum_{k=1}^{K} \frac{[h_p(k) - h_q(k)]^2}{h_p(k) + h_q(k)}$$

where $p$ and $q$ represent the $n$th point on the spectrum trend in $P$ and $Q$, respectively. The shape distance is used as the basis to measure the similarity of LSSC, and the formula is as follows:

$$LSSC_{SD}(P,Q) = \frac{1}{N} \sum_{p \in P} \arg \min_{q \in Q} C(p,q) + \frac{1}{N} \sum_{q \in Q} \arg \min_{p \in P} C(p,q)$$ \hspace{1cm} (4)

where $N$ denotes the total number of feature points in spectrum-trend graph. $LSSC_{SD}$ denotes the similarity of the LSSC feature at time $T_1$ and $T_2$, centered on $X_1(i, j)$ and $X_2(i, j)$, respectively.

The shape distances between the corresponding pixels from bitemporal remote sensing images are calculated, and then the change magnitude image will be obtained in this manner. Intuitively, if $LSSC_{SD}$ is small, then it can be considered that there is no change; otherwise, we consider that it has changed.
2.3. The Generation of Binary Change Map

As described in Section 2.2, we can obtain the change magnitude images based on the LSSC descriptor. In order to generate binary change maps, we need to choose an appropriate method to analyze the change magnitude images. Many methods have been proposed [32, 46–49] in change detection. An unsupervised method FCM [48] was employed in this study.

The FCM clustering algorithm is one of the most used widely unsupervised techniques based on the partition clustering algorithm. It has been widely used in image segmentation and data clustering analysis [48, 50, 51]. The objective function of FCM is defined, as follows:

\[
J = \sum_{i=1}^{N} \sum_{j=1}^{C} u_{ij}^q \|x_i - c_j\|^2
\]  

(5)

where \(u_{ij}\) is the membership degree of the \(i\)th pixel in the \(j\)th cluster and \(c_j\) is the \(j\)th center of the cluster; \(q\) is the weighting exponent, which should be greater than 1; \(\|x_i - c_j\|\) denotes the Euclidean distance between the \(i\)th pixel and \(j\)th cluster. In our study, the number of class \(C\) is 2, which denotes the changed and unchanged classes. Besides, \(u_{ij}\) is computed by Equation (6) and \(c_j\) can be calculated by Equation (7) [51].

\[
u_{ij} = \frac{1}{\sum_{k=1}^{C} \left( \frac{\|x_i - c_k\|}{\|x_i - c_j\|} \right)^{2q}}
\]  

(6)

\[
c_j = \frac{\sum_{i=1}^{N} u_{ij}^q \cdot x_i}{\sum_{i=1}^{N} u_{ij}^q}
\]  

(7)

2.4. Accuracy Metrics

Aimed at evaluating the performance of the proposed algorithm quantitatively, the percentage of false alarms \(P_f\), the percentage of missed detection \(P_m\), the percentage of total errors \(P_t\), and Kappa coefficient are used as evaluation indicators. These evaluation indicators can be obtained by change detection confusion matrix. Table 1 presents the change detection confusion matrix.

| Changed in the Reference Image | Unchanged in the Reference Image |
|-------------------------------|----------------------------------|
| Detected Changes              | True Positive \((Tp)\)           |
|                               | False Negative \((Fn)\)          |
| Detected No-changes           | False Positive \((Fp)\)          |
|                               | True Negative \((Tn)\)           |

The definitions of these indicators are as following:

\[
P_f = \frac{F_p}{N_0} \times 100\%
\]  

(8)

where \(N_0\) is the total number of unchanged pixels in the reference image.

\[
P_t = \frac{F_p + F_n}{N_0 + N_1} \times 100\%
\]  

(9)

where \(N_1\) is the total number of changed pixels in the reference image.

\[
KC = \frac{p_o - p_e}{1 - p_e}
\]  

(10)
where KC means Kappa coefficient.

\[
p_e = \frac{(T_p + F_p) \ast (T_p + F_n) + (T_n + F_n) \ast (T_n + F_p)}{(N_0 + N_1)^2}
\]

(11)

\[
p_o = \frac{T_p + T_n}{N_0 + N_1}
\]

(12)

3. Data Sets

Two VHR data sets were chosen in the experiments in order to assess the performance of the proposed method.

For the first data set, the images cover the cities of Hubei, China, captured by QuickBird satellite. The spatial resolution is 2.4 m. The bands 1, 2, and 3 cover spectral range are 0.45–0.52 µm, 0.52–0.60 µm and 0.63–69 µm, respectively. The bitemporal remote sensing images are obtained on 2 July 2009 and 6 October 2014, respectively. The scene is made up of 500 × 500 pixels. The land cover types are residential areas, roads, and river in the urban district. With the rapid development of the city, there is an increasing number of buildings and traffic roads in the scene.

The images of the north of China, acquired by SPOT-5 satellite, were used as the second data set. This scene consists of 453 × 436 pixels with 2.5 m spatial resolution. The multi-temporal remote sensing images are obtained in September 2007 and September 2010.

Data sets are as depicted in Figure 5. The first row shows the first data set and the second row exhibits the second data set. The first and second column present the images that were obtained at \(T_1\) and \(T_2\), respectively. The final column presents the reference maps that were obtained by manual analysis, where changed regions are marked green and unchanged areas are marked red.

Figure 5. The data set in the experiments. (a,b) are the images acquired at \(T_1\) and \(T_2\), respectively. (c) denotes the reference maps.
4. Results

Two high resolution data sets were performed in this experiment in order to identify the effectiveness of the proposed algorithm. As we all know, aerosols and clouds have impacts on change detection and surface reflectance may improves the accuracy of change detection. Song [52] pointed out that absolute surface reflectance measurements are unnecessary for many applications involving change detection. Many investigations [53–56] used data without absolute atmospheric correction and achieved results with satisfying accuracy and robustness. For this study, we performed the relative atmospheric correction and co-registration in the preprocessing stage. Next, the difference magnitude images were generated. The parameters details of each experiment are presented in Table 2. Finally, FCM clustering algorithm was put into use to produce the binary change map. What is more, EM [57] and K-Means [58] were adopted to be compared with FCM for the purpose of verifying the usability of LSSC. CVA was conducted in the contrast experiment.

| Data Set | the Window Size N | the Number of Distance Divisions M | the Number of Angle Divisions N |
|----------|-------------------|-----------------------------------|-------------------------------|
| Data set 1 | 9                 | 4                                 | 12                            |
| Data set 2 | 9                 | 5                                 | 12                            |

4.1. Results of CVA

CVA is a classic algorithm in change detection, and it can make full use of bands information to discriminate the changed and unchanged pixels. It is crucial to choose the appropriate bands for change detection. In order to find the optimal combinations of bands for CVA, a series of comparative experiments were carried out and the results are as shown in Table 3.

| Different Bands Combinations | Band1 (%) | Band2 (%) | Band3 (%) | Band1,2 (%) | Band1,3 (%) | Band2,3 (%) | Band1,2 and 3 (%) |
|------------------------------|-----------|-----------|-----------|-------------|-------------|--------------|-------------------|
| Data set 1                   | 29.73     | 36.51     | 26.08     | 26.44       | 26.70       | 28.08       | 25.88             |
|                          | 0.4488    | 0.3931    | 0.4542    | 0.4311      | 0.4751      | 0.4666      | 0.4769            |
| Data set 2                   | 31.11     | 25.15     | 28.87     | 22.63       | 22.16       | 21.65       | 21.37             |
|                          | 0.4889    | 0.5624    | 0.5173    | 0.5832      | 0.5712      | 0.5854      | 0.5863            |

From Table 3 we can discover that, when band1, 2 and 3 were put into use, the result of two data set both achieved the best accuracy. Hence, the two data sets were carried out in this bands combination in order to generate the change magnitude images, and then corresponding binary change maps were generated.

Figure 6 presents the change magnitude images and binary change maps obtained by CVA. The first row and second row depict the result of the first and second data set, respectively. First column shows the change magnitude images. From the second column to the fourth column, binary change maps generated by EM, FCM, and K-means are presented, respectively.
The results in this section were generated by the aforementioned parameters. Figure 7 depicts the results that were generated by LSSC. The first row and the second row present the images of the first spectrum-trend. The parameters have an impact on accuracy and will be discussed in Section 5.

Binary some noise and irrelevant information appears in the scene and result in the decline of accuracy. The binary change maps got the lowest Pt and highest KC when \( n = 9 \).
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Figure 6. The change magnitude images and binary change maps obtained by CVA. (a,e) denote change magnitude images for the first data and the second data set, respectively. (b–d) are binary change maps for the first data set generated by CVA-EM, CVA-FCM, and CVA-Kmeans, respectively. (f–h) are binary change maps for the second data set generated by CVA-EM, CVA-FCM, and CVA-Kmeans, respectively.

4.2. Results of the Proposed Method

In the proposed method, we implemented LSSC in order to extract the feature from the spectrum-trend. The parameters have an impact on accuracy and will be discussed in Section 5. The results in this section were generated by the aforementioned parameters. Figure 7 depicts the results that were generated by LSSC. The first row and the second row present the images of the first and second data set, respectively.
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Figure 7. The change magnitude images and binary change maps obtained by LSSC. (a,e) denote change magnitude images for the first data and the second data set, respectively. (b–d) are binary change maps for the first data set generated by LSSC-EM, LSSC-FCM, and LSSC-Kmeans, respectively. (f–h) are binary change maps for the second data set generated by LSSC-EM, LSSC-FCM, and LSSC-Kmeans, respectively.
5. Discussion

5.1. The Effect of Window Size \( n \)

With regard to the local-scene spectrum-trend graph, the size of window \( n \) is a very important variable. When \( n \) is smaller, the spatial information is less. When \( n \) is larger, it can provide more abundant spatial neighborhood information. At the same time, this will not only increase the computation load, but also lead to introducing irrelevant information. We have carried out a series of tests with different values from 3 to 21 in order to obtain the optimal \( n \). Figure 8 depicts the relationship between the window size \( n \) and the accuracy. From Figure 8, we can clearly find that, with the expansion of window, more spatial information will be collected and the accuracy of detection will be higher and higher in the beginning period. However, when the window is too large, some noise and irrelevant information appears in the scene and results in the decline of accuracy. The binary change maps got the lowest \( P_t \) and highest \( KC \) when \( n = 9 \).
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**Figure 8.** The relationship between \( n \) and accuracy. (a) Pt-\( n \) curves; (b) Kappa coefficient-\( n \) curves.

Figures 9 and 10 depict change the magnitude images and the corresponding binary change maps for the first and second data set, respectively. The first row exhibits the change magnitude images generated by \( n = 3, n = 9 \) and \( n = 15 \), respectively. And the second row presents the binary change maps obtained by \( n = 3, n = 9 \) and \( n = 15 \), respectively.

For the first data set, it can be noted from Figure 9, when \( n \) was set to 3, some changed areas could not be detected, because the size of window is small and make it unable to collect enough spatial and spectral information. In contrast, when \( n \) was set to 15, more false alarms existed in the change map. The reason is that more noise and irrelevant information appeared in the local-scene, which resulted in the decline of overall accuracy. For the second data set, from Figure 10, we can see that, when \( n \) was set to 3, some hollow regions appeared in the binary change map and when \( n \) was set to 15, some unchanged regions were falsely detected. When \( n \) was set to 9, the overall change detection performance is pretty good in both data sets. Hence, \( n \) was set to be 9 in this study.
Figure 9. The results of change magnitude images and the binary change maps for data set 1. (a) change magnitude image \((n = 3)\). (b) change magnitude image \((n = 9)\). (c) change magnitude image \((n = 15)\). (d) binary change map \((n = 3)\). (e) binary change map \((n = 9)\). (f) binary change map \((n = 15)\).

Figure 10. The results of change magnitude images and the binary change maps for data set 2. (a) change magnitude image \((n = 3)\). (b) change magnitude image \((n = 9)\). (c) change magnitude image \((n = 15)\). (d) binary change map \((n = 3)\). (e) binary change map \((n = 9)\). (f) binary change map \((n = 15)\).
5.2. The Effect of Shape Context Parameters

In the process of constructing LSSC descriptor, M and N play an important part in shape context. In terms of the implementation of shape context, the default settings are $M = 5$ and $N = 12$ [59]. For the sake of getting the optimal parameters values, some comparative experiments were carried out through different combinations of $M$ and $N$. The results of different combinations were shown in Figure 11. From Figure 11, we find that the first and second data set achieve the best change accuracies with $M = 4$ and $N = 12$, $M = 5$ and $N = 12$, respectively. Figure 11 shows the experimental results in detail.

![Figure 11](image)

**Figure 11.** The relationship between the accuracy and different combinations of $M$ and $N$. (a) the relationship between $P_t$ and different combinations of $M$ and $N$; (b) the relationship between $KC$ and different combinations of $M$ and $N$.

5.3. The Comparison with CVA

The proposed algorithm consists of three parts, including the feature extraction based on LSSC, applying the shape distance to produce the change magnitude image and the generation of binary change map. In the third step, we apply the FCM clustering algorithm in order to obtain the final change map in this paper, and some other techniques [28,58,60–62] can be as alternatives to apply in the future.

For the first data set, we can find, from Figure 6, that binary change maps generated by CVA have much salt and pepper noise. There are lots of buildings, roads and residential areas in the scene, and the complex characteristics of the scene make it challenging to detect change pixels. In addition, there are season variations, since the images were obtained at summer and autumn. That also contributes to the difficulty of change detection. In such a situation, LSSC produced less noise, which can be found...
in Figure 7. Because LSSC integrates spectral with spatial information efficiently, the robustness of algorithm is advanced. Some investigations have identified that integrating spectral with spatial information can further exploit the features and improve the performance of change detection [63,64]. With respect to clustering algorithms, LSSC-EM has a deficiency in terms of false alarms when compared with LSSC-FCM. A possible reason is that EM may fall into the local optimum, instead of the global optimum.

In contrast, the land cover types of the second data set are less complex than the first one, because the image covers the rural area. CVA achieves a better detection result than the first data set. However, there is still some salt and pepper noise in the change maps. LSSC still exhibits better performance of detection than CVA, especially in keeping a balance between false alarms and missed detections.

It can be seen from Tables 4 and 5 that, for the first data set, LSSC-FCM achieved the best detection accuracy. Compared with CVA-FCM, CVA-EM, and CVA-Kmeans, the accuracy of LSSC-FCM was improved by 18.06%, 10.68% and 18.70%, and KC was increased by 0.3488, 0.3608 and 0.3580, respectively. For the second data set, LSSC-EM outperformed other methods. Compared with CVA-FCM, CVA-EM, CVA-Kmeans, the accuracy of LSSC-EM was improved by 18.20%, 13.56%, and 18.75%, and KC was increased by 0.3499, 0.2661 and 0.3593, respectively. Although the accuracy of LSSC-FCM is lower than LSSC-EM in the second experiments, LSSC-FCM still maintained the second highest accuracy and KC. Because the main purpose of this work is to develop the feature descriptor, the reliability of the proposed method can be still illustrated. In a word, LSSC shows the superiority of overall accuracy and robustness on the two data sets.

Table 4. The quantitative analysis of experimental results generated by CVA.

| Data Set     | Methods  | $P_t$ (%) | KC   | Time (s) |
|--------------|----------|-----------|------|----------|
| Data set 1   | CVA-EM   | 18.50     | 0.4649 | 1.8      |
|              | CVA-FCM  | 25.88     | 0.4769 | 2.0      |
|              | CVA-Kmeans | 26.52    | 0.4677 | 2.1      |
| Data set 2   | CVA-EM   | 16.73     | 0.6701 | 1.6      |
|              | CVA-FCM  | 21.37     | 0.5863 | 1.9      |
|              | CVA-Kmeans | 21.92    | 0.5769 | 1.8      |

Table 5. The quantitative analysis of experimental results generated by LSSC.

| Data Set     | Methods  | $P_t$ (%) | KC   | Time (s) |
|--------------|----------|-----------|------|----------|
| Data set 1   | LSSC-EM  | 8.13      | 0.8061 | 21.4     |
|              | LSSC-FCM | 7.82      | 0.8257 | 20.6     |
|              | LSSC-Kmeans | 7.84    | 0.8256 | 20.9     |
| Data set 2   | LSSC-EM  | 3.17      | 0.9362 | 17.8     |
|              | LSSC-FCM | 5.81      | 0.8836 | 18.7     |
|              | LSSC-Kmeans | 6.02    | 0.8797 | 18.1     |

In terms of the computation complexity, the proposed method spends more time than CVA. CVA compares directly the spectral values to discriminate the changes. Because of the low computation load, CVA obtains the change result with little time. In the proposed method, on the one hand, we need to build the spectrum-trend graph for each pixel. On the other hand, the relationships between the feature points in the graph are calculated. Although the proposed method takes more time, it achieves better experimental accuracy than CVA. If there is no radiometric difference between images, then CVA can meet the accuracy requirements for change detection. However, when there are radiometric differences between the images, CVA tends to have a serious false-alarms and cannot keep a good balance between false-alarms and missed detections. In this situation, the proposed method can
overcome the shortcoming that traditional algorithms are sensitive to radiation differences and improve the accuracy of change detection.

In order to further analyze the difference of accuracy between different methods, $P_{f}$, $P_{m}$, and $P_{t}$ were used as accuracy indicators. Figure 12 presents the accuracies of various methods in the experiments.

![Figure 12](image_url)

Figure 12. The accuracies of various methods in the experiments in terms of $P_{m}$, $P_{f}$ and $P_{t}$. (a) the accuracy of the first data set; (b) the accuracy of the second data set.

Because of the increased variabilities in complex urban environments in the application of VHR images, CVA exhibits serious false alarms in the first data set. From Figure 12a, we can find that the $P_{f}$ of CVA all maintained over 30%. In the second data set, CVA achieved the lower $P_{f}$, but its $P_{m}$ increased a lot, which can be concluded from Figure 12b. The reason is CVA neglects the spatial feature, and that brings about the decline of accuracy. In contrast, LSSC keeps a good balance between $P_{m}$ and $P_{f}$ in the both data sets. This is because LSSC utilizes the spectral and spatial information efficaciously in the form of spectrum-trend graph. Besides, spectral trend can copy with the radiometric difference effectively.

In this study, we find that the proposed method can effectively reduce the requirement for images and improve the accuracy. In the first experiment, there are seasonal differences and radiometric differences between the two images. When CVA method was applied, the percentages of total errors were approximately 20%, especially there are serious false alarms. In contrast, the proposed method has greatly improved in both visual judgment and quantitative analysis. In the second experiment, CVA method has a low false detection rate, but has a high missed detection rate. The proposed method still keeps a good balance between the false detection rate and the missed detection rate.

It is worth noting that the time of day and local weather have an impact on spectral values and noise in the images. The results indicate that the proposed method can reduce the influences of radiometric differences on change detection, caused by different time of day, local weather, solar heights, imaging conditions, and so on. In order to further analyze the influence of some indicators on change detection, such as weather and time, we need to get more image data that were captured at different times and conduct a series of comparative experiments in the future.

6. Conclusions

In this paper, an unsupervised method that is based on spectrum-trend graph and shape context has been proposed and applied to change detection for very high-resolution remote sensing images. The aims are overcoming the disadvantage that traditional algorithms are sensitive to radiometric differences and improving the accuracy of change detection. The main innovation of this method lies in implementing the shape context in order to extract the feature from the local-scene spectral trend. Specific work are as follows. First, the spectral values of each band in the local region are organized in sequence to construct the spectrum-trend graph. Shape context is then applied to extract the feature from the 2-D shape, and the change magnitude images are generated based on shape
distance. Finally, the change maps are obtained by FCM clustering algorithm. Two experiments were carried out on SPOT-5 and QuickBird data, and the quantitative analysis of experimental results proved the effectiveness of the proposed technique.

The advantages of the proposed method are described in the following:

- Improved change detection accuracies were obtained by the proposed algorithm. The proposed method presented satisfying performance in accuracy and it kept a good balance between the false alarms and the missed detections.
- A novel viewpoint was proposed to discriminate changed and unchanged pixels by comparing the spectrum-trend shape similarity. The discrete and isolated spectral reflectance values were transformed into the 2-D shape. The detection of change pixels then became into the comparison of similarity between the shapes.

In the future, some efforts can be devoted into the following aspects. First, the determination of parameters can be more automatic. If the window size \( n \) and parameters of shape context \( (M \text{ and } N) \) are able to be automatically acquired, the algorithm will be more practical. Second, the more algorithms of shape similarity measure from the computer vision field can be investigated and applied to spectral trend. The approach proposed in this paper is to use shape context and shape distance to describe the similarity between the corresponding spectrum-trend. In the next stage, we will pay more attention to integrate the spectral trend with shape measure algorithms. It may be more efficient in change detection for very high-resolution remote sensing images.
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