Sharp hierarchical upper bounds on the critical two-point function for long-range percolation on $\mathbb{Z}^d$
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Abstract. Consider long-range Bernoulli percolation on $\mathbb{Z}^d$ in which we connect each pair of distinct points $x$ and $y$ by an edge with probability $1 - \exp(-\beta \|x - y\|^{-d-\alpha})$, where $\alpha > 0$ is fixed and $\beta \geq 0$ is a parameter. We prove that if $0 < \alpha < d$ then the critical two-point function satisfies

$$\frac{1}{|\Lambda_r|} \sum_{x \in \Lambda_r} P_{\beta_c}(0 \leftrightarrow x) \leq r^{-d+\alpha}$$

for every $r \geq 1$, where $\Lambda_r = [-r, r]^d \cap \mathbb{Z}^d$. In other words, the critical two-point function on $\mathbb{Z}^d$ is always bounded above on average by the critical two-point function on the hierarchical lattice. This upper bound is believed to be sharp for values of $\alpha$ strictly below the crossover value $\alpha_c(d)$, where the values of several critical exponents for long-range percolation on $\mathbb{Z}^d$ and the hierarchical lattice are believed to be equal.

1 Introduction

Let $d \geq 1$ and let $J : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty)$ be a kernel that is symmetric in the sense that $J(x, y) = J(y, x)$ for every $x, y \in \mathbb{Z}^d$. For each $\beta \geq 0$, long-range percolation on $\mathbb{Z}^d$ with kernel $J$ is the random graph with vertex set $\mathbb{Z}^d$ in which each potential edge $\{x, y\}$ is included independently at random with probability $1 - \exp(-\beta J(x, y))$. We write $P_{\beta} = P_{\beta,J}$ for the law of the resulting random graph. We will be particularly interested in the case that $J$ is translation-invariant, meaning that $J(x, y) = J(0, y - x)$ for every $x, y \in \mathbb{Z}^d$ and integrable, meaning that $\sum_{y \in \mathbb{Z}^d} J(x, y) < \infty$ for every $x$. For many purposes, the most interesting case (besides nearest-neighbour models) occurs when $J(x, y)$ decays like an inverse power of $\|x - y\|$, so that

$$J(x, y) \sim A\|x - y\|^{-d-\alpha} \quad \text{as } x - y \to \infty \quad (1.1)$$

for some constants $A > 0$ and $\alpha > 0$; smaller values of $\alpha$ make longer edges more likely. Percolation theorists are particularly interested in the geometry of the clusters (connected components) of this random graph and how this geometry changes as the parameter $\beta$ is varied. Indeed, as with nearest-neighbour percolation, much of the interest of the model stems from the fact that it typically
undergoes a phase transition, in which an infinite cluster emerges as \( \beta \) is varied through the critical value
\[
\beta_c = \beta_c(J) := \inf\{\beta \geq 0 : P_\beta(\text{an infinite cluster exists}) > 0\},
\]
which satisfies \( 0 < \beta_c < \infty \) if \( d \geq 2 \) and \( \alpha > 0 \) or \( d = 1 \) and \( 0 < \alpha \leq 1 \) \([36, 40]\). In this paper we study the behaviour of the model at criticality (i.e., when \( \beta = \beta_c \)), where one expects a rich, fractal-like geometry to emerge \([12, 14, 15, 25, 31]\); see \([24]\) and the very recent paper \([10]\) for detailed literature reviews regarding other aspects of the model.

Perhaps surprisingly, long-range percolation is understood rather better at criticality than nearest-neighbour percolation, at least for small values of \( \alpha \). Indeed, Noam Berger \([9]\) proved in 2002 that the phase transition is continuous in the sense that there are no infinite clusters at \( \beta_c \) whenever \( 0 < \alpha < d \), while the analogous statement for nearest-neighbour percolation in dimensions \( 3 \leq d \leq 6 \) is a notorious open problem. Although it is believed that the phase transition should be continuous for all \( \alpha > 0 \) when \( d \geq 2 \), Berger’s result is best possible in general since the model has a discontinuous phase transition when \( d = \alpha = 1 \) \([4, 15]\).

**Critical exponents.** Once one knows that the phase transition is continuous, it becomes a question of central interest to understand the critical exponents associated to the model, which are believed to describe the large-scale geometry of the model at and near criticality \([19, \text{Chapters 9 and 10}]\). We will focus on the exponents traditionally denoted by \( \delta \) and \( \eta \) which, if they exist, are defined to satisfy
\[
\begin{align*}
P_{\beta_c}(|K| \geq n) &\approx n^{-1/\delta} \quad \text{as } n \to \infty \\
\text{and } \quad P_{\beta_c}(x \leftrightarrow y) &\approx \|x - y\|^{-d+2-\eta} \quad \text{as } \|x - y\| \to \infty,
\end{align*}
\]
where \( \approx \) means that the ratio of the logarithms of the two sides tends to 1 in the relevant limit, \( K = K(0) \) denotes the cluster of the origin, and \( \{x \leftrightarrow y\} \) denotes the event that \( x \) and \( y \) are connected (i.e., belong to the same cluster). We will often refer to the connection probability \( P_{\beta_c}(x \leftrightarrow y) \) as the two-point function. These exponents are expected to depend on the dimension \( d \) and the long-range parameter \( \alpha \) but not on the small-scale details of the model such as the precise choice of kernel \( J \). Computing and/or proving the existence of critical exponents is typically a very challenging problem that is of central importance throughout mathematical physics. For percolation, progress has been limited mostly to the high-dimensional case \((d > 6 \text{ or } \alpha < d/3)\), where the lace expansion \([22, 24, 41]\) has been developed as a powerful and general method for proving that these exponents take their mean-field values \( \delta = 2 \) and \( \eta = 0 \) \( \lor \) \((2 - \alpha) \) \([3, 6, 12, 17, 21, 23, 25]\), and to the (very special) case of site percolation on the triangular lattice where the theory of conformally-invariant processes applies \([32, 33, 43, 44]\) and these exponents are known to be \( \delta = 91/5 \) and \( \eta = 5/24 \) as predicted by Nienhuis \([37]\). There are no conjectured exact values for these exponents for nearest-neighbour percolation in dimensions 3, 4, or 5, in which case their values are likely to be transcendental.

While critical exponents in low dimensions remain rather mysterious quantities in general, there is a surprisingly simple prediction for the dependence of these exponents on the long-range parameter \( \alpha \) when \( d \) is fixed: It is believed that if \( \eta_{\text{SR}} = \eta_{\text{SR}}(d) \) denotes the analogous critical
Figure 1: (Exponent estimates for $d = 1$.) Our new upper bounds (blue) vs. the conjectured true values (red) and the upper bounds proven in [31] (orange) of $2 - \eta$ and $\delta$ when $d = 1$. The part of the graph where our upper bound coincides exactly with the conjectured true value is represented in purple (in fact this is the entire graph of $2 - \eta$ in this case). For $d = 1$ and $\alpha > 1$ there is no phase transition and the exponents are not defined.

The fact that $2 - \eta = \alpha \wedge 2$ is the mean-field value of this exponent is related to the fact that the inverse of the fractional Laplacian $(-\Delta)^{\alpha/2}$ decays as $\|x\|^{-d+\alpha}$ for $\alpha < 2$ and as $\|x\|^{-d+2}$ for $\alpha > 2$ [42, Sections 2 and 3].
satisfies $2 - \eta = \alpha$ in this case. (It remains open to compute various other exponents including \(\delta\) in this setting.) In light of this work, the prediction (1.2) has the following interpretation: For \(\alpha < \alpha_c\) long-range effects dominate and the long-range Euclidean model has the same exponents\(^2\) as the long-range hierarchical model with the same parameter, while for \(\alpha > \alpha_c\) short-range effects dominate and the long-range Euclidean model has the same exponents as the nearest-neighbour Euclidean model. In particular, we find it helpful to think of the value \(\eta = 2 - \alpha\) taken below \(\alpha < \alpha_c\) as being the \textit{hierarchical value} of \(\eta\) rather than the mean-field value of \(\eta\) per se. When \(\alpha = \alpha_c\) the two effects are comparable and logarithmic corrections to scaling are expected to be present.

Rigorous results in high dimensions have been obtained via a lace expansion analysis by Chen and Sakai [12,13,39], who prove in particular that if \(d > 6\) and \(J\) satisfies a certain perturbative criterion (i.e., is sufficiently ‘spread-out’) then

$$P_{\beta_c} (0 \leftrightarrow x) \asymp \begin{cases} \|x\|^{-d + \alpha} & \alpha < 2 \\ \|x\|^{-d + 2} \frac{1}{\log \|x\|} & \alpha = 2 \\ \|x\|^{-d + 2} & \alpha > 2 \end{cases} \quad \text{as} \; \|x\| \to \infty. \quad (1.4)$$

When \(d = 6\) and \(\alpha = 2\) there should be two competing sources of logarithmic corrections from being both at the upper-critical dimension and at the crossover value. Note that for \(d = 1\) we expect the Euclidean and hierarchical models to have the same exponents for all \(0 < \alpha < 1\), while for \(\alpha = 1\) the Euclidean model has a discontinuous phase transition and the hierarchical model has no phase transition at all.

**Our results.** In our previous work [31] we made a modest first step towards the understanding of the problem by proving power-law upper bounds on the two-point function and cluster volume tail for long-range percolation with \(0 < \alpha < d\), but with exponents strictly larger than those predicted by (1.2) and (1.3). In this paper we significantly improve upon this result by proving an

\(^2\)Here we are avoiding making the stronger statement that the models \textit{belong to the same universality class} since this claim would arguably be too strong. Indeed, while the models may share exponents, they should not have a common scaling limit as in the Euclidean case relevant continuum limit should be defined on \(\mathbb{R}^d\) while in the hierarchical case it should be defined on the \(L\)-adic numbers. See [20] for detailed discussions of related phenomena. It is also unclear at present whether one should expect the exponents describing off-critical behaviour to coincide.

Figure 2: (Exponent estimates for \(d = 2\).) Our new upper bounds (blue) vs. the conjectured true values (red) and the upper bounds proven in [31] (orange) of \(2 - \eta\) and \(\delta\) when \(d = 2\). The part of the graph where our upper bound coincides exactly with the conjectured true value is represented in purple. Our upper bound on \(\delta\) is within 6% of the conjectured true value for \(d = 2\) and \(\alpha = \alpha_c = 43/24\); the rightmost plot is a zoomed-in copy of the middle plot around this value.
upper bound on the two-point function which matches the conjectured true behaviour for $\alpha$ below the crossover value $\alpha_c$. We write $\Lambda_r = [-r, r] \cap \mathbb{Z}^d$ for each $r \geq 1$ and write $\| \cdot \| = \| \cdot \|_\infty$.

**Theorem 1.1.** Let $d \geq 1$, let $J : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty)$ be a symmetric, integrable, translation-invariant kernel, and suppose that there exist constants $0 < \alpha < d$ and $c > 0$ such that $J(x, y) \geq c \|x - y\|^{-d-\alpha}$ for all distinct $x, y \in \mathbb{Z}^d$. Then there exists a constant $A = A(d, \alpha)$ such that

$$\frac{1}{|\Lambda_r|} \sum_{x \in \Lambda_r} \mathbb{P}_{\beta_c}(0 \leftrightarrow x) \leq \frac{A}{c \beta_c} r^{-d+\alpha}$$

for every $r \geq 1$. In particular, the exponent $\eta$ satisfies $2 - \eta \leq \alpha$ if it is well-defined.

**Remark 1.2.** The proof of this theorem is effective in the sense that it gives an explicit (but fairly large) estimate on the constant $A$. Indeed, we believe that this constant can be taken of the form $C(d+\alpha)/(d-\alpha)$ for a universal constant $C$ of order around $10^{50}$. To simplify the exposition we do not keep careful track of the constants arising in our proofs, which we have not attempted to optimize. It may be possible to get a constant of reasonable order with further work.

We think of this result as stating that the critical two-point function for long-range percolation on the Euclidean lattice is always dominated on average by the critical two-point function for long-range percolation on the hierarchical lattice. For $d = 1$ this inequality is expected to be sharp for all $0 < \alpha < 1$. \footnote{See Remark 4.2.} Similar bounds have been established (under perturbative criteria) in the high-dimensional case using the lace expansion \cite{12, 13, 25}; our results are most interesting when $d \leq 6$ and $\alpha \geq d/3$ so that mean-field critical behaviour is not expected to hold and high-dimensional techniques such as the lace expansion should not apply. Even in the high-dimensional case, it is notable that we obtain sharp (when $\alpha < d/3$) upper bounds on the two-point function under non-perturbative assumptions, in contrast to lace-expansion based methods.
Remark 1.3. A sharp analysis of the subcritical two-point function holding for a very general class of long-range models is given in [5].

The tail of the volume. Applying the methods of [28,31] together with the sharpened control of the two-point function given by Theorem 1.1 yields the following improved power-law bound on the tail of the volume. While this bound is not believed to be sharp, it significantly improves the bound of [31] and in fact is rather close to the conjectured true value for \( d \) small and \( \alpha \) close to \( \alpha_c \) as can be seen in Figures 1–3.

Corollary 1.4. Let \( d \geq 1 \), let \( J : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty) \) be a symmetric, integrable, translation-invariant kernel, and suppose that there exist constants \( 0 < \alpha < d \) and \( c > 0 \) such that \( J(x,y) \geq c\|x-y\|^{-d-\alpha} \) for all distinct \( x,y \in \mathbb{Z}^d \). Then there exists a constant \( A = A(d,\alpha) \) such that

\[
P_{\beta_c}(|K| \geq n) \leq \frac{A}{(c\beta_c)^{d/(2d-\alpha)}} n^{-(d-\alpha)/2d}
\]

for every \( n \geq 1 \). In particular, the exponent \( \delta \) satisfies \( \delta \leq 2d/(d-\alpha) \) if it is well-defined.

About the proof. As noted in [30, Remark 2.11], the same proof used to study the hierarchical lattice in that paper applies directly to long-range percolation on \( \mathbb{Z}^d \) to establish that

\[
\frac{1}{|\Lambda_r|} \sum_{x \in \Lambda_r} P_{\beta_c}(0 \leftrightarrow x \text{ inside } \Lambda_r) \leq Ar^{-d+\alpha}
\]

for some constant \( A \) and every \( r \geq 1 \). However, the methods used in [30, Section 2.3] to pass from connectivity estimates inside a box to global connectivity estimates break down completely in the Euclidean case, and we are not aware of any techniques to pass from estimates of the form (1.5) to full-space estimates. Indeed, it is a well-known (and not too difficult) folklore theorem that \( \frac{1}{|\Lambda_r|} \sum_{x \in \Lambda_r} P_{pc}(0 \leftrightarrow x \text{ inside } \Lambda_r) \to 0 \) as \( r \to \infty \) for critical nearest-neighbour bond percolation in every dimension \( d \geq 2 \), whereas proving the corresponding full-space estimate would imply the continuity of the phase transition and remains very much open. To circumvent this problem, we will instead set up the renormalization argument used to prove (1.5) in a more subtle and technical way, leading to a stronger (and more technical) estimate that can, with work, be used to deduce Theorem 1.1 by an elaboration of the argument used in the hierarchical case.

A key idea powering the proof will be to write the Euclidean kernel \( J \) as a sum of a hierarchical kernel \( H_\sigma \) and a remainder term \( R_\sigma \), both depending on an \( L \)-adic hierarchical decomposition \( \sigma \) of \( \mathbb{Z}^d \) that we are free to choose. We will then consider connectivity using not only those edges lying inside a given box but also many edges outside the box. Indeed, we take as many of these edges as we can without breaking our renormalization argument, which analyzes the effect of adding long edges at each successive \( L \)-adic scale. Taking more edges in the restricted estimate in this way makes it much easier to pass from a restricted estimate to a full-space estimate. On the other hand, the non-translation-invariant nature of the hierarchical decomposition causes various problems due to the restricted models depending in a complicated way on the entire choice of decomposition, breaking transitivity. This leads to various subtle technical problems that must be circumvented to push the proof through. This is mostly accomplished by careful choice of definitions, leading to many definitions that may seem somewhat unnatural at first but which have been reverse-engineered precisely to make the proof go through cleanly.
Figure 4: Left: The hierarchical decomposition of $\mathbb{Z}^2$ with $L = 2$ and $\sigma$ encoded by $((0, 0), (1, 1), (1, 0), (0, 1), \ldots)$, where the origin is marked by a cross. Right: The configuration $\eta_{B^2}$ is permitted to use only those hierarchical edges whose endpoints are both contained in a box of the same colour.

While we have written the paper in a self-contained way, the reader is likely to better appreciate the proof if they are already familiar with that of [30].

2 Proof

2.1 The hierarchical decomposition

Fix $d \geq 1$ and $L \geq 2$. Each sequence $\sigma = (\sigma_1, \sigma_2, \ldots) \in \Sigma = \Sigma_{d,L} := \{(0, \ldots, L - 1)^d\}^\mathbb{N}$ determines an $L$-adic hierarchical decomposition of $\mathbb{Z}^d$ as follows: For each $n \geq 0$ we define an $n$-block to be a set of the form $B^\sigma_n = \left\{ \mathbb{Z}^d \cap \left( \sum_{m=1}^{n} \sigma_{m,i}L^m + \prod_{i=1}^{d} [k_iL^n, (k_i + 1)L^n - 1] \right) : k = (k_1, \ldots, k_d) \in \mathbb{Z}^d \right\}$.

See Figure 4 for an illustration. We reserve the term block for $L$-adic boxes of this particular form as determined by $\sigma$, using the term box for other sets of the form $[0, r]^d + x$ for $r \geq 0$ and $x \in \mathbb{Z}^d$. Note that 0-blocks are simply singleton sets, so that $B^\sigma_0 = \{x : x \in \mathbb{Z}^d\}$. We also write $B^\sigma = \bigcup_{n \geq 0} B^\sigma_n$ for the collection of all blocks, noting again that this collection depends on the choice of $\sigma \in \Sigma$. For each $x \in \mathbb{Z}^d$ and $n \geq 0$, we define $B^\sigma_n(x)$ to be the unique $n$-block containing $x$, writing $B^\sigma_n = B^\sigma_n(0)$ for the $n$-block containing the origin. For each $n \geq 1$, every $n$-block decomposes into exactly $L^d(n - 1)$-blocks, which we refer to as the children of the block. We refer to the blocks strictly containing a given block as the ancestors of that block, and the blocks strictly contained in a given block as the descendants of that block. Given an $n$-block $B$ for some $n \geq 0$, the unique $(n + 1)$-block containing $B$ is called the parent of $B$ and is denoted $\sigma(B)$. We think of $\Sigma$ as the set of $L$-adic hierarchical decompositions of $\mathbb{Z}^d$, and note that for each $\sigma \in \Sigma$ and $x \in \mathbb{Z}^d$ we can
consider the translated configuration \( \sigma + x \in \Sigma \) which is defined by the property that

\[
\mathcal{B}^{\sigma}_{n+x} = \{ B + x : B \in \mathcal{B}^{\sigma}_{n} \} \quad \text{for every } n \geq 0.
\]

(2.1)

Given \( \sigma \in \Sigma \) we define the hierarchical ultrametric \( d_{\sigma} \) on \( \mathbb{Z}^{d} \) by

\[
d_{\sigma}(x, y) = \begin{cases} I^{h_{\sigma}(x,y)} & h_{\sigma}(x, y) \geq 1 \\ 0 & h_{\sigma}(x, y) = 0 \end{cases}
\]

where \( h_{\sigma}(x, y) \) is minimal such that there exists an \( h_{\sigma}(x, y) \)-block containing \( x \) and \( y \).

We stress that all of these definitions depend on the choice of sequence \( \sigma \) which encodes the hierarchical \( L \)-adic decomposition of \( \mathbb{Z}^{d} \). Note that for some (non-generic) choices of \( \sigma \), such as the all-zero sequence, there exist vertices with \( d_{\sigma}(x, y) = h_{\sigma}(x, y) = \infty \); this will not cause us any problems. It is easily verified that \( d_{\sigma} \) does indeed define an (extended) ultrametric, and in particular satisfies the ultrametric triangle inequality \( d_{\sigma}(x, z) \leq \max\{d_{\sigma}(x, y), d_{\sigma}(y, z)\} \) for every \( x, y, z \in \mathbb{Z}^{d} \). (In fact for generic choices of \( \sigma \) the metric space \( (\mathbb{Z}^{d}, d_{\sigma}) \) is isometric to the hierarchical lattice \( \mathbb{H}_{L}^{d} \), but with the collection of maps realising this isometry depending on \( \sigma \).) Note also that \( d_{\sigma}(x, y) \geq \|x - y\| \) for every \( x, y \in \mathbb{Z}^{d} \) and \( \sigma \in \Sigma \).

Fix a symmetric, integrable, translation-invariant kernel \( J : \mathbb{Z}^{d} \times \mathbb{Z}^{d} \to [0, \infty) \) and suppose that there exist constants \( c > 0 \) and \( 0 < \alpha < d \) such that \( J(x, y) \geq c\|x - y\|^{-d - \alpha} \) for every pair of distinct points \( x, y \in \mathbb{Z}^{d} \). We will consider \( d, L, J, \alpha \), and \( c \) to be fixed for the remainder of the paper, and will later need to assume that \( L \) is larger than some constant \( L_{0} = L_{0}(d, \alpha) \). For each \( \sigma \in \Sigma \) and \( x, y \in \mathbb{Z}^{d} \) we define the symmetric kernels \( H_{\sigma} \) and \( R_{\sigma} \) by

\[
H_{\sigma}(x, y) = \begin{cases} cd_{\sigma}(x, y)^{-d - \alpha} & x \neq y \\ 0 & x = y \end{cases}
\]

and

\[
R_{\sigma}(x, y) = J(x, y) - H_{\sigma}(x, y)
\]

so that \( J(x, y) = H_{\sigma}(x, y) + R_{\sigma}(x, y) \) for every pair of distinct points \( x, y \in \mathbb{Z}^{d} \) and \( \sigma \in \Sigma \). The non-negativity of \( R_{\sigma} \) is ensured since \( J(x, y) \geq c\|x - y\|^{-d - \alpha} \geq cd_{\sigma}(x, y)^{-d - \alpha} \) for every pair of distinct points \( x, y \in \mathbb{Z}^{d} \). We think of this as a decomposition of the Euclidean kernel \( J \) into a hierarchical term \( H_{\sigma} \) and a remainder term \( R_{\sigma} \), noting that \( R_{\sigma}(x, y) \gg H_{\sigma}(x, y) \) for \( x \) and \( y \) on opposite sides of the boundary of a large block. Given \( \sigma \in \Sigma \), \( n \geq 1 \), and an \( n \)-block \( B \in \mathcal{B}^{\sigma}_{n} \) we also define the kernel

\[
H_{B}(x, y) := cL^{-(d + \alpha)n}\mathbb{1}(x, y \in B \text{ and } h_{\sigma}(x, y) = n)
\]

for each \( x, y \in \mathbb{Z}^{d} \), so that \( H_{\sigma}(x, y) = \sum_{n \geq 1} \sum_{B \in \mathcal{B}^{\sigma}_{n}} H_{B}(x, y) \) for each \( x, y \in \mathbb{Z}^{d} \). Note that the kernels \( H_{\sigma} \) and \( R_{\sigma} \) depend heavily on the choice of \( \sigma \in \Sigma \) and are not translation-invariant for fixed \( \sigma \). They are, however, translation-covariant in the sense that

\[
H_{\sigma}(a + x, b + x) = H_{\sigma}(a, b) \quad \text{and} \quad R_{\sigma}(a + x, b + x) = R_{\sigma}(a, b)
\]

for every \( x, a, b \in \mathbb{Z}^{d} \) and \( \sigma \in \Sigma \).

Fix \( \beta \geq 0 \) and \( \sigma \in \Sigma \). Let \( \omega_{R} \) be long-range Bernoulli percolation on \( \mathbb{Z}^{d} \) with kernel \( R_{\sigma} \) and parameter \( \beta \) and for each non-singleton block \( B \) let \( \omega_{B} \) be a long-range Bernoulli percolation
configuration on $\mathbb{Z}^d$ with kernel $H_B$ and parameter $\beta$, where the $\omega_B$ are all independent of each other and of $\omega_R$. The union $\omega$ of the configuration $\omega_R$ with all of the configurations $\omega_B$ is equal in distribution to long-range Bernoulli percolation on $\mathbb{Z}^d$ with kernel $J$, and we write $P_{\beta,\sigma}$ for the joint law of $\omega_R$ and $((\omega_B)_{B \in B_\sigma})_{n \geq 1}$.

As discussed above, we will want to define something that plays the role of ‘the cluster inside a block’ but where we will also want to include as many edges outside the block as possible without breaking the proof strategy of [30]. These considerations lead to the following definition: For each block $B \in B^\sigma$ we define

$$\eta_B := \omega_R \cup \left( \bigcup_{m=1}^{\infty} \bigcup \{ \omega_{B'} : B' \in B_m^\sigma \text{ is not an ancestor of } B \} \right),$$

where $\bigcup \{ A_i : i \in I \} := \bigcup_{i \in I} A_i$, which is distributed as long-range Bernoulli percolation with kernel

$$J_{\sigma,B}(x,y) := R_{\sigma}(x,y) + \sum_{m=1}^{\infty} \sum_{B' \in B_m^\sigma} H_{B'}(x,y) 1(B' \text{ not an ancestor of } B).$$

In other words, $\eta_B$ includes all edges associated to the remainder kernel and all edges associated to the part of the hierarchical kernel corresponding to blocks that are either contained in $B$ or are disjoint from $B$ (i.e., those hierarchical edges whose endpoints have the same colour in Figure 4). In particular, $\eta_B = \eta_{B'}$ when $B$ and $B'$ are siblings (i.e., have the same parent) and

$$\eta_{\sigma(B)} = \eta_B \cup \omega_{\sigma(B)} \quad (2.3)$$

for every block $B$, where we recall that $\sigma(B)$ denotes the parent of $B$. This fact will be the basis of all our renormalization arguments. Note also that $J_{\sigma,B}$ transforms covariantly under translation in the sense that

$$J_{\sigma+x,B+x}(a+x,b+x) = J_{\sigma,B}(a,b) \quad (2.4)$$

for every $a,b,x \in \mathbb{Z}^d$, $\sigma \in \Sigma$ and $B \in B^\sigma$, so that the law of $\eta_B$ enjoys a similar translation-covariance property.

### 2.2 The maximum cluster size

Given $\sigma \in \Sigma$ and a block $B \in B_n^\sigma$ for some $n \geq 0$, we write

$$|K_B^{\max}| = \max \{ |K \cap B| : K \text{ is a cluster of } \eta_B \}.$$

(This is a slight abuse of notation since $K_B^{\max}$ is not well-defined as a set in the case of a tie. This will not cause any problems.) We stress that although we consider the intersections of clusters of $\eta_B$ with $B$, these clusters need not be contained in $B$, and may contain both arbitrary edges from $\omega_R$ and edges from $\omega_{B'}$ for any block $B'$ that is not an ancestor of $B$ (including e.g. small blocks very far away from $B$). We define the typical value of $|K_B^{\max}|$ to be

$$M_B = M_{B,\beta,\sigma} := \min \{ m \geq 1 : P_{\beta,\sigma}(|K_B^{\max}| \geq m) \leq \frac{1}{e} \},$$
noting that we always have $M_B \geq 2$. As in [30], our analysis will rely crucially on the universal tightness theorem of [31, Theorem 2.2], which implies that $|K_B^{\text{max}}|$ is always of the same order as its typical value $M_B$ with high probability. This theorem, which applies to percolation on arbitrary weighted graphs and hence to long-range percolation on $\mathbb{Z}^d$ with an arbitrary symmetric kernel, yields in our context that the inequalities

$$
P_{\beta,\sigma}(|K_B^{\text{max}}| \geq \lambda M_B) \leq \exp \left( -\frac{1}{9} \lambda \right) \quad \text{and} \quad P_{\beta,\sigma}(|K_B^{\text{max}}| < \varepsilon M_B) \leq 27 \varepsilon \quad (2.5)$$

hold for every $\sigma \in \Sigma$, $n \geq 0$, $B \in \mathcal{B}_n^\sigma$, $\lambda \geq 1$ and $0 < \varepsilon \leq 1$. Moreover, if we write $K_B(x)$ for the cluster of $x$ in $\eta_B$ for each $x \in \mathbb{Z}^d$ then we also have that

$$
P_{\beta,\sigma}(|K_B(x) \cap B| \geq \lambda M_B) \leq P_{\beta,\sigma}(|K_B(x) \cap B| \geq M_B) \exp \left( 1 - \frac{1}{9} \lambda \right) \quad (2.6)$$

for every $\lambda \geq 1$. These inequalities make upper bounds on $M_B$ (which is a kind of median) very useful for the establishment of upper bounds on moments of related quantities; this plays a very important technical role in several of our proofs. It follows in particular from (2.5) that the mean of $|K_B^{\text{max}}|$ is always of the same order as its typical value in the sense that

$$
\frac{M_B}{2e} \leq \frac{M_B - 1}{e} \leq E_{\beta,\sigma}|K_B^{\text{max}}| \leq \left( 1 + \int_1^\infty e^{-\lambda/9} \, d\lambda \right) M_B \leq 10M_B \quad (2.7)
$$

for every $\sigma \in \Sigma$, every $\beta \geq 0$, and every block $B \in \mathcal{B}^\sigma$.

As in [30], our first goal will be to establish an upper bound on $M_B$ for $\beta < \beta_c$ using what we call a runaway observable argument. That is, we will show that if $M_B$ is much larger than we believe it should be for some block $B$ then $M_{\sigma(B)}$ is larger than it should be by an even larger factor, so that, inductively, the quantities associated to the ancestors of $B$ blow up rapidly as we pass through the generations. This rapid growth will contradict the sharpness of the phase transition, which states in particular that the expected size of the cluster of the origin is finite for $\beta < \beta_c$ [1,16,29], so that in fact the anticipated bound on $M_B$ can never be exceeded.

Two problems arise immediately when adapting the arguments of [30] to our new setting: First, the non-transitivity of the hierarchical decomposition means that different blocks of the same size may have different values of $M_B$. Second, since $|K_B^{\text{max}}|$ may depend on edges that are not contained in $B$, the random variables $|K_B^{\text{max}}|$ and $|K_{B_1}^{\text{max}}|$ and $|K_{B_2}^{\text{max}}|$ need not be independent for two disjoint blocks of the same size. We will see that the second issue can be circumvented fairly easily by an additional application of the universal tightness theorem, while the first is more serious.

To deal with the problem of non-transitivity, we will bound $M_B$ not for arbitrary blocks, but only for those blocks that are ancestrally good, a notion we now define. Given $\sigma \in \Sigma$, we say that two blocks are siblings if they share a parent, and say that a block $B$ is good if

$$
E_{\beta,\sigma}|K_B^{\text{max}}| \leq E_{\beta,\sigma}|K_{B'}^{\text{max}}| \quad \text{for at least} \quad \left\lfloor \frac{1}{2} L^d \right\rfloor - 1 \text{ siblings } B' \text{ of } B \quad (2.8)
$$

$$
\sum_{x,y \in B} P_{\beta,\sigma}(x \leftrightarrow y \text{ in } \eta_B) \leq \sum_{x,y \in B'} P_{\beta,\sigma}(x \leftrightarrow y \text{ in } \eta_{B'}) \quad \text{for at least one sibling } B' \text{ of } B. \quad (2.9)
$$
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Note that the two sets of siblings required by these two conditions need not be the same.

**Lemma 2.1.** Every non-singleton block has at least $\frac{1}{2}L^d$ children that are good, and in particular has at least one such child.

**Proof of Lemma 2.1.** Every non-singleton block has $L^d$ children. Of these children, at most one does not satisfy (2.9), and at most $\lfloor \frac{1}{2}L^d \rfloor - 1$ do not satisfy (2.8). As such, the total number of children that are not good is at most $\lfloor \frac{1}{2}L^d \rfloor$. This is equivalent to the claim. □

We say that a block is **ancestrally good** if it is good and all of its ancestors are good (in which case all of its ancestors are ancestrally good). Note that (ancestral) goodness of a block may depend both on $\sigma$ and the parameter $\beta$.

The first basic fact we will need is that we can choose $\sigma$ so that ancestrally good blocks exist. Note that the choice of $\sigma$ may depend on $\beta$.

**Proposition 2.2.** For each $0 \leq \beta < \beta_c$ there exists $\sigma \in \Sigma$ such that the singleton block $\{0\}$ is ancestrally good.

Before proving this proposition, we first prove the following auxiliary continuity lemma.

**Lemma 2.3.** For each $0 \leq \beta < \beta_c$ and $n \geq 0$, the set of $\sigma \in \Sigma$ such that $B_n^\sigma$ is good is closed in the product topology.

**Proof of Lemma 2.3.** Fix $0 \leq \beta < \beta_c$ and $n \geq 0$. First note that if that $\sigma, \tau \in \Sigma$ and $N \geq n \geq 1$ are such that $\sigma_i = \tau_i$ for every $i \leq N$ then the sets of $m$-blocks $B_m^\sigma$ and $B_m^\tau$ coincide for every $0 \leq m \leq N$, so that $B_n^\sigma = B_n^\tau$. For each set $B$ that is an $n$-block of some $\sigma \in \Sigma$, let $\Sigma_B$ be the set of $\sigma$ for which $B \in B_n^\sigma$, so that any two elements of $\Sigma_B$ agree in their first $n$ coordinates. Since the block $B_n^\sigma$ and its set of siblings depend continuously on $\sigma$ and the conditions defining a good block are closed, it suffices to prove that for each such block $B$ and point $x \in B$ the expectations $\mathbf{E}_{\beta,\sigma}|K_B^{\max}|$ and $\sum_{y \in B} s a \mathbf{P}_{\beta,\sigma}(x \leftrightarrow y \text{ in } \eta_B) = \mathbf{E}_{\beta,\sigma}|K_B(x) \cap B|$ depend continuously on $\sigma \in \Sigma_B$. By bounded convergence, it suffices to prove that the distribution of $K_B(x)$ depends continuously on $\sigma \in \Sigma_B$ for every $x \in \mathbb{Z}^d$.

Fix such a $B$ and suppose that $\sigma, \tau \in \Sigma_B$ and $N \geq n \geq 1$ are such that $\sigma_i = \tau_i$ for every $i \leq N$. We may construct a coupled pair of random variables $(\eta_{\sigma}, \eta_{\tau})$ such that $\eta_{\sigma}$ has the law of $\eta_B$ under $\mathbf{P}_{\beta,\sigma}$, $\eta_{\tau}$ has the law of $\eta_B$ under $\mathbf{P}_{\beta,\tau}$, the random variables $(\eta_{\sigma}(\{x,y\}), \eta_{\tau}(\{x,y\}))$ and $(\eta_{\sigma}(\{a,b\}), \eta_{\tau}(\{a,b\}))$ are independent when $\{x,y\} \neq \{a,b\}$, and

$$\mathbb{P}(\eta_{\sigma}(\{x,y\}) \neq \eta_{\tau}(\{x,y\})) = 1 - \exp(-\beta|J_{\sigma,B}(x,y) - J_{\tau,B}(x,y)|) \leq \beta|J_{\sigma,B}(x,y) - J_{\tau,B}(x,y)|$$

for every $x, y \in \mathbb{Z}^d$, where we write $\mathbb{P}$ for the joint law of this coupled pair of random variables. We can also estimate

$$|J_{\sigma,B}(x,y) - J_{\tau,B}(x,y)| \leq |R_{\sigma}(x,y) - R_{\tau}(x,y)| + \sum_{m=N+1}^{\infty} \sum_{B' \in B_m^\sigma} H_{B'}(x,y) + \sum_{m=N+1}^{\infty} \sum_{B' \in B_m^\tau} H_{B'}(x,y) \leq 3c \min\{L^{-(d+\alpha)(N+1)}, \|x - y\|^{-d-\alpha}\}$$

(2.10)
for every distinct $x, y \in \mathbb{Z}^d$, where in the second line we used that

$$|R_\sigma(x, y) - R_\tau(x, y)| = |H_\sigma(x, y) - H_\tau(x, y)| = c|d_\sigma(x, y)^{-d-\alpha} - d_\tau(x, y)^{-d-\alpha}| \leq c \min \{L^{-(d+\alpha)(N+1)}, \|x - y\|^{-d-\alpha}\}. \tag{2.11}$$

It follows by an elementary calculation that there exists a constant $A = A(d, \alpha, c)$ such that

$$\sum_{y \in \mathbb{Z}^d} |J_{\sigma, B}(x, y) - J_{\tau, B}(x, y)| \leq AL^{-\alpha N} \tag{2.12}$$

for every $x \in \mathbb{Z}^d$. The only important feature of this bound is that it tends to zero as $N \to \infty$ uniformly in $x$.

Fix an enumeration $\{x_1, x_2, \ldots\}$ of $\mathbb{Z}^d$ and let $\preceq$ be the associated total order on $\mathbb{Z}^d$. Suppose that we explore the cluster of a vertex $x$ in both $\eta_\sigma$ and $\eta_\tau$ one vertex at a time as follows: We first reveal the status of every edge incident to $x$. At each subsequent step we choose the $\preceq$-minimal point of $\mathbb{Z}^d$ that has not already been chosen and that is incident to a revealed open edge and reveal the status of every edge incident to that vertex. We stop when no such vertices remain. If we run this process for $k$ steps, the probability we find that the cluster of $x$ differs in $\eta_\sigma$ and $\eta_\tau$ is at most $A\beta L^{-\alpha N}k$ by (2.12) and Markov’s inequality, so that

$$\mathbb{P}(\text{the clusters of } x \text{ in } \eta_\sigma \text{ and } \eta_\tau \text{ are distinct}) \leq \mathbb{P}(|K_x| \geq k) + A\beta L^{-\alpha N}k \tag{2.13}$$

for every $x \in \mathbb{Z}^d$ and $k \geq 1$. Since $\beta < \beta_c$ we have that $\mathbb{P}(|K_x| \geq k) \to 0$ as $k \to \infty$. Thus, taking, say, $k = N$ we deduce that the left hand side of (2.13) is small when $N$ is large, uniformly in $\sigma, \tau$, and $x$. This establishes the desired distributional continuity of $K_B(x)$ and concludes the proof.

**Proof of Proposition 2.2.** Fix $0 \leq \beta < \beta_c$ and an arbitrary sequence $\sigma_0 \in \Sigma$. For each $n \geq 1$, every $n$-block must have at least one good child by Lemma 2.1. By picking good children of good children recursively, we may find for each $n \geq 1$ a vertex $x_n$ such that $B_m^{n_0}(x_n)$ is good for every $0 \leq m \leq n$. Since $J$ is translation-invariant, we deduce that for each $n \geq 0$ there exists $\sigma_n = \sigma - x_n \in \Sigma$ such that $B_m^n = B_m^n(0)$ is good for every $0 \leq m \leq n$. By compactness of $\Sigma$, the sequence $(\sigma_n)_{n \geq 0}$ has a subsequence converging pointwise to some limit $\sigma_\infty \in \Sigma$, and it follows from Lemma 2.3 that $\{0\}$ is ancestrally good under $\sigma_\infty$ as claimed.

Now that we know that $\sigma$ can be chosen so that $\{0\}$ is ancestrally good, our next goal will be to prove an upper bound on $M_B$ for ancestrally good blocks when $L$ is large.

**Proposition 2.4.** There exists an integer $L_0 = L_0(d, \alpha) \geq 2$ such that the following holds: If $L \geq L_0$ then there exists a constant $A = A(d, L, \alpha)$ such that

$$M_B^2 < \frac{A}{c^3} L^{(d+\alpha)n}$$

for every $0 < \beta < \beta_c$, $\sigma \in \Sigma$, $n \geq 0$, and every ancestrally good $n$-block $B \in B^\alpha$. Since $M_B \geq 2$ for every block $B$, taking $L = L_0$ and applying Proposition 2.4 in the case $n = 0$ yields the following immediate corollary in conjunction with Proposition 2.2.
Corollary 2.5. Let $J : \mathbb{Z}^d \times \mathbb{Z}^d \to [0, \infty)$ be a symmetric, integrable function, let $0 < \alpha < d$, and suppose that there exists a positive constant $c$ such that $J(x, y) \geq c\|x - y\|^{-d-\alpha}$ for every distinct $x, y \in \mathbb{Z}^d$. Then there exists a constant $\beta_1 = \beta_1(d, \alpha)$ such that $c\beta_c \leq \beta_1$.

Proof of Corollary 2.5. Let $L_0 = L_0(d, \alpha) \geq 2$ and $A = A(d, L_0, \alpha)$ be as in Proposition 2.4 and let $\beta < \beta_c$. By Proposition 2.2 there exists an $L_0$-adic hierarchical partition $\sigma$ of $\mathbb{Z}^d$ such that the 0-block $\{0\}$ is ancestrally good. Since $M_{\{0\}} = 2$ by definition, it follows from Proposition 2.4 that $c\beta < A/4$, and since $\beta < \beta_c$ was arbitrary it follows that $c\beta_c \leq A/4$. The claim follows since $L_0$ and hence $A$ were chosen to depend only on $d$ and $\alpha$. \qed

We will deduce Proposition 2.4 from the sharpness of the phase transition together with the following renormalization lemma. Recall that $\sigma(B)$ denotes the parent of the block $B$ in the hierarchical decomposition $\sigma$.

Lemma 2.6 (Renormalization of the maximum cluster size). There exists an integer $L_0 = L_0(d, \alpha) \geq 2$ such that the following holds: If $L \geq L_0$ then there exists a constant $A = A(d, L, \alpha)$ such that the implication
\[
\left(B \text{ good and } M_B^2 \geq \frac{A}{c\beta} L^{(d+\alpha)n}\right) \Rightarrow \left(M_{\sigma(B)}^2 \geq \frac{A}{c\beta} L^{(d+\alpha)(n+1)}\right)
\]
holds for every $\beta > 0$, every $\sigma \in \Sigma$, every $n \geq 0$, and every $n$-block $B \in \mathcal{B}_n$.

Proof of Lemma 2.6. Fix $\epsilon$, $\beta$, and $\sigma$ and let $B$ be a good $n$-block for some $n \geq 0$. Since $B$ is good there are at least $\lfloor L^d/2 \rfloor - 1$ siblings $B'$ of $B$ with $E_{\beta, \sigma} \lvert K_{B'}^\text{max} \rvert \geq E_{\beta, \sigma} \lvert K_B^\text{max} \rvert$. Let $\ell$ be the number of these siblings, which we enumerate $B_1, \ldots, B_\ell$ and write $B_0 = B$. For each $0 \leq i \leq \ell$ we have by (2.7) that
\[
M_{B_i} \geq \frac{1}{10} E_{\beta, \sigma} \lvert K_{B_i}^\text{max} \rvert \geq \frac{1}{10} E_{\beta, \sigma} \lvert K_B^\text{max} \rvert \geq \frac{1}{20\epsilon} M_B \geq \frac{1}{60} M_B
\]
and hence by (2.5) that
\[
P_{\beta, \sigma}\left(\left\lvert K_{B_i}^\text{max} \right\rvert < 2^{-14} M_B\right) \leq P_{\beta, \sigma}\left(\left\lvert K_{B_i}^\text{max} \right\rvert < \frac{1}{27 \cdot 8} M_{B_i}\right) \leq \frac{1}{8}
\]
for every $0 \leq i \leq L^d - 1$, where we used that $27 \cdot 8 \cdot 60 \leq 2^{14}$ in the first inequality. It follows by Markov’s inequality that
\[
P_{\beta, \sigma}\left(\# \left\{0 \leq i \leq \ell : \left\lvert K_{B_i}^\text{max} \right\rvert < 2^{-14} M_{B_0}\right\} \leq \frac{\ell + 1}{2}\right) \geq 1 - \frac{1}{4}. \quad (2.14)
\]
Let $\mathcal{A}$ be the event whose probability is estimated on the left hand side of (2.14) and let $\mathcal{F}$ be the sigma-algebra generated by $\eta_B$, which we recall is equal to $\eta_{B_i}$ for every $1 \leq i \leq \ell$. Observe that $\mathcal{A}$ is measurable with respect to $\mathcal{F}$ and that $\mathcal{F}$ is independent of the configuration $\omega_{\sigma(B)}$ since this configuration does not contribute to any of the configurations $\eta_{B_i}$ for $0 \leq i \leq \ell$. For each $0 \leq i \leq \ell$, let $D_i \subseteq B_i$ be such that $\left\lvert D_i \right\rvert = \left\lvert K_{B_i}^\text{max} \right\rvert$ and $D_i = K \cap B_i$ for some cluster $K$ of $\eta_{B_i}$, where we break ties in an arbitrary $\mathcal{F}$-measurable way (e.g. using an enumeration of $\mathbb{Z}^d$ that is chosen in advance). For each $0 \leq i, j \leq \ell$, the conditional probability given $\mathcal{F}$ that $D_i$ is connected to $D_j$ by an edge of $\omega_{\sigma(B)}$ is equal to
\[
1 - \exp\left[-c\beta L^{-(d+\alpha)(n+1)} \left\lVert D_i \right\rVert \left\lVert D_j \right\rVert\right].
\]
Thus, it follows by a union bound that the conditional probability given $F$ that $D_i$ is connected to $D_j$ by an edge of $\omega_{\sigma(B)}$ for every $i$ and $j$ with $|D_i|, |D_j| \geq 2^{-14} M_B$ is a least
\[
1 - \left( \frac{\ell + 1}{2} \right) \exp \left[ -2^{-28} c \beta L^{-(d+\alpha)(n+1)} M_B^2 \right],
\]
so that
\[
P_{\beta,\sigma} \left( |K_{\sigma(B)}^\text{max}| \geq 2^{-15} (\ell + 1) M_B \mid \mathcal{A} \right) \geq 1 - \left( \frac{\ell + 1}{2} \right) \exp \left[ -2^{-28} c \beta L^{-(d+\alpha)(n+1)} M_B^2 \right].
\]

Since $\ell + 1 \geq \lceil L^d/2 \rceil$ and $\alpha < d$, there exists an integer $L_0 = L_0(d, \alpha) \geq 2$ such that if $L \geq L_0$ then $2^{-15}(\ell + 1) \geq L^{(d+\alpha)/2}$, so that if $L \geq L_0$ then
\[
P_{\beta,\sigma} \left( |K_{\sigma(B)}^\text{max}| \geq L^{(d+\alpha)/2} M_B \mid \mathcal{A} \right) \geq 1 - L^{2d} \exp \left[ -2^{-28} c \beta L^{-(d+\alpha)(n+1)} M_B^2 \right].
\]

It follows that if $L \geq L_0$ and $A$ is such that $M_B^2 \geq \frac{A}{c^3} L^{(d+\alpha)n}$ then
\[
P_{\beta,\sigma} \left( |K_{\sigma(B)}^\text{max}| \geq L^{(d+\alpha)/2} M_B \mid \mathcal{A} \right) \geq 1 - L^{2d} \exp \left[ -\frac{A}{2^{28} L^{d+\alpha}} \right] - \frac{1}{4}. \tag{2.15}
\]

If $A$ is chosen sufficiently large as a function of $d$, $L$, and $\alpha$ then the right hand side of (2.15) is larger than $1/e$, so that that $M_{\sigma(B)} \geq L^{(d+\alpha)/2} M_B$ whenever $L \geq L_0$ and $M_B^2 \geq \frac{A}{c^3} L^{(d+\alpha)n}$. This completes the proof.

It remains to deduce Proposition 2.4 from Lemma 2.6.

**Proof of Proposition 2.4.** Let $L_0$ and $A$ be as in Lemma 2.6 and suppose that $L \geq L_0$. Fix $\sigma \in \Sigma$ and $0 \leq \beta < \beta_c$ and let $B$ be an ancestrally good $n$-block for some $n \geq 0$. (We may assume that $\sigma$ is such that ancestrally good $n$-blocks exist, the claim being vacuous otherwise.) Write $B = B_n$ and for each $m \geq n$ let $B_{B_m}$ be the unique $m$-block that is an ancestor of $B$. Suppose for contradiction that $M_{B_{B_m}}^2 \geq \frac{A}{c^3} L^{(d+\alpha)/2}$. Applying Lemma 2.6 recursively yields that
\[
M_{B_{B_m}}^2 \geq \frac{A}{c^3} L^{(d+\alpha)n}
\]
and hence that
\[
E_{\beta,\sigma} |K_{B_{B_m}}^\text{max}| \geq \frac{1}{2e} M_{B_{B_m}} \geq \frac{1}{2e} \sqrt{\frac{A}{c^3} L^{(d+\alpha)m}}
\]
for every $m \geq n$. Bounding the volume of the entire cluster of a vertex $x$ in the whole percolation configuration by the volume of the intersection of its cluster in $\eta_{B_m}$ with $B_m$, it follows by transitivity and Jensen’s inequality that
\[
E_{\beta} |K(0)| = L^{-dm} E_{\beta} \left[ \sum_{x \in B_m} |K(x)| \right] \geq L^{-dm} E_{\beta,\sigma} \left[ |K_{B_{B_m}}^\text{max}|^2 \right] \geq \frac{A}{4e^2 c^3} L^m
\]
for every $m \geq n$. Taking $m \to \infty$ yields that $E_{\beta} |K(0)| = \infty$, contradicting the sharpness of the phase transition $[1, 16, 29]$ since $\beta < \beta_c$. \qed
2.3 Upper bounds on the restricted two-point function

We next prove an upper bound on the average connection probability between two points in an ancestrally good box under the restricted configuration $\eta_B$. This estimate will be deduced from Proposition 2.4 and the universal tightness theorem via a further runaway observable argument.

**Proposition 2.7.** There exists an integer $L_0 = L_0(d, \alpha) \geq 2$ such that the following holds: If $L \geq L_0$ then there exists a constant $A = A(d, L, \alpha)$ such that

$$\sum_{x, y \in B} P_{\beta, \sigma}(x \leftrightarrow y \text{ in } \eta_B) < \frac{A}{c \beta L^{(d+\alpha)n}}$$

for every $0 < \beta < \beta_c$, $\sigma \in \Sigma$, $n \geq 0$, and every ancestrally good $n$-block $B \in \mathcal{B}_n$.

Note that the quantity estimated here can be written equivalently as

$$\sum_{x, y \in B} P_{\beta, \sigma}(x \leftrightarrow y \text{ in } \eta_B) = \sum_{x \in B} E_{\beta, \sigma}|K_B(x) \cap B|.$$  \hspace{1cm} (2.16)

We will deduce Proposition 2.7 from the following renormalization lemma.

**Lemma 2.8.** There exists an integer $L_0 = L_0(d, \alpha) \geq 2$ such that the following holds: If $L \geq L_0$ then there exists a positive constant $a = a(d, L, \alpha)$ such that

$$\sum_{x, y \in \sigma(B)} P_{\beta, \sigma}(x \leftrightarrow y \text{ in } \eta_{\sigma(B)}) \geq ac\beta L^{-(d+\alpha)n}\left(\sum_{x, y \in B} P_{\beta, \sigma}(x \leftrightarrow y \text{ in } \eta_B)\right)^2$$

for every $0 < \beta < \beta_c$, $\sigma \in \Sigma$, $n \geq 0$, and every ancestrally good $n$-block $B \in \mathcal{B}_n$.

Before proving this lemma we first prove the following analogue of [30, Lemma 2.9]. Estimates of this form follow very generally from the universal tightness theorem. We write $a \wedge b = \min\{a, b\}$.

**Lemma 2.9** (Truncating at the typical maximum). There exists a universal positive constant $a$ such that

$$E_{\beta, \sigma}[|K_B(x) \cap B| \wedge (\lambda M_B)] \geq a\lambda E_{\beta, \sigma}|K_B(x) \cap B|$$

for every $\beta \geq 0$, $\sigma \in \Sigma$, $0 < \lambda \leq 1$, every block $B$ and every $x \in \mathbb{Z}^d$.

**Proof of Lemma 2.9.** Fix $\beta$, $B$, and $x$ and write $K = K_B(x) \cap B$ and $M = M_B$. For each integer $N$ we have that

$$E_{\beta, \sigma}|K| = \sum_{k=1}^{\infty} P_{\beta, \sigma}(|K| \geq k) \quad \text{and} \quad E_{\beta, \sigma}[|K| \wedge N] = \sum_{k=1}^{N} P_{\beta, \sigma}(|K| \geq k),$$

and hence by the universal tightness theorem as stated in (2.6) that if $N \geq M$ then

$$E_{\beta, \sigma}|K| - E_{\beta, \sigma}[|K| \wedge N] = \sum_{k=N+1}^{\infty} P_{\beta, \sigma}(|K| \geq k) \leq eP_{\beta, \sigma}(|K| \geq M) \sum_{k=N+1}^{\infty} e^{-k/(9M)}.$$
It follows by Markov’s inequality that if \( N \geq 99M \) then
\[
\mathbf{E}_{\beta,\sigma}[|K| - \mathbf{E}_{\beta,\sigma}[|K| \wedge N]] \leq \frac{e^{1-11}}{1-e^{-1/(9M)}} \mathbf{P}_{\beta,\sigma}(|K| \geq M)
\]
\[
\leq \frac{e^{-10}}{(1-e^{-1/(9M)})M} \mathbf{E}_{\beta,\sigma}|K| \leq \frac{1}{2} \mathbf{E}_{\beta,\sigma}|K|,
\]
where the final inequality follows by calculus since \( M \geq 2 \). (Indeed, the optimal constant here is much smaller than \( 1/2 \).) We deduce that if \( N \geq 99M \) then
\[
\mathbf{E}_{\beta,\sigma}[|K| \wedge N] \geq \frac{1}{2} \mathbf{E}_{\beta}|K|
\]
and hence that
\[
\mathbf{E}_{\beta,\sigma}[|K| \wedge (\lambda M)] \geq \frac{\lambda}{100} \mathbf{E}_{\beta,\sigma}[|K| \wedge (100M)] \geq \frac{\lambda}{100} \mathbf{E}_{\beta,\sigma}[|K| \wedge [99M]] \geq \frac{\lambda}{200} \mathbf{E}_{\beta}|K|
\]
for every \( 0 \leq \lambda \leq 1 \) as claimed.

**Proof of Lemma 2.8.** Let \( L \geq L_0 \) where \( L_0 \geq 2 \) is as in Proposition 2.4. Write \( h = c\beta L^{-(d+\alpha)(n+1)} \), so that each two distinct vertices of \( \sigma(B) \) are connected by an edge of \( \omega_{\sigma(B)} \) with probability \( 1-e^{-h} \). Let \( B \) be an ancestrally good \( n \)-block for some \( n \geq 0 \). Since \( B \) is good there exists a sibling \( B' \) of \( B \) such that
\[
\sum_{x \in B'} \mathbf{E}_{\beta,\sigma}|K_{B'}(x) \cap B'| \geq \sum_{x \in B} \mathbf{E}_{\beta,\sigma}|K_B(x) \cap B|.
\]
Let \( \mathcal{F} \) be the sigma-algebra generated by \( \eta_B \), which we recall is equal to \( \eta_{B'} \), and consider the random collections of sets
\[
\mathcal{C} = \{K \cap B : K \text{ is a cluster of } \eta_B\} \quad \text{and} \quad \mathcal{C}' = \{K \cap B' : K \text{ is a cluster of } \eta_{B'}\},
\]
each of which are \( \mathcal{F} \)-measurable and satisfy
\[
\sum_{x \in B} |K_B(x) \cap B| = \sum_{C \in \mathcal{C}} |C|^2 \quad \text{and} \quad \sum_{x \in B'} |K_{B'}(x) \cap B'| = \sum_{C' \in \mathcal{C}'} |C'|^2.
\]
For each \( x \in B \) write \( C(x) = K_B(x) \cap B \). For each \( x \in B \), conditional on \( \mathcal{F} \), each set \( C' \in \mathcal{C}' \) is connected to \( C(x) \) by an edge of \( \omega_{\sigma(B)} \) with probability \( 1 - \exp(-h|C'| \cdot |C(x)|) \) so that
\[
\mathbf{E}_{\beta,\sigma}[|K_{\sigma(B)}(x) \cap \sigma(B)| \mid \mathcal{F}] \geq \sum_{C' \in \mathcal{C}'} |C'| \left[ 1 - \exp\left(-h|C'| \cdot |C(x)|\right) \right]
\]
\[
\geq \sum_{C' \in \mathcal{C}'} |C'| \left[ 1 - \exp\left(-h \left( \frac{1}{\sqrt{h}} \wedge |C'| \right) \left( \frac{1}{\sqrt{h}} \wedge |C(x)| \right) \right) \right] \tag{2.18}
\]
where the final inequality follows trivially from the fact that \( e^t \) is an increasing function of \( t \). Using
that \(1 - e^{-t} \geq (1 - e^{-1})t\) for \(0 \leq t \leq 1\) it follows that
\[
E_{\beta,\sigma} \left[ |K_{\sigma(B)}(x) \cap \sigma(B)| \mid \mathcal{F} \right] \geq (1 - e^{-1})h \sum_{C' \in \mathcal{E}'} |C'| \left( \frac{1}{\sqrt{h}} \wedge |C'| \right) \left( \frac{1}{\sqrt{h}} \wedge |C(x)| \right).
\]
(2.19)

Noting that \(\sum_{C' \in \mathcal{E}'} |C'|(h^{-1/2} \wedge |C'|)\) is an increasing function of the percolation configuration \(\eta_{B'} = \eta_B\), we may apply the Harris-FKG inequality to take expectations and deduce that
\[
E_{\beta,\sigma} |K_{\sigma(B)}(x) \cap \sigma(B)| \geq (1 - e^{-1})h E_{\beta,\sigma} \left[ \frac{1}{\sqrt{h}} \wedge |C(x)| \right] E_{\beta,\sigma} \left[ \sum_{C' \in \mathcal{E}'} |C'| \left( \frac{1}{\sqrt{h}} \wedge |C'| \right) \right] = (1 - e^{-1})h E_{\beta,\sigma} \left[ \frac{1}{\sqrt{h}} \wedge |C(x)| \right] \sum_{y \in B'} E_{\beta,\sigma} \left[ \frac{1}{\sqrt{h}} \wedge |K_{B'}(y) \cap B'| \right]
\]
for every \(x \in B\) and hence that
\[
\sum_{x \in B} E_{\beta,\sigma} |K_{\sigma(B)}(x) \cap \sigma(B)| \geq (1 - e^{-1})h \sum_{x \in B} E_{\beta,\sigma} \left[ \frac{1}{\sqrt{h}} \wedge |K_B(x) \cap B| \right] \sum_{y \in B'} E_{\beta,\sigma} \left[ \frac{1}{\sqrt{h}} \wedge |K_{B'}(y) \cap B'| \right].
\]

Since \(B\) is ancestrally good, \(\sigma(B)\) is ancestrally good also. Thus, since \(L \geq L_0\) and \(M_{B'} \leq M_{\sigma(B)}\), we have by Proposition 2.4 that there exists a constant \(A = A(d, L, \alpha)\) such that \(M_B\) and \(M_{B'}\) are both at most \(\sqrt{\frac{A}{c_\beta} L^{(d+\alpha)(n+1)}}\). Since this upper bound is of the same order as \(1/\sqrt{h}\), it follows from this and Lemma 2.9 that there exists a positive constant \(a = a(d, L, \alpha)\) such that
\[
\sum_{x \in B} E_{\beta,\sigma} |K_{\sigma(B)}(x) \cap \sigma(B)| \geq ah \sum_{x \in B} E_{\beta,\sigma} |K_B(x) \cap B| \sum_{y \in B'} E_{\beta,\sigma} |K_{B'}(y) \cap B'|,
\]
\[
\geq ah \left( \sum_{x \in B} E_{\beta,\sigma} |K_B(x) \cap B| \right)^2,
\]
where the second inequality follows by choice of \(B'\). This implies the claim. \(\square\)

We next deduce Proposition 2.7 from Lemma 2.6.

**Proof of Proposition 2.7.** Let \(a\) and \(L_0\) be as in Lemma 2.8, let \(\beta < \beta_c\) and suppose that \(L \geq L_0\). We will prove the claim with \(A = a^{-1} L_2^{(d+\alpha)}\). Fix \(\sigma \in \Sigma\), let \(B = B_n\) be an ancestrally good \(n\)-block for some \(n \geq 0\), and for each \(m \geq n\) let \(B_m\) be the unique \(m\)-block that is an ancestor of \(B_n\). Suppose for contradiction that
\[
\sum_{x \in B_n} E_{\beta,\sigma} |K_{B_n}(x) \cap B_n| \geq \frac{A}{c_\beta} L^{(d+\alpha)n}.
\]
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Applying Lemma 2.8 inductively yields that

\[
\sum_{x \in B_m} E_{\beta, \sigma} |K_{B_m}(x) \cap B_m| \geq ac^2 L^{-(d+\alpha)m} \left( \sum_{x \in B_{m-1}} E_{\beta, \sigma} |K_{B_{m-1}}(x) \cap B_{m-1}| \right)^2 
\geq \frac{ac^2 A^2}{c^2 \beta^2 L^{2(d+\alpha)}} L^{(d+\alpha)m} = \frac{A}{c^2} L^{(d+\alpha)m}
\]

for every \( m \geq n \). On the other hand, we can also use translation-invariance of \( J \) to bound

\[
\sum_{x \in B_m} E_{\beta, \sigma} |K_{B_m}(x) \cap B_m| \leq L^{dm} E_{\beta} |K(0)|
\]

where \( K(0) \) is the entire cluster of the origin in the full percolation configuration. Since \( J \) is translation-invariant and \( \beta < \beta_c \), we have by sharpness of the phase transition [1, 16, 29] that \( E_{\beta} |K_0| < \infty \) and hence that the two estimates (2.20) and (2.21) contradict each other for large values of \( m \).

2.4 Proof of the main theorem

In this section we deduce Theorem 1.1 from Proposition 2.7. The first step of the proof is the same as in the deduction of [30, Proposition 2.10] from [30, Proposition 2.7], and is where we benefit most from the precise way we set up our renormalization scheme.

Lemma 2.10. Let \( \sigma \in \Sigma \), let \( B_n \) be an \( n \)-block for some \( n \geq 0 \), and for each \( m > n \) let \( B_m \) be the unique \( m \)-block that is an ancestor of \( B_n \). Then

\[
P_{\beta}(x \leftrightarrow y) \leq P_{\beta}(x \leftrightarrow y \text{ in } \eta_{B_n}) + c^2 \sum_{m=n+1}^{\infty} L^{-(d+\alpha)m} \sum_{a,b \in B_m} P_{\beta,\sigma}(x \leftrightarrow a \text{ in } \eta_{B_m}) P_{\beta,\sigma}(y \leftrightarrow b \text{ in } \eta_{B_m}).
\]

The proof of this lemma will employ the BK inequality and the related notion of the disjoint occurrence of events; see e.g. [19, Chapter 2.3] for relevant background.

Proof of Lemma 2.10. For each \( m \geq n \) write \( \eta_m = \eta_{B_m} \) and \( K_m(x) = K_{B_m}(x) \), so that we can write \( \{x \leftrightarrow y \text{ in } \eta_m\} = \{y \in K_m(x)\} \). Since \( \omega = \bigcup_{m \geq n} \eta_m \) we can write

\[
P_{\beta,\sigma}(y \in K(x) \setminus K_n(x)) = \sum_{m=n+1}^{\infty} P_{\beta,\sigma}(y \in K_m(x) \setminus K_{m-1}(x)).
\]

If \( x \) is connected to \( y \) in \( \eta_m \) but not \( \eta_{m-1} \) then every path connecting \( x \) and \( y \) in \( \eta_m \) must include an edge of \( \omega_{B_m} \). As such, on this event there must exist a pair of points \( a,b \in B_m \) such that the events \( \{\{a,b\} \text{ is open in } \omega_{B_m}\}, \{a \in K_m(x)\}, \text{ and } \{b \in K_m(y)\} \) all occur disjointly. Applying a union bound and the BK inequality and using that any two vertices of \( B_m \) are connected by an edge of \( \omega_{B_m} \) with probability at most \( c\beta L^{-(d+\alpha)m} \) yields the claim.

\[\square\]
If we were working on the hierarchical lattice, the symmetries of the model would allow us to very easily reach our desired conclusions on the unrestricted two-point function from Proposition 2.7 and Lemma 2.10 by direct summation, as we did in [30]. In our setting however things are rather more subtle since including the hierarchical structure breaks transitivity and Proposition 2.7 does not obviously give sharp control of sums of the form \( \sum_{x,y \in B_n} \sum_{a,b \in B_m} P_{\beta,\sigma}(x \leftrightarrow a \text{ in } \eta_{B_m})P_{\beta,\sigma}(y \leftrightarrow b \text{ in } \eta_{B_m}) \) even when \( B_n \) is ancestrally good. In order to circumvent this issue we will use the fact that every ancestrally good block has many ancestrally good descendants to establish via a further compactness argument the existence of a hierarchical decomposition \( \sigma \) where these sums can be controlled.

Given \( \sigma \in \Sigma, \beta \geq 0 \), and an \( n \)-block \( B_n \in \mathcal{B}_n^\sigma \) for some \( n \geq 0 \), we write \( \mathcal{B}_{n+k} \) for the unique \((n+k)\)-block containing \( B_n \) and define

\[
T_k(B_n) = T_{k,\beta,\sigma}(B_n) = \sum_{x \in B_n} \sum_{y \in \mathcal{B}_{n+k}} P_{\beta,\sigma}(x \leftrightarrow y \text{ in } \eta_{\mathcal{B}_{n+k}})
\]

for each \( k \geq 0 \), so that summing the estimate of Lemma 2.10 over \( x, y \in B_n \) yields in this notation that

\[
\sum_{x,y \in B_n} P_{\beta}(x \leftrightarrow y) \leq T_0(B_n) + c\beta L^{-(d+\alpha)n} \sum_{k=1}^{\infty} L^{-(d+\alpha)k} T_k(B_n)^2
\]

for every \( n \)-block \( B_n \). The first term is bounded directly by Proposition 2.7. The following lemma applies Proposition 2.7 to give a non-sharp bound of reasonable order on \( T_k(B_n) \) for certain well-chosen \( n \)-blocks.

**Lemma 2.11.** There exists an integer \( L_0 = L_0(d,\alpha) \geq 2 \) such that the following holds: If \( L \geq L_0 \), then there exists a constant \( A = A(d,L,\alpha) \) such that if \( \sigma \in \Sigma \) and \( B_{n+\ell} \) is an ancestrally good \((n+\ell)\)-block for some \( n,\ell \geq 0 \), then there exists an ancestrally good \( n \)-block \( B_n \) descended from \( B_{n+\ell} \) such that

\[
T_k(B_n) \leq \frac{A}{c\beta} 4^k L^{(d+\alpha)n+ak}
\]

for every \( 0 \leq k \leq \ell \).

Note that, once Theorem 1.1 is established, we will deduce a posteriori that the same estimate holds without the \( 4^k \) term. When applying this lemma we will take \( L \) sufficiently large that \( 4^k \leq L^{2k} \) for an appropriately small \( \delta > 0 \).

**Proof of Lemma 2.11.** Let \( \sigma \in \Sigma \), let \( n,\ell \geq 0 \), and let \( B_{n+\ell} \) be an ancestrally good \((n+\ell)\)-block. For each \( 0 \leq k \leq \ell \) let \( \mathcal{A}_k \) be the collection of all \((n+k)\)-blocks descended from \( B_{n+\ell} \) that are ancestrally good and let \( \mathcal{R}_k \) be the collection of all \( n \)-blocks descended from blocks of \( \mathcal{A}_k \), so that \( \mathcal{R}_\ell \) is the collection of all \( n \)-blocks descended from \( B_{n+\ell} \) and \( \mathcal{R}_0 = \mathcal{A}_0 \) is the collection of all \( n \)-blocks descended from \( B_{n+\ell} \) that are ancestrally good. For each \( 0 \leq k \leq \ell \) we have by the definitions that

\[
\sum_{B \in \mathcal{R}_k} T_k(B) = \sum_{B \in \mathcal{A}_k} T_0(B).
\]

Meanwhile, since every non-singleton block has at least \( L^d/2 \) children that are good, every block
in \( \mathcal{A}_k \) is an ancestor of at least \( 2^{-k}L^{dk} \) blocks in \( \mathcal{B}_0 \). Since \( \mathcal{B}_0 \subseteq \mathcal{B}_k \) it follows that

\[
\frac{1}{|\mathcal{B}_0|} \sum_{B \in \mathcal{B}_0} T_k(B) \leq \left| \frac{|\mathcal{B}_k|}{|\mathcal{B}_0|} \right| \sum_{B \in \mathcal{B}_k} T_k(B) \leq \frac{4^k}{|\mathcal{B}_k|} \sum_{B \in \mathcal{B}_k} T_k(B)
\]

(2.24)

for each \( 1 \leq k \leq \ell \). Letting \( \mathcal{D}_k = \{ B \in \mathcal{B}_0 : T_k(B) \geq \frac{4^k}{|\mathcal{B}_k|} \sum_{B \in \mathcal{B}_k} T_k(B) \} \), it follows that

\[
|\mathcal{D}_k| \leq \left( \frac{4^k}{|\mathcal{B}_k|} \sum_{B \in \mathcal{B}_k} T_k(B) \right)^{-1} \sum_{B \in \mathcal{D}_k} T_k(B) \\
\leq \left( \frac{4^k}{|\mathcal{B}_k|} \sum_{B \in \mathcal{B}_k} T_k(B) \right)^{-1} \sum_{B \in \mathcal{B}_0} T_k(B) \leq 2^{-k} |\mathcal{B}_0|
\]

(2.25)

for every \( 1 \leq k \leq \ell \). Since \( \sum_{k=1}^{\ell} 2^{-k} < 1 \), we deduce that \( \bigcup_{k=1}^{\ell} \mathcal{D}_k \) is a strict subset of \( \mathcal{B}_0 \) and hence that there exists \( B_n \in \mathcal{B}_0 \) such that

\[
T_k(B_n) \leq \frac{4^k}{|\mathcal{B}_k|} \sum_{B \in \mathcal{B}_k} T_k(B)
\]

(2.26)

for every \( 1 \leq k \leq \ell \) as Since \( |\mathcal{B}_k| = L^{dk} |\mathcal{A}_k| \), using the identity (2.23) and applying Proposition 2.7 to bound \( T_0(B) \) for each \( B \in \mathcal{A}_k \) yields that there exist constants \( L_0 = L_0(d, \alpha) \) and \( A = A(d, L, \alpha) \) such that if \( L \geq L_0 \) then this block \( B_n \) satisfies

\[
T_k(B_n) \leq 4^k L^{-dk} A \frac{L}{c^\beta} L^{(d+\alpha)(n+k)}
\]

(2.27)

for every \( 1 \leq k \leq \ell \) as claimed. The same estimate also holds with \( k = 0 \) by direct application of Proposition 2.7.

**Corollary 2.12.** There exists an integer \( L_0 = L_0(d, \alpha) \geq 2 \) such that the following holds: If \( L \geq L_0 \) then there exists a constant \( A = A(d, L, \alpha) \) such that for each \( n \geq 0 \) and \( 0 < \beta < \beta_c \) there exists \( \sigma \in \Sigma \) such that the block \( B_n = B_n^\sigma(0) \) satisfies

\[
T_k(B_n) \leq \frac{A}{c^\beta} 4^k L^{(d+\alpha)n+ak}
\]

for every \( k \geq 0 \).

**Proof of Corollary 2.12.** Fix \( 0 < \beta < \beta_c \) and \( n \geq 0 \), let \( L_0 \) be as in Lemma 2.11 and suppose that \( L \geq L_0 \). By Proposition 2.2 and Lemma 2.11 we can find for each \( \ell \geq 0 \) an \( \ell \)-adic decomposition \( \sigma \) of \( \mathbb{Z}^d \) and an \( n \)-block \( B_n \) of \( \sigma \) such that

\[
T_k(B_n) = T_{k, \beta, \sigma}(B_n) \leq \frac{A}{c^\beta} 4^k L^{(d+\alpha)n+ak}
\]

for every \( 0 \leq k \leq \ell \). By translating \( \sigma \) we may take this block \( B_n \) to be the \( n \)-block containing the origin. It follows from the proof of Lemma 2.3 that \( T_{k, \beta, \sigma}(B_n^\sigma) \) is a continuous function of \( \sigma \in \Sigma \),
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so that taking a subsequential limit of these decompositions as $\ell \to \infty$ yields a decomposition with
the desired properties.

Proof of Theorem 1.1. Fix $0 < \beta < \beta_c$ and $n \geq 1$, let $L_0$ be as in Corollary 2.12 and take $L = L_0 \vee \lceil (2^5)^{1/(d - \alpha)} \rceil$. Taking the $L$-adic decomposition $\sigma$ whose existence is guaranteed by Corollary 2.12 and letting $B_n = B_n^\sigma$, we have by that corollary and by (2.22) that there exists a constant $A_1 = A_1(d, \alpha)$ such that

$$
\sum_{x, y \in B_n} \mathbf{P}_\beta(x \leftrightarrow y) \leq T_0(B_n) + c\beta L^{-(d + \alpha)n} \sum_{k=1}^\infty L^{-(d + \alpha)k} T_k(B_n)^2
$$

$$
\leq \frac{A_1}{c\beta} L^{(d + \alpha)n} + c\beta L^{-(d + \alpha)n} \sum_{k=1}^\infty L^{-(d + \alpha)k} \frac{A_1^2}{(c\beta)^2} L^{2(d + \alpha)n + 2\alpha k}
$$

$$
= \frac{A_1}{c\beta} L^{(d + \alpha)n} + \frac{A_1^2}{c\beta} L^{(d + \alpha)n} \sum_{k=1}^\infty 2^{4k} L^{-(d - \alpha)k} \leq \frac{A_1 + A_1^2}{c\beta} L^{(d + \alpha)n},
$$

where we used that $L^{d - \alpha} \geq 2^5$ in the final inequality. Next observe that if $x$ belongs to one of the $(L - 2)^d$ children of $B_n$ that does not intersect the boundary of $B_n$ then the box $x + \Lambda_{L^{n-1}}$ is contained in the block $B_n$. Since there are $(L - 2)^d L^{d(n-1)}$ many such $x$, it follows by transitivity that

$$
\sum_{x, y \in B_n} \mathbf{P}_\beta(x \leftrightarrow y) \geq (L - 2)^d L^{d(n-1)} \sum_{a \in \Lambda_{L^{n-1}}} \mathbf{P}_\beta(0 \leftrightarrow a).
$$

Combining these two estimates yields that

$$
\sum_{a \in \Lambda_{L^{n-1}}} \mathbf{P}_\beta(0 \leftrightarrow a) \leq \left( \frac{L}{L - 2} \right)^d \frac{A_1 + A_1^2}{c\beta} L^{\alpha n}.
$$

Since $n \geq 0$ and $0 < \beta < \beta_c$ were arbitrary and $A_1$ and $L$ were chosen as functions of $d$, $\alpha$, and $c$, and since every $r \geq 1$ is within a factor of $L$ of a power of $L$, it follows that there exists a constant $A_2 = A_2(d, \alpha)$ such that

$$
\sum_{a \in \Lambda_r} \mathbf{P}_\beta(0 \leftrightarrow a) \leq \frac{A_2}{c\beta} r^\alpha
$$

for every $0 < \beta < \beta_c$ and $r \geq 1$. Since connection probabilities can be written as suprema of connection probabilities in finite boxes, they are left-continuous in $\beta$ and the same estimate must also hold at $\beta_c$.

3 Corollaries for the tail of the volume

We now deduce Corollary 1.4 from Theorem 1.1. The proof will apply the following strong form of the two-ghost inequality proven in [31, Theorem 3.1], which we state in the special case of long-range percolation on $\mathbb{Z}^d$. Given a translation-invariant kernel on $\mathbb{Z}^d$ we write $J_x = J(0, x)$ for every $x \in \mathbb{Z}^d$ and write $\mathcal{J}_{x,n}'$ for the event that $0$ and $x$ both belong to distinct clusters each of which contain at least $n$ vertices and at least one of which is finite.
Theorem 3.1 (Two-ghost inequality). Let $J$ be a translation-invariant kernel on $\mathbb{Z}^d$, let $\beta \geq 0$, and suppose that there exist constants $A < \infty$ and $0 \leq \theta < 1/2$ such that $P_\beta(|K| \geq n) \leq An^{-\theta}$ for every $n \geq 1$. Then

$$\sum_{x \in \mathbb{Z}^d} (e^{\beta J_x} - 1)P_\beta(J'_x,n)^2 \leq \frac{40000 \cdot A^2}{(1 - 2\theta)^2 n^{1+2\theta}}$$

for every $n \geq 1$. (3.1)

This inequality strengthens inequalities appearing in our earlier works [27, 28] and is closely related to the classical work of Aizenman, Kesten, and Newman [2].

Proof of Corollary 1.4. Let $\theta = (d - \alpha)/2d < 1/2$. We first claim that there exists a constant $C_0 = C_0(d, \alpha)$ such that the implication

$$P_\beta(|K| \geq n) \leq An^{-\theta} \text{ for every } n \geq 1$$

$$\Rightarrow \left( P_\beta(|K| \geq n) \leq C_0\sqrt{A + 1} \frac{1}{(c\beta)^d/(4d-2\alpha)} n^{-\theta} \text{ for every } n \geq 1 \right)$$

holds for every $1 \leq A < \infty$ and $0 \leq \beta < \beta_c$.

Fix $0 < \beta < \beta_c$ and $1 \leq A < \infty$ and suppose that $P_\beta(|K| \geq n) \leq An^{-\theta}$ for every $n \geq 1$. We have by translation-invariance, the Harris-FKG inequality, and a union bound that

$$P_\beta(0 \leftrightarrow x)$$

and suppose that there exist constants $A < \infty$ and $0 \leq \theta < 1$. Since $\beta < 1/2$, we have by Theorem 3.1 that there exists a constant $C_1 = C_1(d, \alpha)$ such that

$$\sum_{x \in \mathbb{Z}^d} (e^{\beta J_x} - 1)P_\beta(J'_x,n)^2 \leq C_1^2 A^2 n^{-(1+2\theta)}$$

for every $n \geq 1$, and it follows by Cauchy-Schwarz that there exists a constant $C_2 = C_2(d, \alpha)$ such that

$$\sum_{x \in \Lambda_r} P_\beta(J'_x,n) \leq \sum_{x \in \Lambda_r} (e^{\beta J_x} - 1)P_\beta(J'_x,n)^2 \leq C_1 A n^{-1+2\theta/2} \left( \frac{1}{c\beta r^{-d-\alpha} |\Lambda_r|} \right)^{1/2} \leq \frac{C_2 A}{\sqrt{c\beta}} n^{-(1+2\theta)/2} r^{d+\alpha/2}$$

(3.4)

for every $r \geq 1$, where we used that $e^x - 1 \geq x$ in the second line. Averaging (3.3) over $x \in \Lambda_r$ and using (3.4) to control the first term and Theorem 1.1 to control the second yields that there exists a constant $C_3 = C_3(d, \alpha)$ such that

$$P_\beta(0 \leftrightarrow x)$$

for every $n, r \geq 1$. We optimize this bound by taking $r^{d-\alpha/2} = \left[ n^{(1+2\theta)/2} (c\beta)^{-1/2} \right]$, noting that
Corollary 2.5 implies that there exists a positive constant $\beta_1 = \beta_1(\alpha, d)$ such that $c\beta \leq \beta_1$ and hence that $[n^{(1+2\theta)/2(c\beta)^{-1/2}}]$ is bounded above by $C_4 n^{(1+2\theta)/2(c\beta)^{-1/2}}$ for some $C_4 = C_4(d, \alpha)$. (Here we are just using that rounding up a number that is bounded away from zero increases that number by at most a bounded multiplicative factor.) Substituting this value of $r$ into (3.5) yields that there exists a constant $C_5 = C_5(d, \alpha)$ such that

$$P_\beta(|K| \geq n)^2 \leq C_5(A + 1)(c\beta)^{-d/(2d-\alpha)} n^{-(1+2\theta)d \alpha/2d} = C_5(A + 1)(c\beta)^{-d/(2d-\alpha)} n^{-2\theta}$$

(3.6)

where the final equality follows by choice of $\theta$. Taking square roots of both sides concludes the proof of (3.2).

We now deduce the claimed inequality from the bootstrap implication (3.2). For each $0 < \beta < \beta_c$ consider the quantity

$$A(\beta) = \min\{A \geq 1 : P_\beta(|K| \geq n) \leq An^{-\theta} \text{ for every } n \geq 1\},$$

which is finite by sharpness of the phase transition. (Indeed, for $\beta < \beta_c$ the tail probability $P_\beta(|K| \geq n)$ decays exponentially in $n$ [29].) Applying (3.2) yields that

$$A(\beta) \leq \frac{C_0 \sqrt{A(\beta) + 1}}{(c\beta)^{d/(4d-2\alpha)}}$$

for every $\beta < \beta_c$, and hence by Corollary 2.5 that there exists a constant $C_6 = C_6(d, \alpha)$ such that $A(\beta) \leq C_6(c\beta)^{-d/(2d-\alpha)}$ for every $0 < \beta < \beta_c$. It follows in particular that

$$P_\beta(|K| \geq n) \leq C_0(c\beta)^{-d/(2d-\alpha)} n^{-\theta}$$

for every $0 < \beta < \beta_c$ and $n \geq 1$, and hence also for $\beta = \beta_c$ by monotone convergence.

4 Open problems

We close the paper by highlighting some interesting directions for future research that we believe may be within the scope of modern methods.

**Lower bounds.** Perhaps the most obvious question raised by this work is as follows. The problem is most interesting when $\alpha \geq d/3$ and $d \leq 6$ so that high-dimensional techniques should not apply.

**Problem 4.1.** Find conditions under which the upper bound of Theorem 1.1 admits a matching lower bound.

**Remark 4.2.** After this paper first appeared, Bäumler and Berger [7] established a matching lower bound holding for all $\alpha < 1$, for every dimension $d \geq 1$. (A lower bound that is matching to within a log factor also holds for $\alpha = 1$.) Together with our results, this establishes that the exponent $\eta$ satisfies $2 - \eta = \alpha$ whenever it is well-defined and $\alpha \leq 1$, which handles all relevant values of $\alpha$ in the one-dimensional case as well as a non-trivial interval $\alpha \in (2/3, 1)$ of non-mean-field models in the two-dimensional case.

**Non-perturbative proofs of mean-field critical behaviour.** Regarding the high-dimensional case, we were frustrated that we were not able to prove a strong enough form of Theorem 1.1
to prove that the model always has mean-field critical behaviour for \( \alpha < d/3 \); there is too much averaging in our bounds to use them to bound the triangle diagram directly.

**Problem 4.3.** Prove under the hypotheses of Theorem 1.1 that the triangle condition is satisfied when \( \alpha < d/3 \).

See [24, 26] for background on the triangle condition. Note that mean-field behaviour of the model in this regime has already been established under perturbative conditions using the lace expansion [12,25]; the problem is to give a non-perturbative proof. It would also be very interesting to prove that mean-field critical behaviour holds to within polylogarithmic factors when \( \alpha = d/3 \) as was done for the hierarchical lattice in [26,30].

**Theorem 1.1 with less averaging.** There are two natural directions to try to strengthen Theorem 1.1, either of which may lead to a solution of Problem 4.3 (perhaps under slightly stronger hypotheses): pointwise bounds and bounds on Fourier coefficients.

**Problem 4.4.** Prove under the hypotheses of Theorem 1.1 that if \( J \) also satisfies an upper bound of the form \( J(x,y) \leq C\|x-y\|^{-d-\alpha} \) then \( P_{\beta_c}(x \leftrightarrow y) \leq \|x-y\|^{-d+\alpha} \) for \( x,y \in \mathbb{Z}^d \) distinct.

**Problem 4.5.** Prove under the hypotheses of Theorem 1.1 that the Fourier transform \( \hat{\tau}_{\beta_c} \) of the two-point function \( \tau_{\beta_c}(x) = P_{\beta_c}(0 \leftrightarrow x) \) satisfies the bound \( \hat{\tau}_{\beta_c}(\theta) \leq \|\theta\|^{-\alpha} \) for every \( \theta \in [-\pi,\pi]^d \).

**Near-critical behaviour.** In a more speculative direction, let us mention the problem of understanding the near-critical behaviour of the model. The interested reader may find the work of Slade on the spin \( O(n) \) model [42] to be inspiring.

**Problem 4.6.** Investigate the near-critical behaviour of the model. Are the exponents \( \gamma \) and \( \beta \) the same for long-range percolation on \( \mathbb{Z}^d \) and the hierarchical lattice when \( \alpha < \alpha_c \)?

Let us end with the following vague question, referring the reader to [20] for related discussions.

**Question 4.7.** To what extent can long-range percolation on \( \mathbb{Z}^d \) and the hierarchical lattice be said to belong to “the same universality class” when \( \alpha < \alpha_c \)?
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