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Abstract: This article raises the issue of decision support system (DSS) development in enterprises concerning the compensation system (CS). The topic is relevant as the CS is one of the main components in human resource management in business. A key element of such DSSs is CS models that provide predictive analytics. Such models are able to give information about how a particular CS affects output, product quality, employee satisfaction, and wage fund. Thus, the main goal of this article is to obtain a CS statistical model and its formulas for determining the probability densities of resultant indicators. To achieve this goal, the authors conducted several blocks of research. Firstly, mathematical formalization of CS functionality was described. Secondly, a statistical model of CS was built. Thirdly, calculations of CS result indicators were made. Reliable scientific methods were used: black box modeling and statistical modeling. This article proposes a statistical and analytical model. As an example, a piecework-bonus system statistical model is demonstrated. The discussion derives formulas of integral estimations showing the probability density of the resulting CS indicators and the related statistical characteristics. These results can be used to predict the behavior of the workforce. This constitutes the scientific novelty of the study, which will establish significant advances in the development of DSSs in the field of labor economics and HR management.
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1. Introduction

With increasing technological progress and the globalization of the economy, wages are becoming an extremely important enabler of economic development. With the rapid improvement of business processes in enterprises, the proportion of intellectual labor is increasing, the legal and regulatory framework is expanding, complex, diverse tasks are being addressed on a daily basis and, accordingly, the social and labor relations of the employee and employer are changing. For instance, Yabanci O. claims: «People are a critical resource and capital for organizations»; furthermore, it changes «due to the active integration of artificial intelligence» [1]. The enterprise is becoming a complex economic system where management decisions (MD), including those related to human resource management, are continually being made.

For the DM (decision maker), modeling staff reactions to MD and the cost effectiveness of MD is a daunting task. The fact is that each individual staff member, as an entity, is a complex intellectual, emotional and psychological system. A team consisting of multiple actors is an even more complex structure that provides plenty of risks. Some authors such as Kraev M. call it «Human resource risks» [2].

Many studies from Web of Science core database emphasize the crucial role of wages as a motivation. Turker D., Brink W., and Kuang X. conclude «empirically supported that being a socially responsible employer positively affects the relevant employee outcomes»;
furthermore, they experimentally investigate how wage premiums influence employee efforts [3,4]. A CS is designed to rely on the quantitative and qualitative content of labor, while balancing the benefits of the employee and the employer. Having a DSS to deal with such a task would be a powerful supportive factor for the DM, the employer. Having a DSS to deal with such a task would be a powerful supportive factor for the DM. Nevertheless, such a DSS has prediction analytics of personal behavior as its main feature. Thus, the main goal of this article can be designated—formula derivations for probability densities of CS resultant indicators.

The relevance of the topic is to improve the efficiency of human resources management in enterprises. The key to this is payroll and consequently CSs. As a confirmation of this thesis, Bangladesh Civil Service research can be observed where authors claim: «Our results suggest that salary increases can be an effective for recruiting higher-quality officers» [5]. Consequently, it is advisable to develop an appropriate DSS. Within the framework of this article, the operating principle of such DSS expressed in calculation program module (software), is disclosed using the example of a piecework CS. The process of obtaining a statistical model of the CS for the software module operation is shown. As a result, it is possible to obtain probabilistic estimates of results on the example of piecework CS and to implement these in enterprises.

This manuscript includes 64 formulas, 2 tables, and 8 figures in 6 main sections. The article represents the leading role of CSs in sectoral DSSs and describes the main problems of employee behavior and work results prediction. Further, this paper explores the solution to this problem by building a mathematical formalization of CS and developing its statistical model. Certain formulas are given and their application in DSSs is described.

2. Literature Sources Analysis and Purpose of Study Formulation

According to the Web of Science (WoS) platform, more than 200,000 studies have been published in the last 30 years with the following search keywords in the WoS database: "compensation plan" and "wage problems", amounting to more than 6000 research articles per year worldwide. For the specific purpose of this research, over 30 manuscripts are used. Interest in various aspects of remuneration has not disappeared to this day. The papers published in 2016–2021 focus specifically on the problem stated in this article (effectiveness of the CS in enterprises). For example, Habel J., Alavi S., and Linsenmayer K. are interested in the change in the health of workers, in the transition to piecework pay [6]. The impact of age and gender on CSs was investigated by Chung C., Hoon S., and Morris M. [7,8].

Studies have been published on the combination of variable parts of a CS and collective remuneration, the impact of the CS on the work of top managers, CS flexibility and other issues [9–15].

More specific studies concerning modeling CSs and DSSs are also widely represented. The manuscripts of Pylkkänen E. and Orlova E. described a detailed regression method in compensation plan prognoses [16,17]. For instance, Pylkkänen E. discuss the empirical specification of a wage model and provides regression analysis. Different authors have studied many other aspects of CS modeling. These works include «Modeling the behavior of the wage fund», «Modeling earnings dynamics», and «Modeling the wage system» [18–20]. In essence, those works consider CSs from another point of view and use different methods of study to those used in the present article. In this case, some innovation may be noted.

DSSs are also often considered. Significant manuscripts from such authors as Kustandi C., Reni A., Setiawan N., and Irawan, Y. offer DSSs concerning CSs based on the Additive Weighting method [21–23]. Other authors are focused on DSS implementation and usage problems [24,25].

As for the Russian economy, many authors of publications covering CS problems agree that labor productivity is an important factor for the Russian economy. At the same time, a serious problem with this indicator of growth lies in an inefficient CS [26–29]. An outdated CS requires reform [30]. DSSs could play a key role in a multifactor economy [26–28]. There is an urgent need to develop DSSs, which is an urgent scientific and social aim for
the entire world community [31–36]. The level of development of digitalization in society also demonstrates the need to implement DSSs [37]. Existing IT and DSS systems such as SAP, Oracle, BAAN have gained deserved popularity [38–41]. However, enterprises are still in search of trends, patterns, and connections that would help them in making strategically important management decisions. Businesses need a probabilistic assessment of the consequences of MD, especially when implementing new CSs. The existing DSS in the Russian and global markets is limited to providing only deterministic assessment, which is incomparably low for effective decision-making.

3. Purpose and Objectives of the Study

The scientific novelty of this study lies in the development of the author’s own statistical models of a CS. The main goal of this article is to obtain CS statistical models and formulas for determining the probability densities of indicators resulting from CSs. As a special case, a piecework-bonus CS is studied in this paper. For CS indicators, algorithmic probability densities of statistical models are given. Moreover, statistical characteristics of CS indicators and a risk assessment of inefficient use of remuneration systems is calculated.

The probability density of the CS resulting indicator formulas and statistical models characteristics are used in the data processing module of the described DSS.

4. Materials and Methods of Research

To develop the necessary DSS, workforce behavior prognosis is needed. Thus, statistical modeling is used to obtain formulas to determine the probability densities of CS results. To make it clear and logical, several steps are followed:

1. Define the place of CS statistical models in DSS architecture;
2. Describe the main problems of developing CS models;
3. Designate, compare, and choose one of the 3 main methods of developing CS models;
4. Describe the scheme for the mathematical formalization of a CS;
5. Represent the mathematical formalization of a piecework-bonus CS, which is used in obtaining the results;
6. Describe model consistency.

4.1. The Decision Support System for Compensation Plan Management Description

The objectives of the DSS are, firstly, to improve the efficiency of the enterprises. Secondly, to enable the DM to apply more informed decisions regarding the CS in the enterprise. Thirdly, to reduce economic risks when changing the CS at the enterprise.

In order to achieve the objectives of the DSS, it is required to solve relevant tasks, i.e., the software should have relevant functionality. This aspect is considered in the example shown in Figure 1 (software architecture developed by the authors).

As shown in Figure 1, there are 3 main modules in the DSS. The data input module allows the user to specify the quantitative options for the enterprise, as well as providing the ability to independently determine the risk level for a number of parameters and the desired output. Then, in step 2, the data processing module applies the developed statistical models for the CS. The data output module provides information for decision-making. Such information includes the predicted values of parameters at an enterprise, the probability, and the level of risk.
Figure 1. Description of the DSS modules.

4.2. The Problem of Randomness and Variability CS

In the present research, two main problems in DSSs in the field of CS development are distinguished.

#1. The factor of randomness.

The key parameters for assessing the performance of an enterprise are output—Q, product quality—G, wages—W, and workers’ satisfaction—Sat. Unfortunately, there are no statistical data from enterprises on the above parameters.

Even assuming that over a period of time \( t \), Enterprise A collected values of indicators \( \{Q, G, W, Sat\} \) using CS\(_0\), before implementing CS\(_1\) and collecting the same data again, it is quite difficult to reveal a pattern of indicators changing, as multiple implementations are required. In addition, it is unproven that using CS\(_1\) instead of CS\(_0\) will give Enterprise B the same predicted result as Enterprise A. Furthermore, it is obvious to reject the notion that all of the businesses will have the same results when CS\(_1\) is used after CS\(_0\).

The reason lies in the individual and unpredictable reaction of the team and each employee to changes in the CS. The random factor applies to all parameters. For this reason, it is only possible to predict the qualitative and quantitative changes in the performance of
an enterprise as a result of the implementation of the CS by relying on statistics. However, statistical data do not exist.

# 2. Variability.

Many parameters are taken into account for CSs, ranging from time tariffs to quality bonuses, as well as output bonuses and a multitude of other allowances and bonuses. The result is a high variability in the CS, multiplied by the variety of CSs, and other factors. Where the CS is the same, e.g., piece-rate CS, the enterprise charges can vary from one enterprise to another. Table 1 shows how many variants of a classic piecework-bonus CS may exist in the real economy.

Table 1. Piecework-bonus CS variability.

| Parameter                        | Value                                           | Quantity |
|----------------------------------|-------------------------------------------------|----------|
| CS                               | Piecework bonus                                 | 1 CS     |
| Variables and constants          | According to mathematical formalization (see Section 4.5). Value of each variable and constant varies in its own range. | 8 units  |
| The distribution law             | The values of variables and constants in the CS differ according to the enterprise. So, for researchers these are random. It is not possible to choose a distribution law; it is necessary to select from a number of known laws. As an example, 4 laws: even, lognormal, chi-square, and normal will be applied. | 4 Laws of distribution = 256 combinations |

Applying the distribution law to number of variables and constants: $8 \times 256 = 2048$ variants of piecework-bonus CSs may be studied. The calculation confirms the multivariate nature of the CS parameters and the lack of regularity in their functioning.

4.3. The Problem of the Randomness and Multivariance Nature of CS Solution

The solutions to the problems of CS variability, randomness, and uncertainty of the distribution law are clearly presented in Table 2.

Table 2. Comparison of solutions to CS variability problems.

| #    | The Solution                  | The Essence                                                                 |
|------|-------------------------------|-----------------------------------------------------------------------------|
| 1    | Based on statistical data     | Probabilistic forecasts are based on statistics. Statistical data on the types and results of CSs in different enterprises are required. |
| 2    | Based on statistical models   | Based on the analysis of statistical models, the probability density of a particular CS outcome is calculated. |
| 3    | Based on simulation modeling  | Based on the CS simulation model, generated indicators are derived to be investigated and analyzed. |

The first point of Table 2 refers to decisions that rely on statistical data. There are no real statistics $\{Q, G, W, Sat\}$ for the CSs at the moment. For a comparative analysis of the different types of CS and their performance, it is necessary to have data, e.g., on the monthly output of workers of different enterprises and then to compare the figures for all types of CS.

In the first case, the solution lies in the extremely problematic collection of statistical data; consequently, it is more appropriate to consider options 2 and 3 from Table 2.
The work of describing statistical models is a time-consuming but productive process. Note that, for the purposes of this paper, a statistical model of a piecework-bonus CS is considered, in which the random variables are normally distributed.

4.4. Scheme of CS Mathematical Formalization

In order to produce scientifically approved mathematical formalization, a black box model is used (see Figure 2) [42].

![Figure 2. Black box model.](image)

As shown in Figure 2, black box is a CS that transforms inputs to outputs. The black box approach states that a researcher does not know the exact method of input-to-output transformation. However, inputs and outputs are observed. In this case, the inputs are constants of the CS, which any enterprise may set, and variables, which are random for any studied company. The outputs of the black box are product output, product quality, labor satisfaction, and wage amount. So, the basic state is that values of constants and variables directly influence the results \( \{Q, G, \text{Sat}, W\} \) to some extent.

First conclusion: Any enterprise may see its inputs and outputs. However, the key question is what would be the results \( \{Q, G, \text{Sat}, W\} \) for a specific enterprise if it changes CS0 to CS4? The general answer is \( \{Q_0, G_0, \text{Sat}_0, W_0\} \neq \{Q_4, G_4, \text{Sat}_4, W_4\} \). As can be seen from Figure 2, the structure of the CS itself is the key. However, as noted before, the method by which inputs are transformed to outputs cannot be specified. Consequently, it may be characterized as a random process. It can be written in this way: if \( Q_0 \)—random output of CS0, then CS0 → CS4, \( Q_4 = Q_0 \cdot x_2 \), where \( x_2 \) is a coefficient of random changes in %. It may vary ±1–100%. The sign depends on the CS.

Second conclusion: As shown in Figure 2, the inputs have a random nature, so the outputs are also random. Moreover, as shown previously, process CS0 → CS4 is also random. Thus, the standard, well-known methodology of the theory of probability and mathematical statistics can be used for the current research. These methods are described in detail in many sources [42,43].

4.5. The Notation and Mathematical Formalization of a Piecework-Bonus CS

The following mathematical formalization is described in detail in another study [44]. To clarify, the formulas of CS are common knowledge, while the variables, constants, and their ranges are derived from an economic point of view [44]. More clarification is given in Section 4.6.

Notations:
- \( x_1 \)—the output of a time-based CS, measured in c.u., is a random variable; \( x_1 \in [50; 100] \);
- \( x_2 \)—is the effect on output during a change of CS, random variable, \( x_2 \in [0; 1] \);
- \( y_1 \)—is the quality of output while the enterprise is running a time-based CS, in %, a random variable; \( y_1 \in [50; 100] \);
- \( y_2 \)—impact on quality when changing CS, \( y_2 \in [0; 1] \);
- \( z \)—workers’ satisfaction while the enterprise running a time-based CS, in %, a random variable; \( z \in [1; 100] \);
**,1—**is the wage while the enterprise is running a time-based CS, measured in conventional monetary units; \(a_1 = 10,000;\)

\(a_4—**is the tariff rate for a piecework-bonus CS, measured in conventional monetary units; \(a_4 \in [105; 117];\)

\(a_5—**is a quality bonus in a piecework-bonus CS, measured in conventional monetary units; \(a_5 \in [1000; 3000];\)

\(b_2—**is the quality standard, in %. When achieved in a piecework-bonus CS, a bonus is paid, \(b_2 \in [70; 80];\)

\(W_4—**wage fund for a piecework-bonus CS, measured in c.u;

\(G_4—**quality in a piecework-bonus CS, in %;

\(Sat_4—**workers’ satisfaction with a piecework-bonus CS, in %;

\(Q_4—**output while the enterprise is running a piecework-bonus CS, in c.u.

In the following formulas:

\[
Q_4 = \left\{ \begin{array}{ll}
 x_1 \cdot (1 + x_2) & \text{if } Q_4 \leq 100 \\
 100, & \text{if } Q_4 > 100
\end{array} \right.,
\]

\[
G_4 = \left\{ \begin{array}{ll}
 y_1 \cdot (1 + y_2) & \text{if } y_1 \leq b_2 \\
 b_2, & \text{if } y_1 > b_2
\end{array} \right.,
\]

\[
W_4 = \left\{ \begin{array}{ll}
 a_4 \cdot b_2, & \text{if } G_4 \leq b_2 \\
 a_4 \cdot b_2 + a_5, & \text{if } G_4 > b_2
\end{array} \right.,
\]

\[
Sat_4 = \left\{ \begin{array}{ll}
 z + 100 \cdot \left( \frac{a_4b_2}{100} - 1 \right) - 100 \cdot x_2 - y_2 \cdot 100, & \text{if } y_1 \leq b_2 \\
 z + 100 \cdot \left( \frac{a_4b_2 + a_5}{100} - 1 \right) - 100 \cdot x_2 - \left( \frac{b_2}{100} - 1 \right) \cdot 100, & \text{if } y_1 > b_2
\end{array} \right..
\]

The range of variation of the \(Sat_4\) value is: \(1 \leq Sat_4 \leq 100\).

Let the random variables \(x_1, x_2, y_1, y_2, z\) be given their distribution densities \(f x_1(x_1), f x_2(x_2), f y_1(y_1), f z(z)\). The random variables \(x_1, x_2, y_1, y_2, z\) vary in the ranges: \(a \leq x_1 \leq b, s_1 \leq x_2 \leq s_2, c \leq y_1 \leq d, s_1 \leq y_2 \leq s_2, g \leq z \leq h\).

Here, \(a = 50, b = 100; c = 50, d = 100; g = 1, h = 100, s_1 = 0, s_2 = 1\). Truncated normal distribution is used as densities \(f x_1(x_1), f x_2(x_2), f y_1(y_1), f z(z)\); as such, the results are determined.

**4.6. Model Consistency**

For any model it is crucial to be adequate and reflect a real economic object. Before setting out the model’s consistency, some limitations need to be discussed. According to competent authors, any model is imperfect, because of the complexity of real objects \([42,43]\).

Thus, modeling aims only to learn some object trends and behaviors while employing many assumptions, as discussed below.

Firstly, Section 4.5 shows that the black box model can be easily applied to CS functionality. Both inputs and outputs are described. References and common logic show that CS directly influences enterprise results such as \([Q, G, Sat, W]\). As such, it appears adequate to devise mathematical formalization for CS functionality.

Secondly, there are many comments about the randomness of CS functionality. Overall, the processes are influenced by the theory of probability and mathematical laws of statistics, which are well known.

Thirdly, Section 4.6. presents the units of measurement for the indicators. In essence, in the description of the statistical model, the exact units used to measure the indicators are not significant. Regardless of whether the units used are tons, megatons, m³, rubles, dollars, or billions of US dollars, the only things that matter are their functional links. This is why conventional units and conventional monetary units are used.

Fourthly, the ranges of variables and constants in Section 4.6 are derived from simple, well-known economic logic. The only thing which is important is the correlation between ranges of constants and variables. For example, the piecework tariff \(a_4\) cannot be too
low, because workers will not have the opportunity to earn its standard wage \((a_1)\). It cannot be too high either because workers will have the opportunity earn twice the wage while providing half the product output. Thus, it appears reasonable to assume that each enterprise sets a piecework tariff with a correlation to the standard time-based CS on the market.

Finally, there is the assumption of the labor satisfaction \((\text{Sat}_4)\) calculation principle. The formulas are based on the concept of «Homo economicus» proposed by A. Smith and formalized by J. S. Mill. This is a topic for a separate discussion. The general concept highlights the self-interest of the economic agent. For example, the less work an employee produces, while earning the current wage or even more, the more the employee will be satisfied with the work and vice versa. This principle is expressed in formulas.

Thus, the mathematical model of CSs may be considered as adequate, but many improvements should be made in future studies.

5. Research Results

The following results are achieved by using common methods of mathematical statistics and probability theory. All these methods are applied to formal mathematical models of CSs. Thus, the statistical model of CS results is obtained.

5.1. Output Distribution Density in a Piecework-Bonus CS

A random variable \(Q_4\) is considered that expresses the output of a piecework-bonus CS in a conditional unit.

Denote \(Q_4\) by \(\nu\), so

\[
\nu = \begin{cases} 
  x_1 \cdot (1 + x_2), & \text{if } \nu \leq 100 \\
  100, & \text{if } \nu > 100
\end{cases}
\]

Denote \(q = 1 + x_2\). Probability density of \(q\) is equal to \(f(q) = f_{x_2}(q - 1), q \in [1; 2]\). Consider a random variable \(\nu = x_1 \cdot q\) (where \(Q_4 = \nu\)) and find the distribution density of this value. Thus, the range of values of the variables \(q\) and \(\nu\), in which the random variable \(\nu = x_1 \cdot q\), is different from zero, while \(a \cdot q_2 = b \cdot q_1\) (here \(q_1 = 1, q_2 = 2\)). This area is presented in the form of two sub-areas: in the first sub-area, the value \(\nu\) changes in the range \(a \cdot q_1 \leq \nu \leq a \cdot q_2\); in the second, \(a \cdot q_2 \leq \nu \leq b \cdot q_2\). Here, \(q_1 = 1, q_2 = 2\).

The probability distribution of a random variable in the first sub-area is

\[
1 = \frac{\nu}{q}, \quad d\nu = \frac{dq}{q}
\]

Then, the probability density of a random variable can be calculated by the formulas:

\[
f_1(\nu) = \int_{q_1}^{\nu/a} f(q) f_{x_1}(\nu/q) \frac{dq}{q} = \int_{q_1}^{\nu/a} f_{x_2}(q - 1) f_{x_1}(\nu/q) \frac{dq}{q}, \quad a \cdot q_1 \leq \nu \leq a \cdot q_2
\]

\[
f_2(\nu) = \int_{\nu/a}^{q_2} f(q) f_{x_1}(\nu/q) \frac{dq}{q} = \int_{\nu/a}^{q_2} f_{x_2}(q - 1) f_{x_1}(\nu/q) \frac{dq}{q}, \quad a \cdot q_2 \leq \nu \leq b \cdot q_2
\]

As output \(\nu\) is restricted \(b_1 < a \cdot q_2 = 100\), only the first sub-area has been taken into account. For the probability density of the random output variable \(\nu = Q_4\), the following expression is obtained:

\[
f(\nu) = Cv \cdot \int_1^{\nu/a} f_{x_2}(q - 1) f_{x_1}(\nu/q) \frac{dq}{q}, \quad a \leq \nu \leq b,
\]

\[
Cv = \frac{1}{\int_a^b \left( f_{x_1}^{\nu/a} f_{x_2}(q - 1) f_{x_1}(\nu/q) \frac{dq}{q} \right) d\nu} \quad \text{normalization constant}
\]
Example 1. Let the random variables $x_1$ and $x_2$ be normally distributed with parameters $(m_{x1} = 85, \sigma_{x1} = 5; m_{x2} = 0.5, \sigma_{x2} = 0.2)$. The probability density plot of the random variable $v = Q_4$ is exposed further (Figure 3).

![Figure 3. The probability density plot—Q4.](image)

Characteristics of the random variable $v = Q_4$:

\[
vm = \int_a^b v \cdot f(v)dv, \quad (11)
\]

\[
v^2 = \int_a^b v^2 \cdot f(v)dv, \quad (12)
\]

\[
\sigma v = \sqrt{v^2 - vm^2}
\]

\[
vm = 93.749, \quad \sigma v = 4.948 \quad (13)
\]

The value $P(x) = 1 - \int_a^x f(x)dx$ can be used as a measure of efficient labor (achieving the desired output).

The following figure shows a graph of the probability of successfully reaching a selected level of output.

Probability $P(v > X)$ (Figure 4).

\[
Pv(x) := 1 - \int_a^x f(v)dv, \quad (14)
\]

![Figure 4. The probability of successfully reaching a set level of output.](image)
As can be seen from the graph, the probability of achieving the maximum output of 100 c.u. is close to zero. The curve also has an interesting property, namely that the probability of achieving an output between 90 and 100 c.u. decreases sharply. By contrast, between 70 and 80 c.u., the probability is close to 0.99 and starts to fall gradually between 80 and 90 c.u.

The graph demonstrates the logical behavior of workers. The piece tariff increases productivity dramatically, but not linearly. Virtually every worker is able to increase their productivity. Then, (between 80–90 c.u.) the number of teams that are able to further increase their output declines gradually. At the hardest point (90–100 c.u.), the number of workers able to maintain a high output decreases sharply. Thus, approaching the maximum output, only «star» teams remain. Therefore, the probability that the particular enterprise has such a team is close to zero.

5.2. Quality Distribution Density in Piecework-Bonus CS

At this point, consider the random variable $G_4$ (expressing quality in a piecework-bonus CS). Denote $G_4$ by $y$:

$$y = \begin{cases} 
y_1 \cdot (1 + y_2), & \text{if } y_1 \leq b_2 \\
2, & \text{if } y_1 > b_2
\end{cases},$$

(15)

The following expression can be derived for the density $f_y(y)$:

$$f_y(y) = Cy \cdot \int_{y_1}^{y/c} f_{y2}(q-1)f_{y1}(y/q) \frac{dq}{q},$$

(16)

$$Cy = \frac{1}{\int_{y_1}^{b_2} \left( \int_{y_1}^{y/c} f_{y2}(q-1)f_{y1}(y/q) \frac{dq}{q} \right) dy},$$

(17)

Example 2. Let random variables $y_1$ and $y_2$ be normally distributed with parameters ($my_1 = 85, \sigma y_1 = 5; my_2 = 0.5, \sigma y_2 = 0.2$), Let $b_2 = 80$.

The probability density plot of the random variable $y = G_4$ has the following form (Figure 5).

![Figure 5. The probability density plot—$G_4$.](image)
Characteristics of the random variable $y = G4$

$$vm = \int_c^{b^2} y \cdot f_y(y) dy,$$

$$v_2 = \int_c^{b^2} y^2 \cdot f_y(y) dy,$$  

$$\sigma_y = \sqrt{v_2 - vm^2}$$

$vm = 77.783,$  

$\sigma_y = 1.986$  

$$Pv(x) := 1 - \int_c^x f_y(y) dy,$$ graph is given in Figure 6.

**Figure 6.** The probability of successfully reaching a set level of quality.

Similarly, the plot of the probability of reaching the maximum quality level has a convex shape. There are also three important areas: the first is 65–70%, where the probability of achieving a selected level of quality is close to 1; the second is 70–75%, where there is a gradual decline in the probability function; the third is 75–80%, where a sharp fall in the probability is observed, down to the zero level.

However, there are two main differences from the productivity graph. Firstly, the graph in Figure 6 is flatter at 70–75%. Secondly, the quality limit is only 80%, as opposed to the output (100 c.u.). To explain these facts, it is necessary to look at how a quality bonus is given—the $b_2$ value, which can be set from 70 to 80%. An employee receives a bonus when the $b_2$ bar is reached. For now, it is necessary to look at each section of the graph in more detail.

Area 65–70%—the quality level that 100% of the workforce will reach, because it is not difficult to achieve and the bonus is significant. Area 70–75%—the probability that the workers will reach this quality level in exchange for the bonus is between 0.9 and 1. This is because this quality level is not too high on the one hand and the bonus is significant on the other hand. In the third area, 75–80%, function drops off sharply. This is due to the fact that 80% quality is a more difficult level to achieve; hence, few workers with the existing piecework tariff can achieve this level, and the probability will be close to zero.

The explanation for the 80% function limit is that workers have absolutely no incentive to produce higher quality products above the level for which they will get their bonuses.
Conclusion: the more your DM sets a quality bar to pay a bonus, the less likely workers will reach it. This simple thesis has economic logic and common sense and is also supported mathematically.

Calculating the characteristics of the random variable \( v = G_4 \):

\[
G_4 = \begin{cases} 
  y_1 \cdot (1 + y_2), & \text{if } y_1 \leq b_2 \\
  b_2, & \text{if } y_1 > b_2
\end{cases},
\]

(21)

There are two incompatible cases—case 1 \((c \leq y_1 \leq b_2)\) and case 2 \((b_2 \leq y_1 \leq d)\). The probability of case 1 and case 2 occurrence is:

\[
P_1 = \int_c^{b_2} f(y_1)dy, \quad P_2 = 1 - P_1,
\]

(22)

Thus, the average value of the random value \( v = G_4 \) is as follows:

\[
m_{G_4} = P_1 \cdot \int_c^{b_2} y \cdot f(y)dy + P_2 \cdot b_2,
\]

(23)

Standard deviation:

\[
s_{G_4} = \sqrt{\left( \int_c^{b_2} y^2 \cdot f(y)dy \right) - \left( \int_c^{b_2} y \cdot f(y)dy \right)^2},
\]

(24)

Calculation of the characteristics of the \( G_4 \) variable:

\[
P_1 = \int_c^{b_2} f(y_1)dy
\]

(25)

\[
P_1 = 0.159,
\]

(26)

\[
P_2 = 1 - P_1,
\]

(27)

\[
m_{G_4} = P_1 \cdot \int_c^{b_2} y \cdot f(y)dy + P_2 \cdot b_2,
\]

(28)

\[
s_{G_4} = \sqrt{\left( \int_c^{b_2} y^2 \cdot f(y)dy \right) - \left( \int_c^{b_2} y \cdot f(y)dy \right)^2},
\]

(29)

The characteristics of the calculation results of variable value \( v = G_4 \) in case 2 are as follows:

\[
P_1 = 0.159; \quad P_2 = 0.841; \quad m_{G_4} = 80\%; \quad s_{G_4} = 2\%.
\]

5.3. Distribution Density of a Wage Fund in a Piecework-Bonus CS

Denote the variable \( W_4 \) by:

\[
W = \begin{cases} 
  a_4 \cdot b_2 \text{ if } G_4 \leq b_2 \\
  a_4 \cdot b_2 + a_5 \text{ if } G_4 > b_2
\end{cases}
\]

(30)

Previously, the notation \( y = G_4 \) is used and the density \( f(y) \) is obtained. So, here there are two incompatible events—case 1 \((c \leq y \leq b_2)\) and case 2 \((b_2 \leq y \leq d)\). To calculate the probabilities, the density \( f(y) \) must be renormalized.

\[
C_{y1} = \frac{1}{\int_c^d \left( \int_{y/c}^{y_1} f_2(q-1) f(y_1 / q) dq / q \right) dy},
\]

(31)
\[ f(y(y)) = Cy_1 \int_{q_1}^{y(q-1)} f(y_1) \frac{dq}{q}, \tag{32} \]

The probability of case 1 and case 2 occurrence is:

\[ P_1 = \int_c^{b_2} f(y(y)) dy, \quad P_2 = 1 - P_1, \tag{33} \]

Thus, average value of the random value \( W = \bar{W} \) is:

\[ m_W = P_1 \cdot (a_4 \cdot b_2) + P_2 \cdot (a_4 \cdot b_2 + a_5), \tag{34} \]

\[ \sigma_W = \sqrt{P_1 \cdot (a_4 \cdot b_2)^2 + P_2 \cdot (a_4 \cdot b_2 + a_5)^2 - (m_W)^2}, \tag{35} \]

Case 3. Let \( a_4 = 110, \quad a_5 = 2000, \quad b_2 = 80 \). So, the results are follows:

\[ P_1 = 0.012; \quad P_2 = 0.988; \quad m_W = 10,780; \quad \sigma_W = 221. \]

5.4. Distribution Density of Employee Satisfaction with Piecework-Bonus CS

Let us move on to the random value \( \text{Sat}_4 \) (satisfaction with piecework-bonus CS). Denote it by \( r \).

Case 1: \( y_1 \leq b_2 \).

\[ r = z + 100 \cdot \left( \frac{a_4 \cdot b_2}{a_1} - 1 \right) - 100 \cdot x_2 - y_2 \cdot 100, \quad r_1 \leq r \leq r_2, \]

\[ s_1 \leq x_2 \leq s_2; s_1 \leq y_2 \leq s_2; h \leq z \leq g; \quad r_1 = 1, r_2 = 100 \tag{36} \]

The following notation is implemented:

\[ M = 100 \cdot \left( \frac{a_4 \cdot b_2}{a_1} - 1 \right); \quad x = 100 \cdot x_2 \quad \text{with density } f(x(x)) = f(x_2(x/100)) \frac{1}{100}; \quad y = 100 \cdot y_2 \quad \text{with density } f(y(y)) = f(y_2(y/100)) \frac{1}{100}; \quad q = x + y \quad \text{with density} \]

\[ f(q(q)) = \begin{cases} \int_0^{100} f(x(x)) f(y(q-x)) dx, & 0 \leq q \leq 100, \\ \int_{q-100}^{100} f(x(x)) f(y(q-x)) dx, & 100 \leq q \leq 200 \end{cases}, \tag{37} \]

\[ t = M - q \quad \text{with density } f(t(t)) = f(q(M - t)), \]

For the random value \( r = z + t \) for the case \( y_1 \leq b_2 \), probability density equals:

\[ frr_1(r) = Cr \cdot \int_{r - M}^{r + M} f(t(r - z)) \cdot f(z) dz, \quad g + M \leq r \leq h + M, \tag{38} \]

\[ Cr = \frac{1}{\int_g^{h+M} \left( \int_{r - M}^{r + M} f(t(r - z)) \cdot f(z) dz \right) dr}, \tag{39} \]

The graph of random value probability density \( r = \text{Sat}_4 \) for the case \( y_1 \leq b_2 \) is given in Figure 7.
Case 2: \( y_1 > b_2 \).

\[
r = z + 100 \cdot \left( \frac{a_4 \cdot b_2 + a_5}{a_1} - 1 \right) - 100 \cdot x_2 - \left( \frac{b_2}{y_1} - 1 \right) \cdot 100, \text{ if } 1 > b_2,
\]

\[
r_1 \leq r \leq r_2; g \leq z \leq h; s_1 \leq x_2 \leq s_2; c \leq y_1 \leq d,
\]

Observing \( u = \left( \frac{b_2}{y_1} - 1 \right) \cdot 100, b_2 \leq y_1 = 100. \) The density of \( u \) equals:

\[
f_{u1}(u) = \frac{b_2}{1 + u/100} \cdot \left| - \frac{b_2}{(1 + u/100)^2} \right| \cdot \frac{1}{100} \cdot \left( \frac{b_2}{d} - 1 \right) \cdot 100 \leq u \leq 0,
\]

The normalization procedure is as follows:

\[
C_u = \frac{1}{\int_{b_2}^d f_{u1}(u) du}, \quad f(u) = C_u \cdot f_{u1}(u),
\]

New notation \( o = x + u \) is applied with density

\[
fo1(o) = \begin{cases} 
\int_0^{o-u_1} f(x)fu(o-x)dx, & u_1 \leq o \leq 0, \\
\int_{u_1}^{o-100+u_1} f(x)fu(o-x)dx, & 0 \leq o \leq 100+u_1, \\
\int_{100}^{100+u_1} f(x)fu(o-x)dx, & 100+u_1 \leq o \leq 100 
\end{cases}
\]

Here, \( u_1 = 100 \cdot \left( \frac{b_2}{c} - 1 \right), u_2 = 100 \cdot \left( \frac{b_2}{c} - 1 \right) = 0. \)

Denote \( M_2 = 100 \cdot \left( \frac{a_4 b_2 + a_5}{a_1} - 1 \right) \) and implement \( w = M_2 - o \) with density

\[
f_{w2}(w) = f o(M_2 - w),
\]

For random value \( r = z + w \), probability density equals:

\[
f_{r2}(r) = \begin{cases} 
Cr \cdot f_{r1}(r), & g \leq r \leq g + w_2; \\
Cr \cdot f_{r2}(t), & g + w_2 \leq r \leq h + w_1, \\
Cr \cdot f_{r3}(r), & h + w_1 \leq r \leq h.
\end{cases}
\]
\[ Cr = \frac{1}{\int_{g}^{g+w} fr1(r)dr + \int_{g+w}^{h+w} fr2(r)dr + \int_{h+w}^{h} fr3(r)dr}, \]  

Here

\[ fr1(r) = \int_{g}^{r} f(z)f(w(r-z))dz, g + w \leq r \leq g + w, \]  
\[ fr2(r) = \int_{r-w}^{r} f(z)f(w(r-z))dz, g + w \leq r \leq h + w, \]  
\[ fr3(r) = \int_{r-w}^{h} f(z)f(w(r-z))dz, h + w \leq r \leq h + w, \]

\[ w1 = M2 - o2, \]  
\[ w2 = M2 - o1, \]

The random value \( r = Sat4 \) for case \( y1 > b2 \), the probability density graph is presented in Figure 8.

Figure 8. The labor satisfaction (Sat4) probability density \((y1 > b2)\).

The characteristics of a random variable \( r = Sat4 \) are calculated:

\[ r = \begin{cases}  
z + 100 \cdot \left( \frac{a+b}{a} - 1 \right) - 100 \cdot x2 - y2 \cdot 100, & \text{if } y1 \leq b2 \\
z + 100 \cdot \left( \frac{a+b+2}{a} - 1 \right) - 100 \cdot x2 - \left( \frac{b2}{y1} - 1 \right) \cdot 100, & \text{if } y1 > b2 \end{cases} \]  

(53)

There are two incompatible cases. Case 1 \((c \leq y1 \leq b2)\) and case 2 \((b2 \leq y1 \leq d)\). The realization probability of case 1 and case 2 is:

\[ P1 = \int_{c}^{b2} fy1(y)dy, \]  
\[ P2 = 1 - P1, \]

(54)  
(55)

Thus, the average value of the random value \( r = Sat4 \) equals

\[ mS = P1 \cdot \int_{g}^{b} r \cdot frr1(r)dr + P2 \cdot \int_{g}^{b} r \cdot frr2(r)dr \]

(56)
Random value standard deviation calculation $r = \text{Sat}4$:

$$S_2 = P_1 \cdot \int_g^h r^2 \cdot f_{rr1}(r) \, dr + P_2 \cdot \int_g^h r^2 \cdot f_{rr2}(r) \, dr,$$

$$\sigma_S = \sqrt{S_2 - mS^2},$$

(57) (58)

The characteristics (mean value, standard deviation) of variable $\text{Sat}4$ (satisfaction with piecework-bonus CS) are calculated as follows:

$$P_1 = \int_c^{b_2} f_{y1}(y) \, dy,$$

$$P_1 = 0.159$$

(59)

$$P_2 = 1 - P_1,$$

$$P_2 = 0.841$$

(60)

$$mS = P_1 \cdot \int_g^h r \cdot f_{rr1}(r) \, dr + P_2 \cdot \int_g^h r \cdot f_{rr2}(r) \, dr,$$

$$S_2 = P_1 \cdot \int_g^h r^2 \cdot f_{rr1}(r) \, dr + P_2 \cdot \int_g^h r^2 \cdot f_{rr2}(r) \, dr,$$

$$\sigma_S = \sqrt{S_2 - mS^2}$$

(61) (62) (63)

Case 4. Let $a_4 = 110$, $a_5 = 2000$, and $b_2 = 80$. The results are: $P_1 = 0.159; P_2 = 0.841; mS = 22\%; \sigma S = 15\%.$

5.5. Applying a Statistical Model to the Data Processing Module of the DSS

The resulting probability densities are effectively used in the data processing module (Figure 1). The following algorithm is used:

1. The user specifies which indicator values they would like to obtain {Q, G, Sat, W};
2. The user sets (in %) the level of risk they are prepared to accept in case MD in relation to the CS fail;
3. The software processing module calculates statistical characteristics of CS parameters;
4. The result for the MD is shown.

For example, if the user wants to change from a time-tariff to a piecework-bonus CS, the user should achieve an output value $Q_4$ (the output of a piecework-bonus CS) of at least $95$ c.u. According to the derived probability density, the probability of this event will be:

$$P(Q_4 \geq 95) = 1 - \int_{50}^{95} f(Q_4) \, dQ_4 = 17.3\%,$$

(64)

Thus, the information for MD is presented. Whether a manager is willing to change the CS to obtain a high output result has a probability of $17\%$.

Other indicators are calculated in a similar way. For example, when a user wants to achieve a quality level of at least $75\%$, the probability of this happening would be 0.9.

Nevertheless, the data processing module of the DSS is more complex, partly because it operates several statistical models for different CSs. In the end, MD are reduced to the user making a weighted choice between the desired indicators and the probability of their realization.

6. Conclusions

The purpose of this paper was to develop a statistical model of a piecework-bonus CS, to be used in the data processing module of the CS DSS. Existing CS models do not take into account the random behavior of CS indicators, which means that the models are of little use. In order to build practically useful models, it is necessary to have statistical data, which are not available at present. This paper proposes two main approaches to solve the
problem: (1) creating algorithmic statistical CS models and (2) developing CS simulation models. This paper presents a statistical model of a piecework-bonus CS obtained under the assumption of a normal distribution of initial values. The formulas for the probability densities of the resulting indicators of the piecework-bonus CS were obtained, so the statistical characteristics of CS indicators were calculated, as were the probabilities of achieving the desired results. The main conclusions are as follows:

1. It is possible to obtain and effectively apply algorithmic statistical models of CS in the CS DSS module.
2. Analytical statistical models for CS are possible to obtain only with an even distribution of the initial CS data. However, even for this simple case, the resulting CS model seems to be more practical than the deterministic CS models.
3. As a limitation, it must be mentioned that for more complex probability distributions of initial data (normal distribution, chi-square distribution, and others), the formulas for the probability densities of the resulting CS indicators become too complex and difficult to interpret.
4. Further development of CS models is possible based on simulation modeling. The simulation modeling method allows the modeling of any process influenced by random factors. It is also a universal method for solving mathematical tasks.
5. There is potential for further CS research using a statistical models method. This includes defining the most significant distribution laws of CS model variables and then applying them to the presented algorithmic statistical model. These extensive results may be of great use in building DSSs and studying CSs.
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