Several studies have been conducted to understand the predictors of academic performance of various levels of high school and undergraduate students as quantified by the grade point average. This study focuses specifically on engineering students as they differ from other undergraduate students in their background and expectations. We focus on quantifying essential predictors of the performance of engineering students in an advanced mathematics course. We collected data from 72 participants recruited from engineering students enrolled in the advanced engineering mathematics (AEM) course in a research university. We chose this course to represent a standard engineering mathematics course covering several essential topics. We consider several factors in our analysis, such as cellphone usage and the academic background, e.g., the academic year, number of minors, and majors, performance in prerequisite courses. We perform several regression analyses to understand the effects of cellphone usage, course schedule, and academic background on performance in the AEM course and its prerequisites. In particular, we use the stepwise regression technique using forward selection and backward elimination procedures. We discovered a few interesting findings in this case study. Firstly, for the participants in this study, we find that the daily average “screen time” on their cellphones is not a statistically significant predictor of student performance. This finding contradicts some prior studies on this participant and may indicate adaption and integration of the technology by the new generation of students in recent years. We also found that the lecturing schedule was not an influential factor for their academic performance. These findings are especially relevant during the COVID-19 pandemic, as they suggest that advanced engineering students have adapted to the use of technology and are flexible concerning lecture schedules. Another unexpected finding is that this study brings new evidence that the number of minors taken by the participants is a negative predictor of their grade in the AEM course. This observation may indicate that course-work from non-major classes may adversely impact their performance in mathematical engineering courses.
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1 INTRODUCTION

This paper aims to find and quantify the factors affecting academic success in an undergraduate-level course in advanced engineering mathematics (AEM). Our focus in this work is on factors available to the instructors to improve the quality of the course. In this cross-sectional case study (Yin, 1994), we enlist 72 students enrolled in the “Advanced Engineering Course” in a private university in the United States.

Numerous studies have elaborated on various factors behind academic success. Some of the factors that have been shown to impact academic success are socioeconomic status (SES), self-efficacy, course load, duration and frequency of lectures, and prior academic performance. In recent years mobile technology has become universally accessible, with several researchers studying the impact of cellphones on academic achievements. Since this topic is vast, the above list is by no means an exhaustive one. We first review the literature on this topic and then elaborate on the rationale behind our research choices in this study. The relation between SES and academic success is well-established in the literature. A meta-analysis of 200 studies (White, 1982) showed that socioeconomic status and academic achievements are positively correlated. A replica of the study (Sirin, 2005) across 128 school districts showed a medium to strong SES-achievement relation.

Bandura (2010) defines “self-efficacy” as believing in their ability to influence events affecting their lives. Motlagh et al. (2011) show that self-efficacy is highly correlated with high school students’ academic achievement. Komaraju and Nadler (2013), de Fátima Goulão (2014) use multiple regression analysis to show that self-efficacy results in higher academic achievement in undergraduate students. Attewell and Monaghan (2016) study the rate of completion and time to degree completion and find that students who attempt 15 rather than 12 credits in their first-year graduate at significantly higher rates within 6 years of initial enrollment. Ann Clovis and Chang (2019) study the rate of completion and time to degree completion and find that the number of credits earned in the first year is a positive indicator of attainment of degree who begin college at a 2-year institution. A study of a sample of first-year students by Szafran (2001) shows that students who register for more credits tend to earn higher GPAs.

To investigate if the lecture frequency matters for academic success, Henebrý (1997) analyzes student performance in classes scheduled 1 day a week, 2 days a week, and 3 days a week. The results indicate that students have a better chance of passing the course when a class schedule meets more than once a week. Gallo and Odu (2009) examine the academic performance of students enrolled in a college algebra course. Similar to the studies by Henebrý (1997), Gallo and Odu (2009) study three different lecture schedules: once per week, twice per week, and three times per week. Henebrý (1997) uses regression analysis to show that the students with only one lecture per week performed significantly worse than the other two groups. We note that the academic performance between students who had two lectures per week and students who had three lectures per week was not statistically different in both these studies. However, these findings are contradicted by a recent study by Trout (2018), in which accounting students in the 1-day-a-week class performed significantly better than students in the two lectures per week. McKenzie and Schweitzer (2001) identify previous academic performance as one of the factors predicting academic success. Newman-Ford et al. (2009) find that prior educational attainment is one of the significant predictors of academic achievements. De Winter and Dodou (2011) show that high school exam scores in the natural sciences and mathematics are the strongest predictors of first-year GPA and engineering degree completion, whereas the language factor has no significant predictive value. These findings are further supported by Anderton et al. (2017) and Hine et al. (2015) for health science students. Although several studies have shown that students’ prior mathematics skills are a good predictor of undergraduate success, considering the overall high school GPA may not be effective. Indeed, Noble and Sawyer (2002) show that a high school GPA is “not” an effective predictor of the first-year GPA.

There have been several studies conducted concerning the impact of cellphone usage on learning. Lepp et al. (2014) demonstrate that cellphone usage was significantly and negatively related to actual college GPA. Duncan et al. (2012) report that in-class use of cellphones leads to lower grades. Lepp et al. (2015) also showed that college students who use cellphones more than 10 h a day experienced significantly more leisure distress than the other groups. In a 2015 study, Barr et al., 2015 show that cognitive ability was associated with less smartphone use and less time spend using online search engines. In Samaha and Hawi (2016) and Hawi and Samaha (2016), the researchers show that a smartphone addiction risk was negatively related to academic performance. Although numerous studies show cellphones impact academic achievement negatively, some studies fail to confirm this conclusion. For example, Lee (2015) does not find evidence that cellphone use impacted academic performance negatively. A correlation analysis by Winkel et al. (2019) did show significant association between cellphone use and academic performance of university students. Oluufadi (2015) conclude in their work that no single mobile phone use behavior was sufficient to influence academic performance.

1.1 Rationale Behind the Selection of Factors in the Study

We design this study to help instructors and advisers to make appropriate decisions regarding engineering students taking advanced mathematics courses. We make our research choices with this goal in mind. Although socioeconomic status is a significant predictor of academic success, we did not consider it for this study for two reasons. Firstly, the students in our case study are from a private research university in the United States enrolled in a single course, a single semester. Thus, there is a lack of diversity in the SES of participants of this study. Secondly, an instructor is unlikely to have access to the SES of their students in the class. Hence, while SES may be a vital tool (White, 1982; Sirin, 2005) for administrators while making policies, it is of limited practical use to an instructor. Moreover, in most cases, the
instructors do not have access to the SES of the students. Hence, we do not study the impact of SES on academic success in our work. Similarly, self-efficacy is a relevant indicator of student success (Bandura, 2010; Motlagh et al., 2011; Komaraju and Nadler, 2013; de Fátima Goulão, 2014). However, the methodology of self-efficacy measurement varies (Mamari et al., 2016)). Since measuring self-efficacy is not a viable option for most instructors, we do not include it as a factor in our analysis.

While the connection between the course load and academic achievement is well-studied (Szafran, 2001; Attewell and Monaghan, 2016; Ann Clovis and Chang, 2019), the link between the number of "minor degrees" pursued and academic success is not well-understood. To this effect, we include the “number of minors degrees sought” (Nmnr) as one of the study factors. We include the number of majors (Nmjr) as a control factor in the study. While all students were from a similar background, the academic year was not necessarily the same for all the participants. Thus we added GradYr as one of the control variables. Whether students succeed better in a course with two lectures per week or three lectures per week is a pertinent question for advisers and departments when scheduling classes. In light of Trout (2018), the issue is not settled. Since the same instructor was teaching the AEM course with two different schedules, we decided to study the effect of schedules on student success. The variable MWF serves this purpose. The variable MWF equals 1 if the student has a 50-min lecture on Monday, Wednesday, and Friday, and it is 0 if they have a 75-min lecture on Mondays and Wednesdays.

While most studies depicted a negative relationship between cellphone usage and academic performance, the lack of consensus in different studies necessitates further research. To understand the influence of screen time on grades [c.f. Samaha and Hawi (2016) and Hawi and Samaha (2016)], we include the average amount of time in hours that the participants spend on their cellphones per day (screen) in our study. Sarraf et al. (2014) found a significant difference in the survey completion rate of iPhone users and Android users. Thus, we incorporate the variable phone, which equals 1 if the participant uses iPhone® and 0 if they do not. Mendoza et al. (2018) show that participants who kept their cellphones with them performed worse on a quiz than those without cellphones. To take this phenomenon into account, we include a variable PhAway which is equal to 1 if the student keeps their phone out-of-sight during the lectures and 0 if they do not. We also wanted to understand whether the students’ personal opinion about the cellphone being a distraction influences their grades or not. To this effect, we include the variable PhDistr, which equals 1 if the student thinks that using phones during the lectures is distracting to their attention.

Lastly, Simonsmeier et al. (2018), Wade and Kidd (2019), and numerous other studies have shown a strong relationship between prior knowledge and learning. We decided to add the prior knowledge as a control for this study. Instead of including the prior GPA in the study, we consider the participants’ performance in the prerequisite courses as prior knowledge. This design choice allows us to examine the role of the prerequisites courses individually. The prerequisites for the AEM course are Calculus III and Elementary Differential Equations. Thus, we include grades in Calculus III (Calc3) and Elementary Differential Equations (Diff eq) as explanatory variables for the model. Moreover, Calculus I and Calculus II are prerequisites for Calculus III. Hence we also include Calculus I grades (Calc1) and Calculus II grades (Calc2) in our models.

1.2 Choice of the Course for the Case Study

Engineering students significantly differ from liberal arts students. To this effect (Liu and Liang, 2020), find neurocognitive evidence for differences in verbal, numerical, and spatial problem-solving processes between engineering and liberal arts students (Scott and Saldacek, 1975). Use discriminant analysis techniques to show that physical scientists are different from engineers along an introspection-intellectual vs. social conventional dimension. The engineering curriculum also emphasizes applications and requires various mathematics courses such as calculus, differential equations, and numerical algebra. For example, the criteria published by the Accreditation Board for Engineering and Technology, Inc (ABET) for accrediting Mechanical Engineering Programs (Accreditation Board for Engineering and Technology, Inc., 2019, p. 30) states that the program curriculum.

“...must require students to apply principles of engineering, basic science, and mathematics (including multivariate calculus and differential equations); to model, analyze, design, and realize physical systems, components, or processes; and prepare students to work professionally in either thermal or mechanical systems while requiring topics in each area.”

Most mathematics courses, such as the Calculus sequence, are open for students of all majors. However, the course “AEM” is specifically designed for engineering students. Hence, we recruit participants from students enrolled in the AEM course, isolating only the engineering students from other majors. The course typically consists of the following topics and their applications: 1) probability and statistics, 2) linear algebra, 3) ordinary and partial differential equations.

1.3 Research Questions and Hypotheses

Given the rationale detailed in section Rationale Behind the Selection of Factors in the Study we are interested in the following research questions related to a typical engineering course:

(1). Is the amount of cellphone usage related to their grades?
(2). Does the number of minor degrees influence their grades?
(3). Is there a relation between lecturing schedule and academic performance?

To investigate the research questions formulated above, we begin with the following research hypotheses for a typical engineering undergraduate student:

(1). Academic performance in an AEM course is negatively and significantly related to their daily cellphone usage.
(2). Academic performance in an AEM course is unrelated to the number of minors taken by the students.
(3). Academic performance in an AEM course is related to the length and frequency of the lecture meetings per week.

In the following section Methodology, we describe our sample, data acquisition, preprocessing of the data. In section Analytical Approach we describe our analytical approach to obtain linear models for predicting grades in AEM, Calculus III, Calculus II, and Elementary Differential Equations. We describe the results obtained from the analysis in section Results. In section Discussion we discuss the results and their implications.

2 METHODOLOGY

2.1 Description of the Sample
The subjects for this study are engineering students from a private research institute in the northeast region of the United States. The course is intended for Mechanical and Aeronautical Engineering majors. The course covered topics such as applications of linear algebra, differential equations, and statistics. The prerequisites for the course were calculus III and differential equations. Most students in the course were junior and senior engineering students. Participants were informed that the survey would not be available to the researchers before the grades were posted.

2.2 Data Acquisition
Questionnaires were distributed to all students enrolled in the course “AEM” in Fall 2018. Out of all the students who received the questionnaire, 72 students participated in the study. The responses were stored in the department office until after the grades were posted. In the questionnaires, the students reported their grades from their courses: Calculus I, Calculus II, Calculus III, and Elementary Differential Equations. They were also requested to report the “current” AEM grade. There were two sections of this course. One section met three times per week (Monday, Wednesday, and Friday) for 50 min sessions, whereas the other met two times per week for 75-min sessions. Both sections had all the exams simultaneously and had the same homework due online, at the same time every week. They were also requested to report the “current” AEM grade, which was available to the students in the Learning Management System used by the university. In the survey, we requested the students for miscellaneous information such as their current academic year, the number of majors, minors, number of prerequisites for the course taken at a different institute, i.e., either at high school or other colleges before attending their current institute. Questions related to their cellphone usage included the type of phone (i.e., iPhone, Android, or other) the students use, the amount of screen time per day, whether they think that using a cellphone during the lecture is a distraction, or not. The screen time in this study refers to the average amount of time spent on their cellphones during a typical 24-h day. The survey asked the students if they keep their cellphone out of sight during the lectures. See Table 1 for precise definitions of all the variables. We note that the use of cellphones during the AEM course was discouraged. However, there were no academic consequences if the students used their cellphones during lectures.

2.3 Preprocessing the Data
We have 72 observations with 16 variables in the data collected. Some of the variables had missing values and outliers. One way to deal with this issue is to remove observations with missing values or outliers altogether. However, since we collected 16 variables for each observation, removing one observation due to a missing value or an outlier would remove the other 15 variables. This approach can seriously degrade the quality of the data set. Moreover (Quintano et al., 2010), show that the presence of outliers can produce a deviation from the actual data pattern. Since we have a relatively small number of participants, we replace the missing values and outliers with imputations generated by “multiple imputations by chained equations” (Van Buuren et al., 1999; Van Buuren et al., 2006). To this effect, we used the “MICE” package in R. We identify the outliers using the “boxplot.stats” function in R (McGill et al., 1978, p. 16). Removal of the outliers rendered the variables NMjr, PhAwy, and PhAlways as redundant, and thus we removed these variables from further analysis.

2.4 Coding Language and Libraries Used
For our coding, we used R language (version 4.0.0) on a Mac Operating System [x86_64-apple-darwin17.0 (64-bit)]. We used the following libraries in our coding: readxl, stats, mice, Hmisc, MASS, dplyr, ggpubr, car, pwr, corrplot, ggplot2, qqplotr, mctest, plot3D.

2.5 Analytical Approach

2.5.1 Descriptive Analysis
We begin with the study of the descriptive statistics of the data (see Table 1), and Pearson correlations (see Table 2) between all variables.

2.5.2 Constructing Linear Models With Grades in Advanced Engineering Mathematics as a Response Variable
We aim to construct a linear model with grades in advanced engineering mathematics as the response variable. We begin with a model that includes all possible explanatory variables, and we refer to it as the preliminary model M⁰(AEM). We begin with Calc1, Calc2, Calc3, DiffEq, GradYr, iphone, MWF, NMnr, NUniPre, PhAwy, PhDistr, and screen as the explanatory variables with the grades in Advanced Engineering Mathematics i.e., AEM as the response variable.

2.5.3 Constructing Linear Models With Grades in Advanced Engineering Mathematics as a Response Variable Using Stepwise Regression Technique
The selection of appropriate variables is essential while constructing a linear model with multiple variables. Including more number of explanatory variables increases the coefficient of determination (R²) indefinitely, leading to overfitting (Neter et al., 1996). Thus, a better approach (Theil, 1961) is to choose only those variables that maximize the adjusted coefficient of
TABLE 1 | Explanation of the variable names.

| Variable Name | Explanation of the variables |
|---------------|-----------------------------|
| AEM           | Current grade in the course Advanced Engineering Mathematics |
| Calc1         | Calculus 1 grade points out of 12 |
| Calc2         | Calculus 2 grade points out of 12 |
| Calc3         | Calculus 3 grade points out of 12 |
| Diffeq        | Differential Equations grade points out of 12 |
| GpaPr         | Cumulative GPA till the beginning of the semester |
| Iphone        | Equals 1 if they use iPhone, 0 else |
| MWF           | Equals 1 if the students meet 3 times per week, and 0 if they meet 2 times per week |
| Nmjr          | Number of majors |
| Nmnr          | Number of minors |
| NuUniPre      | Number of prerequisite courses requirement fulfilled in a different institute than their current |
| PhAlways      | Equals 1 if the student usually use their phone during the lectures |
| PhAway        | Equals 1 if the student keeps their phone out of sight during the lectures, 0 if they do not |
| PhDistr       | Equals 1 if they the student thinks that using phones during the lectures is distracting to their attention |
| PhOnce        | Whether the student used their phones during the lectures at least once during the semester |
| Screen        | The student’s self-reported daily average screen time on their mobile devices (in hours) |

3 RESULTS

3.1 Descriptive Statistics and Correlations
In Table 3 we describe the descriptive statistics for the variables used in this study. Table 2 shows the details of Pearson correlations between all variables and their 2-tailed significance levels. We can readily see the positive and statistically significant correlation between the variables representing the grades, i.e., AEM, Calc1, Calc2, Calc3, and Diffeq.

3.2 Linear Models for Grades in Advanced Engineering Mathematics as a Response Variable
The preliminary linear model (M\textsuperscript{0}_{\text{AEM}}) is shown in Table 4. It shows that Calc3 is the most important variable in this model. This model accounts for 66% (R\textsuperscript{2} = 0.66, R\textsuperscript{2}\textsubscript{adj} = 0.59, F(12, 59) = 9.34, p < 0.001) of the variability in grades obtained in the course. The backward elimination and forward selection algorithms both produced the same model, M\textsuperscript{1}_{\text{AEM}}. Only the variables Calc3, Nmnr, Calc2, Diffeq, and iphone are retained in the stepwise regression model. This model is able to account for 64% (R\textsuperscript{2} = 0.64, R\textsuperscript{2}\textsubscript{adj} = 0.61, F(5, 66) = 23.37, p < 0.001) of the variance in AEM grades. Note that R\textsuperscript{2}\textsubscript{adj} is increased from 0.59 in model M\textsuperscript{0}_{\text{AEM}} to 0.61 in the model M\textsuperscript{1}_{\text{AEM}}. The details of the linear model (M\textsuperscript{1}_{\text{AEM}}) are shown in Table 4. As seen in Table 4, grades in Calculus III, Calculus II, and Elementary Differential Equations positively and significantly predict the AEM course grade. However, for the subjects in this study, the number of minor degrees pursued negatively (β = −3.69, p = 0.0087) predicts the grades in the AEM course. As per Elliott and Woodward (2007, p. 25) normality tests are not recommended for a sample size of more than 50. We have a sample size of 72. Thus, for checking the normality of the residuals we rely on visual inspection [see Ghasemi and Zahediasl (2012) and Field (2018, p. 444)]. From the histogram in Figure 1A, and the QQ plot in Figure 1B, we see that the residuals are approximately normally distributed. We use the power calculations to verify whether the sample of 72 participants is adequate. For small effect size of 0.2 (Cohen, 2013) we need only 70 observations to achieve 80% power of the model M\textsuperscript{1}_{\text{AEM}} at 5% significance level.

3.3 Linear Models for Grades in the Prerequisite Courses as Response Variables
The linear model M\textsuperscript{0}_{\text{Calc3}} accounts for 46% (R\textsuperscript{2} = 0.46, R\textsuperscript{2}\textsubscript{adj} = 0.43, F(3, 68) = 19.13, p < 0.001) of the variability in the Calculus III grades. See Table 5 (model M\textsuperscript{0}_{\text{Calc3}}) for more details. Using the backward elimination algorithm and forward selection algorithms of the stepwise regression techniques, we could eliminate the variables Calc1 and iphone to construct a new model M\textsuperscript{1}_{\text{Calc3}} (R\textsuperscript{2} = 0.46, R\textsuperscript{2}\textsubscript{adj} = 0.45, F(1, 70) = 58.5, p < 0.001). Note that elimination of the variables Calc1 and iphone increases the...
| 3 | AEM | Calc1 | Calc2 | Calc3 | Diffeq | GradYr | iphone | MWF | Nmjr | Nmnr | NUniPre | PhAlwys | PhAwy | PhDistr | PhOnce | Screen |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| -3 | AEM | Pearson correlations | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| 0.1 | Calc1 | Pearson correlations | 0.508** | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| 0.1 | Calc2 | Pearson correlations | 0.699** | 0.730** | – | – | – | – | – | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.000 | 0.000 | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| 0.1 | Calc3 | Pearson correlations | 0.694** | 0.425** | 0.682** | – | – | – | – | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.000 | 0.000 | 0.000 | – | – | – | – | – | – | – | – | – | – | – | – | – |
| 0.1 | Diffeq | Pearson correlations | 0.576** | 0.487** | 0.711** | 0.631** | – | – | – | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.000 | 0.000 | 0.000 | 0.000 | – | – | – | – | – | – | – | – | – | – | – | – |
| 0.1 | GradYr | Pearson correlations | –0.129 | –0.244* | –0.156 | –0.008 | –0.002 | – | – | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.280 | 0.039 | 0.191 | 0.950 | 0.985 | – | – | – | – | – | – | – | – | – | – | – |
| 0.1 | iphone | Pearson correlations | 0.091 | –0.123 | –0.036 | –0.069 | 0.064 | –0.009 | – | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.449 | 0.305 | 0.767 | 0.455 | 0.654 | 0.937 | – | – | – | – | – | – | – | – | – | – |
| 0.1 | MWF | Pearson correlations | 0.109 | 0.083 | 0.129 | 0.049 | 0.221 | –0.059 | 0.074 | – | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.361 | 0.487 | 0.281 | 0.681 | 0.062 | 0.621 | 0.536 | – | – | – | – | – | – | – | – | – |
| 0.1 | Nmjr | Pearson correlations | 0.112 | 0.135 | 0.068 | 0.079 | 0.074 | –0.022 | –0.333** | 0.040 | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.347 | 0.259 | 0.568 | 0.507 | 0.537 | 0.857 | 0.004 | 0.742 | – | – | – | – | – | – | – | – |
| 0.1 | NUniPre | Pearson correlations | –0.041 | 0.101 | 0.156 | 0.010 | 0.223 | 0.106 | 0.128 | –0.056 | – | – | – | – | – | – | – |
| | Sig. (2-tailed) | 0.732 | 0.398 | 0.190 | 0.937 | 0.060 | 0.374 | 0.395 | 0.282 | 0.642 | – | – | – | – | – | – | – |
| 0.1 | PhAlwys | Pearson correlations | –0.041 | 0.023 | –0.007 | –0.243* | 0.130 | 0.013 | 0.160 | 0.299* | 0.059 | 0.298 | – | – | – | – | – |
| | Sig. (2-tailed) | 0.733 | 0.849 | 0.953 | 0.039 | 0.276 | 0.911 | 0.181 | 0.011 | 0.620 | 0.080 | – | – | – | – | – | – |
| 0.1 | PhAwy | Pearson correlations | –0.161 | –0.034 | –0.117 | –0.064 | –0.156 | –0.001 | –0.110 | –0.064 | –0.152 | –0.138 | 0.091 | – | – | – | – |
| | Sig. (2-tailed) | 0.176 | 0.779 | 0.326 | 0.594 | 0.192 | 0.993 | 0.932 | 0.595 | 0.203 | 0.245 | 0.449 | – | – | – | – | – |
| 0.1 | PhDistr | Pearson correlations | 0.035 | 0.142 | 0.034 | 0.004 | 0.110 | –0.087 | 0.060 | 0.035 | 0.169 | 0.127 | –0.015 | –0.531** | – | – | – |
| | Sig. (2-tailed) | 0.771 | 0.234 | 0.775 | 0.971 | 0.357 | 0.468 | 0.618 | 0.774 | 0.155 | 0.290 | 0.902 | 0.000 | – | – | – | – |
| 0.1 | PhOnce | Pearson correlations | –0.033 | 0.005 | –0.002 | –0.101 | –0.078 | –0.137 | 0.034 | –0.117 | 0.055 | –0.094 | 0.159 | –0.075 | 0.148 | – | – |
| | Sig. (2-tailed) | 0.783 | 0.965 | 0.987 | 0.400 | 0.512 | 0.252 | 0.778 | 0.326 | 0.646 | 0.435 | 0.182 | 0.532 | 0.215 | – | – | – |
| 0.1 | Screen | Pearson correlations | 0.048 | 0.003 | 0.101 | 0.078 | –0.087 | 0.073 | 0.010 | –0.067 | 0.023 | 0.202 | –0.091 | 0.232* | –0.272* | –0.069 | – |
| | Sig. (2-tailed) | 0.690 | 0.979 | 0.400 | 0.516 | 0.468 | 0.544 | 0.932 | 0.574 | 0.846 | 0.879 | 0.449 | 0.050 | 0.521 | 0.565 | – | – |
| 0.1 | Nmnr | Pearson correlations | 0.002 | 0.059 | 0.064 | –0.040 | 0.157 | –0.137 | 0.272* | 0.321** | 0.113 | 0.121 | 0.220 | 0.157 | 0.002 | 0.103 | –0.042 |
| | Sig. (2-tailed) | 0.987 | 0.624 | 0.592 | 0.741 | 0.188 | 0.261 | 0.021 | 0.006 | 0.346 | 0.311 | 0.063 | 0.189 | 0.985 | 0.388 | 0.727 | – | – |

* significance at p < 0.05, ** significance at p < 0.01, *** significance at p < 0.001.
TABLE 3 | Descriptive Statistics for the variables used in this study (n = 72).

| Variable | minimum | maximum | Mean   | Std. deviation |
|----------|---------|---------|--------|---------------|
| AEM      | 66.00   | 100.12  | 85.21  | 8.97          |
| Calc1    | 3       | 13      | 10.54  | 2.162         |
| Calc2    | 5       | 13      | 10.71  | 1.975         |
| Calc3    | 6       | 13      | 9.92   | 2.366         |
| Diffeq   | 1       | 13      | 10.31  | 2.582         |
| GradYr   | 2       | 4       | 3.24   | 0.459         |
| Iphone   | 0       | 1       | 0.60   | 0.494         |
| MWF      | 0       | 1       | 0.53   | 0.503         |
| NMjr     | 1       | 2       | 1.07   | 0.256         |
| NMnr     | 0       | 2       | 0.31   | 0.521         |
| NUniPre  | 0       | 4       | 3.32   | 1.298         |
| PhAillys | 0       | 1       | 0.24   | 0.428         |
| PhAvvy   | 0       | 1       | 0.72   | 0.451         |
| PbDistr  | 0       | 1       | 0.71   | 0.458         |
| PhOnce   | 0       | 1       | 0.76   | 0.428         |
| Screen   | 0.25    | 9.50    | 3.07   | 1.54          |

$R^2_{adj}$ from 0.43 to 0.45. As seen in Table 5 (model $M_{Calc2}$) we find that Calculus II grades positively and significantly ($β = 0.79, p < 0.001$) predict the grade in Calculus III. The details of the preliminary and final regression models for Calculus II grades ($M_{0,Calc2}$ and $M_{1,Calc2}$) as well as those for grades in the course Elementary Differential Equations Grades are depicted ($M_{0,Diffeq}$ and $M_{1,Diffeq}$) in Table 5. From the histogram and the QQ plots provided in the Supplementary Material, we see that the residuals for the models $M_{AEM}$, $M_{Calc1}$, $M_{Calc2}$, and $M_{Diffeq}$ are approximately normally distributed (Ghasemi and Zahediasl, 2012). Since the number of observations and predictors are the same in models $M_{AEM}$, $M_{Calc1}$, $M_{Calc2}$, and $M_{Diffeq}$, the power test indicates that we need only 42 observations to achieve 80% power for a small effect size of 0.2 (Cohen, 2013) at $α = .05$. Hence we deem the sample size of 72 in our study to be adequate.

4 DISCUSSION

One of the findings of this study is that the amount of time on a cellphone, i.e., screen time (screen) was not a statistically significant predictor of grades in the AEM course in the preliminary ($M_{0,AEM}$) as well as the modified linear model ($M_{1,AEM}$). Neither the backward elimination nor the forward selection algorithm of the stepwise regression resulted in screen time as one of the predictors. Moreover, the Pearson correlation between AEM and screen was not statistically significant. This conclusion is contrary to some previous work, c.f. Lepp et al. (2014), Lepp et al. (2015). However, this is in agreement with the findings by Lee (2015), Olufadi (2015), Winkel et al. (2019), where the relation between cellphone usage and academic performance was not found. The lack of evidence of the relation between screen time and academic performance could be attributed to the fact that engineering students may be adapting to the integration of technology into their academic lives. Another reason for this finding could be the rapid increase in the expansion in today’s mobile technology capabilities, enabling the users to use their devices more productively. Moreover, while Samaha and Hawi (2016), as well as Hawi and Samaha (2016), studied the negative impact of cellphone addiction, it is unclear whether smartphone addiction could be measured solely by the amount of time spent on their devices.

This study found no statistically significant difference between students’ academic performance with three lectures per week and students with two lectures per week. Recall that Henebry (1997), and Gallo and Odu (2009) showed that academic performance for students with two or three lectures per week was better than those with only one lecture per week. However, they did not find a significant difference in academic performance between students with two lectures per week and students with three lectures per week. Our findings confirm their conclusion. The models $M_{Calc3}$, $M_{Calc2}$, and $M_{Diffeq}$ also demonstrate that the performance in prerequisites is a strong predictor of performance in the current course.

Finally, our finding suggests that for the students in our study, the number of minors taken by the students is a negative predictor of the academic performance in the AEM course. This phenomenon could be due to the “mathematics avoidance behavior” (D’Ailly and Bergering, 1992). The students may be opting to spend more time studying for non-engineering courses than the AEM course. However, an investigation into this phenomenon was beyond the scope of this study.

4.1 Practical Implications and Future Work

The lack of evidence between screen time and academic performance in the AEM course indicates that the students are better at balancing cellphone usage and work. Olufadi (2015) has suggested that the “hours of study” is a better predictor of academic success than screen time. Indeed, measuring only the screen time does not provide us with the correct understanding of how the participants use the cell phones. The students may be using their devices for educational purposes. Indeed, Borba et al., (2016) conclude that mobile technology is transforming the classroom, and it can be effectively used in mathematics education. Regarding the effect of scheduling, multiple studies [c.f. Henebry (1997); Gallo and Odu (2009)] have failed to find evidence that three lectures per week are better than two lectures per week. Our study confirms this perspective. A practical implication of this finding could be to use two lectures per week for advanced courses. The use of two lectures per week can open more time for research activities for the faculty and students alike. The number of minor degrees pursued has a negative impact on participants’ academic performance in the AEM course. This finding suggests that care should be taken by academic advisors while offering additional minor degrees to students.

4.2 Limitations

In the survey, we asked for the average daily screen time. However, the data concerning the participants’ use of their cell phones for educational purposes was not collected. We made this choice for practicality; however, Olufadi (2015)
TABLE 4 | Linear models with grades in Advanced Engineering Mathematics as response variables.

| Linear regression models with grades in AEM as a response variable |
|---------------------------------------------------------------|
| Preliminary model (M̂_{AEM}^0) | Model (M̂_{AEM}^1) stepwise regression |
| β (95% CI) | Pr(>|t|) | β (95% CI) | Pr(>|t|) |
| (Intercept) | 53.91 (33.30, 74.52) | <0.001*** | 45.43 (37.31, 53.56) | <0.001*** |
| Calc1 | 0.34 (−0.80, 1.48) | 0.550 | – | – |
| Calc2 | 0.87 (−0.39, 2.13) | 0.172 | – | – |
| Calc3 | 1.52 (0.51, 2.53) | 0.004** | 1.13 (0.16, 2.10) | 0.023* |
| DiffEq | 1.06 (0.02, 2.09) | 0.045* | 1.63 (0.76, 2.51) | <0.001*** |
| GradYr | −0.67 (−4.13, 2.80) | 0.701 | – | – |
| Iphone | 2.37 (−0.58, 5.33) | 0.113 | – | – |
| MWF | 1.17 (−2.10, 4.44) | 0.476 | 2.49 (−0.27, 5.26) | 0.077 |
| NMnr | −3.80 (−6.76, −0.84) | 0.013* | – | – |
| NUNPre | −1.56 (−4.50, 1.38) | 0.292 | – | – |
| PhAwy | 0.39 (−2.88, 3.66) | 0.813 | – | – |
| PhDistr | −1.45 (−4.72, 1.82) | 0.378 | – | – |
| Screen | −0.06 (−1.36, 1.24) | 0.928 | – | – |

The first column shows preliminary model. The second column indicates the model obtained using forward selection and backward elimination of the stepwise regression. ***significance at p < 0.05, ****significance at p < 0.01, *****significance at p < 0.001.

points out that a single variable describing the cell phone use behavior is not enough to understand the academic performance.

One other limitation of our work is that this is a cross-sectional study. We recruited the participants from a single course in one academic semester. This design led to small sample size and lack of diversity in the subjects. Thus, readers should note this while generalizing the conclusions. We have begun collecting data from multiple years, and intend to expand upon this work for a larger sample size in a longitudinal study.

5 CONCLUSION

In this cross-sectional study, we aimed to understand the factors that influence the academic performance of engineering students in a typical engineering mathematics course. One of our goals was to understand the relation between screen time on cellphones and grades in such a course. We also aimed to understand how the academic background, such as the number of minor degrees pursued and lecturing schedule, are related to grades in a typical engineering mathematics course. To this effect, we recruited students from the course “AEM” from a private research university. We gathered information regarding their cellphone usage, academic background, class schedule via a survey. We formulated linear models with the AEM course grades as a response variable using stepwise regression techniques. Contrary to some prior work, we found that the amount of time spent on cell phones was not a significant predictor of success in the course. One of the reasons behind this finding could be that this study’s participants have successfully integrated mobile technology and their academic pursuits. Recall that both sections were taught by the same instructor, with the same course content, including assignments and exams. The only difference between the two sections was the schedule. However, we
Table 5 | Linear models with grades in Calculus II, Calculus III, and Elementary Differential Equations as response variables.

| Linear regression models with Calculus III grades as a response variable | Preliminary model (M_0<sub>calc3</sub>) | Model (M_1<sub>calc3</sub>) stepwise regression |
|---|---|---|
| (Intercept) | β (95% CI) | Pr (>|t|) | β (95% CI) | Pr (>|t|) |
| Calc1 | 0.02 (−0.29, 0.34) | 0.896 | – | – |
| Iphone | −0.22 (−1.06, 0.62) | 0.606 | – | – |
| | R² = 0.46, R²_adj = 0.43, n = 72 | – | R² = 0.46, R²_adj = 0.45, n = 72 | – |
| | F (3, 68) = 19.12, p < 0.001*** | – | F (1, 70) = 58.5, p < 0.001*** |

| Linear regression models with Calculus II grades as a response variable | Preliminary model (M_0<sub>calc2</sub>) | Model (M_1<sub>calc2</sub>) stepwise regression |
|---|---|---|
| (Intercept) | β (95% CI) | Pr (>|t|) | β (95% CI) | Pr (>|t|) |
| Calc1 | 0.75 (0.58, 0.92) | < 0.001*** | 0.75 (0.58, 0.91) | < 0.001*** |
| Iphone | 0.11 (−0.54, 0.77) | 0.734 | – | – |
| | R² = 0.54, R²_adj = 0.52, n = 72 | – | R² = 0.54, R²_adj = 0.53, n = 72 | – |
| | F (2, 69) = 40.06, p < 0.001*** | – | F (1, 70) = 81.06, p < 0.001*** |

| Linear regression models with elementary differential equations grades as a response variable | Preliminary model (M_0<sub>Diffeq</sub>) | Model (M_1<sub>Diffeq</sub>) stepwise regression |
|---|---|---|
| (Intercept) | β (95% CI) | Pr (>|t|) | β (95% CI) | Pr (>|t|) |
| Calc2 | 2.69 (0.81, 4.56) | 0.006*** | 2.78 (1.00, 4.57) | 0.003*** |
| Calc1 | 0.75 (0.58, 0.92) | < 0.001*** | 0.75 (0.58, 0.91) | < 0.001*** |
| Iphone | 0.11 (−0.54, 0.77) | 0.734 | – | – |
| | R² = 0.54, R²_adj = 0.52, n = 72 | – | R² = 0.54, R²_adj = 0.53, n = 72 | – |
| | F (2, 69) = 40.06, p < 0.001*** | – | F (1, 70) = 81.06, p < 0.001*** |

The first column shows preliminary models. The second column indicates the models obtained using forward/backward stepwise selection. ** significance at p < 0.05. *** significance at p < 0.01. 
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