Analysis of latent CHIKV dynamics models with general incidence rate and time delays
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ABSTRACT
In this paper, we study the stability analysis of latent Chikungunya virus (CHIKV) dynamics models. The incidence rate between the CHIKV and the uninfected monocytes is modelled by a general nonlinear function which satisfies a set of conditions. The model is incorporated by intracellular discrete or distributed time delays. Using the method of Lyapunov function, we established the global stability of the steady states of the models. The theoretical results are confirmed by numerical simulations.
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1. Introduction

Chikungunya virus (CHIKV) is an alphavirus and is transmitted to humans by Aedes aegypti and Aedes albopictus mosquitos. The CHIKV attacks the monocytes and causes Chikungunya fever. The humoral response is important to limit the CHIKV progression [33]. In the literature of CHIKV infection, most of the mathematical models have been presented to describe the disease transmission in mosquito and human populations (see e.g. [3–5,31,35,37,38,48]). In a very recent work, Wang and Liu [43] have presented a mathematical model for in host CHIKV infection as

\[
\begin{align*}
\dot{S} &= \mu - aS - bSV, \\
\dot{I} &= bSV - \epsilon I, \\
\dot{V} &= mI - rV - qBV, \\
\dot{B} &= \eta + cBV - \delta B,
\end{align*}
\]

where \(S\), \(I\), \(V\), and \(B\) are the concentrations of uninfected monocytes, infected monocytes, CHIKV particles and \(B\) cells, respectively. The uninfected monocytes are created at rate \(\mu\) and die at rate \(aS\). The uninfected monocytes are attacked by the CHIKV at rate \(bSV\), where \(b\) is rate constant of the CHIKV-target incidence. The infected monocytes and free CHIKV particles die are rate \(\epsilon I\) and \(rV\), respectively. An actively infected monocytes produces an
average number $m$ of CHIKV particles. The CHIKV particles are attacked by the B cells at rate $qBV$. The B cells are created at rate $\eta$, proliferated at rate $cBV$ and die at rate $\delta B$.

In recent years, stability analysis of virus dynamics models has become one of the hot topics in virology (see e.g. [1,2,6,24,26,30,32,36,39,42,44,47]). Studying the stability analysis of the models is important for developing antiviral drugs, understanding the virus-host interaction and for predicting the disease progression. Stability of model (1)–(4) has been studied by Wang and Liu [43].

In system (1)–(4) it is assumed that the incidence rate between the CHIKV and uninfected monocytes is given by bilinear form. However, such bilinear form is imperfect to depict the dynamical behaviour of the viral infection in detail [27]. Moreover, it is assumed that when the CHIKV contacts the uninfected monocytes it becomes infected and viral producer in the same time. In [34], the authors have described the CHIKV replication cycle as (see Figure 1):

The virus enters susceptible cells through endocytosis, mediated by an unknown receptor. As the endosome is acidic, conformational changes occur resulting in the fusion of the viral and host cell membranes, causing the release of the nucleocapsid into the cytoplasm. The RNA genome is first translated into the 4nSPs, which together will form the replication complex and assist in several downstream processes (depicted by dashed arrowed line in Figure 1). Subsequently, the genome is replicated to its negative-sense strand, which in turn will be used as a template for the synthesis of the 49S viral RNA and 26S subgenomic mRNA. The 26S subgenomic mRNA will be translated to give the structural proteins (C–pE2–6K–E1). After a round of processing by serine proteases, the capsid is released into the cytoplasm. The remaining
structural proteins are further modified post-translationally in the endoplasmic reticulum and subsequently in the Golgi apparatus. E1 and E2 associate as a dimer and are transported to the host plasma membrane, where they will ultimately be incorporated onto the virion surface as trimeric spikes. Capsid protein will form the icosahedral nucleocapsid that will contain the replicated 49S genomic RNA before being assembled into a mature virion ready for budding. During budding the virions will acquire a membrane bilayer from part of the host cell membrane.

Therefore, this process may take time period which can be incorporated into the CHIKV model by considering the time delay and latently infected cells.

The objective of this paper is to propose a CHIKV infection model which improves the model presented in [43] by taking into account (i) two types of infected monocytes, latently infected monocytes and actively infected monocytes, (ii) two types of discrete or distributed time delays (iii) the incidence rate between the CHIKV and the uninfected monocytes is given by a general nonlinear function $\Psi(S, V)$, where the function $\Psi$ is supposed to satisfy a set of conditions. We investigate the nonnegativity and boundedness of the solutions of the CHIKV dynamics model. We show that the CHIKV dynamics is governed by one bifurcation parameter (the basic reproduction numbers $R_0$). We use Lyapunov direct method to establish the global stability of the model's steady states.

2. CHIKV model with discrete time delays

We propose the following latent CHIKV dynamics model with general incidence rate taking into account two discrete time delays:

$$\dot{S}(t) = \mu - aS(t) - \Psi(S(t), V(t)), \quad (5)$$

$$\dot{L}(t) = (1 - \rho) e^{-\delta_1 \tau_1} \Psi(S(t - \tau_1), V(t - \tau_1)) - (\theta + \lambda)L(t), \quad (6)$$

$$\dot{I}(t) = \rho e^{-\delta_2 \tau_2} \Psi(S(t - \tau_2), V(t - \tau_2)) + \lambda L(t) - \epsilon I(t), \quad (7)$$

$$\dot{V}(t) = mI(t) - rV(t) - qB(t)V(t), \quad (8)$$

$$\dot{B}(t) = \eta + cB(t)V(t) - \delta B(t), \quad (9)$$

where $L$ and $I$ are the concentrations of latently infected monocytes and actively infected monocytes, respectively. The parameter $\lambda$ is the latent to active transmission rate constant. A fraction $(1 - \rho)$ of infected cells is assumed to be latently infected monocytes and the remaining $\rho$ becomes actively infected monocytes, where $0 < \rho < 1$. Here, $\tau_1$ is the time between CHIKV entry an uninfected monocyte to become latently infected monocyte (such monocyte contains the CHIKV but is not producing it), and $\tau_2$ is the time between CHIKV entry an uninfected monocyte to become actively infected monocyte (such monocyte produces the CHIKV particles). The probability of latently and actively infected monocytes surviving to the age of $\tau_1$ and $\tau_2$ are represented by $e^{-\delta_1 \tau_1}$ and $e^{-\delta_2 \tau_2}$ respectively, where $\delta_1 > 0$ and $\delta_2 > 0$ are constants. The incidence of new infections of uninfected monocytes occurs at a rate $\Psi(S, V)$, which includes the rate of contacts between CHIKV and uninfected monocytes as well as the probability of cell entry per contact [42].
We consider the following initial conditions:

\[ S(\vartheta) = \varphi_1(\vartheta), \quad L(\vartheta) = \varphi_2(\vartheta), \quad I(\vartheta) = \varphi_3(\vartheta), \quad V(\vartheta) = \varphi_4(\vartheta), \quad B(\vartheta) = \varphi_5(\vartheta), \]

\[ \varphi_i(\vartheta) \geq 0, \quad \vartheta \in [-\varrho, 0] \quad \text{and} \quad \varphi_i \in C([-\varrho, 0], \mathbb{R}_{\geq 0}), \quad i = 1, 2, \ldots, 5, \quad (10) \]

where \( \varrho = \max\{\tau_1, \tau_2\} \) and \( C \) is the Banach space of continuous functions mapping the interval \([-\varrho, 0]\) into \( \mathbb{R}_{\geq 0} \) with norm \( \|\varphi\| = \sup_{-\varrho \leq \vartheta \leq 0} |\varphi(\vartheta)| \). Then the uniqueness of the solution for \( t > 0 \) is guaranteed [25].

The function \( \Psi \) is assumed to satisfy the following:

**Assumption 2.1:**

(i) \( \Psi \) is continuously differentiable, \( \Psi(S, V) > 0, \Psi(0, V) = \Psi(S, 0) = 0 \) for all \( S > 0, V > 0 \),

(ii) \( \partial \Psi(S, V) / \partial S > 0, \partial \Psi(S, V) / \partial V > 0, \partial \Psi(S, V) / \partial V > 0 \) for all \( S > 0, V > 0 \).

(iii) \( (\partial / \partial S)(\partial \Psi(S, 0) / \partial V) > 0 \) for all \( S > 0 \).

**Assumption 2.2:** \( \Psi(S, V) / V \) is a decreasing function of \( V \) for all \( S > 0, V > 0 \),

**Remark 2.1:** Assumption 2.1(iii) implies that

\[
(1 - \frac{\partial \Psi(S_0, 0) / \partial V}{\Psi(S_0, 0) / \partial V}) \left( 1 - \frac{S}{S_0} \right) \leq 0. \quad (11)
\]

From 2.2 we get

\[
\frac{\Psi(S, V)}{V} \leq \lim_{V \to 0^+} \frac{\Psi(S, V)}{V} = \frac{\partial \Psi(S, 0)}{\partial V}. \quad (12)
\]

From 2.1(ii) and 2.2 we obtain

\[
\left( \frac{\Psi(S, V)}{V} - \frac{\Psi(S, V_1)}{V_1} \right) (\Psi(S, V) - \Psi(S, V_1)) \leq 0,
\]

which yields

\[
\left( \frac{\Psi(S, V)}{\Psi(S, V_1)} - \frac{V}{V_1} \right) \left( 1 - \frac{\Psi(S, V_1)}{\Psi(S, V)} \right) \leq 0. \quad (13)
\]

**2.1. Preliminaries**

In this subsection we investigate the nonnegativity and boundedness of the solutions of model (5)–(9).

**Lemma 2.1:** The solutions of system (5)–(9) with the initial states (10) are nonnegative and ultimately bounded.

**Proof:** From Equations (5) and (9) we have \( \dot{S}|_{S=0} = \mu > 0 \) and \( \dot{B}|_{B=0} = \eta > 0 \). Thus, \( S(t) > 0 \) and \( B(t) > 0 \) for all \( t \geq 0 \). Moreover, for \( t \in [0, \tau] \) we have
\( L(t) = \varphi_2(0) e^{-(\theta+\lambda)t} + (1-\rho) e^{-\delta_1 t_1} \)
\[ \times \int_0^t (\Psi(S(\omega - \tau_1), V(\omega - \tau_1))) e^{-(\theta+\lambda)(t-\omega)} d\omega \geq 0, \]
\( I(t) = \varphi_3(0) e^{-\epsilon t} + \rho e^{-\delta_2 t_2} \int_0^t (\Psi(S(\omega - \tau_2), V(\omega - \tau_2)) + \lambda L(\omega)) e^{-\epsilon(t-\omega)} d\omega \geq 0, \)
\( V(t) = \varphi_4(0) e^{-\int_0^t (r+\rho B(\omega)) d\omega} + \int_0^t mI(\omega) e^{-\int_0^\tau (r+\rho B(\omega)) d\omega} d\omega \geq 0. \)

By recursive argument, we get \( L(t) \geq 0, I(t) \geq 0 \) and \( V(t) \geq 0 \) for all \( t \geq 0. \)

Next, we establish the boundedness of the model's solutions. Let \( M_1 = \mu/\sigma_1 \) where \( \sigma_1 = \min\{a, \theta, \epsilon\}. \) The nonnegativity of the model's solution implies that \( dS(t)/dt \leq \mu - aS(t) \), which yields \( \lim_{t \to \infty} \sup S(t) \leq \mu/a \leq M_1. \) Let us define
\[ T_1(t) = (1-\rho) e^{-\delta_1 t_1} S(t - \tau_1) + \rho e^{-\delta_2 t_2} S(t - \tau_2) + L(t) + I(t) \]
then
\[ \dot{T}_1(t) = \begin{align*} 
(1-\rho) e^{-\delta_1 t_1} [\mu - aS(t - \tau_1) - \Psi(S(t - \tau_1), V(t - \tau_1))]
+ (1-\rho) e^{-\delta_1 t_1} \Psi(S(t - \tau_1), V(t - \tau_1)) - (\theta + \lambda)L(t) \\
+ \rho e^{-\delta_2 t_2} [\mu - aS(t - \tau_2) - \Psi(S(t - \tau_2), V(t - \tau_2))]
+ \rho e^{-\delta_2 t_2} \Psi(S(t - \tau_2), V(t - \tau_2))
+ \lambda L(t) - \epsilon I(t)
\end{align*} \]
\[ = \mu \left( (1-\rho) e^{-\delta_1 t_1} + \rho e^{-\delta_2 t_2} \right) - a \left( (1-\rho) e^{-\delta_1 t_1} S(t - \tau_1) + \rho e^{-\delta_2 t_2} S(t - \tau_2) \right)
- \theta L(t) - \epsilon I(t). \]

Since \( (1-\rho) e^{-\delta_1 t_1} + \rho e^{-\delta_2 t_2} \leq 1 \), then
\[ \dot{T}_1(t) \leq \mu - \sigma_1 \left( (1-\rho) e^{-\delta_1 t_1} S(t - \tau_1) + \rho e^{-\delta_2 t_2} S(t - \tau_2) + L(t) + I(t) \right) \]
\[ = \mu - \sigma_1 T_1(t), \]
It follows that \( \lim_{t \to \infty} \sup T_1(t) \leq M_1, \lim_{t \to \infty} \sup L(t) \leq M_1, \lim_{t \to \infty} \sup I(t) \leq M_1. \) Let us define
\[ T_2(t) = V(t) + \frac{q}{c} B(t). \]
Then
\[ \dot{T}_2(t) = mI(t) - rV(t) - qV(t)B(t) + \frac{q}{c} (\eta + cB(t)V(t) - \delta B(t)) \]
\[ = \frac{q\eta}{c} + mI(t) - rV(t) - \frac{q\delta}{c} B(t) \]
\[ \leq \frac{q\eta}{c} + mM_1 - rV(t) - \frac{q\delta}{c} B(t) \]
\[
\frac{q\eta}{c} + mM_1 - \sigma_2 \left( V(t) + \frac{q}{c} B(t) \right) \\
= \frac{q\eta}{c} + mM_1 - \sigma_2 T_2(t),
\]

\(\sigma_2 = \min\{r, \delta\}, \lim_{t \to \infty} \sup V(t) \leq M_2, \text{ and } \lim_{t \to \infty} \sup B(t) \leq M_3, M_2 = q\eta/c\sigma_2 + mM_1/\sigma_2 \)

and \(M_3 = (c/q)M_2\). Therefore, \(S(t), L(t), I(t), V(t) \text{ and } B(t)\) are ultimately bounded. \(\blacksquare\)

Lemma 2.1 reveals that the following positively invariant set contains omega limit sets of system (5)–(8):

\[
\Omega = \{(S, L, I, V, B) \in C^5 : \|S\| \leq M_1, \|L\| \leq M_1, \|I\| \leq M_1, \|V\| \leq M_2, \|B\| \leq M_3\}.
\]

2.2. The existence of steady states

The basic reproduction number of system (5)–(9) is given by

\[
R_0 = \frac{my}{\epsilon(\theta + \lambda)(r + qB_0)} \frac{\partial \Psi(S, 0)}{\partial V},
\]

where \(S_0 = \mu/a, B_0 = \eta/\delta\) and \(\gamma = \lambda(1 - \rho) e^{-\delta_1 \tau_1} + \rho e^{-\delta_2 \tau_2}(\theta + \lambda)\).

Lemma 2.2: For system (5)–(9), assume that Assumptions 2.1–2.2 are satisfied, then there exists a threshold parameter \(R_0 > 0\) such that if \(R_0 \leq 1\), then the CHIKV-free steady state \(Q_0\) is the only steady state for the system. If \(R_0 > 1\), then the system has a unique endemic steady state \(Q_1\).

Proof: Let \(Q(S, L, I, V, B)\) be any steady state of the system (5)–(9) satisfying the following equations:

\[
0 = \mu - aS - \Psi(S, V),
\]

\[
0 = (1 - \rho) e^{-\delta_1 \tau_1} \Psi(S, V) - (\theta + \lambda)L,
\]

\[
0 = \rho e^{-\delta_2 \tau_2} \Psi(S, V) + \lambda L - \epsilon I,
\]

\[
0 = mI - rV - qBV,
\]

\[
0 = \eta + cBV - \delta B.
\]

From Equations (14)–(18) we obtain

\[
L = \frac{(1 - \rho) e^{-\delta_1 \tau_1} \Psi(S, V)}{\theta + \lambda}, \quad I = \frac{\gamma \Psi(S, V)}{\epsilon(\theta + \lambda)}.
\]

Substituting Equation (19) into Equation (17) we have

\[
\frac{my\Psi(S, V)}{\epsilon(\theta + \lambda)} - rV - qBV = 0.
\]
Applying Assumption A1, we have $V = 0$ is one of the solutions of Equation (20), which gives a CHIKV-free steady state $Q_0 = (S_0, L_0, I_0, V_0, B_0)$. If $V \neq 0$, then from Equations (14) and (20) we have

$$V = \frac{m\gamma \Psi(S, V)}{\epsilon(\theta + \lambda)(r + qB)} = \frac{m\gamma(\mu - aS)}{\epsilon(\theta + \lambda)(r + qB)},$$

which implies

$$S = S_0 - \frac{\epsilon(\theta + \lambda)(r + qB)}{am\gamma} V.$$

Then, from Equation (18) we have $B = \eta/(\delta - cV)$. We define a function $\Phi_1$ as

$$\Phi_1(V) = \frac{m\gamma}{\epsilon(\theta + \lambda)} \left( S_0 - \frac{\epsilon(\theta + \lambda)(r(\delta - cV) + q\eta)}{am\gamma(\delta - cV)} V, V \right) - \frac{(r(\delta - cV) + q\eta)}{\delta - cV} V = 0.$$

Now we get a value of $V$ such that

$$S_0 - \frac{\epsilon(\theta + \lambda)(r(\delta - cV) + q\eta)}{am\gamma(\delta - cV)} V = 0, \quad V \neq \frac{\delta}{c}. \quad (21)$$

Let $\alpha_1 = \epsilon(\theta + \lambda)/am\gamma$, then Equation (21) becomes

$$c\alpha_1 V^2 - (cS_0 + \alpha_1(r\delta + q\eta))V + \delta S_0 = 0.$$

Let

$$K_1(V) = c\alpha_1 V^2 - (cS_0 + \alpha_1(r\delta + q\eta))V + \delta S_0 = 0,$$

we have $K_1(0) = \delta S_0 > 0$, $K_1(\delta/c) = -q\eta \alpha_1 \delta/c < 0$ and $K_1^1(0) = -(cS_0 + \alpha_1(r\delta + q\eta)) < 0$. Then $K_1(V) = 0$ gives a unique $V = \tilde{V} \in (0, \delta/c)$. It follows that $B = \eta/(\delta - c\tilde{V}) > 0$. Clearly,

$$\Phi_1(0) = 0,$$

$$\Phi_1(\tilde{V}) = \frac{m\gamma}{\epsilon(\theta + \lambda)} \Psi(0, \tilde{V}) - (r + q\tilde{B})\tilde{V} = -(r + q\tilde{B})\tilde{V} < 0,$$

$$\Phi'_1(0) = \frac{m\gamma}{\epsilon(\theta + \lambda)} \left[ -\frac{\epsilon(\theta + \lambda)(r + qB_0)}{am\gamma} \frac{\partial \Psi(S_0, 0)}{\partial S} \right] - (r + qB_0).$$

From Assumption 2.1, $\partial \Psi(S_0, 0)/\partial S = 0$, then

$$\Phi'_1(0) = \frac{m\gamma}{\epsilon(\theta + \lambda)} \left[ \frac{\partial \Psi(S_0, 0)}{\partial V} \right] - (r + qB_0) = (r + qB_0)(\mathcal{R}_0 - 1).$$

Therefore, if $\mathcal{R}_0 > 1$, then $\Phi'_1(0) > 0$ and there exists a $V_1 \in (0, \tilde{V})$ such that $\Phi_1(V_1) = 0$. From Equations (17) and (18) we obtain

$$B_1 = \frac{\eta}{\delta - cV_1} > 0, \quad I_1 = \frac{(r + qB_1)}{m} V_1 > 0.$$
Let $V = V_1$ in Equation (14) and define a function $\Phi_2$ as

$$\Phi_2(S) = \mu - aS - \Psi(S, V_1) = 0.$$ 

By Assumption 2.1, we have $\Phi_2(0) = \mu > 0$ and $\Phi_2(S_0) = -\Psi(S_0, V_1) < 0$. Since $\Phi_2$ is a strictly decreasing function of $S$, then there exists a unique $S_1 \in (0, S_0)$ such that $\Phi_2(S_1) = 0$. Thus an endemic steady state $Q_1 = (S_1, L_1, I_1, V_1, B_1)$ exists when $R_0 > 1$. \hfill \blacksquare

### 2.3. Global stability

The following theorems investigate the global stability of the CHIKV-free and endemic steady states of system (5)–(8) by constructing suitable Lyapunov functionals. We define $H(x) = x - \ln x - 1$. Clearly, $H(1) = 0$ and $H(x) \geq 0$ for $x > 0$. Denote $(S, L, I, V, B) = (S(t), L(t), I(t), V(t), B(t))$.

**Theorem 2.1:** Suppose that $R_0 \leq 1$ and 2.1–2.2 are satisfied, then $Q_0$ is GAS.

**Proof:** Define

$$W_0(S, L, I, V, B) = \frac{\gamma}{\theta + \lambda} \left( S - S_0 - \int_{S_0}^S \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)} d\theta \right) + \frac{\lambda}{\theta + \lambda} L + I + \frac{\epsilon}{m} V$$ 

$$+ \frac{\epsilon q}{mc} B_0 H \left( \frac{B}{B_0} \right) + \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \int_0^{\tau_1} \Psi(S(t - \theta), V(t - \theta)) d\theta$$ 

$$+ \rho e^{-\delta_2 \tau_2} \int_0^{\tau_2} \Psi(S(t - \theta), V(t - \theta)) d\theta.$$ 

Note that, $W_0(S, L, I, V, B) > 0$ for all $S, L, I, V, B > 0$ and $W_0(S_0, 0, 0, 0, B_0) = 0$. Calculating $dW_0/dt$ along the trajectories of (5)–(9) we get

$$\frac{dW_0}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)} \right) (\mu - aS - \Psi(S, V))$$ 

$$+ \frac{\lambda}{\theta + \lambda} ((1 - \rho) e^{-\delta_1 \tau_1} \Psi(S(t - \tau_1), V(t - \tau_1)) - (\theta + \lambda)L)$$ 

$$+ \rho e^{-\delta_2 \tau_2} \Psi(S(t - \tau_2), V(t - \tau_2)) + \lambda L - \epsilon I + \frac{\epsilon}{m} \left( mI - rV - qBV \right)$$ 

$$+ \frac{\epsilon q}{mc} \left( 1 - \frac{B_0}{B} \right) (\eta + cBV - \delta B)$$ 

$$+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} (\Psi(S, V) - \Psi(S(t - \tau_1), V(t - \tau_1))$$ 

$$+ \rho e^{-\delta_2 \tau_2} (\Psi(S, V) - \Psi(S(t - \tau_2), V(t - \tau_2))).$$ 

Simplifying Equation (22) we get

$$\frac{dW_0}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)} \right) (\mu - aS) + \frac{\gamma}{\theta + \lambda} \Psi(S, V) \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)}$$

Simplifying Equation (22) we get

$$\frac{dW_0}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)} \right) (\mu - aS) + \frac{\gamma}{\theta + \lambda} \Psi(S, V) \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)}$$

Simplifying Equation (22) we get

$$\frac{dW_0}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)} \right) (\mu - aS) + \frac{\gamma}{\theta + \lambda} \Psi(S, V) \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)}$$


\[ -\frac{\varepsilon}{m} r V - \frac{\varepsilon q}{m} B_0 V + \frac{\varepsilon q}{mc} \left( 1 - \frac{B_0}{B} \right) (\eta - \delta B) \]

\[ = \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\partial \Psi(S,0)/\partial V}{\partial \Psi(S,0)/\partial V} \right) (\mu - aS) + \frac{\gamma}{\theta + \lambda} \Psi(S,V) \frac{\partial \Psi(S,0)/\partial V}{\partial \Psi(S,0)/\partial V} \]

\[ - \frac{\varepsilon}{m} r V - \frac{\varepsilon q}{m} B_0 V + \frac{\varepsilon q}{mc} \left( 1 - \frac{B_0}{B} \right) (\eta - \delta B). \]

Using \( a = \mu/S_0, \eta = \delta B_0 \) and inequality (12) we get

\[ \frac{dW_0}{dt} \leq \frac{\mu \gamma}{\theta + \lambda} \left( 1 - \frac{\partial \Psi(S_0,0)/\partial V}{\partial \Psi(S,0)/\partial V} \right) \left( 1 - \frac{S}{S_0} \right) + \frac{\gamma}{\theta + \lambda} \Psi(S_0,0) \frac{\partial \Psi(S_0,0)/\partial V}{\partial \Psi(S,0)/\partial V} - \frac{\varepsilon}{m} r V \]

\[ - \frac{\varepsilon q}{m} B_0 V + \frac{\varepsilon q}{mc} \left( 1 - \frac{B_0}{B} \right) (\delta B_0 - \delta B) \]

\[ = \frac{\mu \gamma}{\theta + \lambda} \left( 1 - \frac{\partial \Psi(S_0,0)/\partial V}{\partial \Psi(S,0)/\partial V} \right) \left( 1 - \frac{S}{S_0} \right) + \frac{\varepsilon (r + qB_0)}{m} \left( \frac{mc B}{\partial \Psi(S_0,0)/\partial V} - 1 \right) V \]

\[ - \frac{\varepsilon q \delta (B - B_0)^2}{mc} \]

\[ = \frac{\mu \gamma}{\theta + \lambda} \left( 1 - \frac{\partial \Psi(S_0,0)/\partial V}{\partial \Psi(S,0)/\partial V} \right) \left( 1 - \frac{S}{S_0} \right) + \frac{\varepsilon (r + qB_0)}{m} (\mathcal{R}_0 - 1) V \]

\[ - \frac{\varepsilon q \delta (B - B_0)^2}{mc}. \]

(23)

From Assumption 2.1 we have, if \( \mathcal{R}_0 \leq 1 \), then \( dW_0/dt \leq 0 \) for all \( S, V, B > 0 \). Also, \( dW_0/dt = 0 \) if and only if \( S = S_0, B = B_0 \) and \( V = 0 \). Let \( \Gamma_0 = \{(S, L, I, V, B) : dW_0/dt = 0 \} \) and \( \Gamma'_0 \) be the largest invariant subset of \( \Gamma_0 \). The solutions of system (5)–(9) converge to \( \Gamma'_0 \) [25]. Each element in \( \Gamma'_0 \) satisfies \( \dot{V}(t) = \dot{V}(t) = 0 \). Then from Equations (7)–(8) we have \( L(t) = I(t) = 0 \). By the LaSalle's invariance principle, \( Q_0 \) is GAS.

\[ \text{Theorem 2.2: Suppose that } \mathcal{R}_0 > 1 \text{ and 2.1–2.2 are satisfied, then } Q_1 \text{ is GAS.} \]

\[ \text{Proof: } \]

\[ W_1(S, L, I, V, B) = \frac{\gamma}{\theta + \lambda} \left( S - S_1 - \int_{S_1}^{S} \frac{\Psi(S_1, V_1)}{\Psi(\theta, V_1)} d\theta \right) + \frac{\lambda}{\theta + \lambda} L_1 H \left( \frac{L}{L_1} \right) + \int_{I_1} I_1 H \left( \frac{I}{I_1} \right) + \frac{\varepsilon q}{mc} V_1 H \left( \frac{V}{V_1} \right) \]

\[ + \frac{\varepsilon q}{mc} B_1 H \left( \frac{B}{B_1} \right) + \frac{\lambda (1 - \rho)}{\theta + \lambda} e^{-\delta_1 t_1} \Psi(S_1, V_1) \]

\[ \times \int_{0}^{t_1} H \left( \frac{\Psi(S(t - \theta), V(t - \theta))}{\Psi(S_1, V_1)} \right) d\theta \]
\[+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \int_0^{\tau_2} H \left( \frac{\Psi(S(t-\theta), V(t-\theta))}{\Psi(S_1, V_1)} \right) \, d\theta.\]

We have \(W_1(S, L, I, V, B) \geq 0\) for all \(S, L, I, V, B > 0\) and \(W_1(S_1, L_1, I_1, V_1, B_1) = 0\). Calculating \(dW_1/dt\) along the trajectories of (5)–(9) we get

\[
\frac{dW_1}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) (\mu - aS - \Psi(S, V)) \\
+ \frac{\lambda}{\theta + \lambda} \left( 1 - \frac{L_1}{L} \right) \left( (1 - \rho) e^{-\delta_1 \tau_1} \Psi(S(t - \tau_1), V(t - \tau_1)) - (\theta + \lambda) L \right) \\
+ \left( 1 - \frac{I_1}{I} \right) (\rho e^{-\delta_2 \tau_2} \Psi(S(t - \tau_2), V(t - \tau_2)) + \lambda L - \epsilon I) \\
+ \frac{\epsilon}{m} \left( 1 - \frac{V_1}{V} \right) (mI - rV - qBV) \\
+ \frac{\epsilon q}{mc} \left( 1 - \frac{B_1}{B} \right) (\eta + cBV - \delta B) \\
+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} (\Psi(S, V) - \Psi(S(t - \tau_1), V(t - \tau_1))) \\
+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - \tau_1), V(t - \tau_1))}{\Psi(S, V)} \right) \\
+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - \tau_2), V(t - \tau_2))}{\Psi(S, V)} \right). \tag{24}\]

Simplifying Equation (24) we get

\[
\frac{dW_1}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) (\mu - aS) + \frac{\gamma}{\theta + \lambda} \Psi(S, V) \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \\
- \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S(t - \tau_1), V(t - \tau_1)) \frac{L_1}{L} + \lambda L_1 \\
- \rho e^{-\delta_2 \tau_2} \Psi(S(t - \tau_2), V(t - \tau_2)) \frac{I_1}{I} - \frac{\lambda LI_1}{I} + \epsilon I_1 - \frac{V_1 I}{V} - \frac{\epsilon}{m} rV + \frac{\epsilon}{m} rV_1 \\
+ \frac{\epsilon q}{m} BV_1 - \frac{\epsilon q}{m} B_1 V + \frac{\epsilon q}{mc} \left( 1 - \frac{B_1}{B} \right) (\eta - \delta B) \\
+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - \tau_1), V(t - \tau_1))}{\Psi(S, V)} \right) \\
+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - \tau_2), V(t - \tau_2))}{\Psi(S, V)} \right).\]

Applying

\[\mu = aS_1 + \Psi(S_1, V_1), \quad \eta = \delta B_1 - cB_1 V_1,\]
we obtain
\[
\frac{dW_1}{dt} = \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \left( aS_1 - aS \right) + \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1) \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \\
+ \frac{\gamma}{\theta + \lambda} \Psi(S, V) \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} - \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S(t - \tau_1), V(t - \tau_1)) \frac{L_1}{L} + \lambda L_1 \\
- \rho e^{-\delta_2 \tau_2} \Psi(S(t - \tau_2), V(t - \tau_2)) \frac{I_1}{I} + \frac{\lambda LI_1}{I} + \epsilon I_1 - \frac{\epsilon V_1 I}{V} - \frac{\epsilon}{m} rV \\
+ \frac{\epsilon rV_1 + \frac{\epsilon q}{m} BV_1}{m} \\
- \frac{\epsilon q}{m} B V_1 + \frac{\epsilon q}{m} B_V \left( \frac{B_1}{B} \right) - \frac{\epsilon q}{m} B V + \frac{\epsilon q}{m} \left( 1 - \frac{B_1}{B} \right) (\delta B_1 - \delta B) \\
+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - \tau_1), V(t - \tau_1))}{\Psi(S, V)} \right) \\
+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - \tau_2), V(t - \tau_2))}{\Psi(S, V)} \right).
\]

From Lemma 2.2 we have
\[
(1 - \rho) e^{-\delta_1 \tau_1} \Psi(S_1, V_1) = (\theta + \lambda)L_1, \quad \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) + \lambda L_1 = \epsilon I_1,
\]
\[
mI_1 = rV_1 + qB_1 V_1,
\]
then
\[
\frac{\epsilon}{m} rV_1 = \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1) - \frac{\epsilon q}{m} B_1 V_1,
\]
and
\[
\frac{dW_1}{dt} = aS_1 \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \left( 1 - \frac{S}{S_1} \right) + \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1) \left( \frac{\Psi(S, V)}{\Psi(S, V_1)} \right) - \frac{V}{V_1} \\
+ \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1) \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) - \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) \\
\times \frac{\Psi(S(t - \tau_1), V(t - \tau_1))L_1}{\Psi(S_1, V_1)L} \\
+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) - \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \frac{\Psi(S(t - \tau_2), V(t - \tau_2)) I_1}{\Psi(S, V_1)} \\
- \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1) \frac{IV_1}{I_1 V} \\
- \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) \frac{LI_1}{L_1 I} + \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) \\
+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \\
+ \frac{\lambda(1 - \rho) e^{-\delta_1 \tau_1}}{\theta + \lambda} \Psi(S_1, V_1) + \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) - \frac{2\epsilon q}{m} B_1 V_1 +
\]
\[
\frac{\epsilon g}{m} BV_1 + \frac{\epsilon g}{m} B_1 V_1 \left( \frac{B_1}{B} \right) \\
- \frac{\epsilon g \delta (B - B_1)^2}{mc} \frac{\lambda (1 - \rho) e^{-\delta_1 t_1}}{\theta + \lambda} \Psi(S, V_1) \ln \left( \frac{\Psi(S(t - t_1), V(t - t_1))}{\Psi(S, V)} \right) \\
+ \rho e^{-\delta_2 t_2} \Psi(S_1, V_1) \ln \left( \frac{\Psi(S(t - t_2), V(t - t_2))}{\Psi(S, V)} \right).
\]

Using the following equalities:

\[
\ln \left( \frac{\Psi(S(t - t_1), V(t - t_1))}{\Psi(S, V)} \right) = \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) + \ln \left( \frac{IV_1}{I_1 V} \right) + \ln \left( \frac{L_1 I}{I_1 V} \right) \\
\quad + \ln \left( \frac{V \Psi(S, V)}{V \Psi(S, V_1)} \right) \\
\quad + \ln \left( \frac{L_1 \Psi(S(t - t_1), V(t - t_1))}{L \Psi(S_1, V_1)} \right),
\]

\[
\ln \left( \frac{\Psi(S(t - t_2), V(t - t_2))}{\Psi(S, V)} \right) = \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) + \ln \left( \frac{IV_1}{I_1 V} \right) + \ln \left( \frac{V \Psi(S, V_1)}{V \Psi(S_1, V_1)} \right) \\
\quad + \ln \left( \frac{I_1 \Psi(S(t - t_2), V(t - t_2))}{I \Psi(S_1, V_1)} \right),
\]

we get

\[
\frac{dW_1}{dt} = a_{S_1} \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \left( 1 - \frac{S}{S_1} \right) + \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1) \\
\quad \times \left( -1 + \frac{\Psi(S, V)}{\Psi(S, V_1)} - \frac{V}{V_1} + \frac{V \Psi(S, V_1)}{V \Psi(S, V)} \right) \\
\quad + \frac{\lambda (1 - \rho) e^{-\delta_1 t_1}}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} + \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \right] \\
\quad + \frac{\lambda (1 - \rho) e^{-\delta_1 t_1}}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{IV_1}{I_1 V} + \ln \left( \frac{IV_1}{I_1 V} \right) \right] \\
\quad + \frac{\lambda (1 - \rho) e^{-\delta_1 t_1}}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{L_1 I}{I_1 V} + \ln \left( \frac{L_1 I}{I_1 V} \right) \right] \\
\quad + \frac{\lambda (1 - \rho) e^{-\delta_1 t_1}}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{V \Psi(S, V_1)}{V_1 \Psi(S, V)} + \ln \left( \frac{V \Psi(S, V_1)}{V_1 \Psi(S, V)} \right) \right] \\
\quad + \frac{\lambda (1 - \rho) e^{-\delta_1 t_1}}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{L_1 \Psi(S(t - t_1), V(t - t_1))}{L \Psi(S_1, V_1)} \right] \\
\quad + \ln \left( \frac{L_1 \Psi(S(t - t_1), V(t - t_1))}{L \Psi(S_1, V_1)} \right) \\
\quad + \rho e^{-\delta_2 t_2} \Psi(S_1, V_1) \left[ 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} + \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \right] + \rho e^{-\delta_2 t_2} \Psi(S_1, V_1)
\]
Using Assumption 2.1(ii) and inequality (13), we get

\[
W_3 = \frac{1}{\Gamma_1} \times \left[ 1 - \frac{IV_1}{I_1 V} + \ln \left( \frac{IV_1}{I_1 V} \right) \right]
\]

\[
+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \left[ 1 - \frac{I_1 \Psi(S(t - \tau_2), V(t - \tau_2))}{I \Psi(S_1, V_1)} \right]
\]

\[
+ \ln \left( \frac{I_1 \Psi(S(t - \tau_2), V(t - \tau_2))}{I \Psi(S_1, V_1)} \right)
\]

\[
+ \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \left[ 1 - \frac{V \Psi(S, V_1)}{V_1 \Psi(S, V)} + \ln \left( \frac{V \Psi(S, V_1)}{V_1 \Psi(S, V)} \right) \right] - \frac{\epsilon q \delta (B - B_1)^2}{mc} \frac{B}{B_1} - \frac{\epsilon q B_1 V_1}{m} \left[ 2 - \frac{B}{B_1} - \frac{B_1}{B} \right]
\]

\[
= a S_1 \frac{\gamma}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \left( 1 - \frac{S_1}{S} \right) + \frac{\gamma}{\theta + \lambda} \Psi(S_1, V_1)
\]

\[
\times \left( \frac{\Psi(S, V)}{\Psi(S, V_1)} - \frac{V}{V_1} \right) \left( 1 - \frac{\Psi(S, V_1)}{\Psi(S, V)} \right)
\]

\[
- \frac{\epsilon q \eta}{mc B_1} \frac{(B - B_1)^2}{B} - \frac{\lambda (1 - \rho) e^{-\delta \tau_1}}{\theta + \lambda} \Psi(S_1, V_1)
\]

\[
\times \left[ H \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) + H \left( \frac{IV_1}{I_1 V} \right) + H \left( \frac{LI_1}{I_1} \right) \right]
\]

\[
+ H \left( \frac{V \Psi(S, V_1)}{V_1 \Psi(S, V)} \right) + H \left( \frac{I_1 \Psi(S(t - \tau_1), V(t - \tau_1))}{I \Psi(S_1, V_1)} \right)
\]

\[
- \rho e^{-\delta_2 \tau_2} \Psi(S_1, V_1) \left[ H \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) + H \left( \frac{IV_1}{I_1 V} \right) + H \left( \frac{V \Psi(S, V_1)}{V_1 \Psi(S, V)} \right) \right]
\]

\[
+ H \left( \frac{I_1 \Psi(S(t - \tau_2), V(t - \tau_2))}{I \Psi(S_1, V_1)} \right).
\]

(26)

Using Assumption 2.1(ii) and inequality (13), we get \( dW_1 / dt \leq 0 \). Let \( \Gamma_1 = \{(S, L, I, V, B) : dW_1 / dt = 0 \} \) and \( \Gamma_1' \) be the largest invariant subset of \( \Gamma_1 \). It can be verified that \( dW_1 / dt = 0 \) if and only if \( S = S_1, B = B_1 \), and

\[
\frac{L}{L_1} = \frac{I}{I_1} = \frac{V}{V_1} = \frac{\Psi(S_1, V_1)}{\Psi(S_1, V)}.
\]

(27)

For each element of \( \Gamma_1' \) we have \( B = B_1 \), then \( \dot{B}(t) = 0 = \eta + cB_1 V(t) - \delta B_1 \), which gives \( V(t) = V_1 \). From Equation (27) we get \( L = L_1, I = I_1 \). Then \( \Gamma_1' \) contains a single point that is \( \{Q_1\} \). It follows from LaSalle’s invariance principle, \( Q_1 \) is GAS.

3. CHIKV model with delay-distributed

We consider the following latent CHIKV dynamics model with distributed delays:

\[
\dot{S}(t) = \mu - a S(t) - \Psi(S(t), V(t)),
\]

(28)
Here, $g_1(\tau) e^{-\delta_1 \tau}$ is probability that uninfected monocyte contacted by CHIKV at time $t - \tau$ survived $\tau$ time units and becomes latently infected monocyte at time $t$, where $\kappa_1$ is limit superior of this delay, and $g_2(\tau) e^{-\delta_2 \tau}$ is probability that uninfected monocyte contacted by the CHIKV at time $t - \tau$ survived $\tau$ time units and becomes actively infected monocyte at time $t$, where $\kappa_2$ is limit superior of this delay. The probability distribution functions $g_1(\tau)$ and $g_2(\tau)$ are assumed to satisfy

$$g_i(\tau) > 0, \quad \int_0^{\kappa_i} g_i(\tau) \, d\tau = 1, \quad \int_0^{\kappa_i} g_i(u) e^{i\tau} \, du < \infty, \quad i = 1, 2. \quad (33)$$

where, $i$ is a positive number. Let

$$G_i = \int_0^{\kappa_i} g_i(\tau) e^{-\delta_i \tau} \, d\tau, \quad i = 1, 2,$$

Then, $0 < G_i \leq 1, i = 1, 2.$

The initial conditions for system (28)–(32) is the same as given by (10) where $\varrho = \max\{\kappa_1, \kappa_2\}$.

### 3.1. Preliminaries

**Lemma 3.1:** The solutions $(S(t), L(t), I(t), V(t), B(t))$ of system (28)–(32) with the initial conditions (10) are nonnegative and ultimately bounded.

**Proof:** From Lemma 2.1 we have $S(t) > 0$ and $B(t) > 0$ for all $t \geq 0$. Moreover, one can show that for $t \geq 0$

\[
L(t) = e^{-(\theta + \lambda)t} \psi_2(0) + (1 - \rho) \int_0^t e^{-(\theta + \lambda)(t-u)} \int_0^{\kappa_1} e^{-\delta_1 \tau} g_1(\tau) (\Psi(S(u - \tau), V(u - \tau))) \, d\tau \, du \geq 0,
\]

\[
I(t) = e^{-\epsilon t} \psi_3(0) + \rho \int_0^t e^{-\epsilon(t-u)} \left( \int_0^{\kappa_2} e^{-\delta_2 \tau} g_2(\tau) (\Psi(S(u - \tau), V(u - \tau))) \, d\tau + \lambda L(u) \right) \, du \geq 0,
\]

\[
V(t) = e^{-\int_0^t (r+qB(z)) \, dz} \psi_4(0) + \int_0^t mI(u) e^{-\int_0^u (r+qB(z)) \, dz} \, du \geq 0.
\]
From Equation (28), we have $\lim_{t \to \infty} \sup S(t) \leq M_1$. Let

$$T_2(t) = (1 - \rho) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} S(t - \tau) \, d\tau + \rho \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} S(t - \tau) \, d\tau$$

$$+ L(t) + I(t) + \frac{\epsilon}{2m} V(t) + \frac{\epsilon q}{2mc} B(t)$$

then

$$\dot{T}_2(t) = (1 - \rho) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} (\mu - aS(t - \tau) - \Psi(S(t - \tau), V(t - \tau))) \, d\tau$$

$$+ (1 - \rho) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \Psi(S(t - \tau), V(t - \tau)) \, d\tau - (\theta + \lambda) L(t)$$

$$+ \rho \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} (\mu - aS(t - \tau) - \Psi(S(t - \tau), V(t - \tau))) \, d\tau$$

$$+ \rho \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} \Psi(S(t - \tau), V(t - \tau)) \, d\tau + \lambda L(t) - \epsilon I(t)$$

$$+ \frac{\epsilon}{2m} (mI(t) - rV(t) - qV(t)B(t)) + \frac{\epsilon q}{2mc} (\eta + cB(t)V(t) - \delta B(t))$$

$$= \mu \left( (1 - \rho) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \, d\tau + \rho \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} \, d\tau \right)$$

$$- a \left( (1 - \rho) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} S(t - \tau) \, d\tau + \rho \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} S(t - \tau) \, d\tau \right)$$

$$- \theta L(t) - \frac{\epsilon}{2} I(t) + \frac{\epsilon q \eta}{2mc}$$

$$- \frac{\epsilon r}{2m} V(t) - \frac{\epsilon q \delta}{2mc} B(t)$$

$$\leq \mu + \frac{\epsilon q \eta}{2mc} - \sigma_1 \left( (1 - \rho) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} S(t - \tau) \, d\tau \right)$$

$$+ \rho \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} S(t - \tau) \, d\tau + L(t) + I(t)$$

$$+ \frac{\epsilon}{2m} V(t) + \frac{\epsilon q}{2mc} B(t)$$

$$= \mu + \frac{\epsilon q \eta}{2mc} - \sigma_1 T_2(t).$$

It follows that $\lim_{t \to \infty} \sup T_2(t) \leq M_1$, $\lim_{t \to \infty} \sup L(t) \leq M_1$, $\lim_{t \to \infty} \sup I(t) \leq M_1$, $\lim_{t \to \infty} \sup V(t) \leq M_2$, and $\lim_{t \to \infty} \sup B(t) \leq M_3$, where $M_1$, $M_2$ and $M_3$ are defined previously. This shows the ultimate boundedness of $S(t), L(t), I(t), V(t)$ and $B(t)$. 

### 3.2. The existence of boundedness

**Lemma 3.2:** For system (28)–(32), assume that Assumptions 2.1–2.2 are satisfied, then there exists a threshold parameter $R_0^D > 0$ such that if $R_0^D \leq 1$, then the CHIKV-free steady state
$Q^D_0$ is the only steady state for the system. If $R^D_0 > 1$, then the system has a unique endemic steady state $Q^D_1$.

**Proof:** Let $Q(S, L, I, V, B)$ be any steady state of the system (28)–(32) satisfying the following equations:

\begin{align*}
0 &= \mu - aS - \Psi(S, V), \quad (34) \\
0 &= (1 - \rho)G_1\Psi(S, V) - (\theta + \lambda)L, \quad (35) \\
0 &= \rho G_2\Psi(S, V) + \lambda L - \epsilon I, \quad (36) \\
0 &= mI - rV - qBV, \quad (37) \\
0 &= \eta + cBV - \delta B. \quad (38)
\end{align*}

The proof can be completed in the same line as the proof in Lemma 2.2. The basic reproduction number is defined as

$$
R^D_0 = \frac{m\beta}{(\theta + \lambda)(r + qB_0)} \frac{\partial \Psi(S_0, 0)}{\partial V},
$$

where $\beta = G_1\lambda(1 - \rho) + G_2\rho(\theta + \lambda)$.

**3.3. Global Stability**

**Theorem 3.1:** Suppose that $R^D_0 \leq 1$ and Assumptions 2.1–2.2 is satisfied then $Q^D_0$ is GAS.

**Proof:** Let

$$W^D_0(S, L, I, V, B) = \frac{\beta}{\theta + \lambda} \left( S - S_0 - \int_{S_0}^{S} \lim_{V \to 0^+} \frac{\Psi(S, V)}{\Psi(\theta, V)} d\theta \right) + \frac{\lambda}{\theta + \lambda}L + I + \frac{\epsilon}{m} V + \frac{\epsilon q}{mc} B_0 H \left( \frac{B}{B_0} \right) + \frac{\lambda(1 - \rho)}{\theta + \lambda} \int_{0}^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \\
\times \int_{0}^{\tau} \Psi(S(t - \tau), V(t - \tau)) d\tau d\tau \\
+ \rho \int_{0}^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} \int_{0}^{\tau} \Psi(S(t - \tau), V(t - \tau)) d\tau d\tau.
$$

Calculating $\frac{dW^D_0}{dt}$ along the trajectories of (28)–(32) we get

$$
\frac{dW^D_0}{dt} = \frac{\beta}{\theta + \lambda} \left( 1 - \lim_{V \to 0^+} \frac{\Psi(S_0, V)}{\Psi(S, V)} \right) (\mu - aS - \Psi(S, V)) \\
+ \frac{\lambda}{\theta + \lambda} \left( (1 - \rho) \int_{0}^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \Psi(S(t - \tau), V(t - \tau)) d\tau - (\theta + \lambda)L \right)
$$
\[ + \rho \int_{0}^{\tau_2} g_2(\tau) e^{-\delta_2 \tau} \Psi(S(t - \tau), V(t - \tau)) \, d\tau + \lambda L - \epsilon I \]
\[ + \frac{\epsilon}{\rho} (mI - rV - qBV) \]
\[ + \frac{\epsilon q}{mc} \left(1 - \frac{B_0}{B}\right) (\eta + cBV - \delta B) \]
\[ + \frac{\lambda(1 - \rho)}{\theta + \lambda} \int_{0}^{\tau_1} g_1(\tau) e^{-\delta_1 \tau} (\Psi(S, V) - \Psi(S(t - \tau), V(t - \tau))) \, d\tau \]
\[ + \rho \int_{0}^{\tau_2} g_2(\tau) e^{-\delta_2 \tau} (\Psi(S, V) - \Psi(S(t - \tau), V(t - \tau))) \, d\tau. \]

Then, we have
\[ \frac{dW_D^D}{dt} \leq \frac{\mu \beta}{\theta + \lambda} \left(1 - \frac{\partial \Psi(S_0, 0)}{\partial V} \right) \left(1 - \frac{S}{S_0}\right) + \left(\frac{\beta}{\theta + \lambda}\right) V \frac{\partial \Psi(S_0, 0)}{\partial V} \]
\[ - \frac{\epsilon}{m} rV - \frac{\epsilon q}{mc} B_0 V \]
\[ + \frac{\epsilon q}{mc} \left(1 - \frac{B_0}{B}\right) (\delta B_0 - \delta B) \]
\[ = \frac{\mu \beta}{\theta + \lambda} \left(1 - \frac{\partial \Psi(S_0, 0)}{\partial V} \right) \left(1 - \frac{S}{S_0}\right) \]
\[ + \frac{\epsilon (r + qB_0)}{m} \left(\frac{m \beta}{\epsilon (\theta + \lambda)(r + qB_0)} \frac{\partial \Psi(S_0, 0)}{\partial V} - 1\right) V \]
\[ - \frac{\epsilon q \delta (B - B_0)^2}{mc} \]
\[ = \frac{\mu \beta}{\theta + \lambda} \left(1 - \frac{\partial \Psi(S_0, 0)}{\partial V} \right) \left(1 - \frac{S}{S_0}\right) \]
\[ + \frac{\epsilon (r + qB_0)}{m} (R_0 - 1) V - \frac{\epsilon q \delta (B - B_0)^2}{mc} \frac{B}{B}. \]

From Remark 2.1 we have, if \( R_0^D \leq 1 \), then \( dW_D^D/dt \leq 0 \) for all \( S, V, B > 0 \). Also, \( dW_D^D/dt = 0 \) if and only if \( S = S_0, B = B_0, V = 0 \). Then \( Q_D^D \) is GAS. ■

**Theorem 3.2:** Suppose that \( R_0^D > 1 \) and 2.1–2.2 are satisfied, then \( Q_1^D \) is GAS.

**Proof:** Define a Lyapunov functional as

\[ W_D^D(S, L, I, V, B) = \frac{\beta}{\theta + \lambda} \left(S - S_1 - \int_{S_1}^{S} \Psi(S_1, V_1) \, d\phi\right) + \frac{\lambda}{\theta + \lambda} L_1 H \left(\frac{L}{L_1}\right) \]
\[ + L_1 H \left(\frac{I}{I_1}\right) + \frac{\epsilon}{mc} V_1 H \left(\frac{V}{V_1}\right) + \frac{\epsilon q}{mc} B_1 H \left(\frac{B}{B_1}\right) \]
\[ + \frac{\lambda(1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \int_{0}^{\tau_1} g_1(\tau) e^{-\delta_1 \tau} \]
\[
\begin{aligned}
&\times \int_0^\tau H \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S_1, V_1)} \right) d\theta \, d\tau \\
&+ \rho \Psi(S_1, V_1) \int_0^{K_2} g_2(\tau) e^{-\delta_2 \tau} \\
&\times \int_0^\tau H \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S_1, V_1)} \right) d\theta \, d\tau.
\end{aligned}
\]

Calculating \( \frac{dW^D_1}{dt} \) along the trajectories of (28)–(32) we get

\[
\begin{aligned}
\frac{dW^D_1}{dt} &= \frac{\beta}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) (\mu - aS - \Psi(S, V)) \\
&+ \frac{\lambda}{\theta + \lambda} \left( 1 - \frac{L_1}{L} \right) \left( (1 - \rho) \int_0^{K_1} g_1(\tau) e^{-\delta_1 \tau} \Psi(S(t - \tau), V(t - \tau)) \, d\tau - (\theta + \lambda)L \right) \\
&+ \frac{\lambda(1 - \rho)}{\theta + \lambda} \int_0^{K_1} g_1(\tau) e^{-\delta_1 \tau} \left( \Psi(S, V) - \Psi(S(t - \tau), V(t - \tau)) \right) \, d\tau \\
&+ \frac{\lambda(1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \int_0^{K_1} g_1(\tau) e^{-\delta_1 \tau} \ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) \, d\tau \\
&+ \rho \int_0^{K_2} g_2(\tau) e^{-\delta_2 \tau} \left( \Psi(S, V) - \Psi(S(t - \tau), V(t - \tau)) \right) \, d\tau \\
&+ \rho \Psi(S_1, V_1) \int_0^{K_2} g_2(\tau) e^{-\delta_2 \tau} \ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) \, d\tau.
\end{aligned}
\]

Applying

\[\mu = aS_1 + \Psi(S_1, V_1), \quad \eta = \delta B_1 - cB_1 V_1,\]

we obtain

\[
\begin{aligned}
\frac{dW^D_1}{dt} &= \frac{\beta}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) (aS_1 - aS) + \frac{\beta}{\theta + \lambda} \Psi(S_1, V_1) \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \\
&+ \frac{\beta}{\theta + \lambda} \Psi(S, V) \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} - \frac{\lambda(1 - \rho)}{\theta + \lambda} \int_0^{K_1} g_1(\tau) e^{-\delta_1 \tau} \frac{L_1 \Psi(S(t - \tau), V(t - \tau))}{L} \, d\tau \\
&+ \lambda L_1 - \rho \int_0^{K_2} g_2(\tau) e^{-\delta_2 \tau} \frac{L_1 \Psi(S(t - \tau), V(t - \tau))}{L} \, d\tau - \lambda \frac{L_1}{L} + \epsilon I_1 \\
&- \frac{\epsilon}{m} V_1 I - \frac{\epsilon}{m} rV + \frac{\epsilon}{m} rV_1.
\end{aligned}
\]
\[ 
+ \frac{e q}{m} B V_1 - \frac{e q}{m} B_1 V_1 + \frac{e q}{m} B_1 V_1 \left( \frac{B_1}{B} \right) - \frac{e q}{m} B_1 V + \frac{e q}{mc} \left( 1 - \frac{B_1}{B} \right) (\delta B_1 - \delta B) \\
+ \frac{\lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) d\tau \\
+ \rho \Psi(S_1, V_1) \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} \ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) d\tau. 
\]

Using the steady state conditions for \( Q_1^D \):

\[ 
(1 - \rho) G_1 \Psi(S_1, V_1) = (\theta + \lambda) L_1, \quad \rho G_2 \Psi(S_1, V_1) + \lambda L_1 = \epsilon I_1, \\
\]

then

\[ 
\frac{\epsilon}{m} r V_1 = \frac{\beta}{\theta + \lambda} \Psi(S_1, V_1) - \frac{e q}{m} B_1 V_1, 
\]

and

\[ 
\frac{dW_1^D}{dt} = a S_1 \frac{\beta}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \left( 1 - \frac{S}{S_1} \right) + \frac{\beta}{\theta + \lambda} \Psi(S_1, V_1) \left( \frac{\Psi(S, V)}{\Psi(S_1, V_1)} - \frac{V}{V_1} \right) \\
+ \frac{\beta}{\theta + \lambda} \Psi(S_1, V_1) \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V_1)} \right) \\
- \frac{\lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} L_1 \Psi(S(t - \tau), V(t - \tau)) L \Psi(S_1, V_1) d\tau \\
+ \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) - \rho \Psi(S_1, V_1) \\
\times \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} I_1 \Psi(S(t - \tau), V(t - \tau)) I \Psi(S_1, V_1) d\tau \\
- \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) L \frac{L_1 I_1}{\epsilon I_1} + \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) + G_2 \rho \Psi(S_1, V_1) \\
- \frac{\beta}{\theta + \lambda} \Psi(S_1, V_1) I V_1 \frac{I_1 V_1}{L_1 I_1} \\
+ \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) + G_2 \rho \Psi(S_1, V_1) - \frac{2 e q}{m} B_1 V_1 + \frac{e q}{m} BV_1 \\
+ \frac{e q}{m} B_1 V_1 \left( \frac{B_1}{B} \right) \\
- \frac{e q \delta (B - B_1)^2}{mc} - \frac{\lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \\
\ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) d\tau \\
+ \rho \Psi(S_1, V_1) \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} \ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) d\tau. 
\] 

(40)
Applying the following equalities:

\[
\ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) = \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) + \ln \left( \frac{IV_1}{I_1 V} \right) + \ln \left( \frac{L_1 I}{L_1 V} \right)
\]

\[
+ \ln \left( \frac{V \Psi(S, V)}{V_1 \Psi(S, V)} \right)
+ \ln \left( \frac{L_1 \Psi(S(t - \tau), V(t - \tau))}{L \Psi(S_1, V_1)} \right),
\]

\[
\ln \left( \frac{\Psi(S(t - \tau), V(t - \tau))}{\Psi(S, V)} \right) = \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) + \ln \left( \frac{IV_1}{I_1 V} \right) + \ln \left( \frac{V \Psi(S, V)}{V_1 \Psi(S, V)} \right)
\]

\[
+ \ln \left( \frac{I_1 \Psi(S(t - \tau), V(t - \tau))}{I \Psi(S_1, V_1)} \right),
\]

we get

\[
\frac{dW_D}{dt} = aS_1 \frac{\beta}{\theta + \lambda} \left( 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) \left( 1 - \frac{S}{S_1} \right) + \frac{\beta}{\theta + \lambda} \Psi(S_1, V_1)
\]

\[
\times \left( -1 + \frac{\Psi(S, V)}{\Psi(S_1, V_1)} - \frac{V}{V_1} + \frac{V \Psi(S, V)}{V_1 \Psi(S, V)} \right)
\]

\[
+ \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V)} + \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) \right]
\]

\[
+ \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{IV_1}{I_1 V} + \ln \left( \frac{IV_1}{I_1 V} \right) \right]
\]

\[
+ \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \left[ 1 - \frac{L_1 I}{L_1 V} + \ln \left( \frac{L_1 I}{L_1 V} \right) \right]
\]

\[
+ \frac{G_1 \lambda (1 - \rho)}{\theta + \lambda} \Psi(S_1, V_1) \int_0^{\kappa_1} g_1(\tau) e^{-\delta_1 \tau} \left[ 1 - \frac{L_1 \Psi(S(t - \tau), V(t - \tau))}{L \Psi(S_1, V_1)} \right] d\tau
\]

\[
+ \ln \left( \frac{L_1 \Psi(S(t - \tau), V(t - \tau))}{L \Psi(S_1, V_1)} \right)
\]

\[
+ \frac{G_2 \rho \Psi(S_1, V_1)}{\Psi(S_1, V_1)} \left[ 1 - \frac{\Psi(S_1, V_1)}{\Psi(S, V)} + \ln \left( \frac{\Psi(S_1, V_1)}{\Psi(S, V)} \right) \right] + \frac{G_2 \rho \Psi(S_1, V_1)}{\Psi(S_1, V_1)}
\]

\[
\times \left[ 1 - \frac{IV_1}{I_1 V} + \ln \left( \frac{IV_1}{I_1 V} \right) \right]
\]

\[
+ \rho \Psi(S_1, V_1) \int_0^{\kappa_2} g_2(\tau) e^{-\delta_2 \tau} \left[ 1 - \frac{I_1 \Psi(S(t - \tau), V(t - \tau))}{I \Psi(S_1, V_1)} \right] d\tau
\]

\[
+ \ln \left( \frac{I_1 \Psi(S(t - \tau), V(t - \tau))}{I \Psi(S_1, V_1)} \right)
\]

\[
+ \frac{G_2 \rho \Psi(S_1, V_1)}{\Psi(S_1, V_1)} \left[ 1 - \frac{V \Psi(S, V)}{V_1 \Psi(S, V)} + \ln \left( \frac{V \Psi(S, V)}{V_1 \Psi(S, V)} \right) \right] - \frac{\epsilon q \delta (B - B_1)^2}{mc B}
\]
In order to confirm our theoretical results, we carry out some numerical simulations for

\[ 4. \text{Numerical simulations} \]

Clearly, \( dW^D_1/dt \leq 0 \), and similar to the proof of Theorem 2.2 it can be easily show that \( dW^D_1/dt = 0 \) occurs at \( Q^D_1 \). It follows from LaSalle’s invariance principle, \( Q^D_1 \) is GAS.

\[ \boxed{41} \]

4. Numerical simulations

In order to confirm our theoretical results, we carry out some numerical simulations for systems (5)–(8).

We choose the function \( \Psi \) as

\[ \Psi(S, V) = \frac{\beta S^h V}{(\alpha_1 + S^h_1)(\alpha_2 + V^n)}. \]

Then we have

\[ \dot{S}(t) = \mu - aS(t) - \frac{\beta S^h(t)V(t)}{(\alpha_1 + S^h_1(t))(\alpha_2 + V^n(t))}, \quad (42) \]

\[ \dot{L}(t) = (1 - \rho) e^{-\delta_1 t} \frac{\beta S^h(t - \tau_1)V(t - \tau_1)}{(\alpha_1 + S^h_1(t - \tau_1))(\alpha_2 + V^n(t - \tau_1))} + (\theta + \lambda)L(t), \quad (43) \]

\[ \dot{I}(t) = \rho e^{-\delta_2 t} \frac{\beta S^h(t - \tau_2)V(t - \tau_2)}{(\alpha_1 + S^h_1(t - \tau_2))(\alpha_2 + V^n(t - \tau_2))} + \lambda L(t) - \epsilon I(t), \quad (44) \]

\[ \dot{V}(t) = mI(t) - rV(t) - qB(t)V(t), \quad (45) \]
where \( b, \alpha_1, \alpha_2, h_1, n, h > 0 \). Assume that \( 0 < h_1 \leq h, 0 < n \leq 1 \). Now, we have to verify Assumptions A1–A2. Clearly, \( \Psi(S, V) > 0, \Psi(0, V) = \Psi(S, 0) = 0 \) for all \( S, V > 0 \). Moreover, for \( S > 0 \) and \( V > 0 \) we have

\[
\frac{\partial \Psi(S, V)}{\partial S} = \frac{b \left( \alpha_1 h + (h - h_1) S^{h_1} \right) S^{h-1} V}{(\alpha_1 + S^{h_1})^2 (\alpha_2 + V^n)},
\]

\[
\frac{\partial \Psi(S, V)}{\partial V} = \frac{b \left( \alpha_2 + (1 - n) V^n \right) S^h}{(\alpha_1 + S^{h_1}) (\alpha_2 + V^n)^2},
\]

\[
\frac{\partial \Psi(S, 0)}{\partial V} = \frac{b S^h}{\alpha_2 (\alpha_1 + S^{h_1})},
\]

\[
\frac{d}{dS} \left( \frac{\partial \Psi(S, 0)}{\partial V} \right) = \frac{b \left[ \alpha_1 h S^{h-1} + (h - h_1) S^{h+h_1-1} \right]}{\alpha_2 (\alpha_1 + S^{h_1})^2} > 0.
\]

Since \( 0 < h_1 \leq h, 0 < n \leq 1 \), then \( \frac{\partial \Psi(S, V)}{\partial S} > 0, \frac{\partial \Psi(S, V)}{\partial V} > 0 \) and \( \frac{\partial \Psi(S, 0)}{\partial V} > 0 \) for all \( S, V > 0 \). Thus, Assumption 2.1 holds true. We have

\[
\frac{\Psi(S, V)}{V} = b \left( \frac{S^h}{\alpha_1 + S^{h_1}} \right) \left( \frac{1}{\alpha_2 + V^n} \right),
\]

\[
\frac{\partial}{\partial V} \left( \frac{\Psi(S, V)}{V} \right) = -b \left( \frac{S^h}{\alpha_1 + S^{h_1}} \right) \left( \frac{n V^{n-1}}{(\alpha_2 + V^n)^2} \right) < 0,
\]

for all \( S > 0 \), which shows that Assumption 2.2 also holds true. Thus, the global stability results shown in Theorems 2.1–2.2 are guaranteed for model (42)–(46). The parameter \( R_0 \) for model (42)–(46) is given by

\[
R_0 = \frac{m \left( \lambda (1 - \rho) e^{-\delta_1 \tau_1} + \rho e^{-\delta_2 \tau_2} (\theta + \lambda) \right)}{\epsilon (\theta + \lambda) (r + qB_0) \frac{\partial \Psi(S_0, 0)}{\partial V}}.
\]

\[
= \frac{m y b S^h_0}{\epsilon (\theta + \lambda) (r + qB_0) \left( \alpha_1 + S^{h_1}_0 \right)}.
\]

From the above analysis, we perform the numerical results for system (42)–(46) with parameters values given in Table 1. All computations are executed by MATLAB.

Firstly, the effect of parameter \( b \) on the qualitative behaviour of the system will be discussed below. We assume \( \tau_e = \tau_1 = \tau_2 = 0.5 \). We consider three different initial conditions as

**IC1**: \( \varphi_1(\vartheta) = 2.0, \varphi_2(\vartheta) = 0.2, \varphi_3(\vartheta) = 0.4, \varphi_4(\vartheta) = 0.4 \) and \( \varphi_5(\vartheta) = 1.0 \),

**IC2**: \( \varphi_1(\vartheta) = 1.7, \varphi_2(\vartheta) = 0.4, \varphi_3(\vartheta) = 0.6, \varphi_4(\vartheta) = 0.6 \) and \( \varphi_5(\vartheta) = 1.6 \),

**IC3**: \( \varphi_1(\vartheta) = 1.4, \varphi_2(\vartheta) = 0.6, \varphi_3(\vartheta) = 0.8, \varphi_4(\vartheta) = 0.8 \) and \( \varphi_5(\vartheta) = 2.4 \). \( \vartheta \in [-\tau_e, 0] \).
Table 1. The data of system (42)–(46).

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $\mu$     | 1.826 | $m$       | 2.02  |
| $\alpha_1$| 1.0   | $q$       | 0.5964|
| $\alpha_2$| 3.0   | $r$       | 0.4418|
| $\delta$ | 0.7979| $\eta$    | 1.402 |
| $\theta$ | 0.5   | $\delta_1, \delta_2$ | 0.5 |
| $\lambda$| 0.1   | $\tau_1, \tau_2$ | varied|
| $\epsilon$| 0.4441| $h_1$     | 1.0   |
| $\delta$ | 1.251 | $h$       | 2.0   |
| $\rho$    | 0.5   | $c$       | 1.2129|
| $n$       | 0.5   | $b$       | varied|

Figure 2. The concentration of uninfected monocytes.

We use two sets of values of parameter $b$ to get the following:

**Set (I):** We choose $b = 0.5$. Using these data, we compute $R_0 = 0.4941 < 1$. From Figures 2–6, we can see that, the concentration of uninfected monocytes are increasing and tends to its normal value (the case when there is no CHIKV) $S_0 = 2.2885$, while the concentrations of latently infected monocytes, actively infected monocytes and the CHIKV particles are decreasing and tend to zero. As a result the proliferation rate of the B cells i.e. $cBV$ will tend to zero and then the concentration of the B cells tends to its normal value (the case when there is no CHIKV) $B_0 = 1.1207$. Thus, the solutions of the system eventually lead to the CHIKV-free steady state $Q_0$ for all the three initial conditions IC1–IC3. This result is consistent with the result of Theorem 2.1 that $Q_0$ is GAS. In this case, the CHIKV will be eliminated from the body.

**Set (II):** We take $b = 3.5$. Then, we compute $R_0 = 3.4584 > 1$. It means that, the system has two positive steady states $Q_0$ and $Q_1$, where $Q_1$ is GAS. Figures 2–6 show that the concentration of uninfected monocytes are decreasing, while the concentrations of latently infected monocytes, actively infected monocytes and the CHIKV particles are increasing. The increasing of the CHIKV particles will increase the proliferation rate of the B cells and then the concentration of the B cells are also increased. The states of the system
converge to the steady state $Q_1 = (1.6217, 0.3453, 0.5443, 0.5689, 2.4994)$ for all the three initial conditions IC1–IC3. This confirms the result of Theorem 2.2.

Next, we investigate the effect of time delays on the stability of the steady states. We vary the parameter $\tau_e$, and fix $b = 2.5$. The following initial conditions are used:

$$\varphi_1(\vartheta) = 2.0, \varphi_2(\vartheta) = 0.2, \varphi_3(\vartheta) = 0.3, \varphi_4(\vartheta) = 0.3, \varphi_5(\vartheta) = 1.7, \quad \vartheta \in [-\tau_e, 0].$$

In Figures 7–11, we show the evolution of the states of system $S, L, I, V$ and $B$ with respect to the time. We can see that, for lower values of $\tau_e$ e.g. $\tau_e = 0.0, 0.5, 1.0$ and $1.5$, the corresponding values of $R_0$ satisfy $R_0 > 1$, and the trajectory of the system tends to the steady
states $Q_1$. This confirms the results of Theorem 2.2 that $Q_1$ is GAS. On the other hand, when $\tau_c$ becomes higher e.g. $\tau_c = 3.5$ and $5.0$, then $R_0 < 1$, and the system has one positive steady state $Q_0$ which confirms the results of Theorem 2.1 that $Q_0$ is GAS. In this case, the CHIKV particles are cleared from the body.

Let $\tau^{cr}$ be the critical value of the parameter $\tau_c$, such that

$$R_0 = \frac{m \left( \lambda (1 - \rho) e^{-\delta_1 \tau^{cr}} + \rho e^{-\delta_2 \tau^{cr} (\theta + \lambda)} \right) bS_0^h}{\alpha_2 \epsilon (\theta + \lambda) (r + qB_0) \left( \alpha_1 + S_0^{h_1} \right)} = 1.$$
From Table 1 we obtain $\tau^c_r = 2.3086$. The value of $R_0$ for different values of $\tau_e$ are listed in Table 2. We can observed that as $\tau_e$ is increased then $R_0$ is decreased. Moreover, we have the following cases:

(i) if $0 \leq \tau_e < 2.3086$, then $Q_1$ exists and it is GAS,

(ii) if $\tau_e \geq 2.3086$, then $Q_0$ is GAS. It is clearly seen that, an increasing in time delay will stabilize the system around $Q_0$. In terms of biology, the time delay has a similar effect as the antiviral treatment which can be used to eliminate the CHIKV. We observe that, sufficiently large periods of delay reduce CHIKV replication and also clear the virus.
5. Conclusion and discussion

In this paper, we have studied two within-host CHIKV dynamics models with antibody immune response. The incidence rate between the CHIKV and the uninfected monocytes has been modelled by a general nonlinear function $\Psi$. We have incorporated intracellular discrete or distributed time delays into the model. We have considered two types of infected monocytes, latently infected monocytes (such monocytes contain the CHIKV but are not producing it) and the actively infected monocytes (such monocytes are producing the CHIKV). We have shown that, the solutions of each model are nonnegative and ultimate bounded which ensure the well-posedness of the model. We have derived the basic reproduction number $R_0$ for the model. Sufficient conditions on $\Psi$ and $R_0$ are established which guarantee the existence and global stability of the two steady states, CHIKV-free
steady state $Q_0$ and endemic steady state $Q_1$. We have investigated the global stability of the steady states of the model by using Lyapunov method and LaSalle’s invariance principle. We have conducted numerical simulations with a specific choice of the function $\Psi$ and have shown that both the theoretical and numerical results are consistent.

The results show that, for the CHIKV infection model, the time delay has a significant effect on both global asymptotic properties of $Q_0$ and global asymptotic properties of $Q_1$. This is due to the dependence of the parameter $R_0$ on the time delay. For model (42)–(46) $R_0$ is given by

$$R_0(\tau_1, \tau_2) = \frac{m(\lambda(1 - \rho) e^{-\delta_1 \tau_1} + \rho e^{-\delta_2 \tau_2} (\theta + \lambda)) bS_0^h}{\alpha_2 \epsilon (\theta + \lambda)(r + qB_0) \left( \alpha_1 + S_0^{h_1} \right)}$$

which is a decreasing function in both $\tau_1$ and $\tau_2$. It has a clear meaning that, if the length of the delay is large, infected monocytes may die before it spreads CHIKV due to the small survival probability in the delay period between the infection phase and the CHIKV-producing phase. Clearly, $R_0(\tau_1, \tau_2) < R_0(0, 0)$, where $R_0(0, 0)$ is the basic reproduction
number of system (42)–(46) without delay. It follows that, the system with delay is more stabilizable about $Q_0$ than that without delay.
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