Perturbative methods for assisted nonperturbative pair production
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In the dynamically assisted Schwinger mechanism, the pair production probability is significantly enhanced by including a weak, rapidly varying field in addition to a strong, slowly varying field. In a previous paper we showed that several features of dynamical assistance can be understood by a perturbative treatment of the weak field. Here we show how to calculate the prefactors of the higher-orders terms, which is important because the dominant contribution can come from higher orders. We give a new and independent derivation of the momentum spectrum using the worldline formalism, and extend our WKB approach to calculate the amplitude to higher orders. We show that these methods are also applicable to doubly assisted pair production.

I. INTRODUCTION

Schwinger pair production [1–3] by a slowly varying electric field will probably not be observed in the near future, as the probability is too small even for the highest intensities that will be available. However, by adding to the slowly varying field a weaker, but rapidly varying field, one can increase the probability by orders of magnitude [3][10], and hence significantly reduce the required field strength. One key aspect of Schwinger pair production is its nonperturbative dependence on the field strength. When adding assisting, high-frequency fields, one might like to have a probability that is still nonperturbative in the field strength, as such high-frequency fields can lead to perturbative pair production, which could be produced in experiments similar to the famous one at SLAC [11]. This does not mean, though, that the probability has to be nonperturbative in both fields separately. Indeed, in our previous paper [8] we showed that the weak field can in many cases be treated perturbatively, which allows us to find explicit analytical expressions to study dynamical assistance for a large class of fields.

Let us first recall some of the most important results in [8]. Consider a time-dependent electric field given by \( E_\omega(t) = E(t_0(t) + \varepsilon f(t)) \), where \( E \ll 1 \) is the field strength of the strong field and \( f \) the field shape of the weak field, with \( \varepsilon \ll 1 \). We assume that the weak field is much faster than the strong field and in most of the calculations we can set \( f_0 \approx 1 \). We use units with \( h = c = 1 \) as well as \( m = 1 \), where \( m \) is the electron mass, and absorb a factor of the charge into the definition of the background field \( eE \to E \). For example, Schwinger’s critical field is in these conventions simply \( E_{\text{crit}} = m^2/e = 1 \). In [8] we expanded the pair production probability as

\[
P_{e^+e^-} = P_0 + \varepsilon P_1 + \varepsilon^2 P_2 + \ldots,
\]

where \( P_0 \sim \exp(-\pi/E) \) gives the ordinary Schwinger pair production probability [4–10], and the higher-order terms give dynamical assistance. Despite being suppressed by higher powers of \( \varepsilon \), in regimes with significant dynamical assistance the contribution from these higher orders is much larger than \( P_0 \) thanks to the exponential enhancement due to photon absorption.

By expressing the weak field in terms of its Fourier transform we found \( P_N \) in terms of \( N \) Fourier integrals,

\[
P_N = \int d\omega_1 \ldots d\omega_N f(\omega_1) \ldots f(\omega_N) F_N,
\]

where \( \omega_i \) are the Fourier frequencies. \( F_N \) contains \( \delta(\omega_1 + \cdots + \omega_N) \) for a constant strong field. The dominant contribution to the integrand is given by [8]

\[
F_N \sim \exp \left\{ -\frac{2}{\gamma} \left( \arccos \Sigma - \Sigma \sqrt{1 - \Sigma^2} \right) \right\},
\]

where

\[
\Sigma = \frac{1}{2} \sum_{i=1}^{J} \omega_i
\]

is the sum of the positive frequencies, ordered for simplicity such that \( \omega_i > 0 \) for \( 1 \leq i \leq J < N \) for some \( J \), divided by the energy of a real pair at rest. For even \( N \), the dominant contribution comes from \( J = N/2 \), where half of the \( \omega_i \)'s are positive and the other half negative.

For a Sauter pulse, \( \propto \sech^2(\omega t) \), the Fourier transform scales as \( f(\omega_1) \sim \exp(-|\omega_1|/\omega_s) \) for \( |\omega_1| \gg \omega_s \), where \( \omega_s = 2\omega/\pi \). We focus on \( |\omega_1| \gg \omega_s \) because that is the part of the Fourier integrals which gives the dominant contribution. By performing the Fourier integrals in [2] we found [8]

\[
P \sim \exp \left\{ -\frac{2}{\gamma} \left( \sqrt{\gamma^2 - 1} + \frac{1}{\gamma} \right) \right\},
\]

where the normalized Keldysh parameter is given by \( \gamma_\ast = \gamma/\gamma_{\text{crit}} \), \( \gamma_{\ast} = \omega/E \) and for a Sauter pulse \( \gamma_{\text{crit}} = \pi/2 \). For a Sauter pulse, [5] gives the exponential scaling of \( P_N \) for all \( N > 1 \), and agrees exactly with the result found in [4] by treating both the strong, constant field and the
weak, Sauter pulse with nonperturbative methods. On a conceptual level, this tells us that the dependence on the weak field is perturbative, which might not be obvious in other approaches. On a practical level, the fact that the dominant contribution is already given by $\varepsilon^2 P_2$ allows us to find analytical expressions for the prefactor too, which we have shown agrees well with the exact numerical result [2]. This has the advantage of working also for other fields with similar Fourier transforms at large frequencies.

In contrast, for a Gaussian pulse and for a monochromatic field, we found that $P_2$ increases as one goes to higher orders. Because of the factor of $\varepsilon^N$ in the prefactor, there is in general a dominant order [8]. By treating $N$ as a continuous variable and estimating the sum of all orders with the “saddle point” for $N$ [8], we recover [5], but with $\gamma_{\text{crit}} \sim \sqrt{\ln \varepsilon}$ for a Gaussian pulse and $\gamma_{\text{crit}} \sim |\ln \varepsilon|$ for a monochromatic field, which agree with the $\gamma_{\text{crit}}$ found previously in [7].

Let us put these results into a bigger picture. Consider Eq. (66) in [12], which gives the exponential part of the probability of pair production in an ensemble of constant energy $E$. By identifying our sum over “absorbed” Fourier frequencies $\sum \omega_i$ in (3) with the energy $E$ in Eq. (66) in [12] we find an exact agreement. As an aside, we note that the constant energy result in [12] was obtained by a Legendre transform of an expression for constant temperature $T$ which has exactly the same functional form as the exponential in (5) for a Sauter pulse, but with $\gamma_s \to 2mT/(qE)$, see also [13]. We can understand this as being due to the fact that the exponential scaling of the Fourier transform of a Sauter pulse effectively acts as a Boltzmann factor, and so performing the Fourier integrals with the saddle-point method effectively corresponds to doing the Legendre transform in [12] in reverse.

Many aspects in Schwinger pair production have close analogies in tunneling in semiconductors [14]. In particular, dynamically assisted Schwinger pair production is analogous to the Franz-Keldysh effect [14,15]. The Franz-Keldysh effect in QED was very recently studied in [16]. There exists certain replacement rules [14] for translating results for semiconductor tunneling to Schwinger pair production or vice versa. To translate [3] we have to replace $\Sigma \to \omega/(2m\gamma c_0^2)$ and $\varepsilon \to \omega/(2m\gamma c_0^2)$, where $c_0$ and $m_0$ are parameters related to the effective speed of light and the band gap. The resulting exponential agrees exactly with Eq. (32) in [19] (or Eq. (C11) in [20]) for the Franz-Keldysh effect, and at higher orders we find agreement with the results in [21]. The details of this analogy will be presented elsewhere [22].

Of course, this does not mean that we can obtain all our results by just replacing various parameters in existing literature results. In particular, this does not tell us how different field shapes affect the probability or how to obtain the prefactor.

This paper is organized as follows. In [8] we calculated the prefactor of the momentum spectrum using a WKB approach; here in Sec. [I] we re-derive those results using a completely different approach, namely one based on the worldline formalism. In [8] we calculated the exponential part of the probability to all orders, but the prefactor only up to to $N = 2$; here in Sec. [III] we show how to calculate the prefactor at higher orders and give examples where we go up to $N = 6$. In [8] we showed that $N = 2$ is in general enough for Sauter-like fields but not always enough for a Gaussian field, and gave an example where $N = 2$ is not enough for a Gaussian field; here in Sec. [III] we show that going to $N = 4$ does give a good agreement for that example, which is hence an explicit example, with the prefactor included, where the dominant order is higher than two. In [8] we calculated the exponentials at higher order using the worldline formalism; here in Sec. [III] we show how to obtain these using the WKB approach. In [IV] we show how the results in Sec. [III] for the higher-order prefactors of the integrated probability can be obtained by including the prefactor in the worldline approach we used in [8]. In [23] we introduced a doubly assisted mechanism, where Schwinger pair production is assisted by both a weak field and a single (on-shell) high-energy photon, which we studied by treating both the strong and the weak field with nonperturbative methods; here in Sec. [V] we study this mechanism by treating the weak field perturbatively, which offers the possibility to obtain the prefactor e.g. for Sauter-like weak fields.

II. MOMENTUM SPECTRUM FROM THE WORLDLINE FORMALISM

In this section we rederive the momentum spectrum of the produced particles using the worldline-momentum representation of the effective action [21]. To the best of our knowledge this formalism [14] has so far only been used in [21], but we show here that it offers a useful alternative to the WKB approach for obtaining the momentum spectrum, including the prefactor. The pair production probability is given by the imaginary part of the effective action $P_{\psi^+\psi^-} = 2\text{Im} \Gamma$, which in turn is given in the usual worldline representation by (see e.g. [20,28])

$$\Gamma = 2 \int_0^\infty \frac{dT}{T} \oint Dx \text{ spin } e^{-i \left( \frac{1}{2} f_0^2 + f^2 + b^2 + Ax \right)}.$$  

Note, though, that a similar representation of the propagator was used in [23].

---

1 The results in [12] also contains higher orders in $\alpha$, which can be seen as an invitation to consider such higher orders also in our case.

2 Note though that our results do not really predict anything for pair production at finite temperature.
where \( x^\mu(0) = x^\mu(1) \) and the spin factor is in general given by the trace of a path-ordered exponential

\[
\text{spin} = \frac{1}{4} \text{tr} \ "\text{path order}" \exp \left\{ -\frac{i}{4} \int_0^1 \sigma^{\mu\nu} F_{\mu\nu} \right\}, \quad (7)
\]

but, for the one-component fields we consider here, \( A_\mu = \delta^3 A_3(t) \), it reduces to [24, 27]

\[
\text{spin} = \cos \left( \frac{iT}{2} \int_0^1 A_3(t) \right). \quad (8)
\]

The standard representation [6] gives the total/integrated probability. To obtain the spectrum, we follow [24] and rewrite the effective action in a momentum representation as

\[
\Gamma = 2V_3 \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{dT}{T} \oint \mathcal{D}t \text{ spin} \exp \left\{ -i \left( \frac{Tm_1^2}{2} + \int_0^1 \frac{t^2}{2T} + \frac{T}{2} (p_3 - A_3)^2 \right) \right\}, \quad (9)
\]

where \( m_\perp = \sqrt{1 + p_1^2} \), \( p_\perp = \{ p_1, p_2 \} \), and where the integrand of the \( p \)-integral gives the momentum spectrum.[4]

We consider a strong constant field \( E \) plus a weak, rapidly varying field \( a(t) \), \( A_3 = Et + a(t) \), and expand [6] in the weak field \( a \sim \varepsilon \ll 1 \)

\[
\Gamma = \Gamma_0 + \varepsilon \Gamma_1 + \varepsilon^2 \Gamma_2 + \ldots \quad (10)
\]

This expansion is illustrated in Fig. [1]. After expressing the weak field in terms of its Fourier transform,

\[
a(t) = \int \frac{d\omega_1}{2\pi} e^{-i\omega_1 t} a(\omega_1), \quad (11)
\]

we find Gaussian path integrals which we can perform with methods similar to those used in [29, 31] to calculate \( N \)-photon amplitudes in constant background fields.

We begin with \( \Gamma_0 \). This gives of course the well-known constant field result [11, 33], but it allows us to check the overall normalization constant, which is the same for the higher orders. Changing from Minkowski to Euclidean variables

\[
T \to -i\tau \quad t \to -it + \frac{p_3}{E} \quad (12)
\]

gives us

\[
\Gamma_0 = 2iV_3 \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{dT}{T} \oint \mathcal{D}t \cos \frac{ET}{2} \exp \left\{ -\frac{Tm_2^2}{2} + \int_0^1 \frac{t^2}{2T} - \frac{T}{2} (Et)^2 \right\}. \quad (13)
\]

We separate the center of mass \( t_0 \) from the time variable \( t(\tau) \to t_0 + t(\tau) \), Fourier expand

\[
t(\tau) = \sum_{n=1}^\infty a_n \cos 2\pi n \tau + b_n \sin 2\pi n \tau \quad (14)
\]

and calculate the path integral by multiplying together all the eigenvalues. The path integral is normalized according to

\[
\int \mathcal{D}t \exp \left\{ -\frac{1}{2T} \int_0^1 t^2 \right\} = \frac{1}{\sqrt{2\pi T}}, \quad (15)
\]

so, by dividing by the free integral (cf. [20]), we obtain

\[
\int dt_0 \oint \mathcal{D}t \exp \left\{ -\frac{1}{2T} \int [t - \partial^2 - (Et)^2] t \right\} = \frac{1}{\sqrt{2\pi T}} \frac{i}{ET} \prod_{n=1}^\infty \frac{(2\pi n)^2}{(2\pi n)^2 - (Et)^2} = \frac{i}{2\sin s}, \quad (16)
\]

where \( s = ET/2 \) and the product can be obtained e.g. from Eq. (1.431.1) in [22]. The integration contour for \( s \) goes over the poles and gives an imaginary part to the effective action. To leading order we find

\[
2\text{Im} \Gamma_0 = -2\text{Im} V_3 \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \cot s e^{-sm_2^2/4E} = 2V_3 \int \frac{d^3p}{(2\pi)^3} e^{-m_2^2/4E} = V_4 E^2 \frac{4\pi}{3} e^{-\frac{3}{4}}, \quad (17)
\]

This is of course the leading term in the well-known Schwinger formula. We can thus confirm that the normalization factor in [13] is correct.

### A. First order \( \Gamma_1 \)

The first order \( \Gamma_1 \) corresponds to the cross-term between the zeroth and first order amplitudes, 2Re \( \mathcal{A}_0 \mathcal{A}_1 \),
which we calculated in [8] using a WKB approach. Here we find by expanding [9]

\[ \varepsilon \Gamma_1 = 2V_3 \int \frac{d^3 p}{(2\pi)^3} \int_0^\infty \frac{dT}{\mathcal{F}_{T} \cos \frac{iET}{2}} \]

\[ \exp \left\{ -i \left( \frac{Tm^2}{2} + \int_0^1 \frac{T^2}{2T} + \frac{T}{2} (p_3 - E)^2 \right) \right\} \]

\[ \int \frac{d\omega_1}{2\pi} a(\omega_1) \int_0^{\infty} \frac{dT}{2T} e^{-i\omega_1(t_\tau)} \left( i\omega_1 \tan \frac{iET}{2} + 2[p_3 - E(t_\tau)] \right) \]

(18)

where the first two lines are the same as for \( \Gamma_0 \) and hence have the same normalization. We change to Euclidean variables according to [12].

To make the exponent quadratic in \( t \) we make a replacement \( t \to t_{cl} + t \). Since the classical solution \( t_{cl} \) takes the same form for all orders, \( \Gamma_n \), we consider temporarily general \( N \). We find \( t_{cl} \) by expanding its equation of motion,

\[ (\partial^2 + (ET)^2)t_{cl}(\tau) = T \sum_{i=1}^{N} \omega_i \delta(\tau - \tau_i) , \]

in terms of Fourier modes, which yields

\[ t_{cl}(\tau) = T \sum_{i=1}^{N} \omega_i \sum_{n=-\infty}^{\infty} \frac{e^{2\pi in(\tau - \tau_i)}}{(ET)^2 - (2\pi n)^2} \]

\[ = \frac{1}{2E} \sum_{i} \omega_i \cos \left[ s(1 - 2\sigma - \tau_i) \right] \sin s \]

(20)

where the sum over \( n \) can be performed using Eq. (1.445.2) or (1.445.9) in [32]. With the linear term removed from the exponent, the \( t \)-integral is now the same for all orders and is given by (16).

Returning to \( N = 1 \), the \( \tau_1 \)-integral is trivial and we find

\[ \varepsilon \Gamma_1 = -V_3 \int \frac{d^3 p}{(2\pi)^3} \int_0^\infty \frac{ds}{s} \cos s \frac{\omega_1}{2} e^{-\frac{sm^2}{2}} \]

\[ i \int \frac{d\omega_1}{2\pi} a(\omega_1) \frac{s}{E} \frac{\omega_1}{\sin s \cos s} e^{-\frac{i}{2} \left( \omega_1 \omega + \frac{\omega_1}{2} \frac{s}{\cos s} \right) } \]

(21)

Performing this \( p_3 \) integral simply gives a delta function \( \delta(\omega_1) \) which reduces the exponential in \( \Gamma_1 \) to the constant field case, and then there is nothing to compensate for the small prefactor, \( a \ll 1 \), which means that \( \Gamma_1 \) only gives a small correction to the integrated probability. Note though that this delta function does not automatically make the prefactor zero, since \( -i\omega_1 a(\omega_1) \big|_{\omega_1 = 0} = \int dt a(t) \), which can be nonzero depending on how the total field is separated into a strong and a weak field.\footnote{To recover the prefactor obtained by replacing \( E \to E + \int a(t) \)}

In any case, we are not interested here in such small corrections to the constant field result. We are instead interested in higher-order terms that come from nonzero Fourier frequencies and that, due to exponential enhancement, can be much larger than the zeroth order/constant field probability. While \( \varepsilon \Gamma_1 \) gives a negligible contribution to the integrated probability, it can give important interference effects in the spectrum.

We perform the proper-time \( s \) integral with the saddle-point method. We define for convenience \( \Sigma = |\omega_1|/(2m) \). The saddle-point equation \( \sin^2 s = \Sigma^2 \) has two solutions in the region \( 0 < s < \pi \). Although the first saddle point \( s = \arcsin \Sigma \) \( (0 < s < \pi/2) \) gives a larger exponential, the Gaussian integral around it is real so, since the Fourier integral is also real, this saddle point does not contribute to the imaginary part of the effective action. Thus, only the second saddle point

\[ s = \frac{\pi}{2} + \arccos \Sigma \]

(\( \pi/2 < s < \pi \)) is relevant here. Let \( ds \) be the perturbation around this saddle point, then for small \( ds \) the exponent is given by \( \exp \left\{ \frac{m^2}{E} \sqrt{1 - \Sigma^2} ds^2 \right\} \). The first part of the integration contour follows the real axis from \( s = 0 \) to the saddle point (22) and gives a purely real contribution to the integral. The second part of the contour starts at the saddle point and follows the steepest descent where the imaginary part of the exponent is zero. Since the second part starts perpendicular to the real axis it gives us an imaginary contribution to \( \Gamma \). Recalling that the initial contour followed what now corresponds to the imaginary axis, we have \( ds \propto +i \) near the saddle point. The Gaussian integral around this saddle point hence gives

\[ \int \frac{ds}{2} \left[ \frac{\pi E}{m^2} \left( \Sigma + \arccos \Sigma - \arcsin \frac{\Sigma}{\sqrt{1 - \Sigma^2}} \right) \right] \]

\[ + \text{"something real"}, \]

(23)

where a factor of 1/2 comes from having only “half” of a Gaussian integral. Collecting all the terms we find

\[ 2 \text{Im} \varepsilon \Gamma_1 = 2V_3 \int \frac{d^3 p}{(2\pi)^3} 2 \text{Re} \left[ \frac{\pi}{2} \sqrt{\frac{\pi}{2}} e^{-\frac{i}{2} \left( \frac{m^2}{E} \left( \frac{\pi}{2} + 2iP \Sigma + \arccos \Sigma - \arcsin \frac{\Sigma}{\sqrt{1 - \Sigma^2}} \right) \right) \} \}

(24)

where \( P = p_3/m_\perp \). Clearly, the saddle-point method that we have used to derive (21) is only valid for 0 <
where the zeroth order amplitude is given by
\[ \Sigma = \sum \text{of the diagrams on the right-hand-side represents the complex conjugate of the corresponding amplitude.} \]

\[ \Sigma < 1 \text{ or } 0 < |\omega_1| < 2m_. \] Fortunately, the \( \omega_1 \) integral has in general a saddle point in this range, and we are interested in regimes where the dominant contribution comes from such saddle points. So, the integration limits should in fact be restricted to regions that are sufficiently close to the saddle points, but we do not explicitly write out these integration limits. The same holds for other Fourier integrals below.

To compare (24) with our results in [8], we first recall that in [8] the momentum spectrum was obtained from the amplitude, \( \mathfrak{A} \), as
\[ P_{e^+e^-} = V_3 \int \frac{d^3p}{(2\pi)^3} \left| \mathfrak{A}_0 + \varepsilon \mathfrak{A}_1 + \varepsilon^2 \mathfrak{A}_2 + \ldots \right|^2, \tag{25} \]
where the zeroth order amplitude is given by
\[ \mathfrak{A}_0 = \delta_{s,s'} \exp \left\{ -\frac{m_1^2 \pi}{2E} + \frac{im_1^2}{E} \phi(P) \right\}, \tag{26} \]
and, from equations (2.7), (4.14) and (4.23) in [8], the first order amplitude can be expressed as
\[ \varepsilon \mathfrak{A}_1 = \delta_{s,s'} \int_0^\infty \frac{d\omega_1}{2\pi} a(\omega_1)(-i)\sqrt{\frac{\pi}{E}} \exp \left\{ \frac{im_1^2}{E} \phi(P) \right\} \sqrt{\Sigma(1 - \Sigma^*)} \]
\[ \exp \left\{ -\frac{m_1^2}{E} \left( 2iP\Sigma + \arccos \Sigma - \Sigma \sqrt{1 - \Sigma^2} \right) \right\}, \tag{27} \]
where the restriction to \( \omega_1 > 0 \) is due to the fact that this gives the dominant contribution, and \( \Sigma = \omega_1/(2m_1) \). Here \( s \) and \( s' \) describe the spin of the electron and positron and the \( \delta_{s,s'} \) means that the sum over spins simply gives a factor of 2 (the phase \( i\phi(P) \) is completely irrelevant and is due to an arbitrary choice in the WKB solutions). Thus, we find perfect agreement between the worldline-momentum and the WKB approach, i.e.
\[ 2\Im \varepsilon \Gamma_1 = V_3 \int \frac{d^3p}{(2\pi)^3} \sum_{\text{spin}} 2\Re \mathfrak{A}_0^* \varepsilon \mathfrak{A}_1, \tag{28} \]
where \( \Gamma_1, \mathfrak{A}_0 \) and \( \mathfrak{A}_1 \) are given by (24), (26) and (27), respectively. This relation is illustrated in Fig. 2.

We have demonstrated this equivalence without having to specify the shape of the weak field. Let us anyway introduce here two typical field examples, which we will return to later on.

### B. Sauter pulse

To obtain the spectrum we now only have the Fourier integral left, and to perform it we need to specify the shape of the weak field. We begin with a Sauter pulse,
\[ a(t) = \frac{E \varepsilon}{\omega} \tanh \omega t \rightarrow \]
\[ a(\omega_1) = \frac{E \varepsilon}{\omega^2} \frac{\pi i}{\sinh \frac{2\pi \omega_1}{\omega}} = \text{sign}(\omega_1)2\pi i \frac{E \varepsilon}{\omega^2} e^{-\frac{\omega_1}{\omega}}, \tag{29} \]
where we have introduced \( \omega_* = 2\omega/\pi \) to make it easier to generalize to other fields that have exponentially decaying Fourier transforms for Fourier frequencies above the characteristic frequency, i.e. \( |\omega_1| \gg \omega \) (recall that this gives the dominant contribution). We perform the Fourier integral with the saddle-point method. There are two saddle points with opposite signs that give complex conjugate contributions. We can therefore without loss of generality focus on \( \Re \omega_1 > 0 \). The saddle point for \( \omega_1 \) is given by \( \Sigma(\omega_1) = \sqrt{1 + \frac{\nu^2}{P^2}} = \pi_0 = \pi_0^0/m_1 \), where \( \pi_3 = \p_3 - i\gamma_3/m_1 \) can be thought of as the “physical” momentum of an electron in a constant electric field at an imaginary time, and \( \gamma_3 = \omega_1/E \) is the combined Keldysh parameter suitably normalized. Notice that this saddle point corresponds to a Fourier frequency of \( \omega_1 = 2\pi_0 \), which is on the order of the electron mass even for a characteristic frequency \( \omega \ll 1 \). The exponential suppression of the Fourier transform at such high frequencies (we assume \( \omega \ll 1 \)) contributes to the overall exponential behavior of the pair production probability. Collecting everything we finally find
\[ 2\Im \varepsilon \Gamma_1 = 2V_3 \int \frac{d^3p}{(2\pi)^3} 2\Re \frac{2\pi E \varepsilon}{\omega^2} \frac{1}{\pi_0} e^{-\frac{m_0^2}{E^2} \left[ \frac{1}{2} \varepsilon + \phi(P) \right]}, \tag{30} \]
which agrees with what we found in our previous paper [8] for the cross-term between the zeroth and first order amplitudes \( 2\Re \mathfrak{A}_0^* \mathfrak{A}_1 \).

### C. Gaussian pulse

As a second example we consider a Gaussian weak field
\[ a(t) = \frac{E \varepsilon}{\omega} \sqrt{\frac{1}{\pi}} \text{erf}(\omega t) \rightarrow \]
\[ a(\omega_1) = \frac{E \varepsilon}{\omega} \frac{i}{\omega_1} e^{-\frac{|\omega_1|^2}{2}}. \tag{31} \]
The saddle point for the \( \omega_1 \) integral is given by
\[ \Sigma(\omega_1) = \sqrt{1 + \frac{\nu^2}{P^2} + \frac{P^2}{1 + \nu^2}} = \frac{1}{\nu}\nu, \tag{32} \]
where \( P = p_3/m_1 \) and \( \nu = E/\omega^2 \). Notice that for this Gaussian pulse the results are conveniently expressed in terms of \( \nu \) instead of the usual Keldysh parameter \( \gamma \) (at
least when considering different orders separately). We hence find

$$2\text{Im} \varepsilon \Gamma_1 = 2V_3 \int \frac{d^3p}{(2\pi)^3} 2\text{Re} \frac{E \varepsilon \sqrt{\pi}}{2m_\omega \Sigma^2} \left[ 1 + \nu^2 + i\nu P \right]^{-\frac{1}{2}}$$

$$\exp \left\{ -\frac{m_\omega^2}{E} \left( \frac{\pi}{2} + iP \Sigma + \arccos \Sigma \right) \right\},$$

where \( \Sigma \) is given by \([32]\). This is again exactly the same as our result for \( 2\text{Re} \mathfrak{A}^s_1 \) in \([2]\) where we used a WKB approach. This follows immediately from the expressions for the zeroth \((26)\) and first order amplitudes \([8]\).

$$\mathfrak{A}_1 = \mathfrak{A}^{s,s'}_1 = \frac{E \varepsilon \sqrt{\pi}}{2m_\omega \Sigma^2} \left[ 1 + \nu^2 + i\nu P \right]^{-\frac{1}{2}}$$

$$\exp \left\{ -\frac{m_\omega^2}{E} \left[ iP \Sigma + \arccos \Sigma - i\phi(P) \right] \right\}.$$  \hspace{1cm} (34)

**D. Second order \( \Gamma_2 \)**

At second order there are two different contributions, which in the WKB approach are given by the square of the first order amplitude \( |\mathfrak{A}_1|^2 \) and the cross-term between the zeroth and second order amplitudes \( 2\text{Re} \mathfrak{A}^s_1 \mathfrak{A}^s_2 \).

As we will see, we can obtain both of these contributions with the worldline-momentum approach, c.f. Fig. 3. By expanding \( (9) \) to second order we find

$$\varepsilon^2 \Gamma_2 = -V_3 \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega_1}{2\pi} \sin^2 \omega_1 \left[ \frac{1}{2} \left[ \frac{\mathfrak{A}(\omega_1 \omega_2)}{2} - 2E^2 t_1 t_2 \right] - \frac{s}{E} \delta(\tau_1 - \tau_2) \right]$$

$$\exp \left\{ -\frac{m_\omega^2}{E} \left[ iP \Sigma + \arccos \Sigma - i\phi(P) \right] \right\},$$

where \( \tau_1 = \frac{1}{2E \Sigma} (\omega_1 \cos s + \omega_2 \cos|s|) \) and \( \tau_2 = \frac{1}{2}(\omega_1 \leftrightarrow \omega_2) \). We divide \( \Gamma_2 \) into two parts, one where the two Fourier frequencies have opposite signs and the other where they have the same sign, which we treat separately.

We begin with the region where \( \omega_1 \omega_2 < 0 \), which gives the dominant contribution. Because of the translation symmetry in \( \tau \), the integrand becomes independent on \( \tau_2 \) after shifting \( \tau_1 \rightarrow \tau_1 + \tau_2 \). We perform the remaining \( \tau_1 \)-integral by expanding around the saddle point \( \tau_1 = 1/2 \). Next we perform the s-integral, for which the exponential part of the integrand is given by

$$\exp \left\{ -\frac{m_\omega^2}{E} \left[ s + (r_1^2 + r_2^2) \cot s + 2r_1 r_2 \csc s \right] \right\},$$

where \( r_1 = \omega_1/2m_\omega \). The saddle point is given by

$$s = 2 \arccos \sqrt{\frac{1}{2} \left[ 1 - r_1 r_2 - (1 - r_1^2)(1 - r_2^2) \right]},$$

where the sign in front of the square root has been determined by demanding that the integral around the saddle point gives a factor of \( i \) (as only such a saddle point contributes to \( \text{Im} \Gamma \)). At the saddle point we find

$$\exp \left\{ -\frac{m_\omega^2}{E} \left[ \pi - \text{sign}(r_1 - r_2) \right] \right\}.$$

We have assumed that \( \omega_1 \omega_2 < 0 \). Without loss of generality we consider \( \omega_2 < 0 \) and multiply with a factor of \( 2 \) to account for the other case. Changing variable \( \omega_2 \rightarrow -\omega_2 \), this contribution to the second order becomes

$$2\text{Im} \varepsilon^2 \Gamma_2(\omega_1 \omega_2 < 0) = 2V_3 \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega_1}{2\pi}$$

$$\frac{a(\omega_1)}{\sqrt{1 - r_1^2} \sqrt{1 - r_2^2}} e^{-\frac{m_\omega^2}{E} \left[ 2iP r_1 \arccos r_1 - r_1 \sqrt{1 - r_1^2} \right]^2},$$

where \( P = p_3/m_\omega \). It is now clear that \([39]\) agrees with \( |\mathfrak{A}_1|^2 \), i.e.

$$2\text{Im} \varepsilon^2 \Gamma_2(\omega_1 \omega_2 < 0) = V_3 \int \frac{d^3p}{(2\pi)^3} \sum_{\text{spin}} |\mathfrak{A}_1|^2,$$

where \( \Gamma_2(\omega_1 \omega_2 < 0) \) and \( \mathfrak{A}_1 \) are given by \([39]\) and \([27]\), respectively.

Next we consider the second region, where \( \omega_1 \omega_2 > 0 \). For the term without \( \delta(\tau_1 - \tau_2) \) we use translation invariance to set \( \tau_2 = 1/2 \). The exponent is maximized at \( \tau_1 = 1/2 \). For \( \omega_1 \omega_2 < 0 \) we could neglect the term with \( \delta(\tau_1 - \tau_2) \), but this time we need it as it leads to the same exponential as the other terms. The exponential for the s-integral becomes

$$\exp \left\{ -\frac{m_\omega^2}{E} \left[ s + \Sigma^2 \cot s \right] \right\},$$

where \( \Sigma = \frac{\omega_1 + \omega_2}{2m_\omega} \). This is the same exponential as in \([21]\) for the first order, except that \( \Sigma \) is now given by the sum of

---

6 One can show this e.g. by studying the derivative of the exponent with respect to \( r_1 \) and \( r_2 \).
two Fourier frequencies. The saddle point and the inte-
gral around it are therefore given by \(\frac{23}{29}\) and \(\frac{23}{30}\). The con-
tribution from \(\omega_1, \omega_2 < 0\) is the complex conjugate of 
that from \(\omega_1, \omega_2 > 0\), and hence

\[
2\text{Im} \varepsilon^2 \Gamma_2(\omega_1, \omega_2 > 0) = 2V_3 \int \frac{d^3p}{(2\pi)^3} 2\text{Re}(-1) \int_0^\infty d\omega_1 d\omega_2 a(\omega_1) a(\omega_2) \exp\left\{-\frac{m^2}{E} \left(\pi^2 + 2i\Sigma + \arccos \Sigma - \Sigma \sqrt{1 - \Sigma^2}\right)\right\}. \tag{41}
\]

Given the first order result, this looks like it could be the 
cross-term between the zeroth and second order ampli-
tudes \(\mathfrak{A}_2\). To show that this is indeed the case, we 
first have to obtain \(\mathfrak{A}_2\), which we do in the next section.

Although \(\Sigma\) is here given by the sum of two Fourier 
frequencies, for Sauter-like fields \(\frac{24}{27}\) still leads to the 
same exponential as in \(\frac{26}{29}\) for \(\Gamma_1\), and then there is 
nothing to compensate for the extra factor of the weak 
field strength \(a \sim \varepsilon \ll 1\), which means that this 
second order contribution \(\frac{44}{41}\) cannot be neglected. This is why 
we in \(\frac{8}{8}\) did not have to calculate \(\mathfrak{A}_2\) in order to find 
good agreement with exact/numerical results for Sauter-
like fields. As we showed in \(\frac{8}{8}\), though, for e.g. Gaussian 
pulses, higher orders can be important.

III. USING THE PROPAGATOR IN 
A CONSTANT ELECTRIC FIELD

In this section we show how to extend the WKB ap-
proach in \(\frac{8}{8}\) to obtain the amplitude at higher orders. To do so, 
we use the fermion propagator in a constant 
electric field. The propagator is defined by\(^7\)

\[
\langle 0, \text{out}|T \Psi_\alpha(x) \Psi_\beta(x')|0, \text{in} \rangle = : iG_{\alpha\beta}(x, x') \tag{42}
\]

and satisfies

\[
(i\slashed{D}_x - m)G(x, x') = \delta(x - x'), \tag{43}
\]

where \(\slashed{D}_\mu = \partial_\mu + iA_\mu\). The propagator can be obtained 
e.g. \(\frac{33}{33}\). \(\frac{34}{34}\)

\[
G(x, x') = -e^{-i\frac{\pi}{2}(z-z')(t+t')} \int \frac{d^4q}{(2\pi)^4} e^{-i\epsilon(x-x')} \int_0^\infty ds \exp\left\{-sm^2 + iq_0^2 \frac{\tan(\epsilon s)}{E} \right\} \quad \left[\gamma + m + i(\gamma_0 q_3 + \gamma^3 q_0) \frac{\tan(\epsilon s)}{E}\right] \quad \left[1 - i\gamma^0 \gamma^3 \frac{\tan(\epsilon s)}{E}\right]. \tag{44}
\]

\(^7\) See \(\frac{33}{33}\) for a detailed discussion of different types of propagators.

FIG. 4. This figure shows the expansion of the pair production 
amplitude in terms of the weak field, with the same notation 
as in Fig. 1.

With the standard \(ie\)-prescription \(m^2 \to m^2 - ie\), the 
contour for the \(s\)-integral can be taken along the imaginary 
axis from \(s = 0\) to \(s = i\infty\) or rotated towards the 
real axis, but not all the way since there are singularities 
there due to \(\tan s\).

A. Second order \(\mathfrak{A}_2\)

The second order amplitude is given by (note that 
\(0, \text{out}|0, \text{in} \rangle \approx 1\)

\[
(2\pi)^3 \delta^3(p + p') \varepsilon^2 \mathfrak{A}_2 = (-i)^2 \int d^4x d^4x' \tilde{u}_s(p(t)) e^{ip'x'} \tag{45}
\]

\[
\tilde{\phi}(t) iG(x, x') \tilde{\phi}(t') v_s(p'(t')) e^{ip'x''}. 
\]

This second-order part of the amplitude is represented 
by the last diagram in Fig. 4. We begin with the trivial 
spatial integrals, which give the momentum conservation 
delta function and a second delta function that we use to 
perform three of the Fourier integrals in the propagator, 
in particular \(q_3 = p_3 - E(t + t')/2\). The last term comes 
from the holonomy factor in the propagator. The reason 
we cannot neglect this term for \(E \ll 1\) is that the saddle 
points for the time integrals turn out to be on the order of 
\(t \sim 1/E\).

Next we turn to the proper-time \(s\) integral. In the 
previous sections we used the saddle-point method to per-
form proper-time integrals in order to obtain the imagi-
nary part of the effective action. For the propagator 
considered here, though, both its real and imaginary part 
contribute to the amplitude and the dominant contribution 
comes from \(s \approx 0\). Upon expanding to lowest 
order in \(s\) one finds that the field-dependent propagator 
reduces to the free propagator times the holonomy 
factor. This means that the factors from the last exponential 
in \(\mathfrak{A}_2\) do not affect the saddle points for the \(t\), 
\(t'\) and \(q_0\)-integrals, they only affect the prefactor. So, to 
a first approximation the propagator only gives a field-
dependent contribution via the holonomy factor. This 
approximation leads to results that agree with those we 
obtain with the worldline formalism.

We approximate the exact wave functions with the 
WKB approximations \(u \to U\) and \(v \to V\) as in \(\frac{8}{8}\) (see 
Appendix A), which leads to the following exponent for
the time integrals

\[
\exp \left\{ i \int_{0}^{t} \pi_0 - i \omega_1 t - i \epsilon_0 (t - t') - i \omega_2 t' + i \int_{0}^{t'} \pi_0 \right\} .
\]

We first perform the time integrals and then the \(q_0\) integral with the saddle-point method. At the saddle point we have \(Et = Et' = p_3 + \im \omega_2 \sqrt{1 - \Sigma^2}\), where \(\Sigma = (\omega_1 + \omega_2)/(2m_\perp)\), and \(q_0 = (\omega_2 - \omega_1)/2\). To lowest order in \(E\) the proper-time integral simply gives \(\int_{-\infty}^{\infty} ds e^{-\omega_2 s^2} = \frac{1}{\omega_2}\). Since most of this integral comes from the region with \(s \lesssim 1/(\omega_1 \omega_2)\), we see that our approximation \(Es \ll 1\) requires \(E/(\omega_1 \omega_2) \ll 1\). For e.g. a Gaussian or a Sauter pulse, \(a'(t) \sim e^{-(\omega t)^2}\) or \(\text{sech}^2 \omega t\), the Fourier integrals are dominated by high-frequency components \((\omega_2 \gg \omega\) with \(\omega \ll 1\)) with the saddle points on the order of \(\omega_1 \sim 1\), which agrees with \(E/(\omega_1 \omega_2) \ll 1\) as \(E \ll 1\). For a monochromatic field \(\sim \text{cos} \omega t\) we only have photons with frequency \(\omega\) and then one might want to keep \(\omega \ll 1\) for experimental reasons. However, one is nevertheless forced to consider larger \(\omega\) in the monochromatic case if one wants significant dynamical assistance comparable to the Gaussian or Sauter cases. So, for frequencies that give significant enhancement this should be a good first approximation.

The final piece comes from the spinor structure in the prefactor, which we calculate using the spinor representation in \[8\]. This leads to \(\tilde{U}_{s,p} \gamma^3 (\gamma + m) \gamma^3 V_{s',p} \rightarrow -\delta_{s,s'} \tilde{m}_\perp \frac{\pi}{\pi_0}\). Collecting all the terms finally find

\[
\varepsilon^2 A_2 = -\delta_{s,s'} \int_{\sqrt{1 - \Sigma^2}}^{\frac{\pi}{\Sigma}} \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} a(\omega_1)a(\omega_2) \left[ \frac{\pi \sqrt{1 - \Sigma^2}}{E} \Sigma \right] \frac{1}{2} \exp \left\{ i \frac{\pi^2}{2E} \phi(\Sigma) \right\}
\]

\[
\exp \left\{ -\frac{m_\perp^2}{E} \left( 2iP \Sigma + \arccos \Sigma - \sqrt{1 - \Sigma^2} \right) \right\} ,
\]

where \(\Sigma = (\omega_1 + \omega_2)/(2m_\perp)\). With the zeroth order amplitude given by \[26\] (note that it contains the same irrelevant phase as in \[47\]) we immediately see that the cross term between the zeroth and second order amplitudes gives exactly \[41\], i.e.

\[
2 \text{Im} \varepsilon^2 \Gamma_2(\omega_1 \omega_2 > 0) = V_3 \int \frac{d^3 p}{(2\pi)^3} \sum_{\text{spin}} 2 \text{Re} \ A_0^* \varepsilon^2 A_2 ,
\]

where \(\Gamma_2(\omega_1 \omega_2 > 0), A_0\) and \(\varepsilon^2 A_2\) are given by \[41\], \[26\] and \[47\], respectively, and where the sum over spin simply gives a factor of 2.

In fact, having obtained the second order amplitude, we can now use it to calculate also the prefactor of the dominant contribution to \(P_3\) and \(P_4\) (from \(2\text{Re} A_1^2 A_2 \) and \(|A_2|^2\), respectively).

B. Second order \(A_2\) for a Gaussian pulse

Since the first orders dominate for Sauter-like pulses, we turn directly to a Gaussian pulse, for which the dominant contribution can come from higher orders. To perform the Fourier integrals in \[47\], we change variables to \(\Sigma = (\omega_1 + \omega_2)/(2m_\perp)\) and \(\theta = (\omega_1 - \omega_2)/(2m_\perp)\) and perform the integrals with the saddle-point method. The saddle point is given by \(\theta = 0\) and \(\Sigma = \Sigma_2\), where

\[
\Sigma_n = \frac{\sqrt{1 + \nu_n^2 + P^2} - i \nu_n P}{1 + \nu_n^2} ,
\]

\[
\nu_n := \nu/n \text{ and } \nu = E/\omega^2 \text{ (these definitions of } \nu_n \text{ and } \Sigma_n \text{ also apply to higher orders). The } \Sigma \text{ integral is formally the same as in the first order case \[32\] after replacing } \nu \text{ with } \nu_2. \text{ Thus, the second-order amplitude for a Gaussian pulse is given by}
\]

\[
\varepsilon^2 \mathcal{A}_2 = \delta_{s,s'} \left[ \frac{\varepsilon^2}{\omega} \right] \pi \frac{\sqrt{1 - \Sigma^2}}{\Sigma} \frac{1 + iP \nu_2 \Sigma}{1 + \nu_2^2 + i \nu^2 \nu_2} \frac{1}{2} \exp \left\{ -\frac{m_\perp^2}{E} \left[ i P \Sigma + \arccos \Sigma - \sqrt{1 - \Sigma^2} \right] \right\} ,
\]

where \(\Sigma = (\omega_1 + \omega_2)/(2m_\perp)\). With the zeroth order amplitude given by \[26\] (note that it contains the same irrelevant phase as in \[47\]) we immediately see that the cross term between the zeroth and second order amplitudes gives exactly \[41\], i.e.

\[
2 \text{Im} \varepsilon^2 \Gamma_2(\omega_1 \omega_2 > 0) = V_3 \int \frac{d^3 p}{(2\pi)^3} \sum_{\text{spin}} 2 \text{Re} \ A_0^* \varepsilon^2 A_2 ,
\]

where \(\Gamma_2(\omega_1 \omega_2 > 0), A_0\) and \(\varepsilon^2 A_2\) are given by \[41\], \[26\] and \[47\], respectively, and where the sum over spin simply gives a factor of 2.

In fact, having obtained the second order amplitude, we can now use it to calculate also the prefactor of the dominant contribution to \(P_3\) and \(P_4\) (from \(2\text{Re} A_1^2 A_2 \) and \(|A_2|^2\), respectively).
The spatial integrals give delta functions which we use to perform the integrals over \( q \). The proper-time integrals from the propagators are again dominated by \( s_k \sim 0 \) and do not affect the exponential behavior of the probability, which means that, when performing the time integrals with the saddle-point method, the exponential is a relatively simple generalization of the second order case above. Using (AS) and shifting the time variables, \( t_k \rightarrow t_k + p_3/E \), to make the simple \( p_3 \)-dependence manifest, we find

\[
\varepsilon^n \mathcal{A}_n \sim \int \prod_{k=1}^n (d\omega_k d t_k a(\omega_k)) \prod_{k=1}^{n-1} dq_0^{(k)} \ldots \exp \left\{ -\frac{p_3}{E} \sum_{k=1}^n \omega_k + \frac{m^2}{2E} \phi \left[ \frac{E t_k}{m} \right] - \sum_{k=1}^n \omega_k t_k \right. \\
\left. - \frac{1}{2} \sum_{k=1}^{n-1} \left[ q_0^{(k)} (t_k - t_{k+1}) + \frac{m^2}{2E} \phi \left( \frac{E t_k}{m} \right) \right] \right\},
\]

where ellipses stand for factors that do not affect the exponential behavior of the probability (and we have omitted the term in (AS) with \( \phi(p_3/m) \) since it anyway cancels when squaring the amplitude). We perform the \( t_1 \) integral with the saddle-point method, where the saddle point is given by \( E t_1(q_0^{(1)}) = i \sqrt{m^2 - (\omega_1 + q_0^{(1)})^2} \) (assuming \( 0 < \omega_1 + q_0^{(1)} < m_\perp \)). We can now perform the \( q_0^{(1)} \) integral also with the saddle-point method. Although \( t_1(q_0^{(1)}) \) now depends on \( q_0^{(1)} \), the saddle-point equation for \( q_0^{(1)} \) is simply given by \( t_1(q_0^{(1)}) = t_2 \), and we do not even have to find the explicit solution for \( q_0^{(1)} \) in order to obtain the exponential part of the probability. We can now perform the integrals over \( t_2 \) and \( q_0^{(2)} \) in exactly the same way, the only difference is \( \omega_2 \rightarrow \omega_2 + \omega_3 \). This in turn leads to similar integrals for \( t_3 \) and \( q_0^{(3)} \), with \( \omega_3 \rightarrow \omega_1 + \omega_2 + \omega_3 \), and so on. The last time integral is similar to the previous ones, and the saddle point is given by \( E t_n = i m_\perp \sqrt{1 - \Sigma^2} \), where \( \Sigma = \frac{1}{m} \sum_{k=1}^n \omega_k \). The sum over Fourier frequencies is the only difference between the resulting exponent and the one for \( n = 1 \). We can therefore immediately write down the result for arbitrary \( n \) using the first order results in (AS). We hence find

\[
\varepsilon^n \mathcal{A}_n \sim \int \prod_{k=1}^n (d\omega_k a(\omega_k)) \ldots e^{-\frac{m^2}{2m} \left[ 2i m \phi + \arccos \Sigma - \Sigma \sqrt{1 - \Sigma^2} \right]} ,
\]

where \( \phi = \phi(p_3/m) \) since it anyway cancels when squaring the amplitude. We perform the \( t_1 \) integral with the saddle-point method, where the saddle point is given by \( E t_1(q_0^{(1)}) = i \sqrt{m^2 - (\omega_1 + q_0^{(1)})^2} \) (assuming \( 0 < \omega_1 + q_0^{(1)} < m_\perp \)). We can now perform the \( q_0^{(1)} \) integral also with the saddle-point method. Although \( t_1(q_0^{(1)}) \) now depends on \( q_0^{(1)} \), the saddle-point equation for \( q_0^{(1)} \) is simply given by \( t_1(q_0^{(1)}) = t_2 \), and we do not even have to find the explicit solution for \( q_0^{(1)} \) in order to obtain the exponential part of the probability. We can now perform the integrals over \( t_2 \) and \( q_0^{(2)} \) in exactly the same way, the only difference is \( \omega_2 \rightarrow \omega_2 + \omega_3 \). This in turn leads to similar integrals for \( t_3 \) and \( q_0^{(3)} \), with \( \omega_3 \rightarrow \omega_1 + \omega_2 + \omega_3 \), and so on. The last time integral is similar to the previous ones, and the saddle point is given by \( E t_n = i m_\perp \sqrt{1 - \Sigma^2} \), where \( \Sigma = \frac{1}{m} \sum_{k=1}^n \omega_k \). The sum over Fourier frequencies is the only difference between the resulting exponent and the one for \( n = 1 \). We can therefore immediately write down the result for arbitrary \( n \) using the first order results in (AS). We hence find

\[
\varepsilon^n \mathcal{A}_n \sim \int \prod_{k=1}^n (d\omega_k a(\omega_k)) \ldots e^{-\frac{m^2}{2m} \left[ 2i m \phi + \arccos \Sigma - \Sigma \sqrt{1 - \Sigma^2} \right]} ,
\]
where \( P = p_3/m_+ \)

\[
\Sigma = \frac{1}{2m_+} \sum_{k=1}^{n} \omega_k ,
\]

(57)

and the ellipses stand for factors that do not affect the exponential.

In fact, this exponential part of the amplitude can also be obtained from the worldline-momentum approach: The \( n \)-th order of the imaginary part of the effective action, \( \text{Im} \Gamma_n \), corresponds to the sum of products of different orders of the amplitude. For example, \( \text{Im} \Gamma_4 \) contains \( |\mathcal{A}_4|^2 \), \( \text{Re} \mathcal{A}_3 \mathcal{A}_3 \) and \( \text{Re} \mathcal{A}_0 \mathcal{A}_4 \). The \( n \)-th order amplitude \( \mathcal{A}_n \) can be obtained from the term in \( \text{Im} \Gamma_n \) in which all Fourier frequencies have the same sign, because this corresponds to the cross-term 2\( \text{Re} \mathcal{A}_0 \mathcal{A}_n \) and \( \mathcal{A}_0 \) has a simple exponential that is easy to separate out. In this case the exponential is maximized by \( |\tau_i - \tau_j| = 0,1 \), which leads to \( \exp \left\{ \frac{m_i^2}{2E} (2\text{i}P\Sigma + s + \Sigma^2 \cot s) \right\} \) with the same \( \Sigma \) as in (57).

Performing the \( s \) integral with the saddle-point method as in (23) gives the same exponential for \( \mathcal{A}_n \) as (56).

Upon squaring the amplitude, the \( N \)-th order terms in the probability are given by \( \mathcal{A}_{N-n}^* \mathcal{A}_n \), with \( 0 \leq n \leq N \). Since \( p_3 \) only enters in the linear term in the exponential, the integral over \( p_3 \) gives a delta function \( \delta(\Sigma' - \Sigma) \), with \( \Sigma \) and \( \Sigma' \) for \( \mathcal{A}_{N-n}^* \mathcal{A}_n \) and \( \mathcal{A}_n \), respectively. This is the same as in Eq. (5.1) in [8] and we immediately recover the exponent in Eq. (5.5) in [8], which we there obtained with a completely different approach. Thus, for the total/integrated probability, we could stop at this point; after reproducing Eq. (5.5) in [8], which holds for quite general field shapes of the weak field, the rest of the calculation is identical to that in [8]. However, in the next subsection we take one step back and perform the Fourier integrals before performing the integral over \( p_3 \). This allows us to learn more about the structure of the higher-order exponentials and the momentum spectrum. For a monochromatic weak field, we immediately obtain the exponential from (56) with \( \Sigma = m\omega/(2m_+) \). As an example of a field with nontrivial Fourier transform, we consider a Gaussian pulse in the next section.

### D. Higher orders \( \mathcal{A}_n \) for a Gaussian pulse

We begin by performing the Fourier integrals in (56) with the saddle-point method. The saddle point for \( \Sigma \) is given by (49). Then we integrate \( \mathcal{A}_n^* \mathcal{A}_n \) over the momentum. The saddle point for the longitudinal momentum, \( P_{nm} \), is determined by \( \Sigma_n(P_{nm}) = \Sigma_m(-P_{nm}) \), which leads to a purely imaginary (or zero for \( m = n \)) solution given by

\[
P_{nm} = i \frac{\nu_n - \nu_m}{\sqrt{4 + (\nu_n + \nu_m)^2}} .
\]

(58)

Substituting (58) into (49) gives

\[
\Sigma_n(P_{nm}) = \left[ 1 + \left( \frac{\nu_n + \nu_m}{2} \right)^2 \right]^{-\frac{1}{2}} .
\]

(59)

The perpendicular momentum integrals are dominated by \( p_\perp = 0 \). Substituting these saddle points into the exponent we finally obtain

\[
\int d^3 p \, \mathcal{A}^*_n \mathcal{A}_n \sim \exp \left\{ - \frac{2}{E} \arctan \frac{\nu_n + \nu_m}{2} \right\} .
\]

(60)

Consider the \( N \)-th order of the probability \( P_N \). The amplitudes that contribute to this have \( m = N - n \) and hence

\[
P_N \sim \sum_{n=0}^{N} \ldots \exp \left\{ - \frac{2}{E} \arctan \frac{N\nu}{2n(N-n)} \right\} .
\]

(61)

This is exactly the same as the exponents we found in [8] using a very different approach, see Eq. (5.10) and (5.11) in [8]. In [8] we obtained this exponential from the world-line representation of the effective action or the master formulas for \( N \)-photon scattering in [31]. Those approaches give directly the total/integrated probability with no reference to the amplitude or any momentum integrals. By rederiving this exponential with the current approach, we learn that the different saddle points we found in [8], which are characterized by \( n \) in (61), correspond to the products of the different amplitude orders, \( \mathcal{A}_{N-n}^* \mathcal{A}_n \), that contribute to the probability \( P_N \) at a given order. For even \( N \) we see that the largest contribution comes from \( N = N/2 \), and for odd \( N \) the largest contribution comes from \( n = (N \pm 1)/2 \), i.e. (c.f. Eq. (3.7) in [8])

\[
\begin{align*}
N \text{ even:} \quad P_N & \sim |\mathcal{A}_{N/2}|^2 \sim \exp \left\{ - \frac{2}{E} \arctan \frac{2\nu}{N} \right\} \\
N \text{ odd:} \quad P_N & \sim 2\text{Re} \mathcal{A}_{(N-1)/2}^* \mathcal{A}_{(N+1)/2} \\
& \sim \exp \left\{ - \frac{2}{E} \arctan \frac{2N\nu}{N^2 - 1} \right\} .
\end{align*}
\]

(62)

As we go to higher orders, \( e^N \) in the prefactor decreases while the exponential increases, which leads in general to the existence of a dominant order [8].

### E. Third order \( \mathcal{A}_3 \) for a Gaussian pulse

Having obtained the saddle points at arbitrary orders, it is now straightforward to calculate the prefactor. In this section we do so for the third order amplitude for a Gaussian pulse. The calculation is similar to the one
above for \( A_2 \) so we simply state the results. We find
\[
\varepsilon^3 A_3 = \delta_{s,s'} \left[ \frac{E^3}{\omega} \right] \frac{27 \sqrt{3 \pi} E}{128 m_1^2 \Sigma_3 \nu_3} \left( 9 - 8 \Sigma_3^2 \right) \\
\exp \left\{ \frac{m_1^2}{E} \left[ i P \Sigma_3 + \arccos \Sigma_3 - i \phi(P) \right] \right\},
\]
where \( \Sigma_3 \) is given by (31). From (63) and (50) we obtain the dominant contribution to \( P_3 \) and \( P_6 \),
\[
\varepsilon^5 P_5 = V_3 \int \frac{d^3 p}{(2\pi)^3} \sum_\text{spin} 2 \text{Re} \varepsilon^2 A_2^* \varepsilon^3 A_3 = \frac{243}{640} \frac{3 E v^2 (1 + \bar{v}^2)^2 (1 + 9 \bar{v}^2)}{\arctan \bar{v}} e^{-\frac{\pi}{2} \arctan \nu_3},
\]
where \( \bar{v} = 5\nu/12 \), and
\[
\varepsilon^6 P_6 = V_3 \int \frac{d^3 p}{(2\pi)^3} \sum_\text{spin} |\varepsilon^3 A_4|^2 = \frac{59049}{131072} \frac{E v_3 (1 + \nu_3^2) (1 + 9 \nu_3^2)}{\arctan \nu_3} e^{-\frac{\pi}{2} \arctan \nu_3}.
\]
For the example in Fig. 5 we can now check that \( A_3 \) gives a negligible contribution to the spectrum, and from (53), (51), (52), (64) and (65) we find that \( \varepsilon^N P_N \) increases from \( N = 0 \) to \( N = 4 \) and then decreases, so for this particular example we do not have to calculate more terms.

### F. Cos-Gaussian pulse

So far we have focused on fields with a single maximum in \( t \). However, since it is the Fourier transform of the weak field that is most important here, it is relatively easy to generalize the results in the previous sections to oscillating fields. As an example we consider a sinusoidal field with a Gaussian envelope
\[
a'(t) = E \varepsilon \cos(\Omega t + \varphi) e^{-(\omega t)^2}.
\]
The Fourier transform is similar to the simple Gaussian pulse,
\[
a(\omega_1) = \frac{\omega_1 - \Omega}{2\omega_1} e^{-i\varphi} a_G(\omega_1 - \Omega) + \frac{\omega_1 + \Omega}{2\omega_1} e^{i\varphi} a_G(\omega_1 + \Omega),
\]
where \( a_G(\omega_1) \) is the Fourier transform for \( \Omega = \varphi = 0 \) given by (31). If we assume that \( \Omega \) is not too small, then one can neglect \( a_G(\omega_1 + \Omega) \) compared to \( a_G(\omega_1 - \Omega) \). We can perform the integrals with the same methods as before, so we simply state the final results here. We find
\[
\varepsilon A_1 = \delta_{s,s'} \frac{e^{-i\varphi} E \varepsilon}{2\omega} \frac{\sqrt{\pi}}{2 m_1 \Sigma_1} \frac{e^{-m_1^2 \left[ \Lambda_1 \nu_1 (\Lambda_1 - \Sigma_1) + i P \Sigma_1 + \arccos \Sigma_1 - i \phi(P) \right]}}{2} \frac{1}{\sqrt{1 + \nu_1^2} \left( 1 - \Lambda_1 \Sigma_1 \right) + i P \nu_1 \Sigma_1},
\]
\[
\varepsilon^2 A_2 = \delta_{s,s'} \frac{e^{-i\varphi} E \varepsilon^2}{2\omega} \frac{\sqrt{\pi} E v_2}{m_1^2 \Sigma_2^2} \left( 1 - \Lambda_2 \Sigma_2 + \frac{i P}{\nu_2 \Sigma_2} \right) \frac{e^{-m_1^2 \left[ \Lambda_2 \nu_2 (\Lambda_2 - \Sigma_2) + i P \Sigma_2 + \arccos \Sigma_2 - i \phi(P) \right]}}{2} \frac{1}{\sqrt{1 + \nu_2^2} \left( 1 - \Lambda_2 \Sigma_2 \right) + i P \nu_2 \Sigma_2},
\]
\[
\varepsilon^3 A_3 = \delta_{s,s'} \frac{e^{-i\varphi} E \varepsilon^3}{2\omega} \frac{27 \sqrt{3 \pi} E}{128 m_1^2 \Sigma^2 n_3 \nu_3} \left( 9 - 8 \Sigma_3^2 \right) \frac{e^{-m_1^2 \left[ \Lambda_3 \nu_3 (\Lambda_3 - \Sigma_3) + i P \Sigma_3 + \arccos \Sigma_3 - i \phi(P) \right]}}{2} \frac{1}{\sqrt{1 + \nu_3^2} \left( 1 - \Lambda_3 \Sigma_3 \right) + i P \nu_3 \Sigma_3},
\]
where \( \nu_n = \nu/\sqrt{m} \), and \( \Lambda_n = n\Omega/(2m) \). In Fig. 6 we compare these terms with the exact numerical result. In this example \( |A_0 + A_1|^2 \) is not enough, not even qualitatively. However by including the second order amplitude, \( |A_0 + A_1 + A_2|^2 \), we find a good agreement.

One advantage of this approach is that it gives the correct results in the limits where either the weak or the strong field vanishes. The limit \( \varepsilon \to 0 \) gives trivially the zeroth order \( P_0 \), which only depends on the strong field. In the other limit we can directly obtain the results by taking \( E \to 0 \) with \( E \varepsilon \) fixed in (68), (69) and (70), which gives
\[
\varepsilon A_1 = \frac{1}{4} \frac{E \varepsilon}{p_0^2 \omega} e^{-i\varphi - \frac{2m_1^2 \Lambda_1 \nu_1}{4} \frac{(2m_1^2 \Lambda_1 \nu_1)^2}{2} + \frac{i P}{8 \omega}} \frac{e^{-2 \nu_1^2}}{2},
\]
\[
\varepsilon^2 A_2 = \frac{i}{2} \frac{E \varepsilon}{p_0^2 \omega} e^{-i\varphi - \frac{2m_1^2 \Lambda_1 \nu_1}{4} \frac{(2m_1^2 \Lambda_1 \nu_1)^2}{2} + \frac{i P}{8 \omega}} \frac{e^{-2 \nu_1^2}}{2},
\]
\[
\varepsilon^3 A_3 = \frac{81 \sqrt{3} \pi}{1024} \frac{(9m_2^2 - 8p_0^2) m_3 E \varepsilon^3}{p_0^2 \omega} e^{-3i\varphi - \frac{2m_1^2 \Lambda_1 \nu_1}{4} \frac{(2m_1^2 \Lambda_1 \nu_1)^2}{2} + \frac{i P}{8 \omega}} \frac{e^{-2 \nu_1^2}}{2},
\]
where \( p_0 = \sqrt{m_1^2 + p_0^2} \). Fig. 6 shows one example where the dominant contribution comes from \( A_2 \) in one part of the spectrum and from \( A_3 \) in the other, and the agreement with the exact numerical result is excellent. In the limit of a long pulse \( \omega \to 0 \) these terms become proportional to \( \delta(2p_0 - n\Omega) \) as expected.
FIG. 6. The $p_3$ spectrum $|\mathcal{A}|^2$ at $p_\perp = 0$ for (66) with $E = 0.05$, $\varepsilon = 10^{-3}$, $\omega = 1.5E$, $\Omega = 0.75$ and $\phi = 0$. The strong field is a Sauter pulse with frequency $E/15$. The red dashed curve gives $|\mathcal{A}_0|^2$, the orange dashed curve $|\mathcal{A}_0 + \mathcal{A}_1|^2$ and the black curve $|\mathcal{A}_0 + \mathcal{A}_1 + \mathcal{A}_2|^2$, where $\mathcal{A}_0$ and $\mathcal{A}_1$ are obtained from (68), (69). The blue dotted lines give the exact result obtained by solving the Riccati equation numerically with the approach in (65), i.e. by using the TIDES differential equation solver and the multiple-precision library MPFR. The lower blue and the dashed black curves show the spectrum for the weak field alone, where the dashed black curve is given by $|\mathcal{A}_1 + \mathcal{A}_2|^2$, with $\mathcal{A}_1$ from (72), (73) and (74). This spectrum is dominated by $\mathcal{A}_2$ for $p_3 \lesssim 0.4$ (except close to $p_3 = 0$ where $\mathcal{A}_2 = 0$) and by $\mathcal{A}_3$ for $p_3 \gtrsim 0.5$, while $\mathcal{A}_1$ is completely negligible.

IV. HIGHER-ORDER PREFACTORS FOR THE INTEGRATED PROBABILITY

In this section we show how to obtain higher orders of the integrated probability, including the prefactors, using the worldline formalism. We show in particular how to use this method to obtain (41), (42), (53), (64) and (65). Our starting point is (6) with the spin factor given by (8). However, as we in this section only calculate the integrated probability, we do not go over to the worldline-momentum representation. This is a generalization of the approach we used in (8). We expand the effective action in the weak field as in (10), where now

$$\varepsilon^N \Gamma_N = \int \prod_{k=1}^{N} \frac{d\omega_k}{2\pi} a(\omega_k) \int_{0}^{\infty} \frac{dT}{T} \int_{0}^{1} \prod_{k=1}^{N} d\tau_k \int D\mathbf{x} W_N \exp \left\{ -i \left( \frac{T}{2} + \sum_{i=1}^{N} \omega_i t(\tau_i) + \int_{0}^{1} \frac{\dot{z}^2}{2T} + Et\dot{z} \right) \right\},$$

(75)

and the prefactor $W_N(T, \omega_i, \dot{z}(\tau_i))$ is obtained from the expansion of

$$2 \cos \left( \frac{iT}{2} \left[ E + \int_{0}^{1} a'(t) \right] \right) \exp \left( -i \int_{0}^{1} a(\tau) \right)$$

(76)
in the field strength $a$. We start with the path integral. The transverse integrals simply give

$$\int Dx^\perp \exp \left( -i \int \frac{-\dot{z}^2}{2T} \right) = \frac{V_\perp}{(2\pi i)^{\frac{d}{2}}} ,$$

(77)

where $d$ is the number of transverse dimensions. We separate the time integral into a ‘center of mass’ plus oscillating terms, $t(\tau) \rightarrow t_c + t(\tau)$, where the new $t$ obeys $\int_{0}^{1} t = 0$. The $t_c$ integral gives a delta function for the Fourier frequencies $\int dt_c \rightarrow 2\pi \delta(\omega_1 + \cdots + \omega_N)$. For the fields we consider here it is natural to switch to Euclidean variables, $t \rightarrow -it$ and $T \rightarrow -iT$. It turns out to be convenient to use $s = ET/2$ instead of $T$. Selecting the $N$-th order from (76) and exponentiating the resulting products (c.f. [29]) give

$$W_N = \text{linear} \frac{i^N}{N!} \left\{ \exp \left[ is - \sum_{k=1}^{N} \epsilon_k \left( \dot{z}(\tau_k) + \frac{s}{E} i\omega_k \right) \right] \right.$$ 

$$+ \exp \left[ -is - \sum_{k=1}^{N} \epsilon_k \left( \dot{z}(\tau_k) - \frac{s}{E} i\omega_k \right) \right] \right\} ,$$

(78)

where linearizes selects all the terms that are linear in all $\epsilon_k$. The path integral is now a relatively simple Gaussian. We remove the terms in the exponent that are linear in $z$ by making a shift in the integration variables, $z \rightarrow z_{cl} + z$, where the “classical” part is given by

$$\dot{z}_{cl}(\tau) = -ET + T \sum_{k=1}^{N} \epsilon_k \delta(\tau - \tau_k) - 1) .$$

(79)

The $z$ integral is now free and gives a volume factor $\Delta z$,

$$\int Dz \exp \left( - \int \frac{\dot{z}^2}{2T} \right) = \frac{\Delta z}{\sqrt{2\pi T}} .$$

(80)

For the remaining $t$ integral we again make the exponent quadratic by shifting the integration variable, $t \rightarrow t_{cl} + t$ where the “classical” part is obtained by expanding its equation of motion (c.f. [19]),

$$(\partial^\perp_x^2 + [2s]^2) t_{cl}(\tau) = T \sum_{k=1}^{N} (\omega_k - 2s\epsilon_k)(\delta(\tau - \tau_k) - 1) ,$$

(81)

in terms of Fourier modes, which yields (c.f. [20])

$$t_{cl}(\tau) = T \sum_{k=1}^{N} (\omega_k - 2s\epsilon_k) \sum_{n \neq 0} \frac{e^{2\pi i n(\tau - \tau_k)}}{(2s)^2 - (2\pi n)^2}$$

$$= \frac{1}{2E} \sum_{k=1}^{N} (\omega_k - 2s\epsilon_k) \left( \cos \left[ s(1 - 2|\tau - \tau_k|) \right] - \frac{1}{s} \right) ,$$

(82)

where the sum over $n$ can be performed using Eq. (1.445.2) in [32]. We perform the Gaussian path
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The saddle point \( \delta \) is relevant also at higher orders, but with \( \nu \) depending on the order. With these two saddle points we find \( 2 \text{Im } \Gamma_2 = P_2 \) with \( P_2 \) given by (65) (for \( d = 2 \)).

B. \( \text{Im } \Gamma_3 \)

Now we turn to the first nontrivial odd term, \( \Gamma_3 \), which is illustrated by the fourth diagram on the right-hand-side in Fig. 1. Because of \( \delta \omega_1 + \omega_2 + \omega_3 \), one of the three \( \omega_i \) must have opposite sign compared to the other two. We assume without loss of generality that \( \omega_1 \) and \( \omega_2 \) have the same sign, and multiply with a factor of 3 to account for the other two equivalent regions. We have two different contributions to \( W_3 = W_3^{(1)} + W_3^{(2)} \); one \( (W_3^{(1)}) \) without delta functions, and the other \( (W_3^{(2)}) \) with delta functions. For \( W_3^{(1)} \) we use translation invariance \[ (92) \] to set \( \tau_3 = 0 \). Looking at the behavior of the exponential, we find that the dominant contribution comes from the integration region near \( \tau_1 = \tau_2 = 1/2 \). We expand around this point, \( \tau_1 = 1/2 + \delta \tau_1 \) and \( \tau_2 = 1/2 + \delta \tau_2 \), and change variables to \( \delta s = \delta \tau_1 \pm \delta \tau_2 \). It turns out that the exponent contains a term linear in \( |\delta s| \), which means that we can neglect terms with \( \delta^2 \) and \( \delta s \) to leading order. So, to leading order we have one ordinary saddle point integral with \( \delta^2 \) in the exponent, and one which instead has \( |\delta s| \). At higher orders we have more terms where the fluctuation, \( \delta \), say, around some “saddle point” for the \( \tau \) integrals behaves as \( |\delta| \) rather than \( \delta^2 \). So, we are dealing here with a generalization of the ordinary saddle point method.

The \( s \)-dependent part of the exponential is now given by (89) with \( \Sigma \) given by \( \Sigma = |\omega_1 + \omega_2|/2 \), and the saddle point is given by (90). Of the three terms in \( W_3^{(2)} \), we can neglect those with \( \delta \tau_1 \tau_2 \) and \( \delta \tau_2 \tau_3 \) since they give exponentially smaller contributions. The term with \( \delta \tau_1 \tau_2 = \delta \) leads to the same exponential as the terms in \( W_3^{(1)} \). The contribution from \( \omega_1, \omega_2 < 0 \) is equal to minus the complex conjugate of the contribution from \( \omega_1, \omega_2 > 0 \). We hence find

\[
2 \text{Im } \epsilon^3 \Gamma_3 = 4 V_3 \text{Im } \int \frac{d \omega_1}{2 \pi} \frac{d \omega_2}{2 \pi} a(\omega_1) a(\omega_2) a(-\omega_1 - \omega_2) \left[ \frac{E}{4 \pi s} \right]^{\frac{1}{2}} \frac{1}{\omega_1 \omega_2 \Sigma} e^{-\frac{E}{2 \pi} \left( \arccos \Sigma - \sqrt{1 - \Sigma^2} \right)} ,
\]

where \( \omega_1 > 0, \omega_2 > 0 \) and \( \Sigma = |\omega_1 + \omega_2|/2 \). It is now straightforward to check that (93) agrees with our WKB results for the amplitude: Just take \( \mathfrak{A}_1 \) and \( \mathfrak{A}_2 \) from (27) and (47), and integrate \( 2 \text{Re } \mathfrak{A}_1^* \mathfrak{A}_2 \) as in (51). The momentum integrals are similar to the previous section and we hence find

\[
2 \text{Im } \epsilon^3 \Gamma_3 \approx V_3 \int \frac{d^3 p}{(2 \pi)^3} \sum_{\text{spin}} 2 \text{Re } \epsilon \mathfrak{A}_1 \epsilon^2 \mathfrak{A}_2 .
\]

(Note that we have \( \approx \) because the exact relation between the effective action and the amplitude at this order also includes the subleading term with \( 2 \text{Re } \mathfrak{A}_0^* \mathfrak{A}_3 \).)

C. \( \text{Im } \Gamma_4 \)

The effective action at fourth order, \( \Gamma_4 \), is represented by the fifth diagram on the right-hand-side in Fig. 1. The dominant contribution to \( \Gamma_4 \) comes from the region where two \( \omega_i \)'s are positive and the other two are negative. Without loss of generality we assume \( \omega_1, \omega_2 > 0 \) and \( \omega_3, \omega_4 < 0 \), and multiply with a factor of 6 to account for the other equivalent regions. We again use the translation invariance to put \( \tau_4 = \) constant := \( \tau_0 \), and for definiteness we choose \( 0 < \tau_0 < 1/2 \). Then the dominant contribution comes from the region around \( \tau_1 = \tau_2 = \tau_0 + 1/2 \) and \( \tau_3 = \tau_0 \). Expanding around this point, \( \tau_1.2 = \tau_0 + 1/2 + \delta \tau_1.2 \) and \( \tau_3 = \tau_0 + \delta \tau_3 \), we find two integrals with exponents having the \( |\delta| \)-type of fluctuation for small \( \delta \), and one Gaussian integral. The exponential for the \( s \) integral has the same form as before, (89), and hence the saddle point is given by (90), where \( \Sigma = (\omega_1 + \omega_2)/2 \). \( W_4 \) is given by (84) with \( \xi_1 = \xi_2 = -\xi_3 = -\xi_4 = -2 \sqrt{1 - \Sigma} \). We can calculate the delta function terms in \( W_4 \) by re-expressing the delta functions using partial integration, but it is easier to use the delta functions to perform \( \tau \)-integrals. We first note that, to leading order in \( E \), we can take \( \epsilon \xi_i \epsilon_i \delta \tau_1... \rightarrow \epsilon \xi_i \epsilon_i \delta \tau_1... \) in (84), and we only need to consider the terms with \( \delta \tau_1, \tau_2 \) and \( \delta \tau_3, \tau_4 \) since the other delta functions lead to exponentially smaller contributions. We hence find

\[
2 \text{Im } \epsilon^4 \Gamma_4 = V_3 \int \prod_{k=1}^{4} \frac{d \omega_k}{2 \pi} \frac{a(\omega_k)}{2 \pi} \left[ \frac{E}{4 \pi s} \right]^{\frac{1}{2}} \frac{1}{\omega_1 \omega_2 \omega_3 \omega_4} e^{-\frac{E}{2 \pi} \left( \arccos \Sigma - \sqrt{1 - \Sigma^2} \right)} ,
\]

where the integrals are restricted to the region with \( \omega_{1,2} > 0 \) and \( \omega_{3,4} < 0 \), and \( \Sigma = (\omega_1 + \omega_2)/2 \). It is now straightforward to check that (95) agrees with our WKB results for the amplitude. We again perform the momentum integral as before and find

\[
2 \text{Im } \epsilon^4 \Gamma_4 \approx V_3 \int \frac{d^3 p}{(2 \pi)^3} \sum_{\text{spin}} |\epsilon \mathfrak{A}_2|^2 ,
\]

with \( \mathfrak{A}_2 \) given by (47). (Note again that we have an approximate sign because we have neglected the subleading terms with \( 2 \text{Re } \mathfrak{A}_0^* \mathfrak{A}_4 \) and \( 2 \text{Re } \mathfrak{A}_1^* \mathfrak{A}_3 \).)

Thus, we have now obtained the same \( P_3 \) and \( P_4 \) using two completely different approaches, and without choosing a particular field shape of the weak field. For a Gaussian weak field \( \mathfrak{A}_1 \), performing the remaining Fourier integrals with the saddle point method gives (51) and (52) (for \( d = 2 \) transverse dimensions).
The integrals in (86) can also be performed numerically. One approach is to first perform the s-integral by integrating along e.g. a C-shaped contour that passes vertically through the saddle point, which depends on \( \tau_i \), or a similar contour in regimes where the result is not exponentially suppressed. Then one can perform the \( \tau_i \) integrals on a real \( N - 1 \) dimensional unit hypercube \( 0 < \tau_i < 1 \). In Fig. 4 we show the results of such a numerical integration for \( \Gamma_4 \) and \( \omega_1 = \omega_2 = -\omega_3 = -\omega_4 = \omega \). Of course, even for a monochromatic field we have \( N \) integrals to perform for \( \Gamma_N \), and the integrand becomes more complicated at higher \( N \) because of the increase in the number of terms in the prefactor \( W_N \), which can make a numerical integration time-consuming at high orders.

As a straightforward generalization of the above calculations we can also obtain higher orders. We already have the saddle points. What remains is to find some suitable integration variables and their scaling with respect to \( E \), and then expand the integrand in \( E \). We find exactly the same results as from the amplitude approach, i.e. \( 2 \text{Im} \varepsilon^5 \Gamma_5 = (57) \) and \( 2 \text{Im} \varepsilon^6 \Gamma_6 = (65) \).

As yet another approach, we have also derived (93) and (95) by calculating the corresponding loop diagrams in Fig. 4 using the electron propagator in (44) (or rather the single-integral representation obtained by first performing the momentum integrals in (44)). The prefactor can then be obtained by choosing a representation for the Dirac matrices. This might at first seem like a simpler approach, but we found it much simpler to obtain (93) and (95) with the path-integral approach described in this section.

V. DOUBLE ASSISTANCE

So far we have considered a strong constant field assisted by a single weak field. In [23] we proposed and studied a doubly-assisted generalization, where the strong field is assisted by both a weak field [1] as well as a real/on-shell high-energy photon [12]. In [23] we treated the weak field with nonperturbative methods. Here we will show that one can treat it with our perturbative approach. The inclusion of the high-energy photon basically corresponds to adding a third field in the shape of a plane wave, which is treated to lowest order. The pair production probability can be obtained from the polarization tensor using the optical theorem. Its weak field expansion is illustrated in Fig. 5. The polarization tensor can be obtained from the following worldline representation of the effective action (see e.g. [29, 31, 43])

\[
\Gamma_{k,\epsilon \rightarrow k',\epsilon'} = 2\varepsilon^2 \int_0^\infty \frac{dT}{T} \int \frac{D\psi}{4} \int_0^1 \frac{d\tau_1}{4} dr_2 \left[ (\dot{x} - T k \psi \epsilon \psi) \right] \tau_1 \left| (\dot{x} + T k' \psi \epsilon' \psi) \right| r_2 e^{-ikx(\tau_1) + ik'x(\tau_2)} \exp \left\{ -\frac{T}{2} + \int_0^1 \frac{x^2}{2T} + A\dot{x} - \frac{i}{2} \dot{\psi}^2 - \frac{i}{2} \psi TF \psi \right\},
\]

where \( \psi_\mu(\tau) \) is an anti-commuting Grassmann variable with anti-symmetric boundary conditions, \( \psi(1) = -\psi(0) \), \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu \), and \( k_\mu \) and \( \epsilon_\mu \) are the momentum and polarization of the high-energy photon. We consider again \( A_3 = a(t) + Et \) and treat the weak field perturbatively using its Fourier transform (11). This expansion makes the path integrals Gaussian and the prefactor is obtained from various Wick contractions as described in e.g. [29, 43]; we have included the formulas we need in Appendix B. The spatial homogeneity leads to the conservation of the photon momentum,

\[
\Gamma_{k,\epsilon \rightarrow k',\epsilon'} = : (2\pi)^3 \delta^3(k' - k) iM_{e',e}. \tag{98}
\]

The optical theorem now gives the pair production probability \( P_{e^+ e^-} = \frac{1}{k_0} \text{Im} M_{e',e} \). For the high-energy photon we choose \( k_\mu = \Omega(1, \sin \theta, 0, \cos \theta) \) and two orthogonal polarization vectors \( \epsilon^{(0)}_\mu = (0, -\cos \theta, 0, \sin \theta) \) and \( \epsilon^{(1)}_\mu = (0, 1, 0, 0) \), which obey \( k \epsilon = 0 \) and \( \epsilon^2 = -1 \).

We focus on the perpendicular case, \( k_3 = 0 \), since this gives the largest probability and the simplest results. After performing the path integrals we find

\[
\varepsilon^N P_N = \text{Im} \int_0^\infty dT \prod_{i=1}^{N} \frac{d\omega_i}{2\pi} \left( \sum_{i=1}^{N} \omega_i \right)^{N/2} \int_1^{N+2} d\tau_i \cdots e^{-i\left( \frac{3}{2} + \frac{1}{2} \sum_{k, i = 1}^{N+2} K_i [g_R(\tau_i - \tau_k) - g_R(0)] K_i \right)},
\]

where \( K_i = \delta_0^{\mu} \omega_i \) for \( i = 1, \ldots, N \), \( K_{N+1, \mu} = k_\mu \), \( K_{N+2, \mu} = -k'_\mu \), \( G_R \) is a worldline Green’s function given by (81), and where the ellipses stand for sub-dominant prefactor terms, see below, which are obtained from Wick contractions as described in (88). We begin by finding the values of \( \tau_i \) that maximize the exponential. This is similar to the case without the high-energy photon, and we again find that either \( |\tau_i - \tau_j| = 0 \) or \( |\tau_i - \tau_j| = 1/2 \).
The $T$-integral is also similar to what we had in the previous sections. Using methods similar to the ones described above, we hence find

\[
\epsilon^N P_N \sim \int \prod_{i=1}^N d\omega_i \alpha(\omega_i) \delta \left( \sum_{i=1}^N \omega_i \right) \ldots \exp \left\{ -\frac{2m^2}{E} \left( \arccos \Sigma - \Sigma \sqrt{1-\Sigma^2} \right) \right\},
\]

where $\Sigma$ is again the sum of the positive frequencies, but this time divided by an effective mass that depends on the frequency of the high-energy photon,

\[
\Sigma = \frac{1}{2m_\perp} \left( \Omega + \sum_{i=1}^J \omega_i \right), \quad m_\perp = 1 + \left( \frac{\Omega}{2} \right)^2,
\]

where $0 < J < N$ is an integer that characterizes different saddle points. For even $N$ the dominant contribution comes from $J = N/2$, and for a monochromatic field half of the Fourier frequencies must be positive implying $\sum_{i=1}^J \omega_i = N\omega/2$. Compare (100) with (3) for the case without the high-energy photon. The main difference is a heavy effective mass $m_\perp > 1$ that comes from the spatial components of the high-energy photon momentum, which is similar to the results in [3] for singly assisted pair production with a weak field in the shape of a plane wave. Note that, even if the characteristic frequency $\omega_\ast$ of the weak field is much smaller than $\Omega$ and the electron mass, the dominant contributions for Gaussian and Sauter-like pulses still come from Fourier frequencies on the order of the electron mass $\omega_\ast \sim 1$, similar to the case in the previous sections.

\section{A. Sauter pulse}

For a Sauter pulse [29], we find after performing the Fourier integrals

\[
P_N \sim \exp \left\{ -\frac{2m^2}{E} \left( \frac{\Omega}{m_\perp \chi} + \frac{\sqrt{\chi^2 - 1}}{\chi} + \arcsin \frac{1}{\chi} \right) \right\},
\]

where $\chi = m_\perp \gamma_\ast$ and $\gamma_\ast = \omega_\ast/E$. Note that all orders have the same exponential for these Sauter-like fields. That is what we found for ordinary dynamical assistance in [3], and now we can see that this is also the case with the addition of a high-energy photon. Note also that (102), which is obtained by treating the weak field perturbatively, is exactly the same as the exponential we found in [23] by treating the weak field nonperturbatively.

\section{B. Gaussian pulse}

For a Gaussian field (31) the results are conveniently expressed in terms of $\nu = E/\omega^2$ and $\Lambda = \Omega/(2m_\perp)$. Performing the Fourier integrals with the saddle-point method leads to

\[
P_N \sim \exp \left\{ -\frac{2m^2}{E} \left( \arccos \Sigma - \Sigma \sqrt{1-\Sigma^2} \right) \right\}
\]

where

\[
\Sigma = \frac{\nu^2 \Lambda + \sqrt{1 + \nu^2 \Lambda^2}}{1 + \nu^2}, \quad \bar{\nu} = \frac{N\nu}{2J(N-J)}.
\]

The exponential is a strictly decreasing function of $\nu$ (which is natural since increasing $\nu$ corresponds to decreasing $\omega$). Thus, the dominant contribution comes from the value of $J$ that gives the smallest $\bar{\nu}$, which is $J = N/2$ for even $N$ and $J = (N \pm 1)/2$ for odd $N$. For $\Lambda \to 0$ we recover our results for single assistance. For $\Lambda \ll 1$ we have

\[
\Lambda \ll 1: \quad P_N \sim e^{-\frac{2m^2}{E} \left( \arctan \bar{\nu} - \frac{\nu^2 \Lambda}{1 + \nu^2} \right)},
\]

which shows that the additional photon leads to a further reduction of the exponential suppression. For $\nu \ll 1$ the field strength drops out in the leading term in the exponent and we find for even $N$

\[
\nu \ll 1: \quad P_N \sim e^{-N \left( \frac{2m_\perp^2}{E \chi} \right) \left( 1 - \frac{1}{2} \left| 1 - \Lambda \right| \bar{\nu}^2 \right)},
\]

where the leading term is what one expects from $N$ factors of the Fourier transform evaluated at the minimum.
Fourier frequency needed to add up to the necessary energy, i.e. \((N/2)|\omega| = 2m_\perp - \Omega\).

As without the high-energy photon, the exponential increases while the prefactor decreases as we go to higher orders. As in the singly-assisted case \([8]\) we can estimate the probability by exponentiating \(\varepsilon^N\) from the prefactor and approximating the sum over all orders with the “saddle point” for \(N\), which we find to be

\[
N_{\text{dom}}^{\text{Gauss}} \sim 2\nu\chi(\Sigma - \Lambda) \quad \text{where} \quad \Sigma = \sqrt{1 - \frac{1}{\chi^2}}, \tag{107}
\]

\[
\chi := \gamma_\perp \sqrt{\ln|\varepsilon|} \quad \text{and} \quad \gamma_\perp = m_\perp \gamma. \quad \text{As} \quad \Lambda \to 0 \quad \text{this reduces to the estimate in} \quad [8] \quad \text{of the dominant order in the singly-assisted case. A nonzero} \quad \Omega \quad \text{hence leads to a lower dominant order. Substituting the dominant order into} \quad P_N \quad \text{gives us}
\]

\[
P^{\text{dom}}_{\varepsilon^+\varepsilon^-} \sim e^{-\frac{2m_\perp^2}{\varepsilon^2} \left( -\frac{\alpha}{m_\perp^2 + \frac{\gamma_\perp^2}{\chi^2}} + \arcsin \frac{\chi}{\sqrt{\gamma_\perp^2 + \chi^2}} \right)}. \tag{108}
\]

Curiously, this exponential has the same form as for a Sauter pulse \([102]\), but with \(\chi = \gamma_\perp \gamma_{\text{crit}}\) where \(\gamma_{\text{crit}} \sim \sqrt{\ln|\varepsilon|}\) in the Gaussian case. This generalizes a result in \([8]\) to the case with an additional high-energy photon. A better agreement with the instanton exponent can be achieved by exponentiating a factor of \(\gamma\) together with \(\varepsilon\), so that \(\gamma_{\text{crit}} \rightarrow \sqrt{\ln|\varepsilon|}\), where \(c\) is (to a first approximation) a constant obtained by matching. This is the same approach we used in \([8]\) for a different setup. It might look like \([108]\) has a threshold at \(\chi = 1\), but \(N_{\text{dom}}^{\text{Gauss}} > 0\) in \((107)\) implies \(\chi > m_\perp\) so the threshold is given by \(\gamma_\perp \gamma_{\text{crit}} = 1\) and not \(\gamma_\perp \gamma_{\text{crit}} = 1\). We can also confirm this by noting that at \(\chi = m_\perp\) the weak field drops out and we recover Eq. (5) in \([12]\), which gives the exponential for the case where the strong constant field is only assisted by a high-energy photon.

### C. Sinusoidal field

Our third example is a sinusoidal field \(a(t) \propto \sin(\omega t)\). For this field we have \(\Sigma = \frac{1}{2m_\perp} (\Omega + \frac{N\omega}{2})\). Estimating the dominant order as above we find results similar to the Gaussian case \((107)\).

\[
N_{\text{dom}}^{\cos} = \frac{4m_\perp}{\omega} (\Sigma - \Lambda) \quad \text{where} \quad \Sigma = \sqrt{1 - \frac{1}{\chi^2}}, \tag{109}
\]

and \(\chi = \gamma_\perp / \ln|\varepsilon|\). We again recover the result for the singly-assisted case \([8]\) as \(\Omega \rightarrow 0\). The threshold is again given by \(\chi = m_\perp\). Substituting the dominant order into the exponential gives us \([108]\), i.e. we again find the same form as in the Sauter case and the corresponding estimate for the Gaussian pulse, but with \(\gamma_{\text{crit}} \sim \ln|\varepsilon|\). Again, by comparing with the limit \(\gamma \rightarrow \infty\) of the instanton exponent we find a better agreement by exponentiating a factor of \(\gamma\) together with \(\varepsilon\), so that \(\gamma_{\text{crit}} \rightarrow |\ln|\varepsilon||\).

We note that for \(\gamma \gg \gamma_{\text{crit}}\) we have

\[
P_{\varepsilon^+\varepsilon^-} \sim \exp\left\{ \frac{2m_\perp - \Omega}{\omega} \ln|\varepsilon| \right\}, \tag{110}
\]

which is simply the amplitude of the weak field \(\varepsilon/\gamma\) to the power of the number of photons from the weak field that are needed to add up to twice the electron (effective) mass.

To understand why we obtain \((108)\) for a sinusoidal field, notice that with \(\hat{\omega} := N\omega/2\) the sum over all orders \(N\) can be expressed as

\[
P_{\varepsilon^+\varepsilon^-} \sim \sum_{\varepsilon} e^{-\frac{2|\ln|\varepsilon||}{m_\perp^2}} \frac{2m_\perp^2}{\varepsilon^2} \left( \operatorname{arccos} \frac{\gamma}{\sqrt{\chi^2 + \gamma^2}} \right), \tag{111}
\]

where \(\Sigma = (\Omega + \hat{\omega})/(2m_\perp)\), so, by formally identifying \(\hat{\omega}\) with the Fourier frequency in the second order case, we see that the \(\ln|\varepsilon|\)-term in \((111)\) behaves as the exponential decay \([20]\) of the Fourier transform of a Sauter pulse with an effective frequency \(\omega_e = \omega/|\ln|\varepsilon||\). Thus, estimating the sum in \((111)\) with the “saddle point” for \(N\) leads to the Sauter exponential with \(\gamma_{\text{crit}} \sim |\ln|\varepsilon||\).

### VI. CONCLUSIONS

This paper is a continuation of \([8]\) where we study dynamically assisted Schwinger pair production by expanding the probability in a power series in the field strength of the weak field \(\sim \varepsilon \ll 1\). This approach allows us to obtain analytical approximations for a large class of fields, and hence provides a useful alternative to e.g. treating the total field with instanton methods. We can therefore learn more about the analytical structure of the probability, which is particularly important when assisting Schwinger pair production with high-energy photons.

The Keldysh parameter of the weak field alone is large, \(\omega/|\varepsilon E| \gg 1\), and so the weak field is sometimes associated with the multi-photon regime. However, for weak fields with sufficiently wide Fourier transforms, like the exponentially decaying Fourier transform of a Sauter-pulse, the dominant contribution comes already from the first order amplitude, \(P_{\varepsilon^+\varepsilon^-} \sim |\varepsilon|\), i.e. from the absorption of a single photon. This means that both the exponential and the prefactor part of the probability can be calculated analytically for this class of fields \([8]\). For a Gaussian pulse the Fourier transform decays more rapidly and, although for some field parameters we still have \(P_{\varepsilon^+\varepsilon^-} \sim |\varepsilon|\,^2\), in general one has to include higher orders in the \(\varepsilon\) expansion.

One of our main objectives in this paper is to show how to calculate the prefactor of higher-order terms in this expansion. We have showed how to use either WKB or worldline methods. We have for example derived the momentum spectrum using the worldline formalism \([21]\). To the best of our knowledge, this is the first time that the pre-exponential factor of the momentum spectrum is derived using this formalism.
As an example, we chose in [8] two sets of parameter values for a Gaussian field, one for which the exact/numerical results agree with $|A_0 + A_1|^2$, and another for which $|A_0 + A_1|^2$ is clearly not enough. In this paper we have calculated $A_3$ and showed that by including it we can obtain a good approximation also for the second set of parameters. This is an explicit example of the fact that, although $|A_0 + A_1|^2$ is not enough for all field shapes or in all parameter regimes, one can nevertheless treat the weak field perturbatively, one just has to go to higher orders. Here we have obtained the prefactor up to $P_6$ (or $A_3$), which was enough for a good approximation for the particular example just mentioned. In general the dominant contribution can of course come from even higher orders. It will probably become quite tedious at some point, but at least in principle one should be able to use the methods presented in this paper to obtain the prefactor of these higher orders as well.

One advantage of our approach, where the weak field is expressed in terms of its Fourier transform, is that it becomes clear what frequency components that are responsible for the dominant contribution. We have found that, e.g. for a Sauter pulse $\propto \text{sech}^2(\omega t)$ or Gaussian $\propto e^{-(\omega t)^2}$, the dominant contribution tends to come from Fourier frequencies on the order of the electron mass, even for $\omega \ll m$. If one insists on restricting the relevant frequencies to be below the electron mass, e.g. for experimental reasons, then one might be led to consider monochromatic fields, e.g. $\cos \omega t$. However, as the Fourier transform only has support at $\omega$ one then needs larger $\omega$, compared to the characteristic frequency of a Gaussian or a Sauter pulse, to obtain a significant enhancement, see e.g. [9]. So, in the parameter regime considered here it seems that for significant enhancement one is naturally led to consider frequencies that might be rather large compared to what near-future lasers can provide, but at least these higher frequencies make it easier to obtain simple approximations with the methods described here.

In this paper we have focused on linearly polarized electric fields that only depend on time. This allows us to find simple, explicit analytical approximations. As shown in [7, 44], purely time-dependent fields can, at least in some regimes, be used to give good quantitative approximations. It is also useful to start with such fields because it allows us to compare with the exact result obtained with well-developed numerical methods like solving the Riccati equation, which can be done to high precision [33], or the Wigner/quantum kinetic theory, which could be used for e.g. rotating fields [45, 46]. However, our perturbative approach can also be useful for studying weak fields with more complex space-time structure and/or strong fields with e.g. a nonzero magnetic component. For example, in [23] we applied our perturbative approach to a weak field in the shape of a plane wave, i.e. a case where the total field is an exact solution to Maxwell’s equation in vacuum. We again found good agreement with results obtained with other methods. We found qualitatively similar behavior as for purely time-dependent fields, e.g. the existence of a dominant order, which provides further motivation for studying purely time-dependent electric fields.

To further demonstrate the usefulness of this perturbative approach, we have also applied it to doubly assisted pair production [23], where a high-energy photon is added to ordinary dynamical assistance. For Sauter-like weak fields we again find that the dominant contribution to the probability is quadratic in the weak field and its exponential part is exactly the same as the one obtained in [23] by treating both the strong and the weak field with nonperturbative methods. As in the singly assisted case [23], we again find that a Gaussian or monochromatic weak field can lead to a higher dominant order. Although we have for simplicity assumed that both the (coherent) fields are purely time-dependent, the high-energy photon is on-shell, so this is another multidimensional example, and here we have showed that it is still possible to calculate the prefactor.

When extending the methods presented here to more complex, space-time dependent fields, one might have to perform some steps numerically, e.g. to find the saddle points. Although the approximation would then not be completely analytical, one would still see the analytical dependence on some of the parameters and it could be very useful for quickly obtaining estimates in cases where an exact numerical treatment would be challenging or time-consuming. This could be useful for searching for promising parameters for maximizing the enhancement of the probability for future experiments, before turning to a fully numerical treatment [10, 47–50]. Moreover, as demonstrated in [44] and [51], knowing the saddle points for some simpler fields can be very useful for finding the corresponding ones for complex fields that can be reached via a continuous deformation, which gives further motivation for working out all the details for simple fields as a start.
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Appendix A: Ingredients for the WKB approach

In this appendix we collect some of the main ingredients needed in the WKB approach. The WKB approximations are given by (see e.g. [52, 53])

\begin{align}
U_r(t, q) &= (\gamma^0 \pi_0 + \gamma^t \pi_t + 1) G^+(t, q) R_r, \\
V_r(t, -q) &= (-\gamma^0 \pi_0 + \gamma^t \pi_t + 1) G^-(t, q) R_r,
\end{align}

(A1)
where $R_r, r = 1, 2$, are eigenspinors $\gamma^0 \gamma^3 R_r = R_s$, and

\[ G^\pm(t, q) = \left[ 2\pi_0(\pi_0 \pm \pi_3) \right]^{-\frac{1}{2}} \exp \left[ \mp i \int_{t_0}^t dt' \pi_0(t') \right], \]  

(A2)

where $\pi_3(t) = p_3 - A(t)$ and $\pi_0 = \sqrt{m^2 + \pi_3^2(t)}$. We arbitrarily choose $t_0 = 0$. These WKB approximations are eigenstates of the Hamiltonian (cf. e.g. [29])

\[ \mathcal{H} = \gamma^0 (-i\gamma^\mu \partial_\mu + A + 1) \]  

(A3)

\[ \mathcal{H} e^{-ip \cdot x^\prime} U(t, p) = \pi_0(t) e^{-ip \cdot x^\prime} U(t, p) \]  

(A4)

\[ \mathcal{H} e^{ip \cdot x^\prime} V(t, p) = -\pi_0(t) \bigg|_{A \to -A} e^{ip \cdot x^\prime} V(t, p). \]  

(A5)

It follows from $\gamma^0 \gamma^3 R_s = R_s$ that $R_s^1 \gamma^0 R_r = R_s^1 \gamma^3 R_r = -(\gamma^3 R_s)^1 R_r = -R_s^1 \gamma^0 R_r = 0$ and similarly $R_s^0 \gamma^0 \gamma^3 R_r = 0$. Using these equations its straightforward to show that

\[ U_1^s(t, q) U_r(t, q) = V_1^s(t, q) V_r(t, q) = \delta_{sr} \]  

(A6)

\[ U_1^s(t, q) V_r(t, -p) = 0. \]  

(A7)

For a constant strong field $A = Et$, the integral in the exponent is given by

\[ \int_0^t \pi_0 = -\frac{m^2}{2E} \left( \phi \left[ \frac{p_3 - Et}{m_\perp} \right] - \phi \left[ \frac{p_3}{m_\perp} \right] \right), \]  

(A8)

where the second term is irrelevant and cancels upon squaring the amplitude to obtain the probability, and

\[ \phi(u) = u\sqrt{1 + u^2} + \arcsinh u. \]  

(A9)

For the first order amplitude we also readily find

\[ \tilde{U}_s(p) \gamma^3 V_r(-p) = \delta_{sr} \frac{m_\perp}{\pi_0} e^{-\cdots}. \]  

(A10)

**Appendix B: Wick contractions in the worldline formalism**

To obtain the prefactor for the doubly-assisted case, we have used different methods. In one of them the spin factor is expressed in terms of a Grassmann path integral and the prefactor is obtained from Wick contractions. There are well-known techniques, see [29], for calculating such Wick contractions in arbitrary constant fields. We collect here the results we need in our case. The basic ingredients are the worldline Green’s functions, $G_B$ and $G_F$, for the $x$ and $\psi$ path integrals, respectively. Let $g^{1}_{\mu \nu} = \delta_{\mu}^0 \delta_\nu^0 - \delta_{\mu}^3 \delta_\nu^3$, $g^\perp_{\mu \nu} = -\delta_{\mu}^1 \delta_\nu^1 - \delta_{\mu}^2 \delta_\nu^2$ and $F^{1}_{\mu \nu} = \delta_{\nu}^0 \delta_\mu^3 - \delta_{\nu}^3 \delta_\mu^0$. The bosonic Green’s function is given by

\[ G^B_{\mu \nu}(\tau, \tau') = \frac{1}{2} \frac{1}{\sin s} \left[ \frac{\cos s(1 - 2|\tau - \tau'|)}{1 - 2|\tau - \tau'|} \right] + \frac{1}{12} \]  

\[ + \frac{g^\perp_{\mu \nu}}{2E} \left( \frac{\cos s(1 - 2|\tau - \tau'|)}{1 - 2|\tau - \tau'|} - \frac{1}{s} \right) + \frac{F^{1}_{\mu \nu}}{2E} \left( \frac{\sin s(1 - 2|\tau - \tau'|)}{1 - 2|\tau - \tau'|} - \frac{1}{s} \right). \]  

(B1)

where $s = iET/2$. We have $G^B_{\mu \nu}(\tau, \tau') = G^B_{\mu \nu}(\tau', \tau)$, $G^B_{\mu \nu}(1, \tau') = G^B_{\mu \nu}(0, \tau')$ and $\left( \frac{\partial^2}{\partial \tau} - F \partial_\tau \right) G_B(\tau, \tau') = \delta(\tau - \tau') - 1$ (the identity matrix is the Minkowski one, $1_{\mu \nu} \to g_{\mu \nu}$). The fermionic Green’s function is given by

\[ G^F_{\mu \nu}(\tau, \tau') = \frac{1}{2} \frac{1}{\cos s} \left[ \frac{\cos s(1 - 2|\tau - \tau'|)}{1 - 2|\tau - \tau'|} \right] + \frac{g^\perp_{\mu \nu}}{2E} \left( \frac{\cos s(1 - 2|\tau - \tau'|)}{1 - 2|\tau - \tau'|} - \frac{1}{s} \right) + \frac{F^{1}_{\mu \nu}}{2E} \left( \frac{\cos s(1 - 2|\tau - \tau'|)}{1 - 2|\tau - \tau'|} - \frac{1}{s} \right). \]  

(B2)

which satisfies $G^F_{\mu \nu}(\tau, \tau') = -G^F_{\nu \mu}(\tau', \tau)$, $G^F(1, \tau') = -G^F(0, \tau')$ and $(\partial_\tau + TF)G^F(\tau, \tau') = \delta(\tau - \tau')$. These Green’s functions are the Minkowski versions of the Euclidean ones in e.g. [29] [31].

We have integrals on the form

\[ \int D\mathbf{x} \prod_{i=1}^I \eta_i x_i(\tau_i) \exp \left\{ -i \int_0^1 \frac{dx^2}{2T} + Et \hat{z} + Jx \right\}, \]  

(B3)

where $1 \leq b_i, I \leq N$, $\eta^\mu$ is the polarization vector of either the high-energy photon ($\epsilon, \epsilon'$) or the weak field ($a(\omega_i)$), and

\[ j_\mu = k_\mu \delta(\tau - \tau_{N+1}) - k_i^\mu \delta(\tau - \tau_{N+2}) + \delta_\mu^0 \sum_{k=1}^N \omega_\delta(\tau - \tau_k) =: \sum_{k=1}^{N+2} K_\delta \delta(\tau - \tau_k). \]  

(B4)
We begin by integrating over the center of mass, $x^\mu(\tau) \to x^\mu_{\text{cm}} + x^\mu(\tau)$ where $\int_0^1 x = 0$, which gives delta functions. Next we exponentiate each $\eta \dot{x}$ factor and then perform the resulting Gaussian integrals as described in Sec. II and IIA. We thus find
\[ (B3) = (2\pi)^3 \delta^3(k - k') 2\pi \delta \left( \sum_{k=1}^N \omega_k \right) \ln_\eta \exp \left\{ -i \int J \mathcal{G}_B J \right\} \frac{1}{(2\pi i T)^2} \frac{s}{\sin s}, \] (B5)
where (c.f. [31])
\[ \int J \mathcal{G}_B J = \sum_{k,l=1}^N K_k [\mathcal{G}_B(\tau_k - \tau_l) - \mathcal{G}_B(0)] K_l - 2i K_k \dot{\mathcal{G}}_B(\tau_k - \tau_l) \eta_l + \eta_k \ddot{\mathcal{G}}_B(\tau_k - \tau_l) \eta_l, \] (B6)
and $\ln_\eta$ selects the terms that are linear in all the $\eta_b$, that appear in the prefactor of (B3) (the other $\eta$'s in this sum are zero).

For the Grassmann path integral we find
\[ \int \frac{D\psi}{4^R} \prod_{r=1}^{R} v_r \psi(\tau_{r_1}) \exp \left\{ - \int_0^1 \frac{1}{2} (\psi_0 \dot{\psi}_0 - \psi_1 \dot{\psi}_1 + ET \psi_3 \psi_0) \right\} = \ln_\xi \exp \left\{ \frac{1}{2} \sum_{r,r'=1}^R \xi_r \xi_r' \sum_{\mu \nu} \left( F^\mu \right)^{\nu r}_{\mu r'} \left( \tau_{r_1} - \tau_{r_1'} \right) \right\} \cos s, \] (B7)
where $v_r, \mu$ is either $\kappa, \epsilon, \alpha(\omega_{l_1})$ etc, $f_r$ is an integer, $1 \leq f_r \leq N$, and where $\xi_{r,\mu} = v_{r,\mu} \xi_r$ are Grassmann valued and $\ln_\xi$ selects the terms that are proportional to $\xi_1 \xi_2 \ldots \xi_R$ (the order is important since they are anticommuting). The contractions come in pairs with two equal $r$'s (e.g. $\tau_{f_1} = \tau_{f_2} = \tau_1$).

Thus, the Wick contractions we need can be obtained from
\[ \left\langle \prod_{i=1}^N \eta_\mu^b \dot{x}_\mu(\tau_{r_1}) \prod_{r=1}^{R} v_\nu^b \psi_\nu(\tau_{f_r}) \right\rangle = \ln_\eta_\xi \exp \left\{ \sum_{k,l=1}^N \left( -K_k^\mu \dot{\mathcal{G}}_B^\nu(\tau_k - \tau_l) \eta_l^\nu - i \eta_\mu^b \dot{\mathcal{G}}_B^\nu(\tau_k - \tau_l) \eta_l^\nu \right) \right\} , \] (B8)
where $\eta_\mu^b$ and $v_\nu^b$ etc are the same as above.

1. **Prefactor for double assistance**

Here we will consider the prefactor for double assistance to second order in the weak field. Our starting point is
\[ M_{\epsilon,\epsilon'}^{(2)} = 2e^2 \int_0^\infty \frac{dT}{T} s \cot s \int_0^{\infty} \frac{d\omega_1}{2\pi} \frac{d\omega_2}{2\pi} 2\pi \delta(\omega_1 + \omega_2) \int_0^1 d\tau_1 d\tau_2 d\tau_3 d\tau_4 \left\langle \frac{-1}{2} \left[ a\dot{x} - T \kappa \psi \psi \right]_{\omega_1, \tau_1} \left[ a\dot{x} - T \kappa \psi \psi \right]_{\omega_2, \tau_2} \right\rangle \exp \left[ -i \left( \frac{T}{2} + \frac{1}{2} \sum_{k,l=1}^N K_k [\mathcal{G}_B(\tau_k - \tau_l) - \mathcal{G}_B(0)] K_l \right) \right] , \] (B9)
where $K_1 = \kappa$, $K_2 = -\kappa$, $K_3 = k$, $K_4 = -k'$, and $\kappa_\mu = \omega_3 \eta_\mu$. The factor of $-1/2$ comes from expanding the exponential in (B7) to second order in the weak field. The Wick contractions in $\langle \ldots \rangle$ are obtained from (B8), and the integrals are performed with the saddle-point method or generalizations thereof, as explained above. We find for high-energy photons with parallel and perpendicular polarization
\[ P_{a,=}^{(2)} = \alpha E \int \frac{d\omega_1}{2\pi} \left| a(\omega_1) \right|^2 \left\{ \left[ \frac{4(1 - \Sigma^2)}{\Omega^2} + \frac{8(1 - \Sigma^2) + \omega_1^2}{4m_4^2 + \sqrt{1 - \Sigma^2}} \right] \arccos \Sigma \left( \arccos \Sigma - \frac{p_1^2}{m_4^2} \sqrt{1 - \Sigma^2} \right) \right\} - \frac{1}{2} \exp \left\{ - \frac{2m_4^2}{E} \left( \arccos \Sigma - \Sigma \sqrt{1 - \Sigma^2} \right) \right\} , \] (B10)
where $\Sigma = (\Omega + \omega_l)/(2m_\perp)$, $m_\perp = \sqrt{1 + p^2}$ and $p_l = \Omega/2$. This prefactor can also be obtained using Feynman’s path-ordered representation of the spin factor. A third option is to use the WKB approach, i.e. by basically just replacing one $\theta$ in (45) with $e^{-ikx}$, and then follow the same steps as before. It turns out that for this process the WKB approach actually allows us to obtain the prefactor with less effort than the worldline approach, because it is easier to calculate the prefactor using an explicit Dirac matrix representation than to calculate Grassmann Wick contractions.
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