The emergence of heat and humidity too severe for human tolerance
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Humans’ ability to efficiently shed heat has enabled us to range over every continent, but a wet-bulb temperature (TW) of 35°C marks our upper physiological limit, and much lower values have serious health and productivity impacts. Climate models project the first 35°C TW occurrences by the mid-21st century. However, a comprehensive evaluation of weather station data shows that some coastal subtropical locations have already reported a TW of 35°C and that extreme humid heat overall has more than doubled in frequency since 1979. Recent exceedances of 35°C in global maximum sea surface temperature provide further support for the validity of these dangerously high TW values. We find the most extreme humid heat is highly localized in both space and time and is correspondingly substantially underestimated in reanalysis products. Our findings thus underscore the serious challenge posed by humid heat that is more intense than previously reported and increasingly severe.

INTRODUCTION

Humans’ bipedal locomotion, naked skin, and sweat glands are constituents of a sophisticated cooling system (1). Despite these thermoregulatory adaptations, extreme heat remains one of the most dangerous natural hazards (2), with tens of thousands of fatalities in the deadliest events so far this century (3, 4). The additive impacts of heat and humidity extend beyond direct health outcomes to include reduced individual performance across a range of activities, as well as large-scale economic impacts (5–7). Heat-humidity effects have prompted decades of study in military, athletic, and occupational contexts (8, 9). However, consideration of wet-bulb temperature (TW) from the perspectives of climatology and meteorology began more recently (10, 11).

While some heat-humidity impacts can be avoided through acclimation and behavioral adaptation (12), there exists an upper limit for survivability under sustained exposure, even with idealized conditions of perfect health, total inactivity, full shade, absence of clothing, and unlimited drinking water (9, 10). A normal internal human body temperature of 36.8° ± 0.5°C requires skin temperatures of around 35°C to maintain a gradient directing heat outward from the core (10, 13). Once the air (dry-bulb) temperature (T) rises above this threshold, metabolic heat can only be shed via sweat-based latent cooling, and at TW exceeding about 35°C, this cooling mechanism loses its effectiveness altogether. Because the ideal physiological and behavioral assumptions are almost never met, severe mortality and morbidity impacts typically occur at much lower values—for example, regions affected by the deadly 2003 European and 2010 Russian heat waves experienced TW values no greater than 28°C (fig. S1). In the literature to date, there have been no observational reports of TW exceeding 35°C and few reports exceeding 33°C (9, 11, 14, 15). The awareness of a physiological limit has prompted modeling studies to ask how soon it may be crossed. Results suggest that, under the business-as-usual RCP8.5 emissions scenario, TW could regularly exceed 35°C in parts of South Asia and the Middle East by the third quarter of the 21st century (14–16).

Here, we use quality-assured station observations from HadISD (17, 18) and high-resolution reanalysis data from ERA-Interim (19, 20), verified against radiosondes and marine observations (see the Supplementary Materials) (21, 22), to compute TW baseline values, geographic patterns, and recent trends. Uncertainties in TW from station data due to instrumentation and procedures are on the order of 0.5° to 1.0°C in all regions considered, an important consideration for proper interpretation of the results. Our approach of using TW and sea surface temperature (SST) observations as guidance for future TW projections offers a different line of evidence from previous research that used coupled or regional models without explicitly including historical station data.

RESULTS

Our survey of the climate record from station data reveals many global TW exceedances of 31°C and 33°C and two stations that have already reported multiple daily maximum TW values above 35°C. These conditions, nearing or beyond prolonged human physiological tolerance, have mostly occurred only for 1- to 2-hours’ duration (fig. S2). They are concentrated in South Asia, the coastal Middle East, and coastal southwest North America, in close proximity to extraordinarily high SSTs and intense continental heat that together favor the occurrence of extreme humid heat (2, 14). Along coastlines, the marine influence is manifest via anomalous onshore low-level winds during midday and afternoon hours, and these wind shifts can cause rapid dew point temperature (Td) increases in arid and semiarid coastal areas (figs. S3 to S9). Regionally coherent observational evidence supports these intense values: Of the stations along the Persian Gulf coastline with at least 50% data availability over 1979 to 2017, all have a historical 99.9th percentile of TW (the value exceeded roughly 14 times in 39 years) above 31°C (Fig. 1; see fig. S1 for the all-time maximum). In the ERA-Interim reanalysis, the highest values are similarly located over the Persian Gulf and immediately adjacent land areas, as well as parts of the Indus River Valley (fig. S10). The spatiotemporal averaging inherent in reanalysis products causes ERA-Interim to be unable to represent the short durations and small areas of critical heat stress, causing its extreme TW values to be
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substantially lower than those of weather stations across the tropics and subtropics (fig. S11). In the Persian Gulf and adjacent Gulf of Oman, these differences are consistently in the range of −2° to −4°C (fig. S12). Larger bias but similar consistency is present along the eastern shore of the Red Sea, presenting a basis for future studies examining the reasons for this behavior, as well as further comparisons between station and reanalysis data.

Other >31°C hotspots in the weather station record emerge through surveying the globally highest 99.9th TW percentiles: eastern coastal India, Pakistan and northwestern India, and the shores of the Red Sea, Gulf of California, and southern Gulf of Mexico (Fig. 1). All are situated in the subtropics, along coastlines (typically of a semiclosed gulf or bay of shallow depth, limiting ocean circulation and promoting high SSTs), and in proximity to sources of continental heat, which together with the maritime air comprise the necessary combination for the most exceptional TW (11). That subtropical coastlines are hotspots for heat stress has been noted previously (23, 24); our analysis makes clear the broad geographic scope but also the large intraregional variations (Fig. 1). Western South Asia stands as the main exception to this coastline rule, likely due to the efficient inland transport of humid air by the summer monsoon together with large-scale irrigation (15, 25). Tropical forest and oceanic areas generally experience TW no higher than 31° to 32°C, perhaps a consequence of the high evapotranspiration potential and cloud cover, along with the greater instability of the tropical atmosphere. However, more research is needed on the thermodynamic mechanisms that prevent these areas from attaining higher values.

Steep and statistically significant upward trends in extreme TW frequency (exceedances of 27°C, 29°C, 31°C, and 33°C) and magnitude are present across weather stations globally (Fig. 2). Each frequency trend represents more than a doubling of occurrences of the corresponding threshold between 1979 and 2017. Trends in ERA-Interim are strongly correlated with those of HadISD but are smaller for the highest values (Fig. 2), consistent with ERA-Interim’s underestimation of extreme TW that is largest for the most extreme conditions (fig. S11). We also find a sharp peak in the number of global TW = 27°C and TW = 29°C extremes during the strong El Niño events of 1998 and 2016. Linearly detrending this global-TW-extremes time series reveals that the El Niño–Southern Oscillation (ENSO) correlation is largest for TW values that are high but not unusual (~27° to 28°C) across the tropics and subtropics (fig. S13). Further work is necessary to test to what extent this relationship may be related to the effect of ENSO on hydrological extremes at the global scale, on tropospheric-mean temperatures, or on SSTs in particular basins, and the implications of these effects for TW predictability (26, 27). Overall, TW extremes in the tropics largely correspond on an interannual basis to mean TW (fig. S14), indicating that climate forcings and modes of internal variability resulting in mean temperature shifts can be expected to modulate tropical TW extremes. This is the case in the subtropics as well, although to a somewhat lesser extent.

We also observe modulation on a seasonal scale, by considering an illustrative example the South Asian monsoon region. There, the timing of peak TW varies with the advance of the summer monsoon (15). Splitting South Asia into “early monsoon” and “late monsoon” subregions, we find that the number of TW extremes is largest around the time of the local climatological monsoon onset date (Fig. 3). Although equivalent extreme values of TW are possible before, during, and after the monsoon rains in any given year, they are of a different character; especially in the northern and western parts of the subcontinent, they become continually moister and have lower dry-bulb temperatures as summer progresses. Across the globe,
such temperature and humidity variations occur within a well-defined bivariate space (fig. S15). That these variations are systematically associated with the summer monsoon in South Asia emphasizes the important role of moisture, and of weather systems on synoptic to subseasonal time scales, in controlling extreme TW (15, 28). Our findings underscore the diversity of conditions that can lead to extreme humid heat in the same location at different times, suggesting that impacts adaptation strategies may benefit from taking this recognition into account. Such intraseasonal variability in TW also matters for physiological acclimation, which requires several-day time scales to develop (29); TW character is especially relevant when considering effects on human systems that vary in their sensitivity to humidity and temperature—for example, thermoregulation and energy demand for artificial cooling are strongly affected by TW, whereas the materials that make up the built environment are principally affected by temperature alone (13, 30).

While our analysis of weather stations indicates that TW has already been reported as having exceeded 35°C in limited areas for short periods, this has not yet occurred at the regional scale represented by reanalysis data, which is also the approximate scale of model projections of future TW extremes considered in previous studies (14, 15). To increase the comparability of our station findings with these model projections, we implement a generalized extreme value (GEV) analysis to estimate the amount of global warming from the preindustrial period until TW will regularly exceed 35°C at the global hottest ERA-Interim grid cells, currently all located in the Persian Gulf area (Fig. 4). Complete details of this procedure are in Materials and Methods. In brief, we fit a nonstationary GEV model to the grid cells experiencing the highest TW values, with the GEV location parameter a function of the annual global-mean air-temperature anomaly. This enables us to quantify how much global warming is required for annual maximum TW ≥ 35°C to become at most a 1-in-30-year event at any grid cell. We conduct this analysis solely for grid cells where the nonstationary GEV model is a significantly (P < 0.05) better fit to the annual maximum time series (1979–2017) than a stationary alternative. We then define the temperature of emergence (ToE) as the amount of global warming required until TW ≥ 35°C is at most a 1-in-30-year event at the ERA-Interim spatial-temporal scale, such that the lowest ToE at any grid cell approximates the first occurrences of TW = 35°C that are widespread and sustained enough to cause serious or fatal health impacts, as estimated from physiological studies (6, 10, 31).

Our method yields a ToE of 1.3°C over the waters of the Persian Gulf (90% confidence interval, 0.81° to 1.73°C) and of 2.3°C for nearby land grid cells (1.4° to 3.3°C) (Fig. 4). Adjusting these numbers for ERA-Interim’s robust Persian Gulf differences of approximately −3°C for extreme TW (fig. S12) supports the conclusion from the station observations that recent warming has increased exceedances of TW = 35°C, but that this threshold has most likely been achieved on occasion throughout the observational record (Fig. 2). The strong marine influence on these values is also apparent in Fig. 1.

To further assess the physical realism of our GEV extrapolation, we additionally examine observed annual maximum (monthly mean) SSTs. An atmospheric boundary layer fully equilibrated with the ocean surface would be at saturation and have the same temperature as the underlying SSTs, meaning that, in principle, 35°C is the lowest SST that could sustain the critical 35°C value of TW in the air above. In reality, equilibrium will not be achieved if air–mass residence times over extreme SSTs are too short, which is more likely if the vertical profile of the atmosphere allows strong surface heating to trigger deep convection (10). Current large-scale SSTs and their trends may therefore provide some guidance as to whether our projections of extreme TW are physically plausible. It is in this context that we note monthly mean SSTs exceeding the 35°C threshold for the first time, reaching 35.2°C in the Persian Gulf in 2017 (Fig. 5). As a result, our GEV projection of large-scale maritime TW ≥ 35°C, for less than 1.5°C warming, appears physically consistent with SST observations at the same scale. Analogous corroboration of station-based
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**Fig. 2. Global trends in extreme humid heat.** (A to D) Annual global counts of TW exceedances above the thresholds labeled on the respective panel, from HadISD (black, right axes, with units of station days) and ERA-Interim grid points (gray, left axes, with units of grid-point days). We consider only HadISD stations with at least 50% data availability over 1979–2017. Correlations between the series are annotated in the top left of each panel, and dotted lines highlight linear trends. (E) Annual global maximum TW in ERA-Interim. (F) The line plot shows global mean annual temperature anomalies (relative to 1850–1879) according to HadCRUT4 (40), which we use to approximate each year’s observed warming since preindustrial; circles indicate HadISD station occurrences of TW exceeding 35°C, with radius linearly proportional to global annual count, measured in station days.
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TW ≥ 35°C events is provided by point scale, hourly SST and TW across the Persian Gulf from an independent database of marine observations (see the Supplementary Materials) (21), in which we find SSTs have exceeded 35°C in every year since 1979, with ~33% of July to September 2017 observations above this threshold. During the summer of 2017, reports of Persian Gulf over-water TW ≥ 35°C also peaked at ~6% of all TW measurements there.

**DISCUSSION**

The station-based approach that we take here and the model-based approach taken in previous studies (14–16) represent different methods for obtaining valuable perspective on the genesis and characteristics of global TW extremes. The primary strength of station data is its ability to precisely capture local conditions, but even the best-available station data have limitations, uncertainties, and potential unobserved humidity biases (for example, due to observational procedures, instrumentation type, or siting), as well as highly incomplete spatial coverage (see discussion in the Supplementary Materials) (32, 33). In contrast, reanalysis products and high-resolution regional models satisfy the need for spatiotemporal continuity and consistency and allow analysis of additional variables, but often underestimate extremes (34).

In this study, we demonstrate that efforts to better understand extreme TW would benefit from further close examination, and improved standardization and integration, of station data to alleviate model shortcomings—especially along coasts where TW can vary markedly over small distances and where high-quality humidity data are therefore essential—but that station-based and physical modeling–based approaches are fundamentally complementary. Further research into the origins of extreme-TW biases in gridded products and continued advances in data assimilation would also help enable the development of a more unified approach drawing on all available sources of knowledge. For instance, it is important to understand the treatment of extreme values in reanalyses, and whether false-positive or false-negative rejections might be taking place, particularly as temperature and humidity distributions shift toward ever-higher values. Key multiscale TW processes necessitating closer comparison between observations and models include coastal upwelling, atmospheric convection, land-atmosphere interactions, and atmospheric variability linked to SSTs (28)—for instance, at the hourly, 1- to 10-km scale. Detailed analyses of individual events could help illuminate the unfolding interactions of processes and provide additional investigative power, such as in tracing and forecasting the rapid increases in humidity, which tend to accompany TW extremes (fig. S5), and in assessing the role of topography and land use/land cover in creating apparent TW hotspots (fig. S4). Studies comparing biases and trends in TW and SSTs among reanalyses, models, and regions would be especially beneficial, as would investigation of the sensitivity of extreme-TW projections to historical variability, changes in forcing patterns, and statistical methodologies.
Imminent severe humid heat provides incentive for a broad interdisciplinary research initiative to better characterize health impacts. Increased collection of high-resolution health data, international collaborations with public health experts and social scientists, and dedicated modeling projects would aid in answering questions about how vulnerable populations (such as the elderly, outdoor laborers, and those with preexisting health conditions) will be adversely affected as peak TW advances further into the extreme ranges we consider here. Of particular salience is the need to ascertain how acclimation to high-heat-stress conditions is diminished as the physiological survivability limit is approached. Such efforts may also help resolve the reasons for the paucity of reported mortality and morbidity impacts associated with observed near 35°C conditions (11, 14).

Our findings indicate that reported occurrences of extreme TW have increased rapidly at weather stations and in reanalysis data over the last four decades and that parts of the subtropics are very close to the 35°C survivability limit, which has likely already been reached over both sea and land. These trends highlight the magnitude of the changes that have taken place as a result of the global warming to date. At the spatial scale of reanalysis, we project that TW will regularly exceed 35°C at land grid points with less than 2.5°C of warming since preindustrial—a level that may be reached in the next several decades (35). According to our weather station analysis, emphasizing land grid points underplays the true risks of extreme TW along coastlines, which tends to occur when marine air masses are advected even slightly onshore (14). The southern Persian Gulf shoreline and northern South Asia are home to millions of people, situating them on the front lines of exposure to TW extremes at the edge of and outside the range of natural variability in which our physiology evolved (36). The deadly heat events already experienced in recent decades are indicative of the continuing trend toward increasingly extreme humid heat, and our findings underline that their diverse, consequential, and growing impacts represent a major societal challenge for the coming decades.

**MATERIALS AND METHODS**

**Weather station observations**

We use HadISD, version 2.0.1.2017f, which is produced by the Met Office Hadley Centre as a more rigorously quality-controlled version of the National Climatic Data Center Integrated Surface Database (ISD) (17, 18). HadISD results from the implementation of additional data availability and quality control procedures to ISD, including checks on both temperature and Td, the two variables required for computing TW. Because of a lack of good-quality data in the tropics, our conclusions are most reliable in the subtropics and midlatitudes, especially where multiple nearby stations are in agreement. TW uncertainties range from ~0.5°C for the most recent data from North America and Europe to ~1.2°C for the oldest data and that from South Asia, Africa, and Latin America. Data validation is considered in depth in the Supplemental Materials.
We use a MATLAB implementation (37) of the formula of (38) for computing TW. We compute TW daily maxima irrespective of stations’ temporal resolutions, which vary from 1 to 6 hours. TW values are for 2 m above ground level, with station surface pressure calculated from its elevation using a standard atmosphere and an assumed sea-level pressure of 1013 mb. A sensitivity analysis reveals the error in TW owing to this assumption to be on the order of 0.1°C.

We additionally eliminate HadISD station data that fail any one of the following meteorological and climatological tests. Tests are listed in the order implemented, with the fraction of HadISD 31+°C readings removed at each successive step shown in parentheses:

1. A TW extreme occurs in conjunction with a dew point depression of ≤0.5°C (65/10,492).
2. The Td associated with a TW extreme is more than 10°C different from the elevation-adjusted value at the closest grid cell and time step in the ERA-Interim reanalysis (289/10,427).
3. A TW extreme occurring in 1979–1993 is greater than the maximum in 2003–2017 (67/10,138).
4. A TW extreme is followed at any point by at least 1000 consecutive days of missing Td data (365/10,071).
5. A TW extreme occurs on a day when the daily maximum and minimum T or Td are identical (53/9706).
6. A TW extreme is more than 7.5°C higher than any other TW value co-occurring in a 7.5° × 7.5° box centered on the station (405/9653).
7. A TW extreme is associated with a Td change of more than 8°C in 1 hour or 12°C in 3 hours (77/9248).
8. A TW extreme is associated with a Td greater than the previously reported, although unofficial, global maximum value of 35°C recorded at Dhahran, Saudi Arabia, on 8 July 2003 (18/9171).
9. A TW extreme occurs during a period with two or more consecutive identical daily maximum TW and Td values (289/9153).
10. A TW extreme before 2001 is higher than any value recorded since 2001 (270/8864).
11. The top five TW extremes at a station all occur within a 365-day period (60/8594).
12. The Td associated with a TW extreme is higher than the 99.5th percentile of the first 5000 days, only at stations where this value is more than 1°C larger than the 99.9th percentile of the last 5000 days (55/8534).
13. The Td associated with a TW extreme is higher than the 99.5th percentile of the last 5000 days, only at stations where this value is more than 6°C larger than the 99.9th percentile of the first 5000 days (362/8479).
14. A TW extreme is associated with a relative humidity of ≥95% (29/8117).
15. A TW extreme occurs on a day when the daily maximum TW takes place before 11:00 a.m. or after 8:00 p.m. local standard time (26/8088).
16. A TW extreme is the all-time maximum at a station and is more than 2°C higher than the next largest value (6/8062).
17. A remaining ≥33°C TW extreme is manually ascertained to be associated with a significant changepoint or not fully supported by gridcell humidity and temperature data (508/8056).

Remaining TW = 35°C readings are also closely examined on a subdaily basis so as to ensure validity to the extent possible. We deem valid all other values that pass the above additional quality control measures, beyond the original quality control and homogenization (17, 18). Summaries of the TW = 33°C and 35°C values in the final dataset are given in tables S1 and S2.

Interannual trends are calculated using an ordinary least squares regression, with significance evaluated using a t test on the slope coefficient. Our assessment of extreme TW frequency considers threshold exceedances in 2°C increments from 35° to 27°C, so as to strike a balance between values that are sufficiently distinct from one another while being high enough to remain relevant from an impact perspective.

**Marine observations**

We use monthly SSTs from the 1° HadISST version 1.1 dataset (20) to assess the physical realism of our GEV extrapolations and use in situ point observations of SST and TW from International Comprehensive Ocean-Atmosphere Data Set (ICOADS) (21) as an independent (versus HadISD) check on the extreme TW values reported at nearby land-based weather stations. Details of these comparisons are provided in the Supplementary Materials.

**Marine and vertical profile data**

The ICOADS integrated dataset (21) is used as validation of near-surface conditions over water. Radiosondes are from the Integrated Global Radiosonde Archive (22, 39).

**GEV modeling of TW extremes in reanalysis data**

We fit a GEV distribution to the time series of annual maximum TW from selected grid cells in ERA-Interim, a reanalysis dataset that optimally blends observations with a numerical hindcast and, thus, provides an estimate of the atmospheric state less sensitive to observation error and microclimatic variability (19). While well suited to identifying and extrapolating global trends, it is inevitable in such an approach that decadal temperature trends and other large-scale variability may affect our results modestly.

The cumulative distribution function of the GEV is given by

\[ F(x) = e^{-\left[\frac{x - \xi}{\beta}\right]} \]

The TW quantile for an n-year return period can be evaluated by inverting Eq. 1

\[ F^{-1}(p) = \frac{\beta}{\xi} \left[ -\ln \left( 1 - p \right) \right] ^{-1} - \frac{\xi}{\beta} \]

where the location, scale, and shape parameters are denoted ξ, β, and κ, respectively. Note that, in our analysis, we use \( n = 30 \) (and hence \( P = 0.967 \)), although we expect different choices of \( n \) would not qualitatively affect the results. We estimate these parameters using the method of maximum likelihood, only fitting distributions to series from grid cells whose maximum value over 1979 to 2017 was in the highest 0.1% worldwide (top 119 grid cells), corresponding to a TW threshold of 30.6°C.

We incorporate the effect of global warming on the return period by parameterizing \( \xi \) as a function of the annual global mean air temperature anomaly

\[ \xi(T) = \alpha_2 + \alpha_3 T \]

where \( \alpha_2 \) and \( \alpha_3 \) are the intercept and slope coefficients of a linear regression.

The extent of improvement in this nonstationary model for each grid cell is evaluated using a likelihood ratio test, with test statistic lambda.
where $L$ is the log-likelihood of the nonstationary (subscript $A$) and stationary (subscript 0) models. Under the null hypothesis (that the nonstationary model is not superior), lambda has a chi-squared distribution with one degree of freedom. Of the 119 grid cells fitted with a GEV distribution, for ~83% of them (99 grid cells), parameterizing zeta as a function of $T$ results in a statistically significant improvement at the $p = 0.05$ level.

We use the nonstationary model to infer the amount of global warming required until $TW = 35°C$ to be at most a 1-in-30-year event. This is calculated by substituting Eq. 3 into Eq. 2 and solving for $\langle T \rangle$

$$\langle T \rangle = \frac{\beta}{\alpha_{2}} \{ -\ln(p) \}^{\alpha_{2}} - 35 - \alpha_{2} \alpha_{1}$$

Applying Eq. 5 to the 99 grid cells with nonstationary models enables spatially explicit assessments of the amount of global warming required until $TW = 35°C$ should be expected, on average, once per 30-year period at each cell. Here, we have used the HadCRUT4 dataset (version 4.6.0.0) to characterize observed warming (40).

Temperature of $TW = 35°C$ emergence and its uncertainty estimation

The spatially resolved estimates of $\langle T \rangle$ from Eq. 5 provide the means for identifying the ToE, which we define as the lowest of the 99 values of $\langle T \rangle$ returned by Eq. 5 and which we highlight with vertical dotted lines in Fig. 4. Uncertainty in the ToE is assessed with a 10,000-member bootstrap simulation. We randomly select with replacement 30 years of TW and SST data from within the period 1979–2017, fitting parameters (slope, intercept, shape, and scale for Eq. 5) for each subset. For each bootstrap iteration, we repeat the calculation of the ToE. These 10,000 estimates are then sorted to identify the 5th, 50th, and 95th percentiles; the most likely estimate; and the 90% confidence intervals.

SUPPLEMENTARY MATERIALS

Supplemental material for this article is available at http://advances.sciencemag.org/cgi/content/full/6/19/eaaw1838/DC1
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