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Light sources with ultra-low energy consumption and high performance are required to realize optical interconnects for on-chip communication. Photonic crystal (PhC) nanolasers are one of the most promising candidates for this role. In this work, a continuous-wave PhC nanolaser with an ultra-low threshold current of 10.2 μA emitting at 1540 nm and operated at room temperature is demonstrated. The lasers are InP-based bonded on silicon (Si), and comprise a buried heterostructure active region and lateral p–i–n junction, feature CMOS-compatible drive voltage, and exhibit low self-heating. Carrier leakage is a fundamental limitation of the lateral pumping scheme that is identified as unwanted spontaneous emission from the InP p–i interface, limiting the injection efficiency to 3% which further decreases at higher current. The effect of fabrication disorder and p-doping absorption on the Q-factor is studied experimentally showing that p-doping limits the Q-factor to 8000, with a p-doping absorption coefficient of 120 cm\(^{-1}\).

1. Introduction

Information and communication technologies (ICT) are flourishing, delivering life-changing services that necessitate a rising amount of data processing, storage, and communication. In the past decade, ICT services have grown at an exponential rate,[1] and are expected to account for a significant portion of global electricity consumption by 2030,[2] necessitating novel energy-efficient solutions. Transitioning from electrical interconnects to optical interconnects has enabled much improvement since efficient solutions. Transitioning from electrical interconnects or adaptations are made.
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heterogeneously integrated on Si via direct bonding. We demonstrate continuous-wave operation of a PhC nanolaser with an ultra-low threshold current of 10.2 µA at room temperature emitting at 1540 nm. Based on state-of-the-art devices, we investigate the limitations of the lateral carrier injection scheme in terms of leakage current. Furthermore, we characterize passive PhC cavities to quantify the effect of disorder and p-doping absorption on the quality (Q) factor of the laser cavities. The thermal properties of the lasers in terms of ambient temperature and self-heating were investigated and a low injection efficiency of 3% was determined limited by carrier leakage manifesting as spontaneous emission of InP from the p-i interface.

2. Design and Fabrication

2.1. Device Structure

A schematic of a line defect (LD) PhC laser is given in Figure 1a. The LD cavity is used to confine photons and is created by omitting some holes along the Γ–K direction of a triangular PhC lattice. The active medium consists of a buried heterostructure (BH) containing one or three InGaAsP/InAlGaAs QWs, and it is placed inside the PhC cavity confining the carriers. The carriers are injected into the BH region by a lateral p-i-n junction scheme.

To attain a lasing wavelength in the C-band while maintaining a high Q-factor, the PhC lattice constant, the radius, and the InP slab thickness were chosen as 440, 120, and 250 nm, respectively (see also Figure S1, Supporting Information). The hole radius is varied across devices to compensate for variations of the membrane thickness across the wafer and provide a better overlap between the cavity resonance and the photoluminescence peak of the active medium. In this work, the cavity designs are standard (holes removed from uniform lattice) LD cavities of different lengths. The L3 cavities were modified by adjusting the position of the surrounding holes to increase the Q-factor and achieve lasing.

In Figure 1b, the magnetic field of the fundamental mode of an L3-optimized cavity is calculated via the 3D finite-difference time-domain (FDTD) method. To achieve a high Q-factor, the spatial frequency components that lie within the cone of light need to be minimal. In Figure 1c, the 2D Fourier transformation of the \( E_y \) field is shown before and after optimization. The Q-factor was optimized by visualizing the leaky field components in real space using a subsequent inverse Fourier transformation and adjusting the position of the holes around the leaky area. The leaky field profile before and after optimization can be seen in Figure 1d. Because the leaky field was suppressed after optimization, its intensity had to be scaled up by a factor of 100 to be comparable to the background.
the non-optimized one. The position shift of the $i$th hole of the center, first, and second PhC row is denoted as $s_i$, $t_i$, and $u_i$ respectively and their values are included in the figure. Using this intuitive optimization method the $Q$-factor was improved from 5000 to $1.1 \times 10^6$ by tuning the position of seven PhC holes.

2.2. Fabrication Process

The following part describes the laser device fabrication, provides explanations for some of the processing choices, and highlights the main effects that fabrication imperfections can have on the resulting laser performance. Some of the process steps are depicted in Figure 2.

Precise alignment between the buried heterostructure, photonic crystal cavity, and doped p- and n- regions is the essential requirement for the device operation. While the BH and the PhC holes are defined by electron beam lithography, we chose deep ultraviolet (DUV) lithography to define doping regions because of their overall much larger dimensions. Since our DUV tool imposes a limitation on the minimum diameter of the wafer, we use a 4” silicon with a thermal oxide layer as a carrier wafer onto which we directly bond 2” InP epiwafer.

The use of even larger diameter wafers is mostly restricted by the unavailability of suitable III–V processing equipment in our cleanroom facility.

Laser device processing begins with the following III–V-on-Si integration procedure: epitaxially grown etch-stop InGaAs and InGaAsP/InAlGaAs QW layers on the 2” InP wafer are directly bonded to the middle part of the 4” Si wafer with 1100 nm thermal oxide (Figure 2a). The direct bonding is facilitated by a thin intermediate Al$_2$O$_3$ layer for improved bonding strength.\textsuperscript{24} Then, the InP substrate is removed by chemical etching in HCl terminating at the etch-stop layer, which is removed by another chemical etching in H$_2$SO$_4$:H$_2$O$_2$:H$_2$O mixture.

Before the actual device fabrication, we form the alignment marks in Si. First, a combination of optical lithography together with dry and wet etching is used to selectively remove InP and SiO$_2$ in dedicated wafer areas. Then, the marks for the e-beam and DUV alignment are exposed by optical contact lithography and etched into Si with SF$_6$/O$_2$ chemistry. The alignment precision between the features formed by the e-beam and DUV is thus fundamentally limited by the laser writer precision with which the physical mask was manufactured. For multiple e-beam exposures, our estimates indicate that the wafer level statistical 3-sigma standard deviation is
below 50 nm and limited by the sidewall roughness of the alignment marks after dry etching, as well as wafer stress non-uniformity.[25] The alignment marks defined in the Si substrate are used for aligning and exposing the buried heterostructure mask pattern into a high-resolution negative-tone hydrogen silsesquioxane (HSQ) resist by e-beam lithography. The glass-like properties of the exposed HSQ enable it to be used directly as a hard mask for the following dry etching and epitaxial regrowth steps without the need for a two-step pattern transfer. Dry etching is performed with HBr/CH₄/Ar chemistry at elevated 180 °C temperatures in an inductively-coupled plasma etcher. InP together with the QW layers is removed outside the mask-protected regions (Figure 2b). These etched InP/QW regions are then refilled by InP in an epitaxial selective-area MOVPE regrowth step. After this first regrowth, the HSQ mask is removed by HF-etching, and the second regrowth is used for the surface planarization and for defining the final III–V device layer thickness of 250 nm. A lattice-matched InGaAs capping layer of 50 nm is also grown during the second regrowth to achieve high-quality p-contacts (Figure 2c). Both regrowth steps are performed at 610 °C temperature following 15 min baking/de-oxidation step at 650 °C. Although high-temperature processing is a challenge for bonded III–V/Si platforms due to mismatch in thermal expansion coefficients, the fabricated final InP device layer is below the critical thickness, above which dislocations start to significantly degrade the material quality.[26] We only observe the appearance of randomly distributed post-regrowth defects, which are most likely originating from the contamination sites at the bonding interface but do not influence the devices fabricated in defect-free areas.

Electrical injection of carriers is realized via a lateral p–i–n doping configuration. In order to have an efficient carrier injection, a high-accuracy alignment of the doped regions to the BH is needed. Aligning to the Si marks in DUV stepper, we first expose the set of openings to form the n-type doping regions via Si ion implantation (Figure 2d). The procedure is repeated to define openings to form p-type doping regions. In this step, the DUV mask is transferred to a SiOₓ hard mask, and the p-doping is achieved via Zn diffusion (Figure 2e). After the diffusion and activation of Zn dopants, the SiOₓ hard mask is totally removed, while the InGaAs cap is selectively removed, and is left to form high-quality p-contacts. Technical details about the doping process are provided elsewhere.[27]

After the doping is complete, the mask design of the photonic crystal cavities is aligned and exposed in e-beam. The patterns are transferred in a two-step dry etching process from the e-beam resist to the SiNₓ hard-mask deposited before the e-beam step (Figure 2f), and then from the SiNₓ hard-mask to the InP layer (Figure 2g). Any misalignment in this step between the BH and the PhC cavity would reduce the spatial overlap between the optical mode and the gain region, and in the extreme case, the holes would etch through the QW layers exposing them to air, which would inevitably result in significant non-radiative surface recombination.[28]

Finally, the device fabrication is completed when the metal pads are formed on the n- and p-doped regions (Figure 2h), and the PhC cavities are memorized by selectively HF-etching underlying thermal SiO2 layer (Figure 2i).

3. Results

3.1. Laser Characteristics

The static properties of the PhC lasers were characterized at room temperature. The vertically scattered light from the cavity is collected using a 50x long-working distance objective, then it is coupled to a multi-mode fiber and is measured using an optical spectrum analyzer (OSA). The light–current and the current–voltage curves of an optimized L3 cavity laser are shown in Figure 3a. The inset of Figure 3a shows the output power around the characteristic transition from the spontaneous emission to stimulated emission, along with a two-line segmented fit used to calculate the threshold current of a laser. The device exhibits an ultra-low threshold current of 10.2 µA.

The laser is single-mode, emitting at 1541 nm. In Figure 3b,c, the spectrum for different pumping currents is shown. In Figure 3d, the spectral evolution of the laser is shown. In the spontaneous emission regime, the emitted wavelength blueshifts due to the carrier-filling effect.[29] At and above the threshold, the quasi-Fermi levels are pinned and the wavelength redshifts due to heating induced by the high optical power density. Similarly, the linewidth of the laser saturates at the threshold, reaching the resolution limit of the OSA.

In this first generation of devices, an output waveguide was omitted to increase the device density, and thus, the total number of design variations, in order to study and fine-tune the different parameters affecting the laser performance. This also eliminates the need of decoupling the intrinsic Q-factor from a loaded Q-factor, however, a direct measurement of the slope efficiency and wall-plug efficiency was not possible, since it is difficult to estimate the actual output power. Evanescent coupling to a Si output waveguide will be included in future designs.

3.2. The Effect of Disorder and p-Doping

An important parameter of a laser is the Q-factor of the laser cavity, which quantifies the temporal confinement of the photons. PhC cavities with ultra-high Q-factors exceeding one million have been demonstrated on the Si platform.[30,31] For InP-based PhC cavities, however, fabrication imperfections limit the Q-factor to a few 10 000,[32,33] and only recently the milestone of 100 000 has been achieved.[34,33] Furthermore, there is no experimental demonstration (to the best of our knowledge) on the effect of p-doping on the Q-factor for PhC cavities.

The Q-factor of passive InP LD cavities was experimentally measured by cross-polarization resonant scattering spectroscopy,[36] which enables the direct measurement of the intrinsic Q-factor (see a detailed description of the experimental setup in Note S2. Supporting Information). Figure 4a, depicts the resonant scattering spectrum of an L9 cavity. The measured signal exhibits a characteristic Fano resonance[27] due to the interference of the reflected pump light and the discrete cavity mode. A Fano lineshape fit is used to extract the linewidth (Δλ) and resonant wavelength (λ) of the fundamental mode. The Q-factor is calculated as Q = λ/Δλ.

The L9 cavity depicted in Figure 4a exhibits a Q-factor of 93 000. However, simulating the same structure via the 3D FDFT method gives a Q-factor of 213 000, which indicates that there is a
significant contribution of disorder due to fabrication imperfections. To quantify the effect of disorder on the Q-factor, several L3–L9 intrinsic cavities were characterized. For a laser structure that utilizes a lateral p–i–n structure, the total Q-factor will be further reduced due to the free carrier absorption of the p-doping region. As a result, doped cavities were characterized to evaluate the absorption due to p-doping. The total Q-factor of a PhC cavity is given by

\[
\frac{1}{Q_{\text{tot}}} = \frac{1}{Q_{\text{int}}} + \frac{1}{Q_{\text{dis}}} + \frac{1}{Q_{\text{abs}}}
\]

(1)

where \(Q_{\text{tot}}\) is the total Q-factor, \(Q_{\text{int}}\) is the numerically calculated intrinsic Q-factor, \(Q_{\text{dis}}\) is the disorder Q-factor associated with the radiation losses mainly due to structural imperfections, and \(Q_{\text{abs}}\) represents an additional loss channel due to p-doping absorption. Absorption due to n-type doping is typically considered insignificant compared to the one of p-type doping,[38] and thus was neglected in this analysis.

In Figure 4b, the theoretical and the experimental Q-factor of undoped and doped cavities are shown. First, we calculate \(Q_{\text{dis}}\) via Equation (1), using the simulated and experimental data of the intrinsic InP LD cavities. The fit is shown with the red solid line, and \(Q_{\text{dis}}\) is estimated at 120 000 and is dependent on the disorder and the surface roughness of the etched PhC holes.

Finally, using the aforementioned values and the experimental data for the doped InP cavities, a new fit is used to calculate \(Q_{\text{abs}}\), represented with the yellow solid line. In this fit, \(Q_{\text{abs}}\) is estimated as 21 000 and is dependent on the p-doping levels and the proximity of the doping profile. This result demonstrates that such lateral p–i–n structures are limited by the optical losses induced by the p-doping. The fits show a good agreement of the theory with the experimental data, although, the Q-factor for smaller cavity lengths is overestimated since a larger part of the optical mode interacts with PhC holes enhancing the disorder-induced losses.

Figure 4c depicts a tilted SEM image of the PhC holes highlighting the surface roughness of the etched holes. An SEM image of a passive and active cavity is shown in the left and right part of Figure 4d, respectively. The Zn- and the Si-dopants provide enough contrast to visualize the doping profiles. The n-doping profile closely follows the DUV-mask design, as does the p-doping profile of the passive InP sample. However, the p-doping profile of the active sample is extended and exhibits some random wavy patterns attributed to the lower quality of InP regrown after dry etching, affecting the diffusion of the p-dopants. The extended p-region has a lower density of dopants, which is evident from the contrast in the SEM image.

3D FDTD simulations were used to extract the p-doping absorption coefficient and its effect on the Q-factor for a PhC laser cavity. The p-doped region was modeled as a material of complex refractive index \(n = n + ik\), where \(n\) and \(k\) is the real and imaginary part of the refractive index, respectively. The
imaginary part of the refractive index can be expressed as a function of the absorption coefficient of the material \( \alpha \) as \( \kappa = \alpha \lambda / 4\pi \).

In Figure 4e, the simulated \( Q_{\text{abs}} \) is shown for different p-doping offsets from the center of the cavity and different p-doping absorption coefficients. As the p-doping profile is getting closer to the cavity center, the \( Q \)-factor drops, resembling a tri-exponential decay, which relates to the overlap of the mode profile and the p-doping region.

The absorption coefficient of the p-doping region is calculated as 120 cm\(^{-1}\) using the p-doping offset extracted from the SEM image of the passive InP sample shown in Figure 4d. Consecutively, the \( Q_{\text{abs}} \) of an active PhC cavity was extrapolated as 8000 using the offset determined by the SEM image of the active sample. The shaded red and blue region of Figure 4e shows the expected range of the p-doping offset for the active and passive samples respectively. Using the conventional semiconductor laser notation, this corresponds to an average internal loss \( \langle a_i \rangle \) of 17 cm\(^{-1}\) (details on the simulation model are provided in Note S3, Supporting Information).

Overall, the \( Q \)-factor of a laser cavity is limited by the absorption of the p-doping region. We should note that although the \( Q \)-factor increases exponentially with the offset of the p-doping profile, the injection efficiency of the laser would massively drop due to the low mobility of the holes, discussed in Section 3.4. According to our measurements on LD lasers, the total \( Q \)-factor of a cavity should exceed 4000 to achieve lasing.

### 3.3. Thermal Characteristics

Another important characteristic of lasers intended for inter- and intra-chip communication is their behavior at high temperatures and, in particular, the temperature dependence of the threshold current, which ultimately affects the power consumption, the output power, and the service life of the laser. This section focuses on the laser performance under different ambient temperatures, which can also be used to determine the magnitude of self-heating at high injection levels at room temperature.

In the following experiment, the thermal properties of lasers based on one and three QWs are investigated by adjusting the stage temperature. The temperature is varied from 20 to 79 °C via a thermoelectric cooler (TEC). The L–I curves of a standard 3QW-L7 laser for four different heat sink temperatures are shown in Figure 5a. Lasing is achieved up to 79 °C, which is the upper limit of the used TEC.

The laser wavelength is linearly dependent on the heat sink temperature redshifting by 0.1 nm K\(^{-1}\) for both one and three QWs which is shown in Figure 5b. This linear increase is due to the increased refractive index.[40] Subsequently, one can calculate the temperature increase in the active region of the laser under varying pumping levels. The active region temperature increase is depicted in Figure 5c showing minimal self-heating under typical operating conditions. In particular, 8.5 °C heating was observed at 150 µA with a slope of 84 K mA\(^{-1}\) for both lasers.
The high thermal conductivity is one of the advantages of the BH technology since the highly thermally-resistant InGaAsP active region (68 W m$^{-1}$ K$^{-1}$) is embedded in the low thermally-resistant InP membrane (4.2 W m$^{-1}$ K$^{-1}$). The generated heat under varying pumping is not dependent on the dissipated power due to ohmic heating, but due to the absorption of the increased optical power density circulating the cavity. This was confirmed by the comparison of the lasing wavelength under optical pumping, discussed in Section 3.4. Moreover, less powerful lasers operate at lower effective temperatures. One example would be the L3 laser shown in Figure 3 that exhibited a much smaller active temperature increase with a slope of 43 K mA$^{-1}$.

As the temperature of the heat sink rise, the injection efficiency and the gain drops,[19,42] while the Auger recombination-induced losses increase.[43] This leads to an increase in the laser threshold current. The sensitivity of the threshold current concerning temperature can be quantified using a characteristic temperature $T_0$ via the commonly used empirical relation:[44]

$$I_{th}(T) = I_0 \exp \left( \frac{T - T_0}{T_0} \right)$$

The evolution of laser threshold current to heat sink temperature is shown in Figure 5d for the 1QW- and 3QW-based lasers. A good fit with Equation (2) was found giving a characteristic temperature $T_0$ of 35 °C for both 1QW and 3QWs lasers. This value is in the low end for InGaAsP-based QW lasers,[19,45] attributed to the poor heat dissipation of the free-floating PhC membrane and operation at high carrier densities.

The thermal properties of these devices can be greatly improved if the PhC slab is surrounded by a low-index material like SiO$_2$ or polymer acting as a heatsink.[46]

### 3.4. Injection Efficiency - Comparison between Optical and Electrical pumping

One of the main effects limiting the efficiency of the laterally doped 2D PhC nanolasers is the low injection efficiency estimated to be in the order of 1–10% from data of previously demonstrated lasers.[15,47] The lateral doping geometry offers the possibility for both electrical and optical pumping, and thus a comparison between the two pumping schemes was performed to understand the limiting factors on the efficiency.

In Figure 6a, the $L$–$I$–$V$ curves and the $L$–$L$ curve for the electrical and optical pumping of a 1QW-L5 laser are shown. In the optical pumping scheme, a 1310 nm pump laser was coupled to a single-mode fiber, while the same 50x objective was used for pumping and collecting. The optical pump power was normalized to match the laser threshold in both pumping schemes. We observe, however, that the output power is much lower after the threshold for the case of electrical injection. This effect is attributed to a drop in the injection efficiency as the applied voltage and current increase, and it is not related to heating since the
For the optical pumping rate, \( N \) and the transparency carrier density method and was defined as the active material. The pumping rate depends on the pumping efficiency, \( \tau_p \) for optical pumping (4)

\[
\frac{dN}{dt} = R_{\text{pump}} - \left( \frac{1}{\tau_r} + \frac{1}{\tau_{nr}} \right) N - \frac{\omega_{\text{ph}}}{\omega} g(N) N_p
\]

(3a)

\[
\frac{dN_p}{dt} = \left( \Gamma \omega_{\text{ph}} g(N) - \frac{1}{\tau_p} \right) N_p + \frac{\omega_{\text{ph}}}{\omega} \frac{N}{\tau_r}
\]

(3b)

where \( N \) and \( N_p \) is the carrier density and photon density inside the cavity, \( R_{\text{pump}} \) is the carrier pumping rate, \( \tau_r, \tau_{nr}, \) and \( \tau_p, \) is the radiative, non-radiative, and photon lifetime, respectively. \( \Gamma \) is the confinement factor, \( \omega_{\text{ph}} \) is the group velocity, and \( g(N) \) is the gain of the active material. The pumping rate depends on the pumping method and was defined as

\[
R_{\text{pump}} = \begin{cases} 
\eta_i / q V, & \text{for electrical pumping} \\
\eta_o P_{\text{inc}} / h \omega_0 V, & \text{for optical pumping}
\end{cases}
\]

(4)

where \( \eta_i \) is the electrical injection efficiency, \( I \) is the injected current, \( q \) is the elementary charge, and \( V \) is the volume of the active material. For the optical pumping rate, \( \eta_o \) is the optical pumping efficiency, \( P_{\text{inc}} \) is the optical incident pump power, and \( h \omega_0 \) is the energy per pump photon.

In Figure 6c the experimental data and the rate equation fits for optical and electrical pumping are plotted in a logarithmic scale. For both fits, the same parameters of the laser are used. Namely, \( \tau_r \) is 2 ns and \( \tau_{nr} \) is 10 ns respectively, the group velocity \( c/n_i \) is calculated based on a group index \( n_i \) of 3.5. A logarithmic gain model given by \( g(N) = g_0 \ln[N/N_0] \) was used to describe the gain of the QW where the gain coefficient is \( g_0 = 2000 \text{ cm}^{-1} \), and the transparency carrier density \( N_0 \) is \( 8.7 \times 10^{17} \text{ cm}^{-2} \) [47]. The confinement factor \( \Gamma \) is 4%. The photon lifetime can be calculated as \( \tau_p = Q/\omega \) where \( \omega \) is the laser frequency, and \( Q \) is the total \( Q \)-factor of the laser cavity. Following the discussion of Section 3.2, the \( Q \)-factor is chosen as 8000.

A good agreement of the conventional rate equations fitting and the experimental data was found for the optical pumping scheme, where the \( \beta \)-factor was calculated as 0.03 and is on par with previously reported results [47,48]. For the case of electrical pumping, however, the conventional rate equations could not accurately describe the behavior after threshold in any parameter combination which is attributed to a voltage-dependent drop of the injection efficiency. As a result, the rate equations were modified by modeling \( \eta_i \) as a function of the injected current as shown in the inset of Figure 6c. From this fit, the injection efficiency was calculated as 0.03, decreasing down to 60% of its original value. Similar injection efficiency drop was observed in all lasers and typically happens around 1.1 and 1.3 V, which are the turn-on voltages of the QW barrier and InP layer, respectively.

To further understand this effect, the optical spectra of the laser for different pumping conditions are shown in Figure 7a revealing the higher-order modes. To increase the collection efficiency the vertically scattered light was coupled to a multi-mode fiber whose alignment was based on maximizing the collection of the lasing peak at 1544 nm. A slight adjustment in the fiber alignment can affect the relative intensity of the modes, although their intensity is mainly dependent on the \( Q \)-factor, and the far-field mode overlap with the objective. The laser exhibited a threshold current of 35 \( \mu \)A, however, significant emission from higher-order cavity modes can be observed even at 5 \( \mu \)A above threshold, the emission of the higher-order modes is mostly clamped, however, as the applied voltage and the injection current are increased a peak at 950 nm is observed that is attributed to spontaneous emission from InP.

The 3D-FDTD simulated spectrum of the structure is shown in the upper part of Figure 7a. There is a good agreement of the numerical and experimental values for the resonant peaks and the \( Q \)-factor up to the sixth-excited cavity mode, summarized in the table of Figure 7b. The spontaneously emitted light in the higher-order modes closely resembles the theoretical cold cavity, while the fundamental mode assumed the cold cavity \( Q \)-factor at \( 0.4 \times \lambda_0 \) that can be considered the current required to reach transparency.
The InP emission can be spatially resolved via the microscope setup. In Figure 7c, a microscope image of a running laser is captured by an InGaAs camera. Using a Si camera, photon emission from the interface of the p-doping region was observed as shown in Figure 7d, demonstrating that there is a significant leakage current that leads to a low injection efficiency. Figure 7e depicts a heatmap of the InP electroluminescence that clearly outlines the p-doping interface. The carrier recombination occurs near the p–i interface due to the low mobility of the holes, which is expected to be 30 times lower than the one of the electrons.\[49\]

The mechanism of the leakage is depicted in Figure 7f,g where the top and cross-sectional view of an electron micrograph is artificially colored. In these pictures, the electrons and the holes are represented with blue and orange arrows, while the QW and InP photons are represented with the red and blue wavy arrows, respectively. Leakage paths have been identified both in the vertical and lateral direction and thus the shape and offset of the p-doping profile have to be optimized. As discussed in Section 3.2, there is a trade-off between the Q-factor and the injection efficiency, although an optimal value has yet to be extracted. The limit of the p-doping offset was experimentally determined as 800 nm where the injection efficiency is too low to achieve lasing.

4. Conclusion

In this work, we reported continuous-wave electrical operation of an L3 photonic crystal nanolaser with an ultra-low threshold current of 10.2 µA at room temperature, emitting at 1540 nm. The active material consists of a quantum well in a buried heterostructure region where the carriers are injected via a lateral p–i–n junction. Detailed information on the design method and the nanofabrication process was given. The effect of the disorder and the p-doping on Q-factor was experimentally quantified via cross-polarization resonant scattering measurements on InP line defect cavities. Complementing the experimental results with simulations, the absorption coefficient of the p-doping region and the modal absorption was deduced to be 120 and 17 cm\(^{-1}\), respectively. Thus, the Q-factor of a laser cavity is estimated at 8000, dominated by the losses due to the p-doping absorption. Moreover, experimental thermal analysis showed a minimal temperature increase of the active region under normal operating conditions, mainly dependent on the intensity of the circulating optical field and not ohmic losses. However, the threshold was shown to be strongly affected by the heat sink temperature with a characteristic temperature of 35° that necessitates a low-index cladding in future designs. The injection efficiency was determined at 3%
via the comparison between the optical and electrical pumping scheme and the laser rate equations fitting. Finally, InP emission from the p–i interface was spectrally and spatially resolved proving that there is a significant leakage current that limits the injection efficiency of laterally doped photonic crystal nanolasers.
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