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Abstract—Cyclic redundancy check (CRC) aided polar codes are capable of achieving better performance than low-density parity-check (LDPC) codes under the successive cancellation list (SCL) decoding scheme. However, the SCL decoding scheme suffers from very high space and time complexities. Especially, the high space complexity is a major concern for adopting polar codes in modern mobile communication standards. In this paper, we propose a novel reduced-complexity successive cancellation list (R-SCL) decoding scheme which is effective to reduce the space complexity. Simulation results show that, with a (2048, 1024) CRC-aided polar code, the R-SCL decoders with 25% reduction of space complexity and 8% reduction of time complexity can still achieve almost the same performance levels as those decoded by SCL decoders. To further reduce the complexity, we propose a multi-CRC coding scheme for polar codes. Simulation results show that, with a (16384, 8192) multi-CRC-aided polar code, a R-SCL decoder with about 85% reduction of space complexity and 20% reduction of time complexity results in a worst performance loss of only 0.04dB.

I. INTRODUCTION

Polar codes [1] are the first family of codes that achieve the capacity of symmetric binary-input discrete memoryless channels under a low-complexity successive cancelation (SC) decoding algorithm as the code block length $N$ approaches infinity. They are constructed from the generator matrix $G_2^\otimes n$ with $G_2 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix}$, where $\otimes n$ denotes the $n$th Kronecker power. It has been shown in [1], that under perfect successive cancelation (SC) decoding, the channels seen by individual bits start polarizing as $n$ grows large. The bit channels approach either a noiseless channel or a pure-noise channel. The fraction of noiseless channels is close to the channel capacity. Therefore, the noiseless channels, termed unfrozen bit channels, are selected for transmitting message bits while the other channels, termed frozen bit channels, are set to fixed values known by both encoder and decoder.

Though polar codes asymptotically achieve the channel capacity, the performance of polar codes at short to moderate block lengths is disappointing under the SC decoding algorithm. There are two reasons as observed in [2], [3].

The first reason is that the performance of the SC decoder is significantly degraded compared to that of the maximum-likelihood (ML) decoder. The second reason is that polar codes are inherently weak at short to moderate block lengths. To improve the performance of the decoder, a successive cancelation list (SCL) decoding algorithm was proposed [2], [3] which performs almost the same as the ML decoding scheme as the list size $L$ is large. However, since polar codes are weak, the performance levels of polar codes even under the ML decoding scheme are inferior to those of low-density parity-check (LDPC) codes. To strengthen polar codes, a concatenation scheme of cyclic redundancy check (CRC) codes and polar codes, termed CRC-aided polar codes, was found to be effective to improve the performance [2], [3] under the SCL decoding scheme. It has been shown that CRC-aided polar codes under SCL decoding are capable of achieving better performance levels than those of LDPC codes and turbo codes [2], [3], [4].

The space and time complexities of the SCL decoder with list size $L$ are $O(LN)$ and $O(LN \log_2 N)$, respectively, where $N$ is the block length. As a result, the complexities of the SCL decoder become very huge as $L$ or $N$ is large. Recently, the family of CRC-aided polar codes has been considered as a candidate for the fifth generation (5G) mobile communication standard [5]. However, the high space complexity of the SCL decoder becomes a major concern by adopting CRC-aided polar codes in the 5G mobile communication standard [6]. Therefore, it is very critical to reduce the space complexity of the SCL decoder. There are several tree-pruning techniques proposed in [7], [8] to reduce the averaged space and time complexities of the SCL decoder and hence to reduce the energy consumption of the SCL decoder. In tree-pruning techniques, the candidate paths of small reliability values are eliminated from the list during decoding steps. This method can reduce the computational overhead to extend the paths which are not likely to be the correct codeword. However, the worst-case space and time complexities remain $O(LN)$ and $O(LN \log_2 N)$, respectively. In [4], it was observed that, for most of the cases, the SCL decoder with very small $L$ can successfully decode the information bits, and there are very few cases that need very large $L$ for successful decoding. Therefore, in order to reduce the decoding complexity, an adaptive SCL decoder for CRC-aided polar codes was proposed [4]. The adaptive SCL decoder initially uses a very small $L$ for decoding. If there is no candidate path passing the CRC check, the decoder iteratively increases $L$, until $L$ reaches a predefined value $L_{\text{max}}$. It is obvious that adaptive SCL decoder can only improve the averaged space and time complexities. The worst-case space and time complexities remain $O(L_{\text{max}} N)$ and $O(L_{\text{max}} N \log_2 N)$, respectively.

In this paper, we propose a reduced-complexity SCL (R-SCL) decoder for polar codes, targeting to reduce the worst-case complexity. For SCL decoder with list size $L$, $L$ memory
blocks with each block size of $2^{n-m}$ are required to store the log-likelihood ratios (LLRs) at the $m$th intermediate stage for $m = 1, \ldots, n$ in the graph representation of polar codes [2], [3], [9]. Consequently, the space complexity of the SCL decoder is given by $O(L \sum_{m=1}^{n} 2^{n-m}) = O(LN)$. In the R-SCL decoder, we propose to apply smaller or equal number of memory blocks for the stage with larger memory block size. Therefore, the numbers of memory blocks are now specified by a vector $L = [L_1, L_2, \ldots, L_n]$ where $L_m \leq L'_n$ for $m \leq m'$. In this way, the space and time complexities can be effectively reduced. Simulation results will verify that the R-SCL decoder with 25% reduction of space complexity and 9% reduction of time complexity can achieve little performance loss w.r.t. the SCL decoder.

To further reduce the space and time complexities of the R-SCL decoder, we propose a novel multi-CRC coding scheme. The idea of multi-CRC-aided polar codes was first proposed in [10]. The method proposed in [10] divides the entire $K$-bit message block into $M$ sub-blocks. All sub-blocks have equal length of $K'/K$, and $r$ CRC bits are appended to each sub-block. In order to reduce the decoding delay, the modified SCL decoder proposed in [10] outputs each sub-block as early as possible during the SCL decoding. When the decoding level reaches the last bit of a sub-block, the decoder applies CRC detection on the sub-block immediately among all candidate paths in the list. The most reliable path that passes the CRC check is selected as the estimation of the information sub-block. In this way, the latency can be reduced and the memory to store the ‘hard-decision’ bits of all paths can be released. However, the space complexity of the modified SCL decoder remains the same, because only memory to store the ‘hard-decision’ bits is released in [10]. The proposed multi-CRC coding scheme is different from that proposed in [10]. In the new multi-CRC coding scheme, the $N = 2^n$ bit channels are partitioned into $M = 2^s$ sub-blocks, and each sub-block contains $2^{n-s}$ bit channels and its own CRC bits. The CRC bits for each sub-block can help the R-SCL decoder to further reduce the number of memory blocks at stages smaller than or equal to $s$ by only retaining fewer CRC-passed candidate paths at decoding levels of $(j + 1)2^{n-s} - 1$ for $j = 0, \ldots, M - 1$. Simulation results show that, with the multi-CRC-aided polar codes, the R-SCL decoders can achieve 85% reduction of space complexity and 20% reduction of time complexity at performance penalty no larger than 0.04 dB w.r.t. the conventional SCL decoder with single-CRC-aided polar codes.

This paper is organized as follows. Section II gives a background introduction of polar codes. The SC decoder and SCL decoder are briefly reviewed in Section III and Section IV, respectively. Section V proposes the reduced-complexity SCL (R-SCL) decoder. The multi-CRC-aided polar code with R-SCL decoder is proposed in Section VI. Simulation results are given in Section VII. Conclusions are drawn in Section VIII.

Fig. 1. Graph representation of a polar code of block length $N = 8$. Notations: Throughout this paper, matrices and vectors are set in boldface, with uppercase letters for matrices and lower case letters for vectors. An $n$-tuple vector $x$ is denoted as $x = [x_0, x_1, \ldots, x_{n-1}]$ with the indices starting from 0 (instead of 1 for normal vector representations). The notation $x_o^b$ means the sub-vector $[x_o, x_{o+1}, \ldots, x_b]$ if $b \geq a$ and null vector otherwise. Set quantities such as $A$ are denoted using the calligraphic font, and the cardinality of the set $A$ is denoted as $|A|$. The binary representation of an integer $i$ with $0 \leq i < 2^n$ is denoted by an $n$-tuple binary vector $i = [i_0, i_1, \ldots, i_{n-1}]$ satisfying $i = \sum_{j=0}^{n-1} i_j 2^j$.

II. BACKGROUND

Polar codes are constructed from the generator matrix $G_{2^n} \otimes G_2$ with $G_2 = [1 0]^T$, where $\otimes$ denotes the $n$th Kronecker power. A codeword of a polar code of length $N = 2^n$ without bit-reversal matrix can be represented by

$$x = u G_{2^n},$$

where $u = [u_0, u_1, \ldots, u_{2^n-1}]$ is the message bits and $x = [x_0, x_1, \ldots, x_{2^n-1}]$ is the codeword bits. In this paper, we employ polar codes without bit-reversal matrix and the graph representation is different from that proposed in [1]. A polar code of block length $2^n$ can be represented by a graph with $n$ sections of trellises as given in [1] which is called the standard graph of the polar code. It has been indicated in [1] that for a polar code of block length $2^n$, there exist $n!$ different graphs obtained by different permutations of the $n$ layers of trellis connections. We consider to represent a polar code with reverse ordering of its standard graph. Figure 1 shows an example graph for $N = 8$ with reverse ordering of the standard graph.

The codeword $x$ obtained from (1) is then transmitted via $N$ independent uses of the binary input discrete memoryless channel (B-DMC) $W : X \rightarrow Y$, where $X = \{0, 1\}$ denotes the input alphabet, $Y$ denotes the output alphabet, and $W(y|x)$ denotes the channel transition probabilities. The conditional distribution of the output $Y = y$ given the input $X = x$, denoted as $W_N(y|x)$, is given by

$$W_N(y|x) = \prod_{i=0}^{N-1} W(y_i|x_i).$$
The distribution of $Y$ conditioned on $U = u$, denoted as $W_n(y|u)$, is given by

$$
W_n(y|u) = W^N(y|u^G_{2^n}).
$$

The polar code of length $N = 2^n$ transfers the original $2^n$ identical channels $W$ into $2^n$ synthesized channels, denoted as $W^{(i)}_n: X^N \to Y^N \times X^i$ for $i = 0, \ldots, 2^n - 1$ with the transition probability given by

$$
W^{(i)}_n(y, u_0^{i-1}|u_i) = \sum_{u_{N-i}^{N-1}} \frac{1}{2^{N-1}} W_n(y|u).
$$

It has been shown in [1] that as $n$ grows large, the synthesized channels start polarizing. They approach either a noiseless channel or a pure-noise channel. The fraction of noiseless channels is close to the channel capacity. Therefore, the probability pairs are prone to underflows, i.e., they approach zero as $n$ is large. Therefore, certain normalization methods are required to normalize the probability pairs in the intermediate stages of the graph. The LLR based SC decoder does not require any normalization and has the advantage that it is numerically stable. In addition, only one value is required to compute which enables area-efficient implementations.

Instead of computing $W^{(i)}_n(y, u_0^{i-1}|u_i)$ for $u_i \in \{0, 1\}$, it is sufficient to compute the LLRs

$$
\Gamma^{(i)}_n = \ln \left( \frac{W^{(i)}_n(y, u_0^{i-1}|0)}{W^{(i)}_n(y, u_0^{i-1}|1)} \right).
$$

The decision $\hat{u}_i$ is given by $\hat{u}_i = 0$ for $i \in A^c$ and

$$
\hat{u}_i = \begin{cases} 
0, & \text{if } \Gamma^{(i)}_n > 0 \\
1, & \text{otherwise}
\end{cases}
$$

for $i \in A$. Define intermediate LLRs at stage $m$ as $L^{(i)}_m$ for $i = 0, \ldots, N - 1$ as illustrated in Figure 2. The LLRs can be computed using the recursions

$$
\Gamma^{(i)}_m = \Gamma^{(i)}_{m-1} \oplus \Gamma^{(i+2^n-m)}_{m-1},
$$

$$
\Gamma^{(i+2^n-m)}_m = (-1)^{\hat{u}_m^{(i)}} \Gamma^{(i)}_{m-1} + \Gamma^{(i+2^n-m)}_{m-1},
$$

for $i = 0, \ldots, N - 1$ and $m = n, n - 1, \ldots, 1$, where the binary operator $\oplus$ is defined by

$$
a \oplus b \equiv \ln \left( \frac{e^a + e^b}{e^a + e^b} \right).
$$

The recursions terminate at $m = 0$ with $\Gamma^{(i)}_0$ given as the channel LLRs:

$$
\Gamma^{(i)}_0 = \ln \left( \frac{W(y_i|0)}{W(y_i|1)} \right).
$$

The partial sum $\hat{u}_m^{(i)}$ are computed starting from $\hat{u}_n^{(i)} = \hat{u}_i$ with

$$
\hat{u}_m^{(i)} = \hat{u}_m^{(i)} + \hat{u}_{m-1}^{(i+2^n-m)},
$$

$$
\hat{u}_{m-1}^{(i+2^n-m)} = \hat{u}_{m-1}^{(i+2^n-m)},
$$

for $m = n, n - 1, \ldots, 1$.

Similarly, partial LLRs calculated at each node for the $i$th bit can be shared to calculate the LLRs of the $j$th bit for $j > i$. To share the LLRs, some LLRs are required to be stored at each stage. The size of memory to store the LLRs at stage $m$ is $2^{n-m}$ [1]. Therefore, the total memory size to store the LLRs is $\sum_{m=1}^n 2^{n-m} = 2^n - 1 \approx N$ excluding the memory to store the channel LLRs.

The decoder can be viewed as that implemented using divide-and-conquer procedures. The original polar code of length $2^n$ is divided into two polar codes of length $2^{n-1}$. For example, Figure 2 shows a polar code of length 8 is divided into two polar codes of length 4, viewing as the left
part of Figure 2 form \( m = 1 \). One is represented as the upper sub-graph with LLR inputs \( \Gamma^{(2)}_1, \Gamma^{(2)}_1, \Gamma^{(2)}_1, \Gamma^{(2)}_1 \), and the other is represented as the lower sub-graph with LLR inputs \( \Gamma^{(4)}_1, \Gamma^{(5)}_1, \Gamma^{(6)}_1, \Gamma^{(7)}_1 \). The two polar codes of length \( 2^n - 1 \) can be further divided into 4 polar codes of length \( 2^{n-2} \), and so on. Therefore, in general, at stage \( m \), we may have \( 2^m \) polar codes of length \( 2^{n-m} \).

To decode the \( i \)th bit, the LLR inputs of each sub-graph at stage \( m \) which the \( i \)th message bit belongs to are calculated and stored in the memory. For example, for \( i = 1 \), the input LLRs, \( \Gamma^{(0)}_2 \) and \( \Gamma^{(1)}_2 \), for the upper most sub-graph at stage \( m = 2 \) and the input LLRs, \( \Gamma^{(0)}_1, \Gamma^{(1)}_1, \Gamma^{(2)}_1 \), and \( \Gamma^{(3)}_1 \), for the upper most sub-graph at stage \( m = 1 \) are calculated and stored in the memory. Then for \( i = 2 \), only the LLRs at stage \( m = 2 \) are updated using the partial sums \( \hat{u}_2(0) \) and \( \hat{u}_2(1) \) which is given by

\[
\Gamma^{(2)}_2 = (-1)\hat{u}_2(0) \Gamma^{(0)}_1 + \Gamma^{(2)}_1,
\Gamma^{(3)}_2 = (-1)\hat{u}_2(1) \Gamma^{(1)}_1 + \Gamma^{(3)}_1.
\]

Finally, \( \Gamma^{(2)}_3 \) is calculated by \( \Gamma^{(2)}_3 = \Gamma^{(3)}_2 \otimes \Gamma^{(3)}_3 \) and the estimate \( \hat{u}_3 \) is decided based on \( \Gamma^{(2)}_3 \). Then, for \( i = 3 \), the LLR \( \Gamma^{(3)}_3 \) is calculated by

\[
\Gamma^{(3)}_3 = (-1)\hat{u}_3(2) \Gamma^{(2)}_2 + \Gamma^{(3)}_2,
\]

and the estimate \( \hat{u}_3 \) is decided based on \( \Gamma^{(3)}_3 \). The procedure is repeated until all the message bits are decoded. Therefore, the entire set of \( N \log_2 N \) LLRs \( \Gamma^{(i)}_m \) can be computed using \( O(N \log_2 N) \) updates. The memory size to store the LLRs is \( O(N) \).

IV. SUCCESSIVE CANCELLATION LIST (SCL) DECODING OF POLAR CODES

The SC decoding has the drawback that if a bit is not correctly detected, it is not possible to correct it in future decoding steps. Therefore, to improve the performance of the SC decoder, the successive cancelation list (SCL) decoder was proposed in [2], [3] based on the probability domain. Later, it was shown that the SCL decoder can be implemented based on the LLR domain [12], [9]. For future reference, we give a brief review of the SCL decoder based on the LLR domain.

The SCL decoding algorithm is based on the binary tree search over the information bits under a complexity constraint that the size of the list is at most \( L \). Any information bit sequence can be represented as a path over the binary tree. The SCL decoder searches over the binary tree level-by-level. At each level \( i \in A \), the decoder extends every candidate path in the list along two paths of the binary tree by appending a bit 0 or a bit 1 to each of the candidate path. Therefore at every \( i \in A \), the decoder doubles the number of paths up to a predetermined limit \( L \). When the number of paths exceeds \( L \), only \( L \) most reliable paths are retained for further processing at the next level. This procedure is repeated until \( i = N - 1 \). Then, the path of the largest reliability metric is selected as the decoder output. The SCL decoder degenerates to SC decoder when \( L = 1 \).

Let \( \hat{u}_0^{i-1}[\ell] \) be one of the paths in the list at level \( i - 1 \), where \( \ell \in \{0, \ldots, L - 1\} \) denotes the path index in the list. The path metrics of the extended paths \( [\hat{u}_0^{i-1}[\ell], 0] \) and \( [\hat{u}_0^{i-1}[\ell], 1] \) proposed in [2], [3] is calculated based on the probability domain using the likelihoods \( W_{n}(y, \hat{u}_0^{i-1}[\ell]) \) and \( W_{n}(y, \hat{u}_0^{i-1}[\ell]) \). Therefore, two values have to be computed at each intermediate update and stored at each stage of the graph. Besides, the likelihood values in the probability domain are prone to underflows. To avoid underflow, the likelihood values at each intermediate update are scaled by a common factor [2], [3] such that the final path metric is proportional to \( W_{n}(y, \hat{u}_0^{i-1}[\ell]|u_i) \) for \( u_i \in \{0, 1\} \).

Another implementation of the SCL decoder based on the LLR domain was proposed in [12], [9]. It has been proved in [12], [9] that the path metric defined by

\[
M_{\ell}^{(i)} = \sum_{j=0}^{i} \ln \left[ 1 + \exp \left( -(-1)^{\ell} u_j [\ell] \Gamma^{(j)}_n [\ell] \right) \Gamma^{(j)}_n [\ell] \right]
\]

is proportional to \( \ln \left( W_n^{(i)}(y, \hat{u}_0^{i-1}[\ell]|u_i) \right) \), where

\[
\Gamma^{(i)}_n [\ell] = \ln \left( \frac{W_n^{(i)}(y, \hat{u}_0^{i-1}[\ell]|0)}{W_n^{(i)}(y, \hat{u}_0^{i-1}[\ell]|1)} \right),
\]

which is the LLR of bit \( u_i \) given the channel output \( y \) and the path \( \hat{u}_0^{i-1}[\ell] \). Using the new path metric, the SCL decoder can be implemented using \( L \) parallel low-complexity LLR-based SC decoders given in Section IIIB as the building blocks. The metric for the new extended path \( [\hat{u}_0^{i-1}[\ell], 0, \hat{u}_i] \) can be updated with

\[
M_{\ell}^{(i)} = M_{\ell}^{(i-1)} + \ln \left[ 1 + \exp \left( -(-1)^{\ell} u_i [\ell] \Gamma^{(i)}_n [\ell] \right) \Gamma^{(i)}_n [\ell] \right],
\]

where \( M_{\ell}^{(i-1)} \) is the path metric of \( \hat{u}_0^{i-1}[\ell] \).

During SCL decoding, a decoding path is extended into two candidates, and hence the contents of the LLR values stored in the intermediate stages have to be duplicated with one copy given to the first candidate and the other to the second. Therefore, the copying operation alone would take time \( O(LN^2) \) for
a naive implementation of the SCL decoder. A clever implementation using a so call “lazy-copy” technique was proposed in [2], [3] which enables the memory sharing structure among candidate paths. Recall that the size to store \( \Gamma_m \) at stage \( m \) is \( 2^{n-m} \) for the SC decoder. For the SCL decoder, \( L \) memory blocks with each block size of \( 2^{n-m} \) are maintained at stage \( m \) to store \( \Gamma_m^{(j)} \) and hence the space complexity of the SCL decoder is \( O(L \sum_{m=1}^{n} 2^{n-m}) = O(LN) \). The memory blocks of stage \( m \) are indexed by an integer from 0 to \( L-1 \). The “lazy copy” technique is to copy the memory indices rather than the contents of the memory. In this way, the time complexity is reduced to \( O(LN \log_2 N) \) instead of \( O(LN^2) \).

As observed in [2], [3], even with the ML decoder, the performance of the polar code is still inferior to that of the LDPC code for a block length of \( N = 2048 \). This means that with high probability the transmitted codeword is not the ML codeword. However, it was observed that with high probability the transmitted codeword is in the list of the SCL decoder at the last decoding level. Therefore, a simple cyclic redundancy check (CRC) encoding scheme [2], [3] is applied for an information block of length \( K \) by adding redundant bits. The CRC-aided polar code requires \( K + r \) bit channels, i.e., \( |A| = K + r \), for transmission instead of \( K \) bit channels. The CRC-\( r \) encoded block can help the decoder to decide which codeword in the list is the transmitted codeword by selecting the CRC-passed candidate of the largest metric among the list at the last decoding level. An example of a (2048, 1024) polar code with CRC-16 under SCL decoding with \( L = 32 \) was found to be capable of achieving almost the same performance as that of the LDPC code of the same length and code rate [2], [3]. Therefore, CRC-aided polar code is a competitive candidate in future wireless communication standards.

V. REDUCED-COMPLEXITY SCL DECODING OF POLAR CODES

Recently, the family of CRC-aided polar codes has been considered as a candidate for the fifth generation (5G) mobile communication standard [5]. However, the high space complexity of the SCL decoder is a major concern by adopting polar codes [6]. In this paper, we propose a hardware friendly reduced-complexity SCL (R-SCL) decoding algorithm which is suitable for hardware implementations with limited hardware resources.

To investigate the space complexity of the SCL decoder, it is important to determine how many memory blocks are used at each stage when the decoding level \( i \) ranges from 0 to \( N-1 \). Let \( U^{(i)} \) be the set of candidates in the list at decoding level \( i \), i.e., \( U^{(i)} = \{ \hat{u}_0^{(i)}, \ldots, \hat{u}_L^{(i)} \} \), where \( L' \leq L \) is the list size at the decoding level \( i \). The integer \( i \) can be represented using the binary representation with \( i = [i_0, i_1, \ldots, i_{n-1}] \). The binary representation of \( i \) can be used to trace the sub-graphs at each stage which the \( i \)th bit channel belongs to. Starting from the \((i-1)\)th bit, if \( i_{n-1} = 0 \), the upper sub-graph is employed, else the lower sub-graph is employed at stage \( m = 1 \). Similarly, given the sub-graph at stage \( m = 1 \), we may determine the sub-graph at stage \( m = 2 \) by the value of \( i_{n-2} \).

For example, consider an \( N = 8 \) polar code as given in Figure 2 If \( i = 5 \), then \( \hat{i} = [0, 0, 1] \). The last bit \( i_2 = 1 \) means that the lower sub-graph at stage \( m = 1 \) and its corresponding input LLRs \( \Gamma_3^{(1)}, \Gamma_5^{(1)}, \Gamma_6^{(1)}, \) and \( \Gamma_7^{(1)} \) are employed to decode the \( i \)th bit. Similarly, \( i_1 = 0 \) means that the subgraph with input LLRs \( \Gamma_2^{(1)} \) and \( \Gamma_3^{(1)} \) at stage \( m = 2 \) are employed. Finally, \( i_0 = 1 \) means that \( \Gamma_3^{(1)} \) is employed. There are \( 2^{n-m} \) LLR values required to store in the memory bank at stage \( m \). For SCL decoding with shared memory, the number of memory blocks employed at stage \( m \) depends on how many different patterns in \( U^{(i)} \) that results in different LLRs at stage \( m \). Let \( i(m) \) be the binary truncated version of \( i \) which reserves only the \( m \) most significant bits (MSBs) of \( i \), i.e.,

\[
i(m) = \sum_{j=n-m}^{n-1} i_j 2^j
\]

Define \( U_0^{(i(m)-1)} \) by

\[
U_0^{(i(m)-1)} = \{ \hat{u}_0^{(i(m)-1)} : \forall \hat{u} \in U^{(i)} \},
\]

and also define \( U_0^{(i(m)-1)} = \emptyset \). The set \( U_0^{(i(m)-1)} \) represents the subset obtained by preserving the first \( m \) bits of all candidates of \( U^{(i)} \). Then it can be easily proved that, at the \( i \)th decoding level, the number of memory blocks to store the LLRs at stage \( m \), denoted as \( S_m(i) \), is given by

\[
S_m(i) = \min \left( \left| U_0^{(i(m)-1)} \right|, 1 \right)
\]

(3)

Based on the analysis of memory utilization at each decoding level, to limit the space complexity, we may restrict the maximum number of memory blocks individually for each stage. Note that the block size to store LLRs at stage \( m \) is \( 2^{n-m} \). Therefore, it is more efficient to have a small number of memory blocks for small \( m \). Define a vector \( L = [L_1, \ldots, L_n] \), where \( L_m \) is defined as the maximum number of memory blocks at stage \( m \) with \( L_m \leq L_m' \) for \( m < m' \) and \( L_n = L \). Then the total space complexity is in the order of

\[
\sum_{m=1}^{n} L_m 2^{n-m}.
\]

(4)

If \( L_m = L \) for all \( m = 1, \ldots, n \), the decoder becomes a regular SCL decoder with list size \( L \). Since the number of candidates at stage \( m \) is reduced, the time complexity can also be reduced as well which is in the order of

\[
N \sum_{m=1}^{n} L_m.
\]

(5)

instead of \( LN \log_2 N = LNn \) for a regular SCL decoder of list size \( L \).

Now the problem is how to restrict the maximum number of memory blocks for each stage. After the path extension at level \( i \), we may obtain a set of candidates \( U^{(i)} \). For the SCL decoder, the best \( L \) candidates among \( U^{(i)} \) are reserved which is independent of the decoding level \( i \). However, to reduce the space complexity, our proposal reserves a variable number of candidates depending on the decoding level \( i \). If \( i \) locates at the sub-graph boundary at stage \( m \), then the number
of memory blocks required at stage \( m \) for future extensions depends on how many candidates are reserved at level \( i \). Define \( f(i) \) as an integer depending on \( i \) which is the least integer of \( j \) such that \( i_j = 1 \). For example, let \( n = 8 \) and \( i = 40 \), then \( i = [0, 0, 0, 0, 1, 0, 1, 0, 0] \). The least integer of \( j \) such that \( i_j = 1 \) is \( j = 3 \) and therefore \( f(40) = 3 \) for \( n = 8 \). It can be easily seen that the \( i \)th bit channel locates at the boundary of sub-graph at stage \( m = n - f(i + 1) \). Therefore, to restrict the maximum number of memory blocks employed at each stage, we fist compute \( m = n - f(i + 1) \) and then reserve only \( L_m \) candidates at decoding level \( i \). In this way, the maximum number of memory blocks employed at the \( n \)th stage can be restricted to be \( L_m \). Note that the case when \( i = 2^n - 1 \) may require a special handling. In this case, we will \( L_m \) candidates are reserved to left as many as possible candidates which may provides better performance with CRC-aided polar codes.

Table I illustrates the numbers of reserved candidates at each decoding level \( i \) to fulfill the memory constraint of \( L = [4, 5, 6, 7] \) for decoding of a polar code of length \( N = 16 \). The low-complexity decoder has a certain performance loss as compared to the regular SCL decoder with \( L = 7 \), because the number of candidates reserved at some decoding level is less than 7. However, the candidates in the list of SCL decoder get more reliable as \( i \) increased. In this proposal, the smallest level \( i \) that results in reserving \( L_m \) candidates is \( 2^n - m - 1 \). Therefore, small \( L_m \) values are applied only when \( i \) is large which may results in a very small performance degradation. For example, given the smallest value \( L_1 = 4 \) as illustrated in Table I, \( L_1 = 4 \) is applied only at level \( i = 7 \).

In the next section, we proposed a multi-CRC encoding scheme for polar codes which helps to further reduce the number of memory blocks at certain decoding stages for the R-SCL decoder.

VI. REDUCED-COMPLEXITY SCL DECODING OF MULTI-CRC-AIDED POLAR CODES

The idea of multi-CRC encoding scheme for polar codes was first proposed in [10]. The method proposed in [10] is to divide the entire \( K \)-bit message block into \( M \) sub-blocks. All sub-blocks have equal length of \( K' = K/M \). Let the set of unfrozen bits be \( A \) with \( |A| = K + r \). Each message sub-block is processed by one CRC encoder with \( r' \) parity check bits, where \( r' = r/M \). Define \( a = [a_0, a_1, \ldots, a_{K-1}] \). The Multi-CRC coding scheme proposed in [10] partitions the \( K \)-bit message block into \( M \) sub-blocks with the \( j \)th sub-block given by

\[
\mathbf{a}_j = [a_{jK'}, \ldots, a_{(j+1)K'-1}], \quad \text{for } j = 0, \ldots, M - 1.
\]

The multi-CRC encoding scheme results in the CRC encoded vector

\[
\bar{a} = [a_0, c_0, a_1, c_1, \ldots, a_{M-1}, c_{M-1}],
\]

where \( c_j \) is the \( r' \)-tuple CRC vector for the \( j \)th sub-block \( a_j \). Then the multi-CRC encoded vector is mapped to the vector \( \mathbf{u} \) by letting \( \mathbf{u}_A = \bar{a} \) and \( \mathbf{u}_{A^c} = 0 \). Finally, the codeword is obtained by \( x = uG_2^n \). In order to reduce the decoding delay, the modified SCL decoder proposed in [10] outputs each sub-block as early as possible during the SCL decoding. When the decoding level of the modified SCL decoder reaches the last bit of the \( j \)th sub-block, the decoder applies CRC detection on the \( j \)th sub-block immediately among all candidates in the list. The most reliable candidate that passes the CRC check is selected as the estimation of the \( j \)th information sub-block.

In this way, the latency can be reduced and the memory to store the hard-decision candidates can be released. However, the space complexity of the SCL decoder remains the same, because only the memory to store the hard-decision candidates are released. The memory size required to store the LLRs at each stage remains the same.

Our multi-CRC encoding scheme is different from that proposed in [10]. The new design aims to reduce the memory size to store LLRs inside the R-SCL decoder which is more critical than to reduce the size of the hard-decision memory. The encoding method is described as follows. Let \( M = 2^s \) where \( s \geq 1 \). Set the unfrozen bits be \( A \) with \( |A| = K + r \), where \( K \) is the number of message bits and \( r \) is the total number of CRC bits. Define \( A_j = A \cap \{ j2^n-s, \ldots, (j+1)2^n-s-1 \} \) for \( j = 0, \ldots, 2^s - 1 \). Let \( K_j = |A_j| - r_j \) with \( \sum_{j=0}^{2^s-1} K_j = K \) and \( \sum_{j=0}^{2^s-1} r_j = r \), where \( K_j \) is the number of message bits of the \( j \)th sub-block and \( r_j \) is the number of CRC bits of the \( j \)th sub-block. Define the lengths of CRC bits as a vector \( \mathbf{r} = [r_0, r_1, \ldots, r_{2^s-1}] \). In the polar code design for multi-CRC encoding scheme, we require to select \( |A| = K + r \) unfrozen bit channels. The message block \( \mathbf{a} \) is divided into \( M \) sub-blocks with the size of the \( j \)th sub-block being \( K_j \), i.e.,

\[
\mathbf{a} = [a_0, a_1, \ldots, a_{M-1}],
\]

where \( a_j \) is a \( K_j \)-tuple vector. Note that the \( K \)-bit message block is partitioned into sub-blocks of different sizes which is quiet different from that proposed in [10]. In addition, the numbers of CRC bits may be different for different sub-blocks. In our design, two types of CRCs are used. The first type is called “local CRC” which is added individually for each of the first \( M-1 \) sub-blocks. The second type is called “global CRC” which is added at the end of the block with \( \mathbf{a} \) as the message block. Define CRC\(_j\)(\( \mathbf{b} \)) as the \( j \)th CRC encoding function with \( \mathbf{b} \) as the message block. The multi-CRC encoder results in the CRC encoded vector

\[
\bar{a} = [a_0, c_0, a_1, c_1, \ldots, a_{M-1}, c_{M-1}],
\]

where \( c_j \) is CRC\(_j\)(\( a_j \)), for \( j = 0, \ldots, M - 2 \), are the local CRC vectors and \( c_{M-1} = \text{CRC}_M(a) \) is the global CRC vector. The CRC encoded vector is then mapped to bit channels by \( \mathbf{u}_A = \bar{a} \) and \( \mathbf{u}_{A^c} = 0 \). Finally, the codeword is obtained by \( x = uG_2^n \).

Figure 3 illustrates a block diagram of the encoder with \( M = 4 \). This encoding method ensures that, after bit mapping, every consecutive \( 2^n-s \) bit channels contain exactly one message sub-block and one CRC vector. This property
is very important for a modified R-SCL decoder to reduce the numbers of memory blocks to store LLRs from stage 1 to stage \( s \). Given the setting of \( L = [L_1, \ldots, L_n] \) as that proposed in Section \( \text{V} \), the modified R-SCL decoder for the proposed multi-CRC-aided polar code performs the same as that proposed in Section \( \text{V} \) except when the decoding level \( i \) reaches the end of every \( 2^n-s \) bit channels, i.e., when \( i = (j+1)2^n-s-1 \) for some integer \( j \geq 0 \). Whenever \( i = (j+1)2^n-s-1 \) for some integer \( j \geq 0 \), the candidates for the \( j \)th message sub-block and its corresponding CRC vector are ready in the list. The modified R-SCL decoder performs local CRC check on each of the candidates for the \( j \)th sub-block and selects the \( L_{s-f(j+1)} \) best candidates that pass the CRC check for \( j = 0, \ldots, M-2 \). If \( i \) reaches the last decoding level, i.e., \( i = 2^n-1 \), the decoder performs global CRC check and selects only one best candidate that passes the global CRC-\( M-1 \) check. The local CRC detections exclude a large number of candidates that do not pass the CRC check. As can be seen in Section \( \text{V} \), a large size of memory to store the LLRs from stage 1 to stage \( s \) can be saved by setting small values of \( L_m \) for \( m \leq s \).

One important issue for the new proposal is to determine how many CRC bits should be employed for the local CRC and global CRC. A larger number of local CRC bits provides more reliable detection of each sub-block for the modified R-SCL decoder and hence we can set a small value of \( L_m \) for \( m \leq s \). However, using too many local CRC bits also degrades the performance even with a large list size. The reason is that, given a fixed \( K \), more unreliable bit channels are used by increasing the number of local CRC bits, and hence the probability that the correct codeword is not in the final candidates is also increased. Therefore, we should carefully select the numbers of local CRC bits that just allow to set small values of \( L_m \) for \( m \leq s \) without much performance impact.

VII. SIMULATION RESULTS

A. Reduced-Complexity SCL Decoding of a Single-CRC-Aided Polar Code

A single CRC-aided (2048, 1024) polar code with 16 CRC bits is employed in the simulation with the CRC polynomial \( x^{16} + x^{12} + x^5 + 1 \). Three different configurations of R-SCL decoders are considered with the following list size vectors

\[
L_1 = [22, 24, 26, 28, 30, 32, 32, 32, 32, 32], \\
L_2 = [11, 12, 13, 14, 15, 16, 16, 16, 16, 16], \\
L_3 = [5, 6, 7, 7, 8, 8, 8, 8, 8, 8].
\]

The space and time complexities of the configurations are given in Table \( \text{I} \) as well as those of regular SCL decoders with \( L = 32, L = 16 \), and \( L = 8 \). It should be noted that the R-SCL decoders with \( L = L_1 \), \( L = L_2 \), and \( L = L_3 \) are considered as the R-SCL versions of the SCL decoders with \( L = 32, L = 16 \), and \( L = 8 \), respectively. The space and time complexities of the R-SCL decoders are reduced by about 25% and 8%, respectively. Simulation results of the block error rates (BLERs) of all the above configurations are shown in Figure \( \text{III} \). The results indicate that the single CRC-aided R-SCL decoders have slight performance losses which are at most 0.03dB at high SNR regions as compared to those of SCL decoders. The space complexity can be further reduced by using the multi-CRC-aided polar codes as shown in the next subsection.

B. Reduced-Complexity SCL Decoding of Multi-CRC-Aided Polar Codes

We consider to partition the 1024-bit message block into \( M = 4 \) sub-blocks in the multi-CRC-aided polar code. The numbers of local CRC bits are all set to 2 and the numbers of global CRC bits is set to 10, i.e., \( r = [2, 2, 2, 10] \). The CRC polynomials of CRC-2 and CRC-10 are given by \( x^2 + x + 1 \) and
The space and time complexities of SCL and R-SCL decoders.

| Decoder     | Space Complexity | Time Complexity |
|-------------|------------------|-----------------|
| SCL: \(L = 32\) | 65504            | 720896          |
| R-SCL: \(L = L_1\) | 48992 (74.8%)   | 659456 (91.5%)  |
| SCL: \(L = 16\) | 32752            | 360448          |
| R-SCL: \(L = L_2\) | 24496 (74.8%)   | 329728 (91.5%)  |
| SCL: \(L = 8\)  | 16376            | 180224          |
| R-SCL: \(L = L_3\) | 11832 (72.2%)   | 163840 (90.9%)  |

The space and time complexities of the configurations are given in Table III. The R-SCL decoders with \(L = L_4, L = L_5,\) and \(L = L_6\) are considered as the R-SCL versions of the SCL decoders with \(L = 32, L = 16,\) and \(L = 8,\) respectively. The space and time complexities of all the R-SCL decoders are reduced by about 50% and 11%, respectively. Simulated BLERs of all the above configurations are shown in Figure 5. The results show that, at low SNR regions, the R-SCL decoders with the multi-CRC-aided polar code outperform the SCL decoders with the single-CRC-aided polar code. The reason is that R-SCL decoders with the multi-CRC-aided polar code may include more legal (local CRC passed) candidates at decoding levels of \(i = (j+1)2^{m-r} - 1\) for \(j = 0, \ldots, M - 2.\) This fact increases the probability that the correct codeword is in the final candidates. At high SNR regions, the R-SCL decoders with the multi-CRC-aided polar code have slight losses which are at most 0.02dB compared to those of SCL decoders with the single-CRC-aided polar code.

A major concern of polar codes is that the space complexity of the SCL decoder becomes prohibitive for large code block sizes. In this simulation, we consider a multi-CRC-aided (16384, 8192) polar code with \(M = 8\) and \(r = [10, 10, 10, 10, 10, 10, 10, 10].\) The list size vectors considered are given by

\[
L_7 = [1, 1, 1, 1, 32, 32, 32, 32, 32, 32, 32, 32, 32, 32, 32],
L_8 = [1, 1, 1, 1, 16, 16, 16, 16, 16, 16, 16, 16, 16, 16],
L_9 = [1, 1, 1, 1, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8, 8].
\]

Since \(L_1 = L_2 = L_3 = 1\) for all the configurations, these configurations correspond to hybrid SCL/SC decoders. The polar code of length 16384 is decoded using a SCL decoder of length 2048 for each sub-block of length 2048, and SC decoding scheme is applied in the sub-block level. The space and time complexities of the configurations are given in Table IV.

The space and time complexities of the configurations are given in Table IV. The R-SCL decoders with \(L = L_7, L = L_8,\) and \(L = L_9\) are considered as the R-SCL versions of the SCL decoders with \(L = 32, L = 16,\) and \(L = 8,\) respectively. The space complexities of the R-SCL decoders are reduced by about 76% to 85% and the time complexities are reduced by about 18% to 20%. Simulated BLERs shown in Figure 6 indicate a worst performance loss of 0.04dB compared to those of SCL decoders with the single-CRC-aided polar code.

We have conducted another simulation for a multi-CRC-aided (2048, 1024) polar code with \(M = 4\) and \(r = [10, 10, 10, 10, 10].\) The simulated BLERs are shown in Figure 7 with full-complexity R-SCL decoders, i.e. \(L_m = L\) for all \(m.\) The results indicate that even using the full-complexity decoders, the performance losses are very significant due to the heavy overhead of a total of 40 CRC bits for the short code. Therefore, for multi-CRC-aided polar codes, we suggest to use a small number of total CRC bits for short codes and a large number of total CRC bits for long codes.

VIII. Conclusion

This paper proposes a reduced-complexity SCL (R-SCL) decoding algorithm for polar codes. The R-SCL decoders are effective to reduced the space complexity while maintain acceptable performance levels. A design example of the (2048, 1024) single-CRC-aided polar code shows that R-SCL decoders with 25% reduction of space complexity and 8% reduction of time complexity can still achieve almost the same performance levels as those decoded by SCL decoders. Multi-CRC-aided polar codes are proposed to further reduce the
space complexities of R-SCL decoders. A design example of the (2048, 1024) multi-CRC-aided polar code shows that R-SCL decoders with 50% reduction of space complexity and 11% reduction of time complexity have a worst performance loss of 0.02dB compared to a single-CRC-aided polar code decoded by SCL decoders. Another aggressive setting of the R-SCL decoder for the (16384, 8192) multi-CRC-aided polar code with about 85% reduction of space complexity and 20% reduction of time complexity results in a worst performance loss of 0.04dB. Finally, we demonstrate an example showing how important to properly select the number of CRC bits for each sub-block in the design of multi-CRC-aided polar codes. We observed that adding too many CRC bits increases the probability that the correct codeword is not in the final candidates and hence degrades performance.
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