Abstract. We investigate the non-equilibrium behaviour of the 3$d$ random field Ising model at finite temperature, as an external field is increased through its coercive field. We show by numerical simulations that the phenomenology of avalanches—which are sharply defined only at zero temperature—also persists over a significant range of finite temperatures. We analyse the main differences between the thermal and zero-temperature systems, including an excess of small avalanches in the thermal case, whose behaviour is consistent with activated dynamical scaling. We also investigate the extent to which individual avalanches at finite temperature can be traced back to parent avalanches in the athermal system.
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1. Introduction

The random field Ising model (RFIM) is a simple spin model with quenched disorder, which has several interesting properties. At equilibrium, it has a transition between paramagnetic and ferromagnetic states where the disorder is relevant in the renormalisation group (RG) sense [1, 2]. The resulting critical behaviour is described by a zero-temperature fixed point, and differs qualitatively from standard (disorder-free) criticality. Its phenomenology includes activated dynamics at finite temperature: the critical slowing down of the model is exponential in the correlation length, instead of the usual power law [3, 4]. The model also supports a form of non-equilibrium criticality at zero temperature, which occurs when it is driven by a changing external magnetic field [5–7]. In this case, spins flip as part of correlated avalanches, and these avalanches have scale-free behaviour near criticality [5, 7]. This behaviour can be related to crackling (Barkhausen) noise [8, 9] that occurs on increasing the magnetic field in impure magnets [6, 10, 11]. By contrast with spin glass models (see e.g. [12]), all this behaviour takes place without any frustrated interactions: this simplifies the theoretical descriptions.

Relaxation by avalanches occurs in a variety of contexts, including amorphous systems under athermal quasistatic shear [13] and dense active matter [14, 15]. The RFIM provides a generic paradigm for such non-equilibrium dynamics. Its behaviour under athermal driving has been used to model a diverse range of phenomena, such as capillary condensation in disordered porous media [16–18], yielding of disordered materials
under stress [19, 20], particularly yielding of amorphous solids under athermal quasi-static shear [21], and crises and collective phenomena in socio-economic systems [22]. Moreover, it was shown that the dynamical transition in the mode-coupling theory of glasses is in the universality class of the critical point of the non-equilibrium RFIM, where an infinite avalanche first emerges [23].

The essential idea in these cases is that a locally-stable minimum on the energy landscape will eventually become unstable as some parameter (the ‘driving field’) is increased. When this happens, the system will relax its energy and find a new minimum. The associated change in the system state might be small and local, or large and long-ranged. Such changes are identified as avalanches, because the system moves suddenly down the energy landscape. At the non-equilibrium critical point of the RFIM, one finds avalanches of all sizes (up to the system size itself): the distribution of the avalanche sizes is scale-free. The identification of a universal description for such phenomena is a striking discovery in statistical physics.

From the theoretical point of view, all these universal phenomena take place at zero temperature, hinting at some generic structures in their energy landscapes. On the other hand, physical phenomena like Barkhausen noise is observed at finite temperature, so it is natural to ask about thermal effects on the avalanche behaviour. Indeed, recent experimental work has found scale-free avalanche size scaling of RFIM type in an artificial spin-ice array of interacting nanomagnets [24], and a rare-earth ferromagnet in a transverse magnetic field [11]. Particularly for the latter case, the authors identify a breakdown of low-temperature avalanche size scaling, near room temperature. The interplay of thermal effects with avalanches is particularly relevant for connections between RFIM physics and glassy materials, where activation effects from thermal fluctuations lead to a wealth of complex behaviour, and it is important to understand how these interact with the universal RFIM physics.

This work considers how RFIM avalanches are affected at finite temperature $T$. In the mean-field RFIM, it is easy to see that the universal physics only survives for vanishingly small $T$. However, the situation in in three dimensions is less clear: avalanches are no longer sharply-defined for $T > 0$ because of thermal activation, but one may still expect flipping of large correlated domains of spins in response to non-equilibrium driving. Heuristically, one expects two competing time scales in such driven systems: the inverse driving rate $\Gamma^{-1}$, and the equilibrium (thermal) relaxation time $\tau_{eq}(T)$. For $\Gamma \tau_{eq} \gg 1$, we expect the athermal non-equilibrium behaviour to survive, while for $\Gamma \tau_{eq} \ll 1$ we expect equilibrium relaxation. We investigate the crossover between these two regimes, focussing on the extent to which avalanches can be identified in thermal systems, and what properties they have.

After defining a method to identify thermally-activated avalanches, our main qualitative result is that the zero-temperature scaling behaviour of avalanches can still be observed at relatively high temperatures $T$, of the same order as the exchange interaction energy of the model. This observation supports the applicability of RFIM-type ideas to thermal systems like sheared glasses. The main corrections to the zero-temperature
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behaviour are (a) an excess contribution of small avalanches, which are excited reversibly by thermal activation; and (b) a cutoff for large avalanches, which we attribute primarily to the finite correlation length of thermal fluctuations, and the fact that the finite driving rate does not allow for the relaxation of arbitrarily large domains. In addition, we discuss the dependencies of the avalanche statistics on the driving protocol, and the extent to which specific thermal avalanches can be identified with athermal ‘parents’ (in the same disorder realisation).

Before embarking on this analysis, we note that the effects of thermal fluctuations on RFIM dynamics have been studied before, in different contexts. The depinning transition of an infinite interface in the two-dimensional RFIM have been studied previously, and it was found that the there is a thermal rounding of the transition [25], and the low-temperature creep motion below the depinning threshold is asymptotically logarithmic in time [26, 27]. The low-temperature coarsening process of the two-dimensional RFIM has also been studied [28, 29], with the same asymptotic domain growth. In addition, the equilibrium criticality of the RFIM, where for sufficiently small disorder there is an $R$-dependent critical temperature $T_c$ below which the equilibrium state becomes ferromagnetic, has been investigated extensively (see e.g. [30] for a classic review, [31] for a review of recent theoretical advancements, and [32] for a review of recent numerical work). This equilibrium criticality is distinct to the non-equilibrium criticality that concerns our work: it was shown that the two critical points are not in the same universality class in the physical dimensions that we operate in [33]. This is related to a theoretical property of the RFIM known as dimensional reduction [34, 35], which breaks down in sufficiently low dimension. This breakdown of dimensional reduction—and the related supersymmetry [36]—is connected to the existence of avalanches and multiple metastable states in the energy landscape [37]. However, recent work has revisited the dimensionality at which this supersymmetry breaks down [38–40], and the field-theoretical mechanism causing the breakdown [41]. Notwithstanding these issues, we work here in three dimensions, where dimensional reduction is definitely absent.

In the remainder of this paper, section 2 introduces the RFIM and outlines our numerical methods, and some relevant results from the literature. Section 3 presents our results, and we draw our conclusions in section 4.

2. RFIM

2.1. Model definition, and dynamical evolution

The $d$-dimensional RFIM is defined on a (hyper)cubic lattice of linear size $L$. Each site has an Ising spin $s_i$ which takes the values $\pm 1$, which are the ‘up’ state and the ‘down’ state. There are $N = L^d$ spins in total. Spin $i$ interacts with its neighbours by an exchange interaction of strength $J$, and it feels a magnetic field of strength $H + h_i$, so the system’s energy is
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\[ E = -J \sum_{\langle ij \rangle} s_i s_j - \sum_i (H + h_i) s_i , \]

(1)

where the notation \( \langle ij \rangle \) indicates a sum over pairs of nearest neighbours. Here and throughout, sums over \( i \) run over all spins in the system, unless explicitly stated otherwise. The parameter \( H \) represents the external magnetic field, and \( h_i \) is a quenched random field on site \( i \). The fields on different sites are independent. They are Gaussian distributed with covariance \( \langle h_i h_j \rangle = R^2 \delta_{ij} \), where the notation \( \langle \cdot \rangle \) indicates an average over the quenched disorder. Hence the probability density for a single field is

\[ \rho(h_i) = \frac{1}{\sqrt{2\pi R^2}} \exp\left( -\frac{h_i^2}{2R^2} \right) . \]

(2)

Physically, \( R \) is the typical magnitude of the random field. We fix the energy scale by setting \( J = 1 \), so the dimensionless parameters that appear in the energy are \( H \) and \( R \).

To study the RFIM at finite temperature \( T \), it is natural to use Monte Carlo (MC) dynamics. In a single MC move, one picks a random spin \( s_i \) and proposes to change its value from \( s_i \) to \(-s_i\). This proposed move is accepted with probability \( \min(1, e^{-\Delta E_i/T}) \) where \( \Delta E_i \) is the change in energy for the proposed move \[42\]. A sequence of \( N \) such moves is called an MC sweep (MCS). The natural (dimensionless) time unit for the dynamics is 1 MCS.

For \( T = 0 \), running MC dynamics results in a local energy minimisation, in which one flips all spins for which \( \Delta E_i \) would be negative, and repeats this process until \( \Delta E_i > 0 \) for all spins \( i \). If one or more spins is flipped during the minimisation, this is called an avalanche, and the number of spins that flipped is the avalanche size \( S \).

Building on this insight, it is natural to consider athermal quasistatic driving (AQD), where one starts with large negative \( H \), so the state of minimal energy has all spins in the down state, \( s_i = -1 \). The field \( H \) is increased quasistatically, while locally minimising the energy. This can be implemented by increasing \( H \) in very small steps, and performing a local energy minimisation after each step. In practice, it is more efficient to identify directly the value of \( H \) at which the next avalanche will occur. Then one finds the avalanches one at a time, without having to simulate the intervening small steps in which the spin configuration remains constant. Snapshots from an AQD simulation are shown in figure 1, the avalanches are visible as clusters of spins have flipped together.

In this work, we go beyond AQD, and consider the effect of increasing \( H \) in the RFIM at finite temperature. The field \( H \) is increased in steps of size \( \Delta H \), with a time \( \Delta t \) between each step (measured in MCS), so the overall rate of change of \( H \) is \( \Gamma = \Delta H / \Delta t \). We refer to this numerical experiment as thermal driving. Taking \( \Delta H \to 0 \) or \( \Delta t \to \infty \) at fixed \( T > 0 \) yields thermal quasistatic driving. This work focusses on the differences between thermal driving and AQD. To facilitate this, we give a brief review of the AQD behaviour, which has been explored in detail, both numerically [7] and theoretically [5, 6, 43].
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Figure 1. Snapshots of spins that have flipped in the athermal driven RFIM at the critical disorder $R = 2.2$ and (a) $H = H_c - 0.8$, (b) $H = H_c - 0.4$, (c) $H = H_c$, where $H_c$ is the coercive field where the average magnetisation crosses from negative to positive.

2.2. Scaling behaviour for AQD: a brief review

The magnetisation of the RFIM is

$$m = \frac{1}{N} \sum_i s_i.$$  \hspace{1cm} (3)

For a single realisation of disorder in AQD, write $m(H)$ for the magnetisation as a function of $H$, this is a deterministic piecewise-constant function. Averaging over the disorder, one obtains a smooth curve $\overline{m}(H)$, note this depends implicitly on the system size $N$ as well as the disorder strength $R$.

The coercive field $H_c$ is defined as the field where $\overline{m}(H)$ passes through zero. The behaviour of $\overline{m}(H)$ differs for strong and weak disorder, separated by a critical disorder strength $R_c$. In the limit of large systems, there is a sharp distinction between systems with $R > R_c$, where $\overline{m}(H)$ is a smooth curve, and $R < R_c$, where $\overline{m}(H)$ has a jump discontinuity at $H_c$. This discontinuity corresponds to a macroscopic (system-spanning) avalanche. (For the system without disorder, $H_c$ is the zero-temperature spinodal, and the macroscopic avalanche involves all spins flipping simultaneously.) This system is athermal, but the critical behaviour near $R_c$ shares many similarities with those of equilibrium systems at critical points, including universal scaling behaviour.

Within AQD, consider the probability distribution $D(S, R, H)$ of avalanche sizes that occur at a given value of $H$. This distribution depends also on the disorder strength $R$, it is normalised as $\sum_S D(S, R, H) = 1$. Define also $n(H)$ such that the average number of avalanches occurring for fields between $H$ and $H + dH$ is $n(H)dH$. Then one may integrate the distribution of avalanches over the field $H$ to obtain the full distribution of avalanche sizes

$$D^{\text{int}}(S, R) = \frac{\int_{-\infty}^{\infty} D(S, R, H)n(H)dH}{\int_{-\infty}^{\infty} n(H)dH},$$  \hspace{1cm} (4)

which is again normalised as $\sum_S D^{\text{int}}(S, R) = 1$. In the following, it will be useful to consider the corresponding quantity without normalisation
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which gives the average number of avalanches of size $S$ that occurred during the driving procedure. We refer to $D$ as the binned distribution, since it is obtained numerically by counting the number of avalanches that occur within a particular range (‘bin’) for the field $H$. This may be contrasted with the integrated distribution $D_{\text{int}}$. An important aspect of the RFIM—which is related to the observation of Barkhausen noise in disordered magnets [6]—is that these avalanche distributions exhibit characteristic scaling behaviour in the critical regime $R \approx R_c$. Define

$$h = H - H_c, \quad r = \frac{R_c - R}{R}.$$  (6)

Within the critical regime (corresponding to sufficiently small $h, r$), both mean-field [5, 43] and three-dimensional systems [7] obey

$$D(S,R,H) \sim S^{-\tau} D_\pm (S^\sigma |r|, h/|r|^{\beta \delta}) \, ,$$  (7)

where $D_+$ and $D_-$ are scaling functions, which apply for $h > 0$ and $h < 0$ respectively, and $\beta, \delta, \sigma, \tau$ are critical exponents. Similarly

$$D_{\text{int}}(S,R) = S^{-(\tau+\delta \beta \sigma)} D_{\pm}^{(\text{int})} (S^\sigma |r|) \, .$$  (8)

Note that for $R = R_c$ the integrated distribution follows a power law $D_{\text{int}}(S,R_c) \sim S^{-(\tau+\delta \beta \sigma)}$. The binned distribution follows a power law only if $(R,H) = (R_c, H_c)$, then $D(S,R_c,H_c) \sim S^{-\tau}$. In mean-field, the exponents for these power laws are $(\tau, \tau + \beta \delta \sigma) = (3/2, 9/4)$ while in three dimensions their numerical estimates [7] are

$$(\tau, \tau + \beta \delta \sigma) = (1.60, 2.03) \, ,$$  (9)

valid to three significant figures.

Note that the scaling forms (7) and (8) apply in the thermodynamic limit $N \to \infty$. In finite systems, the large-$S$ tails of $D$ and $D_{\text{int}}$ must be cut off (no avalanche can have $S > N$). In practice, individual simulations for $R \approx R_c$ typically yield a broad distribution of avalanches, together with a single system-spanning (very large) avalanche that occurs at $H_c$. For finite systems, this behaviour persists for $R > R_c$, even though $\lim_{N \to \infty} \bar{m}(H)$ does not show any jump in this regime. The same phenomenon is also observed during thermal driving, which will be discussed in section 3.1.

2.3. Thermal driving

We now discuss the thermal driving protocol. The system evolves by MC dynamics, starting at a large negative field $H_0$. We take $H_0 = -6$, which is the zero-temperature spinodal of the pure 3d Ising model. Larger negative values lead to almost identical behaviour. After running dynamics for a time $\Delta t$, we increase the field by $\Delta H$, and this procedure is repeated until $H = 6$, at which point the vast majority of spins in the
system will have already flipped. As noted above, the field increases at rate $\Gamma = \Delta H / \Delta t$. It is convenient to define a rescaled time variable

$$\tilde{H}_t = (t/\Gamma) + H_0 ,$$

(10)

which is a smoothly increasing quantity that is approximately equal to the field $H$ at time $t$. We write $\langle \cdot \rangle$ for an average over the thermal noise, at fixed disorder. For example $\langle m(t) \rangle$ is the average time-dependent magnetisation during thermal driving, for a single realisation of the random fields $h_i$.

The avalanches that occur at $T = 0$ are no longer sharply defined for $T > 0$. However, many of the physical features of zero-temperature relaxation can be identified in thermal driving. Motivated by this fact, we use the following algorithm to identify avalanches during thermal driving. The definition has some arbitrariness, but it is consistent with the zero-temperature definition, and we will find that it provides useful comparisons between thermal and athermal dynamics.

Write $s_b$ (‘before’) for the configuration of the system just before the field $H$ is increased, and $s_a$ (‘after’) for the configuration a time $\Delta t$ later (which is just before the next increase of $H$). We find the set of spins which are up in $s_a$ and down in $s_b$. Among these spins, we detect spatially-connected clusters. Each such cluster is identified as a (finite-temperature) avalanche.

Clearly, the identification of such clusters requires that the model has spatial structure, they do not exist in mean-field systems such as the RFIM on a fully-connected graph (sometimes referred to as an infinite-dimensional system). In fact, it is interesting that while mean-field and finite-dimensional RFIMs have very similar avalanche scaling at $T = 0$ [5, 7], their behaviour under thermal driving is completely different. Specifically, it is easy to see that the only energy barriers in the energy landscape of the mean-field RFIM have height $O(1/N)$, so they are all irrelevant for the dynamics at temperatures $T = O(1)$. In practice this means that the physics of avalanches is absent for thermal driving of the mean-field RFIM. In addition, taking the mean field free energy of the RFIM [44] and finding its minima exactly reproduces the self-consistency condition of the magnetisation for the athermal driven system [5], implying that the mean field RFIM is always in its thermodynamic stable or metastable state even in the athermal limit. However, this is not the case in finite dimensions, as we shall see below.

Setting $T = 0$ in this algorithm recovers the avalanches of AQD dynamics, as long as $\Delta t$ is large enough for each avalanche to finish before the next step in $H$, and $\Delta H$ is small enough that different avalanches in the same step remain spatially separated. On the other hand, if $T > 0$ and $\Delta t$ is extremely large then the system will have enough time to fully equilibrate between each step in $H$. This results in quite different behaviour where $\langle m(t) \rangle$ coincides with the average magnetisation of an equilibrated system in a field $H$. For example $H_c = 0$ in this latter case.

Hence we identify two special limits: setting $T = 0$ and taking very small $\Gamma \to 0$ recovers AQD, while setting $T > 0$ and taking $\Gamma \to 0$ gives quasistatic thermal driving. In this latter case, the notion of an avalanche is not useful. One sees the difficulties of measuring avalanches at finite temperature: one must take $\Gamma$ in an intermediate range.
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that is slow enough to mimic AQD, but large enough to avoid the quasistatic thermal limit.

In practice, the appropriate range of $\Gamma$ is quite large. This is due to activated dynamic scaling, as proposed by Fisher [3] and Villain [4]. According to this theory, near-critical relaxation proceeds by flipping correlated domains, and the relaxation time for a domain of size $l$ scales as

$$\ln \tau \sim \frac{l^\theta}{T},$$

where $\theta$ is the critical exponent that controls the RG scaling of the random field [1, 2]; its value is 1.4847 [45] in three dimensions. The thermal quasistatic limit requires $\tau \Gamma \ll 1$ for cluster sizes $l$ of the same order as the correlation length $\xi$. At low temperatures, this requires an exponentially small rate $\Gamma$, so it is straightforward in practice to find rates that are sufficiently slow to mimic AQD, but not so slow that one reaches the quasistatic thermal limit.

3. Thermal driving in the 3 d RFIM

This section shows numerical results for the 3 d RFIM at $R = 2.2$, which is very close to the critical value of the disorder in the athermal limit [7]. Hence, the equilibrium behaviour of the RFIM is paramagnetic for all finite temperatures considered. We investigate and discuss the extent to which the zero-temperature critical behaviour survives at moderately high temperatures. All results are shown for system size $L = 40$, we discuss finite-size effects below, in the relevant Sections.

Figure 2 shows the behaviour of the magnetisation for thermal driving, plotted as a function of $\tilde{H}$, as defined in (10). For the lower temperatures $T = 1$ and $T = 2$, the magnetisation shows a steep increase, as the system passes through the coercive field. This is similar to the corresponding athermal ($T = 0$) case although the coercive field is significantly larger in that case. Since these results are qualitatively similar to AQD, we see that the influence of the $T \rightarrow 0$ behaviour is not limited to very low temperatures $T \ll 1$, but still survives at moderate temperatures. (As already discussed in section 2.3, this picture is quite different from the situation in the mean-field RFIM, where any finite temperature is sufficient to wipe out the athermal picture, and one quickly crosses over to the quasistatic thermal behaviour.)

By contrast, the behaviour for larger temperatures ($T = 3$ and $T = 4$) shows a more gradual crossover. It is notable that the magnetisation reaches a stationary value, between each step in $H$. Also, the coercive field $\tilde{H}_c \approx 0$. These observations both indicate that we are approaching the quasistatic thermal limit ($\Gamma \rightarrow 0$ at finite $T$), where the system remains in thermal equilibrium throughout the crossover, and the dynamics is reversible (no hysteresis).

3.1. Avalanche size distributions

To further illustrate the similarity of low-temperature thermal driving and AQD, figure 3 shows the avalanche size distribution for $T = 1$ and $T = 2$, for fields $H$ below (but close
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Figure 2. Time evolution of the magnetisation, plotted parametrically against the field \( \tilde{H}_t \), for the 3d RFIM with \( R = 2.2 \), \( \Delta t = 2048 \), \( \Delta H = 0.02 \), and \( L = 40 \). (a) The average magnetisation at various temperatures. (b) The disorder averaged curve and curves for ten individual disorder realisations (faint lines) for \( R = 2.2 \), \( T = 1.0 \). (c) Similar to (b) but now for \( T = 0 \) (note, the horizontal scale is different).

Figure 3. The avalanche size distributions of the 3d RFIM at \( R = 2.2 \) binned in \( H \), for \( L = 40 \) and averaged over 10 disorder realisations. (a) The athermal distribution. (b) Binned distribution for various external fields at \( T = 1.0 \), \( \Delta t = 2048 \) and \( \Delta H = 0.02 \) and (c) at \( T = 2.0 \), \( \Delta t = 2048 \) and \( \Delta H = 0.02 \). The solid lines correspond to the athermal critical exponent \( \tau = 1.6 \).

to the coercive field \( H_c \). For these fields, one observes power-law behaviour in the tail of \( D \), that becomes increasingly well-developed as \( H \) increases towards \( H_c \). Note however that the distribution at \( H_c \) is dominated by a single system-spanning avalanche, as discussed earlier, so we do not show data for this case. For the cases where \( H \) is closest to \( H_c \), the exponent of the power-law tail matches the athermal case. As discussed in section 2.2, this power-law behaviour must be cut off for large \( S \) due to finite-size effects, and it is also difficult to obtain good statistics for very large avalanches, which are few in number. The distributions shown here are plotted for a range of \( S \) in which finite-size effects are weak. A detailed discussion of finite-size effects can be found in section 3.5.

Comparing the thermal and athermal cases in more detail, the main difference occurs for small avalanches: these are more common for finite-temperature driving. There are two physical mechanisms that contribute to this effect. First, the system state \( s_a \) has thermal fluctuations, so there are clusters of spins which are transiently pointing up. The clusters tend to be small—they are identified as avalanches within the method, although they have no counterpart in AQD. Second, avalanches in AQD appear when local energy minimum becomes unstable, leading to a cascade of spin flips. The loss of stability corresponds to a vanishing energy barrier: if \( T > 0 \) then this barrier will usually
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Figure 4. Integrated avalanche distribution $F(S, R)$ for the 3d RFIM at various temperatures, with $R = 2.2$, $L = 40$, $\Delta t = 2048$ and $\Delta H = 0.02$, averaged over ten disorder realisations. (a) Low temperatures from $T = 0$ to $0.8$. (b) Higher temperatures from $T = 2.2$ to $3.4$. The solid lines have slope $\tau + \delta \beta \sigma = 2.0$, which is the critical exponent for the athermal case.

be crossed by thermal activation, before the minimum becomes unstable. If this happens, the resulting avalanche tends to be smaller. (One may imagine that large avalanches have less time to build up.) This idea—that instability thresholds are pre-empted by barrier crossing—is related to nucleation over small barriers, which is generically expected as spinodal instabilities are approached. It is this second effect that drives the strong decrease in $H_c$ on increasing temperature, recall figure 2. (Both effects rely on thermal activation, see also section 3.2.)

It is notable that the power-law behaviour of the distribution $D$ extends up to the largest avalanches plotted in figure 3. At $T = 0$—and neglecting finite-size effects (which will be discussed in section 3.5)—this power law should eventually be cut off, at a critical size that depends on $R - R_c$ and $H - H_c$, and diverges at the critical point. For $T > 0$, the critical size never diverges: sufficiently close to the critical point it will depend on $T$ as well as the driving parameters $\Delta H$ and $\Gamma$. In figure 3, the power-law cutoffs are not seen, even at $T = 2$. Investigating them in detail would require larger system sizes, but this is not the main focus of this work.

Figure 4 shows similar results for the integrated distribution of avalanches $F$, normalised such that the area under the curve is their total number. Compared to the binned distribution $D$, it is much easier to obtain good statistics for $F$, as one is now sampling all avalanches that happened over the driving process. Note that for AQD then each spin flips exactly once so $\int F(S, R) S dS = N$. For thermal driving, this number is larger, because any given spin might appear in many avalanches.

In this case we show separately the results for low temperatures $T \leq 1$ and for higher temperatures $T > 2$. For low temperatures, the distribution still shows a power-law tail for the avalanche size with the same exponent as the AQD dynamics. This tail is visible up to $T \approx 2.5$, indicating the zero-temperature physics is not restricted to very low temperatures. Compared with AQD, the most striking feature is again the increased number of small avalanches, consistent with the discussion above.
3.2. Scaling of avalanche size distribution with temperature

Recall the scaling forms (7) and (8) for the avalanche size distribution. For thermal driving, this distribution depends additionally on the temperature $T$ as well as the driving parameters $\Delta t$ and $\Delta H$. The activated scaling picture of equation (11) [3, 4] suggests the existence of a typical domain size $S_T \sim T^{d/\theta}$. Avalanches larger than $S_T$ can retain their zero-temperature behaviour, while smaller ones are easily activated by thermal fluctuations: the corresponding droplets can flip repeatedly between up and down states, causing an excess of these smaller avalanches. For $(R, H) \approx (R_c, H_c)$ one may then expect $D$ and $F$ to behave as scaling functions of $S/T^{d/\theta}$. Figure 5 provides evidence for this scaling. For each temperature, we choose a value for $H$ that is close to (but smaller than) $H_c$, such that the avalanche-size distribution shows a clear power-law tail. We then make a scaling collapse by rescaling the avalanche size by $T^{d/\theta}$. The
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Figure 6. The integrated avalanche size distribution (normalised such that the area under each curve is equal to the total number of avalanches) at $R = 2.2$, $L = 40$, and $T = 0.8$ for (a) $\Delta t = 2048$ and (b) $\Delta H = 0.02$, compared to the athermal distribution. (c) The disorder-averaged time series of the magnetisation at various values of $\Delta H$ and $\Delta t$. Note that the curves representing $\Delta t = 2048$, $\Delta H = 0.005$ and $\Delta t = 8192$, $\Delta H = 0.02$ completely overlap. All curves are averaged over 10 disorder realisations.

choice of $H$ ensures that the only $S$ scale in the plot is the thermal crossover scale at small avalanche sizes. Hence the activated scaling theory provides a firmer theoretical explanation for the excess weight at small $S$ in the distributions of figures 3 and 4.

Note that this scaling behaviour, which concerns the small-$S$ part of the avalanche distribution, is distinct from the behaviour for very large $S$, where one also expects scaling behaviour. This regime is described by (7) and (8) for AQD, although it is also affected by thermal effects and finite-size effects, which will lead in general to power-law cutoffs as discussed in section 3.1. As in that section, these effects are not apparent from the moderate values of $S$ considered here.

3.3. Dependence on dynamical parameters

As discussed in section 2.3, thermal driving is similar to AQD only if the driving parameters $\Delta H, \Delta t$ are chosen appropriately. Moreover, distributions of avalanche sizes do depend quantitatively on these parameters, although the qualitative behaviour should be robust, within the appropriate range.

This robustness is illustrated in figure 6. In particular, the exponent of the power-law tail of $F$ remains intact of all system parameters plotted. On increasing $\Delta t$ or reducing $\Delta H$, one approaches the quasistatic thermal limit. This leads to an increase in the number of avalanches of all sizes, because the total simulation time is larger, leaving more time for spins to flip. On reducing $\Delta H$ at fixed $\Delta t$, one sees also a pronounced increase in the number of small avalanches. One explanation for this is that for larger $\Delta H$, multiple small independent avalanches can overlap with each other, in which case the algorithm detects a single avalanche with a larger size. Hence, large $\Delta H$ tends to underestimate the number of small avalanches. The relatively weak dependence on $\Delta t$ (at fixed $\Delta H$) is attributable to activated dynamic scaling: the relaxation time increases exponentially with the domain length scale, so moderate changes in $\Delta t$ have a weak effect on the sizes of the droplets that relax. Thus, the driving parameters affect the
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range within which athermal scaling survives, but the scaling behaviour is robust within that range.

However, we note that there exists a quasistatic limit at $\Delta H/\Delta t \to 0$, where the system follows equilibrium dynamics, and one would expect neither hysteresis nor power-law scaling in avalanche sizes. Thus, the size of the hysteresis loop (and the value of $H_c$) is dependent on the parameter choices. This is illustrated in figure 6(c), where the time series of the magnetisation at $T=0.8$ are plotted for various parameter values. We clearly see that as the dynamics approach the quasistatic limit, the hysteresis loop becomes smaller.

### 3.4. Thermal rounding of larger avalanches

As discussed in section 3.1, finite-temperature avalanches tend to be smaller than their athermal counterparts, because they can nucleate before the system becomes unstable. A natural emerging picture is that large zero-temperature avalanches tend to be fragmented into several smaller events at finite temperature.

As a direct test for this hypothesis, we performed both AQD and thermal driving simulations for the same disorder realisations, and we compare the avalanches between them. The overlap $Q$ between two avalanches is the number of spins that they have in common. Given a thermal avalanche of size $S$, we find the zero-temperature avalanche with the largest overlap, and we record its size $S_0$. We refer to this zero-temperature avalanche as the parent of the thermal one. For example, if the thermal avalanche is a fragment of the zero-temperature one, it is expected that $Q \approx S$.

Figure 7(a) shows the histogram of the number of thermal avalanches of size $S$ with parent size $S_0$. There is significant statistical weight for $S \approx S_0$, indicating that many thermal avalanches can be traced to an athermal parent of similar size. This again illustrates the robustness of the AQD picture in the presence of thermal fluctuations.

\[ \text{https://doi.org/10.1088/1742-5468/acb7ee} \]
Also, recall from section 2.2 that a given realisation of AQD typically contains a single system-spanning avalanche that takes place near $H_c$. The parent of any thermal avalanche may be the system-spanning athermal one. Figure 7(b) shows the avalanche size distribution for those thermal avalanches whose parent is system-spanning. Remarkably, this distribution shows the same power-law tail as we found when considering all avalanches. In other words, the fragments of the system-spanning zero-temperature avalanche are themselves power-law distributed. This result is interesting because it shows that the fragmentation of avalanches due to thermal fluctuations does not generate a simple cutoff in the size distribution, at large avalanches. Instead, it creates additional avalanches that still contribute to a power law distribution, presumably due to an underlying fractal structure. (Note that thermal driving still results in a system-spanning avalanche, so one should think of the athermal avalanche fragmenting into one system-spanning component, and a power-law distribution of smaller ones.)

3.5. Finite-size effects and sample-to-sample fluctuations

All results so far have been for system size $L = 40$. We also performed simulations for smaller systems, down to $L = 20$: all behaviour reported above depends weakly on $L$, throughout this range. As discussed in section 2.2, the system-spanning avalanche that appears at $H_c$ is (obviously) dependent on system size, which means that avalanche-size distributions of section 3.1 obey scaling behaviour only for moderate $S$ (for the systems considered here, $S \lesssim 10^5$).

The size-dependence of the system-spanning avalanche also affects the identification of the coercive field in finite systems. In particular, system-spanning avalanches are more likely to occur in smaller systems. Since the existence of such avalanches is used to determine the critical disorder $R_c$, this means that the measured $R_c$ tends to decrease with system size [7].

To illustrate the effect of finite system sizes and sample-to-sample fluctuations on the avalanche size distribution, we measure—for a single dynamical trajectory—the total number of spins that flip from down to up in avalanches of sizes smaller than $S$. Normalising this number by the system size $N = L^3$ yields a function $N_f(S)$. The average value of this quantity is related to the avalanche size distribution as

$$\langle N_f(S) \rangle = \frac{1}{N} \sum_{S' = 1}^{S} S' F(S', R).$$

The normalisation is such that $N_f(\infty) = 1$ for $T = 0$, because each spin flips exactly once in each trajectory. At finite temperature, each spin flips more than once, so $N_f(\infty) > 1$.

Figure 8 shows $N_f(S)$ for various dynamical trajectories, each with a different disorder realisation. An important feature is the large jump at $S \sim N$: this is the contribution of the system-spanning avalanche, whose size determines the jump. The strong size-dependence of this feature is clear in figures 8(a)–(c). There is no such jump in figure 8(d), the temperature is approaching the regime of thermal quasistatic driving, where no large avalanches occur.
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Figure 8. The function $N_f(S)$ (see equation (12)) for an $R = 2.2$ RFIM with $L = 20$ and $L = 40$, at (a) $T = 0$, (b) $T = 1.0$, (c) $T = 2.0$, and (d) $T = 3.0$. Each individual curve is obtained from a single trajectory, and 10 trajectories are plotted for each system size, with a different disorder realisation for each trajectory. The curves are cut off at $S \approx N$. The horizontal axis starts at $S = 1$. The shading for $S > 10^3$ indicates the regions where finite-size effects are significant at $L = 40$, for example the power law behaviour of figure 4 breaks down in these regions.

For the range of $S$ where the avalanche size shows power-law scaling, we find much weaker finite-size effects. This is shown by the behaviour in the unshaded regions of figures 8(a)–(c), that is, $S \lesssim 10^3$ for $L = 40$. An additional question is whether the avalanche size distribution is self-averaging, or whether individual disorder realisations behave differently, even as $L \to \infty$. In terms of $N_f$, self-averaging requires that individual trajectories should be increasingly similar, as the system size increases. There is obviously no self-averaging for larger $S$ (for example, of order $L^3$) but one does expect self-averaging behaviour for $S = O(1)$ as $L \to \infty$. To summarise the resulting picture in terms of the binned avalanche-size distribution: it appears that $D(S, R, H)$ depends weakly on the system size $L$ for $S \ll L^3$, and that this distribution is self-averaging within this range.

It was discussed in [46] that the coercive field $H_c$ at $T = 0$ is affected by a significant finite-size effect, because of the depinning of exponentially rare droplets, which are never observed in the moderate-sized systems usually used in simulations. However, for the relatively large disorder strength $R \approx R_c$ used here, this effect is not expected to be relevant [46]. For our choice of parameters, within the low-temperature scaling regime, the system-size dependence of the disorder-averaged $H_c$ is much weaker than the sample-to-sample variations in $H_c$. (See figure 2 for an illustration of these fluctuations.)

4. Conclusion and outlook

We have shown that thermal driving in the 3 $d$ RFIM retains many features of athermal driving. In particular, while avalanches are no longer sharply defined at finite temperature, their signatures are still imprinted on the dynamics, in that spins flip in large clusters, for temperatures up to twice the exchange energy of the model. The resulting clusters (or finite-temperature avalanches) can be detected by an appropriate numerical algorithm, and show scaling behaviour near the coercive field, when the disorder $R$ is close to $R_c$. The resulting finite-temperature avalanches show a significant statistical correspondence with their athermal parents. Also, the avalanche size distribution has power-law behaviour, with the same exponents as the athermal case. The behaviour is
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also robust to the driving parameters, $\Delta t$ and $\Delta H$. We also emphasised that this behaviour in finite-dimensional systems is distinct from that of mean-field models, which do not have avalanches at any finite temperature.

Comparing the athermal case with driving at moderate temperatures, the clearest difference in behaviour is an excess of small thermally-activated avalanches, which appear below a typical size $S_{\text{th}} \sim T^d/\theta$, as predicted by activated dynamical scaling [3, 4]. At higher temperatures, one also observes a change in the behaviour of large avalanches, which are disrupted by thermal effects, above some typical size $S_{\text{frag}}$. The athermal phenomenology survives in an intermediate range $S_{\text{th}} < S < S_{\text{frag}}$, which shrinks gradually on increasing $T$. Eventually, the two cutoffs merge, and the avalanche picture is lost.

Our results are consistent with observations of athermal avalanche behaviour in experimental systems (and computer simulations) at temperatures where thermal fluctuations cannot be neglected. For example, we expect that experiments on crackling noise in impure magnets should produce statistics that resemble the athermal scaling laws, subject to cutoffs at high and low amplitudes (which would anyway be expected in practical setups). Experiments have successfully established the survival of athermal avalanche size scaling in a model magnet at liquid helium temperatures and its breakdown near room temperature [11], but a more detailed analysis of the crossover region between these two regimes would be welcome. Theories which connect RFIM physics with glassy systems [21, 47] also rely on the survival of (qualitative) aspects of the athermal case, so these results support the relevance of such theories, even in the face of significant thermal fluctuations.

More generally for disordered systems, our results suggest that the common practice of neglecting thermal fluctuations when modelling finite-temperature disordered systems (such as modelling the shearing of glasses as an athermal quasistatic process [13]) can produce meaningful physical results within a wide range of temperatures, up to corrections at the extremities of the avalanche size distribution. The general expectation is that the crossover from athermal to equilibrium-like behaviour is controlled by the competition of a driving time scale (here $\Gamma^{-1}$) and an equilibrium relaxation time. This is consistent with our results, but we emphasize that this crossover affects different parts of the avalanche size distributions in different ways, which is partly attributable to the broad distribution of length and time scales underlying equilibrium relaxation in this model.

We note that there have been recent theoretical advancements in the understanding of the finite temperature crossover between the depinning and equilibrium universality classes of driven elastic interfaces in disordered environments [48], a system similar to ours. That work analyses a particular two-point correlation function which exhibits a cusp, whose properties are related to the existence of avalanches. This enables a connection with the theory of the functional RG. Their work implies a temperature-dependent cutoff on the tail of the avalanche size distribution, consistent with our results.

This work is mainly focused on the effect of temperature on the avalanche size statistics of the RFIM, but thermal effects on other observables that show critical scaling,
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such as the connected and disconnected susceptibilities [30], are also of interest. Particularly, the range of temperatures where athermal scaling survives for these observables would be an intriguing topic for future work.

Looking forward, it would also be interesting to investigate other aspects of RFIM dynamics at finite temperature. For example, theories of coupled replicas relate static properties of glasses to RFIM criticality [49], as supported by numerical results [50, 51]. It has been proposed that responses of such materials to temperature changes is related to nucleation and growth dynamics [52, 53] for the RFIM, but this process has been rather little studied so far (see however [54, 55]). From the perspective of critical phenomena, the relevance of the quenched disorder in such systems indicates that it may have strong (and potentially universal) implications for dynamical behaviour, and the results presented here indicate that this can survive up to moderate temperatures. We look forward to future work in this direction.
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