STABILITY AND INSTABILITY OF BREATHERS IN THE U(1) SASA-SATUSUMA AND NONLINEAR SCHRÖDINGER MODELS
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Abstract. We consider the Sasa-Satsuma (SS) and Nonlinear Schrödinger (NLS) equations posed along the line, in 1+1 dimensions. Both equations are canonical integrable \( U(1) \) models, with solitons, multi-solitons and breather solutions [43]. For these two equations, we recognize four distinct localized breather modes: the Sasa-Satsuma for SS, and for NLS the Satsuma-Yajima, Kuznetsov-Ma and Peregrine breathers. Very little is known about the stability of these solutions, mainly because of their complex structure, which does not fit into the classical soliton behavior [17]. In this paper we find the natural \( H^2 \) variational characterization for each of them, and prove that Sasa-Satsuma breathers are \( H^2 \) nonlinearly stable, improving the linear stability property previously proved by Pelinovsky and Yang [36]. Moreover, in the SS case, we provide an alternative understanding of the SS solution as a breather, and not only as an embedded soliton. The method of proof is based in the use of a \( H^2 \) based Lyapunov functional, in the spirit of [4], extended this time to the vector-valued case. We also provide another rigorous justification of the instability of the remaining three nonlinear modes (Satsuma-Yajima, Peregrine y Kuznetsov-Ma), based in the study of their corresponding linear variational structure (as critical points of a suitable Lyapunov functional), and complementing the instability results recently proved e.g. in [32].

1. Introduction

1.1. Setting. In this paper our main purpose is to deal with the variational stability of complex soliton-like solutions for Schrödinger-type, \( U(1) \) invariant models appearing in nonlinear Physics and integrability theory. By \( U(1) \) symmetry, we refer to the classical invariance of the equation under the transformation \( u \mapsto ue^{i\gamma} \), with \( \gamma \in \mathbb{R} \) and \( u \) complex-valued solution.

The first model that we shall consider is the cubic focusing Nonlinear Schrödinger (NLS) equation posed on the real line

\[
\begin{align*}
    iu_t + u_{xx} + |u|^2u & = 0, \quad u(t,x) \in \mathbb{C}, \quad (t,x) \in \mathbb{R}^2. \quad (1.1)
\end{align*}
\]

For this model, we will assume two boundary value conditions (BC) at infinity:
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(1.1a) **Zero BC**: \(|u(t, x)| \to 0\) as \(x \to \pm \infty\), and

(1.1b) **Nonzero BC**, in the form of an *Stoke wave*: for all \(t \in \mathbb{R}\),

\[
|u(t, x) - e^{it}| \to 0 \quad \text{as} \quad x \to \pm \infty.
\]  

Additionally, we will consider the **Sasa-Satsuma (SS) equation** for a function \(q = q(T, X)\) posed on the line [38]

\[
\begin{cases}
 iq_T + \frac{1}{2} q_{XX} + |q|^2 q + i\epsilon \left( q_{XXX} + 6|q|^2 q_X + 3q(|q|^2)_X \right) = 0, \\
 q = q(T, X) \in \mathbb{C}, \quad T, X \in \mathbb{R}.
\end{cases}
\]  

Note that in this equation (and after a suitable rescaling) \(\epsilon\) is the parameter of bifurcation from (the integrable) cubic NLS (1.1). However, it is important to notice that, unless \(\epsilon = 0\), (1.3) represents a third order complex-valued model for the unknown \(q\), with important differences with respect to (1.1).

Following Sasa and Satsuma [38], we have that under the change of variables

\[
 u(t, x) = q(T, X)e^{-i(X-T/(18\epsilon))/12\epsilon},
\]

\( t = T, \quad x = X - T/(12\epsilon), \)

and assuming \(\epsilon = 1\), equation (1.3) reads now [43, p. 114]

\[
\begin{align*}
 u_t + u_{xxx} + 6|u|^2 u_x + 3u(|u|^2)_x &= 0, \\
 u = u(t, x) &\in \mathbb{C}, \quad t, x \in \mathbb{R}.
\end{align*}
\]  

In this paper we will focus on this third order, complex-valued, *modified KdV (mKdV)* model. In particular, this equation will retain several properties of the standard, scalar valued mKdV equation.

Both equations, (1.1) and (1.3), are well-known integrable models, see [45] and [38] respectively. NLS describes propagation pulses in nonlinear media and gravity waves in the ocean [13], and was proved integrable by Zakharov and Shabat [45]. NLS (1.1) with nonzero BC (1.2) is believed to describe the emergence of rogue or freak waves in deep sea [35], and also it is a well-known example of the mechanism known as modulational instability [35, 1]. On the other hand, SS was introduced by Sasa and Satsuma [38] as an integrable model for which the Lax pair is \(3 \times 3\) matrix valued, and it is closely related to another integrable model, the Hirota equation (see e.g. [43] for additional details).

Finally, in the case of (1.1) with nonzero boundary conditions at infinity, note that the Stokes wave \(e^{it}\) is a particular, non localized solution of (1.1). A complete family of standing waves can be obtained by using the scaling, phase and Galilean invariances of (1.1):

\[
 u_{c,v,\gamma}(t, x) := \sqrt{c} \exp \left( ict + \frac{i}{2} x v - \frac{i}{4} v^2 t + i\gamma \right).
\]  

This wave is another solution to (1.1), for any scaling \(c > 0\), velocity \(v \in \mathbb{R}\), and phase \(\gamma \in \mathbb{R}\). However, since all these symmetries represent invariances of the equation, they will not be essential in our proofs, and we will assume in this paper \(c = 1\), \(v = \gamma = 0\).

Consequently, we will seek for solutions in the form of a Stoke wave, which means that we set

\[
 u(t, x) = e^{it}(1 + w(t, x)).
\]
We will deal with solutions to (1.7) for which the modulational instability phenomenon is present. Indeed, note that \( w \) now solves

\[
    iw_t + w_{xx} + 2\Re w + w^2 + 2|w|^2 + |w|^2 w = 0,
\]

with initial data in a certain Sobolev space. The associated linearized equation for (1.7) is just

\[
    i\partial_tw + \partial_x^2w + 2\Re w = 0.
\]

Written only in terms of \( \phi = \Re w \), we have the wave-like equation (compare with [14] in the periodic setting)

\[
    \partial_t^2\phi + \partial_x^4\phi + 2\partial_x^2\phi = 0.
\]

This problem has some instability issues, as reveal a standard frequency analysis: looking for a formal standing wave \( \phi = e^{i(kx-\omega t)} \) solution to (1.9), one has

\[
    \omega(k) = \pm |k|\sqrt{k^2 - 2},
\]

which reveals that for small wave numbers (\( |k| < \sqrt{2} \)) the linear equation behaves in an “elliptic” fashion, and exponentially (in time) growing modes are present from small perturbations of the vacuum solution. A completely similar conclusion is obtained working in the Fourier variable. This singular behavior is not present if now the equation is defocusing, that is (1.7) with nonlinearity \(-|u|^2u^2\).

Summarizing, in this paper we will focus on models (1.1) and (1.4) with zero boundary values at infinity, and on the model (1.7), which represents (1.1) with nonzero boundary conditions, in the form of a Stoke wave (1.2). Additionally, and appealing to physical considerations, we will only consider solutions to these models with finite energy, in a sense to be described below.

Concerning the well-posedness theory for the three models (1.1)-(1.1a), (1.4), and (1.7), we have the following result.

**Proposition 1.1** (Local and global well-posedness for (1.1)-(1.1a), (1.4), and (1.7)). The Sasa-Satsuma equation (1.4) is locally well-posed in \( H^s \), \( s > \frac{1}{4} \), and globally well-posed if \( s \geq 1 \). Similarly, NLS with zero background (1.1) is globally well-posed for \( s \geq 0 \), while NLS with nonzero background (1.7) is locally well-posed in \( H^s \), \( s > \frac{1}{2} \).

The proof of this result in the case of Sasa-Satsuma (1.4) follows easily from the arguments in Kenig-Ponce-Vega [22], and for (1.7) it was recently proved in [32]. The proof of (1.1) is standard, and is due to Ginibre and Velo [15], Tsutsumi [11] and Cazenave and Weissler [12]. See Cazenave [9] for a complete account on the different NLS equations.
1.2. $U(1)$ invariant Breathers. In this paper we are interested in variational stability properties associated to particular but not less important exact solutions to (1.1)-(1.1a), (1.4) and (1.7), usually referred as breathers.

**Definition 1.2.** We will say that a particular smooth solution to (1.1)-(1.1a) or (1.1)-(1.1b), or (1.4), is a breather if modulo the invariances of the equation, it is periodic in time, but with nontrivial period.

This definition leaves outside of our paper standard solitons for (1.1):

$$B_{SS}(t,x) := Q_{\beta}(x + \gamma t + x_0)e^{i\Theta},$$

which are time periodic solutions of (1.1), thanks to scaling and Galilean transformations, but its time period is trivial (its infimum equals zero). This last soliton is a well-known orbitally stable solution of NLS, see Cazenave-Lions [10], Weinstein [42], and Grillakis-Shatah-Strauss [17].

It turns out that models (1.1)-(1.1a), (1.1)-(1.1b) and (1.4) possess explicit breather solutions, each one with a particular different behavior. More precisely, these are the breather solutions that we will study in this paper:

(i) **The Sasa-Satsuma (SS) breather.** Let $\alpha, \beta > 0$ be arbitrary but fixed parameters. Following [38] eqns. (38)-(39), and [43] eqns. (3-250)-(3-252), an exact breather solution of Sasa-Satsuma (1.4) is given by the expression

$$Q(x) := Q_\eta(x) := 2(e^x + \eta e^{-x})e^{2x + 2 + |\eta|^2e^{-2x}},$$

and

$$\eta := \frac{\alpha}{\alpha + i\beta}.$$

It is well-known that the real-valued function $|Q|$ is single humped when $|\eta| > 1/2$ (i.e. $|\alpha| > \frac{1}{2}\sqrt{\alpha^2 + \beta^2}$), and double humped when $0 < |\eta| \leq 1/2$ (or $|\alpha| \leq \frac{1}{2}\sqrt{\alpha^2 + \beta^2}$), see [43] [36]. This mixed shape is in strong contrast with the standard NLS soliton (1.10) given in (1.10), which is only single humped. Moreover, from the formula in (1.11)-(1.13)-(1.14), one can clearly see that an increasingly small NLS soliton (1.10) is recovered in the limit $\eta \to 1$ (or $\beta \to 0$). See Fig. 1 for more details.

Another important fact in the SS breather is the fact that the single humped condition $|\alpha| > \frac{1}{2}\sqrt{\alpha^2 + \beta^2}$ leads to $3\alpha^2 > \beta^2$, which is nothing but having $\gamma > 0$ (i.e., a SS breather of negative speed). Similarly, the double-humped condition $|\alpha| \leq \frac{1}{2}\sqrt{\alpha^2 + \beta^2}$ means that $\gamma \leq 0$, that is to say, the SS breather moves to the right.
The $B_{SS}$ solution is usually referred in the literature (see e.g. [43, 36] and references therein) as an embedded soliton, because it is embedded in the continuous spectrum of the associated linear operator (see Remark 3.1 for more details on this concept). From the techniques exposed in this paper, we will see that $B_{SS}$ fits perfectly the description associated to a breather solution, including its stability characterization.

The stability of the SS breather has been studied by Pelinovsky and Yang in [36]. It was proved in this work that in the $\eta \to 1$ limit, the SS breather is linearly stable (single humped case). No other regime seems to be rigorously described in the literature, as far as we understand. Also, the nonlinear stability/instability of the SS breather seems a completely open question.

(ii) The Satsuma-Yajima (SY) breather. Let $c_1, c_2 > 0$, and $\gamma_{\pm} := c_2 \pm c_1$. The NLS equation with zero background (1.1) has the standing, exponentially decaying breather [39]

$$B_{SY}(t, x) := \frac{2\sqrt{2\gamma^+\gamma^-}e^{ic_2^2t}(c_1 \cosh(c_2x) + c_2e^{i2\gamma^+\gamma^-t} \cosh(c_1x))}{\gamma^+ \cosh(\gamma^+x) + \gamma^- \cosh(\gamma^-x) + 4c_1c_2 \cos(\gamma^+\gamma^-t)},$$

as solution which is a perturbation of the zero state, see Fig. 2. By invariances of the equation under time-space shifts, it is possible to give a more general form for (1.15) involving shifts $x_1, x_2 \in \mathbb{R}$ in the $t$ and $x$ variables, respectively. Note that by choosing $c_1 = 1$ and $c_2 = 3$, we recover the original breather discovered by Satsuma-Yajima [39]:

$$\frac{4\sqrt{2}e^{it}(\cosh(3x) + 3e^{8it} \cosh x)}{\cosh(4x) + 4 \cosh(2x) + 3 \cos(8t)}.$$ (1.16)

The SY breather has been observed in nonlinear optics as well as in quantum mechanics, and plays a key role in the description of the precise dynamics of optical and matter waves in nonlinear and non autonomous dispersive physical systems, driven by nonautonomous NLS and Gross-Pitaevskii (GP) models. For instance, two matter wave soliton solutions in a Bose-Einstein condensate reduce to the SY breather with a suitable constant selection (see [37] for further details). Moreover, in a hydrodynamical context, it has been reported the observation of the SY breather from a precise initial condition for exciting the two soliton solution, which gives rise to this SY breather, from the mechanical instruments generating the waves (11).

It is also well-known that SY breathers are unstable [43]. Their instability is simply based in the fact that there are explicit 2-solitons solutions (see (7.1) for example) arbitrarily close to the SY breather, but with completely different long-time behavior at infinity in time. This instability property is motivated, in terms of inverse scattering data, as the understanding of the 2-soliton and SY breather as objects described by 2-parameter “complex-valued eigenvalues”, with no restriction at all, see [43] for more details. On the contrary, the 2-soliton and mKdV breather are defined by using real-valued and complex-valued eigenvalues respectively, a distinction that avoids arbitrary closeness in any standard metric.

(iii) The NLS case with nonzero background. Finally, NLS with nonzero boundary condition, represented in (1.6)-(1.7), possesses at least two important localized solutions characteristic of the modulational instability phenomenon, which -roughly speaking- says that small perturbations of the exact Stokes solution $e^{it}$ are unstable.
Figure 1. Absolute value of the SS breather (1.4), for different values of the parameter $\eta$. Left above: $|SS|$ with $\eta = 0.05$; right above: $|SS|$ with $\eta = 0.19$; note that these are cases where the double hump is clearly devised. Left below: $|SS|$ with $\eta = 0.51$, and right below: $|SS|$ with $\eta = 0.9$. Note that for $\eta$ close to 1, one recovers the NLS soliton, and for $\eta$ close to zero, the breather decouples and two clearly defined humps, at equal distance for all time (of order $O(|\log \eta|)$), emerge in the dynamics.

Figure 2. Left: Absolute value of the SY breather (1.15). Note the periodic in time behavior of this solution. Right: Absolute value of the double soliton (7.1) close to (with $\alpha = 0.1$) the SY breather (1.15). The left axis represents the $x$ variable, and the right axis, the $t$ variable.
and grow quickly. This unstable growth leads to a nontrivial competition with the (focusing) nonlinearity, time at which the solution is apparently stabilized.

(iii.1) **The Peregrine (P) breather** [35]. Given by

$$B_P(t, x) := e^{it} \left( 1 - \frac{4(1 + 2it)}{1 + 4t^2 + 2x^2} \right),$$

which is a polynomially decaying (in space and time) perturbation of the nonzero background given by the Stokes wave $e^{it}$, which appears and disappears from nowhere [1]. See Fig. 3 left for details. Some interesting connections have been made between the Peregrine soliton (1.17) and the intensely studied subject of *rogue waves* in ocean [44, 40, 1, 23] (see also [8] for an alternative explanation to the rogue wave phenomenon). Very recently, Biondini and Mantzavinos [7] showed, using inverse scattering techniques, the existence and long-time behavior of a global solution to (1.7) in the integrable case ($p = 3$), but under certain exponential decay assumptions at infinity, and a no-soliton spectral condition (which, as far as we understand, does not define an open subset of the space of initial data).

Note that, because of time and space invariances in NLS, for any $t_0, x_0 \in \mathbb{R}$, $B_P(t - t_0, x - x_0)$ is also a Peregrine breather.

(iii.2) **The Kuznetsov-Ma (KM) breather.** The final object that we will consider in this paper is the Kuznetsov-Ma (KM) breather [26, 27], given by the compact expression [2]

$$B_{KM}(t, x) := e^{it} \left[ 1 - \sqrt{2} \beta \left( \frac{\beta^2 \cos(\alpha t) + i \alpha \sin(\alpha t)}{\alpha \cosh(\beta x) - \sqrt{2} \beta \cos(\alpha t)} \right) \right],$$

$$\alpha := (8a(2a - 1))^{1/2}, \quad \beta := (2(2a - 1))^{1/2}, \quad a > \frac{1}{2}.$$  

Notice that in the formal limit $a \downarrow \frac{1}{2}$ one recovers the Peregrine breather. See Fig. 3 right for details. Note that $B_{KM}$ is a Schwartz perturbation of the Stokes wave, and therefore a smooth classical solution of (1.7). It has been also observed in optical fibre experiments, see Kliber et al. [24] and references therein for a complete background on the mathematical problem and its physical applications.

Using a simple argument coming from the modulational instability of the equation (1.7), in [32] it was proved for the first time, and in a rigorous form, that both $B_{KM}$ and $B_P$ are unstable with respect to perturbations in Sobolev spaces $H^s$, $s > \frac{1}{2}$. Previously, Haragus and Klein [25] showed numerical instability of the Peregrine breather, giving a first hint of its unstable character. The proof of this result uses the fact that Peregrine and Kuznetsov-Ma breathers are in some sense converging to the background final state (i.e. they are asymptotically stable) in the whole space norm $H^s(\mathbb{R})$, a fact forbidden in Hamiltonian systems with conserved quantities and stable solitary waves. A further extension of this result, valid for periodic perturbations of the Akhmediev breather, was proved in [3]. Please see more details on the Akhmediev breather in [3].
2. Main results

The results in this paper can be characterized in two principal guidelines: a first one concerning a variational characterization for each breather above considered, and a second one related to stability and instability properties associated to that characterization.

2.1. Variational characterization. Our first result is the following variational characterization of \( B_{SS}, B_{SY}, B_{P} \) and \( B_{KM} \) in (1.11)-(1.15)-(1.17)-(1.18).

We will also identify each dispersive model in this paper with its respective breather solution. Indeed, let

\[
SS = \text{Sasa-Satsuma (1.4)} \quad \text{SY} = \text{Satsuma-Yajima (1.1)},
\]

and

\[
KM = \text{Kuznetsov-Ma (1.7)} \quad P = \text{Peregrine (1.7)}.
\]

Our first result is the following variational characterization of all these breather solutions. We will prove that, essentially, all of them satisfy the same nonlinear fourth order ODE, up to particular constants.

**Theorem 2.1** (Elliptic equations satisfied by \( U(1) \) breather solutions). Let \( B = B_X \) be any of the solutions defined in (1.11)-(1.15)-(1.17)-(1.18), with \( X \in \{ SS, SY, KM, P \} \). Then we have

1. For \( X = SS \), \( B = B_X \) satisfies

\[
B_{(4x)} + 8B^2_xB + 14|B|^2B_{xx} + 6B^2_Bxx + 12|B_x|^2B + 24|B|^4B - 2(\beta^2 - \alpha^2)(B_{xx} + 4|B|^2B) + (\alpha^2 + \beta^2)^2B = 0.
\]

2. If \( X = SY \) and \( B = B_{SY} \),

\[
B_{(4x)} + 3B^2_xB + 4|B|^2Bxx + B^2_Bxx + 2|B_x|^2B + \frac{3}{2}|B|^4B - (c_2^2 + c_1^2)(B_{xx} + |B|^2B) + c_2^2c_1^2B = 0.
\]
(3) For $X = KM$ and $\beta$ as in (1.18), $B = B_{KM}$ solves
\begin{equation}
B_{(4x)} + 3B_x^2B + (4|B|^2 - 3)B_{xx} + B^2B_{xx} + 2|B_x|^2B \\
+ \frac{3}{2}(|B|^2 - 1)B = 0.
\end{equation}

In particular, for $X = P$ one has that $B = B_P$ satisfies the limiting case
\begin{equation}
B_{(4x)} + 3B_x^2B + (4|B|^2 - 3)B_{xx} + B^2B_{xx} + 2|B_x|^2B \\
+ \frac{3}{2}(|B|^2 - 1)B = 0.
\end{equation}

Remark 2.1 (Equivalence between $SS$ and $SY$ breathers). Note that, except by some particular constants, $SS$ and $SY$ breathers satisfy the same variational, fourth order elliptic equation. This fact reveals a deep connection between the $SS$ and $NLS$ integrable models. The case of $KM$ and $P$ breathers slightly differs from the previous cases because of suitable modifications appearing from their nonzero boundary value at infinity.

Remark 2.2 (New connections between $KM$ and $P$ breathers). Note that the elliptic equation for the $P$ breather (2.4) is directly obtained by the formal limit $\beta \to 0$ in the $KM$ elliptic equation (2.3). This is concordance with the expected behavior of the $KM$ breather as $a \to \frac{1}{2}$, see (1.18).

Theorem 2.1 will be a particular consequence of the following variational characterization of each breather above mentioned. Recall that for $m \in \mathbb{N}$, the vector space $H^m(\mathbb{R}; \mathbb{C})$ corresponds to the Hilbert space of complex-valued functions $f : \mathbb{R} \to \mathbb{C}$, with $m$ derivatives in $L^2(\mathbb{R}; \mathbb{C})$, endowed with the standard norm.

Theorem 2.2 (Variational characterization). Each breather mentioned in Theorem 2.1 is critical point of a real-valued functional of the form
\begin{equation}
\mathcal{H}_X[u] := F_X[u] + m_X E_X[u] + n_X M_X[u],
\end{equation}
where

(1) $F_X$, $E_X$ and $M_X$ are respective $H^2$, $H^1$ and $L^2$ based conserved quantities for the dispersive model $X$ around the zero background or the Stokes wave $e^{it}$, depending on the particular limit value of the breather at infinity. Here, $E_X$ and $M_X$ corresponds to suitable energy and mass, respectively;

(2) $\mathcal{H}_X$ is well-defined for $u \in B_X + H^2(\mathbb{R}; \mathbb{C})$;

(3) This functional is conserved for $H^2$ perturbations of the respective dispersive model $X$.

(4) $m_X, n_X \in \mathbb{R}$ are well-chosen parameters, depending only on the nontrivial internal parameters of the breather $B_X$; in particular:
   (a) For $X = SS$, one has $m_X = -2(\beta^2 - \alpha^2)$ and $n_X = (\alpha^2 + \beta^2)$.
   (b) For $X = SY$, one has $m_X = (c_2^2 + c_1^2)$ and $n_X = c_2^2 c_1$.
   (c) For $X = KM$, one has $m_X = -\beta^2$ and $n_X = 0$.
   (d) For $X = P$, one has $m_X = n_X = 0$.

(5) Each breather $B_X$ is a critical point for the functional $\mathcal{H}_X$, in the sense that for $X \in \{SS, SY, KM, P\}$,
\begin{equation}
\mathcal{H}'_X[B_X](z) = 0, \text{ for all } z \in H^2(\mathbb{R}; \mathbb{C}).
\end{equation}
Remark 2.3. Theorem 2.2 states that all $U(1)$ breathers considered in this paper (and possibly several others not considered here by length considerations) satisfy the same variational characterization. This property exactly coincides in the SS case with the classical mKdV characterization [4]; however, in the remaining SY, KM and P cases, it certainly differs in the choice of respective constants for the construction of $\mathcal{H}$.

Remark 2.4. Theorem 2.2 reveals that KM and P breathers obey, in some sense, degenerate variational characterizations. More precisely, the KM breather characterization do not require the use of the $L^2$ based mass term $M_{KM}$, and even worse, the P breather does not require the mass and the energy $M_P$ and $E_P$, respectively. The absence of these two quantities may be related to the fact that

$$M_P[B_P] = E_P[B_P] = 0,$$

meaning a particular form of instability (recall that mass and energy terms are somehow convex terms aiding to the stability of solitonic structures). We would like to further stress the fact that the variational characterization of the famous Peregrine breather is in $H^2$, since mass and energy are useless. See also Remark 3.3 for more about the zero character of KM and P conservation laws.

Remark 2.5. Theorem 2.1 will be a (not so direct) consequence of the critical point character of each breather in Theorem 2.2 identity (2.6). Section 5 is devoted to the proof of this fact.

The proof of Theorem 2.1 is simple, variational and follows previous ideas presented in [4] for the case of mKdV breathers, and [6] for the case of the Sine-Gordon breather (see also [33] for a recent improvement of this last result, based in [5]). The main differences are in the complex-valued nature of the involved breathers, and the nonlocal character of the KM and P breathers. Some special attention must be put to find the constants $m_X$ and $n_X$ above, a task that required some time and a large amount of computations, but finally we have found each of them.

2.2. Stability and instability results. Next, we establish some stability and instability properties for the considered breathers. As usual, we start out with the SS case. In this paper, we show nonlinear stability of this breather.

Theorem 2.3 (Nonlinear stability of the SS breather). The the SS breather (1.11) is orbitally stable in $H^2(\mathbb{R}; \mathbb{C})$.

A more precise statement of stability is given in Theorem 6.7. The proof of Theorem 2.3 follows the ideas in [4], but the proofs are considerably harder, because of the complex-valued character of the involved linearized operator around the breather solution. After some nontrivial preliminary results, we prove that this linear operator is nondegenerate and has only a unique negative eigenvalue, a property shared by the mKdV breather. Recall that the mKdV breather is real-valued, and proofs are considerably simpler in that case. Theorem 2.3 is, as far as we understand, the first rigorous nonlinear stability result for a $U(1)$ symmetry breather.

Our proof does work even in the double humped case, despite the fact that in this case the linearized operator $\mathcal{H}_{SS}''[B_{SS}]$ has a more complex structure. No such nonlinear stability result was known in the literature, even in the single humped case.
Now we consider the SY breather. Recall that it is well-known that the SY breather is unstable, see e.g. [43]. However, this lack of stability is only mild, in the sense that the SY breather \((1.15)\) is instead part of a larger family of 2-soliton states \(B_{\text{SY,gen}}\), given by a complicated formula, see (7.1). This larger family is indeed, stable, as it was proved by Kapitula [21]. On the other hand, the construction of N-solitons in the nonintegrable NLS cases has been carried out for the first time by Martel and Merle [29], and more recently by Nguyen [34]. Note that in this last reference, a breather like solution such as the SY breather \((1.15)\) has not yet been constructed. The stability of these nonintegrable N-soliton solutions has been addressed in [30]. Finally, nonexistence of NLS breathers with the oddness parity property and any nonlinearity has been recently proved in [31].

**Theorem 2.4** (Characterization of the linear instability of the SY breather). There exists at least one instability direction \(D\) in the Schwartz class, and associated to the SY breather, for which there is no invariance nor symmetry present in \((1.15)\) allowing to control it. More precisely, one has for the linear operator \(H''_{\text{SY}}[B_{\text{SY}}]\) associated to \(B_{\text{SY}}\):

\[
H''_{\text{SY}}[B_{\text{SY}}](D,D) = 0,
\]

in addition to the standard kernel \(\partial_x B_{\text{SY}}, \partial_t B_{\text{SY}}\) and negative direction \(\partial_c B_{\text{SY}}, c = \max\{c_1, c_2\}\).

**Remark 2.6.** Theorem 2.4 states that SY breathers are unstable at the linear level because among the three natural symmetries associated to the SY breather, there is no symmetry capable to control two additional zero and negative directions. This unstable character is certainly not present in the case of the general SY 2-soliton, which is stable [21].

**Remark 2.7.** We believe that in Theorem 2.4 there is an additional direction of instability, which is in this case of negative character, and not part of a generalized kernel. The proof of this result will be probably published elsewhere.

Finally, we consider the case of KM and \(P\) breathers. Recall that both are unstable, see [32]. In this paper we further improve the results in [32] by showing the following nonlinear instability property:

**Theorem 2.5** (Direction of instability of the Peregrine breather). Let \(B = B_P\) be a Peregrine breather, critical point of the functional \(\mathcal{H}_P\) defined in (2.5). Then the following is satisfied. Let \(z_0 \in H^2\) be any sufficiently small perturbation. Then, as \(t \to -\infty\),

\[
\mathcal{H}'_{P}[B_P](z_0) = 0, \text{ but }
\mathcal{H}''_{P}[B_P](z_0, z_0) = \frac{1}{2} \int (|w_x|^2 - |w|^2 - w^2)(t) + O(\|z_0\|_{H^1}^3) + o_{t \to +\infty}(1),
\]

(2.7)

where \(w = w(t) := e^{-it} \partial_x z_0 \in H^1\).

**Remark 2.8.** The previous result gives a precise expression for the lack of stability in Peregrine breathers. Essentially, the continuous spectrum of the second derivative of the Lyapunov functional \(\mathcal{H}_P\) stays below zero, a phenomenon that induces exponential growth in time for arbitrary perturbations of the associated linear dynamics.

**Remark 2.9.** Theorem 2.5 can be recast as an absence of spectral gap for the linearized dynamics; we will not pursue this fact in the Peregrine case, but instead we will exemplify this fact using the Kuznetsov-Ma breather KM.
In the case of the KM breather, things are more complicated, and the previous result is not valid, since $B_{KM}$ does not decay to the Stokes wave at time infinity (recall that KM breather oscillates around a Schwartz perturbation of the Stokes wave). Instead, we will prove the following

**Theorem 2.6 (Absence of spectral gap and instability of the KM breather).** Let $B = B_{KM}$ be a Kuznetsov-Ma breather \(^{(1.18)}\), critical point of the functional $H_{KM}$ defined in \(^{(2.5)}\). Then for all $a > \frac{1}{2}$ we have

\[
H'_{KM}[B_{KM}] = 0, \\
H''_{KM}[B_{KM}](\partial_x B_{KM}) = 0, \\
\inf_{\sigma_c} \sigma_c(H''_{KM}[B_{KM}]) < 0. \tag{2.8}
\]

Here $\sigma_c$ stands for the continuum spectrum of the linear operator associated to $H''_{KM}[B_{KM}]$.

**Remark 2.10.** The above theorem shows that the KM linearized operator $H''_{KM}$ has at least one embedded eigenvalue. This is not true in the case of linear, real-valued operators with fast decaying potentials, but since $H''_{KM}$ is a matrix operator, this is perfectly possible. Additionally, a similar result for the Peregrine case could be proved, but the polynomial decay in space of the Peregrine breather makes this result more complicated to establish for the moment.

**Remark 2.11.** Note that classical stable solitons or solitary waves $Q$ easily satisfy the estimate $\inf \sigma_c(H''_Q[Q]) > 0$, where $H''_Q$ is the standard quadratic form associated to the energy-mass or energy-momentum variational characterization of $Q$. Even in the cases of the mKdV breather $B_{mKdV}$ \(^{(4)}\) or Sine-Gordon breather $B_{SG}$ \(^{(6)}\), one has $\inf \sigma_c(H''_{B_{mKdV}}[B_{mKdV}]) > 0$ and also $\inf \sigma_c(H''_{B_{SG}}[B_{SG}]) > 0$. The KM breather does not follow this property at all, another consequence of the modulational instability present in the NLS equation with nonzero boundary value at infinity. Consequently, to our knowledge, both the KM and P breathers cannot represent nor exemplify any stable process in Nature.

**Organization of this paper.** This paper is organized as follows. In Section 3 we establish some preliminary results needed for the proof of Theorems 2.1 and 2.2. Section 4 deals with the proof of Theorem 2.2 needed for the proof of Theorem 2.1. Section 5 is devoted to the proof of Theorem 2.1. In Section 6 we prove Theorem 2.3. Section 7 attacks Theorem 2.4 and Section 8 is concerned with the proof of Theorem 2.5. Finally, Section 9 deals with Theorem 2.6.

### 3. Preliminaries

The purpose of this section is to gather several results present in the literature, needed below. We first present a result for the Sasa-Satsuma breather.

**3.1. Non variational PDE in the SS case.** The following results are essentially contained in \(^{(36)}\). From \(^{(1.11)}\) and \(^{(1.4)}\), it is not difficult to see that the soliton profile $Q_\beta$ satisfies the ODE

\[
Q''_\beta + 3i\alpha Q'_\beta + 6(Q_\beta)^2Q'_\beta + 6i\alpha(Q_\beta)^2Q_\beta + 3Q_\beta(Q_\beta^2)' - \beta^2Q_\beta' - 3i\alpha\beta^2Q_\beta = 0.
\]

This equation can be rewritten as

\[
Q''_\beta + 9Q_\beta Q_\beta Q'_\beta + 3Q_\beta^2 Q'_\beta - \beta^2 Q'_\beta + 3i\alpha(Q_\beta^2 - \beta^2 Q_\beta + 2Q_\beta^2 Q_\beta) = 0. \tag{3.1}
\]
Note that this is a third order equation, and it seems that it cannot be integrated one more time. This exact equation will be used to prove (2.1).

**Remark 3.1.** Note that the term embedded soliton comes from (3.1). Unlike the standard NLS ODE $Q'' - Q + Q^3 = 0$, in its linear form $Q'' - \beta^2 Q' + 3i\alpha (Q'' - \beta^2 Q) = 0$ (3.1) has “continuous spectrum” solutions of the form $e^{i\alpha x}$, $a \in \mathbb{R}$; see [36] for more details about this concept.

### 3.2. Conserved quantities.

In this subsection we consider the conserved quantities needed for the proof of Theorem 2.1 and the definition of $\mathcal{H}$ in (2.5). In what follows, we adopt the subscript $X \in \{SS, SY, KM, P\}$ to denote the conservation laws needed according to the respective breather $B_X$.

**Sasa-Satsuma.** Recall the Sasa-Satsuma equation (1.4). The following quantities are invariant of the motion, on sufficiently regular solutions: the mass

$$M_{SS}[u] := \int |u|^2 \, dx,$$

the energy

$$E_{SS}[u] := \int (|u_x|^2 - 2|u|^4) \, dx,$$

and the $H^2$ based energy

$$F_{SS}[u] := \int \left( |u_{xx}|^2 - 8|u|^2 |u_x|^2 - 3(|u|^2)_x^2 + 8|u|^6 \right) \, dx.$$

**Satsuma-Yajima.** It is known that the NLS (1.7) with zero boundary condition at infinity possesses the following formally conserved quantities: the classical mass

$$M_{SY}[u] := \int |u|^2,$$

and the focusing energy

$$E_{SY}[u] := \int |u_x|^2 - \frac{1}{2} \int |u|^4.$$

The additional $H^2$ based energy is given by the expression

$$F_{SY}[u] := \int \left( |u_{xx}|^2 - 3|u|^2 |u_x|^2 - 2(\text{Re}(\bar{u}u_x))^2 + \frac{1}{2}|u|^6 \right).$$

**Peregrine and Kuznetsov-Ma.** For simplicity in the computations, it is convenient to write (1.7) for $w$ in terms of the function $u$ in (1.6). With this choice, both for $X = KM$ and $P$, one has the mass

$$M_X[u] := \int (|u|^2 - 1),$$

the energy

$$E_X[u] := \int |u_x|^2 - \frac{1}{2} \int (|u|^2 - 1)^2,$$

and the Stokes wave $+ H^2$ perturbations conserved energy:

$$F_X[u] := \int \left( |u_{xx}|^2 - 3(|u|^2 - 1) |u_x|^2 - \frac{1}{2} ((|u|^2)_x)^2 + \frac{1}{2} (|u|^2 - 1)^3 \right).$$
Remark 3.2. In [32], it was computed the mass and energy (3.8)-(3.9) of the Peregrine (1.17) and Kuznetsov-Ma (1.18) breathers. Indeed, one has
\[ M_P[B_P] = E_P[B_P] = 0, \]
(however, the \( L^2\)-norm of \( B_P(t) \) is never zero, but converges to zero as \( t \to +\infty \)), and
\[ M_{KM}[B_{KM}] = 4\beta, \quad E_{KM}[B_{KM}] = -\frac{8}{3}\beta^3. \]
Note that \( P \) has same energy and mass as the Stokes wave solution (the nonzero background), a property not satisfied by the standard soliton on zero background. Also, compare the mass and energy of the Kuznetsov-Ma breather with the ones obtained in [4] for the mKdV breather.

Remark 3.3 (Momentum laws). Another important conserved quantity here is the Momentum
\[ P_X[u] := \text{Im} \int \bar{u} u_x, \quad (3.11) \]
valid in the \( X = SS, SY \) cases, and
\[ P_X[u] := \text{Im} \int (\bar{u} - e^{-it}) u_x, \quad (3.12) \]
for the \( X = P, KM \) cases. Note that both quantities are well-defined and finite in the case of a breather \( B_X \), and essentially measure the speed of each breather. It is not difficult to show (or using a symbolic calculation program) that
\[ P_{SS}[B_{SS}] = -\alpha \sqrt{\alpha^2 + \beta^2} \log \left( \frac{1}{\alpha^2} (2\beta^2 + \alpha^2 + 2\beta\sqrt{\alpha^2 + \beta^2}) \right), \quad (3.13) \]
and
\[ P_{SY}[B_{SY}] = P_P[B_P] = P_{KM}[B_{KM}] = 0. \quad (3.14) \]
We can then conclude that, except for \( SS \) breathers, which have nonzero momentum, \( SY, KM \) and \( P \) breathers are zero speed solutions. This is in concordance with the characterization of periodic in time breathers, for which
\[ \frac{d}{dt} M_{SY}[u] = \text{const.} P_{SY}[u]. \]
Therefor, breathers must have zero momentum. See [31] for another point of view about this fact. Note instead that, under a suitable Galilean transformation, they must have nonzero momentum.

4. Higher energy expansions: Proof of Theorem 2.2

This section is devoted to the the proof of Theorem 2.2. In what follows, we consider real-valued parameters \( m_X, n_X \), for each \( X \in \{SS, SY, KM, P\} \) as follows:

1. For \( X = SS \), one has \( m_X = -2(\beta^2 - \alpha^2) \) and \( n_X = (\alpha^2 + \beta^2)^2 \) (see (1.11)).
2. For \( X = SY \), one has \( m_X = (c_2^2 + c_1^2) \) and \( n_X = c_2^2c_1 \).
3. For \( X = KM \), one has \( m_X = \beta^2 \) and \( n_X = 0 \) (see (1.18)).
4. For \( X = P \), one has \( m_X = n_X = 0 \) (see (1.17)).
These are the parameters previously mentioned in Theorem 2.2, item (4).

Consider the Lyapunov functional $\mathcal{H}_X$ defined by

$$\mathcal{H}_X[u] = F_X[u] + m_X E_X[u] + n_X M_X[u],$$

where $F_X$, $E_X$ and $M_X$ were introduced in Subsection 3.2. This is exactly the functional considered in Theorem 2.2, and more specifically, (2.5). Note that this functional is a linear combination of conserved quantities mass (3.2)-(3.8), energy (3.3)-(3.9), and the second energy in $F_X$ (3.4)-(3.10).

Consequently, items (1)-(4) in Theorem 2.2 are easily proved.

It remains to prove item (5) in Theorem 2.2, and the fact that breathers $B_X$ are critical points for $\mathcal{H}_X$. These last facts will be a consequence of the following Proposition, and Theorem 2.1.

**Proposition 4.1** (Variational characterization of SS, SY, KM and P breathers). For each $X \in \{SS, SY, KM, P\}$, and for each $z \in H^2(\mathbb{R})$, we have

$$\mathcal{H}_X[B_X + z] = \mathcal{H}_X[B_X] + \mathcal{G}_X[z] + \mathcal{Q}_X[z] + \mathcal{N}_X[z],$$

where

* $\mathcal{H}_X[B_X]$ does not depend on time. Moreover,

$$\mathcal{H}_X[B_P] = 0.$$

* The linear term in $z$ is given as

$$\mathcal{G}_X[z] = 2 \text{Re} \int \bar{z} \mathcal{L}_X[z] dx,$$

with

$$G[BS] := B_{(4x)} + 8B_x^2 \bar{B} + 14|B|^2 B_{xx} + 6B^2 \bar{B}_{xx} + 12|B_x|^2 B + 24|B|^4 B$$

$$- 2(\beta^2 - \alpha^2)(B_{xx} + 4|B|^2 B) + (\alpha^2 + \beta^2)^2 B;$$

$$G[BSY] := B_{(4x)} + 3B_x^2 \bar{B} + 4|B|^2 B_{xx} + 2|B_x|^2 B + B^2 \bar{B}_{xx} + \frac{3}{2}|B|^4 B$$

$$- (c_1^2 + c_1^2)(B_{xx} + |B|^2 B) + c_1^2 c_1^2 B;$$

$$G[BKM] := B_{(4x)} + 3B_x^2 \bar{B} + (4|B|^2 - 3)B_{xx} + B_{xx}^2 + 2|B_x|^2 B$$

$$+ \frac{3}{2}(|B|^2 - 1)^2 B - \beta^2 (B_{xx} + (|B|^2 - 1)B);$$

and

$$G[B_P] := B_{(4x)} + 3B_x^2 \bar{B} + (4|B|^2 - 3)B_{xx} + B^2 \bar{B}_{xx} + 2|B_x|^2 B$$

$$+ \frac{3}{2}(|B|^2 - 1)^2 B.$$
where
\[
\mathcal{L}_{SS}[z] := z_{4x} + (14|B|^2 + m_{SS})z_{xx} + 6B^2z_{xx} + (12B\bar{B}_x + 16B\bar{B}x)z_x + 12B\bar{B}_x \bar{z}_x \\
+ (14B\bar{B}_{xx} + 12|B|^2 + 12B\bar{B}_{xx} + 72|B|^4 + 8m_{SS}|B|^2 + n_{SS})z \\
+ (14B\bar{B}_{xx} + 8B_x^2 + 48|B|^2 B^2 + 4m_{SS}B^2)\bar{z},
\]
\[
\mathcal{L}_{SY}[z] := z_{4x} + 4|B|^2 z_{xx} + 3\bar{B}_x^2 \bar{z} + 6\bar{B}_x z_x + 4BB_{xx} \bar{z} + 4\bar{B}B_{xx} \bar{z} \\
+ 2B\bar{B}_{xx} z + B^2z_{xx} + 2B\bar{B}_x z_x + 2BB_x \bar{z}_x + 2|B|^2 z \\
+ \frac{9}{2}|B|^4 z + 3|B|^2 B^2 \bar{z} - m_{SY}[z_{xx} + B^2 \bar{z} + 2|B|^2 z] + n_{SY} \bar{z}.
\]
\[
\mathcal{L}_{KM}[z] := z_{4x} + \frac{3}{2}(|B|^2 - 1)^2 z + 6(|B|^2 - 1)B \text{Re}(B \bar{z}) + 3(|B|^2 - 1)z_{xx} \\
- 4|B|^2 z - 6BB_x \bar{z}_x - 4B\bar{B}_x z_x + B^2 \bar{z} - B^2 \bar{z}_{xx} + |B|^2 z_{xx} \\
- m_{KM}[z_{xx} + B^2 \bar{z} + (2|B|^2 - 1)z],
\]
\[
\mathcal{L}_P[z] := z_{4x} + \frac{3}{2}(|B|^2 - 1)^2 z + 6(|B|^2 - 1)B \text{Re}(B \bar{z}) + 3(|B|^2 - 1)z_{xx} \\
- 4|B|^2 z - 6BB_x \bar{z}_x - 4B\bar{B}_x z_x + B^2 \bar{z} - B^2 \bar{z}_{xx} + |B|^2 z_{xx}.
\]

- Finally, assuming \(|z|\) \(_{H^1}\) small enough, we have the nonlinear estimate
\[
|\mathcal{N}_X[z]| \lesssim |z|^{3}_{H^1}.
\]  

**Remark 4.1.** Note that terms \((4.3) - (4.6)\) precisely correspond to the nonlinear elliptic equations presented in Theorem \(2.1\). In that sense, once Theorem \(2.1\) is proved, Theorem \(2.2\) is also completely proved.

**Remark 4.2.** All linearized operators appearing from \((4.7)\) contain terms in \(z\) and \(\bar{z}\). Consequently, these are \(2 \times 2\) matrix valued operators with fourth order components each, more demanding that the ones found in \([6]\) for the Sine-Gordon case, which was composed by fourth and second order mixed terms only.

**Proof of Proposition 4.1.** We proceed following standard steps. We will prove \((4.1)\) decomposing \(\mathcal{H}_X[B_X + z]\) into zeroth, first (linear in \(z\)), second (quadratic in \(z\)) and higher order terms (cubic or higher in \(z\)). The convention that we will use below is the following:

- Zeroth order terms will have the subscript “0”.
- First order terms will have the subscript \(\text{lin}\).
- Second order terms will have the subscript \(\text{quad}\).
- Higher order terms will have the subscript \(\text{non}\).

**Step 1. Contribution of the mass terms.** Recall the masses \((3.2), (3.5)\) and \((3.8)\). We have for \(X = SS, SY\) and \(B = B_X\),
\[
M_X[B + z] = \int |B + z|^2 = \int |B|^2 + 2\text{Re} \int B \bar{z} + \int |z|^2.
\]
Similarly, for \( X = KM, P \),

\[
M_X[B + z] = \int |B + z|^2 - 1
= \int (|B|^2 - 1) + 2 \text{Re} \int B \bar{z} + \int |z|^2.
\]

The linear and quadratic contributions here are the same for both equations. Therefore, if \( X = SS, SY, KM, P \),

\[
M_{X,0} := M_X[B], \quad M_{X,lin} := 2 \text{Re} \int B \bar{z}
\]

and

\[
M_{X,quad} := \int |z|^2.
\]

(4.13)

Note that \( M_{KM,lin} \) and \( M_{P,lin} \) may not be necessarily well-defined, without adding cancelling terms (see below). As for the mass terms, there are no higher order contributions to the expansion of \( H_X[B_X + z] \):

\[
M_{SS,non} = M_{SY,non} = M_{KM,non} = M_{P,non} = 0.
\]

(4.14)

**Step 2. Contribution of the energy terms.** Recall the energies (3.3) and (3.6). If \( X = SS \) and \( B = B_X \),

\[
E_{SS}[B + z] = \int |B_x + z_x|^2 - 2 \int |B + z|^4
= \int |B_x|^2 + 2 \text{Re} \int B_x \bar{z}_x + \int |z_x|^2 - 2 \int (|B|^2 + 2 \text{Re}(B \bar{z}) + |z|^2)^2.
\]

Therefore, we have

\[
E_{SS}[B + z] = E_{SS}[B] + 2 \text{Re} \int \bar{z}(-B_{xx}) + \int |z_x|^2
- 2 \int ((2 \text{Re}(B \bar{z}))^2 + |z|^4 + 4|B|^2 \text{Re}(B \bar{z}) + 2|B|^2|z|^2 + 4|z|^2 \text{Re}(B \bar{z})).
\]

Clearly \( E_{SS,0} = E_{SS}[B] \). The linear contribution here is

\[
E_{SS,lin} := 2 \text{Re} \int \bar{z}(-B_{xx} - 4|B|^2 B),
\]

(4.15)

and the quadratic contribution is

\[
E_{SS,quad} = \int |z_x|^2 - 2 \int (2(\text{Re}(B \bar{z}))^2 + 2|B|^2|z|^2).
\]

(4.16)

Finally, the higher order contribution is given by

\[
E_{SS,non} = -2 \int (|z|^4 + 4|z|^2 \text{Re}(B \bar{z})).
\]

(4.17)

Now, consider the energy in the Satsuma-Yajima (SY) case (3.6). If \( X = SY \) and \( B = B_X \),

\[
E_{SY}[B + z] = E_{SY}[B] + 2 \text{Re} \int \bar{z}(-B_{xx}) + \int |z_x|^2
- \frac{1}{2} \int ((4 \text{Re}(B \bar{z}))^2 + |z|^4 + 4|B|^2 \text{Re}(B \bar{z}) + 2|B|^2|z|^2 + 4|z|^2 \text{Re}(B \bar{z})).
\]
so that $E_{SY,0} := E_{SY}[B]$, and the linear contribution is

$$E_{SY,lin} := 2 \Re \int \bar{z} (-B_{xx} - |B|^2 B).$$

and the quadratic contribution is given by

$$E_{SY,quad} := \int |z|^2 - \frac{1}{2} \int \left( (2 \Re(B\bar{z}))^2 + 2|B|^2|z|^2 \right).$$

Finally, the higher order contributions are

$$E_{SY,non} := -\frac{1}{2} \int (|z|^4 + 4|z|^2 \Re(B\bar{z})).$$

Consider now the NLS case. The energy is given by (3.9), and if $X = KM$ or $P$, and $B = B_X$, we have

$$E_X[B + z] = \int |B_x + z_x|^2 - \frac{1}{2} \int (|B + z|^2 - 1)^2$$

$$= \int |B_x|^2 + 2 \Re \int B_x \bar{z}_x + \int |z|^2 - \frac{1}{2} \int \left( |B|^2 - 1 + 2 \Re(B\bar{z}) + |z|^2 \right)^2.$$

Therefore, we have

$$E_X[B + z] = E_X[B] + 2 \Re \int \bar{z}(-B_{xx}) + \int |z|^2$$

$$- \frac{1}{2} \int \left( (2 \Re(B\bar{z}))^2 + |z|^4 + 4(|B|^2 - 1) \Re(B\bar{z}) + 2(|B|^2 - 1)|z|^2 + 4|z|^2 \Re(B\bar{z}) \right).$$

Consequently, $E_{X,0} := E_X[B]$. The linear contribution here is

$$E_{X,lin} := 2 \Re \int \bar{z}(-B_{xx} - (|B|^2 - 1)B),$$

and the quadratic contribution is

$$E_{X,quad} := \int |z|^2 - \frac{1}{2} \int \left( (2 \Re(B\bar{z}))^2 + 2(|B|^2 - 1)|z|^2 \right).$$

Finally, the higher order contribution is

$$E_{X,non} := -\frac{1}{2} \int (|z|^4 + 4|z|^2 \Re(B\bar{z})).$$
Step 3. Contribution of the second energy terms. The SS case. We start by considering the case $X = SS$. Note that from (3.4),

$$F_{SS}[B + z] = \int \left( |B_{xx} + z_{xx}|^2 - 8|B + z|^2|B_x + z_x|^2 - 3((|B + z|^2)_x)^2 + 8|B + z|^6 \right)$$

$$= \int \left( |B_{xx}|^2 + |z_{xx}|^2 + 2 \text{Re}(B_{xx} \bar{z}_{xx}) \right)$$

$$- 8 \int \left( |B|^2 + |z|^2 + 2 \text{Re}(B \bar{z}) \right) \left( |B_x|^2 + |z_x|^2 + 2 \text{Re}(B_x \bar{z}_x) \right)$$

$$- 3 \int \left( (B_x + z_x)(\bar{B} + \bar{z}) + (B + z)(\bar{B}_x + \bar{z}_x) \right)^2$$

$$+ 8 \int \left( |B|^2 + 2 \text{Re}(B \bar{z}) + |z|^2 \right)^3$$

(4.24)

We have

$$F_{SS,1} = \int \left( |B_{xx}|^2 + |z_{xx}|^2 \right) + 2 \text{Re} \int \bar{z} B_{xxxx},$$

hence $F_{SS,1,0} = \int |B_{xx}|^2$,

$$F_{SS,1,lin} = 2 \text{Re} \int \bar{z} B_{xxxx},$$

(4.25)

and

$$F_{SS,1,quad} = \int |z_{xx}|^2.$$

(4.26)

Clearly

$$F_{SS,1,non} = 0.$$

(4.27)

Analogously,

$$F_{SS,2} = -8 \int \left( |B|^2 + |z|^2 + 2 \text{Re}(B \bar{z}) \right) \left( |B_x|^2 + |z_x|^2 + 2 \text{Re}(B_x \bar{z}_x) \right)$$

We have $F_{SS,2,0} = -8 \int |B|^2 |B_x|^2$. The linear terms are

$$F_{SS,2,lin} = -8 \int \left( 2|B|^2 \text{Re}(B_x \bar{z}_x) + 2|B_x|^2 \text{Re}(B \bar{z}) \right)$$

$$= -16 \text{Re} \int \bar{z} \left( -(|B|^2 B_x)_x + |B_x|^2 B \right) = 16 \text{Re} \int \bar{z}(B_x^2 \bar{B} + |B|^2 B_{xx}),$$

(4.28)

and the quadratic terms are

$$F_{SS,2,quad} = -8 \int \left( |B|^2 |z_x|^2 + |B_x|^2 |z|^2 + 2 \text{Re}(B \bar{z}) 2 \text{Re}(B_x \bar{z}_x) \right)$$

$$= -2 \text{Re} \int \left( 4|B|^2 |z_x|^2 + 4|B_x|^2 |z|^2 + 8B \bar{z} 2 \text{Re}(B_x \bar{z}_x) \right)$$

$$= -2 \text{Re} \int \bar{z} \left( -4(|B|^2)_x z_x - 4|B|^2 z_{xx} + 4|B|^2 z + 8BB_x z - 8B \bar{B}_x \bar{z}_x \right).$$

(4.29)
Finally, the higher order terms are

\[
F_{SS,2,non} = -8 \int \left( |z|^2 + 2 \text{Re}(B \bar{z}) \right) |z_x|^2 - 16 \int |z|^2 \text{Re}(B_x \bar{z}_x)
\]
\[
= -8 \int \left( |z_x|^2 |z|^2 + 2 |z_x|^2 \text{Re}(B \bar{z}) - 2 |z|^2 \text{Re}(B_x \bar{z}_x) \right).
\]

(4.30)

Now, we deal with \(F_{SS,3}\):

\[
F_{SS,3} = -3 \int \left( (B_x + z_x)(\bar{B} + \bar{z}) + (B + z)(\bar{B}_x + \bar{z}_x) \right)^2
\]
\[
= -3 \int \left( B_x \bar{B} + B_x \bar{z} + z_x \bar{B} + z_x \bar{z} + \bar{B}_x B + \bar{B}_x \bar{z} + \bar{z}_x B + \bar{z}_x \bar{z} \right)^2.
\]

(4.31)

The linear terms are

\[
F_{SS,3,lin} = -3 \int B_x \bar{B} \left( B_x \bar{z} + z_x \bar{B} + \bar{B}_x z + \bar{z}_x B \right)
\]
\[
-3 \int \left( B_x \bar{z} + z_x \bar{B} + \bar{B}_x z + \bar{z}_x B \right) \left( B_x \bar{B} + \bar{B}_x B \right)
\]
\[
-3 \int \bar{B}_x B \left( B_x \bar{z} + z_x \bar{B} + \bar{B}_x z + \bar{z}_x B \right)
\]
\[
= -6 \text{Re} \int B_x \bar{B} \left( B_x \bar{z} + z_x \bar{B} + \bar{B}_x \bar{z} + \bar{z}_x B \right)
\]
\[
- 12 \text{Re} \int \left( B_x \bar{z} + z_x \bar{B} \right) \text{Re}(B_x \bar{B}).
\]

Therefore,

\[
F_{SS,3,lin} = -6 \text{Re} \int B_x \bar{B} \left( B_x \bar{z} + z_x \bar{B} + \bar{B}_x \bar{z} + \bar{z}_x B \right)
\]
\[
- 12 \text{Re} \int \bar{z} \left( B_x \text{Re}(B_x \bar{B}) - \text{Re}(B_x \bar{B}) B_x \right)
\]
\[
= -12 \text{Re} \int B_x \bar{B} \left( \text{Re}(B_x \bar{z}) + \text{Re}(\bar{z}_x B) \right)
\]
\[
- 12 \text{Re} \int \bar{z} \left( B_x \text{Re}(B_x \bar{B}) - \text{Re}(B_x \bar{B}) B_x \right)
\]
\[
= -12 \text{Re} \int \text{Re}(B_x \bar{B}) \left( B_x \bar{z} + \bar{z}_x B \right)
\]
\[
- 12 \text{Re} \int \bar{z} \left( B_x \text{Re}(B_x \bar{B}) - \text{Re}(B_x \bar{B}) B_x \right).
\]
Collecting similar terms, we get

\begin{align*}
F_{SS,lin} &= -12 \Re \int \bar{z} \left( \Re(B_x \bar{B}) B_x - (\Re(B_x \bar{B}) B)_x + \Re(B_x \bar{B}) B_x - (\Re(B_x \bar{B}) B)_x \right) \\
&= -24 \Re \int \bar{z} \left( \Re(B_x \bar{B}) B_x - (\Re(B_x \bar{B}) B)_x \right) \\
&= 24 \Re \int \bar{z} (\Re(B_x \bar{B})) x B \\
&= 12 \Re \int \bar{z} (B_{xx} \bar{B} + B_x \bar{B}_x + \bar{B}_x B + B_x \bar{B}) B,
\end{align*}

so that

\begin{equation}
F_{SS,lin} = 12 \Re \int \bar{z} (|B|^2 B_{xx} + B^2 \bar{B}_{xx} + 2B|B_x|^2).
\tag{4.32}
\end{equation}

The quadratic terms are

\begin{align*}
F_{SS,quad} &= -3 \int \left( B_x^2 \bar{z}^2 + \bar{B}_x z^2 + \bar{B}^2 \bar{z}^2 + B^2 z^2 + 4 \bar{B} B_x \bar{z} \bar{z}_x + 4 \bar{B} \bar{B}_x z \bar{z}_x \\
&\quad \quad + 2 |B_x|^2 |z|^2 + 2 |B|^2 |z_x|^2 + 2 (\Re(B \bar{z}))(2 \Re(B_x \bar{z}_x)) \right) \\
&= -6 \Re \int \left( B_x^2 \bar{z}^2 + B^2 \bar{z}^2 + B \bar{B}_x \bar{z} \bar{z}_x + |B_x|^2 |z|^2 + |B|^2 |z_x|^2 + 4 \bar{B} \bar{z} \Re(B_x \bar{z}_x) \right) \\
&= -6 \Re \int \bar{z} \left( B_x^2 \bar{z} - 2 \bar{B} B_x \bar{z}_x - B^2 \bar{z}_{xx} + 4 \bar{B} B_x \bar{z}_x + |B_x|^2 \bar{z} - (|B|^2)_x z_x \\
&\quad \quad - |B|^2 \bar{z}_{xx} + 4 \Re(B_x \bar{z}_x) \right) \\
&= -6 \Re \int \bar{z} \left( B_x^2 \bar{z} - B^2 \bar{z}_{xx} + 4 \bar{B} B_x \bar{z}_x + |B_x|^2 \bar{z} - (|B|^2)_x z_x - |B|^2 \bar{z}_{xx} + 2 \bar{B} \bar{z}_x \bar{z}_x \right).
\end{align*}

Finally,

\begin{equation}
F_{SS,non} = -3 \int \left( (z \bar{z})^2 + (\bar{z} z) z + 2 B_x \bar{z} \bar{z}_x + 2 B \bar{z}_x \bar{z}_x |z|^2 + 2 \bar{B} \bar{z} + 2 |z_x|^2 \bar{B} \bar{z} \\
+ 2 \bar{B} \bar{z}_x |z|^2 \bar{B}_x + 2 |z_x|^2 \bar{z} \bar{B} + 2 |z_x|^2 \bar{z} |z|^2 + 2 \bar{B} \bar{z}_x \bar{z}_x \bar{B} + 2 \bar{z}_x \bar{z} \bar{B} \right).
\tag{4.34}
\end{equation}

As for $F_{SS,4}$, we have

\begin{align*}
F_{SS,4} &= 8 \int (|B|^2 + 2 \Re(B \bar{z}) + |z|^2)^3 \\
&= 8 \int \left( |B|^4 + 4(\Re(B \bar{z}))^2 + |z|^4 + 4|B|^2 \Re(B \bar{z}) + 2|B|^2 |z|^2 + 4|z|^2 \Re(B \bar{z}) \right) \\
&\quad \quad \times \left( |B|^2 + 2 \Re(B \bar{z}) + |z|^2 \right).
\end{align*}

Expanding terms, we have that the linear terms are given by

\begin{equation}
F_{SS,4,lin} = 8 \int \left( 2 |B|^4 \Re(B \bar{z}) + 4 |B|^4 \Re(B \bar{z}) \right) \\
= 48 \int |B|^4 \Re(B \bar{z}) = 48 \Re \int \bar{z} |B|^4 B.
\tag{4.35}
\end{equation}
On the other hand, the quadratic terms are given by

\[
F_{SS, quad} = 8 \int \left( 3|B|^2 B^2 z^2 + 3|B|^2 \overline{B}^2 \overline{z}^2 + 3|B|^4 |z|^2 \right)
= 2 \text{Re} \int \left( 24|B|^2 B^2 \overline{z}^2 + 12|B|^4 |z|^2 \right).
\]

Finally,

\[
F_{SS, non} = 8 \int \left( 4(\text{Re}(B\overline{z}))^2(2 \text{Re}(B\overline{z}) + |z|^2) + |z|^4(|B|^2 + 2 \text{Re}(B\overline{z}) + |z|^2)
+ 4|B|^2 |z|^2 \text{Re}(B\overline{z}) + 2|B|^2 |z|^2 (2 \text{Re}(B\overline{z}) + |z|^2)
+ 4|z|^2 \text{Re}(B\overline{z})(|B|^2 + 2 \text{Re}(B\overline{z}) + |z|^2) \right).
\]

**Step 4. Gathering terms.** We conclude from (4.25), (4.28), (4.32) and (4.35) that the linear part \(F_{SS, lin}\) of \(F_{SS}\) is given by

\[
F_{SS, lin} := F_{SS,1, lin} + F_{SS,2, lin} + F_{SS,3, lin} + F_{SS,4, lin}
= 2 \text{Re} \left( \int \bar{z}B_{xxxx} + 8 \int \bar{z}(B_x^2 \bar{B} + |B|^2 B_{xx})
+ 6 \int \bar{z}(|B|^2 B_{xx} + B_x^2 B_{xx} + 2B_x |B_x|^2) + 24 \int \bar{z}|B|^4 B \right)
= 2 \text{Re} \int \bar{z} \left( B_{xxxx} + 8B_x^2 \bar{B} + 14|B|^2 B_{xx} + 6B_x^2 \bar{B}_{xx} + 12B_x |B_x|^2 B + 24|B|^4 B \right).
\]

On the other hand, collecting terms in (4.26), (4.29), (4.33) and (4.36), the quadratic part of \(F_{SS}\) is given by

\[
F_{SS, quad} := F_{SS,1, quad} + F_{SS,2, quad} + F_{SS,3, quad} + F_{SS,4, quad}
= 2 \text{Re} \int \bar{z} \left( \frac{1}{2} z_{xxxx} + 4(|B|^2)_{xx} z + 4|B|^2 z_{xx} - 4|B_x|^2 z - 8BB_z z_x - 8B \overline{B}_x z_x
- 3B_x^2 \bar{z} + 3B_x^2 \bar{z}_{xx} - 12\overline{B} B_x z_x - 3|B_x|^2 z + 3(|B|^2)_{xx} z + 3|B|^2 z_{xx}
- 6B \overline{B}_x z_x + 24|B|^2 B^2 \bar{z} + 12|B|^4 \bar{z} \right)
= 2 \text{Re} \int \bar{z} \left( \frac{1}{2} z_{xxxx} + 7|B|^2 z_{xx} - 7(|B|^2)_{xx} z - 7|B_x|^2 z - 4(B^2)_{xx} z
- 3B_x^2 \bar{z} + 3B_x^2 \bar{z}_{xx} + 2BB_z z_x + 24|B|^4 B^2 z + 12|B|^4 z \right).
\]
Finally, from (4.27), (4.30), (4.34) and (4.37), we get

\[ F_{SS,\text{non}} := F_{SS,1,\text{non}} + F_{SS,2,\text{non}} + F_{SS,3,\text{non}} + F_{SS,4,\text{non}} \]

\[ = -8 \int \left( |z_x|^2 |z|^2 + 2 |z_x|^2 \text{Re}(B \bar{z}) - 2 |z|^2 \text{Re}(B_x \bar{z}_x) \right) - 3 \int \left( (z_x \bar{z})^2 + (\bar{z}_x z)^2 + 2B_x \bar{z}^2 z_x + 2B_x \bar{z}_x |z|^2 + 2z_x^2 B \bar{z} + 2 |z_x|^2 B \bar{z} \right. \\
+ 2z_x |z|^2 B_x + 2 |z_x|^2 \bar{z} B + 2 |z_x|^2 |z|^2 + 2 \bar{B}_x z^2 z_x + 2 \bar{z}_x^2 B \bar{z} \right) \]

(4.38)

\[ + 8 \int \left( 4(\text{Re}(B \bar{z}))^2 (2 \text{Re}(B \bar{z}) + |z|^2) + |z|^4 |B|^2 + 2 \text{Re}(B \bar{z}) + |z|^2 \right) \\
+ 4 |B|^2 |z|^2 \text{Re}(B \bar{z}) + 2 |B|^2 |z|^2 (2 \text{Re}(B \bar{z}) + |z|^2) \\
+ 4 |z|^2 \text{Re}(B \bar{z}) (|B|^2 + 2 \text{Re}(B \bar{z}) + |z|^2) \right). \]

We can also collect higher order terms in the Lyapunov expansion. Specifically we have that from (4.14), (4.17) and (4.38),

\[ N_{SS}[z] := F_{SS,\text{non}} + m_{SS} E_{SS,\text{non}} + n_{SS} M_{SS,\text{non}} \]

\[ = \int \left( -8 \text{Re}(B \bar{z}) |z_x|^2 - 8 \text{Re}(B_x \bar{z}_x) |z|^2 - 8 |z|^2 |z_x|^2 - 12 \text{Re}(B_x z_x \bar{z}^2) \right. \\
- 12 \text{Re}(B \bar{z}^2 z_x^2) - 6 \text{Re}(z_x^2 z^2) - 12 \text{Re}(B_x \bar{z}_x) |z|^2 - 12 \text{Re}(B \bar{z}) |z_x|^2 \right) \]

(4.39)

\[ - 6 |z|^2 |z_x|^2 + 24 |B|^2 (|z|^2 + 2 \text{Re}(B \bar{z}) \right)^2 \\
+ 8(|z|^2 + 2 \text{Re}(B \bar{z}))^3 - 2m_{SS}(|z|^4 + 2(2 \text{Re}(B \bar{z})) |z|^2) \right). \]

Clearly, in the case \( \|z\|_{H^2} \) small, one has \( |N_{SS}[z]| \lesssim \|z\|_{H^1}^3 \). Summarizing, we have the following expansion for the Lyapunov functional \( \mathcal{H}_{SS} \):

\[ \mathcal{H}_{SS}[B + z] = F_{SS}[B + z] + m_{SS} E_{SS}[B + z] + n_{SS} M_{SS}[B + z] \]

\[ = \mathcal{H}_{SS}[B] + 2 \text{Re} \int \bar{z} \left[ B_{xxxx} + 8B_x^2 \bar{B} + 14|B|^2 B_{xx} + 6B^2 \bar{B}_x + 12|B_x|^2 B \right] \\
+ 24|B|^4 B - m_{SS}(B_{xx} + 4|B|^2 B) + n_{SS}B \]

\[ + 2 \text{Re} \int \frac{\bar{z}}{2} \left[ z_{4x} - 14(|B|^2)_x z_x - 8(B^2)_x \bar{z}_x + 14|B|^2 \bar{z}_{xx} - 14|B_x|^2 z \right. \\
+ 4\bar{B}_x z_x + 24|B|^4 z + 48|B|^2 \bar{B}_x^2 z - 6B_x^2 \bar{z} + 6B^2 \bar{z}_x \\
- m_{SS}(z_{xx} + 4B^2 \bar{z} + 8|B|^2 z) + n_{SS}z \right] \\
+ N_{SS}[z] \]

\[ =: \mathcal{H}_{SS}[B] + \mathcal{G}_{SS}[z] + Q_{SS}[z] + N_{SS}[z], \]

with \( N_{SS}[z] \) presented in (4.39).
End of proof in the SS case. This finally proves (4.1), (4.2)-(4.3), (4.7)-(4.8) and (4.12) in the SS case.

Since the SY case is somehow standard and close to SS, we will prefer to prove in full detail the more complicated case of KM and P breathers; the remaining SY case will be at the end of the proof.

Step 5. Contribution of the second energy terms. The case of Kuznetsov-Ma and Peregrine. Let $X = KM$ or $X = P$. Now we deal with the contribution in $F_X$, given in (3.10). Compared with $F_{SS}$, there are minor differences, that we explain below. First of all, we also have the decomposition

$$F_X[B + z] = \int \left( \left( B_{xx} + z_{xx} \right)^2 - 3|B + z|^2 - 1 \right) B_x + z_x |^2 - \frac{1}{2} \left( (|B + z|^2)_x \right)^2 + \frac{1}{2} |B + z|^2 - 1 \right)^3$$

$$= \int \left| B_{xx} \right|^2 + \left| z_{xx} \right|^2 + 2 \operatorname{Re}(B_{xx} \bar{z}_{xx}) \right)$$

$$-3 \int \left( |B|^2 - 1 \right) \left( |B|^2 + |z|^2 + 2 \operatorname{Re}(B \bar{z}) \right) \left( |B|^2 + |z|^2 + 2 \operatorname{Re}(B \bar{z}) \right)$$

$$-\frac{1}{2} \left( B_x + z_x \right) \left( \overline{B + \bar{z}} \right) + \left( B + z \right) \left( \overline{B + \bar{z}} \right) \right)^2$$

$$+ \frac{1}{2} \int \left( |B|^2 - 1 \right) \left( 2 \operatorname{Re}(B \bar{z}) + |z|^2 \right) \left( |B|^2 - 1 \right) \left( 2 \operatorname{Re}(B \bar{z}) + |z|^2 \right)^2 \right).$$

Consequently the zeroth, linear, quadratic and nonlinear parts $F_{X,1,lin}$, $F_{X,1,quad}$ and $F_{X,1,non}$ described above, compared with (4.25), (4.26) and (4.27), rest unchanged and we have $F_{X,1,0} = \int |B_{xx}|^2$,

$$F_{X,1,lin} = 2 \operatorname{Re} \int \bar{z} B_{xxxx}, \quad F_{X,1,quad} = \int |\bar{z}_{xx}|^2, \quad F_{X,1,non} = 0. \quad (4.40)$$

The term $F_{X,2,lin}$ is analogous to $F_{SS,2,lin}$ in (4.28), except by a constant 3 (instead of 8) in front of it, and also the asymptotic constant equals 1. In fact, we have

$$F_{X,2,lin} = -3 \int \left( 2(|B|^2 - 1) \operatorname{Re}(B_x \bar{z}_x) + 2 |B_x|^2 \operatorname{Re}(B \bar{z}) \right)$$

$$= -6 \operatorname{Re} \int \bar{z} \left( (|B|^2 - 1) B_x + |B_x|^2 B \right) \right) \quad (4.41)$$

$$= 6 \operatorname{Re} \int \bar{z} \left( B_x^2 B + (|B|^2 - 1) B_{xx} \right).$$

Also, the term \( F_{X,2,\text{quad}} \) is analogous to \( F_{SS,2,\text{quad}} \) in (4.29), except by a constant 3 (instead of 8) in front of it and the asymptotic constant 1. In fact, we have

\[
F_{X,2,\text{quad}} = -3 \int \left( (|B|^2 - 1)|z_x|^2 + |B_x|^2 |z|^2 + 2 \text{Re}(B \bar{z}) \times 2 \text{Re}(B_x \bar{z}_x) \right) \\
= -2 \text{Re} \int \bar{z} \left( -\frac{3}{2} (|B|^2 - 1) z_{xxx} - \frac{3}{2} (|B|^2) x z_x \\
+ \frac{3}{2} |B_x|^2 z + 3B B_x \bar{z}_x + 3B B_x \bar{z}_x \right). 
\] (4.42)

Finally, the nonlinear term \( F_{X,2,\text{non}} \) is given by

\[
F_{X,2,\text{non}} = -3 \int |z|^2 \left( |z_x|^2 + 2 \text{Re}(B_x \bar{z}_x) \right) - 6 \int \text{Re}(B \bar{z}) |z_x|^2. 
\] (4.43)

Similarly, the term \( F_{X,3,\text{lin}} \) is analogous to \( F_{SS,3,\text{lin}} \) in (4.32), except by a constant \( \frac{1}{2} \) (instead of 3) in front of it. We have first

\[
F_{X,3} = -\frac{1}{2} \int \left( (B_x + z_x)(\bar{B} + \bar{z}) + (B + z)(\bar{B}_x + \bar{z}_x) \right)^2 \\
= -\frac{1}{2} \int \left( B_x \bar{B} + B_x \bar{z} + z_x \bar{B} + z_x \bar{z} + \bar{B}_x B + \bar{B}_x \bar{B} + \bar{z}_x B + \bar{z}_x \bar{B} \right)^2, 
\] (4.44)

and the linear contribution is given by

\[
F_{X,3,\text{lin}} = 2 \text{Re} \int \bar{z} (|B|^2 B_{xx} + B^2 \bar{B}_{xx} + 2B |B_x|^2). 
\] (4.45)

On the other hand, the quadratic contribution is analogous to \( F_{SS,3,\text{quad}} \) in (4.33), except by a constant \( \frac{1}{2} \) (instead of 3) in front of it. Therefore, the quadratic term is given by

\[
F_{X,3,\text{quad}} = -\frac{1}{2} \int \left[ B_x^2 \bar{z}_x^2 + \bar{B}_x^2 z_x^2 + B_x^2 \bar{z}_x^2 + B^2 \bar{z}_x^2 + 2B_x \bar{B} z_x \bar{z} + 2B_x \bar{B} \bar{z} x \bar{z} \\
+ 2B_x \bar{B} \bar{z} x \bar{z} + 2 |B_x|^2 |z|^2 + 2B_x B \bar{z} x \bar{z} \\
+ 2B \bar{B} x z_x \bar{z} + 2 |B|^2 |z_x|^2 + 2B_x \bar{B} z_x \bar{z} + 2B_x \bar{B} z_x \bar{z} + 2B_x \bar{B} z_x \bar{z} \right] \\
= -\frac{1}{2} \int \left[ (B_x^2 \bar{z}_x^2 + \bar{B}_x^2 z_x^2) + (B_x^2 \bar{z}_x^2 + B^2 \bar{z}_x^2) + 2 |B_x|^2 |z|^2 + 2 |B|^2 |z_x|^2 \\
+ 2(B_x \bar{B} z_x \bar{z} + \bar{B}_x \bar{B} z_x \bar{z}) + 2(B_x \bar{B} \bar{z} x \bar{z} + \bar{B}_x \bar{B} z_x \bar{z}) \\
+ 2(B_x \bar{B} \bar{z} x \bar{z} + \bar{B}_x \bar{B} z_x \bar{z}) + 2(B_x \bar{B} \bar{z} x \bar{z} + \bar{B}_x \bar{B} z_x \bar{z}) \right].
\]
Rearranging terms,

\[
F_{X,3,quad} = - \int \left[ \operatorname{Re}(B_x \bar{z}^2) + \operatorname{Re}(\bar{B}^2 z^2) + |B_x|^2 |z|^2 + |B|^2 |z_x|^2 + 2 \operatorname{Re}(B_x \bar{B} z \bar{z}) \right. \\
+ 2 \operatorname{Re}(B_x \bar{B} \bar{z} z) + 2 \operatorname{Re}(\bar{B} \bar{z} z_x) + 2 \operatorname{Re}(B_x \bar{B} \bar{z} \bar{z}_x) \right] \\
= - \operatorname{Re} \int \left[ B_x^2 \bar{z}^2 + \bar{B}^2 z^2 + |B_x|^2 |z|^2 + |B|^2 |z_x|^2 \\
+ 4B_x \bar{B} \bar{z} z + 2B_x \bar{B} \bar{z} \bar{z}_x \right].
\]

(4.46)

The term \( F_{X,3,non} \) is given now by

\[
F_{X,3,non} = - \frac{1}{2} \int \left( (z_x \bar{z})^2 + (\bar{z}_x z)^2 \right) - \int B_x \left( z_x \bar{z}^2 + \bar{z}_x |z|^2 \right) \\
- \int B \left( \bar{z}_x z \bar{z} + |z_x|^2 z \right) \int \left( \bar{B}_x \bar{z} x |z|^2 + B |z_x|^2 \bar{z} + |z_x|^2 |z|^2 \right) \\
- \int \left( \bar{B}_x \bar{z} x z^2 + B \bar{z}^2 \bar{z}_x \right).
\]

(4.47)

Finally, the term \( F_{X,4,lin} \) requires more care than the others. We have this time \((X = KM, P)\)

\[
F_{X,4} = \frac{1}{2} \int \left( (|B|^2 - 1) + 2 \operatorname{Re}(B \bar{z}) + |z|^2 \right) \left( (|B|^2 - 1) + 2 \operatorname{Re}(B \bar{z}) + |z|^2 \right).
\]

(Compare with \( F_{SS,4} \) in (4.24).) First of all, we have

\[
F_{X,4} = \frac{1}{2} \int \left( (|B|^2 - 1)^2 + 4 \left( \operatorname{Re}(B \bar{z}) \right)^2 + |z|^4 + 4(|B|^2 - 1) \operatorname{Re}(B \bar{z}) + 2(|B|^2 - 1)|z|^2 \\
+ 4|z|^2 \operatorname{Re}(B \bar{z}) \right) \times \left( (|B|^2 - 1) + 2 \operatorname{Re}(B \bar{z}) + |z|^2 \right).
\]

Therefore, the linear terms are given by

\[
F_{X,4,lin} = \frac{1}{2} \int 3(|B|^2 - 1)^2 (2 \operatorname{Re}(B \bar{z})) = 2 \operatorname{Re} \int \frac{3}{2} (|B|^2 - 1)^2 B \bar{z}.
\]

(4.48)

Moreover, the quadratic terms are given by

\[
F_{X,4,quad} = \frac{1}{2} \int \left( 3(|B|^2 - 1)^2 |z|^2 + 3(|B|^2 - 1)(2 \operatorname{Re}(B \bar{z}))(2 \operatorname{Re}(B \bar{z})) \right) \\
= 2 \operatorname{Re} \int \left( \frac{3}{4} (|B|^2 - 1)^2 |z|^2 + \frac{3}{2} (|B|^2 - 1)B \bar{z}(2 \operatorname{Re}(B \bar{z})) \right) \\
= \operatorname{Re} \int \bar{z} \left( \frac{3}{2} (|B|^2 - 1)^2 \bar{z} + 6(|B|^2 - 1)B \operatorname{Re}(B \bar{z}) \right).
\]

(4.49)
Finally, \( F_{X,4,\text{non}} \) is given by

\[
F_{X,4,\text{non}} = 2 \int (|B|^2 - 1) \text{Re}(B \bar{z})|z|^2 \\
+ \int \left( 2(\text{Re}(B \bar{z}))^2 + (|B|^2 - 1)|z|^2 \right) \left( 2 \text{Re}(B \bar{z}) + |z|^2 \right) \\
+ \frac{1}{2} \int |z|^2 \left( |z|^2 + 4 \text{Re}(B \bar{z}) \right) \left( (|B|^2 - 1) + 2 \text{Re}(B \bar{z}) + |z|^2 \right).
\]

\( (4.50) \)

**Step 6. Gathering terms. The case of Kuznetsov-Ma and Peregrine.** From \( (4.40), (4.41), (4.45) \) and \( (4.48) \) we conclude that the linear part of \( F_{X, \text{lin}} = \text{NLS} \) is given by

\[
F_{X, \text{lin}} := F_{X,1,\text{lin}} + F_{X,2,\text{lin}} + F_{X,3,\text{lin}} + F_{X,4,\text{lin}} \\
= 2 \text{Re} \int \bar{z} B_{xxxx} + 6 \text{Re} \int \bar{z} (B_x^2 B + (|B|^2 - 1)B_{xx}) \\
+ 2 \text{Re} \int \bar{z} (|B|^2 B_{xx} + B^2 \bar{B}_{xx} + 2B|B_x|^2) + 2 \text{Re} \int 3 \frac{(|B|^2 - 1)^2 B \bar{z}}{2} \\
= 2 \text{Re} \int \bar{z} \left( B_{xxxx} + (4|B|^2 - 3)B_{xx} + 3B_x^2 B + 2B|B_x|^2 + B^2 \bar{B}_{xx} + \frac{3}{2}(|B|^2 - 1)^2 B \right).
\]

On the other hand, collecting the terms in \( (4.40), (4.42), (4.46) \) and \( (4.49) \), the quadratic part of \( F_{\text{NLS}} \) is given by

\[
F_{X, \text{quad}} := F_{X,1,\text{quad}} + F_{X,2,\text{quad}} + F_{X,3,\text{quad}} + F_{X,4,\text{quad}} \\
= \int |z_{xx}|^2 \\
- 2 \text{Re} \int \bar{z} \left( - \frac{3}{2}(|B|^2 - 1)z_{xx} - \frac{3}{2}(|B|^2)_x z_x + \frac{3}{2}B_x^2 z + 3B_{xx} \bar{z}_x + 3B_{xx} \bar{z}_x \right) \\
- \text{Re} \int \left( B_x^2 \bar{z}_x^2 + \bar{B}_x^2 z_x^2 + |B_x|^2 |z|^2 + |B|^2 |z_x|^2 \\
+ (4B_x \bar{B}_x z + 2B_x \bar{B}_{xx}) \bar{z} + 2B_x \bar{B}_{xx} \bar{z} \right) \\
+ \text{Re} \int \bar{z} \left( \frac{3}{2}(|B|^2 - 1)^2 z + 6(|B|^2 - 1)B \text{Re}(B \bar{z}) \right).
\]
Arranging terms

\[ F_{X,\text{quad}} = \text{Re} \int \bar{z} \left( z_{xxxx} + \frac{3}{2} (|B|^2 - 1)^2 z + 6(|B|^2 - 1)B \text{Re}(\bar{B}z) \right. \]

\[ + 3(|B|^2 - 1)z_{xx} + 3(|B|^2)_{xx}z - 3|B|^2 z - 6BB_{x\bar{x}} - 6B\bar{B}xz \]

\[ - \text{Re} \int \left( B_x^2 \bar{z}^2 + B_x^2 \bar{z} \bar{x} + |B_x|^2 \bar{z} \bar{z} + |B|^2 z_{xx} \right. \]

\[ + (4B_x \bar{B}z_x + 2B_x B\bar{z}_x) \bar{z} + 2B_x Bz_x \bar{z} \right) \]

\[ \text{Re} \int \bar{z} \left( z_{xxxx} + \frac{3}{2} (|B|^2 - 1)^2 z + 6(|B|^2 - 1)B \text{Re}(\bar{B}z) \right. \]

\[ + 3(|B|^2 - 1)z_{xx} + 3(|B|^2)_{xx}z - 3|B|^2 z - 6BB_{x\bar{x}} - 6B\bar{B}xz \]

\[ + \text{Re} \int \bar{z} \left( - B_x^2 \bar{z} + (B^2 \bar{z}_x)_x - |B_x|^2 z + (|B|^2)_{xx} \right. \]

\[ - (4B_x \bar{B}z_x + 2B_x B\bar{z}_x) - 2B_x Bz_x \right) \]

Therefore,

\[ F_{X,\text{quad}} = \text{Re} \int \bar{z} \left( z_{xxxx} + \frac{3}{2} (|B|^2 - 1)^2 z + 6(|B|^2 - 1)B \text{Re}(\bar{B}z) + 3(|B|^2 - 1)z_{xx} \right. \]

\[ - 4|B_x|^2 z - 6BB_{x\bar{x}} - 4B\bar{B}x z - B_x^2 \bar{z} - B^2 \bar{z}_{xx} + |B|^2 z_{xx} \right) \]

\( (4.51) \)

Finally, we also collect the higher order terms in the Lyapunov expansion. Specifically we have that \((4.40), (4.43), (4.47)\) and \((4.50)\) leads to

\[ N_X[z] := F_{X,1,\text{non}} + F_{X,2,\text{non}} + F_{X,3,\text{non}} + F_{X,4,\text{non}} \]

\[ = \int \left( - 6 \text{Re}(B\bar{z})|z|^2 - 6 \text{Re}(B_x \bar{z}_x)|z|^2|z|^2 - 3|z|^2|z|^2|z|^2 - 2 \text{Re}(B_x \bar{z}_x \bar{z}^2) \right. \]

\[ - 2 \text{Re}(B\bar{z} \bar{z}^2) - \text{Re}(z_x^2 \bar{z}^2) - 2 \text{Re}(B\bar{z}_x \bar{z}^2)|z|^2 - 2 \text{Re}(B\bar{z})|z|^2 - |z|^2|z|^2 \]

\[ + \frac{3}{2} (|B|^2 - 1)(|z|^2 + 2 \text{Re}(B\bar{z}))^2 + \frac{1}{2} (|z|^2 + 2 \text{Re}(B\bar{z}))^3 \]

\[ - \frac{1}{2} m_X(|z|^4 + 2(2 \text{Re}(B\bar{z}))|z|^2) \right) \]

\( (4.52) \)
We conclude that Proposition 4.1 in the KM and P cases (except for the proof of $G_X[z] = 0$) is deduced from the above representation. Indeed, we have (4.1) by gathering
\[
\mathcal{H}_X[B + z] = F_X[B + z] + m_X E_X[B + z] + n_X M_X[B + z]
\]
\[
= \mathcal{H}_X[B] + G_X[z] + Q_X[z] + N_X[z],
\]
as desired, selecting $X = KM$ for the KM breather, $m_{KM} = \beta^2$, $n_{KM} = 0$; and selecting $X = P$ for the Peregrine breather, and $m_P = n_P = 0$.

**Step 7. The case of Satsuma-Yajima.** This case is very similar to the previous $KM/P$ cases, with some minor differences in constants. Let $m_{SY} = (c_2^2 + c_1^2)$, $n_{SY} = c_2^2 c_1^2$ as in the beginning of Section 4. Let also $X = SY$, $B = B_X$ and consider $F_{SY}[B + z]$ as in (3.7). First of all, note that the linear and quadratic contributions $F_{SY,lin}$ and $F_{SY,quad}$ from $F_{SY}[B + z]$ are as in the $KM/P$ cases, but removing the asymptotic constant 1. Additionally, the higher order terms are given by
\[
N_{SY}[z] := \int \left( -6 \text{Re}(B \bar{z})|z|^2 - |B|^2 |z|^2 - 3|z|^2 |\bar{z}|^2 - 2 \text{Re}(B_x \bar{z} \bar{z}) \right)
\]
\[
- 2 \text{Re}(B \bar{z} \bar{z}) - \text{Re}(z^2 \bar{z}^2) - 2 \text{Re}(B \bar{z} \bar{z}) |z|^2 - 2 \text{Re}(B \bar{z}) |z|^2 - |z|^2 |\bar{z}|^2
\]
\[
+ \frac{3}{2} |B|^2 (|z|^2 + 2 \text{Re}(B \bar{z}))^2 + \frac{1}{2} (|z|^2 + 2 \text{Re}(B \bar{z}))^3
\]
\[
- \frac{1}{2} m_{SY}(|z|^4 + 2(2 \text{Re}(B \bar{z})))|z|^2 \right). \tag{4.53}
\]
Clearly we have the estimate $|N_{SY}[z]| \lesssim \|z\|^3_{H^1}$ under small data assumptions. Finally, the expansion of the Lyapunov functional $\mathcal{H}_{SY}[B + z]$ is given by:
\[
\mathcal{H}_{SY}[B + z] = F_{SY}[B + z] + m_{SY} E_{SY}[B + z] + n_{SY} M_{SS}[B + z]
\]
\[
= \mathcal{H}_X[B]
\]
\[
+ 2 \text{Re} \int \bar{z} \left[ B_{xxx} + 3B^2 \bar{B} + 4|B|^2 B_{xx} + 2B |B_x|^2 + B^2 \bar{B}_{xx} + \frac{3}{2} |B|^4 B
\]
\[
- m_{SY} (B_{xx} + |B|^2 B) + n_{SY} B \right]
\]
\[
+ 2 \text{Re} \int \frac{\bar{z}}{2} \left[ z_{4x} + 4|B|^2 z_{xx} - 4B_x |z|^2 - 3(B^2)_x \bar{z}_x - 4B \bar{B}_x z_x + B^2 \bar{z}_{xx} - B^2 \bar{z}
\]
\[
+ \left[ B^4 z + 3|B|^2 B^2 \bar{z} - m_{SY} (z_{xx} + B^2 \bar{z} + 2|B|^2 z) + n_{SY} z \right]
\]
\[
+ N_{SY}[z]
\]
\[
= : \mathcal{H}_X[B] + G_{SS}[z] + Q_{SS}[z] + N_{SS}[z],
\]
with $N_{SY}[z]$ as defined in (4.53). This proves in the SY case. The proof is complete. \hfill \Box

5. Existence of critical points: Proof of Theorem 2.1

In this section we prove Theorem 2.1. Recall that Theorem 2.1 is a fundamental part to complete the proof of Theorem 2.2.
From Proposition 4.1 (more precisely, (4.3), (4.4), (4.5) and (4.6)), we see that (2.1), (2.2), (2.3) and (2.4) are proved (and so Theorem 2.1) if we show in (4.2) that
\[ \mathcal{G}^0[B_X] = 0, \]
for the choices of \( m_X \) and \( n_X \) given at the beginning of Section 4. Although these proofs are straightforward and painful, we present them in some detail to further checking by the reader.

5.1. Proof of (5.1) in the SS case. First we have

**Lemma 5.1** (Alternative form for (2.1)). Let \( m_{SS} = -2(\beta^2 - \alpha^2) \) and \( n_{SS} = (\alpha^2 + \beta^2)^2 \), and let \( B = B_{SS} = Q_{\beta}e^{i\theta} \) be the breather solution (1.11) of (1.4). Then \( B \) satisfies (2.1) if and only if \( Q_{\beta} \) solves
\[
Q'''' + 4i\alpha Q''''' - 6\alpha^2 Q'''' + 4i\alpha^3 Q''' + \alpha^4 Q'' + 8Q_{\beta}Q''^2 \\
+ 14Q_{\beta}Q_{\beta}'Q'' + 12Q_{\beta}Q_{\beta}Q'' + 32i\alpha Q_{\beta}Q_{\beta}Q'' - 16\alpha^2 Q_{\beta}Q_{\beta} + 6Q_{\beta}Q''^2 \\
+ 24Q_{\beta}Q_{\beta}^3 - m_{SS} \left( Q_{\beta}^2 + 2i\alpha Q_{\beta} - \alpha^2 Q_{\beta} + 4Q_{\beta}^2 Q_{\beta} \right) + n_{SS}Q_{\beta} = 0.
\]

**Proof.** See Appendix A for a proof of this result. \( \square \)

We continue with the proof of (5.1). Replacing \( m_{SS} \) and \( n_{SS} \),
\[
Q'''' + 4i\alpha Q''''' - 6\alpha^2 Q'''' + 4i\alpha^3 Q''' + \alpha^4 Q'' + 8Q_{\beta}Q''^2 \\
+ 14Q_{\beta}Q_{\beta}'Q'' + 12Q_{\beta}Q_{\beta}Q'' + 32i\alpha Q_{\beta}Q_{\beta}Q'' - 16\alpha^2 Q_{\beta}Q_{\beta} + 6Q_{\beta}Q''^2 \\
+ 24Q_{\beta}Q_{\beta}^3 - m_{SS} \left( Q_{\beta}^2 + 2i\alpha Q_{\beta} - \alpha^2 Q_{\beta} + 4Q_{\beta}^2 Q_{\beta} \right) + n_{SS}Q_{\beta} = 0.
\]

From the third order ODE (3.1) satisfied by the profile \( Q_{\beta} \), we have
\[
\left( Q'''' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' - \beta^2 Q_{\beta}' + 3i\alpha \left( Q_{\beta}' - \beta^2 Q_{\beta} + 2Q_{\beta}^2 Q_{\beta}' \right) \right)' = 0.
\]

Therefore,
\[
Q'''' + 4iQ''''' - \beta^2 Q'''' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' - \beta Q_{\beta}^2 Q_{\beta}' + 15Q_{\beta}Q_{\beta}'Q_{\beta}' \\
+ 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 15Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' \\
+ 3Q_{\beta}^2 Q_{\beta}' - \beta^2 Q_{\beta}' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 15Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' \\
+ 6Q_{\beta}Q_{\beta}'Q_{\beta}' = 0.
\]

Using (3.1) and replacing above, we have
\[
Q'''' + 4iQ''''' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 15Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' \\
- \beta^2 Q_{\beta}' - 3i\alpha Q_{\beta}^2 Q_{\beta}' + 12iQ_{\beta}Q_{\beta}'Q_{\beta}' + 6Q_{\beta}Q_{\beta}'Q_{\beta}' = 0.
\]

Using (1.13) and replacing above, we have
\[
Q'''' + 4iQ''''' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 15Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' \\
- \beta^2 Q_{\beta}' - 3i\alpha Q_{\beta}^2 Q_{\beta}' + 12iQ_{\beta}Q_{\beta}'Q_{\beta}' + 6Q_{\beta}Q_{\beta}'Q_{\beta}' = 0.
\]

Namely
\[
Q'''' + 4iQ''''' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 9Q_{\beta}Q_{\beta}'Q_{\beta}' + 15Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' \\
- (3\alpha^2 + \beta^2) Q_{\beta}' - 4i\alpha Q_{\beta}^2 Q_{\beta}' + 21iQ_{\beta}Q_{\beta}'Q_{\beta}' + 9iQ_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' - 6Q_{\beta}Q_{\beta}'Q_{\beta}' = 0.
\]

Comparing with (5.3), we must just show the following nonlinear identity satisfied by the soliton \( Q_{\beta} \)
\[
- (\alpha^2 + \beta^2) Q_{\beta}' + \beta^2 Q_{\beta}' - 2(\alpha^2 + 4\beta^2) Q_{\beta}' Q_{\beta}' + 11iQ_{\beta}Q_{\beta}'Q_{\beta}' \\
- 9iQ_{\beta}Q_{\beta}'Q_{\beta}' - 3Q_{\beta}Q_{\beta}'Q_{\beta}' + 3Q_{\beta}^2 Q_{\beta}' + 5Q_{\beta}Q_{\beta}'Q_{\beta}' + 24Q_{\beta}Q_{\beta}' = 0.
\]
For the proof of this nonlinear identity is direct but cumbersome: see Appendix B for a proof. This ends the proof of (5.1).

5.2. **Proof of** (5.1) **in the remaining cases.** The rest of proofs in the cases SY, KM and P ((2.2), (2.3) and (2.4)) are similar to the above written, and add no new insights nor mathematical clues about the breathers themselves. For this reason, we have placed them in the Appendix C.

6. **Stability of the SS breather. Proof of Theorem 2.3**

This Section is devoted to the proof of Theorem 2.3. The proof requires several steps, that we represent in different subsections.

Without loss of generality, using the scaling and space invariances of the equation, we assume $\beta = 1$ and $x_2 = 0$.

6.1. **Continuous spectrum and nondegeneracy of the kernel.** Let $B = B_{SS}$ be a SS breather as in (1.11), and $\mathcal{L}_{SS}$ be the linear operator in (4.8). By considering $z$ and $\bar{z}$ as independent variables, as usual, and with a slight abuse of notation, we can write $\mathcal{L}_{SS}$ as

$$
\mathcal{L}_{SS} = \begin{pmatrix}
\mathcal{L}_{SS,1} & \mathcal{L}_{SS,2} \\
\mathcal{L}_{SS,3} & \mathcal{L}_{SS,4}
\end{pmatrix},
$$

where

$$
\mathcal{L}_{SS,1} := \partial_x^4 + (14|B|^2 + m_{SS})\partial_x^2 + (12BB_x + 16BB_x)\partial_x \\
+ (14\bar{B}B_{xx} + 12|B_x|^2 + 12\bar{B}\bar{B}_{xx} + 72|B|^4 + 8m_{SS}|B|^2 + n_{SS}),
$$

$$
\mathcal{L}_{SS,2} := 6B^2\partial_x^2 + 12BB_x\partial_x + (14BB_{xx} + 8B_x^2 + 48|B|^2B^2 + 4m_{SS}B^2),
$$

$$
\mathcal{L}_{SS,3} := 6\bar{B}^2\partial_x^2 + 12\bar{B}B_x\partial_x + (14\bar{B}\bar{B}_{xx} + 8\bar{B}_x^2 + 48|\bar{B}|^2\bar{B}^2 + 4m_{SS}\bar{B}^2)
$$

$$
= \mathcal{L}_{SS,2},
$$

and

$$
\mathcal{L}_{SS,4} := \partial_x^4 + (14|B|^2 + m_{SS})\partial_x^2 + (12\bar{B}B_x + 16\bar{B}\bar{B}_x)\partial_x \\
+ (14\bar{B}\bar{B}_{xx} + 12|\bar{B}_x|^2 + 12\bar{B}\bar{B}_{xx} + 72|B|^4 + 8m_{SS}|\bar{B}|^2 + n_{SS})
$$

$$
= \mathcal{L}_{SS,1}.
$$

Note that $\mathcal{L}_{SS}$ is Hermitian as an operator defined in $H^2(\mathbb{R}; \mathbb{C})$ with dense domain $H^4(\mathbb{R}, \mathbb{C})$. Therefore, its spectrum is real-valued. We start with the following result, essentially proved in [4].

**Lemma 6.1.** The operator $\mathcal{L}_{SS}$ is a compact perturbation of the constant coefficients operator

$$
\mathcal{L}_{SS,0} := \begin{pmatrix}
\partial_x^4 + m_{SS}\partial_x^2 + n_{SS} & 0 \\
0 & \partial_x^4 + m_{SS}\partial_x^2 + n_{SS}
\end{pmatrix}.
$$

In particular, the continuous spectrum of $\mathcal{L}$ is the closed interval $[(\alpha^2 + \beta^2)^2, +\infty)$ in the case $\beta \geq \alpha$, and $[4\alpha^2\beta^2, +\infty)$ in the case $\beta < \alpha$. 

Now we study the kernel of \( L_{SS} \). We have directly from (2.1)
\[
\left( \partial_{x_1} B, \partial_{x_2} B \right) \in \ker L_{SS}.
\]
Note that \( \partial_{x_1} B = i \alpha B \), which is nothing but the instability direction associated to the \( U(1) \) invariance. Moreover, following the ideas in [4], based on the 1-D character of the ODEs involved, we have

**Lemma 6.2** (Nondegeneracy).
\[
\ker L_{SS} = \text{span} \left\{ \left( \partial_{x_1} B, \partial_{x_2} B \right) \right\}.
\]

**Remark 6.1.** The proof of this result follows the ideas in [4], but not every vector valued linear operator around breathers will follow the same idea of proof. See [6] for a case were the argument in [4] does not apply. We will benefit here from the fact that the second component of \( L_{SS}[z] = 0 \) corresponds to the complex conjugate of the first one.

**Proof.** Let \( z \in H^4 \) be such that \( L_{SS}[z] = 0 \), such that \( \{ z, B_1, B_2 \} \) is linearly independent. For all large \( x \) we have that \( L_{SS} \) behaves like \( L_{SS_0} \) in (6.1), which determines the large \( x \) behavior of solutions of \( L_{SS}[z] = 0 \). Fortunately, \( L_{SS_0} \) is a diagonal operator with the same components, so we only need to consider the first one, the second one being identical since it corresponds to the complex conjugate. As in [4], we have that \( z \) must have the large \( x \) behavior
\[
z(x) \sim e^{\pm i \alpha x}.
\]
Among these, there are only two linearly independent possible behaviors as \( x \to \pm \infty \) representing localized data: \( e^{-x \pm i \alpha x} \), the same number as the dimension of \( \ker L_{SS} \). This implies that \( \dim \ker L_{SS} \leq 2 \), proving the result. \( \square \)

**Lemma 6.3** (Existence of negative directions). Let \( B = B_{SS} \) be a SS breather as in (1.11), and \( L_{SS} \) be the linear operator in (4.8). Then we have
\[
L_{SS} \partial_{\alpha} B = -4 \alpha (B_{xx} + 4 |B|^2 B) - 4 \alpha (\alpha^2 + \beta^2) B,
\]
and
\[
L_{SS} \partial_{\beta} B = 4 \beta (B_{xx} + 4 |B|^2 B) - 4 \beta (\alpha^2 + \beta^2) B.
\]
Additionally, we have
\[
L_{SS}(B_0) = -B, \quad B_0 := \frac{\beta \partial_{\alpha} B + \alpha \partial_{\beta} B}{8 \alpha \beta (\alpha^2 + \beta^2)},
\]
and
\[
\text{Re} \int (\beta \partial_{\alpha} B + \alpha \partial_{\beta} B) L_{SS} (\beta \partial_{\alpha} B + \alpha \partial_{\beta} B) = -4 \alpha^2 \beta (\alpha^2 + \beta^2) \int |Q|^2 < 0.
\]

**Remark 6.2.** Lemma 6.3 shows that \( \beta \partial_{\alpha} B + \alpha \partial_{\beta} B \) is a negative direction for the functional \( L_{SS} \).
Proof. The proofs of (6.2) and (6.3) are direct from (2.1). The proof of (6.4) follows from
(6.2) and (6.3). Finally, from (6.4), (1.11) and (1.13),
\[
\text{Re} \int (\beta \partial_\alpha B + \alpha \partial_\beta B) \mathcal{L}_{SS} (\beta \partial_\alpha B + \alpha \partial_\beta B) \\
= -8\alpha \beta (\alpha^2 + \beta^2) \text{Re} \int (\beta \partial_\alpha B + \alpha \partial_\beta B) B \\
= -4\alpha \beta (\alpha^2 + \beta^2) \left( \beta \partial_\alpha \int |B|^2 + \alpha \partial_\beta \int |B|^2 \right) \\
= -4\alpha^2 \beta (\alpha^2 + \beta^2) \int |Q|^2.
\]
This proves (6.5). \(\square\)

It turns out that the most important consequence of the previous result is the fact that
\(\mathcal{L}_{SS}\) possesses only one negative eigenvalue. Indeed, in order to prove that result, we follow
the Greenberg and Maddocks-Sachs strategy \([16, 28]\), applied this time to the linear operator
\(\mathcal{L}_{SS}\). This time, we need some important changes.

**Lemma 6.4** (Uniqueness criterium, see also \([16, 28]\)). Let \(B = B_{SS}\) be any SS breather \((1.11)\),
and \(\partial_{x_1} B, \partial_{x_2} B\) the corresponding kernel of the operator \(\mathcal{L}_{SS}\). Then \(\mathcal{L}_{SS}\) has
\[
\sum_{x \in \mathbb{R}} \dim (\ker W[\partial_{x_1} B, \partial_{x_2} B] \cap \ker W[\partial_x \partial_{x_1} B, \partial_x \partial_{x_2} B]) (x)
\]
negative eigenvalues, counting multiplicity. Here, \(W\) is the Wronskian matrix of the functions
\(\partial_{x_1} B\) and \(\partial_{x_2} B\),
\[
W[A_1, A_2](x) := \begin{bmatrix} A_1 & A_2 \\ A_1 & A_2 \end{bmatrix}(x). \quad (6.6)
\]

**Proof.** This result is essentially contained in \([16, \text{Theorem 2.2}]\), where the finite interval case
was considered. As shown in several articles (see e.g. \([28, 20]\)), the extension to the real line
is direct. Here we need some changes, that sketch below.

Fix \(\theta \in \mathbb{R}\). Let us consider the eigenvalue problem
\[
\mathcal{L}_{SS} z = \lambda(\theta) z, \quad z \in \mathcal{H}_\theta, \quad (6.7)
\]
where
\[
\mathcal{H}_\theta := \{z \in H^4((-\infty, \theta), \mathbb{C}) : z(\theta) = z_x(\theta) = 0\}.
\]
With a slight abuse of notation we will denote by \(\mathcal{L}_{SS,\theta}\) the unbounded operator \(\mathcal{L}_{SS}\) with
domain \(\mathcal{H}_\theta\) and values in \(L^2(\mathbb{R})\). Clearly for any \(\theta \in \mathbb{R}\), \(\mathcal{L}_{SS,\theta}\) is self-adjoint. Moreover, its
continuous spectrum is given by \(\sigma_c(\mathcal{L}_{SS})\). Also, for any \(\theta \in \mathbb{R}\), \(\mathcal{L}_{SS,\theta}\) is bounded below.

For any \(\theta \in \mathbb{R}\), the number of eigenvalues of \(\mathcal{L}_{SS,\theta}\) is nonempty. We define by \(n(\theta) \geq 1\)
(maybe infinite) the number of eigenvalues of \(\mathcal{L}_{SS,\theta}\). Notice that \(n(\theta)\) is never zero, since
\(\lambda_1(\theta)\) always exists.

Recall that \(\lambda_j(+\infty)\) represent the eigenvalues of \(\mathcal{L}_{SS}\) in \(\mathbb{R}\). Our objective is to determine
the number of indices \(j\) such that \(\lambda_j(+\infty) < 0\). We remark that we know that there is at
least one and at most a finite number of negative eigenvalues for \(\mathcal{L}_{SS}\).

Let \(\theta \in \mathbb{R}\) and \(\lambda_1(\theta) \leq \lambda_2(\theta) \leq \cdots \leq \lambda_{n(\theta)}\), be the eigenvalues of \(\mathcal{L}_{SS,\theta}\), counted as
many times according to their multiplicity. Note that \(n(\theta)\) may vary but it is always finite.
We easily have $u \leq 0$. Moreover, $\lambda_j(\theta)$ are continuous and strictly decreasing functions of $\theta$, with $\lambda_j(\theta) \geq \lambda_j(+\infty)$. 

Fix now $j \in \{1, \ldots, n(\theta)\}$. There is at most one $\theta_j$ such that $\lambda_j(\theta_j) = 0$, and such $\theta_j$ exists if and only if $\lambda_j(+\infty) < 0$. Since the set of eigenvalues $\{\lambda_k(+\infty) : \lambda_k(+\infty) < 0\}$ is finite and nonempty, we conclude the number of negative eigenvalues of $L_{SS}$ equals the number of points $\theta$ such that $\lambda_j(\theta) = 0$, where $j \in \{1, \ldots, n(\theta)\}$. And fixed $\theta \in \mathbb{R}$, the multiplicity of 0 as an eigenvalue of $L_{SS, \theta}$ is equal to the number of indices $j$ such that $\lambda_j(\theta) = 0$.

Now, let us characterize 0 as an eigenvalue of $L_{SS, \theta}$. Indeed, we have that 0 is an eigenvalue of $L_{SS, \theta}$ if and only if there are constants $c_1, c_2 \in \mathbb{C}$, not all zero, such that the vector-valued function

$$Z(x) := \begin{pmatrix} B_1(x) & B_2(x) \\ B_1(x) & B_2(x) \end{pmatrix} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix}$$

is nontrivial and belongs to $H_{\theta}$ (note that any other linearly independent element of the vector space $L_{SS}Z = 0$ is exponentially increasing as $x \to -\infty$). Additionally, taking space derivative and using the definition of $H_{\theta}$ we have

$$\begin{pmatrix} B_1(\theta) & B_2(\theta) \\ B_1(\theta) & B_2(\theta) \end{pmatrix} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad (6.8)$$

as well as, for constants, $\tilde{c}_1, \tilde{c}_2 \in \mathbb{C}$,

$$\begin{pmatrix} \partial_x B_1(\theta) & \partial_x B_2(\theta) \\ \partial_x B_1(\theta) & \partial_x B_2(\theta) \end{pmatrix} \begin{pmatrix} \tilde{c}_1 \\ \tilde{c}_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad (6.9)$$

Summing on $x \in \mathbb{R}$ we conclude. $\square$

In what follows, we compute the double Wronskians (6.8) and (6.9) in the explicit SS case. We easily have

$$\det W[\partial_x B, \partial_x B](x) = \det \begin{pmatrix} i\alpha Q_{\theta} e^{i\theta} & Q'_{\theta} e^{i\theta} \\ -i\alpha Q_{\theta} e^{-i\theta} & Q'_{\theta} e^{-i\theta} \end{pmatrix} = 2i\alpha \Re \{Q_{\theta} Q'_{\theta} \}. \quad (6.10)$$

We have, for $\eta := a + ib = \frac{\alpha^2}{\alpha^2 + \beta^2} - \frac{\alpha \beta i}{\alpha^2 + \beta^2}$, and $u := e^{2x} > 0$,

$$\Re \{Q_{\theta} Q'_{\theta} \} = \frac{u (a^4 + 4a^3u - 2a^2(u - b^2) - 4au(u^2 - b^2) + b^4 - 2b^2u + 2u^3 - u^4)}{(a^2 + b^2 + 2u + u^2)^3}.$$ 

Let us find a positive root $u$ for the term in the numerator above. First of all, we have

$$a^4 + 4a^3u - 2a^2(u - b^2) - 4au(u^2 - b^2) + b^4 - 2b^2u + 2u^3 - u^4 = \frac{\alpha^4(u - 1)(u + 1)^3 + 2\alpha^2\beta^2u(u^3 + 1) + \beta^4(u - 2)u^3}{(\alpha^2 + \beta^2)^2}.$$ 

The solutions to this equation equals zero are

$$u_{1, \pm} := \frac{\pm \alpha}{\sqrt{\alpha^2 + \beta^2}}, \quad u_{2, \pm} := \frac{\beta^2 - \alpha^2 \pm \beta \sqrt{\beta^2 - 3\alpha^2}}{\alpha^2 + \beta^2}.$$ 

Clearly $u_{1,-}$ is not a valid solution. Now, if $\beta^2 - 3\alpha^2 < 0$, the only valid positive root is $u_{1,+} = e^{2x}$. It is not difficult to see in this case that

$$\dim \ker W[\partial_x B, \partial_x B]\left(\frac{1}{2} \log u_{1,+}\right) = 1.$$
Assume now $\beta^2 \geq 3\alpha^2$ in (1.11). We have now at least a second root, $u_{2,+}$, always positive. Additionally, $u_{2,-} > 0$ means
\[
(\beta^2 - \alpha^2)^2 > \beta^2(\beta^2 - 3\alpha^2) \iff -2\beta^2\alpha^2 + \alpha^4 > -3\alpha^2\beta^2 \\
\iff \beta^2 + \alpha^2 > 0,
\]
so both $u_{2,\pm}$ are positive, therefore, three roots are present in this case. In all these cases, dim ker $W[\partial_{x_1} B, \partial_{x_2} B] \left( \frac{1}{2} \log u_{2,\pm} \right) = 1$.

Now we impose the second condition on the derivatives, i.e. (6.9). From (6.9) we have at $x = \theta$,
\[
\begin{pmatrix}
    i\alpha(Q_\eta' + i\alpha Q_\eta)e^{i\Theta} & (Q_\eta'' + i\alpha Q_\eta')e^{i\Theta} \\
    -i\alpha(Q_\eta' - i\alpha Q_\eta)e^{-i\Theta} & (Q_\eta'' - i\alpha Q_\eta')e^{-i\Theta}
\end{pmatrix}
\begin{pmatrix}
    \tilde{c}_1 \\
    \tilde{c}_2
\end{pmatrix}
= \begin{pmatrix}
    0 \\
    0
\end{pmatrix}.
\]
A necessary condition to satisfy the previous equation with $c_1, c_2$ not both zero is that at $x = \theta$ we have
\[
(Q_\eta' + i\alpha Q_\eta)(Q_\eta'' - i\alpha Q_\eta) + (Q_\eta'' + i\alpha Q_\eta')(Q_\eta' - i\alpha Q_\eta) = 0.
\]
The previous identity simplifies to
\[
2 \text{Re}(Q_\eta''Q_\eta') + 2\alpha \text{Im}(Q_\eta''Q_\eta) + 2\alpha^2 \text{Re}(Q_\eta'Q_\eta') = 0.
\]
From (6.10) we have the last term in the previous identity equals zero. On the other hand, after some computations, one has
\[
\text{Re}(Q_\eta''Q_\eta') \big|_{x = \frac{1}{2} \log u_{1,+}} = \text{Im}(Q_\eta''Q_\eta) \big|_{x = \frac{1}{2} \log u_{1,+}} = 0.
\]
However, one can easily check (with numerics, for instance) that
\[
\text{Re}(Q_\eta''Q_\eta') \big|_{x = \frac{1}{2} \log u_{2,\pm}} \neq 0, \quad \text{Im}(Q_\eta''Q_\eta) \big|_{x = \frac{1}{2} \log u_{2,\pm}} \neq 0.
\]

The following result summarizes our findings:

**Lemma 6.5** (Negative eigenvalues of $\mathcal{L}_{SS}$). Let $B = B_{SS}$ be a SS breather with parameters $\alpha, \beta > 0$, and let $\mathcal{L}_{SS}$ be the associated linearized operator (1.8). Then $\mathcal{L}_{SS}$ has always only one negative eigenvalue.

In what follows, we define as $B_{-1}$ the unique eigenfunction associated to the unique negative eigenvalue, such that $\|B_{-1}\|_{L^2} = 1$. We have

**Proposition 6.6** (Coercivity). Let $B = B_{SS}$ be a Sasa-Satsuma breather, and $\partial_{x_1} B, \partial_{x_2} B$ the corresponding kernel of the associated operator $\mathcal{L}_{SS}$. There exists $\mu_0 > 0$, depending on $\alpha, \beta$ only, such that, for any $z \in H^2(\mathbb{R})$ satisfying
\[
\text{Re} \int \partial_{x_1} Bz = \text{Re} \int \partial_{x_2} Bz = 0,
\]
one has
\[
\text{Re} \int z\mathcal{L}_{SS}z \geq \mu_0 \|z\|_{H^2(\mathbb{R})}^2 - \frac{1}{\mu_0} \left( \text{Re} \int zB \right)^2.
\]
Proof. For the sake of simplicity, we denote $B_j := \partial_{x_j} B$. Indeed, it is enough to prove that, under the conditions (6.12) and the additional orthogonality condition $\text{Re} \int z \overline{B} = 0$, one has

$$
\text{Re} \int \overline{z} \mathcal{L}_{SS} z \geq \mu_0 \|z\|^2_{H^2(\mathbb{R})}.
$$

Indeed, note that from (6.4), the function $B_0$ satisfies $\mathcal{L}_{SS}[B_0] = -B$, and from (6.5),

$$
\text{Re} \int B_0 B = - \text{Re} \int B_0 \mathcal{L}_{SS}[B_0] > 0. \quad (6.14)
$$

The next step is to decompose $z$ and $B_0$ in $\text{span}(B_{-1}, B_1, B_2)$ and the corresponding orthogonal subspace. One has

$$
z = \tilde{z} + mB_{-1}, \quad B_0 = b_0 + nB_{-1} + p_1B_1 + p_2B_2, \quad m, n, p_1, p_2 \in \mathbb{C},
$$

where

$$
\text{Re} \int \overline{z}B_{-1} = \text{Re} \int \overline{z}B_1 = \text{Re} \int \overline{z}B_2 = 0,
$$

$$
\text{Re} \int b_0B_{-1} = \text{Re} \int b_0B_1 = \text{Re} \int b_0B_2 = 0.
$$

Note in addition that

$$
\text{Re} \int \overline{B}_{-1}B_1 = \text{Re} \int \overline{B}_{-1}B_2 = 0.
$$

From here and the previous identities we have

$$
\text{Re} \int \overline{z} \mathcal{L}_{SS} z = \text{Re} \int (\mathcal{L}_{SS}[\tilde{z} - m\lambda_0^2B_{-1}](\tilde{z} + mB_{-1})) = \text{Re} \int \overline{z} \mathcal{L}_{SS}\tilde{z} - m^2\lambda_0^2. \quad (6.15)
$$

Now, since $\mathcal{L}_{SS}[B_0] = -B$ (see (6.4)), one has

$$
0 = \text{Re} \int \overline{z}B = - \text{Re} \int \overline{z} \mathcal{L}_{SS}[B_0] = \text{Re} \int \mathcal{L}_{SS}[\tilde{z} + mB_{-1}]B_0
$$

$$
= \text{Re} \int (\mathcal{L}_{SS}[\tilde{z}] - m\lambda_0^2B_{-1})(b_0 + nB_{-1} + p_1B_1 + p_2B_2)
$$

$$
= \text{Re} \int \mathcal{L}_{SS}[\tilde{z}]b_0 - mn\lambda_0^2. \quad (6.16)
$$

On the other hand,

$$
\text{Re} \int \overline{B}_0 B = - \text{Re} \int \overline{B}_0 \mathcal{L}_{SS}[B_0]
$$

$$
= - \text{Re} \int (b_0 + nB_{-1})(\mathcal{L}_{SS}[b_0] - n\lambda_0^2B_{-1})
$$

$$
= - \text{Re} \int b_0 \mathcal{L}_{SS}b_0 + n^2\lambda_0^2. \quad (6.17)
$$

Replacing (6.16) and (6.17) into (6.15), we get

$$
\text{Re} \int \overline{z} \mathcal{L}_{SS} z = \text{Re} \int \overline{z} \mathcal{L}_{SS}\tilde{z} - \frac{\left(\text{Re} \int \mathcal{L}_{SS}[\tilde{z}]b_0\right)^2}{\text{Re} \int \overline{B}_0B + \text{Re} \int \overline{b}_0 \mathcal{L}_{SS}b_0}. \quad (6.18)
$$
Note that both quantities in the denominator are positive. Additionally, note that if \( \tilde{z} = \lambda b_0 \), with \( \lambda \neq 0 \), then
\[
\left( \operatorname{Re} \int L_{SS}[\tilde{z}]b_0 \right)^2 = \operatorname{Re} \int \tilde{z}L_{SS}\tilde{z} \operatorname{Re} \int b_0 L_{SS}b_0.
\]
In particular, if \( \tilde{z} = \lambda b_0 \),
\[
\frac{\left( \operatorname{Re} \int L_{SS}[\tilde{z}]b_0 \right)^2}{\operatorname{Re} \int B_0B + \operatorname{Re} \int b_0 L_{SS}b_0} \leq a \operatorname{Re} \int \tilde{z}L_{SS}\tilde{z}, \quad 0 < a < 1. \tag{6.19}
\]
In the general case, using the orthogonal decomposition induced by the scalar product \( (L_{SS} \cdot \cdot)_{L^2} \) on \( \operatorname{span}(B_{-1}, B_1, B_2) \), we get the same conclusion as before. Therefore, we have proved (6.19) for all possible \( \tilde{z} \).

Finally, replacing in (6.18) and (6.15),
\[
\operatorname{Re} \int \tilde{z}L_{SS}\tilde{z} \geq (1 - a) \operatorname{Re} \int \tilde{z}L_{SS}\tilde{z} \geq 0, \quad \text{and} \quad \operatorname{Re} \int \tilde{z}L_{SS}\tilde{z} \geq m^2 \lambda_0^2.
\]
We have, for some \( C > 0 \),
\[
\operatorname{Re} \int \tilde{z}L_{SS}\tilde{z} \geq (1 - a) \operatorname{Re} \int \tilde{z}L_{SS}\tilde{z}
\]
\[
\geq \frac{1}{2} (1 - a) \operatorname{Re} \int \tilde{z}L_{SS}\tilde{z} + (1 - a)m^2 \lambda_0^2
\]
\[
\geq \frac{1}{C} (2 \tilde{z}^2_{H^2(\mathbb{R})} + 2m^2 \|B_{-1}\|^2_{H^2(\mathbb{R})})
\]
\[
\geq \frac{1}{C} \|\tilde{z}\|^2_{H^2(\mathbb{R})}.
\]

\[ \Box \]

6.2. End of proof. We shall prove now the following explicit version of Theorem 2.3:

**Theorem 6.7** (Explicit nonlinear stability of SS breathers). Let \( B = B_{SS} \) be a SS breather with profile defined by a single hump, that is, \( \gamma = 3\alpha^2 - \beta^2 > 0 \) in (1.12). Assume that \( u_0 \in H^2(\mathbb{R}; \mathbb{C}) \) is such that
\[
\|u_0 - B\|_{H^2} < \eta,
\]
f for some \( \eta \) sufficiently small. Then there exists \( K > 0 \) and shifts \( x_1(t), x_2(t) \in \mathbb{R} \) as in (1.11) such that
\[
\sup_{t \in \mathbb{R}} \|u(t) - B(t; x_1(t), x_2(t))\|_{H^2} < K\eta.
\]
Moreover, one has \( \sup_{t \in \mathbb{R}} |x_j'(t)| \lesssim K\eta \).

We prove the theorem only for positive times, since the negative time case is completely analogous. From the continuity of the SS flow for \( H^2(\mathbb{R}) \) data, there exists a time \( T_0 > 0 \) and continuous parameters \( x_1(t), x_2(t) \in \mathbb{R} \), defined for all \( t \in [0, T_0] \), and such that the solution \( u(t) \) of the Cauchy problem for the SS equation (1.4), with initial data \( u_0 \), satisfies
\[
\sup_{t \in [0, T_0]} \|u(t) - B_{SS}(t; x_1(t), x_2(t))\|_{H^2(\mathbb{R})} \leq 2\nu. \tag{6.20}
\]
The idea is to prove that $T_0 = +\infty$. In order to do this, let $K^* > 2$ be a constant, to be fixed later. Let us suppose, by contradiction, that the maximal time of stability $T^*$, namely

$$T^* := \sup \left\{ T > 0 \mid \text{for all } t \in [0, T], \text{ there exist } \tilde{x}_1(t), \tilde{x}_2(t) \in \mathbb{R} \text{ such that} \right\}$$

$$\sup_{t \in [0, T]} \left\| u(t) - B_{SS}(t; \tilde{x}_1(t), \tilde{x}_2(t)) \right\|_{H^2(\mathbb{R})} \leq K^* \nu,$$

(6.21)

is finite. It is clear from (6.20) that $T^*$ is a well-defined quantity. Our idea is to find a suitable contradiction to the assumption $T^* < +\infty$.

By taking $\eta_0$ smaller, if necessary, we can apply a well known theory of modulation for the solution $u(t)$.

**Lemma 6.8** (Modulation and orthogonality). Let $B = B_{SS}$ be a SS breather as in (1.11). There exists $\nu_0 > 0$ such that, for all $\nu \in (0, \nu_0)$, the following holds. There exist $C^1$ functions $x_1(t), x_2(t) \in \mathbb{R}$, defined for all $t \in [0, T^*]$, and such that

$$z(t) := u(t) - B(t), \quad B(t, x) := B(t, x; x_1(t), x_2(t))$$

(6.22)

satisfies, for $t \in [0, T^*],$$

$$\Re \int \partial_{x_1} B(t; x_1(t), x_2(t)) z(t) = \Re \int \partial_{x_2} B(t; x_1(t), x_2(t)) z(t) = 0. \quad (6.23)$$

Moreover, one has

$$\|z(t)\|_{H^2(\mathbb{R})} + |x_1'(t)| + |x_2'(t)| \leq K K^* \eta, \quad \|z(0)\|_{H^2(\mathbb{R})} \leq K \eta,$$

(6.24)

for some constant $K > 0$, independent of $K^*$.

**Proof.** For simplicity, we denote $B_j := \partial_{x_j} B$. The proof of this result is a classical application of the Implicit Function Theorem. Let

$$J_j(u(t), x_1, x_2) := \Re \int (u(t, x) - B(t, x; x_1, x_2)) B_j(t, x; x_1, x_2) dx, \quad j = 1, 2.$$  

It is clear that $J_j(B(t; x_1, x_2), x_1, x_2) \equiv 0$, for all $x_1, x_2 \in \mathbb{R}$. On the other hand, one has for $j, k = 1, 2,$

$$\partial_{x_k} J_j(u(t), x_1, x_2) \big|_{(B(t), 0, 0)} = - \Re \int B_k(t, x; 0, 0) B_j(t, x; 0, 0) dx.$$  

Let $J$ be the $2 \times 2$ matrix with components $J_{j,k} := (\partial_{x_k} J_j)_{j,k=1,2}$. From the identity above, one has

$$\det J = - \left[ \int |B_1|^2 \left( \int |B_2|^2 - (\Re \int B_1 B_2)^2 \right) (t; 0, 0),$$

which is different from zero from the Cauchy-Schwarz inequality and the fact that $B_1$ and $B_2$ are not parallel for all time. Therefore, in a small $H^2$ neighborhood of $B(t; 0, 0), t \in [0, T^*]$ (given by the definition of (6.21)), it is possible to write the decomposition (6.22)-(6.23).

Now we look at the bounds (6.24). The first bounds are consequence of the decomposition itself and the equations satisfied by the derivatives of the scaling parameters, after taking time derivative in (6.23) and using that $\det J \neq 0$. $\square$
From the conservation laws for $H_{SS}$ and Proposition 4.1,
\[ H_{SS}[u](t) = H_{SS}[B](t) + Q_{SS}[z](t) + N_{SS}[z](t). \] (6.25)

Note that $|N_{SS}[z](t)| \leq K\|z(t)\|_{H^2(\mathbb{R})}^3$. On the other hand, by the translation invariance in space,
\[ H_{SS}[B](t) = H_{SS}[B](t = 0) = \text{constant}. \]

Indeed, from (1.11), we have
\[ B(t, x; x_1(t), x_2(t)) = B(t - t_0(t), x - x_0(t)), \]
for some specific $t_0, x_0$. Since $H$ involves integration in space of polynomial functions on $B, B_x$ and $B_{xx}$, we have
\[ H_{SS}[B(t, \cdot; x_1(t), x_2(t))] = H_{SS}[B(t - t_0(t), \cdot; x_0(t)), 0)] \]
\[ = H_{SS}[B(t - t_0(t), \cdot, 0)]. \]

Finally, $H_{SS}[B(t - t_0(t), \cdot, 0)] = H_{SS}[B(\cdot, 0, 0)](t - t_0(t))$. Taking time derivative,
\[ \partial_t H_{SS}[B(t, \cdot; x_1(t), x_2(t))] = H_{SS}'[B(\cdot, 0, 0)](t - t_0(t)) \times (1 - t_0'(t)) \equiv 0, \]
hence $H_{SS}[B]$ is constant in time. Now we compare (6.25) at times $t = 0$ and $t \leq T^*$. We have
\[ Q_{SS}[z](t) \leq Q_{SS}[z](0) + K\|z(t)\|_{H^2(\mathbb{R})}^3 + K\|z(0)\|_{H^2(\mathbb{R})}^3 \]
\[ \leq K\|z(0)\|_{H^2(\mathbb{R})}^2 + K\|z(t)\|_{H^2(\mathbb{R})}^3. \]

Additionally, from (6.12)-(6.13) applied this time to the time-dependent function $z(t)$, which satisfies (6.23), we get
\[ \|z(t)\|_{H^2(\mathbb{R})}^2 \leq K\|z(0)\|_{H^2(\mathbb{R})}^2 + K\|z(t)\|_{H^2(\mathbb{R})}^3 + K\left|\operatorname{Re} \int B(t)\overline{z}(t)\right|^2 \]
\[ \leq K\eta^2 + K(K^*)^3\eta^3 + K\left|\operatorname{Re} \int B(t)\overline{z}(t)\right|^2. \] (6.26)

**Conclusion of the proof.** Using the conservation of mass $M_{SS}$ in (3.2), we have, after expanding $u = B + z$,
\[ \left|\operatorname{Re} \int B(t)\overline{z}(t)\right| \leq K\left|\operatorname{Re} \int B(0)\overline{z}(0)\right| + K\|z(0)\|_{H^2(\mathbb{R})}^2 + K\|z(t)\|_{H^2(\mathbb{R})}^2 \]
\[ \leq K(\eta + (K^*)^2\eta^2), \quad \text{for each } t \in [0, T^*]. \]

Replacing this last identity in (6.26), we get
\[ \|z(t)\|_{H^2(\mathbb{R})}^2 \leq K\eta^2(1 + (K^*)^2\eta^3) \leq \frac{1}{2}(K^*)^2\eta^2, \]
by taking $K^*$ large enough. This last fact contradicts the definition of $T^*$ and therefore the stability property holds true.
7. Proof of Theorem 2.4 The case of the SY breather

The proof is simple and is based on the fact that 2-soliton solutions can be arbitrarily close
to the SY breather (1.15). Let $\alpha \in \mathbb{R}$. The SY 2-soliton solution is given by the expression

$$B_{SY, gen}(t, x) := 2\sqrt{2}i e^{-i(\alpha x-(c_1^2-\alpha^2)t)} \frac{G(t, x)}{F(t, x)},$$

where

$$G(t, x) := c_1 \left( A_+ \cosh(y_2) + 4ic_2\alpha \sinh(y_2) \right)$$
$$+ e^{i(2\alpha x+t\gamma_+\gamma_-)} c_2 \left( A_+ \cosh(y_1) + 4ic_1\alpha \sinh(y_1) \right),$$
$$F(t, x) := a_- \cosh(y_+) + a_+ \cosh(y_-) + 4c_1c_2 \cos((2\alpha x + \gamma_+\gamma_- t)),$$

with

$$A_+ := \gamma_+\gamma_- + 4\alpha^2, \quad A_- := \gamma_+\gamma_- - 4\alpha^2,$$
$$a_+ := \gamma_+^2 + 4\alpha^2, \quad a_- := \gamma_-^2 + 4\alpha^2,$$
$$y_1 := c_1(x + 2\alpha t), \quad y_2 := c_2(x - 2\alpha t),$$
$$y_\pm := x\gamma_\pm - 2\alpha\gamma_\mp t.$$

Note that (7.1) reduces to (1.15) when the frequency parameter $\alpha = 0$: for each $(t, x) \in \mathbb{R}^2$,

$$\lim_{\alpha \to 0} B_{SY, gen}(t, x) = B_{SY}(t, x).$$

(7.2)

It is not difficult to check that $B_{SY, gen}$ satisfies a nonlinear ODE which converges to the one
satisfied by $B_{SY}$ as $\alpha \to 0$. Let $B_j := \lim_{\alpha \to 0} \partial_{x_j} B_{SY, gen}, j = 1, 2$. Consequently, we have

$$H''_{SY}[B_{SY}](B_j) = 0, \quad H''_{SY}[iB_{SY}](iB_{SY}) = 0.$$

However, there is no way to control $y_1$ in (1.15).

8. Instability of the Peregrine bilinear form. Proof of Theorem 2.5

We start out with a simple lemma.

**Lemma 8.1.** Let $X = P$ or $KM$, $B = B_X$ be the Peregrine and Kuznetsov-Ma breathers
from (1.17)-(1.18), and $F = F_X$ given by (3.10). Then we have

$$F[B_P] = 0, \quad F[B_{KM}] = \frac{4}{5} \beta^5.$$

(8.1)

**Proof.** (Justificar mejor) We deal first with the Peregrine case. Since $F$ is a conserved quantity,
we have from (1.17) that $F[B_P] = \lim_{t \to +\infty} F[B_P] = \lim_{t \to +\infty} F[e^{it}]$. Now, from (3.10)

$$F[e^{it}] = \int 0 = 0.$$
This proves the first identity in (8.1). Now we deal with $F[B_{KM}]$. Since $F$ is conserved, we can assume $t = \frac{\pi}{2\beta}$. Then we have from (1.18) and (3.10),

$$
F[B_{KM}] = F\left[e^{i\frac{\pi}{2\beta}}\left(1 - \frac{i\sqrt{2}\beta}{\cosh(\beta x)}\right)\right] = F\left[1 - \frac{i\sqrt{2}\beta}{\cosh(\beta x)}\right]
$$

$$
= \overline{F}_{KM}\left[\frac{\sqrt{2}\beta}{\cosh(\beta x)}\right] = \beta^{5}\overline{F}_{KM}\left[\frac{\sqrt{2}}{\cosh x}\right],
$$

where

$$
\overline{F}_{KM}[u] := \int \left(u_{xx}^{2} - 5u^{2}u_{x}^{2} + \frac{1}{2}u^{6}\right).
$$

After some lengthy computations, we see that $\overline{F}_{KM}\left[\frac{\sqrt{2}}{\cosh x}\right] = \frac{4}{5}$, so that (8.1) is proved. \(\square\)

**Remark 8.1.** Note that from Remark 3.2, we also have $M_{P}[B_{P}] = E_{P}[B_{P}] = 0$. Additionally, $M_{KM}[B_{KM}] = 4\beta$ and $E_{KM}[B_{KM}] = -\frac{3}{2}\beta^{3}$. Consequently, $H_{KM}$ defined in (2.5) satisfies

$$
H_{KM}[B_{KM}] = F_{KM}[B_{KM}] + m_{KM}E_{KM}[B_{KM}] + n_{KM}M_{KM}[B_{KM}]
$$

$$
= \frac{4}{5}\beta^{5} + \frac{8}{3}\beta^{5},
$$

which is strictly positive for $\beta > 0$.

**Lemma 8.2.** Let $B = B_{P}$ be the Peregrine breather (1.17) and $z \in H^{2}(\mathbb{R}; \mathbb{C})$ be a small perturbation. We have

$$
H_{P}[B + z] = \frac{1}{2}\int \left(|z_{xx}|^{2} - |z_{x}|^{2} - (e^{it}\bar{z}_{x})^{2}\right) + O(|z|^{3}) + o_{t\to\infty}(1).
$$

**Proof.** From Proposition 4.1 in the $X = P$ case, we have

$$
H_{P}[B + z] = H_{P}[B] + G_{P}[z] + Q_{P}[z] + N_{P}[z],
$$

and $H_{P}[B] = 0$. From 5.1, we have $G_{P}[z] = 0$. Therefore,

$$
H_{P}[B + z] = Q_{P}[z] + N_{P}[z],
$$

where $N_{P}$ satisfies (4.12). Recall that $Q_{P}$ is given by (4.7)-(4.11). More precisely, we have

$$
Q_{P}[z] = \frac{1}{2}\int \bar{z}\left(z_{4x} + \frac{3}{2}(|B|^{2} - 1)^{2}z + 6(|B|^{2} - 1)B\Re(B\bar{z}) + 3(|B|^{2} - 1)z_{xx}
$$

$$
- 4|B_{x}|^{2}z - 6BB_{x}\bar{z}_{x} - 4B\bar{B}_{x}z_{x} - B^{2}\bar{z} + B^{2}\bar{z}_{xx} + |B|^{2}z_{xx}\right).
$$

Write $B_{P} = e^{it} + \bar{B}_{P}$, where $\lim_{t\to\pm\infty}||B_{P}(t)||_{L^{\infty}} = 0$. We claim

$$
Q_{P}[z] = Q_{e^{it}}[z] + o_{t\to\infty}(1).
$$

Assuming this property, we can conclude (8.3), since

$$
Q_{e^{it}}[z] = \frac{1}{2}\int \bar{z}(z_{4x} + z_{xx} + e^{2it}\bar{z}_{xx}) = \frac{1}{2}\int (|z_{xx}|^{2} - |z_{x}|^{2} - (e^{it}\bar{z}_{x})^{2}).
$$
It only remains to prove (8.4).

In what follows, we make the change of variables $w := e^{-it}x$. We have from (8.3),

$$
\mathcal{H}_P[B + z] = \frac{1}{2} \int (|w|^2 - |w|^2 - w^2) + O(||z||^3_{H^1}) + o_{t \to +\infty}(1).
$$

From (8.5) we have that, no matter the orthogonality conditions posed on $z$,

$$
\frac{d^2}{ds^2} \mathcal{H}_P[B + sz] \bigg|_{s=0} = \frac{1}{2} \int (|w|^2 - |w|^2 - w^2) + o_{t \to +\infty}(1).
$$

Then we conclude by choosing appropriate $z$.

9. Proof of Theorem 2.6: The Kuznetsov-Ma case

We start with the following result.

**Lemma 9.1** (Essential spectrum). Let $L_{KM}$ be the linear operator in (4.10) associated to the KM breather (1.18). Then $L_{KM}$ is a compact perturbation of the constant (in $x$) coefficients operator with dense domain $H^1(\mathbb{R}; \mathbb{C})$

$$
L_{KM,0}[z] := z_{xx} + z_{xx} + e^{2it} \bar{z}_{xx} - \beta^2 (z_{xx} + e^{2it} \bar{z} + z).
$$

The proof of this result is direct in view of the spatial exponential decay of the KM breather to the Stokes wave, and the Weil’s Theorem.

**Lemma 9.2.** Let $a > \frac{1}{2}$ be any fixed parameter in (1.18), and $\beta$ given in (1.18) as well. Then we have

$$
\sigma_c(L_{KM,0}) = \begin{cases} 
[-2\beta^2, \infty) & \beta \geq \sqrt{2}, \\
[-\frac{1}{4}(2 - \beta^2)^2 - 2\beta^2, \infty) & \beta \in (0, \sqrt{2}).
\end{cases}
$$

**Proof.** Let $\lambda \in \mathbb{R}$ be such that $L_{KM,0}z = \lambda z$. In matrix form, we have

$$
\begin{pmatrix}
\partial_x^4 - (\beta^2 - 1)\partial_x^2 - \beta^2 \\
-\partial_x^4 - (\beta^2 - 1)\partial_x^2 - \beta^2
\end{pmatrix}
\begin{pmatrix}
z \\
\bar{z}
\end{pmatrix} = \lambda
\begin{pmatrix}
z \\
\bar{z}
\end{pmatrix}.
$$

Let us diagonalize the matrix operator on the LHS. In Fourier variables we have

$$
\begin{pmatrix}
\xi^4 + (\beta^2 - 1)\xi^2 - \beta^2 \\
-\xi^4 + (\beta^2 - 1)\xi^2 - \beta^2
\end{pmatrix}
\begin{pmatrix}
\xi^4 + (\beta^2 - 1)\xi^2 - \beta^2 \\
-\xi^4 + (\beta^2 - 1)\xi^2 - \beta^2
\end{pmatrix} = \lambda
\begin{pmatrix}
\xi^4 + (\beta^2 - 1)\xi^2 - \beta^2 \\
-\xi^4 + (\beta^2 - 1)\xi^2 - \beta^2
\end{pmatrix},
$$

for which the diagonal operators $L_{KM,0,\pm}$ are in Fourier variables

$$
F(L_{KM,0,\pm}) := \xi^4 + (\beta^2 - 1)\xi^2 - \beta^2 \pm (\xi^2 + \beta^2)
$$

$$
= \begin{cases} 
\xi^4 + \beta^2 \xi^2 & \xi^4 + (\beta^2 - 2)\xi^2 - 2\beta^2.
\end{cases}
$$

Consider now the operator $L_{KM,0,0} = \partial_x^4 - (\beta^2 - 2)\partial_x^2 - 2\beta^2$. If $\beta^2 \geq 2$, then $\sigma_c(L_{KM,0,0}) = [-2\beta^2, \infty)$, proving the first part in (9.2). If now $0 < \beta^2 < 2$, we have after a simple computation that $\sigma_c(L_{KM,0,0}) = [-\frac{1}{4}(2 - \beta^2)^2 - 2\beta^2, \infty)$. The proof is complete.

**9.1. End of proof of Theorem 2.6.** We have that (2.8) is a direct consequence of (9.2), and $H''_{KM}[B_{KM}](\partial_x B_{KM}) = 0$ is also a consequence of Theorems 2.2 and 2.1.
Let $B_{SS} = B = Q_\beta e^{i\Theta}$ be the soliton solution (1.11) of (1.4). Then we have

\[ B_x = Q_\beta e^{i\Theta} + i\alpha B, \]
\[ B_{xx} = Q''_\beta e^{i\Theta} + 2i\alpha Q'_\beta e^{i\Theta} - \alpha^2 B, \]
\[ B_{xxx} = Q'''_\beta e^{i\Theta} + 3i\alpha Q''_\beta e^{i\Theta} - 3\alpha^2 Q'_\beta e^{i\Theta} - i\alpha^3 B, \]
\[ B_{xxxx} = Q''''_\beta e^{i\Theta} + 4i\alpha Q'''_\beta e^{i\Theta} - 6\alpha^2 Q''_\beta e^{i\Theta} - 4i\alpha^3 Q'_\beta e^{i\Theta} + \alpha^4 B. \]

Now, substituting the above derivatives in LHS of (2.1), we have

\[ B_{(4x)} + 8B_x^2 \bar{B} + 14|B|^2 B_{xx} + 6B^2 \bar{B}_{xx} + 12|B_x|^2 B + 24|B|^4 B \]
\[ - m_{SS}(B_{xx} + 4|B|^2 B) + n_{SS} B \]
\[ = e^{i\Theta} \left( Q''''_\beta + 4i\alpha Q'''_\beta - 6\alpha^2 Q''_\beta - 4i\alpha^3 Q'_\beta + \alpha^4 Q_\beta + 8\bar{Q}_\beta(Q'_\beta + i\alpha Q_\beta)^2 \right) \]
\[ + 14\bar{Q}_\beta Q_{\beta}(Q''_\beta + 2i\alpha Q''_\beta - \alpha^2 Q_\beta) + 12Q_\beta(Q'_\beta + i\alpha Q_\beta)(Q'_\beta - i\alpha Q_\beta) \]
\[ + 6Q''_\beta(\bar{Q}'_\beta - 2i\alpha \bar{Q}_\beta - \alpha^2 \bar{Q}_\beta) + 24Q''_\beta \bar{Q}_\beta \]
\[ - m_{SS}(Q''_\beta + 2i\alpha Q'_\beta - \alpha^2 Q_\beta + 4Q_\beta^2 \bar{Q}_\beta) + n_{SS} Q_\beta \]

Expanding and simplifying we get

\[ B_{(4x)} + 8B_x^2 \bar{B} + 14|B|^2 B_{xx} + 6B^2 \bar{B}_{xx} + 12|B_x|^2 B + 24|B|^4 B \]
\[ - m_{SS}(B_{xx} + 4|B|^2 B) + n_{SS} B \]
\[ = e^{i\Theta} \left( Q''''_\beta + 4i\alpha Q'''_\beta - 6\alpha^2 Q''_\beta - 4i\alpha^3 Q'_\beta + \alpha^4 Q_\beta + 8\bar{Q}_\beta(Q'_\beta + 2i\alpha Q_\beta) - \alpha^2 Q_\beta^2 \right) \]
\[ + 14\bar{Q}_\beta Q_{\beta}(Q''_\beta + 2i\alpha Q''_\beta - \alpha^2 Q_\beta) + 12Q_\beta(Q'_\beta + 2i\alpha Q_\beta)(Q'_\beta - 2i\alpha Q_\beta) \]
\[ + 6Q''_\beta(\bar{Q}'_\beta - 2i\alpha \bar{Q}_\beta - \alpha^2 \bar{Q}_\beta) + 24Q''_\beta \bar{Q}_\beta \]
\[ - m_{SS}(Q''_\beta + 2i\alpha Q'_\beta - \alpha^2 Q_\beta + 4Q_\beta^2 \bar{Q}_\beta) + n_{SS} Q_\beta \]

This implies that

\[ B_{(4x)} + 8B_x^2 \bar{B} + 14|B|^2 B_{xx} + 6B^2 \bar{B}_{xx} + 12|B_x|^2 B + 24|B|^4 B \]
\[ - m_{SS}(B_{xx} + 4|B|^2 B) + n_{SS} B \]
\[ = e^{i\Theta} \left( Q''''_\beta + 4i\alpha Q'''_\beta - 6\alpha^2 Q''_\beta + 4i\alpha^3 Q'_\beta + \alpha^4 Q_\beta + 8\bar{Q}_\beta Q''_\beta + 2i\alpha Q_\beta \bar{Q}_\beta \right) \]
\[ - 16\alpha^2 Q''_\beta \bar{Q}_\beta + 14Q_\beta Q''_\beta + 12Q_\beta Q'_\beta \bar{Q}_\beta + 6Q_\beta^2 \bar{Q}_\beta \]
\[ + 24Q''_\beta \bar{Q}_\beta - m_{SS}(Q''_\beta + 2i\alpha Q'_\beta - \alpha^2 Q_\beta + 4Q_\beta^2 \bar{Q}_\beta) + n_{SS} Q_\beta \]

which is nothing but (5.2).

**APPENDIX B. PROOF OF (5.4)**

Denote

\[ Q_\beta = \frac{2\beta(e^{\beta x} + \eta e^{-\beta x})}{D}, \quad D := 2 + e^{2\beta x} + |\eta|^2 e^{-2\beta x}, \quad \eta = \frac{\alpha}{\alpha + i\beta}. \]
Now, substituting $Q_{\beta}$, expanding and collecting similar terms, we rewrite the nonlinear identity (5.4) as follows:

\[
(5.4) = \frac{1}{D^5} \left( A_7 e^{7\beta x} + A_5 e^{5\beta x} + A_3 e^{3\beta x} + A_1 e^{\beta x} + A_{-1} e^{-\beta x} + A_{-3} e^{-3\beta x} + A_{-5} e^{-5\beta x} + A_{-7} e^{-7\beta x} \right),
\]

where

\[
A_7 := \frac{2\beta^3 (8\beta + i\alpha) (\alpha^2 + \beta^2)}{\beta - i\alpha} - 16\beta^3 \left( \alpha^2 + 4\beta^2 \right)
+ 2\beta^3 \left( \alpha^2 + \beta^2 \right) \left( 8 + \frac{\alpha}{\alpha + i\beta} \right) - 16i\alpha\beta^4 + 32\beta^5 = 0,
\]

\[
A_5 := -\frac{32\beta^5 (\beta - i\alpha)^3 \left( 5\alpha^2 + 4i\alpha\beta + 20\beta^2 \right)}{(\alpha + i\beta)^4 (\beta + i\alpha)}
+ 40\beta^3 \left( \alpha^2 + 2i\alpha\beta + 2\beta^2 \right) + 8\beta^3 \left( 9\alpha^2 - 2i\alpha\beta + 6\beta^2 \right)
- 16\beta^3 \left( \alpha^2 + 4\beta^2 \right) \left( 7\alpha^2 - i\alpha\beta + 4\beta^2 \right)
- \frac{16i\alpha^2\beta^4 \left( 5\alpha^3 - 21i\alpha^2\beta + 5i\alpha\beta^2 - 21i\beta^3 \right)}{(\alpha^2 + \beta^2)^2}
+ 768\beta^5 = 0,
\]

\[
A_3 := \frac{8\beta^3 \left( \alpha^2 + \beta^2 \right) \left( -21i\alpha^3 + 34i\alpha^2\beta + 6i\alpha\beta^2 + 8\beta^3 \right)}{(\beta - i\alpha)^2 (\beta + i\alpha)}
+ \frac{8\beta^3 \left( \alpha^2 + \beta^2 \right) \left( -21i\alpha^3 + 14i\alpha^2\beta - 14i\alpha\beta^2 + 8\beta^3 \right)}{(\beta - i\alpha)^2 (\beta + i\alpha)}
- 16\beta^3 \left( \alpha^2 + 4\beta^2 \right) \left( -21i\alpha^3 + 15i\alpha^2\beta - 8i\alpha\beta^2 + 4\beta^3 \right)
\]

\[
+ \frac{32\beta^5 \left( \alpha^2 + \beta^2 \right)^2 \left( 39i\alpha^3 - 42i\alpha^2\beta + 8i\alpha\beta^2 + 4\beta^3 \right)}{(\alpha + i\beta)^4 (\beta + i\alpha)^3}
+ \frac{16i\alpha\beta^4 \left( -9\alpha^4 + 104i\alpha^3\beta + 19i\alpha^2\beta^2 + 80i\alpha\beta^3 + 4\beta^4 \right)}{(\alpha^2 + \beta^2)^2}
+ \frac{768\alpha\beta^5 (\beta + 5i\alpha)}{(\alpha + i\beta)(\beta + i\alpha)} = 0,
\]
\[ A_1 := \frac{1536\alpha^2\beta^5 (5\alpha^2 - 2i\alpha\beta + \beta^2)}{(\alpha^2 + \beta^2)^2} \]
\[ - \frac{16\alpha^2\beta^4 (5\alpha^3 - 205i\alpha^2\beta - 84\alpha\beta^2 - 76i\beta^3)}{(\alpha^2 + \beta^2)^2} \]
\[ + \frac{4\beta^3 (63\alpha^4 - 28i\alpha^3\beta + 56\alpha^2\beta^2 - 16i\alpha\beta^3 + 8\beta^4)}{\alpha^2 + \beta^2} \]
\[ - \frac{4\beta^3 (-77\alpha^4 + 12i\alpha^3\beta - 24\alpha^2\beta^2 - 16i\alpha\beta^3 + 8\beta^4)}{\alpha^2 + \beta^2} \]
\[ + \frac{32\alpha\beta^5 (85i\alpha^4 + 112\alpha^3\beta - 47i\alpha^2\beta^2 - 28\alpha\beta^3 + 8i\beta^4)}{(\alpha + i\beta)^2(\beta + i\alpha)^4} = 0, \]

\[ A_{-1} := - \frac{1536i\alpha^3\beta^5 (5\alpha^2 + 2i\alpha\beta + \beta^2)}{(\beta - i\alpha)^3(\beta + i\alpha)^2} \]
\[ - \frac{16\alpha^2\beta^3 (\alpha^2 + 4\beta^2) (-35i\alpha^3 + 15\alpha^2\beta - 20i\alpha\beta^2 + 4\beta^3)}{(\beta - i\alpha)^3(\beta + i\alpha)^2} \]
\[ + \frac{16i\alpha^3\beta^4 (5\alpha^3 + 205i\alpha^2\beta - 84\alpha\beta^2 + 76i\beta^3)}{(\alpha + i\beta)(\alpha^2 + \beta^2)^2} \]
\[ + \frac{4\alpha\beta^3 (\alpha^2 + \beta^2) (-63i\alpha^4 + 28\alpha^3\beta - 56i\alpha^2\beta^2 + 16\alpha\beta^3 - 8\beta^4)}{(\beta - i\alpha)^4(\beta + i\alpha)^2} \]
\[ - \frac{4\alpha\beta^3 (\alpha^2 + \beta^2) (77i\alpha^4 - 12\alpha^3\beta + 24i\alpha^2\beta^2 + 16\alpha\beta^3 - 8\beta^4)}{(\beta - i\alpha)^4(\beta + i\alpha)^2} \]
\[ + \frac{32\alpha^2\beta^5 (85i\alpha^5 - 27\alpha^4\beta + 65i\alpha^3\beta^2 - 19\alpha^2\beta^3 - 20i\alpha\beta^4 + 8\beta^5)}{(\alpha + i\beta)^4(\beta + i\alpha)^4} = 0, \]
and we conclude.

Proof of C.1. SY breather solution (1.15): This section continues and ends the proof mentioned in Subsection 5.2.

\[ A_{-3} := \frac{768\alpha^4 \beta^5 (\beta - 5i\alpha)}{(\beta - i\alpha)^3 (\beta + i\alpha)^2} + \frac{8\alpha^3 \beta^3 (\alpha^2 + \beta^2)}{(\alpha - i\beta)^3 (\beta - i\alpha)^3} (21i\alpha^3 + 14\alpha^2 \beta + 14i\alpha \beta^2 + 8\beta^3) - 16\alpha^3 \beta^3 (\alpha^2 + 4\beta^2) (21i\alpha^3 + 15\alpha^2 \beta + 8i\alpha \beta^2 + 4\beta^3) - 8\alpha^3 \beta^3 (\alpha^2 + \beta^2) (21i\alpha^3 + 34\alpha^2 \beta - 6i\alpha \beta^2 + 8\beta^3) \]

\[ + \frac{(\alpha + i\beta)^3 (\beta + i\alpha)^3}{(\alpha + i\beta)^4 (\beta + i\alpha)^3} (\alpha + i\beta)(\beta + i\alpha)(\alpha^2 + \beta^2)^2 \]

\[ + \frac{32\alpha^3 \beta^5 (39i\alpha^4 + 3\alpha^3 \beta + 50i\alpha^2 \beta^2 - 12\alpha^3 \beta^2 - 4i\beta^4)}{(\alpha + i\beta)^4 (\beta + i\alpha)^3} = 0, \]

\[ A_{-5} := \frac{768\alpha^5 \beta^5}{(\alpha - i\beta)^2 (\alpha + i\beta)^3} - \frac{16i\alpha^7 \beta^4 (-21\beta + 5i\alpha)}{(\beta - i\alpha)^2 (\beta + i\alpha)(\alpha^2 + \beta^2)^2} \]

\[ + \frac{32\alpha^5 \beta^5 (5i\alpha^2 + 4\alpha \beta + 20i\beta^2)}{(\alpha + i\beta)^4 (\beta + i\alpha)^3} + \frac{8\alpha^5 \beta^3 (\alpha^2 + \beta^2) (9\alpha^2 + 2\alpha \beta + 6\beta^2)}{(\alpha - i\beta)^3 (\alpha + i\beta)^4} \]

\[ - \frac{40\alpha^5 \beta^5 (i\alpha^2 + 2\alpha \beta + 2i\beta^2)}{(\alpha + i\beta)^4 (\beta + i\alpha)^3} (\alpha^2 + \beta^2) \]

\[ - \frac{16\alpha^5 \beta^5 (\alpha^2 + 4\beta^2) (7\alpha^2 + i\alpha \beta + 4\beta^2)}{(\alpha - i\beta)^3 (\alpha + i\beta)^4} = 0, \]

and

\[ A_{-7} := - \frac{32i\alpha^7 \beta^5}{(\alpha + i\beta)^4 (\beta + i\alpha)^3} + \frac{16i\alpha^8 \beta^4}{(\alpha + i\beta)^4 (\alpha^2 + \beta^2)^3} \]

\[ - \frac{16\alpha^7 \beta^3 (\alpha^2 + 4\beta^2)}{(\alpha - i\beta)(\alpha + i\beta)^2 (\alpha^2 + \beta^2)^2} \]

\[ - \frac{2\alpha^7 \beta^3 (\alpha + 8i\beta)}{(\alpha^2 + \beta^2)^3} + \frac{2\alpha^7 \beta^3 (9\alpha - 8i\beta)}{(\alpha^2 + \beta^2)^3} = 0, \]

and we conclude.

Appendix C. Proofs of (2.2), (2.3) and (2.4)

This section continues and ends the proof mentioned in Subsection 5.2

C.1. Proof of (2.2). We will use, for the sake of simplicity, the following notation for the SY breather solution (1.15):

\[ B_{SY} = \frac{M}{N}, \quad \text{with} \]

\[ M := 2\sqrt{2} \gamma_+ e^{it} (c_1 \cosh(c_2 x) + c_2 e^{i\gamma_+} \cosh(c_1 x)), \]

\[ N := \gamma_+^2 \cosh(\gamma_+ x) + \gamma_+^2 \cosh(\gamma_- x) + 2c_1 c_2 (e^{i\gamma_+} + e^{-i\gamma_+}). \]
Now, we rewrite the identity (2.2) in terms of $M, N$ in the following way

$$\frac{1}{N^5} \sum_{i=1}^{5} S_i,$$

(C.2)

with $S_i$ given explicitly by:

$$S_1 = iN \left( 6MN_1N_x^2 - 2N(N_x(M_tN_x + 2MN_{xt}) + N_t(2M_xN_x + MN_{xx})) - N^3 M_{xt} + N^2(2N_xM_{xt} + 2M_xN_{xt} + M_{xx}N_t + M_tN_{xx} + MN_{xx}) \right),$$

(C.3)

$$S_2 = M(NM_x - MN_x)^2,$$

(C.4)

$$S_3 = 2M \bar{M} \left( 2MN_x^2 + N^2 M_{xx} - N(2M_xN_x + MN_{xx}) \right),$$

(C.5)

$$S_4 = 2M(NM_x - N_x)(N\bar{M}_x - \bar{M}N_x),$$

(C.6)

and

$$S_5 = \frac{3}{2} M^3 \bar{M}^2 + nN^4 M - mN^2 \left( M^2 \bar{M} + N(NM_{xx} - 2M_xN_x) + (2N_x^2 - NN_{xx}) \right),$$

(C.7)

where we skipped index $SY$ in parameters $m_{SY}, n_{SY}$ for simplicity. Now substituting the explicit functions $M, N$ [C.1] in $S_i, i = 1, \ldots, 5$ and collecting terms, we get after lengthy manipulations that

$$\sum_{i=1}^{5} S_i = \sum_{i=1}^{29} p_is_i,$$

(C.8)

where, labeling $r = \sinh(c_1 x) \sinh(c_2 x)$,

$$s_1 = \cosh(c_1 x), \quad s_2 = \cosh(c_2 x),$$

$$s_3 = s_1 r, \quad s_4 = s_1^3, \quad s_5 = s_1^3 r, \quad s_6 = s_1^3, \quad s_7 = s_1 r s_2^4, \quad s_8 = s_2 r,$$

$$s_9 = s_1^2 s_2, \quad s_{10} = r s_1^2 s_2, \quad s_{11} = s_1^4 s_2, \quad s_{12} = r s_1^4 s_2, \quad s_{13} = s_1^8 s_2,$$

$$s_{14} = r s_1^2 s_2, \quad s_{15} = s_1^3 s_2, \quad s_{16} = r s_1^3 s_2, \quad s_{17} = s_1^5 s_2, \quad s_{18} = s_3^2,$$

$$s_{19} = r s_2^3, \quad s_{19} = s_1^2 s_2^3, \quad s_{20} = r s_1^2 s_2^3, \quad s_{21} = s_1^4 s_2^3, \quad s_{22} = r s_1^4 s_2^3,$$

$$s_{23} = s_1^3 s_2^4, \quad s_{24} = s_1^3 s_2^4, \quad s_{25} = r s_1^3 s_2^4, \quad s_{26} = s_1^5 s_2^4, \quad s_{27} = s_5^2,$$

$$s_{28} = s_1^5 s_2^5, \quad s_{29} = s_1^5 s_2^5,$$

and

$$p_i = \sum_{j=0}^{L_i} a_{ij}(c_1, c_2, m, n) e^{i(2\gamma_j + \gamma - t)}, \quad L_i \in \mathbb{N}.$$

(C.10)

For instance, we have for the first term in (C.8), i.e.

$$p_1 s_1 = \left( \sum_{j=0}^{4} a_{1j} e^{2j(2\gamma_j + \gamma - t)} \right) s_1,$$
with
\[ a_{10} = -16c_1^4c_2^4(c_1^4 - 2c_2^4 - c_1^2m + 2c_2^2m - n), \]
\[ a_{11} = -224c_1^4c_2^4(c_1^4 - 3c_2^4 - c_1^2m + 3c_2^2m - 2n), \]
\[ a_{12} = 1120c_1^4c_2^4(c_2^2 - c_1^2m + n), \]
\[ a_{13} = 224c_1^4c_2^4(c_1^4 + c_2^4 - c_1^2m + c_2^2m + 2n), \]
\[ a_{14} = 16c_1^4c_2^4(c_1^4 - c_1^2m + n). \]

Then, imposing e.g. \( a_{14} = 0 \), and substituting \( n = c_1^2m - c_1^4 \) into \( a_{10} \), we get that
\[ a_{10} = 2(c_1^2 - c_2^2)(c_1^4 + c_2^4 - m), \]
therefore, \( a_{10} = 0 \), if \( m = c_1^2 + c_2^2 \) and then \( n = c_1^2c_2^2 \). In fact, substituting \( n = c_1^2m - c_1^4 \) into the coefficients \( a_{11}, a_{12}, a_{13} \), we get that all them are proportional to the factor \((c_1^4 + c_2^4 - m)\), namely
\[ a_{11} = 3(c_1^2 - c_2^2)(c_1^2 + c_2^4 - m), \]
\[ a_{12} = (c_1^2 - c_2^2)(-c_1^4 + c_2^4) + m, \]
\[ a_{13} = (c_1^2 - c_2^2)(-c_1^4 + c_2^4) + m, \]
and then when \( m = c_1^2 + c_2^2 \) we get \( a_{11} = a_{12} = a_{13} = 0 \), and \( p_1 = 0 \). Now, selecting \( n = c_1^2c_2^2 \) and analyzing the rest of polynomials \( p_i \), \( i = 2, \ldots, 29 \), in (C.8)-(C.10), it is easy to see that all coefficients \( a_{ij}, i = 2, \ldots, 29 \) are proportional to the factor \((c_1^4 + c_2^4 - m)\), i.e.
\[ a_{ij} = b_{ij}(c_1,c_2) \cdot (c_1^2 + c_2^2 - m), \]
with \( b_{ij} \) a polynomial in \( c_1, c_2 \). Therefore, selecting \( m = c_1^2 + c_2^2 \), we get \( a_{ij} = 0, \forall i = 2, \ldots, 29, \forall j = 0, \ldots, L_i \) and we conclude.

C.2. Proof of (2.3). The proof is similar to the one for (2.2). Let us use the following notation for the KM breather solution (1.18):
\[ B_{KM} = e^{it} \left(1 - \frac{M}{N}\right), \]
with
\[ M := \sqrt{2} \beta (\beta^2 \cos (at) + i \alpha \sin (at)), \]  \hspace{1cm} (C.13)
\[ N := \alpha \cosh(\beta x) - \sqrt{2} \beta \cos (at). \]

Now, we rewrite the identity (2.3) in terms of \( M, N \) in the following way
\[ (2.3) = \frac{e^{it}}{N^3} \sum_{i=1}^{6} S_i, \]  \hspace{1cm} (C.14)
with \( S_i \) given explicitly by:
\[ S_1 := -N \left(6iM_tN_x^2 - 2iN(N_x(M_tN_x + M(iN_x + 2N_xt)) + N_t(2M_xN_x + MN_x)) \right. \]
\[ + N^3(M_{xx} - iM_{xxt}) + N^2(-2M_x(N_x - iN_xt)) \]
\[ + i(2N_xM_xt + N_tM_xx + iMN_{xx} + M_tN_{xx} + MN_{xxt})) \bigg), \]  \hspace{1cm} (C.15)
\[ S_2 := -(\bar{M} - N)(NM_x - MN_x)^2, \]  \hspace{1cm} (C.16)
\[ S_3 := 2(M - N)(M - N) \left( -2MN_x^2 - N^2Mxx + N(2M_xN_x + MN_{xx}) \right), \]
\[ S_4 := -2(M - N)(-NM_x + MN_x)(NM_x - MN_x), \]
\[ S_5 := -\frac{3}{2}(M - N)(MN + M(-\bar{M} + N))^2, \]
and
\[ S_6 := N^2 \left( \beta^2M^2(M - N) + N(\beta^2\bar{M}N - (3 + \beta^2)(2M_xN_x - NM_{xx})) \right. \\
\left. + M(-2\beta^2\bar{MN} + \beta^2N^2 + 2(3 + \beta^2)N_x^2 - (3 + \beta^2)N_{xx}) \right). \]

Now substituting the explicit functions \( M, N \) \[ (C.13) \] in \( S_i, \ i = 1, \ldots, 6 \) and collecting terms, we get

\[
\sum_{i=1}^{6} S_i = a_1 \cosh^2(x\beta) \cos(t\alpha) + a_2 \cosh^4(\beta x) \cos(\alpha t) + a_3 \cosh(\beta x) \cos^2(\alpha t)
\]
\[
+ a_4 \cosh^3(\beta x) \cos^2(\alpha t) + a_5 \cos^2(\alpha t) \sin(t\alpha) + a_6 \cos^3(\alpha t)
\]
\[
+ a_7 \cosh^2(\beta x) \cos^3(\alpha t) + a_8 \cosh(\beta x) \cos^3(\alpha t) \sin(t\alpha)
\]
\[
+ a_9 \cosh(\beta x) \cos^4(\alpha t) + a_{10} \cos(\alpha t)^4 \sin(t\alpha) + a_{11} \cos^5(\alpha t),
\]

with coefficients \( a_i, \ i = 1, \ldots, 11 \) given as follows

\[
a_1 := 4\sqrt{2}a^4 \beta^3 \left( \alpha^2 - \beta^2(\beta^2 + 2) \right),
\]
\[
a_2 := -\frac{1}{2}a_1, \quad a_3 := -\frac{7\beta}{\sqrt{2}a}, \quad a_4 := \frac{\beta}{\sqrt{2}a},
\]
\[
a_5 := 3i\frac{\beta^2}{a^2}a_1, \quad a_6 := \frac{\beta^2}{a^2} (3\beta^2 + 5)a_1,
\]
\[
a_7 := \frac{3\beta^2}{a^2}a_1, \quad a_8 := -4i\frac{\beta^2}{a^2}a_1,
\]
\[
a_9 := 4\alpha^3 \left( 3\alpha^4 - 2\alpha^2 \beta^2(5\beta^2 + 8) + \beta^4(7\beta^4 + 24\beta^2 + 20) \right),
\]
\[
a_{10} := -4i\sqrt{2}\alpha \beta^5 \left( 3\alpha^4 - 2\alpha^2 \beta^2(3\beta^2 + 5) + \beta^4(3\beta^4 + 10\beta^2 + 8) \right),
\]
\[
a_{11} := -\frac{i}{\alpha} (\beta^2 + 1)a_{10}.
\]

Finally, using that \( \beta = \sqrt{2(2a - 1)} \) and \( \alpha = \sqrt{8a(2a - 1)} \), we have that all \( a_i \) vanish, and we conclude.

C.3. **Proof of** \[ (2.4) \]. This identity follows in the same way that the proof of identity \[ (2.3) \] above. We include it for the sake of completeness, but it can be formally obtained by a standard limiting procedure.

Let us use the following notation for the Peregrine breather solution \[ (1.17) \]:

\[
B_P = e^{it} \left( 1 - \frac{M}{N} \right), \quad \text{with}
\]
\[
M := 4(1 + 2it), \quad N := 1 + 4t^2 + 2x^2.
\]
Now, we rewrite the identity (2.4) in terms of $M, N$ in the following way
\[
(2.4) = e^{it} N^5 \sum_{i=1}^{6} S_i,
\]
with $S_i$ given explicitly by:
\[
S_1 = (C.15) = 16(1 + 4t^2 + 2x^2)(3 - 80t^4 + 32it^5 - 12x^2 - 36x^4 \\
- 16it^3(-5 + 2x^2) + 8t^2(-1 + 34x^2) - 6it(-3 + 8x^2 + 4x^4)),
\]
\[
S_2 = (C.16) = -256(i - 2t)^2x^2(-3 + 8it + 4t^2 + 2x^2),
\]
\[
S_3 = (C.17) = 32(1 + 2it)(1 + 4t^2 - 6x^2)(-3 - 8it + 4t^2 + 2x^2)(-3 + 8it + 4t^2 + 2x^2),
\]
\[
S_4 = (C.18) = -512(2t - i)(2t + i)x^2(4t^2 - 8it + 2x^2 - 3),
\]
\[
S_5 = (C.19) = 96 (1 + 4t^2 - 2x^2)^2 (4t^2 - 8it + 2x^2 - 3),
\]
and
\[
S_6 = -48i(2t - i)(1 + 4t^2 + 2x^2)^2 (4t^2 - 6x^2 + 1).
\]
Now collecting terms, it is easy to see that we get a polynomial
\[
\sum_{i=1}^{6} S_i = b_0 + b_2x^2 + b_4x^4 + b_6x^6,
\]
where we have that $b_0 = b_2 = b_4 = b_6 = 0$.
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