BatMan: Mitigating Batch Effects via Stratification for Survival Outcome Prediction
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ABSTRACT

Reproducible translation of transcriptomics data has been hampered by the ubiquitous presence of batch effects. Statistical methods for managing batch effects were initially developed in the setting of sample group comparison and later borrowed for other settings such as survival outcome prediction. The most notable such method is ComBat, which adjusts for batches by including it as a covariate alongside sample groups in a linear regression. In survival prediction, however, ComBat is used without definable groups for survival outcome and is done sequentially with survival regression for a potentially confounded outcome. To address these issues, we propose a new method, called BatMan (“BATch MitigAtion via stratificatioN”). It adjusts batches as strata in survival regression and utilize variable selection methods such as LASSO to handle high dimensionality. We assess the performance of BatMan in comparison with ComBat, each used either alone or in conjunction with data normalization, in a re-sampling-based simulation study under various levels of predictive signal strength and patterns of batch-outcome association. Our simulations show that (1) BatMan outperforms ComBat in nearly all scenarios when there are batch effects in the data, and (2) their performance can be worsened by the addition of data normalization. We further evaluate them using microRNA data for ovarian cancer from the Cancer Genome Atlas, and find that BatMan outforms ComBat while the addition of data normalization worsens the prediction. Our study thus shows the advantage of BatMan and raises caution about the naïve use of data normalization in the context of developing survival prediction models. The BatMan method and the simulation tool for performance assessment are implemented in R and publicly available at https://github.com/LXQin/PRECISION.survival.
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1. INTRODUCTION

Recent decades have seen accumulating transcriptomics data produced by high-throughput technologies such as microarrays and sequencing (Consortium et al., 2006, Consortium, 2014, Mestdagh et al., 2014). Their translation into useful biomedical knowledge, however, has been complicated by the ubiquitous presence of batch effects, namely systematic data variations between data collection batches that undergo varied experimental handling conditions such as regents, equipment, and personnel (Irizarry et al., 2003, Kratz and Carninci, 2014, Leek et al., 2010). Failure to properly manage batch effects has led to subpar and irreproducible interpretations of the data (Brown, Kaiser and Allison, 2018, Loven et al., 2012, Nekrutenko and Taylor, 2012). Statistical methods for managing batch effects have been developed in the setting of differential expression analysis for group comparison (Gagnon-Bartsch and Speed, 2012, Johnson, Li and Rabinovic, 2007, Lazar et al., 2013, Leek and Storey, 2007). The predominantly popular method is ComBat, which uses an Empirical Bayes approach to pool feature-specific estimates of batch effects across features (Johnson, Li and Rabinovic, 2007). Despite its popularity, ComBat has recently been shown to be unreliable when data batches and sample groups are confounded (Li et al., 2021, Nygaard, Rodland and Hovig, 2016). In this case, it may not only induce bias in the estimated group mean differences for individual features but also inflate correlations among molecular features (due to the deduction of estimated batch effects that are shared by features), leading to negative impact on downstream analysis.

Since its initial development, ComBat has also been used in the setting of survival outcome prediction – an important goal in biomedical studies for disease management and trial design (Lee, 2005, Li et al., 2010, van't Veer and Bernards, 2008). In this setting, transcriptomics data are first adjusted for batches using ComBat without sample groups and then used as covariates in survival
regression (Han, Sayyid and Altman, 2021, McKinney et al., 2021, Wang et al., 2017). As shown in this article, such sequential operation of batch adjustment and survival analysis is inadequate, especially when batches and survival outcome are confounded. Therefore, we propose a new method for managing batch effects in survival prediction. Our method enables concurrent batch management and survival prediction by adjusting batches as strata in Cox proportional hazards regression (Kalbfleisch and Prentice, 2002). In stratified Cox regression models, the baseline hazard is stratum-specific and a common hazard ratio for each covariate is aggregated over strata (Bradburn et al., 2003, Cochran, 1968). It has been previously used in low-dimensional data to handle covariates that deviate from the proportional hazard assumption and to estimate the interaction between a covariate and the stratification variable (Altman, 1990). For managing batch effects in survival analysis of high-dimensional transcriptomics data, we propose to combine batch stratification and variable selection to simultaneously mitigate batch effects and build survival predictors. We call this new method BatMan (“BATch MitigAtion via stratificatioN”).

To investigate the performance of BatMan in comparison with ComBat for survival prediction, we conduct a simulation study using data simulated from a pair of microRNA (miRNA) microarray datasets (Bartel, 2004, Qin et al., 2014, Qin et al., 2018). Two datasets were previously collected for the same set of tumor samples, where arrays in one dataset were processed with uniform handling in a single batch and arrays in the other dataset were generated with disparate handling in multiple batches (Qin et al., 2014, Qin et al., 2018). Leveraging the paired datasets, we developed a re-sampling-based approach for simulating array data and a permutation-based procedure for generating outcome data under prespecified levels of association (Ni and Qin, 2021, Qin, Huang and Begg, 2016). Here we use this approach to generate data under various scenarios for assessing the performance of BatMan and ComBat, each either applied alone or together with
Our simulations show that (1) BatMan outperforms ComBat in nearly all scenarios when there are batch effects in the training data or test data, and (2) their performance can be worsened by the addition of data normalization.

We further evaluate the performance of BatMan and ComBat using the miRNA array data for ovarian cancer from the Cancer Genome Atlas (TCGA) (Cancer Genome Atlas Research, 2011). Ovarian cancer is the fifth most common cause of cancer deaths in women in the United States (ACS, 2022). The majority of ovarian carcinomas are of high-grade serous histology and associated with poor prognosis; nearly one-third of these patients will not respond to initial treatment with surgery and chemotherapy and die within one year of diagnosis (Barlin et al., 2012). Molecular predictors are thus needed to improve patient stratification and treatment options in this challenging disease (Zhang et al., 2020). This analysis shows that (1) BatMan leads to more accurate outcome prediction than ComBat, and (2) the prediction accuracy is worsened by the addition of data normalization.

2. METHODS

2.1 Batch Mitigation via Stratification (BatMan)

We propose to use the stratified Cox regression model in combination with variable selection methods to build a model for survival probability prediction while mitigating the negative impact of batch effects. Suppose there are $B$ batches in the data for $n$ samples. Let $T_{bi}$ and $C_{bi}$ be the time to the outcome of interest and the censoring time, respectively, for sample $i$ in batch $b$ ($i = 1, ..., n_b, b = 1, ..., B$). Let $\Delta_{bi} = I(T_{bi} \leq C_{bi})$ be the censoring indicator, where $I(\cdot)$ denotes the indicator function. Suppose $G$ molecular features are measured for each sample. Further denote the $G$-dimensional true expression levels of measured molecular features for sample $i$ in batch $b$
by $X_{bi}$ and the vector of batch effects by $W_b = (W_{1b}, ..., W_{Gb})$, where $W_{gb} (g = 1, ..., G)$ is the feature-specific batch effect for feature $g$ in batch $b$. Thus, we allow batch effects to vary across features and shared across samples in the same batch. The observed expression levels that are contaminated by batch effects can be written as $Z_{bi} = X_{bi} + W_b$. Let $\beta_0$ be the true $G$-dimensional regression coefficients of $X$. Let $h_{b0}(t)$ be the batch-specific baseline hazard function of the outcome event. Under the proposed batch-stratified Cox regression model,

$$h(t | Z_{bi}) = h_{b0}(t)\exp (Z_{bi}'\beta).$$

Suppose there are $m_b$ unique event times in batch $b$, denoted by $t_{bi}$ ($i = 1, ..., m_b$). Denote the batch-specific risk set at time $t_{bi}$ by $R(t_{bi})$. The partial likelihood function for the batch-stratified Cox model is

$$L_s(\beta) = \prod_{b=1}^{B} \prod_{i=1}^{m_b} \frac{\exp(Z_{bi}'\beta)}{\sum_{j \in R(t_{bi})} \exp(Z_{bj}'\beta)}$$

$$= \prod_{b=1}^{B} \prod_{i=1}^{m_b} \frac{\exp((X_{bi}' + W_b')\beta)}{\sum_{j \in R(t_{bi})} \exp((X_{bj}' + W_b')\beta)}$$

$$= \prod_{b=1}^{B} \prod_{i=1}^{m_b} \frac{\exp(X_{bi}'\beta)}{\sum_{j \in R(t_{bi})} \exp(X_{bj}'\beta)}$$

Thus, it is clear that batch effects cancel out due to the structure of the stratified partial likelihood function and the, by definition, batch-specific bath effects. In this article, we consider a batch to be either an array slide (containing multiple arrays) or an experimental batch (containing multiple array slides).

Since $G$ is typically much larger than the sample size $n$ in a transcriptomic study, a variable selection method is needed to build a parsimonious model of features that are strongly associated with the survival outcome. We implement the stratified Cox regression with two commonly used
methods for variable selection: (1) univariate variable selection based on p-values and (2) regularized regression with a penalty term (Hastie et al., 2009).

- In the univariate method, we assess the significance of survival outcome association for each feature using a univariate stratified Cox regression model and select features with a p value less than or equal to a given cutoff. The selected features are then included in a multivariate stratified Cox model. The p value cutoff is selected via a grid search (for example, from 0 to 0.01 by 0.0005) to minimize the Akaike information criterion (AIC) in the multivariate model (Akaike, 1973).

- In the regularized method, the regression coefficient $\beta$ is estimated based on the penalized logarithm of the stratified partial likelihood function in the following form:

$$\log(L_s(\beta)) - n\lambda \sum_{g=1}^{G} J(\beta_g),$$

where $\lambda$ is a tuning parameter that controls the magnitude of the penalty and $\beta_g$ is the $g$-th component of $\beta$. In this article, we focus on the use of the Lasso penalty where $J(\beta_g) = |\beta_g|$ and the adaptive Lasso penalty where $J(\beta_g) = |\beta_g|/|\hat{\beta}_g|$, with $\hat{\beta}_g$ being a consistent estimator of the true value $\beta_{0g}$ (Tibshirani, 1997). The adaptive Lasso penalty is a modified version of the Lasso penalty that renders it the oracle property (Zou, 2006). They both can provide sparse estimates of $\beta$ with some components being exactly zero, thereby achieving variable selection. Cross-validation is used to select the tuning parameter $\lambda$ via grid search. The coordinate descent algorithm is modified by incorporating stratification and then used for estimating the regularized regression coefficients (Simon et al., 2011). To speed up the computation, we precede fitting the regularized regression model with a variable screening step, which uses the univariate stratified Cox model to select the top $[n_0/4]$ features with the largest univariate partial likelihood, where $n_0$ is the number of events in the data and $[.]$ denotes the nearest
integer. This two-step variable selection strategy has been extensively studied in high-dimensional data analysis literature and showed satisfactory performance (Fan, Samworth and Wu, 2009, Fan and Lv, 2008, Tamba, Ni and Zhang, 2017).

2.2 Empirical Bayes Method for Adjusting Batch Effects (ComBat)

This section provides a brief overview of the ComBat method (Johnson, Li and Rabinovic, 2007). ComBat adopts a location and scale model. Following similar notations as in BatMan, the model underlying ComBat can be written as:

\[ Z_{big} = \alpha_{0g} + V\alpha_{1g} + \gamma_{bg} + \delta_{bg}\epsilon_{big}, \]

Where \( Z_{big} \) is the observed expression level of feature \( g \) in sample \( i \) from batch \( b \), \( \alpha_{0g} \) is the baseline expression level of feature \( g \), and \( \alpha_{1g} \) is the regression coefficient vector corresponding to the design matrix \( V \) that contains covariates thought to be associated with feature expression levels. Note that we do not consider any such covariates in this study. The batch-related parameters \( \gamma_{bg} \) and \( \delta_{bg} \) represent the additive and multiplicative batch effects of batch \( b \) for feature \( g \), respectively. The error term \( \epsilon_{big} \) is assumed to follow a normal distribution with mean zero and variance \( \sigma^2_g \).

The first step of ComBat is to calculate the standardized data \( S_{big} \) that only contains information on batch effects:

\[ S_{big} = \frac{Z_{big} - \hat{\alpha}_{0g} - V\hat{\alpha}_{1g}}{\hat{\delta}_g}, \]

where \( \hat{\alpha}_{0g} \), \( \hat{\alpha}_{1g} \), and \( \hat{\delta}_g \) are estimated from the feature-wise univariate ordinary linear regression with intercept, \( V \), and batch indicator. Based on a location-and-scale model, \( S_{big} \) follows the \( N(\gamma^*_{bg}, \delta^2_{bg}) \) distribution, where \( \gamma^*_{bg} = \gamma_{bg}/\hat{\delta}_g \). Next, \( \gamma^*_{bg} \) and \( \delta^2_{bg} \) are assumed to follow prior
distributions of $N(\gamma_b, \tau_b^2)$ and Inverse Gamma ($\lambda_b, \theta_b$), respectively. Hyperparameters $\gamma_b, \tau_b^2, \lambda_b, \theta_b$ are estimated empirically from the standardized data using the method of moments. When there is evidence that the normal and inverse gamma prior distributions assumed for $\gamma_{bg}^*$ and $\delta_{bg}^2$, respectively, do not fit the data well, a non-parametric prior method can be used instead. Finally, the Empirical Bayes estimates of parameters, $\hat{\gamma}_{bg}^*$ and $\hat{\delta}_{bg}^2$, are used to calculate the batch-adjusted data $Z_{big}^*$:

$$Z_{big}^* = \frac{\delta_{bg}}{\delta_{bg}} (S_{bg} - \hat{\gamma}_{bg}^*) + \hat{\alpha}_{0g} + V\hat{\alpha}_{1g}.$$ 

The batch-adjusted data are then used for subsequent analyses such as survival prediction.

2.3 Simulation Study

Collection of the empirical data

Details on data collection can be found in Qin et al. (Qin et al., 2014, Qin, Huang and Begg, 2016, Qin et al., 2018). Briefly, 96 high-grade serous ovarian cancer samples and 96 endometroid endometrial cancer samples were collected at Memorial Sloan Kettering Cancer Center between 2000 and 2012. Their miRNA expression levels were measured twice using Agilent microarrays (Release 16.0, Agilent Technologies, Santa Clara, CA), one with uniform handling that minimized batch effects and the other with typical practices where the arrays were processed in multiple batches resulting in batch effects. We call the first design the ‘uniformly-handled’ design and the second the ‘non-uniformly-handled’ design. The raw array data were preprocessed with log2 transformation and median summarization across replicate probes for each feature (Qin, Huang and Zhou, 2014).

Estimation of biological effects

We use the data collected with the uniformly handled design from the 96 ovarian-cancer samples as a best approximate for the biological effects of these samples. We call them ‘virtual samples’.
**Estimation of handling effects**

Assuming that handling effects are additive, we use the differences between the uniformly handled and the non-uniformly handled datasets to estimate the handling effects of the arrays in the latter dataset. We call them ‘virtual arrays’ and split them (by whole slides, each of which contains eight arrays) into two 96-array sets, one for prediction model training and another for validation. The additivity assumption has been deemed reasonable for microarray data and has been adopted in published methods on microarray data normalization and analysis (Kerr, Martin and Churchill, 2000, Qin and Satagopan, 2009).

**Elicitation of regression coefficients**

We use the virtual samples to assess each feature’s association with progression free survival (PFS), an important survival outcome variable in ovarian cancer (Barlin *et al.*, 2012). PFS is defined as the time from primary surgery to disease progression, death, or loss of follow-up, whichever occurs first. The censoring rate was 23% (22/96) in the data. Univariate Cox regression analysis identifies six features with p values less than 0.005 whose log hazard ratio ranged from 0.26 to 0.78 (Qin and Levine, 2016). Three sets of ‘true regression coefficients’ from the estimated regression coefficients are generated with various signal levels: (1) Moderate signal, which uses the quadruple of the univariately estimated log hazard ratios for the six most significant features and zero for the other features; (2) Weak signal, which uses 0.35 for 30 randomly selected features (irrespective of the six features used in moderate signal scenario and fixed selection for all simulation replications), and zero for the other features; (3) Null signal, which uses zero for all features. We set the L1 norm of the moderate-signal coefficient vector to be equal to that of the weak-signal coefficient vector, so that the two vectors have the same “total” effect that is distributed differently across features.

**Simulation of survival outcome**

We use a previously developed permutation-based method to simulate the new PFS outcome based on the true regression coefficients and biological
effects of features. The simulated PFS maintains the same marginal distribution as the observed PFS. Briefly, the observed PFS times are sorted in ascending order and then sequentially and probabilistically paired with the virtual samples based on multinomial distributions whose parameters are the partial likelihood of each unpaired virtual sample assuming it fails at the given PFS time. Detailed description of this algorithm can be found in Ni and Qin (2021).

Simulation of miRNA data  To avoid overfitting, we simulate both training data and test data to build prediction models and evaluate their prediction performance, respectively. Training and test data are both simulated with virtual re-hybridization to preserve the complex across-feature correlation structure of biological effects and handling effects (Qin, Huang and Begg, 2016, Qin et al., 2014). Namely, the 96 virtual samples (along with their PFS times) are reassigned to the 96 virtual arrays allocated for training and test, respectively. Handling effects for each virtual array are then added to biological effects of the assigned virtual sample. We consider two scenarios for the reassignment: (1) randomized, and (2) sorted by simulated PFS time before reassignment so that PFS times are associated with handling effects.

Batch effects adjustment  We adjust handling effects that can be attributed to the data collection batches in the simulated data using BatMan or ComBat, either alone or following data normalization (median normalization, quantile normalization, and variance stabilizing normalization). ComBat is applied using the ComBat function in the R package sva; quantile normalization is applied using the normalize.quantiles function in the R package preprocessCore; variance stabilizing normalization uses the vsn2 function in the R package vsn. Similar methods are applied to the training data and test data, except that the frozen version of a corresponding normalization method is used for the test data (McCall, Bolstad and Irizarry, 2010). That is, frozen quantile normalization is used for test data where quantiles derived from the training data are used
to normalize the test data; VSN parameters that are estimated in the training data are used to normalize the test data.

**Prediction model training**  To reduce computational burden in simulations and alleviate collinearity in model fitting, we pre-filter the features using two criteria: (1) high abundance (mean expression on the log2 scale among the 96 samples $\geq 8$), and (2) no strong inter-features correlation (Pearson correlation coefficient $<0.9$). These criteria are applied to each simulated dataset, resulting in varied sets of features that pass the filtering across simulation runs. Typically, 100 to 200 features are kept for the model-training step. The same two methods for variable selection (univariate variable selection and regularized regression) introduced for BatMan are also used for the regression model fitting following ComBat. As a reference, we add a third method, which contains the true predictive features, referred to as the oracle method. Although the oracle model is not obtainable in practice, these results are nevertheless helpful for assessing the impact of batch effects and the effectiveness of batch effects adjustment methods on prediction accuracy.

**Prediction model evaluation**  Harrell’s C-index is used to evaluate prediction accuracy (Harrell, Lee and Mark, 1996). It is a function of the test data and regression coefficients of a trained model. For stratified Cox models, C-index is calculated as the weighted average of stratum-specific C-indices with the weight being the number of comparable pairs in each stratum. The mean, standard deviation, 2.5$^{th}$, and 97.5$^{th}$ percentile of the C-index among the 400 runs for each simulation scenario are calculated.

**Simulation scenarios**  Table 1 summarizes the eight scenarios investigated in our simulations. The scenarios are arranged in such a way that batch effects are increasingly prevalent and involved (that is, associated with the survival outcome).
To summarize, our simulations assess the performance of 19 approaches for batch-effects management in combination with 4 methods for prediction model development under 8 scenarios for data simulation.

2.4 Application to TCGA Ovarian Cancer Study

The proposed BatMan method, in comparison with the ComBat method, is applied to miRNA microarray data from the TCGA ovarian cancer study (Cancer Genome Atlas Research, 2011). The miRNA data along with the PFS data for 466 patients with stage II to IV primary, high-grade, untreated ovarian cancer were previously downloaded from the TCGA data portal (Hutter and Zenklusen, 2018). Among the 466 patients, 342 (73.3%) had disease progression or died during the study follow up. The batch variable, defined as the first shipment from the Biospecimen Core Resource (BCR), were downloaded at the TCGA Batch Viewer website (Akbani et al., 2022). The same strategies for managing batch effects and building prediction models in our simulation study are applied to build a prediction model for PFS using the TCGA miRNA data. The 466 samples are split, by whole batches, into four folds, with three folds used for model training and the remaining fold for testing as measured by the C-index; this procedure is repeated 50 times and the average C-index is reported.

3. RESULTS

3.1 Simulation with Moderate Signals

We present the results of the oracle, LASSO-penalized, and univariate-selection methods in the main text. In addition, we include in Supplementary Material the results of the adaptive-LASSO-penalized method, which is very similar to that of the LASSO-penalized method (S-Figure 1).
**Oracle method**

**Figure** 1 shows the simulation results for the oracle method in terms of the prediction accuracy measured by the test-data C-index.

When batch effects are absent (BE00Cor00), BatMan (alone) leads to the best prediction accuracy when either batch- or slide-stratification is used (C-index 0.94 and 0.95, respectively); ComBat by batches is nearly as good (C-index 0.94), while ComBat by slides is slightly worse (C-index 0.90); the three normalization methods, when used alone, have varied accuracy, with median normalization being close to BatMan and ComBat (C-index 0.92) and VSN and quantile normalization significantly worse (C-index 0.80 and 0.74, respectively); the combinations of normalization with BatMan or ComBat show similar accuracy to that of normalization alone (C-index 0.73~0.92).

When batch effects are present but not associated with survival time in the test data (BE10Cor00, BE10Cor10, BE11Cor00, and BE11Cor10), BatMan by slides offers notably better accuracy (C-index 0.79~0.89) than any other method under investigation. Its performance worsens slightly when used with median normalization (C-index 0.78~0.88). BatMan by batches and ComBat by slides, either used alone or combined with median normalization, also offer fairly high C-indices ranging from 0.75 to 0.86. ComBat by batches, either used alone or with median normalization exhibits lower accuracy (C-index 0.72~0.83). Again, VSN and quantile normalization, either used alone or together with BatMan or ComBat, are the worst performers (C-index 0.69~0.76).

When batch effects are present and associated with survival time in the test data (BE11Cor01, BE11Cor11, and BE11Cor1-1), the performance of all methods deteriorates (C-index 0.57~0.77), with BatMan and median normalization being the best performers (C-index 0.72~0.77). Of note, when batch effects are negatively associated with survival time (BE1Cor1-1), all three
normalization methods outperform BatMan and ComBat; however, this performance comes with the price of spurious predictive signals as we will show in the null-signal simulation scenario. Comparing across the eight panels, prediction accuracy is highest when there are no batch effects. It decreases for all methods when batch effects are present and further so when batch effects confound survival time. This overall trend reveals the chilling reality that batch effects negatively impact prediction modeling despite the use of data adjustment strategies. It also supports that BatMan is consistently a top performer, followed by ComBat and median normalization, while quantile normalization - currently the most popular strategy - does not satisfactorily remedy batch effects in survival prediction.

*Penalized regression method*

*Figure 2* displays the simulation results of LASSO-penalized Cox regression. The general patterns are very similar to those of the oracle method, with BatMan alone still a top performer across the eight simulation scenarios. A new observation is that, when batch effects are associated with survival time in the training data (BE10Cor10, BE11Cor10, BE11Cor01, BE11Cor11, and BE11Cor1-1), prediction accuracy is highly variable for quantile normalization and VSN as evidenced by exceptionally wide ranges between 2.5\(^{th}\) and 97.5\(^{th}\) percentiles of C-index, when used alone or in combination. This makes these methods even less desirable.

*Univariate selection method*

*Figure 3* presents the results when the univariate selection method is used to build the prediction model. In general, prediction accuracy becomes lower and substantially more variable across most adjustment strategies when compared to the oracle and LASSO methods. Notably, when batch
effects are only present in training data and associated with survival time (BE10Cor10 and BE11Cor10), ComBat by batches (either alone or combined with median normalization) slightly outperforms BatMan (C-index 0.73~0.79 versus 0.72~0.76). However, as the univariate selection method results in lower prediction accuracy than the Lasso method across the board, the latter should be the preferred strategy for managing batch effects in practice.

3.2 Simulation with Weak Signals
Simulation results under weak signals are included in Supplementary Material (S-Figures 2-5). The general observations are consistent with those under moderate signals, demonstrating the robustness of our findings to the strength of prognostic signals.

3.3 Simulation with Null Signal
We further examine the performance of adjustment strategies under the null model where no feature is associated with the survival outcome. Note that the oracle method is not available under the null model. The results are presented in Supplementary Material (S-Figures 6-8). Under the null model, as expected, no modeling approach offers any predictive value regardless of the choice of adjustment strategies in general, which is reflected by C-index being around 0.5 (BE00Cor00, BE10Cor00, BE10Cor10, BE11Cor00, BE11Cor10, and BE11Cor01). However, when batch effects exist in both training and test data with positive association with the survival outcome (BE11Cor11), normalization and ComBat lead to small but notable predictive values beyond a random guess (C-index 0.52~0.56); conversely, when the association between batch effects and the survival outcome is negative (BE11Cor1-1), normalization and ComBat exhibit slightly predictive values in the reverse direction reflected by C-index being below 0.5 (C-index 0.45~0.48).
These observations suggest that batch effects that confound survival outcome can induce spurious predictive values, either positive or negative depending on the direction of the confounding association.

3.4 Application to the TCGA Ovarian Cancer MiRNA Microarray Study

The 466 samples in the TCGA study were collected in 98 batches and, as shown in S-Figure 9 of the Supplementary Material, they exhibited strong evidence of batch effects. Figure 4 depicts the average test-data C-index from the repeated splits of the TCGA ovarian cancer data. The prediction accuracy of BatMan exceeds that of ComBat for all three modeling approaches (univariate selection, Lasso, and adaptive Lasso) regardless of the use of normalization. Moreover, its performance is worsened by the addition of VSN or quantile normalization. These results are consistent with our findings in the simulation study.

4. DISCUSSION

While stratified regression is proven useful for analyzing low-dimensional data, it has been underutilized for high-dimensional data and has not been applied for the purpose of managing batch effects in transcriptomics data. In this article, we propose to use stratification along with variable selection for simultaneously mitigating batch effects and building survival predictors. We demonstrated with both simulations and real data analysis that BatMan is more effective than ComBat, especially when there are batch effects in the data. As pointed out by Nygaard et al (2016) and Li & Johnson (2021), ComBat-adjusted data may possess biased group differences and inflated correlations among samples, leading to adverse impacts on downstream data analysis. In contrast,
BatMan cancels out batch effects by taking advantage of the partial likelihood structure and hence avoids estimating and subtracting batch effects.

The performance of BatMan depends on the size of the strata (that is, the batches). Our simulation study examines two stratum sizes, array slides (each of size eight) and array batches (each of size 32 to 40). Slides offer smaller stratum size than batches, which leads to lower efficiency and greater variance as well as a higher likelihood of having zero-event strata, especially when censoring rate is high. Stratification by slides outperforms by batches in our simulations, but this may not always be the case. Overall, there is a bias-variance trade-off in the choice of strata. In practice, one could use cross-validation to choose the batch variable that offers the best prediction. The performance of BatMan also depends on the use of a preceding normalization step. Adding such a step worsens the prediction especially when quantile normalization or variance stabilizing normalization is used, which is consistent with our recent study that evaluated the operating characteristics of data normalization for survival prediction (Ni and Qin, 2021).

We have previously showed that balanced study design in data collection (via the use of design elements such as blocking and randomization when assigning arrays to samples) is more effective than post-hoc data adjustment in the context of sample classification (Qin, Huang and Begg, 2016). For survival prediction, nested case-control designs can in principle be used for balancing batches and the outcome, where each case that incurs the event of interest is matched with one or more controls from the same batch to form a stratum; however, the issues of duplicate and empty matching inevitably arise in nested case-control design, making it not quite practical.

We simulate array data with virtual rehybridization and outcome data with permutation to avoid unrealistic parametric assumptions and to mimic empirical data as much as possible. The re-sampling-based methods help preserve marginal distributions and complex correlation structures
in biologic variations and batch effects as well as the association between biologic signals and survival outcome. However, these methods are limited in their ability to single out the impact of one factor while holding the other factors constant. For example, they cannot isolate whether the negative impact of batch effects is due to the altered marginal distributions of features or the induced inter-feature correlations.

This article illustrates the benefits of the proposed BatMan method and assesses its performance along with ComBat and data normalization in the context of survival risk prediction. When developing a survival risk prediction model using transcriptomics data that possess batch effects, we recommend the use of BatMan without normalization. Even better, whenever possible, we encourage the use of uniform handling in data collection to prevent batch effects and generate high-quality data so that the data-to-knowledge translation can be accurate and reproducible.
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**Table 1. Summary of simulation scenarios.** For scenario notation, ‘BE’ stands for Batch Effects; the first and second digits following ‘BE’ indicate presence (‘1’) versus absence (‘0’) of batch effects in the training and the test data, respectively; ‘Cor’ stands for correlation with survival outcome; The first and second digits following ‘Cor’ indicate the presence (‘1’=positive, ‘-1’=negative) versus absence (‘0’) of correlation between batch effects and survival outcome in the training and test data, respectively.

| Scenario Notation | Batch effects in the training data | Batch effects in the test data | Batch effects correlated with outcome in the training data | Batch effects correlated with outcome in the test data |
|-------------------|----------------------------------|--------------------------------|----------------------------------------------------------|-------------------------------------------------------|
| BE00Cor00         | No                               | No                             | No                                                       | No                                                    |
| BE10Cor00         | Yes                              | No                             | No                                                       | No                                                    |
| BE10Cor10         | Yes                              | No                             | Yes                                                      | No                                                    |
| BE11Cor00         | Yes                              | Yes                            | No                                                       | No                                                    |
| BE11Cor10         | Yes                              | Yes                            | Yes                                                      | No                                                    |
| BE11Cor01         | Yes                              | Yes                            | No                                                       | Yes                                                   |
| BE11Cor11         | Yes                              | Yes                            | Yes                                                      | Yes                                                   |
|                   |                                  |                                | (positively)                                              |                                                       |
| BE11Cor1-1        | Yes                              | Yes                            | Yes                                                      | Yes                                                   |
|                   |                                  |                                | (negatively)                                              |                                                       |
Figure 1. Test data Harrell’s C-index of the prediction model developed by the oracle method under moderate signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: Strat_S = stratification by array slides; Strat_B = stratification by slide batches; ComBat_S = ComBat by array slides; ComBat_B = ComBat by slide batches; Median N = median normalization; Quantile N = quantile normalization; VSN = variance stabilizing normalization. Panel legend: see notations in Table 1.
Figure 2. Test data Harrell’s C-index of the prediction model developed by the Lasso method under moderate signal. Vertical bars represent 2.5\textsuperscript{th} and 97.5\textsuperscript{th} percentiles. Symbols in the bars represent mean values. Symbol legend: Strat\_S = stratification by array slides; Strat\_B = stratification by slide batches; ComBat\_S = ComBat by array slides; ComBat\_B = ComBat by slide batches; Median\ N = median normalization; Quantile\ N = quantile normalization; VSN = variance stabilizing normalization. Panel legend: see notations in Table 1.
Figure 3. Test data Harrell’s C-index of the prediction model developed by the univariate method under moderate signal. Vertical bars represent 2.5\textsuperscript{th} and 97.5\textsuperscript{th} percentiles. Symbols in the bars represent mean values. Symbol legend: \textit{Strat\_S} = stratification by array slides; \textit{Strat\_B} = stratification by slide batches; \textit{ComBat\_S} = ComBat by array slides; \textit{ComBat\_B} = ComBat by slide batches; \textit{Median N} = median normalization; \textit{Quantile N} = quantile normalization; \textit{VSN} = variance stabilizing normalization. Panel legend: see notations in Table 1.
Figure 4. Test data Harrell’s C-index of the prediction model developed based on the TCGA ovarian cancer microRNA microarray data. Dots represent the average test data C-index from the 50 repeated random splitting of the original dataset. MN = median normalization; QN = quantile normalization; VSN = variance stabilizing normalization.
SUPPLEMENTS

S-Figure 1. Test data Harrell’s C-index of the prediction model developed by the adaptive Lasso method under moderate signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: \textit{Strat} \_\textit{S} = stratification by array slides; \textit{Strat} \_\textit{B} = stratification by slide batches; \textit{ComBat} \_\textit{S} = ComBat by array slides; \textit{ComBat} \_\textit{B} = ComBat by slide batches; \textit{Median N} = median normalization; \textit{Quantile N} = quantile normalization; \textit{VSN} = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 2. Test data Harrell’s C-index of the prediction model developed by the oracle method under small signal. Vertical bars represent 2.5\textsuperscript{th} and 97.5\textsuperscript{th} percentiles. Symbols in the bars represent mean values. Symbol legend: Strat\_S = stratification by array slides; Strat\_B = stratification by slide batches; ComBat\_S = ComBat by array slides; ComBat\_B = ComBat by slide batches; Median\_N = median normalization; Quantile\_N = quantile normalization; VSN = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 3. Test data Harrell’s C-index of the prediction model developed by the Lasso method under small signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: Strat S = stratification by array slides; Strat B = stratification by slide batches; ComBat S = ComBat by array slides; ComBat B = ComBat by slide batches; Median N = median normalization; Quantile N = quantile normalization; VSN = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 4. Test data Harrell’s C-index of the prediction model developed by the adaptive Lasso method under small signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: **Strat S** = stratification by array slides; **Strat B** = stratification by slide batches; **ComBat S** = ComBat by array slides; **ComBat B** = ComBat by slide batches; **Median N** = median normalization; **Quantile N** = quantile normalization; **VSN** = variance stabilizing normalization. Panel legend: see notations in Table 1.
**S-Figure 5.** Test data Harrell’s C-index of the prediction model developed by the univariate method under small signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: *Strat S* = stratification by array slides; *Strat B* = stratification by slide batches; *ComBat S* = ComBat by array slides; *ComBat B* = ComBat by slide batches; *Median N* = median normalization; *Quantile N* = quantile normalization; *VSN* = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 6. Test data Harrell’s C-index of the prediction model developed by the Lasso method under null signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: *Strat_S* = stratification by array slides; *Strat_B* = stratification by slide batches; *ComBat_S* = ComBat by array slides; *ComBat_B* = ComBat by slide batches; *Median N* = median normalization; *Quantile N* = quantile normalization; *VSN* = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 7. Test data Harrell’s C-index of the prediction model developed by the adaptive Lasso method under null signal. Vertical bars represent 2.5\textsuperscript{th} and 97.5\textsuperscript{th} percentiles. Symbols in the bars represent mean values. Symbol legend: Strat \(S\) = stratification by array slides; Strat \(B\) = stratification by slide batches; ComBat \(S\) = ComBat by array slides; ComBat \(B\) = ComBat by slide batches; Median \(N\) = median normalization; Quantile \(N\) = quantile normalization; VSN = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 8. Test data Harrell’s C-index of the prediction model developed by the univariate method under null signal. Vertical bars represent 2.5th and 97.5th percentiles. Symbols in the bars represent mean values. Symbol legend: *Strat S* = stratification by array slides; *Strat B* = stratification by slide batches; *ComBat S* = ComBat by array slides; *ComBat B* = ComBat by slide batches; *Median N* = median normalization; *Quantile N* = quantile normalization; *VSN* = variance stabilizing normalization. Panel legend: see notations in Table 1.
S-Figure 9. Boxplots of miRNA microarray data for the 466 samples in the TCGA ovarian cancer study. Each boxplot represents a tumor sample. Alternating shading and non-shading indicate experimental batches.