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Abstract
We prove the first \(\chi\)-bounding function for circle graphs that is optimal up to a constant factor. To be more precise, we prove that every circle graph with clique number at most \(\omega\) has chromatic number at most \(2\omega \log_2(\omega) + 2\omega \log_2(\log_2(\omega)) + 10\omega\).

1 Introduction

A circle graph is an intersection graph of chords on a circle; each vertex corresponds to a chord and two vertices are adjacent whenever their corresponding chords intersect. A class of graphs is \(\chi\)-bounded if there exists some function which bounds the maximum chromatic number of graphs in the class in terms of their clique number \(\omega\). We call such a function a \(\chi\)-bounding function.

Gyárfás [21] proved that circle graphs are \(\chi\)-bounded and asked [21,22] for improved \(\chi\)-bounding functions. In particular Gyárfás [21] originally asked if a linear \(\chi\)-bounding function was possible. This was answered in the negative by Kostochka [25] who gave the superlinear lower bound of \(\frac{1}{2}\omega(\ln\omega - 2)\). Matching this up to a constant factor, we prove the first \(O(\omega \log \omega)\) upper bound.

Theorem 1. Every circle graph with clique number at most \(\omega\) has chromatic number at most \(2\omega \log_2(\omega) + 2\omega \log_2(\log_2(\omega)) + 10\omega\).

Theorem 1 follows a number of improvements to the \(\chi\)-bounding function over the last 35 years [10,20,24,25]. In particular we extend and refine the techniques that were recently introduced by the author and McCarty [10] to prove the first polynomial \(\chi\)-bounding function of \(O(\omega^2)\) for circle graphs. Two other classes generalising circle graphs that are now known to have polynomially \(\chi\)-bounding functions are interval filament graphs [10,26] and grounded L-graphs [9]. Combining Theorem 1 with a result in [26] improves the best known \(\chi\)-bounding function for interval filament graphs from \(O(\omega^4)\) to \(O(\omega^3 \log \omega)\). There are also many classes that contain circle graphs and are known to be \(\chi\)-bounded (although they usually have extremely large \(\chi\)-bounding functions), for the most general examples see [7,8,24,30], and for more on \(\chi\)-boundedness see the recent survey by Scott and Seymour [31].

Circle graphs and their representations are fundamental objects that appear in a diverse range of study. Some examples include knot theory [21], bioinformatics [23], quantum field theory [27], quantum computing [5,55], and data structures [14]. On the more combinatorial side, in addition to discrete and computational geometry, circle graphs and their representations also appear in the study of continued fractions [34], vertex-minors [18], matroid representation [4], and in various sorting problems [19]. Circle graphs are also deeply related to planar graphs; the fundamental graphs of planar graphs are exactly the class of bipartite circle graphs [15]. Direct applications of colouring circle graphs include finding the minimum number of stacks needed to obtain a given permutation [13], solving routing problems such as in VLSI physical design [32], and finding stack layouts of graphs, which also has a number of additional applications of its own (see [11]).
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With these applications in mind, it is desirable to have an efficient algorithm for colouring circle graphs. While their clique numbers can be found in polynomial time \[17\], unfortunately the problem of determining their chromatic number is NP-complete \[16\]. So the best that can be hoped for is an efficient approximation algorithm. The proof of Theorem \[1\] is constructive and yields a practical polynomial time algorithm for colouring circle graphs with a colouring that is optimal up to at most a logarithmic factor of the chromatic number.

For completeness, we also provide a new simple lower bound construction for the \(\chi\)-bounding function of circle graphs. As a bonus it improves Kostochka’s \[25\] lower bound by a factor of 2.

**Theorem 2.** For every positive integer \(\omega\) there is a circle graph with clique number at most \(\omega\) and chromatic number at least \(\omega (\ln \omega - 2)\).

For large clique number this leaves a constant factor of about \(2 \log_2(e) \approx 2.8854\) between the upper and lower bounds. These new upper and lower bounds are remarkably tight, but the difference between the logarithmic bases used in the upper and lower bounds is certainly curious.

For small clique number just one non-trivial tight bound is known; the maximum chromatic number of a triangle-free circle graph is equal to 5 \[1, 25\]. In the next case, the best known upper bound is due to Nenashev \[28\] who proved that \(K_4\)-free circle graphs have chromatic number at most 30. By optimizing the proof of Theorem \[1\] to the \(\omega = 3\) case, it is possible to improve this upper bound to 19. We sketch the required modifications after the proof of Theorem \[1\].

The proof of Theorem \[1\] is entirely self-contained and covered in the next few sections. In the last section we prove Theorem \[2\].

## 2 Preliminaries

The proof of Theorem \[1\] is essentially by proving a stronger statement on being able to extend certain well-structured partial pre-colourings. This better facilitates an inductive argument and is an idea most famously used in Thomassen’s \[33\] proof that planar graphs are 5-choosable. As in \[10\], we use what we call a pillar assignment to colour our circle graphs. The reason for this is two-fold: pillar assignments provide a convenient way to describe the possible pre-colourings, and they also act as a useful tool for extending the pre-colourings. However we require a definition of pillar assignments that is different to that of \[10\].

In \[10\] we used pillar assignments to obtain an improper colouring such that every monochromatic component was a permutation graph. By exploiting the structure of our improper colouring and using a natural Turán-type lemma on permutation graphs, we were able to bound the number of colours needed in this improper colouring. Then finally a proper colouring was obtained by refining the improper colouring.

Although significantly easier to do so, obtaining a proper colouring by first going via this improper colouring appears to present a degree of inefficiency in minimising the number of colours used. So the most significant difference with the notion of pillar assignment that we use is that it provides a proper colouring of the circle graph directly. This involves colouring certain induced permutation subgraphs in a particular well-structured way. The purpose of this additional structure in the colouring is to allow for a new Turán-type lemma. Although this lemma is less natural, it is much more specialised to our notion of pillar assignments. With this new notion of pillar assignment and its tailor-made Turán-type lemma, we are then able to obtain the improved bounds with an inductive argument on extending pillar assignments in a similar way to in \[10\].

As a step towards proving our required tailor-made Turán-type lemma, we actually prove a tight (and somewhat more abstract) version of the Turán-type lemma on permutation graphs used in \[10\] (see Theorem \[2\]).

For convenience of proving Theorem \[1\] we use an interval overlap representation of our circle graphs rather than a chord diagram representation. An interval system is a collection of open
intervals in (0, 1) such that no two share an endpoint. Two distinct intervals $I_1, I_2$ overlap if they have non-empty intersection, and neither is contained in the other. The overlap graph of an interval system $\mathcal{I}$ is the graph with vertex set $\mathcal{I}$ where two vertices are adjacent whenever their corresponding intervals overlap. It can easily be checked that circle graphs are exactly overlap graphs of interval systems. Similarly, permutation graphs are exactly the overlap graphs of interval systems $\mathcal{I}$ such that there exists a $p \in (0, 1)$ with $p \in I$ for all intervals $I \in \mathcal{I}$.

It is often more convenient to examine properties of a circle graph as equivalent properties of their interval systems. Note that sets of pairwise non-overlapping intervals in an interval system correspond to stable sets in the overlap graph, and sets of pairwise overlapping intervals correspond to cliques. Given an interval system $\mathcal{I}$, we let $\omega(\mathcal{I})$ be equal to the size of the largest set of pairwise overlapping intervals contained in $\mathcal{I}$. Equivalently, $\omega(\mathcal{I})$ is equal to the clique number of the overlap graph of $\mathcal{I}$. Similarly we consider colourings of an interval system with a notion equivalent to that of colourings of their overlap graphs. A proper partial colouring of an interval system $\mathcal{I}$ is an assignment of colours to a subset of the intervals of $\mathcal{I}$ so that no pair of overlapping intervals receive the same colour. We say that a proper colouring of $\mathcal{I}$ is complete if every interval of $\mathcal{I}$ is assigned a colour.

For an interval $I \subseteq (0, 1)$, let $\ell(I)$ be its leftmost endpoint and let $r(I)$ be its rightmost endpoint. For two intervals $I_1, I_2 \subseteq (0, 1)$, we use $I_1 < I_2$ to denote that $r(I_1) < \ell(I_2)$, and similarly $I_1 > I_2$ to denote that $\ell(I_1) > r(I_2)$. Given a finite partially ordered set $(X, \preceq)$, and some $x \in X$, the height $h(x)$ of $x$ in the partial order is equal to the maximum length of a chain ending in $x$. For a positive integer $k$, we let $[k] = \{1, \ldots, k\}$.

We finish this section with a lemma on colouring permutation graphs that is used in our definition of pillar assignments. In addition to the bound on the number of colours required, we also make use of the described additional properties of this colouring.

**Lemma 3.** Let $\mathcal{I}$ be an interval system with $\omega(\mathcal{I}) = \omega$ such that all intervals of $\mathcal{I}$ contain some given point $p \in \mathbb{R}$, and let $C \subseteq \mathbb{N}$ have $|C| = \omega$. Then there is a proper colouring $\phi_p : \mathcal{I} \to C$ such that if $I_1, \ldots, I_k \in \mathcal{I}$ are intervals with $\phi_p(I_1) < \cdots < \phi_p(I_k)$ and $\ell(I_1) < \cdots < \ell(I_k)$ (or $r(I_1) < \cdots < r(I_k)$), then there exist $k$ pairwise overlapping intervals $I^*_1, \ldots, I^*_k \in \mathcal{I}$ with $\ell(I^*_1), \ldots, \ell(I^*_k) \in [\ell(I_1), \ell(I_k)]$ (or $r(I^*_1), \ldots, r(I^*_k) \in [r(I_1), r(I_k)]$ respectively).

**Proof.** Let $C = \{c_1, \ldots, c_\omega\}$, where $c_1 < \cdots < c_\omega$. Let $\preceq$ be the partial order of $\mathcal{I}$ such that $I \preceq I'$ whenever $\ell(I) \preceq \ell(I')$ and $r(I) \preceq r(I')$ (or $I = I'$). Notice that two intervals overlap exactly when they are comparable in the partially ordered set $(\mathcal{I}, \preceq)$. For each $I \in \mathcal{I}$, let $\phi_p(I) = c_{h(I)}$. The colouring $\phi_p$ is exactly the same as a first fit colouring of the intervals of $\mathcal{I}$ when they are ordered according to either their leftmost or rightmost endpoints. This provides a proper $C$-colouring as the size of the largest chain in $(\mathcal{I}, \preceq)$ is equal to $\omega$. For an example of such a colouring $\phi_p$, see Figure [1].

It remains to show that this colouring satisfies the desired properties.

Suppose that $I_1, \ldots, I_k \in \mathcal{I}$ are such that $\phi_p(I_1) < \cdots < \phi_p(I_k)$ and $\ell(I_1) < \cdots < \ell(I_k)$. Let $I^*_k = I_k$ and for each $j < k$ in decreasing order, let $I^*_j$ be the interval with $\ell(I^*_j)$ maximum, subject
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Figure 1: The colouring $\phi_p$ of an interval system whose intervals all contain $p$ in the case that $C = \{1, 2, 3\}$. The colour that the intervals receive is the number appearing below their leftmost endpoint.
to $I^*_j < I^*_{j+1}$ and $\phi_p(I^*_j) = \phi_p(I_j)$. Such intervals $I^*_j$ must exist with $\ell(I_j) \leq \ell(I^*_j) < \ell(I^*_{j+1})$
by the choice of colouring $\phi_p$ as if $I' \in \mathcal{I}$ were an interval with $I' < I^*_{j+1}$, $\phi_p(I') = \phi_p(I_j)$, and
$\ell(I') < \ell(I^*_{j+1})$, then $I'$ and $I_j$ would be non-overlapping, and so $I_j$ would overlap with $I^*_{j+1}$ and
hence precede $I^*_{j+1}$ in the partial order. Then $I_1^* < \cdots < I_k^*$, and so $I_1^*, \ldots, I_k^*$ are pairwise overlapping
with $\ell(I_1^*), \ldots, \ell(I_k^*) \in [\ell(I_1), \ell(I_k)]$ as required.

The other case is very similar. Suppose that $I_1, \ldots, I_k \in \mathcal{I}$ are such that $\phi_p(I_1) < \cdots < \phi_p(I_k)$
and $r(I_1) < \cdots < r(I_k)$. As before, let $I_k^* = I_k$ and for each $j < k$ in decreasing order, let $I_j^*$ be the
interval with $r(I_j)$ maximum, subject to $I_j^* < I^*_{j+1}$ and $\phi_p(I_j^*) = \phi_p(I_j)$. As before, such intervals
$I_j^*$ must exist with $r(I_j) \leq r(I_j^*) < r(I^*_{j+1})$ by the choice of colouring $\phi_p$. So $I_1^* < \cdots < I_k^*$ are again
pairwise overlapping with $r(I_1^*), \ldots, r(I_k^*) \in [r(I_1), r(I_k)]$ as required.

3 Pillar assignments

We start this section by defining our notion of pillar assignments, the tool we use to colour circle graphs. The colouring in Lemma 3 is crucial to the definition of pillar assignments and thus crucial
for colouring our circle graphs. Afterwards we examine some properties of pillar assignments.

A pillar of an interval system $\mathcal{I}$ is a point within $(0, 1)$ that is distinct from the endpoints of the
intervals of $\mathcal{I}$. For totally ordered pillars $(P, \preceq)$, we say that an interval $I \in \mathcal{I}$ is assigned to a pillar $p \in P$ if $p \in I$ and there is no pillar $p' \in P$ such that $p' \in I$ and $p' < p$. So every interval is assigned to at most one pillar. For each pillar $p \in P$, we let $\mathcal{I}_p$ be the intervals of $\mathcal{I}$ that are assigned to $p$. The foundation $F_p$ of a pillar $p \in P$ is the open interval containing $p$ that has its endpoints in
$\{p' \in P : p' < p\} \cup \{0, 1\}$ and contains no pillar $p' \in P$ with $p' < p$.

Next we show how to obtain a proper partial colouring of an interval system $\mathcal{I}$ from a collection of
totally ordered pillars $(P, \preceq)$. We refer the reader to Figure 2 for an illustration of a pillar assignment
and the colouring obtained from ordered pillars. For each pillar $p \in P$ in order, we assign a set of colours $C_p \subset \mathbb{N}$ to $p$ and a $C_p$-colouring $\phi_p : \mathcal{I}_p \rightarrow C_p$ of the intervals assigned to $p$ as follows.

If $p$ is the first pillar in the total order $\preceq$, then let $C_p = \{1, \ldots, \omega(\mathcal{I}_p)\}$, and let $\psi_p = \phi_p$ be a $C_p$-colouring of $\mathcal{I}_p$ as in Lemma 3.

Otherwise let $p^*$ be the pillar immediately preceding $p$ in the total order $\preceq$. Then let $\mathcal{F}_p$ be the
intervals of $\mathcal{I}$ that have exactly one endpoint in $F_p$. Let $C_p$ be the set of the smallest $\omega(\mathcal{I}_p)$ positive
integers that are not contained in $\psi_{p^*}(\mathcal{F}_p)$. Then let $\phi_p$ be a $C_p$-colouring of $\mathcal{I}_p$ as in Lemma 3.

Let $\psi_p = \psi_{p^*} \cup \phi_p$. Note that $\psi_p$ remains a proper partial colouring of $\mathcal{I}$ as the intervals of $\mathcal{I}_p$ are all contained in the foundation $F_p$, and so do not overlap with any of the intervals $\psi_{p'}^{-1}(C_p)$ by the choice of $C_p$.

Then for the last pillar $q$ in the total order $\preceq$, we let $\psi_{(P, \preceq)} = \psi_q$. Another convenient equivalent
definition which we often use is $\psi_{(P, \preceq)} = \bigcup_{p \in P} \phi_p$.

A pillar assignment of an interval system $\mathcal{I}$ is a triple $(P, \preceq, \psi)$ such that $P$ is a set of pillars, $\preceq$ is
a total ordering of $P$, and $\psi$ is the proper partial colouring $\psi_{(P, \preceq)}$ of $\mathcal{I}$ as described above. A pillar assignment $(P, \preceq, \psi)$ is complete if every interval of $\mathcal{I}$ contains some pillar of $P$ (or equivalently if $\psi$ colours every interval of $\mathcal{I}$). For a pillar assignment $(P, \preceq, \psi)$, let $\chi(P, \preceq, \psi)$ be equal to $\left| \bigcup_{p \in P} C_p \right| = |\psi(\mathcal{I})|$, in other words $\chi(P, \preceq, \psi)$ is the number of colours that the pillar assignment $(P, \preceq, \psi)$ uses to colour its interval system $\mathcal{I}$. So if $(P, \preceq, \psi)$ is a complete pillar assignment, then $\chi(\mathcal{I}) \leq \chi(P, \preceq, \psi)$. By the above definition and discussion, we have the following.

**Lemma 4.** Let $(P, \preceq, \psi)$ be a pillar assignment of an interval system $\mathcal{I}$. Then $\psi$ is a proper partial colouring of $\mathcal{I}$ that colours every interval containing a pillar of $P$, and furthermore if the pillar assignment is complete then $\psi$ is a complete proper colouring of the interval system $\mathcal{I}$, and so $\chi(\mathcal{I}) \leq \chi(P, \preceq, \psi)$.

Next we analyse the endpoints of chords assigned to a given pillar, and also the endpoints of chords with a given colour in a pillar assignment. These two lemmas are used in the proof of our tailor-made Turán-type result in Section 4. An arch of a pillar assignment $(P, \preceq, \psi)$ is an open interval with endpoints in $\{0, 1\} \cup P$ that contains no pillar of $P$.  

**Lemma 5.** Let $(P, \preceq, \psi)$ be a pillar assignment of an interval system $\mathcal{I}$, let $K$ be an arch of $(P, \preceq, \psi)$, and let $\mathcal{I}_K$ be the intervals of $\mathcal{I}$ with exactly one endpoint in $K$. Let $\bigcup_{p \in P} \mathcal{I}_{(K,p)}$ be the partition of $\mathcal{I}_K$ where for each $p \in P$, the intervals $\mathcal{I}_{(K,p)}$ are exactly the intervals of $\mathcal{I}_K$ that are assigned to pillar $p$. Then there is a collection of disjoint intervals $\{K_p : p \in P\}$ contained in $(0, 1) \setminus K$ such that for every $p \in P$, the intervals of $\mathcal{I}_{(K,p)}$ have an endpoint within $K_p$.

**Proof.** Let $K = (k^-, k^+)$. First observe that for each pillar $p \in P$, the intervals of $\mathcal{I}_{(K,p)}$ must all be contained in either $(k^-, 1)$ or $(0, k^+)$ depending on if the pillar $p$ is contained in $[k^+, 1)$ or $(0, k^-)$.

Now suppose for sake of contradiction that no such collection of disjoint intervals $\{K_p : p \in P\}$ exist. Then there must exist two distinct pillars $p, p'$ and distinct intervals $I_1, I_2 \in \mathcal{I}_{(K,p)}$. Let $I' \in \mathcal{I}_{(K,p')}$ such that the endpoints $e_1, e_2, e'$ of $I_1, I_2, I'$ respectively that are contained in $(0, 1) \setminus K$ are such that $e_1 < e' < e_2$, and either $e_1 < e' < e_2 < k^-$, or $k^+ < e_1 < e' < e_2$.

Suppose in the first case that $e_1 < e' < e_2 < k^-$. Then $I' \setminus K$ must contain $p'$, and furthermore both $I_1 \setminus K$ and $I_2 \setminus K$ must contain $p$. Hence $I_1 \setminus K$ contains both $p$ and $p'$. As $I_1$ is assigned to $p$, we see that $p < p'$. Then $I'$ does not contain $p$ as $I'$ is assigned to $p'$ and $p < p'$. But this contradicts the fact that $I_2 \setminus K \subset I' \setminus K$ contains $p$. The second case that $k^+ < e_1 < e' < e_2$ is argued similarly and we conclude that such a collection of disjoint intervals $\{K_p : p \in P\}$ exists.

**Lemma 6.** Let $(P, \preceq, \psi)$ be a pillar assignment of an interval system $\mathcal{I}$, let $K$ be an arch of $(P, \preceq, \psi)$, and let $\mathcal{I}_K$ be the intervals of $\mathcal{I}$ with exactly one endpoint in $K$. Let $\bigcup_{p \in P} \mathcal{I}_{(K,p)}$ be the partition of $\mathcal{I}_K$ where for each $p \in P$, the intervals $\mathcal{I}_{(K,p)}$ are exactly the intervals of $\mathcal{I}_K$ that are assigned to pillar $p$. For each $c \in \psi(\mathcal{I})$, let $\mathcal{I}_{(K,c)}$ be the intervals of $\mathcal{I}_K$ that are coloured $c$ by $\psi$. Then for each $c \in \psi(\mathcal{I})$, there is a pillar $p \in P$, such that $\mathcal{I}_{(K,c)} \subseteq \mathcal{I}_{(K,p)}$.

**Proof.** Suppose not, then there must exist intervals $I_1, I_2 \in \mathcal{I}_K$ such that $\psi(I_1) = \psi(I_2)$ and $I_1, I_2$ are assigned to distinct pillars $p_1, p_2$. In particular this means that $\phi_{p_1}(I_1) = \phi_{p_2}(I_2)$ as in the definition of the colouring $\psi = \psi_{(P, \preceq)}$.

Without loss of generality, we may assume that $p_1 < p_2$. Then the foundation $F_{p_2}^\phi$ of $p_2$ must contain $I_2$, and so $F_{p_2}^\phi$ contains $K$ as well. Hence the foundation $F_{p_2}^\phi$ contains an endpoint of $I_1$. But this now contradicts the choice of $C_{p_2}$ by the definition of the colouring $\psi = \psi_{(P, \preceq)}$.

Next we define a notion for the degree of an interval $J$ contained within an arch of a pillar assignment $(P, \preceq, \psi)$ of some interval system $\mathcal{I}$. It is this notion of degree that our tailor-made Turán-type result is based on.

For an interval $J$ within an arch of a pillar assignment $(P, \preceq, \psi)$ of an interval system $\mathcal{I}$, the degree $d_{(P, \preceq, \psi)}(J)$ of $J$ is equal to the number of colours that intervals of $\mathcal{I}$ with an endpoint in $J$ receive.
from $\psi$. As an example, for the pillar assignment $(P, \preceq, \psi)$ depicted in Figure 2, $d(P, \preceq, \psi)(p_3, p_4) = 5$, and $d(P, \preceq, \psi)((p_3, p_4), \{p_1, p_2, p_3\}) = 2 + 0 + 1 = 3$. When the pillar assignment is clear from context we often omit the subscript on the chromatic and clique degrees.

A pillar assignment $(P^*, \preceq^*, \psi^*)$ extends a pillar assignment $(P, \preceq, \psi)$ if $P \subset P^*$, every pillar of $P$ precedes every pillar of $P^* \setminus P$ in $\preceq^*$ and $(P^*, \preceq^*)|_P = (P, \preceq)$, and $\psi^*$ is a proper partial colouring that extends $\psi$. We remark that by definition, the last condition that $\psi^*$ extends $\psi$ is implied by the conditions on $(P^*, \preceq^*)$, because for the interval system $I$, the colourings $\psi = \psi(P, \preceq)$ and $\psi^* = \psi(P^*, \preceq^*)$ are determined solely by the totally ordered pillars $(P, \preceq)$ and $(P^*, \preceq^*)$ respectively.

We finish this section with a divide and conquer lemma that under favourable conditions allows for a certain extension of a pillar assignment that maintains a low total number of colours used and low degree arches.

**Lemma 7.** Let $(P, \preceq, \psi)$ be a pillar assignment of an interval system $I$ with $\omega(I) = \omega$, let $K$ be an arch, let $t$ be a positive integer, and let $Q \subset K$ be a finite collection of pillars such that $d(P, \preceq, \psi)(J) \leq t$ for every interval $J$ contained in $K \setminus Q$. Then there is a pillar assignment $(P^*, \preceq^*, \psi^*)$ extending $(P, \preceq, \psi)$ such that:

- $P^* = P \cup Q$,
- $d(P^*, \preceq^*, \psi^*)(J) \leq t + \omega \lceil \log_2(|Q| + 1) \rceil$ for every interval $J \subset K \setminus Q$, and
- $\chi(P^*, \preceq^*, \psi^*) \leq \max\{\chi(P, \preceq, \psi), d(P, \preceq, \psi)(K) + \omega \lceil \log_2(|Q| + 1) \rceil\}$.

**Proof.** Firstly the result is trivially true if $|Q| = 0$. So from here we argue inductively on $|Q|$.

Let the endpoints of $K$ be $q_0$ and $q_n$, with $q_0 < q_n$ and $n = |Q| + 1$. Then let the elements of $Q$ be $\{q_1, \ldots, q_{n-1}\}$ where $q_1 < \cdots < q_{n-1}$. Consider the pillar assignment $(P^*, \preceq^*, \psi^*)$ extending $(P, \preceq, \psi)$ that is obtained by adding the pillar $q_{\lceil \frac{n-1}{2} \rceil}$ immediately after all the pillars of $P$ in the total ordering $(P, \preceq)$.

Then with respect to the pillar assignment $(P^*, \preceq^*, \psi^*)$, the interval $K$ contains exactly two arches; $K_1 = (q_0, q_{\lceil \frac{n-1}{2} \rceil})$, and $K_2 = (q_{\lceil \frac{n-1}{2} \rceil}, q_n)$. By considering the colouring $\phi_{q_{\lceil \frac{n-1}{2} \rceil}} = \psi(P^*, \preceq^*) \setminus \psi(P, \preceq)$, we can observe that:

- $d(P^*, \preceq^*, \psi^*)(K_1), d(P^*, \preceq^*, \psi^*)(K_2) \leq d(P, \preceq, \psi)(K) + \omega$,
- $\chi(P^*, \preceq^*, \psi^*) \leq \max\{\chi(P, \preceq, \psi), d(P, \preceq, \psi)(K) + \omega\}$, and
- $d(P^*, \preceq^*, \psi^*)(q_i, q_{i-1}) \leq t + \omega$ for every $i \in [n]$.

Next note that respect to the colouring, extending the pillar assignment $(P^*, \preceq^*, \psi^*)$ within each of the arches $K_1$ and $K_2$ is independent of the other. So we may apply the result of the inductive hypothesis twice, once to the pillars $\{q_1, \ldots, q_{\lceil \frac{n-1}{2} \rceil-1}\} \subset K_1$, and then to the pillars $\{q_{\lceil \frac{n-1}{2} \rceil+1}, \ldots, q_{n-1}\} \subset K_2$, to obtain a new pillar assignment $(P^*, \preceq^*, \psi^*)$ extending $(P', \preceq', \psi')$ (and so also extending $(P, \preceq, \psi)$). Furthermore the resulting pillar assignment $(P^*, \preceq^*, \psi^*)$ is such that: $P^* = P' \cup \{q_1, \ldots, q_{\lceil \frac{n-1}{2} \rceil-1}\} \cup \{q_{\lceil \frac{n-1}{2} \rceil+1}, \ldots, q_{n-1}\} = P \cup Q$, and for each $i \in [n],$

\[
d(P^*, \preceq^*, \psi^*)(q_{i-1}, q_i) \leq t + \omega + \omega \left\lceil \log_2 \left( \max \left\{ \left\lceil \frac{n-1}{2} \right\rceil, n - \left\lceil \frac{n-1}{2} \right\rceil \right\} \right) \right\rceil \\
\leq t + \omega \lceil \log_2(n) \rceil \\
= t + \omega \lceil \log_2(|Q| + 1) \rceil,
\]
and lastly,

\[
\chi(P^*, \preceq^*, \psi^*) \leq \max \left\{ \chi(P', \preceq', \psi'), \quad \left. \begin{array}{l}
\quad d_{(P', \preceq', \psi')}(K_1) + \omega \left\lfloor \log_2 \left( \frac{n-1}{2} \right) \right\rfloor, \\
\quad d_{(P', \preceq', \psi')}(K_2) + \omega \left\lfloor \log_2 \left( n - \frac{n-1}{2} \right) \right\rfloor \end{array} \right\} \right. \\
\leq \max \left\{ \chi(P, \preceq, \psi), \quad d_{(P, \preceq, \psi)}(K) + \omega \left\lfloor \log_2(|Q| + 1) \right\rfloor \right\}.
\]

Hence \((P^*, \preceq^*, \psi^*)\) provides the desired pillar assignment.

\[\square\]

4 Extremal results

In this section we prove the Turán-type lemma that is tailor-made for our notion of pillar assignment and degree (Lemma 11). The purpose of this is to enable prudent usage of Lemma 7 in the proof of our main result, a strengthening of Theorem 1 that concerns extending pillar assignments. The idea of Lemma 11 is based on a Turán-type theorem of Capoyleas and Pach [6] for circle graphs. For an interval system \(I\) and a collection of disjoint intervals \(J\), the Turán-type theorem of Capoyleas and Pach [6] bounds (in terms of \(\omega(I)\) and \(|J|\)) the number of pairs of distinct intervals \(J_1, J_2 \in J\) such that there is an interval of \(I\) with an endpoint in both \(J_1\) and \(J_2\).

First we need to prove Theorem 9, a theorem in a similar style to that of the Erdős-Szekeres theorem [2]. This result may be of independent interest. Indeed it can be shown that Theorem 9 is equivalent to a tight version of the Turán-type lemma used in [10], so it can also be considered an exact permutation analogue of the aforementioned Turán-type theorem of Capoyleas and Pach [6]. With a bit more care one can even characterise the extremal examples.

Before stating and proving Theorem 9 we first require two definitions and a simple lemma. Given some \(S \subseteq \mathbb{R}^d\), we define the strong dominance partial ordering \(\preceq_{sd}\) of \(S\) to be the partial order such that \(u \preceq_{sd} v\) exactly when each coordinate of \(v\) is greater than the corresponding coordinate of \(u\) (or \(u = v\)). Given two sets \(A\) and \(B\), we let \(A \times B\) denote the Cartesian product \(\{(a, b) : a \in A\text{ and } b \in B\}\), of \(A\) and \(B\).

Lemma 8. Let \(a, b\) be positive integers, and let \(\preceq_{sd}\) be the strong dominance partial ordering of \([a] \times [b]\). Then the maximum length of an antichain in \(([a] \times [b], \preceq_{sd})\) is equal to \(a + b - 1\).

Proof. Let \(A\) be the antichain \(\{(a, j) : j \in [b]\} \cup \{(i, b) : i \in [a - 1]\}\), then \(|A| = a + b - 1\). For each integer \(k\) with \(1 - b \leq k \leq a - 1\), let \(C_k = \{(x, y) \in [a] \times [b] : x - y = k\}\). Then \(C_{1-b}, \ldots, C_{a-1}\) is a chain cover of \([a] \times [b]\) of size \(a + b - 1\). An antichain contains at most one elements of every chain in a chain cover. Hence the maximum length of an antichain in \(([a] \times [b], \preceq_{sd})\) is equal to \(|A| = a + b - 1\) as required.

\[\square\]

Theorem 9. Let \(a, b, n\) be positive integers with \(n \leq a, b\), and let \(\preceq_{sd}\) be the strong dominance partial ordering of \([a] \times [b]\). Let \(S \subseteq [a] \times [b]\) be a set containing no chain of length greater than \(n\). Then \(|S| \leq n(a + b - n)\).

Proof. Let \(m\) be the maximum length of a chain contained in \((S, \preceq_{sd})\), and let \(A_1, \ldots, A_m\) be the antichains cover of \(S\) where \(A_k = \{(x, y) \in S : h(S, \preceq_{sd})(x, y) = k\}\) for each \(k \in [m]\). Then for each \(k \in [m]\), and each \((x, y) \in A_k\), there exists a chain \(C_{(x,y)}\) of length \(k\) ending in \((x, y)\). This implies that \(x, y \geq k\). So for each \(k \in [m]\), the antichain \(A_k\) is contained in the grid \([a] \setminus [k-1]) \times ([b] \setminus [k-1])\). Then by Lemma 8 \(|A_k| \leq (a - k + 1) + (b - k + 1) - 1 = a + b - 2k + 1\) for every \(k \in [m]\).
Lastly
\[ |S| = \sum_{k=1}^{m} |A_k| \leq \sum_{k=1}^{m} (a + b - 2k + 1) = m(a + b - m) \leq n(a + b - n) \]
as desired.  

The bound in this theorem is tight: one extremal example is \{ (x, y) \in [a] \times [b] : x \leq n \text{ or } y \leq n \}, which contains no chain of length greater than \( n \). The theorem can also be generalised to higher dimensional grids with essentially the same proof. We anticipate that Theorem 9 will likely also find further applications in proving improved \( \chi \)-bounding functions for other classes of geometric intersection graphs.

We now proceed with applying Theorem 9 to prove our tailor-made Turán-type lemma.

**Lemma 10.** Let \((P, \preceq, \psi)\) be a pillar assignment of an interval system \( I \) with \( \omega(I) = \omega \), let \( K \) be an arch such that \( d(K) \geq \omega \), and let \( J \) be a collection of disjoint open intervals contained within \( K \) such that \( |J| \geq \omega \). Then

\[ \sum_{J \in \mathcal{J}} d(J) \leq \omega(d(K) + |\mathcal{J}| - \omega). \]

**Proof.** Let \( I_K \) be the intervals of \( I \) with exactly one endpoint in \( K \). Let \( \bigcup_{p \in P} I_{(K,p)} \) be the partition of \( I_K \) where for each \( p \in P \), the intervals \( I_{(K,p)} \) are exactly the intervals of \( I_K \) that are assigned to pillar \( p \). Let \( P' \) be the set of pillars \( p \in P \) such that \( I_{(K,p)} \) is non-empty. Then by Lemma 5, there is a collection of disjoint intervals \( \{ K_p : p \in P' \} \) contained in \((0,1) \backslash K\) such that for every \( p \in P' \), the intervals of \( I_{(K,p)} \) have an endpoint within \( K_p \). Let \( \preceq_K \) be the total ordering of \( \{ K_p : p \in P' \} \) so that \( K_{p_1} \preceq_K K_{p_2} \) exactly when either \( K_{p_1} < K_{p_2} < K \), or \( K < K_{p_1} < K_{p_2} \), or \( K_{p_2} < K < K_{p_1} \). The key property of this total order is that if \( p, p' \) are distinct pillars of \( P' \) with \( p < p' \), and \( J, J' \in I_K \) are intervals assigned to \( p \) and \( p' \) respectively, then \( J \) overlaps with \( J' \) if the endpoint of \( I \) in that is contained in \( K \) precedes the endpoint of \( I_2 \) that is contained in \( K \).

Let \( C' = \psi(I_K) \). For each \( c \in C' \), let \( I_{(K,c)} \) be the intervals of \( I_K \) that are coloured \( c \) by \( \psi \). By Lemma 9, for each \( c \in C' \), there exists a pillar \( p \in P' \) such that \( I_{(K,c)} \subseteq I_{(K,p)} \), and in particular every interval of \( I_{(K,c)} \) has an endpoint in \( K_p \). Now let \( \preceq_C \) be the total ordering of \( C' \) such that for every \( c_1, c_2 \in C' \), we have that \( c_1 \preceq_C c_2 \) exactly when either there exists a pillar \( p \in P' \) such that \( I_{(K,c_1)} \subseteq I_{(K,c_2)} \subseteq I_{(K,p)} \), and \( c_1 \preceq_C c_2 \), or there exists distinct pillars \( p_1, p_2 \in P \) such that \( I_{(K,c_1)} \subseteq I_{(K,p_1)}, I_{(K,c_2)} \subseteq I_{(K,p_2)} \) and \( p_1 \preceq_K p_2 \). Let \( f : C' \to [d(K)] \) be the bijection such that \( f(c_1) \leq f(c_2) \) exactly when \( c_1 \preceq_C c_2 \).

Now let \( \mathcal{J} = \{ J_1, \ldots, J_{|\mathcal{J}|} \} \) where \( J_1 < \cdots < J_{|\mathcal{J}|} \). Next let \( S \) be the set of all elements \((x, y) \in [d(K)] \times [|\mathcal{J}|] \) such that there is an interval \( I \) of \( I \) that is coloured \( f^{-1}(x) \) by \( \psi \), and has an endpoint in \( J_y \). Note that \( |S| = \sum_{J \in \mathcal{J}} d(J) \).

Suppose now for sake of contradiction that

\[ \sum_{J \in \mathcal{J}} d(J) > \omega(d(K) + |\mathcal{J}| - \omega). \]

Then by Theorem 9 there is a chain \( W \) contained in \( S \) of length at least \( \omega + 1 \). Since this chain is contained in \( S \), there must exist colours \( c_1, \ldots, c_{\omega+1} \) contained in \( C' \), and integers \( 1 \leq x_1 < \cdots < x_{\omega+1} \) such that for each \( j \in [\omega+1] \), there is an interval \( J_j \in I \) with an endpoint \( e_j \) contained in \( J_{x_j} \) and \( \psi(J_j) = c_j \). Since \( J_{x_1} < \cdots < J_{x_{\omega+1}} \), we have that \( e_1 < \cdots < e_{\omega+1} \).

Let \( p_1, \ldots, p_n \in P' \) be the collection of distinct pillars so that for some integers \( 0 = a_0 < \cdots < a_{n-1} < a_n = \omega + 1 \), we have that for each \( p_i \), the intervals \( I_{p_i} = \{ J_j : a_{i-1} < j \leq a_i \} \) are all assigned to pillar \( p_i \). Note that \( p_1 \preceq_K \cdots \preceq_K p_n \) by the definition of the total ordering \((C', \preceq_C)\).

Then by Lemma 5 and the definition of the pillar assignment \((P, \preceq, \psi)\), for each \( i \in [n] \), there exist pairwise overlapping intervals \( I_{a_i-1+1}, \ldots, I_{a_i} \) that are all assigned to the pillar \( p_i \), and all have an endpoint contained in \([e_{a_i-1+1}, e_{a_i}]\). Since \( p_1 \preceq_K \cdots \preceq_K p_n \), and \([e_1, e_{a_1}] < \cdots < [e_{a_{n-1}+1}, e_{\omega+1}]\),
we see that any two intervals of \( I_1^*, \ldots, I_{ω+1}^* \) that are assigned to distinct pillars also overlap. Hence the intervals \( I_1^*, \ldots, I_{ω+1}^* \) pairwise overlap, a contradiction to the fact that \( ω(I) = ω \). \( \square \)

5 Main result

By Lemma \[ \text{[Lemma 10]} \] the following theorem strengthens and so implies Theorem \[ \text{[Theorem 11]} \] that every circle graph with clique number at most \( ω \) has chromatic number at most \( 2ω \log₂(ω) + 2ω \log₂(\log₂(ω)) + 10ω \).

**Theorem 11.** Let \( ω \geq 2 \) be a positive integer, let \( G \) be a circle graph with clique number at most \( ω \), and let \( I \) be an interval system with overlap graph \( G \). Let \( (P, ≤, ψ) \) be a pillar assignment of \( I \) such that \( χ(P, ≤, ψ) ≤ 2ω \log₂(ω) + 2ω \log₂(\log₂(ω)) + 10ω \), and \( d(K)_{(P, ≤, ψ)} ≤ ω \log₂(ω) + ω \log₂(\log₂(ω)) + 6ω \) for every arch \( K \) of \( (P, ≤, ψ) \). Then there is a complete pillar assignment \( (P^*, ≤^*, ψ^*) \) of \( I \) extending \( (P, ≤, ψ) \) with \( χ(P^*, ≤^*, ψ^*) ≤ 2ω \log₂(ω) + 2ω \log₂(\log₂(ω)) + 10ω \).

**Proof.** The theorem is trivially true if \( (P, ≤, ψ) \) is a complete pillar assignment, so we proceed by induction on the number of intervals that are not coloured by \( ψ = ψ(P, ≤, ψ) \).

Let \( K \) be an arch of \( (P, ≤, ψ) \) that contains some interval \( I \) of \( I \). Then \( I \) is not coloured by \( ψ \). Let \( q^* \) be a pillar contained in \( I \). Let \( q_0 = ℓ(K) \). Now for each integer \( i \geq 1 \) in increasing order, if the pillar \( q_{i-1} \) was chosen and \( d_{(P, ≤, ψ)}(q_{i-1}, r(K)) > 2ω \), then we choose the next pillar \( q_i \) in \( K \) so that \( q_i > q_{i-1} \) and \( d_{(P, ≤, ψ)}(q_{i-1}, q_i) = 2ω \). Note that such a \( q_i \) can always be chosen if \( d_{(P, ≤, ψ)}(q_{i-1}, r(K)) > 2ω \) as incrementally increasing some \( q > q_{i-1} \) increases the degree of \( (q_{i-1}, q) \) by at most 1. Let \( n \) be equal to the largest \( i \) such that the pillar \( q_i \) is chosen, and let \( Q = \{ q_0, q_1, \ldots, q_n, q^* \} \). Then \( d_{(P, ≤, ψ)}(q_{n-1}, r(K)) > 2ω \).

Let \( J = \{ (q_0, q_1), \ldots, (q_{n-1}, r(K)) \} \). Then \( \sum_{J \in J} d(J) > 2ωn \). So by Lemma \[ \text{[Lemma 10]} \]

\[
2ωn < \sum_{J \in J} d(J) \leq ω(d(K) + n - ω) \leq ω(ω \log₂(ω) + ω \log₂(\log₂(ω)) + 5ω + n).
\]

Hence \( n < ω \log₂(k) + ω \log₂(\log₂(ω)) + 5ω \), and so \( |Q| < ω \log₂(ω) + ω \log₂(\log₂(ω)) + 5ω + 1 \).

Then by Lemma \[ \text{[Lemma 7]} \] there is a pillar assignment \( (P', ≤', ψ') \) extending \( (P, ≤, ψ) \) such that \( P' = P \cup Q \), and for every arch \( K' \) of \( (P', ≤', ψ') \) contained in \( K \),

\[
d_{(P', ≤', ψ')}(K') \leq 2ω + ω[\log₂(|Q| + 1)]
\]

\[
< 3ω + ω \log₂(ω \log₂(ω) + ω \log₂(\log₂(ω)) + 5ω + 2)
\]

\[
< 3ω + ω \log₂(8\log₂(ω))
\]

\[
= ω \log₂(ω) + ω \log₂(\log₂(ω)) + 6ω,
\]

and furthermore

\[
χ(P', ≤', ψ') \leq \max\{ χ(P, ≤, ψ), d_{(P, ≤, ψ)}(K) + ω[\log₂(|Q| + 1)] \}
\]

\[
≤ \max\{ χ(P, ≤, ψ), 2ω \log₂(ω) + 2ω \log₂(\log₂(ω)) + 10ω \}.
\]

Hence \( (P', ≤', ψ') \) satisfies the inductive hypothesis. Since \( q^* \in Q \subseteq P' \), the interval \( I \) is coloured by \( ψ' \). As \( I \) is not coloured by \( ψ \), the number of intervals of \( I \) that are not coloured by \( ψ' \) is strictly less than the number of intervals of \( I \) that are not coloured by \( ψ \). Hence by induction there exists a complete pillar assignment \( (P^*, ≤^*, ψ^*) \) extending \( (P', ≤', ψ') \) (and thus \( (P, ≤, ψ) \)) with \( χ(P^*, ≤^*, ψ^*) \leq χ(P', ≤', ψ') \leq 2ω \log₂(ω) + 2ω \log₂(\log₂(ω)) + 10ω \) as required. \( \square \)

We remark that with more careful arguments it is possible to improve the lower order terms slightly, but we are not aware of a way to improve the leading constant.

To prove that \( K₄ \)-free circle graphs are 19-colourable, one should prove the following modification of Theorem \[ \text{[Theorem 11]} \] We believe that 19 is still far from optimal and that more specialized arguments could provide significant improvements to this bound. So we only sketch the proof and in particular the required modifications to the proof of Theorem \[ \text{[Theorem 11]} \]
Theorem 12. Let G be a circle graph with clique number at most 3, and let \( I \) be an interval system with overlap graph G. Let \( (P, \preceq, \psi) \) be a pillar assignment of \( I \) such that \( \chi(P, \preceq, \psi) \leq 19 \), and \( d(K)(P, \preceq, \psi) \leq 13 \) for every arch \( K \) of \( (P, \preceq, \psi) \). Then there is a complete pillar assignment \( (P^*, \preceq^*, \psi^*) \) of \( I \) extending \( (P, \preceq, \psi) \) with \( \chi(P^*, \preceq^*, \psi^*) \leq 19 \).

Sketch of proof. As before we proceed by induction on the number of intervals that are not coloured by \( \psi = \psi((P, \preceq)) \). Let \( K \) be an arch of \( (P, \preceq, \psi) \) that contains some interval of \( I \).

The pillars \( q_1, \ldots, q_n \) as in the proof of Theorem 11 are then chosen so that \( d(P, \preceq, \psi)(q_{i-1}, q_i) = 7 \). By Lemma 10 it then follows that \( n \leq 7 \). Additionally each pillar \( q_i \) can be chosen so that there is an interval \( I_i \in I \) coloured by \( \psi \) that overlaps with every interval of \( I \) that is contained in \( K \) and contains \( q_i \). Then we let \( (P_1, \preceq_1, \psi') \) be the pillar assignment extending \( (P, \preceq, \psi) \) with \( P' = P \cup \{q_1, \ldots, q_n\} \) as in Lemma 7. We can observe that \( \omega(I_{q_i}) \leq 2 \) since every interval of \( I_{q_i} \) overlaps with \( I_i \). This observation provides a slight improvement to the bounds obtained from Lemma 7 in particular, instead of taking \( \omega \leq 3 \) for the resulting bounds, we may instead replace each occurrence of \( \text{"2"} \) with \( \text{"2"} \). Then \( \chi(P_1, \preceq_1, \psi') \leq 19 \) and \( d(P_1, \preceq_1, \psi')(K') \leq 7 + 6 = 13 \) for every arch \( K' \) of \( (P_1, \preceq_1, \psi') \) contained in \( K \).

We did not pick a pillar \( q^* \) at the start to guarantee that \( \psi' \) colours an additional interval of \( I \). However if it happens that \( \psi' \) does not colour an additional interval of \( I \), then for each arch \( K' \) of \( (P_1, \preceq_1, \psi') \) contained in \( K \), we would have that \( d(P_1, \preceq_1, \psi')(K') \leq 7 \). So in this case we may simply extend \( (P_1, \preceq_1, \psi') \) by a single such pillar \( q^* \) since some such arch \( K' \) must contain an interval of \( I \).

The existence of such a complete pillar assignment \( (P^*, \preceq^*, \psi^*) \) then follows by induction. \( \square \)

6 Lower bound

In this section we give a simple construction to prove Theorem 2. We find it more convenient to use a chord diagram representation of our circle graphs, rather than the interval overlap representations that were used to prove Theorem 1 in the previous sections. We allow chords to coincide and consider the chords to be open, so two chords that share an endpoint only intersect if they share both their endpoints. It can easily be shown that circle graphs are exactly intersection graphs of open chords on a circle where chords can coincide.

The construction is inspired by those given by Kostochka \[25\] for both circle graphs and their complements, as well his proof that the complements of circle graphs are \( \chi \)-bounded. With essentially the same arguments, our construction also yields a new proof that there are complements of circle graphs with clique number at most \( \omega \) and chromatic number at least \( \omega(\ln \omega - O(1)) \).

For positive integers \( \omega \) and \( n \) with \( n > 3\omega - 3 \) we define a chord diagram \( D_{n, \omega} \) as follows. Let \( p_1, q_1, p_2, q_2, \ldots, p_n, q_n \) be points on a circle in cyclic clockwise order. Now for each \( i \in [n] \), and \( j \in [\omega - 1] \), let \( C_{i,j} \) consist of exactly \( \left\lfloor \frac{\omega}{j+1} \right\rfloor \) coinciding open chords with endpoints \( p_i, q_{i+j} \) (taking \( i+j \) modulo \( n \)). Then let \( D_{n, \omega} = \bigcup_{i \in [n]} \bigcup_{j \in [\omega - 1]} C_{i,j} \). For an example, see Figure 3 which illustrates the chord diagram \( D_{17,6} \).

Now we prove some bounds on the number of chords contained in \( D_{n, \omega} \), as well as the size of the largest set of pairwise intersecting and pairwise disjoint chords in \( D_{n, \omega} \).

Lemma 13. The set of chords \( D_{n, \omega} \) has size greater than \( n\omega(\ln \omega - 2) \).

Proof. By definition,

\[
|D_{n, \omega}| = \left| \bigcup_{i \in [n]} \bigcup_{j \in [\omega - 1]} C_{i,j} \right| = \sum_{i=1}^{n} \sum_{j=1}^{\omega-1} |C_{i,j}| = \sum_{j=1}^{\omega-1} \left\lfloor \frac{\omega}{j+1} \right\rfloor = \sum_{j=1}^{\omega} \left\lfloor \frac{\omega}{j} \right\rfloor - \omega.
\]
Then observe that:

\[ n \sum_{j=1}^{\omega} \left\lfloor \frac{\omega}{j} \right\rfloor - n \omega \geq n \sum_{j=1}^{\omega} \frac{\omega}{j} - 2n \omega = n \omega \sum_{j=1}^{\omega} \frac{1}{j} - 2n \omega > n \omega \ln \omega - 2n \omega = n \omega (\ln \omega - 2). \]

Hence the lemma follows.

Lemma 14. There are no \( \omega + 1 \) pairwise intersecting chords contained in \( D_{n, \omega} \).

Proof. It is enough to show that if \( C \subseteq D_{n, \omega} \) is a collection of pairwise intersecting chords, then \( |C| \leq \omega \). Let \( P \) be the set of endpoints of chords in \( C \) that are contained in \( \{p_1, \ldots, p_n\} \), and similarly for \( Q \). Then \( |P| = |Q| \) as a pair of open chords that share an endpoint only intersect if they share both their endpoints. Furthermore after possibly rotating the chords of \( C \) around the circle, we can assume without loss of generality that \( P = \{p_{a_1}, \ldots, p_{a_\ell}\} \) and \( Q = \{q_{b_1}, \ldots, q_{b_\ell}\} \) with \( a_1 < \cdots < a_\ell \leq b_1 < \cdots < b_\ell \), and that every chord of \( C \) has one of \( \{p_{a_1}, q_{b_1}, \ldots, p_{a_\ell}, q_{b_\ell}\} \) as its endpoints. For each \( i \in [\ell] \), there are exactly \( \left\lfloor \frac{\omega}{(b_i - a_i) + 1} \right\rfloor = \left\lfloor \frac{\omega}{b_i - a_i} \right\rfloor \) chords with endpoints contained in \( \{p_{a_1}, q_{b_1}\} \). Therefore

\[ |C| \leq \sum_{i=1}^{\ell} \left\lfloor \frac{\omega}{b_i - a_i} \right\rfloor \leq \sum_{i=1}^{\ell} \frac{\omega}{b_i - a_i} \leq \sum_{i=1}^{\ell} \frac{\omega}{\ell} = \omega. \]

Lemma 15. There is no set of \( n \) pairwise disjoint chords contained in \( D_{n, \omega} \).

Proof. Let \( S \) be a set of pairwise disjoint chords of \( D_{n, \omega} \). Now consider an auxiliary directed graph \( G \) on vertex set \( \{v_1, \ldots, v_n\} \) where there is an edge directed from \( v_i \) to \( v_j \) whenever \( S \) contains a chord with endpoints \( p_i \) and \( q_j \). First note that \( |S| = |E(G)| \) as all the chords with endpoints \( p_i \) and \( q_j \) intersect.
Now observe that $G$ is outerplanar, with the natural embedding of $v_1, \ldots, v_n$ being on the circle in clockwise order and all edges of $G$ directed in the clockwise direction. In a directed outerplanar graph with such an embedding, all cycles contain a directed path of length 2 in the clockwise direction. However, $G$ has no directed path of length 2 as such a path with internal vertex $v_i$ would imply that $S$ contains a chord with an endpoint $p_i$, and another with the endpoint $q_i$, a contradiction since all such chords of $D_{n,\omega}$ intersect. Hence $G$ is a forest, and so $|S| = |E(G)| < |V(G)| = n$ as required.

We now prove Theorem 2 that for every positive integer $k$ there is a circle graph with clique number at most $k$ and chromatic number at least $k(\ln k - 2)$.

**Proof of Theorem 2.** For a positive integer $\omega$, choose some $n > 3\omega - 3$. Let $G_{n,\omega}$ be the intersection graph of the chord diagram $D_{n,\omega}$, so $G_{n,\omega}$ is a circle graph. By Lemma 13, the graph $G_{n,\omega}$ has clique number at most $\omega$. By Lemma 14, $|V(G_{n,\omega})| > n\omega(\ln \omega - 2)$, and by Lemma 15, the stable sets of $G_{n,\omega}$ all have size less than $n$. Hence $\chi(G_{n,\omega}) > \frac{n\omega(\ln \omega - 2)}{n} = \omega(\ln \omega - 2)$ as desired.
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