Abstract—In recent years, deep learning has revolutionized the field of machine learning, for computer vision in particular. In this approach, a deep (multilayer) artificial neural network (ANN) is trained in a supervised manner using backpropagation. Vast amounts of labeled training examples are required, but the resulting classification accuracy is truly impressive, sometimes outperforming humans. Neurons in an ANN are characterized by a single, static, continuous-valued activation. Yet biological neurons use discrete spikes to compute and transmit information, and the spike times, in addition to the spike rates, matter. Spiking neural networks (SNNs) are thus more biologically realistic than ANNs, and arguably the only viable option if one wants to understand how the brain computes. SNNs are also more hardware friendly and energy-efficient than ANNs, and are thus appealing for technology, especially for portable devices. However, training deep SNNs remains a challenge. Spiking neurons’ transfer function is usually non-differentiable, which prevents using backpropagation. Here we review recent supervised and unsupervised methods to train deep SNNs, and compare them in terms of accuracy, but also computational cost and hardware friendliness. The emerging picture is that SNNs still lag behind ANNs in terms of accuracy, but the gap is decreasing, and can even vanish on some tasks, while SNNs typically require many fewer operations.
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I. INTRODUCTION

Artificial neural networks (ANNs) are predominantly built using idealized computing units with continuous activation values and a set of weighted inputs. These units are commonly called ‘neurons’ because of their biological inspiration. These (non-spiking) neurons use differentiable, non-linear activation functions. The non-linear activation functions make it representationally meaningful to stack more than one layer and the existence of their derivatives makes it possible to use gradient-based optimization methods for training. With recent advances in availability of large labeled data sets, computing power in the form of general purpose GPU computing, and advanced regularization methods, these networks have become very deep (dozens of layers) with great ability to generalize to unseen data and there have been huge advances in the performance of such networks.

A distinct historical landmark is the 2012 success of AlexNet in the ILSVRC image classification challenge [2]. AlexNet became known as a deep neural network (DNN) because it consisted of about eight sequential layers of end-to-end learning, totaling 60 million trainable parameters. For recent reviews of DNNs, see [3], [4]. DNNs have been remarkably successful in many applications including image recognition [1], [5], [6], object detection [7], [8], speech recognition [9], biomedicine and bioinformatics [10], [11], temporal data processing [12], and many other applications [4], [13], [14]. These recent advances in artificial intelligence (AI) have opened up new avenues for developing different engineering applications and understanding of how biological brains work [13], [14].

Although DNNs are historically brain-inspired, there are fundamental differences in their structure, neural
computations, and learning rule compared to the brain. One of the most important differences is the way that information propagates between their units. It is this observation that leads to the realm of spiking neural networks (SNNs). In the brain, the communication between neurons is done by broadcasting trains of action potentials, also known as spike trains to downstream neurons. These individual spikes are sparse in time, so each spike has high information content, and to a first approximation has uniform amplitude (100 mV with spike width about 1 msec). Thus, information in SNNs is conveyed by spike timing, including latencies, and spike rates, possibly over populations [15]. SNNs almost universally use idealized spike generation mechanisms in contrast to the actual biophysical mechanisms [16].

ANNs, that are non-spiking DNNs, communicate using continuous valued activations. Although the energy efficiency of DNNs can likely be improved, SNNs offer a special opportunity in this regard because, as explained below, spike events are sparse in time. Spiking networks also have the advantage of being intrinsically sensitive to the temporal characteristics of information transmission that occurs in the biological neural systems. It has been shown that the precise timing of every spike is highly reliable for several areas of the brain and suggesting an important role in neural coding [17], [18], [19]. This precise temporal pattern in spiking activity is considered as a crucial coding strategy in sensory information processing areas [20], [21], [22], [23], [24] and neural motor control areas in the brain [25], [26].

SNNs have become the focus of a number of recent applications in many areas of pattern recognition such as visual processing [27], [28], [29], [30], speech recognition [31], [32], [33], [34], [35], [36], [37], and medical diagnosis [38], [39]. In recent years, a new generation of neural networks that incorporates the multilayer structure of DNNs (and the brain) and the type of information communication in SNNs has emerged. These deep SNNs are great candidates to investigate neural computation and different coding strategies in the brain.

In regard to the scientific motivation, it is well accepted that the ability of the brain to recognize complex visual patterns or identifying auditory targets in a noisy environment is a result of several processing stages and multiple learning mechanisms embedded in deep spiking networks [40], [41], [42]. In comparison to traditional deep networks, training deep spiking networks is in its early phases. It is an important scientific question to understand how such networks can be trained to perform different tasks as this can help us to generate and investi-
to a single layer, for example \cite{59}, \cite{60}, \cite{61}. Equipping spiking networks with multi-layer learning is an open area that has potential to greatly improve their performance on different tasks. The main core of the previous research is based on the fact that coding with the timing of spikes carries useful information and exhibits great computational power in biological systems \cite{23}, \cite{24}, \cite{25}.

Here, we review recent studies in developing deep learning models in SNNs with the focus on: (1) describing the SNNs’ architectures and their learning approaches; (2) reviewing deep SNNs composed of feedforward, fully connected spiking neural layers; (3) spiking convolutional neural networks; (4) reviewing spiking restricted Boltzmann machines and spiking deep belief networks; (5) reviewing recurrent SNNs; and (6) providing a comprehensive summary comparing the performance of recent deep spiking networks. We hope that this review will help researchers in the area of artificial neural networks to develop and extend efficient and high-performance deep SNNs and will also foster a cross-fertilization in future experimental and theoretical work in neuroscience.

II. SPPING NEURAL NETWORK: A BIOLOGICALLY INSPIRED APPROACH TO INFORMATION PROCESSING

The introduction of SNNs in the last few decades, as a powerful third generation neural network \cite{50}, has encouraged many studies with the focus on biologically motivated approaches for pattern recognition \cite{62}, \cite{63}. SNNs were originally inspired by the brain and the communication scheme that neurons use for information transformation via discrete action potentials (spikes) in time through adaptive synapses. In a biological neuron, a spike is generated when the running sum of changes in the membrane potential, which can result from presynaptic stimulation, crosses a threshold. The rate of spike generation and the temporal pattern of spike trains carry information about external stimuli \cite{64}, \cite{65} and ongoing calculations. SNNs use a very similar process for spike generation and information transformation. In the following sections, we explain the details of SNN architectures and learning methods applied to these types of networks.

A. SNN Architecture

An SNN architecture consists of spiking neurons and interconnecting synapses that are modeled by adjustable scalar weights. The first step in implementing an SNN is to encode the analog input data into the spike trains using either a rate based method \cite{64}, \cite{15}, some form of temporal coding \cite{66}, \cite{67}, or population coding \cite{68}. As stated earlier, a biological neuron in the brain (and similarly in a simulated spiking neuron) receives synaptic inputs from other neurons in the neural network. Biophysical neural networks have both action potential generation dynamics and network dynamics. In comparison to true biological networks, the network dynamics of artificial SNNs are highly simplified. In this context, it is useful to assume that the modeled spiking neurons have pure threshold dynamics (in contrast to, e.g., refractoriness, hysteresis, resonance dynamics, or post-inhibitory rebound properties). The activity of pre-synaptic neurons modulates the membrane potential of postsynaptic neurons, generating an action potential or spike when the membrane potential crosses a threshold. Hodgkin and Huxley were the first to model this phenomenon \cite{16}. Specifically, they created a model of action potential generation from the voltage gating properties of the ion channels in the squid cell membrane of the squid axon. After the Hodgkin and Huxley model with extensive biological details and high computational cost \cite{16}, \cite{64}, \cite{69}, diverse neuron models have been proposed such as the spike response model (SRM) \cite{70}, the Izhikevich neuron model \cite{71}, and the leaky integrated-and-fire (LIF) neuron \cite{72}. The LIF model is extremely popular because it captures the intuitive properties of external input accumulating charge across a leaky cell membrane with a clear threshold.

Spike trains in a network of spiking neurons are propagated through synaptic connections. A synapse can be either excitatory, which increases the neuron’s membrane potential upon receiving input, or inhibitory, which decreases the neuron’s membrane potential \cite{73}. The strength of the adaptive synapses (weights) can be changed as a result of learning. The learning rule of an SNN is its most challenging component for developing multi-layer (deep) SNNs, because the non-differentiability of spike trains limits the popular back-propagation algorithm.

B. Learning Rules in SNNs

As previously mentioned, in virtually all ANNs, spiking or non-spiking, learning is realized by adjusting scalar-valued synaptic weights. Spiking enables a type of bio-plausible learning rule that cannot be directly replicated in non-spiking networks. Neuroscientists have identified many variants of this learning rule that falls under the umbrella term spike-timing-dependent plasticity (STDP). Its key feature is that the weight (synaptic efficacy) connecting a pre- and post-synaptic neuron is
adjusted according to their relative spike times within an interval of roughly tens of milliseconds in length [74]. The information used to perform the weight adjustment is both local to the synapse and local in time. The following subsections describe common learning mechanisms in SNNs, both unsupervised and supervised.

1) Unsupervised Learning via STDP: As stated above, unsupervised learning in SNNs often involves STDP as part of the learning mechanism [74], [75]. The most common form of biological STDP has a very intuitive interpretation. If a presynaptic neuron fires briefly (e.g., \(\approx 10\) ms) before the postsynaptic neuron, the weight connecting them is strengthened. If the presynaptic neuron fires briefly after the postsynaptic neuron, then the causal relationship between the temporal events is spurious and the weight is weakened. Strengthening is called long-term potentiation (LTP) and weakening is called long-term depression (LTD). The phrase “long-term” is used to distinguish between very transient effects on the scale of a few ms that are observed in experiments.

Formula (1) below idealizes the most common experimentally observed STDP rule for a single pair of spikes obtained by fitting to experimental data [76].

\[
\Delta w = \begin{cases} 
Ae^{-\frac{(t_{\text{pre}} - t_{\text{post}})}{\tau}} & t_{\text{pre}} - t_{\text{post}} \leq 0, \ A > 0 \\
Be^{-\frac{(t_{\text{pre}} - t_{\text{post}})}{\tau}} & t_{\text{pre}} - t_{\text{post}} > 0, \ B < 0
\end{cases}
\]

\(w\) is the synaptic weight. \(A > 0\) and \(B < 0\) are usually constant parameters indicating learning rates. \(\tau\) is the time constant (e.g., 15 ms) for the temporal learning window. The first of the above cases describes LTP while the second describes LTD. The strength of the effect is modulated by a decaying exponential whose magnitude is controlled by the time-constant-scaled time difference between the pre- and postsynaptic spikes. Rarely, do artificial SNNs use this exact rule. They usually use a variant, either to achieve more simplicity or to satisfy a convenient mathematical property.

Besides the temporally and spatially local weight change described in Eq. (1) STDP has known important temporally accumulated network-level effects. For instance, STDP affects a neuron’s behavior in response to repeated spike patterns embedded in a possibly stochastic spike train. A neuron (equipped with STDP-trained synapses) in coincidence with similar volleys of spikes is able to concentrate on afferents that consistently fire early (shorter latencies) [77], [78]. Spike trains in many areas of the brain are highly reproducible. Guyonneau et al. [78] have shown that presenting repeated inputs to an SNN equipped with STDP shapes neuronal selectivity to the stimulus patterns within the SNN. Specifically, they showed that the response latency of the postsynaptic potential is decreased as STDP proceeds. Reducing the postsynaptic latency results in faster neural processing. Thus, the neuron responds faster to a specific input pattern than to any other. In fact, the STDP rule focuses on the first spikes of the input pattern which contain most of the information needed for pattern recognition. It has been shown that repeating spatio-temporal patterns can be detected and learned by a single neuron based on STDP [79], [80]. STDP can also solve difficult computational problems in localizing a repeating spatio-temporal spike pattern and enabling some forms of temporal coding, even if an explicit time reference is missing [79], [81]. Using this approach, more complex networks with multiple output neurons have been developed [59], [82], [83], [84].

2) Probabilistic Characterization of Unsupervised STDP: Many studies have provided evidence that at least an approximate Bayesian analysis of sensory stimuli occurs in the brain [83], [86], [87], [88]. In Bayesian inference, hidden causes (such as presence of an object of a particular category) are inferred using both prior knowledge and the likelihood of new observations to obtain a posterior probability of the possible cause. Researchers have considered the possible role of probabilistic (Bayesian) computation as a primary information processing step in the brain in terms of STDP.

Nessler et al. (2009) [89] showed that a form of STDP, when used with Poisson spiking input neurons coupled with the appropriate stochastic winner-take-all (WTA) circuit, is able to approximate a stochastic online expectation maximization (EM) algorithm to learn the parameters for a multinomial mixture distribution. The model was intended to have some biological plausibility. The STDP rule used in their network is shown in Eq. (2) LTP occurs if the presynaptic neuron fires briefly (e.g., within \(\epsilon = 10\) ms) before the postsynaptic neuron. Otherwise LTD occurs. Generating a spike by an output neuron creates a sample from the coded posterior distribution of hidden variables which can be considered as the E-step in the EM algorithm. The application of STDP to the synapses of fired output neurons specifies the M-step in EM. Nessler et al. (2013) [90] extended their network by using an inhibitory neuron to implement the WTA in order to improve the compatibility of the model for embedding in a cortical microcircuit.
\[ \Delta w_{ki} = \begin{cases} e^{-w_{ki}}, & 0 < t^f_k - t^i_i < \epsilon \\ -1, & \text{otherwise} \end{cases} \] (2)

Building on the stochastic WTA circuits described above, Klampfl and Maass (2013) developed a liquid state machine (LSM) containing input neurons, a reservoir of the WTA circuits, and a linear output readout. Further extension showed that STDP, applied on both the lateral excitatory synapses and synapses from afferent neurons, is able to represent the underlying statistical structure of such spatio-temporal input patterns. In this framework, each spike train generated by the WTA circuits can be viewed as a sample from the state space of a hidden Markov model (HMM).

One drawback of the STDP model introduced in is that its excitatory synaptic weights are negative. This, however, can be solved by shifting the weights to a positive value by using a constant parameter in the LTP rule. Based on this idea, Tavanaei and Maida proposed an unsupervised rule for spatio-temporal pattern recognition and spoken word classification. It has been shown that the EM acquired in an SNN is able to approximately implement the EM algorithm in a Gaussian mixture model (GMM) embedded in the HMM states.

Using probabilistic learning in spiking neurons for modeling hidden causes has recently attracted attention. Rezende et al. (2011) developed a bio-plausible learning rule based on the joint distribution of perceptions and hidden causes to adapt spontaneous spike sequences to match the empirical distribution of actual spike sequences. The learning strategy involved minimizing the Kullback-Leibler divergence as a non-commutative distance measure between the distribution representing the model (SNN) and a target distribution (observation). The EM algorithm in recurrent SNNS and probabilistic association between neurons generated by STDP in combination with intrinsic plasticity are two other instances of probabilistic learning in SNNS. The probabilistic rules also have been employed in sequential data processing and Markov chain Monte Carlo sampling interpreted by stochastic transport. The problem is the following. The expression requires \( g' \) to be differentiable. The second, and more serious complication, applies to both spiking and non-spiking networks and was apparently first pointed out by Grossberg p.49 and termed the “weight transport” problem. The problem is the following. The expression \( \sum_k w_{kj} \delta_k^\mu \) is using the feedforward weights \( w_{kj} \) in a feedback fashion. This means that matching symmetric feedback weights must exist and project accurately to the correct neurons (point-to-point feedback) in order for Eq. 3 to be useable.

In the literature, the first issue has generally been addressed by using substitute or approximate derivatives. One must be aware that some of these solutions are not bio-plausible. For example, using the membrane potential of the presynaptic neuron as a surrogate becomes problematic because its value is not local to the synapse (cf. 57, Section III-A of this review). These approaches, however, are still useful from both engineering and scientific standpoints.

3) Supervised Learning: All supervised learning uses labels of some kind. Most commonly, supervised learning adjusts weights via gradient descent on a cost function comparing observed and desired network outputs. In the context of SNNS, supervised learning tries to minimize the error between desired and output spike trains, sometimes called readout error, in response to inputs.

a) SNN Issues in Relation to Backpropagation:
From a biological vantage point, there has been considerable skepticism about whether the backpropagation training procedure can be directly implemented in the brain. With respect to SNNS, there are two prominent issues which can be seen from the formula below. Shown below is a core formula, obtained from the chain rule, that occurs in all variants of backpropagation.

\[ \delta_j^\mu = g'(a_j^\mu) \sum_k w_{kj} \delta_k^\mu \] (3)

In the above, \( \delta_j^\mu \) and \( \delta_k^\mu \) denote the partial derivative of the cost function for input pattern \( \mu \) with respect to the net input to some arbitrary unit \( j \) or \( k \). Unit \( j \) projects direct feedforward connections to the set of units indexed by \( k \). The function \( g(\cdot) \) is the activation function applied to the net input of unit \( j \), where that net input is denoted \( a_j^\mu \). \( w_{kj} \) are the feedforward weights projecting from unit \( j \) to the set of units indexed by \( k \).

Both parts of the RHS of Eq. 3 present complications for bio-plausible spiking versions of backpropagation. First, the expression \( g'(\cdot) \) requires an activation function that is differentiable. The second, and more serious complication, applies to both spiking and non-spiking networks and was apparently first pointed out by Grossberg and termed the “weight transport” problem. The problem is the following. The expression \( \sum_k w_{kj} \delta_k^\mu \) is using the feedforward weights \( w_{kj} \) in a feedback fashion. This means that matching symmetric feedback weights must exist and project accurately to the correct neurons (point-to-point feedback) in order for Eq. 3 to be useable.
explored this further, examining three kinds of feedback (uniform, random, and symmetric). They found that simpler problems could be solved by any kind of feedback whereas complex problems needed symmetric feedback.

b) Some Supervised Learning Methods for SNNs:
SpikeProp [105] appears to be the first algorithm to train SNNs by backpropagating errors. Their cost function took into account spike timing and SpikeProp was able to classify non-linearly separable data for a temporally encoded XOR problem using a 3-layer architecture. One of their key design choices was to use Gerstner’s [64] spike-response model (SRM) for the spiking neurons. Using the SRM model, the issue of taking derivatives on the output spikes of the hidden units was avoided because those units’ responses could be directly modeled as continuous-valued PSPs applying to the output synapses that they projected to. One limitation of this work is that each output unit was constrained to discharge exactly one spike. Also, continuous variable values, such as in the temporally extended XOR problem, had to be encoded as spike-time delays which could be quite long.

Later advanced versions of SpikeProp, Multi-SpikeProp, were applicable in multiple spike coding [106], [107]. Using the same neural architecture of SpikeProp, new formulations of temporal spike coding and spike time errors have recently improved the spiking backpropagation algorithm [108], [109]. The most recent implementation of backpropagation in SNNs has been proposed by Wu et. al. (2017) [110] who developed spatio-temporal gradient descent in multi-layer SNNs.

More recent approaches to supervised training of SNNs include ReSuMe (remote supervised learning) [111], [112], Chronotron [113], and SPAN (spike pattern association neuron) [114], [115], among others. All of the above models consist of a single spiking neuron receiving inputs from many spiking presynaptic neurons. The goal is to train the synapses to cause the postsynaptic neuron to generate a spike train with desired spike times.

ReSuMe adapts the Widrow-Hoff (Delta) rule, originally used for non-spiking linear units, to SNNs. The Widrow-Hoff rule weight changes is proportional to the desired output minus the observed output, as shown below.

$$ \Delta w = (y^d - y^o)x = y^d x - y^o x $$

(4)

where $x$ is the presynaptic input and $y^d$ and $y^o$ are the desired and observed outputs, respectively. When expanded as shown on the RHS and reformulated for SNNs, the rule can be expressed as a sum of STDP and anti-STDP. That is, the rule for training excitatory synapses takes the form

$$ \Delta w = \Delta w^{STDP}(s^i, s^d) + \Delta w^{aSTDP}(s^i, s^o). $$

(5)

In the above, $\Delta w^{STDP}$ is a function of the correlation of the presynaptic and desired spike trains, whereas $\Delta w^{aSTDP}$ depends on the presynaptic and observed spike trains. Because the learning rule uses the correlation between the teacher neuron (desired output) and the input neuron, there is not a direct physical connection. This is why the word “remote” is used in the phrase “remote supervised learning.” Although it is not apparent in the above equation, the learning is constrained to fall with typical STDP eligibility windows. The Chronotron was developed to improve on the Tempotron [116] which had the ability to train single neurons to recognize encodings by the precise timing of incoming spikes. The limitation of the Tempotron was that was restricted to outputting 0 or 1 spikes during a predetermined interval. Because of this, the output did not encode spike timing information. This precluded the ability of a Tempotron to meaningfully send its output to another Tempotron. The motivation of the Chronotron was similar to that of SpikeProp and its successors. The innovation of the Chronotron was to base the supervised training on a more sophisticated distance measure, namely the Victor-Purpora (VP) distance metric [117] between two spike trains. This metric is “the minimum cost of transforming one spike train into the other by creating, removing, or moving spikes.” [113] p. 3 They adapted the VP distance so that it would be piecewise differentiable and admissible as a cost function to perform gradient descent with respect to the weights.

Similar to ReSuMe, the SPAN model develops its learning algorithm from the Widrow-Hoff rule. However, instead of adapting the rule to an SNN, SPAN makes the SNN compatible with Widrow-Hoff by digital-to-analog conversion of spike trains using alpha kernels of the form $te^{-\tau t}$. As this is a common formula for modeling a postsynaptic potential, this step in effect converts all spikes to a linear summation of PSPs. Note that this is similar to the technique that was used in SpikeProp described at the beginning of this subsection.

The learning rule can then be written as

$$ \Delta w \propto \int \bar{x}(\tilde{y}_d(t) - \tilde{y}_o(t)) dt $$

(6)
where the tilde symbol indicates the analog version of the spike train and the bounds of integration cover the relevant local time interval.

In [56], it was observed that the previous gradient-based learning methods all still had the constraint that the number and times of output spikes must be prespecified which placed limits on their applicability. They replaced the hard spike threshold with a narrow support gate function, \( g(\cdot) \), such that \( g(v) \geq 0 \) and \( \int gdv = 1 \), and \( v \) is the membrane potential. Intuitively, this allows modeled postsynaptic currents to be released when the membrane potential approaches threshold leading to continuity in the spike generation mechanism. Experimentally, it was found that weight updates occurred near spike times “bearing close resemblance to reward-modulated STDP” [56, p. 8], which enhances the biological relevance of the model.

In [118], a supervised learning method was proposed (BP-STDP) where the backpropagation update rules were converted to temporally local STDP rules for multilayer SNNs. This model achieved accuracies comparable to equal-sized conventional and spiking networks for the MNIST benchmark (see Section III-A).

Another implementation of supervised learning in SNNs can be based on optimizing the likelihood and probability of the postsynaptic spikes to match the desired ones. Pfister et al. (2006) [119] developed a model to optimize the likelihood of postsynaptic firing at one or several desired times. They proposed a modified version of the SRM neuronal model such that it uses a stochastic threshold on the membrane potential.

In another approach to supervised learning, each output neuron represents a class of data (pattern). Output neurons are in competition to be selected and responsive to the input patterns. In this approach, firing the target neuron causes STDP over the incoming synapses and firing the non-target neurons causes anti-STDP. This approach has successfully been used in SNNs for numerical data classification [120], handwritten digit recognition [121], spoken digit classification [83], and reinforcement learning in SNNs [122]. The sharp synaptic weight adaptation based on immediate STDP and anti-STDP results in fast learning.

III. DEEP LEARNING IN SNNs

Deep learning uses an architecture with many layers of trainable parameters and has demonstrated outstanding performance in machine learning and AI applications [3], [4]. Deep neural networks (DNNs) are trained end-to-end by using optimization algorithms usually based on backpropagation. The multi-layer neural architecture in the primate’s brain has inspired researchers to concentrate on the depth of non-linear neural layers instead of using shallow networks with many neurons. Also, theoretical and experimental results show better performance of deep rather than wide structures [123], [124], [125]. Deep neural networks extract complex features through sequential layers of neurons equipped by non-linear, differentiable activation functions to provide an appropriate platform for the backpropagation algorithm. Fig. 1 depicts a deep NN architecture with several hidden layers.

For most classification problems, the output layer of a deep network uses a softmax module. The training vectors use a one-hot encoding. In a one-hot encoding each vector component corresponds to one of the possible classes. This vector is binary with exactly one component set to 1 that corresponds to the desired target class. The softmax module for the output layer guarantees that the values of each of the output units falls within the range (0, 1) and also sum to 1. This gives a set of mutually exclusive and exhaustive probability values. The softmax formula, sometimes called the normalized exponential, is given below

\[
y_i = \frac{\exp(a_i)}{\sum_j \exp(a_j)}
\]

where, \( a_i \), is the net input to a particular output unit, \( j \) indexes the set of output units, and \( y_i \) is the value of output unit \( i \), which falls in the range (0, 1).

In addition to the fully connected architecture in Fig. 1 and discussed in Section III-A, there are also deep convolutional neural networks (DCNNs) discussed in Section III-B, deep belief networks (DBNs) discussed in Section III-C and recurrent neural networks (RNNs) discussed in Section III-D.

SNNs have also shown promising performance in a number of pattern recognition tasks [62], [126]. However, the performance of directly trained spiking deep networks are not as good as traditional DNNs represented in the literature. Therefore, a spiking deep network (spiking DNN, spiking CNN, spiking RNN, or spiking DBN) with good performance comparable with traditional deep learning methods, is a challenging topic because of its importance in DNN hardware implementations.

Masquelier and Thorpe (2007, 2010) developed one of the earliest feedforward hierarchical convolutional network of spiking neurons for unsupervised learning of visual features [59], [82]. This network was extended
Fig. 1: Simplest deep neural architecture, usually fully connected, with input, hidden, and output layers. The input layer learns to perform pre-processing on the input. The information is then sent to a series of hidden layers, the number of which can vary. As the information propagates through hidden layers, more complex features are extracted and learned. The output layer performs classification and determines the label of the input stimulus, usually by softmax (see text).

for larger problems, such as [84]. Using an STDP rule with a probabilistic interpretation, the performance of the model was later improved in different object recognition tasks [60]. Further attempts led to several multi-layer SNNs, with STDP learning, that performed greatly in adaptive multi-view pattern recognition [127] and handwritten digit recognition [61]. These models mostly used one or more layers for pre-processing, one learning layer, and one classifier (output neuron) layer. Although these networks are known as multi-layer SNNs, they do not offer multi-layer learning. Specifically, these SNNs are limited by using only one trainable layer, even though they have many layers of processing.

Encouraged by the power-efficiency and biological plausibility of neuromorphic platforms, a number of recent studies have concentrated on developing deep SNNs for these platforms. Previous studies exploring supervised and unsupervised learning rules in spiking architectures can be employed to develop hierarchies of feature extraction and classification modules. Existing deep SNNs do not perform as accurately as the traditional deep learning models. However, SNNs enable power-efficient platforms mimicking the brain functionality for solving complex problems, especially in new trends of autonomous objects. Therefore, developing a neural network that is as efficient and biologically plausible as SNNs but as powerful as DNNs in performing different tasks can be the next challenging topic in the field of artificial intelligence and computational neuroscience. The initial steps for implementing a deep spiking framework can be fulfilled by either converting the trained neural networks to a spiking platform or using spike-based, online learning methods.

The remaining subsections review spiking deep learning approaches covering deep fully connected SNNs, spiking CNNs, spiking DBNs, and spiking RNNs.

A. Deep, Fully Connected SNNs

Recent studies have developed a number of deep SNNs using STDP and stochastic gradient descent. Spiking networks consisting of many LIF neurons equipped by spike-based synaptic plasticity rules have shown success in different pattern recognition tasks [128], [129]. Diehl et al. [130] showed that STDP in a two-layer SNN is able to extract discriminative features and patterns from stimuli. They used unsupervised learning rules introduced by [131], [90], [132] to train the SNN for the Modified National Institute of Standards and Technology (MNIST) dataset [133] digit recognition with the best performance of 95%.

Towards linking biologically plausible learning methods and conventional learning algorithms in neural networks, a number of deep SNNs have recently been developed. For example, Bengio et al. [134] proposed a deep learning method using forward and backward neural activity propagation. The learning rule in this network is based on the idea that STDP implements the gradient descent learning rule [135], [136]. Using pre- and postsynaptic spike trains, O’Connor and Welling [137] developed a backpropagation algorithm in deep SNNs using the outer product of pre- and postsynaptic spike counts. They showed high performance of the spiking multi-layer perceptron on the MNIST benchmark (97.93%) which is comparable to the performance of the conventional deep neural networks equipped with rectified linear units (ReLUs) of 98.37%. Recently, Lee et al. (2016) [57] proposed a backpropagation algorithm by treating the neuron’s membrane potential as the differentiable signal to act analogous to the non-linear activation functions in traditional neural networks (Fig. 2). The performance of 98.88% on the MNIST dataset was reported in this study while the number of computational operations were five times fewer than traditional DNNs, in their experiments. To further reduce the computational cost of learning in these deep SNNs, Nefci et al. (2017) [138] proposed an event-driven random backpropagation (eRBP) algorithm simplifying the backpropagation chain path. The eRBP rule used an error-modulated synaptic plasticity in which all the information used for learning was locally available at the neuron and synapse [138].
A more direct approach to taking advantage of power-efficient SNNs is to convert an offline trained DNN to a neuromorphic spiking platform (ANN-to-SNN), specifically for hardware implementation [139]. To substitute for the floating-point activation values in DNNs, rate-based coding is generally used in which higher activations are replaced by higher spike rates. Using this approach, several models have been developed that obtained excellent accuracy performance [140], [141], [142], [143]. In a separate effort to assess the power consumption of deep SNNs, Neil et al [144] studied many different models, all of which achieved the same accuracy rate of 98% on the MNIST digit recognition task. They all used the same 784-1200-1200-10 three-layer architecture but applied optimized parameters and SNN architecture settings, in ANN-to-SNN conversion, to reduce the power and latency of the model. The performance of a DNN and its converted deep SNN versus the total required operations is shown in Fig. 3.

B. Spiking CNNs

Deep convolutional neural networks (DCNNs) are mostly used in applications involving images. They consist of a sequence of convolution and pooling (sub-sampling) layers followed by a feedforward classifier like that in Fig. 1. This type of network has shown outstanding performance in image recognition [1], [145], [146], [147], speech recognition [148], [149], [150], bioinformatics [151], [152], [153], object detection and segmentation [154], [7], and so forth. Fig. 4 shows the LeNet architecture, an early deep CNN, for image classification [155], [156], [157]. The question is how an spiking CNN with such an architecture can be trained while incorporating traditional CNN properties. In the case of vision, the first layer of convolution is interpreted as extracting primary visual features (sometimes resembling oriented-edge detectors modeled by the outputs of Gabor filters [158]). Subsequent layers extract increasingly more complex features for classification purposes. The pooling layer performs subsampling and reduces the size of the previous layer using an arithmetic operation such as maximum or average over a square neighborhood of neurons in the relevant feature map. Later in the
hierarchy, these layers develop invariance to changes in orientation, scale, and local translation.

The representational properties of early layers in the CNN mentioned above are similar to the response properties of neurons in primary visual cortex (V1), which is the first cortical area in the visual hierarchy of the primate’s brain. For example, neurons in area V1 detect primary visual features, such as oriented edges, from input images. Each V1 neuron is selective to a particular orientation, meaning that when a stimulus with this orientation is presented, only selective neurons to this orientation respond maximally. Representation learning methods, which use neural networks such as autoencoders and sparse coding schemes, learn to discover visual features similar to the receptive field properties found in V1. Bio-inspired SNNs also have obvious footprints in representation learning using sparse coding, independent component analysis (ICA), and an STDP-based autoencoder.

As mentioned earlier, CNNs commonly use V1-like receptive field kernels in early layers to extract features from stimuli by convolving the kernels over the input (e.g. image). Subsequent layers combine the previous layer’s kernels to learn increasingly complex and abstract stimulus features. Representation filters (trained or hand-crafted) and STDP learning rules can be used to develop spiking CNNs. A convolutional/pooling layer trained by a local spike-based representation learning algorithm is shown in Fig. 5. Hand-crafted convolutional kernels have been used in the first layer of a number of spiking CNNs that have obtained high classification performance. Difference-of-Gaussian (DoG) is a common hand-crafted filter that is used to extract features in the early layers of SNNs. This choice is bio-motivated to mimic inputs to the mammalian primary visual cortex. A recent study has used a layer of DoG filters as input layer of an SNN that is followed by more convolutional/pooling layers trained by STDP. This network architecture extracted visual features that were sent to an SVM classifier, yielding accuracy of 98.4% on MNIST. To train convolutional filters, layer-wise spiking representation learning approaches have been implemented in recent spiking CNNs. Tavanaei et al. (2017) used SAILnet to train orientation selective kernels used in the initial layer of a spiking CNN. The convolutional layer in this network is followed by a feature discovery layer equipped with an STDP variant to extract visual features for classification. Implementing the stacked convolutional autoencoders showed further improvement in performance on MNIST (99.05%), which is comparable to the traditional CNNs.

Non-spiking CNNs are trained using the backpropagation algorithm. Recently, backpropagation has also been employed for training spiking CNNs. Panda and Roy (2016) using approximations developed in, showed how to build a hierarchical spiking convolutional autoencoder (AE) using backpropagation. The spiking convolutional autoencoder is an important module for enabling the construction of deep spiking CNNs. Their proof-of-concept implementation (SpikeCNN) used two learning layers on the MNIST dataset (handwritten digits) and three learning layers on the CIFAR-10 dataset (10-category tiny images). They used local, layer-wise learning of convolutional layers while Lee et. al. (2016) developed an end-to-end gradient descent learning method. Both methods used the neural membrane potential as replacements for differentiable activation functions to apply the backpropagation algorithm. Lee et. al.’s approach (for the spiking CNN ) showed better performance than the layer-wise convolutional autoencoders. In these models, higher membrane potential correlates with higher spike probability.

The main approach to take advantage of spiking platforms while avoiding the training process of spiking CNNs is to convert an already trained CNN to a spiking architecture by using the trained synaptic weights, similar to the ANN-to-SNN conversion method. Many studies have shown high performance of converted spiking CNNs (close to conventional CNNs) while using fewer operations and consuming less energy. They used local, layer-wise learning of convolutional layers on the CIFAR-10 dataset (10-category tiny images). They used local, layer-wise learning of convolutional layers while Lee et. al. (2016) showed further improvement in performance on MNIST (99.05%), which is comparable to the traditional CNNs.

C. Spiking Deep Belief Networks

Deep belief networks (DBNs) are a type of multi-layer network initially developed by Hinton et al. (2006). They efficiently use greedy layer-wise unsupervised learning and are made of stochastic binary units, meaning that the binary state of the unit
Fig. 4: LeNet: Early CNN proposed by LeCun et al. [155], [156]. The network consists of two convolutional/pooling layers followed by fully connected layers for image classification.

Fig. 5: Representation learning (SAILnet [165]) for layer-wise unsupervised learning of a spiking CNN [172]. The excitatory synaptic weights connected to neurons in the representation layer specify convolutional filters. This architecture determines that representation learning in single-layer SNNs can be utilized to train layer-wise spiking CNNs.

Fig. 6: Spiking CNN architecture developed by Cao et al. [183]. The input image, after pre-processing, is converted to spike trains based on the pixel intensity. The spiking layers use the weights trained by a non-spiking CNN. The last component selects the neuron with maximum activity (spike frequency) as the image’s class.
is updated using a probability function. The layer-wise method stacks pre-trained, single-layer learning modules known as restricted Boltzmann machines (RBMs). The representation layer in an RBM is restricted from having lateral connections. This enables the learning algorithm to optimize the representation by making use of independence assumptions among the representation units, given a particular input state. The original DBN architecture was successfully trained on the MNIST dataset and is shown in Figure 7a. The RBMs are trained in a layerwise fashion by contrastive divergence (CD), which approximates a maximum-likelihood learning algorithm. Unlike backpropagation, the CD update equations do not use derivatives. The pre-trained hierarchy is fine-tuned by backpropagation if labeled data are available. DBNs provide a layer-wise structure for feature extraction, representation, and universal approximation [187], [188], [189].

Lee et al. (2008) [190] used interleaving CD with gradient descent on the sparsity term to implement sparse DBNs which were used to model cortical visual areas V1 and V2. Further extensions of the model led to a convolutional sparse DBNs [191]. This was accomplished by redefining the energy function to be consistent with the tied weights of a convolutional network and then using Gibbs sampling to realize the appropriate weight update rules. DBNs and convolutional DBNs have successfully been employed in many areas such as visual processing [192], [193], [194], [195], audio processing [196], [197], [198], [199], [200], time series forecasting [201], and protein folding [202].

The first step in developing a spiking DBN is to start with a spiking RBM. Figure 7b shows the architecture of a spiking RBM introduced by Neftci et al. (2014) [203]. A spiking RBM uses stochastic integrate-and-fire neurons instead of the memoryless stochastic units in a standard RBM. Neftci et al. (2014) showed that, in the context of a particular type of spiking network, a variant of STDP can approximate CD. That is, the learned distributions for spiking networks capture the same statistical properties as the learned distributions for the equivalent non-spiking networks, establishing an important foundational result.

One approach toward developing functional spiking DBNs is to convert previously trained DBNs to spiking platforms similar to the conversion method explained for SNNs or spiking CNNs. The first spiking DBN was introduced by O’Connor et al. (2013) [204] in which a DBN is converted to a network of LIF spiking neurons for MNIST image classification. This work was then extended [205] to develop a noise robust spiking DBN and as well as conforming to hardware constraints. The spiking DBNs and RBMs are power-efficient and this enables them to be implemented on low latency hardware with high accuracy close to that of traditional DBNs [206], [207], [208].

Recently, it has been shown there is an equivalence between so called ‘hybrid’ Boltzmann machines (HBMs) [209] and Hopfield networks [210], [211]. An HBM is a restricted Boltzmann machine in which the hidden (representation) units can take on continuous values (while the visible units still have binary values) [209]. When the functions within the HBM are marginalized over the hidden units, both the Hopfield and the HBM systems have been shown to be thermodynamically equivalent. Although Hopfield networks are primarily used as models of pattern association, the thermodynamic equivalence allows them to be simulated by HBMs. In the HBM, the N binary visible units correspond to binary
stochastic neurons in the Hopfield network and the \( P \) hidden units in the HBM correspond to stored patterns in the Hopfield network. HBMs offer a new way to simulate Hopfield networks while using fewer synapses. Specifically, a Hopfield network requires updating \( N \) neurons and \( N/(N-1)/2 \) synapses, whereas the HBM requires \( H + P \) neurons and updating \( HP \) synapses, where \( P \) is the number of stored patterns. Further developments of this theory are found in [212], [213], [214].

**D. Recurrent SNNs**

A neural network is recurrent if its directed graph representation has a cycle. Any network that has a winner(s)-take-all (WTA) module or a softmax module is at least implicitly recurrent because equivalent function is implemented in the brain by mutually recurrent inhibitory connections. Any network trained by backpropagation is also implicitly recurrent because the training algorithm (as explained in Section II-B3) presupposes the existence of recurrent connections. Sections III-D1 and III-D2 discuss gated SNNs and reservoir models, respectively. Both types of models are intended to process sequential data. The former processes spatiotemporal data and is usually intended as a model of cortical microcircuits. The latter focuses more on sequential data only.

1) Gated SNNs: Recurrent neural networks (RNNs) are used for processing temporal information. The most common method to train RNNs is backpropagation through time (BPTT), which unrolls the recurrent network for some number of steps into the past, and then trains the unrolled network as if it was a feedforward network. Since the same recurrent weights are shared through all unrolled layers for the resulting feedforward network, there are issues in training for long sequences, specifically the emergence of vanishing and exploding gradients. In the former case, the network stops learning and in the latter, the training becomes unstable [215].

Because of these problems, the research in [216] introduced an innovation into recurrent networks called a constant error carousel (CEC) that avoided repeated multiplication of derivatives. These have become known as gated recurrent networks and have virtually replaced traditional RNNs. The first gated recurrent network was the long short-term memory (LSTM) [216]. LSTMs and other gated recurrent networks (GRUs) [217] are conventional ANNs in the sense that they do not use spiking neurons, but they are also unconventional in the sense that they replace units having recurrent connections with ‘cells’ that contain state as well as gates and, because of this, can readily adapt to the structure of input sequences. The gates control information flow into, out of, and within the cells. The gates are controlled by trainable weights. The topic we consider in this subsection is the current status of the field with regard to creating spiking LSTMs or gated recurrent networks.

There are only a few recurrent SNNs, in which conventional (non-spiking) RNNs are converted to spiking frameworks.

Shrestha et al. (2017) [218] implemented an energy-efficient spiking LSTM onto the IBM TrueNorth neuromorphic system platform [219]. To do this, they had to solve two problems. The first was to build a spiking LSTM and the second was to implement it on a neuromorphic chip. We focus on the former problem. One of their design choices was to represent positive and negative values using two channels of spike trains. This is bio-plausible and the DoG filters discussed in Section III-B commonly come in two forms for exactly this purpose. The inputs, outputs, and most of the internal LSTM variables used rate coding. There was one exception to this where the value of the variable representing cell state needed higher precision and was represented by a spike burst code. The main thrust of the paper was overcoming the complications in mapping the LSTM to a neuromorphic chip and accuracy results on standard benchmarks were not reported.

The phased LSTM [220], although not a spiking LSTM, is well suited to process event-driven, asynchronously sampled data, which is a common task for SNNs. This makes it useful to process inputs from (possibly several) biomorphic input sensors that sample inputs at multiple time scales. It is also potentially useful for processing outputs from SNNs. The innovation of the phased LSTM is the addition of a time gate to the usual set of gates within a memory cell. The time gate is synchronized to a rhythmic oscillation. When ‘open’, the time gate allows the usual updates to the hidden output and cell state vectors. When ‘closed’ it prevents the updates forcing the hidden and cell vectors to retain their values. The units within these vectors can have separate with their own oscillation periods and phases. This allows the phased LSTM to quantize its input at different time scales. In a number of experiments that involved event-driven sampling at varied time scales, the phased LSTM has trained more quickly than a regular LSTM while performing as accurately as the regular LSTM.

2) Liquid State Machines and Reservoirs: The neo-cortex, unique to mammals, has the ability to drastically
scale its surface area from about 1 square cm in the mouse to about 2,500 square cm in the human while keeping its thickness fairly constant (≤ 3 mm). To support this expansion, one hypothesis is that mammals discovered a structural motif that may be replicated and functionally adapted to new tasks. Initially this was called a minicolumn consisting of about 300 excitatory and inhibitory recurrently connected neurons that span the six layers of the three-millimeter-thick neocortex. More recently the term canonical microcircuit has been used. There has been great interest in modeling this hypothesized module.

In an effort to model the computations that might be taking place within the canonical neocortical microcircuit, the liquid state machine (LSM) was introduced [221] which has since been partly absorbed by the field of reservoir computing [222], [223]. In an LSM context, a neural reservoir is a sparsely connected recurrent SNN composed of excitatory and inhibitory neurons designed to have enough structure to create a universal analog fading memory. This module is constructed so that it can transform a set of possibly multi-modal spike trains into a spatiotemporal representation whose instantaneous state can be recognized and readout by a layer of linear units.

A reservoir model has three parts:

1) It needs one or more sensory-based, time-varying input streams of spikes or continuous inputs that can be transduced into spikes.

2) It needs a recurrent SNN known as a reservoir or liquid whose synapses may (or may not) be able to learn. The neurons are given physical locations in space as a means to establish connection probabilities, which generally decrease exponentially with distance. Some ideas on why this might be useful are given in [224]. Connections tend to be sparse to avoid chaotic dynamics. The ratio of excitatory to inhibitory neurons is usually about 80% to 20% to reflect the ratio found in the neocortex.

3) It needs (usually) linear readout units which can be trained to recognize instantaneous patterns within the liquid. Part of the motivation for the linearity is to prove that the information in the reservoir’s dynamically evolving state can be easily read out.

The neuromorphic cube (NewCube) [126], [225], [226] is a broad and futuristic model proposed as a unifying computational architecture for modeling multi-modality spatiotemporal data, most especially data related to the brain, such as EEG analysis [227]. The core of the NeuCube architecture is a 3D reservoir of spiking neurons trained by an STDP-like mechanism. The reservoir’s structure is intended to directly reflect the inter-area connectivity of the human neocortex as revealed by structural connectivity based on anatomy such as diffusion tensor imaging (DTI) and functional connectivity based on measures like functional magnetic resonance imaging (fMRI). This is contrast to the use of a reservoir as a model of a neocortical microcircuit. The claim of NeuCube is that the connectivity of the brain at the macro scale obeys the properties of a reservoir.

The previous subsection discussed the status of attempts to create spiking versions of LSTMs. Rather than pursuing a direct approach to structurally translating an LSTM to a spiking version, the work of [228] took a reservoir inspired approach. Their LSNN architecture (long short-term memory SNNs) consisted of four modules labeled: X, R, A, and Y. X provided multiple streams of input spikes, R was the reservoir consisting of excitatory and inhibitory neurons, A was a module of excitatory neurons (connected to X, R, and Y) with adaptive thresholds whose purpose was in part to maintain a tight excitatory-inhibitory balance in R, and module Y consisted of the readout neurons. The LSNN was trained using BPPT (Section III-D1) with pseudo derivatives using the membrane potential (as explained in Section II-B3). The network achieved comparable accuracy performance to LSTMs on the sequential MNIST benchmark and also on the TIMIT Acoustic-Phonetic Continuous Speech Corpus. Sequential MNIST is a sequence learning benchmark for assessing recurrent network performance first described in [229]. The task is to recognize MNIST digits but now the input is the set of \(784 = 28^2\) input pixels delivered sequentially over consecutive time steps. Although the LSNN architecture does not have a direct mapping to the architecture of an LSTM, it has learning abilities that are apparently unique to LSTMs. It has been shown that LSTMs “can learn nonlinear functions from a teacher without modifying their weights, and using their short-term memory instead.” In [230], it was shown that LSTMs had this property.

Another recent study, [231], has attempted to adapt the architecture of a conventional LSTM to be a plausible model of a cortical microcircuit. There were two innovations in this model. First, to facilitate mapping to a microcircuit, the multiplicative gating operations within a standard LSTM were replaced with subtractive operations that could be implemented by lateral inhibitory circuits in the neocortex. This lead to the name subLSTM.
(subtractive LSTM). Second, to facilitate learning and study using readily available deep learning frameworks, the neural coding scheme was assumed to use rate-coded LIF neurons. This allowed them to model spiking neurons using a continuous approximation that was compatible with deep learning environments. Their biologically plausible subLSTM achieved comparable performance to a standard LSTM on the sequential MNIST task. Similar results were obtained in a language processing benchmark. The subLSTMs did not perform better than standard LSTMs but they have opened an avenue for interdisciplinary dialog between questions of brain function and theoretical insights from deep learning.

These studies show a bright future of recurrent SNNs which take advantages of the conventional RNNs and the bio-inspired recurrent neural framework of reservoir computing.

**E. Performance Comparisons of Contemporary Models**

Table I shows the previous models for developing deep SNNs and their architectures along with their accuracy rates on different datasets. This table shows two tracks of spiking models: 1) using online learning and 2) using offline learning (deployment). The latter method has reported higher performance but it avoids training the multi-layer SNNs by converting the offline trained neural networks to the relevant spiking platform. On the other hand, online learning offers multi-layer learning in SNNs but reports lower accuracy rates. Additionally, as expected, the spiking CNNs have achieved higher accuracy rates than the spiking DBNs and the fully connected SNNs on image classification. This comparison provides insight into different SNN architectures and learning mechanisms to choose the right tool for the right purpose in future investigations.

**IV. Summary**

Deep learning approaches have recently shown breakthrough performance in many areas of pattern recognition recently. In spite of their effectiveness in hierarchical feature extraction and classification, these types of neural networks are computationally expensive and difficult to implement on hardware for portable devices. In another line of research of neural network architectures, SNNs have been described as power-efficient models because of their sparse, spike-based communication framework. Recent studies try to take advantages of both frameworks (deep learning and SNN) to develop a multi-layer SNN architecture to achieve high performance of recently proved deep networks while implementing bio-inspired, power-efficient platforms. Additionally, the literature has shown that the brain detects stimuli patterns through multi-layer SNNs communicating by spike trains via adaptive synapses. The biologically realistic spiking neurons communicate using spike trains which do not have obvious derivatives. This makes SNNs unable to directly use derivative-based optimization for training. This paper reviewed novel learning approaches for different layers of SNNs to address some of the open questions in this field. As biological neurons use sparse, stochastic, spike-based communication, a spiking network can be an appropriate starting point for modeling the brain’s functionality.

SNNs with specific neural architectures demand new neuron models and learning techniques. Spiking neurons communicate through discrete spike trains via synapses adapting locally to distinguish the pattern of stimuli. The quest to meet these requirements can be accomplished by bio-inspired neural simulations for integrating the stimuli and releasing discriminative spike patterns according to the adaptive filters associated with synaptic weight sets. An important challenge in developing SNNs is to develop appropriate learning rules to detect spatiotemporally local patterns of spike trains. In this paper we reviewed state-of-the-art deep SNNs developed to reach the performance of conventional deep learning methods while providing a bio-inspired, power-efficient platform. Three popular deep learning methods as deep fully connected SNNs, spiking CNNs, and spiking DBNs were reviewed. The performances reported by recent approaches determine that the spike-based deep learning methods perform as well as traditional DNNs. Furthermore, SNNs are based on the human brain functionality and are able to perform much better than traditional ones in the future, as human brain does. This paper reviewed methods, network architectures, experiments, and results of recently proposed deep spiking networks to be useful for next studies and experiments.
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