THE NUMBER OF QUARTIC $D_4$-FIELDS WITH MONOGENIC CUBIC RESOLVENT ORDERED BY CONDUCTOR
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Abstract. In this paper, we consider maximal and irreducible quartic orders which arise from integral binary quartic forms, via the construction of Birch and Merriman, and whose field of fractions is a quartic $D_4$-field. By a theorem of Wood, such quartic orders may be regarded as quartic $D_4$-fields whose ring of integers has a monogenic cubic resolvent. We shall determine the asymptotic number of such objects when ordered by conductor. We shall also give a lower bound, which we suspect has the correct order of magnitude, and a slightly larger upper bound for the number of such objects when ordered by discriminant. A simplified version of the techniques used allows us to give a count for those elliptic curves with a marked rational 2-torsion point when ordered by discriminant.
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1. Introduction

In his groundbreaking work [3], Bhargava showed that isomorphism classes of pairs 

$$(Q, R),$$

where $Q$ is a quartic ring and $R$ is a cubic resolvent of $Q$,

may be parametrized by $GL_2(\mathbb{Z}) \times GL_3(\mathbb{Z})$-orbits of pairs $(U, V)$ of integral ternary quadratic forms, where the action is defined as in [3, (11)]. He also showed that maximal quartic orders have a unique cubic resolvent; see [3, Corollary 5]. Hence, when restricted to irreducible and maximal quartic orders, this may be regarded as a parametrization of quartic fields.

It is known, by work of Birch-Merriman [6] and Nakagawa [18], that integral binary forms of degree $d$ may be used to construct $d$-ic orders. More specifically, consider

$$F(x, y) = a_dx^d + a_{d-1}x^{d-1}y + \cdots + a_1xy^{d-1} + a_0y^d,$$

where $a_i \in \mathbb{Z}$,

and assume for simplicity that $F$ is irreducible. Let $\theta_F$ be a root of $F(x, 1)$. Then, the $d$-ic order $Q_F$ associated to $F$ is the subring of $L_F = \mathbb{Q}(\theta_F)$ with $\mathbb{Z}$-module basis given by

$$\zeta_0 = 1, \quad \zeta_1 = a_d\theta_F, \quad \zeta_2 = a_d\theta_F^2 + a_{d-1}\theta_F, \quad \cdots \quad \zeta_{d-1} = a_d\theta_F^{d-1} + \cdots + a_2\theta_F.$$

By [18], it is known that $Q_F$ is indeed a unital ring, and we have $\Delta(F) = \text{disc}(Q_F)$. Further, the isomorphism class of $Q_F$ corresponds to the $GL_2(\mathbb{Z})$-equivalence class of $F$. For $d = 3$, by work of Delone-Faddeev [12], all cubic orders arise in this way. For $d \geq 4$, it is expected that most $d$-ic orders do not arise this way. Nevertheless, for a long time, this construction was essentially the only one to obtain irreducible orders of high rank over $\mathbb{Z}$. 
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In [22], Wood further showed that integral binary quartic forms
\begin{equation}
F(x, y) = a_4x^4 + a_3x^3y + a_2x^2y^2 + a_1xy^3 + a_0y^4,
\end{equation}
where \(a_i \in \mathbb{Z}\), correspond precisely to the pairs
\((Q, R)\), where \(Q\) is a quartic ring and \(R\) is a monogenic cubic resolvent of \(Q\).

Let us write ternary quadratic forms as matrices, via
\[
G \quad \text{correspond precisely to the pairs} \quad \left\{ \begin{array}{l}
\text{integral and irreducible binary} \\
\text{quartic forms } F \text{ with } Q_F \text{ maximal}
\end{array} \right\} \leftrightarrow \left\{ \begin{array}{l}
\text{quartic fields } L \text{ with } \text{monogenic cubic resolvent}
\end{array} \right\}.
\]

Then, the above correspondence may be made explicit by sending \(F\) to the pair \((Q_F, R_F)\) which is associated to the ternary quadratic forms
\[
(U_0, V_F) = \left( \begin{array}{ccc}
0 & -\frac{1}{2} & 0 \\
-\frac{1}{2} & 0 & 0 \\
0 & 0 & 1
\end{array} \right), \quad \left( \begin{array}{ccc}
a_0 & 0 & \frac{a_4}{2} \\
0 & a_4 & \frac{a_4}{2} \\
\frac{a_4}{2} & \frac{a_4}{2} & a_2
\end{array} \right).
\]

Now, the ring of integers of any quartic field is a maximal quartic order and hence has a unique cubic resolvent. In view of these observations, we are prompted to make the following definition:

**Definition 1.1.** A quartic field is said to have monogenic cubic resolvent if the cubic resolvent of its ring of integers is monogenic.

In particular, we have a natural bijection
\begin{equation}
\text{GL}_2(\mathbb{Z})\text{-equivalence} \quad \leftrightarrow \quad \text{field isomorphism}
\end{equation}

We shall write \(\text{Gal}(F)\) for the Galois group of the Galois closure of \(L_F = \mathbb{Q}(\theta_F)\) over \(\mathbb{Q}\), and for any group \(G\), we say that \(L\) is a \(G\)-field if its Galois closure over \(\mathbb{Q}\) has Galois group isomorphic to \(G\). The main purpose of this paper is to enumerate the objects above when \(\text{Gal}(F) \simeq D_4\), or equivalently, when \(L\) is a quartic \(D_4\)-field. Here \(D_4\) denotes the dihedral group of order eight.

Recall that by the Delone-Faddeev correspondence [12], isomorphism classes of cubic orders are in bijection with \(\text{GL}_2(\mathbb{Z})\)-equivalence classes of integral binary cubic forms. A cubic order is monogenic if and only if the corresponding \(\text{GL}_2(\mathbb{Z})\)-equivalence class contains a monic cubic form, that is, a cubic form which represents 1 integrally. For \(d \geq 2\), we expect that most \(\text{GL}_2(\mathbb{Z})\)-equivalence classes of integral binary forms of degree \(d\), when ordered by discriminant, do not represent 1 integrally. Thus, one expects that the objects considered in Definition 1.1 are rare among all quartic fields.

**Example 1.2.** Consider the pair \((Q, R)\), where \(Q\) is a quartic ring and \(R\) is a cubic resolvent of \(Q\), corresponding to the pair
\[
(U, V) = \left( \begin{array}{ccc}
0 & 0 & 0 \\
0 & 1 & -\frac{1}{2} \\
0 & \frac{1}{2} & -1
\end{array} \right), \quad \left( \begin{array}{ccc}
1 & 0 & \frac{1}{2} \\
0 & -1 & -\frac{1}{2} \\
\frac{1}{2} & 1 & 4
\end{array} \right).
\]

The associated cubic resolvent is given by
\[R(x, y) = 4 \det(Ux + Vy) = -y(5x^2 - 17xy + 16y^2),\]
which does not represent 1 integrally because there is no \(x \in \mathbb{Z}\) for which \(5x^2 - 17x + 16 = \pm 1\). This implies that \(R\) is not monogenic. Using the criteria given by Bhargava [3] (see Proposition 4.4 below), it may be verified that \(Q\) is a maximal quartic ring; note that \(\text{disc}(Q)\), which equals \(\text{disc}(R(x, y))\), is \(-31 \cdot 5^2\) and so it suffices to check maximality at the primes 5 and 31.
Let us remark (mostly due to the lack of a reference) that, when $Q$ is irreducible, the field of definition of the intersection points of the two ternary quadratic forms $U(x, y, z)$ and $V(x, y, z)$ is exactly the Galois closure of the field of fractions of $Q$. This can be seen easily by first taking a subring $Q'$ with monogenic cubic resolvent of $Q$ so that $Q'$ corresponds to a binary quartic form.

We now compute the intersection points over $\mathbb{C}$ of the conics defined by

$$U(x, y, z) = y^2 - yz - z^2 \text{ and } V(x, y, z) = x^2 + xz - y^2 - yz + 4z^2.$$  

The set of points on the conic defined by $U(x, y, z)$ is given by

$$\left\{ \left( x, \frac{1 + \sqrt{5}}{2}z, z \right) : x, z \in \mathbb{C} \right\} \cup \left\{ \left( x, \frac{1 - \sqrt{5}}{2}z, z \right) : x, z \in \mathbb{C} \right\}.$$  

Substituting the relation $y = (1 \pm \sqrt{5})z/2$ into $V(x, y, z)$ gives

$$x^2 + xz - \left( \frac{1 \pm \sqrt{5}}{2} \right)^2 z^2 - \left( \frac{1 \pm \sqrt{5}}{2} \right)^2 z^2 + 4z^2 = x^2 + xz + (2 \mp \sqrt{5})z^2.$$  

Solving for all cases we get the representatives

$$\left( \frac{-1 + \sqrt{-7 + 4\sqrt{5}}}{2}, \frac{1 + \sqrt{5}}{2}, 1 \right), \quad \left( \frac{-1 - \sqrt{-7 + 4\sqrt{5}}}{2}, \frac{1 + \sqrt{5}}{2}, 1 \right),$$  

$$\left( \frac{-1 + \sqrt{-7 - 4\sqrt{5}}}{2}, \frac{1 - \sqrt{5}}{2}, 1 \right), \quad \left( \frac{-1 - \sqrt{-7 - 4\sqrt{5}}}{2}, \frac{1 - \sqrt{5}}{2}, 1 \right).$$  

Since $-7 - 4\sqrt{5} < 0$, it cannot be a square in $\mathbb{Q}(\sqrt{5})$, hence the extension $\mathbb{Q}\left(\sqrt{-7 - 4\sqrt{5}}\right)$ has degree 4 over $\mathbb{Q}$. It is standard to check that its Galois closure has Galois group $D_4$. This implies that the pair $(U, V)$ corresponds to a quartic $D_4$-field whose cubic resolvent ring is not monogenic.

In [1], Altug-Shankar-Varma-Wilson counted all quartic $D_4$-fields $L$ by their conductor, which as in [1, Proposition 2.4] may be defined as

$$C(L) = \text{disc}(L)/\text{disc}(K_L),$$  

where $K_L$ denotes the unique quadratic subfield of $L$. They showed that the number of isomorphism classes of quartic $D_4$-fields $L$ with $|C(L)| < X$ is asymptotic to $\kappa \cdot X \log X$, where $\kappa$ is an explicit constant given by an Euler product. We note that the above definition of conductor applies equally well to quartic orders with a unique quadratic subalgebra, and we shall give the corresponding definition $C(F)$ for binary quartic forms $F$ in Subsection 2.3.

Motivated by the work of [1], let $N^{(r_2)}_{D_4}(X)$ be the number of isomorphism classes of quartic $D_4$-fields $L$ with monogenic cubic resolvent such that $L$ has exactly $4 - 2r_2$ real embeddings and $|C(L)| < X$. By (1.2), equivalently $N^{(r_2)}_{D_4}(X)$ is the number of $\text{GL}_2(\mathbb{Z})$-equivalence classes of integral and irreducible binary quartic forms $F$ with $Q_F$ maximal and $\text{Gal}(F) \simeq D_4$ such that $F(x, 1)$ has exactly $4 - 2r_2$ real roots and $|C(F)| < X$. Our main theorem is the following:

**Theorem 1.3.** We have

$$N^{(r_2)}_{D_4}(X) = \frac{\varphi(r_2) \sqrt{2}\Gamma(1/4)^2}{48\sqrt{\pi}} \prod_p \left( 1 - \frac{2p - 1}{p^3} \right) X^{3/4} \log X + O\left( X^{3/4} (\log X)^{3/4} \right),$$  

where $\varphi(0) = 1$, $\varphi(1) = \sqrt{2}$, and $\varphi(2) = 1 + \sqrt{2}$.

**Remark 1.4.** The quality of the error term in Theorem 1.3 is merely a log-power saving, and this is mostly an artifact of our proof.
Remark 1.5. The real number in Theorem 1.3 given by the absolutely convergent product
\[ P = \prod_p \left(1 - \frac{2p-1}{p^3}\right) \]
is the so-called carefree constant. It arises from counting carefree couples, namely pairs \((a, b)\) of coprime positive integers with a square-free. In particular, the number of carefree couples \((a, b)\) with \(a, b \leq X\) is equal to \(PX^2 + O(X \log X)\).

Remark 1.6. Although Theorem 1.3 is given in terms of real densities, for any finite set of primes \(\Psi\) we can impose any number of congruence conditions modulo \(p^k\) for \(p \in \Psi\) and the asymptotic formula in the theorem will still be valid (even if the main term becomes zero). This is because our square-free sieve provides the necessary tail estimate. In particular, we can count the number of such quartic fields having specified splitting behaviour at any finite number of primes.

Comparing Theorem 1.3 with the main theorem of [1] we see two features. Firstly, Theorem 1.3 provides an asymptotic formula for a subfamily which is zero-density. In general, one expects that the distribution behavior in such thin families to be different from a 'large' family (having positive density). Secondly, our Theorem 1.3 preserves an essential feature of the main theorem in [1]: the main term can be given in terms of a natural Euler product.

It is interesting to note that when sorted by the number of real embeddings, the distribution of all quartic \(D_4\)-fields and that of quartic \(D_4\)-fields with monogenic cubic resolvent do not agree. As can be seen from [1], the proportions of all quartic \(D_4\)-fields having 4, 2, and 0 real embeddings ordered by conductor are 1/3, 1/2, and 1/6, respectively. However, by Theorem 1.3 above, the proportions of quartic \(D_4\)-fields with monogenic cubic resolvent having 4, 2, and 0 real embeddings are 20.710...%, 29.289...%, and 1/2, respectively. Thus, Theorem 1.3 can be viewed as a demonstration of the phenomenon that global restrictions on sets of rings and fields change the Cohen-Lenstra heuristics in ways that local restrictions do not. Indeed, we expect that the distribution of monogenic rings to be different than the distribution of generic rings of fixed rank.

It is natural to ask what happens when the quartic fields with monogenic cubic resolvent are ordered by discriminant rather than conductor. If we count quartic \(V_4\)-fields, where \(V_4\) denotes the Klein group, then we can prove an exact asymptotic formula using a result of Stewart and the second author [20]. However, if we count quartic \(D_4\)-fields, then we are only able to get a lower bound, which we suspect has the correct order of magnitude, and a slightly larger upper bound. For \(G \in \{V_4, D_4\}\), let \(N'_G(X)\) be the number of isomorphism classes of quartic \(G\)-fields \(L\) with monogenic cubic resolvent such that \(|\text{disc}(L)| < X\). Again by (1.2), equivalently \(N'_G(X)\) is the number of \(\text{GL}_2(\mathbb{Z})\)-equivalence classes of integral and irreducible binary quartic forms \(F\) with \(Q_F\) maximal and \(\text{Gal}(F) \simeq G\) such that \(|\Delta(F)| < X\). Then, we have the following theorems:

Theorem 1.7. We have
\[ N'_V(X) = \frac{7}{8} \frac{\Gamma(1/3)^2}{\Gamma(2/3)} \prod_p \left(1 - \frac{4p-3}{p^3}\right) X^{1/3} + O\left(X^{1/3} (\log X \cdot \log \log X)^{-1}\right). \]

Theorem 1.8. We have
\[ X^{1/2}(\log X)^2 \ll N'_D(X) \ll X^{1/2 + 1/\log \log X} \log X. \]

Note that Theorem 1.7 can be compared with a theorem of Baily in [2]. He obtained the asymptotic formula for the number of quartic \(V_4\)-fields with discriminant bounded by \(X\), obtaining a main term of the shape \(\kappa' \cdot X^{1/2} (\log X)^2\) for an explicit constant \(\kappa'\) given by an Euler product. We again see that Theorem 1.7 gives an asymptotic formula for a thin family.
Similarly, one should compare Theorem 1.8 with the main result of Cohen, Diaz y Diaz, and Olivier [8]. They established an asymptotic formula for the number of quartic $D_4$-fields ordered by discriminant using $L$-function methods, and the main term is of the shape $\kappa'' \cdot X$. What one should note from their work is that it is unlikely that the constant $\kappa''$ can be given in terms of an Euler product (i.e., a product of local densities), and perhaps one should expect the same for quartic $D_4$-fields with monogenic cubic resolvent. We note again that Theorem 1.8 provides an asymptotic estimation of elements in a thin family.

Next let us compare the orders of magnitude of the asymptotic number of quartic $D_4$-fields (with monogenic cubic resolvent), when ordered by discriminant and by conductor, respectively. When counting all quartic $D_4$-fields, by the results of [1] and [8] mentioned above, the ratio of the two main terms is of order $\log X$. When counting only those with monogenic cubic resolvent, by our Theorems 1.3 and 1.8, the ratio between the main terms is a bit more dramatic, as they are not the same size on the logarithmic scale. This can be explained heuristically by the following: the discriminant of a pair of generic ternary quadratic forms has degree equal to the number of parameters (both equal to 12), which gives an exponent of 1 on the log scale. The conductor, as given in [1], is a degree 8 polynomial in 8 parameters, which again gives the exponent 1. In our case the discriminant is a degree 6 polynomial in 3 variables, giving the exponent 1/2 while the conductor is a degree 4 polynomial in 3 variables, giving the exponent 3/4.

Finally, as was shown by Bhargava and Shankar in [5], there is a deep connection between binary quartic forms and elliptic curves. In particular, integral and irreducible binary quartic forms $F$ with small Galois group, by which we mean $\text{Gal}(F) \simeq D_4, V_4, C_4$, are related to elliptic curves over $\mathbb{Q}$ with rational 2-torsion; see the last paragraph in [21, Section 1]. Here $C_4$ is the cyclic group of order 4. Such elliptic curves are given by the models

$$E_{a,b} : y^2 = x(x^2 + ax + b),$$

where $a, b \in \mathbb{Z}$ and $p^2 \mid a$ implies $p^4 \nmid b$ for all primes $p$, which can be viewed as a set of elliptic curves with a marked rational 2-torsion point.

Let $N'_E(X)$ be the number of such elliptic curves $E_{a,b}$ with $0 < |\text{disc}(E_{a,b})| < X$, and note that $\text{disc}(E_{a,b}) = b^2(a^2 - 4b)$. Using a simplified version of the proof of Theorem 1.3, we are able to obtain an exact asymptotic formula:

**Theorem 1.9.** We have

$$N'_E(X) = \frac{2}{3} \prod_p \left(1 - \frac{1}{p^6}\right) X^{1/2} \log X + O \left( X^{1/2} \right) = \frac{2}{3} \frac{1}{\zeta(6)} X^{1/2} \log X + O \left( X^{1/2} \right).$$

**Remark 1.10.** As we shall explain in Subsection 1.1, to count quartic $D_4$-fields with monogenic cubic resolvent, we need to count certain triplets of integers, and we do so by counting lattice points in a 2-dimensional region, weighing each point by an appropriate divisor function. The major obstacle which prevents us from obtaining an exact asymptotic formula for $N'_{D_4}(X)$ is that the divisor function $d(\cdot)$ is very poorly understood in short intervals. We are unable to average and are forced to use the uniform upper bound $d(n) = O(n^{1/\log \log n})$. However, for $N'_E(X)$ the region is already 2-dimensional, and so we do not need to take divisors. The obstacle is therefore circumvented and we are able to get an exact asymptotic formula.

One should compare Theorem 1.9 with the analogous result of counting elliptic curves with a marked 2-torsion point by height, used by Klüsgren and Lenke-Oliver in [15] to compute the distribution of Tamagawa ratios in this family. In particular, they showed that the number of such elliptic curves having height bounded by $X$ is of order $X^{1/2}$. They used this to obtain the interesting consequence that the average size of the $\phi$-Selmer group, given by the degree 2-isogeny $\phi$ whose square is multiplication-by-2, is unbounded in this family, in marked contrast to the generic case considered by Bhargava and Shankar [5]. Theorem 1.9 shows that there is an
extra factor of \( \log X \) when counting by discriminant.

Perhaps one hopes that the analogous result to Theorem 1.3 can be obtained for elliptic curves; that is, one can count the curves \( E_{a,b} \) by their conductor. However, unlike the case of binary quartic forms, we do not have an easy way to associate coefficients \( a, b \) in the model \( E_{a,b} \) with the conductor of the elliptic curve. It can easily be shown that when \( b(a^2 - 4b) \) is square-free that it is indeed equal to the conductor of \( E_{a,b} \); but in general this is not true. Thus, our methods do not yield a simple way to count elliptic curves with rational 2-torsion by conductor.

Finally, we remark that the proportionality constants in Theorems 1.3, 1.7, and 1.9 are exactly as one would expect: they are products of local densities. The infinite Euler product that appears in each case captures the local behavior at every prime; for the ring cases it captures the behavior of being maximal at a prime, and for the elliptic curve case it captures the property of being minimal. The various terms involving the \( \Gamma \)-function and other irrational constants reflect the real density of a certain region in \( \mathbb{R}^2 \). This is in marked contrast to the main term in [8], where one does not expect it to have a decomposition as a product of local densities. We also note that the local densities in Theorems 1.3 and 1.7 are different than those that appear in [1] and [2], respectively, for the full families of quartic \( D_4 \)- and \( V_4 \)-fields.

1.1. Structure of the argument. This paper can be thought of as separated into three components. First, we show that the arithmetic objects of interest, namely \( \text{GL}_2(\mathbb{Z}) \)-equivalence classes of integral and irreducible binary quartic forms \( F \) with the property that \( L_F = \mathbb{Q}(\theta_F) \) is a quartic \( D_4 \)-field and \( Q_F \) is the ring of integers in \( L_F \), are parametrized by some subsets of the families

\[
\begin{align*}
V_{J(1)}(\mathbb{Z}) &= \{Ax^4 + Bx^2y^2 + Cy^4 : A, B, C \in \mathbb{Z}\}, \\
V_{J(2)}(\mathbb{Z}) &= \{Ax^4 + Bx^3y + (C + 2A)x^2y^2 + Bxy^3 + Ay^4 : A, B, C \in \mathbb{Z}\}, \\
V_{J(3)}(\mathbb{Z}) &= \{Ax^4 + Bx^3y + (C - 2A)x^2y^2 - Bxy^3 + Ay^4 : A, B, C \in \mathbb{Z}\}.
\end{align*}
\]

The key idea behind the proof is the following observation: for any such \( F \), the field \( L_F \) contains a quadratic subfield \( K_F \), and \( Q_F \cap K_F \) must be equal to the ring of integers in \( K_F \). In Theorem 2.4, we shall use this to give a strong necessary condition for \( Q_F \) to be maximal, which can be reduced to the condition that \( F \) has a \( \text{GL}_2(\mathbb{Z}) \)-translate lying in one of the families in (1.3). The proof involves an explicit determination of a basis of the ring \( Q_F \cap K_F \) (see (2.8) below) and comparison of discriminants. Another important ingredient is a characterization for \( \text{Gal}(F) \) to be small in terms of binary quadratic forms (see Theorem 2.3) which builds upon our previous work [21]. The characterization also allows us to define, for \( \text{Gal}(F) \cong D_4 \), the conductor polynomial \( C(F) \) which coincides with \( C(L_F) \) at least when \( Q_F \) is maximal; see Subsection 2.3, and we shall see that \( C(F) \) is given by an explicit polynomial expression of the coefficients of \( F \). When \( F \) is in one of the families (1.3), the expression of \( C(F) \) (stated in (3.1)) becomes extremely simple, and this enables us to formulate the counting theorems.

The second component involves counting the elements in \( V_{J(i)}(\mathbb{Z}) \) having bounded conductor. We remark that the forms in \( V_{J(3)}(\mathbb{Z}) \) give a negligible contribution (see Proposition 3.9), so it suffices to consider the families \( V_{J(i)}(\mathbb{Z}) \) for \( i = 1, 2 \). The main idea of the proof of the counting theorems is geometry of numbers. If we identify each of the families \( V_{J(i)}(\mathbb{Z}) \) as a subset of \( \mathbb{R}^3 \), then the problem is reduced to counting lattice points in some region in \( \mathbb{R}^3 \). These regions are relatively skew, induced by the product structure of the height function \( C(F) \). If one tries to apply Davenport’s Lemma (see Proposition 3.2), then one would need to show that the volumes of these regions actually exceed the areas and lengths of the projections onto the coordinate planes and axes. This issue is complicated by the skewness.
Fortunately, the product structure of the counting function $C(F)$ allows us to reduce the counting problem to one about counting lattice points in a 2-dimensional region with weights (see Subsection 3.1). In this planar region, it is then a relatively straightforward matter to show that the contribution from the problematic subregions (cusps) are bounded (see Lemma 3.6).

We then proceed to count the forms $F$ in $V_{\mathcal{J}(i)}(\mathbb{Z})$ which are maximal, namely it associated quartic ring $Q_F$ is maximal. This necessitates the formulation of a set of criteria to determine whether $F$ is maximal, and we shall distill these conditions from [3] in Section 4. These criteria, stated as congruence conditions on the coefficients of $F$, are explicit enough to allow us to calculate the exact density of elements in $V_{\mathcal{J}(i)}(\mathbb{Z})$ which are maximal at a given prime $p$.

Since being a maximal ring is equivalent to being a maximal ring at every prime, we need to stitch the local conditions together. This is tantamount to applying a square-free sieve to the conductor polynomial (see Subsection 5.1). As is well-known, the most difficult aspect of applying such an argument is uniformity; that is, one has to show that the contribution from extremely large primes are controlled. We again rely on the fact that the conductor polynomial is reducible and each irreducible component has low degree to accomplish this. However, the skewness of the regions considered makes this task considerably more challenging.

To complete the proof of Theorem 1.3 we have to show that most of the forms we count are dihedral, as opposed to being reducible or having a strictly smaller Galois group. This is accomplished in Subsection 5.3.

In the final section of the paper we prove our counting results when ordered by discriminant. For Theorem 1.7, we are able to extract the exact asymptotic formula by applying generalization of a theorem of Mahler due to Stewart and the second author [20]. For Theorem 1.8, we are unable to obtain an asymptotic formula because the region in $\mathbb{R}^3$ carved out by bounding the discriminant is just too skew, and that the “cusps” actually contain most of the points! Hence, it is unlikely that this problem can be solved using methods from geometry of numbers without significant new ideas. Nevertheless, we are able to obtain a lower bound which we expect to be the correct order of magnitude and an upper bound that is the same size on the logarithmic scale as the lower bound. Finally, we count elliptic curves with a marked 2-torsion point and obtain Theorem 1.9. The difference in Theorems 1.8 and 1.9 is that the latter involves counting integral points in a 2-dimensional region without weights, and the skewness there is not as damaging.

2. Pairs of binary quadratic forms and pre-maximal binary quartic forms

In [21], we studied integral and irreducible binary quartic forms whose Galois group is small. More precisely, consider the twisted action of $\text{GL}_2(\mathbb{R})$ on real binary quartic forms, given by

$$F_T(x,y) = \frac{1}{\det(T)^2} F(t_1x + t_2y, t_3x + t_4y) \text{ for } T = \begin{pmatrix} t_1 & t_2 \\ t_3 & t_4 \end{pmatrix}. $$

For each real binary quadratic form $\mathcal{J}$ having non-zero discriminant, put

$$V_{\mathcal{J}}(\mathbb{R}) = \{ \text{real binary quartic forms } F \text{ such that } F_{M_{\mathcal{J}}} = F \},$$

$$V_{\mathcal{J}}(\mathbb{Z}) = \{ \text{integral binary quartic forms } F \text{ such that } F_{M_{\mathcal{J}}} = F \},$$

where $M_{\mathcal{J}}$ is the matrix defined by

$$M_{\mathcal{J}} = \begin{pmatrix} \beta \\ -2\alpha \\ -\beta \end{pmatrix} \text{ for } \mathcal{J}(x,y) = \alpha x^2 + \beta xy + \gamma y^2. $$

The definitions of $V_{\mathcal{J}}(\mathbb{R})$ and $V_{\mathcal{J}}(\mathbb{Z})$ clearly remain unchanged if we scale $\mathcal{J}$ by an element of $\mathbb{R}^\times$. In [21, Theorem 1.1], we proved:
Proposition 2.1. Let $F$ be an integral and irreducible binary quartic form. Then, its Galois group is small if and only if $F \in V_J(\mathbb{Z})$ for some integral binary quadratic form $J$ having non-zero discriminant. Moreover, in this case, up to scaling there is a unique such $J$ if $\text{Gal}(F) \simeq D_4, C_4$, and exactly three such $J$ if $\text{Gal}(F) \simeq V_4$.

In this section, let us fix an integral and primitive binary quadratic form

$$J(x,y) = \alpha x^2 + \beta xy + \gamma y^2,$$

having non-zero discriminant. We shall give an alternative description of $V_J(\mathbb{Z})$ in terms of binary quadratic forms. To that end, we need to make a definition:

Definition 2.2. Given a real binary quadratic form $\varphi$, define $\varphi_2, \varphi_1, \varphi_0 \in \mathbb{R}$ by

$$\varphi(x,y) = \varphi_2 x^2 + \varphi_1 xy + \varphi_0 y^2,$$

and write $\Delta(\varphi) = \varphi_1^2 - 4\varphi_2\varphi_0$ for its discriminant. Given a pair $(f,g)$ of real binary quadratic forms, define

$$J_{(f,g)}(x,y) = \frac{1}{2} \left| \begin{array}{cc} \frac{\partial f}{\partial x} & \frac{\partial f}{\partial y} \\ \frac{\partial g}{\partial x} & \frac{\partial g}{\partial y} \end{array} \right| = (f_2g_1 - f_1g_2)x^2 + 2(f_2g_0 - f_0g_2)xy + (f_1g_0 - f_0g_1)y^2,$$

called the Jacobian determinant of $(f,g)$. Also, let the group $\text{GL}_2(\mathbb{R})$ act on it via

$$T(f,g) = \frac{1}{\det(T)}(t_1f + t_2g, t_3f + t_4g) \text{ for } T = \begin{pmatrix} t_1 & t_2 \\ t_3 & t_4 \end{pmatrix}.$$  

Note that the Jacobian determinant is invariant under this action. In the case that both $f$ and $g$ are integral, we shall say that $(f,g)$ is primitive if

$$\Delta(J_{(f,g)}) \neq 0 \text{ and } \gcd(J_{(f,g)2}, J_{(f,g)1/2}, J_{(f,g)0}) = 1.$$  

These definitions are motivated by Propositions 2.7 and 2.10 below.

Theorem 2.3. Let $F$ be an integral binary quartic form of non-zero discriminant. Then, we have $F \in V_J(\mathbb{Z})$ if and only if $F = h(f,g)$ for some integral binary quadratic forms $h, f, g$ such that $J_{(f,g)}(x,y)$ is proportional to $J(x,y)$. In this case, we have

$$(\Delta(h)\Delta(J_{(f,g)})/4)^2 \text{ divides } \Delta(F)$$

and the pair $(f,g)$ may be taken to be primitive. Moreover, if $F = h(f,g)$ and $F = h'(f',g')$ are two such representations of $F$ with $(f,g)$ and $(f',g')$ primitive, then $h$ and $h'$ are $\text{GL}_2(\mathbb{Z})$-equivalent.

Theorem 2.3 can be given in a more pithy manner: an integral and irreducible binary quartic form has small Galois group if and only if it is a composition of integral binary quadratic forms. Theorem 2.3 also allows us to define the conductor polynomial $C(F)$ of $F$ when $\text{Gal}(F) \simeq D_4$ which gives the conductor of the corresponding quartic $D_4$-field when $Q_F$ is maximal; see Subsection 2.3. Another important application of Theorem 2.3 is the next result, which gives a strong necessary condition for $Q_F$ to be maximal when $F$ has small Galois group.

Theorem 2.4. Let $F \in V_J(\mathbb{Z})$ be an irreducible form such that $Q_F$ is maximal, and write $F = h(f,g)$ as given by Theorem 2.3. Then, necessarily

$$\Delta(h) \text{ is a fundamental discriminant, } (f,g) \text{ is primitive, and } \Delta(J_{(f,g)}) = \pm 4.$$  

In particular, we must have $\Delta(J) \in \{1, 4, -4\}$.

For $D \in \{1, 4, -4\}$, up to $\text{GL}_2(\mathbb{Z})$-equivalence there is a unique integral and primitive binary quadratic form $J$ of discriminant $D$. In particular, we may take them to be

$$J^{(1)}(x,y) = xy, \quad J^{(2)}(x,y) = x^2 - y^2, \quad J^{(3)}(x,y) = x^2 + y^2,$$

respectively. A simple calculation shows that $V_{J^{(i)}}(\mathbb{Z})$ is indeed given as in (1.3) for all $i = 1, 2, 3$. Clearly $F \mapsto F^T$ defines a bijection $V_J(\mathbb{Z}) \rightarrow V_J(\mathbb{Z})$ preserving the $\text{GL}_2(\mathbb{Z})$-action. Theorem 2.4, together with Proposition 2.1, then yields:
Corollary 2.5. Let $F$ be an integral and irreducible binary quartic form with small Galois group such that $Q_F$ is maximal. Then $F$ is GL$_2(\mathbb{Z})$-equivalent to an element of $V_{\mathcal{J}(i)}(\mathbb{Z})$ for some $i = 1, 2, 3$, and this $i$ is unique when $\text{Gal}(F) \simeq D_4, C_4$.

We remark that Wood obtained a similar result to our Theorems 2.3 and 2.4 in her thesis [23]. Indeed, she showed that if a pair $(U, V)$ of ternary quadratic forms corresponds to a maximal quartic $D_4$-ring $Q$, then they must admit a $\text{GL}_2(\mathbb{Z}) \times \text{GL}_3(\mathbb{Z})$-translate of the shape

$$
(U^\flat, V^\flat) = \left( \begin{pmatrix} 0 & 0 & 0 \\ 0 & u_{22} & u_{23} \\ 0 & u_{23} & u_{33} \end{pmatrix}, \begin{pmatrix} \pm 1 & \frac{u_{22}}{2} & \frac{u_{23}}{2} \\ \frac{u_{23}}{2} & \frac{u_{22}}{2} & \frac{u_{11}}{2} \end{pmatrix} \right).
$$

The matrix $U^\flat$ corresponds to a binary quadratic form $u^\flat(x, y) = u_{22}x^2 + u_{23}xy + u_{33}y^2$, which then gives a quadratic suborder of $Q$, and the condition that the top left entry of $V^\flat$ must be a unit corresponds to a necessary condition for $Q$ to be maximal. In Section 4, we shall use criteria given by Bhargava in [3] to obtain maximality criteria for forms in $V_{\mathcal{J}(i)}(\mathbb{Z})$, $i = 1, 2, 3$. These results are also needed by Altug, Shankar, Varma, and Wilson for their work [1].

Finally, in view of Corollary 2.5, we make the following definition:

**Definition 2.6.** An integral binary quartic form $F$ is maximal if it has maximal quartic ring $Q_F$, and pre-maximal if it is GL$_2(\mathbb{Z})$-equivalent to a form in $V_{\mathcal{J}(i)}(\mathbb{Z})$ for some $i = 1, 2, 3$.

Our goal is then to enumerate, for each $i = 1, 2, 3$, the set

$$
V_{\mathcal{J}(i)}^{\text{max}}(\mathbb{Z}) = \{ F \in V_{\mathcal{J}(i)}(\mathbb{Z}) : F \text{ is maximal} \}.
$$

In particular, by Corollary 2.5, we have

$$
N_{D_4}^{(r_2)}(X) = \sum_{i=1}^{3} \# \left\{ [F] : \text{irreducible } F \in V_{\mathcal{J}(i)}^{\text{max}}(\mathbb{Z}) \text{ with } \text{Gal}(F) \simeq D_4 \text{ such that } F(x, 1) \text{ has exactly } 4 - 2r_2 \text{ real roots and } |C(F)| < X \right\},
$$

$$
N_{D_4}(X) = \sum_{i=1}^{3} \# \left\{ [F] : \text{irreducible } F \in V_{\mathcal{J}(i)}^{\text{max}}(\mathbb{Z}) \text{ with } \text{Gal}(F) \simeq D_4 \text{ and } |\Delta(F)| < X \right\},
$$

$$
N_{V_4}(X) = \# \left\{ [F] : \text{irreducible } F \in \bigcup_{i=1}^{3} V_{\mathcal{J}(i)}^{\text{max}}(\mathbb{Z}) \text{ with } \text{Gal}(F) \simeq V_4 \text{ and } |\Delta(F)| < X \right\},
$$

where $[-]$ denotes GL$_2(\mathbb{Z})$-equivalence class.

2.1. **Proof of Theorem 2.3.** First, analogous to (2.1), we have the so-called twisted action of GL$_2(\mathbb{R})$ on the set of real binary quadratic forms, given by

$$
(2.3) \quad \varphi_T(x, y) = \frac{1}{\det(T)} \varphi(t_1 x + t_2 y, t_3 x + t_4 y) \text{ for } T = \begin{pmatrix} t_1 & t_2 \\ t_3 & t_4 \end{pmatrix}.
$$

This is compatible with (2.1), in the sense that $(\varphi \psi)_T = \varphi_T \psi_T$ for any real binary quadratic forms $\varphi$ and $\psi$. Analogous to the binary quartic form case, we then define

$$
W_{\mathcal{J}}(\mathbb{R}) = \{ \text{real binary quadratic forms } \varphi \text{ such that } \varphi_{M_{\mathcal{J}}} = -\varphi \},
$$

$$
W_{\mathcal{J}}(\mathbb{Z}) = \{ \text{integral binary quadratic forms } \varphi \text{ such that } \varphi_{M_{\mathcal{J}}} = -\varphi \}.
$$

Given a real binary quadratic form $\varphi$, by a direct computation, we have

$$
(2.4) \quad \varphi \in W_{\mathcal{J}}(\mathbb{R}) \text{ if and only if } 2\gamma \varphi_2 - \beta \varphi_1 + 2\alpha \varphi_0 = 0.
$$

Considerations of the Jacobian determinant have the following consequence:

**Proposition 2.7.** Let $(f, g)$ be a pair of non-proportional real binary quadratic forms. Then $J_{(f, g)}(x, y)$ is proportional to $J(x, y)$ if and only if $f, g \in W_{\mathcal{J}}(\mathbb{R})$. 

Proof. By the definition of Jacobian determinant, we have
\[ 2J_{(f,g),0}f_2 - J_{(f,g),1}f_1 + 2J_{(f,g),2}f_0 = 0 = 2J_{(f,g),0}g_2 - J_{(f,g),1}g_1 + 2J_{(f,g),2}g_0, \]
and \( f, g \) being non-proportional implies \( J_{(f,g),1}(x, y) \neq 0 \). Thus, if \( J_{(f,g),1}(x, y) \) is proportional to \( J(x, y) \), then \( f, g \in W_J(\mathbb{R}) \) by (2.4). Conversely, if \( f, g \in W_J(\mathbb{R}) \), then by (2.4) we have
\[ 2\gamma f_2 - \beta f_1 + 2\alpha f_0 = 0 = 2\gamma g_2 - \beta g_1 + 2\alpha g_0. \]
A straightforward computation shows that
\[ \alpha J_{(f,g),1} = 2\alpha(f_2g_0 - f_0g_2) = \beta(f_2g_1 - f_1g_2) = \beta J_{(f,g),2}, \]
\[ \alpha J_{(f,g),0} = \alpha(f_1g_0 - f_0g_1) = \gamma(f_2g_1 - f_1g_2) = \gamma J_{(f,g),2}, \]
\[ \beta J_{(f,g),0} = \beta(f_1g_0 - f_0g_1) = 2\gamma(f_2g_0 - f_0g_2) = \gamma J_{(f,g),1}, \]
which implies that \( J_{(f,g),1}(x, y) \) and \( J(x, y) \) are proportional. \( \square \)

In [21, (3-1) and (3-2)], we observed that
\[ \Psi_V : a_4x^4 + a_3x^3y + a_2x^2y^2 + a_1xy^3 + a_0y^4 \mapsto \begin{cases} (a_4, a_3, a_2) & \text{if } \alpha \neq 0 \\ (a_4, a_2, a_0) & \text{if } \alpha = 0 \end{cases} \]
defines an isomorphism of vector spaces from \( V_J(\mathbb{R}) \) to \( \mathbb{R}^3 \), and the image of \( V_J(\mathbb{Z}) \) under this map is a sublattice \( \Lambda_J \) of \( \mathbb{Z}^3 \). Similarly, the characterization (2.4) implies that
\[ \Psi_W : \varphi_2x^2 + \varphi_1xy + \varphi_0y^2 \mapsto \begin{cases} (\varphi_2, \varphi_1) & \text{if } \alpha \neq 0 \\ (\varphi_2, \varphi_0) & \text{if } \alpha = 0 \end{cases} \]
defines an isomorphism of vector spaces from \( W_J(\mathbb{R}) \) to \( \mathbb{R}^2 \), and the image of \( W_J(\mathbb{Z}) \) under this map is a sublattice \( \mathcal{L}_J \) of \( \mathbb{Z}^2 \). The key to the proof of Theorem 2.3 is the observation that any \( \mathbb{Z} \)-basis \( (f, g) \) of \( W_J(\mathbb{Z}) \) may be lifted to a \( \mathbb{Z} \)-basis \( (f^2, fg, g^2) \) of \( V_J(\mathbb{Z}) \). We shall prove this by comparing determinants. Put \( n_\beta = 2 \) if \( \beta \) is odd, and \( n_\beta = 1 \) if \( \beta \) is even.

**Lemma 2.8.** We have \( \det(\Lambda_J) = (n_\beta \alpha)^3 \) if \( \alpha \neq 0 \), and \( \det(\Lambda_J) = (n_\beta \beta/2)^3 \) if \( \alpha = 0 \).

*Proof. For \( \alpha \neq 0 \), see [21, Proposition 3.4]. For \( \alpha = 0 \), this is easy to verify. \( \square \)*

**Lemma 2.9.** We have \( \det(\mathcal{L}_J) = n_\alpha \alpha \) if \( \alpha \neq 0 \), and \( \det(\mathcal{L}_J) = n_\beta \beta/2 \) if \( \alpha = 0 \).

*Proof. By definition and (2.4), we have
\[ \mathcal{L}_J = \begin{cases} \{(\varphi_2, \varphi_1) \in \mathbb{Z}^2 : 2\gamma \varphi_2 - \beta \varphi_1 \equiv 0 \pmod{2\alpha}\} & \text{if } \alpha \neq 0, \\
\{(\varphi_2, \varphi_0) \in \mathbb{Z}^2 : 2\gamma \varphi_2 \equiv 0 \pmod{\beta}\} & \text{if } \alpha = 0, \end{cases} \]
and recall that \( \alpha, \beta, \gamma \) are pairwise coprime. We easily verify that
\[ \begin{cases} \{(\alpha, 0), (0, 1)\} & \text{if } \alpha \neq 0 \text{ and } \beta = 0 \\
\{(n_\beta \beta/2, 0), (0, 1)\} & \text{if } \alpha = 0 \end{cases} \]
is a \( \mathbb{Z} \)-basis for \( \mathcal{L}_J \), so \( \det(\mathcal{L}_J) \) is as stated in these two cases. Next, suppose that \( \alpha, \beta \neq 0 \), and we shall use the fact that
\[ \det(\mathcal{L}_J) = \prod_p \det(\mathcal{L}_J_p), \text{ where } \mathcal{L}_J_p = \mathbb{Z}_p \otimes \mathcal{L}_J. \]
For any prime \( p \), write \( \alpha = p^ka \) and \( \beta = p^lb \), where \( k, l \geq 0 \) and \( a, b \) are coprime to \( p \). Then
\[ \mathcal{L}_{J,p} = \{(\varphi_2, \varphi_1) \in \mathbb{Z}_p^2 : 2\gamma \varphi_2 - p^lb \varphi_1 \equiv 0 \pmod{p^{k+\varepsilon p}}\}, \]
where \( \varepsilon_p = 0 \) for \( p \) odd and \( \varepsilon_2 = 1 \). It is not hard to verify that

\[
\begin{cases}
\{(1, 2\gamma b^{-1}), (0, p^{k+\varepsilon_p})\} & \text{if } \ell = 0 \\
\{(p^k, 0), (0, 1)\} & \text{if } \ell \geq 1 \text{ and } \ell \geq k + \varepsilon_p \\
\{(p^{\varepsilon_p}, 2p^{-\varepsilon_p} \gamma b^{-1}), (0, p^{\ell+\varepsilon_p})\} & \text{if } \ell \geq 1 \text{ and } \ell \leq k + \varepsilon_p
\end{cases}
\]

is a \( \mathbb{Z}_p \)-basis for \( \mathcal{L}_J, p \). Hence, we have \( \det(\mathcal{L}_J, p) = p^k \) for \( p \) odd while \( \det(\mathcal{L}_J, 2) = n_2 2^k \). This shows that \( \det(\mathcal{L}_J) = n_\beta \alpha \), as claimed.

Lemma 2.9 implies the following characterization of primitivity:

**Proposition 2.10.** For any non-proportional \( f, g \in W_J(\mathbb{Z}) \), the following are equivalent:

(i) The pair \( (f, g) \) is primitive.

(ii) The pair \( (f, g) \) is a \( \mathbb{Z} \)-basis for \( W_J(\mathbb{Z}) \).

(iii) We have \( J(f, g, 2), J(f, g, 1) = \pm (n_\beta \alpha, n_\beta \beta) \).

(iv) We have \( J(f, g)(x, y) = \pm n_\beta J(x, y) \).

**Proof.** By Proposition 2.7, we know that \( J(f, g)(x, y) \) and \( J(x, y) \) are proportional. Since \( J(x, y) \) is primitive, we have \( J(f, g)(x, y) = \pm n J(x, y) \) for some \( n \in \mathbb{N} \). It follows that

\[
gcd(J(f, g, 2), J(f, g, 1/2), J(f, g, 0)) = gcd(na, n_\beta/2, n_\gamma) = n/n_\beta,
\]

and so \( (f, g) \) is primitive precisely when \( n = n_\beta \). This gives the equivalence between (i) and (iv), and that between (iv) and (iii) is obvious. Let \( \Lambda(f, g) \) be the sublattice of \( L \) spanned by \( \Phi_W(f) \) and \( \Phi_W(g) \) over \( \mathbb{Z} \). Then \( (f, g) \) is a \( \mathbb{Z} \)-basis of \( W_J(\mathbb{Z}) \) exactly when \( \det(\mathcal{L}(f, g)) = \det(\mathcal{L}_J) \). But

\[
\det(\mathcal{L}(f, g)) = \det\left( \begin{array}{c}
\Phi_W(f) \\
\Phi_W(g)
\end{array} \right) = \begin{cases}
J(f, g, 2) & \text{if } \alpha \neq 0 \\
J(f, g, 1/2) & \text{if } \alpha = 0
\end{cases}
\]

so the equivalence between (iii) and (ii) now follows from Lemma 2.9.

**Proposition 2.11.** For any \( f, g \in W_J(\mathbb{Z}) \), if \( (f, g) \) is a \( \mathbb{Z} \)-basis of \( W_J(\mathbb{Z}) \), then \( (f^2, fg, g^2) \) is a \( \mathbb{Z} \)-basis of \( V_J(\mathbb{Z}) \).

**Proof.** Let \( \Lambda(f, g) \) be the sublattice of \( A_J \) spanned by \( \Psi_V(f^2), \Psi_V(fg) \) and \( \Psi_V(g^2) \) over \( \mathbb{Z} \). Then \( (f^2, fg, g^2) \) is a \( \mathbb{Z} \)-basis of \( V_J(\mathbb{Z}) \) precisely when \( \det(\Lambda(f, g)) = \det(\Lambda_J) \). We have

\[
\det(\Lambda(f, g)) = \det\left( \begin{array}{c}
\Psi_V(f^2) \\
\Psi_V(fg) \\
\Psi_V(g^2)
\end{array} \right) = \begin{cases}
(J(f, g, 2))^3 & \text{if } \alpha \neq 0 \\
(J(f, g, 1/2))^3 & \text{if } \alpha = 0
\end{cases}
\]

by a direct calculation. Hence, if \( (f, g) \) is a \( \mathbb{Z} \)-basis of \( W_J(\mathbb{Z}) \), then we deduce from Lemma 2.8 and Proposition 2.10 (iii) that \( \det(\Lambda(f, g)) = \det(\Lambda_J) \), whence the claim.

**Proof of Theorem 2.3.** Let \( F \) be an integral binary quartic form of non-zero discriminant. First, suppose that \( F \in V_J(\mathbb{Z}) \) and let \( (f, g) \) be a \( \mathbb{Z} \)-basis of \( W_J(\mathbb{Z}) \). Then, there is an integral binary quadratic form \( h \) such that \( F = h(f, g) \) by Proposition 2.11. Notice that \( (f, g) \) is primitive by Proposition 2.10 and \( J(f, g)(x, y) \) is proportional to \( J(x, y) \) by Proposition 2.7.

Conversely, suppose that \( F = h(f, g) \) for some integral binary quadratic forms \( h, f, g \) such that \( J(f, g)(x, y) \) is proportional to \( J(x, y) \). Since \( \Delta(F) \neq 0 \) implies that \( f \) and \( g \) are non-proportional, we have \( f, g \in W_J(\mathbb{Z}) \) by Proposition 2.7. It follows that \( F_M = F \) and so \( F \in V_J(\mathbb{Z}) \).

Recall the notation from Definition 2.2, and note that the coefficients of \( F = h(f, g) \) are given as in (2.5) below. Using the standard formula for the discriminant of a binary quartic form, we computed in SageMath [19] that

\[
\Delta(F) = \Delta(h(f, g)) = (h_1^2 - 4h_2h_0)^2H_1^2H_2 = (\Delta(h)H_1)^2H_2,
\]
where $H_2$ is some integer, and
\[
H_1 = f_2^2 g_0^2 - f_2 f_1 g_1 g_0 + f_2 f_0 g_1^2 + f_2^2 g_2 g_0 - 2 f_2 f_0 g_2 g_0 - f_1 f_0 g_2 g_1 + f_0^2 g_2^2
= (f_2 g_0 - f_0 g_2)^2 - (f_2 g_1 - f_1 g_2) (f_1 g_0 - f_0 g_1)
\]
is equal to $\Delta(J_{(f,g)})/4$. This shows that indeed $(\Delta(h)\Delta(J_{(f,g)})/4)^2$ divides $\Delta(F)$. 

Finally, suppose that $F = h(f, g)$ and $F = h'(f', g')$ are two such representations of $F$ with $(f, g)$ and $(f', g')$ primitive. By Proposition 2.10 (ii), there is $T \in \text{GL}_2(\mathbb{Z})$ such that $(f', g') = T(f, g)$. But then $h(f, g) = h'_{T(f, g)}$, and by Proposition 2.11 the triplet $(f^2, f g, g^2)$ is linearly independent. Thus, we have $h = h'_{T}$, whence $h$ and $h'$ are $\text{GL}_2(\mathbb{Z})$-equivalent. 

2.2. Proof of Theorem 2.4. Let $F \in V_\tau (\mathbb{Z})$ be irreducible and write $F = h(f, g)$ as given by Theorem 2.3. For brevity, put
\[
k = \Delta(h), \quad J'_{(f,g),1} = J_{(f,g),1}/2, \quad \text{and} \quad d = \gcd \left( J_{(f,g),2}, J'_{(f,g),1}, J_{(f,g),0} \right).
\]
By a direct computation, the coefficients of $F$ are given by
\[
\begin{align*}
\begin{cases}
  a_4 = h_2 f_2^2 + h_1 f_2 g_2 + h_0 g_2^2, \\
  a_3 = 2 h_2 f_2 f_1 + h_1 (f_2 g_1 + f_1 g_2) + 2 h_0 g_2 g_1, \\
  a_2 = h_2 (2 f_2 f_0 + f_1^2) + h_1 (f_2 g_0 + f_1 g_0 + f_0 g_2) + h_0 (2 g_2 g_0 + g_1^2), \\
  a_1 = 2 h_2 f_1 f_0 + h_1 (f_1 g_0 + f_0 g_1) + 2 h_0 g_1 g_0, \\
  a_0 = h_2 f_0^2 + h_1 f_0 g_0 + h_0 g_0^2,
\end{cases}
\end{align*}
\]
and $F$ may be factored over $\mathbb{C}$ as
\[
F = h_2 \left( f - \frac{h_1 + \sqrt{\kappa}}{2 h_2} g \right) \left( f - \frac{h_1 - \sqrt{\kappa}}{2 h_2} g \right).
\]
Let us write the first factor in parentheses as $A x^2 + B xy + C y^2$, where explicitly
\[
\begin{align*}
\begin{cases}
  A = A_1 + A_2 \sqrt{\kappa}, \\
  B = B_1 + B_2 \sqrt{\kappa}, \\
  C = C_1 + C_2 \sqrt{\kappa},
\end{cases}
\quad \text{and} \quad
\begin{cases}
  A_1 = \frac{2 h_2 f_2 + h_1 g_2}{2 h_2}, \\
  A_2 = \frac{g_2}{2 h_2}, \\
  B_1 = \frac{2 h_2 f_1 + h_1 g_1}{2 h_2}, \\
  B_2 = \frac{g_1}{2 h_2}, \\
  C_1 = \frac{2 h_2 f_0 + h_1 g_0}{2 h_2}, \\
  C_2 = \frac{g_0}{2 h_2}.
\end{cases}
\end{align*}
\]
Without loss of generality, take $\theta_F = (-B + \sqrt{B^2 - 4 A C})/(2 A)$ and put $L_F = \mathbb{Q}(\theta_F)$.

Consider an element in $Q_F$, say
\[
x = c_0 + c_1 (a_1 \theta_F) + c_2 (a_4 \theta_F^2 + a_3 \theta_F) + c_3 (a_4 \theta_F^2 + a_3 \theta_F^2 + a_2 \theta_F),
\]
where $c_0, c_1, c_2, c_3 \in \mathbb{Z}$. We shall write
\[
x - c_0 = x_1 + x_2 \sqrt{B^2 - 4 AC} \quad \text{and} \quad x_2 = \frac{1}{2 A^3} \left( y_1 + y_2 \sqrt{\kappa} \right),
\]
where $x_1, x_2 \in K$ and $y_1, y_2 \in \mathbb{Q}$. Explicitly, we have
\[
x_1 = \frac{-B}{2 A} (c_1 a_4 + c_2 a_3 + c_3 a_2) + \frac{B^2 - 2 AC}{2 A^2} (c_2 a_4 + c_3 a_3) + \frac{B (-B^2 + 3 AC)}{2 A^3} (c_3 a_4),
\]
x_2 = \frac{1}{2 A} (c_1 a_4 + c_2 a_3 + c_3 a_2) - \frac{B}{2 A^2} (c_2 a_4 + c_3 a_3) + \frac{B^2 - AC}{2 A^3} (c_3 a_4),
\]
and also
\[
y_1 = (A_1^2 + k A_2^2) (c_1 a_4 + c_2 a_3 + c_3 a_2)
- (A_1 B_1 + k A_2 B_2) (c_2 a_4 + c_3 a_3) + (B_1^2 + k B_2^2 - A_1 C_1 - k A_2 C_2) (c_3 a_4),
\]
y_2 = (2 A_1 A_2) (c_1 a_4 + c_2 a_3 + c_3 a_2)
Now, we know that $Q_F$ is an order in $L$ by [18]. Clearly $K = \mathbb{Q}(\sqrt{K})$ is a quadratic subfield of $L$. Let $O_L$ and $O_K$, respectively, denote the rings of integers in $L$ and $K$. Then, we have

\[(Q_F \text{ is maximal}) \iff (Q_F = O_L) \implies (Q_F \cap K = O_K).
\]

Below, we shall determine an explicit $\mathbb{Z}$-basis of $Q_F \cap K$, namely

\[(Q_F \cap K = \mathbb{Z} \oplus \mathbb{Z} \tau), \text{ where } \tau = \frac{\Delta(J_{(f,g)})}{4d} \cdot \frac{-h_1 + \sqrt{k}}{2},\]

which then allows us to prove Theorem 2.4. The key is the next lemma:

**Lemma 2.12.** Let $x \in Q_F$ be as in (2.6). Then, we have $x \in K$ if and only if

\[c_2 J_{(f,g),2} + c_3 J_{(f,g),1} = -c_1 J_{(f,g),2} + c_3 J_{(f,g),0} = c_1 J_{(f,g),1} + c_2 J_{(f,g),0} = 0.
\]

Moreover, in this case, we have

\[x - c_0 = \begin{cases} \frac{c_3}{J_{(f,g),2}} \left( (s_1 J_{(f,g),1} - s_2 J_{(f,g),2}) - \frac{\Delta(J_{(f,g)})}{4d} \left( \frac{-h_1 + \sqrt{k}}{2} \right) \right) & \text{if } J_{(f,g),2} \neq 0, \\ \frac{-c_2}{J_{(f,g),1}} \left( (s_1 J_{(f,g),1} - s_2 J_{(f,g),2}) - \frac{\Delta(J_{(f,g)})}{4d} \left( \frac{-h_1 + \sqrt{k}}{2} \right) \right) & \text{if } J_{(f,g),1} \neq 0, \end{cases}
\]

where $s_1, s_2 \in \mathbb{Z}$, and in particular $x \in \mathbb{Z} \oplus \mathbb{Z} \tau$.

**Proof.** Clearly $x \in K$ if and only if $x_2 = 0$, which is equivalent to $y_1 = y_2 = 0$. We may define

\[
\begin{align*}
\eta_{11} &= 2A_1A_2a_4, \\
\eta_{12} &= (A_1^2 + kA_2^2)a_4, \\
\eta_{21} &= 2A_1A_2a_3 - (A_1B_2 + A_2B_1)a_4, \\
\eta_{22} &= (A_1^2 + kA_2^2)a_3 - (A_1B_1 + kA_2B_2)a_4, \\
\eta_{31} &= 2A_1A_2a_2 - (A_1B_2 + A_2B_1)a_3 + (B_1^2B_2 - A_1C_2 - A_2C_1)a_4, \\
\eta_{32} &= (A_1^2 + kA_2^2)a_2 - (A_1B_1 + kA_2B_2)a_3 + (B_1^2 + kB_2^2 - A_1C_1 - kA_2C_2)a_4,
\end{align*}
\]

so that $c_i$ is eliminated in $\eta_{11}y_1 - \eta_{12}y_2$ for each $i = 1, 2, 3$. In SageMath [19], we computed that

\[
\begin{pmatrix}
\eta_{11} & \eta_{12} \\
\eta_{21} & \eta_{22} \\
\eta_{31} & \eta_{32}
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2
\end{pmatrix} = -\frac{a_1}{2h_2} \begin{pmatrix}
c_2 J_{(f,g),2} + c_3 J_{(f,g),1} \\
-c_1 J_{(f,g),2} + c_3 J_{(f,g),0} \\
-c_1 J_{(f,g),1} - c_2 J_{(f,g),0}
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
\eta_{11} \eta_{12} - \eta_{11} \eta_{22} = \frac{a_1^3}{2h_2^2} J_{(f,g),2}, \\
\eta_{21} \eta_{12} - \eta_{11} \eta_{32} = \frac{a_1^3}{2h_2^2} J_{(f,g),1}. \\
\eta_{31} \eta_{12} - \eta_{11} \eta_{32} = \frac{a_1^3}{2h_2^2} J_{(f,g),0}
\end{pmatrix}
\]

The two expressions on the right cannot both zero because $\Delta(F), \Delta(J_{(f,g)}) \neq 0$. Hence, the above $(3 \times 2)$-matrix has trivial null space, so $y_1 = y_2 = 0$ if and only if (2.9) holds.

Now, suppose that $x \in K$, which implies $x_2 = 0$. We then deduce that

\[x - c_0 = x_1 + Bx_2 = -\frac{C}{A}(c_2a_4 + a_3a_3) + \frac{BC}{A^2}(c_3a_4) = \frac{1}{(A_1^2 - kA_2^2)^2}(z_1 + z_2 \sqrt{k}),
\]

where $z_1, z_2 \in \mathbb{Q}$ are given by

\[
z_1 = -(A_1^2 - kA_2^2)(A_1C_1 - kA_2C_2)(c_2a_4 + c_3a_3)
+ ((A_1^2 + kA_2^2)(B_1C_1 + kB_2C_2) - 2kA_1A_2(B_1C_2 + B_2C_1))(c_3a_4),
\]

\[
z_2 = -(A_1^2 - kA_2^2)(A_1C_2 - A_2C_1)(c_2a_4 + c_3a_3)
+ ((A_1^2 + kA_2^2)(B_1C_2 + B_2C_1) - 2A_1A_2(B_1C_1 + kB_2C_2))(c_3a_4).
\]

Again, using SageMath [19] we check that $A_1^2 - kA_2^2 = a_4/h_2$ and

\[(h_2/a_4)^2 z_1 = -(c_2(2h_2f_2f_0 + h_1(f_2g_0 + f_0g_2) + 2h_0g_2g_0)\]
\[ (h_2/a_4)^2 z_2 = (c_2(f_2g_0 - f_0g_2) + c_3(f_1g_0 - f_0g_1))/2. \]

By (2.9), we know that

\[
\begin{align*}
  & \{ c_2 = -c_3J_{(f,g),1}/J_{(f,g),2} \quad \text{and} \quad c_1 = c_3J_{(f,g),0}/J_{(f,g),2} \quad \text{if} \quad J_{(f,g),2} \neq 0, \\
  & \{ c_3 = -c_2J_{(f,g),2}/J_{(f,g),1} \quad \text{and} \quad c_1 = -c_2J_{(f,g),0}/J_{(f,g),1} \quad \text{if} \quad J_{(f,g),1} \neq 0.
\end{align*}
\]

By substituting (2.11) into (2.10), we obtain the desired expression for \( x - c_0 \) with

\[ s_1 = h_2f_2f_0 + h_1f_0g_2 + h_0g_2g_0 \quad \text{and} \quad s_2 = h_2f_1f_0 + h_1f_0g_1 + h_0g_1g_0. \]

The above relations also imply that \( J_{(f,g),2}/d \) divides \( c_3 \) if \( J_{(f,g),2} \neq 0 \), and that \( J_{(f,g),1}/d \) divides \( c_2 \) if \( J_{(f,g),1} \neq 0 \). We then see that \( x \in \mathbb{Z} \oplus \mathbb{Z}T \), as claimed.

**Proof of Theorem 2.4.** First, we shall prove claim (2.8). By Lemma 2.12, it remains to show the inclusion \( \mathbb{Z} \oplus \mathbb{Z}T \subset Q_F \cap K \), and it suffices to show that \( \tau \in Q_F \cap K \). Put

\[ c_0 = (s_1J_{(f,g),1} - s_2J_{(f,g),2})/d, \quad c_1 = -J_{(f,g),0}/d, \quad c_2 = J_{(f,g),1}/d, \quad c_3 = -J_{(f,g),2}/d, \]

where \( s_1, s_2 \in \mathbb{Z} \) as above. Clearly \( c_0, c_1, c_2, c_3 \in \mathbb{Z} \) satisfy (2.9). From Lemma 2.12, we then deduce that the element in (2.6) lies in \( K \) and is equal to \( \tau \), whence the claim.

Now, write \( k = m^2k' \) for \( m \in \mathbb{N} \) and \( k' \in \mathbb{Z} \) square-free. Notice that \( m \neq 1 \) if \( k' \neq 1 \) (mod 4) because \( k \) is a discriminant. We know that

\[ \text{disc}(O_K) = \begin{cases} 4k' & \text{if } k' \neq 1 \text{ (mod 4)}, \\
                       k' & \text{if } k' \equiv 1 \text{ (mod 4)}, \end{cases} \quad \text{and} \quad \text{disc}(Q_F \cap K) = \left( \frac{\Delta(J_{(f,g),0})}{4d} \right)^2 m^2k'. \]

by (2.8). Suppose that \( Q_F \) is maximal. Then \( \text{disc}(O_K) \) and \( \text{disc}(Q_F \cap K) \) are equal by (2.7), and we deduce that \( k \) is a fundamental discriminant and \( \Delta(J_{(f,g),0}) = \pm 4d \). Since \( \Delta(J_{(f,g),0}) \) is divisible by \( 4d^2 \) by definition, we must in fact have \( d = 1 \), whence \( (f, g) \) is primitive. By Proposition 2.10, this in turn implies that \( J_{(f,g),0} = \pm 2 \cdot J \) if \( \beta \) is odd, and \( J_{(f,g),0} = \pm J \) if \( \beta \) is even. It follows that \( \Delta(J) \in \{1, 4, -4\} \), as claimed.

**2.3. The conductor polynomial.** Let us make the following definition:

**Definition 2.13.** For any \( F \in V_J(\mathbb{Z}) \) of non-zero discriminant, write \( F = h(f, g) \) as in Theorem 2.3 with \((f, g)\) primitive, and define the **conductor polynomial of \( F \)** with respect to \( J \) by \( C_J(F) = \Delta(F)/\Delta(h) \). This does not depend on the choice of \( h, f, g \). For convenience, we shall define \( C_J(F) = 0 \) when \( \Delta(F) = 0 \).

The conductor polynomial \( C_J(\cdot) \) is an invariant in a certain sense, as the following proposition demonstrates:

**Proposition 2.14.** For any \( F \in V_J(\mathbb{Z}) \) and \( T \in \text{GL}_2(\mathbb{Z}) \), we have \( C_{J_T}(F_T) = C_J(F) \).

**Proof.** Observe that any \( T \in \text{GL}_2(\mathbb{Z}) \) induces an isomorphism

\[ W_J(\mathbb{Z}) \rightarrow W_{J_T}(\mathbb{Z}); \quad \varphi \mapsto \varphi_T \]

of \( \mathbb{Z} \)-modules. Let us write \( F = h(f, g) \) as in Theorem 2.3 with \((f, g)\) primitive and \( J_{(f,g),0}(x, y) \) proportional to \( J(x, y) \). By Proposition 2.7, we know that \( f, g \in W_J(\mathbb{Z}) \), and \( J_{(f,g),0}(x, y) \) is proportional to \( J_T(x, y) \). By Proposition 2.10, the pair \((f, g)\) is a \( \mathbb{Z} \)-basis for \( W_J(\mathbb{Z}) \), so clearly \((f_T, g_T)\) is a \( \mathbb{Z} \)-basis for \( W_{J_T}(\mathbb{Z}) \). This implies that \((f_T, g_T)\) is primitive, again by Proposition 2.10. It then follows from Definition 2.13 that

\[ C_{J_T}(F_T) = C_J(h(f_T, g_T)) = \Delta(F_T)/\Delta(h) = \Delta(F)/\Delta(h) = C_J(F), \]

as claimed. \( \square \)
Given an integral and irreducible binary quartic form \( F \) with \( \text{Gal}(F) \cong D_4, C_4 \), Proposition 2.1 implies that \( F \in V_J(\mathbb{Z}) \) for a unique choice of \( J \) up to scaling. We may then write \( C(F) \) without the subscript \( J \), and refer to it as the conductor polynomial of \( F \). This is related to the conductor of quartic \( D_4 \)-fields as follows:

**Proposition 2.15.** For any integral and irreducible binary quartic form \( F \) such that \( Q_F \) is maximal, we have \( |\Delta(F)| = |\text{disc}(L_F)| \), as well as \( |C(F)| = |C(L_F)| \) when \( \text{Gal}(F) \cong D_4 \).

**Proof.** By [18, Proposition 1.1], we know that \( \Delta(F) = \text{disc}(Q_F) \), and so the first claim holds by (2.7). Write \( F = h(f, g) \) as in Theorem 2.3 with \( (f, g) \) primitive. Notice that \( \mathbb{Q}(\sqrt{\Delta(h)}) \) is a quadratic subfield of \( L_F \) and \( \Delta(h) \) is a fundamental discriminant by Theorem 2.4. We then see that the second claim holds as well. \( \square \)

Finally, we note that the terminology conductor polynomial comes from the fact that \( C_J(F) \) is a polynomial in the coefficients of \( F \). More specifically, let \( F \in V_J(\mathbb{Z}) \) be as in (1.1) of non-zero discriminant. By [21, (3-1) and (3-2)], we know that if \( \alpha \neq 0 \) and \( \beta, \beta^2 + 4\alpha \gamma \neq 0 \), respectively, then the coefficients \( (a_1, a_0) \) and \( (a_3, a_1) \) are determined by the remaining three, and it may be computed in SageMath [19] for example, that

\[
\Delta(F) = \frac{(\beta^2 - 4\alpha \gamma)^2}{64\alpha^9} \cdot P_J(a_4, a_3, a_2) \cdot (-8\alpha a_4^2 + \alpha a_3^2 - 4\alpha a_4 a_2 + 2\beta a_4 a_3)^2,
\]

\[
\Delta(F) = 16(\beta^2 - 4\alpha \gamma)^2 \cdot \frac{\beta^3(\beta^2 + 4\alpha \gamma)^6}{\beta(\beta^2 + 4\alpha \gamma)^6} \cdot P_J'(a_4, a_2, a_0) \cdot (16\gamma a_4^4 + \beta^4 a_2^2 + 16\alpha a_0^2 - 8\beta^2 \gamma a_4 a_2 \nonumber \\
- 4\beta^4 a_4 a_0 - 32\alpha \beta^2 \gamma a_4 a_0 - 32\alpha \gamma^2 a_4 a_0 - 8\alpha^2 \beta^2 a_2 a_0)^2,
\]

where \( P_J \) and \( P_J' \) are some polynomials with coefficients in \( \mathbb{Z}[\alpha, \beta, \gamma] \). Now, write \( F = h(f, g) \) with \((f, g)\) primitive given by Theorem 2.3, and \( J_{(f, g)}(x, y) = \pm \beta J(x, y) \) by Proposition 2.10. Using this, together with the coefficients of \( F \) given explicitly in (2.5), again we computed in SageMath [19] that if \( \alpha \neq 0 \) and \( \beta, \beta^2 + 4\alpha \gamma \neq 0 \), respectively, then

\[
\Delta(h) = \frac{1}{n^2 \beta^3} \cdot (-8\gamma a_4^2 + \alpha a_3^2 - 4\alpha a_4 a_2 + 2\beta a_4 a_3),
\]

\[
\Delta(h) = \frac{4}{n^2 \beta^3(\beta^2 + 4\alpha \gamma)^2} \cdot (16\gamma a_4^4 + \beta^4 a_2^2 + 16\alpha a_0^2 - 8\beta^2 \gamma a_4 a_2 \nonumber \\
- 4\beta^4 a_4 a_0 - 32\alpha \beta^2 \gamma a_4 a_0 - 32\alpha \gamma^2 a_4 a_0 - 8\alpha^2 \beta^2 a_2 a_0). \nonumber
\]

Regarding \( \alpha, \beta \) and \( \gamma \) as fixed constants, we then see that indeed \( C_J(F) \) may be expressed as a polynomial in three of the coefficients of \( F \).

3. **The number of pre-maximal binary quartic forms having bounded conductor**

In Section 2, we showed that integral binary quartic forms corresponding to quartic \( D_4 \)-fields with monogenic cubic resolvent may be \( \text{GL}_2(\mathbb{Z}) \)-translated into one of the three families \( V_J(i)(\mathbb{Z}) \) for \( i = 1, 2, 3 \). In this section, we shall count these so-called pre-maximal forms

\[
V_{J(i)}(\mathbb{Z})(X) = \{ F \in V_{J(i)}(\mathbb{Z}) : 0 < |C_{J(i)}(F)| < X \}
\]

by their conductor, without imposing any maximality condition.

Let us make two observations. First, for any \( F \in V_{J(i)}(\mathbb{Z}) \) as in (1.3), it is easy to check that

\[
C_{J(i)}(F) = \Delta(F)/(B^2 - 4AC)
\]

\[
= \begin{cases} 
16AC(B^2 - 4AC) & \text{for } i = 1, \\
(4A - 2B + C)(4A + 2B + C)(B^2 - 4AC) & \text{for } i = 2, \\
((4A - C)^2 + 4B^2)(B^2 - 4AC) & \text{for } i = 3.
\end{cases}
\]
Second, the two families \( V_{\mathcal{J}(1)}(\mathbb{Z}) \) and \( V_{\mathcal{J}(2)}(\mathbb{Z}) \) exhibit an obvious relation because
\[
M_{\mathcal{J}(1)} = \frac{1}{2} (T_0^{-1} M_{\mathcal{J}(2)} T_0) \quad \text{for} \quad T_0 = \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \quad \text{where} \quad M_{\mathcal{J}(1)} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad M_{\mathcal{J}(2)} = \begin{pmatrix} 0 & -2 \\ -2 & 0 \end{pmatrix}
\]
are as in (2.2). In particular, there is an isomorphism of \( \mathbb{R} \)-vector spaces defined by
\[
\iota : V_{\mathcal{J}(2)}(\mathbb{R}) \rightarrow V_{\mathcal{J}(1)}(\mathbb{R}); \quad \iota(F) = \det(T_0)^2 \cdot F T_0 = 4 \cdot F T_0,
\]
where the factor \( \det(T_0)^2 \) is simply to ensure that \( \iota \) preserves integrality, because we are using the twisted action (2.1). Identifying \( V_{\mathcal{J}(1)}(\mathbb{R}) \) and \( V_{\mathcal{J}(2)}(\mathbb{R}) \) with \( \mathbb{R}^3 \) via (1.3), explicitly
\[
\iota(A, B, C) = (4A - 2B + C, 2(4A - C), 4A + 2B + C).
\]
Also, a direct calculation yields
\[
\begin{pmatrix} 4 & -2 & 1 \\ 8 & 0 & -2 \\ 4 & 2 & 1 \end{pmatrix}^{-1} = \frac{1}{16} \begin{pmatrix} 1 & 1 & 1 \\ -4 & 0 & 4 \\ 4 & -4 & 4 \end{pmatrix} \quad \text{and} \quad \det \begin{pmatrix} 4 & -2 & 1 \\ 8 & 0 & -2 \\ 4 & 2 & 1 \end{pmatrix} = 64.
\]
We then see that the image of \( V_{\mathcal{J}(2)}(\mathbb{Z}) \) under \( \iota \) is the sublattice
\[
\Lambda_i = \{(a, b, c) \in \mathbb{Z}^3 : a + b + c \equiv 0 \pmod{16}, -a + c, a - b + c \equiv 0 \pmod{4}\}
\]
having determinant 64. The above discussion implies that the enumerations of \( V_{\mathcal{J}(1)}(\mathbb{Z}) \) and \( V_{\mathcal{J}(2)}(\mathbb{Z}) \) are essentially the same problem. We shall then focus on the family \( V_{\mathcal{J}(1)}(\mathbb{Z}) \), and we shall also show that the contribution of \( V_{\mathcal{J}(3)}(\mathbb{Z}) \) is in fact negligible.

### 3.1. Planar regions corresponding to bounded conductor.

As we can see from (1.3), for each \( i = 1, 2, 3 \), the set \( V_{\mathcal{J}(i)}(\mathbb{Z}) \) can be identified with \( \mathbb{Z}^2 \), with a corresponding embedding in \( \mathbb{R}^3 \). The condition that \( |\mathcal{C}_{\mathcal{J}(i)}(F)| \) being bounded therefore determines a certain region in \( \mathbb{R}^3 \) of positive measure. Our plan is to exchange these somewhat awkward 3-dimensional regions for nicer 2-dimensional regions.

For any \( F \in V_{\mathcal{J}(i)}(\mathbb{Z}) \) given as in (1.3), let us put
\[
(x_i(F), u_i(F), v_i(F)) = \begin{cases} (B, A, C) & \text{for } i = 1, \\
(4A - C, 4A - 2B + C, 4A + 2B + C) & \text{for } i = 2, \\
(4A + C, 4A - C, 2B) & \text{for } i = 3. \end{cases}
\]
Then, by further defining
\[
y_i(F) = \begin{cases} 4u_i(F)v_i(F) & \text{for } i = 1, \\
u_i(F)v_i(F) & \text{for } i = 2, \\
u_i(F)^2 + v_i(F)^2 & \text{for } i = 3, \end{cases}
\]
we obtain from (3.1) the formulae
\[
|\mathcal{C}_{\mathcal{J}(1)}(F)| = \Delta(F)/(x_1(F)^2 - y_1(F)) = 4y_1(F)(x_1(F)^2 - y_1(F)), \\
|\mathcal{C}_{\mathcal{J}(2)}(F)| = 4\Delta(F)/(x_2(F)^2 - y_2(F)) = y_2(F)(x_2(F)^2 - y_2(F))/4, \\
|\mathcal{C}_{\mathcal{J}(3)}(F)| = -4\Delta(F)/(x_3(F)^2 - y_3(F)) = -y_3(F)(x_3(F)^2 - y_3(F))/4.
\]
From the above change of variables, we see that the bound on the conductor polynomial gives the 2-dimensional region
\[
R(X) = \{(x, y) \in \mathbb{R}^2 : |y|, |x^2 - y| \geq 1, \ |y(x^2 - y)| < X\}.
\]
From a point \((x, y) \in R(X) \cap \mathbb{Z}^2\), for \( i = 1, 2 \) we can recover elements in \( V_{\mathcal{J}(i)}(\mathbb{Z}) \) by restricting to appropriate congruence classes and then taking divisors of \( y \). But for \( i = 3 \) we must require that \( y \) is a sum of two squares. More precisely:
Lemma 3.1. We have the equalities
\[
\#V_{\mathcal{T}(1)}(\mathbb{Z})(X) = \sum_{(x,y) \in R(X) \cap \mathbb{Z}^2} \sum_{uv = y/4} 1,
\]
\[
\#V_{\mathcal{T}(2)}(\mathbb{Z})(X) = \sum_{(x,y) \in R(X) \cap \mathbb{Z}^2} \sum_{uv = y} 1,
\]
\[
\#V_{\mathcal{T}(3)}(\mathbb{Z})(X) = \sum_{(x,y) \in R(X) \cap \mathbb{Z}^2} \sum_{u^2 + v^2 = y} 1,
\]
where \(\Lambda_2\) and \(\Lambda_3\) are the sublattices in \(\mathbb{Z}^3\) defined by
\[
\Lambda_2 = \{(x, u, v) \in \mathbb{Z}^3 : 2x + u + v \equiv 0 \pmod{16}, -u + v, -2x + u + v \equiv 0 \pmod{4}\},
\]
\[
\Lambda_3 = \{(x, u, v) \in \mathbb{Z}^3 : x + u \equiv 0 \pmod{8}, v, x - u \equiv 0 \pmod{2}\}.
\]

Proof. For \(i = 2, 3\), the change of variables from \((x, u, v)\) to \((A, B, C)\) is given by
\[
\begin{pmatrix}
4 & 0 & -1 \\
4 & -2 & 1 \\
4 & 2 & 1
\end{pmatrix}^{-1} = \frac{1}{16} \begin{pmatrix}
2 & 1 & 1 \\
0 & -4 & 4 \\
-8 & 4 & 4
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
4 & 0 & 1 \\
4 & 0 & -1 \\
0 & 2 & 0
\end{pmatrix}^{-1} = \frac{1}{8} \begin{pmatrix}
1 & 1 & 0 \\
0 & 0 & 4 \\
4 & -4 & 0
\end{pmatrix},
\]
respectively, explaining the definitions of \(\Lambda_2\) and \(\Lambda_3\). \qed

The main tool we shall use to convert geometric information to an arithmetic count is the following well-known result of Davenport [11], considered the bedrock of geometry of numbers. We shall use the formulation due to Bhargava [4] and Bhargava-Shankar [5]:

Proposition 3.2 (Davenport’s lemma). Let \(\mathcal{R}\) be a bounded, semi-algebraic multi-set in \(\mathbb{R}^n\) having maximum multiplicity \(m\) and that is defined by at most \(k\) polynomial inequalities, each having degree at most \(\ell\). Then the number of integral lattice points (counted with multiplicity) contained in the region \(\mathcal{R}\) is given by
\[
\text{Vol}(\mathcal{R}) + O(\max\{\text{Vol}(\mathcal{R}), 1\}),
\]
where \(\text{Vol}(\mathcal{R})\) denotes the greatest \(d\)-dimensional volume among the projections of \(\mathcal{R}\) onto a coordinate subspace by equating \(n - d\) coordinates to zero, where \(1 \leq d \leq n - 1\). The implied constant in the second summand depends only on \(n, m, k, \ell\).

3.2. Counting elements in the three families by conductor. By Lemma 3.1, the enumerations of \(V_{\mathcal{T}(i)}(\mathbb{Z})\) may be reduced to counting integral points in \(R(X)\) with weights. Let us record the following observations, both of which are easily verified, about the geometry of \(R(X)\):

Lemma 3.3. Let \((x, y) \in \mathbb{R}^2\).
(a) For \(|x| \geq \sqrt{2}X^{1/4}\), the condition \(|y(x^2 - y)| < X\) is equivalent to
\[
y \in \left(\frac{x^2 - \sqrt{x^4 - 4X}}{2}, \frac{x^2 + \sqrt{x^4 - 4X}}{2}\right) \cup \left(\frac{x^2 + \sqrt{x^4 + 4X}}{2}, \frac{x^2 + \sqrt{x^4 + 4X}}{2}\right).
\]
(b) For \(|x| < \sqrt{2}X^{1/4}\), the condition \(|y(x^2 - y)| < X\) is equivalent to
\[
y \in \left(\frac{x^2 - \sqrt{x^4 + 4X}}{2}, \frac{x^2 + \sqrt{x^4 + 4X}}{2}\right).
\]

We next show that the region \(R(X)\) does not contain any integral points with \(x^2 > 2X\). This step is crucial: it shows that the cusp in \(R(X)\) is not too large.

Lemma 3.4. For all \((x, y) \in R(X) \cap \mathbb{Z}^2\), we have \(x^2 \leq 2X\).
Proof. Suppose that \((x, y) \in R(X) \cap \mathbb{Z}^2\) but \(x^2 > 2X\). Clearly \(|y| \leq X\), and so \(x^2 - y > 0\). Since \(y\) and \(x^2 - y\) sum to \(x^2\), one of them has to exceed \(X\) in size. But then \(|y(x^2 - y)|\) is at least \(X\), which contradicts that \((x, y) \in R(X)\). \(\Box\)

We shall prove:

**Proposition 3.5.** For \(i = 1, 2\), let \(N_{i}^{(r_2)}(X)\) denote the number of forms \(F \in V_{\mathcal{J}^{(i)}}(\mathbb{Z})(X)\) such that \(F(x, 1)\) has exactly \(4 - 2r_2\) real roots and \(|v_i(F)| > |u_i(F)|\). Then

\[
N_{i}^{(r_2)}(X) = \frac{\tau(r_2)\sqrt{2}\Gamma(1/2)^2}{96\sqrt{\pi}}X^{3/4}\log X + O\left(X^{3/4}(\log X)^{3/4}\right),
\]

where \(\tau(0) = 1\), \(\tau(1) = \sqrt{2}\), and \(\tau(2) = 1 + \sqrt{2}\) are as in Theorem 1.3.

We remark that the extra requirement \(|v_i(F)| > |u_i(F)|\) is to ensure that we only count each \(\text{GL}_2(\mathbb{Z})\)-equivalence class once; see Lemma 5.3 below.

Recall the isomorphism \( \iota \) in (3.2) and the definition of \( \Lambda \) after it. By (3.3) and (3.4), we have

\[
u_1(\iota(F)) = u_2(F), \quad v_1(\iota(F)) = v_2(F), \quad \mathcal{C}_{\mathcal{J}^{(1)}}(\iota(F)) = 256 \cdot \mathcal{C}_{\mathcal{J}^{(2)}}(F)
\]

for all \(F \in V_{\mathcal{J}^{(2)}}(\mathbb{Z})\).

It then follows that

\[
N_{2}^{(r_2)}(X) = \frac{1}{\det(\Lambda_i)} \cdot N_{1}^{(r_2)}(256X) = \frac{1}{64} \cdot N_{1}^{(r_2)}(256X),
\]

since the main term has order \(X^{3/4}\log X \) and \(256^{3/4} = 64\), the case \(i = 2\) would follow once we prove the case \(i = 1\).

Now, to prove the claim for \(i = 1\), the first step is to show that the cusps of \(R(X)\) with \(|x|\) large contribute to an error term:

**Lemma 3.6.** We have

\[
\sum_{(x, y) \in R(X) \cap \mathbb{Z}^2 \atop |x| \geq X^{1/4}(\log X)^{1/4}} 1 = O\left(X^{3/4}(\log X)^{3/4}\right).
\]

*Proof.* For each \((x, y) \in R(X) \cap \mathbb{Z}^2\) with \(x \geq X^{1/4}(\log X)^{1/4}\), by Lemma 3.3 (a), we have the constraint that \(y\) lies in \(J_{x, 1} \cup J_{x, 2}\), where

\[
J_{x, 1} = \left(\frac{x^2 - \sqrt{x^4 + 4X}}{2}, \frac{x^2 - \sqrt{x^4 - 4X}}{2}\right) \quad \text{and} \quad J_{x, 2} = \left(\frac{x^2 + \sqrt{x^4 - 4X}}{2}, \frac{x^2 + \sqrt{x^4 + 4X}}{2}\right).
\]

Both \(J_{x, 1}, J_{x, 2}\) have lengths \(O(X/x^2)\), which is bounded away from zero because \(x^2 \leq 2X\) by Lemma 3.4. Now, we need to evaluate the divisor function \(d(\cdot)\) at \(y\). What is problematic is that when \(|x|\) is close to \(X^{1/2}\), then \(|y|\) is close to \(X\) but lies in an interval of essentially bounded length. To overcome this issue, we shall further subdivide \(x\) into the ranges

\[
X^{1/4}(\log X)^{1/4} < |x| < X^{5/16} \quad \text{and} \quad X^{5/16} \leq |x| \leq \sqrt{2}X^{1/2}.
\]

For the first range of \(x\), we shall draw upon the following estimate, due to Huxley [14], of the average order of the divisor function over short intervals:

\[
\sum_{Y \leq y < Y + Y^\theta} d(y) \sim Y^\theta \log Y, \quad \text{valid for } \theta > 131/416.
\]

We note that the weaker lower bound \(\theta > 1/2\) suffices for us, which is obtained from Dirichlet’s hyperbola method. The endpoints of \(J_{x, 1}, J_{x, 2}\) are of sizes \(O(x^2)\). Since \(J_{x, 1}, J_{x, 2}\) have lengths...
(3.3) \( O(X/x^2) \), and the bound \(|x| \leq X^{5/16} \) implies \( X/x^2 > x^{2\theta} \) for \( \theta < 3/5 \), it follows that

\[
\sum_{y \in J} d(y) \sim \frac{X}{x^2} \cdot \log X \text{ for both } J = J_{x,1}, J_{x,2}.
\]

The total contribution from the range \(|x| \leq X^{5/16} \) is then

\[
(3.6) \quad X \log X \sum_{X^{1/4} \leq |x| < X^{5/16}} x^{-2} = O \left( X^{3/4} (\log X)^{3/4} \right).
\]

When \( X^{5/16} < |x| \leq \sqrt{2}X^{1/2} \), we no longer average the divisor function but use the uniform upper bound \( d(y) = O_\varepsilon (y^\varepsilon) \) for any \( \varepsilon > 0 \) instead. We have \( y = O(X) \) and recall that \( y \) lies in two intervals of lengths \( O(X/x^2) \). The contribution from the range \(|x| \geq X^{5/16} \) is hence

\[
(3.7) \quad O_\varepsilon \left( X^{1+\varepsilon} \sum_{X^{5/16} < |x| \leq \sqrt{2}X^{1/2}} x^{-2} \right) = O_\varepsilon \left( X^{11/16 + \varepsilon} \right).
\]

Choosing \( \varepsilon < 1/16 \), we then see that this is an acceptable error term. This completes the proof of the lemma. \( \square \)

Lemma 3.6 allows us to eliminate the cusps of \( R(X) \) and consider the following nicer subset which is free of extraordinarily long and narrow regions:

\[ \mathcal{R}(X) = \{(x,y) \in \mathbb{R}^2 : |y|, |x^2 - y| \geq 1, |y(x^2 - y)| < X, |x| < 2X^{1/4} (\log X)^{1/4} \}. \]

The factor of 2 in the last inequality is only for convenience when we calculate the area of \( \mathcal{R}(X) \) later. Now, we are not simply counting integral points \((x,y) \in \mathcal{R}(X)\) but rather weighing each point by the divisor function evaluated at \( y \). For each \( a \in \mathbb{Z} \), upon writing \( y = 4av \) we introduce

\[
(3.8) \quad \mathcal{R}_a(X) = \{(x,v) \in \mathbb{R}^2 : |v| > |a|, |x^2 - 4av| \geq 1, \left| 4av(x^2 - 4av) \right| < X/4, \quad \text{and } |x| < 2(X/4)^{1/4} (\log(X/4))^{1/4} \}.
\]

Note that we have included the condition \( y \equiv 0 \pmod{4} \) in the definition of \( \mathcal{R}_a(X) \), and

\[
(3.9) \quad a^2 \ll |av| \ll x^2 + X^{1/2} \ll X^{1/2} (\log X)^{1/2} \text{ for all } (x,v) \in \mathcal{R}_a(X),
\]

where the first \( \ll \) follows from Lemma 3.3. This means that \( \mathcal{R}_a(X) \) is the empty set when \( |a| \gg X^{1/4} (\log X)^{1/4} \).

From the discussion above, we now deduce that

\[
\sum_{r_2=0,1,2} N^{(r_2)}_1(X) = \sum_{1 \leq |a| \ll X^{1/4} (\log X)^{1/4}} \#(\mathcal{R}_a(X) \cap \mathbb{Z}^2) + O \left( X^{3/4} (\log X)^{3/4} \right),
\]

where the error term comes from Lemma 3.6. The region \( \mathcal{R}_a(X) \) is 2-dimensional and we may count the integral points inside via Davenport’s lemma. To apply Davenport’s lemma, we need to show that the projections of \( \mathcal{R}_a(X) \) onto the coordinate axes are not too large:

**Lemma 3.7.** Let \( a \in \mathbb{Z} \) be non-zero. For any \((x,v) \in \mathcal{R}_a(X) \cap \mathbb{Z}^2\), we have the bounds

\[ |x| = O \left( X^{1/4} (\log X)^{1/4} \right) \text{ and } |v| = O \left( X^{1/2} (\log X)^{1/2} |a|^{-1} \right), \]

where the implied constants are absolute.

**Proof.** The bound for \( x \) is part of the definition of \( \mathcal{R}_a(X) \), and that for \( v \) follows from (3.9). \( \square \)

From Lemma 3.7 and Proposition 3.2, we then obtain

\[ \#(\mathcal{R}_a(X) \cap \mathbb{Z}^2) = \text{Area}(\mathcal{R}_a(X)) + O \left( X^{1/2} (\log X)^{1/2} |a|^{-1} + X^{1/4} (\log X)^{1/4} \right). \]

Let us now refine the above arguments to take into account the different real splitting types of integral binary quartic forms. First we show that:
Lemma 3.8. For any $F \in V_{\mathcal{J}(1)}(\mathbb{Z})$ as in (1.3) of non-zero discriminant, the polynomial $F(x, 1)$ has exactly $4 - 2r_2(F)$ real roots, where

$$r_2(F) = \begin{cases} 
0 & \text{if } AC, B^2 - 4AC, -AB > 0, \\
1 & \text{if } AC < 0, \\
2 & \text{otherwise.}
\end{cases}$$

Proof. For any integral binary quartic form $F$ given as in (1.1) with non-zero discriminant, put

$$H(F) = 8a_1a_2 - 3a_3^2$$

and moreover

$$S(F) = 3a_3^3 - 16a_1a_2^2 + 16a_1^2a_2 + 16a_1^2a_3a_1 - 64a_4^2a_0.$$ 

Then, by [10, Proposition 7] we know that $F(x, 1)$ has exactly $4 - 2r_2(F)$ real roots, where

$$r_2(F) = \begin{cases} 
0 & \text{if } \Delta(F), S(F), -H(F) > 0, \\
1 & \text{if } \Delta(F) < 0, \\
2 & \text{otherwise.}
\end{cases}$$

For $F \in V_{\mathcal{J}(1)}(\mathbb{Z})$ as in (1.3), we compute that

$$(H(F), S(F)) = (8AB, 16A^2(B^2 - 4AC)),$$

and the claim now follows from (3.1). \qed

For each $a \in \mathbb{Z}$, in view of Lemma 3.8, define

$$\mathcal{R}_a^{(0)}(X) = \{(x, v) \in \mathcal{R}_a(X) : av, x^2 - 4av, -ax > 0\},$$

$$\mathcal{R}_a^{(1)}(X) = \{(x, v) \in \mathcal{R}_a(X) : av < 0\},$$

$$\mathcal{R}_a^{(2)}(X) = \mathcal{R}_a(X) \setminus \mathcal{R}_a^{(0)}(X) \setminus \mathcal{R}_a^{(1)}(X).$$

Then, by the same arguments as above, we obtain

$$N_1^{(r_2)}(X) = \sum_{1 \leq |a| \leq X^{1/4}} \#(\mathcal{R}_a^{(r_2)}(X) \cap \mathbb{Z}^2) + O \left( X^{3/4}(\log X)^{3/4} \right),$$

and moreover

$$\#(\mathcal{R}_a^{(r_2)}(X) \cap \mathbb{Z}^2) = \text{Area}(\mathcal{R}_a^{(r_2)}(X)) + O \left( X^{1/2}(\log X)^{1/2} a^{-1} + X^{1/4}(\log X)^{1/4} \right).$$

It remains to compute the areas of these regions $\mathcal{R}_a^{(r_2)}(X)$ and then sum over $a$. We shall defer the area calculations to the next subsection.

Proof of Proposition 3.5. It suffices prove the case $i = 1$, and we have already shown that

$$N_1^{(r_2)}(X) = \sum_{1 \leq |a| \leq X^{1/4}(\log X)^{1/4}} \text{Area}(\mathcal{R}_a^{(r_2)}(X)) + O \left( X^{3/4}(\log X)^{3/4} \right)$$

$$+ \sum_{1 \leq |a| \leq X^{1/4}(\log X)^{1/4}} O \left( X^{1/2}(\log X)^{1/2} a^{-1} + X^{1/4}(\log X)^{1/4} \right).$$

The second summation is of order $O \left( X^{1/2}(\log X)^{3/2} \right)$ and hence is an error term. For the first summation, we use the areas of $\mathcal{R}_a^{(r_2)}(X)$ to be computed in the next subsection. In particular, for large values of $|a|$, by Proposition 3.12, we have

$$\sum_{X^{1/4}/2 \leq |a| \leq X^{1/4}(\log X)^{1/4}} \text{Area}(\mathcal{R}_a(X)) = \sum_{X^{1/4}/2 \leq |a| \leq X^{1/4}(\log X)^{1/4}} O \left( \frac{X}{a^2} \right) = O \left( X^{3/4} \right),$$

which is also an error term. For small values of $|a|$, by Corollary 3.13, we have

$$\sum_{1 \leq |a| \leq X^{1/4}/2} \text{Area}(\mathcal{R}_a^{(r_2)}(X))$$
readily shows that the contribution from forms in \(V_f(\mathbb{Z})(X)\) is negligible compared to \(V_f(\mathbb{Z})(X)\) and \(V_f(\mathbb{Z})(X)\).

**Proposition 3.9.** We have \(#V_f(\mathbb{Z})(X) = O(X^{3/4})\).

**Proof.** The proof proceeds similar to Proposition 3.5, and it suffices to estimate the number of points \((x, y) \in R(X) \cap \mathbb{Z}^2\), but now we weight them by the function

\[
d_{\square}(y) = \# \{(u, v) \in \mathbb{Z}^2 : u^2 + v^2 = y\}
\]

evaluated at \(y\) rather than the divisor function. More specifically, for \(|x| < \sqrt{2}X^{1/4}\) , by Lemma 3.3 (b) the constraint on \(y\) is that it lies in the interval

\[
\left(\frac{x^2 - \sqrt{x^4 + 4X}}{2}, \frac{x^2 + \sqrt{x^4 + 4X}}{2}\right),
\]

which has length \(\sqrt{x^4 + 4X}\). Instead of (3.5), we apply the estimate

\[
\sum_{Y < y < Y + Y^\theta} d_{\square}(y) \sim \pi Y^\theta, \text{ valid for } \theta > 1/3,
\]

by the work of Voronoi on the Gauss circle problem. We then see that the total contribution for each such \(x\) is \(O(X^{1/2})\). Summing over \(|x| < \sqrt{2}X^{1/4}\) gives us \(O(X^{3/4})\). For \(|x| \geq \sqrt{2}X^{1/4}\), we use Lemma 3.3 (a), where now the total length of the intervals is \(O(X/x^2)\). We argue as in the proof of Lemma 3.6, but with the assumption \(|x| \gg X^{1/4} (\log X)^{3/4}\) replaced by \(|x| \gg X^{1/4}\), and the estimate (3.6) becomes

\[
X \sum_{X^{1/4} \ll |x| < X^{5/16}} x^{-2} = O \left( X^{3/4} \right)
\]

instead. Finally, the estimate (3.7) in the proof of Lemma 3.6 readily shows that the contribution for \(|x| \gg X^{5/16}\) is negligible. \(\square\)

3.3. Area calculations. In this subsection, we shall complete the proof of Proposition 3.5 by computing the areas of \(\mathcal{R}_{a}^{(r_2)}(X)\). To do so, we shall first compute the areas of

\[
\mathcal{R}^{(0)}(X) = \{(x, y) \in \mathcal{R}(X) : y > 0 \text{ and } x^2 - y > 0\},
\]
\[
\mathcal{R}^{(1)}(X) = \{(x, y) \in \mathcal{R}(X) : y < 0\},
\]
\[
\mathcal{R}^{(2)}(X) = \mathcal{R}(X) \setminus \mathcal{R}^{(0)}(X) \setminus \mathcal{R}^{(1)}(X).
\]

It turns out that they are related to various elliptic integrals. We shall therefore require some well-known explicit expressions for said integrals, given below. These are found in the book [7].

**Lemma 3.10.** We have

\[
\int_0^1 \sqrt{z^4 + 1} \, dz = \frac{1}{3} \left( \sqrt{2} + \frac{\Gamma(1/4)^2}{4\sqrt{\pi}} \right),
\]
\[
\int_0^{\sqrt{2}(\log X)^{1/4}} \left( \sqrt{z^4 + 1} - z^2 \right) \, dz = \frac{1}{3} \left( \frac{-1}{\sqrt{2} + 1} + \frac{\Gamma(1/4)^2}{4\sqrt{\pi}} \right) + O \left( (\log X)^{-1/4} \right),
\]
\[ \int_{1}^{\sqrt[4]{\log X}} \left( \sqrt{z^4 + 1} - \sqrt{z^4 - 1} \right) dz = \frac{1}{3} \left( -\sqrt{2} + \left( 1 + \sqrt{2} \right) \Gamma(1/4)^2 \right) + O \left( (\log X)^{-1/4} \right). \]

**Proof.** For any \( z_1, z_2 \in \mathbb{R} \), using integration by parts, we have
\[ \int_{z_1}^{z_2} \sqrt{z^4 + 1} dz = \frac{1}{3} \left( \left[ \sqrt{z^4 + 1} \right]_{z_1}^{z_2} + \frac{2}{3} \int_{z_1}^{z_2} \frac{dz}{\sqrt{z^4 + 1}} \right), \]
provided that the integrals are defined. We also have
\[ \int_{1}^{\infty} \frac{dz}{\sqrt{z^4 + 1}} = \frac{\Gamma(1/4)^2}{8\sqrt{\pi}} \quad \text{and} \quad \int_{1}^{\infty} \frac{dz}{\sqrt{z^4 - 1}} = \frac{\sqrt{2}\Gamma(1/4)^2}{8\sqrt{\pi}}, \]
which may be computed using complete elliptic integrals of the first kind; see [7]. The claims now follow from a straightforward computation. \( \square \)

**Proposition 3.11.** We have
\[
\text{Area}(\mathcal{R}(X)) = \frac{(2 + 2\sqrt{2})\Gamma(1/4)^2}{3\sqrt{\pi}} X^{3/4} + O \left( X^{3/4}(\log X)^{-1/4} \right),
\]
\[
\text{Area}(\mathcal{R}^{(r_2)}(X)) = s(r_2) \cdot \frac{\sqrt{2}\Gamma(1/4)^2}{3\sqrt{\pi}} X^{3/4} + O \left( X^{3/4}(\log X)^{-1/4} \right),
\]
where \( s(0) = \sqrt{2} \) and \( s(1) = s(2) = 1 \).

**Proof.** Put \( T(X) = (\log X)^{1/4} \). Since \( \mathcal{R}^{(r_2)}(X) \) is symmetric along \( x = 0 \) and
\[
\text{Area} \left( \{(x, y) \in \mathbb{R}^2 : (|y| \leq 1 \text{ or } |x^2 - y| \leq 1) \text{ and } |x| \leq 2X^{1/4}T(X) \} \right) = O \left( X^{1/4}T(X) \right),
\]
we deduce from Lemma 3.3 that
\[
\frac{1}{2} \text{Area}(\mathcal{R}(X)) = \int_{0}^{2X^{1/4}T(X)} \int_{x^2 - \sqrt{x^4 + 4x}}^{x^2 + \sqrt{x^4 + 4x}} dydx + \int_{\sqrt{X^{1/4}}}^{2X^{1/4}T(X)} \int_{x^2 - \sqrt{x^4 + 4x}}^{x^2 + \sqrt{x^4 + 4x}} dydx + O \left( X^{1/4}T(X) \right),
\]
\[
\frac{1}{2} \text{Area}(\mathcal{R}^{(1)}(X)) = \int_{0}^{2X^{1/4}T(X)} \int_{x^2 - \sqrt{x^4 + 4x}}^{x^2 + \sqrt{x^4 + 4x}} dydx + O \left( X^{1/4}T(X) \right),
\]
\[
\frac{1}{2} \text{Area}(\mathcal{R}^{(2)}(X)) = \int_{0}^{2X^{1/4}T(X)} \int_{x^2}^{x^2 + \sqrt{x^4 + 4x}} dydx + O \left( X^{1/4}T(X) \right).
\]
By making a change of variables \( x = \sqrt{2}X^{1/4}z \) and then applying Lemma 3.10, we see that they simplify to the desired expressions, and the case \( r_2 = 0 \) follows as well. \( \square \)

**Proposition 3.12.** Let \( a \in \mathbb{Z} \) be non-zero. We have
\[
\text{Area}(\mathcal{R}_a(X)) = O \left( X/a^2 \right)
\]
for \( |a| \geq (X/4)^{1/4}/2 \), and
\[
\text{Area}(\mathcal{R}_a^{(0)}(X)) = \frac{1}{8|a|} \text{Area}(\mathcal{R}^{(0)}(X/4)) + O \left( X^{1/2} \right)
\]
\[
\text{Area}(\mathcal{R}_a^{(1)}(X)) = \frac{1}{4|a|} \text{Area}(\mathcal{R}^{(1)}(X/4)) + O \left( X^{1/2} \right)
\]
\[
\text{Area}(\mathcal{R}_a^{(2)}(X)) = \frac{1}{8|a|} \text{Area}(\mathcal{R}^{(0)}(X/4)) + \frac{1}{4|a|} \text{Area}(\mathcal{R}^{(2)}(X/4)) + O \left( X^{1/2} \right)
\]
for \( |a| < (X/4)^{1/4}/2 \).
Proof. Put $T(X) = (\log X)^{1/4}$. Observe that we have a map

$$\Phi_a : \mathcal{R}_a(X) \longrightarrow \mathcal{R}(X/4); \quad \Phi_a(x, y) = (x, 4ay),$$

whose Jacobian matrix has determinant $4a$, and its image is given by

$$\mathcal{A}_a(X/4) = \{(x, y) \in \mathbb{R}^2 : |y| > 4a^2, |x^2 - y| \geq 1, |y(x^2 - y)| < X/4,$$

and $|x| \leq 2(X/4)^{1/4}T(X/4)\}.$

Suppose that $|a| \geq (X/4)^{1/4}/2$. For all $(x, y) \in \mathcal{A}_a(X/4)$, we then have $|y| \geq (X/4)^{1/2}$, and

$$|x| \in \left(\sqrt{y - \frac{X}{4y}}, \sqrt{y + \frac{X}{4y}}\right),$$

an interval of length $O \left(\frac{X}{y^{3/2}}\right)$. This implies that

$$\text{Area}(\mathcal{A}_a(X/4)) = O \left(\int_{4a^2}^{\infty} \frac{X}{y^{3/2}} dy\right) = O \left(\frac{X}{a}\right),$$

and the claim follows because $\Phi_a$ has determinant $4a$. Suppose next that $|a| < (X/4)^{1/4}/2$. For all $(x, y) \in \mathcal{R}(X/4) \setminus \mathcal{A}_a(X/4)$, we then have $|y| < (X/4)^{1/2}$, and

$$|x| \in \left[0, \sqrt{\frac{X}{4|y|}}\right],$$

an interval of length $O(X^{1/2}/|y|^{1/2})$. This implies that

$$\text{Area}(\mathcal{R}(X/4) \setminus \mathcal{A}_a(X/4)) = O \left(\int_{-4a^2}^{4a^2} \frac{X^{1/2}}{|y|^{1/2}} dy\right) = O(aX^{1/2}).$$

Now, by definition, it is clear that

$$\Phi_a(\mathcal{R}_a(0)(X)) = \mathcal{A}_a(X/4) \cap \mathcal{R}(0)(X/4) \cap \{(x, y) \in \mathbb{R}^2 : ax < 0\},$$

$$\Phi_a(\mathcal{R}_a(1)(X)) = \mathcal{A}_a(X/4) \cap \mathcal{R}(1)(X/4).$$

Note that $\mathcal{R}(0)(X)$ is symmetric along $x = 0$ and the condition $ax < 0$ only imposes that $x$ has opposite sign as $a$. We hence have

$$\text{Area}(\Phi_a(\mathcal{R}_a(0)(X))) = \frac{1}{2} \text{Area}(\mathcal{R}(0)(X/4)) + O \left(aX^{1/2}\right),$$

$$\text{Area}(\Phi_a(\mathcal{R}_a(1)(X))) = \text{Area}(\mathcal{R}(1)(X/4)) + O \left(aX^{1/2}\right).$$

The claim then follows $\Phi_a$ has determinant $4a$, and the case $r_2 = 2$ then follows as well. \hfill \square

Combining Propositions 3.11 and 3.12, we obtain:

**Corollary 3.13.** Let $a \in \mathbb{Z}$ be non-zero with $|a| < X^{1/4}/2$. Then

$$\text{Area}(\mathcal{R}_a^{(r_2)}(X)) = \frac{1}{|a|} \frac{\varpi(r_2)\sqrt{2}\Gamma(1/4)^2}{48\sqrt{\pi}} X^{3/4} + O \left(\frac{X^{3/4}(\log X)^{-1/4}}{|a|} + X^{1/2}\right),$$

where $\varpi(0) = 1$, $\varpi(1) = \sqrt{2}$, and $\varpi(2) = 1 + \sqrt{2}$ are as in Theorem 1.3.
4. Criteria for pre-maximal forms to be maximal

In the previous section, we counted elements in the three families $V_{\mathcal{J}(i)}(\mathbb{Z})$ for $i = 1, 2, 3$, the so-called pre-maximal forms. To obtain Theorem 1.3, we shall require more refined arithmetic considerations, and understand when a form $F$ is maximal, namely when its associated quartic ring $Q_F$ is a maximal.

Given any $F \in V_{\mathcal{J}(i)}(\mathbb{Z})$, the quartic ring $Q_F$ is maximal if and only if $Q_F$ is maximal at $p$, namely $\mathbb{Z}_p \otimes_{\mathbb{Z}} Q_F$ is maximal over $\mathbb{Z}_p$, for every prime $p$. We have the following explicit criteria:

**Theorem 4.1.** Let $F \in V_{\mathcal{J}(1)}(\mathbb{Z})$ be as in (1.3).
(a) The quartic ring $Q_F$ is maximal at an odd prime $p$ if and only if $p$ does not divide all of $A, B,$ and $C$, as well as $A, C, B^2 - 4AC \not\equiv 0 \pmod{p^2}$.
(b) The quartic ring $Q_F$ is maximal at 2 if and only if $A, B,$ and $C$ are not all even, as well as $A, C \not\equiv 0 \pmod{4}$ and
\[
\begin{align*}
A + B + C &\not\equiv 0 \pmod{4} \quad \text{when one of } A, B, C \text{ is even,} \\
A + B &\equiv 0 \pmod{4} \quad \text{or } B + C \equiv 0 \pmod{4} \quad \text{when } A, B, C \text{ are all odd.}
\end{align*}
\]

**Theorem 4.2.** Let $F \in V_{\mathcal{J}(2)}(\mathbb{Z})$ be as in (1.3).
(a) The quartic ring $Q_F$ is maximal at an odd prime $p$ if and only if $p$ does not divide all of $A, B,$ and $C$, as well as $4A + 2B + C, B^2 - 4AC \not\equiv 0 \pmod{p^2}$.
(b) The quartic ring $Q_F$ is maximal at 2 if and only if $A, B,$ and $C$ are not all even, as well as $2B + C \equiv 0 \pmod{4}$, and $A, A - B + C \equiv 0 \pmod{4}$ when $C$ is odd and $B$ is even.

**Theorem 4.3.** Let $F \in V_{\mathcal{J}(3)}(\mathbb{Z})$ be as in (1.3).
(a) The quartic ring $Q_F$ is maximal at an odd prime $p$ if and only if $p$ does not divide all of $A, B,$ and $C$, as well as $B^2 - 4AC \not\equiv 0 \pmod{p^2}$ and
\[
\begin{align*}
(4A - C)^2 + 4B^2 &\not\equiv 0 \pmod{p^2} \quad \text{when } p \text{ divides both } 4A - C \text{ and } B, \\
(4A - C)^2 + 4B^2 &\equiv 0 \pmod{p^2} \quad \text{when } p \text{ does not divide both } 4A - C \text{ and } B.
\end{align*}
\]
(b) The quartic ring $Q_F$ is maximal at 2 if and only if $A, B,$ and $C$ are not all even, as well as $C \equiv 0 \pmod{4}$, and $A, A - B + C \equiv 0 \pmod{4}$ when $C$ is odd and $B$ is even.

Recall that the number of forms in $V_{\mathcal{J}(3)}(\mathbb{Z})$ is negligible by Proposition 3.9. Hence, to prove Theorem 1.3 we actually do not need Theorem 4.3, and we included it here just for completeness.

To prove the above theorems, we shall use a result of Bhargava [3]. For each nondegenerate pair $(U, V)$ of integral ternary quadratic forms and each prime $p$, let $((U, V), p)$ denote the symbol as in [3, (35)]; see [3, Section 4.2] for the definition. The next proposition is proven in [3, Section 4.2]; there are other possibilities for $((U, V), p)$, but the five listed below are the only ones which we need.

**Proposition 4.4.** Let $(U, V)$ be a pair of integral ternary quadratic forms and let $Q$ denote its associated quartic ring. Let $p$ be a prime.
(a) If $(U, V)$ is degenerate at $p$, then $Q$ is not maximal at $p$.
(b) If $((U, V), p) = (1^211)$ or $(1^22)$, then $(U, V)$ is $\text{GL}_2(\mathbb{Z}) \times \text{GL}_3(\mathbb{Z})$-equivalent to a pair
\[
\begin{pmatrix}
u_{11} & * & * \\
* & * & * \\
* & * & * \\
\end{pmatrix}, \begin{pmatrix}v_{11} & * & * \\
v_{12} & * & * \\
v_{13} & * & * \\
\end{pmatrix}
\]
with $u_{11}, v_{11}, v_{12}, v_{13} \equiv 0 \pmod{p}$,
and $Q$ is maximal at $p$ precisely when $v_{11} \not\equiv 0 \pmod{p^2}$. 

have the following immediate consequence:

For other primes \(p\), let us consider the linear forms

\[
\delta = \left( \frac{1}{2} u_1 \right) \left( \frac{1}{2} u_2 \right), \quad \delta = \left( \frac{1}{2} v_1 \right) \left( \frac{1}{2} v_2 \right)
\]

with \(v_{11}, v_{12}, v_{13}, v_{23} \equiv 0 \pmod{p}\).

Denote the pair above by \((U', V')\) and write \(S\) for the set of intersection points of \(U' = 0\) and \(V' = 0\) in the projective 2-space over the finite field \(\mathbb{F}_p\) of \(p\) elements. Given \(P \in S\), let \(S_P \in \text{GL}_3(\mathbb{Z})\) be any matrix which sends \((1, 0, 0)\) to \(P\), and write

\[
(U', V')_{SP} = \left( \begin{array}{ccc}
\ast & \ast & \ast \\
\ast & \ast & \ast \\
\ast & \ast & \ast
\end{array} \right), \quad \left( \begin{array}{ccc}
v_{P,11} & \ast & \ast \\
\ast & \ast & \ast \\
\ast & \ast & \ast
\end{array} \right)
\]

(i) If \(((U, V), p) = (2^2)\), then \(S\) is empty, and \(Q\) is maximal at \(p\) precisely when the two vectors \((v_{11}/p, v_{12}/p, v_{22}/p)\) are linearly independent over \(\mathbb{F}_p\).

(ii) If \(((U, V), p) = (1^4)\) or \((2^2)\), then \(S\) has cardinality one or two, respectively, and \(Q\) is maximal precisely when \(v_{P,11} \neq 0 \pmod{p^2}\) for all \(P \in S\).

Proof of Theorem 4.1, 4.2, and 4.3. Let \(F \in V_{\mathcal{J}(1)}(\mathbb{Z})\) be as in (1.3). Note that:

- If \(p\) divides all of \(A, B, C\), then \(Q_F\) is not maximal at \(p\) by Proposition 4.4 (a).
- If \(p\) does not divide \(\Delta(F)\), then \(Q_F\) is maximal at \(p\).

For other primes \(p\), the claims may be verified using Proposition 4.4 by a straightforward computation. Let us just remark that for odd primes \(p\), the case \(i = 2\) follows from the case \(i = 1\) in view of (3.2) and (3.3).

Theorems 4.1, 4.2, and 4.3 have the following immediate consequence:

**Corollary 4.5.** For \(i = 1, 2, 3\), let \(F \in V_{\mathcal{J}(i)}(\mathbb{Z})\) be as in (1.3) such that \(Q_F\) is maximal. Then, necessarily \(B^2 - 4AC\) is a fundamental discriminant.

Together with (3.1), they also imply the following corollary:

**Corollary 4.6.** For \(i = 1, 2, 3\), let \(F \in V_{\mathcal{J}(i)}(\mathbb{Z})\) be such that \(\Delta(F)\) is a square and that \(Q_F\) is maximal. Then, necessarily \(F(x, y) = Ax^4 + Bx^2y^2 + Ay^4\).

We conclude this section by computing the local densities of the forms \(F \in V_{\mathcal{J}(i)}(\mathbb{Z})\) having maximal \(Q_F\). We shall ignore the case \(i = 3\) because of Proposition 3.9.

For each \((A, B, C) \in \mathbb{Z}^3\), for convenience let us write

\[
(A, B, C)_1 = Ax^4 + Bx^2y^2 + Cy^4
\]

\[
(A, B, C)_2 = Ax^4 + Bx^3y + (C + 2A)x^2y^2 + Bxy^3 + Ay^4
\]

for the corresponding form in \(V_{\mathcal{J}(1)}(\mathbb{Z})\) and \(V_{\mathcal{J}(2)}(\mathbb{Z})\), respectively. In view of Theorems 4.1 and 4.2, for both \(i = 1, 2\), whether \((A, B, C)_i\) is maximal at \(p\) depends only the values of \(A, B, C\) mod \(p^2\). Let us consider the linear forms

\[
\ell_1(A, B, C) = A \quad \text{and} \quad \ell_2(A, B, C) = 4A - 2B + C.
\]

For each \(a \in \mathbb{Z}\) and each prime \(p\), define

\[
\rho_a^{(i)}(p) = \# \{(A, B, C) \in (\mathbb{Z}/p^2\mathbb{Z})^3 : \ell_i(A, B, C) \equiv a \pmod{p^2} \}
\]

and \((A, B, C)_i\) is not maximal at \(p\). Recall that the isomorphism \(\iota\) in (3.2) and (3.3) has determinant 64. Hence, for all odd primes \(p\), it induces an isomorphism from \(V_{\mathcal{J}(2)}(\mathbb{Z}/p^2\mathbb{Z})\) to \(V_{\mathcal{J}(1)}(\mathbb{Z}/p^2\mathbb{Z})\) which preserves maximality of the forms at \(p\). In particular, we have the equality

\[
\rho_a^{(1)}(p) = \rho_a^{(2)}(p) \quad \text{for all odd primes} \quad p.
\]
Notice that \((A, B, C)_i\) with \(\ell_i(A, B, C) = a\) is never maximal when \(a\) is not square-free. Hence, it suffices to consider the square-free values of \(a\), and a direct computation using Theorems 4.1 and 4.2 yield:

**Proposition 4.7.** Let \(a \in \mathbb{Z}\) be square-free. We have
\[
\rho_a^{(1)}(p) = \rho_a^{(2)}(p) = p(2p - 1) \text{ for all odd primes } p, \text{ and } \rho_a^{(1)}(2) = 8, \rho_a^{(2)}(2) = 4.
\]
Thus, the density of pairs \((b, c)\) in \(\mathbb{Z}^2\) such that \((a, b, c)_i\) is maximal at a prime \(p\) is \(1 - (2p - 1)p^{-3}\) for \(p\) odd and \(i = 1, 2, 1/2\) for \(p = 2\) and \(i = 1\), and \(3/4\) for \(p = 2\) and \(i = 2\).

Finally, in view of Corollary 4.6, for each prime \(p\), let us also define
\[
\rho_0(p) = \#\{(A, B) \in (\mathbb{Z}/p^2\mathbb{Z})^2 : Ax^4 + Bx^2y^2 + Ay^4 \text{ is not maximal at } p\}.
\]
Using Theorem 4.1, it is easy to verify that:

**Proposition 4.8.** We have \(\rho_0(p) = p(4p - 3)\) for all odd primes \(p\), and \(\rho_0(2) = 9\). Thus, the density of pairs \((a, b)\) in \(\mathbb{Z}^2\) such that \(ax^4 + bx^2y^2 + ay^4\) is maximal at a prime \(p\) is \(1 - (4p - 3)p^{-3}\) for \(p\) odd, and \(7/16\) for \(p = 2\).

5. Counting maximal dihedral binary quartic forms by conductor

In this section, we shall prove our main result Theorem 1.3. Recall from Proposition 3.9 that the contribution from \(V_{J(3)}(\mathbb{Z})(X)\) is negligible. For \(i = 1, 2\), we shall modify the arguments in Subsection 3.2 to enumerate only the maximal forms
\[
V_{J(i)}^\text{max}(\mathbb{Z})(X) = \{F \in V_{J(i)}^\text{max}(\mathbb{Z}) : 0 < |\mathcal{C}_{J(i)}(F)| < X\},
\]
and this amounts to applying a square-free sieve by Theorems 4.1 and 4.2. We shall also prove that the forms which have abelian Galois group or are reducible contribute to an error term.

5.1. A square-free sieve. In Subsection 3.2, we saw that the enumerations of \(V_{J(1)}(\mathbb{Z})(X)\) and \(V_{J(2)}(\mathbb{Z})(X)\) may be reduced to counting integral points in the set \(\mathcal{R}_a(X)\) defined in (3.8), and then summing over \(1 \leq |a| \ll X^{1/4}(\log X)^{1/4}\). To extract only the points which correspond to maximal forms, by Theorems 4.1 and 4.2, we essentially have to apply a square-free sieve.

Recall the notation in (4.1) and let us focus on \(i = 1\). For each non-zero \(a \in \mathbb{Z}\), we wish to determine the number
\[
M_a(X) = \#\{(b, c) \in \mathcal{R}_a(X) \cap \mathbb{Z}^2 : (a, b, c)_1 \text{ is maximal}\}.
\]
We introduce the following two quantities:
\[
M_{a,1}(X) = \#\{(b, c) \in \mathcal{R}_a(X) \cap \mathbb{Z}^2 : (a, b, c)_1 \text{ is not maximal at } p \Rightarrow p > \xi(X)\},
\]
\[
M_{a,2}(X) = \#\{(b, c) \in \mathcal{R}_a(X) \cap \mathbb{Z}^2 : (a, b, c)_1 \text{ is not maximal at } p \Rightarrow p > \xi(X) \text{ and } \exists p > \xi(X) \text{ such that } (a, b, c)_1 \text{ is not maximal at } p\},
\]
where \(\xi(X)\) shall be suitably chosen later. We note now that for all \(\delta > 0\) we can choose \(\xi(X)\) so that if \(m\) is square-free and divisible only by primes at most \(\xi(X)\), then \(m \ll_{\delta} X^{2\delta}\). Indeed, we can choose \(\xi(X) = (\delta/2) \log X\) by the well-known fact that
\[
\prod_{p \leq z} p \leq e^{2z}
\]
for any positive number \(z\).

We have the fundamental sieve inequalities
\[
M_{a,1}(X) - M_{a,2}(X) \leq M_a(X) \leq M_{a,1}(X).
\]
It then suffices to show that $M_{a,2}(X)$ is small compared to $M_{a,1}(X)$. Note that we only need to consider square-free values of $a$, for otherwise $M_a(X)$ is zero by Theorem 4.1.

**Lemma 5.1.** Let $a \in \mathbb{Z}$ be non-zero and square-free. For any $(b,c) \in \mathcal{R}_a(X) \cap \mathbb{Z}^2$, the form $(a,b,c)_1$ is not maximal at a prime $p$ only if $p \ll X^{1/4}\log X^{1/4}$.

**Proof.** Suppose that $(a,b,c)_1$ is not maximal at a prime $p$. Since $a$ is square-free, by Theorem 4.1 this means that $p^2$ divides either $c$ or $b^2 - 4ac$. But

$$|b| = O \left( X^{1/4}\log X^{1/4} \right) \quad \text{and} \quad |c| = O \left( X^{1/2}\log X^{1/2}a^{-1} \right)$$

by Lemma 3.7, so we see that the stated bound for $p$ holds. \hfill \square

Let $a \in \mathbb{Z}$ be non-zero. For $m \in \mathbb{N}$, let us put

$$M_a(m;X) = \# \{(b,c) \in \mathcal{R}_a(X) \cap \mathbb{Z}^2 : (a,b,c)_1 \text{ is not maximal at } p \text{ for all } p \mid m \}$$

if $m$ is square-free, and $M_a(m,X) = 0$ otherwise. We then have

$$M_a(X) = \sum_{m \in \mathbb{N}} \mu(m)M_a(m;X) \quad \text{and} \quad M_{a,1}(X) = \sum_{p \mid m \Rightarrow p \leq \xi(X)} \mu(m)M_a(m;X),$$

where $\mu(\cdot)$ is the Möbius function. Let us also define the local density

$$\rho_a(m) = \# \{(b,c) \in (\mathbb{Z}/m^2\mathbb{Z})^2 : (a,b,c)_1 \text{ is not maximal at } p \text{ for all } p \mid m \}$$

if $m$ is square-free, and $\rho_a(m) = 0$ otherwise. Note that $\rho_a(\cdot)$ is multiplicative, and $\rho_a(p) = \rho_a^{(1)}(p)$ for all primes $p$, where $\rho_a^{(1)}(\cdot)$ is defined as in Section 4. By Proposition 4.8, for a square-free, we then have $\rho_a(p) = p(2p - 1)$ whenever $p$ is odd.

**Proposition 5.2.** For any non-zero and square-free $a \in \mathbb{Z}$, we have

$$M_{a,2}(X) = O \left( \frac{X^{3/4}}{a\xi(X)} + \frac{X^{1/2}\log X^{1/2}}{\log X} \right).$$

**Proof.** Put $T(X) = (\log X)^{1/4}$. Lemma 5.1 implies that

$$M_{a,2}(X) \ll \sum_{\xi(X) < p \ll X^{1/4}T(X)} M_a(p;X).$$

For each prime $p$, there are $O(p^2)$ elements $(b,c) \in (\mathbb{Z}/p^2\mathbb{Z})^2$ such that $(a,b,c)_1$ is not maximal. Since $a$ is square-free by assumption, we know from Theorem 4.1 that $(a,b,c)_1$ is not maximal at odd $p$ if and only if one of the following holds:

1. $p \mid \gcd(a,b,c)$,
2. $p^2 \mid c$,
3. $p^2 \mid b^2 - 4ac$.

We shall require the following trivial but important observation: for any pair of positive integers $k, m$ and an interval $I$ of length $Y$, we have:

$$\# \{ n \in I \cap \mathbb{Z} : n \equiv k \pmod{m} \} = \frac{Y}{m} + O(1).$$

For $p \mid \gcd(a,b,c)$, we note that there are only $\omega(a)$ possibilities for $p$, where $\omega(\cdot)$ is the number of distinct prime divisors. For each such $p$ and $|b| \leq 2X^{1/4}$, there are then $O \left( b^2/(ap) + 1 \right)$ possibilities for $c = pc^2$, say. Similarly, for each $b$ with $|b| \gg X^{1/4}$ there are $O \left( X/(apb^2) + 1 \right)$ possibilities for $c$. We are then led to the sum

$$\sum_{p \mid a \mid p > \xi(X)} \left( \sum_{|b| \leq 2X^{1/4}} O \left( \frac{b^2}{ap} + 1 \right) + \sum_{p \mid b} O \left( \frac{X}{apb^2} + 1 \right) \right).$$
We note that since \( p \mid a \) and \( |a| \ll X^{1/4}T(X) \) by assumption, we obtain the estimate

\[
O \left( \frac{X^{3/4}}{a \xi(X)} + X^{1/4}T(X) \right),
\]

which is sufficient for our purposes.

(2) For \( p^2 \mid c \), we proceed as before and note that for each \( |b| \leq 2X^{1/4} \) there are \( O \left( b^2/(ap^2) + 1 \right) \) possibilities for \( c \), and for each \( |b| > 2X^{1/4} \) there are \( O \left( X/(ap^2b^2) + 1 \right) \) possibilities. We note that since \( |ac| = O \left( X^{1/2}T(X)^2 \right) \) by Lemma 3.7 and \( p^2 \mid c \), it follows that \( p \ll X^{1/4}T(X)/|a| \). Hence we are led to the sum

\[
\sum_{\xi(X) < p < X^{1/4}T(X)/a} \sum_{|b| \leq 2X^{1/4}} O \left( \frac{b^2}{ap^2} + 1 \right) + \sum_{2X^{1/4} < |b| < X^{1/4}T(X)} O \left( \frac{X}{ap^2b^2} + 1 \right).
\]

This then gives the estimate

\[
O \left( \frac{X^{3/4}}{a \xi(X)} + X^{1/2}T(X)^2 \right).
\]

(3) For \( p^2 \mid b^2 - 4ac \), we may assume that \( p \nmid a \), for otherwise \( p \mid \gcd(a, b, c) \) because \( a \) is square-free, and we are in the first case. We may further assume that \( p \nmid c \), for otherwise \( p^2 \mid c \) and we are in the previous case. Note that \( b^2 \) and \( 4ac \) are both bounded by \( O(X^{1/2}T(X)^2) \) by Lemma 3.7, and since \( p^2 \mid b^2 - 4ac \), we must have \( p \ll X^{1/4}T(X) \). The argument is then very similar to the previous case, and we get the sum

\[
\sum_{\xi(X) < p < X^{1/4}T(X)} \sum_{|b| \leq 2X^{1/4}} O \left( \frac{b^2}{ap^2} + 1 \right) + \sum_{2X^{1/4} < |b| < X^{1/4}T(X)} O \left( \frac{X}{ap^2b^2} + 1 \right).
\]

The corresponding estimate is

\[
O \left( \frac{X^{3/4}}{a \xi(X)} + \frac{X^{1/2}T(X)^2}{\log X} \right).
\]

This completes the proof. \( \square \)

Our next task is to estimate \( M_{a,1}(X) \) and show that, with suitably chosen \( \xi(X) \), the sum

\[
\sum_{1 \leq |a| \leq X^{1/4}(\log X)^{1/4}} M_{a,1}(X)
\]

will constitute the main term. From Lemma 3.7 and (5.2), we deduce the following estimate:

\[
M_a(m; X) = \frac{\rho_a(m) \# (\mathcal{R}_a(X) \cap \mathbb{Z}^2)}{m^4} + O \left( \rho_a(m) \left( \frac{X^{1/4}(\log X)^{1/4}}{m^2} + \frac{X^{1/2}(\log X)^{1/2}}{am^2} + 1 \right) \right).
\]

By the multiplicativity of \( \rho_a(\cdot) \) and the estimate \( \rho_a(m) = O \varepsilon (m^{2+\varepsilon}) \), it follows that

\[
M_{a,1}(X) = \# (\mathcal{R}_a(X) \cap \mathbb{Z}^2) \prod_{p \leq \xi(X)} \left( 1 - \frac{\rho_a(p)}{p^4} \right) + \sum_{\substack{m \in \mathbb{N} \\ p \mid m \Rightarrow p \leq \xi(X)}} O \varepsilon \left( \frac{X^{1/2}(\log X)^{1/2}m^{\varepsilon}}{|a|} + m^{2+\varepsilon} \right).
\]
By our earlier remark prior to (5.1), we note that the latter sum over \( m \) can be majorized by the sum over \( m \ll \delta X^\delta \) for any \( \delta > 0 \), whence
\[
\sum_{m \in \mathbb{N}} O_\varepsilon \left( \frac{X^{1/2} (\log X)^{1/2} m^\varepsilon}{|a|} + m^{2 + \varepsilon} \right) = O_{\delta, \varepsilon} \left( \sum_{m \ll \delta X^\delta} \left( \frac{X^{1/2} (\log X)^{1/2} m^\varepsilon}{|a|} + m^{2 + \varepsilon} \right) \right)
\]
and it follows that that
\[
\sum_{|a| \ll X^{1/4} (\log X)^{1/4}} O_{\delta, \varepsilon} \left( \frac{X^{1/2} (\log X)^{1/2} m^\varepsilon}{|a|} + m^{2 + \varepsilon} \right) = O_{\delta, \varepsilon} \left( X^{1/2 + \delta + \varepsilon} + X^{1/4 + 3\delta + \varepsilon} \right).
\]
We choose the optimal value of \( \delta \) to get an optimal error term for the above expression; this requires \( \delta = 1/8 \), and correspondingly \( \xi(X) = (\log X)/16 \). We then deduce that
\[
M_{a,1}(X) = \#(\mathcal{R}_a(X) \cap \mathbb{Z}^2) \cdot \prod_{p \leq \xi(X)} \left( 1 - \rho_a(p)/p^4 \right) + O_\varepsilon \left( X^{1/2 + \varepsilon} |a|^{-1} + X^{3/8 + \varepsilon} \right).
\]
Putting the estimates for \( M_{a,1}(X), M_{a,2}(X) \) and noting (5.1), we obtain
\[
M_a(X) = \#(\mathcal{R}_a(X) \cap \mathbb{Z}^2) \cdot \prod_{p \leq \xi(X)} \left( 1 - \rho_a(p)/p^4 \right) + O_\varepsilon \left( X^{5/8 + \varepsilon} \right)
\]
\[
+ O \left( \frac{X^{3/4} (\log X)}{\xi(X)} + X^{3/8} (\log X)^{3/8} \right).
\]
Finally, we note that the infinite product \( \prod_{p > \xi}(1 - \rho_a(p)p^{-4}) \) satisfies
\[
\prod_{p > \xi} \left( 1 - \frac{\rho_a(p)}{p^4} \right) = O \left( \exp \left( - \sum_{p > \xi} p^{-2} \right) \right) = O \left( 1 + \xi^{-1} \right).
\]
It thus follows that
\[
\prod_{p \leq \xi} \left( 1 - \frac{\rho_a(p)}{p^4} \right) = \prod_{p \leq \xi(X)} \left( 1 - \frac{\rho_a(p)}{p^4} \right) \left( 1 + O \left( \xi(X)^{-1} \right) \right),
\]
and by substituting \( \rho_a(p) = \rho_a^{(1)}(p) \), we then obtain
\[
M_a(X) = \#(\mathcal{R}_a(X) \cap \mathbb{Z}^2) \cdot \prod_{p} \left( 1 - \frac{\rho_a^{(1)}(p)}{p^4} \right) + O_\varepsilon \left( X^{3/8 + \varepsilon} + X^{3/4} a^{-1} \right),
\]
where we have suppressed terms strictly smaller than the ones displayed.

The above arguments apply equally well if we take into account the real splitting types of the integral binary quartic forms, namely if we consider instead
\[
M_a^{(r2)}(X) = \# \{(b, c) \in \mathcal{R}_a^{(r2)}(X) \cap \mathbb{Z}^2 : (a, b, c)_1 \text{ is maximal} \}.
\]
For each non-zero and square-free \( a \in \mathbb{Z} \), we have the more refined formula
\[
M_a^{(r2)}(X) = \#(\mathcal{R}_a^{(r2)}(X) \cap \mathbb{Z}^2) \cdot \prod_{p} \left( 1 - \frac{\rho_a^{(1)}(p)}{p^4} \right) + O_\varepsilon \left( X^{3/8 + \varepsilon} + X^{3/4} a^{-1} \right).
\]
In fact, using the same proof we may easily generalize this to count maximal forms in \( V_{\mathcal{F}(2)}(\mathbb{Z}) \), that is if we consider the number
\[
M_a^{(r2)}(X) = \# \{(b, c) \in \mathcal{R}_a^{(r2)}(X) \cap \mathbb{Z}^2 : (a, b, c) \in \Lambda_1 \text{ and } \iota^{-1}(a, b, c)_2 \text{ is maximal} \}.
\]
Here $\iota$ is the map in (3.3) and $\Lambda_4$ is the lattice in $\mathbb{Z}^3$ defined after it. Recall that $\det(\Lambda_4) = 64$, and notice that the number of pairs $(b, c) \mod 16$ with $(a, b, c) \in \Lambda_4$ is independent of $a$. Thus, the condition that $(a, b, c) \in \Lambda_4$ contributes to an extra factor of $1/64$. For each non-zero and square-free $a \in \mathbb{Z}$, a similar argument as above then shows that

$$M_{a,r_2}(X) = \#(\mathcal{R}_{a,r_2}(X) \cap \mathbb{Z}^2) \cdot \frac{1}{64} \cdot \prod_p \left( 1 - \frac{\rho_a^{(2)}(p)}{p^4} \right) + O_\varepsilon \left( X^{3/8+\varepsilon} + X^{3/4}a^{-1} \right),$$

where $\rho_a^{(2)}(\cdot)$ is defined as Section 4. Using the values of $\rho_a^{(1)}(p)$ and $\rho_a^{(2)}(p)$ given by Proposition 4.8, we may rewrite the above formulae as

$$M_{a,r_2}(X) = \#(\mathcal{R}_{a,r_2}(X) \cap \mathbb{Z}^2) \cdot \frac{4}{5} \prod_p \left( 1 - \frac{2p-1}{p^3} \right) + O_\varepsilon \left( X^{3/8+\varepsilon} + X^{3/4}a^{-1} \right),$$

$$M_{a,r_2}(X) = \#(\mathcal{R}_{a,r_2}(X) \cap \mathbb{Z}^2) \cdot \frac{6}{5} \prod_p \left( 1 - \frac{2p-1}{p^3} \right) + O_\varepsilon \left( X^{3/8+\varepsilon} + X^{3/4}a^{-1} \right).$$

We are now almost ready to prove Theorem 1.3.

5.2. From counting forms to counting equivalence classes. So far we have been counting integral binary quartic forms, but what we actually want are their $\text{GL}_2(\mathbb{Z})$-equivalence classes. The next lemma deals with this issue:

**Lemma 5.3.** For $i = 1, 2$, let $F \in V_{\mathcal{J}(i)}(\mathbb{Z})$ be such that $\Delta(F)$ is not a square. Then the forms in $V_{\mathcal{J}(i)}(\mathbb{Z})$ which are $\text{GL}_2(\mathbb{Z})$-equivalent to $F$ are exactly $F_T$, where

$$\pm T = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$  

In particular, when $-\Delta(F)$ is also not a square, for $i = 1, 2$, respectively, the form $F$ is $\text{GL}_2(\mathbb{Z})$-equivalent to a unique element in $V_{\mathcal{J}(i)}(\mathbb{Z})$ of the shape

$$ax^4 + bx^3y + (c + 2a)x^2y^2 + bxy^3 + ay^4 \quad \text{with} \quad |c| > |a|,$$

$$ax^4 + bx^3y + (c + 2a)x^2y^2 + bxy^3 + ay^4 \quad \text{with} \quad |4a + 2b + c| > |4a - 2b + c|.$$

Proof. Suppose that $T \in \text{GL}_2(\mathbb{Z})$ and $F_T \in V_{\mathcal{J}(i)}(\mathbb{Z})$. This means that $TM_{\mathcal{J}(i)}T^{-1}$ also fixes $F$. Since $F \in V_{\mathcal{J}(i)}(\mathbb{Z})$ and $\Delta(F)$ is not square by hypothesis, from [21, Theorem 1.1] we deduce that $TM_{\mathcal{J}(i)}T^{-1} = \pm M_{\mathcal{J}(i)}$. For both $i = 1, 2$, a simple calculation shows that $\pm T$ must be one of the four stated matrices. By considering their action on binary quartic forms, we then see from (1.3) that for $i = 1, 2$, respectively, either $F$ or $F_T$ must have the shape

$$ax^4 + bx^2y^2 + cy^4 \quad \text{with} \quad |c| \geq |a|,$$

$$ax^4 + bx^3y + (c + 2a)x^2y^2 + bxy^3 + ay^4 \quad \text{with} \quad |4a + 2b + c| \geq |4a - 2b + c|.$$

In the case that $-\Delta(F)$ is also not a square, these inequalities must be strict by (3.1). \( \square \)

Lemma 5.3 implies that the condition $|v| > |a|$ in the definition of $\mathcal{R}_a(X)$ as in (3.8) already takes $\text{GL}_2(\mathbb{Z})$-equivalence into account. We now prove:

**Proposition 5.4.** For $i = 1, 2$, let $N_{i,\max}^{(r_2)}(X)$ be the number of $\text{GL}_2(\mathbb{Z})$-equivalence classes of forms $F \in V_{\mathcal{J}(i)}^{\max}(\mathbb{Z})(X)$ such that $F(x, 1)$ has exactly $4 - 2r_2$ real roots. Then

$$N_{1,\max}^{(r_2)}(X) = \frac{\tau(r_2) \sqrt{2} \Gamma(1/4)^2}{\zeta(2)} \frac{120}{8 \sqrt{\pi}} \prod_p \left( 1 - \frac{2p-1}{p^3} \right) X^{3/4} \log X + O(X^{3/4} \log X)^{3/4},$$

$$N_{2,\max}^{(r_2)}(X) = \frac{\tau(r_2) \sqrt{2} \Gamma(1/4)^2}{\zeta(2)} \frac{120}{8 \sqrt{\pi}} \prod_p \left( 1 - \frac{2p-1}{p^3} \right) X^{3/4} \log X + O(X^{3/4} \log X)^{3/4},$$

where $\tau(r_2) = 1$, $\tau(1) \sqrt{2}$, and $\tau(2) = 1 + \sqrt{2}$ are as in Theorem 1.3.
Proof. The proof is very similar to that of Proposition 3.5. We shall prove in Proposition 5.9 (a) that the number of forms \( F \in V_{J(\mathbb{Z})r}^{\text{max}}(\mathbb{Z})(X) \) with \( |\Delta(F)| \) a square is an error term \( O(X^{2/3}) \). By Lemmas 3.6 and 5.3, in the notation of the previous subsection, we then have

\[
N_{1,\max}^{(r_2)}(X) = \sum_{1 \leq |a| < X^{1/4}(\log X)^{1/4}} M_a^{(r_2)}(X) + O \left( X^{3/4}(\log X)^{3/4} \right),
\]

\[
N_{2,\max}^{(r_2)}(X) = \sum_{1 \leq |a| < X^{1/4}(\log X)^{1/4}} M_a^{*,(r_2)}(256X) + O \left( X^{3/4}(\log X)^{3/4} \right),
\]

where the bound on \(|a|\) comes from (3.9). Also, by Theorems 4.1 and 4.2, both \( M_a^{(r_2)}(X) \) and \( M_a^{*,(r_2)}(X) \) are zero when \( a \) is not square-free. Now, recall (5.3) and observe that

\[
\sum_{1 \leq |a| < X^{1/4}(\log X)^{1/4}} O_{\varepsilon}(X^{3/8+\varepsilon} + X^{3/4}|a|^{-1}) = O \left( X^{3/4}(\log X)^{3/4} \right).
\]

It thus follows that

\[
N_{1,\max}^{(r_2)}(X) = \frac{4P}{5} \sum_{1 \leq |a| < X^{1/4}(\log X)^{1/4}} \#(R_a^{(r_2)}(X) \cap \mathbb{Z}^2) + O \left( X^{3/4}(\log X)^{3/4} \right),
\]

\[
N_{2,\max}^{(r_2)}(X) = \frac{1}{64} \cdot \frac{6P}{5} \sum_{1 \leq |a| < X^{1/4}(\log X)^{1/4}} \#(R_a^{*,(r_2)}(256X) \cap \mathbb{Z}^2) + O \left( X^{3/4}(\log X)^{3/4} \right),
\]

where \( P \) is the infinite product in the statement of the proposition. As we saw in Subsection 3.2, the number \( \#(R_a^{(r_2)}(X) \cap \mathbb{Z}^2) \) may be estimated by the area of \( R_a^{(r_2)}(X) \), which was computed in Subsection 3.3. The same calculation as in the proof of Proposition 3.5 then shows that

\[
N_{1,\max}^{(r_2)}(X) = \frac{1}{\zeta(2)} \cdot \frac{4P}{5} \cdot \frac{\tau(r_2)\sqrt{2\pi}(1/4)^2}{96\sqrt{\pi}} X^{3/4} \log X + O \left( X^{3/4}(\log X)^{3/4} \right),
\]

\[
N_{2,\max}^{(r_2)}(X) = \frac{1}{\zeta(2)} \cdot \frac{6P}{5} \cdot \frac{\tau(r_2)\sqrt{2\pi}(1/4)^2}{96\sqrt{\pi}} (256X)^{3/4} \log(256X) + O \left( X^{3/4}(\log X)^{3/4} \right),
\]

where the factor \( 1/\zeta(2) \) comes from the fact that we are only summing over the square-free \( a \). They simplify to the desired expressions.

Proof of Theorem 1.3. Recall from Proposition 3.9 that the forms in \( V_{J(3)}(\mathbb{Z})(X) \) contribute to an error term \( O(X^{3/4}) \). As we shall prove in the next subsection, the forms in \( V_{J(1)}(\mathbb{Z})(X) \) and \( V_{J(2)}(\mathbb{Z})(X) \) which have abelian Galois group or are reducible also have negligible contribution; see Proposition 5.9. Hence, we deduce that

\[
N_{D_4}^{(r_2)}(X) = N_{1,\max}^{(r_2)}(X) + N_{2,\max}^{(r_2)}(X) + O \left( X^{3/4} \right),
\]

and the theorem follows from adding the two formulae in Proposition 5.4. \( \square \)

5.3. Maximal forms which are not dihedral. In this subsection, we shall complete the proof of Theorem 1.3 by showing that for \( i = 1, 2 \), the forms \( F \in V_{J(i)}^{\text{max}}(\mathbb{Z}) \) for which

- \( \Delta(F) \) or \( -\Delta(F) \) is a square,
- \( F \) is irreducible with \( \text{Gal}(F) \simeq V_4 \),
- \( F \) is irreducible with \( \text{Gal}(F) \simeq C_4 \),
- \( F \) is reducible,

contribute only to an error term. The first two cases clearly collapse into one. By (3.1) as well as Theorems 4.1 and 4.2, we have the following:
Lemma 5.5. For \( i = 1, 2 \), let \( F \in V_{\mathcal{J}^{(i)}}^{\text{max}}(\mathbb{Z}) \) be as in (1.3) such that \(|\Delta(F)|\) is a square. Then, we have \( C = \pm A \) for \( i = 1 \), and \( C = -4A \) or \( B = 0 \) for \( i = 2 \).

To deal with the irreducible forms \( F \) with \( \text{Gal}(F) \cong C_4 \), we use the next two lemmas:

Lemma 5.6. For \( i = 1, 2, 3 \), an irreducible form \( F \in V_{\mathcal{J}^{(i)}}(\mathbb{Z}) \) has cyclic Galois group if and only if \( \Delta(F) \) is not a square but \( \mathcal{C}_{\mathcal{J}^{(i)}}(F) \) is a square in \( \mathbb{Q} \).

Proof. The proof is analogous to that of [21, Proposition 3.6]. Suppose that \( F \) is as in (1.1), and define the cubic resolvent polynomial of \( F \) to be

\[
R_F(x) = a_3^3x^3 - a_3^2a_2X^2 + a_4(a_3a_1 - 4a_4a_0)X - (a_3^2a_0 + a_4a_1^2 - 4a_4a_2a_0).
\]

Since \( F \in V_{\mathcal{J}^{(i)}}(\mathbb{Z}) \), by Proposition 2.1 we know that \( \text{Gal}(F) \) is small, and so \( R_F(x) \) is reducible over \( \mathbb{Q} \). We may assume that \( \Delta(F) \) is not a square, for otherwise \( \text{Gal}(F) \cong V_4 \). Then \( R_F(x) \) has a unique root \( r_F \) in \( \mathbb{Q} \), and let us put

\[
\theta_1(F) = (a_3^2 - 4a_4(a_2 - r_Fa_4))\Delta(F) \text{ and } \theta_2(F) = a_4(r_F^2a_4 - 4a_0)\Delta(F).
\]

We have the well-known criterion, by [9, Corollary 4.3] for example, that

\[
\text{Gal}(F) \cong C_4 \text{ if and only if } \theta_1(F), \theta_2(F) = \square \text{ in } \mathbb{Q}.
\]

Now, for \( F \) having the shape in (1.3), a simple calculation yields

\[
r_F = \begin{cases} 
B/A & \text{for } i = 1, \\
(-1)^{i-2} & \text{for } i = 2, 3,
\end{cases}
\]

and \( \{\theta_1(F), \theta_2(F)\} = \{0, (B^2 - 4AC)\Delta(F)\} \) in all three cases. The claim now follows from (3.1) \( \square \).

Lemma 5.7. For \( i = 1, 2 \), let \( F \in V_{\mathcal{J}^{(i)}}^{\text{max}}(\mathbb{Z}) \) be as in (1.3) such that \(|\mathcal{C}_{\mathcal{J}^{(i)}}(F)|\) is a square. Let \( D = \gcd(N_1(F), N_2(F)) \), where

\[
(N_1(F), N_2(F)) = \begin{cases} 
(A, C) & \text{for } i = 1, \\
(4A + C, 2B) & \text{for } i = 2.
\end{cases}
\]

Write \( N_1(F) = Dn_1 \) and \( N_2(F) = Dn_2 \). Then, there exist \( s, t \in \{0, 1\} \) such that

\[
B^2 - 4AC = \begin{cases} 
\pm 4^sn_1n_2 & \text{for } i = 1, \\
\pm 4^{s-t}(n_1 - n_2)(n_1 + n_2) & \text{for } i = 2.
\end{cases}
\]

Proof. For \( i = 1 \), observe that \( n_1 \) and \( n_2 \) are square-free by Theorem 4.1. For \( i = 2 \), similarly we have that \( n_1 - n_2 \) and \( n_1 + n_2 \) are square-free by Theorem 4.2, and also note that their greatest common divisor is equal to \( 2^t \) for \( t \in \{0, 1\} \). By (3.1), we have

\[
\mathcal{C}_{\mathcal{J}^{(i)}}(F) = \begin{cases} 
16N_1(F)N_2(F)(B^2 - 4AC) & \text{for } i = 1, \\
(N_1(F) - N_2(F))(N_1(F) + N_2(F))(B^2 - 4AC) & \text{for } i = 2.
\end{cases}
\]

Since \(|\mathcal{C}_{\mathcal{J}^{(i)}}(F)|\) is a square, we deduce that there exists \( m \in \mathbb{Z} \) such that \(|m|\) is a square and

\[
B^2 - 4AC = \begin{cases} 
mn_1n_2 & \text{for } i = 1, \\
m(n_1 - n_2)(n_1 + n_2)/4^t & \text{for } i = 2.
\end{cases}
\]

In both cases, we then have \(|m| = 4^s\) for \( s \in \{0, 1\} \) by Corollary 4.5, whence the claim \( \square \).

Finally we consider the reducible forms \( F \). Remarkably \( Q_F \) being maximal severely restricts the possibilities of \( F \) in this case. Let us recall some terminology from [21]. By [21, Proposition 3.11], a reducible \( F \in V_{\mathcal{J}^{(i)}}(\mathbb{Z}) \) has two possible types, defined as follows. Recall the notation in (2.2) and (2.3). Then, either

\[
F = m \cdot \varphi \varphi_{M_{\mathcal{J}^{(i)}}} \text{ for some } m \in \mathbb{Q}^\times \text{ and an integral binary quadratic form } \varphi,
\]
in which case we say that $F$ is of type 1, or

$$F = \varphi \psi$$

for integral binary quadratic forms $\varphi, \psi$ with $\varphi_{M_{(i)}} = -\varphi$ and $\psi_{M_{(i)}} = -\psi$,
in which case we say that $F$ is of type 2. We then have the following:

**Lemma 5.8.** For $i = 1, 2$, let $F \in V_{(i)}(\mathbb{Z})$ be as in (1.3) and reducible of non-zero discriminant.

(a) If $F$ is of type 1, then there exist $a, b, c, m \in \mathbb{Z}$ such that $m$ divides $A, B, C$ and

$$\begin{cases}
(A, C, B^2 - 4AC) = (ma^2, mc^2, m^2b^2(b^2 - 4ac)) & \text{for } i = 1, \\
(4A \pm 2B + C, B^2 - 4AC) = (m(a \pm b + c)^2, m^2(a - c)^2(b^2 - 4ac)) & \text{for } i = 2.
\end{cases}$$

(b) If $F$ is of type 2, then $B^2 - 4AC$ is a square.

In particular, in the case that $F \in V_{(i)}^{\text{max}}(\mathbb{Z})$, necessarily $F$ is of type 2 and $B^2 - 4AC = 1$.

**Proof.** If $F$ is of type 1, then we easily see that

$$F(x, y) = \begin{cases}
m(ax^2 + bxy + cy^2)(ax^2 - bxy + cy^2) & \text{for } i = 1, \\
m(ax^2 + bxy + cy^2)(cx^2 + bxy + ay^2) & \text{for } i = 2,
\end{cases}$$

where $m \in \mathbb{Q}^\times$ and $a, b, c \in \mathbb{Z}$. Changing $a, b, c \in \mathbb{Z}$ if necessary, we may take $m \in \mathbb{Z}$, and the claim then follows from a direct calculation. If $F$ is of type 2, then we have

$$F(x, y) = \begin{cases}
(ax^2 + by^2)(cx^2 + dy^2) & \text{for } i = 1, \\
(ax^2 + bxy + ay^2)(cx^2 + dxy + cy^2) & \text{for } i = 2,
\end{cases}$$

where $a, b, c, d \in \mathbb{Z}$, and we compute that $B^2 - 4AC = (ad - bc)^2$, whence the claim.

Suppose now that $F$ is maximal and for contradiction that it is of type 1. In the notation of part (a) above, from Theorems 4.1 and 4.2, as well as Corollary 4.5, we see that

$$m = \pm 1 \quad \text{and} \quad \begin{cases}
a^2 = c^2 = b^2 = 1 & \text{for } i = 1, \\
(a - b + c)^2 = (a + b + c)^2 = (a - c)^2 = 1 & \text{for } i = 2.
\end{cases}$$

For $i = 1, 2$, respectively, by solving for $a, b, c \in \mathbb{Z}$, we further deduce that

$$(A, C, B) \in \{\pm(1, 1, 1), \pm(1, 1, -1), \pm(1, 1, 3), \pm(1, 1, -3)\} \quad \text{and} \quad B^2 - 4AC = 0.$$  

But then either $F$ is irreducible or $F$ violates the criteria in Theorems 4.1 and 4.2. It follows that $F$ is of type 2, and $B^2 - 4AC = 1$ by (b) and Corollary 4.5. \qed

We shall now apply the above lemmas to show that the forms $F \in V_{(i)}^{\text{max}}(\mathbb{Z})(X)$ for which $|\Delta(F)|$ is a square or Gal($F$) is non-dihedral are negligible.

**Proposition 5.9.** For $i = 1, 2$, we have

(a) $\#\{F \in V_{(i)}^{\text{max}}(\mathbb{Z})(X) : |\Delta(F)| \text{ is a square}\} = O(X^{2/3}),$

(b) $\#\{F \in V_{(i)}^{\text{max}}(\mathbb{Z})(X) : |\epsilon_{(i)}(F)| \text{ is a square}\} = O(X^{1/2}(\log X)^2),$

(c) $\#\{F \in V_{(i)}^{\text{max}}(\mathbb{Z})(X) : F \text{ is reducible}\} = O(X^{1/2}(\log X)^2).$

**Proof of (a).** By Lemma 5.5 and (3.1), we have

$$\#\{F \in V_{(2)}^{\text{max}}(\mathbb{Z})(X) : |\Delta(F)| = 0\} \leq \#\{(A, B) \in \mathbb{Z}^2 : 0 < |16A^2(B^2 - 4A^2)| < X\}$$

$$+ \#\{(A, B) \in \mathbb{Z}^2 : 0 < |16A^2(B^2 + 4A^2)| < X\},$$

$$\#\{F \in V_{(2)}^{\text{max}}(\mathbb{Z})(X) : |\Delta(F)| = 4\} \leq \#\{(A, B) \in \mathbb{Z}^2 : 0 < |4B^2(B^2 + 16A^2)| < X\}$$

$$+ \#\{(A, C) \in \mathbb{Z}^2 : 0 < |4AC(4A + C)^2| < X\}. $$
Now, for any integral binary cubic form $\xi(x, y)$ of non-zero discriminant, we have
\begin{equation}
\#\{(x, y) \in \mathbb{Z}^2 : 0 < |\xi(x, y)| < X\} = A_\xi X^{2/3} + O_\xi \left( X^{1/2} \right)
\end{equation}
by a result of Mahler [17], where $A_\xi$ denotes the area of the region in $\mathbb{R}^2$ given by $|\xi(x, y)| \leq 1$. The claim is now clear.

\textit{Proof of (b).} From Lemma 5.7 and (5.5), we easily see that
\begin{align*}
\#\{F \in V_{\mathcal{J}(1)}^{\text{max}}(\mathbb{Z})(X) : |\mathcal{C}_{\mathcal{J}(1)}(F)| = \Box\} &\ll \#\{(D, n_1, n_2) \in \mathbb{Z}^3 : 0 < (Dn_1n_2)^2 < X\}, \\
\#\{F \in V_{\mathcal{J}(2)}^{\text{max}}(\mathbb{Z})(X) : |\mathcal{C}_{\mathcal{J}(2)}(F)| = \Box\} &\ll \#\{(D, n_1, n_2) \in \mathbb{Z}^3 : 0 < (D(n_1 - n_2)(n_1 + n_2))^2 < 4X\}.
\end{align*}
They amount to counting the sum of the number of ways to write $N$ as a product of three integers, for $N$ ranging up to $X^{1/2}$. We then see that the claim holds.

\textit{Proof of (c).} From Lemma 5.8 and (3.1), we deduce that
\begin{align*}
\#\{F \in V_{\mathcal{J}(1)}^{\text{max}}(\mathbb{Z})(X) : F \text{ is reducible}\} &\leq 2 \cdot \#\{(A, C) \in \mathbb{Z}^2 : 0 < |16AC| < X \text{ and } 1 + 4AC = \Box\}, \\
\#\{F \in V_{\mathcal{J}(2)}^{\text{max}}(\mathbb{Z})(X) : F \text{ is reducible}\} &\leq 2 \cdot \#\{(A, C) \in \mathbb{Z}^2 : 0 < |(4A - C)^2 - 4| < X\}.
\end{align*}
Notice that $(1 + 4AC)^{1/2} \ll X^{1/2}$ for $(A, C) \in \mathbb{Z}^2$ in the first set, while $4A - C \ll X^{1/2}$ for $(A, C) \in \mathbb{Z}^2$ in the second set. Thus, the two numbers above on the right are bounded by
\begin{align*}
\sum_{0 < N \ll X^{1/2}} O\left( d\left( \frac{N^2 - 1}{4} \right) \right) \quad \text{and} \quad \sum_{0 < N \ll X^{1/2}} O\left( d(N^2 - 4) \right),
\end{align*}
respectively, where $d(\cdot)$ is the divisor function. The claim now follows from [16, Theorem 2].

6. Counting binary quartic forms and elliptic curves by discriminant

In this section, we shall prove Theorems 1.7, 1.8, and 1.9, which involve counting integral binary quartic forms or elliptic curves by their discriminant.

6.1. \textbf{Proof of Theorem 1.7.} By Corollary 4.6, a form $F \in V_{\mathcal{J}(1)}(\mathbb{Z}) \cup V_{\mathcal{J}(2)}(\mathbb{Z}) \cup V_{\mathcal{J}(3)}(\mathbb{Z})$ with $\Delta(F)$ a square and $Q_F$ maximal is necessarily of the shape $ax^4 + bx^2y^2 + ay^4$. Note that such a form has discriminant $16a^2(b^2 - 4a^2)^2$. We make two observations:

\textbf{Lemma 6.1.} Let $F(x, y) = ax^4 + bx^2y^2 + ay^4$ be an integral form of non-zero discriminant such that $Q_F$ is maximal. Then:
\begin{enumerate}[(a)]
\item $F$ is reducible if and only if $(a, b) = (0, \pm 1)$.
\item $F$ is $\text{GL}_2(\mathbb{Z})$-inequivalent to every other form in $V_{\mathcal{J}(1)}(\mathbb{Z}) \cup V_{\mathcal{J}(2)}(\mathbb{Z}) \cup V_{\mathcal{J}(3)}(\mathbb{Z})$.
\end{enumerate}

\textbf{Proof.} By Lemma 5.8, the form $F$ is reducible only if $b^2 - 4a^2 = 1$, so (a) is clear. Suppose next that $T \in \text{GL}_2(\mathbb{Z})$ and $F_T \in V_{\mathcal{J}(a_0)}(\mathbb{Z})$ for some $i_0 = 1, 2, 3$. This means that $TM_{\mathcal{J}(a_0)}T^{-1}$ also fixes $F$. But $F \in V_{\mathcal{J}(1)}(\mathbb{Z}) \cup V_{\mathcal{J}(2)}(\mathbb{Z}) \cup V_{\mathcal{J}(3)}(\mathbb{Z})$ by (1.3), so from [21, Theorem 1.1] we see that
\begin{align*}
TM_{\mathcal{J}(a_0)}T^{-1} &\equiv \pm M_{\mathcal{J}(i)} \text{ for some } i = 1, 2, 3, \text{ and in fact } i = i_0,
\end{align*}
because $\mathcal{J}(1), \mathcal{J}(2), \mathcal{J}(3)$ have distinct discriminants. A direct computation then shows that $\pm T$ must be one of the matrices in (5.4). It follows that $F_T = F$ and so (b) holds.
Lemma 6.1 implies that
\[ N'_\varphi(X) = \# \{(a,b) \in \mathbb{Z}^2 \setminus \{(0, \pm 1)\} : ax^4 + bx^2y^2 + ay^4 \text{ is maximal,} \]
\[ \text{and } 0 < |a(b - 2a)(b + 2a)| < X^{1/2}/4. \]

Now, for any odd prime \( p \), it is easy to see from Theorem 4.1 that
\[ ax^4 + bx^2y^2 + ay^4 \text{ is maximal at } p \text{ if and only if } a(b - 2a)(b + 2a) \not\equiv 0 \pmod{p^2}. \]

We may then estimate \( N'_\varphi(X) \) using the following result of Stewart and the second author in [20, Theorem 1.2] which is analogous to (5.6):

**Proposition 6.2.** Let \( \xi(x,y) \) be an integral binary cubic form of non-zero discriminant, and put
\[ N'_\xi(X) = \# \{(x,y) \in \mathbb{Z}^2 : \xi(x,y) \text{ is square-free and } 0 < |\xi(x,y)| < X \}. \]

Suppose also that \( \xi(x,y) \) is completely reducible over \( \mathbb{Q} \). Then, we have
\[ N'_\xi(X) = A_\xi \prod_p \left( 1 - \frac{\rho_\xi(p)}{p^4} \right) X^{2/3} + O(X^{2/3}(\log X \log \log X)^{-1}), \]
where \( A_\xi \) denotes the area of the region in \( \mathbb{R}^2 \) defined by \(|\xi(x,y)| \leq 1\), and
\[ \rho_\xi(p) = \# \{(x,y) \in (\mathbb{Z}/p^2\mathbb{Z})^2 : \xi(x,y) \equiv 0 \pmod{p^2} \} \]
for each prime \( p \).

It is well-known that
\[ A_\xi = \frac{1}{\Delta(\xi)^{1/6}} \frac{3\Gamma(1/3)^2}{\Gamma(2/3)} \text{ when } \Delta(\xi) > 0. \]

Further, the proof of Proposition 6.2 given in [20] is still valid when the condition that \( \xi(x,y) \) is square-free at \( p \), namely \( \xi(x,y) \not\equiv 0 \pmod{p^2} \), is replaced by another condition mod \( p^2 \) at finitely many primes \( p \). Let us apply Proposition 6.2 to the form
\[ \xi_0(a,b) = a(b - 2a)(b + 2a), \text{ where } \Delta(\xi_0) = 2^4, \]
but with the condition at 2 replaced by that \( ax^4 + bx^2y^2 + ay^4 \) is maximal at 2. We then obtain
\[ N'_\varphi(X) = \frac{3\Gamma(1/3)^2}{2^{2/3}\Gamma(2/3)} \prod_p \left( 1 - \frac{\rho_{\xi_0}(p)}{p^4} \right) \left( \frac{X^{1/2}}{4} \right)^{2/3} + O \left( X^{1/3}(\log X \log \log X)^{-1} \right), \]
where the values of \( \rho_{\xi_0}(p) = \rho_0(p) \) are given in Proposition 4.8. The theorem now follows.

### 6.2. Proof of Theorem 1.8

We first provide the upper bound. Note that it suffices to prove, for each \( i = 1, 2, 3 \), an upper bound for the set
\[ V_{\mathcal{F}(i)}(\mathbb{Z})' \cap X \cap \{ F \in V_{\mathcal{F}(i)}(\mathbb{Z}) : 0 < |\Delta(F)| < X \}. \]

Analogous to the conductor case, by (3.4) this problem reduces to counting integral points in a 2-dimensional region, but this time we consider
\[ S(X) = \{(x,y) \in \mathbb{R}^2 : |y|, |x^2 - y| \geq 1, |y(x^2 - y^2)| < X \}. \]

Each point \((x,y)\) is weighted by the divisor function \( d(y) \) for \( i = 1, 2, 3 \), and the function \( d_{\square}(y) \) in (3.10) for \( i = 3 \). In particular, we have
\[ \#V_{\mathcal{F}(1)}(\mathbb{Z})' \cap X \cap S(X) \ll \sum_{(x,y) \in S(X) \cap \mathbb{Z}^2} d(y) \]
\[ \#V_{\mathcal{F}(3)}(\mathbb{Z})' \cap X \ll \sum_{(x,y) \in S(X) \cap \mathbb{Z}^2} d_{\square}(y) \]
similar to Lemma 3.1.
Remark 6.3. Let us briefly discuss why the analogue of Lemma 3.6 cannot be expected to hold for \( S(X) \). In the proof of Lemma 3.6 the crucial observation is that the length of the intervals given by Lemma 3.3 are \( O(X/x^2) \), and by Lemma 3.4, one sees that this is bounded away from zero. The analogous intervals in the discriminant case only have length \( O(X/x^4) \), and thus for each \( x \gg X^{1/4} \) there are at most one \( y \) such that \((x, y) \in S(X)\). Therefore we cannot hope to average the divisor function as in the proof of Lemma 3.6 using (3.5).

As a result we are only able to use the absolute upper bound for the divisor function, which is

\[
d(y) = y^{1/\log \log y}.
\]

This bound holds for \( d_{\mathbb{C}}(y) \) as well, so we may apply this deal with all \( i = 1, 2, 3 \), and obtain

(6.1)

\[
\#V_{\mathbb{C}}(\mathbb{Z})/(X) \ll \#(S(X) \cap \mathbb{Z}^2) \cdot X^{1/\log \log X}.
\]

The number of integral points in \( S(X) \) may be estimated using Davenport’s lemma, as follows.

**Proposition 6.4.** We have

\[
\#(S(X) \cap \mathbb{Z}^2) = \text{Area}(S_0(X)) + O\left(X^{1/2}\right),
\]

where \( S_0(X) \) is the region

\[
S_0(X) = \{(x, y) \in S(X) : |x| \leq X^{1/4}\}.
\]

**Proof.** For any \((x, y) \in S(X) \cap \mathbb{Z}^2\), the same proof in Lemma 3.4 shows that \(|x| \ll X^{1/2}\). For \(|x| \in (X^{1/4}, X^{1/2}]\), as noted in Remark 6.3 there are at most \( O(1) \) possibilities for \( y \), so the total contribution from this range is \( O\left(X^{1/2}\right) \). Thus, it remains to consider integral points in \( S_0(X) \). The claim now follows from Proposition 3.2 because for any \((x, y) \in S_0(X)\), we have

\[
|x| = O\left(X^{1/4}\right) \quad \text{and} \quad |y| = O\left(X^{1/2}\right)
\]

for the 1-dimensional projections. To see why the latter bound holds, suppose that \(|y| \gg X^{1/2}\). Then for the inequality \(|y(x^2 - y^2)| < X\) to hold we must have \(|x^2 - y| \ll X^{1/4}\), which implies that \(y = x^2 + O(X^{1/4})\). But \(x^2 \ll X^{1/2}\), whence \(|y| \ll X^{1/2}\) and this is a contradiction. \(\square\)

To compute the area of \( S_0(X) \), we shall require the following lemma, which is analogous to Lemma 3.3. As one can easily verify by a direct computation, we have:

**Lemma 6.5.** Let \((x, y) \in \mathbb{R}^2\).

(a) For \(|y| \geq X^{1/3}\), the condition \(|y(x^2 - y^2)| < X\) is equivalent to

\[
y > 0 \quad \text{and} \quad \sqrt{y - \frac{X^{1/2}}{y^{1/2}}} < |x| < \sqrt{y + \frac{X^{1/2}}{y^{1/2}}}.
\]

(b) For \(|y| < X^{1/3}\) and \(y \neq 0\), the condition \(|y(x^2 - y^2)| < X\) is equivalent to

\[
0 \leq |x| < \sqrt{y + \frac{X^{1/2}}{|y|^{1/2}}}.\]

**Lemma 6.6.** We have

\[
\text{Area}(S_0(X)) = O\left(X^{1/2} \log X\right).
\]

**Proof.** As shown in the proof of Proposition 6.4, we have \(|y| \ll X^{1/2}\) for all \((x, y) \in S_0(X)\). Lemma 6.5 then implies

\[
\text{Area}(S_0(X)) \ll \int_{1 \leq |y| < X^{1/3}} \sqrt{y + \frac{X^{1/2}}{|y|^{1/2}}} \, dy + \int_{X^{1/3}}^{X^{1/2}} \left( \sqrt{y + \frac{X^{1/2}}{y^{1/2}}} - \sqrt{y - \frac{X^{1/2}}{y^{1/2}}} \right) \, dy.
\]
For $|y| < X^{1/3}$, note that
\[
\sqrt{y + \frac{X^{1/2}}{|y|^{1/2}}} - \sqrt{\frac{X^{1/2}}{|y|^{1/2}}} = \frac{y}{\sqrt{y + X^{1/2}/|y|^{1/2}} + \sqrt{X^{1/2}/|y|^{1/2}}} = O\left(\frac{y^{5/4}}{X^{1/4}}\right).
\]
Hence, we have
\[
\int_{1 \leq |y| < X^{1/3}} \sqrt{y + \frac{X^{1/2}}{|y|^{1/2}}} dy = \int_{1 \leq |y| < X^{1/3}} \left(\frac{X^{1/4}}{|y|^{1/4}} + O\left(\frac{y^{5/4}}{X^{1/4}}\right)\right) = O\left(X^{1/2}\right).
\]
For $y \geq X^{1/3}$, similarly note that
\[
\sqrt{y + \frac{X^{1/2}}{y^{1/2}}} - \sqrt{y - \frac{X^{1/2}}{y^{1/2}}} = \frac{2X^{1/2}/y^{1/2}}{\sqrt{y + X^{1/2}/y^{1/2}} + \sqrt{y - X^{1/2}/y^{1/2}}} = O\left(\frac{X^{1/2}}{y}\right).
\]
This implies that
\[
\int_{X^{1/3}}^{X^{1/2}} \left(\sqrt{y + \frac{X^{1/2}}{y^{1/2}}} - \sqrt{y - \frac{X^{1/2}}{y^{1/2}}}\right) dy = O\left(X^{1/2} \log X\right).
\]
The claim now follows. \qed

Let us remark that we shall compute the area of a similar region in Subsection 6.3 in order to prove Theorem 1.9, with the difference being that the coefficient of the main term $X^{1/2} \log X$ can be computed exactly.

From (6.1), Proposition 6.4, and Lemma 6.6, we now deduce that
\[
N_{D_4}'(X) \ll \left(\text{Area}(S_0(X)) + O\left(X^{1/2}\right)\right) \cdot X^{1/\log \log X} \ll X^{1/2+1/\log \log X} \log X,
\]
which is the desired upper bound.

We now move on to prove the lower bound. Note that it suffices to consider one of the three families, and we shall restrict our attention to the forms in
\[
V_{\mathcal{J}(1)}^\text{max}(\mathbb{Z})' = \{F \in V_{\mathcal{J}(1)}^\text{max}(\mathbb{Z}) : 0 < |\Delta(F)| < X\}.
\]
Notice that for the irreducible $F$, those with $\text{Gal}(F) \simeq V_4$ only have $O(X^{1/3})$ contribution by Theorem 1.7, while those with $\text{Gal}(F) \simeq C_4$ have $O(X^{1/2} \log X)$ contribution by Lemma 5.6 and the next estimate analogous to Proposition 5.9 (b).

**Proposition 6.7.** We have
\[
\#\{F \in V_{\mathcal{J}(1)}^\text{max}(\mathbb{Z})' : |\mathcal{C}_{\mathcal{J}(1)}(F)| = \square\} = O\left(X^{1/2} \log X\right).
\]

**Proof.** As in the proof of Proposition 5.9 (b), from Lemma 5.7 and (3.1), we see that
\[
\#\{F \in V_{\mathcal{J}(1)}^\text{max}(\mathbb{Z})' : |\mathcal{C}_{\mathcal{J}(1)}(F)| = \square\} \ll \#\{(D, n_1, n_2) \in \mathbb{Z}^3 : 0 < D^2|n_1n_2|^3 < X\}.
\]
The right hand side is in turn bounded by
\[
\sum_{1 \leq D \leq X^{1/2}} \sum_{1 \leq N < 3X^{1/3}/D^{2/3}} O(d(N)) = O\left(X^{1/2} \log X\right),
\]
where $d(\cdot)$ is the divisor function. \qed

Instead of the entire $V_{\mathcal{J}(1)}^\text{max}(\mathbb{Z})'$, we shall in fact only look at those forms $F$ whose coefficients satisfy specific conditions. Note that Theorem 4.1 and Lemma 5.8 immediately imply:

**Lemma 6.8.** Let $F \in V_{\mathcal{J}(1)}(\mathbb{Z})$ be as in (1.3).
(a) If both $AC$ and $B^2 - 4AC$ are square-free, then $F$ is maximal at all odd primes $p$.
(b) If $F$ is maximal and $B^2 - 4AC \neq 1$, then $F$ is irreducible.

Insisting that $F$ is also maximal at the prime 2 only changes the asymptotic count by some constant factor. Moreover, the $GL_2(\mathbb{Z})$-equivalence class of any $F \in V_{\mathcal{F}(1)}(\mathbb{Z})$ contains at most two distinct forms in $V_{\mathcal{F}(1)}(\mathbb{Z})$ by Lemma 5.3. Recalling (3.1), from Proposition 6.7 and Lemma 6.8, we then deduce that

$$N'_{D_4}(4X) + O\left(X^{1/2} \log X\right) \gg \# \{(a,b,c) \in \mathbb{Z}^3 : b^2 - 4ac \neq 1, \text{ both } ac \text{ and } b^2 - 4ac$$

are square-free, $0 < |4ac(b^2 - 4ac)| < X\}$,

where $4X$ is used only for convenience. Since we are looking for a lower bound, it is permissible to assume further that

$$4ac \geq X^{1/3} \text{ and } ac \ll_{\delta} X^{1/3+\delta} \text{ for some } \delta > 0.$$

By Lemma 6.5, the condition $|4ac(b^2 - 4ac)| < X$ is equivalent to $|b| \in J_{4ac}$, where

$$J_y = \left[\sqrt{y - \frac{X^{1/2}}{y^{1/2}}}, \sqrt{y + \frac{X^{1/2}}{y^{1/2}}}\right) \text{ for } y \geq X^{1/3}.$$

Setting $y = 4ac$, we then deduce that

$$(6.2) \quad N'_{D_4}(4X) + O\left(X^{1/2} \log X\right) \gg \sum_{x \in J_y} \mu(x/4)^2d(y/4) \sum_{x \in J_y} \mu(x^2 - y)^2,$$

where $\delta > 0$ is to be chosen and $\mu(\cdot)$ denotes the M"obius function. We shall estimate this double sum using the following result due to Friedlander and Iwaniec [13].

**Proposition 6.9.** For $y > 0$, there exists a constant $c_y > 0$ such that

$$\sum_{x < y} \mu(x^2 - y)^2 = c_y y + O(d(y)(y + Y^2)^{1/3} \log(2yY)).$$

Moreover, there exists a constant $c_0 > 0$ such that $c_y \geq c_0$ for all $y > 0$.

**Proof.** See [13, Theorem 2.1]; the claim there is stated for $x^2 + y$, but essentially the same argument yields the above asymptotic formula. \[\square\]

Notice that $X^{1/3}/y^{1/2} < y$ when $y > X^{1/3}$. From Proposition 6.9, we then deduce that the double sum on the right hand side in (6.2) is equal to

$$(6.3) \quad \sum_{\substack{X^{1/3} < y < X^{1/3+\delta} \\ y \in 4\mathbb{Z}, y + 1 \neq \square}} \mu(y/4)^2d(y/4)d(y)c_y|J_y| + O\left(\sum_{\substack{X^{1/3} < y < X^{1/3+\delta} \\ y \in 4\mathbb{Z}, y + 1 \neq \square}} d(y)^2 y^{1/3} \log X\right),$$

where $|J_y|$ denotes the length of $J_y$. Since $|J_y| = O\left(X^{1/2}/y\right)$, we have

$$\sum_{\substack{X^{1/3} < y < X^{1/3+\delta} \\ y \in 4\mathbb{Z}, y + 1 \neq \square}} \mu(y/4)^2d(y/4)c_y|J_y| \gg X^{1/2},$$

$$\sum_{\substack{X^{1/3} < y < X^{1/3+\delta} \\ y \in 4\mathbb{Z}, y + 1 \neq \square}} \frac{\mu(y/4)^2d(y/4)}{y} \gg X^{1/2}(\log X)^2,$$

where the latter may be obtained using partial summation. Since $d(y)^2 \log X = O(\varepsilon(X^\varepsilon))$, by choosing $\delta = 1/27$ and $\varepsilon = 1/162$ say, we see that the second sum in (6.3) is $O(X^{1/2})$ and hence is an error term. This completes the proof of the theorem.
6.3. Proof of Theorem 1.9. By definition, we have

\[ N'_E(X) = \{(a, b) \in \mathbb{Z}^2 : p^2 \mid a \text{ implies } p^4 \mid b \text{ for all primes } p, \text{ and } 0 < |b^2(a^2 - 4b)| < X \}. \]

Let us first count the number of integral points in

\[ S'(X) = \{(x, y) \in \mathbb{R}^2 : |b|, |a^2 - 4b| \geq 1, |b^2(a^2 - 4b)| < X \}. \]

We may do so using Davenport’s lemma. Indeed, for any \( (a, b) \in S'(X) \), we have

\[ |b| = O\left( X^{1/2} \right) \text{ and } |a| = O\left( X^{1/2} \right), \]

where the latter follows from a similar proof as in Lemma 3.4. Proposition 3.2 then yields

\[ \#(S'(X) \cap \mathbb{Z}^2) = \text{Area}(S'(X)) + O\left( X^{1/2} \right) = \frac{2}{3} X^{1/2} \log X, \]

where the area of \( S'(X) \) is computed in the next lemma:

**Lemma 6.10.** We have

\[ \text{Area}(S'(X)) = \frac{2}{3} X^{1/2} \log X + O\left( X^{1/2} \right). \]

**Proof.** An analogous statement as Lemma 6.5 is true for the inequality \( |b^2(a^2 - 4b)| < X \). In particular, it is not hard to see that

\[ \int_{1 \leq |b| < (X/4)^{1/3}} \sqrt{4b + \frac{X}{b^2}} \, db \]

\[ + \int_{(X/4)^{1/3} \leq b < X^{1/2}} \left( \sqrt{4b + \frac{X}{b^2}} - \sqrt{4b - \frac{X}{b^2}} \right) \, db. \]

Now, by a similar calculation as in the proof of Lemma 6.6, the first integral in (6.5) is equal to

\[ \int_{1 \leq |b| < (X/4)^{1/3}} \left( \frac{X^{1/2}}{|b|} + O\left( \frac{b^2}{X^{1/2}} \right) \right) \, db = \frac{2}{3} X^{1/2} \log(X) + O\left( X^{1/2} \right), \]

while the second integral in (6.5) is bounded by

\[ \int_{(X/4)^{1/3} \leq b < X^{1/2}} O\left( \frac{X}{b^{5/2}} \right) \, db = O\left( X^{1/2} \right). \]

Combining them together then yields the claim. \( \square \)

Let us now apply a sieve to get the exact count for \( N'_E(X) \). For \( m \in \mathbb{N} \), define

\[ M_E(m; X) = \# \{(a, b) \in \mathbb{Z}^2 : m^2 \mid a, m^4 \mid b, 0 < |b^2(a^2 - 4b)| < X \}. \]

By (6.4) and (5.2), we have

\[ M_E(m; X) = \frac{1}{m^6} \cdot \#(S'(X) \cap \mathbb{Z}^2) + O\left( \frac{X^{1/2}}{m^2} + \frac{X^{1/2}}{m^4} + 1 \right) \]

\[ = \frac{1}{m^6} \cdot \frac{2}{3} X^{1/2} \log X + O\left( \frac{X^{1/2}}{m^2} + 1 \right), \]

where the second equality follows from 6.10. By the inclusion-exclusion principle, we have

\[ N'_E(X) = \sum_{p \mid m = p \leq (\log X)^{1/5}} \mu(m)M_E(m; X) + O\left( \sum_{p > (\log X)^{1/5}} M_E(p; X) \right), \]
where $\mu(\cdot)$ is the Möbius function. Note that (6.4) implies $M_E(m; X)$ is zero for all $m > X^{1/8}$. On the one hand, we have

$$
\sum_{(\log X)^{1/5} < p < X^{1/8}} M_E(p; X) = O \left( \sum_{(\log X)^{1/5} < p < X^{1/8}} \left( \frac{X^{1/2}}{p^6} \log X + \frac{X^{1/2}}{p^2} \right) \right) = O \left( X^{1/2} \right).
$$

On the other hand, we have

$$
\sum_{1 \leq m < X^{1/8}} \mu(m)M_E(m; X) = \frac{2}{3} X^{1/2} \log X \sum_{1 \leq m < X^{1/8}} \frac{\mu(m)}{m^6} + O \left( X^{1/2} \right).
$$

It is standard to show that

$$
\sum_{1 \leq m < X^{1/2}} \frac{\mu(m)}{m^6} = \prod_p \left( 1 - \frac{1}{p^6} \right) + O \left( (\log X)^{-1} \right) = \frac{1}{\zeta(6)} + O \left( (\log X)^{-1} \right).
$$

The theorem now follows.
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