Random matrices and entanglement entropy of trapped Fermi gases
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We exploit and clarify the use of random matrix theory for the calculation of the entanglement entropy of free Fermi gases. We apply this method to obtain analytic predictions for Rényi entanglement entropies of a one-dimensional gas trapped by a harmonic potential in all the relevant scaling regimes. We confirm our findings with accurate numerical calculations obtained by means of an ingenious discretisation of the reduced correlation matrix.
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I. INTRODUCTION

During the last decade entanglement became a very powerful tool for the study of many-body quantum systems especially for the identification of critical and topological phases of matter (see e.g. Refs. [18, 20] as reviews). In this respect the most studied quantity is surely the (von Neumann or Rényi) entanglement entropy. In terms of the reduced density matrix $\rho_A = \text{Tr}_A\rho$ of a subsystem $A$ ($A$ denotes the complement of $A$), the order-$q$ Rényi entropy is defined as

$$S_q = \frac{1}{1-q} \ln \text{Tr}\rho_A^q, \tag{1}$$

that in the limit $q \to 1$ reduces to the most studied von Neumann entropy $S_1$. The knowledge of the Rényi entropies for arbitrary values of $q$ contains much more information than the sole $S_1$ since from them one can extract the full spectrum of $\rho_A$ [4].

From the definition and from the highly non-local character of Eq. (1), it can appear extremely difficult to calculate the entanglement entropy even for the simpler models. However, a number of advanced analytic techniques have been developed in such a way to have a rather precise characterisation in many different classes of systems. These include one-dimensional conformal field theories [5–7], spin-chains mappable to free fermions thanks to Toeplitz matrix techniques [7–12], higher dimensional lattice fermions with Widom conjecture [13], holographic techniques [14], renormalisation group [15], and many more. The entanglement entropies are also a crucial concept to understand the scaling and the working [16] of matrix product states algorithms [17].

In this paper we discuss and develop the connection between the entanglement entropies and random matrix theory in free one-dimensional Fermi gases. A similar connection was first highlighted in lattice models in Ref. [18] and further developed in [19]. In two recent manuscripts [19, 20], random matrix theory has been used to calculate the probability particle distribution (aka the full counting statistics) in a finite length interval, but not for the entanglement entropies. As we shall see, this approach allows to clarify several concepts already present in the literature and provides also new results, such as the scaling of the entanglement entropy in a free fermion gas confined by a harmonic potential, a problem that so far has been studied only numerically [22] and for which an analytical description was still missing.

The manuscript is organised as follows. In Sec. II we briefly review the standard methods for the calculation of the entanglement entropy in Fermi gases and we establish the correspondence with random matrix theory. In Sec. III we use this formalism to analytically calculate the entanglement entropies for a one dimensional Fermi gas trapped in an harmonic potential for an interval symmetric with respect to the centre of the trap. In the same section, we also confirm our findings by accurate numerical calculations. Finally in Sec. IV we draw our conclusions and we discuss some possible generalisations and open issues. Some details about the density of eigenvalues of the overlap matrix have been relegated to appendix A.

II. FREE FERMION GASES AND RANDOM MATRIX THEORY

Let us consider a system of $N$ non-interacting spinless fermions with discrete one-particle energy spectrum. The many body wave functions $\Psi(x_1,\ldots,x_N)$ is the Slater determinant built with the one-particle eigenstates, i.e.

$$\Psi(x_1,\ldots,x_N) = \frac{1}{\sqrt{N!}} \det[\phi_k(x_n)], \tag{2}$$

where the normalized wave functions $\phi_k(x)$ are the occupied single-particle energy levels. The ground state $\Psi_0(x_1,\ldots,x_N)$ is obtained by filling the lowest $N$ energy levels. The ground-state two-point correlation function is

$$C(x,y) \equiv \langle c^\dagger(x)c(y) \rangle = \sum_{k=1}^N \phi_k^*(x)\phi_k(y), \tag{3}$$

where $c(x)$ is the fermionic annihilation operator and the one-particle eigenfunctions $\phi_k(x)$ are ordered according
to their energies. The Wick theorem allows to write the reduced density matrix of a spatial subsystem $A$ as [21]

$$\rho_A \propto \exp \left( - \int_A dy_1 dy_2 \mathcal{H}(y_1, y_2) c(y_1) c(y_2) \right),$$

(4)

where $\mathcal{H} = \ln[(1 - C)/C]$ and the normalization constant is fixed by requiring $\text{Tr} \rho_A = 1$.

It is useful to define the correlation matrix restricted to the subsystem $A$

$$C_A(x, y) \equiv I_A(x) C(x, y) I_A(y),$$

(5)

with $I_A(x)$ being the characteristic function of the subsystem, i.e.

$$I_A(x) = \begin{cases} 1 & x \in A, \\ 0 & x \notin A. \end{cases}$$

(6)

A related quantity is the overlap matrix of the subsystem $A$ defined as [23, 24]

$$\mathbb{A}_{nm} = \int_A dz \phi_n^*(z) \phi_m(z), \quad n, m = 1, \ldots, N,$$

(7)

As shown in Refs. [23, 24], the overlap matrix and the restricted correlation matrix have the same spectrum although they act on different spaces. Using the quadratic form of the reduced density matrix [31], the Rényi entanglement entropies can be written in terms of the overlap or correlation matrices as

$$S_q = \frac{1}{1 - q} \text{Tr} \ln [A^q + (1 - A)^q],$$

$$S_q = \frac{1}{1 - q} \text{Tr} \ln [C_A^q + (1 - C_A)^q].$$

(8, 9)

In terms of the eigenvalues $a_i$, common to the overlap and reduced correlation matrices, the entanglement entropy is

$$S_q = \sum_{i=1}^N e_q(a_i), \quad e_q(x) = \frac{1}{1 - q} \ln[x^q + (1 - x)^q].$$

(10)

At this point there are two possible roads for a numerical evaluation of the entropy. The first possibility is to explicitly construct the overlap matrix, find its eigenvalues numerically, and from them computing $S_q$. This numerical approach has been effectively applied for the determination of the entanglement entropy of Fermi gases in many equilibrium [22, 29] and non-equilibrium situations [29, 32], as well as to the related statistics of particle number in the subsystem [19, 20, 33, 37] (we mention that the entanglement entropies of trapped lattices gases were numerically studied in [38]). A second possibility is to extract the spectrum from the reduced correlation matrix. While at first this can sound awkward, because we should work with a continuous kernel, some very effective discretisations have been developed [39], which allow a much faster computation of the entropies especially when the integrals defining the elements of the overlap matrix [7] can not be analytically performed. In Fig. 1 we report the numerically evaluated entanglement entropy $S_1$ for the model studied in this paper which is a Fermi gas trapped in a harmonic potential. We only consider the case in which the subsystem is the symmetric interval $A = [-\ell, \ell]$. We calculated the spectrum of $C_A$ by using the Gauss-Legendre discretisation proposed in Ref. [39]. We found that in order to achieve a precision of about $10^{-8}$ on the entropy, the discretised matrix should have a dimension growing linearly in $N$ which is the same as the overlap matrix, but its elements must not be calculated by numerical integration. We checked for several values of $N$ that the spectrum of the reduced correlation matrix obtained in this way is the same as the one of the overlap matrix, but its numerical determination is much faster. Obviously, every time that the overlap matrix is analytically evaluable (as e.g. in the cases considered in [24]), there is no advantage in this procedure and the overlap matrix method remains favourable. We mention that the results reported in Fig. 1 are equivalent to those already reported in Ref. [22].

A. The connection with random matrix theory

The connection with random matrix theory [19, 20] starts from the definition of the characteristic polynomial of $A$ (or $C_A$)

$$D_A(\lambda) = \prod_{i=1}^N (\lambda - a_i) = \text{det}[\lambda I - A],$$

(11)
which is a standard tool in the analytic calculation of the entanglement entropy \[10\]. This characteristic polynomial \( D_A(\lambda) \) can be straightforwardly written as a random matrix average. Indeed by definition we have (using the completeness of the eigenfunctions \( \phi_m(z) \) on the full line)

\[
D_A(\lambda) = \det \left[ \lambda \int_{-\infty}^{\infty} dz \phi_m^*(z) \phi_m(z) - \int_A dz \phi_m^*(z) \phi_m(z) \right] = \det \left[ \int_{-\infty}^{\infty} dz (\lambda - I_A(z)) \phi_m^*(z) \phi_m(z) \right].
\]

At this point we can use the Cauchy-Binet identity

\[
\int dx_1 \ldots dx_N \det \left[ f_i(x_j) \right] \det \left[ g_k(x_l) \right] = N! \det \left[ \int dx \lambda h(x) f_i(x) g_j(x) \right],
\]

(13)
to rewrite \( D_A(\lambda) \) as

\[
D_A(\lambda) = \frac{1}{N!} \int dx_1 \ldots dx_N \det \left[ \phi_i(x_j) \right] \det \left[ \phi_k(x_l) \right] \prod_{i=1}^{N} (\lambda - I_A(x_i)) = \int dx_1 \ldots dx_N |\Psi_0(x_1, \ldots, x_N)|^2 \prod_{i=1}^{N} (\lambda - I_A(x_i)),
\]

(14)
where we recognized \( \Psi_0(x_1, \ldots, x_N) = \det[\phi_k(x_n)]/\sqrt{N!} \). Thus, every time that \( |\Psi_0(x_1, \ldots, x_N)|^2 \) corresponds to a random matrix average \( \langle \cdot \rangle_{RM} \), when the \( x_i \) are related to eigenvalues of a random matrix (see below), the above equation is equivalent to

\[
D_A(\lambda) = \left\langle \prod_{i=1}^{N} (\lambda - I_A(x_i)) \right\rangle_{RM}.
\]

(15)
We will list and analyse in the following a number of interesting random matrix averages for 1D Fermi gases, but first we proceed to further simplifications and interpretation of the above average. We will also remove the subscript RM from the averages.

To this aim, let us introduce the operator counting particle number in the subsystem \( A \) (here \( \hat{n}(x) = c^\dagger(x)c(x) \) is the particle density)

\[
N_A = \sum_{i=1}^{N} I_A(x_i) = \int_A \hat{n}(x) dx,
\]

(16)
and its generating function

\[
\chi(s) \equiv \left\langle e^{-sN_A} \rightangle = \left\langle \prod_{i=1}^{N} e^{-sI_A(x_i)} \right\rangle.
\]

(17)
(Often \( \chi(is) \) is called generating function, but this is not important for what follows). Since

\[
e^{-sI_A(x)} = \begin{cases} e^{-s} & x \in A, \\ 1 & x \notin A, \end{cases}
\]

(18)
we have

\[
e^{-sI_A(x)} = e^{-sI_A(x)} + (1 - I_A(x)) = 1 - (1 - e^{-s})I_A(x),
\]

(19)
and then

\[
\chi(s) = \left\langle \prod_{i=1}^{N} (1 - (1 - e^{-s})I_A(x_i)) \right\rangle = (1 - e^{-s})^N \left\langle \prod_{i=1}^{N} \left[ \frac{1}{1 - e^{-s}} - I_A(x_i) \right] \right\rangle.
\]

(20)
Setting

\[
\lambda = \frac{1}{1 - e^{-s}} \Rightarrow e^{-s} = \frac{\lambda - 1}{\lambda},
\]

(21)
we have

\[
\left\langle \left( \frac{\lambda - 1}{\lambda} \right)^{N_A} \right\rangle = \frac{1}{\lambda^N} \left\langle \prod_{i=1}^{N} (\lambda - I_A(x_i)) \right\rangle.
\]

(22)
Thus, plugging the above equation in Eq. (15), we have

\[
D_A(\lambda) = \lambda^N \chi \left( e^{-s} - 1 - \frac{1}{\lambda} \right) = \lambda^N \left\langle \left( \frac{\lambda - 1}{\lambda} \right)^{N_A} \right\rangle.
\]

(23)
This is a very compact expression for the characteristic polynomial valid for arbitrary number of particles \( N \) and arbitrary random matrix average. Although it appeared (in a more or less explicit form) a few times in the literature, its general validity has not been appreciated enough.

In order to calculate the entropies let us introduce the resolvent

\[
F(\lambda) = \sum_{i=1}^{N} \frac{1}{\lambda - a_i} = \text{Tr} \frac{1}{\lambda \mathbb{1} - A},
\]

(24)
which is related to \( D_A(\lambda) \) as

\[
F(\lambda) = \frac{D_A(\lambda)}{D_A(\lambda)} = \frac{d}{d\lambda} \ln D_A(\lambda).
\]

(25)
Using Eq. (23) for \( D_A(\lambda) \) we have after simple algebra

\[
F(\lambda) = \frac{N}{\lambda} + \frac{1}{\lambda(\lambda - 1)} \left\langle N_A \left( \frac{1}{\lambda} \right)^{N_A} \right\rangle.
\]

(26)
Given that the entropies are given by Eq. (10), we immediately have

\[
S_q = \int_C \frac{d\lambda}{2\pi i} q(\lambda) F(\lambda),
\]

(27)
where the contour $C$ in the complex $\lambda$ plane goes counterclockwise over the rectangle: $[0, 1] \times [-\epsilon, \epsilon]$, as shown in Fig. 2, with $\epsilon \to 0^+$ eventually. Note that the function $e_q(\lambda)$ has branch cuts for $\text{Re}(\lambda) < 0$ and $\text{Re}(\lambda) > 1$ (this is equivalent to the analogous formulas for spin chains [8] [10]). Upon substituting the definition of $F(\lambda)$ from Eq. (24) on the right hand side of Eq. (27) and calculating the residues around the poles $0 \leq a_i \leq 1$, gives this result immediately.

Plugging the expression of $F(\lambda)$ from Eq. (26) into Eq. (27), one arrives to a rather compact exact expression for the entropy, valid for all $N$

$$S_q = \frac{1}{(1 - q) 2\pi i} \int_C \frac{d\lambda}{\lambda(\lambda - 1)} \ln [\lambda^q + (1 - \lambda)^q] \times \left\langle \frac{N_A (1 - \frac{1}{\lambda})^{N_A}}{(1 - \frac{1}{\lambda})^{N_A}} \right\rangle. \quad (28)$$

The term $N/\lambda$ in Eq. (25) does not contribute to the entropy $S_q$ because, inside the integration contour, it provides an analytic function with zero residue. By writing further, $1 - 1/\lambda = e^{-s}$, one can write a slightly more compact expression for the ratio

$$\left\langle \frac{N_A (1 - \frac{1}{\lambda})^{N_A}}{(1 - \frac{1}{\lambda})^{N_A}} \right\rangle = -\frac{\partial}{\partial s} \ln \left[ \langle e^{-sN_A} \rangle \right]. \quad (29)$$

Finally, these expressions allow us to derive the asymptotic large $N$ density of eigenvalues $\rho(a)$ of the overlap matrix (or reduced correlation matrix) which is defined by the implicit relation

$$N \int da \frac{\rho(a)}{\lambda - a} = F(\lambda), \quad (30)$$

leading to

$$\rho(a) = -\frac{1}{\pi} \lim_{\epsilon \to 0^+} \text{Im} F(a + i\epsilon). \quad (31)$$

We discuss explicitly the density of eigenvalues $\rho(a)$ for a trapped Fermi gas in Appendix A.

### B. Gaussian distribution

An immediate consequence of the exact formula in Eq. (28) is the well-known relation [33] [40] [43] between the variance of $N_A$ and entropies in the case the random variable $N_A$ is a pure Gaussian with mean $\langle N_A \rangle$ and variance $V_{N_A}$, i.e.,

$$N_A = \langle N_A \rangle + \sqrt{V_{N_A}} N(0, 1), \quad (32)$$

where $N(0, 1)$ is a standard normal Gaussian variable with zero mean and unit variance. Indeed, using the Gaussian property of $N(0, 1)$, it follows immediately that

$$\langle e^{-sN_A} \rangle = e^{-s \langle N_A \rangle + \frac{s^2}{2} V_{N_A}}. \quad (33)$$

Taking logarithm and deriving with respect to $s$ as in Eq. (29) we obtain

$$\frac{\langle N_A (1 - \frac{1}{\lambda})^{N_A} \rangle}{\langle (1 - \frac{1}{\lambda})^{N_A} \rangle} = \langle N_A \rangle + V_{N_A} \ln \left( 1 - \frac{1}{\lambda} \right). \quad (34)$$

Plugging this expression in Eq. (28) gives

$$S_q = \frac{1}{(1 - q) 2\pi i} \frac{1}{\lambda(\lambda - 1)} \ln [\lambda^q + (1 - \lambda)^q] \times \left[ \langle N_A \rangle + V_{N_A} \ln \left( 1 - \frac{1}{\lambda} \right) \right]. \quad (35)$$

The contour integral with the constant term $\langle N_A \rangle$ vanishes since the integrand in analytic inside the contour (which does not include the poles at $\lambda = 0$ and $\lambda = 1$). This leaves us with

$$S_q = \frac{V_{N_A}}{(1 - q) 2\pi i} \frac{1}{\lambda(\lambda - 1)} \times \ln [\lambda^q + (1 - \lambda)^q] \ln \left( 1 - \frac{1}{\lambda} \right), \quad (36)$$

which is an exact expression for entropy when $N_A$ is a pure Gaussian. The contour integral in Eq. (36) can be performed exactly in the limit $\epsilon \to 0^+$. The contributions from the vertical portions vanish as $\epsilon \to 0^+$ and the contributions from the horizontal portions gives a real integral over $\lambda \in [0, 1]$ as follows

$$S_q = -\frac{V_{N_A}}{\pi(1 - q)} \int_0^1 \frac{dx}{x(x - 1)} \times \ln [x^q + (1 - x)^q] \ln \left( 1 - \frac{1}{x + i\epsilon} \right) \Big|_{\epsilon \to 0^+}. \quad (37)$$
Using \( \text{Im} \left[ \ln(1 - \frac{i}{x+i\pi}) \right] \rightarrow 0^+ = \pi \) then gives the final result for the entropy, given that \( N_A \) is a pure Gaussian,

\[
S_q = -V_{N_A} \frac{1}{(1-q)} \int_0^1 dx \frac{x}{x(x-1)} \ln \left[ x^q + (1-x)^q \right] = \frac{\pi^2}{6} \left( 1 + \frac{1}{q} \right) V_{N_A}. \tag{38}
\]

Although this relation between entropy and fluctuations is well-known in the literature \([33, 43]\), we find the above derivation very instructive from the random matrix point of view.

### C. Examples of random matrices ensembles and corresponding fermionic systems

For a Fermi gas in a ring of length \( L \) with periodic boundary conditions, the normalized one-particle wavefunctions are plane waves \( \phi(x) = e^{i2\pi nkx/L}/\sqrt{L} \) and the corresponding many-body wave-function \( \Psi_0 \) gives the circular unitary ensemble (CUE). This random matrix ensemble has already been study in the context of the entanglement entropy of spin chains \([10, 18]\) and the these results have been exported to the Fermi gas in \([25]\). In the case when \( A \) is an interval of length \( \ell \) embedded in a finite system of length \( L \), the leading and subleading behavior for the entropy has been obtained in \([25]\). The asymptotic large \( N \) behavior of the entropies for fixed ratio \( \ell/L \) and at finite density \( n = N/L \) (obtained by means of the Fisher-Hartwig conjecture) is \([23, 25]\)

\[
S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln \left( 2N \sin \frac{\pi \ell}{L} \right) + E_q + o(N^0), \tag{39}
\]

and the constant \( E_q \) is given by \([8]\)

\[
E_q = \left( 1 + \frac{1}{q} \right) \int_0^{\infty} dt \left[ \frac{1}{1-q^{-2}} - \frac{1}{\sinh t} - \frac{1}{\sinh t} - \frac{e^{-2t}}{6} \right]. \tag{40}
\]

Random matrices techniques are instead a needed tool to access some of the corrections to the above leading behavior, see Ref. \([10]\). More general results for the case when \( A \) is composed of disjoint intervals are also known \([24]\).

It is important to mention that the functional dependence of the entanglement entropy \([39]\) over \( \ell \) and \( L \) is a general prediction of conformal field theory \([6, 45]\). Indeed from the well-known infinite system result

\[
S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln \ell + E_q, \tag{41}
\]

one obtains Eq. \([39]\) with the replacement \( \ell \to N \sin \pi \ell/L \), as a consequence of the mapping from the plane to a cylinder of circumference \( L \) \([6]\). This simple result is indeed valid for a general correlation function of primary operators (in CFT the entanglement entropies for integer \( q \) are correlation functions of the so called twist fields \([45, 46]\). This is a very powerful prediction for the finite size-scaling function of the entanglement entropy for homogeneous systems whose analog in the presence of a harmonic potential will be calculated in the following section.

For a gas of spinless fermions confined in the interval \([0, L] \) by a hard-wall potential, the one-particle wave functions are \( \phi_k(x) = \sqrt{\frac{2}{L}} \sin \left[ \pi k \frac{x}{L} \right] \). In this case the corresponding random matrix ensemble is \( O^+(2N) \) symmetric \([18]\), but the consequences of this correspondence have not been studied in great details yet. The asymptotic large \( N \) behavior of the entanglement entropy has been obtained by using generalisation of the Fisher-Hartwig conjecture (for spin chains in \([11]\) and for Fermi gases in \([25]\)). For the Fermi gas this asymptotic result reads

\[
S_q = \frac{1}{12} \left( 1 + \frac{1}{q} \right) \ln \left( 4N \sin \frac{\pi \ell}{L} \right) + E_q + o(N^0), \tag{42}
\]

where \( E_q \) is the same constant in Eq. \([40]\). Also in this case, being the system homogeneous, the finite size scaling function can be entirely obtained from boundary conformal field theory \([6, 45]\).

### III. Entanglement Entropy for a Quadratic Trapping Potential

Let us now consider free fermions in an external harmonic potential (trap)

\[
V(x) = \frac{1}{2} m \omega^2 x^2. \tag{43}
\]

For simplicity in the following we set \( \hbar = m = \omega = 1 \). The dependence over the trap frequency \( \omega \) can easily be restored using trap size scaling arguments \([44]\). The single particle wave functions are

\[
\phi_n(x) = \frac{H_{n-1}(x)}{\sqrt{\pi 1/2 2^{n-1}(n-1)!}} e^{-x^2/2}, \quad n = 1 \ldots N, \tag{44}
\]

where \( H_n(x) \) are the Hermite polynomials. The many body ground state wavefunction is

\[
\Psi_0(x_1, \ldots, x_N) = Z_N^{-1} \prod_{i<j} (x_i - x_j) e^{-\sum_{i=1}^N x_i^2/2}, \tag{45}
\]

with \( Z_N \) a normalization constant. Note that \( |\Psi_0(x_1, \ldots, x_N)|^2 \) can be interpreted as the joint distribution of \( N \) real eigenvalues \( (x_1, \ldots, x_N) \) drawn from the famous Gaussian unitary ensemble (GUE) \([52]\). Using Christoffel-Darboux formula, the two-point function \([3]\) is

\[
C(x, y) = N^{1/2} \frac{\phi_N+1(x)\phi_N(y) - \phi_N(x)\phi_N+1(y)}{x-y}, \tag{46}
\]
which is the well-known GUE kernel.

The generating function for the particle number can be read from Eqs. (11) and (29) and it is

\[ \chi(s) = \langle e^{-s N A} \rangle = \det[1 + (e^{-s} - 1) A], \]

which, expanded to \( O(s^2) \), yields the particle variance for an arbitrary subsystem \( A \):

\[ V_{NA} = \int_A dx C(x, x) - \int_A dx \int_A dy |C(x, y)|^2, \]

which is \( V_{NA} = \text{Tr}[C_A - C_A^2] = \text{Tr}[A - A^2] \).

For the harmonic potential, the entanglement entropy has been studied numerically in [20, 22] for several bipartition of the systems. The particle number variance has been studied numerically in [20, 22] for several bipartition of the systems. The particle number variance has been studied numerically in the above manuscripts, but in the case when \( A \) is a symmetric interval with respect to the center of the trap of length 2\( \ell \), i.e., \( A = [-\ell, \ell] \), random matrix theory allowed for a full large \( N \) asymptotic analytical prediction for arbitrary value of \( \ell \). Three different scaling regimes have been identified which are [19]

\[ V_{NA} \approx \begin{cases} \frac{1}{\pi^2} \ln[N \zeta(2 - \zeta^2)^{3/2}], & \sqrt{2} - \zeta \sim O(1), \\ \tilde{V}_2(\sqrt{2}N^{2/3}(\zeta - \sqrt{2})) & \zeta - \sqrt{2} \sim O(N^{-\frac{2}{3}}), \\ \exp[-2N\phi(\zeta)], & \zeta - \sqrt{2} \sim O(1), \end{cases} \]

(49)

where we introduced \( \zeta = \ell/\sqrt{N} \) (notice that, in random matrix literature, lengths are always normalized to \( \sqrt{N} \) as, e.g., in Ref. [19]) and the functions

\[ \tilde{V}_2(s) = 2 \int_0^\infty K_{Ai}(x, x) - 2 \int_{[s, \infty]^2} dx dy |K_{Ai}(x, y)|^2, \]

\[ \phi(\zeta) = \frac{\zeta \sqrt{\zeta^2 - 2}}{2} + \ln \left[ \frac{\zeta - \sqrt{\zeta^2 - 2}}{\sqrt{2}} \right], \]

(50)

where \( K_{Ai}(x, y) \) is the Airy kernel

\[ K_{Ai}(x, y) = \frac{\text{Ai}(x)\text{Ai}'(y) - \text{Ai}(y)\text{Ai}'(x)}{x - y}. \]

(51)

We mention that while the scaling behavior of the variance in the intermediate edge regime in Eq. (49) was well known [17] (see also [20]), the full scaling function \( \tilde{V}_2(s) \) (and in particular its asymptotic behaviors for both negative and positive arguments) was computed explicitly only recently in [19].

In the following we will generalise the findings of Ref. [19] to the entanglement entropy of a bipartite system in the case when \( A \) is a symmetric interval around the centre of the trap.

A. Bulk regime: \( \zeta \sim 1/N \ll 1 \)

We first consider the so-called bulk regime when \( \zeta \sim 1/N \ll 1 \), i.e., when the box size scales as the typical distance between eigenvalues of GUE in the bulk, i.e., far away from the edges \( \zeta = \sqrt{2} \) of the semi-circle. It is called bulk regime because the condition \( \zeta \ll 1 \) ensures that the gas is almost homogeneous on these length scales.

In this regime, when \( N \to \infty \), \( \zeta \to 0 \) but keeping the product

\[ z = \frac{2\sqrt{2}N\zeta}{\pi}, \]

(52)

fixed, it has been proved [17, 50] that the random variable \( N_A \) is indeed a pure Gaussian with mean \( \langle N_A \rangle \approx z \) and the variance

\[ V_{N_A} \approx V(z), \]

(53)

where the scaling function \( V(z) \) for all \( z \) was first computed by Dyson and Mehta [51] and is given by (see e.g., appendix A.38 in Mehta’s book [52])

\[ V(z) = z - 2 \int_0^z dr (z - r) \left( \frac{\sin(\pi r)}{\pi r} \right)^2. \]

(54)

This function has the following asymptotics

\[ V(z) \to z - \frac{1}{2} z^2 + O(z^3), \quad \text{as } z \to 0, \]

(55)

\[ \to \frac{1}{\pi^2} \ln(2\pi z) + \frac{1 + \gamma_E}{\pi^2} + O(1/z), \quad \text{as } z \to \infty, \]

where \( \gamma_E = 0.577215... \) is the Euler constant. Thus, in this range when \( z \gg 1 \), or equivalently \( 1/N \ll \zeta \ll 1 \), the variance behaves as

\[ V_{N_A} = \frac{1}{\pi^2} \ln \left( 2\sqrt{2}N\zeta \right) + C_{DM} + O(1/z). \]

(56)
where the constant $C_{DM}$ is known as the Dyson-Mehta constant (see A.38 in the book [52]) and is given by
\[
C_{DM} = \frac{(1 + \gamma_E + \ln 2)}{\pi^2} = 0.230036 \ldots
\]  
(57)

At this point, one would be tempted to use the fact that, in this bulk limit, $N_A$ is a pure Gaussian and hence Eq. (38) should be valid. We anticipate that this is not the case, but before let us see what would be the prediction for the entropy under this assumption. In this case also $S_q$ becomes a function of the single scaling variable $z$ (cf. Eq. (52)) given by
\[
S_q = \frac{\pi^2}{6} \left( 1 + \frac{1}{q} \right) V(z),
\]  
(58)

with $V(z)$ given in Eq. (54) for all $z$. In particular, for large $z$, i.e., when $\zeta \gg 1/N$ but still $\zeta \ll 1$, using the large $z$ asymptotics of $V(z)$ in Eq. (50), one would get
\[
S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln \left( \frac{2\sqrt{2}N\zeta}{1 + \frac{1}{q}} \right) + C_q + \ldots,
\]  
(59)

where the constant $C_q$ is
\[
C_q = \frac{\pi^2}{6} \left( 1 + \frac{1}{q} \right) C_{DM}.
\]  
(60)

Notice the very simple dependence on $q$ of this constant compared with the fairly more complicated one in the case of homogeneous systems (cf. Eq. (10)).

The reasoning above has an obvious flaw. Indeed, even if in the bulk regime the distribution of $N_A$ becomes Gaussian, by no means this implies that the full entropy is given by Eq. (59): the leading term in $N$ of the entropy is clearly correct, but non-Gaussian corrections to the distribution of $N_A$, when integrated to calculate the entropy in Eq. (28), can give rise to terms of the order $O(N^0)$ which add up to $C_q$ in Eq. (59). Indeed, these higher cumulants of $N_A$ have been calculated for a homogeneous Fermi gas in [33] and their general relation with the entropies have been studied in Refs. [38, 41, 43].

However, the subleading $O(N^0)$ term can be obtained by a general physical requirement. Indeed, close to the centre of the trap, the system is almost homogeneous with density $n(0) = N^{1/2} \sqrt{2}/\pi$. Thus we expect the entanglement entropy to have the same value as a uniform system (cf. Eq. (59)) which for small $\ell$ is
\[
S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln \left( \frac{2N}{L} \pi \ell \right) + E_q + \ldots
\]  
(61)

Replacing now the density $N/L$ with $n(0) = N^{1/2} \sqrt{2}/\pi$, we have the prediction
\[
S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln \left( \frac{2\sqrt{2}N \ell}{N^{1/2}} \right) + E_q + \ldots,
\]  
(62)

which has the same leading term as Eq. (59), but presents a different additive constant. The two values $C_q$ and $E_q$ are indeed relatively close, for example at $q = 1$ they are $C_1 = 0.756788 \ldots$ and $E_1 = 0.726067 \ldots$.

In order to confirm the correctness of the previous reasoning, we compute numerically the entanglement entropy in this bulk regime. In Fig. 4 we report the result for $q = 1$ (but we checked also for other values of $q$). It is evident that the data in this regime converges quickly (increasing $N$) to Eq. (62). It is also clear that changing the constant term from $E_1$ to $C_1$ moves the curve up of about 0.03, which is a very visible shift on the vertical scale, as shown explicitly in Fig. 3.

While the prediction in this bulk regime has been obtained on the sole basis of a scaling argument, this will not be the case for the intermediate regime described in the following subsection. However, having established the correct scaling behavior of the entanglement entropy in this regime, where the final result was known a priori, will be a very useful guide in the following subsection.

B. Intermediate regime: $\zeta \sim O(1) < \sqrt{2} - O(N^{2/3})$

The question we answer in this subsection is what happens when one relaxes the upper limit $\zeta \ll 1$, to $\zeta \sim O(1) < \sqrt{2} - O(N^{2/3})$, i.e., still far from the edge scaling regime. In this regime, the full large deviation function associated with the distribution of $N_A$ was computed recently in [19] using a Coulomb gas method. From this large deviation function, the variance of $N_A$ can then be read off and it was found to be a function of the single scaling variable [19]
\[
\Delta = N \left( 2 - \zeta^2 \right)^{3/2}.
\]  
(63)

The regime $\zeta \sim O(1) < \sqrt{2} - O(N^{2/3})$ translates into the regime $\Delta \gg 1$ and it was shown recently [19] that the variance $V_{N_A}$ of $N_A$ behaves as
\[
V_{N_A} = \frac{1}{\pi^2} \ln(\Delta) + C_{DM} + O(1/\Delta).
\]  
(64)

While the leading term was found analytically in Ref. [19], the subleading constant $C_{DM}$ was found, by fitting numerical data, to be the same as the Dyson-Mehta constant in Eq. (57), see also [22, 53]. Note that, in the limit $\zeta \ll \sqrt{2}$, using Eq. (63), the result in Eq. (64) reduces precisely to the bulk result in Eq. (56), as it should.

The question is, can we use this result for the variance to compute the entropy $S_q$. The main point is that the distribution of $N_A$ may no longer be a pure Gaussian and the entropy may have non-Gaussian corrections. Had the distribution been purely Gaussian with variance $V_{N_A}$ given in Eq. (64), we could use Eq. (58) to obtain the prediction
\[
S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln(N \zeta^2 - \zeta^4)^{3/2} + C_q + \ldots,
\]  
(65)
where the constant $C_q$ is given in Eq. \ref{C_q}. The prediction in Eq. \ref{C_q} is valid assuming $N_A$ is purely Gaussian with variance $V_{N_A}$ given in Eq. \ref{V_N_A}. However, the distribution of $N_A$ in this intermediate regime is not purely Gaussian and there are logarithmic corrections \cite{19}. While, these logarithmic corrections do not modify the leading term on the right hand side of Eq. \ref{65}, they are expected to modify the subleading $\zeta$-independent constant term $C_q$ (as in the bulk regime). However, we can fix the constant term by requiring that, for small $\zeta$, Eq. \ref{65} reduces to the bulk one \ref{62}, obtaining

$$S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln(N\zeta(2-\zeta^2)^{3/2}) + E_q + o(N^0). \quad (66)$$

This new prediction is one of the main results of this paper. Eq. \ref{66} is indeed an expansion for $\Delta \gg 1$ of the scaling function for the entropy, in which $\Delta$ has been replaced with its actual value \ref{64}.

In Ref. \cite{22}, on the basis of the numerical data, it was conjectured that the Rényi entanglement entropies could have been described by the asymptotic form

$$S_q = \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln\left( \frac{4N}{\pi} \sin \frac{\pi \zeta}{\sqrt{2}} \right) + E_q + \ldots. \quad (67)$$

The two scaling curves are indeed very close to each other, but the numerical data for $q = 1$ fit slightly better the random matrix prediction \ref{66} compared to the above conjecture (which however is very accurate, see Fig. 4). In Figs. 4 and 5 we report (for $q = 1$ and $q = 2$) the subtracted entropy

$$\Delta S_q = S_q - \frac{1}{6} \left( 1 + \frac{1}{q} \right) \ln N, \quad (68)$$

which, in the limit of large $N$, is a scaling function of $\zeta = \ell/\sqrt{N}$. Increasing $N$, the numerical data approach the random matrix prediction \ref{66}. For $q = 1$ the agreement is very clear while for $q = 2$ there are oscillating corrections to this asymptotic form (especially close to the edge) which make the distinction between Eq. \ref{66} and the conjecture \ref{67} impossible. As noticed already in Ref. \cite{22} the approach to the asymptotic result is non-uniform and gets very bad close to the edge, but, as we will show in the next subsection following Refs. \cite{19, 20}, this apparently strange behavior can be understood in terms of the different scaling at the edge.

We have been also trying to describe, at least phenomenologically, the corrections to the asymptotic scaling behavior in the regime with $\Delta \gg 1$ by subtracting to the numerical data the asymptotic prediction \ref{66}. However, as it should be already clear from Fig. 5 with $q = 2$, at least two different kinds of corrections affects the data. The first is present also for small $\zeta$ in the form of small oscillations around the asymptotic value. This is reminiscent of the nowadays well understood “unusual corrections” to the scaling \cite{9, 10, 54-56} which have been discussed in many different situations in homogeneous systems in which case they scale like $N^{-2/q}$ (for periodic systems). The second corrections instead originates from the edge $\ell \sim \sqrt{2N}$ and its form will be derived in the next subsection. However in the intermediate regime with $\zeta \sim O(1)$, a quantitative description of the corrections to the scaling eludes our understanding because the two effects are mixed up even for large, but finite, $N$.

### C. Edge regime

Close to the edge and in the limit of large $N$, the GUE kernel \ref{46} tends to the Airy kernel (cf. Eq. \ref{41}) in...
terms of the scaling variable \( s = \sqrt{2}N^{2/3}(\zeta - \sqrt{2}) \).

\begin{equation}
S_q = \frac{2}{1-q} \text{Tr} \ln[(P_s K_{A_i} P_s)^q + (1 - P_s K_{A_i} P_s)^q].
\end{equation}

where \( P_s \) is the projector on the interval \([s, \infty]\). This expression can be readily calculated from the spectrum of the operator \( P_s K_{A_i} P_s \), obtained by a proper discretisation following Ref. [39] (this procedure has been already applied for \( q = 1 \) in Ref. [20]). In Fig. 6 we report the obtained exact scaling curve for \( S_q \) as function of \( s \) and for various values of \( q \). It is evident that the scaling curves present oscillations whose amplitude grows with increasing \( q \). This behavior explains why in the intermediate regime, the data for \( S_1 \) in Fig. 4 are much better described by the asymptotic curve than the data for \( S_2 \) in Fig. 5. The behavior of the amplitude of the oscillations is reminiscent of the one of the unusual corrections to the scaling [9, 10, 25], but, being their origin different, if there is any connection between the two is still to be understood. Furthermore a similar behavior has been observed also close to the boundary of a hard-wall trap [25], but in that case the theory of soft edge does not apply and the calculation of the asymptotic curve needs different methods.

Finally, we also checked that in the edge regime the numerical data approach the asymptotic result. This was already discussed in Ref. [20] for \( q = 1 \). Thus in Fig. 6 we limit to report a few data for \( q = 2 \) and \( N = 160 \). The agreement between the numerics and the prediction [70] is very good already for \( N = 160 \). We checked also other values of \( q \), but we do not report them in order to have a readable figure.

### IV. CONCLUSIONS

In this manuscript we exploited and clarified the connection between entanglement entropy and random matrix theory for systems of free fermions. Such a connection has been already (more or less explicitly) pointed out in the literature [18, 20], but in this manuscript we push to the level to have a complete analytic description of the entanglement entropy in the ground-state of a free Fermi gas trapped by a harmonic potential. The main analytical results of this paper can be summarized by Eqs. (66) and (70). Indeed, Eq. (66) provides the asymptotic behavior of the entropy in the scaling regime with \( [\ell, \sqrt{N}] \) of order 1, but far enough from the edge (a problem which was numerically studied in Ref. [22]). Instead Eq. (70) is the asymptotic behavior of the entropy in the edge scaling regime. Furthermore, an interesting by-product of this work is that the entanglement entropy for finite number of particles (in some circumstances like the case of a trapped gas) can be more effectively calculated by ingeniously discretising the reduced correlation matrix (as described in Ref. [39]) than by using the overlap matrix.

We conclude by mentioning some possible extensions of this work which deserve further investigations. It would be interesting to understand whether random matrix theory could provide quantitative predictions not only for the ground state of a trapped Fermi gas, but also for excited states that in the homogeneous case present many interesting and universal features [59, 61]. Whether the present approach can be generalised to the entanglement entropy of free bosonic systems, such as the harmonic chain (see e.g., [62]), is also a relevant open question. Finally, generalisations to other entanglement estimators such as entanglement negativity [63], entanglement contour [64], or Shannon mutual information [65] are also waiting for an analytical description.
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Appendix A: The distribution of eigenvalues of the overlap matrix

In this appendix, we report a technical by-product of this paper which is the distribution of eigenvalues of the overlap matrix (which is the same as the one of the reduced correlation matrix) for a trapped Fermi gas in the intermediate regime \( \zeta \) (duced correlation matrix) for a trapped Fermi gas in the overlap matrix (which is the same as the one of the re-

\[ D_A(\lambda) = \lambda^N \left( 1 - \frac{1}{\lambda} \right)^{N_A} = \lambda^N e^{\langle N_A \rangle \ln(1 - \frac{1}{\lambda}) + \frac{\ln(N(2 - \zeta^2)^{3/2})}{\pi^2} \ln^2(1 - \frac{1}{\lambda})}, \] 

(A1)

so that the resolvent function \([25]\) is

\[ F(\lambda) = \frac{N}{\lambda} + \frac{\langle N_A \rangle}{\lambda(\lambda - 1)} \ln(1 - \frac{1}{\lambda}). \] 

(A2)

The resulting distribution of eigenvalues \( \rho(\alpha) \), at the leading order in \( N \), can be extracted from Eq. \([31]\), giving

\[ \rho(\alpha) = -\frac{1}{\pi} \lim_{\epsilon \to 0^+} \text{Im} F(\alpha + i\epsilon) = \left(1 - \frac{\langle N_A \rangle}{N}\right) \delta(\alpha) + \frac{\langle N_A \rangle}{N} \delta(\alpha - 1) + \frac{\ln(N(2 - \zeta^2)^{3/2})}{\pi^2} \frac{1}{\alpha(1 - \alpha)}. \] 

(A3)

This distribution reproduces the correct leading order of the entropy. Indeed by using

\[ \frac{1}{1 - q} \int_0^1 \frac{da}{a(1 - a)} \ln(\alpha^q + (1 - \alpha)^q) = \frac{\pi^2}{6} \left(1 + \frac{1}{q}\right), \] 

(A4)

we obtain

\[ S_q = \frac{N}{1 - q} \int da \rho(\alpha) \ln(\alpha^q + (1 - \alpha)^q) = \frac{\ln(N(2 - \zeta^2)^{3/2})}{\pi^2} \frac{\pi^2}{6} \left(1 + \frac{1}{q}\right), \] 

(A5)

which coincides with the leading order of Eq. \([66]\). Note that the third term in \([A3]\) actually is nonintegrable near \( a = 0 \) and \( a = 1 \), however when the entropy is evaluated in Eq. \([A5]\), it gives a finite contribution.

[1] L. Amico, R. Fazio, A. Osterloh, and V. Vedral, Rev. Mod. Phys. 80, 517 (2008).
[2] J. Eisert, M. Cramer, and M. B. Plenio, Rev. Mod. Phys. 82, 277 (2010).
[3] Entanglement entropy in extended systems, P. Calabrese, J. Cardy, and B. Doyon Eds, J. Phys. A 42, 500301 (2009).
[4] P. Calabrese and A. Lefevre, Phys. Rev. A 78, 032329 (2008).
[5] C. Holzhey, F. Larsen, and F. Wilczek, Nucl. Phys. B 424, 443 (1994).
[6] P. Calabrese and J. Cardy, J. Stat. Mech. P06002 (2004).
[7] G. Vidal, J. I. Latorre, E. Rico, and A. Kitaev, Phys. Rev. Lett. 90, 227902 (2003); J. I. Latorre, E. Rico, and G. Vidal, Quant. Inf. Comp. 4, 048 (2004).
[8] B.-Q. Jin and V.E. Korepin, J. Stat. Phys. 116, 79 (2004)
[9] P. Calabrese, M. Campostrini, F. Essler and B. Nienhuis, Phys. Rev. Lett. 104, 095701 (2010).
[10] P. Calabrese and F. H. L. Essler, J. Stat. Mech. P08029 (2010).
[11] M. Fagotti and P. Calabrese, J. Stat. Mech. P01017 (2011).
[12] D. A. Ivanov and A. G. Abanov, J. Phys. A 46, 375005 (2013).
[13] M. M. Wolf, Phys. Rev. Lett. 96, 010404 (2006); D. Gioev and I. Klich, Phys. Rev. Lett. 96, 100503 (2006); H. Leschke, A. V. Sobolev, and W. Spitzer, Phys. Rev. Lett. 112, 160403 (2014).
[14] S. Ryu and T. Takayanagi, Phys. Rev. Lett. 96 (2006) 181602; JHEP 0608:045 (2006); T. Nishioka, S. Ryu, and T. Takayanagi, J. Phys. A 42, 504008 (2009).
[15] M. A. Metlitski, C. A. Fuertes, and S. Sachdev, Phys. Rev. B 80, 115122 (2009).
[16] L Tagliacozzo, T R. de Oliveira, S Ilisdir, and J I Latorre, Phys. Rev. B 78, 024410 (2008); F Pollmann, S Mukerjee, A M Turner, and J E Moore, Phys. Rev. Lett. 102, 255701 (2009).
[17] J.I. Cirac and F. Verstraete, J. Phys. A 42, 504004 (2009); U. Schollwoeck, Ann. Phys. 326, 96 (2011).
[18] J. P. Keating and F. Mezzadri, Commun. Math. Phys. 252, 543 (2004); Phys. Rev. Lett. 94, 050501 (2005).
[19] R. Marino, S.N. Majumdar, G. Schehr, and P. Vivo, Phys. Rev. Lett. 112, 251401 (2014).
[20] V. Eisler, Phys. Rev. Lett. 111, 080402 (2013).
[21] I. Peschel and V. Eisler, J. Phys. A 42, 504003 (2009); I. Peschel, Braz. J. Phys. 42, 267 (2012).
[22] E. Vicari, Phys. Rev. A 85, 062104 (2012).
[23] P. Calabrese, M. Mintchev, and E. Vicari, Phys. Rev. Lett. 107, 020601 (2011).
[24] P. Calabrese, M. Mintchev, and E. Vicari, J. Stat. Mech. 9, 090503 (2006).
P09028 (2011).

[25] P. Calabrese, M. Mintchev, and E. Vicari, J. Phys. A 45, 105206 (2012).
[26] P. Calabrese, M. Mintchev, and E. Vicari, Europhys. Lett. 97, 20009 (2012).
[27] V. Eisler and I. Peschel J. Stat. Mech. P04028 (2013).
[28] A. Ossipov, Phys. Rev. Lett. 113, 130402 (2014).
[29] J. Nespolo and E. Vicari, Phys. Rev. A 87, 032316 (2013).
[30] E. Vicari, Phys. Rev. A 85, 062324 (2012).
[31] M. Collura, S. Sotiriadis, and P. Calabrese, J. Stat. Mech. P09025 (2013).
[32] M. Collura, M. Kormos, and P. Calabrese, J. Stat. Mech. P01009 (2014).
[33] P. Calabrese, M. Mintchev, and E. Vicari, EPL 98, 20003 (2012).
[34] R. Susstrunk and D. A. Ivanov, EPL 100, 60009 (2012).
[35] G. C. Levine, M. J. Bantegui, and J. A. Burg Phys. Rev. B 86, 174202 (2012).
[36] V. Eisler and Z. Racz, Phys. Rev. Lett. 110, 060602 (2013).
[37] I. P. Castillo, ArXiv:1407.3155.
[38] M. Campostrini and E. Vicari, J. Stat. Mech. P08020 (2010).
[39] F. Bornemann, Markov Proc. Relat. Fields 16, 803 (2010).
[40] I. Klich, G. Refael, and A. Silva, Phys. Rev. A 74, 032306 (2006).
[41] I. Klich and L. Levitov, Phys. Rev. Lett. 102, 100502 (2009).
[42] H. F. Song, S. Rachel, and K. Le Hur, Phys. Rev. B 82, 012405 (2010).
[43] H.F. Song, C. Flindt, S. Rachel, I. Klich, and K. Le Hur, Phys. Rev. B 83, 161408 (2011); H.F. Song, S. Rachel, C. Flindt, I. Klich, N. Laflorencie, and K. Le Hur, Phys. Rev. B 85, 035409 (2012).
[44] M. Campostrini and E. Vicari, Phys. Rev. A 81, 023606 (2010); Phys. Rev. A 82, 063636 (2010); Phys. Rev. Lett. 102, 240601 (2009).
[45] P. Calabrese and J. Cardy, J. Phys. A 42, 504005 (2009).
[46] J. L. Cardy, O.A. Castro-Alvaredo, and B. Doyon, J. Stat. Phys. 130, 129 (2008).
[47] A. B. Soshnikov, J. Stat. Phys. 100, 491 (2000).

[48] O. Costin and J.L. Lebowitz, Phys. Rev. Lett. 75, 69 (1995).
[49] M. M. Fogler, and B. I. Shklovskii, Phys. Rev. Lett. 74, 3312 (1995).
[50] P.J. Forrester and J. L. Lebowitz, J. Stat. Phys. 157, 60 (2014).
[51] F.J. Dyson and M.L. Mehta, J. Math. Phys. 3, 701 (1962).
[52] M.L. Mehta, Random Matrices (Academic Press, Boston, 1991).
[53] We thank R. Marino for verifying this.
[54] J. Cardy and P. Calabrese, J. Stat. Mech. P04023 (2010).
[55] K. Ohmori and Y. Tachikawa, arXiv:1406.4167.
[56] J. C. Xavier and F. C. Alcaraz, Phys. Rev. B 83, 214425 (2011); Phys. Rev. B 85, 024418 (2012); M. Dalmonte, E. Ercolessi, and L. Taddia, Phys. Rev. B 84, 085110 (2011); Phys. Rev. B 85, 165112 (2012).
[57] M. Bowick, E. Brezin, Phys. Lett. B 268, 21 (1991).
[58] P. J. Forrester, Nucl. Phys. B 402, 709 (1993).
[59] V Alba, M Fagotti, and P Calabrese, J. Stat. Mech. P10020 (2009).
[60] F. C. Alcaraz, M. I. Berganza, and G. Sierra, Phys. Rev. Lett. 106, 201601 (2011); J. Stat. Mech. P01016 (2012).
[61] L. Taddia, J. C. Xavier, F. C. Alcaraz, and G. Sierra, Phys. Rev. B 88, 075112 (2013).
[62] K. Audenaert, J. Eisert, M. B. Plenio, and R. F. Werner, Phys. Rev. A 66, 042327 (2002); A. Botero and B. Reznik, Phys. Rev. A 70, 052329 (2004).
[63] G. Vidal and R. F. Werner, Phys. Rev. A 65, 032314 (2002); P. Calabrese, J. Cardy, and E. Tonni, Phys. Rev. Lett. 109, 130502 (2012).
[64] Y. Chen and G. Vidal, J. Stat. Mech. P10011 (2014).
[65] F. C. Alcaraz and M. A. Rajabpour, Phys. Rev. Lett. 111, 017201 (2013); Phys. Rev. B 90, 075132 (2014).

One can indeed exchange $\tilde{P}_s K_{A_i} \tilde{P}_s$ with $P s K_{A_i} P s$ in this formula ($\tilde{P}_s$ is the projection on the complementary interval) because entanglement entropies on complementary sets are equal, i.e. Eq. (9) is invariant under the replacement $C_A \rightarrow C_{\bar{A}}$. Furthermore, in the present scaling regime, for the contribution of each edge, one can neglect the presence of the other, resulting in the overall factor 2 in Eq. (70).