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Abstract

Recently, voice assistants have become very popular since smart speakers incorporate them. This technology is very user-friendly since interaction is carried out using natural language. Voice assistants are being used in everyday life and their technology is constantly evolving, providing new services for the users. Since this technology is used in everyday life by many users, perhaps voice assistants can be used as educational tools. However, there are significant privacy concerns and researchers have discovered serious security risks, although there are studies that provide solutions for these issues. In this study, we focus on the educational use of voice assistants in different levels of education starting from primary school to higher education. Although the popularity of voice assistants is high, there are not many studies regarding their educational potential.
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1. Introduction

Augmented Reality (AR), Virtual Reality (VR), and voice are redefining digital experiences by reshaping the way we engage with the world. While today we spend much of our time in front of a screen (smartphone, tablet, laptop), soon, digital experiences will not be confined to a screen. Interaction through voice is the basic distinct characteristic of voice assistants. Using technologies such as voice recognition, speech synthesis, and natural language processing, voice assistants offer a variety of services, from answering different kind of questions asked by users, to controlling other smart devices [1]. Popular voice assistants are Apple’s Siri, Google’s Assistant, Microsoft’s Cortana and Amazon’s Alexa.

Voice assistants are mostly incorporated in smart speakers. They provide various capabilities such as: answer users’ questions and provide information, play music, set reminders or alarms, online shopping, and gaming. Their capabilities can also be extended by using applications known as «skills» for Amazon Alexa and «actions» for Google Assistant. These applications can be developed by independent developers [2]. With the popularity of voice assistants and smart speakers rapidly growing, it is estimated that the global smart speaker market will reach 163 million units in 2021 and the global smart speaker installed base is forecast to reach 640 million by 2024 [3]. Their acceptance and adoption are high due to various factors, such as the affordable cost for consumers and their ability to communicate through natural language [4].

Nowadays, the use of technology in teaching has become the norm. New immersive technologies such as AR and VR, are used to make education engaging. Voice assistants and smart speakers are a new technology and research on how they can be used for educational purposes is still in an early stage. Reports regarding voice assistants and smart speakers are about home use mostly.

This paper presents findings regarding home usage of voice assistants and smart speakers as well as users’ perceptions about them. These findings will assist in understanding the way this technology is used at home and will provide input on how home users see them. Since voice assistants are popular and users (adults or children) have positive attitude towards them, this technology may be used as an educational tool. This paper also presents findings regarding the security of voice assistants and smart speakers. Furthermore, educational uses of voice assistants and smart speakers are also examined since there are some cases reported in the literature. Smart speakers are often used as a source of information or as language learning tools in all educational levels, from primary to higher education. However, there are several reports regarding users’ privacy concerns, data collection and management by large companies, so it is evident that these issues must be addressed first.

Our specific research questions (RQ) for the study are as follows:

- RQ1: What cases of voice assistants and smart speakers uses in everyday life have been reported so far in the literature, and what are the perceptions of users about them?
- RQ2: What educational uses of voice assistants and smart speakers have been reported so far in the literature and how students see them?
- RQ3: What security issues of voice assistants and smart speakers have been reported in the literature and what is the perception of users about privacy and data collection of this new technology?

The remainder of the paper is organized as follows. In Section 2, the methodology applied to retrieve relevant papers is described. In Section 3, use cases about voice assistants and smart speakers home usage as well as users’
perception about them, are presented. Section 4 analyzes the educational possibilities of voice assistants and smart speakers in different levels of education, such as primary, secondary and higher education, as well as in different forms of education such as distance education. Section 5 studies the security level provided by voice assistants and privacy issues reported by users. Finally, Section 6 interprets the findings of this study while in Section 7, new areas for future research are recommended.

Compared to a previous work [5] regarding the educational use of voice assistants and smart speakers, this study presents up to date findings, since the scientific field is relatively new, and this technology is continuously evolving. More research papers on this field are now available and the research interest on this topic is rising. Thus, it is evident that a literature review should be performed frequently since advancements on this technology are vast and the number of reports on its educational use are rising.

2. Methodology

In order to retrieve sufficient and high-quality papers, the snowball technique as described in [6] was used. This technique has two steps:

- First, perform a search in online libraries such as Google Scholar, IEEE Xplore and Scopus and gather the initial start set of relevant papers. We used the following keywords: “voice assistants”, “smart speakers”, “amazon echo”, “google assistant” and “Alexa”. An initial set of papers was obtained.
- Then, for the initial start set of papers, an iterative process through backward and forward snowballing takes place. Backward snowballing uses the references of a paper to identify new papers, while forward snowballing uses papers that cite the paper being examined.

Using this iterating procedure, 55 relevant papers for the specific RQs of this study were found. As mentioned earlier, although voice assistants are very popular, they are considered a new research topic, thus limited research is done in this field.

3. Voice assistants use cases in everyday life and users’ perception

The popularity of voice assistants is high. Studies have been conducted to investigate the interactions of users with voice assistants. A literature study [7] regarding intelligent personal assistants (IPAs), provides general insights on how people are using IPAs. Since IPAs were introduced in the 1990s. Authors also provide areas of opportunity of IPAs based on their literature review. Voice assistants incorporated in smart speakers are considered IPAs, thus some papers regarding them are also included in the review. Findings suggest that people use voice assistants mainly for simple tasks such as listening to music, searching for information, or getting weather forecasts. Authors also found areas where opportunities can arise from voice assistant’s implementation, such as the educational sector, as voice assistants can be used for language learning, and the health care sector, where voice assistants can suggest treatments based on stored information about patients’ vital signs.

Data can be collected from voice assistants in order to see how they are used. Ammari et al. [8] has followed this direction, collecting data, nearly 200,000 commands, from logs of two well-known voice assistants, Google Assistant and Amazon Alexa, in order to understand how individuals are using them. The most popular reason why people use Google Assistant is searching of information (26%) and listening to music (23.4%). It is interest to point out that commands that Google Assistant failed to understand was 17%. In addition to Google Assistant, the most popular reason people are using Amazon Alexa was music (28.5%) while 11% of commands were not understood. However, in both cases, there was a form of social interaction with the assistant. Nearly 2% of interactions were polite compliments to the voice assistant.

Libraries also use voice assistants to provide basic information, according to research conducted by Sweeney and Davies [9], with data collected from 1929 public and academic libraries in United States. Another study also confirms that the most common uses of Amazon Alexa were weather forecasts, searching of information, current news updating, controlling other devices, activities reminders, music, fun, setting timer and checking time [10]. Furthermore, factors that can affect the interaction between people and voice assistants are the duration of possessing the devices and the placement in specific places of the house, while factors such as age and how familiar is this technology to people did not affect the user interaction.

Same findings arose from another study [11], where people aged 65 and above, use voice assistants mainly for searching information, activities reminders, music, and weather forecasts. An equally important users’ group who take advantage of voice assistant technology is children. They use them for listening to music and stories, getting information and answers about different topics and play games according to the analysis of a totally 1505 reviews of Amazon Echo Dot Kids device conducted by Radford et al. [12].

Beyond how people use voice assistants, the perceived user experience is also an important issue. User experience from voice assistants in case of home usage was reported in [13]. After the data collection from a total of 75 participants using Amazon Alexa devices and the interviews that took place, most of the participants reported an overall positive user experience and the majority of them had more than one device in their homes. Positive experiences were also confirmed by other studies [14], where users reported the memorable experiences they had from their interaction with voice assistants.

Children feel that voice assistants are friendly and worthy of trust, while they are satisfied with their use at the same time [15]. Elderly people over 65 years opinions differ, since they feel strange to talk to a machine, in their first contact with voice assistants [11]. User experience can also be conceivable from people’s evaluations. For example, the collection and analysis of 55,502 reviews of the Amazon Echo smart speaker device from the official product page, proves that this specific device is ideal to help users in various issues and keeps them company [16].

However, besides basic functionality, voice assistants support custom applications from developers. In a study [17] about the user experience perceived, more than 2,800 Amazon Alexa skills were evaluated. Users reported their dissatisfaction with different issues related to the content of a skill, errors where the skill did not respond properly,
malfunctions after software upgrade and failure of the skill to understand the commands given by users.

Summarizing the findings in this section, related to RQ1, voice assistants are mainly used for simple tasks such as searching of information and playing music. Although the number of studies is limited (11), it appears that users report positive experiences, while in some cases difficulties have been reported in the understanding of commands by voice assistants.

4. Voice assistants in education and students’ experience

4.1. Artificial Intelligence (AI) and chatbots in education

Voice assistants are based on AI and can be considered as chatbots; thus, it is important to investigate the use of AI and chatbots for educational purposes. AI is a technological innovation, the intervention of which has greatly increased in different areas [18]. Although there is no general solution to the application of AI to all education levels, Wong et al. [19] claims that interacting with AI through educational games can be a great starting point. According to the authors, for primary school students aged 7 to 8, the interaction with AI should follow a game type approach and students should understand how AI has an impact on everyday life and learn to interact with sensors. Slightly older students (8 to 12 years old), should begin to build on concepts and ideas they have acquired and create and modify perception-based applications, while older students (12 to 15 years old) should be able to develop high-order computational thinking skills.

According to Pedro et al. [20], AI can be used to ensure fair and inclusive access to education. Authors also claim that education has crucial role in striving for a future ready to embrace AI. Many countries, such as China, Latin America, Brazil, and South Africa have followed this direction, adopting technological solutions for including AI in the curriculum.

The market for AI in education is estimated to grow rapidly between 2018 and 2025 [21]. The North American market is so far a leader in innovation and other technological advantages, which can be attributed in high levels of investments in research in AI, while it turns out that there are different views on the feasibility of using this technology for educational purposes.

However, at the same time, research conducted by Jindal and Bansal [22], refers to the lack of knowledge about AI. In the above study, out of a total 226 medical students, only 141 (62.5%) have some basic knowledge about this subject, with the Internet being the main source of information. It is also interesting the fact that the majority of students (71%) states that this technology should be included in the medical field.

At this point, both advantages and disadvantages of the application of AI in the education field should be pointed out. According to [20], an observed advantage is the various technology possibilities, such as the robotic telepresence, which allows students with disabilities attend classes from everywhere, thus creating more accessible environments so that teachers can focus on the above students. Another advantage of AI is the promotion of computational thinking, which has emerged as one of the key skills that enables students to thrive in a society that is oriented towards it. According to [18], in countries such as India, where there is a shortage of educational staff, the application of AI can provide high-quality learning. In this case, teachers’ duties can be easier, so that they can focus on teaching quality.

Apart from AI application advantages, there are also challenges. According to [20], a major challenge of AI use in education, can be the fact that not only teachers need to be prepared for AI introduction in education, but also this new technology should be presented in such a way that it is accessible and understandable by students.

Regarding chatbot software, its use has been tested to a limited extent in the education field, mainly in higher education institutes. In most cases, chatbot software is treated simply as a means by which users can ask a question and receive an answer.

Seeber [23], studies whether chatbot software affects students learning behavior and learning outcomes in addition to traditional teaching materials. In the research, participants were high school students aged 14 to 18 years. In conclusion, students demonstrate higher motivation in the learning process using chatbot software, compared to traditional teaching materials, and with a chatbot software that includes game elements (a quiz game), students achieve better learning outcomes.

Finally, for universities, Winkler et al. [24] developed Sara, a chatbot software, that provides services by text and voice. The review by 182 students showed significantly improved understanding during computer programming courses.

4.2. Voice assistants as language learning tools

Voice assistant’s ability to speak and understand multiple languages can help students with their vocabulary and pronunciation [1]. In many countries such as India, where English language is used as a secondary language to communication, voice assistants can help students learn different languages [25]. In this case, the advantages from voice assistants, and especially Alexa, are their ability to be used individually by each student. Alexa can recognize who is asking the questions and provide personalized responses. As a result, students feel more comfortable during interaction. Another advantage is the dialogue, which helps students develop their speaking skills, as well as language understanding.

Educational applications that can be adapted to voice assistants such as the one developed by Bilic et al. [26], may be useful in the educational process. The application with the name Austria and Europe Game, based on Alexa, was developed at the Graz University of Technology, and its target audience is people who speak both German and English language. The evaluation of the interactive game by a sample of 2 teachers and a total of 16 students showed that people who interacted with the application were quite satisfied, despite several failures such as the vocabulary misunderstanding by Alexa.

Moussalli and Cardoso [27] conducted an experiment, in which 11 students (aged 19 to 30 years old) who spoke different languages participated, and the goal was to learn English language. The results of this experiment with the Amazon Echo smart speaker, prove that Alexa can understand students and, in the opposite. Specifically, students were able to understand Alexa with an accuracy of more than 80%. Of the approximately 1,000 interactions that users had with the Echo device, 177 failed, due to the pronunciation of words in English language.

In another research [28] aimed to study the effectiveness of voice assistants, and specifically Google Assistant in language learning, data collected from a sample of 10
students in a Malaysia area, showed that Google Assistant is a functional tool that can be applied in teaching and especially in language learning.

Dizon [29] also studied the adequacy of voice assistants in language learning, with an experiment of 4 Japanese students in order to learn English. The results of the experiment showed that at first Alexa was not able to understand more than 50% of the students’ voice commands. One possible explanation for this is that students’ pronunciation was not at an adequate level. Dizon [30] re-evaluated Alexa as a language learning tool, with a 15-week experiment in which 28 students participated from a university in Japan. The results showed that Alexa did not have a significant impact on students’ listening skills. Students did not completely understand the answers from Alexa due to the rhythm of speech and the level of vocabulary, which made it difficult for them. A possible explanation for this, is that students focused more on speaking English than trying to understand Alexa’s answers. In another experiment [31], participants are divided into two groups. The first group consists of people who use English as their main language in order to communicate and the second group with people who use English as a second language. Authors conclude that there is no statistically significant difference in how both groups interact with Siri and Alexa. Furthermore, it appears that the participants of the second group expressed difficulties in understanding words, while in terms of the level of user satisfaction the first group seems to have higher satisfaction rates than the second group.

4.3. Voice assistants in primary education

Educational settings such as the one developed by David et al. [32], can offer opportunity to primary school teachers for controlling and managing all of their students. This specific environment includes voice assistants and can recognize students’ emotions during the lesson with the help of cameras. Butler [33], examined the involvement of voice assistants and especially Google Assistant, in order to find out how students use voice assistants in two elementary schools at New Zealand. From the data collected by two voice assistants it appears that the questions asked to them by students are divided into three categories a) questions related to a learning object, b) questions about the operation of the voice assistant (about procedure used in order to ask questions), c) questions related to games, curiosity, or local information. Furthermore, students have used voice assistants for calculations, word explanations, and spelling, with teachers point out the positive impact from using them in the classroom environment.

Dousay and Hall [34] also studied the use of the Amazon Echo Dot smart speaker in a classroom environment for primary education. In this case, 900 primary school students used 90 Amazon Echo Dot devices to obtain information and for many other educational activities, such as spelling. Teachers used the device in order to help them in their work. It was reported that the use of voice assistants has been constructive and exciting for students and teachers.

Custom applications for voice assistants can also be useful in the educational process. The application "Bake a cake 1x1" developed by Schoegler et al. [35], helps primary school children to further develop their math skills. With the use of this application by students aged 6 to 13 years, their impressions were positive.

4.4. Voice assistants in secondary education

In secondary education, teachers describe their students’ interaction with voice assistant technology as a positive experience for both themselves and their students [36]. In order to understand the attitudes of high-school students through the programming process of the voice assistant Alexa, Van Van Brummelen [37], conducted an experiment. A total of 47 students participated in this experiment, who during the laboratory part were divided into 2 groups (first group 12 students, second group 35 student). The research question was how programming applications (skills) for Alexa and learning more about voice assistants, affects students' beliefs about AI and Alexa. Comparing the answers from the questionnaires before and after the workshop from the category related to Alexa ‘personality’, significant differences were found in how students felt about Alexa’s intelligence and how familiar Alexa was to them. Students were optimistic about the future of conversational AI and they could think of interesting, positive applications for conversational AI in everyday life.

4.5. Voice assistants in higher education

In higher education, the application of voice assistant technology can be a useful solution in many cases. Voice assistants such as Siri, Alexa, Cortana, can offer personalized suggestions [38]. Also, as there are various systems with AI that are increasingly being used in schools, colleges and universities, voice assistant applications, like the one proposed by Serban and Toderici [2] with the name “Alexa for Uni”, can offer services to both students and teachers. Alexa for Uni uses Alexa and can communicate with services such as Microsoft Office. Moreover, through this application, information related to the university can be quickly acquired, while the goal is to facilitate interaction between teachers and students through communication tools. An experiment conducted by Winkler et al. [39], aimed to understand whether the use of voice assistants can improve learning outcomes within a group. From the total of 120 higher education students who participated in the experiment and after being divided into two groups, it appears that the team which interacted with the Alexa voice assistant achieved a higher quality of cooperation and a better result in solving the problem assigned to both groups.

Winkler et al. [40] also studied what higher education students experience from voice assistants as instructors. Students were able to work individually for 30 minutes to solve a complex problem with the help of a voice assistant. Initial results of this experiment show that voice assistants with which users can interact through voice commands, are better than cases where the interaction is based on written commands.

Different interfaces such as the one developed by Bortoli et al. [41] for use by students of Modena and Reggio Emilia University and in particular the Department of Communication and Economics (DCE), may be extremely useful for students to obtain information. The above interface was based on the Alexa voice assistant and aims to improve accessibility to the information available on the department's website. Its operation is simple and is based on the needs of users to search for information about the lesson schedules, exam periods and teachers’ office hours. The results of the evaluation by 20 students, show the high percentage of user satisfaction.

Ondăș et al. [42] developed an application-skill aimed at providing information for the Department of Electronics and multimedia telecommunications at the University of
Slovakia, for Amazon Echo devices. During evaluation of the application through questionnaires, 87% of students have received the necessary information they wanted. Also, regarding the impressions of students from the interaction with the application, 62.5% of them, state positive impressions.

Another application is the one developed by Ochoa-Orihuel et al. [43] based on Alexa. The application works with a course management system (Moodle). Its purpose is to retrieve information from the course management system, a process necessary for the application to communicate with Moodle online services. Based on the evaluation of this application by a group of 61 students, students reported that they did not use the application very often because they felt that it did not provide enough security to offset the potential risks of privacy.

For students on the autism spectrum, an application developed based on Alexa, called MotivateMe [44], aims to help students improving their daily education live. Specifically, the purpose of MotivateMe application is to motivate students in higher education with autism, where the main problem they face is the lack of attention and motivation. In the application, graphic elements are displayed on a screen, which help users stay focused on their goal, while having the ability to perform various tasks such as studying for a specific course.

Another interesting issue is the influence of voice assistants on students. Sáiz-Manzanares et al. [45], conducted a research to answer questions about students learning outcomes from the digital assistants use or non-use of a Learning Management System (LMS) that integrates voice assistants. The data collected from a total of 109 students at Burgos University show that the level of students’ satisfaction in teaching using voice assistants was high, while at the same time most students seem to accept the use of voice assistants to provide them information on various topics, with the same students to point out that there is room of improvement.

4.6. Voice assistants in distance learning
Regarding online education, Zhao et al. [46] propose a voice assistant-based system that is dialogue-oriented. The system will have a dual role. It can act as a student and interact with other students, and at the same time take the role of a teacher who provides guidance to students in an e-learning environment.

Emerling et al. [47] also propose using voice assistants for distance learning. Teachers can create and add their own applications (skills), in order to help them in their educational work. Authors suggest using the online environment called Blueprint for building skills for Alexa. They also propose the skill Task Tracker, which aims to help teachers stay organized by creating to-do lists.

4.7. Perceptions about educational use of voice assistants
Data related to the experience of using voice assistants has also been collected from the education sector. Babic et al. [48] collected data from 309 students who participated in the research, using Google Assistant and Lyra for the first time. The areas where students evaluated these voice assistants were usefulness, user satisfaction and response time. Students reported that they are willing to continue using voice assistants in the future.

With the goal to investigate children’s interactions and perceptions of voice assistants, Festerling and Siraj [49] collected data from questionnaires from 27 children aged 6 to 10 years old. The results indicate that children showed great enthusiasm using voice assistants. Children believe that machines remain servants of their users, implying the superiority of people in terms of ethics and intelligence.

Another experiment was conducted by Van Brummelen et al. [50] in order to understand the perceptions of high school students about voice assistants and especially Alexa. Students felt that Alexa is more intelligent than they initially thought.

Teachers’ perceptions of voice assistant technology were studied by Incerti [51]. Data was collected from a sample of 68 students (preservice teachers) from Midwestern University, who said without hesitation that they would use the Amazon Echo device in elementary school classrooms. However, they also point out the various difficulties face by the application of this technology in a classroom environment, such as the inaccuracy of voice assistant’s answers and the unavailability of wireless networking in the classroom.

Lopatovska and Oropeza [52] studied students’ reactions by choosing to place an Amazon Echo device in a public academic environment. The data collected by the device itself indicate that the two most common interactions of students with Alexa, were questions on various topics and polite compliments to the voice assistant. Also, it is noteworthy that most students did not interact with the voice assistant since they did not feel comfortable with the device, which shows the mixed tendencies for the adoption of voice assistants.

Summarizing the findings in this section regarding RQ2, voice assistants have been used at all levels of education for educational purposes. In most cases, positive impressions and a high level of user satisfaction have been reported. The number of relevant studies is limited (24) although the number is constantly rising over the years. In the case of using them as language learning tools, issues of understanding users’ commands by voice assistants have been reported, although, most users adjust their pronunciation and vocabulary to be understandable.

5. Voice assistants’ privacy and security
Lemmer [53] examined whether Amazon Echo and Google Home devices comply the General Data Protection Regulation (GDPR). The study focused on three categories of features: transparency, parental consent under Article 8 of the GDPR, and the right of users to delete data collected by voice assistants. As follows, for the two smart speakers on this issue, no relevant documentation is provided with the company’s privacy policy. Also, regarding custom applications (skills/actions), no relevant documentation is provided in order to show how the processing and data sharing takes place. However, there are differences between the two devices regarding parental consent, with Google arguing that the collection of data related to children’s conversations is based on the legal framework of parental consent, while Amazon has no specific policy on this issue. In addition, although users can delete the data collected by voice assistants, this process can become quite complicated and misleading.

Privacy is a factor that can affect the decisions of users for acceptance and adoption of voice assistants according to Lau et al. [54]. Specifically, participants who already owned a voice assistant stated that they had set up their devices without the help of a third party, while the factors that affect
them regarding the acquisition of voice assistants are the convenience which they offer to perform various activities, but also the fact that people want to own this technology earlier than others (early adopters). For these people, convenience is preferred over privacy.

Another survey on the role of privacy in the acceptance and use of digital assistants was conducted by Liao et al. [55]. In this case, out of 1,178 academic staff, it was found that people with a higher level of digital education reported less privacy concerns and more confidence in how their data is used by voice assistants.

In order to measure the effectiveness of privacy policies provided by developers of voice assistant applications, Liao et al. [56] analyzed a total of 64,720 Amazon Alexa skills and 2,201 Google Assistant actions. The results show that there are not privacy policies for all applications. Specifically, for Alexa the percentage is 56.4% while for Google is 12.2%. Also, for many applications there is the same hyperlink which leads to the same privacy policy. Regarding on how easy is for someone to access privacy policies, there is a difficulty with accessibility, since privacy policies are not directly accessible through devices, and often are long enough so that users do not read them.

Additionally, the use of the female gender in voice assistants can cause social harm from the indirect discrimination of women, as claimed by Loidaean and Adams [57]. According to them, technologies based on AI can also reproduce various prejudices that can be embedded in the social fabric. Policy from European Union, American and United Kingdom documents takes all of the above into account and proposes a shift towards ethics as a framework for thinking and dealing with the negative social impact of technologies based on AI.

Manikonda et al. [58], identified seven categories of issues on which users are concerned about the privacy of voice assistants: 1) device hacking, 2) obtaining users' personal data, 3) recording private conversations 4) continuous recording of conversations, 5) respect for the privacy of users, 6) storage of data collected, and 7) use of voice assistant data (e.g., for research purposes).

Pal et al. [59] analyzes the categories of privacy issues faced by users as follows: issues related to the collection of user data by voice assistants (e.g., recording a private conversation), issues related to the recording of data (e.g., a conversation) by persons other than users of voice assistants without their consent, issues related to the sharing of data collected by voice assistants with other services in order to provide some functions (e.g., when the user does not want to share their location while the voice assistant continues to monitor them in order to provide a third party function) and issues related to environmental secrecy (monitoring all user data not only for reasons of national security, but also to improve services).

When it comes to user safety, people are concerned about a variety of issues, most notably the unwanted recording of a conversation by voice assistants. Malkin et al. [60] studied opinions of 116 people who own Amazon and Google voice assistants, and found that half of the participants believe that conversations are stored and used by companies. When asked how do they feel if the recorded conversations are stored for a certain period of time, 90.8% answered that they feel comfortable if their conversations are kept for a week, although this percentage decreases (57.7%) if the storing period is a year.

[61] Cho et al. (2020) surveyed a sample of 90 people from a university in the United States. The results of this research reveal that the adjustment of privacy settings by the users do not affect the trust, reliability, security and usability of voice assistants.

Another research that aims to examine how users perceive the security and privacy of voice assistants was conducted by Chalhoub and Flechais [62]. In this research, data collected from 13 people through interviews, lead to the conclusion that people are not worried about sharing their personal data because they have nothing to hide. Concerning monitoring, participants expressed no concern. Concerns about the recording of their conversations by voice assistants were also dismissed, claiming that voice assistants are no different than smartphones. Therefore, in this research as well others, users sacrifice privacy for the convenience provided by voice assistants.

Lei et al. [63], in an attempt to highlight the vulnerabilities of voice assistants, examined Alexa. The first vulnerability identified is the certification by which the user can access the voice assistant. In the case of the Amazon Alexa the word of activation or otherwise "Wake Word" is the word ‘Alexa’. Although the user has the option to change the activation word, the alternatives are limited to the words 'Amazon', 'Echo', 'Computer'. A second vulnerability is the fact that the voice assistant can accept commands even if there is no one nearby, as long as the physical presence of the person who wishes to interact with it is not required. The third vulnerability is that Alexa's owners can control the various smart devices that are connected to the network with commands that include the device name (which can be modified, but usually users don’t change it) followed by the command.

Another study to highlight security issues of voice assistants was conducted by Castell-Uroz et al. [64], who analyzed the servers and services that Amazon Alexa has daily access. From this process, it emerged that when a voice assistant communicates with a service at the user's command and uses the http protocol, it is not difficult for someone to access the data sent to Amazon servers.

Sharif and Tenbergen [65], also conducted a literature study to identify the following vulnerabilities in voice assistants: 1) their characteristic element is that they always hear everything from the environment in which they are located, 2) weak authentication, 3) attacks which occur due to weak authentication, 4) vulnerabilities in the cloud infrastructure on which they rely, 5) vulnerabilities due to the ability of users to upgrade the functionality of voice assistants with applications that automate a particular task, 6) vulnerabilities which are observed when interconnecting other devices with voice assistants where someone can take advantage to gain access to voice assistants or even spy on users.

Furthermore, according to Chung et al. [66], the categories of attacks that can take place on voice assistants are a) Distributed Denial of Service (DDoS) attacks, b) malicious voice commands that can be given by a pretender of the owner of the voice assistant, c) various voice stimuli which can be recorded within the range of the voice assistant and possibly sent to a server, d) the recording and interception of data circulating on the network (sniffing attack).

As with voice assistants, vulnerabilities are now identified in custom applications that are part of this technology. Zhang et al. [67] identify the problem that a malicious user can develop and publish an application with a similar name to another application aiming of deceiving users. As a result, malicious users can obtain information
about the owners of voice assistants.

But despite the vulnerabilities in digital assistive technology, there are countermeasures reported in the literature, that users can take to protect themselves. In order to protect users from unauthorized access to a voice assistant using voice commands, Feng et al. [68] developed and proposed a system which offers continuous authentication. This system called VAuth, is designed to be applied to devices that people usually carry with them, for example smartwatches. The purpose is to ensure that the recorded voice commands come directly from the user. VAuth evaluation on different scenarios and speakers proves that it achieves more than 95% accuracy in recognizing voice commands to voice assistants, and when a user does not speak, it prevents any unauthorized access to the voice assistant.

Sharif and Tenbergen [65] also refer to the measures that users can take, in order to protect themselves from the vulnerabilities of voice assistants. They suggest turning off the digital assistant microphone when not in use. Alhadlq et al. [69] refers also to the issue of protecting users from the vulnerabilities of voice assistants. According to them, Amazon offers privacy options related to sound, the unique identity of a user (User ID) and the location of the users. Specifically, when users interact with applications using voice commands, audio is not accessible to developers. Instead, all voice commands are transcoded and sent to developers as text. This design option from Amazon has many benefits of privacy: a) developers can’t create one unique user footprint using rich audio data and b) voice data can’t be used to infer age, gender, etc. Regarding the unique user ID (User ID), Amazon uses for each application-skill a unique identity of each user (User ID). Finally, in terms of user location, developers can configure applications to request access to the user’s location (country or zip code only).

Summarizing the findings in this section regarding RQ3, voice assistants have several issues that need to be addressed so that users feel comfortable using them. Although many users do not care about privacy of their data and show blind trust in companies, there are many who are still skeptical. Research shows that there are still several vulnerabilities that need to be addressed in order voice assistants to be used as educational tools.

6. Discussion

Voice assistants is a popular technology. They are used in many houses by children, young people and elderly people. Regarding RQ1, from 7 studies found in the literature, it is concluded that voice assistants are mainly used to perform simple tasks such as playing music, search information and other similar processes. Generally, users report positive experiences about using them, although there have been cases where difficulty in understanding commands was reported. Young children are trying to be understood by voice assistants and adjust their strategy when asking questions. This eventually will assist them to speak more fluently and to create more correct sentences.

Regarding RQ2, in educational field, voice assistants have been used at all levels of education. In general, as shown by 9 studies in the literature, AI and chatbots has been used in education and there is potential for both AI and chatbots. However, teacher training is considered necessary, and the technology should be presented in an attractive and understandable way to students. Regarding language learning, findings from 7 research papers reveal early attempts of using voice assistants as language learning tools. As a result, there is potential, although for users that have low level of understanding and speaking, voice assistants are not trying to adapt and understand them or simplify their vocabulary when responding to questions. This may be a significant drawback when young children are using them, especially for foreign language learning.

A small number of studies (4), report results regarding primary education. Elementary students and teachers enjoy interactions with voice assistants in a classroom environment, have positive impressions and show enthusiasm. The same conclusions came out from 2 other studies in secondary education. In higher education, 9 studies were located. Results show that voice assistants, when used, can achieve a higher quality of cooperation and a better result in problem solving. Custom applications developed for providing information to students show high percentage of user satisfaction although there are privacy issues that discourage users from using them more often. Two papers also suggest ways for voice assistants to be used in distance learning. Students and teachers see the potential of this technology, although they feel that there is room for improving their services.

Regarding RQ3, there are significant privacy issues reported by the users. In total, 17 papers were located addressing privacy and security issues. Voice assistants have several security issues (such as poor authentication), that need to be addressed in order for users to feel more comfortable while using them. Although many users don’t care about their data privacy, there are also many who are still more skeptical using this technology. On the other hand, there are some security countermeasures that users can take in order to improve security.

7. Conclusion

Immersive technologies such as Augmented Reality, Virtual Reality and voice assistants, will shape education in the near future. Voice assistants as an innovative and rapidly evolving technology, can be used in all areas of people’s daily lives and especially in the educational field. In this paper, 55 studies were located regarding voice assistants everyday use, their educational potential and issues regarding privacy and security that need to be addressed. Although the number of studies regarding voice assistants is relatively low, there is significant research interest on this new technology. Nearly half of the papers presented are from 2020. Besides privacy and security challenges that need to be addressed, voice assistants do not speak all languages and this may limit their use in an educational setting. Furthermore, besides students, teachers should be trained and motivated to use this technology in the classroom.
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