Correlations generated from high-temperature states: nonequilibrium dynamics in the Fermi-Hubbard model
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We study interaction quenches of the Fermi-Hubbard model initiated from various high-temperature and high-energy states, motivated by cold atom experiments, which currently operate above the ordering temperature(s). We analytically calculate the dynamics for quenches from these initial states, which are often strongly-interacting, to the non-interacting limit. Even for high-temperature uncorrelated initial states, transient connected correlations develop. These correlations share many features for all considered initial states. We observe light-cone spreading of intertwined spin and density correlations. The character of these correlations is quite different from their low-temperature equilibrium counterparts: for example, the spin correlations can be ferromagnetic. We also show that an initially localized hole defect affects spin correlations near the hole, suppressing their magnitude and changing their sign.

I. INTRODUCTION

The development of correlations out of equilibrium is the topic of much recent research in AMO and condensed matter systems. Major areas of interest include the relaxation dynamics of a system driven out of equilibrium [12] and the possibility of relaxation to nonthermal steady states [13,24] that have unusual properties [16,25,34]. An emerging direction involves inducing nonequilibrium correlations at temperatures above those required for equilibrium order. This has been demonstrated in some solid state systems in the presence of continuous driving [35]. However, the dynamics after quenches has been less studied, and numerous questions exist in all cases: What conditions are required for correlations to develop? What timescales are involved? What will the character of these correlations be?

In this paper we study quenches of the Fermi-Hubbard model from finite (and in some cases very high) initial temperatures to noninteracting final Hamiltonians. This is a useful complement to studies that consider dynamics from low temperature initial conditions [11,36,37]. Besides its intrinsic interest, this regime is important to ongoing experiments. This is because despite much recent progress towards realizing low temperature equilibrium states experimentally, the regime well below the ordering temperatures (e.g. the Néel temperature for the antiferromagnet) remains elusive due to the very low temperatures and entropies required [38,58].

We find that, even when initiated from high temperature initial states that are above the superexchange or even tunneling energy scales, such quenches generate transient particle number and spin correlations between two sites; after the quench a light cone of connected correlations between increasingly distant sites develops over time. A wide range of initial product states exhibit qualitatively similar correlation dynamics. In particular we calculate the dynamics for high temperature Mott insulators in one and two dimensions, a strongly interacting metal, a partially spin-polarized Mott insulator, and a perfect product state antiferromagnet.

The transient correlations can be qualitatively different from the correlations of the equilibrium low temperature states of the same initial Hamiltonian. For example, we observe the generation of ferromagnetic spin correlations from a Hamiltonian with initially repulsive on-site interactions, in contrast to the antiferromagnetic spin correlations that occur in equilibrium for the repulsive Hubbard model.

Going forward, our results will help one understand quenches with finite interactions after the quench. On the one hand, when phenomena persist with interactions our results provide a foundation for understanding them. On the other hand, when interactions lead to phenomena that are absent in our results, it signals that the physics is intrinsically interacting. Given how surprising out-of-equilibrium dynamics can be, it is crucial to sort out which surprises result from the interactions and which arise from the inherent nonequilibrium nature of the problem (independent of interactions).

An example drives this home. Imagine that one found - perhaps in a strongly interacting system - that spin and density correlations were evolving dynamically with exactly the same magnitude. This intriguing behavior is reminiscent of “intertwined” spin and density order in equilibrium strongly correlated systems [59]. Although a natural instinct is to imagine this observation is similarly non-trivial, one of our results is to show that such dynamics occurs even for non-interacting quenches. Thus, remarkably intricate phenomena can occur even in the non-interacting dynamics. Comparing to this important baseline allows one to assess how dramatic a given observation in a strongly-interacting system really is.

Another interesting example that we study in this context is the transport of a hole defect after a quench. We show that as the hole propagates it affects the development of correlations around it. Superficially, it appears
that the hole is dressed with a cloud of spin correlations. This is another example where, if this were observed in a strongly interacting system one might leap to the conclusion that the physics was highly non-trivial, but in fact the richness here appears already in the noninteracting dynamics.

This paper is organized as follows: Section II describes how we calculate the dynamics of observables quenched from initial spatial product states to non-interacting Hamiltonians. Section III applies the theory to calculate the connected correlations in a one-dimensional Mott insulator. Section IV shows that qualitatively similar phenomena persist for multiple initial conditions. Section V describes how an initially localized hole defect modifies the dynamics of spin correlations. Section VI presents conclusions and outlook.

II. QUENCH DYNAMICS IN THE NON-INTERACTING LIMIT

We consider interaction quenches from initial product states to the noninteracting limit for ultracold fermions in an optical lattice, illustrated in Fig. 1. The initial state is

\[ \rho = \bigotimes_i \rho_i^{(1)}. \] (1)

where \( \rho_i^{(1)} \) is an arbitrary density matrix for site \( i \) (in general a mixed state).

The system is described by the Hubbard Hamiltonian

\[ H = -J \sum_{\langle ij \rangle, \sigma} c_i^{\dagger} c_j \sigma + U \sum_i n_{i\uparrow} n_{i\downarrow} \] (2)

where \( \langle ij \rangle \) indicates a nearest neighbor pair of sites, \( \sigma \in \{\uparrow, \downarrow\} \), \( c_{i\sigma} \) is the fermionic annihilation operator at site \( i \) with spin \( \sigma \), and \( n_{i\sigma} = c_{i\sigma}^{\dagger} c_{i\sigma} \) is the corresponding number operator. This describes fermions in a deep lattice with a nearest-neighbor tunneling amplitude \( J > 0 \) and on-site interaction energy \( U \) [60]. Many of our initial states arise as high-temperature (\( T \gg J \)) equilibrium states of Eq. (2), and the post-quench dynamics is governed by its \( U = 0 \) limit.

Figure 1 illustrates our quench protocol, in which the system starts in equilibrium at some value of \( U \) and the interaction is turned off at \( t = 0 \):

\[ U(t) = U_0 [1 - \Theta(t)] \] (3)

where \( \Theta \) is the Heaviside step function and \( |U_0| \gg J \). When the temperature \( T \) before the quench is large compared to \( J_{\text{init}} \) (the tunneling before the quench) – i.e. \( T \gg J_{\text{init}} \) – the initial state takes the form of Eq. (1). (We will consider a few alternative product states later.) Experimentally, the interaction can be dynamically controlled by using a Feshbach resonance or changing the lattice depth.

We note that our calculations actually describe a variety of more general quenches of the Fermi-Hubbard model. The only required conditions are that the initial temperature \( T \) satisfies \( T \gg J_{\text{init}} \) and \( U = 0 \) after the quench. So, for example, one could suddenly change both \( U \) and \( J \) at time \( t = 0 \) as long as these conditions are met.

Our goal is to calculate the density and spin expectation values and two-site correlation functions for \( t > 0 \). We define the total density operator \( n_i = \sum_\sigma n_{i\sigma} \) and the spin operators \( \vec{S}_i = \frac{1}{2} \sum_{\alpha\beta} c_{i\alpha}^{\dagger} \vec{\sigma}_{\alpha\beta} c_{i\beta} \), where \( \vec{\sigma} \) is the vector of Pauli matrices. We focus on these observables as the most basic correlations that characterize equilibrium systems, and because they can be measured in experiments. Note that the correlation functions can be expressed as

\[ \langle n_i n_j \rangle = \sum_{\alpha\beta} \langle c_{i\alpha}^{\dagger} c_{i\alpha} c_{j\beta}^{\dagger} c_{j\beta} \rangle \] (4)

\[ \langle \vec{S}_i^a \vec{S}_j^b \rangle = \frac{1}{4} \sum_{\alpha\beta\gamma\delta} \sigma^a_{\alpha\beta} \sigma^b_{\gamma\delta} \langle c_{i\alpha}^{\dagger} c_{i\beta} c_{j\gamma}^{\dagger} c_{j\delta} \rangle \] (5)

where \( a, b \in \{x, y, z\} \). Therefore we turn to calculating the dynamics of a general two-site correlation \( \langle c_{i\alpha}^{\dagger} c_{i\beta} c_{j\gamma}^{\dagger} c_{j\delta} \rangle \), from which we can obtain the density and spin correlations. For compactness, we define

\[ C_{ij}^{nn} = \langle n_i n_j \rangle - \langle n_i \rangle \langle n_j \rangle \] (6)

\[ C_{ij}^{ab} = \langle \vec{S}_i^a \vec{S}_j^b \rangle - \langle \vec{S}_i^a \rangle \langle \vec{S}_j^b \rangle \] (7)

where \( a, b \in \{x, y, z\} \).
Because the Hamiltonian after the quench is non-interacting, one can analytically express the time-evolution of the annihilation operator as

\[ c_{j\alpha}(t) = \sum_l A_{jl}(t) c_{l\alpha} \quad (8) \]

where \( A_{jl}(t) \) is the propagator from site \( l \) to site \( j \) of a single particle on the lattice. Eq. (8) follows because our Hamiltonian can be written \( H = \sum_{k\alpha} E_k b_k^\dagger b_k \) for some set of annihilation operators \( b_{k\alpha} \). The time evolution of these operators is \( b_{k\alpha}(t) = e^{-iE_k t} b_{k\alpha} \). (If no time argument is provided, the operator is evaluated at \( t = 0 \), and we set \( \hbar = 1 \) throughout.) The annihilation operators \( c_{j\alpha} \) can be expressed \( c_{j\alpha} = \sum_k S_{jk} b_{k\alpha} \) for some \( S_{jk} \). Conversely, \( b_{k\alpha} = \sum_j (S^{-1})_{kj} c_{j\alpha} \). Hence at time \( t \), \( c_{j\alpha}(t) = \sum_k S_{jk} b_{k\alpha}(t) = \sum_k S_{jk} e^{-iE_k t} b_{k\alpha} = \sum_{kl} e^{-iE_k t} S_{kl} (S^{-1})_{ij} c_{l\alpha} \).

In one dimension the single particle eigenstates \( k \) can be identified with quasi-momentum states in the first Brillouin zone, for which \( E_k = -2J \cos(ka) \) and \( S_{jk} = \exp(ija)/\sqrt{N} \). Taking \( N \to \infty \) we see that Eq. (8) holds with

\[ A_{jl}(t) = (-i)^{|j-l|} J_{|j-l|} (2Jt) \quad (9) \]

where \( J_{m}(z) \) is a Bessel function of the first kind.

The expectation value of the general two-site correlator that determines the density and spin correlations at time \( t \) is given in terms of initial expectation values by

\[ \left\langle c_{i\alpha}(t)c_{j\beta}(t)c_{j\gamma}(t)c_{j\delta}(t) \right\rangle = \sum_{p,q,r,s} A^*_{ip}(t)A^*_{iq}(t)A_{jr}(t)A_{js}(t) \left\langle c^{\dagger}_{p\alpha}c_{q\beta}c^{\dagger}_{r\gamma}c_{s\delta} \right\rangle_0 \quad (10) \]

using Eq. (8), where \( \left\langle \cdots \right\rangle_0 \) indicates the expectation value at time \( t = 0 \).

We compute these initial expectation values by taking advantage of the product state nature of Eq. (10). In this state, expectation values of operators factor by site:

\[ \langle P_i Q_j \rangle = \langle P_i \rangle_0 \langle Q_j \rangle_0 \quad (12) \]

if \( i \neq j \) for operators \( P_i \) and \( Q_j \) supported on single sites. Then Eq. (10) factors into a sum of three types of non-vanishing terms: (i) \( p = q = r = s \), (ii) \( p = q \) and \( r = s \) with \( p \neq r \), and (iii) \( p = s \) and \( r = q \) with \( p \neq r \). Writing the expectation in terms of these sums (and renaming summation indices) we have

\[ \sum_{p,q,r,s} \langle P_i \rangle_0 \langle Q_j \rangle_0 = \sum_{p,q} A^*_{ip}(t)A_{ip}(t) \left\langle c^{\dagger}_{p\alpha}c_{q\beta} \right\rangle_0 A_{iq}(t)A^*_{jq}(t) \left\langle c^{\dagger}_{q\gamma}c_{r\delta} \right\rangle_0 \quad (11) \]

Although the last two terms are double sums over \( p \) and \( q \) with \( p \neq q \), the summand factors. The sums can be written as products of single sums because in general \( \sum_{p \neq q} P_i Q_q = \sum_{p} P_i Q_q - \sum_{p} P_p Q_q \). Using this, and

\[ \langle c^{\dagger}_{i\alpha}c_{j\beta}c^{\dagger}_{j\gamma}c_{j\delta} \rangle (t) = \sum_p \langle A_{ip}(t) \rangle^2 \langle A_{jp}(t) \rangle^2 \left\langle c^{\dagger}_{p\alpha}c_{q\beta}c^{\dagger}_{r\gamma}c_{s\delta} \right\rangle_0 \]

we have defined

\[ f^i_{\alpha \beta} = \left\langle c^{\dagger}_{i\alpha}c_{j\beta} \right\rangle_0 \quad (13a) \]

\[ g^i_{\alpha \beta \gamma \delta} = \left\langle c^{\dagger}_{i\alpha}c_{j\beta}c^{\dagger}_{j\gamma}c_{j\delta} \right\rangle_0 \quad (13b) \]

to simplify notation.
tions are intertwined, suggesting an emergent symmetry.

In contrast to the low-temperature equilibrium state, the correlations after a quench \([62–66]\).

ticle since two lattice sites can be mutually influenced by signals from a source halfway between them. This is connected correlations spread at a velocity \(v\) for some velocity \(v\). We observe that connected correlations spread at a velocity \(v \approx 4Ja\), which is twice the maximum group velocity of a single particle with dispersion relation \(E_k = -2J\cos(ka)\). The correlations can spread with twice the velocity of a single particle since two lattice sites can be mutually influenced by signals from a source halfway between them. This is consistent with previous work describing the spread of correlations after a quench \([32,60]\).

Figure 2 shows the post-quench correlation dynamics of this \(T \gg J\) Mott insulating initial state obtained by Eq. 12 using \(f_{j\alpha}^i\) and \(g_{j\alpha \gamma \delta}^i\) given in Eq. 16. For a fixed distance, transient connected correlations develop after the quench. Connected correlations of both spin \([Fig. 2(a,c)]\) and density \([Fig. 2(b,d)]\) develop as a function of time in the shape of a light cone: correlations develop inside, and at the edge of, a region in space whose size grows as \(vt\) for some velocity \(v\). We observe that connected correlations spread at a velocity \(v \approx 4Ja\), which is twice the maximum group velocity of a single particle with dispersion relation \(E_k = -2J\cos(ka)\). The correlations can spread with twice the velocity of a single particle since two lattice sites can be mutually influenced by signals from a source halfway between them. This is consistent with previous work describing the spread of correlations after a quench \([32,60]\).

In contrast to the low-temperature equilibrium state, the correlations are ferromagnetic rather than antiferromagnetic. Furthermore, the spin and density correlations are intertwined, suggesting an emergent symmetry.

Specifically, the system develops positive spin-spin connected correlations that are independent of the spin orientation \((i.e., C_{ij}^{xx} = C_{ij}^{yy} = C_{ij}^{zz})\) and negative density-density connected correlations \(C_{ij}^{nn}\) of equal magnitude. The intertwined spin and density correlations stem from the fact that in the noninteracting dynamics, there is only one energy scale, which is set by the tunneling \(J\). Thus the spin and density correlations are controlled by the same energy scale.

To qualitatively understand the correlation dynamics, it is useful to consider the dynamics of a two-site model, which is shown schematically in Fig. 3. Let \(|pq\rangle\) denote a state with \(p\) and \(q\) referring to the left and right sites respectively, and taking on the values 0 (empty), \(\uparrow\) (one atom with spin up), \(\downarrow\) (one atom with spin down), and \(d\) (two atoms). The state \(|\uparrow\uparrow\rangle\) does not evolve since Pauli blocking prevents it from coupling to any other states, while the state \(|\downarrow\downarrow\rangle\) evolves in the Schrödinger picture as

\[
|\uparrow\downarrow\rangle (t) = \cos^2(t) |\uparrow\downarrow\rangle_0 + \sin^2(t) |\downarrow\uparrow\rangle_0 - i \cos(t) \sin(t) (|d\downarrow\rangle_0 + |\uparrow d\rangle_0)
\]

as shown in Figs. 3(a) and 3(b) for \(Jt = \frac{\pi}{2}\).

FIG. 2. Connected correlations of a \(J \ll T \ll U\) 1D Mott insulator quenched to a noninteracting Hamiltonian. (a) Spin-spin correlations \(C_{ij}^{xx} = \langle \sigma_i^x \sigma_j^x \rangle - \langle \sigma_i^x \rangle \langle \sigma_j^x \rangle\) and (b) density-density correlations \(C_{ij}^{nn} = \langle n_i n_j \rangle - \langle n_i \rangle \langle n_j \rangle\) between sites with an offset of one (solid lines), two (dashed lines), or three (dotted lines). (c) Spin-spin and (d) density-density correlations as a function of time and site offset.

Thus the spin and density correlations are controlled by the same energy scale.

III. QUENCH FROM \(T \gg J\) MOTT INSULATOR

We now apply the results of Section II to a Mott insulating initial state (i.e., no spin polarization and unit filling). In particular we consider \(T \gg J\) and (on-average) unit filling enforced by choosing the chemical potential to be \(\mu = U/2\).

Define

\[
H_i = U n_i^\uparrow n_i^\downarrow - \mu n_i
\]

In this limit, the density matrix is given by

\[
\rho = Z^{-1} \exp (\beta H) = Z^{-1} \exp \left( -\beta \sum_i H_i + O(J/T) \right) \approx Z^{-1} \bigotimes_i \exp (\beta H_i)
\]

where \(Z\) is a constant enforcing \(\text{Tr} \rho = 1\), \(\beta = 1/T\) is the inverse temperature and we set \(k_B = 1\) throughout.

In what follows, we will associate with any energy \(A\) a dimensionless ratio \(\bar{A} = \beta A\). Then the expectation values in the initial state are

\[
f_{i\alpha}^i = \frac{1}{2} f_{\alpha\beta}^i
\]

\[
g_{i\alpha \gamma \delta}^i = \begin{cases} \frac{1}{2} & \alpha = \beta = \gamma = \delta \\ \frac{1}{2} - 1 & \alpha = \beta \neq \gamma = \delta \\ \frac{1}{2} & \alpha = \delta \neq \beta = \gamma \\ 0 & \text{otherwise} \end{cases}
\]

In [61] who also study noninteracting lattice fermions. We consider a concrete, physically relevant case and focus on interesting phenomena that occur during the transient dynamics.

In Fig. 3(c), the ferromagnetic character of the dynamic spin correlations becomes apparent by observing that although the initial density matrix has equal weight on aligned (e.g. \(|\uparrow\uparrow\rangle\)) and anti-aligned (e.g. \(|\downarrow\downarrow\rangle\)) spin configurations.
FIG. 3. Schematic diagram of the time evolution of a two-site model at unit filling, initially with $J \ll T \ll U$, and then quenched to $U = 0$. (a) Aligned initial states do not evolve. (b) Anti-aligned initial states (the two-site equivalent of AFM initial states) evolve into superpositions with weight on doubly-occupied states at later times. (c) The Mott insulator-like initial density matrix on two sites transfers some weight from its matrix elements for anti-aligned states to doubly-occupied states at later times, while aligned states’ matrix elements do not change. The matrix elements’ magnitudes are indicated by color, from white (zero) to dark blue (maximal).

the time-evolved matrix has more weight on the aligned states. This is because the aligned states stay frozen in time, while the anti-aligned states can partially convert to states with doublons and holes, reducing their spin correlations. The density correlations can be explained similarly: the initial density matrix has no weight on doubly-occupied states, but the time-evolved matrix does. The double-occupancy next to a vacant site represents a negative two-site density correlation, or equivalently, a (short-ranged) density wave correlation.

Local observables approach constant values at large times. Although the noninteracting system is clearly integrable and thus not expected to thermalize, the expectation values of the local observables as $t \to \infty$ are consistent with those of a thermal equilibrium state, in particular one at $T = \infty$. This occurs because the initial state is a product state in the site basis. Thermalization is not expected for other, more general initial states.

FIG. 4. Spreading of correlations is generic, demonstrated by four additional classes of initial conditions. (a) A 1D product state antiferromagnet aligned along the $z$-axis at half-filling. (b) A $J \ll T \ll U$ 1D hole-doped system, with $\langle n \rangle \approx 0.85$. (c) A $J \ll T \ll U$ spin-imbalanced 1D system with $\langle \sigma^z \rangle \approx 0.25$, and (d) A $J \ll T \ll U$ 2D Mott insulator. Site offsets to the right are along the $(1,0)$ direction, and those to the left are along $(1,1)$.

IV. QUENCHES FROM MORE GENERAL INITIAL STATES: DOPED AND SPIN-IMBALANCED SYSTEMS, 2-DIMENSIONAL MOTT INSULATORS, AND ANTIFERROMAGNETS

The light-cone spreading of correlations from an uncorrelated initial state is not restricted to a 1D Mott insulator, but also occurs for a variety of initial conditions, as shown in Fig. 4. We demonstrate this for a $T \gg J$ metal (with $n < 1$), a spin imbalanced $T \gg J$ Mott insulator, a product state antiferromagnet, and a 2D $T \gg J$ Mott insulator. We note that the metal can be alternatively viewed as a doped Mott insulator when $U \gg J$.

Although both the spin imbalanced and hole-doped 1D initial states show correlations developing in light cones as in the Mott insulator, the magnitude of the correlations is reduced, as shown in Fig. 4. This follows from Eq. (12) with the $f$ and $g$ in Eq. (13) evaluated in these limits (see below). One can induce a partially spin-polarized initial state by adding a term $BS^z_i$ to Eq. (14), and likewise induce a number density other than one per site by taking the chemical potential to be $\mu = U/2 + \Delta$ with $\Delta \neq 0$.

For a partially spin-polarized system at unit filling, one
with the normalization factor
\[ N_1 = 2 + 2 \exp \left( \frac{1}{2} \tilde{U} \right) \cosh \left( \frac{1}{2} \tilde{B} \right). \] (19)

For a system doped away from unit filling,
\[ f_{\alpha\beta}^i = \frac{1}{N_2} \delta_{\alpha\beta} e^{\Delta + \frac{i}{2} \tilde{U}} \] (20a)

\[ g_{\alpha\beta\gamma\delta}^i = \begin{cases} f_{\alpha\alpha}^i & \alpha = \beta = \gamma = \delta \\ \frac{1}{N_2} e^{\Delta} & \alpha = \beta \neq \gamma = \delta \\ \frac{1}{N_2} e^{\frac{i}{2} \tilde{U}} & \alpha = \delta \neq \beta = \gamma \\ 0 & \text{otherwise} \end{cases} \] (20b)

with
\[ N_2 = 2 \left[ \cosh (\tilde{\Delta}) + \exp \left( \frac{1}{2} \tilde{U} \right) \right]. \] (21)

Finally, for dynamics initiated from a 1D antiferromagnetic product state given by
\[ \rho = \bigotimes_i \begin{cases} \ket{i} \bra{i} & \text{even} \\ \ket{i+1} \bra{i} & \text{odd} \end{cases} \] (22)

one finds
\[ f_{\alpha\beta}^i = \begin{cases} \delta_{\alpha\beta} \delta_{\alpha\gamma} & \text{even} \\ \delta_{\alpha\beta} \delta_{\alpha\delta} & \text{odd} \end{cases} \] (23a)

\[ g_{\alpha\beta\gamma\delta}^i = f_{\alpha\beta}^i \delta_{\beta\gamma} \] (23b)

The antiferromagnet-initiated dynamics displays a distinctive feature: anisotropy in the spin correlations. As shown in Fig. 5, the \( C^{xx} \) and \( C^{yy} \) connected correlations remain positive and equal in magnitude, as they were in previous cases, but the \( C^{xx} \) and \( C^{nn} \) connected correlations are negative. They are, however, still equal in magnitude. The magnitude of the correlations is larger than those of the 1D Mott insulator. The anisotropy manifests despite the SU(2) symmetry of the Hamiltonian due to the broken symmetry of the initial state.

The light-cone spreading of correlations is not restricted to one-dimensional systems. As seen in Fig. 5(d) a two-dimensional Mott insulator on a square lattice shows qualitatively similar dynamics, but develops weaker transient correlations than a 1D Mott insulator with the same post-quench tunneling amplitude \( J \).

In a two-dimensional Mott insulator, the initial expectation values do not differ from the 1D case, but propagators take a different form. For a square lattice, they are
\[ A_{pq}(t) = A_{p,q_{xx}}(t) A_{p,q_{yy}}(t) \] (24)
where \( p \) and \( q \) are integer vectors indicating sites on the square lattice. Note that the 2D propagators factor into 1D components in this way due to the properties of the square lattice. It could be interesting to explore the effects of other geometries, where interference between different paths can give propagators with structures other than Eq. (24).

V. HOLE TRANSPORT DYNAMICS

Now we consider a system in which a single hole is added, localized to a single site, to the \( T \gg J \) Mott insulator state discussed in Section II. The behavior of hole defects in fermionic systems underpins the physics of many strongly correlated materials, where doping Mott insulators leads to a panoply of intriguing phenomena, most famously high-temperature superconductivity. The topic has long been of interest [67-68], and thermodynamics, spectral properties, and dynamics have been investigated [69-72]. It has recently been shown that a hole defect in a Mott insulating system disperses neither purely ballistically nor diffusively: the hole in fact leaves a trace in the background as it travels, preventing the quantum interference of some trajectories [73]. In light...
FIG. 6. Dynamics of a hole initially at $j_0 = 10$ on a $J \ll T < U$ Mott insulating background after quenching to $U = 0$, and the hole’s influence on spin correlations. (a) Hole density $1 - \langle n_j \rangle$. (b) Connected spin correlations $C^{x=0}_{ij}$ (left) and the difference in connected correlations between this system and a uniform system, with no hole (right). These are shown at the times $Jt = 1$ (bottom), $Jt = 1.5$ (middle), and $Jt = 2$ (top). The center of each plot in (b) corresponds to $i = j = 10$.

Figure 6(b) shows that as the hole disperses, it modifies spin correlations between pairs of nearby sites. In particular, the correlations obtain contributions of the opposite sign, suppressing the correlations and even at some points reversing their sign, compared to their values in the absence of the hole. This gives the impression that the spreading hole is dressed with a cloud of spin correlations. Such a phenomenon might be thought to be unique to an interacting system, and is certainly of interest there. Our results show that apparently similar phenomena occur even without interactions, although they arise from different causes.

of this interesting result it is useful to consider the non-interacting analog.

The initial density matrix for a hole initially at site $j_0$ in a $T \gg J$ Mott insulator is

$$\rho = Z^{-1} \bigotimes_i \begin{cases} |0_i\rangle \langle 0_i| & i = j_0 \\ \exp(-\beta H_i) & \text{otherwise} \end{cases} \text{ (25)}$$

which is identical to the Mott insulator density matrix except at $j_0$. Likewise $f^{j_0}$ and $g^{j_0}$ are zero, with $f$ and $g$ otherwise identical to those of the Mott insulator.

We find that, as expected for single particle ballistic motion, the hole disperses outwards according to the distribution

$$1 - \langle n_j \rangle(t) = |\mathcal{J}_{|j-j_0|}(2Jt)|^2 \text{ (26)}$$

as shown in Fig. 6(a).
VI. CONCLUSIONS

We have shown that interaction quenches of the Fermi-Hubbard model from initial product states to the non-interacting limit produce transient connected two-site correlations. The correlations develop despite the initial states being at high temperature or, in the case of the product state antiferromagnet, high energy. Even when the temperature is much greater than the initial tunneling, and very much greater than the superexchange energy scale, significant correlations exist in the dynamics.

This finding contrasts with the natural idea that at high temperature or high entropy correlations should be absent. For example, in the context of previous work that has observed correlations out of equilibrium from a high-entropy initial state of ultracold molecules \[74,75\] it has sometimes been argued that long-range interactions are crucial. Our present work shows that in contrast, correlations are ubiquitous out of equilibrium, even when one starts from high entropy states.

We generally observe that the correlations grow in a light cone and then fade away. In the process, interesting structures emerge, such as correlations with a sign opposite to that of the equilibrium system and intertwined density and spin correlations of equal magnitude. It is noteworthy that these and other phenomena, such as the appearance of a spin correlation cloud around a hole, that look intriguing and might typically be associated with light cone and then fade away. In the process, interesting, and very much greater than the superexchange energy scale, significant correlations exist in the dynamics.

We note that the peak magnitudes of the connected correlations are up to about \(\sim 0.15\). While the precise values depend strongly on the initial conditions, these values are comparable in magnitude to recent equilibrium observations of correlations in 1D \[48\] and 2D \[52\], and 3D \[39,77,78\]. This indicates that the correlations generated dynamically from uncorrelated initial states are large enough to be experimentally measured.

One interesting future direction involves understanding how the features of integrability of this system manifest for finite temperature initial states. This is much less explored than quenches from low temperature initial states. It is expected to be fruitful to start by understanding the simplest integrable systems - non-interacting ones. In our system, even though one expects the steady state to be non-thermal, i.e. to prethermalize, due to our initial conditions the prethermalization coincides with a \(T = \infty\) thermal equilibrium state as measured by spin, density, and correlation operators. This is because the initial product state has equal overlap with all the states in the noninteracting band (i.e., the eigenstates of the final Hamiltonian), leading to a final state with occupation numbers independent of energy. We expect that perturbing the initial state away from a perfect product state will lead to a detectable difference from a thermal steady state. Likewise, including weak interactions in the post-quench Hamiltonian should allow for the investigation of integrability breaking and prethermalization.
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