Dicke superradiance in ordered lattices: role of geometry and dimensionality
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Many-body superradiance in ordered atomic arrays is a phenomenon where atomic synchronization gives rise to a burst in photon emission. This superradiant burst only occurs if there is one or just a few dominant decay channels. By mapping the question of whether many-body superradiance occurs into a simple algebraic equation, we demonstrate that it exists in arrays of any dimensionality, as interference in photon emission leads to the preeminence of certain channels over others. In atomic chains superradiance occurs only below a critical interatomic distance, which we derive analytically. Increasing the array dimensionality leads to a critical distance that scales with system size: sub-logarithmically for 2D, and seemingly faster than that for 3D lattices. We perform calculations for both infinite and finite systems, the latter by employing a highly-efficient algorithm with a computational complexity that scales only linearly with system size, which enables us to study very large arrays. Our results provide a guide to explore this many-body phenomenon in state-of-the-art experimental setups.

Collective emission has been a fundamental problem in quantum optics since the notion was introduced by Dicke in 1954 [1]. Dicke realized that proximate atoms must interact via shared electromagnetic field modes, fundamentally altering their optical properties. He considered the case of a fully excited ensemble of emitters located at a single point. In stark contrast to the exponentially-decaying pulse emitted by independent (i.e., far-separated) particles, emitters at a point synchronize, locking in phase as they decay, and emitting a short burst of light that initially rises in intensity [1–4] [see Fig. 1(a)]. This “superradiant burst” has become a hallmark of collective phenomena in quantum optics and has been observed in a variety of physical systems [5–11]. Generally, experiments are performed in dense disordered systems, where interparticle separations can be very small, or in a cavity, where the restriction of the field to a single confined mode emulates the condition of atoms at a point.

In extended and ordered arrays in free space, the geometry and dimensionality of the lattice define the atomic decay properties due to position-dependent dipole-dipole interactions. For example, in ordered arrays with subwavelength interatomic separation, subradiant states with an extremely enhanced lifetime emerge [12–14]. These can be used to guide light as “atomic waveguides” [15–17] or “atomic dielectrics” [18–21], and to improve the fidelity of protocols for quantum information storage [16–22] and metrology [24–25], among other applications. Arranging single atoms in ordered patterns has become an experimental reality [26–34]. Interatomic separations in these platforms can be small enough that the optical response is strongly modified by photon interference effects. Predictions that a two-dimensional array acts as an optically-thin mirror have been demonstrated [35–37], and site-dependent frequency shifts due to dipole-dipole interactions have been measured [38].

The role of geometry in many-body (i.e., many-photon, or “Dicke”) superradiance has not yet been completely elucidated. The introduction of spatially-varying dipole-dipole interactions to Dicke’s original model causes position-dependent frequency shifts that lead to dephasing, damping superradiance [39,40]. This is significant in disordered systems, and points to the key role of geometry, as it determines the spatial pattern of these frequency shifts [41–43]. However, dephasing is reduced in large ordered arrays, as the frequency shifts are predominantly homogeneous [3,4,40]. In such systems, the primary source of dephasing is competition between multiple decay channels [44,45].

Here, we study the onset of superradiance in multiple lattices of different dimensionalities. To do so, we harness a technique derived in our previous work [45]. It enables us to deduce the minimal conditions for Dicke superradiance without calculating the full dynamical evolution of the system, simply by analyzing the statistics of the first two emitted photons [45]. We show that the critical distance beyond which Dicke superradiance disappears increases with array dimensionality. It saturates to a certain bound in one-dimensional (1D) arrays, which we obtain analytically for infinite chains. It increases sub-logarithmically with atom number in two-dimensional (2D) lattices, and more rapidly in three-dimensional (3D) ensembles. We also analyze the role of lattice geometry and polarization of the atomic transition. In contrast to Dicke’s original work, which assumes that all atoms are arranged at positions \( \{ |r_i| \} \) (see Fig. 1). The atoms interact via the electromagnetic field, which is traced out using
a Born–Markov approximation \cite{46, 47}. The atomic density matrix, $\rho = |\psi\rangle \langle \psi|$, evolves according to the master equation

$$\dot{\rho} = -\frac{i}{\hbar} [\mathcal{H}, \rho] + \sum_{\nu=1}^{N} \frac{\Gamma_{\nu}}{2} \left( 2\hat{\mathcal{O}}_{\nu} \rho \hat{\mathcal{O}}_{\nu}^{\dagger} - \rho \hat{\mathcal{O}}_{\nu}^{\dagger} \hat{\mathcal{O}}_{\nu} - \hat{\mathcal{O}}_{\nu} \hat{\mathcal{O}}_{\nu}^{\dagger} \rho \right).$$

In the above expression, the Hamiltonian is given by

$$\mathcal{H} = \hbar \sum_{i=1}^{N} \omega_{0} \hat{\sigma}_{ee}^{i} + \hbar \sum_{i,j=1}^{N} J^{ij} \hat{\sigma}_{ge}^{i} \hat{\sigma}_{ge}^{j},$$

where $\hat{\sigma}_{ge}^{i} = |g_{i}\rangle \langle e_{i}|$ is the atomic lowering operator for atom $i$, with $|g_{i}\rangle$ and $|e_{i}\rangle$ the atomic ground and excited state respectively. The Lindblad operator has been diagonalized into the action of $N$ collective jump operators, $\{\hat{\mathcal{O}}_{\nu}\}$ with decay rates $\{\Gamma_{\nu}\}$ \cite{48, 49}. These are found as the eigenstates and eigenvalues of the dissipative interaction matrix $\Gamma$ with elements $\Gamma^{ij}$. The coherent and dissipative interaction rates read

$$J^{ij} - \frac{i}{2} \Gamma^{ij} = -\frac{\mu_{0} \omega_{0}^{2}}{\hbar} \mathbf{p}^{\star} \cdot \mathbf{G}_{0}(\mathbf{r}_{i}, \mathbf{r}_{j}, \omega_{0}) \cdot \mathbf{p},$$

where $\mathbf{p}$ is the dipole matrix element of the atomic transition and $\mathbf{G}_{0}(\mathbf{r}_{i}, \mathbf{r}_{j}, \omega_{0})$ is the propagator of the electromagnetic field between points $\mathbf{r}_{i}$ and $\mathbf{r}_{j}$. Each jump operator represents the emission of a photon into a particular decay channel (with some specific far-field profile). Jump operators act on all atoms, and can be expressed as superpositions of atomic lowering operators, $\hat{\mathcal{O}}_{\nu} = \sum_{i=1}^{N} \alpha_{\nu,i} \hat{\sigma}_{ge}^{i}$, where $\alpha_{\nu,i}$ represents some spatial profile over the ensemble.

Following our previous work \cite{45}, we define the minimal condition for Dicke superradiance to have the first photon enhance the subsequent one or, equivalently, to have a greater than unity second-order correlation function at $t = 0$. The correlation function $g^{(2)}(0)$ can be calculated exactly for an initially fully-inverted state and yields \cite{45}

$$g^{(2)}(0) = \frac{1}{N} \left( \frac{\sum_{\nu,\mu=1}^{N} \Gamma_{\nu} \Gamma_{\mu} \langle \hat{\mathcal{O}}_{\nu}^{\dagger} \hat{\mathcal{O}}_{\mu} \hat{\mathcal{O}}_{\mu} \hat{\mathcal{O}}_{\nu}^{\dagger} \rangle}{\left( \sum_{\nu=1}^{N} \Gamma_{\nu} \langle \hat{\mathcal{O}}_{\nu}^{\dagger} \hat{\mathcal{O}}_{\nu} \rangle \right)^{2}} \right) = 1 + \frac{1}{N} \left( \text{Var} \left[ \{\Gamma_{\nu}\} / \Gamma_{0} \right] - 1 \right),$$

where $\text{Var}[\{\Gamma_{\nu}\} / \Gamma_{0}] = (1/N) \sum_{\nu=1}^{N} (\Gamma_{\nu}^{2} - \Gamma_{0}^{2}) / \Gamma_{0}^{2}$ denotes the variance of the decay rates.

The problem of identifying the minimal conditions for a superradiant burst is thus reduced to finding the eigenvalues of the dissipative interaction matrix, an operation that scales polynomially with atom number. Taking advantage of the symmetries of the problem, we calculate $g^{(2)}(0)$ without diagonalizing the matrix, requiring only $O(N)$ steps (see Supplemental Material for full details \cite{50}). This allows us to study arrays of $N \approx 10^{7}$ atoms.

Figure 1(b-d) shows the decay rates as a function of interatomic distance $d$, for all array dimensionalities. As $d$ increases, the decay rates cluster around the single-atom decay rate $\Gamma_{0}$, decreasing the variance. However, there are “revivals” or “geometric resonances” at particular distances due to long-range interactions arising from $1/r$ terms in the Green’s tensor \cite{51, 52}, which prevent the second-order correlation function from decreasing monotonically with $d$ \cite{50}. This means that establishing regions of superradiance is non-trivial. As $d$ is increased, superradiance can be lost, but then re-established by a geometric resonance \cite{45}. Here, we define $d_{\text{critical}}$ as the...
largest interatomic distance at which the array can produce a superradiant burst (there can thus be distances \(d < d_{\text{critical}}\) where a superradiant burst is not produced).

As we demonstrate below, the critical distance in large 1D arrays saturates to \(d_{\text{1D}}^{\text{critical}} = 0.3 \lambda_0\). Jump operators in infinite 1D arrays can be written as spin waves \(\hat{O}_{k_z} = \left(1/\sqrt{N}\right) \sum_{i=1}^{N} e^{i k_z z_i} \hat{\sigma}_i^z\), where we assume the array to lie along the \(z\)-axis. In the above expression, \(k_z\) is the wavevector and \(z_i\) are the atomic positions. As \(N \to \infty\), the finite set \(\{k_z\}\) becomes a continuum. The decay rates can be calculated analytically for a perfect array by taking the Fourier transform of the imaginary part of the Green’s function [16].

\[
\frac{\Gamma_{1D,\parallel}(k_z)}{\Gamma_0} = \frac{3\pi}{2k_0d} \sum_{g_z} \left(1 - \frac{(k_z + g_z)^2}{k_0^2}\right), \quad (5a)
\]

\[
\frac{\Gamma_{1D,\perp}(k_z)}{\Gamma_0} = \frac{3\pi}{4k_0d} \sum_{g_z} \left(1 + \frac{(k_z + g_z)^2}{k_0^2}\right). \quad (5b)
\]

The summations run over reciprocal lattice vectors \(g_z = n2\pi/d \forall n \in \mathbb{Z}\) that satisfy the condition \(|g_z + k_z| \leq k_0\). The sum is thus restricted to modes that lie inside the light cone. As shown in Fig. 2(a), for \(|k_z| > k_0\), no value of \(g_z\) satisfies the above condition, and modes are completely dark.

In the \(N \to \infty\) limit, the condition for superradiance in 1D is recast as (see Supplemental Material [50])

\[
\int dk_z \frac{\Gamma_{1D}^2(k_z)}{\Gamma_0^2} > \frac{4\pi}{d}. \quad (6)
\]

Integrating over the first Brillouin zone, the critical distances for both polarizations are found to be

\[
d_{\text{1D,\parallel}}^{\text{critical}} = 0.3 \lambda_0, \quad (7a)
\]

\[
d_{\text{1D,\perp}}^{\text{critical}} = 0.2625 \lambda_0. \quad (7b)
\]

We demonstrate in the Supplemental Material that the condition for superradiance is only met within the first Brillouin zone [50]. These are therefore hard bounds on superradiance for 1D arrays.

The values of \(d_{\text{critical}}\) derived in the infinite limit are corroborated by numerical calculations in finite arrays, as shown in Fig. 2(b). The critical distance saturates to the analytical solution even for modest atom numbers, and it grows smoothly with \(N\). This occurs because the geometric resonances that suddenly modify the distribution of decay rates appear at larger interatomic distances [see Fig. 1(b)]. Parallel polarization produces higher values of \(d_{\text{critical}}\) because some operators within the light cone are subradiant, which, due to the fixed trace of \(\Gamma\), produces more superradiant operators and increases the variance [see Fig. 2(a)].

One-dimensional arrays are unique, as superradiance for two dimensions and above occurs for any distance in the thermodynamic limit. For 2D arrays as \(N \to \infty\), the spatial profiles of the jump operators admit a description in terms of plane waves, i.e., \(\hat{O}_k = \left(1/\sqrt{N}\right) \sum_{i=1}^{N} e^{i k \cdot r_i} \hat{\sigma}_i^z\), where \(k\) is a two-component wavevector that lives in the plane of the array. As in 1D, decay rates can be found analytically (see Supplemental Material [50] and Ref. [16]). The condition for a superradiant burst in 2D is [50]

\[
\int dk \frac{\Gamma_{2D}^2(k)}{\Gamma_0^2} > \frac{8\pi^2}{d^2}. \quad (8)
\]

In the first Brillouin zone, the integral of the square of the decay rates for out-of-plane polarization is

\[
\int \left(\frac{\Gamma_{2D,\perp}(k)}{\Gamma_0}\right)^2 dk = \frac{9\pi^2}{k_0^2 \Phi^2} \int_0^{2\pi} d\theta \int_0^{k_0} k^5 \frac{k}{k^2 - k_0^2} dk, \quad (9)
\]

which diverges as \(k \to k_0\). The same is true for the integral for in-plane polarization. While we only perform the integral in the first Brillouin zone here, an identical divergence occurs for \(|k + g| \to k_0\) in whichever Brillouin zones

![FIG. 2. The critical distance (beyond which there is no Dicke superradiance) saturates with atom number in 1D. (a) Decay rates in the first Brillouin zone, for both polarizations (parallel, in blue; and perpendicular, in green) for an infinite 1D array of \(d = 0.2 \lambda_0\). The shaded region represents the light cone, where modes are radiative. (b) Scaling of the critical distance with atom number. Dashed lines show the analytical result for \(d_{\text{critical}}\) obtained for infinite arrays [see Eq. (7)].](image-url)
FIG. 3. The critical distance increases sub-logarithmically with atom number in 2D arrays, here shown for square 2D arrays. (a) Scaling of the critical distance with atom number for two polarizations (in the plane of the array, in blue; and out-of-plane, in red). The solid line shows a fit to the function for an infinite array, i.e., Eq. (10), for in-plane polarization with $\alpha = 0.3247$. (b) Critical distance as a function of polarization angle, for in-plane (purple) and out-of-plane (green) polarization, for $N = 10^2 = 100$ atoms. (c) Scaling of the critical distance with $N$ for square (purple crosses), rhombic (orange circles) and triangular (teal stars) lattices. (inset) Critical distance for $N = 50^2 = 2500$ atoms in a 2D lattice as a function of lattice angle. In both plots, atoms are polarized out-of-plane.

that condition is met. We isolate the divergence by noting that, numerically, the integral scales as $\alpha k_0^3 \ln(1/\varepsilon)$, where $\varepsilon \to 0$ is a small deviation from $k = k_0$. A large finite array of atom number $N$ samples each dimension of the first Brillouin zone with frequency $1/\sqrt{N}$ so, by approximating $\varepsilon \sim 1/\sqrt{N}$, we find the critical distances for $d < 0.5\lambda_0$ to be

$$d_{\text{critical}}^{2D,\parallel} \approx \frac{3\lambda_0}{4} \sqrt{\frac{1}{2\pi} + \frac{3\alpha}{8\pi} \ln\sqrt{N}}, \quad (10a)$$

$$d_{\text{critical}}^{2D,\perp} \approx \frac{3\lambda_0}{4} \sqrt{\frac{\alpha}{\pi} \ln\sqrt{N}}. \quad (10b)$$

The result for parallel polarization agrees with our numerical findings, as shown in Fig. 3(a). The coefficient $\alpha = 0.3247$ is obtained by fitting up to $N = 1000^2 = 10^6$. Beyond that size, the critical distance lies beyond the first Brillouin zone. Fits for the perpendicular polarization disagree with numerics, for two main reasons. First, for small atom numbers (when the critical distance lies in the first Brillouin zone) the sampling error is too large. Second, for large atom numbers the critical distance lies beyond the first Brillouin zone and we should account for more terms in the sum over reciprocal lattice vectors. Nevertheless, we expect the critical distance to scale sub-logarithmically with atom number even for large interatomic distances.

We have demonstrated that in 2D the critical distance scales with system size, albeit very slowly. This, however, should not be understood as having superradiance for any distance for infinite arrays, as multiple approximations our model relies on break down in this limit. For instance, the derivation of the master equation [Eq. (1)] is done under the Born-Markov approximation, which assumes that the maximum interatomic distance is small enough that one can ignore the propagation time of photons between atoms. As $N, d \to \infty$, this assumption is broken. Nevertheless, the critical distance for any large number of atoms will be significantly higher than in 1D.

While numerical calculations confirm the sub-logarithmic scaling of $d_{\text{critical}}$, Fig. 3(a) shows that the critical distance does not increase smoothly. This is due to the geometric resonances discussed above, which produce revivals in $g^{(2)}(0)$ and disconnected regions of superradiance [13]. Atoms with in-plane polarization produce smaller values of $d_{\text{critical}}$ because far-field emission is forbidden in one direction in the plane. This means that the $1/r$ terms are only significant in one direction, diminishing revivals in $g^{(2)}(0)$ and slowing the growth of $d_{\text{critical}}$ with $N$. This is evident in Fig. 3(a), where the discontinuity for the in-plane polarized case is much smaller in size and occurs at much higher $N$ than for the out-of-plane polarized case. As the polarization vector is rotated towards the plane, the revivals in $g^{(2)}(0)$ diminish, until at some point they are not strong enough to produce a superradiant burst, as shown in Fig. 3(b). For small $N$, where the revivals are not relevant in defining $d_{\text{critical}}$, $d_{\text{critical}}$ grows faster with $N$ for out-of-plane polarization because large numbers of subradiant operators persist to large distances in such arrays [10 15].

As shown in Fig. 3(c), the geometry of the lattice has a minor impact on the critical distance. For large $N$, a triangular lattice maximizes $d_{\text{critical}}$, as this geometry minimizes all periodic distances between neighboring atoms. The number of discontinuities in $d_{\text{critical}}$ changes with geometry, as seen in Fig. 3(c). For a square lattice, there are two discontinuities in the region $d \in [0.5\lambda_0, \lambda_0]$, one associated to the nearest neighbor distance, and one for the diagonal displacement across the unit cell. For a rhombic lattice, there are three discontinuities, as the diagonal displacements are different. For a triangular lattice, there is only one, as all distances of the unit cell are the same.
Three-dimensional arrays are intrinsically different from 1D and 2D: one cannot consider the infinite limit as emission into the far-field cannot happen from an infinite 3D system. Therefore, we only study finite 3D arrays in this section. Figure 1 shows that superradiance persists to much larger distances for 3D arrays than 2D arrays. Increasing dimensionality again greatly increases critical distance. As in 2D, the optimal geometry appears to be the one that optimizes packing efficiency and thus minimizes all displacement vectors. Here, this is the tetrahedral lattice, for which $d_{\text{critical}} \approx 2.3 \lambda_0$ for a $N = 50^3$ array. As in 2D, there does not seem to be any saturation of $d_{\text{critical}}$ as $N \to \infty$, indicating a divergent critical distance in 3D.

Finally, we note that our method is limited to identifying the minimal conditions for the presence of a burst, but not the properties of the burst. Information about, for example, the scaling of the peak emission requires a different approach [53–54]. We also consider only the total photon emission (i.e., integrating the radiation over all directions). As we discuss in Ref. [45], a superradiant burst can be observed at distances greater than $d_{\text{critical}}$ if emitted light is measured only in particular directions. Our algebraic technique has been recently adapted for that purpose [55].

In conclusion, we have shown that superradiant bursts can exist well beyond the regime first considered by Dicke. By calculating the maximum interatomic distance at which a superradiant burst occurs, we find that superradiance persists to much larger distances in higher-dimensional arrays, as they have a larger density of dark channels than their low-dimensional counterparts. Current state-of-the-art optical tweezer array and optical lattice experiments already operate well below these bounds [37–38], and superradiance could thus be observed in such systems. Arrays of solid-state emitters hosted in 2D materials [59–60] or in bulk crystals [59–60] can also be employed to explore this physics. Our theoretical methods can be applied to studies of collective emission with atoms with more complex level structure [61–63], and atoms coupled to other reservoirs, such as nanophotonic structures [64–65].
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1. Revivals in \( g^{(2)}(0) \)

As discussed in the main text, while the variance generally decreases with interatomic distance \( d \), there are “revivals” at particular distances. In 1D, these occur at \( d = n\lambda_0/2 \), where \( n \in \mathbb{N} \) and \( \lambda_0 \) is the wavelength of the atomic transition. In 2D and 3D, there are also geometric resonances associated with displacements non-orthogonal to the lattice, and revivals occur more frequently with increasing \( d \). These can be seen in Fig 5, where \( g^{(2)}(0) \) starts to rise with increasing \( d \) at these resonances.

2. Calculating the variance of the decay rates in \( O(N) \) steps

Here we present the algorithm that allows us to find the variance of the decay rates in \( O(N) \) steps, instead of the \( O(N^3) \) scaling that would result from employing common algorithms to find the eigenvalues of an \( N \times N \) matrix [66]. Let \( \mathbf{A} \) be the normalized matrix \( \Gamma/\Gamma_0 \) with components \( A_{ij} \) and eigenvalues \( \{\lambda_i\} \). The matrix \( \mathbf{A} \) inherits symmetry properties from the Green’s tensor. Due to reciprocity, \( G_{\alpha\beta}(\mathbf{r}_i, \mathbf{r}_j, \omega_0) = G_{\beta\alpha}(\mathbf{r}_j, \mathbf{r}_i, \omega_0) \) and since all atoms share a common quantization axis, \( \alpha = \beta \) for all \( i, j \). Therefore, \( \mathbf{A} \) is real and symmetric. The diagonal elements of \( \mathbf{G} \) correspond to the single atom decay rate \( (\Gamma^{ii} = \Gamma_0) \) such that

\[
\text{Tr} \mathbf{A} = \sum_{i=1}^{N} \lambda_i = N. \tag{11}
\]
Let $D$ be the diagonalization of $A$ such that $A = PD_1 P^{-1}$ (the spectral theorem ensures $A$ can be diagonalized as it is real and symmetric), with $D$ being a diagonal matrix with diagonal elements $\lambda_1, \ldots, \lambda_N$. Therefore,

$$D^2 = \begin{pmatrix} \lambda_1^2 & & \\ & \ddots & \\ & & \lambda_N^2 \end{pmatrix},$$

with the trace of $D^2$ being all we need to obtain $g^{(2)}(0)$. Since

$$A^2 = PD_1 P^{-1} = PD^2 P^{-1},$$

we only need to calculate the trace of $A^2$, since $\text{Tr} A^2 = \text{Tr} D^2$. Multiplying matrices is computationally costly, but we can avoid that operation by realizing that

$$\text{Tr} A^2 = \sum_{i=1}^{N} \left( \sum_{j=1}^{N} A_{ij} A_{ji} \right) = \sum_{i,j=1}^{N} A_{ij}^2,$$

as $A$ is real and symmetric. The sum of squared decay rates is then

$$\sum_{\nu=1}^{N} \left( \frac{\Gamma_{\nu}}{\Gamma_0} \right)^2 = \sum_{i,j=1}^{N} \left( \frac{\Gamma_{ij}}{\Gamma_0} \right)^2 = N + 2 \sum_{i=1,j>i}^{N} \left( \frac{\Gamma_{ij}}{\Gamma_0} \right)^2 = N + 2 \sum_{\beta} n_\beta \left( \frac{\Gamma_{\beta}}{\Gamma_0} \right)^2,$$

where we sum over all different displacement vectors $\{s_\beta\}$, $\Gamma_{\beta}$ is the dissipative interaction rate between atoms separated by displacement vector $s_\beta$, and $n_\beta$ is the number of repetitions of $s_\beta$ in the array. For arbitrary geometries (where all vectors are unique), this scales as $O(N^2)$. However, in ordered arrays, the multiplicity of most displacement vectors is larger than one (for example, in a 1D array, $s_2 \equiv r_{1.3} = r_{2.4} = -r_{5.3} = \ldots$). This reduces the complexity of calculating the sum of squared decay rates to the number of different displacement vectors.

In ordered arrays, the sum in $\beta$ has $O(N)$ terms and $g^{(2)}(0)$ is calculated in $O(N)$ steps. The atoms occupy a grid such that all displacement vectors can be expressed as integer numbers of discrete steps in each dimension. To this end, we define a dimensionless vector $d_{\beta} = \{a_{\beta}, b_{\beta}, c_{\beta}\}$ with $a_{\beta}, b_{\beta}, c_{\beta}$ such that $s_{\beta} = a_{\beta} \hat{s}_1 + b_{\beta} \hat{s}_2 + c_{\beta} \hat{s}_3$ with $\hat{s}_{1,2,3}$ the three vectors that describe the unit cell. We define $N_{1\text{D}}$ as the number of atoms along a one-dimensional slice in the array: in 1D, $N_{1\text{D}} = N$ and $b_{\beta} = c_{\beta} = 0$; in 2D, $N_{1\text{D}} = \sqrt{N}$ and $c_{\beta} = 0$; and in 3D, $N_{1\text{D}} = \sqrt[3]{N}$.

**Counting in 1D**– All displacement vectors can be identified by considering one end atom. The shortest displacement vector is that of nearest neighbors: $|d_{\beta}| = 1$. This appears $N - 1$ times, as $r_{1,2} = r_{2,3} = \cdots = r_{N-1,N}$. The largest displacement vector is that between the two end atoms, $|d_{\beta}| = N - 1$, which appears only once. More generally, a displacement vector of $a_{\beta}$ is repeated $n_{\beta} = N_{1\text{D}} - a_{\beta}$ times.

**Counting in 2D**– All displacement vectors can be identified by considering two adjacent corners. The displacement vectors between the first corner and all other atoms provides all displacement vectors of the form $d_{\beta} = \{a_{\beta}, b_{\beta}\}$ with $0 \leq a_{\beta}, b_{\beta} \leq N_{1\text{D}} - 1$ (excluding $\{0,0\}$, which are counted in the factor of $N$ in Eq. (15)). However, this does not include vectors where $a_{\beta}$ (or equivalently $b_{\beta}$) are negative. For example, in Fig. 6, displacements from the bottom left corner yield $d_a$ and $d_c$, but they do not include $d_\xi$. To complete the set of possible displacement vectors we require those given by a second-corner: $d_{\beta} = \{-a_{\beta}, b_{\beta}\}$ (or equivalently $d_{\beta} = \{-a_{\beta}, b_{\beta}\}$, depending on the choice of corner) with $1 \leq a_{\beta}, b_{\beta} \leq N_{1\text{D}} - 1$. Note that here we also include $b_{\beta} = 0$, since those vectors are already included in those defined by the first corner. To count repetitions, we note that, as in 1D, a vector which covers $a_{\beta}$ sites in the first dimension fits $N_{1\text{D}} - a_{\beta}$ times. The same holds for the second dimension so the total repetitions is

$$n_{\beta} = (N_{1\text{D}} - a_{\beta})(N_{1\text{D}} - b_{\beta}).$$

**Counting in 3D**– All displacement vectors can be identified by considering the four corners of one face. As in 2D, the first corner provides all displacement vectors of the form $d_{\beta} = \{a_{\beta}, b_{\beta}, c_{\beta}\}$ with $0 \leq a_{\beta}, b_{\beta}, c_{\beta} \leq N_{1\text{D}} - 1$ (again excluding $\{0,0,0\}$). The other three corners provide the rest of the set, with care being taken to not repeat vectors. The number of repetitions is then

$$n_{\beta} = (N_{1\text{D}} - a_{\beta})(N_{1\text{D}} - b_{\beta})(N_{1\text{D}} - c_{\beta}).$$
3. Calculations for infinite arrays

Building on the expression for the second order correlation function of a finite array,

\[ g^{(2)}(0) = 1 - \frac{2}{N} + \frac{1}{N^2} \sum_{\nu=1}^{N} \left( \frac{\Gamma_{\nu}}{\Gamma_0} \right)^2, \]

and making the prescription

\[ \sum_{\nu=1}^{N} \rightarrow N \left( \frac{d}{2\pi} \right)^n \int dk, \]

where \( n \) is the number of dimensions of the array and the vector \( k \) has \( n \) components, we find the expression for \( g^{(2)}(0) \) of an infinite array (in the limit \( N \rightarrow \infty \)):

\[ g^{(2)}(0) = 1 + \frac{1}{N} \left[ -2 + \left( \frac{d}{2\pi} \right)^n \int dk \frac{\Gamma(k)^2}{\Gamma_0^2} \right]. \]

The condition for a superradiant burst is therefore

\[ \frac{1}{2} \left( \frac{d}{2\pi} \right)^n \int dk \left( \frac{\Gamma(k)}{\Gamma_0} \right)^2 > 1. \]

### 3.1 1D arrays with \( d < 0.5\lambda_0 \)

As written in the main text, the decay rates for an infinite array read

\[ \frac{\Gamma_{1D,\perp}(k_z)}{\Gamma_0} = \frac{3\pi}{4k_0d} \sum_{g_z} \left( 1 + \frac{(k_z + g_z)^2}{k_0^2} \right), \]

\[ \frac{\Gamma_{1D,\parallel}(k_z)}{\Gamma_0} = \frac{3\pi}{2k_0d} \sum_{g_z} \left( 1 - \frac{(k_z + g_z)^2}{k_0^2} \right), \]

where the summations run over reciprocal lattice vectors \( g_z = n2\pi/d \forall n \in \mathbb{Z} \) that satisfy the condition \( |g_z + k_z| \leq k_0 \). Here, we consider \( d/\lambda_0 < 0.5 \), where all non-zero decay rates are contained within the first Brillouin zone and the only non-zero term in the sum is \( g_z = 0 \).
Performing the integrals in k-space for both polarizations, we find
\[
\int_{BZ_1} dk_z \left( \frac{\Gamma_{1D,\perp}(k_z)}{\Gamma_0} \right)^2 = \frac{21}{40k_0} \left( \frac{2\pi}{d} \right)^2, \tag{23a}
\]
\[
\int_{BZ_1} dk_z \left( \frac{\Gamma_{1D,\parallel}(k_z)}{\Gamma_0} \right)^2 = \frac{3}{5k_0} \left( \frac{2\pi}{d} \right)^2. \tag{23b}
\]

The second order correlation function is then
\[
g_{1D,\perp}^{(2)}(0) = 1 + \frac{1}{N} \left( \frac{21\lambda_0}{40d} - 2 \right), \tag{24a}
\]
\[
g_{1D,\parallel}^{(2)}(0) = 1 + \frac{1}{N} \left( \frac{3\lambda_0}{5d} - 2 \right). \tag{24b}
\]

Imposing the condition \(g^{(2)}(0) = 1\) yields the critical distances of Eq. (7) in the main text.

### 3.2 1D arrays with \(d > 0.5\lambda_0\)

Here we demonstrate that the critical distances that we have found in the previous section are the only possible ones. For \(0.5 < d/\lambda_0 < 1\), there are three possible values of \(g_z = \{-2\pi/d, 0, 2\pi/d\}\) that contribute to the decay rates.

The integrals of the square of the decay rates for both polarizations yield
\[
\int_{BZ_1} \left( \frac{\Gamma_{1D,\perp}(k_z)}{\Gamma_0} \right)^2 dk_z = \frac{9\pi^2}{16k_0d^2} \int_{-\pi/d}^{\pi/d} \sum_{g_z} \left( 1 + \frac{(k_z + g_z)^2}{k_0^2} \right)^2 + \sum_{g_z \neq g_z'} \left( 1 + \frac{(k_z + g_z)^2}{k_0^2} \right) \left( 1 + \frac{(k_z + g_z')^2}{k_0^2} \right) dk_z
\]
\[
= \frac{2\pi^2}{k_0d^2} \left( -\frac{3\lambda_0^2}{5d^2} - \frac{3\lambda_0^2}{d^3} + \frac{6\lambda_0^2}{d^2} - \frac{9\lambda_0^2}{2d} + \frac{63}{20} \right). \tag{25a}
\]
\[
\int_{BZ_1} \left( \frac{\Gamma_{1D,\parallel}(k_z)}{\Gamma_0} \right)^2 dk_z = \frac{2\pi^2}{k_0d^2} \left( -\frac{12\lambda_0^2}{5d^5} + \frac{12\lambda_0^2}{d^3} - \frac{12\lambda_0^2}{d^2} - \frac{18}{5} \right). \tag{25b}
\]

These expressions do not satisfy the minimal condition for a superradiant burst [i.e., Eq. (21)] anywhere in the region \(0.5 < d/\lambda_0 < 1\).

For larger interatomic separations, we can upper bound the integral to prove that \(g^{(2)}(0) < 1\) always. For perpendicular polarization we bound the double sum by
\[
\sum_{g_z \neq g_z'} \left( 1 + \frac{(k_z + g_z)^2}{k_0^2} \right) \left( 1 + \frac{(k_z + g_z')^2}{k_0^2} \right) < \sum_{g_z} \left( 1 + \frac{(k_z + g_z)^2}{k_0^2} \right)^2 + 2N_g \left( 1 + \frac{(k_z + g_z)^2}{k_0^2} \right)^2, \tag{26}
\]
where \(N_g\) is a natural number such that \(g_z = \pm N_g \frac{2\pi}{d}\). The inequality is produced by upper bounding each of the products in the sum as the square of whichever term is larger. This allows us to bound the integral as
\[
\int_{BZ_1} \left( \frac{\Gamma_{1D,\perp}(k_z)}{\Gamma_0} \right)^2 dk_z < \frac{21\pi^2}{5k_0d^2} + \frac{63\pi}{48d}, \tag{27}
\]
which satisfies the condition for a superradiant burst for \(d/\lambda_0 < 0.7814\). Since we have already shown that the superradiant burst cannot be exhibited for 1D arrays with \(0.2625 < d/\lambda_0 < 1\), this means that \(d < 0.2625\lambda_0\) is the only region a superradiant burst can be produced.

Similarly, for parallel polarization we bound the integral by
\[
\int_{BZ_1} \left( \frac{\Gamma_{1D,\parallel}(k_z)}{\Gamma_0} \right)^2 dk_z < \frac{24\pi^2}{5k_0d^2} + \frac{3\pi}{4d}, \tag{28}
\]
which satisfies the condition for a superradiant burst if \(d/\lambda_0 < 0.8571\). Again, we have shown previously that a superradiant burst cannot be produced for \(0.3 < d/\lambda_0 < 1\) such that \(d < 0.3\lambda_0\) is the only region a superradiant burst can be produced.
3.3 2D arrays

Recalling from the main text, the decay rates in 2D are given by

\[
\frac{\Gamma_{2D,\perp}(k)}{\Gamma_0} = \frac{3\pi}{k_0^2 d^2} \sum_g \frac{|k + g|^2}{\sqrt{k_0^2 - |k + g|^2}},
\]

\[
\frac{\Gamma_{2D,\parallel}(k)}{\Gamma_0} = \frac{3\pi}{k_0^2 d^2} \sum_g \frac{k_0^2 - |(k + g) \cdot \varphi|^2}{\sqrt{k_0^2 - |k + g|^2}^2},
\]

where the summations run over all reciprocal lattice vectors \( g = \{ n2\pi/d, m2\pi/d \} \forall n, m \in \mathbb{Z} \) that satisfy \(|k + g| \leq k_0\).

The integral is performed over all non-zero decay rates, which form a disc, \( D_{k_0} \), centred on zero with radius \( k_0 \).

We first analyze the situation for \( d < 0.5\lambda_0 \). In this case, these rates entirely lie within the first Brillouin zone and the only possible terms are \( g = \{0,0\} \). Integrating over the square of the decay rates yields

\[
\int_{BZ_1} \left( \frac{\Gamma_{2D,\perp}(k)}{\Gamma_0} \right)^2 \frac{k_0^5}{2\pi d^2} \frac{k_0}{k_0^2 - k^2} dk = \frac{9\pi \lambda_0^2}{2\pi d^2} \int_0^{k_0} \frac{k^5}{k_0^2 - k^2} dk,
\]

\[
\int_{BZ_1} \left( \frac{\Gamma_{2D,\parallel}(k)}{\Gamma_0} \right)^2 \frac{k_0^5}{4d^4} \left(1 + \frac{3}{4} \int_0^{k_0} \frac{k^5}{k_0^2 - k^2} dk\right).
\]

In both cases the integral diverges as \(|k| \to k_0\), breaking the analytical character of the approach. Nevertheless, we can characterize the scaling of the divergence with atom number. The integral scales as

\[
\int_0^{k_0(1-\epsilon)} \frac{k^5}{k_0^2 - k^2} \approx \alpha k_0^4 \log \frac{1}{\epsilon},
\]

where \( \epsilon \) introduces a small deviation from \(|k| = k_0\). A finite array will sample the first Brillouin zone at a rate given by \(1/\sqrt{N}\) so we take \( \epsilon = 1/\sqrt{N} \).

As we approach the infinite limit, the second order correlation function scales with atom number as:

\[
g^{(2)}_{2D,\perp}(0) \approx 1 + \frac{1}{N} \left( \frac{9\lambda_0^2}{8\pi d^2} \alpha \log \sqrt{N} - 2 \right),
\]

\[
g^{(2)}_{2D,\parallel}(0) \approx 1 + \frac{1}{N} \left( \frac{9\lambda_0^2}{16\pi d^2} + \frac{27\lambda_0^2}{64\pi d^2} \alpha \log \sqrt{N} - 2 \right).
\]

Setting \( g^{(2)}(0) = 1 \) yields the critical distance for each polarization (written in the main text).

While our analysis focuses on \( d < 0.5\lambda_0 \), the same type divergence occurs whenever \(|k + g| \to k_0\). Therefore, we expect the scaling of the critical distance with atom number to be sub-logarithmic as well in those cases.