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We use complexity theory to rigorously investigate the difficulty of classically simulating evolution under many-body localized (MBL) Hamiltonians. Using the defining feature that MBL systems have a complete set of quasilocal integrals of motion (LIOMs), we demonstrate a transition in the classical complexity of simulating such systems as a function of evolution time. On one side, we construct a quasipolynomial-time tensor-network-inspired algorithm for strong simulation of 1D MBL systems (i.e., calculating the expectation value of arbitrary products of local observables) evolved for any time polynomial in the system size. On the other side, we prove that even weak simulation, i.e. sampling, becomes formally hard after an exponentially long evolution time, assuming widely believed conjectures in complexity theory. Finally, using the consequences of our classical simulation results, we also show that the quantum circuit complexity for MBL systems is sublinear in evolution time. This result is a counterpart to a recent proof that the complexity of random quantum circuits grows linearly in time.

I. INTRODUCTION

As quantum computers become larger-depth, less error-prone, and eventually fully fault-tolerant, it will become increasingly important to understand which computational problems admit quantum speedups over the best possible classical algorithms. This question broadly falls under the domain of computational complexity theory, which studies how easy or hard it is to solve certain problems under various computational assumptions. More specifically, sampling complexity, the study of how difficult it is to draw samples from classes of probability distributions, is a useful framework for studying the classical hardness of simulating quantum systems, and can help to narrow the parameter space where quantum advantage may be obtained. At their core, many quantum experiments reduce to repeatedly preparing a certain quantum state, measuring it (thus generating a probability distribution of outcomes), and classically post-processing on the measurement results. This high-level viewpoint motivates the systematic study of quantum systems via the lens of sampling complexity. Indeed, the past ten years have seen significant interest in sampling after the proof (up to widely believed mathematical conjectures) that one could obtain a quantum advantage in the famous Boson Sampling problem [1], leading to the recent demonstration of quantum sampling experiments believed to be beyond the accessibility of classical simulations [2–4].

With the same motivation in mind, Ref. [5] considered a system of indistinguishable non-interacting bosons distributed on a lattice and evolved under a local Hamiltonian (also see Refs. [6, 7] for variants of this problem). Intuitively, one expects that classical simulation is initially easy while the particles are separated, but grows more difficult as the system evolves. Reference [5] formalized this idea by showing that sampling remains easy until the particles have evolved for long enough to travel the distance initially separating them, whereafter their fundamental indistinguishability leads to quantum interference that is hard to classically simulate. A key corollary of this result is that classical sampling is easy in single-particle-localized systems, where the particle wavepackets do not spread out [8–11]. Thus, while single-particle localized systems are fascinating from a condensed matter perspective, we do not necessarily expect them to encode hard computational problems, and we will likely have to look to other types of systems to find useful quantum speedups.

The present work is concerned with the more subtle situation of many-body localization (MBL) [12–14] in spin systems, which we take to mean any spin Hamiltonian having a complete set of local integrals of motion (precisely defined below) [15–19]. These systems differ from the single-particle-localized situation described above in a crucial way: the quasilocal commuting operators that fully describe the dynamics of these systems interact with one another through nontrivial exponentially decaying interactions. These interactions can spread entanglement through the system and destroy separability of an initial state over exponentially long timescales.

Suppose we time-evolve an initial product state under an MBL Hamiltonian acting on \(N\) spins and then measure the result in a product basis, generating a probability distribution. We will explore the algorithmic time complexity of both strong simulation and weak simulation of this physical system. Weak simulation is the ability to sample from the distribution of outcomes, whereas strong simulation is the ability to calculate all marginal and conditional probabilities of the outcomes. The ability to strongly simulate a system implies the ability to sample from it [20], but not vice versa—one can, in principle, sample from a distribution without ever knowing the values of the probabilities.

Observe that in describing the problem of interest, we have
introduced two types of time: evolution and computational. For clarity in the remainder of this work, we will use a lowercase $t$ to refer to the physical evolution time, or the time for which the MBL Hamiltonian acts on the initial state. We denote the time complexity of a classical algorithm for a given simulation task with an upper-case $T$.

We now present our main results. Using techniques inspired by tensor networks, we present an algorithm that can strongly simulate (and thus sample from) any one-dimensional MBL system in quasipolynomial computer time (i.e., times of the form $\mathcal{O}(\log^c N)$) for some $c > 1$, for any evolution time $t$ polynomial in the system size $N$. It is interesting that even this algorithm does not run in strictly polynomial time, and we are not aware of any algorithm which (probably) can. Conversely, by using ideas inspired by the hardness of the Instantaneous Quantum Polynomial (IQP) sampling problem in Ref. [22], we also show that the MBL sampling problem becomes hard in the worst case after evolution time $t = \Omega(\exp(\mathcal{O}(N^c)))$ for arbitrarily small $\delta > 0$ (by “worst case,” we mean that we demonstrate that a specific family of MBL Hamiltonians becomes hard to simulate, but this family does not contain all possible MBL Hamiltonians). These results are summarized in Table I.

Interestingly, as a consequence of our proof techniques, we can also derive results on the quantum circuit complexity of implementing time evolution due to an MBL Hamiltonian. The quantum circuit complexity of a unitary $U$ is the minimum number of gates (from a predefined universal gate set) required to approximate $U$. In many-body physics, it is of great significance to understand how the quantum circuit complexity of a time-evolution operator $e^{-it\hat{H}}$ grows with respect to the time $t$ for various Hamiltonians $H$. In the context of high-energy physics, gravitational physics, and the AdS/CFT correspondence, it was conjectured [24, 25] that the circuit complexity of a conformal field theory is dual to the action of a gravitational theory describing the bulk. More specifically, it has been conjectured that the circuit complexity of fast scramblers grows linearly in time until a timescale exponential in system size. This conjecture has gathered support due to recent work [26, 27]. In stark contrast with these fast scramblers, we show in this work that the circuit complexity for sufficiently localized MBL Hamiltonians grows only sublinearly with evolution time. Therefore, our work suggests that, in addition to classical complexity, studying the quantum complexity of simulating time evolution can also serve as a basis for classifying the ergodicity of quantum dynamics.

Others have investigated the simulation of MBL systems. For a few examples, see Refs. [28–32], which introduce efficient methods for classically simulating both spin and weakly-interacting fermionic MBL systems. However, while these works demonstrate empirically good numerical alternatives to computationally demanding exact diagonalization schemes, they stop short of formal proofs that these algorithms can maintain accuracy for all MBL systems as the system size grows (though Ref. [30] does contain some formal proofs in the case of exactly local integrals of motion, as opposed to the more general quasilocal integrals of motion we consider here). Overall, our work is the first to systematically investigate the simulation of generic MBL systems from a rigorous complexity-theoretic perspective.

The rest of the paper is organized as follows. In Section II, we formally define the simulation problem. We then prove in Section III crucial mathematical results that we use in Section IV to demonstrate the quasipolynomial runtime of our tensor-network algorithm for strong simulation. Correspondingly, in Section V we demonstrate that generic MBL Hamiltonians are hard to sample from after exponentially long evolution time $t$. In Section VI we also show that the quantum circuit complexity of the time-evolution operator of a sufficiently localized MBL Hamiltonians is sublinear in time. Finally, in Section VII we synthesize these results and consider directions for future work.

### II. SETUP

Consider a 1D lattice of $N$ spin-$1/2$ particles (with spin operators $\sigma^\alpha_i$, $\alpha = x, y, z$) that evolve under some Hamiltonian $H$. We say that $H$ is MBL if there exists a quasilocal unitary $U$ (defined below) that brings $H$ to the form

$$H = \sum_i J_i \tau_i^z + \sum_{i<j} J_{ij} \tau_i^z \tau_j^z + \sum_{i<j<k} J_{ijk} \tau_i^z \tau_j^z \tau_k^z + \ldots,$$

where $[\tau_i^z, \tau_j^z] = 0$ and $|J_{i_1,\ldots,i_n}| \leq \exp(-(i_p - i_1)/\xi)$. We call the $\tau_i^z$ the physical bits (p-bits) because they represent the experimentally accessible basis of observables, and we call the $\tau_i^\alpha$ the local integrals of motion (LIOMs) or localized bits (l-bits) because they commute with the Hamiltonian and thus represent a set of $N$ conserved quantities that constrain the dynamics.

We define a quasilocal unitary, which we schematically depict in Fig. 1, as follows:

**Definition 1 (Quasilocal unitary [14]).** A unitary $U$ is quasilocal if it can be decomposed on a finite 1D lattice with $N$ sites as

$$U = \prod_{n=1}^N \prod_{j=1}^n \prod_{i=0}^{(N-n)/n} U_{i+n+j}^{(n)},$$

where $U_{i+k}^{(n)}$ acts on sites $k, k+1, \ldots, k+n-1$ such that

$$\|1 - U_{i+k}^{(n)}\|^2 < q e^{-n/(\xi)},$$

where $\|\cdot\|$ is the operator norm (i.e., the largest singular value of the operand) and $q$ is some $\mathcal{O}(1)$ constant [33]. When
k+n−1>N, U( n) k should be interpreted as a tensor product of two unitaries, one acting on sites k through N, and the other on 1 to k+n−1−N.

This means that we can decompose U into a sequence of n layers of n-site unitaries, where the more sites a constituent unitary acts on, the closer it is to the identity. We call U “quasilocal” because, though any two sites may be entangled, the amount of entanglement generated decays rapidly with distance.

Having defined the properties of our Hamiltonian H, consider now an experiment whereby the system is initially prepared in the physical state \(|\sigma\rangle\), then time-evolved into \(|e^{-iHt}|0...0\rangle\), and finally measured in the physical basis. The probability of observing an outcome \(|\sigma\rangle\) after a time \(t\) is \(D(\sigma) \equiv |\langle \sigma |e^{-iHt}|0...0\rangle|^2\).

As previously discussed, we want to assess the difficulty of both drawing a sample from (weak simulation) and calculating marginals of (strong simulation) the distribution \(D \equiv \{D(\sigma)\}_\sigma\). However, even a quantum computer directly performing such an experiment will be subject to at least small errors, and will thus be unable to draw a sample from this distribution perfectly. Therefore, we will only assess the difficulty of approximate sampling from a distribution \(D_\varepsilon\) that is \(\varepsilon\)-close to \(D\) in total variation distance (TVD):

\[
\|D_\varepsilon - D\|_{\text{TVD}} = \frac{1}{2} \sum_\sigma |D_\varepsilon(\sigma) - D(\sigma)| < \varepsilon. \tag{4}
\]

We state our sampling problem formally.

**Problem 1.** Let \(H\) be an MBL Hamiltonian (according to the above definition) on an \(N\)-site chain and \(U\) its corresponding quasilocal unitary. Consider the distribution \(D = \{\langle \sigma |e^{-iHt}|0...0\rangle|^2\}_\sigma\). Given a description of \(H\) in terms of physical operators, an efficient algorithm to compute any element of any constituent \(U(n)^{( n)}_k\) of \(U\), and an efficient algorithm to compute any coupling \(J_{i_1,...i_p}\), output a sample from a distribution \(D_\varepsilon\) that is \(\varepsilon\)-close to \(D\) in total variation distance for any \(\varepsilon > 0\).

A few comments on Problem 1 are worthwhile. We need these efficient algorithms to calculate any desired constituent \(U^{( n)}(n)\) and any desired coupling \(J_{i_1,...i_p}\), because knowledge of these quantities will be crucial for our algorithm, and it is too computationally expensive to calculate and naively list out all exponentially many of them. Formally, we assume that we have an oracle for these properties of the system.

Ideally we would be able to extract \(J_{i_1,...i_p}\) and \(U\) efficiently from the description of \(H\) in the physical basis. However, MBL is typically considered in the context of disordered spin chains where it may not always be possible to efficiently compute these quantities (though there is some evidence that this may be possible – see Refs. [30–32, 34, 35]). Therefore, we do not restrict ourselves to this particular mechanism for producing LIOMs, and our results will apply to any Hamiltonian that can be diagonalized by quasilocal unitary \(U\) into the form Eq. (1). Finally, neither the specific initial state nor the measurement basis are critical to our formulation of Problem 1 as long as they are a product state and a product basis. This is because we allow \(U\) to contain a layer of \(O(1)\) 1-site terms so that we do not pick out any particular basis as special. Our main results concern the classical time complexity \(T\) of solving Problem 1 as a function of evolution time \(t\) and system size \(N\).

### III. TRUNCATING THE CANONICAL HAMILTONIAN

We proceed to characterize the classical complexity of solving Problem 1 in two ways depending on the evolution time \(t\). If \(t = O(\log N)\) and \(H\) is finite-range in the physical basis, Ref. [23] proves there exists an efficient matrix-product operator representation of the propagator \(e^{-iHt}\). This representation may be used to approximately sample from the outcome distribution of evolution under \(H\). See the Supplemental Material [36] for more details.

For longer times \(t = \omega(\log N)\), we construct a Hamiltonian \(\tilde{H}\) for which the time-evolved probability distribution is \(\tilde{D} = \{(\langle \sigma |e^{-i\tilde{H}t}|0...0\rangle|^2\}\), such that (a) \(\|D - \tilde{D}\|_{\text{TVD}} \leq \varepsilon\) and (b) the distribution associated with evolution under \(\tilde{H}\) can be sampled from in computer time scaling quasipolynomially with the number of spins \(N\). The total variation distance between the probability distributions associated with two pure states \(|\psi\rangle\) and \(|\phi\rangle\) can be upper bounded by the 2-norm distance [37], which in turn can be bounded [7] as \(\|\langle \phi(t)\rangle - |\phi(t)\rangle\|_2 \leq \|H - \tilde{H}\|_2 \equiv \|\Delta H\|\), where \(\|\cdot\|_2\) is the standard operator norm. Therefore, if we want the two distributions to be \(\varepsilon\)-close in total variation distance up to a time \(t\), it is sufficient to ensure \(\|\Delta H\| \leq \varepsilon/t\).

We construct this approximate Hamiltonian \(\tilde{H}\) by truncating the exact Hamiltonian in two ways: via the coupling constants and the LIOMs. In particular, we set the coupling constants equal to zero if they connect sites beyond a certain radius \(r_J\), and we set equal to the identity those constituents of \(U\) supported on more than \(r_U\) sites. Mathematically:

\[
\tilde{J}_{i_1,...i_p} = \begin{cases} J_{i_1,...i_p} & \text{if } i_p - i_1 < r_J \\ 0 & \text{if } i_p - i_1 \geq r_J \end{cases}
\tag{5}
\]
\[ \tilde{U} = \prod_{n=1}^{\nu} \prod_{j=1}^{n} \prod_{i=0}^{(N-n)/n} U_{n+j}^{(n)} , \]  
(6)
\[ \tilde{\tau}_z = \tilde{U} \sigma_z \tilde{U}^\dagger . \]  
(7)

We can now bound the norm of
\[ \Delta H \equiv H - \tilde{H} = \sum_I J_I \tilde{\tau}_j - \tilde{\tau}_j \tilde{\tau}_j \]  
(8)
by applying the triangle inequality:
\[ \|\Delta H\| \leq \sum_I \left( |J_I - \tilde{J}_I| + |\tilde{J}_I| \|\tilde{\tau}_I^2 - \tilde{\tau}_I^2\| \right) , \]  
(9)
where we have introduced \( I \) as a general multi-index for brevity. Before continuing, it is useful to define \( S_{p,n_0} \equiv \sum_{n=n_0}^{\infty} \binom{n}{p} e^{-\frac{\xi}{p}} \). Intuitively, this sum appears because we will often be interested in summing over couplings of a range exceeding some \( n_0 \), and each coupling comes with an associated exponential decay. Assuming that the localization length \( \xi < 1/\log 2 \), we have:
\[ S_{p,n_0} \leq C \begin{cases} e^{-\frac{\xi}{p}} & p = 0 \\ pe^{-\frac{a}{p}} n_0 < n_0, p > 0 , \\ n_0^\frac{n+1}{p} e^{-\frac{a}{p}} n_0 \geq n_0, p > 0 \end{cases} \]  
(10)
where \( a \equiv \log(e^{1/\xi - 1}) \), \( n_0 \equiv p(1-e^{-1/\xi})^{-1} \), and \( C \) is some \( \mathcal{O}(1) \) constant. See Lemma S.2 in the Supplemental Material [36] for a detailed proof.

We now separately bound the two contributions to Eq. (9). The details, which are in the Supplemental Material [36], make heavy use of Eq. (10), and the result is
\[ \|\Delta H\| \leq C_J N r_J e^{-k r_J} + C_U N^2 e^{-\frac{r_U}{2}}, \]  
(11)
where \( C_U, C_J, k \) and \( k \) are constants independent of \( N \). Intuitively, the factors of \( N \) come from summing over sites, and the exponential decay factors come from the decay properties of \( H \) and \( U \). To ensure that \( \|\Delta H\| \leq \varepsilon/4t \) for some polynomially long time \( t = \mathcal{O}(N)^{b+1} \), it suffices to choose
\[ r_U = \Omega(\xi b \log N) , r_J = \Omega(b k^{-1} \log N) . \]  
(12)

Therefore, truncating the coupling coefficients and the diagonalizing quasi-local unitary to a scale logarithmic in the system size is sufficient to produce a distribution that is close in total variation distance to the true distribution.

**IV. QUASIPOLYNOMIAL-TIME SAMPLING**

Having defined an appropriate approximation \( \tilde{H} \) we now describe how to sample from the distribution generated by \( \tilde{H} \). More precisely, we provide an algorithm for strong simulation, meaning it can calculate all probabilities and marginal probabilities of the distribution generated by measuring the simulated system in any local basis. Equivalently, it can estimate the expectation value of arbitrary products of local observables. Strong simulation implies the ability to solve the easier problem of weak simulation, i.e., sampling, which itself implies the ability to calculate the expectation values of local observables [20]. Specifically, our algorithm will calculate
\[ \langle \tilde{O} \rangle_t = \langle \psi(0)| e^{i \tilde{H}_t} O e^{-i \tilde{H}_t} |\psi(0)\rangle , \]  
(13)
where \( O \) is a product of single-site observables in the p-bit basis of the form \( O = \sigma_z^j \prod_{j<i} P_j \), with \( P_j \) a projector of qubit \( j \) onto the 0 or 1 outcome when measuring in the appropriate local basis, and the tilde indicates that we evolve with the approximate Hamiltonian \( \tilde{H} \). Intuitively, \( O \) is selected such that Eq. (13) calculates the conditional probability \( P(z_1|z_{1,2} \ldots z_1) \), and drawing a sample given these conditional probabilities is equivalent to flipping \( N \) biased coins, where the bias of each coin is conditioned on the previous outcomes. For \( t = \mathcal{O}(\log N) \), we use the algorithm implied by results in Ref. [23] and elucidated in the Supplemental Material [36]. In short, when \( H \) is short-range in the p-bit basis, the propagator for the true Hamiltonian \( e^{-iHt} \) can be efficiently approximated by a matrix product operator \( M \). Because a product of local observables also admits a matrix product operator form, \( \langle \psi(0)|M^i O M^j |\psi(0)\rangle \) may be calculated in computational time \( T = \mathcal{O}(poly N) \).

For the more complicated problem of \( t = \omega(\log N) \), we provide a different algorithm where each unitary in the circuit is interpreted as a tensor, making the quantum circuit for time evolution a tensor network. Specifically, we now insert copies of the identity to rewrite Eq. (13) as
\[ \langle \tilde{O} \rangle_t = \langle \psi(0)| \tilde{U}^\dagger e^{i \tilde{H}_t} \tilde{U} e^{i \tilde{H}_t} \tilde{U} |\psi(0)\rangle , \]  
(14)
where \( \tilde{H}_t \equiv \tilde{U} \tilde{H} \tilde{U}^\dagger \) (in words, \( \tilde{H}_t \) takes the form of Eq. (1) but with \( \sigma_j \) in place of \( \tilde{\tau}_j \) and \( \tilde{J}_I \) in place of \( J_I \)). We calculate these expectation values using a quantum circuit of the form in Fig. 2. We order the qubits going from bottom to top and evolution time from left to right. Following the structure of Eq. (14), the first section of the circuit applies \( \tilde{U} \) to convert to the truncated LIOM basis. The second section evolves under the truncated Hamiltonian. After converting back to the original basis by using \( \tilde{U}^\dagger \), the operator \( O \) is applied. Then the previous steps are repeated in reverse. Because the terms of \( H_t \) pairwise commute, we are allowed to choose the order in which each term appears. Our choice is the following. Place all evolution under terms supported on site 1 first, refer to these terms as \( \tilde{H}_1 \), and define \( \tilde{V}_1 \equiv e^{-i \tilde{H}_1 t} \). Then, place all evolution under terms supported on site 2, but not site 1, and refer to this as \( \tilde{H}_2 \). Similarly, define \( \tilde{V}_2 \equiv e^{-i \tilde{H}_2 t} \). Continue in this way until all Hamiltonian evolution is accounted for. See Fig. 2 for a depiction of the circuit for \( O = \sigma_z^1 P_3 P_2 P_1 \) and \( N = 8 \). Note that generating \( \tilde{V}_i \) is an efficient process; there are at most \( \binom{N}{r_i} \) \( k \)-site terms that involve site \( i \) (but no site before \( i \) ) and have physical range at most \( r_J \). Thus, there are at most \( 2^s \sim poly N \) Hamiltonian evolution unitaries that must be multiplied together to generate each of the \( N \) unitaries \( \tilde{V}_i \). We treat each unitary in the evolution as a tensor, and we contract these tensors “qubit-wise” as opposed to “time-wise.” That is, instead of contracting tensors in the order that they appear in Eq. (14), we first contract together every tensor that intersects qubit 1. We then contract this much larger
tensor with every other tensor that intersects qubit 2, and so forth. Contracting the tensors “time-wise” would quickly lead us to an extensively sized tensor spanning some $\Theta(N)$ portion of the system, and evaluating a contraction involving this extensive tensor would take an exponentially long amount of time; contracting the tensors “qubit-wise” avoids this issue. Ensuring that our algorithm only ever produces tensors with $O(\log N)$ legs would be sufficient to demonstrate a polynomial time algorithm. This is because $\hat{U}$ and $U^\dagger$ each contain $O(N \log N)$ constituents, $e^{-iHt}$ contains only $O(N)$ terms (as we have decomposed it into $\{\hat{V}_i\}$), and there are at most $N$ tensors coming from $O$. Thus, the total number of tensors, and, correspondingly, the total number of legs that could be contracted, is only $O(\text{poly}N)$ (where the tilde indicates that we are ignoring logarithmic factors of $N$). Therefore, the maximum amount of time this algorithm could take would be $O(\text{poly}N) \cdot 2^{O(\log N)} \approx O(\text{poly}N)$.

Unfortunately we can only guarantee that our algorithm produces tensors with $O(\text{polylog}N)$-many legs. Intuitively, we cannot guarantee against an adversarial placement of constituents in $\hat{U}$, $U^\dagger$ whereby there is a jagged “skyline” of constituents leading to polylog$N$ leftover legs after a qubit is contracted. Repeating the above analysis means the algorithm can take as long as $O(\text{poly}N) \cdot 2^{O(\text{polylog}N)}$. This is not a polynomial-time algorithm; it is quasipolynomial, which means it is faster than any exponential-time algorithm, but slower than any polynomial-time algorithm. Lemma 1 formalizes this rough argument.

**Lemma 1.** Given the truncation of an MBL Hamiltonian and the quasilocal unitary that diagonalizes it, as in Eqs. (5) and (6), following the qubit-wise contraction scheme never creates a tensor with more than $O\left(\log N^3\right)$ leftover legs.

**Proof.** We will crudely upper-bound the total number of legs at any stage of the algorithm. It is simple to see that the largest possible tensor occurs at the end of contracting all tensors intersecting a qubit $k$. At this point consider a bound on the worst-case scenario where each of the $n$-site constituents in $\hat{U}$ extends $n-1$ sites above qubit $k$, and $\hat{V}_k$ extends $r_J - 1$ sites above qubit $k$. By naively ignoring that the internal legs should be contracted, it is straightforward to verify that this tensor possesses fewer than $4[2(2-1)+3(3-1)+\cdots + r_U(r_U-1)]+2(r_J-1)+2 = O(\lceil \log N \rceil^3)$ legs. Because this is the worst-case scenario, the bound is thus proven.

Lemma 1 bounds the size of any one tensor contracted in the algorithm, thus placing a quasipolynomial-time bound on any individual contraction. The total number of contraction operations is itself bounded by a polynomial in $N$. Finally, we proved earlier that the distributions generated by $H$ and $\hat{H}$ are $\varepsilon$-close for polynomial evolution time. Thus, the following theorem holds:

**Theorem 1.** For evolution time $t = O(\text{poly}N)$, the contraction algorithm takes time quasipolynomial in $N$, which means Problem 1 can be solved in quasipolynomial time.

Additionally, observe that Theorem 1 can be extended to quasipolynomial evolution time with little effort. Tracking the rest of the proof, we see that truncating the quasilocal unitary and the MBL couplings to length scales polylogarithmic in $N$ will make $\|\Delta H\|$ small enough to counteract the larger evolution time $t$. A polylogarithmic truncation distance, however, does not change the quasipolynomial conclusion of Lemma 1. Finally, we note Theorem 1 holds in the worst case, meaning for any possible choice of coupling strengths and quasilocal unitary that obey our definition of MBL.

**V. HARDNESS AFTER EXPONENTIAL TIME**

In contrast to the quasi-easiness result for strong simulation in Section IV, it is also possible to show, via a comparison to Instantaneous Quantum Polynomial (IQP) circuits [38], that weak simulation of, or sampling from, MBL systems becomes formally hard on a classical computer after a time exponential in the system size.
Theorem 2. Problem 1 is classically hard when the evolution time \( t \geq \Omega(e^{N^2/\xi}) \) for any \( \delta > 0 \).

Proof. For simplicity, we start with \( \delta = 1/2 \) and give a family of hard instances of the problem, described by the couplings \( J_{i_1\ldots i_p} \) in the \( \tau \) basis and the quasi-local unitaries \( U \) that satisfy our definition of MBL. We rely on the hardness construction of Ref. [22], which shows that evolution under a nearest-neighbor, commuting 2D Hamiltonian for constant time can be hard to classically simulate. We implement the nearest-neighbor 2D dynamics using selective long-range interactions in 1D to generate an effective square grid of size \( \sqrt{N} \times \sqrt{N} \), as depicted in Fig. 3. The 1D Hamiltonian \( H_1 \) is an MBL Hamiltonian of the form in Eq. (1) with coupling coefficients given by

\[
J_{i_1} = h_{i_1} = O(1),
\]

\[
J_{i_1 i_2} = \begin{cases} -e^{-\frac{\pi}{N}} & i_2 - i_1 = 1, \ i_1 \neq 0 \mod \sqrt{N} \\ -e^{-\frac{\pi}{N}} & i_2 - i_1 = \sqrt{N} \end{cases} \tag{15}
\]

\[
J_{i_1\ldots i_p} = 0 \quad \text{if} \quad p \geq 3, \tag{17}
\]

(16)

(17)

(18)

(19)

The Hamiltonian \( H_1 \) clearly satisfies our definition of a canonical MBL Hamiltonian; the coupling coefficients decay sufficiently quickly, and it is easy to verify that the Hadamard gate \( U_{i_1}^{(1)} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \) is unitary, satisfies Eq. (3) with \( q = 4 \), and effects Eqs. (18) and (19). It can be seen that (up to a local basis change \( \sigma_i^x \leftrightarrow \sigma_i^z \)) time-evolving \( |0\rangle^N \) under \( H_1 \) for time \( t = \pi e^{-\frac{\pi}{N}}/4 \) is equivalent to time-evolving \( |+\rangle^N \) (with \(|+\rangle \) the +1 eigenstate of \( \sigma^x \)) under the 2D Hamiltonian \( H = -\sum (i,j) \frac{\pi}{N} \sigma_i^x \sigma_j^x + \sum_i \frac{\pi}{2} e^{-\frac{\pi}{N}} h_i \sigma_i^z \) for time 1, where \((i,j)\) denotes neighboring sites. If the local fields \( h_i \) are chosen randomly such that \( e^{-\frac{\pi}{N}} h_i \in \{1, 3/2\} \) mod 4 [39] with equal probability, evolution under \( H_1 \) on the initial state \( |0\rangle^N \) implements Architecture I of Ref. [22]. This Architecture is a Measurement-Based Quantum Computing (MBQC) scheme that is based on the hardness of IQP sampling. Essentially, a disordered product state is prepared on a 2D grid after which controlled \( \sigma^z \) gates are applied across each edge and a measurement in the \( \sigma^x \) is performed. Sampling from the output distribution of this scheme is hard assuming two plausible complexity-theoretic conjectures (namely: the Polynomial Hierarchy is infinite and approximating partition functions of Ising models is average-case hard — the original paper contained a third conjecture related to anticoncentration of certain classes of random circuits, but this conjecture was proven in a later work [40]). Therefore, for times \( t = \Omega(e^{\sqrt{N}/\xi}) \), Problem 1 is hard, assuming certain plausible conjectures in computational complexity [1, 22, 41, 42].

Recent work in Ref. [7] allows us to extend \( \delta = 1/2 \) to any \( 0 < \delta < 1 \). Because Architecture I of Ref. [22] may be implemented on any rectangular grid with non-constant dimensions, we may sculpt an effective 2D grid of size \( N^\delta \times N^{1-\delta} \), where the long-range coefficients in Eq. (15) now couple sites at a distance of only \( N^\delta \). The rest of our arguments go forward unchanged, except the time it takes to implement the architecture is now exponential in \( N^{\delta}/\xi \).

Theorem 2 thus proves that there is a family of MBL Hamiltonians that are hard to classically simulate after an exponentially long evolution time. Note that while it is hard to simulate this particular family of Hamiltonians in the average case, per the results in Ref. [22], we observe that this family of Hamiltonians is itself somewhat fine-tuned. We therefore say that classically simulating MBL Hamiltonians for exponentially long evolution time is hard in the worst case. However, Theorem 1 provided a quasipolynomial time algorithm to simulate MBL Hamiltonians for polynomially long evolution time, even in the worst case (as the results were independent of the couplings and quasilocal unitary defining the Hamiltonian). Together, Theorems 1 and 2 point toward a possible transition in the classical worst-case hardness of Problem 1 between polynomial and exponential evolution times (and prove such a transition between logarithmic and exponential times for Hamiltonians that are short-range in the p-bit basis). Furthermore, Theorem 2 stands in stark contrast to the easiness result from Ref. [5] that single-particle localized systems of bosons admit an efficient sampling algorithm for all evolution times. However, it matches the intuition behind the hardness result in Ref. [5], where sampling free boson systems becomes difficult when the system is no longer approximately separable. Similarly, Problem 1 becomes provably hard when the system has evolved sufficiently for entanglement to spread across a distance scaling polynomially with \( N \), where this long-range entanglement means the state of the system is no longer approximately separable [43].
VI. QUANTUM COMPLEXITY OF SIMULATING MBL SYSTEMS

In this section, we focus on the quantum circuit complexity of approximately implementing the time-evolution operation $e^{-iHt}$ for an MBL Hamiltonian $H$.

Definition 2 (Approximate circuit complexity). The $\varepsilon$-approximate circuit complexity $C_\varepsilon$ of a unitary $U$ is the minimum circuit size $k$ of a circuit $G = G_k \ldots G_2 G_1$ composed of the standard gate set containing CNOT, Hadamard, and $\pi/8$-phase gates ($\{\text{CNOT, } H, T\}$) that approximates $U$ up to error $\varepsilon$. More formally, let

$$S_\varepsilon(U) = \{G = G_k \ldots G_2 G_1 \text{ such that } ||G - U|| \leq \varepsilon \text{ and } G_i \in \{\text{CNOT, } H, T\}\},$$

be the set of all gate decompositions of $U$ over the standard gate set achieving error $\leq \varepsilon$. For a gate decomposition $G$, let $|G| \equiv k$ denote its size. Then

$$C_\varepsilon(U) = \min_{G \in S_\varepsilon(U)} |G|.$$

We show that for evolution under MBL Hamiltonians, the complexity growth with respect to evolution time is slower than linear, which we denote through the symbol $o(t)$ [21] in the theorem below (while the gate complexity ultimately depends on the chosen gateset, the Solovay-Kitaev theorem ensures that this dependence is weak enough to not change this sublinear scaling).

Theorem 3 (Sublinear growth of MBL circuit complexity). For a Hamiltonian $H$ satisfying the criterion of MBL as defined in Eq. (1) and Definition 1 with $\xi < 1/(4 \log 2)$, the approximate circuit complexity $C_\varepsilon$ for constant $\varepsilon$ obeys the bound

$$C_\varepsilon(e^{-iHt}) \leq \text{poly}(N) \text{polylog}(N^2 t) \times o(t).$$

Proof. We leverage results from Section III. Our strategy to approximate the time-evolution unitary $e^{-iHt}$ is to apply instead the truncated evolution $e^{-i\hat{H}t}$. We have already argued that $||e^{-iHt} - e^{-i\hat{H}t}|| \leq ||\Delta H|| t$, so, therefore, it suffices to choose $\hat{H}$ so that $||\Delta H|| \leq \varepsilon/t$. In order to ensure that the unitary $e^{-i\hat{H}t}$ can be applied with small circuit complexity, we make use of the fact that the (truncated) quasilocal unitary (approximately) diagonalizes the Hamiltonian:

$$e^{-i\hat{H}t} = \tilde{U}^\dagger e^{-i\hat{H}_s t} \tilde{U}.$$  (23)

The cost of implementing the evolution under the MBL Hamiltonian comes from two parts: the first part stems from the cost of diagonalizing the Hamiltonian by implementing the quasilocal unitary $\tilde{U}$, and the second part comes from the complexity of applying time evolution under the truncated Hamiltonian in the physical basis, namely implementing $e^{-i\hat{H}_s t}$. This is the cost of implementing the last three sections (after the column of single-site observables) of the circuit depicted in Fig. 2.

The cost of applying $\tilde{U}$ can be upper bounded from the fact that it consists of gates that act on no more than $r_U = \Theta(\xi^6 \log N)$ many qubits at a time. In the decomposition of $\tilde{U}$ as a quasilocal unitary, there are $N$ single-qubit unitaries, $2[N/2] = O(N)$ two-qubit unitaries, and so on up until the last layer of $O(N)$ unitaries acting on $r_U$ qubits at a time. Every unitary acting on $k$ qubits can be decomposed exactly into an $O(k^2 2^{k \xi})$-long sequence of single-qubit and CNOT unitaries [44]. Using approximate synthesis algorithms over the Clifford+T gate set [45], each of the single-qubit unitaries can be further decomposed into single-qubit gates from the standard gate set at only polylogarithmic overhead in the achieved error. More precisely, the circuit complexity is upper bounded by

$$N \log(\delta^{-1}) + 4N \log(\delta^{-1}) \cdot 2^2 + 9N \log(\delta^{-1}) \cdot 2^3 + \ldots + Nr_U^2 \log(\delta^{-1}) \cdot 2^r_U,$$

where $\delta$ is the error made in approximating each local unitary. The terms in Eq. (24) correspond sequentially to the complexity of simulating the single-site, two-site, ..., $r_U$-site terms. The first term does not contain the factor $2^{2k}$ because it corresponds to single-qubit unitaries. The total error made in approximating $\tilde{U}$ then sums to

$$\delta \times (N + 4N \cdot 2^2 + 9N \cdot 2^3 + \ldots + r_U^2 N \cdot 2^{r_U})$$

$$\leq \delta N \times (1^2 \cdot 4^1 + 2^2 \cdot 4^2 + 3^2 \cdot 4^3 + \ldots + r_U^2 \cdot 4^{r_U})$$

$$= N \delta \times 4 \cdot 27^r_U ((9r_U^2 - 6r_U + 5)4^{r_U} - 5)$$

$$\leq 2N \delta r_U^2 4^{r_U},$$

(28)

which we set to be $\varepsilon/6$ by choosing $\delta = \varepsilon/(12N r_U^2 4^{r_U})$. Hence

$$C_{\varepsilon/6}(\tilde{U}) \leq N \log(\delta^{-1}) \times (4 + 4 \cdot 2^2 + 9 \cdot 2^3 \ldots + r_U^2 \cdot 4^{r_U})$$

$$= O(N \log(\delta^{-1})r_U^2 4^{r_U})$$

$$= O\left(N 4^{r_U}r_U^2 \left(r_U \log(4) + \log \frac{12N r_U^2}{\varepsilon}\right)\right).$$

The cost of implementing $e^{-i\hat{H}_s t}$ can also similarly be upper bounded. Here, for simplicity, we use the decomposition of $e^{-i\hat{H}_s t}$ from Section IV, where we combined unitaries acting on site $i$ (but not before $i$) into $\hat{V}_i$. This decomposition has $N$ unitaries of size at most $r_J$, meaning the gate complexity for $e^{-i\hat{H}_s t}$ is upper bounded by $O(N \log(\delta^{-1})r_J^2 4^{r_J})$, and the total error made in approximating these gates is thus $O(N \delta r_J^2 4^{r_J})$. We again set this error equal to $\varepsilon/6$ with a choice now of $\delta = \varepsilon/(12N r_J^2 4^{r_J})$, similarly yielding a gate complexity of

$$C_{\varepsilon/6}(e^{-i\hat{H}_s t}) = O\left(N 4^{r_J}r_J^2 \left(r_J \log(4) + \log \frac{12N r_J^2}{\varepsilon}\right)\right).$$

(32)
Combining everything, the total error for implementing the decomposition in Eq. (23) is $\varepsilon/6 \times 3 = \varepsilon/2$. The total error in implementing $e^{-iHt}$ is thus upper bounded by the sum of the error in approximating $e^{-iHt}$ by $e^{-iHt}^\delta$ plus the error in decomposing $e^{-iHt}$ into a sequence of single and two-qubit gates:

$$
\varepsilon/2 + \|\Delta H\| t \leq \varepsilon/2 + tC_J N r_J e^{-k r_J t} + tC_U N^2 e^{-\frac{\varepsilon}{2kr}},
$$

(33)

where we used Eq. (11) to bound the second term. We make the choices $r_J = (1.01) \log(Nt)/k$ and $r_U = 2.02 \xi \log(N^2 t)$ so that the total error is at most

$$
\varepsilon/2 + C_J(Nt)^{-0.01} \log(Nt)/k + C_U(N^2 t)^{-0.01} < \varepsilon.
$$

(34)

With these choices, the total gate cost of simulating the entire circuit becomes $2C_{e/6}(U) + C_{e/6}(e^{-iHt}^\delta)$:

$$
C_e(e^{-iHt}) \leq O(N(N^2 t)^{2.02} \log^4 \text{polylog}(N^2 t) + N^2 t)^{1.01} \log^4/k \text{ polylog}(Nt)).
$$

(35)

As long as $\xi < 1/(\log 2)$, the exponent of $t$ in the first term is smaller than 1. The same choice also ensures that the exponent of $t$ in the second term is smaller than 1 because $1.01 \log 4/k = 1.01 \log 4/(1/\xi - 4) < 0.04 < 1$.

Thus, for sufficiently localized MBL Hamiltonians, the quantum circuit complexity is sublinear in time. Such sublinear scaling contrasts MBL systems with chaotic Hamiltonians, which are conjectured to have quantum circuit complexity growing linearly with time, as supported by recent work in Ref. [26, 27]. This provides a complexity-theoretic understanding of why MBL systems are unlikely to generate such chaotic dynamics. This conclusion is intuitively consistent with the slow logarithmic spread of entanglement that is characteristic of MBL systems.

VII. CONCLUSION AND OUTLOOK

In this work, we have developed the best known formal results on the complexity of simulating MBL systems. We have applied results in the literature to show that MBL systems evolved for time logarithmic in the system size admit an efficient classical simulation, and, hence, sampling, algorithm. Further, we have demonstrated a quasipolynomial-time algorithm that can strongly simulate sufficiently localized MBL systems that have evolved for any (quasi)polynomially long time. While we have not quite provided a polynomial-time algorithm, the quasipolynomial-time algorithm is suggestive that possible improvements may lead to a formal proof of easiness. In particular, either the algorithm may be improved, potentially by leveraging the work on spectral tensor networks in Refs. [30–32] to make formal complexity statements in the case of quasi-local integrals of motion, or it may be possible to develop an algorithm that samples directly instead of going through the harder task of strong simulation. We leave these possible improvements (or the proof that they are impossible) as important open questions for future work. Furthermore, our proof holds only for Hamiltonians with LIOMs that are highly localized to a distance of about $\xi < 1/\log 2$, in units of the lattice spacing. We do not consider this restriction to be too problematic, as previous work, e.g., Ref. [46], has demonstrated that LIOMs may need to be highly localized for MBL systems to remain stable. It would be interesting, however, to understand more fully if this restriction is an artifact of our techniques, or if it is explained by some physical transition in MBL systems. Additionally, all of our results are based on bounding the worst-case scenario without explicitly accounting for disorder in our couplings, and studying the effect of disorder is an interesting open question. Finally, it is also crucial to explore the easiness of simulating MBL systems when one only has access to $H$ in the p-bit basis.

Apart from our easiness results, we have shown by a comparison to the problem of sampling from IQP circuits that a family of random MBL systems becomes hard to simulate after a time exponentially long in the system size. This family, while entirely consistent with our definition of MBL, is rather fine-tuned and likely has little overlap with the family of MBL Hamiltonians induced by disorder in the physical basis. Therefore, it would be quite valuable to determine in future work whether average-case hardness at exponential evolution times also holds for a more natural family of disorder-induced MBL Hamiltonians.

Additionally, we have also detailed the gate complexity of quantum simulation of MBL systems, and we have shown that for systems with localization length $\xi < 1/(\log 2)$, this gate complexity is sublinear. As for our results on classical simulation, it would be interesting to determine whether this localization length restriction is an artifact of our proof techniques or is physical. It would also be enlightening to investigate the connection between these results and the literature on fast-forwarding Hamiltonian evolution [47].

Finally, so far we have specified entirely to MBL systems defined in 1D. Indeed, there is significant debate over whether disorder-induced MBL can even exist in higher dimensions [14] (for example, the proof of MBL and LIOM structure in Ref. [19] relies crucially on the 1D nature of the system). However, the natural generalization of our definition of MBL to higher dimensions would allow for MBL Hamiltonians that implement Architecture I of Ref. [22] directly (i.e., without sculpting an effective 2D grid using exponentially decaying interactions) in constant time. Thus, sampling from higher-dimensional MBL systems becomes hard very quickly, after evolution time $t = O(1)$. However, other less natural extensions might exclude fast implementations of Architecture I, so the hardness of simulating higher-dimensional MBL systems still deserves further examination.
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SUPPLEMENTAL MATERIAL FOR: SIMULATION COMPLEXITY OF MANY-BODY LOCALIZED SYSTEMS

In this Supplemental Material we provide more details for the algorithm simulating MBL Hamiltonians evolved only for times at most logarithmic in the system size (Section S.I), and we give mathematical proofs of Eqs. (10) to (12) deferred from the main text for clarity (Section S.II).

S.I. LOGARITHMIC TIME SIMULATION

In this section, we give more details for a strong simulation algorithm for MBL Hamiltonians evolved for at most logarithmic times. As discussed in the main text, if the Hamiltonian $H$ is finite-range in the physical basis, Ref. [23] provides an efficient representation of the propagator $e^{-iHt}$ for evolution time logarithmic in the system size $N$:

**Theorem S.1.** [Ref. [23]] Assuming $H$ is finite-range in the physical basis, then one can construct an approximation $\tilde{U}$ to the propagator $U = e^{-iHt}$ such that $\|U - \tilde{U}\| \leq \varepsilon$ and $\tilde{U}$ may be computed with classical resources that are polynomial in $N$ and $1/\varepsilon$ and exponential in $|t|$.

We have that for some initial state $|\phi\rangle$, $\|U |\phi\rangle - \tilde{U} |\phi\rangle\|_2 = \|U - \tilde{U}\| \leq \varepsilon$. Thus, approximate simulation of $U |\phi\rangle$ can be solved by exactly simulating $\tilde{U} |\phi\rangle$. As constructed in Ref. [23], $\tilde{U}$ is described in the matrix product operator formalism, which means that we have an algorithm that solves the problem of strong simulation for evolution of a product state under $\tilde{U}$. This is because products of local observables admit a trivial matrix product operator formulation (as there is no correlation between the operators, a product of local observables is a matrix product operator with zero bond dimension). Because multiplication between reasonably sized matrix product operators is efficient, it is possible to efficiently evaluate $\langle e^{itH} (\prod_i O_i) e^{-itH} \rangle$. As described in the main text, this also implies a sampling algorithm from the approximate distribution generated by measuring the initial state evolved under $\tilde{H}$ for time $t$:

**Corollary S.1.** Provided $H$ is finite range in the physical basis, Problem 1 is easy for $t = O(\log N)$.

The assumption that $H$ is finite-range in the physical basis is a technical one, but one that is reasonable, as many physical systems that are candidates for MBL, such as the disordered, short-range Ising model, fulfill such restrictions. Note, however, that finite-range Hamiltonians can also describe thermalizing systems. Thus, this result importantly establishes that there is a regime in which (many classes of) MBL systems admit sampling algorithms, but it does not use any of the salient features of MBL in order to distinguish it from the thermalizing phase.

S.II. MATHEMATICAL DETAILS

Here we will present mathematical details deferred from the main text for clarity. Lemma S.1 bounds the difference between the full and approximate LIOMs discussed in the main text. Lemma S.2 places a bound on the sum $S_{p,n_0}$. Lemma S.3 [48] provides an intermediate result regarding the incomplete Gamma function that is useful in proving the bound on $S_{p,n_0}$. Lemma S.4 applies Lemma S.1 and Lemma S.2 in order to bound the operator norm of the difference between the full and truncated Hamiltonians.

**Lemma S.1.** Let $H$ be an MBL Hamiltonian with localization length $\xi < 1/\log 2$. Let $U$ be a quasilocal unitary with localization length $\xi$ as in Definition 1 such that $U$ diagonalizes $H$, and let $\tilde{U}$ be $U$’s truncation to constituents of range less than or equal to $r_U = 2a\xi \log N$ for some constant $a > 1$. Finally, let $\tau^p_\alpha = U \sigma^p_\alpha U^\dagger$ and $\tilde{\tau}^p_\alpha = \tilde{U} \sigma^p_\alpha \tilde{U}^\dagger$. For large enough system sizes $N$, it follows that

$$\|\tau^p - \tilde{\tau}^p\| \leq 8\sqrt{\eta N} e^{-\frac{\xi}{2\eta}},$$

where $\|\cdot\|$ is the operator norm.
Proof. Let $U = U' \tilde{U}$, where

\begin{equation}
\tilde{U} = \prod_{n=1}^{r_U} \prod_{j=1}^{n} \prod_{i=0}^{\lfloor (N-n)/n \rfloor} U_{in+j}^{(n)},
\end{equation}

\begin{equation}
U' = \prod_{n=r_U+1}^{N} \prod_{j=1}^{n} \prod_{i=0}^{\lfloor (N-n)/n \rfloor} U_{in+j}^{(n)}.
\end{equation}

Write $U_{in+j}^{(n)} = 1 + \Delta_{in+j}^{(n)}$, where we use $1$ to denote the identity operator on the appropriate Hilbert space. Definition 1 tells us that $\|\Delta_{in+j}^{(n)}\| < \sqrt{q}e^{-\frac{n_{\alpha}-1}{2}}$. Also write $\tilde{U} = 1 + \tilde{\Delta}$ and, similarly, $U' = 1 + \Delta'$ such that:

\begin{equation}
\|\Delta'\| = \left\| \prod_{n=r_U+1}^{N} \prod_{j=1}^{n} \prod_{i=0}^{\lfloor (N-n)/n \rfloor} \left(1 + \Delta_{in+j}^{(n)}\right) - 1 \right\|.
\end{equation}

\begin{equation}
\|\Delta\| = \left\| \prod_{n=1}^{r_U} \prod_{j=1}^{n} \prod_{i=0}^{\lfloor (N-n)/n \rfloor} \left(1 + \Delta_{in+j}^{(n)}\right) - 1 \right\|.
\end{equation}

We now have that

\begin{equation}
\|\tau_i^2 - \tilde{\tau}_i^2\| = \left\| \left[U' \tilde{\tau}_i^2 (U')^\dagger - \tilde{\tau}_i^2 \right] \right\|
\end{equation}

\begin{equation}
= \left\| \Delta' \tilde{\tau}_i^2 + \tilde{\tau}_i^2 (\Delta')^\dagger + \Delta' \tilde{\tau}_i^2 (\Delta')^\dagger \right\|
\end{equation}

\begin{equation}
\leq \|\Delta'\| + \|(\Delta')^\dagger\| + \|\Delta'\| \|(\Delta')^\dagger\|.
\end{equation}

Define a multi-index parameter $\alpha = (i, j, n) = (k, n)$ where $k = in + j$ specifies the left-most site of an $n$-site unitary. We may then rewrite Eq. (S.4):

\begin{equation}
\Delta' = \prod_{\alpha} (1 + \Delta_{\alpha}) - 1 = \sum_{S} \prod_{\alpha \in S} (\Delta_{\alpha}) - 1 = \sum_{S \neq \emptyset} \prod_{\alpha \in S} \Delta_{\alpha},
\end{equation}

where $S$ is a subset of the possible $\alpha$ indices. The triangle inequality and submultiplicativity yield

\begin{equation}
\|\Delta'\| < \sum_{S} \prod_{\alpha \in S} \left(\sqrt{\frac{n_{\alpha}-1}{2}}\right) - 1 = \sum_{S} \prod_{\alpha} \left(e^{-\frac{\lfloor (n_{\alpha}-1)/n \rfloor \log q}{2}}\right) - 1,
\end{equation}

where the indicator $I(x) = 1$ (0) if $x$ is true (false), and $n_{\alpha}$ is the size of the unitary indexed by $\alpha$. To evaluate this, we switch the sum and product. In particular, instead of using the indicator and summing over subsets $S$, we can instead view the sum as a sum over all $\alpha$ where $n$ can take either the value 0 or $n_{\alpha}$. Define $A$ to be the number of possible $\alpha$. Then

\begin{equation}
\sum_{S} \prod_{\alpha} \left(e^{-\frac{\lfloor (n_{\alpha}-1)/n \rfloor \log q}{2}}\right) - 1 = \sum_{\alpha_{1} = \{0, n_{\alpha} - 1\}} \cdots \sum_{\alpha_{A} = \{0, n_{\alpha} - 1\}} \left(e^{-\frac{n_{\alpha} \log q}{2}} + e^{-\frac{\alpha_{1} \log q}{2}} + \cdots + e^{-\frac{\alpha_{A} \log q}{2}}\right) - 1
\end{equation}

\begin{equation}
= \prod_{\alpha} \sum_{n = \{0, n_{\alpha} - 1\}} \left(e^{-\frac{n \log q}{2}}\right) - 1
\end{equation}

\begin{equation}
= \prod_{\alpha} \left(1 + \sqrt{\frac{n_{\alpha}-1}{2}}\right) - 1.
\end{equation}

We rewrite the infinite product as the exponential of an infinite sum:

\begin{equation}
\prod_{\alpha} \left(1 + \sqrt{\frac{n_{\alpha}-1}{2}}\right) - 1 = e^{\sum_{\alpha} \log \left(1 + \sqrt{\frac{n_{\alpha}-1}{2}}\right)} - 1.
\end{equation}
We now examine the sum:

\[
\sum_{\alpha} \log \left( 1 + \sqrt{q} e^{-\frac{\alpha}{2}} \right) = \sum_{n > r_U} \sum_{k} \log \left( 1 + \sqrt{q} e^{-\frac{n}{2}} \right).
\]  

(S.15)

For any given \(n\) (which labels the number of sites on which the block acts nontrivially), there are \(N - n + 1\) possible unitaries (the left-most site can be any besides the last \(n - 1\)). We trivially upper bound this by \(N\) such that

\[
\sum_{n > r_U} \sum_{k} \log \left( 1 + \sqrt{q} e^{-\frac{n}{2}} \right) < \sum_{n > r_U} N \sqrt{q} e^{-\frac{n}{2}} = \frac{N \sqrt{q}}{1 - e^{-\frac{1}{2}}} e^{-r_U}.
\]

(S.16)

Let \(r_U = 2a\log N\) for some \(a > 1\). Plugging back into Eq. (S.14) yields

\[
\| \Delta' \| < \exp \left( \frac{\sqrt{q}}{1 - e^{-\frac{1}{2}}} N^{1-a} \right) - 1 < \sqrt{q} \left( 1 + o(1) \right) N^{1-a}
\]

(S.17)

for large enough \(N\). In the above, we have used \(\xi < 1/\log 2\). Plugging this result back into Eq. (S.8) yields the result:

\[
\| \tau_i^* - \tilde{\tau}_i^* \| \leq 8\sqrt{q}N^{1-a} = 8\sqrt{q}Ne^{-\frac{2}{\xi}}
\]

(S.18)

for large enough \(N\).

\[\square\]

**Lemma S.2.** Assuming \(\xi < \frac{1}{\log 2}\), we may prove two bounds. First

\[
S_{p,n_0} = \sum_{n=n_0}^{\infty} \left( \begin{array}{c} n \\ p \end{array} \right) e^{-\frac{n_0}{\xi}} \leq C \left\{ \begin{array}{ll} e^{-\frac{n_0}{p}} & p = 0 \\
pe^{-ap} & n_0 < n_*, p > 0 \\
n_0^{n_0+1}pe^{-\frac{n_0}{\xi}} & n_0 \geq n_*, p > 0 \end{array} \right.,
\]

(S.19)

where \(a \equiv \log(e^{1/\xi} - 1)\). \(n_* \equiv p \xi / e^{1/\xi} - 1 = p(1 - e^{-1/\xi})^{-1}\), and \(C = 10.8\).

And, for \(0 \leq x_1 \leq x_2 \leq n_0\):

\[
\sum_{p=x_1}^{x_2} S_{p,n_0} = \sum_{p=x_1}^{x_2} \sum_{n=n_0}^{\infty} \left( \begin{array}{c} n \\ p \end{array} \right) e^{-\frac{n_0}{\xi}} \leq \frac{1}{1 - e^{-\kappa n_0}},
\]

(S.20)

where \(\kappa = \frac{1}{\xi} - \log 2\).

**Proof.** The proof of the second bound is straightforward. We simply upper bound the sum over \(p\) of \(\left( \begin{array}{c} n \\ p \end{array} \right)\) as \(2^n\). We then have that

\[
\sum_{p=x_1}^{x_2} S_{p,n_0} \leq \sum_{n=n_0}^{\infty} e^{n(1/\xi + \log 2)},
\]

(S.21)

from which the result follows from exactly summing the geometric series, which converges as long as \(\xi < \frac{1}{\log 2}\). We now move on to the more complicated case that retains the \(p\)-dependence.

**Case 1** \((p = 0)\): The \(p = 0\) case is a straightforward geometric series and the constant out front can be chosen to be anything greater than \(\frac{1}{1 - e^{-1/\pi}} < 2\) (as \(\xi < \frac{1}{\log 2}\)).

**Case 2** \((n_0 < n_*)\): We begin with Stirling’s Approximation, which says that:

\[
\sqrt{\frac{2\pi}{e^2}} \sqrt{\frac{n}{p(n-p)}} \frac{n^n}{p^n(n-p)^{n-p}} \leq \left( \begin{array}{c} n \\ p \end{array} \right) \leq e \sqrt{\frac{2\pi}{e^2}} \sqrt{\frac{n}{p(n-p)}} \frac{n^n}{p^n(n-p)^{n-p}}.
\]

(S.22)

Applying the upper bound we see that

\[
\sum_{n=n_0}^{\infty} \left( \begin{array}{c} n \\ p \end{array} \right) e^{-\frac{n}{\xi}} \leq \sum_{n=n_0}^{\infty} e^{\frac{n}{2\pi}} \sqrt{\frac{n}{p(n-p)}} \frac{n^n}{p^n(n-p)^{n-p}} e^{-\frac{n}{\xi}}.
\]

(S.23)
We now note that for \( n \geq p + 1 > 1, \sqrt{\frac{n}{p(n-p)}} \leq \sqrt{2} \) such that \( \frac{e}{2\sqrt{2}} \sqrt{\frac{n}{p(n-p)}} \leq 1. \) Then, for \( n_0 \geq p + 1, \)

\[
S_{p,n_0} \leq \sum_{n=n_0}^{\infty} \frac{n^n}{p^n(n-p)^n} e^{-\frac{n}{p}} = \sum_{n=n_0}^{\infty} e^{-\frac{n}{p}} + n \log n - (n-p) \log (n-p) - p \log p \equiv \sum_{n=n_0}^{\infty} e^g(n). \tag{S.24}
\]

We can eliminate the \( n \geq p + 1 \) assumption by realizing that the final bound in Eq. (S.24) still holds trivially when \( n = p, \) as the logarithmic terms in \( g(n) \) vanish. Thus, Eq. (S.24) is valid for all pairs \( n_0 \geq p, \) which we assume in order to make the combinatorial factor \( \binom{n}{p} \) well-defined.

Maximizing the summand means maximizing \( g(n), \) so we calculate:

\[
\frac{\partial g}{\partial n} = -\frac{1}{\xi} + \log n - \log(n-p), \tag{S.25}
\]

\[
\frac{\partial^2 g}{\partial n^2} = \frac{1}{n} - \frac{1}{n-p}. \tag{S.26}
\]

It is straightforward to calculate

\[
g'(n) \begin{cases} 0 & n = n_* = p e^{1/\xi} - 1, \\ > 0 & n < n_* \\ < 0 & n > n_* \end{cases}. \tag{S.27}
\]

Furthermore, it is also straightforward to verify \( g''(n) < 0 \) for all \( n > p. \) Thus, we see that \( g(n), \) and hence \( e^g(n), \) has a single maximum on \( [n_0, \infty); \) it is at \( n_* \) for \( n_0 < n_* \) and \( n_0 \) for \( n_0 \geq n_* \). Additionally, it will be useful to calculate that \( g(n_*) = -ap, \) where \( a \equiv \log(e^{1/\xi} - 1). \)

We now bound the final sum in Eq. (S.24) with an integral using a Riemann approximation. In particular, let \( n^-_* = \lfloor n_* \rfloor \) and \( n^*_+ = n^-_* + 1. \) Then

\[
\sum_{n=n_0}^{\infty} e^g(n) = e^{g(n^-_*)} + e^{g(n^+_*)} + \sum_{n=n^-_*}^{n^-_0-1} e^g(n) + \sum_{n=n^+_0+1}^{\infty} e^g(n) \tag{S.28}
\]

\[
\leq 2e^{g(n_*)} + \int_{n_0}^{n^-_*} e^g(n) \, dn + \int_{n^+_0}^{\infty} e^g(n) \, dn \tag{S.29}
\]

\[
\leq 2e^{-ap} + \int_{n_0}^{n_*} e^g(n) \, dn + \int_{n_*}^{\infty} e^g(n) \, dn \tag{S.30}
\]

\[
= 2e^{-ap} + \int_{n_0}^{n_*} e^g(n) \, dn + \int_{n_*}^{2n_*} e^g(n) \, dn + \int_{2n_*}^{\infty} e^g(n) \, dn \tag{S.31}
\]

\[
\equiv 2e^{-ap} + I_\prec + I_{\prec\prec} + I_\succ. \tag{S.32}
\]

Consider first \( I_\prec \). There we can start by using that \( g(n_*) \) is maximal to make the trivial bound:

\[
I_\prec \leq (n_* - n_0)e^{g(n_*)} \leq pe^{-a(p+1)}, \tag{S.33}
\]

where we have used that \( n_* - n_0 \leq n_* - p = pe^{-a}. \) Similarly, for \( I_{\prec\prec}, \) we may say that

\[
I_{\prec\prec} \leq n_*e^{g(n_*)} \leq 2pe^{-ap}, \tag{S.34}
\]

where we have used that \( p < n_* < 2p \) because \( 1/\xi > \log 2. \)

To bound \( I_\succ \), we first invert the Stirling approximation from earlier and write:

\[
e^g(n) = e^{-\frac{n}{p}} \frac{n^n}{p^n(n-p)^{n-p}} \leq \frac{e^2}{\sqrt{2\pi}} \sqrt{\frac{p(n-p)}{n}} \left( \frac{n}{p} \right) e^{-\frac{n}{p}} \leq 3\sqrt{p} \left( \frac{n}{p} \right) e^{-\frac{n}{p}} \leq 3\sqrt{p} \frac{np}{p!} e^{-\frac{n}{p}}. \tag{S.35}
\]

We can thus bound

\[
I_\succ \leq 3\sqrt{p} \frac{p!}{p!} \int_{2n_*}^{\infty} e^{-\frac{n}{p}} n^p \, dn. \tag{S.36}
\]
Substituting \( u = \frac{p}{\xi} \) and defining \( u_* = \frac{n_+}{\xi} \) yield
\[
I_\geq \leq 3\frac{\xi^{p+1}\sqrt{\Gamma(p+1)}}{p!} \int_{2u_*}^{\infty} e^{-u}u^pd\mu = 3\frac{\xi^{p+1}\sqrt{\Gamma(p+1)}}{p!} \frac{1}{\Gamma(p+1)}(p+1,2u_*) ,
\]
(S.37)
where \( \Gamma(p) \) and \( \Gamma(a,z) \) are the standard Gamma and Incomplete Gamma functions, respectively. We can bound the Incomplete Gamma Function using Lemma S.3 provided \( 2u_* > p \), i.e. \( \frac{\xi^{1/\xi} e^{1/\xi}}{\xi^{1/\xi}-1} > \xi \). We can actually do better and show that \( u_* > p \).

Defining \( x = 1/\xi \), we want to show \( xe^x-e^x+1 > 0 \) for \( x \in (0, \infty) \). At \( x = 0 \), the LHS is 0. Taking a derivative of the LHS with respect to \( x \) yields \( xe^x > 0 \) for \( x \in (0, \infty) \). Thus, the LHS is 0 at \( x = 0 \) and increasing, which means the inequality holds.

With that in mind, we apply Lemma S.3:
\[
I_\geq \leq 3\frac{\xi^{p+1}\sqrt{\Gamma(p+1)}}{p!} \int_{2u_*}^{\infty} e^{-u}u^pd\mu = 3\frac{\xi^{p+1}\sqrt{\Gamma(p+1)}}{p!} \frac{1}{\Gamma(p+1)}(p+1,2u_*) - \frac{1}{p!} e^{-2u_*/\sqrt{\Gamma(p+1)}} \Gamma(p+1,2u_*) - 1 .
\]
(S.38)

Note that
\[
2\xi^{p+1}n_+^{p+1}e^{-2u_*/\sqrt{\Gamma(p+1)}} = \frac{(2p)^{p+1}}{\sqrt{\Gamma(p+1)}} \left( \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} \right)^{p+1} e^{-2p \frac{e^{1/\xi}}{\xi^{1/\xi} - 1}} \leq \frac{2}{\sqrt{2\pi}} e^{p(1+\log 2)} e^{-a(p+1)} e^{p+1} e^{-2p \frac{e^{1/\xi}}{\xi^{1/\xi} - 1}} \leq \sqrt{8 \pi} e^{-ap} .
\]
(S.39)

The last bound is rather involved, so we will explain the steps carefully. We want to show that
\[
-a + p(1+\log 2) + p+1 \xi \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} = p(1+\log 2) + p \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} + \frac{1}{\xi} - a < \log 2 .
\]
(A)
\[
=a + p(1+\log 2) + p+1 \xi \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} - p \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} + 1 = 1/\log 2 .
\]
(B)

We can show (A) < 0 using a strategy similar to when we proved that our bound on the incomplete gamma function was valid. In particular, first note that we can effectively cancel \( \xi \) with one factor of \( \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} \) given that \( \xi < \log 2 \). We then want to show that \( p(1+\log 2) - px \frac{e^{1/\xi}}{\xi^{1/\xi} - 1} < 0 \), where, again, \( x = 1/\xi \). Equivalently, we want to show that \( xe^x - (1+\log 2)e^x + (1+\log 2) > 0 \). Again, the LHS is 0 at \( x = 0 \). And, again, taking a derivative of the LHS gives us \( xe^x + e^x - (1+\log 2)e^x = xe^x - \log 2 e^x \), which is greater than 0 as long as \( x > \log 2 \), or \( \xi < \frac{1}{\log 2} \). We then want to bound (B), and this is done by noting that in the limit that \( \xi \) is very small, then \( a = \log \left( \frac{e^{1/\xi} - 1}{\xi^{1/\xi}} \right) \sim 1/\xi \) such that (B) \sim 0. In fact, the maximum of (B) is simply \( \log 2 \), which occurs for \( \xi = \frac{1}{\log 2} \). With all of that handled, we can then say that the final bound in Eq. (S.39) is exponentially decreasing with \( p \) only if \( a > 0 \), which corresponds to \( \xi < \frac{1}{\log 2} \) or \( 1/\xi > \log 2 \).

We need to combine the bounds on all of the components of Eq. (S.32):
\[
2e^{-ap} + I_\leq + I_\geq + I_\geq \leq \left( 2 + pe^{-a} + 2p + 3 \frac{8}{\pi 2 \frac{e^{1/\xi}}{\xi^{1/\xi} - 1}} \right) e^{-ap}
\]
(S.41)
\[
\leq \left( 2 + e^{-a} + 2 + 3 \frac{8}{\pi 4 \log 2 - 1} \right) pe^{-ap}
\]
(S.42)
\[
\leq C_1 pe^{-ap}
\]
(S.43)

where we have used the fact that \( 1/\xi > \log 2 \) and defined
\[
C_1 = 5 + 3 \frac{8}{\pi 4 \log 2 - 1} < 7.8 .
\]
(S.44)

We need to combine the bounds on all of the components of Eq. (S.24):
\[
\sum_{n=n_0}^{\infty} e^{g(n)} \leq e^{g(n_0)} + \int_{n_0}^{\infty} e^{g(n)} dn
\]
(S.45)
In comparison with the case where \( n_* < n_0 \), the integral \( I_\prec \) effectively does not exist here, and the bound in \( I_\succ \) comes from simply replacing \( 2n_* \) with \( n_0 \) (which is now the maximal contribution) and adding on the extra term in Eq. (S.45). First, using steps nearly identical to those above (noting in particular that Lemma S.3 is valid because \( n_0 > n_* > p\xi \) by the earlier proof), we can bound

\[
I_\succ \leq \frac{3}{2\log 2 - 1} n_0^{p+1} e^{-\frac{n_0}{\xi}} \frac{\sqrt{p}}{p!}. \tag{S.46}
\]

Then, the contribution from \( e^{g(n_0)} \) may be bounded by inverting Stirling’s approximation as in Eq. (S.35):

\[
e^{g(n_0)} \leq 3 \frac{n_0^p \sqrt{p}}{p!} e^{-\frac{n_0}{\xi}} \tag{S.47}
\]

Combining the two yields

\[
e^{g(n_0)} + I_\succ \leq \left( \frac{3}{2\log 2 - 1} + 3 \right) n_0^{p+1} \frac{\sqrt{p}}{p!} e^{-\frac{n_0}{\xi}} \tag{S.48}
\]

\[
= C_2 \frac{n_0^{p+1}}{p!} \frac{\sqrt{p}}{p!} e^{-\frac{n_0}{\xi}}, \tag{S.49}
\]

where

\[
C_2 = \left( \frac{3}{2\log 2 - 1} + 3 \right) < 10.8. \tag{S.50}
\]

\[\square\]

**Lemma S.3** ([48]). Let \( \Gamma(a, z) \) be the Incomplete Gamma Function defined in the standard way:

\[
\Gamma(a, z) = \int_z^\infty e^{-x} x^{a-1} dx. \tag{S.51}
\]

Let \( z \in \mathbb{R} > (a - 1) \). Then

\[
\Gamma(a, z) \leq \frac{z^a e^{-z}}{z - (a - 1)}. \tag{S.52}
\]

**Proof.** Make the substitution \( s = \frac{z}{x} - 1 \). Then

\[
\Gamma(a, z) = \int_0^\infty e^{-(s+1)z} z^a (1 + s)^a-1 ds = z^a e^{-z} \int_0^\infty e^{-sz} (1 + s)^a-1 ds. \tag{S.53}
\]

From here, \( (1 + s) \leq e^s \) implies that

\[
\Gamma(a, z) \leq z^a e^{-z} \int_0^\infty e^{-sz} e^{(a-1)s} ds = \frac{z^a e^{-z}}{z + a - 1} e^{-(z-(a-1))s} \bigg|_{s=0}^{\infty} = \frac{z^a e^{-z}}{z - (a - 1)}, \tag{S.54}
\]

as long as \( z > a - 1 \) so that the upper limit actually vanishes. \[\square\]

**Lemma S.4.** The difference between the truncated and true Hamiltonian obeys

\[
\|H - \tilde{H}\| \leq C_U N^2 e^{-\tau/\xi} + C_J N_r e^{-k \tau}. \tag{S.55}
\]

**Proof.** A straightforward application of the triangle inequality yields

\[
\|H - \tilde{H}\| \leq \sum_I \| (J_I - \tilde{J}_I) \| + \| \tilde{J}_I \| \| (\tau_{\tilde{f}} - \tau_f) \|. \tag{S.56}
\]
Recall that the truncated coefficients \( \tilde{J}_I \) are 0 beyond range \( r_J \). In the sum below, the symbol \( p \) represents how many sites are coupled by \( J \). That is, the relevant term is \( J_{i_1,...,i_p} \), a \( p \)-body term. The symbol \( \ell \) denotes the maximum distance between any two sites coupled by a term of this form, given by \( \ell = |i_1 - i_p| \). The first term of Eq. (S.56) may be bounded as follows:

\[
\sum_I |J_I - \tilde{J}_I| \leq \sum_{p=2}^{r_J} N \sum_{\ell=r_J}^\infty \left( \frac{\ell - 1}{p - 2} \right) e^{-\frac{\ell}{\xi}} + \sum_{p=r_J+1}^\infty N \sum_{\ell=p-1}^\infty \left( \frac{\ell - 1}{p - 2} \right) e^{-\frac{\ell}{\xi}} \tag{S.57}
\]

\[
\leq N \sum_{p=0}^{r_J-2} S_{p,r_J-1}\ e^{-1/\xi} + N \sum_{p=r_J-1}^\infty S_{p,p}\ e^{-1/\xi} \tag{S.58}
\]

\[
\leq \frac{Ne^{-1/\xi}}{1-e^{-\kappa}} e^{-\kappa(r_J-1)} + CNe^{-1/\xi} \sum_{p=r_J-1}^\infty pe^{-ap} \tag{S.59}
\]

\[
\leq \frac{Ne^{-1/\xi}}{1-e^{-\kappa}} e^{-\kappa(r_J-1)} + CNe^{-1/\xi} \left[ \frac{(r_J-1)e^{-a(r_J-1)}}{1-e^{-a}} + \frac{e^{-a(a(r_J-1))}}{(1-e^{-a})^2} \right] \tag{S.60}
\]

\[
= \frac{Ne^{-1/\xi}}{1-e^{-\kappa}} e^{-\kappa(r_J-1)} + CNe^{-1/\xi} \left( \frac{e^{-ar_J}}{(1-e^{-a})^2} \times (e^a(r_J-1) - r_J + 2) \right) \tag{S.61}
\]

\[
\leq c_1 Ne^{-\kappa r_J} + c_2 N r_J e^{-ar_J} \tag{S.62}
\]

\[
\leq C_J N r_J e^{-kr_J}, \tag{S.63}
\]

where

\[
c_1 = \frac{e^\kappa e^{-1/\xi}}{1-e^{-\kappa}} = \frac{1}{2(1-e^{-\kappa})}, \tag{S.64}
\]

\[
c_2 = Ce^{-1/\xi} \left( \frac{e^a + 1}{(1-e^{-a})^2} \right) C \left( \frac{1}{(1-e^{-a})^2} \right), \tag{S.65}
\]

\[
C = 10.8. \tag{S.66}
\]

\( C_J \) is a constant that is independent of \( N \) but will depend on \( \xi \) (directly and through \( a \) and \( \kappa \)), and

\[
\kappa \equiv \frac{1}{\xi} - \log 2, \tag{S.67}
\]

\[
a \equiv \log(e^{1/\xi} - 1), \tag{S.68}
\]

\[
k \equiv \min \{ \kappa, a \}. \tag{S.69}
\]

The requirements on both \( a \) and \( \kappa \) are the same, \( \xi < \frac{1}{\log 2} \).

To bound the second term, we first use a telescoping sum, the triangle inequality, and unitary invariance of the operator norm to show that

\[
\| (\tau_I^z - \tilde{\tau}_I^z) \| \leq \sum_{j=1}^p \| (\tau_{i_j}^z - \tilde{\tau}_{i_j}^z) \| \leq 8\sqrt{q}Npe^{-\frac{a}{2\xi}}, \tag{S.70}
\]
where $I$ is the multi-index $i_1 \ldots i_p$. Plugging this back in yields

$$\sum_j \left| J_j \right| \| r_j - \hat{r}_j \| \leq \sum_{\ell=1}^{r_j-1} N \sum_{p=2}^{\ell+1} \left( \frac{\ell - 1}{p - 2} \right) 8p \sqrt{q} Ne^{-\frac{r_j}{2}} e^{-\frac{\ell}{4}}$$  \hspace{1cm} (S.71)

$$= 8\sqrt{q} e^{-\frac{r_j}{8}} N^2 e^{-\frac{r_j}{4}} \sum_{\ell=0}^{r_j-2} \sum_{p=0}^{\ell} \binom{\ell}{p} (p + 2)e^{-\ell}$$  \hspace{1cm} (S.72)

$$\leq 8\sqrt{q} e^{-\frac{r_j}{8}} N^2 e^{-\frac{r_j}{4}} \sum_{p=0}^{r_j-2} (p + 2) \sum_{\ell=p}^{r_j-2} \binom{\ell}{p} e^{-\ell}$$  \hspace{1cm} (S.73)

$$\leq 8\sqrt{q} e^{-\frac{r_j}{8}} N^2 e^{-\frac{r_j}{4}} \sum_{p=0}^{r_j-2} (p + 2) S_{p,p}$$  \hspace{1cm} (S.74)

$$\leq 8\sqrt{q} e^{-\frac{r_j}{8}} N^2 e^{-\frac{r_j}{4}} \sum_{p=0}^{r_j-2} C(p + 2)pe^{-ap}$$  \hspace{1cm} (S.75)

$$\leq C_U N^2 e^{-\frac{r_j}{8}}$$  \hspace{1cm} (S.76)

for some constant $C_U$. In the second-to-last line, we have bounded $S_{p,p}$ using Lemma S.2. Thus, altogether, we have that:

$$\| \Delta H \| \leq C_U N^2 e^{-\frac{r_j}{8}} + C_J N r_{r_j} e^{-kr_{r_j}}.$$  \hspace{1cm} (S.77)