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**Abstract**
We investigate a quasilinear system consisting of the Westervelt equation from nonlinear acoustics and Pennes bioheat equation, subject to Dirichlet or Neumann boundary conditions. The concept of maximal regularity of type $L_p–L_q$ is applied to prove local and global well-posedness. Moreover, we show by a parameter trick that the solutions regularize instantaneously. Finally, we compute the equilibria of the system and investigate the long-time behaviour of solutions starting close to equilibria.
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**1 Introduction**

*Thermo-acoustic lensing* describes the effect of how the speed of acoustic waves and the pressure of a region are influenced by the temperature of the underlying tissue. A meanwhile well-accepted model which takes care of this effect consists of the Westervelt equation [27]

\[
 u_{tt} - c^2(\theta)\Delta u - b(\theta)u_t = k(\theta)(u^2)_{tt}, 
\]

(1.1)

describing the propagation of sound in fluidic media, coupled with the so-called bioheat equation proposed by Pennes [20]

\[
 \rho_a C_a \theta_t - \kappa_a \Delta \theta + \rho_b C_b W(\theta - \theta_a) = Q(u_t). 
\]

(1.2)
In (1.1), the function \( u = u(t, x) \) denotes the acoustic pressure fluctuation from an ambient value at time \( t \) and position \( x \). Furthermore, \( c(\theta) > 0 \) denotes the speed of sound, \( b(\theta) > 0 \) the diffusivity of sound and \( k(\theta) > 0 \) the parameter of nonlinearity.

The physical meaning of the parameters in (1.2) are as follows: \( \rho_a > 0 \) and \( \kappa_a > 0 \) denote the ambient density and thermal conductivity, respectively. \( C_a > 0 \) is the ambient heat capacity and \( \theta_a > 0 \) stands for the constant ambient temperature, \( \rho_b > 0 \) is the density of blood, \( C_b > 0 \) is the heat capacity of blood and \( W \) denotes the perfusion rate (cooling by blood flow).

The nonlinear function \( Q \) models the acoustic energy being absorbed by the surrounding tissue and \( Q \) is typically of quadratic type, see Remark 1.2.

Considering (1.1)–(1.2) in a bounded framework, we have to equip these equations with suitable boundary conditions. In this article, we propose either Dirichlet or Neumann boundary conditions on \( u \) and \( \theta \). Altogether, we end up with the following system

\[
\begin{align*}
\rho_a C_a \theta_t - \kappa_a \Delta \theta + \rho_b C_b W (\theta - \theta_a) &= Q(u_t), & (0, T) \times \Omega, \\
B_j u &= g_j, & (0, T) \times \partial \Omega, \\
B_\ell \theta &= h_\ell, & (0, T) \times \partial \Omega, \\
(u(0), u_t(0)) &= (u_0, u_1), & \Omega, \\
\theta(0) &= \theta_0, & \Omega,
\end{align*}
\]

(1.3)

where \( (j, \ell) \in \{0, 1\} \times \{0, 1\} \),

- \( B_0 v = v|_{\partial \Omega} \) (Dirichlet boundary conditions),

- \( B_1 v = \partial_{\nu} v \) (Neumann boundary conditions),

and \( u_0, u_1, \theta_0 \) denote the initial conditions for \( u, u_t, \theta \) at \( t = 0 \).

We observe that as long as \( b(\theta) > 0 \), the term \( b(\theta) \Delta u_t \) renders (1.1) into a strongly damped wave equation which is of parabolic type. Since

\[
(u^2)_{tt} = 2u_{tt} u + 2(u_t)^2,
\]

we see that parabolicity is preserved as long as \( |u| \) is sufficiently close to zero. It follows that (1.3) represents a quasilinear parabolic system for the variables \( (u, u_t, \theta) \). Therefore, it is reasonable to apply \( L^p \)–\( L^q \)-theory in order to solve (1.3).

The Westervelt equation (with constant temperature) has been subject to a variety of articles over the last decades, see e.g. [4, 9–12, 14, 15, 25], which is just a selection.

To the best knowledge of the author, there is only the article [17] which provides analytical results for (1.3) in case of homogeneous Dirichlet boundary conditions for both \( u \) and \( \theta \) and provided that the diffusivity of sound \( b \) does not depend on \( \theta \). The analysis in [17] is based on \( L_2 \)-theory and some (higher-order) energy estimates. To this end, the authors have to equip the initial data with more regularity than is actually needed.

Within the present article, we are interested in the existence and uniqueness of strong solutions to (1.3) having maximal regularity of type \( L^p \)–\( L^q \). In particular,
we present optimal conditions on the initial data \((u_0, u_1, \theta_0)\) and the boundary data \((g_j, h_\ell)\), thereby improving the assumptions on \((u_0, u_1, \theta_0)\) in [17] (for details, see below). Additionally, we investigate the temporal regularity of the solutions to (1.3) as well as their long-time behaviour.

Our article is structured as follows. In Sect. 2 we consider a suitable linearization of (1.3) and we prove optimal regularity results of type \(L_p - L_q\) for the resulting parabolic problems. Section 3 is devoted to the proof of the following main-result concerning well-posedness of (1.3) under optimal conditions on the data \((u_0, u_1, \theta_0, g_j, h_\ell)\).

**Theorem 1.1** Let \(d \in \mathbb{N}, T \in (0, \infty), \Omega \subset \mathbb{R}^d\) be a bounded domain with boundary \(\partial \Omega \in C^2\) and suppose that \(c, b, k \in C^1(\mathbb{R})\) with \(b(\tau) \geq b_0 > 0\) for all \(\tau \in \mathbb{R}\). Assume furthermore that \(p, q, r, s \in (1, \infty)\) such that

\[
\frac{d}{q} < 2, \quad \frac{2}{r} + \frac{d}{s} < 2
\]

and

\[
Q \in C^1 \left( W^1_p((0, T); L^2_q(\Omega)) \cap L^p((0, T); W^2_q(\Omega)); L^r(0, T); L^s(\Omega) \right),
\]

with \(Q(0) = 0\). Let \(1 - j/2 - 1/2q \neq 1/p\) and \(1 - \ell/2 - 1/2s \neq 1/r\). Then there exists \(\delta = \delta(T) > 0\) such that for all

\[
u_0 \in W^2_q(\Omega), \quad u_1 \in B^{2-2/p}_{qp}(\Omega), \quad \theta_0 \in B^{2-2/r}_{sr}(\Omega),
\]

\[
g_j \in F^{2-j/2-1/2q}_{pq}((0, T); L^2_q(\partial \Omega)) \cap W^1_p((0, T); W^2_q(\partial \Omega)) =: Y_j(0, T),
\]

\[
h_\ell \in F^{1-\ell/2-1/2s}_{rs}((0, T); L^2_s(\partial \Omega)) \cap L^r((0, T); W^{2-\ell-1/s}_s(\partial \Omega)),
\]

with

- \(B_j u_0 = g_j(0)\),
- \(B_j u_1 = \partial_t g_j(0)\) if \(1 - j/2 - 1/2q > 1/p\),
- \(B_\ell \theta_0 = h_\ell(0)\) if \(1 - \ell/2 - 1/2s > 1/r\),

and

\[
\|u_0\|_{W^2_q(\Omega)} + \|u_1\|_{B^{2-2/p}_{qp}(\Omega)} + \|g_j\|_{Y_j(0, T)} \leq \delta,
\]

there exists a unique solution

\[
u \in W^2_p((0, T); L^2_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega))
\]

\[
\theta \in W^1_t((0, T); L^2_s(\Omega)) \cap L^r((0, T); W^2_s(\Omega))
\]

of (1.3). Moreover, the solution \((u, \theta)\) is \(C^1\) with respect to the data \((g_j, u_0, u_1, h_\ell, \theta_0)\).
Remark 1.2 The nonlinear function $Q$ can for instance be modeled by

$$Q(u_t) = C \cdot (u_t)^2$$

or

$$Q(u_t) = \frac{C}{T} \int_0^T (u_t)^2 dt$$

for some constant $C > 0$, see e.g. [6, 7, 19]. In these cases it can be readily checked that $Q(0) = 0$ and

$$Q \in C^1 \left( W^1_p((0, T); L_q(\Omega)) \cap L^p((0, T); W^2_q(\Omega)); L^r((0, T); L^s(\Omega)) \right),$$

provided that

$$\frac{2}{p} + \frac{d}{q} < 2 + \frac{1}{r} + \frac{d}{2s}.$$
and

\[ \|u_0\|_{W^2_2(\Omega)} + \|u_1\|_{W^1_2(\Omega)} \leq \delta, \]

there exists a unique solution

\[ u \in W^2_2((0, T); L^2(\Omega)) \cap W^1_2((0, T); W^2_2(\Omega)) \]
\[ \theta \in W^1_r((0, T); L^2(\Omega)) \cap L^r((0, T); W^2_2(\Omega)) \]

of (1.3) with \( g_j = h_\ell = 0 \).

Let us compare the well-posedness result [17, Theorem 4.1] concerning (1.3) with homogeneous Dirichlet boundary conditions with our result. In [17], the authors assume that

\[ u_0 \in W^3_2(\Omega), \quad u_1, \theta_0 \in W^2_2(\Omega), \]

(plus compatibility conditions on \( \partial \Omega \)). Since

\[ W^2_2(\Omega) = B^2_{22}(\Omega) \hookrightarrow B^2_{2r}(\Omega) \hookrightarrow B^{2-2/r}_{2r}(\Omega) \]

for any \( r \geq 2 \), we were able to reduce the regularity of the initial data \((u_0, u_1, \theta_0)\). Moreover, a crucial assumption in [17] is that the mapping \([\tau \mapsto b(\tau)]\) is constant and furthermore, only homogeneous Dirichlet boundary conditions for \( u \) and \( \theta \) are considered in [17]. In summary, Theorem 1.1 generalizes [17, Theorem 4.1] considerably.

In Sect. 4 we study the regularity of the solution with respect to the temporal variable \( t \). We use a parameter trick which goes back to Angenent [3], combined with the implicit function theorem to prove that the solution enjoys higher regularity with respect to \( t \) as soon as \( t > 0 \), see Theorem 4.1. This result reflects the parabolic regularization effect.

Finally, in Sect. 5, we compute the equilibria of the system (1.3) if \( g_j = 0 \) and \( h_\ell = (1 - \ell)\theta_a \) and investigate the long-time behaviour of solutions starting close to equilibria. For the case of Dirichlet boundary conditions for \( u \), we prove in Theorem 5.1 that the corresponding equilibria are exponentially stable. Since our assumptions on the initial data \((u_0, u_1, \theta_0)\) as well as on the nonlinearities are less restrictive compared to [18], Theorem 5.1 may be understood of a generalization of [18, Theorems 2.2 and 2.3].

The definitions and basic properties of the functions spaces being used in the analysis of (1.3) are provided in the Appendix A.
2 Maximal Regularity of a Linearization

Let us consider the two linear problems

\[ \begin{align*}
\rho_a C_a \theta_t - \kappa_a \Delta \theta + \rho_b C_b W \theta &= f_1, & \text{in } (0, T) \times \Omega, \\
B_\ell \theta &= h_\ell, & \text{in } (0, T) \times \partial \Omega, \\
\theta(0) &= \theta_0, & \text{in } \Omega, 
\end{align*} \tag{2.1} \]

and

\[ \begin{align*}
u_{tt} - a_1(t, x) \Delta u_t - a_2(t, x) \Delta u &= f_2, & \text{in } (0, T) \times \Omega, \\
B_j u &= g_j, & \text{in } (0, T) \times \partial \Omega, \\
(u(0), u_t(0)) &= (u_0, u_1), & \text{in } \Omega. 
\end{align*} \tag{2.2} \]

Here \( \rho_a, C_a, \rho_b, C_b, \kappa_a, W \) are positive parameters, \( a_1, a_2, f, g, u_0, u_1, \theta_0 \) are given functions and \((j, \ell) \in \{0, 1\} \times \{0, 1\} \), where

- \( B_0 v = v |_{\partial \Omega} \) (Dirichlet boundary conditions)
- \( B_1 v = \partial_n v \) (Neumann boundary conditions).

For the linear problems (2.1) and (2.2) we have the following results.

**Lemma 2.1** Let \( r, s \in (1, \infty), \Omega \subset \mathbb{R}^d \) be a bounded \( C^2 \)-domain and let \( T \in (0, \infty) \).

Suppose that \( 1 - \ell/2 - 1/2s \neq 1/r \).

Then there exists a unique solution

\[ \theta \in W^1_r((0, T); L^s(\Omega)) \cap L_r((0, T); W^2_s(\Omega)) \]

of (2.1) if and only if

\begin{enumerate}
\item \( f_1 \in L^r_r((0, T); L^s(\Omega)) \);
\item \( h_\ell \in F^1_{r_s - \ell/2 - 1/2s}((0, T); L^s(\partial \Omega)) \cap L_r((0, T); W^2_{s_r - \ell - 1/s}(\partial \Omega)) \);
\item \( \theta_0 \in B^2_{s_r}((\Omega) \)
\item \( B_\ell \theta_0 = h_\ell(0) \) if \( 1 - \ell/2 - 1/2s > 1/r \).
\end{enumerate}

**Proof.** The proof follows from [5, Theorem 2.3]. \( \square \)

**Lemma 2.2** Let \( p, q \in (1, \infty), \Omega \subset \mathbb{R}^d \) be a bounded \( C^2 \)-domain and let \( T \in (0, \infty) \).

Suppose furthermore that \( a_1, a_2 \in C([0, T] \times \overline{\Omega}) \) and \( a_1(t, x) \geq \alpha > 0 \) for all \((t, x) \in [0, T] \times \overline{\Omega} \). Assume that \( 1 - j/2 - 1/2q \neq 1/p \).

Then there exists a unique solution

\[ u \in W^2_p((0, T); L^q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)) \]

of (2.2) if and only if

\begin{enumerate}
\item \( f_2 \in L^p_p((0, T); L^q(\Omega)) \);
\item \( g_j \in F^2_{j_p q}((0, T); L^q(\partial \Omega)) \cap W^1_p((0, T); W^{2-j-1/q}_{p q}((\partial \Omega)) \);
\end{enumerate}
(3) \( u_0 \in W^2_q(\Omega), u_1 \in B^{2-2/p}_q(\Omega) \)
(4) \( B_j u_0 = g_j(0) \) for all \( p, q \in (1, \infty) \) and
(5) \( B_j u_1 = \partial_t g_j(0) \) if \( 1 - j/2 - 1/2q > 1/p \).

**Proof** We start with the necessity part. If
\[ u \in W^2_p((0, T); L^q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)) \]
is a solution of (2.2), then clearly \( f \in L^p((0, T); L^q(\Omega)) \) by the assumptions on \( a_j \) and by the first equation in (2.2). Furthermore,
\[
W^2_p((0, T); L^q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)) \\
\hookrightarrow W^1_p((0, T); W^2_q(\Omega)) \hookrightarrow C([0, T]; W^2_q(\Omega))
\]
see e.g. [2, Theorem VII.2.6.6 (ii)], hence \( u_0 = u(0) \in W^2_p(\Omega) \). Since
\[ \partial_t u \in W^1_p((0, T); L^q(\Omega)) \cap L^p((0, T); W^2_q(\Omega)), \]
it follows that \( u_1 = \partial_t u(0) \in B^{2-2/p}_q(\Omega) \), see e.g. [22, Theorem 3.4.8].

Concerning the boundary data \( g_j \), note that \( B_j u \in W^1_p((0, T); W^{2-j-1/q}_q(\partial \Omega)) \) and
\[
B_j \partial_t u \in F^{1-j/2-1/2q}_{pq}((0, T); L^q(\partial \Omega)) \cap L^p((0, T); W^{2-j-1/q}_q(\partial \Omega)),
\]
see e.g. [2, Chapter VIII], [5, Section 6] or [22, Section 6.2].

From (A.1), (A.2) and [2, Theorem VII.5.2.3 (iv)] we obtain the embedding
\[
W^1_p((0, T); W^{2-j-1/q}_q(\partial \Omega)) \hookrightarrow F^{1-j/2-1/2q}_{pq}((0, T); L^q(\partial \Omega)).
\]
This readily implies
\[
g_j, \partial_t g_j \in F^{1-j/2-1/2q}_{pq}((0, T); L^q(\partial \Omega)) \cap L^p((0, T); W^{2-j-1/q}_q(\partial \Omega)),
\]
hence
\[
g_j \in F^{2-j/2-1/2q}_{pq}((0, T); L^q(\partial \Omega)) \cap W^1_p((0, T); W^{2-j-1/q}_q(\partial \Omega)),
\]
by [2, Theorem VII.5.5.1].

Since \( B_j u = g_j \in W^1_p((0, T); W^{2-j-1/q}_q(\partial \Omega)) \) and
\[
W^1_p((0, T); W^{2-j-1/q}_q(\partial \Omega)) \hookrightarrow C([0, T]; W^{2-j-1/q}_q(\partial \Omega)),
\]
(\cite[Theorem VII.2.6.6 (ii)]{2}) we necessarily have $B_j u_0 = g_j(0)$ for all $p, q \in (1, \infty)$. Furthermore,

$$B_j \partial_t u = \partial_t g_j \in F_{p,q}^{1-j/2-1/2q}((0, T); L_q(\partial \Omega)) \cap L_p((0, T); W_q^{2-j/1/q}(\partial \Omega))$$

and

$$F_{p,q}^{1-j/2-1/2q}((0, T); L_q(\partial \Omega)) \hookrightarrow C([0, T]; L_q(\partial \Omega))$$

by \cite[Proposition 7.4]{16}, provided $1 - j/2 - 1/2q > 1/p$, which readily implies $B_j u_1 = \partial_t g_j(0)$.

We now prove that the conditions in Lemma 2.2 are also sufficient. To this end, we first consider the problem

$$v_t - a_1(t, x) \Delta v = f_2, \quad \text{in } (0, T) \times \Omega,$$

$$B_j v = \partial_t g_j, \quad \text{in } (0, T) \times \partial \Omega,$$

$$v(0) = u_1, \quad \text{in } \Omega. \quad (2.3)$$

By \cite[Theorem 2.3]{5} there exists a unique solution

$$v \in W_p^1((0, T); L_q(\Omega)) \cap L_p((0, T); W_q^2(\Omega))$$

of (2.3). Define

$$u(t, x) = u_0(x) + \int_0^t v(s, x) ds, \quad t \in [0, T].$$

Then

$$u \in W_p^2((0, T); L_q(\Omega)) \cap W_p^1((0, T); W_q^2(\Omega)),$$

$$u(0, x) = u_0(x), B_j u(t, x) = g_j(t, x) \text{ (by the compatibility condition on } u_0 \text{) and } \partial_t^k u(t, x) = \partial_t^{k-1} v(t, x) \text{ for } k \in \{1, 2\}. \text{ Consequently, the function } u \text{ is the unique solution of the problem}$$

$$u_{tt} - a_1(t, x) \Delta u_t = f_2, \quad \text{in } (0, T) \times \Omega,$$

$$B_j u = g_j, \quad \text{in } (0, T) \times \partial \Omega,$$

$$(u(0), u_t(0)) = (u_0, u_1), \quad \text{in } \Omega. \quad (2.4)$$

Uniqueness can be seen as follows. If $u_1$ and $u_2$ are two solutions of (2.4), then $u_1 - u_2$ solves (2.4) with $(f_2, g_j, u_0, u_1) = 0$ and therefore, $\partial_t(u_1 - u_2)$ solves (2.3) with $(f_2, g_j, u_1) = 0$, wherefore $\partial_t(u_1 - u_2) = 0$. Since $(u_1 - u_2)(0) = 0$, it follows that $u_1 - u_2 = 0$, hence $u_1 = u_2$. \hfill \Box
Next, we consider the problem
\[
\begin{aligned}
\dot{w}_t - a_1(t, x) \Delta w_t - a_2(t, x) \Delta w &= \tilde{f}_2, &\text{in } (0, T) \times \Omega, \\
B_j w &= 0 &\text{in } (0, T) \times \partial \Omega, \\
(w(0), w_t(0)) &= (0, 0), &\text{in } \Omega,
\end{aligned}
\]
for given $\tilde{f}_2 \in L_p((0, T); L_q(\Omega))$. Note that for a sufficiently smooth solution, it holds that $B_j w_t = 0$ in $\Omega$. We reformulate (2.5) as a first order system. To this end, let $z = (z_1, z_2) = (w, w_t)$ and $F = (0, \tilde{f}_2)$. Then

\[
z_t = \begin{pmatrix} 0 & I \\ 0 & a_1(t, x) \Delta \end{pmatrix} z + \begin{pmatrix} 0 & 0 \\ a_2(t, x) \Delta & 0 \end{pmatrix} z + F,
\]

with the initial condition $z(0) = 0$ in $\Omega$ and the boundary condition $B_j z = 0$ in $(0, T) \times \partial \Omega$. Let

\[
D(\Delta_j) = \{ w \in W^2_q(\Omega) \mid B_j w = 0 \text{ on } \partial \Omega \}
\]

and define $X_0 = D(\Delta_j) \times L_q(\Omega)$ as well as $X_1 = D(\Delta_j) \times D(\Delta_j)$. Furthermore, let

\[
A_1(t) = \begin{pmatrix} 0 & I \\ 0 & a_1(t, \cdot) \Delta \end{pmatrix} \quad \text{and} \quad A_2(t) = \begin{pmatrix} 0 & 0 \\ a_2(t, \cdot) \Delta & 0 \end{pmatrix}.
\]

Then, we have $A_1 \in C([0, T]; \mathcal{L}(X_1, X_0))$ and $A_2 \in C([0, T]; \mathcal{L}(X_0, X_0))$. Moreover, $A_1(t)$ has the property of $L_p$-maximal regularity in $X_0$ for any $t \in [0, T]$.

By [21, Theorem 3.1] there exists a unique solution

\[
z \in W^1_p((0, T); X_0) \cap L_p((0, T); X_1)
\]

of Eq. (2.6) subject to the initial condition $z(0) = 0$. This in turn yields the existence and uniqueness of a solution

\[
w \in W^2_p((0, T); L_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)),
\]

of (2.5). Finally, we solve (2.4) to obtain a solution

\[
\tilde{u} \in W^2_p((0, T); L_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega))
\]

Then, we solve (2.5) with $\tilde{f}_2 := a_2 \Delta \tilde{w} \in L_p((0, T); L_q(\Omega))$ to obtain a solution

\[
\tilde{w} \in W^2_p((0, T); L_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)).
\]

It is readily checked that the sum

\[
u := \tilde{u} + \tilde{w} \in W^2_p((0, T); L_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega))
\]
is the unique solution of (2.2). □

Finally, let us consider the following coupled linear problem

\[
\begin{align*}
    u_{tt} - a_1(t, x)\Delta u_t - a_2(t, x)\Delta u &= f_2, & \text{in } (0, T) \times \Omega, \\
    \rho_a c_a \theta_t - \kappa_a \Delta \theta + \rho_b c_b W\theta + B u_t &= f_1, & \text{in } (0, T) \times \Omega, \\
    \mathcal{B}_j u &= g_j, & \text{in } (0, T) \times \partial\Omega, \\
    \mathcal{B}_\ell \theta &= h_\ell, & \text{in } (0, T) \times \partial\Omega, \\
    (u(0), u_t(0)) &= (u_0, u_1), & \text{in } \Omega, \\
    \theta(0) &= \theta_0, & \text{in } \Omega. 
\end{align*}
\] (2.7)

Lemma 2.3 Let $\Omega \subset \mathbb{R}^d$ be a bounded $C^2$-domain, $T \in (0, \infty)$ and let $p, q, r, s \in (1, \infty)$ such that

\[
B : W^1_p((0, T); L_q(\Omega)) \cap L_p((0, T); W^2_q(\Omega)) \to L_r((0, T); L_s(\Omega))
\]

is linear and bounded. Suppose furthermore that $a_1, a_2 \in C([0, T] \times \overline{\Omega})$ and $a_1(t, x) \geq \alpha > 0$ for all $(t, x) \in [0, T] \times \overline{\Omega}$. Assume that $1 - j/2 - 1/2q \neq 1/p$ and $1 - \ell/2 - 1/2s \neq 1/r$.

Then there exists a unique solution

\[
\begin{align*}
    u &\in W^2_p((0, T); L_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)), \\
    \theta &\in W^1_r((0, T); L_s(\Omega)) \cap L_r((0, T); W^2_s(\Omega))
\end{align*}
\]

of (2.7) if and only if

1. $f_1 \in L_r((0, T); L_s(\Omega))$;
2. $f_2 \in L_p((0, T); L_q(\Omega))$;
3. $g_j \in F^{2-j/2-1/2q}_p((0, T); L_q(\partial\Omega)) \cap W^1_p((0, T); W^{2-j-1/q}_{2q}(\partial\Omega))$;
4. $h_\ell \in F^{1-\ell/2-1/2s}_{2s}(\partial\Omega) \cap L_r((0, T); W^{2-\ell-1/s}_{2s}(\partial\Omega))$;
5. $u_0 \in W^2_q(\Omega), u_1 \in B^{2-2/p}_{q_p}(\Omega)$;
6. $\theta_0 \in B^{2-\ell/2}_{s_r}(\Omega)$;
7. $\mathcal{B}_j u_0 = g_j(0)$ for all $p, q \in (1, \infty)$;
8. $\mathcal{B}_j u_1 = \partial_t g_j(0)$ if $1 - j/2 - 1/2q > 1/p$;
9. $\mathcal{B}_\ell \theta_0 = h_\ell(0)$ if $1 - \ell/2 - 1/2s > 1/r$.

Proof Necessity of the conditions follows as in the proofs of Lemmas 2.1 and 2.2.

To prove sufficiency, one first solves (2.7)_{1,3,5} for $u$ by Lemma 2.2. Then, by the assumption on $B$, it follows that $B u_t \in L_r((0, T); L_s(\Omega))$ is a given function. Therefore, we may solve (2.7)_{2,4,6} by Lemma 2.1 to obtain $\theta$. □
3 Proof of Theorem 1.1

We will prove Theorem 1.1 by means of the implicit function theorem. To this end, for fixed but arbitrary $T > 0$, let us first introduce the function spaces

$$\mathbb{E}_0^u := L_p((0, T); L_q(\Omega)), \quad \mathbb{E}_0^d := L_r((0, T); L_s(\Omega)),$$

$$\mathbb{E}_1^u := W_p^1((0, T); L_q(\Omega)) \cap W_p^1((0, T); W_q^2(\Omega)),$$

$$\mathbb{E}_1^d := W_1^1((0, T); L_s(\Omega)) \cap L_r((0, T); W_s^2(\Omega)),$$

$$Y_{j}^{u} := F_{pq}^{2-1/2-1/2q}(0, T); L_q(\partial \Omega)) \cap W_p^1((0, T); W_q^{2-j-1/q}(\partial \Omega)),$$

$$Y_{\ell}^{l} := F_{rs}^{1-\ell/2-1/2s}(0, T); L_s(\partial \Omega)) \cap L_r((0, T); W_s^{2-\ell-1/s}(\partial \Omega)),$$

$$X_{\gamma}^{u} := W_2^q(\Omega) \times B_{qp}^{2-2/p}(\Omega), \quad X_{\gamma}^{d} := B_{sr}^{2-2/\ell}(\Omega),$$

and

$$\mathbb{Y}_j^{u} := \{(\tilde{q}_j, (\tilde{u}_0, \tilde{u}_1)) \in Y_j^{u} \times X_j^{u} : B_j\tilde{u}_1 = \partial_t\tilde{q}_j(0) \text{ if } 1 - j/2 - 1/2q > 1/p, \ B_j\tilde{u}_0 = \tilde{q}_j(0)\},$$

$$\mathbb{Y}_\ell^{d} := \{(\tilde{h}_\ell, \tilde{\theta}_0) \in Y_\ell^{d} \times X_\gamma^{d} : B_\ell\tilde{\theta}_0 = \tilde{h}_\ell(0) \text{ if } 1 - \ell/2 - 1/2s > 1/r\}.$$

Next, we define a function

$$\Phi : \mathbb{E}_1^u \times \mathbb{E}_1^d \times \mathbb{Y}_j^{u} \times \mathbb{Y}_\ell^{d} \rightarrow \mathbb{E}_0^u \times \mathbb{E}_0^d \times \mathbb{Y}_j^{u} \times \mathbb{Y}_\ell^{d},$$

by

$$\Phi(u, \theta, g_j, u_0, u_1, h_\ell, \theta_0) = \begin{cases} u_{tt} - c^2(\theta)\Delta u - b(\theta)\Delta u_t - k(\theta)(u^2)_{tt} \rho_a C_a \theta_t - \kappa_\alpha \Delta \theta + \rho_b C_b W(\theta - \theta_a) - Q(u_t) \\ B_j u - g_j \\ u(0) - u_0 \\ u_1(0) - u_1 \\ B_\ell \theta - h_\ell \\ \theta(0) - \theta_0 \end{cases}.$$

Note that

$$(u^2)_{tt} = 2u_{tt} \cdot u + 2(u_t)^2$$

for each $u \in \mathbb{E}_1^u$. Since (by assumption) $d/q < 2$, it holds that

$$\mathbb{E}_1^u \hookrightarrow W_p^1((0, T); W_q^2(\Omega)) \hookrightarrow C([0, T]; W_q^2(\Omega)) \hookrightarrow C([0, T]; C(\Omega)),$$

hence

$$\|u_{tt} \cdot u\|_{\mathbb{E}_0^u} \leq C \cdot \|u\|_{\mathbb{E}_1^u}^2.$$
for some constant $C > 0$. Let
\[ \dot{E}_1^u := W_{1}^1((0, T); L_1^q(\Omega)) \cap L_p((0, T); W_{q}^2(\Omega)). \]
Then,
\[ \dot{E}_1^u \hookrightarrow L_{2p}((0, T); L_{2q}(\Omega)) \]
provided $1/p + d/2q < 2$, which is satisfied, since $d/q < 2$ and $p > 1$. Therefore
\[ \|(u_t)^2\|_{E_0^w} \leq C \|u_t\|_{\dot{E}_1^u}^2 \leq C \|u\|_{\dot{E}_1^u}^2, \]
for some constant $C > 0$. Finally, note that
\[ \dot{E}_1^\theta \hookrightarrow C([0, T]; C(\overline{\Omega})) \]
since (by assumption) $2/r + d/s < 2$. It follows that
\[ \|k(\theta)(u^2)_{tt}\|_{E_0^w} \leq \|k(\theta)\|_{L_\infty((0,T); L_\infty(\Omega))}\|(u^2)_{tt}\|_{E_0^w} \leq C \|k(\theta)\|_{L_\infty((0,T); L_\infty(\Omega))}\|u\|_{\dot{E}_1^u}^2, \]
as well as
\[ \|b(\theta)\Delta u_t\|_{E_0^w} \leq \|b(\theta)\|_{L_\infty((0,T); L_\infty(\Omega))}\|\Delta u_t\|_{E_0^w} \leq C \|b(\theta)\|_{L_\infty((0,T); L_\infty(\Omega))}\|u\|_{\dot{E}_1^w} \]
for some constant $C > 0$, since $b, k \in C(\mathbb{R})$. Similarly, we obtain
\[ \|c^2(\theta)\Delta u\|_{E_0^w} \leq C \|c^2(\theta)\|_{L_\infty((0,T); L_\infty(\Omega))}\|u\|_{\dot{E}_1^w}. \]
In summary, the mapping $\Phi$ is well-defined and
\[ \Phi \in C^1(E_1^u \times E_1^\theta \times Y_j^u \times Y_\ell \times E_0^u \times Y_0 \times Y_j \times Y_\ell), \]
by the assumptions on $b, c, k$ and $Q$.
Let $(h_\ell^*, \theta_0^*) \in Y_\ell$ be given and denote by $\theta^* \in E_1^\theta$ the unique solution of
\[ \rho_a C_a \theta^* - \kappa_a \Delta \theta^* + \rho_b C_b W(\theta^* - \theta_a) = 0, \quad \text{in } (0, T) \times \Omega, \]
\[ B_\ell \theta^* = h_\ell^*, \quad \text{in } (0, T) \times \partial \Omega, \quad \theta^*(0) = \theta_0^*, \quad \text{in } \Omega, \]
(3.1)
which exists thanks to Lemma 2.1. Then, obviously, \(\Phi(0, \theta^*, 0, 0, h^{*}_\ell, \theta^*_0) = 0\) and
\[
\left(\begin{array}{c}
\dot{u}_{tt} - c^2(\theta^*) \Delta \hat{u} - b(\theta^*) \Delta \hat{u}_t \\
\rho_a C_a \dot{\hat{\theta}} - \kappa_a \Delta \hat{\theta} + \rho_b C_b \hat{\theta} - Q'(0) \dot{u}_t \\
B_j \dot{\hat{u}}_j \\
\dot{\hat{u}}(0) \\
\dot{\hat{u}}_t(0) \\
B_j \hat{\dot{\theta}}_j \\
\hat{\theta}(0)
\end{array}\right) = D_{(u, \theta)} \Phi(0, \theta^*, 0, 0, h^{*}_\ell, \theta^*_0)(\hat{u}, \hat{\theta})
\]
where \(D_{(u, \theta)} \Phi\) denotes the total derivative of \(\Phi\) with respect to \((u, \theta)\). By Lemma 2.3, the linear operator
\[
D_{(u, \theta)} \Phi(0, \theta^*, 0, 0, h^{*}_\ell, \theta^*_0): \mathbb{E}^u_1 \times \mathbb{E}^\theta_1 \to \mathbb{E}^u_0 \times \mathbb{E}^\theta_0 \times \mathbb{Y}^u_1 \times \mathbb{Y}^\theta_\ell
\]
is invertible. Hence, the implicit function theorem yields some \(\delta > 0\) and the existence of a \(C^1\)-function
\[
\psi : B_{\mathbb{Y}^u_j \times \mathbb{Y}^\theta_\ell}((0, 0, 0, h^{*}_\ell, \theta^*_0), \delta) \to \mathbb{E}^u_1 \times \mathbb{E}^\theta_1
\]
such that \((0, \theta^*) = \psi(0, 0, 0, h^{*}_\ell, \theta^*_0)\) and
\[
\Phi(\psi(g_j, u_0, u_1, h_\ell, \theta_0), (g_j, u_0, u_1, h_\ell, \theta_0)) = 0
\]
for all
\[
(g_j, u_0, u_1, h_\ell, \theta_0) \in B_{\mathbb{Y}^u_j \times \mathbb{Y}^\theta_\ell}((0, 0, 0, h^{*}_\ell, \theta^*_0), \delta).
\]
This completes the proof of Theorem 1.1.

**Remark 3.1** (1) It is possible to generalize (1.3) to the case where the nonlinearities \(c, b\) or \(k\) in (1.3) depend not only on \(\theta\) but also on \(\nabla \theta\). In this case, the condition
\[
\frac{2}{r} + \frac{d}{s} < 2
\]
in Theorem 1.1 has to be replaced by the stronger condition
\[
\frac{2}{r} + \frac{d}{s} < 1,
\]
since in this case \(B_{sr}^{2-2/r}(\Omega) \hookrightarrow C^1(\overline{\Omega})\). Then all assertions of Theorem 1.1 remain valid provided \(c, b, k \in C^1(\mathbb{R} \times \mathbb{R}^d)\).

(2) The nonlinearity \((u^2)_t\) in (1.3) can be replaced by the more general formulation \((f(u)u_t)_t\), where \(f \in C^2(\mathbb{R})\) with \(f(0) = 0\). This kind of nonlinearity has been derived in [13]. If \(f(s) = 2s\), we are in the situation of (1.3).
4 Higher Regularity

We intend to prove that the solution \((u, \theta)\) in Theorem 1.1 enjoys more time regularity as soon as \(t > 0\).

Let \((u_\ast, \theta_\ast) \in \mathbb{E}_1^u \times \mathbb{E}_1^\theta\) be the unique solution to (1.3) with \(g_j = h_\ell = 0\) on the interval \([0, T]\) which exists thanks to Theorem 1.1. For fixed \(\varepsilon \in (0, 1)\) and \(t \in [0, T/(1 + \varepsilon)]\), \(\lambda \in (1 - \varepsilon, 1 + \varepsilon)\), we define \(u_\lambda(t) := u_\ast(\lambda t)\) and \(\theta_\lambda(t) := \theta_\ast(\lambda t)\). Then \((u_\lambda, \theta_\lambda)\) is a solution of

\[
\begin{align*}
\partial_t^2 u_\lambda - \lambda^2 c^2(\theta_\lambda) \Delta u_\lambda - \lambda b(\theta_\lambda) \Delta \theta_\lambda &= k(\theta_\lambda)(u^2_\lambda)_t, \quad \text{in } (0, T_\varepsilon) \times \Omega, \\
\rho_a C_a \partial_t \theta_\lambda - \lambda \kappa_a \Delta \theta_\lambda + \lambda \rho_b C_b W(\theta_\lambda - \theta_a) &= \lambda Q(\lambda^{-1} \partial_t u_\lambda), \quad \text{in } (0, T_\varepsilon) \times \Omega, \\
B_j u_\lambda &= 0, \quad \text{in } (0, T_\varepsilon) \times \partial \Omega, \\
B_\ell \theta_\lambda &= 0, \quad \text{in } (0, T_\varepsilon) \times \partial \Omega, \\
(u_\lambda(0), \partial_t u_\lambda(0)) &= (u_0, \lambda u_1), \quad \text{in } \Omega, \\
\theta_\lambda(0) &= \theta_0, \quad \text{in } \Omega,
\end{align*}
\]

(4.1)

where \(T_\varepsilon := T/(1 + \varepsilon)\), \((u_0, u_1) \in X^u_\gamma, \theta_0 \in X^\theta_\gamma\) with

\[
B_j u_1 = 0 \text{ if } 1 - j/2 - 1/2q > 1/p, \quad B_j u_0 = 0
\]

and \(B_\ell \theta_0 = 0 \text{ if } 1 - \ell/2 - 1/2s > 1/r\). For those fixed initial data, we define a function

\[
\Phi : (1 - \varepsilon, 1 + \varepsilon) \times \mathbb{E}_1^u \times \mathbb{E}_1^\theta \to \mathbb{E}_0^u \times \mathbb{E}_0^\theta \times \mathbb{Y}_j^u \times \mathbb{Y}_\ell^\theta
\]

by

\[
egin{pmatrix}
\frac{u_{tt} - \lambda^2 c^2(\theta) \Delta u - \lambda b(\theta) \Delta u_t - k(\theta)(u^2)_t}{\rho_a C_a \partial_t \theta_t - \lambda \kappa_a \Delta \theta_t + \lambda \rho_b C_b W(\theta - \theta_a) - \lambda Q(\lambda^{-1} u_t)} \\
B_j u \\
B_\ell \theta \\
\theta_{tt}
\end{pmatrix}
\]

\[
\Phi(\lambda, u, \theta) =
\begin{pmatrix}
u(0) - u_0 \\
u_t(0) - \lambda u_1 \\
B_\ell \theta \\
\theta(0) - \theta_0
\end{pmatrix}
\]
Under the conditions of Theorem 1.1, the mapping \( \Phi \) is \( C^1 \). Furthermore, we observe \( \Phi(1, u_*, \theta_*) = 0 \) and

\[
D_{(u, \theta)} \Phi(1, u_*, \theta_*) (\hat{u}, \hat{\theta}) = \begin{pmatrix}
\hat{u}_{tt} - c^2(\theta_*) \Delta \hat{u} - b(\theta_*) \Delta \hat{u}_t - A_1(u_*, \theta_*) \hat{\theta} - A_2(u_*, \theta_*) \hat{u}, \\
\rho_\theta C_\theta \hat{\theta}_t - \kappa_\theta \Delta \hat{\theta} + \rho_\theta C_\theta W \hat{\theta} - Q'(u_*) \hat{u}_t,
\end{pmatrix}
\]

where

\[
A_1(u_*, \theta_*) \hat{\theta} := [2c'(\theta_*) c(\theta_*) \Delta u_* + b'(\theta_*) \Delta (u_*)_t + k'(\theta_*) ((u_*)^2)_{tt}] \hat{\theta}
\]

and \( A_2(u_*, \theta_*) \hat{u} = 2k(\theta_*) (u_* \hat{u})_{tt} \).

A Neumann series argument implies that

\[
D_{(u, \theta)} \Phi(1, u_*, \theta_*) : E^u_1 \times E^\theta_1 \to E^u_0 \times E^\theta_0 \times Y^u \times Y^\theta
\]

is invertible provided that the norm \( \|u_*\|_{E^u_1} \) is sufficiently small, which follows readily by decreasing \( \|(u_0, u_1)\|_{X^p} \), if necessary. Note that then also \( \|\theta_* - \theta^*\|_{E^\theta_1} \) is small, where \( \theta^* \) solves (3.1) with \( h^*_k = 0 \) and \( \theta^*_0 = \theta_0 \).

Therefore, by the implicit function theorem, there exists \( r \in (0, \varepsilon) \) and a unique mapping \( \phi \in C^1((1 - r, 1 + r); E^u_1 \times E^\theta_1) \) such that \( \Phi(\lambda, \phi(\lambda)) = 0 \) for all \( \lambda \in (1 - r, 1 + r) \) and \( \phi(1) = (u_*, \theta_*) \). By uniqueness, it holds that \( (u_\lambda, \theta_\lambda) = \phi(\lambda) \), hence

\[
[\lambda \mapsto (u_\lambda, \theta_\lambda)] \in C^1((1 - r, 1 + r); E^u_1 \times E^\theta_1).
\]

Since \( \partial_\lambda (u_\lambda(t), \theta_\lambda(t))|_{\lambda = 1} = t \partial_t (u_*, \theta_*) \), we obtain

\[
[t \mapsto t \partial_t (u_\lambda(t), \theta_\lambda(t))] \in E^u_1 \times E^\theta_1.
\]

In particular, this yields

\[
\begin{align*}
u_* &\in W^3_p((\tau, T); L_q(\Omega)) \cap W^2_{q}((\tau, T); L^2_q(\Omega)), \\
\theta_* &\in W^2_p((\tau, T); L_s(\Omega)) \cap W^1_{s}((\tau, T); L^2_s(\Omega))
\end{align*}
\]

for each \( \tau \in (0, T) \), as \( \varepsilon \in (0, 1) \) was arbitrary.

Moreover, if all nonlinearities \( c, b, k \) and \( Q \) are \( C^m \)-mappings, where \( m \in \mathbb{N} \), then also \( \phi \in C^m((1 - r, 1 + r); E^u_1 \times E^\theta_1) \) by the implicit function theorem. Inductively, this yields

\[
[t \mapsto t^m \partial_t^m (u_\lambda(t), \theta_\lambda(t))] \in E^u_1 \times E^\theta_1.
\]
and therefore

\[ u^* \in W^{m+2}_p((\tau, T); L_q(\Omega)) \cap W^{m+1}_p((\tau, T); W^2_q(\Omega)), \]

\[ \theta^* \in W^{m+1}_r((\tau, T); L_s(\Omega)) \cap W^m_r((\tau, T); W^2_s(\Omega)). \]

We have thus proven the following result.

**Theorem 4.1** Let the conditions of Theorem 1.1 be satisfied. Then the unique solution

\[ u \in W^2_p((0, T); L_q(\Omega)) \cap W^1_p((0, T); W^2_q(\Omega)), \]

\[ \theta \in W^1_r((0, T); L_s(\Omega)) \cap L^r((0, T); W^2_s(\Omega)) \]

of (1.3) with \( g_j = h_\ell = 0 \) satisfies

\[ u \in W^3_p((\tau, T); L_q(\Omega)) \cap W^2_p((\tau, T); W^2_q(\Omega)), \]

\[ \theta \in W^2_r((\tau, T); L_s(\Omega)) \cap W^1_r((\tau, T); W^2_s(\Omega)), \]

for each \( \tau \in (0, T) \).

If, in addition, \( c, b, k \) and \( Q \) are \( C^m \)-mappings, it holds that

\[ u \in W^{m+2}_p((\tau, T); L_q(\Omega)) \cap W^{m+1}_p((\tau, T); W^2_q(\Omega)), \]

\[ \theta \in W^{m+1}_r((\tau, T); L_s(\Omega)) \cap W^m_r((\tau, T); W^2_s(\Omega)). \]

for each \( \tau \in (0, T) \).

**Remark 4.2** Under the conditions of Theorem 4.1 one can also prove joint time–space regularity by an application of the parameter trick in [22, Section 9.4]. We refrain from giving the details.

### 5 Equilibria and Long-Time Behaviour

The equilibria \((u^*, \theta^*)\) of (1.3) with \( g_j = 0 \) and \( h_\ell = (1 - \ell)\theta_a \) are determined by the equations

\[ -c^2(\theta) \Delta u^* = 0, \quad \text{in } \Omega, \]

\[ -\kappa_a \Delta \theta^* + \rho_b C_b W(\theta^* - \theta_a) = Q(0), \quad \text{in } \Omega, \]

\[ B_j u^* = 0, \quad \text{on } \partial \Omega, \]

\[ B_\ell \theta^* = (1 - \ell)\theta_a, \quad \text{on } \partial \Omega. \]

Let us assume that \( c^2(\tau) \geq c_0 > 0 \) for all \( \tau \in \mathbb{R} \). It follows that \( u^* = 0 \) if \( j = 0 \) or \( u^* \) is an arbitrary constant if \( j = 1 \).

Concerning \( \theta^* \), we observe that if \( Q(0) = 0 \), then \( \theta^* = \theta_a \) is the unique solution of (5.1)\(_{2,4} \). We will show that in case \( j = 0 \), the equilibrium \((u^*, \theta^*) = (0, \theta_a)\) is
exponentially stable (in the sense of Lyapunov). In a first step, we define \( \tilde{\theta} := \theta - \theta_a \), so that we may consider the problem

\[
\begin{align*}
\dot{u} - \tilde{c}^2(\tilde{\theta}) \Delta u - \tilde{b}(\tilde{\theta}) \Delta u_t &= \tilde{k}(\tilde{\theta})(u^2)_{tt}, & \text{in } (0, T) \times \Omega, \\
\rho_a C_a \dot{\theta} - \kappa_a \Delta \theta + \rho_b C_b W \tilde{\theta} &= Q(u_t), & \text{in } (0, T) \times \Omega, \\
u &= 0, & \text{in } (0, T) \times \partial \Omega, \\
B_t \tilde{\theta} &= 0, & \text{in } (0, T) \times \partial \Omega, \\
(u(0), u_t(0)) &= (u_0, u_1), & \text{in } \Omega, \\
\tilde{\theta}(0) &= \tilde{\theta}_0, & \text{in } \Omega,
\end{align*}
\]

(5.2)

where \( \tilde{\theta}_0 := \theta_0 - \theta_a \) and \( \tilde{f} (\tau) := f (\tau + \theta_a) \) for \( f \in \{c, b, k\} \). Observe that

\[ \theta_0 \in B^{2-2/r}_{\sigma r}(\Omega) \iff \tilde{\theta}_0 \in B^{2-2/r}_{\sigma r}(\Omega) \]

as \( \theta_a \) is constant and \( \Omega \) is bounded.

We define the function spaces

\[
\begin{align*}
\mathbb{E}^u_0 (\mathbb{R}_+) &:= L_p(\mathbb{R}_+; L_q(\Omega)), & \mathbb{E}^\theta_0 (\mathbb{R}_+) &:= L_r(\mathbb{R}_+; L_s(\Omega)), \\
\mathbb{E}^u_1 (\mathbb{R}_+) &:= \{ u \in W^2_p(\mathbb{R}_+; L_q(\Omega)) \cap W^1_p(\mathbb{R}_+; W^2_q(\Omega)) : u = 0 \text{ on } \partial \Omega \}, \\
\mathbb{E}^\theta_1 (\mathbb{R}_+) &:= \{ \tilde{\theta} \in W^1_p(\mathbb{R}_+; L_s(\Omega)) \cap L_r(\mathbb{R}_+; W^2_s(\Omega)) : B_t \tilde{\theta} = 0 \text{ on } \partial \Omega \}, \\
\mathbb{X}^u_{\gamma} &:= \{ (u_0, u_1) \in W^2_q(\Omega) \times B^{2-2/p}_{\gamma q}(\Omega) : u_1|_{\partial \Omega} = 0 \text{ if } 1-1/2q > 1/p, \ u_0|_{\partial \Omega} = 0 \},
\end{align*}
\]

and

\[ \mathbb{X}^\theta_{\gamma} := \{ \tilde{\theta}_0 \in B^{2-2/r}_{\gamma r}(\Omega) : B_t \tilde{\theta}_0 = 0 \text{ on } \partial \Omega \text{ if } 1/2 - 1/2s > 1/r \}. \]

For \( F \in \{ \mathbb{E}^u_0, \mathbb{E}^u_1, \mathbb{E}^\theta_0, \mathbb{E}^\theta_1 \} \) we define furthermore

\[ v \in e^{-\omega t} F(\mathbb{R}_+) :\iff [t \mapsto e^{\omega t} v(t)] \in F(\mathbb{R}_+), \ \omega \geq 0, \]

and a mapping

\[
\Psi : e^{-\omega t} \mathbb{E}^u_0(\mathbb{R}_+) \times e^{-\omega t} \mathbb{E}^\theta_0(\mathbb{R}_+) \times \mathbb{X}^u_{\gamma} \times \mathbb{X}^\theta_{\gamma} \rightarrow e^{-\omega t} \mathbb{E}^u_0(\mathbb{R}_+) \times e^{-\omega t} \mathbb{E}^\theta_0(\mathbb{R}_+) \times \mathbb{X}^u_{\gamma} \times \mathbb{X}^\theta_{\gamma}
\]

by

\[
\Psi(u, \tilde{\theta}, u_0, u_1, \tilde{\theta}_0) = \begin{pmatrix}
\dot{u} - \tilde{c}^2(\tilde{\theta}) \Delta u - \tilde{b}(\tilde{\theta}) \Delta u_t - \tilde{k}(\tilde{\theta})(u^2)_{tt} \\
\rho_a C_a \dot{\theta} - \kappa_a \Delta \theta + \rho_b C_b W \tilde{\theta} - Q(u_t) \\
u(0) - u_0 \\
u_t(0) - u_1 \\
\tilde{\theta}(0) - \tilde{\theta}_0
\end{pmatrix}.
\]
Note that the mapping $\Phi$ is well defined and

$$\Phi \in C^{1}\left(\mathbb{E}_1^u(\mathbb{R}_+^\times) \times \mathbb{E}_1^\delta(\mathbb{R}_+^\times) \times X_u^u \times X_\delta^\delta; \mathbb{E}_0^u(\mathbb{R}_+^\times) \times \mathbb{E}_0^\delta(\mathbb{R}_+^\times) \times X_u^u \times X_\delta^\delta\right)$$

provided that

$$Q \in C^{1}\left(e^{-\omega}\mathbb{E}_1^u(\mathbb{R}_+^\times); e^{-\omega}\mathbb{E}_0^\delta(\mathbb{R}_+^\times)\right),$$

where

$$\mathbb{E}_1^u(\mathbb{R}_+) := W_p^p(\mathbb{R}_+; L_q(\Omega)) \cap L_p(\mathbb{R}_+; W_q^2(\Omega)).$$

Moreover, $\Phi(0, 0, 0, 0, 0) = 0$ and

$$D_{(\dot{u}, \dot{\delta})} \Phi(0, 0, 0, 0, 0)(\dot{u}, \dot{\delta}) = \begin{pmatrix}
\dot{u}_{tt} - c^2(0)\Delta \dot{u} - \tilde{b}(0)\Delta \dot{u}_t \\
\rho_a C_a \dot{\delta}_t - \kappa_a \Delta \dot{\delta} + \rho_b C_b \dot{\theta} - Q'(0)\dot{u}_t \\
\dot{u}(0) \\
\dot{u}_t(0) \\
\dot{\delta}(0)
\end{pmatrix}.$$

Let us recall that the Dirichlet- as well as the Neumann–Laplacian $\Lambda_m$, $m \in \{D, N\}$ has the property of $L_r$-maximal regularity in $L_s(\Omega)$, see e.g. [22, Section 6]. Since for any $\alpha > 0$, the spectral bound of the operator $(\Lambda_m - \alpha I)$ in $L_s(\Omega)$ is strictly negative, it generates an exponentially stable analytic semigroup in $L_s(\Omega)$ with $L_r$-maximal regularity.

We note furthermore, that $c(0) = c(\theta_a)$ and $b(\theta_a)$ are positive constants. Hence, [15, Theorem 2.5] in combination with the exponential stability of the semigroup, generated by $(\Lambda_m - \alpha I)$ in $L_s(\Omega)$, implies that there is some $\omega_0 > 0$ such that for all $\omega \in [0, \omega_0)$, the operator

$$D_{(\dot{u}, \dot{\delta})} \Phi(0, 0, 0, 0, 0) : e^{-\omega}\mathbb{E}_1^u(\mathbb{R}_+^\times) \times e^{-\omega}\mathbb{E}_0^\delta(\mathbb{R}_+^\times)$$

$$\rightarrow e^{-\omega}\mathbb{E}_0^u(\mathbb{R}_+^\times) \times e^{-\omega}\mathbb{E}_1^\delta(\mathbb{R}_+^\times) \times X_u^u \times X_\delta^\delta$$

is invertible. By the implicit function theorem, there exists some $\delta > 0$ and a mapping

$$\psi \in C^{1}\left(\mathbb{E}_1^{u} \times \mathbb{E}_0^{\delta}\left((0, 0, 0, 0, 0), \delta; e^{-\omega}\mathbb{E}_1^u(\mathbb{R}_+^\times) \times e^{-\omega}\mathbb{E}_0^\delta(\mathbb{R}_+^\times)\right)\right)$$

such that $\psi(0, 0, 0, 0) = (0, 0)$ and

$$\Phi(\psi(u_0, u_1, \tilde{\delta}_0), (u_0, u_1, \tilde{\delta}_0)) = 0$$

for all $(u_0, u_1, \tilde{\delta}_0) \in \mathbb{E}_1^u \times \mathbb{E}_0^\delta((0, 0, 0, 0, 0), \delta)$. Since $\psi(0, 0, 0) = 0$ and $\psi$ is continuously differentiable, it follows that for each $r \in (0, \delta)$, there exists a constant $C = C(r) > 0$
such that
\[\|\psi(u_0, u_1, \tilde{\theta}_0)\|_{e^{-\omega t}X_\theta^d(\mathbb{R}^+)} \frac{e^{-\omega t}X_\theta^d(\mathbb{R}^+)}{\mathbb{R}^+} \leq C\|(u_0, u_1, \tilde{\theta}_0)\|_{X_\theta^d \times X_{\theta_0}^d}\]
holds for all \((u_0, u_1, \tilde{\theta}_0) \in B_{X_\theta^d \times X_{\theta_0}^d}(0, 0, 0, r)\).

For the solution \((u, \tilde{\theta}) = \psi(u_0, u_1, \tilde{\theta}_0)\) of (5.2), this implies the estimate
\[e^{\omega t}\left(\|u(t)\|_{W^2_q(\Omega)} + \|u_t(t)\|_{B^{2-2/p}_{q_0^p}(\Omega)} + \|\tilde{\theta}(t)\|_{B^{2-2/r}_{s_0^r}(\Omega)}\right) \leq C \left(\|u_0\|_{W^2_q(\Omega)} + \|u_1\|_{B^{2-2/p}_{q_0^p}(\Omega)} + \|\tilde{\theta}_0\|_{B^{2-2/r}_{s_0^r}(\Omega)}\right) (5.3)\]
for all \(t \geq 0\). We summarize these considerations in

**Theorem 5.1** Let \(\Omega \subset \mathbb{R}^d\) be a bounded domain with boundary \(\partial \Omega \in C^2\) and suppose that \(c, b, k \in C^1(\mathbb{R})\) with \(b(\tau) \geq b_0 > 0\) and \(c^2(\tau) \geq c_0 > 0\) for all \(\tau \in \mathbb{R}\). Assume furthermore that \(p, q, r, s \in (1, \infty)\) such that
\[\frac{d}{q} < 2, \quad \frac{2}{r} + \frac{d}{s} < 2\]
and
\[Q \in C^1\left(e^{-\omega t}(W^1_p(\mathbb{R}^+; L_q(\Omega)) \cap L^p(\mathbb{R}^+; W^2_q(\Omega)) ; e^{-\omega t}L^r(\mathbb{R}^+; L^s(\Omega))\right),\]
with \(Q(0) = 0\). Assume that \(1 - 1/2q \neq 1/p\) and \(1 - \ell/2 - 1/2s \neq 1/r\).

Then there are \(\delta > 0\) and \(\omega_0 > 0\) such that for all \(\omega \in [0, \omega_0]\),
\[u_0 \in W^2_q(\Omega), \quad u_1 \in B^{2-2/p}_{q_0^p}(\Omega), \quad \theta_0 \in B^{2-2/r}_{s_0^r}(\Omega),\]
with
- \(u_0|_{\partial \Omega} = 0\),
- \(u_1|_{\partial \Omega} = 0\) if \(1 - 1/2q > 1/p\),
- \(B_\ell \theta_0 = (1 - \ell)\theta_a\) on \(\partial \Omega\) if \(1 - \ell/2 - 1/2s > 1/r\)

and
\[\|u_0\|_{W^2_q(\Omega)} + \|u_1\|_{B^{2-2/p}_{q_0^p}(\Omega)} + \|\theta_0 - \theta_a\|_{B^{2-2/r}_{s_0^r}(\Omega)} \leq \delta,\]
there exists a unique global solution \((u, \theta)\) of (1.3) with
\[u \in e^{-\omega t}(W^2_p(\mathbb{R}^+; L_q(\Omega)) \cap W^1_p(\mathbb{R}^+; W^2_q(\Omega))),\]
\[\theta - \theta_a \in e^{-\omega t}(W^1_r(\mathbb{R}^+; L^s(\Omega)) \cap L^r(\mathbb{R}^+; W^2_s(\Omega))).\]

Moreover, there exists a constant \(C > 0\) such that the estimate...
\[ \|u(t)\|_{W^2_{q}(\Omega)} + \|u_t(t)\|_{B^{2-2/p}_{r p}(\Omega)} + \|\theta(t) - \theta_a\|_{B^{2-2/r}_{sr}(\Omega)} \leq C e^{-\omega t} \left( \|u_0\|_{W^2_{q}(\Omega)} + \|u_1\|_{B^{2-2/p}_{r p}(\Omega)} + \|\theta_0 - \theta_a\|_{B^{2-2/r}_{sr}(\Omega)} \right) \]

holds for all \( t \geq 0 \).

**Remark 5.2** In [18], the authors proved Theorem 5.1 for the case \( p = q = s = 2 \), \( d \in \{2, 3\} \) under more restrictive assumptions on the initial data \((u_0, u_1, \theta_0)\) as well as on the nonlinearities \( c, k, Q \) by means of higher order energy methods/estimates. Furthermore, in [18] it is assumed that the function \( b \) is constant. Thus, Theorem 5.1 may be understood as a generalization of the results in [18].

**Remark 5.3** In case \( j = 1 \) (Neumann boundary conditions for \( u \)), one has to deal with a family of equilibria \((u_*, \theta_*)\), where \( u_* = r \in \mathbb{R} \) is constant and \( \theta_* = \theta_a \). In this case, one can use the same strategy as in [25] to show that each equilibrium \((r, \theta_*)\), with \( r \in \mathbb{R} \) being close to zero, is *normally stable*. We refrain from giving the details and refer the interested reader to [23] and [25].
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**Appendix A**

In this section, we collect the definitions and some properties of the function spaces, being used in this paper.

**Definitions**

We follow [2, 16, 24]. Let \( X \) a Banach space and \( S(\mathbb{R}^d; X) \) the \( X \)-valued Schwartz functions. Let \( S'(\mathbb{R}^d; X) \) the \( X \)-valued tempered distributions and \( \hat{f} := \mathcal{F} f \) the Fourier transform of \( f \in S'(\mathbb{R}^d; X) \).
For \( m \in \mathbb{N}_0 \) and \( p \in [1, \infty] \), the **Sobolev space** \( W^m_p(\mathbb{R}^d; X) \) is defined to be the completion of \( \mathcal{S}(\mathbb{R}^d; X) \) with respect to the norm

\[
\| \cdot \|_{W^m_p(\mathbb{R}^d; X)} := \sum_{|\alpha| \leq m} \| D^\alpha \cdot \|_{L_p(\mathbb{R}^d; X)}.
\]

We note that \( W^0_p(\mathbb{R}^d; X) = L_p(\mathbb{R}^d; X) \) is the \( X \)-valued **Lebesgue space**.

Choose a sequence \( (\phi_k)_{k \geq 0} \subset \mathcal{S}(\mathbb{R}^d; \mathbb{R}) \) with the properties

\[
\hat{\phi}_0 = \phi, \quad \hat{\phi}_1(\xi) = \hat{\phi}(\xi/2) - \hat{\phi}(\xi), \quad \hat{\phi}_k(\xi) = \hat{\phi}_1(2^{-k+1}\xi), \quad k \geq 2,
\]

and with a generating function \( \varphi \in \mathcal{S}(\mathbb{R}^d; \mathbb{R}) \) satisfying

\[
0 \leq \hat{\varphi}(\xi) \leq 1, \quad \xi \in \mathbb{R}^d, \quad \hat{\varphi}(\xi) = 1 \text{ if } |\xi| \leq 1, \quad \hat{\varphi}(\xi) = 0 \text{ if } |\xi| > \frac{3}{2}.
\]

For \( p, q \in [1, \infty], s \in \mathbb{R} \), the **Besov space** \( B^s_{pq}(\mathbb{R}^d; X) \) is defined to be the space of all \( f \in \mathcal{S}'(\mathbb{R}^d; X) \) such that

\[
\| f \|_{B^s_{pq}(\mathbb{R}^d; X)} := \left\| \left( 2^{ks} (\varphi_k \ast f) \right)_k \right\|_{\ell_q(L_p(\mathbb{R}^d; X))} < \infty.
\]

For \( p \in [1, \infty), q \in [1, \infty), s \in \mathbb{R} \), the **Triebel–Lizorkin space** \( F^s_{pq}(\mathbb{R}^d; X) \) is defined to be the space of all \( f \in \mathcal{S}'(\mathbb{R}^d; X) \) such that

\[
\| f \|_{F^s_{pq}(\mathbb{R}^d; X)} := \left\| \left( 2^{ks} (\varphi_k \ast f) \right)_k \right\|_{L_p(\mathbb{R}^d; \ell_q(X))} < \infty.
\]

It follows directly from the definitions of \( B^s_{pq} \) and \( F^s_{pq} \), that

\[
B^s_{pq}(\mathbb{R}^d; X) = F^s_{pq}(\mathbb{R}^d; X)
\]

for \( s \in \mathbb{R} \) and \( p \in [1, \infty) \).

For \( p \in [1, \infty), s \in \mathbb{R} \), we define the **Sobolev-Slobodecki spaces** by

\[
W^s_p(\mathbb{R}^d; X) := \begin{cases} B^s_{pp}(\mathbb{R}^d; X), & s \in \mathbb{R}, \ s > 0, \ s \notin \mathbb{N}, \\ W^m_p(\mathbb{R}^d; X), & s = m \in \mathbb{N}_0. \end{cases}
\]

For \( s \in \mathbb{R} \) and \( p \in (1, \infty), \) the **Bessel potential space** \( H^s_p(\mathbb{R}^d; X) \) is defined to be the space of all \( f \in \mathcal{S}'(\mathbb{R}^d; X) \) such that

\[
\| f \|_{H^s_p(\mathbb{R}^d; X)} := \| \mathcal{F}^{-1}[ (1 + | \cdot |^2)^{s/2} \mathcal{F} f ] \|_{L_p(\mathbb{R}^d; X)} < \infty.
\]

All these function spaces are Banach spaces with respect to the norms defined above, see [2, Chapter VII].
Selected Embeddings

The preceding definitions imply the elementary embeddings

\[ B_{pq_0}^s(\mathbb{R}^d; X) \hookrightarrow B_{pq_1}^s(\mathbb{R}^d; X), \quad p, q_0, q_1 \in [1, \infty], \]

\[ F_{pq_0}^s(\mathbb{R}^d; X) \hookrightarrow F_{pq_1}^s(\mathbb{R}^d; X), \quad p \in [1, \infty), \quad q_0, q_1 \in [1, \infty], \quad (A.1) \]

and

\[ B_{pq_0}^s(\mathbb{R}^d; X) \hookrightarrow B_{pq_1}^s(\mathbb{R}^d; X), \quad p \in [1, \infty], \quad 1 \leq q_0 \leq q_1 \leq \infty, \]

\[ F_{pq_0}^s(\mathbb{R}^d; X) \hookrightarrow F_{pq_1}^s(\mathbb{R}^d; X), \quad p \in [1, \infty), \quad 1 \leq q_0 \leq q_1 \leq \infty, \]

valid for all \( s \in \mathbb{R} \) and \( \varepsilon > 0 \). Furthermore, for all \( p \in [1, \infty), q \in [1, \infty] \) and \( s \in \mathbb{R} \) it holds that

\[ B_{p_{\min}(p,q)}^s(\mathbb{R}^d; X) \hookrightarrow F_{pq}^s(\mathbb{R}^d; X) \hookrightarrow B_{p_{\max}(p,q)}^s(\mathbb{R}^d; X) \]

see e.g. [16, Proposition 3.11].

For general Banach spaces \( X \), the Sobolev and Bessel potential spaces are related to the \( B \)- and \( F \)-scale via the following sandwich theorems (see e.g. [2, Chapter VII] or [24, Proposition 2]).

\[ A_{p_1}^s(\mathbb{R}^d; X) \hookrightarrow H_{p}^s(\mathbb{R}^d; X) \hookrightarrow A_{p_{\infty}}^s(\mathbb{R}^d; X), \quad s \in \mathbb{R}, \quad p \in (1, \infty), \]

\[ A_{p_1}^k(\mathbb{R}^d; X) \hookrightarrow W_{p}^k(\mathbb{R}^d; X) \hookrightarrow A_{p_{\infty}}^k(\mathbb{R}^d; X), \quad k \in \mathbb{N}_0, \quad p \in (1, \infty), \quad (A.2) \]

where \( A \in \{ B, F \} \).

UMD Spaces

It follows from [2, Theorem VII.4.3.2] or [24, Remark 4] that for \( k \in \mathbb{N}, p \in (1, \infty) \) it holds that

\[ W_{p}^k(\mathbb{R}^d; X) = H_{p}^k(\mathbb{R}^d; X) \]

if one assumes in addition that \( X \) is a UMD space, which by definition means that the Hilbert transform is bounded in \( L_p(\mathbb{R}; X) \) for some \( p \in (1, \infty) \). We list some facts on UMD spaces (cf. [1, Section III.4] or [8, Chapter 4]).

- Every Hilbert space is a UMD space.
- Closed subspaces and the dual of UMD spaces are UMD spaces.
If $X$ is a UMD space, then $L^p_{\mathbb{R}^d}(\mathbb{R}^d; X)$ is a UMD space for $p \in (1, \infty)$.

If $p, q \in (1, \infty), s \in \mathbb{R}$ and $X = \mathbb{R}$, then the scalar versions $H^s_p, B^s_{pq}, F^s_{pq}$ of the spaces introduced above are UMD spaces.

Every UMD space is reflexive.

By [24, Remark 5], for $s \in \mathbb{R}$ and $p \in (1, \infty)$, the identity

$$F^s_{p2}(\mathbb{R}^d; X) = H^s_p(\mathbb{R}^d; X)$$

holds if and only if $X$ can be renormed as a Hilbert space. If this is the case, then

$$W^k_p(\mathbb{R}^d; X) = H^k_p(\mathbb{R}^d; X) = F^k_{p2}(\mathbb{R}^d; X)$$

for any $k \in \mathbb{N}_0, p \in (1, \infty)$, since every Hilbert space $X$ is of class UMD and in particular it follows that

$$H^s_2(\mathbb{R}^d; X) = F^s_{22}(\mathbb{R}^d; X) = B^s_{22}(\mathbb{R}^d; X) = W^s_2(\mathbb{R}^d; X)$$

for any $s \in \mathbb{R}$ provided $X$ is a Hilbert space.

### Restricted Spaces

For open $D \subset \mathbb{R}^d$ and $\mathbb{F} \in \{ B^s_{pq}, F^s_{pq}, H^s_p, W^m_p \}$, we define

$$\mathbb{F}(D; X) := \{ f \in \mathcal{D}'(D; X) | \exists g \in \mathbb{F}(\mathbb{R}^d; X) : g|_D = f \}$$

and

$$\| f \|_{\mathbb{F}(D; X)} := \inf \{ \| g \|_{\mathbb{F}(\mathbb{R}^d; X)} | g|_D = f \}.$$  

Here, $\mathcal{D}'(D; X)$ is the set of all $X$-valued distributions on $D$, see [1, Chapter III].

Finally, if $M$ is an embedded compact hypersurface in $\mathbb{R}^d$ (for example $M = \partial \Omega$ and $\Omega$ is a smooth bounded domain in $\mathbb{R}^d$), the spaces $B^s_{pq}(M)$ and $F^s_{pq}(M)$ are defined via local charts, see e.g. [26, Section 3.2.2].

### References

1. Amann, H.: Linear and Quasilinear Parabolic Problems. Vol I: Abstract Linear Theory. Monographs in Mathematics, vol. 89. Birkhäuser Boston Inc., Boston (1995)
2. Amann, H.: Linear and Quasilinear Parabolic Problems. Vol. II. Monographs in Mathematics, vol. 106. Birkhäuser/Springer, Cham (2019)
3. Angenent, S.B.: Nonlinear analytic semiflows. Proc. R. Soc. Edinb. A 115(1–2), 91–107 (1990)
4. Clason, C., Kaltenbacher, B., Veljović, S.: Boundary optimal control of the Westervelt and the Kuznetsov equations. J. Math. Anal. Appl. 356(2), 738–751 (2009)
5. Denk, R., Hieber, M., Prüss, J.: Optimal $L^p-L^q$-estimates for parabolic boundary value problems with inhomogeneous data. Math. Z. 257(1), 193–224 (2007)
6. Hallaj, I., Cleveland, R.: FDTD simulation of finite-amplitude pressure and temperature fields for biomedical ultrasound. J. Acoust. Soc. Am. 105, 7–12 (1999)
7. Hallaj, I., Cleveland, R., Hynynen, K.: Simulations of the thermo-acoustic lens effect during focused ultrasound surgery. J. Acoust. Soc. Am. 109, 2245–53 (2001)
8. Hytönen, T., van Neerven, J., Veraar, M., Weis, L.: Analysis in Banach Spaces. Vol. I. Martingales and Littlewood–Paley Theory, Volume 63 of Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics, Springer, Cham (2016)
9. Kaltenbacher, B.: Boundary observability and stabilization for Westervelt type wave equations without interior damping. Appl. Math. Optim. 62(3), 381–410 (2010)
10. Kaltenbacher, B., Lasiecka, I.: Global existence and exponential decay rates for the Westervelt equation. Discret. Contin. Dyn. Syst. Ser. S 2(3), 503–523 (2009)
11. Kaltenbacher, B., Lasiecka, I.: Well-posedness of the Westervelt and the Kuznetsov equation with nonhomogeneous Neumann boundary conditions. Discret. Contin. Dyn. Syst. 2, 763–773 (2011)
12. Kaltenbacher, B., Nikolić, V.: The inviscid limit of third-order linear and nonlinear acoustic equations. SIAM J. Appl. Math. 81(4), 1461–1482 (2021)
13. Kaltenbacher, B., Rundell, W.: Determining the nonlinearity in an acoustic wave equation. Math. Methods Appl. Sci. (2021)
14. Kaltenbacher, B., Thalhammer, M.: Fundamental models in nonlinear acoustics part I. Analytical comparison. Math. Models Methods Appl. Sci. 28(12), 2403–2455 (2018)
15. Meyer, S., Wilke, M.: Optimal regularity and long-time behavior of solutions for the Westervelt equation. Appl. Math. Optim. 64(2), 257–271 (2011)
16. Meyries, M., Veraar, M.: Sharp embedding results for spaces of smooth functions with power weights. Stud. Math. 208(3), 257–293 (2012)
17. Nikolić, V., Said-Houari, B.: Local well-posedness of a coupled Westervelt–Pennes model of nonlinear ultrasonic heating. https://arxiv.org/abs/2108.06999 (2021)
18. Nikolić, V., Said-Houari, B.: The Westervelt–Pennes model of nonlinear thermoacoustics: Global solvability and asymptotic behavior. J. Diff. Equ. 336, 628–653 (2022)
19. Norton, G.V., Purrington, R.D.: The Westervelt equation with a causal propagation operator coupled to the bioheat equation. Evol. Equ. Control Theor. 5(3), 449–461 (2016)
20. Pennes, H.H.: Analysis of tissue and arterial blood temperatures in the resting human forearm. J. Appl. Physiol. 1(2), 93–122 (1948)
21. Prüss, J., Schnaubelt, R.: Solvability and maximal regularity of parabolic evolution equations with coefficients continuous in time. J. Math. Anal. Appl. 256(2), 405–430 (2001)
22. Prüss, J., Simonett, G.: Moving Interfaces and Quasilinear Parabolic Evolution Equations. Monographs in Mathematics, vol. 105. Birkhäuser, Basel (2016)
23. Prüss, J., Simonett, G., Zacher, R.: On convergence of solutions to equilibria for quasilinear parabolic problems. J. Diff. Equ. 236(10), 3902–3931 (2009)
24. Schmeißer, H.-J., Sickel, W.: Vector-valued Sobolev spaces and Gagliardo–Nirenberg inequalities. Prog Nonlinear Diff. Equ. Appl. 6, 463–472 (2005)
25. Simonett, G., Wilke, M.: Well-posedness and longtime behavior for the Westervelt equation with absorbing boundary conditions of order zero. J. Evol. Equ. 17, 551–571 (2017)
26. Triebel, H.: Theory of Function Spaces. Monographs in Mathematics, vol. 78. Birkhäuser Verlag, Basel (1983)
27. Westervelt, P.J.: Parametric acoustic array. J. Acoust. Soc. Am. 35(4), 535–537 (1963)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.