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Monitoring the effective reproduction number R_t of a rapidly unfolding pandemic in real-time is key to successful mitigation and prevention strategies. However, existing methods based on case numbers, hospital admissions or fatalities suffer from multiple measurement biases and temporal lags due to high test positivity rates or delays in symptom development or administrative reporting. Alternative methods such as web search and social media tracking are less directly indicating epidemic prevalence over time. We instead record age-stratified anonymous contact matrices at a daily resolution using a longitudinal online-offline survey in Hungary during the first two waves of the COVID-19 pandemic. This approach is innovative, cheap, and provides information in near real-time for estimating R_t at a daily resolution. Moreover, it allows to complement traditional surveillance systems by signaling periods when official monitoring infrastructures are unreliable due to observational biases.

Behavioral patterns strongly influence the outcome of an epidemic, yet observing how they change during an unfolding pandemic is among the largest challenges1,2. Alongside conventional survey methods, recent online and digital technologies provide new solutions to this problem. However, it is not evident how to translate large-scale observational data into actionable input for operational processes such as epidemic surveillance or modeling. Moreover, the dynamical estimation of social interaction patterns for large representative populations is problematic without entering privacy issues. We built an online/offline data collection infrastructure to continuously follow age-stratified contact matrices in a large population during the COVID-19 pandemic3. Integrating these self-reported contact numbers from voluntarily provided anonymous online questionnaires into disease transmission models, we demonstrate how to estimate the dynamics of the effective reproduction number from behavioral data. Alongside the conventional solutions based on medical statistics and population testing, our ecosystem provides a complementary surveillance system for disease monitoring.

Behavioural responses to pandemic emergencies. There are several reasons why people change the way they interact, travel, or protect themselves during a pandemic. Non-pharmaceutical interventions (NPIs)4 such as lockdowns, school closures, mask mandates, and other regulations are the most direct causes that might induce change in people's behavior. However, fear of contamination5, lack of trust in governmental communication6, or belief in misinformation7 can also cause a radical shift in one's social and mobility patterns, sometimes even leading to counter-effective situations like mass protests against regulations in the middle of a pandemic8. Therefore, it is challenging to dynamically observe the convoluted effects of all these behavioral forces, not to mention their explanation by disentangled causal reasons.

It is essential to understand how people alter their social behavior3,9,10 and mobility patterns11–13 during a pandemic2,3,14–17. These changes directly influence the way people meet, mix and interact with others, which then determines the dynamics of the disease spreading. The follow-up of direct physical contacts or proximity interactions of people are crucial from an epidemiological point of view as they provide the underlying conditions to transmit various types e.g. influenza-like illness9,14–20. Therefore, the social networks of people that...
encode physical and proxy interactions might provide critical input to epidemic models at different levels of aggregation, like in forms of age-stratified contact matrices. Even though the dynamical monitoring of such social networks is a prime goal during epidemic crises, conventional methods like phone recorded surveys and contact diaries may have limited capacities to capture relevant information in a reflexive way. This is especially the case in the beginning of a pandemic emergency when immediate data collection is crucial, while phone surveys could provide observations through expensive and highly coordinated efforts only. Nevertheless, one such achievement has been carried out during the CoMiX study that aimed to recurrently collect age stratified contact patterns in several European countries during the COVID-19 pandemic. This panel survey recorded data about the contact patterns of people influenced by local interventions during the pandemic by registering age contact matrices in different contexts. Such dataset fuelled studies like Munday et al., that aimed to develop predictive epidemic models incorporating the dynamically changing contact matrices in the UK, and established the observations that they improve the forecast of infections in the short and mid-term.

Epidemic surveillance methods and their biases

One of the broadly adopted metrics to characterize the actual state of an epidemic is the basic reproduction number \( R_0 \). This measure determines the expected number of secondary infection cases induced by a single infected individual in a fully susceptible population. If this number \( R_0 > 1 \), the number of confirmed cases will rise, whereas if \( R_0 < 1 \), there will be no sizeable outbreak. Nevertheless, during an evolving real epidemic with a large fraction of infected people, the spreading dynamics is better estimated by the effective reproduction number \( R_t \). This quantity takes the actual size of the remaining uninfected population into account and incorporates all other aspects that influence the course of the epidemic. It is affected by several factors, such as the transmission rate of the infection, the duration of infectiousness of infected individuals, or the contact frequency in the host population.

For a given population, \( R_t \) is usually calculated with statistical tools from epidemiological data like the number of fatalities or the detected number of infected cases. These numbers are collected via centralized national surveillance systems, which are expensive to maintain and may rely on data reporting practices that are not always transparent. Moreover, none of these observables provide a good solution to nowcast the actual \( R_t \) values. Fatalities are usually well documented, thus, their count could potentially provide a precise measure to estimate \( R_t \). However, identified COVID-19 deceased are reported usually with delays after their initial infection, due to the different course of the illness for different individuals, and also due to reporting delays. Such delays fluctuate and can mount up to weeks, which makes fatality counts impossible to use for the real-time monitoring of the epidemic. The number of detected cases are usually reported more rapidly but they provide less precise observables. These counts easily fluctuate due to extreme events or other biases. One of their most significant observational bias is caused by limited testing capacities, inducing high positivity rates. Following the recommendation of the World Health Organization (WHO), the test positivity rate should not exceed 5% for reliable observations. However, during the early phase of the pandemic, due to the shortage of tests and later upon the emergence of highly transmissible variants, this condition was difficult to maintain. This caused severe underestimation of \( R_t \) during major epidemic waves in many countries. Other biasing factors come from case importations and local epidemic clusters, testing campaigns, or the slow data retrieval due to delayed case reporting. All these shortcomings make conventional observables difficult to use for the precise and real-time inference of the actual \( R_t \) values during an emerging pandemic. This calls for novel methods to estimate \( R_t \) dynamically from alternative data sources in order to provide independent monitoring tools to follow the actual epidemic and to help operative decisions.

Behaviour dynamics for epidemic surveillance

To answer this challenge, we have built an infrastructure that can estimate the effective reproduction number \( R_t \) in real-time with remarkable precision using contact dynamics data collected online and via telephone surveys. More precisely, we collected daily age-stratified contact matrices during the first and second waves of the COVID-19 pandemic in Hungary using an online questionnaire, which was answered 538,684 times by 235,072 unique users since its launch. Meanwhile, we recorded the same questionnaire each month on a representative population of 1,500 individuals via telephone surveys (for more details, see Methods). With the combination of the two datasets, we reconstructed a sequence of age contact matrices at a daily resolution, that we share through an open repository along this paper. In turn we feed these matrices as an input to a deterministic epidemic compartment model, which this way not only considers the age-stratified contact patterns of the modeled population but incorporates the effects of contact behavioral changes in its dynamics. The numerical solution of this model served us with an inferred \( R_t \) function at a daily resolution, that closely approximated the \( R_t \) values computed from hospitalization rates for a reference period.

Despite all these advantages, the behavioral monitoring based \( R_t \) inference method appears with biases too, and may provide obscure data in certain cases. For example, if the number of recorded responses become very low during a period of data collection, or the respondent population will become non-representative for the country, the inferred contact numbers and the estimated \( R_t \) value will also become biased. We propose statistical methods to account for these imperfections, yet they may not be able to account for all of them. Examples are social desirability and selection biases, which may be present during the data collection and we assume that they do not change over time. However, this might not be the case, especially over longer periods of recording. As
a consequence, instead of suggesting our system as a standalone methodology, the surveillance and behaviour based monitoring systems estimating the dynamics of the $R_t$ reproductive numbers should be observed together as they are independent thus they could indicate observational biases either way if they deviate from each other.

Consequently, our solution provides a cheap supplementary monitoring system complementing observations made via conventional surveillance infrastructures relying on the public health system. It allows for cross-validating and indicating weaknesses of official surveillance when the inference of $R_t$ is biased. Moreover, our monitoring method can closely follow the effects of NPIs on contact numbers of individuals, thus allowing us to evaluate the impact of regulations in almost real-time. In the Results section, first, we briefly describe our data collection, integration, and modeling infrastructure. Subsequently, we present our findings on the observed contact dynamics in Hungary and the reconstructed $R_t$ function that we compare to the official surveillance data. Finally, we discuss the potentials, limitations, and future directions of our results.

**Results**

**Data collection and pre-processing**

Ten days after the first officially reported COVID-19 case in Hungary, an online data collection platform was initiated to track the social and individual behavioral changes of people during the unfolding pandemic. The so-called Hungarian Data Provider Questionnaire ("Magyar Adatszolgáltató Kérdőív" - MASZK) data collection started on March 23, 2020 and has been continued ever since. Over this period, the online questionnaire has been answered 538,684 times by 235,072 unique users, which is roughly 2.4% of the total population of Hungary.

Respondents were asked to estimate the number of people from eight different age groups ($0 - 4, 5 - 14, 15 - 29, 30 - 44, 45 - 59, 60 - 69, 70 - 79$, and $80+)$ they got in contact with during the previous day without mask protection. Such proxy contacts were defined as having spent more than 15 minutes within 2 m distance with someone, while at least one of them being without a mask. Relevant to this study, people also provided several of their socio-demographic characteristics (e.g. their age, gender, education level, resident municipality, etc.). Although the data collection involved only adult participants (over the age of 18), parents were asked to give their estimations about the contact numbers of their underage family members. As reference period, responses were also recorded about respondents’ contact patterns from the period before the COVID-19 pandemic. In the actual study, we limit our observations to the first two epidemic waves in Hungary, falling between the 1st April and 31st December 2020, during which the same virus variant was dominantly spreading and vaccination was still not available.

Although a large number of people participated in the data collection, since the online questionnaire was fully voluntary and anonymous, it did not provide a representative sample of the whole population of the country. We addressed this problem by collecting the same questionnaire in parallel using a phone-assisted survey method on a monthly basis. The interviewed population of this survey was representative for the Hungarian population along several dimensions, namely age, gender, settlement type, and education level. We summarize this data collection pipeline in the Methods section in Fig. 3 with more details on data collection, filtering, and pre-processing. As a result, using the daily questionnaires asking about the respondent’s contact patterns during the preceding day, we could reconstruct daily contact matrices (using a statistical method explained in Methods) and follow the average number of contacts per person over the course of the pandemic, as demonstrated in Fig. 1 for the first two epidemic waves. Asking respondents to recall their contact numbers from the preceding day minimised the recall bias of the estimates and provided us contact numbers with small memory errors. To mention as an interesting reference point, for the pre-pandemic period, we measured roughly 19.2 contacts per a person on average over the course of the pandemic, as demonstrated in Fig. 1 for the first two epidemic waves. Asking respondents to recall their contact numbers from the preceding day minimised the recall bias of the estimates and provided us contact numbers with small memory errors. To mention as an interesting reference point, for the pre-pandemic period, we measured roughly 19.2 contacts per a person on an average day, that was estimated from answers recorded between 1 April 2020 and 1 June 2020, asking about contact numbers from the period before the COVID-19 pandemic.

**Estimation of the effective reproduction number**

We used the obtained daily contact matrices as an input for modeling the transmission dynamics. We estimated the time-varying reproduction number during the course of the epidemic waves by employing a deterministic compartmental model. This model contains classes for latency, infectious and hospitalized period, and relaxes the condition for homogeneous mixing via tracking transmission routes between age groups in the population. For the visual representation of all transitions between the compartments, see SI Figure 2 and for the system of resulted equations, see SI equation (1). To incorporate age-stratified transmission patterns, we used the previously computed dynamical daily contact matrices. They represent the heterogeneity of the social contacts among individuals of different age groups, thus, they form the basis for the calculation of the associated effective reproduction number. Further, we considered seasonality effects deeming periodically lower transmission rates of the epidemic during the summer periods. The model includes an age-dependent parameter for susceptibility, which is smaller for young individuals implying less effective transmission. For details about the compartment structure, parameterization, and seasonality integration of the epidemic model, see Supplementary Information.

We iteratively solved the system defined by the model, starting from the state of the previous day and replacing the contact matrix of the next day in the simulation. During the model solution, the time-dependent age vectors of susceptible individuals were used to calculate the effective reproduction number on a daily basis. Since the number of infections during the first wave in Hungary was very low, the significance of tracking the depletion of susceptibles in age groups appeared only in the second wave. Consequently, we started our model from a fully susceptible population in April 2020 and simulated it for nine months, until January.
2021, which corresponded roughly to the end of the second pandemic wave in Hungary. We chose a reference period, when the case number based $R_t$ estimate is deemed accurate, and used this reference point to calibrate the relation between social contacts, fraction of susceptibles, and $R_t$ value. The selected reference period was mid-September, since for this period we obtained the most reliable $R_t$ estimate, which was confirmed by different types of epidemiological data, such as incidence data, hospitalizations and mortality trends (see40). Having this reference point fixed, following our methodology, we could calculate the $R_t$ rates for periods prior and posterior to the reference point. As a model output, we computed the $R_t$ effective reproduction number using the so-called Next Generation Matrix (NGM) 41, 42 method, which partitions the model structure to transition (focusing on the flow between the classes) and transmission (involving age-specific social patterns) parts. At a time point $t$, we compute a matrix whose dominant eigenvalue provides the value of $R_t$. For complete description of the methodology, see the Supplementary Information.

Note, that in a GitHub repository we share the epidemic simulation code incorporating the dynamical contact matrices37.

### Alternative reproduction number surveillance for Hungary

The estimated effective reproduction numbers are shown in Fig. 2 during the first two pandemics waves in Hungary. There, the dark blue curve corresponds to the $R_t$ estimated from our model solutions, which relies on online data and it takes into account the dynamical change of contact patterns. On the other hand, during the same period, several other methods have been proposed and applied to track the effective reproduction number in real time43, 44. These estimations commonly rely on the reported case numbers, which suffer from numerous biases, which could even change during the pandemic. We use one such estimate publicly available at43 that we indicate by a light blue curve and the corresponding 95% credible interval in Fig. 2. This curve represents an estimation of $R_t$ computed by the Cori method33 using the official Hungarian case numbers. While recently other, more up-to-date methods44–46 became available to estimate $R_t$ from case numbers, we use the actual curve43 as this was the only $R_t$ estimation published in Hungary during the pandemic42, and served as primary source for situation assessment.

By looking at Fig. 2, both the official and simulated $R_t$ values were smaller than one in the spring of 2020, confirming that the first wave was successfully suppressed. It was hovering around one during the summer and started grow distinctly above one from September onward, signifying a large second wave. The $R_t$ value dropped below one at the end of November, marking the peak of the second wave, and remained below one afterwards.

---

**Figure 1.** Average contact numbers calculated from the online survey (black line), parallel to the number of confirmed cases in the same period (red dashed line). The timeline of the most important NPI measures in Hungary is below the horizontal axis39. Case numbers are smoothed by a 7-day sliding window, similarly to the calculated average contact numbers, that also aggregate online survey data into 7-day sliding windows. Four selected contact matrices for the 8 age groups are shown above the curves. The effects of lockdowns and school closures (or the lack of them) are evidently visible in the matrix elements.
indicating the decay phase of the second wave. Generally, the effective reproduction numbers estimated from online data and model simulations were following surprisingly well the officially reported $R_t$ numbers for the entire period. Moreover, given a past reference point, this method allows us to make $R_t$ estimates not only retrospectively, but also in real time, presuming that social mixing data is collected continuously in real time as well.

At the same time, it is evident that the two estimated $R_t$ curves deviate from each other during some periods. We indicate these periods with colored boxes, during which the official reproduction number was deemed less reliable and deviated from the modeled curves. Following a chronological order, the first wave in Hungary in the spring of 2020 was dominated by outbreaks in healthcare and social care institutions. Therefore, these outbreaks generated a sharp increase in reported cases, leading to some short living spuriously high $R_t$ values in the case number based estimate. Yet, although these cases increased the number of confirmed cases, these high values did not represent the spread of the infection in the general population, as they correspond to well-contained local outbreaks. This was captured by the modeled $R_t$ values, which remained under one during this period.

Subsequently, in mid summer 2020, reported values have been noisy due to low case numbers (<10, yellow period in Fig. 2). This explains the very low numbers of case based $R_t$ numbers, as compared to the modeled values, which remained higher due to the relatively large number of social contacts during the summer. After lifting the border closure measures, during the late summer, there was a period of time when the infection numbers were driven by case importations from abroad, inflating again the $R_t$ estimate above the modeled values. From mid August 2020, the government carried out a large screening campaign in freshmen camps before the start of the higher education autumn semester. This has lead to an artificial peak in the infected case number based curve. Meanwhile, the convoluted effects of case importations, mass events like weddings and freshmen camps, the increased social contact numbers due to the beginning of the school year, and the seasonally augmented transmission rates led to the emergence of the second wave in Hungary. This was actually well reflected by the modeled curve using contact numbers that signaled increasing $R_t$ numbers from 2020 September.

In the exponential phase of the second wave, Hungary quickly reached its limit in testing capacity, and the reported case numbers did not grow any further. This resulted in a misleadingly low $R_t$ estimate in the case number based curve in October 2020. This phenomenon is especially striking in the period when the test positivity rate, indicated by the colored stripe below the horizontal axis of Fig. 2, grew steadily from the beginning of September until November (blue period on the main panel). Based on the estimation of $R_t$ derived from case numbers, public health authorities did not assess the pandemic situation correctly in this period, which delayed the introduction of more serious NPI measures to control the fast spreading. Interestingly, from our

Figure 2. Effective reproduction numbers between 1st April 2020 and 31st December 2020 in Hungary estimated from the daily contact matrices of the online survey (dark blue), and from the case numbers using the Cori method (light blue) with statistical credible intervals shown as blue shaded area. Reference $R_t$ estimated from the 3rd October 2020 using hospitalization numbers is shown by a red dashed line together with 95% credible intervals. The black dotted line indicates the $R_t = 1$ critical reproduction number. Colored stripe below the horizontal axis depicts the test positivity rate as a percentage of positive tests of all tests taken in the country on the given day. Annotated boxes show periods where methods based on case numbers either overestimate (red) or underestimate (blue) the reproduction number, and where the method exhibits uncertainty due to very low case numbers (yellow). The inset presents the comparison of the contact matrix based and case number based $R_t$ estimations to the reference curves based on hospitalization numbers to estimate $R_t$. Differences between curves were measured by the Pearson correlation as a similarity, and Dynamic Time Warping and Euclidean distance as distance metrics with 95% confidence intervals shown.
alternative surveillance, we observed more realistic $R_t$ numbers that were significantly higher than one during this period. The case number based and online estimated $R_t$ curves matched again once the test positivity rate reached a stationary value around the stagnation period of the second pandemic wave from November 2020. Consequently, if we compare our contact number based $R_t$ estimations to the case number based approach, we can see that in the indicated periods that suffer from one of the aforementioned problems, we have a better estimate than the reference curve.

**Validation of inferred reproduction numbers**

Apart from the previously cited limitations, the case number based $R_t$ estimations also suffer from the time lag that comes from the disease course (most cases turn positive once the patients have symptoms), and the delays in sample processing and test reporting procedures. The identification and correction of the biases in these case number based estimations require tremendous epidemiological work, high quality data on each individual case beyond raw case numbers, and an intimate knowledge of the country’s surveillance and reporting system. On the other hand, hospitalization numbers, Intensive Care Unit (ICU) admission rates, or the number of deaths have even larger time lags due to the temporal disease progression. Nevertheless, these numbers are more reliable and indicative of the spreading than the reported number of confirmed cases.

We use such an $R_t$ curve, estimated from daily hospitalization counts, to validate whether the contact number based or the case number based $R_t$ curves meet closer with the reference. The hospitalization number based $R_t$ curve (red dashed line in Fig. 2) was collected only after 2020 October, as data from earlier periods are not available, but it has been argued to be insensitive to testing biases. We performed pairwise comparisons between the case number vs. hospitalization number based and the online contact numbers based vs hospital number based curves. To compare these temporal sequences we used multiple metrics: the Pearson Correlation as a similarity measure, and the Euclidean Distance and the Dynamical Time Warping as distance measures. Note that with these measures we were not aiming to infer any causal relationships between these signals, but only quantifying their similarities. Comparisons were made by using sliding time windows with different sizes, indicated as the x-axis scale in Fig. 2 inset. There we see that the contact number based $R_t$ curve is significantly more similar for any window size to the hospitalization based reference curve as compared to the similarity of the case number based estimates.

Although we could demonstrate that the contact number based $R_t$ estimates approximate the reference values better, our goal with these proposed methodology was not to replace official surveillance results using case numbers for their estimates. We rather aimed to propose alternative surveillance observations that complement the official monitoring tools. Remarkably, in the 2020 autumn period of growing test positivity rates, our estimation remains above one, indicating a fast growing epidemic. This highlights an important aspect of our methodology provided by monitoring social mixing dynamics, as it allows to overcome some of the biases in the case number based estimations. Interestingly, we can provide an $R_t$ value estimate, which during biased intervals give a better picture about the unfolding epidemics, this way complementing the traditional surveillance system.

**Discussion**

Beyond official surveillance relying on detected case numbers and medical statistics, alternative methods can monitor the unfolding of a pandemic. Some methodologies rely on geo-localized web search and social media tracking to nowcast trends in epidemic-related topics. Online voluntary data collections are frequently used as a complement to population based surveillance. Such data is used for the discovery of low detection rate by the surveillance system, proven to be useful in the up-to-date monitoring of virus-based illness, or combined with a realistic data-driven epidemiological model. These data can even be a base for providing good-quality forecasts of epidemic intensities. Despite the popularity of these methods, their vulnerabilities and limitations got evident over the years. In several other studies, the reproduction number of an epidemic is estimated from the mobility patterns of people. Human mobility followed by mobile phone activities, GPS devices, or check-in data could signal the traveling, commuting, and mixing patterns of people, which largely determine the spread of an epidemic in a larger population. However, despite the many promising results, the mobility activity of people, quantified by various indices, does not always follow the epidemic curve of the pandemic. People accept and follow some interventions better, while some others less. Whereas mask use became a worldwide accepted norm, mobility restrictions became less and less enforced and followed. Therefore, the trends of people's mobility and the number of infections may diverge. Also, statistics, such as the age-stratified mixing patterns or the fraction of recovered population, are hard to follow with mobility data, which prevents the precise estimation of the effective reproduction number using this type of data sources. For all these reasons, although mobility monitoring plays an essential role in estimating mixing patterns, it may appear as a less correlated direct indicator of epidemic prevalence over time. Our modeling approach could provide a more reliable solution, as it integrates dynamical contact information into epidemic models in the form of time-varying age-stratified contact matrices. This way, it directly introduces the effects of interventions and behavioral changes through the recorded dynamics of social interactions, which leads to better approximations of possible transmission events of disease spreading.

Nevertheless, our proposed methodology has certain limitations. Most importantly, it heavily relies on the respondent population size and its representative composition (for the change of representativeness of our data see Supplementary Information). Although by using combined online/offline data collection methods, we accounted for the non-representativeness of the recorded data, this remains a challenge. We found the representative weighting dimensions robust over the observation period, but they may change over time. Thus, repeated data collection campaigns via representative telephone surveys are necessary. At the same time, while we account for seasonality, other environmental factors (like humidity or pollution level) may influence the epidemic outcome. On the other hand, due to the continuous evolution of new genetic variants, although the
biological profile of the pathogen (e.g. its transmission rate or the length of the incubation period) may change, that can be considered in our model. We could also incorporate the dynamics of vaccination and waning immunity into our modeling framework. Finally, voluntary responses may suffer from multiple biases, like recall bias, social desirability bias or selection bias. We aimed to decrease recall bias due to memory errors by asking the respondents about a timeframe close to the interview (the previous day). However, this bias is inevitably present, especially among those with high number of contacts who might be not aware the precise age category of all of their contacts. Additionally, social desirability and selection bias can potentially induce over-representative numbers of answers from overly alert people during some time of the pandemic. Such biases are difficult to capture with our demographic variables in the representativity correction process, but as it is described in the Methods section, as we can assume that these bias are consistently present over time during the observation period, we believe that they do not significantly affect the estimations. This assumption might not be precise for the case of social desirability bias as during periods of high infection rates people may report less number of contacts to comply with the official communication emphasising to reduce the number of social contacts. However, during periods, when the infection rate is lower, there might be less social pressure to limit, and thus, to report a lower number of contacts. While our data does not allow to follow the course of this kind of bias, other studies report weak variability of social desirability bias in similar survey studies recorded during the COVID-19 pandemic, thus supporting our original assumption approximating this bias as time invariant. At the same time, we have no reason to believe that the degree of bias changed over time in regards to the other aforementioned biases.

The dynamically varying number of social contacts are one of the primary indicators of social mixing that can potentially estimate the transmission rate of an influenza-like illness. To demonstrate this approach, we described a data collection effort to record age-stratified contact matrices in Hungary at a daily resolution. We integrated them into a deterministic compartment model to estimate the temporal evolution of the reproduction number of the COVID-19 epidemic. This innovative real-time surveillance system independent of public health data. Instead of using contact tracing, frequent representative surveys, or medical statistics, it relies on the combination of alternative data sources collected online and offline with the involvement of thousands of individuals. It provides a powerful solution alongside conventional surveillance systems to cross-validate their results.

The overall goal of NPIs is to suppress the possible epidemic transmission by decreasing the number of contacts of people through different ways of regulations. Our framework provides a way that can directly monitor the effectiveness of these restrictive measures. It allows to immediately evaluate their impact on larger populations compared to behavioral patterns before and after the regulated period. This method provides an inventive tool for disease monitoring with easy implementation in many countries. Beyond its scientific merit, it may provide effective monitoring of the consequences of national interventions, to follow the effects of population-level behavioral changes, and to inform intervention planning and policy design. Moreover, as we demonstrated in the case of Hungary, it allows to complement traditional surveillance systems in two ways: by signaling periods when official monitoring infrastructures are unreliable due to observational biases; and by providing more accurate signals of the epidemic dynamics during these periods. For all these reasons this methodology should be integrated into future public health surveillance systems for more precise epidemic monitoring.

Methods

Data collection and reconstruction pipeline

Online data collections

We collected data via an online questionnaire that users could fill using web browsers or mobile phone apps. Our data collection was completely anonymous using local encrypted browser cookies to improve user experience, without requiring participants to share any personal identifier that could be used for their identification. The data collection was fully complying with the actual European and Hungarian privacy data regulations and was approved by the Hungarian National Authority for Data Protection and Freedom of Information, and also by the Health Science Council Scientific and Research Ethics Committee (resolution number IV/3073-1/2021/EKU). During our analysis all methods were performed in accordance with these relevant guidelines and regulations.

The responses contained information on the demographics and family structure of the anonymous users, their contact numbers from the previous day by the age of the contacted people in different situations (e.g. indoors, outdoors, at the workplace etc.), and other questions relevant to their behavior during the epidemic (see for further description of the questionnaire). To define what counts as a contact, as explained in the questionnaire, we considered two people to be connected if they spent at least 15 minutes without mask protection at a distance less than 2 m (proxy contacts) from each other. Household members were automatically counted as contacts (family contacts) using the family members’ age to consider them in the age-contact matrix. Although data was not directly collected about children, adults (typically parents) could fill a special part of the questionnaire to give their estimations about the proxy contact numbers of their underage family members (typically children).

Our observations were focusing on the period from 26/03/2020 to 31/12/2020, during which we collected 429,267 responses from 230,878 unique users. To avoid high noise rates, we aggregated daily online answers with a 7-day sliding window that we shifted by one day through the observation period. To make the answering more comfortable for the respondents (and thus, to increase the willingness for participation), we provided intervals for their estimated number of contacts, that we converted to their midpoints before calculations (category conversions were: 0-1: 2; 1-3: 6: 4; 7-15: 11; 16-30: 23; 31-60: 45; 61+: 80). We used these numbers to estimate 8 age contact matrices from the online data on a daily basis. For a detailed schematic representation of the data collection pipeline see Fig. 3.

As we mentioned in the Discussion, it is likely that there are multiple types of biases present in the online data, such as recall bias, selection bias or social desirability bias. We do not expect that the weighting procedure
can handle these biases (we applied it to improve the representativity of the data). However, it is important to emphasize that the proposed method of $R_t$ estimation works even if there are such biases present in the data, if biases are consistently present over time. As we scale with transmission rate and we focus on an epidemiologically homogeneous period, we can assume that these biases do not change over time, thus we believe that they do not significantly affect our estimation.

Representative data collection

As the participation in the online data collection was voluntary, respondents were not representative for the whole population of the country, moreover, their composition could change on a daily basis (see SI Figure 1). To account for these shortcomings and to record a representative sample, we started a smaller scale data collection campaign with different methodology but using the exact same questionnaire. This survey has been conducted with CATI (Computer Assisted Telephone Interview) survey technique by a public research company. The data collection started in April 2020 and has been repeated monthly. The respondents were selected by a multi-step stratified probability sampling technique from a database containing both mobile- and landline phone numbers. The sample is representative for the Hungarian adult (18 years old or older) population in terms of gender, age, education level and type of settlement; sampling errors were further corrected by post-stratification weights. Depending on the month, the numbers of recorded complete responses in each wave of the data collection were between 1, 000 and 1, 500, which fits the standard size of representative surveys in Hungary. The overall response rate was relatively high, ~49% as compared to other similar size surveys. In comparison, according to the data collection company, the average response rate of similar data collection methodologies at a nationally representative survey is between 15 and 20 percent. The collection of one wave generally took one week, where two-third of the responses corresponded to weekdays, and one-third to weekend days. Although telephone survey data has been collected once per month only with smaller sample size as compared to the online survey, it provided us with generalizable information about the contact patterns of the Hungarian adult population.

Taking the collected raw data we built up a data-cleaning pipeline to prepare the data for further analysis. This pipeline has been applied on both online and representative data. First, to avoid skewed averages due to outliers, we filtered survey answers if they contained very high out-of-home total proxy contact numbers added up for all age group. In this case we chose to drop the top 0.5 percentile of total contact numbers corresponding to a cut at more than 90 proxy contacts. Moreover, in the online survey we also omitted the answers from the analysis if the contact numbers have been larger than the average plus two standard deviations within the respondents’ own age group within the given time window or in the representative survey. In the exceptional cases when the number of responses within a time window for one age group was insufficient to calculate the standard deviation, we took an age-independent upper threshold computed from the system average. The latter filtering process was
necessary for the online age-stratified matrices, since the \( K_t \) calculation that was based on the spectral radius of the Next Generation Matrix method was very sensitive to sparse elements, and global filtering was unable to capture age group dependent outliers.

Because online responses for children did not contain information on their mask use, we estimated their contact numbers by re-scaling their reported contact numbers using their mask use percentages based on age and contact numbers from the representative survey of October 2020. Contact number is an important factor in this variable, because children tended to use masks in higher percentages in more crowded settings such as classrooms. Table 1 shows the mask use correction factors from the representative survey applied to the online responses of children.

**Contact matrix reconstruction**

To account for the non-representative biases in the online data, we worked out a method to dynamically estimate weights for each online respondent to re-weight the online data to create a close-to-representative population. For the selection of the weighting dimensions our goal was to identify socio-demographic variables with available population-level distributions, which were also present in our online questionnaire. First, we tested which variables affect the proxy contact numbers of the respondents using the representative survey. As the proxy contact numbers of the respondents can only be non-negative integers, we used negative binomial regression models on the first two waves (conducted in April and May, 2020) of the representative data collection together. Based on this model (see results in SI Table 1), we identified age, highest education level, region, type of settlement, and the interaction of gender and work status as significantly affecting the number of proxy contacts. For the validation of the weighting dimensions see Supplementary Information.

Using these variables and the latest census data\(^{76,71} \), we calculated \( w^x \) weights for every user \( x \) using the iterative proportional fitting method\(^{72} \) in each 7-day time window. This weighing methodology adjusts the cells of a contingency table created by the empirical distribution of the weighting dimensions in a way that their marginals fit to the expected distribution of the same dimensions. Empirical distributions were taken from the online survey, expected distributions were provided by the census data. One of the main advantages of this weighing methodology compared to standard cell weighting is to induce less likely extremely high or low weights - which could make the estimations unstable\(^{73} \). Thus, the actual weighted user sample within a one-week daily sliding window had marginals fitted to official census marginal distributions along the selected variables. We summarize this data construction pipeline in Fig. 3, while for a detailed description of a similar regression choice we refer to\(^{23} \).

Finally, to construct age-stratified contact matrices for each period, we categorized each respondent into eight age groups, namely 0–4, 5–14, 15–29, 30–44, 45–59, 60–69, 70–79, and 80+. We constructed \( 8 \times 8 \) matrices with column indices corresponding to the age group of the respondents and row indices correspond to the age group of their contacts. To formally define this matrix on the population level we follow the same procedure as described in\(^{74} \). Let assign by \( X \) the set of respondents (ego), and by \( Y \) the set of individuals who are contacts of some \( x \in X \). For a specific \( x \), let \( N_x \subseteq Y \) be the set of individuals who are contacts of \( x \). We assign by \( a(x) \in A = \{1, ..., 8\} \) the age group of an individual \( x \). We define the matrix \( M^{x,y} \) for each \( x \in X \) and \( y \in N_x \) as \( (M^{x,y})_{ij} = 1 \) if \( a(x) = j \) and \( a(y) = i \), and zero otherwise. For an ego \( x \) we can now compute its individual contact matrix as \( M^x = \sum_{y \in N_x} M^{x,y} \). Finally, we use an individual weight \( w^x \) assigned to each ego, coming from the IFP weighting method described above. This weight effectively describes how much an ego and its contacts should be considered in order to receive a contact matrix for a closer-to-representative population. Finally, the population level contact matrix is computed by \( M = \sum_{x \in X} w^x M^x / \sum_{x \in X} w^x \).

**Ethical approval and consent to participate**

We obtained fully informed consent from each participant before their enrolment in the study both in the case of online data collection and phone survey. In the online setting, anonymity of participants was ensured by using encrypted browser cookies to store hashed identifiers locally, while transferring only anonymous encrypted data to a central secure server. Encrypted browser cookies were used for the detection of returning respondents filling out the questionnaire on multiple days. The participants did not have to provide any information, which could be used for their re-identification. We did not involve participants under the age of 18 years in any of the data collections. Data collected about underaged groups were reported by their adult parents or legal guardians. The data collection was fully complying with the actual European and Hungarian privacy data regulations and was approved by the Hungarian National Authority for Data Protection and Freedom of Information, and also by the Health Science Council Scientific and Research Ethics Committee (resolution number IV/3073-1/2021/EKU). During our analysis all methods were performed in accordance with these relevant guidelines and regulations.

| Age       | 0–22 contacts | 23+ contacts |
|-----------|---------------|--------------|
| 3–6       | 0.3324        | 0.1509       |
| 7–10      | 0.2720        | 0.5635       |
| 11–14     | 0.3665        | 0.6979       |
| 15–17     | 0.3665        | 0.7100       |

Table 1. Mask use fractions of children based on age and contact number from representative survey.
Data availability
In the repository https://github.com/zsvizi/r-eff-social-contact-surveys-covid-19-hungary, we share all code and data necessary for the reproduction of our results. The shared data incorporates the source code for epidemic simulations and the data recording the empirical dynamical contact matrices. Other datasets are openly available as referenced in the text.
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