Abstract: - This paper deals with an employment of the complex modulators and generalized receivers constructed based on the generalized approach to signal processing (GASP) in noise in quaternary direct-sequence spread-spectrum multiple-access (DS-SSMA) communication systems with complex signature sequences in flat Rayleigh fading. Owing to availability of large sets of complex spreading sequences possessing perfect correlation characteristics, the interest to use the complex spreading sequences in DS-SSMA communication systems has increased. The complex spreading sequences investigated in the present paper are based on the recently introduced orthogonal unified complex Hadamard transform (UCHN) sequences. In the present paper, the complex processing in modulators and generalized receivers is also employed with the purpose to take advantage of the correlation properties of complex signature sequences. We derive the average bit error rate (BER) for quaternary synchronous communications system based on the generalized approach to signal processing in noise first, and then the BER for quaternary asynchronous ones is evaluated using the characteristic function approach. We presented some results based on the Gaussian approximation method for asynchronous communication systems constructed on the basis of the generalized approach to signal processing in noise. Computer modeling results demonstrate that the communication systems using UCHT spreading sequences perform generally better than the GOLD sequences and the 4-phase family $\alpha$ sequences. Comparative analysis between the asynchronous communication systems constructed on the basis of the generalized approach to signal processing in noise demonstrates superiority over the asynchronous communication systems employing the correlation receiver.

Key-Words: - Generalized receiver, quaternary direct-sequence spread-spectrum multiple-access (DS-SSMA) communications, Rayleigh fading, unified complex Hadamard Transform (UCHN) complex sequences.

1 Introduction
In last several decades, the direct-sequence spread-spectrum multiple-access (DS-SSMA) technique has attracted a lot of attention as a transmission method providing spectrum efficiency, high system capacity, multipath propagation, interference robustness, and improved quality of service [1]-[3]. In DS-SSMA communication systems, the characteristics of the spreading codes provide a crucial effect on the performance of the whole communication system [4], [5]. How much interference from other users is received at a receiver is determined by the signature sequences. Additionally, the signature sequences influence on the extraction capability of desired signal from noise-like spectrum. The orthogonal spreading sequences are characterized by the zero cross correlation for zero delay. This fact has attracted a great attention in research and applications.

The polyphase complex sequences such as Frank-Zadoff-Chu sequences in [2], [6], and [7] have the excellent correlation properties and can be 3 dB better than the binary real Gold sequences in the maximum periodic correlation parameters. Also, the larger sets of complex sequences are available. Owing to the fact that the complex sequences exhibit the better autocorrelation and improved cross correlation properties than binary real sequences, the application of the complex sequences in DS-SSMA has a great research interest [8]-[10]. However, these complex sequences are non-orthogonal. They can be categorized as complex-valued pseudo-random spreading sequences. A set of the orthogonal 4-phase complex sequences that are derived from the unified complex Hadamard Transform (UCHT) matrix [11] was introduced in [10].

Therein, the correlation properties of the UCHT complex sequences were obtained, and simulation results were given by applying the UCHT sequences to the binary phase shift keying (BPSK) DS-SSMA systems over the additive white Gaussian noise (AWGN) channels. DS-SSMA systems and their performance evaluation techniques have been discussed in [1], [4] and [12]. In [8] and [9] the performance bounds for DS-SSMA systems with complex sig-
nature sequences were investigated for the binary PSK data signalling and for $M$-ary PSK data signalling. The modulators and receivers discussed in these papers use the real processing. For instance, in the IS-95 CDMA mobile cellular system [1], both forward and reverse links use the forms of quadrate phase shift keying (QPSK) spread-spectrum modulation in which the same baseband binary signalling data stream modulates both in-phase (I) and quadrature (Q) binary real spreading sequences, and the receiver may employ separate I and Q real processing of the spread-spectrum signal with binary real spreading sequences.

This paper adopts a new receiver based on the generalized approach to signal processing in noise [13]-[18] employing the complex processing instead of real. Hence, for the quaternary DS-SSMA systems, the modulators and generalized receivers are complex and not performed in separate in-phase and quadrature branches. All research results in the literature mentioned above are established over AWGN channels. It is well known that the fading and multiple-access interference (MAI) are two major sources of degradation in wireless and CDMA communication systems. Therefore, analysis of the DS-SSMA communication systems performance on fading channels is of considerable theoretical and practical interest.

Many papers deal with the error probability performance evaluations for binary DS-SSMA systems operating in fading channels with real binary spreading sequences [19]-[23]. In [19] the signal-to-noise ratio (SNR) is studied at the output of the correlation receiver for Rician fading channels. The performances of DS-SSMA systems over Rayleigh fading channels are investigated in [20] for deterministic binary sequences and in [22] for random binary sequences. The influence of Rician factor of $\kappa-\mu$ short-term fading, $\kappa-\mu$ short-term fading severity parameter, Gamma long-term fading severity parameter and Gamma long-term fading correlation coefficient on level crossing rate is studied and discussed in [23] under consideration of the macrodiversity with selection combining receiver and two microdiversity maximum ratio combining receivers. However, there is no the result for the error probability performance analysis of quaternary DS-SSMA systems that operate in Rayleigh fading channels and employ the complex spreading sequence, as well as complex processing at the transmitters and receivers.

We carry out the comparative analysis between performances of the DS-SSMA communication systems based on the correlation and generalized receivers for this case. The main goal of this paper is to investigate the performance of the quaternary DS-SSMA communication system based on the generalized approach to signal processing in noise with complex signature sequences in the presence of the flat Rayleigh fading employing the generalized receiver and compare the performance of the quaternary DS-SSMA communication system employing the correlation receiver. The complex spreading sequences include the orthogonal quaternary UCHT complex sequences [11]. In this paper the bit error rate (BER) performance evaluation is first developed for the synchronous complex quaternary DS-SSMA systems employing the generalized receiver. Then the BER is evaluated for the asynchronous complex quaternary DS-SSMA systems employing the generalized receiver based on both the characteristic function approach and Gaussian approximation method.

The remainder of this paper is organized as follows. Section II presents some basic definitions and review of UCHT sequences. Section III studies the quaternary DS-SSMA system model with complex signature sequences in Rayleigh fading based on the generalized approach to signal processing in noise. The BER performance is evaluated in Section IV for quaternary synchronous and asynchronous systems with the complex signature sequences employing the generalized receiver under complex processing. Numerical results and comparative analysis of performance between the quaternary DS-SSMA communication system based on the generalized approach to signal processing in noise with complex signature sequences in the presence of the flat Rayleigh fading employing the generalized receiver and the quaternary DS-SSMA communication system employing the correlation receiver is presented in Section V. Some conclusion remarks are made in Section VI.

### 2 Basic Definitions

In this section, we will define the unified complex Hadamard transform (UCHT) matrix that generates orthogonal complex sequences by its rows. The UCHT matrix $U_n$ of order $N = 2^n$ is the square matrix and can be constructed by the following form [9], [10]

$$U_n = U_1 \otimes U_{n-1} = U_1 \otimes \cdots \otimes U_1 \quad \text{n times}$$  \hspace{1cm} (1)

where $\otimes$ denotes the Kronecker product of matrices; $U_1$ is defined as

$$U_1 = \begin{bmatrix} \mu_1 & \mu_2 \\ \mu_2 & -\mu_1 \mu_3 \end{bmatrix}$$  \hspace{1cm} (2)

with $\mu_1, \mu_2, \mu_3 \in \{1,-1, j, -j\}$ and $j = \sqrt{-1}$, $\mu_i$. Note that $U_1$ satisfies to the condition

$$U_1 U_1^* = U_1^* U_1 = 2I_2$$  \hspace{1cm} (3)
and
\[ |\det U_1|^2 = 2^2, \tag{4} \]
where \( U_1^* \) represents the complex conjugate transpose of the matrix \( U_1 \). Hence, \( U_1 \) is the complex orthogonal Hadamard matrix and the UCHT matrix is complex orthogonal [24]. Moreover, it is obvious that \( U_1 \) is a unified form of 64 different matrices with elements in \( \{\pm 1, \pm j\} \), and among them, there are 8 matrices with all four different element values. UCHT matrices contain the Walsh-Hadamard transform (WHT) matrix as a special case with \( \mu_1 = 1, \mu_2 = 1, \mu_3 = 1 \) in the matrix \( U_1 \).

In addition, since the elements of the matrix \( U_1 \) are confined to four values \( \{\pm 1, \pm j\} \), UCHT represents the mapping of four-valued integers into a unit circle of complex plane. For example, UCHT can be used as four-valued complex transform that maps four integers \((0,1,2,3)\) into \((1,-1,-j,j)\) [10]. From the above discussion, 64 sets of orthogonal sequences can be generated depending on the various combinations of \( \mu_1, \mu_2 \) and \( \mu_3 \). Depending on whether \( \mu_3 \) is imaginary or real, these UCHT matrices can be categorized into two groups [11], i.e., UCHT with half-spectrum-property (HSP-UCHT) and UCHT without half-spectrum-property (NHSP-UCHT). Each group has 32 sets of UCHT matrices.

Let each row of one UCHT matrix be a complex sequence. Then the sequence \( a^{(i)} \) represents the \( i \)-th row of the corresponding UCHT matrix, and the \( m \)-th element of \( a^{(i)} \) is \( a^{(i)}_{m} = u(i,m) \), where \( u(i,m) \) is the element of the UCHT matrix. By repeating the UCHT sequences, \( N = 2^n \) orthogonal UCHT sequences with the periods of \( N \) are produced. For any two periodic sequences \( a^{(k)} \) and \( a^{(i)} \) with period \( N \), the aperiodic cross correlation function is defined in [25] as
\[ R_x(l) = \sum_{m=0}^{N-1-l} a^{(k)}_m a^{(i)}_{m+l}, \quad 0 \leq l \leq N-1 \tag{5} \]
\[ R_x(l) = \sum_{m=0}^{N-1-l} a^{(k)}_m a^{(i)}_{m+l}, \quad 1 \leq N \leq l < 0 \]
\[ R_x(l) = 0, \quad |l| \geq N. \]
If \( k = i \), the cross correlation function is the autocorrelation function \( R_x(l) = R_{x,l}(l) \).

Introduce some notation for the complex-valued random variables. The cumulative distribution function of a complex variable \( Z \) is specified by giving the joint distribution of its real and imaginary parts, i.e.
\[ C_Z(z) = C_{\Re(Z),\Im(Z)}(x,y) = P(\Re(Z) \leq x, \Im(Z) \leq y), \tag{6} \]
where \( P(\cdot) \) denotes the probability, \( \Re(Z) \) and \( \Im(Z) \) represent the real and imaginary parts of \( Z \) respectively, and the pair of real numbers \((x,y)\) can be identified with a complex number \( z = x + jy \), associating with \((x,y)\) and the complex number \( z = x + jy \), the probability density function of \( Z \) is defined as the joint probability density function of \((\Re(Z),\Im(Z))\), i.e.
\[ f_Z(z) = f_{\Re(Z),\Im(Z)}(x,y). \tag{7} \]
A complex random variable is independent if
\[ f_Z(z) = f_{\Re(Z)}(x)f_{\Im(Z)}(y). \tag{8} \]
The distribution of a complex random vector \( Z = (Z_1, Z_2, ..., Z_n) \) is specified by the joint distribution of real random vector \((\Re(Z_1), ..., \Re(Z_n), \Im(Z_1), ..., \Im(Z_n))\)
\[ C_Z(Z) = P(\Re(Z_1) \leq \Re(z_1), ..., \Re(Z_n) \leq \Re(z_n), \Im(Z_1) \leq \Im(z_1), ..., \Im(Z_n) \leq \Im(z_n)), \tag{10} \]
where \( z = (z_1, z_2, ..., z_n) \) denotes the complex-valued vector with \( z_i = x_i + jy_i, i = 1, 2, ..., n \). The probability density function of \( Z \) is defined in terms of the joint probability density function of \( 2n \) real random variables \( \Re(Z_i) \) and \( \Im(Z_i) \), that is
\[ f_Z(z) = f_{\Re(Z_1), ..., \Re(Z_n), \Im(Z_1), ..., \Im(Z_n)}(x_1, ..., x_n, y_1, ..., y_n). \tag{11} \]
Thus, the complex random variables \( Z_i \) are independent if
\[ f_Z(z) = \prod_{i=1}^{n} f_{Z_i}(z_i). \tag{12} \]

3 System Model

In this section, a quaternary DS-SSMA system with complex signature sequences over Rayleigh fading channel is described. As shown in Fig.1, there are \( K \) simultaneous users that transmit data asynchronously. The channel inputs and outputs are complex waveforms. Both the modulator and the receiver employ complex processing.

3.1 Transmitter model

The \( i \)-th user’s data signal can be expressed as
\[ b^i_l(t) = \sum_{l=-\infty}^{\infty} b^i(l)p_T(t-IT) \tag{13} \]
where the function \( p_T(t) \) is the rectangular pulse of duration \( T, b^i_l(t) \in \{1, \sqrt{2} \} \} \) denotes the \( l \)-th complex quaternary data value of the \( i \)-th user, and it is assumed to take values with equal probability and be independently complex uniform, i.e., \( \Re(b^i_l) \) and \( \Im(b^i_l) \) are independent and uniform with the proba-
spreading signal for the $i$-th user can be expressed as

$$a_i(t) = \sum_{m=-\infty}^{\infty} a_m^{(i)} \psi(t-mT_c),$$

where $a_m^{(i)} \in \{\pm 1, \pm j\}$ denotes the $m$-th complex chip value of the $i$-th user, which is quadrature or 4-phase complex sequence element, and the complex spreading sequence $a^{(i)} = \{a_m^{(i)}\}$ has the period $N$. The function $\psi(t)$ is an arbitrary chip waveform that is time-limited to $[0,T_c)$, including the rectangular pulse, and $T_c$ is the chip duration. It is assumed that there is one period of the spreading sequence per data symbol, so $T = NT_c$. Thus, the $i$-th transmitted signal is described by

$$s_i(t) = \sqrt{2P_i} b_i(t) a_i(t) \exp\{j(\omega_i t + \theta_i)\},$$

where $\sqrt{2P_i} \exp\{j(\omega_i t + \theta_i)\}$ is the complex carrier signal, as shown in Fig.1; $P_i$ represents the $i$-th transmitted signal power; $\omega_i$ is the common complex carrier frequency; $\theta_i$ is the carrier phase of the $i$-th carrier, which is an independently uniform random variable within the limits of the interval $[0,2\pi)$. Power control is assumed to be perfect, and the transmitted signal power $P_i$ is assumed to be known.

### 3.2 Rayleigh fading channel model

In Fig.1, each signal $s_i(t)$ is transmitted over a frequency non-selective fading channel, where the user signals and the interfering signals all experience mutually independent Rayleigh fading. The fading is also assumed to be slow such that coherent detection is feasible. The channel impulse response for the $i$-th transmitted signal takes the form

$$h_i(t) = A_i \exp\{j\beta_i\} \delta(t-\tau_i),$$

where the fading random variables $A_i, 1 \leq i \leq K$ are independent, Rayleigh distributed and account for the fading channel attenuation of all signals. The fading random variables are assumed to have the same probability density function (pdf) and the pdf of $A_i$ is

$$f_{A_i}(\alpha) = \begin{cases} \alpha \exp\{-0.5\alpha^2\}, & \alpha \geq 0 \\ 0, & \alpha < 0 \end{cases}$$

with $E[A_i^2] = 2$, $E[\cdot]$ denotes the mathematical expectation. In (17), $\beta_i, 1 \leq i \leq K$ are the phases introduced by the fading channel and are assumed to be uniform within the limits of the interval $[0,2\pi)$; $\delta(t)$ is the Dirac impulse function, and $\tau_i, 1 \leq i \leq K$, are the time delays which are assumed to be uniform within the limits of the interval $[0,T_c)$ and independent.

The transmitted signal is further assumed to experience an additive background thermal band-pass noise process

$$w(t) = r(t) \exp\{j\omega_c t\},$$

where
\[ r(t) = x(t) + jy(t), \] (20)

\[ x(t) \text{ and } y(t) \] are independent zero-mean baseband Gaussian noise processes, each having power spectral density given by \( S(f) = 0.25N_0 \) for \( |f| \leq 0.5B \) and \( S(f) = 0 \) for \( |f| > 0.5B \), where \( N_0 \) is the power spectral density of the white Gaussian noise. We assume that the bandwidth \( B \) of the noise is much greater than the bandwidth of the baseband signals \( h_i(t) \) and \( a_i(t) \). The average power of the band-pass noise process is

\[ E[n^2(t)] = 0.5N_0B. \] (21)

The received signal at the input of the generalized receiver takes the following form

\[ z(t) = \sum_{i=1}^{K} \sqrt{P_i} \cdot h_i(t - \tau_i) a_i(t - \tau_i) \times \exp\{j(\omega_i t + \phi_i)\} + w(t), \] (22)

where

\[ \phi_i = \beta_i + \theta_i - \omega_i \tau_i. \] (23)

All delays are defined by modulo \( T \) and all carrier phase angles are defined by modulo \( 2\pi \). This allows one to restrict attention to \( 0 \leq \tau_i < T, 0 \leq \phi_i < 2\pi, \forall i \).

It is easy to show that \( \tau_i \) and \( \phi_i \) can be modelled as mutually independent uniform random variables for very large \( \omega_i \). Hence, in this paper, it is further assumed that all \( A_i, \phi_i, \tau_i \) are mutually independent random variables.

### 3.3 Generalized receiver

To coherently demodulate the desired user signal in an asynchronous system the conventional generalized receiver (see Fig.2) is employed by DS-SSMA system. As we mentioned before, the generalized receiver is constructed in accordance with the generalized approach to signal processing in noise [13–15]. The generalized approach to signal processing introduces an additional noise source that does not carry any information about the parameters of desired transmitted signal with the purpose to improve the signal processing system performance. This additional noise can be considered as the reference noise without any information about the parameters of the signal to be detected.

The jointly sufficient statistics of the mean and variance of the likelihood function is obtained under the generalized approach to signal processing in noise employment, while the classical and modern signal processing theories can deliver only a sufficient statistics of the mean or variance of the likelihood function. Thus, the generalized approach to signal processing in noise implementation allows us to obtain more information about the desired transmitted signal incoming at the generalized receiver input. Owing to this fact, the detectors constructed based on the generalized approach to signal processing in noise technology are able to improve the signal detection performance in comparison with other conventional detectors.

The generalized receiver (GR) consists of three channels (see Fig.2): the GR correlation detector channel (GR CD) – the preliminary filter (PF), the multipliers 1 and 2, the model signal generator (MSG); the GR energy detector channel (GR ED) – the PF, the additional filter (AF), the multipliers 3 and 4, the summator 1; and the GR compensation channel (GR CC) – the preliminary filter output and the noise only is applied to the GR input. The GR threshold apparatus (THRA) device defines the GR threshold. As we can see from Fig.2, there are two band-pass filters, i.e. the linear systems, at the GR input, namely, the PF and AF. We assume for simplicity that these two filters or linear systems have the same amplitude-frequency characteristics or impulse responses. The AF central frequency is detuned relative to the PF central frequency.

There is a need to note the PF bandwidth is matched with the bandwidth of the transmitted signal bandwidth. If the detuning value between the PF and AF central frequencies is more than 4 or 5 times the transmitted signal bandwidth to be detected, i.e. \( 4 \div 5\Delta f_s \), where \( \Delta f_s \) is the transmitted signal bandwidth, we can believe that the processes at the PF and AF outputs are uncorrelated because the coefficient of correlation between them is negligible (not more than 0.05). This fact was confirmed experimentally in [26] and [27] independently.

Thus, the transmitted signal plus noise can be appeared at the GR PF output and the noise only is appeared at the GR AF output. The stochastic processes at the AF and PF outputs present the input stochastic samples from two independent frequency-time regions. If the discrete-time noise \( w_i[k] \) at the PF and AF inputs is Gaussian, the discrete-time noise \( \zeta_i[k] \) at the PF output is Gaussian and the reference discrete-time noise \( \eta_i[k] \) at the AF output is Gaussian, too, owing to the fact that the PF and AF are the linear systems and we believe that these linear systems do not change the statistical parameters of the input process.

Thus, the AF can be considered as a generator of the reference noise with a priori information a “no” transmitted signal (the reference noise sample) [15, Chapter 5]. The noise at the PF and AF outputs can be presented as
where \( g_{PF}[m] \) and \( g_{AF}[m] \) are the impulse responses of the PF and AF, respectively.

In a general, under practical implementation of any detector in communication system with sensor array, the bandwidth of the spectrum to be sensed is defined. Thus, the AF bandwidth and central frequency can be assigned, too (the AF bandwidth cannot be used by the transmitted signal because it is out of its spectrum). The case when there are interfering signals within the AF bandwidth, the action of this interference on the GR detection performance, and the case of non-ideal condition when the noise at the PF and AF outputs is not the same by statistical parameters are discussed in [28] and [29].

Under the hypothesis \( H_1 \) ("a yes" transmitted signal), the GR CD generates the signal component \( s_{in}[k]\eta_{1}[k] \) caused by interaction between the model signal \( s_{in}[k] \) and the MSG output, and the incoming signal \( s_i[k] \), and the noise component \( s_{in}[k]\zeta_{1}[k] \) caused by interaction between the model signal \( s_{in}[k] \) and the noise \( \zeta_{1}[k] \) at the PF output. GR ED generates the transmitted signal energy \( s_{t}[k] \) and the random component \( s_{r}[k]\zeta_{r}[k] \) caused by interaction between the transmitted signal \( s_{t}[k] \) and the noise \( \zeta_{r}[k] \) at the PF output. The main purpose of the GR CC is to cancel completely in the statistical sense the GR CD noise component \( s_{in}[k]\zeta_{1}[k] \) and the GR ED random component \( s_{r}[k]\zeta_{r}[k] \) based on the same nature of the noise \( \zeta_{1}[k] \). The relation between the transmitted signal to be detected \( s_{t}[k] \) and the model signal \( s_{in}[k] \) is defined as:

\[
\begin{align*}
\eta_{1}[k] &= \sum_{m=-\infty}^{\infty} g_{PF}[m]w_i[k-m] ; \\
\zeta_{1}[k] &= \sum_{m=-\infty}^{\infty} g_{AF}[m]w_i[k-m] ,
\end{align*}
\]

where \( \mu \) is the coefficient of proportionality.

The main functioning condition under the GR employment in any signal processing system including the communication one with radar sensors is the equality between the parameters of the model signal \( s_{in}[k] \) and the incoming signal \( s_i[k] \), for example, by amplitude. Under this condition it is possible to cancel completely in the statistical sense the noise component \( s_{in}[k]\zeta_{1}[k] \) of the GR CD and the random component \( s_{r}[k]\zeta_{r}[k] \) of the GR ED. Satisfying the GR main functioning condition given by (25), \( s_{in}[k] = s_i[k], \mu = 1 \), we are able to detect the transmitted signal with the high probability of detection at the low signal-to-noise ratio (SNR) and define the transmitted signal parameters with high accuracy.

Practical realization of this condition (25) at \( \mu \to 1 \) requires increasing in the complexity of GR structure and, consequently, leads us to increasing in computation cost. For example, there is a need to employ the amplitude tracking system or to use the offline data samples processing. Under the hypothesis \( H_0 \) ("a no" transmitted signal), satisfying the main GR functioning condition (25) at \( \mu \to 1 \) we obtain only the back-ground noise \( \eta_{1}[k] - \zeta_{1}[k] \) at the GR output.
Under practical implementation, the real structure of GR depends on specificity of signal processing systems and their applications, for example, the radar sensor systems, adaptive communication systems, cognitive radio systems, satellite communication systems, mobile communication systems and so on. In the present paper, the GR circuitry (Fig. 2) is demonstrated with the purpose to explain the main functioning principles. Because of this, the GR flowchart presented in the paper should be considered under this viewpoint. Satisfying the GR main functioning condition (25) at \( \mu \rightarrow 1 \), the ideal case, for communication systems with radar sensor applications we are able to detect the transmitted signal with very high probability of detection and define accurately its parameters.

In the present paper, we discuss the GR implementation in communication systems using the radar sensor array. Since the presented GR test statistics is defined by the signal energy and noise power, the equality between the model signal \( s_m^w[k] \) and the transmitted signal to be detected \( s_i[k] \), in particular by amplitude, is required that leads us to high circuitry complexity in practice. For example, there is a need to employ the amplitude tracking system or off-line data sample processing. Detailed discussion about the main GR functioning principles if there is no a priori information and there is an uncertainty about the parameters of transmitted signal, i.e., the transmitted signal parameters are random, can be found in [13] and [14, Chapter 6, pp.611–621 and Chapter 7, pp. 631–695].

The complete matching between the model signal \( s_m^w[k] \) and the incoming signal \( s_i[k] \), for example by amplitude, is a very hard problem in practice because the incoming target return signal \( s_i[k] \) depends on both the fading and the transmitted signal parameters and it is impractical to estimate the fading gain at the low SNR. This matching is possible in the ideal case only. The GD detection performance will be deteriorated under mismatching in parameters between the model signal \( s_m^w[k] \) and the transmitted signal \( s_i[k] \) and the impact of this problem is discussed in [18] and [30], where a complete analysis about the violation of the main GR functioning requirements is presented. The GR decision statistics requires an estimation of the noise variance \( \sigma_n^2 \) using the reference noise \( \eta_i[k] \) at the AF output.

Under the hypothesis \( \gamma \), the signal at the PF output, see Fig. 2, can be defined as

\[
x_i[k] = s_i[k] + \xi_i[k]
\]

(26)

where \( \xi_i[k] \) is the noise at the PF output and

\[
s_i[k] = h_i[k]s_i[k],
\]

(27)

where \( h_i[k] \) are the channel coefficients. Under the hypothesis \( \gamma \) and for all \( i \) and \( k \), the process \( x_i[k] = \xi_i[k] \) at the PF output is subjected to the complex Gaussian distribution and can be considered as the independent and identically distributed (i.i.d.) process.

In ideal case, we can think that the signal at the AF output is the reference noise \( \eta_i[k] \) with the same statistical parameters as the noise \( \xi_i[k] \). In practice, there is a difference between the statistical parameters of the noise \( \eta_i[k] \) and \( \xi_i[k] \). How this difference impacts on the GR detection performance is discussed in detail in [14, Chapter 7, pp. 631-695] and in [18] and [30].

The decision statistics at the GR output presented in [13] and [14, Chapter 3] is extended for the case of antenna array when an adoption of multiple antennas and antenna arrays is effective to mitigate the negative attenuation and fading effects. The GR decision statistics can be presented in the following form:

\[
T_{GR}(X) = \sum_{k=0}^{N-1} \sum_{i=1}^{M} 2x_i[k]s_i^w[k] - \sum_{k=0}^{N-1} \sum_{i=1}^{M} x_i^2[k] + \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] > \text{THR}_{GR} \ 
\]

(28)

where

\[
X = [x(0), ..., x(N-1)]
\]

(29)

is the vector of the random process at the PF output and \( \text{THR}_{GR} \) is the GR detection threshold.

Under the hypotheses \( \gamma \) and \( \eta \) and when the amplitude of the transmitted signal is equal to the amplitude of the model signal, \( s_i^w[k] = s_i[k] \), the GR decision statistics \( T_{GD}(X) \) takes the following form in the statistical sense, respectively:

\[
\gamma : T_{GD}(X) = \sum_{k=0}^{N-1} \sum_{i=1}^{M} 2x_i^2[k] + \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] - \sum_{k=0}^{N-1} \sum_{i=1}^{M} \xi_i^2[k],
\]

(30)

\[
\eta : T_{GD}(X) = \sum_{k=0}^{N-1} \sum_{i=1}^{M} \eta_i^2[k] - \sum_{k=0}^{N-1} \sum_{i=1}^{M} \xi_i^2[k] .
\]

In (30) the term \( \sum_{k=0}^{N-1} \sum_{i=1}^{M} s_i^2[k] = E_s \) corresponds to the average transmitted signal energy, and the
term \( \sum_{k=0}^{N-1} \sum_{l=0}^{M} \eta^2_l[k] - \sum_{k=0}^{N-1} \sum_{l=0}^{M} \eta^2_l[k] \) is the background noise at the GR output. The GR output background noise is a difference between the noise power at the PF and AF outputs. Practical implementation of the GR decision statistics requires an estimation of the noise variance \( \sigma^2 \) using the reference noise \( \eta_t[k] \) at the AF output.

3.4 Generalized receiver in DS-SSMA system

Fig. 1 represents a conventional generalized receiver, a block diagram of which is demonstrated in Fig.2, to coherently demodulate the desired user signal in an asynchronous system. It should be noted that each user signal undergoes a Rayleigh flat-fading channel, thus, an equalizer is not included in the receiver. By symmetry, mathematical derivation of the average error probability is the same for all users. We assume, without loss of generality, the \( i \)-th user is the target one and \( \tau_i = \phi_i = 0 \). Hence, all delays and carrier phase shifts are measured relative to those of the \( i \)-th signal. The decision statistic is the output of a complex generalized receiver that employs the complex carrier \( \exp\{-j \omega_t t\} \) and the complex spreading signal \( a^*_t(t) \).

The output of the complex generalized receiver matched to the \( i \)-th signal is the random variable given by

\[
T_{GR} = \int_0^T [z(t)a^*_t(t) - z^2(t) + \eta^2(t)] \exp\{-j \omega_t t\} dt .
\]

Taking into consideration the general ideal condition of functioning of the generalized receiver \( \mu \rightarrow 1 \) and \( \delta_{m}^m[k] = s_t[k] \), we can rewrite (31) in the following form:

\[
T_{GR} = I_i(b, \tau, \phi) + \sqrt{2P_i} A_i b_0^0(T + \zeta^2(t)) ,
\]

where \( \zeta^2(t) \) is the background noise defined as

\[
\zeta^2(t) = \int_0^T [\eta^2(t) - \zeta^2(t)] dt .
\]

and \( I_i(b, \tau, \phi) \) is the total multiple-access interference (MAI) defined as

\[
I_i(b, \tau, \phi) = \sum_{i=1, i \neq k} \sqrt{2P_i} A_i \exp\{j \phi_i\} \times \{ b^{(i)}(t) R_i(t) + b_0^0(\hat{R}_i)(t) \} \quad (34)
\]

with

\[
\begin{align*}
b^{(i)}(t) &= \{ b^{(i)}(t), \ldots, b^{(i)}(t) \}; \\
\hat{b} &= \{ b^{(1)}, b^{(2)}, \ldots, b^{(i)}, \ldots, b^{(K)} \}; \\
\tau &= \{ \tau_1, \tau_2, \ldots, \tau_{i-1}, \tau_{i+1}, \ldots, \tau_K \}; \\
\phi &= \{ \phi_1, \phi_2, \ldots, \phi_{i-1}, \phi_{i+1}, \ldots, \phi_K \}
\end{align*}
\]

for \( 0 \leq \tau \leq T \). Along the lines of [4], it is easy to show that for \( 0 \leq \tau \leq T \), these two cross correlation functions can be written in the following form:

\[
\begin{align*}
R_{i,k}(t) &= C_{i,k}(l - N) \hat{R}_p(\tau - iT - s) + C_{i,k}(l + 1 - N) \times R_p(\tau - iT) , \\
\hat{R}_{i,k}(t) &= C_{i,k}(l) \hat{R}_p(\tau - iT - s) + C_{i,k}(l + 1)R_p(\tau - iT) ,
\end{align*}
\]

(37)

where \( l = \lfloor \tau/T \rfloor \) is the integer part of \( \tau/T \); \( R_p(s) \) and \( \hat{R}_p(s) \) are the continuous-time partial autocorrelation functions of the chip waveform defined as

\[
\begin{align*}
R_p(s) &= \int_0^s \psi(t) \psi(t + T - s) dt , \\
\hat{R}_p(s) &= \int_s^T \psi(t) \psi(t - s) dt
\end{align*}
\]

for \( 0 \leq s \leq T_c \) and zero otherwise. Therefore, the multiple-access interference (34) can be presented in the following form:

\[
\begin{align*}
I_i(b, \tau, \phi) &= \sum_{i=1, i \neq k} \sqrt{2P_i} A_i \exp\{j \phi_i\} b^{(i)}(t) \\
&\times \{ C_{i,k}(l - N) \hat{R}_p(\tau - lT - s) + C_{i,k}(l + 1 - N) R_p(\tau - lT) \} \\
&+ C_{i,k}(l + 1) \hat{R}_p(\tau - lT) ,
\end{align*}
\]

(39)

where \( l = \lfloor \tau/T_c \rfloor \), \( n = 0, 1, 2, 3 \) satisfies \( \exp(\pm i m/2) = b^{(i)}(t) \hat{R}_p(\tau - lT) \)

(40)

with \( 0 \leq l \leq N - 1 \). Obviously, \( \theta^{(i)}(l) \) is the complex quaternary periodic cross correlation function and \( \theta^{(a)}(l) \), \( n = 1, 2, 3 \) is the quaternary odd cross correlation function.

4 System Performance

In this section, the exact formulas for the average bit error rate (BER) for the synchronous system with quaternary signal and complex sequences over Rayleigh fading channel is derived first. Thereafter, the average BER for quaternary asynchronous system with quaternary signal and complex sequences over
Rayleigh fading channel is evaluated using the characteristic function approach. The Gaussian approximate average BER for the asynchronous system under consideration is obtained with the MAI being modeled as a complex Gaussian random variable. A symbol error occurs in the complex processing system if the decision statistic \( T_{GR}(X) \) is not in the same quadrant of the complex plane as the data symbol from the desired signal. Since \( b_{i}^{(j)} \in \{[1/\sqrt{2}] (\pm 1 \pm j) \} \) are the quaternary phase data, the method in [32] can be adopted with some modifications to include the interference action. Thus, simple computations show that for Gray-coded quaternary signal transmission system with complex sequences in the flat Rayleigh fading, the average BER of the \( i \)-th Rayleigh faded user is given by
\[
BER = 0.5 \left[ E(P_{b}) + E(P_{g}) \right],
\]
where \( P_{b} \) is the average BER that \( k[T_{GR}] \) is not of the same polarity as \( g[T_{GR}] \) is not of the same polarity as \( g[T_{GR}] \) is not of the same polarity as \( g[T_{GR}] \). The expectation operator \( E \) is taken over the random vectors \( b, r, \phi \) and random variable \( A \), which are assumed to be mutually independent.

### 4.1 Synchronous BER Analysis

In this subsection, we consider the BER calculation for a synchronous system, i.e., \( r_{1} = r_{2} = \ldots = r_{k} = 0 \) in (22). The exact BER for the synchronous system with complex spreading sequences in Rayleigh fading is derived here. The presented derivation both serves completeness and clarifies the derivation and understanding of the asynchronous results in the next subsection. Let us describe the BER property of the synchronous system under consideration. We consider the synchronous DS-SSMA system with complex signature sequences and complex generalized receiver over flat Rayleigh fading channel presented in Fig.1. Then the average synchronous BER for a Rayleigh-faded user is
\[
\overline{BER} = 0.5 \left[ \overline{BER}_{b} + \overline{BER}_{g} \right] = 0.5(1 - \Delta_{s}),
\]
where \( E_{i} = P_{r}T \) is the energy per data symbol and
\[
\Delta_{s} = \frac{1}{1 + \sum_{i=1}^{K} \frac{2P}{N_{2}^{2}b_{i}^{(j)}} C_{i,k}(0)C_{i,k}^{*}(0) + \frac{N_{0}^{2}}{16E_{i}^{2}}}. \tag{43}
\]
Let us show it. The output of the complex generalized receiver matched to the \( i \)-th signal is given by (31) and (32), where \( \zeta_{i,b}(t) = \zeta_{i,b}(t) + \zeta_{i,g}(t) \) is as (33) with \( \zeta_{i,b}(t) \) and \( \zeta_{i,g}(t) \) being independent random variables distributed according to the modified second kind Bessel function of an imaginary argument or, as it also called, McDonald function each having the mean \( \sigma_{\zeta_{b}}^{2} = \sigma_{\zeta_{g}}^{2} = N_{0}T/4 \) and variance \( 1/16N_{0}^{2}T^{2} \) in the simplest ideal case when \( \sigma_{\zeta_{b}}^{2} = \sigma_{\zeta_{g}}^{2} \), i.e., the power of the noise at the PF and AF of the generalized receiver are equal between each other. In the statistical sense we can assume that \( \phi(t) \) can be considered as the random process with asymptotic Gaussian distribution with the mean \( \sigma_{\zeta_{b}}^{2} = \sigma_{\zeta_{g}}^{2} = N_{0}T/4 \) and variance \( (1/16)N_{0}^{2}T^{2} \).

In view of (37) and (38)
\[
I_{i}(b, r, \phi) = \sum_{i=1}^{K} \frac{2P_{r}A_{i} \exp \{j\phi_{i}\}}{\sum_{i=1}^{K} 2P_{r}D_{i}^{(j)} C_{i,k}(0) N_{2}^{2} T \sqrt{T_i}}, \tag{44}
\]
where \( D_{i} = A_{i} \exp \{j\phi_{i}\} = D_{1} + jD_{2} \) is the zero-mean complex Gaussian variable with the unit variance, i.e., \( D_{1} \) and \( D_{2} \) are the independent zero-mean real Gaussian variables with unit variance. This is true since \( A_{i} \) is the Rayleigh distributed; \( \phi_{i} \) is the uniformly distributed within the limits of the interval \( [0, 2\pi] \) and \( A_{i} \) and \( \phi_{i} \) are independent; \( b_{i}^{(j)} \) takes the values within the limits of the interval \( \{[1/\sqrt{2}] (\pm 1 \pm j) \} \) with independent complex uniform, and is independent of \( D_{i} \), so \( D_{i} = D_{1}b_{i}^{(j)} \) is the independent zero-mean Gaussian variable with the unit variance. Note that \( \{A_{i}, \phi_{i}, b_{i}^{(j)}\}_{i=1}^{K} \) are mutually independent complex random variables, hence, \( I_{i} \) is the complex Gaussian random variable with the real and imaginary parts being zero-mean real independent Gaussian random variables and each having variance
\[
\sigma_{I_{i}}^{2} = \frac{2P_{r} T^{2}}{N_{2}^{2}} \sum_{i=1}^{K} |C_{i,k}(0)|^{2} \tag{45}
\]
Define
\[
I_{i}' = I_{i}(b, r, \phi) + \zeta_{i}(t) = I_{i}'_{b} + jI_{i}'_{g}, \tag{46}
\]
with \( I_{i}'_{b} \) and \( I_{i}'_{g} \) being the real and imaginary parts of \( I_{i}' \). Then it follows from (44) and (45) that \( I_{i}'_{b} \) and \( I_{i}'_{g} \) are the independent zero-mean Gaussian random variables with the variances \( \sigma_{I_{b}'}^{2} = \sigma_{I_{g}'}^{2} \) and \( \sigma_{I_{b}'}^{2} + \sigma_{I_{g}'}^{2} \), respectively, i.e., \( I_{i}' \) is the complex Gaussian random variable. By symmetry and using the independence of \( I_{i} \) and \( \phi \), given \( A_{i} \), the average co-
nditional BERs for the real and imaginary parts of the \( i \)-th user are

\[
\text{BER}_{\text{RI}i,k} = \frac{Q}{\sqrt{P_i AT}} \sum_{i=1, i \neq k}^{K} 2P_i T^2 N^2 - C_{i,k}(0) C_{i,k}(0) + N_0^2 T^2 / 16
\]

where

\[
Q(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(-0.5x^2) dx
\]

Averaging over the unit variance, then, given \( u_{i,j,k} \) and \( u_{i,j,k} \), we have

\[
\text{BER}_{\text{RI}i,k} = 0
\]

This shows that the output of the \( i \)-th generalized receiver is not affected at all by the signals of other users, and it is only affected by the background noise and the Rayleigh fading.

### 4.2 Asynchronous BER Analysis

In this subsection, the average BER calculation for asynchronous DS-SSMA system with complex signature sequences is investigated. The channel is assumed to be the Rayleigh fading and complex processing is adopted for the modulator and generalized receiver.

#### 4.2.1. Characteristic Function Approach

Define

\[
d_{i,k}^{(n)}(l) = \phi_{i,k}^{(n)}(l) \hat{R}_{u,i} (\tau_i - l T_c) + (l + 1) R_y (\tau_i - l T_c)
\]

where \( n = 0,1,2,3 \) and

\[
I_{i,k} = \sqrt{2P_i D_i b_{i,k}^{(n)} d_{i,k}^{(n)}},
\]

Then, (39) can be written in the following form:

\[
I_{i}(b,\tau,\phi) = \sum_{i=1, i \neq k}^{K} I_{i,k} = \sum_{i=1, i \neq k}^{K} 2P_i D_i b_{i,k}^{(n)} d_{i,k}^{(n)}. \tag{53}
\]

Since

\[
D_i = A_i \exp(j\phi_i) = D_{i,1} + jD_{i,2}
\]

is the independent zero-mean complex Gaussian with the unit variance, then, given \( b_{i,k}^{(n)} = (b_{0,k}^{(n)}, b_{1,k}^{(n)}) \) and \( \tau_i \),

\[
I_{i,k} = I_{i,k,1} + jI_{i,k,2}
\]

is the independent zero-mean complex Gaussian with the variance

\[
\sigma_{i,k,1}^2 = \sigma_{i,k,2}^2 = 2P_i | d_{i,k}^{(n)} |^2.
\]

This implies that the conditional probability density function for \( I_{i,k} \) takes the following form:

\[
f_{I_{i,k}(b^{(n)},\tau_i)}(x, y) = \frac{1}{4P_i \pi | d_{i,k}^{(n)} |^2} \exp\left[ - \frac{x^2 + y^2}{4P_i | d_{i,k}^{(n)} |^2} \right]. \tag{57}
\]

Note that

\[
b_{i,k}^{(n)} = (b_{0,k}^{(n)}, b_{1,k}^{(n)}) \in \{1/\sqrt{2} \pm (1 \pm j) \}, \tag{58}
\]

averaging over \( b_{i,k}^{(n)} \), we obtain

\[
f_{I_{i,k}(b^{(n)},\tau_i)}(x, y) = \frac{1}{4P_i \pi | d_{i,k}^{(n)} |^2} \exp\left[ - \frac{x^2 + y^2}{4P_i | d_{i,k}^{(n)} |^2} \right]. \tag{59}
\]

Since \( | d_{i,k}^{(n)} |^2 = n = 0,1,2,3 \) appears in the denominators of the exponential function arguments, thus it is difficult to average over \( \tau_i \). In order to solve this, we employ the characteristic function approach. The characteristic function of \( I_{i,k} \), given \( \tau_i \), takes the following form:

\[
\Theta_{I_{i,k}(\tau_i, (\omega_1, \omega_2))} = \frac{1}{4 \sum_{n=0}^{3}} \exp\{-(\omega_1 + \omega_2) P_i | d_{i,k}^{(n)} |^2 \} \tan \frac{\pi}{2} \tau_i. \tag{60}
\]

Averaging over \( \tau_i \), the characteristic function of \( I_{i,k} \) takes the form:

\[
\Theta_{I_{i,k}(\omega_1, \omega_2)} = \frac{1}{4 \sum_{n=0}^{3}} \exp\{-(\omega_1^2 + \omega_2^2) P_i | d_{i,k}^{(n)} |^2 \} \tan \frac{\pi}{2} \tau_i. \tag{61}
\]

If the chip waveform \( \psi(t) \) is the rectangular pulse of duration \( T_c \), i.e., \( \psi(t) = 1 \) for \( 0 \leq t < T_c \) and \( \psi(t) = 0 \) otherwise. Then for this waveform, \( R_y (\tau) = \tau \) and \( \hat{R}_{u,i} (\tau) = T_c - \tau \). Let

\[
u_i = \frac{\tau_i - l T_c}{\sqrt{T_c}}
\]

so \( u_i \in (0,1) \). Then (61) reduces to

\[
\Theta_{I_{i,k}(\omega_1, \omega_2)} = \frac{1}{4 \sum_{n=0}^{3}} \exp\{-(\omega_1^2 + \omega_2^2) P_i T_c^2 \} \times | \theta_{i,k}^{(n)} (l)(1 - u_i) + \theta_{i,k}^{(n)} (l)(1 + u_i) u_1^2 | du_i
\]

\[
= \frac{1}{4 \sum_{n=0}^{3}} \exp\{-(\omega_1^2 + \omega_2^2) P_i T_c^2 \} \theta_{i,k}^{(n)} (l) \theta_{i,k}^{(n)} (l) \theta_{i,k}^{(n)} (l) \theta_{i,k}^{(n)} (l) du_i
\]

with

\[
L_{i,k} = L_{i,k,1} + jL_{i,k,2}
\]

and

\[
\sigma_{i,k,1}^2 = \sigma_{i,k,2}^2 = 2P_i | d_{i,k}^{(n)} |^2.
\]
where \( \mathcal{K}^{(\mathfrak{a})}_{ik} = |\theta^{(\mathfrak{a})}_{ik}(l_i)(1-u_i) + \theta^{(\mathfrak{a})}_{ik}(l_i + 1)u_i|^2 \). \( \quad (64) \)

In order to calculate \( \Theta_{I_{ik}}(\omega_1, \omega_2) \), let us show that

\[
\begin{align*}
\mathcal{K}^{(\mathfrak{a})}_{ik} &= A^2 + B^2 = |\theta^{(\mathfrak{a})}_{ik}(l_i)|^2, \\
\text{if } \theta^{(\mathfrak{a})}_{ik}(l_i) &= \theta^{(\mathfrak{a})}_{ik}(l_i + 1) + 1
\end{align*}
\]

\( G^2(u_i - F)^2 + H \), otherwise,

\( \quad (65) \)

where

\[
\begin{align*}
A &= \Re(\theta^{(\mathfrak{a})}_{ik}(l_i)), \\
B &= \Im(\theta^{(\mathfrak{a})}_{ik}(l_i)), \\
C &= \Re(\theta^{(\mathfrak{a})}_{ik}(l_i)), \\
J &= \Im(\theta^{(\mathfrak{a})}_{ik}(l_i)),
\end{align*}
\]

and in the case of \( \theta^{(\mathfrak{a})}_{ik}(l_i) \neq \theta^{(\mathfrak{a})}_{ik}(l_i + 1) \), the parameters are defined as

\[
\begin{align*}
E &= \sqrt{(C-A)^2 + (J-B)^2} = |\theta^{(\mathfrak{a})}_{ik}(l_i + 1) - \theta^{(\mathfrak{a})}_{ik}(l_i)|; \\
F &= A^2 + B^2 - AC - BJ \overline{C} - (J - B)^2, \\
H &= \frac{(J-A)B - (J-B)C}{(C-A)^2 + (J-B)^2}.
\end{align*}
\]

\( \quad (66) \)

In this case

\[
\begin{align*}
J^{(\mathfrak{a})}_{ik} &= [(C-A) + j(J-D)]u_i + A + jB]^2 = [C-A]u_i + A^2 + [J - B]^2u_i^2 + 2[(C-A)A + (J - B)]u_i + A^2 + B^2 \\
&= \begin{cases} 
A^2 + B^2, & |\theta^{(\mathfrak{a})}_{ik}(l_i)| = \theta^{(\mathfrak{a})}_{ik}(l_i) \\
E^2(u_i - F)^2 + H, & \text{otherwise}.
\end{cases}
\end{align*}
\]

\( \quad (67) \)

Consider the next statement. Let

\[
\phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2) = \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2[H^2(u_i - F)^2 + H]du_i \}. \quad (69)
\]

Then

\[
\phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2) = \frac{\sqrt{2\pi}M_1(i)}{T_cE\sqrt{2P_{(\alpha^2_{\mathfrak{a}} + \alpha^2_{\mathfrak{a}})}}} \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2H\}, \quad (70)
\]

where

\[
M_1(i) = \int_{0}^{T_cE(F-1)\sqrt{2P_{(\alpha^2_{\mathfrak{a}} + \alpha^2_{\mathfrak{a}})}}} \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2H\}, \quad (71)
\]

Based on definition [32] we obtain

\[
\begin{align*}
\phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2) &= \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2H\} \times \int_{0}^{T_cE(2P_{(\alpha^2_{\mathfrak{a}} + \alpha^2_{\mathfrak{a}})}} \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2H\} du_i \\
&= \frac{1}{T_cE\sqrt{2P_{(\alpha^2_{\mathfrak{a}} + \alpha^2_{\mathfrak{a}})}}} \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2H\}.
\end{align*}
\]

Thus, (70) is obtained. Now, the characteristic function of \( I_{ik} \) can be presented in the following form:

\[
\Theta_{I_{ik}}(\omega_1, \omega_2) = \frac{1}{4\pi^2} \sum_{n=-(N-1)}^{(N-1)} \phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2), \quad (73)
\]

where

\[
\phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2) = \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2\}, \quad \phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2), \quad (74)
\]

with \( \phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2) \) is given by (70). Note that the above characteristic function is given as an explicit closed-form expression involving only the exponential function and Q-functions. It can be readily programmed for direct evaluation. Moreover, it is easy to show that

\[
\phi^{(\mathfrak{a})}_{I_{ik}}(l_i, \omega_1, \omega_2) \rightarrow \text{exp}\{-(\omega_1^2 + \omega_2^2)PT_{IE}^2\} |\theta^{(\mathfrak{a})}_{ik}(l_i)|^2, \quad (75)
\]

as

\[
\theta^{(\mathfrak{a})}_{ik}(l_i) - \theta^{(\mathfrak{a})}_{ik}(l_i + 1) \rightarrow 0. \quad (76)
\]

Since the complex random variables \( I_{ik} \), \( 1 \leq i \leq K, \) \( i \neq k \) from different interferers are independent, the characteristic function for the total multiple-access interference term \( I \) is given by

\[
\Theta_{I_{ik}}(\omega_1, \omega_2) \equiv \prod_{i=1}^{K} \Theta_{I_{ik}}(\omega_1, \omega_2). \quad (77)
\]

Let \( \xi_i = I_i + \zeta_i \), where \( \zeta_i \) is the complex zero-mean Gaussian random variable in the statistical sense representing the background noise [14]. Since the other user interference and background noise are independent, the characteristic function of \( \zeta_i \) takes the following form:

\[
\Theta_{\zeta_i}(\omega_1, \omega_2) = \Theta_{I_i}(\omega_1, \omega_2) \Theta_{\zeta_i}(\omega_1, \omega_2), \quad (78)
\]

where \( \Theta_{\zeta_i}(\omega_1, \omega_2) \) is the characteristic function of the background noise \( \zeta_i \). Then the marginal characteristic functions of \( \zeta_i \) are given by

\[
\begin{align*}
\Theta_{\zeta_i,\mathcal{S}_i}(\omega) &= \Theta_{I_i}(\omega, 0) \Theta_{\zeta_i}(\omega, 0) = \Theta_{I_i,\mathcal{S}_i}(\omega) \Theta_{\delta,0}(\omega), \\
\Theta_{\zeta_i,\mathcal{S}_i,\mathcal{R}_i}(\omega) &= \Theta_{I_i}(0, \omega) \Theta_{\zeta_i}(0, \omega) = \Theta_{I_i,\mathcal{S}_i,\mathcal{R}_i}(\omega).
\end{align*}
\]

It follows from (73)-(79) that the marginal characteristic functions of \( \zeta_i = I_i + \zeta_i \) satisfy the following equality \( \Theta_{\zeta_i,\mathcal{S}_i,\mathcal{R}_i}(\omega) = \Theta_{\zeta_i,\mathcal{S}_i,\mathcal{R}_i}(\omega) \). Therefore, by symmetry, the conditional BER for the target user can be given

\[
\overline{BER}_A = 0.5(\overline{BER}_{I_{ik}:A} + \overline{BER}_{I_{ik}:A}) = \overline{BER}_{I_{ik}:A}
\]

\[
= BER_{\mathcal{S}_i}(\xi_i) < -\sqrt{F_{I_{ik}}A}T
\]
is given by
\[ \int_{-\infty}^{\infty} \sin(kx) \exp(-0.5x^2) \, dx = \sqrt{0.5\pi} k \exp(-0.5k^2) \] (81)
and averaging over \( A_i \), we obtain the average BER for a Rayleigh faded user given by
\[ \text{BER} = \frac{1}{2} \left[ 1 - \left( \frac{N_0^2}{1 + \frac{N_0^2}{16E_i}} \right)^{-1} \right] \]
\[ + \left( \frac{P_T}{2\pi} \right) \int_{0}^{\infty} \sin(\sqrt{P_T} A T \omega) \frac{1}{\sigma_{z,k}} \frac{1}{\omega} [1 - \Theta_{z,k}(\omega)] \times \Theta_{z,k}(\omega) \, d\omega. \] (82)

Using the integral identity
\[ \int_{0}^{\infty} \sin(\omega \cdot x) \exp(-0.5x^2) \, dx = \sqrt{0.5\pi} k \exp(-0.5k^2) \] (83)
and averaging over \( A_i \), we obtain the average BER for a Rayleigh faded user given by
\[ \text{BER} = \frac{1}{2} \left[ 1 - \left( \frac{N_0^2}{1 + \frac{N_0^2}{16E_i}} \right)^{-1} \right] \]
\[ + \left( \frac{P_T}{2\pi} \right) \int_{0}^{\infty} \sin(\sqrt{P_T} A T \omega) \frac{1}{\sigma_{z,k}} \frac{1}{\omega} [1 - \Theta_{z,k}(\omega)] \times \Theta_{z,k}(\omega) \, d\omega. \] (84)

Consider the DS-SSMA quaternary asynchronous system with complex sequences and complex receivers over Rayleigh fading channels shown in Fig. 1. If the chip waveform is a rectangular pulse, then the average BER of Rayleigh-faded user can be given by (82). Note that the above-mentioned BER in (82) is expressed as the \( Q \)-functions and single integral. Numerical integration techniques similar to [33] that uses Simpson's rule and series expansion method can be applied to obtain \( \text{BER} \) with high accuracy.

### 4.2.2 Gaussian Approximation

The high accuracy \( \text{BER} \) for asynchronous system under consideration can be obtained from previous discussion. However, it would generally require excessive computations. Hence, here we shall compute the average \( \text{BER} \) for asynchronous complex DS-SSMA system in flat Rayleigh fading by modeling multiple-access interference in (34) as a complex Gaussian process. Obviously, the mean of the multiple-access interference reduce to zero and the variance is given by
\[ \sigma_{z,k}^2 = \sigma_{i,k}^2 = \sum_{i=1}^{K} 2P_T [E(|R_{i,k}(\tau_i)|^2 + |\hat{R}_{i,k}(\tau_i)|^2)] \]
\[ = \sum_{i=1}^{K} \frac{2P_T}{T} \int_{0}^{\infty} [E(|R_{i,k}(\tau_i)|^2 + |\hat{R}_{i,k}(\tau_i)|^2)] \, d\tau \]
\[ = \sum_{i=1}^{K} \sum_{j=1}^{K} \frac{2P_T}{T} \int_{0}^{\infty} [E(|R_{i,k}(\tau_i)|^2 + |\hat{R}_{i,k}(\tau_i)|^2)] \, d\tau, \] (85)

where the mathematical expectation has been computed with respect to mutually independent complex random variables \( A_i, \vartheta_i, b_i(j) \) and the random variables given by (54) being zero-mean complex Gaussian with the unit variance. It is trivial to show that
\[ E[2R(I_k)g(J_k)] = E[2R(I_k)E[g(J_k)] = 0 \] (86)
with that, the real and imaginary parts of random variable \( I_k \) are uncorrelated and orthogonal. Therefore, if \( I_k \) is assumed to be complex Gaussian random variable, then it is independent.

The average conditional BER for a Rayleigh-faded user takes the following form:
\[ \text{BER}_{k\mid A_k} = \text{BER}_{k\mid A_k} \]
\[ = \frac{1}{2} \left[ 1 - \left( \frac{N_0^2}{1 + \frac{N_0^2}{16E_i}} \right)^{-1} \right] \]
\[ + \left( \frac{P_T}{2\pi} \right) \int_{0}^{\infty} \sin(\sqrt{P_T} A T \omega) \frac{1}{\sigma_{z,k}} \frac{1}{\omega} [1 - \Theta_{z,k}(\omega)] \times \Theta_{z,k}(\omega) \, d\omega. \] (87)

Similar to analysis for the synchronous case, given \( A_k \), the average conditional BERs for the real and imaginary parts of the \( i \)-th user in the asynchronous case are
\[ \text{BER}_{k\mid A_k} = \text{BER}_{k\mid A_k} \]
\[ = Q\left\{ \frac{\sqrt{P_T} A T}{\sum_{i=1}^{K} \frac{2P_T}{T} \int_{0}^{\infty} [E(|R_{i,k}(\tau_i)|^2 + |\hat{R}_{i,k}(\tau_i)|^2)] \, d\tau} \right\}. \] (88)

Averaging over \( A_k \) with respect to the Rayleigh distribution in (18), the average asynchronous \( \text{BER} \) for a Rayleigh-faded user takes the following form:
\[ \text{BER} = 0.5(\text{BER}_{k\mid A_k} + \text{BER}_{k\mid A_k}) = 0.5(1 - \Delta_n) \] (89)

Based on the Gaussian approximation of the multiple-access interference, the average BER evaluation is approximately obtained in (89) for quaternary asynchronous DS-SSMA system with complex signature sequences, as well as complex transmitters and receiv-
ivers in Rayleigh fading as depicted in Fig. 1.
From [25]
\[ \sum_{l=1}^{N-k} C_{l,k}^*(l)C_{l,k}^*(l+n) = \sum_{l=1}^{N-k} C_{l,k}^*(l)C_{l,k}^*(l+n). \] (91)

Therefore
\[ r_{i,k} = 2N^2 + 4\sum_{l=1}^{N-k} C_{l,k}^*(l)C_{l,k}^*(l) + \Re \left\{ \sum_{l=1}^{N-k} C_{l,k}^*(l)C_{l,k}^*(l+n) \right\} \] (92)

This shows that the BER performance for asynchronous system over Rayleigh fading channel can be obtained from aperiodic autocorrelation functions.

5 Numerical Results
In this section, we report the numerical evaluation of the system performance for Gold sequences, near-optimum four phase sequences of family \( \mathcal{A} \) [34] and UCHT sequences. As was discussed previously, there are 64 sets of UCHT matrices, and each set can generate \( 2^n \) complex sequences with the period duration of \( N = 2^n \). It has been investigated in [10] that not all the UCHT sequences generated from one UCHT matrix can be simultaneously used as the spreading sequences, as this will lead to large periodic and aperiodic cross correlation values.

In order to reduce the multiple-access interference effectively, the subset of the complex sequences with smaller sum of aperiodic cross correlation values is selected for simulation, but a consideration of trade-off between the autocorrelation and cross correlation properties for spreading sequences suggests that the subset with the smallest sum must be avoided. High-speed UCHT sequences are also recommended to be more suitable for the asynchronous DS-SSMA communication systems than non-high speed UCHT sequences [9].

Hence, in this section, we will choose \( \mu_1 = j, \mu_2 = 1, \mu_3 = j \) and \( N = 2^6 = 64 \) as one set of non-high-speed UCHT sequences which have relatively good autocorrelation and cross correlation among the UCHT sequences [10]. On the other hand, the Gold sequences are produced by a preferred pair of \( m \)-sequences \( u \) and \( v \), where \( u \) is obtained by using primitive polynomials
\[ f_1 = x^6 + x + 1 \] (93)
and \( v \) is obtained by using
\[ f_2 = x^6 + x^5 + x^2 + x + 1. \] (94)

Thus, the period of the Gold sequences is \( N = 63 \), and it has 65 different sequences belonging to the set \( \mathcal{G}(u,v) = \{ u, v, u \oplus v, u \oplus \mathcal{T}v, u \oplus \mathcal{T}^2v, \ldots, u \oplus \mathcal{T}^{N-1}v \} \) (95)

where \( \mathcal{T} \) is the shift operator. The 4-phase family \( \mathcal{A} \) sequences are produced by using the primitive polynomials
\[ f_3 = x^6 + 2x^3 + 3x + 1. \] (96)

So, the period of 4-phase sequences is \( N = 63 \) with 65 different sequences. In the simulations, equal transmission power, for simplicity, is assumed for each user and
\[ P_1 = P_2 = \cdots = P_K = 1. \] (97)

The BER performance of quaternary synchronous DS-SSMA system over Rayleigh fading channels is shown in Figs. 3 and 4, where the active users are \( K = 8, K = 16 \) and \( K = 30 \), respectively.

Fig. 3. BER performance for synchronous DS-SSMA with active users \( K = 8, 16 \).

Fig. 4. BER performance for synchronous DS-SSMA with active users \( K = 8, 30 \).
It can be seen that the performance of the UCHT sequences is the best among the three sequences, and the Gold sequences also perform better than 4-phase family A sequences at the synchronous conditions. The reason is that UCHT sequences are orthogonal, i.e., $C_{i,k}(0) = 0, i \neq k$. As to the Gold sequences, $C_{i,k}(0) \neq 0$ if $i \neq k$ and the $v$ in the set of Gold sequences $\mathcal{P}(u,v)$ is not chosen as spreading sequence. For the 4-phase family A sequences, $C_{i,k}(0) = 0, i \neq k$, could be $-1, 7, -9, 1 \pm 8j$ and each occurs many times. Hence, in view of (42), the BER performance in Figs. 3 and 4 are reasonable. Furthermore, for UCHT sequences, the curves of BERs are the same for all different number of users, such as $K = 8, 16, 30$. However, for the Gold sequences and 4-phase family A sequences, the curves of BERs are different for $K = 8, 16, 30$.

Finally, Figs. 5-7 show the accurate BER computed using the characteristic function approach as well as the BER obtained by the Gaussian approximation method described in the previous section for quaternary asynchronous DS-SSMA systems with the Rayleigh fading channels, where the active users are $K = 8, 16, 30$, respectively. In the asynchronous case, the cross correlation of the Gold sequences, $C_{i,k}(l), i \neq k, l \in \{0,1,2,3\}$, could be $1, -17, 15$ and each value occurs many times. The distributions of aperiodic cross correlation values are different for the Gold and 4-phase family A sequences, but they are similar. Thus, the Gold and 4-phase family A sequences belong to pseudo-random spreading sequences and have similar correlation properties.

It has also been shown that the UCHT complex sequences offer the better cross correlation properties compared with the Gold sequences [10]. In view of (82) and (89), the BER performance is mainly determined by the cross correlation properties of the signature sequences. Figures 5-7 have verified this. That is to say, the asynchronous system under consideration with UCHT sequences outperforms that with the Gold and 4-phase family A sequences, and the BER performance using the Gold sequences is also close to that using the 4-phase family A sequences.

We also derive from our numerical results prese-
nted in Figs. 5-7 that the BER estimates based on the complex Gaussian approximation consistently overestimate the accurate BER computed via the characteristic function method for the asynchronous quaternary DS-SSMA system in the Rayleigh fading channels with complex processing at the transmitter and receiver. Comparative analysis between the asynchronous DS-SSMA systems constructed on the basis of the generalized receiver and correlation one is represented in Figs. 5-7. We can see superiority in the BER performance under employment of the generalized receiver in DS-SSMA communication systems with active users in comparison with implementation of the correlation one in these systems.

6 Conclusions
This paper investigates the performance of quaternary DS-SSMA communications, which are constructed on the basis of the generalized approach to signal processing in noise, with complex signature sequences, as well as complex transmitters and receivers over the Rayleigh fading channels. The average BER is first derived for the quaternary synchronous systems. Due to the orthogonal property of UCHT sequences, the probability of bit errors of the synchronous DS-SSMA systems with UCHT sequences is lower in comparison with the synchronous systems with other non-orthogonal sequences.

The average BER is also evaluated for the quaternary asynchronous DS-SSMA systems with complex transmitters and generalized receivers based on the characteristic function approach, and the approximate result is also given based on the Gaussian approximation method of multiple-access interference. Numerical results are presented to illustrate performance comparisons among systems employing the UCHT sequences, 4-phase families of sequences and Gold sequences. The simulation results show that the UCHT complex sequences can yield the better performance than other two sequences. Comparative analysis of the asynchronous DS-SSMA systems employing the generalized receiver demonstrates a superiority in of BER performance over asynchronous DS-SSMA systems implementing the correlation receiver.
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