Weak and strong solutions to the forced fractional Euler alignment system
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Abstract
We consider a hydrodynamic model of self-organized evolution of agents, with singular interaction kernel \( \phi_\alpha(x) = 1/|x|^{1+\alpha} \) \((0 < \alpha < 2)\), in the presence of an additional external force. Well-posedness results are already available for the unforced system in classical regularity spaces. We define a notion of solution in larger function spaces, in particular in \( L^\infty \) (‘weak solutions’) and in \( W^{1,\infty} \) (‘strong solutions’), and we discuss existence and uniqueness of these solutions. Furthermore, we show that several important properties of classical solutions carry over to these less regular ones. In particular, we give Onsager-type criteria for the validity of the natural energy law for weak solutions of the system, and we show that fast alignment (weak and strong solutions) and flocking (strong solutions) still occur in the forceless case.
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1. Introduction

1.1. The forced fractional Euler-alignment system
For some fixed \( \alpha \in (0, 2) \), we consider the system
\[
\begin{align*}
  u_t + uu' &= -\Lambda_\alpha(\rho u) + u\Lambda_\alpha \rho + f, \\
  \rho_t + (\rho u)' &= 0,
\end{align*}
\]
for \((x, t) \in T \times [0, \infty)\). Here and below, we use primes to denote spatial derivatives. The torus \(T\) may have arbitrarily large period, but we work on the \(2\pi\)-periodic torus for the sake of definiteness. Here \(u = u(x, t)\) is the macroscopic velocity, \(\rho = \rho(x, t)\) is the density (assumed nonnegative), and \(f = f(x, t)\) is an external forcing term, assumed given. The operator \(-\Lambda_\alpha\) is (up to a constant) the classical fractional Laplacian, with kernel

\[
\phi_\alpha(z) = \sum_{k \in \mathbb{Z}} \frac{1}{|z + 2\pi k|^{1+\alpha}}, \quad z \in [-\pi, \pi] \setminus \{0\}.
\]

The action of \(-\Lambda_\alpha\) on a sufficiently regular function \(g : T \to \mathbb{R}\) is given explicitly by

\[
-\Lambda_\alpha g(x) = \int_T (g(x + z) - g(x))\phi_\alpha(z)\,dz = \int_\mathbb{R} (u(x + z) - u(x))\frac{dz}{|z|^{1+\alpha}},
\]

with the integral taken in the principal value sense. Let us temporarily consider the situation where \(f \equiv 0\). In this setting, (1) and (2) becomes a special case of the system

\[
\begin{align*}
    u_t + uu' &= L_\phi(\rho u) - uL_\phi\rho, \\
    \rho_t + (\rho u) &= 0,
\end{align*}
\]

where \(L_\phi\) is given by

\[
L_\phi g(x) = \int_\mathbb{R} \phi(|x - y|)(g(y) - g(x))\,dy.
\]

The system (4) and (5) can in turn be interpreted as a macroscopic limit of the system

\[
\begin{align*}
    \dot{x}_i &= v_i, \\
    \dot{v}_i &= \frac{1}{N} \sum_{j=1}^N \phi(|x_i - x_j|)(v_j - v_i),
\end{align*}
\]

as \(N \to \infty\). The system (6) is the celebrated Cucker–Smale model [10], which describes the positions \(x_i\) and velocities \(v_i\) of \(N\) agents whose binary interaction law depends on the radial influence function \(\phi \geq 0\). We do not attempt an overview of the existing literature related to this model; rather we cite only a few results which are pertinent to the present context and refer the reader to, for example, [2] and references therein for a more substantial review. See also the Introduction of [12] for a useful and concise overview of some relevant results.

For a large class of interaction kernels \(\phi\), the system (6) and its long-time dynamics are associated with two especially notable phenomena. First, the velocities align to a constant (given by momentum divided by mass—both of these are conserved), and second, the system exhibits the so-called global flocking phenomenon, whereby all agents gather into a crowd of finite diameter. However, the class of kernels \(\phi\) which exhibit these phenomena suffer from a defect. It seems that in order for flocking to emerge, it seems that a radial kernel \(\phi\) must involve some (non-physical) long-range interactions (see [3, 10, 23, 26]). In order to emphasize rather the local interactions, one recent strategy has been to use a kernel \(\phi\) which is singular at the origin, for example \(\phi = \phi_\alpha\). This is the case we treat in the present paper, at the macroscopic level of the system (1) and (2).

Within the last few years, the system (1) and (2) has received a fair amount of attention; the papers [12, 21–23] all give well-posedness results in classical regularity spaces in the case \(f \equiv 0\). The second and third of these also show that classical solutions of the system exhibit flocking (see below for more details). In [15], the well-posedness of (1) and (2) is studied in the case where \(f\) is replaced by an attraction-repulsion interaction that depends on \(\rho\) and (the derivative of) a given kernel \(K\).
In dimensions higher than 1, there are very few results on the analogues of the systems (1) and (2) or (4) and (5). He and Tadmor [13] have considered the analogue of (4) and (5) in two dimensions in the case of smooth kernels $\phi$. And very recently, Shvydkoy [19] gave the first results to treat the analogue of the (forceless, singular) system (1) and (2) in arbitrary dimensions $n > 1$. The latter work proves a small data result for the full range $\alpha \in (0, 2)$. Furthermore, during the review period of the present article, Danchin et al have developed a Besov space theory for the Euler alignment system in $\mathbb{R}^n$ in [11]. Their result requires smallness (in certain homogeneous Besov spaces) of $\rho_0 - 1$ for local existence, and (additionally) smallness of $u_0$ for global existence. The even more recent paper [17] gives a nice overview of the state of the art for the Euler alignment system (in 1 dimension and higher dimensions), as well as its analogs at the agent-based and kinetic levels.

The present work differs from all those cited above in that it treats well-posedness in low-regularity spaces, for an arbitrary external force $f$ (which is sufficiently regular). Before giving more details on the results contained in this paper and past work on the equations, however, we pause to mention a few other relevant models, and then give some definitions that will be helpful in the discussion of our results and their relationship to the existing literature.

1.2. Some alternative models and approaches

As mentioned above, the use of a singular kernel is one way to partially deal with the insufficiency of the Cucker–Smale model. But several other approaches have been explored; we mention only a few of them. The Motsch–Tadmor model [18] normalizes the interaction kernel with a weight that depends on the net influence on an agent by all other agents. This approach is advantageous when dealing with initial configurations far from equilibrium, but the non-symmetry of the weighted interaction kernel makes it hard to analyze. In [5, 6], the authors treat the local flocking (in particular, bi-cluster flocking) phenomenon for the Cucker–Smale model and other models. Finally, during the review period for the present article, the authors of [20] have proposed a model which exhibits flocking, despite the compact support of the model’s influence function. The model is based on the observation that information travels faster regions where the density of agents is lower, and the kernel $\phi(x, y)$ depends both on the distance $|x - y|$ and on the mass of the agents located in an American football-shaped region between $x$ and $y$. The influence function of [20] is thus symmetric, but not radial, and analysis of this model is rather complicated.

1.3. A note on the periodicity assumption

Most of the existing literature on the fractional Euler alignment system works in the periodic setting of the torus $\mathbb{T}$. Doing so has the technical advantage of preserving a lower bound on $\rho$ which at each time $t$ is uniform in space. (In fact, in the forceless case the bound is uniform in time as well.) Furthermore, in contrast with the situation in $\mathbb{R}$, the lower bound on $\rho$ is consistent with a finite mass $M = \int_{\mathbb{T}} \rho dx$ when working on the torus. The lower bound on the density preserves uniform parabolicity, and it keeps the dissipation active.

A more physically interesting setting would be to work on the full line $\mathbb{R}$, with compactly supported density. However, the presence of vacuum creates some technical difficulties, and to the author’s knowledge, the fractional Euler alignment system has not been treated on the full line with the possibility of vacuum. Some analysis to this end has been carried out, however, in the case of Lipschitz kernels, see [3, 13, 26]. In [26], Tan and Tadmor gave criteria which guarantee that $u'$ remains bounded even in vacuum; unfortunately their reasoning relies on
slow decay at infinity (non-integrability) of the kernel, which allows the dissipation to remain globally active. In [13], He and Tadmor consider the case of integrable Lipschitz kernels. In this case, the dissipation at time $t$ is active on a bounded set which strictly contains the support of $\rho(t)$, but the velocity equation reduces to the Burgers’ equation $u_t + uu' = 0$ outside this bounded set. The fact that the latter equation can produce singularities in finite time can be dealt with by imposing constant far-field boundary conditions; however, this turns the problem into a free-boundary problem.

In short, the assumption of periodicity is a technical one; treatment of the full-line case will be a subject of future research.

1.4. Auxiliary quantities and notation

An interesting feature of the system (1) and (2) is that certain combinations of $u$ and $\rho$ formally satisfy conservation laws or transport equations. For example, define $e := u' - \Lambda_\alpha \rho$. Then the velocity equation can be rewritten as

$$u_t + ue = -\Lambda_\alpha (\rho u) + f.$$  \hspace{1cm} (7)

Differentiating this, applying $\Lambda_\alpha$ to the density equation, and subtracting, we obtain an evolution equation for $e'$:

$$e_t + (ue)' = f'.$$  \hspace{1cm} (8)

Next, we define $q := e/\rho$. Taking the time derivative of $q$ and using the density equation, we see that $q$ satisfies

$$q_t + uq' = \frac{f'}{\rho}.$$  \hspace{1cm} (9)

But then $q'$ satisfies an equation like (8):

$$q'_t + (uq')' = (q_t + uq')' = \left(\frac{f'}{\rho}\right)'.$$  \hspace{1cm} (10)

And finally, $q'/\rho$ satisfies an equation like (9):

$$\left(\frac{q'}{\rho}\right)_t + a \left(\frac{q'}{\rho}\right)' = \frac{1}{\rho} \left(\frac{f'}{\rho}\right)'.$$  \hspace{1cm} (11)

Obviously this process can be continued, but $q'/\rho$ is the highest order quantity of this type that we make use of below.

We also set notation for the (conserved) mass $M$ associated to the system:

$$M = \int_T \rho \, dx.$$  

1.5. Weak, strong, and regular solutions

We now define several notions of a solution to (1) and (2). For weaker notions of a solution, we include $e$ as part of our definitions. To write down a weak formulation, it is helpful to use (7) instead of the original velocity equation. We also include a weak form of the definition of $e$. The notation $\rho^{-1}$, which appears frequently in what follows, will always be used to mean $1/\rho$. 
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Definition 1.1. Let \((u_0, \rho_0, e_0) \in L^\infty \times L^\infty \times L^\infty\) satisfy the compatibility condition
\[
\int_T e_0 \varphi + u_0 \varphi' + \rho_0 \Lambda_\alpha \varphi \, dx = 0, \quad \text{for all } \varphi \in C^\infty(T).
\] (12)

We say that \((u, \rho, e)\) is a weak solution on the time interval \([0, T]\), satisfying the initial data \((u_0, \rho_0, e_0)\), if
\begin{itemize}
  \item \(u, \rho, \rho^{-1}\), and \(e\) all belong to \(L^\infty(0, T; L^\infty)\).
  \item \(u\) and \(\rho\) belong to \(L^2(0, T; H^{3/2})\).
  \item \((u, \rho, e)\) satisfies the following weak form of (1) and (2), for all \(\varphi \in C^\infty(T \times [0, T])\) and \(\alpha \in [0, T]\):
\end{itemize}
\[
\int_T u(t) \varphi(t) \, dx - \int_T u_0 \varphi(0) \, dx - \int_0^t \int_T u \delta_t \varphi \, dx \, ds = \int_0^t \int_T -ue \varphi - \rho u \Lambda \alpha \varphi + f \varphi \, dx \, ds,
\]
(13)

\[
\int_T \rho(t) \varphi(t) \, dx - \int_T \rho_0 \varphi(0) \, dx - \int_0^t \int_T \rho \delta_t \varphi \, dx \, ds = \int_0^t \int_T \rho u \varphi' \, dx \, ds.
\]
(14)

\item The compatibility condition (12) propagates in time, in the sense that
\[
\int_0^T \int_T e \varphi + u \varphi' + \rho \Lambda \alpha \varphi \, dx \, ds = 0, \quad \text{for all } \varphi \in C^\infty(T \times [0, T]).
\]
(15)

We say that \((u, \rho, e)\) is a weak solution on \([0, T)\) \((0 < T \leq \infty)\) if \((u, \rho, e)\) is a weak solution on \([0, T']\) for all \(T' \in (0, T)\).

Definition 1.2. Let \((u_0, \rho_0, e_0) \in W^{1,\infty} \times W^{1,\infty} \times W^{1,\infty}\) satisfy the compatibility condition (12). We say that \((u, \rho, e)\) is a strong solution on the time interval \([0, T]\), satisfying the initial data \((u_0, \rho_0, e_0)\), if \((u, \rho, e)\) is a weak solution such that \(u, \rho, \) and \(e\) all belong to \(L^\infty(0, T; W^{1,\infty})\). We say that \((u, \rho, e)\) is a strong solution on \([0, T)\) \((0 < T \leq \infty)\) if \((u, \rho, e)\) is a strong solution on \([0, T']\) for all \(T' \in (0, T)\).

The quantity \(e\) need not play a role in the definition of higher-regularity solutions, though it does remain an important quantity for the analysis of such solutions.

Definition 1.3. We say that \((u, \rho)\) is a regular solution of (1) and (2), on the time interval \([0, T]\), satisfying the initial condition \((u_0, \rho_0) \in H^4 \times H^{3+\alpha}\), if
\begin{itemize}
  \item \((u, \rho)\) satisfies (1) and (2) in the classical sense,
  \item \((u, \rho)\) \(\in C([0, T]; H^4 \times H^{1+\alpha})\),
  \item \(\rho(x, t) \geq c\) for some \(c > 0\), for all \((x, t) \in \mathbb{T} \times [0, T]\),
  \item \(u(0) = u_0\) and \(\rho(0) = \rho_0\) a.e. in \(\mathbb{T}\).
\end{itemize}

We say that \((u, \rho)\) is a regular solution on the time interval \([0, T)\) \((0 < T \leq \infty)\) if \((u, \rho)\) is a regular solution on \([0, T']\) for all \(T' \in (0, T)\).

16. Alignment and flocking

In the discussion above, we have already mentioned the phenomena of alignment and flocking in the context of agent-based models. We now give the more precise definitions associated to the macroscopic system (1) and (2).
**Definition 1.4.** A solution \((u, \rho, e)\) is said to experience alignment if the diameter of the velocities tends to zero as \(t \to \infty\):

\[
A(t) := \text{ess sup}_{x,y \in T} |u(x,t) - u(y,t)| \to 0, \quad t \to \infty.
\]

We say that the solution undergoes fast alignment if the convergence \(A(t) \to 0\) is exponentially fast.

**Definition 1.5.** We define the set of flocking states \(F\) as follows:

\[
F := \{(\bar{u}, \bar{\rho}) : \bar{u} \equiv \text{constant}, \bar{\rho}(x,t) = \rho_{\infty}(x - \bar{m})\}.
\]

And we say that \((u, \rho)\) converges to a flocking state \((\bar{u}, \bar{\rho}) \in F\) in the space \(X \times Y\) if

\[
\|u(\cdot, t) - \bar{u}\|_X + \|\rho(\cdot, t) - \bar{\rho}(\cdot, t)\|_Y \to 0 \quad \text{as} \quad t \to \infty.
\]

(16)

And we say that \((u, \rho)\) experiences fast flocking in \(X \times Y\) if the convergence rate of (16) is exponentially fast.

1.7. Previous and present results

The existing well-posedness theory for the system (1) and (2) mostly concerns the special case \(f \equiv 0\). In [21], \(a \text{ priori}\) estimates implying the local existence of regular solutions for the case \(1 \leq \alpha < 2\) and \(f \equiv 0\) were given. With local existence in hand, the authors refined these estimates and proved global in time existence of solutions. Further refinements were given in [22], which proves that regular solutions undergo fast alignment and converge exponentially quickly to a flocking state in \(H^3 \times H^3 - \epsilon\), for any \(\epsilon > 0\).

The first treatment of well-posedness for the case \(0 < \alpha < 1\), \(f \equiv 0\) appeared in [12]. Later, the results of [21, 22] were extended to the case \(0 < \alpha < 1\) in [23], which obtains local and global existence as a byproduct of the proof of flocking and fast alignment. In [15] the authors prove results analogous to those of [12], in the presence of an additional force of the form \(-\partial_x K * \rho\).

The techniques used in the two groups of papers [12, 15, 21–23] are quite different from one another. The first group uses regularity theory for fractional parabolic equations and relies extensively on the nonlinear maximum principle of [9]; the nonlinear maximum principle was originally used to prove a well-posedness result for the critical SQG equation. The papers [12, 15] use instead the modulus of continuity method, which has also been used to treat (for example) the SQG equation in [14].

In this paper, we consider the case of a general external force \(f\) which is regular enough for our computations to go through. In principle, we could include the force considered in [15] in our existence results, but to do so we would need to repeat several of the arguments from [15], rendering the inclusion somewhat artificial. The problem is that the density in [15] is not obviously bounded \(a \text{ priori}\), and in fact may grow exponentially in time. Since their force in turn depends on the density, we would need to make quite a few adjustments to our arguments (and intermediate conclusions) in order to include this case. To simplify our arguments, we assume that our force \(f\) and a sufficient number of its spatial derivatives are uniformly bounded in \(T \times [0, \infty)\). In particular, our arguments ultimately do not apply to the force considered in [15]. Rather, we extend the result of [21–23], concerning existence of regular solutions, to the forced case (for nice enough \(f\)). We construct both weak and strong solutions as limits of
regular solutions. These solutions are slightly more regular (in the Hölder sense) than one can conclude a priori using only the definitions of weak and strong solutions. However, the strong solutions we construct are in fact unique within their class; therefore, the regularity properties obtained by the method of construction are enjoyed by all strong solutions.

The results described thus far are all basically in the spirit of [21–23] (and, to a certain extent, [15]). We also include, however, a discussion of the natural energy laws of the system (1) and (2) which has no counterpart in any of the aforementioned papers. (The energy equalities are obvious for solutions in classical regularity spaces, so there was no need for such a discussion in those contexts.) We propose Onsager-type criteria that guarantee that these energy laws hold for weak solutions. We emphasize that these criteria are valid for any weak solutions, not just the ones we construct as limits of regular solutions. To treat the nonlinear mutator estimates seem to be insufficient to treat the dissipation term directly, and we therefore devote a fair amount of effort to showing that the dissipation cannot cause any problems. It turns out that our Onsager-type criteria are satisfied for all weak solutions in the case where \( \alpha \in [1, 2) \). For smaller \( \alpha \) one can prove the analogous energy inequalities for the constructed solutions, even if our Onsager-type criteria are not satisfied.

We state our main results in the following four theorems.

**Theorem 1.6.** Let \((u_0, \rho_0) \in H^4 \times H^{4+\alpha},\) with \( \rho_0^{-1} \in L^\infty, \) and assume that \( f \in L^\infty(0, \infty; H^4) \). Then there exists a global-in-time regular solution of (1) and (2) associated to the initial data \((u_0, \rho_0)\).

**Theorem 1.7.** Let \((u_0, \rho_0, e_0) \in L^\infty \times L^\infty \times L^\infty\) satisfy the compatibility condition (12). Assume additionally that \( \rho_0^{-1} \in L^\infty \) and that \( f \in L^\infty(0, \infty; W^{1,\infty}) \). Then there exists a global-in-time weak solution \((u, \rho, e)\) associated to the initial data \((u_0, \rho_0, e_0)\), which satisfies the following energy inequalities:

\[
\frac{1}{2} \int_T \rho u^2(t) \, dx + \frac{1}{2} \int_0^t \int_T \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds \leq \frac{1}{2} \int_T \rho \alpha_0^2 \, dx + \int_0^t \int_T \rho u^2 \, dx \, ds
\]

(17)

\[
\int_T \rho(t)^2 \, dx + \frac{1}{2} \int_0^t \int_T (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds \leq \int_T \rho_0^2 \, dx - \int_0^t \int_T e^2 \, dx \, ds.
\]

(18)

For this solution, \( u \) and \( \rho \) are Hölder continuous on compact sets of \( T \times (0, \infty) \) (with Hölder exponent depending on the compact set). Moreover, in the case where \( f \) is compactly supported in time, the velocity field \( u \) exhibits fast alignment to a constant.

**Theorem 1.8.** Let \((u, \rho, e)\) be any weak solution on \([0, T]\), with \( f \in L^2(T \times [0, T]) \). If \( \alpha \in (0, 1) \), we assume additionally that \( u \in L^3([0, T]; B^1_{\alpha, \infty}) \) and \( \rho \in L^3([0, T]; B^1_{\alpha, \infty}) \). If \( \alpha \in [1, 2) \), no additional assumption is needed. Then \((u, \rho, e)\) satisfies the following energy equalities for a.e. \( t \in [0, T] \):

\[
\frac{1}{2} \int_T \rho u^2(t) \, dx + \frac{1}{2} \int_0^t \int_T \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds = \frac{1}{2} \int_T \rho \alpha_0^2 \, dx + \int_0^t \int_T \rho u^2 \, dx \, ds
\]

(19)

\[
\int_T \rho(t)^2 \, dx + \frac{1}{2} \int_0^t \int_T (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds = \int_T \rho_0^2 \, dx - \int_0^t \int_T e^2 \, dx \, ds.
\]

(20)
Theorem 1.9. Let \((u_0, \rho_0, e_0) \in W^{1,\infty} \times W^{1,\infty} \times W^{1,\infty}\) satisfy the compatibility condition (12), and assume additionally that \(\rho_0^{-1} \in L^\infty\), that \(f \in L^{\infty}(0, \infty; W^{2,\infty})\), and that \(\alpha \neq 1\). Then there exists a unique global-in-time strong solution \((u, \rho, e)\) associated to the initial data \((u_0, \rho_0, e_0)\). For this solution, \(u\) and \(\rho\) belong to \(C_{loc}([0, \infty); C^1)\). Moreover, in the case where \(f\) is compactly supported in time, what follows we assume that time existence again requires only minor adjustments to the proof in the unforced case. In \(32\), we denote points in \(\mathbb{R}\). In fact, the convergence occurs in \(C^{1,\epsilon} \times C^{1,\epsilon}\) for some \(\epsilon > 0\) (though we make no statement on the rate of convergence in this space). Finally, even in the case \(\alpha = 1\), any strong solution is unique if it exists.

Remark 1.10. It may seem somewhat strange that the case \(\alpha = 1\) should be excluded from our existence result on strong solutions. The reason why our method does not yield existence of strong solutions in this case will be clear later from the estimates in section 5.1; for now we simply note that the exclusion of the case \(\alpha = 1\) has some precedent. In fact, the arguments of [21, 23] prove existence of solutions in \(H^1 \times H^{2+\epsilon}\) for all \(\epsilon \in (0, 2) \setminus \{1\}\); going up one more derivative is necessary only for \(\alpha = 1\). It seems likely that our method could be applied to the case \(\alpha = 1\) (or other \(\alpha\), for that matter) to yield solutions in \(W^{2,\infty}\); however, we prefer to leave this case for future research.

The outline of the paper is as follows. In section 2, we prove a priori bounds at the \(L^\infty\) level for regular solutions. Once these are established, the rest of the proof of theorem 1.6 follows the same steps as in [21, 23], with trivial modifications. We keep careful track of the dependencies of constants involved in these a priori bounds, in order to prove that they survive the limiting procedure we use to construct weak solutions in section 3. Some additional bounds beyond those required for theorem 1.6 are needed to pass to the limit; we also include these in section 2. In section 4, we prove theorem 1.8. In section 5, we prove theorem 1.10. In section 6 we use these bounds to prove the existence of strong solutions when \(\alpha \neq 1\). Section 6 also contains the proof of the rest of theorem 1.9.

Before beginning in earnest, we make note of one other tool that will be used throughout the work without further mention, namely the following application of the classical Rademacher theorem:

Lemma 1.11. Suppose \(g : \mathbb{T} \times \mathbb{R}_+ \rightarrow \mathbb{R}\) is a Lipschitz function, such that for every \(x \in \mathbb{T}\), the function \(g(x, \cdot)\) is differentiable on all of \(\mathbb{R}_+\). For each \(t \in \mathbb{R}_+\), let \(x_+(t)\) and \(x_-(t)\) denote points in \(\mathbb{T}\) where \(g(x, \cdot)\) achieves its maximum and minimum, respectively, and define \(g_+(t) = g(x_+(t), t)\) and \(g_-(t) = g(x_-(t), t)\). Then

- \(g_+(t)\) and \(g_-(t)\) are Lipschitz, with the same Lipschitz constant as \(g\),
- \(\partial_t g_+(t) = \partial_t g(x_+(t), t)\) and \(\partial_t g_-(t) = \partial_t g(x_-(t), t)\) for a.e. \(t \in \mathbb{R}_+\).

For a proof of this precise statement, see for example the appendix of [8].

2. Existence of and bounds on regular solutions

The proof of local-in-time existence of regular solutions of (1) and (2) follows the arguments of [21, 23] with trivial adjustments to account for the forcing term. The proof of global-in-time existence mostly carries over to the forced case. The only step that requires adjustment from the unforced argument is proving \(L^\infty\) bounds on the quantities \(u, \rho, \rho^{-1}\), and \(e\) that do not blow up in finite time. Once such bounds are established, the proof of global-in-time existence again requires only minor adjustments to the proof in the unforced case. In what follows we assume that \((u, \rho)\) is a regular solution and that \(e = u' - \Lambda_c \rho\) and \(q = e/\rho\).
For the purposes of proving global existence of regular solutions, we only need to show that \((u, \rho)\) remains bounded in \(H^1 \times H^{3+\alpha}\) on bounded time intervals (or, effectively, we need to show that \(u\), \(\rho\), and \(e\) remain bounded in \(L^\infty\) on bounded time intervals); however, we will later construct weak solutions as limits of regular solutions, and in order to ensure that our \(L^\infty\) bounds survive the limiting process, we track the dependencies of these bounds carefully and relate each to the initial data. The limiting process we use also requires some kind of compactness, which we satisfy by proving bounds in Hölder spaces. We also derive the energy laws (19) and (20) that are satisfied by regular solutions. These equalities in particular show that \(u\) and \(\rho\) are bounded in \(L^2 H^{9/2}\) on finite time intervals, with bounds depending only on the \(L^\infty\) norms of the initial data and some other fixed quantities.

### 2.1. \(L^\infty\) bounds on first-order quantities

We collect the bounds on \(u\), \(\rho\), and \(e\) together in the following proposition.

**Proposition 2.1.** Let \((u, \rho)\) be a regular solution on the time interval \([0, \infty)\), and define \(e\) and \(q\) as above. The following bounds hold for some positive constants \(c_i\), \(i = 0, 1, \ldots, 4\) and for all \(x \in \mathbb{T}\), \(t \geq 0\).

\[
|u(x, t)| \leq \|u_0\|_{L^\infty} + t\|f\|_{L^\infty},
\]

\[
c_0 \exp(-c_1 t) \leq \rho(x, t) \leq c_3 \exp(c_4 t);
\]

\[
|q(x, t)| \leq c_2 \exp(c_1 t).
\]

\[
|e(x, t)| \leq c_2 c_3 \exp((c_1 + c_4) t).
\]

The constants \(c_0\) and \(c_2\) depend only on \(\|\rho_0^{-1}\|_{L^\infty}, \|q_0\|_{L^\infty}, \mathcal{M}\), and \(\alpha\); the constant \(c_1\) depends only on \(\|\rho_0\|_{L^\infty}, c_2, \mathcal{M}\), and \(\alpha\); the constant \(c_3\) depends only on \(c_1\) and \(\alpha\).

**Remark 2.2.** Our proof of the lower bound on the density is the same in spirit of the corresponding bound in [15] and uses a ‘breakthrough scenario’ type argument. We include the argument for our force \(f\) in its entirety for the sake of completeness.

**Remark 2.3.** If the force \(f\) is compactly supported in time, then by adjusting the estimates below one can see that the quantities \(u\), \(\rho\), \(\rho^{-1}\), \(q\), and \(e\) are all uniformly bounded in time. Alternatively, if \(\text{supp } f \subset [0, t_1]\), then one can use the bounds of the proposition until time \(t_1\) and the uniform bounds of the forceless theory (which will depend on the data at time \(t_1\)) after time \(t_1\). (Note also that \(c_1\) and \(c_4\) are defined below so that \(c_1 = c_4 = 0\) if \(f \equiv 0\).)

**Proof of proposition 2.1.** Part I: bounds on \(u\)

Let \(x^+(t)\) and \(x^-(t)\) denote a maximum and a minimum, respectively, for \(u(\cdot, t)\).

We write the velocity equation as

\[
u_t + uu' = -\Lambda_\alpha(\rho u) + u\Lambda_\alpha \rho + f = \int_{\mathbb{R}} \frac{u(z + \bar{z}) - u}{|\bar{z}|^{1+\alpha}} \rho(z + \bar{z}) \, dz + f.
\]

(25)

It is clear from the form of the integral in (25) and the nonnegativity of \(\rho\) that
\[-\Lambda_{\alpha}(\rho u) + u\Lambda_{\alpha}(\rho)](x_+(t), t) \leq 0 \leq [-\Lambda_{\alpha}(\rho u) + u\Lambda_{\alpha}(\rho)](x_-(t), t).\]

This immediately implies that
\[\partial_t u - f](x_+(t), t) \leq 0 \leq \partial_t u - f](x_-(t), t),\]
so that
\[\partial_t \|u(t)\|_{L^{\infty}} \leq \|f\|_{L^{\infty}},\]
from which (21) follows by integration.

**Part 2: Lower bound on \(\rho\); bounds on \(q\)**

To avoid estimating \(\rho\) in terms of derivatives of \(u\), we rewrite the density equation as
\[\rho_t + u\rho' = -q\rho^2 - \rho\Lambda_{\alpha}\rho.\]  \hspace{1cm} (26)

Evaluating at a minimum \(x_-(t)\) of \(\rho(\cdot, t)\), we obtain
\[\partial_t \rho(x_-(t), t) \geq -\|q(t)\|_{L^{\infty}} \rho_-(t)^2 + \rho_-(t)\Lambda_{\alpha}\rho(x_-(t), t).\]  \hspace{1cm} (27)

Here \(\rho_-(t)\) denotes the minimum of \(\rho\) at time \(t\). (Below we will use the analogous notation \(\rho_+(t)\) for the maximum at time \(t\).) We now require a bound on \(q\), which is feasible because of the transport equation (9) that it satisfies. We have
\[\|q(t)\|_{L^{\infty}} \leq \|q_0\|_{L^{\infty}} + \|f'\|_{L^{\infty}} \int_0^t \rho_-(s)^{-1} ds.\]  \hspace{1cm} (28)

Now we can substitute (28) into (27) to eliminate \(q(t)\). We obtain
\[\partial_t \rho(x_-(t), t) \geq -\left[\|q_0\|_{L^{\infty}} + \|f'\|_{L^{\infty}} \int_0^t \rho_-(s)^{-1} ds\right] \rho_-(t)^2 + \rho_-(t)\Lambda_{\alpha}\rho(x_-(t), t).\]  \hspace{1cm} (29)

In order to establish the desired lower bound on \(\rho\), we use (29) and argue by contradiction. But let us first define the constants involved. Denote \(\epsilon(r) := \inf_{|s| < r} \phi_\alpha(s)\), where \(\phi_\alpha\) is as in (3). Note that \(\epsilon(r) < \infty\) for all \(r > 0\) and that \(\epsilon(\pi) = \inf_{s \in T} \phi_\alpha(s) > 0\). Define
\[c_0 = \frac{1}{2} \min \left\{ \rho_-(0), \frac{\epsilon(\pi)\mathcal{M}}{2\pi \epsilon(\pi) + \|q_0\|_{L^{\infty}}} \right\}, \quad c_1 = \frac{2\|f'\|_{L^{\infty}}}{\epsilon(\pi)\mathcal{M}}.\]  \hspace{1cm} (30)

We claim that the desired lower bound on \(\rho\) holds for this choice of \(c_0, c_1\). Indeed, suppose that the lower bound in (22) fails; then we can define \(t_0 := \inf\{t \geq 0 : \rho_-(t) = c_0 \exp(-\epsilon(c_1))\}\). Clearly \(t_0 > 0\), since \(\rho_-(0) \geq 2c_0\) by definition of \(c_0\). Furthermore, \(\rho_-(s) > c_0 \exp(-c_1 s)\) for \(s \in [0, t_0]\), so that
\[\|q_0\|_{L^{\infty}} + \|f'\|_{L^{\infty}} \int_0^{t_0} \rho_-(s)^{-1} ds \leq \|q_0\|_{L^{\infty}} + \|f'\|_{L^{\infty}} \int_0^{t_0} c_0^{-1} \exp(c_1 s) ds \]
\[= \|q_0\|_{L^{\infty}} + \frac{\epsilon(\pi)\mathcal{M}}{2} \rho_-(t_0)^{-1} - c_0^{-1} \]
\[\leq \|q_0\|_{L^{\infty}} + \frac{\epsilon(\pi)\mathcal{M}}{2} \left[ \rho_-(t_0)^{-1} - \frac{2(2\pi \epsilon(\pi) + \|q_0\|_{L^{\infty}})}{\epsilon(\pi)\mathcal{M}} \right] \]
\[= \frac{\epsilon(\pi)\mathcal{M}}{2\rho_-(t_0)} - 2\pi \epsilon(\pi).\]
We also have
\[
\Lambda_\alpha \rho(x_-(t_0), t_0) = \int_\mathbb{T} \phi_\alpha(z)(\rho(x_-(t_0) + z, t_0) - \rho_-(t_0)) \, dz \\
\geq \int_\mathbb{T} \iota(\tau)(\rho(x_+ + z, t_0) - \rho_-(t_0)) \, dz \\
= \iota(\tau) \mathcal{M} - 2\pi \iota(\tau) \rho_-(t_0).
\]
Substituting the two previous estimates into (29) then gives us
\[
\partial_r \rho(x_-(t_0), t_0) \geq \left[ \frac{\iota(\tau) \mathcal{M}}{2 \rho_-(t_0)} - 2\pi \iota(\tau) \right] \rho_-(t_0)^2 + \rho_- (t_0) \iota(\tau) \mathcal{M} - 2\pi \iota(\tau) \rho_-(t_0) \\
= \frac{\rho_-(t_0) \iota(\tau) \mathcal{M}}{2} > 0.
\]
It follows that \(\rho_-(s) < c_0 \exp(-c_1 s)\) for some time \(s < t_0\), contradicting our choice of \(t_0\). This proves the lower bound on \(\rho\).

The bound (23) on \(q\) is obtained, with \(c_2 = \iota(\tau) \mathcal{M}/(2c_0)\), by substituting the lower bound on \(\rho\) into (28).

**Part 3: Upper bound on \(\rho\); bounds on \(e\)**

For this bound, we exploit the singularity of the kernel, using the fact that \(\limsup_{r \to 0} r \iota(r) = \infty\). Recall that for \(z \in [-\pi, \pi]\setminus\{0\}\), \(\phi_\alpha(z)\) is defined as in (3), so that for \(r \in (0, \pi]\) we have
\[
\iota(r) = \frac{1}{r^{1+\alpha}} + \sum_{k \in \mathbb{N}} \frac{1}{(2\pi k + r)^{1+\alpha}} + \sum_{k \in \mathbb{N}} \frac{1}{(2\pi k - r)^{1+\alpha}}.
\]
Both the sums in the equation above are bounded by some constant: \(\iota(r) \leq r^{-1-\alpha} + C\). Let \(r_0 \in (0, \pi)\) be such that \(r_0^{-1-\alpha} = C\). (This is certainly possible, because taking \(r = \pi\) in the second sum above shows that \(C > \pi^{-1-\alpha}\).) Then
\[
r^{-1-\alpha} \leq \iota(r) \leq 2r^{-1-\alpha}, \quad \text{for } r \in (0, r_0).
\]
Now we define
\[
c_3 = \max \left\{ 2\|\rho_0\|_{L^\infty}, 4\mathcal{M}(2c_2)^{\frac{1}{2}}, \frac{2}{c_2} \mathcal{M}r_0^{-1-\alpha} \right\}, \quad c_4 = \frac{1 + \alpha}{\alpha} c_1.
\]
We claim that the desired upper bound for \(\rho\) holds for this choice of \(c_3, c_4\). Suppose that the upper bound of (22) fails; then we can define \(t_0 := \inf \{ t \geq 0 : \rho_+(t) = c_3 \exp(c_4 t) \}\). Clearly \(t_0 > 0\), since \(\rho_+(0) \leq c_3/2\) by definition of \(c_3\).

Let \(x_+(t_0)\) denote the \(x\)-value where the maximum of \(\rho(\cdot, t_0)\) is achieved and put
\[
r_1 := \min \left\{ (2c_2 \exp(c_1 t_0))^{-\frac{1}{2}}, r_0 \right\}.
\]
Then
\[
\partial_r \rho(x_+(t_0), t_0) \leq \|q(t_0)\|_{L^\infty} \rho_+(t_0)^2 + \rho_+(t_0) \int_{|z| < r_1} \phi_\alpha(z)(\rho(x_+(t_0) + z, t_0) - \rho_+(t_0)) \, dz \\
\leq \|q(t_0)\|_{L^\infty} \rho_+(t_0)^2 + \iota(r_1) \rho_+(t_0) (\mathcal{M} - r_1 \rho_+(t_0)) \\
= \|q(t_0)\|_{L^\infty} - r_1 \iota(r_1) \rho_+(t_0)^2 + \iota(r_1) \mathcal{M} \rho_+(t_0).
\]
By choice of \( r_1 \), we have
\[ r_1 \rho(r_1) \geq r_1^{-\alpha} \geq 2c_2 \exp(c_1 t_0). \]
Combining this with the upper bound in (23), we continue the estimate above:
\[
\partial_t \rho(x_+(t_0), t_0) \leq [c_2 \exp(c_1 t_0) - 2c_2 \exp(c_1 t_0)] \rho_+(t_0)^2 + \nu(r_1) M \rho_+(t_0)
\]
\[ = \nu(r_1) M - c_2 \exp(c_1 t_0) \rho_+(t_0)] \rho_+(t_0). \]
But then by our choices of \( r_0, r_1, c_3, c_4, \) and \( t_0 \), we have
\[
\nu(r_1) M \leq 2 \left[ \min \left\{ \left(2c_2 \exp(c_1 t_0)\right)^{-\frac{1}{\alpha}}, r_0 \right\} \right]^{-1-\alpha} \cdot M
\]
\[ = 2M \max \left\{ 2c_2 \cdot \left(2c_2\right)^{\frac{1}{\alpha}} \exp(c_4 t_0), r_0^{1-\alpha} \right\} \]
\[ \leq c_2 \max \left\{ 4M \left(2c_2\right)^{\frac{1}{\alpha}} \cdot \frac{2}{c_2} M r_0^{-1-\alpha} \right\} \exp(c_4 t_0) \]
\[ \leq c_2 c_3 \exp(c_4 t_0) = c_2 \rho_+(t_0), \]
which implies that
\[
\partial_t \rho(x_+(t_0), t_0) \leq c_2 \rho_+(t_0)^2 [1 - \exp(c_1 t_0)] < 0,
\]
contradicting the definition of \( t_0 \). This proves the upper bound on \( \rho \).

In light of the relation \( e = q\rho \), the upper bound (24) on \( e \) is obtained by multiplying the upper bounds for \( q \) and \( \rho \).

As noted above, this essentially completes the proof of the existence of a global-in-time regular solution for any initial data \((u_0, \rho_0) \in H^4 \times H^{3+\alpha}\) away from vacuum.

### 2.2. Energy equality and bounds in \( L^2 H^{\alpha/2} \)

Next, we recall that regular solutions satisfy the certain energy equalities (19) and (20). Multiplying the velocity equation by \( \rho \) and the density equation by \( u \), then adding the results together, we obtain the momentum equation:
\[
(\rho u)_t + (\rho u^2)_x = -\rho \Lambda_\alpha(\rho u) + \rho u \Lambda_\alpha \rho + \rho f. \tag{33}
\]

Multiply (33) by \( u \) and add \( \rho u \) times the velocity equation. The result is
\[
(\rho u^2)_t + (\rho u^3)_x = -2\rho u [\Lambda_\alpha(\rho u) - u \Lambda_\alpha \rho] + 2\rho uf, \tag{34}
\]
or, after integration,
\[
\frac{d}{dt} \int_T \rho u^2 dx = -\int_T 2\rho u \Lambda_\alpha(\rho u) - 2\rho u^2 \Lambda_\alpha \rho dx + 2\int_T \rho uf dx
\]
\[-\int_T 2\rho u \Lambda_\alpha(\rho u) - 2\rho u^2 \Lambda_\alpha \rho - \rho \Lambda_\alpha(\rho u^2) dx + 2\int_T \rho uf dx
\]
\[-\int_T \int_R \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x-y|^{1+\alpha}} dy dx + 2\int_T \rho uf dx.
\]
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We used the self-adjointness of \( \Lambda_\alpha \) to pass from the first to the second line. Integrating in time, we obtain the following energy equality:

\[
\frac{1}{2} \int_T \rho u^2(t) \, dx + \int_0^T \int_\mathbb{R} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x-y|^{1+\alpha}} \, dy \, dx = \frac{1}{2} \int_T \rho u_0^2 \, dx + \int_0^T \rho u f \, dx,
\]

which is (19). This equality also proves that \( u \) is bounded in \( L^2(0, T; H^{\alpha/2}) \) by a constant depending on \( \|u_0\|_{L^\infty}, \|\rho_0\|_{L^\infty}, \|\rho_1\|_{L^\infty}, \|\rho_0^{-1}\|_{L^\infty}, \|f\|_{L^\infty W^{1,\infty}}, \mathcal{M}, T, \) and \( \alpha \).

The derivation of (20) is similar. We start with the density equation, multiply by \( \rho \), and integrate, obtaining

\[
\frac{1}{2} \frac{d}{dt} \int_\mathbb{T} \rho(t)^2 \, dx = -\int_\mathbb{T} (\rho u')' \rho \, dx = \frac{1}{2} \int_\mathbb{T} (\rho u')' u \, dx = -\frac{1}{2} \int_\mathbb{T} \rho^2 (e + \Lambda_\alpha \rho) \, dx
\]

Symmetrizing, we get

\[
\int_\mathbb{T} \rho^2 \Lambda_\alpha \rho \, dx = \frac{1}{2} \int_\mathbb{R} \left[ \rho^2 - \rho^2(y) \right] \frac{\rho(x) - \rho(y)}{|x-y|^{1+\alpha}} \, dy \, dx = \frac{1}{2} \int_\mathbb{T} \int_\mathbb{R} (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x-y|^{1+\alpha}} \, dy \, dx.
\]

Therefore

\[
\int_\mathbb{T} \rho(t)^2 \, dx + \frac{1}{2} \int_0^T \int_\mathbb{R} (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x-y|^{1+\alpha}} \, dy \, dx = \int_\mathbb{T} \rho_0^2 \, dx - \int_0^T \int_\mathbb{T} \rho^2 \, dx \, dt,
\]

which is (20). Thus \( \rho \) is also bounded in \( L^2(0, T; H^{\alpha/2}) \) by a constant depending only on \( \|\rho_0\|_{L^\infty}, \|\rho_0^{-1}\|_{L^\infty}, \|\rho_1\|_{L^\infty}, \|\rho_0^{-1}\|_{L^\infty}, \|f\|_{L^\infty W^{1,\infty}}, \mathcal{M}, \alpha, \) and \( T \). Finally, since \( L^\infty \cap H^{\alpha/2} \) is an algebra, we have that \( \rho u \) is bounded in \( L^2(0, T; H^{\alpha/2}) \), with a bound that depends only on \( \|f\|_{L^\infty W^{1,\infty}}, \mathcal{M}, \alpha, T, \) and the \( L^\infty \) norms of \( u_0, \rho_0, \rho_0^{-1} \), and \( \epsilon_0 \).

### 2.3. Bounds in Hölder spaces

Let \( [\cdot]_{C^\gamma(T)} \) denote the Hölder seminorm

\[
[g]_{C^\gamma(T)} = \sup_{x \neq y \in T} \frac{|g(x) - g(y)|}{|x-y|^{\gamma}},
\]

for any \( g \in C^\gamma(T) \). Below we will write \( C^\gamma \) for \( C^\gamma(T) \), with the understanding that this will always denote the seminorm with respect to spatial variables only (not including time). As mentioned above, our construction of weak solutions will require bounds on \( u \) and \( \rho \) in some Hölder space. The precise statement that we use is recorded below:

**Proposition 2.4.** Let \( (u, \rho) \) be a regular solution on the time interval \([0, \infty)\). There exists \( \gamma > 0 \) such that \( \rho, m = \rho u \), and \( u \) satisfy bounds of the form

\[
[u(t)]_{C^\gamma} \leq t^{-\gamma/\alpha} C_T, \quad t \in (0, T];
\]

\[
[m(t)]_{C^\gamma} \leq t^{-\gamma/\alpha} C_T, \quad t \in (0, T];
\]

\[
[\rho(t)]_{C^\gamma} \leq t^{-\gamma/\alpha} C_T, \quad t \in (0, T].
\]
The constants $C_T$ may depend on $\|f\|_{L^\infty W^{1,\infty}}$, $\mathcal{M}$, $\alpha$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $\epsilon_0$. The number $\gamma$ ultimately depends only on these same quantities.

**Remark 2.5.** For the purposes of constructing a weak solution, the bounds

$$[u(t)]_{C^\gamma} \leq C_{\delta,T}, \quad [\rho(t)]_{C^\gamma} \leq C_{\delta,T}, \quad t \in [\delta,T]$$

would suffice. (Here $C_{\delta,T}$ is a constant that may depend on the same quantities as $C_T$ above, and also may depend on $\delta$.) However, the explicit bound (35) will be used later to control $\rho'$.

**Remark 2.6.** It will be clear from the proof below that the constants $C_T$ in (35)–(37) may be taken independent of $T$ if $f$ has compact time support. This will follow from the uniform boundedness of $u$, $\rho$, $\rho^{-1}$, and $\epsilon$ in that setting.

**Remark 2.7.** The main theorem of [24] plays a key role here. In the case when $\alpha \in (0,1)$, the hypothesis of [24] asks for the drift $u$ to be $C^1_{t,x}$ (in both time and space). However, all that is really used in the proof there is the Hölder regularity in space, uniformly in time, i.e. $L^\infty(0,T; C^{1-\alpha})$. This is fortunate for us, since the latter is exactly the norm we can control for $u$, by the equality $e = u' - \Lambda_\alpha \rho$. Therefore, when we refer to the result of [24] here and below, it should be understood that (when $\alpha \in (0,1)$) we consider the version of the statement with the relaxed hypothesis $u \in L^\infty(0,T; C^{1-\alpha})$.

**Proof.** The bound (37) follows from (35), (36), and the bounds from the previous subsection, since

$$u(y) - u(x) = \rho(y)^{-1}[m(y) - m(x)] + u(x)\rho(y)^{-1}[\rho(x) - \rho(y)].$$

As for (35) and (36), we begin by writing the density and momentum equations in parabolic form:

$$\rho_t + u\rho' + \rho\Lambda_\alpha \rho = -\epsilon \rho.$$  \hspace{1cm} (38)

$$m_t + um' + \rho\Lambda_\alpha m = -em + \epsilon f.$$  \hspace{1cm} (39)

The diffusion operator $\rho \Lambda_\alpha$ for these equations has kernel $K(x,h,t) = \rho(x,t)|h|^{-1-\alpha}$, so they are of the type considered in [24]. The quantities $-\epsilon \rho$ and $-em + \epsilon f$ play the role of (bounded) forcing terms. In order to apply the main result of [24], we split into two cases. In the first case, we assume $\alpha \in (0,1)$. In this case, we apply $\partial_t^{-1}$ to the relation $u' = e + \Lambda_\alpha \rho$, then take $C^{1-\alpha}$ norms, to conclude that $u(t)$ is bounded in $C^{1-\alpha}$, with bounds that depend only on $\|f\|_{L^\infty W^{1,\infty}}$, $\mathcal{M}$, $\alpha$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $\epsilon_0$. (Notice that (37) is actually trivially satisfied in this case.) Therefore the hypothesis of the main theorem of [24] is satisfied, and we may conclude that there exists $\gamma > 0$, depending only on $\|u\|_{L^\infty(0,T; C^{1-\alpha})}$, such that

$$[\rho(t)]_{C^\gamma} \leq \frac{C}{\gamma^{1/\alpha}}(\|\rho\|_{L^\infty(T \times (0,T))} + \|\rho f\|_{L^\infty(T \times (0,T))}),$$  \hspace{1cm} (40)

$$[m(t)]_{C^\gamma} \leq \frac{C}{\gamma^{1/\alpha}}(\|m\|_{L^\infty(T \times (0,T))} + \|em - \epsilon f\|_{L^\infty(T \times (0,T))}),$$  \hspace{1cm} (41)

where the constant $C$ here depends only on $\|u\|_{L^\infty(0,T; C^{1-\alpha})}$. Absorbing the $L^\infty$ norms on the right hand sides of (40) and (41), and recalling that $C^{1-\alpha}$ depends only on $\|f\|_{L^\infty W^{1,\infty}}$, $\mathcal{M}$, $\alpha$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $\epsilon_0$, we obtain (35) and (36), with the claimed dependencies.
The situation is similar if $\alpha \in [1, 2)$. In this [24] gives us $\gamma > 0$, depending only on $\|u\|_{L^\infty(T \times (0,T))}$, such that (40) and (41) continue to hold, with $C_T$ depending only on $T$ and $\|u\|_{L^\infty(T \times (0,T))}$. Since $\|u\|_{L^\infty(T \times (0,T))}$ itself depends only on $\|f\|_{L^\infty_W}$, $M$, $\alpha$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $e_0$, this completes the proof of the second case.

Remark 2.8. In the case $\alpha \in (1, 2)$, we can apply $\partial_t^{-\alpha}$ to the relation $\Lambda_{\alpha}\rho = u' - e$, then take $C^{\alpha-1}$ norms, to conclude that $\rho$ is bounded in $C^{\alpha-1}$, with bounds that depend only on $\|f\|_{L^\infty_W}$, $M$, $\alpha$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $e_0$. In particular, the bound (35) is trivially satisfied in this case.

2.4. Bounds on time derivatives

Proposition 2.9. Let $(u, \rho)$ be a regular solution on the time interval $[0, \infty)$ and let
\[ e = u' - \Lambda_{\alpha}\rho. \]
Then for any $T > 0$, $\partial_t u$ is bounded in $L^2(0, T; H^{-\alpha/2})$. Furthermore, $\partial_t \rho$ and $\partial_t e$ are bounded in $L^\infty(0, T; H^{-1})$. In each case, the bounds depend only on $\|f\|_{L^\infty_W}$, $M$, $\alpha$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $e_0$.

Proof. For $\varphi \in H^{\alpha/2}(\mathbb{T})$, we have
\[
\langle u(t), \varphi \rangle_{H^{-\alpha/2} \times H^{\alpha/2}} - \langle u(s), \varphi \rangle_{H^{-\alpha/2} \times H^{\alpha/2}} = \int_s^t \langle g(s), \varphi \rangle_{H^{-\alpha/2} \times H^{\alpha/2}} \, ds,
\]
where
\[
\langle g(s), \varphi \rangle_{H^{-\alpha/2} \times H^{\alpha/2}} = \int_{\mathbb{T}} -ue(s)\varphi - \Lambda_{\alpha/2}(\rho u)(s)\Lambda_{\alpha/2}\varphi + f(s)\varphi \, dx.
\]
Since
\[
\|g(s)\|_{H^{-\alpha/2}} \leq C\|u(s)\|_{L^\infty} \|e(s)\|_{L^\infty} + \|\rho u(s)\|_{H^{-\alpha/2}} + \|f(s)\|_{L^\infty},
\]
the desired bound on $\partial_t u$ thus follows from the results of sections 2.1 and 2.2.

For $\varphi \in H^1(\mathbb{T})$, we have
\[
\langle \rho(t), \varphi \rangle_{H^{-1} \times H^1} - \langle \rho(s), \varphi \rangle_{H^{-1} \times H^1} = \int_s^t \int_{\mathbb{T}} \rho u(s)\, \varphi' \, dx \, ds.
\]
Therefore
\[
\|\partial_t \rho(s)\|_{H^{-1}} \leq C\|\rho u(s)\|_{L^\infty},
\]
so that the desired bound on $\partial_t \rho$ follows from the results of section 2.1. The bound for $\partial_t e$ can be proved in the same way.

3. Weak solutions

3.1. Properties of general weak solutions

Let $(u, \rho, e)$ be a weak solution on the time interval $[0, T]$ associated to the initial data $(u_0, \rho_0, e_0) \in L^\infty \times L^\infty \times L^\infty$. The purpose of this section is to record three simple facts about such a general weak solution, namely
The quantity $e$ satisfies a weak form of (8). That is, for all $\varphi \in C^\infty(\mathbb{T} \times [0, T])$ and a.e. $t \in [0, T]$, we have
\[
\int_T^t e(t)\varphi(t) \, dx - \int_T^t e_0\varphi(0) \, dx - \int_0^t \int_T^t e \partial_t \varphi \, dx \, ds + \int_0^t \int_T^t u e \varphi' + f' \varphi \, dx \, ds = 0. \tag{42}
\]

- The solution $(u, \rho, e)$ converges weak-* in $L^\infty$ to the initial data.
- The weak time derivative of $u$ is a well-defined element of $L^2(0, T; H^{-\alpha/2})$; the weak
time derivatives of $\rho$ and $e$ are well-defined elements of $L^\infty(0, T; H^{-1})$.

To see that the first of these is true, note first that (15) implies that for all for all $\varphi \in C^\infty(\mathbb{T} \times [0, T])$ and a.e. $t \in [0, T]$, we have
\[
\int_T^t e\varphi(t) + u\varphi'(t) + \rho \Lambda_\alpha \varphi(t) \, dx = 0.
\]

For any $t \in [0, T]$ for which the above holds and any $\varphi \in C^\infty(\mathbb{T} \times [0, T])$, we have then that
\[
\int_T^t e\varphi(t) \, dx - \int_T^t e_0\varphi(0) \, dx = -\left[ \int_T^t u\varphi'(t) \, dx - \int_T^t uu_0\varphi'(0) \, dx \right] - \left[ \int_T^t \rho \Lambda_\alpha \varphi(t) \, dx - \int_T^t \rho_0 \Lambda_\alpha \varphi(0) \, dx \right]
= -\left[ \int_0^t \int_T^t u \partial_t \varphi \, dx \, ds - u e \varphi' - \rho u \Lambda_\alpha \varphi' + f \varphi' \, dx \, ds \right] - \left[ \int_0^t \int_T^t \rho \partial_t \Lambda_\alpha \varphi \, dx \, ds + \rho u \Lambda_\alpha \varphi' \, dx \, ds \right]
= -\int_0^t \int_T^t u (\partial_t \varphi)' + \rho \Lambda_\alpha (\partial_t \varphi) \, dx \, ds + \int_0^t \int_T^t u e \varphi' + f \varphi \, dx \, ds
= \int_0^t \int_T^t e \varphi' \, dx \, ds + \int_0^t \int_T^t u e \varphi' + f \varphi \, dx \, ds.
\]

This proves (42), for a.e. $t \in [0, T]$ and all $\varphi \in C^\infty(\mathbb{T} \times [0, T])$.

To observe the weak-* convergence to the initial data, substitute any (time-independent)
$\varphi \in C^\infty(\mathbb{T})$ into the weak formulation (13), (14) or into (42). Clearly $\int_T^t (u(t) - u_0) \varphi \, dx \to 0$
as $t \to 0^+$, since the right side of (13) is an integral from 0 to $t$ of an integrable quantity.
Since $C^\infty(\mathbb{T})$ is dense in $L^1(\mathbb{T})$, we conclude that $\int_T^t (u(t) - u_0) \varphi \, dx \to 0$ as $t \to 0^+$, for any
$\varphi \in L^1(\mathbb{T})$, i.e. $u(t) \rightharpoonup u_0$ weak-* in $L^\infty$, as $t \to 0^+$. The situation is similar for $\rho$ and $e$.

Finally, the statement regarding the time derivatives is proved in a manner similar to that of
section 2.4.

### 3.2. Construction of a weak solution

In this section we construct a weak solution as a subsequential limit of regular solutions with
mollified initial data, as the mollification parameter tends to zero. The following version of the Aubin–Lions–Simon compactness lemma ([25], see theorem II.5.16 in [1]) will allow us
to use the bounds from section 2 to choose an appropriate subsequence.

**Lemma 3.1.** Let $X \subset Y \subset Z$ be Banach spaces, where the embedding $X \subset Y$ is compact and the embedding $Y \subset Z$ is continuous. Assume $p, r \in [1, \infty]$ and define for $T > 0$ the following space:
\[
E = \{ v \in L^p(0, T; X) : \frac{dv}{dt} \in L^r(0, T; Z) \}.
\]
(1) If \( p < \infty \), the embedding \( E \subset L^p(0; \cdot; Y) \) is compact.
(2) If \( p = \infty \) and \( r > 1 \), then the embedding \( E \subset C([0; \cdot]; Y) \) is compact.

Let \( \gamma \) be as in section 2.3. In the notation of the Aubin–Lions–Simon lemma, we set
\[
X_T = C^\gamma, \quad Y = C^0, \quad Z = H^{-1}, \quad E_{\delta,T} = \{ v \in L^\infty(\delta; T; C^\gamma) : \partial_tv \in L^2(\delta; T; H^{-1}) \}. \]
The conclusion of the lemma is then that the embedding \( E_{\delta,T} \subset C(\delta; T; C^0) \) is compact for any \( T > \delta > 0 \).

Choose \((u_0, \rho_0, e_0) \in L^\infty \times L^\infty \times L^\infty\), satisfying \( \rho_0 \in L^\infty \) and the compatibility condition \( (12) \). Let \( \eta \in C^\infty_c(R) \) be a standard mollifier \((\int \eta = 1, \text{ supp } \eta \subset \{ |x| \leq 1 \})\), and let \( f_\epsilon \) denote the convolution of \( f \) by \( \epsilon^{-1}\eta(\cdot \epsilon^{-1}) \): \( f_\epsilon(x) = \epsilon^{-1} \int_\mathbb{R} \eta(\cdot \epsilon^{-1})f(x-y) \, dy \). Let \((u^\epsilon, \rho^\epsilon)\) denote the global strong solution associated to the initial data \((u_0, \rho_0, e_0)\) and let \( e^\epsilon = (u^\epsilon)' - \Lambda_\alpha \rho^\epsilon \). Note that \((e_0)^\epsilon = (u_0)^\epsilon' - \Lambda_\alpha (\rho_0)^\epsilon = e^\epsilon(0) \) automatically.

**Claim 3.2.** The sequences \( u^\epsilon \) and \( \rho^\epsilon \) are bounded in \( E_{\delta,T} \) for any \( T > \delta > 0 \).

**Proof.** Fix \( T > \delta > 0 \). In order to prove the claim, one needs to prove the following two statements:

1. \( u^\epsilon \) and \( \rho^\epsilon \) are bounded sequences of \( L^\infty(\delta; T; C^0) \).
2. \( \partial_t u^\epsilon \) and \( \partial_t \rho^\epsilon \) are bounded sequences of \( L^2(\delta; T; H^{-1}) \).

We have essentially proved these statements already. We provide the remaining details for half of the first statement only; the rest follows the same reasoning.

Section 2.3 establishes that the norm of \( u^\epsilon \) in \( L^\infty(\delta; T; C^0) \) can be bounded above by a quantity that depends only on \( \|f\|_{L^\infty(W^{1,\infty})} \), \( M, \alpha, T, \delta \), and the \( L^\infty \) norms of \((u_0, \rho_0, e_0)^{-1} \), and \((e_0)^\epsilon \). But these \( L^\infty \) norms are bounded by those of \((u_0, \rho_0, e_0)^{-1} \), and \((e_0)^\epsilon \), respectively, and the remaining quantities are fixed. Therefore \( u^\epsilon \) is a bounded sequence in \( L^\infty(\delta; T; C^0) \).

Applying the Aubin–Lions–Simon lemma, we can now choose a subsequence \( \{e_k\} \), tending to zero as \( k \to \infty \), such that \( u^{e_k} \) and \( \rho^{e_k} \) converge (strongly) in \( C([2^{-N}, 2^N]; C^0) \), with \( N \) any natural number. Using a standard diagonal argument, we obtain a further subsequence, which we continue to denote by \( e_k \), such that \( u^{e_k} \) and \( \rho^{e_k} \) converge to functions \( u \) and \( \rho \), respectively, in \( C^\infty_{\text{loc}}((0, \infty); C^0) \).

Using the same logic as in the claim above, we also have that \( e^e \) is bounded in \( L^\infty(T \times [0, T]) \) and both \( u^e \) and \( \rho^e \) are bounded in \( L^2(T; H^{\alpha/2}) \). Therefore we may choose a further subsequence (still denoted \( e_k \)) such that \( e^{e_k} \) converges weak-\( \ast \) in \( L^\infty(T \times [0, T]) \) to some \( e \in L^\infty(T \times [0, T]) \), and so that \( u^{e_k} \) and \( \rho^{e_k} \) converge weakly in \( L^2(0; T; H^{\alpha/2}) \) to \( u \) and \( \rho \). Then we can use a diagonal argument as above to send \( T \to \infty \). To summarize, there exists a subsequence \( \{e_k\} \) and a triple \((u, \rho, e)\), such as \( k \to \infty \), we have

\[
\begin{align*}
  u^{e_k} &\to u \text{ and } \rho^{e_k} \to \rho \text{ strongly in } C^\infty_{\text{loc}}((0; \infty); C^0); \\
  u^{e_k} &\rightharpoonup u \text{ and } \rho^{e_k} \rightharpoonup \rho \text{ weakly in } L^2_{\text{loc}}((0; \infty); H^{\alpha/2}); \\
  e^{e_k} &\rightharpoonup e \text{ weak-\( \ast \) in } L^\infty_{\text{loc}}(T \times [0; \infty)).
\end{align*}
\]

Now \((u^e, \rho^e)\) is a regular solution (therefore \((u^{e_k}, \rho^{e_k}, e^{e_k})\) is a weak solution) for each \( k \). We can therefore consider each term in each equation of the weak formulation and easily see that the above convergences guarantee that \((u, \rho, e)\) satisfies the weak formulation.
completes the existence part of theorem 1.7. The construction gives Hölder continuity on compact sets of $\mathbb{T} \times (0, \infty)$. Indeed, if $\gamma$ is the Hölder exponent associated to the interval $[0, T]$ as in section 2.3, then for any $\gamma \in (0, \gamma)$, the convergences $u^{\epsilon} \to u$ and $\rho^{\epsilon} \to \rho$ can be taken in $L^\infty(\delta, T; C^\gamma)$ for any fixed $\delta > 0$.

**Remark 3.3.** If $0 < \alpha < 1$, slightly more information is available. If $0 < \alpha < 1$, then the above construction can be modified slightly to give $u^{\epsilon} \to u$ in $C([0, \infty); C^1-\alpha-\epsilon)$, for any $\epsilon \in (0, 1 - \alpha)$; if $1 < \alpha < 2$, then we can obtain $\rho^{\epsilon} \to \rho$ in $C([0, \infty); C^{\alpha-1-\epsilon})$ for any $\epsilon \in (0, \alpha - 1)$.

### 3.3. Energy inequality for constructed solutions

We now prove that the solutions constructed above satisfy (17) and (18). To prove these inequalities, we essentially use the fact that they are true (with equality) for regular enough solutions, then pass to the limit $k \to \infty$ in the sequence $(u^{\epsilon}, \rho^{\epsilon}, e^{\epsilon})$ from the proof of existence above. However, since the solution behaves a little better away from time zero, we initially work on $[\delta, T]$ for some $\delta > 0$. We prove (17) first. We start with the equality

$$\int_\delta^T \rho^{\epsilon}(u^{\epsilon})^2 (x) \, dx \int_{\delta} + \int_\delta^T \int_\mathbb{R} \rho^{\epsilon}(x) \rho^{\epsilon}(y) \frac{|u^{\epsilon}(x) - u^{\epsilon}(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds = 2 \int_\delta^T \int_\mathbb{R} \rho^{\epsilon} u^{\epsilon} f \, dx \, ds. \tag{43}$$

The first term and the forcing term are easily seen to converge to their natural limits, by uniform convergence of $\rho^{\epsilon}$, $u^{\epsilon}$ on any time interval $[\delta, T]$. To deal with the second term on the left, we write

$$\int_\delta^T \int_\mathbb{R} \rho^{\epsilon}(x) \rho^{\epsilon}(y) - \rho(x) \rho(y) \frac{|u^{\epsilon}(x) - u^{\epsilon}(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds \to 0, \quad \text{as } k \to \infty, \tag{44}$$

which is valid by uniform convergence of $\rho^{\epsilon}$ away from time zero, as well as the $L^2H^{\alpha/2}$ bound on $u^{\epsilon}$, which is uniform in $k$. We also have

$$\int_\delta^T \int_\mathbb{R} \int_\mathbb{R} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds \leq \liminf_{k \to \infty} \int_\delta^T \int_\mathbb{R} \rho(x) \rho(y) \frac{|u^{\epsilon}(x) - u^{\epsilon}(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds, \tag{45}$$

by weak lower semicontinuity. Taking limits in (43) thus yields

$$\int_\delta^T \rho u^2(t) \, dx + \int_\delta^T \int_\mathbb{R} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dy \, dx \, ds \leq \int_\delta^T \rho u^2(\delta) \, dx + 2 \int_\delta^T \int_\mathbb{R} \rho u f \, dx \, ds. \tag{46}$$

Next, we note that

$$\int_\delta^T \rho^{\epsilon}(u^{\epsilon})^2(\delta) \, dx \leq \int_\delta^T (\rho_0)_{\epsilon_1}(u_0)_{\epsilon_1}^2 \, dx + 2 \int_0^\delta \int_\mathbb{T} \rho^{\epsilon} u^{\epsilon} f \, dx \, ds. \tag{47}$$

This is obtained from the energy equality for $(u^{\epsilon}, \rho^{\epsilon})$ on $[0, \delta]$, by dropping the enstrophy term. We can estimate the force term on the right by $C \delta$, where $C$ is independent of $k$ and $\delta$ (but may depend on $i$), and then take $k \to \infty$. The term on the left converges to its natural limit for the same reason as above; the initial data term converges to its natural limit by standard properties of mollifiers. We are left with
\[ \int_T \rho u^2(\delta) \, dx \leq \int_T \rho_0 u_0^2 \, dx + C\delta. \]

Combining this with (46), we obtain
\[ \int_T \rho u^2(t) \, dx + \int_\delta^T \int_\delta^T \rho(x) \rho(y) \left| \frac{u(x) - u(y)}{|x - y|^{1+\alpha}} \right|^2 \, dy \, dx \, ds \leq \int_T \rho_0 u_0^2 \, dx + 2 \int_\delta^T \int_T \rho uf \, dx \, ds + C\delta. \]

And now, taking \( \delta \to 0 \) yields (17).

The inequality (18) is proved in a very similar way. The only difference in approach is for the last term, on \([\delta, t]\). We write
\[ \int_\delta^t \int_T \epsilon k(\rho \epsilon k) \, dx \, ds \leq \int_\delta^t \int_T \epsilon k(\rho \epsilon k)^2 \, dx \, ds + \int_\delta^t \int_T (\epsilon k - e) \rho^2 \, dx \, ds. \]

We use uniform convergence of the \( \rho \epsilon k \) on \([\delta, t]\) to treat the first term and weak-* convergence of \( \epsilon k \) to treat the second. This finishes the proof of the inequalities (17) and (18).

3.4. The case of a compactly supported force: considerations for the constructed solutions

If the force \( f \) is identically zero, or, more generally, if it is compactly supported in time, then there are several implications for the solutions we have constructed. We take a moment to collect a few of these.

1. If \( f \equiv 0 \), then the constants \( c_1 \) and \( c_4 \) from (22)–(24) are both zero, so that \( u, \rho, \rho^{-1}, \) and \( e \) can all be bounded above for all time by constants. If \( f \) is compactly supported in time, then all these quantities are still uniformly bounded, but the constants we can use to bound them will be larger, due to the potential growth during the time interval where \( f \) is supported. These uniform bounds will survive the limiting process used to construct weak solutions.

2. As a consequence of the uniform boundedness of \( u, \rho, \rho^{-1}, \) and \( e \), the quantity \( \gamma \) from section 2.3 can be taken to be independent of \( T \). Thus, the Hölder regularization will survive the limiting process (with Hölder exponent \( \gamma - \kappa \) for any \( \kappa \in (0, \gamma) \)).

3. As soon as the force is turned off, we have a fast alignment of the velocity field; that is, the velocity amplitude \( A(t) = \max_{x,y} |u(x,t) - u(y,t)| \) decays exponentially fast for regular solutions. In particular, the case of zero force gives
\[ A(t) \leq A(0)e^{-\lambda r(t)}, \]
where \( r(t) = \inf_{|x| < r} \phi_{\alpha}(x) \) and \( \phi_{\alpha} \) is the kernel of \( \Lambda_{\alpha} \), as above. See lemma 1.1 of [22] for the short proof of this statement. Therefore the alignment survives the limiting process used to construct weak solutions, so that (the constructed) weak solutions also enjoy the alignment property if the force is compactly supported.

The constructed weak solutions do not possess quite enough regularity for us to prove that they experience flocking (which also requires convergence of the density profile) in the case of a compactly supported force; however, we will see that flocking occurs for strong solutions under the assumption of compactly supported force.
4. Energy balance for weak solutions

In this section, we provide conditions which guarantee that the natural energy laws hold for weak solutions. We emphasize that the criteria we consider apply to any weak solutions, not just those weak solutions which can be constructed as in the previous section.

To begin with, we note that it turns out to be easier to work with a momentum-based equation when proving (19). However, due to the limited regularity of our weak solutions, we must prove that such a formulation is valid for our solutions. In this proof and those below, we will make use of Littlewood–Paley theory, for which we give some basic notation presently. Additional notation will be introduced as needed.

4.1. Notation for Littlewood–Paley projections and Besov spaces

For a given function \(g\), we denote by \(g_q\) the projection of \(g\) onto the \(q\)th Littlewood–Paley component, \(q \in \{-1, 0\} \cup \mathbb{N}\). See for example [4] for the (standard) definitions of these projections. We use the notation

\[
\|g\|_{B^s_{p, r}(\mathbb{T})} = \sum_{q=Q}^{\infty} \lambda_s q^s \|g_q\|_{L^p(\mathbb{T})}.
\]

The Besov norm \(B^s_{p, r}(\mathbb{T})\) is defined by

\[
\|g\|_{B^s_{p, r}(\mathbb{T})} = \|\lambda^s q^s \|g_q\|_{L^p(\mathbb{T})}\|_{p,r}.
\]

where we denote \(\lambda^s q^s := 2^q\). Here \(p, r \in [1, \infty]\), \(s \in \mathbb{R}\). The Besov space \(B^s_{p, r}\) is the space of tempered distributions whose \(B^s_{p, r}\) norm is finite. And we denote by \(B^s_{p, r}\) the subspace of \(B^s_{p, r}\) consisting of those elements \(g\) such that \(\lim_{q \to \infty} \lambda^s q^s \|g_q\|_{L^p} = 0\). Finally, we note that \(H^s = B^s_{2, 2}\).

4.2. The weak momentum equation

For smooth functions \(f\) and \(g\), we define

\[
\mathcal{T}(f, g) = -\Lambda_\alpha (fg) - g \Lambda_\alpha f.
\]

When \((\rho, u, e)\) is a weak solution, we can make sense of the expression \(\rho \mathcal{T}(\rho, u)\) in a weak sense. Define \(X = H^{s/2} \cap L^\infty\), and for each \(s > 0\), let \(\rho \mathcal{T}(\rho, u)(s)\) denote the element of \(X^*\) given by

\[
\langle \rho \mathcal{T}(\rho, u), \varphi \rangle_{X^* \times X} = \int -\Lambda_{\alpha / 2}(\rho u)\Lambda_{\alpha / 2}(\rho \varphi) + \Lambda_{\alpha / 2}(\rho)\Lambda_{\alpha / 2}(\rho u \varphi) \, dx.
\]

**Proposition 4.1.** Let \((u, \rho, e)\) be a weak solution on the time interval \([0, T]\). Then for each \(\varphi \in C^\infty_c(\mathbb{T} \times [0, T])\) and a.e. \(t \in [0, T]\) we have that

\[
\int_0^t \rho u \varphi(t) \, dx - \int \rho_0 u_0 \varphi(0) \, dx - \int_0^t \int \rho u \partial_t \varphi(s) \, dx \, ds = \int_0^t \int \rho u^2 \varphi' \, dx \, ds + \int_0^t \int \mathcal{T}(\rho, u), \varphi \rangle_{X^* \times X} \, ds + \int_0^t \int \rho \varphi(t) \, dx \, ds.
\]

(49)
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Proof. Substitute the test function \((\rho_{\leq Q}\varphi)_{\leq Q}\) into the weak velocity equation. We obtain
\[
\begin{aligned}
\int_T \rho_{\leq Q}u_{\leq Q}(t)\varphi(t) \, dt &= \int_T (\rho_0)_{\leq Q}(u_0)_{\leq Q}\varphi(0) \, dt - \int_T \int(u_{\leq Q}(\partial_t \rho_{\leq Q} + \rho_{\leq Q}\partial_t \varphi)) \, dx \, ds \\
&= \int_T \int\left[-(ue)_{\leq Q}\rho_{\leq Q}\varphi - (mu)_{\leq Q}\Lambda_{\alpha}(\rho_{\leq Q}\varphi) + \rho_{\leq Q}f_{\leq Q}\varphi\right] \, dx \, ds.
\end{aligned}
\] (50)

Then substitute \((u_{\leq Q}\varphi)_{\leq Q}\) into the weak density equation:
\[
\int_T \rho_{\leq Q}u_{\leq Q}(t)\varphi(t) \, dx - \int_T (\rho_0)_{\leq Q}(u_0)_{\leq Q}\varphi(0) \, dx - \int_T \rho_{\leq Q}(\partial_t u_{\leq Q} + u_{\leq Q}\partial_t \varphi) \, dx \, ds
\]
\[
= \int_T \left[(\rho_0)_{\leq Q}u_{\leq Q}\varphi + u_{\leq Q}\rho_{\leq Q}\varphi\right] \, dx \, ds.
\] (51)

Finally, project the compatibility condition onto the first \(Q\) modes:
\[
e_{\leq Q} = u'_{\leq Q} - \Lambda_{\alpha}\rho_{\leq Q}.
\] (52)

We use (52) to eliminate \(u'_{\leq Q}\) from (51), then we add the result to (50). We obtain
\[
\begin{aligned}
\int_T \rho_{\leq Q}u_{\leq Q}(t)\varphi(t) \, dx &= \int_T (\rho_0)_{\leq Q}(u_0)_{\leq Q}\varphi(0) \, dx - \int_T \int \rho_{\leq Q}u_{\leq Q}\partial_t \varphi \, dx \, ds \\
&= \int_T \int (\rho u)_{\leq Q}u_{\leq Q}\varphi' \, dx \, ds + \int_T \int [(\rho u)_{\leq Q}e_{\leq Q} - (\rho_{\leq Q}(ue)_{\leq Q}\varphi) \, dx \, ds \\n&\quad + \int_T \int (\rho u)_{\leq Q}[\varphi\Lambda_{\alpha}\rho_{\leq Q} - \Lambda_{\alpha}(\rho_{\leq Q}\varphi)] \, dx \, ds + \rho_{\leq Q}f_{\leq Q}\varphi \, dx \, ds.
\end{aligned}
\]

Note that we have used the product rule and the fundamental theorem of calculus to simplify the left side of this equation. It should now be clear that each integral converges to its natural limit, so that the equation (49) holds.

Remark 4.2. It seems likely that the converse direction is also true, i.e. that replacing (13) with (49) should give an equivalent weak formulation. To try to prove this, one might try the following strategy: denote \(U := \rho_{\leq Q}^{-1}(\rho u)_{\leq Q}\) and substitute \((\rho_{\leq Q}^{-1}\varphi)_{\leq Q}\) into (49). Subtract from this equation the result of substituting \((\rho_{\leq Q}^{-1}U\varphi)_{\leq Q}\) into (14). After performing some manipulations, one obtains
\[
\begin{aligned}
\int U\varphi(t) \, dx &= \int U\varphi(0) \, dx - \int \int U\partial_t \varphi(t) \, dx \\
&= \int \int [(\rho u^2)_{\leq Q} - (\rho u)_{\leq Q}U] \left(\frac{\varphi}{\rho_{\leq Q}}\right) \, dx \, ds + \int \int (\rho T(u, u))_{\leq Q} \frac{\varphi}{\rho_{\leq Q}} - \varphi T(\rho_{\leq Q}, u_{\leq Q}) \, dx \, ds \\
&\quad + \int \int -\rho_{\leq Q}u_{\leq Q}\Lambda_{\alpha}\varphi - u_{\leq Q}e_{\leq Q}\varphi + \frac{(\rho f)_{\leq Q}}{\rho_{\leq Q}} \, dx \, ds + \int \frac{1}{2} \int (U^2 - u_{\leq Q}^2)\varphi' \, dx \, ds.
\end{aligned}
\]

All integrals on the left side and the last two integrals on the right side obviously converge to the natural limits. The second term on the right side also converges to zero, though this requires some work (including computations similar to those of section 4.5). However, it appears that the first term on the right side requires some additional smoothness in order to pass...
4.3. The energy budget

Let \( E_{\leq Q}(t) \) denote the energy associated to scales \( \lambda_q \) for \( q \leq Q \), and let \( E(t) \) denote the total energy:

\[
E_{\leq Q}(t) = \frac{1}{2} \int \frac{(\rho u)^2_{\leq Q}(t)}{\rho_{\leq Q}} \, dx; \quad E(t) = \frac{1}{2} \int \rho u^2(t) \, dx.
\]

The energy budget relation at scales \( q \leq Q \) is as follows:

\[
E_{\leq Q}(t) - E_{\leq Q}(0) = \int_0^t \Pi_Q(s) \, ds - \varepsilon_Q(t) + \int_0^t \int (pf)_{\leq Q} \cdot U \, dx \, ds.
\] (53)

Here \( \Pi_Q(s) \) is the flux through scales of order \( Q \) due to the nonlinearity, defined by

\[
\Pi_Q = \int F_Q(\rho, u)U' \, dx,
\] (54)

and \( \varepsilon_Q \) and \( \int_0^t \int (pf)_{\leq Q} \cdot U \, dx \, ds \) represent the change in energy due to the local interactions and the external force, respectively, at scales \( q \leq Q \). Now \( \varepsilon_Q \) is given by

\[
\varepsilon_Q(t) = -\int_0^t \int_{\mathbb{T}} (\rho T(\rho, u))_{\leq Q} U \, dx \, ds.
\]

Also denote

\[
\varepsilon(t) = \frac{1}{2} \int_0^T \int_{\mathbb{R}} \int_{\mathbb{T}} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dx \, dy \, ds.
\]

We do not give a derivation of the energy budget relation here; however, (53) can be derived following essentially the same procedure as in [16].

We aim to show that for appropriate \((\rho, u)\) and all \( t \in [0, T] \), we have \( Q \to \infty \) that \( E_{\leq Q}(t) \to E(t) \), \( \int_0^T \Pi_Q(s) \, ds \to 0 \), \( \varepsilon_Q(t) \to \varepsilon(t) \), and \( \int_0^T \int (pf)_{\leq Q} \cdot U \, dx \, ds \to \int_0^T \int pu \cdot f \, dx \, ds \). These convergences will immediately imply that the energy balance relation holds for \((\rho, u)\).

Now, it was already shown in [16] that \( \int_0^T \Pi_Q(s) \, ds \to 0 \) as \( Q \to \infty \) whenever

\[
\rho \in L^4(0, T; B_{2,\infty}^{1,\alpha}), \quad u \in L^4(0, T; B_{2,\infty}^{1,\alpha}).
\]

We do not expect to improve on the smoothness parameter here, but we have a bit of additional information here, namely the fact that \( u \in L^{\infty} L^\infty \). We can consequently weaken the integrability assumptions; see below. We also claim that \( \varepsilon_Q \to \varepsilon \) holds in fact for all weak solutions, since such solutions satisfy \( \rho, u \in L^\infty L^\infty \cap L^2 H^{\alpha/2} \), which is really all that is needed in order to pass to the limit for this term. Finally, [16] also shows that the term \( \int_0^T \int (pf)_{\leq Q} \cdot U \, dx \, ds \) converges to its natural limit, and we therefore omit a treatment of this term. In the following two subsections, we will prove that the natural energy law (19) holds under the assumption that
\[ \rho \in L^1(0, T; B^1_{3, \infty}), \quad u \in L^1(0, T; B^1_{3, \infty}). \]  

(56)

Now (56) is automatically satisfied if \( \alpha \in [1, 2] \), since \( L^\infty L^\infty \cap L^2 H^{1/2} \subset L^1 B^1_{3,3} \) by interpolation. Therefore we will prove (the much more difficult half of) theorem 1.8 over the course of the next two subsections. The proof of the other half (actually, a more precise statement) is contained in section 4.6.

### 4.4. Conditional convergence of the nonlinear term

We recall some notation and a few facts from [16]. Let \( a \in [1, \infty], \; s \in (0, 1) \); let \( f \) be a real-valued function. Define the following:

\[
K_q^\epsilon = \begin{cases} 
\lambda_q^{1-\epsilon}, & q \geq 0; \\
\lambda_q^\epsilon, & q < 0; 
\end{cases} \\

\[ d_{a,q}^\epsilon(f) = \lambda_q^{\epsilon} ||f||_\epsilon; \quad D_{a,q}^\epsilon(f) = \sum_{q=-1}^{\infty} K_q^\epsilon d_{a,q}^\epsilon(f). \]

Note in particular that

\[
\limsup_{q \to \infty} D_{a,q}^\epsilon(f) \sim \limsup_{q \to \infty} d_{a,q}^\epsilon(f) 
\]

(57)

where the similarity constant depends only on \( s \).

**Proposition 4.3.** For \( f \in B^1_{a,\infty}, \; g \in L^\infty, \; a \in [1, \infty], \; s \in (0, 1) \), we have the following estimates:

\[
||f(\cdot - y) - f(\cdot)||_a \lesssim (\lambda_Q |y| + 1) \lambda_Q^{-1} D_{a,q}^\epsilon(f) 
\]

(58)

\[
||(fg)\leq_Q - f\leq_Q g\leq_Q||_a \lesssim \lambda_Q^{-1} D_{a,q}^\epsilon(f)||g||_\infty 
\]

(59)

\[
||f'\leq_Q||_a \lesssim \lambda_Q^{1-1} D_{a,q}^\epsilon(f), \\
||f>Q||_a \lesssim \lambda_Q^{-1} D_{a,q}^\epsilon(f). 
\]

(60)

(61)

If additionally \( h \in B^1_{b,\infty} \), \( t \in (0, 1), \; b \in [1, \infty] \), \( \frac{1}{a} = \frac{1}{b} + \frac{1}{t} \), then

\[
||(fh)\leq_Q - f\leq_Q h\leq_Q||_c \lesssim \lambda_Q^{-1} D_{a,q}^\epsilon(f) D_{b,q}^\epsilon(h). 
\]

(62)

**Lemma 4.4.** \( F_Q(\rho, u) \) can be written as

\[
F_Q(\rho, u) = r_Q(\rho, u, u) - \frac{1}{\rho \leq_Q} |(\rho u)\leq_Q - \rho \leq_Q u\leq_Q|^2 + \rho > Q u > Q \otimes u > Q \\
+ 2[(\rho u)\leq_Q - \rho \leq_Q u\leq_Q] u > Q + \rho [(u^2)\leq_Q - u^2\leq_Q], 
\]

(63)

where

\[
r_Q(\rho, u, u) = \int \tilde{h}_Q(y)[\rho(x - y) - \rho(x)][u(x - y) - u(x)]^2 dy. 
\]

and \( \tilde{h}_Q \) is a Schwartz function.

With these facts in hand, we are now in a position to prove that the nonlinear term vanishes under our hypotheses.
Proposition 4.5. The quantity $F_Q(\rho, u)$ satisfies the bound
\[ \|F_Q(\rho, u)\|_{L^{1/2}} \lesssim \lambda_Q^{-2/3} (D_{1/3}^{1/3}(\rho)) \]
whenever $u \in B_{1/3, \infty}$ and $\rho \in L^\infty$.

This bound is a consequence of the decomposition (63) and the bounds of proposition 4.3.

Theorem 4.6. Suppose $u \in L^3B_{\alpha/2, \infty}$ and $\rho \in L^3B_{\alpha/2, \infty}$. Then $\int_0^t \Pi_Q(s) \, ds \to 0$ as $Q \to \infty$.

Proof. First we write
\[ U' = \frac{1}{\rho}[(\rho u)_{<Q}' - U\rho_{<Q}]. \]

Since $L^\infty \cap B_{1/3, \infty}$ is an algebra, we have $\rho u \in L^3B_{1/3, \infty}$. Therefore
\[ \|U'\|_{L^3} \lesssim \lambda_Q^{2/3} [D_{1/3}^{1/3}(\rho u) + D_{1/3}^{1/3}(\rho)], \]
by (60). So
\[ \int_0^t F_Q(\rho, u) U' \, ds \lesssim \int_0^t [(D_{1/3}^{1/3}(\rho u))^2 + D_{1/3}^{1/3}(\rho)] \, ds. \]

By (57), the definition of $B_{1/3}^{1/3}$ and the dominated convergence theorem, we conclude that the integral tends to zero, as needed. \[ \square \]

4.5. Unconditional convergence of the dissipation term

In this subsection, we prove the following:

Theorem 4.7. Any weak solution $(\rho, u)$ satisfies $\varepsilon_Q \to \varepsilon$, as $Q \to \infty$.

Since the dissipation term involves fractional derivatives, we introduce a modified version of the localization kernel that we recalled in the previous section. Define
\[ \tilde{K}_Q = \begin{cases} \lambda_Q^{\alpha/2}, & q \geq 0; \\ \lambda_Q^{\alpha/2}, & q < 0; \end{cases} \]
\[ \tilde{d}_Q(f) = \lambda_Q^{\alpha/2} \|f\|_{L^2}; \]
\[ \tilde{D}_Q(f) = \sum_{q=-1}^{\infty} \tilde{K}_Q \cdot q \tilde{d}_Q(f). \]

Note that
\[ \limsup_{Q \to \infty} \tilde{D}_Q(f) \sim \limsup_{Q \to \infty} \tilde{d}_Q(f), \]
where the similarity constant depends only on $\alpha$.

Proposition 4.8. For $f \in B_{2, \infty}^{\alpha/2}$, $0 < \alpha < 2$, we have the following estimates:
\[ \|\Lambda_{<q} f\|_{L^2} \lesssim \lambda_Q^{\alpha/2} \tilde{D}_Q(f), \]
\[ \|f_{>q}\|_{L^2} \lesssim \lambda_Q^{-\alpha/2} \tilde{D}_Q(f). \]

The proofs of (66) and (67) are extremely similar to those of (60) and (61), respectively, and are omitted.
Remark 4.9. We will also repeatedly use the following basic facts without comment below:

(1) If \( \operatorname{supp} \hat{f} \subset B_{2\alpha}(0) \), then \( \| \Lambda_{\alpha} f \|_{L^2} \lesssim \lambda_{2\alpha}^{\alpha/2} \| f \|_{L^2} \).

(2) For \( f \in B_{0,2\alpha}^{2/\infty} \), the inequalities in (66) and (67) continue to hold when \( f_{\leq Q} \) and \( f_{> Q} \) are replaced with \( f_Q \). That is, for such \( f \), we have

\[
\| \Lambda_{\alpha} f_Q \|_2 \lesssim \lambda_Q^{\alpha/2} \tilde{D}_Q(f), \quad \| f_Q \|_2 \lesssim \lambda_Q^{\alpha/2} \tilde{D}_Q(f).
\]

(3) For \( k \in \mathbb{Z} \), we have

\[
\tilde{D}_Q(f) \sim \tilde{D}_{Q+k}(f),
\]

with the similarity constant depending only on \( k \). (To see this, simply note that \( \tilde{K}_{q+k} \sim \tilde{K}_q \) for each \( q \in \mathbb{Z} \), with a similarity constant that depends on \( k \) but not on \( q \).)

Of course, analogous properties hold when we consider first derivatives instead of fractional derivatives, but the fractional case is the one which is relevant below.

To prove theorem 4.7, we write

\[
|\varepsilon_Q(t) - \varepsilon(t)| \leq |\varepsilon_Q(t) + \int_0^t \rho \sigma u_{Q,0} T(\rho_{Q,0}, u_{Q,0}) \, dx \, ds| + \left| \int_0^t \rho \sigma u_{Q,0} T(\rho_{Q,0}, u_{Q,0}) \, dx \, ds + \varepsilon(t) \right|
\]

and we show that both terms tend to zero as \( Q \to \infty \). Let us take care of the (much easier) second term presently. We write

\[
\int_0^t \int_0^1 \int \rho_{Q,0}(x) \rho_{Q,0}(y) \frac{|u_{Q,0}(x) - u_{Q,0}(y)|^2}{|x - y|^{1+\alpha}} \, dx \, dy \, ds - \int_0^t \int_0^1 \int \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dx \, dy \, ds
\]

\[
= \int_0^t \int_0^1 \int \rho_{Q,0}(x) \rho_{Q,0}(y) \frac{|u_{Q,0}(x) - u_{Q,0}(y)|^2}{|x - y|^{1+\alpha}} \, dx \, dy \, ds
\]

\[
+ \int_0^t \int_0^1 \int \rho_{Q,0}(x) \rho_{Q,0}(y) \frac{|u_{Q,0} - u| (u_{Q,0} - u)(y)|u_{Q,0} + u| s - (u_{Q,0} + u)(y)|u_{Q,0} + u| s|}{|x - y|^{1+\alpha}} \, dx \, dy \, ds.
\]

The first term here tends to zero by the dominated convergence theorem (the dominating function being \( C \| \rho \|_{L^\infty}^2 \frac{|u_{Q,0} - u(x)|^2}{|x - y|^{1+\alpha}} \)), while the second term is bounded above by

\[
\int_0^t \| \rho \|_{L^\infty}^2 \| u_{Q,0} - u \|_{H^{\alpha/2}} \| u_{Q,0} + u \|_{H^{\alpha/2}} \, ds \to 0,
\]

which tends to zero as \( Q \to \infty \). It thus remains to show that

\[
|\varepsilon_Q(t) + \int_0^t \rho_{Q,0} u_{Q,0} T(\rho_{Q,0}, u_{Q,0}) \, dx \, ds| \to 0, \quad \text{as} \quad Q \to \infty.
\]

We write the relevant difference as

\[
\int \rho T(\rho, u) U_{Q,0} - \rho_{Q,0} u_{Q,0} T(\rho_{Q,0}, u_{Q,0}) \, dx = \int \rho_{Q,0} u_{Q,0} A_{\alpha} (\rho_{Q,0} u_{Q,0}) - (\rho A_{\alpha} (\rho u))_{Q,0} U \, dx
\]

\[
+ \int (\rho A_{\alpha} (\rho u))_{Q,0} U - \rho_{Q,0} u_{Q,0}^2 A_{\alpha} (\rho_{Q,0} u_{Q,0}) \, dx =: A + B.
\]
Expanding further gives

\[
A = \int [\rho < 0 u < 0 - (\rho u) u ] \Lambda_\alpha (\rho < 0 u < 0 + (\rho u) u ) \, dx + \int [\rho < 0 \Lambda_\alpha (\rho u) u < 0 - (\rho \Lambda_\alpha (\rho u) u ) < 0 ] U \, dx \\
= A_1 + A_2.
\]

\[
B = \int [(\rho u \Lambda_\alpha u ) < 0 - (\rho u) u \Lambda_\alpha \rho < 0 ] U \, dx + \int \rho < 0 [ (\rho u) u < 0 - (\rho u(\Lambda_\alpha u) < 0 ) + (\rho u) u + \rho < 0 u < 0 ] \Lambda_\alpha \rho < 0 \, dx \\
=: B_1 + B_2.
\]

The terms \(A_1\) and \(B_2\) are easy to treat:

\[
A_1 \lesssim \| \rho < 0 u < 0 - (\rho u) u \|_2 \cdot \| \Lambda_\alpha (\rho < 0 u < 0 + (\rho u) u ) \|_2 \\
\leq \lambda_0^{-\alpha} D_{2, Q}^{\alpha/2} (\rho) D_{2, Q}^{\alpha/2} (u) \cdot \lambda_0^{\alpha} \| \rho < 0 u < 0 + (\rho u) u \|_2 \\
\lesssim D_{2, Q}^{\alpha/2} (\rho) D_{2, Q}^{\alpha/2} (u);
\]

\[
B_2 \lesssim \| \rho < 0 \|_L^\infty \| (\rho u) u - \rho < 0 u < 0 \|_2 \cdot \| (\rho u) u + \rho < 0 u < 0 \|_L^\infty \| \Lambda_\alpha \rho < 0 \|_2 \\
\leq C \cdot \lambda_0^{-\alpha} D_{2, Q}^{\alpha/2} (\rho) D_{2, Q}^{\alpha/2} (u) \cdot C \cdot \lambda_0^{\alpha} \| \rho < 0 \|_2 \\
\lesssim D_{2, Q}^{\alpha/2} (\rho) D_{2, Q}^{\alpha/2} (u).
\]

Thus

\[
A_1 + B_2 \lesssim D_{2, Q}^{\alpha/2} (\rho) D_{2, Q}^{\alpha/2} (u),
\]

where the implied constant is independent of \(Q\) (but may depend on the \(L^\infty\) norms of \(\rho\) and \(u\)).

To deal with \(A_2\) and \(B_1\), we need to work more: since \(\rho \Lambda_\alpha (\rho u)\) and \(\rho u \Lambda_\alpha \rho\) are in general only \(L^2 H^{-\alpha/2}\), the commutator estimate (62) in proposition 4.3 does not directly apply. To overcome this difficulty, we decompose the commutator \((f \Lambda_\alpha g) < 0 - f < 0 \Lambda_\alpha g < 0\) in such a way that repeated use of (66) and (67) (and related inequalities) becomes an adequate substitute for (62) in the treatment of \(A_2\) and \(B_1\). Actually, we state our decomposition for the more general commutator \((f g) < 0 - f < 0 g < 0\), with the idea that \(g\) will be replaced by \(\Lambda_\alpha g\) below.

We set the notation

\[
f_{q, +} = f_{q+1} + f_{q+2}, \quad f_{r, -} = f_{r-2} + f_{r-1} \quad (q \geq -1, \ r \geq 1).
\]

**Lemma 4.10.** The following decomposition holds:

\[
(f g) < 0 - f < 0 g < 0 = \sum_{q > 0+1} [f_{q, +} + f_{q-2} + f_{q-1}] < 0 + [f_{q, +} + f_{q-2} + f_{q-1} < 0 + f_{q+2} g < 0 ] < 0 \\
- [f_{q-2}, 8 < 0 - f < 0 \| g \|_{q-2} ] < 0 + [f_{q-1} g < 0 - f < 0 g \| g \|_{q-2} ] < 0.
\]

**Proof.** Notice that if \(p\) or \(r\) is greater than \(Q + 2\) and \(|p - r| > 2\), then the Fourier support of \(f g\) lies outside the ball of radius \(\lambda_{Q+1}\) centered at 0. In particular, \((f g) < 0 \| g \|_{Q+2}\) vanishes. Therefore

\[
(f g) < 0 = (f < 0 + 2 \| g \|_{Q+2}) < 0 + \sum_{\max \{|p + 2\} > 0+2 |p - r| \leq 2} (f_p g_r) < 0.
\]

So

\[
(f g) < 0 - f < 0 g < 0 = [f g) < 0 - (f < 0 + 2 g < 0 + 2 ) < 0 ] + [f < 0 + 2 g < 0 + 2 ] < 0 - f < 0 g < 0 \\
= \sum_{\max \{|p + 2\} > 0+2 |p - r| \leq 2} (f_p g_r) < 0 + [f < 0 + 2 g < 0 + 2 - f < 0 g < 0 ] < 0 - (f < 0 g < 0) < 0.
\]
We have the somewhat more explicit representation for the sum:

$$
\sum_{\max\{p,r\} > Q + 2} \langle f_q g_r \rangle_{< Q} = \sum_{Q + 2} \langle f_q g_{Q+2} + f_q g_r + f_q g_r \rangle_{< Q}.
$$

(68)

Writing \( f_{<Q+2} = f_{<Q} + f_{Q+2} \) (and similarly for \( g_{<Q+2} \)), then expanding \( f_{<Q} g_{Q+2} \), we obtain

$$
\langle f_{<Q} g_{Q+2} \rangle_{< Q} = \langle [f_{<Q} g_{Q} + f_{Q+2} g_{Q+2}] \rangle_{< Q}.
$$

(69)

Finally, we note that \( \langle f_{<Q} g_{Q} \rangle_{Q} = 0 \) whenever \( \max\{p + 2, r + 2\} < q \). Therefore

$$
\langle f_{<Q} g_{Q} \rangle_{> Q} = \langle [f_{Q+2} g_{Q-2} + f_{Q} g_{Q}] \rangle_{Q+1} + \langle f_{Q} g_{Q-1} + f_{Q} g_{Q} \rangle_{Q+2}.
$$

(70)

Summing up the right hand sides of (68) and (69), then subtracting the right hand side of (70), we thus obtain the desired decomposition.

\[Q\]

**Proposition 4.11.** Let \((f, g)\) be either \((\rho, pu)\) or \((pu, \rho)\). Then

$$
\left| \int [(f \Lambda_{\rho} g)_{Q} - f_{<Q} \Lambda_{\rho} g_{Q}] U dx \right| \lesssim \left[ \sum_{Q > q} \lambda_{q}^{2} \|H_{q}\|_{L^{2}} \right] \left[ \sum_{Q > q} \lambda_{q}^{2} \|H_{q}\|_{L^{2}} \right] D_{Q}^{Q}(\rho) D_{Q}^{Q}(\rho) + \overline{D}_{Q}(fu) + \overline{D}_{Q}(f) + \overline{D}_{Q}(u) \overline{D}_{Q}(g).
$$

Proof. We replace \( g \) with \( \Lambda_{\rho} g \) in the decomposition of the lemma, then multiply by \( U \) and integrate.

$$
\int [(f \Lambda_{\rho} g)_{Q} - f_{<Q} \Lambda_{\rho} g_{Q}] U dx = \int U_{<Q} \sum_{Q > q} \lambda_{q} \|H_{q}\|_{L^{2}} d\lambda_{q} + \int U_{<Q} \Lambda_{Q + 2} \Lambda_{\rho} g_{Q} \ dx
$$

$$
+ \int U_{<Q} \Lambda_{Q + 2} \Lambda_{\rho} g_{Q} \ dx + \int U_{<Q} \Lambda_{Q + 2} \Lambda_{\rho} g_{Q} \ dx - \int U_{<Q} \Lambda_{Q + 2} \Lambda_{\rho} g_{Q} \ dx
$$

$$
=: \ I + \ II + \ III - \ IV.
$$

Note that we have moved the outermost Littlewood–Paley projections onto the \( U \)'s and regrouped some terms.

We estimate \( I \) and \( II \), as well as the first term in each of \( III \) and \( IV \). The remaining terms in \( III \) and \( IV \) can be estimated similarly.

$$
|I| \lesssim \|U_{<Q}\|_{L^{2}} \sum_{q > Q + 2} \left( \|f_{Q} \|_{L^{2}} \|\Lambda_{Q} g_{Q}\|_{L^{2}} + \|f_{Q} \|_{L^{2}} \|\Lambda_{Q} g_{Q}\|_{L^{2}} + \|f_{Q} \|_{L^{2}} \|\Lambda_{Q} g_{Q}\|_{L^{2}} \right)
$$

$$
\lesssim \sum_{q > Q + 2} \left( \|f_{Q} \|_{L^{2}} \|g_{Q}\|_{L^{2}} + \|f_{Q} \|_{L^{2}} \|g_{Q}\|_{L^{2}} \right) \lambda_{q}^{2} \|g_{Q}\|_{L^{2}} \|g_{Q}\|_{L^{2}}.
$$

Then by Cauchy–Schwarz, we conclude that

$$
|I| \lesssim \left[ \sum_{q > Q} \lambda_{q}^{2} \|f_{Q}\|_{L^{2}}^{2} \right] \left[ \sum_{q > Q} \lambda_{q}^{2} \|g_{Q}\|_{L^{2}}^{2} \right] \lambda_{Q}^{2} \|g_{Q}\|_{L^{2}} \|g_{Q}\|_{L^{2}}.
$$

(71)
The next term is the most troublesome. We begin by rewriting $U$ as $\rho^{-1}_\rho((\rho u)\rho - u)$ and splitting the integral.

$$II = \int \rho^{-1}_\rho((\rho u)\rho - u) \rho f_e \, dx + \int (u) \rho f_e \, dx.$$ 

We bound the first term of $II$ as follows:

$$\left| \int \rho^{-1}_\rho((\rho u)\rho - u) \rho f_e \, dx \right| \leq \|\rho u\|_L^\infty \|\rho f_e\|_L^\infty \leq C \cdot C\lambda_\rho^{-1/2} D^{1/2} Q_\rho(u).$$

To estimate the second term, we recall that $g_{Q_\rho} = (g_{Q_\rho})_{Q-1}$; we can then move the projection $Q-1$ onto the other term $(u) \rho f_e$ in the integrand:

$$\int (u) \rho f_e \, dx = \int [(u) \rho f_e]_{Q-1} \rho f_e \, dx.$$ 

To see why this is useful, we need to massage the resulting expression a bit:

$$[(u) \rho f_e]_{Q-1} \rho f_e \leq \|fu\|_{Q-1} \rho f_e + \|fu\|_{Q-1} \rho f_e \rho f_e \rho f_e + 2\|u\|_L^\infty \|f\|_L^\infty \leq \lambda_\rho^{-1/2} D \rho(f) + D \rho(f) + D \rho(u).$$

Thus

$$\left| \int [(u) \rho f_e]_{Q-1} \rho f_e \, dx \right| \leq \|fu\|_{Q-1} \rho f_e + \|fu\|_{Q-1} \rho f_e \rho f_e \rho f_e + 2\|u\|_L^\infty \|f\|_L^\infty \|fu\|_{Q-1} \rho f_e.$$ 

Overall, $II$ is bounded by

$$|II| \leq D^{1/2} Q_\rho + D^{1/2} Q_\rho(u) + D \rho(f) + D \rho(f) + D \rho(u) \rho f_e.$$ 

We estimate first term in $III$ as follows:

$$\int U \rho f_e \rho f_e \rho f_e \, dx \leq \|U\|_L^\infty \|f_e\|_L^\infty \|f_e\|_L^\infty \|f_e\|_L^\infty \|fu\|_{Q-1} \rho f_e + \|fu\|_{Q-1} \rho f_e \rho f_e \rho f_e + 2\|u\|_L^\infty \|f\|_L^\infty \|fu\|_{Q-1} \rho f_e.$$ 

The second and third terms in $III$ enjoy the same bound, which is proved the same way. Thus

$$|III| \leq D \rho(f) \rho f_e.$$ 

Finally, the first term in $IV$ is bounded by

$$\left| \int U \rho f_e \rho f_e \rho f_e \, dx \right| = \left| \int U \rho f_e \rho f_e \rho f_e \, dx \right| + \left| \int U \rho f_e \rho f_e \rho f_e \, dx \right| \leq D^{1/2} Q_\rho + D \rho(u) \rho f_e.$$
(The intermediate steps are all similar to those used for previous terms.) And the other term in IV enjoys the same bound, so that
\[ |IV| \lesssim D_{\Sigma Q}^{\alpha/2}(\rho)D_{\Sigma Q}^{\alpha/2}(u) + \bar{D}_Q(u)\bar{D}_Q(g). \] (74)
Combining (71)–(74), we obtain the desired statement. \[ \square \]

**Corollary 4.12.** We have
\[ \int \rho T(\rho, u)U_{\rho Q} - \rho U_{\rho Q} T(\rho, u_{\rho Q}) \ dx \]
\[ \lesssim \left[ \sum_{\nu > 0} \lambda_{\nu}^\alpha \| \rho_{\nu} \|^2_{L^2} \right]^{\frac{1}{2}} \left[ \sum_{\nu > 0} \lambda_{\nu}^\alpha \| (\rho u)_{\nu} \|^2_{L^2} \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} \]

Consequently, we have
\[ \int^t_0 \left| \int \rho T(\rho, u)U_{\rho Q} - \rho U_{\rho Q} T(\rho, u_{\rho Q}) \ dx \right| \ dt \to 0, \quad \text{as} \ Q \to \infty. \] (75)

**Proof.** The displayed bound follows easily from the previous proposition and the discussion at the beginning of this subsection. Indeed, recall that, in the notation from earlier,
\[ \int \rho T(\rho, u)U_{\rho Q} - \rho U_{\rho Q} T(\rho, u_{\rho Q}) \ dx = A_1 + A_2 + B_1 + B_2. \]

We have already shown above that \( A_1 + B_2 \lesssim D_{\Sigma Q}^{\alpha/2}(\rho)D_{\Sigma Q}^{\alpha/2}(u) \). The proposition gives us bounds for \( A_2 \) (with \( (f, g) = (\rho, \rho u) \)) and \( B_1 \) (with \( (f, g) = (\rho u, \rho) \)):
\[ A_2 \lesssim \left[ \sum_{\nu > 0} \lambda_{\nu}^\alpha \| \rho_{\nu} \|^2_{L^2} \right]^{\frac{1}{2}} \left[ \sum_{\nu > 0} \lambda_{\nu}^\alpha \| (\rho u)_{\nu} \|^2_{L^2} \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} \]
\[ B_1 \lesssim \left[ \sum_{\nu > 0} \lambda_{\nu}^\alpha \| \rho_{\nu} \|^2_{L^2} \right]^{\frac{1}{2}} \left[ \sum_{\nu > 0} \lambda_{\nu}^\alpha \| (\rho u)_{\nu} \|^2_{L^2} \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} + \left[ \bar{D}_Q(u) \right]^{\frac{1}{2}} \]

Adding up the bounds on \( A_1, A_2, B_1, \) and \( B_2 \), we obtain the displayed estimate claimed in the corollary.

The claimed limit then follows by the dominated convergence theorem, with dominating function \( C[\| \rho \|_{H^{\alpha/2}}^2 + \| u \|_{H^{\alpha/2}}^2] \). \[ \square \]

This completes the proof of theorem 4.7.

**4.6. Energy balance for the \( \rho \) equation**

It is not difficult to show that (20) holds under the same assumptions as we proved for (19). Actually, something slightly more general is true:
Proposition 4.13. Let \((u, \rho, e)\) be a weak solution on \([0, T]\) and assume that \(u\) and \(\rho\) satisfy
\[
\rho \in L^2(0, T; B^\sigma_{a,\infty}), \quad u \in L^2(0, T; B^\tau_{b,c_\infty}), \quad \frac{2}{a} + \frac{1}{b} = 2\sigma + \tau = 1. \tag{76}
\]
Then (20) holds for a.e. \(t \in [0, T]\).

Remark 4.14. As suggested above, (56) is a special case of (76). The reason the latter hypothesis is more flexible is that our proof of theorem 4.6 strongly depends on the fact that \(\rho u \in B^{1/3}_{1/3,\infty} \cap L^\infty\) (by the algebra property of this space), whereas the argument of the present proposition above requires information only about \(\rho\) and \(u\).

Proof. Substitute \((\rho \leq Q) \leq 0\) into the weak density equation. This gives
\[
\frac{1}{2} \int_0^T \rho(x)\rho' dx = \int_0^T \int_\Omega (\rho u) \rho' dx ds - \frac{1}{2} \int_0^T \int_\Omega \rho' \rho' dx ds.
\]

The first integral vanished as \(Q \to \infty\), since
\[
\left| \int_0^T \int_\Omega [(\rho u) \rho' - \rho \rho' u] dx ds \right| \leq \int_0^T D_{\rho, Q}(\rho)^2 D_{\rho, Q}(u) ds.
\]

The other terms tend to their natural limits. The only convergence which requires some justification is
\[
\int_0^T \int_\Omega \rho \rho' dx ds \to \frac{1}{2} \int_0^T \int_\Omega (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x-y|^{1+\alpha}} dy dx ds, \quad \text{as } Q \to \infty.
\]
But this follows from an argument entirely similar to that of the convergence (75) which is proved above. We therefore omit the proof. \(\square\)

5. More bounds on regular solutions: toward a theory of strong solutions

In order to construct strong solutions, we use essentially the same limiting process that we did for weak solutions. In order to carry out this procedure up one level in regularity, we also give \(L^\infty\) (and Hölder) bounds on \(u', \rho', \) and \(e'\) below, and we track dependence of these bounds on the initial data as before.

5.1. \(L^\infty\) bounds on derivatives

In this subsection, we prove \(L^\infty\) bounds on \(u', \rho', \) and \(e'\). The density once again requires the most work. We begin by eliminating all derivatives of \(u\) from the \(\rho'\) equation. Recall that \(u' = e + \Lambda_\alpha \rho\). Replacing \(u''\) by \(e'' + \Lambda_\alpha \rho''\) does not automatically eliminate the need to estimate derivatives of \(u\), since the \(e'\) equation involves \(u'\). Therefore we replace \(e'\) with \(q'\) via
\[ e' = \rho^3 \left( \frac{q'}{\rho} \right) + q \rho'. \]  
(77)

so that

\[ \rho u'' = \rho^3 \left( \frac{q'}{\rho} \right) + \epsilon \rho' + \rho \lambda \alpha \rho'. \]  
(78)

This is a more satisfactory replacement in light of the transport equation (11) satisfied by \( q' / \rho \).

In light of the above considerations, we write the \( \rho' \) equation as

\[ \rho' + u \rho'' + \rho \lambda \alpha \rho' = -\rho^3 \left( \frac{q'}{\rho} \right) - 3 \epsilon \rho' - 2 \rho' \lambda \alpha \rho. \]  
(79)

We multiply by \( \rho' \) and evaluate at a maximum \( x_+(t) \) of \( |\rho'(.t)| \), yielding

\[
\frac{1}{2} \partial_t \| (\rho')^2 \| (x_+(t), t) = -\rho^3 \rho' \left( \frac{q'}{\rho} \right) (x_+(t), t) - 3 \epsilon (\rho')^2 (x_+(t), t) - 2 (\rho')^2 \lambda \alpha \rho(x_+(t), t) - \rho \lambda \alpha \rho' (x_+(t), t) \\
\leq \| \rho(t) \|_{L^\infty} \| \rho'(t) \|_{L^\infty} + 3 \| \epsilon(t) \|_{L^\infty} \| \rho'(t) \|_{L^\infty}^2 \\
+ 2 (\rho')^2 \lambda \alpha \rho(x_+(t), t) - \rho \lambda \alpha \rho' (x_+(t), t).
\]

In order to bound \( \| (q' / \rho)(t) \|_{L^\infty} \), we evaluate (11) at a maximum of \( (q' / \rho)(., t) \), integrate in time, and substitute the previously obtained lower bound for \( \rho \). The result is

\[
\left\| \frac{q'}{\rho} (t) \right\|_{L^\infty} \leq \left\| \frac{q_0}{\rho_0} \right\|_{L^\infty} + \int_0^t \left| \frac{f''}{\rho^2} - \frac{f' \rho'}{\rho^3} \right| \, ds \\
\leq \left\| \frac{q_0}{\rho_0} \right\|_{L^\infty} \| \rho_0^{-1} \|_{L^\infty} + \frac{\| f'' \|_{L^\infty}}{2 \epsilon_0} \left[ \exp (2 \epsilon_1 t) - 1 \right] + \frac{\| f' \|_{L^\infty}}{\epsilon_0} \int_0^t \exp (3 \epsilon_1 s) \| \rho'(s) \|_{L^\infty} \, ds.
\]

For the present purposes, the following rougher bound will suffice:

\[
\left\| \frac{q'}{\rho} (t) \right\|_{L^\infty} \leq C_T \left( \sup_{s \in [0, t]} \| \rho'(s) \|_{L^\infty} + 1 \right), \quad t \in [0, T].
\]  
(80)

Here \( C_T \) is a constant that depends on \( \| q_0 \|_{W^{1, \infty}}, T, \| f \|_{L^\infty W^{2, \infty}}, \alpha, \mathcal{M} \), and the \( L^\infty \) norms of \( \rho_0 \) and \( \rho_0^{-1} \).

**Remark 5.1.** If \( f \equiv 0 \), or more generally, if \( f \) is compactly supported in time (say in \([0, t_1]\)) , then we can use a time-independent constant \( C \) instead of \( C_T \) in (80). Indeed, in this case we have

\[
\left\| \frac{q'}{\rho} (t) \right\|_{L^\infty} \leq \left\| \frac{q_0}{\rho_0} \right\|_{L^\infty} + \int_0^t \left| \frac{f''}{\rho} \right| + \frac{f' \rho'}{\rho^2} \, ds \\
\leq \left\| \frac{q_0}{\rho_0} \right\|_{L^\infty} \| \rho_0^{-1} \|_{L^\infty} + \| f'' \|_{L^\infty} \int_0^t \rho(s)^{-2} \, ds + \| f' \|_{L^\infty} \int_0^{\min \{ t, t_1 \}} \rho'(s) \rho(s)^{-3} \, ds \\
\leq C \left( \sup_{s \in [0, t]} \| \rho'(s) \|_{L^\infty} + 1 \right),
\]

for all \( t \geq 0 \). In the last line we have used the fact that \( \rho^{-1} \) is uniformly bounded for all time if \( f \) has compact support in time (see section 3.4).
For the remainder of this subsection, we will use \( C_T \) to denote a constant that can depend on \( ||f||_{L^\infty W^{2,\infty}} \), \( \mathcal{M}, \alpha, T, ||\rho_0^{-1}||_{L^\infty} \), and the \( W^{1,\infty} \) norms of \( u_0, \rho_0 \), and \( e_0 \). Recalling that \( |\rho(x,t)| \leq C_T \) and \( |e(x,t)| \leq C_T \), we have proved the following bound, which we pause to record as a lemma.

**Lemma 5.2.** Let \((u, \rho)\) be a regular solution. If \( x_+(t) \) is a maximum of \( |\rho'|(\cdot,t)| \), then

\[
\frac{1}{2} \partial_t [(\rho')^2](x_+(t),t) \leq C_T (\sup_{x \in [0,T]} |\rho'(x)|^2_{L^\infty} + 1) + 2(\rho')^2 \Lambda_\alpha \rho(x_+(t),t) - \rho \rho' \Lambda_\alpha' \rho'(x_+(t),t),
\]

where \( C_T \) is a constant that may depend on \( ||f||_{L^\infty W^{2,\infty}} \), \( \mathcal{M}, \alpha, T, ||\rho_0^{-1}||_{L^\infty} \), and the \( W^{1,\infty} \) norms of \( u_0, \rho_0 \), and \( e_0 \).

We now provide some bounds on the final two terms of the above inequality. We will use the notation

\[
D_\alpha g(y) := \int_R \frac{|g(y) - g(y + z)|^2}{|z|^{1+\alpha}} \, dz
\]

for functions \( g \) such that the integral makes sense.

Before proceeding, we make note of the following facts, which will be useful later: the following bounds hold for a maximum of \( x \) and some absolute constant \( c_5 \):

\[
g' \Lambda_\alpha g'(x) \geq D_\alpha g'(x)
\]

\[
D_\alpha g'(x) \geq c_5 |g'(x)|^{2+\alpha} / ||g||_{L^\infty}.
\]

Both of these follow from the nonlinear maximum principle of [9].

The ‘bad’ term in the inequality from the proposition above is \( |(\rho')^2 \Lambda_\alpha \rho| \). In order to estimate this term, we will use the following decomposition of the fractional Laplacian \( \Lambda_\alpha \):

**Lemma 5.3.** Let \( \varphi \in C_c^\infty(\mathbb{R}) \) be even, identically 1 on \([-1,1]\), and supported in \((-2,2)\). The following decomposition holds for sufficiently smooth \( g \) and any \( r > 0 \):

\[
\Lambda_\alpha g(x) = \int_R \frac{\varphi \left( \frac{x}{r} \right) g'(x)}{|x|^{1+\alpha}} \, dx + \int_R \left[ 1 - \varphi \left( \frac{x}{r} \right) + \frac{\varphi \left( \frac{x}{r} \right)}{\alpha r} \right] \frac{g(x) - g(x + z)}{|z|^{1+\alpha}} \, dz.
\]

Consequently, we have the following bounds:

\[
|\Lambda_\alpha g(x)| \leq C r^{-\frac{\alpha}{2}} D_\alpha g'(x) + |x|^{-\alpha} ||g||_{L^\infty}.
\]

\[
|\Lambda_\alpha g(x)| \leq C r^{-\frac{\alpha}{2}} D_\alpha g'(x) + |x|^{-\alpha} ||g||_{C^1}.
\]

**Proof.** Rewrite the right side of (85) as follows:

\[
\text{RHS} = \int_R \frac{z \varphi \left( \frac{x}{r} \right) g'(x)}{|x|^{1+\alpha}} \, dx + \int_R \frac{z \varphi \left( \frac{x}{r} \right)}{|x|^{1+\alpha}} \left[ 1 - \varphi \left( \frac{x}{r} \right) + \frac{\varphi \left( \frac{x}{r} \right)}{\alpha r} \right] \left( \frac{g(x) - g(x + z)}{|z|^{1+\alpha}} \right) \, dz
\]

\[
+ \int_R \left[ 1 - \varphi \left( \frac{x}{r} \right) \right] \frac{g(x) - g(x + z)}{|z|^{1+\alpha}} \, dz.
\]
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The first integral vanishes, while the second can be rewritten as
\[
\int_{\mathbb{R}} \frac{z}{\alpha |z|^{\alpha}} \frac{d}{dz} \left[ \varphi \left( \frac{z}{r} \right) (g(x) - g(x + z)) \right] dz = \int_{\mathbb{R}} \varphi \left( \frac{z}{r} \right) \frac{g(x) - g(x + z)}{|z|^{1+\alpha}} \, dz,
\]
after integrating by parts. Combining with the third term in (88), we obtain the usual integral formula for \( A_\alpha g \). This completes the proof of (85). To obtain the inequality under consideration, use Cauchy–Schwarz on the first integral in (88) and pull out the \( L^\infty \) norm or \( C^\gamma \) semi-norm in the second.

\[\square\]

**Lemma 5.4.** Let \((u, \rho)\) be a regular solution on the time interval \([0, T]\). The following bounds holds for a maximum \( x_\ast(t) \) of \( \rho' \left( \cdot, t \right) \) and some constant \( C_T \) which may depend only on \( \|f\|_{L^\infty W^2_\infty}, M, \alpha, T, \|\rho_0^{-1}\|_{L^\infty}, \) and the \( W^{1, \infty} \) norms of \( u_0, \rho_0, \) and \( e_0 \).

\[
|\langle \rho' \rangle^{2} A_\alpha \rho(x_\ast(t), t) | \leq C_T |\rho'(t)|^{2+\alpha} + \frac{1}{4} \rho_\ast(t) D_\alpha \rho'(x_\ast(t), t), \quad t \in [0, T];
\]

(89)

\[
|\langle \rho' \rangle^{2} A_\alpha \rho(x_\ast(t), t) | \leq C_T |\rho'(t)|^{2+\alpha - \gamma} + \frac{1}{8} \rho_\ast(t) D_\alpha \rho'(x_\ast(t), t), \quad t \in [0, T].
\]

(90)

**Proof.** We begin by putting \( g = \rho \) in (87). We use (35) for the first term; on the second we use Young’s inequality, followed by (84).

\[
|\langle \rho' \rangle^{2} A_\alpha \rho(x_\ast(t), t) | \leq C_T^{\gamma - \alpha} |\rho'(t)|^{2+\alpha - \gamma} + D_\alpha \rho'(x_\ast(t), t)^{1/2} \cdot |\rho'(t)| |r^{1-\alpha/2}
\leq C_T^{\gamma - \alpha} |\rho'(t)|^{2+\alpha - \gamma} + \frac{1}{8} \rho_\ast(t) D_\alpha \rho'(x_\ast(t), t) + c_5 \rho_\ast^{-1}(t) |\rho'(t)|^{2+\alpha - \gamma}
\leq C_T |\rho'(t)|^{2+\alpha - \gamma} + \frac{1}{8} \rho_\ast(t) D_\alpha \rho'(x_\ast(t), t) + c_5 \rho_\ast^{-1}(t) |\rho'(t)|^{2+\alpha - \gamma}
\leq C_T |\rho'(t)|^{2+\alpha - \gamma} + \frac{1}{8} \rho_\ast(t) D_\alpha \rho'(x_\ast(t), t),
\]

provided that we choose
\[
r = \left[ \frac{c_5 \rho_\ast^{-1}(t)^2}{8 c_6 \rho_\ast(t)^{\alpha}} \right]^{1/\alpha} |\rho'(t)|^{-1}_{L^\infty}.
\]

where \( c_5 \) is the constant from (84).

The inequality (89) is established similarly, starting with (86) instead of (87).

\[\square\]

**Remark 5.5.** Note that \( C_T \) may be taken independent of time if \( f \) has compact time support. Indeed all dependence on \( T \) can be traced back to the constant \( C_T \) from (80), the Hölder norm of \( \rho \), and \( L^\infty \) bounds on \( \rho \) and \( \rho^{-1} \). We have already argued that each of these may be taken uniform in \( T \) if \( f \) has compact time support. In fact, each of the \( T \)-dependent constants in the propositions below may be taken independent of time if \( f \) has compact time support, for the same reasons.

**Theorem 5.6.** Let \((u, \rho)\) be a regular solution on the time interval \([0, \infty)\). For each \( T > 0 \), there exists a constant \( C_T' \), which may depend on \( \|f\|_{L^\infty W^2_\infty}, M, \alpha, T, \|\rho_0^{-1}\|_{L^\infty}, \) and the \( W^{1, \infty} \) norms of \( u_0, \rho_0, \) and \( e_0 \), such that
\[
\|\rho'(t)\|_{L^\infty} \leq C_T', \quad t \in [0, T].
\] (91)

**Proof.**

Step 1: we find a time \( t_* \) such that \( |\rho'(t)| \) does not grow too much on the interval \([0, t_*]\); more specifically,
\[
\|\rho'(t)\|_{L^\infty} \leq 2\|\rho'_0\|_{L^\infty}, \quad \text{for } t \in [0, t_*].
\] (92)

To this end, we apply (81), (83), (89) and (84) to conclude that on the interval \([0, 1]\), we have
\[
\partial_t\|\rho'(t)\|_{L^\infty}^2 = \partial_t[(\rho')^2](x_+(t), t)
\leq C_1[\|\rho'\|_{L^\infty(\mathbb{T} \times [0, T])}^2 + 1] + C_1\|\rho'(t)\|_{L^\infty}^{2+\alpha}
\leq C_1\|\rho'(t)\|_{L^\infty(\mathbb{T} \times [0, T])}^{2+\alpha}.
\]

This implies that
\[
\|\rho'(t)\|_{L^\infty}^2 \leq \frac{\|\rho'_0\|_{L^\infty}^2}{1 - \frac{C_1\|\rho'_0\|_{L^\infty}^{2+\alpha}}{2}} \quad \text{for } 0 \leq t < \frac{2}{C_1\|\rho'_0\|_{L^\infty}^{2+\alpha}}.
\]

In particular, putting
\[
t_* = \min\left\{ \frac{2(1 - 2^{-\alpha})}{C_1\|\rho'_0\|_{L^\infty}^{2+\alpha}}, 1 \right\},
\]
we obtain (92), as needed. Note that \( C_1 \) depends only on \( \|u_0\|_{L^\infty}, \|\rho_0\|_{L^\infty}, \|\rho_0^{-1}\|_{L^\infty}, \|q_0\|_{W^{1,\infty}}, \|f\|_{L^\infty W^{1,\infty}}, \alpha, \) and \( M \), so that \( t_* \) depends only on these quantities and \( \|\rho'_0\|_{L^\infty} \).

Step 2: we obtain bounds on \( \rho' \) for \( t \geq t_* \), by using (90). The point is that in light of the reduction of the power \( 2 + \alpha \) to \( 2 + \alpha - \gamma \), we can now absorb the bad term into the dissipation. At a maximum \( x_+(t) \) of \( \rho' \), we have
\[
\frac{1}{2}\partial_t[(\rho')^2](x_+(t), t) \leq C_T[\|\rho'\|_{L^\infty(\mathbb{T} \times [0, T])}^2 + 1] + 2[(\rho')^2\Lambda_\alpha \rho(x_+(t), t)] - \rho\rho'\Lambda_\alpha' \rho'(x_+(t), t)
\leq C_T[\|\rho'\|_{L^\infty(\mathbb{T} \times [0, T])}^2 + 1] + 2\left[ C_T\|\rho'(t)\|_{L^{\infty(\mathbb{T} \times [0, T])}}^{2+\alpha - \gamma} + \frac{1}{4} \rho_\alpha(t) D_\alpha \rho'(x_+(t), t) \right]
- \rho_\alpha(t) D_\alpha \rho'(x_+(t), t)
\leq C_T[\|\rho'\|_{L^\infty(\mathbb{T} \times [0, T])}^2 + 1] + \rho_\alpha(t) \|\rho'(t)\|_{L^{\infty(\mathbb{T} \times [0, T])}}^{2+\alpha - \gamma} + 1] - c_T \|\rho'(t)\|_{L^\infty}^{2+\alpha}.
\]

We claim that this implies
\[
\|\rho'(t)\|_{L^\infty} \leq \max \left\{ \left( \frac{5C_T}{C_T'} \right)^{\frac{1}{\gamma}} \rho_\alpha(t), \left( \frac{2C_T}{t_*^{\gamma/\alpha}} C_T' \right)^{\frac{1}{\gamma}} \rho_\alpha(t), 1 \right\} =: C_T'', \quad \text{for } t \in [0, T].
\]

Indeed, let \( t_0 \) be the largest possible time in the interval \([0, T]\) such that \( \|\rho'(t)\|_{L^\infty} \leq C_T'' \) for all \( t \in [0, t_0] \). Then \( t_0 > t_* \) by Step 1 and the definition of \( C_T'' \). Suppose that \( t_* < t_0 < T \). Then \( \|\rho'(t_0)\|_{L^\infty} = \sup_{t \in [0, t_0]} \|\rho'(t)\|_{L^\infty} = C_T'' \), so that
\[ \frac{1}{2} \partial_t[(\rho')^2](x_+(t), t) \leq C_T \rho(t_0) \left( 2 - \frac{c_T}{2C_T} (C_T^\gamma \gamma) \right) + C_T \rho(t_0) L^\alpha \left( \frac{1}{t_0^{\gamma/\alpha}} + \frac{c_T}{2C_T} (C_T^\gamma \gamma) \right) \]
\[ < 0. \]

This contradicts the definition of \( t_0 \). We conclude therefore that \( t_0 = T \), so that the desired statement holds.

Now that we have this bound on \( \rho' \), it is easy to establish bounds on \( e' \). To this end, we recall the relation
\[ e' = \rho^2 \left( \frac{d}{\rho} \right) + q \rho'. \]

In light of (80) and our bounds on \( \rho' \), we conclude that \( e' \) is uniformly bounded on \( T \times [0, T] \) as well, by a constant \( C_T \) which is allowed to depend on \( ||f||_{L^\infty W_2^\infty}, M, \alpha, T, ||\rho_0^{-1}||_{L^\infty}, \) and the \( W^{1, \infty} \) norms of \( u_0, \rho_0, \) and \( \psi_0. \)

To bound \( u' \), we need to consider two cases, depending on the values of \( \alpha. \) When \( \alpha \in (0, 1) \), we simply recall that
\[ u' = \gamma + \Lambda_\alpha \rho, \]
which we now know to be bounded on \( T \times [0, T] \) by a constant \( C_T \) which is allowed to depend on \( ||f||_{L^\infty W_2^\infty}, M, \alpha, T, ||\rho_0^{-1}||_{L^\infty}, \) and the \( W^{1, \infty} \) norms of \( u_0, \rho_0, \) and \( \psi_0. \) For \( \alpha \in [1, 2] \), however, we do not yet have a bound on \( ||\Lambda_\alpha \rho||_{\infty}, \) so we argue as follows in the case \( \alpha = 1. \) We differentiate (39), then replace \( u' \) by \( \frac{m'}{\rho} - \frac{u' \rho}{\rho} \) and evaluate at a maximum \( x_+(t) \) of \( |m'(\cdot, t)|, \) to obtain
\[ \partial_t m' + \frac{|m'|^2}{\rho} - \frac{u' \rho m'}{\rho} + e' m + em' = -\rho' \Lambda_\alpha m - \rho \Lambda_\alpha m' + \rho f + \rho f' \] (93)

(we understand that all terms are evaluated at \( x_+(t), t \).) Multiplying by \( m'(x_+(t), t), \) we obtain (bracketing the lower-order terms)
\[ \frac{1}{2} \partial_t[|m'|^2](x_+(t), t) = -\frac{|m'|^3}{\rho} (x_+(t), t) - \rho m' \Lambda_\alpha m(x_+(t), t) - \rho m' \Lambda_\alpha m'(x_+(t), t) \]
\[ + \left[ \frac{u' \rho |m'|^2}{\rho} - e' mm' - e |m'|^2 + m' \rho f + \rho m' f' \right] (x_+(t), t), \]

so that
\[ \frac{1}{2} \partial_t[|m'|^2](x_+(t), t) \leq C_T \left[ |m'(t)|_{L^\infty}^2 + 1 + |m' \Lambda_\alpha m(x_+(t), t)| - \rho m' \Lambda_\alpha m'(x_+(t), t), \right. \]

with \( C_T \) depending only on the usual quantities. To estimate \( |m' \Lambda_\alpha m(x_+(t), t)|, \) we take \( r = 1 \) in (86) to obtain
\[ |m' \Lambda_\alpha m(x_+(t), t)| \leq C_T |m'(t)|_{L^\infty} \|m'(t)\|_{L^\infty} \left[ D_{\alpha m'}(x_+(t), t) + C_T \|m'(t)\|_{L^\infty}^2 + 1. \right. \]

Applying (83) and (84) once more, we obtain the following bound:
\[ \frac{1}{2} \partial_t[|m'|^2](x_+(t), t) \leq C_T \left[ |m'(t)|_{L^\infty}^2 + 1 + |m' \Lambda_\alpha m(x_+(t), t)| - \rho m'(x_+(t), t) \Lambda_\alpha m'(x_+(t), t), \right. \]
\[ \leq C_T \left[ |m'(t)|_{L^\infty}^2 + 1 - c_T \|m'(t)\|_{L^\infty}^{2+\alpha} \right. \].
Since \( \alpha > 1 \), we can conclude using similar reasoning as in the proof of the bound on \( \| \rho'(t) \|_{L^\infty} \) (though the present situation is slightly simpler, since we do not have to reason differently for small and large times). We now pause to record the obtained bounds as a proposition:

**Proposition 5.7.** Let \((u, \rho)\) be a regular solution on the time interval \([0, \infty)\). For each \( T > 0 \), there exists a constant \( C_T' \), which may depend on \( \|f\|_{L^\infty W^{1,\infty}}, \mathcal{M}, \alpha, T, \|\rho_0^{-1}\|_{L^\infty}, \) and the \( W^{1,\infty} \) norms of \( u_0, \rho_0, \) and \( e_0 \), such that

\[
\|u'(t)\|_{L^\infty} \leq C_T', \quad t \in [0, T].
\]  

(94)

If \( \alpha \neq 1 \), there exists a constant \( C_T'' \) depending on the same quantities, such that

\[
\|u'(t)\|_{L^\infty} \leq C_T'', \quad t \in [0, T].
\]  

(95)

### 5.2. Bounds in Hölder spaces

For \( \alpha \neq 1 \), we can now establish Hölder bounds on \( u' \) and \( \rho' \) in the same way that we treated \( u \) and \( \rho \) above. We give the details only for \( \rho' \). The right side of (79) is bounded in \( L^\infty(0, T; L^\infty) \) for any \( T > 0 \). Therefore we can apply [24] to (79) now, to conclude that for some \( \gamma_1 > 0 \), we have

\[
|\rho'(t)|_{C^{\gamma_1}} \leq \frac{C_T}{\Gamma^{1/\alpha}} \left( \|\rho'\|_{L^\infty(\Omega \times (0,T))} + \left\| \rho^3 \left( \frac{f}{\rho} \right) + 3e\rho' + 2\rho' \Lambda \rho \right\|_{L^\infty(\Omega \times (0,T))} \right) \leq \frac{C_T}{\Gamma^{1/\alpha}}, \quad t \in (0, T].
\]  

(96)

Here \( C_T \) is allowed to depend on \( \|f\|_{L^\infty W^{1,\infty}}, \mathcal{M}, \alpha, T, \|\rho_0^{-1}\|_{L^\infty}, \) and the \( W^{1,\infty} \) norms of the initial data. We record this, as well as the analogous bounds for \( m' \) and \( u' \), in the following proposition:

**Proposition 5.8.** Let \((u, \rho)\) be a regular solution on the time interval \([0, \infty)\) and assume \( \alpha \neq 1 \). Then for any \( T > 0 \), there exists \( \gamma_1 > 0 \) such that \( \rho, m = \rho u, \) and \( u \) satisfy bounds of the form

\[
|\rho'(t)|_{C^{\gamma_1}} \leq t^{-\gamma_1/\alpha} C_T, \quad t \in (0, T].
\]  

(97)

\[
|m'(t)|_{C^{\gamma_1}} \leq t^{-\gamma_1/\alpha} C_T, \quad t \in (0, T];
\]  

(98)

\[
|u'(t)|_{C^{\gamma_1}} \leq t^{-\gamma_1/\alpha} C_T, \quad t \in (0, T].
\]  

(99)

The constants \( C_T \) may depend on \( \|f\|_{L^\infty W^{1,\infty}}, \mathcal{M}, \alpha, T, \|\rho_0^{-1}\|_{L^\infty}, \) and the \( W^{1,\infty} \) norms of \( u_0, \rho_0, \) and \( e_0 \). The number \( \gamma_1 \) ultimately depends only on these same quantities.

### 6. Strong solutions

Our next goal is to prove the existence and uniqueness of global strong solutions. We accomplish this in all cases under consideration except the case \( \alpha = 1 \), where we prove only uniqueness. We will proceed as follows. First, we give the proof of existence for \( \alpha \neq 1 \); this follows essentially the same outline as the proof of the existence part of theorem 1.7. Next, we take a brief detour to clarify the regularity of the time derivative \( \partial_t u \) in the case when \( \alpha \in [1, 2) \). This discussion does not contain any deep facts, but it is strictly speaking necessary in order
to carry out the integration-by-parts argument in our uniqueness argument. As a byproduct of this discussion, though, we obtain a self-contained proof of the energy equality \(19\) for strong solutions. Finally, our proof of uniqueness follows a standard Grönwall-type argument. Note, however, that a bit of care is required in handling the dissipation term.

### 6.1. Existence \((\alpha \neq 1)\)

We have shown above that \(u^\varepsilon\) and \(\rho^\varepsilon\) are bounded sequences of \(L^\infty(\delta, T; C^{1,2})\) for each \(T > \delta > 0\). Applying the Aubin–Lions–Simon theorem as before, we can find a subsequence of the sequence \(\varepsilon_k\) constructed in the proof of theorem 1.7, which we will continue to label \(\varepsilon_k\), such that \(u^\varepsilon_k \to u\) and \(\rho^\varepsilon_k \to \rho\) strongly in \(C^0((0,\infty); C^\alpha)\). Now \((\varepsilon_k')'\) is bounded in \(L^\infty(\mathbb{T} \times [0, T])\); therefore it converges weak-* (up to a subsequence) as \(k \to \infty\) to some \(g\) in the same class. We claim that \(g = e'\). Indeed, we have as \(k \to \infty\) that

\[
\int_0^T \int_\mathbb{T} (\varepsilon_k')' \phi \, dx \, dt = \int_0^T \int_\mathbb{T} u^\varepsilon_k' \phi' + \rho^\varepsilon_k \Lambda \phi' \, dx \, dt \to \int_0^T \int_\mathbb{T} u_\phi'' + \rho \Lambda \phi' \, dx \, dt = -\int_0^T \int_\mathbb{T} e \phi' \, dx \, dt.
\]

But this limit is also equal to \(\int_0^T \int_\mathbb{T} g \phi \, dx\) by assumption. Therefore \(e\) is weakly differentiable in space, with weak derivative \(e' = g\). It follows that \((\varepsilon_k')'\) converges weak-* to \(e'\). Since \((u, \rho, e)\) is already known to be a weak solution, by theorem 1.7, we have now shown that \((u, \rho, e)\) is in fact a strong solution.

### 6.2. Time derivatives of strong solutions

We begin by noting a few properties of strong solutions. Most of these are basically obvious from the definition, but we believe it is useful to have them recorded explicitly. First, we note that the evolution equations for \(\rho\) and \(e\) are true pointwise a.e., instead of merely in the weak sense; furthermore, all terms that appear in the equation belong to \(L^\infty(0, T; L^\infty)\) for any \(T > 0\):

\[
\rho_t + (\rho u)' = 0, \quad \text{a.e., and in } L^\infty(0, T; L^\infty); \quad (100)
\]

\[
e_t + (u e)' = f', \quad \text{a.e., and in } L^\infty(0, T; L^\infty). \quad (101)
\]

The same is true for the \(u\)-equation if \(\alpha < 1\). If \(\alpha = 1\), it may not be the case that \(\chi_{\alpha}(\rho u) \in L^\infty\), but it will belong to (for example) \(L^2\). (This is a rather academic point at the moment, though, since we have not proven the existence of strong solutions for \(\alpha = 1\).) If \(\alpha > 1\), though, a pointwise a.e. interpretation is not available. However, we can still view the equation in \(L^2 H^{-\alpha/2}\), as we did for weak solutions.

\[
u_t + u e = -\chi_{\alpha}(\rho u) + f, \quad \text{a.e., and in } L^\infty(0, T; L^\infty), \text{ if } \alpha \in (0, 1). \quad (102)
\]

\[
u_t + u e = -\chi_{\alpha}(\rho u) + f, \quad \text{a.e., and in } L^2(0, T; L^2), \text{ if } \alpha \in (0, 1]. \quad (103)
\]

\[
u_t + u e = -\chi_{\alpha}(\rho u) + f, \quad \text{in } L^2(0, T; H^{-\alpha/2}); \quad \alpha \in (0, 2). \quad (104)
\]

Thus a bit of care is warranted in treating time derivatives of \(u\). We next show that the following formula is valid even when \(\alpha \in (1, 2)\):

\[
\frac{1}{2} \partial_t u^2 = u \partial_t u = -u(e) - u\chi_{\alpha}(\rho u) + uf \quad \text{in } L^2 H^{-\alpha/2}. \quad (105)
\]
Of course, when we write (for example) \( u \partial_t u \), we mean the element of \( H^{-\alpha/2} \) defined by
\[
\langle u \partial_t u, \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}} = \langle \partial_t u, u \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}};
\]
the latter is perfectly well defined for any \( \alpha \in (0, 2) \) (but for different reasons, depending on whether \( \alpha \in (0, 1] \) or \( \alpha \in (1, 2) \)). We will use this interpretation of \( u \partial_t u \) and similar elements of \( H^{-\alpha/2} \) below without further comment.

Note that (105) is obvious if \( \alpha \in (0, 1] \); therefore we assume below that \( \alpha > 1 \). But then \( H^{\alpha/2}(T) \) is an algebra, and \( \| u \phi \|_{H^{\alpha/2}} \leq C \| u \|_{H^{\alpha/2}} \| \phi \|_{H^{\alpha/2}} \). Thus
\[
|\langle u \Lambda_\alpha(p\rho), \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}}| = \int \Lambda_\alpha(p\rho) \Lambda_\alpha^*(u \phi) \, dx \leq C \| p \rho \|_{H^{\alpha/2}} \| u \|_{H^{\alpha/2}} \| \phi \|_{H^{\alpha/2}}.
\]
It follows that the right side of (105) belongs to \( L^2 H^{-\alpha/2} \) and is equal to \( u \partial_t u \) in this sense. It remains to show that this quantity is in fact equal to \( \partial_t u^2 \). To do this, we write
\[
\langle u(s)^2, \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}} \bigg|_0^T = \int_0^T u(s) \cdot u(s) \phi \, ds
\]
for some time-independent function \( \phi \in C^\infty(T) \) and use the weak formulation of the \( u \)-equation, with \( u_0 \) serving as the test function. Note that since this weak formulation requires a very slight modification in this case to allow for the rough test function \( u \phi \); to deal with this, we simply write a duality pairing in \( H^{-\alpha/2} \times H^{\alpha/2} \) when necessary. We have
\[
\int_0^T \left( \langle \partial_t u - \Lambda_\alpha(p\rho), u \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}} + \int [f u \phi - (ue)(u \phi)] \, dx \right) \, ds
\]
\[
= \int_0^T \langle u \partial_t u - u(ue) - u \Lambda_\alpha(p\rho) + fu, \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}} \, ds
\]
\[
= \int_0^T \langle 2u \partial_t u, \phi \rangle_{H^{-\alpha/2}, H^{\alpha/2}} \, ds.
\]
This proves the claim. Now we have \( \rho, u^2 \in L^2 H^1, \partial_t \rho, \partial_t (u^2) \in L^2 H^{-1} \), so we can apply the usual integration-by-parts formula to \( p u^2 \) as follows:
\[
\frac{1}{2} \int_0^T \rho u^2(s) \, ds \bigg|_0^T = \frac{1}{2} \int_0^T \langle \partial_t \rho, u^2 \rangle_{H^{-1}, H^1} + \langle u \partial_t u, \rho \rangle_{H^{-1}, H^1} \, ds
\]
\[
= \int_0^T \int (\rho u)(u' \rho) \, dx + \langle -ue - \Lambda_\alpha(p\rho) + f, \rho u \rangle_{H^{-\alpha/2}, H^{\alpha/2}} \, ds
\]
\[
= \int_0^T \rho u^2(u' - e) + \rho uf - \langle \Lambda_\alpha(p\rho), \rho u \rangle_{H^{-\alpha/2}, H^{\alpha/2}}.
\]
Then recalling the definitions of \( e \) and \( T \), this yields
\[
\frac{1}{2} \int_0^T \rho u^2(s) \, ds \bigg|_0^T = \int_0^T \int \rho u f \, dx + \langle T(\rho, u), \rho u \rangle_{H^{-\alpha/2}, H^{\alpha/2}} \, ds
\]
\[
= -\int_0^T \int_{\mathbb{R}} \int_T \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{1+\alpha}} \, dx \, dy \, ds + \int_0^T \int \rho u f \, dx \, ds.
\]
Thus we have a self-contained proof of the validity of the energy equality (19) for strong solutions. One can prove (20) even more easily. The main point here, though, is the validity of the integration by parts. We will use this below in our proof of the uniqueness.
6.3. Uniqueness

Next, we prove uniqueness. Let \((u_1, \rho_1, e_1)\) and \((u_2, \rho_2, e_2)\) be two solutions to (1) and (2) with the same initial data. We assume \(u_i, \rho_i, e_i \in W^{1, \infty}\) for \(i = 1, 2\). Define

\[
\begin{align*}
\delta &= u_1 - u_2, \\
\rho_\delta &= \rho_1 - \rho_2, \\
e_\delta &= e_1 - e_2, \\
q_\delta &= q_1 - q_2.
\end{align*}
\]

Then by the integration-by-parts formula (which is valid for all \(\alpha \in (0, 2)\) by the discussion in the previous subsection), we have

\[
\begin{align*}
\int_0^t \rho_\sigma u_\sigma^2(s) \, ds |_{s = t}' &= \int_0^t \langle \rho \sigma \partial_\sigma u_\sigma^2 \rangle_{H^{-1, \infty_1}} + 2 \langle \rho_\delta \partial_\sigma u_\delta, \rho_\sigma \rangle_{H^{-1, \infty_1}} \, ds \\
&= 2 \int_0^t \int (\rho_\sigma)(u_\sigma u_\delta) \, dx + \langle -(\rho e_\delta) - \Lambda_\alpha(\rho u_\delta), \rho_\sigma u_\delta \rangle_{H^{-\alpha/2, \infty_\alpha/2}} \, ds.
\end{align*}
\]

Expanding \((\rho e_\delta), (ue_\delta)\) and \((\rho u_\delta)\) yields

\[
\begin{align*}
\int_0^t \rho_\sigma u_\sigma^2(s) \, ds |_{s = t}' &= \int_0^t \int \rho_\sigma u_\sigma u_\delta(u_\delta - e_\delta) + \rho_\delta u_\delta^2 - \rho_\sigma u_\delta^2 + \rho_\sigma u_\delta^2 \Lambda_\alpha \rho_\sigma \, dx \, ds \\
&- \int_0^t \langle \Lambda_\alpha(\rho_\sigma u_\delta) + \Lambda_\alpha(\rho u_\sigma), \rho_\sigma u_\delta \rangle_{H^{-\alpha/2, \infty_\alpha/2}} \, ds.
\end{align*}
\]

Using the definitions of \(e_\delta\) and \(T\), then symmetrizing, we obtain

\[
\begin{align*}
\int_0^t \rho_\sigma u_\sigma^2(s) \, ds |_{s = t}' &= \int_0^t \int \rho_\sigma u_\delta^2 + \rho_\sigma u_\delta^2 \alpha/2 \, dx = \langle T(\rho_\delta, u_\delta), \rho_\sigma u_\delta \rangle_{H^{-\alpha/2, \infty_\alpha/2}} \, ds \\
&- \frac{1}{2} \int_0^t \int_\mathbb{R} \rho_\sigma(\alpha/2) \, dx \, dy \, ds \\
&+ \int_0^t \langle T(\rho_\sigma, u_\sigma), \rho_\sigma u_\delta \rangle_{H^{-\alpha/2, \infty_\alpha/2}} \, ds.
\end{align*}
\]

For convenience, let us denote

\[
\varepsilon_\delta(t) := \frac{1}{2} \int_0^t \int_\mathbb{T} \rho_\sigma(\alpha/2) \, dx \, dy \, ds.
\]

We can estimate the term \(\int \langle T(\rho_\delta, u_\sigma), \rho_\sigma u_\delta \rangle_{H^{-\alpha/2, \infty_\alpha/2}} \, ds\) as follows.

\[
\begin{align*}
\int |\Lambda_{\alpha/2}(\rho_\sigma u_\sigma)|_{H_{\alpha/2}} \, dx + |\Lambda_{\alpha/2}(\rho_\sigma u_\delta)|_{H_{\alpha/2}} \, dx \\
&\leq C ||\rho_\sigma u_\sigma||_{H_{\alpha/2}} ||\rho_\delta||_{H_{\alpha/2}} + C ||\rho_\sigma u_\sigma||_{H_{\alpha/2}} ||\rho_\sigma u_\delta||_{H_{\alpha/2}} \\
&\leq C ||\rho_\sigma u_\sigma||_{W_{\alpha/2}} ||u_\delta||_{H_{\alpha/2}} + C ||\rho_\sigma||_{W_{\alpha/2}} ||u_\sigma||_{H_{\alpha/2}} ||\rho_\sigma||_{H_{\alpha/2}} ||u_\delta||_{H_{\alpha/2}} \\
&\leq C^* ||\rho_\sigma||_{H_{\alpha/2}}^2 + \varepsilon_\delta(t).
\end{align*}
\]

Above, we have repeatedly used the fact that \(||f\|_{H_{\alpha/2}} \leq C ||f||_{W_{\alpha/2}} ||g||_{H_{\alpha/2}}\) for \(f \in W^{1, \infty}, g \in H^{\alpha/2}\). To see why this inequality holds, simply note that

\[
\begin{align*}
||f\|_{H^{\alpha/2}}^2 = \int_\mathbb{T} \left| f(x) \right|^2 \, dx \\
&\leq \int_\mathbb{T} \left| \frac{2f(x)(y) - f(x) - f(y)}{|x - y|^{1/2}} \right|^2 \, dx \\
&\leq 2||f||_{H^{\alpha/2}}^2 ||g||_{H_{\alpha/2}} + C ||f||_{W_{\alpha/2}} ||g||_{H_{\alpha/2}}^2 \leq C ||f||_{W_{\alpha/2}} ||g||_{H_{\alpha/2}}^2.
\end{align*}
\]
Thus, for any $\alpha \in (0, 2)$, we have
\[
\|\sqrt{\rho_\sigma} u_\delta(t)\|_{L^2}^2 \leq C \int_0^t \|u_\delta(s)\|_{L^2}^2 \, ds + C^* \int_0^t \|\rho_\delta(s)\|_{L^2}^2 \, ds. \tag{106}
\]

At this stage in the proof, the (possibly quite large) constant $C^*$ may appear worrisome. But as we will see below, the $\rho_\delta$ equation carries a term of the form $- \int_0^t \|\rho_\delta(s)\|_{L^2}^2 \, ds$. Therefore, by multiplying the entire $\rho_\delta$ equation by $C^*$ and adding the result to (106), we may absorb this bad term.

We now treat the $\rho_\delta$ equation. We obtain
\[
\frac{d}{dt} \int \frac{\rho_\delta^2}{\rho_\sigma} \, dx = \int \frac{2\rho_\delta \partial_t \rho_\delta}{\rho_\sigma} + \rho_\delta^2 \left( \frac{1}{\rho_\sigma} \right) \, dx \\
\leq - \int \rho_\delta \left( \rho_\delta^2 u_\delta + \rho_\delta u_\delta^2 + \rho_\delta u_\delta + \rho_\delta u_\delta^2 \right) \, dx + C \|\rho_\delta\|_{L^2}^2.
\]

Using the fact that
\[
u'' = \frac{1}{2} (\nu \rho_\sigma + \nu_\sigma \rho_\delta) + \Lambda_{\alpha} \rho_\delta,
\]
we write
\[
\int \rho_\delta \nu_\delta' \, dx = \frac{1}{2} \int (\nu \rho_\sigma + \nu_\sigma \rho_\delta) \rho_\delta \, dx + \int |\Lambda_{\alpha/2} \rho_\delta|^2 \, dx.
\]

Therefore
\[
\frac{d}{dt} \left\| \frac{\rho_\delta}{\sqrt{\rho_\sigma}} \right\|_{L^2}^2 \leq - \int \rho_\delta \left( \rho_\delta^2 u_\delta + \rho_\delta u_\delta^2 + \rho_\delta u_\delta + \rho_\delta u_\delta^2 \right) \, dx + C \|\rho_\delta\|_{L^2}^2 \\
= - \int \rho_\delta \frac{\nu_\delta'}{\rho_\sigma} \, dx - \frac{1}{2} \int (\nu \rho_\sigma + \nu_\sigma \rho_\delta) \rho_\delta \, dx - \|\Lambda_{\alpha/2} \rho_\delta\|_{L^2}^2 \\
+ \frac{1}{2} \int \rho_\delta^2 \left( \frac{\nu_\delta'}{\rho_\sigma} \right) \, dx + C \|\rho_\delta\|_{L^2}^2.
\]

So adding up, integrating in time, and multiplying by the constant $C^*$ from (106), we obtain
\[
C^* \left\| \frac{\rho_\delta}{\sqrt{\rho_\sigma}}(t) \right\|_{L^2}^2 \leq C \int_0^t \|u_\delta(s)\|_{L^2}^2 + \|\rho_\delta(s)\|_{L^2}^2 + \|q_\delta(s)\|_{L^2}^2 \, ds - C^* \int_0^t \|\rho_\delta(s)\|_{L^2}^2 \, ds. \tag{107}
\]

Adding this to (106), we obtain
\[
\|\sqrt{\rho_\sigma} u_\delta(t)\|_{L^2}^2 + C^* \left\| \frac{\rho_\delta}{\sqrt{\rho_\sigma}}(t) \right\|_{L^2}^2 \leq C \int_0^t \|u_\delta(s)\|_{L^2}^2 + \|\rho_\delta(s)\|_{L^2}^2 + \|q_\delta(s)\|_{L^2}^2 \, ds. \tag{108}
\]

Finally, we deal with the $q_\delta$ equation.
\[
\frac{d}{dt} \int q_\delta^2 \, dx = - \int u_\delta q_\delta' q_\delta + u_\delta q_\delta q_\delta + 2 \nu' \frac{\nu_\delta}{\rho_\sigma} \rho_\delta q_\delta \, dx \leq C \|u_\delta\|_{L^2}^2 + C \|\rho_\delta\|_{L^2}^2 + C \|q_\delta\|_{L^2}^2. \tag{109}
\]

Integrating and adding to (108), we obtain
\[
\|\sqrt{\rho_\sigma} u_\delta(t)\|_{L^2}^2 + C^* \left\| \frac{\rho_\delta}{\sqrt{\rho_\sigma}}(t) \right\|_{L^2}^2 + \|q_\delta(t)\|_{L^2}^2 \leq C \int_0^t \|u_\delta(s)\|_{L^2}^2 + \|\rho_\delta(s)\|_{L^2}^2 + \|q_\delta(s)\|_{L^2}^2 \, ds. \tag{110}
\]
This proves that $u_\delta$, $\rho_\delta$, and $q_\delta$ are identically zero, thus establishing uniqueness.

6.4. The case of a compactly supported force ($\alpha \neq 1$)

We finally note that, for $\alpha \neq 1$, the construction above gives our solution sufficient regularity so that we can prove that flocking occurs in the special case where $f \equiv 0$ (or when $f$ is compactly supported in time). The key observation is that the velocity field $u$ is $C^\delta$ for all positive time; therefore we can apply the results of [22] (when $\alpha > 1$) and [23] (when $\alpha < 1$) to show the existence of a flocking pair. (Actually, the results of [22] are stated and proved only for the case $\alpha = 1$, but trivial adjustments give the analogous statements and proofs for $\alpha > 1$.) We quote the results of intermediate steps without proof, giving details only for the existence of a flocking state.

First, membership of $u(t)$ in $C^1(\mathbb{T})$, $t > 0$ allows us to prove the estimate
\[
D_\alpha u'(x) \geq \frac{c|u'(x)|^{2+\alpha}}{A(t)^\alpha},
\]
where $A(t)$ denotes the diameter of the velocities, as before, and $c$ is some positive absolute constant. Recall that in section 3.4 we showed that $A(t)$ decays exponentially quickly in time if $f$ is compactly supported. Thus (111) allows us to absorb powers of $u'$ into $D_\alpha u'$ after a finite time. For a proof of (111), see lemma 3.3 in [22] and lemma 2.2 in [23]. The estimate (111) is used to prove that
\[
\|u'(\cdot, t)\|_{L^\infty} \leq C e^{-\delta t},
\]
for some $\delta > 0$; see lemma 3.4 in [22] and lemma 2.3 in [23]. Thus the convergence of $u(t)$ toward the constant $\bar{u}$ (see section 2.3) occurs exponentially quickly in $W^{1,\infty}$ rather than just in $L^\infty$.

Now, in the case where $f$ is compactly supported in time, all of the bounds of section 5 can be taken to be constant bounds. Therefore, for large $t$ (say $t > 1$), $u(t)$ and $\rho(t)$ are uniformly bounded in $C^{1,\gamma_1}$ for some $\gamma_1 > 0$, and $\rho(t)$ is bounded in $W^{1,\infty}$ for all $t$. Defining $\tilde{\rho}(x, t) = \rho(x - \bar{u}, t)$ and writing the density equation in the moving reference frame, we conclude that $\|\tilde{\rho}\|_{L^\infty} \leq C e^{-\delta t}$ on account of the uniform boundedness of $\rho(t)$ in $W^{1,\infty}$ and the estimate (112). It follows that $\tilde{\rho}$ converges in $L^\infty$ to a limiting state $\rho_\infty$. Defining $p(x, t) = \rho_\infty(x - \bar{u})$, this completes the proof of fast flocking in $W^{1,\infty} \times L^\infty$ toward $(\bar{u}, \bar{p})$.

We can conclude flocking in stronger spaces if we are willing to sacrifice the exponential rate of convergence. Since $u(t)$ and $\rho(t)$ are uniformly bounded in $C^{1,\gamma_1}$, we must in fact have convergence in $C^{1,\epsilon} \times C^{1,\epsilon}$ for every $\epsilon \in (0, \gamma_1)$ by compactness and by uniqueness of the limit in $W^{1,\infty} \times L^\infty$.
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