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We present an improved many-body T-matrix theory for partially Bose-Einstein condensed atomic gases by treating the phase fluctuations exactly. The resulting mean-field theory is valid in arbitrary dimensions and able to describe the low-temperature crossover between three, two and one-dimensional Bose gases. When applied to a degenerate two-dimensional atomic hydrogen gas, we obtain a reduction of the three-body recombination rate which compares favorably with experiment. Supplementing the mean-field theory with a renormalization-group approach to treat the critical fluctuations, we also incorporate into the theory the Kosterlitz-Thouless transition that occurs in a homogeneous Bose gas in two dimensions. In particular, we calculate the critical conditions for the Kosterlitz-Thouless phase transition as a function of the microscopic parameters of the theory. The proposed theory is further applied to a trapped one-dimensional Bose gas, where we find good agreement with exact numerical results obtained by solving a nonlinear Langevin field equation.
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I. INTRODUCTION

Low-dimensional Bose gases have recently attracted attention both experimentally and theoretically. The interest in these systems stems from the fact that the physics of low-dimensional systems is fundamentally different from the physics of systems in three dimensions. One and two-dimensional Bose-Einstein condensates have recently been created in the experiment of G"orlitz et al. 1. This was achieved by lowering the mean-field interaction energy in a three-dimensional condensate below the energy splitting of either one or two of the directions of the harmonic trap, to obtain a two-dimensional or one-dimensional condensate, respectively. In a number of other experiments a one-dimensional Bose-Einstein condensate was also created in a 6Li-7Li mixture 2 and on a microchip 3.

Theoretically, low-dimensional Bose gases are particularly interesting due to the enhanced importance of phase fluctuations 4,5. Because of these fluctuations, Bose-Einstein condensation cannot take place in a homogeneous one-dimensional Bose gas at all temperatures and in a homogeneous two-dimensional Bose gas at any nonzero temperature. This is formalized in the Mermin-Wagner-Hohenberg theorem 6,7. Since this theorem is valid only in the thermodynamic limit, it does not apply to trapped Bose gases. Therefore, the question arises whether under certain conditions we are dealing with a true condensate, where the phase is coherent over a distance of the order of the size of the system, or only with a so-called “quasicondensate” 8,9, where the phase is coherent over a distance less than the size of the system 8,9. This is one of the main questions, which we address quantitatively in this paper.

In the successful Popov theory for three-dimensional partially Bose-Einstein condensed gases, the phase fluctuations are taken into account up to the second order around the mean field. In view of the above-mentioned importance of phase fluctuations in lower dimensions, this is insufficient in general and leads to infrared divergences. In previous work by three of us, the phase fluctuations were taken into account exactly 10. The result is a mean-field theory which is free of the infrared divergences in all dimensions. In the present paper, we first review this modified Popov theory and then extend it to the many-body T-matrix theory, by including the effect of the medium on the scattering properties of the atoms in the gas. The present approach improves on previous attempts by Petrov et al. 11 to describe low-dimensional Bose gases by explicitly incorporating also the effect of density fluctuations into the theory. As a result both quantum and thermal depletion of the (quasi)condensate can now be accounted for and the theory is no longer only valid at very low temperatures where the depletion, and therefore the thermal component in the gas, is negligible. Most importantly, we present an equation of state for the low-dimensional Bose gas that is free of infrared divergences and thus valid in any dimension. For a trapped Bose gas this implies that we can determine, for a given number of atoms, the density profile of both the (quasi)condensate and the thermal cloud in the gas for any aspect ratio of the trap. Also the interesting crossover problem from a three-dimensional Bose gas to a one or two-dimensional one, that is presently being explored experimentally 12, can be addressed as well.

In the present paper we first use the modified many-
body T-matrix theory to calculate the one-particle density matrix and determine its off-diagonal long-range order. We also calculate the fractional depletion of the (quasi)condensate at zero temperature in one, two, and three dimensions. Next, we study the two-dimensional homogeneous Bose gas in considerable detail. After having included the phase fluctuations due to vortex pairs by a renormalization group approach, we apply the modified many-body T-matrix theory to perform an ab initio study of the Kosterlitz-Thouless phase transition [13] from the superfluid to the normal state. Since this is a topological phase transition, it cannot be described within mean-field theory. Therefore, we proceed as follows. We first use the modified many-body T-matrix theory to calculate the quasicondensate density and the fugacity of vortices. These results are then used as initial conditions for a Kosterlitz renormalization group calculation. In this manner, we are incorporating critical fluctuations and able to calculate nonuniversal quantities such as the critical temperature for the Kosterlitz-Thouless phase transition as a function of the density and the microscopic parameters of the theory.

Finally, we apply the theory to a trapped one-dimensional Bose gas, where we calculate the density profile at different temperatures. From this we extract the crossover temperature for the appearance of a (quasi)condensate as a function of the interaction strength. We also calculate the behavior of the phase correlation function which determines whether there exists a true condensate or only a quasicondensate. These predictions are compared to exact results based on a stochastic nonlinear field equation for the Bose gas $\hat{\psi}(x)$.

The paper is organized as follows. In Sec. II, we present and discuss the Popov theory and its infrared problems. We also present our modified mean-field theory in the homogeneous limit. In Sec. III, we compare the latter with exact results in one dimension, and with results obtained in the Popov approximation in two and three dimensions. We also calculate the reduction of the three-body recombination rate for a two-dimensional hydrogen gas and compare it to the experiment of Safonov et al. $[12]$. In Sec. IV, we study the Kosterlitz-Thouless phase transition and in Sec. V, we generalize the many-body T-matrix theory to inhomogeneous situations. In particular, we consider then a one-dimensional trapped Bose gas, for which we compare our predictions to numerically exact results. Finally, we conclude and summarize in Sec. VI.

II. MODIFIED POPOV THEORY

In this section, we derive the modified Popov theory by treating the phase fluctuations exactly. We also discuss how to incorporate many-body effects into the theory. Finally, we give additional arguments for the correctness of our approach by using an effective action for the density and phase dynamics in a superfluid system that is known to give exact results in the long-wavelength limit.

A. Phase fluctuations

In order to explain the infrared problems associated with the phase fluctuations of the condensate most clearly, we first treat a homogeneous Bose gas in a box of volume $V$. Later we generalize to the inhomogeneous case. The starting point is the grand-canonical Hamiltonian in second-quantized language

$$H = \int dx \hat{\psi}^\dagger(x) \left[ -\frac{\hbar^2}{2m} \nabla^2 - \mu \right] \hat{\psi}(x) + \frac{1}{2} \int dx \int dx' \hat{\psi}^\dagger(x) \hat{\psi}^\dagger(x') V(x-x') \hat{\psi}(x') \hat{\psi}(x),$$

where $\mu$ is the chemical potential, and $V(x)$ is the atomic two-body interaction potential. The mass of the atoms is denoted by $m$, and $\hat{\psi}^\dagger(x)$ and $\hat{\psi}(x)$ are the usual creation and annihilation field operators, respectively.

In the Bose systems considered here and those realized in experiment, the temperatures are so low that only s-wave scattering is important. Consequently, it is convenient to neglect the momentum dependence of the interatomic interaction and use $V(x-x') = V_0 \delta(x-x')$. In principle this leads to ultraviolet divergences, but these can easily be dealt with, as we show later on. The Hamiltonian then reduces to

$$H = \int dx \hat{\psi}^\dagger(x) \left[ -\frac{\hbar^2}{2m} \nabla^2 - \mu \right] \hat{\psi}(x) + \frac{1}{2} \int dx V_0 \hat{\psi}^\dagger(x) \hat{\psi}^\dagger(x) \hat{\psi}(x) \hat{\psi}(x).$$

In the presence of a Bose-Einstein condensate the annihilation operator is parametrized as

$$\hat{\psi}(x) = \sqrt{n_0} + \hat{\psi}'(x),$$

where $n_0$ is the condensate density and $\hat{\psi}'(x)$ describes the fluctuations. The standard one-loop expressions for the density $n$ and the chemical potential $\mu$ are obtained after a quadratic approximation to the Hamiltonian in Eq. (2), i.e., by neglecting terms that are of third and fourth order in the fluctuations. This yields [11][10]

$$n = n_0 + \frac{1}{V} \sum_k \left[ \frac{\epsilon_k + n_0 V_0 - \hbar \omega_k}{2\hbar \omega_k} + \frac{\epsilon_k + n_0 V_0}{\hbar \omega_k} N(\hbar \omega_k) \right],$$

subject to the constraint that $n_0$ is the condensate density and $\hat{\psi}'(x)$ describes the fluctuations. The standard one-loop expressions for the density $n$ and the chemical potential $\mu$ are obtained after a quadratic approximation to the Hamiltonian in Eq. (2), i.e., by neglecting terms that are of third and fourth order in the fluctuations. This yields [11][10]
\[
\frac{\mu}{V_0} = n_0 + \frac{1}{V} \sum_k \left[ \frac{2\epsilon_k + n_0 V_0}{2\hbar\omega_k} \right. \\
\left. + \frac{2\epsilon_k + n_0 V_0}{\hbar\omega_k} N(\hbar\omega_k) \right], \tag{5}
\]

where \( \hbar\omega_k = (\epsilon_k^2 + 2n_0 V_0 \epsilon_k)^{1/2} \) is the Bogoliubov dispersion relation, \( N(x) = 1/(e^{\beta x} - 1) \) is the Bose-Einstein distribution function, and \( \beta = 1/k_B T \) is the inverse thermal energy.

In agreement with the Mermin-Wagner-Hohenberg theorem, the momentum sums in Eqs. (4) and (5) contain terms that are infrared divergent at all temperatures in one dimension and at any nonzero temperature in two dimensions. The physical reason for these “dangerous” terms is that the above expressions have been derived by taking into account only quadratic fluctuations around the classical result \( n_0 \), i.e., by writing the annihilation operator for the atoms as \( \psi(x) = \sqrt{n_0} + \phi(x) \) and neglecting in the Hamiltonian terms of third and fourth order in \( \phi'(x) \). As a result the phase fluctuations of the condensate give the quadratic contribution \( n_0 \langle \chi(\mathbf{x})\chi(\mathbf{x}) \rangle \) to the right-hand side of the above equations, whereas an exact approach that sums up all the higher-order terms in the expansion would clearly give no contribution at all to these local quantities because \( n_0 (e^{-i\chi(x)}e^{i\chi(x)}) = n_0 (1 + \chi^2 + \chi^4 + \ldots) = 1 \). To correct for this we thus need to subtract the quadratic contribution of the phase fluctuations, which from Eqs. (4) and (5) is seen to be given by

\[
n_0 \langle \chi(\mathbf{x})\chi(\mathbf{x}) \rangle = \frac{1}{V} \sum_k n_0 V_0 \frac{1}{2\hbar\omega_k} \left[ 1 + 2N(\hbar\omega_k) \right]. \tag{6}
\]

As expected, the infrared divergences that occur in the one and two-dimensional cases are removed by performing this subtraction.

After having removed the spurious contributions from the phase fluctuations of the condensate, the resulting expressions turn out to be ultraviolet divergent. These divergences are removed by the standard renormalization of the bare coupling constant \( V_0 \). Apart from a subtraction, this essentially amounts to replacing everywhere the bare two-body potential \( V_0 \) by the two-body T-matrix evaluated at zero initial and final relative momenta and at the energy \(-2\mu\), which we denote from now on by \( T^{2B}(-2\mu) \). It is formally defined by

\[
\frac{1}{T^{2B}(-2\mu)} = \frac{1}{V_0} + \frac{1}{V} \sum_k \frac{1}{2\epsilon_k + 2\mu}. \tag{7}
\]

Note that the energy argument of the T-matrix is \(-2\mu\), because this is precisely the energy it costs to excite two atoms from the condensate \( |\mathbf{1}\rangle \). After renormalization, the density and chemical potential are

\[
n = n_0 + \frac{1}{V} \sum_k \left[ \frac{\epsilon_k - \hbar\omega_k}{2\hbar\omega_k} + \frac{n_0 T^{2B}(-2\mu)}{2\epsilon_k + 2\mu} + \frac{\epsilon_k}{\hbar\omega_k} N(\hbar\omega_k) \right], \tag{8}
\]

\[
\mu = (2n - n_0)T^{2B}(-2\mu) = (2n' + n_0)T^{2B}(-2\mu), \tag{9}
\]

where \( n' = n - n_0 \) represents the depletion of the condensate due to quantum and thermal fluctuations and the Bogoliubov quasiparticle dispersion now equals \( \hbar\omega_k = (\epsilon_k^2 + 2n_0 T^{2B}(-2\mu) \epsilon_k)^{1/2} \). The most important feature of Eqs. (8) and (9) is that they contain no infrared and ultraviolet divergences and therefore can be applied in any dimension and at all temperatures, even if no condensate exists.

Note that Eq. (8) is also ultraviolet divergent. The ultraviolet divergences are removed by the same renormalization of the bare interaction \( V_0 \) and the final result is

\[
\langle \chi(\mathbf{x})\chi(\mathbf{x}) \rangle = \frac{T^{2B}(-2\mu)}{V} \sum_k \left[ \frac{1}{2\hbar\omega_k} \left[ 1 + 2N(\hbar\omega_k) \right] - \frac{1}{2\epsilon_k + 2\mu} \right]. \tag{10}
\]

We will return to the physics of this important expression in Sec. II C below.

### B. Many-body T-matrix

In the previous section, we presented the modified Popov theory that takes the phase fluctuations into account exactly. The final results in Eqs. (6), (8), and (10) involve the two-body T-matrix. The two-body T-matrix takes into account successive two-body scattering processes in vacuum. However, it neglects the many-body effects of the surrounding gas. In order to take this into account as well, we must use the many-body T-matrix instead of the two-body T-matrix in Eqs. (6), (8), and (10). Many-body effects have been shown to be appreciable in three dimensions only very close to the transition temperature \( T_{c} \), but turn out to be much more important in one and two dimensions \( \gamma \). Since the effects of the medium on the scattering properties of the atoms is only important at relatively high temperatures, we can apply a Hartree-Fock approximation to obtain for the many-body T-matrix

\[
T^{MB}(-2\mu) = T^{2B}(-2\mu) \times \left[ 1 + T^{2B}(-2\mu) \frac{1}{V} \sum_k \frac{N(\epsilon_k + n_0 T^{MB}(-2\mu))}{\epsilon_k + \mu} \right]^{-1}. \tag{11}
\]
The situation is in fact slightly more complicated because we actually have two coupling constants in the equation for the chemical potential, which is the homogeneous version of the Gross-Pitaevskii equation. When two atoms in the condensate collide at zero momentum, they both require an energy $\mu$ to be excited from the condensate, and thus the coupling is evaluated at $-2\mu$. This is the coupling that multiplies $n_0$ in the Gross-Pitaevskii equation. On the other hand, the coupling that multiplies $n'$ in the Gross-Pitaevskii equation involves one condensate atom and one atom in the thermal cloud, so that this coupling should now be evaluated at $-\mu$. The equation for the chemical potential thus becomes

$$
\mu = 2n'T_{\text{MB}}(-\mu) + n_0T_{\text{MB}}(-2\mu).
$$

(12)

Note that the existence of two different many-body coupling constants for the interatomic interactions has previously been discussed by Proukakis et al. [20]. (See however also Ref. [21].) This leads these authors to the so-called G1-theory, which is qualitatively somewhat similar to Eq. (12) but differs in detail.

### C. Long-wavelength physics

We have given physical arguments for how to identify and subtract the contribution to Eqs. (3) and (4) from the phase fluctuations of the condensate. At this point, we would like to give a somewhat more rigorous field-theoretical argument. The Euclidean action that corresponds to the Hamiltonian in Eq. (4) is

$$
S[\psi^*, \psi] = \int_0^{\beta} d\tau \int dx \psi^* \left[ \frac{\hbar}{2} \frac{\partial^2 \psi}{\partial \tau^2} - \frac{\hbar^2}{4m} \nabla^2 - \mu \right] \psi 
$$

$$
- \frac{1}{2} \int_0^{\beta} d\tau \int dx V_0 |\psi|^4.
$$

(13)

If we substitute $\psi(x, \tau) = \sqrt{n + \delta n(x, \tau)} e^{i\chi(x, \tau)}$ into Eq. (13), we obtain the action

$$
S[\delta n, \chi] = \int_0^{\beta} d\tau \int dx \left[ \frac{\hbar}{2} \frac{\partial \delta n}{\partial \tau} - \frac{\hbar^2}{4m} \nabla^2 \right] \delta n
$$

$$
+ i\hbar (n + \delta n) \frac{\partial \chi}{\partial \tau} + \frac{\hbar^2}{2m} n (\nabla \chi)^2
$$

$$
+ \frac{1}{2} \delta n \left( \frac{\hbar^2}{2mn} \nabla^2 + V_0 \right) \delta n.
$$

(14)

Here, $n$ is the average total density of the gas and $\delta n(x, \tau)$ represents the fluctuations. At zero temperature, this action is exact in the long-wavelength limit, if $(\hbar^2 k^2/2mn + V_0)$ is replaced by $\chi_{nn}(k)$, where $\chi_{nn}(k)$ is the exact static density-density correlation function.

By using the classical equation of motion to eliminate the phase $\chi(x, \tau)$, we obtain the following action for the density fluctuations $\delta n(x, \tau)$:

$$
S[\delta n] = \int_0^{\beta} d\tau \int dx \left[ - \frac{m}{n} \frac{\partial \delta n}{\partial \tau} \nabla^2 \left( \frac{\partial \delta n}{\partial \tau} \right) + \frac{1}{2} \delta n \chi_{nn}^{-1}(-i\nabla) \delta n \right].
$$

(15)

The density fluctuations are therefore determined by

$$
\langle \delta n(x)\delta n(x') \rangle = \frac{1}{V} \sum_{\omega_k} \frac{nc_k}{\beta} \left( \frac{1}{(\hbar \omega_n)^2 + (\hbar \omega_n)^2} \right)
$$

$$
\times e^{i\omega(x-x')},
$$

(16)

where $\omega_n = 2\pi n/\hbar \beta$ are the even Matsubara frequencies and $\hbar \omega_k = \sqrt{n\epsilon_k/\chi_{nn}(k)}$. Summing over these Matsubara frequencies, we obtain

$$
\langle \delta n(x)\delta n(x') \rangle = \frac{1}{V} \sum_k \frac{nc_k}{\hbar \omega_k} \left[ 1 + 2N(\hbar \omega_k) \right]
$$

$$
\times e^{i\omega(x-x')}.
$$

(17)

Similarly, by using the classical equation of motion for $\delta n(x, \tau)$, we obtain from Eq. (14) the following action for the phase fluctuations:

$$
S[\chi] = \int_0^{\beta} d\tau \int dx \left[ \frac{\hbar^2}{2m} \frac{\partial \chi}{\partial \tau} \nabla \chi \left( -i\nabla \frac{\partial \chi}{\partial \tau} \right) \right]
$$

$$
+ \frac{\hbar^2}{2m} \nabla^2 \chi
$$

(18)

From this action, it is straightforward to calculate the propagator for the field $\chi(x, \tau)$ and thereby the correlation function $\langle \chi(x)\chi(x') \rangle$. The result is

$$
\langle \chi(x)\chi(x') \rangle = \frac{1}{V} \sum_k \frac{1}{\chi_{nn}(k)} \frac{1}{2\hbar \omega_k} \left[ 1 + 2N(\hbar \omega_k) \right]
$$

$$
\times e^{i\omega(x-x')}.
$$

(19)

Setting $x' = x$, we recover Eq. (14) in the long-wavelength limit, if we use $\chi_{nn}(k) \approx 1/T_{\text{MB}}(-2\mu)$ for the static density-density correlation function in that limit. It is important to mention that Eq. (19) is often used for the short-wavelength part of the phase fluctuations as well [22]. This is, however, incorrect because it contains ultraviolet divergences due to the fact that the above procedure neglects interaction terms between density and phase fluctuations that are only irrelevant at large wavelengths. The correct short-wavelength behavior is given in Eq. (19).

### III. COMPARISON WITH POPOV THEORY

We proceed to compare predictions based on Eqs. (3), (4), and (10) with exact results in one dimension and results based on the Popov theory in two and three dimensions. We consider only the homogeneous case here and discuss the inhomogeneous Bose gas in Sec. [1].


A. One dimension

To understand the physical meaning of the quantity \( n_0 \) in Eqs. (3) and (4), i.e., whether it is the quasicondensate density or the true condensate density, we must determine the off-diagonal long-range behavior of the one-particle density matrix. Because this is a nonlocal property of the Bose gas, the phase fluctuations contribute and we find in the large-\( |x| \) limit

\[
\langle \hat{\psi}^\dagger (x) \hat{\psi} (0) \rangle \simeq n_0 (e^{-\frac{1}{2} (\chi(x)-\chi(0))}) = n_0 e^{-\frac{1}{2} (\chi(x)-\chi(0))^2} .
\]

Using Eq. (10), we obtain for the exponent in Eq. (20)

\[
\langle \chi(x) - \chi(0) \rangle^2 = \frac{T_{MB}(-2\mu)}{V} \sum_k \left[ \frac{1}{\hbar \omega_k} [1 + 2N(\hbar \omega_k)] - \frac{1}{\epsilon_k + \mu} \right] \times [1 - \cos (k \cdot x)] .
\]

Writing the sum over wave vectors \( \mathbf{k} \) as an integral, the phase fluctuations at zero temperature can be written as

\[
\langle \chi(x) - \chi(0) \rangle^2 = \frac{1}{2\pi n_0 \xi} \int_0^\infty dk \frac{1 - \cos (kx)}{k^2 + 1} ,
\]

where \( \xi = \hbar / [4m n_0 T_{MB}(-2\mu)]^{1/2} \) is the correlation length. Note that we have used that \( T_{MB}(-2\mu) = T_{2B}(-2\mu) \) at zero temperature and that the chemical potential, as we show shortly, is to a good approximation equal to \( n_0 T_{2B}(-2\mu) \). The integration can be performed analytically and the result is

\[
\langle \chi(x) - \chi(0) \rangle^2 = \frac{1}{2\pi n_0 \xi} \int_0^\infty dk \frac{1 - \cos (kx)}{k^2 + 1} = \frac{1}{2\pi n_0 \xi} \left[ \frac{\pi x}{2\xi} F_2(1/2; 1, 3/2; x^2/4\xi^2) - \frac{x^2}{2\xi^2} F_3(1, 1; 3/2, 3/2, 2x^2/4\xi^2) \right] ,
\]

where \( F_j(\alpha_1, \alpha_2, ... \alpha_j; \beta_1, \beta_2, ... \beta_j; x) \) are hypergeometric functions. In the limit \( |x| \to \infty \), Eq. (21) reduces to

\[
\langle \chi(x) - \chi(0) \rangle^2 \simeq \frac{1}{2\pi n_0 \xi} \log (x/\xi) .
\]

Using Eq. (24) we find that the one-particle density matrix behaves for \( |x| \to \infty \) as

\[
\langle \hat{\psi}^\dagger (x) \hat{\psi} (0) \rangle \simeq \frac{n_0}{(x/\xi)^{1/4\pi n_0 \xi}} .
\]

A few remarks are in order. First, the asymptotic behavior of the one-particle density matrix at zero temperature proves that the gas is not Bose-Einstein condensed and that \( n_0 \) should be identified with the quasicondensate density. Second, in the weakly-interacting limit \( 4\pi n_0 \xi \gg 1 \) the depletion is small, so that, to first approximation, we can use \( n_0 \simeq n \) in the exponent \( \eta = 1/4\pi n_0 \xi \). Indeed, from Eqs. (3) and (4) we obtain the following expression for the fractional depletion of the quasicondensate

\[
\frac{n - n_0}{n} = \frac{1}{4\pi n_0 \xi} \left( \sqrt{\frac{\pi}{4\pi n_0 \xi}} - 1 \right) .
\]

We see that the expansion parameter is \( 1/4\pi n_0 \xi \) and, therefore, that the depletion is very small. Keeping this in mind, Eq. (22) is in complete agreement with the exact result obtained by Haldane [22]. Note that our theory cannot describe the strongly-interacting case \( 4\pi n_0 \xi \ll 1 \), where the one-dimensional Bose gas behaves as a Tonks gas [23, 24].

Finally, our results show that at a nonzero temperature the phase fluctuations increase as \( \langle \chi(x) - \chi(0) \rangle^2 \propto |x| \) for large distances, and thus that the off-diagonal one-particle density matrix vanishes exponentially. Hence, at nonzero temperatures not even a quasicondensate exists and we have to use the equation of state for the normal state to describe the gas, i.e.,

\[
n = \frac{1}{\sqrt{\pi}} \sum_k N(\epsilon_k + \hbar \Sigma - \mu) ,
\]

where the Hartree-Fock self-energy satisfies

\[
\hbar \Sigma = 2n T_{MB}(\hbar \Sigma) ,
\]

and the many-body T-matrix obeys

\[
T_{MB}(\hbar \Sigma) = T_{2B}(\hbar \Sigma) \times \left[ 1 + T_{2B}(\hbar \Sigma) \frac{1}{\sqrt{\pi}} \sum_k N(\epsilon_k + \hbar \Sigma - \mu) \right]^{-1} ,
\]

Note that the last three equations for the description of the normal phase of the Bose gas are again valid for an arbitrary number of dimensions.

B. Two dimensions

In analogy with Eq. (22), we obtain for the phase fluctuations in two dimensions at zero temperature

\[
\langle \chi(x) - \chi(0) \rangle^2 = \frac{1}{2\pi^2 n_0 \xi} \int_0^\infty dk \frac{1 - \cos (kx)}{\sqrt{k^2 + 1}^4} ,
\]

Therefore we now find in the limit \( |x| \to \infty \) that

\[
\langle \hat{\psi}^\dagger (x) \hat{\psi} (0) \rangle = n_0
\]

and \( n_0 \) is clearly the condensate density of the gas. However, at nonzero temperatures the correlation function behaves as
\begin{equation}
\langle \hat{\psi}^\dagger(x) \hat{\psi}(0) \rangle \simeq \frac{n_0}{(x/\xi)^{1/n_0 \Lambda^2}} , \tag{32}
\end{equation}

where \( \Lambda = \sqrt{2\pi \hbar^2 / mk_BT} \) is the thermal de Broglie wavelength and \( n_0 \) corresponds again to the quasicondensate density. At zero temperature, the fractional depletion of the condensate in the Popov approximation was first calculated by Schick \[22\]. He obtained

\begin{equation}
\frac{n - n_0}{n} = \frac{1}{4\pi} T^{2B}(-2\mu) , \tag{33}
\end{equation}

where the chemical potential satisfies \( \mu = nT^{2B}(-2\mu) \). The corresponding result based on Eqs. \[3\] and \[4\] is

\begin{equation}
\frac{n - n_0}{n} = \frac{1}{4\pi} (1 - \ln 2) T^{2B}(-2\mu) , \tag{34}
\end{equation}

where \( \mu \) now satisfies Eq. \[3\]. In two dimensions, the depletion predicted by the Popov theory is thus too large by a factor of approximately 3.

In a number of applications, we need to calculate many-body correlators. For instance, in order to calculate how a quasicondensate modifies the completion predicted by the Popov theory is thus too large by a factor of approximately 3.

In a number of applications, we need to calculate many-body correlators. For instance, in order to calculate how a quasicondensate modifies the completion predicted by the Popov theory is thus too large by a factor of approximately 3.

The normal average is given by \( \langle \hat{\psi}^\dagger(x) \hat{\psi}(x) \hat{\psi}(x) \hat{\psi}(x) \rangle \) = \( n'_n + n_0 (\chi(x) \chi(x)) \) and the anomalous average obeys \( \langle \hat{\psi}^\dagger(x) \hat{\psi}(x) \hat{\psi}(x) \hat{\psi}(x) \rangle = -n_0 (\chi(x) \chi(x)) \), as we have seen. Using this, Eq. \[35\] can then be written as

\begin{equation}
\langle \hat{\psi}^\dagger(x) \hat{\psi}(x) \hat{\psi}(x) \hat{\psi}(x) \rangle = n_0^2 + n_0 [2\chi(x) \chi(x)] + 3\chi(x) \chi(x)] + 4n_0 [1 + \chi(x) \chi(x)] n' + 2(n')^2 . \tag{36}
\end{equation}

Writing the correlator in this form, we explicitly see that the infrared divergences are due to spurious contributions from the phase fluctuations. Removing them, we obtain for the renormalized correlator

\begin{equation}
K^{(2)}_R(T) = \frac{1}{2n^2} \left[ n_0^2 + 4n_0n' + 2(n')^2 \right] . \tag{37}
\end{equation}

We would like to point out that critical fluctuations are not treated within our mean-field theory. This is of course essential in the study of the Kosterlitz-Thouless phase transition and we return to this issue in Sec. \[IV\]. However, an example of a physical observable where phase fluctuations are not important, is the three-body recombination rate constant. We are at this point, therefore, already in the position to determine the reduction of the three-body recombination rate constant due to the presence of a quasicondensate. This can be expressed as \[22\]

\begin{equation}
\frac{L^N}{L(T)} \simeq \left\{ \left[ \frac{T^{2B}(-2\mu)}{T^{2B}(-2\hbar \Sigma)} \right]^{6} K^{(3)}_R(T) \right\}^{-1} \tag{38}
\end{equation}

where \( L^N \) is the recombination rate constant in the normal phase, which is essentially independent of temperature, and the self-energy satisfies \( \hbar \Sigma = 2nT^{2B}(-\hbar \Sigma) \). The renormalized three-body correlator

\begin{equation}
K^{(3)}_R(T) = \frac{1}{6n^3} \left[ n_0^3 + 9n_0^2 n' + 18n_0(n')^2 + 6(n')^3 \right] \tag{39}
\end{equation}

is obtained from the expression for the correlation function \( \langle \hat{\psi}^\dagger(x) \hat{\psi}^\dagger(x) \hat{\psi}(x) \hat{\psi}(x) \hat{\psi}(x) \rangle \) by removing, as before, the spurious contributions from the phase fluctuations. Moreover, in two dimensions the T-matrix depends logarithmically on the chemical potential as

\begin{equation}
T^{2B}(-2\mu) = \frac{4\pi \hbar^2}{m} \frac{1}{\ln(2\hbar^2 / \mu a^2)} . \tag{40}
\end{equation}

where \( a \) is the two-dimensional s-wave scattering length. In the case of atomic hydrogen adsorbed on a superfluid helium film, the scattering length was found to be \( a = 2.4a_0 \) \[26\] where \( a_0 \) is the Bohr radius. However, there is some uncertainty in this number because the hydrogen wave function perpendicular to the helium surface is not known very accurately. In order to compare with experiment, we may therefore allow \( a \) to vary somewhat.

In Fig. \[1\] we show the reduction of the three-body recombination rate as a function of the density at a fixed temperature \( T = 190 \text{ mK} \) for three different values of \( a \). As can clearly be seen from Fig. \[1\] the reduction of the three-body recombination rate is very sensitive to the value of \( a \). What is most important at this point is that high densities our calculation shows that the reduction of the recombination rate is much larger than the factor of 6 predicted by Kagan \emph{et al.} \[27\]. Such large reduction rates are indeed observed experimentally \[13\]. A direct comparison, however, between the results of our theory and the measurements of Safonov \emph{et al.} cannot be made here, since the density and temperature of the adsorbed hydrogen gas were not measured directly, but inferred from the properties of the three-dimensional buffer gas. Because this procedure requires knowledge of the equation of state
of the two-dimensional Bose gas absorbed on the superfluid helium film, the raw experimental data needs to be reanalyzed with the theory presented in this paper. We can, however, compare the density at which the recombination rate starts to deviate considerably from the result in the normal state. For the temperature of \( T = 190 \) mK, where most of the experimental data is taken, this is at a density of about \( 1.0 \times 10^{13} \) cm\(^{-2} \), which is in excellent agreement with experiment. In view of this and the above mentioned problems we thus conclude that our results present a compelling theoretical explanation of the experimental findings.

C. Three dimensions

The Popov theory has been very successful in describing the properties of dilute three-dimensional trapped Bose gases. It is therefore important to check that an exact treatment of the phase fluctuations leads at most to small changes in the predictions for the three-dimensional case.

At zero temperature, the fractional depletion within the Popov theory was first calculated by Lee and Yang [28] and is given by

\[
\frac{n - n_0}{n} = \frac{8}{3} \sqrt{\frac{na^3}{\pi}}, \quad (41)
\]

where \( a \) is the s-wave scattering length and we have used

\[
T^{2B}(-2\mu) = \frac{4\pi a h^2}{m}. \quad (42)
\]

The result that follows from Eqs. (8) and (43) is

\[
\frac{n - n_0}{n} = \left( \frac{32}{3} - 2\sqrt{2\pi} \right) \sqrt{\frac{na^3}{\pi}}. \quad (43)
\]

The fractional depletion is approximately 2/3 of the value obtained from the Popov theory. It turns out that this is the largest change in the condensate depletion, since the effects of phase fluctuations decrease with increasing temperature. The critical temperature \( T_{BEC} \) is found by taking the limit \( n_0 \rightarrow 0 \) in Eqs. (8) and (43). These expressions then reduce to the same expressions for the density and chemical potential as in the Popov theory. This implies that our critical temperature for Bose-Einstein condensation coincides with that obtained in Popov theory, i.e., the ideal gas result

\[
T_{BEC} = \frac{2\pi \hbar^2}{mk_B} \left[ \zeta \left( \frac{\hbar^2}{m} \right) \right]^{2/3}, \quad (44)
\]

where \( \zeta \left( \frac{1}{2} \right) \simeq 2.612 \).

IV. KOSTERLITZ-THOULESS PHASE TRANSITION

In the previous section, we have compared our results using the modified many-body T-matrix theory with established results in one, two, and three dimensions in the Popov approximation. Due to the mean-field nature of the modified many-body T-matrix theory, the Kosterlitz-Thouless transition is absent and a nontrivial solution of the equation of state exists even if the superfluid density \( n_s \) obeys \( n_s \Lambda^2 < 4 \). In this section, we correct for this by explicitly including the effects of vortex pairs in the phase fluctuations. The idea is to use the modified many-body T-matrix theory to determine the initial values of the superfluid density and the vortex fugacity, and to carry out a renormalization-group calculation to find the fully renormalized values of these quantities. In this manner we can for example calculate the critical temperature \( T_c \) for the Kosterlitz-Thouless transition given the scattering length \( a \) and density \( n \).

Let us for completeness first briefly sketch the derivation of the renormalization group equations for the superfluid density and the vortex fugacity [29]. Consider the velocity field of a vortex where the core is centered at the positions \( x_i \), which we for simplicity take to lie on a lattice with an area of the unit cell equal to \( \Omega \). By rotating the velocity field by ninety degrees we can map it onto the electric field of a point charge in two dimensions. Since the total energy in both systems is proportional to the square of the field integrated over space, there is complete analogy between a system of vortices and a two-dimensional Coulomb gas. This analogy is very useful and we will take advantage of it in the following. The total vorticity corresponds to the total charge of the Coulomb gas. For the analogous two-dimensional neutral Coulomb gas on a square lattice, the partition function can be written as

\[
Z = \sum_{\{x_i, n_i\}} e^{-\beta \left( \sum_{i<j} V(x_i-x_j)n_i n_j - E_c \sum_i n_i^2 \right)}, \quad (45)
\]

where \( V(x_i-x_j) = -2\pi \hbar^2 n_s \ln(|x_i - x_j|/\xi)/m \) is the Coulomb interaction between two unit point charges in two dimensions, \( n_s \) is the superfluid density, and \( E_c \) is the energy associated with the spontaneous creation of a charge, i.e., it is the core energy of the vortices. The summation is over all possible configurations of charges \( n_i \) at positions \( x_i \) on the lattice. The partition function can be rewritten in a field-theoretic fashion in terms of the electrostatic potential \( \phi(x) \) and the fugacity \( y = e^{-\beta E_c} \) as

\[
Z = \sum_{\{x_i, n_i\}} \int \mathcal{D}\phi e^{-\int dx \left( \frac{1}{2} \nabla \phi(x)^2 + \int dx \frac{1}{2} K \nabla^2 \phi(x)^2 \right)} \times e^{-i\beta \sum_i n_i \phi(x_i)} y^{\sum_i n_i^2}. \quad (46)
\]
where $K' = (2\pi)^2 m/h^2 k_B T n_s$. In the limit where $y \ll 1$, the charge density is very low, and thus only $n_j = 0, \pm 1$ contribute to the partition function. We can then write

$$Z \simeq \int D\phi e^{-\int dx \frac{1}{2} K'(\nabla \phi)^2} \prod_j \left[ 1 + y \exp(i\beta \phi(x_j)) + y \exp(-i\beta \phi(x_j)) + \ldots \right]$$

$$\simeq \int D\phi e^{-\int dx \left[ \frac{1}{2} K'(\nabla \phi)^2 - g \cos(\beta \phi) \right]} , \quad (47)$$

where $g = 2y/\Omega$. It is convenient to introduce a dimensionless dielectric constant $K$ that is related to $K'$ by

$$K = \frac{\beta^2}{4\pi^2} K' = n_s \Lambda^2 / 2\pi$$

where $\Lambda$ is the thermal wavelength.

The renormalization group equations for $K$, which is thus proportional to the superfluid density, and the fugacity $y$ can now be obtained by performing the usual momentum-shell integrations. For the Sine-Gordon model derived in Eq. (47), this results in

$$\frac{dK^{-1}(l)}{dl} = 4\pi^3 y^2(l) + O(y^3) , \quad (48)$$

$$\frac{dy(l)}{dl} = [2 - \pi K(l)] y(l) + O(y^2) . \quad (49)$$

The renormalization group equations to leading order in the variables $K(l)$ and $y(l)$ were first obtained by Kosterlitz \cite{30}, while the next-to-leading order terms were derived by Amit et al. \cite{31}. The flow equations are not significantly changed by including the higher-order corrections and we do not include them in the following.

The renormalization group equations (48) and (49) can be solved analytically by separation of variables and the solution is

$$y^2(l) - \frac{1}{2\pi^3} \left[ \frac{2}{K(l)} + \pi \log(K(l)) \right] = C , \quad (50)$$

where the integration constant $C$ is determined by the initial conditions. For the critical trajectory it can be calculated by evaluating the left-hand side at the fixed point $(y(\infty), K(\infty)) = (0, 2/\pi)$. In this manner, we find $C = \log(\pi/2) - 1/2\pi^2 \simeq -0.0278$. In Fig. 3 we show the flow of the Kosterlitz renormalization group equations. There is a line of fixed points $y(\infty) = 0$ and $K(\infty) > 0$. The fixed point $(y(\infty), K(\infty)) = (0, 2/\pi)$ corresponds to the critical condition for the Kosterlitz-Thouless transition, where the vortices start to unbind and superfluidity disappears. Physically this can be understood from the fact that below the transition the fugacity renormalizes to zero, which implies that at the largest length scales single vortices cannot be created by thermal fluctuations. They are therefore forced to occur in pairs.

The initial conditions for the renormalization group equations are

$$K(0) = \frac{\hbar^2 n_0}{m k_B T} , \quad (51)$$

$$y(0) = e^{-\beta E_c} , \quad (52)$$

where $n_0$ is the quasicondensate density and $E_c$ is the core energy of a vortex. Both are obtained from the modified many-body $T$-matrix theory considered previously. Writing the order parameter for a vortex configuration as $\psi_0(x) = \sqrt{m\rho(x/\xi)} e^{i\vartheta}$, where $\vartheta$ is the azimuthal angle, the core energy of a vortex follows from the Gross-Pitaevskii energy functional. It reads

$$E_c = \frac{\hbar^2}{2m n_0 \pi} \int_0^\infty dx \left[ (1 - f^2)^2 + 2 \left( \frac{df}{dx} \right)^2 \right] . \quad (53)$$

The dimensionless integral was evaluated by Minnhagen and Nylén, and takes the value 1.56 \cite{32}.

Using the solution to the flow equations (50) and the initial conditions, we can calculate the temperature for the Kosterlitz-Thouless transition given the scattering length $a$ and the density of the system. In the following, we consider again atomic hydrogen. In Fig. 4 we show the critical temperature as a function of density for $a = 2.4a_0$. We see that the critical temperature is essentially proportional to the density of the system. This can be seen in more detail in Fig. 5 where we plot $n\Lambda^2$ as a function of $n$. It is clear from this figure that $n\Lambda^2$ indeed changes only slightly over the density range considered.

To understand the physics of the calculation better, we show in Fig. 6 the quasicondensate fraction $n_0/n$ following from the many-body $T$-matrix theory as a function of temperature for a total density $n = 1.25 \times 10^{13}$ cm$^{-2}$. In addition, we show the superfluid density $n_s$ as calculated from the renormalization-group procedure explained previously. The Kosterlitz-Thouless transition takes place when $n_s$ lies on the line given by $n_s \Lambda^2 = 4$. Noticing that the left-hand side of Eq. (22) is a function of $n_0 \Lambda^2$ only and solving the equation with respect to $n_0 \Lambda^2$ using the value of $C$ at the transition, we obtain the condition $n_0 \Lambda^2 \simeq 6.65$ for the Kosterlitz-Thouless transition. It is therefore also seen in Fig. 6 that the Kosterlitz-Thouless transition takes place when the line given by $n_0 \Lambda^2 \simeq 6.65$ intersects with the curve for $n_0$.

V. TRAPPED BOSE GASES

In this section, we generalize the theory presented in Secs. II and III to inhomogeneous Bose gases. We also apply the results to a trapped one-dimensional Bose gas. We start by generalizing our previous expressions for the total density, Eq. (6), and the phase fluctuations, Eq. (10), to the inhomogeneous case. To do so we first consider the Gross-Pitaevskii equation.
\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + V^{\text{ext}}(x) + T^{\text{MB}}(-2\mu(x))|^2 \right] \psi_0(x) = \psi_0(x), \quad (54)
\]

determined by solving the Bogoliubov-de Gennes equations
\[
\hbar \omega_j u_j(x) = \left[ \frac{\hbar^2}{2m} \nabla^2 + V^{\text{HF}}(x) - \mu \right] u_j(x) + T^{\text{MB}}(-2\mu(x))n_0(x)u_j(x), \quad (55)
\]
\[
-h \omega_j v_j(x) = \left[ \frac{\hbar^2}{2m} \nabla^2 + V^{\text{HF}}(x) - \mu \right] v_j(x) + T^{\text{MB}}(-2\mu(x))n_0(x)v_j(x), \quad (56)
\]
where \(n_0(x) = |\psi_0(x)|^2\) and the Hartree-Fock potential \(V^{\text{HF}}(x)\) is given by
\[
V^{\text{HF}}(x) = V^{\text{ext}}(x) + T^{\text{MB}}(-2\mu(x))n'(x) + 2T^{\text{MB}}(-2\mu(x))n_0(x). \quad (57)
\]

The functions \(u_j\) and \(v_j\) are the usual Bogoliubov particle and hole amplitudes respectively, which are chosen to be real here. In some cases, for instance when \(\psi_0\) describes a vortex, we cannot choose these amplitudes real and our equations are easily generalized to incorporate that fact.

In terms of the Bogoliubov amplitudes, the expression for the total density in Eq. (8) reads
\[
n(x) = n_0(x) + \sum_j \left[ (u_j(x) + v_j(x))^2 N(h \omega_j) + v_j(x)v_j(x) + u_j(x) \right] + \frac{T^{\text{MB}}(-2\mu(x))n_0(x)}{2\epsilon_j + 2\mu(x)}(\phi_j(x))^2 \right]. \quad (58)
\]

Here, \(\phi_j\) is the large-\(j\) or high-energy limit of \(u_j\) which can be obtained by neglecting the interaction terms in Eq. (53), namely
\[
\epsilon_j \phi_j(x) = \left( \frac{\hbar^2}{2m} \nabla^2 + V^{\text{ext}}(x) - \mu \right) \phi_j(x). \quad (59)
\]

In the large-\(j\) limit, we also have
\[
v_j(x) = -\frac{T^{\text{MB}}(-2\mu(x))n_0(x)}{2\epsilon_j} \phi_j(x). \quad (60)
\]

It is clear that the expression of Eq. (53) for the total density is ultraviolet finite since the second and third term cancel each other in the large-\(j\) limit.

Finally, the phase fluctuations in the trapped case are determined by \(\langle \chi(x)\bar{\chi}(x') \rangle\) which is given by
\[
\langle \chi(x)\bar{\chi}(x') \rangle = \sum_j \frac{1}{2} \left[ u_j(x')v_j(x) [1 + 2N(h \omega_j)] + \frac{T^{\text{MB}}(-2\mu(x))n_0(x)}{2\epsilon_j + 2\mu(x)} \phi_j(x) \phi_j(x') \right]. \quad (61)
\]

In particular the normalized form of the off-diagonal one-particle density matrix of Eq. (20) becomes for large distances \(|x - x'|\) equal to
\[
g^{(1)}(x, x') = \exp \left(-\langle \chi(x) - \chi(x') \rangle^2 / 2 \right). \quad (62)
\]

### A. Density profiles

We are now ready to calculate the total density profile by solving Eqs. (54) and (63) self-consistently. In the remainder of the paper, we restrict ourselves to one-dimensional harmonic traps with, therefore,
\[
V^{\text{ext}}(z) = \frac{1}{2} m \omega_z^2 z^2. \quad (63)
\]

For simplicity we use the local-density approximation, which allows us to calculate the densities directly using the many-body generalization of Eq. (8), and Eq. (12). In Fig. 6 the total density profile is shown at four different values of the temperature. For the four different temperatures each of the four curves is composed of two parts. The first part near the center of the trap represents the superfluid part of the gas and contains the (quasi)condensate. The other part consists only of the noncondensed atoms. The small discontinuity between the two parts is caused by the use of two different equations of state for the superfluid and thermal phases of the gas. In the following we call the position of the discontinuity the temperature-dependent Thomas-Fermi radius of the (quasi)condensate. For distances below the discontinuity we use the above-mentioned equations, while for distances above the discontinuity, we simply use
\[
n(z) = \int_{-\infty}^{\infty} \frac{dk}{2\pi} N \left( \epsilon_k + m \omega_z^2 z^2 / 2 \right)
+ 2nT^{\text{MB}}(-h \Sigma(z) - \mu). \quad (64)
\]

For all these curves \(\mu = 30 \hbar \omega_z\). The remaining parameters used here are those of the experiment of Görlitz et al. [1]. In particular, we have used $^{23}\text{Na}$ in the trap with $\omega_z = 2\pi \times 3.5 \text{ rad/sec}, l_z = \sqrt{\hbar/m \omega_z} \approx 1.12 \times 10^{-4}\text{m}$. The three-dimensional s-wave scattering length is $a \approx$
2.75 nm which is related to the one-dimensional scattering length \( \kappa^{-1} \) defined by \( T^2 \rightarrow (-2\mu) = 4\pi \hbar^2 / m \). For harmonic confinement, we have \( \kappa = a / 2\pi l_z^2 \), where \( l_z \) is the harmonic oscillator length of the axially symmetric trap in the direction perpendicular to the \( z \)-axis. We have used \( \omega_z = 2\pi \times 360 \text{ rad/sec} \) and \( l_z = \sqrt{\hbar / m \omega_z} \approx 1.10 \times 10^{-4} \text{m} \).

As expected, the temperature-dependent Thomas-Fermi radius decreases with increasing the temperature. At the temperature when this radius vanishes the one-dimensional system reaches the crossover temperature for the formation of a (quasi)condensate. We have calculated this crossover temperature for different values of the scattering length at a constant value of the number of atoms, the latter being fixed by adjusting the chemical potential. In Fig. 6, we show the result of this calculation, and plot the crossover temperature \( T_{QCD} \) and the chemical potential against the scattering length. The inset in Fig. 7 shows that on a double logarithmic scale the temperature \( T_{QCD} \) is clearly not a straight line indicating that the relation between \( T_{QCD} \) and \( \kappa \) is not a simple power law and may contain logarithmic dependence. It is shown in Ref. [33] that for \( a = 0 \), the transition temperature \( T_{QCD} \) should satisfy \( T_{QCD} = N \hbar \omega_z / k_B \ln (2N) \), where \( N \) is the number of atoms. In the case of Fig. 7 we have \( N = 950 \), which leads to \( T_{QCD} \approx 164T_0 \) for an ideal gas. Of course, this limit is not obtained in Fig. 6 because our calculation is based on a local-density approximation, which will always break down for sufficiently small values of \( \kappa \).

On the other hand, the curve for the chemical potential becomes almost a straight line on a double logarithmic scale. A calculation of the slope of this line shows that the slope starts at a value slightly larger than 2/3 at the lower end of the curve and saturates at this value near the upper end. The value 2/3 is what we expect, since in the Thomas-Fermi limit it is easy to show that \( \mu = (3\pi / \sqrt{2})^2 / (N\kappa)^{2/3} \hbar \omega_z \approx 3.5(N\kappa)^{2/3} \hbar \omega_z \). Calculating similar curves for different values of \( N \) we actually find numerically that \( \mu \approx 3.2(N\kappa)^{2/3} \hbar \omega_z \).

\section*{B. Phase fluctuations}

The aim of this section is to calculate the normalized off-diagonal density matrix given by Eq. (12). This function expresses the coherence in the system. It is calculated by solving the Bogoliubov-de Gennes equations in Eqs. (55) and (56) using the density profile calculated in the previous subsection. Specifically from the (quasi)condensate density profile \( n_0 \), we determine a temperature-dependent Thomas-Fermi radius. This radius is then used to calculate the phase fluctuations at that specified temperature in the following manner.

We start by employing the following scaling: lengths are scaled to the trap length \( l_z = (\hbar / m \omega_z)^{1/2} \), frequencies to \( \omega_z \), energies to \( \hbar \omega_z \), and densities to \( 4\pi / l_z \). With this scaling, the Bogoliubov-de Gennes equations take the dimensionless form

\[\omega_j u_j = \left( -\frac{1}{2} \frac{d^2}{dz^2} + \frac{1}{2} z^2 - \mu + 2\kappa n_0 \right) u_j - \kappa n_0 v_j , \quad (65)\]

\[\omega_j v_j = \left( -\frac{1}{2} \frac{d^2}{dz^2} + \frac{1}{2} z^2 - \mu + 2\kappa n_0 \right) v_j - \kappa n_0 u_j . \quad (66)\]

Using the same scaling, the Gross-Pitaevskii equation takes the form

\[\left[ -\frac{1}{2} \frac{d^2}{dz^2} + \frac{1}{2} z^2 - \mu + \kappa(n_0 + 2n') \right] \sqrt{n_0} = 0 . \quad (67)\]

Next we define \( F_j(z) = u_j(z) + v_j(z) \) and \( G_j(z) = u_j(z) - v_j(z) \), and derive from Eqs. (65) and (66) two equations for \( F_j(z) \) and \( G_j(z) \), namely

\[\frac{d^4 F}{dz^4} - 2(f + g) \frac{d^2 F}{dz^2} - 4 \frac{dg}{dz} \frac{dF}{dz} = 0 , \quad (68)\]

\[\frac{d^4 G}{dz^4} - 2(f + g) \frac{d^2 G}{dz^2} - 4 \frac{df}{dz} \frac{dG}{dz} = 0 \quad (69)\]

where the functions \( f(z) \) and \( g(z) \) are given by

\[f = \frac{1}{2} z^2 + 2\kappa n_0 - \mu + \kappa n_0 , \quad (70)\]

\[g = \frac{1}{2} z^2 + 2\kappa n_0 - \mu - \kappa n_0 . \quad (71)\]

For our purposes we can use the Thomas-Fermi approximation which neglects the derivative term in Eq. (65). Hence

\[\left[ \frac{1}{2} z^2 - \mu + \kappa(n_0 + 2n') \right] \sqrt{n_0} = 0 . \quad (72)\]

In this limit, the functions \( f(z) \) and \( g(z) \) are given by \( f(z) = 2\kappa n_0(z) \) and \( g(z) = 0 \). In the Thomas-Fermi approximation, we substitute these values for \( f(z) \) and \( g(z) \) into Eqs. (65) and (66) and neglect the fourth-order derivative terms. These Equations thus take the form

\[\kappa n_0 \frac{dF_j^2}{dz^2} + \omega_j^2 F_j = 0 , \quad (73)\]

\[\frac{d^2(\kappa n_0 G_j)}{dz^2} + \omega_j^2 G_j = 0 . \quad (74)\]

In Ref. [34], it was shown that \( \sqrt{n_0} G_j(z) \) corresponds to density fluctuations and \( F_j(z) / \sqrt{n_0} \) corresponds to phase fluctuations in the hydrodynamic approach [33]. We therefore define the function \( h_j(z) \)
\[ h_j = \sqrt{\kappa_0 G_j} = F_j / \sqrt{\kappa_0} . \]  

Substituting this back in Eqs. (73) and (74) both equations reduce to a single equation for \( h_j(z) \), namely

\[ \kappa_0 \frac{d^2 h_j}{dz^2} + \kappa \frac{dn_0}{dz} \frac{dh_j}{dz} + \omega_j^2 h_j = 0 . \]

This equation can finally be simplified using the Thomas-Fermi expression for \( \kappa_0(z) \) from Eq. (72), namely \( \kappa_0(z) \approx \mu - z^2/2 \) where \( \mu = \mu - 2\kappa n(0) \). Note that we have made the approximation that we take \( n'(z) \) to be equal to its value at the center, namely \( n'(0) \). This approximation is justified in view of the fact that the presence of the condensate repels the atoms from the noncondensate atoms from the center of the trap. This is also supported by a numerical solution of Eqs. (8) and (12), where we find that \( n'(z) \ll n_0(z) \), except at the Thomas-Fermi radius where they become of the same order. Moreover, the slope of \( n'(z) \) is small for distances close to the center. Thus, the last equation becomes

\[ (1 - y^2) \frac{d^2 h_j}{dy^2}(y) - 2y \frac{dh_j}{dy}(y) + 2\omega_j^2 h_j(y) = 0 , \]

where \( y = z/R_{TF}(T) \) and \( R_{TF}(T) = \sqrt{2\mu(T)} \) is the Thomas-Fermi radius.

In the following, we reinstate the units. Interestingly, Eq. (77) is the Legendre equation with the Legendre polynomials as solutions:

\[ h_j(z) = P_j(z/R_{TF}) = P_j(y) , \]

where the energy eigenvalues are

\[ \hbar\omega_j = \sqrt{\frac{j(j+1)}{2}} \hbar\omega_z , \quad j = 0, 1, 2, \ldots . \]

The normalization condition for the Bogoliubov amplitudes is

\[ \int_{-R_{TF}}^{R_{TF}} dz \left[ |u_j|^2(z) - |v_j|^2(z) \right] = 1 , \]

which leads to

\[ F_j(z) = \frac{1}{\sqrt{R_{TF}}} \sqrt{\frac{(j + 1/2)\mu'}{\hbar\omega_j}} \sqrt{1 - y^2} P_j(y) , \]

\[ G_j(z) = \frac{1}{\sqrt{R_{TF}}} \sqrt{\frac{(j + 1/2)\hbar\omega_j}{\mu'}} \frac{1}{\sqrt{1 - y^2}} P_j(y) . \]

These expressions are in agreement with those obtained in Ref. 38. Consequently, we find

\[ u_j(z) = \frac{1}{2} \left( A_j \sqrt{1 - y^2} + \frac{B_j}{\sqrt{1 - y^2}} \right) P_j(y) , \]

\[ v_j(z) = \frac{1}{2} \left( A_j \sqrt{1 - y^2} - \frac{B_j}{\sqrt{1 - y^2}} \right) P_j(y) , \]

where

\[ A_j = \frac{1}{\sqrt{R_{TF}}} \sqrt{\frac{(j + 1/2)\mu'}{\hbar\omega_j}} \]

\[ B_j = \frac{1}{\sqrt{R_{TF}}} \sqrt{\frac{(j + 1/2)\hbar\omega_j}{\mu'}} . \]

The expression for the phase fluctuations in Eq. (61) now reads, after neglect of the quantum contribution,

\[ \langle [\hat{\chi}(z) - \hat{\chi}(z')]^2 \rangle = \frac{4\pi \kappa l^3}{R_{TF}} \sum_{j=0} N(\hbar\omega_j) \left\{ A_j^2 \left[ P_j(y) - P_j(y') \right]^2 - B_j^2 \left[ \frac{P_j(y)}{1 - y^2} - \frac{P_j(y')}{1 - y'^2} \right]^2 \right\} . \]

It should be noted that the first term in this sum, \( j = 0 \), does not diverge as one might think at first instance. It actually vanishes and the sum can start from \( j = 1 \). Physically, this is a result of the fact that the global phase does not influence the phase fluctuations.

For the four values of temperature used in Fig. 6, we insert the corresponding \( R_{TF}(T) \) in Eq. (77) to calculate the phase correlation function \( g^{(1)}(0, z) \). In Fig. 6, we plot this quantity and we see that at sufficiently low temperatures the phase correlation function decreases only slightly over the condensate size. This indicates that a true condensate can exist at sufficiently low temperatures for interacting trapped one-dimensional Bose gases.

C. Comparison with exact results

We next compare the above results to predictions based on a Langevin field equation for the order parameter of a trapped, one-dimensional condensate in contact with a three-dimensional Bose gas that acts as a “heat bath”. Such a situation can be created experimentally in a magnetically trapped three-dimensional system, by using a laser beam to provide and additional optical potential along two of the directions. The laser beam then needs to be focused such that the motion of the system freezes out along these directions. The gas in the potential “dimple” provided by the laser then indeed becomes an effectively one-dimensional condensate, in contact with the three-dimensional thermal cloud in the magnetic trap, which acts as its heat bath. The dynamics of the order parameter is governed in this case by [14,37].
In Fig. 9 we compare the Langevin densities, for the same temperatures used in Figs. 6 and 8. Of course, the time must be sufficiently large so that the gas has relaxed to thermal equilibrium. The Langevin model describes the pumping of the one-dimensional condensate from the surrounding thermal cloud, and \( \eta(z,t) \) corresponds to the associated noise with Gaussian correlations. Both these quantities depend on the onedimensional Keldysh self-energy \( \hbar \Sigma^K(z) \), as discussed in detail in Ref. [37]. For our purposes, we only need that

\[
iR(z,t) = -\frac{\beta}{4} \hbar \Sigma^K(z)
\]

where the external trapping potential in the weakly-confined direction \( V^\text{ext}(z) \) is again given in Eq. (63) and \( \mu \) is the effective chemical potential of the one-dimensional system. The one-dimensional coupling constant \( g \) is related to \( \kappa \) by \( g = 4\pi \kappa \hbar^2/m \). Physically, the function \( iR(z,t) \) describes the pumping of the one-dimensional condensate from the surrounding thermal cloud, and \( \eta(z,t) \) corresponds to the associated noise with Gaussian correlations. These two quantities depend on the one-dimensional Keldysh self-energy \( \hbar \Sigma^K(z) \), as discussed in detail in Ref. [37]. For our purposes, we only need that

\[
iR(z,t) = -\frac{\beta}{4} \hbar \Sigma^K(z)
\]

where \( \langle ... \rangle \) denotes averaging over the realizations of the noise \( \eta(z,t) \). The numerical techniques employed are discussed in Ref. [37], where it was also shown that with the last two expressions, the trapped gas relaxes to the correct equilibrium, as ensured by the fluctuation-dissipation theorem. To simplify the numerics, the non-condensed part in the dimple is here allowed to relax to the “classical” value \( N(\epsilon) = [\beta(\epsilon - \mu)]^{-1} \), and the comparison to the previous mean-field predictions is therefore carried out by making the same approximation in the calculation of both \( n_0(z) \) and \( n'(z) \). The normalized first-order correlation function at equal time \( g^{(1)}(0,z) \) corresponding to the previously computed phase correlation function, is calculated via numerical autocorrelation measurements, i.e.,

\[
g^{(1)}(0,z,t) = \frac{\langle \Phi^\ast(0,t)\Phi(z,t) \rangle}{\sqrt{\langle \Phi(0,t)\Phi(0,t) \rangle \langle \Phi(z,t)\Phi(z,t) \rangle}}
\]

where the brackets again denote averaging over the different realizations of the noise. Of course, the time \( t \) must be sufficiently large so that the gas has relaxed to thermal equilibrium and \( g^{(1)}(0,z,t) \) is independent of time.

In Figs. 9 and 10, we show the comparison of the many-body T-matrix theory to the above Langevin calculations, for the same temperatures used in Figs. 6 and 8. In Fig. 9 we compare the Langevin densities \( \langle |\Phi(z,t)|^2 \rangle \) to our classical mean-field density \( n(z) \). This yields excellent agreement at low temperatures, except for a small region around the discontinuity in the mean-field theory, which can be understood from the fact that the local-density approximation always fails in a small region near the edge of the Thomas-Fermi radius. As expected, this region increases with increasing temperature. For \( T = 50 \) nK, Fig. 9 further shows the deviation of the “classical” prediction of our mean-field theory from the “quantum” one calculated previously in Sec. VI A and displayed in Fig. 6. Finally, Fig. 10 shows the corresponding phase correlation functions as a function of position. Here we also find very good agreement in the entire temperature range. Note that the phase correlation functions are essentially indistinguishable for both classical and quantum treatments of the thermal cloud.

It is interesting to note that the Langevin method yields continuous curves at the expense of computational time, due to the large number of independent runs that are required to reduce the statistical error. However, the Langevin method enables also a direct calculation of the time-dependent correlation properties via temporal autocorrelation measurements. Results of such studies, which are of the interest for the physics of an atom laser, will be presented in a separate publication [38].

Finally, it is worth mentioning again that in obtaining our analytical expressions for the phase fluctuations and the density in sections II and V, we have used the many-body T-matrix for the interatomic interactions. As mentioned in section II B the many-body effects are important in one and two dimensions. To appreciate this importance, we recalculate the density profiles and phase fluctuations using the two-body T-matrix. Thus for distances below \( R_{TF} \) the differences are due to Eq. (29), whereas for distances above \( R_{TF} \) they are a result of Eq. (24). In Figs. 11 and 12 it is clearly seen that the inclusion of many-body effects has led to a better agreement with the exact Langevin results. Moreover, the many-body corrections become more pronounced at higher temperatures. In Fig. 13 we show how the renormalized interatomic interaction strength \( T_{MB}^{-1}(-2\mu(z)) \) depends on position. We notice that the effects of this renormalization becomes most significant near the edge of the condensate and for temperatures closer to the transition temperature, as expected from the results of Refs. [38, 39].

VI. CONCLUSIONS

The Popov theory suffers from infrared divergences in the equation of state at all temperatures in one dimension and at any nonzero temperature in two dimensions. These infrared divergences can be traced to an inaccurate treatment of the phase fluctuations. We have proposed a new mean-field theory for dilute Bose gases, in which the phase fluctuations are treated exactly. We have also used this to arrive at an improved many-body T-matrix theory. The resulting equation of state is free of infrared divergences and the theory can thus be applied in any...
dimension. Our modified many-body $T$-matrix theory is capable of reproducing exact results in one dimension and the results in three dimensions are to a large extent the same as those predicted by Popov theory. We have used the theory to calculate the reduction of the recombination rate of a spin-polarized two-dimensional hydrogen system. Comparing our calculated rate with the observed values we found reasonable agreement, although more work is required to make a detailed comparison.

We have also applied the theory to the Kosterlitz-Thouless phase transition. The modified many-body $T$-matrix theory is used to calculate initial conditions for the superfluid density and the fugacity of the vortices in a renormalization group calculation that incorporates the physics of vortex pairs. We have calculated the critical temperature for a fixed value of the $s$-wave scattering length as a function of density, and it was found that $T_c$ increases almost linearly with density. More precisely we have obtained $n a_s^2 \approx 7$. We believe that this result gives a lower bound on the critical temperature, since the Kosterlitz-Thouless renormalization group equations do not include quantum effects, which in principle affect nonuniversal quantities.

The modified many-body $T$-matrix theory was also applied to calculate density profiles and phase correlation functions of a one-dimensional trapped Bose gas for a variety of temperatures. At very low temperatures, the phase correlation function was found to decrease only very slightly over the size of the system, indicating that the equilibrium state contains a true condensate. At larger temperatures, it decreases faster, and the gas now contains only a quasicondensate. In future work, we will look in detail at this and also at the full crossover problem between one, two, and three dimensions. Finally, the densities and phase correlation functions predicted by our mean-field theory for various temperatures were compared to the corresponding predictions of a nonlinear Langevin field equation, which gives numerically exact results. The agreement was found to be very good for the entire temperature range studied.
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FIG. 1. Reduction of the three-body recombination rate as a function of the density for a temperature of $T = 190$ mK and three different values of the scattering length. The dotted line corresponds to $a = 2.4a_0$, the long-dashed line to $a = 1.2a_0$, and the dashed line to $a = 0.6a_0$, respectively.

FIG. 2. Renormalization group flow for the coupling constants $y$ and $K$. These curves are given by Eq. (50) for different values of $C$. 
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FIG. 3. The critical temperature for the Kosterlitz-Thouless transition as a function of the density for spin-polarized atomic hydrogen with $a = 2.4a_0$.

FIG. 4. The critical degeneracy parameter $n\Lambda_c^2$ as a function of the density for spin-polarized atomic hydrogen with $a = 2.4a_0$. 
FIG. 5. Quasicondensate density \( n_0 \) (solid curve) and superfluid density \( n_s \) (long dashed curve) as a function of temperature. Also plotted are the Kosterlitz-Thouless condition \( n_s \Lambda^2 = 4 \) (dotted line) and the condition \( n_0 \Lambda^2 = 6.65 \) (dashed line). The Kosterlitz-Thouless transition takes place when the dashed line intersects the solid curve. At the intersection point the long-dashed curve reaches the dotted line.

FIG. 6. Density profile of a trapped one-dimensional Bose gas at four different temperatures. The quantities \( l_z \) and \( \kappa \) are defined in the text.
FIG. 7. The crossover temperature $T_{QC}$ is shown with the solid curve, and the chemical potential at this temperature is shown with the dashed curve, both as a function of the coupling constant. The temperature is scaled to $T_0 = h^2/\mu k_B l_z^2$. The inset shows the same curves on a double logarithmic scale.

FIG. 8. Normalized first-order (phase) correlation function as a function of position for different temperatures.
FIG. 9. Comparison of the mean-field densities profiles (solid curves) to numerical solutions of the Langevin equation in Eq. (88) (noisy curves). All the above curves are calculated using the classical approximation of the Bose-Einstein distribution function. For the $T = 50$ nK case we have also plotted the corresponding density calculated using the full Bose-Einstein distribution function (dashed curve) in order to show the difference between the classical and quantum mean-field approximations.

FIG. 10. Comparison of the normalized first-order (phase) correlation functions calculated using the present mean-field approach, given by the solid curves, and the numerical solution of the noisy Langevin equation in Eq. (88) shown with the noisy curves.
FIG. 11. Study of the many-body renormalization effects on the density profiles. The exact results are also shown with the noisy curves.

FIG. 12. Study of the many-body renormalization effects on the phase correlation function. The exact results are also shown with the noisy curves.
FIG. 13. The many-body T-matrix $T^{MB}$ as a function of the distance from the center of the trap, for four different temperatures.