FedDICE: A ransomware spread detection in a distributed integrated clinical environment using federated learning and SDN based mitigation
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Abstract. An integrated clinical environment (ICE) enables the connection and coordination of the internet of medical things around the care of patients in hospitals. However, ransomware attacks and their spread on hospital infrastructures, including ICE, are rising. Often the adversaries are targeting multiple hospitals with the same ransomware attacks. These attacks are detected by using machine learning algorithms. But the challenge is devising the anti-ransomware learning mechanisms and services under the following conditions: (1) provide immunity to other hospitals if one of them got the attack, (2) hospitals are usually distributed over geographical locations, and (3) direct data sharing is avoided due to privacy concerns. In this regard, this paper presents a federated distributed integrated clinical environment, aka. FedDICE. FedDICE integrates federated learning (FL), which is privacy-preserving learning, to SDN-oriented security architecture to enable collaborative learning, detection, and mitigation of ransomware attacks. We demonstrate the importance of FedDICE in a collaborative environment with up to four hospitals and four popular ransomware families, namely WannaCry, Petya, BadRabbit, and PowerGhost. Our results find that in both IID and non-IID data setups, FedDICE achieves the centralized baseline performance that needs direct data sharing for detection. However, as a trade-off to data privacy, FedDICE observes overhead in the anti-ransomware model training, e.g., 28\times for the logistic regression model. Besides, FedDICE utilizes SDN’s dynamic network programmability feature to remove the infected devices in ICE.

1 Introduction

The latest advancement of computing paradigms and communications is influencing the revolution of many heterogeneous scenarios. Healthcare is one of the most relevant due to its impact on human well-being. Nowadays, hospitals are adapting their operating theaters and infrastructure with new paradigms, for example, the Internet of Medical Things (IoMT) \cite{12}, and Medical Cyber-Physical Systems (MCPS) \cite{31}, to enable open coordination and interoperability of heterogeneous medical devices (e.g., data logging device) and applications (e.g., clinical decision making). These infrastructures are called Integrated Clinical Environments (ICE) \cite{14} and hold the promise of providing innovative and optimized ways to monitor, diagnose, and treat patients. Moreover, ICE enables a holistic view of the ongoing condition of a patient and improves the patient’s data collection system by creating the IoMT and MCPS around the care of patients. Refer to Fig. 1(a) for the ICE functional architecture.

However, hospitals, including their ICEs, are under cyberattacks. We have been witnessing how hospitals are impacted by multiple types of cyberattacks that expose sensitive data or disrupt critical tasks such as surgeries or treatments \cite{27}. This problem is greatly influenced by having medical devices or computers without enough—or obsolete—cybersecurity mechanisms and connection to the internet. In this context, from current hospitals to the next generation equipped with ICE, the expected healthcare evolution will aggravate the situation because ICE devices have not been designed to satisfy security requirements, and consequently, are vulnerable to cyberattacks such as ransomware.

Ransomware cyberattacks deserve special attention from the research community as they are skyrocketing during this COVID-19 pandemic period in healthcare \cite{22,16}. For example, it is increased by 45\% since November 2020 \cite{11}. However, they are not new events. They accounted for 85\% of all malware, and more than 70\% of attacks confirmed data disclosure based on Verizon in 2018 \cite{34}. In January 2018, the Hancock Health Hospital (US) paid attackers $55,000 to unlock systems following a ransomware infection \cite{7}. Considering all, it is evident that without addressing ransomware attacks impacting clinical scenarios, we cannot achieve the benefits of ICE in healthcare.
For ransomware detection, various mechanisms have been developed. But, the traditional cybersecurity mechanisms based on signatures, e.g., SIDS [18], and rule-based static policies, e.g., traditional policy-based detection in software-defined networks (SDN), are no longer suitable for detecting new ransomware families that have not been seen before or use encrypted communications. To solve this drawback, a vast number of solutions based on machine learning (ML) and deep learning (DL) have been proposed [17]. However, ML/DL requires sufficient ransomware data for training and testing its algorithms. Moreover, data should have a good quality [35], for example, all targeted classes (e.g., ransomware families) to enabling better ML/DL learning on their features.

Unfortunately, it is not easy to find all required ransomware data in one hospital’s ICE environment, as one hospital might not suffer from all ransomware families. Thus there is a need for collaboration among hospitals. The straightforward way is to collect the ransomware data directly from the multiple hospital’s ICE and perform machine learning. This approach is called centralized learning (CL). The challenge here is data privacy since the data from ICE is privacy critical as it can contain patients’ health data and can expose the hospitals’ internal ICE networks to others (refer to section 3.1 for details). Also, privacy in ICE is recommended by NIST (NIST RISK MANAGEMENT FRAMEWORK, supra note 57, at v) frameworks [2]. Thus hospitals are reluctant to collaborate with direct data sharing. Besides, the hospitals (ICEs) are separated and located at different geo-locations making the raw data sharing difficult.

Overall, a collaborative healthcare framework is needed, where several hospitals (ICEs) work together to create a powerful anti-ransomware model with data privacy. As the collaborative framework has multiple ICEs (hospitals) located in different places, it is called distributed ICE (DICE). Each participating hospital with its local ICE environment can share its locally trained anti-ransomware models instead of raw ransomware data in DICE. They can use those shared models in two ways; (i) use individually, and (ii) aggregate models to form one global model. The former is not preferred because it is a burden to the hospitals as they need to keep, manage, and update these multiple models received from multiple hospitals with time.

In this regard, federated learning (FL) is a suitable candidate. FL aggregates the multiple models to form one global model and updates it with time by considering data privacy in a distributed machine learning. Thus this paper integrates FL to DICE, and the integrated framework is called FedDICE. In ransomware attack scenarios, its spread is one of the major concerns in the connected environment [4] such as ICE. So, the FedDICE is investigated by focusing on the detection and mitigation of ransomware spread. Specifically, this work presents the performance of FL in ransomware spread detection considering four popular families, namely WannaCry, Petya, BadRabbit and PowerGhost. This is not known yet despite FL’s widespread use in other healthcare scenarios, such as diagnosing medical conditions from medical imaging like MRI scans and X-rays [33,29]. For the mitigation of the attacks in ICE, SDN policies are applied to separate the ransomware-infected system/device from the network.

For convenience, we list our overall contributions based on the research question (RQ) in the following:

**RQ1 Need of a collaborative framework in ransomware spread detection:** We study how the models trained on one ransomware family, we call singly-trained models, perform over other ransomware families. Our results demonstrate that the singly-trained models are not effective in general in detecting different ransomware. Thus collaboration is required if all ransomware data is not available at one hospital. Refer to section 6.5 for details.

**RQ2 Security architecture of FedDICE:** We present a security architecture of FedDICE for the model development, detection, and mitigation of ransomware spread. The architecture is based on the SDN functionalities and components. Refer to section 5 for details.

**RQ3 Performance of FedDICE over centralized learning:** This is an important research question highlighting the importance of the FL paradigm in DICE, i.e., FedDICE, both from the requirements and performance sides in ransomware spread detection. Our studies demonstrate that FL achieves the baseline performance, i.e., centralized learning, under both the IID and the non-IID ransomware data distribution in FedDICE. Moreover, FL is even better than centralized learning in some cases. Thus one can avoid using privacy-unfriendly centralized learning. Besides, our results show that a simple model such as logistic regression performs well in ransomware spread detection in our setup. Refer to section 6.5 for details.

**RQ4 Mitigation of the ransomware spread:** As the mitigation of ransomware threat is equally important as its detection, we implement policy-based mitigation in the SDN-managed FedDICE. Refer to section 7 for details.

2 Background

This section provides background on the various techniques and frameworks that we are using in this paper. This includes the ICE framework, DICE framework, centralized and federated learning.
In DICE, each hospital has its local ICE with components such as external interface (EI), SDN and ICE controller (SICon), and medical device interface (MDI). The locally trained machine learning models (MLM) can be shared with the supernode, which also has an SDN controller (SNCon).

2.1 ICE framework

ICE consists of multiple medical and non-medical equipment (including IoMT), their connections, and control systems designed to enable a patient-centric infrastructure. To standardize the ICE framework for interoperability, the American Society for Testing and Materials (ASTM) states a high-level architecture for ICE [14]. The proposed framework is depicted in Fig. 1(a). The framework enables the internal and external medical or relevant devices to connect to the system via ICE equipment interface and external interface, respectively. All the devices/equipment are connected in a network, and it is managed and monitored by ICE network controller. Thus, it has access to the network flow information of the devices in the ICE network. Such information is stored in data logger for forensic analysis. For SDN-based infrastructure, the SDN controller is kept at the same layer of the ICE network controller, and they operate collaboratively. The medical applications run on the ICE supervisor platform. These applications use the data generated by medical devices for medical decisions, in which the devices are operated on the patient, and the clinician makes the decision.

2.2 DICE framework

DICE is formed by connecting multiple ICE via a trusted party, called supernode. The supernode is connected through the external interface of each ICE. It has some computing power and is responsible only for enabling collaboration among the participating ICOs. A supernode can have an SDN controller to help with the routing of packets between hospitals. Supernode acts only following the commands from the participating ICOs. By default, neither it interferes with the decisions made by the local SDN controller (at each hospital) for its local ICE, nor it sees/collect or transfers data of the connected ICE without their approvals. Fig. 1(b) illustrates an example scenario of DICE where three different hospitals at different regions are connected via a supernode to collaborating by sharing their local inferences for the improvement of their local ICE network security. Overall, DICE is better than a single standalone ICE for various aspects, including improved security via knowledge sharing (e.g., models), data sharing, and resource management.

DICE specific requirements: This work is related to the security and privacy of DICE; thus, we further explore and list its requirements in the following:

1. Distributed computing: The underlying structure of the DICE framework has distributed resources, including computation. Thus, the computations, including ML/AI anti-ransomware model training/testing and data pre-processing, are required to do in the local resources of ICOs. Moreover, the distributed computing enables reliability by localizing the possibility of the system failure, e.g., limiting fault to the local ICE, add scalability by allowing more ICOs to the framework, and faster computations due to distributed computing capability.

Fig. 1: (a) An ICE framework by ASTM Standard F2671-2009 [14], and (b) an example scenario of DICE with three hospitals.
2. **Local control:** The local ICEs belong to independent hospitals, so the control over their local network and SDN policies execution must remain within. The outsider (e.g., supernode) can only facilitate them to route and share model, data, and knowledge for overall benefit but only with their consent.

3. **Collaborative approach:** DICE needs a collaborative approach to solve various issues, including security. For example, the participating ICEs can share their knowledge on detecting some ransomware to alert or improve the detection capability of other ICEs. Also, this approach enables better MI/AI threat detection model training by providing access to more data types.

4. **Privacy:** Privacy is another important requirement demanded by regulations (e.g., General Data Protection Regulation of Europe [13] and NIST [2]) and users. In DICE, the information shared between the ICEs of different organizations needs to be protected; the approach should be privacy-by-design and privacy-by-default.

### 2.3 Centralized learning and federated learning

In centralized learning, data is collected to a central repository, and the analyst directly accesses those repositories to undertake machine learning training and inferences. In other words, this approach follows the data-to-model paradigm. This approach is not a privacy-preserving approach if the data is sensitive because analysts/researchers can directly access it. Fig. 2(a) illustrates centralized learning.

Federated learning [19,23,33] follows the model-to-data paradigm in which the model is sent to the clients (e.g., hospitals) to train/test instead of taking data out from those clients for the machine learning. Precisely, the model training/testing proceeds as follows: Let $W_t$ be the model parameters at time instance $t$ at the server. It is broadcast to all $N$ participating clients. Afterward, each client $i$ trains the model on their local data, and the locally trained model $W_{i,t}$, for $i \in \{1, 2, \ldots, N\}$, is sent back to the server. Then the server aggregates the model, for example by weighted averaging, to form the global model $W_{t+1} = \sum_i \frac{n_i}{n} W_{i,t}$, where $n_i$ and $n$ are the number of samples at client $i$ and the total number of samples considering all clients. This process continues till the model converges. Fig. 2(b) illustrates FL with three clients. As data always kept with the clients and the raw data is never seen by the analyst/server, FL provides privacy-by-design and privacy-by-default.

### 3 Motivation of FedDICE for the ransomware spread detection

DICE enables collaboration among multiple hospitals to detect ransomware spread synergetically. In addition, FL enables all the DICE-specific requirements as listed in Section 2.2. This way, the integration of FL to DICE, which is forming FedDICE, is well motivated. Further, we elaborate on the two main reasons related to privacy and computation in the following.

#### 3.1 Network flow dataset and its risk

Our dataset uses the network flow (netflow) format of CISCO. The fields include start time, source IP, Destination IP, total packets, total load, and source inter-packet arrival time [1]. Netflow is a protocol for collecting, aggregating, and recording traffic flow data in a network, gives you deep network visibility.
Netflow data of critical infrastructure such as ICE are sensitive. Adversaries can plan for an efficient attack in a network by gathering deep network information from the netflow data of the network. For example, (i) finding a bottleneck of the network can identify the possible target point for the attacker to craft a denial of service attack, and (ii) finding the specific traffic patterns makes it easy for filtering attacks (blocking those traffic in the network). Consequently, a hospital does not want to share their netflow data with outsiders in DICE if raw ransomware data sharing is required. Works have been done to obfuscate the data in network flow [28][36]. However, the sanitized data either decreases data quality for machine learning or poses some risk of leakage. The best option is not to share the (netflow) data in the first place but allow the machine learning inference. This is done by integrating FL in DICE, i.e., via FedDICE. Besides, FL enables privacy-by-design and privacy-by-default mechanisms, and it is compliant with data protection regulations such as GDPR [13].

3.2 Distributed Computation

The DICE formed by the collaboration of multiple hospitals (ICEs) is distributed and can be spread out to different geo-locations. DICE can leverage the advantages of distributed computing, including horizontal scaling of the network elements, fault tolerance, low latency, and distributed computational requirements. Being a distributed ML approach, FL enables all the benefits of the distributed computation to DICE. Thus FedDICE is promising for ransomware spread detection.

4 Threat scenario

The threats in DICE can be ICE layer-specific, such as a compromised supervisor in the supervisory layer, malicious or infected devices, and malicious SDN network applications in the controller layer [10]. As the primary threat is usually due to the infected devices in an ICE, we consider only this threat scenario in this paper. In this scenario, firstly, a device is infected by a certain ransomware type. Then the ransomware spreads over the network to infect other devices/systems, including patient health monitoring devices and database servers, within the (local) ICE framework. During the development of the anti-ransomware model collaboratively in DICE, we assume that all participating hospitals are honest-but-curious parties. They behave as per our expectation but are only interested in inferring more on data of other hospitals. Also, they do not maliciously behave to alter or affect the anti-ransomware model training/testing process. We also assume that all the participating hospitals have the same network infrastructure and architecture in our studies for simplicity.

5 Proposed security architecture of FedDICE

Considering the threat scenario, we present a security architecture of FedDICE driven by SDN for the detection and mitigation of ransomware spread. This is an answer to RQ2. The architecture is depicted in Fig. 3 and it accounts for FedDICE with N hospital ICEs. The major components and their functions in the architecture are presented in the following.
1. **Manager**: Manager is a software module present in the supernode. It has a collection of scripts that will be executed to manage FedDICE. The manager runs as a northbound application and interacts with the supernode SDN controller through its northbound application programming interface. It maintains communication with the local (leaf) SDN controller agent. Specifically, the manager performs the following tasks: (a) maintains communication with the agents running on the local SDN controllers and the central learning node, (b) transforms the parser output to a more readable format for other software modules, (c) based on the central learning node feedback, the manager can create policies that can be installed in the policy repository maintained by the evaluation engine – a system administrator can also install such policies in the policy repository – and (d) conveys central learning node decisions to the enforcer module, and enforces appropriate flow rules in the data plane devices.

2. **Evaluation Engine**: An evaluation engine is used to evaluate incoming network traffic against the relevant security policy expressions. Following the evaluation, the manager determines the flow rules, which are then conveyed to the enforcer module. This module also maintains a policy database. Our policy database is a simple JSON file; for example, refer to Fig. 6(b).

3. **Agents**: Our security architecture uses agents, which are mainly northbound applications, to transfer information between the SDN Controllers. In some cases, they can be a separate application, which only utilises the controller information. This approach helps to build an application that can be used with a heterogeneous controller. The agents are running on each local SDN controller. Moreover, there are two agents: PbSA and Fed agents. PbSA is a policy-based security application running on the top of the local SDN controller. Firstly, it mirrors all the incoming packet information and formats them for machine learning purposes. This module also stores the formatted packet information in a local repository. The Fed agent (federated machine agent) uses the local storage’s raw data to build the local anti-malware model. Later it coordinates with the manager via parser to forward the local model and receive the global model. The global model is used to detect ransomware spread in local ICEs.

4. **Enforcer**: We have modified the data plane devices and introduced an enforcer module. The enforcer module fetches the required information for the agents from the south-bound interface connected to the switches. It enables to enforcing flow rules obtained from the manager and applies the policies at the switching hardware.

5. **Central Learning Node**: Central learning node is present in the supernode, and it is responsible for the aggregation of the anti-ransomware models received from the local ICEs during federated learning. The node also forms policies considering the aggregated models.

Now we briefly discuss how the overall security components work together in FedDICE. Firstly, each local ICE fed agent regularly trains and updates its anti-ransomware ML model through FL. These models are used as policies in our approach. In contrast to a static policy, which is usually manually updated to detect and mitigate the ransomware spread, the ML model-based policy updates automatically through FL. Then it is applied to detect the ransomware spread in the local ICE. Afterward, the PbSA enforcer executes the policies to remove the infected devices from the ICE if there is any detection.

6 **Experiments, results, and analysis on the detection of ransomware spread**

In this section, we perform various experiments to investigate the performance of FedDICE in ransomware spread detection. This provides answers of RQ1 and RQ3. Before presenting our results and analysis, we provide details on data, models, performance metrics, and implementation in the following sections.

6.1 **Data**

We use a clinical environment network traffic dataset, where the data is captured in pcap and binetflow format. The dataset has clean and ransomware-generated network traffic information by devices with an operating system, Windows (version: 7 and 10) and Ubuntu (version: 16.04). There are four popular ransomware families, namely **WannaCry** (RW-WC), **Petya** (RW-PY), **BadRabbit** (RW-BR) and **PowerGhost** (RW-PG). The dataset is generated by considering sliding windows of netflows to obtain a total of 520 features related to transmission control protocol (TCP), user datagram protocol (UDP), address resolution protocol (ARP), and flow features. The sliding windows can have various time duration, including 5s, 10s, and 20s. In the feature generation process, aggregated features are generated using the last flow information of the sliding window duration (e.g., 10s). This is done to collect a wide variety of both the context features and flow features. Refer to [15] for details. The samples refer to the aggregated traffic information at different time frames. There are 150540 samples if we use a 10s window in our network observations. For all our experiments, we use the dataset split and numbers as depicted in Table 1.
We divide the dataset into two categories during training: clean (label 1) and ransomware (label 0). We consider binary classification because our main task is to detect the ransomware irrespective of its specific type. In FL, the training and validation dataset are local, so it is different in different clients, whereas the test dataset is global and checked on the global model.

6.2 Model

We consider three different models commonly used in ransomware detection and compatible for FL in our analyses. All are considered for binary classification tasks with an observation window of 10 global epochs in FL.

1. **Logistic regression**: Assume $W$ and $b$ be the weight and bias of the model, respectively. The output of the logistic regression (LR) model is given by: $\sigma(W^T x + b)$, where $\sigma$ is the sigmoid function, $w$ is the parameter vector, and $x$ is the input. The sigmoid function maps any real input to the value between zero and one. We consider a binary logistic regression with cross-entropy loss and learning rate = 0.01 in our analyses.

2. **Support vector machine**: Support vector machine (SVM) uses the kernel trick (data is projected to higher dimensions) to express its linear function by: $b + \sum_{i} \alpha_{i} k(x, x^{(i)})$, where $k(x, x^{(i)}) = \phi(x^{(i)})$ is called a kernel, $x^{(i)}$ is a training example, and $\alpha_{i}$ is a coefficient vector. The output function is non-linear to $x$ in SVM. We consider the SVM model for binary classification (i.e., C=1) in our analyses. We utilize the scikit-learn library to implement the SVM. We use the default parameters (e.g., kernel = rbf, degree = 3, gamma = scale, and max_iter = -1).

3. **Feedforward Neural Network**: Feedforward neural network (FNN) is formed by the composition of multiple neural network layers, where each layer performs some functions in its input as follows: The first layer output is $h^{(1)} = g^{(1)}(w^{(1)}T x + b^{(1)})$, the second layer output is $h^{(2)} = g^{(2)}(w^{(2)}T h^{1} + b^{(2)})$, and similar calculations proceed till the output layer. The layers between the input and output are called hidden layers. In our analyses, we consider a FNN with six hidden layers (each followed by batch-normalization and Relu activation) and softmax output layer. (num features, 1024), (1024, 512), (512, 128), (128, 64), (64, 32), and (32, num class) are the pairs of the number of nodes in hidden layers starting from first to the last, respectively. The cross-entropy loss and learning rate equals 0.01 are used in training.

6.3 Metrics for performance measurement

We consider accuracy, precision, recall, F1-score, and false-negative rate (FNR) for performance analysis. These metrics are defined in Appendix A. In our dataset setup, the ransomware class is labeled 0, and it is a positive class, whereas the normal class is labeled 1, and it is a negative class. Thus, we consider only FNR (not false-positive rate) in our analyses. Moreover, precision, recall, and F1-score are averaged figures (average = ‘macro’). Besides, 4 fold validation is carried out in all of our experiments.

6.4 Implementation

The training/testing implementation is done in python programming by leveraging PyTorch library. Moreover, for FL with logistic regression and SVM models, we have used some functions from Sherpa.ai Federated Learning and Differential Privacy Framework. All the programs were executed on a Dell laptop with Intel Core i5-8350U CPU, 8GB RAM, and x64-based processor.

6.5 Results and analysis

We present our results and analyze them on the detection of ransomware spread in this section. Firstly, our baseline performance provided by centralized learning is presented, and then we proceed to find the FL performances under three ML models defined in section 6.2.
(Baseline performance) Centralized learning: Our results on the test dataset (in Table 2) and validation dataset (in Appendix B) showed excellent similar performance by all three models in centralized learning. For example, we get around 99.9% accuracy for LR and SVM and around 99% for FNN. In addition, all models return almost zero FNR. Relatively, logistic regression is slightly better than others.

(RQ1) Need of a collaborative framework in ransomware spread detection: Under RQ1, we are aiming to find if a model trained on one ransomware family be still effective in detecting another ransomware family. If the answer is negative in general, then the single client’s model and data are not sufficient to capture unseen ransomware characteristics. This way, we demonstrate the need for collaborative machine learning such as FL in DICE for the detection.

Now considering each client (i.e., local ICE) is infected by only one ransomware family, we form an experimental setup of the data distribution as depicted in Table 3. Starting from Client1, a model is trained on its training data (consisting of clean and RW-WC), and it is tested against the training data of clients 2, 3, and 4 (that have clean and other types of ransomware samples). Similarly, we carried experiments for all clients. The results for FR, SVM and FNN are presented in Table 4, 5, and 6, respectively.

We summarize our observations based on the empirical results depicted in Tables 4, 5 and 6 in the following:
investigated considering setups with three and four clients, separately. The number of clients is chosen based on Table 5:

| Training | Testing | Accuracy | Precision | Recall | F1-score | FNR | Misclassified ransomware samples |
|----------|---------|----------|-----------|--------|----------|-----|----------------------------------|
| Client1  |         |          |           |        |          |     |                                  |
|          | Client2 | 0.96228  | 0.98114   | 0.5    | 0.49039  | 1   | 784 out of 784                   |
|          | Client3 | 0.98473  | 0.99217   | 0.5    | 0.49615  | 1   | 310 out of 310                   |
|          | Client4 | 0.9912   | 0.9915    | 0.9912 | 0.91798  | 10  | 46 out of 19336                   |
|          | Test data | 0.99086  | 0.99319   | 0.98965| 0.6573   | 216 | 276 out of 10110                  |
|          | Client1 | 0.5022   | 0.74559   | 0.5022 | 0.33834  | 0.9995 | 1999 out of 2000                 |
|          | Client2 | 0.99936  | 0.9964    | 0.9921 | 0.635484 | 11  | 3 out of 310                     |
|          | Client4 | 0.51996  | 0.7159    | 0.5119 | 0.36262  | 0.978469 | 1999 out of 2000                 |
|          | Test data | 0.67164  | 0.83457   | 0.5108 | 0.42245  | 0.977943 | 987 out of 10110                  |
|          | Client1 | 0.5614   | 0.75035   | 0.5014 | 0.33644  | 0.9972 | 19944 out of 2000                 |
|          | Client2 | 0.99661  | 0.99793   | 0.9751 | 0.615867 | 83   | 7 out of 784                     |
|          | Client4 | 0.57619  | 0.75661   | 0.5996 | 0.35412  | 0.99071 | 19963 out of 2000                 |
|          | Test data | 0.6715   | 0.83475   | 0.5189 | 0.42208  | 0.978338 | 9891 out of 10110                  |
|          | Client1 | 1        | 1         | 1      | 1       | 0    | 0 out of 2000                     |
|          | Client2 | 0.96339  | 0.96167   | 0.5167 | 0.34917  | 0.97863 | 761 out of 784                   |
|          | Client4 | 0.98867  | 0.99283   | 0.9396 | 0.55414  | 0.93971 | 251 out of 310                   |
|          | Test data | 0.99157  | 0.99344   | 0.9854 | 0.50611 | 66   | 26 out of 1010                    |

| Client1  | Client2 | 0.96093  | 0.56265   | 0.5028 | 0.49782  | 0.992347 | 778 out of 784                   |
|          | Client3 | 0.98336  | 0.5675    | 0.5883 | 0.51295  | 0.980645 | 304 out of 310                   |
|          | Client4 | 0.97272  | 0.97438   | 0.9722 | 0.65496  | 1046 out of 19336                |
|          | Test data | 0.9903   | 0.99232   | 0.986  | 0.98906  | 0.027102 | 276 out of 10110                  |
|          | Client1 | 0.5856  | 0.66871   | 0.5804 | 0.51783  | 0.784165 | 15633 out of 2000                 |
|          | Client2 | 0.94581  | 0.59696   | 0.9258 | 0.64968  | 0.095548 | 29 out of 310                    |
|          | Client4 | 0.64935  | 0.72444   | 0.6447 | 0.61314  | 0.650503 | 12082 out of 19336                |
|          | Test data | 0.79389  | 0.80031   | 0.7221 | 0.7978  | 0.496835 | 378 out of 1010                   |
|          | Client1 | 0.74245  | 0.75772   | 0.74245 | 0.73858  | 0.37925 | 7585 out of 2000                  |
|          | Client2 | 0.84729  | 0.52867   | 0.5946 | 0.52663  | 0.678571 | 512 out of 784                   |
|          | Client4 | 0.76668  | 0.77746   | 0.7649 | 0.76355  | 0.314704 | 6517 out of 19336                 |
|          | Test data | 0.76698  | 0.72263   | 0.7114 | 0.71925  | 0.436004 | 9960 out of 20110                 |
|          | Client1 | 0.99292  | 0.99302   | 0.9928 | 0.99292  | 0    | 0 out of 2000                     |
|          | Client2 | 0.96276  | 0.74198   | 0.6597 | 0.69132  | 0.668367 | 524 out of 784                   |
|          | Client4 | 0.98124  | 0.70531   | 0.7824 | 0.73744  | 0.422581 | 131 out of 310                   |
|          | Test data | 0.98482  | 0.96291   | 0.9837 | 0.98299  | 0.022251 | 752 out of 1010                   |

Table 6: (RQ1) Results for the Feedforward Neural Network (FNN) when training on only one client and testing on the remaining clients for the setup in Table 5.

1. For all our models trained on WannaCry (RW-WC) and clean dataset (i.e., Client1) has shown good performance on PowerGhost (RW-PG) and test dataset, but detect only a few samples of Petya (RW-PY) and BadRabbit (RW-BR). This is indicated by a high FNR greater than 0.98 for the cases.
2. For all our models trained on RW-PG and clean dataset (i.e., Client4) has shown good performance on RW-WC and test dataset. There is a high FNR for RW-PY and RW-BR.
3. For all our models trained on RW-PY and clean dataset (i.e., Client2) has shown good performance only on RW-BR (i.e., Client3), and vice-versa.

These results show that there can be some ransomware such as RW-WC and RW-PG, those indicating a possibility of using models trained on network flow information generated by one ransomware to detect each other. However, this is not true in general; for example, models trained on RW-WC or RW-PG have poor performance on RW-PY and RW-BR. This clearly shows that we need collaboration either by direct data sharing or using privacy-preserving techniques such as FL in DICE. The results from the direct data-sharing approach are equivalent to the centralized learning, so we further analyze FL in the following section.

(RQ3) Performance of FedDICE over centralized learning: Under RQ3, FedDICE, specifically FL, is investigated considering setups with three and four clients, separately. The number of clients is chosen based on
Table 7: (RQ3) Results summary for the global model over the testing dataset in federated learning and (a) CASE I-A, and (b) CASE I-B.

| Model  | Accuracy   | Precision  | Recall     | F1-score  | FNR     |
|--------|------------|------------|------------|-----------|---------|
| (a)    |            |            |            |           |         |
| LR     | 0.999725   | 0.999728   | 0.999658   | 0.99969   | 0.000544|
| SVM    | 0.999453   | 0.999578   | 0.999198   | 0.999385  | 0.001583|
| FNN    | 0.99881    | 0.999073   | 0.998263   | 0.998665  | 0.003401|
| (b)    |            |            |            |           |         |
| LR     | 0.999675   | 0.999708   | 0.999565   | 0.999635  | 0.000767|
| SVM    | 0.999428   | 0.999558   | 0.999163   | 0.999358  | 0.001656|
| FNN    | 0.998188   | 0.99854    | 0.99739    | 0.99796   | 0.005007|

Possible data distribution and the number of ransomware types. As the FL’s performance is dependent on the type of data distribution, we consider both the IID and the non-IID data (representing the heterogeneity of data) distribution among the clients as described in the following:

1. (CASE-I) IID data distribution: Each client has clean and all samples of ransomware that are independently and identically distributed. The total sample size in each client is the same. We call CASE I-A and CASE I-B for three clients and four client setups, respectively.

2. (CASE-II) Non-IID data distribution: The distribution of the non-IID datasets is due to the label distribution skew. If three clients, we say CASE II-A, where Client1 has normal and RW-WC samples, Client2 has normal, RW-PY and RW-BR samples, and Client3 has normal and RW-PG samples. Another case is with the four clients, we say CASE II-B, and its data distribution is depicted in Table 3.

For the CASE-I, results (in Table 7(a) and 7(b)) show that FL is effective in ransomware spread detection over the IID data distribution across participating clients. Moreover, its performance is similar to centralized learning (refer to Fig. 4(a)), and all three models achieve the best performance; however, the logistic regression (LR) has a relatively slightly better performance. Usually, FL performance is lower than centralized learning (baseline), but we observe a difference in our results. For example, the performance of FNN in FL is higher than its baseline (see Fig. 4(a)). The possible reason for this result can be the effect of model aggregation in FL. The weighted averaging of the models in model aggregation can stabilize the fluctuations in the model updates to some extent during the model training in FNN and thus contribute to better performance.

For the CASE-II, results (in Table 8(a) and 8(b)) show that FL is effective in ransomware spread detection even over the non-IID data distribution across participating clients. Moreover, like in the IID case, its performance is similar to centralized learning (refer to Fig. 4(b)), and all three models achieve the best performance; however, the SVM model has relatively slightly better performance. As expected, due to the skewness in the label distribution over the clients in non-IID data distribution across the participating clients, the FL performance is relatively lower than its IID counterparts. However, the overall maximum degradation is only on a scale of around 2 digits after the decimal, which is insignificant (e.g., 0.01).

Remark: Based on the overall results obtained with FL in CASE-I and CASE-II, it is clear that FL is effective in the DICE environment for ransomware spread detection. It achieved the baseline (centralized) performance both for the IID and non-IID cases. This suggests that we no longer need to compromise data privacy by using centralized learning. Moreover, we do not need sophisticated models for our cases as a simple model such as logistic regression is sufficient to detect the ransomware spread effectively.

Overhead time for the model training: The anti-ransomware model training time in DICE is also critical as the model needs to be updated regularly to learn about the characteristics of a newly available ransomware spread. As such, we investigate the overhead time for the model development in FL and centralized baselines.

Our results are depicted in Fig. 5. It shows that FL has some higher overhead time for model processing (training and testing) than their centralized counterparts. This can be considered as the trade-off to data privacy.
Performances of the centralized and federated learning (a) **CASE-I** and (b) **CASE-II** in bar diagrams where the y-axis’s units are shown in the interval of 0.005 units. In labels, the word “base” refers to the centralized learning, and “fed” refers to the federated learning.

Fig. 5: Overhead time comparison for centralized and federated learning (CASE-I).

and distributed computations. It is known that the overhead depends on the number of clients and data samples in the client; smaller data and higher clients can reduce the overhead time in FL.

We also performed our experiments on the data with sliding window size equals 20s (besides 10s) for **RQ1** and **RQ3**. We found similar results and conclusions as above. Unfortunately, the results are excluded due to the page limitation.

## 7 Experiments on the mitigation of ransomware spread

In this section, we present our policy-based ransomware spread mitigation technique in FedDICE. This is as an answer to **RQ4**. To this end, we have created a small SDN network simulating FedDICE to test our proposed security architecture described in section 5. For simulation simplicity, we represent the hierarchy of controllers using SDN data-plane devices, where every single data-plane device hosts an FL module. Our network setup has used four mininet simulated hosts (clients) connected to an ONOS SDN controller. In addition, we have tapped one Raspberry pi virtual machine (VM) as one of the hosts in this network. We consider this as an IoT device connected to a hospital network.

**Successful Attack Phase**: To simulate the Wannacry ransomware attack in our network, we have used tcpreplay. Normally, a user-driven input initiates ransomware propagation. However, for this simulation purposes, we use a previously recorded set of WannaCry packet traces. We have connected a Raspbian VM to the network and used tcpreplay to replay the packet trace. Fig. 6(a) shows a Wireshark capture of the WannaCry communication in the network.

**Detection and mitigation phase**: The FL models are used as policies to detect the attacks coming towards any hospital node. Our policy syntax is granular and can extend beyond the machine learning model. The policies are
extremely customizable. We are using JSON to write the policies. The formulated policies can be used in the SDN controller of any hierarchy. Together with PbSA agent running in the local ICE, the fed agent can automatically forge the policies and install them in the local controller. Also, the FL models get updated in the regular interval from the central learning node located in the supernode, allowing the other lead SDN controller to be aware of the learning model changes. Besides, each policy has multiple sections. Firstly, the source profile (src_profile) refers to the specifics of the packets originating from the source, i.e., from which domain, IP, MAC, and service type the packet is coming from. Secondly, the destination profile (dst_profile) talks about the specifics of the packet destination, i.e., which domain, IP, and MAC address the packet is going to. Thirdly, the flow profile (flow_profile) specifies the flow. A series of packets constitute a flow, and each flow has a specific frequency of packet occurrence that is of specific sizes. Flows can specify payload type in the policy as well. For instance, a policy specifies the flow that needs to be dropped, e.g., flow containing ransomware packets. Fourthly, the machine learning model \( W_t \) specifies the model used as the policy for checking the incoming packet flow. Finally, each policy comes with an action. An action can be as simple as dropping a flow, or it can be a complicated one that routes the flows via edge devices. For instance, we can route any sensitive healthcare device flows via trusted switching devices. We can signify a wildcard using "*" in any policy field. Listing in Fig. 6(b) shows a sample policy used to detect the custom ransomware attack simulated by us in the SDN infrastructure. The policy says that any packet originating from any profile targets towards any destination, which is detected as the ransomware payload by the trained model, \( W_t \), then the packets will be dropped. Furthermore, the local SDN controller removes the data source from the network.

Fig. 6: (a) Wireshark capture of the communication, including that from ransomware, and (b) a sample policy in a JSON format.
8 Related Work

This section reviews the relevant works to cybersecurity in (distributed) ICE, ransomware detection and mitigation in clinical scenarios, and related works to federated learning in ransomware detection.

8.1 Cybersecurity in ICE

An ICE is usually implemented by using OpenICE [6]. Its security is managed partially by the external Data Distribution Service (DDS) middleware. However, these DDS middleware suffered from various difficulties, including complexity and scalability, in implementations [20]. In another work, authors have proposed a cloud-based secure logger as an effective solution against replay, eavesdropping, and injection [25], but the solution is ineffective if there is no message alteration.

8.2 Ransomware Detection

In literature, SDN-based ransomware mitigation solutions had been proposed. One of the works considered SDN redirection capabilities together with a blacklist of proxy servers to check if the infected device is trying to connect to one of them to obtain the public encryption key [8]. The mitigation consisted of establishing a flow filter to impede this communication, and thus, the encryption of the files. Here the main drawback is the need to keep a blacklist of proxy servers updated. These servers must be identified utilizing behavioral analysis of known malware, thus making it impossible to detect new campaigns. When compared with our solution, our goal is not to prevent the encryption of the files. We attempt to detect ransomware spreading by using the characteristic traffic patterns generated during that stage. Additionally, our mitigation procedure restores the ICE/DICE system to a clean state. In another work, a deep packet inspection was implemented to identify the HTTP POST messages from ransomware [9]. The authors considered the lengths of each three consecutive HTTP POST messages as a feature vector and train by computing both the centroid of the feature vectors belonging to each ransomware class and a maximal distance to be considered from that class. This approach does not work if the packets are encrypted.

8.3 Related works to federated learning in ransomware detection

There are two categories of related works: malware detection and anomaly detection. Various works had been done on the malware detection side, but little attention was given to ransomware detection and mitigation. Usually, these works considered host-based datasets, which are host-based systems’ logs, e.g., event logs in a computer. For industrial IoT, FL was used to detect android malware applications in Industrial IoT (host-based data). Moreover, the authors considered data triggered by poisoning attacks based on GAN for robust training [32]. In separate work, host-based activities log datasets of malware (including ransomware) are considered to carry FL on malware classification [21]. On the anomaly detection side, FL was implemented to detect anomalies in IoT [20]. The data streaming from each IoT was considered and analyzed where the laptop was considered a gateway [20]. The IoT was infected with only one malware called Mirai (not a ransomware-type). In contrast, our work has considered the network of networks beyond the gateway (e.g., laptop) and ransomware samples in a DICE environment. In separate work, FL was implemented for network anomaly detection but performed to detect VPN traffic and Tor traffic [32]. Federated deep learning over the network flow dataset, called CIC-IDS2017, using blockchains was implemented for anomaly detection in intrusion detection. Moreover, CIC-IDS2017 did not contain data due to ransomware samples. In our work, we are focused on network security rather than an individual device. Thus, we use a dataset capturing network information (netflow). In contrast to the host-based dataset, our dataset captures completely different characteristics and belongs to a different distribution. It is unclear how the FL approach performs in a network-based ransomware dataset, so we addressed this question in this work.

9 Conclusion and future works

In this work, we presented FedDICE, which is federated learning entangled distributed integrated clinical environment. It enables data privacy by leveraging federating learning. Our results demonstrated that FedDICE effectively detects ransomware spread detection of WannaCry, Petya, BadRabbit, and PowerGhost with a testing accuracy of around 99% in the distributed integrated clinical environment (DICE). This performance is similar to the performance achieved by centralized learning, which is not a privacy-friendly approach. Besides, we implemented a
policy-based ransomware spread mitigation technique leveraging the software-defined network functionalities. FedDICE is a generic framework and can be potentially used for other applications such as AI-supported medical decisions with data privacy.

This work demonstrated the proof of concept of FedDICE and its application in ransomware spread detection and mitigation. Studies considering a large-scale DICE with a large number of ransomware types are interesting avenues for further explorations. Studying other threat scenarios where attackers influencing the model training, including adversarial federated learning (e.g., FedGAN \cite{32}, model poisoning attacks \cite{24}), in the FedDICE system is left as future works.
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A Metrics for performance measurement

Before introducing accuracy, precision, recall, F1-score, and false-negative ratio (FNR), we define the following terms:

– True Positive (TP): Number of positive class (ransomware class) that is correctly classified as positive (ransomware class).
– False Positive (FP): Number of negative class (normal class) that is incorrectly classified as positive (ransomware class).
– True Negative (TN): Number of negative class (normal class) that is correctly classified as negative (normal class).
– False Negative (FN): Number of positive class (ransomware class) that is incorrectly classified as negative (normal class).

These terms are calculated from the confusion matrix as depicted in Table 9. In our case, labels “0” and “1” refer to positive (ransomware) and negative (clean), respectively.

|               | Positive (0) | Negative (1) |
|---------------|--------------|--------------|
| Ransomware (0) | TP           | FN           |
| Clean (1)     | FP           | TN           |

**Accuracy**: Accuracy indicates the ability of the classifier to correctly classify all classes. It is calculated as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\%
\]  

(1)

Its value ranges from zero to a hundred percentage, and high accuracy indicates a better classifier.

**Precision**: Precision indicates the ability of the classifier not to classify positive class if the data is actually of negative class. It is calculated as:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

(2)

Its value ranges from zero to one, and high precision indicates better classifier/detection from the FP perspective.
Recall: Recall (also known as sensitivity) indicates the ability of the classifier to correctly classify positive class. It is calculated as:

\[ \text{Recall} = \frac{TP}{TP + FN} \]  

Its value ranges from zero to one, and high recall indicates better classifier/detection from the FN perspective.

F1-score: F1-score is the harmonic mean of Precision and Recall. It takes both FP and FN into consideration. It is calculated as:

\[ \text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]  

Its value ranges from zero to one and high only when both precision and recall are high. It is better than accuracy as accuracy can be disproportionately skewed by the number of actual negative classes in a setup with an uneven class distribution.

False negative rate: False-negative rate (FNR), also known as miss rate, indicates the proportion of the positive class incorrectly classified as a negative class. It is calculated as:

\[ \text{FNR} = \frac{FN}{FN + TP} \]  

Its value ranges from zero to one, and low FNR indicates better classifier/detection from the FN perspective.

False positive rate: False positive rate (FPR) indicates the proportion of the negative class incorrectly classified as positive class. It is calculated as:

\[ \text{FPR} = \frac{FP}{FP + TN} \]  

Its value ranges from zero to one, and low FPR indicates better classifier/detection from the FP perspective.

B Validation result for the centralized learning

Table 10: (EXP-1) Results summary for centralized learning on validating dataset (window size = 10s for the dataset).

| Model | Accuracy   | Precision  | Recall  | F1-score | FNR     |
|-------|------------|------------|---------|----------|---------|
| LR    | 0.999918   | 0.999918   | 0.9999  | 0.999908 | 0.000162|
| SVM   | 0.999365   | 0.99518    | 0.999063| 0.99929  | 0.001873|
| FNN   | 0.990565   | 0.99272    | 0.986325| 0.98941  | 0.026888|