Three-dimensional instantaneous orbit map for rotor-bearing system based on a novel multivariate complex variational mode decomposition algorithm
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Abstract

Full spectrum and holospectrum are homogenous information fusion technology developed for the fault diagnosis of rotating machinery, which is extensively exploited in the analysis of the orbits of rotor-bearing systems. However, they are not adapted for non-stationary signals, nor can they be used for fusion analysis of vibrations of multiple bearing sections. By drawing inspiration from the multivariate variational mode decomposition (MVMD) and the complex-valued signal decomposition, we propose a method called multivariate complex variational mode decomposition (MCVMD). It can simultaneously extract the forward and backward components of multiple bearing sections and realize non-stationary complex signal decomposition of multiple bearing sections of the rotor. To achieve the visualization goal of condition monitoring, we propose the three-dimensional instantaneous orbit map (3D-IOM). It enables more features of shaft vibration of a rotor system to be displayed and offers a new way for the fusion analysis of vibration signals of multiple bearing sections of rotating machinery. Furthermore, making the most of the joint information, we also provide a high-resolution time-full spectrum (Time-FS) to display the forward and backward frequency components of multiple bearing sections. The effectiveness of the proposed method through both the simulated experiment and the real-life complex-valued signals is demonstrated in this paper.
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1. Introduction

As a pivotal part of the machinery system, rotating components are widely used in mechanical equipment, such as water turbines, aero-engines, lathe, etc\textsuperscript{[1,2]}. In recent years, there has been an increasing interest in fault diagnosis of rotating machinery based on signal processing technology \textsuperscript{[1,6]}. Generally, the vibration signals of machinery are non-stationary and contain a wealth of information reflecting the state of mechanical faults \textsuperscript{[7,8]}. Therefore, it’s essential to explore the
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methods for extracting fault features in nonstationary signals and apply them to the fault diagnosis of rotating machinery.

In recent years, there has been an increasing amount of studies on the analysis of nonstationary signals, such as empirical wavelet transform (EWT) [9], empirical mode decomposition (EMD) [10], variational mode decomposition (VMD) [11]. These methods are broadly employed in the field of mechanical fault diagnosis based on vibration signals [12–14]. However, these methods are only used to research univariate signals. Studies have shown that the fusion of homologous signals in two channels is more conducive to extracting diagnostic information of rotating machinery [15, 16]. Full spectrum [17–19] can reflect the interrelation of vibration signals picked up by two probes mounted in coplanar and mutually perpendicular directions, and provide information on the precession direction. This information provided by the full spectrum is some of the key features in the fault diagnosis of rotating machinery, so the full spectrum shows great potential in the fault diagnosis of machinery [20–22]. Qu et al. [23] researched the rationale of holospectrum. Besides the information mentioned in the full spectrum, the holospectrum also extracts the phase information of vibration [23–25]. In addition, holospectrum technology can identify the underlying dangers in the operation process more accurately than general production methods. Han et al. [26] proposed the full vector spectrum, which is developed based on the holospectrum and the full spectrum. This technology defines the length of the semi-major axis of the rotating precessing elliptical orbit as the main vibration vector to evaluate the maximum vibration intensity of the rotor [26–28]. Although these methods have been applied to rotating machinery resoundingly, the averaging effect of the Fourier transform makes these methods unfavorable for handling non-stationary signals. In the process of acquiring the homologous signal, the two signals from the sensors in the mutually perpendicular directions of the same bearing section can be constructed into a complex signal. The complex-valued signal is a special case of a two-channel signal. Unlike the full spectrum-like two-channel signal analysis methods described above, some studies extended the univariate nonstationary signal processing technology to bivariate to handle the complex-valued signal. Rilling et al. [29] raised bivariate EMD (BEMD), which directly applies the basic principles of EMD to the bivariate framework. It is widely used in image fusion [30], mechanical fault diagnosis [31], and so on. But it only works for the signals associated with the Cartesian coordinate system. Furthermore, it cannot achieve the separation of positive and negative frequency signals. Different from the main idea of BEMD, the complex EMD put forward by Tanaka [32] cleverly applied EMD to the positive and negative components respectively, and it has shown advantages in information fusion. However, CEMD cannot guarantee the same number of intrinsic mode functions (IMFs) in the real and imaginary data channels. Inspired by the CEMD, Wang et al. [33] raised the complex VMD (CVMD). CVMD inherits the characteristics of VMD, including stronger anti-noise ability and a solid theoretical foundation. Also, CVMD has better decomposition performance than CEMD. However, these processing techniques mentioned above are only appropriate for processing signals of a single bearing section.

With the development of large-scale mechanical equipment, a single sensor is no longer sufficient to monitor the overall condition of the rotor-bearing system. Multiple sensors are needed to obtain operating information of each component of a rotor system. The advancement of multiple sensor-based condition monitoring has contributed to the flourishing of multivariate signal processing methods. For example, aside from BEMD and CEMD, methods based on EMD also include trivariate EMD (TEMD) [34] and multivariate EMD (MEMD). TEMD method is based on extreme value calculation. As an extension of the BEMD and TEMD concept, MEMD [35] processes multivariate input signals directly in the n-dimensional domain where the signals reside. However, the EMD-based extension methods have a prominent disadvantage, that is, the
mode mixing problem. In addition, MEMD’s effect depends on the appropriate number and direction of projections. Based on the same extension principle, Ahrabian and Rehaman presented the synchrosqueezing-based time-frequency analysis of multivariate data (MSST) \cite{36} and MVMD \cite{37}, respectively. Both models supposed a common oscillation that was best suited for all the single-channel oscillations, in other words, there was a joint frequency component in multiple channels. MSST is a wavelet-based method. And from the perspective of the error bound, it displayed the possibility of establishing a localized multivariate time-frequency representation. However, MSST performed poorly in the circumstance of processing intense noise signals. MVMD is an extension of VMD, therefore, it maintains the properties of VMD, including robustness and anti-mode-mixing. Notably, it shows the properties of mode alignment. However, these multivariate signal processing techniques are only developed to handle real-valued signals, which are subjected to limitations in the field of complex-valued signal processing.

The dynamic responses in each orientation of multiple bearing sections of the rotor may differ during operation and these responses have important implications for fault diagnosis. Therefore, for rotating machinery with multiple bearing sections, it is necessary to analyze the influence of the vibration response of multiple bearing sections on the unit as a whole. Combining the properties of the complex field with the basic principles of MVMD, we propose the multivariate complex variational mode decomposition (MCVMD) algorithm. In fact, MCVMD extends MVMD to the complex domain, which is used to handle signals picked up from mutually perpendicular proximity probes mounted on multiple bearing sections. The proposed method adequately integrates the information of multiple bearing sections. In addition, accurate acquisition of the instantaneous characteristics of the signal is the key to condition monitoring and fault diagnosis. In our past work \cite{38}, we investigated instantaneous feature extraction methods for precession elliptical orbits. As an extension of this work, this paper proposes an instantaneous feature extraction method for precession elliptical orbits of multiple bearing sections. Based on the instantaneous features of multiple bearing sections, we propose 3D-IOM and Time-FS. The 3D-IOM is utilized for exhibiting the instantaneous vibration state of the rotor-bearing system. Since the frequencies of vibration components are consistent, the vibration response of the rotor-bearing system is interrelated in each bearing section. Thus, the 3D-IOM makes full use of the correlation of the complex-valued signals across multiple bearing sections. It can give the amplitude, phase, and frequency information of unit vibration comprehensively.

The overall structure of the study is as follows. Section 2 draws a description of the theoretical background, including full spectrum and MVMD algorithms. Section 3 describes the proposed method MCVMD in detail. In Section 4, several experiments are made employing the proposed method to verify the effectiveness. The conclusions are given in Section 5.

2. Theoretical background

2.1. Full spectrum

In full spectrum, the signals picked up by two probes mounted in coplanar and mutually perpendicular directions are needed, one in the horizontal direction ($x$) and the other in the vertical direction ($y$). There is a waveform in each sensor. After combining these two waveforms, a direct orbit is formed, which is the sum of the filtered orbits. Because the relative phase information between the $X$ spectrum and the $Y$ spectrum is lost, the half spectrum cannot display the rotation direction and precession information of the rotor \cite{17}. The full spectrum can present the precession direction and the orbit ellipticity simultaneously. Actually, each filtered orbit is elliptical because it is a superposition of two circular orbits\cite{39, 40}. The two rotation vectors that make up the circular
orbit rotate in the opposite directions with radius of $R_{\omega^+}$ (forward) and $R_{\omega^-}$ (backward) at the same frequency $\omega$. The forward response vector is $R_{\omega^+}e^{j(\omega t + \alpha_\omega)}$, while the backward response vector is $R_{\omega^-}e^{-j(\omega t + \beta_\omega)}$. The instantaneous position of the rotor on the filtered orbit is the sum of these two vectors, where $\alpha_\omega$ and $\beta_\omega$ are phases of forward and backward responses, respectively. Note that the major axis of the filtered elliptical orbit is $R_{\omega^+} + R_{\omega^-}$, while its minor axis is $|R_{\omega^+} - R_{\omega^-}|$. Forward precession means that the rotor precession direction is the same as the rotation direction, i.e. $R_{\omega^+} > R_{\omega^-}$. Conversely, backward precession means that the rotor precession direction is opposite to the rotation direction, i.e. $R_{\omega^+} < R_{\omega^-}$. In addition, the inclination angle between the major axis and the horizontal probe is needed, which can be utilized to describe an ellipse thoroughly. The inclination angle is defined as $(\beta_\omega + \alpha_\omega)/2$.

The forward and backward amplitudes are given as:

$$
\begin{cases}
R_{\omega^+} = \sqrt{X_\omega^2 + Y_\omega^2 + 2X_\omega Y_\omega \sin(\phi_{x\omega} - \phi_{y\omega})} \\
R_{\omega^-} = \sqrt{X_\omega^2 + Y_\omega^2 - 2X_\omega Y_\omega \sin(\phi_{x\omega} - \phi_{y\omega})}
\end{cases}
$$

(1)

where $X_\omega$ and $Y_\omega$ are the magnitude of the signal $x$ and $y$, respectively. $\phi_{x\omega}$ and $\phi_{y\omega}$ are the initial phases of the signal $x$ and $y$, respectively.

2.2. Multivariate Variational Mode Decomposition

MVMD first represents a set of $C$ real-valued amplitude modulated-frequency modulated (AM-FM) signals in a vector form

$$
u(t) = \begin{bmatrix} u_1(t) \\
u_2(t) \\
\vdots \ \\
u_C(t) \end{bmatrix} = \begin{bmatrix} a_1 \cos(\phi_1(t)) \\
a_2 \cos(\phi_2(t)) \\
\vdots \\
a_C \cos(\phi_C(t)) \end{bmatrix},
$$

(2)

where $a_i(t)$ and $\phi_i(t)$ represent amplitude and phase function corresponding to the $i$-th signal component, respectively. Next, MVMD obtains an analytic representation of the AM-FM signal by employing the Hilbert transform operator as:

$$
\begin{bmatrix} 
u_1^+(t) \\
u_2^+(t) \\
\vdots \\
u_C^+(t) \end{bmatrix} = \begin{bmatrix} a_1 e^{j\phi_1(t)} \\
a_2 e^{j\phi_2(t)} \\
\vdots \\
a_C e^{j\phi_C(t)} \end{bmatrix}.
$$

(3)

where $\mathcal{H}(\cdot)$ denotes the operator of Hilbert Transform.

The real-valued signal is utilized in MVMD, and the form of it is obtained as $\nu(t) = \Re\{\nu_+^+(t)\}$, where $\Re(\cdot)$ is the operator of extracting the real part. MVMD assumes a single common component across multiple channels, therefore, the resulting formula is given by

$$
\nu_+(t) = |\nu_+(t)| e^{j\phi(t)}.
$$

(4)

The goal of MVMD is to decompose the input data $x(t)$ of $C$ channels into predefined $k$ IMFs $u_k(t)$, i.e., $x(t) = [x_1(t), x_2(t), \cdots x_C(t)]$

$$
x(t) = \sum_{k=1}^{K} u_k(t),
$$

(5)
where $u_k(t) = [u_1(t), u_2(t), \ldots, u_C(t)]$.

The set of IMFs $\{u_k(t)\}_{k=1}^K$ in input data are selected by a variational model that intends to minimize the sum of bandwidth and reconstruct the input signal accurately at the same time. To obtain the minimum bandwidth, MVMD starts from getting the analytical signal $u^+_k(t)$. Next, shifting the $u^+_k(t)$ harmonically by $\omega$. The bandwidth is now estimated by using the $L_2$ norm of the gradient function of the harmonically shifted $u^+_k(t)$.

Notably, the entire vector $u^+_k(t)$ uses a single common frequency component in the harmonic mixing. Thus, MVMD expects to find an ensemble of IMFs in $u_k(t)$ with a single common frequency component $\omega_k$ across multiple channels. The resulting cost function $f$ for MVMD is given by

$$f = \sum_k \sum_c \left\| \partial_t \left[ u^+_{k,c}(t)e^{-j\omega_k t} \right] \right\|_2^2,$$

where $u^+_{k,c}$ denotes the analytic modulated signal corresponding to channel $c$ and mode $k$. The related constrained optimization problem for MVMD becomes:

$$\min \left\{ \sum_k \sum_c \left\| \partial_t \left[ u^+_{k,c}(t)e^{-j\omega_k t} \right] \right\|_2^2 \right\},$$

$$\text{s.t.} \sum_k u_{k,c}(t) = x_c(t), c = 1, 2, \ldots, C.$$  (6)

Next, the corresponding augmented Lagrangian function is given below

$$\mathcal{L} (\{u_{k,c}\}, \{\omega_k\}, \lambda_c) = \alpha \sum_k \sum_c \left\| \partial_t \left[ u^+_{k,c}(t)e^{-j\omega_k t} \right] \right\|_2^2$$

$$+ \sum_c \left\| x_c(t) - \sum_k u_{k,c}(t) \right\|_2^2 + \sum_c \left\langle \lambda_c(t), x_c(t) - \sum_k u_{k,c}(t) \right\rangle.$$  (7)

The unconstrained optimization problem above is solved using the alternating direction method of multipliers approach. Following, the attention is paid to the update of the modes $\hat{u}^{n+1}_{k,c}(\omega)$ and the center frequencies $\omega_k^{n+1}$

$$\hat{u}^{n+1}_{k,c}(\omega) = \frac{\hat{x}_c(\omega) - \sum_{i \neq k} \hat{u}_{i,c}(\omega) + \lambda^*_c(\omega)}{1 + 2\alpha (\omega - \omega_k)^2},$$

$$\omega_k^{n+1} = \frac{\sum_c \int_0^\infty \omega |\hat{u}_{k,c}(\omega)|^2 d\omega}{\sum_c \int_0^\infty |\hat{u}_{k,c}(\omega)|^2 d\omega}.$$  (8)

While updating $\omega_k$ for each mode in MVMD, contributions from the power spectrum of all the $C$ channels are considered.

The Lagrange multiplier is updated by

$$\hat{\lambda}_c^{n+1}(\omega) = \hat{\lambda}_c^n(\omega) + \tau \left( \hat{x}_c(\omega) - \sum_k \hat{u}^{n+1}_{k,c}(\omega) \right).$$  (9)

3. Proposed method

3.1. Multivariate complex variational mode decomposition

MVMD is developed for only real signals, it doesn’t work while confronted with complex-valued signals. Thus, the MCVMD algorithm is introduced in this section to account for the multivariate
complex-valued non-stationary signals. Now, we consider a set of signals on multiple bearing sections of a rotor-bearing system, where the signals at each bearing section are measured by sensors placed in mutually perpendicular directions. Now, we give a set of complex-valued signals of $K$ channel, i.e. $P(t) = [p_1(t), p_2(t), \ldots, p_K(t)]$

$$p_i(t) = x_i(t) + jy_i(t), i= 1, 2, \ldots, K,$$  \hspace{0.5cm} (12)

where $x_i(t)$ and $y_i(t)$ are both real signals, $j$ denotes the imaginary number.

Generally, the complex-valued signal $p_i(t)$ is associated with a moving point, or a moving vector drawn from the origin, in the plane whose Cartesian coordinates are $x_i(t)$ and $y_i(t)$. The locus of the moving vectors can be expressed as two circles moving in the opposite direction with the same speed $\omega$. Based on that fact, the term $p_i(t)$ can be expressed in another form

$$p_i(t) = p_i^f(t) + p_i^b(t) = r_i^f e^{j\omega t} + r_i^b e^{-j\omega t} (i = 1, 2, \ldots, K),$$  \hspace{0.5cm} (13)

where $r_i^f = |r_i^f| e^{j\phi_i^f}$, $r_i^b = |r_i^b| e^{j\phi_i^b}$. Here, the superscripts $f$ and $b$ denote the forward (counter-clockwise) and backward (clockwise) frequency component.

In signal processing, the analytic signal contains the original function and its Hilbert transform. In [40], the forward and backward components linked with $p(t)$ is defined as

$$p^f(t) = [p(t) + j\mathcal{H}(p(t))]/2, p^b(t) = [p(t) - j\mathcal{H}(p(t))]/2.$$  \hspace{0.5cm} (14)

The corresponding Fourier transforms, $P^f(\omega)$ and $P^b(\omega)$, are denoted as:

$$P^f(\omega) = [P(\omega) + \text{sgn}(\omega)P(\omega)]/2 = \left\{ \begin{array}{ll} P(\omega), & \text{for } \omega > 0, \\ P(\omega)/2, & \text{for } \omega = 0, \\ 0, & \text{for } \omega < 0 \end{array} \right\},$$  \hspace{0.5cm} (15)

$$P^b(\omega) = [P(\omega) - \text{sgn}(\omega)P(\omega)]/2 = \left\{ \begin{array}{ll} 0, & \text{for } \omega > 0, \\ P(\omega)/2, & \text{for } \omega = 0, \\ P(\omega), & \text{for } \omega < 0. \end{array} \right\}.$$  \hspace{0.5cm} (16)

where $\text{sgn}$ is short for sign function, which is defined as:

$$\text{sgn}(\omega) = \left\{ \begin{array}{ll} 1, & \omega > 0 \\ 0, & \omega = 0 \\ -1, & \omega < 0 \end{array} \right\}. $$  \hspace{0.5cm} (17)

According to the definition of the analytic signal, the $P^f(\omega)$ and the complex conjugate of the $P^b(\omega)$ are both analytic signals. Due to the properties of the analytical signals, one can only handle real parts of $p^f(t)$ and $p^b(t)$ without the loss of information. Therefore, we extract the real part of $p^f(t)$ and $p^b(t)$, i.e., $p_{i+}(t)$ and $p_{i-}(t)$, respectively

$$p_{i+}(t) = \Re\{p_i^f(t)\}, p_{i-}(t) = \Re\{p_i^b(t)\},$$  \hspace{0.5cm} (18)

where $p_i^f(t)$ and $p_i^b(t)$ denotes the forward and backward component of $i$-th channel. Here, MVMD is used to decompose the $p_+(t)$ and $p_-(t)$ of multiple channels.

On account of the properties of the MVMD, MCVMD guarantees the same number of IMFs across multiple channels. Assuming that there are $N$ modes in each bearing section, the complex-valued signal in each channel (i.e., each bearing section) can be decomposed into forward and
backward components. After the treatment of MVMD, the forward and backward components of channel $i$ are formulated as

$$p_{i+}(t) = \sum_{n=1}^{N} x_{n,i}^{+}, \quad p_{i-}(t) = \sum_{n=1}^{N} x_{n,i}^{-},$$  \hspace{1cm} (19)

Further, the reconstructed signal $p_i(t)$ is expressed as:

$$p_i(t) = (p_{i+}(t) + j\mathcal{H}(p_{i+}(t))) + (p_{i-}(t) + j\mathcal{H}(p_{i-}(t)))^*,$$  \hspace{1cm} (20)

where $*$ denotes complex conjugate operation. Also, we give another form of $p_i(t)$ as:

$$p_i(t) = p^f_i(t) + p^b_i(t) = \sum_{n=1}^{N} (z_{n,i}^{f}(t) + z_{n,i}^{b}(t)), \hspace{1cm} (21)$$

where, $z_{n,i}^{f}(t)$ and $z_{n,i}^{b}(t)$ are defined as the $n$-th complex-valued IMF of forward component and backward component of $i$-th channel respectively.

3.2. 3D-IOM and time-FS

To intuitively reveal and analyze the instantaneous vibration state of multiple bearing sections of a rotor-bearing system, Qu et al. [23] developed the three-dimensional holospectrum. The three-dimensional holospectrum presents the ellipse orbit of each order of different bearing sections which can be used to analyze the state of the force bearing of the rotor. Thus, it provides a new idea for vibration analysis of multiple bearing sections of a rotor system. But the three-dimensional holospectrum is based on the Fourier transform, which shows the average state of the rotor over a period. As we all know, the transient state can better reveal the mechanical fault. Therefore, we constructed the 3D-IOM to present the instantaneous vibration state of the rotor-bearing system.

The instantaneous amplitudes of the forward and backward components can be provided by their complex-valued IMFs, which can be expressed as:

$$\begin{align*}
R_{n,i}^{+}(t) &= \left| z_{n,i}^{f}(t) \right|, \\
R_{n,i}^{-}(t) &= \left| z_{n,i}^{b}(t) \right|.
\end{align*}$$  \hspace{1cm} (23)

As was mentioned in [17], the instantaneous axis orbit of the components is an ellipse. According to the geometric analysis, the modulus of the resulting vector is maximum when the forward and the backward component vectors coincide. In this case, the two vectors are added to obtain the semi-major axis. The modulus of the resulting vector is smallest when the directions of the forward and backward component vectors differ by 180. At this point, the two vectors are subtracted to obtain the semi-minor axis. The semi-major axis and the semi-minor axis of the ellipse can be obtained by

$$\begin{align*}
R_{n,i}^{a}(t) &= R_{n,i}^{+}(t) + R_{n,i}^{-}(t) \\
R_{n,i}^{b}(t) &= \left| R_{n,i}^{+}(t) - R_{n,i}^{-}(t) \right|.
\end{align*}$$  \hspace{1cm} (24)

Next, we rewrite the complex IMFs of the forward and backward components into complex exponential form as

$$\begin{align*}
&z_{n,i}^{f}(t) = R_{n,i}^{+}(t) * e^{j\phi_{n,i}^{f}(t)} \\
&z_{n,i}^{b}(t) = R_{n,i}^{-}(t) * e^{j\phi_{n,i}^{b}(t)}.
\end{align*}$$  \hspace{1cm} (25)
where \(\phi^f_{n,i}\) and \(\phi^b_{n,i}\) denote the instantaneous phases of forward and backward components, respectively. According to the property of complex exponential function, the value of the instantaneous phase can be easily acquired by arc-tangent function as

\[
\phi^f_{n,i}(t) = \arctan \left( \frac{\Im(z^f_{n,i}(t))}{\Re(z^f_{n,i}(t))} \right), \quad \phi^b_{n,i}(t) = \arctan \left( \frac{\Im(z^b_{n,i}(t))}{\Re(z^b_{n,i}(t))} \right),
\]

(26)

where \(\Im(\cdot)\) denotes the operator of extracting the imaginary part. Further, according to the full spectrum, the instantaneous phases of forward and backward components can also be expressed in the form that

\[
\phi^f_{n,i}(t) = \int_0^t \omega_{n,i}(\tau)d\tau + \alpha_{n,i}(t), \quad \phi^b_{n,i}(t) = \int_0^t -\omega_{n,i}(\tau)d\tau + \beta_{n,i}(t),
\]

(27)

where, \(\omega_{n,i}(\tau)\) represents the instantaneous angular velocity of the component vector.

The angle between the major axis and the horizontal axis is the inclination of the major axis. Now, the instantaneous inclination angle of the orbit can be given by

\[
\theta_{n,i}(t) = \frac{\alpha_{n,i}(t) + \beta_{n,i}(t)}{2} = \frac{\phi^f_{n,i}(t) + \phi^b_{n,i}(t)}{2}.
\]

(28)

In [40], a shape and directivity index (SDI) is developed to measure the shape and direction information of an orbit. Now, we refer to the form in paper [38], and propose a new computing method of SDI:

\[
\text{SDI}_{n,i}(t) = \sin (\phi_{n,i}(t) - \phi_{n,i}(t)) = \frac{R^+_{n,i} - R^-_{n,i}}{|\Re(p_{n,i}(t)) + j\mathcal{H}(\Re(p_{n,i}(t)))| \times |\Im(p_{n,i}(t)) + j\mathcal{H}(\Im(p_{n,i}(t)))|},
\]

(29)

where \(p_{n,i}(t) = z^f_{n,i}(t) + z^b_{n,i}(t)\).

As derived above, the instantaneous orbit of multiple bearing sections at any time can be determined. Based on the features of the instantaneous orbit proposed above, we provide a 3D-IOM to represent the instantaneous vibration state of multiple bearing sections of the rotor. Similar to the generating line in the three-dimensional holospectrum, we use the instantaneous posture line to connect the corresponding points between different bearing sections. The drawing method is as follows. First, we find the initial phase points, and then we use the instantaneous posture line to connect the initial phase points on different bearing sections. Next, we take the initial phase point as the starting point and rotate the instantaneous posture line at equal angles according to the precession directions of the instantaneous orbit of different bearing sections. Fig. 1 shows the diagram of the 3D-IOM.

Next, we present a time-frequency representation method (i.e. Time-FS) for multivariate vibration signals of a rotor-bearing system. The first step is projecting the instantaneous features of the components on each bearing section onto the time-frequency coordinates. Because multiple channels of the component signal share the common frequency, the corresponding instantaneous frequency (IF) can be approximated by

\[
\omega_n(t) = \frac{\sum_{i=1}^{K} \left( \frac{d\phi^f_{n,i}(t)}{dt} - \frac{d\phi^b_{n,i}(t)}{dt} \right)}{2K}.
\]

(30)
Figure 1: Sketch drawing of 3D-IOM of rotor vibration of rotating machinery.

Notably, we are supposed to incorporate the backward frequency components into the sum, considering the paired occurrence of the forward and backward frequency components of the rotor vibration. Correspondingly, the amplitudes of the forward component and backward component are projected onto the time-frequency plane respectively, the formula is given by:

\[
TFR_{n,i}(t, \omega) = R^+_{n,i}(t)\delta[\omega - \omega_n(t)] + R^-_{n,i}(t)\delta[-\omega - \omega_n(t)].
\] (31)

Furthermore, the time-frequency representation of the \(i\)-th channel on the rotor-bearing section is obtained by superposing the time-frequency representations of the \(N\) modes

\[
TFR_i(t, \omega) = \sum_n R^+_{n,i}(t)\delta[\omega - \omega_n(t)] + R^-_{n,i}(t)\delta[-\omega - \omega_n(t)].
\] (32)

Finally, the time-frequency representations of multiple bearing sections are presented in a unified coordinate system.

Fig. 2 illustrates the MCVMD and 3D-IOM construction process.

4. Experimental results

To evaluate the effectiveness of the method, we will adopt the proposed method to analyze a series of test signals in this section.

4.1. Simulation experiment

The first simulated signal imitated the vibration response of two bearing sections of a rotating machine during relatively smooth operation, with each bearing section containing two nonstationary components. The amplitude of the vibrations varied with time and exhibited amplitude modulation. The IFs of the two components are 16 Hz and 32 Hz, respectively. Here, the base frequency (or rotating frequency) is 16 Hz. Both sections of the signal contain 16 and 32 Hz
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\[ z_{n,i}^f = x_{n,i}^+(t) + jy_{n,i}^+(t) \]
\[ z_{n,i}^b = (x_{n,i}^-(t) + jy_{n,i}^-(t))^* \]

\[ R_{n,i}^+(t) = \frac{z_{n,i}^+(t)}{z_{n,i}^+(t)} \]
\[ R_{n,i}^-(t) = \frac{z_{n,i}^-(t)}{z_{n,i}^-(t)} \]

\[ Ee_{n,i}(t) = \sqrt{1 - \left(\frac{R_{n,i}^b}{R_{n,i}^a}\right)^2} \]

\[ \theta_{n,i}(t) = \frac{\phi_{n,i}^a(t) + \phi_{n,i}^b(t)}{2} \]
\[ SDI_{n,i}(t) = \sin\left(\phi_{n,i}(t) - \phi_{n,i}(t)\right) \]

Figure 2: Flowchart of the MCVMD and 3D-IOM construction.
frequency components. The sampling frequency is 1024 Hz, and the time duration of the signal is 1s. The signals are given as follows.

\[
\begin{align*}
    x_1(t) &= (2 + 0.5 \times \cos(2.5\pi t)) \times \cos(2\pi \times 16t) + (1.2 + 0.3 \times \cos(8\pi t)) \times \cos(2\pi \times 32t) \\
    y_1(t) &= (2 + 0.8 \times \cos(5\pi t)) \times \cos(2\pi \times 16t + \frac{5\pi}{3}) \\
      &+ (1.4 + 0.53 \times \cos(6\pi t)) \times \cos(2\pi \times 32t + \frac{2\pi}{3}) \\
    x_2(t) &= (2.6 + 0.7 \times \cos(5\pi t)) \times \cos(2\pi \times 16t) + (1.5 + 0.5 \times \cos(15\pi t)) \times \cos(2\pi \times 32t) \\
    y_2(t) &= (2.8 + 0.6 \times \cos(10\pi t)) \times \cos(2\pi \times 16t + \frac{3\pi}{8}) \\
      &+ (1.7 + 0.33 \times \cos(10\pi t)) \times \cos(2\pi \times 32t + \frac{12\pi}{7})
\end{align*}
\]

(33)

Next, we constructed the complex-valued signals for the two bearing sections according to eq.(12) in the manuscript as:

\[
\begin{align*}
    p_1(t) &= x_1(t) + jy_1(t) \\
    p_2(t) &= x_2(t) + jy_2(t)
\end{align*}
\]

(34)

To be closer to the actual situation, the Gaussian noise with a signal-to-noise (SNR) ratio of 8.78 dB was added to the vibration response of the two bearing sections, respectively. The noisy signal waveforms and orbits are shown in Fig. 3. It can be seen that the amplitudes are time-varying, and the noise is strong. The Fourier transform spectrums and full spectrum are illustrated in Fig. 4. The full spectrum showed the information of the precession direction of different components, that is, the 1X component of the bearing section 1 was forward precession, whereas the 2X component was backward precession. The precession information of the bearing section 2 was completely opposite to that of the bearing section 1. The above analysis showed that the traditional method cannot present the non-stationary vibration process of the rotor system.

A set of multi-component real-value signals \(\{p_{1+}(t), p_{1-}(t), p_{2+}(t), p_{2-}(t)\}\) could be obtained by eq. (18) and which were then decomposed with MVMD. Fig. 5 shows the decomposition results. It can be seen that the decomposition results were very close to the true values. The signals were separated according to the forward/backward frequency components, so the precession directions of the component on multiple rotor bearing sections could be determined by the amplitude of the signal waveform. The information of the precession direction obtained in Fig. 4 and 5 is consistent. In addition, we gave the reconstructed component signals and orbit (Fig. 6 (1X components) and
Figure 4: The spectrum and the full spectrum of the simulated signal. (a) and (b) Fourier spectrum of the real and imaginary parts for bearing section 1. (c) and (d) Fourier spectrum of the real and imaginary parts for bearing section 2. (e) and (f) Full spectrums of bearing section 1 and 2.

Figure 5: Decomposition results of the simulated signal using MVMD. (a) and (b) The forward and backward components of 1X component for bearing section 1. (c) and (d) The forward and backward components of 1X component for bearing section 2. (e) and (f) The forward and backward components of 2X component for bearing section 1. (g) and (h) The forward and backward components of 2X component for bearing section 2. (blue: estimate; red: real).

Figure 6: Signal reconstruction results (1X component). (a) and (b) Real and imaginary parts of bearing section 1. (c) Reconstructed orbit of bearing section 1. (d) and (e) Real and imaginary parts of bearing section 2. (f) Reconstructed orbit of bearing section 2. (blue: estimate; red: real).
Figure 7: Signal reconstruction results (2X component). (a) and (b) Real and imaginary parts of bearing section 1. (c) Reconstructed orbit of bearing section 1. (d) and (e) Real and imaginary parts of bearing section 2. (f) Reconstructed orbit of bearing section 2. (blue: estimate; red: real).

Figure 8: The semi-major axis. (a) and (b) The semi-major axis of 1X and 2X component for bearing section 1. (c) and (d) The semi-major axis of 1X and 2X component for bearing section 2. (blue: estimate; red: real).

Figure 9: The instantaneous inclination angle. (a) and (b) The inclination angle of 1X and 2X component for bearing section 1. (c) and (d) The inclination angle of 1X and 2X component for bearing section 2. (blue: estimate; red: real).
Fig. 7 (2X components)). The results of reconstructed signals were well consistent with the real ones, and the orbits were more readable than the original ones. Next, the characteristic parameters of the instantaneous orbit are calculated based on the formula in section 3. The semi-major axis of the instantaneous orbit, inclination angle, and SDI are displayed in Fig. 8, 9 and 10, respectively. It can be seen from these figures that the instantaneous characteristic parameters of the orbit are time-varying and non-stationary and the proposed method achieved accurate estimation of each instantaneous parameter of the orbit. The 3D-IOM of the rotor is presented in Fig. 11. We drew the 3D-IOM of the rotor at t=155.3 and 717.8 ms. It can be observed from the 3D-IOM that the shape and instantaneous inclination angle of the orbit were changing slightly with time. The above analysis indicated that the instantaneous state of the rotor shaft could be determined at any time after the acquisition of instantaneous characteristics for the orbit. The time-FS of the simulated signal is depicted in Fig. 12. The relationship between the vibration intensity of the different components on the two bearing sections can be observed, and the information about the precession direction of each component on the bearing section.

4.2. Analysis of the bistable behavior of rotor system

The bistable behavior of the rotor is a nonlinear behavior of the rotor-bearing system. The rotor jumps from the current stable state to another stable state after a certain excitation. However, the cause of the bistable behavior is for further study [41]. In this study, a blower rotor with a working speed of 5500 rpm was selected to explore the bistable behavior of its vibration. The sampling frequency was set to 2000 Hz, as well as the number of sampling points was 1024.

The signal waveform and the orbit of the bearing sections at both ends of the rotor are shown in Fig. 13. It can be observed that the signal jumps around 0.2s. The Fourier spectrum and the full spectrum of the signal are depicted in Fig. 14. Due to the averaging effect of the Fourier transform, the transient information had been lost, so the moment of sudden change was not displayed. The decomposition results of the bistable signal are shown in Fig. 15. The amplitude of the 2X component is very small. It is meaningless to discuss this situation. Therefore, we only discussed the 1X component of the bistable signal. Fig. 16 shows the reconstructed signal of 1X component. Compared with the original orbit, the reconstructed component orbit became smoother.

The instantaneous parameters of each component orbit including the semi-major axis (Fig. 17), instantaneous inclination angle (Fig. 18), and SDI (Fig. 19) were obtained according to the
Figure 11: 3D-IOM of the 1X component of the simulated signal for two bearing sections.

Figure 12: Time-FS of the simulated signal.
construction method of 3D-IOM (Section 3). The semi-major axis of the 1X component on the two bearing sections (Fig. 17 (a) and (c)) jumped at 0.2s. This phenomenon was consistent with the results of the signal waveform. But Fig. 17 shows the time-varying process of the signal. There was almost no change in the instantaneous inclination angle (Fig. 18). Figure 19 highlighted the information that the SDI value of the 1X component had a zero-crossing jump around 0.2s, which means that the precession direction changed. The 3D-IOM is depicted in Fig. 20. The instantaneous inclination angle did not change significantly. It can be observed from the blue line that the precession directions of the 1X component on the two bearing sections are opposite before and after 0.2s. However, traditional methods cannot obtain this information. The Time-FS of the bistable signal is shown in Fig. 21. Corresponding with the spectrum, the frequencies of the forward/backward components of the two bearing sections were 96 Hz.

4.3. Analysis of rotor vibration signals of a pumped storage unit

The main parameters to characterize the operation and stability of the turbine are vibration, main shaft runout, and pressure pulsation, among which vibration is the main factor. Generally, most of the vibration factors are closely connected with shaft vibration. However, it is not enough
Figure 15: Decomposition results of bistable signal using MVMD. (a) and (b) The forward and backward components of 1X component for bearing section 1. (c) and (d) The forward and backward components of 1X component for bearing section 2. (e) and (f) The forward and backward components of 2X component for bearing section 1. (g) and (h) The forward and backward components of 2X component for bearing section 2.

Figure 16: Reconstructed signal (1X component). (a) and (b) Real and imaginary parts of bearing section 1. (c) Reconstructed orbit of bearing section 1. (d) and (e) Real and imaginary parts of bearing section 2. (f) Reconstructed orbit of bearing section 2.

Figure 17: Semi-major axis. (a) and (b) The semi-major axis of 1X and 2X component for bearing section 1. (c) and (d) The semi-major axis of 1X and 2X component for bearing section 2.
Figure 18: The instantaneous inclination angle. (a) and (b) The inclination angle of 1X and 2X component for bearing section 1. (c) and (d) The inclination angle of 1X and 2X component for bearing section 2.

Figure 19: SDI. (a) and (b) SDI of 1X and 2X component for bearing section 1. (c) and (d) SDI of 1X and 2X component for bearing section 2.
Figure 20: 3D-IOM of the 1X component of the bistable signal on the two bearing sections.

Figure 21: Time-FS of the bistable signal.
to obtain the signal of only a single bearing section to analyze the fault of shaft vibration. The signal of one bearing section can only reflect the instantaneous characteristics of the shaft vibration process to a very limited extent and cannot reflect the non-stationary vibration process of the shaft as a whole. Therefore, it is necessary to analyze the vibration signals of multiple bearing sections simultaneously to obtain more meaningful and comprehensive joint information. In general, displacement sensors are arranged in mutually perpendicular directions of the upper guide bearing (UGB), lower guide bearing (LGB), and water guide bearing (WGB) of the hydraulic turbine to collect signals. As shown in Fig. 22 vibration data of the WGB is obtained by the displacement sensor.

This study selected a set of shaft vibration data recorded by a vibration monitoring system for a pumped storage unit. The pumped storage unit had a rated speed of 375 rpm and a rated power of 400 MW. The sampling frequency was set to 800 Hz and the sampling time was 1.28 s, as well as the number of samples, is 1024.

The noisy signal waveform and orbit are illustrated in Fig. 23. The original signal had strong noise, the orbit was irregular and the noise at the WGB was the largest. The spectrum and full spectrum are shown in Fig. 24. The frequency spectrum indicated that each bearing section contained 7 components, so we set the modes number of MVMD to 7. The rotor orbits were all backward precession at three bearings (Fig. 24 (c) (f) and (i)). The decomposition results processed by MVMD are presented in Fig. 25. From the amplitude results of the forward and backward components, it could be judged that the 1X component orbits on the three bearing sections are all backward precession, which was consistent with the results obtained from the full spectrum. Thanks to the excellent characteristics of center frequency alignment, some small amplitude component waveforms could also be extracted. For example, the 3X components at the LGB and WGB were almost a straight line. This situation was difficult to achieve by conventional methods. The reconstructed signals of 1X, 2X and 3X component are presented in Fig. 26, Fig. 27 and Fig. 28. It can be seen that the SNR of the reconstructed signal was significantly improved.
Figure 23: The noisy signal waveform and orbit. (a) and (b) Real and imaginary parts of the UGB. (c) Orbit of the UGB. (d) and (e) Real and imaginary parts of the LGB. (f) Orbit of the UGB. (g) and (h) Real and imaginary parts of the WGB. (i) Orbit of the WGB.

Figure 24: The spectrum and the full spectrum of the vibration signals. (a) and (b) Fourier spectrum of the real and imaginary parts for UGB. (d) and (e) Fourier spectrum of the real and imaginary parts for LGB. (g) and (h) Fourier spectrum of the real and imaginary parts for WGB. (c) (f) and (i) Full spectrum of the UGB, the LGB, and the WGB, respectively.
Figure 25: Decomposition results of rotor vibration signal using MVMD. (a)-(f) The forward and backward components of the 1X component for the UGB, LGB, and WGB, respectively. (g)-(l) The forward and backward components of the 2X component for the UGB, LGB, and WGB, respectively. (m)-(r) The forward and backward components of the 3X component for the UGB, LGB, and WGB, respectively.

Figure 26: Reconstructed signal (1X components). (a) and (b) Real and imaginary parts of UGB. (c) Reconstructed orbit of UGB. (d) and (e) Real and imaginary parts of LGB. (f) Reconstructed orbit of LGB. (g) and (h) Real and imaginary parts of WGB. (i) Reconstructed orbit of WGB.
Figure 27: Reconstructed signal (2X components). (a) and (b) Real and imaginary parts of UGB. (c) Reconstructed orbit of UGB. (d) and (e) Real and imaginary parts of LGB. (f) Reconstructed orbit of LGB. (g) and (h) Real and imaginary parts of WGB. (i) Reconstructed orbit of WGB.

Figure 28: Reconstructed signal (3X components). (a) and (b) Real and imaginary parts of UGB. (c) Reconstructed orbit of UGB. (d) and (e) Real and imaginary parts of LGB. (f) Reconstructed orbit of LGB. (g) and (h) Real and imaginary parts of WGB. (i) Reconstructed orbit of WGB.
Figure 29: Semi-major axis. (a) (b) and (c) The semi-major axis of 1X, 2X, and 3X components for UGB. (d) (e) and (f) The semi-major axis of 1X, 2X, and 3X components for LGB. (g) (h) and (i) The semi-major axis of 1X, 2X, and 3X components for WGB.

Figure 30: The instantaneous inclination angle. (a) (b) and (c) The inclination angle of 1X, 2X, and 3X components for UGB. (d) (e) and (f) The inclination angle of 1X, 2X, and 3X components for LGB. (g) (h) and (i) The inclination angle of 1X, 2X, and 3X components for WGB.

Figure 31: SDI. (a) (b) and (c) SDI of 1X, 2X, and 3X components for UGB. (d) (e) and (f) SDI of 1X, 2X, and 3X components for LGB. (g) (h) and (i) SDI of 1X, 2X, and 3X components for WGB.
Figure 32: 3D-IOM of the 1X component of the vibration signal on the three bearing sections of the rotor.

Figure 33: Time-FS of the vibration signal of turbine rotors in operation.
Also, the direction of the orbit was associated with the value of SDI (see Fig. 31). Specifically, the value of SDI was positive when forward precession, and the angle between the major axis and the horizontal axis of the orbit should be in the range of $0$ to $\frac{\pi}{2}$. Conversely, the value of SDI was negative when backward precession, and the angle between the major axis and the horizontal axis of the synthesized orbit should be in the range of $\frac{\pi}{2}$ to $\pi$. The instantaneous inclination angle is shown in Fig. 30. The 3D-IOM is shown in Fig. 32. The 3D-IOM contains more joint information and can better reflect the complex instantaneous vibration state of the rotor-bearing system. Such rich information is not available in other methods. The forward and backward components of each component of the three bearing sections are shown in Fig. 33.

5. Conclusion

We have introduced a novel complex-valued signal decomposition model named MCVMD, which can handle multivariate non-stationary complex-valued signals. MCVMD uses the Hilbert transform to separate the forward and backward frequency components of the signal. With the unique properties of MVMD, the signal components of multiple bearing sections of the rotor can be extracted simultaneously. Further, similar to the three-dimensional holospectrum, we used the instantaneous posture line to link the corresponding points of the instantaneous orbit at different moments. Numerical experiments illustrate the performance of the proposed method. A highlight of this paper is to visualize the instantaneous vibration state of the rotor-bearing system. The 3D-IOM could present more comprehensive information and could roughly predict the movement trend at the next moment.

Taken together, this study had gone some way towards enhancing the understanding of rotor vibration analysis under a non-stationary state and provided theoretical and practical tools for rotor a non-stationary vibration analysis. However, the main limitation of this study is that: i) The number of decomposition modes needs to be given beforehand; ii) The time-varying signal we analyzed only changes in amplitude and does not change in frequency. In future work, we will study signals that vary in both amplitude and frequency with time.
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