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ABSTRACT: In this paper we study a black hole phase transition in a generalized JT gravity noticed in 2006.03494. We investigate the effect of the phase transition on the Euclidean geodesic and holographic two-point function in models with dilaton potential which interpolates two ordinary JT gravities with different cosmological constants. It is noted that there exists a closed geodesic with a new scale at low temperature phase when the potential has a locally negative region. This scale causes several peaks in the two-point function. We also comment on the phase transition of charged black holes. We then consider coupling generalized JT gravity to a matter and study its relation to a $\bar{T}T$ deformation of CFT at the classical level. We find the deformation parameter as a function of the dilaton and provide examples showing Janus-type couplings.
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1 Introduction

Even though two-dimensional gravity is simple, it plays a very important role in theoretical physics. For Jackiw-Teitelboim (JT) gravity [1, 2], it has been shown that a field theory dual is identified with a random ensemble of Sachdev-Ye-Kitaev (SYK) model [3, 4] describing maximally chaotic system [5–7]. In other application, it is noted that the information problem, one of the salient problems in physics, can be realized in this simple model [8, 9]. These successful investigations indicate that two-dimensional gravity deserves further study.

Recently, there was an interesting study on a first order phase transition among black holes in a generalized JT gravity with diltaon-potential [10]. In our work, we revisit this phase transition in specific models described by diltaon-potentials, which connects two JT gravities with different negative cosmological constants. The origin of the phase transition comes from the fact that there exists a certain region in temperature, where the black hole geometry is not determined uniquely. Thus, one has to compare free energies of all possible black holes to find the most preferable black hole for a given temperature. As the temperature varies, the bulk geometry undergoes a radical change in entropy and the location of horizon. We show this change explicitly in our specific JT gravity models.

In addition to this sudden change under the phase transition, we found that the low temperature phase has a significantly different characteristic if we allow a locally negative region of the potential. Since the metric function is given by the integration of the potential after choosing a suitable ansatz, a negative region of the potential produces a local minimum of the metric component. The location of this local minimum plays a role of a cut-off for...
Euclidean geodesics, which are anchored to the boundary. This effective cut-off introduces a scale in the bulk as well as boundary quantum mechanics, which is different from the temperature. Naturally, the scale is given by the length of a closed geodesic surrounding the local minimum of the metric component.

It is also known that holographic Green’s functions have a well-defined geodesic limit. Accordingly, one may expect that this scale should appear in the holographic two-point functions. We show that this is indeed the case by a numerical study of scalar two-point functions. The two-point functions exhibit peaks around the scale. This phenomenon can also be understood by the equation of motion for the corresponding bulk field, which looks like a Schrödinger equation.

Another interesting aspect of JT gravity is that its relation to the $T\bar{T}$ deformation [11, 12] when coupled to a conformal matter. In [13], it is shown that flat JT gravity coupled to matter is equivalent to $T\bar{T}$ deformation of the matter action in flat space by using the first order formalism of gravity. The flat JT gravity has a constant potential, which is a cosmological constant, so the resulting deformed action has a constant deformation parameter for the $T\bar{T}$ operator. It is important to note that a dynamical coordinate appears and provides dynamical zweibein in the deformed action. The interpretation of this coordinate has been studied in various contexts. [14–21]

In this paper, we extend the derivation to JT gravity with a general dilaton potential. The on-shell gravity action is rewritten as a $T\bar{T}$ deformed action for conformal matter. However, the deformation parameter is not a constant but a function of the dilaton. This dilaton is a function of a radial coordinate in generic case. Thus, the deformation parameter depends on a space coordinate.

As simple examples, we consider some vacuum solutions without horizon. For JT gravity or AP model [23], the $T\bar{T}$ coupling is still constant, but the base manifold is (Euclidean) $AdS_2$, where the $T\bar{T}$ operator is well-defined as in [24]. For JT gravity with a potential which interpolates two different values of the cosmological constants, we consider a domain wall geometry as the base manifold. This can be obtained by the zero temperature limit of the black hole solution. In this case, the $T\bar{T}$ coupling function becomes a local function which approaches to a different value for each asymptotic $AdS_2$. For asymptotically flat space, a kink-like potential is considered, for which the base manifold has a simple disc topology but with a flat interior region. The corresponding coupling function also has two plateaus for the flat space regions.

This paper is organized as follows. In section 2, we study phase transitions of black holes in generalized JT gravity which has a potential interpolating between two JT gravities of different cosmological constants. The effects of phase transitions on the two-point function and the geodesic are investigated. In section 3, charged black holes are analyzed using similar methods. In section 4, a connection of generalized JT gravity to $T\bar{T}$ deformation is explained.
2 Black Holes in Interpolating JT Gravities

In this section we investigate black hole phase transitions discussed in [10]. In order to find the physical implication of the phase transition, we consider Euclidean geodesics and holographic two-point function in specific models.

2.1 Black hole phase transition in two dimensions

We start with a brief summary of the phase transition studied in [10] using our two dimensional gravity models. The Euclidean action is given by

\[ S_{GJT} = -\frac{1}{2} \int_{\mathcal{M}} d^2x \sqrt{g} \left[ \phi_0 R + \phi R + W(\phi) \right] - \sum_{I} \int_{(\partial \mathcal{M})_I} d\tau \sqrt{\gamma} \left[ (\phi_0 + \phi) K - \mathcal{L}^c_I \right], \] (2.1)

where \( \phi_0 \) is a constant, so the first term is just the Einstein-Hilbert action, which is a total derivative in two dimensions. Nevertheless, this term contributes to black hole entropy, as explained in [10], and it is important in the computation of path integrals. The Gibbons-Hawking term proportional to \( K \) guarantees a well-defined Dirichlet problem for the metric and \( \gamma \) is the induced einbein resulting from the ADM decomposition. In addition \( \mathcal{L}^c_I \)'s are the counter terms, introduced to make the on-shell action finite. The index \( I \) stands for the boundaries of the two-dimensional manifold \( \mathcal{M} \). For JT gravity, the dilaton-potential is given by \( W(\phi) = 2\phi \) with the unit AdS radius. The corresponding counter term is given by \( \mathcal{L}^c_I = \phi \).

Now we take an ansatz as follows:

\[ ds^2 = A(x) d\tau^2 + \frac{dx^2}{G(x)}, \quad \phi = \phi(x), \] (2.2)

where \( G(x) \) can be taken as \( A(x) \) by a coordinate transformation. Using this metric ansatz without fixing \( G(x) \), the bulk action can be written as follows:

\[ \mathcal{L}_b = \frac{\sqrt{G} \phi A''}{2\sqrt{A}} + \frac{\phi A' G'}{4\sqrt{A G}} - \frac{\sqrt{G} \phi A'^2}{4A^{3/2}} - \frac{\sqrt{A} W(\phi)}{2\sqrt{G}}. \] (2.3)

The equations of motion with fixing gauge as \( G(x) = A(x) \) lead to

\[ \partial_\phi W(\phi) - A''(x) = 0, \quad W(\phi) - A'(x) \phi'(x) = 0. \] (2.4)

In addition the equation of motion for the dilaton is nothing but \( \phi''(x) = 0 \). The solution is simply given by \( \phi(x) = C_0 + C_1 x \). After a coordinate transformation \( x \rightarrow \frac{x - C_0}{C_1} \), the dilaton \( \phi \) can be chosen as \( \phi(x) = x \). From now on, we identify the coordinate \( x \) with \( \phi \). Then, the only equation we have to solve is

\[ W(x) = A'(x). \] (2.5)

Therefore, the general solution for metric can be written as

\[ A(x) = \int_{x_0}^{x} dx' W(x') + A(x_0), \] (2.6)
\[ T(\phi) = \frac{W(\phi)}{4\pi} \]

Where \( x_0 \) is a certain position in the radial coordinate. We would like to consider cases with only positive \( A(x) \) for a well-defined Euclidean geometry.

In [10], it was shown that a phase transition may occur among asymptotically AdS black holes when the equation \( W(\phi) = 4\pi T \) has more than three roots for a positive constant temperature \( T \). To explain this phase transition more explicitly, let us take a specific form of the dilaton-potential as follows:

\[ W(\phi) = 4\pi T(\phi) = 2\phi + 5\phi \left[ \tanh(\phi + 10) - \tanh(\phi - 10) \right], \tag{2.7} \]

Where \( T(\phi) \) is just a potential scaled by \( 4\pi \). This is plotted in Figure 1. This potential becomes the JT gravity \( W(\phi) \sim 2\phi \) for large \( \phi \). On the other hand, the potential becomes another JT gravity with a different cosmological constant \( (W(\phi) \sim 12\phi) \) in the small \( \phi \) region. Therefore, one may regard this specific potential as describing a model which interpolates two JT gravities.

Now, we consider black hole geometries. The temperature of a black hole is given by \( A'(x_h)/4\pi \), where \( x_h \) is the location of the horizon or a dilaton value \( \phi_h \). So it can be written in terms of the potential as follows:

\[ T \equiv T(\phi_h) = \frac{1}{4\pi} W(x_h) . \tag{2.8} \]

Since a given temperature determines possible locations of horizon, the integration constant in (2.6) can be fixed and the metric function becomes just the integration of the potential

\[ A(x) = \int_{x_h}^{x} dx' W(x') . \tag{2.9} \]

\[ ^1 \text{We distinguish between } T \text{ and } T(\phi) \text{ as in [10].} \]
Figure 2. (a) shows a locally negative potential (2.11) and temperature lines. The critical temperature is given by $T_c \sim 5 - \frac{45}{4\pi}$, which is denoted by the brown dashed line. (b) shows the metric function $A(x)$. The blue and red curves stand for low and high temperature black holes, respectively. The brown curves depict geometries just below and above $T_c$. Below the critical temperature, geometries have local minima at $x_{\text{min}}$.

As one can see in Figure 1 (a), there are three candidates for possible horizon locations in certain range of temperature. They are given by the intersection points of the temperature lines and the dilaton-potential except for the lowest temperature line. Among these candidates, the middle locations can be excluded because the corresponding black hole geometries have negative heat capacities. For the other possible locations, one needs to compare the free energies of the corresponding black holes. As shown in [10], the free energy difference between two black holes is

$$\Delta F = F_R - F_L = 2\pi \int_{\phi_L}^{\phi_R} d\phi \left( T(\phi) - T \right), \quad (2.10)$$

where $F_L$ and $F_R$ are the free energies of the black holes which have the left and right intersecting points, $\phi_L$ and $\phi_R$ for a given temperature. Therefore, the black hole with the horizon $\phi_R$ is dominant in the high temperature and the black hole with the horizon $\phi_L$ is preferable in the low temperature. There exists a critical temperature $T_c$ satisfying

$$\int_{\phi_L}^{\phi_R} d\phi \left( T(\phi) - T_c \right) = 0.$$

This phase transition gives rise to a drastic change in geometry. It also causes an entropy jump given by $\Delta S = 4\pi (\phi_R - \phi_L)$. They can be seen in Figure 1(b), which shows the metric function $A(x)$. The red and blue curves correspond to high and low temperature black holes, respectively. The brown-dashed curves denote geometries just above and below the critical temperature. The arrows indicate the change from high to low temperature.

Now, we introduce a more interesting case with a potential which has a negative region. This case can easily be achieved by subtracting a constant to the previous potential, i.e., $W(\phi) \rightarrow W(\phi) - C$. In the following, we take $C = 12\pi$. Namely,

$$W(\phi) = 4\pi T(\phi) = 2\phi + 5\phi \left[ \tanh(\phi + 10) - \tanh(\phi - 10) \right] - 12\pi. \quad (2.11)$$
The potential and the corresponding metric are plotted in Figure 2. Here one may notice that $A(x)$ below the critical temperature has a local minimum $x_{\text{min}}$ due to the negative part of the potential.

This qualitative difference in geometry results in a significant consequence. In order to see the effect of the existence of local minimum, we will study Euclidean geodesics and holographic two-point functions in the following subsections.

2.2 Euclidean geodesic

As a first observation on physics, we take geodesics in the black hole geometry. Since we are interested in either asymptotically AdS geometry or the potential which approaches to that of JT gravity for large $\phi$, we assume that there is a dual boundary quantum mechanics to the black hole. In order to consider boundary physics, we restrict our analysis to geodesics anchored to the boundary of AdS spacetime. The geodesic $x(\tau)$ has the boundary condition $x(\pm l/2) = \infty$, where $l$ is the distance between the starting and end points at the boundary.

Then, the induced einbein for a geodesic is

$$ds_{\text{ind}}^2 = \left( A(x(\tau)) + \frac{x'^2}{A(x(\tau))} \right) d\tau^2. \quad (2.12)$$

The geodesic length is given by

$$I_g(l) = 2 \int_0^{l/2} d\tau \sqrt{A(x(\tau)) + \frac{x'^2}{A(x(\tau))}}, \quad (2.13)$$

where the effective Lagrangian has no explicit dependence of $\tau$, so one can find the conserved Hamiltonian given by

$$\mathcal{H} = -\frac{A(x(\tau))}{\sqrt{\frac{x'^2}{A(x(\tau))} + A(x(\tau))}}. \quad (2.14)$$

At the tip ($\tau = 0$) of a geodesic, we impose $x'(0) = 0$ for a regular curve. So the Hamiltonian $\mathcal{H}$ is nothing but $\mathcal{H} = -\sqrt{\Lambda_c}$, where $A_* = A(x(0))$. Using the expression of $x'(\tau)$ from (2.14),

$$I_g(l) = 2 \int_{x_*}^{\Lambda_c} dx \frac{1}{\sqrt{A(x) - A_*}}, \quad (2.15)$$

where $\Lambda_c$ is the UV cut-off and $x_*$ is the position at the tip of geodesic, i.e. $x(\tau = 0)$. Near the boundary, this length has a logarithmic divergence. This is reminiscent of the entanglement entropy for 1+1 dimensional field theories.

Now, we apply this formula to the potential with a negative region plotted in Figure 2 (a). In the low temperature below the $T_c$, $A(x)$ has a local minimum $A_{\text{min}} = A(x_{\text{min}})$. So (2.15) is not well-defined for $x_* > x_{\text{min}}$. This implies that the Euclidean geodesics cannot cross the $x = x_{\text{min}}$ point. Therefore, the minimum value of $A_*$ must be replaced with $A_{\text{min}}$.
in (2.15). Also there exists a closed geodesic wrapping \( x = x_{\text{min}} \). This provides a new scale which is different from the temperature. One can easily evaluate the quantity as follows:

\[
\Lambda_s = \int_0^{1/T} \sqrt{A(x_{\text{min}})} d\tau = \frac{\sqrt{A_{\text{min}}}}{T}.
\]

(2.16)

It is desirable to see how this scale can appear in other physical quantities. In fact, a geodesic anchored to the boundary are closely related to the two-point function in the boundary theory. Thus, we turn to two-point functions in the next subsection.

### 2.3 Holographic two-point function

In this subsection, we focus on a boundary two-point function using a holographic method. We will consider an in-going fluctuation mode and use the Lorentzian signature for the metric

\[
ds^2 = -A(r) dt^2 + \frac{1}{A(r)} dr^2,
\]

(2.17)

where we use \( t \) and \( r \) as time and radial coordinates instead of \( \tau \) and \( x \) of the Euclidean spacetime. As an additional probe field in this background, we consider a scalar field. The total action is given by

\[
S_t = S_{GJT} + \int dx^2 \sqrt{-g} \left( -\frac{1}{2} (\nabla \psi)^2 - \frac{1}{2} m^2 \psi \right) + S^c_\psi,
\]

(2.18)

where \( S_{GJT} \) is the generalized JT gravity (2.1) with the Lorentzian signature and \( S^c_\psi \) is the suitable counter term action for this scalar field.

The equation of motion of the scalar for a frequency \( \omega \) is given by

\[
\varphi''(r) + \frac{A'(r) \varphi'(r)}{A(r)} - \frac{m^2 \varphi(r)}{A(r)} + \frac{\omega^2 \varphi(r)}{A(r)^2} = 0,
\]

(2.19)

where we have used \( \psi = \varphi(r) e^{-i \omega t} \). Near the boundary of the geometry, the asymptotic solution with vanishing \( \omega \) is

\[
\varphi(r) \sim r^{-\frac{1}{2} \pm \sqrt{m^2 + \frac{1}{4}}},
\]

(2.20)

This indicates that the BF bound is given by \( m^2 = -\frac{1}{4} \). For a special case of \( m^2 = 0 \), the asymptotic solutions are a constant and \( 1/r \). The constant solution is a non-normalizable mode and \( \frac{1}{r} \) corresponds to a normalizable mode. By following the standard AdS/CFT prescription, the coefficient of the two modes can be identified with the expectation value of a dimension one (\( \Delta = 1 \)) operator and its source. In general, the asymptotic behavior of the field is given by

\[
\psi \sim \left( J(\omega) r^{-\frac{1}{2} + \sqrt{m^2 + \frac{1}{4}}} + \cdots + \mathcal{O}(\omega) r^{-\frac{1}{2} - \sqrt{m^2 + \frac{1}{4}}} + \cdots \right) e^{-i \omega t},
\]

(2.21)

where \( J(\omega) \) and \( \mathcal{O}(\omega) \) are the Fourier mode of source and expectation value for a dimension \( \Delta = \frac{1}{2} + \sqrt{m^2 + \frac{1}{4}} \) operator.
Now, let us consider the two-point function of scalar operators. To obtain this quantity by a numerical calculation, we impose the in-going boundary condition at the horizon which is given by

\[ \psi \sim e^{-i\omega (t + \log (r - r_h)/W(r_h))}. \]  

(2.22)

Together with this boundary condition and the dilaton-potentials (2.7) and (2.11), one can solve (2.19) numerically and obtain the relation between source and expectation value. Then, the two-point function can be read off using the following linear response relation

\[ G(\omega) \equiv \langle \mathcal{O}(\omega)\mathcal{O}(-\omega) \rangle = \frac{\mathcal{O}(\omega)}{J(\omega)}. \]  

(2.23)

In massive scalar case, a contact term is present in the two-point function. We subtract it and present the numerical results of the two-point functions\(^3\) in Figure 3-6.

Before discussing the numerical results, we introduce another point of view to analyze the structure of the two-point function. Using the following tortoise coordinate

\[ z = \tilde{z}T \equiv T \int_{\infty}^{r} \frac{1}{A(r')} dr', \]  

(2.24)

\(^3\)More explicitly, the subtracted Green’s function is defined by \( \tilde{G}(\omega) = G(\omega) - G(0) \). We drop “~” on the subtracted Green function for convenience.
one can rewrite (2.19) as
\[
\left( - \frac{d^2}{dz^2} + V_{\text{eff}}(z) \right) \varphi(z) = \frac{\omega^2}{T^2} \varphi(z) ,
\]
where the effective potential is given by
\[
V_{\text{eff}}(z) = \frac{m^2}{T^2} A(z) .
\]
(2.26)

Then, the scalar field equation can be regarded as a Schrödinger equation with the potential \( \frac{m^2}{T^2} A(z) \). The coordinate \( z \) ranges from \( -\infty \) to 0. The horizon is located at \( z = -\infty \) and \( A(-\infty) \) vanishes. Thus, the in-going boundary condition (2.22) is equivalent to the left-moving boundary condition at \( z = -\infty \):
\[
\varphi \sim e^{-i\frac{\omega}{T}z} \quad \text{for} \quad z \to -\infty .
\]
(2.27)

Now, let us consider the massless case, i.e. \( \Delta = 1 \) case. The potential in (2.25) vanishes and the solution is given by the left-moving plane wave solution, \( e^{-i\frac{\omega}{T}w} \). The tortoise coordinate can be expanded in terms of original radial coordinate \( r \) near the boundary as
\[
z \sim T \left( - \frac{1}{r} + O \left( \frac{1}{r^2} \right) \right) .
\]
(2.28)

Using this behavior, one can read off the two-point function,
\[
G_{\Delta=1}(\omega) = i\omega .
\]
(2.29)
This is same as the two-point function in $AdS_2$ case. Thus, the temperature doesn’t have much effect on the time-time correlation function of the $\Delta = 1$ operator, except for the overall scale.

On the other hand, the massive scalar case has much more interesting structure due to the potential $V_{\text{eff}}(z)$. The effect of $V_{\text{eff}}(z)$ on the Schrödinger equation (2.25) becomes smaller in the limit of small mass or high temperature. First interesting case is the situation with $m^2$ negative but larger than the BF bound. Since the effective potential becomes negative, one may consider negative $\omega^2$ given by a pure imaginary frequency. This implies that an instability could occur below a certain temperature. This instability develops a hairy configuration and generates a real scalar condensation dual to the scalar $\psi$. It would be interesting to study the physical meaning of this phenomenon. Here we focus on the case of positive $m^2$.

A dual operator to a bulk scalar with positive $m^2$ has a dimension $\Delta$ greater than 1. There are two qualitatively different cases. The first is given by the positive dilaton-potential (2.7) and the second is the potential with a locally negative region (2.11). The effective potential $V_{\text{eff}}(z)$ (2.26) of the Schrödinger equation (2.25) is proportional to the metric function $A(z)$. As we have shown in Figure 2, the locally negative potential gives rise to a local minimum in the metric function below the critical temperatures. This difference also appears in the $V_{\text{eff}}(z)$ of the Schrödinger equation (2.25). See Figure 7 for some examples. In this figure, $A(z)$ of the locally negative potential yields a local minimum and a potential barrier in $V_{\text{eff}}(z)$. Thus, one can expect the appearance of metastable modes.
Now, let us look at the effect of locally negative region in the potential at low temperature. The two-point functions below critical temperatures are displayed in (c) and (d) of Figure 3-6. From these figures, one can clearly notice that (c) and (d) of Figure 5 and 6 show peaks in the two-point functions. In order to see these excitations more clearly, we provide ratios of the two-point functions to those just above the critical temperatures in Figure 8. The first peaks are located at $\omega/T = 10 \sim 35$. A rough estimation of the energy similar to resonances.

Figure 6. These figures depict the two-point function, when $m^2 = 0.4$. The curve fitting error of (c) and (d) is $E < 2.5 \times 10^{-1}$.

Figure 7. (a) shows $A(z)$ of the positive potential case at $T = 3$ and (b) shows $A(z)$ of the potential with a negative region at $T \sim 0.47$. 
Figure 8. Here $\hat{G}(T, \omega)$ is defined by $\hat{G}(T, \omega) \equiv \frac{T}{\omega} G(\omega)$. All figures show results for the locally negative potential. (a) and (b) correspond to $m^2 = 0.2$ and (c) and (d) to $m^2 = 0.4$. The curve fitting errors are as follows. (a) $E < 1.5 \times 10^{-2}$, (b) $E < 3 \times 10^{-2}$, (c) $E < 1.5 \times 10^{-2}$, (d) $E < 1.5 \times 10^{-2}$.

eigenvalue of the Schrödinger equation (2.25) for these excitations can be calculated by

$$\frac{\omega^2}{T^2} \sim \frac{m^2}{T^2} A(x) \sim \frac{m^2}{T^2} \left(\frac{250}{m^2} \sqrt{A(x_{\min})} \right), \quad (2.30)$$

where we take 250 for the value of metric function around the local minimum. See Figure 7 (b). When we consider the masses and temperatures taken in Figure 8, the excitation frequencies $\omega/T$ are estimated around 7 to 20. This frequency scale is similar to the locations of the first peaks. It suggests that this resonance-like behavior is originated from the locally negative potential.

Now, let us discuss how this physics is related to the geodesics in the bulk. The scale governing this physics can be read off from (2.30). Except for details of $m^2$, the characteristic scale is roughly given by $\sqrt{A(x_{\min})/T}$. This scale has already been introduced as a closed geodesic length in (2.16). Therefore, the closed geodesic length of the geometry appears as a scale of the metastable excitations in the two-point function. In addition, as one can see in Figure 8, the peaks of excitations are accompanied by pseudo gap-like behavior. So, all of this physics are related to the scale introduced in (2.16). This observation is one of main results in this work.
3 Charged Black Hole

In this section, we discuss a generalization of the effective potential by introducing the electric charge of the black hole \([25–28]\). We start with the following action which is an extension of (2.1) by a \(U(1)\) gauge field \(B\) and its field strength \(G_{\mu\nu}\),

\[
S_Q = S_{GJT} + \int_M d^2x \sqrt{g} \frac{1}{4} Z(\phi) G_{\mu\nu} G^{\mu\nu} .
\]  

(3.1)

We assume that \(Z(\phi) \geq \phi^{1+\delta}\) for large \(\phi\), where \(\delta\) is small and positive. In order to find a black hole solution, we take the following ansatz:

\[
ds^2 = A(x) d\tau^2 + \frac{dx^2}{A(x)} , \quad \phi = \phi(x) , \quad B = B_\tau(x) d\tau .
\]  

(3.2)

The equation of motion for the gauge field can easily be solved as follows:

\[
B'_\tau(x) = - \frac{Q}{Z(\phi)} ,
\]  

(3.3)

where \(Q\) is an integration constant. The physical meaning is the charge of the dual quantum mechanics given by

\[
Q = - \frac{\delta}{\delta \mu} S_{\text{on-shell}} = - \sqrt{g} Z(\phi) G^{\tau\tau} ,
\]  

(3.4)

where \(\mu\) is the chemical potential which will be specified below. Plugging this expression into the other equations of motion, the dilaton satisfies \(\phi(x)'' = 0\) like the previous case without gauge field. So we fix \(\phi(x) = x\) again. Then, the only equation we have to solve for geometry is

\[
A'(x) = W(x) + \frac{Q^2}{Z(x)} .
\]  

(3.5)

Imposing regularity of the gauge field, we arrive at the charged black hole solution

\[
B_\tau(x) = - \int_{x_h}^x dx' \frac{Q}{Z(x')} , \quad A(x) = \int_{x_h}^x dx' \left( W(x') + \frac{Q^2}{Z(x')} \right) .
\]  

(3.6)

So the chemical potential is naturally defined by \(\mu = B_\tau(\infty)\). Now, we are ready to discuss thermodynamics of the black hole.

The temperature of the black hole is

\[
T = \frac{A'(x_h)}{4\pi} = \frac{1}{4\pi} \left( W(x_h) + \frac{Q^2}{Z(x_h)} \right) .
\]  

(3.7)

Since we are considering asymptotically JT gravity, the asymptotic behavior of the metric function is again given by

\[
A(x) = x^2 - b + \cdots ,
\]  

(3.8)
where $b$ is a constant related to the energy. Using (3.6), one can derive the following relation for small variation of the parameters:

$$-db = -4\pi dx_h T - 2\mu dQ .$$  \hfill (3.9)

The on-shell action leads to

$$S_Q^{\text{on-shell}} = \lim_{\Lambda \to \infty} \frac{\beta}{2} \left\{ \int_{x_h}^\Lambda dx \left( \phi_0 A'' + (rA' - 2A)' + 2\frac{Q^2}{Z(x)} \right) - \sqrt{A(\Lambda)} \left( \frac{A'(\Lambda)}{\sqrt{A(\Lambda)}} - 2 \right) - \phi_0 A'(\Lambda) \right\} = \beta \left( \frac{b}{2} - (S_0 + S)T - \mu Q \right) ,$$  \hfill (3.10)

where $S_0$ is the entropy contribution from $\phi_0$. This on-shell action can be identified with the grand potential $\Omega$ by gauge/gravity correspondence. Comparing (3.9) and (3.10) with the first law and the standard form of the grand potential, one can identify the energy and entropy of the system as

$$E = \frac{b}{2} , \quad S = 2\pi x_h .$$  \hfill (3.11)

All of the above identifications lead to the following thermodynamics of the black hole:

$$\Omega = T S_Q^{\text{on-shell}} = E - (S_0 + S)T - \mu Q , \quad dE =TdS + \mu dQ .$$  \hfill (3.12)

Now, we discuss the free energy for fixed charge systems. In order to find the difference of free energies as in [10], we define the energy of the system as follows:

$$E(\phi_h) = \lim_{\Lambda \to \infty} \frac{1}{2} \left\{ \Lambda^2 - A(\Lambda) \right\} = \lim_{\Lambda \to \infty} \frac{1}{2} \left\{ \Lambda^2 - \int_{\phi_h}^\Lambda d\phi \left( W(\phi) + \frac{Q^2}{Z(\phi)} \right) \right\} .$$  \hfill (3.13)

From this, one can notice that the energy of the dual system is described by the effective potential:

$$W_Q(\phi) \equiv W(\phi) + \frac{Q^2}{Z(\phi)} .$$  \hfill (3.14)

Eq.(3.13) implies that any black hole geometry with $W'(x_h) < 0$ has negative a heat capacity. Thus, the physically relevant black hole geometries satisfy $W'(x_h) > 0$. On the other hand the free energy difference in the canonical ensemble for fixed charge systems is given by

$$\Delta F = \Delta E - T \Delta S = 2\pi \int_{\phi_L}^{\phi_R} d\phi (T_Q(\phi) - T) ,$$  \hfill (3.15)

where $T_Q(\phi) = \frac{1}{4\pi} W_Q(\phi)$, and $\phi_L$ and $\phi_R$ denote two possible locations of the horizon with $\phi_L < \phi_R$. The arguments for the phase transition and the two-point function in section 2 can be applied to this charged black hole. The only difference is that we have to consider $W_Q(\phi)$ instead of $W(\phi)$. 

4 Local $T\bar{T}$ Deformation from 2D Gravity

In this section, we introduce a different perspective of the generalized JT gravity using a $T\bar{T}$ deformation. This is an extension of the constant $W(\phi)$ case which was studied in [13].

Let us start with the generalized JT gravity (2.1) coupled to conformal matter for which the action is given by

$$ S_{T\bar{T}} = S_{GJT} + S_m(e^a_\mu, \Psi) , \quad (4.1) $$

where $e^a_\mu$ is the zweibein and $\Psi$ is the conformal matter field. We use the first order formalism to rewrite the action in terms of the zweibein $e^a_\mu$, spin connection $w^a_\mu B = w_\mu e^a_\mu$, and Lagrange multiplier $\sigma_a$. In the two-dimensional space, the scalar curvature is given by

$$ eR = e^{\mu\nu}(\partial_\mu w_\nu - \partial_\nu w_\mu) , \quad \text{where} \quad e = \det(e^a_\mu) . \quad (4.2) $$

Using this expression, one can rewrite the gravity action as follows:

$$ S_{GJT} = -\frac{1}{16\pi G_N}\int d^2x e^{\mu\nu}\left(2\phi \partial_\mu w_\nu + \frac{W(\phi)}{2}e_{ab}e^a_\mu e^b_\nu - \sigma_a(\partial_\mu e^a_\nu + w_\mu e^a_\nu e^b_\nu)\right) , \quad (4.2) $$

where we have dropped the total derivative terms and introduced the Newton constant.

Now, we consider the equations of motion to show this action is related to a deformed conformal field theory. The equation of motion for $\phi$ is given by

$$ e^{\mu\nu}(2\partial_\mu w_\nu + \frac{\partial_\phi W(\phi)}{2}e_{ab}e^a_\mu e^b_\nu) = 0 . \quad (4.3) $$

Therefore, the scalar curvature satisfies

$$ e(R[w] + \partial_\phi W(\phi)) = 0 . \quad (4.4) $$

From these relations, one can notice that $\omega_\mu$ is a function of $\phi$ and $e$ and the scalar curvature is a function of $\phi$ only. In general, the metric of the two-dimensional space can be written in a conformally flat form. When the geometry has one Killing vector, one can always choose $e$ to be a constant by a coordinate transformation. For simplicity, we take $e = 1$ as in the previous black hole geometry. Then, the spin connection $\omega_\mu$ becomes a function of $\phi$ only.

Plugging the equation (4.3) into the action, the full action becomes

$$ S_{T\bar{T}} = -\frac{1}{16\pi G_N}\int d^2x e^{\mu\nu}\left(\frac{1}{2}(W - \phi \partial_\phi W)e_{ab}e^a_\mu e^b_\nu + D_\mu \sigma_a e^a_\nu\right) + S_m(e^a_\mu, \Psi) , \quad (4.5) $$

where $D_\mu \sigma_a = \partial_\mu \sigma_a + w_\mu e^a_\nu \sigma_b$. Let $f = W - \phi \partial_\phi W$. The action can be written in factorized form as

$$ S_{T\bar{T}} = -\frac{1}{16\pi G_N}\int d^2x \frac{f}{2}e^{\mu\nu}\left(e^a_\mu - \frac{1}{f}e^{ac}D_\mu \sigma_c\right)\left(e^b_\nu - \frac{1}{f}e^{bd}D_\nu \sigma_d\right) $$

$$ + \frac{1}{16\pi G_N}\int d^2x \frac{1}{2f}e^{\mu\nu}e_{ab}(e^{ac}D_\mu \sigma_c)(e^{bd}D_\nu \sigma_d) + S_m . \quad (4.6) $$
If we rescale $\sigma_a$ to $f\sigma_a$, the covariant derivative changes to

$$D_\mu \sigma_c \rightarrow f \left(D_\mu + f^{-1} \partial_\mu f\right) \sigma_c \equiv fD_\mu \sigma_c,$$

(4.7)

where we have defined the new covariant derivative $D_\mu$ including the additional term of $\partial_\mu \log f$. Note there is no $e^a_\mu$ dependence in the new covariant derivative. Introducing the notation

$$X^a = \epsilon^{ab} \sigma_b, \quad \tilde{e}^a_\mu = \tilde{D}_\mu X^a = \partial_\mu X^a + A^a_\mu \epsilon^c X^c,$$

(4.8)

where $A^a_\mu \equiv \omega^a_\mu \epsilon^c + \delta^a_\mu \partial_\mu \log f$, the action can be written as

$$S_{TT} = -\frac{1}{16\pi G_N} \int d^2 x \frac{f}{2} \epsilon^{\mu \nu} \epsilon_{ab} \left(e^a_\mu - \tilde{e}^a_\mu\right) \left(e^b_\nu - \tilde{e}^b_\nu\right) + \frac{1}{16\pi G_N} \int d^2 x \frac{f}{2} \epsilon^{\mu \nu} \epsilon_{ab} \tilde{e}^a_\mu \tilde{e}^b_\nu + S_m.$$

(4.9)

Now, the equation of motion for $X^a$ is given by

$$\tilde{D}_\mu \delta S_{TT} \equiv \partial_\mu \delta S_{TT} - A^a_\mu \epsilon^c \delta S_{TT} = 0$$

(4.10)

Thus, we can define the energy-momentum tensor as the variation with respect to $\tilde{e}^a_\mu$:

$$\tilde{e} \tilde{T}^\mu_a \equiv \frac{\delta S_{TT}}{\delta \tilde{e}^a_\mu} = -\frac{f}{16\pi G_N} \epsilon^{\mu \nu} \epsilon_{ab} e^b_\nu.$$

(4.11)

The $e^a_\mu$ equation of motion gives

$$\frac{\delta S}{\delta e^a_\mu} = -\frac{f}{16\pi G_N} \epsilon^{\mu \nu} \epsilon_{ab} (e^b_\nu - \tilde{e}^b_\nu) + e T^\mu_a = 0,$$

(4.12)

where we have defined the matter stress tensor as

$$\frac{\delta S_m}{\delta e^a_\mu} \equiv e T^\mu_a,$$

(4.13)

so that

$$e^a_\mu - \tilde{e}^a_\mu = \frac{16\pi G_N}{f} \epsilon_{\mu \nu} e^b e T^\nu_b.$$

(4.14)

The action (4.9) can be written in terms of tilded fields via (4.11)

$$S_{TT} = -\int d^2 x \left( \frac{16\pi G_N}{2f} \epsilon^{\rho \sigma} \epsilon^{cd} \tilde{e}^2 \tilde{T}_d \tilde{T}_c \tilde{T}_\sigma + \tilde{e} \tilde{T}^\mu \tilde{T}_b \right) + S_m$$

(4.15)

The trace of the deformed stress tensor in the second term can be computed from the condition that the stress tensor of the matter action is traceless $e^a_\mu T^\mu_a = 0$, which yields through (4.12), (4.11),

$$0 = -\frac{f}{16\pi G_N} \epsilon^{\mu \nu} \epsilon_{ab} \epsilon^a_\mu (e^b_\nu - \tilde{e}^b_\nu) = \tilde{e} \tilde{T}^\nu_b \left( -\frac{16\pi G_N}{f} \epsilon_{\nu \sigma} \epsilon^b e T^\sigma_c \tilde{T}^\rho - \tilde{e}^b_\nu \right).$$

(4.16)
Thus, we find the trace relation
\[ \tilde{T}^{\nu \rho} \epsilon_{\rho c}^{ab} = - \frac{16\pi G_N}{f} \epsilon_{\nu \sigma} \epsilon^{bc} \tilde{\epsilon} \tilde{T}^{\nu}_{\sigma} b \tilde{T}^{c}. \] (4.17)

Then, the action (4.15) becomes
\[ S_{T\bar{T}} = \int d^2x \frac{16\pi G_N}{2f} \epsilon_{\mu \nu} \epsilon^{ab} \tilde{\epsilon} \tilde{T}^{\mu}_{a b} + S_m(e^a_{s \mu}) \]
\[ = \int d^2x \bar{e} \lambda \det(\tilde{T}_{ab}) + S_m(e^a_{s \mu}), \] (4.18)

where \( e^a_{s \mu} \) is the on-shell zweibein and we have defined the deformation parameter
\[ \lambda = \frac{16\pi G_N}{f} = \frac{16\pi G_N}{W - \phi \partial_\phi W}. \] (4.19)

Variation of the action with respect to \( \lambda \) yields
\[ \frac{\delta S_{T\bar{T}}}{\delta \lambda} = \int d^2x \frac{\delta S_{T\bar{T}}}{\delta e^a_{s \mu}} \frac{\delta e^a_{s \mu}}{\delta \lambda} + \bar{e} \det(\tilde{T}_{ab}) \]
\[ = \bar{e} \det(\tilde{T}_{ab}), \] (4.20)

where the on-shell condition has been used. This can be interpreted as the \( T\bar{T} \) deformation. The deformed zweibein is now given by \( \tilde{e}^a_{s \mu} \) so the \( X^a \) in (4.8) plays a role of a dynamical coordinate discussed in numerous literature [14–16, 19–22].

Note that the deformation parameter is now a function of the dilaton \( \phi(x) \). Thus, the deformation parameter is a local function except for a special case. A simple example is given by a potential, \( W(\phi) = \Lambda + \Sigma \phi \), which was studied in [23]. This potential can describe two gravity theories. One is the JT gravity with positive \( \Sigma \) and \( \Lambda = 0 \). The other one is the gravity model with a constant potential, i.e., \( \Sigma = 0 \). The relation to the \( T\bar{T} \) deformation of the latter case was clarified in [13]. The corresponding deformation parameter is given by a constant \( \lambda = \frac{16\pi G_N}{\Lambda} \) and this gravity model describes a flat space. Therefore, this flat JT gravity coupled to a conformal matter is equivalent to the constant coupling \( T\bar{T} \) deformation of the conformal theory at the classical level.

On the other hand, the nonvanishing \( \Sigma \) case describes a curved space due to (4.3) and (4.4), although it has the same constant deformation parameter \( \lambda \). In fact, this model is equivalent to JT gravity up to a total derivative. This can be seen by a field redefinition, \( \phi \to \phi - \frac{\Lambda}{\Sigma} \). Therefore, JT gravity coupled to matter can be interpreted as a \( T\bar{T} \) deformed conformal field theory with a constant deformation parameter \( \lambda = \frac{16\pi G_N}{\Lambda} \).

In general, the deformation coupling can be a local function. To see this more explicitly, we choose a potential introduced in (2.7). However, as we discussed, the potential of this model becomes \( W(\phi) \sim 2\phi \) for large \( \phi \) and \( W(\phi) \sim 12\phi \) for small \( \phi \). In these regions, the corresponding deformation coupling \( \lambda \) in (4.19) diverges. In order to avoid this divergence, we consider field redefinition \( \phi \to \phi - s \) as above and then the horizonless vacuum geometry is given by the integration from \(-s\) as follows:
\[ A(x) = \int_{-s}^{x} d\phi W(\phi + s). \] (4.21)
In this case, the radial coordinate is nothing but \( r = x + s \) with \( r \geq 0 \). This geometry is a domain wall interpolating different (Euclidean) AdS spaces with different cosmological constants. The explicit form of the metric function is shown in Figure 9 (a). The analytic expression is given in (A.1). Also, we display the scalar curvature and corresponding coupling function \( \lambda \) in Figure 9. Note that the corresponding \( T\bar{T} \) deformation is a Janus type.

Now, we would like to discuss another case, where the potential interpolates two flat space regions. As a representative example, we consider the following potential
\[
W(\phi) = A \tanh \phi + B ,
\]
(4.22)
where \( A \) and \( B \) are supposed to be positive and \( B > A \). Note that this potential has asymptotic values, \( B + A \) and \( B - A \) for \( \phi = \infty \) and \( \phi = -\infty \), respectively. When \( A = B \), the coupling function \( \lambda \) diverges. This divergent coupling can’t be avoided by any field redefinition, so we consider \( B > A \) case. Since the metric function is again given by the integration \( \int_{x_0}^{r} d\phi W(\phi) \), the radial coordinate is defined by \( r = (x - x_0) > 0 \), where \( x_0 \) is some small negative value chosen so that the model interpolates two regions of constant coupling. To avoid conical singularity at \( r = 0 \), we impose a regularity condition as \( B - A = 2 \). Then, the geometry is regular and flat at \( r = 0 \). We show an example for this in Figure 10 with relevant parameters. The topology of the geometry is just a disc and there are two flat regions. The coupling is again a local function and has two plateau regions. Thus, when \( r \) is either small or large, this model (4.22) coupled to a conformal matter corresponds to a \( T\bar{T} \) deformation in flat space but with different coupling constants.
5 Conclusion

In this work, we have explored the effects of phase transitions of black holes in generalized JT gravity. Specifically, we considered the potential which connects two distinct ordinary JT gravities. Around the critical temperature, the metric function changes discontinuously. Geodesics and two-point functions are investigated in this context. When the potential has a locally negative region, several notable phenomena are observed: Below the critical temperature, the metric function attains a local minimum, the geodesic cannot probe inside a certain scale, and the two-point function exhibits peaks around the scale. We also considered charged black holes and find that the similar analysis can be done with the effective potential which includes the contribution from the gauge field.

When the generalized JT gravity is coupled to matter, it can be related to the $T\bar{T}$ deformation of the matter action. Using the first order formalism, the action is rewritten as a $T\bar{T}$ deformation with the deforming parameter given by a function of the dilaton. The covariant derivative of the rescaled Lagrange multiplier can be interpreted as a deformed zweibein, where the recaling factor is related to the deformation parameter. Since this parameter vanishes in ordinary JT gravity, we have considered AP model instead. This corresponds to shifting the dilaton by a constant. This model is equivalent to ordinary JT gravity up to a total derivative and yields the constant deformation parameter as in flat JT gravity. Another example is considered where the potential interpolates two flat regions of space. This case corresponds to a Janus-type $T\bar{T}$ deformation for which the deformation parameter changes from one constant value to another.

For open questions, we note that the partition function of JT gravity is equivalent to a certain matrix model integral [29, 30]. It would be interesting to observe the phase transition of generalized JT gravity as a change in the density of states in the matrix integral formalism [31].

Our discussion of the $T\bar{T}$ deformation is at the classical level. For further study, computation of deformed energy spectrum would be desirable [24]. It would be interesting to study gravitational perturbations and perform a path integral analysis as in [13, 19, 32–34].
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A Analytic Expressions

The metric of the domain wall solution for the potential (2.7) is $ds^2 = A(x)dt^2 + \frac{dx^2}{A(x)}$ and the exact expression of $A(x)$ is given by

$$A(x) = 6s^2 + 50s - \frac{5}{2}\text{Li}_2\left(-e^{2(x+s-10)}\right) - \frac{5}{2}\text{Li}_2\left(-e^{-2(x+s+10)}\right) + 5\text{Li}_2\left(-\frac{1}{e^{20}}\right)$$
\[ + 6x^2 + 12sx - 5x \log \left( e^{2(s+x-10)} + 1 \right) + 5x \log \left( e^{-2(s+x+10)} + 1 \right) \\
- 5s \log \left( e^{2(s+x-10)} + 1 \right) - 50 \log \left( e^{2(s+x-10)} + 1 \right) + 5s \log \left( e^{-2(s+x+10)} + 1 \right) \\
+ 50 \log \left( e^{-2(s+x+10)} + 1 \right) + 50 \log \left( e^{2(s+x+10)} + 1 \right) - 50 \log(\cosh(s + x + 10)) \\
+ 50x - 50 \left( 20 + \log \left( 1 + e^{20} \right) \right) + 50 \log(\cosh(10)) , \]  

where \( x \) ranges from \(-s\) to \(\infty\). As \( x \) goes to \(-s\) and \(\infty\), the geometry becomes two (Euclidean) \( AdS_2 \)'s with different cosmological constants.
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