A network \((V, B)\) is given by a finite node set \(V = \{1, 2, \ldots, n\}\) and bond set \(B \subseteq \{b \subset V : |b| = 2\}\). Figure 1(d) is an example of a small social network. The Hamiltonian \(H\) assigns each spin configuration \(\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \in \{-1, +1\}^V\) an energy

\[
H(\sigma) = -\sum_{\{v, w\} \in B} \sigma_v \sigma_w .
\]

For the macrocanonical ensemble at temperature \(T = \beta^{-1}\), our goal is to numerically evaluate the partition function

\[
Z(\beta) = \sum_{\sigma \in \{-1, +1\}^n} \exp[-\beta H(\sigma)] = \sum_{\sigma \in \{-1, +1\}^n} \prod_{\{v, w\} \in B} \exp[\beta \sigma_v \sigma_w]
\]

The most naive approach directly performs the sum over all \(2^n\) spin configurations. Efficiency is gained by summing over spin variables in an order chosen to suit the given network. Starting from a set of factors, each dependent on exactly two spin variables as in expression (3), the step-wise summation proceeds as follows. Let \(x\) be the next node in the given order; multiply (expand) all factors dependent on \(\sigma_x\), thus obtaining a single \(\sigma_x\)-dependent factor \(F_x\); perform the summation over \(\sigma_x\); repeat until summation over all spin variables is done.

How do we choose an order of nodes that reduces computational cost? Crucially, part (3) of the computation generates a function \(F_x\) depending at least on the neighbouring spin variables of node \(v\) not yet summed over. Storing \(F_v\) as a table of function values, this will use \(O(2^k)\) in time and memory for \(F_v\) dependent on \(k\) spin variables. If the network is a tree, the nodes are optimally ordered by descending distance from the root, such as node ordering \((6, 5, 4, \ldots, 1)\) in the tree shown in Figure 1(a). This ensures that the multiplication before each summation generates factors dependent on at most two spin variables.

The exact and fast computation on trees forms the basis for approximative methods for general networks. In belief propagation [9], bits of information (so-called belief values) are passed along the bonds of the network. At each node \(x\), the incoming information is compiled assuming neighbours of \(x\) being conditionally independent given spin \(\sigma_x\). This approach is exact when the network is a tree. It still produces acceptable approximations when the network is locally tree-like [10] so the length of cycles exceeds the expected correlation length of the process, at least in the limit of large system size [11]. Most real networks, however, contain a large amount of short cycles due to their cliquishness [12] and modularity [13]. Belief propagation has been generalized to account for short cycles at least partially [14–17].

In the present approach, we consider a different notion of tree-like structure for which exact rather than approximate computation is feasible. For integer \(k \geq 1\), a \(k\)-tree [8] is obtained by iteratively adding a node \(x\) and bonds from \(x\) to each node in a \(k\)-clique. Growth starts from a \(k\)-clique network as initial condition. Since a 1-clique is a single node, a 1-tree is just a tree. A 2-tree is two nodes \(v, w\) with a bond \(\{v, w\}\). A 2-tree is thus grown by choosing a bond \(\{v, w\}\) in an existing 2-tree and joining nodes \(v, w, x\) into a triangle with a newly added node \(x\). Equivalently, a 2-tree is obtained by augmenting a tree with a bond from each child node to the parent’s parent as shown in Figure 1(b). Using the same node ordering as for the underlying tree, the exact computation of the partition function is straight-forward, now involving factors depending on 3 spin variables at most. Figure 1(c) sketches an example of the computation.

2-trees have been used as models of scale free-networks, including the sequential and parallel growth rules by Dorogovtsev et al. [20, 21] and the model by Klemm and Eguíluz [19], see Methods. Figure 2 shows the critical Ising temperature \(T_c(N)\), i.e. the value of \(T\) maximizing the specific heat, for artificial 2-trees with sizes \(N\) up to \(10^4\) nodes. The plots suggest that \(T_c(N)\) remains bounded for growing \(N\), while \(T_c(N) \sim \ln N\) is found for other growing and uncorrelated scale-free networks [10].

Empirical networks, though not being \(k\)-trees, may be represented as partial \(k\)-trees, often for \(k \ll n\) [8], by keeping only a subset of bonds in a \(k\)-tree. Then there is an ordering of the nodes for which the calculation of
the partition function involves factors depending on at most $k + 1$ spin variables. The social network of Figure 1(d) is redrawn as a partial $k$-tree structure with $k = 5$ in Figure 1(e). Similarly, the 494 bus power system [22], recently considered as a test network for loopy belief propagation [17], is found to be a partial 10-tree, using the method from ref. [8]. For these two and further empirical networks, we calculate the exact specific heat of the Ising model at varying temperature, see Figure 3. For each choice of network and parameter $\beta$, the calculation takes less than one second on a single processor core of a standard portable computer.

The present exact method is not restricted to the Ising model with all equal bonds but is equally efficient with any real-valued coupling strengths. These enter only in the initial factors of the computation. In spin glass models [23] with frustrated Hamiltonians, ground state energies and freezing temperatures may be analyzed. We see potential to generalize the method to processes beyond the Ising model, such as bond and site percolation on networks [24].

**METHODS AND MATERIALS**

**Exact algorithm for the Ising partition function.**

The algorithm takes as inputs a network given by a node set $V$ and bond set $B$, a value of inverse temperature $\beta$, and an ordering $\{v(1), v(2), \ldots, v(n)\}$ of $V$. Operations take place on a collection $\mathcal{F}$ of functions, called factors. Each factor $F \in \mathcal{F}$ has as its arguments one or several spin variables. Function values are real numbers. A factor can be implemented as a table or multidimensional array. Initially for each bond $\{v, w\}$ of the network, one factor with arguments $\sigma_v, \sigma_w$ and function values $F(\sigma_v, \sigma_w) = \exp(\beta \sigma_v \sigma_w)$ is contained in $\mathcal{F}$, cf. Equation (3). $Z(\beta)$ is computed in a loop with index $i$ running from 1 to $n$. For each $i$, the following four operations are performed. (I) form the product $F_{v(i)}$ of all factors in $\mathcal{F}$ that depend on spin $\sigma_{v(i)}$; (II) remove...
FIG. 2. Maxima of the specific heat on artificial 2-trees. Results for 10 realizations from the deactivation model [19] (red lines and circles) and for 10 realizations from the stochastic triangle attachment model [20] (violet lines and squares) are shown together with those for deterministic triangle attachment [21] (orange stars) and one-dimensional grids with coordination number 4 (blue crosses). For the latter two, the inset shows the temperature dependence of the specific heat per node, using the same colours as in the main panel and for sizes of 1095 (thin dashed curves) and 9843 nodes (thick solid curves). The exact specific heat $C(T)$ involves the first and second derivatives of $Z(\beta)$, computed analogously to $Z(\beta)$ itself, see Methods.

FIG. 3. Exact specific heat of the Ising model on empirical networks. Plotted values are $C(\beta)/N$ for number of nodes $N$. Networks in the legend are ordered by number of bonds, ranging from 78 (karate club) to 914 (network science).

these factors from $F$; (III) obtain $\tilde{F}_v(i)$ by summing over $\sigma_v \in \{-1,+1\}$ in $F_v(i)$. (IV) include $\tilde{F}_v(i)$ in $F$. Upon completion of the loop, $F$ contains a single factor being a single number $Z$, the result of the computation.

Derivatives of $Z$. The specific heat

$$C(\beta) = \frac{\partial}{\partial T} \frac{\partial (-\ln Z(\beta))}{\partial \beta}$$

$$= \beta^2 \left[ Z(\beta)^{-1} \frac{\partial^2 Z}{\partial \beta^2} Z(\beta)^{-2} \left( \frac{\partial Z}{\partial \beta} \right)^2 \right]$$

involves the first and second derivatives of $Z(\beta)$, using $\partial/\partial T = -\beta^2 \partial/\partial \beta$. The exact values of these derivatives are computed within the same procedure as $Z$ itself. For the first derivative, a function $F^\prime(\sigma_v, \sigma_w) = \sigma_v \sigma_w \exp(\beta \sigma_v \sigma_w)$ is generated initially for each bond $\{v, w\}$. When forming the product $F_{\text{prod}}$ of factors $F_1$ and $F_2$ in step (I) of the algorithm’s loop, the derivative is obtained as

$$F_{\text{prod}}'(\sigma) = F_1'(\sigma) F_2(\sigma) + F_1(\sigma) F_2'(\sigma)$$

for each configuration $\sigma$ of spins these functions depend on. Likewise the second derivative of the same product is

$$F_{\text{prod}}''(\sigma) = F_1''(\sigma) F_2(\sigma) + 2F_1'(\sigma) F_2'(\sigma) + F_1(\sigma) F_2''(\sigma)$$

We initialize $F''(\sigma_v, \sigma_w) = (\sigma_v \sigma_w)^2 \exp(\beta \sigma_v \sigma_w)$ for each bond $\{v, w\} \in B$.

Models of growing 2-trees. In all models, the initial condition is a network consisting of a single edge between two nodes. In the deterministic growth model by Doro- govstev et al. [21], the network of generation $g + 1$ is obtained by adding a node $x$ and forming a triangle $(v, w, x)$ simultaneously for each bond $\{v, w\}$ present at generation $g$. The stochastic version of the model [20] performs this node addition and triangle formation for one randomly selected bond in each microstep of growth. The growth and deactivation model by Klemm and Eguíluz [19] assigns each node a binary state as being active or inactive. In the initial condition, the two nodes present are active. At each step of growth, a new node $x$ forms a bond with each of the active nodes; $x$ is set active itself; out of the then three active nodes, one node is chosen randomly and deactivated. The probability of choosing a node $y$ for deactivation is proportional to $d_y^{-1}$, the inverse of the degree. If, instead, the oldest active node is deactivated in each step, a one-dimensional lattice with coordination number 4 and open boundaries is obtained.

Elimination orders. As empirical networks, we consider the karate club [22]; social 3, protein 2, social 1 [20]; dolphins [27]; political books [28]; s 838 [29]; network science [30]. For these networks (among others), suitable node orderings have been found by simulated annealing [3], cf. the supplement of that article. For the 494 bus power system [22], recently considered as a test network for loopy belief propagation [17], a node ordering of maximum width 10 is found with the method of ref. [3] for all cooling schedules considered, even without any temperature variation.
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