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Abstract

This paper studies a discrete-time stochastic control problem with linear quadratic criteria over an infinite-time horizon. We focus on a class of control systems whose system matrices are associated with random parameters involving unknown statistical properties. In particular, we design a distributed Q-learning algorithm to tackle the Riccati equation and derive the optimal controller stabilizing the system. The key technique is that we convert the problem of solving the Riccati equation into deriving the zero point of a matrix equation and devise a distributed stochastic approximation method to compute the estimates of the zero point. The convergence analysis proves that the distributed Q-learning algorithm converges to the correct value eventually. A numerical example sheds light on that the distributed Q-learning algorithm converges asymptotically.
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1 Introduction

A large number of phenomena arising from chemistry, biology, ecology, economics, physics, engineering and other disciplines can be modeled as stochastic systems in nature. The past few decades have witnessed the rapid development of the studies of stochastic systems, initiated by Wonham [1] in the 1960s. In particular, stochastic linear-quadratic (LQ) control has become a research focus widely used in engineering systems.

For stochastic systems with additive noises, Elia [2] solved the mean-square stabilization problem of an LQ system with fading channels involving random parameters and derived the optimal feedback solution of a generalized Riccati equation using robust control. Taksar-Poznyak-Iparraguirre [3] focused on the output feedback regulation problems where the output signal is affected by additive noises, and they devised a robust linear control strategy. Although there have been great success in the research of stochastic systems with additive noises, the systems with multiplicative noises can better model the uncertainties of the system, such as packet dropouts, quantization errors, the constraints on signal-to-noise ratios and bandwidth limits. Therefore, stochastic LQ control with multiplicative noises has been widely studied in diverse disciplines. For example, Willems-Blankenship [4] derived the necessary and sufficient conditions for the stability of a class of linear systems whose open loop involves white noise multiplicative gain. Zhang-Li-Xu-Fu [5] considered the problem of LQ regulation with multiplicative noise and time-delay, and proposed an optimal controller for stabilizing a class of discrete-time stochastic systems based on the solution of the Riccati-ZXL difference equation.

However, in the aforementioned literature, system matrices and parameters should be known in advance, which is unrealistic in most applications. When faced with an...
unknown system model, the above methods will lose efficiency. In the past few decades, a lot of efforts have been continuously devoted to stochastic control problems with incomplete system dynamics and parameters. In particular, reinforcement learning (RL) algorithms have been widely used in control problems. In a variety of machine learning and computational intelligence problems, the RL method is regarded as a general technology that drives the agent to interact with its environment and obtain the best control policy based on the rewards received from the environment. Generally, the core procedure of RL is policy iteration and value iteration, which enable the RL method to solve control problems with unknown parameters and incomplete system dynamics. Zhang-Cui-Luo-Jiang [6] designed a data-driven RL method that can solve the $H_{\infty}$ control problems with unknown parameters and incomplete system dynamics. In particular, reinforcement learning (RL) algorithms have been continuously devoted to stochastic control problems with incomplete system dynamics and parameters.

The rest of this paper is arranged as follows. Problem formulation and preliminaries are introduced in Section II. The main results for the proposed distributed algorithm and its convergence analysis are presented in Section III. Section IV displays the simulation results of running the proposed algorithm. Section V provides the conclusion of this paper.

Notations: Define $\mathbb{R}^n$ as the set of real $n \times n$-matrices. Denote $\mathbb{N}$ as the set of integer numbers. Let $\mathbb{S}_+^n$ be the set of positive semidefinite $n \times n$-matrices. $\| \cdot \|$ stands for the standard $\ell^2$ norm on vectors or their induced norms on matrices. $I_n$ represents the identity matrix with dimension $n \times n$. Given a matrix $A$, denote its pseudo inverse matrix as $A^\dagger$. Let $A^T$ be the transpose of matrix $A$. The Kronecker product is denoted by $\otimes$. $A>0$ indicates that $A$ is a positive-definite matrix. Denote $\mathbb{E}[A]$ as the expectation of matrix $A$.

## 2 Problem Formulation and Preliminaries

In this section, we establish the problem of LQ control and introduce existing methods for solving this problem.

### 2.1 Problem Formulation

We consider a discrete-time system described by:

$$x(k+1) = A(k)x(k) + B(k)u(k), \quad (1)$$

where $x(k) \in \mathbb{R}^n$ is the state, $u(k) \in \mathbb{R}^m$ is the control input, $A(k)$ and $B(k)$ are random matrices with compatible dimensions, which are written as:

$$A(k) = A + \tilde{A}\omega(k), \quad B(k) = B + \tilde{B}\omega(k).$$

Here, $A$, $\tilde{A}$, $B$ and $\tilde{B}$ are constant matrices, $\omega(k)$ is a multiplicative noise which follows the Gaussian distribution $\mathcal{N}(\mu, \sigma^2)$. In particular, the statistics information $\mu$ and $\sigma^2$ are unknown when designing the controller.

The cost functional is defined as

$$J(x, u) = \sum_{k=0}^{\infty} \left[ x(k)^T u(k)^T \right] N \left[ x(k) \atop u(k) \right], \quad (2)$$

where $N$ is a diagonal matrix denoted as

$$N = \begin{bmatrix} Q & 0 \\ 0 & R \end{bmatrix},$$

where $Q>0$ and $R>0$ are constant matrices. Since the cost functional is given over an infinite horizon, the controller is chosen from the stabilizing ones.
Namely, the admissible controller set is defined as
\[ U = \{ u(k) \mid \mathbb{E} \sum_{k=0}^{\infty} \| u(k) \|^2 < 0, k \in \mathbb{N} \}. \]

Our objective is to minimize the expected value of the cost functional and obtain the optimal and stabilizing controller in admissible control set \( U \).

**Remark 1** We emphasize that the LQ control studied in this paper is associated with multiplicative noise involving unknown statistical properties. Although the research on the LQ control problem of known system parameters has been quite mature, how to solve LQ control with unknown uncertainty in a distributed manner is still an open question.

### 2.2 Preliminaries

The stabilizability of system (1) is essentially equivalent to determine whether the value function
\[ V(k, x(k)) := \min_{u(s), s \geq k} \sum_{s=k}^{\infty} \mathbb{E}[x(s)^T Q x(s) + u(s)^T R u(s)] \]
is finite for all \( x \in \mathbb{R}^n \). In addition, in the case where the system matrices are known, the generalized ARE can be expressed as:
\[
P = \mathbb{E}[Q + A(k)^T P A(k)] - \mathbb{E}[A(k)^T P B(k)] \times \mathbb{E}[B(k)^T P B(k) + R]^{-1} \mathbb{E}[B(k)^T P A(k)]  \tag{3}
\]

We have the following lemma:

**Lemma 1** Assume that equation (3) has a unique solution \( P > 0 \), then the optimal controller is given by
\[ u^*(k) = - \mathbb{E}[B(k)^T P B(k) + R]^{-1} \mathbb{E}[B(k)^T P A(k)] x(k). \tag{4} \]

Also, the value function has the form of
\[ V(k, x(k)) = \mathbb{E}[x(k)^T P x(k)]. \tag{5} \]

**Proof:** Define
\[ V(s, x(s)) = \mathbb{E}[x(s)^T P x(s)], \tag{6} \]
where \( P \) is the positive-definite solution to equation (3).

It follows from (6) that we have
\[
\begin{align*}
\mathbb{E}[V(s + 1, x(s + 1)) - V(s, x(s))] &= \mathbb{E}[x^T(s + 1) P x(s + 1) - x(s)^T P x(s)] \\
&= \mathbb{E}[[A(s)x(s) + B(s)u(s)]^T P[A(s)x(s) + B(s)u(s)] - x^T(s) P x(s)] \\
&= \mathbb{E}[x^T(s) A^T(s) P A(s) x(s) + u^T(s) B^T(s) P A(s) x(s) + x^T(s) A^T(s) P B(s) u(s) + u^T(s) B^T(s) P B(s) u(s) - x^T(s) P x(s)] \\
&= \mathbb{E}[x^T(s) [A(s)^T P A(s) - P - Q] x(s) + u^T(s) B^T(s) P A(s) x(s) + x^T(s) A^T(s) P B(s) u(s) + u^T(s) B^T(s) P B(s) u(s) - x^T(s) Q x(s) - u^T(s) R u(s)]. \tag{7}
\end{align*}
\]

Calculate the summation of equation (7) for \( s \) from \( k \) to \( \infty \):
\[
\sum_{s=k}^{\infty} \mathbb{E}[V(s + 1, x(s + 1)) - V(s, x(s))] + \sum_{s=k}^{\infty} \mathbb{E}[x(s)^T Q x(s) + u(s)^T R u(s)]
\]
\[
= \sum_{s=k}^{\infty} \mathbb{E}[[u(s) + (B(s)^T P B(s) + R)^{-1} B(s)^T P A(s) x(s)]^T \times [R + B(s)^T P B(s)] [u(s) + (B(s)^T P B(s) + R)^{-1} B(s)^T P A(s) x(s)] - \mathbb{E}[x(s)^T [B(s)^T P A(s)]^T \times [R + B(s)^T P B(s)]^{-1} B(s)^T P A(s) x(s)] + \sum_{s=k}^{\infty} \mathbb{E}[x(s)^T [A(s)^T P A(s) - P - Q] x(s)]. \tag{8}
\]

When \( s \to \infty \), the first term of the left-hand side of equation (8) approaches \( \mathbb{E}[V(k, X(k))] \). Also, note that due to Riccati equation (3), the last two terms of the right-hand side of equation (8) is equal to 0. It indicates that, the value function reaches the minimum when the optimal controller turns to be
\[ u^*(k) = - \mathbb{E}[B(k)^T P B(k) + R]^{-1} \mathbb{E}[B(k)^T P A(k)] x(k). \tag{9} \]
The optimal controller (4) can be further expressed as

\[ u^*(k) = -\mathbb{E}\left\{ (B + B\omega(k))^T P (B + B\omega(k)) + R \right\}^{-1} \times \mathbb{E}\left\{ (B + B\omega(k))^T P A + A\omega(k) \right\} x(k) \]

\[ = -\mathbb{E}[B^T PB + B^T PB\omega(k) + \omega^T B^T PB + \omega(k)^T B^T PA + \omega(k)^T B^T PA\omega(k) x(k)] \]

\[ = -[B^T PB + \mu B^T PB + \mu B^T PA + \mu B^T PA + (\mu^2 + \sigma^2) B^T PB] x(k), \quad (10) \]

which suggests that the optimal controller is closely related to the expectation and covariance of the random parameter.

Therefore, when the expectation or covariance of the random parameter is unknown, the standard solution (10) is not applicable any more. In order to tackle with this situation, [12] presented a novel algorithm.

In [12], the authors have rewritten the generalized Riccati equation into the form of

\[ P = \Pi \left( \mathbb{E} \left[ \begin{array}{cc} Q + A(k)^T PA(k) & A(k)^T PB(k) \\ B(k)^T PA(k) & B(k)^T PB(k) + R \end{array} \right] \right), \quad (11) \]

where

\[ \Pi(P) = P_{xx} - P_{xu} P_{uu}^{-1} P_{ux} \]

is defined as a mapping for a matrix \( P \) according to the partition

\[ P = \begin{bmatrix} P_{xx} & P_{xu} \\ P_{ux} & P_{uu} \end{bmatrix}. \]

In this case, the optimal controller can be formulated as

\[ u^*(k) = \Gamma \left( \mathbb{E} \left[ \begin{array}{cc} Q + A(k)^T PA(k) & A(k)^T PB(k) \\ B(k)^T PA(k) & B(k)^T PB(k) + R \end{array} \right] \right) \times x(k), \]

where

\[ \Gamma(P) = -P_{uu}^{-1} P_{ux}. \]

Let

\[ G = \mathbb{E} \left[ \begin{array}{cc} Q + A(k)^T PA(k) & A(k)^T PB(k) \\ B(k)^T PA(k) & B(k)^T PB(k) + R \end{array} \right], \quad (12) \]

the Riccati equation (11) can be equivalently written as

\[ P = \Pi(G). \quad (13) \]

Substituting (13) into equation (12) yields

\[ G = \mathbb{E} \left[ \begin{array}{cc} Q + A(k)^T \Pi(G) A(k) & A(k)^T \Pi(G) B(k) \\ B(k)^T \Pi(G) A(k) & B(k)^T \Pi(G) B(k) + R \end{array} \right]. \quad (14) \]

In this scenario, solving the Riccati equation (11) can be converted into seeking for the zero point of equation (14). Du-Meng-Zhang [12] applied an iterative stochastic approximation algorithm to solve equation (14):

\[ G(k + 1) = G(k) + \alpha(k) Y(G(k)), \quad (15) \]

where

\[ Y(G(k)) = \left[ \begin{array}{cc} Q + A(k)^T \Pi(G(k)) A(k) & A(k)^T \Pi(G(k)) B(k) \\ B(k)^T \Pi(G(k)) A(k) & B(k)^T \Pi(G(k)) B(k) + R \end{array} \right] - G(k) \quad (16) \]

and \( \alpha(k) \) is the learning rate sequence satisfying:

\[ \sum_{k=0}^{\infty} \alpha(k) = \infty \text{ and } \sum_{k=0}^{\infty} \alpha(k)^2 < \infty. \]

**Lemma 2** Let \( \{G(k)\} \) be the sequence constructed by stochastic approximation algorithm (15) for \( k = 1, 2, \ldots \).

Then, the following statements are equivalent:

a. The LQ problem (1)-(2) is well-posed;

b. ARE (11) admits a solution \( P > 0 \);

c. \( \{G(k)\} \) is bounded with a positive probability;

d. \( \{G(k)\} \) converges almost surely (a.s.) to a deterministic matrix \( G^* \in S_+^{n \times n} \).

Moreover, if either statement is valid, one has the following properties:

(1) The value function \( V(x) = x^T P x \) for all \( x \in \mathbb{R}^n \);

(2) The solution of ARE (11) is given by \( P = \Pi(G^*) \);

(3) The optimal control is given by \( u^*(k) = \Pi(G^*) x(k) \);

(4) \( G^* = \mathbb{E} \left[ \begin{array}{cc} Q + A(k)^T \Pi(G^*) A(k) & A(k)^T \Pi(G^*) B(k) \\ B(k)^T \Pi(G^*) A(k) & B(k)^T \Pi(G^*) B(k) + R \end{array} \right] \).

**Remark 1** The algorithm proposed by [12] is centralized. That is, the algorithm requires the entire information of \( G(k) \) and other system parameters to update \( G(k+1) \) iteratively. However, this is not adaptive to problems where information security and privacy are empha-
sized. It has become mainstream to replace centralized algorithms with distributed ones where global information is not needed.

3 Main Results

In this section, we present a distributed stochastic approximation method for the Q-learning algorithm for stochastic LQ control. The consensus analysis and convergence analysis of the proposed algorithm are also provided.

3.1 A Distributed Q-Learning Algorithm

Firstly, we present a novel distributed algorithm. Comparing to the centralized algorithm proposed by [12], where a single sensor has to collect all information, our algorithm involves N sensors where each sensor only has access to partial information. In particular, an undirected graph \( G = \{V, E\} \), which contains a vertex set \( V \) and an edge set \( E \), is formed by N sensors. Sensor \( j \) is said to be a neighbor of sensor \( i \), if \( i \) and \( j \) are connected by an edge. The set of the neighbors of sensor \( i \) is denoted by \( N_i \). Each sensor \( i = 1, \ldots, N \) is assigned to collect measurement data and carry out the estimates of \( G^* \). Each sensor is also able to share local estimates with its neighboring sensors via the communication links between them. The graph \( G \) is assumed to be connected throughout the paper.

Based on the graphical model above, our algorithm is implemented in each sensor concurrently. Specifically, each sensor iteratively computes

\[
G_i(k + 1) = G_i(k) + \sum_{j \in N_i} (G_j(k) - G_i(k)) + \alpha(k)L_iY(G_i(k)),
\]

where \( \sum_{i=1}^{N} L_i = NI \) and \( Y(.) \) has been defined in equation (16).

Remark 2 In the proposed algorithm (17), sensor \( i \) iteratively computes its estimate for \( G^* \) using local information. That is, sensor \( i \) only needs to use \( G_i(k) \) and \( G_j(k) \), \( j \in N_i \) to update \( G_i(k+1) \) instead of knowing the estimates of the whole network.

3.2 Boundness of the Distributed Algorithm

In this part, we first study the boundness of algorithm (17).

Theorem 1 Under the condition that ARE (3) has a positive-definite solution \( P > 0 \), then \( \{G_i(k), k \geq 0\} \) is bounded with a positive probability for each \( i = 1, 2, \ldots, N \).

Proof: Since \( Q > 0 \) and \( R > 0 \), it follows from (14) that

\[
G \geq \text{diag}(Q, R) \geq \varepsilon I,
\]

where \( \varepsilon > 0 \). In addition, from the non-decreasing property of \( \Pi \) in [12], it follows from (11) that we have

\[
P \geq \Pi(\text{diag}(Q, R)) \geq \varepsilon I.
\]

Thus, there exist unitary matrices \( T_1 \) and \( T_2 \) such that

\[
T_1^PT_1 = I, T_2^GuuT_2 = I.
\]

Let \( T = \begin{bmatrix} I & 0 \\ C & I \end{bmatrix} \begin{bmatrix} T_1 & 0 \\ 0 & T_2 \end{bmatrix} \) with \( C = -G_{ux}^{-1}G_{ux} \) and define \( \tilde{\Upsilon}(k) = T_1^{-1}\Upsilon(k)T, \tilde{N}(k) = T'NT \) where \( N = \begin{bmatrix} Q & 0 \\ 0 & R \end{bmatrix} \) and \( \Upsilon(k) = \begin{bmatrix} A(k) & B(k) \end{bmatrix} \).

In view of the fact that \( \Pi(T'GT) = T_1^\Pi(G)T_1 \), we obtain

\[
\begin{align*}
I &= T_1^PT_1 \\
&= T_1^\Pi(G)T_1 \\
&= \Pi\left(\mathbb{E}[\tilde{\Upsilon}(k)\tilde{\Upsilon}(k) + \tilde{N}]\right).
\end{align*}
\]

By letting \( \tilde{G}_i(k) = T'G_i(k)T \), it follows from (17) that we have

\[
\tilde{G}_i(k+1) = \tilde{G}_i(k) + \sum_{j \in N_i} (\tilde{G}_j(k) - \tilde{G}_i(k)) \\
+ \alpha(k)\left(\tilde{\Upsilon}'(k)\Pi(\tilde{G}_i(k))\tilde{\Upsilon}(k) + \tilde{N} - \tilde{G}_i(k)\right).
\]

We now prove that \( \tilde{G}_i(k) \) is bounded a.s. To this end, we denote

\[
\tilde{\Phi}_G(k) = \tilde{\Phi}'(k)\Pi(G(k))\tilde{\Upsilon}(k) + \tilde{N}, \\
\tilde{\Phi}_G(k) = \mathbb{E}\left(\tilde{\Upsilon}'(k)\Pi(G(k))\tilde{\Upsilon}(k) + \tilde{N}\right),
\]

\[
\tilde{\Psi}_G(k) = \tilde{\Psi}'(k)G_{xx}(k)\tilde{\Upsilon}(k) + \tilde{N}, \\
\tilde{\Psi}_G(k) = \mathbb{E}\left(\tilde{\Upsilon}'(k)G_{xx}(k)\tilde{\Upsilon}(k) + \tilde{N}\right).
\]

It can be shown that \( \tilde{\Psi}_G(k) \) is a contraction mapping under matrix 2-norm. In fact, from (18), it is obvious that \( I = \tilde{\Psi}(I) \). Together with \( \tilde{N} > 0 \), it follows that \( \tilde{N} > 0 \). Then there exists a positive number \( \lambda < 1 \) such that \( \mathbb{E}\left(\tilde{\Upsilon}'(k)\tilde{\Upsilon}(k)\right) = I - \tilde{N} \leq \lambda I \). Accordingly, for any
\[ M_1 \text{ and } M_2, \text{ it follows that} \]
\[
\|	ilde{\Psi}(M_1) - \tilde{\Psi}(M_2)\|_2 \\
= \left\| \tilde{Y}'(k)(M_{1,xx} - M_{2,xx})\tilde{Y}(k) \right\|_2 \\
\leq \|M_{1,xx} - M_{2,xx}\|_2 \|E\left( \tilde{Y}'(k)\tilde{Y}(k) \right)\|_2 \\
\leq \lambda \|M_1 - M_2\|_2, \\
\]
this implies that \( \tilde{\Psi}(M) \) is a contraction mapping with respective to \( M \) by using \( \lambda < 1 \).

Define:
\[
G_i(k + 1) = G_i(k) + \sum_{j \in N_i} (G_j(k) - G_i(k)) \\
+ \alpha(k)[\tilde{\Psi}_i(k) - G_i(k)], \tag{20}
\]
with initial value \( G_i(0) = T'G_i(0)T \). Since \( G_{i,xx}(k) \geq \Pi(G_i(k)) \), we have that
\[
\tilde{\Psi}_i(k) \geq \tilde{\Phi}_i(k).
\]
Thus, it holds that
\[
\tilde{G}_i(k) \leq G_i(k), k = 0, 1, 2, \ldots,
\]
which gives that \( G_i(k) \) is an upper bound process of \( \tilde{G}_i(k) \).

Let \( \tilde{G}_i(k) = G_i(k) - I \), it follows from (20) and \( I = E[\tilde{Y}'(k)\tilde{Y}(k)] + \tilde{N} \) that,
\[
\tilde{G}_i(k + 1) \\
= [1 - \alpha(k)](G_i(k) - I) + \sum_{j \in N_i} \left( [G_j(k) - I] - [G_i(k) - I] \right) \\
+ \alpha(k)[\tilde{\Psi}_i(k) - I] \\
= [1 - \alpha(k)]G_i(k) + \sum_{j \in N_i} \tilde{G}_j(k) - \tilde{G}_i(k) \\
+ \alpha(k)\left[ \tilde{Y}'(k)G_{i,xx}(k)\tilde{Y}(k) - E(\tilde{Y}'(k)G_{i,xx}(k)\tilde{Y}(k)) \right] \\
+ \alpha(k)\left[ E(\tilde{Y}'(k)G_{i,xx}(k)\tilde{Y}(k)) - E[\tilde{Y}'(k)\tilde{Y}(k)] \right]. \tag{21}
\]

Denote
\[
\Theta_i(k) = E(\tilde{Y}'(k)G_{i,xx}(k)\tilde{Y}(k)) - E(\tilde{Y}'(k)G_{i,xx}(k)\tilde{Y}(k)) \\
+ E(\tilde{Y}'(k)G_{i,xx}(k)\tilde{Y}(k)) - E[\tilde{Y}'(k)\tilde{Y}(k)],
\]
together with \( E(\tilde{Y}'(k)\tilde{Y}(k)) \leq \lambda I \), we have
\[
E[\Theta_i(k)|F(k-1)] \leq \|G_{i,xx}(k) - I\|E(\tilde{Y}'(k)\tilde{Y}(k)) \\
\leq \lambda \|G_{i,xx}(k) - I\|_2 I \\
\leq \lambda \|G_i\|_2 I. \tag{22}
\]
Moreover, it is easy to verify that
\[
E[\|\Theta_i(k)|F(k-1)]) \leq 36\mu + 30\mu\|G_i(k)\|^2,
\]
where \( \mu \) satisfies that \( E[\|Y'(k)\tilde{Y}(k)\| + N \leq \mu \).

By applying similar discussions to Lemma 3.4 in [12], it yields that \( G_i(k) \) converges to 0 a.s., which implies that \( G_i(k) \) is bounded a.s.. As a consequence with \( G_i(k) = T'G_i(k)T \) and \( \tilde{G}_i(k) \leq G_i(k) \), it follows that \( G_i(k) \) is bounded a.s..

### 3.3 Convergence Analysis

We can now prove the convergence of the distributed algorithm (17). The convergence analysis consists of the following two parts:

\[
\lim_{k \to \infty} \|G_i(k) - G_j(k)\| = 0, \forall i, j \in N_i, \ a.s., \tag{23}
\]
\[
\lim_{k \to \infty} \|G_i(k) - G^*\| = 0, \forall i \in N_i, \ a.s., \tag{24}
\]
where \( G^* \) is the solution to (14). The first condition (23) indicates that algorithm (17) achieves consensus, and the second condition (24) indicates that the consensus value is the solution to (14).

The detailed proof is given as below.

### 3.3.1 Consensus Analysis

We first focus on proving that each sensor reaches consensus under the distributed scheme (17).

**Theorem 2** Suppose that equation (3) has the solution of \( P > 0 \), then the proposed algorithm (17) achieves consensus.

**Proof:**

Denote \( F(k) = \text{col}\{G_1(k), G_2(k), \ldots, G_N(k)\} \) and \( \Phi(k) = \text{col}\{L_1Y_1(k), L_2Y_2(k), \ldots, L_NY_N(k)\} \), it follows from (17) that
\[
F(k + 1) = AF(k) + \alpha(k)\Phi(k),
\]
where \( A = I - L \) and \( L \) is the Laplacian matrix.
Let \( M = \frac{1}{N}1_N1_N^T \) and \( \delta(k) = (I - M)F(k) \), we further obtain

\[
\delta(k+1) = (I - M)AF(k) + \alpha(k)(I - M)\Phi(k) \\
= (A - M)\delta(k) + \alpha(k)(I - M)\Phi(k),
\]

where the facts \( AM = MA = M^2 = M \) have been used in the derivation of the last equality.

By applying iterative calculation to (25), it yields that

\[
\delta(k+1) = (A - M)^{k+1}\delta(0) + \sum_{\tau=0}^{k} \alpha(\tau)(A - M)^{k-\tau} \\
\times (I - M)\Phi(\tau).
\]

To prove that the algorithm achieves consensus in the almost sure sense, the key point is to analyze the norm of \( \delta(k) \). Specifically, we have:

\[
\|\delta(k+1)\| \\
= \|(A - M)^k\delta(0) + \sum_{\tau=0}^{k-1} (A - M)^{k-\tau-1}(I - M)\Phi(\tau)\| \\
\leq \|(A - M)^k\delta(0)\| + \left\| \sum_{\tau=0}^{k-1} (A - M)^{k-\tau-1}(I - M)\Phi(\tau) \right\| \\
\leq c\rho^k\|\delta(0)\| + \sum_{\tau=0}^{k-1} \alpha(\tau)(A - M)^{k-\tau-1}\|I - M\||\Phi(\tau)|.
\]

Based on the fact that, given a connected graph, it yields that

\[
\|(A - M)^k\| \leq c\rho^k,
\]

where \( c > 0 \) and \( \rho \in (0, 1) \). It holds that \( \|I - M\| < \infty \), \( \|\delta(0)\| < \infty \) and \( \|\Phi(\tau)\| < \infty \), we have

\[
\lim_{k \to \infty} c\rho^k\|\delta(0)\| \to 0
\]

\[
\lim_{k \to \infty} \sum_{\tau=0}^{k-1} \|(A - M)^{k-\tau-1}\|(I - M)||\Phi(\tau)|| \to 0.
\]

Thus,

\[
\lim_{k \to \infty} \|\delta(k)\| = 0, \text{a.s.}
\]

That is, equation (23) holds.

### 3.3.2 Convergence Analysis to the Solution of (17)

In this part, we present discussions on the convergence of equation (17), that is, to prove that equation (24) holds.

**Theorem 3** Under the assumption that ARE (3) has a solution \( P > 0 \), then \( G_i(k), i = 1, \ldots, N \) converge a.s. to \( G(k) \).

**Proof:** We define \( \bar{G}(k+1) = \frac{1}{N} \sum_{i=1}^{N} G_i(k+1) \). It is thus obtained from (17) that

\[
\bar{G}(k+1) = \bar{G}(k) + \frac{\alpha(k)}{N} \sum_{i=1}^{N} L_i Y(G_i(k)).
\]

Note that

\[
\sum_{i=1}^{N} L_i Y(G^*) = \sum_{i=1}^{N} L_i \left( \begin{array}{c} Q + A(k)^T G^*A(k) & A(k)^T G^* B(k) \\
B(k)^T G^* A(k) & B(k)^T G^* B(k) + R \end{array} \right) - G^*
\]

= 0.

Also, recall the centralized algorithm (15), i.e.,

\[
G(k+1) = G(k) + \alpha(k) Y(G(k)),
\]

and let \( \Delta(k) = \bar{G}(k) - G(k) \), the iteration equation of \( \Delta(k) \) is given by

\[
\Delta(k+1) = \Delta(k) + \frac{\alpha(k)}{N} \sum_{i=1}^{N} L_i Y(G_i(k)) - \alpha(k) Y(G(k))
\]

\[
= \Delta(k) + \frac{\alpha(k)}{N} \left[ \sum_{i=1}^{N} L_i Y(G_i(k)) - NY(G(k)) \right]
\]

\[
= \Delta(k) + \alpha(k) \left( Y(\bar{G}(k)) - Y(G(k)) \right)
\]

\[
+ \frac{\alpha(k)}{N} \left[ \sum_{i=1}^{N} L_i \left( Y(G_i(k)) - Y(\bar{G}(k)) \right) \right]
\]

\[
= [I - \alpha(k)] \Delta(k) + \alpha(k) \times \left[ A(k)^T W A(k) - A(k)^T W B(k) \right]
\]

\[
+ \frac{\alpha(k)}{N} \left[ \sum_{i=1}^{N} L_i \left( Y(G_i(k)) - Y(G(k)) \right) \right].
\]

(27)
where \( W = \Pi(\bar{G}(k)) - \Pi(G(k)) \). The derivation of (27) depends on the following fact:

\[
Y(\bar{G}(k)) - Y(G(k)) \\
= \left[ Q + A(k)^T \Pi(\bar{G}(k)) A(k) \right. \\
\left. \quad \left( A(k)^T \Pi(\bar{G}(k)) B(k) \right) \right] \\
- \bar{G}(k) \\
- \left[ Q + A(k)^T \Pi(G(k)) A(k) \right. \\
\left. \quad \left( A(k)^T \Pi(G(k)) B(k) \right) \right] \\
+ G(k) \\
= \left[ A(k)^T WA(k) \right. \\
\left. \quad A(k)^T WB(k) \right] \\
B(k)^T WA(k) B(k)^T WB(k) - (\bar{G}(k) - G(k)).
\]

Denote

\[
\Psi(k) = \left[ A(k)^T WA(k) \right. \\
\left. \quad A(k)^T WB(k) \right] \\
B(k)^T WA(k) B(k)^T WB(k) \]

\[+ \frac{1}{N} \sum_{i=1}^{N} L_i \left( Y(G_i(k)) - Y(\bar{G}(k)) \right) \].

Then, equation (27) can be reformulated as

\[
\Delta(k + 1) = \left[ 1 - \alpha(k) \right] \Delta(k) + \alpha(k) \Psi(k). \quad (28)
\]

Together with \( \|G(k)\| < \infty \), it follows that,

\[
\left\| \left[ A(k)^T WA(k) \right. \\
\left. \quad A(k)^T WB(k) \right] \\
B(k)^T WA(k) B(k)^T WB(k) \right\| < \infty.
\]

According to the above analysis, we have

\[
\|\Psi(k)\| < \infty.
\]

Applying the facts that \( 0 < 1 - \alpha(k) < 1 \), \( \|\Psi(k)\| < \infty \) and \( \lim_{k \to \infty} \alpha(k) = 0 \), we obtain

\[
\lim_{k \to \infty} \|\Delta(k + 1)\| = 0. \quad (29)
\]

This gives the second condition (24).

Now we are ready to give the main result of this paper.

**Theorem 4** Under the assumption that the ARE (3) has a positive-definite solution, the distributed algorithm (17) is able to converge a.s. to \( G^* \).

**Proof:** On the basis of the analysis given above, we prove that the sensors are able to reach consensus and their consensus states will converge to

\[
\lim_{k \to \infty} \|G_i(k) - G_j(k)\| = 0, \forall i, j \in N_i, \text{ a.s.},
\]

\[
\lim_{k \to \infty} \|\bar{G}(k) - G(k)\| = 0, \forall i, \text{ a.s.},
\]

which further imply that

\[
\lim_{k \to \infty} \|G_i(k) - G(k)\| = 0, \forall i \text{ a.s.}
\]

Based on the convergence analysis in [12], we finally obtain

\[
\lim_{k \to \infty} \|G_i(k) - G^*\| = 0, \forall i, \text{ a.s.}
\]

Thus, the distributed stochastic approximation algorithm converges a.s. to \( G^* \).

### 4 Numerical Example

We implement the distributed Q-learning algorithm (17) in a discrete-time model. Suppose that the system parameters are given as followed: \( A = \begin{bmatrix} 0.2 & 0 \\ 0 & 0.6 \end{bmatrix}, \bar{A} = \begin{bmatrix} 0.7 & 0 \\ 0 & 0.8 \end{bmatrix}, B = \begin{bmatrix} 0.7 \\ 0.3 \end{bmatrix}, \bar{B} = \begin{bmatrix} 0.1 \\ 0.7 \end{bmatrix}, Q = \begin{bmatrix} 0.4 & 0 \\ 0 & 0.7 \end{bmatrix} \), \( R = 1, \alpha(k) = (1 - \frac{k}{12^2})^{0.6} \). Assume that random parameters follow the Gaussian distribution \( N(\mu, \sigma^2) \), where \( \mu = 1, \sigma^2 = 0.1 \). The system is associated with a networked system where sensors \( i = 1, \ldots, 4 \) are employed to autonomously calculate \( G_i(k) \), which are the estimates of the Q-factor in the \( k \)-th iteration. The induced graph of the networked system is shown by Fig. 1. Fig. 2 illustrates the 1-norm of \( G_i(k) \) for \( i = 1, \ldots, 4 \) after running the proposed algorithm for 200 times. Fig. 3 reveals that for \( i = 1 \), \( G_1(k) \) converges to the correct solution \( G^* \). Also, other sensors have similar convergence behaviors as sensor 1 does.

![Fig. 1. A 4-sensor graph](image-url)
5 Conclusion

This paper presents a distributed Q-learning algorithm for stochastic LQ control with random parameters whose statistical properties are unknown. We have proved that the correct solution to the Riccati equation and the optimal controller under the proposed distributed scheme can be derived. Simulation results have verified our analysis. In the future, we are motivated to address stochastic LQ control problems associated with both unknown uncertainties and time delays by using distributed methods.
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