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Abstract

This paper investigates the massive random access Gaussian channel with a focus on small payloads. For this problem, grant-based schemes have been regarded as inefficient due to the necessity of large feedbacks and the use of inefficient scheduling request methods. In this paper, a novel grant-based scheme is proposed, which appears to outperform previous methods. The scheme uses Ordentlich and Polyanskiy’s grantless method to transmit small coordination indices in order to perform the scheduling request, which allows both the request from the users to be efficient and the feedback to be small. We also present an improvement to the Ordentlich and Polyanskiy’s scheme, allowing it to handle collisions of the same message, significantly improving the method for very small messages. Simulation results show that, if a short feedback is allowed, our method requires lower energy per bit than existing practical grantless methods.
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I. INTRODUCTION

In recent years, interest in Machine-type Communication (MTC) has increased, mostly due to the growing trend of the Internet of Things. Within MTC, a special case of interest is that when the number of devices is massively large and they transmit infrequently a small amount of information, called mMTC (massive MTC). As a particular application, one of the goals of 5G is to allow mMTC with little or no human intervention [1].
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Due to the massive number of users, it is widely believed that grant-based schemes which coordinate the users — so they can use coordinated data transmission methods such as TDMA, FDMA, orthogonal CDMA, CFMA [2] and rate-splitting [3] — are ineffective due to high costs in both user energy and latency [4], [5]. Therefore, the main proposed solutions for this problem are grantless alternatives, such as “treat interference as noise” (TIN), which is implemented in practice through non-orthogonal CDMA with matched filter decoding, and slotted-ALOHA [6].

Aiming to derive fundamental results on grantless schemes, Polyanskiy introduces a novel model for the massive random access channel in [6]. In Polyanskiy’s model, only a fraction $K_a$ of the total $K_{\text{tot}}$ users are active at any given time and the receiver decodes only a list of $K_a$ messages regardless of the identity of the active users. This contrasts to the usual information theoretic approach in [7]–[12], which requires identifying the transmitting user as well as their messages. The model restricts the users to use the same (possibly randomized) codebook and the error probability is defined per user. This approach allows us to let $K_{\text{tot}} \to \infty$ and models the random access problem well.

Using this model, Polyanskiy presents a coding theorem, which provides an achievability bound for the random access channel under finite-blocklength. Note that, due to the small lengths of the packets in the problem, finite-blocklength results [13], [14] are necessary in order to obtain achievability bounds. Then, Polyanskiy compares the results of the mentioned practical schemes (TIN and ALOHA) to the achievable rates and shows that these schemes are still far from the bound, in particular for a large number of active users.

Since then, research has been made seeking practical methods that approach the theoretical limits. In [15], Ordentlich and Polyanskiy present a scheme that outperforms previously practical methods for a sufficiently large ($K_a > 150$) number of active users. One limitation of the method proposed in [15] is that the AWGN channel is reduced to a modulo-$2^\ell$ AWGN channel. In [4], following [15], Vem et al. propose a scheme that allows serial interference cancellation as well as makes full use of the AWGN channel. These modifications further improve their results and get them closer to the maximum achievable rates. Recently, in [16], Amalladinne et al. approach the problem through a compressive sensing point of view, presenting a low complexity compressive sensing algorithm for the massive random access channel. To the best of our knowledge, the results in [16] are the closest to the theoretical achievable rates.

In this paper, we take a different approach to improve the method in [15]. Motivated by the simplicity and good performance of coordinated orthogonal methods, we propose a practical
grant-based scheme which does not assume any a priori coordination. We show that, contrary to what has been commonly assumed, the benefits of coordination can outweigh its costs, even for a massive number of users. Specifically, our scheme is able to transmit using the same number of channel uses (including the necessary feedback), while spending less energy (including base station energy) than that of [16]. Our approach for the scheduling request is to identify the transmitting users using two pieces of information: small indices randomly chosen by the users, transmitted efficiently using the scheme in [15]; and the timeslots in which each user has chosen to transmit their index. This approach significantly reduces the overhead of the scheduling request and feedback, therefore making the coordination viable.

Additionally, we propose an Index Collision Resolution method for the OP scheme, which reduces the error probability in the scenario where two or more users transmit the same message. While this improvement may not be significant when using the OP scheme to transmit messages (of about 100 bits), it becomes significant in our method, which uses the OP scheme to transmit indices of lengths as short as 5 bits.

The main contributions of our paper are summarized as follows:

- We present a model that includes both Polyanskiy’s model and certain grant-based schemes;
- We improve the OP scheme in order to handle the scenario where two or more users transmit the same message;
- We present a grant-based scheme that improves the state-of-the-art results for the massive random access Gaussian channel;

Preliminary results have been submitted in a shortened conference paper [17].

The remaining of the paper is organized as follows: We briefly review important finite-blocklength information theory results in Section II. We present our model and metrics of comparison in Section III. In Section IV, we review the method presented in [15]. Our scheme is presented in Section V. Simulation results are presented in Section VI. Finally, the paper is concluded in Section VII.

II. PRELIMINARIES

In [13], Polyanskiy presents normal approximations for the achievable rate under finite blocklength. We use these normal approximations for the code rates in our work.
Consider the AWGN channel with input $x \in \mathbb{R}^{n_c}$ and output $y \in \mathbb{R}^{n_c}$ described by the equation

$$y = x + z$$

where $z \sim \mathcal{N}(0, I)$ and $x$ is under power constraint $\|x\|^2 \leq n_c P$, where $n_c$ is the length of $x$.

For this channel, an approximation of the maximum achievable rate is given by

$$R_{\text{AWGN}} \approx C_{\text{AWGN}}(P) - \sqrt{V_{\text{AWGN}}(P) n_c Q^{-1}(\epsilon)}.$$  \hspace{1em} (2)

where $C_{\text{AWGN}}(P) = \frac{1}{2} \log_2(1 + P)$, $V_{\text{AWGN}}(P) = \frac{P}{2} \frac{P + 2}{(P + 1)^2} \log_2 e$ and $Q$ is the Q-function. This approximation is achievable using Shannon’s achievability from [14].

Additionally, consider the bi-AWGN mod 2 channel with input $c \in \{0, 1\}^{n_c}$ and output $y \in [0, 2)^{n_c}$, described by the equation

$$y = (c + z) \mod 2$$

where $z \sim \mathcal{N}(0, \frac{1}{4P} I)$. As in [15], we use the approximation

$$R_{\text{mod2}} \approx C(P) - \sqrt{V(P) n_c Q^{-1}(\epsilon)}.$$  \hspace{1em} (4)

where

$$C(P) = \mathbb{E}[i(\tilde{Z})]$$

$$V(P) = \text{var}[i(\tilde{Z})]$$

$$i(\tilde{Z}) = \log_2 \left( \frac{1}{2} p_{\tilde{Z}}(\tilde{Z}) + \frac{1}{2} p_{\tilde{Z}}(\tilde{Z} - 1 \mod 2) \right)$$

where $\tilde{Z} = z \mod 2$.

### III. Problem Statement

In this section, we first introduce the model proposed by Polyanskiy in [6]. Afterwards, we generalize it adding two extra phases – one downlink and another uplink – to the communication, allowing coordination.
A. Grantless Model

Let $K_{\text{tot}} \to \infty$ be the total number of users in the network. At the beginning of a section, $K_a$ of these users are active and wish to transmit $k$ bits of information using the same channel. Let $w_i \in \{1, 2, \ldots, 2^k\}$ be the message of the $i$-th user, where $i \in \{1, \ldots, K_a\}$, for simplicity. We assume $w_i$ is uniform and independent across the users.

The channel is a Multiple Access Channel described as

$$y = \sum_{i=1}^{K_a} x_i + z$$  \hspace{1cm} (5)

where $y \in \mathbb{R}^{N_1}$ is the received signal, $x_i \in \mathbb{R}^{N_1}$ is the transmitted signal by the $i$-th user and $z \sim \mathcal{N}_\infty \left(0, \frac{N_0}{2}\right)$, with $\frac{N_0}{2} = 1$. Each transmitted signal $x_i$ is power-constrained in expectation, i.e., $E[\|x_i\|^2] \leq N_1 P_1$.

The receiver produces a list of estimated messages denoted by $L \subseteq \{1, 2, \ldots, 2^k\}$. The probability of error, as in [6], is defined per user and regardless of the order of the messages. More precisely, the probability of error is defined as

$$\epsilon = \frac{1}{K_a} \sum_{i=1}^{K_a} \Pr[w_i \notin L].$$  \hspace{1cm} (6)

B. Grant-based Model

In our model, the first phase is used for signaling activity. Using the information decoded in $y$, the base station generates a feedback signal $x^{[f]}$ and transmits it in a broadcast channel to all users. Finally, using the information decoded from $y^{[f]}$, the users transmit in a multiple access channel, as in the first phase.

More precisely, in our model, the transmission is split in three phases: Scheduling Request, Resource Distribution and Data Transmission. These three phases compose a session. The model for the Scheduling Request phase is the same as Polyanskiy’s transmission. The Resource Distribution phase, which occurs in the downlink, is modeled as a broadcast transmission where the channel gain is the same for all users, i.e., each user $i$ receives a signal

$$y_i^{[f]} = x^{[f]} + z_i^{[f]}$$  \hspace{1cm} (7)

where $x^{[f]} \in \mathbb{R}^{N_f}$ is subject to $E[\|x^{[f]}\|^2] \leq N_f P_f$ and depends on $y$, and $z^{[f]} \sim \mathcal{N}(0, I)$.

The Data Transmission phase is modeled, again, as a multiple access channel, i.e.,

$$y^{[2]} = \sum_{i=1}^{K_a} x_i^{[2]} + z^{[2]}$$  \hspace{1cm} (8)
where $x_i^{[2]} \in \mathbb{R}^{N_2}$ is subject to $E \left[ \|x_i^{[2]}\|^2 \right] \leq N_2 P_2$ and $z^{[2]} \sim \mathcal{N}(0, I)$. However, this phase differs from the first phase in that each user $i$ has side information about $x^{[f]}$ provided by $y_i^{[f]}$.

We denote $N = N_1 + N_2 + N_f$. This is the total number of channel uses each user spends on this transmission. Note that the grantless model proposed by Polyanskiy is a particular case where $N_2 = N_f = 0$ and the data is transmitted in the first phase.

C. Metrics of comparison

Following [6], [15] and [4], we are interested in the problem where, given some target probability of error $\epsilon$ and number of channel uses $N$, we wish to minimize the energy required for the $K_a$ users to send $k$ bits of information. For comparison, similar to [15], we define

$$\frac{E_b}{N_0} = \frac{P_1 N_1 + P_2 N_2 + P_f N_f / K_a}{2k}$$

which is proportional to the total energy spent in a session normalized by the number of active users. In the particular case $N_f = N_2 = 0$, this is the same definition used in the previous works. Note that the energy in the downlink transmission $P_f N_f$ is used once to transmit to all users, therefore, the per-user energy in that phase is $P_f N_f / K_a$.\footnote{More precisely, (9) is proportional to an upper bound on the total energy spent in a session. Since errors may occur in the first two phases, impairing coordination, the total energy spent depends on the number of users that actually transmitted in the data transmission phase.}

IV. ORDENTLICH-POLYANSKIY SCHEME

In [15], Ordentlich and Polyanskiy present a scheme which is a special case of the $T$-fold ALOHA, referred to here as OP scheme. Each block of length $N$ is split in $V$ sub-blocks and each user chooses randomly one of the sub-blocks to transmit. Unlike ALOHA, where a collision happens if two or more users transmit in the same sub-block, in OP scheme an error only happens if more than $T$ users transmit in the same sub-block. The scheme is reviewed in the sequence.

Each active user $i$ encodes its message $w_i$ using a code for the Binary Adder Channel (BAC), generating the codeword $c_{BAC,i} \in \{0, 1\}^k$. Observing a modulo-2 sum of $T$ or less codewords,\footnote{More generally, we want to minimize both the energy spent by the users and by the base station. However, in order to compare it with other methods, we need to define a utility function, weighing the energy used by the base station against the energy used by the users. In our understanding, the energy spent by the base station should be less significant than the energy spent by the users. Therefore, a weight coefficient of “1” may be considered a conservative choice.}
this code must be able to successfully recover each codeword. The particular code used is discussed later, in Section IV-A.

Then, this codeword is encoded using a binary linear code $C$ with rate $R_c = \frac{k_c}{n_c}$ and length $n_c$ which is good for the bi-AWGN mod 2 channel, generating $c_i = c_{BAC,i} G \mod 2$, where $G \in \{0,1\}^{k_c \times n_c}$ is the generator matrix of the linear code. For analysis, this code is assumed to achieve (4). Finally, the user maps the resulting binary codeword into a real signal $x_i = 2\sqrt{P V} \left( c_i - \frac{1}{2} \right)$. For convenience, since $x_i$ depends only on the message message $w$, we also denote $x(w)$ as the transmitted signal constructed from the message $w$.

Let $A_j$ be a subset of $\{1,2,\ldots,K_a\}$ that represents the users that transmitted in the $j$th timeslot. For each timeslot, the receiver receives

\[ y_j = \sum_{i \in A_j} x_i + z_j. \] (10)

Let $\hat{t}_j$ be a receiver’s estimate of $t_j = |A_j|$. The receiver computes

\[ y_{CoF,j} = \left[ \frac{1}{2\sqrt{P V}} y_j + \frac{\hat{t}_j}{2} \right] \mod 2 \] (11)

where the modulo 2 reduction is into the interval $[0, 2)$ and is taken componentwise.

If $\hat{t}_j = t_j$, then

\[ y_{CoF,j} = \left[ \sum_{i \in A_j} c_i + \tilde{z}_j \right] \mod 2 \] (12)

where $\tilde{z}_j = \frac{z_j}{2\sqrt{P V}}$. Note that, since the code $C$ is linear, the sum of codewords $\tilde{c}_j = \sum_{i \in A_j} c_i \mod 2$ also belongs to the code $C$. Thus, the effective channel is

\[ y_{CoF,j} = (\tilde{c}_j + \tilde{z}_j) \mod 2. \] (13)

The codeword $\tilde{c}_j$ is decoded and, since $\tilde{c}_j = \left( \sum_{i \in A_j} c_{BAC,i} \right) G \mod 2$, if the decoding is successful, we recover

\[ y_{BAC,j} = \sum_{i \in A_j} c_{BAC,i} \mod 2. \] (14)

Finally, the receiver decodes $y_{BAC,j}$, and, if the decoding is successful, it generates a list of codewords $c_{BAC,i}, i \in A_j$. These codewords are mapped into a list $L(\hat{t}_j)$ of estimated messages $w_i$. 
On the other hand, if \( \hat{t}_j \neq t_j \), the computation of \( y_{CoF,j} \) results in

\[
y_{CoF,j} = \left[ \sum_{i \in A_j} c_i + (\hat{t}_j - t_j) + \tilde{z}_j \right] \mod 2. \tag{15}
\]

which will likely cause an error in the decoding of the linear code if \((\hat{t}_j - t_j) \mod 2 \neq 0\). If an undetected error occurs, a wrong \( y_{BAC,j} \neq y_{BAC,j} \) is returned, which will be then decoded by the BAC code, generating a list \( \mathcal{L}(\hat{t}_j) \) of estimated messages.

For any \( \hat{t}_j \), if a detected error occurs in any decoding step, the output is set to \( \mathcal{L}(\hat{t}_j) = \emptyset \) and an error is flagged.

Let this decoding procedure, which depends on \( y_j \) and the estimated \( \hat{t}_j \), be denoted by a function \( \mathcal{L}(\hat{t}_j) = \Phi(y_j, \hat{t}_j) \). The OP scheme computes \( \mathcal{L}(\hat{t}_j) = \Phi(y_j, \hat{t}_j) \) for \( 0 \leq \hat{t}_j \leq T \), generating \( T + 1 \) lists \( \mathcal{L}(\hat{t}_j) \). For each list, the base station can regenerate an estimate of the transmitted signals \( x(w) \) based on \( \mathcal{L}(\hat{t}_j) \) and subtract them from \( y_j \), generating \( \hat{z}_j(\hat{t}_j) = y_j - \sum_{w \in \mathcal{L}(\hat{t}_j)} x(w) \). For \( \hat{t}_j = t_j \) and if no error has occurred in any step of the decoding, this yields \( \hat{z}_j = z_j \). Otherwise, it results in \( \hat{z}_j = z_j + \sum x \), where \( \sum x \) is some unknown sum of transmitted signals. Therefore, as argued in [15], the base station can easily choose the \( \hat{t}_j^* \) which yields the best agreement with \( y_j \) and set \( \mathcal{L}_j = \mathcal{L}(\hat{t}_j^*) \). If no list yields a good enough agreement, the decoder returns \( \mathcal{L}_j = \emptyset \), which happens if there is an error in the decoding of the linear code for \( \hat{t}_j = t_j \), if more than \( T \) users transmitted in the \( j \)th timeslot or if more than one user transmitted the same message \( w \) in the \( j \)th timeslot.

It is important to note that the OP scheme does not handle message collisions, i.e., more than one user transmitting the same message. The reasoning is that the probability of message collisions is negligible, as the number of possible messages is extremely large when \( k \approx 100 \).

Finally, although we only review the modulo-2 AWGN channel, the OP scheme is extended in [15] to multi-level codes, thus the effective channel is a modulo-\( 2^\ell \) AWGN channel. In order to do that in a multiple access channel, the authors add a preamble in the message, which is used to align the messages in each level and recover the complete message.

### A. BAC Code

Let \( H \in F_2^{mT \times (2^m - 1)} \), where \( m \in \mathbb{Z} \), be a parity-check matrix of a binary, narrow-sense, primitive BCH code of length \( 2^m - 1 \) and designed minimum distance \( 2T + 1 \) [9]. We construct the code for the BAC using the columns of \( H \) as codewords. This BAC code has length \( k_c = mT \)
and cardinality $|C_{BAC}| = 2^m - 1$, we set $k = \log_2(2^m - 1)$ in order to transmit $k$ bits. For $m \gg 1$, in particular $m \approx 100$, we have $k \approx m$.

To see that this code is able to successfully decode the BAC channel output, recall that, since the BCH code is able to correct any $T$ or fewer errors, all modulo-2 sums of $T$ or less distinct columns of $H$ are distinct.

Both the encoding and decoding of this code can be done with low complexity through the implementation described in [15].

B. Drawbacks

Although the OP scheme achieves good results compared to previous known methods, some drawbacks can be observed. First, the reduction to a modulo-2 channel implies some loss of capacity. Second, adding a preamble to the message in order to use multi-level codes causes overhead. Finally, using the BAC code allows us to recover at most $T$ users, but there is a non-negligible probability that strictly $t_j < T$ users transmit in the timeslot $j$. For example, for $K_a = 100$ and the parameters described in [15] results, the probability of fewer than $T = 5$ users transmitting in a timeslot is more than 95%. This means the BAC code is operating in a rate lower than the channel capacity at most of the time.

Our proposed scheme handles most of these drawbacks by transmitting only a small preamble using the OP scheme, and then transmitting the message in a coordinated MAC, as described in the following section.

V. PROPOSED SCHEME

In this section, we describe the three phases of a session in our transmission method. In the Scheduling Request phase, instead of using the OP scheme to transmit $k$ bits of payload, we use it to transmit a significantly smaller random identification preamble $u$ with length $m \ll k$. Note, however, that this identification is not made across the $K_{tot}$ users, but across only the $K_a$ active users.

Additionally, we use the timeslot where each user transmitted as part of their identification, decreasing significantly the number of indices required to differentiate the $K_a$ users. Also, note that the identification preamble is random, therefore the user symmetry of the problem is preserved.
In the Resource Distribution phase, the base station transmits a simple feedback to all users, which consists of the recovered indices concatenated, ordered by the timeslot where each index was recovered. Based on the index and its position, the users are able to identify which resources are allocated to them.

In the third phase, the users transmit information using some coordinated scheme. In principle, we can use any coordinated orthogonal or non-orthogonal multiple access scheme for this phase. In this work, we use an orthogonal scheme, which achieves the symmetric capacity of the MAC and presents good results under finite blocklength, in particular for $K_a \leq 100$, as can be seen in Fig. 1 from [6]. Even for a higher number of active users, it presents a better result than other known methods. Additionally, since each user is transmitting alone in this stage, known point-to-point AWGN codes can be used, and the known finite blocklength results from [13] can be used for analysis.

In the following subsections, the three phases are described in detail.

A. Scheduling Request Phase

In this stage, instead of transmitting the message $w_i$, each user randomly picks an index $u_i \in \{1, 2, \ldots, n_p\}$, where $n_p = 2^m - 1$ is a design parameter, and transmits it using the OP scheme described in Section IV. We denote $n_p$ as the length of the BCH code and $m_p = mT$ as the length of its columns, therefore also the length of the BAC code. For the linear code, we denote $n_{c,1}$ as the length of the code. One important distinction from the original OP scheme is that $n_p \ll 2^k$, thus the probability of two users transmitting the same index is not negligible. Because of that, we need to introduce an index collision resolution (ICR) method for the OP scheme, which is explained in detail in Section V-E. The total number of channel uses in this stage is given by $N_1 = n_{c,1}V$, where $V$ is the number of timeslots and $n_{c,1}$ is the number of channel uses in each timeslot.

B. Resource Distribution Phase

After the first phase is complete, the receiver generates a feedback sequence $(|L_j|, \{u \in L_j\})$, $j = 1, \ldots, V$. This sequence is broadcast to the users. With that information, each transmitter knows exactly what indices were transmitted (as long as the indices were recovered), and in which timeslots. Then, each transmitter is able to identify its own index and transmit using the
resource respective to the position of its index. If a user does not receive its respective index, this user does not transmit in the data transmission phase.

For example, assume that in the first timeslot, the users \{1, 4, 10\} transmitted the corresponding indices \{9, 3, 57\}. In the second timeslot, the users \{5, 2\} transmitted the indices \{3, 60\}. The base station generates the sequence \(3, \{3, 9, 57\}, 2, \{3, 60\}\) and transmits it to the users. Although the users 4 and 5 transmitted the same index, they transmitted in different timeslots, thus they know which one is theirs. Then, for the data transmission phase, they can be ordered as follows: \{4, 1, 10, 5, 2\}.

This feedback sequence has length \(\leq \lceil \log_2(T + 1) \rceil + t_jm\) per timeslot and a total feedback length \(\leq V\lceil \log_2(T + 1) \rceil + K_a m\).

C. Data Transmission Phase

For this phase, \(K_a\) resources (e.g. timeslots or frequency slots) are allocated to the users. Each user \(i\) that has successfully received its index in the resource distribution phase encodes its message \(w_i\) using a code for the point-to-point AWGN channel and transmits it with power \(P_2 K_a\) within their respective resource. Although we do not restrain the method to any particular code, in practice, good codes for the AWGN channel under small blocklength such as those in \[18\] can be used.

In this phase, the number of channel uses is given by \(N_2 = n_{c,2} K_a\), where \(n_{c,2}\) is the length of the channel code.

D. Error Analysis

In this section, we present an upper bound on the probability of error. Recall that the probability of error is defined per user. For the first and second phases, we make the error analysis given that the user \(i \in \{1, 2, \ldots, K_a\}\) transmitted the index \(u_i \in \{1, 2, \ldots, n_p\}\) in the timeslot \(j \in \{1, 2, \ldots, V\}\). For the third phase, we make the error analysis given that the user \(i \in \{1, 2, \ldots, K_a\}\) transmitted the message \(w_i \in \{1, 2, \ldots, 2^k\}\) using the resource \(j \in \{1, 2, \ldots, K_a\}\).

By symmetry, the resulting probability of error equals the average probability of error per user.

\(^3\)An obvious improvement to this is to allocate \(K_2 \leq K_a\) resources, where \(K_2\) is the number of indices that have been successfully received in the scheduling request phase. In this case, the users transmit with power \(P_2 K_2\) and the code has length \(n_{c,2} = N_2/K_2\). However, since \(K_2\) is a random variable, this approach complicates both the analysis and the practical implementation, thus it will not be considered in this paper.
In the first stage, four types of error can occur. First, if other $T$ or more users choose to transmit in the timeslot $j$, the error event $E_1$ occurs, with probability

$$\epsilon_1 \triangleq 1 - \sum_{t=0}^{T-1} \binom{K_a - 1}{t} \left( \frac{1}{V} \right)^t \left( 1 - \frac{1}{V} \right)^{K_a - 1 - t}. \quad (16)$$

Second, if the receiver is unable to decode $y_{CoF,j}$, the error event $E_2$ occurs, with probability upper bounded by

$$\epsilon_2 \triangleq Q \left( C(P_1 V) - \frac{m_p}{n_{c,1}} \sqrt{\frac{n_{c,1}}{V(P_1 V)}} \right). \quad (17)$$

This follows from the fact that, as in the OP scheme, we have a bi-AWGN mod 2 channel and the information we wish to transmit through this channel consists of $m_p$ bits. The first stage uses power $P_1$, and since each user transmits only once in $V$ timeslots, they transmit with power $P_1 V$ during that timeslot.

A third type of error occurs when two or more users pick the same index and transmit it in the timeslot $j$. In the original OP scheme, this would lead to an error in the timeslot $j$, i.e., an error for every user that transmitted in that timeslot, therefore the per-user probability of error would be upper-bounded by $T(T - 1)/2n_p$, as in [15]. However, with the index collision resolution method presented in Section V-E we show that this event only produces an error for the users that picked the same index. More precisely, given that $E_1$ and $E_2$ have not occurred, the error event $E_3$ occurs if and only if any of the other users $i' \in A_j, i' \neq i$ pick the index $u_i$, which occurs with probability

$$1 - \left( 1 - \frac{1}{V n_p} \right)^{(K_a - 1)} < \frac{K_a - 1}{V n_p} \triangleq \epsilon_3. \quad (18)$$

This approach significantly reduces the probability of error, which allows us to use a smaller $n_p$, reducing the user identification phase overhead.

In the resource distribution phase, if the user $i$ is unable to decode the feedback correctly, the error event $E_f$ occurs, with probability upper bounded by

$$\epsilon_f \triangleq Q \left( \left( C_{\text{AWGN}}(P_f) - \frac{k_f}{N_f} \right) \frac{\sqrt{N_f}}{\sqrt{\text{AWGN}(P_f)}} \right) \quad (19)$$

where $k_f = V \lceil \log_2(T + 1) \rceil + K_a m$. 

In the data transmission phase, two errors can occur. First, if the receiver is unable to decode the signal transmitted in the resource \( j \), the error event \( E_4 \) happens. For this analysis we assume that (2) holds, thus the probability of error for the AWGN channel code is upper bounded by

\[
\epsilon_4 \triangleq Q\left( \left( \frac{C_{\text{AWGN}}(P_2K_a) - k}{n_c} \right) \frac{\sqrt{n_c^2}}{\sqrt{\text{AWGN}}(P_2K_a)} \right).
\] (20)

Second, if some user \( i' \) is subject to the error \( E_f \) and it transmits using the resource \( j \) which is allocated to the user \( i \), the user \( i' \) causes an error to the user \( i \). We denote this event by \( E_{f,2} \) with probability upper bounded by

\[
1 - \left( 1 - \frac{\epsilon_f}{K_a} \right)^{K_a-1} \leq \frac{K_a - 1}{K_a} \epsilon_f \leq \epsilon_f \triangleq \epsilon_{f,2}
\] (21)

where \( \frac{\epsilon_f}{K_a} \) is a loose upper bound on probability that a user \( i' \) is subject to \( E_f \) and transmits using the resource \( j \).

Finally, the probability of error per user can be upper bounded by

\[
\epsilon \leq \epsilon_1 + \epsilon_2 + \epsilon_3 + \epsilon_4 + \epsilon_f + \epsilon_{f,2}.
\]

E. Index Collision Resolution

In this section, we show that, if the error events \( E_1 \) and \( E_2 \) do not occur, i.e. if no more than \( T \) users transmitted in the same timeslot and the linear code is able to decode the linear codeword correctly, we are always able to recover all the indices that were transmitted, even if one or more indices \( u \) were transmitted more than once in the timeslot \( j \).

Similar to the OP scheme, we run our decoding procedure for \( 0 \leq \hat{t}_j \leq T \). For each \( \hat{t}_j \), our method returns either an error or a sequence of sets \( L^{(1)}(\hat{t}_j), L^{(2)}(\hat{t}_j), \ldots, L^{(\tau(\hat{t}_j))}(\hat{t}_j) \), where \( \tau(\hat{t}_j) \) is the number of lists and \( L^{(\ell)}(\hat{t}_j) \subseteq \{1,2,\ldots,n_p\} \) for all \( \ell \geq 1 \). Then, for each \( \hat{t}_j \) that did not return an error, as in the OP scheme, we compute

\[
\hat{z}_j(\hat{t}_j) = y_j - \sum_{\ell=1}^{\tau(\hat{t}_j)} 2^{(\ell-1)} \sum_{u \in L^{(\ell)}(\hat{t}_j)} x(u)
\] (22)

which allows us to find the \( \hat{t}_j^* \) which gives the best agreement with \( y_j \), if any. Finally, we output

\[
L_j = L^{(1)}(\hat{t}_j^*) \setminus \bigcup_{\ell=2}^{\tau(\hat{t}_j^*)} L^{(\ell)}(\hat{t}_j^*).
\] (23)

As will be clear later, this output list consists of all the indices in the timeslot \( j \) that have been transmitted by a single user, i.e., indices for which \( E_3 \) has not occurred.

We now describe how the method computes its output for a given \( \hat{t}_j \). We first compute \( L^{(1)}(\hat{t}_j) = \Phi(y_j^{(1)}, \hat{t}_j^{(1)}) \), where \( y_j^{(1)} = y_j \) and \( \hat{t}_j^{(1)} = \hat{t}_j \), exactly as described in Section IV.
For \( \ell \geq 1 \), after computing \( \mathcal{L}^{(\ell)}(\hat{t}_j) = \Phi(y_j^{(\ell)}, \hat{t}_j^{(\ell)}) \), if \( |\mathcal{L}^{(\ell)}(\hat{t}_j)| = \hat{t}_j^{(\ell)} \), we return the sequence \( \mathcal{L}^{(1)}(\hat{t}_j), \mathcal{L}^{(2)}(\hat{t}_j), \ldots, \mathcal{L}^{(\ell)}(\hat{t}_j) \), setting \( \tau(\hat{t}_j) = \ell \). If \( |\mathcal{L}^{(\ell)}(\hat{t}_j)| > \hat{t}_j^{(\ell)} \), we return an error. If \( |\mathcal{L}^{(\ell)}(\hat{t}_j)| < \hat{t}_j^{(\ell)} \), we compute
\[
\hat{t}_j^{(\ell+1)} = \frac{\hat{t}_j^{(\ell)} - |\mathcal{L}^{(\ell)}(\hat{t}_j)|}{2}
\]
and return an error if \( \hat{t}_j^{(\ell+1)} \notin \mathbb{Z} \). Otherwise, we compute
\[
y_j^{(\ell+1)} = \frac{y_j^{(\ell)} - \sum_{u \in \mathcal{L}^{(\ell)}(\hat{t}_j)} x(u)}{2}
\]
and \( \mathcal{L}^{(\ell+1)}(\hat{t}_j) = \Phi(y^{(\ell+1)}, \hat{t}_j^{(\ell+1)}) \).

It is easy to see that this procedure halts in at most \( \tau(\hat{t}_j) \leq \log_2(\hat{t}_j) + 1 \) iterations, since \( \hat{t}_j^{(\ell+1)} \leq \hat{t}_j^{(\ell)}/2 \) and \( \hat{t}_j^{(\tau(\hat{t}_j)}) \geq 1 \).

Before we show that our method works, let us introduce some notation. We denote by \( A_j^{(1)}(u) \subseteq A_j \) the set of users that transmitted the index \( u \) in the timeslot \( j \), i.e., if \( i \in A_j^{(1)}(u) \), then \( x_i = x(u) \). Additionally, for \( \ell \geq 1 \), let \( B_j^{(\ell)}(u) \subseteq A_j^{(\ell)}(u) \) be some subset such that
\[
|B_j(u)| = 2 \left\lfloor \frac{|A_j(u)|}{2} \right\rfloor
\]
let \( A_j^{(\ell+1)}(u) \subseteq B_j^{(\ell)}(u) \) be some subset such that
\[
|A_j^{(\ell+1)}(u)| = \frac{|B_j^{(\ell)}(u)|}{2}
\]
and let
\[
B_j^{(\ell)} \triangleq \bigcup_{u \in \{1, 2, \ldots, n_p\}} B_j^{(\ell)}(u) \tag{26}
\]
\[
A_j^{(\ell+1)} \triangleq \bigcup_{u \in \{1, 2, \ldots, n_p\}} A_j^{(\ell+1)}(u). \tag{27}
\]
Finally, we define \( U(S) \triangleq \{u_i, i \in S\} \), where \( S \subseteq \{1, 2, \ldots, K_u\} \) is some set of users.

For example, if the users \( A_j^{(1)} = \{2, 3, 9, 12\} \) transmitted the corresponding indices \( \{7, 7, 7, 4\} \) in the \( j \)-th timeslot, then \( A_j^{(1)}(7) = \{2, 3, 9\} \) and \( A_j^{(1)}(4) = \{12\} \). Some of the possible subsets are \( B_j^{(1)}(7) = B_j^{(1)} = \{2, 3\} \) and \( A_j^{(2)}(7) = A_j^{(2)} = \{2\} \). We also have \( U(A_j^{(1)}) = \{7, 4\} \) and \( U(A_j^{(2)}) = U(B_j^{(1)}) = \{7\} \).

Note that, by construction, \( |A_j^{(\ell)}(u) \setminus B_j^{(\ell)}(u)| \) is either 0 or 1, therefore, \( |U(A_j^{(\ell)} \setminus B_j^{(\ell)})| = |A_j^{(\ell)} \setminus B_j^{(\ell)}| \) for all \( \ell \geq 1 \). It is also easy to see that \( U(A_j^{(\ell+1)}) = U(B_j^{(\ell)}) \). This will be useful later.

To simplify notation, let \( \tau = \tau(\hat{t}_j) \) for the remainder of this subsection.
Lemma 1: If $E_1$ and $E_2$ do not occur and $\hat{t}_j = t_j$, then, for all $\ell \geq 1$

(i) $\hat{t}^{(\ell)} = |A_j^{(\ell)}|$. 
(ii) $y_j^{(\ell)} = \sum_{i \in A_j^{(\ell)}} x_i + z_j / 2^{\ell - 1}$.
(iii) The decoding of the $\ell$th iteration is successful.
(iv) $L^{(\ell)}(\hat{t}_j) = U \left( A_j^{(\ell)} \setminus B_j^{(\ell)} \right)$.

Moreover, $B_j^{(r)} = \emptyset$, which implies $L^{(r)}(\hat{t}_j) = U \left( A_j^{(r)} \right)$.

Proof: First, we prove the main statement for $\ell = 1$. Part (i) follows from the assumption $\hat{t}_j = t_j$, since $\hat{t}_j^{(1)} = \hat{t}_j$ and $t_j = |A_j| = |A_j^{(1)}|$ by definition. Part (ii) also follows directly from definition. Part (iii) follows from the assumptions.

In order to prove (iv), we write the received signal as

$$y_j^{(1)} = y_j = \sum_{i \in B_j^{(1)}} x_i + \sum_{i \in A_j^{(1)} \setminus B_j^{(1)}} x_i + z_j. \quad (28)$$

Since $\hat{t}_j^{(1)} = t_j$, the computation of (11) yields

$$y_{\text{CoF},j}^{(1)} = \left[ \sum_{i \in B_j^{(1)}} c_i + \sum_{i \in A_j^{(1)} \setminus B_j^{(1)}} c_i + \tilde{z}_j \right] \mod 2 \quad (29)$$

$$= \left[ \sum_{i \in A_j^{(1)} \setminus B_j^{(1)}} c_i + \tilde{z}_j \right] \mod 2 \quad (30)$$

where (30) follows from $|B_j^{(1)}(u)|$ being even for all $u$ by construction, which implies that the sum $\sum_{i \in B_j^{(1)}} c_i$ vanishes.

Since the linear code is assumed to be able to decode this sum of codewords and $|A_j^{(1)} \setminus B_j^{(1)}| \leq |A_j| \leq T$, the BAC code is also able to successfully decode all the indices transmitted by the users in $A_j^{(1)} \setminus B_j^{(1)}$. Therefore, $L^{(1)}(\hat{t}_j) = U \left( A_j^{(1)} \setminus B_j^{(1)} \right)$.

We now show that, if the lemma holds for $\ell$, it also holds for $\ell + 1$.

Since the lemma holds for $\ell$, i.e., $\hat{t}_j^{(\ell)} = |A_j^{(\ell)}|$ and $|L^{(\ell)}(\hat{t}_j)| = |A_j^{(\ell)} \setminus B_j^{(\ell)}|$, then we have

$$\hat{t}_j^{(\ell+1)} = \frac{|A_j^{(\ell)}| - |A_j^{(\ell)} \setminus B_j^{(\ell)}|}{2} = \frac{|B_j^{(\ell)}|}{2} = |A_j^{(\ell+1)}|,$$ which completes the proof of (i).
The computation of the \((\ell + 1)\)th iteration is given by

\[
y_{j}^{(\ell + 1)} = \frac{y_{j}^{(\ell)} - \sum_{u \in \mathcal{L}_{j}^{(\ell)}} x(u)}{2} \quad (31)
\]

\[
y_{j}^{(\ell)} - \sum_{i \in A_{j}^{(\ell)} \setminus B_{j}^{(\ell)}} x_{i} \quad (32)
\]

\[
\sum_{i \in B_{j}^{(\ell)}} x_{i} + \frac{z_{j}}{2^{\ell}} \quad (33)
\]

\[
= \sum_{u \in \{1, 2, \ldots, np\}} \sum_{i \in B_{j}^{(\ell)(u)}} x_{i} + \frac{z_{j}}{2^{\ell}} \quad (34)
\]

\[
= \sum_{u \in \{1, 2, \ldots, np\}} |B_{j}^{(\ell)}(u)| \frac{x(u)}{2} + \frac{z_{j}}{2^{\ell}} \quad (35)
\]

\[
= \sum_{u \in \{1, 2, \ldots, np\}} |A_{j}^{(\ell + 1)}(u)| x(u) + \frac{z_{j}}{2^{\ell}} \quad (36)
\]

\[
= \sum_{u \in \{1, 2, \ldots, np\}} \sum_{i \in A_{j}^{(\ell + 1)}(u)} x_{i} + \frac{z_{j}}{2^{\ell}} \quad (37)
\]

\[
= \sum_{i \in A_{j}^{(\ell + 1)}} \frac{z_{j}}{2^{\ell}} \quad (38)
\]

where \((31)\) follows from definition \((25)\); \((32)\) and \((33)\) follow from hypothesis; and the remaining follows from the construction of the sets. This completes the proof of (ii).

In order to prove (iii), we rewrite the signal as

\[
y_{j}^{(\ell + 1)} = \sum_{i \in B_{j}^{(\ell + 1)}} x_{i} + \sum_{i \in A_{j}^{(\ell + 1)} \setminus B_{j}^{(\ell + 1)}} x_{i} + z_{j}^{(\ell + 1)} \quad (39)
\]

since \(B_{j}^{(\ell + 1)}\) is a subset of \(A_{j}^{(\ell + 1)}\).

Since \(t_{j}^{(\ell + 1)} = |A_{j}^{(\ell + 1)}|\), the dither is successfully corrected in the \((\ell + 1)\)th iteration, thus the computation of \((11)\) for this iteration yields

\[
y_{\text{CoF}, j}^{(\ell + 1)} = \left[ \sum_{i \in A_{j}^{(\ell + 1)} \setminus B_{j}^{(\ell + 1)}} x_{i} + \frac{z_{j}}{2^{\ell}} \right] \mod 2 \quad (40)
\]

Since we are able to decode \(y_{\text{CoF}, j}^{(\ell)}\), which is subject to noise \(\frac{z_{j}}{2^{\ell - 1}}\), we should be able to decode \(y_{\text{CoF}, j}^{(\ell + 1)}\), as the variance of the noise \(\frac{z_{j}}{2^{\ell}}\) is reduced by a factor of 4, thus the decoding of the linear code is successful. Additionally, since \(|A_{j}| = t_{j} \leq T\) and \(B_{j}^{(\ell)} \subseteq A_{j}\), then \(|B_{j}^{(\ell)}|/2 < T\), thus the decoding of the BAC code is successful, completing the proof of (iii). This immediately implies that we have \(\mathcal{L}^{(\ell + 1)}(t_{j}) = \mathcal{U} \left( A_{j}^{(\ell + 1)} \setminus B_{j}^{(\ell + 1)} \right)\), completing the proof of the main statement.
Note that, under the conditions of the lemma, the method does not return an error, therefore it ends with \(|A_j^{(\tau)} \setminus B_j^{(\tau)}| = |L^{(\tau)}| = \hat{t}_j = |A_j^{(\tau)}|\), which implies \(B_j^{(\tau)} = \emptyset\). It immediately follows that \(L^{(\tau)} = U\left(A_j^{(\tau)} \setminus B_j^{(\tau)}\right) = U\left(A_j^{(\tau)}\right)\).

**Corollary 1:** If \(E_1\) and \(E_2\) do not occur and \(\hat{t}_j = t_j\), then \(U\left(A_j^{(\ell)}\right) = U\left(B_j^{(\ell)}\right)\).

**Proof:** First, recall that, by construction, \(U\left(A_j^{(\ell)}\right) = U\left(B_j^{(\ell)}\right)\). Thus, we have
\[
U\left(A_j^{(\ell-1)}\right) = U\left(B_j^{(\ell-1)}\right) \cup U\left(A_j^{(\ell-1)} \setminus B_j^{(\ell-1)}\right) \quad (41)
\]
for all \(\ell \geq 2\). Applying Lemma 1 to (42) with \(\ell = \tau\) yields
\[
U\left(A_j^{(\tau-1)}\right) = U\left(A_j^{(\tau)}\right) \cup U\left(A_j^{(\tau-1)} \setminus B_j^{(\tau-1)}\right) \quad (43)
\]
\[
= L^{(\tau)}(\hat{t}_j) \cup L^{(\tau-1)}(\hat{t}_j). \quad (44)
\]
We can then solve (42) recursively, for example, for \(\ell = \tau - 1\), we have
\[
U\left(A_j^{(\tau-2)}\right) = U\left(A_j^{(\tau-1)}\right) \cup U\left(A_j^{(\tau-2)} \setminus B_j^{(\tau-2)}\right) \quad (45)
\]
\[
= L^{(\tau)}(\hat{t}_j) \cup L^{(\tau-1)}(\hat{t}_j) \cup L^{(\tau-2)}(\hat{t}_j). \quad (46)
\]
Generally, solving the recursion yields
\[
U\left(A_j^{(\ell)}\right) = U_{\ell=\tau} L^{(\ell)}(\hat{t}_j). \quad (47)
\]

**Lemma 2:** If \(E_1\) and \(E_2\) do not occur and \(\hat{t}_j = t_j\), then \(\hat{z}_j(\hat{t}_j) = z_j\).

**Proof:** Let
\[
y_j^{(\tau+1)} \triangleq \frac{y_j^{(\tau)} - \sum_{u \in L_j^{(\tau)}} x(u)}{2} \quad (48)
\]
\[
y_j^{(\tau)} \quad (49)
\]
\[
y_j^{(\tau)} = \frac{\sum_{i \in A_j^{(\tau)}} x_i}{2} \quad (50)
\]
where the equalities follow immediately from Lemma 1.

Additionally, solving the recursion in \(y_j^{(\tau)}\) using (25), we also have
\[
y_j^{(\tau+1)} = \frac{y_j^{(\tau)} - \sum_{\ell=1}^{\tau} \frac{1}{2^{\tau+1-\ell}} \sum_{u \in L_j^{(\tau)}} x(u)}{2} \quad (51)
\]
\[
= \frac{\hat{z}_j(\hat{t}_j)}{2^{\tau}} \quad (52)
\]
where (52) follows from the definition in (22).

Comparing both equations, we have \( \hat{z}_j(\hat{t}_j) = z_j \).

**Theorem 1:** If \( E_1 \) and \( E_2 \) do not occur, with negligible probability of error the list \( L_j \) contains all the indices that were transmitted only once in the timeslot \( j \).

**Proof:** Since the method computes an output for \( 0 \leq \hat{t}_j \leq T \) and \( t_j \leq T \), eventually we have \( \hat{t}_j = t_j \). From Lemma 2, this will result in \( \hat{z}_j(\hat{t}_j) = z_j \). Therefore, \( \hat{t}_j = t_j \) will, with negligible probability of error, yield the best agreement with \( y_j \), as discussed in Section IV, and it suffices to consider this case.

Since \( E_1 \) and \( E_2 \) are assumed to not occur and we are considering the case \( \hat{t}_j = t_j \), then, from Corollary 1,

\[
\mathcal{U} \left( A_j^{(\ell)} \right) = \bigcup_{\ell=1}^{\ell} \mathcal{L}^{(\ell)}(\hat{t}_j).
\]

(53)

Finally, it is easy to see that \( \mathcal{U} \left( A_j^{(2)} \right) \) contains all the indices that collided, i.e., indices that were transmitted more than once. Note that \( \mathcal{L}^{(1)}(\hat{t}_j) = \mathcal{U} \left( A_j^{(1)} \setminus B_j^{(1)} \right) \) might contain indices that collided as well, in case of an odd number of colliding users. Therefore, the list of all indices that were transmitted only once is given by

\[
\mathcal{U} \left( A_j^{(1)} \right) \setminus \mathcal{U} \left( A_j^{(2)} \right) = \left( \bigcup_{\ell=1}^{\ell} \mathcal{L}^{(\ell)}(\hat{t}_j) \right) \setminus \bigcup_{\ell=2}^{\ell} \mathcal{L}^{(\ell)}(\hat{t}_j)
\]

(54)

\[
= \mathcal{L}^{(1)}(\hat{t}_j) \setminus \bigcup_{\ell=2}^{\ell} \mathcal{L}^{(\ell)}(\hat{t}_j).
\]

(55)

Therefore, the output \( L_j \) given in (23) contains all the indices that have not collided.

**Example 1:** Consider the scenario where the users \( A_j = \{1, 2, 5, 6, 7, 8, 9\} \) transmitted the indices \( \{11, 11, 23, 10, 23, 23, 23\} \) in the timeslot \( j \) and \( T \geq 7 \). Note that \( B_j = \{1, 2, 5, 7, 8, 9\} \), as only the user 6 did not collide.

The received signal can then be written as

\[
y_j^{(1)} = \sum_{i \in \{1,2,5,7,8,9\}} x_i + x_6 + z_j = 2x_1 + 4x_5 + x_6 + z_j
\]

(56)

Assuming \( \hat{t}_j = 7 \), the computation of (11) is given by

\[
y_{\text{CoF},j}^{(1)} = [c_6 + \tilde{z}_j] \mod 2.
\]

(57)

Assuming we are able to successfully decode the linear code, then we are able to correctly recover \( \mathcal{L}^{(1)}(\hat{t}_j) = \{u_6\} = \{10\} \), since there is no collision in this subset and \( 1 < T \). We can then reconstruct \( x_6 = x(10) \), subtract it from \( y_j \) and divide the result by two, yielding

\[
y_j^{(2)} = \frac{\left( y_j^{(1)} - x_6 \right)}{2} = x_1 + 2x_5 + \frac{z_j}{2}.
\]

(58)
We can then repeat the decoding algorithm for \( t_j^{(2)} = \frac{7-1}{2} = 3 \) and recover \( \mathcal{L}^{(2)}(\hat{t}_j) = \{u_1\} = \{u_2\} = \{11\} \). We then reconstruct \( x_1 = x(11) \) and compute

\[
y_j^{(3)} = \frac{1}{2} \left( y_j^{(2)} - x_1 \right) = x_5 + \frac{z_j}{4}.
\]

Repeating the algorithm with \( \hat{t}_j^{(3)} = 1 \), we are able to recover \( \mathcal{L}^{(3)}(\hat{t}_j) = \{u_5\} = \{23\} \). Now, \(|\{23\}| = 1\), thus the method returns all the computed lists.

Finally, we compute

\[
\hat{z}_j = y_j - 1 \cdot x(10) - 2 \cdot x(11) - 4x(23).
\]

Recall that \( x(u_i) = x_i \), e.g. \( x(11) = x_1 \). Therefore, we have \( \hat{z}_j = z_j \), and we are able to verify, with negligible probability of error, that this is pure Gaussian noise, thus \( \hat{t}_j = t_j \) and the decoding is correct.

### VI. Optimization and Results

Given \( k \) and \( K_a \), our scheme depends on the parameters \( T, m, n_{c,1}, n_{c,2}, V, N_f, P_1, P_2 \) and \( P_f \). We wish to choose these parameters in order to minimize \( E_b/N_0 \), subject to constraints on \( \epsilon \) and \( N \). In order to simplify the optimization, we use \( P_1 = P_2 = P_f/K_a = P \). In this case, since \( N_k \) and \( k \) are fixed, minimizing \( E_b/N_0 = \frac{PN}{2k} \) is equivalent to minimizing \( P \).

This optimization is hard in general since all variables, except \( P \), are integers. Thus, we follow a heuristic approach. Given a fixed \( T \in \mathbb{Z} \), we relax the integer constraints on the remaining variables, finding their optimal values over \( \mathbb{R} \). This is possible since all the error expressions are computable with real variables (except \( \epsilon_1 \) with \( T \)). The resulting value of \( P \) gives a lower bound on the achievable \( P \). Then, for each variable in the sequence \( m, n_{c,1}, n_{c,2}, V \), its optimal relaxed value is rounded to \( \mathbb{Z} \) and kept fixed, followed by a new run of the relaxed optimization for the remaining variables. We use rounding to the nearest integer, except in the case of \( m \), where we compare floor and ceiling, choosing the one that yields the smallest \( P \). After these variables are fixed, we choose \( N_f = N - N_1 - N_2 \) and compute the required power \( P \) to achieve the target error \( \epsilon \). This process gives an achievable \( P \) for the initially chosen \( T \). Finally, this process is repeated for \( T = 1, \ldots, T_{\text{max}} \) to find the smallest \( P \).

\(^4\) For the scenarios considered here, this simplification is found experimentally to have negligible impact on performance.
TABLE I: Optimized parameters for the single-session approach

| $K_a$ | 50  | 100 | 150 | 200 | 250 | 300 |
|------|-----|-----|-----|-----|-----|-----|
| $T$  | 2   | 2   | 3   | 3   | 3   | 4   |
| $m$  | 3   | 3   | 4   | 4   | 4   | 5   |
| $n_{c,1}$ | 13 | 8   | 17  | 14  | 13  | 22  |
| $n_{c,2}$ | 424 | 220 | 144 | 108 | 87  | 71  |
| $V$  | 404 | 632 | 391 | 480 | 517 | 326 |
| $N_f$ | 3548 | 2944 | 1753 | 1680 | 1529 | 1528 |
| $\epsilon_1$(%) | 0.666 | 1.097 | 0.684 | 0.863 | 1.292 | 1.416 |
| $\epsilon_2$(%) | 0.716 | 0.309 | 0.472 | 0.180 | 0.002 | 0.045 |
| $\epsilon_3$(%) | 1.732 | 2.237 | 2.540 | 2.763 | 3.210 | 2.958 |
| $\epsilon_f$(%) | 0.0588 | 0.0345 | 0.0176 | 0.00840 | 0.0113 | 0.0315 |
| $\epsilon_4$(%) | 1.823 | 1.319 | 1.281 | 1.179 | 0.479 | 0.545 |

While this approach is not guaranteed to be optimal, it has shown experimentally to yield values of $P$ very close to the relaxed lower bound (ratio below $0.06 \text{ dB}$ for all cases tested).

As in [4], [15], [16], we use $k = 100$, $N = 30000$ and $\epsilon = 0.05$. The results are presented in Fig. 1 and compared to [4], [15], [16]. We also plot the random coding bound and the orthogonal MA bound [6], where perfect coordination is assumed a priori. Note that, since we use orthogonal methods in the data transmission, the latter provides a lower bound to our method. As can be seen, even without ICR, our method outperforms that in [16] for a moderate number of users ($K_a \leq 150$), but its performance comparatively worsens as $K_a$ grows. With ICR, our method outperforms [16] significantly for all the values of $K_a$ tested. Note that the use of ICR presents higher benefits as $K_a$ grows, which is easy to see since the number of users transmitting in the same timeslot increases, increasing the probability that two or more choose the same index.

Table I presents the parameters that achieve minimum $E_b/N_0$ with ICR. A few practical considerations can be made concerning these parameters. First, note that $m$ and $T$ are generally small, thus maximum likelihood (ML) decoding of the linear code in the scheduling request may be feasible, especially since it is done in the base station. Alternatively, ordered statistics decoding [19] may be used to achieve near-ML performance. Also, $N_f$ is large enough so off-the-shelf codes for the AWGN channel may be used. Additionally, note that the optimal $\epsilon_f$ is small and the upper bound $\epsilon_{f,2}$ is loose, therefore, user collision in the data transmission should be negligible using our method.
Fig. 1: Comparison between the $E_b/N_0$ required for $k = 100$ bits, $N = 30000$ channel uses, $\epsilon = 0.05$.

VII. CONCLUSION

We presented a new scheme for the Massive Random Access Gaussian channel which allows coordinating the users for a better overall performance at the low cost of a short broadcast feedback from the base station.

We presented an error analysis, which allows simple design and optimization of the scheme, and showed that our method outperforms the state-of-art in [16], as well as the practical schemes in [15] and [4], as long as a short feedback can be transmitted from the base station.

As in other works in this area of research, we use finite-blocklength results in order to obtain achievability bounds. The code design for the short blocklengths involved, in particular in the regime of the data transmission phase, is an important open problem.
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