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Abstract. We prove a law of large numbers for the empirical density of one-dimensional, boundary driven, symmetric exclusion processes with different types of non-reversible dynamics at the boundary. The proofs rely on duality techniques.

1. Introduction

This article provides partial answers to a question raised to us by H. Spohn. The stationary states of boundary driven interacting particle systems have been extensively studied lately, as solvable examples of nonequilibrium stationary states, cf. [3, 2] and references therein. One of the main goals is to derive in this context the nonequilibrium functional which plays a role analogous to the entropy in the Onsager theory of nonequilibrium thermodynamics [11, 12].

This program has been achieved for a class of boundary driven interacting particle systems in two different ways. On the one hand, relying on Derrida’s formula for the stationary state as a product of matrices, Derrida, Lebowitz and Speer [4] obtained an explicit formula for the nonequilibrium free energy of one-dimensional boundary driven exclusion processes. On the other hand and by the same time, Bertini et al. [1] derived the same formula for the nonequilibrium free energy by solving the Hamilton-Jacobi equation for the quasi-potential associated to the dynamical large deviations principle for the empirical density.

Both approaches rely on the deduction of a large deviations principle for the empirical density under the stationary state. The proof of this result depends strongly on the non-conservative boundary dynamics which models the interaction of the system with the reservoirs, and it has been achieved only for dynamics which satisfy the detailed balance conditions with respect to some Gibbs measure. If this dynamics is slightly perturbed, Derrida’s formula for the stationary state as a product of matrices is no more available, and a bound for the entropy production, one of the fundamental ingredients in the proof of the one and two blocks estimates, is no more available.

We examine in this article the asymptotic behavior of the empirical density under the stationary state of boundary driven exclusion processes whose boundary dynamics do not satisfy a detailed balance condition. We consider three classes of interaction. The first one consists of all boundary dynamics whose generator does not increase the degree of functions of degree 1 and 2. The second class includes all dynamics whose interaction with the reservoirs depends weakly on the configuration. Finally, the third class comprises all exclusion processes whose boundary
dynamics is speeded-up. Using duality techniques, we prove a law of large numbers for the empirical measure under the stationary state for these three types of interaction with the reservoirs.

Asymmetric exclusion dynamics on the positive half-line with complex boundary dynamics have been considered by Sonigo [13].

2. Notation and Results

Consider the symmetric, simple exclusion process on \( \Lambda_N = \{1, \ldots, N-1\} \) with reflecting boundary conditions. This is the Markov process on \( \Omega_N = \{0,1\}^{\Lambda_N} \) whose generator, denoted by \( L_{b,N} \), is given by

\[
(L_{b,N} f)(\eta) = \sum_{k=1}^{N-2} \{ f(\sigma^{k,k+1}_N \eta) - f(\eta) \}. \tag{2.1}
\]

In this formula and below, the configurations of \( \Omega_N \) are represented by the Greek letters \( \eta, \xi \), so that \( \eta_k = 1 \) if site \( k \in \Lambda_N \) is occupied for the configuration \( \eta \) and \( \eta_k = 0 \) otherwise. The symbol \( \sigma^{k,k+1}_N \eta \) represents the configuration obtained from \( \eta \) by exchanging the occupation variables \( \eta_k, \eta_{k+1} \):

\[
(\sigma^{k,k+1}_N \eta)_j = \begin{cases} 
\eta_{k+1} & \text{if } j = k \\
\eta_k & \text{if } j = k + 1 \\
\eta_j & \text{if } j \in \Lambda_N \setminus \{k, k+1\}.
\end{cases}
\]

This dynamics is put in contact at both ends with non-conservative dynamics. On the right, it is coupled to a reservoir at density \( \beta \in (0,1) \). This interaction is represented by the generator \( L_{r,N} \) given by

\[
(L_{r,N} f)(\eta) = \{ \beta (1 - \eta_{N-1}) + (1 - \beta) \eta_{N-1} \} \{ f(\sigma^{N-1}_N \eta) - f(\eta) \}, \tag{2.2}
\]

where \( \sigma^k \eta, k \in \Lambda_N \), is the configuration obtained from \( \eta \) by flipping the occupation variable \( \eta_k \),

\[
(\sigma^k \eta)_j = \begin{cases} 
1 - \eta_k & \text{if } j = k \\
\eta_j & \text{if } j \in \Lambda_N \setminus \{k\}.
\end{cases}
\]

On the left, the system is coupled with different non-conservative dynamics. The purpose of this paper is to investigate the stationary state induced by these different interactions.

2.1. Boundary dynamics which do not increase degrees. The first left boundary dynamics we consider are those which keep the degree of functions of degree 1 and 2: those whose generator, denoted by \( L_{l,N} \), are such that for all \( j \neq k \),

\[
L_{l,N} \eta_j = a^j + \sum_{\ell} a^j_{\ell} \eta_{\ell}, \quad L_{l,N} \eta_k = b^{j,k} + \sum_{\ell} b^{j,k}_{\ell} \eta_{\ell} + \sum_{\ell,m} b^{j,k}_{\ell,m} \eta_{\ell} \eta_m \tag{2.3}
\]

for some coefficients \( a^j, a^j_{\ell}, b^{j,k}, b^{j,k}_{\ell}, b^{j,k}_{\ell,m} \).

Fix \( p \geq 0 \), and let \( \Lambda^*_p = \{-p, \ldots, 0\}, \Omega^*_p = \{0,1\}^{\Lambda^*_p} \). Consider the generators of Markov chains on \( \Omega^*_p \) given by

\[
(L_{R} f)(\eta) = \sum_{j \in \Lambda^*_p} r_j \left[ \alpha_j (1 - \eta_j) + \eta_j (1 - \alpha_j) \right] \{ f(\sigma^j \eta) - f(\eta) \},
\]
In these formulae and below, \( r \) the four dynamics introduced above. The generator, denoted by \( \mathcal{L} \), at rate \( c_j \), and \( \mathcal{S} \left( \eta \right) \) to these dynamics a stirring evolution which exchange the occupation variables at nearest-neighbor sites:

\[
\begin{align*}
\left( \mathcal{L}_C f \right)(\eta) &= \sum_{j \in \Lambda^*_p} \sum_{k \in \Lambda^*_p} c_{j,k} \left[ \eta_k (1 - \eta_j) + \eta_j (1 - \eta_k) \right] \{ f(\sigma^j \eta) - f(\eta) \}, \\
\left( \mathcal{L}_A f \right)(\eta) &= \sum_{j \in \Lambda^*_p} \sum_{k \in \Lambda^*_p} a_{j,k} \left[ \eta_k \eta_j + (1 - \eta_j) (1 - \eta_k) \right] \{ f(\sigma^j \eta) - f(\eta) \}.
\end{align*}
\]

In these formulae and below, \( r_j, c_{j,k} \) and \( a_{j,k} \) are non-negative constants, \( 0 \leq \alpha_j \leq 1 \), and \( c_{j,j} = 0 \) for \( j \in \Lambda^*_p \).

The generator \( L_R \) models the contact of the system at site \( j \) with an infinite reservoir at density \( \alpha_j \). At rate \( r_j \geq 0 \), a particle, resp. a hole, is placed at site \( j \) with probability \( \alpha_j \), resp. \( 1 - \alpha_j \). The generator \( L_C \) models a replication mechanism, at rate \( c_{j,k} \geq 0 \), site \( j \) copies the value of site \( k \). The generator \( L_A \) acts in a similar way. At rate \( a_{j,k} \geq 0 \), site \( j \) copies the inverse value of site \( k \). We add to these dynamics a stirring dynamics which exchange the occupation variables at nearest-neighbor sites:

\[
\left( \mathcal{L}_S f \right)(\eta) = \sum_{j=-p}^{-1} \{ f(\sigma^{j+1} \eta) - f(\eta) \}.
\]

The evolution at the left boundary we consider consists in the superposition of the four dynamics introduced above. The generator, denoted by \( L_l \), is thus given by

\[
L_l = L_S + L_R + L_C + L_A.
\]

Denote by \( L_G \) the generator of a general Glauber dynamics on \( \Omega_p^\ast \):

\[
\left( \mathcal{L}_G f \right)(\eta) = \sum_{k=-p}^{0} \sum_{k \in \Lambda^*_p} c_k(\eta) \{ f(\sigma^k \eta) - f(\eta) \}, \tag{2.4}
\]

where \( c_k \) are non-negative jump rates which depend on the entire configuration \((\eta_{-p}, \ldots, \eta_0)\). We prove in Lemma 3.2 that any Markov chain on \( \Omega_p^\ast \) whose generator \( L_D \) is given by \( L_D = L_S + L_G \) and which fulfills conditions (2.3) can be written as \( L_S + L_R + L_C + L_A \) [we show that there are non-negative parameters \( r_j, c_{j,k}, a_{j,k} \) such that \( L_G = L_R + L_C + L_A \)]. Therefore, by examining the Markov chain whose left boundary condition is characterized by the generator \( L_l \) we are considering the most general evolution in which a stirring dynamics is superposed with a spin flip dynamics which fulfills condition (2.3).

We prove in Lemma 3.3 that the Markov chain induced by the generator \( L_l \) has a unique stationary state if

\[
\sum_{j \in \Lambda^*_p} r_j + \sum_{j \in \Lambda^*_p} \sum_{k \in \Lambda^*_p} a_{j,k} > 0. \tag{2.5}
\]

Assume that this condition is in force. Denote by \( \mu \) the unique stationary state, and let

\[
\rho(\eta_k) = E_\mu[\eta_k], \quad k \in \Lambda^*_p, \tag{2.6}
\]

be the mean density at site \( k \) under the measure \( \mu \). Clearly, \( 0 \leq \rho(k) \leq 1 \) for all \( k \in \Lambda^*_p \). Since \( E_\mu[L_l \eta_k] = 0 \), a straightforward computation yields that

\[
0 = r_j \left[ \alpha_j - \rho(j) \right] + (C \rho)(j) + (A \rho)(j) + (T \rho)(j), \quad j \in \Lambda^*_p, \tag{2.7}
\]

where

\[
(C \rho)(j) = \sum_{k \in \Lambda^*_p} c_{j,k} \left[ \rho(k) - \rho(j) \right], \quad (A \rho)(j) = \sum_{k \in \Lambda^*_p} a_{j,k} \left[ 1 - \rho(k) - \rho(j) \right],
\]

and

\[
(T \rho)(j) = \sum_{k \in \Lambda^*_p} \sum_{l \in \Lambda^*_p} b_{j,k,l} \left[ \rho(l) \right] + \sum_{k \in \Lambda^*_p} a_{j,k} \left[ 1 - \rho(k) - \rho(j) \right].
\]
We prove in Lemma 3.4 that (2.7) has a unique solution if condition (2.5) is in force.

Let $\Lambda_{N,p} = \{-p, \ldots, N - 1\}$. Consider the boundary driven, symmetric, simple exclusion process on $\Omega_{N,p} = \{0, 1\}^{\Lambda_{N,p}}$ whose generator, denoted by $L_N$, is given by

$$L_N = L_l + L_{0,1} + L_{b,N} + L_{r,N},$$

where $L_{0,1}$ represent a stirring dynamics between sites 0 and 1:

$$(L_{0,1}f)(\eta) = f(\sigma^{0,1}\eta) - f(\eta).$$

There is a little abuse of notation in the previous formulae because the generators are not defined on the space $\Omega_{N,p}$ but on smaller spaces. We believe, however, that the meaning is clear.

Due to the right boundary reservoir and the stirring dynamics, the process is ergodic. Denote by $\mu_N$ the unique stationary state, and let $\rho_N(k) = E_{\mu_N}[\eta_k], \ k \in \Lambda_{N,p},$ be the mean density at site $k$ under the stationary state. Of course, $0 \leq \rho_N(k) \leq 1$ for all $k \in \Lambda_{N,p}, \ N \geq 1.$ We prove in Lemma 3.5 that under condition (2.5) there exists a finite constant $C_0$, independent of $N$, such that

$$|\rho_N(k) - \rho(k)| \leq C_0/N, \ \text{for all} \ -p \leq k \leq 0,$$

where $\rho$ is the unique solution of (2.7).

The first main result of this articles establishes a law of large numbers for the empirical measure under the stationary state $\mu_N$.

**Theorem 2.1.** Assume that $\sum_j r_j > 0$. Then, for any continuous function $G : [0, 1] \rightarrow \mathbb{R},$

$$\lim_{N \rightarrow \infty} E_{\mu_N} \left[ \left| \frac{1}{N} \sum_{k=1}^{N-1} G(k/N) [\eta_k - \bar{u}(k/N)] \right| \right] = 0,$$

where $\bar{u}$ is the unique solution of the linear equation

$$\begin{cases} 0 = \Delta u, \\ u(0) = \rho(0), \ u(1) = \beta. \end{cases}$$

We refer to Section 3 for the notation used in the next remark.

**Remark 2.2.** We believe that Theorem 2.1 remains in force if $\sum_j r_j = 0$ and $\sum_{j,k} a_{j,k} > 0.$ This assertion is further discussed in Remark 4.5.

**Remark 2.3.** The case $\sum_{j} r_j + \sum_{j,k} a_{j,k} = 0$ provides an example in which at the left boundary sites behave as a voter model and acquire the value of one of their neighbors. One can generalize this model and consider an exclusion process in which, at the left boundary, the first site takes the value of the majority in a fixed interval $\{2, \ldots, 2p\},$ the left boundary generator being given by

$$(L_l f)(\eta) = f(M\eta) - f(\eta),$$
where \((M\eta)_k = \eta_k\) for \(k \geq 2\), and \((M\eta)_1 = 1\{\sum_{2 \leq j \leq 2p} \eta_j \geq p\}\). In this case it is conceivable that the system alternates between two states, one in which the left density is close to 1 and one in which it is close to 0.

The proof of Theorem 2.1 is presented in Sections 3 and 4. It relies on duality computations. As the boundary conditions do not increase the degrees of a function, the equations obtained from the identities \(E_{\mu_N}[L_N\eta_j] = 0\), \(E_{\mu_N}[L_N\eta_j\eta_k] = 0\) can be expressed in terms of the density and of the correlation functions.

2.2. Small perturbations of flipping dynamics. We examine in this subsection a model in which the rate at which the leftmost occupation variable is flipped depends locally on the configuration. Consider the generator \(L_N = L_l + L_{b,N} + L_{r,N}\),\(^{(2.11)}\)

where \(L_{b,N}\) and \(L_{r,N}\) were defined in (2.1), (2.2). The left boundary generator is given by

\[
(L_l f)(\eta) = c(\eta_1, \ldots, \eta_p) \left[ f(\sigma^1 \eta) - f(\eta) \right],
\]

for some non-negative function \(c: \{0, 1\}^p \rightarrow \mathbb{R}_+\).

Let \(A = \min_{\xi \in \Omega_p} c(0, \xi), B = \min_{\xi \in \Omega_p} c(1, \xi)\) (2.12) be the minimal creation and annihilation rates, and denote by \(\lambda(0, \xi) := c(0, \xi) - A, \lambda(1, \eta) := c(1, \xi) - B\) the marginal rates. We allow ourselves below a little abuse of notation by considering \(\lambda\) as a function defined on \(\Omega_N\) and which depends on the first \(p\) coordinates, instead of a function defined on \(\Omega_{p+1}\). With this notation the left boundary generator can be written as

\[
(L_l f)(\eta) = \left[ A + (1 - \eta_1) \lambda(\eta) \right] \left[ f(T^1 \eta) - f(\eta) \right] + \left[ B + \eta_1 \lambda(\eta) \right] \left[ f(T^0 \eta) - f(\eta) \right],
\]

where for \(a = 0, 1,\)

\[
(T^a \eta)_k = \begin{cases} a & \text{if } k = 1, \\ \eta_k & \text{otherwise.} \end{cases}
\]

The Markov chain with generator \(L_N\) has a unique stationary state because it is irreducible due to the stirring dynamics and the right boundary condition. Denote by \(\mu_N\) the unique stationary state of the generator \(L_N\), and by \(E_{\mu_N}\) the corresponding expectation. Let \(\rho_N(k) = E_{\mu_N}[\eta_k], k \in \Lambda_N\).

**Theorem 2.4.** Suppose that

\[
(p - 1) \sum_{\xi \in \Omega_p} \{\lambda(0, \xi) + \lambda(1, \xi)\} < A + B.
\]

Then, the limit

\[
\alpha := \lim_{N \to \infty} \rho_N(1)
\]

exists, and it does not depend on the boundary conditions at \(N - 1\). Moreover, for any continuous function \(G: [0, 1] \rightarrow \mathbb{R},\)

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N-1} G(k/N) \left[ \eta_k - \bar{u}(k/N) \right] = 0,
\]

where \(\bar{u}\) is the unique solution of the linear equation (2.10) with \(\rho(0) = \alpha\).
Remark 2.5. There is not a simple closed formula for the left density \( \alpha \). By coupling, it is proven that the sequence \( \rho_N(1) \) is Cauchy and has therefore a limit. The density \( \rho_N(1) \) can be expressed in terms of the dual process, a stirring dynamics with creation and annihilation at the boundary.

Remark 2.6. A similar result holds for boundary driven exclusion processes in which particles are created at sites \( 1 \leq k \leq q \) with rates depending on the configuration through the first \( p \) sites, provided the rates depend weakly [in the sense (2.13)] on the configuration.

Remark 2.7. One can weaken slightly condition (2.13). For \( \zeta \in \{0, 1\}^q \), let \( \zeta \in \{0, 1\}^p-1 \{0, 1\}^q \), and let \( R(\zeta, a) = A(\zeta, a) - A(\zeta) \geq 0 \) be the marginal rate. The same proof shows that the assertion of Theorem 2.4 holds if
\[
\sum_{q=2}^{p}(q-1) \sum_{\zeta \in \{0, 1\}^q} R(\zeta) < A + B .
\]

Remark 2.8. In [5], Erignoux proves that the empirical measure evolves in time as the solution of the heat equation with the corresponding boundary conditions.

The proof of Theorem 2.4 is presented in Section 5. It is based on a duality argument which consists in studying the process reversed in time. We show that under the conditions of Theorem 2.4, to determine the value of the occupation variable \( \eta_1 \) at time 0, we only need to know from the past the behavior of the process in a finite space-time window.

2.3. Speeded-up boundary condition. Recall the notation introduced in Subsection 2.1. Fix \( p > 1 \) and consider an irreducible continuous-time Markov chain on \( \Omega^*_p \), \( p > 0 \). Denote by \( L \) the generator of this process, and by \( \mu \) the unique stationary state. Let
\[
\rho(k) = E_\mu[\eta_k] , \quad k \in \Lambda^*_p , \tag{2.14}
\]
be the mean density at site \( k \) under the measure \( \mu \). Clearly, \( 0 < \rho(k) < 1 \) for all \( k \in \Lambda^*_p \). The density can not be 0 or 1 because every configuration has a strictly positive weight under the stationary measure.

Fix a sequence \( \ell_N \to \infty \), and consider the boundary driven, symmetric, simple exclusion process on \( \Omega_{N,p} \) whose generator, denoted by \( L_N \), is given by
\[
L_N = \ell_N L + L_{0,1} + L_{b,N} + L_{r,N} ,
\]
where \( L_{0,1} \) represent a stirring dynamics between sites 0 and 1, introduced below (2.8). Note that the left boundary dynamics has been speeded-up by \( \ell_N \).

Due to the right boundary reservoir and the stirring dynamics, the process is ergodic. Denote by \( \mu_N \) the unique stationary state, and let
\[
\rho_N(k) = E_{\mu_N}[\eta_k] , \quad k \in \Lambda_{N,p} ,
\]
be the mean density at site \( k \) under the stationary state.

Theorem 2.9. There exists a finite constant \( C_0 \), independent of \( N \), such that
\[
|\rho_N(0) - \rho(0)| \leq C_0/\sqrt{T_N} .
\]
Moreover, for any continuous function \( G : [0, 1] \to \mathbb{R} \),
\[
\lim_{N \to \infty} E_{\mu_N} \left[ \left| \frac{1}{N} \sum_{k=1}^{N-1} G(k/N) [\eta_k - \bar{u}(k/N)] \right| \right] = 0 ,
\]
where \( \bar{u} \) is the unique solution of the linear equation (2.10).

**Remark 2.10.** The proof of this theorem is based on duality computations, and does not require one and two-blocks estimates. There is an alternative proof relying on an estimate of the entropy production along the lines presented in [6, Proposition 2], [9, Proposition 3.3]. This proof applies to gradient and non-gradient models [8], but it requires \( \ell_N \) to grow at least as \( N \).

The proof of Theorem 2.9 is presented in Section 6. As the boundary condition has been speeded-up, each time the occupation variables \( \eta_0, \eta_1 \) are exchanged, the distribution of the variable \( \eta_0 \) is close to its stationary distribution with respect to the left-boundary dynamics.

### 3. Proof of Theorem 2.1: One point functions

We prove in this section that the density of particles under the stationary state \( \mu_N \) is close to the solution of the linear parabolic equation (2.10). We first show that the left boundary dynamics we consider is indeed the most general one which does not increase the degree of functions of degree 1 and 2.

For \( A \subset \Lambda^*_p \), let \( \Psi_A : \Omega^*_p \to \mathbb{R} \) be given by \( \Psi_A(\eta) = \prod_{k \in A} \eta_k \). Clearly, any function \( f : \Omega^*_p \to \mathbb{R} \) can be written as a linear combination of the functions \( \Psi_A \).

A function \( f \) is said to be a monomial of order \( n \) if it can be written as a linear combination of functions \( \Psi_A \) where \(|A| = n\) for all \( A \). It is said to be a polynomial of order \( n \) if it can be written as a sum of monomials of order \( m \leq n \).

Recall the definition of the generator \( L_G \) given in (2.4). Fix \(-p \leq k \leq 0\), and write the jump rate \( c_k \) as

\[
c_k = \sum_{A \subset \Lambda^*_p} R_{k,A} \Psi_A ,
\]

where the sum is carried over all subsets \( A \) of \( \Lambda^*_p \).

**Lemma 3.1.** The functions \( L_G \Psi_{\{j\}} \), resp. \( L_G \Psi_{\{j,k\}} \), \(-p \leq j \neq k \leq 0\), are polynomials of order 1, resp. of order 2, if and only if there exists constants \( R_{l,\emptyset}, R_{l,\{m\}}, l, m \in \Lambda^*_p \) such that

\[
c_j(\eta) = R_{j,\emptyset} + R_{j,\{j\}} \eta_j + \sum_{k: k \neq j} R_{j,\{k\}} \eta_k (1 - 2\eta_j) . \tag{3.1}
\]

**Proof.** Fix \( j \in \Lambda^*_p \). A straightforward computation shows that

\[
L_G \Psi_{\{j\}} = \sum_{A \neq j} R_{j,A} \Psi_A - \sum_{A \neq j} (2R_{j,A} + R_{j,\{j\}}) \Psi_{A \cup \{j\}} .
\]

Hence, \( L_G \Psi_{\{j\}} \) is a polynomial of order 1 if and only if \( R_{j,B} = R_{j,B \cup \{j\}} = 0 \) for all \( B \subset \Lambda^*_p \) such that \(|B| \geq 2, j \notin B\). This proves that \( L_G \Psi_{\{j\}} \) is a polynomial of order 1 if and only if condition (3.1) holds.

If the rates are given by (3.1), for all \( j \neq k \in \Lambda^*_p \),

\[
(L_G \Psi_{\{j\}})(\eta) = R_{j,\emptyset} (1 - 2\eta_j) - R_{j,\{j\}} \eta_j + \sum_{\ell: \ell \neq j} R_{j,\{\ell\}} \eta_\ell ,
\]

and

\[
(L_G \Psi_{\{j,k\}})(\eta) = R_{j,\emptyset} (1 - 2\eta_j) \eta_k + R_{k,\emptyset} (1 - 2\eta_k) \eta_j - (R_{j,\{j\}} + R_{k,\{k\}}) \eta_j \eta_k .
\]
which is a polynomial of degree 2. This proves the lemma. □

\[ \sum_{\ell \neq j, k} R_{j, \ell}(t) \eta_{\ell} \eta_{\ell} + \sum_{\ell \neq j, k} R_{k, \ell}(t) \eta_{j} \eta_{\ell} , \]

which is a polynomial of degree 2. This proves the lemma. □

**Note:** Observe that at this point we do not make any assertion about the sign of the constants \( R_{j, \ell}, R_{j, \{k\}} \).

The next result states that a generator \( L_G \) whose rates satisfy condition (3.1) can be written as \( L_R + L_G + L_A \). Denote by \( \mathbb{P}_j \), resp. \( \mathbb{N}_j \), \(-p \leq j \leq 0\), the subset of points \( k \in \Lambda_{\ast}^p \setminus \{j\} \), such that \( R_{j, \{k\}} \geq 0 \), resp. \( R_{j, \{k\}} < 0 \).

**Lemma 3.2.** The rates \( c_j(\eta) \) given by (3.1) are non-negative if and only if

\[
p_j := R_{j, \emptyset} + R_{j, \{j\}} - \sum_{k \in \mathbb{P}_j} R_{j, \{k\}} \geq 0 ,
\]

\[
q_j := R_{j, \emptyset} + \sum_{k \in \mathbb{N}_j} R_{j, \{k\}} \geq 0 .
\]

In this case, there exist non-negative rates \( r_j, c_{j, k}, a_{j, k} \) and densities \( \alpha_j \in [0, 1] \), \( k \neq j \in \Lambda_{\ast}^n \), such that for all \( j \in \Lambda_{\ast}^n \), \( \eta \in \Omega_{\ast}^n \),

\[
c_j(\eta) = r_j \left( \alpha_j (1 - \eta_j) + (1 - \alpha_j) \eta_j \right) + \sum_{k \in \Lambda_{\ast}^n} c_{j, k} \left( \eta_j (1 - \eta_k) + \eta_k (1 - \eta_j) \right) ,
\]

\[
+ \sum_{k \in \Lambda_{\ast}^n} a_{j, k} \left( \eta_j \eta_k + (1 - \eta_k) (1 - \eta_j) \right) .
\]

**Proof.** The first assertion of the lemma is elementary and left to the reader. For \( j \neq k \in \Lambda_{\ast}^n \), define

\[
c_{j, k} = R_{j, \{k\}} 1\{k \in \mathbb{P}_j\} \geq 0 , \quad a_{j, k} = - R_{j, \{k\}} 1\{k \in \mathbb{N}_j\} \geq 0 ,
\]

\[
r_j := p_j + q_j \geq 0 , \quad \alpha_j := \frac{q_j}{p_j + q_j} 1\{r_j \neq 0\} \in [0, 1] .
\]

It is elementary to check that the second assertion of the lemma holds with these definitions. □

**Lemma 3.3.** The Markov chain induced by the generator \( L_l \) has a unique stationary state if \( \sum_{j \in \Lambda^l} r_j + \sum_{j, k \in \Lambda^l} a_{j, k} > 0 \). In contrast, if \( \sum_{j \in \Lambda^l} r_j + \sum_{j, k \in \Lambda^l} a_{j, k} = 0 \) and \( \sum_{j, k \in \Lambda^l} c_{j, k} > 0 \), then the Markov chain induced by the generator \( L_l \) has exactly two stationary states which are the Dirac measures concentrated on the configurations with all sites occupied or all sites empty.

**Proof.** Assume first that \( \sum_{j \in \Lambda^l} r_j > 0 \). Let \( j \in \Lambda_{\ast}^n \) such that \( r_j > 0 \). If \( \alpha_j > 0 \), the configuration in which all sites are occupied can be reached from any configuration by moving with the stirring dynamics each empty site to \( j \), and then filling it up with the reservoir. This proves that under this condition there exists a unique stationary state concentrated on the configurations which can be attained from the configuration in which all sites are occupied. Analogously, if \( \alpha_j = 0 \), the configuration in which all sites are empty can be reached from any configuration.

Suppose that \( \sum_{j \in \Lambda^l} r_j = 0 \) and \( \sum_{j, k \in \Lambda^l} a_{j, k} > 0 \). We claim that from any configuration we can reach any configuration whose total number of occupied sites is comprised between 1 and \( |\Lambda_{\ast}^n| - 1 = p \). Since the stirring dynamics can move
particles and holes around, we have only to show that it is possible to increase, resp. decrease, the number of particles up to $|\Lambda_p^*| - 1$, resp. 1.

Let $k \neq j \in \Lambda_p^*$ such that $a_{j,k} > 0$. To increase the number of particles up to $|\Lambda_p^*| - 1$, move the two empty sites to $j$ and $k$, and create a particle at site $j$. Similarly one can decrease the number of particles up to 1. This proves that under the previous assumptions there exists a unique stationary state concentrated on the set of configurations whose total number of particles is comprised between 1 and $|\Lambda_p^*| - 1$.

Assume that $\sum_{j \in \Lambda_p^*} r_j = 0$, $\sum_{j,k \in \Lambda_p^*} a_{j,k} = 0$ and $\sum_{j,k \in \Lambda_p^*} c_{j,k} > 0$. In this case, the configuration with all sites occupied and the one with all sites empty are absorbing states. Let $k \neq j \in \Lambda_p^*$ such that $c_{j,k} > 0$. If there is at least one particle, to increase the number of particles, move the empty site to $j$, the occupied site to $k$, and create a particle at site $j$. Similarly, we can decrease the number of particle if there is at least one empty site. This proves that in this case the set of stationary states is a pair formed by the configurations with all sites occupied and the one with all sites empty.

Lemma 3.4. Suppose that $\sum_{j \in \Lambda_p^*} r_j + \sum_{j,k \in \Lambda_p^*} a_{j,k} > 0$. Then, there exists a unique solution to (2.7).

Proof. Equation (2.6) provides a solution and guarantees existence. We turn to uniqueness. Suppose first that $\sum_{j \in \Lambda_p^*} r_j > 0$ and $\sum_{j,k \in \Lambda_p^*} a_{j,k} = 0$. In this case, the operator $A$ vanishes. Consider two solution $\rho^{(1)}, \rho^{(2)}$, and denote their difference by $\gamma$. The difference satisfies the linear equation

$$0 = -r_j \gamma(j) + (\mathcal{E} \gamma)(j) + (\mathcal{T} \gamma)(j), \quad j \in \Lambda_p^*. $$

Let $\pi$ be the unique stationary state of the random walk on $\Lambda_p^*$ whose generator is $\mathcal{E} + \mathcal{T}$. Multiply both sides of the equation by $\gamma(j) \pi(j)$ and sum over $j$ to obtain that

$$0 = -\sum_{j \in \Lambda_p^*} r_j \gamma(j)^2 \pi(j) + \langle (\mathcal{E} + \mathcal{T}) \gamma, \gamma \rangle,$$

where $\langle f, g \rangle$ represents the scalar product in $L^2(\pi)$. As all terms on the right-hand side are negative, the identity $\langle (\mathcal{E} + \mathcal{T}) \gamma, \gamma \rangle = 0$ yields that $\gamma$ is constant. Since, by hypothesis, $\sum_j r_j > 0$, $\gamma \equiv 0$, which proves the lemma.

Suppose next that $\sum_{j \in \Lambda_p^*} r_j > 0$ and $\sum_{j,k \in \Lambda_p^*} a_{j,k} > 0$. Define the rates $t_{j,k} \geq 0$, $j \neq k \in \Lambda_p^*$, so that

$$(\mathcal{T} f)(j) = \sum_{k: k \neq j} t_{j,k} [f(k) - f(j)], \quad j \in \Lambda_p^*. $$

Let $\Lambda_p^{\text{ext}} = \{-1, 1\} \times \Lambda_p^*$. Points in $\Lambda_p^{\text{ext}}$ are represented by the symbol $(\sigma, k)$, $\sigma = \pm 1$, $-p \leq k \leq 0$. We extend the definition of a function $f : \Lambda_p^* \to \mathbb{R}$ to $\Lambda_p^{\text{ext}}$ by setting $f(1, k) = f(k)$, $f(-1, k) = 1 - f(k)$, $k \in \Lambda_p^*$. This new function is represented by $\hat{f} : \Lambda_p^{\text{ext}} \to \mathbb{R}$.

With this notation we may rewrite equation (2.7) as

$$0 = r_{(1,j)} [a_{(1,j)} - \hat{\rho}(1,j)] + (\hat{\mathcal{E}} \hat{\rho})(1,j) + (\hat{\mathcal{A}} \hat{\rho})(1,j) + (\hat{\mathcal{T}} \hat{\rho})(1,j), \quad j \in \Lambda_p^*. $$
where, \( r_{(1,j)} = r_j, \alpha_{(1,j)} = \alpha_j, \)

\[
(\hat{A} \rho) (1, j) = \sum_{k \in \Lambda_p^e} a_{j,k} [\hat{\rho}(-1,k) - \hat{\rho}(1,j)],
\]

and \( \hat{c}, \hat{t} \) are the generators of the Markov chains on \( \Lambda_p^e \) characterized by the rates \( \hat{c}, \hat{t} \) given by

\[
\hat{c} [(\pm 1, j), (\pm 1, k)] = c_{j,k}, \quad \hat{c} [(\pm 1, j), (\mp 1, k)] = 0,
\]

\[
\hat{t} [(\pm 1, j), (\pm 1, k)] = t_{j,k}, \quad \hat{t} [(\pm 1, j), (\mp 1, k)] = 0.
\]

Multiply equation (2.7) by \( \rho \) and set \( \rho \) to be a solution to (2.7). Then, its extension \( \hat{\rho} \) is a solution to (3.2), (3.3). The argument presented in the first part of the proof yields that any solution of these equations is constant. Since \( \hat{\rho}(1,k) = \rho(k) = 1 - \hat{\rho}(-1,k) \), we conclude that this constant must be 1/2. This proves that in the case where \( \sum_{j \in \Lambda_p^e} r_j = 0, \sum_{j,k \in \Lambda_p^e} a_{j,k} > 0 \), the unique solution to (2.7) is constant equal to 1/2.

Recall from (2.9) the definition of \( \rho_N \).

**Lemma 3.5.** Suppose that \( \sum_{j \in \Lambda_p} r_j + \sum_{j,k \in \Lambda_p^e} a_{j,k} > 0 \). Then, for \( 0 \leq k < N \),

\[
\rho_N(k) = k \frac{\beta}{N} + \frac{N-k}{N} \rho_N(0). \tag{3.4}
\]

Moreover, there exists a finite constant \( C_0 \), independent of \( N \), such that

\[
|\rho_N(k) - \rho(k)| \leq C_0/N, \quad -p \leq k \leq 0,
\]

where \( \rho \) is the unique solution of (2.7).

**Proof.** Fix \( 1 \leq k < N \). As \( \mu_N \) is the stationary state, \( E_{\mu_N} [L_N \eta_k] = 0 \). Hence, if we set \( \rho_N(N) = \beta, (\Delta_N \rho_N)(k) := \rho_N(k-1) + \rho_N(k+1) - 2\rho_N(k) = 0 \). In particular, \( \rho_N \) solves the discrete difference equation

\[
(\Delta_N \rho_N)(k) = 0, \quad 1 \leq k < N, \quad \rho_N(N) = \beta, \quad \rho_N(0) = \rho_N(0),
\]

whose unique solution is given by (3.4). This proves the first assertion of the lemma.

We turn to the second statement. It is clear that \( \rho_N(j) \) fulfills (2.7) for \( -p \leq j < 0 \). For \( j = 0 \) the equation is different due to the stirring dynamics between 0 and 1 induced by the generator \( L_{0,1} \). We have that

\[
0 = r_0 [\alpha_0 - \rho_N(0)] + (\hat{c} \rho_N)(0) + (A \rho_N)(0) + (\Delta_N \rho_N)(0).
\]
By (3.4), we may replace \( \rho_N(1) \) by \([1 - (1/N)] \rho_N(0) + (1/N) \beta \), and the previous equation becomes

\[
0 = r_0 [\alpha_0 - \rho_N(0)] + (\mathcal{C} \rho_N)(0) + (\mathcal{A} \rho_N)(0) + (\mathcal{T} \rho_N)(0) + \frac{1}{N} [\beta - \rho_N(0)] .
\]

(3.5)

This equation corresponds to (2.7) with \( r'_0 = r_0 + (1/N) \) and \( \alpha'_0 = (\alpha_0 r_0 + \beta/N)/[r_0 + (1/N)] \).

By Lemma 3.4, equation (2.7) for \( j \neq 0 \) and (3.5) for \( j = 0 \) has a unique solution.

Let \( \gamma_N = \rho_N - \rho \), where \( \rho \) is the solution of (2.7). \( \gamma_N \) satisfies

\[
0 = \frac{1}{N} [\beta - \rho_N(0)] \delta_{0,j} - r_j \gamma_N(j) + (\mathcal{C} \gamma_N)(j) + (\mathcal{A} \gamma_N)(j) + (\mathcal{T} \gamma_N)(j) ,
\]

where \( \delta_{0,j} \) is equal to 1 if \( j = 0 \) and is equal to 0 otherwise.

We complete the proof in the case \( A = 0 \). The other cases can be handled by increasing the space, as in the proof of Lemma 3.4. Denote by \( \pi \) the stationary state of the generator \( \mathcal{C} + \mathcal{T} \). Multiply both sides of the previous equation by \( \pi(j) \gamma_N(j) \) and sum over \( j \) to obtain that

\[
\sum_{j \in \Lambda_p^*} r_j \gamma_N(j)^2 \pi(j) + \langle - (\mathcal{C} + \mathcal{T}) \gamma_N, \gamma_N \rangle = \theta_N \gamma_N(0) \pi(0) ,
\]

where \( \theta_N = (1/N) [\beta - \rho_N(0)] \). Let \( k \in \Lambda_p^* \) such that \( r_k > 0 \). Such \( k \) exists by assumption. Rewrite \( \gamma_N(0) \) as \( \sum_{k < j \leq 0} [\gamma_N(j) - \gamma_N(j - 1)] + \gamma_N(k) \) and use Young’s inequality to obtain that there exists a finite constant \( C_0 \), depending only on \( p, \pi \) and on the rates \( c_{j,k}, r_j \) such that

\[
\theta_N \gamma_N(0) \pi(0) \leq (1/2) r_k \gamma_N(k)^2 \pi(k) + (1/2) \langle - (\mathcal{C} + \mathcal{T}) \gamma_N, \gamma_N \rangle + C_0 \theta_N^2 .
\]

Here and throughout the article, the value of the constant \( C_0 \) may change from line to line. The two previous displayed equations and the fact that \( |\beta - \rho_N(0)| \leq 1 \) yield that

\[
\sum_{j \in \Lambda_p^*} r_j \gamma_N(j)^2 \pi(j) + \langle - (\mathcal{C} + \mathcal{T}) \gamma_N, \gamma_N \rangle \leq \frac{C_0}{N^2} .
\]

In particular, \( \gamma_N(k)^2 \leq C_0/N^2 \) and \( [\gamma_N(j + 1) - \gamma_N(j)]^2 \leq C_0/N^2 \) for \( -p \leq j < 0 \). This completes the proof of the lemma.

4. Proof of Theorem 2.1: two point functions.

We examine in this section the two-point correlation function under the stationary state \( \mu_N \). Denote by \( \mathbb{D}_N \) the discrete simplex defined by

\[
\mathbb{D}_N = \{(j,k) : -p \leq j < k \leq N - 1\} \quad \text{and set} \quad \Xi_N = \{0, 1\} \times \mathbb{D}_N .
\]

Let

\[
\eta_m = 1 - \eta_m , \quad \rho_N(m) = 1 - \rho_N(m) , \quad m \in \Lambda_{N,p} ,
\]

and define the two-point correlation function \( \varphi_N(\sigma, j, k), (\sigma, j, k) \in \Xi_N \), by

\[
\varphi_N(1, j, k) = E_{\mu_N} \left[ \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \right] ,
\]

\[
\varphi_N(-1, j, k) = E_{\mu_N} \left[ \{ \tilde{\eta}_j - \tilde{\rho}_N(j) \} \{ \eta_k - \rho_N(k) \} \right] .
\]

(4.1)

Note that \( \varphi_N(-1, j, k) = - \varphi_N(1, j, k) \). The identity \( E_{\mu_N} \left[ L_N \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \right] = 0 \) provides a set of equations for \( \varphi_N \). Their exact form requires some notation.
Denote by \( \mathcal{L}_N^\infty \) the generator of the symmetric, nearest-neighbor random walk on \( \mathbb{D}_N \). This generator is defined by the next two sets of equations. If \( k - j > 1 \),

\[
(\mathcal{L}_N^\infty (j, k)) =
\begin{cases}
(\Delta \phi)(j, k) & \text{if } j > -p, k < N - 1, \\
(\nabla \phi)(-p, k) + (\Delta \phi)(-p, k) & \text{if } j = -p, k < N - 1, \\
(\Delta \phi)(j, N - 1) + (\nabla \phi)(j, N - 1) & \text{if } j > -p, k = N - 1, \\
(\nabla \phi)(-p, N - 1) + (\Delta \phi)(-p, N - 1) & \text{if } j = -p, k = N - 1,
\end{cases}
\]

while for \(-p < k < N - 2\),

\[
(\mathcal{L}_N^\infty (k, k + 1)) = (\nabla \phi)(k, k + 1) + (\nabla \phi)(k, k + 1), \\
(\mathcal{L}_N^\infty (p, -p + 1)) = (\nabla \phi)(p, -p + 1), \\
(\mathcal{L}_N^\infty (N - 2, N - 1)) = (\nabla \phi)(N - 2, N - 1).
\]

In these formulæ, \( \nabla^\pm \phi \), resp. \( \Delta_i \), represents the discrete gradients, resp. Laplacians, given by

\[
(\nabla^\pm \phi)(j, k) = \phi(j \pm 1, k) - \phi(j, k), \\
(\Delta \phi)(j, k) = \phi(j - 1, k) + \phi(j + 1, k) - 2\phi(j, k), \\
(\Delta_2 \phi)(j, k) = \phi(j, k - 1) + \phi(j, k + 1) - 2\phi(j, k), \\
(\Delta \phi)(j, k) = (\nabla \phi)(j, k) + (\Delta \phi)(j, k).
\]

Let \( L_N^\infty \) be the generator given by \( L_N^\infty = L_S + L_{0,1} + L_{b,N} \). A straightforward computation yields that for \((j, k) \in \mathbb{D}_N\),

\[
E_{\mu_N} \left[ L_N^\infty \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \right] = (\mathcal{L}_N^\infty \varphi_N)(1, j, k) + F_N(1, j, k),
\]

where it is understood that the generator \( \mathcal{L}_N^\infty \) acts on the last two coordinates keeping the first one fixed, and

\[
F_N(\sigma, j, k) = -\sigma [\rho_N(j + 1) - \rho_N(j)]^2 1\{k = j + 1\}.
\]

Similarly,

\[
E_{\mu_N} \left[ L_N^\infty \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \right] = (\mathcal{L}_N^\infty \varphi_N)(-1, j, k) + F_N(-1, j, k).
\]

For the next generators, we do not repeat the computation of the action of the generator on the product \( \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \) because it can be inferred from the action on \( \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \).

We turn to the remaining generators. Extend the definition of the rates \( r_j, c_{j,k} \) and \( a_{j,k} \) to \( \Lambda_{N,p} \) by setting

\[
r_j = c_{j,k} = a_{j,k} = 0 \quad \text{if } j \notin \Lambda^*_p \text{ or } k \notin \Lambda^*_p.
\]

To present simple expressions for the equations satisfied by the two-point correlation function, we add cemetery points to the state space \( \Xi_N \). Let \( \Xi_N = \Xi_{N} \cup \partial \Xi_{N} \), where

\[
\partial \Xi_N = \left\{(\sigma, k) : \sigma = \pm 1, -p \leq k < N \right\} \cup \left\{(\sigma, k, k) : \sigma = \pm 1, -p \leq k \leq 0 \right\} \\
\quad \cup \left\{(\sigma, k, N) : \sigma = \pm 1, -p \leq k < N - 1 \right\}
\]

is the set of absorbing points.

A straightforward computation yields that for \((j, k) \in \mathbb{D}_N\),

\[
E_{\mu_N} \left[ L_R \{ \eta_j - \rho_N(j) \} \{ \eta_k - \rho_N(k) \} \right] = (\mathcal{L}_N^\infty \varphi_N)(1, j, k).
\]
where
\[(L^\dagger_R \phi)(\sigma, j, k) = r_j [\varphi_N(\sigma, k) - \varphi_N(\sigma, j, k)] + r_k [\varphi_N(\sigma, j) - \varphi_N(\sigma, j, k)]\]
provided we set
\[\varphi_N(\sigma, m) = b_N(\sigma, m) := 0, \quad -p \leq m < N, \quad \sigma = \pm 1.\]  
(4.4)

Similarly, an elementary computation yields that for \((j, k) \in \mathbb{D}_N,\)
\[E_{\mu_N}[L_r N \{\eta_j - \rho_N(j)\} \{\eta_k - \rho_N(k)\}] = (L^\dagger_{r,N} \varphi_N)(1, j, k),\]
where
\[
(L^\dagger_{r,N} \varphi_N)(\sigma, j, k) = \mathbf{1}\{k = N - 1\} \varphi_N(\sigma, j, N) - \varphi_N(\sigma, j, k),
\]
provided we set
\[\varphi_N(\sigma, m, N) = b_N(\sigma, m, N) := 0, \quad -p \leq m \leq N - 2, \quad \sigma = \pm 1.\]  
(4.5)

We turn to the generator \(L_C\). An elementary computation yields that for \((j, k) \in \mathbb{D}_N,\)
\[E_{\mu_N}[L_C \{\eta_j - \rho_N(j)\} \{\eta_k - \rho_N(k)\}] = (L^\dagger_C \varphi_N)(1, j, k),\]
where
\[
(L^\dagger_C \phi)(\sigma, j, k) = \sum_{m \neq j} c_j m \{\phi(\sigma, m, k) - \phi(\sigma, j, k)\} + \sum_{m \neq k} c_k m \{\phi(\sigma, j, m) - \phi(\sigma, j, k)\},
\]
provided we set
\[\varphi_N(\sigma, m, k) = b_N(\sigma, m, k) := \sigma \rho_N(m) [1 - \rho_N(m)], \quad -p \leq m \leq 0.\]  
(4.6)

Finally, we claim that for \((j, k) \in \mathbb{D}_N,\)
\[E_{\mu_N}[L_A \{\eta_j - \rho_N(j)\} \{\eta_k - \rho_N(k)\}] = (L^\dagger_A \varphi_N)(1, j, k),\]
where
\[
(L^\dagger_A \phi)(\sigma, j, k) = \sum_{m \neq j} a_j m \{\phi(-\sigma, m, k) - \phi(\sigma, j, k)\} + \sum_{m \neq k} a_{k,m} \{\phi(-\sigma, j, m) - \phi(\sigma, j, k)\},
\]
and \(\varphi_N(\sigma, j, k)\) is given by (4.6). Hence, the generator \(L^\dagger_A\) acts exactly as \(L^\dagger_C\), but it flips the value of the first coordinate. Note that it is the only generator which changes the value of the first coordinate.

Let \(L^\dagger_N\) be the generator on \(\Xi_N\) given by
\[
L^\dagger_N = L^\dagger_R + L^\dagger_{r,N} + L^\dagger_C + L^\dagger_A.
\]
If \(\sum_j \sum_{j,k} a_{j,k} = 0\), the generator \(L^\dagger_A\) vanishes, the first coordinate is kept constant by the dynamics and we do not need to introduce the variable \(\sigma\). Note that the points in \(\partial \Xi_N\) are absorbing points.

As \(E_{\mu_N}[L_N \{\eta_j - \rho_N(j)\} \{\eta_k - \rho_N(k)\}] = 0\), the previous computations yield that the two-point correlation function \(\varphi_N\) introduced in (4.1) solves
\[
\begin{cases}
(L^\dagger_N \psi_N)(\sigma, j, k) + F_N(\sigma, j, k) = 0, & (\sigma, j, k) \in \Xi_N, \\
\psi_N(\sigma, j, k) = b_N(\sigma, j, k), & (\sigma, j, k) \in \partial \Xi_N,
\end{cases}
\]
(4.7)
where \(F_N\) and \(b_N\) are the functions defined in (4.2), (4.4), (4.5), (4.6).
As \( \mathcal{L}_A^1 \) is a generator, \((4.7)\) admits a unique solution [on the set \( \{(j,k) : (j,k) \in \mathbb{D}_N\} \) if \( \mathcal{L}_A^1 \) vanishes]. This solution can be represented in terms of the Markov chain induced by the generator \( \mathcal{L}_A^1 \).

Denote by \( \varphi_N^{(1)} \), resp. \( \varphi_N^{(2)} \), the solution of \((4.7)\) with \( b_N = 0 \), resp. \( F_N = 0 \). It is clear that \( \varphi_N = \varphi_N^{(1)} + \varphi_N^{(2)} \). Denote by \( X_N(t) \) the continuous-time Markov chain on \( \Xi_N \) associated to the generator \( \mathcal{L}_N^1 \). Let \( P_{(\sigma,j,k)} \) be the distribution of the chain \( X_N \) starting from \((\sigma,j,k)\). Expectation with respect to \( P_{(\sigma,j,k)} \) is represented by \( E_{(\sigma,j,k)} \).

Let \( H_N \) be the hitting time of the boundary \( \partial \Xi_N \):
\[
H_N = \inf \{ t \geq 0 : X_N(t) \in \partial \Xi_N \}.
\]
It is well known (cf. \cite{7}, Theorem 6.5.1) in the continuous case) that
\[
\varphi_N^{(1)}(\sigma,j,k) = E_{(\sigma,j,k)} \left[ \int_0^{H_N} F_N(X_N(s)) \, ds \right].
\]
It is also well known that
\[
\varphi_N^{(2)}(\sigma,j,k) = E_{(\sigma,j,k)} [b_N(X_N(H_N))].
\]
To estimate \( \varphi_N^{(1)} \) and \( \varphi_N^{(2)} \) we need to show that the process \( X_N(t) \) attains the boundary \( \partial \Xi_N \) at the set \( \{(\sigma,k) : \sigma = \pm 1, -p \leq k \leq 0\} \) with small probability. This is the content of the next two lemmata.

For a subset \( A \) of \( \Xi_N \), denote by \( H(A) \), resp. \( H^+(A) \), the hitting time of the set \( A \), resp. the return time to the set \( A \):
\[
H(A) = \inf \{ t \geq 0 : X_N(t) \in A \}, \quad H^+(A) = \inf \{ t \geq \tau_1 : X_N(t) \in A \},
\]
where \( \tau_1 \) represents the time of the first jump: \( \tau_1 = \inf\{ s > 0 : X_N(s) \neq X_N(0) \} \).

The next lemma, illustrated in Figure 1, translates to the present model the fact that starting from \((1,0)\) the two-dimensional, nearest-neighbor, symmetric random walk hits the line \( \{(0,k) : k \in \mathbb{Z}\} \) at a distance \( n \) or more from the origin with a probability less than \( C/n \).

Let \( \bar{Q}_{(l,m)} \) be the law of such a random walk evolving on \( \mathbb{Z}^2 \) starting from \((l,m)\). Denote by \( B_r(l, m) \) the ball of radius \( r > 0 \) and center \((l,m)\) in \( \mathbb{Z}^2 \), and by \( L \) the segment \( \{(\sigma,0,a) : \sigma = \pm 1, 1 \leq a < N\} \). Represent the coordinates of \( X_N(t) \) by \((\sigma_N(t), X_N^1(t), X_N^2(t))\).

**Lemma 4.1.** Let \( p' = p + 1 \). There exists a finite constant \( C_0 \) such that for all \( n \),
\[
\max_{l,m} \max_{\sigma = \pm 1} P_{(\sigma,l,m)} [H(L) = \infty \text{ or } X_N^2(H(L)) \leq m - p' n] \leq \frac{C_0}{n},
\]
where the maximum is carried over all pairs \((l,m)\) such that \( 1 \leq l \leq p' \), \( \{(a,b) \in B_{p'}(0,m) : a \geq 0\} \subset \mathbb{D}_N = \{(a,b) \in \mathbb{D}_N : a \geq 0\} \).

**Proof.** Let \( L_r = \{(0,l) : -r \leq l \leq r\} \). By \cite{10}, Proposition 2.4.5], there exists a finite constant \( C_0 \) such that for all \( n \geq 1 \),
\[
\bar{Q}_{(1,0)} [H(B_n(0,0)) < H(L_m)] \leq \frac{C_0}{n}.
\]
Let \( L_r(l,m) = \{(\sigma,l,a) : \sigma = \pm 1, m - r \leq a \leq m + r\} \). By the previous displayed equation, if \( L_m(l,m) \) is contained in \( \mathbb{D}_N \),
\[
P_{(\sigma,l+1,m)} [H(B_n(l,m)) < H(L_m(l,m))] \leq \frac{C_0}{n}.
\]
Figure 1. Lemma 4.1 states that a random walk (red trajectory) started from the green segment has a probability at most of order $1/n$ of hitting $L$ in the red half-line.

Iterating this estimate $i$ times yields that
\[
P_{(\sigma, l+i, m)}[H(B_m(l, m)^\delta) < H(L_{m}(l, m))] \leq \frac{C_0 i}{n}
\]
provided all sets appearing in this formula are contained in $\mathbb{D}_N$. The assertion of the lemma follows from this estimate and the following observation:
\[
\{ H(L) = \infty \text{ or } X_N^2(H(L)) \leq m - p'n \} \subseteq \{ H(B_{p'n}(0, m)^\delta) < H(L_{p'n}(0, m)) \}.
\]

The next lemma presents the main estimate needed in the proof of the bounds of the two-point correlation functions. Recall from (4.3) that we denote by $(\sigma, k)$, $(\sigma, k, N)$ some cemetery points. Let
\[
\Sigma = \{(\sigma, l, 0) : \sigma = \pm 1, -p \leq l < 0 \},
\]
\[
\partial_N = \{(\sigma, k) : \sigma = \pm 1, -p \leq k < N \} \cup \{(\sigma, k, N) : \sigma = \pm 1, -p \leq k < N-1 \}.
\]

Lemma 4.2. For all $\delta > 0$,
\[
\lim_{N \to \infty} \max_{j > \delta N} P_{(1, j, k)}[H(\Sigma) < H(\partial_N)] = 0.
\]

Proof. Fix $\delta > 0$ and $(j, k) \in \mathbb{D}_N$ such that $j > \delta N$. Let
\[
\partial^0_N = \{(\sigma, 0, m) : \sigma = \pm 1, 0 < m < N \} \cup \{(\sigma, k, N) : \sigma = \pm 1, -p \leq k < N-1 \},
\]
and set $\tau = H(\partial^0_N)$. Clearly, $\tau < H(\Sigma)$. Hence, by the strong Markov property, the probability appearing in the statement of the lemma is equal to
\[
E_{(1, j, k)}[P_{X_N(\tau)}[H(\Sigma) < H(\partial_N)]].
\]

Up to time $\tau$, the process $X_N$ evolves as a symmetric random walk on $\mathbb{D}_N$. Let $\ell_N$ be a sequence such that $\ell_N \ll N$. We claim that for all $\delta > 0$,
\[
\lim_{N \to \infty} \max_{(l, m)} P_{(1, l, m)}[X_N^2(\tau) \leq \ell_N] = 0,
\]
where the maximum is carried out over all pairs $(l, m) \in \mathbb{D}_N$ such that $l > \delta N$. The proof of this statement relies on the explicit form of the harmonic function for a 2-dimensional Brownian motion.
Up to time $\tau$, the process $Y_N(t) = (X^1_N(t), X^2_N(t))$ evolves on the set $\triangle_N = \{(a, b) : 0 \leq a < b \leq N\}$. Let $\square_N = \{0, \ldots, N - 1\} \times \{1, \ldots, N\}$. Denote by $Z_N(t) = (Z^1_N(t), Z^2_N(t))$ the random walk on $\square_N$ which jumps from a point to any of its neighbors at rate 1. Let $\Phi_N(a, b) = (a, b)$ if $(a, b) \in \triangle_N$, and $\Phi_N(a, b) = (b - 1, a + 1)$ otherwise. The process $\Phi_N(Z_N(t))$ does not evolve as $Y_N(t)$ because the jumps of $\Phi_N(Z_N(t))$ on the diagonal $\{(d, d + 1) : 0 \leq d < N\}$ are speeded-up by 2, but the sequence of sites visited by both processes has the same law. Therefore,

$$P_{(1, l, m)}[X^2_N(\tau) \leq \ell_N] = Q_{(l, m)}[\tau \leq \ell_N]$$

where $Q_{(l, m)}$ represents the law of the process $Z_N$ starting from $(l, m)$, $\hat{\tau}$ the hitting time of the boundary of $\square_N$ and $\triangle_N$ the set $\{(0, a) : 1 \leq a \leq \ell_N\} \cup \{(b, 1) : 0 \leq b \leq \ell_N - 1\}$.

Denote by $B(r) \subset \mathbb{R}^2$, $r > 0$, the ball of radius $r$ centered at the origin. In the event $\{Z_N(\hat{\tau}) \in \triangle_N\}$, the process $Z_N$ hits the ball of radius $\ell_N$ centered at the origin before reaching the ball of radius $2N$ centered at the origin: $\{Z_N(\hat{\tau}) \in \triangle_N\} \subset \{H(B(\ell_N)) < H(B(2N))\}$, so that

$$Q_{(l, m)}[\tau \leq \ell_N] \leq \hat{Q}_{(l, m)}[H(B(\ell_N)) < H(B(2N))].$$

By [10, Exercice 1.6.8], this later quantity is bounded by

$$\frac{\log 2N - \log |(l, m)| + C\ell_N^{-1}}{\log 2N - \log \ell_N}$$

for some finite constant independent of $N$. This proves (4.9) because $|(l, m)| \geq \delta N$ and $\ell_N \ll N$.

We return to (4.8). If $X_N(\tau) \not\in \partial_N$, the probability vanishes. We may therefore insert inside the expectation the indicator of the set $X_N(\tau) \not\in \partial_N$ It is also clear that $\sigma_N(t)$ does not change before time $\tau$. Hence, by (4.9), (4.8) is bounded by

$$E_{(1, j, k)}[1\{X_N(\tau) \in L^+(\ell_N)\} P_{X_N(\tau)}[H(\Sigma) < H(\partial_N)] + o_N(1)]$$

$$\leq \max_{m \geq \ell_N} P_{(1, 0, m)}[H(\Sigma) < H(\partial_N)] + o_N(1),$$

where $L^+(r) = \{\sigma, 0, l : \sigma = \pm 1, l \geq r\}$, $o_N(1)$ converges to 0 as $N \to \infty$, uniformly over all $(j, k) \in D_N$, $j > \delta N$, and $\ell_N$ is a sequence such that $\ell_N \ll N$.

Hence, up to this point, we proved that

$$\max_{(j, k) \in D_N} P_{(1, j, k)}[H(\Sigma) < H(\partial_N)] \leq \max_{m \geq \ell_N} P_{(1, 0, m)}[H(\Sigma) < H(\partial_N)] + o_N(1),$$

where $o_N(1)$ converges to 0 as $N \to \infty$, and $\ell_N$ is a sequence such that $\ell_N \ll N$.

It remains to estimate the probability appearing in the previous formula. If $m > p'$, starting from $(1, 0, m)$, in $p'$ jumps the process $X_N(t)$ can not hit $\Sigma$. Hence, if $\tau(k)$ stands for the time of the $k$-th jump, by the strong Markov property,

$$P_{(1, 0, m)}[H(\Sigma) < H(\partial_N)] = P_{(1, 0, m)}[H(\partial_N) > \tau(p'), H(\Sigma) < H(\partial_N)]$$

$$= E_{(1, 0, m)}[1\{H(\partial_N) > \tau(p')\} P_{\tau(\partial_N)}[H(\Sigma) < H(\partial_N)]]$$

Let $q = P_{(1, 0, m)}[H(\partial_N) > \tau(p')] = P_{(-1, 0, m)}[H(\partial_N) > \tau(p')]$. Note that this quantity does not depend on $m$ in the set $\{(\sigma, 0, b) : \sigma = \pm 1, b > p'\}$. Moreover, as
\[ \sum_j r_j > 0, \varrho < 1. \] With this notation, the previous expression is less than or equal to
\[ \varrho \max_{\sigma = \pm 1} \max_{a,b} P_{(\sigma,a,b)}[H(\Sigma) < H(\partial N)], \]
where the maximum is carried over all \((a, b)\) which can be attained in \(p'\) jumps from \((0, m)\). This set is contained in the set \(\{(c, d) : -p \leq c \leq p', m - p' \leq d \leq m + p'\}\).

Recall the definition of the set \(\mathbb{L}\) introduced just before the statement of Lemma 4.1. If \(a \geq 1\), the process \(X_N(t)\) hits the set \(\mathbb{L}\) before the set \(\Sigma\). Hence, by Lemma 4.1, if \(q_N\) is an increasing sequence to be defined later, by the strong Markov property, for \(1 \leq a \leq p', b \gg q_N,\)
\[ P_{(\sigma,a,b)}[H(\Sigma) < H(\partial N)] \]
\[ \leq \frac{C_0}{q_N} + P_{(\sigma,a,b)}[X_N^2(H(\mathbb{L})) \geq b - p'q_N, H(\Sigma) < H(\partial N)] \]
\[ \leq \frac{C_0}{q_N} + \max_{b' \geq b - p'q_N} P_{(\sigma,0,b')}[H(\Sigma) < H(\partial N)]. \]

On the other hand, if \(a \leq -1\), let \(C_d = \{(\sigma,c,d) : \sigma = \pm 1, -p \leq c < 0\}\). In this case, starting from \((a,b)\), in \(p'\) jumps the process \(X_N(t)\) may hit the set \(\mathbb{L}\). Hence, by the strong Markov property, for \(a < 0, b > np'\), \(P_{(\sigma,a,b)}[H(\mathbb{C}_b-np') < H(\mathbb{L}) \land H(\partial N)] \leq q_1^b\) for some \(q_1 < 1\). Therefore, by the strong Markov property, for \(a < 0\) and \(b \gg q_N,\)
\[ P_{(\sigma,a,b)}[H(\Sigma) < H(\partial N)] \]
\[ \leq P_{(\sigma,a,b)}[H(\mathbb{L}) \land H(\partial N) < H(\mathbb{C}_b-np'), H(\Sigma) < H(\partial N)] + q_1^{bq_N} \]
\[ \leq \max_{\sigma = \pm 1} \max_{b' \geq b - p'q_N} P_{(\sigma',0,b')}[H(\Sigma) < H(\partial N)] + q_1^{bq_N}. \]

Let
\[ T_N(b) = \max_{\sigma = \pm 1} \max_{c \geq b} P_{(\sigma,0,c)}[H(\Sigma) < H(\partial N)]. \]

Note that the first term appearing on the right-hand side of (4.10) is \(T_N(\ell_N)\) because the probability does not depend on the value of \(\sigma\). By the previous arguments, there exists a finite constant \(C_0\) such that for all \(b \gg q_N,\)
\[ T_N(b) \leq \varrho \left\{ T_N(b - p'q_N) + \frac{C_0}{q_N} \right\} \]
because \(\varrho^q \leq 1/q\) for all \(q\) large enough. Iterating this inequality \(r_N\) times, we get that for all \(b \gg q_Nr_N,\)
\[ T_N(b) \leq \frac{C_0}{q_N} \left\{ \varrho + \cdots + \varrho^{r_N} \right\} + \varrho^{r_N} \leq \frac{\varrho}{1 - \varrho} \frac{C_0}{q_N} + \varrho^{r_N}. \]

In view of (4.10) and of the previous estimate, to complete the proof of the lemma, it remains to choose sequences \(q_N, r_N\) such that \(q_N \to \infty, r_N \to \infty, r_N q_N \ll \ell_N.\)

**Lemma 4.3.** Assume that \(\sum_j r_j > 0.\) Then, for every \(\delta > 0,\)
\[ \lim_{N \to \infty} \max_{(j,k) \in \mathbb{D}_N} \left| \varphi^{(1)}(1,j,k) \right| = 0. \]

**Proof.** Fix \((j, k) \in \mathbb{D}_N\) such that \(0 < j < k.\) Denote by \(D_N\) the diagonal, \(D_N = \{(\sigma, l, l + 1) : \sigma = \pm 1, -p \leq l < N - 1\},\) and by \(D_{N,p}\) its restriction to \(\Lambda_p^*\).
\[ D_{N,p} = \{(\sigma, l, l+1) : \sigma = \pm 1, -p \leq l \leq 0\}. \] By Lemma 3.5, there exists a finite constant \( C_0 \) such that for all \((l, m) \in \mathbb{N}_N,\)

\[ |F_N(\sigma, l, m)| \leq \frac{C_0}{N^2} 1\{D_N\}(\sigma, l, m) + C_0 1\{D_{N,p}\}(\sigma, l, m). \]

Therefore, recalling that \( H_N \) was defined as the hitting time of the boundary \( \partial \Xi_N, \)

\[ |\varphi_N^{(1)}(1, j, k)| \leq \frac{C_0}{N^2} E_{(1, j, k)} \left[ \int_0^{H_N} 1\{D_N \setminus D_{N,p}\}(X_N(s)) \, ds \right] \]

\[ + C_0 E_{(1, j, k)} \left[ \int_0^{H_N} 1\{D_{N,p}\}(X_N(s)) \, ds \right]. \] (4.11)

We claim that there exists a finite constant \( C_0 \) such that

\[ \max_{\sigma = \pm 1, (j, k) \in \mathbb{Z}_N} \max_{0 < j < k} E_{(\sigma, j, k)} \left[ \int_0^{H_N} 1\{D_N \setminus D_{N,p}\}(X_N(s)) \, ds \right] \leq C_0 N. \] (4.12)

To bound this expectation, let \( R_N = \{(\sigma, 0, m) : \sigma = \pm 1, 2 \leq m \leq N - 1\}, \) and denote by \( \Gamma_N \) the hitting time of the set \( R_N \cup \partial \Xi_N. \) Note that starting from \((j, k), \) \( 0 < j < k, \) only the component \( \{(\sigma, l, N) : -p \leq l < N - 1\} \) of the set \( \partial \Xi_N \) can be attained before the set \( R_N. \) Moreover, before \( G_N \) the process \( X_N(t) \) behaves as a symmetric random walk.

Rewrite the expectation in (4.12) as

\[ E_{(\sigma, j, k)} \left[ \int_0^{G_N} 1\{D_N \setminus D_{N,p}\}(X_N(s)) \, ds \right] + E_{(\sigma, j, k)} \left[ \int_0^{G_N} 1\{D_N \setminus D_{N,p}\}(X_N(s)) \, ds \right]. \] (4.13)

Since before time \( G_N \) the process \( X_N(t) \) evolves as a symmetric random walk, the first expectation can be computed. It is equal to \( j(N - k)/(N - 1) \leq C_0 N. \) By the strong Markov property, the second expectation is bounded above by

\[ \max_{2 \leq m < N} E_{(\sigma, 0, m)} \left[ \int_0^{H_N} 1\{D_N \setminus D_{N,p}\}(X_N(s)) \, ds \right]. \]

Denote by \( \Upsilon_N \) the previous expression and by \( G_N^{+} \) the return time to \( R_N \cup \partial \Xi_N. \) By the strong Markov property, the previous expectation is bounded above by

\[ E_{(\sigma, 0, m)} \left[ \int_0^{G_N^{+}} 1\{D_N \setminus D_{N,p}\}(X_N(s)) \, ds \right] + \Upsilon_N \max_{0 \leq m' < N - 1} P_{(\sigma, 0, m')} [G_N^{+} < H_N]. \]

The first term vanishes unless the first jump of \( X_N(s) \) is to \((\sigma, 1, m). \) Suppose that this happens. Starting from \((\sigma, 1, m), \) up to time \( G_N^{+}, \) \( X_N(s) \) behaves as a symmetric random walk. Hence, by explicit formula for the first term in (4.13), the expectation is equal to \((N - m)/(N - 1) \leq 1. \) Hence,

\[ \Upsilon_N \leq \max_{0 \leq m' < N - 1} \frac{1}{P_{(\sigma, 0, m')} [H_N < G_N^{+}]} \]

As \( \sum_j r_j > 0, \) \( P_{(\sigma, 0, m')} [H_N < G_N^{+}] \) is bounded below by the probability that the process jumps to a site \((\sigma, l, m') \) such that \( r_l > 0 \) and then hits the set \( \partial \Xi_N. \) Hence, there exists a positive constant \( c_0 \) such that \( P_{(\sigma, 0, m')} [H_N < G_N^{+}] \geq c_0 \) for all \( 2 \leq m' \leq N - 1. \) This proves that \( \Upsilon_N \leq C_0. \) Assertion (4.12) follows from this bound and the estimate for the first term in (4.13).
We turn to the second term in (4.11). Recall the notation introduced just before Lemma 4.2. Since the integrand vanishes before hitting the set $D_{N,p}$ and since the set $\Sigma$ is attained before $D_{N,p}$, for $j > \delta N$

$$E_{(1,j,k)} \left[ \int_0^{H_N} 1\{D_{N,p}\}(X_N(s)) \, ds \right]$$

$$= E_{(1,j,k)} \left[ 1\{H(\Sigma) < H(\partial N)\} \int_{H(D_{N,p})}^{H_N} 1\{D_{N,p}\}(X_N(s)) \, ds \right].$$

Applying the strong Markov property twice, we bound this expression by

$$P_{(1,j,k)} \left[ H(\Sigma) < H(\partial N) \right] \max_{(\sigma,a,b) \in D_{N,p}} E_{(\sigma,a,b)} \left[ \int_0^{H_N} 1\{D_{N,p}\}(X_N(s)) \, ds \right].$$

By Lemma 4.2 the first term vanishes as $N \to \infty$, uniformly over $(j,k) \in \mathbb{D}_N$, $j > \delta N$.

It remains to show that there exists a finite constant $C_0$ such that

$$\max_{(\sigma,j,k) \in D_{N,p}} E_{(\sigma,j,k)} \left[ \int_0^{H_N} 1\{D_{N,p}\}(X_N(s)) \, ds \right] \leq C_0.$$ (4.14)

Denote this expression by $\Upsilon_N$, and by $J_N^j$ the return time to $D_{N,p}$. For $(\sigma,j,k) \in D_{N,p}$, the previous expectation is less than or equal to

$$C_0 + \Upsilon_N P_{(\sigma,j,k)} \left[ J_N^j < H_N \right].$$

As in the first part of the proof, since $\sum_j r_j > 0$, the process hits $\partial \Xi_N$ before returning to $D_{N,p}$ with a probability bounded below by a strictly positive constant independent of $N$: $\min_{(\sigma,j,k) \in D_{N,p}} P_{(\sigma,j,k)} \left[ H_N < J_N^j \right] \geq c_0 > 0$. Therefore, $\Upsilon_N \leq C_0$. This completes the proof of assertion (4.14) and the one of the lemma.

**Lemma 4.4.** Assume that $\sum_j r_j > 0$. Then, for every $\delta > 0$,

$$\lim_{N \to \infty} \max_{j > \delta N} \varphi_N(1,j,k) = 0.$$

**Proof.** Fix $\delta > 0$ and $(j,k) \in \mathbb{D}_N$ such that $j > \delta N$. Recall the notation introduced just before Lemma 4.2. In view of the definition of $b_N$, given in (4.4), (4.5), (4.6),

$$|\varphi_N^{(2)}(1,j,k)| \leq P_{(1,j,k)} \left[ H(\Sigma) < H(\partial N) \right].$$

The assertion of the lemma follows from Lemma 4.2.

**Proof of Theorem 2.1.** The proof is straightforward. It is enough to prove the result for continuous functions with compact support in $(0,1)$. Fix such a function $G$ and let $\delta > 0$ such that the support of $G$ is contained in $[\delta,1-\delta]$. By Schwarz inequality and by (4.1), the square of the expectation appearing in the statement of the theorem is bounded above by

$$C(G) \left( \frac{1}{N} \sum_{k=1}^{N-1} |\rho_N(k) - \bar{u}(k/N)| \right)^2 + \frac{C(G)}{N^2} \sum_{j,k=1}^{N-1} G(j/N) G(k/N) \varphi_N(1,j,k),$$

where $\varphi_N$ has been introduced in (4.1) and $C(G)$ a finite constant which depends only on $G$. By Lemmata 3.5, 4.3 and 4.4 this expression vanishes as $N \to \infty$. □
Remark 4.5. Assume that $\sum_{j \in N_p} r_j = 0$ and $\sum_{j,k \in N_p} a_{j,k} > 0$. The proof that the correlations vanish, presented in Lemmata 4.3 and 4.4, requires a new argument based on the following observation. Under the conditions of this remark, the boundary $\partial \Xi_N$ of the set $\Xi_N$ is reduced to the set

$$\{(\sigma, k, k) : \sigma = \pm 1, \, -p \leq k \leq 0\} \cup \{(\sigma, k, N) : \sigma = \pm 1, \, -p \leq k < N - 1\}.$$  

To prove that the correlations vanish, one has to show that by the time the process $X_N(t)$ hits the set \{(\sigma, k, k) : \sigma = \pm 1, \, -p \leq k \leq 0\} its coordinate $\sigma$ has equilibrated and takes the value $\pm 1$ with probability close to $1/2$.

5. Proof of Theorem 2.4

The proof of Theorem 2.4 is based on a graphical construction of the dynamics through independent Poisson point processes. Recall the definition of the rates $A, B$ introduced in (2.12), that $\Omega_p = \{0, 1\}^{1,...,p-1}$, and that $\lambda(0, \xi) = c(0, \xi) - A$, $\lambda(1, \xi) = c(1, \xi) - B$, $\xi \in \Omega_p$. Further, recall that we assume

$$(p - 1) \sum_{\xi \in \Omega_p} \{ \lambda(0, \xi) + \lambda(1, \xi) \} < A + B.$$  

The left boundary generator can be rewritten as

$$(L_L f)(\eta) = A [f(T^1 \eta) - f(\eta)] + B [f(T^0 \eta) - f(\eta)] + \sum_{a=0}^{1} \sum_{\xi \in \Omega_p} \lambda(a, \xi) \mathbf{1}\{\Pi_p \eta = (a, \xi)\} [f(T^{1-a} \eta) - f(\eta)],$$  

provided $\Pi_p : \Omega_N \to \Omega_p^* = \{0, 1\}^{1,...,p}$ represents the projection on the first $p$ coordinates: $(\Pi_p \eta)_k = \eta_k$, $1 \leq k \leq p$. Similarly, the right boundary generator can be expressed as

$$(L_R,N f)(\eta) = \beta [f(S^1 \eta) - f(\eta)] + (1 - \beta) [f(S^0 \eta) - f(\eta)],$$  

where

$$(S^a \eta)_k = \begin{cases} a & \text{if } k = N - 1, \\ \eta_k & \text{otherwise}. \end{cases}$$

5.1. Graphical construction. Let $P := 2^{p-1} = |\Omega_p|$. We present in this subsection a graphical construction of the dynamics based on $N + 2P + 2$ independent Poisson point processes defined on $\mathbb{R}$.

- $(N - 2)$ processes $\mathcal{R}_i, 1 \leq i \leq N - 2$, with rate 1.
- 2 processes $\mathcal{R}^+ (t)$, $\mathcal{R}^- (t)$ with rates $A, B$, respectively, representing creation and annihilation of particles at site 1, regardless of the boundary condition.
- $2P$ processes $\mathcal{R}_{(a, \xi)} (t)$, $a = 0, 1, \xi \in \Omega_p$, with rates $\lambda(a, \xi)$ to take into account the influence of the boundary in the creation and annihilation of particles at site 1.
- 2 processes $\mathcal{R}^+ (t)$, $\mathcal{R}^- (t)$, with respective rates $\beta$ and $1 - \beta$, to trigger creation and annihilation of particles at site $N - 1$. 

Place arrows and daggers on \( \{1, \ldots, N-1\} \times \mathbb{R} \) as follows. Whenever the process \( \mathfrak{I}_{i,i+1}(t) \) jumps, place a two-sided arrow over the edge \((i, i+1)\) at the time of the jump to indicate that at this time the occupation variables \( \eta_i, \eta_{i+1} \) are exchanged. Analogously, each time the process \( \mathfrak{I}_{i,a,\xi}(t) \) jumps, place a dagger labeled \((a, \xi)\) over the vertex 1. Each time \( \mathfrak{I}_{i}^-(t) \) jumps, place a dagger labeled \(\pm\) over the vertex \(\pm N-1\).

Fix a configuration \( \zeta \in \Omega_N \) and a time \( t_0 \in \mathbb{R} \). Define a path \( \eta(t), t \geq t_0 \), based on the configuration \( \zeta \) and on the arrows and daggers as follows. By independence, we may exclude the event that two of those processes jump simultaneously. Let \( \tau_1 > t_0 \) be the first time a mark (arrow or dagger) is found after time \( t_0 \). Set \( \eta(t) = \zeta \) for any \( t \in [t_0, \tau_1) \). If the first mark is an arrow labeled \((i, i+1)\), set \( \eta(\tau_1) = \sigma_{i,i+1}\eta(\tau_1^-) \). If the mark is a dagger labeled \((a, \xi)\), set \( \eta(\tau_1) = T^a\eta(\tau_1^-) \) if \( \Pi_p\eta(\tau_1^-) = (a, \xi) \). Otherwise, let \( \eta(\tau_1) = \eta(\tau_1^-) \). Finally, if the mark is a dagger on site 1, resp. \( N-1 \), labeled \(\pm\), set \( \eta(\tau_1) = T^{[1\pm1]/2}\eta(\tau_1^-) \), resp. \( \eta(\tau_1) = S^{[1\pm1]/2}\eta(\tau_1^-) \).

At this point, the path \( \eta \) is defined on the segment \([t_0, \tau_1]\). By repeating the previous construction on each time-interval between two consecutive jumps of the Poisson point processes, we produce a trajectory \((\eta(t) : t \geq t_0)\). We leave the reader to check that \( \eta(t) \) evolves as a continuous-time Markov chain, started from \( \zeta \), whose generator is the operator \( L_N \) introduced in (2.11).

5.2. Dual Process. To determine whether site 1 is occupied or not at time \( t = 0 \) we have to examine the evolution backward in time. This investigation, called the revealment process, evolves as follows.

Let mark mean an arrow or a dagger. To know the value of \( \eta_1(0) \) we have to examine the past evolution. Denote by \( \tau_1 < 0 \) the time of the last mark involving site 1 before \( t = 0 \). By the graphical construction, the value of \( \eta_1 \) does not change in the time interval \([\tau_1, 0]\).

Suppose that the mark at time \( \tau_1 \) is an arrow between 1 and 2. In order to determine if site 1 is occupied at time 0 we need to know if site 2 is occupied at time \( \tau_1^- \). The arrows are thus acting as a stirring dynamics in the revealment process. Each time an arrow is found, the site whose value has to be determined changes.

If the mark at time \( \tau_1 \) is a dagger labeled \(+\) at site 1, \( \eta_1(0) = \eta_1(\tau_1) = 1 \), and we do not need to proceed further. Analogously, daggers labeled \(-\) or \(+\) at sites 1, \( N-1 \) reveal the value of the occupation variables at these sites at the time the mark appears. Hence, these marks act an annihilation mechanism.

Suppose that the mark at time \( \tau_1 \) is a dagger labeled \((a, \xi)\). To determine whether site 1 is occupied at time 0 we need to know the values of \( \eta_1(\tau_1^-) = \ldots, \eta_p(\tau_1^-) \). Indeed, if \( \Pi_p\eta(\tau_1^-) = (a, \xi) \), \( \eta_1(0) = \eta_1(\tau_1) = 1-a \), otherwise, \( \eta_1(0) = \eta_1(\tau_1) = \eta_1(\tau_1^-) \). Hence, marks labeled \((a, \xi)\) act as branching events in the revealment process.

It follows from this informal description that to determine the value at time 0 of site 1, we may be forced to find the values of the occupation variables of a larger subset \( A \) of \( \Lambda_N \) at a certain time \( t < 0 \).

Suppose that we need to determine the values of the occupation variables of the set \( A \subset \Lambda_N \) at time \( t < 0 \). Let \( \tau < t \) be the first \([\text{backward in time}]\) mark of one
of the Poisson processes: there is a mark at time $\tau$ and there are no marks in the time interval $(\tau, t]$. Suppose that the mark at time $\tau$

(a) an arrow between $i$ and $i+1$;
(b) a dagger labeled $\pm$ at site 1;
(c) a dagger labeled $\pm$ at site $N-1$;
(d) a dagger labeled $(a, \xi)$ at site 1.

Then, to determine the values of the occupation variables in the set $A$ at time $\tau$ (and thus at time $t$), we need to find the values of the occupation variables in the set

(a) $\sigma^{i,i+1}A$, defined below in (5.1);
(b) $A \setminus \{1\}$;
(c) $A \setminus \{N-1\}$;
(d) $A \cup \{1,\ldots,p\}$ if $1 \in A$, and $A$ otherwise

at time $\tau^-$. Since independent Poisson processes run backward in time are still independent Poisson processes, this evolution corresponds to a Markov process taking values in $\Xi_N$, the set of subsets of $\Lambda_N$, whose generator $L_N$ is given by

$$L_N = L_l + L_r, N + L_0,$$

where

$$(L_0 f)(A) = \sum_{i=1}^{N-2} [f(\sigma^{i,i+1}A) - f(A)];$$

$$(L_l f)(A) = (A + B) 1\{1 \in A\} (f(A \setminus \{1\}) - f(A))$$

$$+ \sum_{\xi \in \Omega_p} \lambda(\xi) 1\{1 \in A\} (f(A \cup \{1,\ldots,p\}) - f(A));$$

$$(L_r N f)(A) = f(A \setminus \{N-1\}) - f(A).$$

In these formulae, $\lambda(\xi) = \lambda(0, \xi) + \lambda(1, \xi)$, and

$$\sigma^{i,i+1}A = \begin{cases} A \cup \{i+1\} \setminus \{i\} & \text{if } i \in A, i + 1 \notin A \\ A \cup \{i\} \setminus \{i+1\} & \text{if } i \notin A, i + 1 \in A \\ A & \text{otherwise.} \end{cases} \quad (5.1)$$

Denote by $A(s)$ the $\Xi_N$-valued process whose generator is $L_N$ and which starts from $\{1\}$. If $A(s)$ hits the empty set at some time $T > 0$ due to the annihilations, this means that we can reconstruct the value of site 1 at time 0 only from the Poisson point processes in the time interval $[-T, 0]$, and with no information on the configuration at time $-T, \eta(-T)$.

On the other hand, it should be verisimilar that if the number of daggers labeled $\pm$ is much larger than the number of daggers labeled $(a, \xi)$, that is, if the rates $\lambda(a, \xi)$ are much smaller than $A + B$, the process $A(s)$ should attain the empty set. The next lemmata show that this is indeed the case.

Let

$$T = \inf\{s > 0 : A(s) = \emptyset\}.$$

It is clear that for any $s > 0$, the value of $\eta_l(0)$ can be recovered from the configuration $\eta(-s)$ and from the Poisson marks in the interval $[-s, 0]$. The next lemma asserts that $\eta_l(0)$ can be obtained only from the Poisson marks in the interval $[-T, 0]$. 
Lemma 5.1. Assume that $T < \infty$. The value of $\eta_1(0)$ can be recovered from the marks in the time interval $[-T, 0]$ of the $N + 2(P + 1)$ Poisson point processes $\mathfrak{N}$ introduced in the beginning of this section.

Proof. Let $\Xi = \{0, 1, u\}^{\Lambda_N}$, where $u$ stands for unknown. Denote by $\zeta$ the configurations of $\Xi$. We first construct, from the marks of the Poisson point processes $\mathfrak{N}(t)$ on $[-T, 0]$, a $\Xi$-valued evolution $\zeta(s)$ on the time interval $[-T, 0]$ in which the set $B(s) = \{k \in \Lambda_N : \zeta_k(s) \neq u\}$ represents the sites whose occupation variables can be determined by the Poisson point processes only.

Let $\zeta_k([-T]-) = u$ for all $k \in \Lambda_N$. By definition of the evolution of $A(s)$, $T$ corresponds to a mark of one of the Poisson point processes $\mathfrak{N}^{\pm,l}$, $\mathfrak{N}^{\pm,r}$. We define $\zeta(-T)$ as follows. If it is a mark from $\mathfrak{N}^{\pm,l}$ we set $\zeta_1(-T) = [1 \pm 1]/2$ and $\zeta_k(-T) = u$ for $k \neq 1$. Analogously, if it is a mark from $\mathfrak{N}^{\pm,r}$ we set $\zeta_{N-1}(-T) = [1 \pm 1]/2$ and $\zeta_k(-T) = u$ for $k \neq N - 1$.

Denote by $-T = \tau_0 < \tau_1 < \cdots < \tau_M < 0 < \tau_{M+1}$ the successive times at which a dagger of type $\pm$ occurs at site 1 or $N - 1$. If $\tau_j$ corresponds to a mark from $\mathfrak{N}^{\pm,l}$ we set $\zeta_1(\tau_j) = [1 \pm 1]/2$ and we leave the other values unchanged. We proceed analogously if $\tau_1$ corresponds to a mark from $\mathfrak{N}^{\pm,r}$. There are (almost surely) a finite number of such times because $T < \infty$ by assumption.

In the intervals $(\tau_j, \tau_{j+1}),$ holes, particles and unknowns exchange their positions according to the marks of $\mathfrak{N}_{i,i+1}(t)$. Each time $\sigma$ a dagger of type $\lambda(a, \xi)$ is found, if $(\zeta_1(\sigma_1), \ldots, \zeta_p(\sigma_p)) = (a, \xi)$, we update the configuration accordingly. Otherwise, we leave the configuration unchanged. This completes the description of the evolution of the process $\zeta(s)$.

We claim that

$$B(s) \supset A([-s]-) \quad \text{for all} \quad -T \leq s \leq 0. \quad (5.2)$$

The left limit $(-s)-$ in $A([-s]-)$ appears because by convention the processes $\zeta(s)$ and $A(s)$ are both right-continuous and the latter one is run backwards in time.

We prove this claim by recurrence. By construction, $B([-T]-) = A(T) = \emptyset$ and $B(-T) = A(T-) = \{1\}$ or $\{N-1\}$, depending on the mark occurring for $A$ at time $T$. It is clear that if $B(\tau-) \supset A(-\tau)$, where $\tau \in [-T, 0)$ is an arrow of type $\mathfrak{N}_{i,i+1}$ or a mark of type $\mathfrak{N}^{\pm,l}$, $\mathfrak{N}^{\pm,r}$, then $B(\tau) \supset A([-\tau]-)$. Observe that the inclusion may be strict. For example, if $\tau \in [-T, 0)$ is a mark of type $\mathfrak{N}^{\pm,l}$ and $A([-\tau]-)$ does not contain 1. This mark permits to determine the value of site 1 at time $\tau$, so that $B(\tau) \ni 1$ but $A([-\tau]-) \not\ni 1$.

Similarly, suppose that $B(\tau) \supset A(-\tau)$ and that $\tau \in (-T, 0)$ is a mark of type $\mathfrak{N}(a, \xi)$. If 1 belongs to $A([-\tau]-)$, then $A(-\tau)$ contains $\{1, \ldots, p\}$ and so does $B(\tau)$ because $B(\tau-) \supset A(-\tau)$. Hence, all information to update site 1 is available at time $\tau-$ and 1 $\notin B(\tau) = B(\tau-)$. Since $A([-\tau]-)$ is contained in $A(-\tau)$ [it can be strictly contained because some points $m \in \{2, \ldots, p\}$ may not belong to $A([-\tau]-)$], $B(\tau) \supset A([-\tau]-)$.

On the other hand, if 1 does not belong to $A([-\tau]-)$, then $A([-\tau]-) = A(-\tau)$, while $B(\tau) \supset B(\tau-)$. [This relation may be strict because it might happen that $1 \notin B(\tau-)$ and there might be enough information to determine the value of site 1 at time $\tau$.] Thus $B(\tau) \supset B(\tau-) \supset A(-\tau) = A([-\tau]-)$. This proves claim $(5.2)$.

Since $A(0) = A(0-) = \{1\}$, by $(5.2)$, $B(0) \ni 1$, which proves the lemma. $\square$
Denote by $Q_N$ the probability measure on $D(\mathbb{R}_+, \Xi_N)$ induced by the process $A(s)$ starting from $\{1\}$. Expectation with respect to $Q_N$ is represented by $Q_N$ as well.

Denote by $C(s)$ the total number of particles created up to time $s$. The next lemma provides a bound for the total number of particles created up to the absorbing time $T$.

**Lemma 5.2.** Let $\lambda = \sum_{\xi \in \Omega_p} \{\lambda(0, \xi) + \lambda(1, \xi)\}$. Then,
\[
Q_N \left[ C(T) \right] \leq \frac{(p-1)\lambda}{A + B - (p-1)\lambda}.
\]

**Proof.** Let $X(t)$ be a continuous-time random walk on $\mathbb{Z}$ which jumps from $k$ to $k-1$, resp. $k+p-1$, at rate $A+B$, resp. $\lambda$. Suppose that $X(0) = 1$, and let $T_0$ be the first time the random walk hits the origin. As $X(t \wedge T_0) + [A+B-(p-1)\lambda](t \wedge T_0)$ is an integrable, mean-1 martingale,
\[
[A + B - (p-1)\lambda] E\left[ t \wedge T_0 \right] = 1 - E\left[ X(t \wedge T_0) \right] \leq 1.
\]
Letting $t \to \infty$ we conclude that $E[T_0] \leq 1/(A + B - (p-1)\lambda)$.

Let $R(s)$ be the total number of jumps to the right of the random walk $X$ up to time $s$. $R$ is a Poisson process of rate $\lambda$ so that $R(s) - \lambda s$ is a martingale. Hence, $E[R(s \wedge T_0)] = \lambda E[s \wedge T_0]$. Letting $s \to \infty$, we obtain that
\[
E[R(T_0)] = \lambda E[T_0] \leq \frac{\lambda}{A + B - (p-1)\lambda}.
\]

Consider the process $A(s)$ associated to the generator $\mathcal{L}_N$. Denote the cardinality of a set $B \in \Xi_N$ by $|B|$. $|A(s)|$ only changes when the set $A(s)$ contains 1 or $N-1$. The Poisson daggers at $N - 1$ may only decrease the cardinality of the set. When $A(s)$ contains 1, Poisson daggers of type $\pm$ appear at site 1 at rate $A+B$ and they decrease the cardinality of $A(s)$ by 1. Analogously, the other daggers appear at site 1 at rate $\lambda$ and increase the cardinality by at most $p-1$. This shows that we may couple $|A(s)|$ with the random walk $X(s)$ in such a way that $|A(s)| \leq X(s)$ and that $C(s) \leq (p-1)R(s)$ for all $0 \leq s \leq T_0$. The assertion of the lemma follows from the bound obtained in the first part of the proof. \hfill \Box

As the total number of particles created in the process $A(s)$ has finite expectation, and since these particles are killed at rate $A+B$ when they reach site 1, the lifespan $T_0$ of $A(s)$ can not be large and the set of sites ever visited by a particle in $A(s)$ can not be large. This is the content of the next two lemmata.

**Lemma 5.3.** For any sequence $\ell_N \to \infty$,
\[
\lim_{N \to \infty} Q_N \left[ T > N \ell_N \right] = 0.
\]

**Proof.** Fix a sequence $\ell_N \to \infty$, let $m_N = \sqrt{\ell_N}$, and write
\[
Q_N \left[ T > N \ell_N \right] \leq Q_N \left[ T > N \ell_N, C(T) \leq m_N \right] + Q_N \left[ C(T) > m_N \right].
\]
By the Markov inequality and Lemma 5.2, the second term vanishes as $N \to \infty$.

Denote by $T_1$ the lifespan of the particle initially at 1, and by $T_k$, $2 \leq k \leq C(T)$, the lifespan of the $k$-th particle created in the process $A(s)$. By lifespan, we mean
the difference \( \tau_k - \sigma_k \), where \( \sigma_k \), resp. \( \tau_k \), represents the time the \( k \)-th particle has been created, resp. annihilated. Clearly,

\[
T \leq \sum_{k=1}^{C(T)} T_k .
\]

Set \( T_k = 0 \) for \( k > C(T) \). The first term on the right-hand side of the penultimate formula is bounded above by

\[
\mathbb{Q}_N \left[ \sum_{k=1}^{m_N} T_k > N \ell_N \right] \leq \frac{m_N}{N \ell_N} \sup_{k \geq 1} \mathbb{Q}_N [ T_k ] .
\]

It remains to show that there exists a finite constant \( C_0 \) such that for all \( k \geq 1 \),

\[
\mathbb{Q}_N [ T_k ] \leq C_0 N . \tag{5.3}
\]

Particles are created at one of the first \( p \) sites. After being created, they perform a symmetric random walk at rate 1 on \( \Lambda_N \). Each time a particle hits site 1, resp. \( N - 1 \), it is destroyed at rate \( A + B \), resp. 1. We overestimate the lifespan by ignoring the annihilation at the right boundary.

Consider a particle performing a rate 1 random walk on \( \Lambda_N \) with reflection at the boundary \( N - 1 \) and annihilated at rate \( A + B \) at site 1. Denote by \( P_k \) the distribution of this random walk started from site \( k \), and by \( \mathbf{E}_k \) the corresponding expectation. Let \( T_Y \) be the time this particle is killed at site 1, and \( Y_t \), \( t \leq T \) its position at time \( t \). By the strong Markov property, \( \mathbf{E}_k [ T_Y ] \) increases with \( k \).

Hence,

\[
\mathbb{Q}_N [ T_k ] \leq \mathbf{E}_p [ T_Y ] .
\]

Divide the lifespan \( T_Y \) in excursions away from 1. To keep notation simple, assume that the random walk \( Y \) keeps evolving after being killed. Denote by \( \{ t_j : j \geq 1 \} \) the successive hitting times of site 1: \( t_0 = 0 \), and for \( i \geq 1 \),

\[
t_i = \inf \{ t > t_{i-1} : Y(t) = 1 \text{ and } Y(t-) \neq 1 \} .
\]

Denote by \( u_i, i \geq 1 \), the time the random walk \( Y(t) \) leaves site 1 after \( t_i \):

\[
u_i = \inf \{ t > t_i : Y(t) \neq 1 \} ,
\]

and set \( u_0 = 0 \). Let \( \sigma_i = u_i - t_i \), resp. \( s_i = t_i - u_{i-1} \), be duration of the \( i \)-th sojourn at 1, resp. the duration of the \( i \)-th excursion away from 1.

Denote by \( A_k \) the event “the particle is annihilated during its \( k \)-th sojourn at site 1”. With this notation we have that

\[
T_Y \leq (s_1 + \sigma_1) + \sum_{i \geq 2} 1 \{ A_i^c \cap \cdots \cap A_{i-1}^c \} (s_i + \sigma_i) .
\]

By the strong Markov property at time \( u_{i-1} \),

\[
\mathbf{E}_p \left[ 1 \{ A_i^c \cap \cdots \cap A_{i-1}^c \} (s_i + \sigma_i) \right] = \mathbf{P}_p \left[ A_i^c \cap \cdots \cap A_{i-1}^c \right] \mathbf{E}_2 [ s_i + \sigma_i ] .
\]

Since the particle is annihilated at rate \( A + B \) and leaves site 1 at rate 1, each time it hits site 1 it is killed during its sojourn at 1 with probability \( (A + B)/(A + B + 1) \).

Thus, by the strong Markov property, the probability on the right hand side of the previous displayed equation is equal to \( \alpha^{i-1} \), where \( \alpha = 1/(A + B + 1) \), so that

\[
\mathbf{E}_p [ T_Y ] \leq \mathbf{E}_p [ s_1 + \sigma_1 ] + \frac{1}{A + B} \mathbf{E}_2 [ s_1 + \sigma_1 ] .
\]
On the one hand, for any \( k \in \Lambda_N \), \( E_k[\sigma_1] = 1 \). On the other hand, \( E_2[s_1] \leq E_p[s_1] \). Since the random walk is reflected at \( N-1 \), by solving the elliptic difference equation satisfied by \( f(k) = E_k[\sigma_1] \), we obtain that \( E_p[s_1] \leq C_0N \) for some finite constant \( C_0 \) independent of \( N \). This completes the proof (5.3) and the one of the lemma. □

The proof of the previous lemma shows that each new particle performs only a finite number of excursions, where by excursion we mean the trajectory between the time the particle leaves site 1 and the time it returns to 1. In each excursion the particle visits only a finite number of sites. This argument yields that during its lifespan the process \( A(s) \) does not visit many sites. This is the content of the next result.

**Lemma 5.4.** For any sequence \( \ell_N \) such that \( \ell_N \to \infty \), \( \ell_N \leq N-1 \),

\[
\lim_{N \to \infty} Q_N \left[ A(s) \ni \ell_N \text{ for some } s \geq 0 \right] = 0.
\]

**Proof.** Fix a sequence \( \ell_N \) satisfying the assumptions of the lemma. Denote by \( X_k(s) \) the position at time \( s \) of the \( k \)-th particle created. Before its creation and after its annihilation we set the position of the particle to be 0. The probability appearing in the statement of the lemma can be rewritten as

\[
Q_N \left[ C(T) \bigcup_{l=1}^m \{ X_l(s) = \ell_N \text{ for some } s \geq 0 \} \right].
\]

Let \( m_N = \sqrt{\ell_N} \). The previous expression is bounded by

\[
Q_N \left[ C(T) \bigcup_{l=1}^m \{ X_l(s) = \ell_N \text{ for some } s \geq 0 \}, C(T) \leq m_N \right] + \frac{1}{m_N} Q_N[C(T)].
\]

By Lemma 5.2, the second term vanishes as \( N \to \infty \). Set \( X_l(s) = 0 \) for any \( l > C(T), s \geq 0 \). With this notation, we can replace \( C(T) \) by \( m_N \) in the union, to bound the first term in the previous equation by

\[
\sum_{l=1}^{m_N} Q_N \left[ X_l(s) = \ell_N \text{ for some } s \geq 0 \right].
\]

It remains to show that there exists a finite constant \( C_0 \) such that for all \( l \geq 1 \),

\[
Q_N \left[ X_l(s) = \ell_N \text{ for some } s \geq 0 \right] \leq \frac{C_0}{\ell_N}.
\]  (5.4)

To derive (5.4), recall the notation introduced in the proof of the previous lemma. Clearly, for any \( l \geq 1 \),

\[
Q_N \left[ X_l(s) = \ell_N \text{ for some } s \geq 0 \right] \leq P_p \left[ Y(s) = \ell_N \text{ for some } s \leq T_Y \right].
\]

Note that this is not an identity because the \( l \)-th particle may have been created at a site \( k < p \).

Denote by \( U_k \) the event that the particle \( Y \) visits the site \( \ell_N \) in the time interval \([u_k-1, t_k]\). Hence,

\[
\{ Y^j(s) = \ell_N \text{ for some } s \geq 0 \} \subset U_1 \cup \bigcup_{i \geq 2} \left( A_1^c \cap \cdots \cap A_{i-1}^c \cap U_i \right).
\]
By the strong Markov property applied at time $u_{i-1}$,
\[ P_p \left[ Y^i(s) = \ell_N \text{ for some } s \geq 0 \right] \leq P_p[U_1] + \sum_{i \geq 2} P_p \left[ A^i_1 \cap \cdots \cap A^i_{i-1} \right] P_2[U_1]. \]

If $Y(0) = k$, the event $U_1$ corresponds to the event that a symmetric random walk starting from $k$ hits $\ell_N$ before it attains 1, so that $P_k[U_1] = [k-1]/[\ell_N - 1]$. Since the particle is annihilated with probability $(A+B)/(1+A+B)$ in each of its sojourn at site 1, by the strong Markov property, the previous sum is equal to
\[ \frac{p-1}{\ell_N - 1} + \frac{1}{A+B} \frac{1}{\ell_N - 1}. \]

This proves assertion (5.4). \hfill \square

We have now all elements to show that the sequence $\rho_N(1)$ converges.

**Proposition 5.5.** Suppose that conditions (2.13) are in force. The limit
\[ \alpha := \lim_{N \to \infty} \rho_N(1) \]
exists, and it does not depend on the boundary conditions at $N - 1$.

**Proof.** The proof of this proposition is based on coupling a system evolving on $\Lambda_N$ with a system evolving on $\Lambda_M$, $1 < N < M$ by using the same Poisson point processes to construct both evolutions.

Let $\{ \Omega^{\pm,b}(t) : t \in \mathbb{R} \}$, $b = 1, 2$, be independent Poisson point processes, where $\Omega^{+,r,b}$ has rate $\beta$ and $\Omega^{-,r,b}$ rate $1 - \beta$. Use the Poisson point processes $\Omega_{i,i+1}(t)$, $1 \leq i < N - 1$, $\Omega^{\pm,l}(t)$, $\Omega_{a,\xi}(t)$, $\Omega^{\pm,r,a}(t)$, $t \in \mathbb{R}$, to construct trajectories of a Markov chain $\eta^N(t)$ whose generator is $L_N$ introduced in (2.11). Similarly, use the Poisson point processes $\Omega_{i,i+1}(t)$, $1 \leq i < M - 1$, $\Omega^{\pm,l}(t)$, $\Omega_{a,\xi}(t)$, $\Omega^{\pm,r,2}(t)$ to construct trajectories of a Markov chain $\eta^M(t)$ whose generator is $L_M$. Note that on the left boundary and on $\Lambda_N$ the same Poisson processes are used to construct both chains.

Denote by $A_N(t)$, $A_M(t)$, $t \geq 0$, the dual processes evolving according to the Poisson marks described at the beginning of subsection 5.2 with initial condition $A_N(0) = A_M(0) = \{ 1 \}$. By construction, $A_N(t) = A_M(t)$ for all $t \geq 0$ if $N - 1 \notin A_N(t)$ for all $t \geq 0$. Hence, since the value of $\eta^N(0)$ can be recovered from the trajectory $\{ A_N(t) : t \geq 0 \}$,
\[ \{ \eta^N(0) \neq \eta^M(0) \} \subset \{ A_N(t) \ni N - 1 \text{ for some } t \geq 0 \}. \tag{5.5} \]

Denote by $\widehat{P}_{N,M}$, the probability measure associated to the Poisson processes $\Omega_{i,i+1}(t)$, $1 \leq i < M - 1$, $\Omega^{\pm,l}(t)$, $\Omega_{a,\xi}(t)$, $\Omega^{\pm,r,a}(t)$. Expectation with respect to $\widehat{P}_{N,M}$ is represented by $\widehat{E}_{N,M}$. With this notation, $\rho_N(1) = E_{\mu_N}[^1] = \eta^N(0)$. Hence,
\[ \left| \rho_N(1) - \rho_M(1) \right| \leq \widehat{E}_{N,M} \left[ | \eta^N(0) - \eta^M(0) | \right]. \]

By (5.5), this expression is less than or equal to
\[ \widehat{P}_{N,M} \left[ A_N(t) \ni N - 1 \text{ for some } t \geq 0 \right] = \Omega_N \left[ A(t) \ni N - 1 \text{ for some } t \geq 0 \right]. \]

By Lemma 5.4 the right-hand side vanishes as $N \to \infty$. This shows that the sequence $\rho_N(1)$ is Cauchy and therefore converges.

Since the argument relies on the fact that the dual process $A_N(t)$ reaches $N - 1$ with a vanishing probability, the same proof works if the process $\eta^M(t)$ is defined
with any other dynamics at the right boundary, e.g., reflecting boundary condition. □

In the next result we derive an explicit expression for the density \( \rho_N(k) \) in terms of \( \beta \) and \( \rho_N(1) \).

**Lemma 5.6.** For all \( k \in \Lambda_N \),
\[
\rho_N(k) = \frac{N-k}{N-1} \rho_N(1) + \frac{k-1}{N-1} \beta .
\]

**Proof.** Recall that we denote by \( \Delta_N \) the discrete Laplacian: \( (\Delta_N f)(k) = f(k-1) + f(k+1) - 2f(k) \). Since \( \mu_N \) is the stationary state, \( E_{\mu_N}[L_N f] = 0 \) for all function \( f: \Omega_N \to \mathbb{R} \). Replacing \( f \) by \( \eta_k \), \( 2 \leq k \leq N-1 \), we obtain that
\[
(\Delta_N \rho_N)(k) = 0 \quad \text{for} \quad 2 \leq k \leq N-1,
\]
provided we define \( \rho_N(N) \) as \( \beta \). The assertion of the lemma follows from these equations. □

Fix \( k \in \Lambda_N \setminus \{1\} \), and place a second particle at site \( k \) at time 0. This particle moves according to the stirring dynamics in \( \Lambda_N \) until it reaches site 1, when it is annihilated. This later specification is not very important in the argument below, any other convention for the evolution of the particle after the time it hits 1 is fine. Denote by \( Z^k(s) \) the position of the extra particle at time \( s \) and by \( d(A,j) \), \( A \subset \Lambda_N \), \( j \in \Lambda_N \), the distance between \( j \) and \( A \). The next lemma asserts that the process \( A(s) \) is extincted before the random walk \( Z^k(s) \) gets near to \( A(s) \) if \( k \geq \sqrt{N} \).

**Lemma 5.7.** Let \( \ell_N \) be a sequence such that \( \ell_N \to \infty, \ell_N \sqrt{N} \leq N - 1 \). Then,
\[
\lim_{N \to \infty} \max_{\ell_N \sqrt{N} \leq k \leq N} Q_N [d(A(s), Z^k(s)) = 1 \text{ for some } s \geq 0] = 0 .
\]

**Proof.** Recall that we denote by \( T \) the extinction time of the process \( A(s) \). The probability appearing in the lemma is bounded above by
\[
Q_N [A(s) \ni \ell_N \sqrt{N}/3 \text{ for some } s \geq 0] + Q_N [\sup_{s \leq T} |Z^k(s) - Z^k(0)| \geq \ell_N \sqrt{N}/3] .
\]

By Lemma 5.4, the first term vanishes as \( N \to \infty \). Let \( m_N \) be a sequence such that \( m_N \to \infty, m_N/\ell_N^2 \to 0 \). By Lemma 5.3, the second term is bounded by
\[
Q_N [\sup_{s \leq m_N} |Z^k(s) - Z^k(0)| \geq \ell_N \sqrt{N}/3] + o_N(1) ,
\]
where \( o_N(1) \to 0 \) as \( N \to \infty \). Since \( Z^k \) evolves as a symmetric, nearest-neighbor random walk and \( m_N/\ell_N^2 \to 0 \), the first term vanishes as \( N \to \infty \). □

To prove a law of large numbers for the empirical measure under the stationary state, we examine the correlations under the stationary state. For \( j, k \in \Lambda_N \), \( j < k \), let
\[
\rho_N(k) = E_{\mu_N}[\eta_k] , \quad \varphi_N(j,k) = E_{\mu_N}[\eta_j \eta_k] - \rho_N(j) \rho_N(k) .
\]

**Lemma 5.8.** Let \( \ell_N \) be a sequence such that \( \ell_N \to \infty, \ell_N \sqrt{N} \leq N - 1 \). Then,
\[
\lim_{N \to \infty} \max_{\ell_N \sqrt{N} \leq k \leq N} |\varphi_N(1,k)| = 0 .
\]
Proof. The probability \( p_N(k) = \mu_N(\eta_k = 1), k \in \Lambda_N, \) can be computed by running the process \( A(s) \) starting from \( A(0) = \{k\} \) until it is extincted, exactly as we estimated \( p_N(1) \). Similarly, to compute \( E_{\mu_N}[\eta_1 \eta_k] \), we run a process \( A(s) \) starting from \( A(0) = \{1, k\} \). In this case, denote by \( A_1(s), A_2(s) \) the sets at time \( s \) formed by all descendants of \( 1, k \), respectively. Note that \( A_1(s) \) and \( A_2(s) \) may have a non-empty intersection. For instance, if a particle in \( A_1(s) \) branches and a site \( k \leq p \) is occupied by a particle in \( A_2(s) \).

To compare \( E_{\mu_N}[\eta_1 \eta_k] \) with \( E_{\mu_N}[\eta_1 E_{\mu_N}[\eta_k]] \), we couple a process \( A(s) \) starting from \( \{1, k\} \) with two independent processes \( A_1(s), A_2(s) \), starting from \( \{1\}, \{k\} \), respectively. We say that the coupling is successful if \( A_i(s) = A_i(s), i = 1, 2 \), for all \( s \geq 0 \). In this case, the value of the occupation variables \( \eta_1, \eta_k \) coincide for both processes.

Until \( d(A_1(s), A_2(s)) = 1 \), it is possible to couple \( A(s) \) and \( \hat{A}(s) \) in such a way that \( A_i(s) = \hat{A}_i(s), i = 1, 2 \). Hence, by Lemma 5.7, since \( k \geq \ell_N \sqrt{N} \), the coupling is successful with a probability which converges to 1 as \( N \to \infty \). □

Lemma 5.9. For every \( \delta > 0 \),
\[
\lim_{N \to \infty} \max_{\delta N \leq j < k < N} |\phi_N(j, k)| = 0.
\]

The proof of this lemma is similar to the one Lemmata 4.3, 4.4. As the arguments are exactly the same, we just present the main steps. Denote by \( \hat{D}_N \) the discrete simplex defined by
\[
\hat{D}_N = \{(j, k) : 2 \leq j < k \leq N - 1\},
\]
and by \( \partial \hat{D}_N \) its boundary: \( \partial \hat{D}_N = \{(1, k) : 3 \leq k \leq N - 1\} \cup \{(j, N) : 2 \leq j \leq N - 2\} \). Note that the points \((1, k)\) belong to the boundary and not to the set.

Denote by \( L_N \) the generator of the symmetric, nearest-neighbor random walk on \( \hat{D}_N \) with absorption at the boundary: For \((j, k) \in \hat{D}_N\),
\[
(L_N \phi)(j, k) = (\Delta \phi)(j, k), \quad \text{for} \quad k - j > 1,
\]
\[
(L_N \phi)(k, k + 1) = (\nabla^- \phi)(k, k + 1) + (\nabla^+ \phi)(k, k + 1) \quad \text{for} \quad 1 < k < N - 2.
\]

In these formulae, \( \nabla^- \), resp. \( \Delta \), represent the discrete gradients, resp. Laplacians, introduced below equation (4.1).

As \( E_{\mu_N}[L_N \eta_j - \rho_N(j)] \{\eta_k - \rho_N(k)\}] = 0 \), straightforward computations yield that the two-point correlation function \( \phi_N \) introduced in (5.6) is the unique solution of
\[
\begin{cases}
(L_N \psi_N)(j, k) + F_N(j, k) = 0, & (j, k) \in \hat{D}_N, \\
\psi_N(j, k) = b_N(j, k), & (j, k) \in \partial \hat{D}_N,
\end{cases}
\]
where \( F_N : \hat{D}_N \to \mathbb{R} \) and \( b_N : \partial \hat{D}_N \to \mathbb{R} \) are given by
\[
F_N(j, k) = -|\rho_N(j + 1) - \rho_N(j)|^2 1\{k = j + 1\}, \quad b_N(j, k) = \phi_N(j, k) 1\{j = 1\}.
\]

Denote by \( \phi_N^{(1)} \), resp. \( \phi_N^{(2)} \), the solution of (5.7) with \( b_N = 0 \), resp. \( F_N = 0 \). It is clear that \( \phi_N = \phi_N^{(1)} + \phi_N^{(2)} \). Let \( X_N(t) = (X_N^{(1)}(t), X_N^{(2)}(t)) \) be the continuous-time Markov chain on \( \hat{D}_N \cup \partial \hat{D}_N \) associated to the generator \( L_N \). Let \( P_{(j,k)} \) be the distribution of the chain \( X_N \) starting from \((j, k)\). Expectation with respect to \( P_{(j,k)} \) is represented by \( E_{(j,k)} \).
Proof of Lemma 5.9. The piece $\varphi_N^{(1)}$ of the covariance has an explicit expression. In view of Lemma 5.6, for $1 \leq j < k \leq N$,

$$\varphi_N^{(1)}(j, k) = -\frac{[\beta - \rho_N(1)]^2}{(N-1)^2} \frac{(j-1)(N-k)}{N-2} \leq C_0$$

for some finite constant $C_0$, independent of $N$. The piece $\varphi_N^{(2)}$ requires a more careful analysis.

Let $H_N$ be the hitting time of the boundary $\partial \hat{D}_N$:

$$H_N = \inf \{ t \geq 0 : X_N(t) \in \partial \hat{D}_N \} .$$

We have that

$$\varphi_N^{(2)}(j, k) = E_{(j,k)} [b_N(X_N(H_N))] = E_{(j,k)} [\varphi_N(X_N(H_N)) 1\{X_N^{k}(H_N) = 1\}] .$$

Let $k_N$ be a sequence such that $k_N \ll N$. By (4.9), for all $\delta > 0$,

$$\lim_{N \to \infty} \max_{\delta N \leq l < m < N} P(l,m)[X_N^2(H_N) \leq k_N] = 0 .$$

Therefore, setting $k_N = \ell_N \sqrt{N}$, where $1 \ll \ell_N \ll \sqrt{N}$, by Lemma 5.8,

$$\lim_{N \to \infty} \max_{\delta N \leq (j,k) \in \hat{D}_N} |\varphi_N^{(2)}(j, k)| \leq \lim_{N \to \infty} \max_{\ell_N \sqrt{N} \leq k \leq N} |\varphi_N(1, k)| = 0 .$$

This proves the lemma. \hfill \Box

Proof of Theorem 2.4. The first assertion of the theorem has been proved in Lemma 5.6. The proof of the second one is identical to the proof of Theorem 2.1. \hfill \Box

6. SPEEDED-UP BOUNDARY CONDITIONS

Recall that we denote by $\mu$, resp. $\mu_N$, the stationary state of the Markov chain on $\Omega_p^*$, resp. $\Omega_{N,p}$. Fix a smooth profile $u : [0,1] \to (0,1)$ such that $u(0) = \rho(0)$, $u(1) = \beta$, and let $\nu_{N,p}$ be the product measure defined by

$$\nu_{N,p}(\xi, \eta) = \mu(\xi) \nu_u^N(\eta), \quad \xi \in \Omega_p^*, \eta \in \Omega_N ,$$

where $\nu_u^N$ is the product measure on $\Omega_N$ with marginals given by $\nu_u^N\{\eta_k = 1\} = u(k/N)$.

Denote by $f_N$ the density of $\mu$ with respect to $\nu_{N,p}$, and by $F_N : \Omega_p^* \to \mathbb{R}_+$ the density given by

$$F_N(\xi) = \int_{\Omega_N} f_N(\xi, \eta) \nu_u^N(d\eta) .$$

Lemma 6.1. There exists a finite constant $C_0$ such that

$$|\rho_N(0) - \rho(0)| \leq C_0/\sqrt{\ell_N}$$

for all $N \geq 1$.

Proof. Fix a function $g : \Omega_p^* \to \mathbb{R}$. As $\mu_N$ is the stationary state, and since $L_N g = \ell_N L g + L_{0,1} g$

$$0 = E_{\mu_N}[L_N g] = E_{\mu_N}[\ell_N L g + L_{0,1} g] ,$$

so that $|E_{\mu_N}[L g]| \leq 2 \|g\|_{\infty}/\ell_N$. Since

$$E_{\mu_N}[L g] = \int_{\Omega_{N,p}} (L g)(\xi) f_N(\xi, \eta) \nu_{N,p}(d\xi, d\eta) = \int_{\Omega_p^*} (L g)(\xi) F_N(\xi) \mu(d\xi) ,$$

we have

$$|E_{\mu_N}[L g]| \leq 2 \|g\|_{\infty}/\sqrt{\ell_N}.$$
for every \( g : \Omega^*_p \to \mathbb{R} \),
\[
\left| \int_{\Omega^*_p} g(\xi) \left( L^*_i F_N(\xi) \right) \mu(d\xi) \right| \leq 2\|g\|_\infty / \ell_N ,
\]
where \( L^*_i \) represents the adjoint of \( L_i \) in \( L^2(\mu) \). Since \( \mu \) is the stationary state, \( L^*_i \) is the generator of an irreducible Markov chain on \( \Omega^*_p \). It follows from the previous identity that
\[
\int_{\Omega^*_p} \left| (L^*_i F_N)(\xi) \right| \mu(d\xi) \leq C_0 / \ell_N
\]
for some finite constant \( C_0 \). Hence, since \( \mu(\xi) > 0 \) for all \( \xi \in \Omega^*_p \), \( \|L^*_i F_N\|_\infty \leq C_0 / \ell_N \). In particular,
\[
- \int_{\Omega^*_p} F_N(\xi) (L^*_i F_N)(\xi) \mu(d\xi) \leq (C_0 / \ell_N) \int_{\Omega^*_p} F_N(\xi) \mu(d\xi) \leq C_0 / \ell_N .
\]
Note that the expression on the left hand side is the Dirichlet form. Hence, by its explicit expression, \( \max_{\xi \in \xi} |F_N(\xi') - F_N(\xi)|^2 \leq C_0 / \ell_N \), where the maximum is carried over all configuration pairs \( \xi, \xi' \) such that \( R(\xi, \xi') + R(\xi', \xi) > 0 \), \( R \) being the jump rate. In particular, as the chain is irreducible,
\[
\| F_N - 1 \|_\infty = \| F_N - \int_{\Omega^*_p} F_N(\xi) \mu(d\xi) \|_\infty \leq C_0 / \sqrt{\ell_N} .
\]

We are now in a position to prove the lemma. One just needs to observe that
\[
| \rho_N(0) - \rho(0) | = \left| E_{\mu_N}[\eta_0] - E_{\mu}[\eta_0] \right| = \left| \int_{\Omega^*_p} \xi_0 F_N(\xi) \mu(d\xi) - \int_{\Omega^*_p} \xi_0 \mu(d\xi) \right| ,
\]
and that this expression is bounded by \( \| F_N - 1 \|_\infty \).

Let
\[
\varphi_N(j,k) = E_{\mu_N}[\eta_j \eta_k] - \rho_N(j) \rho_N(k) , \; j,k \in \Lambda_{N,p} , j < k .
\]

**Lemma 6.2.** There exists a finite constant \( C_0 \) such that \( |\varphi_N(0,k)| \leq C_0 / \sqrt{\ell_N} \) for all \( 2 \leq k < N \).

**Proof.** The argument is similar to the one of the previous lemma. Fix \( 0 < k < N \), and denote by \( G_N = G_N^{(k)} : \Omega^*_p \to \mathbb{R}_+ \) the non-negative function given by
\[
G_N(\xi) = \int_{\Omega_N} \eta_k f_N(\xi,\eta) \nu^N_\eta(d\eta) .
\]

With this notation,
\[
E_{\mu_N}[\eta_0 \eta_k] = \int_{\Omega^*_p} \xi_0 G_N(\xi) \mu(d\xi) . \tag{6.1}
\]

Fix \( g : \Omega^*_p \to \mathbb{R} \) and \( k \geq 2 \). As \( k \geq 2 \), \( L_N(g \eta_k) = \eta_k L_N g + g L_N \eta_k \). Thus, since \( \mu_N \) is the stationary state,
\[
0 = E_{\mu_N}[L_N(g \eta_k)] = \int_{\Omega_{N,p}} (\ell_N L_i + L_{0,1}) g \eta_k f_N d\nu_{N,p} + E_{\mu_N}[g L_N \eta_k] .
\]

By definition of \( G_N \) and since \( |L_N \eta_k| \leq 2, |L_{0,1} g| \leq 2 \|g\|_\infty \),
\[
\left| \int_{\Omega^*_p} (L_i g)(\xi) G_N(\xi) \mu(d\xi) \right| \leq (4 / \ell_N) \|g\|_\infty .
\]
The argument presented in the proof of the previous lemma yields that
\[ \| G_N - \int_{\Omega_p} G_N(\xi) \mu(d\xi) \|_\infty \leq C_0/\sqrt{\ell_N}. \]
Therefore,
\[ \left| \int_{\Omega_p} \xi_0 \left\{ G_N(\xi) - \int_{\Omega_p} G_N(\xi') \mu(d\xi') \right\} \mu(d\xi) \right| \leq C_0/\sqrt{\ell_N}. \]
By definition of $G_N$ and by (6.1), the expression inside the absolute value is equal to
\[ E_{\mu_N}[\eta_0 \eta_k] - \rho(0) \rho_N(k). \]
The assertion of the lemma follows from the penultimate displayed equation and from Lemma 6.1.

**Proof of Theorem 2.9.** The first assertion of the theorem is the content of Lemma 6.1. The proof of Lemma 5.9 [with $\hat{D}_N$ defined as $\hat{D}_N = \{(j,k) : 1 \leq j < k \leq N-1\}$] yields that for every $\delta > 0$,
\[ \lim_{N \to \infty} \max_{\delta N \leq j < k < N} | \varphi_N(j,k) | = 0. \]
A Schwarz inequality, as in the proof of Theorem 2.1, completes the argument because $\rho_N(k) = (k/N) \beta + |1 - (k/N)| \rho_N(0)$, $1 \leq k \leq N$. \qed
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