Semi-classical limit of an inverse problem for the Schrödinger equation
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Abstract. It is a classical derivation that the Wigner equation, derived from the Schrödinger equation that contains the quantum information, converges to the Liouville equation when the rescaled Planck constant $\varepsilon \to 0$. Since the latter presents the Newton’s second law, the process is typically termed the (semi-)classical limit. In this paper, we study the classical limit of an inverse problem for the Schrödinger equation. More specifically, we show that using the initial condition and final state of the Schrödinger equation to reconstruct the potential term, in the classical regime with $\varepsilon \to 0$, becomes using the initial and final state to reconstruct the potential term in the Liouville equation. This formally bridges an inverse problem in quantum mechanics with an inverse problem in classical mechanics.
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1. Introduction

The classical limit, or the semi-classical limit of quantum mechanics is the ability of quantum theory to recover, or partially recover classical mechanics when the rescaled Planck constant $\varepsilon$ is considered negligible. More specifically, by setting $\varepsilon \approx 0$ in the Schrödinger equation, one is expected to recover the Newtonian’s law of motion (Newton’s second law) in the asymptotic limit.

The concept of linking quantum mechanics and classical mechanics was already in formulation in 1920s, and was presented by N. Bohr in his Nobel lecture under the name of “correspondence principle”. Since then, there have been abundant studies on deriving and proving the classical limits. While the formal derivation using WKB expansion is relatively easy to show, the discontinuity in the limiting equation (Hamiltonian-Jacobi equation) makes the rigorous mathematics analysis hard to obtain. In \cite{2,13,28}, the authors, by introducing Wigner measures, flipped the studies to the phase space and expanded out the singularity, upon which, the derivation of classical limit was made rigorous.
We investigate the problem in an inverse setup. Suppose a quantum system is modeled by the Schrödinger equation, and one can measure the initial and final state, can one reconstruct the potential term (the field) in the equation? Moreover, if the quantum system is in the classical regime, with $\varepsilon \approx 0$, can we view this inverse problem as the inverse problem for the Newtonian motion? What is the connection between the inverse Schrödinger and the inverse Newton’s law? These questions essentially come down to deriving the classical limit of the inverse problem for the Schrödinger equation.

It is a relatively big topic, and in this paper in particular, we confine ourselves to the linearized setting. Namely, we assume the potential term is close to a preset background potential, and we are interested only in reconstructing the perturbation term. Under this setting, both the inverse Schrödinger problem and the inverse Newtonian motion problem can be formulated as Fredholm integrals, and it is the representatives (or the kernels) of the integrals that reveal the perturbed potential information. The question of deriving the classical limit, when confined in linearized setting, becomes: are the two representatives asymptotically equivalent when $\varepsilon \to 0$ in some sense?

The problem is of great interest, not only for our mathematical curiosity, but also for its practical use. Since the fundamental question of bridging quantum mechanics and classical mechanics is mathematically clear, it is very natural to seek for its correspondence in the inverse setting. Indeed, in what sense can one view the inverse Schrödinger problem and the inverse Newtonian motion problem equivalently? Or, is it possible for one problem to be more stable than the other? This type of stability increasing/decreasing problem recently attracts a large amount of attention for various sets of problems [12,22,26,30].

Practically, the Schrödinger equation is not only regarded as the fundamental model for quantum mechanics, but also emerges as the limit of the Helmholtz equation when dynamics in different dimensions is described at separate scales [14], and thus serves as a fundamental model for the wave propagation (for a fixed high frequency) as well. There are abundant applications, in which high-frequency waves are sent to detect the media [1,6–8,29]. Mathematically, this is to seek for reconstructing the speed of sound in the Helmholtz equation, which is to reconstruct the potential term in the Schrödinger equation. Moreover, the inverse Schrödinger problem is also a transformed version of the celebrated Calderón problem, arises from Electrical Impedance Tomography (EIT) [9]. For these reasons, inverse Schrödinger problem has long been regarded as one of the most important inverse problems. Most of the studies, however, set the Planck constant in the Schrödinger equation to be an $O(1)$ value. This is not practical in many applications mentioned above. In the high frequency regime for the Helmholtz equation, or in the classical regime with the rescaled $\varepsilon \to 0$, the stability of the inverse problem may change, and it would be of great practical interests to predict the stability in these regimes, and to quantify the reconstruction error in terms of the rescaled $\varepsilon$. Linking it to the inverse Newtonian motion is a natural strategy.

Despite the great importance of the problem, the theoretical study has been thin, even though it is mentioned a couple of times in the literature [19,21,27]. Most of
Semi-classical limit of an inverse problem for the Schrödinger equation

the studies formulate the problem as the (quantum) scattering problem. See also the geometric version for reconstructing the refraction index [15,23–25]. The obstacles come from (a) the disparity of the technicalities used in deriving the classical limit, and in analyzing inverse problems, and (b) the disparity in analyzing the two different inverse problems (inverse Schrödinger and inverse Newtonian motion). In this paper, we take an initial attempt to bridge the two under the linearized setting, hoping to unveil some connections that could potentially serve as stepping stones for further investigation. We should mention, that when the media encodes randomness, the classical limit of the Schrödinger equation (or similarly the wave equation) is the linear Boltzmann equation (or the radiative transfer equation) that characterizes the dynamics of photons on the mesoscopic level. The associated inverse problem is highly related to imaging, and has been studied in different contexts [3–5,11,17].

The paper is organized as follows. In Section 2, we review the derivation of classical limit for the Schrödinger equation. This is done through applying the Wigner transform. In Section 3, we utilize the linearization approach to set up the frameworks for Schrödinger, Wigner and Liouville inverse problems. The relations between and the three inverse problems are considered in Section 4, including the equivalence of the Schrödinger and the Wigner inverse problem, and the convergence from the Wigner to the Liouville inverse problem as \( \varepsilon \to 0 \). Numerical tests are exploited in Section 5 to demonstrate the convergence from the Wigner to the Liouville inverse problem.

2. The Classical limit of the Schrödinger equation

2.1. Schrödinger equation

In this section we present some preliminary results that show the classical limit of the Schrödinger equation in the \( \varepsilon \to 0 \) regime.

For a nonrelativistic single particle, the time-dependent Schrödinger equation in position basis writes as:

\[
\begin{align*}
\imath \varepsilon \partial_t \phi^\varepsilon &= -\frac{\varepsilon^2}{2} \Delta_x \phi^\varepsilon + V(x) \phi^\varepsilon, \quad x \in \mathbb{R}^d, \quad t > 0, \\
\phi^\varepsilon(0,x) &= \phi^\varepsilon_I(x), \quad x \in \mathbb{R}^d.
\end{align*}
\]

This is derived assuming the Hamiltonian is \( H = \frac{1}{2} |k|^2 + V(x) \), a summation of kinetic and potential energies of the particles constituting the system. In the equation, \( \phi^\varepsilon \) is the wave function, \( \varepsilon > 0 \) is the rescaled Planck constant, and \( V(x) \) is the potential term.

Some physical quantities can be calculated using \( \phi^\varepsilon \). For example, the particle density \( \rho^\varepsilon \) and current density \( J^\varepsilon \) are calculated by

\[
\begin{align*}
\rho^\varepsilon(t,x) &= |\phi^\varepsilon(t,x)|^2, \\
J^\varepsilon(t,x) &= \varepsilon \text{Im} \left( \overline{\phi^\varepsilon(t,x)} \nabla_x \phi^\varepsilon(t,x) \right).
\end{align*}
\]

These present the probability and the probability flux of the particle found in some spatial configuration at some instant of time, according to the Copenhagen
interpretation. Both quantities are quadratic functionals of $\phi^\varepsilon(t)$, and it is straightforward to derive, from (1), the following conservation law:

$$\partial_t \rho^\varepsilon + \nabla_x \cdot J^\varepsilon = 0.$$  

A more general definition of physical observables can be given using phase space symbols and Weyl quantization [16]. To make it more explicit, let $a(x, k)$ be a symbol, then using Weyl quantization, we can define a pseudo-differential operator $a^W(x, \varepsilon D_x)$ whose action on $f(x)$ leads to:

$$\langle a^W(x, \varepsilon D_x) f(x) \rangle = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^{2d}} a \left( \frac{x + y}{2}, \varepsilon k \right) f(y) e^{i(x-y)k} \, dy \, dk,$$

where $\varepsilon D_x = -i\varepsilon \nabla_x$. We then define the expectation value of the symbol $a$ to be a quadratic functional of wave function $\phi^\varepsilon(t)$:

$$\langle a(\phi^\varepsilon) \rangle = \langle a^W(x, \varepsilon D_x) \phi^\varepsilon(t) \rangle_{L^2(\mathbb{R}^d)},$$

where $\langle \cdot, \cdot \rangle_{L^2(\mathbb{R}^d)}$ denotes the inner product on $L^2(\mathbb{R}^d)$.

The well-posedness theory of Schrödinger equation [1] is classical. For $V = V(x)$ being continuous and bounded, i.e., $V \in C_b(\mathbb{R}^d)$, the Hamiltonian operator $\hat{H}^\varepsilon$ is

$$\hat{H}^\varepsilon \phi^\varepsilon = -\frac{\varepsilon^2}{2} \Delta_x \phi^\varepsilon(x) + V(x) \phi^\varepsilon(x).$$

It maps functions in $H^2(\mathbb{R}^d) \subset L^2(\mathbb{R}^d)$ to $L^2(\mathbb{R}^d)$, and is self-adjoint. By Stone’s theorem, the operator $\frac{1}{i\varepsilon} \hat{H}^\varepsilon$ generates a unitary, strongly continuous semi-group on $L^2(\mathbb{R}^d)$, which guarantees a unique solution to the Schrödinger equation [1]. Moreover, the $L^2(\mathbb{R}^d)$ inner product is conserved in time:

$$\langle \phi_1^\varepsilon(t), \phi_2^\varepsilon(t) \rangle_{L^2(\mathbb{R}^d)} = \langle \phi_1^\varepsilon(0), \phi_2^\varepsilon(0) \rangle_{L^2(\mathbb{R}^d)}, \quad \forall t > 0,$$

for $\phi_i^\varepsilon(t), i = 1, 2$ both solve the Schrödinger equation [1].

### 2.2. Wigner transform and the classical limit

Wigner transform is one of many approaches used to derive (semi-)classical limit of Schrödinger equations. The technique was explored in depth in [13]. Let $\phi_1^\varepsilon(t)$ and $\phi_2^\varepsilon(t)$ solve the Schrödinger equation, and we define the corresponding Wigner transform:

$$W^\varepsilon[\phi_1^\varepsilon, \phi_2^\varepsilon](t, x, k) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{iky} \phi_1^\varepsilon(t, x - \frac{\varepsilon}{2} y) \overline{\phi_2^\varepsilon(t, x + \frac{\varepsilon}{2} y)} \, dy.$$  

Here $\overline{\phi^\varepsilon}$ is the complex conjugate of $\phi^\varepsilon$. This definition is essentially the Fourier transform of the density matrix

$$\langle x - \frac{\varepsilon}{2} y \, | \, \phi_1^\varepsilon \rangle \langle \phi_2^\varepsilon \, | x + \frac{\varepsilon}{2} y \rangle$$

in the $y$ variable.

We furthermore abbreviate $W^\varepsilon[\phi^\varepsilon, \phi^\varepsilon]$ to be $W^\varepsilon[\phi^\varepsilon]$. It is then straightforward to show that $W^\varepsilon[\phi^\varepsilon]$ is real-valued.

Note that the Wigner transform loses the phase information: Changing $\phi^\varepsilon(t)$ to $\phi^\varepsilon(t) e^{iS(t)}$, one obtains the same corresponding Wigner function. Moreover, it is not
guaranteed that \( W^\epsilon[\phi^\epsilon] \) is positive, and thus it does not serve directly as the particle density on the phase space. However, the quantum expectation of physical observables can be easily recovered using the Wigner function. Using the symbol defined in \( [2] \), it can be shown \( [16] \) that
\[
\langle \phi^\epsilon(t), a^W(x, \varepsilon D_x)\phi^\epsilon(t) \rangle_{L^2(\mathbb{R}^d)} = \int_{\mathbb{R}^{2d}} a(x, k)W^\epsilon[\phi^\epsilon(t)]dxdk.
\]

In particular, the first and second moments in \( k \) of \( W^\epsilon[\phi^\epsilon] \) exactly recover the particle density \( \rho^\epsilon(t) \) and the current density \( J^\epsilon(t) \):
\[
\rho^\epsilon(t, x) = \int_{\mathbb{R}^d} W^\epsilon[\phi^\epsilon(t)](t, x, k)dk, \quad J^\epsilon(t, x) = \int_{\mathbb{R}^d} kW^\epsilon[\phi^\epsilon(t)](t, x, k)dk.
\]

We now derive the equation for \( W^\epsilon[\phi^\epsilon_1, \phi^\epsilon_2] \), as summarized in the following lemma.

**Lemma 1.** Let \( \phi^\epsilon_1(t) \) and \( \phi^\epsilon_2(t) \) solve the Schrödinger equation \( [7] \), and define
\[
f^\epsilon(t, x, k) = W^\epsilon[\phi^\epsilon_1, \phi^\epsilon_2](t, x, k).
\]

Then \( f^\epsilon \) satisfies the following Wigner equation:
\[
\begin{align*}
\partial_t f^\epsilon + k \cdot \nabla_x f^\epsilon &= \mathcal{L}_V^\epsilon[f^\epsilon], \quad (x, k) \in \mathbb{R}^{2d}, \quad t > 0, \\
f^\epsilon(0, x, k) &= f^\epsilon_1(x, k),
\end{align*}
\]
with \( f^\epsilon_1(x, k) \) being the Wigner transform of initial conditions \( \phi^\epsilon_1(0) \) and \( \phi^\epsilon_2(0) \), and the operator \( \mathcal{L}_V^\epsilon \) is defined as:
\[
\mathcal{L}_V^\epsilon[f^\epsilon] = \frac{i}{(2\pi)^d} \int_{\mathbb{R}^{2d}} \delta^\epsilon[V](x, y) f^\epsilon(x, p) e^{ip(k-p)} dp dy.
\]
Here \( \delta^\epsilon[V](x, y) = \frac{1}{\varepsilon} \left[ V \left( x + \frac{1}{2} \varepsilon y \right) - V \left( x - \frac{1}{2} \varepsilon y \right) \right] \). Equivalently, one can also write
\[
\mathcal{L}_V^\epsilon[f^\epsilon] = i \int_{\mathbb{R}^{2d}} e^{ip(x-y)} V(y) D^\epsilon f^\epsilon(x, k, p) dp dy,
\]
where the term \( D^\epsilon f^\epsilon \) is defined by
\[
D^\epsilon f^\epsilon(x, k, p) = \frac{1}{\varepsilon} \left[ f^\epsilon \left( x, k + \frac{1}{2} \varepsilon p \right) - f^\epsilon \left( x, k - \frac{1}{2} \varepsilon p \right) \right].
\]

We note that \( \mathcal{L}_V^\epsilon \) is an operator that is anti-self-adjoint for all real-valued potential \( V \). To see that, we first define
\[
\mathcal{V}^\epsilon(x, k) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \delta^\epsilon[V](x, y) e^{iky} dy.
\]
This allows us to simplify (7) to a convolution form
\[
\mathcal{L}_V^\epsilon[f^\epsilon] = \int_{\mathbb{R}^{2d}} \mathcal{V}^\epsilon(x, k-p)f(x, p) dp = \mathcal{V}^\epsilon *_k f^\epsilon.
\]
Since \( \mathcal{V}^\epsilon(x, -k) = -\mathcal{V}^\epsilon(x, k) \), it is straightforward to see
\[
\langle \mathcal{V}^\epsilon *_k f^\epsilon_1, f^\epsilon_2 \rangle_{L^2(\mathbb{R}^{2d})} = - \langle f^\epsilon_1, \mathcal{V}^\epsilon *_k f^\epsilon_2 \rangle_{L^2(\mathbb{R}^{2d})},
\]
meaning:
\[
\langle \mathcal{L}_V^\epsilon[f^\epsilon_1], f^\epsilon_2 \rangle_{L^2(\mathbb{R}^{2d})} = - \langle f^\epsilon_1, \mathcal{L}_V^\epsilon[f^\epsilon_2] \rangle_{L^2(\mathbb{R}^{2d})}.
\]

\[16\]
To derive the Wigner equation (6), one only needs to plug in the Schrödinger equation for both $\phi_1^\varepsilon$ and $\phi_2^\varepsilon$. The statement of the lemma is formal, but one can make it rigorous in $L^2(\mathbb{R}^d)$. We omit the derivation from this paper, but refer interested readers to [13].

The nice format of the Wigner equation makes it easy to obtain the classical limit. Indeed, formally, as $\varepsilon \to 0$, $\delta_\varepsilon[V] \to y \cdot \nabla_x V$. Then according to the definition of the operator (7), we have

$$L_\varepsilon^\varepsilon[f_\varepsilon] \to \nabla_x V \cdot \nabla_k f_\varepsilon + O(\varepsilon^2).$$

This means the asymptotic limit of (6), up to the truncation of $O(\varepsilon^2)$, is the Liouville equation:

$$\partial_t f + k \cdot \nabla_x f - \nabla_x V \cdot \nabla_k f = 0. \tag{12}$$

Following the characteristic of this equation we have:

$$\dot{x} = k, \quad \dot{k} = -\nabla_x V(x). \tag{13}$$

This is exactly the same as the Newtonian law of motion generated by the Hamiltonian $H(x,k) = \frac{1}{2}|k|^2 + V(x)$.

This formal analysis can be made rigorous. Indeed in [13] the authors studied a general Hamiltonian system and derived the asymptotic limit for the Wigner equation. In our special case, it becomes:

**Theorem 1.** Suppose the potential $V(x)$ satisfies

$$V(x) \in C^\infty(\mathbb{R}^d; \mathbb{R}) : |\partial^\alpha_x V(x)| \leq C_\alpha \quad \forall \alpha \in \mathbb{N}^d, \tag{14}$$

then the Wigner transform $f_\varepsilon(t,x,k)$ of $\phi_\varepsilon(t)$, the solution to Schrödinger equation (7), converges, in the weak-$*$ sense, locally uniformly in $t$ to the measure $f(t,x,k)$ that solves:

$$\partial_t f + k \cdot \nabla_x f - \nabla_x V \cdot \nabla_k f = 0, \quad f(0,x,k) = f_I(x,k). \tag{15}$$

The initial data $f_I$ is the weak-$*$ limit of Wigner transform of $\phi_1^\varepsilon(t)$.

### 3. Three inverse problems

We are now facing three equations: the original Schrödinger equation, the Wigner equation, and the Liouville equation as the classical limit of the Wigner equation. With respect to these three equations, we can formulate three inverse problems, all of which will be derived in this section.

We employ the same setup for the three inverse problems: we assume the equations are Cauchy problems without boundary constraints, and we confine ourselves to the linearized setting. This is to assume the potential term $V$ is close enough to a background $V_b$. The given input is the initial data and one can measure the final state at a given time $T$. The to-be-reconstructed parameter is the potential term $V$ (or equivalently $\tilde{V} = V - V_b$).

We present the three inverse problems in the following three subsection respectively.
3.1. A linearized inverse problem for the Schrödinger equation

Recall the Schrödinger equation in $\mathbb{R}^d$ is

$$i\varepsilon \partial_t \phi^\varepsilon = -\frac{1}{2}\varepsilon^2 \Delta x \phi^\varepsilon + V(x)\phi^\varepsilon.$$  \hfill (16)

Let the initial data be $\phi^\varepsilon(0, x) = \phi^\varepsilon_I(x)$, and final data at $t = T$ be $\phi^\varepsilon(T, x) = \phi^\varepsilon_T(x)$. While the forward problem is to compute $\phi^\varepsilon_T$ for every given $\phi^\varepsilon_I$, the inverse problem is to use $(\phi^\varepsilon_I, \phi^\varepsilon_T)$ data pairs to reconstruct $V$. In other words, denoting $M^\varepsilon_S[V] : \phi^\varepsilon_I \to \phi^\varepsilon_T$, the inverse problem is to use the map $M^\varepsilon_V$ to reconstruct $V$.

**Remark 1.** The reconstruction is at most unique up to a gauge transform. Indeed, let $\hat{H}^\varepsilon$ be the Hamiltonian operator (3), and define $H^\varepsilon_n$ to be a new Hamiltonian operator

$$\hat{H}^\varepsilon_n = \hat{H}^\varepsilon + \frac{2\pi \varepsilon}{T} n,$$  \hfill n \in \mathbb{Z}.

We further define the unitary semi-group generated by $\hat{H}^\varepsilon$ and $\hat{H}^\varepsilon_n$:

$$U^\varepsilon(t) = e^{-it\hat{H}^\varepsilon/\varepsilon}, \quad U^\varepsilon_n(t) = e^{-it\hat{H}^\varepsilon_n/\varepsilon}, \quad t > 0.$$  \hfill

Clearly the two Hamiltonian operators are different, but $U^\varepsilon(T) = U^\varepsilon_n(T)$, for all $n \in \mathbb{Z}$. This suggests that the initial-to-final map

$$M^\varepsilon_S[V] = M^\varepsilon_S \left[ V + \frac{2\pi \varepsilon}{T} n \right],$$  \hfill

and thus the reconstruction cannot be unique.

To derive the linearized version of the inverse problem, we assume there is a known background potential term $V_b(x)$ such that

$$\tilde{V}(x) = V(x) - V_b(x)$$  \hfill

is much smaller than $V_b(x)$ in amplitude. We further write the background problem with the same initial condition:

$$i\varepsilon \partial_t \phi^\varepsilon_b = -\frac{1}{2}\varepsilon^2 \Delta x \phi^\varepsilon_b + V_b(x)\phi^\varepsilon_b,$$

$$\phi^\varepsilon_b(0, x) = \phi^\varepsilon_I(x).$$  \hfill (17)

For a preset $V_b$ and $\phi^\varepsilon_I(x)$, one can compute the equation for $\phi^\varepsilon_b(T, x) = \phi^\varepsilon_{b,T}(x)$.

Let $\tilde{\phi}^\varepsilon = \phi^\varepsilon - \phi^\varepsilon_b$ be the perturbation of wave $\phi^\varepsilon$, then by subtracting the equation (16) from (17) and omitting the higher order term $\tilde{V}\tilde{\phi}^\varepsilon$, we get the equation for the perturbation $\tilde{\phi}^\varepsilon$

$$i\varepsilon \partial_t \tilde{\phi}^\varepsilon = -\frac{1}{2}\varepsilon^2 \Delta x \tilde{\phi}^\varepsilon + V_b(x)\tilde{\phi}^\varepsilon + \tilde{V}(x)\phi^\varepsilon_b,$$

$$\tilde{\phi}^\varepsilon(0, x) = 0.$$  \hfill (18)
Note that $\tilde{\phi}^\epsilon$ has trivial initial data and implicitly depends on the initial condition $\phi_i^\epsilon$ through the background wave $\phi_b^\epsilon$. Knowing the measured data $\phi_f^\epsilon(x)$, and the computed data $\phi_{b,T}^\epsilon(x)$, we merely take the difference and define

$$\tilde{\phi}^\epsilon_T = \tilde{\phi}^\epsilon(T,x) = \phi_f^\epsilon(x) - \phi_{b,T}^\epsilon(x).$$

The inverse problem now translates to reconstructing $\tilde{V}$ using $(\phi_i^\epsilon, \tilde{\phi}^\epsilon_T)$ data pairs. To do so, we formulate the adjoint equation $\psi^\epsilon$ that solves:

$$i\varepsilon \partial_t \psi^\epsilon = -\frac{1}{2} \varepsilon^2 \Delta_x \psi^\epsilon + V_b(x) \psi^\epsilon,$$

$$\psi^\epsilon(T, x) = \psi^\epsilon_T(x),$$

where the data is given at the final time $T$.

Taking $(18) \times \tilde{\psi}^\epsilon - (20) \times \tilde{\phi}^\epsilon$, we arrive at

$$i\varepsilon \partial_t (\tilde{\phi}^\epsilon \tilde{\psi}^\epsilon) = -\frac{1}{2} \varepsilon^2 (\tilde{\psi}^\epsilon \Delta_x \tilde{\phi}^\epsilon - \tilde{\phi}^\epsilon \Delta_x \tilde{\psi}^\epsilon) + \tilde{V}(x) \phi_b^\epsilon \tilde{\psi}^\epsilon.$$

We integrate the equation over $\mathbb{R}^d \times [0, T]$, and then apply the Green’s identity and make use of the trivial initial data for $\tilde{\phi}^\epsilon$. This finally yields our problem formulation

$$\int_{\mathbb{R}^d} \tilde{\phi}^\epsilon_T \tilde{\psi}_T^\epsilon dx = \frac{1}{i\varepsilon} \int_{\mathbb{R}^d} \tilde{V}(x) \int_0^T \phi_b^\epsilon \tilde{\psi}^\epsilon dt dx = \int_{\mathbb{R}^d} \tilde{V}(x) R_b^\epsilon[\phi_i^\epsilon, \psi^\epsilon_T](x) dx,$$

where we call the representative:

$$R_b^\epsilon[\phi_i^\epsilon, \psi^\epsilon_T] = \frac{1}{i\varepsilon} \int_0^T \phi_b^\epsilon \tilde{\psi}^\epsilon dt.$$

Note that the left hand side of (21) is known, with $\psi^\epsilon_T$ given in (20) and $\tilde{\phi}^\epsilon_T$ calculated from the measured data (19). The right hand side formulates a Fredholm integral on the unknown $\tilde{V}$ and the kernel $R_b^\epsilon$. Reconstruction of $\tilde{V}$ amounts to inverting this Fredholm integral using different configurations of $R_b^\epsilon$, which, in turn, are tuned by $(\phi_i^\epsilon, \psi^\epsilon_T)$ data pairs.

### 3.2. A linearized inverse problem for the Wigner equation

The counterpart of the Schrödinger equation on the phase space is the Wigner equation. We derive the linearized inverse problem for this equation assuming initial and final states are given. Recall the Wigner equation in $\mathbb{R}^{2d}$:

$$\partial_t f^\epsilon + k \cdot \nabla_x f^\epsilon = \mathcal{L}_V^\epsilon[f^\epsilon],$$

with

$$\mathcal{L}_V^\epsilon[f^\epsilon] = i \int_{\mathbb{R}^{2d}} e^{i(y-x)} V(y) \frac{1}{\varepsilon} \left[ f^\epsilon \left( x, k + \frac{1}{2} \varepsilon p \right) - f^\epsilon \left( x, k - \frac{1}{2} \varepsilon p \right) \right] dp dy.$$

Let the initial data be $f^\epsilon(0, x, k) = f_i^\epsilon(x, k)$, and we call the final time data $f^\epsilon(T, x, k) = f_f^\epsilon(x, k)$. The goal is to use initial-final data pairs $(f_i^\epsilon, f_f^\epsilon)$ to reconstruct the potential term $V$. This amounts to using the following operator to reconstruct $V$:

$$\mathcal{M}_W[V] : f_i^\epsilon \rightarrow f_f^\epsilon.$$
Remark 2. According to the definition of \( \mathcal{L}_V \), it is immediate that \( \mathcal{L}^\varepsilon_V = \mathcal{L}^\varepsilon_{V+C} \) where \( C \) can be any constant. This makes \( \mathcal{M}_{V[V]} = \mathcal{M}_{V[V+C]} \). Therefore the reconstruction can be at most unique up to an unknown constant.

To derive the linear inverse problem, we assume that there is a background potential \( V_b(x) \) so that \( \tilde{V}(x) = V(x) - V_b(x) \) is much smaller than \( V_b(x) \) in amplitude. Call the background problem with the same initial condition:

\[
\begin{align*}
\partial_t \tilde{f}_b^\varepsilon + k \cdot \nabla \tilde{f}_b^\varepsilon &= \mathcal{L}^\varepsilon_{V_b}[\tilde{f}_b^\varepsilon], \\
\tilde{f}_b^\varepsilon(0, x, k) &= \tilde{f}_T^\varepsilon(x, k),
\end{align*}
\]

where the operator \( \mathcal{L}^\varepsilon_{V_b} \) is defined by the background potential. With a preset \( V_b \) and \( \tilde{f}_T^\varepsilon, \tilde{f}_{b,T}^\varepsilon(x, k) = \tilde{f}_b^\varepsilon(T, x, k) \) can be pre-computed.

Define \( \tilde{f}^\varepsilon = f^\varepsilon - \tilde{f}_b^\varepsilon \), we subtract (24) from (23), and drop the higher term \( \mathcal{L}^\varepsilon_V[\tilde{f}^\varepsilon] \) to have the equation for \( \tilde{f}^\varepsilon \):

\[
\begin{align*}
\partial_t \tilde{f}^\varepsilon + k \cdot \nabla \tilde{f}^\varepsilon &= \mathcal{L}^\varepsilon_{V_b}[\tilde{f}^\varepsilon] + \mathcal{L}^\varepsilon_V[\tilde{f}_b^\varepsilon] \\
\tilde{f}^\varepsilon(0, x, k) &= 0.
\end{align*}
\]

This equation describes the dynamics of the perturbed data \( \tilde{f}^\varepsilon \). It has trivial initial data, and implicitly depends on \( f_1^\varepsilon \) through the \( \mathcal{L}^\varepsilon_V[\tilde{f}_b^\varepsilon] \) term. Since \( f_{1,T}^\varepsilon(x, k) \) is the measured data and \( f_{b,T}^\varepsilon(x, k) \) is precomputed, the perturbed equation’s final data is also known:

\[
\tilde{f}^\varepsilon(x, k) = \tilde{f}(T, x, k) = f^\varepsilon(T, x, k) - f_b^\varepsilon(T, x, k) = f_T^\varepsilon(x, k) - f_{b,T}^\varepsilon(x, k).
\]

As was done in the case of the Schrödinger equation, we also derive the adjoint equation for \( g^\varepsilon \):

\[
\begin{align*}
\partial_t g^\varepsilon + k \cdot \nabla g^\varepsilon &= \mathcal{L}^\varepsilon_{V_b}[g^\varepsilon], \\
g^\varepsilon(T, x, k) &= g_T^\varepsilon(x, k),
\end{align*}
\]

with the data imposed at the final time \( t = T \).

Taking \( [25] \times \tilde{g}^\varepsilon + [26] \times \tilde{f}^\varepsilon \), we arrive at

\[
\partial_t (\tilde{f}^\varepsilon \tilde{g}^\varepsilon) + \nabla \cdot (k \tilde{f}^\varepsilon \tilde{g}^\varepsilon) = \tilde{g}^\varepsilon \mathcal{L}^\varepsilon_{V_b}[\tilde{f}^\varepsilon] + \tilde{f}^\varepsilon \mathcal{L}^\varepsilon_V[g^\varepsilon] + \tilde{g}^\varepsilon \mathcal{L}^\varepsilon_V[f_b^\varepsilon].
\]

We integrate the equation over \( \mathbb{R}^{2d} \times [0, T] \). Making use of the anti-self-adjointness of \( \mathcal{L}^\varepsilon_{V_b} \), as shown in (11), and the trivial initial data of \( \tilde{f}^\varepsilon \), we obtain:

\[
\int_{\mathbb{R}^{2d}} \tilde{f}_T^\varepsilon \tilde{g}_T^\varepsilon \, dx \, dk = \int_{\mathbb{R}^{2d} \times [0, T]} \tilde{g}^\varepsilon \mathcal{L}^\varepsilon_V[f_b^\varepsilon] \, dx \, dk \, dt.
\]

We note that the integral term on the right hand side of the equation is a linear operator on \( \tilde{V} \). To do so, we expand \( \mathcal{L}^\varepsilon_V \), and employ (8):

\[
\int_{\mathbb{R}^{2d}} \tilde{f}_T^\varepsilon \tilde{g}_T^\varepsilon \, dx \, dk = \int_{\mathbb{R}^d} \tilde{V}(x) R^\varepsilon_W[f_1^\varepsilon, g_T^\varepsilon](x) \, dx,
\]

with the representative

\[
R^\varepsilon_W[f_1^\varepsilon, g_T^\varepsilon] = \frac{i}{(2\pi)^d} \int_{\mathbb{R}^d \times [0, T]} e^{ip(x-z)} \tilde{g}^\varepsilon(z, k) D^\varepsilon f_b^\varepsilon(z, k, p) \, dp \, dz \, dk \, dt,
\]
where $D^\varepsilon f_0^\varepsilon$ is defined in [9].

Once again, the left hand side of (28) is known, with $\tilde{f}_T^\varepsilon$ computed and $g_T^\varepsilon$ given, and the right hand side of (28) is a Fredholm integral on $\tilde{V}$ with the kernel $R_{W}^\varepsilon$. The linear inverse problem of the Wigner equation amounts to inverting such an integral. By choosing different configurations of $(f_I^\varepsilon, g_T^\varepsilon)$, we obtain different profiles of $R_{W}^\varepsilon$, using which, we try to reconstruct $\tilde{V}$.

3.3. A linearized inverse problem for the Liouville equation

Finally, we derive the inverse problem for the Liouville equation. Recall the Liouville equation in $\mathbb{R}^{2d}$

$$\partial_t f + k \cdot \nabla_x f - \nabla_x V \cdot \nabla_k f = 0 .$$

(30)

Denote the initial data to be $f(0, x, k) = f_I(x, k)$, and we assume one can experimentally measure the final time solution at $t = T$ for $f_T(x, k) = f(T, x, k)$. The goal is to reconstruct $V$ in the Liouville equation using the initial-to-final data pairs $(f_I, f_T)$. Namely, to use the following operator to reconstruct $V$:

$$\mathcal{M}_L^\varepsilon[V] : f_I \mapsto f_T .$$

**Remark 3.** Since the potential term enters the equation (30) through its gradient $\nabla_x V$, $\mathcal{M}_L^\varepsilon[V] = \mathcal{M}_L^\varepsilon[V + C]$ for any constant $C$. This means the reconstruction of $V$ is at most unique up to an arbitrary constant.

As was done in the previous sections, the problem shall be linearized around a background potential $V_b(x)$. The background equation with the same initial data writes:

$$\partial_t f_b + k \cdot \nabla_x f_b - \nabla_x V_b \cdot \nabla_k f_b = 0 ,
\quad f_b(0, x, k) = f_I(x, k).$$

(31)

Denoting the perturbation $\tilde{f} = f - f_b$, we subtract (31) from (30), and drop the higher order term $\nabla_x \tilde{V} \cdot \nabla_k \tilde{f}$ to obtain the equation for the perturbation:

$$\partial_t \tilde{f} + k \cdot \nabla_x \tilde{f} - \nabla_x V_b \cdot \nabla_k \tilde{f} = \nabla_x \tilde{V} \cdot \nabla_k f_b ,
\quad \tilde{f}(0, x, k) = 0 .$$

(32)

The equation has trivial initial data, but it implicitly depends on $f_I$ through the $f_b$ term that enters as the source. Since $f_T(x, k)$ is measured, and $f_b(T, x, k)$ can be precomputed for any given $V_b$, we easily obtain:

$$\tilde{f}_T = \tilde{f}(T, x, k) = f(T, x, k) - f_b(T, x, k)$$

as a known quantity.

The adjoint equation for $g$ is:

$$\partial_t g + k \cdot \nabla_x g - \nabla_x V_b \cdot \nabla_k g = 0 ,
\quad g(T, x, k) = g_T(x, k).$$

(33)

Taking $\tilde{g} \times [32] + [33] \times \tilde{f}$, we arrive at

$$\partial_t (\tilde{f} \tilde{g}) + \nabla_x \cdot (k \tilde{f} \tilde{g}) - \nabla_k \cdot (\tilde{f} \tilde{g} \nabla_x V_b) = \tilde{g} \nabla_x \tilde{V} \cdot \nabla_k f_b .$$
We integrate the equation over $\mathbb{R}^d \times [0, T]$, and make use of the trivial initial data for $\tilde{f}$:

$$
\int_{\mathbb{R}^d} \tilde{f}_T \bar{g}_T \, dx \, dk = \int_{\mathbb{R}^d \times [0, T]} \bar{g} \nabla_x \tilde{V} \cdot \nabla_k f_b \, dx \, dk.
$$

Moving the $\nabla_x$ from $V$ to $\bar{g} \nabla_k f_b$, this becomes

$$
\int_{\mathbb{R}^d} \tilde{f}_T \bar{g}_T \, dx \, dk = \int_{\mathbb{R}^d} \tilde{V}(x) R_L[f_l, g_T](x) \, dx,
$$

(34)

where the Liouville representative is defined as:

$$
R_L[f_l, g_T] = -\nabla_x \cdot \int_{\mathbb{R}^d \times [0, T]} \bar{g} \nabla_k f_b \, dx \, dt.
$$

(35)

Again, the left hand side of (34) is known, and the right hand side of (34) is a Fredholm integral of $\tilde{V}$ with the kernel $R_L$. The linear inverse problem of the Liouville equation is to invert such an integral.

4. Connecting the three inverse problems

The Schrödinger equation, the Wigner equation and the Liouville equation are connected. According to Lemma 1 and Theorem 1, $f^\varepsilon = W^\varepsilon[\phi^\varepsilon]$ necessarily satisfies the Wigner equation as long as $\phi^\varepsilon$ solves the Schrödinger equation, and when $\varepsilon \to 0$, $f^\varepsilon \to f$ that solves the Liouville equation.

We look for the counterparts of these relations in the inverse setting. This is to investigate the three inverse problems introduced in Section 3. More specifically, since the three inverse problems are uniquely represented by the three representatives $R_S^\varepsilon$, $R_W^\varepsilon$ and $R_L$, as defined in (22), (29) and (35) respectively, we essentially need to show the connections between them.

4.1. From Schrödinger to Wigner in the inverse setting

This is to study the relation between the linear Schrödinger inverse problem (21) and the linear Wigner inverse problem (28). For simplicity of notations, we drop the $\varepsilon$ superscript throughout the subsection. The theorem below demonstrates that every Wigner representative $R_W$ can be written as a linear combination of Schrödinger representatives $R_S$. This means the space spanned by all $R_W$ is a subspace spanned by all $R_S$.

**Theorem 2.** Let $\phi_b(t)$ and $\phi_b'(t)$ be the solutions to the background Schrödinger equation (17) with initial data $\phi_I$ and $\phi_I'$ respectively. Let $\psi(t)$ and $\psi'(t)$ be the solutions to the adjoint Schrödinger equation (20) with final data $\psi_T$ and $\psi_T'$ respectively. More over, let $f_I = W[\phi_I, \psi'(0)]$ and $g_T = W[\psi_T, \phi_I'(T)]$. Then

$$
(2\pi \varepsilon)^d R_W[f_l, g_T] = \langle \phi_I', \psi'(0) \rangle R_S[\phi_I, \psi_T] - \langle \phi_I, \psi(0) \rangle R_S[\phi_I', \psi'_T].
$$

(36)
Proof. According to the definition of Wigner representative (29), let \( f_b \) and \( g \) solve the background and the adjoint Wigner equations, \( R_W[f_1, g_T] \) becomes

\[
R_W[f_1, g_T] = \frac{i}{(2\pi)^d} \int_{0}^{T} I(t)dt
\]

with

\[
I = \int_{\mathbb{R}^3d} e^{ip(z-x)} \overline{g(z,k)} D f_b(z,k,p) dp dz dk.
\]

According to (1), \( g(t) = W[\psi(t), \phi'_b(t)] \) and \( f_b(t) = W[\phi_b(t), \psi'(t)] \) and thus

\[
I = \int_{\mathbb{R}^3d} e^{ip(z-x)} \overline{W[\psi(t), \phi'_b(t)]}(z,k) D W[\phi_b(t), \psi'(t)](z,k,p) dp dz dk.
\]

Here \( D W[\phi_b(t), \psi'(t)] \) is defined as in (9). Plugging in the Wigner transform, we get

\[
I = \frac{1}{(2\pi)^{2d}\varepsilon} \int_{\mathbb{R}^3d} e^{ik(q-y)}[e^{ip(z+\frac{1}{2}\varepsilon q-x)} - e^{ip(z-\frac{1}{2}\varepsilon q-x)}] \\
\overline{\psi}(z - \frac{1}{2}\varepsilon q) \overline{\phi'_b}(z + \frac{1}{2}\varepsilon q) \phi_b(z - \frac{1}{2}\varepsilon q) \overline{\psi'}(z + \frac{1}{2}\varepsilon q) dy dq dp dz dk
\]

\[
= \frac{1}{(2\pi)^{d} \varepsilon} \int_{\mathbb{R}^3d} [e^{ip(z+\frac{1}{2}\varepsilon q-x)} - e^{ip(z-\frac{1}{2}\varepsilon q-x)}] \\
\overline{\psi}(z - \frac{1}{2}\varepsilon q) \overline{\phi'_b}(z + \frac{1}{2}\varepsilon q) \phi_b(z - \frac{1}{2}\varepsilon q) \overline{\psi'}(z + \frac{1}{2}\varepsilon q) dq dp dz,
\]

where we used the Fourier inversion formula

\[
\frac{1}{(2\pi)^{d}} \int_{\mathbb{R}^d} e^{ik(q-y)} h(y) dy dk = h(q).
\]

Let \( z' = z + \frac{1}{2}\varepsilon q, z'' = z - \frac{1}{2}\varepsilon q \), we get

\[
I = \frac{1}{(2\pi)^{d} \varepsilon^{d+1}} \int_{\mathbb{R}^3d} [e^{ip(z'-x)} - e^{ip(z''-x)}] \overline{\psi}(z'') \phi'_b(z') \phi_b(z'') \overline{\psi'}(z') dz' dp dz''
\]

\[
= \frac{1}{\varepsilon^{d+1}} [(\phi_b(t), \psi(t))_{L^2(\mathbb{R}d)} \phi'_b(x) \overline{\psi'}(x) - (\phi'_b(t), \psi'(t))_{L^2(\mathbb{R}d)} \phi_b(x) \overline{\psi}(x)]
\]

where we again use the Fourier inversion formula in the second equality.

According to (4), \( \langle \phi_b(t), \psi(t) \rangle \) and \( \langle \phi'_b(t), \psi'(t) \rangle \) are both constants independent of \( t \). Using (37) and the definition of the Schrödinger representative (22), we integrate the equation over \([0, T]\) to conclude (36).

The unique reconstruction of \( \tilde{V} \) in (21) and (28) amounts to investigating the dimension of the spaces \( R_S \) and \( R_W \) respectively. This theorem suggests that the latter space is a subspace of the former, meaning the unique reconstruction of (28) would indicate the unique reconstruction of (21).
4.2. From Wigner to Liouville in the inverse setting

According to Theorem 1, the Liouville equation is the classical limit of the Wigner equation, meaning that \( f^\varepsilon \), which solves the Wigner equation, converges to \( f \), which solves the Liouville equation, when \( \varepsilon \to 0 \). We expect similar argument holds true in the inverse setting as well. This amounts to study the two representatives \( R^\varepsilon_W \) and \( R_L \).

**Theorem 3.** Let \( R^\varepsilon_W[f^\varepsilon_I, g^\varepsilon_T] \), and \( R_L[f_I, g_T] \) be the representatives defined in (29) and (35) respectively, where

\[
f_I = \lim_{\varepsilon \to 0} f^\varepsilon_I, \quad g_T = \lim_{\varepsilon \to 0} g^\varepsilon_T,
\]

then we claim:

\[
\lim_{\varepsilon \to 0} R^\varepsilon_W[f^\varepsilon_I, g^\varepsilon_T] = R_L[f_I, g_T]. \tag{39}
\]

**Proof.** Suppose \( f^\varepsilon_I \) solves the background Wigner equation (24) with the initial data \( f^\varepsilon_I \), and \( f_b \) solves the background Liouville equation (31) with the initial data \( f_I \). In the semi-classical regime \( \varepsilon \to 0 \), by Theorem 1, we know that the background wave \( f^\varepsilon_I \) converges to \( f_b \). Thus, we have, formally,

\[
\lim_{\varepsilon \to 0} D^\varepsilon f^\varepsilon_I(z, k, p) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left[ f^\varepsilon_I(z, k + \frac{1}{2}\varepsilon p) - f^\varepsilon_I(z, k - \frac{1}{2}\varepsilon p) \right] \tag{40}
\]

Similarly, suppose \( g^\varepsilon_T \) solves the adjoint Wigner equation (26) with the final data \( g^\varepsilon_T \), and \( g \) solves the adjoint Liouville equation (33) with the final data \( g_T \), then the adjoint wave \( g^\varepsilon_T \) converges to \( g \). Combining these:

\[
R^\varepsilon_W[f^\varepsilon_I, g^\varepsilon_T](x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d \times [0,T]} e^{ip(z-x)} \overline{g}(z, k) D^\varepsilon f^\varepsilon_I(z, k, p) dp dz dk dt
\]

\[
\xrightarrow{\varepsilon \to 0} \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d \times [0,T]} e^{ip(z-x)} \overline{g}(z, k) p \cdot \nabla_k f_b(z, k) dp dz dk dt.
\]

Integrating by parts for the limit and applying the Fourier inversion formula (38) lead to the Liouville representative, that is, the right hand side of the last limit becomes:

\[
- \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d \times [0,T]} e^{ip(z-x)} \nabla_x \cdot (\overline{g}(z, k) \nabla_k f_b(z, k)) dp dz dk dt
\]

\[
= - \nabla_x \cdot \int_{\mathbb{R}^d \times [0,T]} \overline{g}(x, k) \nabla_k f_b(x, k) dk dt = R_L[f_I, g_T],
\]

which concludes (39). \( \square \)

The proof above is formal. We assumed enough regularity for the convergence (40). We also need the convergence to hold true in the strong sense (in \( L^2 \) for example).

This theorem suggests that the inverse problem of the Wigner equation, in the classical regime with \( \varepsilon \to 0 \), is asymptotically equivalent to the inverse problem of the Liouville equation. This connects the Schrödinger equation with the Newton’s law of
motion in the inverse setting: if the reconstruction of the potential term using the initial-to-final data map is unique (up to a gauge transform) and stable for the Schrödinger equation, the same holds true for the Newton’s law of motion.

5. Numerical results

As a proof of concept, we provide numerical evidences for the Wigner inverse problem (28) in the classical regime.

5.1. Numerical setup

In $(1 + 1)$-dimensional space, the background Wigner equation reads

$$\partial_t f_\varepsilon^b + k \partial_x f_\varepsilon^b = \frac{i}{2\pi\varepsilon} \int_{\mathbb{R}^2} \left[ V_b \left( x + \frac{\varepsilon y}{2} \right) - V_b \left( x - \frac{\varepsilon y}{2} \right) \right] f_\varepsilon^b(x, p) e^{i p(k - p)} dp dy, \quad (41)$$

and its adjoint equation reads

$$\partial_t g_\varepsilon + k \partial_x g_\varepsilon = \frac{i}{2\pi\varepsilon} \int_{\mathbb{R}^2} \left[ V_b \left( x + \frac{\varepsilon y}{2} \right) - V_b \left( x - \frac{\varepsilon y}{2} \right) \right] g(x, p) e^{i p(k - p)} dp dy, \quad (42)$$

The corresponding Liouville equation for the background equation and the adjoint equation are

$$\partial_t f_b + k \partial_x f_b - \partial_x V_b \partial_k f_b = 0,$$

$$f_b(0, x, k) = f_1(x, k), \quad (43)$$

and

$$\partial_t g + k \partial_x g - \partial_x V_b \partial_k g = 0,$$

$$g(T, x, k) = g_T(x, k), \quad (44)$$

respectively. According to the definitions (29) and (35), the Wigner and Liouville representatives in the inverse problems are

$$R_W^\varepsilon[f_1^\varepsilon, g_T^\varepsilon](x) = \frac{1}{2\pi} \int_{\mathbb{R}^3 \times [0, T]} e^{ip(z-x)} g_\varepsilon(z, k) \frac{1}{\varepsilon} \left[ f_\varepsilon^b(z, k + \frac{\varepsilon p}{2}) - f_\varepsilon^b(z, k - \frac{\varepsilon p}{2}) \right] dp dz dk dt,$$

and

$$R_L[f_1, g_T](x) = -\partial_x \int_{\mathbb{R}^d \times [0, T]} g(x, k) \partial_k f_b(x, k) dk dt,$$

where $f_\varepsilon^b$, $g_\varepsilon$, $f_b$ and $g$ satisfy the equations above. We are to demonstrate the relation between the two representatives as $\varepsilon \to 0$.

To set up the experiment, we choose the background potential $V_b(x)$ to have a Gaussian form

$$V_b(x) = A \exp \left( -\frac{(x - a)^2}{w^2} \right), \quad (45)$$
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and the initial and final time conditions are

\[ f_\varepsilon^I(x,k) = f_1(x,k) = B \exp\left(-\frac{(x - b_x)^2}{\sigma_x^2} - \frac{(k - b_k)^2}{\sigma_k^2}\right), \quad (46) \]

and

\[ g_\varepsilon^T(x,k) = g_T(x,k) = C \exp\left(-\frac{(x - c_x)^2}{\delta_x^2} - \frac{(k - c_k)^2}{\delta_k^2}\right). \quad (47) \]

To compute the Wigner equation (41) and (42), we truncate the computational domain to \( \Omega = [0, L] \times [K_1, K_2] \) and apply periodic boundary condition on \( x \). The time interval is taken to be \([0, T]\). The transport term is discretized by a fifth-order WENO scheme [18], and the collision term is computed by the trapezoidal approximate [10].

To compute the Liouville equation (43) and (44), we use the particle method. This is to solve the ODE systems of trajectories. For example, to compute (43) for \( 0 \leq t \leq T \), we set the trajectory equation

\[ \dot{x} = -k, \quad \dot{k} = \partial_x V_b(x), \quad \text{with} \quad x(0) = y, \quad k(0) = p, \]

and the initial data for the particle \((y, p)\) is determined by \( f_1 \). The final solution is thus \( f_b(T, y, p) = f_1(x(T), k(T)) \).

5.2. Numerical examples

In the numerical examples, we set the parameters in (45) to be

\[ A = 1, \quad a = 0.25, \quad w = 2^{-3}, \]

and the parameters defined in (46) and (47) are

\[ B = C = 1, \quad \sigma_x = \delta_x = 2^{-4}, \quad \sigma_k = \delta_k = 2^{-3}, \quad b_k = c_k = 2^{-3}. \]

For discretization, we use \( \Delta x = 2^{-10}, \Delta k = 2^{-10} \) and \( \Delta t = 2^{-10} \) in both the Wigner and the Liouville solver. In the Wigner solver, we set \( L = 0.5, K_1 = -0.375, K_2 = 0.625 \). The terminal time is set to be \( T = 2^{-6} \).

In Figure 1 and Figure 2, we first plot the level sets of solutions \( f_\varepsilon^I \) and \( g_\varepsilon^T \) at different time.

We then compare the two representatives \( R^W_\varepsilon[f_1^I, g_T^T] \) and \( R_L[f_1, g_T] \) for two different configurations of \((b_x, c_x)\). As shown in the left column of Figure 3 with \( \varepsilon \to 0 \), the profile of \( R^W_\varepsilon[f_1^I, g_T^T] \) gets closer and closer to that of \( R_L[f_1, g_T] \) for both examples. To quantify the convergence, we define

\[ \text{Err}_R(\varepsilon) = \frac{\|R_\varepsilon^W[f_1^I, g_T^T] - R[f_1, g_T]\|_{L^2(\mathbb{R}^d)}}{\|R[f_1, g_T]\|_{L^2(\mathbb{R}^d)}}, \]

and plot the convergence rate with respect to \( \varepsilon \), as shown in the right column of Figure 3. In both examples, the plots suggest a decay rate of \( O(\varepsilon^2) \).

We finally demonstrate the convergence for a large set of basis functions. To do so, we first take the interval \([x_l, x_r] = [0.1875, 0.3125]\), and denote the discrete points in the interval \( x_i = x_l + i\Delta x \), with \( i \in \mathbb{N} \) and \( x_l \leq x_i \leq x_r \). Considering \( \Delta x = 2^{-10} \), we have
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Figure 1. The left column shows the contour of $f_b^\varepsilon$ for $\varepsilon = \pi^{-12^{-4}}$ and the right column shows the contour for $\varepsilon = \pi^{-12^{-8}}$.

Figure 2. The left column shows the contour of $g^\varepsilon$ for $\varepsilon = \pi^{-12^{-4}}$ and the right column shows the contour for $\varepsilon = \pi^{-12^{-8}}$. 
N = 129 configurations of $x_i$. We then let $b_x$ and $c_x$, the centers for $f^x_i$ and $g^x_T$ taking these configurations. The combination provides us a large set of initial/final time data $f^x_i$ and $g^x_T$. We compute the corresponding solutions, termed $f_i^x$ and $g_j^x$ and formulate a set:

$$\mathcal{R}_W^x = \{ R_{W,ij}^x = R_{W,f_{i,j}}^x, g_{T,j}^x, i, j = 0, \cdots, 128 \}.$$ 

The same process is done to obtain $R_{L,ij}$ and the set $\mathcal{R}_L$.

We now compare the set $\mathcal{R}_W$ and $\mathcal{R}_L$. We first compare the singular values of the two sets. In Figure 4a, we plot the relative singular value decay of both $\mathcal{R}_W^x$ at different values of $\varepsilon$, and $\mathcal{R}_L$. As $\varepsilon \to 0$, it is clear the decay profile converges. We also quantify the convergence of relative singular value using the following error term:

$$\text{Err}_{s,i}(\varepsilon) = \left| \frac{s_i^x - s_i}{s_i} \right|,$$

where $s_i^x$ is the $i$th relative singular value of $\mathcal{R}_W^x$, and $s_i$ is the $i$th relative singular value of $\mathcal{R}_L$. In Figure 4b, we plot $\text{Err}_{s,i}(\varepsilon)$ as a function of $\varepsilon$ for $i = 2, 3, 4, 5$. It is clear that the relative singular values of $\mathcal{R}_W^x$ converge to their counterparts in the $\varepsilon \to 0$ classical limit.

We then compare the left singular vectors of the basis. In Figure 5, we show the first, third, seventh and tenth left singular vectors of $\mathcal{R}_W^x$. As $\varepsilon \to 0$, the profiles
converge to those of $\mathcal{R}_L$. To quantify such convergence, we let $Q^\varepsilon_k$ and $Q_k$ to denote the column spaces (orthonormalized) spanned by the first $k$ left singular vectors of $\mathcal{R}_W^\varepsilon$ and $\mathcal{R}_L$, respectively, and define the angle between the spaces:

$$\text{Err}_{\mathcal{R},k} = \|Q_k - Q^\varepsilon_k(Q^\varepsilon_k)^\top Q_k\|_2.$$ 

The angle between the two spaces are shown to converge as $\varepsilon \to 0$ for different values of $k$ in Figure 6.

Figure 4. (a) The relative singular values of $\mathcal{R}_L$ and $\mathcal{R}_W^\varepsilon$ at different values of $\varepsilon$. (b) $\text{Err}_{s_i}(\varepsilon)$ as a function of $\varepsilon$ for the 2nd to the 5th relative singular values.

Figure 5. The singular vectors of $\mathcal{R}_L$ and $\mathcal{R}_W^\varepsilon$ at different values of $\varepsilon$. 
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6. Conclusion

It is a well-known result that the Schrödinger equation leads to the Newton’s second law in the classical limit, when the rescaled Planck constant $\varepsilon \to 0$. We investigate this limit in the inverse setting. More specifically, we assume the initial and final data is available and we study if the initial-final data pairs can reconstruct the potential term in the Schrödinger equation. The investigation is done in the linearized setting, assuming the potential is close enough to a background, and this boils the problem down to the study of the representative of the associated Fredholm integral derived from the inverse problem.

We employ the Wigner transform tool. In particular, we translate the information of the Schrödinger equation to that of the Wigner equation, and pass its limit to obtain the Liouville equation which presents particle trajectories following the classical mechanics. We are able to show that the representative derived under the Wigner framework indeed converges to the representative derived under the Liouville framework when $\varepsilon \to 0$, and thus we link the inverse Schrödinger problem with the inverse Newton’s law of motion.
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