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Abstract

We construct logical gates via topology optimisation (aimed to solve a station problem of heat conduction) of a conductive material layout. Values of logical variables are represented by high and low values of a temperature at given sites. Logical functions are implemented via the formation of an optimum layout of conductive material between the sites with loading conditions. We implement AND and XOR gates and a one-bit binary half-adder.
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1. Introduction

Any programmable response of a material to external stimulation can be interpreted as computation. To implement a logical function in a material one must map space-time dynamics of an internal structure of a material onto a space of logical values. This is how experimental laboratory prototypes of unconventional computing devices are made: logical gates, circuits and binary adders employing interaction of wave-fragments in light-sensitive Belousov-Zhabotinsky media \textsuperscript{11}, swarms of soldier crabs \textsuperscript{2}, growing lamellipodia of slime mould Physarum polycephalum \textsuperscript{3}, crystallisation patterns in “hot ice” \textsuperscript{4}, peristaltic waves in protoplasmic tubes \textsuperscript{5}. In many cases logical circuits are ‘built’ or evolved from a previously disordered material \textsuperscript{6}, e.g. networks of slime mould Physarum polycephalum \textsuperscript{7}, bulks of nanotubes \textsuperscript{8}, nano particle ensembles \textsuperscript{9, 10}. In these works the computing structures could be seen as growing on demand, and logical gates develop in a continuum where an optimal distribution of material minimised internal energy. A continuum exhibiting such properties can be coined as a “self-optimising continuum”. Slime mould of Physarum polycephalum well exemplifies such a continuum: the slime mould is capable of solving many computational problems, including mazes and adaptive networks \textsuperscript{11}. Other examples of the material behaviour include bone remodelling \textsuperscript{12}, roots elongation \textsuperscript{13}, sandstone erosion \textsuperscript{14}, crack and lightning propagation \textsuperscript{15}, growth of neurons and blood vessels etc. Some
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other physical systems suitable for computations were also proposed in [6, 16, 17, 18]. In all these cases, a phenomenon of the formation of an optimum layout of material is related to non-linear laws of material behaviour, resulting in the evolution of material structure governed by algorithms similar to those used in a topology optimisation of structures [19]. We develop the ideas of material optimisation further and show, in numerical models, how logical circuits can be build in a conductive material self-optimise its structure governed by configuration of inputs and outputs.

The paper is structured as follows. In Sect. 2 we introduce topology optimisation aimed to solve a problem of a stationary heat conduction. Gates AND and XOR are designed and simulated in Sects. 4 and 5. We design one-bit half-adder in Sect. 6. Directions of further research are outlined in Sect. 7.

2. Topology optimisation

A topology optimisation in continuum mechanics aims to find a layout of a material within a given design space that meets specific optimum performance targets [20, 21, 22]. The topology optimisation is applied to solve a wide range of problems [23], e.g. maximisation of heat removal for a given amount of heat conducting material [24], maximisation of fluid flow within channels [25], maximisation of structure stiffness and strength [23], development of meta-materials satisfying specified mechanical and thermal physical properties [23], optimum layout of plies in composite laminates [26], the design of an inverse acoustic horn [23], modelling of amoeboid organism growing towards food sources [27], optimisation of photonics-crystal band-gap structures [28].

A standard method of the topology optimisation employs a modelling material layout that uses a density of material, \( \rho \), varying from 0 (absence of a material) to 1 (presence of a material), where a dependence of structural properties on the density of material is described by a power law. This method is known as Solid Isotropic Material with Penalisation (SIMP) [29]. An optimisation of the objective function consists in finding an optimum distribution of \( \rho \): \( \min_\rho f(\rho) \).

The problem can be solved in various numerical schemes, including the sequential quadratic programming (SQP) [30], the method of moving asymptotes (MMA) [31], and the optimality criterion (OC) method [23]. The topology optimisation problem can be replaced with a problem of finding a stationary point of an Ordinary Differential Equation (ODE) [19]. Considering density constraints on \( \rho \), the right term of ODE is equal to a projection of the negative gradient of the objective function. Such optimisation approach is widely used in the theory of projected dynamical systems [32]. Numerical schemes of topology optimisation solution can be found using simple explicit Euler algorithm. As shown in [33] iterative schemes match the algorithms used in bone remodelling literature [34].

In this work the topology optimisation problem as applied to heat conduction problems [35]. Consider a region in the space \( \Omega \) with a boundary \( \Gamma = \Gamma_D \cup \Gamma_N \), \( \Gamma_D \cap \Gamma_N = \emptyset \), separated for setting the Dirichlet (D) and the Neumann (N) boundary conditions. For the region \( \Omega \) we consider the steady-state heat equation given in:
\[ \nabla \cdot k \nabla T + f = 0 \text{ in } \Omega \]  
(1)

\[ T = T_0 \text{ on } \Gamma_D \]  
(2)

\[ (k \nabla T) \cdot n = Q_0 \text{ on } \Gamma_N \]  
(3)

where \( T \) is a temperature, \( k \) is a heat conduction coefficient, \( f \) is a volumetric heat source, and \( n \) is an outward unit normal vector. At the boundary \( \Gamma_D \) a temperature \( T = T_0 \) is specified in the form of Dirichlet boundary conditions, and at the boundary \( \Gamma_N \) of the heat flux \((k \nabla T) \cdot n\) is specified using Neumann boundary conditions. The condition \((k \nabla T) \cdot n = 0\) specified at the part of \( \Gamma_N \) means a thermal insulation (adiabatic conditions).

When stating topology optimisation problem for a solution of the heat conduction problems it is necessary to find an optimal distribution for a limited volume of conductive material in order to minimise heat release, which corresponds to designing a thermal conductive device. It is necessary to find an optimum distribution of material density \( \rho \) within a given area \( \Omega \) in order to minimise the cost function:

\[
\text{Minimize } C(\rho) = \int_{\Omega} \nabla T \cdot (k(\rho) \nabla T) \quad (4)
\]

Subject to \( \int_{\Omega} \rho < M \)  
(5)

In accordance with the SIMP method the region being studied can be divided into finite elements with varying material density \( \rho_i \) assigned to each finite element \( i \). A relationship between the heat conduction coefficient and the density of material is described by a power law as follows:

\[ k_i = k_{\text{min}} + (k_{\text{max}} - k_{\text{min}}) \rho_i^p, \quad \rho_i \in [0, 1] \]  
(6)

where \( k_i \) is a value of heat conduction coefficient at the \( i \)-th finite element, \( \rho_i \) is a density value at the \( i \)-th element, \( k_{\text{max}} \) is a heat conduction coefficient at \( \rho_i = 1 \), \( k_{\text{min}} \) is a heat conduction coefficient at \( \rho_i = 0 \), \( p \) is a penalisation power (\( p > 1 \)).

In order to solve the problem (1)–(6) we apply the following techniques used in the dynamic systems modelling. Assume that \( \rho \) depends on a time-like variable \( t \). Let us consider the following differential equation to determine density in \( i \)-th finite element, \( \rho_i \), when solving the problem stated in (1)–(6):

\[
\dot{\rho}_i = \lambda \left( \frac{C_i(\rho_i)}{\rho_i V_i} - \mu \right), \quad C_i(\rho_i) = \int_{\Omega_i} \nabla T \cdot (k_i(\rho) \nabla T) d\Omega \quad (7)
\]

where \( \dot{\rho}_i \) above denotes the derivative with respect to \( t \), \( \Omega_i \) is a domain of \( i \)-th finite element, \( V_i \) is a volume of \( i \)-th element, \( \lambda \) and \( \mu \) are positive constants characterising behaviour of
the model. This equation can be obtained by applying methods of the projected dynamical systems [33] or bone remodelling methods [34, 36, 37].

For numerical solution of equation (8) a projected Euler method is used [32]. This gives an iterative formulation for the solution finding $\rho_i^{n+1}$:

$$
\rho_i^{n+1} = \rho_i^n + q \left[ \frac{C_i(\rho_i^n)}{\rho_i^n V_i} - \mu^n \right]
$$

(8)

where $q = \lambda \Delta t$, $\rho_i^{n+1}$ and $\rho_i^n$ are the numerical approximations of $\rho_i(t + \Delta t)$ and $\rho_i(t)$, $\rho_{ev}$ is a specified mean value of density.

We consider a modification of equation (8):

$$
\rho_i^{n+1} = \begin{cases} 
\rho_i^n + \theta & \text{if } \frac{C_i(\rho_i^n)}{\rho_i^n V_i} - \mu^n \geq 0, \\
\rho_i^n - \theta & \text{if } \frac{C_i(\rho_i^n)}{\rho_i^n V_i} - \mu^n < 0,
\end{cases}
$$

(9)

where $\theta$ is a positive constant.

Then we calculate a value of $\rho_i^{n+1}$ using equation (9) and project $\rho_i$ onto a set of constraints:

$$
\rho_i^{n+1} = \begin{cases} 
\rho_{\text{max}} & \text{if } \rho_i^{n+1} > \rho_{\text{max}}, \\
\rho_i^{n+1} & \text{if } \rho_{\text{min}} \leq \rho_i^{n+1} \leq \rho_{\text{max}}, \\
\rho_{\text{min}} & \text{if } \rho_i^{n+1} < \rho_{\text{min}}
\end{cases}
$$

(10)

where $\rho_{\text{min}}$ is a specified minimum value of $\rho_i$ and $\rho_{\text{max}}$ is a specified maximum value of $\rho_i$. A minimum value is taken as the initial value of density for all finite elements: $\rho_i^0 = \rho_{\text{min}}$.

3. Specific parameters

The algorithm above is implemented in ABAQUS [38] using the modification of the structural topology optimisation plug-in, UOPTI, developed previously [39]. Calculations were performed using topology optimisation methods for the finite element model of $200 \times 200 \times 1$ elements. Cube-shaped linear hexahedral elements of DC3D8 type with a unit length edges were used in calculations. The elements used have eight integration points. The cost function value is updated for each finite element as a mean value of integration points for an element under consideration [38].

The model can be described by the following parameters: $\rho_{\text{min}}$ and $\rho_{\text{max}}$ are minimum and maximum values of $\rho_i$, $M = \sum_i \int_{\Omega_i} \rho_{ev} \, d\Omega$ is a mass of the conductive material, $\theta$ is an increment of $\rho_i$ at each time step, $p$ is a penalisation power, $k_{\text{max}}$ is a heat conduction coefficient at $\rho_i = 1$, $k_{\text{min}}$ is a heat conduction coefficient at $\rho_i = 0$. All parameters but $M$ are the same for all six (three devices with two type of boundary conditions) implementations: $\rho_{\text{max}} = 1$, $\rho_{\text{min}} = 0.01$, $\theta = 0.03$, $p = 2$, $K_{\text{max}} = 1$, $K_{\text{min}} = 0.009$.

The parameter $M$ is specified as follows: $M = 2000$ for AND, XOR in Dirichlet boundary conditions on inputs, and one-bit half-adder for both types of boundary conditions; $M = 800$ for AND gate and $M = 400$ for XOR gate in Neumann boundary conditions.
We use the following notations. Input logical variables are $x$ and $y$, output logical variable is $z$. They take values 0 (FALSE) and 1 (TRUE). Sites in input stimuli the simulated material are $I_x$ and $I_y$ (inputs), $O$, $O_1$, $O_2$ (outputs). Sites of outlets are $V$, $V_1$ and $V_2$ (temperature are set to 0 in the outlet, so we use symbol $V$ by analogy with vents in fluidic devices). Temperature at the sites is shown as $T_{I_x}$, $T_{I_y}$, $T_O$, $T_{O_1}$ etc. We show distances between as $l(I_x, I_y)$, $l(I_x, O)$ etc.

Logical values are represented by temperature: $x = 1$ is $T_{I_x} = 100$ and $x = 0$ is $T_{I_x} = 0$, the same for $y$. We input data in the gates by setting up thermal boundary conditions are set at the input sites and adiabatic boundary conditions for other nodes. The temperature at each point is specified by setting equal values in 4 neighbour nodes belonging to the same finite element. Temperature at outputs and outlets is set to zero of all experiments: $T_O = T_{O_1} = T_{O_2} = 0$, $T_V = T_{V_1} = T_{V_2} = 0$. To maintain specified boundary conditions we setup a thermal flow through the boundary points. Intensity of the flows is determined via solution of the thermal conductivity equation at each iteration. Therefore intensity of the thermal streams via input, output and outlet sites changes during the simulation depending on a density distribution of the conductive material. Namely, if we define zero temperature at a site the intensity of the stream though the site will be negative if a density of the conductive material is maximal; the intensity will be zero if the material density is minimal. In case when we do not define a temperature at a site the intensity is non-zero if the density is maximal and zero if the density is minimal. Therefore, instead of talking about temperature at the output we talk about thickness of the conductive material. Namely, if the material density value at the output site $O$ is minimal, $\rho_O = \rho_{\text{min}}$, we assume logical output 0 (FALSE). If the density $\rho_O = \rho_{\text{max}}$ we assume logical output 1 (TRUE). The material density for all finite elements is set to a minimum value $\rho_0 = \rho_{\text{min}}$ at the beginning of computation.

In case of Dirichlet boundary conditions in inputs, in $x = 0$ and $y = 0$ the temperature is constant and equal to zero at all points, therefore the temperature gradient is also zero, $\nabla T = 0$. The cost function is also equals to zero at all points: $C_i(\rho_i) = 0$. As the initial density for all finite elements is set to a minimum value $\rho_i^0 = \rho_{\text{min}}$ then from equations (9) and (10) follows that the density stays constant and equal to its minimum value $\rho_i^n = \rho_{\text{min}}$. Therefore, the density value at $O$ point is minimal, $\rho_O = \rho_{\text{min}}$ which indicates logical output 0. Further we consider only situations when one of the inputs is non-zero.

In case of Neumann boundary conditions in inputs a flux in each site is specified by setting the flux through the face of the finite element to which the site under consideration belongs. Adiabatic boundary conditions are set for other nodes. The logical value of $x$ is represented by the value of given flux in $I_x$, $Q_{I_x}$. The logical value of $y$ is represented by the value of given flux in $I_y$, $Q_{I_y}$. Flux $Q_{I_x} = 0$ represents $x = 0$ and flux $Q_{I_x} = 1$ represents $x = 1$.

Figures in the paper show density distribution of the conductive material. The maximum values of $\rho$ are shown by red colour, the minimum values by blue colour.
Figure 1: AND gate implementation with Dirichlet boundary conditions. (a) Scheme of inputs and outputs. (bc) Density distribution $\rho$ for inputs (b) $x = 1$ and $y = 0$ and (c) $x = 1$ and $y = 1$.

Figure 2: Density distribution, $\rho$, in the implementation of AND gate for inputs $x = 1$ and $y = 0$, Dirichlet boundary conditions for input points. The snapshots are taken at $t = 10, 20, 30, 40, 50,$ and $100$ steps.

4. AND gate

4.1. Dirichlet boundary conditions

Let us consider implementation of a AND gate in case of the Dirichlet boundary conditions in the input sites. The input $I_x$ and $I_y$ and output $O$ sites are arranged at the vertices of
Figure 3: Density distribution, $\rho$, in the implementation of AND gate for inputs $x = 1$ and $y = 1$, Dirichlet boundary conditions for input points. The snapshots are taken at $t=10$, 20, 30, 40, 50, and 100 steps.
Figure 4: AND gate implementation in case of Neumann boundary conditions. (a) Scheme of the gate. Density distribution, $\rho$, for inputs (b) $x = 1, y = 0$, (c) $x = 0, y = 1$, (d) $x = 1, y = 1$.

an isosceles triangle (Fig. 1a): $l(I_x, I_y) = 102, l(I_x, O) = 127, l(I_y, O) = 127$. The Dirichlet boundary conditions are set to $I_x$, $I_y$ and $O$. The material density distribution for inputs $x = 1$ and $y = 0$ is shown in Fig. 1b. The maximum density region connects $I_x$ with $I_y$ and no material is formed at site $O$, thus output is 0. The space-time dynamics of the gate is shown in Fig. 2. When both inputs are True, $x = 1$ and $y = 1$, domains with maximum density of the material span input sites with output site, $(I_x, O)$ and $(I_y, O)$ (Fig. 1c). Therefore the density value at the output is maximal, $\rho_O = \rho_{\text{max}}$ which indicated logical output 1 (True). Figure 3 shows intermediate results of density distribution in the gate for $x = 1$ and $y = 1$. Supplementary videos can be found here.

4.2. Neumann boundary conditions.

Let us consider the implementation of the AND in case of Neumann boundary conditions for input points. Scheme of the gate is shown in Fig. 4a. The distance between $I_x$ and $I_y$ is 40 points, the distance between $I_x$ and $V$ is 70 points and between $I_y$ and outlet $V$ 90 points. The output site $O$ is positioned in the middle of the segment $(I_x, I_y)$. Boundary conditions in $I_x$, $I_y$ and $V$ are set as fluxes, i.e. Neumann boundary conditions.

Figure 4b shows density distribution, $\rho$ for inputs $x = 1$ and $y = 0$. The maximum
Figure 5: Density distribution, $\rho$, in the implementation of AND gate for inputs $x = 1$ and $y = 1$, Neumann boundary conditions for input points. The snapshots are taken at $t = 10, 20, 30, 40, 50,$ and $200$ steps.
density region develops along the shortest path \((I_x, V)\). Therefore, the density value at \(O\) is minimal, \(\rho_O = \rho_{\text{min}}\), which represents logical output False. For inputs \(x = 0\) and \(y = 1\) (Fig. 4c) the maximal density region is formed along the path \((I_y, V)\), i.e. \(\rho_O = \rho_{\text{max}}\) and the logical output is False. The material density distribution for inputs \(x = 1\) and \(y = 1\) is shown in Fig. 4d. The maximum density region develops along the path \((I_y, I_x, V)\). Thus \(\rho_O = \rho_{\text{max}}\) and logical output is True.

Figure 5 shows intermediate results of simulating density distribution, \(\rho\), for inputs \(x = 1\) and \(y = 1\). At beginning of computation the material develops in proximity of \(I_x, I_y\) and \(V\) (Fig. 5a). Then \(I_x\) and \(V\) are connected by a domain with highest density of the material (Fig. 5b). The thinner region of high-density material is further develops between \(I_x\) and \(I_y\) (Fig. 5c–f).

5. \textbf{xor} gate

5.1. \textit{Dirichlet boundary conditions}

Let us consider the implementation of the xor gate in case of Dirichlet boundary conditions for input points. We use similar design as in \textit{AND} gate (Fig. 1) but use two inputs \(I_x\) and \(I_y\), output \(O\) and outlet \(V\). The site of output \(O\) in \textit{AND} gate is assigned outlet \(V\) function and the output site \(O\) is positioned in the middle of the segment connecting sites \(I_x\) and \(I_y\) (Fig. 6a). The temperature at \(V\) point is set to 0, \(T_V = 0\), no temperature boundary conditions are set at \(O\). If only one input is True a region of maximum density material is formed along a shortest path between \(I_x\) and \(I_y\). Therefore, the density value \(\rho_O = \rho_{\text{max}}\) thus indicated output True (Fig. 6b, \(x = 1\), \(y = 0\)). When both inputs variables are True, \(x = 1\) and \(y = 1\), maximum density regions are formed along the path \((I_x, V)\) and \((I_y, V)\) not along \((I_x, I_y)\). Thus \(\rho_0 = \rho_{\text{min}}\), i.e. logical output False (Fig. 6c, \(x = 1\), \(y = 1\)).

5.2. \textit{Neumann boundary conditions}.

Let us consider the implementation of \textit{xor} gate in case of Neumann boundary conditions for input points. The gate has five sites: inputs \(I_x\) and \(I_y\), output \(O\), outlets \(V_1\) and \(V_2\)
Figure 7: XOR gate implementation in case of Neumann boundary conditions. (a) Scheme of the gate. Density distribution, ρ, for inputs (b) $x = 1, y = 0$, (c) $x = 0, y = 1$, (d) $x = 1, y = 1$. 
Figure 8: One-bit half-adder implementation in case of Dirichlet boundary conditions. (a) Scheme of the adder. Density distribution, ρ, for inputs (b) $x = 1, y = 0$, (c) $x = 1, y = 1$.

(Fig. 7a). Sites $I_x$, $I_y$, $V_1$ and $V_2$ are vertices of the square with the side length 42 points. The output site $O$ is positioned at the intersection of diagonals of the square. Boundary conditions in $I_x$, $I_y$, $V_1$ and $V_2$ are set as fluxes, i.e. Neumann boundary conditions. To ensure convergence of solutions for the stationary problem of heat conduction (1) the fluxes at $V_1$ and $V_2$ are set equal to the negative half-sum of fluxes in $I_x$ and $I_y$: $Q_{V_1} = Q_{V_2} = -\frac{Q_{I_x} + Q_{I_y}}{2}$.

For $x = 1$ and $y = 0$ the maximum density domain is formed between $I_x$ and $V_1$ and between $I_x$ and $V_2$ (Fig 7b). The output site $O$ sits at the $(I_x, V_2)$ diagonal, therefore $\rho_O = \rho_{\text{max}}$, and thus the logical output is TRUE. When inputs are $x = 0$ and $y = 1$ the maximum density domain is formed between $I_y$ and $V_2$ and between $I_y$ and $V_1$ (Fig 7c). The output site $O$ sits at the $(I_y, V_1)$ diagonal, therefore $\rho_O = \rho_{\text{max}}$, and thus the logical output is TRUE. When goths inputs are TRUE, $x = 1$ and $y = 1$, domains of high-density material develop along shortest paths $(I_x, V_1)$ and $(I_y, V_2)$ (Fig 7d). These domain do not cover the site $O$, therefore logical output is FALSE.

6. One-bit half-adder

6.1. Dirichlet boundary conditions

To implement the one-bit half-adder in case of Dirichlet boundary conditions for input points we combine designs of AND and XOR gates (Figs. 1a and 6a). We introduce the following changes to the scheme shown in Fig 6a: the former outlet $V$ is designated as output $O_1$, the former output $O$ is designated as output $O_2$ (Fig 8a). Temperature value at $O_1$ is set zero, $T_{O_1} = 0$. No temperature boundary conditions are set at $O_2$. The output $O_1$ indicated logical value $xy$ and the output $O_2$ logical value $x \oplus y$. When only one of the inputs is TRUE and other FALSE, e.g. $x = 1$ and $y = 0$ as shown in Fig 8b, the density value at $O_1$ is minimal, $\rho_{O_1} = \rho_{\text{min}}$, and the density value at $O_2$ is maximal, $\rho_{O_2} = \rho_{\text{max}}$. Thus $O_1$ indicated FALSE and $O_2$ TRUE. For inputs $x = 1$ and $y = 1$ we have $\rho_{O_1} = \rho_{\text{max}}$ and $\rho_{O_2} = \rho_{\text{min}}$, i.e. logical outputs TRUE and FALSE, respectively.
Figure 9: One-bit half-adder implementation in case of Neumann boundary conditions. (a) Scheme of the adder. Density distribution, $\rho$, for inputs (b) $x = 1$, $y = 0$, (c) $x = 0$, $y = 1$, (b) $x = 1$, $y = 1$.

6.2. Neumann boundary conditions

Let us consider the implementation of one-bit half-adder in case of Neumann boundary conditions for input points. The devices consists of seven sites: two inputs $I_x$ and $I_y$, two outputs $O_1$ and $O_2$, three outlets $V_1$, $V_2$ and $V_3$ (Fig. 9a). Sites $I_x$, $I_y$, $O_1$ and $O_2$ are vertices of a square with the side length 40. The output $O_2$ is positioned at the intersection of diagonals of this square. The output $O_1$ is positioned at the middle of the segment connecting $V_2$ and $V_3$. The distance between $V_1$ and $V_3$ is 36 points, the distance between $V_3$ and $V_2$ is 51 points. The output $O_1$ represent logical function $xy$ and the output $O_2$ function $x \oplus y$. Boundary conditions in $I_1$, $I_2$, $V_1$, $V_2$ and $V_3$ are set as fluxes, thus corresponding to Neumann boundary conditions. To ensure convergence of solutions for the stationary problem of heat conduction (1) the flux values at $V_1$, $V_2$ and $V_3$ are set equal to one third of the negative sum of fluxes in $I_x$ and $I_2$: $Q_{V_1} = Q_{V_2} = Q_{V_3} = -\frac{Q_{I_x} + Q_{I_y}}{3}$.

Figure 9b shows results of calculating density distribution $\rho$ for inputs $x = 1$ and $y = 0$. There the maximum density region connects $I_x$ with $V_1$, $V_2$ and $V_3$. The density domain $(I_x, V_3)$ is not a straight line because the system benefits most when a of the segment $(I_x, V_3)$ coincide with the segment $(I_x, V_1)$. The site $O_2$ is covered by maximum density domain $(I_x, V_1)$, $\rho_{O_2} = \rho_{\text{max}}$, thus representing logical value True; the output $O_1$ is False because
Figure 10: Density distribution, $\rho$, in the implementation of one-bit half-adder for inputs $x = 1$ and $y = 1$, Neumann boundary conditions for input points. The snapshots are taken at $t=10$, 20, 30, 40, 50, and 69 steps.
The density distribution \( \rho \) calculated for inputs \( x = 0 \) and \( y = 1 \) is shown in Fig. 9c. The maximum density region connects \( I_y \) with \( V_1, V_2 \) and \( V_3 \) via paths \((I_y, V_1), (I_y, V_2), (I_y, V_3)\). The output \( O_2 \) belongs to \((I_y, V_2)\) therefore it indicates logical output \text{TRUE}. The output \( O_1 \) indicated \text{FALSE} because it is not covered by a high density domain.

The density distribution \( \rho \) calculated for inputs \( x = 1 \) and \( y = 1 \) is shown in Fig. 9d. The maximum density regions are developed along paths \((I_1, V_2), (I_2, V_1), (I_2, V_3)\) and \((V_2, V_3)\). There is heat flux between \( V_1 \) and \( V_2 \) which forms a segment of high density material. The high density material covers \( O_1 \), therefore the output \( O_1 \) indicate logical value \text{TRUE}. The output \( O_2 \) is not covered by a high density material, thus \text{FALSE}.

Figure 10 shows intermediate results of simulating density distribution \( \rho \) for inputs \( x = 1 \) and \( y = 1 \).

7. Discussion

We implemented logical gates and circuits using optimisation of conductive material when solving stationary problems of heat conduction. In the simplest case of two sites with given heat fluxes the conductive material is distributed between the sites in a straight line. The implementations of gates presented employ several sites, exact configuration of topologically optimal structures of the conductive material is determined by value of input variables. The algorithm of optimal layout of the conductive material is similar to a biological process of bone remodelling. The algorithm proposed can be applied to a wide range of biological networks, including neural networks, vascular networks, slime mould, plant routes, fungi mycelium. These networks will be the subject of further studies. In future we can also consider an experimental laboratory testing of the numerical implementations of logical gates, e.g. via dielectric breakdown tests, because the phenomenon is also described by Laplace’s stationary heat conduction equation which takes into account the evolution of conductivity of a medium determined by the electric current. The approach to developing logical circuits, proposed by us, could be used in fast-prototyping of experimental laboratory unconventional computing devices. Such devices will do computation by changing properties of their material substrates. First steps in this direction have been in designing Belousov-Zhabotinsky medium based computing devices for pattern recognition [41] and configurable logical gates [42], learning slime mould chip [7], electric current based computing [43], programmable excitation wave propagation in living bioengineered tissues [44], heterotic computing [45], memory devices in digital collides [46].

Supplementary materials

**XOR gate, Neumann boundary conditions**

- inputs \( x = 0, y = 1 \): [https://www.youtube.com/watch?v=osB12UqM3-w](https://www.youtube.com/watch?v=osB12UqM3-w)
- inputs \( x = 1, y = 0 \): [https://www.youtube.com/watch?v=lKMeu1nFuak](https://www.youtube.com/watch?v=lKMeu1nFuak)
- inputs \( x = 1, y = 1 \): [https://www.youtube.com/watch?v=AxdCVVtIqgk](https://www.youtube.com/watch?v=AxdCVVtIqgk)
One-bit half-adder, Neumann boundary conditions

- inputs $x = 0, y = 1$: https://www.youtube.com/watch?v=i81WTCrg8Lg
- inputs $x = 1, y = 0$: https://www.youtube.com/watch?v=impbwJXjCAM
- inputs $x = 1, y = 1$: https://www.youtube.com/watch?v=ubrgfzlAQkE

References

[1] B. D. L. Costello, A. Adamatzky, Experimental implementation of collision-based gates in Belousov–Zhabotinsky medium, Chaos, Solitons & Fractals 25 (3) (2005) 535–544.
[2] Y.-P. Gunji, Y. Nishiyama, A. Adamatzky, T. E. Simos, G. Psiloyios, C. Tsitouras, Z. Anastassi, Robust soldier crab ball gate, Complex systems 20 (2) (2011) 93.
[3] A. Adamatzky, J. Jones, R. Mayne, S. Tsuda, J. Whiting, Logical gates and circuits implemented in slime mould, in: Advances in Physarum Machines, Springer, 2016, pp. 37–74.
[4] A. Adamatzky, Hot ice computer, Physics Letters A 374 (2) (2009) 264–271.
[5] A. Adamatzky, T. Schubert, Slime mold microfluidic logical gates, Materials Today 17 (2) (2014) 86–91.
[6] J. F. Miller, S. L. Harding, G. Tufte, Evolution-in-materio: Evolving computation in materials, Evolutionary Intelligence 7 (1) (2014) 49–67.
[7] J. G. Whiting, J. Jones, L. Bull, M. Levin, A. Adamatzky, Towards a Physarum learning chip, Scientific Reports 6.
[8] H. Broersma, F. Gomez, J. Miller, M. Petty, G. Tufte, Nascence project: Nanoscale engineering for novel computation using evolution, International journal of unconventional computing 8 (4) (2012) 313–317.
[9] S. Bose, C. Lawrence, Z. Liu, K. Makarenko, R. van Damme, H. Broersma, W. van der Wiel, Evolution of a designless nanoparticle network into reconfigurable boolean logic, Nature nanotechnology.
[10] H. Broersma, J. F. Miller, S. Nichele, Computational matter: Evolving computational functions in nanoscale materials, in: Advances in Unconventional Computing, Springer, 2017, pp. 397–428.
[11] A. Adamatzky, Advances in Physarum machines: Sensing and computing with slime mould, Vol. 21, Springer, 2016.
[12] P. Christen, K. Ito, R. Ellouz, S. Boutry, E. Sornay-Rendu, R. D. Chapurlat, B. van Rietbergen, Bone remodelling in humans is load-driven but not lazy, Nature communications 5.
[13] B. Mazzolai, C. Laschi, P. Dario, S. Mugnai, S. Mancuso, The plant as a biomechatronic system, Plant Signaling & Behavior 5 (2) (2010) 90–93.
[14] J. Bruthans, J. Soukup, J. Vaculikova, M. Filippi, J. Schweigstillova, A. L. Mayo, D. Masin, G. Klettetschka, J. Rihosek, Sandstone landforms shaped by negative feedback between stress and erosion, Nature Geoscience 7 (8) (2014) 597–601.
[15] W. Achtziger, M. Bendsøe, J. E. Taylor, An optimization problem for predicting the maximal effect of degradation of mechanical structures, SIAM Journal on Optimization 10 (4) (2000) 982–998.
[16] A. J. Turner, J. F. Miller, Neuroevolution: Evolving heterogeneous artificial neural networks, Evolutionary Intelligence 7 (3) (2014) 135–154.
[17] W. Banzhaf, G. Beslon, S. Christensen, J. A. Foster, F. Képès, V. Lefort, J. F. Miller, M. Radman, J. J. Ramsden, Guidelines: From artificial evolution to computational evolution, Nature Reviews Genetics 7 (9) (2006) 729–735.
[18] J. F. Miller, K. Downing, Evolution in materio: Looking beyond the silicon box, in: Evolvable Hardware, 2002. Proceedings. NASA/DoD Conference on, IEEE, 2002, pp. 167–176.
[19] A. Klarbring, B. Torstensfelt, Dynamical systems and topology optimization, Structural and multidisciplinary optimization 42 (2) (2010) 179–192.
[20] M. P. Bendsoe, O. Sigmund, Topology optimization: theory, methods, and applications, Springer Science & Business Media, 2013.
[21] B. Hassani, E. Hinton, Homogenization and structural topology optimization: theory, practice and software, Springer Science & Business Media, 2012.
[22] X. Huang, M. Xie, Evolutionary topology optimization of continuum structures: methods and applications, John Wiley & Sons, 2010.
[23] M. Bendsoe, E. Lund, N. Olhoff, O. Sigmund, Topology optimization-broadening the areas of application, Control and Cybernetics 34 (1) (2005) 7.
[24] A. Bejan, Constructal-theory network of conducting paths for cooling a heat generating volume, International Journal of Heat and Mass Transfer 40 (4) (1997) 799–816.
[25] T. Borrvall, J. Petersson, Topology optimization of fluids in Stokes flow, International journal for numerical methods in fluids 41 (1) (2003) 77–107.
[26] J. Stegmann, E. Lund, Discrete material optimization of general composite shell structures, International Journal for Numerical Methods in Engineering 62 (14) (2005) 2009–2027.
[27] A. A. Safonov, J. Jones, Physarum computing and topology optimisation, International Journal of Parallel, Emergent and Distributed Systems (2016) 1–18.
[28] H. Men, K. Y. Lee, R. M. Freund, J. Peraire, S. G. Johnson, Robust topology optimization of three-dimensional photonic-crystal band-gap structures, Optics express 22 (19) (2014) 22632–22648.
[29] M. Zhou, G. Rozvany, The COC algorithm, Part II: topological, geometrical and generalized shape optimization, Computer Methods in Applied Mechanics and Engineering 89 (1-3) (1991) 309–336.
[30] R. Wilson, A simplicial method for convex programming, Harvard University, Cambridge, MA.
[31] K. Svanberg, The method of moving asymptotes: a new method for structural optimization, International journal for numerical methods in engineering 24 (2) (1987) 359–373.
[32] A. Nagurney, D. Zhang, Projected dynamical systems and variational inequalities with applications, Vol. 2, Springer Science & Business Media, 2012.
[33] A. Klarbring, B. Torstenfelt, Dynamical systems, SIMP, bone remodeling and time dependent loads, Structural and Multidisciplinary Optimization 45 (3) (2012) 359–366.
[34] T. P. Harrigan, J. J. Hamilton, Bone remodeling and structural optimization, Journal of biomechanics 27 (3) (1994) 323–328.
[35] A. Gersborg-Hansen, M. P. Bendsoe, O. Sigmund, Topology optimization of heat conduction problems using the finite volume method, Structural and multidisciplinary optimization 31 (4) (2006) 251–259.
[36] M. Mullender, R. Huiskes, H. Weinaus, A physiological approach to the simulation of bone remodeling as a self-organizational control process, Journal of biomechanics 27 (11) (1994) 1389–1394.
[37] W. Payten, B. Ben-Nissan, D. Mercert, Optimal topology design using a global self-organisational approach, International journal of solids and structures 35 (3) (1998) 219–237.
[38] Abaqus Analysis User Manual, Version 6.14. (2014).
URL http://www.3ds.com/productsservices/
[39] A. A. Safonov, B. N. Fedulov, Universal Optimization Software – UOPTI (2015).
URL http://uopti.com/
[40] A. A. Safonov, Youtube Channel of Alexander Safonov (2016).
URL https://www.youtube.com/channel/UCjeLUoUN0dfuUDQjZC0zThg
[41] Y. Fang, V. V. Yashin, S. P. Levitan, A. C. Balazs, Pattern recognition with “materials that compute”, Science Advances 2 (9) (2016) e1601114.
[42] A. Wang, J. Gold, N. Tompkins, M. Heymann, K. Harrington, S. Fraden, Configurable nor gate arrays from belousov-zhabotinsky micro-droplets, The European Physical Journal Special Topics 225 (1) (2016) 211–227.
[43] S. Ayrrinhac, Electric current solves mazes, Physics Education 49 (4) (2014) 443.
[44] H. M. McNamara, H. Zhang, C. A. Werley, A. E. Cohen, Optically controlled oscillators in an engineered bioelectric tissue, Physical Review X 6 (3) (2016) 031001.
[45] V. Kendon, A. Sebald, S. Stepney, Heterotic computing: exploiting hybrid computational devices, Phil. Trans. R. Soc. A 373 (2046) (2015) 20150091.
[46] C. L. Phillips, E. Jankowski, B. J. Krishnamoorthy, K. V. Edmond, S. Sacanna, D. G. Grier, D. J. Pine, S. C. Glotzer, Digital colloids: reconfigurable clusters as high information density elements, Soft matter
