Modified framework for sarcasm detection and classification in sentiment analysis
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ABSTRACT

Sentiment analysis is directed at identifying people's opinions, beliefs, views and emotions in the context of the entities and attributes that appear in text. The presence of sarcasm, however, can significantly hamper sentiment analysis. In this paper a sentiment classification framework is presented that incorporates sarcasm detection. The framework was evaluated using a non-linear Support Vector Machine and Malay social media data. The results obtained demonstrated that the proposed sarcasm detection process could successfully detect the presence of sarcasm in that better sentiment classification performance was recorded. A best average F-measure score of 0.905 was recorded using the framework; a significantly better result than when sentiment classification was performed without sarcasm detection.
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1. INTRODUCTION

User generated content, acquired from social media, has been extensively analysed so as to identify people's emotions, perspectives, views, beliefs and sentiments towards situations, products, services, other individuals and organisations [1]. Such Sentiment Analysis (SA) focuses on the positive and negative labelling of comments. However, the presence of sarcasm in user comments can adversely affect the quality of the SA. When sarcastic content is included in what would be considered to be a positive statement, the meaning is intended to be negative, and vice versa [2]. The use of sarcasm is particularly prevalent in the context of political exchanges such as in the case of discussion forums. The overall affect of sarcasm is to 'flip' the expressed sentiment [3]. A failure to detect sarcasm will clearly affect the output from SA systems [4]. Extensive work has been reported directed at overcoming the sarcasm problem using a range of techniques [5]. However, to the best knowledge of the authors, no work has been conducted whereby sarcasm detection and classification have been incorporated into a sentiment classification framework as proposed in this paper.

The objective of the work presented in this paper can be summarized as: given an opinionated text comment \( x \), determine whether \( x \) expresses a positive or negative sentiment after considering whether sarcasm is present or not. More specifically this paper presents a sentiment classification framework that incorporates sarcasm detection and classification. Initial sentiment classification is performed on the preprocessed texts from which features are selected and extracted. Sarcasm detection and classification are performed later. The aim is firstly to detect the presence of sarcasm, and then, as consequence, to flip the initial classification. Actual sentiment classification is thus performed at the end of the process.
2. RELATED WORK

Sarcasm is a type of verbal irony that implies the opposite meaning of the literal meaning of what was said [6], [7]. Along with hyperbole, jocularity, rhetorical questions and understatements, the idea is to convey a combination of obvious and more subtle interpersonal meanings. However, the study of sarcasm in linguistics [8], [9] and computation [10]–[12] has indicated that the presence of sarcasm in a negative text does not always indicate the opposite of what the speaker meant, hence when undertaking SA we cannot simply reverse the 'polarity'.

There has been some previous work directed at extracting opinions from text (commentary) that may feature sarcastic content. The system proposed in [13] adopts a Natural Language Processing (NLP) approach and features a process comprising eight steps which aim to detecting sarcastic opinions and consequently flipping polarity at fifth step, and determining the final polarity value for each target opinion at eighth step. To detect sarcastic statement, the authors suggested adopting the ‘contextual valence shifter’ proposed in [14]. Valence calculation was performed at the sentence level using a positive and negative valence corpus to flip polarity. The authors also employed the work presented in [15], where pattern and punctuation based features were used, and the work of [16] where lexical and pragmatic features were used, to characterise a sarcastic word. However, no experiments were reported concerning the evaluation of the proposed framework.

In [17] a parsing-based unsupervised approach was proposed directed at Twitter data. The system adopted two approaches to identify sarcastic tweets, the first using parsing-based lexicon generation and the second using interjection word enrichment. Polarity identification was conducted in an automated manner. Supervised learning was then used to classify sentiment as negative, positive or neutral. The proposed system was tested using two sets of tweets, one that featured the sarcasm hashtag and one that did not feature the sarcasm hashtag. The best F-score recorded for sarcastic hashtag tweets was 0.84 using the lexicon generation approach, and 0.90 for the interjection word enrichment approach, outperforming results obtained using the set of tweets without the sarcastic hashtag.

The system presented in [18] was also directed at detecting the presence, or otherwise, of sarcasm in social media comment. The system operated in the following manner: comment acquisition, post-processing of the acquired comments, corpus creation, features extraction and selection and final classification. For the evaluation reported, tweets were used which had been annotated and indexed according to the hashtags produced by users. The lexical features used were n-grams (unigrams and bigrams) contained in LIWC [19] and WordNet-Affect [20]. Emoticons, punctuation and common ground (user reply and name characteristics) were used as pragmatic features. Chi-squared feature selection was applied to identify useful features. Naive Bayes, Logistic Regression and Support Vector Machines (SVM) were employed for the classification. It was found that the binary classification outperformed the three-way classification when an SVM classifier was employed. A best accuracy of 0.783 was reported in the context of polarity based classification (positive versus negative), and an accuracy of 0.730 in the case of sarcastic versus negative classification.

The systems briefly described above [13], [17], [18] use unsupervised or supervised approaches to identifying sarcastic text (commentary). The systems classified text as being either: positive, negative or sarcastic. In this paper some of the ideas presented with respect to these three systems have been adapted so that a positive or negative sentiment classification can be arrived at regardless of whether the text includes sarcasm or not.

3. THE PROPOSED FRAMEWORK

In this paper, we propose a framework to support SA that consists of six main modules: (i) preprocessing of text, (ii) extraction of features, (iii) feature selection, (iv) initial sentiment classification, (v) sarcasm detection and classification, and (vi) final sentiment classification. Figure 1 shows the proposed framework. Initial sentiment classification refers to regular sentiment classification before considering sarcasm detection, while final sentiment refers to final sentiment classification after performing sarcasm detection and classification. In this framework, the most critical module is the detection of sarcasm and classification. It was conjectured that the ability of the proposed work to identify accurately the presence of sarcasm in texts would result in better final sentiment classification with respect to initial sentiment classification. Details concerning each of the above modules, with respect to the proposed framework, are given in Sub-sections 3.1 to 3.6.
3.1. Preprocessing
Social media text contains a significant amount of noise including: spelling errors, non-standard words, stylistic words, short form words and repetitions. Classification accuracy is increasingly affected as the presence of noise increases [21]. The presence of noisy text also causes 'dispersion', where same features are treated as different features, which results in poor performance when building a classifier [22]. The preprocessing module employed in this paper involved tokenization, spell checking and stopword removal. Tokenization breaks the corpus into words and symbols such as punctuations and hashtags (#). A correspondence dictionary was used to correct misspelled words. Stopword removal was performed to eliminate meaningless words.

3.2. Feature Extraction
Three categories of NLP based features were considered: syntactic, pragmatic and prosodic. This was the feature combination mechanism proposed in [23] which was adopted because this had demonstrated improvement in sarcasm detection in comparison with comparator mechanisms. The output of this module was a set of feature vectors (one per text) each comprised of Term Frequency - Inverse Document Frequency (TF-IDF) values normalized to document (text) length.

3.2.1. Syntactic Feature Extraction
Syntactic features play an important role in providing information concerning the syntactic structure of documents. In this paper, common syntactic features Part of Speech (POS) tags were used. Four groups of POS tag: NOUN, VERB, ADJECTIVE and ADVERB were selected. The Penn Treebank POS [24] tagset was chosen to tag the tokenized words. Each of the tags was then mapped into each corresponding group. Only the tokenized words associated with the four selected POS groups, as described above, were retained in the text. A word-tag pair representation was used to represent the syntactic features as this has been shown to produce improved sentiment classification performance compared to using words or tags alone [25].

3.2.2. Pragmatic Feature Extraction
Pragmatic features are intended to emphasize the meaning of the content of sentences that may include sarcasm [26]. Emoticons, 'heavy' punctuation, hashtags (#) and repeated words are examples of pragmatic features. Punctuation marks are considered to be pragmatic features, instead of sentence segmentators, because of their potential to indicate sarcasm [27]. Heavy punctuation, for example high occurrences of various punctuation marks, is often an indicator of the presence of sarcasm in text (comment). The punctuation marks considered in this framework were: question marks ('?'), exclamation marks ('!') and quotation marks (' ’ and " "). Hashtags (#) were also considered as it is used commonly to indicate the presence of sarcasm [28]. The length of a sequence of punctuation marks was reduced to a maximum of three characters to avoid dispersion.

Figure 1. The framework to support SA using sarcasm detection and classification
3.2.3. Prosodic Feature Extraction

Prosodic features involve different pitches, loudness, timing and tempos in writing [29]. Interjections are an example of prosodic features. A list of interjections [30] was employed to compare and extract the interjections from the text.

3.3. Feature Selection

To select only the most significant features, feature selection was applied. To this end Pearson's correlation coefficient was chosen to support feature selection. The features were ranked based on the generated coefficients. Only the top N features were used for classification purposes.

3.4. Initial Sentiment Classification

The initial sentiment classification module classifies text as displaying either positive or negative sentiment. In the work presented in this paper, non-linear SVM was used to generate the classifier because it has been shown to perform well in the context of supervised classification [18]. The variation of non-linear SVM used was LibSVM [31] as provided within the Weka [32] data mining workbench.

3.5. Sarcasm Detection and Classification

This module was derived from an approach to detect and classify sarcasm reported in [12]. It has two sub-processes: sarcasm detection and classification. Figure 2 shows the process of sarcasm detection and classification of a given text after initial sentiment classification has been performed. The aim of this module was to identify and classify texts that contain sarcastic features. Texts that have been identified as positive by the initial sentiment classification will be further classified as either positive sarcastic (sarcastic features occur in the text) or true positive. Similarly, texts that have been identified as negative by the initial sentiment classification module will be further classified as either negative sarcastic or true negative.

![Figure 2. Sarcasm detection and classification of sentiment](image)

3.6. Actual Sentiment Classification

As mentioned in the foregoing sections, sarcastic content tends to reverse the actual sentiment of the texts. Therefore, once sarcasm has been detected, actual sentiment classification will be performed using polarity flipping [33], [34]. The polarity flipping is employed to reverse the initial sentiment classification results based on linguistic hypotheses. Two hypotheses were considered in this paper: to flip all texts identified as containing sarcasm (positive and negative sarcastic) or to flip only positive texts containing sarcasm (positive sarcastic).

3.6.1. Flip Both Positive Sarcastic and Negative Sarcastic

The first hypothesis considers sarcasm as indicating something opposite to what the speaker meant [6], [7]. When sarcastic content is used in a positive statement, the speaker is actually saying something negative, and vice versa [2], [28]. Based on this hypothesis, the polarity of positive sarcastic text will be flipped to negative, and negative sarcastic text will be flipped to positive. Figure 3(a) shows the polarity flip based on this hypothesis.
3.6.2. Flip positive sarcastic only
The second hypothesis states that sarcasm in negative statement does not always deliver the opposite of what the speaker meant. This hypothesis was derived from the sarcasm linguistic studies presented in [8], [9] and the computational experiments reported in [10]-[12]. Based on this hypothesis, only the polarity of positive sarcastic text should be flipped to negative, whilst negative sarcastic text should remain negative. Figure 3(b) shows the polarity flip based on this second hypothesis.

4. EXPERIMENTAL SETUP AND RESULTS
This section describes the dataset used to evaluate the framework and the nature of the experiments conducted; and a discussion of the results obtained.

4.1. The Dataset
To evaluate the proposed framework, a Malay social media dataset was used [12]. The texts were annotated by three human annotators. Three annotations were produced: (i) the sentiments of the texts (positive, negative or neutral), (ii) the existence of sarcasm or otherwise (sarcastic vs. non-sarcastic), and (iii) where sarcasm was considered to exist the positivity and negativity of the sarcasm (positive sarcasm vs. positive sentiment, and negative sarcasm vs. negative sentiment). Only texts labeled as positive or negative, and agreed by all annotators were considered in the experiments. Hence, a subset of 1970 texts was derived from the original 3000 texts.

4.2. Experimental Setup
The aim of the experiment was to evaluate the effectiveness of the proposed framework in supporting sentiment analysis. To achieve this, five sets of experiments were conducted. The first was to identify the performance of the initial sentiment analysis on the dataset and features used. The second was to measure the performance of sarcasm detection. The third and fourth set of experiments were conducted to evaluate the performances of positive and negative sarcasm classifications. The final set of experiment was conducted to evaluate the performance of actual sentiment classification, where polarity flipping was used to reverse the initial sentiment of texts where the presence sarcasm had been detected. All experiments were conducted using 10-fold cross validation and the Weka Knowledge Flow [35].

4.2.1. Preprocessing
The dataset was first tokenized, followed by spellchecking and stopword removal as described in Sub-section 3.1. The Malay and English dictionaries were used to correct misspelled words. Stopword removal was applied using both Malay [36] and English [37] stopword lists.

4.2.2. Feature Extraction and Selection
During the feature extraction stage, both the original bilingual dataset and its translation to English were considered. The reason was to preserve the original and translated features from the text that might include sarcasm in Malay and/or English. The process of feature extraction consists of two main steps: (i)
extraction of the pragmatic and prosodic (Malay) features from the original bilingual data, and (ii) translation of the bilingual data to English and extraction of English prosodic and syntactic features. In the first step, the pragmatic and Malay prosodic features were extracted from the preprocessed original bilingual dataset. Four pragmatic features were extracted: question marks (?), exclamation marks (!), quotation marks (’ ’ and “ ”), and hashtags (#). The Malay prosodic features were identified using the Malay list of interjections. In the end, 40 prosodic features were extracted from the original bilingual dataset. In the second step, the original bilingual dataset was translated to English using Google Translate [38]. Although the resulting translations were by no means perfect, they were judged to produce translations that were sufficiently accurate to support further analysis, better than the translations obtained using Moses or Bing [39]. The English prosodic features were identified using an English lists of interjections. In the end, a total of 26 prosodic features were extracted from the translated dataset. Next, syntactic features were extracted. Four POS tag groups: NOUN, VERB, ADJECTIVE and ADVERB, were extracted using the Python Natural Language Toolkit (NLTK) [40]. Word-tag pairs were extracted to represent each of the texts. The total number of syntactic features obtained was 3695. All the extracted features were then vectorized and normalized to the individual text lengths (TF-IDF). With respect to the feature selection, the top 25%, 50% and 75% of the features were selected based on the Pearson’s correlation coefficient ranking. Details of the number of features for each set of experiments, and the size of the dataset in each case, are given in Table 1.

Table 1. The Number of Features Used for Experimentation

| Experiment                        | Dataset size | 25%  | 50%  | 75%  | Full  |
|-----------------------------------|--------------|------|------|------|-------|
| Initial sentiment classification   | 1970         | 941  | 1883 | 2824 | 3765  |
| Sarcasm detection                 | 802          | 514  | 1028 | 1542 | 2056  |
| Sarcasm positivity classification  | 1168         | 686  | 1372 | 2058 | 2744  |
| Sarcasm negativity classification | 1970         | 941  | 1883 | 2824 | 3765  |

4.3. Experimental Results

The experiments were designed to consider only binary classification. Average F-measure ($F_{avg}$) was used to measure classification performance, formulated as:

$$F_{avg} = \frac{F_i \cdot c_j + F_j \cdot c_i}{c_i + c_j}$$

where $F_i$ is the F-measure for class i and $c_i$ is the number of documents in class i, while $F_j$ is the F-measure for class j and $c_j$ is the number of documents in class j. The F-measure ($F$) is the harmonic mean of precision and recall for each class i and j.

4.3.1. Initial Sentiment Classification

In this set of experiment, the texts were classified as having either positive or negative sentiment. Table 2 shows the results obtained. The best sentiment classification performance was recorded when using the top 25% features, with an $F_{avg}$ score of 0.839. The worst was recorded when all features were used for classification $F_{avg} = 0.611$.

Table 2. Results of Initial Sentiment Classification (Positive vs. Negative)

| Experiment                        | 25%  | 50%  | 75%  | Average F-measure ($F_{avg}$) |
|-----------------------------------|------|------|------|-------------------------------|
| Initial sentiment classification   | 0.839| 0.623| 0.754| 0.611                         |

4.3.2. Sarcasm Detection

For the second set of experiments, the texts were classified as being either sarcastic or non-sarcastic. The best sarcasm detection was recorded when using the top 50% of the features, with an $F_{avg}$ score of 0.852 as shown in Table 3. As in the case of the results obtained with respect to sentiment classification, sarcasm detection with all features produced the worst performance with an $F_{avg}$ score of 0.664.
Table 3. Results of Sarcasm Detection and Sarcasm Classification

| % Feature Selection (FS) size | 25% | 50% | 75% | Full Average F-measure ($F_{avg}$) |
|-----------------------------|-----|-----|-----|---------------------------------|
| Experiment                  |     |     |     |                                 |
| Sarcasm detection           | 0.755 | 0.852 | 0.737 | 0.664 |
| Sarcasm positivity classification | 0.942 | 0.787 | 0.776 | 0.767 |
| Sarcasm negativity classification | 0.909 | 0.797 | 0.614 | 0.593 |

4.3.3. Sarcasm Positivity and Negativity Classification

Table 3 also shows the results for sarcasm classification. For positive sarcasm classification, the texts were classified as being either positive sarcastic or true positive. The best result was again recorded when using the top 25% of the features, with an $F_{avg}$ score of 0.942. Negative sarcasm, where texts were classified as being negative sarcastic or true negative, produced a lower best $F_{avg}$ score of 0.909 compared to positive sarcasm classification. In fact, the negative sarcasm classification produced lower performances than positive sarcasm in most cases regardless of the number of features used. This may be due to difficulties in recognizing the negative sarcastic features from true negative texts compared to positive sarcasm classification.

4.3.4. Actual Sentiment Classification

The results of the actual sentiment classification are shown in Table 4. In this experiment, the texts were classified in terms of positive or negative sentiment. When polarity flipping was applied on both positive and negative sarcastic texts, the best $F_{avg}$ score recorded was 0.899 using the top 25% features. However, the best $F_{avg}$ result with respect to actual sentiment classification was recorded when polarity flipping was applied only the positive sarcastic texts, where the $F_{avg}$ scores of 0.905 recorded using the top 25% features. In most cases, the best performing results were obtained when using only the top 25% of the features. Whatever the case, the actual sentiment classification improved on the initial sentiment classification in all cases.

Table 4. Results of Actual Sentiment Classification

| % Feature Selection (FS) size | 25% | 50% | 75% | Full Average F-measure ($F_{avg}$) |
|-----------------------------|-----|-----|-----|---------------------------------|
| Experiment                  |     |     |     |                                 |
| Actual sentiment classification (Flip both positive sarcastic & negative sarcastic) | 0.899 | 0.715 | 0.671 | 0.666 |
| Actual sentiment classification (Flip positive sarcastic only) | 0.905 | 0.903 | 0.903 | 0.900 |

4.4. Analysis of Results

Based on the results shown in Tables 2, 3 and 4, it can be observed that the performance of the sentiment classification was improved by 6.6% after considering sarcastic texts (the initial sentiment classification produced a best $F_{avg}$ of 0.839 while the actual sentiment classification produced best $F_{avg}$ of 0.905).

5. CONCLUSION

This paper has presented a framework to support SA by utilizing sarcasm detection and classification. A framework comprised of six modules is proposed: preprocessing, feature extraction, feature selection, initial sentiment classification, sarcasm detection and classification, and actual sentiment classification. A non-linear SVM was used for classification purposes with respect to the reported experiments. Comparison of SA without sarcasm detection (initial sentiment classification) against classification with sarcasm detection (actual sentiment classification) demonstrated that the latter produced a better classification performance.
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