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Abstract—We consider convex and nonconvex constrained optimization with a partially separable objective function: agents minimize the sum of local objective functions, each of which is known only by the associated agent and depends on the variables of that agent and those of a few others. This partitioned setting arises in several applications of practical interest. We propose what is, to the best of our knowledge, the first distributed, asynchronous algorithm with rate guarantees for this class of problems. The objective function is nonconvex, the algorithm provably converges to a stationary solution at a sublinear rate whereas linear rate is achieved under the renowned Luo-Tseng error bound condition (which is less stringent than strong convexity). Numerical results on matrix completion and LASSO problems show the effectiveness of our method.
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I. INTRODUCTION

We study distributed, nonsmooth, nonconvex optimization with a partially separable sum-cost function. Specifically, consider a set of $N$ agents, each of them controlling/ updating a subset of the $n$ variables $x_i \in \mathbb{R}^n$. Partitioning $x = (x_1^T, \ldots, x_N^T)^T, x_i \in \mathbb{R}^{n_i}$ is the block of variables owned by agent $i \in \mathcal{N} \triangleq \{1, \ldots, N\}$, with $\sum_{i=1}^N n_i = n$. All agents cooperatively aim at solving the following problem:

$$\min_{x \in \mathbb{R}^n, i \in \mathcal{N}} V(x) \triangleq \sum_{i=1}^N f_i(x_{N_i}) + \sum_{i=1}^N g_i(x_i), \quad (P)$$

where $\mathcal{N}_i$ denotes a small subset of $\mathcal{N}$ including the index $i$ and $x_{N_i} \triangleq [x_j]_{j \in \mathcal{N}_i}$ denotes the column vector containing the blocks of $x$ indexed by $\mathcal{N}_i$; $X_i \subseteq \mathbb{R}^{n_i}$ is a closed convex set; $f_i$ is a smooth (nonconvex) function that depends only on $x_{N_i}$; and $g_i$ is a convex (nonsmooth) function, instrumental to encode structural constraints on the solution, such as sparsity. Both $f_i$ and $g_i$ are assumed to be known only by agent $i$.

The above formulation is motivated by a variety of applications of practical interest. For instance, loss functions arising from many machine learning problems have the “sparse” pattern of $V$ in $(P)$: $n$ and $N$ are both very large but each $f_i$ depends only on a small number of components of $x$, i.e., each subvector $x_{N_i}$ contains just a few components of $x$. The same partitioned structure in $(P)$ is suitable also to model networked systems wherein agents are connected through a physical communication network and can communicate only with their immediate neighbors. In this setting, often $\mathcal{N}_i$ represents the set of neighbors of agent $i$ (including agent $i$ itself). Examples of such applications include resource allocation problems and network utility maximization [1], state estimation in power networks [2], cooperative localization in wireless networks [3], and map building in robotic networks. Some concrete instances of Problem $(P)$ are discussed in Sec. II.

A. Major contributions

We focus on the design of distributed, asynchronous algorithms for $(P)$, in the following sense: i) Agents can update their block-variables at any time, without any coordination; and ii) when updating their own variables, agents can use a delayed out-of-sync information from the others. No constraint is imposed on the delay profiles: delays can be arbitrary, possibly time-varying (but bounded). This model captures several forms of asynchrony: some agents execute more iterations than others; some agents communicate more frequently than others; and inter-agent communications can be unreliable and/or subject to unpredictable, unknown, time-varying delays.

While several forms of asynchrony have been studied in the literature–see Sec. II for an overview of most relevant results–we are not aware of any distributed scheme that is compliant to the asynchronous model (i)-(ii) and tailored to the partitioned (nonconvex) distributed formulation $(P)$. This paper fills this gap and proposes a general distributed, asynchronous algorithmic framework for convex and nonconvex instances of $(P)$. The algorithm builds on Successive Convex Approximation (SCA) techniques: agents solve asynchronously [in the sense (i) and (ii) above] strongly convex approximations of the original problem $(P)$ by using (possibly) outdated information on the variables and the gradients of the other agents. No specific activation mechanism for the agents’ updates, coordination, or communication protocol is assumed, but only some mild conditions ensuring that information used in the updates does not become infinitely old. For nonconvex instances of $V$, we prove that i) every limit point of the sequence generated by the proposed asynchronous algorithm is a stationary solution of $(P)$, and ii) a suitable measure of stationarity vanishes at a sublinear rate. When $V$ further satisfies the Luo-Tseng error bound condition [4], both the sequence and the objective value converge at an $R$-linear rate (when $V$ is nonconvex, convergence is to stationary solutions). This error bound condition is weaker than strong convexity and it is...
satisfied by a variety of problems of interest, such as LASSO, Group LASSO, and Logistic Regression, just to name a few (cf. Sec. III-A). While linear convergence under error bounds has been proved for many centralized algorithms [4], [6]–[9], we are not aware of any such a result in the distributed setting; current works require strong convexity to establish linear rate of synchronous and asynchronous distributed algorithms (see, e.g., [10]–[12] and references therein). As a byproduct, our results provide also a positive answer to the open question whether linear convergence could be proved for distributed asynchronous algorithms solving highly dimensional empirical risk minimization problems, such as LASSO and Logistic Regression, a fact that was empirically observed but, to our knowledge, never proved.

B. Related Works

Since the seminal work [13], asynchronous parallelism has been applied to several centralized solution methods, including (randomized) block-coordinate descent schemes [9], [13]–[17], and stochastic gradient algorithms [13], [19]. However, those methods are not applicable to Problem (P), since they would require each agent to know the entire objective function $V$.

Distributed schemes exploring (some form of) asynchrony have been studied in [20]–[39]; next, we group them based upon the asynchrony features (i) and (ii).

(a) Random activation and no delays [20]–[27], [40]: While substantially different in the form of the updates performed by the agents, these schemes are all asynchronous in the sense of feature (i) only. Agents (or edge-connected agents) are randomly activated but, when performing their computations/updates, they must use the current information from their neighbors. This means that no form of delay is allowed. Furthermore, between two activations, agents must be in idle mode (i.e., able to continuously receive information). Some form of coordination is thus needed to enforce the above conditions. All the schemes in this group but [26] can deal with convex objectives only; and none of the above works provide a convergence rate or complexity analysis.

(b) Synchronous activation and delays [28]–[33]: These schemes consider synchronous activation/updates of the agents, which can tolerate fixed computation delays (e.g., outdated gradient information) [28], [29] or fixed [30], [33] or time-varying [31], [32] communication delays. However delays cannot be arbitrary, but must be such that no loss can ever occur in the network: every agent’s message must reach its intended destination within a finite time interval. Finally, all these algorithms are applicable only to convex problems.

(c) Random/cyclic activations and some form of delay [34]–[39], [41]–[44]: These schemes allow for random [34]–[37], [41] or deterministic uncoordinated [38], [39], [42]–[45] activation of the (edge-based) agents, together with the presence of some form of delay in the updates/computations. Specifically, [34], [35], [38] can handle link failures—the information sent by an agent to its neighbors either gets lost or received with no delay—but cannot deal with other forms of delay (e.g., communication delays). In [36], [37], [41] a probabilistic model is assumed whereby agents are randomly activated and update their local variables using possibly delayed information. The model requires that the random variables modeling the activation of the agents are i.i.d and independent of the delay vector used by the agent to perform its update. While this assumption makes the convergence analysis possible, in reality there is a strong dependence of the delays on the activation index, as also noted by the same authors [36], [37]; see [15] for a detailed discussion on this issue and some counter examples. Closer to our setting are the asynchronous methods in [10], [36], [39], [42]–[45]. These models however assume that each function $f_i$ depends on the entire vector $x$. As a consequence, a consensus mechanism on all the optimization variables is employed among the agents at each iteration. Because of that, a direct application of these consensus-based algorithms to the partitioned formulation (P) would lead to very inefficient schemes calling for unnecessary computation and communication overheads. Furthermore, the ADMM-like schemes [39], [41]–[45] can be implemented only on very specific network architectures, such as star networks or hierarchical topologies with multiple master and worker nodes. Finally, notice that, with the exception of [10], [35], [39], [41]–[45] (resp. [38]), all these schemes are applicable to convex problems (resp. undirected graphs) only, with [34] further assuming that all the functions $f_i$ have the same minimizer.

The rest of the paper is organized as follows: Section II discusses some motivating applications. The proposed algorithm is introduced and analyzed in Section III. Finally, numerical results are presented in Section IV.

II. MOTIVATING EXAMPLES

We discuss next two instances of Problem (P), which will be also used in our numerical experiments to test our algorithms (cf. Sec. IV). The first case study is the matrix completion problem—an example of large-scale nonconvex empirical risk minimization. We show how to exploit the sparsity pattern in the data to rewrite the problem in the form (P) so that efficient asynchronous algorithms leveraging multicore architectures can be developed. The second example deals with learning problems from networked data sets; in this setting data are distributed across multiple nodes, whose communication network is modeled as a (directed) graph.

Example #1 –Matrix completion: The matrix completion problem consists of estimating a low-rank matrix $Z \in \mathbb{R}^{M \times N}$ from a subset $\Omega \subseteq \{1, \ldots, M\} \times \{1, \ldots, N\}$ of its entries. Postulating the low-rank factorization $Z = X^T \mathbf{Y}$, with $X \in \mathbb{R}^{r \times M}$ and $Y \in \mathbb{R}^{r \times N}$, the optimization problem reads [46]:

$$\min_{X \in \mathbb{R}^{r \times M}, \ Y \in \mathbb{R}^{r \times N}} V(X, Y) \triangleq \frac{1}{2} \| (X^T \mathbf{Y} - Z)_{\Omega} \|_F^2 + \frac{\lambda}{2} \| X \|_F^2 + \frac{\xi}{2} \| \mathbf{Y} \|_F^2,$$

where $\| \cdot \|_F$ is the Frobenius norm; $(\cdot)_{\Omega}$ is the projection operator, defined as $[(X)_{\Omega}]_{(i,j)} = X_{(i,j)}$ if $(i,j) \in \Omega$; and $(X)_{\Omega} = 0$ otherwise; and $\lambda, \xi > 0$ are regularization parameters. In many applications, the amount of data is so large that storage and processing from a single agent (e.g., core, machine) is not efficient or even feasible. The proposed approach is then to leverage multi-core machines by first casting (P) in the form (P) and then employing the parallel asynchronous framework developed in this paper.
Consider a distributed environment composed of $N$ agents, and assume that the known entries $z_{mn}, (m, n) \in \Omega$, are partitioned among the agents. This partition along with the sparsity pattern of $(\mathbf{Z})_{\Omega}$ induces naturally the following splitting of the optimization variables $\mathbf{X}$ and $\mathbf{Y}$ across the agents. Let $x_{mn}$ and $y_{mn}$ denote the $m$-th and the $n$-th column of $\mathbf{X}$ and $\mathbf{Y}$, respectively; the agent owning $z_{mn}$ will control/update the variables $x_{mn}$ (or $y_{mn}$), and it is connected to the agent that optimizes the column $y_{mn}$ (or $x_{mn}$). By doing so, we minimize the overlapping across the block-variables and, consequently, the communications among the agents. Problem (1) can be then rewritten in the multi-agent form \[ f_i(\mathbf{X}, \mathbf{Y}) = \frac{1}{2} \sum_{(m,n) \in \Omega_i} (\mathbf{x}_{mn}^T \mathbf{y}_n - z_{mn})^2 \] setting $g_i$ to be the sum of the $i$-th agent and $k$-th variable, and $\Omega_i$ contains the indices associated to the components of $\mathbf{Z}^{\Omega_i}$ owned by agent $i$, and $\Omega_i^{\mathbf{Y}} = (\mathbf{Y})^{\Omega_i}$ controlled by agent $i$.

Example #2 – Empirical risk minimization over networks: Consider now a network setting where data are distributed across $N$ geographically separated nodes. As concrete example, let us pick the renowned LASSO problem \[ \min_{\mathbf{x} = (\mathbf{x}_i^T, \ldots, \mathbf{x}_N^T)^T \in \mathbb{R}^n} \| \mathbf{A} \mathbf{x} - \mathbf{b} \|_2^2 + \lambda \| \mathbf{x} \|_1, \] where $\mathbf{A} \in \mathbb{R}^{m \times n}$, $\mathbf{b} \in \mathbb{R}^m$, and $\lambda > 0$ is a regularization parameter. Note that (4) easily falls into Problem (2); for each $i \in \mathcal{N}$, it is sufficient to set $f_i(\mathbf{x}) = \| \mathbf{A}_i \mathbf{x} + \mathbf{b}_i \|_2^2$, with $\mathbf{A}_i \in \mathbb{R}^{m \times n}$ and $\mathbf{b}_i \in \mathbb{R}^m$ such that $\mathbf{A} = \sum_{i=1}^N \mathbf{A}_i$ and $\mathbf{b} = \sum_{i=1}^N \mathbf{b}_i$; and $g_i = \| \mathbf{x}_i \|_1$. $\mathbf{A}_i$ and $\mathbf{b}_i$ represent in fact the data stored at agent $i$’s side. Under specific sparsity patterns in the data, the local matrices $\mathbf{A}_i$ may be (or constructed to be) such that each local function $f_i$ depends only on some of the block variables $\mathbf{x}_i$. These dependencies will define the sets $\mathcal{N}_i$ associated to each agent $i$. Note that $\mathcal{N}_i$ need not coincide with the neighbors of agent $i$ in the communication network (graph). That is, the graph modeling the dependence across the block-variables—the one with node set $\mathcal{N}$ and edge set $\mathcal{E} = \{(i,j) : j \in \mathcal{N}_i, \text{for some } i \in \mathcal{N}\}$—might not coincide with the communication graph. This can be desirable, e.g., when the communication graph is populated by inefficient communication links, which one wants to avoid using.

III. DISTRIBUTED ASYNCHRONOUS ALGORITHM

In the proposed asynchronous model, agents update their block-variables without any coordination. Let $k$ be the iteration counter: the iteration $k \rightarrow k + 1$ is triggered when one agent, say $i$, updates its own block $\mathbf{x}_i$ from $\mathbf{x}^k_i$ to $\mathbf{x}^{k+1}_i$. Hence, $\mathbf{x}^k$ and $\mathbf{x}^{k+1}$ only differ in the $i$-th block $\mathbf{x}_i$. To perform its update, agent $i$ minimizes a strongly convex approximation of $\sum_{j \in \mathcal{N}_i} f_j$—the part of $V$ that depends on $\mathbf{x}_i$—using possibly outdated information collected from the other agents $j \in \mathcal{N}_i$.

To represent this situation, let $\mathbf{x}_j^{k-d_j^k(i,i)}$, $j \in \mathcal{N}_i \setminus \{i\}$, denote the estimate held by agent $i$ of agent $j$’s variable $\mathbf{x}_j$, where $d_j^k(i,i)$ is a nonnegative (integer) delay (the reason for the double index $(i,i)$ in $d_j^k$ will become clear shortly). If $d_j^k(i,i) = 0$, agent $i$ owns the most recent information on the variable of agent $j$, otherwise $\mathbf{x}_j^{k-d_j^k(i,i)}$ is some delayed version of $\mathbf{x}_j^k$. We define as $d_j^k(i,i) \triangleq |d_j^k(i,i)|$ the delay vector collecting these delays; for ease of notation $\mathbf{d}_j^k(i,i)$ contains also the value $d_j^k(i,i)$, set to zero, as each agent has always access to current values of its own variables. Using the above notation and recalling that $f_i$ depends on $\mathbf{X}_i$, agent $i$ at iteration $k$ solves the following strongly convex subproblem:

\[
\hat{\mathbf{x}}^k_i = \text{arg min}_{\mathbf{x}_i} \left\{ f_i(\mathbf{x}_i; \mathbf{x}_i^{k-d_j^k(i,i)}) + \sum_{j \in \mathcal{N}_i \setminus \{i\}} \langle \nabla_{\mathbf{x}_j} f_j(\mathbf{x}_j^{k-d_j^k(i,j)}), \mathbf{x}_i - \mathbf{x}_i^{k-d_j^k(i,i)} \rangle + g_i(\mathbf{x}_i) \right\},
\]

where we defined $\mathbf{x}_i^{k-d_j^k(i,i)} \triangleq [\mathbf{x}_j^{k-d_j^k(i,j)}, j \in \mathcal{N}_i, j \neq i]$. The term $f_i$ in (5) is a strongly convex surrogate that replaces the nonconvex function $f_i$ known by agent $i$; an outdated value of the variables of the other agents is used, $\mathbf{x}_i^{k-d_j^k(i,i)}$, to build this function. Examples of valid surrogates are discussed in Sec. III-A. The second term in (5) approximates $\sum_{j \in \mathcal{N}_i \setminus \{i\}} f_j$ by replacing each $f_j$ by its first order approximation at (possibly outdated) $\mathbf{x}_j^{k-d_j^k(i,j)}$ (with $\nabla_{\mathbf{x}_j} f_j$ denoting the gradient of $f_j$ with respect to the block $\mathbf{x}_j$), where $\mathbf{d}_j^k(i,j) \triangleq |d_j^k(i,j)|$, with $d_j^k(i,j) \geq 0$ representing the delay of the information that $i$ knows about the gradient $\nabla_{\mathbf{x}_j} f_j$. This source of delay on the gradients is due to two facts, namely: i) agents $j \in \mathcal{N}_i \setminus \{i\}$ may communicate to its gradient $\nabla_{\mathbf{x}_j} f_j$ occasionally; and ii) $\nabla_{\mathbf{x}_i} f_j$ is generally computed at some outdated point, as agent $j$ itself may not have access of the last information of the variables of the agents in $\mathcal{N}_j \setminus \{j\}$.

Once $\hat{\mathbf{x}}^k_i$ has been computed, agent $i$ sets

\[
\mathbf{x}_i^{k+1} = \mathbf{x}_i^k + \gamma (\mathbf{x}_i^{k} - \mathbf{x}_i^k),
\]

where $\gamma \in (0; 1]$ is suitably chosen stepsize (cf. Sec. III-A).

The proposed distributed asynchronous algorithm, termed Distributed Asynchronous Flexible Parallel El Algorithm (DAsyFLEXA), is formally described in Algorithm 1. We set $\mathbf{x}_i^0 = \mathbf{x}_i^0$, for all $t < 0$ and $i \in \mathcal{N}$, without loss of generality.

Algorithm 1 Distributed Asynchronous Flexible Parallel El Algorithm (DAsyFLEXA)

\[\text{Initialization: } k=0; \mathbf{x}_i^0 \in \mathcal{X}^\Omega \setminus \{\mathcal{X}_i\}; \mathbf{x}^* = \mathbf{x}_0^0, t < 0; \gamma \in (0; 1].\]

while a termination criterion is not met do

(S. 1) Pick agent $i^k$ and delays $\{d_j^k(i^k,j), j \in \mathcal{N}_i^k\}$;

(S. 2) Compute $\hat{\mathbf{x}}^k_{i^k}$ according to (5);

(S. 3) Update $\mathbf{x}_i^k$ according to (6);

(S. 4) Update the global iteration counter $k \leftarrow k + 1$;

end while

We stress that agents need know neither the iteration counter $k$ nor the vector of delays. No one “picks agent $i^k$” and the delays $\{d_j^k(i^k,j), j \in \mathcal{N}_i^k\}$ in (S. 1). This is just an a posteriori view of the algorithm dynamics: all agents asynchronously.


and continuously collect information from their neighbors and use it to update \(x_k\); when one agent has completed an update the iteration index \(k\) is increased and \(i^k\) defined.

A. Assumptions

**Before studying convergence of Algorithm 1**, we state the main assumptions on Problem (P) and the algorithmic choices.

**On Problem (P).** Below, we will use the following conventions: When a function is said to be differentiable on a certain domain, it is understood that the function is differentiable on an open set containing the domain. We say that \(f_i\) is block-Lipschitz on \(X_{\mathcal{N}_i}\) if it is continuously differentiable on that set and \(\nabla x_i f_i\) are locally Lipschitz. We say \(V\) is coercive on \(X = \prod_i X_i\), if \(\lim_{\|x\| \to +\infty, x \in X} V(x) = +\infty\); this is equivalent to requiring that all level sets of \(V\) in \(X\) are compact.

**Assumption A (On Problem (P)):**

(A1) Each set \(X_i \subseteq \mathbb{R}^{n_i}\) is nonempty, closed, and convex;

(A2) At least one of the following conditions is satisfied:

(a) \(L^0 \triangleq \{x \in X : V(x) \leq V(x^*)\}\) is compact and all \(f_i\) are block-Lipschitz on \(X_{\mathcal{N}_i} \triangleq \prod_{j \in \mathcal{N}_i} X_j\);

(b) All \(f_i\) are \(C^1\) and their gradients \(\nabla x_i f_i, j \in \mathcal{N}_i\), are globally Lipschitzian on \(X_{\mathcal{N}_i}\);

(A3) Each \(g_i : X_i \to \mathbb{R}\) is convex;

(A4) Problem (P) has a solution;

(A5) The communication graph \(\mathcal{G}\) is connected.

The above assumptions are standard and satisfied by many practical problems. For instance, A2(a) holds if \(V\) is coercive on \(X\) and all \(f_i\) are block-Lipschitz on \(X_{\mathcal{N}_i}\). Note that Example #2 satisfies A2(b); A2(a) is motivated by applications such as Example #1, which do not satisfy A2(b). A3 is a common assumption in the literature of parallel and distributed methods for the class of problems (P); two renowned examples are \(g_i(x_i) = \|x_i\|_1\) and \(g_i(x_i) = \|x_i\|_2\). Finally, A4 is satisfied if, for example, \(V\) is coercive or if \(X\) is bounded.

**Remark 1.** Extensions to the case of directed graphs or the case where each agent updates multiple block-variables are easy, but not discussed here for the sake of simplicity.

The aim of Algorithm 1 is to find stationary solutions of (P), i.e. points \(x^* \in X\) such that

\[
\langle \nabla F(x^*) + \xi, y - x^* \rangle + G(y) - G(x^*) \geq 0, \quad \forall y \in X.
\]

Let \(X^* \subseteq \mathbb{R}^n\) denote the set of such stationary solutions.

**On an error bound condition.** We prove linear convergence of Algorithm 1 under the Luo-Tseng error bound condition, which is stated next. Recall the definition: given \(\alpha > 0,
\]

\[
\text{prox}_{\alpha G}(z) \triangleq \arg \min_{y \in X} \left\{ \alpha G(y) + \frac{1}{2} \|y - z\|_2^2 \right\}.
\]

Furthermore, given \(x \in \mathbb{R}^n\), let

\[
d(x, X^*) \triangleq \min_{x^* \in X^*, y \in X} \|x - x^*\|_2^2, \quad P_{X^*}(x) \triangleq \arg \min_{x^* \in X^*} \|x - x^*\|_2^2.
\]

Note that \(P_{X^*}(x) \neq \emptyset\), as \(X^*\) is closed.

**Assumption B (Luo-Tseng error bound):**

(B1) For any \(\eta > \min_{x \in X} V(x)\), there exist \(\epsilon, \kappa > 0\) such that

\[
V(x) \leq \eta, \quad \|x - \text{prox}_{\alpha G}(\nabla F(x) - x)\|_2 \leq \epsilon \quad \Rightarrow
\]

\[
d(x, X^*) \leq \kappa \|x - \text{prox}_{\alpha G}(\nabla F(x) - x)\|_2;
\]

(B2) There exists \(\delta > 0\) such that

\[
x, y \in X^*, \quad V(x) \neq V(y) \quad \Rightarrow \|x - y\|_2 \geq \delta.
\]

B1 is a local Lipschitzian error bound: the distance of \(x\) from \(X^*\) is of the same order of the norm of the residual \(x - \text{prox}_{\alpha G}(\nabla F(x) - x)\) at \(x\). It is not difficult to check, that \(x \in X^*\) if and only if \(x - \text{prox}_{\alpha G}(\nabla F(x) - x) = 0\). Error bounds of this kind have been extensively studied in the literature; see [4], [7] and references therein. Examples of problems satisfying Assumption B include: LASSO, Group LASSO, Logistic Regression, unconstrained optimization with smooth nonconvex quadratic objective or \(F(Ax)\), with \(F\) being strongly convex and \(A\) being arbitrary. B2 states that the level curves of \(V\) restricted to \(X^*\) are "properly separated".

**On the subproblems (5).** The surrogate functions \(\tilde{f}_i\) satisfy the following fairly standard conditions (\(\tilde{f}_i\) denotes the partial gradient of \(f_i\) w.r.t. the first argument).

**Assumption C Each \(\tilde{f}_i : X_i \times X_{\mathcal{N}_i} \to \mathbb{R}\) is chosen so that**

(C1) \(\tilde{f}_i(y; \cdot)\) is \(C^1\) and \(\tau\)-strongly convex on \(X_i\), for all \(y \in X_{\mathcal{N}_i}\);

(C2) \(\nabla \tilde{f}_i(y_i; y_{\mathcal{N}_i}) = \nabla y_i f_i(y_{\mathcal{N}_i}),\) for all \(y \in X_i\);

(C3) \(\nabla \tilde{f}_i(y; \cdot)\) is \(L_i\)-Lipschitz continuous on \(X_{\mathcal{N}_i}\), for all \(y \in X_i\).

A wide array of surrogate functions \(\tilde{f}_i\) satisfying Assumption C can be found in [48]; three examples are discussed next.

- It is always possible to choose \(\tilde{f}_i\) as the first-order approximation of \(f_i\): \(\tilde{f}_i(x_i; y_{\mathcal{N}_i}) = \langle \nabla x_i f_i(y_{\mathcal{N}_i}), x_i - y_i \rangle + c\|x_i - y_i\|_2^2\), where \(c\) is a positive constant.

- If \(f_i\) is block-wise uniformly convex, instead of linearizing \(f_i\) one can exploit a second-order approximation and set \(\tilde{f}_i(x_i; y_{\mathcal{N}_i}) = f_i(y_{\mathcal{N}_i}) + \langle \nabla x_i \tilde{f}_i(y_{\mathcal{N}_i}), x_i - y_i \rangle + \frac{1}{2}(x_i - y_i)^T \tilde{\nabla}^2_{x_i} \tilde{f}_i(y_{\mathcal{N}_i})(x_i - y_i) + c\|x_i - y_i\|_2^2\), for any \(y \in X_i\), where \(c\) is a positive constant.

- In the same setting as above, one can also better preserve the partial convexity of \(f_i\) and choose \(\tilde{f}_i(x_i; y_{\mathcal{N}_i}) = f_i(x_i, y_{\mathcal{N}_i \setminus \{i\}}) + c\|x_i - y_i\|_2^2\), for any \(y \in X_i\).

**On the asynchronous/communication model.** The way agent \(i\) builds its own estimates \(x_{\mathcal{N}_i}^{k-\epsilon d(i,i)}\) and \(\nabla x_i \tilde{f}_j(x_{\mathcal{N}_i}^{k-\epsilon d(i,j)})\), \(j \in \mathcal{N}_i \setminus \{i\}\), depends on the particular asynchronous model and communication protocol under consideration and it is immaterial to the convergence of Algorithm 1. This is a major departure from previous works, such as [20], [22], [26], which instead enforce specific asynchrony and communication protocols. We only require the following mild conditions.

**Assumption D (On the asynchronous model):**

(D1) Every block variable of \(x\) is updated at most every \(B \geq N\) iterations, i.e., \(\bigcup_{k=0}^{B-1} i^k = \mathcal{N}\), for all \(k\);
(D2) \( \exists D \in [0, B] \), such that every component of \( d^k(i, j), \ i \in \mathcal{N}, \ j \in \mathcal{N}_i \), is not greater than \( D \), for any \( k \geq 0 \). Assumption D is satisfied virtually in all practical scenarios. D1 controls the frequency of the updates and is satisfied, for example, by any essentially cyclic rules. In practice, it is automatically satisfied, e.g., if each agent wakes up and performs an update whenever some internal clock ticks, without any centralized coordination. D2 imposes a mild condition on the communication protocol employed by the agents: information used in the agents’ updates can not become infinitely old. While this implies agents communicate sufficiently often, it does not enforce any specific protocol on the activation/idle time/communication. For instance, differently from several asynchronous schemes in the literature [20–23], [25], [27], [34], agents need not be always in “idle mode” to continuously receive messages from their neighbors. Notice that time varying delays satisfying D2 model also packet losses.

B. Convergence Analysis

We are now in the position to state the main convergence results for DAsyFLEXA. For nonconvex instances of (P), an appropriate measure of optimality is needed to evaluate the progress of the algorithm towards stationarity. In order to define such a measure, we first introduce the following quantities: for any \( k \geq 0 \) and \( i \in \mathcal{N} \),

\[
\hat{x}^k_i \triangleq \arg \min_{x_i \in \mathcal{X}_i} \left\{ f_i(x_i; \hat{x}^k_{-i}) + \sum_{j \in \mathcal{N} \setminus \{i\}} \left( \nabla x_i f_j(x_{-i}^k), x_i - x^k_i \right) + g_i(x_i) \right\},
\]

where \( \hat{x}^k_i \) is a “synchronous” instance of \( \hat{x}^k \) [cf. 5] wherein all \( d^k(i, j) = 0 \). Convergence to stationarity is monitored by the following merit function:

\[
M_V(x^k) \triangleq \| \hat{x}^k - x^k \|^2, \quad \text{with} \quad \hat{x}^k \triangleq \left[ \hat{x}^k_i \right]_{i \in \mathcal{N}}.
\]

Note that \( M_V \) is a valid measure of stationarity, as \( M_V \) is continuous and \( M_V(x^k) = 0 \) if and only if \( x^k \in \mathcal{X}^* \). The following theorem shows that, when agents use a sufficiently small stepsize, the sequence of the iterates produced by DAsyFLEXA converges to a stationary solution of (P), driving \( M_V(x^k) \) to zero at a sublinear rate. In the theorem we use two positive constants, \( L \) and \( C_1 \), whose definition is given in Appendix V-B and V-C3 [cf. (28)], respectively. Suffices to say, here, that \( L \) is essentially a Lipschitz constant for the partial gradients \( \nabla x_i f_i \) whose definition varies according to whether A2(a) or A2(b) holds. In the latter case, \( L \) is simply the largest global Lipschitz constant for all \( \nabla x_i f_i \)’s.

In the former case, the sequences \( \{ x^k \} \) and \( \{ \hat{x}^k \} \), with \( \hat{x}^k \triangleq \left[ \hat{x}^k_i \right]_{i \in \mathcal{N}} \), are proved to be bounded [cf. Theorem 2(c)]; \( L \) is then the Lipschitz constant of all \( \nabla x_i f_i \)’s over the compact set confining these sequences.

Theorem 2. Given Problem (P) under Assumption A, let \( \{ x^k \} \) be the sequence generated by DAsyFLEXA, under Assumptions C, and D. Choose \( \gamma \in (0, 1] \) such that \( \gamma \leq \frac{2}{\tau(2 + \rho + \delta)} \), with \( \rho \equiv \max_{x_i \in \mathcal{X}} |\nabla f_i(x_i)| \). Then, there hold:

(a) Any limit point of \( \{ x^k \} \) is a stationary solution of (P).

(b) In at most \( T \) iterations, DAsyFLEXA drives the stationarity measure \( M_V(x^k) \) below \( \epsilon > 0 \), where

\[
T \geq \frac{1}{C_1} \left( \frac{V(x^0) - \min_{x \in \mathcal{X}} V(x)}{\epsilon} \cdot \frac{1}{\epsilon} \right),
\]

where \( C_1 > 0 \) is a constant defined in Appendix V-C3 [cf. (28)], which depends on \( \rho, L, i \in \mathcal{N}, \bar{L}, \tau, \gamma, N, B, \) and \( D \).

(c) If, in particular A2(a) is satisfied, \( \{ x^k \} \) is bounded.

Proof. See Appendix V-C.

Theorem 2 provides a unified set of convergence conditions for several algorithms, asynchronous models and communication protocols. Note that when \( D = 0 \), the condition on \( \gamma \), reduces to the renowned condition used in the synchronous proximal-gradient algorithm. The term \( D^2 \) in the denominator of the upper-bound on \( \gamma \) should then be seen as the price to pay for asynchrony: the larger the possible delay \( D \), the smaller \( \gamma \), to make the algorithm robust to asynchrony/delays.

Theorem 3. Given Problem (P) under Assumptions A and B, let \( \{ x^k \} \) be the sequence generated by DAsyFLEXA, under Assumptions C and D. Suppose that \( \gamma/\tau > 0 \) is sufficiently small. Then, \( \{ x^{t+kB} \} \) and \( \{ V(x^{t+kB}) \} \), \( t \in \{0, \ldots, B-1\} \), converge at least \( R \)-linearly to some \( x^* \in \mathcal{X}^* \) and \( V(x^*) \triangleq V(x^*) \), respectively, that is

\[
V(x^{t+kB}) - V^* = O \left( \lambda^{t+kB} \right),
\]

\[
\| x^{t+kB} - x^* \| = O \left( \sqrt{\lambda^{t+kB}} \right),
\]

where \( \lambda \in (0; 1) \) is a constant defined in Appendix V-D [cf. (38)], which depends on \( \rho, L, i \in \mathcal{N}, \bar{L}, \tau, \gamma, N, B, \) and \( D \).

Proof. See Appendix V-D.

In essence, the theorem proves a \( B \)-steps linear convergence rate. To the best of our knowledge, this is the first (linear) convergence rate result in the literature for an asynchronous algorithm in the setting considered in this paper.

IV. NUMERICAL RESULTS

In this section we report some numerical results on the two problems described in Section II. All our experiments were run on the Archimedes1 cluster computer at Purdue University, equipped with two 22-cores Intel E5-2699Av4 processors (44 cores in total) and 512GB of RAM. Code for the LASSO problem was written in MATLAB R2019a; code for the Matrix Completion problem was written in C++ using the OpenMPI library for parallel and asynchronous operations.
A. Distributed LASSO

Problem setting. We simulate the (convex) LASSO problem stated in [4]. The underlying sparse linear model is generated as follows: \( b = Ax^* + e \), where \( A \in \mathbb{R}^{15000 \times 30000} \), \( A \), \( x^* \) and \( e \) have i.i.d. elements, drawn from a Gaussian \( \mathcal{N}(0, \sigma^2) \) distribution, with \( \sigma = 1 \) for \( A \) and \( x^* \), and \( \sigma = 0.1 \) for the noise vector \( e \). Entries of \( A \) are then normalized by \( \|A\| \). To impose sparsity on \( x^* \) and \( A \), we randomly set to zero 95\% of their components. Finally, in (4), we set \( \lambda = 1 \).

Network setting. We consider a fixed, undirected network composed of 50 agents; \( x \in \mathbb{R}^{30000} \) is partitioned in 50 block-variables \( x_i \in \mathbb{R}^{600} \), \( i \in \{1, \ldots, 50\} \), each of them controlled by one agent. We define the local functions \( f_i \) and \( g_i \) as described in Sec. [II] (cf. Ex. #2); each \( A_i \) (resp. \( b_i \)) is all zeros but its \( i \)th row (resp. component), which coincides with that of \( A \) (resp. \( b \)). This induces the following communication pattern among the agents: each agent \( i \) is connected only to the agents \( j \)s owning the \( x_j \)s corresponding to the nonzero column-entries of \( A_i \).

Algorithms. We simulated the following algorithms:

- DAsyFLEXA: We used the surrogate functions
  \[
  \tilde{f}_i \left( x_i; x_{X_i}^{k-\delta}(i,i) \right) = \langle \nabla x_i f_i \left( x_{X_i}^{k-\delta}(i,i) \right), x_i - x_i^k \rangle + \frac{\tau_i}{2} \| x_i - x_i^k \|^2, \tag{9}
  \]
  where \( \tau_i > 0 \) is a tunable parameter, which is updated following the same heuristic used in [49]. The stepsize \( \gamma \) is set to 0.9. Note that, using (9), problem (5) has a closed-form solution via the renowned soft-thresholding operator.

- PrimalDual asynchronous algorithm [56]: This seems to be the distributed asynchronous scheme closest to DAsyFLEXA. Note that there are some important differences between the two algorithms. First, the PrimalDual algorithm [56] does not exploit the sparsity pattern of the objective function \( V \); every agent instead controls and updates a local copy of the entire vector \( x \), which requires employing a consensus mechanism to enforce an agreement on such local copies. This leads to an unnecessary communication overhead among the agents. Second, no explicit estimate of the gradients of the other agents is employed; the lack of this knowledge is overcome by introducing additional communication variables, which lead to contribute to increase the communication cost. Third, the PrimalDual algorithm does not have convergence guarantees in the nonconvex case. In our simulations we tuned the stepsizes of [56] by hand in order to obtain the best performances; specifically we set \( \alpha = 0.9 \), and \( \eta_i = 1.5 \) for \( i = 1, \ldots, 50 \) (see [56] for details on these parameters).

- AsyBADMM: This is a block-wise asynchronous ADMM, introduced in [41] to solve nonconvex and nonsmooth optimization problems. Since AsyBADMM requires the presence of master and worker nodes in the network, to implement it on a meshed networks, we selected uniformly at random 5 nodes of the network as servers while the others acting as workers. The parameters of the algorithm (see [41] for details) are tuned by hand in order to obtain the best performances; specifically we set \( \gamma = 0.06 \), \( C = 10^4 \), and \( \rho_{ij} = 50 \), for all \((i,j)\).

All the algorithms are initialized from the same randomly chosen point, drawn from \( \mathcal{N}(0,1) \).

Asynchronous model. We simulate the following asynchronous model. Each agent is activated periodically, every time a local clock triggers. The agents’ local clocks have the same frequency but different phase shift, which are selected uniformly at random within \([5,50]\). Based upon its activation, each agent: i) performs its update and then broadcasts its gradient vector \( \nabla x_i f_i \) together with its own block-variable \( x_i \) to the agents in \( \mathcal{N}_i \setminus \{i\} \); and ii) modifies the phase shift of its local clock by selecting uniformly at random a new value.

Figure 1 plots relative error \( V(x^k) - V^* / V^* \) of the different methods versus the number of iterations. Figure 2 shows the same function versus the number of message exchanges per agent; each scalar variable sent from an agent to one of its neighbors is counted as one message exchanged. All the curves are averaged over 10 independent realizations.

![Fig. 1: LASSO problem: Relative error vs. # of iterations.](image1)

![Fig. 2: LASSO problem: Relative error vs. # of message exchanges.](image2)

DAsyFLEXA outperforms the PrimalDual scheme [36] and AsyBADMM [41]. Also, as anticipated, PrimalDual requires much more communications than DAsyFLEXA.

B. Distributed Matrix Completion

In this section we consider the Distributed Matrix Completion problem [1]. We generate a \( 2200 \times 2200 \) matrix \( Z \) with samples drawn from \( \mathcal{N}(0,1) \); and we set \( \lambda = \xi = 1 \) and \( r = 4 \). Each core of our cluster computer represents a different agent; the columns of \( X \) and \( Y \) are equally partitioned across the 22 cores, and those of \( Y \) uniformly among the other 11 cores; and all cores access a shared memory where the data are stored. We sampled uniformly at random 10\% of the entries...
of Z, and distributed these samples \( z_{mn} \) to the agents owing the corresponding column \( x_m \) of X or \( y_n \) of Y, choosing randomly between the two.

We applied the following instance of DAsyFLEXA to (1). Consider one of the agents that optimizes some columns of X, say agent \( i \). Since each \( f_i \) is biconvex in X and Y, the following surrogate function satisfies Assumption C:

\[
\hat{f}_i \left( \{x_m\}_{m \in X_i}; (X, Y) \right)_{N_i}^{k-d^*(i,j)}
\]

\[
= \frac{1}{2} \sum_{(m,n) \in \Omega_i} \left( x_m^T Y_n^{k-d^*(i,j) - z_{mn}} \right)^2 + \tau_i \sum_{(m,n) \in \Omega_i} \|x_m-x_m^k\|^2_2,
\]

where \( j(n) \) is the index \( j \in N_i \) of the agent that controls \( y_n \), and \( \tau_i > 0 \) is updated following the same heuristic used in [49] (the surrogate function for the agents that update columns of Y is the same as (10), with the obvious change of variables). Note that (10) preserves the block-wise convexity present in the original function \( f_i \), which contrasts with the common approach in the literature based on the linearization of \( f_i \).

Problem (5) with the surrogate (10) has a closed-form solution. We applied the following instance of DAsyFLEXA to (1).

We compare our algorithm with the decentralized ADMM version of ARock, as presented in [37]. Even if this method has convergence guarantees for convex problems only, its performances on this problem appeared to be good. For ARock we fixed \( \eta = 0.9 \), for all \( k \), and \( \gamma = 10 \), which are the values that gave us the best performances in the experiments.

The rest of the setup is the same as that described for the LASSO problem. Figure 3 and Figure 4 plot \( \|x^k - x^*\|_\infty \) (a valid measure of stationarity), with \( x^* \) defined as in (5), obtained by DAsyFLEXA and the PrimalDual algorithm [46] versus the CPU time (measured in seconds) and message exchanges per agent. On our tests, we observed that all the algorithms converged to the same stationary solution. The results confirm the behavior observed in the previous section for convex problems: DAsyFLEXA has better performances than PrimalDual, and the difference is mostly significant in terms of communication cost. DAsyFLEXA is also more efficient than ARock, which suffers from a similar drawback of PrimalDual for what concerns the number of message exchanges; this is due to the fact that ARock requires the use of dual variables, which cause a communication overhead.

V. APPENDIX

In this Appendix we prove Theorems 2 and 3.

A. Notation

Vectors \( x_{N_j}^{k-d^*(i,j)} \) have different length. It is convenient to replace them with equal-length vectors retaining of course the same information. This is done introducing the following (column) vectors \( x^k(i,j) \triangleq (x^k_{i,j})_{i=1}^N \in X \), defined as:

\[
[x^k_{i,j}]_{i \in N_j} \triangleq x_{N_j}^{k-d^*(i,j)},
\]

\[
x^k_{i,j} = x^k_i, \quad l \notin N_j.
\]

In words, the blocks of \( x^k(i,j) \) indexed by \( N_j \) coincide with \( x_{N_j}^{k-d^*(i,j)} \) whereas the other block-components, irrelevant to the proofs, are conveniently set to their most up-to-date values. We will use the shorthand \( x_{N_j}(i,j) \triangleq [x^k_{i,j}]_{i \in N_j} \).

Since at each iteration \( k \geq 0 \) only one block of \( x^k \) is updated, and because of Assumption D2, it is not difficult to check that the delayed vector \( x^k(i,j) \) can be written as

\[
x^k(i,j) = x^k + \sum_{l \in K(i,j)} (x^l - x^{l+1}),
\]

where \( K(i,j) \) is a subset of \( \{k-D, \ldots, k-1\} \) whose elements depend on which block variables have been updated in the window \( \{\max\{0, k-D\}, \max\{0, k-1\}\} \). Recall that it is assumed \( x^0 = x^0 \), for \( t < 0 \).

Finally, notice that the notation \( \hat{x}^k \) for the best-response map \( \hat{f} \) is a shorthand for the formal expression \( \hat{x}_i(\hat{x}(i)) \), where \( \hat{x}^k(i) \triangleq \hat{x}_i(\hat{x}_j(i)) \). Similarly, \( \tilde{x}^k \) (resp. \( \tilde{x}^k \)) in (7) is a shorthand for \( \hat{x}_i(\tilde{x}(i)) \) (resp. \( \hat{x}(\tilde{x}(i)) \)), where \( \hat{x}^k(i) \triangleq \hat{x}_i(\hat{x}(i)) \) (resp. \( \hat{x}^k(i) \triangleq \hat{x}(i)) \). We also define the following shorthands:

\[
\Delta \hat{x}^k \triangleq [\Delta \hat{x}^k]_{i \in N_i}, \quad \Delta \tilde{x}^k \triangleq \tilde{x}^k - x^k.
\]

Table I summarizes the main notation used in the paper. On the constant \( L \). The proofs rely on some Lipschitz properties of \( \nabla x, f_i \)'s. To provide a unified proof under either A2(a) or A2(b), we introduce a constant \( L > 0 \) whose value depends on whether A2(a) or A2(b) hold. Specifically:

A2(a) holds: the gradients \( \nabla x, f_i \)'s are not globally Lipschitz on the sets \( X_i \)'s; our approach to study convergence is to ensure that they are Lipschitz continuous on suitably defined sets containing the sequences generated by Algorithm 1.
define these sets as follows. Define first the set \( \text{Cube} \triangleq \{ \mathbf{w} \in \mathcal{X} : \|\mathbf{w}\|_{\infty} \leq U \} \), where \( U \) is positive constant that ensures \( \mathcal{L}^0 \subseteq \text{Cube} \) (note that \( U < +\infty \) because \( \mathcal{L}^0 \) is bounded). Then, we define a proper widening \( \mathcal{L}^0 \) of \( \mathcal{L}^0 \):
\[
\mathcal{L}^0 \triangleq (\mathcal{L}^0 + \psi \mathcal{B}) \cap \mathcal{X},
\]
where \( \mathcal{B} \) is the unitary ball centered in the origin, and \( \psi > 0 \) is a finite positive constant defined as
\[
\psi \triangleq \max_{i \in \mathcal{N}} \max_{\mathbf{w}(i) \in [\mathbf{w}_{N_x}\big(x_{i}\big), \mathbf{w}_{N_x}\big(x_{i}\big)]} \|\mathbf{w}_i(\mathbf{w}(i)) - \mathbf{w}_i(\mathbf{w}(i))\|_2.
\] (14)

Note that \( \mathcal{L}^0 \) is compact, because \( \mathcal{L}^0 \) is bounded and \( \psi < +\infty \) [given that \( \text{Cube} \) is bounded and \( \mathcal{B}(\cdot) \) is continuous, due to (5), A2, A3, and C3]. Consider now any vector \( \mathbf{x} \in \mathcal{L}^0 \). A2(a) and compactness of \( \mathcal{L}^0 \) imply that the gradients \( \nabla_{\mathbf{x}_i} f_i(\mathbf{x}_{j}) \)'s are globally Lipschitz over the sets containing the subvectors \( \mathbf{x}_{N_x} \)'s, with \( L \) being the maximum value of the Lipschitz constant of all the Lipschitz gradients over these sets.

- **A2(b) holds:** In this case, \( L \) is simply the global Lipschitz constant \( \nabla_{\mathbf{x}_i} f_i \) over the whole space.

| Symbol | Definition |
|--------|------------|
| \( V(\mathbf{x}) \), cf. (P) | \( F(\mathbf{x}) + G(\mathbf{x}) \) |
| \( F(\mathbf{x}) \), cf. (P) | \( \sum_{i=1}^{N} f_i(\mathbf{x}_{N_x}) \) |
| \( G(\mathbf{x}) \), cf. (P) | \( \sum_{i=1}^{N} g_i(\mathbf{x}_i) \) |
| \( \mathbf{x} \), cf. (P) | Optimization variable |
| \( \mathbf{x}_{N_x} \), cf. (P) | Block-variables of agent \( i \) |
| \( \mathbf{x}_{N_x}^{k-dk(i,j)} \) | Agent \( i \)'s local copy of agent \( j \)'s vector \( \mathbf{x}_{N_x} \), possibly delayed |
| \( \mathbf{x}^k(i,j) \), cf. (11) | Same as \( \mathbf{x}_{N_x}^{k-dk(i,j)} \), with the addition of slack elements to fix dimensionality |
| \( \mathbf{x}^k_{i} / \mathbf{x}_i(\mathbf{x}^k) \), cf. (5) | Solution of subproblem [5] |
| \( \mathbf{x}^k \) | Collection of all the \( \mathbf{x}^k(i) \)'s: \( \{\mathbf{x}^k(i)\}_{i \in \mathcal{N}} \) |
| \( \mathbf{\bar{x}}^k_{i} / \mathbf{\bar{x}}_i(\mathbf{x}^k) \), cf. (7) | Solution of subproblem [5] wherein all the delays are set to 0 |
| \( \mathbf{\bar{x}}^k \) | Same structure of \( \mathbf{x}^k(i) \) wherein all the delays are set to 0 |
| \( \mathbf{x}^k \) | Collection of all the \( \mathbf{x}^k(i) \)'s: \( \{\mathbf{x}^k(i)\}_{i \in \mathcal{N}} \) |

**Remark 4.** To make sense of the complicated definition of \( L \) under A2(a), we anticipate how this constant will be used. Our proof leverages the descent lemma to majorize \( V(\mathbf{x}^{k+1}) \). To do so, each \( \nabla_{\mathbf{x}_i} f_i \) needs to be globally Lipschitz on a convex set containing \( \mathbf{x}^k \) and \( \mathbf{x}^{k+1} \). This is what the convex set \( \mathcal{L}^0 \) is meant for: \( \mathbf{x}^k \) and \( \mathbf{x}^{k+1} \) belong to \( \mathcal{L}^0 \) and thus \( \nabla_{\mathbf{x}_i} f_i \) is \( L \)-Lipschitz continuous.

**B. Preliminaries**

We summarize next some properties of the map \( \mathbf{\bar{x}}^k_i \) in (5).

**Proposition 5.** Given Problem [P] under Assumption A, let \( \{\mathbf{x}^k\} \) be the sequence generated by DAxyFLEXA. Assume also that \( \mathbf{x}^k \in \mathcal{L}^0 \) for all \( k \). There hold:

(a) **[Optimality]** For any \( i \in \mathcal{N} \) and \( k \geq 0 \),
\[
\sum_{j \in \mathcal{N}_i} \left( \nabla_{\mathbf{x}_j} f_j(\mathbf{x}^k_{N_x}(i,j)), \Delta \mathbf{x}^k_i \right) + g_i(\mathbf{x}^k_i) - g_i(\mathbf{x}^k_i) \leq -\tau \|\Delta \mathbf{x}^k_i\|^2_2;
\] (15)

(b) **[Lipschitz continuity]** For any \( i \in \mathcal{N} \) and \( k, h \geq 0 \),
\[
\|\mathbf{x}^k_i - \mathbf{x}^h_i\|_2 \leq \frac{L_m}{\tau} \|\mathbf{x}^k(i,i) - \mathbf{x}^h(i,i)\|_2
\] \[+ \frac{L}{\tau} \sum_{j \in \mathcal{N}_i} \|\mathbf{x}^k(i,j) - \mathbf{x}^h(i,j)\|_2,\] (16)

where \( L_m \triangleq \max_{i \in \mathcal{N}} L_i \).

(c) **[Fixed-points]** \( \tilde{\mathbf{x}}^k(\mathbf{x}^k) = \mathbf{x}^k \) if and only if \( \mathbf{x}^k \) is a stationary solutions of Problem [P] (recall the definition of \( \tilde{\mathbf{x}}^k \) in Table 4).

(d) **[Error bound]** For any \( k \geq 0 \),
\[
\|\mathbf{x}^k - \text{prox}_{G}(\mathbf{x}^k - \nabla F(\mathbf{x}^k))\|_2 \leq (1 + L + NL_m) \|\tilde{\mathbf{x}}(\mathbf{x}^k) - \mathbf{x}^k\|_2.
\] (17)

**Proof.** We prove only (d); the proof of (a)-(c) follows similar steps of that in [48] Proposition 8], and thus is omitted. Invoking the optimality of \( \mathbf{\bar{x}}^k(i) \), we have
\[
\langle \nabla \tilde{f}_i(\mathbf{x}_i(\mathbf{x}^k(i))); \mathbf{x}^k_{N_x} \rangle + \sum_{j \in \mathcal{N}_i} \nabla_{\mathbf{x}_j} f_j(\mathbf{x}^k_{N_x}(i,j)),
\]
\[
\mathbf{\bar{x}}_i(\mathbf{x}^k(i)) - \mathbf{\bar{z}}_i \rangle + g_i(\mathbf{\bar{x}}_i(\mathbf{x}^k(i))) - g_i(\mathbf{z}_i) \leq 0,
\]
for all \( \mathbf{z} \in \mathcal{X} \) and \( i \in \mathcal{N} \). Setting \( \mathbf{\bar{x}}^k \triangleq \text{prox}_{G}(\mathbf{x}^k - \nabla F(\mathbf{x}^k)) \), and invoking the variational characterization of the proximal operator, we have
\[
\langle \nabla \mathbf{\bar{x}^k} - \mathbf{x}^k \rangle \leq \|\mathbf{\bar{x}^k} - \mathbf{x}^k\|_2 + \|\mathbf{\bar{x}^k} - \mathbf{x}^k\|_2 \leq \|\mathbf{\bar{x}^k} - \mathbf{x}^k\|_2 + \sum_{i=1}^{N} \left( \nabla \tilde{f}_i(\mathbf{x}_i(\mathbf{x}^k(i)); \mathbf{x}^k_{N_x}) \right) \]
\[
- \nabla \tilde{f}_i(\mathbf{x}_i(\mathbf{x}^k_{N_x}), \mathbf{x}^k - \mathbf{x}^k_i) \]
\[
\leq \|\mathbf{x}^k - \mathbf{\bar{x}^k}\|_2 \left( (1 + L + NL_m) \|\tilde{\mathbf{x}}(\mathbf{x}^k) - \mathbf{x}^k\|_2 \right).
\]

□

**C. Proof of Theorem 2**

The proof is organized in the following steps:

**Step 1—Lyapunov function & its descent:** We define an appropriate Lyapunov function \( V \) and prove that it is monotonically nonincreasing along the iterations. This also proves Theorem 2(c);
Step 2–Vanishing x-stationarity: Building on the descent properties of the Lyapunov function, we prove \( \lim_{k \to +\infty} \| \bar{x}(x^k) - x^k \|_2 = 0 \) (Theorem 2.a).

Step 3–Convergence rate: We prove the sublinear convergence rate of \( \{ M_V(x^k) \} \) as stated in Theorem 2.c.

The above steps are proved under Assumptions A, C, and D.

1) **Step 1–Lyapunov function & its descent:** Introduce the following Lyapunov-like function:

\[
\hat{V}(x^k, \ldots, x^{k-D}) \triangleq V(x^k) + \frac{DL\rho^2}{2} \left( \sum_{l=k-D}^{k-1} (l - k - 1) \right) + D \|x^{l+1} - x^l\|_2^2,
\]

where \( L \) is defined in Sec. 1A. Note that

\[
\hat{V}^* \triangleq \min_{[y \in X,N_{k+1}^*]} \hat{V}(y^1, \ldots, y^{D+1}) = \min_{x \in X} V(x).
\]

The following lemma establishes the descent properties of \( \hat{V} \) and also proves Theorem 2.c.

**Lemma 6.** Given \( \hat{V} \) defined in (18), the following hold:

(a) For any \( k \geq 0 \):

\[
\hat{V}(x^{k+1}, \ldots, x^{k+1-D}) \leq \hat{V}(x^k, \ldots, x^{k-D}) - \gamma \left( \tau - \gamma \frac{L(2 + D^2 \rho^2)}{2} \right) \| \Delta x^k \|_2^2.
\]

(b) If, in particular, \( A2(a) \) is satisfied: \( x^k \in \mathcal{L}^0 \), for all \( k \geq 0 \).

**Proof.** We prove the two statements by induction. For \( k = 0 \),

\[
V(x^1) = \sum_{i=1}^{N} f_i(x^1_{x_i}) + g_i(x^1_{\rho_i}) + \sum_{i \neq \rho_i} g_i(x^1_{x_i})
\]

\[
\leq \sum_{i=1}^{N} f_i(x^0_{x_i}) + g_i(x^0_{\rho_i}) + \sum_{i \neq \rho_i} g_i(x^0_{x_i})
\]

\[
\leq \sum_{i=1}^{N} f_i(x^0_{x_i}) + \gamma \sum_{i \neq \rho_i} \left( \| \Delta x_i \|_2 \right) + \frac{\gamma^2 L}{2} \| \Delta x_i \|_2^2 + g_i(x^0_{\rho_i}) + \sum_{i \neq \rho_i} g_i(x^0_{x_i})
\]

\[
\leq \sum_{i=1}^{N} f_i(x^0_{x_i}) + \gamma \left( \sum_{j \neq \rho_i} \| \Delta x_i \|_2 \right) + \frac{\gamma^2 L}{2} \| \Delta x_i \|_2^2 + \sum_{i \neq \rho_i} g_i(x^0_{\rho_i}) + \sum_{i \neq \rho_i} g_i(x^0_{x_i}) - \gamma g_i(x^0_{\rho_i})
\]

\[
\leq A2 \leq V(x^0) - \gamma \left( \tau - \frac{\gamma L}{2} \right) \| \Delta x^0_\rho \|_2^2
\]

Combining (20) and (21) one can check that statements (a) and (b) of the lemma hold at \( k = 0 \), that is, \( \hat{V}(x^1, \ldots, x^0) \leq \hat{V}(x^0, \ldots, x^0) \), and \( V(x^0) \leq \hat{V}(x^1, \ldots, x^0) \). Assume now that the two statements hold at iteration \( k \). It is easy to check that the analogous of (20) also holds at iteration \( k + 1 \) with the term \( \sum_{j \in N_{k+1}^*} \| x^j - x^{(k+1,j)} \|_2^2 \) in the analogous of term 1 at iteration \( k \), majorized using (21). Combining (20) at \( k + 1 \) with (21) one can check that statement (a) of the lemma holds at \( k + 1 \). We also get:

\[
V(x^{k+1}) \leq \hat{V}(x^{k+1}, \ldots, x^{k+1-D}) \leq \hat{V}(x^k, \ldots, x^0),
\]

which proves statement (b) of the lemma at \( k + 1 \). This completes the proof.

2) **Step 2–Vanishing x-stationarity:** It follows from A4 and Lemma 6 that, if \( \gamma \leq \frac{2\tau}{2 + \tau^2} \), \( \{ \hat{V}(x^{k-D}, \ldots, x^k) \} \) and thus \( \{ V(x^k) \} \) converge. Therefore,

\[
\lim_{k \to +\infty} \| \Delta x^k_\rho \|_2 = 0.
\]

The next lemma extends the vanishing properties of a single block \( \Delta x^k_\rho \) to the entire vector \( \Delta x^k \).

**Lemma 7.** For any \( i \in N, k \geq 0, \) and \( h, t \in [k, k + B - 1] \), there hold:

\[
\| \Delta x^k_i(i) - \Delta x^h_i(i) \|_2 \leq C_2 \sum_{l=k-D}^{k+B-2} \| \Delta x^0_i \|_2,
\]

\[
\| \Delta x^k_\rho - \Delta x^h_\rho \|_2 \leq 2 NC_2 + 1 \| \Delta x_i \|_2.
\]

with

\[
C_2 \triangleq \frac{3 \gamma^2 (B + 2D - N \tau + 1) L^2 (L_m + (\rho - 1)L^2)}{\tau^2}.
\]
Proof. See Section \[\textbf{V-E}].

Using (24) and (22) yields
\[
\lim_{k \to +\infty} \|\Delta \hat{x}_k\|_2 = 0.
\] (25)

Furthermore, invoking (22), (23), and (25) together with \(\|\hat{x}(k) - x_k\|_2 \leq \|\Delta \hat{x}_k\|_2 + \|\hat{x}(x_k) - \hat{x}_k\|_2\), leads to
\[
\lim_{k \to +\infty} \|\hat{x}(x_k) - x_k\|_2 = 0.
\] (26)

which, together with Proposition 5(c), proves Theorem 2(a).

3) Step 3 – Convergence rate: We use the Lyapunov function \(\bar{V}\) to study the vanishing rate of \(\{M_V(x_k)\}\). Due to (26) and the definition of \(M_V\), we know that \(M_V\) is converging to 0. Therefore \(T_e\) is finite. Using \(M_V(x_k) > \epsilon\), for all \(k \in \{0, \ldots, T_e - 1\}\), we have
\[
T_e \leq \sum_{k=0}^{T_e - 1} M_V(x_k) \leq 2 \sum_{k=0}^{T_e - 1} \left(\|\Delta \hat{x}_k\|_2^2 + \|\hat{x}(x_k) - \hat{x}_k\|_2^2\right)
\]
(27)

Consider the following:
\[
\lim_{k \to +\infty} \|\hat{x}(x_k) - x_k\|_2 = 0.
\] (28)

D. Proof of Theorem 2

We study now convergence of Algorithm 1 under the additional Assumption B. First of all, note that one can always find \(\eta, \epsilon, \kappa > 0\) such that B1 holds. In fact, i) by Lemma 6 there exist some \(\eta\) and sufficiently small \(\gamma/\tau\) such that \(V(x_k) \leq \eta\), for all \(k \geq 0\); and ii) since \(\|x_k - \rho \times G\| F(x_k) - x_k\|_2\) is asymptotically vanishing [Proposition 3(d) and (26)], one can always find some \(\epsilon > 0\) such that \(\|x_k - \rho \times G\| F(x_k) - x_k\|_2 \leq \epsilon\), for all \(k \geq 0\).

The proof proceeds along the following steps. 1) We first show that the liminf of \(\{V(x_k)\}\) is a stationary point \(V^*\), see [33]. Step 2 shows that \(\{V(x_k)\}\) approaches \(V^*\) linearly, up to an error of the order \(O\left(\sum_{i=k-D}^{k+1-1} \|\Delta \hat{x}_i\|_2^2\right)\), see (37).

Finally, in Step 3 we show that the term \(\sum_{i=k-D}^{k+1-1} \|\Delta \hat{x}_i\|_2^2\) is overall vanishing at a geometric rate, implying the convergence of \(\{V(x_k)\}\) to \(V^*\) at a geometric rate.

1) Step 1: Pick any vector \(x^*(x_k) \in P_x^*(x_k)\), where \(P_x^*(x) \triangleq \min_{x \in \mathbb{R}^n} \|x - x_k\|_2\). Note that:
\[
d(x_k, x^*) = \|x^*(x_k) - x_k\|_2 \leq \kappa \|x^* - \rho \times G\| F(x_k) - x_k\|_2.
\] (29)

Using (29), (26), and (17), yields
\[
\lim_{k \to +\infty} \|x^*(x_k) - x^*(x_{k+1})\| = 0.
\] (30)

This, together with B2, imply that there exists an index \(\tilde{k} \geq 0\) and a scalar \(V^*\) such that
\[
V(x^*(x_k)) = V^*, \quad \forall k \geq \tilde{k}.
\] (31)

By the Mean Value Theorem, there exists a vector \(\xi_k = \beta^k x^*(x_k) + (1 - \beta^k) x_k\), for some \(\beta^k \in (0, 1)\), such that, for any \(k \geq \tilde{k},\)
\[
V^* - V(x_k) = \left< \nabla_x F(x_k), x^*(x_k) - x_k\right> + G(x^*(x_k)) - G(x_k) \leq \left< \nabla_x F(x_k^\delta), x^*(x_k) - x_k\right>
\]
(26)

\[
= \left< \nabla x F(x^\delta), 2 \frac{N(\rho^2 L^2 + 1)}{2} \right> \leq \frac{2}{\kappa} \left( \|x^*(x_k) - x_k\|_2^2 \right)
\]
(32)

where (a) follows from A2 and \(\|\xi_k - x^*(x_k)\|_2^2 = \|\beta^k x^*(x_k) + (1 - \beta^k) x_k - x^*(x_k)\|_2^2 \leq \|x^*(x_k) - x_k\|_2^2\).

By invoking (26), together with (26), we obtain
\[
\liminf_{k \to +\infty} V(x^*(x_k)) \geq V^*.
\] (33)

2) Step 2: We next show that \(V(x_k)\) approaches \(V^*\) at a linear rate.

To this end, consider (20) with 0 and 1 replaced by \(k\) and \(k + 1\) respectively; we have the following:
\[
V(x_{k+1}^*) \leq V(x_k) - \gamma (\tau - \gamma L) \|\Delta \hat{x}_k\|_2^2
\]
(27)

\[\frac{L^2}{2} \sum_{j \in \mathcal{N}_k} \|x_k - x_k(j)\|_2^2 \leq V(x_k)
\]
(28)

\[\frac{\gamma}{2} (\tau - \gamma L) \|\Delta \hat{x}_k\|_2^2 + \frac{\gamma D L^2}{2} \sum_{l=k-D}^{k-1} \|\Delta \hat{x}_l\|_2^2.
\] (34)
Is easy to see that, for any \( k \geq \bar{k} \), (34) implies:
\[
V(x^{k+B}) - V^* \leq V(x^k) - V^* - \gamma \left( \tau - \frac{\gamma L(2 + BD\rho^2)}{2} \right) \sum_{l=k}^{k+B-1} \| \Delta \hat{x}_{l}^i \|^2_2 + \frac{B\gamma^2 DL\rho^2}{2} \sum_{l=k-D}^{k-1} \| \Delta \hat{x}_{l}^i \|^2_2.
\]

(35)

To prove the desired result we will combine next (35) with the following lemma.

**Lemma 8.** For any \( k \geq 0 \), there holds:
\[
V(x^{k+B}) - V(x^k) \leq (1 - \gamma) \left( V(x^k) - V(x^*(x^k)) \right) + \gamma (N\alpha_1 + (B - N)\alpha_2) \sum_{l=k-D}^{k-1} \| \Delta \hat{x}_{l}^i \|^2_2,
\]
where \( \alpha_1 \) and \( \alpha_2 \) are two positive constants defined in Appendix V.E [see (61) and (63), respectively].

**Proof.** See Section V.E  \( \square \)

Multiplying the two sides of (35) and (36) by \( (N\alpha_1 + (B - N)\alpha_2) \) and \( -\gamma L(2 + BD\rho^2)/2 \) respectively, and adding the two inequalities together, yields
\[
V(x^{k+B}) - V^* \leq \theta (V(x^k) - V^*) + \zeta \sum_{l=k-D}^{k-1} \| \Delta \hat{x}_{l}^i \|^2_2,
\]
for all \( k \geq \bar{k} \), where
\[
\theta \triangleq (1 - \gamma)(2\tau - \gamma L(BDN_m^2 + 2)) + 2N\alpha_1 + 2(B - N)\alpha_2,
\]
and
\[
\zeta \triangleq (N\alpha_1 + (B - N)\alpha_2)(2\tau + \gamma L(BD\rho^2(\gamma - 1) + 2)) - \gamma L(BDN_m^2 + 2) + 2N\alpha_1 + 2(B - N)\alpha_2.
\]

3) **Step 3:** We can now apply Lemma 4.5 in [6] by noticing that (35), (33), and (37) correspond, respectively, to (4.21), (4.22), and to the first inequality after (4.23) in [6]. Theorem 3 readily follows, setting
\[
\lambda \triangleq 1 - \frac{\gamma^2 2\tau - \gamma L(BD\rho^2 + 2)}{2N\alpha_1 + 2(B - N)\alpha_2} + \gamma(2 - \gamma)(2\tau - \gamma L(BD\rho^2 + 2)).
\]

(38)

**E. Miscellanea results**

This section contains the proofs of Lemma 7 and Lemma 8.
Term II can be upper bounded as
\[
\begin{aligned}
&\left\langle \nabla_{x_i} F(\xi^k), x_i^{t_{i+1}} - x_i^*(x^k) \right\rangle \\
\leq\ &\sum_{j \in N \setminus \{i\}} \nabla_{x_i} f_j \left( x_{N_j}^{t_{j+1}}(i, j) \right) \cdot x_i^{t_{i+1}} - x_i^*(x^k) \\
&+ L \left\| x_i^{t_{i+1}} - x_i^*(x^k) \right\|_2 \left( L_i \left\| x_{N_i}^{t_{i+1}} - x_{N_i}^{t_{i+1}}(i, i) \right\|_2 \\
&+ L \sum_{j \in N \setminus \{i\}} \left\| x_{N_j}^{t_{j+1}} - x_{N_j}^{t_{j+1}}(i, j) \right\|_2 \right) + a_{i,1} \\
&\leq (\gamma - 1) \left\langle \nabla f_i \left( x_i^{t_{i+1}}; x_{N_i}^{t_{i+1}}(i, i) \right) \right\rangle_2 \\
&+ \sum_{j \in N \setminus \{i\}} \nabla_{x_i} f_j \left( x_{N_j}^{t_{j+1}}(i, j) \right) \cdot \Delta x_i^{t_{i+1}} + g_i \left( x_i^*(x^k) \right) \\
&- g_i \left( x_i^{t_{i+1}} \right) + a_{i,2} \leq g_i \left( x_i^*(x^k) \right) - g_i \left( x_i^{t_{i+1}} \right) \\
&+ (\gamma - 1) \left\langle \nabla_{x_i} f_j \left( x_{N_j}^{t_{j+1}}(i, j) \right) \cdot \Delta x_i^{t_{i+1}} \right\rangle_2 \\
&+ (1 - \gamma) \left\| \nabla f_i \left( x_i^{t_{i+1}}; x_{N_i}^{t_{i+1}}(i, i) \right) \right\|_2 \\
&\cdot \left\| \Delta x_i^{t_{i+1}} \right\|_2 + a_{i,3} \\
&+ (1 - \gamma) \left( g_i \left( x_i^{t_{i+1}} \right) - g_i \left( x_i^{t_{i+1}} \right) \right) \\
&\leq 1 - \gamma \left( V \left( x_i^{t_{i+1}} \right) - V \left( x_i^{t_{i+1}} \right) \right) + g_i \left( x_i^*(x^k) \right) \\
&+ (\gamma - 1) g_i \left( x_i^{t_{i+1}} \right) - g_i \left( x_i^{t_{i+1}} \right) + a_{i,4}; \\
\end{aligned}
\]  
(41)
where the quantities \( a_{i,j} \) in (a), and \( a_{i,j} \) in (b) are defined in (42) and (43) at the bottom of the next page, respectively; furthermore in (b) we used the descent lemma, and in (c) we defined  
\[
a_{i,4} \triangleq a_{i,3} + \frac{L(1 - \gamma)}{2} \left\| \Delta x_i^{t_{i+1}} \right\|_2^2 + (1 - \gamma)
\]
where the quantities \( b_{i,t} \) in (a), and \( b_{i,t} \) in (b) are defined in \((45)\) and \((46)\) at the bottom of the next page, respectively; furthermore in (b) we used the descent lemma, and in (c) we defined

\[
b_{i,t}^k \triangleq b_{i,t}^k + \frac{L \gamma (1 - \gamma)}{2} \left\| \Delta x_i^{k+1} \right\|_2^2 + (1 - \gamma) \cdot \left\| \sum_{j \in N_i} \left( \nabla x_i f_j \left( X_{N_j}^k (i,j) \right) - \nabla x_i f_j \left( X_{N_j}^{k+1} (i,j) \right) \right) \right\|_2 \left\| \Delta x_i^{k+1} \right\|_2.
\]

Following similar steps, we can bound term IV, as

\[
\begin{aligned}
& \langle \nabla x_i, F(\xi), x_i^{k+1} - x_i^k \rangle \\
& \leq \left\| \nabla f_i \left( x_i^{k+1} : X_{N_i}^k \right) \right\|_2^2 + (1 - \gamma) \cdot \left\| \sum_{j \in N_i} \left( \nabla x_i f_j \left( X_{N_j}^k (i,j) \right) - \nabla x_i f_j \left( X_{N_j}^{k+1} (i,j) \right) \right) \right\|_2 \left\| \Delta x_i^{k+1} \right\|_2,
\end{aligned}
\]

where the quantities \( c_{i,1}^k \) in (a), and \( c_{i,3}^k \) in (b) are defined in \((48)\) and \((49)\) at the bottom of the next page, respectively; furthermore in (b) we used the descent lemma, and in (c) we defined

\[
c_{i,4}^k \triangleq c_{i,3}^k + \frac{L \gamma (1 - \gamma)}{2} \left\| \Delta x_i^{k+1} \right\|_2^2 + (1 - \gamma) \cdot \left\| \sum_{j \in N_i} \left( \nabla x_i f_j \left( X_{N_j}^k (i,j) \right) - \nabla x_i f_j \left( X_{N_j}^{k+1} (i,j) \right) \right) \right\|_2 \left\| \Delta x_i^{k+1} \right\|_2.
\]

We now show that the error terms \( a_{i,4}^k, b_{i,t,4}^k, \) and \( c_{i,4}^k \) are of the order \( \mathcal{O} \left( \frac{k + D}{k + B - 1} \| \Delta x_i^{k+1} \|_2^2 \right) \). To do so, in the following we properly upper bound each term inside \( a_{i,4}^k, b_{i,t,4}^k, \) and \( c_{i,4}^k \).

We begin noticing that, by the definition of \( \xi^h \), it follows

\[
\begin{aligned}
& \| \tilde{x}^h - \xi^h \|_2 \\
& \leq \| (1 - \beta^h) x^k + \beta^h x^*(x^h) - \tilde{x}^h \|_2 \\
& \leq \| x^k - x^*(x^h) \|_2 + \| \tilde{x}^h - x^h \|_2 \\
& \leq \| x^k - x^*(x^h) \|_2 + \| \Delta \tilde{x}^h \| + \| x^h - x^k \|, \quad (50)
\end{aligned}
\]

for all \( h \in [k; k + B - 1] \).
1) Bounding $a_k^{i}$: there holds
\[
a_{k}^{i,1} \leq \frac{3\rho L}{2} \left( 2\|x^k - x^*(x^k)\|^2 + (1 + \gamma^2)\|\Delta x_i^k\|^2 \right) + 2\|x_i^{k+1} - x^k\|^2 \leq 3\rho L \left( \kappa^2(1 + L + NL_m)^2\|\Delta x_i^k\|^2 \right) + \rho L \beta_1 \sum_{l=k-D}^{k+B-1} \|\Delta x_i^l\|^2_2, \tag{53}
\]
where in (a) we used \((50)\) and the Young’s inequality; (b) follows from \((23)\), \((24)\), \((52)\); and in (c) we used \((24)\) and defined
\[
\beta_1 \triangleq C_2 \left( \kappa^2(1 + L + NL_m)^2(2N + 1) + N(1 + \gamma^2) \right) + \kappa^2(1 + L + NL_m)^2\|\Delta x_i^k\|^2 + (B - N + 2).
\]
and in (c) we used \((24)\) and defined
\[
\beta_1 \triangleq C_2 \left( \kappa^2(1 + L + NL_m)^2(2N + 1) + N(1 + \gamma^2) \right) + \kappa^2(1 + L + NL_m)^2\|\Delta x_i^k\|^2 + (B - N + 2).
\]
2) Bounding $b_{k,1}^{i}$ and $c_{k,1}^{i}$: for $t \in [1; T_k^{i} - 1]$,
\[
b_{k,1}^{i} \triangleq \frac{\rho L}{2} \left( 3\|x^k - x^*(x^k)\|^2 + (3 + \gamma^2)\|\Delta x_i^k\|^2 \right) + 3\|x_i^{k+1} - x^k\|^2 \leq \frac{\rho L}{2} \left( 6\kappa^2(1 + L + NL_m)^2\|\Delta x_i^k\|^2 \right) + (k + B - 2)\|\Delta x_i^k\|^2 \leq \frac{\rho L}{2} \left( 6\kappa^2(1 + L + NL_m)^2\|\Delta x_i^k\|^2 \right) + \gamma^2(1 + L + NL_m)^2 + 3\|\Delta x_i^k\|_2^2. \tag{51}
\]
where in (a) we used \((12)\) and the Young’s inequality; in (b) we used \((23)\), \((24)\), \((25)\), \((52)\), and defined
\[
\beta_1 \triangleq \frac{\kappa^2(1 + L + NL_m)^2(2N + 1) + N(1 + \gamma^2)}{(k + B - 1)} + \kappa^2(1 + L + NL_m)^2 + (B - N + 2).
\]
3) Bounding term $V$ : there holds,
\[
term V \leq 2\|x^k - x^*(x^k)\|^2 + 2\gamma^2\|\Delta x_i^k\|^2 + (L_i^2 + L^2(\rho - 1)) \left( \|\Delta x_i^{k+1}\| + \sum_{l=k}^{k+B-1} \|\Delta x_i^l\|_2^2 \right) + 2\kappa^2(1 + L + NL_m)^2 + (L_i^2 + L^2(\rho - 1))(1 + D\gamma^2) + 2\gamma^2. \tag{55}
\]
where in (a) we used \((12)\) and the Young’s inequality; in (b) we used \((23)\), \((24)\), \((25)\), \((52)\), and defined
\[
\beta_4 \triangleq \frac{\kappa^2(1 + L + NL_m)^2(2N + 1) + N(1 + \gamma^2)}{(k + B - 1)} + \kappa^2(1 + L + NL_m)^2 + (L_i^2 + L^2(\rho - 1))(1 + D\gamma^2) + 2\gamma^2. \tag{54}
\]
4) Bounding term VI: for \( t \in [0, T_k^k] \),
\[
\text{term VI} \leq (L^2 + L_t^2) \left( 2 \left\| \Delta \mathbf{x}_{i,t}^{k} \right\|_2^2 + 2\gamma^2 \sum_{h=1}^{k} \left\| \Delta \mathbf{x}_{i,h}^{k} \right\|_2^2 \right)
\]
where in (a) we used A2, B2, B3, and the Young's inequality; and in (b) we used (24) and defined
\[
\beta_3 \doteq 2(L^2 + L_{m}^2) \left( 2NC_2 + D\gamma^2 + 1 \right) + \frac{1}{2}.
\]

5) Bounding term VII: for \( t \in [0, T_k^k] \),
\[
\text{term VII} \leq \left( \frac{1}{2} \right) \left( \rho L^2 \sum_{j \in N_i} \left\| \mathbf{x}_{j,t}^{k} - \mathbf{x}_{i,t}^{k} \right\|_2^2 + \left\| \Delta \mathbf{x}_{i,t}^{k} \right\|_2^2 \right)
\]
where in (a) we used A2 and the Young's inequality.

6) Bounding term VIII and term IX: for \( t \in [1, T_k^k - 1] \),
\[
\text{term VIII} \leq \gamma \left( L^2 + L_t^2 (\rho - 1) \right) \left( \left\| \Delta \mathbf{x}_{i,t}^{k} \right\|_2^2 \right) + D\gamma^2 \sum_{i=l^k_{i,t}, D}^{k+1} \left\| \Delta \mathbf{x}_{i,t}^{k} \right\|_2^2,
\]
where in (a) we used (12) and the Young's inequality; and in (b) we used (24), and defined
\[
\beta_5 \doteq (L_{m}^2 + L^2 (\rho - 1)) \left( 2NC_2 + D\gamma^2 + 2 \right) + \gamma^2.
\]
As done in (58), it is easy to prove that
\[
\text{term IX} \leq \beta_5 \sum_{l=k-D}^{k+1} \left\| \Delta \mathbf{x}_{l,t}^{k} \right\|_2^2.
\]

Using the above results, we can bound \( a_{k}^{i,t,4}, b_{k}^{i,t,4}, \) and \( c_{k}^{i,t,4} \). According to definition of \( a_{k}^{i,t,4} \), we have
\[
a_{k}^{i,t,4} \leq \alpha_1 \sum_{l=k-D}^{k+1} \left\| \Delta \mathbf{x}_{l,t}^{k} \right\|_2^2,
\]
where
\[
\alpha_1 \doteq \left( 1 - \gamma \right) \left( \beta_3 + \frac{L^2L_t^2D\gamma + 1}{2} \right) + \rho L \beta_1 + \beta_4.
\]

For \( b_{k}^{i,t,4} \) and \( c_{k}^{i,t,4} \), we have: \( t \in [1, T_k^k - 1] \),
\[
b_{k}^{i,t,4} \leq \alpha_2 \sum_{l=k-D}^{k+1} \left\| \Delta \mathbf{x}_{l,t}^{k} \right\|_2^2,
\]
\[
c_{k}^{i,t,4} \leq \alpha_3 \sum_{l=k-D}^{k+1} \left\| \Delta \mathbf{x}_{l,t}^{k} \right\|_2^2,
\]
where
\[
\alpha_2 \doteq \left( 1 - \gamma \right) \left( \beta_3 + \frac{L^2L_t^2D\gamma + 1}{2} \right) + \rho L \beta_2 + \beta_5.
\]
\[ + \gamma \sum_{t=1}^{T_k-2} \left( g_i \left( x_{k,t}^i \right) - g_i \left( x_{k,t-1}^i \right) \right) \]
\[ + \left( \gamma - 1 \right) g_i \left( x_{k,0}^i \right) - g_i \left( x_{k,1}^i \right) \]
\[ + \left( N \alpha + (B - N) \alpha_2 \right) \sum_{l=k-D}^{k+B-1} \| \Delta x_i^l \|_2^2 \leq \frac{1 - \gamma}{\gamma} \left( V(x_k^i) \right) \]
\[ - V(x_k^{i+1}) \]
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