The soft-photon approximation in infrared-laser-assisted atomic ionization by extreme-ultraviolet attosecond-pulse trains
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Abstract. We use the soft-photon approximation, formulated for finite pulses, to investigate the effects of the dressing pulse duration and intensity on simulated attosecond pump–probe experiments employing trains of attosecond extreme-ultraviolet pulses in conjunction with an IR probe pulse. We illustrate the validity of the approximation by comparing the modelled photoelectron distributions for the helium atom, in the photon energy region close to the \( N = 2 \) threshold, to the results from the direct solution of the time-dependent Schrödinger equation for two active electrons. Even in the presence of autoionizing states, the model accurately reproduces most of the background features of the \( \textit{ab initio} \) photoelectron spectrum in the \( 1s \) channel. A splitting of the photoelectron harmonic signal along the polarization axis, in particular, is attributed to the finite duration of the probe pulse. Furthermore, we study the dependence of the sideband integrated signal on the pump–probe time delay for increasing IR field strengths. Starting at IR intensities of the order of \( \sim 1 \text{ TW } \text{cm}^{-2} \), overtones in the sideband oscillations due to the exchange of three or more IR photons start to appear. We derive an analytical expression in the frequency-comb limit of the
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soft-photon model for the amplitude of all the sideband frequency components and show that these amplitudes oscillate as a function of the intensity of the IR field. In particular, we predict that the amplitude of the fundamental component with frequency $2\omega_{\text{IR}}$, on which the RABITT optical reconstruction technique is based, changes sign periodically.
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1. Introduction

Recent major advances in laser technology have led to the production of single attosecond pulses (SAP) [1, 2] as well as attosecond pulse trains (APT) [3, 4] in the extreme-ultraviolet (XUV) energy range, thus opening the way to the experimental study of electron dynamics in atoms and molecules at its natural timescale [5]. Owing to the still comparatively low intensity of the sub-femtosecond XUV pulses [6] obtained with high-harmonic generation (HHG) [7–9], table-top experiments that investigate such ultra-fast dynamics generally involve pump–probe schemes comprising a sequence of one or more XUV pulses in conjunction with a replica of the intense compressed Ti–sapphire infrared (IR) pulse used to create them [10–12]. As a result of the interaction with the field, an atomic or molecular target is ionized and the fragments emerging from the reaction centre are collected (the recent technique of attosecond transient absorption spectroscopy represents a notable exception [13]). The spectral and angular distribution of the photo fragments encode information about all the steps of the process triggered by light: the initial excitation out of the original bound state, the field-free evolution of coherent superpositions of states in the continuum during the timegap between pump and probe pulse, the dressed-state dynamics within the IR field as well as further transitions between excited states induced by the probe. Disentangling the contribution of these steps from the experimental result is a hard task which often requires assistance by theory. Indeed, since non-stationary non-perturbative transitions between highly excited states may be involved, direct solution of the time-dependent Schrödinger equation (TDSE) is often needed to reproduce the experiment in all its aspects and in a quantitative way. Freezing of selected degrees of freedom in the system,
fine tuning of the laser parameters and wave-packet inspection can be used to characterize the underlying ionization mechanism. Yet, this is a time-consuming procedure. The analysis of both experiments and theoretical simulations is thus greatly facilitated if major aspects of the results can be explained by simplified models. In the case of atomic photoionization, a most prominent example is the strong-field approximation \cite{14–16}, a model which is able to reproduce well broad features of the photoelectron spectrum and which provided a valuable insight into several non-perturbative processes triggered by radiation (see, e.g. \cite{17, 18} and references therein).

In the context of laser-assisted photoelectric effect, applications of the strong-field approximation have concentrated on the description of sideband intensities for long single XUV pulses \cite{19–21} and on the transition to the streaking regime \cite{22–24} when the XUV pulse duration is reduced below one femtosecond \cite{25–28}. A reconstruction method for SAPs based on the strong field approximation and on measurements conducted at different intensities of the dressing laser has also been proposed \cite{29}. Since in all these cases, the energy of the photoelectron is much larger than that of a single quantum of the dressing field, the more specialized term soft-photon approximation (SPA) \cite{20} will be used.

In this work, we examine in some detail the use of the SPA to reproduce the outcome of a second important class of attosecond pump–probe schemes, those employing an APT in conjunction with an IR pulse with a controllable time delay, which is the laser configuration also used for the popular reconstruction of attosecond beating by interference of two-photon transitions technique (\textit{rabitt}) \cite{3, 19, 30}. In particular, we investigate the role of probe pulse duration and intensity on the photoelectron distribution. To justify the general validity of our results, we compare the prediction of the SPA, formulated for finite pump pulses and modulated dressing fields, for the photoionization of the helium atom, the simplest system which features correlated electron dynamics, with the virtually exact \textit{ab initio} results obtained by numerical integration of the TDSE on a multi-channel \textit{B}-spline close-coupling basis \cite{31}. This is a particularly stringent and relevant test since, so far, the applicability of the SPA has been validated mostly by comparison with single-active electron models only. The results of our calculations show that, even at the opening of the \(N = 2\) excitation threshold of the He\(^+\) parent ion, an energy region where electronic correlation is known to play a crucial role, the SPA reproduces with high accuracy all of the most prominent background non-resonant features of the spectrum in the 1s dominant ionization channel. For example, simulations with compressed Ti–sapphire pulses reveal unexpected minima in the harmonic photoelectron signal along the polarization axis. These minima are accurately reproduced by an extension of the SPA model where the pulsed nature of the dressing field is mimicked by a periodic envelope, hence they are shown to be associated with the finite duration of the IR pulse, rather than to the underlying atomic structure. In other terms, not only can the SPA describe several aspects of atomic attosecond photoionization spectra but also proves useful to tell apart those non-perturbative aspects of the ionization process that can be explained by a single-particle model from those with genuine many-body character.

Based on the good agreement between SPA and the \textit{ab initio} calculations in selected cases, we examined the prediction of the model for APT-pump IR-probe experiments at increasingly large intensities of the dressing laser. This line of investigation is relevant both to highlight how the photoelectron spectrum deviates from the weak-field limit assumed in the \textit{rabitt} technique, and to lay out the ground for an extension of interferometric methods like \textit{rabitt} to study strong-field effects. The \textit{rabitt} technique was originally introduced to characterize the
Figure 1. The four lowest-order two-photon transition amplitudes that give rise to the sideband $2n$ in the rabitt scheme. Since both the absorption and stimulated emission of one photon carry the phase of the corresponding field, but with opposite signs, interference terms of the form $A_1^* A_3 + c.c.$ oscillate as $2\phi_{\text{IR}} = 2\omega_{\text{IR}} t_d$, where $t_d$ is the time delay between the IR pulse and the APT.

average temporal profile of the attosecond pulses within the train [32–35] and, in turn, devise manipulation techniques to minimize the duration of individual pulses [36, 37]. This procedure is based on two assumptions: that the transition matrix elements between atomic states in the continuum vary slowly with the photoelectron energy, and that the probe pulse is sufficiently weak for the lowest-order perturbative approximation to apply. The spectrum of the APT used in the rabitt method comprises only odd harmonics ($H_{2n+1}$) of the IR frequency. At low IR intensities, the absorption of one XUV photon combined with the exchange of one IR photon gives rise to sidebands (SB$_{2n}$) in the photoelectron spectrum corresponding to even multiples of the IR photon energy (see figure 1). Owing to the interference between the amplitudes for the absorption of two consecutive harmonics, $H_{2n-1}$ and $H_{2n+1}$, the intensity of the sideband SB$_{2n}$ oscillates as a function of the time delay between the XUV train and the IR pulse at twice the frequency of the IR. The perturbative expression for the two-photon transition rate $\mathcal{W}_{2n}^{(2)}$ to the sideband SB$_{2n}$ is

$$\mathcal{W}_{2n}^{(2)} = \frac{8\pi^3}{\omega_{\text{IR}}} \Phi_{\text{IR}} \left\{ \Phi_{2n-1} | \mathcal{M}_{2n-1} |^2 + \Phi_{2n+1} | \mathcal{M}_{2n+1} |^2 + 2\sqrt{\Phi_{2n-1} \Phi_{2n+1}} | \mathcal{M}_{2n-1} \mathcal{M}_{2n+1} | \cos \left[ \Delta \phi_{2n} + \Delta \phi_{2n}^{\text{At}} - 2(\phi_{\text{IR},0} + \omega_{\text{IR}} t_d) \right] \right\}, \quad (1.1)$$

where $\mathcal{M}_{2n\pm 1}$ are two-photon transition matrix elements, $\Phi_{\text{IR}}$ and $\Phi_{2n\pm 1}$ are the IR and the harmonic photon fluxes, $\Delta \phi_{2n}$ is the phase difference between the $H_{n+1}$ and $H_{n-1}$ harmonics and $\omega_{\text{IR}}$ and $\phi_{\text{IR},0}$ are the IR angular frequency and absolute phase, respectively, $t_d$ is the pump–probe time delay and $\Delta \phi_{2n}^{\text{At}}$ is a so-called atomic phase (see appendix A for the definition of the individual terms and an outline of the derivation of (1.1)). Hence, the phase of the oscillation incorporates the intrinsic phases of all the atomic transitions involved as well as the relative phases of the harmonics in the XUV train.

With the increase of the APT reproducibility and control, interest has shifted from the characterization of light pulses to the measurement of intrinsic phases $\Delta \phi_{\text{At}}$, which
provide access to the time delay in photoelectron ejection [38–40] and to resonant continuum–continuum transition in atoms [41] and molecules [42, 43]. The rabitt technique, therefore, constitutes a valid alternative to the measurement of photoelectron ejection time delays based on the streaking technique [11, 44–51]. APTs were also used, in association with strong driving fields, to demonstrate control of the ionization rate [52–54] and, in the presence of both even and odd harmonics, to alter photoelectron anisotropy [55].

From the perspective of devising effective quantum-control protocols, it is interesting to examine extensions of the rabitt technique beyond the lowest-order perturbative limit. At higher intensities, more than one IR photon can be exchanged. When this happens, overtones appear in the sideband modulation with time delay; consequently, the direct correspondence between each sideband phase and the phase differences between consecutive harmonics is lost. To quantify the effects of strong fields on sidebands, we derive a general analytical expression for the dependence of the overtone intensity on the dressing-field strength in the frequency-comb limit. Qualitative departure from the lowest-order perturbative regime is predicted already at intensities as low as $5 \times 10^{11} \text{ W cm}^{-2}$, where multi-photon contributions start to dominate. In fact, we show that the amplitudes of all the frequency components in a sideband oscillate as a function of the intensity of the IR field. In particular, we predict that the amplitude of the dominant rabitt component should periodically change sign. Both the aforementioned effect due to a finite dressing pulse duration and the one predicted for large IR intensities should realistically be observable with the currently available experimental setups.

The paper is organized as follows. In section 2 we shortly survey the SPA formulated for finite XUV pulses, extend it to the case of a modulated IR, apply it to the rabitt pump–probe scheme and derive an expression for the sideband intensities in the limiting case of an XUV frequency comb. In section 3 we illustrate the results obtained within the modified SPA and compare them with the results from virtually exact ab initio simulations, in the specific case of helium ionization, and with the frequency comb model for a general case in the high-intensity regime. In section 4, we summarize our results and present our conclusions. The paper is closed by an appendix section: in appendix A we offer a concise derivation of the lowest-order perturbative rabitt formula; in appendix B we outline the procedure followed to compute the ab initio solution of the TDSE and the value of the corresponding asymptotic differential observables.

### 2. The soft-photon approximation

Consider an atom $A$ in its ground state $|\phi_g\rangle$ subject to a strong IR pulse and a weak XUV pulse (or pulse train) triggering the ionization process

$$A + \gamma_{\text{XUV}} \pm n\gamma_{\text{IR}} \rightarrow A^+ + e^{- \vec{k}}, \quad (2.1)$$

where $\vec{k}$ is the momentum of the ejected photoelectron. The evolution of the system is described by the minimal coupling time-dependent Hamiltonian which, in dipole approximation and in velocity gauge [56], reads

$$H(t) = H_0 + \alpha [\vec{A}_{\text{IR}}(t) + \vec{A}_{\text{XUV}}(t)] \cdot \vec{P}, \quad (2.2)$$

where $H_0$ is the field-free time-independent atomic potential, $\alpha$ is the fine-structure constant, $\vec{A}_{\text{XUV}}(t)$ and $\vec{A}_{\text{IR}}$ are the transverse vector potentials of the XUV and IR pulses, respectively.
and $\tilde{P}$ is the total electronic canonical momentum (atomic units are used throughout, unless otherwise stated).

Since the XUV field is assumed to be weak, its effects can be treated at the level of the first-order time-dependent perturbation theory. If the intensity of the IR field is to take on large values, however, the interaction of the atom with it must be treated non-perturbatively. Therefore, the transition amplitude $A_{\lambda\rightarrow g}$ from the initial state $|\phi_g\rangle$ to a final scattering state $|\phi^-\rangle$ of the time-independent Hamiltonian $H_0$ (the minus and $\lambda$ indices in the final state stand for incoming boundary conditions and for a complete set of appropriate asymptotic quantum numbers, respectively) is given by the generalized expression

$$A_{\lambda\rightarrow g} = -i \int_{-\infty}^{+\infty} \langle \psi^-\rangle(t) |\alpha \tilde{A}_{XUV}(t) \cdot \tilde{P}|\psi^+(t)\rangle dt,$$

where $|\psi^+(t)\rangle$ and $|\psi^-(t)\rangle$ are the dressed states of the time-dependent Hamiltonian

$$H_F(t) = H_0 + \alpha \tilde{A}_{IR}(t) \cdot \tilde{P},$$

which fulfil the assigned asymptotic conditions at $t \rightarrow \mp\infty$, respectively,

$$i\partial_t|\psi^+(t)\rangle = H_F(t)|\psi^+(t)\rangle, \quad \lim_{t\rightarrow-\infty} e^{iE_g\tau} |\psi^+(t)\rangle = |\phi_g\rangle,$$

$$i\partial_t|\psi^-(t)\rangle = H_F(t)|\psi^-(t)\rangle, \quad \lim_{t\rightarrow+\infty} e^{iE_-\tau} |\psi^-(t)\rangle = |\phi^-\rangle,$$

where $E_g$ and $E_\lambda$ are the initial and final energy, respectively.

We will now concentrate on the process of laser-assisted photoionization in the SPA, i.e. the central frequency of the XUV pulse is assumed to be sufficiently high to drive the photoelectron well above the ionization threshold so that the IR field dresses the atom, thus generating multiphoton transitions between the continuum states, but the final photoelectron spectrum still lies well above the ionization threshold and recollision is excluded. To evaluate this amplitude within the soft-photon model, we make three approximations. (I) The ground state $|\phi_g\rangle$ is unaffected by the IR field, $|\psi^+(t)\rangle = e^{-iE_g\tau} |\phi_g\rangle$ identically. (II) The atom behaves as an hydrogenic system which is ionized from the 1s orbital. (III) The interaction of the emitted photoelectron with the parent ion is neglected altogether. Less severe approximations which account for the interaction of the bound state with the dressing field [20], and for the interaction of the continuum state with the parent ion at a perturbative level [57, 58] have been considered in the past. These investigations confirm that if the neutral atom has large excitation energies, as it is certainly the case for helium, and the final energy of the photoelectrons are sufficiently far from the ionization threshold, these are reasonable approximations at the laser intensities realized for current compressed Ti–sapphire pulses. The choice of a hydrogenic orbital for the initial ground state, a common practice in atomic structure modelling, is particularly justified in the case of laser-assisted XUV ionization since only the high-energy components of the orbital representation in momentum space, which are the least sensitive to the electron–electron interaction, contribute to the transition amplitudes. Under the assumptions (I–III), the final state $|\psi^-(t)\rangle$ in (2.3) reduces to a Volkov state $|\Psi_k(t)\rangle$ [56]

$$|\Psi_k(t)\rangle = |\tilde{k}\rangle \exp \left[ -\frac{i}{2} \frac{k^2}{t} - i \Theta(t) \right], \quad \Theta(t) = \alpha \tilde{k} \cdot \int_0^t d\tau \tilde{A}_{IR}(\tau).$$
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2.1. Monochromatic soft-photon approximation

For a monochromatic IR field,

$$\tilde{A}_{\text{IR}}(t) = A_0 \cos(\omega_{\text{IR}} t + \varphi_{\text{IR}}) \hat{e},$$

(2.7)

where $A_0$, $\omega_{\text{IR}}$, $\varphi_{\text{IR}}$ and $\hat{e}$ are the field amplitude, frequency, phase and polarization, respectively. The time-dependent phase $\Theta(t)$, therefore, reads

$$\Theta(t) = \tilde{a}_0 \cdot \tilde{k} \sin(\omega_{\text{IR}} t + \varphi_{\text{IR}}) - \tilde{a}_0 \cdot \tilde{k} \sin(\varphi_{\text{IR}}),$$

(2.8)

where we introduced the free-electron excursion amplitude $\tilde{a}_0 = \alpha \omega_{\text{IR}}^{-1} A_0 \hat{e}$. The second term on the rhs of (2.8) results in a time-independent phase factor in the wave function, equivalent to an intensity-dependent phase convention for the plane wave basis, which disappears when taking the square module of the transition amplitudes to compute observable quantities. Therefore, in the following, we will simply neglect it. We can apply, as usual, the Jacobi–Anger expansion [59] to obtain

$$|\Psi_k(t; \tilde{a}_0) = |\tilde{k} \sum_{n=-\infty}^{\infty} J_n(\tilde{a}_0 \cdot \tilde{k}) \exp[-i(k^2/2 + n \omega_{\text{IR}}) t - in \varphi_{\text{IR}}],$$

(2.9)

where $J_n$ are Bessel functions and $|\tilde{k}\rangle$ is a plane wave, $\langle \tilde{r} | \tilde{k}\rangle = (2\pi)^{-3/2} \exp(i\tilde{k} \cdot \tilde{r})$. If we substitute (2.9) in (2.3), we obtain

$$A_{k \rightarrow g} \approx -i \sqrt{2\pi} \alpha (\tilde{k} \cdot \hat{e}) \phi_g(k) \sum_{n=-\infty}^{+\infty} J_n(\xi x) e^{i\varphi_{\text{IR}}} \tilde{A}_{\text{XUV}}(E_g - k^2/2 - n \omega_{\text{IR}}),$$

(2.10)

where $\phi_g(k)$ is the momentum representation of a 1s orbital with effective charge $Z$ [60],

$$\phi_{1s}(k) = \frac{2\sqrt{2} Z^{5/2}}{\pi [k^2 + Z^2]^{3/2}},$$

(2.11)

$x$ is the cosine of the angle formed by the photoelectron momentum and the laser polarization, and where we introduced the reduced field strengths $\xi = \alpha_0 k$. The reduced field strength, formulated in terms of the photoelectron energy $E_g$ and of the IR intensity $I_{\text{IR}}$ expressed in TW cm$^{-2}$,

$$\xi = \frac{4\sqrt{\pi} \alpha E_g^{1/2}}{\omega_{\text{IR}}^2} \sqrt{\frac{I_{\text{IR}}(\text{TW cm}^{-2})}{3.51 \times 10^4 \text{TW cm}^{-2}}},$$

(2.12)

is a very convenient quantity in the context of attosecond pump–probe experiments, since, for $E_g = 1$ au, an intensity $I_{\text{IR}} = 1$ TW cm$^{-2}$, a common order of magnitude for compressed Ti–sapphire pulses, corresponds to $\xi \approx 0.99$, i.e. it is essentially equivalent to one reduced field strength unit. In equation (2.10) as well as in the following, the character tilde on top of a symbol indicates the Fourier transform of the corresponding time-dependent variable, e.g.

$$\tilde{A}_{\text{XUV}}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-i\omega t} A_{\text{XUV}}(t) \, dt.$$

(2.13)

Equation (2.10) can be directly used to compute the photoelectron distribution as

$$\frac{dP_{E\Omega_{\rightarrow g}}}{dE \, d\Omega} = k |A_{k \rightarrow g}|^2,$$

(2.14)
Figure 2. Schematic representation of an APT (a) and of its harmonic composition (b). When the harmonics are all in phase at a given point along their trajectory, they interfere constructively giving rise to a localized attosecond pulse ($t = 0$). At a distance of half an IR cycle in either space ($\Delta x = \lambda_{IR}/2$) or time ($\Delta t = T_{IR}/2$) from this maximum, all the harmonics will be in phase again but with opposite sign, thus giving rise to a second attosecond pulse which is the mirror image of the first one with respect to the horizontal axis. At $t = T_{IR}/4$, all the harmonics vanish and so does the train.

and applied to several cases of interest. In section 3, we will examine a few. For monochromatic XUV pulses, further simplifications of (2.14) are possible [16, 18, 20]. Here, however, we are more interested in broadband XUV pulses in general, and on APTs in particular. First, we will specialize the formula for the transition amplitude (2.10) to the RABBIT technique. Next, we will see how the case of a finite IR pulse can be simulated with a polychromatic Volkov state.

An idealized APT can be expressed as a modulated infinite sequence of identical pulses

$$A_{XUV}(t) = A_0 \sum_{n=-\infty}^{+\infty} (-1)^n f(t - n \pi/\omega_{IR}),$$

where $g(t)$ is the envelope of the train and $f(t)$ is the (dimensionless) profile, centred at the time origin, of each single pulse in the train. Alternatively, the same train can also be expressed as a combination of in-phase harmonics of the fundamental IR frequency (see figure 2),

$$A_{XUV}(t) = \sqrt{\frac{8}{\pi}} \omega_{IR} A_0 \sum_{k=0}^{\infty} |\tilde{f}_{2k+1}| \cos [(2k+1)\omega_{IR}t + \phi_{2k+1}],$$

where the index $k$ runs now over the harmonics, and we introduced the notation $\tilde{f}_n = \tilde{f}(n\omega_{IR})$, $\phi_n = \arg f_n$. The spectrum of this field thus reads

$$\tilde{A}_{XUV}(\omega) = \sqrt{\frac{2}{\pi}} \omega_{IR} \sum_{k=-\infty}^{+\infty} \tilde{f}_{2k+1} \tilde{g} [\omega - (2k+1)\omega_{IR}].$$

In the following we will consider only the case of the in-phase harmonics. However, the formalism developed in our paper is very easily extended to include explicitly the harmonic
phases \( \phi_{2k+1} \), and hence to devise possible corrections to the RABITT reconstruction protocol when a structureless ionization continuum is involved. To include in a consistent way the effect of the atomic phases (and of their energy derivatives, which are associated with the laser-assisted photoelectron ejection time delay), instead, one first needs a realistic model for the arguments of the multi photon transition matrix elements for a particle in a Coulomb field and in the presence of a reactive parent ion. Investigation in this direction, while certainly worth pursuing, is to be considered beyond the scope of the current work.

2.2. Pulsed soft-photon approximation

To the best of our knowledge, the SPA has only been used in the monochromatic IR version outlined in the previous paragraph. This approximation, however, is justified only if the envelope of this dressing pulse does not change significantly across the duration of the XUV field. This is certainly the case of SAPs, where the full-width at half-maximum (fwhm) of the XUV does not exceed a half period of the IR (streaking conditions). It is generally the case in the RABITT method as well, since common IR pulses have a duration of a few tens of femtoseconds, which is longer than the common duration of an APT. Yet, compressed IR pulses with a duration of only a few femtoseconds are routinely produced \([1, 2]\) and it is in principle not hard to devise an experiment where an APT is aligned with a compressed replica of the IR pulse used to generate it and which could easily be as short as the APT itself. Furthermore, use of short IR pulses is common practice when solving the TDSE to limit the cost of computation, or even to render the simulation possible altogether. The IR modulation can be appropriately accounted for with a truncated cosine-square envelope

\[
\vec{A}_{\text{IR}}(t) = \begin{cases} A_0 \hat{e} \cos^2[\Omega (t - t_{m})] \cos[\omega_{m}(t - t_{m}) + \varphi_{m}], & \text{for } |t - t_{m}| < \frac{\pi}{2\Omega} \\ 0 & \text{otherwise.} \end{cases}
\]

(2.18)

Since in the SPA model we are dealing with a structureless continuum, the multi-photon transition amplitudes which involve the absorption of at least one photon from the XUV field rapidly vanish as soon as the XUV and the IR pulses do not overlap. As a consequence, to examine the influence of a finite duration of the IR dressing field, one can replace the cosine-square single IR pulse (2.18) by a cosine-square periodic envelope,

\[
\vec{A}_{\text{IR}}(t) = A_0 \hat{e} \cos^3[\Omega (t - t_{m})] \cos[\omega_{m}(t - t_{m}) + \varphi_{m}] \quad \forall t,
\]

(2.19)

which corresponds to a non-truncated trichromatic IR field with well defined phase and intensity relation between the three frequency components. As long as all the XUV pulses lie well within the region \( |t - t_{m}| < \frac{\pi}{2\Omega} \), the contributions to the signal that come from the other oscillations of the IR envelope can be safely neglected. This periodic configuration for the IR dressing field, therefore, is appropriate to simulate the case of a finite IR pulse. With this choice, the free photoelectron will be indefinitely driven by the IR field, with no consequences other than an irrelevant phase factor due to forward Compton scattering. The phase \( \Theta(t) \) in (2.6) for the Volkov state in the presence of a modulated IR is

\[
\Theta(t) = \vec{\alpha}_0 \cdot \vec{k} \cos^2[\Omega (t - t_{m})] \sin[\omega_{m}(t - t_{m}) + \varphi_{m}] + o(\Omega/\omega_{m}) + \text{const.}
\]

(2.20)

The time-independent term \( \text{const} \) can be ignored, as we did in the case of equation (2.8). The higher-order correction \( o(\Omega/\omega_{m}) \) alters slightly the proportions of the monochromatic
components of the zeroth-order term. If needed, it can be taken into account exactly; yet, it can generally be safely neglected. If we do so, the three frequency components of \( \Theta(t) \) are

\[
\Theta(t) \simeq \frac{a_0 \cdot \vec{k}}{4} \left[ 2 \sin[\omega_{\text{IR}}(t - t_{\text{IR}})] + \sin[(\omega_{\text{IR}} + 2\Omega)(t - t_{\text{IR}}) + \varphi_{\text{IR}}] 
+ \sin[(\omega_{\text{IR}} - 2\Omega)(t - t_{\text{IR}}) + \varphi_{\text{IR}}] \right],
\]

so the Volkov phase factor for such a field is just the product of the Volkov factors for the three individual monochromatic field components [see (2.9)]

\[
\Psi_{\vec{k}}(\vec{r}, t) \cong |\vec{k}\rangle \exp \left( -\frac{i k^2}{2} t \right) \sum_{n_i} J_n(\frac{x}{2}) J_n(\frac{x}{4}) J_n(\frac{x}{4})
\times \exp \{-i n_{\text{tot}}[\omega_{\text{IR}}(t - t_{\text{IR}}) + \varphi_{\text{IR}}]\} \exp[-4i(n_3 - n_2)\Omega(t - t_{\text{IR}})],
\]

where the sum runs over all the positive and negative integer values of the three \( n_i \) indexes, \( n_{\text{tot}} = n_1 + n_2 + n_3 \). The transition amplitude is finally

\[
A_{\vec{k} \rightarrow g} \cong -i \sqrt{2\pi} \alpha x k \phi_g(k) \sum_{|n_i|} J_n(\frac{x}{2}) J_n(\frac{x}{4}) J_n(\frac{x}{4})
\times \exp \{i n_{\text{tot}}(\varphi_{\text{IR}} + \omega_{\text{IR}}t_{\text{IR}}) - 2i(n_3 - n_2)\Omega t_{\text{IR}}\}
\times \tilde{A}_{\text{XUV}} \left[ E_g - \frac{k^2}{2} - n_{\text{tot}}\omega_{\text{IR}} + 2(n_2 - n_3)\Omega \right].
\]

In the low intensity limit, we recover the two-photon transition amplitude from the lowest-order perturbative treatment in the plane-wave approximation. The integrated sideband signal is defined here as

\[
I_{2n} = \int_{E_-}^{E_+} dE \int d\Omega \sqrt{2E} |A_{\vec{k} \rightarrow g}|^2, \quad E_{\pm} = E_g + \frac{4n \pm 1}{2} \omega_{\text{IR}}.
\]

This definition is justified as long as the photoelectron signal at the midpoints \( E_{\pm} \) between the sidebands and the adjacent harmonics is negligible, a condition fulfilled in all the cases considered in this work.

2.3. Frequency-comb limit

Key to the standard application of the RABITT technique is the lowest-order perturbative approximation where only one IR photon is assumed to be exchanged with the atom. At intensities of the order of 1 TW cm\(^{-2}\), however, additional paths that imply the exchange of two or more IR photons become important. As a consequence, several transition matrix elements contribute to give rise to the variation of the photoelectron sideband intensity as a function of the time delay. In particular, on the side to the fundamental RABITT frequency \( 2\omega_{\text{IR}} \), several overtones \( 2n\omega_{\text{IR}} \) appear, which have an involved relation with the phases of the harmonics in the train. For this reason, high intensities are generally considered detrimental to the resolution with which the RABITT technique can reconstruct the average profile of an attosecond pulse within the train [61]. This does not have to be necessarily the case, however, if a reliable correspondence between the sideband signal and the underlying harmonics beyond the lowest-order perturbative
regime can be established. To gain an insight into the dependence of the sideband signal on the intensity of the dressing laser, let us consider the limiting case of a frequency comb [62], i.e. of a very long sequence of very narrow XUV pulses. In this case, the spectrum of the field is locally given by a series of equally spaced narrow peaks with similar height. We can extrapolate the SPA to this limit, and obtain an analytical expression for the intensity of all the discrete frequency components of the sidebands as a function of the time delay. Let us assume that the comb Fourier spectrum has the following expression:

\[
\tilde{A}_{XUV}(\omega) = A_0 \omega_{IR} \sum_{i=-\infty}^{+\infty} \tilde{g} [\omega - (2i+1)\omega_{IR}],
\]  

(2.26)

where \(\tilde{g}(\omega)\) is a sharp function centred in a small neighbourhood of \(\omega = 0\), while the negative and positive indices account for photon absorption and stimulated emission, respectively. The expression in 2.26 is justified as long as the intensity of the high-harmonics spectrum does not change much across an energy interval of the same order as the classical excursion \(\Delta E\) of the kinetic energy of a free electron driven by the dressing field, \(\Delta E = 2\sqrt{8U_pE_e}\), where \(U_p\) and \(E_e\) are the ponderomotive energy and the free-electron energy, respectively. If we focus on the sideband \(2m\), the photoelectron signal is negligible unless the electron final kinetic energy lies in the close vicinity of \(E_g + 2m\omega_{IR}, k^2/2 = E_g + 2m\omega_{IR} + \epsilon\). When inserted in (2.10), therefore, equation (2.26) gives rise to factors of the form

\[
\tilde{g}[-(2m+n+2i+1)\omega_{IR} + \epsilon],
\]  

(2.27)

which are non-negligible only if \(2m+n+2i+1 = 0\). As a consequence, only net exchanges of an odd number \(n\) of IR photons can contribute. The amplitude in (2.10) is then,

\[
A_{\tilde{k} \rightarrow g} \approx -i A_0 \omega_{IR} \sqrt{2\pi} \alpha k_{2m} \phi_g(k_{2m}) \tilde{g}(\epsilon) \sum_{n} x J_n(\xi x)e^{i\phi_{IR}},
\]  

(2.28)

where \(x\) is the cosine of the angle formed by \(\tilde{\alpha}_0\) and \(\tilde{k}_{2m}\), and \(k_{2m} = (4m\omega_{IR} + 2E_g)^{1/2}\). Both the pre-factor and the reduced field strength in (2.28) are smooth functions of the electron energy. Consecutive sidebands, therefore, have an almost identical energy profile that is largely insensitive to the intensity of the dressing laser. For the sake of conciseness, in the following, we render the dependence on the final energy implicit, drop the sideband index and refer to a generic sideband instead. The integral of the sideband signal is thus

\[
I_{SB} = \beta \int_{-1}^{1} x^2 dx \left| \sum_{n} x J_n(\xi x)e^{i\phi_{IR}} \right|^2,
\]  

(2.29)

where \(\beta\) collects the fixed factors that depend on the details of the XUV spectrum but not on the IR intensity,

\[
\beta = 2\pi |\alpha \omega_{IR} A_0 k_{2m} \phi_g(k_{2m})|^2 \int_{0}^{\infty} \sqrt{2\epsilon} d\epsilon |\tilde{g}(\epsilon)|^2.
\]  

(2.30)

The integral in (2.29) determines the frequency composition of each and every sideband in the frequency-comb limit, due to the interference of the contributions arising from the net exchange of an arbitrary odd number of IR photons (see figure 3). We can reformulate the
Figure 3. For intense dressing fields, several IR photons can be exchanged. For each amplitude that corresponds to a net number of IR photons absorbed or emitted, an infinite number of diagrams contribute. The SPA adds up to infinite order the contribution of all the time-ordered diagrams where the first absorbed photon is from the XUV field. The amplitude for a net exchange of $n$ IR photons carries the phase $n\varphi_{IR} = n\omega_{IR}t_d + \varphi_{IR,0}$. As a consequence, overtones at all even multiples $2m\omega_{IR}$ of the dressing-laser fundamental frequency will appear in the time-delay dependence of the sideband intensity (only amplitudes with an odd net number of exchanged IR photons can contribute to the sidebands).

expression (2.29) by factorizing the dependence on the IR phase $\varphi_{IR} = \omega_{IR}t_d$ (we assume a zero absolute IR phase $\varphi_{IR,0}$),

$$I_{SB} = \beta \sum_{j=0}^{\infty} C_j(\xi) \cos(2j\omega_{IR}t_d),$$

(2.31)

$$C_j(\xi) = \int_{-1}^{1} \frac{2x^2}{1+\delta_{j0}} \sum_n^{\text{odd}} J_n(\xi x) J_{n+2j}(\xi x),$$

(2.32)

where the index $j$ designates the sideband harmonic component, namely: average signal ($j=0$); fundamental RABITT frequency ($j=1$); first overtone ($j=2$); second overtone ($j=3$), etc. Equations (2.31) and (2.32) completely characterize the temporal profile of sideband intensities in the idealized case of a frequency comb pump sequence as a function of both the time delay and the IR intensity. The integral in (2.32) could be expressed in closed form in terms of special functions. The result, however, is rather lengthy and does not seem to provide further insight. As will be discussed in more detail at the end of section 3, a major feature of the $C_j(\xi)$ coefficients is that, for $j > 0$, they oscillate around zero as a function of $\xi$, crossing the axis for different values of the reduced field strength. This means that the relative proportion of the frequency-component amplitudes of the sideband changes with the intensity. In fact, the fundamental RABITT component periodically vanishes altogether, a condition in which overtones dominate. Finally, if the sideband signal can be resolved along fixed directions in space (e.g. $\cos \theta = 0$), the modulation of the corresponding overtone amplitudes, which are given by
the argument of the integrals in (2.32), is more pronounced than for the angularly integrated signal.

3. Results

Here, we will apply the analytical method described in section 2 and the \textit{ab initio} numerical method described in appendix B to compute the photoelectron energy and angularly resolved distribution for photoionization of the helium atom from the 1s\(^2\) ground state to the 1s channel of the He\(^+\) parent ion in the energy region across the \(N = 2\) excitation threshold, within XUV-pump IR-probe schemes,

\[
\text{He}(1s^2) + \gamma_{\text{XUV}} \pm n\gamma_{\text{IR}} \rightarrow \text{He}^+(1s) + e^-_k. \tag{3.1}
\]

We will consider two cases: that of an XUV SAP and that of an APT.

3.1. Single attosecond pulse case

Let us consider the case of an isolated sub-femtosecond XUV pulse overlapped with an intense IR pulse first. A characteristic feature of such experiments is the streaking effect, i.e. an overall shift \(\Delta \vec{p} = -\alpha \vec{A}_{\text{IR}}(t)\) of the momentum distribution of the photoelectron generated by an attosecond XUV pulse centred at time \(t\). The streaking effect, which has a purely classical explanation, has been one of the first means to achieve control over the photoelectron ejection process \([4]\). Recently, the streaking effect has also been instrumental to detect the small time delay associated with photoemission \([11, 44–51]\). In this work, however, we will not consider this latter aspect, since it would enter the comparison between \textit{ab initio} simulations and model predictions as only a minor correction to the more macroscopic features we are about to discuss. For XUV pulses with duration larger than the period of the IR dressing field, a transition from the streaking picture to the sideband picture, characteristic of monochromatic XUV fields \([21]\), is observed. Kazansky \textit{et al} \([28]\) recently examined in detail this transition within the strong-field approximation. Here, we employ an XUV pulse with fwhm\(_{\text{XUV}}\) = 709 as, comparable with a quarter of the IR period,

\[
\vec{A}_{\text{XUV}}(t) = A_{\text{XUV},0} \hat{\epsilon} \exp\left[-\frac{(t - t_{\text{XUV}})^2}{2\sigma_{\text{XUV}}^2}\right] \cos(\omega_{\text{XUV}} t), \quad \sigma_{\text{XUV}} = (8 \ln 2)^{-1/2} \text{fwhm}_{\text{XUV}}, \tag{3.2}
\]

a choice situated at the boundary between the streaking and the side-band limits. The other pulse parameters used in the simulation are: \(\omega_{\text{XUV}} = 61.8\ \text{eV}, \ I_{\text{XUV}} = 0.1\ \text{TW cm}^{-2}, \ \omega_{\text{IR}} = 1.55\ \text{eV}, \ I_{\text{IR}} = 1\ \text{TW cm}^{-2}\) and fwhm\(_{\text{IR}}\) = 4.46 fs. Both pulses are linearly polarized along the \(\hat{\epsilon}\) direction. We conducted simulations for three values of the carrier-envelope phase (CEP) of the IR pulse: 0\(^\circ\), 45\(^\circ\) and 90\(^\circ\). In the three cases, the centres of the XUV and the IR pulse coincide (zero time-delay). Since the duration of the XUV pulse is much shorter than the fwhm of the IR pulse, by changing the CEP we reproduce the case of a longer IR pulse where the time delay is changed instead. This approach is useful when conducting computationally intensive simulations because it permits one to use short IR pulses thus keeping the overall propagation time to a minimum. The predictions of the SPA model were computed by using the same set of parameters as in the simulation, with the exception of the fwhm of the IR field, which in this case is assumed to be monochromatic. In figure 4, we compare the photoelectron spectra resulting from the
Figure 4. Comparison of photoelectron spectra in the 1s channel obtained by direct integration of the TDSE (a)–(f) with the prediction of the SPA (g)–(i) for the case where a helium atom is ionized by a SAP with central energy 61 eV in the presence of an IR field (λ_{IR} = 800 nm, I_{IR} = 1 TW cm^{-2}) at zero time delay. The three panel rows correspond to three different values of the cosine-modulated IR CEP: 90°, 45° and 0°. First column: section of the photoelectron momentum distribution in the yz plane. Second column: same distribution as in the first column but in the representation photoelectron energy versus cosine of the photoelectron ejection angle with respect to the laser polarization. Third column: prediction of the monochromatic SPA. The colour code is on a log_{10} scale. The reported signal is a probability density per unit of cubic linear momentum (first column) or per unit of energy (second and third column), in atomic units.

ab initio calculations (figures 4(a)–(f)) with those from the SPA model (figures 4(g)–(i)). The latter have been scaled by a common factor to closely match the absolute value obtained from the simulation. In all the cases, the colour-code corresponds to a logarithmic scale. The three panels on the left column (figures 4(a)–(c)) show the photoelectron distribution in the (p_x, p_z) plane as it would appear after reconstruction [63] from the experimental data recorded with a
velocity-map imaging detector [64]. A dashed circle on top of the data, centred on the white cross along the vertical axis, indicates the expected position of the signal predicted by the streaking formula. To appreciate the distribution details in a better manner, the panels in the middle column (figures 4(d)–(f)) illustrate the same quantity as in the left column in an energy versus $\cos \theta$ representation, where $\theta$ is the photoelectron ejection angle with respect to the laser polarization. We can recognize four characteristic features. (I) Two dominant lobes, centred at $\omega_{\text{XUV}} - \text{IP}$ in the case of $\text{CEP} = 0^\circ$, which (II) follow a clear streaking trajectory as the CEP of the dressing field is changed. In this representation and for the current IR intensity, the streaking effect appears as a tilt in the distribution. The prediction of the streaking formula is indicated with a dashed line. (III) For the case where the streaking is largest (figure 4(f)), sidebands appear below the left and above the right lobe. Finally, (IV) narrow horizontal resonant features, due to the presence of doubly excited states, are visible. The three panels in the right column (figures 4(g)–(i)) show the prediction of the SPA. The first three-dominant features of the $ab\ initio$ angularly resolved spectra, (I–III), are accurately reproduced. In particular, the sidebands in figure 4(f) are an interference effect of quantum streaking (figure 4(i) is analogous to figure 4(a) in [28]) instead of a consequence of the presence of intermediate doubly excited states. Such an interference effect is due to the fact that, if the duration of the SAP used in the pump–probe ionization is comparable with the half period of the IR, the streaking is not uniform across the pulse. When the centre of the XUV pulse coincides with the zero of the vector potential (figures 4(a), (d) and (g)), the IR accelerates the photoelectrons ejected in any given direction upwards during the first half of the XUV pulse and downwards during the second half. As a consequence, the spectrum of the photoelectron is widened. Furthermore, the wave-packet in the upward direction acquires a negative chirp (not visible in the energy-resolved signal) while the one heading downward acquires a positive chirp. In the case the centre of the XUV pulse coincides with the maximum of the vector potential (figures 4(c), (f) and (i)), the energy bandwidth in either the lower or the upper lobe is smaller than in the previous case. The ionization amplitude generated at times $t_1 = t_{\text{XUV}} - \Delta t/2$ and $t_2 = t_{\text{XUV}} + \Delta t/2$ which are symmetric with respect to the XUV pulse centre are equally streaked by the IR, leading to the interference fringes above the upper and below the lower lobe. Two additional general aspects of the comparison between the $ab\ initio$ and model spectra in figure 4 are worth mentioning. Firstly, while in the SPA model the probability of ejecting one electron in the plane orthogonal to the laser polarization is always zero (see, e.g. equation (2.10)), this is generally not the case for the results from the TDSE, where a small but noticeable departure from zero is visible also for $\cos \theta = 0$. The reason for this difference can be attributed both to the single-particle effects not contemplated by the model (i.e. combined action of the IR and of the Coulomb field) and to multi-particle effects like the resonant excitation of even-parity autoionizing states (e.g. $1^1S^e$ resonances below the $N = 2$ threshold decay to the $1s$ channel by isotropic photoelectron emission), or the virtual excitation of the $N = 2$ channels (polarization of the initial state and of the parent ion). Secondly, the SPA model provides a remarkably good representation for the $1s$ photoelectron spectrum even above the $N = 2$ threshold at $E_e = 1.5$ au, where the $2s$ and $2p$ channels are open. This circumstance illustrates that, if the inter-channel coupling is weak, the SPA is still applicable to the one dominating channel. This example illustrates how the SPA can be used to reproduce with remarkable accuracy most of the background features of photoelectron angular distributions in realistic systems, even in the presence of transiently bound states. Since the optical transition to these states from the ground state is forbidden at the level of the independent particle model, their influence in the spectrum is comparatively
minor. The role of doubly excited states and threshold opening on the photoelectron spectrum is beyond the scope of this work and will be the subject of a future publication.

3.2. Attosecond pulse train case: effect of finite probe duration

Let us now consider the case of a train of attosecond pulses comprising of a sequence of Gaussian XUV pulses, with central energy $\omega_{\text{XUV}} = 60.29 \, \text{eV}$ and fwhm $= 192 \, \text{as}$, separated by half the period of the IR probe pulse and with alternating sign; the train envelope has a duration of 6 fs and a maximum intensity $I_{\text{XUV}} = 0.1 \, \text{TW cm}^{-2}$. As in the SAP, we conduct the \textit{ab initio} simulation with a short (fwhm$_{\text{IR}} = 5.36 \, \text{fs}$) moderately intense ($I_{\text{IR}} = 1 \, \text{TW cm}^{-2}$) IR pulse. On the one hand, as anticipated in previous sections, the use of a short IR pulse significantly reduces the computational burden while at the same time reproducing most of the features observed in realistic experiments, in which the length of the IR pulse associated with XUV trains is often larger. On the other hand, since the duration of the XUV train and the IR pulse are now comparable, some effects due to the fact that the IR intensity is not uniform across the train are to be expected. For a meaningful comparison with the experiment, therefore, it is important to be able to identify and factor out such effects. In figure 5, we compare the photoelectron angular distribution for a fixed time delay $t_d = -T_{\text{IR}}/4 = -0.666 \, \text{fs}$ computed with: (a) \textit{ab initio} simulation, (b) SPA model with a monochromatic IR field and (c) SPA model with a pulsed IR field. All the three methods predict a minimum in the harmonic signal at $\sim 60^\circ$ from the polarization axis. This is an extreme example of the angular broadening observed experimentally and reproduced with single-active-electron simulations by Guyetand \textit{et al} [65]. In [66], the phenomenon was justified on the basis of a truncated perturbative expansion of the SPA. Indeed, third-order corrections to the harmonic amplitude that come from the absorption or emission of two IR photons have an angular distribution proportional to $\cos^3 \theta$. The interference term with the first-order amplitude, which is proportional to $\cos \theta$, therefore, gives rise to a $\cos^4 \theta$ term which alters the harmonic signal predominantly along the polarization axis. The agreement of the monochromatic model (figure 5(b)) with the simulation (figure 5(a)), however, is not as impressive as for the SAP. In the simulation, the odd-harmonics signals next to the polarization axis are clearly split, a feature that the monochromatic model does not reproduce. That this feature is due to the finite duration of the probe pulse and not to the correlated electron dynamics in the atom is clearly demonstrated by the impressive agreement with the third panel, obtained with the pulsed SPA model. Indeed, apart from the missing narrow resonant lines associated with He doubly excited states, the pulsed model is able to reproduce all of the most prominent background features of the simulated spectrum. In conclusion, the use of short dressing pulses is reflected in both the angular and energy distribution of the photoelectrons. When assessing the influence of Coulomb or many-body corrections on the photoelectron spectrum, therefore, comparison with the monochromatic soft-photon model can be misleading; the effects of a finite pulse duration may need to be taken into account.

Figure 6 compares the angularly integrated photoelectron spectra computed with \textit{ab initio} simulations and with the pulsed SPA model for five different time delays between the two pulses: $-1.33, -0.67, 0, 0.67$ and $1.33 \, \text{fs}$ (figures 6(a) through (e), respectively). Again, apart from the resonant features, the agreement between model and simulation is very good across the whole IR period and energy range. In conclusion, the pulsed version of the SPA model is able to reproduce the consequences of a finite duration of the IR dressing pulse on the fully differential photoelectron distribution. Possible application of such extended model include interpretation.
Figure 5. Calculated photoelectron spectra for the case where a helium atom is ionized by an APT with energy 61 eV in the presence of an IR field ($\lambda_{IR} = 800$ nm, $I_{IR} = 1$ TW cm$^{-2}$). Panel (a) represents the full calculation of the TDSE, using a cosine-square envelope for the IR probe pulse, while panels (b) and (c) were calculated using the SPA for: (b) a monochromatic IR pulse and (c) a cosine-square modulated IR pulse.

of photoelectron angular distributions in real experiments, refinements of the RABITT protocol and assistance in the interpretation of ab initio simulation in the presence of features beyond the reach of a single-active-electron model, like autoionizing states and above-threshold multichannel interactions.

3.3. Attosecond pulse train case: effect of high probe intensity

The variation of sideband intensity as a function of the time delay is a major observable in pump–probe experiments based on the use of APT. In the following, we shall examine how such variation is affected by the intensity of the dressing field. To focus on this aspect without the interference of either finite-pulse or correlation effects, we will consider the monochromatic version of the SPA model only. As long as the IR pulse is longer than 3–4 times the APT duration, this approximation is justified. In figure 7, we report the photoelectron spectrum computed with the monochromatic and pulsed version of the SPA model in the case of an APT with the same parameters as in figure 6(b) but where the IR pulse has a much larger duration,
Figure 6. Total photoelectron distribution of an helium atom ionized by an attosecond XUV pulse train of central frequency 61 eV in the presence of an IR dressing pulse ($\lambda_{IR} = 800$ nm, $I_{IR} = 1$ TW cm$^{-2}$) for five different time stages: (a) XUV at the minimum of the vector potential; (b) XUV at inflection point; (c) XUV at maximum of vector potential; (d) XUV at inflection point (half an IR period later than case (b)); and (e) XUV at minimum of vector potential (one IR period later than in case (a)). Red solid line: numerical solution of the TDSE. Blue dashed line: pulsed SPA model.

In the weak-field limit, the sideband signal is known to oscillate at the fundamental RABITT angular frequency $2\omega_{IR}$. As discussed in section 2, however, as the intensity of the dressing field is raised, overtone components with angular frequency $2n\omega_{IR}$ start to appear. Figures 8(a)–(e) (left panels) show the integrated intensity of a central sideband as a function of the time delay across half a period of the IR for several values of the IR reduced field strengths $\xi$. For each intensity, three curves are plotted: one obtained with the analytical formulae in the frequency-comb limit, and two others computed with the monochromatic SPA model with the parameters chosen either to approach the frequency-comb limit ($\text{fwhm}_{XUV} = 50$ as and $\text{fwhm}_{APT} = 24$ fs) or to reproduce ordinary experimental APT parameters ($\text{fwhm}_{XUV} = 263$ as and $\text{fwhm}_{APT} = 11$ fs). Even for moderate field strengths, the time-delay dependence of the sideband signal deviates significantly from the characteristic sinusoidal modulation of the weak-field limit (1.1).
Figure 7. Photoelectron energy spectrum for the ionization of the helium atom from the ground state by means of a RABITT pump–probe scheme, computed with two different models: monochromatic SPA (red solid line) and pulsed SPA (blue dashed line). The pulse parameters are the same as in figure 6 except for the modulation of the IR field in the pulsed model, which here reproduces an IR pulse with duration much larger than that of the APT, fwhm$_{\text{IR}} = 21.78$ and fwhm$_{\text{APT}} = 6$ fs. In these conditions, the boundary effects associated with the finite duration of the dressing field (pulsed case) are negligible: the spectrum is well reproduced within the infinite-pulse approximation (monochromatic case).

For values of the reduced field strength of the order of 3 ($I_{\text{IR}} \sim 5$ TW cm$^{-2}$ at $E_e = 2$ au), multiple maxima start to appear. In the case of a realistic APT, the sharp modulations predicted in the frequency-comb limit are somewhat washed out as a consequence of the finite energy span and duration of the APT. Yet, even with these realistic pulses, the qualitative change of the profile is still clearly visible. It should be noted that in the present treatment we are neglecting the electrons which tunnel out of the atom as a result of the dressing field alone. The energy of these electrons has an ultimate cutoff around ten times the ponderomotive energy [67]. A conservative estimate of the largest intensity that can be achieved without the spectrum of the tunnelling electron overlapping that of the photoelectrons is $I$ (au) $< \frac{\omega_{\text{IR}}}{47\alpha} \frac{1}{\sqrt{2\xi}}$. It should also be noted, however, that the photoelectron signal scales linearly with the intensity of the XUV pulse. Acting on the latter, therefore, it is in principle still possible to disentangle the two processes even for larger intensities of the dressing laser.

The time dependence of the sidebands can be parameterized in terms of a discrete Fourier series which, for parity reasons, comprises only even multiples of the IR fundamental frequency (see equation (2.31))

$$I_{\text{sn}}(t; \xi) \propto \sum_{j=0} C_j(\xi).$$  \hspace{1cm} (3.3)

In section 2 we derived an analytical expression for the amplitudes $C_j(\xi)$ of the harmonic components in the frequency comb limit. Figures 8(f)–(i) (right panels) show the coefficients of the average sideband signal $C_0$, of the fundamental RABITT modulation $C_1$, and of the first two overtones $C_2$ and $C_3$, as a function of the reduced field strength for the same three models used in the left panels. The most striking feature of these plots is that all the $C_j(\xi)$ amplitudes are predicted to oscillate periodically as the intensity of the laser increases. In particular, the fundamental modulation $C_1$ below $\xi = 10$ ($I_{\text{IR}} \simeq 10^{14}$ W cm$^{-2}$ for $E_e = 1$ au) changes sign five
Figure 8. Left panels (a)–(e): energy integrated photoelectron signal of a central sideband as a function of the time delay between an XUV APT and a monochromatic IR probe for five different values of the reduced field strength $\xi$; from top to bottom: $\xi = 0.6, 2, 4, 5.7$ and 6.6. Frequency comb limit: solid red line; SPA for an XUV APT is close to the frequency comb limit (train duration = 24 fs and pulse duration = 50 as): dotted blue line; SPA for an XUV APT with common experimental parameters (train duration = 11 fs and pulse duration = 263 as). Right panels (f)–(i): coefficients $C_j(\xi)$, $j = 0, 1, 2$ and 3 (top to bottom) of the harmonic components of the time-dependent integrated sideband signal (see text), as functions of the reduced field strength $\xi$, for the same three models as in the left panels.

Close to these intensities, overtones dominate. In [61], L’Huillier and co-workers reported measurements of the phase of the $4\omega_{IR}$ and of the $6\omega_{IR}$ overtones. Therefore, even if the authors did not report or comment on the dependence of the amplitude of the overtone components on the laser intensity, the determination of the oscillations shown in figure 8(b) should be well within the reach of current laser technology. In [61], the authors concluded that the appearance of overtones was to be associated with a loss of accuracy and a bias towards artificially compressed attosecond pulses in the RABITT reconstruction protocol. In fact, within the SPA it is possible to keep track of all the sideband frequency components even for large intensities, as soon as the experimental contrast and time-delay resolution is sufficiently high. The frequency-comb limit of the SPA can thus conceivably be the basis for an extension of the RABITT protocol to non-perturbative regimes.
4. Conclusions

In this work we have shown that the SPA formulated for finite pump pulses and for a pulsed dressing field can accurately reproduce all the background features of the fully differential photoelectron angular distribution for the single photoionization of the helium atom in the energy region close to 1.5 au above the first ionization threshold, with the field parameters reproducing realistic attosecond-XUV-train pump/IR-probe experimental conditions. We have found that the angular distribution within the harmonics along the polarization is split as a consequence of the finite duration of the dressing field. We have derived an analytical expression in the frequency-comb limit for the integrated sideband intensity overtones’ amplitudes which indicates that each amplitude oscillates as a function of the dressing-laser strength. In particular, the fundamental $2\omega_{IR}$ component monitored in the rabitt technique is found to change sign periodically, and hence to vanish for certain intensities of the field. All the aforementioned results should be easily observable experimentally. We trust that the present results could be useful to extend the range of validity of the rabitt protocol to larger intensity ranges for field-metrology purposes as well as to assist in the interpretation of the background features in pump–probe protocols which make use of APT in combination with strong dressing fields for quantum-control purposes, possibly in the presence of metastable intermediate states.
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Appendix A. Perturbative RABITT amplitude

Following standard lowest-order time-dependent perturbation theory [56], the total two-photon transition amplitude $A_{2n}^{(2)}$ giving rise to the sideband $2n$ in the rabitt pump–probe scheme is the sum of the amplitudes for the four diagrams depicted in figure 1, and can be readily written as

$$A_{2n}^{(2)} = A_1 + A_2 + A_3 + A_4 = \frac{\pi}{2i} (A_{2n-1} A_{m} M_{2n-1} + A_{2n+1} A_{m}^* M_{2n+1}) \delta_T (E - \omega_g - 2n\omega). \quad (A.1)$$

In (A.1) we introduced the two-photon transition matrix elements $M_{2n\pm 1}$ for the absorption of the $2n \pm 1$ harmonics,

$$M_{2n\pm 1} = \langle E | P [G_0^+(\omega_{g} + \omega) + G_0^-(\omega_{g} - \omega_{2n\pm1})] P | i \rangle, \quad (A.2)$$

where $|i\rangle$ is the initial state of the atom, $|E\rangle$ is a final state in the continuum with appropriate symmetry, $G_0^+(\omega) = (\omega - H_0 + i0^+)^{-1}$ is the retarded resolvent of the field-free...
atomic Hamiltonian, $P$ is the total electronic canonical momentum along the field polarization axis (we assume collinear polarization for all the external fields). The two-photon transition matrix elements are complex quantities; their argument is known as atomic phase, $\Phi^\text{At} = \arg \mathcal{M}_n$. The factors $A_{\text{IR}}$ and $A_{2n\pm1}$ are the peak amplitude of the vector potential of the IR and of the two harmonics. Finally, the special function $\delta_T(\omega)$ is defined as

$$\delta_T(\omega) = \frac{\sin \omega T/2}{\pi \omega}, \quad \lim_{T \to \infty} \frac{2\pi}{T} \delta_T^2(\omega) = \delta(\omega).$$

(A.3)

The integral transition rate to a given sideband $2n$, therefore, is given by

$$\mathcal{W}_{2n}^{(2)} = \frac{1}{T} \int dE \left| A_{2n}^{(2)}(E) \right|^2 = \frac{\pi}{8} \left| A_{2n-1} A_{\text{IR}} \mathcal{M}_{2n-1} + A_{2n+1}^* A_{\text{IR}}^* \mathcal{M}_{2n+1} \right|^2.$$  

(A.4)

If we use the APT as a reference to define the temporal scale, and thus keep it fixed with respect to the time delay, then the phases of the harmonics field amplitudes do not change with the time delay, while the phase of the IR, which we can here assume to be very long, is linear with the time delay:

$$A_{2n\pm1} = |A_{2n\pm1}| e^{-i\phi_{2n\pm1}}, \quad A_{\text{IR}} = |A_{\text{IR}}| e^{-i(\phi_{\text{IR},0} + \omega_{\text{IR}} \tau)}.$$  

(A.5)

Inserting these latter parameterizations in the expression (A.4) for the transition rate to the sideband, and expressing the module of the vector potential amplitude in terms of the photon flux $\Phi$

$$|A| = \frac{\sqrt{8\pi \Phi}}{\omega},$$  

we finally obtain (1.1)

$$\mathcal{W}_{2n0}^{(2)} = \frac{8\pi^3}{\omega_{\text{IR}}} \frac{\Phi_{\text{IR}}}{\Phi_{\text{IR}}} \left\{ \Phi_{2n-1} \left| \mathcal{M}_{2n-1} \right|^2 + \Phi_{2n+1} \left| \mathcal{M}_{2n+1} \right|^2 \right. \right.$$  

$$\left. + 2\sqrt{\Phi_{2n-1} \Phi_{2n+1}} \left| \mathcal{M}_{2n-1} \mathcal{M}_{2n+1} \right| \cos \left[ \Delta \phi_{2n} + \Delta \Phi^\text{At} = 2 \left( \phi_{\text{IR},0} + \omega_{\text{IR}} \tau \right) \right] \right\},$$  

(A.7)

where $\Delta \phi_{2n} = \phi_{2n+1} - \phi_{2n-1}$ and $\Delta \Phi^\text{At} = \phi_{2n+1}^\text{At} - \phi_{2n-1}^\text{At}$. If the properties of the ionization continuum do not change much across the energy span of a few $\omega$’s, as it is generally the case for rare gases in the energy region far from the ionization threshold, on the one side, and far from the autoionizing states, on the other side, then the two integrals $\mathcal{M}_{2n+1}$ and $\mathcal{M}_{2n-1}$ are similar both in absolute value and in phase. In particular, the atomic phase can be accurately linearized across the whole energy interval: $\phi_{2n-1}^\text{At} - \phi_{2n+1}^\text{At} \simeq 2\omega_{\text{IR}} \partial E \Phi^\text{At}$. As a result, the phase of the sideband can be written as

$$\Phi_{2n} = \phi_{2n+1} - \phi_{2n-1} - \phi_{\text{IR},0} - 2\omega_{\text{IR}} \partial E \Phi^\text{At} / \partial E.$$  

(A.8)

Both the absolute value of the IR phase and the (typically small) value of the atomic phase change are unknown constants. If these constants are known, then the individual differences $\phi_{2n+1} - \phi_{2n-1}$ can be determined and, from these, by means of an inverse discrete Fourier transform, the envelope of the whole train can be determined in absolute terms. Even if the absolute value of the IR phase or the energy derivative of the atomic phase are unknown, it is still possible to determine the average shape of the envelope of an attosecond pulse in the train, and in particular its duration, from all the values of $\Phi_{2n} - \Phi_{2n-2}$.
Appendix B. Ab initio calculation of photoelectron spectra

To reproduce with high accuracy, photoelectron distributions differential in both energy and angle, we represent the atomic wave function on a $B$-spline close-coupling basis that is essentially complete in the dynamic regimes driven by the external fields under consideration. Starting from the ground, the state of the atom is propagated under the action of a given sequence of external XUV and IR ultrashort pulses by integrating the TDSE numerically. At the end of the simulation, as soon as the external pulses are over, we extract the distribution of the photo-fragments by projecting the wave-packet on a complete set of scattering states of the field-free atomic Hamiltonian. In the following, we describe briefly how these steps are carried out. More details on the time-dependent close-coupling procedure we use are available in the literature \cite{31, 68, 69}.

The close-coupling basis comprises of several partial-wave channels (PWC), defined as the antisymmetrized coupled product of a bound state of the He$^+$ parent ion and of an electron state with well defined orbital angular momentum

$$\phi_{\alpha E} = \hat{\mathcal{A}} \Theta_{S\Sigma} \mathcal{Y}_{L_{\alpha}M_{\alpha}}^L(\Omega_1, \Omega_2) R_{N_{\alpha}L_{\alpha}}(r_1) \frac{f_{\alpha E}(r_2)}{r_2}, \quad (B.1)$$

where $\alpha$ is an index that uniquely identifies the PWC, $\hat{\mathcal{A}}$ is the antisymmetrizer, $\Theta_{S\Sigma}$ is a two-electron spin function with total spin $S$ and spin projection $\Sigma$, $\mathcal{Y}_{L_{\alpha}M_{\alpha}}^L$ is a bipolar spherical harmonics \cite{70} with total angular momentum $L$ and projection $M$, $R_{N_{\alpha}L_{\alpha}}$ is the radial part of the frozen He$^+$ parent ion state with principal quantum number $N_{\alpha}$ and angular momentum $L_{\alpha}$. Finally, $f_{\alpha E}$ is the radial function of the second electron, which is associated with the orbital angular momentum $\ell_{\alpha}$, but is otherwise unconstrained. All the radial functions are expressed in terms of $B$-splines, a numerical tool that is capable of representing arbitrary atomic orbitals on finite intervals with high accuracy \cite{71–73}. In the present calculation, the grid of nodes defining the $B$-splines has been optimized to faithfully reproduce both the short-range behaviour of correlated localized states as well as the long-range rapidly-oscillating behaviour of the scattering functions up to a maximum box radius $R_{\text{box}} = 1200$ au. Such a large box size is necessary in order to contain the fast outgoing electrons ($\sim 40$ eV) generated by the pump, for the whole duration of the IR pulse. The asymptotic spacing between consecutive knots is $0.5$ au.

In any actual implementation, the close-coupling expansion must be truncated. Furthermore, the set of bound states of the parent ion is not complete in the first place. As a consequence, PWCs alone are not sufficient to fully represent the correlated two-electron single-ionization space of helium. The missing contribution of the single- and double-ionization closed channels that are not included in the close coupling expansion, and which account for the short-range correlation between the two electrons, however, decays exponentially for increasing values of the radius of either electrons. To compensate for this missing component and attain both convergence and good accuracy, therefore, it is sufficient to include in the basis a full-CI pseudo-state localized channel (LC) comprising of a large number of normalized two-electron functions built from localized orbitals. Since we are focusing on an energy region well below the $N = 3$ level of the He$^+$ parent ion, we limit the close coupling expansion to the PWCs with $N \leq 2$: $1sE_L$, $2sE_L$, $2pE_{L+1}$ and $2pE_{L-1}$ (the latter being present only for non-zero total angular momentum $L$). At the moderate IR intensities considered here ($I_{\text{IR}} \lesssim 10^{13}$ W cm$^{-2}$), a total angular momentum of up to $L = 9$ is sufficient to ensure convergence. Short-range correlation in the energy region of interest was found to be adequately taken into account by constructing the
LC from orbitals with maximum radius $R_{\text{loc}} \simeq 40$ au and with a maximum angular momentum $\ell_{\text{max}} = 5$ for $L \leq 2$ and $\ell_{\text{max}} = 4$ for $3 \leq L \leq 8$. Short-range correlation states for $L = 9$ were neglected altogether. The number of linearly independent PWC and LC basis functions with well defined $S, \Sigma, L, M$ and parity obtained with this choice of parameters is comprised of a minimum of 9064 for the $^1S^e$ symmetry and a maximum of 13 498 for the $^1D^e$ symmetry.

The field-free electrostatic Hamiltonian of the atom,

$$H_0 = \frac{p_1^2}{2} + \frac{p_2^2}{2} - \frac{2}{r_1} - \frac{2}{r_2} + \frac{1}{r_{12}},$$

is projected on the close-coupling basis; each $2^{S+1}L^\pi$ block is fully diagonalized, and the matrix elements of the dipole operator $\vec{P} = \vec{p}_1 + \vec{p}_2$ between blocks are computed. The resulting ground-state energy, $E_g = -2.903 602 76$, is very close to the theoretical electrostatic value in the limit of a complete radial basis for the same maximum orbital angular momentum $\ell_{\text{max}} = 5$, $E_g^{\ell \leq 5} = -2.903 605 71$ [74] (the exact electrostatic limit is $E^{\infty}_g = -2.903 724 38$ [75]). The eigenstates of $H_0$ are thus obtained from the basis for the time propagation.

To compute the effect of the external fields on the ground state $\Psi_g$ of the atom, we need to solve the TDSE,

$$i \partial_t \Psi(t) = [H_0 + \alpha \vec{A}(t) \cdot \vec{P} + V_{\text{abs}}] \Psi(t), \quad \lim_{t \to -\infty} e^{iE_g t} \Psi(t) = \Psi_g,$$

where $\vec{A}(t)$ is the total vector potential. To prevent unphysical reflections from the box boundary during the time propagation, we included in the total time-dependent Hamiltonian an absorption potential $V_{\text{abs}}$ defined as

$$V_{\text{abs}}(\vec{r}_1, \vec{r}_2) = v_{\text{abs}}(r_1) + v_{\text{abs}}(r_2),$$

$$v_{\text{abs}}(r) = -i c_{\text{abs}} \theta(r - R_{\text{abs}}) (r - R_{\text{abs}})^2,$$

where $\theta(x)$ is the Heaviside step function, and the values $R_{\text{abs}} = 1100$ au and $c_{\text{abs}} = 5 \times 10^{-5}$ au were used. With this choice of parameters, reflections from both the box boundary and the absorption potential itself are negligible.

To solve (B.3), we use a second-order split-exponential propagator,

$$\Psi(t + dt) = U(t + dt, t) \Psi(t),$$

$$U(t + dt, t) = e^{-i \alpha \vec{A}(t) \cdot \vec{P}} e^{-i \frac{\alpha}{2} H_0} e^{-i \frac{\alpha}{2} V_{\text{abs}}} e^{-i \frac{\alpha}{2} H_0}.$$  

The initial state $\Psi_g$ is strongly localized and the propagation starts before the external field is switched on. Therefore, the individual exponential factors on the rhs of (B.6a) can be permuted cyclically without affecting the final result (once a specific ordering is chosen, however, it must be kept across the whole simulation). Since the wave function is represented in the basis of the eigenstates of the field-free Hamiltonian $H_0$, the first and third stages of the time-step propagation are trivial. Furthermore, the spectral resolution of the time-independent absorber is known, so the second stage is computationally inexpensive as well. The last stage, which accounts for radiative transitions, requires the evaluation of the action of the exponential of a large matrix (size of the order of $10^5$) on the vector to be propagated. For moderately intense fields, this operation is efficiently accomplished with a Krylov scheme [76] which generally
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does not require more than 6–7 iterations to converge. The time-evolution is conducted on a distributed-memory machine using PETSc library [77–79].

To extract the photoelectron distribution $P_{1s}(E, \hat{\Omega})$ at the end of the simulation, we project the wave-packet on numerically accurate single-ionization multichannel scattering states of the field-free Hamiltonian, $\psi_{1s,E\hat{\Omega}_\sigma}^-$, fulfilling the incoming boundary conditions,

$$P_{1s}(E, \hat{\Omega}) = \sum_\sigma |\langle \psi_{1s,E\hat{\Omega}_\sigma}^- | \Psi(t_{\text{max}}) \rangle|^2,$$

(B.7a)

$$\langle \Psi_{1s,E\hat{\Omega}_\sigma}^- | \Psi_{1s,E'\hat{\Omega}'\sigma'}^- \rangle = \delta_{\sigma\sigma'} \delta(E - E') \delta^{(2)}(\hat{\Omega} - \hat{\Omega}')$$

(B.7b)

(see [69] for a thorough comparison of this with other methods to extract asymptotic observables from time-dependent wave-packets). The single-ionization scattering states of helium are obtained with the $K$-matrix method [80], an $L^2$ realization of configuration interaction in the continuum which has been successfully applied to compute photoionization spectra of several atomic and molecular systems [69, 80–86]. The interested reader can find a detailed description of the present implementation of the $K$-matrix method in the literature [68, 69, 84, 87].
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