Development of a Gene-Based Prediction Model for Recurrence of Colorectal Cancer Using an Ensemble Learning Algorithm
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It is difficult to determine which patients with stage I and II colorectal cancer are at high risk of recurrence, qualifying them to undergo adjuvant chemotherapy. In this study, we aimed to determine a gene signature using gene expression data that could successfully identify high risk of recurrence among stage I and II colorectal cancer patients. First, a synthetic minority oversampling technique was used to address the problem of imbalanced data due to rare recurrence events. We then applied a sequential workflow of three methods (significance analysis of microarrays, logistic regression, and recursive feature elimination) to identify genes differentially expressed between patients with and without recurrence. To stabilize the prediction algorithm, we repeated the above processes on 10 subsets by bagging the training data set and then used support vector machine methods to construct the prediction models. The final predictions were determined by majority voting. The 10 models, using 51 differentially expressed genes, successfully predicted a high risk of recurrence within 3 years in the training data set, with a sensitivity of 91.18%. For the validation data sets, the sensitivity of the prediction with samples from two other countries was 80.00% and 91.67%. These prediction models can potentially function as a tool to decide if adjuvant chemotherapy should be administered after surgery for patients with stage I and II colorectal cancer.
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INTRODUCTION

Colorectal cancer (CRC) is one of the most commonly occurring cancers worldwide (1). In Taiwan, colorectal cancer was the second leading incident cancer in 2016 (2). Currently, surgery is considered the primary treatment for CRC patients, followed by optional adjuvant chemotherapy to decrease the risk of metastasis and local recurrence. The decision of whether to use adjuvant chemotherapy is based on clinical factors such as the American Joint Committee on Cancer (AJCC) staging system (3). However, it is still controversial whether adjuvant chemotherapy should be administered to stage I and II CRC patients. According to clinical trials to date, the benefits of
adjuvant chemotherapy for stage II CRC patients were inconsistent and minor; that is, the benefits have failed to attain statistical significance (4, 5). Therefore, considering the adverse effects and tremendous direct and indirect costs, whether adjuvant chemotherapy should be offered to all stage II CRC patients deserves further investigation (6).

Based on evidence from a nationwide cohort study in the United States, adjuvant chemotherapy has been more frequently given to younger patients (7). However, the survival rate of the younger patients did not significantly differ from that of their older counterparts who did not undergo adjuvant chemotherapy, suggesting that they did not necessarily require adjuvant chemotherapy. Moreover, there is considerable cost associated with such unnecessary treatments. For example, in Taiwan, the total medical expenses for colorectal cancer were about 33 million dollars (USD) in 2016, which accounted for 13.4% of all cancer medical expenses (8).

Although adjuvant chemotherapy is not routinely recommended for stage II patients, according to the Cancer Registry Annual Report (2016) of Taiwan, the rate of surgery with adjuvant chemotherapy in stage II patients reached 53.46% (2). If patients who genuinely need intensive treatment to prevent a recurrence could be successfully identified, it would not only prevent patients from suffering the side effects of unnecessary treatment protocols but would also reduce unnecessary healthcare costs. The American Society of Clinical Oncology (ASCO) guidelines indicate that adjuvant chemotherapy should only be recommended for some “high risk” stage II patients as opposed to a routine recommendation for all stage II patients (9). Though several clinical characteristics have been suggested to impart a high risk of recurrence, such as lymphovascular invasion, T4 primary tumors, poor differentiation of tumors, and bowel perforation and/or obstruction, a well-defined list of factors that predict recurrence is still lacking (10). Thus, a reliable method is needed to identify stage I and II patients with high risk of recurrence.

Microarray gene expression profiling is a widely used tool to determine the prognosis of cancer, including breast cancer (11), non-small cell lung cancer (12), prostate cancer (13), and others (14). A successfully developed genetic test called MammaPrint was approved by the US Food and Drug Administration (FDA) to predict the risk of recurrence in stage I and II breast cancer patients (15, 16). Over the past decade, several prognostic biomarkers from microarray gene expression profiling have been identified in CRC, using widely used gene profiling assays (17, 18). Although these assays have improved the classification of patients with high risk of recurrence or survival, none of them were able to be incorporated with current guidelines regarding the recommendation of adjuvant chemotherapy. Therefore, a more helpful and robust gene signature needs to be determined. In this study, we aimed to determine a gene signature using public gene expression data that could successfully identify high risk of recurrence among stage I and II CRC patients.

**MATERIALS AND METHODS**

An overview of the workflow implemented in this study is shown in [Figure 1](#). It gives a comprehensive view of the data sets used and the various techniques and methodologies applied.

**Data Sets**

All microarray data sets analyzed in this study (Table 1) were retrieved from public domains, including GSE40967, GSE17536, and GSE14333 from the Gene Expression Omnibus (GEO) (https://www.ncbi.nlm.nih.gov/geo/), which were obtained using the Affymetrix HG-U133 Plus2.0 Chip microarray platform. The reasons why we selected these three microarray data sets were that all these data sets were analyzed by the same microarray
platform and reported the recurrence status. All raw data as CEL files were normalized with robust multichip averaging using the "affy" package of R software (22) and subsequently processed by quantile normalization. Among these data sets, GSE40967 from France was used as the training data set to identify prognostic biomarkers and develop the prediction models. The other two data sets from the USA (GSE17536) and Australia (GSE14333) were utilized as the testing data set to validate the performance of the prediction model. GSE40967 consisted of 750 stage I to IV colon cancer patients who underwent surgery between 1987 and 2007; the data included each patient’s recurrence status and date of death, if applicable. Out of these patients, 196 with stage I or II who did not receive any adjuvant chemotherapy after surgery were used for our analyses. The primary outcome was recurrence-free survival, and the definition of recurrence was annotation of a recurrence in the data set within three years after undergoing the surgery.

### Imbalanced Data
A vital issue in the machine learning field is that the classifier using imbalanced data tends to be biased in predicting the majority class. Therefore, the synthetic minority over sampling technique (SMOTE) (23) is used to balance the proportions of the majority class (no recurrence) and the minority class (recurrence). For generating synthetic samples, SMOTE calculates the k nearest neighbors for each minor class sample and randomly chooses one or more of the k nearest neighbors depending on the amount of oversampling samples needed for each minor class sample. Consequently, the synthetic samples are created randomly, along with the line connection with one or more k nearest neighbors. Oversampling the minority class might generate too many synthetic samples, which would lead to data overfitting. To prevent this situation, oversampling of minority and undersampling of majority class techniques were simultaneously applied to generate new samples. In this study, we have included rare recurrence events (n = 34; 17.3%) for stage I and II patients, based on the recurrence rate in the 196 patients from data set GSE40967. Oversampling from the minority class of 34 patients generated 102 synthetic samples, and undersampling from the majority class of 162 generated 102 samples.

### Feature Selection
First, to identify differentially expressed genes, three statistical methods (significance analysis of microarrays (SAM), logistic regression, and recursive feature elimination (RFE)) were used. Each statistical method depends on different characteristics of the data, so the genes that pass the thresholds for all three methods are assumed to have a more significant influence on CRC recurrence than other genes. SAM uses a modified t-statistic to evaluate the differential expression of each gene between real data and randomly permutated data (24). Univariate logistic regression analysis is performed on each gene that passed through SAM to estimate its effect on recurrence. The ranked coefficients of logistic regression are then plotted to determine the cut point of the threshold by the knee of the curve of coefficients plot. Finally, RFE with a random forest method is applied to determine differentially expressed genes (25). The basic idea of RFE is to find the minimal set of variables resulting in an excellent prediction performance by recursively running random forests as well as removing a specified proportion of least important variables until the variable set converges or the time of the loop is done (26). Therefore, the minimum set of variables obtained from RFE is our final set of significantly differentially expressed genes.

### Parallel Ensemble Method
Certain features of the data might have a significant impact on our resulting set of differentially expressed genes and their subsequent validation performance. One feature is the minority class, consisting of patients with recurrence within three years. As previously mentioned, the new synthetic minority class samples that were generated by SMOTE to obtain balanced data might contribute to the prediction model, and even dominate the results if the proportion of synthetic samples is too large (27). Second, RFE via a random forest method is a convergence-based algorithm method; hence, the final set of significantly differentially expressed genes would be slightly different each time. Therefore, to get a more stable prediction performance, the ensemble method is used to determine a set of classifiers that make the final prediction (28). First, 10 subsets are generated using the bagging technique (29) to randomly extract about 70% of the study subjects from the balanced data in each iteration. This prevents the synthetic samples from dominating the results, as their proportion would not be overwhelmingly more than that of real samples every time. Next, for each subset, the same feature selection processes are conducted to obtain the significantly differentially expressed gene sets. Then each gene set is used to construct the prediction models using a support vector machine (SVM) method (30). Finally, since different models might predict different results for the same patient, the majority voting method is applied to determine the final prediction for each patient. Furthermore, it is more important to predict high risk patients correctly compared to low risk patients in our study, so the F2 score, which expresses both the precision and recall of the prediction, is used as another evaluation of prediction performance.

### Effective Drug Prediction
In addition to the prediction of recurrence risk in CRC patients, we also tried to identify suitable drugs for the different risk groups. The drug response results were based on data set GSE36133 (31), which was originally from the Cancer Cell Line Encyclopedia (CCLE) and aimed to establish the association between drugs and genes by investigating the response to 24 different drugs in a variety of cancer cell lines. In the CCLE data set, only 22 cell lines belonged to CRC and thus we focused on them to perform further investigations. Also, the expression of these 22 cell lines was detected using the same microarray platform as mentioned above. Our prediction model
was applied to predict the risk of recurrence and then determine which drug elicits a significantly different response between the high risk and low risk groups in order to identify potential therapy targets.

Other Methods for Comparison of Prediction Performance
To check whether or not the general feature selection method could work, we also used lasso (32) and logistic regression methods. Logistic regression with forward selection was applied for each subset. The cut points for the probability of prediction for the 10 SVM models were separately determined by receiver operating characteristic curve analysis. Regarding the lasso method, the value of lambda was determined by cross-validation. We used sensitivity, specificity, and F2 scores as the performance indicators to evaluate these models.

RESULTS
Clinical Feature Analysis
The 196 patients from France who did not undergo adjuvant chemotherapy after surgery were split into two groups based on whether their cancer recurred within three years. The 3-year recurrence rate in stage I and II CRC patients was 17.3% (34/196, Table 2). In this study, most of the clinical features, including age, gender, and mutation of TP53, KRAS, or BRAF, did not attain a statistically significant difference between the recurrent and non-recurrent groups (Table 2). The only feature that nearly reached statistical significance for the difference between the recurrent and non-recurrent groups was the cancer stage (Fisher’s exact test p-value = 0.0548), with recurrence rates of 3.6% in stage I and 19.6% in stage II.

Determination of Differentially Expressed Genes From Feature Selection
After hybrid data resampling using SMOTE, sample sizes of both the majority (no recurrence) and minority (recurrence) class were adjusted to 102. In the 10 subsets, the mean number of differentially expressed candidate genes that passed the SAM threshold (delta≧0.6) were 13,285, of which 1,417 candidate genes also passed the univariate logistic regression threshold (coefficient≧2.4). Finally, after passing through random forest RFE, the mean number of significantly differentially expressed genes was 11. The total number of unique differentially expressed genes in the 10 subsets was 51.

Prediction of 3-Year Recurrence-Free Survival Using Gene Expression Data
For each differentially expressed gene set, the prediction model was constructed using SVM with the polynomial kernel, as it had the best explanation compared with other kernels. For the determination of the final prediction, the majority voting was set to 7, which means that only if 7 or more of the 10 models predicted the patients would recur in 3 years would the patients be classified as a high-risk group for recurrence. The Kaplan-Meier survival plot (Figure 2A) shows that the classification result is significantly associated with the recurrence-free survival time for the France data set (log-rank test p-value<0.0001, data used here was real data before hybrid resampling). The sensitivity, specificity, and the F2 score of the voting prediction were 91.18%, 83.33%, and 89.49%, respectively (Table 3). These results showed that in our prediction, the patients who were classified as low risk had a much better prognosis than those classified as high risk.

Prediction Performance in the Validation Data Sets From the USA and Australia
To check the accuracy of our proposed prediction model, we used two independent validation data sets, gene expression data from the USA (n=177) and Australia (n=290). Similar inclusion criteria and data preprocessing to that of the training data set were applied. The final sample sizes were 55 patients from the USA and 103 from Australia. The Kaplan-Meier survival plots in Figures 2B, C show that the prediction model could successfully separate the CRC patients at high and low risk for recurrence-free survival. The p-values of the log-rank test for the USA and Australia data sets were 0.27 and 0.0074, respectively. However, the insignificant p-value for the USA sample might be due to the small sample size. The sensitivity, specificity, and F2 score of the model in the USA data set were 91.67%, 32.84%, and 67.49%, respectively (Table 3). We also estimated the hazard ratio using a Cox proportional hazards model (Figure 2D). The hazard ratios for the USA and Australia data sets were 2.34 (0.5, 11.2) and 4.38 (1.34, 14.3), respectively. Additionally, the overall summary estimate of all data sets was 12.18 (5.86, 25.3).

Prediction of Drug Response
For each of the 24 drugs, we applied the Wilcoxon rank sum test to determine significantly different drug responses, as the sample size did not fit the normal distribution. Among the 24 drugs, no p-value passed the threshold of 0.05 (Table 4). The most significant one was AZD6244 (p-value=0.0982), an investigational MEK inhibitor which has been found to elicit a

---

**TABLE 2 | Clinical feature analysis.**

| Gene/Clinical Feature | Recurrence N = 34 No. (%)* | Non-recurrence N = 162 No. (%) | P-value |
|-----------------------|-----------------------------|-------------------------------|---------|
| Age, mean (SD)        | 71.79 (12.7)                | 68.57 (12.6)                 | 0.1854  |
| Stage                 |                             |                               |         |
| I                    | 1 (3.6)                     | 27 (96.4)                    | 0.0548  |
| II                   | 33 (19.6)                   | 135 (80.4)                   |         |
| Gender               |                             |                               |         |
| Male                 | 22 (20.4)                   | 86 (79.6)                    | 0.2572  |
| Female               | 12 (13.6)                   | 76 (86.4)                    |         |
| TP53                 |                             |                               |         |
| M                    | 15 (28.6)                   | 41 (71.4)                    | 0.3877  |
| WT                   | 12 (19.7)                   | 49 (80.3)                    |         |
| KRAS                 |                             |                               |         |
| M                    | 12 (18.8)                   | 52 (81.2)                    | 0.8394  |
| WT                   | 20 (17.1)                   | 97 (82.9)                    |         |
| BRAF                 |                             |                               |         |
| M                    | 4 (25.0)                    | 12 (75.0)                    | 0.3144  |
| WT                   | 25 (15.9)                   | 132 (84.1)                   |         |

M, mutation; SD, standard deviation. *All values are presented as number (%) unless otherwise indicated.
promising response in CRC patients with high risk of recurrence. The prediction of the effects of drug use needs further investigation and validation.

### Comparison of the Prediction Performance With Other Methods

The comparison of results from different methods is shown in Table 3. For logistic regression with forward selection, the sensitivity, specificity, and \( F_2 \) score of the model in the training data set were 70.59\%, 74.07\%, and 71.26\%, respectively, while those in the validation data sets were 10.00\%, 91.11\%, and 12.17\% in the USA data set and 16.67\%, 91.04\%, and 19.93\% in Australia data set. For the lasso method, the sensitivity, specificity, and \( F_2 \) score in the training data set were 94.12\%, 85.80\%, and 92.33\%, respectively, while those in the validation data sets were 40.00\%, 66.67\%, and 43.48\% in the USA data set and 38.89\%, 71.64\%, and 42.80\% in Australia data set.

### DISCUSSION

In this study, we successfully identified prognostic biomarkers to predict the risk of recurrence in stage I and II CRC patients using microarray gene expression data sets. Based on the criteria previously mentioned, we defined rare recurrence events as the primary outcome of interest. To address the problem of imbalanced data, SMOTE was used to balance the proportion between the majority class and minority class. The differentially expressed genes were passed through three statistical methods, SAM, logistic regression, and RFE, and subsequently a prediction model was constructed to predict the risk of recurrence.
model was constructed by SVM (24, 25, 30). Furthermore, to stabilize the performance of the results, we constructed 10 independent models, and the final prediction was decided by majority voting. The proposed prediction model was found to perform well in terms of sensitivity for both the training and validation data sets. Also, the result of overall summary hazard ratio estimate indicated that our predictors could effectively classify patients into high risk and low risk groups.

Amongst the above-mentioned series of processes, the potential impact of imbalanced data on our results posed the greatest challenge. SVM is capable of handling such data by assigning higher misclassification penalties to minority classes; however, it failed to work perfectly for our study. Therefore, the data resampling method was applied to solve this problem. The reason that we adopted the hybrid resampling rather than simple oversampling is that the latter would lead to overfitting when applied to predicting the validation data. This situation implied that the synthetic samples were over-generated, thus dominating the results. In order to control the proportion of synthetic samples, we reduced the number of synthetic samples from the minority class and undersampled the majority class. Although we lost some information on the majority class, this ensured that the proportion of synthetic samples would not be too large.

For the feature selection and model construction, we applied three statistical methods and used SVM to construct prediction models with majority voting. For comparison, we also used the logistic regression and lasso methods. The results showed that, although the performance was not too bad for the training data set, it was poor for both validation data sets. This suggests that, for high-dimensional data with a small sample size, logistic regression and lasso might not be the best choice due to their limitations, such as the finite design matrix. Thus, instead of applying a single feature selection method, we constructed multiple feature selection methods to filter out significant genes sequentially, and we used univariate logistic regression as one of the feature selection methods.

We repeated the analysis described in this study to analyze the gene expression data from stage II patients only. The sample numbers of the three analyzed data sets dropped to 168, 37, and 66, respectively, which means that around 30% of the samples were removed. Following the same analysis procedure described in this study, 130 differentially expressed genes were identified from the ten subsets. Notably, 20 of the 130 differentially expressed genes identified from stage II patients overlapped with the 51 differentially expressed genes identified from the original analysis of stage I and II patients. This significant overlap (Fisher’s exact test p-value < 0.0001) indicated that our algorithm had a robust performance. For the prediction performance, the sensitivity, specificity, and the F1 score were 90.91%, 91.85%, and 86.71%, respectively, in the training data set (France). For the validation data sets, the sensitivity, specificity, and F1 score in the USA data set (GSE17536) were 77.78%, 35.71%, and 57.38%, respectively, while those in the Australia data set (GSE14333) were 70.37%, 20.51%, and 65.07%, respectively. Due to the smaller sample size of the validation data sets, the log-rank test did not attain a value indicating significance.

Additionally, to infer which genes among the differentially expressed genes are potentially associated with CRC, the Ingenuity® Pathway Analysis (IPA®) software program (QIAGEN Inc., https://www.qiagenbio-informatics.com/products/ingenuity-pathway-analysis) (33) and the Database for Annotation, Visualization, and Integrated Discovery (DAVID) (34) were used. To get a comprehensive view of these CRC-related genes, an overall survival analysis was performed on the Pathology Atlas database (www.proteinatlas.org/pathology), which provides interactive survival plots using publicly available data from The Cancer Genome Atlas (35). From the functional analysis, we found that some of the differentially expressed genes belong to G-protein coupled receptors (GPCRs) (Figure 3), which are the largest family of cell surface receptors. In Figure 3, it is notable that XCR1, ADGRE2, DRD2, GALR3, GPR12, and GPR55 had direct interactions with GPCRs. The top two functions with a significant p-value and more than 10 molecules were “Nonhematologic malignant neoplasm” and “Communication of cells.” These functions may have an association with CRC prognosis. A previous study reported that some mutations in the DRD2 gene were associated with colorectal cancer (36). GPR55 is up-regulated in CRC tumor tissue, and such alteration was reported to lead to changes in immune cells (37). Regarding the analysis done by the DAVID website, DRD2, CYP19A1, CAPS9, and ITGB3 were found to be associated with CRC (36, 38–43). For example, the mRNA expression of CAPS9 was down-regulated in tumor tissue compared to marginal tissue, and ITGB3, involved in reactive oxygen species-induced migration and invasion processes, is known to be a malignant indicator in CRC. In a comparison of our study with the survival analysis performed on the Pathology Atlas database, ADGRE2, GALR3, DRD2, and CYP19A1 consistently displayed a trend of up-regulation in the group of CRC patients with poor prognosis.

A limitation of this study is that the specificity of the prediction for the validation data sets was found to be slightly low, which seems consistent with other previous studies (44–49). However, our model could successfully predict 30–40% of low-risk recurrence in patients,

---

**TABLE 4 |** The statistical results for 24 anti-cancer compounds using the Wilcoxon rank sum test.

| Compound | P-value | Compound | P-value | Compound | P-value | Compound | P-value |
|----------|---------|----------|---------|----------|---------|----------|---------|
| AZD6244  | 0.0982  | PD-0332991 | 0.3352  | Lapatinib | 0.5936  | PHA-665752 | 0.8983  |
| PD-0325901 | 0.1662 | Irinotecan | 0.4103 | L-685458 | 0.6218 | Nutlin-3 | 0.9671  |
| ZD-6474  | 0.2622  | Paclitaxel | 0.4846  | Erlotinib | 0.6996  | TKI258 | 0.9671  |
| AEW541   | 0.3002  | RAF265   | 0.5381  | LBW242   | 0.6521  | AZD0530 | 1       |
| Panobinostat | 0.3002 | Sorafenib | 0.5381 | Topotecan | 0.7120 | PD2341066 | 1       |
| 17-AAG   | 0.3168  | PLX4720  | 0.780   | Nilotinib | 0.8096  | TAE684  | 1       |

---
which might save many healthcare costs. Given that the healthcare cost of chemotherapy is about 22,000 dollars (USD) for stage I and II colon cancer patients, according to NICE technology appraisals, the low risk of recurrence that our model is capable of predicting could potentially save about 44 million dollars (USD) (41,700 CRC patients * 0.44 stage I and II * 0.31 received chemotherapy * $22,000 chemotherapy cost * 0.35 low-risk patients) in the UK per year (50, 51). To validate and improve our model in the future, a larger sample size would be needed.

In this study, our prediction model was developed based on gene expression features. To date, several prediction algorithms for prognosis and survival outcomes were developed in CRC patients using clinical variables and biochemical markers (52–54). The Colon Life nomogram consists of three clinical variables and one biochemical marker, including Primary tumor resection, ECOG performance status (ECOG PS), Peritoneal Metastasis, and lactate dehydrogenase (LDH) (53). Notably, the gene expression data analyzed in this study were derived from tumor tissues, which means that our prediction model can only predict the recurrence risk for patients who have undergone primary tumor resection. In contrast, the Colon Life nomogram can make predictions for patients with and without surgery. Furthermore, the Colon Life nomogram predicts the probability of overall survival, but our algorithm focuses on the recurrence event. Due to the lack of the three clinical variables and LDH in public genomic data sets, we cannot directly compare the Colon Life nomogram and our algorithm. Our prediction model may have a better prediction performance if it could integrate more clinical variables and other algorithms in the future.

DATA AVAILABILITY STATEMENT

Publicly available datasets were analyzed in this study. These data can be found here: Gene Expression Omnibus (https://www.ncbi.nlm.nih.gov/geo/). GSE40967, GSE17536 and GSE14333.

AUTHOR CONTRIBUTIONS

H-CC and T-PL conceived the project. EC and T-PL provided administration support of this project. H-CC implemented the project, carried out literature search, data analysis, and prepared all the figures. T-PL and H-CC did all data interpretation and concluded the findings. T-PL and H-CC accessed and verified the underlying data. H-CC, AC, and T-PL wrote the manuscript.
authors contributed to the article and approved the submitted version.

**FUNDING**

This work has been supported in part by the Center of Genomic and Precision Medicine, National Taiwan University, Taiwan.

**REFERENCES**

1. Araghi M, Soerjomataram I, Jenkins M, Brierley J, Morris E, Bray F, et al. Global trends in colorectal cancer mortality: projections to the year 2035. *Int J Cancer* (2019) 144(12):2992–3000. doi: 10.1002/ijc.32055
2. National Health Promotion Administration Ministry of Health and Welfare. *Taiwan Cancer Registry Annual Report of 2016*. Available at: https://www.hpa.gov.tw/Pages/List.aspx?nodeid=269 (Accessed March 3, 2018).
3. Edge SB, Compton CC. The American Joint Committee on Cancer: the 7th Edition of the AJCC Cancer Staging Manual and the Future of TNM. *Ann Surg Oncol* (2010) 17(6):1471–4. doi: 10.1245/s10434-010-0985-4
4. Gray R, Barnwell J, McConkey C, Hills RK, Williams NS, Kerr DJ. Adjuvant chemotherapy versus observation in patients with colorectal cancer: a randomised study. *Lancet* (2007) 370(9664):2020–9. doi: 10.1016/S0140-6736(07)61866-2
5. Schippinger W, Samonigg H, Schaberl-Moser R, Greil R, Thödtmann R, Tschmelitsch J, et al. A prospective randomised phase III trial of adjuvant chemotherapy with 5-fluorouracil and leucovorin in patients with stage II colon cancer. *Br J Cancer* (2007) 97:1021. doi: 10.1038/sj.bjc.6604011
6. Varghese A. Chemotherapy for Stage II Colon Cancer. *Clinics Colon Rectal Surg* (2015) 28(4):256–61. doi: 10.1055/s-0035-1564440
7. Kneuertz PJ, Chang GJ, Hu CY, Rodriguez-Bigas MA, Eng C, Vilar E, et al. Metastasis-Associated Gene Expression Changes Predict Poor Outcomes in Patients with Dukes Stage B and C Colorectal Cancer. *Clin Cancer Res* (2009) 15(24):7642–51. doi: 10.1158/1078-0432.CCR-09-1431
8. Marisa L, de Reynies A, Duval A, Selves J, Gaub MP, Lipton L, Desai J, et al. Metastasis-Associated Gene Expression Changes Predict Poor Outcomes in Patients with Dukes Stage B and C Colorectal Cancer. *Clin Cancer Res* (2009) 15(24):7642–51. doi: 10.1158/1078-0432.CCR-09-1431
9. Benson AB, Schrag D, Somer Eld MR, Cohen AM, Figueredo AT, Flynn PJ, et al. American Society of Clinical Oncology recommendations on adjuvant chemotherapy for stage II colon cancer. *J Clin Oncol* (2004) 22(16):3408–19. doi: 10.1200/JCO.2004.05.063
10. Eheman CR, O’Neil ME, Styles TS, Thompson TD, Morris CR, Babcock FA, et al. Use of Adjuvant Chemotherapy among Stage II Colon Cancer Patients in 10 Population-Based National Program of Cancer Registries. *J Registry Manage* (2016) 43(4):179–86.
11. Chanrion M, Negre V, Fontaine H, Salvetat N, Bibeau F, Mac Grogan G, et al. A gene expression signature that can predict the recurrence of tamoxifen-treated primary breast cancer. *Clin Cancer Res* (2008) 14(6):1744–52. doi: 10.1158/1078-0432.CCR-07-1833
12. Navab R, Strumpf D, Bandarchi B, Zhu C-Q, Pintilie M, Rammarine VR, et al. Prognostic gene-expression signature of carcino-association fibroblasts in non-small cell lung cancer. *Proc Natl Acad Sci* (2011) 108(17):7160. doi: 10.1073/pnas.1014506108
13. Klein EA, Cooperberg MR, Magi-Galluzzi C, Simko JP, Falzarano SM, Maddala T, et al. A 17-gene Assay to Predict Prostate Cancer Aggressiveness in the Context of Gleason Grade Heterogeneity, Tumor Multifocality, and Biopsy Undersampling. *Eur Urol* (2014) 66(3):530–60. doi: 10.1016/j.euro.2014.08.001
14. Saintigny P, Zhang L, Fan Y-H, El-Naggar AK, Papadimitrakopoulou VA, Feng L, et al. Gene expression profiling predicts the development of oral cancer. *Cancer Prev Res (Philadelphia Pa)* (2011) 4(2):218–29. doi: 10.1158/1940-6207.CAPR-10-0155
15. van ’t Veer LJ, Dai H, van de Vijver MJ, He YD, Hart AAM, Mao M, et al. Gene expression profiling predicts clinical outcome of breast cancer. *Nature* (2002) 415:530. doi: 10.1038/415530a
16. Wang Y, Klijn JGM, Zhang Y, Sieuwerts AM, Look MP, Yang F, et al. Gene-expression profiles to predict distant metastasis of lymph-node-negative primary breast cancer. *Lancet* (2005) 365(9466):671–9. doi: 10.1016/S0140-6736(05)17947-1
17. Xu G, Zhang M, Zhu H, Xu J. A 15-gene signature for prediction of colon cancer recurrence and prognosis based on SVM. *Gene* (2017) 604:33–40. doi: 10.1016/j.gene.2016.12.016
18. Zuo S, Dai G, Ren X. Identification of a 6-gene signature predicting prognosis for colorectal cancer. *Colon Cancer Int* (2019) 19(1):6. doi: 10.1186/s12935-018-0724-7
19. Freeman TJ, Smith JJ, Chen X, Washington MK, Roland JT, Means AL, et al. Smad4-Mediated Signaling Inhibits Intestinal Neoplasia by Inhibiting Expression of β-Catenin. *Gastroenterology* (2012) 142(3):562–71.e2. doi: 10.1053/j.gastro.2011.11.026
20. Borroto M. Study of the impact of resampling methods for contrast pattern analysis of microarrays applied to the ionizing radiation response. *Proc Natl Acad Sci U S A* (2001) 98(9):5116–21. doi: 10.1073/pnas.011062498
21. Diaz-Uriarte R, Alvarez de Andrs S. Gene selection and classification of microarray data using random forest. *BMC Bioinformatics* (2006) 7(1):3. doi: 10.1186/1471-2105-7-3
22. Degenhardt F, Seifert S, Szymczak S. Evaluation of variable selection methods for random forests and omics data sets. *Brief Bioinform* (2019) 20(2):492–503. doi: 10.1093/bib/bby124
23. Loyola-González O, Martínez-Trinidad JF, Carrasco-Ochoa JA, García-Borroto M. Study of the impact of resampling methods for contrast pattern based classifiers in imbalanced databases. *Neurocomputing* (2016) 175:935–47. doi: 10.1016/j.neucom.2015.04.120
24. Polikar R. Ensemble based systems in decision making. *IEEE Circ Syst Mag* (2006) 6(3):21–45. doi: 10.1109/MCAS.2006.1688199
25. Breiman L. Bagging predictors. *Mach Learn* (1996) 24(2):123–40. doi: 10.1007/BF00058655
26. Cortes C, Vapnik V. Support-vector networks. *Mach Learn* (1995) 20(3):273–97. doi: 10.1007/BF00994018
27. Barretina J, Caponigro G, Stranks N, Venkatesan K, Margolin AA, Kim S, et al. The Cancer Cell Line Encyclopedia enables predictive modelling of anticancer drug sensitivity. *Nature* (2012) 483(7391):603–7. doi: 10.1038/nature10103
28. Tibshirani R. Regression shrinkage and selection via the lasso. *J R Stat Soc Ser B (Methodological)* (1996) 58(1):267–88. doi: 10.1111/j.2517-6161.1996.tb02008.x
29. Kramer A, Green J, Pollard J, Tugendreich S. Causal analysis approaches in ingenuity pathway analysis. *Bioinformatics* (2014) 30(4):523–30. doi: 10.1093/bioinformatics/btt703

**ACKNOWLEDGMENTS**

We thank Dr. Melissa Stauffer for editing this manuscript.

(1068R8400) and the Center for Biotechnology, National Taiwan University, Taiwan (GTZ300).
34. Sherman BT, Tan Q, Collins JR, Alvord WG, Roayaie J, Stephens R, et al. The DAVID Gene Functional Classification Tool: a novel biological- and chemical-centric algorithm to functionally analyze large gene lists. Genome Biol (2007) 8(9):R183. doi: 10.1186/gb-2007-8-9-r183
35. Uhlen M, Zhang C, Lee S, Štößedt E, Fagerberg L, Bidkhori G, et al. A pathology atlas of the human cancer transcriptome. Science (2017) 357(6352): eaan2507. doi: 10.1126/science.aan2507
36. Gemignani F, Landi S, Moreno V, Gioia-Patricola L, Chabrier A, Guino E, et al. Polymorphisms of the Dopamine Receptor Gene and Colorectal Cancer Risk. Cancer Epidemiol Biomarkers Prev (2005) 14(7):1633–8. doi: 10.1158/1055-9966.EPI-05-0057
37. Hasenoehrl C, Feuersinger D, Sturm EM, Bärnthaler T, Heitzer E, Graf R, et al. G protein-coupled receptor GPR55 promotes colorectal cancer and has opposing effects to cannabinoid receptor 1. Int J Cancer (2018) 142(1):121–32. doi: 10.1002/ijc.31030
38. Asadi M, Shanehbandi D, Asvadi Kermani T, Sanaat Z, Zafari V, Hashemzadeh S. Expression Level of Caspase Genes in Colorectal Cancer. Asian Pac J Cancer Prev (2018) 19(5):1277–80. doi: 10.22034/APJCP.2018.19.5.1277
39. Bohanes P, Yang D, Lopukas F, LaBonte MJ, Gerger A, Ning Y, et al. Integrin genetic variants and stage-specific tumor recurrence in patients with stage II and III colon cancer. Pharmacogenomics J (2014) 15:226–30. doi: 10.1038/tpj.2014.66
40. Kline CLB, Ralff MD, Lulla AR, Wagner JM, Abbosh PH, Dicker DT, et al. Role of Dopamine Receptors in the Anticancer Activity of ONC201. Neoplasia (New York NY) (2017) 20(1):80–91. doi: 10.1016/j.neo.2017.10.002
41. Lei Y, Huang K, Gao C, Lau QC, Pan H, Xie K, et al. Proteomics identification of ITGB3 as a key regulator in reactive oxygen species-induced migration and invasion of colorectal cancer cells. Mol Cell Proteomics (2011) 10(10): M110.005397. doi: 10.1074/mcp.M110.005397
42. Slattery ML, Lundgreen A, Herrick JS, Kudlar S, Caan BJ, Potter JD, et al. Variation in the CYP19A1 gene and risk of colon and rectal cancer. Cancer Causes Control (2011) 22(7):955–63. doi: 10.1007/s10552-011-9768-x
43. Ye P, Li Z, Jiang H, Liu T. SNPs in microRNA-binding sites in the ITGB1 and ITGB3 3′-UTR increase colorectal cancer risk. Cell Biochem Biophys (2014) 70 (1):601–7. doi: 10.1007/s12013-014-9962-z
44. Alexander EK, Kennedy GC, Baloch ZW, Cibas ES, Chudova D, Diggs J, et al. Preoperative diagnosis of benign thyroid nodules with indeterminate cytology. N Engl J Med (2012) 367(8):705–15. doi: 10.1056/NEJMoa1203208
45. McIver B, Morris JC, Kosok L, Castro MR, Smallridge R, Bernet V, et al. An Independent Study of a Gene Expression Classifier (AfirmA) in the Evaluation of Cytologically Indeterminate Thyroid Nodules. J Clin Endocrinol Metab (2014) 99(11):4069–77. doi: 10.1210/jc.2013-3584
46. Huang T-T, Pennarun N, Cheng Y-H, Horng C-F, Lei J, Hung-Chun Cheng S. Gene expression profiling in prognosis of distant recurrence in HR-positive and HER2-negative breast cancer patients. Oncotarget (2018) 9(33):23173–82. doi: 10.18632/oncotarget.25258
47. Zemmour C, Bertucci F, Finetti P, Chetrit B, Birnbaum D, Peiffer M, et al. Prediction of early breast cancer metastasis from DNA microarray data using high-dimensional cox regression models. Cancer Inf (2015) 14(Suppl 2):129–38. doi: 10.4137/CIN.S17284
48. Dyrskjet L, Zieger K, Real FX, Malats N, Carrato A, Hurst C, et al. Gene Expression Signatures Predict Outcome in Non–Mucin-Invading Bladder Carcinoma: A Multicenter Validation Study. Clin Cancer Res (2007) 13(12):3545. doi: 10.1158/1078-0432.CCR-06-2940
49. Thorsteinsson M, Kirkeby LT, Hansen R, Lund LR, Sørensen LT, Gerds TA, et al. Gene expression profiles in stages II and III colon cancers: application of a 128-gene signature. Int J Colorectal Dis (2012) 27(12):1579–86. doi: 10.1007/s00384-012-1517-4
50. Cancer Research UK. Bowel cancer statistics. Available at: https://www.cancerresearchuk.org/health-professional/cancer-statistics/statistics-by-cancer-type/bowel-cancer (Accessed May 18, 2018).
51. National Institute for Health and Care Excellence. Available at: https://www.nice.org.uk/ (Accessed May 18, 2018).
52. Manilich EA, Kiran RP, Radioyevitch T, Lavery I, Fazio VW, Remzi FH. A Novel Data-Driven Prognostic Model for Staging of Colorectal Cancer. J Am Coll Surg (2011) 213(5):579–88.e2. doi: 10.1016/j.jamcollsurg.2011.08.006
53. Pietrantonio F, Miceli R, Rimassa L, Lonardi S, Aprile G, Mennitto A, et al. Estimating 12-week death probability in patients with refractory metastatic colorectal cancer: the Colon Life nomogram. Ann Oncol (2017) 28(3):555–61. doi: 10.1093/annonc/mdw627
54. Yuan Y, Li M-D, Hu H-G, Dong C-X, Chen J-Q, Li X-F, et al. Prognostic and survival analysis of 837 Chinese colorectal cancer patients. World J Gastroenterol (2013) 19(17):2650–9. doi: 10.3748/wjg.v19.i17.2650

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Chan, Chattopadhyay, Chuang and Lu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.