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Abstract

A phenomenon of weak transient chaos is discussed that is caused by sub-exponential divergence of trajectories in the basin of a non-chaotic attractor. Such a regime is not easy to detect, because conventional characteristics, such as the largest Lyapunov exponent is non-positive. Here we study, how such a divergence can be exposed and detected. First, we show that weak transient chaos can be exposed if a small random perturbation is added to the system, leading to positive values of the largest Lyapunov exponent. Second, we introduce an alternative definition of the Lyapunov exponent, which allows us to detect weak transient chaos in the deterministic unperturbed system. We show that this novel characteristic becomes positive, reflecting transient chaos. We demonstrate this phenomenon and its detection using a master-slave system where the master possesses a heteroclinic cycle attractor, while the slave is the Van-der-Pol-Duffing oscillator possessing a stable limit cycle.

1 Introduction

Once a new scientific direction arises it influences not only its immediate area, but also is accompanied by the appearance of new ideas and notions in neighboring fields. Our article here can be treated as a manifestation of this general principle. About 15 years ago Mikhail Rabinovich with co-authors started considering specific models with the so-called sequential dynamics, based on the winnerless competition principle [1] (see also [2, 3] and references therein). It turned out that by using such models one can describe and explain important features of dynamics of neural and cognitive systems. A collection of works of M. Rabinovich in this direction set up a new area in nonlinear dynamics [4, 5]. Mathematically, the key point of these works was the understanding of the important role of heteroclinic networks and heteroclinic channels for sequential dynamics [6, 7]. Trajectories following paths determined by heteroclinic networks may demonstrate behavior that could not be quantitatively described in terms of conventional notions of complexity. Here we describe a regime of weak transient chaos in a model with sequential dynamics and propose a new measure for its quantitative characterization.

There are processes in nature that have adequate mathematical models in the form of dynamical systems (DS) but these models are applicable only for finite
intervals of time. For example, a neural network with parameters determined by a given stimulus behaves as a specific DS until the instant when another stimulus arrives. For such systems one should be interested in both attractors and transient motions. In the seminal works [8,9] C. Grebogi, E. Ott and J. A. Yorke have discovered the phenomenon of transient chaos, explained its origin, and studied its main features (see [10] for the current state of the transient chaos theory). Roughly speaking, if an initial point belongs to the basin of a regular attractor (e.g. fixed point or a periodic trajectory) and the boundary of the basin contains a chaotic set (e.g. the Smale horseshoe), then the trajectory going through this point behaves chaotically provided that the initial point is close enough to the chaotic set. Of course, if an attractor is chaotic then almost all trajectories in its basin behave chaotically.

Another type of transient motions is observed in systems operating according to the winnerless competition principle. Such motions can be treated as a sequential switching among metastable sets. In the corresponding phase space metastable sets are represented by invariant sets of the saddle type. For example, saddle equilibrium points or saddle limit cycles may represent metastable sets, while switching is governed by heteroclinic trajectories joining these sets. In this way a heteroclinic network arises and transient motions follow heteroclinic channels around this network’s edges. Importantly, such motions can be chaotic during finite intervals of time [11]. However, in contrast to "conventional" transient chaos described by Grebogy-Ott-Yorke [8,9], this chaotic behavior is not caused by the existence of an unstable chaotic set in the boundary of the basin of an attractor. Hence, this transient dynamics was given the name "finite time chaos" in [11].

The heteroclinic network considered in [11] was not an attractor. That is, each representative point in the heteroclinic channel (that did not belong to the stable manifolds of limit cycles) spent just a finite amount of time inside the channel and then moved away. To make chaotic features of motions more pronounced we consider here the case when a heteroclinic network is an attractor. We consider a master-slave system whereby the master, represented by \{x\}-coordinates, has a stable heteroclinic cycle, an attractor in the \(x\)-space. Such an attractor consists of a set of saddle equilibrium points with one-dimensional unstable manifolds; saddles are joined by heteroclinic trajectories. The slave, represented by \{y\}-coordinates, possesses a stable limit cycle in the absence of the master’s drive.

2 Detection of weak transient chaos

It turns out that the finite time chaos [11] is weaker than usual chaos since the largest Lyapunov exponent vanishes. To expose such a behavior one could perturb the master by a weak noise, which would bring its sequential heteroclinic dynamics to a steady state, calculate the Lyapunov exponent of the slave and be convinced in chaos, if the Lyapunov exponent is positive. Here we propose an alternative approach: instead of adding noise to the master, we introducing
a novel definition of the Lyapunov exponent, which indicates weak transient chaos.

The largest Lyapunov exponent is defined as,

$$\lambda_T := \limsup_{t \to \infty} \frac{\ln ||Df^t(p)||}{t},$$

where $p$ is an initial point in the basin and $f^t$ is the flow generated by our master-slave system. $\lambda_T = 0$, if the divergence of trajectories is subexponential in time. In our situation we have exactly such a case because a trajectory of the master tends to the heteroclinic cycle and spends progressively more time in neighborhoods of saddle equilibrium points. While the representative point is near a saddle the dynamics is regular: trajectories in the full phase space do not diverge. The divergence may occur only when the representative point makes transition from one saddle to another.

If one would calculate the topological or the Kolmogorov-Sinai entropy in the case under consideration one obtains 0. The entropy is defined as the limit of a fraction with time $t$ in the denominator, as $t \to \infty$. The numerator measures an amount of instability accumulated in the system up to time $t$. If the numerator grows subexponentially the entropy will be equal to 0. For such situation the so called sequence entropy was introduced by replacing the time $t$ in the denominator by some function of $t$ which increases slower than $t$ [12–15]. Similar replacement can be probably done for the Lyapunov exponent, resulting in

$$\lambda_{new} := \limsup_{t \to \infty} \frac{\ln ||Df^t(p)||}{\rho(t)},$$

instead of (1). However, the disadvantage of this definition is that the denominator $\rho(t)$ will be the same for all initial points $p$, while in reality behavior in time for different $p$ can be different.

We propose here another approach based on the works of G.M. Zaslavsky with coauthors [16–19], reviewed in [20]. It was suggested there to replace (in calculations of complexity functions) time $t$ by the length of a piece of trajectory of temporal length $t$, or some function of it. It was shown that such a replacement allows to obtain an additional useful information in several interesting situations. Following this lead we introduce here a new Lyapunov exponent,

$$\lambda_S := \limsup_{t \to \infty} \frac{\ln ||Df^t(p)||}{S(p,t)},$$

where $S(p,t)$ is a function of the length of the piece of the trajectory of temporal length $t$ going through an initial point $p$ such that $S \to \infty$ as $t \to \infty$. Let us call $\lambda_S$ the $S$-Lyapunov exponent. It shows how the instability evolves according to the lengths of trajectories.
3 Master-slave model system

We consider a master-slave system in which the master possesses a heteroclinic cycle and drives the slave, Duffing-Van der Pol oscillator. In the absence of noise the system under consideration has the following form:

\[ \dot{x}_i = x_i \left( \sigma_i - x_i - \sum_{j \neq i} r_{ij} x_j \right), \quad i, j = 1, 2, 3, \quad (4) \]

\[ \ddot{y} - k \dot{y}(1 - y^2) + \alpha y^3 + \mu(x)y = 0, \quad (5) \]

where parameters \( \sigma_i, r_{ij}, \alpha, k \) are positive numbers. The master \[(4)\] drives the slave \[(5)\] via the coupling function, \( \mu(x) \),

\[ \mu(x) = 1 + \frac{\varepsilon}{2} \left[ 1 + \tanh (z(x) - \Delta) \right], \]

\[ z(x) = [(x_1 - x_2)^2 + (x_1 - x_3)^2 + (x_3 - x_2)^2], \quad (6) \]

where \( \varepsilon > 0 \) is the coupling strength and \( \Delta > 0 \) is a threshold parameter. The master system \[(4)\] has a heteroclinic cycle consisting of three saddle equilibrium points \( O_1 = (\sigma_1, 0, 0), O_2 = (0, \sigma_2, 0) \) and \( O_3 = (0, 0, \sigma_3) \) having one-dimensional unstable manifolds, connected by heteroclinic trajectories \( \Gamma_{12}, \Gamma_{23} \) and \( \Gamma_{31} \). The following conditions \[21\]

\[ \sigma_2 - r_{21}\sigma_1 > 0, \quad \sigma_3 - r_{31}\sigma_1 < 0, \quad (7) \]

\[ \sigma_3 - r_{32}\sigma_2 > 0, \quad \sigma_1 - r_{12}\sigma_2 < 0, \]

\[ \sigma_1 - r_{13}\sigma_3 > 0, \quad \sigma_2 - r_{23}\sigma_3 < 0, \]

guarantee that \( O_1, O_2 \) and \( O_3 \) are saddles with one-dimensional unstable manifolds. Furthermore, we assume that

\[-\sigma_1 < \sigma_3 - r_{31}\sigma_1, \]

\[-\sigma_2 < \sigma_1 - r_{12}\sigma_2, \]

\[-\sigma_3 < \sigma_2 - r_{23}\sigma_3. \]

These inequalities imply that the separatrices \( \Gamma_{ij} \) approach saddles \( O_j \) along the leading direction transversal to the \( x_j \)-axis, \( j = 1, 2, 3 \). Finally, let

\[ \nu_1 := \frac{\sigma_3 - r_{31}\sigma_1}{\sigma_2 - r_{21}\sigma_1} > 1, \]

\[ \nu_2 := \frac{\sigma_1 - r_{12}\sigma_2}{\sigma_3 - r_{32}\sigma_2} > 1, \]

\[ \nu_3 := \frac{\sigma_2 - r_{23}\sigma_3}{\sigma_1 - r_{13}\sigma_3} > 1. \quad (8) \]

Under these assumptions each saddle \( O_j \) is dissipative, and the heteroclinic cycle \( \Gamma := \cup_{j=1}^3 O_j \cup (\Gamma_{12} \cup \Gamma_{23} \cup \Gamma_{31}) \) is an attractor for the master \[(4)\].
We will use the length of the projection onto the $x$-space of the piece of the trajectory of the system (4), (5) of duration $t$ for calculation the length function $S(p, t)$ in the definition of $S$-Lyapunov exponent, $\lambda_S$. (2). Let us remark that the coupling is effective when the representative point of the master (4) is far from the saddles, $O_j$. In the full phase space of the system (4), (5) there are 3 limit cycles $\{O_i\} \times \{L_i\}, i = 1, 2, 3$, where $L_i$ is the limit cycle of the slave (5) for which the coordinates of $O_i$ are substituted into the coupling function, $\mu(x)$, i.e. $z = 2\sigma_i^2$. Each of these cycles is of the saddle type and have two-dimensional unstable manifolds. While the representative point of the master moves from $O_i$ to $O_{i+1}$, the trajectories on the unstable manifold of the cycle move from one limit cycle $\{O_i\} \times \{L_i\}$ to the next one. These trajectories thus form a “heteroclinic tube” that for vanishing coupling, $\varepsilon = 0$ is topologically equivalent (even smoothly equivalent, in fact) to the direct product $\Gamma \times S'$, where $S'$ is a circle. However, as the coupling strength increases, the shape of the tube changes. Its intersection with a section $x_i = a_i > 0, a_i \ll 1$, might look as the one on the Fig. 3(b) and so the tube is not a topological manifold anymore. Such a tube was called a bizarre tube in [11] and it was shown that a complexity function grows faster for the case of the bizarre tube compared to piece-wise smooth tubes.

4 Numerical results

We set the following parameters for the master, $\sigma_1 = 5, \sigma_2 = 7, \sigma_3 = 9, \Gamma_{12} = 1.2243, \Gamma_{13} = 0.0556, \Gamma_{23} = 0.9, \Gamma_{23} = 2.31, \Gamma_{32} = 0.7857$, which satisfy the conditions (7)-(8) and so the master system possesses a heteroclinic cycle. The slave Duffing-Van der Pol oscillator (3) shows chaotic behavior with positive conventional Lyapunov exponent if perturbed by additive white noise [22]. Instead, here it is driven by the master which possesses a heteroclinic cycle. In the following we set $k = 0.5, \alpha = 2.5$ for the slave Duffing-Van der Pol oscillator and $\Delta = 8$ for the coupling function, $\mu(x)$.

We compared deterministic dynamics of the full system with the case when the master was perturbed by weak additive Gaussian white noise. In this case the master was governed by stochastic differential equations,

$$
\dot{x}_i = x_i \left( \sigma_i - x_i - \sum_{j \neq i} r_{ij} x_j \right) + \sqrt{2D} \xi_i(t), \quad i, j = 1, 2, 3, \quad (9)
$$

where $\xi_i(t)$ are uncorrelated white Gaussian processes and $D$ is their intensity. In the following we set $D = 10^{-6}$.

The length of phase trajectories were calculated separately for the master, $S_M$, and for the slave, $S_S$, as

$$
S_M = \int_0^T \left( \sum_{i=1}^3 \dot{x}_i(t)^2 \right)^{1/2} dt, \quad S_S = \int_0^T \left( \dot{y}(t)^2 + \ddot{y}(t)^2 \right)^{1/2} dt \quad (10)
$$
Numerical simulations were performed with quadruple precision using 4-th order Runge-Kutta method. To avoid negative values for the master variables we set a reflecting boundary conditions, so that if $x_i(t) < 0$, $x_i(t)$ was replaced by $-x_i(t)$. The largest Lyapunov exponents were calculated for the slave system only over the time span of $10^5$ and additionally averaged over a set of 100 randomly chosen initial conditions of the master and slave systems. We then calculated the standard deviation from this mean, which allows putting "errorbars" on the Lyapunov exponent for indication of its dependence on initial conditions. Both, the conventional Lyapunov exponent, $\lambda_T$, and the proposed $S$-exponent with normalization over the length of the projection of the trajectory on master system, $\lambda_S$, were calculated.

In the absence of noise, $D = 0$, the master shows heteroclinic cycle, slowing down as time progresses. That is, the master system generates long transient
motions as Fig.1 (upper trace) indicates. Weak noise accelerates the master when its phase trajectory passes near saddles and results in steady stochastic oscillations shown in Fig.1 (lower trace). As a result, the trajectory length of deterministic slave system shows a limited growth with time, while the length of stochastic slave trajectory exhibit a linear growth, shown in Fig.2(a). From this graph it is easy to see that the average speed of the master (i.e. the slope of $S_M(T)$ on Fig.2(a) ) decreases for the deterministic case and is virtually constant for stochastic case.
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**Figure 3.** Effect of drive from heteroclinic cycle of the deterministic master system on the ensemble of $10^4$ identical Duffing-Van der Pol oscillators. (a): Initial distribution of the ensemble. (b): Distorted distribution after the heteroclinic drive during time $T = 10^4$ for $\varepsilon = 8$.

Figure 3 shows results of simulations of an ensemble of $10^4$ identical Duffing-Van der Pol slave oscillators subjected to the common drive from the master system. The ensemble was started with random initial condition, so that before the drive from the master was turned on, the slave oscillators were randomly distributed on the stable limit cycle as Fig. 3(a) shows. Under the influence of the heteroclinic sequence in the master system, the slave’s limit cycle can be distorted exhibiting multiple folding as shown in Fig.3(b). In both, deterministic and stochastic cases, the slave’s trajectory length grows linearly with integration time, $T$, as indicated in Fig.2(b).

The results of calculation of the largest Lyapunov exponent are shown in Figure 4. We begin with the noise-perturbed system which reaches a steady state, Fig.4(a). In this case both the conventional and $S$-Lyapunov exponents show qualitatively similar dependence on the coupling parameter, $\varepsilon$: starting with $\varepsilon \approx 2$ both exponents are positive. Noise-induced chaos in this Duffing-Van der Pol oscillator was indeed reported before in [22]. Importantly, we notice small errorbars, indicating that the Lyapunov exponents are invariant with respect to initial conditions. The deterministic case shown in Fig.4(b) is different. The conventional Lyapunov exponent is 0, as expected. However, the $S$ exponent shows positive values for $\varepsilon > 5$, indicating transient chaos. Large
errorbars point out the dependence on the initial conditions.

Figure 4. Largest Lyapunov exponents of the slave system normalized to time, $\lambda_T$ (gray lines and symbols), and to the length of the master system, $\lambda_S$, (black lines and symbols) vs the coupling parameter, $\varepsilon$. Errorbars indicate standard deviation of the Lyapunov exponent from the mean obtained by averaging over 100 random initial conditions. (a): Randomly perturbed master system, $D = 10^{-6}$. (b): Deterministic master system, $D = 0$.

5 Concluding remarks

We studied weak transient chaos in the master-slave system whereby the slave, possessing a stable limit cycle, is driven by the master’s heteroclinic cycle. We have shown that if the coupling strength is large enough, then the system manifests a weak transient chaos indicated by positive values of newly introduced $S$-Lyapunov exponent. We stress that such chaotic behavior is caused neither by the presence of a chaotic unstable set in the boundary of the basin of the attractor (the heteroclinic tube in our case) nor by the chaoticity of the attractor itself. Instead, it is caused by the instability of trajectories in the directions "parallel" to the attractor. Furthermore, on the attractor all trajectories (except for the limit cycles) go from one limit cycle to the next one manifesting trivial non-chaotic behavior. Thus, a weak chaotic behavior is caused by divergence of trajectories going through wandering (transient) points. One can say that the chaos is supported on a subset of wandering points. This phenomenon, in slightly different interpretations, was discovered in [13] for the sequence entropy. Probabilistic distributions of such initial points and/or measures with supports on the set of these points, could not be invariant. From the physical viewpoint these distributions do not correspond to equilibrium or steady-state states. So, in the study of weak transient chaos one should learn how to deal with non-invariant states.
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