Noncoplanar spin textures in itinerant magnets are generating increasing interest because of the associated spin Berry phase, which induces a tremendous effective magnetic field on the itinerant electrons [1–6]. The Berry phase is proportional to the local spin scalar chirality $\chi_{ijk} = S_i \cdot (S_j \times S_k)$, i.e., the triple product of neighboring local magnetic moments $S_i$, and may change the topology of the electronic band structure leading to the so-called topological quantum Hall effect [7,9].

Although noncoplanar spin textures are not common in Mott insulators (local moment systems) with small spin anisotropy, they do appear frequently in itinerant magnets [10–16]. They are characterized by multiple or- ordering wave vectors (multiple-$Q$) that maximize the bare magnetic susceptibility by connecting pieces of Fermi surface (FS). The noncoplanar orderings reported so far arise only for particular band structures and electronic filling fractions that maximize the magnetic susceptibility at high-symmetry wave vectors [17]. Here, we ask if noncoplanar magnetic orderings arise under more general conditions in frustrated itinerant magnets.

To address this question, we consider metallic systems whose bare magnetic susceptibility is maximized by multiple competing low-symmetry wave vectors $Q_{\nu}$, a common situation that arises over a wide range of electronic band fillings. The multiplicity of susceptibility maxima indicates frustration, i.e., competition of phases with similar energies. For concreteness, we study the square Kondo lattice model with four susceptibility maxima at $Q_{\nu} = \pm Q_{\nu}$, with $\nu = 1, 2$. Our main result is the discovery of a generic ground state given by a double-$Q$ magnetic ordering. Importantly, double-$Q$ order implies a non- coplanar spin configuration. The state we find is a vortex-antivortex crystal with a one-dimensional modulation (stripes) of spin scalar chirality [18]. Large-scale, unbiased Langevin dynamics simulations based upon the kernel polynomial method indicate that our double-$Q$ state arises ubiquitously [19, 20]. In this Letter, we show that our state has lower energy, for a wide range of electron filling fractions, than the single-$Q$ helical coplanar ordering that would naively be inferred from the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [21, 23]. Our unexpected result appears only after careful examination of higher-order terms in a perturbative expansion in the Kondo exchange coupling and in the degree of noncoplanarity. For certain commensurate wave-vectors, we confirm our perturbative analysis by full diagonalization of the Hamiltonian. Our results unveil the origin of the ubiquitous noncoplanar orderings in frustrated itinerant magnets in the absence of relativistic spin-orbit coupling.

We begin with the Kondo lattice Hamiltonian,

$$\mathcal{H} = \sum_{k \in 1BZ, \sigma} \varepsilon(k) c_{k\sigma}^\dagger c_{k\sigma} - J \sum_{k, q \in 1BZ, \sigma, \sigma'} c_{k\sigma}^\dagger \sigma \sigma' c_{k+q\sigma'} : S_q, \quad (1)$$

defined on the square lattice. The operator $c_{k\sigma}^\dagger (c_{k\sigma})$ creates (annihilates) an itinerant electron with momentum $k$ and spin $\sigma$. $1BZ$ denotes the first Brillouin zone (BZ) of the square lattice, and the bare electronic dispersion relation is $\varepsilon(k) = \sum_{j} \epsilon_{ij} e^{ik r_{ij}}$, where $\epsilon_{ij}$ are hopping integrals between sites $j$ and $l$. We consider the first- and third-neighbor hoppings, $t_1$ and $t_3$, respectively, although our results hold for generic band structures. The second term of $\mathcal{H}$ corresponds to the exchange coupling ($J$) between the conduction electrons and the localized magnetic moments $S_q$ in the Fourier space representation. We assume classical moments with magnitude $|S_q| = 1$. $\sigma$ is the vector of the Pauli matrices. Hereafter, we take $t_1 = 1$ and $a = 1$ (lattice constant) as energy and length units, respectively.

We consider the ground state magnetic orderings induced by the FS instabilities in the weak-coupling regime, $J \rho(\varepsilon_F) \ll 1$, where $\rho(\varepsilon_F)$ is the density of states at the Fermi level $\varepsilon_F$. At second order in $J$, the effective spin Hamiltonian is the RKKY model,

$$\mathcal{H}_{\text{eff}}^{(2)} = -J^2 \sum_{q \in 1BZ} \chi_q^0 |S_q|^2. \quad (2)$$
We argue that the relevant variational ansatz is a double-vortex crystal state. The spin frame is rotated from Eq. (3) to show the vortex structure clearly. The gray-scale background shows striped modulation of the spin scalar chirality. In this example, we chose \( Q_1 = (Q, Q), \) \( Q_2 = (Q, -Q) \) with \( Q = \pi/12, \) and \( b = 1 \). Solid and dashed circles show vortex and antivortex spin patterns.

The energy difference between the \( b \neq 0 \) double-\( Q \) state and the \( b = 0 \) single-\( Q \) state, \( \Delta \Omega^{(4)}(b) \equiv \Omega^{(4)}(b) - \Omega^{(4)}(b = 0) \), is given by

\[
\Delta \Omega^{(4)}(b) = \frac{J^2 b^4}{32} \left[ \lambda_0 Q_1 - \lambda_0 Q_1 + 2Q_2 \right] \\
+ \frac{J^4 b^2}{2} \left[ A Q_1 - 2B Q_1 Q_2 + W Q_1 Q_2 \right] \\
\equiv \alpha J^2 b^4 - \beta J^4 b^2.
\]

The coefficient \( \alpha \) is always positive because \( \chi_0^0 \) is maximized at \( q = \pm Q_1, \pm Q_2 \). If \( \beta \) also turns out to be positive, the optimal value of \( b \) is \( b_{opt} = \sqrt{\beta/(2\alpha)}J \). Indeed, the explicit evaluation of the coefficients \( A Q_1, B Q_1, Q_2, \) and \( W Q_1, Q_2 \) gives \( \beta > 0 \) at a low enough \( T \), as long as \( Q_2 \) connects the FS. Moreover, \( A Q_1, B Q_1, Q_2, \) and \( W Q_1, Q_2 \) can diverge for \( T \to 0 \). While this observation implies that the perturbative expansion is not valid in the \( T \to 0 \) limit, it suggests that \( b \) can become of order one even for very small \( J \).

To verify this hypothesis, we first derive a regular (non-divergent) perturbative treatment of the instability of the single-\( Q \) state towards the noncoplanar double-\( Q \) ordering described by Eq. (3). For this purpose, we change the local reference frame for the spin components of the itinerant electrons, such that the local quantization of the single-\( Q \) helical orderings at the RKKY level. However, the balance changes once higher-order terms are included. The fourth-order contribution to the perturbative expansion in \( J \) gives

\[
\mathcal{H}^{(4)}_{\text{eff}} = -J^4 \sum_{q_1, q_2, q_3, q_4} (S_{q_1} \cdot S_{q_2}) (S_{q_3} \cdot S_{q_4}),
\]

where \( \Pi_{q_1, q_2, q_3, q_4} \) is the is the coefficient of scattering process with \( q_1, q_2, q_3, \) and \( q_4 \). We focus on the dominant contributions denoted by \( A q = \Pi_{q_1, q_2, q_3, q_4} B q q' = \Pi_{q, q', -q', -q} \) and \( W q q' = \Pi_{q, q', -q, -q'} \), whose expressions are given in [24]. By Fourier transforming the spin configuration in Eq. (3) and substituting into Eq. (4), we obtain the energy (grand potential) up to \( O(J^4) \), assuming that \( b \ll 1 \):

\[
\Omega^{(4)}_{\text{eff}}(b) = -J^2 \left[ \left( 1 - \frac{b^4}{32} \right) \chi_0^0 Q_1 + \frac{b^4}{32} \chi_0^0 Q_1 + 2Q_2 \right] \\
- \frac{J^4}{2} \left[ (1 - b^2) A Q_1 + 2b^2 B Q_1 Q_2 - b^2 W Q_1 Q_2 \right].
\]
state with \( q = Q_1 \) at each site. The quasi-particle operator in the new reference frame is \( c^{(t)}_{k\sigma} = c^{(t)}_{[k + \sigma Q_1]/2}\sigma \). Then, up to the quadratic order in \( b \) (we assume that \( b \ll 1 \)), we obtain the following expression for \( \mathcal{H} \) with the local moment configuration given by Eq. (7):

\[
\mathcal{H}^{\sigma\sigma}_{\text{eff}}(b) = \sum_{\mathbf{k}\in \text{IBZ},\sigma} \left[ \tilde{\varepsilon}(\mathbf{k},\sigma) \tilde{c}^\dagger_{k\sigma} \tilde{c}_{k\sigma} - J \left( 1 - \frac{b^2}{4} \right) \tilde{c}^\dagger_{k\sigma} \tilde{c}_{k\sigma} - Jb \tilde{c}^\dagger_{k+Q_2\sigma} \tilde{c}_{k\sigma} + \frac{b^2}{8} \tilde{c}^\dagger_{k+2Q_2\sigma} \tilde{c}_{k-\sigma} + \tilde{c}^\dagger_{k\sigma} \tilde{c}_{k+Q_2-\sigma} \right],
\]

with \( \tilde{\varepsilon}(\mathbf{k},\sigma) = \varepsilon(\mathbf{k} + \sigma Q_1/2) \). This is a better basis for applying perturbation theory because electronic scattering with the \( Q_1 \) component of the spin configuration is accounted for exactly via diagonalization of the \( 2 \times 2 \) matrices associated with the first two terms of \( \mathcal{H}^{\sigma\sigma}_{\text{eff}}(b) \). The divergence of the fourth-order contributions to the perturbative treatment in the original basis is avoided in this new basis because they are incorporated at second order in the amplitude of the last two terms of \( \mathcal{H}^{\sigma\sigma}_{\text{eff}}(b) \).

The most significant second-order contributions to the total energy are given by the regions around the two pairs of FS points (hot spots) connected by the ordering vectors \( Q_1 \) and \( Q_2 \) [see Figs. 2(a) and 2(b)]. The dispersion around these points can be parametrized in terms of the Fermi velocity, \( v_F \), and the radius of curvature \( R_0 \) of the FS. The change in energy induced by a nonzero \( b \) value (out-of-plane component) has a positive contribution (energy cost), \( \Delta E_1 \), arising from the first two terms of Eq. (6) and a negative contribution (energy gain), \( \Delta E_2 \), that arises from the last two terms of Eq. (7). By following the procedure described in [25], we obtain

\[
\Delta E_1 = -\frac{\Delta k}{4\pi^2 16\nu_F} \ln \left[ \frac{x + \sqrt{(\frac{Jb}{4\nu_F})^2 + x^2}}{k_0 + x + \sqrt{(\frac{Jb}{4\nu_F})^2 + (k_0 + x)^2}} \right],
\]

\[
\Delta E_2 = -\frac{\Delta k}{4\pi^2 16\nu_F} \ln \left[ \frac{x + \sqrt{(\frac{Jb}{4\nu_F})^2 + x^2}}{k_0 + x + \sqrt{(\frac{Jb}{4\nu_F})^2 + (k_0 + x)^2}} \right],
\]

where \( \Delta k \) and \( k_0 \) define the circular rectangle of integration around the hot spots [see Fig. 2(a)], and \( x = \Delta k^2/8R_0 \). The result in Eq. (8) indicates that \( \Delta E_1 + \Delta E_2 < 0 \) for \( b \ll 1 \), where the perturbative approach is valid. This reveals the origin of the noncoplanar magnetic ordering: the single-\( Q \) state with \( q = Q_1 \) still has a high susceptibility for additional \( Q_2 \) modulation. It is also interesting to note that the energy gain \( \Delta E_2 \) becomes proportional to \( b^2 \ln b \) for perfect nesting (\( R_0 \to \infty \)).

Figure 2(c) shows the \( \Omega(b) \) curve which is obtained from our perturbative approach after integrating over the 1BZ (not just around the hot spots) [25]. The energy gain shows a good agreement with the exact evaluation for the double-\( Q \) state in Eq. (4), which can be computed by direct diagonalization of \( \mathcal{H} \) for a commensurate wave number that makes the Hamiltonian block diagonalized. The deviation at \( b = 0.1 \) is \( \mathcal{O}(10^{-8}) = \mathcal{O}(J^2b^4, J^4b^4, J^6b^2) \), consistent with the expected accuracy of our perturbative expansion.

Although the perturbative analysis thus far indicates the stability of the noncoplanar order in Eq. (3) with \( b \neq 0 \), it does not allow us to determine the value \( b = b_{\text{opt}} \) that minimizes the grand potential \( \Omega \). In the commensurate cases, i.e., the components of \( Q_\nu \) are \( 2\pi \lambda_2/\lambda_1 \) (\( \lambda_1 \) and \( \lambda_2 \) are integers), however, we can estimate \( b_{\text{opt}} \) by direct diagonalization of \( \mathcal{H} \) as in Fig. 2(c), at least, for not so large \( \lambda_1 \). The representative examples are shown in Fig. 3(a) for \( t_3 = 0 \) (\( t_1 \)-model): ordering vectors are \( \pm Q_1 = \pm 2\pi (\lambda_2/\lambda_1, 0) \) and \( \pm Q_2 = \pm 2\pi (0, \lambda_2/\lambda_1) \) for \( \mu = \mu^* (\lambda_1/\lambda_2) = -2 - 2 \cos (\pi \lambda_2/\lambda_1) \). \( b_{\text{opt}} \) is close to one for all the values of \( \lambda_2 \), as the original perturbative analysis based on Eq. (6) implies.

To extend the computation of \( b_{\text{opt}} \) for arbitrary \( Q_\nu \), we once again work in the basis of quasi-particle operators that diagonalize \( \mathcal{H} \) for the \( Q_1 \)-helical ordering used in Eq. (7) [25]. In this basis, the \( Q_2 \) component induces scattering processes between different harmonics: \( k \to k + mQ_2 \), with \( m \) being an integer. These processes arise...
from the Fourier transform of \( \sqrt{(1-b^2) + b^2 \cos^2 Q \cdot r} \) in Eq. (3). As shown in [25], the grand potential can be well approximated by truncating the harmonics at a certain \( m \). This is demonstrated for a commensurate case in the \( t_1 \)-model in Fig. 3(b). Comparison with direct diagonalization reveals that \( b_{opt} \) can be well estimated by keeping wave vectors up to the fourth harmonic, \( 4Q_2 \). This truncation technique enables us to compute the grand potential in the generic case, even for incommensurate ordering vectors.

We now apply the above truncation technique to calculate the phase diagram of the \( t_1 \)-model. We use a sequence of ordering vectors \( Q_1 = 2\pi(\lambda_2/\lambda_1, 0) \) and \( Q_2 = 2\pi(0, \lambda_2/\lambda_1) \) where \( \lambda_1 = 120 \) and \( \lambda_2 = 1, 2, \ldots, 120 \). For each \( Q_\nu \), we identify the chemical potential \( \mu \) that minimizes the RKKY-level energy. Having thus fixed \( \mu \) and \( Q_\nu \), we estimate \( b_{opt} \) as a function of \( J \). Figure 4 shows our result in the ensemble of fixed electron filling \( n = (1/N) \sum_{i\sigma} \langle c_{i\sigma}^\dagger c_{i\sigma} \rangle \). Note that \( |b_{opt}| \sim 1 \) in the weak-coupling regime, consistent with our previous analysis. The inset of Fig. 4 demonstrates that the length scale \( 1/|Q_\nu| \) of vortices diverges as \( n \to 0 \).

In summary, we have demonstrated that frustration, here induced by multiple global maxima in the bare magnetic susceptibility, naturally leads to noncoplanar magnetic orderings in itinerant magnets. Whenever the ordering wave vectors connect independent pieces of the FS, the coplanar single-\( Q \)-magnetic ordering becomes unstable towards the generation of other \( q \) components that gap out the corresponding (symmetrically related) pieces of the FS. In particular, for large magnetic moment systems (near the classical \( S \to \infty \) limit), the additional components appear through an out of plane modulation of the helical state in order to minimize the amplitude of the higher-harmonic components required by the constraint \( |S| = 1 \).

For the square lattice considered here, this mechanism leads to the stabilization of vortex crystals with spin scalar chiral stripes. It is important to note that noncoplanar magnetic orderings have been recently observed in 2D layers of 3d metals deposited on a nonmagnetic metallic surface [27, 28]. Moreover, first-principles calculations for these systems [27, 29] indicate that these noncoplanar orderings arise from rather strong effective four-spin interactions. Our results unveil the generic origin of these effective interactions and explain why they are so ubiquitous in frustrated itinerant magnets. More exotic structures may appear in higher symmetry 3D lattices in which the multiple-ordering wave vectors do not lie on the same plane [30, 31]. Indeed, the 3D frustrated itinerant magnet SrFeO\(_3\) [32] is a strong candidate to exhibit multiple-\( Q \) magnetic ordering based on the mechanism described in this work.
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