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Abstract

A simple approach is proposed to obtain complexity controls for neural networks with general activation functions. The approach is motivated by approximating the general activation functions with one-dimensional ReLU networks, which reduces the problem to the complexity controls of ReLU networks. Specifically, we consider two-layer networks and deep residual networks, for which path-based norms are derived to control complexities. We also provide preliminary analyses of the function spaces induced by these norms and a priori estimates of the corresponding regularized estimators.
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1 Introduction

Norm-based complexity measures have played an essential role in analyzing the generalization ability of machine learning models. For example, a variety of norms have been explored for linear models, such as the $\ell_1$ norm for LASSO and $\ell_2$ norm for ridge regression. A good choice of the norm can help design good regularization strategies and provide accurate estimate of the model’s error on test data. In deep learning, norm-based complexity measures are especially crucial, since neural networks used in practice are always over-parameterized, in which case measures depending on the network size inevitably lead to vacuous generalization bounds. In contrast, norm-based measures are able to provide size-independent controls of the model’s complexity.

The work [16] obtained the first norm-based controls for multilayer fully-connected networks with ReLU activation functions via pure Rademacher complexity-based analysis. [5] later generalized the result to deep residual networks. [2] provided a covering number-based approach to obtain
similar results for fully connected networks. All the complexity measures identified in these work are certain path-based norms. [8, 5, 6, 7] further developed the approximation and estimation theories for function spaces induced by these norms. However, all these results are limited to activation functions with the positive homogeneity property, such as ReLU and leaky ReLU [11]. In this work, we aim to extend these results to neural networks with general activation functions, since activation functions other than ReLU and leaky-ReLU (e.g. Sigmoid, Tanh) are also widely used in practice.

Our approach to deal with general activation functions can be decomposed into two steps. Firstly, we approximate the activation function by a two-layer ReLU network. Thus the original network is converted to a ReLU network but with more parameters. Secondly, we apply the path-norm complexity control to the induced ReLU networks, then we obtain a new path-based norm for the original networks. This norm can be used to control the complexity of the original networks.

1.1 Our contribution
We explicitly write down the path-based norms for two-layer neural networks and deep residual networks. Moreover, the estimates of the Rademacher complexity based on these norms are also provided. These path-based norms in general consist of two terms. The first one is the same as the path norm for the corresponding ReLU networks. The second one is an additional term arising from the approximation of activation functions. Notably, different from the original path norm which only depends on the full paths, the new path-based norm relies on all the paths with different lengths, including the short ones starting from intermediate layers.

We also provide some results for the a priori estimates for the generalization error of the regularized estimator
\[ \hat{\theta}_n := \arg\min_{\theta} \hat{R}_n(\theta) + \lambda \| \theta \|, \]
where \( \hat{R}_n \) is the empirical risk and \( \| \theta \| \) is the norm acting as the complexity measure. These results can be viewed as the extension of the previous work on function spaces and a priori estimates of ReLU neural networks [8, 5, 6, 7].

Beside the main results, we also provide the characterization of the approximation ability of one-dimensional ReLU networks with finite path norm, which may be of independent interest to readers. Roughly speaking, we show that an one-dimensional function \( f \) can be approximated in \( L^\infty(\mathbb{R}) \) by two-layer ReLU networks with bounded path norm as long as
\[ \gamma_0(f) := \int_{\mathbb{R}} |f''(x)||x| + 1 dx < +\infty. \]  
(1)
Moreover, the ReLU network’s path norm can be roughly bounded by \( \gamma_0(f) \) (see Theorem 1 for details). A similar characterization appeared in [21], but neglected the bias terms.

1.2 Related work
[3, 10, 15] also provided complexity controls for neural networks with general activation functions, but in a layer-wise fashion. For example, [3] considered the fully connected network \( f(x; \theta) = A_L \sigma(A_{L-1} \sigma(\ldots \sigma(A_1 x))) \) controlled in the following way
\[ H_{s, b} := \{ f(\cdot; \theta) : \theta = (A_1, \ldots, A_L), \| A_i \|_2 \leq s_i, \| A_i^T - M_i^T \|_{2,1} \leq b_i \}, \]
where \( \{ M_i \} \) are fixed reference matrices, and \( s = (s_1, \ldots, s_L), b = (b_1, \ldots, b_L) \). In the context of norm-based measures, the layer-wise control inevitably leads to measures in terms of the product.
of norms of weight matrices of each layer $\prod \|A_i\|$. However, we are concerning a global control of hypothesis space

$$\mathcal{F}_C := \{f(\cdot; \theta) : \|\theta\| \leq C\},$$

where $\|\theta\|$ is a norm of $\theta$. [16, 2, 5] showed that for positive homogeneous networks, this type of control can produce path-based complexity measures, which usually appear in the form of $\|\prod \|A_i\|\|$, where $|A_i|$ denotes the matrix obtained by taking entry-wise absolute values for $A_i$. Usually this type of norms are better than $\prod \|A_i\|$ [24]. In this paper, we extend this type of results to the case of general activation functions.

Another closely related work is [13], which also obtained the path-based complexity measures for neural networks with general activation functions. The distinguishes between our work and theirs are given as follows. [13] considered fully connected networks (including two-layer networks), while we considered two-layer networks and deep residual networks. The limits of two-layer and deep residual networks as network size goes to infinity are well-defined [6], so we also study the approximation function spaces induced by the path-based norms. In contrast, the limit of multilayer fully connected networks are still unclear now [17, 23]. Moreover, the techniques used are different. [13] used the sampling-based approach to obtain the bounds of covering numbers, which cannot be directly applied to neural networks with skip-connections [24]. However, our approach is more general, which can be applied to any architectures as long as the complexity controls of corresponding ReLU networks exist.

It is worth mentioning that the idea of approximating activation functions with a small network was also exploited in the literature on network in network [14], which proposed to replace the simple activation function with a complex “micro network” to enhance model’s expressivity.

**Notation.** Throughout this paper, let $[n] = \{1, 2, \ldots, n\}$, if $n$ is a positive integer. We use $\|\cdot\|_2$ and $\|\cdot\|_F$ to denote the $\ell_2$ and Frobenius norms for matrices, respectively. We let $\mathbb{S}^{d-1} = \{x : \|x\| = 1\}$. We use $X \lesssim Y$ to indicate that there exists an absolute constant $C_0 > 0$ such that $X \leq C_0 Y$, and $X \gtrsim Y$ is similarly defined. For any matrix $A = (a_{i,j})$, denote by $|A| = (|a_{i,j}|)$. For any $x \in \mathbb{R}^d$, let $\tilde{x} = (x^T, 1)^T \in \mathbb{R}^{d+1}$.

## 2 Preliminaries

In this work, we consider the standard supervised learning setup. Let $S = \{(x_i, y_i)\}_{i=1}^n$ denote $n$ samples with $y_i = f^*(x_i) + \varepsilon_i$. We always assume that $x \in X := [-1, 1]^d$ and $f^*(x) \in [0, 1]$. The noise $\{\varepsilon_i\}$ are i.i.d. random variables that satisfy $\mathbb{E}[\varepsilon_i] = 0$ and $\mathbb{E}[\varepsilon_i^2] < \infty$.

Let $f(x; \theta)$ denote the parametric model. Consider the truncated square loss

$$\ell(x, y; \theta) = \frac{1}{2} \left( \mathcal{T}_{[0,1]} f(x; \theta) - y \right)^2,$$

where $\mathcal{T}_{[0,1]}$ is the truncation operator such that $\mathcal{T}_{[0,1]} g(x) = \min \{\max \{g(x), 0\}, 1\}$ for any function $g : \mathbb{R}^d \mapsto \mathbb{R}$. Then the population risk and empirical risk are defined as

$$R(\theta) = \mathbb{E}_{x,y}[\ell(x, y; \theta)], \quad \hat{R}_n(\theta) = \frac{1}{n} \sum_{i=1}^n \ell(x_i, y_i; \theta).$$

The difference between two risks is called the generalization gap.
For a function class $\mathcal{F}$, the (empirical) Rademacher complexity [22] with respect to the data set $S$ is defined as
\[
\text{Rad}_n(\mathcal{F}) = \frac{1}{n} \mathbb{E}_\xi [\sup_{f \in \mathcal{F}} \sum_{i=1}^n \xi_i f(x_i)],
\]
where the $\{\xi_i\}_{i=1}^n$ are independent random variables with $\mathbb{P}(\xi_i = 1) = \mathbb{P}(\xi_i = -1) = 1/2$.

A two-layer neural network is given by
\[
f_m(x; \theta) = \sum_{k=1}^m a_k \sigma(b_k^T x + c_k),
\]
where $\sigma : \mathbb{R} \mapsto \mathbb{R}$ is a nonlinear activation function, and $\theta = \{(a_k, b_k, c_k)\}_{k=1}^m$ denote the parameters to be learned from the training data. For the ReLU networks, i.e. $\sigma(t) = \sigma_R(t) := \max(0, t)$, we define its path norm [16] by
\[
\|\theta\|_P := \sum_{k=1}^m |a_k| (\|b_k\|_1 + |c_k|).
\]

Throughout this paper, we will use $\sigma_R$ to denote ReLU function.

3 Approximating one-dimensional functions by two-layer ReLU networks

We begin with the characterization of one-dimensional functions that can be approximated by two-layer ReLU networks with bounded path norms. This result will serve as the cornerstone for the analysis of neural networks with general activation functions in the following sections.

**Theorem 1.** Consider the function $f : \mathbb{R} \mapsto \mathbb{R}$. Assume that $f(x)$ is continuous and twice weakly differentiable on $\mathbb{R}$, and $f''(x)$ is locally Riemann integrable on $\mathbb{R}$. \footnote{For any function $h(x)$ defined on $\mathbb{R}$, $h$ is locally Riemann integrable means that $h$ is Riemann integrable on any compact subset of $\mathbb{R}$.} Define
\[
\gamma_0(f) = \int_{\mathbb{R}} |f''(x)|(|x| + 1)dx,
\]
\[
g(x) = |f(x)| + (|x| + 2)|f'(x)|,
\]
and
\[
\gamma(f) = \gamma_0(f) + \inf_{x \in \mathbb{R}} g(x).
\]
If $\gamma(f) < +\infty$, then for any $\epsilon > 0$, there exists a two-layer ReLU neural network $f_m(\cdot; \theta)$ of width $m < +\infty$, such that
\[
\sup_{x \in \mathbb{R}} |f(x) - f_m(x; \theta)| \leq \epsilon,
\]
\[
\|\theta\|_P \leq \gamma(f) + \epsilon.
\]
Here, the derivatives $f'$ and $f''$ should be understood in the weak sense. The complete proof is deferred to Appendix B.1. Notice that for any $h(x) = a + bx$ with $a, b \in \mathbb{R}$, we have $\gamma_0(f + h) = \gamma_0(f)$. It implies that adding a linear part does not change the value of $\gamma_0(\cdot)$, but the two-layer neural networks used for approximation must change accordingly. The extra term $\inf_{x \in \mathbb{R}} g(x)$ is introduced to account for the linear part of $f$.

Theorem 1 implies that the “norm” $\gamma(\cdot)$ is a good measure to characterize whether an activation function can be approximated by two-layer ReLU network with bounded path norm. As a comparison, [21] provided a similar characterization as follows

$$\max \left\{ \int \limits_{\mathbb{R}} |f''(x)| \, dx, |f'(\infty) + f'(-\infty)| \right\} < +\infty$$  \hspace{1cm} (12)$$

for two-layer ReLU networks with $\sum_{k=1}^{m} |a_k||b_k|$ bounded. Apparently, the condition (12) is weaker than $\gamma(f) < +\infty$. But it neglects the influence of the bias term $c_k$, which is crucial for providing complexity control.

To prove Theorem 1, we need the following lemma, whose proof can be found in Appendix B.1.1.

**Lemma 1.** Let $f$ satisfies $\gamma_0(f) < +\infty$, then there exist constants $a, b, c$ and $d$, such that

$$\lim_{x \to -\infty} |f(x) - (ax + b)| = 0, \quad \lim_{x \to +\infty} |f(x) - (cx + d)| = 0. \quad (13)$$

The above lemma suggests that our method can only deal with activation functions that possess linear asymptotes. This property is surprisingly satisfied by all the commonly used activation functions. We calculate the $\gamma(\cdot)$ norms for common activation functions and the results are shown in Table 1. We see that all functions considered in Table 1 have finite $\gamma(\cdot)$ norms.

Table 1: The $\gamma(\cdot)$ norms of commonly used activation functions. Here ELU is the exponential linear unit [4]; LReLU is the leaky ReLU; GELU is the Gaussian Error Linear Unit [12]. Swish is the activation function discovered by reinforcement learning-based searches [20]. The $\alpha$ is the hyper-parameter which appears in the corresponding activation function. The detail definitions of these activation functions and the calculations of $\gamma(\cdot)$ norm are deferred to Appendix B.2.

|       | ReLU | Sigmoid | Tanh | ELU     | LReLU | GELU | Softplus | Swish |
|-------|------|---------|------|---------|-------|------|----------|-------|
| $\gamma(\sigma)$ | 1    | 1.5     | 5    | $3|\alpha| + 1$ | $\alpha + 1$ | $\approx 2.7$ | $1 + 2 \ln 2$ | $\approx \frac{1.8}{\alpha} + 1.4$ |

### 4 Two-layer neural networks

Now we utilize Theorem 1 to derive an upper bound for the Rademacher complexity of two-layer neural network with general activation functions. We first need the result for two-layer ReLU networks, whose proof can be found in [16] and the appendix of [8].

**Proposition 2.** Let $f^0_m(\cdot; \theta)$ denote the two-layer ReLU networks. Let $\mathcal{F}_Q^0 := \{ f^0_m(\cdot; \theta) : ||\theta||_p \leq Q, m \in \mathbb{N}_+ \}$. Then we have

$$\text{Rad}_n(\mathcal{F}_Q^0) \leq 2Q \sqrt{\frac{2\ln(2d + 2)}{n}}.$$  \hspace{1cm} (14)
For general activation functions, we define the following norm \(^2\).

\[
\|\theta\|_{\tilde{p}} := \sum_{k=1}^{m} |a_k| (\|b_k\|_1 + |c_k| + 1).
\]  

(15)

This norm is stronger than the path norm since \(\|\theta\|_{\tilde{p}} = \|\theta\|_p + \sum_{k=1}^{m} |a_k|\). The additional term \(\sum_{k=1}^{m} |a_k|\) only depends on the paths of length 1, while \(\|\theta\|_p\) depends on the paths of length 2. The intuition behind this definition will be clear from the proof of the following theorem.

**Theorem 3.** Assume that the activation function \(\sigma(\cdot)\) satisfies the conditions in Theorem 1. Let \(\mathcal{F}_Q = \{f_m(\cdot; \theta) : \|\theta\|_{\tilde{p}} \leq Q, m \in \mathbb{N}_+\}\). Then, we have

\[
\text{Rad}_n(\mathcal{F}_Q) \leq 2\gamma(\sigma)Q\sqrt{\frac{2\ln(2d + 2)}{n}}.
\]

(16)

**Proof.** According to Theorem 1, for any \(\epsilon > 0\), there exists a two-layer ReLU networks \(g_K(t; w) = \sum_{j=1}^{K} \alpha_j \sigma_R(\beta_j t + \gamma_j)\), such that

\[
\text{sup}_{t \in \mathbb{R}} |\sigma(t) - g_K(t; w)| \leq \epsilon, \quad \text{and} \quad \sum_{j=1}^{K} |\alpha_j|(|\beta_j| + |\gamma_j|) \leq \gamma(\sigma) + \epsilon
\]

(17)

For any \(f(x) = \sum_{k=1}^{m} a_k \sigma(b_k^T x + c_k) \in \mathcal{F}_Q\), we can decompose it as follows:

\[
f(x) = \sum_{k=1}^{m} a_k [\sigma(b_k^T x + c_k) - g_K(b_k^T x + c_k; w)] + \sum_{k=1}^{m} a_k g_K(b_k^T x + c_k; w)
\]

(18)

\[= h^f_1 + h^f_2,\]

(19)

where

\[
\text{sup}_{x} h^f_1(x) \leq \sum_{k=1}^{m} |a_k| \epsilon \leq Q\epsilon,
\]

(20)

and

\[
h^f_2(x; \tilde{\theta}) = \sum_{k=1}^{m} \sum_{j=1}^{K} a_k \alpha_j \sigma_R(\beta_j b_k^T x + \beta_j c_k + \gamma_j)
\]

(21)

is a two-layer ReLU networks with the path norm

\[
\|\tilde{\theta}\|_p = \sum_{k} \sum_{j} |a_k \alpha_j|(|\beta_j b_k|_1 + |\beta_j c_k + \gamma_j|)
\]

\[
\leq \sum_{k} \sum_{j} |a_k| |\alpha_j|(|b_k|_1 + |c_k| + 1)(|\beta_j| + |\gamma_j|) \leq (\gamma(\sigma) + \epsilon)\|\theta\|_{\tilde{p}},
\]

(22)

where the last inequality follows (17) and the definition of the norm \(\|\cdot\|_{\tilde{p}}\). Therefore, \(h^f_2 \in \mathcal{F}_{(\gamma(\sigma) + \epsilon)Q}^0\). Using the decomposition (18), we have

\(^2\)Our analysis also works for the general case that \(\|x\|_q \leq 1\) with \(q \geq 1\), in which the norm should be accordingly defined as \(\sum_{k=1}^{m} |a_k|(|b_k|_p + |c_k| + 1)\) with \(q\) satisfying \(1/q + 1/p = 1\).
This follows from the fact that we can scale \( w \) where \( t \) goes to the unit ball \( \Pi \), where the last inequality follows from Proposition 2. Taking \( \epsilon \to 0 \), we complete the proof. \( \square \)

**Remark 1.** The reason to introduce the extra term \( \sum |a_i| \) is clear from the inequalities (20) and (22), which provide controls of the terms \( h_1^f \) and \( h_2^f \).

**Remark 2.** According to Table 1, \( \gamma(\sigma) = 1 \) for ReLU activation function. So the bound (16) recovers (14), which implies that the above theorem is tight for ReLU activation. In this case, we even have

\[
\{ f_m(\cdot; \theta) : \|\theta\|_p \leq Q \} = \{ f_m(\cdot; \theta) : \|\theta\|_p \leq Q \}.
\]

This follows from the fact that we can scale \( \theta := \{(a_k, b_k, c_k)\} \) to \( \theta_t := \{(ta_k, b_k/t, c_k/t)\} \) without change the function represented, but \( \|\theta_t\|_p = \|\theta\|_p + t \sum_k |a_k| \to \|\theta\|_p \) as \( t \to 0 \).

### 4.1 Function space

Let \( \Omega \) be the Borel \( \sigma \)-algebra on \( \mathbb{R}^{d+1} \) and \( P(\mathbb{R}^{d+1}) \) be the collection of all the probability measures on \( (\mathbb{R}^{d+1}, \Omega) \). Following [8, 6], consider the functions that admit the following integral representation:

\[
f(x; \alpha, \pi) = \int_{\mathbb{R}^{d+1}} a(w) \sigma(w^T \tilde{x}) d\pi(w), \quad \forall x \in X,
\]

where \( \pi \in P(\mathbb{R}^{d+1}) \), and \( a(\cdot) \) is a measurable function with respect to \( (\mathbb{R}^{d+1}, \Omega) \). (24) can be viewed as an infinite wide two-layer neural network. Notice that \( \sigma(\cdot) \) is a general activation function which may not enjoy the positive homogeneity property, hence the integral domain cannot be normalized to the unit ball \( \mathbb{S}^{d+1} \) as done in [8, 6].

For any \( f : X \to \mathbb{R} \), we define

\[
\|f\|_B := \inf_{(a, \pi) \in \Pi_f} \sqrt{\mathbb{E}_{w \sim \pi} [a(w)^2(\|w\|_1 + 1)^2]},
\]

where \( \Pi_f := \{(a, \pi) : f(x) = \mathbb{E}_{w \sim \pi} [a(w)\sigma(w^T \tilde{x})], \forall x \in X \} \). For a specific representation \( (a, \pi) \), the right hand side of (25) is actually the modified path norm (15) of the infinite wide network (24). Notice that for a function \( f \), the representations may not be unique. Therefore, it is crucial to take the infimum over \( \Pi_f \), since it can make the norm independent of representations, hence becoming a function norm. For simplicity, we let \( B = \{ f : \|f\|_B < +\infty \} \).
For any \( \pi \in P(\mathbb{R}^{d+1}) \), define the kernel \( k_\pi(x, x') = \mathbb{E}_{w \sim \pi} [\sigma(w^T \tilde{x}) \sigma(w^T \tilde{x}')] \). Let \( \mathcal{H}_{k_\pi} \) be the induced reproducing kernel Hilbert space (RKHS) \([0x0]\). Following the work on random feature models \( [18] \), any \( f \in \mathcal{H}_{k_\pi} \) must admit the representation \((24)\) with \( \|f\|_{\mathcal{H}_{k_\pi}} = \sqrt{\mathbb{E}_{w \sim \pi} [a(w)^2]} < +\infty \). With this observation, we can easily obtain

**Lemma 2.**

\[
\cup_{\pi \in P_c(\mathbb{R}^{d+1})} \mathcal{H}_{k_\pi} \subset \mathcal{B} \subset \cup_{\pi \in P(\mathbb{R}^{d+1})} \mathcal{H}_{k_\pi},
\]

where \( P_c(\mathbb{R}^{d+1}) \subset P(\mathbb{R}^{d+1}) \) is the collection of all the probability measures with compact support.

The proof can be found in Appendix \( C.1 \).

### 4.2 A priori estimates

In this section, we provide the a priori estimates of the following regularized estimator:

\[
\hat{\theta}_n = \arg \min_{\theta} J(\theta) := \tilde{R}_n(\theta) + \lambda \|\theta\|_{\mathcal{P}},
\]

where \( \lambda > 0 \) is a tuning parameter. Notably, with the function norm defined in \((25)\), the analysis is almost the same as the a priori estimates of two-layer ReLU networks \([8]\).

In the following, we state the approximation result and the a priori estimates. The proofs can be found in Appendix \( C.2 \) and \( C.3 \), respectively.

**Theorem 4.** For any \( f \in \mathcal{B} \) and \( m \in \mathbb{N}_+ \), there exists a two-layer neural network \( f_m(\cdot; \tilde{\theta}) \) with finite width \( m \), such that

\[
\mathbb{E}_x \left[ f_m(x; \tilde{\theta}) - f(x) \right]^2 \leq \frac{3C_\sigma \|f\|^2_{\mathcal{B}}}{m},
\]

\[
\|\tilde{\theta}\|_{\mathcal{P}} \leq 2 \|f\|_{\mathcal{B}},
\]

where \( C_\sigma = (\gamma(\sigma) + \min\{|\sigma'(+\infty)|, |\sigma'(-\infty)|\} + |\sigma(0)|)^2 \).

**Theorem 5.** Assume that the target function \( f^* \in \mathcal{B} \), and \( \epsilon_i = 0 \).\(^3\) Set

\[
\lambda \geq \lambda_n := \frac{8\gamma(\sigma) \sqrt{2 \ln (2d + 2) + 1}}{\sqrt{n}}.
\]

Then for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) over the random training samples \( \{x_i\}_{i=1}^n \), the generalization error satisfies

\[
R(\hat{\theta}_n) \leq \frac{3C_\sigma \|f^*\|^2_{\mathcal{B}}}{2m} + 2\|f^*\|_{\mathcal{B}} \cdot \lambda + 2(\|f^*\|_{\mathcal{B}} + 1) \cdot \lambda_n + 2\sqrt{\frac{2 \ln (14/\delta)}{n}}.
\]

Therefore, if we take \( \lambda \asymp \lambda_n \), we will have

\[
R(\hat{\theta}_n) \lesssim \frac{\|f^*\|^2_{\mathcal{B}}}{m} + \max\{1, \|f^*\|_{\mathcal{B}}\} \sqrt{\frac{\ln d}{n}} + \sqrt{\frac{\ln (1/\delta)}{n}}.
\]

\(^3\)Theorem 5 discusses the noiseless case. In fact, the noise can be tackled under appropriate conditions, e.g. the sub-Gaussian assumption (see [5] or [8]).
Notice the above estimates depend on the activation function \( \sigma \) only through the appearance of constant \( C_\sigma \) and the target function norm \( \| f^* \|_B \). Especially, when \( \sigma \) is ReLU, it exactly recover Theorem 4.1 of [8], which is the result specifically derived for two-layer ReLU networks.

**Remark 3.** Theorem 3 demonstrates the new path-based norm (15) is defined such that the Rademacher complexity is independent of the network width. Theorem 4 and 5 together show that the induced the function norm can effectively control both the approximation and estimation errors. In this sense, the complexity measure (15) for general activation function \( \sigma \) is well defined.

### 5 Residual neural networks

In this section, we consider the residual networks defined by

\[
\begin{align*}
h_0 &= V \tilde{x}, \\
h_l &= h_{l-1} + U_l \sigma(W_l h_{l-1}), \quad l = 1, 2, \ldots, L, \\
f_L(x; \theta) &= \alpha^T h_L.
\end{align*}
\]  

(32)

Here, \( \theta = \{V, W_1, U_1, W_2, U_2, \ldots, W_L, U_L, \alpha\} \) denotes the set of parameters, \( V \in \mathbb{R}^{D \times (d+1)} \), \( W_l \in \mathbb{R}^{m \times D}, U_l \in \mathbb{R}^{D \times m}, \alpha \in \mathbb{R}^D \). \( L \) is the number of layers (depth), \( m \) is the width of the residual blocks and \( D \) is the width of skip connections. \( \sigma(\cdot) \) is the (general) activation function.

To bound the Rademacher complexity of residual networks (with general activation functions), we propose the following norms, which can be viewed as a modification of the weighted path norm defined in [5].

**Definition 1.** For any residual network defined as (32) with parameters \( \theta \), let its norm be

\[
\| \theta \|_{\tilde{P}} = \sum_{i=0}^L \| |\alpha|^{T}(I + c_\sigma |U_L||W_L|)(I + c_\sigma |U_{L-1}||W_{L-1}|)\cdots(I + c_\sigma |U_{i+1}||W_{i+1}|)|U_i|\|_1,
\]

(33)

with the convention that \( A_i A_{i-1} \cdots A_{i+1} = I \) when \( i \geq L \). Here \( U_0 := V \), and \( c_\sigma > 4\gamma(\sigma) + 1 \) is an absolute constant only related to the activation function \( \sigma(\cdot) \).

With the norm defined above, we can state the theorem about the Rademacher complexity of residual networks. The bound depends linearly on the norm defined in (33). The proof is given in Appendix D.1.

**Theorem 6.** Assume that the activation function \( \sigma(\cdot) \) satisfies the conditions in Theorem 1. Let \( \mathcal{F}_Q = \{ f_L(x; \theta) | \| \theta \|_{\tilde{P}} \leq Q \} \) for \( Q > 0 \). Then we have

\[
\text{Rad}_n(\mathcal{F}_Q) \leq c_\sigma^* Q \sqrt{\frac{2\ln(2d+2)}{n}},
\]

(34)

where \( c_\sigma^* = 4\gamma(\sigma) + 1 \) is an absolute constant only related to the activation function \( \sigma(\cdot) \).

Before the next subsection about the a priori estimate using the norm-based bounds, we make several comments on the norm (33) for residual networks.
(1) The norm can be viewed as an extension based on the weighted path norm proposed in [5], with two modifications. Firstly, the weight factor is switched from 3 to a constant $c_\sigma$ depending on the activation function; Secondly, an additional term (modification) is added to the weighted path norm, to address the bias terms originally in the neural network or arising when approximating the activation function by ReLU networks. In fact, we have the following recursive definition (of the modified weighted path norm), which is equivalent to the norm (33):

**Lemma 3.** The norm (33) can be written as a modification of the weighted path norm defined in [5]:

$$\|\theta\|_p^M = \|\alpha^T (I + c_\sigma |U_L| |W_L|) \cdots (I + c_\sigma |U_1| |W_1|) |V|_1$$

$$+ \sum_{i=1}^{L} \|\alpha^T (I + c_\sigma |U_L| |W_L|) (I + c_\sigma |U_{L-1}| |W_{L-1}|) \cdots (I + c_\sigma |U_{i+1}| |W_{i+1}|) |U_i|_1$$

$$:= \|\theta\|_p + r,$$

where the modification term $r$ can be recursively defined as

$$M_1 = 0_m,$$

$$M_{l+1} = c_\sigma |W_{l+1}| \sum_{k=1}^{L} |U_k|(M_k + 1_m), \quad l = 1, 2, \cdots, L - 1,$$

(36)

$$r = |\alpha^T \sum_{l=1}^{L} |U_l|(M_l + 1_m),$$

by selecting appropriate $\{M_l\}_{l=1}^{L}$.

**Remark 4.** In fact, the $\{M_l\}_{l=1}^{L}$ defined by (36) can be viewed as the modification term at the $l$-th layer. That is to say, compared to the original weighted path norm, our new norm (35) not only includes those paths starting from the biases in all the layers to the output, but also can be extended to hidden neurons, which is crucial for the proof of Theorem 6. Please see Appendix D.1.1 for more details.

(2) We have the following upper bound for the modification terms $M_l$ and $r$. This theorem shows that these additional terms are not much larger than the original path norm part.

**Theorem 7.** For $l = 1, 2, \cdots, L$, $i = 1, 2, \cdots, m$, we have

$$M_{l,i} \leq \|c_\sigma |W_i^{(i)}| (I + |U_{i-1}|)(I + c_\sigma |W_{i-1}|) \cdots (I + |U_2|)(I + c_\sigma |W_2|)(I + |U_1|)_1,$$

(37)

$$r \leq ||\alpha^T (I + |U_L|)(I + c_\sigma |W_L|) \cdots (I + |U_2|)(I + c_\sigma |W_2|)(I + |U_1|)_1,$$

(38)

where $M_{l,i}$ is the $i$-th element of $M_l$, and $A^{i:}$ is the $i$-th row of $A$.

(3) In the case of ReLU network without bias terms, we will not have the $+1_m$ term in (36), the recursive definition of $M_l$, hence $M_1 = 0_m$ implies $M_l = 0$ for all $l = 1, 2, \cdots, L$ and $r = 0$. In this case, our norm is equivalent with the weighted path norm studied in [5]. Therefore, while our norm applies to more general cases, it works as good as the norm specifically defined for the case of ReLU activation functions.

The proofs of Lemma 3 and Theorem 7 are given in Appendix D.2 and Appendix D.3 respectively.
5.1 A priori estimates

An important observation is that by splitting the two-layer neural network into several parts and stacking them vertically, we can obtain a ResNet structure like (32). Based on this observation and Theorem 4, we can obtain the following embedding result, whose proof is given in Appendix D.4.

**Proposition 8.** For any \( f \in \mathcal{B} \) and \( L, m \in \mathbb{N}^* \), there exists a residual network \( f(x; \tilde{\theta}) \) with depth \( L \) and width\(^4 \) \( 4m \), such that

\[
\mathbb{E}_x \left[ f(x; \tilde{\theta}) - f(x) \right]^2 \leq \frac{3C_2\|f\|_B^2}{Lm},
\]

where \( C_2 = 4\gamma(\sigma) + 1 \).

The above proposition implies that the norm (33) is well-defined in the sense that it is compatible with the norm (15) defined for two-layer networks. Let us consider the regularized estimator:

\[
\hat{\theta}_n = \arg \min_{\theta} J(\theta) := \hat{R}_n(\theta) + \lambda\|\theta\|_{\tilde{P}},
\]

where \( \lambda > 0 \) is a tuning parameter. Similar as the work [5], we have

**Proposition 9.** Assume \( f^* \in \mathcal{B} \), and choose \( \lambda \geq \lambda_n := (8\gamma(\sigma) + 2)\sqrt{2\ln(2d+2)+1}/\sqrt{n} \). Then for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) over the random training samples \( \{x_i\}_{i=1}^n \), the generalization error satisfies

\[
R(\hat{\theta}_n) \leq \frac{3C_2\|f^*\|_B^2}{2Lm} + 2C_2\|f^*\|_B \cdot \lambda + 2(C_2\|f^*\|_B + 1) \cdot \lambda_n + 2 \sqrt{\frac{2\ln(14/\delta)}{n}}.
\]

Therefore, if we take \( \lambda \asymp \lambda_n \), we will have

\[
R(\hat{\theta}_n) \lesssim \frac{\|f^*\|_B^2}{Lm} + \max\{1, \|f^*\|_B\} \sqrt{\ln d \over n} + \sqrt{\ln(1/\delta) \over n}.
\]

The proof of Proposition 9 can be found in Appendix D.5.

However, this proposition only implies that residual networks with proper regularization can learn functions in \( \mathcal{B} \), the approximation function space for two-layer neural networks. To fully understand the superiority of residual network compared to the two-layer networks, we need to identify the function spaces specialized for residual networks.

Consider a scaled version of (32),

\[
h_l = h_{l-1} + \frac{1}{Lm}U_l\sigma(W_lh_{l-1}).
\]

There are two potential ways to define the function spaces.

The first one is to consider (43) with \( L \) fixed. Taking \( m \to \infty \) in (32), we obtain

\[
h_l = h_{l-1} + \frac{1}{L}\mathbb{E}_{(u, w) \sim \mathcal{P}_l}[u\sigma(u^Th_{l-1})]
\]

\[
f_L(x; \Pi) = \alpha^T h_L,
\]

\(^4\)Here we refer to the width of residual blocks.
where \( \Pi = \{ \pi_l \}_{l=1}^L \). Following the expression (33), we could define the norm of continuous ResNet (44) by

\[
\| \Pi \|_C := \sum_{i=0}^L |\alpha|^T (I + \frac{C \sigma}{L} \mathbb{E}_{\pi_L} |u_L| |w_L^T|) \cdots (I + \frac{C \sigma}{L} \mathbb{E}_{\pi_1} |u_{i+1}| |w_{i+1}^T|) \mathbb{E}_{\pi_i} |u_i|.
\]  

(45)

Another way is to take both \( L \to \infty \) and \( m \to \infty \), we obtain an ODE

\[
\frac{dh(t)}{dt} = \mathbb{E}_{(u, w) \sim \pi_t} [u \sigma(w^T h(t))].
\]  

(46)

The output function is accordingly defined as \( f(x; \pi) := \alpha^T h(1) \) with \( \pi = (\pi_t)_{t=0}^1 \). In this case, (43) can be viewed a stochastic approximation of (46). [6] has developed the function space theory in this way for the case \( \sigma \) being ReLU, and the norm is defined through the linearized ODE: \( \frac{dn(t)}{dt} = \mathbb{E}_{(u, w) \sim \pi_t} [|u| |w|^T] n(t) \).

As shown in [6], to control the Euler-forward discretization error of (43) approximating (46), we must make certain continuous assumption on the probability measures \( (\pi_t)_{t=0}^1 \), i.e. \( d(\pi_t, \pi_s) \leq c|t - s| \) for some distance \( d(\cdot, \cdot) \). In contrast, there is no restriction for \( \{ \pi_l \}_{l=1}^L \) in (44).

To define function spaces appropriately in either way requires involved mathematical analysis, which we leave as the future work.

6 Conclusion

We propose a simple approach to build complexity measures for neural networks with general activation functions. Using this approach, we derive the path-based norms for two-layer networks and deep residual networks. Moreover, these norms are well-defined in the sense that the Rademacher complexity can be bounded by them without depending on the network size. This property enables us to study the infinitely wide and deep networks, i.e. the function spaces induced by these norms containing functions learnable by corresponding models.

One direct future work is to complete the definition of function spaces for residual networks, which can be viewed as an extension of the function spaces defined in [6] but for deep residual networks with ReLU activation function.

It would also be interesting to extend our results to fully connected networks. However, this is more challenging, since we are still far away from understanding the approximation function spaces for multilayer fully connected networks, even for the three-layer case [23, 17].
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A Basic tools

A.1 Weak derivatives

In this section, we provide the definition of weak derivatives as well as some results that will be used in the following analysis. We denote the classical derivatives of a one-dimensional function $u$ by $\frac{du}{dx}$, $\frac{d^2u}{dx^2}$, $\cdots$, $\frac{d^n u}{dx^n}$, and the weak derivatives by $u'$, $u''$, $\cdots$, $u^{(n)}$.

**Definition 2.** We say a function $u$ defined on $\mathbb{R}$ has some properties $P$ locally, if $u$ has properties $P$ on any compact subset of $\mathbb{R}$.

**Definition 3.** Assume that $u(x)$ is locally Lebesgue integrable on $\mathbb{R}$. If there exists another locally Lebesgue integrable function $v(x)$, which satisfies the integration by parts

$$\int_{\mathbb{R}} u(x) \frac{d^n \phi(x)}{dx^n} dx = (-1)^n \int_{\mathbb{R}} v(x) \phi(x) dx, \quad \forall \phi \in C_0^\infty(\mathbb{R}),$$

then $u$ is $n$-th order weakly differentiable on $\mathbb{R}$, and $v$ is the derivative, i.e. $v = u^{(n)}$.

Now we can state the following theorems required to prove Theorem 1.

**Theorem 10.** Assume that $u$ is absolutely continuous on $[a, b]$. Then $u$ is (classical) differentiable almost everywhere on $[a, b]$. Furthermore, we have $\frac{du}{dx} \in L^1[a, b]$ and

$$\int_{a}^{b} \frac{du}{dx} dx = u(b) - u(a).$$

The proof of Theorem 10 can be found in any standard textbooks on real analysis.

**Theorem 11.** Assume that $u(x)$ is locally Lebesgue integrable on $\mathbb{R}$. Then $u$ is weakly differentiable $\iff$ $u$ is locally absolutely continuous on $\mathbb{R}$. 
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The proof of Theorem 11 can be found in PDE textbooks like [9], where a smoother technique is applied. More importantly, some intermediate results in the proof are listed below, which will be used repeatedly in the proof of Theorem 1.

**Corollary 1.** If $u$ is locally absolutely continuous on $\mathbb{R}$, then $\frac{du}{dx}$ exists almost everywhere on $\mathbb{R}$, and $u'(x) = \frac{du}{dx}$.

**Corollary 2.** If $u$ is Lebesgue integrable and weakly differentiable. Then for any closed interval $[a, b]$, we have

$$\int_a^b u'(x)dx = u(b) - u(a).$$  \hfill (47)

We also need a proposition, which can be seen as a weak form of the mean value theorem for integrals.

**Proposition 12.** If $u \in L^1[a, b]$, then

$$m\left(\left\{ c \in [a, b] : u(c)(b - a) \leq \int_a^b u(x)dx \right\}\right) > 0,$$  \hfill (48)

and

$$m\left(\left\{ c \in [a, b] : \int_a^b u(x)dx \leq u(c)(b - a) \right\}\right) > 0,$$  \hfill (49)

where $m(E)$ denotes the measure of a measurable set $E$. Therefore, there always exists $c_1, c_2 \in [a, b]$, such that

$$u(c_1)(b - a) \leq \int_a^b u(x)dx \leq u(c_2)(b - a).$$  \hfill (50)

**Proof.** We only prove (48), since the proof of (49) is similar. Consider the set

$$A = \left\{ c \in [a, b] : u(c)(b - a) \leq \int_a^b u(x)dx \right\}$$

$$= u^{-1}\left(\left(-\infty, \frac{1}{b - a}\int_a^b u(x)dx\right]\right).$$

Obviously it is Lebesgue measurable. If $m(A) = 0$, i.e. if for almost every $c \in [a, b]$,

$$u(c) > \frac{1}{b - a}\int_a^b u(x)dx,$$

then integrating in both sides, we obtain that

$$\int_a^b u(x)dx > \int_a^b u(x)dx,$$

which is a contraction. \hfill \Box
A.2 Redemacher complexity

The following standard results will be repeatedly used in our analysis, the proof of which can be found from classic machine learning theory books, e.g. [22].

**Lemma 4.** (Linear functions) Given the samples \( \{x_i\}_{i=1}^n \subset \mathbb{R}^d \), and the class of linear functions \( \mathcal{H} = \{h(x) = u^T x : \|u\|_1 \leq 1\} \). Then

\[
\text{Rad}_n(\mathcal{H}) \leq \max_{1 \leq i \leq n} \|x_i\|_\infty \sqrt{\frac{2 \ln(2d)}{n}}. \tag{51}
\]

**Lemma 5.** (Contraction property) Assume that \( \{\phi_i(\cdot)\}_{i=1}^n \) are Lipschitz continuous functions with a uniform Lipschitz constant \( L_\phi \), i.e. \( |\phi_i(x) - \phi_i(x')| \leq L_\phi |x - x'|, x, x' \in \mathbb{R}, i = 1, 2, \cdots, n \). Then

\[
\mathbb{E}_{\xi} \left[ \sup_{h \in \mathcal{H}} \sum_{i=1}^n \xi_i \phi_i(h(x_i)) \right] \leq L_\phi \mathbb{E}_{\xi} \left[ \sup_{h \in \mathcal{H}} \sum_{i=1}^n \xi_i h(x_i) \right]. \tag{52}
\]

We have the Rademacher complexity-based generalization bound as follows.

**Theorem 13.** Given a function class \( \mathcal{H} \), for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) over the random samples \( \{x_i\}_{i=1}^n \),

\[
\sup_{h \in \mathcal{H}} \left| \mathbb{E}_x[h(x)] - \frac{1}{n} \sum_{i=1}^n h(x_i) \right| \leq 2 \text{Rad}_n(\mathcal{H}) + 2 \sup_{h, h' \in \mathcal{H}} \|h - h'\|_\infty \sqrt{\frac{2 \ln(4/d)}{n}}. \tag{53}
\]

B Proofs for Section 3

B.1 Proofs for Theorem 1

B.1.1 Proof of Lemma 1

Based on results in Appendix A.1, we can prove Lemma 1.

**Proof.** We only prove that \( f \) has an asymptote when \( x \to +\infty \), since the condition that \( x \to -\infty \) is similar.

Firstly, we show that \( \lim_{x \to +\infty} f'(x) \) exists. If not, we can find a constant \( \delta \) and infinite many pairs of points \( \{x_n, x_n'\}_{n=1}^\infty \) that satisfy \( x_n < x_n' < x_{n+1} \) for any \( n \in \mathbb{N}^* \) and \( |f'(x_n) - f'(x_n')| > \delta \). By Corollary 2, this implies

\[
\delta < |f'(x_n) - f'(x_n')| = \left| \int_{x_n}^{x_n'} f''(x)dx \right| \leq \int_{x_n}^{x_n'} |f''(x)|dx.
\]

Hence, we have \( \int_{\mathbb{R}} |f''(x)|dx = +\infty \), which is contradictory with \( \gamma_0(f) < +\infty \).

Then, without loss of generality, we assume \( \lim_{x \to +\infty} f'(x) = 0 \), and show that \( \lim_{x \to +\infty} f(x) \) exists.

If not, similarly we can show that \( \int_0^{+\infty} |f'(x)|dx = +\infty \). On the other hand, since \( \lim_{x \to +\infty} f'(x) = 0 \), we have

\[
|f'(x)| = \left| \int_x^{+\infty} f''(y)dy \right| \leq \int_x^{+\infty} |f''(y)|dy.
\]
by Corollary 2. Therefore, according to the Fubini theorem,
\[
\int_0^{+\infty} |f'(x)|dx \leq \int_0^{+\infty} \int_x^{+\infty} |f''(y)|dydx = \int_0^{+\infty} |f''(x)||x|dx \leq \gamma_0(f) < +\infty.
\]
This is contradictory with \(\int_0^{+\infty} |f'(x)|dx = +\infty\). Hence, \(\lim_{x \to +\infty} f(x)\) exists.

Combining the existence of \(f'(+\infty)\) and the existence of \(f(+\infty)\) when \(f'(+\infty) = 0\), we can conclude that \(f\) has an asymptote when \(x \to +\infty\). In fact, let \(f'(+\infty) = a\), then for \(F(x) := f(x) - ax\), we have \(\gamma_0(F) = \gamma_0(f)\) and \(F'(+\infty) = 0\), then \(F(+\infty)\) exists. Let \(F(+\infty) = b\), then we have \(\lim_{x \to +\infty} [f(x) - (ax + b)] = 0\), \(a = f'(+\infty)\) and \(b = \lim_{x \to +\infty} [f(x) - ax]\).

**Remark 5.** The basic tools used in the proof is Cauchy criterion for convergence, Newton-Leibniz formula and Fubini theorem, where only the Newton-Leibniz formula needs to be checked in the weak form. Its validity is guaranteed by Corollary 2.

**B.1.2 Proof of Theorem 1**

**Proof.** \(\forall \varepsilon > 0\), \(\exists x_\varepsilon \in \mathbb{R}\), such that \(g(x_\varepsilon) \leq \inf_x g(x) + \varepsilon / 2\). Let \(f_\varepsilon(x) = f(x) - f(x_\varepsilon) - f'(x_\varepsilon)(x - x_\varepsilon)\), then we have \(\gamma_0(f_\varepsilon) = \gamma_0(f) - \gamma(f) < +\infty\), \(f_\varepsilon(x_\varepsilon) = f'(x_\varepsilon) = 0\), and \(f''_\varepsilon(x) = f''(x)\). According to Lemma 1, let \(L_\varepsilon(x) = a^\varepsilon x + b^\varepsilon\) be the asymptote of \(f_\varepsilon(x)\) as \(x \to -\infty\), and \(L_\varepsilon'(x) = a^\varepsilon x + b^\varepsilon\) be the asymptote of \(f_\varepsilon(x)\) as \(x \to +\infty\). That is to say, there exists a constant \(T = T(\varepsilon)\) that satisfies
\[
|f_\varepsilon(x) - L_\varepsilon(x)| < \varepsilon / 2, \quad x \leq x_\varepsilon - T,
\]
\[
|f_\varepsilon(x) - L_\varepsilon(x)| < \varepsilon / 2, \quad x \geq x_\varepsilon + T.
\]
Since \(\gamma_0(f) < +\infty\), we can simultaneously have
\[
\int_{x_\varepsilon - T}^{x_\varepsilon - T} |f''(x)||(|x| + 1)dx + \int_{x_\varepsilon + T}^{+\infty} |f''(x)||(|x| + 1)dx < \varepsilon / 32,
\]
with \(x_\varepsilon - T < 0 < x_\varepsilon + T\).

Consider the decomposition \(f_\varepsilon(x) = f_\varepsilon^+(x) + f_\varepsilon^-(x)\), where
\[
f_\varepsilon^+(x) = \begin{cases} f_\varepsilon(x), & x \geq x_\varepsilon \\ 0, & x < x_\varepsilon \end{cases}, \quad f_\varepsilon^-(x) = \begin{cases} 0, & x \geq x_\varepsilon \\ f_\varepsilon(x), & x < x_\varepsilon \end{cases}.
\]
For any positive integer \(N\), make a uniform partition
\[
x_\varepsilon = x_0 < x_1 < \cdots < x_N = x_\varepsilon + T,
\]
with the step size \(h = x_i - x_{i-1}, i = 1, 2, \cdots N\). Let
\[
\Delta_0 = 0; \quad \Delta_i = \frac{f_\varepsilon^+(x_i) - f_\varepsilon^+(x_{i-1})}{x_i - x_{i-1}}, \quad i = 1, 2, \cdots, N; \quad \Delta_{N+1} = a^\varepsilon,
\]
and
\[
h_\varepsilon^N(x) = \sum_{i=0}^{N} (\Delta_{i+1} - \Delta_i)\sigma_R(x - x_i).
\]
Then \( h_N^r(x) \) is a piecewise linear interpolation of \( f_\varepsilon^r(x) \) on \([x_\varepsilon, x_\varepsilon + T]\) and \( h_N^r(x) = f_\varepsilon^r(x) = 0 \) on \((-\infty, x_\varepsilon)\). Hence, there exists \( N_1 = N_1(\varepsilon) \), such that \(|h_N^r(x) - f_\varepsilon^r(x)| < \varepsilon\) for any \( x \in (-\infty, x_\varepsilon + T)\) when \( N \geq N_1 \). For \( x \geq x_\varepsilon + T \), since \( h_N^r(x) = f_\varepsilon^r(x_N) + a^r(x - x_N) \), we have

\[
|h_N^r(x) - f_\varepsilon^r(x)| \leq |h_N^r(x) - L^r(x)| + |L^r(x) - f_\varepsilon^r(x)|
= |h_N^r(x_\varepsilon + T) - L^r(x_\varepsilon + T)| + |L^r(x) - f_\varepsilon^r(x)|
\leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

Therefore, we have \(|h_N^r(x) - f_\varepsilon^r(x)| \leq \varepsilon\) for any \( x \in \mathbb{R} \).

Similarly we can construct a piecewise linear function \( h_N^l(x) \) which is an \( \varepsilon \)-approximation of \( f_\varepsilon^l(x) \) on \( \mathbb{R} \). Let \( h_N(x) = h_N^l(x) + h_N^r(x) \), then we have \(|h_N(x) - f_\varepsilon(x)| < \varepsilon\) for any \( x \in \mathbb{R} \).

On the other hand, obviously \( h_N^r(x) \) is a two-layer neural network with a finite width \( N + 1 \). Its path norm is

\[
\|\theta(h_N^r)\|_p = \sum_{i=0}^{N} |\Delta_{i+1} - \Delta_i|(|x_i| + 1) \to \int_{x_\varepsilon}^{x_\varepsilon + T} |f''(x)||(|x| + 1)dx, \quad N \to \infty. \tag{57}
\]

This limit will be verified later in Appendix B.1.3. Hence, with a similar analysis for \( \|\theta(h_N^l)\|_p \) and by (54), there exists \( N_2 = N_2(\varepsilon) \), such that

\[
\|\theta(h_N)\|_p \leq \gamma_0(f) + \varepsilon/2, \quad \forall N \geq N_2. \tag{58}
\]

Finally, let

\[
f_N(x) = h_N(x) + f_\varepsilon(x)(\sigma(x) - \sigma(-x)) + \text{sign}(f(x_\varepsilon) - x_\varepsilon f'(x_\varepsilon))\sigma(0 \cdot x + |f(x_\varepsilon) - x_\varepsilon f'(x_\varepsilon)|), \tag{59}
\]

and \( N \geq \max\{N_1, N_2\} = N(\varepsilon) \), we have

\[
\|f_N(x) - f(x)\|_\infty \leq \varepsilon,
\]

and

\[
\|\theta(f_N)\|_p \leq \|\theta(h_N)\|_p + g(x_\varepsilon) \leq \gamma_0(f) + \varepsilon/2 + \inf_{x \in \mathbb{R}} g(x) + \varepsilon/2 = \gamma(f) + \varepsilon,
\]

which completes the proof. \( \square \)

### B.1.3 A supplemental proof

This subsection gives a rigorous proof of the limit (57).

**Proof.** The aim is to show

\[
\lim_{N \to \infty} \|\theta(h_N^r)\|_p = \int_{x_\varepsilon}^{x_\varepsilon + T} |f''(x)||(|x| + 1)dx.
\]
Notice that
\[
\|\theta(h_N^r)\|_P = \sum_{i=0}^{N} |\Delta_{i+1} - \Delta_i|(|x_i| + 1)
= \left| \frac{f(x_1) - f(x_0)}{x_1 - x_0} \right|(|x_0| + 1) + \left| a^r - \frac{f(x_N) - f(x_{N-1})}{x_N - x_{N-1}} \right|(|x_N| + 1)
+ \sum_{i=1}^{N-1} \left| \frac{f(x_{i+1}) - f(x_i)}{x_{i+1} - x_i} - \frac{f(x_i) - f(x_{i-1})}{x_i - x_{i-1}} \right|(|x_i| + 1)
= \frac{1}{h} |f(x_1) - f(x_0)|(|x_0| + 1) + \left| a^r - \frac{1}{h}(f(x_N) - f(x_{N-1})) \right|(|x_N| + 1)
+ \sum_{i=1}^{N-1} \frac{1}{h^2} |f(x_{i+1}) - 2f(x_i) + f(x_{i-1})|(|x_i| + 1)h,
\]
we can divide the analysis into three parts.

(1) Boundary terms

To obtain a Riemann Integral limit, we firstly bound the boundary term, i.e. the condition that \(i = 0\) and \(i = N\). Note that \(f''(x)\) is locally Riemann integrable, hence Lebesgue integrable on \(\mathbb{R}\), according to Corollary 2 and Proposition 12, when \(i = 0\), we have
\[
\frac{1}{h} |f'(x_1) - f'(x_0)|(|x_0| + 1) = \frac{1}{h} \left| \int_{x_0}^{x_1} f''(x)dx \right|(|x_0| + 1)
\leq \frac{1}{h} \int_{x_0}^{x_1} |f''(x)|dx \cdot (|x_0| + 1)
\leq |f''(\xi_0)||(|x_0| + 1)
= |f''(\xi_0) - f''(x_0)||(|x_0| + 1)
= \int_{x_0}^{\xi_0} f''(x)dx \cdot (|x_0| + 1)
\leq |f''(\xi_0) - f''(x_0)||(|x_0| + 1)
\leq h|f''(\xi_0)||(|x_0| + 1),
\]
where \(x_0 = x_0 \leq \eta_0 \leq \xi_0 \leq x_1\). Let \(M_\epsilon = \sup_{x \in [x_\epsilon, x_\epsilon + T]} f''_\epsilon(x)\), then for \(h = T/N < \epsilon/(16M_\epsilon(|x_\epsilon| + 1))\), i.e. \(N > N_{2,1} := \lfloor 16TM_\epsilon(|x_\epsilon| + 1)/\epsilon \rfloor + 1 = N_{2,1}(\epsilon)\), we have
\[
\frac{1}{h} |f(x_1) - f(x_0)|(|x_0| + 1) \leq \epsilon/16;
\]
when \(i = N\), we similarly have
\[
\frac{1}{h} (f(x_N) - f(x_{N-1})) = \frac{1}{h} \int_{x_{N-1}}^{x_N} f'(x)dx \in [f'(\xi_1), f'(\xi_2)],
\]
where \(\xi_1, \xi_2 \in [x_{N-1}, x_N]\). According to Theorem 11, \(f'_\epsilon\) is absolutely continuous locally on \(\mathbb{R}\), certainly \(f'_\epsilon \in C(\mathbb{R})\). Then there exists \(\delta = \delta(\epsilon, x_N) = \delta(\epsilon)\), such that when \(h = T/N < \delta\), i.e.
\( N > [T/\delta] + 1 := N_{2,2} = N_{2,2}(\epsilon) \), we have \(|f'_\epsilon(x) - f'_\epsilon(x_N)| < \epsilon/(32(|x_\epsilon + T| + 1)) \) for any \( x \):

\[ |x - x_N| \leq \delta. \] Hence, for any \( N > N_{2,2}, \)

\[
\left| f'_\epsilon(x_N) - \frac{1}{h}(f_\epsilon(x_N) - f_\epsilon(x_{N-1})) \right| (|x_N| + 1)
\leq \max\{ |f'_\epsilon(x_N) - f'_\epsilon(\xi_1)|, \left| f'_\epsilon(x_N) - f'_\epsilon(\xi_2) \right| \} (|x_\epsilon + T| + 1)
< \epsilon/(32(|x_\epsilon + T| + 1)) \cdot (|x_\epsilon + T| + 1) = \epsilon/32.
\]

On the other hand, by (54) and Corollary 2, we have

\[
|f'_\epsilon(x_N) - a^r|(|x_N| + 1) = |f'_\epsilon(x_N) - f'_\epsilon(+\infty)|(|x_N| + 1)
= \left| \int_{x_N}^{+\infty} f''_\epsilon(x) \, dx \right| (x_N + 1)
\leq (x_N + 1) \int_{x_N}^{+\infty} \left| f''_\epsilon(x) \right| \, dx
\leq \int_{x_N}^{+\infty} (x + 1) \left| f''_\epsilon(x) \right| \, dx
= \int_{x_N}^{+\infty} \left| f''_\epsilon(x) \right| \, dx
< \epsilon/32.
\]

Therefore

\[
\left| a^r - \frac{1}{h}(f_\epsilon(x_N) - f_\epsilon(x_{N-1})) \right| (|x_N| + 1)
\leq |f'_\epsilon(x_N) - a^r|(|x_N| + 1) + \left| f'_\epsilon(x_N) - \frac{1}{h}(f_\epsilon(x_N) - f_\epsilon(x_{N-1})) \right| (|x_N| + 1)
< \epsilon/32 + \epsilon/32 = \epsilon/16.
\]

(2) Interior terms

Now we can consider \( i = 1, 2, \ldots, N - 1 \). Define \( \delta_i = [f_\epsilon(x_{i+1}) - 2f_\epsilon(x_i) + f_\epsilon(x_{i-1})]/h^2 - f''(x_i) \), by Corollary 2, we have

\[
f_\epsilon(x_{i+1}) - 2f_\epsilon(x_i) + f_\epsilon(x_{i-1}) = \int_{x_i}^{x_{i+1}} f'_\epsilon(x) \, dx - \int_{x_{i-1}}^{x_i} f'_\epsilon(x) \, dx
= \int_{x_i}^{x_{i+1}} (f'_\epsilon(x) - f'_\epsilon(x_i)) \, dx - \int_{x_{i-1}}^{x_i} (f'_\epsilon(x) - f'_\epsilon(x_i)) \, dx
= \int_{x_i}^{x_{i+1}} \int_{x_i}^{x} f''(y) \, dy \, dx - \int_{x_{i-1}}^{x_i} \int_{x_i}^{x} f''(y) \, dy \, dx.
\]

According to the Fubini theorem,

\[
\delta_i = \frac{1}{h^2} \int_{x_i}^{x_{i+1}} \int_{x_i}^{x} (f''(y) - f''(x_i)) \, dy \, dx - \frac{1}{h^2} \int_{x_{i-1}}^{x_i} \int_{x_i}^{x} (f''(y) - f''(x_i)) \, dy \, dx
= \frac{1}{h^2} \int_{x_i}^{x_{i+1}} (x_{i+1} - y)(f''(y) - f''(x_i)) \, dy - \frac{1}{h^2} \int_{x_{i-1}}^{x_i} (x_{i-1} - y)(f''(y) - f''(x_i)) \, dy.
\]
Therefore
\[
|\delta_i| \leq \frac{1}{h^2} \int_{x_i}^{x_{i+1}} (x_{i+1} - y) f''(y) - f''(x_i) \, dy + \frac{1}{h^2} \int_{x_{i-1}}^{x_i} (y - x_{i-1}) f''(y) - f''(x_i) \, dy
\]
\[
\leq \frac{1}{h^2} w_{i+1}(f'') \int_{x_i}^{x_{i+1}} (x_{i+1} - y) \, dy + \frac{1}{h^2} w_i(f'') \int_{x_{i-1}}^{x_i} (y - x_{i-1}) \, dy
\]
\[
= \frac{1}{2} w_{i+1}(f'') + \frac{1}{2} w_i(f''),
\]
where \( w_i(f) \) is the amplitude of \( f \) on \([x_{i-1}, x_i]\):
\[
w_i(f) = \sup_{x \in [x_{i-1}, x_i]} f(x) - \inf_{x \in [x_{i-1}, x_i]} f(x).
\]
Therefore we have
\[
\sum_{i=1}^{N-1} |\delta_i| (|x_i| + 1) h \leq \frac{1}{2} \sum_{i=1}^{N-1} w_{i+1}(f'')(|x_i| + 1) h + \frac{1}{2} \sum_{i=1}^{N-1} w_i(f'')(|x_i| + 1) h
\]
\[
\leq \frac{1}{2} \sum_{i=1}^{N} w_i(f'')(|x_i| + 1) h + \frac{1}{2} \sum_{i=1}^{N} w_i(f'')(|x_i| + 1) h.
\]
Since \( f''(x) \) is locally Riemann integrable, for \( \epsilon' = \epsilon/(16(\max\{|x_{e|}, |x_{e} + T|\} + 1)) \), there exists \( \delta = \delta(\epsilon) \), such that when \( h = T/N < \delta \), i.e. \( N > N_{2,3} := |T/\delta| + 1 = N_{2,3}(\epsilon) \), we have
\[
\sum_{i=1}^{N} w_i(f'') h \leq \epsilon'.
\]
Therefore
\[
\sum_{i=1}^{N} w_i(f'')(|x_i| + 1) h \leq \sum_{i=1}^{N} w_i(f'')(\max\{|x_{e|}, |x_{e} + T|\} + 1) h \leq \epsilon/16,
\]
which implies
\[
\sum_{i=1}^{N-1} |\delta_i| (|x_i| + 1) h \leq \epsilon/16.
\]

(3) The integral limit
At last, the Riemann sum
\[
\sum_{i=1}^{N-1} |f''(x_i)(|x_i| + 1) h \to \int_{x_e}^{x_e + T} |f''(x)(|x| + 1) dx, \quad N \to \infty,
\]
i.e. there exists \( N_{2,4} = N_{2,4}(\epsilon) \), s.t.
\[
\left| \sum_{i=1}^{N-1} |f''(x_i)(|x_i| + 1) h - \int_{x_e}^{x_e + T} |f''(x)(|x| + 1) dx \right| < \epsilon/16, \quad \forall N > N_{2,4}.
\]
(4) Final results
Combining above and let $N_2^+ = \max\{N_{2,1}, N_{2,2}, N_{2,3}, N_{2,4}\} = N_2^+(\epsilon)$, we finally have
\[
\sum_{i=0}^{N} |\Delta_{i+1} - \Delta_i|(|x_i| + 1) - \int_{x_i}^{x_i+T} |f''(x)|(|x| + 1)dx \leq \frac{1}{h} |f_e(x_1) - f_e(x_0)|(|x_0| + 1) + a'' - \frac{1}{h} (f_e(x_N) - f_e(x_{N-1})) (|x_N| + 1) \]
\[
+ \sum_{i=1}^{N-1} \frac{1}{h^2} |f_e(x_{i+1}) - 2 f_e(x_i) + f_e(x_{i-1})| - |f''(x_i)| (|x_i| + 1)h \]
\[
+ \sum_{i=1}^{N-1} |f''(x_i)|(|x_i| + 1)h - \int_{x_i}^{x_i+T} |f''(x)|(|x| + 1)dx \]
\[
\leq \epsilon/16 + \epsilon/16 + \sum_{i=1}^{N-1} |\delta_i|(|x_i| + 1)h + \epsilon/16 \]
\[
\leq \epsilon/16 + \epsilon/16 + \epsilon/16 = \epsilon/4, \quad \forall N > N_2^+, \]
which completes the proof. \qed

B.2 Some examples
In this section, we compute (or estimate) $\gamma(f)$ for several commonly used activation functions: sigmoid, tanh, exponential ReLU, (leaky) ReLU, swish, sofplus and Gaussian Error Linear Unit (GELU). The results are summarized in Table 1.

Recall the definition of $\gamma(f)$:
\[
\gamma(f) = \gamma_0(f) + \inf_{x \in \mathbb{R}} g(x),
\]
where
\[
\gamma_0(f) = \int_{\mathbb{R}} |f''(x)|(|x| + 1)dx,
\]
\[
g(x) = |f(x)| + (|x| + 2)|f'(x)|.
\]

B.2.1 sigmoid
The sigmoid function is $\sigma_s(x) = (1 + e^{-x})^{-1}$. We have $\sigma_s(x) \in C^2(\mathbb{R})$, and
\[
\sigma'_s(x) = \frac{e^x}{(1 + e^x)^2}, \quad \sigma''_s(x) = \frac{e^{-x}(e^{-x} - 1)}{(1 + e^{-x})^3}.
\]
Then $\sigma'_s(x) > 0$, and $\sigma''_s(x) > 0$ when $x < 0$, $\sigma''_s(x) < 0$ when $x > 0$. Therefore
\[
\gamma_0(\sigma_s) = \int_{\mathbb{R}} |\sigma''_s(x)|(|x| + 1)dx,
\]
\[
= - \int_{0}^{+\infty} \sigma''_s(x)(x + 1)dx + \int_{-\infty}^{0} \sigma''_s(x)(-x + 1)dx \]
\[
= - \int_{0}^{+\infty} \sigma''_s(x)xdx - \int_{0}^{+\infty} \sigma''_s(x)dx - \int_{-\infty}^{0} \sigma''_s(x)xdx + \int_{-\infty}^{0} \sigma''_s(x)dx.
\]
Generally, by the Fubini theorem,
\[ \int_0^{+\infty} x f''(x) dx = \int_0^{+\infty} f''(x) \int_0^x 1 dy dx = \int_0^{+\infty} \int_y^{+\infty} f''(x) dx dy = \int_0^{+\infty} (f'(+\infty) - f'(y)) dy. \]

Let \( a = f'(+\infty) \), and \( F(x) = f(x) - ax \), then \( F'(x) = f'(x) - a \), \( F''(+\infty) = 0 \). Therefore

\[ \int_0^{+\infty} x f''(x) dx = \int_0^{+\infty} [(f'(+\infty) - a) - (f'(y) - a)] dy = - \int_0^{+\infty} F'(y) dy = -F(+\infty) + F(0) = f(0) - \lim_{x \to +\infty} (f(x) - f'(+\infty)x). \]

Similarly,

\[ \int_{-\infty}^0 x f''(x) dx = -f(0) + \lim_{x \to -\infty} (f(x) - f'(-\infty)x). \]

It is easy that

\[ \int_0^{+\infty} f''(x) dx = f'(+\infty) - f'(0), \quad \int_{-\infty}^0 f''(x) dx = f'(0) - f'(-\infty). \]

Therefore, for any \( f \) has the same monotonicity as \( \sigma_s \), we have

\[ \gamma_0(f) = \lim_{x \to +\infty} (f(x) - f'(+\infty)x) - \lim_{x \to -\infty} (f(x) - f'(-\infty)x) \]

\( = (f'(+\infty) + f'(-\infty)) + 2f'(0). \)

Take \( f = \sigma_s \), use the fact that \( \sigma'_s(\infty) = 0, \sigma'_s(-\infty) = 0, \sigma_s(\infty) = 1, \sigma_s(-\infty) = 0, \sigma_s(0) = 1/2, \sigma'_s(0) = 1/4 \), we have \( \gamma_0(\sigma_s) = 3/2 \).

Denote \( g(x) \) for sigmoid by \( g_s(x) \). Notice that \( g_s(x) \geq 0 \) and \( g_s(-\infty) = 0 \), we have \( \inf_x g_s(x) = 0 \), therefore \( \gamma(\sigma_s) = \gamma_0(\sigma_s) = 3/2 \).

### B.2.2 \( \tanh \)

The \( \tanh \) function is \( \sigma_t(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \). We have \( \sigma_t(x) \in C^2(\mathbb{R}) \), and

\[ \sigma'_t(x) = \frac{4}{(e^x + e^{-x})^2}, \quad \sigma''_t(x) = \frac{8e^{-x}(1-e^{2x})}{(e^x + e^{-x})^3}. \]

Then \( \sigma'_t(x) > 0 \), and \( \sigma''_t(x) > 0 \) when \( x < 0 \), \( \sigma''_t(x) < 0 \) when \( x > 0 \), just like the monotonicity of \( \sigma_s(\cdot) \). Take \( f = \sigma_t \) in (60), and notice that \( \sigma'_t(\infty) = 0, \sigma'_t(-\infty) = 0, \sigma_t(\infty) = 1, \sigma_t(-\infty) = -1 \), \( \sigma_t(0) = 0, \sigma'_t(0) = 1 \), we have \( \gamma_0(\sigma_t) = 4 \).

Denote \( g(x) \) for \( \tanh \) by \( g_t(x) \). Then

\[ g_t(x) = \frac{|e^x - e^{-x}|}{e^x + e^{-x}} + \frac{4(|x| + 2)}{(e^x + e^{-x})^2} \geq \frac{|e^x - e^{-x}|}{e^x + e^{-x}} + \frac{8}{(e^x + e^{-x})^2} = \tilde{g}_t(x), \]

i.e.

\[ \tilde{g}_t(x) = \begin{cases} \frac{e^x - e^{-x}}{e^x + e^{-x}} + \frac{8}{(e^x + e^{-x})^2}, & x \geq 0 \\ \frac{-e^x + e^{-x}}{e^x + e^{-x}} + \frac{8}{(e^x + e^{-x})^2}, & x < 0 \end{cases}. \]
Let \( t = e^{2x} > 0 \), and using the chain rule to have
\[
\tilde{g}_t'(x) = \begin{cases} 
\frac{4e^{2x}(5-3e^{2x})}{(e^{2x}+1)^3}, & x > 0 \\
\frac{4e^{2x}(3-5e^{2x})}{(e^{2x}+1)^3}, & x < 0
\end{cases},
\]
but \( \tilde{g}_t'(x) = 0 \) leads to two local maximums. Therefore, \( \inf_x \tilde{g}_t(x) = \min\{ \tilde{g}_t(-\infty), \tilde{g}_t(0), \tilde{g}_t(+\infty) \} = \tilde{g}_t(-\infty) = \tilde{g}_t(+\infty) = 1 \). Notice that \( g_t(-\infty) = 1 \), we have \( \inf_x g_t(x) = g_t(-\infty) = 1 \). Combining all above gives \( \gamma(\sigma_t) = 5 \).

**B.2.3 exponential ReLU**

The exponential ReLU function is \( \sigma_e(x) = \begin{cases} 
x, & x \geq 0 \\
\alpha(e^x - 1), & x < 0
\end{cases}. \) When \( \alpha = 1 \), \( \sigma_e(x) \) is twice weakly differentiable on \( \mathbb{R} \), and \( \sigma'_e(x) = \begin{cases} 
1, & x \geq 0 \\
e^x, & x < 0
\end{cases}, \sigma''_e(x) = \begin{cases} 
0, & x \geq 0 \\
e^x, & x < 0
\end{cases}. \) Then
\[
\gamma_0(\sigma_e) = \int_{\mathbb{R}} |\sigma''_e(x)||x| + 1|dx = \int_{-\infty}^0 e^x(-x + 1)dx = 2.
\]

Denote \( g(x) \) for exponential ReLU by \( g_e(x) \). Then \( g_e(x) = \begin{cases} 
2(x + 1), & x \geq 0 \\
(1-x)e^x + 1, & x < 0
\end{cases} \), thus \( \inf_x g_e(x) = g_e(-\infty) = 1 \). Combining above gives \( \gamma(\sigma_e) = 3 \).

When \( \alpha \neq 1 \), \( \sigma_e(x) \) is not twice weakly differentiable on \( \mathbb{R} \). Notice that \( \sigma_e \) is continuous and piecewise smooth, according to the proof of Theorem 1, we are supposed to define \(^5\)
\[
\tilde{\gamma}(f) = \tilde{\gamma}_0(f) + |f(x_0)| + (1 + |x_0|)(|f'_+(x_0)| + |f'_-(x_0)|),
\]
where
\[
\tilde{\gamma}_0(f) = \int_{x_0}^{+\infty} |f''(x)||x| + 1|dx + \int_{-\infty}^{x_0} |f''(x)||x| + 1|dx,
\]
and \( x_0 \) is the only “singular” point (here \( x_0 = 0 \)). Then it is easy to have
\[
\tilde{\gamma}_0(\sigma_e) = \int_{-\infty}^0 |\alpha|e^x(-x + 1)dx = 2|\alpha|,
\]
\[
\tilde{\gamma}(\sigma_e) = 3|\alpha| + 1.
\]

**B.2.4 (leaky) ReLU**

The (leaky) ReLU function is \( \sigma_R(x) = \max(\lambda x, x) \), where \( \lambda \in [0, 1) \). Obviously \( \sigma_R(x) \) is continuous and piecewise smooth, but not twice weakly differentiable. We have \( \sigma'_R(x) = \begin{cases} 
1, & x > 0 \\
\lambda, & x < 0
\end{cases} \), and \( \sigma''_R(x) = \begin{cases} 
0, & x > 0 \\
0, & x < 0
\end{cases} \). Thus \( \tilde{\gamma}_0(\sigma_R) = 0 \), and \( \tilde{\gamma}(\sigma_R) = \lambda + 1 \).

\(^5\)The reason is that the two-layer ReLU network for approximation is constructed on \( (-\infty, x_0) \) and \([x_0, +\infty) \) respectively in the proof, where \( x_0 \) can be pre-selected on demand.
B.2.5  swish

The swish function is $f(x) = x\sigma_s(\beta x)$, where $\sigma_s(x)$ is the sigmoid function $\sigma_s(x) = (1 + e^{-x})^{-1}$, and $\beta > 0$. We have $f(x) \in C^2(\mathbb{R})$, and

$$f'(x) = \sigma_s(\beta x) + \beta x\sigma'_s(\beta x) = \frac{1 + (1 + \beta x)e^{-\beta x}}{(1 + e^{-\beta x})^2},$$

$$f''(x) = 2\beta\sigma'_s(\beta x) + \beta^2 x\sigma''_s(\beta x) = \frac{\beta e^{-\beta x}}{(1 + e^{-\beta x})^3}[e^{-\beta x}(\beta x + 2) - (\beta x - 2)].$$

Now we need to determine the sign of $f''(x)$. Let $f''(x) = 0$, we get

$$e^{-\beta x} = 1 - \frac{4}{\beta x + 2}.$$  

(61)

It is easy to see that (61) has two different roots $x_1 < -2/\beta < 0 < x_2$, where $x_1 := x_1(\beta)$ and $x_2 := x_2(\beta)$. Furthermore, we have $f''(x) < 0$ when $x < x_1$, and $f''(x) > 0$ when $x \in (x_1, x_2)$, and $f''(x) < 0$ when $x > x_2$. Therefore,

$$\gamma_0(f) = \int_{\mathbb{R}} |f''(x)|(|x| + 1)dx$$

$$= \int_{-\infty}^{x_1} (-f''(x))(-x + 1)dx + \int_{x_1}^{0} f''(x)(-x + 1)dx$$

$$+ \int_{0}^{x_2} f''(x)(x + 1)dx + \int_{x_2}^{+\infty} (f''(x))(x + 1)dx$$

$$= \int_{-\infty}^{x_1} f''(x)dx - \int_{-\infty}^{x_1} f''(x)dx - \int_{x_1}^{0} f''(x)dx + \int_{0}^{0} f''(x)dx$$

$$+ \int_{0}^{x_2} f''(x)dx + \int_{x_2}^{+\infty} f''(x)dx - \int_{x_2}^{+\infty} f''(x)dx - \int_{x_2}^{+\infty} f''(x)dx$$

$$= \int_{-\infty}^{0} f''(x)dx - \int_{x_1}^{0} f''(x)dx - \int_{0}^{x_1} f''(x)dx + 2 \int_{0}^{x_2} f''(x)dx$$

$$- (f'(x_1) - f'(x_1)) + (f'(0) - f'(0)) + (f'(x_2) - f'(0)) - (f'(+\infty) - f'(x_2)).$$

Similar to the computation in Appendix B.2.1, we have

$$\int_{0}^{+\infty} xf''(x)dx = f(0) - \lim_{x \to +\infty} (f(x) - f'(+\infty)x),$$

$$\int_{0}^{b} xf''(x)dx = f(0) - (f(b) - f'(b)b), \quad \forall b > 0,$$

and

$$\int_{-\infty}^{0} xf''(x)dx = -f(0) + \lim_{x \to -\infty} (f(x) - f'(-\infty)x),$$

$$\int_{b}^{0} xf''(x)dx = -f(0) + (f(b) - f'(b)b), \quad \forall b < 0.$$
Combining above gives
\[
\gamma_0(f) = \left\{ \lim_{x \to +\infty} (f(x) - f'(0)x) + \lim_{x \to -\infty} (f(x) - f'(0)x) - (f'(0) - f'(0)) + 2f(0) \right\} \\
+ \left\{ 2(x_1 f'(x_1) + x_2 f'(x_2)) - 2(f'(x_1) - f'(x_2)) - 2(f(x_1) + f(x_2)) \right\} = C_1(\beta) + C_2(\beta).
\]
We have \( f'(0) = 1, f'(0) = 0, f(0) = 0, \lim_{x \to +\infty} (f(x) - f(x)) = 0 \), so \( C_1(\beta) = -1 \).
Let \( t_i = \beta x_i, i = 1, 2 \), then \( t_1 < -2 < 0 < t_2 \) are two different roots of the equation \( e^{-t} = 1 - \frac{4}{t^2} \).
Therefore
\[
C_2(\beta) = 2(\beta x_1^2 \sigma'_s(\beta x_1) + \beta x_2^2 \sigma'_s(\beta x_2) - \sigma_s(\beta x_1) - \beta x_1 \sigma'_s(\beta x_1) + \sigma_s(\beta x_2) + \beta x_2 \sigma'_s(\beta x_2)) \\
= \frac{2}{\beta} (t_1^2 \sigma'_s(t_1) + t_2^2 \sigma'_s(t_2)) + 2[(t_2 \sigma'_s(t_2) - t_1 \sigma'_s(t_1)) + (\sigma_s(t_2) - \sigma_s(t_1))] = \frac{1}{\beta} c_1 + c_2,
\]
where \( c_1 = 2(t_1^2 \sigma'_s(t_1) + t_2^2 \sigma'_s(t_2)) \) and \( c_2 = 2[(t_2 \sigma'_s(t_2) - t_1 \sigma'_s(t_1)) + (\sigma_s(t_2) - \sigma_s(t_1))] \) are two constants not related to \( \beta \). As a result, \( \gamma_0(f) = \frac{1}{2} c_1 + c_2 - 1 \).
On the other hand, by L'Hospital rule,
\[
\lim_{x \to -\infty} \sigma_s(x) = \lim_{x \to -\infty} x \sigma_s(x) = \lim_{x \to -\infty} x \sigma'_s(x) = \lim_{x \to -\infty} x^2 \sigma'_s(x) = 0,
\]
and notice that
\[
g(x) = |f(x)| + |x| + 2 |f'(x)| = |x \sigma_s(\beta x)| + (|x| + 2) |\sigma_s(\beta x)| + \beta x |\sigma'_s(\beta x)| \\
\leq \frac{2}{\beta} |\beta x \sigma_s(\beta x)| + 2 |\sigma_s(\beta x)| + \frac{1}{\beta} (\beta x)^2 |\sigma'_s(\beta x)| + 2 \beta x |\sigma'_s(\beta x)|,
\]
we have \( \inf_x g(x) = g(-\infty) = 0 \). Combining all above gives \( \gamma(f) = \gamma_0(f) = \frac{1}{\beta} c_1 + c_2 - 1 \).

**B.2.6 softplus**

The softplus function is \( f(x) = \ln (1 + e^x) \). We have \( f(x) \in C^2(\mathbb{R}) \), and
\[
f'(x) = \frac{e^x}{1 + e^x} > 0, \quad f''(x) = \frac{e^x}{(1 + e^x)^2} > 0.
\]
Therefore
\[
\gamma_0(f) = \int_{\mathbb{R}} |f''(x)| (|x| + 1) dx \\
= \int_{-\infty}^0 f''(x)(-x + 1) dx + \int_{0}^{+\infty} f''(x)(x + 1) dx \\
= \int_{-\infty}^0 f''(x) dx + \int_{0}^{+\infty} f''(x) dx + \int_{0}^{+\infty} f''(x) dx \\
= -\lim_{x \to +\infty} (f(x) - f'(0)x) - \lim_{x \to -\infty} (f(x) - f'(0)x) + (f'(0) - f'(0)) + 2f(0).
\]
We have \( f'(0) = 1, f'(0) = 0, f(0) = \ln 2, f(-\infty) = 0, \lim_{x \to +\infty} (f(x) - x) = 0 \), so \( \gamma_0(f) = 1 + 2 \ln 2 \). Meanwhile, it is easy to check \( g(-\infty) = 0 \), therefore \( \gamma(f) = \gamma_0(f) = 1 + 2 \ln 2 \approx 2.3863 \).

\(^6\)Notice that \( e^{-t} = 1 - \frac{1}{t^2} = \frac{t^2 - 1}{t^2} \) implies \( e^t = \frac{t^2 - 1}{t^2} = 1 - \frac{1}{t^2} \), we just need to solve \( e^{-t} = 1 - \frac{1}{t^2} \) for \( t \geq 0 \). A numerical result can be given: \( t_2 = -t_1 \approx 2.3994, c_1 \approx 1.7560, c_2 \approx 2.3994, \) thus \( \gamma(f) \approx \frac{1.7560}{\beta} + 1.3994 \).
B.2.7 Gaussian Error Linear Unit (GELU)

The Gaussian Error Linear Unit (GELU) function is $f(x) = x\Phi(x)$, where $\Phi(x)$ is the cumulative distribution function of the standard normal distribution

$$\Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt := \int_{-\infty}^{x} \phi(t) dt.$$ 

We have $f(x) \in C^2(\mathbb{R})$, and

$$f'(x) = \Phi(x) + x\phi(x),$$
$$f''(x) = 2\phi(x) + x\phi'(x) = \phi(x)(2 - x^2).$$

Since $\phi(x) > 0$, we have that $f''(x) < 0$ when $x < x_1$, and $f''(x) > 0$ when $x \in (x_1, x_2)$, and $f''(x) < 0$ when $x > x_2$, where $x_1 = -\sqrt{2}$ and $x_2 = \sqrt{2}$. The monotonicity is the same as swish except the different critical points $x_1, x_2$. According to the expression of $\gamma_0(f)$ in Appendix B.2.5, we have

$$\gamma_0(f) = \left\{ \lim_{x \to +\infty} (f(x) - f'(+\infty)x) + \lim_{x \to -\infty} (f(x) - f'(-\infty)x) - (f'(+\infty) - f'(-\infty)) + 2f(0) \right\}$$
$$+ \{ 2(x_1 f'(x_1) + x_2 f'(x_2)) - 2(f'(x_1) - f'(x_2)) - 2(f(x_1) + f(x_2)) \} := C + C_{1,2}.$$

We have $f(0) = 0$, and by L'Hospital rule,

$$f'(+\infty) = 1, f'(-\infty) = 0, f(-\infty) = 0.$$

For any $x > 0$, notice that

$$|f(x) - x| = x(1 - \Phi(x)) = \frac{1}{\sqrt{2\pi}} \int_{x}^{+\infty} xe^{-\frac{t^2}{2}} dt \leq \frac{1}{\sqrt{2\pi}} \int_{x}^{+\infty} te^{-\frac{t^2}{2}} dt = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}},$$

we have $\lim_{x \to +\infty} (f(x) - f'(+\infty)x) = 0$, thus $C = -1$.

On the other hand, using the fact that $x_1 = -x_2$ and $\Phi(x) - \Phi(-x) = 2\Phi(x) - 1$ for any $x > 0$, we have

$$C_{1,2} = 2[2\Phi(x_2) - \Phi(x_1) + x_1\phi(x_1)(x_1 - 1) + x_2\phi(x_2)(x_2 + 1)]$$
$$= 2[2\Phi(x_2) - 1 + 2x_2\phi(x_2)(x_2 + 1)] = 4 \left( \Phi(\sqrt{2}) + \frac{1 + \sqrt{2}}{2e\sqrt{\pi}} \right) - 2.$$

In the meanwhile, it is not hard to have $g(-\infty) = 0$, therefore $\gamma(f) = \gamma_0(f) = 4 \left( \Phi(\sqrt{2}) + \frac{1 + \sqrt{2}}{e\sqrt{\pi}} \right) - 3 \approx 2.6897$.

C Proofs for Section 4

C.1 Proof of Lemma 2

Proof. For any $\pi \in P(\mathbb{R}^{d+1})$, according to [19],

$$\mathcal{H}_{k_\pi} = \left\{ \int_{\mathbb{R}^{d+1}} a(w)\sigma(w^T \tilde{x}) d\pi(w) : E_{w \sim \pi} [a(w)^2] < +\infty \right\}. \quad (62)$$
moreover $\|f\|_{H_{k\pi}}^2 = \mathbb{E}_{w \sim \pi} [a(w)^2]$. For any $f \in B$, $f$ also has the integral representation (24)

$$f(x) = \int_{\mathbb{R}^{d+1}} a(w)\sigma(w^T \tilde{x})d\pi(w), \quad \forall x \in X,$$

and

$$\|f\|_B^2 = \inf_{(a, \pi) \in \Pi_f} \mathbb{E}_{w \sim \pi} [a(w)^2(\|w\|_1 + 1)^2] < +\infty$$

by (25). Then there exists $(a_0, \pi_0) \in \Pi_f$, such that

$$\mathbb{E}_{w \sim \pi_0} [a_0(w)^2(\|w\|_1 + 1)^2] \leq \|f\|_B^2 + 1 < +\infty.$$

Notice that

$$\mathbb{E}_{w \sim \pi_0} [a_0(w)^2(\|w\|_1 + 1)^2] \geq \mathbb{E}_{w \sim \pi_0} [a_0(w)^2],$$

we have $f \in H_{k\pi_0}$.

On the other hand, for any $\pi \in P_c(\mathbb{R}^{d+1})$, denote the support of $\pi$ by $\text{supp}(\pi)$, then $\text{supp}(\pi) \subset \mathbb{R}^{d+1}$ is compact, hence it is bounded and closed. Let

$$M_\pi := \sup_{w \in \text{supp}(\pi)} (\|w\|_1 + 1)^2,$$

then $M_\pi < +\infty$. Therefore

$$\int_{\mathbb{R}^{d+1}} a(w)^2(\|w\|_1 + 1)^2d\pi(w) = \int_{\text{supp}(\pi)} |a(w)|^2(\|w\|_1 + 1)^2d\pi(w)$$

$$\leq M_\pi \int_{\text{supp}(\pi)} |a(w)|^2d\pi(w)$$

$$= M_\pi \int_{\mathbb{R}^{d+1}} |a(w)|^2d\pi(w).$$

For any $f \in H_{k\pi}$, where $\pi \in P_c(\mathbb{R}^{d+1})$, we have

$$f(x) = \int_{\mathbb{R}^{d+1}} a(w)\sigma(w^T \tilde{x})d\pi(w), \quad \int_{\mathbb{R}^{d+1}} a(w)^2d\pi(w) < +\infty$$

by (62). Combining above gives

$$\|f\|_B^2 \leq \mathbb{E}_{w \sim \pi} [a(w)^2(\|w\|_1 + 1)^2] \leq M_\pi \mathbb{E}_\pi [a(w)^2] < +\infty,$$

which completes the proof.

\[\Box\]

C.2 Proof of Theorem 4

Proof. By definition, for any $f \in B$, $\epsilon > 0$, there exists $(a, \pi) := (a_\epsilon, \pi_\epsilon) \in \Pi_f$, such that

$$\mathbb{E}_{w \sim \pi} [a(w)^2(\|w\|_1 + 1)^2] \leq \|f\|_B^2 + \epsilon. \quad (63)$$
Write (24) to an expectation form
\[ f(x) = \mathbb{E}_{w \sim \pi} \left[ a(w) \sigma(w^T \tilde{x}) \right], \] (64)
then it is natural to sample i.i.d. random variables \( U = \{w_i\}_{i=1}^m \) from the distribution \( \pi(\cdot) \), and define a two-layer neural network
\[ \hat{f}_U(x) = \frac{1}{m} \sum_{i=1}^m a(w_i) \sigma(w_i^T \tilde{x}). \]

Let \( L_U = \mathbb{E}_x |\hat{f}_U(x) - f(x)|^2 \) denote the population risk, then we have
\[
\mathbb{E}_U[L_U] = \mathbb{E}_x \mathbb{E}_U[|\hat{f}_U(x) - f(x)|^2] \\
= \frac{1}{m^2} \mathbb{E}_x \left[ \sum_{i \neq j} \mathbb{E}_{w_i, w_j} [(a(w_i)\sigma(w_i^T \tilde{x}) - f(x))(a(w_j)\sigma(w_j^T \tilde{x}) - f(x))] \right] \\
+ \frac{1}{m^2} \mathbb{E}_x \left[ \sum_{i=1}^m \mathbb{E}_{w_i} [(a(w_i)\sigma(w_i^T \tilde{x}) - f(x))^2] \right],
\]
where \( \mathbb{E}_w := \mathbb{E}_{w \sim \pi} \). Notice that \( \{w_i\}_{i=1}^m \) are i.i.d samples. So together with (64), we have for any \( i,j \in [m] \) and \( i \neq j \),
\[
\mathbb{E}_{w_i, w_j} [(a(w_i)\sigma(w_i^T \tilde{x}) - f(x))(a(w_j)\sigma(w_j^T \tilde{x}) - f(x))] = 0.
\]

Let \( L_\sigma \) denote the Lipschitz constant of \( \sigma \), then it is easy to have
\[
|\sigma(y)| \leq |\sigma(y) - \sigma(0)| + |\sigma(0)| \leq L_\sigma |y| + |\sigma(0)|. \tag{65}
\]

By (64), (65) and Hölder’s inequality, we have
\[
\mathbb{E}_w \left[ (a(w)\sigma(w^T \tilde{x}) - f(x))^2 \right] \\
\leq \mathbb{E}_w [a(w)^2 \sigma(w^T \tilde{x})^2] \\
\leq \mathbb{E}_w [a(w)^2 (L_\sigma \|w\|_1 \|\tilde{x}\|_\infty + |\sigma(0)|)^2] \\
\leq (L_\sigma + |\sigma(0)|)^2 \mathbb{E}_w [a(w)^2 (\|w\|_1 + 1)^2] \\
\leq C_\sigma (\|f\|_{\text{lip}}^2 + \epsilon),
\] (66)
where the last inequality is due to (63). Combining above gives
\[
\mathbb{E}_U[L_U] \leq \frac{C_\sigma (\|f\|_{\text{lip}}^2 + \epsilon)}{m}.
\]

Denote the modified path norm of \( \hat{f}_U(x) \) by \( A_U \), i.e. \( A_U = \frac{1}{m} \sum_{i=1}^m |a(w_i)| (\|w_i\|_1 + 1) \), then it is easy to have
\[
\mathbb{E}_U[A_U] = \frac{1}{m} \sum_{i=1}^m \mathbb{E}_w [|a(w_i)| (\|w_i\|_1 + 1)] = \mathbb{E}_w [a(w)| (\|w\|_1 + 1)],
\]
which implies $\mathbb{E}_U[A_U] \leq \|f\|_B^2 + \epsilon$ due to Jensen’s inequality and (63). Now we obtain

$$\mathbb{E}_U[A_U] \leq \|f\|_B + \sqrt{\epsilon}.$$

Consider the event $E_1 := \left\{ L_U < \frac{2 C_\alpha \|f\|_B^2}{m} \right\}$, $E_2 := \{ A_U < 2 \|f\|_B \}$. By Markov’s inequality and taking $\epsilon \leq \|f\|_B^2/100$, we have

$$\mathbb{P}(E_1) = 1 - \mathbb{P} \left( \left\{ L_U \geq \frac{3 C_\alpha \|f\|_B^2}{m} \right\} \right) \geq 1 - \frac{\mathbb{E}_U[L_U]}{\frac{3 C_\alpha \|f\|_B^2}{m}} \geq 1 - \left( \frac{\|f\|_B^2 + \epsilon}{3 \|f\|_B^2} \right) \geq \frac{199}{300},$$

$$\mathbb{P}(E_2) = 1 - \mathbb{P} \left( \{ A_U \geq 2 \|f\|_B \} \right) \geq 1 - \frac{\mathbb{E}_U[A_U]}{2 \|f\|_B} \geq 1 - \left( \frac{\|f\|_B + \sqrt{\epsilon}}{2 \|f\|_B} \right) \geq \frac{9}{20}.$$

Therefore, the probability that two events happen together is

$$\mathbb{P}(E_1 \cap E_2) \geq \mathbb{P}(E_1) + \mathbb{P}(E_2) - 1 \geq \frac{199}{300} + \frac{9}{20} - 1 > \frac{1}{10} > 0,$$

which completes the proof by taking $\epsilon \to 0$. \hfill \Box

### C.3 Proof of Theorem 5

Now we are ready to derive a priori estimates for the generalization error of two-layer neural networks with general activation functions. The proof is almost the same as [5], except for a different upper bound of the Rademacher complexity.

#### C.3.1 A posteriori estimates

According to Theorem 13 in Appendix A.2, the Rademacher complexity can help bound the generalization gap. Combining with Theorem 3 we have the following a posteriori estimates.

**Theorem 14.** For any $\delta \in (0, 1)$, with probability at least $1 - \delta$ over the random training samples $\{x_i\}_{i=1}^n$, we have

$$\left| R(\theta) - \hat{R}_n(\theta) \right| \leq (\|\theta\|_\mathcal{F} + 1) \frac{2C_\alpha' \sqrt{2 \ln (2d + 2)} + 1}{\sqrt{n}} + \sqrt{\frac{2 \ln (7/\delta)}{n}},$$

where $C_\alpha' = 4 \gamma(\sigma)$.

**Proof.** Define $\mathcal{H}_Q = \{ \ell(x, y; \theta) : \|\theta\|_\mathcal{F} \leq Q \}$. For any $\{x_i\}_{i=1}^n$, let $\phi_i(y) = \frac{1}{2} |T_{[0,1]}y - f^*(x_i)|^2$, $i = 1, 2, \cdots, n$, then it is easy to have

$$|\phi_i(y) - \phi_i(y')| = \frac{1}{2} |T_{[0,1]}y - T_{[0,1]}y' - (T_{[0,1]}y - f^*(x_i)) + (T_{[0,1]}y' - f^*(x_i))| \leq \frac{1}{2} |T_{[0,1]}y - T_{[0,1]}y'| \leq |y - y'|,$$
i.e. $\phi_i(\cdot)$ is a 1-Lipschitz function. By the contraction lemma (Lemma 5), we have $\text{Rad}(\mathcal{H}_Q) \leq \text{Rad}(\mathcal{F}_Q)$. By Theorem 13, for any $\delta \in (0,1)$, with probability at least $1 - \delta$ over the random training samples $\{x_i\}_{i=1}^n$,

$$\sup_{\|\theta\|_\rho \leq Q} \left| R(\theta) - \hat{R}_n(\theta) \right| \leq 2\text{Rad}(\mathcal{H}_Q) + \sqrt{\frac{2\ln(4/\delta)}{n}} \leq 2\text{Rad}(\mathcal{F}_Q) + \sqrt{\frac{2\ln(4/\delta)}{n}}.$$  

According to Theorem 3,

$$\text{Rad}(\mathcal{F}_Q) \leq C'_\sigma Q \sqrt{\frac{2\ln(2d + 2)}{n}}, \quad \text{(67)}$$

where $C'_\sigma = 4\gamma(\sigma)$. Therefore, with probability at least $1 - \delta$,

$$\sup_{\|\theta\|_\rho \leq Q} \left| R(\theta) - \hat{R}_n(\theta) \right| \leq 2C'_\sigma Q \sqrt{\frac{2\ln(2d + 2)}{n}} + \sqrt{\frac{2\ln(4/\delta)}{n}}.$$  

Now take $Q = 1, 2, \cdots$ and $\delta_Q = 6\delta/(\pi Q)^2$, then with probability at least $1 - \sum_{Q=1}^{\infty} \delta_Q = 1 - \delta$, the upper bound

$$\sup_{\|\theta\|_\rho \leq Q} \left| R(\theta) - \hat{R}_n(\theta) \right| \leq 2C'_\sigma Q \sqrt{\frac{2\ln(2d + 2)}{n}} + \sqrt{\frac{2\ln(4/\delta_Q)}{n}}$$

holds for all $Q \in \mathbb{N}^*$. Hence, for any given $\theta$, we can take $Q = \lceil \|\theta\|_\rho \rceil$, then $\|\theta\|_\rho \leq Q < \|\theta\|_\rho + 1$. Using the fact that $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for any $a, b \geq 0$ and $2 \ln t < t$ for any $t \geq 1$, we have

$$\left| R(\theta) - \hat{R}_n(\theta) \right| \leq \sup_{\|\theta\|_\rho \leq Q} \left| R(\theta) - \hat{R}_n(\theta) \right|$$

$$\leq 2C'_\sigma (\|\theta\|_\rho + 1) \sqrt{\frac{2\ln(2d + 2)}{n}} + \sqrt{\frac{2\ln\left(\frac{2\pi^2}{3\delta}(\|\theta\|_\rho + 1)^2\right)}{n}}$$

$$\leq 2C'_\sigma (\|\theta\|_\rho + 1) \sqrt{\frac{2\ln(2d + 2)}{n}} + \sqrt{\frac{2\ln\left(\frac{2\pi^2}{3\delta} + 2n (\|\theta\|_\rho + 1)^2\right)}{n}}$$

$$\leq 2C'_\sigma (\|\theta\|_\rho + 1) \sqrt{\frac{2\ln(2d + 2)}{n}} + \sqrt{\frac{2\ln(7/\delta)}{n} + \frac{(\|\theta\|_\rho + 1)^2}{\sqrt{n}}}$$

$$= (\|\theta\|_\rho + 1) 2C'_\sigma \sqrt{\frac{2\ln(2d + 2)}{n}} + \sqrt{\frac{2\ln(7/\delta)}{n}}$$

which completes the proof.

**C.3.2 A priori estimates**

**Proof.** Firstly, a direct estimate can be performed on $R(\hat{\theta}_n)$:

$$R(\hat{\theta}_n) = R(\hat{\theta}) + \left[ R(\hat{\theta}_n) - R(\hat{\theta}) \right]$$

$$= R(\hat{\theta}) + \left[ R(\hat{\theta}_n) - J(\hat{\theta}_n) \right] + \left[ J(\hat{\theta}_n) - J(\hat{\theta}) \right] + \left[ J(\hat{\theta}) - R(\hat{\theta}) \right]$$

$$\leq R(\hat{\theta}) + \left[ R(\hat{\theta}_n) - J(\hat{\theta}_n) \right] + \left[ J(\hat{\theta}) - R(\hat{\theta}) \right],$$
where the last inequality uses the fact that \( J(\hat{\theta}_n) = \min_{\theta} J(\theta) \). Then
\[
R(\hat{\theta}_n) \leq R(\hat{\theta}) + \left| R(\hat{\theta}_n) - R(\hat{\theta}) \right| + \left| \hat{\theta}_n - \hat{\theta} \right| \leq R(\hat{\theta}) + \left| \hat{\theta}_n - \hat{\theta} \right|.
\]

According to Theorem 14, for any \( \delta \in (0, 1) \), with probability at least \( 1 - \delta \) over the random training samples \( \{x_i\}_{i=1}^n \),
\[
\left| R(\hat{\theta}_n) - R(\hat{\theta}) \right| \leq (\|\hat{\theta}_n\|_p + 1) \frac{2C'_{\sigma} \sqrt{2 \ln (2d + 2)}}{\sqrt{n}} + \sqrt{\frac{2 \ln (14/\delta)}{n}},
\]
and
\[
\left| R(\hat{\theta}) - \hat{R}_n(\hat{\theta}) \right| \leq (\|\hat{\theta}\|_p + 1) \frac{2C'_{\sigma} \sqrt{2 \ln (2d + 2)}}{\sqrt{n}} + \sqrt{\frac{2 \ln (14/\delta)}{n}}.
\]

Thus, with probability at least \( 1 - \delta \) over the random training samples \( \{x_i\}_{i=1}^n \), the above two inequalities hold simultaneously. Therefore,
\[
R(\hat{\theta}_n) \leq R(\hat{\theta}) + (\|\hat{\theta}_n\|_p + 1)\lambda_n - \lambda\|\hat{\theta}_n\|_p + \lambda\|\hat{\theta}\|_p + (\|\hat{\theta}\|_p + 1)\lambda_n + 2 \sqrt{\frac{2 \ln (14/\delta)}{n}}
\]
\[
= R(\hat{\theta}) + \lambda\|\hat{\theta}\|_p + (\lambda_n - \lambda)\|\hat{\theta}_n\|_p + (\|\hat{\theta}\|_p + 2)\lambda_n + 2 \sqrt{\frac{2 \ln (14/\delta)}{n}}
\]
\[
\leq R(\hat{\theta}) + \lambda\|\hat{\theta}\|_p + (\|\hat{\theta}\|_p + 2)\lambda_n + 2 \sqrt{\frac{2 \ln (14/\delta)}{n}}. \quad (68)
\]

Combining with Theorem 4 yields (31), which completes the proof.

\[\square\]

**D Proofs for Section 5**

**D.1 Proofs for Theorem 6**

**D.1.1 Extension of norms to hidden neurons**

To use the method of induction to prove Theorem 6, firstly we need to extend the definition of modified weighted path norm (33) (equivalently (35)-(36)) to the hidden neurons in the residual network.

**Definition 4.** Given a residual network defined by (32), let
\[
g_l = \sigma(W_l h_{l-1}), \quad l = 1, 2, \ldots, L,
\]
and \( g^i_l \) be the \( i \)-th element of \( g_l \). Define its norm to be
\[
\|g^i_l\|_p = c \sum_{k=0}^{l-1} \|W^{i_k}_k (I + c U_{l-1} ||W_{l-1}||) \cdots (I + c U_{k+1} ||W_{k+1}||) U_k||_1, \quad (69)
\]
with the convention that \( A_{l-1} A_{l-2} \cdots A_{k+1} = I \) when \( k \geq l-1 \). Here \( U_0 := V, W^{i_k}_k \) is the \( i \)-th row of \( W_l \), and \( c := c_\sigma > 0 \) is an absolute constant only related to the activation function.
Obviously this definition is a natural extension of the norm (33) to hidden neurons, and consistent with (33). Next, we give the following recursive form of the norm (69), which will be used in the proof of Theorem 6.

**Theorem 15.** The norm (69) can be written as a modification of the weighted path norm for hidden neurons \( \|g_t\|_p \) defined in [5]:

\[
\|g_t\|_p = c|W_t|(|I + c|U_{l-1}|W_{l-1}|) \cdots (I + c|U_1|W_1)|V|_1
\]

\[
+ c \sum_{k=1}^{l-1} |W_{l-k}^i|(I + c|U_{l-1}|W_{l-1}|) \cdots (I + c|U_{k+1}|W_{k+1})|U_k|_1
\]

\[
:= \|g_t\|_p + M_{l,i},
\]

where the modification term \( M_{l,i} \) satisfies

\[
M_{l,i} = c|W_{l-i}^i| \sum_{k=1}^{l-1} |U_k|(M_k + 1_m), \quad l = 2, 3, \ldots, L, \ i = 1, 2, \ldots, m,
\]

with \( M_1 = 0_m \). Here \( M_k := (M_{k,1}, M_{k,2}, \ldots, M_{k,m})^T \) for \( k = 1, 2, \ldots, l \).

**Proof.** The fact that \( M_1 = 0_m \) is obvious. We need to prove the equivalence of (71) and (73), i.e.

\[
M_{l+1} = c|W_{l+1}| \sum_{k=1}^{l} |U_k|(M_k + 1_m), \quad M_1 = 0_m,
\]

\[
\Leftrightarrow M_{l+1} = c|W_{l+1}| \sum_{k=1}^{l} (I + c|U_l||W_l|) (I + c|U_{l-1}|W_{l-1}|) \cdots (I + c|U_{k+1}|W_{k+1})|U_k|1_m
\]

for \( l = 1, 2, \ldots, L - 1 \). Denote

\[
Z_{l+1} = \sum_{k=1}^{l} (I + c|U_l||W_l|) (I + c|U_{l-1}|W_{l-1}|) \cdots (I + c|U_{k+1}|W_{k+1})|U_k|,
\]

and \( Z_1 = 0 \). Then we have \( Z_2 = |U_1| \) by convention, and

\[
Z_{l+1} = (I + c|U_l||W_l|) \sum_{k=1}^{l-1} (I + c|U_{l-1}|W_{l-1}|) \cdots (I + c|U_{k+1}|W_{k+1})|U_k| + |U_l|,
\]

\[
= (I + c|U_l||W_l|)Z_l + |U_l|,
\]

or

\[
Z_{l+1} - Z_l = |U_l|(c|W_l|Z_l + I).
\]

(i) \((74) \Rightarrow (75)\). The aim is to prove

\[
M_{l+1} = c|W_{l+1}|Z_{l+1}1_m, \quad l = 1, 2, \ldots, L - 1,
\]

33
This is done by induction.

For \( l = 1 \), since \( M_1 = 0_m \), (74) gives \( M_2 = c|W_2||U_1|1_m = c|W_2|Z_11_m \). Assume that \( M_k = c|W_k|Z_k1_m \) for \( k = 1, 2, \ldots, l \), applying (76) to have

\[
M_{l+1} = c|W_{l+1}| \sum_{k=1}^{l} |U_k|(M_k + 1_m)
\]

\[
= c|W_{l+1}| \sum_{k=1}^{l} |U_k|(c|W_k|Z_k + I)1_m
\]

\[
= c|W_{l+1}| \sum_{k=1}^{l} (Z_{k+1} - Z_k)1_m
\]

\[
= c|W_{l+1}|Z_{l+1}1_m.
\]

(ii) (75)⇒(74). Assume that \( M_k = c|W_k|Z_k1_m \) for \( k = 2, 3, \ldots, L \).\(^7\) Again, by (76), for any \( l = 1, 2, \ldots, L - 1 \), we have

\[
c|W_{l+1}| \sum_{k=1}^{l} |U_k|(M_k + 1_m)
\]

\[
= c|W_{l+1}| \sum_{k=1}^{l} |U_k|(c|W_k|Z_k + I)1_m
\]

\[
= c|W_{l+1}| \sum_{k=1}^{l} (Z_{k+1} - Z_k)1_m
\]

\[
= c|W_{l+1}|Z_{l+1}1_m = M_{l+1}.
\]

Combining (i) and (ii) finishes the proof.

\[\square\]

**Remark 6.** The \( M_l \) defined in Theorem 15 is exactly the desired \( M_l \) in Lemma 3. As a result, the proof of Lemma 3 is totally the same as above. That is to say, the recursive definition (35)-(36) is equivalent to the closed form (33).

**Remark 7.** Theorem 15 and Lemma 3 show that \( M_l \) and \( r \) can be viewed as the modification of the weighted path norm (see [5]) at the \( l \)-th layer and the output, respectively. In addition, this modification captures the effect of all bias, and can be obtained recursively.

**Remark 8.** Since the modification is caused by the approximation for activation functions (utilizing two-layer ReLU networks), it does not occur until the first activation. Therefore, the modified terms (35) and (71) do not contain \( V \) and \( W_1 \), since they are both before the first activation.

The following lemmas establish the relationship between \( \|\theta\|_P \) and \( \|g_l^i\|_P \). It is in fact similar to the ReLU case handled in [5], only with a change of weight factor from 3 to any constant \( c > 0 \).

---

\(^7\)This assumption is also consistent with \( k = 1 \) by the convention that \( Z_1 = 0 \).
Lemma 6. For the weighted path norm $\|\theta\|_P$ and $\|g_i^j\|_P$, we have

$$\|\theta\|_P = \sum_{l=1}^{L} \sum_{j=1}^{m} (|\alpha_i^T U_i^{j,j}|) \|g_i^j\|_P + ||\alpha_i^T V||_1,$$

and

$$\|g_i^j\|_P = \sum_{l=1}^{L} \sum_{j=1}^{m} (|\alpha_i^T U_i^{j,j}|) \|g_i^j\|_P + c||W_i^{j,j}||V||_1,$$

where $U_i^{j,j}$ is the $j$-th column of $U_i$.

Proof. Denote $Z_l = (I + c|U_i||W_i|)(I + c|U_{l-1}||W_{l-1}|) \cdots (I + c|U_1||W_1|)$, $l = 1, 2, \cdots, L$, and $Z_0 = I$. Then we have

$$Z_l = (I + c|U_i||W_i|)Z_{l-1} = c|U_i||W_i|Z_{l-1} + Z_{l-1}$$

$$= c|U_i||W_i|Z_{l-1} + c|U_{l-1}||W_{l-1}|Z_{l-2} + Z_{l-2}$$

$$= \cdots = c \sum_{i=1}^{l} |U_i||W_i|Z_{i-1} + I.$$

Therefore

$$\|\theta\|_P = \|\alpha_i^T Z_V||V||_1 = \||\alpha_i^T \left( c \sum_{l=1}^{L} |U_i||W_i|Z_{l-1} + I \right)||V||_1$$

$$= \sum_{l=1}^{L} \left( |\alpha_i^T |U_i||W_i||Z_{l-1}||V||_1 \right) + ||\alpha_i^T |V||_1$$

$$= \sum_{l=1}^{L} \left( \sum_{j=1}^{m} (|\alpha_i^T U_i^{j,j}|) |W_i^{j,j}||Z_{l-1}||V||_1 \right) + ||\alpha_i^T |V||_1$$

$$= \sum_{l=1}^{L} \sum_{j=1}^{m} (|\alpha_i^T U_i^{j,j}|) \cdot c \||W_i^{j,j}||Z_{l-1}||V||_1 + ||\alpha_i^T |V||_1$$

$$= \sum_{l=1}^{L} \sum_{j=1}^{m} (|\alpha_i^T U_i^{j,j}|) \cdot \|g_i^j\|_P + ||\alpha_i^T |V||_1,$$

which gives (78). The proof of (79) is similar. \qed

The following two lemmas will be repeatedly utilized in the Rademacher calculus of residual networks (the proof of Theorem 6).

Lemma 7. Let $G_i^Q = \{g_i^j : \|g_i^j\|_P \leq Q\}$. Then we have $G_i^Q \subset G_i^{l'}$ for $l' \leq l$.

Proof. For any $g_i^j \in G_i^Q$, let $V, W_1, U_1, \cdots, W_{l'-1}, U_{l'-1}, W_{l'}^{j,j}$ be the parameters of $g_i^j$. For any $l \geq l'$, consider $g_i^j$ generated by parameters $V, W_1, U_1, \cdots, W_{l'-1}, U_{l'-1}, W_{l'}, U_{l'}, \cdots, W_{l-1}, U_{l-1}, W_{l}^{j,j}$.
with \( W_k = U_k = 0 \) for \( k = l', l' + 1, \ldots, l - 1 \) and \( W_{k,i}^j = W_{l',i}^j \). Then it is easy to verify \( g_{i}^j = g_{l'}^j \) and \( \|g_{i}^j\|_p = \|g_{l'}^j\|_p \). By (73), notice that

\[
M_{l,i} = c|W_{l,i}^j| \sum_{k=1}^{l-1} |U_k| (M_k + 1_m) = c|W_{l',i}^j| \sum_{k=1}^{l'-1} |U_k| (M_k + 1_m) = M_{l',i},
\]

we have \( g_{i}^j \parallel \bar{\rho} = \|g_{l'}^j\|_{\bar{\rho}} \leq Q \). That is to say, \( g_{l'}^j = g_{i}^j \in G_{l'}^Q \).

For convenience, we also write \( g_{l'}^j = W_{l} h_{l-1} \) for \( l = 1, 2, \ldots, L \), i.e. \( g_{l} = \sigma(g_{l'}^j) \), and \((g_{l}^j)'\) be the \( i \)-th element of \( g_{l'}^j \).

**Lemma 8.** Let \((G_{l}^Q)' = \{(g_{l}^j)' : \|g_{l}^j\|_p \leq Q \}, \) then \((G_{l}^Q)' \subset (G_{l}^Q)' \) and \((G_{l}^Q)' = \frac{Q}{\bar{\rho}}(G_{l}^Q)' \).

**Proof.** Obviously we have \((G_{l}^Q)' \subset (G_{l}^Q)' \) for any \( Q \leq Q \). Notice that both the two parts of \( \|g_{l}^j\|_p \) (\( \|g_{l}^j\|_p \) and \( M_{l,i} \)) have an output parameter \( W_{l,i}^j \), meaning that the scaling process can be done on the row vector \( W_{l,i}^j \), we can easily have \( (G_{l}^Q)' = \frac{Q}{\bar{\rho}}(G_{l}^Q)' \).

In fact, for any \((g_{l}^j)' \in (G_{l}^Q)' \), define \((\bar{g}_{l}^j)'\) by replacing the output parameter \( W_{l,i}^j \) by \( \frac{Q}{\bar{\rho}} W_{l,i}^j \), then we have \( (\bar{g}_{l}^j)' = \frac{Q}{\bar{\rho}}(g_{l}^j)' \), and by (72),

\[
\|g_{l}^j\|_p = \|g_{l}^j\|_p + \bar{M}_{l,i} = \frac{Q}{\bar{\rho}}\|g_{l}^j\|_p + \frac{Q}{\bar{\rho}} M_{l,i} = \frac{Q}{\bar{\rho}} \|g_{l}^j\|_{\bar{\rho}} \leq Q,
\]

hence \( (\bar{g}_{l}^j)' \in (G_{l}^Q)' \). Therefore we have \( \frac{Q}{\bar{\rho}}(G_{l}^Q)' \subset (G_{l}^Q)' \). Similarly we can obtain \( \frac{Q}{\bar{\rho}}(G_{l}^Q)' \subset (G_{l}^Q)' \). As a result, \((G_{l}^Q)' = \frac{Q}{\bar{\rho}}(G_{l}^Q)' \).\( \square \)

The following simple lemma shows the Lipschitz continuity of the activation function \( \sigma(\cdot) \).

**Lemma 9.** Assume that the activation function \( \sigma(\cdot) \) satisfies the conditions in Theorem 1. Then \( \sigma(\cdot) \) is a Lipschitz continuous function on \( \mathbb{R}^m \) with the Lipschitz constant \( L_{\sigma} \) satisfying \( L_{\sigma} \leq \gamma(\sigma' + \infty), \min\{\gamma(\sigma' + \infty), |\sigma'(\infty)|\} \).

**Proof.** Lemma 1 shows that \( \sigma'(\infty) \) and \( \sigma'(-\infty) \) exist, therefore, by Corollary 2, we have

\[
|\sigma'(x) - \sigma'(\infty)| = \left| \int_x^{\infty} \sigma''(t) dt \right| \leq \int_{\mathbb{R}} |\sigma''(t)| dt \leq \gamma_0(\sigma) \leq \gamma(\sigma),
\]

\[
|\sigma'(x) - \sigma'(-\infty)| = \left| \int_{-\infty}^x \sigma''(t) dt \right| \leq \int_{\mathbb{R}} |\sigma''(t)| dt \leq \gamma_0(\sigma) \leq \gamma(\sigma).
\]

Hence \( |\sigma'(x)| \leq \gamma(\sigma) + \min\{\gamma(\sigma' + \infty), |\sigma'(\infty)|\} \).\( \square \)

**D.1.2 Proof of Theorem 6**

Based on Lemma 4 and Lemma 5 in Appendix A.2, and Appendix D.1.1, we can now get down to prove Theorem 6.
**Proof.** The crucial step is to inductively estimate the Rademacher complexity of $G^Q_l$. We will show that
\[
\text{Rad}_n(G^Q_l) \leq Q\sqrt{\frac{2\ln(2d+2)}{n}}, \quad l = 1, 2, \ldots, L.
\] (80)

**(1) The first layer: a standard analysis**
For $l = 1$, according to the contraction lemma (Lemma 5) and the Rademacher complexity of linear functions (Lemma 4), we have
\[
n\text{Rad}_n(G^Q_1) = E_\xi \sup_{g_1 \in G^Q_1} \sum_{i=1}^n \xi_ig_1(\tilde{x}_i)
\]
\[
= E_\xi \sup_{g_1 \in G^Q_1} \sum_{i=1}^n \xi_i\sigma(w^T_1V\tilde{x}_i)
\]
\[
\leq L_\sigma E_\xi \sup_{g_1 \in G^Q_1} \sum_{i=1}^n \xi_iw^T_1V\tilde{x}_i
\]
\[
= L_\sigma E_\xi \sup_{c\|w_1^T|V||_1 \leq Q} \sum_{i=1}^n \xi_i\|w_1^T|V||_1\|\hat{w}^T\tilde{x}_i \quad (||\hat{w}||_1 = 1)
\]
\[
\leq \frac{L_\sigma}{c} E_\xi Q \sup_{\|\hat{w}\|_1 \leq 1} \sum_{i=1}^n \xi_i\hat{w}^T\tilde{x}_i
\]
\[
\leq nQ \sqrt{\frac{2\ln(2d+2)}{n}},
\]
as long as $c \geq L_\sigma$.

**(2) The general layer: approximation and decomposition**
Assume the result (80) holds for $1, 2, \ldots, l$, the aim is to prove that (80) holds for $l+1$. Consider the following dynamics
\[
\tilde{h}_0 = V\tilde{x},
\]
\[
\tilde{g}_i = \sigma_i(W_i\tilde{h}_{i-1}),
\]
\[
\tilde{h}_i = \tilde{h}_{i-1} + U_i\tilde{g}_i, \quad i = 1, 2, \ldots, l,
\]
\[
\tilde{g}_i^s = \sigma(W^s_{l+1}\tilde{h}_i),
\]
where $\sigma_i := (\sigma_{i,k}), i = 1, 2, \ldots, l, k = 1, 2, \ldots, m$, are some two-layer ReLU networks which can vary from different neurons at different layers, and the activation is operated in the same indices. According to Theorem 1, the dynamics (81) can be seen as an approximation of ResNet (32) up to
the \((l + 1)\)-th layer by selecting appropriate \(\tilde{\sigma}(\cdot)\). Then consider the decomposition

\[
\text{nRad}_n(G^Q_{l+1}) = \mathbb{E}_\xi \sup_{g_{l+1} \in G^Q_{l+1}} \sum_{i=1}^n \xi_i g_{l+1}(\bar{x}_i)
\]

\[
= \mathbb{E}_\xi \sup_{(1)} \left\{ \sum_{i=1}^n \xi_i |g_{l+1}(\bar{x}_i) - \tilde{g}_{l+1}(\bar{x}_i)| + \sum_{i=1}^n \xi_i \tilde{g}_{l+1}(\bar{x}_i) \right\}
\]

\[
\leq \mathbb{E}_\xi \sup_{(1)} \sum_{i=1}^n \xi_i |g_{l+1}(\bar{x}_i) - \tilde{g}_{l+1}(\bar{x}_i)| + \mathbb{E}_\xi \sup_{(1)} \sum_{i=1}^n \xi_i \tilde{g}_{l+1}(\bar{x}_i)
\]

\[
= \mathbb{E}_\xi \sup_{(1)} \sum_{i=1}^n \xi_i |g_{l+1}(\bar{x}_i) - \tilde{g}_{l+1}(\bar{x}_i)| + \mathbb{E}_\xi \sup_{\tilde{g}_{l+1} \in G^Q_{l+1}} \sum_{i=1}^n \xi_i \tilde{g}_{l+1}(\bar{x}_i) := I_1 + I_2,
\]

where condition (1) is

\[
\|g_{l+1}^i\|_p + M_{l+1,i} = c\|g_{l+1}^{\hat{i}}\|(I + c|U_i||W_i|) \cdots (I + c|U_1||W_1|)|V|_1 + M_{l+1,i} \leq Q
\]

according to (72). Since \(M_{l+1,i}\) is a function of parameters \(U_1, W_2, U_2, \cdots, W_l, U_l, W^{{\hat{i}}};\), just like \(\|g_{l+1}^i\|_p\), the supreme is in fact taken over parameters up to the \((l + 1)\)-th layer which satisfy the (modified weighted path) norm control. Notice that \(g_{l+1}\) and \(\tilde{g}_{l+1}\) enjoy the same parameters, the last equality holds.

Next we need to bound \(I_1\) and \(I_2\) respectively. The basic framework is as follows:

- control the “approximation error” \(I_1\) to be arbitrarily small (i.e. smaller than a pre-selected tolerance error \(\epsilon\)), by selecting appropriate \(\tilde{\sigma}(\cdot)\);
- derive a “uniform” upper bound for \(I_2\) like (80) for any \(\epsilon\)-approximation dynamics (81), by taking appropriate weight \(c_{\sigma}\) (according to different \(\epsilon\));
- combining the above and letting \(\epsilon \to 0\) yield the desired conclusion.

**2a) The error term \(I_1\)**

Fix any \(g_{l+1} \in G^Q_{l+1}\), or parameters \(\{V, W_1, U_1, \cdots, W_l, U_l, W^{{\hat{i}}};\}\). Let the dynamics (81) and (32) evolve from the same data \(x \in X\), then \(h_0 = \hat{h}_0\). Define \(e_i = h_i - \tilde{h}_i, i = 0, 1, \cdots, l\). Notice that

\[
h_i = h_{i-1} + U_i \sigma(W_i h_{i-1}),
\]

\[
\hat{h}_i = \tilde{h}_{i-1} + U_i \tilde{\sigma}(W_i \tilde{h}_{i-1}),
\]

(82) – (83) gives

\[
e_i = e_{i-1} + U_i [\sigma(W_i h_{i-1}) - \tilde{\sigma}(W_i \hat{h}_{i-1})]
\]

\[
= e_{i-1} + U_i \left[ (\sigma(W_i h_{i-1}) - \sigma(W_i \hat{h}_{i-1})) + (\sigma(W_i \hat{h}_{i-1}) - \tilde{\sigma}(W_i \tilde{h}_{i-1})) \right].
\]

Then we have

\[
\|e_i\|_2 \leq \|e_{i-1}\|_2 + \|U_i\|_2 \left( \|\sigma(W_i h_{i-1}) - \sigma(W_i \hat{h}_{i-1})\|_2 + \|\sigma(W_i \hat{h}_{i-1}) - \tilde{\sigma}(W_i \tilde{h}_{i-1})\|_2 \right).
\]

(84)
Fix $\epsilon \in (0, 1)$ arbitrarily. Set
\[
\epsilon_{i,k} = \epsilon \left( 2^i \sqrt{mL_\sigma \max\{\|W_{l+1}^2\|_2, 2\} \max\{\|U_i\|_2, 1\} \prod_{j=i+1}^{l} (1 + L_\sigma \|U_j\|_2 \|W_j\|_2) \right)^{-1}
\] (85)
for $i = 1, 2, \cdots, l$ and $k = 1, 2, \cdots, m$. According to Theorem 1, we can build a sequence of two-layer ReLU networks $\{\tilde{\sigma}_{i,k}(\cdot)\}$ that satisfies
\[
\|\sigma(y) - \tilde{\sigma}_{i,k}(y)\|_\infty \leq \epsilon_{i,k},
\] (86)
\[
\|\theta(\tilde{\sigma}_{i,k})\|_\mathcal{P} \leq \gamma(\sigma) + \epsilon_{i,k} \leq \gamma(\sigma) + \epsilon.
\] (87)

Let $\mathbf{e}_i = (\epsilon_{i,1}, \epsilon_{i,2}, \cdots, \epsilon_{i,m})^T$, recall $\tilde{\sigma}_i := (\tilde{\sigma}_{i,1}, \tilde{\sigma}_{i,2}, \cdots, \tilde{\sigma}_{i,m})^T$, we have
\[
\|\|\sigma\|_m - \tilde{\sigma}_i\|_\infty\|_2 \leq \|\mathbf{e}_i\|_2 = \sqrt{m} \epsilon_{i,k},
\] (88)
where $\|\|f(x)\|_\infty\|_2 := \|(f_1(x_1))_\|_\infty, (f_2(x_2))_\|_\infty, \cdots, (f_m(x_m))_\|_\infty\|_2$ for any $f : \mathbb{R}^m \mapsto \mathbb{R}^m$.

Now we can continue to estimate (84):
\[
\|\mathbf{e}_l\|_2 \leq \|\mathbf{e}_{l-1}\|_2 + \|U_l\|_2 \left( L_\sigma \|W_l\|_2 \|\mathbf{e}_{l-1}\|_2 + \|\sigma\|_m - \tilde{\sigma}_l\|_\infty\|_2 \right)
\]
\[
\leq \|\mathbf{e}_{l-1}\|_2 + \|U_l\|_2 \left( L_\sigma \|W_l\|_2 \|\mathbf{e}_{l-1}\|_2 + \|\mathbf{e}_l\|_2 \right)
\]
\[
= \|\mathbf{e}_{l-1}\|_2 (1 + L_\sigma \|U_l\|_2 \|W_l\|_2) + \|U_l\|_2 \|\mathbf{e}_l\|_2.
\]

Using this inequality recursively, we finally obtain that
\[
\|\mathbf{e}_l\|_2 \leq \prod_{i=1}^{l} (1 + L_\sigma \|U_i\|_2 \|W_i\|_2) \|\mathbf{e}_0\|_2 + \sum_{i=1}^{l} \|U_i\|_2 \|\mathbf{e}_i\|_2 \prod_{j=i+1}^{l} (1 + L_\sigma \|U_j\|_2 \|W_j\|_2),
\]
with the convention that $\prod_{k=i}^{l} c_k = 1$ when $i > j$. Notice that $\mathbf{e}_0 = \mathbf{h}_0 - \tilde{\mathbf{h}}_0 = \mathbf{0}_D$, and the selection of $\epsilon_i$ (85) and (88), we have
\[
\|\mathbf{e}_l\|_2 \leq \sum_{i=1}^{l} \frac{\epsilon}{2^i L_\sigma \max\{\|W_{l+1}^2\|_2, 1\}} \leq \frac{\epsilon}{L_\sigma \max\{\|W_{l+1}^2\|_2, 1\}}.
\]

Then applying the Cauchy-Schwarz inequality to have
\[
|\tilde{g}_{l+1} - g_{l+1}| = |\sigma(W_{l+1}^2; \tilde{\mathbf{h}}_l) - \sigma(W_{l+1}^2; \mathbf{h}_l)| \leq L_\sigma \|W_{l+1}^2\|_2 \|\mathbf{e}_l\|_2 \leq L_\sigma \|W_{l+1}^2\|_2 \|\mathbf{e}_l\|_2 \leq \epsilon,
\]
therefore
\[
|I_1| \leq \mathbb{E}_{\xi} \sup_{g_{l+1} \in \mathcal{G}_{l+1}^\alpha} \sum_{i=1}^{n} |\xi_i| |g_{l+1}(\tilde{x}_i) - g_{l+1}(\tilde{x}_i)| \leq n \epsilon.
\]

(2b) The main term $I_2$
By the contraction lemma (Lemma 5) and approximation dynamics (81), we have that

\[
I_2 = \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t \tilde{g}_{t} (\tilde{x}_t)
\]

\[
= \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t \sigma (w^T_{t+1} \tilde{h}_t)
\]

\[
\leq L_\sigma \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t \left[ w^T_{t+1} \left( \sum_{i=1}^l (\tilde{h}_i - \tilde{h}_{i-1}) + \tilde{h}_0 \right) \right]
\]

\[
= L_\sigma \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \left\{ \sum_{t=1}^n \xi_t w^T_{t+1} \sum_{i=1}^l U_i \tilde{g}_i + L_\sigma \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t w^T_{t+1} V \tilde{x}_t \right\}
\]

\[
\leq L_\sigma \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t w^T_{t+1} \sum_{i=1}^l U_i \tilde{g}_i + L_\sigma \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t w^T_{t+1} V \tilde{x}_t := L_\sigma I_{2,1} + L_\sigma I_{2,2}.
\]

(2b-i) **Bound for** $I_{2,2}$

The analysis is the same as the case $l = 1$ (see Appendix D.1.2 (1)), where the Rademacher complexity of linear functions (Lemma 4) is used, since $\tilde{g}_{t+1} \in G^Q_{t+1}$ implies that $Q \geq ||\tilde{g}_{t+1}||_p \geq ||\tilde{g}_{t+1}||_p \geq c ||w_{t+1}||_1 |V|_1$:

\[
I_{2,2} = \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} ||w_{t+1}||_1 |V|_1 \sum_{t=1}^n \xi_t w^T_{t+1} \tilde{x}_t \quad (||w_{t+1}||_1 = 1)
\]

\[
\leq \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} ||w_{t+1}||_1 |V|_1 \sup_{||w||_1 \leq 1} \sum_{t=1}^n \xi_t w^T \tilde{x}_t
\]

\[
\leq \frac{Q}{c} \mathbb{E}_\xi \sup_{||w||_1 \leq 1} \sum_{t=1}^n \xi_t w^T \tilde{x}_t
\]

\[
\leq n \frac{Q}{c} \sqrt{\frac{2 \ln (2d+2)}{n}}.
\]

(2b-ii) **Bound for** $I_{2,1}$

We firstly have

\[
I_{2,1} = \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \xi_t w^T_{t+1} \sum_{i=1}^l \sum_{k=1}^m U_i^{k,k} \tilde{g}_i (\tilde{x}_t)
\]

\[
= \mathbb{E}_\xi \sup_{\tilde{g}_{t+1} \in G^Q_{t+1}} \sum_{t=1}^n \sum_{i=1}^l \sum_{k=1}^m w^T_{t+1} U_i^{k,k} \sum_{t=1}^n \xi_t \tilde{g}_i (\tilde{x}_t).
\]

Now we need to show the normalization factor $||\tilde{g}_{t}||_p$, in order to eliminate the “sup” in the above expression with Lemma 6 and Theorem 15. For any $i = 1, 2, \ldots, l$, $k = 1, 2, \ldots, m$, according to
Lemma 8 and the positive homogeneity property of $\sigma_R(\cdot)$, we have

\[
\hat{g}_i^k (\hat{x}) = \hat{\sigma}(W_i^k; \tilde{h}_{i-1}) \\
= \sum_{j=1}^{J} \alpha_j \sigma_R(\beta_j W_i^k; \tilde{h}_{i-1} + \gamma_j) \\
= \sum_{j=1}^{J} \alpha_j \sigma_R(\|\beta_j \|_{\tilde{p}} \hat{W}_i^k; \tilde{h}_{i-1} + \gamma_j) \\
= \sum_{j=1}^{J} \alpha_j \left( \|\beta_j \|_{\tilde{p}} + |\gamma_j| \right) \sigma_R(\hat{W}_i^k; \tilde{h}_{i-1} + \tilde{\gamma}_j).
\]

Here we simplify the notation by denoting $J := J(i, k)$ and $\{\alpha_j, \beta_j, \gamma_j\} := \{\alpha_j^{(i,k)}, \beta_j^{(i,k)}, \gamma_j^{(i,k)}\}$, only to be careful with the order of summation, i.e. keeping the indices $i, k$ before $j$ all the time. Therefore

\[
I_{2,1} = \mathbb{E}_\xi \sup_{\tilde{g}_{i+1} \in G_{\tilde{g}_{i+1}}} \sum_{l=1}^{I} \sum_{k=1}^{M} w_{l+1}^{T} U_i^{(i,k)} \sum_{j=1}^{J} \alpha_j \left( \|\beta_j \|_{\tilde{p}} + |\gamma_j| \right) \sigma_R(\hat{W}_i^k; \tilde{h}_{i-1} + \tilde{\gamma}_j)
\]

\[
I_{2,1} \leq \mathbb{E}_\xi \sup_{\tilde{g}_{i+1} \in G_{\tilde{g}_{i+1}}} \sum_{l=1}^{I} \sum_{k=1}^{M} |w_{l+1}^{T} U_i^{(i,k)}| \sum_{j=1}^{J} \alpha_j \left( \|\beta_j \|_{\tilde{p}} + |\gamma_j| \right) \sigma_R(\hat{W}_i^k; \tilde{h}_{i-1} + \tilde{\gamma}_j)
\]

\[
I_{2,1} \leq \mathbb{E}_\xi \sup_{\tilde{g}_{i+1} \in G_{\tilde{g}_{i+1}}} \sum_{l=1}^{I} \sum_{k=1}^{M} |w_{l+1}^{T} U_i^{(i,k)}| \sum_{j=1}^{J} \alpha_j \left( \|\beta_j \|_{\tilde{p}} + |\gamma_j| \right) \mathbb{E}_\xi \sup_{\|\tilde{w}_i^T \tilde{h}_{i-1}\|_{\tilde{p}} \leq 1} \left| \sum_{l=1}^{N} \xi_l \sigma_R(\hat{W}_i^k; \tilde{h}_{i-1} + \tilde{\gamma}_j) \right|
\]

\[
I_{2,1} \leq \mathbb{E}_\xi \sup_{\tilde{g}_{i+1} \in G_{\tilde{g}_{i+1}}} \sum_{l=1}^{I} \sum_{k=1}^{M} |w_{l+1}^{T} U_i^{(i,k)}| \sum_{j=1}^{J} \alpha_j \left( \|\beta_j \|_{\tilde{p}} + |\gamma_j| \right) \mathbb{E}_\xi \sup_{\|\tilde{w}_i^T \tilde{h}_{i-1}\|_{\tilde{p}} \leq 1} \left| \sum_{l=1}^{N} \xi_l \sigma_R(\hat{W}_i^k; \tilde{h}_{i-1} + \tilde{\gamma}_j) \right|
\]

where the last inequality is due to Lemma 7.
Write \( \Xi_{l,n}(\xi) = \sup_{\|w^T_l h_{l-1}\|_{\mathcal{P}} \leq 1} \left| \sum_{t=1}^{n} \xi_t \sigma_R(\beta \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) \right| \geq 0, \) we have

\[
I_{2,1} \leq \mathbb{E}_\xi \sup_{\bar{\gamma}_{l+1} \in G_{l+1}^Q} \sum_{i=1}^{l} \sum_{k=1}^{m} \left| w_{l+1}^T \right| U_i^{k} \sum_{j=1}^{j} \alpha_j \left[ (|\beta_j| \|\tilde{g}_i^k\|_{\mathcal{P}} + |\gamma_j|) \Xi_{l,n}(\xi) \right)
\]

\[= (\gamma(\sigma) + \epsilon) \mathbb{E}_\xi \Xi_{l,n}(\xi) \sup_{\bar{g}_{l+1} \in G_{l+1}^Q} \left\{ \sum_{i=1}^{l} \sum_{k=1}^{m} \left| w_{l+1}^T \right| U_i^{k} \|\tilde{g}_i^k\|_{\mathcal{P}} + \sum_{i=1}^{l} \sum_{k=1}^{m} \left| w_{l+1}^T \right| U_i^{k} (M_i + 1) \right\}
\]

\[\leq (\gamma(\sigma) + \epsilon) \mathbb{E}_\xi \Xi_{l,n}(\xi) \sup_{\bar{g}_{l+1} \in G_{l+1}^Q} \left\{ \|\tilde{g}_{l+1}\|_{\mathcal{P}} + \|w_{l+1}\|_{U} \sum_{i=1}^{l} \|U_i\| (M_i + 1) \right\}
\]

\[\leq Q(\gamma(\sigma) + \epsilon) \mathbb{E}_\xi \Xi_{l,n}(\xi),
\]

where (a) and (e) come from the definition of \( \|\tilde{g}_{l+1}\|_{\mathcal{P}} \) (see (72) in Theorem 15), and (b) is due to the bounded path norm of the two-layer ReLU network \( \tilde{\sigma} \) (see (87) and (6)), and (c) uses (79) in Lemma 6, and (d) comes from the recursive definition of the modification vector (see (73)).

**2b-ii Bound for \( \mathbb{E}_\xi \Xi_{l,n}(\xi) \)**

The last task is to bound \( \mathbb{E}_\xi \Xi_{l,n}(\xi) \). Since 0 is in the set over which taking supreme, we have

\[
\sup_{\|w^T_l h_{l-1}\|_{\mathcal{P}} \leq 1} \sum_{t=1}^{n} \xi_t \sigma_R(\beta \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) \geq 0
\]
for any \( \{\xi_t\}_{t=1}^n \in \{\pm 1\}^n \). Hence

\[
\sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \left| \sum_{t=1}^n \xi_t \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) \right|
\leq \max \left\{ \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}), \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n (-\xi_t) \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) \right\}
\leq \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) + \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n (-\xi_t) \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}),
\]

which gives

\[
E_\xi \Xi_{l,n}(\xi) = E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \left| \sum_{t=1}^n \xi_t \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) \right|
\leq E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}) + E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n (-\xi_t) \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma})
\]

\[
= 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \sigma_R(\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma}).
\]

Then using the contraction lemma (Lemma 5) and induction hypothesis to have

\[
E_\xi \Xi_{l,n}(\xi) \leq 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t (\hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + \hat{\gamma})
\]

\[
\leq 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\gamma}
\]

\[
\leq 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\gamma}
\]

\[
\leq 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\gamma}
\]

\[
\leq 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t \hat{\beta} \hat{w}_t^T \hat{h}_{l-1} + 2E_\xi \sup_{\|\hat{w}_t^T h_{l-1}\|_{\rho} \leq 1, |\beta| + |\gamma| \leq 1} \sum_{t=1}^n \xi_t (\hat{\beta} \hat{w}_t^T \hat{x}_t + \hat{\gamma})
\]

\[
\leq 2n \frac{1}{L_\sigma} \sqrt{\frac{2 \ln (2d + 2)}{n}} + 2n \sqrt{\frac{2 \ln (2d + 2)}{n}}
\]

\[
= 2n \left( 1 + \frac{1}{L_\sigma} \right) \sqrt{\frac{2 \ln (2d + 2)}{n}}.
\]
where we assume that $L_\sigma \neq 0$.\footnote{The case of $L_\sigma = 0$ is trivial since it implies $\sigma(\cdot)$ is a constant. Therefore, for $l = 1, 2, \ldots, L$, $g_l = c \mathbf{1}_m$ is a single function, whose Rademacher complexity is obviously zero.}

(3) Final results
Combining all above yields

$$I_{2,1} \leq n \cdot \frac{2Q(\gamma(\sigma) + \epsilon)}{c} \left(1 + \frac{1}{L_\sigma}\right) \sqrt{\frac{2 \ln (2d + 2)}{n}},$$

and

$$I_2 \leq L_\sigma (I_{2,1} + I_{2,2}) \leq n \left(\frac{2Q(\gamma(\sigma) + \epsilon)(L_\sigma + 1)}{c} \sqrt{\frac{2 \ln (2d + 2)}{n}} + \frac{L_\sigma Q}{c} \sqrt{\frac{2 \ln (2d + 2)}{n}}\right)$$

$$= n \cdot \frac{2(\gamma(\sigma) + \epsilon)(L_\sigma + 1) + L_\sigma}{c} \cdot Q \sqrt{\frac{2 \ln (2d + 2)}{n}}.$$

Notice that to make the induction hypothesis $(f)$ still holds when $l \leftarrow l + 1$, it is necessary to set

$$c \geq 2(\gamma(\sigma) + \epsilon)(L_\sigma + 1) + L_\sigma,$$

which gives

$$I_2 \leq nQ \sqrt{\frac{2 \ln (2d + 2)}{n}}.$$

Therefore

$$\text{Rad}_n(G_{l+1}^Q) \leq \frac{1}{n}(I_1 + I_2) \leq \epsilon + Q \sqrt{\frac{2 \ln (2d + 2)}{n}}.$$

Since $\epsilon \in (0, 1)$ is arbitrary, taking $\epsilon \to 0$ gives

$$\hat{R}_n(G_{l+1}^Q) \leq Q \sqrt{\frac{2 \ln (2d + 2)}{n}}.$$

In fact, recall the above restriction that $c \geq L_\sigma$ when $l = 1$ (see Appendix D.1.2 (1)), we can just take

$$c = c_\sigma > 2\gamma(\sigma)(L_\sigma + 1) + L_\sigma := \tilde{c}_\sigma.$$

That is to say, for any $c \geq \tilde{c}_\sigma$ or $0 < c - \tilde{c}_\sigma \ll 1$ in principle, it is sufficient to take $\epsilon \leq \frac{c - \tilde{c}_\sigma}{2(L_\sigma + 1)}$, in order to have $c \geq 2(\gamma(\sigma) + \epsilon)(L_\sigma + 1) + L_\sigma$ and all the proof above holds.

Based on the control for the Rademacher complexity of $G_1^Q, G_2^Q, \cdots, G_L^Q$, for $\mathcal{F}_Q$ ($l = L + 1$) we can similarly obtain

$$I_1 \leq n\epsilon,$$

$$I_{2,1} \leq n \cdot 2Q(\gamma(\sigma) + \epsilon) \left(1 + \frac{1}{L_\sigma}\right) \sqrt{\frac{2 \ln (2d + 2)}{n}},$$

$$I_{2,2} \leq n \cdot Q \sqrt{\frac{2 \ln (2d + 2)}{n}},$$

$$I_2 \leq I_{2,1} + I_{2,2} = n \cdot \left[2(\gamma(\sigma) + \epsilon) \left(1 + \frac{1}{L_\sigma}\right) + 1\right] \cdot Q \sqrt{\frac{2 \ln (2d + 2)}{n}}.$$
Here we still require that the weight parameter $c > \tilde{c}_\sigma$, and the tolerance error $\epsilon \leq \frac{c - \tilde{c}_\sigma}{2L_\sigma + 1}$. Therefore

$$\text{Rad}_n(\mathcal{F}_Q) \leq \frac{1}{n}(I_1 + I_2) \leq \epsilon + \left[2(\gamma(\sigma) + \epsilon) \left(1 + \frac{1}{L_\sigma}\right) + 1\right] \cdot Q \sqrt{\frac{2\ln(2d + 2)}{n}}.$$  

Again, since $\epsilon \in (0, 1)$ is arbitrary, taking $\epsilon \to 0$ yields

$$\text{Rad}_n(\mathcal{F}_Q) \leq \left[2\gamma(\sigma) \left(1 + \frac{1}{L_\sigma}\right) + 1\right] \cdot Q \sqrt{\frac{2\ln(2d + 2)}{n}} = c^*_\sigma Q \sqrt{\frac{2\ln(2d + 2)}{n}},$$  

where $c^*_\sigma := \tilde{c}_\sigma / L_\sigma$. The proof is completed. \hfill \square

**Remark 9.** We certainly have to assume $L_\sigma \neq 0$ in the above proof, but this trivial case can be actually handled implicitly. In fact, we can perform a similar analysis on $\tilde{g}_l^2$ instead of $\tilde{g}_l$ for $l = 1, 2, \cdots, L$, which does not need to assume that $L_\sigma \neq 0$. All the proof above holds if we replace $L_\sigma$ by 1 (since no activation after the linear transformation is equivalent to the identity mapping)\(^9\). In this case, we have $c^*_\sigma = \tilde{c}_\sigma = 4\gamma(\sigma) + 1$, and it is still need to take $c = c_\sigma > \tilde{c}_\sigma$.

**D.2 Proof of Lemma 3**

**Proof.** The proof of Lemma 3 is the same as that of Theorem 15 (see Remark 6 and Appendix D.1.1). \hfill \square

**D.3 Proof of Theorem 7**

**Proof.** The proof comes with induction. We firstly have

$$M_1 = 0_m \leq c|W_1|1_m, \quad M_2 = c|W_2||U_1|1_m \leq c|W_2|(|I + |U_1|)|1_m,$$

which implies (37) for $l = 1, 2$. Here the “$\leq$” holds in an entry-wise sense.

Denote $Z_k = (I + |U_k|)(I + c|W_k|) \cdots (I + |U_2|)(I + c|W_2|)(I + |U_1|)$ for $k \geq 2$, and $Z_1 = I + |U_1|$, then the aim is to prove

$$M_{l+1} \leq c|W_{l+1}|Z_l1_m,$$

using the assumption that $M_k \leq c|W_k|Z_{k-1}1_m$, $k = 1, 2, \cdots, l$.

Notice that $Z_k \geq I$ for all $k \geq 1$, and

$$Z_k = (I + |U_k|)(I + c|W_k|)Z_{k-1} \geq Z_{k-1} + c|U_k||W_k|Z_{k-1} + |U_k|Z_{k-1} \geq Z_{k-1} + c|U_k||W_k|Z_{k-1} + |U_k| \quad \text{(90)}$$

\(^9\)Let the induction hypothesis (80) holds for $(G_l^2)^\prime$. For the error term $I_1$, the analysis certainly remains the same; for the main term $I_2$, the analysis begins from (89)/$L_\sigma$, and also remains the same in the following. Therefore all the proof holds after replacing $L_\sigma$ by 1.
for all $k \geq 2$, we have $c|U_k||W_k|Z_{k-1} \leq (Z_k - Z_{k-1}) - |U_k|$ for all $k \geq 2$. Therefore, for $l = 1, 2, \cdots, L - 1$, by (74) and (90), we have

$$M_{l+1} = c|W_{l+1}| \sum_{k=2}^{l} |U_k| M_k + c|W_{l+1}| \sum_{k=1}^{l} |U_k| 1_m \quad (M_1 = 0)$$

$$\leq c|W_{l+1}| \sum_{k=2}^{l} c|U_k||W_k|Z_{k-1} 1_m + c|W_{l+1}| \sum_{k=1}^{l} |U_k| 1_m$$

$$\leq c|W_{l+1}| \sum_{k=2}^{l} (Z_k - Z_{k-1}) 1_m + c|W_{l+1}| \sum_{k=1}^{l} |U_k| 1_m$$

$$= c|W_{l+1}| \left( \sum_{k=2}^{l} (Z_k - Z_{k-1}) \right) 1_m + \left( c|W_{l+1}| \sum_{k=1}^{l} |U_k| 1_m - c|W_{l+1}| \sum_{k=2}^{l} |U_k| 1_m \right)$$

$$= c|W_{l+1}|(Z_l - Z_1) 1_m + c|W_{l+1}| |U_1| 1_m$$

$$\leq c|W_{l+1}|(Z_l - Z_1) 1_m + c|W_{l+1}| Z_l 1_m$$

$$= c|W_{l+1}| Z_l 1_m,$$

which gives (37). The proof of (38) is similar. □

### D.4 Proof of Proposition 8

**Proof.** According to Theorem 4, there exists a two-layer neural network with width $Lm$, such that

$$\mathbb{E}_x \left[ \sum_{k=1}^{Lm} a_k \sigma(w_k^T \tilde{x}) - f^*(x) \right]^2 \leq \frac{3C_\sigma \| f \|^2}{Lm}, \quad (91)$$

$$\sum_{k=1}^{Lm} |a_k| (\| w_k \|_1 + 1) \leq 2 \| f \|_S. \quad (92)$$

Now we construct a residual network $f(x; \tilde{\theta})$ with input dimension $d + 1$, depth $L$, width $m$ and $D = d + 2$ by selecting the parameters to be

$$V = [I_{d+1} 0]^T, \quad \alpha = e_D = [0, \cdots, 0, 1]^T,$$

$$W_l = \begin{bmatrix} w_{l1}^T & 0 & \cdots & 0 \\ w_{l2}^T & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ w_{lm}^T & 0 & \cdots & 0 \end{bmatrix}, \quad U_l = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix}$$

for $l = 1, 2, \cdots, L$. It is easy to verify that

$$f(x; \tilde{\theta}) = \sum_{k=1}^{Lm} a_k \sigma(w_k^T \tilde{x}), \quad (93)$$
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and the weighted path norm of residual network $f(x; \tilde{\theta})$

$$\|\tilde{\theta}\|_P = c \sum_{k=1}^{Lm} |a_k| \|w_k\|_1,$$  \hspace{2cm} (94)

where $c$ can be taken as $c = c^*_\sigma$. Combining (91) and (93) yields (39).

We now need to compute the modified weighted path norm $\|\tilde{\theta}\|_{\tilde{P}} = \|\tilde{\theta}\|_P + r$. Notice that $|W_i|_U_j| = 0_{m \times m}$ for all $i, j = 1, 2, \cdots, L$, by (74) we have

$$M_{l+1} = c \sum_{k=1}^L |W_{l+1}|_U_k (M_k + 1_m) = 0_m$$

for $l = 1, 2, \cdots, L - 1$. Therefore, by (36),

$$r = |\alpha|^T \sum_{l=1}^L |U_l|_m = \sum_{l=1}^L \|\alpha|^T U_l\|_1 = \sum_{l=1}^L \sum_{i=1}^m |a_{(l-1)m+i}| = \sum_{k=1}^{Lm} |a_k|.$$  \hspace{2cm} (95)

Combining (94) and (95) gives

$$\|\tilde{\theta}\|_{\tilde{P}} \leq \max\{c, 1\} \sum_{k=1}^{Lm} |a_k| (\|w_k\|_1 + 1).$$  \hspace{2cm} (96)

Taking $c = c^*_\sigma$, and combining (92) and (96) yield (40). The proof is completed.

D.5 Proof of Proposition 9

Proof. The proof is almost the same as Theorem 5 (see Appendix C.3). To obtain (42), We just need to take $C^\sigma = 4\gamma(\sigma) + 1$ by Theorem 6 in (67), and apply Proposition 8 ((39) and (40)) to bound (68). The proof is completed.