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Abstract

Braess’ paradox has been shown to appear rather generically in many systems of transport on networks. It is especially relevant for vehicular traffic where it shows that in certain situations building a new road in an urban or highway network can lead to increased average travel times for all users. Here we address the question whether this changes if the drivers (agents) have access to traffic information as available for modern traffic networks, i.e. through navigation apps and or personal experiences in the past. We study the effect of traffic information in the classical Braess network, but using a microscopic model for the traffic dynamics, to find out if the paradox can really be observed in such a scenario or if it only exists in some theoretically available user optima that are never realized by drivers that base their route choice decisions intelligently upon realistic traffic information. We address this question for different splits of the two information types.
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1. Introduction

Since its discovery in D. Braess’ proof-of-concept paper in 1968 [1, 2], Braess’ paradox has become a well-known phenomenon, first in traffic science and later in other fields as well, e.g. in mechanical and electrical systems [3, 4], oscillator networks, power grids and biological networks [5, 6, 7], microfluidic networks [8], and pedestrian dynamics [9]. Braess’ paradox
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states that in (congested) road networks used by selfish drivers under certain conditions the addition of a new road can lead to higher travel times for all network users. The paradox is established on the assumption that networks of selfish users evolve into stable states, the so-called user optimum states \[10\]. This insight has later been generalized to the concept of "price of anarchy" \[11\]. The paradox has been generalized in various aspects \[12, 13, 14, 15, 16, 17, 18\]. Most of this research is, as the original work, built upon simplified macroscopic mathematical models of traffic flow. It is worth mentioning that the paradox has been observed in real world traffic networks \[19, 20, 21\].

In the spirit of Dietrich Stauffer we consider Braess’ paradox as a problem of "exotic statistical physics" \[22\]. In two recent papers \[23, 24\] we studied the paradox in traffic networks with a more realistic model of traffic flow, i.e. the totally asymmetric exclusion process (TASEP) \[25, 26, 27\]. For these cases we could show that it can also be observed and indeed occupies large parts of the phase space.

In most of the previous studies the paradox is observed in the following way: it is shown that in the traffic networks with and without an added road user optima exist for the same total demand (total numbers of cars using the network) and that in some cases the user optima of the networks with the new road have higher travel times than those of the networks without the new road. Furthermore, in our previous work \[23, 24\] on the paradox in TASEP networks we dealt with systems that evolved into a stationary state and considered stationary travel times only, neglecting the evolution into these states. In our recent work \[28\] we have started to look at the effects of traffic information on the states realized in Braess-type road networks.

In the present paper we continue to consider a more microscopic point-of-view and address the question if the attainable user optima are actually realized if the network users (from here on also called agents) make informed route choices based upon realistic traffic information. The question whether user optima (and thus also Braess’ paradox) are realized in real world networks has been a long standing discussion, examined in various scientific fields. Foremost, studies from traffic scientists suggest, that travel time minimization is not the only factor driving route choices \[29, 30, 31\]. In the field of behavioral economics several experiments with real human participants were performed \[32, 33, 34, 35\]. In these studies, generally the traffic flow is modelled by a macroscopic mathematical approach. In the physics community, route choice processes and the question whether user optima are realized
were mainly studied by so-called multi-agent techniques [36, 37, 38, 39, 40]: those are mainly proof-of-concept simulations in which the traffic flow is modelled by a stochastic microscopic model and the route choices are performed equally by all agents based on certain types of information.

In the present article we model the traffic flow by a microscopic model and implement a route choice algorithm by which all individual agents make ‘intelligent’ decisions. Users have access to personal-historical information, i.e. their own memory of travel times experienced in the past, or public-predictive information, i.e. estimates of travel times based on the positions of all agents at a given time. The latter approximates information from personal navigational systems or smartphone apps, like the crowdsourced app Google Maps [41]. In the present paper we study the case in which both information types are present in the road network. In [28] we considered situations in which only one of the two types was available to each agent. We examined four different points of the phase space. We could show that personal-historical information realizes user optima in all four states, while public-predictive information realizes stable user optimum states at low densities and oscillations around attainable user optima are observed at higher densities. Here we consider the more realistic scenario in which different splits of agents have access to the two kinds of information. Such a situation is relevant for most real modern day traffic networks. Analysis of real world GPS-traffic data hints at routing apps making travel time minimization the most important route choice factor and also suggest that these apps lead to realizations of user optima [34, 42], which has also been backed by large-scale simulations [42].

2. The paradox

A fundamental assumption underlying Braess’ paradox is that the users of the (traffic) network are selfish and that their egoistic behavior drives the system into stable network states (user optima, $\text{uo}$). In this context, a network state refers to the set of strategies of all network users. A user’s strategy denotes how the user chooses their route. A route refers to a connection between an origin and a destination and can be comprised of various roads or, in network terminology, edges that can be connected through junction sites. In the following we only consider situations in which all users want to go from the same origin to the same destination. The user optimum is realized if the user’s route choices (and thus their distribution onto the roads of the
network) lead to equal travel times on all used routes, which are lower than travel times on any unused routes [10]. For a pure strategy a user chooses exactly one route whereas for a mixed strategy she chooses a route according to probabilities assigned to all routes. Accordingly, if all agents use pure strategies, pure user optima (puo) are observed, while in the case of all users using mixed strategies mixed user optima (muo) are observed. In the latter case, the user optimum is realized if the expectation values of the travel times of all used routes are equal and lower than those of any unused routes. Since we are using a traffic model with microscopic stochastic dynamics we have to consider mean values of travel times both for pure and mixed user optima.

2.1. Braess’ original example

Braess demonstrated the paradox [1, 2] for the simple network shown in Fig. 1(a). It is comprised of the 5 network edges $E_1, \ldots, E_5$. It is assumed that all network users want to go from the origin at the bottom to the destination at the top. Edge $E_5$ is considered to be the new road that is added to the network. The network without/with edge $E_5$ is from here on called the 4link/5link network and corresponding variables are indicated by superscripts (4) and (5), respectively. Routes in the network are labelled according to the numbering scheme of the constituent edges. In the 4link network there are two available routes from origin to destination: route 14 and route 23. The addition of edge $E_5$ realizes a new route, route 153.

In Braess’ original work [1, 2], a macroscopic traffic model was used with travel times determined by simple travel time functions that increase linearly with the number of cars using the road. The approach also neglected potential correlations that exist between the different roads. Braess showed that for specific choices of the number of agents and parameters in the travel time functions an apparently paradox situation can occur where the travel times in the 4link network’s user optimum are smaller than those of the 5link network’s user optimum, i.e., adding an additional route or edge to the network leads to an increase of travel times for all (selfish) agents. In Braess’ example both for the 4link and the 5link network unique pure optima exist. It was also shown that the same effect can be observed with mixed user optima [28]. Several generalisations and additional results about the paradox were obtained in the context of macroscopic mathematical traffic models [12, 13, 14, 15, 16, 17, 18].
2.2. The Braess network of TASEPs

In [23, 24] we have considered the occurrence of Braess’ paradox for the same network structure, but with a more realistic traffic model described by stochastic, microscopic dynamics, namely the totally asymmetric exclusion process (TASEP). In this situation user optima realizing the paradox can also be observed.

In the model based on TASEP traffic dynamics each car or agent is represented as a particle subject to hard core repulsion. A road is modelled by discrete cells that can be either empty or occupied by one particle. Using a random-sequential update, particles can only move forward to an empty cell in front. Each edge (road) $E_i$ is represented by a TASEP of length $L_i$ cells. As shown in Fig. 1 (b), we examined the same network structure as Braess, with four junction sites $j_1, \ldots, j_4$ and edge $E_0$ ensuring periodic boundary conditions and thus a constant total number of particles $M$. We could show [23, 24] that user optima leading to Braess’ paradox also exist in those TASEP networks. We demonstrated this by externally setting all agents’ strategies: the route choices of the agents were controlled by global parameters. By varying these parameters, we found attainable user optima
of the 4link and 5link networks and compared their travel times (for the same total numbers of particles $M$). This allowed us to determine the phase diagrams that are presented in the following. Note, that no individual, realistic route choice decisions were modelled. The obtained phase diagrams are valid only if all agents follow the externally set route choices.

In [24] we considered the specific case where all agents follow fixed personal (i.e., pure) strategies. In this case fixed numbers of $N_{14}$, $N_{23}$, $N_{153}$ agents follow routes 14, 23 and 153, respectively. The distribution of agents onto the routes can also be characterized by the two variables $n_{1}^{(j_1)} = 1 - \frac{N_{23}}{M}$ and $n_{1}^{(j_2)} = \frac{N_{14}}{N_{14} + N_{153}}$. In the 4link network, as $E_5$ does not exist, $N_{153} = 0$. By varying these numbers a rich phase diagram was found that is shown in Fig. 2 (a) in a simplified form.

In [23] we considered agents using mixed strategies on the same network. The agents decide for a route based on turning probabilities on junction sites $j_1$ and $j_2$. Agents on $j_1$ turn to the left (onto $E_1$) with probability $\gamma$ and to the right (onto $E_2$) with probability $1 - \gamma$. In the 5link system agents on $j_2$ turn to the left (onto $E_4$) with probability $\delta$ and to the right (onto $E_5$) with probability $1 - \delta$. In the 4link system $E_5$ does not exist and thus $\delta = 1$. The resulting phase diagram is shown in Fig. 2 (b) in a simplified form.
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Figure 2: Phase diagrams for Braess’ network of TASEPs with externally tuned strategies and (a) fixed personal strategies and (b) turning probabilities. These phase diagrams are simplified. For full details (sub-phases etc.) the reader is referred to [24, 23]. The route choice algorithm was tested on the state marked with a black $\times$.

For the phase diagrams shown in Fig. 2, the lengths of the TASEPs were
chosen as $L_0 = 1$, $L_1 = L_3 = 100$, $L_2 = L_4 = 500$. The length of the new road $L_5$ and the total number of agents in the system $M$ are varied. The state of the network depends on $L_5$ and $M$ which in the phase diagrams are characterized by the route length ratio $\hat{L}_{153}/\hat{L}_{14}$ (note that $\hat{L}_{14} = \hat{L}_{23}$) and the global densities $\rho_{\text{global}}^{(4)} = M/(4 + \sum_{i=0}^{4} L_i)$ and $\rho_{\text{global}}^{(5)} = M/(4 + \sum_{i=0}^{5} L_i)$ in the 4link and 5link networks.

The phase diagrams shown in Fig. 2 are simplified compared to those presented in [24, 23] to emphasize the features relevant for the present study. It is just shown where the Braess paradox occurs ("Braess" phase, i.e. user optima in the 5link have higher travel times than those of the 4link network) and where it does not occur ("no Braess" phase, i.e. user optima in the 5link have lower travel times than those of the 4link network). These phases can be subdivided. For more details including the sub-phases and explanations about the regions in which no user optima could be found ("no user optima") the reader is referred to [24, 23]. It can be seen that the paradox can be observed in large parts of the phase space.

In the following we try to answer the following question: are the user optima attainable by externally tuning all agents’ strategies actually realized if the agents make their route choice decisions intelligently, similar to real drivers in modern traffic networks. In other words: Would the paradox really be observed or does it only exists in some theoretically attainable user optima that would never be realized by realistic drivers.

3. The route choice algorithm

To answer the question whether the paradox is realized by realistically deciding drivers we implemented a route choice algorithm. Agents choose their routes according to two different types of information: personal-historical and public-predictive information. Personal-historical information is typically relevant in a commuter scenario and basically represents the driver’s memory. The agents go from origin to destination several times and remember how long it took them in the past on the available routes. Their future route choice decisions are then made upon this basis. Public-predictive information, on the other hand, is typically provided by navigational systems or smartphone routing apps. This type of information is based upon the current status of the network (how many cars are on which roads right now). Often, expected travel times for all available routes are presented to the driver who then decides for the one with the shortest predicted travel time.
We have implemented a route choice algorithm based upon which all agents in the system make individual 'intelligent' route choice decisions before beginning each new round (i.e. before jumping from $E_0$ to $j_1$) and in some cases also during rounds (a round refers to going once from origin ($j_1$) to destination ($j_4$)). The "goal" of the agents is to generally choose the route with the lowest travel time. Based on the traffic information available to him/her, each agent estimates the expected travel times on all available routes. These estimations are stored in the variables $T_{i,\text{info}}, i \in \{14, 23, 153\}$. Generally agents then choose the route on which the lowest travel time is expected. If this choice requires a route switch compared to the previous round, it is only performed if the expected time-save is significant: the value of $|T_{14,\text{info}} - T_{23,\text{info}}| + |T_{14,\text{info}} - T_{153,\text{info}}| + |T_{23,\text{info}} - T_{153,\text{info}}|$ is calculated and only if its value is larger than $\Delta T$, the switch occurs. The agents thus act boundedly rational [43]. A stochastic component is added to account for random events that could disturb those boundedly rational decisions: with probability $1 - p_{\text{info}}$ a random route is chosen.

During individual rounds, changes can occur in the following cases. If e.g. an agent in the 4link network that chose to take route 23 before the round is sitting on $j_1$ and cannot jump to the target site (first site of $E_2$) since this site is occupied, (s)he may re-decide routes. If $T_{23,\text{info}} \geq T_{14,\text{info}}$ (agent chose route 23 based on a random decision before the round), (s)he will then immediately switch to route 14. If $T_{23,\text{info}} < T_{14,\text{info}}$, the particle will keep trying to jump onto $E_2$ for $\kappa_{j_1,\text{thres}}$ times the to-be-expected saved time on route 23, i.e. for $\kappa_{j_1,\text{thres}} \cdot (T_{14,\text{info}} - T_{23,\text{info}})$ time steps. If the waiting time exceeds this value, (s)he will switch to route 14. The same is true for the inverse route choice situation (i.e. switching from route 14 to 23). In the 5link network, additionally an equivalent mechanism is in place that also includes route switches if an agent is waiting on $j_2$, introducing the variable $\kappa_{j_2,\text{thres}}$.

Public-predictive information is introduced in the following way. Each time an agent relying on this kind of information makes a route choice decision, for each edge $E_i$ the sum of numbers of particles occupying this edge $n_i$ is collected. This mirrors the crowdsourcing of information as in apps like Google Maps [41]. For each edge $i$ then an approximated travel time is calculated as $T_{i,\text{est}} \approx L_i/(1 - \rho_i)$ with $\rho_i = n_i/L_i$. This approximative travel time is the exact travel time of a TASEP segment with periodic boundary conditions [23]. From this the $T_{i,\text{info}}$ are calculated: $T_{14,\text{info}} = T_{i,\text{est}} + T_{4,\text{est}}$ and $T_{23,\text{info}}$ and $T_{153,\text{info}}$ accordingly.
Agents using personal-historical information remember the travel times of the routes they used in the last $c_{\text{mem}}$ rounds. To get their estimated travel time values $T_{i,\text{info}}$ that they base their decisions upon, they calculate the mean values of the travel times experienced in the last $c_{\text{mem}}$ rounds for each route. Additionally, these users remember the last travel time they experienced on each route, even if they did not use a specific route in the last $c_{\text{mem}}$ rounds.

For the results presented in the present article, the parameters of the route choice algorithm were chosen as

$$p_{\text{info}} = 0.9, \quad \Delta T_{\text{thres}} = 10, \quad \kappa_{j_1,\text{thres}} = \kappa_{j_2,\text{thres}} = 0.1, \quad c_{\text{mem}} = 30. \quad (1)$$

For more details on the algorithm including pseudo-code representation we refer to [28, 44].

In [28] we looked at four exemplary points of the phase diagrams (two points where a Braess phase is expected, two points where no Braess is expected) and tested if the expected user optima are realized by agents basing their route choices upon our algorithm with all agents having access to either personal-historical or public-predictive information. We could show that if all agents decide based on personal-historical information user optima that are attainable by externally tuning the agents decisions are realized. If all agents decide based on public-predictive information, at lower densities attainable user optima are realized and at higher global densities they are realized on average. The reliance on this kind of information leads to oscillations around the expected optima. In situations with higher global densities, we could show that agents relying on public-predictive information actually lead the system into a Braess state in a case were a lower travel time in the 5link system was expected.

4. Results

Here we consider a scenario in which different splits of the two information types are used: certain parts of the agents have access only to personal-historical information while the other agents only have access to public-predictive information. This represents the realistic scenario of a traffic network that is used partly by commuters who ”know” travel times from their personal experiences in the past and partly by users that rely on their navigational apps for route decisions.

We examine a test state marked by the black $\times$ in the phase diagrams in Fig. 2. It has the parameters $L_5 = 37$ and $M = 248$ which correspond
to $\hat{L}_{153}/\hat{L}_{14} = 0.4$, $\rho_{\text{global}}^{(4)} \approx 0.21$, $\rho_{\text{global}}^{(5)} = 0.2$. For externally tuned route choices this is a “Braess” state both for the previously studied cases of fixed personal strategies and fixed turning probabilities. The user optima that can be found by externally tuning the strategies are given in in Table 1. In [23, 24] we found so-called *boundedly rational user optima*. This means that the mean travel times on the used routes are not exactly equal. This can not be completely avoided since we deal with stochastic transport models. Since the travel times are not exactly equal, we present the maximum travel time $T_{\text{max}}$ measured on all used routes in the user optima. From here on all travel times are measured in numbers of Monte Carlo (MC) sweeps.

| user optimum          | strategy               | max. travel time |
|-----------------------|------------------------|------------------|
| 4link, pure uo        | $n_{1,\text{puo}}^{(4)} = 0.5$ | $T_{\text{max,puo}}^{(4)} \approx 764$ |
| 4link, mixed uo       | $\gamma_{\text{muo}}^{(4)} = 0.5$ | $T_{\text{max,muo}}^{(4)} \approx 763$ |
| 5link, first pure uo  | $n_{1,\text{puo(i)}}^{(5)} = 0.5$, $n_{1,\text{puo(ii)}}^{(5)} = 0.0$ | $T_{\text{max,puo(i)}}^{(5)} \approx 978$ |
| 5link, second pure uo | $n_{1,\text{puo(ii)}}^{(5)} = 1.0$, $n_{1,\text{puo(ii)}}^{(5)} = 0.5$ | $T_{\text{max,puo(ii)}}^{(5)} \approx 978$ |
| 5link, mixed uo       | $\gamma_{\text{muo}}^{(5)} = 0.87$, $\delta_{\text{muo}}^{(5)} = 0.1$ | $T_{\text{max,muo(i)}}^{(5)} \approx 895$ |

Table 1: The user optima found for our test state, as marked by the black × in Fig. 2. The (externally tuned) strategies realizing the optima and the corresponding maximum travel times are given. In the 4link system, one pure and one mixed user optimum exist, while in the 5link two pure and one mixed user optimum exist.

In the following the values provided in Table 1 are used as references to the systems’ behaviors when used by agents making decisions based on the route choice algorithm.

In Fig. 3 we show results for this test state network with agents choosing their routes intelligently based on the route choice algorithms described above for different mix-ratios of information types. The five columns, i.e. panels labelled with indices 1 to 5, represent different splits of the two information types as follows: 1: 0% to 100%, 2: 25% to 75%, 3: 50% to 50%, 4: 75% to 25%, 5: 100% to 0% of users deciding based on personal-historical and public-predictive information, respectively. If personal-historical information...
is used (panels (a-c)1 to (a-c)4), a certain relaxation process is needed in the algorithm. The relaxation times are marked by the two vertical lines in the plots. During the relaxation time, first each agent that relies on personal historical information tries to use each route at least once (relaxation step 1) and then 'fills up his memory capacity' (completing at least \(c_{\text{mem}}\) rounds/relaxation step 2. At the time marked by the black/grey vertical line, the relaxation procedure in the 4link/5link system is done and the system evolves according to the route choice algorithm.

Panels (a1) show the time evolution of the average travel time of the two/three routes. The travel times that are observed in the user optima with externally tuned decisions are shown for comparison by the black and grey lines. Their values are given by the \(\tau_i\) on the right y-axes. Panels (b1) denote which routes are chosen by the agents when deciding based on the route choice algorithm. They are given by \(m^{(j_1)}_l\) and \(m^{(j_2)}_l\), showing the fractions of agents turning left at junctions \(j_1\) and \(j_2\). While they do not represent the strategies of the agents directly, they can nevertheless be compared to the \(n^{(j_1)}_l\) and \(n^{(j_2)}_l\) or \(\gamma\) and \(\delta\) of the pure or mixed user optima attainable by externally tuning all agents’ strategies. One has to keep in mind that the \(m^{(j_1)}_l\) and \(m^{(j_2)}_l\) shown are not directly comparable since individual intelligently deciding agents do not necessarily keep their individual strategies. This means that if e.g. the \(m^{(j_1)}_l\) and \(m^{(j_2)}_l\) of a pure user optimum are identical to the \(n^{(j_1)}_l\) and \(n^{(j_2)}_l\) of an externally tuned pure user optimum this does not necessarily mean that this user optimum is realized, since individual agents can still change their strategies in each round. To get closer to answering the question if a pure or mixed user optimum is realized, in panels (c1) the number of switches are shown. They show how many agents switched from one route to another in the last 1000 time steps (i.e. MC sweeps) and how many agents kept on the same route. From these observables it could e.g. be concluded that a pure user optimum is realized if no switches were made at all. Note that from these quantities it can not be securely concluded if a mixed user optimum is realized. For this conclusion the route choice probabilities for each individual agent would have to be determined.

Panels (a1) to (a5) show that for all splits of information types in the 4link systems the average travel times of both routes 14 and 23 equalize close to the value that is expected in the attainable pure and mixed user optima (orange and blue lines) From panels (b1) to (b5) one can see that at each time approximately \(M/2\) agents are on each of the two routes \(m^{(j_1)(4)}_l \approx 0.5\), green
Figure 3: The results of the route choice algorithm. All plots share the same x-axes: the number of system sweeps (Monte Carlo sweeps) that were performed, i.e. the system time. All plots in one row share the same y-axes. The columns represent systems with varying amounts of agents using the two kinds of information. **Panels with indexes 1 to 5**, i.e. columns from left to right, represent the following amounts of agents using personal-historical and public-predictive information: 100% to 0%, 75% to 25%, 50% to 50%, 25% to 75%, 0% to 100%. In systems with non-zero use of personal historical information the two vertical lines represent the system times the 4link system was relaxed (black vertical line) and the 5link system was relaxed (grey vertical line). **Panels (a)** show the average travel times measured on the routes. The orange and blue lines are the average travel times of routes 14 and 23 in the 4link system. The green, yellow, red lines are the average travel times of routes 14, 23, 153 in the 5link system. For comparison the thin grey horizontal lines show the travel times of the user optima obtained by externally tuning the strategies. Their values are indicated by the $\tau_i$ on the second y-axis of panel (a). With $T_{\text{max, muo}} = \tau_1$, $T_{\text{max, puo}} = \tau_2$, $T_{\text{max, muo}} = \tau_3$, $T_{\text{max, puo}} = \tau_4$. **Panels (b)** show the agents’ strategies: the green line shows the $m_{1,1}(5)$ in the 4link system. The orange and red lines show the $m_{1,1}(4)$ and $m_{1,1}(5)$ in the 5link system. For comparison the thin, horizontal grey lines show the pure and mixed user optima available by externally tuning the agents’ decisions. Their values are indicated by the $\sigma_i$ on the second y-axis of panel (b) with $n_{1,1,\text{puo}} = \sigma_3$, $n_{1,1,\text{muo}} = \sigma_3$, $n_{1,1,\text{puo(5)}} = (\sigma_3, \sigma_1)$, $n_{1,1,\text{puo(4)}} = (\sigma_5, \sigma_3, (\gamma_{\text{muo}}, \delta_{\text{puo}})) = (\sigma_4, \sigma_2)$. **Panels (c)** show the number of switches (i.e. strategy changes) made. These numbers are collected in bins with a length of 1000 sweeps. The yellow and red lines show how many agents in the 4link system changed strategies and kept their strategies, respectively. The blue and green lines show how many agents in the 5link system changed and kept their strategies.
As can be seen from the green line in panel (b), if all agents rely on personal-historical information, oscillations around the user optimum can be observed. From panels (c₁) to (c₅) one can see that most agents stick to one route (red lines) and few agents switch routes (yellow lines). Summarizing for the 4link we conclude that for all splits user optimum states are realized in the sense that average travel times of the two routes equalize.

In the 5link system further interesting effects can be observed. Panels (b₁) to (b₅) show that almost no agents choose route 23 (m⁽⁽j₁⁾⁾⁽⁽5⁾⁾ ≈ 1, orange lines), and approximately M/2 agents choose routes 14 and 153 (m⁽⁽j₂⁾⁾⁽⁽5⁾⁾ ≈ 0.5, red lines). This indicates that a state close to the second pure user optimum could be realized (compare orange and red lines to \( \left( n⁽⁽j₁⁾⁾⁽⁽5⁾⁾, n⁽⁽j₂⁾⁾⁽⁽5⁾⁾ \right) = (\sigma₅, \sigma₃) \)). It can be seen that the higher the ratio of public-prescriptive information gets, the more the value of m⁽⁽j₂⁾⁾ fluctuates around 0.5. This is also confirmed when examining panels (c₁) to (c₅): the number of route switches grows with the amount of users relying on public-predictive information. When all agents rely on personal-historical information the vast majority of agents keep their strategies (green line much higher than blue line). The number of switches grows and for all agents relying on public-predictive information approximately as many agents change their routes with each new round as agents stick to their routes. Regarding the travel times we see, that route 23 which is almost not used at all has a higher travel time than the two used routes. Their respective average travel times lie in-between those that are expected in the accessible pure and mixed user optima. If all agents rely on personal-historical information they are almost exactly equal while they are less close to each other if all agents rely on public-predictive information. Interestingly, their difference does not grow strictly with the amount of users relying on public-predictive information as could be assumed by analysing the strategies and numbers of switches. For all splits the travel times of the used routes in the 5link system are higher than those of the routes in the 4link system.

We can thus foremost say that for all splits of information types Braess states are realized since the 5link travel times are higher than those in the 4link systems. Furthermore we can summarize that in the symmetric 4link system with two routes of equal length the type of information does not seem to have a huge impact: in all cases situations similar to the attainable optima are realized. In the 5link systems, however, the more public-predictive information is used the more users keep switching routes from
round to round. This (modern) type of information thus leads to a more unstable situation (regarding the number of switches). Nevertheless, it does not seem to lead the system into the attainable mixed user optimum as the $m_{1}^{(j_{1}/2)^{(5)}}$ are closer to the $n_{1,puo(ii)}^{(j_{1}/2)^{(5)}}$ of the second attainable pure user optimum.

5. Conclusions

Our analysis of an exemplary state suggests strongly that Braess' paradox is likely to still occur in traffic networks in which drivers choose their routes intelligently based upon information that is available in modern real-world traffic networks. In our example, public-predictive information as provided e.g. by smartphone navigation apps realizes attainable user optima on average. If all network users base their route choices on their own past experiences, user optima are also realized in a more stable way. Also in all mix-ratios the optima are (at least on average) realized and in all cases Braess states are observed: in the system with the additional road, users always distribute onto the routes such that the routes’ travel times are higher than those in the networks without the new road.
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