Instability of many-body localized systems as a phase transition in a nonstandard thermodynamic limit
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The many-body localization (MBL) phase transition is not a conventional thermodynamic phase transition. Thus to define the phase transition one should allow the possibility of taking the limit of an infinite system in a way that is not the conventional thermodynamic limit. We explore this for the so-called “avalanche” instability due to rare thermalizing regions in the MBL phase for quenched-random systems in more than one spatial dimension, finding an unconventional way of scaling the systems so that they do have a type of phase transition. These arguments suggest that the MBL phase transition in systems with short-range interactions in more than one dimension is a transition where entanglement in the eigenstates begins to spread in to some typical regions: the transition is set by when the avalanches start. Once this entanglement gets started, the system does thermalize. From this point of view, the much-studied case of one-dimensional MBL with short-range interactions is a special case with a different, and in some ways more conventional, type of phase transition.

I. INTRODUCTION

Isolated quantum systems can exhibit the phenomenon of many-body localization; many-body localized (MBL) systems do not thermally equilibrate themselves, and can preserve local memories for arbitrarily long times [1–9]. A stable MBL “phase” has been proved to exist, under certain minimal assumptions, for one-dimensional spin chains evolving under strongly disordered local Hamiltonians [10, 11]. In this phase, all eigenstates are localized in the sense of having area-law entanglement [3, 12], and there is a complete set of spatially quasi-local, mutually commuting integrals of motion (called LIOMs or l-bits) [7, 8]. Whether MBL exists in more general systems—for instance, in higher dimensional systems [13–16], systems with long-range interactions [17–24], or systems subject to quasiperiodic rather than random potentials [9, 25–29]—is less firmly established. Indeed, a recent argument [30, 31] suggests that when one takes the thermodynamic limit in the conventional fashion, the MBL phase in disordered systems is generically unstable to rare locally thermalizing regions in dimensions $d > 1$, as well as in one dimension for interactions that decay slower than exponentially with distance. This is the so-called “avalanche” instability where a slow avalanche of entanglement spreads from these rare regions through typical regions, and thermalizes the entire system. Nevertheless, there is experimental evidence for a sharp crossover to very slow dynamics in certain two-dimensional systems [13–15], even if true MBL is in some sense absent.

In the present work, we assume that this “avalanche” instability exists as proposed in Refs. [30, 31], and discuss its implications for the MBL phase transition as a function of sample size and/or time. We consider spin models on $d$-dimensional lattices, with random fields of strength of order one and spin-spin interactions of strength $J$. If these are considered as particle models, the random potential is of order one and both the hoppings and the interactions are of strength $J$. We consider short-range interactions and interactions that fall off with distance $r$ as slowly as a power law: $J(r) \sim J/r^\alpha$. For finite-size systems of linear size $L$ we estimate the interaction $J_c(L)$ where the eigenstates change from localized to thermalized. For finite $L$ this change is, of course, only a crossover, but we argue that under the appropriate scaling this crossover sharpens up to a type of phase transition in the limit $L \to \infty$. Similarly, we can instead consider an infinite system and look at the behavior as a function of time $t$, asking if the time dependence of the operator spreading in the system is that characteristic of the MBL phase or characteristic of the thermal phase, and define a $J_c(t)$ that way.

This unconventional way of taking the $L \to \infty$ limit can be motivated as follows: Recall that in systems with sufficiently long-range interactions, even conventional thermodynamic phase transitions take place at an interaction strength that decreases to zero as the system size is taken to infinity. In these cases it is conventional to scale the interaction with system size so that its contribution to, say, the total free energy remains extensive as $L \to \infty$. For the study of the MBL transition what is important is not thermodynamics, but instead the dynamics of entanglement. The dynamics are more sensitive to interactions than is the thermodynamics, so we find that in order to have a MBL transition, in most cases we need to scale the interactions to zero more strongly than we would if we were only trying to capture the thermodynamic effects of the interactions.
Looking across the range of cases that we consider, varying \( d, \alpha, L \) and \( t \), we find that there are three different types of estimates of the transition \( J_c \), each applicable in a different regime: One estimate may be termed “Fock-space localization”, and ignores rare region effects \([1]\). A second estimate, that we introduce here, is where the avalanches get started. And the third estimate is that used by Refs. \([30, 31]\), which is to assume that the avalanches do get started and ask when the avalanches spread without limit through the entire system.

We find that the MBL transition in the large \( L \) or large \( t \) limit is set by when the avalanches get started for systems with short-range interactions in \( d > 1 \), as well as more generally for systems with longer range interactions, including power-law interactions with \( \alpha > 2d \) that do not decay too slowly with distance. These are all systems where a sufficiently large avalanche will not stop, so once the avalanche gets started, the system does thermalize. In these cases we estimate the probability of there being a sufficiently large locally thermalizing rare region to start an avalanche. This gives estimates of the transition behaving as \( \log(J_c(L)) \sim -(\log L)^{1/3} \) and \( \log(J_c(t)) \sim -(\log(\log t))^{1/3} \) for systems with short-range interactions. Thus to obtain a phase transition, we need to scale the interaction down to zero as we increase \( L \) or \( t \) to infinity. And we find that as we take this unconventional scaling limit the transition does become sharp, so this is not “just a crossover”.

When power-law long-range interactions become even longer, so \( \alpha < 2d \), then delocalization happens due to long-range system-wide resonances between typical spins before rare region effects become important. So in this regime the Fock-space localization estimate of the transition that ignores rare region effects is correct \([21, 24, 32]\). This gives estimates \( J_c(L) \sim L^{-(2d-\alpha)} \) and \( J_c(t) \sim t^{-(2d-\alpha)/(2d)} \) (up to multiplicative logarithmic corrections) that depend more strongly on \( L \) and \( t \). In both of these regimes that we have discussed so far, to obtain a sharp MBL phase transition we must scale the interactions to zero more rapidly with increasing \( L \) than is done in the conventional thermodynamic limit. In this sense, at the transition the interactions are thermodynamically irrelevant but dynamically relevant, as emphasized for a somewhat different class of MBL transition in Ref. \([32]\).

The case of \( d = 1 \) with short-range interactions is special, since here the transition in the limit of large \( L \) and \( t \) is not set by when the avalanches get started, but instead by when they “run away” without being stopped by the typical disordered regions. In this case this actual MBL phase transition occurs at a nonzero \( J_c \) in the conventional thermodynamic limit. But even here we can consider the other estimates of the transition for smaller finite \( L \) or \( t \) on the scale of numerical studies or experiments. We suggest that it might be that for many of the models that have been studied, the apparent \( J_c(L) \) that is seen may be mostly set by either Fock-space localization in typical regions or the threshold for starting avalanches. Then as \( L \) is increased, a given sample becomes more likely to have a large thermal inclusion, so the avalanche-start estimate \( J_c(L) \) decreases with increasing \( L \) and eventually drops well below the actual phase transition that is set by when the avalanches run away. But this crossover to the asymptotic critical behavior might happen at very large \( L \) for some, and possibly all, of the models that have been studied so far.

This paper is organized as follows. In Sec. \([II]\) we specify the models to be considered and summarize our main results. In Sec. \([III]\) we discuss short-range systems in dimensions greater than one. In Sec. \([IV]\) we discuss the case of sufficiently rapidly decaying power laws. In Sec. \([V]\) we discuss one-dimensional systems with short-range interactions, including particle models where we allow the hoppings to be strong compared to the interactions. Finally, in Sec. \([VI]\) we discuss some implications of these results.

II. BACKGROUND, MODELS, AND MAIN RESULTS

In this work we are concerned with general Hamiltonians of the form

\[
H = \sum_i h_i O_i + J \sum_{ij} \phi_{ij} P_{ij},
\]

where the \( h_i \) are random fields that are of order one, the \( O_i \) are single-site operators that are of order one, the \( \phi_{ij} \) are (potentially random) coefficients that are of order one at distance one and fall off in a prescribed way with the distance \( r_{ij} \) between the two sites \( i \) and \( j \), and the \( P_{ij} \) are two-site operators with norm of order one that do not commute with \( O_i \) or \( O_j \). We “tune” through the MBL transition by varying \( J \).

In general the local Hilbert space could have more than two states per sites, but for simplicity and specificity we will consider the case of two states per site. The generalization to \( q \)-state systems with \( q > 2 \), or operators that act on more than two sites, is fairly straightforward, and will only affect some prefactors in the estimates below. In general we could also consider the behavior as a function of temperature, but again for simplicity and specificity we restrict our attention to infinite temperature, where the full state space is “in play”. For concreteness, we refer to the local degrees of freedom as “spins”. We will consider power-law, stretched exponential, exponential, and strictly short-ranged forms for \( \phi_{ij} \). In the power-law cases, we take the interactions to fall off as \( 1/r^\alpha \); in the following discussion, \( \alpha \) will always denote this exponent. This Hamiltonian may be time-independent, or it may be periodic in time with a period of order one, thus making a Floquet system \([33, 34]\). In the latter case, when we refer to “energy”, it means the pseudo-energy. Since the focus is on low-energy dynamics this is not an important distinction for the physics here.
A. Background: long-range models

In models with sufficiently slowly decaying power law interactions, delocalization occurs primarily through few-spin resonances and we do not need to invoke rare-region physics. The general mechanism is as follows: Suppose the interactions fall off as \( J/r^\alpha \). Then a typical spin is involved in \( \sim J R^{d-\alpha} \) resonances at scale \( R \). Each resonant pair of spins forms a two-level system, consisting of hybridized states. Crucially, all such two-level systems at scale \( R \) are coupled to one another by a matrix element comparable to their detuning, so an \( O(1) \) fraction will inter-resonate. The number of two-level systems within a distance \( R \) of a particular two-level system can be estimated as \( \sim J R^{2d-2\alpha} \); when \( \alpha < 2d \) sufficiently large two-level systems always inter-resonate, and the system delocalizes on long enough scales. To prevent this delocalization, one must scale \( J \) down with system size \( L \) such that \( J L^{2d-\alpha} \) always remains small, so \( J_c(L) \sim L^{\alpha-2d} \). In particular, in the all-to-all case \( \alpha = 0 \), the localization transition is at \( J_c(L) \sim L^{-2d} \). These arguments hold up to multiplicative logarithmic corrections, which were noted in Ref. [24].

The proper scaling of the interactions in the conventional thermodynamic limit is \( J(L) \sim L^{\alpha-d} \) for \( \alpha < d \), while \( J \) does not need to be scaled to zero for \( \alpha > d \) to get an interacting thermodynamic limit. Thus we find that the scaling that is needed to see the localization transition is such that the interactions scale to zero with increasing \( L \) faster than they do in the conventional thermodynamic limit, so that their contribution to the equilibrium thermodynamics vanishes in the large \( L \) limit: The interactions are thermodynamically irrelevant, but dynamically relevant when scaled as needed to see the MBL phase transition.

B. Avalanche argument

Localization in systems with power laws \( \alpha > 2d \) or short-range systems, is stable against few-spin resonances at weak interactions. However, these systems appear to be susceptible to a non-perturbative rare-region instability seeded by thermal inclusions. Following standard usage we call this instability an “avalanche” [30], although this instability is an extremely slow process, so this name is perhaps misleading. To explain the avalanche argument we first recall that an MBL Hamiltonian, with an entirely localized spectrum, can be written in the basis of \( \tau \) operators, as \( \hat{O}_i = \sum_j \gamma_{ij}^{(1,i)} \tau^x_j + \gamma_{ij}^{(2,i)} \tau^y_j \tau^z_j + \ldots \). The coefficients \( \gamma \) also fall off exponentially with distance. Among the coefficients at a fixed distance, those that involve flipping many l-bits may be further suppressed: in general, the amplitude of a particular term is \( \sim J^n \) where \( n \) is the lowest order in which that term is generated in the locator expansion [37].

The avalanche argument proceeds as follows [30, 31]: In the MBL phase, assuming a model of uncorrelated disorder, there will be rare large regions where the disorder is locally weak (e.g., all the local fields are approximately the same). Any such region of finite size can occur with some nonzero probability. To address these regions, we first imagine cutting all interactions between them and the typical regions, and performing a local unitary transformation that diagonalizes the latter in the \( L \)-bit basis. The rare thermal spots, meanwhile, are assumed to be “good” thermal regions, which locally obey the eigenstate thermalization hypothesis (ETH). We then reinstate the interactions between the thermal spots and the typical regions; this corresponds to adding interactions of the form \( O_{\text{edge}} O_{\text{th}} \), where the operator \( O_{\text{edge}} \) is a generic local operator (with an expansion in terms of l-bits as described above) and \( O_{\text{th}} \) is an operator on the thermal spot. Spins that are a distance \( x \) from the thermal spot are coupled to it via spin-flip matrix elements of \( O_{\text{edge}} \) that fall off exponentially with \( x \). The spin gets entangled with the thermal spot if this spin-flip matrix element coupling it to the spot exceeds the many-body level spacing of the spot.

The key observation is that spins near the edge of a sufficiently large rare spot invariably entangle with it. Once this happens, the effective level spacing of the spot is reduced (because it is now enlarged by the spins it has “absorbed”); farther-out spins then entangle with the spot if their matrix elements exceed this reduced level spacing. Asymptotically, in dimensions greater than one, a sufficiently large spot invariably induces an instability: when a spot of large surface area \( A \) absorbs the spins that immediately surround it, its level spacing goes down by a factor of \( 2^{-A} \), whereas the matrix element for the next step only decreases by a factor of \( \exp(-1/\zeta) \), where \( \zeta \) is a decay length for the spin-flip couplings. Thus once this “avalanche” starts, it will not stop and the eigenstates of the full sample will be thermal.

C. Main results

We now summarize the main results of our analysis, in the various cases considered, going from the longest-ranged to the shortest-ranged models.

Very long-range power laws \( \alpha < d \).—In this case, delocalization is due to the proliferation of few-spin resonances on the scale of the system size; these resonances are the first to proliferate. The relevant spins in a system of size \( L \) are all coupled to each other with the typ-
rical coupling $J/L^\alpha$; one can thus regard these models as analogous to the all-to-all model, but with an effective coupling that renormalizes with $L$. The all-to-all model has a transition with a critical point that scales as $J_c \sim 1/N^2 \sim 1/L^{2d}$. We can put these two results together and get

$$J_c(L) \sim 1/L^{2d-\alpha}. \quad (3)$$

In these models, the inverse participation ratio in Fock space remains finite throughout the localized phase. Thus the transition here is a Fock-space delocalization transition of the type discussed in Ref. [1].

Equivalently, instead of a length-dependent critical coupling we can define a time-dependent critical coupling using the fact that a resonance at scale $L$ gives rise to hybridization on timescale $t(L) \sim L^\alpha/J(L)$. Thus, $J_c(t) \sim 1/(J_c(t)t)^{(2d-\alpha)/\alpha}$. This then implies

$$J_c(t) \sim 1/t^{(\alpha/2d)}. \quad (4)$$

Intermediate-range power laws, $d < \alpha < 2d$.—In this case, Eq. (3) continues to apply for the critical coupling; however, there are some conceptual differences. In this case, isolated short-range resonances are present at some nonzero density even in the MBL phase. A very rough estimate of the inverse participation ratio, taking into account only nearest-neighbor resonances, is

$$\text{IPR} \sim \exp(-N_{\text{res}}) \sim \exp(-L^d/J(L)) \sim \exp(-L^{\alpha-d}), \quad (5)$$

which evidently vanishes when $\alpha > d$. However, we can relate this case to a Fock-space localization problem as follows: first, we separate out the interaction into a short-range piece that is cut off at a scale that is a small but finite fraction of $L$, and a long-range piece consisting of terms with range comparable to $L$. The short-range piece can be diagonalized in terms of quasi-l-bits (which would be exact l-bits if we neglected the long-range interactions). We then express the long-range couplings in terms of these l-bits; these long-range couplings create resonances that are system-wide in scale, and can be treated as in the all-to-all case.

Faster power laws, $\alpha > 2d$.—In this case, few-spin resonances do not proliferate when $J$ is sufficiently small (even if we do not scale it with system size). In the absence of avalanches, the MBL phase would be stable for small enough $J$, with algebraically localized l-bits. However, avalanches destabilize it (as analyzed in more detail in Sec. [IV]). The critical coupling (or characteristic size scale) for an avalanche is given by

$$J_c(L) \sim \exp(-\text{constant} \times \alpha \sqrt{\log L}). \quad (6)$$

The avalanches in this case are different from those in short-range models, in that they can be spatially sparse clusters of spins. Using the fact that $J_c(L)$ vanishes slower than a power law of $L$, we can deduce that to leading order, $t \sim L^\alpha$ and so

$$J_c(t) \sim \exp(-\text{constant} \times \sqrt{\alpha \log t}). \quad (7)$$

Short-range models in $d > 1$.—For short-range models, we estimate the large-$L$ scaling

$$J_c(L) \sim \exp[-\text{constant}(\log L)^{1/3}]. \quad (8)$$

Once again, $J_c(L)$ vanishes rather slowly as $L \to \infty$, so the length-time relation is $L \sim \log t$. Plugging this in, we find that

$$J_c(t) \sim \exp[-\text{constant}(\log \log L)^{1/3}]. \quad (9)$$

Thus the critical coupling scales to zero extremely slowly as a function of time, and on experimentally realistic timescales it may look essentially time-independent.

Width of transition regions.—We now discuss the width of these transitions: Does the finite-$L$ crossover sharpen up and become a phase transition in the limit of large $L$, or does it remain a crossover?

First, when $\alpha < 2d$, the transition essentially occurs [24] when each sample contains on the order of one resonance on the scale $L$. In the “dynamic” limit we are considering, to leading order we scale $J_c \sim 1/L^{2d-\alpha}$ to keep the expected number of resonances in a sample of size $L$ fixed and $O(1)$. In this leading-order estimate, we find that the width of the crossover region—in which the probability of having an order one number of resonances in a given sample differs appreciably from zero or one—remains a finite fraction of $J_c$ regardless of $L$.

To understand the scaling of the transition region, therefore, we must go beyond this leading-order analysis. As this is not the main focus of the present work, we simply remark that numerical scaling studies of this case [24] observe that the transition sharpens as $L$ is increased.

We now turn to the case when avalanches are involved. Here, we find that the critical region sharpens as $L$ (or $t$) is increased. For concreteness we consider the short-range case in $d > 1$. Here the probability of an avalanche in a system of size $L$ at coupling $J$ is given by

$$P(J, L) \sim L^d \exp(-\text{constant} \times |\log^3 J|). \quad (10)$$

We fix $L$ and look for couplings $J_\pm$ for which the probability of an avalanche is (e.g.) $1/2 \pm w$ respectively (one can think of these, e.g., as quartiles ($w = 1/4$) of the probability distribution). We find that $\log J_+ \sim \log(1/2 + w L^{-d})$ and similarly for $\log J_-$. The transition width can be estimated as

$$\langle \Delta J_c \rangle / J_c^{\text{typ}} \approx \log J_+ - \log J_- \sim (\log L)^{-2/3}. \quad (11)$$

Thus the transition point $J_c(L)$ becomes sharply defined as $L \to \infty$ in this scaling limit: the probability changes from near zero to near one on a change in $J$ that is small compared to $J_c$ itself. We will see below that in this same sense the time-dependent $J_c(t)$ also becomes asymptotically sharply defined. However, one can check that $t_c(J)$ and $t_c(J)$ do not become sharply defined in the same way.
III. HIGHER-DIMENSIONAL SHORT-RANGE SYSTEMS

We now consider \( d \)-dimensional systems with short-range interactions, for \( d > 1 \). For small enough systems or short enough times, avalanche physics may be unimportant and the crossover from localization to thermalization may be best estimated with a Fock-space localization estimate. But if the sample size \( L \) and the time \( t \) are large enough, avalanches will happen at the Fock-space localization estimate of the transition \([30, 31]\), and we need to instead estimate at what coupling these avalanches start. This section examines this estimate in more detail, always assuming that \( L \) and \( t \) are large enough so that the transition is indeed set by the avalanches getting started.

A. Constructing the critical thermal inclusion

We anticipate that the shape of a thermal inclusion is relatively unimportant to its “potency”, and construct inclusions as follows: The first site is “free”, meaning unrestricted. The second site has to neighbor the first site and in order to be resonant with it, the two spins must have have their \( |h_i|’s \) within \( J \) of each other, similarly with the third site, etc. For a given lattice, a rough estimate is that the density of such thermal inclusions of \( \ell \) spins is \( (zJ)^{-(\ell-1)} \) (where \( z \) need not be an integer). A typical such inclusion will have a fractal dimension between 1 and \( d \).

The inclusion consists of spins which are all at approximately the same field \( |h_i| \simeq h \); therefore, the coupling \( J \) and this average field \( h \) set the inclusion’s internal energy scales. In particular, its local spectral functions are concentrated within \( \sim J/\ell \) of energies 0 and \( \pm h \). We anticipate that \( J \) will eventually be taken to zero as we consider the limits of large \( L \) or \( t \), and for small enough \( J \) the bath has a small bandwidth, so the arguments of Ref. [30, 31] apply. Also, we will obtain \( \ell \sim \log^2 J \), which allows us to drop some factors of \( \ell \) in getting the leading behavior.

Consider a typical spin near the inclusion. The most likely way for this spin to get entangled with the inclusion in an eigenstate is via a high-order rearrangement of spins; to get such a rearrangement with energy within \( \lesssim J \) of resonance with the inclusion one needs to include of order \( \sim |\log J| \) other spins in the process. At this scale the matrix element is \( \sim 2^{-|\log J|} \), so vanishes with decreasing \( J \) faster than any power of \( J \). We require this to be smaller than the level spacing of the inclusion, which is \( \sim J2^{-\ell} \), for the inclusion not to absorb this multi-spin rearrangement. To stop this inclusion from growing and thus initiating an avalanche we need the inclusion to be off-resonant with each of the possible multi-spin rearrangements that it can couple to in the surrounding typical spins. The number of these possible \( |\log J| \)-spin resonances grows with decreasing \( J \) no faster than a power of \( J \), so the factor due to all these possible resonances can be neglected relative to the stronger \( J \)-dependence of the matrix element. Thus we need \( 2^{-|\log J|} \lesssim 2^{-\ell} \) to prevent this inclusion from initiating an avalanche. To leading order, the critical size for a rare thermal inclusion is thus \( \ell \simeq \log^2 J \) spins.

Since our approach to finding the most potent inclusion for starting an avalanche is not fully systematic, one might worry about whether there is some more probable inclusion that we have neglected. In order to have a different scaling, it seems like the inclusion would need to either have a bandwidth that depends on \( J \) more slowly than a power law, and/or need to be able to couple to a number of possible multispin rearrangements that grows faster than \( \sim 2^\ell \). With only \( \ell \) spins in the inclusion, neither of these scenarios seem possible.

B. Location and width of the transition

For a given linear system size \( L \), the probability of a thermal inclusion that is large enough to start an
avalanche being present is
\[ P(L, J) \sim L^d J^{-\log^2 J}. \] (12)
The critical coupling then obeys
\[ |\log J_c(L)| \sim [d \log L]^{1/3}. \] (13)
For any finite \( L \) the change at \( J_c(L) \) is not sharp, it is only a crossover, as is almost always the case for phase transitions in finite systems. But we can ask if this crossover sharpens up to a phase transition as we take the limit of large \( L \). The probability that a finite system of \( L^d \) spins has avalanching is \( P(L, J) \sim L^d \exp[-|\log^3 J|] \). The width of the transition region can be estimated by estimating the change, \( \delta J \), in the coupling \( J \) between, say, the values where this probability is 1/4 and 3/4. By this measure the transition does indeed sharpen up as
\[ \frac{\delta J}{J_c(L)} \sim (\log L)^{-2/3} \] (14)
as the limit of large \( L \) is taken. We note that although \( J_c(L) \) becomes asymptotically well-defined, repeating the analogous calculation shows that the \( L \)-driven crossover at fixed \( J \) remains broad: there is no sharply defined critical size \( L_c(J) \) at which avalanches appear.

C. Finite-time scaling

These arguments carry over if we instead consider the transition as a function of time instead of system size. This is more directly relevant to ultracold atomic experiments, which currently seem to be limited more severely by coherence times than by system sizes. We define a finite-time transition point \( J_c(t) \) as that at which the typical spin has become entangled with many other degrees of freedom. At time \( t \) and small \( J \), this happens if the distance \( R \) to the nearest avalanche-inducing rare region satisfies \( t \gtrsim \exp(R/\zeta) \), where \( \zeta \sim 1/(\log J) \). Thus, the probability of a typical spin entangling via an avalanche at time \( t \) is
\[ P(t, J) \sim |\log t|/|\log J|^d \exp(-|\log^3 J|). \] (15)
This gives, to leading order, \( \log J_c(t) \sim -(\log \log t)^{1/3} \). Also, analogously to the reasoning above, \( \delta J/J_c(t) \sim (\log \log t)^{-2/3} \) and the transition is asymptotically well-defined (although the sharpening is extremely slow).

This argument also suggests that, in the avalanche scenario, experiments with ultracold atoms should see an apparent MBL transition at an apparent critical coupling \( J_c(t) \) that is only very weakly dependent on time. This very weak drift of the transition point with time may be challenging to detect (Fig. 1).

D. Properties of the MBL and thermal phases

We briefly discuss the low-frequency dynamics in this nonstandard scaling limit.

First, we consider the MBL “phase”; in this phase, in the frequency regime \( \omega \ll J \), response is dominated by isolated local resonances (i.e., pairs of locally different configurations that hybridize). We count these resonances as follows \([39, 40]\). Given a frequency \( \omega \), response at that frequency is dominated by transitions involving interactions between \( n \) spins such that \( J^n \sim \omega \). The matrix elements of a generic local operator connecting the two resulting hybridized states are of order unity, and the number of such resonances is \( \sim \omega^{-\log \omega/\log J} \). Thus, the probability that a finite system of \( L^d \) spins has avalanching is \( P(L, J) \sim \omega^{-(\log \omega/\log J)} \). This is nevertheless parametrically smaller than \( J \), so a typical sample has a parametrically large window of low-frequency response. There are also contributions to the response due to rare thermal inclusions which are sub-critical in size, but these are subleading to these resonances.

At the transition \( J_c(L) \), our scaling implies that a sample contains \( O(1) \) supercritical inclusion cores. Typical degrees of freedom relax by coupling to these cores. This coupling scales as \( J^{2\alpha} \), where \( \alpha \) is a constant. Using the scaling of \( J_c \) with \( L \), we find that this typical relaxation time scales as \( \tau \sim L(\log L)^{1/3} \). This “Thouless time” of a sample thus grows slightly faster than exponentially with \( L \), as a consequence of our scaling of \( J_c(L) \).

In the thermal phase, at large enough \( L \) and \( t \) so \( J > J_c \), the system contains many thermal inclusions that are large enough to start avalanches. The typical distance between inclusions is \( R = R(J) \sim \exp(\text{constant} \times |\log^3 J|) \). The time for a typical spin to get entangled with the nearest such inclusion is \( \sim J^R \), after which that operator will spread by couplings between inclusions at some butterfly speed \( v_B \sim R J^{-R} \).

IV. Rapidly Decaying Power Laws \( \alpha > 2d \)

We turn next to rapidly decaying power laws, \( 1/r^\alpha \) with \( \alpha > 2d \). For these power laws, the MBL phase remains stable at weak interactions against few-spin resonances, so the channel by which it first thermalizes is an avalanche initiated by a rare supercritical thermal inclusion. We now estimate the size and properties of such an inclusion. As in the previous section, we assume we are at large enough \( L \) and \( t \) so that the transition is indeed set by when the avalanches get started. At smaller \( L \) or \( t \), a Fock-space localization estimate of the crossover may be more appropriate.

A. Constructing the critical inclusion

The main difference between the short-range and power-law cases is that inclusions in the power-law case can be much less compact. We can construct them as
follows: The inclusion has a “core” of closely-spaced resonant spins that has a bandwidth $J$, as in the short range case. As the inclusion adds more spins, it becomes capable of absorbing spins that are increasingly far from its core. For instance, if the inclusion contains $q$ spins, it can grow to $q + 1$ spins by incorporating any spin at a distance $R_q$ such that $1/R_q^{2a} \gtrsim 2^{-q}$. Thus, $R_q \lesssim 2^{n/(2a)}$. The probability of there being a spin within this distance that is resonant with the core of the inclusion is $\sim R_q^d J$. Once this probability reaches one, the inclusion has started an avalanche. The critical inclusion size is thus an inclusion with $\ell$ spins, where

$$\ell \sim \frac{-2a \log_2 J}{d},$$

(16)

with the farthest spin within the inclusion being at a distance $\sim R_\ell \sim J^{-1/d}$ from the core.

B. Location and width of the transition

Given the critical inclusion size (16), one can see that the probability of such an inclusion being present is

$$P(J, L) \sim L^d \exp(-\alpha \times \text{constant} \times \log^2 J).$$

(17)

This gives $\log J_c(L) \sim -\sqrt{(1/\alpha) \log L}$. One can check immediately that this scaling corresponds to a transition that sharpenes in the $L \to \infty$ limit as $(\log L)^{-1/2}$. Note also that the size of the critical inclusion will scale as $\log R_\ell \propto \sqrt{\log L}$, i.e., the critical inclusion, though spatially sparse, does grow slower than algebraically with system size.

C. Finite-time scaling

We now turn from finite-size scaling to finite-time scaling. A typical spin couples to the nearest avalanche, which is a distance

$$R = R(J) \sim \exp(\alpha \times \text{constant} \times \log^2 J)$$

(18)

away, by a multi-spin process that is on shell to within $J$. Since $J \to 0$, it is optimal to use as few powers of $J$ as possible, by only going to second order. To find a partner that is within $J$ in energy, we must typically go a distance $\sim J^{-1/d}$ from the core of the inclusion, so the rate at which a typical spin entangles with an inclusion at distance $R$ is $\sim J^{1+2a/d}/R^{2a}$. However, $R$ increases faster than any power of $J$, so to leading order we obtain the length-time relationship $t(R) \sim R^{2a}$. (Although we did not systematically optimize over all processes, $t(R)$ can not grow parametrically faster than $R^{2a}$.) Therefore the transition happens when $\log J \sim \log^{1/2} t$ and the $t$-driven transition has a width that scales down with $t$ as $\delta J/J_c(t) \sim \log^{-1/2} t$.

D. Properties of the localized and thermal phases

At sufficiently low frequencies in the localized phase, one expects two-level systems to dominate response. For power-law interactions, these are primarily two-site resonances (as opposed to the many-body rearrangements that occur in the short-range case). At a frequency $\omega$, the dominant resonances are those at distance $(J/\omega)^{1/a}$. The low-frequency response will therefore scale as $R(\omega) \sim \omega^{2-d/a}$. At the transition, the bottleneck for relaxation is the rate at which a typical spin couples to the supercritical inclusion (recall that near the transition there are typically $O(1)$ such inclusions per sample of size $L$). To leading order, then, $\tau \sim L^{2a}$. There will be multiplicative corrections due to the $L$-dependence of $J$; however, this dependence is slower than any power of $L$ and we neglect it. In the thermal phase, the inclusions are spaced by $R(J)$ [Eq. (15)], and the Golden-Rule timescale $t(R) \sim R^{2a}/J$ governs the relaxation of typical spins. Operators spread via these inclusions with butterfly speed $v_B \sim (R(J))^{-1/(2a-1)}$; although spreading operators will have power-law tails, when $\alpha > 2d$ the width of the operator front, and therefore $v_B$, remain well-defined (21, 22).

V. ONE-DIMENSIONAL SYSTEMS

In one dimension, the MBL transition in the conventional thermodynamic limit can be determined, not by rare regions that initiate avalanches, but by the localization properties of typical regions. When typical regions have a sufficiently short decay length $\zeta$ for spin-flip interactions, even large avalanches do not propagate far; when this decay length exceeds a critical value, a single avalanche can destabilize the entire system (23, 31). A transition of this sort (involving the spreading of avalanches) has been seen in approximate RG studies of the MBL transition that study very large systems (23, 47). The regime being studied in all of these RG’s is length scales where thermal inclusions large enough to start an avalanche are present. The critical exponents seen in these RG studies are all consistent with the CCFS bound on critical exponents in random systems (18, 19), with the most recent work supporting a Kosterlitz-Thouless-like transition (37). However, exact diagonalization (ED) studies of the transition, which are necessarily confined to small system sizes, find very different apparent critical exponents that are inconsistent with CCFS (27, 30, 51). This suggests that the transitions seen in the ED studies may be in a finite-size regime that is very different from the thermodynamic limit.

One scenario for this discrepancy is that the numerically observed transition in small systems occurs when typical regions develop resonances. In this scenario, avalanches are too rare to be relevant at the numerically accessible system sizes. Then, as one increases the system size, avalanches begin to become relevant and move...
the transition to lower interaction; however, for intermediate sizes, the bottleneck for a transition to occur in a given sample is whether that sample hosts a large enough locally thermalizing rare region to start an avalanche. As the system grows, this avalanche-start “transition” drifts to increasingly small interactions, and for large enough systems takes place inside the MBL phase. It is only once the avalanche-start transition has moved to well below the true avalanche runaway transition that the system will display the asymptotic critical behavior of the thermodynamic limit. But this might not happen until lengths $L$ that greatly exceed those accessible to ED. This scenario is sketched in Fig. 2. In the much-studied case of Heisenberg chains with random on-site fields in the $z$ direction, numerical evidence [36, 52] suggests that the localization length remains short enough to contain avalanches throughout most of the numerically observed localized phase, i.e., the typical-region instability and the avalanche instability occur at comparable interactions.

One can also construct one-dimensional models in which the transition is instead bottlenecked by the density of inclusions out to the large-$L$ limit. For instance, if the microscopic interactions themselves fall off exponentially with a slow enough decay constant, or for a weakly-interacting Anderson insulator with strong hopping and thus a relatively large localization length, starting an avalanche remains the bottleneck even for large system sizes.

For the weakly-interacting and weakly-localized one-dimensional Anderson insulator, we can write out the Hamiltonian in the basis of localized single-particle eigenstates $\alpha$, as follows:

$$ H = \sum_{\alpha} \epsilon_{\alpha} n_{\alpha} + \sum_{\alpha \beta \gamma \delta} V_{\alpha \beta \gamma \delta} c_{\alpha}^{\dagger} c_{\beta}^{\dagger} c_{\gamma} c_{\delta}. $$

Here, the interaction coefficients fall off exponentially with the distance between the centers of the orbitals involved. (Specifically, the typical falloff is exponential, but there is also an exponentially small probability of an $O(1)$ coupling.) Although the interaction here is a four-site coupling rather than the two-site coupling considered earlier, we can construct rare regions analogous to the higher-dimensional short-range case. The role of a spin flip is played here by a particle-hole excitation involving two overlapping localized orbitals. The rare inclusion is a cluster of $l$ nearby such particle-hole excitations that all have the same energy within the interaction $|V|$. These make up a narrow-bandwidth bath with bandwidth $\sim V$. The rest of the argument proceeds as in the $d > 1$ case (Sec. III), giving the same scaling of $J_c(L)$ [Eq. (8)] that we previously found for short-range models.

VI. DISCUSSION

In this work we have argued that, even assuming the MBL transition occurs via an “avalanche” instability, there is a sense in which the transition remains sharp and well-defined in dimensions greater than one. Defining this transition requires taking an unconventional thermodynamic limit, in which the interaction $J$ is reduced in proportion to the critical value $J_c(L)$ that goes to zero as $L \to \infty$. With this scaling, the transition is sharp in this unusual thermodynamic limit, since as $L \to \infty$ the probability that a given sample contains a supercritical inclusion becomes a step function of $(J - J_c(L))/J_c(L)$ (Fig. 1). This transition has some features in common with other extreme value problems, such as the emergence of a sharp density-of-states edge in random matrices [53], which it would be interesting to explore further.

Our estimates imply that in short-range models in $d > 1$, the drift of the apparent transition $J_c(t)$ with the observation time $t$ is extremely weak, and may be effectively unobservable in many experiments. Thus, in practice such experiments may see a constant, well-defined transition $J_c(t)$ that shows no discernible time dependence. However, for models with rapidly decaying power law interactions, such as dipolar systems [19], the time-dependence of $J_c(t)$ is enhanced and might more readily be observed.

A key assumption in this work was that disorder is uncorrelated and drawn from a smooth distribution; thus the same parameter controls the localization parameters of typical regions and the density of rare thermal inclusions. However, if one works in a space of more general...
disorder models—e.g., correlated random potentials, or disorder distributions with sharp peaks at certain specific values—these two properties can be controlled separately. The scaling of the MBL transition might differ in these more general models from what we have discussed above. An extreme case is that of quasiperiodic potentials. Whether avalanches can arise in localized quasiperiodic systems is not known at present, although the single-particle localized state is unstable to weak interactions when ξ is of order unity [29]. In one-dimensional quasiperiodic potentials the probability of finding a sequence of n ≥ 2 adjacent sites that are degenerate to a given threshold is strictly zero. Therefore avalanches, even if they do get started, must grow from seeds that look very different than those considered here.

At the opposite extreme, locally correlated disorder potentials can have an anomalously high density of supercritical inclusions, and thus should be able to exhibit the “true” MBL transition for short-range 1D systems for smaller size samples, perhaps even for those accessible to exact diagonalization.
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