Quantum Monte Carlo study of the itinerant-localized model of strongly correlated electrons: Spin-spin correlation functions
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We perform quantum Monte Carlo simulations of the itinerant-localized periodic Kondo-Heisenberg model for the underdoped cuprates to calculate the associated spin correlation functions. The strong electron correlations are shown to play a key role in the abrupt destruction of the quasi long-range antiferromagnetic order in the lightly doped regime.

INTRODUCTION

The aim of this Letter is to explore the mechanism underlying the abrupt suppression of the long range antiferromagnetic (AF) order observed in the lightly hole-doped cuprates. As is well known the 2d undoped quantum AF exhibits at zero temperature the AF long range order (LRO) that is completely destroyed by a surprisingly low doping. It is very reasonable to assume that the strong electron correlations are at work in this case. Technically, the lightly doped regime is pretty hard to address because, precisely under this condition, the constraint of no double electron occupancy (NDO) is fully at work. This implies that, due to the strong on-site Coulomb repulsion, two lattice electrons cannot hop onto one and the same lattice site regardless of their spin projection. Such a local restriction on a structure of the Hilbert space is very hard to implement analytically in a reliable and controlled manner. Alternative slave-particle mean-field theories that treat the local NDO constraint only globally predict a nonphysically large value of the critical doping.\[^1\]

The NDO constraint drives the theory into a strong-coupling regime, which calls for proper technical tools. Some progress can be achieved by employing the earlier established mapping of the $t-J$ model of strongly correlated electrons onto the Kondo-Heisenberg model at a dominantly large Kondo coupling $\mathcal{D}$. Being a slave-particle theory, such an approach possesses however a few important advantages over the conventional slave-particle theories. First of all, the strength of electron correlations is now encoded into a single global parameter - a Kondo coupling. Varying its magnitude enables us to get important insights as to in what way the strong electron correlations affect the underlying physics. In particular we show that the local NDO constraint is responsible for a rapid destruction of the AF quasi LRO (QLRO) with doping. If the NDO constraint is ignored the QLRO is restored. The critical hole concentration at which the AF QLRO disappears acquires a reasonably low value.

Additionally, the proposed spin-dopon theory explicitly takes into account the dual nature of the constrained lattice electrons. In the underdoped cuprates, one striking feature is the simultaneous localized and itinerant nature of the lattice electrons. Such a duality appears as an explicit manifestation of the local Mott physics and is shown to be a direct consequence of the local NDO constraint.

Moreover, the itinerant-localized model provides a convenient new set of coordinates well suited for numerical simulations. Specifically, one can vary the strength of the electron correlations by simply varying a single global parameter - the (Kondo) coupling between the itinerant and localized electrons. In particular, classical Monte Carlo simulations for large clusters were successfully used in studying the electron spin correlations in the full Ising version of the $2d$ $t-J$ model in the spin-dopon representation.\[^2\] It was shown that the AF LRO disappears already at the doping of the order of a few percent. It was also demonstrated that the NDO constraint is responsible for the smearing out of the magnetic order. However, these results were obtained within a simplified model with the transverse components of the on-site electron spin being self-consistently neglected.

In the present paper, we apply the quantum Monte Carlo (QMC) simulations to explore the quantum spin dynamics of the underdoped cuprates within the standard $SU(2)$ invariant $2d$ $t-J$ model. We intend to explore the issue as to whether or not the NDO constraint still plays a dominant role in the disruption of the magnetic order in the lightly doped regime. One should however keep in mind that the QMC method restricts ourselves to deal with finite temperatures and finite lattice clusters. As a result, this approach cannot capture a true LRO in $2d$. Since the AF correlation length remains finite, we consider a finite-size system away from the critical point. A full theory of such systems is not available yet. However, at sufficiently low doping, the correlation length is much larger than a characteristic cluster size. This manifest itself as a QLRO. What is important is that the QMC method enables us to observe a rapid destruction of the QLRO with increasing doping and the formation of the short range order (SRO) instead. We explicitly demonstrate that the local NDO constraint plays a dominant role in destroying the magnetic order.
at finite doping in the standard \( t - J \) model.

**MODEL**

To start with, let us briefly review the Kondo-Heisenberg-model approach to strongly correlated electron systems. The canonical \( t - J \) model Hamiltonian of strongly correlated electrons reads

\[
H_{t-J} = -\sum_{ij\sigma} t_{ij} \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma} + J \sum_{ij} (\vec{Q}_i \cdot \vec{Q}_j - \frac{1}{4} \tilde{n}_i \tilde{n}_j),
\]

(1)

where \( \hat{c}_{i\sigma} = c_{i\sigma}(1 - n_{i,-\sigma}) \) is the projected electron operator, \( \vec{Q}_i = \sum_{\sigma,\sigma'} \hat{c}_{i\sigma}^\dagger \vec{\tau}_{\sigma\sigma'} \hat{c}_{i\sigma'} \) is the electron spin operator, \( \tilde{n}_i = n_{i\uparrow} + n_{i\downarrow} - 2n_{i\uparrow}n_{i\downarrow} \) and \( \vec{\tau} \) is the Pauli vector, \( \vec{\tau}^2 = 3/4. \) In the underdoped cuprates, one striking feature is a simultaneous display of both localized and itinerant degrees of freedom with the boson being a lattice spin

following this, we introduce the operator \[2\]

\[
\vec{S}_{\sigma} = \sum_{\sigma,\sigma'} f_{\sigma\sigma'} \vec{\tau}_{\sigma\sigma'} f_{\sigma}, \quad \sum_{\sigma} f_{\sigma\sigma}^\dagger f_{\sigma} = 1.
\]

Following this, we introduce the operator \[2\]

\[
D = \frac{f_{\uparrow} \hat{d}_{\downarrow} - f_{\downarrow} \hat{d}_{\uparrow}}{\sqrt{2}}
\]

which destroys the on-site spin-dopon singlet state (holon). The physical electron operator \[2\] then reduces to the spinon-holon decomposition:

\[
\hat{c}_{i\sigma}^\dagger = f_{\sigma}^\dagger D.
\]

(3)

This equation appears as a slave-boson representation of the constrained electron operator in terms of the itinerant and localized degrees of freedom with the boson being a composite state. The itinerant boson (holon) appears as a charged spinon-dopon singlet and it corresponds to a hopping vacancy. The localized lattice spin is represented by a chargless spinon state that transforms as an \( SU(2) \) spinor.

The physical on-site Hilbert space is a 3d one that comprises spin-up, spin-down states, and a vacancy. In terms of the projected electron operators, the NDO constraint to single out the physical Hilbert space takes the form

\[
\sum_{\sigma} (\hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma}) + \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma} = 1.
\]

(4)

Only under this condition are the projected electron operators isomorphic to the Hubbard operators. Within the spin-dopon representation, the NDO reduces to a Kondo-type interaction constraint \[2\]:

\[
\vec{S}_{i} \cdot \vec{s}_{i} + \frac{3}{4} (\hat{d}_{i\uparrow}^\dagger \hat{d}_{i\uparrow} + \hat{d}_{i\downarrow}^\dagger \hat{d}_{i\downarrow}) = 0,
\]

(5)

with \( \vec{s}_{i} = \sum_{\sigma,\sigma'} \vec{\tau}^\sigma_{\sigma\sigma'} \hat{c}_{i\sigma} \) being the dopon spin operator. Equivalently, Eq.\(6\) can be written in the form

\[
\vec{D}_i = \vec{\tilde{n}}_i.
\]

At strong coupling \( \lambda \gg t \), the original \( t - J \) model \[1\] is shown to be equivalent to the lattice Kondo-Heisenberg-type model \[2\]:

\[
H_{t-J} = \sum_{ij\sigma} 2t_{ij} \hat{d}_{i\sigma}^\dagger \hat{d}_{j\sigma} + J \sum_{ij} \vec{S}_{i} (1 - n_{i\downarrow}^d) \cdot \vec{S}_{j} (1 - n_{j\uparrow}^d)
\]

\[
+ \lambda \sum_{i} (\vec{S}_{i} \cdot \vec{s}_{i} + \frac{3}{4} \vec{\tilde{n}}_i), \quad \lambda \rightarrow +\infty,
\]

(6)

where we have dropped the "tilde" sign of the dopon operators, as it becomes irrelevant due to the NDO constraint. The unphysical doubly occupied electron states are separated from the physical sector by an energy gap \( \sim \lambda \). In the \( \lambda \rightarrow +\infty \) limit, i.e. in the limit in which \( \lambda \) is much larger than any other existing energy scale in the problem, those states are automatically excluded from the Hilbert space. In spite of the global character of the parameter \( \lambda \), it enforces the NDO constraint locally due to the fact that the on-site physical Hilbert subspace corresponds to zero eigenvalues of the constraint, whereas the nonphysical subspace is spanned by the eigenvectors with strictly positive eigenvalues. In 1d, Eq.\(6\) reproduces the well-known exact results for the \( t - J \) model \[3\] (see also Appendix).

Close to half filling, where the density of doped holes is small \( \delta := \langle n_{d\uparrow}^d \rangle \ll 1 \), one can make the change \( J \rightarrow \tilde{J} = J(1 - \delta)^2 \). The spin-dopon representation of the \( t - J \) Hamiltonian for the underdoped cuprates then reduces to the Kondo-Heisenberg lattice model at a dominantly large Kondo coupling \[2\]:

\[
H_{t-J} = \sum_{ij\sigma} t_{ij}^{eff} \hat{d}_{i\sigma}^\dagger \hat{d}_{j\sigma} + J \sum_{ij} (\vec{S}_{i} \cdot \vec{S}_{j} - \frac{1}{4}) + \lambda \sum_{i} \vec{S}_{i} \cdot \vec{s}_{i},
\]

(7)

where \( t_{ij}^{eff} = 2t_{ij} + (3\lambda/4 - \mu)\delta_{ij} \) and \( \lambda \gg t, J \).

In the spin-dopon representation \[7\], the on-site Hilbert space is spanned by the vectors \( |\alpha\rangle \), with \( \alpha = \uparrow, \downarrow \).
where the unphysical spin triplet states $\lambda$ respond to zero eigenvalues of $H$ over to the basis constructed out of the eigenstates of $T$.

To get around this problem, it is more convenient to go over to the basis constructed out of the eigenstates of $T$. This leads to a crucial slowdown of the calculations. In the large $p$ limit, the probability of the updating passes to zero.

It seems reasonable to add the fictitious configurations to the true set of states, which restores at small $\tau$ in which case the partition function takes the form:

$$Z = Sp(e^{-\beta H_0}(1 - \int_0^\beta H_1(\tau)d\tau) + \int_0^\beta \int_0^\tau H_1(\tau_1)H_1(\tau_2)d\tau_1d\tau_2 - ...),$$

where $H_1(\tau) := e^{-\tau H_0}H_1 e^{\tau H_0}$.

The representation (12-14) allows us to consider the cases of large and small $\lambda$ on equal footing. In either case, $H_0$ represents a leading contribution to the partition function. In particular, a quasi long-range order restores at small $\lambda$ in which case the $S^zS^z$ interaction term in $H_0$ becomes of the major importance.

In CTWL method, the expansion of the partition function comes in the form of the worldlines states in the imaginary time. It is convenient to rewrite the Hamiltonian in a form suitable for this method:

$$H_\nu = \sum_{ipq} \nu_{pq}(X_i^{mn} + X_i^{mn}),$$

where $\nu_{pq}$ is a set of fictitious amplitudes satisfying $\nu_{pp} = 0$ and $\nu_{pq} = \nu_{qip}$ chosen to improve a convergence. This terms are included in the non diagonal part corresponding to the existence of a worm in the configuration. Since all measurements occur in the absence of the worms, they do not contribute to the final result.

This update allows us to make calculations more effective by adding the fictitious configurations to the true ones. In particular, one is able to run calculation in the grand canonical ensemble keeping at the same time a total number of particles under control.

**METHOD**

In our calculations, we use the Continuous Time World-Line (CTWL) QMC method. Following [9] the algorithm is modified by adding "worms" in the representation of the $X$-operators, which corresponds to the addition of a fictitious term to the Hamiltonian:

$$H_{\nu} = \sum_{ipq} \nu_{pq}(X_i^{mn} - X_i^{nm}),$$

where $\nu_{pq}$ is a set of fictitious amplitudes satisfying $\nu_{pp} = 0$ and $\nu_{pq} = \nu_{qip}$ chosen to improve a convergence. This terms are included in the non diagonal part corresponding to the existence of a worm in the configuration. Since all measurements occur in the absence of the worms, they do not contribute to the final result. This update allows us to make calculations more effective by adding the fictitious configurations to the true ones. In particular, one is able to run calculation in the grand canonical ensemble keeping at the same time a total number of particles under control.

**QMC method** is based on the representation of the partition function in the interaction picture [5]:

$$e^{-\beta H_{\nu}} = e^{-\beta H_0}T_\nu(\exp(-\int_0^\beta H_1(\tau)d\nu)),\quad (12)$$

where $T_\nu$ denotes the $\nu$-ordering operator, and

$$H_{\nu} = H_0 + H_\nu,$$

$$H_0 = H_\lambda + H_2^{\text{diag}},$$

$$H_1 = H_{\text{int}} + H_\nu + H_2^{\text{nondiag}}.\quad (13)$$

The partition function expansion takes the form:

$$Z = Sp(e^{-\beta H_0}(1 - \int_0^\beta H_1(\tau)d\nu) + \int_0^\beta \int_0^\tau H_1(\tau_1)H_1(\tau_2)d\tau_1d\tau_2 - ...),\quad (14)$$

where

$$H_1(\tau) := e^{-\tau H_0}H_1 e^{\tau H_0}.$$
represents the worm boundary, where $ν$ by certain additional prescriptions [10].

The observables are measured in the following way:

$$\langle A \rangle := \frac{\sum_{MC} \langle p | Ae^{-βH} | p \rangle}{\sum_{MC} 1} \quad (16)$$

where $A$ is some operator. Unfortunately in the fermion system we are faced with the sign problem. This problem is connected with the appearance of the negative statistical weights during the calculation.

$$\langle A \rangle = \frac{\sum_{MC} \langle p | Ae^{-βH} | p \rangle \text{sign}(W)}{\sum_{MC} \text{sign}(W)} \quad (17)$$

As a result, the errors increase exponentially with decreasing temperature which rules out an acceptable accuracy at low temperatures. Finally, the adopted algorithm goes through the following steps:

(i) an initial configuration is generated. In fact, the initial configuration selection has no impact on the final result. All possible impacts of this choice are eliminated by thermalization.

(ii) possible updating procedures are chosen randomly. The probabilities of the procedures are not constants but rather depend on the worms and kinks presented in the current configuration. It also should be noted that every procedure has the inverse one. The probabilities of such procedures must be chosen according to those of the direct ones.

(iii) the site $i$ and times $τ_1$ and $τ_2$ are chosen according to the procedure. The site $i$ is chosen directly in case of the worm-dependent procedure and randomly otherwise. Moments of time are calculated in accordance to the probability density calculated for each case.

(iv) the probability $W$ of accepting new configuration is calculated. If $W > R$, where $R$ is a random number from the interval $[0, 1]$, the new configuration is accepted. If the updating procedure is interrupted due to the impossibility of the updates, it corresponds to the case $W = 0$. However, such interruptions are part of the statistics and they occur in accordance with the detail balance.

(v) in case the system has no worms regardless of the accepting of the new configuration, the statistics is supplemented by the new data and the procedure goes back to the step (ii), otherwise the procedure goes to the step (ii) without the data supplementing.

Furthermore, by the fact that the CPU time depends linearly on the lattice size and the average sign remains large enough, which helps to keep errors in acceptable limits, the simulation can be made at a relatively large lattice size. All numerical results were obtained for a $20 \times 20$ lattice cluster with periodic boundary condition. However, this size is not enough to ensure that the finite-size effects have no significant effects on the result. To make these effects negligible the size of the lattice cluster should be extended to at least the $30 \times 30$ one.
Figure 2: Panel (a) and (b) show \( \log g(r) \) for \( J = 0.2t \) (a) and \( J = 0.4t \) (b) with \( T = 0.1t \). Solid (dashed) lines show results obtained for \( t' = t'' = 0 \) (\( t' = -0.27t, t'' = 0.2t \)), respectively.

**RESULTS**

To estimate the dependence of AF order from the doping level we compute the spin-spin correlation function \( g(r) \) for the physical electron operators. This is calculated with \( \sum_i S_i^z = \sum_i s_i^z = 0 \) and a fixed number of dopons, \( \delta \):

\[
g(r) = 4\Delta^{-1}(r) \sum_{ij} \sum_{pq} \langle p | S_i^z + s_i^z | p \rangle \langle q | S_j^z + s_j^z | q \rangle \times \langle X_i^{pp} X_j^{qq} \rangle e^{iK \cdot (R_i - R_j)} \tilde{\delta}(r - |R_i - R_j|),
\]

where \( K = (\pi, \pi) \), \( R_i \) is radius-vector of the site \( i \), \( \Delta(r) = \sum_{ij} \delta(r - |R_i - R_j|) \) and

\[
\tilde{\delta}(x) = \begin{cases} 
1 & \text{if } |x| \leq 0.5a, \\
0 & \text{otherwise,}
\end{cases}
\]

with \( a \) being the lattice constant and \( \langle ... \rangle \) means an average over the spin configurations generated in the QMC run. In all the figures showing \( g(r) \) we use logarithmic scale for the vertical axis. Therefore, for the LRO, QLRO and SRO, the \( g(r) \) should be represented asymptotically by a constant, a logarithmic function, and a straight line, respectively.

Fig.2 displays the electron spin-spin correlators for the different doping levels. The critical hole concentration varies from around \( \delta_c = 0.05 \) at \( J = 0.2t \) to \( \delta_c = 0.08 \) at \( J = 0.4t \). Due to a finite lattice size as well as a finite temperature a true long-range AF order manifest itself as a QLRO even at a very small doping. The suppression of the true LRO corresponds to the destruction of the QLRO due to the emergence of the short-range AF correlations. The obtained values of the critical hole concentrations do not necessarily coincide with the true ones to be computed at zero temperature in the thermodynamic limit. However their magnitudes are reasonably small.

In Fig.3 we report the spin-spin correlators, \( \log g(r) \), for \( J = 0.2t \) and \( J = 0.4t \) at \( \delta_c = 0.05 \) and \( \delta_c = 0.08 \).
for different values of $\lambda$, respectively. It is clearly seen that the QLRO is restored as $\lambda$ decreases. The local NDO constraint plays the dominating role in the destruction of the long-range AF state. At $\lambda > 10t$, the spin-spin correlation functions become almost identical to each other. This indicates that finite but large enough values of $\lambda$ already provide a reliable description of the existing strong correlations. In this limit, the high and low energy itinerant fermions cannot be separated out and this is another manifestation of the duality of the lattice electron nature.

It should be noted that the physical meanings of the Kondo coupling $\lambda$ within the conventional phenomenological spin-fermion model [6] and in our Eq. (2) are completely different. In the former case, it represents a SDW constraint that is behind the rapid suppression of the AF QLRO at surprisingly small doping level. In contrast, any mean-field global treatment of the local NDO constraint plays the dominating role in the destruction of the AF correlation functions become almost identical to each other. Due to the competition between the AF correlations, the AF bonds recover themselves at a much slower rate than the breaking occurs. As a result, in our theory, the only meaningful value of the Kondo coupling is that of $\lambda \gg t$ to take proper care of the NDO constraint.

**CONCLUSION**

To conclude, we investigate the spin-spin correlation functions in the underdoped $t-J$ model numerically by employing quantum Monte Carlo simulations on finite clusters. Our main conclusion is that it is the local NDO constraint that is behind the rapid suppression of the AF QLRO at surprisingly small doping level. In contrast, any mean-field global treatment of the local NDO results in unphysically large values of the critical hole concentration.

The itinerant-localized duality of the lattice electrons offers the following explanation of the rapid destruction of the magnetic order by strong correlations. The localized individual lattice spins become less correlated with each other due to the competition between the AF Correlations (the characteristic energy scale $\sim J$) and the Kondo screening ($\sim \lambda$) of the local spin moments by the conduction dopons. The screening breaks the AF bonds. In case a double occupancy is allowed, this breaking is not very efficient, as it is induced by the small (in this regime) spin-dopon interaction $\lambda$.

As $\lambda$ increases, the screening becomes more effective. Since $1/J \gg 1/t$, the hole dynamics is much faster than the spin one. The broken AF bonds recover themselves at a much slower rate than the breaking occurs. As a result, even a small amount of fast moving dopons (holes) turns out to be, at a large enough $\lambda$, sufficient to completely destroy the AF LRO.

A further possible application of the present approach might be that to theoretically explore an experimentally observed instability towards a formation of a charge order in the pseudogap phase at $\delta \approx 0.1$. There is a strong evidence that the observed charge order is due to strong electron correlations [7]. The spin-dopon representation of the $t-J$ model provides a natural framework to address this problem. By varying $\lambda$, we would be able to vary the strength of the correlations to explicitly explore the impact of the NDO on the charge order formation. This is already in progress and results will be presented elsewhere.

**APPENDIX**

For the $1d$ $t-J$ model, the two leading terms of the ground-state energy expansion in powers of $J/t \ll 1$ are known explicitly. In the present Appendix, we show that the spin-dopon model (21) produces exactly the same result.

As the sign of $t$ is irrelevant, we can fix the Hamiltonian in 1$d$ to take the form

$$H_{t-J} = H_{J=0} + H_{int},$$

where

$$H_{J=0} = H_0 = -2t \sum_{ij\sigma} d_{i\sigma}^\dagger d_{j\sigma} + \frac{3\lambda}{4} \sum_{i\sigma} d_{i\sigma}^\dagger d_{i\sigma} + \lambda \sum_i S_i^z \cdot \vec{s}_i, \quad t > 0,$$

and

$$H_{int} = J \sum_{ij} \vec{S}_i \cdot \vec{S}_j (1 - n_i^d)(1 - n_j^d).$$

The limit $\lambda \to \infty$ reduces the local Hilbert space to that comprising a lattice spin-up state $|\uparrow_i\rangle = |\uparrow 0\rangle_i$, a spin-down state $|\downarrow_i\rangle = |\downarrow 0\rangle_i$ and a vacancy state $|0\rangle_i = |\uparrow\downarrow\rangle_i/\sqrt{2}$. We define the basis of the one-vacancy states as

$$|i, \{\sigma\}\rangle = |\sigma_1 \sigma_2 \ldots 0, \ldots, \sigma_N\rangle,$$

where $\sigma_k = \uparrow \downarrow$ and $\{\sigma\}$ is a multi-index describing an arbitrary set of the lattice spins. The vacancy state $|0\rangle_i$ is a total spin singlet defined above.

The ground state at $J = 0$ is degenerate with respect to spin. We can therefore choose a FM spin configuration. An arbitrary one-hole state is then given by

$$|\Phi\rangle = \sum_i \phi_i |i, \{\uparrow\}\rangle.$$

The energy of such a state is given by

$$\sum_{ij} \langle\Phi | H_{J=0} |\Phi\rangle = - \sum_{ij} t_{ij} \phi_j \phi_i.$$

The corresponding Schrödinger equation reads

$$\sum_j (t_{ij} - E \delta_{ij}) \phi_j = 0.$$
The lowest-energy solution for the nearest-neighbour (nn) interaction reads

\[ \phi_j = 1/\sqrt{N_s}, \quad E_0 = -2t, \]

with \( N_s \) being a total number of the lattice sites.

To consider a state with \( N \) holes one should generalize Eq. (23) to include \( N \) fermionic (hole) states:

\[ |\Phi_N \rangle = \sum_{i_1, i_2, \ldots, i_N} \phi_{i_1, i_2, \ldots, i_N} |i_1, i_2, \ldots, i_N \{\uparrow}\rangle, \]

where the function \( \phi_{i_1, i_2, \ldots, i_N} \) is antisymmetric with respect to the index permutation. A corresponding Schrödinger \( N \)-particle equation can be then written out explicitly. Alternatively, one can quantize Eq. (25) with exactly the same effect. Namely, the \( c \)-valued amplitudes \( \phi_i \) are replaced by the fermion operators

\[ \phi_i \rightarrow \hat{\phi}_i =: f_i, \quad [f_i^+, f_j] = \delta_{ij}. \]

The \( N \)-hole generalization of the Hamiltonian \( H_0 \) then reads

\[ H_0 = -\sum_{ij} t_{ij} f_i^+ f_j, \quad \sum_i f_i^+ f_i = N. \quad (26) \]

This Hamiltonian describes spinless fermions hopping in a 1d lattice. In case of the nn interaction, the ground-state energy becomes

\[ E_0 = -\frac{2t}{\pi} \sin(\pi \delta); \quad \delta = -\frac{N}{N_s} = \frac{1}{N_s} \langle \sum_i f_i^+ f_i \rangle_{H_0}. \]

The spin degeneracy is lifted by the effective spin-spin interaction:

\[ H_{eff} = -\frac{2t}{\pi} \sin(\pi \delta) + J_{eff} \sum_{ij} \vec{S}_i \cdot \vec{S}_j + O(J^2), \quad J \rightarrow 0. \quad (27) \]

We have

\[ J_{eff} = J \langle (1 - f_i^+ f_i) (1 - f_j^+ f_j) \rangle_{H_0} \]

\[ = J((1 - \delta)^2 - \frac{\sin^2 \pi(1 - \delta)}{\pi^2}). \]

In terms of the electron density \( n_e = 1 - \delta \), Eq. (27) becomes

\[ H_{eff} = -\frac{2t}{\pi} \sin(\pi n_e) \]

\[ + J(n_e^2 - \frac{\sin^2 \pi n_e}{\pi^2}) \sum_{ij} \vec{S}_i \cdot \vec{S}_j + O(J^2), \quad (28) \]

which agrees with the Bethe-ansatz result obtained for the canonical \( t - J \) model given by Eq. (12).
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