Key frame extraction for Human Action Videos in dynamic spatio-temporal slice clustering
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Abstract. Detecting representative frames in videos based on human actions is quite challenging because of the combined factors of human pose in action and the background. This paper proposed a key frame extraction algorithm based on dynamic spatio-temporal slice clustering. This algorithm firstly uses the dynamic spatio-temporal slice position selection method based on the human mask heat map to calculate the position of slice to realize the dynamic selection of slice positions, then complete the extraction of spatio-temporal slice images. After clustering the spatio-temporal slice images, this method extracts key frames according to the clustering results. The experimental results prove the validity of spatio-temporal slice location selection method, the proposed algorithm can effectively solve the problems of information redundancy and key information missing in existing methods. We conduct experiments on a challenging human action dataset UCF101 and show that our method can detect key frames with high accuracy.

1. Introduction
In the modern era, video has become an important way for people to spread information on the Internet. In recent years, the number of videos on the Internet has increased significantly. How to quickly and effectively find the required video clips in a large number of videos has become a hot topic. In particular, a large proportion of these videos depict events about people such as their activities and behavior.

Video is composed of continuously changing image frames, and people call the frames that can effectively represent the main content of the video in this continuous image frame as key frames. Through the extraction of video key frames, it can effectively reduce redundant information and facilitate subsequent processing. Key frame extraction technology plays an important role in the field of video processing.

This paper is organized into five sections. The following section discusses some of the related important earlier work. The third section presents the proposed method. This is followed by Sect. 4, comprising the outcome of our experimentation and comparison with associated results of other state-of-the-art methods. In Sect. 5, a general conclusion and some future perspectives are proposed.

2. Related work
The common key frame extraction technology mainly includes:(1) Key frame extraction based on video motion information[10]; (2) Key frame extraction based on video content information[11]; (3) Key frame extraction based on video shots information[8]; (4) Key frame extraction based on clustering[9].

The first method extracts and analyzes the motion information in the video to achieve the key frame extraction. Wlof W[2] uses optical flow analysis to measure the motion in a shot and select key frames
at the local minima of motion and proposed a hierarchical key frame selection methodology in which first classify shots into categories and then apply key frame selection algorithms appropriate to each category.

The second method uses the texture, color, shape and other underlying features of each frame in the video frame sequence as the basis for key frame extraction. The size of feature difference between adjacent frames can effectively reflect the change of video content, so the key frame can be extracted according to this feature. Li et al. [3] present a content-based multi-keyframe abstraction to make an effort through exploring the temporal and semantic feature correlations among videos with overlapping views, and selecting the most representative frames for condensed abstraction using weighted correlation map.

In the third method, video is divided into independent shots, and the image frames with fixed positions in each lens are selected as key frames.

Last method makes full use of the relevance of information between video shots and within video shots, clusters videos according to the distance information between video frames, and selects one frame from each cluster as the key frame. Common clustering methods include k-means algorithm, hierarchical clustering algorithm [4], etc. This kind of method is widely used because of its good extraction performance. So in this paper, the clustering algorithm is improved. Liu et al. [1] proposed a Pyramid Motion Feature (PMF) for each frame of an action sequence, and use the AdaBoost learning algorithm to select key frames for each action sequence. Yan et al. [7] proposed a novel deep two-stream ConvNets based key frame detection model, which combines the advantages of CNN model and LDA. They also proposed a novel automatically generating label method to train the deep key frame detection model. Gharbi et al. [12] proposed a method called key frame extraction by graph clustering (KEGC) and use local description computed around interest points. They use local frames description to have significant and robust features representing the different objects in the frame.

3. Proposed Approach

3.1. Spatio-temporal slice
Spatio-temporal slicing is a video analysis method, which extracts a certain pixel from each frame of the video sequence and synthesizes a two-dimensional image containing spatio-temporal information to express the motion information in the video [13]. The implementation details of the algorithm are as follows:

A row (column) of pixels is extracted at a fixed position of each frame, and then a pair of two-dimensional images with ordinate (abscissa) as pixels and ordinate (abscissa) as time are synthesized in time order. As a result, the whole video is condensed with one image. The synthesized image is equal to slicing a video sequence, so it can be called spatio-temporal slice image, as shown in Figure 1.

Figure 1 Schematic diagram of spatio-temporal section position selection.
Spatio-temporal slicing only processes part of the pixel information in the video, so the computational complexity of this method is lower than other video analysis methods. At the same time, it does not need to consider the contour information of the moving object when analyzing the related information of the moving object in the video through the spatio-temporal slice, so this method has
strong anti-interference ability. Even if the target is partially or completely occluded by other objects in a short time, it will not have much impact on the results.

3.2. Dynamic spatiotemporal slice location selection method

Spatio-temporal slice image is the concentration of video information, and its result is directly related to slice location. If the selection is not correct, even if the best clustering algorithm is used, the accurate key frame cannot be obtained. The common horizontal or vertical slicing is to select the horizontal or vertical extension line of the video center as the temporal and spatial slicing location, which may not be able to achieve the most effective extraction of information in the video.

In order to solve this problem, this paper extracts the human mask from the video image and calculates the corresponding human mask heat map, so as to achieve a more accurate expression of the human motion region, and select the row and column position with the highest intensity as the Spatio-temporal slice location. The algorithm details of human mask heat map is as follows:

First, Yolact++ is used to extract the human mask. Yolact++ [14] can detect objects and segment instances at the same time. Yolact++ is improved on the basis of Yolact. Yolact has two parallel network branches. In the first branch, a set of "prototype masks" with the same size as the input image are generated by using full convolution network; The second branch is to predict the "mask coefficient" of each target detection frame on the basis of target detection. Finally, the prototype mask and mask coefficient are combined linearly to complete the task of instance segmentation.

Second, only the pixel values of the original image region corresponding to the human mask region in each frame are retained to obtain the human contour image, and the image is saved.

Then, the human body contour is binarized. Considering that there may be a small amount of edge information in the human body contour, the binarization threshold is set to 5 to get the binarized human body contour. A frame of the body contour map and Binary body contour map in test video “v_Shotput_g19_c03” is shown in Figure 2.
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Figure 2  A frame of the body contour map and Binary body contour map in test video “v_Shotput_g19_c03”.

Finally, the binary human contour image is accumulated frame by frame, and the values of each pixel are normalized to between 0 and 1. In this paper, the image is named human mask heat map (HMMH). The formula is as follows:

\[ I_{\text{mask}}(x,y) = \frac{\sum I_i(x,y)}{\max \sum I_i(x,y)} \]  \hspace{1cm} (1)

\( I_{\text{mask}}(x,y) \) is the final human mask heat map. A human mask heat map of test video “v_Shotput_g19_c03” is shown in Figure 3. We can see that areas with higher motion intensity have brighter colors.
The human mask heat map can well reflect the area and intensity of human movement in the whole video, whether in static or dynamic background. Therefore, the location of dynamic spatio-temporal slice obtained by this method can make the extracted image contain more abundant information.

3.3. Clustering and key frame determination

After obtaining the slice location, the spatio-temporal slice image corresponding to the video can be obtained. It is necessary to cluster the image according to the time axis direction, so as to obtain the clustering results divided according to the time axis. After merging some clustering results, the image frames corresponding to the clustering centers of each category will constitute key frames.

In clustering the image, this paper chooses the K-means clustering method, but considering the continuity of the time dimension of the spatio-temporal slice image, the following modifications are made:

1) The updating method of cluster center: When each category has a new sample added, the cluster center of this category will change. In K-means algorithm, the mean value of each class sample is taken as the new cluster center. However, since the spatio-temporal slice image is clustered along the time direction, the clustering center of each class should be a certain frame. The new clustering center obtained by K-means algorithm may not correspond to the frame sample. In order to solve this problem, when changing the clustering center of each class of samples, it is necessary to calculate the average value of all samples of each class, The nearest sample from each cluster is selected as the new cluster center.

2) New distance calculation method: the distance between frames in video data is not only related to the sample data, but also related to the time gap between samples. Therefore, these two factors should be taken into account in the calculation of inter frame distance. Finally, the calculation formula of the distance between samples is as follows:

$$\text{dis}(i,j) = \frac{\| \text{slice}(i) - \text{slice}(j) \|}{\sum_{f} d(f)}$$

The smaller the distance between two frames, the more similar the two images are.

4. Experimental analysis

4.1. Dataset

Since there is no benchmark dataset for key frame detection in human action videos, we conduct our key frame detection experiments on a challenging dataset for video based human action recognition, namely UCF101[15]. This dataset consists of 101 actions classed with 13,320 video clips. It has at least 100 video clips for each action category. Besides its 101 categories, UCF101 has coarse definitions which divide the videos into human-object interaction, human-human interaction, body movement, musical instrument playing and sports. In these five kinds of videos, three videos are selected for each class, and a total of 15 videos are used as experimental data.
4.2. Evaluation of Experiments

At present, there are many commonly used evaluation criteria in the field of video key frame extraction, precision ratio and recall ratio are widely used in the field of key frame extraction. This paper selects these two indicators to evaluate the performance of this method.

(1) recall ratio

Recall ratio can be used to measure the degree of missing key frames. The calculation formula is as follows:

\[ R = \frac{N_c}{N_c + N_m} \times 100\% \]

(3)

where \( N_c \) is the number of correct keyframes to be extracted, and \( N_m \) is the number of keyframes missed.

(2) precision ratio

Precision ratio can be used to measure the accuracy of key frame extraction. The calculation formula is as follows:

\[ P = \frac{N_f}{N_c + N_f} \times 100\% \]

(4)

where \( N_f \) is the number of misdetected keyframes.

4.3. Experiments Analysis

The recall ratio and precision ratio of different algorithms are shown in Table 1. It can be seen from the table that recall ratio and precision ratio of our method is higher than the most of the existing classical algorithms, indicating that the proposed method is effective. The main reason of such result is that Spatio-temporal slicing only processes part of the pixel information in the video and HMHM can achieve the most effective extraction of information in the video.

| Methods                           | Recall ratio | Precision ratio |
|-----------------------------------|--------------|-----------------|
| Histogram[6]                      | 62.92\%      | 59.07\%         |
| Traditioinal spatio-temporal slice[13]| 68.55\%    | 65.31\%         |
| Weighted multi-view[16]           | 87.28\%      | 81.53\%         |
| Deep Key Frame Extraction[17]     | 94.54\%      | 92.17\%         |
| **Our method**                    | **95.66\%**  | **92.68\%**     |

5. Conclusions

In this paper, we propose a key frame extraction method based on dynamic spatio-temporal slice clustering. At the same time, this paper proposes a dynamic spatiot-temporal slice location method based on the human mask heat map (HMHM). Through the dynamic spatio-temporal slice location selection method, we get the spatio-temporal slice location which is in line with more abundant information. After getting the spatio-temporal slice according to this location, the improved clustering algorithm is used to get the required key frame. By taking advantage of adaptive spatiot-temporal slice location, the effect of key frame extraction has a great improvement, which point was verified by a serious experimental results.

It is worth mentioning, some misdetection are observed in our method. Note that the proposed method did not remove noise to improve the performance. In the future, a noise removing algorithm can be utilized to address the misdetection issues of the proposed approach and thus for further improvement of the overall detection accuracy.

In our future work, we aim to build a deep model using more effective unsupervised clustering algorithm. Besides, the proposed algorithm is aimed at human action videos. We hope to carry out relevant research on all videos in future research.
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