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Abstract

In this paper we design and analyze an explicit partitioned procedure for a 2D dynamic local-to-nonlocal (LtN) coupling problem, based on a new nonlocal Robin-type transmission condition. The nonlocal subproblem is modeled by the nonlocal heat equation with a finite horizon parameter \( \delta \) characterizing the range of nonlocal interactions, and the local subproblem is described by the classical heat equation. We consider a heterogeneous system where the local and nonlocal subproblems present different physical properties, and employ no overlapping region between the two subdomains. We first propose a new generalization of classical local Neumann-type condition by converting the local flux to a correction term in the nonlocal model, and show that the proposed Neumann-type boundary formulation recovers the local case as \( O(\delta^2) \) in the \( L^\infty \) norm. We then extend the nonlocal Neumann-type boundary condition to a Robin-type boundary condition, and develop a local-to-nonlocal coupling formulation with Robin-Dirichlet transmission conditions. To stabilize the explicit coupling procedure and to achieve asymptotic compatibility, the choice of the coefficient in the Robin condition is obtained via amplification factor analysis for the discretized system with coarse grids. Employing a high-order meshfree discretization method in the nonlocal solver and a linear finite element method in the local solver, the selection of optimal Robin coefficients are verified with numerical experiments on heterogeneous and complicated domains. With the developed optimal coupling strategy, we numerically demonstrate the coupling framework’s asymptotic convergence to the local limit with an \( O(\delta) = O(h) \) rate, when there is a fixed ratio between the horizon size \( \delta \) and the spatial discretization size \( h \).
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1. Introduction

In the last decades, there has been an increasing interest in the simulation of nonlocal integro-differential equations (IDEs) such as nonlocal diffusion and peridynamics\cite{1-19}, since they can describe phenomena not well represented by classical Partial Differential Equations (PDEs). The nonlocal models with integral operators in space allow for the description of long-range interactions and reduce the regularity requirements on problem solutions, and therefore provide exceptional simulation fidelity for a broad spectrum of applications such as fracture mechanics, anomalous subsurface transport, phase transitions, image processing, multiscale and multiphysics systems, magnetohydrodynamics, and stochastic processes.

However, despite the nonlocal IDEs’ improved accuracy, the usability of nonlocal models could be hindered by several modeling and numerical challenges such as the unconventional prescription of nonlocal boundary conditions, the calibration of nonlocal model parameters and the expensive computational cost. Moreover, in real-world applications nonlocal effects are often concentrated only in some parts of the domain, and in the remaining parts the system can be accurately described by a PDE. Thus, local-to-nonlocal coupling strategies are required such that the resultant coupling framework can support the nonlocal model near the regions where the nonlocal interaction occurs as well as the efficient classical PDE model employed for the other parts. In recent years, many strategies have been
proposed to couple local-to-nonlocal or two nonlocal models with different nonlocality [20, 39]. Just to name a few, examples include the optimal-control based coupling method [24, 27], the overlapping partitioned procedure with Robin conditions [40], the Arlequin method [22, 23], the Morphing approach [21, 28, 38], the quasi-nonlocal coupling method [26, 41], the force-based blending method [29, 42], the splice method [32], the varying horizon method [20, 31–33, 43–47], the submodeling approach [33–35], and so on. However, most of the above local-to-nonlocal coupling approaches focus on the scenario where the local and nonlocal models are physically consistent, i.e., when the nonlocal interaction range $\delta$ shrinks, the nonlocal model converges to the local model, and there is no jump of the physical properties across the local-nonlocal interface. To the authors’ best knowledge, there is very little work on dynamic local-to-nonlocal coupling approaches for heterogeneous domains where the local and nonlocal regions present dramatically different physical properties, although those approaches are required for applications with both nonlocal effects and multiscale/multiphysics dynamics.

Therefore, we aim to develop a dynamic local-to-nonlocal coupling method based on an explicit coupling partitioned procedure with transmission conditions applied on the sharp interface, so that the method is capable of handling the physical property jumps across the interface. For concreteness, in this paper we focus on coupling the nonlocal heat equation with the classical heat equation, although the proposed technique is applicable to more general problems. The numerical approximation of this type of heterogeneous system is challenging, due to potential numerical instabilities in coupling schemes for domain-decomposition problems and the nonlocal effects involved. Specifically, the local-to-nonlocal coupling method for heterogeneous systems presents both modeling and numerical difficulties/desired properties:

- To apply the transmission condition on the nonlocal side, a nonlocal boundary condition on the sharp interface is required. However, in general nonlocal boundary conditions must be defined on a layer surrounding the domain. Therefore, new definitions of the nonlocal boundary conditions are required when only the surface data are available at the sharp local-to-nonlocal interface.

- A key feature in the discretization of nonlocal models has been the concept of asymptotic compatibility [48], meaning that the nonlocal discretization has to recover a corresponding local model as both the nonlocal interaction range $\delta$ and the characteristic discretization lengthscale are reduced at the same rate. To ensure that the local-to-nonlocal coupling model recovers a well-understood classical limit, it is advocated that the developed coupling framework should also preserve asymptotic compatibility.

- In explicit coupling partitioned procedures, both the local and nonlocal subproblems are solved only once per time step and do not satisfy exactly the coupling transmission conditions. As a consequence, the work exchanged between the two subproblems is not perfectly balanced and this may induce instabilities in the coupling scheme. Therefore, stabilization strategies are required to develop a robust explicit coupling method with partitioned procedure.
In this paper, we address the above three difficulties with three steps. Firstly, to resolve the modeling difficulty of defining the nonlocal transmission condition we introduce a nonlocal boundary treatment that is designed to convert the local Neumann-type boundary conditions defined on sharp surfaces into nonlocal volume constraints in the nonlocal model, and rigorously prove that this nonlocal boundary value problem recovers the desired local Neumann problem with an optimal $O(δ^2)$ rate as the nonlocal interaction range $δ \to 0$. Based on the nonlocal Neumann-type boundary condition, we further develop the nonlocal Robin-type boundary condition on a sharp surface. Although there are several previous attempts to tackle the conversion of surface data and nonlocal volume constraints (see, e.g., [40, 49–54]), to the authors’ best knowledge the proposed formulation has for the first time provided a Robin-type boundary condition for nonlocal problems and obtained the optimal second order asymptotic convergence to the local limit. Secondly, to ensure the asymptotic compatibility of the nonlocal solver, based on the new formulation for nonlocal boundary condition we develop an asymptotically compatible meshfree discretization method with the generalized moving least squares (GMLS) approximation framework [55, 56]. In the last part of the paper, we investigate a stabilization strategy for coupling local and nonlocal heat equations. In classical domain-decomposition problems, the Robin transmission condition, which is a linear combination of the Dirichlet and Neumann transmission conditions, has been proven to be very efficient in enhancing the coupling stability in explicit partitioned procedures (see, e.g., [57–60]). Therefore, to resolve the last difficulty we propose an explicit partitioned procedure based on the developed Robin-type boundary condition applied on the sharp local-to-nonlocal interface, improving upon the implicit partitioned procedure with overlapping regions found in the literature [40]. In the nonlocal subdomain, the proposed Robin-type transmission condition is applied on the interface and the nonlocal heat equation is discretized with the meshfree discretization method. In the local subdomain, classical Dirichlet transmission condition is applied, while the classical heat model is discretized with finite elements. To investigate the optimal coupling strategy for this partitioned coupling framework, we develop stability analysis in general geometries for predicting the values of the optimal Robin coefficients numerically.

The paper is organized as follows. We first present in Section 2 governing equations of nonlocal and local models and the discretization methods, respectively. In Section 3 a nonlocal Robin-type boundary condition based on sharp surface data is proposed: we firstly develop a nonlocal Neumann-type boundary condition and provide a consistency result for the resultant nonlocal boundary value problem in Section 3.1, then generalize the nonlocal Neumann-type boundary condition to a nonlocal Robin-type boundary condition in Section 3.2. The consistency of the proposed Robin-type boundary condition is then numerically verified in Section 3.3 where the optimal $O(δ^2)$ convergence to the local limit is obtained. With the developed nonlocal Robin condition, the coupling procedure is detailed in Section 4. For the full partitioned algorithm presented in Section 4.1 in Section 4.2 we present stability analysis for the fully discretized problem and develop a numerical approach to approximate the optimal Robin coefficient. In Section 4.3 we then demonstrate the performance of this coupling framework and verify the optimal coefficient with convergence and patch tests. To investigate the capability of this coupling framework on more complicated scenarios, we also test
the flexibility of this method for problems with different domain settings. Section 5 summarizes our findings and
discusses future research.

2. Preliminaries on Local and Nonlocal Models

Figure 1: Notations for representative domain decomposition settings. The nonlocal subdomain \( \Omega_{nl} \) is represented by the green and red regions together, local subdomain \( \Omega_l \) is represented in blue, the sharp interface \( \Gamma_i \) is highlighted by red. Nonlocal Dirichlet boundary condition is given on \( \partial \Omega_{nl} \), and nonlocal Robin transmission condition is applied on the red region \( \partial \Omega_l \). On the local subdomain, Dirichlet boundary condition is given on \( \partial \Omega_l \) and Dirichlet transmission condition is applied on \( \Gamma \).

In this section, we define the formulation for the solution \( u(x) \) in a two-dimensional body occupying the domain \( \Omega \subset \mathbb{R}^2 \). The domain \( \Omega \) is composed of two parts: the nonlocal subdomain \( \Omega_{nl} \) (as shown by the green and red regions in Figure 1) where the problem is described by a nonlocal model based on integro-differential equations, and the classical theory subdomain \( \Omega_l \) (as shown by the blue region in Figure 1) occupied by a local model described by classical PDEs. To develop a nonoverlapping coupling framework, for both the local and nonlocal models the interface boundary conditions are applied on a 1D curve, which is marked as \( \Gamma_i \). On \( \Gamma_i \), a classical Dirichlet type boundary condition is applied on the local side. In the nonlocal solver, to impose a generalization of the Robin type boundary condition on \( \Gamma_i \), a modified nonlocal formulation is applied in a collar region \( B\Omega_i \). For the external boundary conditions, we assume that suitable Dirichlet boundary conditions are imposed on the local and nonlocal subdomains, without loss of generality. Specifically, on the external boundary of the nonlocal side, the Dirichlet boundary condition is applied on a collar consisting of all points outside the domain that interact with points inside the domain, which is marked by \( \partial \Omega_{nl} \) (as shown in grey in the left plot of Figure 1). On the external boundary of the local side, the Dirichlet boundary condition is applied on a sharp 1D curve \( \Gamma_d \).

Although the proposed technique is applicable to more general problems, in the local subdomain \( \Omega_l \) we model the problem with a classical heat equation. In the nonlocal subdomain \( \Omega_{nl} \) we consider a nonlocal integro-differential equation (IDE) which is a nonlocal analog to the classical heat equation. We also assume that \( \Gamma_i \) and \( \Omega_{nl} \) are both bounded and connected. Note that since the local and nonlocal regions interact on a sharp interface \( \Gamma_i \), the proposed coupling framework can be applied on the general heterogeneous local-to-nonlocal (LtN) coupling problems when there is large jump in physical (diffusivity) properties across the local-nonlocal interface \( \Gamma_i \). Further details of the local and nonlocal problems will be described in Sections 2.1 and 2.2 respectively, and we leave the discussions of Robin transmission conditions on the coupling interface to a later Section 3.
2.1. Nonlocal Heat Problem

For the nonlocal subproblem we study compactly supported nonlocal integro-differential equations (IDEs) with radial kernels:

\[
\begin{align*}
\dot{u}_{nl}(x, t) - \alpha_{nl} \mathcal{L}_\delta u_{nl}(x, t) &= f_{nl}(x, t), \quad x \in \Omega_{nl} \\
u_{nl}(x, t) &= u_{nl}^\partial(x, t), \quad x \in B\Omega_d \\
u_{nl}(x, 0) &= \nu_{IC}(x), \quad x \in \Omega_{nl}
\end{align*}
\]

where \( \mathcal{L}_\delta u_{nl}(x, t) := 2 \int_{B(x, \delta)} J_\delta(|x - y|)(u_{nl}(y, t) - u_{nl}(x, t))dy. \) (2.1)

Here \( B(x, \delta) \) is the ball centered at \( x \) with radius \( \delta \), \( u_{nl}(x, t) \) is the nonlocal solution, \( \dot{u}_{nl}(x, t) \) is the first derivative in time of \( u_{nl}(x, t) \), \( \alpha_{nl} \) denotes the diffusivity coefficient for \( \Omega_{nl} \), and \( f_{nl}(x, t), u_{nl}^\partial(x, t) \) are given data and nonlocal Dirichlet boundary condition, respectively. \( \nu_{IC}(x) \) is the initial condition. The kernel function \( J_\delta : \mathbb{R} \to \mathbb{R} \) is parameterized by a positive horizon parameter \( \delta \) which measures the extent of nonlocal interaction. In this nonlocal setting every point in a domain interacts with a neighborhood Euclidean ball of surrounding points \( B(x, \delta) \). Therefore, the external boundary conditions are no longer prescribed on a sharp interface \( \partial \Omega_{nl} \), but on a layer of thickness \( \delta \) surrounding the domain that we refer to as \( B\Omega_d \).

In this paper we further take a popular choice of \( J_\delta \) as a rescaled kernel given by [52]

\[
J_\delta(|\xi|) = \frac{1}{\delta^d} J \left( \frac{\|\xi\|}{\delta} \right),
\]

(2.2)

where \( J : [0, \infty) \to [0, \infty) \) is a nonnegative integrable function with \( \int_{\mathbb{R}^d} J(|z|)|z|^2dz = 2 \). Similar as in [49], we assume that \( J(r) \) is nonincreasing in \( r \), strictly positive in \( r \in [0, 1] \) and vanishes when \( r > 1 \). It can be shown that at the limit of vanishing nonlocality, i.e. as \( \delta \to 0 \), the above nonlocal diffusion operator \( J_\delta \) converges to the classical Laplacian \( \Delta \) operator (see, e.g. [49, 56]):

\[
\mathcal{L}_\delta v(x) = \Delta v(x) + O(\delta^2)D^{(4)}v(x),
\]

(2.3)

where \( v \) is a sufficiently smooth function and \( D^{(4)} \) is a combination of the fourth-order derivatives of \( v \). Examples of properly scaled kernels in 2D include

\[
J_\delta^1(r) = \begin{cases} 
\frac{4}{\pi \delta^2}, & \text{for } r \leq \delta; \\
0, & \text{for } r > \delta;
\end{cases}
\]

and \( J_\delta^2(r) = \begin{cases} 
\frac{3}{2 \pi \delta^3 r}, & \text{for } r \leq \delta; \\
0, & \text{for } r > \delta.
\end{cases}
\]

To discretize the nonlocal subproblem spatially, we employ a meshfree quadrature rule based on the generalized moving least squares (GMLS) approximation framework [55]. In the following we consider the Dirichlet-type boundary conditions only, leaving the Robin-type boundary condition on \( \Gamma_i \) to Section [3]. The nonlocal subdomain \( \Omega_{nl} \) and
the nonlocal volumetric boundary \( B\Omega_d \) are discretized by a collection of points \( \chi_h = \{ x_i \}_{i=1,2,\ldots,N_p} \subset \Omega_{adj} \cup B\Omega_d \), where

\[
h := \sup_{x_i \in \chi_h} \min_{1 \leq j \leq N_p, j \neq i} |x_i - x_j|
\]

is a length scale characterizing the resolution of the point cloud, and \( N_p \) denotes the total number of points. Similar as in \([56]\), here we assume that the point set is quasi-uniform. For each point \( x_i \in \chi_h \), denoting the set of indices for points in \( B(x_i, \delta) \) as

\[
I(x_i) \equiv I(x_i, \delta, \chi_h) \equiv \{ j \in \{ 1, \ldots, N_p \} : |x_i - x_j| < \delta \},
\]

and \( \#I(x_i) \) as the number of indices in \( I(x_i) \), we then aim to reconstruct a degree \( m \) polynomial approximation \( s_{n,\chi,h}(x, t) \) for the nonlocal solution \( u_{nl,\delta}(x, t) \) in \( B(x_i, \delta) \). Specifically, define as a basis for the \( m \)-th order polynomial space \( \pi_{m}(\mathbb{R}^2) \) the set \( \{ p_1(x), p_2(x), \ldots, p_Q(x) \} \), \( s_{n,\chi,h} \) is the solution to the optimization problem

\[
s_{n,\chi,h}(x, t) = \arg\min_{p \in \pi_{m}(\mathbb{R}^2)} \left\{ \sum_{j=1}^{N_p} \left[ u_{nl,\delta}(x_j, t) - p(x_j) \right]^2 w(x_i, x_j) \right\},
\]

where \( w(x, y) \) is a translation-invariant positive weight function with compact support \( \delta \):

\[
w(x, y) := \Phi(x - y) = \begin{cases} 
(1 - \frac{|x - y|}{\delta})^4, & \text{when } |x - y| \leq \delta, \\
0 & \text{when } |x - y| > \delta.
\end{cases}
\]

Here we note that for a quasi-uniform pointset with sufficiently large ratio \( \delta/h \), the optimization problem possesses a unique solution \([61]\)

\[
s_{n,\chi,h}(x, t) = \tilde{u}_\delta(t)DP(P^TDP)^{-1}R(x),
\]

where

\[
\tilde{u}_\delta(t) := (u_{nl,\delta}(x_j, t) : j \in I(x_i))^T \in \mathbb{R}^{\#I(x_i)}, \quad P := (p_k(x_j))_{j \in I(x_i), 1 \leq k \leq Q} \in \mathbb{R}^{\#I(x_i) \times Q},
\]

\[
D := \text{diag}(\Phi_{x_j}(x_i - x_j) : j \in I(x_i)) \in \mathbb{R}^{\#I(x_i) \times \#I(x_i)}, \quad R(x) := (p_1(x), \ldots, p_Q(x))^T \in \mathbb{R}^Q.
\]

Note that when \( u_{nl,\delta} \in \pi_{m}(\mathbb{R}^2) \), the above reconstruction is exact, i.e., \( s_{n,\chi,h}(x, t) = u_{nl,\delta}(x, t) \). We then employ the reconstruction to evaluate the nonlocal model in \((2.1)\) and obtained the semi-discretized formulation for \( \tilde{u}_\delta(t) \):

\[
\tilde{u}_{nl,\delta}(x_i, t) - 2\alpha_{nl}\tilde{u}_\delta(t)DP(P^TDP)^{-1} \int_{B(x_i, \delta)} J_d(|y - x_i|)(R(y) - R(x_i))dy = f_{nl}(x_i, t).
\]

For further details on analysis and implementation of the meshfree quadrature rule we refer the interested readers to the previous work \([53\text{--}56]\), where we have employed this meshfree quadrature rule to develop asymptotically compatible spatial discretizations for static nonlocal diffusion model and peridynamics. To discretize \((2.8)\) in time, in this paper
we employ the backward Euler scheme for simplicity and solve for $(U_\delta)^k_j \approx u_{nl,\delta}(x_j, t^k)$ with:

$$
\frac{1}{\Delta t}((U_\delta)^{k+1}_j - (U_\delta)^k_j) - 2\alpha_{nl} h_{\delta}^{k+1} DP(p^T DP)^{-1} \int_{R(x_j, \delta)} J_\delta(|y - x_j|)(R(y) - R(x_j))dy = f_{nl}(x_j, t^{k+1}),
$$

with Dirichlet boundary condition $(U_\delta)^k_j = u_{nl}^D(x_j, t^k)$ for $x_j \in B\Omega_d$. Here $\tilde{u}^k_j = ((U_\delta)^k_j : j \in I(x_j))^T \in \mathbb{R}^n$. In the following we refer the nonlocal numerical solution with spatial discretization length scale $h$ at the $M$-th time step as $u_{nl, \delta}^M$.

2.2. Local Heat Problem

For the local subproblem we consider the classical heat equation

$$
\begin{align*}
\dot{u}_l(x, t) - \alpha_l \Delta u_l(x, t) &= f_l(x, t), & x \in \Omega_l \\
u_l(x, t) &= u_l^D(x, t), & x \in \Gamma_d \\
u_l(x, 0) &= u_l^{IC}(x), & x \in \Omega_l
\end{align*}
$$

(2.10)

where $u_l(x, t)$ is the local solution, $\dot{u}_l$ is the first derivative of $u_l$ in time, $\alpha_l$ is the diffusivity in the local region, $u_l^{IC}$ is the initial condition, $f_l(x, t)$ is the given data, and $u_l^D(x, t)$ is the given Dirichlet boundary condition on the 1D external boundary $\Gamma_d$. Note that for coupling framework with overlapping regions such as [40], it usually requires $\alpha_l = \alpha_{nl}$ such that the nonlocal model will be equivalent with the local model as $\delta \to 0$. However, since in the current paper a nonoverlapping coupling framework is considered, it is possible that $\alpha_{nl} \neq \alpha_l$.

The local subproblem is solved with a finite element method code based on the FEniCS package [62, 63]. Spatially, with a test function $v$, when considering the Dirichlet boundary conditions only the local subproblem can be written into its weak form

$$
\int_{\Omega_l} \dot{u}_l(x, t)v(x)dx + \alpha_l \int_{\Omega_l} \nabla u_l(x, t) \cdot \nabla v(x)dx = \int_{\Omega_l} f_l(x, t)v(x)dx, \quad \forall v \in W_0,
$$

(2.11)

where the solution $u_l(x, t) \in W = \{w(x) \in H^1(\Omega_l) : w(x) = u_l^D(x, t) \text{ on } \Gamma_d \}$ and $W_0 = \{w(x) \in H^1(\Omega_l) : w(x) = 0 \text{ on } \Gamma_d \}$. $\Omega_l$ is discretized with a regular quasi-uniform triangulation $T_h(\Omega_l)$ of mesh size $h = \max_{T \in T_h(\Omega_l)} h_T$, and the local solution $u_l$ is approximated by continuous linear finite elements

$$
\begin{align*}
u_l(x, t) &= \sum_{p=1}^3 (U_1)_p(x, t)\psi_p(x), \\
v_l(x) &= \sum_{p=1}^3 (V_1)_p \psi_p(x),
\end{align*}
$$

(3.1)

Because the partitioned procedure is employed, the proposed framework can also be applied to the case when the two subdomain are discretized with different discretization length scales, i.e., $h_{nl} \neq h_l$. However, in this paper we demonstrate the method and results for $h_{nl} = h_l = h$ unless otherwise stated.
where \((U_i)_ip(t)\) and \((V_i)_ip\) are the expansion coefficients and \(ip\) is the global index of the coefficient. Substituting the above expansions into the weak formulation (2.11) and assembling globally, we obtain

\[
M_i \ddot{U}_i(t) + B_i U_i(t) = F_i(t).
\]

Here \(U_i\) is the global vector of unknown expansion coefficients, \(F_i\) is the global vector of the external loads, \(M_i\) is the mass matrix and \(B_i\) is the stiffness matrix. We then employ the backward Euler scheme for time integration and solve for \((U_i)^{k+1}\):

\[
\frac{M_i}{\Delta t}(U_i^{k+1} - U_i^k) + B_i U_i^{k+1} = F_i^{k+1},
\]

at the \(k\)-th time step. In the following we denote the local numerical solution with mesh size \(h\) at the \(M\)-th time step as \(u_i^{M,h}\).

3. Boundary Conditions for Nonlocal Problems

![Figure 2: Notations for the Neumann and Robin-type boundary conditions in the nonlocal subdomain, where the nonlocal subdomain \(\Omega_{nl}\) is represented by the green and red regions together. Nonlocal Dirichlet boundary condition is given on \(\partial \Omega_{D}\), and nonlocal Robin transmission condition is applied on the red region \(\partial \Omega_{\ell}\). On the corresponding local limit, Dirichlet boundary condition is given on \(\partial \Omega_{D}\) and Robin transmission condition is applied on \(\Gamma_{i}\). Right: Notations for the projection of point \(x \in \partial \Omega_{\ell}\), the corresponding unit tangential vector \(p(x)\) and the unit normal vector \(n(x)\).]

In this section, we consider the nonlocal subproblem only, with problem setting as shown in Figure[3] Given that \(\Omega_{nl} \in \mathbb{R}^2\) is a bounded, convex, connected and \(C^3\) domain, \(\beta\) is the Robin coefficient, we seek a nonlocal analogue to the local Robin boundary condition \(\beta u(x) + \frac{\partial u}{\partial n}(x) = g(x), x \in \Gamma_i\) in the following corresponding classical problem

\[
\dot{u}_0(x, t) - \alpha_{nl} \Delta u_0(x, t) = f_{nl}(x, t), \quad x \in \Omega_{nl}
\]

\[
\beta u_0(x, t) + \frac{\partial u_0}{\partial n}(x, t) = g(x, t), \quad \text{on } \Gamma_i
\]

\[
u_0(x, t) = u_{nl}^D(x, t), \quad \text{x } \in \partial \Omega_D
\]

\[
u_0(x, 0) = u_{IC}(x), \quad \text{x } \in \Omega_{nl}.
\]

(3.1)
Here we assume that the body load, boundary conditions and initial conditions satisfy proper consistency conditions. As shown in Figure 2, here \( n(x) \) is the unit exterior normal to \( \Omega \) at \( x \), \( p(x) \) is the unit tangential vector with orientation clockwise to \( n(x) \), \( \partial \Omega_d \) and \( \Gamma_i \) are both 1D curves with classical Dirichlet and Robin-type boundary conditions defined on them, respectively. Nonlocal Dirichlet-type constraint is applied on \( B\Omega_d = \{ x \in \mathbb{R}^2 \setminus \Omega_{nl} : \text{dist}(x, \partial \Omega_d) \leq \delta \} \). In the analysis of this section, we assume \( u(x) = 0 \) on \( B\Omega_d \) without loss of generality. Similarly, to apply the Robin-type constraint on \( \Gamma_i \), we denote \( B\Omega_i = \{ x \in \Omega_{nl} : \vec{x} \in \Gamma_i, \text{dist}(x, \Gamma_i) \leq \delta \} \). Here we assume sufficient regularity of the boundary (e.g., that it satisfies the hypotheses of the \( \epsilon \)-neighborhood theorem from differential geometry) that we may take \( \delta \) sufficiently small so that for any \( x \in \Omega \) within distance \( \delta \) to \( \Gamma_i \), there exists a unique orthogonal projection of \( x \) onto \( \Gamma_i \). We denote this projection as \( \bar{x} \). Therefore, one has \( \bar{x} - x = s_x n(\bar{x}) \) for \( x \in B\Omega_i \), where \( 0 \leq s_x \leq \delta \). We also assume that for \( x \in B\Omega_i \), we can find a contour \( \Gamma(x) \) which is parallel to \( \Gamma_i \) (i.e., a level-set of a signed distance function), as shown in the right plot of Figure 2. In the following contents, we denote \( x_i \) as the point with distance \( l \) to \( x \) along \( \Gamma(x) \) following the \( p(\bar{x}) \) direction, and \( x_{-i} \) as the point with distance \( l \) to \( x \) in the opposite direction. Moreover, we employ the following notations for the directional components of the Hessian matrix of a scalar function \( v \):

\[
[v(x)]_{pp} := p^T(\bar{x})[\nabla \circ \nabla v(x)]p(\bar{x}), \quad [v(x)]_{pp} := n^T(\bar{x})[\nabla \circ \nabla v(x)]n(\bar{x}), \quad [v(x)]_{p} := p^T(\bar{x})[\nabla \circ \nabla v(x)]n(\bar{x}),
\]

and the higher order derivative components are similarly defined.

With the above notations and assumptions, in this section we first introduce a nonlocal Neumann boundary condition in Section 3.1, and then estimate the order of convergence rate to the corresponding local limit. With the Neumann-type boundary condition, we then propose a new generalization of classical Robin condition for nonlocal problems in Section 3.2. To verify the asymptotic convergence of the proposed boundary treatment, we discretize the proposed Robin-type constraint problem with the meshfree quadrature rule \([55, 56]\) in Section 3.3, then use numerical examples to demonstrate the convergence of the discrete model to the analytical local limit as the discretization length scale \( h \), time step size \( \Delta t \) and the nonlocal interaction length scale \( \delta \) all vanish simultaneously.

### 3.1. Nonlocal Neumann-Type Boundary Condition

When \( \beta = 0 \), in (3.1) the Neumann boundary condition is imposed on \( \Gamma_i \). Inspired by \([49, 53, 56]\), we propose the nonlocal Neumann-type boundary condition by firstly considering the following modification for \( x \in B\Omega_i \):

\[
\begin{align*}
&u_{nl,\beta}(x, t) - 2\alpha_{nl} \int_{\Omega_{nl}} J_\delta(|x - y|)(u_{nl,\beta}(y, t) - u_{nl,\beta}(x, t)) dy - \alpha_{nl} \int_{\mathbb{R}^3 \setminus \Omega_{nl}} J_\delta(|x - y|)(y - x) \cdot n(\bar{x}) (g(x, t) + g(y, t)) dy \\
&- \alpha_{nl} \int_{\mathbb{R}^3 \setminus \Omega_{nl}} J_\delta(|x - y|)(y - x) \cdot p(\bar{x})^2 dy [u_{nl,\beta}(x, t)]_{pp} = f_{nl}(x, t).
\end{align*}
\]

(3.2)

The last two terms on the left hand side of the above formulation provide an approximation to

\[
-2\alpha_{nl} \int_{\mathbb{R}^3 \setminus \Omega_{nl}} J_\delta(|x - y|)(u_{nl,\beta}(y, t) - u_{nl,\beta}(x, t)) dy.
\]
which account for the contributions from material points outside the nonlocal domain \[53, 64\]. To apply the Robin transmission condition \( g(x, t) \) which is defined only on the sharp interface \( \Gamma_i \), the \( g(x, t) \) and \( g(y, t) \) terms in (3.2) will be approximated with the following (local) extensions

\[
g(x, t) \approx g(\overline{x}, t) + \frac{1}{\alpha_{nl}} (x - \overline{x}) \cdot n(\overline{x})(u_{nl,\delta}(x, t) - f_{nl}(x, t)) - (x - \overline{x}) \cdot n(\overline{x})[u_{nl,\delta}(x, t)]_{pp},
\]

\[
g(y, t) \approx g(\overline{x}, t) + \frac{1}{\alpha_{nl}} (y - \overline{x}) \cdot n(\overline{x})(u_{nl,\delta}(x, t) - f_{nl}(x, t)) - (y - \overline{x}) \cdot n(\overline{x})[u_{nl,\delta}(x, t)]_{pp}.
\]

Furthermore, we replace \([u_{nl,\delta}(x, t)]_{pp}\) with its approximation \(2 \int_{\delta} H_{\delta}(||y||)(u_{nl,\delta}(x, t) - u_{nl,\delta}(x, t))dy - \kappa(\overline{x})g(\overline{x}, t)\). Here \( dx_l \) is the line integral along the contour \( \Gamma(x) \), \( \kappa(\overline{x}) \) is the curvature of \( \partial \Omega_{nl} \) at \( \overline{x} \), and \( H_{\delta}(||r||) = \frac{1}{\delta^3} H\left(\frac{|r|}{\delta}\right) \) is the kernel for 1D nonlocal diffusion model such that \( H : [0, \infty) \rightarrow [0, \infty) \) is a nonnegative and continuous function with \( \int_{\mathbb{R}} H(|z|)z^2 dz = 1 \). \( H(r) \) is nonincreasing in \( r \), strictly positive in \([0, 1]\) and vanishes for \(|z| > 1\). Moreover, we add a further requirement on \( H \) that \( \int_{\mathbb{R}} H(z)dz := C_H < \infty \). Substituting the above two approximations into (3.2), we obtain the following model

\[
Q_{\delta}(x)u_{\delta,\delta}(x, t) - 2\alpha_{nl} \int_{\partial \Omega_{nl}} J_{\delta}(|x - y|)(u_{nl,\delta}(y, t) - u_{nl,\delta}(x, t))dy - 2\alpha_{nl}M_{\delta}(x) \int_{\mathbb{R}} H_{\delta}(||y||)(u_{nl,\delta}(x, t) - u_{nl,\delta}(x, t))dy
\]

\[
= Q_{\delta}(x)f_{nl}(x, t) + \alpha_{nl}V_{\delta}(x)g(\overline{x}, t)
\]

where

\[
Q_{\delta}(x) := 1 - \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_{\delta}(|y - \overline{x}|)\left|(|y - \overline{x}) \cdot n(\overline{x})|^2 - |(x - \overline{x}) \cdot n(\overline{x})|^2\right| dy,
\]

\[
V_{\delta}(x) := 2 \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_{\delta}(|y - \overline{x}|)(y - x) \cdot n(\overline{x}) dy - M_{\delta}(x)\kappa(\overline{x}),
\]

\[
M_{\delta}(x) := \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_{\delta}(|y - \overline{x}|)\left[|(y - x) \cdot p(\overline{x})|^2 - |(y - \overline{x}) \cdot n(\overline{x})|^2 + |(x - \overline{x}) \cdot n(\overline{x})|^2\right] dy.
\]

Thus, by defining the nonlocal operator:

\[
L_{NL}u := 2 \int_{\Omega_{nl}} J_{\delta}(|y - x|)(u(y, t) + u(x, t))dy + 2M_{\delta}(x) \int_{\mathbb{R}} H_{\delta}(||y||)(u(x, t) - u(x, t))dy
\]

in problems with Neumann-type boundary conditions we obtain the following proposed nonlocal formulation

\[
\begin{align*}
\alpha_{nl}L_{NL}u_{\delta,\delta}(x, t) = f_{nl}(x, t), & \quad x \in \Omega_{nl} \setminus B \Omega_{nl} \\
Q_{\delta}(x)u_{\delta,\delta}(x, t) - \alpha_{nl}L_{NL}u_{nl,\delta}(x, t) = Q_{\delta}(x)f_{nl}(x, t) + \alpha_{nl}V_{\delta}(x)g(\overline{x}, t), & \quad x \in B \Omega_{nl} \\
u_{\delta,\delta}(x, t) = u_{\delta}^D(x, t), & \quad x \in B \Omega_{dl} \\
u_{nl,\delta}(x, 0) = u^{IC}(x), & \quad x \in \Omega_{nl}
\end{align*}
\]
The corresponding nonlocal energy seminorm $||\cdot||_{S_{\delta}}$ is given by

$$||v||_{S_{\delta}(\Omega_{nl})}^2 = \int_{\Omega_{nl}} \int_{\Omega_{nl}} J_{\delta}(|x-y|)|v(y)-v(x)|^2dydx + \int_{\partial\Omega_{nl}} M_{\delta}(x) \int_{\delta} H_{\delta}(|v(x)|)|v(x)-v(x)|^2dx$$

which defines the energy space $S_{\delta}(\Omega_{nl}) = \{v \in L^2(\Omega_{nl}) : ||v||_{S_{\delta}(\Omega_{nl})} < \infty\}$.

We now develop the analysis for homogeneous Neumann-type constraints, i.e., $g(x,t) = 0$. Throughout this section, we consider the symbol “$C$” to indicate a generic constant that is independent of $\delta$, but may have different numerical values in different situations. Moreover, we make a critical geometric assumption for the simplicity of analysis (as illustrated by the left plot of Figure 3): let $\{z_1, z_2\} := \partial\Omega_D \cap \Gamma_i$, $\pi_{\partial\Omega_{nl}}$ be the projection operator onto $\partial\Omega_{nl} = \partial\Omega_D \cup \Gamma_i$, and $\tau(z_i)$ (resp. $\tau(z_j)$) be the tangent line to $\partial\Omega_{nl}$ at $z_i$ (resp. $z_j$), then we assume that the intersecting point $\tilde{z} := \tau(z_1) \cap \tau(z_2)$ satisfies $\pi_{\partial\Omega_{nl}}(\tilde{z}) \in \Gamma_i$. Here we note that due to the convexity of $\Omega_{nl}$, the map $\pi_{\partial\Omega_{nl}}(x)$ is always well defined and single-valued for any point $x \notin \Omega_{nl}$.

**Remark 1.** When $\Gamma_i$ is flat, $\tau(z_1)$ and $\tau(z_2)$ coincide. One can take the intersection point $\tilde{z}$ as any point on $\Gamma_i$, and the analysis below still holds true.

With the analysis in [56] Lemma 3.1, we note that there exists a $\bar{\delta} > 0$ such that for $\delta \leq \bar{\delta}$, $x \in B\Omega_{\delta}$ we have $0 \leq M_{\delta}(x) \leq C$. Moreover, with the geometric assumptions on $\Omega_{nl}$ we have bounds for $Q_{\delta}(x)$:

![Figure 3: Notation for the geometric estimates in Section 3.2. Left: illustration of the geometric assumption and notation for the barrier function $\phi(x)$ definition in Theorem 1. Right: regions in Lemma 3.1. Green represents $D_\delta$, the region in $B(x,\delta)$ which lies on the other side of the tangential line at $\tilde{x}$ with respect to $\Omega_{nl}$. Cyan represents $A_{\delta}$, the region in $B_{\delta}(x)$ which lies between $\tilde{x};\Omega_{nl}$ and the tangential line.](image-url)

---

2We note that for a fixed $\delta$ and integrable kernels $J, H$, based on the results in [56] [65] [67] we have

$$||u||_{L^2(\Omega_{nl})} \leq C_1||u||_{S_{\delta}(\Omega_{nl})} \leq C_2(\delta)||u||_{L^2(\Omega_{nl})},$$

where $C_1, C_2(\delta)$ are constants independent of $u$ but $C_2(\delta)$ depends on $\delta$. Therefore, $S_{\delta}(\Omega)$ is equivalent to the space of $L^2(\Omega)$ functions.
Lemma 3.1. Let $\Omega_{nl} \in \mathbb{R}^2$ be a convex and $C^3$ domain, then there exists $\delta > 0$ such that for $0 < \delta \leq \bar{\delta}$, $Q_\delta(x)$ is bounded from above and below independent of $\delta$. Specifically, $0 < \frac{1}{2} - C_\delta \delta \leq Q_\delta(x) \leq \frac{3}{2} + C_\delta \delta$ where $C_\delta > 0$ is a constant independent of $\delta$.

Proof. As shown in the right plot of Figure 3, we note that $u$ satisfies $\tau(x)$ at $x$. Specifically, $\delta$ bounded from above and below independent of $\delta$.

With $\tau(x)$ representing the tangent line to $\Gamma_i$ at $x$, here $D_{\delta}$ is the region of $B(x, \delta)$ on the side of $\tau(x)$ not containing $\Omega_{nl}$ (as shown in the green region of Figure 3), and $A_{\delta} := B(x, \delta) \setminus (D_{\delta} \cup \Omega_{nl})$ (as shown in the cyan region of Figure 3). We consider first the $D_{\delta}$ part. When $y \in D_{\delta}$, we note that $|(y - x) \cdot n(\bar{x})|^2 \geq |(x - \bar{x}) \cdot n(\bar{x})|^2$ and $|(y - x) \cdot n(\bar{x})|^2 \geq |(y - \bar{x}) \cdot n(\bar{x})|^2$.

$$Q_\delta(x) = 1 - \int_{D_{\delta}} J_\delta(|x - y|) \left[ |(y - \bar{x}) \cdot n(\bar{x})|^2 - |(x - \bar{x}) \cdot n(\bar{x})|^2 \right] dy - \int_{A_{\delta}} J_\delta(|x - y|) \left[ |(y - \bar{x}) \cdot n(\bar{x})|^2 - |(x - \bar{x}) \cdot n(\bar{x})|^2 \right] dy.$$

For the $A_{\delta}$ region, similar as in [56], Lemma 3.1, it can be shown that the area of $A_{\delta}$ satisfies $|A_{\delta}| \leq C\delta^3$ since $\Omega_{nl}$ is a $C^3$ domain. Hence there exists a $\bar{\delta}$ such that for $\delta < \bar{\delta}$,

$$\left| \int_{A_{\delta}} J_\delta(|x - y|) \left[ |(y - \bar{x}) \cdot n(\bar{x})|^2 - |(x - \bar{x}) \cdot n(\bar{x})|^2 \right] dy \right| \leq C_\delta \delta,$$

and $0 < \frac{1}{2} - C_\delta \delta \leq Q_\delta(x) \leq \frac{3}{2} + C_\delta \delta$.

For problem (3.7) we have the nonlocal maximum principle stated below.

Lemma 3.2. For $u \in C^1(0, T; C(\overline{\Omega_{nl}}) \cap C(B(\Omega_{nl}))) \cup C([0, T] \times \overline{\Omega_{nl}})$, $u(x, t)$ bounded on $(x, t) \in B\Omega_{nl} \times [0, T]$, assuming that $u$ satisfies $\alpha_{nl}L_{\alpha_{nl}}u \leq 0$ for all $x \in \Omega_{nl} \setminus B\Omega_{nl}$ and $Q_\delta u - \alpha_{nl}L_{\alpha_{nl}}u \leq 0$ for all $x \in B\Omega_{nl}$, we have

$$\sup_{(x, t) \in (\overline{\Omega_{nl}} \setminus B\Omega_{nl}) \times [0, T]} u(x, t) \leq \max \left\{ \sup_{x \in \Omega_{nl} \setminus B\Omega_{nl}} u(x, 0), \sup_{(x, t) \in (B\Omega_{nl}) \times [0, T]} u(x, t) \right\}. \quad (3.8)$$

Proof. Assuming that (3.8) doesn’t hold true, then there exists $(x^*, t^*) \in (\Omega_{nl} \cup \Gamma_i) \times (0, T)$ such that $u(x^*, t^*)$ achieves the maximum. One can then obtain a contradiction following a similar argument as [56]:

Case 1: if $x^* \in \Omega_{nl} \setminus B\Omega_{i}$, then $\tilde{u}(x^*, t^*) \geq 0, -\alpha_{nl}L_{\alpha_n}u(x^*, t^*) \geq 0$. Therefore, $\tilde{u}(x^*, t^*) = 0$ and $L_{\alpha_n}u(x^*, t^*) = 0$. For all $y \in (\Omega_{nl} \cup B\Omega_i) \cap B(\delta^*, \delta)$, $u(y, t^*) = u(x^*, t^*)$ achieves the maximum.

Case 2: if $x^* \in B\Omega_{nl}$, then $Q_{\delta}(x^*)u(x, t) \geq 0, -\alpha_{nl}L_{\alpha_n}u(x, 0) \geq 0$. Therefore, $Q_{\delta}(x^*)u(x, t) = -\alpha_{nl}L_{\alpha_n}u(x, t) = 0$, and $u(y, t^*) = u(x^*, t^*)$ achieves the maximum for all $y \in \Omega_{nl} \setminus B(\delta^*, \delta)$. 
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We then apply the same arguments with y in place of x*. This process can be repeated until the region where 

\[
u(z, \tau') = \sup_{\Omega_{nl} \cup B\Omega_d} u\]

expands to the entire domain of \(\overline{\Omega_{nl} \cup B\Omega_d}\). In other words, to have a global maximum inside \(\Omega_{nl}\), the only possibility is for \(u(\cdot, \tau')\) to be constant on \(\overline{\Omega_{nl} \cup B\Omega_d}\), which contradicts with the assumption. \(\Box\)

Moreover, when considering a semi-discretized problem with backward Euler method:

\[
\frac{1}{\Delta t}(u_{nl,\delta}^{k+1}(x) - u_{nl,\delta}^k(x)) - \alpha_{nl}L_{nl}u_{nl,\delta}^{k+1}(x) = f_{nl}(x, t^{k+1}), \quad x \in \Omega_{nl} \setminus B\Omega_i
\]

\[
\frac{1}{\Delta t}Q_{\delta}(x)(u_{nl,\delta}^{k+1}(x) - u_{nl,\delta}^k(x)) - \alpha_{nl}L_{Nnl}u_{nl,\delta}^{k+1}(x) = Q_{\delta}(x)f_{nl}(x, t^{k+1}) + \alpha_{nl}V_{\delta}(x)\gamma(x, t^{k+1}), \quad x \in B\Omega_i
\]

\[
u_{nl,\delta}^{k+1}(x) = u_{nl,\delta}^0(x, t^{k+1}), \quad x \in B\Omega_d
\]

\[
u_{nl,\delta}^0(x) = u^{NL}(x). \quad x \in \Omega_{nl}
\]

the nonlocal maximum principle also holds true:

**Lemma 3.3.** For a sequence of semi-discretized solutions \(\{u^k(x)\}, k = 0, 1, \ldots, M\) where \(M = \frac{T}{\Delta t}\), \(u^k \in C(\overline{\Omega_{nl}}) \cap C(B\Omega_d)\), \(u(x, 0)\) is bounded on \(x \in \Omega_{nl}\) and \(u^k(x)\) is bounded on \(x \in B\Omega_d\), assuming that \(u^k\) satisfies \(1\)

\[
\frac{1}{\Delta t}(u_{nl,\delta}^{k+1}(x) - u_{nl,\delta}^k(x)) - \alpha_{nl}L_{nl}u_{nl,\delta}^{k+1}(x) \leq 0 \quad \text{for all } x \in \Omega_{nl} \setminus B\Omega_i
\]

\[
\frac{1}{\Delta t}Q_{\delta}(x)(u_{nl,\delta}^{k+1}(x) - u_{nl,\delta}^k(x)) - \alpha_{nl}L_{Nnl}u_{nl,\delta}^{k+1}(x) \leq 0 \quad \text{for all } x \in B\Omega_i
\]

we have

\[
\max_{k=0}^M \sup_{x \in \overline{\Omega_{nl} \cup B\Omega_d}} u^k(x) \leq \max \left\{ \sup_{x \in \overline{\Omega_{nl} \cup B\Omega_d}} u(x, 0), \max_{k=0}^M \sup_{x \in B\Omega_d} u^k(x) \right\}. \quad (3.10)
\]

**Proof.** The argument is similarly obtained as in the proof of Lemma 3.2. \(\Box\)

We now assume that \(u_{nl,\delta}^k\) is the solution of \(3.9\) and \(u_0^k\) is the solution of semi-discretized local problem \(3.1\) with the backward Euler method. Denote \(e_\delta^k(x) := u_{nl,\delta}^k(x) - u_0^k(x)\) and

\[
T_\delta^k(x) := \alpha_{nl}(-\Delta u_0^k(x) + L_\delta u_0^k(x)), \quad \text{for } x \in \Omega_{nl} \setminus B\Omega_i,
\]

\[
T_\delta^k(x) := \alpha_{nl}(-\Delta u_0^k(x, t) + L_{N\delta} u_0^k(x)) + (Q_{\delta}(x) - 1) \left(f_{nl}(x, t^k) - \frac{1}{\Delta t} [u_0^k(x) - u_0^{k-1}(x)] \right), \quad \text{for } x \in B\Omega_i.
\]

Then for \(x \in \Omega_{nl} \setminus B\Omega_i,

\[
\frac{1}{\Delta t}(e_\delta^k(x) - e_\delta^{k-1}(x)) - \alpha_{nl}L_\delta e_\delta^k(x) = \alpha_{nl}(-\Delta u_0^k(x) + L_\delta u_0^k(x)) = T_\delta^k(x),
\]

and for \(x \in B\Omega_i,

\[
\frac{1}{\Delta t}Q_{\delta}(x)(e_\delta^k(x) - e_\delta^{k-1}(x)) - \alpha_{nl}L_{N\delta} e_\delta^k(x) = Q_{\delta}(x)f_{nl}(x, t^k) - \frac{1}{\Delta t}Q_{\delta}(x)[u_0^k(x) - u_0^{k-1}(x)] + \alpha_{nl}L_{N\delta} u_0^k(x) = T_\delta^k(x).
\]
In the following we take a specific kernel $J_\delta(s) = J_\delta^3(s) = \frac{4}{\pi \delta^4}$ for $s \leq \delta$ for simplicity. With Taylor expansion we can obtain the following truncation estimate for $T_\delta$:

Lemma 3.4. Suppose $u_0^\delta$ is the solution to semi-discretized local problem \[3.1\], then

\[
|T_\delta^k(x)| \leq C(T)(\delta^2), \quad \text{for } x \in \Omega_{nl} \setminus B_{\Omega},
\]

\[
|T_\delta^k(x)| \leq C(T)[\delta - x_k]^{3/2} \delta^{-1/2} + O(\delta^2), \quad \text{for } x \in B_{\Omega},
\]

where $C(T)$ is independent of $\delta$ but might depend on $T$.

**Proof.** The proof is based on the Taylor expansion of $u_0$ and an estimate for the asymmetric part in $A_\delta$, similar as in [56] Lemma 4.2.

Furthermore, with the maximum principle in Lemma 3.3 when $f_{nl}$ and $u_{nl}^D$ are both continuous we have the following lemma.

Lemma 3.5. Suppose that a nonnegative continuous function $\phi(x)$ is defined on $\Omega_{nl}$, and $L_\delta \phi \geq G(x) > 0$ for $x \in \Omega_{nl} \setminus B_{\Omega}$, $L_{N_\delta} \phi \geq G(x) > 0$ for $x \in B_{\Omega}$. Then

\[
\max_{k=0} M \sup_{x \in \Omega_{nl}} |e_\delta^k(x)| \leq \sup_{x \in \Omega_{nl} \setminus B_{\Omega}} \phi(x) \max_{k=0} M \sup_{x \in \Omega_{nl}} \frac{|T_\delta^k(x)|}{G(x)}. \tag{3.11}
\]

**Proof.** The proof is obtained with the maximum principle: Let $K = \max_{k=0} M \sup_{x \in \Omega_{nl}} \frac{|T_\delta^k(x)|}{G(x)}$, then for $K \phi(x) + e_\delta^k(x)$ we have:

\[
\frac{1}{\Delta t} (e_\delta^k(x) - e_\delta^{k-1}(x)) - \alpha_{nl} L_\delta (K \phi(x) + e_\delta^k(x)) = \alpha_{nl} \max_{k=0} M \sup_{x \in \Omega_{nl}} \frac{|T_\delta^k(x)|}{G(x)} L_\delta \phi(x) + T_\delta^k(x) \leq 0
\]

for $x \in \Omega_{nl} \setminus B_{\Omega}$. A similar argument holds for $x \in B_{\Omega}$. With the maximum principle in Lemma 3.3 we have

\[
\max_{k=0} M \sup_{x \in \Omega_{nl}} e_\delta^k(x) \leq \max_{k=0} M \sup_{x \in \Omega_{nl}} (K \phi(x) + e_\delta^k(x)) \leq K \max_{k=0} M \sup_{x \in \Omega_{nl} \setminus B_{\Omega}} \phi(x).
\]

Similarly, we have $\frac{1}{\Delta t} (e_\delta^k(x) - e_\delta^{k-1}(x)) - \alpha_{nl} L_\delta (K \phi(x) - e_\delta^k(x)) \leq 0$ for $x \in \Omega_{nl} \setminus B_{\Omega}$ and $\frac{1}{\Delta t} (e_\delta^k(x) - e_\delta^{k-1}(x)) - \alpha_{nl} L_{N_\delta} (K \phi(x) - e_\delta^k(x)) \leq 0$ for $x \in B_{\Omega}$, hence

\[
\max_{k=0} M \sup_{x \in \Omega_{nl}} (-e_\delta^k(x)) \leq \max_{k=0} M \sup_{x \in \Omega_{nl}} (K \phi(x) - e_\delta^k(x)) \leq K \max_{k=0} M \sup_{x \in \Omega_{nl} \setminus B_{\Omega}} \phi(x).
\]

□
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Remark 3. The convergence rate in Theorem 1 is optimal considering the $O(\delta^2)$ convergence of the nonlocal equation to its local limit away from the boundary.
3.2. A Nonlocal Robin-Type and Corner Boundary Condition

Based on the Neumann-type constraint problem, we now develop the nonlocal analog to the classical Robin boundary condition \( \beta u(x) + \frac{\partial u}{\partial n}(x) = g(x) \) with \( \beta \neq 0 \) on a sharp interface \( \Gamma_i \). Specifically, we propose the nonlocal Robin-type boundary condition with a modified formulation in \( B\Omega_l \):

\[
Q_\beta(x)u_{nl,\beta}(x, t) - 2\alpha_{nl}\int_{\Omega_{nl}} J_\beta(|x - y|)(u_{nl,\beta}(y, t) - u_{nl,\beta}(x, t))dy + \alpha_{nl}\beta V_\beta(x)u_{nl,\beta}(\bar{x}, t)
- 2\alpha_{nl}M_\beta(x)\int_{-\delta}^\delta H_\beta(|l|)(u_{nl,\beta}(x, t) - u_{nl,\beta}(x, t))dx_t = Q_\beta(x)f_{nl}(x, t) + \alpha_{nl}V_\beta(x)g(\bar{x}, t),
\]

where \( Q_\beta(x), V_\beta(x), \) and \( M_\beta(x) \) are as defined in (3.3)-(3.5). We then obtain the following nonlocal constraint problem

\[
\begin{align*}
\dot{u}_{nl,\beta}(x, t) - \alpha_{nl}L_{nl}u_{nl,\beta}(x, t) &= f_{nl}(x, t), \quad x \in \Omega_{nl} \setminus \Omega_d \\
Q_\beta(x)u_{nl,\beta}(x, t) - \alpha_{nl}L_{nl}u_{nl,\beta}(x, t) + \alpha_{nl}\beta V_\beta(x)u_{nl,\beta}(\bar{x}, t) &= Q_\beta(x)f_{nl}(x, t) + \alpha_{nl}V_\beta(x)g(\bar{x}, t), \quad x \in \Omega_d \\
u_{nl,\beta}(x, t) &= u^{IC}_nl(x), \quad x \in \Omega_{nl}
\end{align*}
\]

Employing the backward Euler scheme for time integration and the meshfree quadrature rule described in Section 2.1 for \( x_i \in \Omega_{nl} \), we solve for \( (U_{\beta})_i^{k+1} \approx u_{nl,\beta}(x_i, t^{k+1}) \) with:

\[
\frac{Q_\beta(x_i)(U_{\beta})_i^{k+1} - (U_{\beta})_i^{k}}{\Delta t} - 2\alpha_{nl}\tilde{u}_{\beta}^{k+1}D(P^TDP)^{-1}J_\beta(|x - x_i|)(R(x) - R(x_i))dy
- 2\alpha_{nl}\tilde{u}_{\beta}^{k+1}D(P^TDP)^{-1}M_\beta(x_i)\int_{-\delta}^\delta H_\beta(|l|)(R(x_i) - R(x_i))dx_t + \alpha_{nl}\beta V_\beta(x_i)(U_{\beta})_i^{k+1}
= Q_\beta(x_i)f_{nl}(x_i, t^{k+1}) + \alpha_{nl}V_\beta(x_i)g(\bar{x}, t^{k+1}),
\]

with \( \tilde{u}_\beta = ((U_{\beta})_i^j : j \in I(x_i))^T \in \mathbb{R}^{H(x_i)} \). \( (U_{\beta})_i^k \) represents the solution corresponding to \( \bar{x}_i \) which may be estimated based on the generalized moving least squares (GMLS) approximation framework if \( \bar{x}_i \) is not in the collection of grid points \( \chi_h \).

Remark 4. The statement of the Robin problem requires solution regularity beyond the \( L^2 \)-equivalent nonlocal energy space introduced for the Neumann problem, due to the evaluation of \( u_{nl,\beta} \) at \( \bar{x} \). However, the proposed Robin problem is only intended for use in the spatially-discretized setting, where this extra regularity is available. In this work, we consider asymptotically-compatible discretizations, and the continuous problem is in fact the local heat equation, although, more generally, one might incorporate additional phenomena (e.g., bond damage in nonlocal elasticity) such that the vanishing-horizon limit of the nonlocal problem does not correspond to a local problem.

Similar as in [56], to investigate how the new Robin-type constraint formulation extrapolates to the setting of Lipschitz domains, we further extend the proposed formulation to boundary \( \Gamma_i \) with corners. As shown in Figure 4
Correspondingly, we have here we assume that there are two intersecting boundaries with Robin-type boundary conditions:

\[ \beta u + \frac{\partial u}{\partial n_1} = g_1, \quad \text{on } \Gamma_{i1}, \]  
\[ \beta u + \frac{\partial u}{\partial n_2} = g_2, \quad \text{on } \Gamma_{i2}, \tag{3.17} \] 

and the two boundaries intersect at \( c = \Gamma_{i1} \cap \Gamma_{i2} \). For any point \( \mathbf{x} \) satisfying \( |\mathbf{x} - c| < \delta \), we project \( \mathbf{x} \) onto the two boundaries respectively, i.e., \( \mathbf{x} = \overline{\mathbf{x}}_1 - s_1 \mathbf{n}_1(\overline{\mathbf{x}}_1) = \overline{\mathbf{x}}_2 - s_2 \mathbf{n}_2(\overline{\mathbf{x}}_2) \). Here we assume that both \( \Gamma_{i1} \) and \( \Gamma_{i2} \) are straight lines near the corner \( \mathbf{c} \), although the formulation can be further extended to more general cases. Denote \( \theta \) as the angle between \( \Gamma_{i1} \) and \( \Gamma_{i2} \), without loss of generality we further denote \( \mathbf{n}_1 = (0,1) \) and \( \mathbf{n}_2 = (\sin \theta, -\cos \theta) \). Correspondingly, we have \( \mathbf{p}_1 = (1,0) \) and \( \mathbf{p}_2 = (-\cos \theta, -\sin \theta) \). For each point \( \mathbf{x} = (x_1, x_2) \), with Taylor expansion we have the following approximation for \( u(\mathbf{y}) - u(\mathbf{x}) \) with \( \mathbf{y} = (y_1, y_2) \in B(\mathbf{x}, \delta) \cap \partial \Omega_{N3}^r : \)

\[
\begin{align*}
&u(\mathbf{y}, t) - u(\mathbf{x}, t) \\
= &d_1 \frac{\partial u(\mathbf{x}, t)}{\partial \mathbf{n}_1} + d_2 \frac{\partial u(\mathbf{x}, t)}{\partial \mathbf{n}_2} + \frac{1}{2} d_1^2 [u(\mathbf{x}, t)]_{n_1n_1} + \frac{1}{2} d_2^2 [u(\mathbf{x}, t)]_{n_2n_2} + d_1 d_2 [u(\mathbf{x}, t)]_{n_1n_2} + O(\delta^3) \\
= &d_1 [g_1(\overline{\mathbf{x}}_1, t) - \beta u(\overline{\mathbf{x}}_1, t)] + d_2 [g_2(\overline{\mathbf{x}}_2, t) - \beta u(\overline{\mathbf{x}}_2, t)] + \frac{1}{\alpha_n} \left[ \frac{1}{2} d_1^2 - (\overline{\mathbf{x}}_1 - \mathbf{x}) \cdot \mathbf{n}_1 d_1 \right] \left[ -f_{nl}(\mathbf{x}, t) - \alpha_n [u(\mathbf{x}, t)]_{p_1p_1} + \dot{u}(\mathbf{x}, t) \right] \\
&+ \frac{1}{\alpha_n} \left( \frac{1}{2} d_2^2 - (\overline{\mathbf{x}}_2 - \mathbf{x}) \cdot \mathbf{n}_2 d_2 \right) \left[ -f_{nl}(\mathbf{x}, t) - \alpha_n [u(\mathbf{x}, t)]_{p_2p_2} + \dot{u}(\mathbf{x}, t) \right] \\
&+ \frac{1}{2 \sin \theta} d_1 d_2 \left( \frac{\partial g_1(\overline{\mathbf{x}}_1, t)}{\partial \mathbf{p}_1} - \beta \frac{\partial u(\overline{\mathbf{x}}_1, t)}{\partial \mathbf{p}_1} - \beta \frac{\partial g_2(\overline{\mathbf{x}}_2, t)}{\partial \mathbf{p}_2} + \beta \frac{\partial u(\overline{\mathbf{x}}_2, t)}{\partial \mathbf{p}_2} + \frac{1}{\alpha_n} [f_{nl}(\mathbf{x}, t) - \dot{u}(\mathbf{x}, t) \sin \theta \cos \theta] \right) + O(\delta^3),
\end{align*}
\]
where \( d_1 := \frac{\cos \theta}{\sin \theta} (y_1 - x_1) + (y_2 - x_2) \), \( d_2 := \frac{1}{\sin \theta} (y_1 - x_1) \). Moreover, we have

\[
[u(x, t)]_{\Gamma_1} + [u(x, t)]_{\Gamma_2} = \frac{1}{\alpha_{nl}} [-f_{nl}(x, t) + \Delta u(x, t)] + \cot \theta \left[ \frac{\partial g_1(\bar{x}_1, t)}{\partial p_1} - \beta \frac{\partial u(\bar{x}_1, t)}{\partial p_1} - \frac{\partial g_2(\bar{x}_2, t)}{\partial p_2} + \beta \frac{\partial u(\bar{x}_2, t)}{\partial p_2} \right] + O(\delta),
\]

\[
\frac{\partial u(\bar{x}_1, t)}{\partial p_1} = \cot \theta g_1(\bar{x}_1, t) + \frac{1}{\sin \theta^2} g_2(\bar{x}_2, t) + O(\delta), \quad \frac{\partial u(\bar{x}_2, t)}{\partial p_2} = -\frac{1}{\sin \theta} g_1(\bar{x}_1, t) - \cot \theta g_2(\bar{x}_2, t) + O(\delta).
\]

Let

\[
D_1 = 2 \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_\delta(|x-y|) \left[ \frac{1}{2} d_1^2 - (\bar{x}_1 - x) \cdot n_1 d_1 \right] dy, \quad D_2 = 2 \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_\delta(|x-y|) \left[ \frac{1}{2} d_2^2 - (\bar{x}_2 - x) \cdot n_2 d_2 \right] dy,
\]

for \( D_1 > D_2 \), we take \( \delta_1 \) as the arc length from \( x \) to \( \Gamma_1 \), following the contour parallel to \( \Gamma_1 \) and use \( 2 \int_{-\delta_1}^{\delta_1} H_{\delta_1}(l)(u(x_1, t) - u(x, t)) dx_1 \) to denote the integral on this contour which approximates \([u(x, t)]_{\Gamma_1} \). We obtain the following formulation for \( x \in B(c, \delta) \cap \Omega_{nl} \):

\[
Q'_{\delta}(x) u_{nl}(x, t) - 2\alpha_{nl} \int_{\Omega_{nl}} J_\delta(|x-y|)(u_{nl}(y, t) - u_{nl}(x, t)) dy + 4\alpha_{nl}(D_1 - D_2) \int_{-\delta}^{\delta} H_{\delta}(l)(u_{nl}(x_1, t) - u_{nl}(x, t)) dx_1
\]

\[
+ 2\alpha_{nl} \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_\delta(|x-y|) \left[ d_1 u_{nl}(\bar{x}_1, t) + d_2 u_{nl}(\bar{x}_2, t) \right] dy
\]

\[
= Q'_{\delta}(x) f(x, t) - \alpha_{nl} D_2 \cot \theta \left( \frac{\partial g_1(\bar{x}_1, t)}{\partial p_1} - \frac{\partial g_2(\bar{x}_2, t)}{\partial p_2} \right) + \beta \alpha_{nl} D_2 \cot \theta \left( \cot \theta + \frac{1}{\sin \theta} \right) \left( g_1(\bar{x}_1, t) + g_2(\bar{x}_2, t) \right)
\]

\[
+ 2\alpha_{nl} \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_\delta(|x-y|) \left[ d_1 g_1(\bar{x}_1, t) + d_2 g_2(\bar{x}_2, t) \right] + \frac{d_1 d_2}{2 \sin \theta} \left( \frac{\partial g_1(\bar{x}_1, t)}{\partial p_1} - \frac{\partial g_2(\bar{x}_2, t)}{\partial p_2} \right) - \beta \frac{d_1 d_2}{2 \sin \theta} \cot \theta \left( \cot \theta + \frac{1}{\sin \theta} \right) \left( g_1(\bar{x}_1, t) + g_2(\bar{x}_2, t) \right) dy
\]

\[
(3.19)
\]

where

\[
Q'_{\delta}(x) = 1 - D_1 + \int_{\mathbb{R}^2 \setminus \Omega_{nl}} J_\delta(|x-y|) d_1 d_2 \cos \theta \, dy.
\]

Else, we take \( \delta_2 \) as the arc length from \( x \) to \( \Gamma_2 \), following the contour parallel to \( \Gamma_2 \) and use \( 2 \int_{-\delta_2}^{\delta_2} H_{\delta_2}(l)(u(x_2, t) - u(x, t)) dx_2 \) to denote the integral on this contour which approximates \([u(x, t)]_{\Gamma_2} \). A similar formulation is obtained.

**Remark 5.** When the domain is concave and \( \theta > \pi \) on the corner, it is possible that the projection points \( \bar{x}_1 \) and \( \bar{x}_2 \) are on the extended lines of \( \Gamma_1 \) and \( \Gamma_2 \). In this case, we project \( x \) onto the corner point \( c \) and evaluate \( g_1, g_2 \) on \( c \). The derivation is very similar as above.

### 3.3. Numerical Results for Nonlocal Boundary Conditions

In this Section, we present numerical tests of the proposed nonlocal boundary treatment on \( \Gamma_i \), by considering three types of representative domains \( \Omega_{nl} \): a square domain in Section 3.3.1 which represents the case with 0 curvature on \( \Gamma_i \); a circular domain in Section 3.3.2 which represents a case with nonzero curvature on \( \Gamma_i \); and a cross-shape domain.
in Section 3.3.3 which is a non-convex domain with corners and therefore it is outside the scope of the model problem analysis presented earlier in Section 3.1. Illustration of the square domain can be found in the left plot of Figure 2 while the circular domain and the cross-shape domain are shown as the $\Omega_{nl}$ region in Figure 5. With the tests we aim to investigate the performance of the proposed nonlocal Neumann and Robin-type constraint formulation on patch tests, and to demonstrate the asymptotic convergence of the meshfree quadrature rule (2.9). To maintain an easily scalable implementation, it is often desirable that the ratio $\frac{C_1}{h} \leq \frac{\delta}{h} \leq \frac{C_2}{h}$ as $\delta \to 0$. This so-called “M-convergence” results in a sparse linear system with bounded bandwidth that may be solved efficiently with standard preconditioning techniques [44]. Therefore, in the asymptotic compatibility tests we focus on the case with $\delta/h = C$. For simplicity, we set $\alpha_{nl} = 1$ in this section. Although the discussions and the proposed formulations in this paper are not tied to a specific kernel, in numerical tests we demonstrate the numerical performances with $J_\delta(r) = J_1(r)$.

3.3.1. Test 1: a square domain with a straight line boundary

We first consider the nonlocal heat problem when $\Gamma_i = \{(1, y)|y \in [0, 1]$, $\Omega_{nl} = [0, 1] \times [0, 1]$. Dirchlet-type boundary condition are imposed on the other three sides of $\Omega_{nl}$ in a collar with width $\delta$. An illustration of the domain can be found in the left plot of Figure 2.

We first demonstrate the asymptotic compatibility. In this test, we set the initial condition $u^{IC} = 0$ and external loading $f^{nl}(x, y, t) = (2t + 2t^2) \sin(x) \cos(y)$. On $\partial \Omega_i$, a Dirichlet-type boundary condition $u_{nl}^I(x, y, t) := t^2 \sin(x) \cos(y)$ is applied, and a Robin-type boundary condition $g(x, y, t) = \beta t^2 \sin(1) \cos(y) + \pi \cos(1) \cos(y)$ is applied on the sharp interface $\Gamma_i$. Here we note that when $\beta = 0$, the Robin-type boundary condition is equivalent to the Neumann-type boundary condition. The local limit of this problem has an analytical solution $u_0(x, y, t) = t^2 \sin(x) \cos(y)$. To investigate the asymptotic compatibility when $\delta/h = C$, we refine $\delta$ and $h$ simultaneously keeping the ratio $\delta/h = 3.9$. For time discretization, we integrate until $T = 1$ using the backward-Euler method and $\Delta t = 100h^2$. The convergence

Figure 5: Illustration of the domains employed in numerical tests. Left: problem with a circular nonlocal subdomain and a surrounding local subdomain, corresponding to test 2 in Sections 3.3.2 and 4.3.2. Right: test with a cross-shape nonlocal subdomain and a surrounding local subdomain, corresponding to test 3 in Sections 3.3.2 and 4.3.2.
results are presented in Figure 6, where we demonstrate the difference between the numerical nonlocal solution and the analytical local limit \( \|u_{M,h}^{nl} - u_0(x,T)\| \). Three different sets of Robin coefficients are employed here: (1) \( \beta = 0 \) which is equivalent to the Neumann-type boundary condition; (2) \( \beta \) is a non-zero constant, and (3) \( \beta = C/h \). Note that the case (3) is tested here since \( \beta = C/h \) is the most robust Robin coefficient for local-to-nonlocal coupling framework, as will be further discussed in Section 4. It is observed from Figure 6 that the second-order convergence \( O(\delta^2) \) is achieved from all three sets of Robin coefficients, which therefore verifies the analysis in Section 3.1 for the Neumann-type boundary condition and demonstrates the asymptotic compatibility of the numerical solver. The results on cases (2) and (3) illustrate that the second order convergence \( O(\delta^2) \) is also achieved on the nonlocal problem with Robin-type boundary condition, which can be seen as a generalization of the nonlocal Neumann-type boundary condition.

Moreover, we investigate the linear patch test problem with analytical linear solution \( u_{nl} = u_0 = x \) and the quadratic patch test problem with analytical quadratic solution \( u_{nl} = u_0 = x^2 \). In the absence of forcing terms and with consistent boundary conditions on \( B\Omega_d \) and \( \Gamma_i \), we investigate if the nonlocal Robin-type constraint problem returns the accurate analytical nonlocal solution. The numerical results along the domain center line \( y = 1/2 \) are reported in Figure 7. We observe that the numerical solution from the proposed Robin-type boundary condition passes both the linear and quadratic patch tests within machine precision accuracy and for several values of \( h \) and \( \beta \).

### 3.3.2. Test 2: a circular domain

We now consider a domain which has boundaries with non-zero curvature. As shown in the left side of Figure 5, we employ \( \Omega_{nl} = \{(x,y)|x^2 + y^2 \leq 1\} \) and \( \Gamma_i = \partial\Omega_{nl}\backslash\{(0,-1)\} \), with a similar problem setting for initial condition and external loading as in test 1, namely, \( u^{IC} = 0 \) and \( f^{nl}(x,y,t) = (2t + 2t^2) \sin(x) \cos(y) \). A Robin-type boundary condition \( g(x,y,t) = \beta r^2 \sin(x) \cos(y) + r^2 (x \cos(x) \cos(y) - y \sin(x) \sin(y)) \) is applied on the sharp interface \( \Gamma_i \). To make the problem well-posed in the \( \beta = 0 \) case, we set \( u_{nl}^{D_l}(x,y,t) := r^2 \sin(x) \cos(y) \) on \( (x,y) = (0,-1) \). Similarly as in test
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Figure 7: Test 1 results for nonlocal boundary condition on a square domain. Left: linear patch test. The comparison of numerical results with $h = 1/20, \beta = 10$ and the analytical solution $u = x$. Right: quadratic patch test. The comparison of numerical results with $h = 1/20, \beta = 10$ and the analytical solution $u = x^2$.

1, this problem setting has an analytical local limit $u_0(x, y, t) = t^2 \sin(x) \cos(y)$. Considering $\delta/h = 3.9$, $\Delta t = 100h^2$ while decreasing the spatial discretization size $h$, the comparison of numerical nonlocal solution and the analytical local limit $u_0$ at $T = 1$ are presented in Figure 8 again with three sets of Robin coefficients: (1) $\beta = 0$; (2) $\beta$ is a non-zero constant; and (3) $\beta = C/h$. It can be observed that with all three sets of Robin-coefficients we have achieved $O(\delta^2)$ convergence rate to the corresponding local limit. Therefore, the proposed Robin-type boundary formulation is asymptotically compatible with boundaries that have a non-zero curvature and $\delta/h = C$.

3.3.3. Test 3: a cross-shape domain

We now consider a more complicated domain which doesn’t satisfy the convex and $C^3$ regularity requirements in the convergence analysis of Section 3.1. The domain is of cross-shape, presented as $\Omega_{nl}$ in the right plot of Figure 5. Neumann or Robin-type boundary conditions are applied everywhere over the boundary except on point $(-1, -0.5)$ where we set $u_{nl}^0(x, y, t) = t^2 \sin(x) \cos(y)$, in order to make the problem well-posed on $\beta = 0$ case. Note that this domain is non-convex and the boundary include corners. Therefore, for $x \in B\Omega$, within distance $\delta$ to the corner, we employ the corner formulation developed in (3.19). In this test we set $u^C = 0$, $f_{nl}(x, y, t) = (2t + 2t^2) \sin(x) \cos(y)$ and a Robin-type boundary condition $g(x, y, t) = \beta t^2 \sin(x) \cos(y) + t^2(\cos(x) \cos(y)n_x - \sin(x) \sin(y)n_y)$ is applied on the sharp interface $\Gamma_i$, where $n = (n_x, n_y)$ is the outward-pointing unit normal vector on $\Gamma_i$. The analytical local limit solution for above problem setting is also $u_0(x, y, t) = t^2 \sin(x) \cos(y)$. Keep a fixed ratio $\delta/h = 3.5$, $\Delta t = 100h^2$ while refining the spatial discretization length scale $h$, the $L^2$ and $L^\infty$ norm for the difference between numerical nonlocal solution and the analytical local limit at $T = 1$ are presented in Figure 9, from which a second-order convergence rate $O(\delta^2)$ is observed. This example verifies the proposed corner formulation and illustrates that the proposed nonlocal Robin-type formulation also achieves asymptotic compatibility on a non-convex domain consisting of line segments and corners, which greatly improves the applicability of the proposed formulation for more complicated scenarios.
Figure 8: Test 2 results for nonlocal boundary condition on a circular domain. Left: convergence of the numerical nonlocal solution to the local limit with different Robin coefficients, in the $L^2$ norm. Right: convergence of the numerical nonlocal solution to the local limit with different Robin coefficients, in the $L^\infty$ norm.

Figure 9: Test 3 results for nonlocal boundary condition on a cross-shape domain. Left: convergence of the numerical nonlocal solution to the local limit with different Robin coefficients, in the $L^2$ norm. Right: convergence of the numerical nonlocal solution to the local limit with different Robin coefficients, in the $L^\infty$ norm.
4. Nonoverlapping Local-to-Nonlocal (LtN) Coupling Framework

In this section, we present an explicit coupling procedure for the local-to-nonlocal coupling problem without overlapping regions. In this coupling framework, a partitioned procedure is employed such that the nonlocal and local subproblems are solved separately, which allows for the reuse of existing codes/methods. This is of particular value in the case of local-to-nonlocal coupling, since the different model classes are often solved with radically-different code architectures (although similarities have recently been pointed out between certain meshfree discretizations of local and nonlocal problems [69]). The local and nonlocal solvers exchange transmission conditions on the sharp interface \( \Gamma_i \), to enforce the continuity of solutions and the energy balance of the whole system. The partitioned procedure can be broadly classified as either explicit or implicit (see, e.g., [57, 70–73]). In explicit coupling strategies, the solution of each sub-problem and the exchange of interface data are performed only once (or a few times) per time step, while in the implicit coupling strategies an additional sub-iteration is employed at each time step and each sub-problem is solved in a partitioned way via sub-iterations until convergence. For dynamic problems, the explicit coupling strategy is generally more efficient than the implicit coupling strategy, although the former is more likely to be unstable. To develop a stable explicit coupling strategy, proper transmission conditions are required. In the current paper we propose to employ the Robin-type transmission condition, which was proven to be effective in stabilizing the explicit coupling strategy on domain decomposition problems [74, 75]. Specifically, for the nonlocal subproblem, we solve for the nonlocal heat equation (3.15) with the Robin-type boundary condition applied on the interface \( \Gamma_i \). For the local subproblem, we solve a classical heat equation (2.10) with the classical Dirichlet boundary condition applied on the interface \( \Gamma_i \). To improve the stability and efficiency of the coupling framework, we propose a numerical approach to choose the Robin coefficient \( \beta \).

This section is organized as follows: In Section 4.1 we present an explicit coupling procedure for the proposed local-to-nonlocal coupling approach, then in Section 4.2 we introduce an approach to numerically obtain the optimal Robin coefficient by minimizing the amplification factor in the discretized coupling system; To numerically verify the proposed local-to-nonlocal coupling approach, in Section 4.3 we investigate its performance on three different numerical tests with various configuration settings.

4.1. An Explicit Coupling Approach with Robin Transmission Conditions

In this section, we propose an explicit nonoverlapping local-to-nonlocal coupling framework, by employing the Robin transmission condition developed in Section 3. Note that here we present the nonlocal model for the case without corners only, since for the case with corners one can simply replace the nonlocal formulation (3.14) with (3.19).

To introduce the partitioned procedure, we consider a semi-discretized system where the backward Euler method is employed for time discretization. At time step \( k \), we solve for the nonlocal solution \( u_{nl,\beta}^k \) in \( \Omega_{nl} \) and the local solution
\( u_l^k \) in \( \Omega_l \) using the solutions at the previous time step, \( u_{nl,l}^{k-1} \) and \( u_{nl,l}^{k-1} \): we first solve for \( u_{nl,l}^{k} \) with

\[
\frac{1}{\Delta t} (u_{nl,l}^{k}(x) - u_{nl,l}^{k-1}(x)) - \alpha_{nl} L_{nl} u_{nl,l}^{k}(x) = f_{nl}(x, t^k), \quad x \in \Omega_{nl} \setminus B\Omega_l \tag{4.1a}
\]

\[
\frac{1}{\Delta t} Q_d(x) (u_{nl,l}^{k}(x) - u_{nl,l}^{k-1}(x)) - \alpha_{nl} L_{nl} u_{nl,l}^{k}(x) + \alpha_{nl} \beta V_d(x) u_{nl,l}^{k}(x) = Q_d(x) f_{nl}(x, t^k) + \alpha_{nl} V_d(x) \left( \frac{\partial u_{l}^{k-1}(\bar{x})}{\partial n} + \beta u_{l}^{k-1}(\bar{x}) \right), \quad x \in B\Omega_l \tag{4.1b}
\]

\[
u_{nl,l}^{k}(x) = u_{nl,l}^{p}(x, t^k), \quad x \in B\Omega_d \tag{4.1c}
\]

then solve for \( u_l^{k} \) with

\[
\frac{1}{\Delta t} (u_l^{k}(x) - u_l^{k-1}(x)) - \alpha_l L_l u_l^{k}(x) = f_l(x, t^k), \quad x \in \Omega_l \tag{4.2a}
\]

\[
u_l^{k}(x) = u_{nl,l}^{k}(x), \quad x \in \Gamma_i \tag{4.2b}
\]

\[
u_l^{k}(x) = u_{nl,l}^{p}(x, t^k), \quad x \in \Gamma_d \tag{4.2c}
\]

Here \( \beta \) is the Robin coefficient which is to be determined in Section 4.2 to achieve the optimal coupling performance. \( n \) is the normal vector on interface \( \Gamma \), pointing from the nonlocal subdomain to the local subdomain. \( Q_d, V_d \) are functions depending on the position of \( x \) and the nonlocal domain geometry, with formulations given in (3.3)-(3.4). The nonlocal operator \( L_{nl} \) for \( x \in B\Omega_l \) is defined in (3.6). In this coupling problem we employ Dirichlet transmission conditions for the local problem and nonlocal Neumann or Robin transmission conditions for the nonlocal problem on the sharp local-nonlocal coupling interface \( \Gamma_i \). For presentation simplicity, in the following we neglect the Dirichlet boundary conditions on \( B\Omega_d \) and \( \Gamma_d \) when presenting the fully-discretized formulation, and focus on the interface transmission conditions.

In the coupling formulation introduced in (4.1)-(4.2), since different solvers are employed for the two sub-problems, the local and nonlocal grid points on \( \Gamma \) is possibly non-conforming. Therefore, to impose the interface transmission conditions one can not simply pass the nodal values on the interface between the local and nonlocal solvers. To obtain the nonlocal Robin-type interface condition, for \( x_j \in \chi_h \cap B\Omega_l \) we approximate the Robin condition on its projection of \( \Gamma_i \) as the interpolation with the solution on local nodes. Denoting \( U_{nl,B\Omega_l} \) as the vector of nodal values of the nonlocal solution when \( x_j \in \chi_h \cap B\Omega_l \), \( U_{nl,lin} \) as the vector of the nonlocal solution on nodes \( x_j \in \chi_h \cap (\Omega_{nl} \setminus B\Omega_l) \), \( U_{l,lin} \) as the vector of nodal values of the local solution on the interior nodes, for each \( x_j \in \chi_h \cap B\Omega_l \) we obtain \( g(\bar{x}_j) \) from nodal values of the numerical local solution:

\[
\frac{\partial u_l^{k-1}(\bar{x}_j)}{\partial n} + \beta u_l^{k-1}(\bar{x}_j) \approx \left[ T_1 U_{l,lin}^{k-1} + T_2 U_{l,lin}^{k-1} \right]_{d, j}. \tag{4.3}
\]

Note here \( T_1 \) and \( T_2 \) are matrices formed by interpolation coefficients, and their elements linearly depend on the Robin
coefficient $\beta$. With the above interpolation formulation, we can then substitute the Robin transmission condition

$$
\frac{\partial u^k_{nl}(x)}{\partial n} + \beta u^k_{nl}(x) \mid_{\Gamma_i} \approx 0
$$

applied on the sharp interface $\Gamma_i$ into (3.14), and formulate the fully discretized nonlocal subproblem as the following linear system:

$$
\begin{align*}
\frac{M_{nl,in}}{\Delta t} u_{nl,in}^{k+1} + A_{11} u_{nl,in}^{k+1} + A_{12} u_{nl,B\Omega}^{k+1} &= \mathbf{F}^{k}_{nl,in} + \frac{M_{nl,in}}{\Delta t} u_{nl,in}^{k-1}, \\
\frac{M_{nl,B\Omega}}{\Delta t} u_{nl,B\Omega}^{k+1} + A_{21} u_{nl,in}^{k+1} + A_{22} u_{nl,B\Omega}^{k+1} + \beta \Sigma_1 u_{nl,B\Omega}^{k+1} &= \mathbf{F}^{k}_{nl,B\Omega} + \frac{M_{nl,B\Omega}}{\Delta t} u_{nl,B\Omega}^{k-1} + \Sigma_1 T_1 u_{l,in}^{k-1} + \Sigma_1 T_2 u_{l,\Gamma_i}^{k-1}.
\end{align*}
$$

Here $M_{nl,in}$, $M_{nl,B\Omega}$, and $\mathbf{F}^{k}_{nl,in}$, $\mathbf{F}^{k}_{nl,B\Omega}$ are the mass matrices corresponding to the nodes in $\Omega_{nl\setminus B\Omega}$ and in $B\Omega$, respectively, $u_{nl,in}^{k}$ and $u_{nl,B\Omega}^{k}$ are the external loading terms for nodes in $\Omega_{nl\setminus B\Omega}$ and in $B\Omega$, respectively, $A_{ij}$, $i, j \in \{1, 2\}$, are parts of the stiffness matrices, and $\Sigma_1$ handles the $V_\beta(x)$ term and the mapping of each $\bar{x}_i$ onto the vector $\mathbf{U}_{nl,B\Omega}$. On the other hand, to apply the Dirichlet boundary condition on the local side, we need to interpolate the nonlocal numerical solution $u_{nl}^{k}$ to obtain an approximation for each $u_{nl,d}^{kl}(x_j)$ where $x_j \in \Gamma_i$ is a node in the local subdomain mesh. Employing the moving least square method [61][76] with support radius of size $\delta$ and quadratic basis, we reconstruct $u_{nl,d}^{kl}(x_j)$ as a linear combination from nodal values of the nonlocal solution in $B\Omega$:

$$
u_{nl,d}^{kl}(x_j) \approx \left[ \Sigma_2 u_{nl,B\Omega}^{k} \right]_{x_j}. \tag{4.5}\$$

Substituting the Dirichlet transmission condition into the local subproblem (2.12), we then obtain a linear system for the fully discretized local subproblem:

$$
\begin{align*}
\frac{M_l}{\Delta t} u_{l,in}^{k+1} + B_{11} u_{l,in}^{k+1} + B_{12} u_{l,\Gamma_i}^{k+1} &= \mathbf{F}^{k}_{l} + \frac{M_l}{\Delta t} u_{l,in}^{k-1}, \\
\mathbf{u}_{l,\Gamma_i}^{k+1} &= \Sigma_2 \mathbf{u}_{nl,B\Omega}^{k}.
\end{align*}
$$

Here $M_l$ is the local mass matrix, $\mathbf{F}_l$ is the global vector of the external loads, and $B_{11}$, $B_{12}$ together forms the local stiffness matrix $[B_{11}, B_{12}] = B_l$.

In summary, we obtain the following fully-discretized explicit local-to-nonlocal coupling algorithm:

1. (Both Solvers): Set initial values for $\mathbf{U}_{nl}^{0}$ and $\mathbf{U}_{l}^{0}$ with the given initial condition $u^{IC}(x)$.

2. for $k = 1, \cdots, M = T/\Delta t$, do

   (a) (Local Solver): Calculate the nonlocal transmission condition from the local solution $\mathbf{U}_{l}^{k-1}$ by perform interpolation for each $x_j \in \chi_h \cap B\Omega$ via (4.3). Pass the results to the nonlocal solver.

   (b) (Nonlocal Solver): Solve the linear system (4.4) of the nonlocal subproblem for the vector of nodal values of the nonlocal solution $\mathbf{U}_{nl,in}^{k}$ and $\mathbf{U}_{nl,B\Omega}^{k}$.

   (c) (Nonlocal Solver): Calculate the transmission condition from the nonlocal solution $\mathbf{U}_{nl,B\Omega}^{k}$ via the interpolation formulation in (4.5). Pass the results to the local solver.
(d) (Local Solver): Solve the linear system (4.6) of the local subproblem for the vector of nodal values of the
local solution $U_{nl}^k$ and $U_{l,l}^k$.

(e) Go to time step $k + 1$.

4.2. Estimates for the Optimal Robin Coefficient

As will be observed from the numerical tests in Section 4.3, the explicit coupling strategy may suffer from slow
convergence or even divergence, and therefore a good choice of the Robin coefficient is a necessity. The optimal
Robin coefficients can be estimated either theoretically or numerically. In problems with relatively simple and/or
structured domain settings, one can perform Fourier decomposition to the analytical solution and obtain the optimal
Robin coefficient by minimizing the analytic reduction factor, as shown in [40]. However, for the coupling problem
with general geometry, deriving the analytic expression of the optimal Robin coefficient is often not straightforward,
and therefore in this paper we propose a numerical approach to approximate the optimal Robin coefficient $\beta$.

To perform a stability analysis, we consider the homogeneous local-to-nonlocal coupling problem. At the $k$-th
time step, the fully discretized coupling system is written as

$$
\begin{bmatrix}
\frac{M_{nl,in}}{\Delta t} + A_{11} & A_{12} & 0 & 0 \\
A_{21} & \frac{M_{nl,BQ_i}}{\Delta t} + A_{22} + \beta \Sigma_1 & 0 & 0 \\
0 & 0 & \frac{M_I}{\Delta t} + B_{11} & B_{12} \\
0 & 0 & -\Sigma_2 & 0 & I
\end{bmatrix}
\begin{bmatrix}
U_{nl,in}^k \\
U_{nl,BQ_i}^k \\
U_{l,in}^k \\
U_{l,l}^k
\end{bmatrix}
=
\begin{bmatrix}
\frac{M_{nl,in}}{\Delta t} & 0 & 0 & 0 \\
0 & \frac{M_{nl,BQ_i}}{\Delta t} & \Sigma_1 T_1 & \Sigma_1 T_2 \\
0 & 0 & M_I & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
U_{nl,in}^{k-1} \\
U_{nl,BQ_i}^{k-1} \\
U_{l,in}^{k-1} \\
U_{l,l}^{k-1}
\end{bmatrix}.
$$

Here the first row corresponds to the discretized nonlocal equation of the interior region, the second row represents the
modified nonlocal formulation in $BQ_i$ with the nonlocal Robin-type transmission condition, the third row corresponds
to the discretized local equation of the interior local nodes, and the last row applies the Dirichlet transmission condition
at the interface on the local side. Denoting the matrix $\Lambda$ as

$$
\Lambda = \begin{bmatrix}
\frac{M_{nl,in}}{\Delta t} + A_{11} & A_{12} & 0 & 0 \\
A_{21} & \frac{M_{nl,BQ_i}}{\Delta t} + A_{22} + \beta \Sigma_1 & 0 & 0 \\
0 & 0 & \frac{M_I}{\Delta t} + B_{11} & B_{12} \\
0 & 0 & -\Sigma_2 & 0 & I
\end{bmatrix}^{-1}
\begin{bmatrix}
\frac{M_{nl,in}}{\Delta t} & 0 & 0 & 0 \\
0 & \frac{M_{nl,BQ_i}}{\Delta t} & \Sigma_1 T_1 & \Sigma_1 T_2 \\
0 & 0 & M_I & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
$$

and $\{\lambda_i\}$ as the eigenvalues of the matrix $\Lambda$, in the homogeneous coupling system the magnitude of $\lambda_i$ characterizes
the convergence rate of the error component along the $i$-th eigenvector, and the fully discretized coupling system is
stable when the magnitudes of all $\lambda_i$ are bounded by 1. Therefore, we define an amplification factor as $\max_i |\lambda_i|$, then
numerically obtain the optimal Robin coefficient $\beta$ by minimizing the reduction factor:

$$
\beta = \arg \min_{\tilde{\beta} \geq 0} \left( \max_i |\lambda_i(\tilde{\beta})| \right).
$$

(4.8)

**Remark 6.** The expression of $\Lambda$ in (4.7) indicates that the optimal Robin coefficient may depend on the local and nonlocal subdomains, the time step size $\Delta t$, the local and nonlocal discretization methods and the spatial discretization length scale $h$, and the diffusivity parameters $\alpha_l$ and $\alpha_{nl}$. For systems with large degree of freedoms, the matrix $\Lambda$ is of size $(DOF_{nl} + DOF_l)^2$ which might make the calculation of eigenvalues unfeasible. However, two observations make the proposed numerical approach applicable for large local-to-nonlocal coupling systems:

- The matrix $\Lambda$ is independent of time and therefore the analysis on amplification factor only needs to be performed once.

- In numerical tests of Section 4.3 we have observed that when taking the CFL-like condition $\Delta t = O(h^2)$ the optimal Robin coefficient $\beta$ scales with the spatial discretization length scale $h$ as $\beta = O(1/h)$. This finding was also suggested in literatures on applying Robin transmission conditions in other domain-decomposition problems, such as in fluid–structure interaction problems (see, e.g., [74]).

Therefore, for a dynamic local-to-nonlocal coupling problem, one only need to calculate the optimal Robin coefficient $\beta_0$ once on a coarse grid with spatial discretization length scale $h_0$ with the same domain settings. A scaled Robin coefficient $\beta = \frac{\beta_0 h_0}{h}$ can then be employed in the final simulation with spatial discretization length scale $h$.

**Remark 7.** In the explicit coupling strategy (4.1)-(4.2), since the transmission condition $\left[ \frac{\partial u^{k-1}_l(x)}{\partial n} + \beta u^{k-1}_l(x) \right]$ from the local side is generated by the local solution from the last time step, the Robin-type transmission condition (4.1b) results in a splitting error. When employing the Robin coefficient $\beta = O(1/h)$ and considering piecewise linear finite elements in the explicit coupling strategy of two classical local heat equations, this splitting error was reported to be of order $\frac{\Delta t}{h}$ (see, e.g., [74, 77]) in $L^2$ error estimates. Therefore, the time step $\Delta t$ has to be chosen small enough compared to the spatial discretization size $h$. For instance, under a “CFL-like” condition $\Delta t = O(h^2)$ the splitting error is expected to be of order $O(h)$.

### 4.3. Numerical Results for Local-to-Nonlocal Coupling Framework

In this section, we present a series of numerical tests using the proposed local-to-nonlocal coupling framework, where the nonlocal subdomain is either adjacent to the local subdomain (as shown in the left plot of Figure 1) or embedded in the local subdomain (as shown in the right plot of Figure 1). Specifically, three types of representative domain decomposition settings are employed: (1) In Section 4.3.1 we consider a square nonlocal subdomain which is adjacent to a square local subdomain on one side. The coupling configuration is illustrated in the left plot of Figure 1. (2) In Section 4.3.2 we demonstrate the case with a circular nonlocal subdomain fully embedded in a square...
To investigate the coupling framework performance on complicated domain settings we consider a cross-shape nonlocal subdomain embedded in a square local subdomain in Section 4.3.3. An illustration of the settings is shown in the right plot of Figure 5. With these tests, we aim to provide a validation for our analysis of the optimal Robin coefficient \( \beta \), and to demonstrate the capability of our coupling framework in handling both homogeneous \( (\alpha_l = \alpha_{nl}) \) and heterogeneous \( (\alpha_l \neq \alpha_{nl}) \) local-to-nonlocal coupling systems with non-trivial domain configuration settings. Moreover, to demonstrate the asymptotic convergence of the proposed coupling approach when the nonlocal interaction region \( \delta \to 0 \), in this section we also demonstrate the “M-convergence” of the coupling framework by fixing the ratio of \( \delta \) and the spatial discretization length \( h \) and take \( h \to 0 \).

As discussed in Remark 7, to provide an \( O(h) \) bound for the splitting error introduced in the explicit coupling strategy, in all tests we choose the time step size \( \Delta t \) following a “CFL-like” condition \( \Delta t = O(h^2) \).

4.3.1. \( LtN \) Test 1: coupling problem with a straight line interface

As the first local-to-nonlocal coupling (\( LtN \)) test, we consider a local-to-nonlocal coupling problem where the local and nonlocal subdomains are adjacent, as demonstrated in the left plot of Figure 1. Specifically, in this test we set \( \Omega_{nl} = [0, 1] \times [0, 1], \Omega_l = [1, 2] \times [0, 1] \) and demonstrate the numerical performance of the coupling framework on both \( \alpha_l = \alpha_{nl} \) and \( \alpha_l \neq \alpha_{nl} \) cases. For each case we first investigate the optimal Robin coefficient \( \beta \) following the numerical approach introduced in (4.8), then employ the optimal \( \beta \) to study the asymptotic convergence of the numerical solution to the local limit when \( \Delta t, \delta, h \to 0 \). We also employ linear/quadratic analytical solutions on both subdomains to investigate the patch-test consistency of the proposed coupling method.

We first consider the \( \alpha_l = \alpha_{nl} \) case by assuming \( \alpha_l = \alpha_{nl} = 1 \), without loss of generality. In this test, the initial temperature \( u^{IC} = 0 \) in the whole domain. In the nonlocal exterior boundary \( B\Omega_d \) and the local exterior boundary \( \Gamma_d \), prescribed Dirichlet boundary conditions

\[
\begin{align*}
  u^D_{nl}(x, y, t) &= t \sin(x) \cos(y), & u^D_l(x, y, t) &= t \sin(x) \cos(y),
\end{align*}
\]

(4.9)

are applied. The external loadings are set as

\[
\begin{align*}
  f_{nl}(x, y, t) &= (1 + 2t) \sin(x) \cos(y), & \text{for } (x, y) \in \Omega_{nl}, &
  f_l(x, y, t) &= (1 + 2t) \sin(x) \cos(y), & \text{for } (x, y) \in \Omega_l.
\end{align*}
\]

(4.10)

This problem has the following analytic solution for the local subproblem:

\[
  u_l(x, y, t) = t \sin(x) \cos(y), & (x, y) \in \Omega_l,
\]

(4.11)

which coincides with the analytical expression of local limit of the nonlocal solution, i.e.,

\[
\begin{align*}
  \lim_{\delta \to 0} u_{nl,B}(x, y, t) &= u_0(x, y, t) = t \sin(x) \cos(y), & (x, y) \in \Omega_{nl}.
\end{align*}
\]

(4.12)
Taking $\Delta t = 10h^2$ and $\delta/h = 3.9$, in the left plot of Figure 10 the amplification factor $\max_i |\lambda_i|$ for the discretized coupling system is plotted versus the Robin coefficient $\beta$, for two different spatial discretization length scales $h = 1/10$ and $h = 1/20$. It can be observed that when $h = 1/10$, $\max_i |\lambda_i|$ achieves the minimum when $\beta = 3$; when the spatial discretization size $h$ is decreased to $1/20$, the minimum of $\max_i |\lambda_i|$ occurs at $\beta = 6$. Therefore, the amplification factor analysis suggests $\beta = \frac{3}{10h}$ for this problem setting with spatial discretization length scale $h$. To verify the analysis of $\beta$ and investigate the asymptotic compatibility of the coupling framework, in the right plot of Figure 10 we demonstrate the convergence of the numerical solution to the local limit, i.e., to $u_0$ and $u_l$, in the $L^\infty$ norm at $T = 1$. Five different Robin coefficients $\beta = 0, \frac{3}{10h}, \frac{7}{10h}, \frac{10}{h}$ and $\frac{100}{h}$ are considered. We can see that when $\beta = \frac{3}{10h}$, the convergence rate $O(h) = O(\delta)$ is achieved and the numerical solution has the fastest convergence to the local limit. On the other hand, when taking the Neumann-type transmission condition $\beta = 0$, the coupling framework is unstable for small $h$. This is consistent with the amplification factor analysis on the left plot of Figure 10 where $\max_i |\lambda_i|$ exceeds 1 for $h = 1/20$ and $\beta = 0$. When taking large values of $\beta$, the amplification factor $\max_i |\lambda_i|$ gets close to 1, which is also consistent with the slow convergence observed in the $\beta = \frac{100}{h}$ case in the right plot of Figure 10.

Figure 10: LtN test 1 results for coupling problem with a straight line interface when $\alpha_{nl} = \alpha_l = 1$. Left: the amplification factor $\max_i |\lambda_i|$ as a function of Robin coefficient $\beta$, when $h = \{1/10, 1/20\}$. Right: convergence of the numerical solution to the local limit with different Robin coefficients, in the $L^\infty$ norm.

To illustrate the performance of the non-overlapping coupling framework in handling heterogeneous domains with jumps in physical properties, we now consider a coupling problem with different diffusivities in two subdomains. Specifically, we set $\alpha_{nl} = 1$ and $\alpha_l = 2$, and consider two problem settings:
In both settings we keep a fixed ratio $\delta/\Gamma$ across the interface $u$. The limit of $u$ is not smooth on the interface $\Gamma$. We demonstrate the convergence results of numerical solution to the analytical local limit at time $T$.

The choice of optimal Robin coefficient is critical for the numerical stability and the asymptotic convergence of the analytical solution, in Figure 11, we investigate the optimal Robin coefficient for heterogeneous problem setting A (in the left plot) and setting B (in the right plot). Among five different values of Robin coefficient $\beta$, it is observed that the optimal convergence $O(h) = O(\delta)$ is achieved at $\beta = \frac{4}{10h}$, the optimal coefficient suggested in the amplification factor analysis. Slow convergence and divergent results are also observed when taking large $\beta$ and $\beta = 0$, respectively. Our observation is also consistent with the amplification factor analysis in Figure 11 and it further indicates that choosing a proper Robin coefficient is of critical for the numerical stability and the asymptotic convergence rate to the local limit in the proposed coupling framework.

Lastly, we study the patch-test consistency of the proposed local-to-nonlocal coupling framework, by employing fabricated analytical solutions such that the local and nonlocal analytical solutions, $u_l$ and $u_{nl}$, coincide. In a patch-
Figure 11: LtN test 1 results with the heterogeneous domain setting \((\alpha_{nl} = 1, \alpha_l = 2)\): the amplification factor \(\max |\lambda|\) as a function of Robin coefficient \(\beta\) when \(h = \{1/10, 1/20\} \).
combinations of $h$ and $\beta$. In all tests we take time step $\Delta t = 10h^2$. The results show that the numerical error is almost independent of $\beta$ and it converges linearly with decreasing $h$. To further confirms that the numerical error in quadratic patch test is introduced by the linear finite element method, we employ quadratic finite elements for the local subproblem solver and provide the results in Table 2. The numerical results show that the coupling framework achieves machine accuracy. Therefore, when $x^2$ is in the space of finite elements, the proposed coupling framework passes both linear and quadratic patch tests.

Figure 13: LtN test 1 results for coupling problem with a straight line interface. Left: linear patch test. The comparison of the numerical results with $h = 1/20$, $\beta = 6$ and the analytical solution $u_{dl} = u_l = x$. Right: quadratic patch test. The comparison of numerical results with $h = 1/20$, $\beta = 6$ and the analytical solution $u_{dl} = u_l = x^2$.

| Local Solver | $h$ | $\beta$ | Nonlocal problem | Local problem |
|--------------|-----|---------|------------------|---------------|
| linear FEM   | 1/10| 3       | $6.86 \times 10^{-3}$ | $6.18 \times 10^{-3}$ |
| linear FEM   | 1/20| 6       | $3.17 \times 10^{-3}$ | $9.72 \times 10^{-3}$ |
| linear FEM   | 1/40| 12      | $1.50 \times 10^{-3}$ | $4.75 \times 10^{-3}$ |
| linear FEM   | 1/80| 24      | $7.28 \times 10^{-4}$ | $2.34 \times 10^{-3}$ |
| linear FEM   | 1/10| 7       | $6.74 \times 10^{-3}$ | $6.22 \times 10^{-3}$ |
| linear FEM   | 1/20| 14      | $3.10 \times 10^{-3}$ | $9.65 \times 10^{-3}$ |
| linear FEM   | 1/40| 28      | $1.48 \times 10^{-3}$ | $4.72 \times 10^{-3}$ |
| linear FEM   | 1/80| 56      | $7.28 \times 10^{-4}$ | $2.34 \times 10^{-3}$ |

Table 1: LtN test 1 quadratic patch test results for coupling problem with a straight line interface, using linear finite element method in the local solver. Here $u^{ex} = x^2$ represents the analytical solution.

| Local Solver | $\beta$ | Nonlocal problem | Local problem |
|--------------|---------|------------------|---------------|
| quadratic FEM| 6       | $1/20$ | $1.88 \times 10^{-14}$ | $1/10$ | $5.42 \times 10^{-14}$ |
| quadratic FEM| 12      | $1/40$ | $4.44 \times 10^{-14}$ | $1/10$ | $9.59 \times 10^{-14}$ |

Table 2: LtN test 1 quadratic patch test results for coupling problem with a straight line interface, using quadratic finite element method in the local solver. Here we take $\delta/h_{nl} = 3.0$, and $u^{ex} = x^2$ represents the analytical solution.
4.3.2. LtN Test 2: coupling problem with a circular interface

We now consider the coupling LtN problem on a circular interface, with the domain settings illustrated in the left side of Figure 5. The nonlocal subdomain is set as a unit circle $\Omega_{nl} = \{(x, y)|x^2 + y^2 \leq 1\}$ and the local subdomain is a $4 \times 4$ square region surrounding the unit circle. The local-to-nonlocal interface $\Gamma_i = \{(x, y)|x^2 + y^2 = 1\}$. With this test, we aim to investigate the performance of the proposed coupling framework on local-to-nonlocal coupling problems with curved interfaces. Note that in the finite element solver generated by FEniCS, the circular interface is approximated by a polygon, which introduces an $O(h)$ discretization error in the coupling framework. However, when $\Delta t = O(h^2)$, this discretization error is in the same order as the optimal splitting error $\Delta t/h = O(h)$, so we therefore expect no deterioration on the convergence rate.

We first study the numerical performance when $\alpha_{nl} = \alpha_l = 1$, by employing the same problem setting as in (4.9)-(4.12). Note here since the nonlocal subdomain is fully embedded in the local subdomain, we only need to provide the Dirichlet-type boundary condition on one point for the nonlocal subdomain, to make sure that the nonlocal subproblem is well-defined in the $\beta = 0$ case. Specifically, we set $u_{nl,0}(x, y, t) = t \sin(x) \cos(y)$ at $(x, y) = (0, -1)$. The simulation results at $T = 1$ are plotted in Figure 14, where the sphere represents the solution in the nonlocal subdomain and the triangular mesh represents the solution in the local subdomain. To investigate the optimal Robin coefficient, when keeping a fixed ratio $\delta/h = 3.9$ and $\Delta t = 10h^2$ we show the amplification factor $\max_i |\lambda_i|$ from different Robin coefficients in the left plot of Figure 15. In this case, $\max_i |\lambda_i|$ achieves the minimum when $\beta = 0$, which suggests that the Neumann-type transmission condition is the optimal choice. Moreover, we also notice that comparing with the results in test 1, the curves of $\max_i |\lambda_i|$ in test 2 show very different trends. In this case, the value of $\max_i |\lambda_i|$ increases...
slowly when $\beta \leq \frac{1}{h}$, and $\max |\lambda_i|$ becomes larger than 1 when $\beta \geq \frac{5}{h}$. It indicates that the coupling framework performance should not vary much when employing a small $\beta$, and a large $\beta$ is not a preferable choice for this case since the numerical solution may diverge. To numerically verify the amplification factor analysis and to investigate the asymptotic compatibility of the numerical solution, in the right plot of Figure 15 we show the convergence of the numerical solution to the analytical local limit in the $L^\infty$ norm at time $T = 1$. Among the 4 different Robin coefficients, the case with Neumann-type transmission condition achieves the optimal $O(h)$ convergence to the local limit, and the case with $\beta = \frac{1}{5h}$ also gives a similar convergence rate. When we further increase the Robin coefficient, the convergence rate deteriorates and the coupling framework becomes unstable when $\beta = \frac{20}{h}$. These observations are consistent with the amplification factor analysis. The different trends in Figure 10 and Figure 15 also suggest that the optimal Robin coefficient may vary a lot on different domain settings, and therefore a case-by-case analysis of $\beta$ is of critical.

On the coupling problem with circular interface, we now investigate the performance of the non-overlapping coupling framework in handling physical property jumps across the interface. In this test we assume that the two subproblems have dramatically different diffusivities $\alpha_{nl} = 1$ and $\alpha_l = 10$, and consider the following two problem settings:

- **Heterogeneous domain setting A:**

  \[
  u^{IC}(x, y) = 0, \text{ for } (x, y) \in \Omega_{nl} \cup \Omega_l, \quad u^P_l(x, y, t) = t \sin(x) \cos(y), \text{ for } (x, y) \in \Gamma_d,
  \]

  \[
  f_{nl}(x, y, t) = (1 + 2t) \sin(x) \cos(y), \text{ for } (x, y) \in \Omega_{nl}, \quad f_l(x, y, t) = (1 + 20t) \sin(x) \cos(y), \text{ for } (x, y) \in \Omega_l,
  \]

  \[
  \lim_{\beta \to 0} u_{nl,0}(x, y, t) = u_0(x, y, t) = t \sin(x) \cos(y) \text{ for } (x, y) \in \Omega_{nl}, \quad u_l(x, y, t) = t \sin(x) \cos(y), \text{ for } (x, y) \in \Omega_l.
  \]
Heterogeneous domain setting B:

$u^{IC}(x, y) = 0$, for $(x, y) \in \Omega_{nl} \cup \Omega_l$,  
$u^D_l(x, y, t) = \frac{t((x^2 + y^2)^2 + 1)}{2}$, for $(x, y) \in \Gamma_d$,

$f_{nl}(x, y, t) = (x^2 + y^2) - 4t$, for $(x, y) \in \Omega_{nl}$,  
$f_l(x, y, t) = \frac{(x^2 + y^2)^2 + 1}{2} - 80t(x^2 + y^2)$, for $(x, y) \in \Omega_l$,

$\lim_{\delta \to 0} u_{nl,\delta}(x, y, t) = u_0(x, y, t) = t(x^2 + y^2)$ for $(x, y) \in \Omega_{nl}$,  
$u_l(x, y, t) = \frac{t((x^2 + y^2)^2 + 1)}{2}$, for $(x, y) \in \Omega_l$.

In both settings we keep a fixed ratio $\delta/h = 3.9$ and take the time step size $\Delta t = 10h^2$. We note that setting A and setting B should have the same optimal Robin coefficient $\beta$. To study this optimal Robin coefficient, in Figure 16 we plot the amplification factor $\max_i |\lambda_i|$ as a function of $\beta$ for fixed spatial discretization sizes $h = 1/10$ and $h = 1/20$, and observe that $\max_i |\lambda_i|$ achieves its minimum at $\beta = 0$, i.e., when the Neumann-type transmission condition is employed. To numerically verify this observation and to study the asymptotic convergence of the analytical solution, in Figure 17 the convergence results of numerical solution to the analytical local limit at time $T = 1$ are plotted versus decreasing $h$ for both problem setting A (in the left plot) and problem setting B (in the right plot). In the case with problem setting A, the fastest convergence $O(h) = O(\delta)$ is achieved when employing the Neumann-type transmission condition. In the case with problem setting B, the results from $\beta = \frac{2}{10h}$ has the smallest difference to the local limit, while tests with $\beta = 0$ and $\beta = \frac{2}{10h}$ achieve almost the same asymptotic convergence rates to the local limit. In both cases, the numerical solution diverges when employing large $\beta$, which is consistent with the amplification factor analysis. Therefore, in the test with non-zero interface curvature and heterogeneous diffusivities, the amplification factor analysis also provide a good guidance for the optimal Robin coefficient, and the coupling framework employing optimal Robin coefficient is asymptotically compatible.
Figure 17: LtN test 2 results for convergence of the numerical solution to the local limit with different Robin coefficients, on heterogeneous domain setting ($\alpha_{nl} = 1, \alpha_l = 10$). Left: convergence in the $L^\infty$ norm with problem setting A. Right: convergence in the $L^\infty$ norm with problem setting B.

4.3.3. LtN Test 3: coupling problem with a cross-shape interface

Having demonstrated the asymptotic convergence and the optimal coupling strategy for problems with smooth interfaces, we now apply our approach to a problem with complicated domain settings, as illustrated in the right plot of Figure 5. The nonlocal subdomain is set as a cross-shape region which is not convex, and the local subdomain is a square region surrounding the nonlocal subdomain. With this test, we aim to investigate the performance of the coupling framework on non-trivial domain settings where the coupling interface is non-smooth and includes corners.

We first study the numerical performance when $\alpha_{nl} = \alpha_l = 1$. In this test, the initial temperature $u_{IC} = 0$ in the whole domain. In the nonlocal exterior boundary $\partial \Omega_d$ and the local exterior boundary $\partial \Omega_l$, we set prescribed Dirichlet boundary conditions as

$$u_{Dnl}(x, y, t) = t^2 \sin(x) \cos(y), \quad u_{Dl}(x, y, t) = t^2 \sin(x) \cos(y).$$

(4.13)

The external loadings are set as

$$f_{nl}(x, y, t) = (2t + 2t^2) \sin(x) \cos(y), \quad f_l(x, y, t) = (2t + 2t^2) \sin(x) \cos(y).$$

(4.14)

This problem has the following analytical limits:

$$\lim_{\delta \to 0} u_{nl,\delta}(x, y, t) = u_0(x, y, t) = t \sin(x) \cos(y), \quad (x, y) \in \Omega_{nl}, \quad u_l(x, y, t) = t^2 \sin(x) \cos(y), \quad (x, y) \in \Omega_l.$$  

(4.15)

The simulation results at $T = 1$ are plotted in Figure 18 and the results on amplification factor and convergence to the local limits are demonstrated in Figure 19. In all tests we set $\delta/h = 3.5$ and $\Delta t = 100h^2$. In the left plot of Figure 19 we investigate the optimal Robin coefficient $\beta$ by plotting $\max_i |\lambda_i|$ as a function of $\beta$ for two different spatial discretization length scales. It can be observed that the minimum value of $\max_i |\lambda_i|$ occurs at $\beta = \frac{1}{5h}$. Moreover,
max|λ_i| > 1 when β = 0 or β > \frac{10}{h}, which suggests the possible deteriorating convergence rate or ever divergence of the numerical solution. In the right plot of Figure 19, we show the $L^\infty$ norm of the difference between the numerical results and the analytical local limit at time $T = 1$ for four different values of $\beta$: 0, $\frac{1}{5h}$, $\frac{1}{h}$, and $\frac{5}{h}$. The numerical results illustrate that when taking $\beta = 0$, the coupling framework is unstable. Moreover, when employing the optimal Robin coefficient $\beta = \frac{1}{5h}$, the numerical solution has the fastest convergence rate $O(h) = O(\delta)$. Both findings are consistent with the observation from the amplification factor analysis. The above numerical results indicate that the amplification factor analysis helps predicting the optimal Robin coefficient for problems with non-smooth interfaces, and the optimal asymptotic convergence rate $O(h) = O(\delta)$ is achieved.

Lastly, we investigate the performance of the non-overlapping coupling framework in handling heterogeneous domains, by taking $\alpha_{nl} = 1$ and $\alpha_l = 0.1$ and considering the problem setting as follows:

$$
\begin{align*}
    u^{IC}_l(x, y) &= 0, \quad \text{for } (x, y) \in \Omega_{nl} \cup \Omega_l, \\
    u_{nl,\delta}(x, y, t) &= r^2 \sin(x) \cos(y), \quad \text{for } (x, y) \in \Gamma_d, \\
    u^D_l(x, y, t) &= r^2 \sin(x) \cos(y), \quad \text{for } (x, y) \in \Gamma_d, \\
    f_{nl}(x, y, t) &= 2(t + r^2) \sin(x) \cos(y), \quad \text{for } (x, y) \in \Omega_{nl}, \\
    f_l(x, y, t) &= 0.2(t + r^2) \sin(x) \cos(y), \quad \text{for } (x, y) \in \Omega_l, \\
    \lim_{\delta \to 0} u_{nl,\delta}(x, y, t) &= u_0(x, y, t) = r^2 \sin(x) \cos(y), \quad \text{for } (x, y) \in \Omega_{nl}, \\
    u_l(x, y, t) &= r^2 \sin(x) \cos(y), \quad \text{for } (x, y) \in \Omega_l.
\end{align*}
$$

We keep a fixed ratio $\delta/h = 3.5$ and take the time step size $\Delta t = 100h^2$, then investigate the optimal Robin coefficient and the asymptotic convergence performance of the coupling framework. In the left plot of Figure 20, we plot the amplification factor max|λ_i| as a function of $\beta$ for $h = 1/10$ and $h = 1/20$. It is observed that the minimum of
max|λ_i| occurs at $\beta = \frac{1}{5h}$. In the right plot of Figure 20, the convergence of numerical solution to the local limit at $T = 1$ are demonstrated for various values of Robin coefficients: $\beta = 0$, $\frac{1}{5h}$, $\frac{1}{h}$, and $\frac{10}{h}$. Besides verifying the optimal $O(h) = O(\delta)$ convergence rate when taking the optimal Robin coefficient $\beta = \frac{1}{5h}$, the numerical results also demonstrates the importance of picking the optimal $\beta$: when taking other values of $\beta$, much slower numerical convergence or even divergence are observed.

5. Conclusion

Developing an efficient numerical approach for dynamic local-to-nonlocal (LtN) coupling problem with a non-overlapping domain setting is generally challenging due to both modeling and numerical difficulties. From the modeling aspect, since there is no overlapping region between the two subdomains, the prescription of nonlocal transmission conditions, or volume constraints, becomes non-trivial. From the numerical aspect, when employing the partitioned procedure in LtN coupling problems, one not only has to resolve the numerical stability issue as in the classical domain-decomposition problems, but also has to face the challenge of preserving the asymptotic compatibility.

In this work we have developed an explicit coupling strategy to couple the local and nonlocal heat equations without overlapping regions, based on a new nonlocal Robin-type transmission condition. A meshfree discretization method based on the generalized moving least squares (GMLS) approximation is used to solve for the nonlocal heat equation in the nonlocal subdomain, and a first order finite element method is employed for the classical heat equation in the local subdomain. The coupling framework is based on the partitioned procedure such that the local and nonlocal solvers communicate by exchanging interface conditions, which enables a modular software implementation and the solvers can be treated as black boxes. To resolve the challenge of applying the transmission condition in the nonlocal solver,
we have introduced a new nonlocal Neumann-type constraint for the 2D nonlocal heat equation which is an analogue to the local flux boundary condition. We have theoretically proved that the proposed nonlocal Neumann-type constraint problem converges with the optimal second-order convergence rate \( O(\delta^2) \) to the local limit in the \( L^\infty(\Omega) \) norm, and extended this constraint formulation to propose a Robin-type transmission condition. The Neumann and Robin-type formulations are applied on a collar layer inside the domain and therefore require no extrapolation outside the problem domain, which enables the possibility of applying the transmission conditions without overlapping regions. To resolve the numerical challenges in explicit coupling strategy, we provided a numerical approach based on amplification factor analysis to obtain the optimal Robin coefficient. With numerical examples on domains with representative geometries and boundary curvatures, we have verified the robustness and the asymptotic compatibility of both the coupling formulation and the Robin coefficient analysis. Specifically, when employing the optimal Robin coefficient from amplification factor analysis, the optimal \( L^\infty \) convergence rate \( O(\delta) = O(h) \) to the local limit is observed from the numerical results in all instances.

We note that the formulation described in this paper actually provides an approach for applying the Robin-type boundary condition on general compactly supported nonlocal integro-differential equations (IDEs) with radial kernels. Moreover, the coupling framework provides a general coupling strategy for heterogeneous systems, such as multiscale and multiphysics problems. As a natural extension, we are working on the development of local-to-nonlocal coupling framework for mechanical problems with multiphysics, such as the coupling approaches for the incompressible peridynamic model and the surrounding fluid, to study the damage induced by variable amplitude environmental loading.
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