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Abstract. We prove that a pair of singularities related by a transformation arising from the McKay correspondence are orbifold equivalent. From this we deduce a new proof of a McKay type equivalence for the matrix factorization categories.

1. INTRODUCTION

For an algebraic variety $V$ with an action of a finite group $G$ and a crepant resolution $Y$ of the quotient $V/G$ the McKay correspondence refers to various statements relating the $G$-equivariant geometry of $V$ and the geometry of $Y$. The categorified version provides an equivalence of categories

$$D^G(\text{Coh}(V)) \cong D(\text{Coh}(Y))$$

under various assumptions on $V, G$ and $Y$. For example, in case of $\dim V = 2, 3$ and $Y$ being a $G$-Hilbert scheme of $V$ the result of this type were established in [5] and in [4] this was proved for the case of symplectic resolutions.

Motivated by conformal field theories and defined in [10], the orbifold equivalence is an equivalence relation on the set of polynomial potentials $W : \mathbb{C}^n \to \mathbb{C}$. Namely, $W_1$ and $W_2$ are equivalent if there exists a matrix factorization of $W_2 - W_1$, whose left and right quantum dimensions in the sense of bicategories are invertible (see also [9], [7], [8]).

To unify these two concepts we associate to a $G$-invariant function $f$ on $V$ a function $\hat{f}$ on $Y$. In the present paper we prove:

**Theorem 1.1.** (Theorem 3.6) Under the assumptions of Section \ref{section3} the singularities of $f$ and $\hat{f}$ are orbifold equivalent.

The observation of this sort were made in [1], which was a motivation for the present paper. It was noticed there that several of the known examples of orbifold equivalence fit into this setting. Note that in the
most of the known cases the orbifold equivalences are constructed by the computational methods ([8], [17], [20], [14]). Our methods are geometric and allow to reprove some of the known results. Studying the examples makes us hope that a class of orbifold equivalences given by a matrix factorization \( X \), such that the product of the quantum dimensions is in \( \mathbb{Q}^{>0} \), is generated, in a sense, by the equivalences provided by the McKay correspondence (Conjecture 5.4).

From the orbifold equivalence we deduce a new proof of the McKay type equivalence of matrix factorizations categories proved in the most general setting in [6] (Theorem 3.5).

Our assumptions mainly concern the McKay correspondence itself. They are satisfied in the setting of [5] and it was communicated to the author by R. Bezrukavnikov that they are expected to hold in the setting of [1], although they are not known to hold in general. In particular, in the essential special case of symplectic resolutions, the Hilbert scheme of points on \( \mathbb{C}^2 \) resolving the singularity of \( (\mathbb{C}^2)^n/S_n \), they are known to hold (see [13]).

It would be interesting to see what do our results mean in the language of the conformal field theories. In particular, it seems natural to ask if there is a "physical" or "categorical" version of the McKay correspondence, which could provide orbifold equivalences in a wider range of bicategories. We refer to [21] for the discussion of Landau-Ginzburg/conformal field theory correspondence, which should be a key to these questions.

The paper is structured as follows. In Section 2 we briefly recall the background on matrix factorizations and orbifold equivalence. In Section 3 we introduce our setting, including the discussion of the McKay correspondence, and state our results in details. In Section 4 we prove our results. In Section 5 we will look at the known examples of the orbifold equivalences and see how they fit into our setting and conjecture what type of orbifold equivalences are generated by McKay correspondence.

1.2. Conventions and notations. We will work over the field of complex numbers \( \mathbb{C} \). However, nothing changes if one replaces \( \mathbb{C} \) by any algebraically closed field of characteristic 0.

For an algebraic variety \( S \) we put \( D(S) \) for the bounded derived category of coherent sheaves on \( S \) and \( \text{Perf}(S) \) for the category of perfect complexes. If there is an action of a group \( G \) on \( S \) we use \( D^G(S) \) for the bounded derived category of equivariant sheaves. All functors are assumed to be derived unless the opposite is specified.
We put $K_S$ for the canonical line bundle of $S$ and if $\phi: S_1 \to S_2$ we put $K_\phi = K_{S_1/S_2}$ for the relative canonical sheaf.
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2. **Background**

2.1. **Matrix factorizations.** We refer to [18], [19], [11] and [7] for a comprehensive discussion of the subject in different contexts.

Let $S$ be an algebraic variety and let $W \in \Gamma(\mathcal{O}_S)$ be a global function on $S$. Respectively, let $R$ be a commutative ring and $W \in R$ be its element.

**Definition 2.2.** The category of matrix factorizations $\text{MF}(W) = \text{MF}(S, W)$ (respectively $\text{MF}(R, W)$) of $W$ is a differential $\mathbb{Z}/2\mathbb{Z}$-graded category, whose objects are pairs $(X, d_X)$, where $X = X^0 \oplus X^1$ is a locally free $\mathbb{Z}/2\mathbb{Z}$-graded sheaf (of finite rank) on $S$ (respectively projective module over $R$) and $d_E$ is its odd endomorphism satisfying $d_X^2 = W \cdot \text{id}_X$.

The morphism complex between $(X, d_X)$ and $(X', d_{X'})$ is a graded space $\text{Hom}(X, X')$ of all maps between $X$ and $X'$ with a differential given by

$$\partial(\alpha) = d_{X'}\alpha - (-1)^{|\alpha|}\alpha d_X.$$

We put $\text{HMF}(W) = \text{HMF}(S, W)$ (respectively $\text{HMF}(R, W)$) for the idempotent completion of the corresponding homotopy category.

One easily adds additional structures, e.g. grading or equivariance, into the definition.

Let

$$D_{\text{sing}}(\{W = 0\}) := D(\{W = 0\})/\text{Perf}(\{W = 0\})$$

be the singularity category of $W$. The following is the key result on the matrix factorizations:

**Theorem 2.3.** ([19, Theorem 3.5]) There is an equivalence of triangulated categories:

$$D_{\text{sing}}(\{W = 0\}) \cong \text{HMF}(W).$$
Let $S_1, S_2, S_3$ be three varieties together with three functions $W_1, W_2, W_3$ on them. Then the tensor product over $O_{S_2}$ induces a functor
\begin{equation}
(2.2)\quad - \otimes_{O_{S_2}} - : \text{HMF}(S_3 \times S_2, W_3 - W_2) \times \text{HMF}(S_2 \times S_1, W_2 - W_1) \to \text{HMF}(S_3 \times S_1, W_3 - W_1).
\end{equation}
Note that there is a technical difficulty that could be overcome: naively, the tensor product will be a matrix factorization of infinite rank. This issue could be resolved using, for example [12, Section 12].

Note also that we can plug $S_i = pt, W_i = 0$ for some $i$ into (2.2). For $S_1 = pt, S_2 = S_3 = S$ and $W_1 = 0, W_2 = W_3 = W$ put
\begin{equation}
(2.3)\quad \tilde{W} := W_3 - W_2 = W \otimes 1 - 1 \otimes W \in \Gamma(O_S) \otimes_{\mathbb{C}} \Gamma(O_S) = \Gamma(O_{S \times S}).
\end{equation}
Then there is the unique up to homotopy equivalence object $\Delta_W$ of $\text{HMF}(S \times S, \tilde{W})$ under (2.2) representing the identity functor on $\text{HMF}(S, W)$ and playing the role of the monoidal unit.

The tensor product and objects $\Delta_W$ satisfy all the naturally expected properties.

2.4. Orbifold equivalence. We refer to [9], [7], [10] and [8] for the detailed discussion of this topic.

Let $R_1, R_2$ be either two polynomial rings or two rings of formal power series, such that the number of variables has the same parity. In the latter case one should work with the completed tensor products. The localization result [11, Theorems 4.11, 5.7] allows one to switch between these settings and transfer the results.

Pick $W_1 \in R_1, W_2 \in R_2$ and let $X = (X, d_X)$ be in $\text{HMF}(R_2 \otimes_{\mathbb{C}} R_1, W_2 - W_1)$. We define $X^\vee = (X^\vee, d_{X^\vee})$ to be the dual matrix factorization given by $X^\vee = \text{Hom}_{R_2 \otimes_{\mathbb{C}} R_1}(X, R_2 \otimes_{\mathbb{C}} R_1)$ and $d_{X^\vee} \alpha = (-1)^{1+|\alpha|} \alpha \circ d_X$. This is an object of $\text{HMF}(R_1 \otimes_{\mathbb{C}} R_2, W_1 - W_2)$.

Shifting it by the parity of the number of variables we obtain an object $X^\dagger$ of $\text{HMF}(R_1 \otimes_{\mathbb{C}} R_2, W_1 - W_2)$. The functors $X \otimes_{R_1} -$ and $X^\dagger \otimes_{R_2} -$ are two sided adjoint ([7, Section 7]). Note that it is here that we use the fact that the numbers of variables in the two considered rings have the same parity, as otherwise the shift by 1 will appear in the adjunction. The evaluation and coevaluation maps are induced by 4 morphisms in $\text{HMF}(\tilde{W}_1)$ and $\text{HMF}(\tilde{W}_2)$:

\begin{align*}
\Delta_{W_1} &\to X^\dagger \otimes_{R_2} X \to \Delta_{W_1}, \\
\Delta_{W_2} &\to X \otimes_{R_1} X^\dagger \to \Delta_{W_2}.
\end{align*}

Taking the compositions one obtains elements
\begin{equation}
\text{dim}_t(X) \in \text{End}(\Delta_{W_1}) = \text{Jac}(W_1)
\end{equation}
and
\[ \dim_r(X) \in \text{End}(\Delta W_2) = \text{Jac}(W_2), \]
where \( \text{Jac}(W) \) is the Jacobi ring of \( W \). The elements \( \dim_l(X) \) and \( \dim_r(X) \) are respectively called left and right quantum dimensions.

By [7, Proposition 8.5] the quantum dimensions enjoy the following properties:

(2.4) \[ \dim_l(\Delta W) = \dim_r(\Delta W) = 1; \]
(2.5) \[ \dim_l(X) = \dim_r(X^\dagger); \]
(2.6) \[ \dim_l(X_1 \otimes X_2) = \dim_l(X_2) \dim_l(X_1), \quad \dim_r(X_1 \otimes X_2) = \dim_r(X_1) \dim_r(X_2). \]

The quantum dimensions can be computed by the direct formulas in terms of \( d_X \) given by [7, Proposition 8.2].

**Definition 2.5.** We say that \( W_1 \in R_1 \) and \( W_2 \in R_2 \) are orbifold equivalent and write \( W_1 \sim W_2 \) if there is an object \( X \) of \( \text{HMF}(R_2 \otimes_C R_1, W_2 - W_1) \) with invertible left and right quantum dimensions.

Given a grading on rings \( R_1 \) and \( R_2 \), such that \( W_1 \) and \( W_2 \) are of pure degree, in Definition 2.5 one may additionally ask for \( X \) to be graded, which provides the graded version of the orbifold equivalence. In the case of \( \mathbb{Q} \geq 0 \)-grading, such that the 0 degree component of \( R_1 \) and \( R_2 \) are equal to \( \mathbb{C} \cdot 1 \), the quantum dimension is known to be an element of \( \mathbb{C} \) ([8, Lemma 2.5]). This localization procedure can always be done.

The orbifold equivalence provides an important relation between the categories \( \text{HMF}(W_1) \) and \( \text{HMF}(W_2) \). The endofunctor
\[ X^\dagger \otimes_{R_2} X \otimes_{R_1} \colon \text{HMF}(W_1) \to \text{HMF}(W_1) \]
by adjunction admits a structure of a monad, i.e. it has a multiplication structure given by the composition
\[ X^\dagger \otimes_{R_2} X \otimes_{R_1} X^\dagger \otimes_{R_2} X \to X^\dagger \otimes_{R_2} \Delta W_2 \otimes_{R_2} X \cong X^\dagger \otimes_{R_2} X. \]

It makes sense to talk about objects in \( \text{HMF}(W_1) \) with an action of \( X^\dagger \otimes_{R_2} X \). We denote by \( X^\dagger \otimes_{R_2} X \mod_{\text{HMF}(W_1)} \) the category of such module objects. We have

**Theorem 2.6.** ([8, Corollary 1.6], see also [10]) There is an equivalence of triangulated categories
\[ \text{HMF}(W_2) \cong X^\dagger \otimes_{R_2} X \mod_{\text{HMF}(W_1)}. \]
2.6.1. **Orbifold equivalence for functions on varieties.** We need to also make sense of the orbifold equivalence in a more general setting of a function $W$ on an algebraic variety $S$. Assume that $W$ has an isolated singularity at a unique smooth point $s \in S$ and is smooth everywhere else. Assume that there is an affine chart isomorphic to an affine space $U \subset S$ and containing $s$. We can then restrict $W$ to $U$ to get an element $W|_U$ of the polynomial ring $\mathbb{C}[U]$. We will discuss the existence of such affine charts in the relevant situations later in Section 5.1. Alternatively, we can consider the completion of the local ring $\widehat{\mathcal{O}}_{S,s}$ of $S$ at $s$. It is a formal power series ring and the germ $W_s$ of $W$ at $s$ provides its element. This localization procedure can always be done. The localization equivalences of the matrix factorization categories [18, Proposition 1.14] and [11, Theorem 4.11, 5.7] provide canonical equivalences

$$\text{HMF}(S, W) \cong \text{HMF}(\mathbb{C}[U], W|_U) \cong \text{HMF}(\widehat{\mathcal{O}}_{S,s}, W_s).$$

If $(S_1, W_1)$ and $(S_2, W_2)$ are two such pairs we similarly have

$$\text{HMF}(S_1 \times S_2, W_1 + W_2) \cong \text{HMF}(\mathbb{C}[U_1] \otimes \mathbb{C}[U_2], W_1|_{U_1} + W_2|_{U_2}) \cong \text{HMF}(\widehat{\mathcal{O}}_{S,s_1} \widehat{\otimes} \mathcal{O}_{S,s_2}, W_{s_1} + W_{s_2}),$$

where $s_i$ are the unique singularity points and $U_i$, if they exist, are two suitable affine charts. The equivalences are compatible with the tensor products. This implies that we can canonically fit $\text{HMF}(S, W)$ for $W$ with isolated singularity at the unique point into the bicategory of polynomial potentials (in case of the existence of the affine chart) or power series potentials (in all cases) and their matrix factorizations. In particular, we can talk about orbifold equivalence between such functions. Canonicity of the equivalences implies that the choices made at this point will not impact our results.

3. **Setting and the formulation of the main result**

3.1. **McKay correspondence.** Let $V$ be a smooth quasiprojective complex variety with an action of a finite group of automorphisms $G$. Assume further that the canonical bundle $K_V$ of $V$ is locally trivial as a $G$-sheaf, i.e. if for each point $x \in V$ the stabilizer of $x$ in $G$ acts on the tangent space $T_x V$ by an element with determinant 1. Let $M = V/G$ be the quotient, which then has only Gorenstein singularities and $\pi : V \to M$ be the (finite) quotient map.

Assume that there is a resolution of singularities $\tau : Y \to M$, which is crepant, i.e. $\tau^*(K_M) = K_Y$. Let $Z = Y \times_M V \subset Y \times V$ be the Cartesian product so that we have the diagram
Note that there is a $G$ action on $Z$ coming from the action on the second factor such that $Y = Z/G$. The quotient map $p$ is finite and we further assume it to be flat.\footnote{Note that since $Y$ is smooth it is sufficient to know that $Z$ is Cohen-Macaulay.}

Fix a locally free sheaf $E$ on $Z$, which is a pull back along $p$ and consider a Fourier-Mukai transform with kernel $E$:

\[(3.2)\]

\[\Phi^G_E: D(Y) \to D^G(V)\]

given by

\[(3.3)\]

\[\Phi^G_E(-) := q_*(p^*(- \otimes \rho_0) \otimes_{O_Z} E),\]

where $- \otimes \rho_0: D(Y) \to D(Y)^G$ is the functor of taking the trivial $G$-representation (the $G$-action on $Y$ is trivial). Let $\mathcal{F} = E^\vee$ be the dual sheaf, so that we have a right adjoint Fourier-Mukai transform:

\[(3.4)\]

\[\Phi^{G,\vee}_E: D^G(V) \to D(Y)\]

given by

\[(3.5)\]

\[\Phi^{G,\vee}_E(-) := (p_*(q^!(\cdot) \otimes_{O_Z} E^\vee))^G,\]

where $(-)^G: D(Y)^G \to D(Y)$ is the functor of taking $G$-invariants. We will assume that $\Phi^G_E$ and $\Phi^{G,\vee}_E$ are mutually inverse equivalences.

**Example 3.2.** The situation considered in \cite{5} fits into the present setting: in this case $E = O_Z = p^*O_Y$ and the other conditions are stated directly in loc. cit.

Let $\Phi^G_E(-) = q_*(p^*(- \otimes_{O_Z} E))$ and $\Phi^{G,\vee}_E(-) = p_*(q^!(\cdot) \otimes_{O_Z} E^\vee)$ be the nonequivariant version of the adjoint pair above. We will make use of the following observation:

**Lemma 3.3.** We have an equivalence of functors $\Phi^{G,\vee}_E \circ \Phi^G_E(-) \cong p_*O_Z \otimes_{O_Y} -$.

**Proof.** By \cite{16} Theorem 1.3 the functor $p^*$ induces an equivalence between $D(Y)$ and the full subcategory $I^G(Z) \subset D^G(Z)$ consisting of sheaves, such that for each $z \in Z$ the stabilizer $G_z \subset G$ acts trivially
on the stalk of the sheaf at \( z \). The inverse functor is given by the composition of \( p_* \) and \((-)^G\). Note that by our assumptions \(- \otimes_{\mathcal{O}_Z} \mathcal{E} \) and \(- \otimes_{\mathcal{O}_Z} \mathcal{E}^\vee \) preserves \( I^G(Z) \) and so does \(- \otimes_{\mathcal{O}_Z} K_q \).

Given \( \mathcal{F} \in D(Y) \) we have \( p^* \mathcal{F} \otimes_{\mathcal{O}_Z} \mathcal{E} \) is in \( I^G(Z) \) and so it is isomorphic to \( p^* \mathcal{F}' \) for \( \mathcal{F}' \cong (p_* p^* \mathcal{F} \otimes_{\mathcal{O}_Z} \mathcal{E})^G \) on \( Y \). Since \( G \) action on \( Z = Y \times_M V \) comes from the action on the second factor, \( q_* q^* \) preserves \( I^G(Z) \). In particular \( q_* q^* p^* \mathcal{F}' \) is in \( I^G(Z) \) and so is \( q^! q_* q^* p^* \mathcal{F}' \otimes_{\mathcal{O}_Z} \mathcal{E}^\vee \).

We conclude that
\[
q^! q_* p^* \mathcal{F}' \otimes_{\mathcal{O}_Z} \mathcal{E}^\vee \cong q^* q_* p^* \mathcal{F}' \otimes_{\mathcal{O}_Z} K_q \otimes_{\mathcal{O}_Z} \mathcal{E}^\vee.
\]

We conclude that
\[
q^! \Phi_\mathcal{E}(\mathcal{F}) \otimes_{\mathcal{O}_Z} \mathcal{E}^\vee \cong p^*(q^! \Phi_\mathcal{E}(\mathcal{F}) \otimes_{\mathcal{O}_Z} \mathcal{E}^\vee))^G \cong p^* \mathcal{F}.
\]

The projection formula implies
\[
\Phi_\mathcal{E} \circ \Phi_\mathcal{E}(\mathcal{F}) \cong p_* p^* \mathcal{F} \cong p_* \mathcal{O}_Z \otimes_{\mathcal{O}_Y} \mathcal{F}.
\]

Finally, all the equivalences used are functorial.

3.4. **Introducing the singularity into the picture.** Let \( f : V \to \mathbb{C} \) be a \( G \)-invariant function. It then descends to a function on \( M \) and by taking composition with \( \tau \) we obtain a function \( \hat{f} : Y \to \mathbb{C} \). Let \( f \) and \( \hat{f} \) both have isolated singularities at the unique points \( v \in V \) and \( y \in Y \) respectively.

The following statement was proved in the most general setting in [6, Theorem 1.1]. In the present setting we will give a new proof in the next section.

**Theorem 3.5.** There is an equivalence of triangulated categories
\[
\text{HMF}(\hat{f}) \cong \text{HMF}^G(f).
\]

We will work in the context of Section 2.6.1 and fix the respective choices for \((V, f)\) and \((Y, \hat{f})\). Note that \( v \) is necessary \( G \)-fixed and so \( G \) induces a linear action on the local ring \( \hat{\mathcal{O}}_{V,v} \). It, therefore, make sense to talk about \( \text{HMF}^G(\hat{\mathcal{O}}_{V,v}, f_s) \), which is equivalent to \( \text{HMF}^G(V, f) \). In case of working with an affine space chart \( v \in U \subset V \) we should further assume that it is \( G \)-invariant. We shall prove

**Theorem 3.6.** There exists a matrix factorization of \( \hat{f} - f \) as a function on \( Y \times V \), which after the localization at \((y, v)\) has invertible left and right quantum dimensions.
3.7. Grading. Suppose additionally that there is an action of $\mathbb{C}^\times$ on $V$ commuting with the action of $G$ and an action $\mathbb{C}^\times$ on $Y$, altogether making (3.1) to be the $\mathbb{C}^\times$-equivariant Cartesian diagram. In this case we further suppose that $\mathcal{E}$ admits a structure of $\mathbb{C}^\times$-equivariant sheaf, which we fix, so that $\Phi, \Phi^G, \Phi^G_\mathcal{E}$ define functors between the $\mathbb{C}^\times$-equivariant categories.

Example 3.8. In the setting of [5] the $\mathbb{C}^\times$-action on $V$ commuting with the $G$-action defines the compatible $\mathbb{C}^\times$-action on $Y$. Indeed, recall that $Y$ is an irreducible component of $G$-Hilb. Then if $C \subset V$ is a $G$-cluster and $t \in \mathbb{C}^\times$, then $t(C) \subset V$ is also a $G$-cluster and as $\mathbb{C}^\times$ is connected we stay in the same component. The sheaf $\mathcal{E} = \mathcal{O}_Z$ is naturally a $\mathbb{C}^\times$-equivariant sheaf.

Let $f$ be homogenous with respect to the $\mathbb{C}^\times$-action, i.e. for a fixed $D \in \mathbb{Z}$ and any $t \in \mathbb{C}^\times$ we have $t^*(f) = t^D f$. The function $\hat{f}$ is then also homogenous with the same value of $D$. This implies, in particular, that $v$ and $y$ are the fixed points of the action and we have a $\mathbb{Z}$-grading on the corresponding local rings, such that the images of $f$ and $\hat{f}$ are of pure degree $D$.

The following proposition makes the matrix factorization we construct into the graded one.

Proposition 3.9. In the present setting the matrix factorization of Theorem 3.6 could be chosen to be $\mathbb{C}^\times$-equivariant ($\mathbb{Z}$-graded).

4. Proof of the main result

Note that by construction $\hat{f} - f$ vanishes on $Z$. Thus, we can view $\mathcal{E}$ as a coherent sheaf on the zero variety $\{\hat{f} - f = 0\} \subset Y \times V$. We can now project $\mathcal{E}$ to the singularity category $D_{\text{sing}}(\{\hat{f} - f = 0\})$. Now Theorem 2.3 yields a matrix factorization $X_{\mathcal{E}}$ of $\hat{f} - f$ associated to $\mathcal{E}$. In the same way there is a matrix factorization $X_{\mathcal{E}^\vee}$ of $f - \hat{f}$, which is two sided adjoint to $X_{\mathcal{E}}$. Recall the notation (2.3).

Proposition 4.1. In the category $H\text{MF}(\tilde{f})$ we have

$X_{\mathcal{E}^\vee} \otimes_{\mathcal{O}_\mathcal{E}} X_{\mathcal{E}} \cong \mathbb{C}[G] \otimes_{\mathbb{C}} \Delta_f$,

where $\mathbb{C}[G]$ is the vector space of functions on $G$.

Proposition 4.1 implies Theorem 3.6 and Proposition 3.9. By (2.6) we have

$\dim_l(X_{\mathcal{E}^\vee}) \dim_l(X_{\mathcal{E}}) = \dim_l(\mathbb{C}[G] \otimes_{\mathbb{C}} \Delta_f)$,

$\dim_r(X_{\mathcal{E}^\vee}) \dim_r(X_{\mathcal{E}}) = \dim_r(\mathbb{C}[G] \otimes_{\mathbb{C}} \Delta_f)$.
By (2.4) and the fact that \( \dim_C C[G] = |G| \) we have
\[
\dim_l(C[G] \otimes_C \Delta_f) = \dim_r(C[G] \otimes_C \Delta_f) = |G|.
\]
Since \( |G| \neq 0 \), the statement follows.

In the setting of Proposition 3.9 note that \( \{ \hat{f} - f = 0 \} \) is preserved by the \( \mathbb{C}^\times \)-action and the equivalence (2.1) is compatible with the actions, which allows to pass to the \( \mathbb{C}^\times \)-equivariant categories. Since \( E \) was a \( \mathbb{C}^\times \)-equivariant sheaf \( X_E \) is an equivariant matrix factorization.

\[ \square \]

**Remark 4.2.** As \( X^\dagger_E \cong X_E \) and (2.4) holds, we have proven that \( \dim_l(X_E) \dim_r(X_E) = |G| \).

**Proof of Proposition 4.1.** By definition, the tensor product functors \( X_E \otimes \mathcal{O}_Y \) and \( X_E \otimes \mathcal{O}_V \) are the Fourier-Mukai transforms with the kernels \( X_E \) and \( X_E \otimes \mathcal{O}_V \) respectively. It follows that under the equivalence (2.1) these functors respectively match the functors induced by \( \Phi_E \) and \( \Phi_E \).

Now Lemma 3.3 implies that under the equivalence (2.1) applied to \( W = f \) the functor \( X_E \otimes \mathcal{O}_Y \) matches the functor induced by \( p_* \mathcal{O}_Z \otimes \mathcal{O}_Y \) on the left. Since \( p \) is flat and finite, the sheaf \( p_* \mathcal{O}_Z \) is locally free. Moreover, its fiber over a point is identified with \( \mathbb{C}[G] \). As we work locally near \( y \) the sheaf \( p_* \mathcal{O}_Z \) is isomorphic to the trivial sheaf with the fiber \( \mathbb{C}[G] \). We see that the functor induced by \( p_* \mathcal{O}_Z \otimes \mathcal{O}_Y \) on the singularity category corresponds to \( \mathbb{C}[G] \otimes \mathcal{O}_Y \) on the matrix factorization category. The statement follows.

\[ \square \]

**Proof of Theorem 3.5.** We can upgrade the proof and the statement of Proposition 4.1 to the isomorphism of monads, with the monad structure on \( \mathbb{C}[G] \otimes \mathcal{O}_Y \) being the one coming from the algebra structure of \( \mathbb{C}[G] \). Indeed, the argument of Proposition 4.1 implies that the monad structure of interest is identified with the monad structure on \( p_* \mathcal{O}_Z \otimes \mathcal{O}_Y \) or in other words \( \mathcal{O}_Y \)-algebra structure on \( p_* \mathcal{O}_Z \cong p_* p^* \mathcal{O}_Y \), which is fiberwise isomorphic to the algebra \( \mathbb{C}[G] \) of functions on \( G \).

Applying Theorem 2.6 we obtain
\[
\text{HMF}(f) \cong X_E \otimes \mathcal{O}_V \text{ mod } \text{HMF}(\hat{f}) \cong \mathbb{C}[G] \otimes_C \Delta_f - \text{mod } \text{HMF}(\hat{f}).
\]
Since \( \Delta_f \) acts on \( \text{HMF}(\hat{f}) \) as identity, the latter category is just the category of matrix factorizations of \( \hat{f} \) with an action of \( \mathbb{C}[G] \) commuting with the differential (equivalently, \( G \)-graded matrix factorizations),

\[ \overline{2} \text{The idea of this argument was suggested to the author by the anonymous referee.} \]
which we denote by just $\mathbb{C}[G] - \text{mod}_{\text{HMF}(\hat{f})}$. As the functors involved were compatible with $G$-action, the equivalence above is the equivalence of $G$-categories, where $G$ acts on the right hand side through its action on $V$ and on the left hand side through the translation action on $\mathbb{C}[G]$. Passing to the categories of $G$-equivariant objects and using the fact that $\mathbb{C}[G]^G \cong \mathbb{C}$ we conclude

$$\text{HMF}^G(f) \cong (\mathbb{C}[G] - \text{mod}_{\text{HMF}(\hat{f})})^G \cong \text{HMF}(\hat{f})$$

as desired.

\[\square\]

5. Relation to the known examples and conjecture

5.1. Examples.

5.1.1. $A_{2b-1} \sim D_{b+1}$ in $[10]$ and $[8]$. In the notations of loc. cit. we take $G = \mathbb{Z}/2\mathbb{Z}$ acting by $(u, v) \mapsto (-u, -v)$ so that $f$ is of type $A_{2b-1}$ and the singularity of $\hat{f}$ is of type $D_{b+1}$. This was observed in $[2]$, where it is also shown that one can chose a suitable affine chart on $Y$ isomorphic to the affine space. The matrix factorization constructed in loc. cit. is already $G$-equivariant and their formula (2.15) for the quantum dimensions agrees nicely with Remark $[4,2]$.

5.1.2. $K_{14} \sim Q_{10}$ in $[17]$. In the notations of loc. cit. we take $G = \mathbb{Z}/2\mathbb{Z}$ acting by $(u, v, w) \mapsto (-u, v, -w - u^4)$ in case of version 1 of $K_{14}$ or by $(u, v, w) \mapsto (u, -v, -w)$ in case of version 2 of $K_{14}$ so that $f$ is of type $K_{14}$ and the singularity of $\hat{f}$ is of type $Q_{10}$. This was observed in $[3]$ and once again a suitable affine space chart on $Y$ could be chosen. However, the matrix factorizations constructed in loc. cit. are not $G$-equivariant.

5.1.3. $A_5 \sim A_2 \times A_2, Z_{13} \sim Q_{11}$ and $W_{13} \sim S_{11}$ in $[20]$. For $A_5 \sim A_2 \times A_2$ recall that we have just seen that $A_5 \sim D_4$, so we have to check $D_4 \sim A_2 \times A_2$. Let $G = \mathbb{Z}/3\mathbb{Z}$ act in the notations of loc. cit. by $(y_1, y_2) \mapsto (\zeta_3 y_1, \zeta_3^{-1} y_2)$, where $\zeta_3$ is a nontrivial root of unity of degree 3. In this case $f$ is of type $A_2 \times A_2$ and the singularity of $\hat{f}$ is of type $D_4$. This was observed in $[2]$.

For $Z_{13} \sim Q_{11}$ one exposes the action easier for a different version of $Z_{13}$, namely $f = x_1^6x_2 + x_2^3 + x_3^2$, where $G = \mathbb{Z}/2\mathbb{Z}$ acts by $(x_1, x_2, x_3) \mapsto (-x_1, x_2, -x_3)$, so that the singularity of $\hat{f}$ is of type $Q_{11}$. This was observed in [3].

For $W_{13} \sim S_{11}$ there is an action of $G = \mathbb{Z}/2\mathbb{Z}$ in the notations of loc. cit. given by $(y_1, y_2, y_3) \mapsto (-y_1, y_2, -y_3)$, so that $f$ is of type $W_{13}$.
and the singularity of $\hat{f}$ is of type $S_{11}$. This was observed in [3]. The matrix factorization constructed in loc. cit. is already $G$-equivariant.

In all cases there are suitable affine space charts on $Y$.

5.1.4. $E_{18} \sim Q_{12}$ and $E_{30} \sim Q_{18}$ in [14]. In the notations of loc. cit. we take $G = \mathbb{Z}/2\mathbb{Z}$, which acts by $(x, y, z) \mapsto (-x, y, -z)$ for the first equivalence and by $(u, v, w) \mapsto (-u, v, -w + u^8)$ for the second. There are suitable affine space charts on $Y$ in both cases.

5.2. Nonexamples. $A_{11} \sim E_6$, $A_{17} \sim E_7$ and $A_{29} \sim E_8$ in [8]. The respective formulas (2.28), (2.41) and (2.51) for quantum dimensions in loc. cit. imply that the constructed matrix factorizations could not be obtained by our methods, even if we try to chain several equivalences of the form $\hat{f} \sim f$. Indeed by Remark 4.2 we will always get a matrix factorization $X$ with $\dim_l(X) \dim_r(X) \in \mathbb{Q}^>0$, while this is not the case in loc. cit.

5.3. Conjecture. Looking at these examples it is natural to pose the following conjecture:

**Conjecture 5.4.** 1) Let $f \sim g$ be a (graded) orbifold equivalence of polynomials in either 2 or 3 variables given by a matrix factorization $X$, such that $\dim_l(X) \dim_r(X) \in \mathbb{Q}^>0$. Then there exists a sequence of orbifold equivalences given by Theorem 3.6, such that $f \sim g$ is their compostion.

2) Let $f \sim g$ be a (graded) orbifold equivalence of singularities given by a matrix factorization $X$, such that $\dim_l(X) \dim_r(X) \in \mathbb{Q}^>0$. Then there exists a sequence of orbifold equivalences, such that each equivalence is either of the type given by Theorem 3.6 or is a Knörrer periodicity ([8, Proposition 1.2 (ii)]), so that $f \sim g$ is their compostion.

**References**

[1] A. Basalaev, A. Takahashi, "Hochschild cohomology and orbifold Jacobian algebras associated to invertible polynomials", J. Noncommut. Geom. 12:14(3):861–77, (2020).

[2] A. Basalaev, A. Takahashi, E. Werner, "Orbifold Jacobian algebras for invertible polynomials", arXiv preprint: 1608.08962, (2016).

[3] A. Basalaev, A. Takahashi, E. Werner, "Orbifold Jacobian algebras for exceptional unimodal singularities", Arnold Math. J., 3, 483–498, (2017).

[4] R. Bezrukavnikov, D. Kaledin, "McKay equivalence for symplectic resolutions of quotient singularities", Proc. Steklov Inst. Math. 246, no. 3 (2004), 13–33.

[5] T. Bridgeland, A. King, M. Reid, "The McKay correspondence as an equivalence of derived categories", J. Amer. Math. Soc. 14 (2001), 535–554.
[6] V. Baranovsky, J. Pecharich, "On equivalences of derived and singular categories", centr.eur.j.math. 8, (2010), 1–14.
[7] N. Carqueville, D. Murfet, "Adjunctions and defects in Landau-Ginzburg models", Adv. Math. 289 (2016), 480–566.
[8] N. Carqueville, A. Ros Camacho, I. Runkel, "Orbifold equivalent potentials", JPAA 220 2 (2016), 759–781.
[9] N. Carqueville, I. Runkel, "Rigidity and defect actions in Landau-Ginzburg models", Comm. Math. Phys. 310 (2012), 135–179.
[10] N. Carqueville, I. Runkel, "Orbifold completion of defect bicategories", Quantum Topol. 7 (2016), no. 2, pp. 203–279
[11] T. Dyckerhoff, "Compact generators in categories of matrix factorizations", Duke Math. J. 159 (2011), 223–274.
[12] T. Dyckerhoff, D. Murfet, "Pushing forward matrix factorisations", Duke Math. J. 162 (2013), 1249–1311.
[13] M. Haiman, "Combinatorics, symmetric functions, and Hilbert schemes", Current developments in mathematics, 2002, Int. Press, Somerville, MA (2003), 39–111.
[14] T. Kluck, A. Ros Camacho, "Computational aspects of orbifold equivalence", preprint, arXiv:1901.09019.
[15] A. Kuznetsov, "Hyperplane sections and derived categories", Izv.: Math. 70:3, (2006), 447–547.
[16] T. Nevins, "Descent of coherent sheaves and complexes to geometric invariant theory quotients", Journal of Algebra Volume 320, Issue 6, (2008), 2481–2495.
[17] R. Newton, A. Ros Camacho, "Strangely dual orbifold equivalence I", J. Sing. 14 (2016), 34–51.
[18] D. Orlov, "Triangulated categories of singularities and D-branes in Landau-Ginzburg models", Proc. Steklov Inst. Math. 2004, no. 3(246), 227–248.
[19] D. Orlov, "Matrix factorizations for nonaffine LG-models", Math. Ann., 353, (2012), 95–108.
[20] A. Recknagel, P. Weinreb, "Orbifold equivalence: structure and new examples", J. of Sing. Vol. 17 (2018), 216–244.
[21] A. Ros Camacho, "On the Landau-Ginzburg/conformal field theory correspondence", Vertex Operator Algebras, Number Theory and Related Topics 753 (2020), Contemporary Mathematics AMS.
[22] D. Shklyarov, "On Hochschild invariants of Landau-Ginzburg orbifolds", Adv. Theor. Math. Phys., 24(1), 189–258, (2020).

BOSTON COLLEGE, DEPARTMENT OF MATHEMATICS, MALONEY HALL, FIFTH FLOOR, CHESTNUT HILL, MA 02467-3806, UNITED STATES
Email address: ionov@bc.edu