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Abstract

Data augmentation has been widely used in image data and linguistic data but remains under-explored on graph-structured data. Existing methods focus on augmenting the graph data from a global perspective and largely fall into two genres: structural manipulation and adversarial training with feature noise injection. However, the structural manipulation approach suffers information loss issues while the adversarial training approach may downgrade the feature quality by injecting noise. In this work, we introduce the local augmentation, which enhances node features by its local subgraph structures. Specifically, we model the data argumentation as a feature generation process. Given the central node’s feature, our local augmentation approach learns the conditional distribution of its neighbors’ features and generates the neighbors’ optimal feature to boost the performance of downstream tasks. Based on the local augmentation, we further design a novel framework: LA-GNN, which can apply to any GNN models in a plug-and-play manner. Extensive experiments and analyses show that local augmentation consistently yields performance improvement for various GNN architectures across a diverse set of benchmarks. Code is available at [https://github.com/Soughing0823/LAGNN](https://github.com/Soughing0823/LAGNN).

1 Introduction

Graph Neural Networks (GNNs) and their variants \[\cite{2,23,46}\] have achieved state-of-the-art performance on various tasks such as recommendation system \[\cite{54}\] and traffic prediction \[\cite{17}\]. However, as Kipf et al. \[\cite{23}\] point out, deep GCN are prone to over-fitting due to limited labeled data \[\cite{42}\] and additional model parameters as the number of parameters increase with model depth. Meanwhile, as a data-based solution of alleviating over-fitting, \textit{data augmentation} has been successfully adopted in many areas, such as computer vision \[\cite{7}\] and natural language processing \[\cite{11}\]. Therefore, graph data augmentation has been studied recently. For explicit graph data augmentation, the existing methods can be divided into two categories: either topology-level \[\cite{36,49,55}\] or feature-level augmentation \[\cite{9,12,25}\].

A standard operation on topology-level augmentation is to perturb the adjacency matrix, yielding different graph structures. For instance, DropEdge \[\cite{36}\] randomly removes a certain percentage of edges of the input graph for each training epoch and can be interpreted as a topology-level augmenter. NodeAug \[\cite{49}\] adds and removes edges on subgraphs based on their self-defined importance score. Zhao et al. \[\cite{55}\] exploit their proposed neural edge predictor to promote intra-class edges and demote inter-class edges in a given graph structure. While feature-level augmentation recovers missing or
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interrupted vertex features using their context information. Existing feature-level augmentation mainly exploits perturbations guided by adversarial training. Some studies [9,12,25] inject adversarial noise to node attributes and to regularize the training of GNNs. Nevertheless, these feature-level augmentation techniques have three drawbacks. 1) They employ full-batch adversarial training for augmentation, which is unnecessary, and introduce some additional side effects such as over-smoothing [26]. 2) This type of feature-level augmentation is coarse-grained, which focuses on global augmentation and abandons the local information of the neighborhood. 3) Injecting the perturbation into features degrades the quality of the feature representations. Moreover, to our best knowledge, none of the existing approaches combines both the feature representations and the graph topology, especially the local subgraph structures, for graph-level data augmentation.

In this work, to consider both structure and features, we propose a framework: Local Augmentation for Graph Neural Networks (LA-GNNs). The term “local augmentation” refers to the generation of neighborhood information by conditioning on local structures and node features via a generative model. Specifically, our proposed framework learns the conditional distribution of the connected neighbors’ representations given the representation of the central node, which has an analogy with the Skip-gram of word2vec model [29] that predicts the probability of the context given the central word. The motivation behind this work concludes three-fold. 1) Existing feature-level augmentation works primarily pay attention to global augmentation without considering the informative neighborhood. 2) The distribution of the representations of the neighbors has a close connection to the central node, making ample room for feature augmentation. 3) JKnet [51], APPNP [24] and GCNII [6] preserve the locality of the node representations to avoid the over-smoothing, yielding the demand of local augmentation. And there are several benefits in applying local augmentation for the GNN training. First, local augmentation is essentially a data augmentation technique that can improve the generalization of the GNN models and prevent over-fitting. Second, we can recover some missing or interrupted feature information in an attributed graph via the generative model [20]. Third, our proposed framework is flexible and can be equipped with various popular backbone networks such as GCN [23], GAT [46], GCNII [6], and GRAND [13] to enhance their performance. Extensive experimental results demonstrate that our proposed framework could improve the performance of GNN variants on benchmark datasets.

2 Local Augmentation

The local augmentation framework we proposed consists of three modules: the generator, the importance sampling module, and GNN as an auxiliary downstream task, as illustrated in Figure 1. For each node, the pipeline utilizes the generative model to learn the conditional distribution of the feature representations of its connected neighbors. We then exploit importance sampling to determine the optimal generated data to augment the training set, according to the dropout uncertainty of the downstream GNN predictor, which is subsequently trained on the augmented dataset.
2.1 Notations and Preliminaries

Notations. Let \( G = (V, E) \) represent the graph, where \( V \) is the set of vertices \( \{v_1, \cdots, v_N\} \) with \( |V| = N \) and \( E \) is the set of edges. The adjacency matrix is defined as \( A \in \{0, 1\}^{N \times N} \), and \( A_{ij} = 1 \) if and only if \( (v_i, v_j) \in E \). Let \( \mathcal{N}_i = \{v_j | A_{ij} = 1\} \) denotes the neighborhood of node \( v_i \) and \( D \) denote the diagonal degree matrix, where \( D_{ii} = \sum_{j=1}^{N} A_{ij} \). The feature matrix is denoted as \( X \in \mathbb{R}^{N \times F} \) where each node \( v \) is associated with a \( F \)-dimensional feature vector \( \mathbf{x}_v \). \( Y \in \{0, 1\}^{N \times C} \) denote the one-hot label matrix, where \( Y_i \in \{0, 1\}^C \) is a one-hot vector and \( \sum_{j=1}^{C} Y_{ij} = 1 \) for any \( v_i \in V \).

GNN. Graph Neural Networks (GNNs) are neural network models, such as GCN and GAT \(^{[23, 46]}\), that capture the dependence of graphs via message passing between the nodes of graph as

\[
\mathbf{H}^{(\ell)} = f(\mathbf{A}, \mathbf{H}^{(\ell-1)})
\]

where \( f \) denotes the specific GNN layer for different models, \( \mathbf{H}^{(\ell)} \) are the hidden vectors of the \( \ell \)-th layer and \( \mathbf{H}^{(0)} = \mathbf{X} \). For example, \( f(\mathbf{A}, \mathbf{H}) = \sigma(\tilde{\mathbf{A}}\mathbf{H}W) \) for GCN, where \( \tilde{\mathbf{A}} = \tilde{\mathbf{D}}^{-\frac{1}{2}}\mathbf{A}\tilde{\mathbf{D}}^{-\frac{1}{2}} \), \( \tilde{\mathbf{D}} \) is the degree matrix of \( \tilde{\mathbf{A}} \), i.e., \( \tilde{\mathbf{D}}_{ii} = \sum_{j} \tilde{A}_{ij} \), and \( \tilde{\mathbf{A}} = \mathbf{A} + I \).

2.2 Learning The Conditional Distribution

We start by reviewing the semi-supervised learning of GNNs. Most existing GNN models \(^{[23, 46]}\) are viewed as a classification function to predict the class labels of the graph nodes. In this work, we use a GNN classification estimator \( P_\theta(Y|A, X) \) (\( \theta \) is the parameter) to model the conditional distribution of label \( Y \) with respect to the graph structure \( A \) and feature matrix \( X \). Given training samples \( \{A, X, Y\} \), the parameter \( \theta \) can be estimated using Maximum Likelihood Estimation (MLE), by optimizing the following likelihood function:

\[
\max \prod_{k \in K} P_\theta(Y_k|A, X)
\]

where \( K \) is the set of node indices of the training dataset whose labels are visible during the semi-supervised training. To further boost the performance of GNN, a new model \( P_\theta(Y, \overline{X}|A, X) \) is introduced, where \( \overline{X} \) is generated features by feature-level augmentation \(^{[23, 46]}\). For this model, the MLE method needs to optimize a marginalized probability \( P_\theta \) over the generated feature matrix \( \overline{X} \):

\[
\max \prod_{k \in K} \int_{\overline{X}} P_\theta(Y_k, \overline{X}|A, X)
\]

For Bayesian tractability, we decompose \( P_\theta \) in Eq.\(^{[5]}\) as a product of two posterior probabilities:

\[
P_{\theta, \phi}(Y_k, \overline{X}|A, X) := P_\theta(Y_k|A, \overline{X})Q_\phi(\overline{X}|A, X)
\]

where \( P_\theta(Y_k|A, X) \) and \( Q_\phi(\overline{X}|A, X) \) denote the probabilistic distributions approximated by the downstream GNN and the (feature-level augmentation) generator respectively, parameterized by \( \theta \) and \( \phi \). **There are two benefits in the decomposition above.** First, it allows us to decouple the training of the downstream predictor \( P_\theta \) and the generator \( Q_\phi \), enabling the generator to easily generalize to other downstream tasks. Moreover, inspired by the successes of data augmentation via deep-learning-based generative modeling \(^{[3]}\), the representation power of Eq.\(^{[4]}\) is superior than that of a single predictor \( P_\theta(Y_k|A, X) \) without data augmentation.

Consequently, once a generator \( Q_\phi \) is trained very well, our training procedure can optimize \( P_\theta(Y_k|A, \overline{X}) \) with samples \( \overline{X} \) drawn from the fixed conditional distribution \( Q_\phi \). Now, we show how to train the generator as follows.
To achieve our purpose, a suitable method is the conditional variational auto-encoder (CV AE) \[21, 44\], which can help learn the distribution of the latent variable \(z\). To overcome the limitation, we assume that each neighbor satisfies a different conditional distribution. Specifically, there exists a conditional distribution for all the neighbors using the MLE method, i.e., solving the following optimization problem:

\[
\max_{\psi} \sum_{j \in N_i} \log p_\psi (X_j | X_i) = \max_{\psi} \log \prod_{j \in N_i} p_\psi (X_j | X_i) \tag{5}
\]

where \(\{X_{j|i} \in N_i, X_i\}\). Then \(p_\psi\) can be used to augment features for all the neighbors. However, this method ignores the differences between all the neighbors, which may induce severe noise.

To overcome the limitation, we assume that each neighbor satisfies a different conditional distribution. Specifically, there exists a conditional distribution \(p(\cdot | X_i, z_j)\) with latent random variable \(z_j\), such that we have \(X_j \sim p(X|X_i, z_j)\) for \(X_{j|i} \in N_i\). Once we obtain \(p(\cdot | X_i, z_j)\) in some way, we can generate augmented features \(\tilde{X}_j\) and then we can train \(P_\theta(Y_k|A, \tilde{X})\) instead of \(P_\theta(Y_k|A, X)\) to improve the final performance of \(P_\theta\). Below, we will present how to find \(p(\cdot | X_i, z_j)\), which will produce the generator \(Q_\phi\).

To achieve our purpose, a suitable method is the conditional variational auto-encoder (CVAE) \[21, 44\], which can help learn the distribution of the latent variable \(z_j\), and the conditional distribution \(p(\cdot | X_i, z_j)\). So, a CVAE model \(Q_\phi(X|A, X)\) is adopted as our generator, where \(\phi = \{\varphi, \psi\}\), \(\varphi\) denotes the variational parameters and \(\psi\) represents the generative parameters. To derive the optimization problem for CVAE, \(\log p_\psi (X_j | X_i)\) can be written with latent variables \(z\) as follows, following previous work \[33, 44\]:

\[
\log p_\psi (X_j | X_i) = \int q_\varphi(z | X_j, X_i) \log \frac{p_\psi(X_j, z | X_i)}{q_\varphi(z | X_j, X_i)} dz + KL(q_\varphi(z | X_j, X_i) | p_\psi(z | X_j, X_i)) \geq \int q_\varphi(z | X_j, X_i) \log \frac{p_\psi(X_j, z | X_i)}{q_\varphi(z | X_j, X_i)} dz
\]

and the evidence lower bound (ELBO) can be written as:

\[
\mathcal{L}(X_j, X_i; \psi, \varphi) = -KL(q_\varphi(z | X_j, X_i) | p_\psi(z | X_i)) + \int q_\varphi(z | X_j, X_i) \log p_\psi(X_j | X_i, z) dz \tag{6}
\]

where the encoder \(q_\varphi(z | X_j, X_i) = \mathcal{N}(f(X_j, X_i), g(X_j, X_i))\), and the decoder \(p_\psi(z | X_i) = \mathcal{N}(0, I)\), \(p_\psi(X_j | X_i, z) = \mathcal{N}(f(X_i, z), \{f, g\})\) are approximated by neural networks. For simplicity and tractability, the implemented generator \(Q(X|A, X)\) uses the same parameters across all nodes \(v_j \in V\).

Here, we discuss how our proposed model distinguishes from the classical representation learning models on graphs. Previous methods such as EP-B \[15\] and GraphSAGE \[18\] rely on reconstruction loss function between the central node and its neighbors’ embeddings. EP-B aims to minimize the reconstruction error by optimizing the objective \(\min \sum_{u \in V \setminus \{v\}} \left[ \gamma + d(\bar{h}_v, h_v) - d(\bar{h}_v, h_u) \right]\) where \(h_v\) represents the target node; \(h_u\) denotes the neighbor nodes; \(\bar{h}_v = \text{AGG}(h_v \mid l \in \mathcal{N}(v))\) indicates the reconstruction from neighbors; and \(\gamma\) refers to the bias. Besides, GraphSAGE exploits the negative
Algorithm 1 Updating the GNN parameters $\theta$ using the initial feature matrix $X$ and the generated feature matrix $\overline{X}$ selected by the acquisition function

**Input:** Adjacency matrix $A$, feature matrix $X$

**Output:** Generated feature matrix $\overline{X}_{best}$

1. Train GNN $P_\phi$ using $A$ and $X$ for the number of initial GNN training iterations
2. Initialize $U_{best}$, $\overline{X}_{best}$
3. for $i = 1$ to the number of generator iterations do
   4. Train the generator $Q_\psi$ using $A$ and $X$
   5. Generate feature matrix $\overline{X}$ using $Q_\psi$
   6. Compute $U(\overline{X})$ using $P_\theta$ and $\overline{X}$
   7. if $U(\overline{X}) > U_{best}$ then
      8. $U_{best} = U(\overline{X})$
   9. if $i > N_{warmup}$ then
   10. Train GNN $P_\theta$ using $A$ and $\overline{X}$ for the number of continued GNN training iterations
11. $\overline{X}_{best} = \overline{X}$
12. return Generated feature matrix $\overline{X}_{best}$

Optimization of the MLE Now, we present how to optimize the MLE Eq.(4) using the feature matrix produced from the generator. Once the augmented feature matrix can be sampled from the generator, we can optimize the parameters of Eq.(4) in the following way. Firstly, the parameter $\phi = \{\psi, \varphi\}$ can be optimized by maximizing the ELBO of the generator $Q_\phi$, i.e., we train the generator. Secondly, the parameter $\theta$ is optimized by maximizing the MLE Eq.(4) with $\phi$ fixed, which is the conditional distribution of $Y_k$ given $A$ and $X$. In this way, we iteratively and alternately optimize the conditional MLE and ELBO.

In this paper, the MLE is formulated by a GNN model as follows:

$$P_\theta (Y_k \mid A, X) \propto -\mathcal{L}(\theta \mid A, X, \phi)$$

(7)

where $\mathcal{L}(\theta \mid A, X, \phi) = -\sum_{k \in T} \sum_{f=1}^{C} Y_{k f} \ln \left( \text{softmax} \left( \text{GNN}(A, X) \right)_{k f} \right)$. In addition, a practical trick is introduced which firstly trains GNN parameter $\theta$ with $A$ and the initial feature matrix $X$ for some iterations, and then updates it using $A$ and the augmented feature matrix $\overline{X}$. Later, section 2.3 will further present a close relationship between the inference of the generator and the optimization of the MLE.

2.3 Importance Sampling

After the training of the generator finishes, it is contain an issue of using Eq.(4) for inference because $Q$ may generate some rare samples from the side part of the distribution. This critical question makes the inferences Eq.(4) inefficient. Inspired by the active learning [31], we introduce importance sampling to capture the suitable generated feature matrix, which improves the inference efficiency and accelerates the optimization of the MLE. During the importance sampling, the probability of each feature is proportional to its uncertainty evaluated by an acquisition function. We adopt the Bayesian Active Learning by Disagreement (BALD) acquisition function [19] to sample the most important inferences with the approximation from the Monte Carlo (MC) dropout samples as

$$U(\overline{X}) \approx H \left[ \frac{1}{N} \sum_{n=1}^{N} P_\theta (Y_k \mid \overline{X}, \omega_n) \right] - \frac{1}{N} \sum_{n=1}^{N} H \left[ P_\theta (Y_k \mid \overline{X}, \omega_n) \right]$$

(8)
where \( N \) is the number of MC samples and \( \omega_n \) are the parameters of the network sampled for the \( n \)-th MC dropout sample. A high BLAD score indicates a network with high uncertainty about the generated feature matrix. So it tends to be selected to improve the GNN model. Finally, the overall algorithm framework is summarized in Algorithm 1, which assists the optimization of Eq.(4) and generates a suitable generated feature matrix for downstream tasks.

2.4 The Architecture of LA-GNN

In this section, we discuss the details of how to modify backbone models to exploit the captured augmented feature matrix. We use GCN, GAT, GCNII, and GRAND as the backbone network of the proposed framework and test them on semi-supervised node classification tasks.

When the above steps finish, both the initial data and the generated feature matrix are useful for the training of the backbone networks. Therefore, we mix the initial and generated feature representations using concatenation operation. Then we feed the mixed representation to the next GNN layer to obtain our new model, named LA-GNN, where LA means local augmentation. Specifically, a 2-layer LA-GCN is defined as follows:

\[
H^{(2)} = \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \left( \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X W_1^{(1)} \right) \right) \| \sigma \left( \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} \overline{X} W_2^{(1)} \right) \right) W^{(2)} \tag{9}
\]

where \( \| \) denotes an operator of column-wise concatenation, \( W_1^{(1)} \) and \( W_2^{(1)} \) denote the parameters of the first LA-GCN layer, and \( W^{(2)} \) denotes the parameters of the second LA-GCN layer. Since GCNII [6] applies a fully-connected neural network on \( X \) to obtain a lower-dimensional initial representation \( H^{(0)} \) before the forward propagation, we apply a fully-connected neural network on \( X \) and \( \overline{X} \) to obtain \( H^{(0)} \) for the LA-MLP and LA-GCNII as follows:

\[
H^{(0)} = \sigma \left( X W_1^{(0)} \| \overline{X} W_2^{(0)} \right) \tag{10}
\]

\( H^{(0)} \) is fed into the next forward propagation layer. LA-GAT has a similar network architecture with LA-GCN, but the graph convolutional layer needs to be replaced by the graph attention layer. The overall architecture of LA-GNN is shown in Figure 1.

2.5 Discussion

In this section, we discuss the motivation of this work and provide some analysis.

Local Augmentation vs. General Augmentation General image augmentation algorithms include geometric transformations, feature space augmentation, adversarial training, and generative adversarial networks [42]. It is impossible to apply geometric transformations directly to graph data augmentation since graphs are sensitive to node permutation. General adversarial training, feature space augmentation, and generative adversarial networks don’t take the graph structure into account. Graphs consist of a set of identities with certain pairs of these identities connected by edges. We need to consider node features and the graph structure when designing the graph data augmentation framework. Our proposed method of local augmentation fully considers these two points. By extracting the neighbors’ feature vectors, we have enough data points to learn the distribution. There are two benefits to designing local augmentation. First, by taking the sub-graph structure and feature representation associated with this sub-graph structure as input for the generative model, we can learn the information of the sub-graph structure. Second, the number of data points to learn the distribution depends on the node degree. This assures that we have enough data points compared with the general feature augmentation and we can learn a better distribution.

Complementing missing Information Jia et al. [20] points out that some attribute information might be missing on a subset of vertices. By learning the distribution of node representations from the observed data, we can utilize the produced node representations from the generative model to Complement the information missing in the nodes’ attributes, which boosts the robustness of downstream tasks. And we show that our model still works in the scenario that nodes lose a certain percentage of attributes.
3 Related Work

Graph Neural Networks  In general, convolution in the graph domain involves non-spectral (spatial) and spectral approaches. Non-spectral methods generalize convolutions operating on spatially close neighbors to the graph domain. Duvenaud et al. [10] define the convolutional operation with a specific weight matrix for each node degree. Diffusion-convolution neural networks (DCNNs) [4] employs the transition matrix power series to propagate features. Niepert et al. [32] extract local features with a fixed number of neighbors. Monet [30] proposes a unified framework to generalize CNN architectures on non-Euclidean domains. Spectral approaches define the convolution operations based on the spectral formulation. Bruna et al. [5] specify the convolution operator with the spectrum of the graph Laplacian. Defferrard et al. [8] approximate the filters by computing the Chebyshev polynomial recurrently, yielding fast and localized spectral ones. Graph Convolutional Network (GCN) [24], one of the most influential techniques, applies the first-order approximation of localized spectral filters to operate the connected neighbors. Recently, several methods [2, 27] based on GCN have been proposed to obtain the higher-order filters. Besides, GAT [46], Graph U-Nets [14] combine attention networks and pooling operation with GNN separately, which achieve state-of-the-art performance on node and link classification tasks. In this work, local augmentation can be embedded in various popular backbone models to improve performance.

Graph Generative Models  Generative models [16, 21] are powerful tools of learning data distribution through unsupervised learning, and they have achieved tremendous success in various applications. Recently, researchers have proposed several interesting generative models for graph data generation. Variational graph auto-encoder (VGAE) [22] makes use of latent variables and learns interpretable latent representations for undirected graphs. Salha et al. [38] replace the GCN encoder in VGAE with a simple linear model and emphasize the effectiveness of a simple node encoding scheme. Xu et al. [50] propose a generative model framework to learn node representations, by sampling graph generation sequences constructed from observed graph data. ConDgen [52] exploits the GCN encoder to handle the inherent challenges of flexible context-structure conditioning and permutation-invariant generation. Besides, some methods have been proposed to apply the graph generative models in various application such as graph matching [43], molecule design [28], retrosynthesis prediction [41] and chemical design [39]. Compared with these approaches mainly focusing on structure generation, our model takes full use of the power of the generative model for feature representation generation, which can serve as an enhanced technique for the downstream backbone models.

Topology-level Augmentation.  Topology-level augmentation usually perturbs \( A \) to generate different graph structures, which can be formulated as \( A' = \mathcal{F}(A, X) \), where \( \mathcal{F}(\cdot) \) is a structure perturbation function. For example, DropEdge [36] considers \( \mathcal{F}(A, X) = A - A_s \) which is independent of \( X \), where \( A_s \) is a sparse matrix consists of a subset of the original edges \( E \). G-GCN (plain) [56] obtains the global attribute feature matrix \( X^{(a)} \in \mathbb{R}^{N \times d_a} \) through minimizing the objective \( \prod_{v \in V} \prod_{a \in CA(v)} \frac{\exp(X^{(a)} \cdot V_a)}{\sum_{v' \in U} \exp(X^{(a)} \cdot V_{a'})} \) where \( U \) is the set of all attributes, \( CA(v) \) is the sampled context attributes of \( v \), and \( V \in \mathbb{R}^{d_a \times F} \) denotes the parameters. Obviously, the perturbation function of G-GCN has no close-form solution. In this work, we propose a novel feature perturbation function, named local augmentation, whose

| Method        | Considered Part | Type      | Perturbed Part |
|---------------|-----------------|-----------|----------------|
| DropEdge      | \( A \)         | Sampling  | \( A \)        |
| G-GCN         | \( A \& X \)    | Reconstruction | \( A \)        |
| Local Augmentation | \( A \& X \) | Generation | \( X \)        |

Table 1: Comparison of existing graph data augmentation.
Table 2: Classification results on random split (%)

| Dataset   | APPNP | S2GC | GCN   | DropEdge-GCN | LA-GCN | GAT   | LA-GAT | GCNII | LA-GCNII |
|-----------|-------|------|-------|--------------|--------|-------|--------|-------|-----------|
| Squirrel  | 21.6  | 21.3 | 22.5  | 21.9         | 23.2   | 24.2  | 28.2   | 25.3  | 28.6      |
| Actor     | 32.1  | 27.8 | 26.2  | 26.5         | 27.0   | 27.2  | 27.4   | 31.9  | 32.7      |
| Chameleon | 33.0  | 30.2 | 25.1  | 25.0         | 28.9   | 34.8  | 38.6   | 30.2  | 32.5      |
| Cornell   | 58.7  | 57.2 | 55.7  | 53.6         | 56.1   | 55.8  | 56.5   | 57.3  | 56.6      |

differences with existing methods are presented. And the comparison of the details of various graph data augmentation techniques can be found in Table 1.

4 Experiments

In this section, we evaluate the performance of our proposed model on semi-supervised node classification tasks on a variety of public graph datasets and compare our model with the state-of-the-art graph neural networks. We also carry out additional experiments to showcase the necessity of our design and its robustness to missing information.

4.1 Datasets

We utilize seven public graph datasets (Cora, Citeseer, Pubmed, Squirrel, Actor, Chameleon, and Cornell) for semi-supervised node classification tasks. The details of these datasets can be found in the appendix.

4.2 Semi-supervised Node Classification

Baseline and Experimental Setup. We apply the standard fixed splits [53] on three datasets Cora, Citeseer, and Pubmed, with 20 nodes per class for training, 500 nodes for validation, and 1,000 nodes for testing. And we consider four backbones: GCN [23], GAT [46], GCNII [6], and GRAND [13] to evaluate our proposed framework and compare our model against state-of-the-art models including 1) backbone models: Chebyshev [8], GCN, GAT, APPNP [24], Graph U-net [14], MixHop [2], GCNII, GSNN-M [47], S2GC [57], and GRAND and 2) feature-level and topology-level augmentation models: G-GNNs [56], DropEdge [36] and G-AUG-O [55]. For four datasets Squirrel, Actor, Chameleon, and Cornell, we randomly split nodes of each class into 10%, 30%, and 60% for training, validation, testing; measure the performance of GCN, GAT, GCNII and corresponding modified models.

Results For three citation network datasets Cora, Citeseer, and Pubmed, we report the mean classification accuracy on the test nodes of all our models after 100 runs and report the values after running the experiments of their models with our own server under their setting hyperparameters in their original papers. We implement GAT with code published at [1]. The results of the evaluation experiments are summarized in Tables 2 and 3 which demonstrate that the backbone models equipped with our method achieve the best performance across all the datasets except the Cornell dataset. More specifically, we are able to improve upon GCN by a margin of 2.5%, 2.2%, and 2.4% on

\[\text{https://github.com/Diego999/pyGAT}\]
Moreover, LA-GNN outperforms other backbone models including GAT and GCNII as well as data augmentation models \cite{56, 36, 55} on these citation network datasets. Figure 3 shows the distribution of the attributes of the original and inference neighbors, which can demonstrate our inference feature matrix follow the distribution of the initial feature matrix.

### 4.3 Ablation Study

In this section, to demonstrate the effectiveness of our proposed generative framework, we conduct experiments that compare LA-GNN to several of its ablated variants without generative modeling. The results are shown in Table 4. "GCN + width" only increases the first network layer width for GCN and GCNII to match LA-GNN without giving generated samples as input. "+ concatenation" only replaces the generated feature matrix of LA-GNN with the original feature matrix of the central node. "+ plain neighborhood" replaces the generated feature matrix of LA-GNN with a neighborhood feature matrix where each row corresponds to the feature vector of the randomly sampled neighbor. The results show that the first two variants provide no notable improvement for the backbone models, and the third variant even results in degradation. By eliminating the possibility that these confounding factors irrelevant to our core approach may contribute to the final performance, it’s evident that the performance gain in Table 2 and 3 are due to our proposed generative local augmentation framework.

### 4.4 Robustness to Missing Information

In this section, we conduct experiments to verify that our proposed framework can robustify downstream tasks against missing information in the feature attributes. Specifically, we mask a certain percentage of the attributes of each feature vector and use the same pipeline to do augmentation for the masked feature matrix. As shown in Table 5, one can see that as the mask ratio increases, the gap of the performance between the GCN and LA-GCN enlarges in most cases in Cora and Citeseer, which corroborates our insight discussed in Section 2.5. Since there exists large redundancy in the features of the Pubmed dataset, the performance of GCN and LA-GCN decrease little as the mask ratio increases. And so the gap of the performance between the GCN and LA-GCN does not enlarge in the Pubmed dataset.

### 5 Conclusion

We propose local augmentation, a brand-new technique that exploits the generative model to learn the conditional distribution of the central node’s neighbors’ feature representations given its own representation. We can feed the generated feature matrix from a well-trained generative model to some modified backbone GNN models to enhance model performance. Experiments show that our model can improve performance across various GNN architectures and benchmark datasets. Besides, our model achieves new state-of-the-art results on various semi-supervised node classification tasks.

One limitation of our proposed framework is that we do not exploit the 2-hop neighbors or use the random walk to find more related neighbors for the central node. And one future work is that we can extract more 2/3-hop neighbors if the central node’s degree is small and learn the conditional distribution for random sampling nodes if the graph is large.

---

**Table 4: Effects of different components of our framework evaluated on the standard split of the Cora, Citeseer and Pubmed dataset.**

| Method                  | Cora  | Citeseer | Pubmed |
|-------------------------|-------|----------|--------|
| GCN                     | 81.6  | 70.3     | 78.9   |
| GCNII                   | 85.2  | 73.1     | 80.0   |
| GCN + width             | 82.0  | 71.4     | 79.5   |
| GCN + concatenation     | 81.8  | 71.6     | 78.8   |
| GCN + plain neighborhood| 80.9  | 68.8     | 75.0   |
| GCNII + width           | 85.1  | 73.1     | 80.2   |
| GCNII + concatenation   | 85.2  | 73.3     | 80.2   |
| GCNII + plain neighborhood| 83.3 | 71.9     | 78.1   |
| LA-GCN                  | 84.1  | 72.5     | 81.3   |
| LA-GCNII                | 85.2  | 73.7     | 81.6   |

**Table 5: Summary of results on recovering study in terms of classification accuracy (%)**

| Dataset    | Cora     | Citeseer | Pubmed     |
|------------|----------|----------|------------|
| Mask Ratio | 0.1      | 0.2      | 0.4        | 0.8        |
| 0.1        | 81.0 (±0.6) | 80.6 (±1.0) | 80.1 (±1.5) | 76.0 (±5.6) |
| 0.2        | 70.1 (±0.2) | 69.3 (±1.0) | 67.2 (±3.1) | 61.0 (±9.3) |
| 0.4        | 78.5 (±0.4) | 78.5 (±0.4) | 77.5 (±1.4) | 76.9 (±2.0) |
| 0.8        | 81.4 (±0.1) | 80.9 (±0.6) | 80.5 (±1.0) | 79.4 (±2.1) |

---
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A Proofs of Eq.(6) and Eq.(7)

A.1 Proof of Eq.(6): The derivation of the ELBO of the generator

We give more details of the derivation of the generator ELBO as follows:

$$\log p_{\psi}(X_j|X_i) = \int q_{\varphi}(z|X_j, X_i) \log p_{\psi}(X_i|X_i) dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, X_i)}{p_{\psi}(X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, X_i) p_{\psi}(X_i, X_i, z)}{p_{\psi}(X_i) p_{\psi}(X_i, X_i, z)} dz$$

$$= \int q_{\varphi}(z|X_i, X_i) \log \frac{p_{\psi}(X_j, X_i, z)}{p_{\psi}(X_i)} \frac{1}{p_{\psi}(X_j, X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, z|X_i)}{p_{\psi}(z|X_j, X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, z|X_i) q_{\varphi}(z|X_j, X_i)}{q_{\varphi}(z|X_j, X_i) q_{\varphi}(z|X_j, X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \left( \log \frac{p_{\psi}(X_j, z|X_i)}{q_{\varphi}(z|X_j, X_i)} + \log \frac{q_{\varphi}(z|X_j, X_i)}{p_{\psi}(z|X_j, X_i)} \right) dz$$

$$\geq \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, z|X_i)}{q_{\varphi}(z|X_j, X_i)} dz$$

A.2 Proof of Eq.(7)

$$L_{ELBO} = \int q_{\varphi}(z|X_j, X_i) \log \frac{q_{\varphi}(z|X_j, X_i)}{q_{\varphi}(z|X_j, X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, X_i, z)}{q_{\varphi}(z|X_j, X_i) p_{\psi}(X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, X_i, z) p_{\psi}(X_i, z)}{q_{\varphi}(z|X_j, X_i) p_{\psi}(X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(X_j, X_i, z)}{q_{\varphi}(z|X_j, X_i)} dz$$

$$= \int q_{\varphi}(z|X_j, X_i) \log \frac{p_{\psi}(z|X_i)}{q_{\varphi}(z|X_j, X_i)} dz + \int q_{\varphi}(z|X_j, X_i) \log p_{\psi}(X_j|X_i, z) dz$$

$$= -KL(q_{\varphi}(z|X_j, X_i)||p_{\psi}(z|X_i)) + \int q_{\varphi}(z|X_j, X_i) \log p_{\psi}(X_j|X_i, z) dz$$
B Reproducibility

B.1 Datasets Details

Cora, Citeseer, and Pubmed are standard citation network benchmark datasets \[40\]. In these datasets, nodes represent documents, and edges denote citations; node feature corresponds to elements of a bag-of-words representation of a document, and node label corresponds to one of the academic topics. Besides, we utilize four datasets used in \[35\] for evaluation. Chameleon and squirrel are two page-page networks on specific topics in Wikipedia \[37\]. In these datasets, nodes represent web pages, and edges denote mutual links between pages; node features correspond to several informative nouns in the Wikipedia pages and labels correspond to the number of the average monthly traffic of the web page. WebKB\(^2\) is a webpage dataset collected from various universities. We use the one subdataset of it, Cornell. In this dataset, nodes represent web pages, and edges are hyperlinks between them; node features correspond to the bag-of-words representation of web pages and labels correspond to five categories, student, project, course, staff, and faculty. Film dataset is the actor-only induced subgraph of the film-director-actor-writer network \[45\]. In this dataset, Nodes represent actors, and edges denote co-occurrence on the same Wikipedia page; node features correspond to some keywords in the Wikipedia pages and labels correspond to five categories in terms of words of actor’s Wikipedia. All the dataset statistics are summarized in Table 6.

| Dataset | Cora | Cite. | Pubm. | Cham. | Squi. | Actor | Corn. |
|---------|------|-------|-------|-------|-------|-------|-------|
| # Nodes | 2708 | 3327  | 19717 | 2277  | 5201  | 7600  | 183   |
| # Edges | 5429 | 4732  | 44338 | 36101 | 217073| 33544 | 295   |
| # Features | 1433 | 3703  | 500   | 2325  | 2089  | 931   | 1703  |
| # Classes | 7    | 6     | 3     | 5     | 5     | 5     | 5     |

B.2 Implementation Details

We use Pytorch \[34\] to implement LA-GNNs. The generative model CVAE \[44\] is implemented with codes \[33\]. The codes of S\(^2\)GC \[57\]. LA-GCN, LA-GAT, LA-GCNII, LA-GRAND, and DropEdge-GCN are implemented referring to Pytorch implementation of S\(^2\)GC \[23\], GCN \[57\], GAT \[46\], GCNII \[16\], GRAND \[13\], and DropEdge-GCN \[36\]. Besides, we implement APPNP \[24\] with DGL \[48\] version of APPNP \[10\]. The datasets Cora, Citeseer, Pubmed are downloaded from TensorFlow \[1\] implementation of GCN \[23\], and the datasets Chameleon, Squirrel, Actor, and Cornell are downloaded from the implementation of Geom-GCN \[35\]. All the experiments in this work are conducted on a single NVIDIA Tesla V100 with 32GB memory size. The operating system behind the Docker where the experiments are running is Red Hat 4.8.2-16. And the software that we use for experiments are Python 3.6.8, numpy 1.19.2, sklear 0.0, scipi 1.5.4, networkx 2.5.1, torch 1.6.0, torchvision 0.7.0, CUDA 10.2.89, and CUDNN 8.0.2.

B.3 Hyperparameter Details

LA-GNNs introduce an additional parameter, that is the hidden layer for generated feature matrix \(X\) before concatenation. The difference of architectures between GCN and LA-GCN can be found in Figure \[4\] and the LA-GCNII architecture can be found in Figure \[5\].

\[http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-11/www/wwkb\]
\[https://github.com/timbmg/VAE-CVAE-MNIST\]
\[https://github.com/allenhaizhu/SSGC\]
\[https://github.com/tkipf/pygcn\]
\[https://github.com/Diego999/pyGAT\]
\[https://github.com/chennnM/GCNII\]
\[https://github.com/THUDM/GRAND\]
\[https://github.com/DropEdge/DropEdge\]
\[https://github.com/dmlc/dgl/tree/master/examples/pytorch/appnp\]
\[https://github.com/tkipf/gcn/tree/master/gcn/data\]
\[https://github.com/graphml-uiuc-jlu/geom-gcn/tree/master/new_data\]
Figure 4: GCN and LA-GCN architectures. The difference between GCN and LA-GCN architectures is that the LA-GCN has an additional convolutional layer for $\overline{X}$ and it uses a concatenation operation to mix the hidden representations.

Figure 5: LA-GCNII architecture. The difference between GCNII and LA-GCNII is that the LA-GCNII has an additional MLP layer for $\overline{X}$ and it uses a concatenation operation to mix the hidden representations.

The difference of hyperparameters between the GCN and LA-GCN is only the hidden layer size before concatenation. For the LA-GCNII, LA-GAT, LA-GRAND, we tune the hyperparameters in the same way as described in their original papers with validation set.