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Abstract—The problem of joint power and sub-channel allocation to maximize energy efficiency (EE) and spectral efficiency (SE) simultaneously in in-band full-duplex (IBFD) orthogonal frequency-division multiple access (OFDMA) network is addressed considering users’ QoS in both uplink and downlink. The resulting optimization problem is a non-convex mixed integer non-linear program (MINLP) which is generally difficult to solve. In order to strike a balance between the EE and SE, we restate this problem as a multi-objective optimization problem (MOOP) which aims at maximizing system’s throughput and minimizing system’s power consumption, simultaneously. To this end, the ε-constraint method is adopted to transform the MOOP into single objective optimization problem (SOOP). The underlying problem is solved via an efficient solution based on the majorization minimization (MM) approach. Furthermore, in order to handle binary subchannel allocation variable constraints, a penalty function is introduced. Simulation results unveil interesting tradeoffs between EE and SE.

Index Terms—Full-duplex (FD) communication, energy-efficiency (EE), spectral-efficiency (SE), mixed integer non-linear program (MINLP), multi-objective optimization problem (MOOP), ε-method, majorization minimization (MM).

I. INTRODUCTION

Efficient allocation of radio resources is necessary for both improving users’ satisfaction and decreasing operators’ expenditures. In-band full-duplex (IBFD) communications is a promising technology to improve both spectral efficiency (SE) and energy efficiency (EE) in cellular wireless networks [1], [2]. In IBFD communications, the ability to send and receive data simultaneously in one frequency band, can almost double the spectrum efficiency and may be exploited for reducing systems’ total power consumption. Nevertheless, as the result of increase in frequency reuse factor, intensified interference, specially self-interference (SI), is a major challenge in IBFD communications. Thus, interference management achieved through precise control of network resources plays a key role in improving SE and EE when IBFD communications are employed.

There are a plethora of literature that are focused on IBFD communications in cellular networks. In many of these works such as [3]–[9], system throughput maximization is investigated while in some others, for instance [11] and [12], network energy consumption minimization is addressed. The problem of joint subchannel and power allocation in a network with one full-duplex base station (BS) and multiple half-duplex (HD) user equipment is considered in [3]–[5]. In [3], after relaxing the binary subchannel allocation variables into continuous ones, an iterative resource allocation algorithm is developed. The algorithm proposed in [4] is based on decomposition and power control is addressed only after subchannel allocation policy using a heuristic approach. In the iterative algorithm proposed in [5], subchannel assignment is determined using gradient method and power allocation is obtained after deriving a lower bound for the rate functions. In [6], subchannel assignment, power control, and duplexing mode selection are addressed using two heuristic algorithms, while in [7], only the problem of power allocation is addressed when both SI and cross-tier interference are taken into account. Furthermore, the authors in [8] investigate the resource allocation algorithm for multicarrier non orthogonal multiple access systems employing a FD-BS and HD users. Then, a monotonic optimization is employed to find the joint power and subchannel in order to maximize the network throughput. In [10], resource allocation schemes are proposed for EE maximization in the downlink (DL) of orthogonal frequency division multiple access (OFDMA) cellular networks with energy harvesting capability is proposed where the alternating direction method of multipliers (ADMM) and fractional programming. The resource allocation for multienuser network incorporating full-duplex multi-antenna BSs is studied in [12], where the objective is to minimize the total power consumption through jointly optimizing the downlink beamformer, uplink transmit power and antenna selection at BSs.

Multi-objective optimization has also been studied in previous literature in order to strike a balance between the considered competing objectives. In [13], resource allocation for obtaining the tradeoff between EE and SE in a single-link network is addressed. In the absence of interference, since the rate function is convex, the tradeoff between the aforementioned objective functions, is achieved through a simple algorithm, using the weighted sum method. The tradeoff between EE and SE in an FD network where the users operate in HD mode is investigated for two models of residual self interference (RSI), namely, the constant RSI and the linear...
RSI model [14]. In [15], IBFD communications in a single cell network with FD BS and HD users is considered. The goal of the modeled multi-objective optimization problem (MOOP) is to derive a trade-off between minimizing DL and uplink (UL) transmit power and maximizing harvested energy. This problem is then optimally solved using semi-definite program relaxation.

In the above context, the contributions of our paper can be summarized as follows:

- We investigate the problem of joint subchannel and power allocation to strike a balance between EE and SE in an OFDMA network. This is in contrast with other existing literature such as [3], [9], in which the objective function is system throughput maximization or [12] which focuses, solely, on minimizing system’s total power consumption.
- Contrary to [7], in this paper, we take both subchannel and power allocation problems into account and unlike the proposed algorithms in [4]–[6], we jointly optimize the aforementioned variables and obtain the resource allocation scheme in a single step.
- We take users’ QoS into account and a minimum data rate is guaranteed for each user both in uplink (UL) and DL. This is unlike [3], [6], and [8] in which users’ QoS requirement is completely neglected.

II. SYSTEM MODEL AND ASSUMPTIONS

We consider an IBFD OFDMA network with one macro base station (MBS) and $N$ users, which are all capable of performing IBFD communication. We assume that the entire frequency band is partitioned into $K$ subcarriers each with bandwidth $\omega$. Furthermore, the set of users and subcarriers are denoted by $\mathcal{N}$ and $\mathcal{K}$, respectively. It is considered that all the subcarriers are perfectly orthogonal to one another and no inter-subcarrier interference exists. We further assume that a subcarrier is exclusively assigned for the communications of a single user in both UL and DL. The subcarrier allocation variable is denoted by $a_{n,k}$ where

$$a_{n,k} = \begin{cases} 1, & \text{if subcarrier } k \text{ is assigned to user } n, \\ 0, & \text{otherwise}. \end{cases}$$ (1)

Moreover, $h^{dl}_{n,k}$ and $h^{ul}_{n,k}$ represent the channel coefficient of user $n$ in subcarrier $k$ in DL and UL, respectively. The DL SINR of user $n$ in subcarrier $k$ is defined as:

$$\gamma^{dl}_{n,k}(p_n, q_n) = \frac{p_{n,k}h^{dl}_{n,k}}{q_{n,k}\Delta_n + \sigma^2},$$ (2)

where $\sigma^2$ and $\Delta_n$ denote the noise density and SI-cancellation factor of user devices, respectively, and $p_{n,k}$ and $q_{n,k}$ are the DL and UL transmit power of user $n$ in subchannel $k$, in that order. Furthermore, we have $p_n = [p_{n,1}, \ldots, p_{n,K}]$ and $q_n = [q_{n,1}, \ldots, q_{n,K}]$.

Since subcarrier $k$ is used for communications of user $n$ in both directions, UL and DL signals will interfere with one another, which results in SI. In equation (2), $q_{n,k}\Delta_n$ is the term that represents this residual SI in DL. Similarly, we define the UL SINR of user $n$ in subcarrier $k$ as:

$$\gamma^{ul}_{n,k}(p_n, q_n) = \frac{q_{n,k}h^{ul}_{n,k}}{p_{n,k}\Delta_{bs} + \sigma^2},$$ (3)

with $\Delta_{bs}$ denoting SI-cancellation factor of MBS.

The data rate of user $n$ in subcarrier $k$ in DL and UL are:

$$r^{dl}_{n,k}(a_n, p_n, q_n) = a_{n,k}\omega \log_2 (1 + \gamma^{dl}_{n,k}(p_n, q_n)),$$ (4)

and

$$r^{ul}_{n,k}(a_n, p_n, q_n) = a_{n,k}\omega \log_2 (1 + \gamma^{ul}_{n,k}(p_n, q_n)),$$ (5)

respectively, where $a_n = [a_{n,1}, \ldots, a_{n,K}]$. Accordingly, the total data rate of user $n$ in DL is:

$$R^{dl}_n(a_n, p_n, q_n) = \sum_{k \in \mathcal{K}} r^{dl}_{n,k}(a_n, p_n, q_n).$$ (6)

Similar to (6), the total data rate of user $n$ in UL, denoted by $R^{ul}_n(a_n, p_n, q_n)$, is obtained as $R^{ul}_n(a_n, p_n, q_n) = \sum_{k \in \mathcal{K}} r^{ul}_{n,k}(a_n, p_n, q_n)$. The total throughput of system is given by

$$R^T(a, p, q) = \sum_{n \in \mathcal{N}} (R^{dl}_n(a_n, p_n, q_n) + R^{ul}_n(a_n, p_n, q_n)),$$ (7)

where $p = \text{vec}[p_1, \ldots, p_n]$, $q = \text{vec}[q_1, \ldots, q_n]$, and $a = \text{vec}[a_1, \ldots, a_n]$.

To compute the total energy consumption of network, we use the following energy consumption model in which both transmit power consumption and circuit energy consumption of devices are taken into account, and there are coefficients that represent the efficiency of power amplifiers in network devices

$$E^T(a, p, q) = \sum_{n \in \mathcal{N}} \sum_{k \in \mathcal{K}} a_{n,k} \frac{1}{\kappa} p_{n,k} + \frac{1}{\psi} q_{n,k}$$

$$+ NP^u + P^MBS,$$ (8)

In [8], $P^u$ and $P^MBS$ denote the circuit energy consumption of user device and MBS, respectively, and $\kappa$ and $\psi$ are power amplifier efficiency in MBS and user device, in that order. Let us define EE as the ratio of system throughput to the corresponding network energy consumption, and denote it by $\eta_{EE}(a, p, q)$, where

$$\eta_{EE}(a, p, q) = \frac{R^T(a, p, q)}{E^T(a, p, q)}.$$ (9)

Moreover, is defined as follows

$$\eta_{SE}(a, p, q) = \frac{R^T(a, p, q)}{W},$$ (10)

where $W$ denotes the total bandwidth.
III. PROBLEM STATEMENT

The problem of joint subcarrier and power allocation for maximizing EE and SE under QoS and maximum transmit power constraints, is formally stated as:

\[
\begin{align*}
\max_{a, p, q} \quad & \eta_{EE}(a, p, q) \\
\max_{a, p, q} \quad & \eta_{SE}(a, p, q) \\
\text{s.t.} \quad & C_1 : \sum_{n \in N} \sum_{k \in K} a_n k p_{n,k} \leq p_{\text{max}}, \\
& C_2 : \sum_{n \in N} a_n k q_{n,k} \leq p_{\text{max}}, \quad \forall n \in N, \\
& C_3 : R_{\text{min}}(a_n, p_n, q_n) \geq R_{\text{min}}^\text{dl}, \quad \forall n \in N, \\
& C_4 : R_{\text{min}}(a_n, p_n, q_n) \geq R_{\text{min}}^\text{ul}, \quad \forall n \in N, \\
& C_5 : \sum_{n \in N} a_n k \leq 1, \quad \forall k \in K, \\
& C_6 : a_{n,k} \in \{0, 1\}, \quad \forall n \in N, \forall k \in K.
\end{align*}
\]  

(11)

In the MOOP (11), constraints \(C_1\) and \(C_2\) are related to transmit power feasibility. Constraint \(C_1\) indicates that the total transmit power of MBS should not exceed its maximum threshold which is denoted by \(p_{\text{max}}\), and \(C_2\) restricts users maximum transmit power to \(p_{\text{max}}^n\). In constraints \(C_3\) and \(C_4\), a minimum rate requirement is guaranteed for each user in DL, \(R_{\text{min}}^\text{dl}\), and UL, \(R_{\text{min}}^\text{ul}\), respectively. Constraint \(C_5\) indicates that each subchannel can be allocated to at most one user and in \(C_6\), the binary nature of subchannel allocation variable is implied.

Due to the binary subchannel allocation variables and the interference included in rate function, problem (11) is a mixed-integer non-linear program (MINLP) which is generally difficult to solve. In the following section, we restate problem (11) as an equivalent MOOP, whose purpose is to maximize system throughput and minimize energy consumption, simultaneously.

IV. PROPOSED SOLUTION

As given in (9), EE is the ratio of throughput and energy consumption and note that \(R^T = \eta_{SE}W\), therefore, we can write \(\eta_{EE} = \frac{R^TW}{P^W}\). It is straightforward to deduce that maximization of \(\eta_{EE}(a, p, q)\) is equivalent to maximizing \(R^T(a, p, q)\) while minimizing \(E^T(a, p, q)\) simultaneously [13]. To this end, we reformulate (11) as an equivalent MOOP that is given in (12):

\[
\begin{align*}
& f_1 : \min_{a, p, q} \quad E^T(a, p, q) \\
& f_2 : \max_{a, p, q} \quad R^T(a, p, q) \\
& \text{s.t.} \quad C_1 - C_6.
\end{align*}
\]  

(12)

The first objective of the optimization problem (12), \(f_1\), is to minimize system energy consumption, and the second one, \(f_2\), is to maximize system’s throughput and its constraint set is the same as that of (11).

Even though the MOOP (12) contains two competing objective functions, we can still find a solution for it that satisfies the predefined conditions of Pareto optimal fronts, here, we employ \(\epsilon\)-constraint method [10] by keeping \(f_1\) as as the primary objective function and moving \(f_2\) to the constraint set. The new optimization problem would be:

\[
\begin{align*}
& f_1 : \min_{a, p, q} \quad E^T(a, p, q) \\
& \text{s.t.} \quad C_0 : R^T(a, p, q) \geq \epsilon, \\
& \quad C_1 - C_6.
\end{align*}
\]  

(13)

Due to the multiplication of variables, \(a, p,\) and \(q,\) it is still non-convex and thus challenging to address. Furthermore, \(C_0\), requires the total throughput of system to be greater than \(\epsilon\). It is obvious that the feasibility of (13) as well as the closeness of its solution to the solution of problem (11), greatly depend on the value of \(\epsilon\). This fact turns \(\epsilon\) into a sensitive parameter, whose value should be carefully estimated. Moreover, we are still faced with the same challenges in dealing with the non-convex constraint set of (11).

In order to address the non-convex optimization problem (13), we first deal with the problem of variables multiplication in constraints \(C_1\) and \(C_2\). In the left-hand side of these constraints, it is implied that if subchannel \(k\) is not allocated to user \(n\) \((a_{n,k} = 0)\), the transmit power of this user over \(k\) should be zero in both UL and DL \((p_{n,k} = q_{n,k} = 0)\). Based on this explanation, we can restate \(C_1\) and \(C_2\) as follows:

\[
\begin{align*}
& C_1' : \sum_{n \in N} \sum_{k \in K} p_{n,k} \leq p_{\text{max}}, \\
& C_2' : \sum_{n \in N} q_{n,k} \leq p_{\text{max}}^n, \\
& C_2' : q_{n,k} \leq p_{\text{max}}^n.
\end{align*}
\]  

(14)

(15)

(16)

(17)

Another challenge in solving (13) is the integer subcarrier allocation variable, \(a_{n,k}\). This binary variable turns (13) into a MINLP, which is difficult to solve in an acceptable timespan. To address this issue, we take an approach similar to [8], [19], and replace constraint \(C_0\) with the following inequalities:

\[
\begin{align*}
& C_0' : 0 \leq a_{n,k} \leq 1, \quad \forall n \in N, \forall k \in K, \\
& C_0'' : \sum_{n \in N} \sum_{k \in K} a_{n,k} - a_{n,k}^2 \leq 0.
\end{align*}
\]  

(18)

(19)

As the last step in converting the constraint set of problem (13) into a convex set, we should deal with the non-convex rate functions, \(R_{\text{min}}^\text{dl}(p_n, q_n)\) and \(R_{\text{min}}^\text{ul}(p_n, q_n)\). Let us rewrite \(R_{\text{min}}^\text{dl}(p_n, q_n)\) as follows:

\[
R_{\text{min}}^\text{dl}(p_n, q_n) = f_n^\text{dl}(p_n, q_n) - g_n^\text{dl}(p_n, q_n),
\]  

(20)

where

\[
f_n^\text{dl}(p_n, q_n) = \sum_{k \in K} \log_2(p_{n,k} h_{n,k}^\text{dl} + q_{n,k} \Delta_u + \sigma^2),
\]  

(21)

and

\[
g_n^\text{dl}(q_n) = \sum_{k \in K} \log_2(q_{n,k} \Delta_u + \sigma^2).
\]  

(22)

The equality given in (20) consists of two concave functions, \(f_n^\text{dl}(p_n, q_n)\) and \(g_n^\text{dl}(q_n)\). However, the subtraction of these...
concave functions is not necessarily convex. To tackle this issue, we find a convex approximation for $R_{\text{UL}}(p_n, q_n)$ by using majorization minimization (MM) method [17]. In this method, a series of surrogate functions are constructed that approximate the originally non-convex function. Here, we use Taylor approximation for constructing our surrogate function. To do so, in iteration number $t$ we will have:

$$
\tilde{g}_{\text{DL}}^{\text{ul}}(q_n) = g_{\text{DL}}^{\text{ul}}(q_n^{t-1}) + \nabla_q g^T(q_n^{t-1})(q_n - q_n^{t-1}).
$$

(23)

Based on (23), we define the convex approximation of DL rate function, $\tilde{R}_{\text{DL}}^{\text{ul}}(p_n, q_n)$, as:

$$
\tilde{R}_{\text{DL}}^{\text{ul}}(p_n, q_n) = f_{\text{UL}}^{\text{ul}}(p_n, q_n) - \tilde{g}_{\text{DL}}^{\text{ul}}(q_n).
$$

(24)

Since $g_{\text{DL}}^{\text{ul}}(q_n)$ is an affine function and $f_{\text{UL}}^{\text{ul}}(p_n, q_n)$ is convex, $\tilde{R}_{\text{DL}}^{\text{ul}}(p_n, q_n)$ is a convex approximation of $R_{\text{UL}}^{\text{dl}}(p_n, q_n)$. Similarly, the approximate UL data rate would be:

$$
\tilde{R}_{\text{UL}}^{\text{dl}}(p_n, q_n) = f_{\text{DL}}^{\text{ul}}(p_n, q_n) - \tilde{g}_{\text{UL}}^{\text{ul}}(p_n),
$$

(25)

where

$$
f_{\text{UL}}^{\text{ul}}(p_n, q_n) = \sum_{k \in K} \log_2(q_n k_{\text{UL}}^{\text{ul}}(k_n, p_n, k) + p_n k_{\text{DL}} + \sigma^2),
$$

(26)

$$
\tilde{g}_{\text{UL}}^{\text{ul}}(p_n) = g_{\text{UL}}^{\text{ul}}(p_n^{t-1}) + \nabla_p g^T(p_n^{t-1}).(p_n - p_n^{t-1}),
$$

(27)

and

$$
g_{\text{UL}}^{\text{ul}}(p_n) = \sum_{k \in K} \log_2(p_n k_{\text{DL}} + \sigma^2).
$$

(28)

Regarding the above transformations, we define the approximate total data rate of system as:

$$
\tilde{R}^T(p, q) = \sum_{n \in \mathcal{N}} ((\tilde{R}_{\text{DL}}^{\text{ul}}(p_n, q_n) + \tilde{R}_{\text{UL}}^{\text{ul}}(p_n, q_n))).
$$

(29)

After these modifications, the resulting optimization problem would be:

$$
\min_{a, p, q} E^T(p, q)
$$

s.t. $C_0 : \tilde{R}^T(p, q) \geq \epsilon$

$C_1 : C_1^{\prime}, C_2^{\prime}, C_2^{\prime\prime}, C_5^{\prime}, C_6^{\prime\prime}$

$C_3 : \tilde{R}_{\text{DL}}^{\text{ul}}(p, q) \geq R_{\text{DL}}^{\text{min}}, \forall n \in \mathcal{N},$

$C_4 : \tilde{R}_{\text{UL}}^{\text{ul}}(p, q) \geq R_{\text{UL}}^{\text{min}}, \forall n \in \mathcal{N},$

(30)

Since constraint $C_6^{\prime\prime}$ is concave and greater or equal to zero, (30) does not comply with the standard form of a convex optimization problem. To deal with this issue and facilitate the solution design, we remove constraint $C_6^{\prime\prime}$ from the constraint set of problem (30) and add it as a penalty function\footnote{In fact, $\lambda$ acts as a penalty factor to penalize the objective function when $a_{n,k}$ is not binary value.} with a weighting factor denoted by $\lambda$, to the objective function. After this modification, we will have:

$$
\min_{a, p, q} E^T(p, q) + \lambda \left( \sum_{n \in \mathcal{N}} \sum_{k \in K} (a_{n,k} - a_{n,k}^2) \right)
$$

s.t. $C_0, C_1^{\prime}, C_2^{\prime}, C_2^{\prime\prime}, C_3, C_4, C_5, C_6^{\prime\prime}$

(31)

Remark: It can be easily demonstrated that the optimization problem (31) is equivalent to (30). For more details, refer to [8], [19].

To tackle the non-convexity of objective function in the above problem, we first rewrite the objective function as:

$$
e(a, p, q) = e_1(a, p, q) - \lambda e_2(a),
$$

(32)

where $e_1(a, p, q) = E^T(p, q) + \lambda \left( \sum_{n \in \mathcal{N}} \sum_{k \in K} a_{n,k} \right)$ and $e_2(a) = \left( \sum_{n \in \mathcal{N}} \sum_{k \in K} a_{n,k}^2 \right)$. Now we use a similar approach that was previously explained for approximation of the rate functions, and estimate $e_2(a)$ as:

$$
\tilde{e}_2(a) = e_2(a^t - \epsilon) + \nabla a e_2^T(a^t - \epsilon)(a - a^t).
$$

(33)

Eventually, the resulting convex optimization problem would be:

$$
\min_{a, p, q} e_1(a, p, q) - \lambda e_2(a)
$$

s.t. $C_0, C_1^{\prime}, C_2^{\prime}, C_2^{\prime\prime}, C_3, C_4, C_5, C_6^{\prime}\acute{}$

(34)

The optimization problem (34) is a convex optimization problem. In order to solve this problem and obtain a locally optimal solution for problem (33), here we employ the difference of convex functions (DC) programming [18].

Proposition: The solution obtained for (34) by incorporating DC approximation at the end of each iteration, is a locally optimal solution for the original problem (33).

It should be noted that, constraint $C_0$ in optimization problem (34) asserts that the total throughput of network, $\tilde{R}^T(a, p, q)$, should be greater than or equal to $\epsilon$. To further clarify the impact of $\epsilon$ on the optimization problem (34), let us consider the three following cases:

i. if $\epsilon = 0$, optimization problem (34) would turn into the problem of minimizing system’s energy consumption.

ii. if $\epsilon = R_{\text{max}}$, assuming $R_{\text{max}}$ is the maximum system throughput, the solution obtained for (34) would be the solution of network throughput maximization problem.

iii. if $\epsilon \geq R_{\text{max}}$, the optimization problem (34) would be infeasible.

Regarding the above cases, it can be easily deduced that the optimization problem (34) and its obtained solution are very sensitive to the value of $\epsilon$ and through this parameter, a trade-off between system’s throughput and aggregate energy consumption can be derived.

From cases (i) and (ii), we can perceive that the maximum value that $\epsilon$ can take without making (34) infeasible is $R_{\text{max}}$. Since $R_{\text{max}}$ is maximum system throughput, we can obtain its value by solving the following optimization problem:

$$
\max_{a, p, q} \tilde{R}^T(p, q) - \lambda \left( \sum_{n \in \mathcal{N}} \sum_{k \in K} a_{n,k} - \tilde{e}_2(a) \right)
$$

s.t. $C_0, C_1^{\prime}, C_2^{\prime}, C_2^{\prime\prime}, C_3, C_4, C_5, C_6^{\prime}\acute{}$

(35)

which is in fact the optimization problem of maximizing system’s throughput. By solving problem (35), the maximum value of $\epsilon$ would be determined.

Since different values of $\epsilon$ result in different trade-offs between system’s throughput and energy consumption, we
should find a value for $\epsilon$ that corresponds to the maximum $R^T(a, p, q)$ to $E^T(a, p, q)$ ratio. To find this specific value of $\epsilon$, we use the equality below:

$$\epsilon = \delta R_{\text{max}}, \quad (36)$$

where $\delta$ is a positive value in the range of $(0, 1]$. Depending on the value of $\delta$, the ratio between system’s throughput and energy consumption varies; however, for a specific $\delta$ this ratio reaches a maximum value.

V. SIMULATION RESULTS

We evaluate the performance of our proposed resource allocation algorithm through extensive simulations. In our simulations, we consider a macrocell with radius 350 m and $K = 64$ subchannels. We further assume that there are $N = 10$ users that communicate in IBFD mode. The channel gain between a transmitter and a receiver is calculated using independent and identically distributed Rayleigh flat fading and the figures shown in this section are obtained by calculating the average of results over different realizations of path loss as well as multipath fading. Without loose of generality we assume that BS and users’ SI-cancellation factors are the same and $\Delta_u = \Delta_{bs} = \Delta = -90$ dB. The rest of the simulation parameters are given in Table I.

We first examine the effect of SI-cancellation factor, $\Delta$, on energy efficiency of IBFD networks. In Fig. 1, system energy efficiency vs. $\delta$ for different values of $\Delta$ is presented. We also draw a comparison between EE of IBFD communications and that of HD in Fig. 1. For HD case, we assume that half of the existing subchannels are reserved for DL and the other half for UL communications, exclusively. Due to the concavity of rate functions in HD communications (because of the absence of interference), we use Dinklebach method to obtain the solution of joint subchannel and power allocation for EE maximization problem in a HD single cell network.

As observed in Fig. 1, by decreasing $\Delta$, system EE would increase. This is due to the fact that lower values of $\Delta$ correspond to lower SI and thus higher EE. Furthermore, in each IBFD case, for a specific $\delta$, EE reaches its peak and then decreases. However, the value of $\delta$ for which the maximum EE is obtained, varies from one case to another. For instance, when $\Delta = -90$ dB, for $\delta = 0.7$ the maximum EE is achieved while for $\Delta = -70$ dB, system EE peaks in $\delta = 0.6$. This observation can be explained by considering the amount of data rate that a user can attain by consuming a unit of energy. When $\Delta = -90$ dB, because of the lower SI, user would be able to achieve a notable data rate, even while transmitting with a nominal transmit power. In this case, since the substantial growth in system throughput is worth the slight increase in system power consumption, the $\delta$ for which the maximum EE is attained leans toward higher values. In contrast, when SI intensity is high, the value of $\delta$ corresponding to the maximum EE would get closer to lower values of $\delta$. Another important observation in Fig. 1 is the superiority of IBFD communications’ performance compared to HD. Note that as $\delta$ gets closer to its optimal value (in peaks), the EE achieved using IBFD becomes higher than EE of HD. This improved performance is the results of the higher flexibility of spectrum usage in IBFD communications.

In Fig. 2, the trend of system EE with respect to system throughput is illustrated. In this figure, we notice that as the throughput of network increases, EE steadily grows and then sharply decreases with it. In fact, system throughput is by itself a function of system transmit power, thus any increase in throughput also means more energy consumption. Since EE is the ratio of system throughput to energy consumption, when

| Parameter                  | Value  |
|----------------------------|--------|
| Cell radius                | 350 m  |
| Number of users            | 10     |
| Number of sub-channels     | {16, 32, 64} |
| Noise power ($\sigma^2$)   | $-120$ dBm |
| Path-loss exponent $P_t$   | 3      |
| $P_{mb}$                   | 0.1 W  |
| $\psi$                     | 20%    |
| $P_{\text{max}}$           | 42 dBm |
| $P_{\text{min}}$           | 23 dBm |
| $P_{\text{up}}$            | 5 bps/Hz |
| $P_{\text{down}}$          | 10 bps/Hz |

Table I: Simulation Parameters
In the aforementioned problem, we have used the $\epsilon$-constraint method. To obtain all the Pareto fronts, we maximize system throughput and minimize aggregate power consumption, simultaneously. To achieve these goals, we have used the $\epsilon$-constraint method. Furthermore, in order to tackle the non-convexity of the constraint set, a majorization minimization approach has been used for approximating the non-convex rate functions and a penalty function was introduced to handle the binary subchannel allocation variables. The effectiveness of IBFD communications, as well as the capability of our proposed solution in improving EE as well as SE of network was demonstrated through simulations.

VI. CONCLUSION

In this paper, we investigated the problem of joint subchannel assignment and power control to strike a balance between EE and SE in an OFDMA network with IBFD communications. This problem was formulated as a MOOP in order to maximize system throughput and minimize aggregate power consumption, simultaneously. To obtain all the Pareto fronts in the aforementioned problem, we have used the $\epsilon$-constraint method. Furthermore, in order to tackle the non-convexity of the constraint set, a majorization minimization approach has been used for approximating the non-convex rate functions and a penalty function was introduced to handle the binary subchannel allocation variables. The effectiveness of IBFD communications, as well as the capability of our proposed solution in improving EE as well as SE of network was demonstrated through simulations.
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