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ABSTRACT
We study the density structures of planetary nebulae implied by four diagnostics that sample different regions within the nebulae: [S ii] \(\lambda\ 6716/\lambda\ 6731\), [O iii] \(\lambda\ 43726/\lambda\ 3729\), [Cl iii] \(\lambda\ 55518/\lambda\ 5538\), and [Ar iv] \(\lambda\ 4711/\lambda\ 4740\). We use a sample of 46 objects with deep spectra that allow the calculation of the electron density from these four diagnostics, and explore the impact that different atomic data have on the results. We compare the observational results with those obtained from photoionization models characterized by three different density structures. We conclude that the atomic data used in the calculations of electron density fully determine the density structures that are derived for the objects. We illustrate this by selecting three combinations of atomic data that lead to observational results that are compatible with each of the three different density structures explored with the models.
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1 INTRODUCTION
Reliable chemical abundances of planetary nebulae (PNe) can provide fundamental information on the evolution of low and intermediate mass stars and on how they enrich the interstellar medium of galaxies (see, e.g., Delgado-Inglada et al. 2015). For these abundances to be reliable, it is critical to obtain good determinations of the physical conditions, the electron density and electron temperature, which can be estimated using the relative intensities of collisionally excited lines. The electron density is especially important at high densities found in many PNe, where the use of different density diagnostics or different atomic data introduces significant changes in the derived chemical abundances (Delgado-Inglada et al. 2009; Juan de Dios & Rodríguez 2017).

In the optical range, the most used density diagnostics are [S ii] \(\lambda\ 6716/\lambda\ 6731\), [O iii] \(\lambda\ 43726/\lambda\ 3729\), [Cl iii] \(\lambda\ 55518/\lambda\ 5538\), and [Ar iv] \(\lambda\ 4711/\lambda\ 4740\). These diagnostics provide information on the density structure in the objects, since they are produced by ions that are usually observed. Thus, the discrepancies between the electron densities obtained from different diagnostics can be indicating the presence of density variations inside PNe. However, the interpretation of the results is not straightforward. One must take into account that the lines used in the diagnostics have different critical densities (Rubin 1989), and this can introduce a bias in the results. Lines with relatively low critical densities, as the ones used by the [S ii] and [O iii] diagnostics, are suppressed in high density regions by collisional de-excitation. Thus, in a highly stratified nebula containing dense ionized clumps, the emission of the lines used in these diagnostics will be biased towards regions of low density. Besides, observational errors and uncertainties in the atomic data used in the calculations will have different effects on the results, depending on the density regime and on the density diagnostic.

Several works, such as those of Saraph & Seaton (1970); Stanghellini & Kaler (1989); Copetti & Writzl (2002), and Wang et al. (2004), have studied the density structure of PNe using the four density diagnostics listed above, finding a variety of results. The four studies find that the [S ii] densities are higher than those derived from [O iii], and most of the authors conclude that there is good agreement between the densities obtained with [S ii] and [Cl iii], but Stanghellini & Kaler (1989) find that the electron densities obtained with [Cl iii] are higher than the ones obtained with [S ii]. Saraph & Seaton (1970) and Wang et al. (2004) find that the densities obtained for [Ar iv] are usually higher than the ones implied by the other diagnostics, but Copetti & Writzl (2002) argue that [Cl iii] and [Ar iv] lead to similar results, and Stanghellini & Kaler (1989) find that the density obtained with [Ar iv] is lower than the ones obtained with the other diagnostics. This last result was used by Stanghellini & Kaler (1989) to suggest that the Ar\(^{3+}\) spectral lines might be produced in regions whose densities are lower than those where the other ions are located.

Since the observational samples used in these studies are large, the different results they find about the density stratification cannot be attributed to observational errors, but should be due to differences in the methodology, in particular the atomic data, adopted in each work. In fact, Copetti & Writzl (2002) and Wang et al. (2004) argue that the systematically lower densities obtained with [O iii] arise from uncertainties in the transition probabilities used for [O iii]. Wang et al. (2004) explore the effect of changing the atomic data for O\(^{+}\) and find a set of transition probabilities that lead to a better agreement in the densities of [O iii] and [S ii]. However, the effects of using different atomic data have been barely explored, and might explain most of the discrepancies and the differences between the different studies (Juan de Dios & Rodríguez 2017).
In Juan de Dios & Rodríguez (2017), we explored the uncertainties introduced by different atomic data in nebular abundance determinations using different combinations of the available atomic data to calculate physical conditions and chemical abundances in a sample of 36 PNe and eight H II regions. We found that atomic data introduce uncertainties that can exceed 0.6–0.8 dex at densities above $10^4$ cm$^{-3}$ and that the atomic data related to the determination of electron density are the ones that have the largest impact. Previous works, such as those listed above, have mentioned the bias that the selection of atomic data introduce in the determination of the electron density, but a systematic analysis of how the different atomic datasets affect the density structure determined for PNe has not been made.

In this work, we compare the electron densities estimated from different ions using photoionization models and observations. By assuming different density structures in the models, we determine the type of patterns that can be expected for the densities derived from the [S II], [O II], [Cl II], and [Ar IV] diagnostics. We also explore the effects of introducing ‘observational errors’ in the line ratios predicted by the models. We compare the results from the models with those obtained for a sample of PNe using different combinations of atomic data. The purpose is to explore what we can know about the density structures of PNe and about the atomic data used to determine these structures.

2 OBSERVATIONAL SAMPLE

Our sample consists of 46 Galactic PNe with published deep spectra of relatively high spectral resolution. The objects in the sample have the lines required to define the four most used density diagnostics, [S II], [O II], [Cl II], and [Ar IV]. We also explore the effects of introducing ‘observational errors’ in the line ratios predicted by the models. We compare the results from the models with those obtained for a sample of PNe using different combinations of atomic data. The purpose is to explore what we can know about the density structures of PNe and about the atomic data used to determine these structures.

The 46 PNe and the references for their spectra are: IC 2165 (Hyung 1994), NGC 2440 (Hyung & Aller 1998), NGC 6153 (Liu et al. 2000), IC 4846 (Hyung et al. 2001a), M 5217 (Hyung et al. 2001b), M 1-42, M 2-36 (Liu et al. 2001), Hu 1-2 (Pottasch et al. 2003), IC 418 (Sharpee et al. 2003), NGC 6302 (Tsamis et al. 2003), Hu 1-2, NGC 6210, NGC 6572, NGC 6720, NGC 6741, NGC 6826, NGC 6884, NGC 7662 (Liu et al. 2004), NGC 6543 (Wesson & Liu 2004), IC 2003, NGC 6803 (Wesson et al. 2005), Cn 2-1, H 1-50, He 2-118, M 1-20, M 2-4, M 3-21, M 3-32, NGC 6439, NGC 6567, NGC 6620 (Wang & Liu 2007), DdDm1 (Otsuka et al. 2009), NGC 2867 (García-Rojas et al. 2009), NGC 7009 (Fang & Liu 2011), Hb 4, Cn 1-5, He 2-86, M 1-61, M 3-15, NGC 5189, NGC 6369, PC 14, Pe 1-1 (García-Rojas et al. 2012), H4-1 (Otsuka & Tajitsu 2013), NGC 6210 (Bohigas et al. 2015), and H 1-50 (García-Rojas et al. 2018).

3 MODELS

We have constructed a grid of spherical models using the photoionization code CLOUDY (version c17.00, Ferland et al. 2017). The input chemical abundances and dust properties are the ones that come by default in CLOUDY, identified as ‘PN abundances’ and ‘ISM dust’, respectively. The parameters that vary for each model are the temperature, $T_{\text{eff}}$, the luminosity of the ionizing source, $L$, the inner nebular radius, $R_0$, and the density of hydrogen in the gas, $n_H$, as a function of the distance to the star, $R$.

The models are ionized by blackbody spectra characterized by $T_{\text{eff}} = 30, 35, 40, 50, 75, 100, 125, 150, 210, 240 \times 10^3$ K and $L = 200, 1000, 3000, 6000, 10000, 15000 \, \text{L}_\odot$. The distance from the central star to the gas is given by $R_0 = 5 \times 10^{15}$, $10^{16}$, $5 \times 10^{16}$, $3 \times 10^{17}$, $3 \times 10^{18}$, and $10^{19}$ cm. The hydrogen density at $R_0$ is in the range $10^2$–$10^3$ cm$^{-3}$ and varies in steps of 0.2 dex.

The density structures we are considering are: constant hydrogen density, a power law ($n_H \propto R^n$, where $a$ varies from −1.5 to 4 in steps of 0.5), and combined structures. All the models are ionization bounded.

The combined models are constructed by adding the line intensities relative to H$\beta$ of the spectra of two constant-density models. With this approach, each model contributes 50 per cent to the total intensity of H$\beta$. The combined models have the same effective temperature and luminosity for the ionizing star but have different hydrogen densities and can have different initial radii. There is a large number of possible combinations of models, 26700, and we just calculate a random sample of 5000. The maximum contrast in density between the two combined models is a factor of ten. Some of the computed models, and those that we initially calculated for higher density contrasts, lead to densities from the [Cl II] diagnostic that are more than 0.2 dex higher than the density from [O II] at $n_H \leq 5600$ cm$^{-3}$, a result that is not found in our sample PNe for any combination of atomic data. Hence, these models are not included in the final sample.

For the power-law models, some combinations of the parameters do not return a feasible model. For example, combinations of a high density at $R_0$ with a low effective temperature. If the initial hydrogen density is too high or if it increases extremely fast, there are not enough photons to ionize the gas and the models fail. Those failed models are excluded from the analysis that follows.

We have changed the transition probabilities and collision strengths that come by default in CLOUDY for the ions used to determine the physical conditions. The models have been computed using two sets of atomic data, A and B. Further details are provided below in Section 4.

We use $p^{\text{CLOUDY}}$ (Morisset 2013) to extract for each model the line intensities needed to use the four density diagnostics and the two temperature diagnostics mentioned in Section 2 above: $n_e$[S II], $n_e$[O II], $n_e$[Cl II], $n_e$[Ar IV], $T_e$[N II], and $T_e$[O II]. We only take into account models where the intensities of the diagnostic lines relative to H$\beta$ are equal or higher than the faintest ones measured in the objects. With this restriction, around 50–60 per cent of the models of each type of density structure are discarded. The most critical lines to filter the models in this way are the [Ar IV] lines.

In some cases, the density diagnostics are near the limits of their validity, and roundoff errors lead to line ratios that do not return a density value. These models are also rejected from our analysis.

Initial calculations are performed for 4050, 1000, and 5000 models of constant, power-law, and combined-density structure. After all the rejection processes described above, we are left with 833 (dataset A) and 662 (dataset B) models of constant hydrogen density, 387 (dataset A) and 341 (B) power-law models, and 1260 (A) and 1648 (B) combined models. We note that the exact number of models is

---

1 This was done by creating new stout format datafiles that contain the atomic data of interest (https://www.nublado.org/wiki/StoutData).
not very important for our purposes, since we are just illustrating the kind of density structures that can be obtained with these assumed density structures.

4 ANALYSIS AND ATOMIC DATA

We calculate the electron densities and temperatures for both observations and models using PyNeB (v1.1.1), a code for the analysis of nebular emission lines developed by Luridiana et al. (2015). PyNeB solves the equations of statistical equilibrium for the lower-lying energy levels of the ions we are considering here (see, e.g., Osterbrock & Ferland 2006). These equations require the use of transition probabilities and collision strengths that are obtained from quantum mechanical calculations (see, e.g., Aggarwal & Keenan 2013).

Since we want to compare the results obtained from the observations with those implied by the models, for each model we extract the values of the line intensities necessary to obtain the electron density and electron temperature, and the analysis of these lines is performed in the same way for both observations and model. We calculate for each object and model \( n_e \) [S ii], \( n_e \) [O ii], \( n_e \) [Cl iii] and \( n_e \) [Ar iv]. We also derive an average density from the logarithmic values of these densities, \( \log(n_e) \), and use this average density to determine \( T_e \) [N ii] and \( T_e \) [O ii]. We use \( T_e \) [N ii] to calculate \( n_e \) [S ii] and \( n_e \) [O ii], and \( T_e \) [O ii] for \( n_e \) [Cl iii] and \( n_e \) [Ar iv].

We start by considering the atomic data shown in Table 1. This database is a compilation of transition probabilities and collision strengths for the ions that we use in our analysis, \( \text{N}^+ \), \( \text{O}^+ \), \( \text{O}^{++} \), \( \text{S}^+ \), \( \text{Cl}^{++} \), and \( \text{Ar}^{3+} \). The effects of most of these atomic datasets on the derived physical conditions have been previously explored in Juan de Dios & Rodríguez (2017), but we have added sets of transition probabilities for \( \text{S}[\text{ii}] \) (Kisielius et al. 2013), \( \text{Ar}[\text{iv}] \) (Czyzak & Krueger 1963), and \( \text{O}[\text{iii}] \) (Tachiev & Fischer 2001), which are the ones used by default in CLOUDY, a code of collision strengths for \( \text{Cl}^3[\text{ii}] \) (Sossah & Tayal 2012), and the recent determinations of transition probabilities of Rynkun et al. (2019) for \( \text{S}[\text{ii}] \), \( \text{Cl}^3[\text{ii}] \) and \( \text{Ar}[\text{iv}] \). All these sets of atomic data are available in recent versions of Pyneb (Morisset et al. 2020).

In Juan de Dios & Rodríguez (2017), we argue that four of the atomic datasets listed in Table 1 should not be used. Three of them lead to densities that differ significantly from those inferred from the other density diagnostics in most objects, or fail to return a valid electron density for several objects. These data are the transition probabilities of Tayal & Zatsarinny (2010) for \( \text{S}^+ \), the transition probabilities of Wiese et al. (1996) for \( \text{O}^+ \), and the collision strengths of Mendoza (1983) for \( \text{Ar}^{3+} \). The fourth dataset to be excluded contains the collision strengths of Palay et al. (2012) for \( \text{O}^{3+} \), whose values could not be reproduced by Storey et al. (2014). These four datasets are not used in any of the calculations that follow, and are classified as rejected and identified with an ‘R’ in Table 1.

We have studied the behaviour of the added atomic datasets listed above before including them in further parts of the analysis. We have compared the results obtained using these new sets with those implied by all other datasets for the sample of PNe. We find that for 20 of the 46 objects in the sample, we cannot obtain a value of \( n_e \) [S ii] using the transition probabilities of Kisielius et al. (2014). On the other hand, some of the values of \( n_e \) [Ar iv] implied by the transition probabilities of Czyzak & Krueger (1963) differ by more than 0.5 dex from the ones obtained for \( n_e \) [S ii], \( n_e \) [O ii] and \( n_e \) [Cl iii]. The values of \( n_e \) [Ar iv] obtained with this set of atomic data tend to be very high, and higher than the ones obtained using the set of collision strengths of Mendoza (1983), which has been rejected for leading to very high densities. Since we think that these transition probabilities for \( \text{S}^+ \) and \( \text{Ar}^{3+} \) are not providing reliable results, we place them in the list of rejected atomic data and we will not use them in the analysis that follows. We have identified with the letter ‘R’ these and the previously rejected atomic datasets in Table 1.

In the case of the observed objects, the calculations of physical conditions are performed using all combinations of those sets of atomic data that have not been rejected. The total number of combinations is 622,608. In the case of the models, we use two sets of atomic data, marked as ‘A’ and ‘B’ in Table 1, to explore how the derived density structures change with atomic data. These sets have the same collision strengths but different transition probabilities, since

| Ion | Set | \( A_{ij} \) | \( Y_{ij} \) | \( \text{Set} \) |
|-----|-----|-------------|-------------|-------------|
| \( \text{N}^+ \) | GMZ97-WFD96 | T11 | HB04 |
| | FFT04 | H04 |
| | NR79-WFD96 | LB94 |
| \( \text{O}^+ \) | ZS2-WFD96 | B | P06-T07 |
| | FFT04 | A | Kal09 |
| | WFD96 | R | P76-McLB93-v1 | A, B |
| | | | P76-McLB93-v2 | T07 |
| \( \text{O}^{++} \) | SZ00-WFD96 | AK99 |
| | FFT04 | LB94 |
| | GMZ97-WFD96 | Pal12-AK99 |
| | TFF01 | SSB14 |
| \( \text{S}^+ \) | PKW09 | A | T210 |
| | TZ10-PKW09 | R | RBS96 |
| | VVF96-KHOC93 | A, B |
| | VVF96-MZ82a | B |
| | KKFLB14 | R |
| | RGJ19 | |
| \( \text{Cl}^{++} \) | M83-KS86 | BZ89 |
| | Fal99 | A, B |
| | M83 | ST12 |
| | RGJ19 | RSBK01 |
| \( \text{Ar}^{3+} \) | MZ82a | BRB97 |
| | A, B |
| | MZ82a-KS86 | B |
| | M83 | R |
| | CK63 | ZBL87 |
| | RGJ19 | |

References for the atomic data: AK99: Aggarwal & Keenan (1999), BZ89: Butler & Zeippen (1989), CK63: Czyzak & Krueger (1963), Fal99: Fritzsche et al. (1999), FFT04: Fischer & Tachiev (2004), GMZ97: Galavis et al. (1997), HB04: Hudson & Bell (2004), Kal09: Kisielius et al. (2009), KHOC93: Keenan et al. (1993), KKFLB14: Kisielius et al. (2014), KS86: Kaufman & Sugar (1986), LB94: Lennon & Burke (1994), M83: Mendoza (1983), McLB93: McLaughlin & Bell (1993), MZ82a: Mendoza & Zeippen (1982a), MZ82b: Mendoza & Zeippen (1982b), NR79: Nussbaumer & Buscha (1979), P06: Pradhan et al. (2006), P76: Pradhan (1976), Pal12: Palay et al. (2012), PKW09: Podobedova et al. (2009), RB97: Ramsbottom & Bell (1997), RBK01: Ramsbottom et al. (2001), RBS96: Ramsbottom et al. (1996), RGJ19: Rynkun et al. (2019), SSB14: Storey et al. (2014), ST12: Sossah & Tayal (2012), SZ00: Storey & Zeippen (2000), T07: Tayal (2007), T11: Tayal (2011), TZ10: Tayal & Zatsarinny (2010), VVF96: Verner et al. (1996), WFD96: Wiese et al. (1996), Z82: Zeippen (1982), ZBL87: Zeippen et al. (1987).
the latter are the most critical atomic data in the determination of the electron density.

Besides, for each type of model we use Monte Carlo simulations to estimate the effects of 3 and 5 per cent Gaussian errors in the line ratios used to determine the physical conditions. These uncertainties are similar to those generally reported in the literature for these line ratios. We use 500 calculations per model since the distributions of the results do not change significantly beyond that number.

5 RESULTS

Fig. 1 shows the resulting density structures for the models. In each panel, the differences between the electron density implied by each diagnostic and the average density, \( \langle \log(n_e) \rangle \) (the average of the logarithmic values of \( n_e[\text{S} II], n_e[\text{O} II], n_e[\text{Cl} III] \) and \( n_e[\text{Ar} IV] \)), are plotted as a function of the average density for the models with constant power-law and combined hydrogen densities. The upper and middle panels of Fig. 1 show the results calculated with atomic datasets A and B, respectively. These results do not include uncertainties in the model-predicted line intensity ratios. Fig. 1 illustrates that the density structures derived for the models computed with atomic datasets A and B are very similar, as expected. The small differences that can be seen are due to the different sensitivity introduced by atomic data to either roundoff errors in the line intensities or small changes in temperature. The lower panels of Fig. 1 show the median values of the density differences derived with each diagnostic as a function of the average density for the models calculated with atomic dataset B. The median differences are calculated in the density intervals defined by the shaded and unshaded areas in Fig. 1.

The left panels of Fig. 1 show that in the models of constant hydrogen density, where the ionization introduces a gradient in electron density, the densities implied by the different diagnostics are ordered according to the ionization potential of each ion, from \( \text{S}^+ \), to \( \text{O}^+ \), \( \text{Cl}^{++} \) and \( \text{Ar}^{+3} \). The combined models show similar results but with more dispersion, which is introduced by combinations of models with very different degrees of ionization because of their different densities and distances to the ionizing source. In fact, the combined models can lead to cases where most of the [Ar IV] emission arises from the lower density region, making the [Ar IV] diagnostic the one that implies the lowest density. We note that the number of combined models calculated for sets A and B is the same, but the number of displayed models differs because more of the models analysed with set A fail to return a valid density for the four diagnostics and are excluded from the plots.

On the other hand, the density structure displayed by the power-law models is different to the ones obtained with the other models. The results plotted in Fig. 1 show that the densities implied by the [Ar IV] diagnostic in the power-law models are usually lower than those obtained with [O II] and [Cl III], and similar to those obtained with [S II]. Thus the observed structure for these models is: \( n_e[\text{S} II] \approx n_e[\text{Ar} IV] < n_e[\text{O} II] \approx n_e[\text{Cl} III] \). The different patterns introduced by the different assumed structures can thus be compared with those derived for the observational sample, and this comparison might provide some insight into the density structure of the observed objects.

The density structures derived for the sample of PNe using atomic datasets A and B are shown in Fig. 2, where it can be seen that the two datasets lead to very different density structures for the observed objects. This effect is especially clear in the case of the [O II] diagnostic, which leads to some of the highest densities when atomic dataset A is used, and to some of the lowest densities when dataset B is used. Besides, none of the structures depicted in Fig. 2 look like the ones obtained with the models. The observational results are affected by uncertainties, but we can compare them with the results calculated for the models by assuming that the predicted line ratios have uncertainties. This is shown in Fig. 3 for the models calculated with atomic dataset B and uncertainties equal to 5 per cent. A comparison of Figs. 1 and 3 shows that the uncertainties increase the spread in the results but do not change in a significant way the structures obtained with the models.

As a matter of fact, when other sets of atomic data are used to calculate densities for the PNe, they change the derived density structure. This means that the combination of atomic data used for the calculations determines what density structure we obtain. In order to illustrate this, we have interchanged the atomic datasets used to perform the analysis for the models of constant hydrogen density, so that the models computed with set A are analysed with set B and vice versa. The results are shown in Fig. 4, where it can be seen that the change of atomic data in the analysis of the models leads to density structures similar to those derived for the objects using the same atomic data. The structure observed in the left panels of Fig. 4 is similar to the one obtained with dataset A for the objects, whereas the results of the right panels are similar to those obtained with dataset B for the objects. Thus, the density structures derived for the objects depend strongly on the atomic data used in the calculations: atomic data are shaping the derived density pattern.

5.1 Associating atomic datasets and density structures

Since the choice of atomic data determines the density structure derived for the observed objects, and since not all density structures are possible, one might wonder if we can constrain the structure of the real objects or determine which atomic data are working better by comparing the results implied by realistic structures with those derived for the observational sample using different combinations of atomic data.

The density structures we have used here to construct the photoionization models are not comprehensive and might be unrealistic, but we can use them to explore this matter. In order to do so, we want to compare the patterns observed in the models with the results obtained with different atomic data for the objects. We can see in Fig. 1 that the densities obtained with [O II] and [Cl III] lead to similar values for models with different density structures. On the other hand, the [Ar IV] and [S II] diagnostics are distributed in different ways around the positions defined by [O II] and [Cl III] for different structures. We can use these results to look for combinations of atomic data that reproduce these different patterns in the objects.

Hence, for each set of observational results calculated with one specific combination of atomic data, we calculate: the median value of the difference \( \log(n_e[\text{Cl} III]) - \log(n_e[\text{O} II]) \); the median of the difference between \( \log(n_e[\text{Ar} IV]) \) and the average density of chlorine and oxygen, \( \log(n_e[\text{Ar} IV]) - (\log(n_e[\text{CI} III]) + \log(n_e[\text{O} II])) / 2 \); and the median of the difference between \( \log(n_e[\text{S} II]) \) and the average density of chlorine and oxygen, \( \log(n_e[\text{S} II]) - (\log(n_e[\text{CI} III]) + \log(n_e[\text{O} II])) / 2 \). These quantities are also calculated for all the model results based on atomic datasets A or B, including the results with no ‘observational uncertainties’ along with the results that consider variations introduced by 3 and 5 per cent uncertainties in the line ratios. Fig. 5 shows the distributions of differences obtained for the objects in the sample using all the combinations of atomic data, with the vertical lines representing the values obtained for each type of density structure in the models.

The first thing that one might notice in Fig. 5 is that the lines representing the median values of the models are all in regions covered
Figure 1. Differences between the density obtained from each diagnostic and the average density plotted against the average density for models with different density structures and that have been calculated using atomic datasets A (upper panels) and B (middle panels). The lower panels show the median differences for atomic dataset B, calculated for the density ranges shown by the shaded and unshaded regions. The error bars in these lower panels indicate the mean deviations, and the symbols have been displaced slightly in the horizontal direction to avoid overlapping.

Figure 2. Differences between the density obtained from each diagnostic and the average density as a function of the average density for the observational sample. The results are calculated using atomic datasets A (left panels) and B (right panels). The lower panels show the median differences for the density intervals defined by the shaded and unshaded areas. The error bars show the mean deviations, and the symbols have been shifted to avoid overlapping.
Figure 3. Differences between the densities obtained from each diagnostic and the average density plotted against the average density for each type of model calculated with set B. The results are a random selection of a Monte Carlo simulation that propagates errors assuming that the diagnostic line ratios of the density and temperature diagnostics have uncertainties of 5 per cent. The error bars in the lower panels show the mean deviations of the median differences, and the symbols have been shifted to avoid overlapping.

Figure 4. Differences between the density obtained from each diagnostic and the average density as a function of the average density for models with constant density structure. The left panels show models computed with atomic dataset B and analysed with set A; the right panels show models computed with atomic dataset A and analysed with set B. The error bars in the lower panels show the mean deviations of the median differences, and the symbols have been shifted to avoid overlapping.

by the histograms of the observational results, which are based on different combinations of atomic data. Note that all regions covered by the histograms are in principle equally valid: if the model predictions are located at the tail of the distribution, this only means that a low number of combinations lead to a result similar to that found in the models, it does not mean that the density structure of these models is inadequate or unlikely. The question is then if there are combinations of atomic data that cover the three regions in Fig. 5 defined by each density structure in the models.

In order to answer this question, we consider the median values of \(\log(n_e[\text{Cl}\,\text{iii}]) - \log(n_e[\text{O}\,\text{ii}])\), shown in the first panel of Fig. 5, and find all combinations of atomic data that lead to results in the range of \(\log(n_e[\text{Cl}\,\text{iii}]) - \log(n_e[\text{O}\,\text{ii}])\) covered by all the median values associated with each modeled density structure. This includes the model results calculated with both atomic datasets A and B (whose range of variation can provide some indication of the effect of changing the atomic data) and with and without uncertainties of 3 and 5 per cent in the diagnostic line ratios. The three sets of combinations are then required to cover the results shown in the other two panels of Fig. 5. We find combinations of atomic data that satisfy all the restrictions for each type of density structure.

In the case of the power law models, there is a single combination
of transition probabilities and collision strengths for the ions used to
determine electron density that satisfy the different criteria. On
the other hand, in the case of the constant density and combined
models, there are several combinations of atomic data that fall into
the regions limited by each type of density structure. We have selected
a combination of atomic datasets from the filtered combinations
and plot the resulting density structures obtained for the objects in
Fig. 6. Table 2 shows the sets of transition probabilities and collision
strengths used for each type of model. We see that the selected
combinations of atomic data roughly reproduce the structure derived
in the models. This is especially noticeable for the atomic data that
lead to density structures similar to the ones implied by the combined
models. Hence, the results of Fig. 5 imply that, given the available
atomic data, none of the density structures explored with the models
can be ruled out.

We note that given one density structure, we can only choose
the combinations of atomic data that lead to a similar structure,
not the individual datasets corresponding to the collision strengths
or transition probabilities of each ion. Besides, each single set of
atomic data is distributed along most of the range covered by the
histograms in Fig. 5, and we cannot reject any set by considering that
it lies outside any of the regions that are covered by the models. This
is specially true for the atomic data used to determine the electron
temperature, since all of these sets are evenly distributed across the
histograms in Fig. 5. Therefore, given the density structures explored
here, no other set of atomic data can be rejected with this analysis.

PNs could have density structures more complex than the ones
we have explored here, arising from all the physical processes that
take place during their formation and evolution. Besides, different
objects could have different structures. The density structures we are
considering in this work might be too simplistic representations of
the possible structures that can be present in these objects. Still, we
consider them useful for exploring the effects of atomic data. We have
seen that atomic data have a big impact on the results, shaping the
density structures that are derived. Besides, we have shown that
by choosing different combinations of the available atomic data we
can obtain in principle any of the density structures studied here.

6 SUMMARY AND CONCLUSIONS

We have explored the density structures of PNe by constructing a
grid of CLOUDY photoionization models that have different hydro-
gen density structures: a constant density, a power-law dependence

Figure 5. Distributions of the median values of several differences between density diagnostics. The histograms show the values obtained for the observational sample with different combinations of atomic data; the vertical lines show the values for models with constant hydrogen density (continuous lines), a power-law density structure (dashed lines), and combined structures (dotted lines). The different vertical lines include the results calculated with atomic datasets A and B and those calculated assuming uncertainties of 3 per cent in the line ratios (in red, blue, or green in the online version of this figure) and 5 per cent (in gray).
Figure 6. Differences between the density diagnostics and the average density plotted against the average density for the sampled objects. The results are calculated with the atomic data presented in Table 2, which have been selected to reproduce the density structures explored with the models. These results can be compared with those presented in Figs. 1 and 3. The error bars in the lower panels show the mean deviations of the median differences, and the symbols have been shifted in the horizontal direction to avoid overlapping.

Table 2. Examples of atomic data that reproduce each type of density structure. The references are defined in Table 1.

| Ion  | Set 1 (constant) | Set 2 (power law) | Set 3 (combined) |
|------|------------------|-------------------|------------------|
|      | \( A_{ij} \)    | \( Y_{ij} \)     | \( A_{ij} \)    | \( Y_{ij} \)     | \( A_{ij} \)    | \( Y_{ij} \)     |
| N\(^+\) | FFT04 T11 | FFT04 HB04 | FFT04 HB04 |
| O\(^+\) | FFT04 P76-McLB93-v1 | FFT04 P76-McLB93-v2 | FFT04 ZS8-WFD96 |
| O\(^{++}\) | FFT04 AK99 | FFT04 SSB14 | FFT04 SSB14 |
| S\(^+\) | VVP96-MZ82a RBS96 | VGP96 RG19 RBS96 | VGP96 RBS96 |
| Cl\(^{+}\) | Fa199 M83 | RG1j9 M83 | Fa199 BZ89 |
| Ar\(^{+}\) | MZ82a-KS86 RBS97 | RG1j9 RB97 | MZ82a ZBL87 |

We have performed this analysis using a large sample of atomic data. New determinations of atomic data could be included in the future, but this will not change our main result: the density structure derived for the objects will still depend on the atomic data used in the analysis.
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