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Abstract:
Single-photon and correlated two-photon sources are important elements for optical information systems. Nonlinear downconversion light sources are robust and stable emitters of single photons and entangled photon pairs. However, the rate of downconverted light emission, dictated by the properties of low-symmetry nonlinear crystals, is typically very small, leading to significant constrains in device design and integration. In this paper, we show that the principles for spontaneous emission control (i.e. Purcell effect) of isolated emitters in nanoscale structures, such as metamaterials, can be generalized to describe the enhancement of nonlinear light generation processes such as parametric down conversion. We develop a novel theoretical framework for quantum nonlinear emission in a general anisotropic, dispersive and lossy media. We further find that spontaneous parametric downconversion in media with hyperbolic dispersion is broadband and phase-mismatch-free. We predict a 1000-fold enhancement of the downconverted emission rate with up to $10^5$ photon pairs per second in experimentally realistic nanostructures. Our theoretical formalism and approach to Purcell enhancement of nonlinear optical processes, provides a framework for description of quantum nonlinear optical phenomena in complex nanophotonic structures.

Main Text:
The Purcell effect is an elegant manifestation of quantum engineering by which the spontaneous emission rates of quantum emitters can be dramatically altered [Figs. 1 (a) and 1(b)] to tailor the design of nanoscopic and integrated single photon sources [1-3]. Nonetheless, the complexity of emitter design, and challenges associated with matching photon sources in frequency, polarization and phase have to date limited the use of individual quantum emitters in quantum optical systems. Nonlinear optical processes (e.g., spontaneous parametric downconversion [4-6] and four wave mixing [7]) offer a distinctly different approach to light generation. Their relative simplicity, high single photon indistinguishability, stability, and straightforward room-temperature entanglement make quantum nonlinear sources advantageous for a large variety of practical applications [8, 9], as well as in benchmark quantum experiments [10]. However sources based on quantum nonlinear processes suffer from a number of limitations, including phase mismatch, which constrains operation to a narrow, material-specific frequency band, and low efficiency (i.e., low photon pair generation rate per unit length), leading to bulky devices that do not lend themselves to compact monolithic integration [2]. We note that recent reports of waveguide-integrated structures can achieve high efficiency [7, 11-14], but are typically at least 100 microns long or utilize resonant cavities with very high quality factors [5, 6, 15, 16]. Mitigating these constraints would enable
high efficiency quantum nonlinear sources of single and entangled photons for chip-scale optical devices.

Here we show that by modifying light dispersion and the density of optical states in hyperbolic metamaterials, photon pair generation through spontaneous parametric downconversion may be enhanced over a broad frequency range. We develop a comprehensive theoretical formalism describing quantum nonlinear light emission in structures with a modified density of optical states, such as nonlinear metamaterials, highly dispersive crystals, and plasmonic nanostructures. We further identify new regimes of nonlinear light generation, including phase mismatch free, wavelength tunable and hyperbolic photon pair emission. Finally, we discuss experimental feasibility and design.
FIG. 1 Purcell enhancement of nonlinear generation with metamaterials. (a) An excited two-level system in free space decays by spontaneous emission. This process may be enhanced by modifying the emitter coupling to the photonic environment, (b). (c) Light may also be spontaneously emitted within a nonlinear crystal, when pump photons spontaneously fission creating quantum-correlated signal-idler photon pairs. Nonlinear generation depends on the density of optical states, $\rho_{\text{reg}}$, and the strength of light-material interaction $\hat{H}_{\text{int}}$, which also depends on phase matching between the pump, signal and idler waves ($\Delta \mathbf{k}$) – a condition hard to meet in regular materials. (d) Poling of a nonlinear crystal minimizes the phase mismatch ($\Delta \mathbf{k} \rightarrow 0$) for a spectrally narrow operation range, but in general the density of optical modes is not significantly changed ($\rho_{\text{polled}} \approx \rho_{\text{reg}}$). (e) Modification of the density of optical states in a resonator or waveguide enhances emission and modifies the phase-matching conditions, but the high quality-factor limits the operational frequency range. (f) Conversely, metamaterials may enable nonresonant, broadband, phase-mismatch free Purcell enhancement of spontaneous nonlinear light emission.

In spontaneous parametric downconversion, pump photons with frequency $\omega_p$ in a quadratically nonlinear crystal may spontaneously fission [Fig. 1(c)] to emitting quantum-correlated signal and idler photons with frequencies $\omega_s$ and $\omega_i$, respectively, and wavevectors $\mathbf{k}_s(\omega_s)$ and $\mathbf{k}_i(\omega_i)$, where energy conservation requires that $\omega_p = \omega_i + \omega_s$. The rate at which individual downconverted photons or photon pairs are generated is a key performance metric.

As is the case for ordinary spontaneous emission [Figs. 1(a) and 1(b)], spontaneous nonlinear luminescence depends on the strength of the quantum mechanical interaction and the density of available optical states in the system, $\rho \propto \int_{\delta \mathbf{V}_k} \left| \frac{\partial \omega}{\partial \mathbf{k}} \right|^{-1} d^2 \mathbf{s}$ (for an unbounded medium, where integration is over the isofrequency surface $\delta \mathbf{V}_k$) [17]. However spontaneous parametric downconversion also requires phase matching between the interacting pump, signal, and idler waves, $\Delta \mathbf{k} = \mathbf{k}_p - \mathbf{k}_s - \mathbf{k}_i \rightarrow 0$, see Fig. 1(c). Describing the Purcell-like enhancement of nonlinear luminescence requires modifying both the density of optical modes, determined by the isofrequency surface, $\delta \mathbf{V}_k$, and the light dispersion, $\mathbf{k}(\omega)$, at the pump, signal, and idler wavelengths. We note that periodic poling of a nonlinear crystal helps to minimize the phase matching constraint, but does not by itself significantly alter the density of optical states in the bulk of a nonlinear crystal [Fig. 1(d)]. The density of states can be tailored by using high Q cavities and resonators [Fig. 1(e)], but this imposes a sensitive phase matching requirement that reduces the downconversion bandwidth. By contrast, metamaterials designed with tailored subwavelength nanoscale structures can exhibit effective electromagnetic properties not readily available in nature. Nanophotonic materials with unusual material parameters have previously demonstrated potential for nonlinear optical generation [18 - 22] and also for tuning radiation properties of isolated quantum emitters [23 - 25]. The possibility of modifying spontaneous four wave mixing in third order nonlinear hyperbolic metamaterials was considered in [26]. We develop here a general theoretical approach, different from previous works, for use of metamaterial and plasmonic structures to enhance and control quantum nonlinear optical processes, particularly, spontaneous parametric downconversion, Fig. 1.
FIG. 2 Spontaneous parametric downconversion in hyperbolic metamaterials. (a) A map of possible isofrequency surfaces ($\partial V_\mathbf{k}$) for a uniaxial crystal. Elliptical and hyperbolic dispersion regimes may be accessed by controlling the signs of ordinary, $\varepsilon_\perp$, and extraordinary, $\varepsilon_\parallel$, permittivities. Notably, a semi-infinite number of optical modes are available in materials with hyperbolic dispersion ($\rho \propto \partial V_\mathbf{k}$). (b) Energy diagram of the downconversion process treated here. The metamaterial is pumped in an elliptical dispersion regime, whereas spontaneous downconversion of the signal-idler pairs occurs in the hyperbolic dispersion regime.

To illustrate the principles for modifying spontaneous downconversion with metamaterials, we consider a uniaxial crystal with an effective tensor permittivity $\bar{\varepsilon} = \text{diag}(\varepsilon_\perp, \varepsilon_\perp, \varepsilon_\parallel)$. Figure 2(a) shows the isofrequency surfaces for different variations of the ordinary ($\varepsilon_\perp$) and extraordinary ($\varepsilon_\parallel$) components of the permittivity tensor. For regular crystals ($\varepsilon_\parallel > 0$ and $\varepsilon_\perp > 0$), the isofrequency surfaces are ellipsoidal [Fig. 2(a)]. The closed topology of these surfaces implies that the density of optical modes is finite (i.e., $\int_{\partial V_\mathbf{k}} \left| \frac{\partial \omega}{\partial \mathbf{k}} \right|^{-1} d^2\mathbf{s} \ll \infty$). Phase matching occurs only for a certain finite range of pump wavevectors [Fig. 3(a)].

In metamaterials, a different regime can be accessed, where either $\varepsilon_\parallel < 0$ or $\varepsilon_\perp < 0$, [23, 27, 28]. This is possible, for instance, in alternating subwavelength metal-dielectric structures, as shown schematically in Fig. 3(d), or in bulk crystals with pronounced material resonances, e.g., hexagonal boron nitride and bismuth selenide [29]). In such materials, the isofrequency surfaces for extraordinary waves are transformed into hyperboloids [Fig. 2(a)] [23, 27, 28]. Hence a large optical mode density becomes accessible (ideally infinite, but in practice it is limited by losses and the achievable minimum period of the layered structure, i.e., $\max(|\mathbf{k}|) \approx \frac{2\pi}{\Lambda}$). Open hyperbolic isofrequency dispersion surfaces, in contrast with regular dispersion surfaces, remove phase matching constraints – that is, for any pump wavevector there is always a pair of signal-idler photons such that $\Delta \mathbf{k} = 0$ (see Figs. 3(c), 3(d), and 3(f), and a corresponding discussion in
Appendix B and Appendix C). Phase mismatch-free operation in the hyperbolic regime, as we show below, enables broadband operation.

**FIG. 3.** Phase-mismatch-free spontaneous nonlinear light emission. (a) Phase matching diagram and corresponding photon emission pattern for an isotropic medium. For this closed isofrequency manifold, phase matching is possible only for a limited range of pump wavevectors \(|k_p| \leq 2|k_s|\). The dashed line denotes a condition beyond which phase matching is not possible. The photon emission is conical in this case. (b,c) Schematic of phase matching in layer- and wire-like hyperbolic metamaterials for pump propagation along the metamaterial axis. Open hyperbolic isofrequency surfaces for both of the hyperbolic cases imply pump wavevector independent phase-mismatch-free operation. The light emission is conical, similar to the isotropic case [panel (a)]. (d) A phase-mismatch free condition is also obtained for pump propagating along the \(x\) axis of the hyperbolic layer and wire metamaterials, respectively. However in this case signal and idler waves encompass an infinitely large state space enabling a significant Purcell-like enhancement of nonlinear luminescence. Panel (d) shows the expected emission patterns in red for this pump propagation configuration.

From a simple phase matching analysis, we can specify the preferred directions for single photon emission. Conical emission is anticipated for conventional crystals [Figs. 3(a)] and for hyperbolic metamaterials pumped along the crystal axis \((k_p||z)\), see Fig. 3(b). However, for a pump perpendicular to the metamaterial axis \((k_p||x)\) the expected light emission is hyperbolic [Figs. 3(c) and 3(d)]. We predict that it is this combination of phase-mismatch free parametric downconversion together with a near-infinite number of available optical modes that leads to a substantial enhancement of signal-idler downconverted photon pair emission rate. (Note that, a similar criterion is satisfied for some other spontaneous wavemixing processes, e.g., spontaneous four wavemixing [26]).

To probe the spontaneous parametric downconversion in the hyperbolic regime, we consider a process schematically shown in Fig. 2(b). We assume that photons of a pump laser beam in an elliptical dispersion regime spontaneously downconvert to extraordinary signal and extraordinary idler waves, both within a hyperbolic dispersion regime. To be specific, we consider a continuous plane-wave pump propagating along the \(x\) axis (as shown in Figs. 3(c) and 3(d)). We develop a general quantum mechanical model that predicts the downconversion rate in a range of complex structures, including such extremely anisotropic uniaxial metamaterials (see Appendix F for a
detailed discussion). In contrast to previous works (e.g., Ref. [26]), our theory is based on the comprehensive eigen-mode analysis, which enables a deeper insight to key physical process in a variety of complex systems. We find that the emitted signal photon spectral power density may be estimated as:

\[
\frac{dP_s}{d\lambda_s} = \frac{\hbar \pi c^3 L^2}{\lambda_s^4 \lambda_i^4} \frac{P_p}{\varepsilon_0 n_p} \int d^2 k_s \sum_l c^2_k \frac{\partial k_{s||}}{\partial \omega} \left| N(k) \right|^2 e^{-\gamma'(k_s)L}.
\]

where \( N(k) = \left| \sum \chi^{(2)}_{lmn} u_l(\omega_p) u_m(\omega_s) u_n(\omega_i) \right|^2 \) corresponds to a nonlinear media ‘polarization mixing’ term with \( \chi^{(2)} \) being a nonlinear susceptibility and \( u_{p,s,i} \) corresponding to polarization of pump, signal or idler waves, \( \lambda_{s,i} \) are signal and idler wavelengths, \( P_p \) is the pump power in the crystal, \( n_p \) is effective index at the pump wavelength, \( c_{k_{s,i}} \) are the coefficients due to quantization of the interacting fields, \( d^2 k_\perp = dk_{sY} dk_{sz} \) with \( k_{sY} \) and \( k_{sz} \) being \( y \) and \( z \) components of the signal wavevector \( k_s \), \( \frac{\partial k_{s||}}{\partial \omega} \) refer to group velocities of signal and idler waves in the direction of pump propagation, \( L \) is the propagation length, and \( e^{-\gamma'(k_s)L} \) is the quantum mechanical signal photon decay rate. In our analysis we consider an effective medium model and take into account dispersion and losses perturbatively; the validity of this approach is discussed in Appendix B, Appendix E, and Appendix F.
FIG. 4. Broadband parametric downconversion in metamaterials. (a) Calculated spectral power density of emitted signal photons for a wire-like hyperbolic LiNbO$_3$–Ag metamaterial for different pump wavelengths. The dashed curve shows expected emission from a bulk LiNbO$_3$ crystal of similar thickness at $\lambda_p = 350$ nm. (b) Spectral power density of emitted signal photons for a layer-hyperbolic metamaterial. The dashed curve shows the expected emission from a bulk LiNbO$_3$ at $\lambda_p = 500$ nm, for comparison. (c) Single photon luminescence rate for frequency-degenerate downconversion (i.e., $2\lambda_p = \lambda_s = \lambda_i$) as a function of a pump wavelength for layered hyperbolic and wire-like hyperbolic LiNbO$_3$–Ag metamaterials. (d) Signal photon spectral power density at the frequency-degenerate downconversion wavelength for a layered hyperbolic metamaterial as function of pump wavelength and propagation length. (e) Calculated signal
photon spectral power density at the frequency-degenerate downconversion wavelength as a function of the pump wavelength for different propagation lengths for a layer-hyperbolic 70 nm GaP – 30 nm Ag metamaterial. Inset shows the calculated luminescence for a 400 nm pump wavelength. (f) Signal photon emission map for a layer-hyperbolic GaP–Ag crystal at 400 nm pump wavelength after 500 nm of propagation.

We consider further, as an example, nonlinear parametric downconversion in metal–delectric hyperbolic metamaterials whose dielectric components comprise a second order nonlinear medium. Figures 4 (a) and 4(b) show the power emission spectra calculated for silver (Ag) – lithium niobate (LiNbO$_3$) wire-like hyperbolic [Fig. 4(a)] and layered hyperbolic [Fig. 4(b)] metamaterials with 80 nm period and 25% metal filling fraction after $L=500$ nm of propagation for 1 mW of input pump power. Note that in our analysis, we consider real material parameters (see Appendix A and Appendix E). For both of the hyperbolic systems we observe strong nonlinear luminescence in a broad range of pump wavelengths ($\approx 150$ nm of operation bandwidth). The peak emitted signal spectral power density reaches 6 fW/nm for a layered hyperbolic metamaterial and 22 fW/nm for a wire-like hyperbolic metamaterial (see also Appendix D).

We estimate the rate of single photon emission, $R_{\text{meta}}$, in a degenerate case (i.e., when $\lambda_s = 2\lambda_p$), see [Fig. 4(c)] and Appendix A. Specifically, we predict 25000 photons/s for layered metamaterials and 70000 photons/s for wire-like metamaterials, respectively. To quantify the emission enhancement we introduce a Purcell-like coefficient for parametric luminescence, $F = R_{\text{meta}}(L)/R_{\text{regular}}(L)$, where we compare the emission rate of our metamaterials with that of a regular unpoled bulk crystal after the same propagation length. For both wire-like and layered hyperbolic metamaterials, we obtain a nearly $F = 50$ times increase in luminescence intensity.

![Schematic illustration of configurations for possible experimental demonstration of the predicted mismatch-free Purcell enhancement of the nonlinear luminescence in hyperbolic metastructures. As discussed in the text, efficient luminescence is possible after ~100 nm of propagation, suggesting that a metallic grating carved into a nonlinear dielectric substrate with subwavelength spacing and straightforward-to-fabricate aspect ratio (~1/5) would serve as an easy to test system (a). Another proposal is based on a recently demonstrated hyperbolic](image)
metasurface [33]; loading it with a nonlinear medium may lead to an on-chip bi-photon generation (b).

The influence of losses is studied in Fig. 4(d). A peak is clearly seen in emission at \( L \approx 500 \) nm due to an interplay between the downconverted photon generation probability, which is proportional to interaction length \( L \), and photon absorption, which varies as \( e^{-\gamma'(k) L} \). However even after 2-3 \( \mu m \) of propagation, the overall luminescence intensity remains reasonably high.

Our predictions may be extrapolated to other second-order materials with refractive indices and nonlinear responses similar to LiNbO\(_3\) (the dominant component in LiNbO\(_3\) is \( d_{33} = 34.4 \) pm/V \( (\chi^{(2)}_{zzz} = 2d_{33}) [30] \)). Hence a nearly 3.5 times weaker signal is expected for a potassium titanyl phosphate (KTP) with \( d_{33} = 18.5 \) pm/V [31], whereas for some organic polymers \( d_{33} \) values as high as \( \approx 100 \) pm/V were reported [32]; in this case almost 9 fold stronger effect is anticipated.

Finally, as an example of a different material system, we consider light generation in silver – gallium phosphide (GaP) metamaterials. Gallium phosphide is a high refractive index semiconductor compatible with silicon nanofabrication processes, and demonstrating a strong second order optical response \( (d_{24} \approx 100 \) pm/V \( (\chi^{(2)}_{xyz} = 2d_{24}) [30] \)). However a significant material dispersion prevents the use of GaP in conventional practice, since the phase matching conditions cannot be met in the bulk crystal. The high index and strong nonlinearity of GaP facilitate compact device integration and higher photon generation rates. Our calculations predict a substantial luminescence at \( \lambda_p = 400 \) nm after only 50 nm of propagation (about 4 times that of a tenfold thicker LiNbO\(_3\)-based structures studied above, and \( \approx 1000 \) times stronger than for a homogeneous gallium phosphide film of the same thickness), see Fig. 4(e). We anticipate a generation rate of over \( 3 \times 10^5 \) photons/s in this case (see inset in Fig. 4(e)). Light emission pattern shown in Fig. 4(f) is hyperbolic, as is expected from our simple phase matching considerations.

Our predictions of high luminescence intensities in submicron thickness structures suggest that compact broadband nonlinear single photon sources may be designed [see Fig. 5(a)]. We expect that the actual emission enhancement may differ slightly from our predictions due to potential fabrication imperfections and effects beyond the scope of our model (such as a finite pump beam size [17], limitations of the effective medium approach, and boundary effects of the quantization model).

To conclude, in our analysis we have developed a general framework to describe spontaneous nonlinear downconversion in complex three-dimensional metamaterials taking into account photonic band structure, dispersion and losses. We further predicted that in hyperbolic metastructures broadband, enhanced and phase-mismatch-free generation of quantum light may be attained. We note that our theoretical formalism and conceptual approach could be easily extended to other photonic platforms (e.g., hyperbolic metasurfaces [33], Fig. 5(b), and epsilon-near-zero metamaterials [19, 24, 25]), and other frequency domains (near and mid-infrared, where potentially highly nonlinear multiquantum well semiconductor heterostructures may be utilized [18, 34]), as well as nonmetallic systems (such as, all-dielectric near-zero-index crystals [35] and phonon-polariton systems [29]).
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APPENDIX A: METHODS

Material parameters for silver are taken from experimental data [36].

In our analysis we have assumed that the anisotropy of LiNbO$_3$ is much weaker than that of a hyperbolic metamaterial. With this assumption we modeled the permittivity of LiNbO$_3$ as effective isotropic function being an average between its ordinary and extraordinary permittivity components. The crystal axis of LiNbO$_3$ is considered to be co-aligned with that of hyperbolic metamaterial.

For GaP we assumed a 45 degree rotation of GaP crystal axis with respect to that of a hyperbolic metamaterial – this is a standard consideration that ensures maximum of nonlinear interaction and wavemixing.

The single photon emission rate was estimated assuming a 1 nm spectral filter at the degenerate frequency, i.e., $R = \frac{1}{\hbar \omega} \int \frac{dP}{d\lambda} d\lambda$.

APPENDIX B: HYPERBOLIC METAMATERIALS AND EFFECTIVE MEDIUM THEORY. BACKGROUND

Progress in nanotechnology, materials science and nanofabrication over recent years has led to design of photonic structures with feature sizes much smaller than the wavelength of the incident light. The electromagnetic properties of such structures may be described by an effective medium approximation, where the optical response is averaged over the light wavelength [37]. It is therefore the cumulative composition of the entire structure, rather than individual structural elements, that determines lightwave propagation in the medium [38]. Importantly, one may design the electromagnetic properties of such effective materials (metamaterials) by controlling the period, element size, and composition of the different materials (e.g., metals with dielectrics) in the structure. With such a design, an electromagnetic response that is typically not attainable in natural materials can be obtained and used for controlling light-matter interaction [37,38].

FIG. 6. Schematic illustration of hyperbolic metamaterials. (a) layered hyperbolic media and (b) wire hyperbolic media

An exciting class of structures is that of so-called hyperbolic metamaterials [27, 28, 39]. Hyperbolic metamaterials are periodic metal-dielectric structures, as schematically show in Figs. 6(a) and 6(b) (one may find several comprehensive reviews on the subject, see e.g., [27, 28, 39]). As discussed in the main text, these materials behave on average as uniaxial crystals [40]
with negative components in their permittivity tensors. Within the frame of the effective medium theory (i.e., when the structure period is much smaller than the wavelength, \( \Lambda \ll \lambda \), \([37, 38]\)) the response may be described as [27]:

\[
\varepsilon_o = \varepsilon_{\perp} = \rho \varepsilon_m + (1 - \rho) \varepsilon_d \tag{B1}
\]
\[
\varepsilon_e = \varepsilon_{\parallel} = \frac{\varepsilon_m \varepsilon_d}{\rho \varepsilon_d + (1 - \rho) \varepsilon_m}
\]

in the case of a layered hyperbolic medium [Fig. 6(a)], and as

\[
\varepsilon_o = \varepsilon_{\perp} = \frac{(1 + \rho) \varepsilon_m \varepsilon_d + (1 - \rho) \varepsilon_d^2}{(1 + \rho) \varepsilon_d + (1 - \rho) \varepsilon_m} \tag{B2}
\]
\[
\varepsilon_e = \varepsilon_{\parallel} = \rho \varepsilon_m + (1 - \rho) \varepsilon_d
\]

in the case of a wire-like hyperbolic medium [Fig. 6(b)]. In these expressions \( \rho \) denotes metal filling fraction (for instance, for a layer medium \( \rho = \frac{h_d}{h_d + h_m} \), where \( h_d \) and \( h_m \) are dielectric and metal layer thicknesses, respectively).

Light dispersion in hyperbolic structures is then described similarly to regular uniaxial crystals:

\[
\frac{k_x^2 + k_y^2 + k_z^2}{\varepsilon_{\perp}} = \frac{\omega^2}{c^2} \quad \text{for ordinary waves} \tag{B3}
\]
\[
\frac{k_x^2 + k_y^2 + k_z^2}{\varepsilon_{\parallel}} + \frac{k_z^2}{\varepsilon_{\perp}} = \frac{\omega^2}{c^2} \quad \text{for extraordinary waves}
\]

As was mentioned in the main text, depending on signs of the ordinary and extraordinary permittivities different dispersion regimes may be obtained; see Fig. 2 (a) in the main text.

**APPENDIX C: CLASSICAL PHASE MATCHING ANALYSIS**

In a classical nonlinear system, the efficiency of nonlinear interaction and wavemixing critically depends on phase matching between the propagating waves. In this section, we derive and analyze phase matching conditions for a nonlinear hyperbolic metamaterial based on the dispersion relations for ordinary and extraordinary waves \([\text{Eqs. } (B3)]\). For simplicity, we consider degenerate wavemixing, i.e., \( \omega_s = \omega_i = \frac{\omega_p}{2} \). We also assume two specific scenarios of pump propagation: along the crystal axis (i.e., \( k_p \parallel z \)) and perpendicular to it (i.e., \( k_p \parallel x \)). Finally, we limit our analysis to the case of downconversion into extraordinary signal and extraordinary idler waves (other cases, such as conversion into ordinary-ordinary and extraordinary-ordinary waves, are quite similar to those of crystals with regular material dispersion).

**Pump propagation along the crystal axis \( k_p \parallel z \).** Assuming that \( n_p \) is the effective index of the pump wave in the direction of propagation, we can express the pump wavevector as \( k_{pz} = \frac{\omega_p}{c} n_p \). It is convenient to represent the signal and idler wavevectors as \( k = k_{\perp} + k_{\parallel} \), where \( k_{\parallel} \) is the component of the wavevector parallel to the direction of pump propagation (in this particular case it is the \( z \) component) and \( k_{\perp} \) is the component of the wavevector that is perpendicular to the pump (the notation not to be mixed with \( \varepsilon_{\parallel} \) and \( \varepsilon_{\perp} \) which are defined with respect to the crystal
symmetry axis). Phase matching in a degenerate case, $\omega_s = \frac{\omega_p}{2}$, would require that $2k_{sz} = k_{pz}$, $k_{sz} = k_{iz}$ and $k_{s \perp} = -k_{i \perp}$. Substituting these conditions into the dispersion equations for signal and idler waves, we get:

$$\frac{k_{s \perp}^2}{\varepsilon_{\parallel}} + \frac{k_p^2}{4\varepsilon_{s \perp}} = \frac{\omega_p^2}{4c^2} = \frac{k_p^2}{4n_p^2}$$ (C1)

After a little bit of algebra it is possible to show that:

$$k_{s \perp}^2 = \frac{\omega_s^2}{c^2} \left( \varepsilon_{\parallel} - n_p^2 \frac{\varepsilon_{\parallel}}{\varepsilon_{\perp}} \right)$$ (C2)

Exact phase matching in a lossless structure is possible when the transverse signal (idler) wavectors are real, implying that $k_{s \perp}^2 > 0$. For $\varepsilon_{\parallel} > 0$ and $\varepsilon_{\perp} > 0$, i.e., in regular crystals, phase matching is possible only when $n_p^2 < \varepsilon_{\perp}$. This condition is hard to achieve in crystals with normal material dispersion, in which the refractive index monotonically grows with frequency. This effect is especially pronounced in high refractive index structures and semiconductors near the band-gap edge (e.g., gallium phosphide discussed in the main text), challenging their use in nonlinear applications.

In the regime $\varepsilon_{\perp} < 0$ and $\varepsilon_{\parallel} > 0$, which is typically attained in a layered hyperbolic media [Fig. 6(a)] phase matching is automatically satisfied. In particular, for any $n_p^2 > 0$ (i.e., for any propagating pump in the crystal) there always exists a pair of signal–idler waves.

Finally, in a wire hyperbolic medium ($\varepsilon_{\perp} > 0$ and $\varepsilon_{\parallel} < 0$) phase matching is possible for $n_p^2 > \varepsilon_{\perp}$, see also Fig. 3(b) in the main text. We note that for $n_p^2 < \varepsilon_{\perp}$ exact phase matching is satisfied for ordinary waves.

The locus of points in the $k$ space for which phase matching is achieved determines directions of nonlinear light emission, i.e., the angular distribution of the emission pattern. Clearly, for a pump propagating along the $z$ axis, which is the high symmetry axis of the crystal, the emission patterns for all the studied cases are radially symmetric, i.e., $k_{s \perp} = \text{const}$, see Figs. 3(a) and 3(b) in the main text.

**Pump propagation along the x axis, $k_p \parallel x$.** For this direction of pump propagation the phase matching condition requires that $2k_{sx} = k_{px}$. Substituting this condition into the dispersion equation for the extraordinary waves [Eq. (B3)] we arrive at the following expression:

$$k_{sx}^2 + k_{sz}^2 \frac{\varepsilon_{\parallel}}{\varepsilon_{\perp}} = \frac{\omega_s^2}{c^2} \left( \varepsilon_{\parallel} - n_p^2 \right)$$ (C3)

Phase matching is possible when propagating signal (idler) solutions exist, i.e., $k_{sy}^2 > 0$ and $k_{sz}^2 > 0$. For a regular crystal ($\varepsilon_{\parallel} \varepsilon_{\perp} > 0$), this condition is satisfied only for $n_p^2 < \varepsilon_{\parallel}$, which is again hard to obtain in materials with normal dispersion. The emission pattern in this case is elliptical, $k_{sy}^2 + k_{sz}^2 \frac{\varepsilon_{\parallel}}{\varepsilon_{\perp}} = \text{const}$.

In the hyperbolic regime, when $\varepsilon_{s \perp} \varepsilon_{s \parallel} < 0$, we find that the phase matching condition is always satisfied. That is, one can always find $k_{sy}$ and $k_{sz}$ that satisfy Eq. (C3). Interestingly, in this scenario light emission is hyperbolic (see Figs. 3(c) and 3(d) in the main text). Furthermore, for a
layered hyperbolic medium ($\varepsilon_{s\perp} < 0$ and $\varepsilon_{s\parallel} > 0$) there is a transition point at $n_p^2 = \varepsilon_{\parallel}$, at which the emission goes from a single hyperbolic to a double hyperbolic shape (this is easy to see from the geometry of the isofrequency surface, as shown in Fig. 7(f)).

**APPENDIX D: PRINCIPLES OF HYPERBOLIC EMISSION**

In the main text we showed that in the hyperbolic regime of operation signal photon emission rate may be substantially enhanced as compared to the case of a bulk crystal. In particular, we have calculated signal photon spectral power density, which we found to be expressed as:

$$\frac{dP_s}{d\lambda_s} = \frac{\hbar\pi c^3 L^2}{\lambda^2 \lambda_s} \frac{P_p}{\varepsilon_0 n_p} \int d^2 k_{s\perp} \frac{\partial k_{s\parallel}}{\partial \omega} \frac{\partial k_{i\parallel}}{\partial \omega} c_{k_s}^2 c_{k_i}^2 \times N(k_s, k_i) \left| \frac{1-e^{i\Delta k_{\parallel}}L}{i\Delta k_{\parallel} L} \right|^2 e^{-iy'(k_s)L}$$

where $N(k_s, k_i) = \left| \sum_{lmn} \chi^{(2)}_{lmn} u_l(\omega_p) u_m(\omega_s) u_n(\omega_i) \right|^2$.

This expression is rather complex to analyze directly. On the other hand, in the theory of nonlinear optics of crystals it is frequently assumed that the nonlinear wave interaction and mixing may be described by some effective nonlinearity, which mathematically implies that $N(k_s, k_i) \rightarrow \text{const}$. In this limit the integral simplifies to:

$$G(\omega_s, \omega_p) = \int d^2 k_{s\perp} c_{k_s}^2 c_{k_i}^2 \frac{\partial k_{s\parallel}}{\partial \omega} \frac{\partial k_{i\parallel}}{\partial \omega} \left| \frac{1-e^{i\Delta k_{\parallel}}L}{i\Delta k_{\parallel} L} \right|^2 e^{-iy'(k_s)L}$$

and depends on the signal and idler wave dispersions (embedded into coefficients $c_{k_s}^2 c_{k_i}^2$), the group velocities in the direction of pump propagation ($\frac{\partial k_{s\parallel}}{\partial \omega}$ and $\frac{\partial k_{i\parallel}}{\partial \omega}$), phase matching ($\left| \frac{1-e^{i\Delta k_{\parallel}}L}{i\Delta k_{\parallel} L} \right|^2$), and the signal photon dissipation ($e^{-iy'(k_s)L}$).

In this section, we explore the dynamics of this integral in the hyperbolic regime. For the sake of simplicity of our analysis, and without loss of generality, we consider hyperbolic structures comprised of a nondispersive dielectric with a permittivity $\varepsilon_d = 2$ and a Drude metal with $\varepsilon_m = 1 - \frac{\omega_{\text{plasm}}^2}{\omega(\omega-i\gamma)}$, where $\omega_{\text{plasm}}$ is the plasma frequency and $\gamma$ is the collision frequency; the metal filling fraction is assumed to be 30% (i.e., $\rho = 0.3$). It is convenient to introduce a wavelength $\lambda_{\text{ENZ}}$ for which $\rho \varepsilon_m + (1-\rho) \varepsilon_d = 0$, i.e., at which either ordinary component (for layer-hyperbolic) or extraordinary component (for wire-hyperbolic) of the permittivity tensor go through the epsilon-near-zero point (ENZ) (see Eqs. (B1) and (B2)).
FIG. 7. Spontaneous parametric downconversion in Drude layered hyperbolic medium. (a) dispersion of the ordinary and extraordinary permittivities of a Drude layered hyperbolic medium. (b) spectral variation of the function $G(\omega_s, \omega_p)$ for several different values of the collision frequency, $g$. Here $\lambda_p = \lambda_{ENZ}/1.2$. (c) k-space distribution of the expression under the integral (D2) showing the angular variation of the single photon probability. Here it is assumed that $g = 10^{-3}\omega_{\text{plasma}}$ and $\lambda_p = \lambda_{ENZ}/0.9$. Dashed lines denote the emission patterns estimated from the simple phase matching analysis. (d) logarithmic scale variation of the function $G(\omega_s, \omega_p)$ in a degenerate regime ($\lambda_s = 2\lambda_p$) for two different pump polarizations in a lossless case ($g = 0$). (e) logarithmic scale variation of the function $G(\omega_s, \omega_p)$ in a degenerate regime for ordinary pump polarization for different values of the collision frequency, $g$. In panels (b-e) propagation length is assumed to be $L = 3\lambda_{ENZ}$. (f) schematic illustration of the extraordinary wave isofrequency contour for a layered hyperbolic medium. The arrow denotes the direction of the pump propagation. The cross-section plane schematically explains the origin of the emission pattern observed in panel (c).

Figures 7(a) and 8(a) show dispersion plots for effective ordinary and extraordinary components of the permittivity tensor for layer and wire hyperbolic media, respectively. For wavelengths longer than $\lambda_{ENZ}$ in both of these cases, the system is in the hyperbolic dispersion regime (i.e., $\varepsilon_{\parallel}\varepsilon_{\perp} < 0$). As was discussed in the main text, we consider pumping in the elliptical and emission in the hyperbolic parts of the spectrum (Fig. 2(b) in the main text). A pump wave propagating in the x direction (perpendicular to the crystal axis) can have two possible polarization states: ordinary ($k_{pz} = \frac{\omega}{c}\sqrt{\varepsilon_{\perp}}, n_p = \sqrt{\varepsilon_{\perp}}$) and extraordinary ($k_{pz} = \frac{\omega}{c}\sqrt{\varepsilon_{\parallel}}, n_p = \sqrt{\varepsilon_{\parallel}}$). The choice of pump polarization would influence the phase matching conditions.
Typical spectra of the function $G(\omega_s, \omega_p)$ for a layered hyperbolic medium are shown in Fig. 7(b) (here an ordinary pump wave is assumed, $L = 3\lambda_{ENZ}$, and $\lambda_p = \lambda_{ENZ}/1.2$). For a lossless case, the emission is peak exactly at the degenerate wavelength $\lambda_s = \lambda_p/2$. With increase losses in the system (i.e., increase of $g$), the emission peak shifts to shorter wavelengths. We attribute this break of symmetry to the frequency dispersion of losses in the system (losses are more pronounced closer to the ENZ point). A similar trend is also seen in the Fig. 4(b) in the main text.

In Fig. 7(d) we plot the function $G(\omega_s, \omega_p)$ at the degenerate wavelength ($\lambda_s = 2\lambda_p$) in a lossless limit. At the edge of the elliptical-to-hyperbolic transition function $G(\omega_s, \omega_p)$ vanishes (we note that at this wavelength rage, close to the near-zero-epsilon point, our perturbative approach might not be fully sufficient). With increasing pump wavelength, i.e., with getting deeper into the hyperbolic domain for signal waves, the function $G(\omega_s, \omega_p)$ dramatically increases, manifesting a dramatic increase in the light emission in the hyperbolic regime. Such an enhancement is associated with phase mismatch free operation and a dramatic growth of the available signal wave phase volume (we again assume here that the maximum wavevector is bound, $k_{z\text{max}} = 10 \frac{2\pi}{\lambda_{ENZ}}$, so that the phase volume is always finite). Finally, for the ordinary pump, as $n_p = \sqrt{\varepsilon_\perp} \to 0$, $G(\omega_s, \omega_p)$ diverges. This divergence is essentially a mathematical artifact attributed to the lossless ENZ medium (to sustain a finite pump power in the system an infinitely high electric field is required; this is unphysical). However, in a realistic system the growth of $G(\omega_s, \omega_p)$ is limited by losses in the system, as is clearly shown in Fig. 7(e). Importantly, the function $G(\omega_s, \omega_p)$ is enhanced over a broad range of pump (signal) wavelengths in the hyperbolic regime. A similar dynamics is observed in the case of structures with realistic material parameters (see Fig. 4 in the main text). In particular, we see an initial growth of the peak emission right after the ENZ point for signal waves followed by a broad range of enhanced light emission, and, finally, by a subsequent decrease in the light emission close to the ENZ point for the pump wave (see Figs. 4(a) and 4(b) in the main text).

Next we analyze the angular distribution of light emission in such an idealistic Drude layered hyperbolic medium. The corresponding emission pattern is shown in the Fig. 7(c). The shape of the emission pattern is hyperbolic and coincides with our simple phase matching analysis. Fringes in the pattern are characteristic of the sinc($\Delta k L$) at small propagation distances. As $L \to \infty$ the emission pattern collapses to a curve $\Delta k = 0$. We find that the maximum emission occurs for smaller signal (idler) wavevectors, $k$, and rapidly decreases with the $k$ increase. This behavior is associated with a stronger damping for higher $k$ modes, as expected. Strong emission for $|k_\perp|/|k_{s0}| < 3$ suggests that the emitted signal light may be efficiently collected by adjacent high index dielectric media. A similar hyperbolic emission pattern is shown for the case of a silver – gallium phosphide layered hyperbolic medium (Fig. 4(f) in the main text). However in that case, the influence of the $N(k_s, k_i)$ term under the integral (i.e., mixing of light polarizations) modifies the emission pattern.
FIG. 8. Spontaneous parametric downconversion in a wire hyperbolic medium. (a) Dispersion of the ordinary and extraordinary permittivities of a Drude layered hyperbolic medium. (b) k-space distribution of the expression under the integral (D2) showing the angular variation of the single photon probability. Here it is assumed that $g = 10^{-3} \omega_{\text{plasma}}$ and $\lambda_p = \lambda_{\text{ENZ}}/0.9$. Dashed lines denote the emission patterns estimated from the simple phase matching analysis. (c) Logarithmic scale variation of the function $G(\omega_s, \omega_p)$ in a degenerate regime ($\lambda_s = 2\lambda_p$) for two different pump polarizations in a lossless case ($g = 0$). (d) Schematic illustration of the extraordinary wave isofrequency contour for a wire hyperbolic medium. The arrow denotes the direction of the pump propagation. The cross-section plane schematically explains the origin of the emission pattern observed in panel (b).

The case of a hyperbolic wire-like medium is studied in Fig. 8. Similar to the layer-medium case, the emission (function $G(\omega_s, \omega_p)$) grows dramatically with increasing pump wavelength (i.e., as signal wavelength is pushed deeper into the hyperbolic wavelength range), Fig. 8(c). The emission pattern is double hyperbolic [Fig. 8(b)], as expected from the phase matching analysis, see Figs. 3(c) and 3(d) in the main text. Similarly to the layer-hyperbolic medium, higher $k$-wavevectors are strongly attenuated.
We next analyze the effective material parameter dispersion for the structures studied in the main text. In Figs. 9(a) and (b), we plot the dispersion of ordinary ($\varepsilon_\perp$) and extraordinary ($\varepsilon_\parallel$) components of the effective permittivity tensor [Eq. (B1) and Eq. (B2)] for layer-hyperbolic [Fig. 9(a)] and wire-hyperbolic [Fig. 9(b)] silver–lithium niobate structures. We consider here a structure with 80 nm period and a 25% metal filling fraction; we also take into account actual experimental and material parameters (for LiNbO$_3$ we used Ref. [41] and for GaP Ref. [42]). For both of the structures depicted, there is an epsilon-near-zero point around $\lambda=600$ nm, i.e., for longer wavelengths the system is in the hyperbolic dispersion band, whereas for shorter wavelengths it exhibits elliptical dispersion. The fact that $\lambda_{ENZ}$ is much larger than the period structure (which
here is 80 nm) justifies the use of the effective medium theory. Note that the epsilon-near-zero point may be tuned by appropriate choice of the structure period and filling fraction.

In order to estimate the influence of losses in the structure, we plot \( \text{Im}(\varepsilon_{\perp})/\text{Re}(\varepsilon_{\perp}) \) and \( \text{Im}(\varepsilon_{||})/\text{Re}(\varepsilon_{||}) \) for both layer-hyperbolic [Fig. 9(c)] and wire-like hyperbolic [Figs. 9(d)] structures. These functions physically correspond to the ‘quality factor’ of the medium. We find that away from the epsilon-near-zero points \( |\text{Im}(\varepsilon)/\text{Re}(\varepsilon)| < 0.1 \) implying that within the hyperbolic regime of interest the wave attenuation is not as strong. For instance, for the \( x \) direction of propagation for ordinary waves we get

\[
k_x = k_x' + i k_x'' = \frac{\omega}{c} \sqrt{\varepsilon_{\perp}} \approx \frac{\omega}{c} \sqrt{\text{Re}(\varepsilon_{\perp})} + i \frac{\omega}{2c} \sqrt{\text{Re}(\varepsilon_{\perp})} \frac{\text{Im}(\varepsilon_{\perp})}{\text{Re}(\varepsilon_{\perp})}.
\]

The propagation length in terms of light wavelength in the medium is then simply

\[
\mathcal{L} = \frac{k_x'}{2k_x''} = \frac{\text{Re}(\varepsilon_{\perp})}{\text{Im}(\varepsilon_{\perp})},
\]

which is according to Figs. 9(c) and 9(d) is over 30 wavelengths for a layer-hyperbolic and over 100 wavelengths for a wire-hyperbolic media. Similar estimates may be carried out for extraordinary waves.
We apply a similar analysis to study the case of gallium phosphide based hyperbolic media, see Fig. 10. Here we assume that the period of the structure is 100 nm and the metal filling fraction is 30%. The elliptical-to-hyperbolic transition is at around $\lambda=750$ nm, see Figs. 10 (a) and 10(b). Finally, since GaP is practically lossless above 450 nm, in the hyperbolic regime we obtain material-dependent quality factors similar to those of Ag-LiNbO$_3$ structures, Figs. 10(c) and 10(d).

APPENDIX F: SPONTANEOUS PARAMETRIC DOWNCONVERSION EMISSION RATE AND POWER.

In this section, we develop a quantum theory that allows us to estimate the probability of signal photon generation through spontaneous parametric downconversion in uniaxial crystals with quadratic nonlinearity, and dispersive and lossy effective permittivity tensor $\tilde{\varepsilon} = \text{diag}(\varepsilon_\perp, \varepsilon_\perp, \varepsilon_\parallel)$. We develop a theory that may be capable of describing SPDC in either of the scenarios shown in Fig. 1(c) of the main text: regular elliptical (with loss and dispersion), layer-hyperbolic and wire-hyperbolic cases.

In principle, there are two approaches in developing such a theory: microscopic and macroscopic [43-51]. In a microscopic picture one considers both electromagnetic field and matter degrees of freedom and, thus, accounting explicitly for light-matter interaction, dissipation, and dispersion [46-48]. However, such a formulation in case of an extreme anisotropy and material nonlinearity becomes rather cumbersome, and hard to analyze and implement. The macroscopic picture is a standard formalism for quantum optics of dielectric media [45,50]. Within the scope of this theory a classical macroscopic electromagnetic field is quantized. Previously, macroscopic theory was utilized to describe spontaneous parametric downconversion in a quasi-isotropic, lossless, and dispersionless limit [51-53]. Ref. [26] proposed a Green’s function formalism for accounting spontaneous nonlinear wavemixing in complex systems. Here we develop a conceptually different framework for accounting for spontaneous parametric downconversion in a general case of lossy and dispersive medium with arbitrary anisotropy, which is more intuitive, in many ways straightforward and that may provide deeper insight into the physics of quantum nonlinear processes. Specifically, we base our analysis on a macroscopic picture, considering eigen-mode configuration and take into account material losses and dispersion perturbatively.

We consider that the electric field in the crystal may be presented as a sum of interacting pump, signal and idler waves: $E = E_p + E_s + E_i$. We treat the pump classically and explore the quantum mechanical spontaneous generation of signal and idler photons. For this reason, we write down the Hamiltonian of the system:

$$\hat{H} = \hat{H}_{\text{lin}} + \hat{H}_{\text{int}}$$  \hspace{1cm} (F1)
where $\mathcal{H}_{lin}$ is the linear part of the Hamiltonian corresponding to the self-energy of the interacting fields, and $\mathcal{H}_{int}$ is the energy of the system associated with the nonlinear interaction between signal, idler and pump waves.

The self-energy associated with either of the interacting fields to the first order approximation of the dispersion theory may be expressed as [17,54]:

$$\mathcal{H}_{lin}^{s,i} = \frac{1}{2} \int \frac{d^3r}{V} \left[ \frac{1}{\mu_0} \mathbf{B}^2 + \varepsilon_0 \overline{\mathbf{E} \overline{\mathbf{E}}} + \varepsilon_0 \mathbf{E} \frac{\partial \overline{\mathbf{E}}}{\partial \omega} \right]_{s,i}$$  \hspace{1cm} (F2)

here the field operators $\mathbf{B}$ and $\mathbf{E}$, and material parameters are to be taken at signal or idler wave frequencies, respectively, the integration is over the quantization volume of the crystal $V = A \times L$, where $A$ is the crystal area perpendicular to the pump propagation direction and $L$ is the distance along the propagation direction (i.e., interaction length).

The interaction Hamiltonian, in turn, is given by the following expression [55-57]:

$$\mathcal{H}_{int} = \varepsilon_0 \int \frac{d^3r}{V} \sum_{l,m,n} \chi^{(2)}_{l,m,n} E_l^{s}(\omega_p) E_m^{i}(\omega_s) E_n^{i}(\omega_i) + H. \ c.$$

where $\chi^{(2)}$ is the second order nonlinear susceptibility tensor of the crystal, which is assumed to be nondispersive and possessing Klienman’s symmetry [57].

We use a standard approach to field quantization, in which the interacting signal and idler fields are decomposed into plane eigen-modes of the crystal [43]. In this case the electric field operator is given as:

$$\mathbf{E}_\xi = \frac{1}{\sqrt{V}} \sqrt{\frac{\hbar \omega_\xi}{\varepsilon_0}} \sum_{\nu} \sum_{k_{\xi\nu}} c_{k_{\xi\nu}} \mathbf{a}_{k_{\xi\nu}} e^{i\mathbf{k}_{\xi\nu} \cdot \mathbf{r} - i \omega_\xi t} + H. \ c.$$  \hspace{1cm} (F4)

where $\mathbf{a}_{k_{\xi\nu}}$ and $\mathbf{a}_{k_{\xi\nu}}^+$ are photon annihilation and creation operators, respectively, index $\xi = \{s, i\}$ differentiates signal and idler waves, index $\nu$ runs over ordinary and extraordinary waves that may exist in the uniaxial crystal. The electric field polarizations $\mathbf{u}_{k_{\xi\nu}}$ of the crystal in a general case are given as:

$$\mathbf{u} = \left[ \begin{array}{c} u_x \\ u_y \\ u_z \end{array} \right] = u_0 \left[ \begin{array}{c} k_x \\ k^2 - \frac{\omega^2}{c^2} \varepsilon_\perp \\ k_y \\ k^2 - \frac{\omega^2}{c^2} \varepsilon_\perp \\ k_z \\ k^2 - \frac{\omega^2}{c^2} \varepsilon_\parallel \end{array} \right]$$  \hspace{1cm} (F5)

where we dropped indexes for simplicity. The normalization is chosen such that polarizations satisfy orthonormality condition $\mathbf{u}_{k_{\xi\nu}}^* \mathbf{u}_{k'_{\xi\nu}} = \delta_{\nu\nu'}$. A special treatment is needed when $k^2 = \frac{\omega^2}{c^2}$.
\[ \frac{\omega^2}{c^2} \epsilon_{\perp,\parallel} \]. Thus for the case of ordinary waves \( k^2 = \frac{\omega^2}{c^2} \epsilon_{\perp} \) polarization reduces to \( \mathbf{u} = u_0 (k_y, -k_x, 0) \), whereas for extraordinary waves, when \( k^2 = \frac{\omega^2}{c^2} \epsilon_{\parallel} \) polarization is given simply as \( \mathbf{u} = (0,0,1) \). The wavevectors \( \mathbf{k}_{\xi \nu} \) for a given frequency \( \omega_{\xi} \) may be found from the respective dispersion equations for ordinary and extraordinary waves, see Eq. (B3). Lastly, in Eq. (F4) normalization coefficients \( c_{k_{\xi \nu}} \) are chosen such that the energy of each of the eigen-modes \( k_{\xi \nu} \) is quantized in the units of \( \hbar \omega_{\xi} \):

\[
\mathbf{E}_p = \frac{1}{2} \left[ \frac{2P_p}{\epsilon_0 c n_p A} \mathbf{u}_p e^{i \mathbf{k}_p r - i \omega t} + c. c. \right] \quad (F7)
\]

where \( n_p \) is the effective index of the pump wave along the direction of pump propagation, \( P_p \) is the pump power in the crystal.

Next, we use Fermi’s Golden rule to estimate the single photon generation rate. We assume that the losses are weak and do not perturb the nonlinear interaction and spontaneous photon downconversion. Specifically, we consider that the probabilities of photon emission and subsequent photon absorption are independent of each other. In this case the rate of generation of signal photons with a given frequency \( \omega_s \) and wavevector \( \mathbf{k}_s(\omega_s) \) for all possible idler waves can be written as [17, 58]:

\[
\mathcal{R}_s(\omega_s, \mathbf{k}_s) = \frac{2\pi}{\hbar} \int \frac{V}{8\pi^3 \hbar} | f | \mathcal{H}_{\text{int}} [0 > |^2 \delta (\omega_p - \omega_s - \omega_i) d^3k_i \quad (F8)
\]

here, as was mentioned in the main text, \( |0 > \) corresponds to a state containing no signal and idler photons, and \( < f | \) is the final state with one signal photon with frequency \( \omega_s \) and wavevector \( \mathbf{k}(\omega_s) \), and one idler photon with frequency \( \omega_i = \omega_p - \omega_s \) and wavevector \( \mathbf{k}(\omega_i) \); the integration is carried out over the entire idler wave phase space \( \mathcal{V}_i \). Note that we dropped here ordinary or extraordinary wave notation (index \( \nu \)) for the sake of simplicity.

The transition matrix element with the use of Eq. (F4) is then:

\[
< f | \mathcal{H}_{\text{int}} | 0 > = \hbar \sqrt{\frac{\omega_s \omega_i}{V}} c_{k_s} c_{k_i} \frac{1}{2} \left[ \frac{2P_p}{\epsilon_0 c n_p A} \right] \times \sum_{l m n} \hat{\chi}^{(2)}_{l m n} u_l (\omega_p) u_m (\omega_s) u_n (\omega_i) \int \frac{d^3r e^{i \Delta k r}}{V} \quad (F9)
\]

where \( \Delta \mathbf{k} = (\mathbf{k}_p - \mathbf{k}_{\parallel} - \mathbf{k}_{\perp}) - (\mathbf{k}_{s\perp} + \mathbf{k}_{i\perp}) \), \( \mathbf{k}_p \) is the pump wavevector, \( \mathbf{k}_{\parallel} \) and \( \mathbf{k}_{\perp} \) are components of the signal (idler) wavevectors parallel and perpendicular to the pump one, respectively (not to mix with \( \epsilon_{\perp} \) and \( \epsilon_{\parallel} \) that are linked with axes of the uniaxial crystal, see Fig.
In the limit of large crystal area, i.e., $A \to \infty$, the expression for the transition matrix element is transformed to:

$$< f | \hat{H}_{\text{int}} | 0 > = \hbar \sqrt{\omega_s \omega_i} \frac{4\pi^2}{V} c_{k_s} c_{k_i} \left( \frac{1}{2} \right)^4 \frac{2P_p}{\varepsilon_0 c n_p A} \times$$

$$\sum_{lmn} X^{(2)}_{lmn} u_l(\omega_p) u_m(\omega_s) u_n(\omega_i) \frac{1 - e^{i \Delta k_{||}}}{i \Delta k_{||}} \delta(k_{s\perp} - k_{i\perp})$$

where $\Delta k_{||} = (k_p - k_{s\parallel} - k_{i\parallel})/k_p$.

Let us go back to the rate equation, Eq. (F8). Using a standard Van Hove transformation $d^3 k_i = d^2 s_i \frac{d\omega}{|\nabla_k \omega|}$, we arrive at [26]:

$$R_s(\omega_s, k_s) = \frac{1}{\hbar^2} \int_{\partial \mathcal{V}_i} \frac{V}{4\pi^2} < f | \hat{H}_{\text{int}} | 0 >^2 \left( \frac{1}{|v_g(k_i)|} \right) d^2 s_i$$

where the integration is over the idler isofrequency surface $\partial \mathcal{V}_i$, for which $k_i = k_i(\omega_i = \omega_p - \omega_s)$, $d^2 s_i$ is the isofrequency surface element, and $v_g(k_i) = \nabla_k \omega_i$ is the idler group velocity.

However for our proceeding calculations, in which we consider pump propagation along some given direction, it is convenient to use $d^3 k_i = d^2 k_{i\perp} \frac{d\omega}{\partial k_{i\parallel}} d\omega$ instead, where $k_{i\perp}$ and $k_{i\parallel}$ are the components of the idler wavevector perpendicular and parallel to the pump propagation direction, respectively. In this case the rate of signal photon emission is found as:

$$R_s(\omega_s, k_s) = \frac{1}{\hbar^2} \int \frac{V}{4\pi^2} < f | \hat{H}_{\text{int}} | 0 >^2 \left( \frac{\partial k_{i\parallel}}{\partial \omega} \right) d^2 k_{i\perp}$$

here the integration is carried over an an area in the idler wave phase space on a plane $k_{i\parallel} = 0$ bound by the isofrequency contour $\partial \mathcal{V}_i$. $\frac{\partial k_{i\parallel}}{\partial \omega}$ has a meaning of the idler wave group velocity in the direction on the pump propagation.

So far in our quantization of the signal and idler fields, and in the study of their interactions, we have neglected dissipation, having considered real-valued material parameters at signal and idler photon frequencies, i.e., $\varepsilon \to \text{Re} \langle \varepsilon \rangle$. Such an approach is justified when $|\text{Im} \langle \varepsilon \rangle/\text{Re} \langle \varepsilon \rangle| \ll 1$, as we have discussed earlier. We note that there is no such restriction on a pump wave, since it is treated classically (that is, we take into full consideration losses at the frequency of the pump). We treat signal and idler photon losses perturbatively. Specifically, we consider the interplay of probabilities of photon generation and subsequent absorption. In a lossless limit the probability of observing a signal photon at time $t$ is $P_s^t = R_s t$. In the presence of photon dissipation, this expression has to be modified. In particular, the probability of observing a signal photon emitted in the interval of time $\tau + dt$ at a later time $t + \tau$ with accounting for the probability of subsequent photon absorption may be found as:
\[ \delta \mathcal{P}_s(t, \tau) = \frac{d\mathcal{P}_s'(\tau)}{dt} d\tau e^{-\gamma(k_s)(t-\tau)} \]  

where \( \gamma(k_s) \) corresponds to the signal photon dissipation rate that will be determined later. Here we assumed also independence of photon generation and absorption events. The overall probability of observing photon at time \( t \) is then \( \mathcal{P}_s(t) = \int_0^t \delta \mathcal{P}_s(t, \tau) d\tau \). Hence the signal photon generation rate \( (\mathcal{R}_s = \frac{d\mathcal{P}_s}{dt}) \) with the account of dissipation is modified as:

\[ \mathcal{R}_s \rightarrow \mathcal{R}_s e^{-\gamma(k_s)t} \]  

here \( t \) has a meaning of interaction time, which we estimate as \( t = \frac{L}{v_g(k_s)} \), where \( L \) is the propagation length and \( v_g(k_s) \) is the group velocity of the generated signal photon with vector \( k_s \) at the frequency \( \omega_s \) in the direction of pump propagation.

Next we estimate the downconverted signal photon power \( dP_s \) emitted per frequency interval \( d\omega_s \) integrated over all possible emission angles, i.e., we calculate the emitted signal photon spectral power density:

\[ \frac{dP_s}{d\omega_s} = \frac{V}{8\pi^3} \int \frac{\hbar \omega_s \mathcal{R}_s(\omega_s, k_s) e^{-\gamma'(k_s)\omega_s} \delta(\omega_s) d^3k_s}{\nu_s} \]  

Here the integration is over entire signal photon phase space \( \mathcal{V}_s \) and \( \gamma'(k_s) = \gamma(k_s) v_g(k_s) \).

Using \( d^3k_s = d^2k_{s\perp} \frac{\partial k_{s\parallel}}{\partial \omega} d\omega d{k_{s\perp}} \) we find that:

\[ \frac{dP_s}{d\omega_s} = \frac{\hbar \omega_s V}{8\pi^3} \int \frac{\partial k_{s\parallel}}{\partial \omega} \mathcal{R}_s(\omega_s, k_s) e^{-\gamma'(k_s)\omega_s} d^2k_{s\perp} \]  

Using \( dP_s = \frac{\hbar \omega_s^2 c}{2(2\pi)^3} \frac{P_p}{\epsilon_0 \gamma n_p} \int d^2k_{s\perp} \frac{\partial k_{s\parallel}}{\partial \omega} \frac{\partial k_{i\parallel}}{\partial \omega} c_{ks} c_{kl}^2 \times \sum_{lm} \tilde{X}^{(2)}_{lmn} u_l(\omega_p) u_m(\omega_s) u_n(\omega_i) \left| 1 - e^{i\Delta k_{il}^2} \right|^2 e^{-\gamma'(k_s)L} \]  

Substituting the expressions for \( \mathcal{R}(\omega_s, k_s) \) and \( \langle f | \mathcal{F}_{int} | 0 \rangle \) into the Eq. (F16) we arrive to:

\[ \frac{dP_s}{d\omega_s} = \frac{\hbar \omega_s^2 c}{2(2\pi)^3} \frac{P_p}{\epsilon_0 \gamma n_p} \int d^2k_{s\perp} \frac{\partial k_{s\parallel}}{\partial \omega} \frac{\partial k_{i\parallel}}{\partial \omega} c_{ks} c_{kl}^2 \times \sum_{lm} \tilde{X}^{(2)}_{lmn} u_l(\omega_p) u_m(\omega_s) u_n(\omega_i) \left| 1 - e^{i\Delta k_{il}^2} \right|^2 e^{-\gamma'(k_s)L} \]  

here it is assumed that transverse phase matching is satisfied (i.e., \( k_{i\perp} = -k_{s\perp} \)). We note that in the limit of isotropic, dispersionless and lossless system this expression simplifies to that given in Refs. [17, 52].

Finally making a transform \( d\omega_s \rightarrow d\lambda_s \) we get:

\[ \frac{dP_s}{d\lambda_s} = \frac{\hbar \pi c^3 L^2}{\lambda_s^3 \lambda_i} \frac{P_p}{\epsilon_0 \gamma n_p} \int d^2k_{s\perp} \frac{\partial k_{s\parallel}}{\partial \omega} \frac{\partial k_{i\parallel}}{\partial \omega} c_{ks} c_{kl}^2 \times \sum_{lm} \tilde{X}^{(2)}_{lmn} u_l(\omega_p) u_m(\omega_s) u_n(\omega_i) \left| 1 - e^{i\Delta k_{il}^2} \right|^2 e^{-\gamma'(k_s)L} \]  

Here the integration is over entire signal photon phase space \( \lambda_s \) and \( \gamma'(k_s) = \gamma(k_s) v_g(k_s) \).
This equation provides important insights into SPDC in a general uniaxial crystal. In particular, the photon emission rate depends on the interplay between the probabilities of SPDC photon generation, which grows linearly with interaction length $L$, and single photon absorption, which exponentially increases with distance, $e^{-\gamma(k_s) L}$. In a nondegenerate case ($\omega_s \neq \omega_i$), emission at the signal wavelength may be tuned by controlling the idler wave dispersion. For instance, stronger signal photon generation is expected in the slow light regime at the idler frequency (when $v_{g\parallel}(k_i) \ll c$).

Next we estimate the decay rate $\gamma(k_s)$ of generated signal photons. The mechanisms of single photon dissipation in metallic and nanophotonic structures are currently an active topic of research (see for instance Ref. [59]). Here we assume the most simple case of a photon coupled with a thermal reservoir (such a picture would correspond physically to an Ohmic-like dissipation in metallic systems within a Drude regime of dispersion). In this case standard quantum Langevin equations for photon annihilation (creation) operators may be derived:

$$\frac{d\hat{a}_{k_s}}{dt} = -i \omega_s \hat{a}_{k_s} - \frac{1}{2} \gamma_{QM}(k_s) \hat{a}_{k_s} + \hat{F}(t)e^{-i\omega_st} \quad (F19)$$

where $\gamma_{QM}(k_s)$ is the quantum mechanical decay rate that depends on the density of bath states and photon–reservoir coupling, and $\hat{F}(t)$ is the quantum noise operator.

For a reservoir in thermal equilibrium, the photon number expectation value corresponding to the classical electromagnetic field intensity may be found as:

$$\frac{d<\hat{a}_{k_s}^+\hat{a}_{k_s}>}{dt} = -\gamma_{QM}(k_s) <\hat{a}_{k_s}^+\hat{a}_{k_s}> + \frac{\gamma_{QM}(k_s)}{2} \frac{1}{\hbar \omega_s} \frac{1}{e^{\hbar \omega_s/kT} - 1} \quad (F20)$$

where the last term plays a role of a diffusion coefficient. At optical frequencies of interest $\hbar \omega_s \gg kT$ and therefore it may be neglected. Hence Eq. (F20) reduces to a well familiar classical equation for the field intensity dissipation, implying that $\gamma_{QM}(k_s) \approx \gamma(k_s)$. The classical decay rate, $\gamma(k_s)$, in the limit of $\left|\frac{\text{Im}(\varepsilon)}{\text{Re}(\varepsilon)}\right| \ll 1$ may be estimated from a Poynting theorem [22]:

$$\frac{d\mathcal{H}^s_{\text{lin}}}{dt} = -\varepsilon_0 \omega_s \int d^3r \sum_\nu \text{Im}(\varepsilon_\nu(\omega_s)) \mathbf{E}_{s\nu}^2 \quad (F21)$$

here $\nu$ runs over the Cartesian coordinates. After some algebra we get:

$$\gamma(k_s) = \omega_s c^2 R^2 \sum_\nu \text{Im}(\varepsilon_\nu(\omega_s)) u^2_\nu \quad (F22)$$

Integration boundaries. Here we give explicit expressions for the integration boundaries in Eq. (F18).

For $z$ directed propagation of the pump wave, it is convenient to transform to an integral in polar coordinates, i.e., $d^2k_\perp = k_\rho dk_\rho d\phi$. In this case the integration is as follows:
\[ \frac{\omega}{c} \sqrt{\varepsilon_1} \int_0^{2\pi} k_\rho d k_\rho \int_0^{2\pi} d \phi < > \quad \text{for } \varepsilon_\perp > 0 \text{ and } \varepsilon_\parallel > 0 \]

\[ \frac{\omega^2}{c^2 \varepsilon_1 - k_{\text{max}}^2 \varepsilon_\perp} \int_0^{2\pi} k_\rho d k_\rho \int_0^{2\pi} d \phi < > \quad \text{for } \varepsilon_\perp < 0 \text{ and } \varepsilon_\parallel > 0 \]

\[ \frac{\omega^2}{c^2 \varepsilon_1 - k_{\text{max}}^2 \varepsilon_\perp} \int_0^{2\pi} k_\rho d k_\rho \int_0^{2\pi} d \phi < > \quad \text{for } \varepsilon_\perp > 0 \text{ and } \varepsilon_\parallel < 0 \]

For x direction of pump wave propagation we get:

\[ \frac{\omega}{c} \sqrt{\varepsilon_1} \int_0^{2\pi} d k_y \int_0^{2\pi} d k_z < > \quad \text{for } \varepsilon_\perp > 0 \text{ and } \varepsilon_\parallel > 0 \]

\[ -\frac{\omega}{c} \sqrt{\varepsilon_1} \int_0^{2\pi} d k_y \int_0^{2\pi} d k_z < > \quad \text{for } \varepsilon_\perp < 0 \text{ and } \varepsilon_\parallel < 0 \]

\[ \frac{\omega^2}{c^2 \varepsilon_1 + k_{\text{max}}^2 \varepsilon_\parallel} \int_0^{2\pi} d k_z < > \quad \text{for } \varepsilon_\perp > 0 \text{ and } \varepsilon_\parallel > 0 \]

\[ -\frac{\omega^2}{c^2 \varepsilon_1 + k_{\text{max}}^2 \varepsilon_\parallel} \int_0^{2\pi} d k_z < > \quad \text{for } \varepsilon_\perp < 0 \text{ and } \varepsilon_\parallel < 0 \]

where \( k_{\text{max}} = \frac{2\pi}{\Lambda} \) is the maximum allowed wavelength in the system.

Note that at the integration boundaries \( \frac{\partial k_\parallel}{\partial \omega} \) diverge. This issue can be resolved by transforms of the form \( k = C \sin(\theta) \) or \( k = C \cos(\theta) \), where \( C \) is a constant.

**A note on quantization.** In our analysis, we have used a common approach of quantizing an electric field \( \mathbf{E} \) which is the solution of classical Maxwell equations. However, since \( \mathbf{E} \) is not a canonical variable such an approach leads to a number of fundamental inconsistencies. Thus, Maxwell equations do not follow from the quantum mechanical formalism in a general case of an anisotropic medium. For instance, as was shown in Ref. [50, 51], \( \frac{\partial \mathbf{B}}{\partial t} = \frac{i}{\hbar} \left[ \mathcal{H}, \mathbf{B} \right] \neq -\nabla \times \mathbf{E} \) even
in a linear dispersionless limit. This suggests that the quantization of the electromagnetic field has to be modified.

A proper quantum theory starts with identifying canonical variables and formulating a Hamiltonian of the system in terms of these variables. The magnetic vector potential $\mathbf{A}$ and scalar electric potential $\varphi$ are typically chosen as such canonical variables. In an isotropic case $\nabla \times \mathbf{A} = 0$ and $\varphi = 0$. However, for an anisotropic system $\nabla \mathbf{A} \neq 0$ since $\nabla \mathbf{E} \neq 0$ (this is actually one of the main reasons behind commonly employed direct quantization of the electromagnetic field in complex systems).

Instead, in the absence of external charges $\nabla \mathbf{D} = 0$ is always fulfilled [51]. This suggests the use of the electric vector potential $\mathbf{Z}$ ($\mathbf{D} = \nabla \times \mathbf{Z}$) as a canonical variable for electromagnetic field quantization. Importantly, $\mathbf{Z}$ satisfies Coulomb-like condition (i.e., $\nabla \mathbf{Z} = 0$ for any medium with $\mu = 1$). In the case of uniaxial crystals considered in this paper, this condition physically originates from the fact that ($\mathbf{D}, \mathbf{B}$) field is transverse inside the crystal (i.e., $\mathbf{D} \perp \mathbf{B} \perp \mathbf{k}$).

For the sake of completeness, we have used this formulation and developed a corresponding quantum mechanical model for spontaneous parametric down conversion in a general lossy dispersive anisotropic crystal. It is easy to show that the classical Hamiltonian of the system in CGS units can be expressed as:

$$
\mathcal{H} = \frac{1}{2} \sum_\omega \int_V d^3r \left[ B^2 + \sum_i \frac{\partial \tilde{\beta}^{(1)}_{i\omega}}{\partial \omega} D_i^2 \right] + \int_V d^3r \sum_{lmm} \left[ \tilde{\beta}_m^{(2)} (\omega_p) D_m (\omega_s) D_n (\omega_l) + c.c. \right]
$$

where $\mathbf{D} = \nabla \times \mathbf{Z}$, $\mathbf{B} = \frac{1}{c} \frac{\partial \mathbf{Z}}{\partial t}$, $\tilde{\beta}^{(1)}$ and $\tilde{\beta}^{(2)}$ are first and second order electric permeabilities, $\tilde{\epsilon}^{(1)} = \frac{1}{\epsilon}$ and $\tilde{\beta}_l^{(2)} = -\sum_m \beta_{lm}^{(1)} (\omega_s) \chi_{ml}^{(2)} \beta_{m}^{(1)} (\omega_l) \frac{1}{n_p^2}$.

Next quantizing the electric vector potential $\mathbf{Z}$ in a standard way and making derivations similar the ones shown above in this section, we get the expression for the signal photon power emission. We do not present such an analysis here.

In our calculations of the signal photon emission rate and power, we used both formalisms, i.e., the one based on electric field quantization and another one based on the electric vector potential quantization. Both of these theories give similar results.
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