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Abstract

As a generalization of the concept of the partition dimension of a graph, this article introduces the notion of the $k$-partition dimension. Given a nontrivial connected graph $G = (V, E)$, a partition $\Pi$ of $V$ is said to be a $k$-partition generator of $G$ if any pair of different vertices $u, v \in V$ is distinguished by at least $k$ vertex sets of $\Pi$, i.e., there exist at least $k$ vertex sets $S_1, \ldots, S_k \in \Pi$ such that $d(u, S_i) \neq d(v, S_i)$ for every $i \in \{1, \ldots, k\}$. A $k$-partition generator of $G$ with minimum cardinality among all their $k$-partition generators is called a $k$-partition basis of $G$ and its cardinality the $k$-partition dimension of $G$. A nontrivial connected graph $G$ is $k$-partition dimensional if $k$ is the largest integer such that $G$ has a $k$-partition basis. We give a necessary and sufficient condition for a graph to be $r$-partition dimensional and we obtain several results on the $k$-partition dimension for $k \in \{1, \ldots, r\}$.
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1 Introduction

The metric dimension of a metric space was introduced in 1953 by Blumenthal [5]. However, its study was not considered until 20 years later, when it was applied to the distance between vertices in graphs [26, 42]. The principal motivation of introducing the concept of metric dimension in graphs was the problem of uniquely determining the location of an intruder in a network. The metric generators were called locating sets in [42], while in [26] they were called resolving sets. The terminology of metric generators for the case of graphs was recently introduced by Sebő and Tannier in [41], considering that both locating sets and resolving sets are just metric generators for the standard metric defined in graphs.

The literature about the metric generators for graphs shows its highly significant potential to be used for solving a representative number of real life problems, which
have been described in several works. For instance, they have been frequently used in
graph theory, chemistry, biology, robotics and many other disciplines [29, 8, 32, 31].
It was not until 2013 that the theory of metric dimension was developed further
for general metric spaces by Bau and Beardon [3]. Again in the context of graph
theory, the notion of a $k$-metric dimension was introduced in [16, 17, 18, 21], $k$-metric
generators and $k$-metric basis, where $k$ is any positive integer and particularly $k = 1$
corresponds to the original theory of metric dimension. However, previously this
concept had been introduced for the case $k = 2$ in [27], where 2-metric generator of
a graph were called fault-tolerant. The idea of the $k$-metric dimension in the context
of general metric spaces was studied further in [4], although some additional results
were also given in the context of graph theory.

The concept of a metric generator of a graph $G$ was not only generalized for the
standard metric $d_G(x, y)$, i.e., the length of a shortest path between $x$ and $y$ in $G$, but
also for a more general metric defined as $d_{G,t}(x, y) = \min\{d_G(x, y), t\}$, where $t$ is a
positive integer. It can be noted that if $t$ is at least the diameter of $G$, then the metric
$d_{G,t}$ is equivalent to $d_G$. Articles made in this sense we can mention [15, 19, 20, 24, 23]
and the Ph.D. thesis [13]. Particularly, in these last works the $k$-metric generators of
graphs with metric $d_{G,2}$ were called as $k$-adjacency generators.

On the other hand, in order to gain more insight into the metric properties of
graphs, several variations of 1-metric generators have been introduced and studied.
Such variations have become more or less known and popular in connection to their
applicability or according to the number of challenge that have arisen from them.
Among them we could remark resolving dominating sets [6], weak total resolving sets
[7, 28], independent resolving sets [9], local metric sets [1, 2, 34], strong resolving
sets [14, 30, 33], simultaneous metric dimension [1, 14, 35, 36, 37], strong resolving
partitions [43, 44] and resolving partitions [10, 11, 22, 25, 38, 39]. A generalization
of this last variation will be the object of study of this article.

The paper is structured as follows. In Section 2 the main concepts are introduced
while Section 3 is devoted to the problem of finding the largest integer $k$ for which
there exists a $k$-partition generator of $G$. Particularly, we determine that a graph
is $k$-metric dimensional graph if and only if is $k$-partition dimensional, and conse-
quently, we give the previous results for $k$-metric dimensional graphs in terms of the
$k$-partition dimensional graphs. Section 4 presents some general results related with
the computation of $k$-partition dimension as well as some tight bounds on $k$-partition
dimension are given. Finally, an upper bound on $k$-partition dimension of trees is
presented.

## 2 Terminology and basic tools

From now on we consider simple and nontrivial connected graphs $G = (V, E)$. It is
said that a vertex $v \in V$ distinguishes two different vertices $x, y \in V$, if $d_G(v, x) \neq
d_G(v, y)$. A set $S \subseteq V$ is said to be a $k$-metric generator of $G$ if and only if any
pair of different vertices of $G$ is distinguished by at least $k$ elements of $S$. A $k$-metric
generator of $G$ with the minimum cardinality among all its $k$-metric generators is
a \( k \)-metric basis of \( G \). The cardinality of any \( k \)-metric basis of \( G \) is its \( k \)-metric dimension, which will be denoted by \( \dim_k(G) \).

Likewise, it is said that a vertex set \( S \subseteq V \) distinguishes two different vertices \( x, y \in V \), if \( d_G(x, S) \neq d_G(y, S) \), where \( d_G(a, S) \) is defined as \( \min_{v \in S} \{d_G(a, v)\} \). A partition \( \Pi \) of \( V \) is said to be a \( k \)-partition generator of \( G \) if and only if any pair of different vertices of \( G \) is distinguished by at least \( k \) vertex sets of \( \Pi \), i.e., for any pair of different vertices \( u, v \in V \), there exist at least \( k \) vertex sets \( S_1, S_2, \ldots, S_k \in \Pi \) such that

\[
d_G(u, S_i) \neq d_G(v, S_i), \text{ for every } i \in \{1, \ldots, k\}.
\]

A \( k \)-partition generator of the minimum cardinality of \( G \) is called a \( k \)-partition basis and its cardinality the \( k \)-partition dimension of \( G \), which will be denoted by \( \text{pd}_k(G) \).

It can be noted that if \( k > 1 \), then every \( k \)-partition generator \( \Pi \) of \( G \) is also a \((k-1)\)-partition generator. Moreover, 1-partition generators and 2-partition generators are resolving partitions and fault-tolerance resolving partitions defined in [11] and [40], respectively. It can be observed that the property of a given partition \( \Pi \) of \( V \) to be a \( k \)-partition generator of \( G \), where \( k \in \{1, 2\} \), reduces to checking Condition (1) only for those pairs of different vertices \( u, v \in V \) in a same vertex set \( S_i \in \Pi \). Indeed, \( d(u, S_i) = 0 \) for every vertex \( u \in S_i \) but \( d(u, S_j) \neq 0 \) for \( i \neq j \). Hence it follows that if \( x \in S_i \) and \( y \in S_j \) such that \( i \neq j \), then \( x, y \) are distinguished by at least \( S_i \) and \( S_j \). However, if \( k \geq 3 \) it is necessary to check Condition (1) for every pair of different vertices of the graph. In general, for any pair of vertices \( u, v \in V \), \( u \neq v \) that belongs to a same vertex set \( S_i \in \Pi \) there must be at least other \( k \) vertex sets in \( \Pi \) distinguishing it. On the other hand, for any pair of vertices \( u, v \in V \), \( u \neq v \) such that \( u \in S_i \), \( v \in S_j \) and \( S_i, S_j \in \Pi \), \( S_i \neq S_j \), there must be at least other \( k-2 \) vertex sets in \( \Pi \) distinguishing it.

Throughout the paper, we will use the notation \( K_n \), \( K_{r,n-r} \), \( C_n \) and \( P_n \) for complete graphs, complete bipartite graphs, cycle graphs and path graphs of order \( n \), respectively.

We use the notation \( u \sim v \) if \( u \) and \( v \) are adjacent vertices and \( G \cong H \) if \( G \) and \( H \) are isomorphic graphs. For a vertex \( v \) of a graph \( G \), \( N_G(v) \) will denote the set of neighbours or open neighbourhood of \( v \) in \( G \), i.e. \( N_G(v) = \{u \in V(G) : u \sim v\} \). If it is clear from the context, we will use the notation \( N(v) \) instead of \( N_G(v) \). The closed neighbourhood of \( v \) will be denoted by \( N[v] = N(v) \cup \{v\} \). Two vertices \( x, y \) are called twins if \( N(x) = N(y) \) or \( N[x] = N[y] \). The binary relation “being twin” on \( V \) is an equivalence relation, and as consequence, it defines the twin equivalence classes.

For the remainder of the paper, definitions will be introduced whenever a concept is needed.

### 3 On \( k \)-partition dimensional graphs

In this section we discuss a natural problem in the study of the \( k \)-partition dimension of a graph \( G \) which consists of finding the largest integer \( k \) such that there exists a \( k \)-partition generator of \( G \). We say that a connected graph \( G \) is \( k \)-partition dimensional
if $k$ is the largest integer such that there exists a $k$-partition basis of $G$.

Given a graph $G$ and two different vertices $x, y \in V(G)$, we denote by $\mathcal{D}_G(x, y)$ the set of vertices that distinguish the pair $x, y$, i.e.,

$$\mathcal{D}_G(x, y) = \{ z \in V : d(z, x) \neq d(z, y) \}.$$  

It can also be noted that for any two different vertices $x, y \in V$ we have that $x, y \in \mathcal{D}_G(x, y)$ and vertices $x, y$ belong to the same twin equivalence class of $G$ if and only if $\mathcal{D}_G(x, y) = \{ x, y \}$. With this definition in mind, we show the following proposition which allows us to prove Theorem 3, which is the main result in this section.

**Proposition 1.** Let $G = (V, E)$ be a nontrivial connected graph and let $\Pi$ be a partition of $V$. For any vertex set $S \in \Pi$ that distinguishes a pair of different vertices $x, y \in V$, there exists a vertex $z \in S$ that distinguishes $x, y$.

**Proof.** Suppose that there exists a $z \in S$ such $d(x, z) = d(x, S)$ and $d(y, z) = d(y, S)$, then since $S$ distinguishes $x, y$ it follows that $d(x, z) = d(x, S) \neq d(y, S) = d(y, z)$, which leads $z$ distinguishes $x, y$. Otherwise, we take a vertex $x' \in S$ such that $d(x, x') = d(x, S)$. If $x'$ distinguishes $x, y$, we are done. Suppose that for any $x' \in S$ such that $d(x, x') = d(x, S)$ we have that $x'$ does not distinguish $x, y$, i.e., $d(x, x') = d(y, x')$. Thus, for any $y' \in S$ such that $d(y, y') = d(y, S)$ it follows that $d(x, y') \geq d(x, S) = d(x, x') = d(y, x') \geq d(y, S) = d(y, y')$. Since $S$ distinguishes $x, y$, we deduce that $d(x, S) > d(y, S)$, and as a consequence, $y'$ distinguishes $x, y$. \hfill \Box

**Corollary 2.** Let $G = (V, E)$ be a nontrivial connected graph and let $\Pi$ be a $k$-partition generator of $G$. For any pair of different vertices $x, y \in V$ and all vertex sets $S_1, S_2, \ldots, S_r \in \Pi$ that distinguish it, we have that $r \geq k$ and $\mathcal{D}_G(x, y) \cap S_i \neq \emptyset$ for all $i \in \{1, \ldots, r\}$.

We now define the following parameter $\mathfrak{d}(G) = \min_{x, y \in V, x \neq y} \{|\mathcal{D}_G(x, y)|\}$.

**Theorem 3.** Any graph $G$ of order $n \geq 2$ is $\mathfrak{d}(G)$-partition dimensional and the time complexity of computing $\mathfrak{d}(G)$ is $O(n^3)$.

**Proof.** Let $G = (V, E)$ be a $k$-partition dimensional graph and let $\Pi$ be a $k$-partition basis of $G$. Let $x, y \in V$ be two different vertices such that $\mathfrak{d}(G) = |\mathcal{D}_G(x, y)|$. By Corollary 2, for the $r$ vertex sets of $\Pi$ that distinguish $x, y$, we deduce that $k \leq r \leq \mathfrak{d}(G)$. On the other hand, if we take the partition of singletons $\Pi' = \{ \{ v \} : v \in V \}$ on $V$, then any pair of different vertices $x', y' \in V$ is distinguished by at least $\mathfrak{d}(G)$ elements of $\Pi'$. Thus $\Pi'$ is a $\mathfrak{d}(G)$-partition generator of $G$, and as a consequence, $k \geq \mathfrak{d}(G)$. Therefore, $k = \mathfrak{d}(G)$.

Finally, it was shown in [45] that the time complexity of computing $\mathfrak{d}(G)$ is $O(n^3)$. \hfill \Box

As Theorem 3 shows, in general, the problem of computing $\mathfrak{d}(G)$ is very easy to solve. Even so, it would be desirable to obtain some general results on this subject.
Since for every pair of different vertices \(x, y \in V\) we have that \(|D(x, y)| \geq 2\), it follows that the partition of singletons \(\Pi = \{\{v\} : v \in V\}\) on \(V\) is a 2-partition generator of \(G\) and, as a consequence, we deduce that every graph \(G\) is \(k\)-partition dimensional for some \(k \geq 2\). On the other hand, for any connected graph \(G\) of order \(n > 2\) there exists at least one vertex \(v \in V(G)\) with at least two neighbours. Since \(v\) does not distinguish any pair of its different neighbours, \(\vartheta(G) < n\), and by Theorem 3, there is no \(n\)-partition dimensional graph of order \(n > 2\). Comments above are emphasized in the next remark.

**Remark 4.** Let \(G\) be a connected graph of order \(n \geq 2\). If \(n \geq 3\), then \(2 \leq \vartheta(G) \leq n - 1\). Moreover, \(\vartheta(G) = n\) if and only if \(G \cong K_2\).

The concept of \(k\)-metric dimensional graph is closely related to the concept of \(k\)-partition dimensional graph. A connected graph \(G\) is said to be a \(k\)-metric dimensional graph, if \(k\) is the largest integer such that there exists a \(k\)-metric basis of \(G\). The following theorem, which was previously stated in [16], will allow us to establish an equivalence between both concepts.

**Theorem 5.** [16] A connected graph \(G\) is \(k\)-metric dimensional if and only if \(k = \vartheta(G)\).

Therefore, by Theorems 3 and 5 we have the following result.

**Theorem 6.** A connected graph \(G\) is \(k\)-partition dimensional if and only if it is \(k\)-metric dimensional.

The following results that we present (from Proposition 7 to Theorem 13) were previously obtained in [16] for the \(k\)-metric dimensional graphs. By Theorem 6 all these results are equivalent for \(k\)-partition dimensional graphs, therefore for the sake of completeness we rewrite them in terms of \(k\)-partition dimensional graphs.

**Proposition 7.** A connected graph \(G\) satisfies that \(\vartheta(G) = 2\) if and only if there are at least two vertices of \(G\) belonging to the same twin equivalence class.

**Theorem 8.** A connected graph \(G\) of order \(n \geq 3\) holds that \(\vartheta(G) = n - 1\) if and only if \(G\) is a path or \(G\) is an odd cycle.

**Proposition 9.** If \(C_n\) is a even cycle of order \(n\), then \(\vartheta(C_n) = n - 2\).

The Cartesian product graph \(G \square H\), of two graphs \(G = (V_1, E_1)\) and \(H = (V_2, E_2)\), is the graph whose vertex set is \(V(G \square H) = V_1 \times V_2\) and any two distinct vertices \((x_1, x_2), (y_1, y_2) \in V_1 \times V_2\) are adjacent in \(G \square H\) if and only if either:

(a) \(x_1 = y_1\) and \(x_2 \sim y_2\), or
(b) \(x_1 \sim y_1\) and \(x_2 = y_2\).

**Proposition 10.** If \(G\) and \(H\) are two connected graphs of order \(n \geq 2\) and \(n' \geq 3\), respectively, then \(\vartheta(G \square H) \geq 3\).
A clique in a graph $G$ is a set of vertices $S$ such that the subgraph induced by $S$ is isomorphic to a complete graph. The maximum cardinality of a clique in a graph $G$ is the clique number and it is denoted by $\omega(G)$.

**Theorem 11.** If $G$ is a graph of order $n$ different from a complete graph, then $\vartheta(G) \leq n - \omega(G) + 1$.

In order to continue presenting our next results, we need to introduce some definitions. A vertex of degree at least three in a graph $G$ will be called a major vertex of $G$. Any end vertex $u$ of $G$ is said to be a terminal vertex of a major vertex $v$ of $G$ if $d_G(u, v) < d_G(u, w)$ for every other major vertex $w$ of $G$. The terminal degree of a major vertex $v$ is the number of terminal vertices of $v$. A major vertex $v$ of $G$ is an exterior major vertex of $G$ if it has positive terminal degree. Let $\mathcal{M}(G)$ be the set of exterior major vertices of $G$ having terminal degree greater than one.

From now on we consider that $w \in \mathcal{M}(G)$. Given a terminal vertex $u$ of $w$, we denote by $P(u, w)$ the shortest path that starts at $u$ and ends at $w$. Let $l(u, w)$ be the length of $P(u, w)$. Now, given two terminal vertices $u, v$ of $w$ we denote by $P(u, v)$ the shortest path from $u$ to $v$ containing $w$, and by $\varsigma(u, v)$ the length of $P(u, w, v)$. Notice that, by definition of exterior major vertex, $P(u, w, v)$ is obtained by concatenating the paths $P(u, w)$ and $P(w, v)$, where $w$ is the only vertex of degree greater than two lying on these paths. We also define $U(w)$ as the set of terminal vertices of $w$. Thus, it follows that $\text{ter}(w) = |U(w)|$. Finally, we define $\varsigma(w) = \min_{u, v \in U(w), u \neq v} \{\varsigma(u, v)\}$ and $l(w) = \min_{z \in U(w)} \{l(z, w)\}$. From the local parameters above we define the following global parameter

$$\varsigma(G) = \min_{w \in \mathcal{M}(G)} \{\varsigma(w)\}.$$  

An example which helps to understand the notation above is given in Figure 1.

![Graph Figure 1](image-url)

**Figure 1:** A graph $G$ with $\varsigma(G) = 3$. The vertices belonging to $\mathcal{M}(G)$ are depicted in black while the terminal vertices are represented in gray.

According to this notation we present the following result.
**Theorem 12.** If $G$ is a connected graph such that $\mathcal{M}(G) \neq \emptyset$, then $\mathfrak{d}(G) \leq \varsigma(G)$.

The upper bound on $\mathfrak{d}(G)$ given in Theorem 12 is sharp for the case of trees different from paths, as the following result shows.

**Theorem 13.** If $T$ is a tree different from a path, then $\mathfrak{d}(T) = \varsigma(T)$.

For a tree $T$ different from a path, the value of parameter $\varsigma(T)$ can be computed in linear time with respect to the order of $T$, as it was shown in [45].

## 4 On the $k$-partition dimension of a graph

In this section we study the problem of computing or bounding the $k$-partition dimension of a graph. Since for any connected graph $G = (V,E)$ of order $n \geq 2$ and any $k$-partition basis $\Pi$ of $G$, we have all pairs of different vertices of $V$ are distinguished by at least $k$ vertex set of $\Pi$, it follows that $\text{pd}_k(G) \geq k$ for any $k > 1$. Particularly, $2 \leq \text{pd}_1(G) \leq n$. On the other hand, by definition we know that every $k$-partition basis of $G$, for $k > 1$, is a $(k-1)$-partition generator of $G$. Therefore, the next result follows.

**Theorem 14.** Let $G$ be a nontrivial connected graph and let $k_1, k_2$ be two integers. If $1 < k_1 < k_2 \leq \mathfrak{d}(G)$, then $k_1 \leq \text{pd}_{k_1}(G) \leq \text{pd}_{k_2}(G) \leq n$. Moreover, $2 \leq \text{pd}_1(G) \leq n$.

It was shown in [11] that $\text{pd}_1(G) = 2$ if and only if $G \cong P_n$, and $\text{pd}_1(G) = n$ if and only if $G \cong K_n$. We consider the limit case of the trivial bound $\text{pd}_k(G) \geq k$ for $k \geq 2$.

**Theorem 15.** If $G$ is a nontrivial connected graph, then $\text{pd}_k(G) = k$ if and only if $k = 2$ and $G \cong K_2$.

**Proof.** It is readily seen that if $k = 2$ and $G \cong K_2$, then the partition of singletons on vertex set of $G$ is a 2-partition basis of $G$ with cardinality 2.

Conversely, assume that $\text{pd}_k(G) = k$. By Theorem 14, we have that $k \geq 2$. Let $\Pi$ be a $k$-partition basis of $G = (V,E)$. If there exists one vertex set $S \in \Pi$ such that $|S| \geq 2$, then for any pair of different vertices $x, y \in S$ we need at least other $k$ vertex set in $\Pi$, which contradicts the fact that $|\Pi| = k$. Thus, $\Pi$ is the partition of singletons on vertex set of $G$, which leads to $\text{pd}_n(G) = n$. By Remark 4, we conclude that $k = 2$ and $G \cong K_2$. \hfill $\square$

The existing relationship between $k$-metric dimension and $k$-partition dimension of graph for $k = 1$ was shown in [11].

**Theorem 16.** [11] If $G$ is a nontrivial connected graph, then

$$\text{pd}_1(G) \leq \text{dim}_1(G) + 1$$

This upper bound, although in general is true, is never achieved for $k \geq 2$ in some cases as we will see below.
Theorem 17. If \( G = (V, E) \) is a connected graph of order \( n \geq 2 \), then for any \( k \in \{1, 2, \ldots, \mathcal{d}(G) - 1\} \)
\[ \text{pd}_k(G) \leq \dim_k(G) + 1. \]

Moreover, if \( \dim_{\mathcal{d}(G)}(G) < n \), then \( \text{pd}_{\mathcal{d}(G)}(G) \leq \dim_{\mathcal{d}(G)}(G) + 1 \), otherwise, \( \text{pd}_{\mathcal{d}(G)}(G) \leq \dim_{\mathcal{d}(G)}(G) \).

Proof. Let \( \dim_k(G) = s \) and let \( W = \{w_1, w_2, \ldots, w_s\} \) be a \( k \)-metric basis of \( G \). It was shown in [16] that for \( k \in \{1, 2, \ldots, \mathcal{d}(G) - 1\} \) we have that \( \dim_k(G) < n \). Firstly, we assume that either \( k \in \{1, 2, \ldots, \mathcal{d}(G) - 1\} \) or \( k = \mathcal{d}(G) \) and \( \dim_{\mathcal{d}(G)}(G) < n \), and as a consequence, \( W \neq V \). We consider the partition \( \Pi = \{S_1, S_2, \ldots, S_{s+1}\} \) of \( V \), where \( S_i = \{w_i\} \) for all \( i \in \{1, \ldots, s\} \) and \( S_{s+1} = V - W \neq \emptyset \). Since \( W \) is a \( k \)-metric basis of \( G \) all pairs of different vertices are distinguished by at least \( k \) vertex sets of \( \Pi - S_{s+1} \). Therefore, \( \Pi \) is a \( k \)-partition generator of \( G \), and as a consequence, \( \text{pd}_k(G) \leq |\Pi| = \dim_k(G) + 1 \).

Suppose that \( k = \mathcal{d}(G) \) and \( \dim_{\mathcal{d}(G)}(G) = n \). In this case we take the partition of singletons \( \Pi' = \{S_1, S_2, \ldots, S_n\} \) on \( V \). Since \( W \) is a \( k \)-metric basis of \( G \) all pairs of different vertices are distinguished by at least \( k \) vertex sets of \( \Pi' \). Therefore, \( \Pi' \) is a \( k \)-partition generator of \( G \), and as a consequence, \( \text{pd}_{\mathcal{d}(G)}(G) \leq |\Pi'| = \dim_{\mathcal{d}(G)}(G) \). □

It was shown in [11] that the upper bound in Theorem 17 is sharp for the graphs \( P_n, C_n, K_n \) and \( K_{1,n} \) when \( k = 1 \). We will show other graphs that achieve the upper bound of Theorem 17 for \( k > 1 \). To this end, we present some results obtained previously.

Theorem 18. [19] For any connected graph \( G \) of order \( n \) and any \( k \in \{1, \ldots, \mathcal{d}(G)\} \),
\[ \dim_k(G) \leq n - \mathcal{d}(G) + k. \]

By Theorems 17 and 18 we deduce the next result.

Proposition 19. If \( G \) is a connected graph of order \( n \geq 2 \), then for any \( k \in \{1, \ldots, \mathcal{d}(G) - 1\} \)
\[ \text{pd}_k(G) \leq n - \mathcal{d}(G) + k + 1. \]

Moreover, if \( \text{pd}_k(G) = n \), then \( k \in \{\mathcal{d}(G) - 1, \mathcal{d}(G)\} \).

Given a connected graph \( G = (V, E) \), we define the following parameter
\[ \mathcal{d}^*(G) = \max_{x,y \in V, x \neq y} \{|\mathcal{D}_G(x, y)|\}. \]

It can be proved that the time complexity of computing \( \mathcal{d}^*(G) \) is \( O(n^3) \) applying a procedure similar to that used in [45] to prove the time complexity of computing \( \mathcal{d}(G) \).

Theorem 20. For any connected graph \( G \) of order \( n \geq 2 \) and any \( k \in \{1, \ldots, \mathcal{d}(G)\} \) such that \( \mathcal{d}^*(G) \leq k + 1 \), we have that \( \text{pd}_k(G) = n \). Moreover, if \( k \in \{1, 2\} \), then \( \text{pd}_k(G) = n \) if and only if \( \mathcal{d}^*(G) \leq k + 1 \).
Proof. Since \( k \leq \bar{d}(G) \leq \bar{d}^*(G) \leq k + 1 \) it follows that \( k \in \{\bar{d}(G) - 1, \bar{d}(G)\} \). On the other hand, considering the partition of singletons on \( V \) is a \( k \)-partition generator of \( G \), it follows that \( \text{pd}_k(G) \leq n \). Finally, since \( \bar{d}^*(G) \leq k + 1 \), any partition \( \Pi \) on \( V \), different from the partition of singletons on \( V \), has at least one element with two vertices that are distinguished by at most \( k - 1 \) elements of \( \Pi \). Therefore, \( \text{pd}_k(G) \geq n \), which leads to \( \text{pd}_k(G) = n \).

Suppose that \( k \in \{1, 2\} \) and \( \text{pd}_k(G) = n \). Assume for the purpose of contradiction that \( \bar{d}^*(G) \geq k + 2 \). Let \( x, y \) be two vertices of \( G \) such that \( |D_G(x, y)| = \bar{d}^*(G) \). Since for any \( k \in \{1, 2\} \) we have that any partition \( \Pi \) of \( V \) of \( G \) is a \( k \)-partition generator of \( G \) if every pair of different vertices belonging to a same vertex set of \( \Pi \) is distinguished by other \( k \) vertex sets of \( \Pi \). Thus, if \( \bar{d}^*(G) \geq k + 2 \), then the partition \( \Pi' = \bigcup_{z \in V \setminus \{x, y\}} \{z\} \cup \{x, y\} \) is \( k \)-partition generator of \( G \), which is a contradiction. Therefore, \( \bar{d}^*(G) \leq k + 1 \) for \( k \in \{1, 2\} \).

**Corollary 21.** If \( G \) is a nontrivial connected graph such that \( \bar{d}(G) = \bar{d}^*(G) \), then \( \text{pd}_k(G) = n \) for any \( k \in \{\bar{d}(G) - 1, \bar{d}(G)\} \).

Examples of graphs that satisfy Corollary 21 are \( K_n, C_{2k+1} \), where \( k \) is a positive integer, and the wheel graph \( W_{1,5} \). It can be noted that \( \bar{d}(K_n) = \bar{d}^*(K_n) = 2 \), \( \bar{d}(C_{2k+1}) = \bar{d}^*(C_{2k+1}) = 2k \), and finally, \( \bar{d}(W_{1,5}) = \bar{d}^*(W_{1,5}) = 4 \). Particularly, graphs that hold Theorem 20 such that \( \bar{d}(G) \neq \bar{d}^*(G) \), we have \( K_n - e \) for \( k = 2 \), paths \( P_n \) \((n \geq 3)\) for \( k = n - 1 \) and finally, the fan graph \( F_{1,4} \) for \( k = 3 \). We recall that the wheel graph \( W_{1,n} \) is equal to \( K_1 + C_n \) and the fan graph \( F_{1,n} \) is equal to \( K_1 + P_n \), where \( G + H \) represents the join graph between the graphs \( G = (V_1, E_1) \) and \( H = (V_2, E_2) \) whose vertex set is \( V(G+H) = V_1 \cup V_2 \) and edge set is \( E(G+H) = E_1 \cup E_2 \cup \{\{u, v\} : u \in V_1, v \in V_2\} \).

The following two results were obtained previously, but the proofs, especially for Proposition 23, are reduced by applying the new approach presented in Theorem 20.

**Proposition 22.** [11] If \( G \) is a connected graph of order \( n \geq 2 \), then \( \text{pd}_1(G) = n \) if and only if \( G \cong K_n \).

**Proposition 23.** [12] If \( G \) is a connected graph of order \( n \geq 2 \), then \( \text{pd}_2(G) = n \) if and only if \( G \cong K_n \) or \( G \cong K_n - e \).

**Proof.** Suppose that \( \text{pd}_1(G) = n \). By Theorem 20, \( \text{pd}_1(G) = n \) if and only if \( \bar{d}^*(G) \leq 2 \). Since \( 2 \leq \bar{d}(G) \leq \bar{d}^*(G) \leq 2 \), it follows that \( \bar{d}(G) = \bar{d}^*(G) = 2 \). It is readily seen that \( \bar{d}^*(G) = 2 \) if and only if \( G \cong K_n \).

Assume that \( \text{pd}_2(G) = n \). By Theorem 20, \( \text{pd}_2(G) = n \) if and only if \( \bar{d}^*(G) \leq 3 \). Thus, either \( \bar{d}^*(G) = 2 \) or \( \bar{d}^*(G) = 3 \). Since \( \bar{d}^*(G) = 2 \) if and only if \( G \cong K_n \), from now on we assume that \( \bar{d}^*(G) = 3 \). Hence, the diameter \( d \) of \( G \) is at least two. Suppose for the purpose of contradiction that \( d \geq 3 \), and let \( v_0, v_1, \ldots, v_d \) a path in \( G \) of length \( d \) such that \( v_0 \) and \( v_d \) are diametrical vertices. Since \( \bar{d}^*(G) \geq |D_G(v_0, v_1)| \geq |\{v_0, v_1, \ldots, v_d\}| \geq 4 \), this leads to a contradiction. Hence \( d = 2 \). Let \( x, y \) be two vertices of \( G \) such that \( d(x, y) = 2 \). Suppose that there exists another vertex \( y' \) such that \( y' \neq y \) and \( d(x, y') = 2 \). If there exists a vertex \( z \) such that
\[
d(x, z) = d(z, y) = d(z, y') = 1, \text{ then } |D_G(x, z)| \geq |\{x, z, y, y'\}| \geq 4, \text{ which is another contradiction. Thus, for every vertex } z \text{ such that } d(x, z) = d(z, y) = 1 \text{ we have that } d(z, y') = 2. \text{ Analogously, for every } z' \text{ such that } d(x, z') = d(z', y') = 1 \text{ we have that } d(z', y) = 2. \text{ Let } z, z' \text{ be two vertices of } G \text{ such that } d(x, z) = d(z, y) = 1, d(z, y') = 2, d(x, z') = d(z', y') = 1 \text{ and } d(z', y) = 2. \text{ In this case } |D_G(y, y')| \geq |\{y, y', z, z'\}| \geq 4, \text{ which is a contradiction again. Thus, for any diametrical vertex, there exists only one vertex which is at distance two from it. Suppose that in addition to } x, y \text{ there exist other two diametrical vertices } x', y'. \text{ Then } d(x, x') = d(x, y') = 1 \text{ and } d(y, x') = d(y, y') = 1. \text{ In this case } |D_G(x, x')| \geq |\{x, x', y, y'\}| \geq 4, \text{ which is also a contradiction. Therefore, } G \text{ is a graph of diameter 2 that has only one pair of diametrical vertices, i.e., } G \cong K_n - e. \text{ It is straightforward to check that } \mathcal{D}^*(K_n - e) = 3, \text{ and with this the proof is completed.} \]

4.1 The particular case of trees

In this subsection we focus our study in \(k\)-partition dimension of a tree. Firstly, we study the paths which are the simplest trees.

**Proposition 24.** If \(P_n\) is a path of order \(n \geq 3\), then \(pd_k(P_n) = k + 1\) for any \(k \in \{1, 2, \ldots, n - 1\}\).

**Proof.** By Theorem 15, we have that \(pd_k(P_n) \geq k + 1\). On the other hand, let \(q\) and \(r\) be the integers such that \(n = (k + 1)q + r\) and \(0 \leq r \leq k\). Namely, \(q\) is the quotient and \(r\) is the remainder when we divide \(n\) by \(k + 1\). Let \(\{v_1, v_2, \ldots, v_n\}\) be the vertex set of \(P_n\) such that \(v_i \sim v_{i+1}\) for \(i \in \{1, 2, \ldots, n - 1\}\). For any \(j \in \{1, \ldots, r\}\) we define \(S_j = \{v_{(j-1)(q+1)} + 1, v_{(j-1)(q+1)} + 2, \ldots, v_{j(q+1)}\}\) and for any \(j \in \{r + 1, \ldots, k + 1\}\) we define \(S_j = \{v_{r(q+1) + (j - (r+1))q + 1}, v_{r(q+1) + (j - (r+1))q + 2}, \ldots, v_{r(q+1) + (j - (r+1))q}\}\). We take the set \(\Pi = \{S_1, S_2, \ldots, S_{k+1}\}\) and we claim that \(\Pi\) is a \(k\)-partition generator of \(P_n\). Let \(x, y\) be two vertex of \(P_n\). Suppose that \(x, y \in S_i\) for some \(i \in \{1, \ldots, k + 1\}\). By the construction of \(\Pi\), we deduce that \(x, y\) are distinguished by the \(k\) vertex sets in \(\Pi - \{S_i\}\). Suppose now that \(x \in S_i\) and \(y \in S_j\) such that \(i \neq j\) and \(i, j \in \{1, \ldots, k + 1\}\). In this case there exists at most one vertex set in \(\Pi - \{S_i, S_j\}\) that does not distinguish \(x, y\), and as a consequence, \(x, y\) are distinguished by at least \(k\) vertex sets of \(\Pi\). Therefore, \(\Pi\) is a \(k\)-partition generator of \(G\) which leads to \(pd_k(P_n) \leq |\Pi| = k + 1\). \(\Box\)

By Theorem 15 and Proposition 24 along with the fact that \(pd_1(P_2) = 2\), we know the \(k\)-partition dimension of any path \(P_n\). We point out that the formula \(pd_1(P_n) = 2\) was obtained previously in [11].

From now on we propose an upper bound on the \(k\)-partition dimension of trees different from paths. Firstly, we recall that an upper bound on \(k\)-partition dimension of a graph was given by Theorem 17 in terms of its \(k\)-metric dimension. A formula for the \(k\)-metric dimension of trees that are not paths has been established in [16]. In order to present this formula, we need an additional definition along with those that were already used for the definition of the parameter \(\varsigma(G)\) on page 6. For any exterior major vertex \(w\) that belongs the vertex set of a tree \(T\) and having terminal
degree greater than one, i.e., $w \in \mathcal{M}(T)$, we define the following function for any $k \in \{1, \ldots, \varsigma(T)\}$,

$$I_k(w) = \begin{cases} (\text{ter}(w) - 1)(k - l(w)) + l(w), & \text{if } l(w) \leq \left\lfloor \frac{k}{2} \right\rfloor, \\ (\text{ter}(w) - 1) \left\lceil \frac{k}{2} \right\rceil + \left\lfloor \frac{k}{2} \right\rfloor, & \text{otherwise.} \end{cases}$$

We can now state the formula for the $k$-metric dimension of any tree different from path.

**Theorem 25.** [16] If $T$ is a tree that is not a path, then for any $k \in \{1, \ldots, \varsigma(T)\}$,

$$\dim_k(T) = \sum_{w \in \mathcal{M}(T)} I_k(w).$$

It was shown in [45] that $\dim_k(T)$ can be computed in linear time with respect to the order of any tree $T$ different from path. On the other hand, by Theorem 25 it can be noted that $\dim_k(T) < n$. Therefore, according to Theorem 17, and considering that $d(T) = \varsigma(T)$ by Theorem 13, we deduce the next upper bound on $k$-partition dimension of $T$ for any $k \in \{1, \ldots, \varsigma(T)\}$

$$\text{pd}_k(T) \leq \dim_k(T) + 1 = \sum_{w \in \mathcal{M}(T)} I_k(w) + 1. \quad (2)$$

The previous bound is tight and it is achieved for the tree $T$ shown in Figure 2.
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Figure 2: The set $\Pi = \{\{1\}, \{2\}, \{3, 4, 5, 6, 7, 8\}, \{9\}, \{10\}\}$ is a 2-partition basis of this $T$ and $|\Pi| = 5 = \dim_2(T) + 1$.

However, there are trees for which the bound (2) is not tight, for instance for any star graph $K_{1,n}$ such that $n \geq 3$, it follows that $\dim_2(K_{1,n}) = \text{pd}_2(K_{1,n}) = n$. We now propose another upper bound that is less than or equal to given in (2). To this end, we need to introduce some new definitions. We denote by

$$\tau = \max_{w \in \mathcal{M}(T)} \{|U(w)|\} = \max_{w \in \mathcal{M}(T)} \{|\text{ter}(w)|\}.$$
that \( l_{s_k} \leq \lfloor \frac{k}{2} \rfloor \) and if \( l_1 > \lfloor \frac{k}{2} \rfloor \), then we assume that \( s_k = 1 \). Given \( M_i(T) \in \Pi \) we denote \( t_i = \max_{w \in M_i(T)} \{|U(w)|\} \). Finally, if we consider that \( \max_{s_k < j \leq r} \{t_j\} = 0 \) for \( s_k = r \), then we can define the following parameter:

\[
I_k(T) = (t_1 - 2) \max \left\{ k - l_1, \left\lfloor \frac{k}{2} \right\rfloor \right\} + \sum_{i=2}^{s_k} \max \left\{ t_i - \max_{1 \leq j < i} \{t_j\}, 0 \right\} (k - l_i) + \max \left\{ \max_{s_k < j \leq r} \{t_j\} - \max_{1 \leq j \leq s_k} \{t_j\}, 0 \right\} \left\lfloor \frac{k}{2} \right\rfloor.
\]

Figure 3 shows an example helping to clarify the parameter \( I_k(T) \). On the other hand, from Figure 2 it follows that \( M_1(T) = \{3, 8\} = M(T) \), \( l_1 = 1 \), \( t_1 = 2 \), and as a consequence, \( s_2 = r = 1 \) and \( I_2(T) = 0 \).

Figure 3: In this tree \( T \) we have that \( M_i(T) = \{i\} \) for \( i \in \{1, 2, 3\} \), \( l_1 = 1 \), \( l_2 = 2 \), \( l_3 = 3 \), \( t_1 = 3 \), \( t_2 = 4 \), \( t_3 = 5 \). For \( k = 6 \) it follows that \( s_6 = 3 \) and \( I_6(T) = 12 \).

With this notation in mind we can present the next result.

**Theorem 26.** Let \( T = (V, E) \) be a tree which is not a path. For \( k \in \{1, \ldots, z(T)\} \) we have that,

\[
\text{pd}_k(T) \leq k\kappa + I_k(T) + 1,
\]

where \( \kappa = |M(T)| \).

**Proof.** If \( k = 1 \), then \( s_1 = 1 \) and we deduce that \( I_1(T) = \tau - 2 \), and as a consequence, Theorem 26 leads to \( \text{pd}_1 \leq \kappa + \tau - 1 \). This result was previously obtained in [39]. Hence from now we consider that \( k \geq 2 \).

Since \( T \) is not a path, \( T \) contains at least one vertex \( w_i \) belonging to \( M(T) = \{w_1, \ldots, w_k\} \). We suppose \( u_1^i \) is a terminal vertex of \( w_i \in M(T) \) such that \( l(u_1^i, w_i) = l(w_i) \). Let \( U(w_i) = \{u_1^i, u_2^i, \ldots, u_r^i\} \) be the set of terminal vertices of \( w_i \). Now, for every \( u_j^i \in U(w_i) \), let the path \( P(w_i, u_j^i) = w_i u_1^i v_2^i \cdots v_{d(w_i, u_j^i)}^i u_j^i \) and we consider the set \( S_{ij} = V(P(w_i, u_j^i)) - \{w_i\} \). Given \( k \in \{1, \ldots, z(T)\} \), we define the partition \( A_{ij} \) on \( S_{ij} \) in the following way. If \( l(w_i) \leq \lfloor \frac{k}{2} \rfloor \), then \( A_{i1} = \{A_{i1}^1, \ldots, A_{i1}^{l(w_i)}\} \) and
\(A_{ij} = \{A_{ij}^1, \ldots, A_{ij}^{k-l(w_i)}\}\), where \(j \neq 1\), \(A_{i1}^l = \{v_i^l\}\) \((1 \leq l \leq l(w_i) - 1)\), \(A_{i1}^{l(w_i)} = \{u_i^1\}\), \(A_{ij}^l = \{v_j^l\}\) \((1 \leq l \leq k - l(w_i) - 1)\) and \(A_{ij}^{k-l(w_i)} = S_{ij} - \bigcup_{l=1}^{k-l(w_i) - 1} v_j^l\). On the other hand, if \(l(w_i) > \lfloor \frac{k}{2} \rfloor\), then \(A_{i1} = \{A_{i1}^1, \ldots, A_{i1}^{\lfloor \frac{k}{2} \rfloor}\}\) and \(A_{ij} = \{A_{ij}^1, \ldots, A_{ij}^{\lfloor \frac{k}{2} \rfloor}\}\), where \(j \neq 1\), \(A_{i1}^l = \{v_i^l\}\) \((1 \leq l \leq \lfloor \frac{k}{2} \rfloor - 1)\), \(A_{i1}^{\lfloor \frac{k}{2} \rfloor} = S_{i1} - \bigcup_{l=1}^{\lfloor \frac{k}{2} \rfloor - 1} v_i^l\), \(A_{ij}^l = \{v_j^l\}\) \((1 \leq l \leq \lfloor \frac{k}{2} \rfloor - 1)\) and \(A_{ij}^{\lfloor \frac{k}{2} \rfloor} = S_{ij} - \bigcup_{l=1}^{\lfloor \frac{k}{2} \rfloor - 1} v_j^l\). In other words, each partition \(A_{ij}\) on \(S_{ij}\) it defines as follows

\[
A_{i1} = \begin{cases} 
\{\{v_i^1\}, \ldots, \{v_i^{l(w_i) - 1}\}, \{u_i^1\}\}, & \text{if } l(w_i) \leq \lfloor \frac{k}{2} \rfloor \\
\{\{v_i^1\}, \ldots, \{v_i^{\lfloor \frac{k}{2} \rfloor - 1}\}, S_{i1} - \bigcup_{l=1}^{\lfloor \frac{k}{2} \rfloor - 1} v_i^l\}, & \text{if } l(w_i) > \lfloor \frac{k}{2} \rfloor.
\end{cases}
\]

and for \(j \neq 1\),

\[
A_{ij} = \begin{cases} 
\{\{v_j^1\}, \ldots, \{v_j^{k-l(w_i) - 1}\}, S_{ij} - \bigcup_{l=1}^{k-l(w_i) - 1} v_j^l\}, & \text{if } l(w_i) \leq \lfloor \frac{k}{2} \rfloor,
\{\{v_j^1\}, \ldots, \{v_j^{\lfloor \frac{k}{2} \rfloor - 1}\}, S_{ij} - \bigcup_{l=1}^{\lfloor \frac{k}{2} \rfloor - 1} v_j^l\}, & \text{if } l(w_i) > \lfloor \frac{k}{2} \rfloor.
\end{cases}
\]

We consider that \(A_{ij}^l = \emptyset\) for either \(j > |U(w_i)| = \text{ter}(w_i)\) or \(1 < j \leq |U(w_i)| = \text{ter}(w_i)\) and \(l > \max\{k - l(w_i), \lceil \frac{k}{2} \rceil\}\). Let us show that

\[
\Pi = \left\{ \begin{array}{ll}
A \cup C & \text{if } \tau = 2 \\
A \cup B \cup C & \text{otherwise}, 
\end{array} \right.
\]

is a \(k\)-partition generator of \(T\), where

\[
A = \bigcup_{i=1}^{\kappa} \left( \min \{l(w_i), \lfloor \frac{k}{2} \rfloor\} \bigcup_{l=1}^{\max\{k-l(w_i), \lceil \frac{k}{2} \rceil\}} \{A_{i1}^l\} \bigcup_{l=1}^{\max\{k-l(w_i), \lceil \frac{k}{2} \rceil\}} \{A_{i2}^l\} \right),
\]

\[
B = \bigcup_{j=3}^{\tau} \bigcup_{l=1}^{\max\{l, \lceil \frac{k}{2} \rceil\}} \{B_j^l\},
\]

\[
B_j^l = \bigcup_{i=1}^{\kappa} A_{ij}^l,
\]

and finally,

\[
C = \left\{ \begin{array}{ll}
V - \bigcup_{i=1}^{\kappa} \left( \bigcup_{l=1}^{\min\{l(w_i), \lfloor \frac{k}{2} \rfloor\}} A_{i1}^l \bigcup_{l=1}^{\max\{k-l(w_i), \lceil \frac{k}{2} \rceil\}} A_{i2}^l \right) & \text{if } \tau = 2, \\
V - \bigcup_{i=1}^{\kappa} \left( \bigcup_{l=1}^{\min\{l(w_i), \lfloor \frac{k}{2} \rfloor\}} A_{i1}^l \bigcup_{l=1}^{\max\{k-l(w_i), \lceil \frac{k}{2} \rceil\}} A_{i2}^l \right) - \bigcup_{j=3}^{\tau} \bigcup_{l=1}^{\max\{l, \lceil \frac{k}{2} \rceil\}} B_j^l & \text{otherwise.}
\end{array} \right.
\]

It can be noted that \(|A| = k\kappa\), and if \(\tau \geq 3\), then \(|B| = \mathcal{I}_k(T)\) and otherwise \(\mathcal{I}_k(T) = 0\). Thus, \(|\Pi| = k\kappa + \mathcal{I}_k(T) + 1\). We consider two different vertices \(x, y \in V\).
Case 1: $x \in A_{ij}^l$ and $y \in A_{ij'}^l$. If $w_i$ distinguishes $x, y$, then at least $k$ of the $k+1$ vertex sets in $A_{ij} \cup A_{i2} \cup C$ distinguish $x, y$. Suppose that $w_i$ does not distinguish $x, y$. In this case $j \neq j'$. If $j, j' \geq 3$, then $x, y$ are distinguished by all vertex sets in $\bigcup_{l=1}^{\lvert A_{ij'} \rvert} B_j^l$. If $j < 3$ and $j' \geq 3$, then all vertex sets in $A_{ij} \cup \bigcup_{l=1}^{\lvert A_{ij'} \rvert} B_j^l$ distinguish $x, y$. By last, if $j, j' < 3$, then $x, y$ are distinguished by all vertex sets in $A_{ij} \cup A_{i2}$. In any case, $x, y$ are distinguished by at least $k$ vertex sets of $\Pi$.

Case 2: $x \in A_{ij}^l$, $y \in A_{i'j'}^l$, and $i \neq i'$. In this case $w_i$ or $w_{i'}$ distinguish $x, y$, say $w_i$. Thus, $x, y$ are distinguished by the $k$ vertex sets in $A_{i1} \cup A_{i2}$.

Case 3: $x \in A_{ij}^l$ and $y \in C$. If $\lvert C \rvert = 1$, then $i = 1$, $\{y\} = \{w_1\} = \mathcal{M}(T)$ and since $T$ is not a path, $y$ has at least three terminal vertex, i.e., $\tau = \text{ter}(y) \geq 3$. In this case $x, y$ are distinguished by all vertex sets in $\bigcup_{r=1, r \neq j} \lvert A_{ir} \rvert \subseteq \Pi$. Suppose that $\lvert C \rvert \geq 2$. In this case there exists another vertex $w_j \in \mathcal{M}(T)$ different from $w_i$ such that $y$ belongs to the path from $w_j$ to $w_i$. Thus $x, y$ is distinguished by all vertex sets in $A_{j1} \cup A_{j2}$. In any case, $x, y$ are distinguished by at least $k$ vertex sets of $\Pi$.

Case 4: $x, y \in C$. In this case there exists $w_i \in \mathcal{M}(T)$ such that $d(x, w_i) < d(y, w_i)$. Hence $x, y$ is distinguished by the $k$ vertex sets in $A_{i1} \cup A_{i2}$.

Therefore, $\Pi$ is a $k$-partition generator of $T$, and as a consequence, $\text{pd}_k(T) \leq \lvert \Pi \rvert = k\kappa + \mathcal{I}_k(T) + 1$. \hfill \square

Two interesting particular cases are the following ones for $k = 2$ and $k = 3$, respectively. For these two cases $\mathcal{I}_2(T) = \tau - 2$ and $\mathcal{I}_3(T) = 2\tau - 4$. Therefore, by Theorem 26 we have the next results.

**Corollary 27.** If $T$ is a tree different from a path, then

$$\text{pd}_2(T) \leq 2\kappa + \tau - 1,$$

where $\kappa = \lvert \mathcal{M}(T) \rvert$.

**Corollary 28.** If $T$ is a tree different from a path such that $\zeta(T) \geq 3$, then

$$\text{pd}_3(T) \leq 3\kappa + 2\tau - 3,$$

where $\kappa = \lvert \mathcal{M}(T) \rvert$.

For tree $T$ shown in Figure 3 the upper bound on $\text{pd}_6(T)$ given by Theorem 26 is notably better than upper bound (2). In this case $\text{pd}_6(T) \leq 3 \cdot 6 + 12 + 1 = 31 < 41 = 11 + 14 + 15 + 1 = \dim_6(T) + 1$. However, if we consider the tree $T$ depicted in Figure 2, then these two upper bounds on $\text{pd}_2(T)$ are the same and equal to 2-metric dimension of $T$ increased in one.
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