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Abstract—Imbalanced training data in medical image diagnosis is a significant challenge for diagnosing rare diseases. For this reason, we propose a novel two-stage Progressive Class-Center Triplet (PCCT) framework to overcome the class imbalance issue. In the first stage, PCCT designs a class-balanced triplet loss to coarsely separate distributions of different classes. Triplets are sampled equally for each class at each training iteration, which alleviates the imbalanced data issue and lays solid foundation for the successive stage. In the second stage, PCCT further designs a class-centered involved triplet strategy to enable a more compact distribution for each class. The positive and negative samples in each triplet are replaced by their corresponding class centers, which prompts compact class representations and benefits training stability. The idea of class-center involved loss can be extended to the pair-wise ranking loss and the quadruplet loss, which demonstrates the generalization of the proposed framework. Extensive experiments support that the PCCT framework works effectively for medical image classification with imbalanced training images. On four challenging class-imbalanced datasets (two skin datasets Skin7 and Skin 198, one chest X-ray dataset ChestXray-COVID, and one eye dataset Kaggle EyePACs), the proposed approach respectively obtains the mean F1 score 86.20, 65.20, 91.32, and 87.18 over all classes and 81.40, 63.87, 82.62, and 79.09 for rare classes, achieving state-of-the-art performance and outperforming the widely used methods for the class imbalance issue.

Index Terms—Data imbalance, medical image classification, triplet loss.

I. INTRODUCTION

CLASS imbalance issue is ubiquitous in medical diagnosis [1] because large-scale clinical datasets often exhibit imbalanced class distributions. For example, in clinical diagnosis, the data is by nature heavily imbalanced [2] because common diseases occur more frequently than rare disease. This raises a major challenge for modern deep learning models because most of them assume balanced class distributions in the training dataset. When presented with an imbalanced dataset, the training procedure is dominated by frequent classes, and the trained model tends to perform better on these frequent classes but significantly worse on infrequent classes [3].

Many approaches attempt to solve the class imbalance issue. For example, the re-sampling [4] strategy can be applied to over-sample the limited data from infrequent classes or under-sample the data from frequent classes to balance training data across classes. The re-weighting [5] strategy sets larger weights to the loss terms related to infrequent classes, which makes balanced loss terms across classes. Still relevant to modification of training loss, the traditional margin-based loss may be refined by setting smaller margin for frequent classes and larger margin for infrequent classes to alleviate the class-imbalance issue [6]. Another approach [7] adaptively sets a higher weight for the sample that is difficult to recognize. Besides the re-balancing strategies mentioned above, other strategies have also been proposed by improving the representation ability of the deep neural network. These can be achieved by class-imbalanced representation learning, such as transfer learning [8], semi-supervised learning [9]. The above-mentioned strategies can be combined with each other, for example, by first performing representation learning of the feature extractor and then applying re-balancing strategy to the model output side [10] or the input side [11], the classification performance of the rare classes can be improved.

However, although these strategies alleviate the class imbalance issue to some extent, their adverse effects should also be considered. For example, re-sampling has the risks of over-fitting the small-sample classes and under-fitting the larger-sample classes, and re-weighting may distort the original distributions by directly changing or over-inverting the data frequency of infrequent classes. This could unexpectedly damage the overall representation ability of the learned features. Also, the combination of representation learning [8] and re-balancing strategies [10] might also suffer from higher sensitivity to hyper-parameters or higher complexity in the...
training procedure [12]. The other strategy, transfer learning, may require designing complicated modules that require large memory consumption during feature transfer [11].

Different from the above model training approaches, triplet loss [13], [14], [15] is a popular scheme that has the potential to solve the imbalanced issue by extracting discriminative feature representations without tedious hyper-parameter tuning and module training [16], [17]. Triplet loss flexibly acquires anchor, positive, and negative samples where the anchor and positive are from the same class while the negative is from a different class. It then forces the features to be similar (or dissimilar) for samples from the same (or different) class and thus helps the CNN extractors to extract more discriminative features. Triplet loss and its variants can be applied to various applications such as face recognition [13], person re-identification [15] and 3D shape retrieval [16]. For medical applications, methods based on triplet loss have been validated in wireless capsule endoscopy polyp detection [18] and brain tumor classification [19]. However, the potential of triplet losses in solving the class imbalance issue has not been fully exploited. Simply applying the triplet loss to class-imbalanced image classification may encounter the following issues. First, if the anchors, positives, and negatives in the triplets are not elaborately chosen, the triplets whose anchors come from frequent classes will be much more than triplets whose anchors come from the infrequent class.

In this case, triplets are not equally sampled and the frequent classes still dominate the model training, which results in worse classification performance on infrequent classes. Second, when constructing the triplets, anchor and positive samples may be mapped far away in the embedding space particularly for the frequent classes. This may be due to the fact that intra-class visual variations are large in frequent classes, and it may cause instability during triplet-based model training and harm the classification performance. In this study, by extending the triplet loss, we propose a novel two-stage Progressive Class-Center Triplet (PCCT) framework as a stable triplet-based model training strategy to solve the class imbalanced issue for diagnosing rare diseases. The two stages of our PCCT are designed particularly to handle the above-mentioned two potential issues when applying triplet loss to the class-imbalanced classification task. In the first stage, a class-balanced triplet sampling strategy is designed to sample triplets equally for each class, i.e., in each class-balanced triplet batch, the numbers of triplets whose anchors are from different classes are the same. In this way, the number of training data (i.e., triplets) relevant to infrequent classes can be largely increased compared to the number of individual images in these classes, i.e., the triplet data can be balanced between classes. In the second stage, a class-center involved triplet is designed to deal with the problem that anchor and positive samples may be mapped far away. Here the positive and negative samples in each original triplet are replaced by their corresponding class centers. This avoids the cases where the anchor and positive samples are far away and can help establish compact distribution for each class, which keeps the training more stable particularly for datasets with larger intra-class variance. Based on the class-center triplet loss, we further introduce trainable class centers, where class centers are part of trainable model weights and therefore avoids the frequent computation of class centers with all training samples during model training. Different from popular two-stage techniques which mainly focus on the classifier head (e.g., LDAM [6] and Decouple [10]), the proposed two-stage progressive framework boosts the representation of feature extractor in a coarse-to-fine triplet-based model training manner and effectively alleviate the class imbalance issue. The main contributions of this study are summarized as follows.

- We propose a novel two-stage Progressive Class-Center Triplet (PCCT) framework to capture discriminative and class-compact representation, which is the first triplet framework for solving the class imbalance issue. This framework is also proved to be extensible to other metric learning schemes such as pair-wise ranking loss and quadruplet loss.
- For the first time, we propose a set of new strategies associated with triplet-based training, including the class-balanced triplet sampler, the class-center involved triplet loss, and the trainable class centers. These strategies help capture discriminative, class-compact, and effective feature representation, and are beneficial for stabilizing triplet-based training and improving classification performance on class-imbalanced datasets.
- The strategies for triplet-based model training are extensively evaluated on multiple imbalanced medical image datasets of different body parts, diseases, and imbalance ratios, which demonstrates the effectiveness of the PCCT framework particularly for rare disease diagnosis.

Note that this work is an extension of the previous conference publication [20] in the following aspects.

1) We delve into the two-stage training process of our PCCT framework. More detailed analyses of the relationship between the two stages and extensive experiments are performed, clearly demonstrating the effectiveness of the novel training process in the imbalanced medical diagnosis.
2) We propose another strategy for class-center involved triplet loss, which directly trains class centers together with the feature extractor. This requires much less computation cost during training but equivalent classification performance, which is referred to as Efficient-PCCT.
3) We have validated that the class-center involved loss can be extended to pair-wise ranking loss and the quadruplet loss. Corresponding experimental evaluations show that the class-center involved metric learning outperforms the original learning strategies.
4) More extensive evaluations have been included, not only on the two skin image datasets but also on the new chest X-ray dataset and the Kaggle EyePACs dataset.

II. METHODS

As demonstrated in Fig. 1(a), our Progressive Class-Center Triplet (PCCT) is designed as a two-stage triplet-based model training framework to effectively alleviate the imbalanced issue in medical diagnosis and accurately diagnose both common
Our proposed PCCT framework uses a two-stage training procedure to extract discriminative features for imbalanced medical classification. As Fig. 1(a) demonstrates, our PCCT first trains the model by the class-balanced triplet sampler to capture a coarse class center for each class, and then fine-tune the model using the class-center involved triple loss to capture more compact class distributions. Fig. 1(b) demonstrates how the class-balanced triplet sampler constructs triplets, with each triplet composed of an anchor, a positive, and a negative sample. Fig. 1(c) demonstrates the effect of class-center involved triple loss, i.e., achieving compact distribution for each class.

A. Triplet Loss With Class-Balanced Triplet Sampler

In the first stage, we propose the class-balanced triplet sampler to obtain batches of triplets whose anchors from different classes are balanced. This strategy samples triplets equally for each class and helps to alleviate the imbalanced issue during training the feature extractor. Furthermore, this training stage helps the feature extractor to capture a coarse class center for each class. In the second stage, we design a class-center involved triplet constructor to obtain triplets whose positives and negatives are the class centers. This strategy enforces the feature representation of each data to be closer to the corresponding class center and therefore helps the distribution of each class to be more compact in feature space, which stabilizes the triplet-based model training procedure. To further explore the two-stage framework, we also show that the class centers can either be directly calculated with training samples of the class during model training or learned as part of model parameters. Moreover, the two-stage framework is proved to be extensible to other metric learning losses (e.g., pair-wise and quadruplet losses), which demonstrates the generality of the proposed method.
the margin in the inequality constraint (1), which is set to 0.5 by default. In this way, the triplet loss for the CNN model can be defined as
\[
l_t(a_i, p_i, n_i; \theta) = \|f(a_i; \theta) - f(p_i; \theta)\| + \alpha \\
- \|f(a_i; \theta) - f(n_i; \theta)\|, \tag{2}
\]
with \(d_+ = \max(0, d)\) denoting the hinge loss. The total loss of a batch can be simply calculated by summation over the samples, i.e., \(L(\theta) = \frac{1}{N} \sum_{i=1}^{N} l_t(a_i, p_i, n_i; \theta)\). \(L(\theta)\) can be combined with the cross-entropy loss to optimize the CNN model simultaneously. Although the triplet loss can help train a discriminative feature extractor, as mentioned in the Introduction section, traditional triplet losses often ignore class distributions when forming the triplets, i.e., triplets are not sampled equally and the frequent class still dominates the model training in class imbalanced datasets.

In our work, a class-balanced triplet sampler is designed to alleviate the imbalanced issue by constructing batches of triplets whose anchors from different classes are balanced. It first collects equivalent number of samples from all classes to form a training batch. For example, as shown in Fig. 1(b1)(b2), if the batch size \(N\) is 9 and the class number \(C\) is 3, then \(N_i = 3\) samples are selected from each class. Then, for each class in the batch, all \(N_i\) samples of this class are used as anchors to construct anchor-positive pairs, i.e., all possible combinations of the anchor-positive pairs within the batch are considered. Next, for each anchor-positive pair, all possible random-hard [13] negative samples (i.e., all samples from the other classes that make the loss (2) larger than 0) are chosen to form as many triplets as possible, as shown by the circles of different colors (classes) in Fig. 1(b3). This combination of anchor-positive pairs and negatives takes full advantages of all samples to form triplets while keeping the balance of the triplets among classes, i.e., triplets whose anchors are of different classes are approximately the same. This alleviates the class imbalance issue in triplet construction. For example, although there are more green samples than the red samples in Fig. 1(b1) (i.e., class imbalance), triplets whose anchors are of different colors (classes) are kept approximately the same in Fig. 1(b3) through the class-balanced triplet sampling strategy. In this way, our class-balanced sampler generates class-balanced batches during model training, i.e., the number of anchors from different classes remains equivalent in each batch in the training process, therefore helping to alleviate the class imbalance issue.

Another advantage of the first training stage is that it can capture a coarse class center for each class. By training the feature extractor \(\theta\) with the class-balanced triplets, the distances between the samples from the same class are smaller than those between the samples from different classes, i.e., the embedding features of the samples within one class will be closer. In this way, the averaged sample features, i.e., the coarse class centers, of each class would be more representative of this class. These coarse class centers can help the feature extractor in the next stage to capture a more compact feature distribution for each class, which helps to stabilize the training process. Without the first-stage training process, randomly initialized parameters of the feature extractor would probably cause the distributions to spread more or less randomly and heavily overlap across classes in the feature space especially at the early training stage. Such frequently and largely changed class distribution over training epochs would cause the training instability in the second stage when class centers are involved. Therefore, the first stage sets the foundation for the second stage to converge more stably.

### B. Class-Center Involved Triplet Constructor

After training the CNN feature extractor model in the first stage, a class-center involved triplet loss is designed to further improve the class-imbalanced classification performance in the second stage. In this stage, the class-center involved triplet loss is designed to enforce the feature representation of each data to be closer to the corresponding class center in the feature space, therefore prompting the overall class-level distribution to be more compact in the feature space. This design is motivated by the fact that for a frequent (larger-sample) class in a large-scale medical dataset, images could have large variations in visual appearance even if they are from the same class. This would lead to a spreading distribution in a relatively large region in the feature space for the frequent classes, i.e., the anchor and positive samples can be far away from each other in the feature space. This can cause instability during training and harm the classification performance in traditional triplets. The class-center involved triplet is designed to deal with the problem and improve training stability.

To improve the optimization process, we propose modifying the original triplet loss with class centers to consider the global information on distributions of all classes. As demonstrated in Fig. 1(c), the modified triple loss is designed as
\[
l_t(a_i, p_i, n_i; \theta_t) = \|f(a_i; \theta_t) - c(a_i; \theta_{t-1})\| + \alpha \\
- \|f(a_i; \theta_t) - c(n_i; \theta_{t-1})\|, \tag{3}
\]
Similar to Eq. 2, \(f(\cdot; \theta)\) denotes a CNN feature extractor with parameters \(\theta\). However, the extracted feature \(f(p_i; \theta)\) and \(f(n_i; \theta)\) of the positive and negative samples in Eq. 2 are respectively the corresponding class centers \(c(a_i; \theta_{t-1})\) and \(c(n_i; \theta_{t-1})\). The class-center involved triplets are constructed as follows. First, at the beginning of each training epoch, all training samples are fed into the feature extractor (with parameters \(\theta\)) to obtain their feature representations. Then, the feature representations of all training samples from the same class are averaged to obtain the class center for each class. Next, at each training iteration, each sample in the batch is regarded as the anchor, and the class center of the same class is regarded as the positive for the anchor. Subsequently, the distance of the anchor to all class centers are calculated, and those centers satisfying the condition \(l_t(a_i, p_i, n_i; \theta_t) > 0\) (from Eq. 3) are selected as negatives, i.e., class centers of the other different classes which are nearer to the anchor than the positive by a distance margin \(\alpha\) are regarded as negatives and used for constructing triplets. The triplets are used to calculate the class-center involved triplet loss for training the feature extractor. Lastly, the class centers are updated after each epoch.
The designed class-center involved triplet construction not only benefits triplet-based model training, but also makes full use of the training samples. From the aspect of triplet-based model training, since the class centers, i.e., the averaged features all samples of this class, are used to construct triplets, the outlier samples of the frequent classes can be automatically avoided in triplet construction. The triplets constructed in this manner tend to satisfy Eq. 3, which are beneficial for triplet-based model training. Also, by using class centers as positives and negatives, the circumstance that anchor and positive samples are mapped far away is avoided, which stabilizes the training when sample features show large variety in the frequent class. Also particularly after certain epochs of training, the locations of the class centers in the feature space would not show drastic changes, which helps to stabilize the training. From the aspect of sample exploitation, for a batch of samples, all of them are exhaustively used as the anchors. For each anchor sample, all negative class centers that contributes to non-zero losses (i.e., the values of Eq. 3 are larger than 0) are selected to form triplets with the anchor. Thus, triplets beneficial for training are constructed for each sample, i.e., all samples are sufficiently leveraged to construct triplets. In comparison, the triplet center loss for object retrieval in [16] uses only the nearest negative center for each anchor. In conclusion, our PCCT fully considers the global distribution of different classes and provides effective and stable training of the CNN feature extractor. During the testing procedure, since the CNN feature extractor has been well trained, the class centers are representative of all classes.

Thus, we can simply adopt the nearest class center method to make a prediction for any new test sample, i.e., we can classify the test sample to the class whose center is closest to the test sample in the feature space.

**C. Extensions of Class-Center Based Triplet Loss**

Our two-stage PCCT can be extended to the pair-wise loss [21] and the quadruplet loss [22]. Pair-wise loss is one of basic methods in metric learning, and quadruplet loss has been shown to cause larger inter-class variation and smaller intra-class variation in the feature space compared to the triplet loss, which can obtain a better generalization ability in person ReID [23]. In order to better describe the extended methods, we first formalize the commonly used pair-wise loss and quadruplet loss. The pair-wise ranking loss enforces the paired samples from the same class to be close to each other and the paired samples from different classes to be further apart. The pair-wise ranking loss \( l_p \) is defined with paired samples of same or different classes,

\[
l_p(a_i, b_i; \theta) = 1(a_i = b_i) ||f(a_i; \theta) - f(b_i; \theta)|| + (1 - 1(a_i = b_i)) [\alpha - ||f(a_i; \theta) - f(b_i; \theta)||]_+ ,
\]

where the indicator function \( 1(a_i = b_i) = 1 \) if \( a_i \) and \( b_i \) belong to the same class, and 0 otherwise.

Compared to triplet loss, the quadruplet loss additionally enforces that the distance between two samples of the same class is smaller than that between two samples from another two classes. The quadruplet loss is defined based on quadruple samples which include one anchor and one positive from the same class, and two negative samples (\( n_{i,1} \) and \( n_{i,2} \)) coming from two different classes,

\[
l_q(a_i, p_i, n_{i,1}, n_{i,2}; \theta) = ||[f(a_i; \theta) - f(p_i; \theta)] + \alpha - [f(a_i; \theta) - f(n_{i,1}; \theta)]||_+ + ||[f(a_i; \theta) - f(p_i; \theta)] + \beta - [f(n_{i,1}; \theta) - f(n_{i,2}; \theta)]||_+ ,
\]

where \( \beta \) is another constant that is normally smaller than \( \alpha \).

For extension, the class-center based pair-wise ranking loss and quadruplet loss can be obtained by simply using class centers as corresponding positive and negative samples, i.e.,

\[
l_{pc}(a_i, b_i; \theta_t) = \|f(a_i; \theta_t) - c(b_i; \theta_{t-1})\| + (1 - 1(a_i = b_i)) [\alpha - \|f(a_i; \theta_t) - c(b_i; \theta_{t-1})\|]_+ ,
\]

\[
l_{qc}(a_i, p_i, n_{i,1}, n_{i,2}; \theta_t) = \|f(a_i; \theta_t) - c(p_i; \theta_{t-1})\| + \alpha - \|f(a_i; \theta_t) - c(n_{i,1}; \theta_{t-1})\| + \|f(a_i; \theta_t) - c(p_i; \theta_{t-1})\| + \beta - \|c(n_{i,1}; \theta_{t-1}) - c(n_{i,2}; \theta_{t-1})\|_+ .
\]

Once the feature extractor is well trained by the pair-wise ranking loss or the quadruplet loss, it can be used for classification of any test sample using the nearest class-center method as mentioned above, which is accessible in the testing stage.

**D. Trainable Class Centers**

Besides the extension to other losses, we also carry out another exploration around the topic of the two-stage triplet-based model training pipeline. In this exploration, we consider the class centers in the second stage of the proposed PCCT framework as trainable model parameters to reduce the computational cost and speed up the training with the two-stage PCCT. In other words, the class center (i.e., \( c(\cdot; \theta_{t-1}) \)) in Eq. 3 become trainable class centers. The idea of trainable centers is motivated by the observation that the calculation of the class centers would take up a lot of computation, probably because this procedure needs to fetch all training samples and average features for each class.

Formally, we define the class centers \( C = \{c_1, c_2, \ldots, c_K\} \) as part of model parameters, where \( K \) represents the total number of classes. The trainable centers are also implemented with the designed two-stage framework. For the first stage, the same class-balanced triplet sampler is used to train the embedding network (with network parameters \( \theta \)) to extract compact feature distribution for each class. Then, for the second stage, the embedding network is initialized with that trained in the first stage. What is different, the trainable center strategy initializes the centers for all classes as trainable vectors, which are parts of the model parameters that can be optimized with the parameters.
in the network in an end-to-end manner. Then, following the two-stage training workflow, each sample in a training batch is regarded as the anchor, the class center with the same label is regarded as the positive, and all centers with different labels satisfying Eq. 3 are regarded as the negatives. In this way, the gradient back-propagation procedure with the loss function updates the trainable class centers C together with the feature extractor parameters θ. This procedure avoids passing all samples through the feature extractor to calculate the averaged class centers after each training epoch, which avoids the time-consuming procedure during training. Since the trainable centers contain relatively fewer (class number × feature vector length) parameters, the additional computational cost caused by the trainable class centers during training is negligible compared with the computed class centers. We propose to introduce this strategy into the original PCCT and called the new version Efficient-PCCT.

A recently study introduces trainable class centers [24] to maximize a Gaussian affinity objective with hyper-parameters to be tuned and approximately equal distance between class centers to be enforced. Differently, our trainable class centers can be simply obtained by minimizing the proposed class-center involved triplet loss without extra constraints.

III. EXPERIMENTS AND DISCUSSIONS

A. Experiment Settings

We choose four challenging datasets (Table I) for imbalanced medical diagnosis to evaluate the proposed PCCT method. All four datasets include frequent and infrequent classes, with varying levels of class imbalance. The dermoscopy dataset Skin7 contains 7 categories with an imbalance ratio of 58.3 (i.e., 6705/115). Another skin image dataset Skin198 contains 198 categories with an imbalance ratio of 6.0. The X-ray dataset ChestXray-COVID contains 3 categories with an imbalance ratio of 66.5, including 8,851 “Normal” images, 1,000 “Pneumonia” images and 133 “COVID” images. The Kaggle EyePACs consists of 35,126 images with labels. Following the relevant study [25], we recast the 5-class classification task as binary classification. The recasted EyePACs contains 2 categories with an imbalance ratio of 4.14, with the frequent class (healthy) containing 22629 images and the infrequent class containing 5471 images in the training set. During training, all Skin7, Skin198 and EyePACs images are resized to 300 × 300 pixels and then randomly cropped to 224 × 224 pixels, while ChestXray-COVID images are resized to 512 followed by a random horizontal flip. The batch size setting (Table II) is chosen for better convergence. For our PCCT, the last output layer of the original CNN is replaced by a new fully-connected layer whose output is a 128-dimensional feature vector. We use Adam optimizer to train the CNN feature extractor. The learning rate, β1, and β2 is respectively set as 0.0001, 0.9, and 0.99. α is set to 0.5. Both two stages in PCCT are trained for 200 epochs to ensure the convergence of the CNN model.

For evaluation, the proposed PCCT is compared with multiple relevant baselines with the same backbone (ResNet-50) feature extractor. Our PCCT has been extensively evaluated using three evaluation metrics, i.e., average precision (‘MCP’), average recall (‘MCR’), and average F1 score (‘MF1’) over classes. MF1 takes both MCP and MCR into account, which is considered as a more comprehensive measurement to evaluate the model. Standard 5-fold cross-validation is performed to obtain comprehensive performance comparison. The means and standard deviations (in bracket) of the three measurements over five folds are reported in each evaluation. All the measurements are reported in the form of percentage (i.e., %), which is omitted for brevity.

B. Effectiveness of the Triplet-Based Approach

The effectiveness of the proposed PCCT is evaluated by comparing with several popular class imbalance training strategies, including the class re-weighting strategy (‘WCE’) [5], the oversampling strategy (‘OCE’), the focal loss (‘WFCE’) [7]. All above methods are based on the cross-entropy loss, so the abbreviations are annotated with ‘BCE’. We also compare our method with the state-of-the-art two-stage decoupling method (‘TSD’) [10]. The basic cross-entropy loss (‘BCE’) [30] without any class re-balancing strategy is also included for comparison. In training, the batch size is set to 32 for all baselines and the same training and evaluation protocols are used as for the proposed approach.

Table III and Table IV show that our PCCT outperforms the compared methods on all the datasets on both overall performance and infrequent class classification performances. As shown in the last two rows of Table III, our PCCT, as well as Efficient PCCT, show consistent superior performance with all three metrics. For example, on the Skin7 dataset, PCCT achieves the mean F1 score of 86.2%, which is better than all the other methods. Also, the mean F1 performance over all classes shows improvements on the Skin198, ChestXray-COVID, and Kaggle EyePACs datasets. Wilcoxon Rank test demonstrates our PCCT significantly outperforms the compared methods (p-values < 0.05). Also, the performance of our PCCT is comparable to the state-of-the-art approach TSD (there is no significant difference between PCCT and TSD). For the performance of PCCT on infrequent classes, we compare the performance of all methods on the most infrequent class in the four datasets. For Skin7, ChestXray-COVID, and Kaggle EyePACs, the most infrequent
TABLE III

The Overall Performance of PCCT is Among the Best Compared With the State-of-the-Art Methods in Skin7, Skin198, ChestXray-COVID, and Kaggle EyePACs

| Methods | Skin7 | | Skin198 | | ChestXray-COVID | | Kaggle EyePACs |
|---------|-------|-------|----------|-------|-----------------|-------|-----------------|
| BCE [30] (2016) | 83.65 | 86.96 | 81.15 | 51.91 | 56.41 | 52.12 | 82.37 | 91.35 | 76.95 | 86.52 | 88.57 | 84.51 |
| WCE [5] (2019) | 82.45 | 83.35 | 82.06 | 60.21 | 64.82 | 60.23 | 82.18 | 93.59 | 76.24 | 86.02 | 87.54 | 84.97 |
| OCE [31] (2019) | 83.53 | 87.26 | 80.81 | 59.77 | 64.87 | 59.34 | 84.16 | 92.21 | 78.77 | 85.88 | 86.13 | 85.05 |
| WPCE [7] (2017) | 83.52 | 86.43 | 81.25 | 53.28 | 58.31 | 53.34 | 83.77 | 91.31 | 79.32 | 86.99 | 89.56 | 84.08 |
| TSD [10] (2020) | 86.00 | 87.74 | 84.63 | 64.23 | 67.10 | 65.62 | 91.13 | 94.22 | 88.47 | 86.91 | 90.09 | 85.41 |
| Triplet-ratio loss [32] (2022) | 84.85 | 87.98 | 82.37 | 63.91 | 66.61 | 64.42 | (0.76) | (0.69) | (1.28) | (1.91) | (2.98) | (1.31) |

PCCT | 86.20 | 87.77 | 84.98 | 65.20 | 68.40 | 66.02 | 91.32 | 94.67 | 88.49 | (0.73) | (0.66) | (1.35) |
| Efficient-PCCT | (0.95) | (1.51) | (0.70) | (1.65) | (1.80) | (1.84) | (1.44) | (2.42) | (2.59) | (1.06) | (1.79) | (1.11) |

TABLE IV

The Performance of PCCT on Infrequent Classes is Among the Best Compared With the State-of-the-Art Methods in Skin7, Skin198, ChestXray-COVID, and Kaggle EyePACs

| Methods | Skin7 | | Skin198 | | ChestXray-COVID | | Kaggle EyePACs |
|---------|-------|-------|----------|-------|-----------------|-------|-----------------|
| BCE [30] (2016) | 73.67 | 79.03 | 69.39 | 18.59 | 24.22 | 16.67 | 71.24 | 95.11 | 57.26 | 78.84 | 85.61 | 71.07 |
| WCE [5] (2019) | (3.62) | (7.96) | (6.24) | (2.43) | (3.00) | (2.78) | (6.65) | (5.02) | (7.86) | (3.65) | (5.65) | (5.73) |
| OCE [31] (2019) | 77.96 | 87.18 | 70.83 | 53.37 | 65.21 | 49.79 | 69.85 | 97.60 | 75.15 | 76.88 | 78.56 | 72.70 |
| WPCE [7] (2017) | (53.1) | (2.47) | (7.64) | (51.99) | (2.52) | (2.68) | (16.84) | (3.37) | (20.19) | (3.73) | (2.56) | (5.54) |
| TSD [10] (2020) | 74.05 | 84.93 | 66.17 | 56.41 | 66.46 | 53.42 | 72.72 | 91.52 | 61.00 | 76.79 | 78.36 | 72.89 |
| Triplet-ratio loss [32] (2022) | (8.91) | (5.16) | (11.81) | (3.55) | (4.25) | (3.17) | (13.09) | (9.33) | (14.90) | (2.23) | (5.36) | (5.07) |
| PCCT | 80.73 | 87.11 | 75.65 | 62.89 | 66.65 | 65.10 | 72.52 | 93.64 | 60.31 | 78.59 | 86.93 | 71.71 |
| Efficient-PCCT | (4.94) | (3.61) | (6.62) | (2.08) | (2.74) | (2.21) | (10.91) | (7.51) | (13.58) | (3.75) | (3.69) | (4.04) |
| | 80.12 | 85.35 | 73.04 | 64.56 | 65.71 | 64.42 | 74.83 | 83.34 | 68.40 | 78.61 | 83.33 | 73.44 |

C. Generalizability and Hyper-Parameter Evaluation

Our PCCT is experimentally proved to be robust to model architectures, as well as hyper-parameter variation such as output dimension and the margin $\alpha$. Table V shows that when the CNN feature extractor varies in ResNet-50 [30], DenseNet-121 [33], Inception-v4 [34], VGG-19 [35], the proposed PCCT shows consistent performance improvement on the dataset Skin198. Tests with varying output dimensions (Fig. 2) also show that the proposed PCCT is still consistently better than corresponding
TABLE V

| Methods   | ResNet-50 | DenseNet-121 | Inception-v4 | VGG-19 |
|-----------|-----------|--------------|--------------|--------|
|           | MF1       | MCP          | MCR          | MF1    | MCP    | MCR    | MF1    | MCP    | MCR    |
| BCE [30]  | 51.91     | 56.41        | 52.12        | 62.91   | 65.95   | 64.00   | 50.22   | 53.73   | 50.83   |
| (1.10)    | (1.27)    | (1.14)       | (1.37)       | (1.42)  | (1.55)  | (1.78)  | (2.00)  | (1.79)  | (1.85)  |
| WCE [5]   | 60.21     | 64.82        | 60.23        | 55.04   | 61.42   | 54.62   | 57.92   | 62.30   | 58.08   |
| (1.36)    | (1.34)    | (1.12)       | (1.74)       | (2.01)  | (1.68)  | (1.71)  | (2.04)  | (2.05)  | (2.1)   |
| OCE [31]  | 59.77     | 64.87        | 59.34        | 57.72   | 63.86   | 56.96   | 56.79   | 61.83   | 56.49   |
| (1.89)    | (2.06)    | (1.87)       | (1.91)       | (1.85)  | (1.92)  | (2.51)  | (2.70)  | (2.66)  | (2.4)   |
| WFCE [7]  | 53.28     | 58.31        | 53.34        | 43.03   | 46.70   | 44.00   | 49.88   | 53.53   | 50.44   |
| (2.65)    | (2.77)    | (2.58)       | (1.28)       | (1.08)  | (1.37)  | (2.65)  | (2.33)  | (2.86)  | (1.98)  |
| TSD [10]  | 64.23     | 67.10        | 65.62        | 62.94   | 65.99   | 64.04   | 59.49   | 62.13   | 61.01   |
| (1.54)    | (1.90)    | (1.56)       | (1.54)       | (1.47)  | (1.71)  | (1.90)  | (2.14)  | (2.06)  | (1.93)  |

PCCT       | 65.20     | 68.40        | 66.02        | 62.62   | 64.94   | 64.26   | 59.25   | 62.43   | 60.12   |
| Efficient-PCCT | 64.51 | 68.76        | 64.74        | 63.43   | 66.70   | 64.36   | 58.74   | 63.12   | 60.03   |
|            | (1.85)    | (1.80)       | (1.84)       | (2.01)  | (2.14)  | (1.98)  | (1.43)  | (2.11)  | (1.15)  |

Class-center based loss performs better than the corresponding original loss on all three datasets.

TABLE VI

| Methods     | Skin7 | Skin198 | ChestXray-COVID |
|-------------|-------|---------|-----------------|
|             | MF1   | MCP     | MCR            | MF1   | MCP    | MCR          |
| Pair-wise (original) | 84.54 | 88.95   | 81.14          | 53.87 | 60.37  | 52.59        |
| (0.71)      | (1.15) | (1.18)  | (1.61)         | (1.61) | (1.75) | (1.14)       |
| Pair-wise (class centers) | 85.81 | 88.70   | 83.53          | 64.82 | 67.51  | 66.06        |
| (1.16)      | (1.70) | (0.98)  | (2.21)         | (2.33) | (2.13) | (1.20)       |
| Quadruplet (original) | 84.42 | 89.03   | 81.15          | 63.08 | 67.59  | 63.23        |
| (1.32)      | (1.49) | (1.74)  | (1.50)         | (1.95) | (1.58) | (1.71)       |
| Quadruplet (class centers) | 86.11 | 88.79   | 84.08          | 65.00 | 67.77  | 66.11        |
| (1.21)      | (1.53) | (1.35)  | (1.83)         | (1.72) | (1.99) | (1.05)       |

Baseline methods with the same model architecture. Furthermore, when the margin $\alpha$ varies, the performance of the proposed PCCT is relatively stable on all three datasets (Fig. 3), e.g., when $\alpha$ alters from 0.1 to 0.9, the mean F1 score remains stable; its fluctuation is less than 1% on Skin7. These results are consistently supporting that the proposed two-stage PCCT method is stable and generalizable.

The role of class centers in the triplet loss is further demonstrated to be extensible to relevant metric learning, e.g., based on the pair-wise ranking loss and the quadruplet loss. As introduced in Section II-C, class centers can be easily used to replace the samples in the ranking loss and the quadruplet loss, resulting in the class-center based ranking loss and quadruplet loss respectively. As shown in Table VI, compared to the original pair-wise ranking loss and the quadruplet loss, class-center involved losses can help train better feature extractors on all three datasets. This suggests that class centers may be potentially applied in various metric learning strategies where multiple samples as training units are involved.

D. Ablation Study

Ablation studies were performed to evaluate the significance of the two stages, the sampling strategy, the triplet loss, and the trainable class centers. Experimental results demonstrates the significance of these designs.

The comparison in Table VII demonstrates the importance of the two-stage training strategy on three typical datasets (Skin7, Skin198, and ChestXray-COVID). For the effect of the first stage, performance gains on the three datasets (second VS sixth row in Table VII) consistently support that the pre-train procedure by the class-balanced triplet loss is crucial for the second-stage training by the class-center triplet loss. Compared with the only second-stage training (i.e., training the CNN feature extractor from scratch using only the class-center involved triplet loss), PCCT achieves higher performance with almost all the three metrics (MF1, MCP, and MCR) on the three datasets with the help of the class-balanced triplet sampler. On the Skin198
and ChestXray-COVID datasets, the performance improvement is more obvious. For example, on the Skin198 dataset, PCCT achieves a mean F1 score (MF1) of 65.20\%, clearly higher than only using the second stage (which results in a MF1 of 58.89\%). This demonstrates the class balancing strategy in triplet construction helps alleviate the imbalance issue. For the effect of the second stage, similar performance improvement has been observed (first v.s sixth row in Table VII), i.e., PCCT achieves higher performance with almost all three metrics on three datasets. For example, on the Skin7 dataset, PCCT achieves a mean F1 score (MF1) of 86.20\%, clearly higher than only using the first stage (which results in a MF1 of 84.02\%). This is probably because the class center-involved triplet strategy benefits triplet-based model training by avoiding anchor and positive samples to be mapped far away, which stabilizes the training when sample features show large variety in the frequent class.

To evaluate the significance of the class-balanced sampling strategy, an ablated version of the two-stage PCCT is carried out without balancing sampling strategy in the first stage, i.e., the first stage uses a random sampler to construct triplets. As shown in the third row of Table VII, the performance of this ablated version is lower than PCCT with all three metrics on the three datasets. This again shows the sampling strategy is beneficial to constructing class-balanced triplets and therefore benefits the classification performance.

For the ablation study on the triplet loss, we add an experiment by replacing the triplet loss with traditional cross-entropy loss in the two stages. As shown in Table VII (fourth row), the performance of the ablated PCCT significantly decreases, directly supporting the advantages of the proposed triplet loss in extracting discriminative feature representations and tackling the data imbalanced issue. The triplet loss directly helps samples from the same (or different) class to have similar (or dissimilar) features, which is beneficial for classification performance.

In addition, we conduct an experiment by replacing the trainable class center with traditional triplets. As shown in Table VII (fifth row), the classification performance is worse than that of the proposed PCCT, directly supporting the advantage of using class centers in triplet-based model training. Without using class centers as positives and negatives, the triplet quality may get worse because randomly selecting the positives and negatives in the triplets may result in too far anchor-positive distance, which damages the training stability.

### E. Trainable Class Centers

We compare between the computed and the trainable class centers by means of classification performance and computational time. As shown in the last two rows of Table III and

---

**Table VII**

| Methods                    | Skin7 MF1 | Skin7 MCP | Skin7 MCR | Skin198 MF1 | Skin198 MCP | Skin198 MCR | ChestXray-COVID MF1 | ChestXray-COVID MCP | ChestXray-COVID MCR |
|---------------------------|-----------|-----------|-----------|-------------|-------------|-------------|---------------------|---------------------|---------------------|
| Only first-stage          | 84.02     | 88.96     | 80.44     | 64.25       | 68.55       | 64.39       | 81.59               | 87.43               | 77.37               |
| Only second-stage         | (1.50)    | (1.85)    | (2.16)    | (1.36)      | (1.17)      | (1.31)      | (0.54)              | (2.40)              | (1.11)              |
| No balance sampling strategy | (0.96)     | (2.02)    | (0.40)    | (1.34)      | (1.54)      | (1.17)      | (4.97)              | (5.90)              | (4.68)              |
| No triplet loss           | 85.39     | 86.65     | 83.74     | 65.35       | 67.72       | 66.91       | 84.93               | 88.85               | 81.85               |
| No class centers          | (0.74)    | (1.07)    | (0.78)    | (1.30)      | (1.10)      | (1.32)      | (1.63)              | (2.80)              | (1.50)              |
| Two-stage (PCCT)          | 86.20     | 87.77     | 84.98     | 65.20       | 68.40       | 66.02       | 80.66               | 92.97               | 88.89               |

**Table VIII**

| Methods        | Skin7 | Skin198 | ChestXray-COVID |
|----------------|-------|---------|-----------------|
| Computed centers | 60    | 47      | 205             |
| Trainable centers | 45    | 38      | 154             |

The unit is second/epoch, i.e., The time consumption of training per epoch.
Table IX presents a performance comparison between different initialization methods on three datasets. It shows that the triplet loss with trainable class centers (Efficient-PCCT) performs similarly well compared to the original PCCT with computed class centers on all three datasets. However, the original PCCT needs to calculate the class centers at each training epoch, while the Efficient-PCCT simply updates the class center along with the model parameters, which is more efficient. As Table IX shows, the training time decreases by approximately 1/3 with the trainable centers. Thus, considering its feasibility and effectiveness, trainable class centers may be a better choice than the estimated class centers computed at each training epoch especially when the training dataset is large.

We further explored the effect of initialization of the trainable centers. As shown in the first three rows of Table IX, zero initialization, Gaussian initialization, and uniform initialization for the class centers do not result in significant performance changes, i.e., the trainable centers are robust to these general initialization methods. However, as shown in the last row of Table IX, after training the first stage, if the centers of each class are calculated and used as the initialization of class centers for the second stage, the performance would be higher with all three metrics on all three datasets. This demonstrates that the first stage is beneficial to classification performance of the trainable centers. In addition, the convergence performances of the four initialization methods are tested. As shown in Fig. 4, the convergence speed is not affected by the initialization methods.

F. Discussions

From the above extensive evaluations, it is clear that the proposed two-stage learning framework with certain metric learning loss is effective in handling the class-imbalance issue and outperforms widely used strong baselines under various conditions. This is consistent with the previously reported two-stage learning strategy TSD for the class imbalance issue [10]. However, different from TSD which simply trains the model (mainly the feature extractor) with cross-entropy loss at the first stage and then applies certain class re-balancing strategy at the second stage, the class-balanced triplet loss and the class-center involved triplet loss in the proposed framework can further help train a better feature extractor by enforcing more compact within-class distribution and enlarging the separation between classes. Note that the class centers in the proposed framework can be learned together with model parameters, reducing the computational cost for class center estimate during model training. Consistent with our study, one recent work [36] used class center loss to help train a feature extractor for imbalanced image classification tasks. In addition, other types of metric learning losses could be applied as well in the two-stage learning framework, e.g., using contrastive loss [21] in the first stage, which will be part of our future exploration following this study.

The proposed framework focuses on training a class-balanced feature extractor. Therefore, it is complementary to many existing strategies which focus on the input side (e.g., re-sampling) or output side (re-weighting, focal loss, etc.) of the classifier. For example, our method may be combined with existing strategies to further enlarge separation between classes, e.g., with the help of the distribution-aware margin loss [6], or combined with data augmentation techniques like Mixup to further alleviate the data imbalance between classes [37]. Although promising performance has been achieved on various imbalanced medical datasets, the proposed two-stage framework with the triplet loss has an obvious limitation, i.e., relatively longer training time compared to the single-stage methods. Although the proposed Efficient-PCCT can decrease training time in the first stage, the second stage is still relatively time consuming. Replacing the triplet loss by other types of metric learning loss (e.g., contrastive loss or graph-based loss) could largely alleviate this issue. However, it is worth noting that the inference time is determined mainly based on the model backbone and therefore inference is in general near real-time for medical diagnosis.
IV. CONCLUSION

In this paper, we propose a two-stage method PCCT to handle the class imbalance issue. PCCT consists of two novel training stages. The triplet loss with the class-balanced triplet sampler is proposed to optimize the feature extractor model in the first stage, and then the class-center involved triplet loss is proposed to further fine-tune the feature extractor in the second stage such that the distribution of each class in the feature space becomes more compact and easily separated from each other. The classification performance on imbalanced datasets, stability, and generality of the proposed PCCT on various model backbones, output sizes, and hyperparameter settings are demonstrated by extensive experiments. The class-center idea has also been easily extended to other relevant metric learning approaches. We expect that this two-stage method will help effectively develop intelligent diagnosis systems for both common and rare diseases.
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