Algebraic proof of explicit formulas of basic relative invariants of homogeneous cones
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Abstract. The aim of this paper is to give another proof to a result on the image of a homogeneous quadratic map which is positive with respect to a homogeneous cone, given by Graczyk and Ishi in 2014. The new proof depends on a purely algebraic method, whereas the original depends on analytic arguments. This enables us to give explicit formulas of the basic relative invariants of homogeneous cones, obtained by the previous paper [J. Lie Theory 24 (2014), 1013–1032] without analytic arguments.

Introduction

This paper is a continuation of our studies of homogeneous open convex cones containing no entire line (homogeneous cones for short in what follows) in [7, 8, 9, 10]. In the study of homogeneous cones, the basic relative invariants are fundamental objects from analytic and algebraic points of view (see [2, 6, 10], for example), and explicit formulas of them are given in the previous paper [8]. The proof there depends on a result obtained from Graczyk–Ishi [1] and Ishi [3], which requires analytic arguments essentially for the proof. It is however desirable to prove it without analytic arguments because homogeneous cones provide many examples of non-reductive prehomogeneous vector spaces which can be defined over not only the real field but also general algebraic number fields (see [5] for prehomogeneous vector spaces). In this paper, we give an algebraic proof to a part of the results in [1] which is sufficient to obtain explicit formulas of the basic relative invariants.

Let us describe the contents of this paper in more detail. Let $V$ be a finite dimensional real vector space with suitable inner product $\langle \cdot | \cdot \rangle_V$ and $\Omega \subset V$ an open convex cone containing no entire line. In what follows, we always assume that $\Omega$ is homogeneous, that is, the group $GL(\Omega) := \{ g \in GL(V) ; g\Omega = \Omega \}$ acts on $\Omega$ transitively. Vinberg [12] tells us that there exists a split solvable Lie subgroup $H$ of $GL(\Omega)$ acting on $\Omega$ simply transitively. In this paper, we fix such an $H$, and the action of $H$ on $V$ will be denoted by $\rho$. We decompose $V$ as $V = \bigoplus_{1 \leq j \leq k \leq r} V_{kj}$, which is the normal decomposition of $V$ with respect to a complete
orthogonal system $c_1, \ldots, c_r$ of primitive idempotents (see [1]). Let $E$ be another finite dimensional real vector space with inner product $\langle \cdot | \cdot \rangle_E$, and let $Q$ be a quadratic map on $E$ into $V$. We say that $Q$ is $\Omega$-positive if $Q[\xi] \in \Omega \setminus \{0\}$ ($\xi \in E$) whenever $\xi \neq 0$, and that $Q$ is homogeneous if for any $g \in GL(\Omega)$ there exists $A_g \in GL(E)$ such that $g(Q[\xi]) = Q[A_g \xi]$ for all $\xi \in E$. We extend $Q$ to the bilinear map by polarization in (1.5), and use the same symbol $Q$. By using inner products of $V$ and $E$, we introduce a linear map $\varphi: V \to \operatorname{Sym}(E)$ by

$$\langle \varphi(x)\xi | \eta \rangle_E = \langle Q(\xi, \eta) | x \rangle_V \quad (x \in V, \xi, \eta \in E).$$

The following theorem is what we need for the proof of explicit formulas of the basic relative invariants.

**Theorem A** (Graczyk–Ishi [1], Ishi [3]). For any $\Omega$-positive homogeneous quadratic map $Q$ on $E$, there exists a unique $\varepsilon \in \{0, 1\}^r$ such that the image $Q[E]$ of $Q$ is described as a closure of an $H$-orbit through $c_\varepsilon = \varepsilon_1 c_1 + \cdots + \varepsilon_r c_r$, that is, one has

$$Q[E] = \rho(H)c_\varepsilon.$$

The vector $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_r)$ is determined from $\dim \varphi(c_i) E$ ($i = 1, \ldots, r$) and $\dim V_{kj}$ ($1 \leq j < k \leq r$).

We note that, in that paper [1], this theorem is proved by using a theory of Laplace transforms, and valid for more general quadratic maps called virtual quadratic maps. On the other hand, for the proof of explicit formulas of the basic relative invariants, we need this theorem only for usual quadratic maps so that we are able to give a proof to this theorem without analytic arguments. We shall do so in Section 2 after preparing some terminologies and notations in Section 1.

**Acknowledgments.** The author is grateful to professor Takaaki Nomura for the encouragement in writing this paper.

1. Preliminaries

We begin this section with the definition of Vinberg algebras following Vinberg [12]. Let $V$ be a finite dimensional real vector space with a bilinear product $\triangle$. We do not assume the commutativity and the associativity of the product, and also the existence of unit element. For each $x \in V$, let $L_x$ denote the left multiplication operator $L_x y = x \triangle y$ ($y \in V$). The pair $(V, \triangle)$ is called a Vinberg algebra if the following three conditions are satisfied.

(V1) for any $x, y \in V$, one has $[L_x, L_y] = L_x \triangle y - y \triangle x$ (left symmetry)
(V2) there exists an $s \in V^*$ such that $s(x \triangle y)$ defines an inner product in $V$ (compactness)
(V3) for any $x \in V$, eigenvalues of $L_x$ are all real (normality)
Linear forms $s$ with the property $(V2)$ are said to be *admissible*. In [12], it is shown that homogeneous convex domains correspond in a one-to-one way, up to isomorphisms, to Vinberg algebras. Moreover, homogeneous convex domains are cones if and only if the corresponding algebras have a unit element.

We summarize properties of Vinberg algebras which we need later. Let $V$ be a Vinberg algebra with unit element $e_V$. We equip $V$ with an inner product $\langle \cdot | \cdot \rangle_V$ defined by an admissible linear form $s_0 \in V^*$, that is,

$$\langle x | y \rangle_V := s_0(x \triangle y) \quad (x, y \in V).$$

There exists a complete orthogonal system of primitive idempotents $c_1, \ldots, c_r$ with $c_1 + \cdots + c_r = e_V$ such that $V$ can be decomposed as

$$(1.1) \quad V = \bigoplus_{1 \leq j \leq k \leq r} V_{kj}$$

where $V_{jj} = \mathbb{R}c_j$ ($j = 1, \ldots, r$) and

$$V_{kj} = \{ x \in V; \ L_{c_j}x = \frac{1}{2}(\delta_{ij} + \delta_{ik})x \text{ and } x \triangle c_i = \delta_{ij}x \ (i = 1, \ldots, r) \}$$

for $1 \leq j < k \leq r$. According to this decomposition, we have the following multiplication rules:

$$(1.2) \quad V_{ij} \triangle V_{lk} = \{0\} \ (\text{if } i \neq k, l), \quad V_{kj} \triangle V_{ji} \subset V_{ki} \ (i \leq j \leq k), \quad V_{ji} \triangle V_{ki} \subset V_{jk} \text{ or } V_{kj} \ (\text{according to } j \leq k \text{ or } k \leq j, \text{ where } i \leq j, k).$$

Weight spaces $V_{kj}$ ($1 \leq j \leq k \leq r$) are mutually orthogonal with respect to the inner product $\langle \cdot | \cdot \rangle_V$. Note that we have $s_0(c_j) > 0$ for each $j = 1, \ldots, r$ because $s_0(c_j) = s_0(c_j \triangle c_j) = \langle c_j | c_j \rangle > 0$.

By $(V1)$ and $(V3)$, the space $\mathfrak{h} := \{L_x; \ x \in V\}$ of left multiplication operators forms a split solvable Lie algebra, which is linearly isomorphic to $V$. Let $H := \exp \mathfrak{h}$ be the connected and simply connected Lie group corresponding to $\mathfrak{h}$. Then, by [12], the $H$-orbit $\Omega$ through $e_V$ is a proper open convex cone in $V$, and $H$ acts on $\Omega$ linearly and simply transitively. By introducing lexicographic order among the subspaces $V_{kj}$, we see that every $L_x$ ($x \in V$) is simultaneously expressed by a lower triangular matrix by (1.2). Using this, we introduce a coordinate system on $H$ according to Ishi [3] Section 2] as follows. For each $h \in H$, there exist unique $t_j \in \mathbb{R}$ ($j = 1, \ldots, r$) and $L_j \in \bigoplus_{k>j} V_{kj}$ ($j = 1, \ldots, r-1$) such that

$$(1.3) \quad h = \exp(t_1L_{c_1})\exp(L_1)\exp(t_2L_{c_2})\cdots\exp(L_{r-1})\exp(t_rL_{c_r}).$$

Let $\Omega^*$ be the dual cone of $\Omega$, that is,

$$\Omega^* = \{ y \in V; \ \langle x | y \rangle_V > 0 \text{ for all } x \in \overline{\Omega} \setminus \{0\} \}.$$ 

Since $H$ acts on $\Omega^*$ simply transitively through the contragradient representation $\rho^*$ of $\rho$, we see that $\Omega^*$ is also a homogeneous cone in $V$. 


We denote by \((V, \nabla)\) the Vinberg algebra corresponding to \(\Omega^*\). Then, the following relationship holds between the products \(\triangle\) and \(\nabla\):

\[
\langle x \nabla y \mid z \rangle_V = \langle y \mid x \triangle z \rangle_V \quad (x, y, z \in V).
\]

Moreover, [8, Proposition 1.2] tells us that

\[
(1.4) \quad x \triangle y - y \triangle x = y \nabla x - x \nabla y \quad (x, y \in V).
\]

Let \(\text{Sym}(m, \mathbb{R})\) be the space of symmetric matrices of size \(m\). For \(x = (x_{ij}) \in \text{Sym}(m, \mathbb{R})\), we set

\[
x_0 := \begin{cases} 
\frac{1}{2} x_{ii} & (i = j), \\
x_{ij} & (i > j), \\
0 & (i < j),
\end{cases} \quad \overline{x} := t(x).
\]

Namely, \(x_0\) is a lower triangular matrix such that \(x_0 + \overline{x} = x\). The product of Vinberg algebra \((\text{Sym}(m, \mathbb{R}), \triangle)\) is given as

\[
x \triangle y = xy + yx \quad (x, y \in \text{Sym}(m, \mathbb{R}))
\]

whereas that of \((\text{Sym}(m, \mathbb{R}), \nabla)\) is

\[
x \nabla y = \overline{x}y + y\overline{x} \quad (x, y \in \text{Sym}(m, \mathbb{R})).
\]

Let \(\varphi\) be a linear map from \(V\) to \(\text{Sym}(m, \mathbb{R})\). The map \(\varphi\) is called a representation of \((V, \nabla)\) if \(\varphi\) is an algebra homomorphism

\[
\varphi(x \nabla y) = \overline{\varphi(x)} \varphi(y) + \varphi(y) \overline{\varphi(x)} \quad (x, y \in V)
\]

with a condition \(\varphi(e_V) = I_m\). Here, we set \(\overline{\varphi(x)} = \varphi(x)\) and \(\overline{\varphi(x)} = \varphi(x)\).

Let \(E\) be a finite dimensional vector space with an inner product \(\langle \cdot \mid \cdot \rangle_E\) and \(Q\) an \(\Omega\)-positive homogeneous quadratic map on \(E\). We extend \(Q\) (and use the same symbol) to a bilinear map \(Q: E \times E \to V\) by polarization, that is,

\[
Q(\xi_1, \xi_2) = \frac{1}{2} (Q[\xi_1 + \xi_2] - Q[\xi_1] - Q[\xi_2]) \quad (\xi_1, \xi_2 \in E).
\]

Let \(\varphi\) be a linear map from \(V\) to \(\text{Sym}(E)\) defined by

\[
(1.5) \quad \langle \varphi(x) \xi \mid \eta \rangle_E = \langle x \mid Q(\xi, \eta) \rangle_V \quad (x \in V, \xi, \eta \in E).
\]

Then, \(\varphi\) is a representation of \(\Omega^*\) in the sense of Rothaus [11], and by [11, Theorem 2], we can assume that \(\varphi\) is a representation of the Vinberg algebra \((V, \nabla)\) without loss of generality. Using this, we equip \(W := E \oplus V\) with a bilinear product \(\triangle\) by

\[
(1.6) \quad (\xi_1 + x_1) \triangle (\xi_2 + x_2) := \overline{\varphi(x_1)} \xi_2 + (2 Q(\xi_1, \xi_2) + x_1 \triangle x_2)
\]

for \(\xi_1, \xi_2 \in E\) and \(x_1, x_2 \in V\). Here, \(\triangle\) in the right hand side is the product of \((V, \triangle)\). Then, \((W, \triangle)\) is a Vinberg algebra with no unit element (cf. [7, §3]). Notice that we have \(\xi_1 \triangle \xi_2 = \xi_2 \triangle \xi_1\) for any
ξ_1, ξ_2 ∈ E. The inner product of W is defined by using the admissible linear form s_0 of V as

\begin{align}
\langle \xi_1 + x_1 | \xi_2 + x_2 \rangle_W := s_0(2Q(\xi_1, \xi_2) + x_1 \triangle x_2) \\
= \langle x_1 | x_2 \rangle_V + 2 \langle \xi_1 | \xi_2 \rangle_E.
\end{align}

Note that \|\xi\|_W^2 = 2\|\xi\|^2_E.

### 2. Algebraic proof

In this section, we give an algebraic proof to Theorem A. Let V be a Vinberg algebra corresponding to a homogeneous cone Ω of rank r, and we keep all notations from the previous sections. First, we decompose V into three subspaces as follows:

\[ V = \mathbb{R}c_1 \oplus V^{[1]} \oplus V', \quad V^{[1]} := \bigoplus_{k=2}^r V_{k1}, \quad V' := \bigoplus_{2 \leq j < k \leq r} V_{kj}. \]

If we restrict the product \(\triangle\) of V to V' (and use the same notation), then \((V', \triangle)\) is also a Vinberg algebra so that there exist a homogeneous cone Ω' corresponding to V' and a split solvable Lie group H' acting on Ω' simply transitively. As in [9, §2], each element \(h'\) in H' can be written by removing the terms corresponding to \(Rc_1\) and \(V^{[1]}\) from (1.3), that is, there exist \(h_j \in \mathbb{R}_{>0}\) (\(j = 2, \ldots, r\)) and \(v_{kj} \in V_{kj}\) (\(2 \leq j < k \leq r\)) such that

\[ h' = (\exp T_2)(\exp L_2)(\exp T_3) \cdots (\exp L_{r-1})(\exp T_r), \]

where \(T_j = (2\log h_j)L_{c_j}\) and \(L_j = \sum_{k>j} L_{v_{kj}}\). Moreover, if we set \(Q'[\xi] := \xi \triangle \xi\) for \(\xi \in V^{[1]}\), then \(Q'\) is an Ω'-positive homogeneous quadratic map on V^{[1]}.

Let Q be an Ω-positive homogeneous quadratic map on E, and \(\varphi\) the corresponding linear map \(\varphi : V \to \text{Sym}(E)\). Since \(c_1, \ldots, c_r\) satisfy \(c_j \triangle c_k = \delta_{jk}\), we see that \(\varphi(c_1), \ldots, \varphi(c_r)\) are orthogonal projection on E. By setting \(E_i := \varphi(c_i)E\) for \(i = 1, \ldots, r\), we decompose E into

\[ E = E_1 \oplus E', \quad E' = \bigoplus_{k=2}^r E_k. \]

For each \(\nu \in E\), we set \(\xi_\nu := \varphi(c_1)\nu\), the orthogonal projection of \(\nu\) to \(E_1\). We note that the Vinberg algebra \(W = E \oplus V\) can be described in a formal matrix form as

\[ W = \begin{pmatrix}
0 & E_1 & E' \\
E_1 & \mathbb{R}c_1 & V^{[1]} \\
E' & V^{[1]} & V'
\end{pmatrix}. \]

For later use, we summarize multiplication rules between the spaces \(E_1, E'\) and \(V^{[1]}\) as a lemma, which can be obtained easily from [12].
Lemma 2.1. With respect to \( E_1, E' \) and \( V^{[1]} \), one has the following multiplication table.

|       | \( E_1 \) | \( E' \) | \( V^{[1]} \) |
|-------|-----------|-----------|-------------|
| left  | \( E_1 \) | \( E' \)  | \( V^{[1]} \) |
|       | 0         | 0         | 0           |

Here, left factor of the products are placed in row entries, and right ones in column entries.

Suppose \( E_1 \neq \{0\} \). We take and fix a non-zero \( \xi \in E_1 \). Using this \( \xi \), we introduce two linear maps \( r_\xi: V^{[1]} \to E' \) and \( r_\xi^*: E' \to V^{[1]} \) by

\[
r_\xi(v) = v \triangle \xi \quad (v \in V^{[1]}), \quad r_\xi^*(a) = a \triangle \xi \quad (a \in E').
\]

**Lemma 2.2.** For any \( a \in \text{Image} \, r_\xi \) and \( b \in \ker r_\xi^*, \) one has \( a \triangle b = 0 \).

**Proof.** Since \( a \in \text{Image} \, r_\xi \), there exists \( v \in V^{[1]} \) such that \( a = r_\xi(v) = v \triangle \xi \). The condition (V1) yields that

\[
a \triangle b = (v \triangle \xi) \triangle b = (\xi \triangle v) \triangle b + v \triangle (\xi \triangle b) - \xi \triangle (v \triangle b).
\]

By Lemma 2.1, we know that \( \xi \triangle v = 0 \) and \( v \triangle b = 0 \) so that

\[
a \triangle b = v \triangle (\xi \triangle b).
\]

Since \( \xi, b \in E \), the equation (1.6) tells us that \( \xi \triangle b = b \triangle \xi = r_\xi^*(b) \), and hence we conclude \( a \triangle b = 0 \) by \( b \in \ker r_\xi^* \). \( \square \)

**Lemma 2.3.** One has \( E' = \text{Image} \, r_\xi \oplus \ker r_\xi^* \) (direct sum).

**Proof.** At first, we consider the composition \( r_\xi^* \circ r_\xi \). The left symmetry (V1) of the product yields that, for \( v \in V^{[1]} \)

\[
r_\xi^* \circ r_\xi(v) = (v \triangle \xi) \triangle \xi = (\xi \triangle v) \triangle \xi + v \triangle (\xi \triangle \xi) - \xi \triangle (v \triangle \xi).
\]

Lemma 2.1 tells us that \( v \triangle \xi \in E' \subset E \) so that (1.6) yields that

\[
\xi \triangle (v \triangle \xi) = (v \triangle \xi) \triangle \xi.
\]

Thus, since \( \xi \triangle v = 0 \) again by Lemma 2.1, we have by the left symmetry

\[
(v \triangle \xi) \triangle \xi = v \triangle (\xi \triangle \xi) - (v \triangle \xi) \triangle \xi,
\]

whence \( (v \triangle \xi) \triangle \xi = \frac{1}{2} v \triangle (\xi \triangle \xi) \). We note that \( \xi \triangle \xi = \frac{2\|\xi\|^2}{s_0(c_1)} c_1 \). In fact, Lemma 2.1 tells us that there exists a suitable number \( A \) such that \( \xi \triangle \xi = A c_1 \), and then by (1.7)

\[
A s_0(c_1) = s_0(A c_1) = s_0(\xi \triangle \xi) = \|\xi\|^2_{V} = 2\|\xi\|^2_{E}.
\]

Since \( v \triangle c_1 = v \) by definition of \( V^{[1]} \), we obtain

\[
r_\xi^* \circ r_\xi(v) = (v \triangle \xi) \triangle \xi = \frac{1}{2} v \triangle (\xi \triangle \xi) = \frac{\|\xi\|^2_{E}}{s_0(c_1)} v,
\]
that is, \( r^*_\xi \circ r_\xi \) is a scalar map. This means that \( r_\xi \) is injective while \( r^*_\xi \) is surjective. In particular, any \( x \in E' \) can be written as
\[
x = a + b \quad (a \in \text{Image} \, r_\xi, \ b \in \text{Ker} \, r^*_\xi).
\]

In fact, let \( a = \frac{s_0(c_1)}{\|c_1\|_E} r_\xi(r^*_\xi(x)) \in \text{Image} \, r_\xi \). Then, since \( r^*_\xi \) is linear and \( r^*_\xi \circ r_\xi \) is a scalar map, we have
\[
r^*_\xi(x - a) = r^*_\xi(x) - \frac{s_0(c_1)}{\|c_1\|_E} r_\xi \circ r^*_\xi(x) = r^*_\xi(x) - r^*_\xi(x) = 0,
\]
which implies \( b := x - a \in \text{Ker} \, r^*_\xi \).

Next, let us take \( x \in \text{Image} \, r_\xi \cap \text{Ker} \, r^*_\xi \). Then, Lemma 2.2 together with (1.7) tells us that
\[
\|x\|^2_W = \langle x \mid x \rangle_W = s_0(x \triangle x) = 0,
\]
whence \( \text{Image} \, r_\xi \cap \text{Ker} \, r^*_\xi = \{0\} \). Now there is nothing to prove. \( \Box \)

This lemma implies that \( \text{Image} \, r_\xi \) can be regarded as a copy of \( V^{[1]} \) in \( E' \) so that we rewrite \( \text{Image} \, r_\xi \) and \( \text{Ker} \, r^*_\xi \) as
\[
E_{V^{[1]}} = E_{V^{[1]}}(\xi) := \text{Image} \, r_\xi, \quad E_{V^{[1]}}^+ = E_{V^{[1]}}^+(\xi) := \text{Ker} \, r^*_\xi.
\]

For each \( x \in V' \), let \( \tilde{\varphi}(x) \) denote the restriction of \( \varphi(x) \) to \( E_{V^{[1]}}^+ \). Then, \((\tilde{\varphi}, E_{V^{[1]}}^+)\) is a representation of \((V', \nabla)\). In fact, Lemma 2.1 yields that \( b \triangle x = 0 \) and \( x \triangle \xi = 0 \) for \( b \in E_{V^{[1]}}^+ \) and \( x \in V' \) so that we obtain by the left symmetry (V1)
\[
(x \triangle b) \triangle \xi = (b \triangle x) \triangle \xi + x \triangle (b \triangle \xi) - b \triangle (x \triangle \xi) = x \triangle (r^*_\xi(b)) = 0,
\]
whence \( \tilde{\varphi}(x) \) preserves \( E_{V^{[1]}}^+ \) for any \( x \in V' \). Let \( \tilde{Q} \) be the corresponding quadratic map. Then, it is \( \Omega' \)-positive and homogeneous.

Let \( Q \) denote the restriction of \( \tilde{Q} \) to \( E_{V^{[1]}}^+ \), that is,
\[
\tilde{Q}[b] := Q[b] \quad (b \in E_{V^{[1]}}^+).
\]

**Lemma 2.4.** The quadratic map \( \tilde{Q} \) is \( \Omega' \)-positive and homogeneous.

**Proof.** Since \( E' \triangle E' \subset V' \), we see that \( \tilde{Q} \) is \( \Omega' \)-positive and thus we shall prove homogeneity. Since \( W' := E_{V^{[1]}}^+ \oplus V' \) is a subspace of \( W \) and \( W \) satisfies the product (1.8), it is enough to show \( V' \triangle E_{V^{[1]}}^+ \subset E_{V^{[1]}}^+ \).

By Lemma 2.1 we have \( b \triangle x = 0 \) and \( x \triangle \xi = 0 \) for \( b \in E_{V^{[1]}}^+ \) and \( x \in V' \) so that the left symmetry (V1) yields
\[
(x \triangle b) \triangle \xi = (b \triangle x) \triangle \xi + x \triangle (b \triangle \xi) - b \triangle (x \triangle \xi) = x \triangle (r^*_\xi(b)) = 0,
\]
which is what we want to prove. \( \Box \)
Proposition 2.5. For \( \nu \in E \) with \( \xi = \xi_\nu \neq 0 \), we decompose it according to the direct sum decomposition \( E = E_1 \oplus E_{V[1]} \oplus E_{V[1]}^1 \) as

\[
\nu = \xi + a + b \quad (\xi = \xi_\nu \in E_1, \ a \in E_{V[1]}, \ b \in E_{V[1]}^1).
\]

Let \( t > 0 \) and \( u \in V^{[1]} \) be

\[
e^t := \frac{2\|\xi\|_E^2}{s_0(c_1)}, \quad u := 2e^{-t/2}r_\xi^*(a) = 2\sqrt{\frac{s_0(c_1)}{2\|\xi\|_E^2}} r_\xi^*(a).
\]

Then, one has

\[
Q[\nu] = \rho(\exp L_{tc_1} \exp L_u)(c_1 + \tilde{Q}[b]).
\]

Proof. Since \( Q(\xi_1, \xi_2) \) is bilinear and symmetric, we have

\[
Q[\nu] = 2\|\xi\|_E^2 c_1 + 2\xi \triangledown (a + b) + Q[a + b] = e^tc_1 + e^{t/2} \cdot 2e^{-t/2}r_\xi^*(a) + Q[a] + \tilde{Q}[b].
\]

On the other hand, we have for general \( t' \in \mathbb{R}, \ v \in V^{[1]} \) and \( w \in V' \)

\[
\rho(\exp L_{tc_1} \exp L_{v'}) (c_1 + w) = e^{t'} c_1 + e^{t'/2} v' + (\frac{1}{2} v' \triangledown v' + w).
\]

These observations tell us that it is enough to show \( \frac{1}{2} u \triangledown u = Q[a] \).

Since \( a \in E_{V[1]} \), there exists a unique \( v \in V^{[1]} \) such that \( a = v \triangledown \xi \).

Recalling that \( r_\xi^* \circ r_\xi \) is a scalar map as in the proof of Lemma 2.3, we have

\[
\frac{e^{t/2}}{2} u = a \triangledown \xi = (v \triangledown \xi) \triangledown \xi = r_\xi^* \circ r_\xi(v) = \frac{\|\xi\|_E^2}{s_0(c_1)} v = \frac{e^t}{2} v.
\]

This implies that \( u = e^{t/2} v \) and hence by definition of \( v \) we obtain

\[
(2.2) \quad u \triangledown \xi = e^{t/2} v \triangledown \xi = e^{t/2} a.
\]

On the other hand, the left symmetry (V1) yields that

\[
u \triangledown u = 2e^{-t/2} u \triangledown (a \triangledown \xi) = 2e^{-t/2} (a \triangledown (u \triangledown \xi) + (u \triangledown a) \triangledown \xi - (a \triangledown u) \triangledown \xi),
\]

and since \( a \triangledown a = a \triangledown u = 0 \) by Lemma 2.1, we obtain by (2.2)

\[
\frac{1}{2} u \triangledown u = e^{-t/2} a \triangledown (u \triangledown \xi) = a \triangledown a = Q[a],
\]

which proves the proposition. \( \square \)

We now start giving another proof to Theorem A. It is proceeded by the induction on rank \( r \). If \( r = 1 \), then there is nothing to prove. Therefore, let \( r \geq 2 \) and assume that the theorem holds for \( r - 1 \). Assume that \( E_1 = \{0\} \). Then, \( Q \) is an \( \Omega^* \)-positive homogeneous quadratic map so that by the induction hypotheses there exists \( \varepsilon' = \varepsilon'(\varepsilon_2, \ldots, \varepsilon_r) \) such that \( Q[E] = \rho(H')e_{\varepsilon'} \). It can be embedded in \( V \) by \( Q[E] = \rho(H)e_\varepsilon \) with \( \varepsilon := \varepsilon'(0, \varepsilon') \), and hence in this case the theorem holds. In what follows, let us consider the case \( E_1 \neq \{0\} \). Take and fix an arbitrary
\( \nu \in E \). If \( \xi = \xi_\nu = 0 \), then we take and fix a non-zero element \( \eta \in E_1 \). For an integer \( n \in \mathbb{N} \), we introduce a sequence \( \{ \nu_n \} \) in \( E \) by

\[
\nu_n = \xi_n + a + b, \quad \xi_n = \begin{cases} \xi \\ \frac{1}{n} \eta \end{cases} (\xi \neq 0)
\]

where \( a \in E_{V^{|[1]}(\xi_n)} \) and \( b \in E_{V^{|[1]}(\xi_n)}^\perp \). Note that the spaces \( E_{V^{|[1]}(\xi_n)} \) and \( b \in E_{V^{|[1]}(\xi_n)}^\perp \) do not depend on the choice of \( n \) and hence so are \( a, b \), but they depend on the choice of \( \eta \). Since \( \xi_n \neq 0 \), we can apply Proposition 2.5 to \( \nu_n \) so that

\[
Q[\nu_n] = \rho(\exp L_{t_n c_1} \exp L_{u_n})(c_1 + \tilde{Q}[b])
\]

where \( e^n = \frac{2 \| \xi \|^2}{\text{so}(c_1)} \) and \( u_n = 2e^{-n/2}r^*_\xi_n(a) \). Since \( \tilde{Q} \) is an \( \Omega' \)-positive homogeneous quadratic map on \( E_{V^{|[1]}(\xi_n)}^\perp \) by Lemma 2.4, the hypotheses of the induction shows that the image of \( \tilde{Q} \) can be described as a closure of an \( H' \)-orbit, that is, there exists a unique \( \epsilon' = t(\epsilon_2, \ldots, \epsilon_r) \in \{0, 1\}^{r-1} \) such that

\[
\tilde{Q}[b] \in \overline{\rho(H')c_{\epsilon'}} \quad (c_{\epsilon'} := \epsilon_2 c_2 + \cdots + \epsilon_r c_r)
\]

for all \( b \in E_{V^{|[1]}(\xi_n)}^\perp \). Note that \( \epsilon' \) is determined by \( \dim \varphi(c_j)E_{V^{|[1]}} \) and by \( \dim V_{h_1} (j = 2, \ldots, r) \) and by \( \dim V_{h_1} (2 \leq j < k \leq r) \). This means that we can choose a sequence \( \{ h'_n \}_{n=1,2,\ldots} \) in \( H' \) to be

\[
\lim_{n \to +\infty} \rho(h'_n) c_{\epsilon'} = \tilde{Q}[b] \quad \text{so that we have}
\]

\[
c_1 + \tilde{Q}[b] = \lim_{n \to +\infty} (c_1 + \rho(h'_n) c_{\epsilon'}) = \lim_{n \to +\infty} \rho(h'_n)(c_1 + c_{\epsilon'}).
\]

Here, we use a fact \( \rho(h')c_1 = c_1 \) for \( h' \in H' \) in the last equality. Thus, if we put

\[
h_n := (\exp L_{t_n c_1}) (\exp L_{u_n}) h'_n \in H \quad \text{and} \quad \epsilon = t(1, \epsilon_2, \ldots, \epsilon_r) \in \{0, 1\}^r,
\]

then we obtain by continuity of \( Q \) and by an obvious fact \( \lim_{n \to +\infty} \xi_n = \xi \)

\[
Q[\nu] = \lim_{n \to +\infty} Q[\nu_n] = \lim_{n \to +\infty} \rho(\exp L_{t_n c_1} \exp L_{u_n}) \rho(h'_n)(c_1 + c_{\epsilon'})
\]

\[
= \lim_{n \to +\infty} \rho(h_n)c_{\epsilon'}.
\]

whence \( Q[\nu] \in \overline{\rho(H)c_{\epsilon}} \) for any \( \nu \in E \). Notice that the value \( \epsilon_1 \) is determined according to \( \dim E_1 = 0 \) or not.

At last, we need to show that \( \epsilon \in \{0, 1\}^r \) above does not depend on the choice of \( \nu \). Let us take two elements \( \eta_1, \eta_2 \in E_1 \), and set

\[
E_k(\eta_i) := \text{Image } (r_{\eta_i}|_{V_{h_1}}) \quad (i = 1, 2).
\]

Then, as similar to the proof of Lemma 2.3, the space \( E_k(\eta_i) \) for each \( \eta_i \) is linearly isomorphic to \( V_{h_1} \) through \( r_{\eta_i}|_{V_{h_1}} \) so that we have \( \dim E_k(\eta_1) = \dim E_k(\eta_2) \). Since we have shown in the above arguments that \( \epsilon_1, \ldots, \epsilon_r \) are determined by \( \dim \varphi(c_j)E_{V^{|[1]}} \) and \( \dim \varphi(c_j)E - \dim V_{h_1} \)
$(j = 2, \ldots, r)$ and by $\dim V_{k,j}$ $(2 \leq j < k \leq r)$, the vector $\varepsilon$ does not depend on the choice of $\eta$ and hence we have finished the proof. \hfill \square
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