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ABSTRACT
For modern IC design, electromagnetic coupling among interconnect wires plays an increasingly important role in signoff analysis. The requirement of fast and accurate capacitance extraction is becoming more and more urgent. The critical step of extracting capacitance among interconnect wires is solving electric field. However, due to the high computational complexity, solving electric field is extreme timing-consuming. To improve computational efficiency, we propose a Galerkin boundary element method (GBEM) to extract capacitance. The advantage of this method is that it can greatly reduce the number of boundary elements on the premise of ensuring that the error is small enough. As a consequence, the matrix order of the discretization equation will also decrease. The experiments in this paper have proved this advantage of our algorithm. Moreover, we have took advantage of some mathematical theorems in this paper. Our attempt shows that there will be more connections between the capacitance extraction and some mathematical conception so that we can use more mathematical tools to solve the problems of capacitance extraction.
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1 INTRODUCTION
With the feature size of integrated circuit scaling down, the coupling capacitance of interconnect wires is making more and more significant impact on circuit performance. The most of existed mature technologies of field solver are based on numerical approach. There are mainly several capacitance extraction methods which are the finite difference method (FDM), the finite element method (FEM), the boundary element method (BEM) and the floating random walk (FRW) method. These methods are called field solver and their characteristics are summerized in Table\textsuperscript{1}.

|                | FDM or FEM | BEM | FRW |
|----------------|------------|-----|-----|
| Equation form  | differential | integral | integral |
| Discretization mode | domain discretization | boundary discretization | – |
| Generating Matrix | large and sparse | small and dense | – |
| Parallelism    | bad | bad | good |
| Convergence rate | rapid | rapid | slow |
| Main error source | discretization | discretization | random |
| adaptability to complex structure | good | bad | bad |

Table 1: Features of different Field Solver.

The FEM and the FDM are classified as the domain discretization method. It usually produces a sparse matrix with large order, see \cite{14}.

In 3-D capacitance extraction, because the order of the matrix increase rapidly, the speed of this method is limited. However, the domain discretization method is well established, thus this method is also used by some software.

The FRW algorithm for capacitance extraction, presented as a 2-D version, was proposed in 1992 \cite{2}. Its idea is to convert the calculation of conductor charge to the Monte Carlo integration performed with FRWs. The random walk method is advantageous in parallelism over the traditional methods, see \cite{12}. Recently, the FRW method has been made a lot of progress. However, unlike the classical analytic method, the error of FRW is random.

The boundary element method only needs to discretize the boundary, thus the matrix order produced by the BEM is smaller than that produced by the FDM. However, the matrix obtained by the BEM is not sparse and a lot of time is spent in calculating the matrix elements. An progress we will mention is the quasi-multiple medium (QMM) method \cite{10}. By adding dielectric interfaces, the order of the coefficient matrix produced by the QMM method increases slightly but the matrix becomes sparse. In contrast, we will introduce our ideas to reduce the order of the matrix.

The Garlerkin method for the Laplace equation has been studied in Mathematics for a long time, see \cite{7}. Its advantage is that it has an error estimation which can guide us to partition the boundary. With this guidance, we only need a small number of boundary elements to obtain high accuracy. However, the matrix elements obtained from the Garlerkin method is complicated. In fact, we’ll find that we have to deal with quadruple integrals. To make the algorithm faster, we will provide our suggestion about the calculation of the matrix elements.

The main contributions of the GBEM are summarized as follows:

• We use the Galerkin method to improve the boundary element method of the capacitance extraction.
• We achieve a theoretical error estimation for the single dielectric case. The error estimation is obtained by several theorems of the Garlerkin method and integral operators involved in the boundary integral equation.
• With the guide of our error estimation, we develop a boundary partition scheme. This boundary partition strategy can largely reduce the number of boundary elements and ensure sufficient accuracy.
• Numerical experiments show that, our approach can obtain accurate results with much fewer boundary elements.

The remainder of this paper is organized as follows. In Section 2 we provide the basic conception of the boundary element method. In Section 3 we propose the Galerkin boundary element method and provide our suggestion about calculating matrix elements for the single dielectric case. In Section 4 we discuss the multi-dielectric case. Section 5 shows experimental results.
2 PRELIMINARIES

In this section, we formulate the capacitance extracting problem.

2.1 Problem Statement

In each dielectric region $\Omega_a$, the electric potential $u_a$ satisfies the Laplace equation

\[
\begin{align*}
\nabla^2 u_a &= 0 \text{ in } \Omega_a \\
u_a &= 1 \text{ on the main net} \\
u_a &= 0 \text{ on other nets and the Dirichlet boundary} \\
\frac{\partial u_a}{\partial n} &= 0 \text{ on the Neumann boundary}.
\end{align*}
\]

Let $q_a$ and $q_b$ be the normal electric field intensity in regions $\Omega_a$ and $\Omega_b$, respectively. On the dielectric interface $\Gamma_{ab}$ of two dielectric regions $\Omega_a$ and $\Omega_b$, the compatibility equation holds:

\[
\varepsilon_a q_a = -\varepsilon_b q_b
\]
\[
u_a = u_b.
\]

Using Green’s identity, we have the following integral equation:

\[
\sigma(x)u_a(x) + \int_{\partial \Omega_a} q^*(x, y)u_a(y)d\Gamma(y) = \int_{\partial \Omega_a} u^*(x, y)q_a(y)d\Gamma(y),
\]

where

\[
q^*(x, y) = \frac{(x - y, n_y)}{4\pi|x - y|^3}, \quad u^*(x, y) = \frac{1}{4\pi|x - y|}
\]

and $\sigma(x)$ satisfies $\sigma(x) = \frac{1}{2}$ for almost all $x \in \Gamma$.

2.2 Classical Boundary Method

The classical boundary element method employs boundary element partition and evaluating the boundary integral equation at collocation points, one for an element. The discretized boundary integral equation in the region $\Omega_a$ is

\[
\sigma(x)u(x) + \sum_j \int_{I_j} q^*(x, y)d\Gamma(y)u_j = \sum_j \int_{I_j} q(y)d\Gamma(y)q_j,
\]

see [13]. Combining this with the compatibility equation, the electric field intensity on each element can be obtained.

3 SINGLE DIELECTRIC CASE

3.1 Linear Equation

In this section, we discuss the single dielectric case with the Dirichlet boundary condition

\[
u = 0 \text{ on the outer boundary of the dielectric}.
\]

Due to the boundary conditions, we have

\[
\sigma(x)u(x) + \int_{\partial \Omega_a} q^*(x, y)d\Gamma(y) = \int_{\partial \Omega} u^*(x, y)q(y)d\Gamma(y),
\]

where $-\partial \Omega$ represents the boundary of the main net and the normal vectors point to the internal side of the main net.

If $x$ is on the main net, we have

\[
\frac{1}{2} - \int_{\partial \Omega} q^*(x, y)d\Gamma(y) = 0 \quad (\text{for almost all } x \in \partial \Omega).
\]

In the inner side of the main net, we suppose there is an electric potential $v$ which equals to 1 every where. Using Gauss’s theorem, we get

\[
\sigma(x)v(x) + \int_{\partial \Omega} q^*(x, y)v(y)d\Gamma(y) = 0.
\]

Thus

\[
\frac{1}{2} + \int_{\partial \Omega} q^*(x, y)d\Gamma(y) = 0 \quad (\text{for almost all } x \in \partial \Omega).
\]

To summarize, we have

\[
\int_{\partial \Omega} u^*(x, y)q(y)d\gamma(y) = f_0(x),
\]

where

\[
f_0(x) = \begin{cases} 1 & \text{if } x \text{ is on } \partial \Omega \\ 0 & \text{otherwise} \end{cases}
\]

To solve $q$, we need to partition the boundary into finite pieces. We suppose $\partial \Omega = \bigcup_j I_j$ and use $q_j$ to approximate $q(x)$ when $x \in I_j$, then we get the following equation:

\[
\sum_j \int_{I_j} u^*(x, y)d\Gamma(y)q_j = f_0(x).
\]

Integrating both sides over $I_i$, we get

\[
\sum_j \int_{I_i} u^*(x, y)d\Gamma(y)\Gamma(x)q_j = \int_{I_i} f_0(x)d\Gamma(x)
\]

and

\[
\sum_j \frac{1}{|I_j|} \int_{I_i} u^*(x, y)d\Gamma(y)\Gamma(x)q_j|_{I_j} = \frac{1}{|I_i|} \int_{I_i} f_0(x)d\Gamma(x),
\]

where $|I_j|$ is the area of $I_j$.

Let

\[
A = \left\{ \frac{1}{|I_j|} \int_{I_i} u^*(x, y)d\Gamma(y)\Gamma(x) \right\}_{I_j}, \quad b = \left\{ \frac{1}{|I_i|} \int_{I_i} f_0(x)d\Gamma(x) \right\}. \tag{3}
\]

\[
X = \left\{ q_j |_{I_j} \right\} \quad \text{and} \quad B = \left\{ \frac{1}{|I_i|} \int_{I_i} f_0(x)d\Gamma(x) \right\} .
\]
Then, we obtained a linear equation
\[ Ax = b. \] (4)
Once we solved this equation, the electric charge on the net n we obtained is given by
\[ \hat{Q}_n = \sum_{I_j \subset \partial \text{net} n} q_j |I_j|, \] (5)
where ε is the dielectric constant. To solve the equation (4), we need to know more about the information of the matrix A. It is easy to see that A is symmetric. In fact, we can show that A is positive definite. Moreover, we will give an error estimation of the electric charge on each net, through this estimation we will state our strategy of how to partition the boundary.

### 3.2 Error Estimation
To achieve our goals, we need two theorems. Let V be an operator such that
\[ Vq(x) = \int_{\partial \Omega} u^*(x, y)q(y)d\Gamma(y). \]

**Theorem 1.** [Theorem 6.22] If the dimension of the region is three, then the operator V is elliptic on the Sobolev space $H^{-1/2}(\partial \Omega)$, i.e. \((Vg, g) \geq c\|g\|_{H^{-1/2}(\partial \Omega)}^2\) for all $g$ in $H^{-1/2}(\partial \Omega)$.

By Theorem 1, we know that the operator V is positive definite, thus the matrix A defined via (3) is positive definite. Once the matrix is symmetric and positive definite, the Cholesky decomposition is an efficient way to solve equation (3).

**Theorem 2.** [Lemma 8.1] If V is a bounded operator from Banach space $X$ to its dual space $X'$ and elliptic operator on $X$. Let $q$ be a solution of the equation
\[ Vq = f \text{ given } f \in X'. \]
Let $X_m$ be a finite dimensional subspace of $X$, and $q' \in X_m$ be the solution of following equation
\[ \langle Vq', p \rangle = \langle f, p \rangle \text{ for all } p \in X_m. \] (6)
We have
\[ \|q - q'\|_X \leq C \inf_{p \in X_m} \|q - p\|_X. \]

Equation (6) is called Galerkin Method. To apply Theorem 2, Let $X_m$ the linear span of functions \[ \{ \frac{X_l}{|I_l|}, \frac{\partial X_l}{\partial r} \}, \]
where
\[ X_l(x) = \begin{cases} 1 & \text{if } x \text{ is on } I_l, \\ 0 & \text{otherwise}. \end{cases} \]
Thus $X_m$ is a finite dimensional subspace of $H^{-1/2}(\partial \Omega)$. Then (2) is equivalent to
\[ \langle Vq', \frac{X_l}{|I_l|} \rangle = \langle f, \frac{X_l}{|I_l|} \rangle. \]
Since $q' \in X_m$, we suppose $q' = \sum_j c_j X_l$. Thus
\[ \sum_j \frac{1}{|I_l|} \frac{1}{|I_j|} \int_{I_j} \int_{I_l} u^*(x, y)d\Gamma(y)c_j |I_j| = \langle f, \frac{X_l}{|I_l|} \rangle. \]

Comparing this equation with (2), we know that equation (2) coincides with the Galerkin method (6) and the relationship is given by
\[ q' = \sum_j q_j X_l, \]
where $q'$ is the solution of the Galerkin method (6) and \(\{ q_j \}\) comes from (3). We will use this relationship to provide an error estimation of our method.

**Proposition 1.** Let $Q_n$ be the electric charge on the net n. Let $Q'_n$ be the electric charge on the net n given by (3). The projection of $q \in H^{-1/2}(\partial \Omega)$ into $X_m$ is given by
\[ p_m q = \sum_j \frac{1}{|I_j|} \int_{I_j} q(x)d\Gamma(x)X_l, \]
then there is a constant such that
\[ |Q_n - Q'_n| \leq C\|q - p_m q\|_{L^2(\partial \Omega)}. \]
If the tangential derivative of q exists, we further have
\[ |Q_n - Q'_n| \leq C \sup_j \left| |I_j| \sup \frac{\partial q}{\partial r}(x) \right|. \]

**Proof:** Based on Gauss’s Theorem, we have
\[ |Q_n - Q'_n| = c \int_{\partial \text{net} n} q(x)d\Gamma(x) \leq \sum_{I_j \subset \partial \text{net} n} e_j |I_j| \]
\[ = c \int_{\partial \text{net} n} q(x)d\Gamma(x) \]
\[ = c (\|q(x) - q'(x)\|_{H^{-1/2}(\partial \Omega)} + \|\chi_{\partial \text{net} n}\|_{H^{1/2}(\partial \Omega)}) \]
\[ \leq c (\|q(x) - q'(x)\|_{H^{-1/2}(\partial \Omega)} + \|\chi_{\partial \text{net} n}\|_{H^{1/2}(\partial \Omega)}) \]
\[ \leq c (\|q(x) - q'(x)\|_{H^{-1/2}(\partial \Omega)} + \|\chi_{\partial \text{net} n}\|_{H^{1/2}(\partial \Omega)}) \]
\[ = c (\|\chi_{\partial \text{net} n}\| \cdot \|q - q'\|_{H^{-1/2}(\partial \Omega)}). \]
Using Theorem 2 we obtain
\[ c (\|\chi_{\partial \text{net} n}\| \cdot \|q - q'\|_{H^{-1/2}(\partial \Omega)}) \leq C c (\|\chi_{\partial \text{net} n}\| \inf_{p \in X_m} \|q - p\|_{H^{-1/2}(\partial \Omega)}). \]
Thus
\[ |Q_n - Q'_n| \leq C c (\|\chi_{\partial \text{net} n}\| \inf_{p \in X_m} \|q - p\|_{H^{-1/2}(\partial \Omega)}), \]
\[ \leq C c (\|\chi_{\partial \text{net} n}\| \sup_{p \in X_m} \|q - p\|_{L^2(\partial \Omega)}), \]
\[ = C c (\|\chi_{\partial \text{net} n}\| \|q - p_m q\|_{L^2(\partial \Omega)}). \]
Further, if the tangential derivative of q exists, then
\[ |Q_n - Q'_n| \leq C c (\|\chi_{\partial \text{net} n}\| \inf_{p \in X_m} \|q - p\|_{H^{-1/2}(\partial \Omega)}), \]
\[ \leq C c (\|\chi_{\partial \text{net} n}\| \sup_{p \in X_m} \|q - p\|_{L^2(\partial \Omega)}), \]
\[ = C c (\|\chi_{\partial \text{net} n}\| \|q - p_m q\|_{L^2(\partial \Omega)}). \]

to complete the proof. \( \square \)

**Proposition 2** tells us the error of the electric charge on each net. Since the capacitance of the main net is given by $C_1 = Q_1$ and the coupling capacitance between the main net and the net $n$ is given by $C_n = Q_n$, we obtained the error estimation of each capacitance.
To understand this proposition, we need some discussion. **Proposition 2** tells us that the error is dominated by the area of the boundary.
element times the derivative of the electric field intensity on that element. On the other hand, the boundary conditions tell us that the main net has electric potential 1 and other boundaries have electric potential 0, thus the derivative of the electric field intensity decreases rapidly as the distance to the main net increases. Thus, for the boundary element which is far away from the main net, the area of the boundary element can be very large due to the derivative of the electric potential is small. As a result, for the boundary element which is far away from the main net, we only need to partition it into several pieces. That is the reason that this method can reduce the number of boundary elements. Next, we will provide several formulas for the boundary partition strategy.

### 3.3 Partition Boundary

We suppose all conductors are construct by cuboid. If a conductor is a trapezoid, we use several cuboids to approximate it, see figure 2.

Our boundary element partition strategy is based on the Proposition [2].

If we want to make the error small, we need to partition \( \partial \Omega \) such that

\[
|I_j| \sup_{x \in I_j} \frac{\partial q}{\partial \tau}(x) \leq c
\]

for some constant \( c \) which is small. That is to say we want

\[
|I_j| \leq \frac{c}{\left( \sup_{x \in I_j} \frac{\partial q}{\partial \tau}(x) \right)}.
\]

Because the region is irregular, it’s very hard to obtain priori estimates of \( \frac{\partial q}{\partial \tau}(x) \). However, we can take a physical approximation from the boundary conditions of the capacitance extraction problem.

According to the boundary conditions, the electric potential of the main net is 1 and the electric potential of the rest boundary is 0. Thus, the electric field intensity decreases as the distance to the main net increases. We can imagine that if the boundary is far away from the main net, then \( \frac{\partial q}{\partial \tau}(x) \) is small, as a consequence the area of the responding boundary element can be large. If \( x \) is far away from the main net, then we can regard the main net as a ball with radius \( r \) and center \( x_0 \). If the electric potential of the ball is 1, then the electric field density of point \( x \) is given by

\[
p(x) = \frac{r^2}{|x-x_0|^2} \cdot \frac{x-x_0}{|x-x_0|}.
\]

Thus we have

\[
\frac{\partial q}{\partial \tau}(x) \leq \frac{C}{|x-x_0|^3}.
\]

(7)

Our partition strategy for the boundary which is far away from the main net is based on equation (7).

Now, we propose our strategy of partition. Let \( p_1, p_2, p_3, p_4, p_5 \) are parameters which can be choose for different cases.

If the distance between the boundary and the main net is less than \( p_5 \), then we partition it into rectangles \( \{I_j\} \) such that

\[
|I_j| \leq p_4.
\]

If the distance of the boundary is larger than \( p_5 \), then we partition it into rectangles \( \{I_j\} \) such that

\[
|I_j| \leq p_4 \cdot p_3 \cdot (d_{ij}/p_5)^3,
\]

where \( d_{ij} \) is the distance between \( I_j \) and the main net. Due to the electric field shielding effect, if the boundary is back to the main net then we set \( p_4 = p_1 \cdot p_2 \). If the boundary faces to the main net, we set \( p_4 = p_1 \). Here \( p_2 \) is usually larger than 1.

![Figure 2: Using cuboid to approximate trapezoid.](Image)

**Figure 3: Different boundary location**

### 3.4 Matrix Element

The Galerkin method has brought us both a benefit and a trouble. The benefit is that the number of boundary elements is reduced. The trouble is that the matrix elements are complicated. The matrix elements are given by

\[
a_{i,j} = \frac{1}{|I_i|} \frac{1}{|I_j|} \int_{I_i} \int_{I_j} u^*(x,y)\Gamma(y)\Gamma(x)\ dx\ dy
\]

\[
= \frac{1}{4\pi|I_i||I_j|} \int_{I_i} \int_{I_j} \frac{1}{|x-y|}d\Gamma(y)\Gamma(x).
\]

Since \( I_i \) and \( I_j \) are rectangles, this integral is actually a quadruple integral. Directly using numerical integration to calculate \( a_{i,j} \) will take a lot of time. Thus we have to use some tricks.

To handle the integral, we need a notation. If \( f(x) \) is a function, we denote

\[
D_x(x_u, x_d)f(x) = f(x_u) - f(x_d)
\]

and

\[
D_{x_1, \ldots, x_n}(x_{1u}, x_{1d}, \ldots, x_{nu}, x_{nd}) = D_{x_1}(x_{1u}, x_{1d})D_{x_2}(x_{2u}, x_{2d}, \ldots, x_{nu}, x_{nd}).
\]

Let \( \vec{n}(I_i) \) and \( \vec{n}(I_j) \) be the normal vector of \( I_i \) and \( I_j \) respectively. If \( \vec{n}(I_i) \) is parallel to \( \vec{n}(I_j) \), suppose

\[
I_i = \{ (x_1, x_2, x_3) : x_{id} \leq x_1 \leq x_{1d}, x_{3d} \leq x_2 \leq x_{3d} \}
\]

\[
I_j = \{ (y_1, y_2, y_3) : y_{id} \leq y_1 \leq y_{1d}, y_{3d} \leq y_2 \leq y_{3d}, y_3 \leq y_{3d} \}.
\]

(8)
Let $b = x_3 - y_3$. Then
\[
\int_{l_1} \int_{l_2} \frac{1}{|x - y|} d\Gamma(y) \Gamma(x) = \int_{x_1} x_{2u} \gamma_{1u} \int_{y_{1d}} y_{2u} \int_{y_{1d}} \frac{1}{(1 - y_1)^2 + (x_2 + y_2)^2 + b^2} dy_2 dy_1 dx_2 dx_1
\]
\[
= \int_{x_1} x_{2u} \gamma_{1u} \int_{y_{1d}} y_{2u} \int_{y_{1d}} \frac{1}{(1 - y_1)^2 + (x_2 + y_2)^2 + b^2} dy_2 dy_1 dx_2 dx_1
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}) \left( \int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} y_{2u} \int_{y_{1d}} \frac{1}{(1 - y_1)^2 + (x_2 + y_2)^2 + b^2} dy_2 dy_1 dx_2 \right)
\]
\[
(x_1 + y_1) \ln \left( (x_1 + y_1) + \sqrt{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2} \right) dy_2 dx_2
\]
\[
- \int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2.
\]

On one hand we have
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}) G_1 (x_2 + y_2),
\]
where
\[
G_1 (u) = 
\frac{a}{2} u^2 \ln |a + \sqrt{a^2 + u^2}| - \frac{3a^2 u^2}{4} - \frac{a^2}{2} \sqrt{u^2 + a^2} + a^2 u \ln (u + \sqrt{u^2 + a^2}).
\]

On the other hand
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}) G_2 (x_2 + y_2),
\]
where
\[
G_2 (u) = \frac{1}{6} \left( u^2 + a^2 \right)^{3/2} + \frac{a^2}{2} u \ln (u + \sqrt{u^2 + a^2}) - \frac{a^2}{2} \sqrt{u^2 + a^2}.
\]

Using (9) and (10) we can obtain the analytic expression of $a_{ij}$ in the case of $\pi_i(l_i)$ is parallel to $\pi_i(l_j)$ and $x_3 - y_3 = 0$.

If $x_3 - y_3 \neq 0$, we can’t obtain an analytic expression of $a_{ij}$. Thus we have to use numerical integral. To speed up, we need to transform the double integral into a single integral. If $G(u)$ is a function, then
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}) G_1 (x_2 + y_2),
\]
where
\[
G_1 (u) = 
\frac{a}{2} u^2 \ln |a + \sqrt{a^2 + u^2}| - \frac{3a^2 u^2}{4} - \frac{a^2}{2} \sqrt{u^2 + a^2} + a^2 u \ln (u + \sqrt{u^2 + a^2}).
\]

On the other hand, we have
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}) G_2 (x_2 + y_2),
\]
where
\[
G_2 (u) = \frac{1}{6} \left( u^2 + a^2 \right)^{3/2} + \frac{a^2}{2} u \ln (u + \sqrt{u^2 + a^2}) - \frac{a^2}{2} \sqrt{u^2 + a^2}.
\]

Using (11), we can calculate $a_{ij}$ by numerical integral.

If $\hat{R}(l_i)$ is orthogonal to $\hat{R}(l_j)$, we suppose
\[
l_i = \{(x_1, x_2, x_3) : x_1 \leq x_2 \leq x_1 \leq x_1 \leq x_3 \leq x_3 \leq x_3 \leq x_3 \leq x_3 \}
\]
\[
l_j = \{(y_1, y_2, y_3) : y_1 \leq y_1 \leq y_1 \leq y_1 \leq y_2 \leq y_2 \leq y_2 \leq y_2 \leq y_2 \}.
\]

Let $\tilde{y}_{2u} = y_{2u} - x_2$, $\tilde{y}_{2d} = y_{2d} - x_2$, $\tilde{x}_{3u} = x_{3u} - y_3$ and $\tilde{x}_{3d} = x_{3d} - y_3$.

\[
\int_{l_1} \int_{l_2} \frac{1}{|x - y|} d\Gamma(y) \Gamma(x) = \int_{x_{1u}} x_{2u} \gamma_{1u} \int_{y_{1d}} y_{2u} \int_{y_{1d}} \frac{1}{(1 - y_1)^2 + (x_2 + y_2)^2 + b^2} dy_2 dy_1 dx_2 dx_1
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}),
\]
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= D_{x_1, y_1} (x_{1u}, x_{2d} - y_{1u} - y_{2d}) (x_1 + y_1) \ln \left( (x_1 + y_1) + \sqrt{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} \right) dy_2 dx_2.
\]

On one hand
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= \int_{x_{2u}} D_y (y_{2u}, y_{2d}) G_3 (x, y) dx,
\]
where
\[
G_3 (x, y) = \frac{y}{2} \sqrt{y^2 + x^2 + a^2} + \frac{x^2 + a^2}{2} \ln \left| y + \sqrt{y^2 + x^2 + a^2} \right|
\]

On the other hand, we have
\[
\int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \int_{y_{1d}} \frac{1}{(x_1 + y_1)^2 + (x_2 + y_2)^2 + b^2^2} dy_2 dx_2
\]
\[
= D_y (y_{2u}, y_{2d}) \int_{y_{2d}} \frac{y_{2u}}{2} \ln \left| a + \sqrt{a^2 + y^2 + x^2} \right| dx
\]
\[
+ D_y (y_{2u}, y_{2d}) \int_{x_{2d}} \frac{y_{2u}}{2} \ln \left| a + \sqrt{a^2 + y^2 + x^2} \right| dy
\]
\[
+ \frac{1}{2} \int_{x_{2u}} x_{2d} - y_{1u} - y_{2d} \left( a - \frac{a^2}{\sqrt{a^2 + y^2 + x^2}} \right) dy_2 dx_2.
\]

To summarize, we can calculate $a_{ij}$ by several single numerical integrals or analytic expression. We used the Romberg quadrature formula to calculate each numerical integral in our program.

4 MULTI-DIELECTRIC CASE

4.1 Linear Equation

In this section, we discuss the multi-dielectric case. Due to equation (11), we have
\[
\sigma(x) u_a(x) + \int_{\partial A_a} q^*(x, y) u_a(y) d\Gamma(y) = \int_{\partial A_a} u^*(x, y) q_a(y) d\Gamma(y),
\]
holds for $x \in \Omega_a$. We partition the boundary such that $\partial \Omega_a = \bigcup_j l_j$. Taking integral over $l_j$ on both side and approximating $q_a(y)$ and $u_a(y)$
on each element with constant, we then obtain
\[
\frac{1}{2} \mathbf{I}_n u_{d} d \Gamma(x) + \sum_k \int \int u^* (x, y) d \Gamma(y) d \Gamma(x) u_{a,k}
\]
\[
= \sum \int \int u^* (x, y) d \Gamma(y) d \Gamma(x) q_{a,j}
\]

We have obtained a linear equation. In the multi-dielectric case the
operators in the equation above may not be elliptic operators, thus we
don’t have an error estimation. In fact, this problem can be solved via
elliptic operators and that method can also give us an error estimation.
However, the computational complexity of that algorithm is too high,
so we don’t use that algorithm.

We still use the partition strategy in Section 3.3 for the boundary
element on conductors and out boundary. But, we need to change the
partition strategy for the boundary elements in the dielectric interface.
Since the unknowns corresponding to these boundary elements include
electric field intensity and electric field. If \( x \) is far away from the main
net, we suppose the electric potential satisfies
\[
\left| \frac{\partial u}{\partial \nu} (x) \right| \leq \frac{C}{|x - x_0|^2}.
\]

Thus, for the dielectric interface, our partition strategy is as follows.
If the distance between the boundary and the main net is less \( p_5 \),
then we partition it into rectangles \( \{ I_j \} \) such that
\[
|I_j| \leq p_4.
\]
If the distance of the boundary is larger than \( p_5 \), then we partition it
into rectangles \( \{ I_j \} \) such that
\[
|I_j| \leq p_4 \cdot p_5 \cdot (d_{ij}/l)^2,
\]
where \( d_{ij} \) is the distance between \( I_j \) and the main net.

4.2 Matrix Elements

The matrix elements include two kind of integrals:
\[
\int_{I_j} \int_{I_j} u^* (x, y) d \Gamma(y) d \Gamma(x) \quad \text{and} \quad Q_{i,j} = \int_{I_i} \int_{I_j} q^* (x, y) d \Gamma(y) d \Gamma(x).
\]
The first one have been discussed in Section 3.4. We need to discuss the
second one.

If \( n(I_i) \) is parallel to \( n(I_j) \), we suppose \( l_i \) and \( I_j \) satisfies (6). We will
use same symbols in Section 3.4. If \( b = x_3 - y_3 = 0 \), then by the formular of \( q^* (x, y) \) we have \( Q_{i,j} = 0 \). If \( b = x_3 - y_3 \neq 0 \), similar to Section 3.4 we have
\[
Q_{i,j} = \int_{x_{i,ld}} \int_{x_{i,rd}} \int_{y_{i,ld}} \int_{y_{i,rd}} (x - y, n_y) \frac{d y_1 d y_2 d x_1 d x_2}{4 \pi |x - y|^3} + D_{x_i, y_i} (x_{i,ld} - y_{i,ld}, -y_{i,rd} - y_{i,rd}) \int_{x_{i,ld}} \int_{x_{i,rd}} \int_{y_{i,ld}} \int_{y_{i,rd}} \frac{d y_1 d y_2 d x_1 d x_2}{4 \pi |x - y|^3} + 1 \frac{b y_1 (x_2 + y_2)^2 + (x_1 + y_1)^2 + b^2}{(x_2 + y_2)^2 + b^2} d x_2 d y_2.
\]

If \( n(I_i) \) is orthogonal to \( n(I_j) \), we suppose \( l_i \) and \( I_j \) satisfies (11). Then
\[
Q_{i,j} = \int_{x_{i,ld}} \int_{x_{i,rd}} \int_{y_{i,ld}} \int_{y_{i,rd}} \frac{d y_1 d y_2 d x_1 d x_2}{4 \pi |x - y|^3} + D_{x_i, y_i} (x_{i,ld} - y_{i,ld}, -y_{i,rd} - y_{i,rd}) \int_{x_{i,ld}} \int_{x_{i,rd}} \int_{y_{i,ld}} \int_{y_{i,rd}} \frac{d y_1 d y_2 d x_1 d x_2}{4 \pi |x - y|^3} + 1 \frac{b y_1 (x_2 + y_2)^2 + (x_1 + y_1)^2 + b^2}{(x_2 + y_2)^2 + b^2} d x_2 d y_2.
\]

Thus, we can calculate \( Q_{i,j} \) by using several single numerical integrals.

5 EXPERIMENTAL RESULTS

In this section, we show two experiments. Our experiments are carried
on an Intel(R) Xeon(R) Gold 5218 server with CPU at 2.3 GHz.

![Single-dielectric test case.](image)

We first present a single dielectric case. Two conductors with weight
1, height 1 and length 4 are immersed in a 40*40*10 region. The lower
left coordinate and the upper right coordinate of the net 1 are (-2, -0.5, 1)
and (2, 0.5, 2). The lower left coordinate and the upper right coordinate
of the net 2 are (-0.5, -2, 3) and (0.5, 2, 4). The lower left coordinate
and the upper right coordinate of the dielectric boundary are (20, -20, 0)
and (20, 20, 10). The unit for each number is \( \mu m \). We suppose the
electric potential is 0 on the dielectric boundary.

| \( t_1 \) | \( t_2 \) | \( t_3 \) | \( t_4 \) | Time(s) | Memory(MB)
|---|---|---|---|---|---|
| 14 panels | 222 | -58.6 | -58.6 | 178 | 0.86 | 7.19 |
| 183 panels | 225 | -58.5 | -58.3 | 179 | 0.16 | 7.31 |
| 794 panels | 226 | -58.7 | -58.1 | 179 | 1 | 12 |

The result is presented in Table 2. The result obtain by \( \mathbb{C}_0 \) is \( \mathbb{C}_{11} = 230, \mathbb{C}_{12} = -61, \mathbb{C}_{21} = -61 \) and \( \mathbb{C}_{22} = 180.6 \), where the unit is \( 10^{-18} \text{ F} \). Thus,
74 boundary elements can give results with an error of less than 5%.

Our multi-dielectric test case with six conductors comes from [13]
Page 56. In this case the top and bottom dielectric boundary are the
Dirichlet boundary. Other dielectric boundary are the Neumann bound-
ary. Other data of this case can be found in [13, Page 56].

In Table 3, we provide the capacitance obtain by [13] using QMM. Be-
cause we used different server, we don’t compare the run time. However,
there are boundary elements from 2277 to 2575 in six computations
capacitance with QMM. We will show that, our method only need
boundary elements from 135 to 316 to obtain the results such that the discrepancy of each number is less than 5%.

Table 4: The diagonal entries of the capacitance matrices calculated with GBEM (in unit of $10^{-15}$ F).

|     | C_{11} | C_{22} | C_{33} | C_{44} | C_{55} | C_{66} |
|-----|--------|--------|--------|--------|--------|--------|
| Panel| 135    | 159    | 159    | 164    | 165    | 170    |
| Time(s) | 0.165  | 0.203  | 0.186  | 0.156  | 0.156  | 0.156  |
| Memory(MB) | 7.36   | 7.36   | 7.39   | 7.49   | 7.35   | 7.33   |
| Capacitance | 0.685  | 1.307  | 1.65   | 1.58   | 2.56   | 2.56   |

In Table 4 we present our result. For example, for $C_{11}$, if the number of the boundary elements is 135, the run time would be 0.165s and the capacitance we obtained is $C_{11} = 0.685$. We can find that the number of boundary elements required for our method are largely less than that for QMM.

The details of our partition strategy is as follows. To obtain $C_{11} = 0.691$, there are 217 boundary elements. In this situation, the main net is the net 1. For each boundary $I$, let $d_I(\mu m)$ be the distance between $I$ with the net 1. If $d_I$ is less than $1(\mu m)$, we partition it in to $\cup_{j} I_j$ such that 

$$|I_j| < 1.5\mu m^2.$$ 

For the Dirichlet boundary and the Neumann boundary, we partition it to $\cup_{j} I_j$ such that 

$$|I_j| < p \cdot 1.5 \cdot d_I^2(\mu m^2)\text{ and } |I_j| < 1.5 \cdot d_I^2(\mu m^2)$$ 

respectively, where $p = 4$ if the boundary back to the main net and $p = 1$ for other cases.

6 CONCLUDING REMARKS

We proposed the Garlerkin boundary element method for the capacitance extraction. Based on the error analysis of this method, we proposed a boundary element partition strategy which can largely reduce the number of boundary elements. To calculate the matrix element quickly, we proposed a method to deal with these integrals.

Because we don’t have an algorithm which have both theoretical support and good experimental effect for the multi-dielectric case, this case is still need to be studied. What we have done is to provide an algorithm which have a good experimental results after many tests. In fact, the problems in multi-dielectric situations is call transmission problems in mathematics, see [3]. The transmission problems is about the transmission of different fields in different regions. Capacitance extraction problems is a special case which only cares about the transmission of electric field in chip. on the one hand, it is possible to find out more mathematical tools to improve our algorithm. On the other hand, the capacitance extraction problems in IC design can also provide new challenge to mathematicians.
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