Quantum Thermodynamics applied for Quantum Refrigerators cooling down a qubit
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We discuss a quantum refrigerator to increase the ground state probability of a target qubit whose energy difference between the ground and excited states is less than the thermal energy of the environment. We consider two types of quantum refrigerators: (1) one extra qubit with frequent pulse operations and (2) two extra qubits without them. The former corresponds to the realized scheme ∗∗. The latter is a newly proposed method in this paper, in which one of the extra qubits is for quantum control and the other is for the heat release to the environment. We calculate the heat removed from the target qubit, the work done for the system, and the coefficient of performance (COP), the ratio between the heat ant the work. We show that the COP of the second type outperforms that of the first type. Our results are useful to design a high-performance quantum refrigerator cooling down a qubit.

I. INTRODUCTION

Thermodynamics has traditionally explained macroscopic behavior of classical systems. For example, a refrigerator is essential not only for daily life but also for academic purposes. We need a refrigerator for realizing interesting phenomena, such as superfluidity, superconductivity, Bose-Einstein Condensation, and so on.[11]

On the other hand, many efforts have been devoted to extending the conventional thermodynamics to the quantum one.[2,5]. Such an extension is called quantum thermodynamics. Quantum thermodynamics define the thermodynamic properties of microscopic systems: heat and work. Quantum thermodynamics helps to understand a quantum refrigerator, which increases the population of the ground state of a target quantum system. To quantify the performance of a quantum refrigerator, quantities such as coefficient of performance (COP) and cooling power are evaluated.[6,10]

Electron spin resonance (ESR) is an important technique to detect target electron spins, which gives information of various materials.[11]. ESR has recently been performed with several types of quantum detectors such as a superconducting circuit[12,24] and nitrogen vacancy (NV) centers.[25-31]. Such a kind of detector can also be utilized as a quantum refrigerator to polarize target spins.[22,38]. To improve the sensitivity of the ESR, polarizing the target spins is essential. Therefore, evaluation of a quantum refrigerator should contribute to a further improvement of the ESR sensitivity.

In this work, we evaluate the performance of two types of quantum refrigerators: (1) one extra qubit with frequent pulse operations and (2) two extra qubits without them. The former corresponds to the realized scheme.[32,33]. The latter is a newly proposed method in this paper, in which one of the extra qubits is for quantum control and the other is for the heat release to the environment. We calculate the heat removed from the target qubit, the work done for the system, and the COP for these two approaches. According to the analysis of them based on quantum thermodynamics, we find that the latter outperforms the former in terms of the COP.

The rest of this paper is organized as follows. § II reviews the definition of heat and work in the bipartite quantum system, based on Ref. [34]. We present two models with and without frequent reset in § III and analyze their performance from the viewpoint of quantum thermodynamics in § IV. § V summarizes our results. In appendix A, we explain the possible experimental realization of our scheme with current technology. In appendix B, we explain the detail of the conventional protocol. In appendices C, D, we calculate the work necessary for a qubit initialization. We take the natural unit system and thus we omit ℏ and kB in this paper.

II. THE DEFINITION OF WORK AND HEAT BETWEEN INTERACTING BIPARTITE SYSTEMS

Let us review the definition of work and heat transferred between an interacting bipartite quantum system (a target and extra qubits) based on quantum thermodynamics.[34]. In order to quantify the cooling effect, we need to evaluate a heat transfer from the target qubit to the extra qubit.

To calculate heat and work in a quantum system, we need to define an internal energy. In a single system with a Hamiltonian $H$ and a density matrix $\rho$, the internal energy is defined as $\text{Tr}(\rho H)$. By differentiating
the internal energy with time, we obtain \[ \frac{d}{dt} (\text{Tr}(\rho H)) = \text{Tr}(\dot{\rho} H) + \text{Tr}(\rho \dot{H}) \]. Here, \( \text{Tr}(\rho H) \) and \( \text{Tr}(\rho \dot{H}) \) are defined as the heat and the work, respectively. However, when we consider a bipartite system, it is not straightforward to define the internal energy for each system. We consider a bipartite system consisting of system A and B. The Hamiltonian is given as

\[ H = H_A \otimes I_B + I_A \otimes H_B + H_{AB}, \]  

where \( H_A \) (\( H_B \)) is the Hamiltonian for system A (B), \( H_{AB} \) is the interaction Hamiltonian, \( I_A \) (\( I_B \)) denotes identity operator for system A (B). Let \( \rho \) denote the density matrix of the total system. The reduced density matrix of system A (B) is defined as \( \rho_A = \text{Tr}_B(\rho) \) (\( \rho_B = \text{Tr}_A(\rho) \)). We introduce the correlation between system A and B as

\[ \chi = \rho - \rho_A \otimes \rho_B. \]  

The naive definition of the internal energy for system A may be given as \( \text{Tr}_A(\rho_A H_A) \). However, the reduced density matrix \( \rho_A \) can be accessible to the interaction Hamiltonian, namely, \( \text{Tr}_A((\rho_A \otimes I_B) H_{AB}) \neq 0 \). So, we should take into account the contribution from the interaction Hamiltonian to define the internal energy for each system. We reconstruct the Hamiltonian \( H = H_A' \otimes I_B + I_A \otimes H_B' \) for the reduced density matrix to be inaccessible to the effective interaction Hamiltonian, satisfying the following conditions

\[ \text{Tr}_A\left( (\rho_A \otimes I_B) H_{AB}' \right) = 0, \quad (3) \]
\[ \text{Tr}_B\left( (I_A \otimes \rho_B) H_{AB}' \right) = 0. \quad (4) \]

We adopt such effective Hamiltonians \( H_A' \) and \( H_B' \) to define the internal energy for system A and B, respectively. Thus, the heat and the work to system A is given as \( \text{Tr}_A\left( \dot{\rho}_A H_A' \right) \) and \( \text{Tr}_A\left( \rho_A \dot{H}_A' \right) \), respectively. In the following, we specifically derive the effective Hamiltonian.

We show how to construct the Hamiltonian satisfying Eqs. (3) and (4). The time evolution of the total density matrix is written as,

\[ \frac{d}{dt}\rho(t) = -i [H(t), \rho(t)], \quad (5) \]
\[ H(t) = H_A(t) \otimes I_B + I_A \otimes H_B + H_{AB}. \quad (6) \]

By taking the partial trace of system B in Eq. (5), we obtain the time-evolution equation for system A,

\[ \frac{d\rho_A(t)}{dt} = -i [H_A'(t), \rho_A(t)] - i \text{Tr}_B\left( [H_{AB}, \chi(t)] \right), \quad (7) \]
\[ H_A'(t) = H_A(t) + \text{Tr}_B\left( (I_A \otimes \rho_B(t)) H_{AB} \right). \quad (8) \]

Similarly, the time-evolution equation for the system B is given as,

\[ \frac{d\rho_B(t)}{dt} = -i [H_B'(t), \rho_B(t)] - i \text{Tr}_A\left( [H_{AB}, \chi(t)] \right), \quad (9) \]
\[ H_B'(t) = H_B + \text{Tr}_A\left( (\rho_A(t) \otimes I_B) H_{AB} \right). \quad (10) \]

By using the new Hamiltonian \( H_A'(t) \) and \( H_B'(t) \), we can rewrite the Hamiltonian as follows,

\[ H = H_A'(t) \otimes I_B + I_A \otimes H_B'(t) + H_{AB}'(t), \quad (11) \]
\[ H_{AB}'(t) = H_{AB} - \text{Tr}_B\left( (I_A \otimes \rho_B(t)) H_{AB} \right) \otimes I_B - I_A \otimes \text{Tr}_A\left( (\rho_A(t) \otimes I_B) H_{AB} \right), \quad (13) \]

where \( H_{AB}'(t) \) denotes the new interaction Hamiltonian. Now, let us check whether the reduced density matrix \( \rho_A \) is inaccessible to the new interaction Hamiltonian \( H_{AB}'(t) \),

\[ \text{Tr}_A\left( (\rho_A(t) \otimes I_B) H_{AB}'(t) \right) = -\text{Tr}\left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) I_B. \quad (14) \]

The reduced density matrix is still accessible to the interaction Hamiltonian. However, since \( -\text{Tr}\left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) \) is a scalar quantity, we can define the effective interaction Hamiltonian to extract the scalar part as follows,

\[ H_{AB}'(t) = H_{AB}'(t) + \text{Tr}\left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) (I_A \otimes I_B). \quad (15) \]

This satisfies the inaccessible condition of Eqs. (3) and (4). By using the effective interaction Hamiltonian, the total one can be rewritten as,

\[ H(t) = H_A'(t) \otimes I_B + I_A \otimes H_B'(t) + H_{AB}'(t), \quad (16) \]
\[ H_A'(t) = H_A(t) - (1 - \alpha) \text{Tr}\left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) I_A, \quad (17) \]
\[ H_B'(t) = H_B(t) - \alpha \text{Tr}\left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) I_B, \quad (18) \]

where an arbitrary parameter \( \alpha \in \mathbb{R} \) is introduced for the general expression of the effective Hamiltonian.

By using the effective Hamiltonian, we define the internal energy as follows,

\[ U = \text{Tr}\left( \rho(t) H(t) \right) = U_A + U_B + U_{\chi}, \quad (19) \]
\[ U_A = \text{Tr}_A\left( \rho_A(t) H_A'(t) \right), \quad (20) \]
\[ U_B = \text{Tr}_B\left( \rho_B(t) H_B'(t) \right), \quad (21) \]
\[ U_{\chi} = \text{Tr}\left( \chi(t) H_{AB}' \right), \quad (22) \]

where \( U_A \) (\( U_B \)) is the internal energy of the reduced density matrix \( \rho_A(t) \) (\( \rho_B(t) \)), and \( U_{\chi} \) is the internal energy of the correlation \( \chi(t) \). The heat flux \( \dot{Q}_A \) (\( \dot{Q}_B \)) to system A (B) is defined as,

\[ \dot{Q}_A(t) = \text{Tr}_A\left( \dot{\rho}_A(t) H_A'(t) \right) \]
\[ = -i \text{Tr}\left( [H_{AB}, \chi(t)] (H_A'(t) \otimes I_B) \right), \quad (23) \]
\[ \dot{Q}_B(t) = \text{Tr}_B\left( \dot{\rho}_B(t) H_B'(t) \right) \]
\[ = -i \text{Tr}\left( [H_{AB}, \chi(t)] (I_A \otimes H_B'(t)) \right), \quad (24) \]
where we used the time-evolution equation of Eqs. (7) and (9). Note that the positive value of the heat denotes the inflow to the system. Similarly, the heat flux to the correlation $\chi$ is also defined as,

$$\dot{Q}_\chi = \text{Tr} \left( \chi(t) H_{AB}^{(\text{eff})}(t) \right) = - \left( \dot{Q}_A + \dot{Q}_B \right).$$  \hspace{1cm} (25)

It is worth mentioning that these heat fluxes do not depend on $\alpha$. In the heat transfer between system A and B, a part of the heat is absorbed by the correlation. Specifically, when the heat flux $\dot{Q}_B$ is released from system B, system A obtains the heat flux of $-\dot{Q}_B - \dot{Q}_\chi$ where the correlation absorbs the heat flux of $\dot{Q}_\chi$.

The work rate to system A (B) is defined as,

$$W_A = \text{Tr}_A \left( \rho_A \dot{H}_A^{(\text{eff})} \right) = \text{Tr}_A \left( \rho_A(t) \dot{H}_A(t) \right) - (1 - \alpha) \text{Tr} \left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) + \alpha \text{Tr} \left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right),$$

$$W_B = \text{Tr}_B \left( \rho_B \dot{H}_B^{(\text{eff})} \right) = (1 - \alpha) \text{Tr} \left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right) - \alpha \text{Tr} \left( (\rho_A(t) \otimes \rho_B(t)) H_{AB} \right).$$  \hspace{1cm} (26)

Unlike the heat flux, the work rate on each system depends on the parameter $\alpha$. This means that the work transferred between system A and B cannot be uniquely determined due to the ambiguity of $\alpha$. However, the sum of these work rates is independent of the parameter $\alpha$ such as

$$W_A + W_B = \text{Tr} \left( \rho_A(t) \dot{H}_A(t) \right),$$

and so we can uniquely determine $W_A + W_B$.

### III. TWO MODELS OF REFRIGERATOR

We discuss two refrigerator models to cool down low-energy qubits whose energy difference between ground and excited states is much smaller than the thermal energy. One of them uses an extra qubit, and this approach requires many reset and pulse operations on the extra qubit. This has already been realized experimentally [32, 33]. The other is our proposal that does not require frequent pulses or reset, although we need two extra qubits.

When we have many low-energy qubits, their dark states (which do not interact with the extra qubit) prevent them from being cooled down. This problem was, however, discussed and overcome in Ref. [35]. In order to make our models tractable, we thus consider only a single target qubit to be cooled down.

#### A. Refrigerator with frequent reset: Refrigerator I

Let us consider the Hamiltonian of the target qubit and extra qubit. We assume that an energy of the former (latter) is much smaller (larger) than the thermal energy. The Hamiltonian is described as

$$H_D(t) = H_1 + H_2(t) + H_{12},$$  \hspace{1cm} (29)

where $H_1$ is the Hamiltonian of the target qubit (Qubit 1), $H_2(t)$ is the Hamiltonian of the extra qubit (Qubit 2) with a driving field for a spin-lock operation [32, 33]. $H_{12}$ is the interaction Hamiltonian between them. They are assumed as

$$H_1 = \frac{\omega_1}{2} \sigma_{1z},$$

$$H_2(t) = \frac{\omega_2}{2} \sigma_{2z} + \lambda \sigma_{2y} \cos(\omega_1 t),$$

$$H_{12} = g_1 \sigma_{1x} \sigma_{2z},$$  \hspace{1cm} (30)

where $\omega_i$ is the resonant frequency (energy difference between the ground and excited states in frequency unit) of Qubit $i$, and $\lambda$ is the strength of the driving field, $g_i$ is the interaction strength between Qubit $i$ and $(i + 1)$. $\sigma_{ix}$ is a Pauli-$\alpha$ operator acting on Qubit $i$, for example, $\sigma_{1x} = \sigma_x \otimes I$ and $\sigma_{2x} = I \otimes \sigma_x$. $I$ is the identity operator of dimension 2.

The GKSL master equation of the total system is given as [36]

$$\frac{d\rho(t)}{dt} = -i [H_D, \rho(t)] + D_2(\rho(t)),  \hspace{1cm} (33)$$

where

$$D_2(\rho(t))$$

$$= \gamma_2 n(\omega_2) \times \left( \sigma_{2-} \rho(t) \sigma_{2+} - \frac{1}{2} \{ \sigma_{2+} \sigma_{2-}, \rho(t) \} \right) + \gamma_2 n(\omega_2) \times \left( \sigma_{2+} \rho(t) \sigma_{2-} - \frac{1}{2} \{ \sigma_{2-} \sigma_{2+}, \rho(t) \} \right).$$  \hspace{1cm} (34)

$\gamma_2$ is an energy relaxation rate of the extra qubit, $n(\omega) = 1/(e^{\omega/T} - 1)$ is the Bose-Einstein occupation number, $T$ is the temperature of the environment, and $D_2(\rho(t))$ describes dynamics caused by the energy relaxation of Qubit 2. We assume that the energy relaxation of (low-energy) Qubit 1 is negligible. For example, an electron spin has a long energy relaxation time, and so this assumption is reasonable for our purpose [37].

By setting $\lambda = \omega_1$, the Hamiltonian $H_D(t)$ provides a swapping interaction between Qubit 1 and 2, as shown in Appendix A [32, 33, 38]. Thus, the energy can be transferred from Qubit 1 to Qubit 2. On the other hand, when an energy relaxation rate of Qubit 2 is large, Qubit 2 should be reset frequently. The details of the protocol are explained in Appendix B.

#### B. Refrigerator without frequent reset: Refrigerator II

We propose a quantum refrigerator without frequent reset by introducing the third qubit, Qubit 3. There is an
interaction between Qubit 2 and 3. The energy of Qubit 3 is much larger than the thermal energy. Moreover, unlike Qubit 2, we do not drive Qubit 3. The Hamiltonian is now given as,

\[ H_C(t) = H_1 + H_2(t) + H_3 + H_{12} + H_{23}, \]

\[ H_3 = \frac{\omega_3}{2} \sigma_{3z}, \]

\[ H_{23} = g_3 \sigma_{2x} \sigma_{3x}, \]

where \( H_3 \) is the Hamiltonian of Qubit 3, \( \omega_3 \) is the resonant frequency of Qubit 3, and \( g_3 \) is the interaction strength between Qubit 2 and 3. Here, \( \sigma_{3z} = I \otimes I \otimes \sigma_z, \) \( \sigma_{3x} = I \otimes I \otimes \sigma_x, \) and \( \sigma_{2x} = I \otimes \sigma_x \otimes I. \) The GKSL master equation for the total system is now given as,

\[ \frac{d\rho(t)}{dt} = -i[H_C(t), \rho(t)] + \mathcal{D}_2(\rho(t)) + \mathcal{D}_3(\rho(t)), \]

where

\[ \mathcal{D}_3(\rho(t)) = \gamma_3 (n(\omega_3) + 1) \times \left( \sigma_{3-}\rho(t)\sigma_{3+} - \frac{1}{2} \{\sigma_{3+}\sigma_{3-}, \rho(t)\} \right) + \gamma_3 n(\omega_3) \left( \sigma_{3+}\rho(t)\sigma_{3-} - \frac{1}{2} \{\sigma_{3-}\sigma_{3+}, \rho(t)\} \right). \]

\( \gamma_3 \) is the energy relaxation rate of Qubit 3, and \( \mathcal{D}_3(\rho(t)) \) describes dynamics caused by the energy relaxation of Qubit 3.

We set \( \omega_3 = \omega_1 + \omega_2 \) and \( \gamma_2 \ll \gamma_3 \ll \omega_3. \) The first condition is necessary in order to obtain an effective flip-flop interaction between Qubit 2 and 3. Owing to this interaction, Qubit 3 can cool down Qubit 2 (see Appendix A). The condition of \( \gamma_2 \ll \gamma_3 \) is required to keep Qubit 3 in a thermal equilibrium state. On the other hand, we need the condition of \( \gamma_3 \ll \omega_3 \) so that Qubit 3 should be a well-defined qubit although its energy relaxation is quite fast. In addition to these conditions, we need a condition of \( \lambda = \omega_1 \) to lead the flip-flop interaction between Qubit 1 and 2. In total, the energy of Qubit 1 is extracted and transferred to the environment through Qubit 2 and 3.

### IV. NUMERICAL CALCULATION

We show numerical calculations with realistic parameters for Qubit 1, 2 and 3.

#### A. Parameters

We set \( \omega_2 \) as a scale and measure the other parameters by comparing with it. In Table I, the parameters, which are normalized by \( \omega_2, \) for the numerical calculations are summarized. As shown in the Appendix, we consider superconducting flux qubits to realize our proposal. Thus, \( \omega_2 \) is the order of GHz.

| Parameter | Value |
|-----------|-------|
| \( \omega_1 \) | 1/10 |
| \( \omega_3 = \omega_1 + \omega_2 \) | 11/10 |
| \( \lambda = \omega_1 \) | 1/10 |
| \( g_1 \) | 5/100000 |
| \( g_3 \) | 8/10000 - 40/10000 |
| \( \gamma_2 \) | 1/10000 |
| \( \gamma_3 \) | 1/100 |
| \( T \) | 1/10 |

#### B. Polarization

Here, we analyze the spin polarization in Refrigerator I. We calculate the population of the excited state \( |1\rangle = \frac{I + x_2}{\sqrt{2}} \) in Qubit 1 as follows,

\[ \text{Tr} \left( \rho^{(M)}(t_{\text{int}}) P_z \right) \]

where \( \rho^{(M)}(t_{\text{int}}) \) is the total density matrix after the \( M \)-th reset, and \( P_z = \frac{I + z_2}{2} \) is a projection operator to the excited state of Qubit 1. In Fig. 1, we plot the probability of the excited state of Qubit 1. In the calculation, we assume that the necessary time to initialize Qubit 2 is negligible compared to the interaction time \( t_{\text{int}} \). As shown in Fig. 1, the probability of the excited state of Qubit 1 decreases in time. Here, Qubit 1 is polarized due to the flip-flop interaction and the reset of Qubit 2 as explained in section [III]. By fitting the population of the excited state in Qubit 1 with \( a \left( e^{-t/T_{\text{cool}}} - 1 \right) + 1/2, \) we determine the parameters \( a \) and \( T_{\text{cool}}, \) and estimate the cooling time \( T_{\text{cool}} \) for later calculations.

Next, we consider Refrigerator II where Qubit 3 is coupled to Qubit 2. Similarly to Refrigerator I, we calculate the probability of the excited state in Qubit 1. The heat from Qubit 1 is released to the environment via Qubit 3, and Qubit 1 is polarized continuously without the initialization of Qubit 2. As the coupling constant \( g_3 \) becomes...
stronger, the probability of the excited state of Qubit 1 at the steady state becomes closer to zero. As the coupling strength $g_3$ becomes smaller, the cooling process becomes faster. Although the performance of Refrigerator II is comparable with that of Refrigerator I in the polarization rate and the cooling time, Refrigerator II polarizes Qubit 1 continuously without frequent reset of polarization rate and the cooling time, Refrigerator II becomes faster. Although the performance of Refrigerator II is given as $\omega_3/\omega_2 = \{8.0, 15.0, 25.0, 40.0\} \times 1/10000$, respectively.

C. Quantum thermodynamics

We calculate the heat and the work for Refrigerator I and II according to § II In the case of Refrigerator I, the total heat removed from Qubit 1, $Q_{I(\text{out})}$, is evaluated as,

$$Q_{I(\text{out})} = i \sum_{M} \int_{0}^{t_{\text{int}}} dt \text{Tr} \left( [H_{12}, \chi(t)] H_{1}^{(M)}(t) \right),$$

$$H_{1}^{(M)}(t) = \frac{\omega_1}{2} \sigma_{1z} + \text{Tr}_2 \left( (I_1 \otimes \rho_2^{(M)}(t)) H_{12} \right) \otimes I,$$

where $t_{\text{int}}$ is a time interval between reset and superscript $(M)$ indicates “after the $M$-th reset”. Note that $Q_{I(\text{out})}^{( \text{out})}$ has the opposite sign to the integration of the heat inflow, e.g., Eq. (25), because we are now interested in the heat removed from Qubit 1. The total work done on the system is given as,

$$W_I = \sum_{M} \int_{0}^{t_{\text{int}}} dt \text{Tr} \left( \rho_2(t) \dot{H}_2(t) \right) + W_{\text{ini}}$$

$$W_{\text{ini}} \sim \frac{\omega_2}{2}.$$  \hspace{1cm} (44)

$W_{\text{ini}}$ is the work needed to initialize Qubit 2 and is derived in Appendix C. Note that the total number of reset is given as $\lfloor 6T_{\text{cool}}/\gamma_2 \rfloor$.

In the case of Refrigerator II, the total heat removed from Qubit 1 is given as,

$$Q_{II(\text{out})} = i \int_{0}^{\infty} dt \text{Tr} \left( [H_{12}, \chi(t)] H_{1}^{(out)}(t) \right),$$

$$H_{1}^{(out)}(t) = \frac{\omega_1}{2} \sigma_{1z} + \text{Tr}_2 \left( (I_1 \otimes \rho_2(t)) H_{12} \right) \otimes I,$$

where $\chi(t)$ is the correlation between Qubit 1 and 2 and $\rho_i(t)$ is the reduced density matrix of Qubit $i$. The total work done on the total system is given as

$$W_{II} = \int_{0}^{\infty} dt \text{Tr} \left( \rho_2(t) \dot{H}_2(t) \right) + W_{\text{ini}}.$$  \hspace{1cm} (47)

As we will show later, $W_{\text{ini}}$ is negligible compared to that during the implementation of the spin-lock. In our numerical simulation, we integrate from 0 to $6T_{\text{cool}}$, because the system becomes almost a steady state at $t = 6T_{\text{cool}}$.

In Fig. 3 we plot $Q_{II(\text{out})}$ as a function of $g_3$. Note that, if the heat is extracted from Qubit 1, the sign of $Q_{II(\text{out})}$ is positive. For $g_3/\omega_2 > 0.0014$, $Q_{II(\text{out})}$ of Refrigerator II becomes larger than that of Refrigerator I, $Q_{I(\text{out})}$.

This means that, by tuning $g_3$, Refrigerator II outperforms Refrigerator I.

![Fig. 2. The probability of the excited state of Qubit 1 in the method of Refrigerator II. The {blue, orange, green, red} line corresponds to the plot of $g_3/\omega_2 = \{8.0, 15.0, 25.0, 40.0\} \times 1/10000$, respectively.](image1)

![Fig. 3. The heat removed from Qubit 1, $Q_{II(\text{out})}$, as a function of the interaction strength between Qubit 2 and 3, $g_3$. The blue points show $Q_{II(\text{out})}$, while the orange horizontal line is $Q_{I(\text{out})}$.](image2)
We evaluate the coefficient of performance (COP) defined as,

$$\text{COP}_{I,II} = \frac{Q_{I,II}^{\text{out}}}{W_{I,II}}. \quad (48)$$

The COP quantifies how large the heat is extracted from Qubit 1 by a unit of the invested work on Qubit 2, and thus the COP should be larger for a better refrigerator. Fig. 5 shows the COP as a function of $g_3$, which is the interaction strength between Qubit 2 and 3. Again, we show that, by tuning $g_3$, Refrigerator II can be more efficient than the Refrigerator I.

D. Trade-off relations

We show two trade-off relations about the heat moved from Qubit I. The relation between the heat $Q_{I,II}^{\text{out}}$ and COP$_{I,II}$ is shown in Fig. 7 (a), while that between $Q_{I,II}^{\text{out}} / T_{\text{total}}$ in Fig. 7 (b). The former shows that, when we improve the COP, the total amount of the heat from Qubit 1 decreases. On the other hand, the latter shows that, as we increase the total amount of the heat from Qubit 1, the cooling speed becomes worse. This means that, by tuning $g_3$, we could cool down the spin with a high-polarization rate or we could quickly cool down the spin with a low-polarization rate. We can choose a suitable strategy, depending on a purpose. Although similar trade-off relationships were discussed for a cyclic discrete quantum refrigerator [39–44], we show such a trade-off relationship about a continuous cooling scheme to polarize a spin. These results show that, due to the extra cost of the initialization of Qubit 2, the COP of Refrigerator I becomes worse than that of Refrigerator II, COP$_I < \text{COP}_{II}$. This means that our proposed method is advantageous over the conventional one from the viewpoint of quantum thermodynamics.

V. SUMMARY

In this work, we evaluate the performance of two types of quantum refrigerators cooling down a target qubit (Qubit 1) whose resonant frequency is much smaller than...
a thermal energy. One of them uses an extra qubit with frequent pulse operations, and the other uses two extra qubits without frequent pulse operations. The former has been experimentally realized [32, 33]. The latter is a newly proposed method in this paper, where one of the extra qubits is spin-locked and the other is kept in an almost ground state because of a short $T_1$. We evaluate these refrigerators from the viewpoint of quantum thermodynamics. We find the two trade-off relations about the heat transferred from the low-energy qubit: the heat removed from the target qubit vs the COP, and the heat removed from the target qubit vs the average heat flow. Furthermore, we find that our proposed approach can be better than the one with frequent pulse operations in terms of reduction of the total work. The advantage comes from the fact that our method requires less pulse operations. Our results contribute to design high-performance quantum refrigerators which cool down a qubit.
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Appendix A: Realization of Refrigerator II with superconducting flux Qubits

Our proposal, which is inspired by experiments in Refs. [15, 40], can be realized by using two superconducting flux qubits (FQ1 and FQ2). Here, Qubit 1 is an electron spin [35]. Thus, $\omega_2$ is the order of GHz. In this work, we set $\omega_2/2\pi = 1.0$ GHz. In Table I, the parameters, which are normalized by $\omega_2$ for the numerical calculations, are summarized. The coupling strength between the flux qubit and an electron spin can be as large as tens of kHz [67, 68]. The coupling strength between the flux qubits is an order of MHz [49]. The driving strength of the flux qubit can be as large as hundreds of MHz [50]. The energy relaxation time of the flux qubits can be as short as tens of nano seconds [51], depending on the circuit design. So all of these parameters are realistic even in the current technology. For example, the parameters listed in Table I correspond to $\omega_1/2\pi = 0.1$ GHz, $\omega_2/2\pi = 1$ GHz, $\lambda/2\pi = 0.1$ GHz, $g_1/2\pi = 50$ kHz, $g_1/2\pi = 0.8 - 4$ MHz, $\gamma_2/2\pi = 0.1$ MHz, and $\gamma_3/2\pi = 10$ MHz.

We show that an energy from an electron (Qubit 1) can be transferred to the FQ2 (Qubit 3) via the FQ1 (Qubit 2) by satisfying the resonant condition. We will show the resonant condition below. We assume that the interaction between the FQs and also between the FQ and electron spin are inductive. Therefore, the total Hamiltonian is as follows [53, 54]:

$$H_1 = \frac{\omega_1}{2} \sigma_{1z},$$

$$H_2(t) = \frac{\omega'_2}{2} \sigma_{2z} + \frac{\Delta_2}{2} \sigma_{2x} + \lambda \sigma_{2y} \cos(\omega t),$$

$$H_3 = \frac{\omega'_3}{2} \sigma_{3z} + \frac{\Delta_3}{2} \sigma_{3x},$$

$$H_{12} = g_1 \sigma_{1x} \sigma_{2z},$$

$$H_{23} = g_3 \sigma_{2x} \sigma_{3z},$$

where $\omega_1$ denotes the Zeeman energy of the electron spin, $\omega'_2$ ($\omega'_3$) denotes an energy bias of the FQ1 (FQ2), $\Delta_2$ ($\Delta_3$) the gap energy of the FQ1 (FQ2), $\lambda$ the rabi frequency, $g_1$ the inductive coupling between the electron spin and FQ1, and $g_3$ the inductive coupling between the FQ1 and FQ2. We choose $\omega'_2 = 0$ by switching off the magnetic field applied to FQ2. First, we

FIG. 7. The two trade-off relations about the heat removed from Qubit 1. The blue points are obtained by Refrigerator II with the same interaction strength as in Fig. 3 Fig. 5 and Fig. 6. The orange open points are obtained by Refrigerator I with $t_{int} = (1/(2\gamma_2), 1/(2\gamma_2), 2/(2\gamma_2), 2/(2\gamma_2))$. (a) The trade-off relation between the heat $Q_{I,II}^{(out)}$ and COP $I,II$. (b) The trade-off between the heat $Q_{I,II}^{(out)}$ and the average heat flow, $Q_{I,II}^{(out)}/T_{total}$. 
diagonalize $\omega' \sigma_{2z} + \Delta \sigma_{2z}$ by $U = \exp(i \theta \sigma_y / 2)$ with $\theta = \tan^{-1}(\Delta_2 / \omega_2)$. We obtain

$$H'_C(t) = H_1 + H'_2(t) + H_3 + H'_{12} + H'_{23}, \quad (A6)$$

where

$$H'_2(t) = \frac{\omega_2}{2} \sigma_{2z} + \lambda \sigma_{2y} \cos(\omega_2 t), \quad (A7)$$

$$H'_{12} = \frac{g'_1}{\omega_2} \sigma_{1x} \left( \omega' \sigma_{2z} - \Delta_2 \sigma_{2z} \right), \quad (A8)$$

$$H'_{23} = \frac{g_2}{\omega_2} \left( \omega' \sigma_{2z} - \Delta_2 \sigma_{2z} \right) \sigma_{3z}. \quad (A9)$$

where $\omega_2 = \omega = \sqrt{\omega'^2 + \Delta_2^2}$. Note that the interaction Hamiltonian of Eqs. (12) and (37) correspond to the first term of Eq. (A8) and the second term of Eq. (A9), respectively. By setting $g'_1 \omega'_2 / \omega_2 = g_1$ and $-g'_2 \Delta_2 / \omega_2 = g_3$, $\Delta_3 = \omega_3$, and replacing $\sigma_{3z}$ by $\sigma_{3x}$, we obtain the correspondence to the model of the main text. As seen above, the other terms in $[A8]$ and $[A9]$ can be neglected by using the rotating wave approximation (RWA).

We move to the rotating frame defined by the unitary transformation $U_1(t) = \exp(i \omega_2 t \sigma_{2z} / 2) \exp(i \omega_2 t \sigma_{3x} / 2)$. Then, by using the RWA, we obtain

$$H''_C = \frac{\omega_1}{2} \sigma_{1z} + \lambda \left( \cos(\omega_2 t) \sigma_{2y} + \sin(\omega_2 t) \sigma_{2x} \right) \cos(\omega_2 t)$$

$$+ \frac{\Delta_3 - \omega_2}{2} \sigma_{3x}$$

$$+ \frac{g'_1}{\omega_2} \sigma_{1x} \left( \omega'_2 \sigma_{2z} - \Delta_2 \left( \cos(\omega_2 t) \sigma_{2x} - \sin(\omega_2 t) \sigma_{2y} \right) \right)$$

$$+ \frac{g'_2}{\omega_2} \left( \omega'_2 \sigma_{2z} - \Delta_2 \left( \cos(\omega_2 t) \sigma_{2x} - \sin(\omega_2 t) \sigma_{2y} \right) \right)$$

$$\times \left( \cos(\omega_2 t) \sigma_{3z} + \sin(\omega_2 t) \sigma_{3y} \right)$$

$$\approx \frac{\omega_1}{2} \sigma_{1z} + \frac{\lambda}{2} \sigma_{2y} + \frac{\Delta_3 - \omega_2}{2} \sigma_{3x}$$

$$+ \frac{g'_1 \omega'_2}{\omega_2} \sigma_{1x} \sigma_{2z} - \frac{g'_2 \Delta_2}{2 \omega_2} \left( \sigma_{2x} \sigma_{3z} - \sigma_{2y} \sigma_{3y} \right). \quad (A10)$$

We impose the resonant conditions $\Delta_3 - \omega_2 = \omega_1 = \lambda$. Then, we move to another rotating frame defined by the unitary transformation $U_2(t) = \exp(i \lambda t \sigma_{1z}) \exp(i \lambda t \sigma_{2y}) \exp(i \lambda t \sigma_{3x})$ and we obtain,

$$H''_C = \frac{g'_1 \omega_2}{\omega'_2} \left( \cos(\lambda t) \sigma_{1z} - \sin(\lambda t) \sigma_{1y} \right)$$

$$\times \left( \cos(\lambda t) \sigma_{2x} - \sin(\lambda t) \sigma_{2z} \right)$$

$$+ \frac{g'_3 \Delta_2}{2 \omega_2} \left( \cos(\lambda t) \sigma_{3y} + \sin(\lambda t) \sigma_{3x} \right)$$

$$+ \frac{g'_2 \Delta_2}{2 \omega_2} \left( \sigma_{2x} \sigma_{3y} - \sigma_{2z} \sigma_{3x} \right)$$

$$\times \left( \cos(\lambda t) \sigma_{3z} + \sin(\lambda t) \sigma_{3y} \right)$$

$$\approx \frac{g'_1 \omega_2}{\omega'_2} \left( \sigma_{1x} \sigma_{2z} + \sigma_{1y} \sigma_{2x} \right) - \frac{g'_3 \Delta_2}{4 \omega'_2} \left( \sigma_{2x} \sigma_{3y} + \sigma_{2z} \sigma_{3x} \right)$$

$$= \frac{g'_1 \omega_2}{\omega'_2} \left( \sigma_{12} - \sigma_{21} \right) + \sigma_{1+} + \sigma_{2-} \right)$$

$$+ \frac{i g'_2 \Delta_2}{2 \omega'_2} \left( \sigma_{2x} \sigma_{3y} - \sigma_{2z} \sigma_{3x} \right) \quad (A11)$$

where $\sigma_{xy} = \{ \pm_y \} \langle \mp_x | \pm_y \rangle = \{ 0 \pm \} \sqrt{2}$, $\sigma_{x\pm} = | \pm_x \rangle \langle \mp_x |$, and $| \pm_x \rangle = \{ 0 \pm \} \sqrt{2}$. Eq. (A11) implies that energy can be removed from the electron spins to the FQ 2 via the FQ 1.

**Appendix B: Protocol of Refrigerator I**

Here, we explain a protocol of Refrigerator I. We assume that Qubit 1 is prepared as a completely mixed state while Qubit 2 is prepared as $\{|-y\rangle\}$. The goal is to generate a ground state of $|1\rangle$ for Qubit 1. The method consists of the following steps:

1. Let the total system evolve by the GKSL master equation for a time $t_{int}$ with a given initial state $|-y\rangle$ of Qubit 2.

2. Qubit 2 is reset. More specifically, the state of the Qubit 2 is projected into $|1\rangle$ or $|0\rangle$ by a measurement, and is rotated to $|-y\rangle$ by performing a $\pm \pi / 2$ pulse where the sign depends on the measurement results.

3. Repeat the step 1 and 2, $M$ times.

A completely mixed state of Qubit 1 can be polarized after these steps. More specifically, we write the total density matrix after the $i$-th reset as $\rho^{(i)}(t)$. As the first step, the initial state of the total system is prepared as $\rho^{(0)}(0) = \frac{1}{4} \otimes |-y\rangle \langle -y |$. Then, the spin-locking drive is applied for Qubit 2 during the interaction time $t_{int}$ and the total state becomes $\rho^{(i)}(t_{int})$. In this step, Qubit 1 will be partially polarized. In the second step, Qubit 2 is prepared in $|1\rangle$ or $|0\rangle$. This can be done by a projective measurement. Before the third step, we apply the $\frac{\pi}{2}$ pulse to Qubit 2 to obtain an initial state for the subsequent cycle $\rho^{(1)}(0) = \text{Tr}_2 \left[ \rho^{(0)}(t_{int}) \otimes |-y\rangle \langle -y | \right]$ (see Appendix C for details). We repeat these cycles $M$ times so that we can get the polarized spin state $\text{Tr}_2 \left[ \rho^{(M)}(t_{int}) \right]$.
Appendix C: The work for initializing Qubit 2

We calculate the work $W_{\text{ini}}$ necessary for initializing Qubit 2. The procedure of the initialization consists of two steps: (1) the projection measurement with $\sigma_{2z}$, (2) the conditional operation $\pm \pi/2$ rotation along the $x$-axis according to the projective measurement result of $\pm 1$. Then, we obtain $|-y\rangle \langle -y|$.

We assume that a required work for the projective measurement is negligible compared to the other work. It is not straightforward to quantify the required work for the projective measurements. It strongly depends on how we experimentally realize the projective measurements. Anyway if we include the work of projective measurements, the performance of Refrigerator I becomes worse, while the performance of Refrigerator II is almost the same. Even in such a case the COP of Refrigerator II is still better than that of Refrigerator II, and so our results to show the superiority of the Refrigerator II over Refrigerator I are unchanged.

Then, the work of the $\frac{\pi}{2}$ rotation is regarded as $W_{\text{ini}}$. The time required for the initialization is assumed to be much shorter than any other dynamics, such as relaxation, and thus we only consider $\frac{-\pi}{2}\sigma_{2z} - \lambda' \cos(\omega t)\sigma_{2x}$ term in the Hamiltonian. Moreover, it is reduced to $-\frac{\lambda'}{2}\sigma_{2z}$ in the rotating frame whose frequency is $\omega_2$.

If the initial state is assumed as $\rho(0) = |1\rangle \langle 1|$, the dynamics of Qubit 2 is given as

$$\rho(t) = e^{i\frac{-\lambda'}{2}\sigma_{2z}t} |1\rangle \langle 1| e^{-i\frac{-\lambda'}{2}\sigma_{2z}t} = 1 - \cos(\lambda')\sigma_{2z} - \sin(\lambda')\sigma_{2y}.$$  \hspace{1cm} (C1)

From the above, the required initialization time is $\frac{\pi}{2\lambda'}$. We, now, calculate $W_{\text{ini}}$ with the work rate defined by Eq. (28). $W_{\text{ini}}$ is given as,

$$W_{\text{ini}} \approx \int_0^{\frac{\pi}{2\lambda'}} dt' \text{Tr} \left( \rho'(t') \left( -\frac{\lambda\omega_2}{2}\sigma_{2x} \right) \right) = \frac{\omega_2}{2}.$$  \hspace{1cm} (C2)

under the rotating wave approximation.
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