COHERENT UNIT ACTIONS ON BRAIDED OPERADS AND HOPF ALGEBRAS
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ABSTRACT. The notion of a coherent unit action on algebraic operads was first introduced by Loday for binary quadratic nonsymmetric operads and generalized by Holtkamp, to ensure that the free objects of the operads carry a Hopf algebra structure. There was also a classification of such operads in the binary quadratic nonsymmetric case. We generalize the notion of coherent unit action to braided operads and show that free objects of braided operads with such an action carry a braided Hopf algebra structure. Under the conditions of binary, quadratic and nonsymmetric, we give a characterization and classification of the braided operads that allow a coherent unit action and thus carry a braided Hopf algebra structure on their free objects.
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1. INTRODUCTION

This paper explores braided Hopf algebra structures on free objects from braided operads by the method of coherent unit actions.

As the importance of Hopf algebras continued to show in more and more areas of mathematics, ad hoc instances of Hopf algebras sometimes turned out to be just special cases of a general construction. One such general construction is the free objects of various (nonassociative) algebras (operads). The first instance is the dendriform algebra introduced by Loday \[16\] who showed that, even though a dendriform algebra is not an associative algebra, free dendriform algebras has a natural Hopf algebra structure\[19\]. This Hopf algebra is realized on planar binary trees and was found to be isomorphic to the noncommutative analog (by Foissy and Holtkamp \[5, 10\]) of the Hopf algebra of rooted trees in the Connes-Kreimer theory of renormalization of quantum field theory \[2\]. After Hopf algebra structures were discovered for several related algebraic structures, such as tridendriform algebra and quadri-algebras \[1, 20\], Loday showed in \[16\] that a nonsymmetric (also called regular) operad with a so-called coherent unit action endows a natural Hopf algebra structure on its free objects. Similar results hold for the corresponding algebraic structures with certain commutativity \[17, 18\]. This uniform approach not only included as special cases...
cases many Hopf algebras obtained case by case during that period of time, it also recovered the classical Hopf algebra structures on the shuffle product algebra and quasi-shuffle algebra, as the algebras are shown to be the free objects of commutative dendriform and tridendriform algebras. This work was further generalized to nonsymmetric operads by Holtkamp [11]. Given the great interest in such Hopf algebras, a characterization and classification were achieved for binary quadratic nonsymmetric operads which have a coherent unit action, and hence allow for Hopf algebra structures on their free objects [3].

Operads have been extended to various broader contexts. We are particularly interested in braided operads [4, 7] for their connection with Yang-Baxter equations and quantum theory [15]. In particular, in this context quantum shuffle algebras, quantum quasi-shuffle algebras and generally quantum multi-brace algebras have been obtained by Rosso, Jian-Rosso-Zhang and Jian-Rosso [22, 14, 12, 13] respectively. Recently, with motivation from braided construction of rooted trees from the work of Connes-Kreimer on renormalization of quantum field theory, braided structures for dendriform algebras and tridendriform algebras have attracted attention [6, 8, 9]. There again the free objects can be equipped with braided Hopf algebra structures.

Thus it appears to be the time to provide a uniform approach in the context of braided operads, in the direction of coherent unit actions on algebraic operads developed by Loday and Holtkamp [17, 11] as noted above. In particular, it is interesting to study the coherent unit actions such that the free objects of the braided operads are braided Hopf algebras. This is the purpose of this article. We also extend the classification of coherent unit actions on binary quadratic nonsymmetric operads in [3] to the braided context, thereby determining such braided operads that give rise to braided Hopf algebras from their free objects.

Here is the layout of the paper. In Section 2, we provide background on braided operads with some details on the dendriform and tridendriform cases. In Section 3, we extend the notion of coherent unit actions on nonsymmetric operads to braided operads and show that such braided operads have a braided Hopf algebra structure on their free objects. We consider the two cases of braided nonsymmetric and completely commutative operads, so that we can cover for instance both the braided dendriform operad and braided commutative dendriform (Zinbiel) operad. In Section 4, we give a classification of braided binary quadratic nonsymmetric operads with coherent unit actions.

Notations. In this paper, we fix a ground field k of characteristic 0. All the objects under discussion, including vector spaces, algebras and tensor products, are taken over k by default. Also denote \( S_n \) (resp. \( B_n \)) the \( n \)-th symmetric group (resp. braid group) for any \( n \geq 0 \) with \( S_0 = \emptyset \) (resp. \( B_0 = \emptyset \)). For the convenience of discussion, we also fix a braided tensor category \( C \) over \( k \) to involve all the forthcoming braided objects.

2. Braided algebraic operads

Definition 2.1. A braided vector space is a vector space \( V \) together with a linear operator \( \sigma \) on \( V^{\otimes 2} \), called the Yang-Baxter operator characterized by the equation

\[
(\sigma \otimes \text{id}_V)(\text{id}_V \otimes \sigma)(\sigma \otimes \text{id}_V) = (\text{id}_V \otimes \sigma)(\sigma \otimes \text{id}_V)(\text{id}_V \otimes \sigma).
\]

For any braided vector space \((V, \sigma)\) and \( n \geq 1 \), the tensor space \( V^{\otimes n} \) becomes a representation of \( B_n \) with its usual generators \( b_i \) acting as \( \sigma_i := \text{id}^{(n-1)} \otimes \sigma \otimes \text{id}^{(n-1-i)} \) for \( 1 \leq i \leq n-1 \). For braided vector spaces \((V, \sigma), (V', \sigma')\), a linear map \( f : V \to V' \) is called a homomorphism of braided
vector spaces if \((f \otimes f)\sigma = \sigma'(f \otimes f)\). Let \(\mathsf{VS}\) (resp. \(\mathsf{BV}\)) denote the category of (braided) vector spaces.

Let \(\pi_n : \mathbb{B}_n \to \mathbb{S}_n\) be the natural projection mapping \(b_i\) to transpositions \(s_i\), \(i = 1, \ldots, n - 1\). It is well known that there exists an injective map \(\iota_n : \mathbb{S}_n \to \mathbb{B}_n\), satisfying \(\pi_n \iota_n = \text{id}_{\mathbb{S}_n}\) and called the Matsumoto-Tits section. If \(w = s_{i_1} \cdots s_{i_n}\) is any reduced expression of \(w \in \mathbb{S}_n\), then \(\iota_n(w) = b_{i_1} \cdots b_{i_n}\), which is uniquely determined by \(w\). Given any braided vector space \((V, \sigma)\), we denote the action of \(\iota_n(w)\) on \(V^{\otimes n}\) by \(T^\sigma_w := \sigma_{i_1} \cdots \sigma_{i_n}\). In particular, for the usual flip map \(\tau\) of \(V\), we have
\[
T^\tau_n(v_1 \otimes \cdots \otimes v_n) = v_{w^{-1}(1)} \otimes \cdots \otimes v_{w^{-1}(n)}.
\]

**Definition 2.2.** Let \(A\) be an algebra with product \(\mu\), and \(\sigma\) be a braiding on \(A\). We call the triple \((A, \mu, \sigma)\) a **braided algebra** if it satisfies the conditions
\[
(1) \quad (\mu \otimes \text{id}_A)\sigma_2\sigma_1 = \sigma(\text{id}_A \otimes \mu), \quad (\text{id}_A \otimes \mu)\sigma_1\sigma_2 = \sigma(\mu \otimes \text{id}_A).
\]
Moreover, if \(A\) is unital with unit \(1_A\) and satisfies
\[
(2) \quad \sigma(a \otimes 1_A) = 1_A \otimes a, \quad \sigma(1_A \otimes a) = a \otimes 1_A \quad \text{for all } a \in A,
\]
then \(A\) is called a **unital braided algebra**.

Dually, we call \((C, \Delta, \varepsilon, \sigma)\) a **braided coalgebra** if \((C, \Delta, \varepsilon)\) is a coalgebra with braiding \(\sigma\) and satisfies
\[
(3) \quad \sigma_1(\Delta \otimes \text{id}_C) = (\text{id}_C \otimes \Delta)\sigma, \quad \sigma_2(\Delta \otimes \text{id}_C) = (\Delta \otimes \text{id}_C)\sigma,
\]
\[
(4) \quad \varepsilon \otimes \text{id}_C)\sigma = \text{id}_C = (\text{id}_C \otimes \varepsilon)\sigma.
\]

Also, a quintuple \((H, \mu, \Delta, \varepsilon, \sigma)\) is called a **braided bialgebra**, if \((H, \mu, \sigma)\) (resp. \((H, \Delta, \varepsilon, \sigma)\)) is a braided algebra (resp. coalgebra) such that
\[
(5) \quad \Delta \mu = (\mu \otimes \mu)\sigma_2(\Delta \otimes \Delta).
\]

When \(H\) has unit \(1_H\) and antipode \(S : H \to H\) such that \(\mu(S \otimes \text{id}_H)\Delta = \varepsilon 1_H = \mu(\text{id}_H \otimes S)\Delta\), then the septuple \((H, \mu, \Delta, \varepsilon, S, \sigma)\) is a **braided Hopf algebra**. Similar to the case of braided vector spaces, the homomorphisms for these braided objects are the usual homomorphisms commuting with braidings.

The notion of braided operads was originally introduced by Fiedorowicz in \([1]\). Especially when the Yang-Baxter operators are chosen to be the flip maps, the framework recovers the usual definition of operads. For the study of algebraic operads and braided operads, we refer the reader to \([1, 2]\).

**Definition 2.3.** A braided (algebraic) operad over \(k\) is an analytic functor \(P : \mathsf{BV} \to \mathsf{BV}\) such that \(P(0) = 0\) and is equipped with an associative natural transformation of functors \(\gamma : P \circ P \to P\) and a unit \(\eta : \text{id}_{\mathsf{BV}} \to P\) such that the following diagrams commute:
\[
\begin{array}{ccc}
P \circ P & = & P \circ (P \circ P) \xrightarrow{\text{id}_{P} \circ \gamma} P \circ P, \\
\gamma & = & \\
\gamma \circ \text{id}_{P} & = & \\
\end{array}
\]
\[
\begin{array}{ccc}
P & \xrightarrow{\gamma} & P \\
\eta \circ \text{id}_{P} & = & \\
\text{id}_{\mathsf{BV}} \circ P & \xrightarrow{\gamma} & P \\
\end{array}
\]

Namely,
\[
\gamma_{P(V)} \gamma_{P(V)} = \gamma_{P(V)}, \quad \gamma_{P(V)} \eta_{P(V)} = \text{id}_{P(V)} = \gamma_{P(V)} \eta_{P(V)} \quad \text{for any } (V, \sigma) \in \mathsf{BV}.
\]
For two braided operads $(\mathcal{P}, \gamma_\mathcal{P}, \eta_\mathcal{P})$, $(\mathcal{Q}, \gamma_\mathcal{Q}, \eta_\mathcal{Q})$, a natural transformation $\alpha : \mathcal{P} \to \mathcal{Q}$ is called a morphism of braided operads, if $\gamma_\mathcal{Q} \circ (\alpha, \alpha) = \alpha \circ \gamma_\mathcal{P}$ and $\eta_\mathcal{Q} = \alpha \circ \eta_\mathcal{P}$.

**Definition 2.4.** A $\mathcal{B}$-module over $\mathbf{k}$ is a family $M = \{M(n)\}_{n \geq 0}$ of right $\mathcal{B}_n$-modules $M(n)$. A morphism of $\mathcal{B}$-modules $f : M \to N$ is a family of homomorphisms of $\mathcal{B}_n$-modules $f_n : M(n) \to N(n)$.

Given a $\mathcal{B}$-module $M$ and a braided vector space $(V, \sigma)$, we define a functor $\tilde{M} : \mathbf{BV} \to \mathbf{BV}$ by

$$\tilde{M}(V) := \bigoplus_{n \geq 0} M(n) \otimes_{\mathcal{B}_n} V^\otimes_n,$$

whose Yang-Baxter operator, denoted by $\sigma_{\tilde{M}}$, is determined by the following equalities,

$$\sigma_{\tilde{M}}((\mu, u_1, \ldots, u_t) \otimes (v, v_1, \ldots, v_j)) := \sum_{i} (v, v'_1, \ldots, v'_j) \otimes (\mu, u'_1, \ldots, u'_t),$$

for any $(\mu, u_1, \ldots, u_t) \in M(i) \otimes_{\mathcal{B}_i} V^\otimes_i$ and $(v, v_1, \ldots, v_j) \in M(j) \otimes_{\mathcal{B}_j} V^\otimes_j$, where we denote

$$T^{\sigma}_{\beta_{ij}}(u_1 \otimes \cdots \otimes u_t \otimes v_1 \otimes \cdots \otimes v_j) := \sum_{\sigma \in \mathcal{S}_{i+j}} v'_1 \otimes \cdots \otimes v'_j \otimes u'_1 \otimes \cdots \otimes u'_t,$$

with $\beta_{ij} \in \mathcal{S}_{i+j}$ such that $\beta_{ij}(k) = j + k$ if $1 \leq k \leq i$, and $k - i$ if $i + 1 \leq k \leq i + j$.

Define the tensor product of $\mathcal{B}$-modules $M$ and $N$ to be the $\mathcal{B}$-module $M \otimes N$ with

$$(M \otimes N)(n) := \bigoplus_{i+j=n} \text{Ind}_{\mathcal{B}_i \times \mathcal{B}_j} \mathcal{B}_n \cdot M(i) \otimes N(j) \otimes_{\mathcal{B}_i \times \mathcal{B}_j} \mathbf{k}[\mathcal{B}_n], \quad n \geq 0.$$

Define the composite of $\mathcal{B}$-modules $M$ and $N$ to be the $\mathcal{B}$-module

$$M \circ N := \bigoplus_{k \geq 0} M(k) \otimes_{\mathcal{B}_k} N^\otimes_k.$$

More precisely,

$$(M \circ N)(n) := \bigoplus_{k \geq 0} M(k) \otimes_{\mathcal{B}_k} \left( \bigoplus_{i_1+\cdots+i_k=n} \text{Ind}_{\mathcal{B}_{i_1} \times \cdots \times \mathcal{B}_{i_k}} \mathcal{B}_n \cdot N(i_1) \otimes \cdots \otimes N(i_k) \right), \quad n \geq 0,$$

where the left module action of $\mathcal{B}_k$ on $N^\otimes_k$ is defined as follows. Any braid $b \in \mathcal{B}_k$ sends

$$(\mu_1, \ldots, \mu_k, c) \in (N(i_1) \otimes \cdots \otimes N(i_k)) \otimes_{\mathcal{B}_{i_1} \times \cdots \times \mathcal{B}_{i_k}} \mathbf{k}[\mathcal{B}_n]$$

to

$$(\mu_1, \ldots, \mu_k, b(i_1, \ldots, i_k)c) \in (N(i_{b^{-1}(i_1)}) \otimes \cdots \otimes N(i_{b^{-1}(i_k)})) \otimes_{\mathcal{B}_{b^{-1}(i_1)} \times \cdots \times \mathcal{B}_{b^{-1}(i_k)}} \mathbf{k}[\mathcal{B}_n],$$

where $b \in \mathcal{B}_k$ acts on $\{1, \ldots, k\}$ by permutations via the natural projection $\pi_k$, and $b(i_1, \ldots, i_k)$ is the braid obtained from $b$ by replacing its $j$-th strand with $i_j$ parallel strands for any $j = 1, \ldots, k$.

**Proposition 2.5.** For any $\mathcal{B}$-modules $M$, $N$ and braided vector space $V$, we have

$$\tilde{M} \otimes \tilde{N}(V) = \tilde{M}(V) \otimes \tilde{N}(V), \quad (M \circ N)(V) = \tilde{M}(\tilde{N}(V)).$$

**Proof.** By the definition of $\tilde{M}$ and $M \otimes N$, we find

$$\tilde{M} \otimes \tilde{N}(V) = \bigoplus_{n \geq 0} (M \otimes N)(n) \otimes_{\mathcal{B}_n} V^\otimes_n$$

$$= \bigoplus_{n \geq 0} \left( \bigoplus_{i+j=n} (M(i) \otimes N(j)) \otimes_{\mathcal{B}_i \times \mathcal{B}_j} \mathbf{k}[\mathcal{B}_n] \right) \otimes_{\mathcal{B}_n} V^\otimes_n.$$
\[
\begin{align*}
\sum_{i,j \geq 0} (M(i) \otimes N(j)) \otimes_{B_i \times B_j} V^{\otimes (i+j)} &= \sum_{i \geq 0} M(i) \otimes_{B_i} V^{\otimes i} \otimes \left( \sum_{j \geq 0} N(j) \otimes_{B_j} V^{\otimes j} \right) \\
&= \tilde{M}(V) \otimes \tilde{N}(V).
\end{align*}
\]

On the other hand, by the definition of \(\tilde{M}\) and \(M \circ N\), we have

\[
(M \circ \tilde{N})(V) = \sum_{n \geq 0} (M \circ N)(n) \otimes_{B_n} V^{\otimes n}
\]

\[
= \sum_{n \geq 0} \left( \sum_{k \geq 0} M(k) \otimes_{B_k} \left( \sum_{i_1, \ldots, i_k \geq 0} (N(i_1) \otimes \cdots \otimes N(i_k)) \otimes_{B_{i_1} \times \cdots \times B_{i_k}} k[B_n] \right) \right) \otimes_{B_n} V^{\otimes n}
\]

\[
= \sum_{k \geq 0} M(k) \otimes_{B_k} \left( \sum_{i_1, \ldots, i_k \geq 0} N(i_1) \otimes_{B_{i_1}} V^{\otimes i_1} \otimes \cdots \otimes \left( \sum_{i_k \geq 0} N(i_k) \otimes_{B_{i_k}} V^{\otimes i_k} \right) \right)
\]

\[
= \sum_{k \geq 0} M(k) \otimes_{B_k} \tilde{N}(V)^{\otimes k}
\]

where the third equality is due to the fact that the left action of \(B_k\) on \(\text{Ind}_{B_{i_1} \times \cdots \times B_{i_k}}^{B_n} N(i_1) \otimes \cdots \otimes N(i_k)\) commutes with the right one of \(B_n\), and the fifth equality is based on the representation \(\tilde{N}(V)^{\otimes k}\) of \(B_k\) via the Yang-Baxter operator \(\sigma_N\) of \(\tilde{N}(V)\).

According to [4, Definition 3.2] or the construction in [7, §5.1], a braided operad \(\mathcal{P}\) consists of a \(B\)-module \(\{\mathcal{P}(n)\}_{n \geq 0}\), with the composition maps

\[
\gamma(i_1, \ldots, i_k) : \mathcal{P}(k) \otimes \mathcal{P}(i_1) \otimes \cdots \otimes \mathcal{P}(i_k) \rightarrow \mathcal{P}(i_1 + \cdots + i_k)
\]

and the unit map \(\eta\) satisfying the associativity and the unity conditions, and also the following equivalence conditions:

\[
\gamma(\mu; \mu_1, \ldots, \mu_k) = \gamma(\mu; \mu_{b^{-1}(1)}, \ldots, \mu_{b^{-1}(k)}) b(i_1, \ldots, i_k),
\]

\[
\gamma(\mu; \mu_1 b_1, \ldots, \mu_k b_k) = \gamma(\mu; \mu_1, \ldots, \mu_k)(b_1 \times \cdots \times b_k),
\]

for any \(\mu \in \mathcal{P}(k), \mu_1 \in \mathcal{P}(i_1), \ldots, \mu_k \in \mathcal{P}(i_k)\), where \(b \in B_k\) acts on \(\{1, \ldots, k\}\) by permutations via the natural projection \(\pi_k\), \(b(i_1, \ldots, i_k)\) is the braid obtained from \(b\) by replacing its \(j\)-th strand with \(i_j\) parallel strands for any \(j = 1, \ldots, k\), and \(b_1 \times \cdots \times b_k\) denotes the direct product of braids \(b_1, \ldots, b_k\). It is easy to see that \(\gamma(i_1, \ldots, i_k)\) factors through

\[
\mathcal{P}(k) \otimes_{B_k} \text{Ind}_{B_{i_1} \times \cdots \times B_{i_k}}^{B_n} \mathcal{P}(i_1) \otimes \cdots \otimes \mathcal{P}(i_k) = \mathcal{P}(k) \otimes_{B_k} \left( \mathcal{P}(i_1) \otimes \cdots \otimes \mathcal{P}(i_k) \right) \otimes_{B_{i_1} \times \cdots \times B_{i_k}} k[B_{i_1 + \cdots + i_k}]
\]

by the homomorphism of \(B_{i_1 + \cdots + i_k}\)-modules sending any \(\mu \otimes_{B_k} (\mu_1 \otimes \cdots \otimes \mu_k) \otimes_{B_{i_1} \times \cdots \times B_{i_k}} b\) to \(\gamma(\mu; \mu_1, \ldots, \mu_k)b\), as we have \(b(i_1, \ldots, i_k)(b_1 \times \cdots \times b_k) = (b_{b^{-1}(1)} \times \cdots \times b_{b^{-1}(k)})b(i_1, \ldots, i_k)\).
Given any \((V, \sigma) \in \text{BV}\), we have
\[
\mathcal{P}(V) := \bigoplus_{n \geq 0} \mathcal{P}(n) \otimes_{\mathbb{B}_n} V^{\otimes n},
\]
with its Yang-Baxter operator \(\sigma_\mathcal{P}\) defined as in Eq. (1). If \(\mathcal{P}\) is nonsymmetric (also called regular), then \(\mathcal{P}(n) = \mathcal{P}_n \otimes k[\mathbb{B}_n]`, \(n \geq 0\), where \(\bigoplus_{n \geq 0} \mathcal{P}_n\) is a graded vector space. Hence, \(\mathcal{P}(V) = \bigoplus_{n \geq 0} \mathcal{P}_n \otimes V^{\otimes n}\).

**Definition 2.6.** Given any (braided) operad \(\mathcal{P}\), a (braided) vector space \(A\) is called an algebra over \(\mathcal{P}\) or \(\mathcal{P}\)-algebra, if it is equipped with a homomorphism \(\theta_A : \mathcal{P}(A) \to A\) of (braided) vector spaces such that the following diagrams commute:

\[
\begin{array}{ccc}
(P \circ P)(A) & = & \mathcal{P}(\mathcal{P}(A)) \\
\downarrow \gamma_A & & \downarrow \theta_A \\
\mathcal{P}(A) & \rightarrow & A
\end{array}
\]

For two \(\mathcal{P}\)-algebras \(A\) and \(B\), a homomorphism \(\varphi : A \to B\) of (braided) vector spaces is called a morphism of \(\mathcal{P}\)-algebras if \(\varphi \theta_A = \theta_B \mathcal{P}(\varphi)\).

In particular, the free \(\mathcal{P}\)-algebra generated by a (braided) vector space \(V\) is given by \((\mathcal{P}(V), \gamma_V)\) with \(\eta_V : V \to \mathcal{P}(V)\), such that for any \(\mathcal{P}\)-algebra \(A\) and homomorphism \(f : V \to A\) of (braided) vector spaces, there exists a unique morphism \(\bar{f} : \mathcal{P}(V) \to A\) of \(\mathcal{P}\)-algebras satisfying \(f = \bar{f} \eta_V\).

**Example 2.7.** A dendriform algebra \(D\) is a vector space with two binary operators \(<, >\) such that
\[
\begin{align*}
(a < b) < c &= a < (b < c + b > c), \\
(a > b) < c &= a > (b < c), \\
a > (b > c) &= (a < b + a > b) > c,
\end{align*}
\]
for any \(a, b, c \in D\). Intrinsically, any dendriform algebra is an algebra over the nonsymmetric operad \((\mathcal{P}_D, \gamma, I)\) generated by
\[
\mathcal{P}_{D,1} = k I, \quad \mathcal{P}_{D,2} = k < k >,
\]
with relations
\[
\begin{align*}
\gamma(<, I) &= \gamma(<, I, < + >), \\
\gamma(<, I >) &= \gamma(> I, <), \\
\gamma(> I, >) &= \gamma(> I, I), \\
\gamma(, I I) &= <, \gamma(> I, I), >, \\
\gamma(I I) &= <, \gamma(I I) >.
\end{align*}
\]

As a braided analogue, we interpret the braided dendriform algebras in [3] as the braided \(\mathcal{P}_D\)-algebras. A braided dendriform algebra \((D, <, >, \sigma)\) is a braided vector space \((D, \sigma)\) endowed with the dendriform algebra structure \(<, >\) such that
\[
\begin{align}
\sigma(\text{Id}_D \otimes <) &= (< \otimes \text{Id}_D) \sigma_2 \sigma_1, \\
\sigma(< \otimes \text{Id}_D) &= (\text{Id}_D \otimes <) \sigma_1 \sigma_2,
\end{align}
\]
\[
\begin{align}
\sigma(\text{Id}_D \otimes >) &= (> \otimes \text{Id}_D) \sigma_2 \sigma_1, \\
\sigma(> \otimes \text{Id}_D) &= (\text{Id}_D \otimes >) \sigma_1 \sigma_2.
\end{align}
\]
Since the map \(\theta_D : \mathcal{P}_D(D) \to D\) is a homomorphism of braided vector spaces, we clearly have
\[
(\theta_D \otimes \theta_D) \sigma_{\mathcal{P}_D} = \sigma(\theta_D \otimes \theta_D).
\]
Then for any \((I, a) \in \mathcal{P}_{D,1} \otimes D\) and \((<, b, c) \in \mathcal{P}_{D,2} \otimes D^{\otimes 2}\), we have

\[
(\theta_D \otimes \theta_D)(\sigma_{\mathcal{P}_D}((I, a) \otimes (<, b, c))) = (\theta_D \otimes \theta_D)(\sum (\langle b', c' \rangle \otimes (I, a')) = \sum (b' < c') \otimes a',
\]
where we set \(T^\sigma_{\beta_D}(a \otimes b \otimes c) = \sigma_2^\sigma_1(a \otimes b \otimes c) = \sum b' \otimes c' \otimes a'.\) On the other hand,

\[
\sigma(\theta_D \otimes \theta_D)((I, a) \otimes (<, b, c))) = \sigma(a \otimes (b < c)).
\]

Hence,

\[
\sigma(a \otimes (b < c)) = \sum (b' < c') \otimes a',
\]
that is, \(\sigma(\text{Id}_D \otimes <) = (< \otimes \text{Id}_D)\sigma_2\sigma_1.\) The other conditions in Eq. (8), (9) can be verified similarly.

In particular, the free \(\mathcal{P}_D\)-algebra over a braided vector space \((V, \sigma)\) is the free braided dendriform algebra, realized as the braided analogue of the Loday-Ronco algebra of planar binary rooted trees; see [3, Theorem 2.8].

**Example 2.8.** A tridendriform algebra \(T\) is a vector space with three binary operators \(<, >, \ast\) such that

\[
(a < b) < c = a < (b < c + b > c + b \ast c),
\]
\[
(a > b) < c = a > (b < c),
\]
\[
a > (b > c) = (a < b + a > b + a \ast b) > c,
\]
\[
(a \ast b) < c = a \ast (b < c),
\]
\[
(a < b) \ast c = a \ast (b > c),
\]
\[
(a > b) \ast c = a > (b \ast c),
\]
\[
(a \ast b) \ast c = a \ast (b \ast c),
\]

for \(a, b, c \in T\). Intrinsically, any tridendriform algebra is an algebra over the nonsymmetric operad \((\mathcal{P}_T, \gamma, I)\) generated by

\[
\mathcal{P}_{T,1} = kI, \quad \mathcal{P}_{T,2} = k < \oplus k > \oplus k \ast,
\]

with relations

\[
\gamma(<; <, I) = \gamma(<; I, < + > + \ast),
\]
\[
\gamma(\langle; >, I) = \gamma(\rangle; I, <),
\]
\[
\gamma(\langle; I, >) = \gamma(\rangle; < + > + \ast, I),
\]
\[
\gamma(<; \ast, I) = \gamma(\ast; I, <),
\]
\[
\gamma(\ast; <, I) = \gamma(\ast; I, >),
\]
\[
\gamma(\ast; >, I) = \gamma(\rangle; I, \ast),
\]
\[
\gamma(\ast; \ast, I) = \gamma(\ast; I, \ast),
\]
\[
\gamma(\langle; I, I) = \langle, \gamma(\rangle; I, I) = \rangle, \quad \gamma(\ast; I, I) = \ast,
\]
\[
\gamma(I; <) = \langle, \gamma(I; >) = \rangle, \quad \gamma(I; \ast) = \ast.
\]

A **braided tridendriform algebra** [3], denoted \((T, <, >, \ast, \sigma)\) is a braided vector space \((T, \sigma)\) endowed with a tridendriform algebra structure \(<, >, \ast\) such that

\[
\sigma(\text{Id}_T \otimes <) = (< \otimes \text{Id}_T)\sigma_2\sigma_1, \quad \sigma(\langle \otimes \text{Id}_T) = (\langle \otimes \text{Id}_T)\sigma_1\sigma_2,
\]
\[
\sigma(\text{Id}_T \otimes >) = (> \otimes \text{Id}_T)\sigma_2\sigma_1, \quad \sigma(\rangle \otimes \text{Id}_T) = (\rangle \otimes \text{Id}_T)\sigma_1\sigma_2,
\]
\[
\sigma(\text{Id}_T \otimes \ast) = (\ast \otimes \text{Id}_T)\sigma_2\sigma_1, \quad \sigma(\ast \otimes \text{Id}_T) = (\ast \otimes \ast \otimes \text{Id}_T)\sigma_1\sigma_2.
\]
Then the braided tridendriform algebras are exactly the braided $P_T$-algebras, as the conditions in (10)–(12) can be recovered by the fact that the map $\theta_T : P_T(T) \to T$ is a homomorphism of braided vector spaces. In particular, the free $P_T$-algebra over a braided vector space $(V, \sigma)$ is the free braided tridendriform algebra, constructed as the braided analogue of the Loday-Ronco algebra of planar rooted trees; see [3, Theorem 4.5].

3. Coherent unit actions and braided $P$-Hopf algebras

Let $P$ be any (braided) operad such that $P(0) = 0$ and $P(1) = k = kI$. Let $I$ be a 0-ary element adjoined to $P$ by

$$P'(i) := \begin{cases} P(i), & i \geq 1, \\ kI, & i = 0. \end{cases}$$

A unit action on the operad $(P, \gamma, I)$ is a partial extension of the composition map $\gamma$ on $P'$ with

$$\gamma(i_1, \ldots, i_k) : P'(k) \otimes_{\mathbb{B}_k} \text{Ind}_{\mathbb{B}_k}^{\mathbb{B}_{i_1+\cdots+i_k}} \cdots \otimes P'(i_k) \rightarrow P'(i_1 + \cdots + i_k)$$

defined for all $i_j \geq 0$ with $j = 1, \ldots, k$ and $i_1 + \cdots + i_k > 0$ if $k \geq 2$. Note that $\gamma(i_1, \ldots, i_k)$ is not defined when $i_1 = \cdots = i_k = 0$ and $k \geq 2$.

In particular, for $\gamma(1, 0) : P_2 \otimes kI \otimes kI \rightarrow kI$ and $\gamma(0, 1) : P_2 \otimes kI \otimes kI \rightarrow kI$ in the nonsymmetric case, there exist linear maps $\alpha, \beta : P_2 \rightarrow k$ such that

$$\gamma(\mu; I, I) = \alpha(\mu)I, \quad \gamma(\mu; I, I) = \beta(\mu)I \quad \text{for any} \ \mu \in P_2.$$

Given a $P$-algebra $A$, we define $A^+ := k \oplus A$, called a unitary $P$-algebra, with structure map $\theta_A^+ : P'(A^+) \rightarrow A^+$ extending $\theta_A$ by sending $I \in P'(0)$ to $1 \in A^+$.

**Definition 3.1.** For any (braided) nonsymmetric operad $(P, \gamma, I)$ generated by operation sets $M_k \subseteq P_k$, $k \geq 2$, with a unit action, suppose that there are operations $\star_n \in P_n$ for all $n \geq 0$ satisfying

1. $\gamma(\star_n; I, \ldots, I, I) = \star_{n-1}$, $1 \leq i \leq n$,
2. $\gamma(\star_2; I, I) = \gamma(\star_2; I, I) = I$,

particularly $\star_0 = I$, $\star_1 = I$ and $\alpha(\star_2) = \beta(\star_2) = 1$. Then one can further extend $\gamma$ by requiring

$$\gamma(\star_n; I, \ldots, I) = I.$$

In this case, such a unit action is called coherent, if for any two $P$-algebras $A$ and $B$,

$$A \boxdot B := (A \otimes k) \oplus (k \otimes B) \oplus (A \otimes B)$$

is again a $P$-algebra defined as follows. Let $c$ be the braiding in the braided tensor category $C$; see [13, Ch. XIII]. We let

$$\sigma := \sigma_{A, B} := c_{A^+ \otimes B^+, A^+ \otimes B^+}$$

denote the corresponding braiding on $A^+ \oplus B^+$ when $A, B \in C$. For any $p \in M_n$, $a_i \in A^+$ and $b_i \in B^+$, $1 \leq i \leq n$ with $n \geq 2$, let

$$p(a_1 \oplus b_1, \ldots, a_n \oplus b_n) := \begin{cases} \sum \star_n(a_1', \ldots, a_n') \otimes p(b_1', \ldots, b_n'), & \text{if at least one } b_i \in B, \\ p(a_1, \ldots, a_n) \otimes 1, & \text{if all } b_i = 1, \ p(a_1, \ldots, a_n) \text{ is defined,} \\ \text{undefined,} & \text{otherwise}, \end{cases}$$
where we denote $T^\sigma_{w_n}(a_1 \otimes b_1 \otimes \cdots \otimes a_n \otimes b_n) = \sum a_1' \otimes \cdots \otimes a_n' \otimes b_1' \otimes \cdots \otimes b_n'$ with $w_n \in \mathbb{S}_{2n}$ such that $w_n(2i - 1) = i$, $w_n(2i) = n + i$ for $i = 1, \ldots, n$. Then Eq. (13) actually defines the structure map $\theta_{A \otimes B}$ of $A \otimes B$ as a $\mathcal{P}$-algebra.

**Lemma 3.2.** For a unit action on a braided operad $(\mathcal{P}, \gamma, I)$, let $\star_0 := I$, $\star_1 := I$, and $\star_2 \in \mathcal{P}_2$ satisfying Eq. (13). If $\star_2$ is associative, i.e. $\gamma(\star_2; \star_2, I) = \gamma(\star_2; I, \star_2)$, then one can recursively define a sequence of operations $\star_n$, $n \geq 0$, by

$$\star_n := \gamma(\star_2; \star_{n-1}, I) \in \mathcal{P}_n,$$

satisfying Eq. (14). Moreover,

$$\gamma(\star_2; \star_i, \star_{n-i}) = \star_n,$$

for all $i = 0, 1, \ldots, n$ with $n \geq 0$. Then we call an operad $(\mathcal{P}, \gamma, I)$ **associative**, if it has such an associative operation $\star := \star_2 \in \mathcal{P}_2$.

**Proof.** First we inductively prove that $\star_n$, $n \geq 0$, satisfy Eq. (14). It is clear when $n = 1, 2$. If $n > 2$, then by the definition of $\star_n$ and the induction hypothesis we have

$$\gamma(\star_n; I, \ldots, \bar{I}, \ldots, I) = \gamma(\gamma(\star_2; \star_{n-1}, I; I, \ldots, \bar{I}, \ldots, I), I)$$

$$= \begin{cases} \gamma(\star_2; \gamma(\star_{n-1}, I; I, \ldots, \bar{I}, \ldots, I), I), & 1 \leq i < n, \\
\gamma(\star_2; \gamma(\star_{n-1}, I; I, \ldots, \bar{I}, \ldots, I), \bar{I}), & i = n, \\
\end{cases}$$

$$= \begin{cases} \gamma(\star_2; \star_{n-2}, I), & 1 \leq i < n, \\
\gamma(\star_2; \star_{n-1}, \bar{I}), & i = n, \\
\end{cases}$$

$$= \gamma(\gamma(\star_2, I; \star_{n-1}), I),$$

$$= \star_{n-1}.$$

Further, Eq. (17) can also be proved by induction on $n$. Indeed, it is obviously true when $n = 0, 1, 2$. If $n > 2$, then

$$\gamma(\star_2; \star_i, \star_{n-i}) = \gamma(\star_2; \gamma(\star_2; \star_{i-1}, I), \star_{n-i})$$

$$= \gamma(\gamma(\star_2; \star_{i-1}, I), \star_{n-i})$$

$$= \gamma(\gamma(\star_2; I, \star_2), \star_{i-1}, I, \star_{n-i})$$

$$= \gamma(\gamma(\star_2; \star_{i-1}, \gamma(\star_2; I, \star_{n-i})), I)$$

$$= \gamma(\star_2; \star_{i-1}, \star_{n+1-i}),$$

for any $i = 2, \ldots, n - 1$. It then follows that

$$\star_n = \gamma(\star_2; \star_n, \bar{I}) = \gamma(\star_2; \star_{n-1}, I) = \cdots = \gamma(\star_2; I, \star_n).$$

Hence, Eq. (17) holds for any $n \geq 2$. \hfill $\square$

**Example 3.3.** Let $\mathcal{P}_D$ be the braided dendriform operad given in Example 2.7. There is a unit action on $\mathcal{P}_D$ defined as follows. First extend $\mathcal{P}_D$ to be $\mathcal{P}'_D$ such that

$$\mathcal{P}'_D(0) = kI, \mathcal{P}'_{D, 1} = kI, \mathcal{P}'_{D, 2} = k < \oplus k >,$$

and then extend $\gamma$ to $\mathcal{P}'_D$ such that

$$\gamma(\langle; I, \bar{I} \rangle) = I, \gamma(\langle; \bar{I}, I \rangle) = 0,$$
Proof is the same as the case of the algebraic operads proved in [7]. By the relations of $\mathcal{P}_D$, we know that $\ast_2$ is also associative. According to Lemma 3.2, the sequence of operations $\{\ast_n\}_{n\geq 0}$ satisfies Eqs. (14) and (17).

Now for the braided dendriform operad case, we further have the following property.

**Proposition 3.4.** The stated unit action on $\mathcal{P}_D$ generated by $M_2 = \{<, >\}$ is coherent.

**Proof.** It is enough to check that the operations $<$ and $>$ on $A \boxtimes B$ defined by Eq. (16) satisfy the dendriform relations and the compatibility conditions (8), (9) for any $\mathcal{P}_D$-algebras $A, B$. The proof is the same as the case of the algebraic operads proved in [9, Proposition 4.9] to which we refer the reader for details. $\square$

Let $\mathcal{P}$ be a (braided) nonsymmetric operad equipped with a coherent unit action and $A^+ := k \oplus A$ be a unitary $\mathcal{P}$-algebra. Do the same for $A^+ \otimes A^+ \cong (A \boxtimes A)^+$ via Eq. (16). Let $\Delta : A^+ \to (A \boxtimes A)^+ \cong A^+ \otimes A^+$ be a coassociative linear map, such that $\Delta(1) = 1 \otimes 1$ and $\Delta'(a) := \Delta(a) - a \otimes 1 - 1 \otimes a \in A \boxtimes A$ for any $a \in A$.

If $A$ is a morphism of unitary $\mathcal{P}$-algebras, we call $A^+$ together with $\Delta$ a $\mathcal{P}$-bialgebra. Moreover, if there is a direct sum $A^+ = \bigoplus_{n \geq 0} A^{(n)}$ of vector spaces, such that $A^{(0)} = k$ and

$$\Delta(A^{(n)}) \subseteq \sum_{i=0}^{n} A^{(i)} \otimes A^{(n-i)}$$

for all $n \geq 0$, we call $A^+$ a **connected graded** $\mathcal{P}$-Hopf algebra.

As a braided analogue of [11, Lemma 6], we provide the following theorem.

**Theorem 3.5.** Let $\mathcal{P}$ be a braided nonsymmetric operad equipped with a coherent unit action and let $A^+ := k \oplus A$ with $A := \mathcal{P}(V)$ be the free unitary $\mathcal{P}$-algebra generated by a braided vector space $V$. Then there is a coassociative morphism $\Delta_A : A^+ \to A^+ \otimes A^+$ of $\mathcal{P}$-algebras defined by

$$\Delta_A(x) = x \otimes 1 + 1 \otimes x, \; x \in V,$$

which provides $A^+$ with a connected graded $\mathcal{P}$-bialgebra algebra structure. It further provided $A^+$ with a connected braided bialgebra structure and hence a Hopf algebra structure.

Furthermore, if the Yang-Baxter operator $\sigma_A$ on $A^+$ becomes a $\mathcal{P}$-algebra isomorphism, then $\Delta_A$ is twisted cocommutative, i.e. $\sigma_A \Delta_A = \Delta_A$.

**Proof.** Since $\mathcal{P}(V)$ is the free $\mathcal{P}$-algebra on $V$ and $\mathcal{P}(V)^{\Box n}, n = 2, 3$, are $\mathcal{P}$-algebras by the coherent unit action, there is a unique $\mathcal{P}$-algebra morphism $\Delta_A : \mathcal{P}(V) \to \mathcal{P}(V)^{\Box 2}, \; v \mapsto 1 \otimes v + v \otimes 1, \; v \in V,$ identifying $V$ with $\mathcal{P}_1 \otimes V$. It then induces an braided (associative) algebra homomorphism $\Delta : (\mathcal{P}(V), \ast) \to (\mathcal{P}(V)^{\Box 2}, \ast)$. By the same argument, we obtain the compatibility requirement

$$\Delta_A \theta_A = \theta_{A \otimes A} \Delta_A,$$

where $\theta_A = \gamma_V$ and $\theta_{A \otimes A}$ are defined in Eq. (14). Then it also guarantees the commutativity between $\Delta_A$ and the braidings,

$$(\Delta_A \otimes \Delta_A) \sigma_A = \beta_{22}(\Delta_A \otimes \Delta_A).$$

On the other hand, since

$$(\Delta_A \otimes \text{id}_{A^+}) \Delta_A(x) = x \otimes 1 \otimes 1 + 1 \otimes x \otimes 1 + 1 \otimes 1 \otimes x = (\text{id}_{A^+} \otimes \Delta_A) \Delta_A(x)$$
for any $x \in V$, by the universal property of $\mathcal{P}(V)$ again, $\Delta_A$ as a morphism of $\mathcal{P}$-algebras is coassociative. Also, $\Delta_A(1) = 1 \otimes 1$ and $\Delta_A(a) := \Delta_A(a) - a \otimes 1 - 1 \otimes a \in A \otimes A$ for any $a \in A$. Furthermore, the free unitary $\mathcal{P}$-algebra $A^+$ allows a grading $A^{(n)} := \mathcal{P}_n \otimes V^{\otimes n}$ which is respected by all $\mathcal{P}$-operations. The same holds for $A^+ \otimes A^+$. Thus $\Delta_A$ makes $A^+$ into a connected graded $\mathcal{P}$-bialgebra algebra. Thus $(A^+, \star, \Delta)$ is a connected graded braided bialgebra and hence a braided Hopf algebra.

Finally, the stated cocommutativity of $\Delta_a$ follows from its definition.

**Example 3.6.** For the braided dendriform operad, by Proposition 3.4 and Theorem 3.5, we know that the free unitary $\mathcal{P}_D$-algebra over a braided vector space is a connected graded $\mathcal{P}_D$-Hopf algebra. In particular, we recover the braided Hopf algebra structures of free braided dendriform algebras, namely, the braided analogue of the Loday-Ronco Hopf algebra of planar binary rooted trees, directly verified in [9].

**Proposition 3.7.** The conclusion of Theorem 3.2 holds when the associativity condition stated in Lemma 3.2 is replaced by a completely commutativity condition for the braided operad $(\mathcal{P}, \gamma, I)$, in the sense that there are operations $\star_n \in \mathcal{P}(n)$, $n \geq 0$, invariant under the right $\mathbb{B}_n$-module action and satisfying Eqs. (14) and (15).

**Proof.** Under this condition, $\mathcal{P}$-operations on $A \boxtimes B$ are still well-defined via Eq. (11), thus again endow $A \boxtimes B$ with a $\mathcal{P}$-algebra structure given by the same $\theta_{A\boxtimes B}$ from $\mathcal{P}(A \boxtimes B) = \bigoplus_{n \geq 0} \mathcal{P}(n) \otimes \mathbb{B}_n (A \boxtimes B)^{\otimes n}$ to $A \boxtimes B$ in Eq. (14). In short, there is again a coherent unit action on $\mathcal{P}$. Then Proposition 3.7 follows from the same argument.

**Example 3.8.** Typical examples of completely commutative (braided) operads with coherent unit actions are the (braided) commutative dendriform (identified with Zinbiel) operad and the braided commutative tridendriform (CTD) operad. Thus Proposition 3.7 in particular implies the braided Hopf algebra structures on free braided commutative (tri)dendriform algebras. Free braided commutative dendriform algebras are shown [8] to be isomorphism to the quantum shuffle algebras defined in [2] for involutive braiding. Thus the coherent unit action approach of braided Hopf algebras in Proposition 3.7 puts the braided Hopf algebra structure on quantum shuffle algebras in a broader context. A similar approach can be given to the quantum quasi-shuffle algebra in [7].

4. **Classification of braided binary quadratic nonsymmetric operads with coherent unit actions**

In [3] the authors classified all the associative, binary, quadratic and nonsymmetric (ABQR) operads with coherent unit actions. In this section we extend this classification to the braided context.

**Theorem 4.1.** Let $(\mathcal{P}, \gamma, I, \star)$ be a braided ABQR operad. A unit action on $\mathcal{P}$ is coherent if and only if, for every $(\sum_i \alpha^{(1)}_i \otimes \alpha^{(2)}_i, \sum_j \beta^{(3)}_j \otimes \beta^{(4)}_j) \in \mathcal{P}_2 \otimes \mathcal{P}_2$ from the quadratic relations of $\mathcal{P}$, the following coherence equations hold in terms of the linear maps $\alpha, \beta$ defined in Eq. (15).

(C1) $\sum_i \beta(\alpha^{(1)}_i) \otimes \alpha^{(2)}_i = \sum_j \beta(\alpha^{(3)}_j) \otimes \alpha^{(4)}_j$,
(C2) $\sum_i \alpha(\beta^{(1)}_i) \otimes \beta^{(2)}_i = \sum_j \alpha(\beta^{(4)}_j) \otimes \beta^{(3)}_j$,
(C3) $\sum_i \alpha(\beta^{(2)}_i) \otimes \alpha^{(1)}_i = \sum_j \alpha(\beta^{(3)}_j) \otimes \alpha^{(4)}_j$,
(C4) $\sum_i \beta(\alpha^{(2)}_i) \otimes \alpha^{(1)}_i = \sum_j \beta(\alpha^{(3)}_j) \beta(\alpha^{(4)}_j) \star$,
(C5) $\sum_i \alpha(\beta^{(1)}_i) \alpha(\beta^{(2)}_i) \star = \sum_j \alpha(\beta^{(3)}_j) \alpha(\beta^{(4)}_j) \star$.
Proof. A braided ABQR operad $\mathcal{P}$ is generated by $\mathcal{P}_1 = kI$, $\mathcal{P}_2 = k\omega$ with relations
\[
\sum_i \gamma(\circ_i^{(1)}; \circ_i^{(2)}, I) = \sum_j \gamma(\circ_j^{(3)}; I, \circ_j^{(4)}),
\]
where $(\sum_i \circ_i^{(1)} \otimes \circ_i^{(2)}, \sum_j \circ_j^{(3)} \otimes \circ_j^{(4)}) \in \mathcal{P}_2^\otimes \mathcal{P}_2^\otimes$.

A unit action on $\mathcal{P}$ is coherent if and only if, for any $\mathcal{P}$-algebra $A$ and $B$ and for any $a, a', a'' \in A^+$ and $b, b', b'' \in B^+$, we have the equation
\[
(18) \quad \sum_i \left( (a \otimes b) \circ_i^{(1)} (a' \otimes b') \right) \circ_i^{(2)} (a'' \otimes b'') = \sum_j \left( (a \otimes b) \circ_j^{(3)} (a' \otimes b') \circ_j^{(4)} (a'' \otimes b'') \right).
\]

Then there are eight mutually disjoint cases for eight subsets of $b, b', b''$ which are in $k$ (and hence not in $B$). Note that when all of $b, b', b''$ are in $k$ or all of $b, b', b''$ are in $B$, Eq. (18) just means that $(\sum_i \circ_i^{(1)} \otimes \circ_i^{(2)}, \sum_j \circ_j^{(3)} \otimes \circ_j^{(4)})$ is a relation for $\mathcal{P}$, so is automatic true. Thus to prove the theorem we only need to prove

Case 1. Eq. (18) holds for $b \in k$, $b', b'' \in B$ if and only if (C1) is true;
Case 2. Eq. (18) holds for $b' \in k$, $b, b'' \in B$ if and only if (C2) is true;
Case 3. Eq. (18) holds for $b'' \in k$, $b, b' \in B$ if and only if (C3) is true;
Case 4. Eq. (18) holds for $b, b' \in k$, $b'' \in B$ if and only if (C4) is true;
Case 5. Eq. (18) holds for $b', b'' \in k$, $b \in B$ if and only if (C5) is true;
Case 6. Eq. (18) holds for $b, b'' \in k$, $b' \in B$ if (C1) is true.

All these cases are routinely checked as in the original paper [3] using binary operations on $A \boxtimes B$ defined in Eq. (15).

We now apply Theorem 4.3 to classify all braided ABQR operads with coherent unit actions.

Theorem 4.2. Let $(\mathcal{P}, \gamma, I, \star)$ be a braided ABQR operad of dimension $n$ (that is, $\dim \mathcal{P}_2 = n$).

(i) There is a coherent unit action $(\alpha, \beta)$ on $\mathcal{P}$ with $\alpha \neq \beta$ if and only if there is a basis $\{\circ_i\}$ of $\mathcal{P}_2$ with $\star = \sum_i \circ_i$ such that the space $\Lambda$ of quadratic relations for $\mathcal{P}$ are contained in the subspace $\Lambda_{n,\text{coh}}'$ of $\mathcal{P}_2^\otimes \mathcal{P}_2^\otimes$ with the basis
\[
\Lambda_{n,\text{coh}}' : \left\{ \begin{array}{l}
\left( \star \otimes \circ_2, \circ_2 \otimes \circ_2 \right), \\
\left( \circ_1 \otimes \circ_1, \circ_1 \otimes \star \right), \\
\left( \circ_1 \otimes \circ_1, \circ_1 \otimes \circ_1 \right), 2 \leq i \leq n, \\
\left( \circ_2 \otimes \circ_j, \circ_2 \otimes \circ_j \right), 3 \leq j \leq n, \\
\left( \circ_1 \otimes \circ_j, \circ_1 \otimes \circ_2 \right), 3 \leq i \leq n, \\
\left( \circ_1 \otimes \circ_j, 0 \right), (0, \circ_i \otimes \circ_j), 3 \leq i, j \leq n.
\end{array} \right. \]

(ii) There is a coherent unit action $(\alpha, \beta)$ on $\mathcal{P}$ with $\alpha = \beta$ if and only if there is a basis $\{\circ_i\}$ of $\mathcal{P}_2$ with $\star = \sum_i \circ_i$ such that the space $\Lambda$ of quadratic relations for $\mathcal{P}$ are contained in the subspace $\Lambda_{n,\text{coh}}''$ of $\mathcal{P}_2^\otimes \mathcal{P}_2^\otimes$ with the basis
\[
\Lambda_{n,\text{coh}}'' : \left\{ \begin{array}{l}
\left( \circ_1 \otimes \star, \circ_1 \otimes \star \right) + (\star \otimes \circ_1, \star \otimes \circ_1) - (\circ_1 \otimes \circ_1, \circ_1 \otimes \circ_1), \\
\left( \circ_1 \otimes \circ_j, 0 \right), (0, \circ_i \otimes \circ_j), 2 \leq i, j \leq n.
\end{array} \right. \}
\]

Proof. The proof is the same as the one for the algebraic operads in [3, Theorem 4.9], so we refer the reader there for details.
By inspection, the braided dendriform algebra (see Proposition 3.4) and braided tridendriform algebras have coherent unit actions.
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