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Abstract

Purpose: We propose a novel method for continual learning based on the increasing depth of neural networks. This work explores whether extending neural network depth may be beneficial in a life-long learning setting.

Methods: We propose a novel approach based on adding new layers on top of existing ones to enable the forward transfer of knowledge and adapting previously learned representations. We employ a method of determining the most similar tasks for selecting the best location in our network to add new nodes with trainable parameters. This approach allows for creating a tree-like model, where each node is a set of neural network parameters dedicated to a specific task. The Progressive Neural Network concept inspires the proposed method. Therefore, it benefits from dynamic changes in network structure. However, Progressive Neural Network allocates a lot of memory for the whole network structure during the learning process. The proposed method alleviates this by adding only part of a network for a new task and utilizing a subset of previously trained weights. At the same time, we may retain the benefit of PNN, such as no forgetting guaranteed by design, without needing a memory buffer.

Results: Experiments on Split CIFAR and Split Tiny ImageNet show that the proposed algorithm is on par with other continual learning methods. In a more challenging setup with a single computer vision dataset as a separate task, our method outperforms Experience Replay.

Conclusion: It is compatible with commonly used computer vision architectures and does not require a custom network structure. As an adaptation to changing data distribution is made by expanding the architecture, there is no need to utilize a rehearsal buffer. For this reason, our method could be used for sensitive applications where data privacy must be considered.
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1. Introduction

Neural networks may benefit greatly from increasing depth [1][2][3]. Especially in computer vision introduction of residual connection [1] allowed for training much deeper networks, which
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further boosted the results obtained on ILSVRC ImageNet challenge [4], stimulating further re-
search based on this architecture [5][6] [3]. Greater depth increases models’ capacity and allows
for learning more complicated concepts. Features learned by convolutional network are hierar-
chical [7]. This could be shown with techniques that allow for the visualization of filters learned
by the network. Filters at the network’s bottom contain generic features responsible for detecting
ingoedges or color conjunctions. With increasing depth, filters in convolutional layers are responsible
for recognizing more abstract concepts. Layers at the top of a network are specific to the task
solved at hand. This property is used in the transfer learning technique [8][9], where the model
pre-trained on a large dataset is later fine-tuned on a typically smaller dataset. It helps avoid col-
lecting a large dataset, which could be prohibitive for some applications. Fine-tuning of already
pretrained backbones was also utilized in life-long learning [10], as it allows transmitting learned
knowledge among different tasks.

Canonical machine learning methods assume i.d.d. data, while life-long learning or contin-
ual learning should consider that this assumption is not met. Especially in life-long learning, we
assume that the new data arrive sequentially and new incoming data could be sampled from a
different distribution than the previous ones. The arrival of new concepts to generalize leads to
forgetting already learned concepts. This phenomenon is known as catastrophic forgetting [11].
For this reason, continual learning algorithms should be able to adapt to changes in data distri-
bution and simultaneously contain mechanisms that prevent the forgetting of already acquired
knowledge [12]. In literature this notion is known as stability-plasticity dilemma [13]. A similar
concept was captured as a generalization-forgetting trade-off in [14]. Both humans and animals
can learn new tasks without degrading already acquired knowledge. Our brains handle continual
learning well and can refine knowledge based on new experiences to make better decisions [15].
For this reason, life-long learning is closer to human learning than standard machine learning.
Also, continual learning development is essential for building autonomous learning agents and
robots capable of operating in the open world. If no closed set of knowledge could be defined,
then the agent must learn constantly based on experiences. Perpetual learning from scratch is
largely ineffective in this setup as a model would have been trained too often. This has sparked
interest in recent years in continual learning [16].

This work combines observations made by the deep learning community over the years in
neural network architecture development and life-long learning. We evaluate the ability to in-
crease network depth for life-long learning, stacking new layers on top of existing ones. Using
an approach based on increasing depth, we hope to benefit from increasing the depth and training
of new parameters by utilizing previously learned representations. This allows for direct forward
knowledge transfer that emerges as a natural consequence of the proposed method.

In summary, the contributions of our work are as follows:

1. Proposing a new rehearsal-free method based on the increasing depth of neural network
architecture.
2. Conducting a thorough experimental evaluation with benchmarks commonly used in con-
tinual learning and a more demanding multi-dataset environment.
3. Performing in-depth ablation studies that evaluate the impact of each part of the proposed
method.

2. Related Works

Increasing the depth of neural network architectures is an inherent part of deep learning
progress. Most breakthroughs in computer visions may be attributed to increasing the size of
network. With this progress, other areas of computer vision started to benefit from the utilization of large pretrained backbones. In Stochastic Depth was introduced to train very deep networks, allowing ResNets with depths exceeding 1000 layers to be trained. It was later incorporated into newer architectures. Over time Neural Architecture Search (NAS) algorithms have been used to find new neural network architectures. Due to this development, some researchers focused on determining the proper search space for NAS algorithms. Pretrained

Many algorithms have been developed so far for life-long learning. In existing approaches are divided into three groups, namely regularization approaches, dynamic architectures, and memory replay methods. In the following paragraphs, we will describe each of these groups.

### Regularization methods

The first group consists of methods that utilize the same parameters for training while employing some regularization factor in the learning process to alleviate forgetting. Elastic Weight Consolidation (EWC) is a method where a new regularization term was introduced to slow down learning for parameters that were important in previous tasks. Li and Hoiem proposed Learning without Forgetting (LwF) - a method where a new classification head is added for each task, and a backbone is common for all tasks. Firstly, incoming data for the new task is labeled according to the outputs of classification heads for previous tasks. Then, these soft labels are used to prevent forgetting of earlier tasks.

### Dynamic architectures

Expanding network capacity to handle changing data distribution is well-known in the literature. For example, progressive Neural Networks (PNN) is a life-long learning method that introduces growing neural networks in terms of a number of parameters with each new task. When data for a new task arrives, a new column with randomly initialized weights is added to an existing structure. Each newly added layer takes, as an input, features generated by layers from current and previous tasks. For this reason, features learned in each layer are a function of data from the current task and knowledge learned from earlier tasks. In extension of PNN was proposed, where expanding neural network is combined with selective retraining. Firstly network fine-tunes selected parameters that have already been learned. New layers are added during training if the resulting loss is greater than the defined threshold. L1 normalization is used to introduce sparsity into the network. In NAS framework is utilized to modify network structure for life-long learning. Each layer is reused for every new task with no changes, fine-tuned, or expanded with new parameters.

### Rehearsal-based methods

Rehearsal methods create a memory buffer for storing and utilizing samples from previous tasks during learning new tasks. Gradient Episodic Memory (GEM) utilizes samples stored in memory to project gradients computed for the current task to ensure that loss over all previous tasks is not increasing. A-GEM is a modification of GEM that relaxes the condition of decreasing loss for previous tasks only to decrease the average loss of earlier tasks. This modification speeds up training with an approximate ability to solve the tasks.
Figure 1: Stacking layers for new tasks. Evolution of network structure corresponds to operations in Eq. 1, 2, 3. Rectangles denote convolutional layers, trapeze convolutions with stride 2 or pooling operations, and wide rectangles at the end of the network denote classifiers. Layers are divided into 3 groups: a common backbone for all tasks, common layers to which future tasks could be attached, and task-specific layers with separate classifiers. (Left) Standard neural network structure. The node that expands the network structure consists of the last two network blocks. (Middle) We add new layers by attaching them to previously shared weights. (Right) If the task similarity between the current and previously learned tasks is too small, we may attach a new node directly to the backbone.
3. Material and methods

This section provides a detailed description of the proposed algorithm along with the experiment setup. We first introduce problem setup for task-incremental learning in 3.1 and proposed method in 3.2. We describe the method for determining task similarity in 3.3 and discuss the time complexity of the proposed method in 3.4. Known challenges related to training very deep networks are described in 3.5. We discuss using different normalization methods in continual learning in 3.6 and provide a formula for model inference at test time in 3.7.

3.1. Problem Setup

Firstly, let us introduce a task incremental learning problem. In contrast to standard training, the stationary dataset model is trained with a sequence of \( T \) tasks. Each task at step \( t \) corresponds to the single dataset \( D_t = \{(x_{ti}, y_{ti}, t_i)\}_{t=1}^{N_t} \) with model input \( x_{ti} \), label \( y_{ti} \in Y_t \), where \( Y_t \) is the set of classes for the current task, and the task index \( t_i \). We assume that the model cannot see the same classes twice, i.e., \( Y_s \cap Y_t = \emptyset \) for \( s \neq t \). After training with \( Y_t \) model cannot reaccess the data. The goal is to train the predictive model \( p(y|x_i) = F_t(x_i) \) for each task \( t \) and learn all \( T \) tasks sequentially without forgetting the knowledge essential for solving previous tasks.

3.2. Increasing Depth

We propose gradually increasing neural network depth to benefit from refined representations learned for previous tasks. We divide layers into three groups. First layers with common weights for all tasks (common backbone) denoted by \( F_B \). They are responsible for extracting basic general-purpose features utilized by all tasks. A backbone may contain pre-trained weights from ImageNet. Next, intermediate layers are shared by current and future tasks, denoted by \( F_S \). Activations produced by these layers are more task-specific and could be shared by later tasks if a future task is sufficiently similar to the current one. Lastly, layers specific to the current task are denoted by \( F_C \). These layers produce the most task-specific activations used only to classify the current task. The entire network structure with all three categories is shown in Fig. 1. Activations produced by each of these groups are input to the next group. With this notation standard network structure used for the first task may be written as:

\[
F^1(.) = F_C^1 \circ F_S^1 \circ F_B(.) \tag{1}
\]

where \( \circ \) is the function composition operator. When a new task \( t \) is presented, we add new layers on top of already trained ones. This could be accomplished only if the tensor size of input and output activations of \( F_S \) is the same, so choosing the proper scope of shared layers is crucial for this method. If this assumption is met, we may create new common and task-specific layers and add them on top of already trained layers:

\[
F^2(.) = F_C^2 \circ F_S^2 \circ F_S^1 \circ F_B(.) \tag{2}
\]

Weights from previous tasks (including previously added common layers) and backbone are frozen during training. Only new layers added for the current task are trained. Due to this design, we may obtain simultaneous full knowledge retention and forward knowledge transfer. We will refer to shared and task-specific layers for a single task as a node. When a new task is dissimilar to all previous tasks, then existing representations should not be used for training. In this case, new layers could be attached to the backbone directly:
\[ \mathcal{F}^3(.) = \mathcal{F}_C^3 \circ \mathcal{F}_S^3 \circ \mathcal{F}_B(.) \] (3)

Multiple nodes could be attached to an existing node or backbone. The network grows a tree-like structure (Fig. 2), with each path from the root to the leaf containing the parameters utilized for the specific task. We select the most similar task according to a similarity measure \( s \) that will be discussed later. We attach a new node to the backbone if all tasks are dissimilar. The general rule for network expansion could be written as:

\[ \mathcal{F}^t = \begin{cases} \mathcal{F}_C^t \circ \mathcal{F}_S^t \circ \mathcal{F}_B^t & \text{if } \exists i < t \ s(i) \geq \bar{s} \\ \mathcal{F}_C^t \circ \mathcal{F}_S^t \circ \mathcal{F}_{B-i}^t & \text{if } \forall i < t \ s(i) < \bar{s} \end{cases} \] (4)

where \( \bar{s} \) is the predefined similarity threshold, and \( \mathcal{F}_{B-i}^t \) are layers for task \( t-i \) with task-specific layers removed.

3.3. Task similarity

A crucial element of the proposed method is establishing similarity between two tasks. It is not trivial as we cannot access datasets used for training previous tasks. We may only use data for new tasks \( \mathcal{D}_t \) and model trained for previous tasks \( \mathcal{F}^{t-1} \). For this reason, we select the most similar task based on the entropy of predictions. The entropy for the previous task \( i \) could be calculated as:

\[ H_i = -\frac{1}{|\mathcal{D}_i|} \sum_{x \in \mathcal{D}_i} \sum_{1 \leq k \leq |\mathcal{Y}_i|} \left( \mathcal{F}^{t-1}(x)_k \right) \log \left( \mathcal{F}^{t-1}(x)_k \right) \] (5)

where \(|\mathcal{Y}_i|\) is number of classes for task \( i \) and \( \mathcal{F}^{t-1}(x)_k \) is \( k \)-th output of network \( \mathcal{F}^{t-1} \). The maximum entropy value may vary depending on the number of classes for the \( i \)th task, but the number of classes for each task could be different. Therefore, we cannot directly compare entropy for different paths in our network. To unify, we compute the maximum value of entropy for a given task:
\[ H_i^{\text{max}} = \log |\mathcal{Y}_i| \]  

(6)

To compare the task similarity of each previous task \( i \) to the new one, we use following quantity:

\[ s(i) = 1 - \frac{H_i}{H_i^{\text{max}}} \]  

(7)

the entropy ratio has values in \([0, 1]\) interval, regardless of the number of classes for each task, therefore proposed similarity score is also in the same interval.

3.4. Time complexity

The proposed algorithm for tree growing increases the time complexity of the proposed method, as for each new task, we must compute entropy for previous nodes. It could be optimized by utilizing tree structure and storing intermediate activations that could be later passed to multiple nodes. Another alternative is to use a multi-GPU system, as entropy calculation could be paralleled to multiple processes. During training, the time complexity of forward pass could be written as \( O(F_B + dF_S + F_C) \), where \( O(F_B) \) is the time complexity of backbone training, \( d \) is the depth of the network path for the current task, \( O(F_S) \) is the complexity of the shared part and \( O(F_T) \) is the complexity of the task-specific part. It means that crucial for time complexity is the depth of the current path \( d \). If a tree is wider, \( d \) is smaller. The width of a tree could be controlled to some extent by changing hyperparameter \( \bar{s} \). With a higher threshold \( \bar{s} \), the model will more often attach new nodes directly to the backbone, increasing the width instead of the tree’s depth. The time complexity of the backward pass depends only on the current node, as all previous weights are frozen and do not require gradient computation. For this reason, the backward pass is independent of the current depth \( d \).

3.5. Very deep neural networks

Model depth cannot be increased indefinitely. For implementation reasons, very deep models could not be fitted into single GPU memory. The first problem could be solved by using model parallelism [31] and assigning different parts of networks to different GPUs. Here we may simply solve this problem by introducing the maximum depth limit. When the network grows to maximum depth, the latest nodes are not considered when selecting where new layers should be attached.

Another problem caused by the indefinite increasing in network depth is the eventual occurrence of overfitting. We avoid this problem by employing the stochastic depth [2]. Our model is based on ResNet with stochastic depth blocks in the form of:

\[ \mathcal{R}^l(x) = x + p_l \cdot C(x) \]  

(8)

where \( \mathcal{R}^l \) is residual block at depth \( l \), \( p_l \) is a Bernoulli random variable, and \( C \) is the set of convolution layers, nonlinear activations and batch normalization applied to input \( x \). In principle, each residual block could be randomly skipped during network forward propagation. For this reason, stochastic depth is a form of normalization useful for training deeper models [3]. The frequency of using each block could be determined based on two parameters. First is the probability of using the first layer \( p_1 \). The first layer contains important information about general features that the next layers utilize to create more complex data representations. For this reason, random exclusion of this layer could introduce too much noise and, consequently, impede the
network training process. To avoid these consequences, \( p_1 \) usually takes high values such as 1. The second parameter is the probability \( p_L \) of utilizing the last block \( L \). This layer produces more abstract representations and could be skipped more easily. For this reason, \( p_L \) could take lower values. Parameters for Bernoulli random variables of all in-between blocks could be computed by linearly scaling between \( p_1 \) and \( p_L \):

\[
p_l = p_1 - l \cdot \frac{p_1 - p_L}{L - 1}
\]  

(9)

Adding new nodes to our network increases the number of residual blocks. In this case, we are using Eq. 9 to update the Bernoulli random variables for each residual block in the current path. This form of regularisation should, in principle, allow for training networks with even thousands of layers.

3.6. Batch normalization

Batch normalization \([32]\) is used in many modern neural networks \([1, 3, 5, 6, 19]\). This layer computes activation statistics heavily dependent on data distribution and contains learnable parameters interacting with activation statistics. In a life-long learning scenario, data distribution varies for each task. In the preliminary experiment, we noticed that this could impact our model behavior in the long term. Also, the performance of neural networks with batch normalization is dependent on batch size \([33]\). With increased depth, a smaller batch size could be required to fit the model into available GPU memory. For this reason, we swap batch normalization layers in our model to instance normalization \([34]\).

3.7. Model inference

At inference time, we utilize information about task index \( t \) to select the proper path through the already built network structure and utilize all layers to produce probability estimates for each class. The final classification is based on selecting a class with a higher probability:

\[
\hat{y}_i = \text{argmax}_{1 \leq j \leq |\mathcal{Y}|} p(y_j|x_i)
\]  

(10)

4. Experimental evaluation

This part describes details of experimental research, including their goals, experimental setup, used baselines, base architecture, the hyperparameter tuning process, and the obtained results. We will summarize this section with an in-depth discussion of the results.

4.1. Research questions

The experiments aim to answer the following research questions:

1. Could a gradual increase of network depth be used for continual learning?
2. What is the benefit of utilizing pre-trained architectures in life-long learning?
3. Does the proposed method of building a tree structure provides improvement over stacking new nodes on top of each other?
4. Do significant shifts in task datasets distributions make learning with increasing depth more difficult?
4.2. Experimental protocol

We conduct broad experiments with multiple datasets and commonly used baselines in continual learning. To provide fair evaluation, we provide results for all methods with and without pretraining. Additionally, we performed ablation studies to examine what parts of our solution are important.

The proposed method was implemented in Python programming language with Pytorch [35] and Avalanche [36] libraries. The source code is available online\footnote{https://github.com/w4k2/increasing-depth-life-long} to allow the reproducibility of our research.

4.3. Datasets

We chose commonly used benchmarks for continual learning:

- Split CIFAR [37] created by splitting CIFAR100 dataset [38] into 20 different tasks, 5 classes for each task.
- Split Tiny ImageNet dataset [39] with 20 tasks and 5 classes for each task.

CORe50 [40] is dataset and benchmark created specifically for continual learning. In our experiment, we use CORe50 dataset and split it into 10 tasks with 5 classes each.

To evaluate performance in environments where the shift in data distribution between different tasks is bigger we utilize benchmarks with different computer vision datasets as separate task. For this purpose, we employ 5-dataset [41] consisting of commonly used datasets, namely: SVHN [42], CIFAR10 [37], MNIST [43], FashionMNIST [44], and NOTMNIST [45].

All images in experiments were resized to 64x64 pixels for models with the ResNet base model. For CIFAR, Tiny ImageNet, and CORe50 datasets standard set of augmentations was used i.e., random resized crop and random horizontal flip for training data. For SVHN, MNSIT, FashionMNIST, and NOTMNIST we only resize image and apply data normalization.

4.4. Baselines

The proposed method is based on architecture expansion and should be primarily compared to other existing methods in this group. However, to thoroughly evaluate the proposed method, we choose several commonly used methods that represent each group of continual learning methods introduced in related works:

- An upper bound of possible performance with ResNet model. We use models trained with cumulative datasets, encompassing data from all tasks seen so far.
- Experience Replay (ER) [28] - a method that creates buffers with samples from previous tasks.
- A-GEM [30] - a more advanced version of replay, created for online continual learning. It utilizes gradient projections to limit performance degradation on previous tasks.
- PNN [25] is the most similar method to ours, expanding the overall network structure with a new backbone for each task.
• EWC [24] - the regularization-based method.
• LwF [10] - a method that uses pseudo labels generated by classification heads for previous tasks.
• HAT [46] - a method that learns attention masks for weights and prevents updates for weights already used in previous tasks.
• CAT [47] - a method based on HAT that utilizes the shared parameters in the form of a knowledge base modified based on learnable task embeddings and dot-product attention for using learned weights for previous tasks.

4.5. Architecture

We employed ResNet18 [1] as the base model for all methods, except for methods that utilize custom network structures like PNN or HAT. To provide an in-depth study of the impact of pre-trained weights, we train all methods that utilize ResNet18 with and without ImageNet pretraining. All algorithms using custom network structures, namely PNN, HAT, and CAT, are trained only from scratch with randomly initialized weights. In the case of PNN, the network architecture is different from the standard computer vision backbone. For this reason, we only swap convolution used by the authors of the original paper for residual blocks used in ResNet18 and match the network depth. We trained replay, A-GEM, PNN, baseline methods, and our method with Adam [48] optimizer, and LwF, EWC with SGD [49].

4.6. Hyperparameters

We performed grid search hyperparameter optimization with the following parameters: learning rate, weight decay, and the number of epochs. Other algorithm-specific parameters were found manually before the grid search. We used the strength of regularization in EWC equal to 1000; we allowed memory size for 250 patterns per task for A-GEM and ER; distillation and temperature equal to 1 for LwF, and $p_1 = 1$ and $p_L = 0.5$ for our method. According to [30], and [50], we allowed hyperparameter search only for the first three tasks and reported final results for all tasks. We trained networks for multiple learning epochs, as the number of learning examples in each task was usually too small to train for only one epoch.

4.7. Threats to validity

One of the possible threats is the excess of techniques introduced in the paper, which may lead to an over-complicated solution. We have performed the ablation study to verify the effectiveness and necessity of all novel techniques introduced in this paper. Conclusions from research papers could also be false due to the wrong implementation of experimental code or baseline method. We have minimized this risk by using the Avalanche library with the implementation of several baselines. In the case of baselines not implemented within Avalanche, we have used the code provided by the authors of the original papers. Another possible threat to validity is the hyperparameter tuning process. It was shown previously that the hyperparameter tuning process could severely impact the outcomes of the machine learning experiment [51, 52, 53]. For this reason we have performed the careful hyperparameter tuning process with extensive grid search optimization for learning rate, weight decay and number of epochs. The first two hyperparameters are important for the training process of neural networks in general, while we found the third one to be particularly important for continual learning, as it could provide a tradeoff between forgetting
and plasticity. We have consulted the original paper or implementation to select the best values for hyperparameters specific to a given algorithm. In principle, a more extensive hyperparameter search could impact the obtained results. However, we had only a limited computational budget at our disposal.

We have performed experiments with a standard set of benchmarks used in continual learning. One may wonder whether these benchmarks represent the real data distribution shifts that can occur worldwide. CIFAR100 and TinyImageNet are older datasets created for general-purpose image recognition and later reused as continual benchmarks. This kind of dataset “recycling” was criticized in [54], as datasets meant for one task should not be repurposed for another. The CORe50 dataset is a newer dataset created from the beginning with continual learning in mind. Experiments on this dataset could increase the validity of our results. Please also note that we have omitted the usage of Permutated MNIST benchmark [24] from our experiments because this dataset was criticized previously [55] due to unrealistic changes in data distribution between multiple tasks. All the datasets mentioned so far were created with data from a single source that was later arbitrarily split into several tasks. The real-life distribution shifts could be more drastic in scope. For example, changing the data acquisition process could severely impact the data. Therefore, we have included in our experiments a 5-datasets benchmark to evaluate the performance of proposed algorithms in scenarios where data shifts are more drastic. When applying continual learning to existing systems, one should also consider that in real life, the switching point from one distribution to another is unknown. Moreover, it does not have to be an abrupt change. It could also be a gradual process with an interleaving period when data from both tasks is available to the learner. Such a scenario is not well-studied in continual learning literature, and only few papers have considered this setup.

4.8. Results

This section presents the results of conducted experiments according to the protocol described in the previous section.

4.8.1. Results on standard benchmarks

We report average task accuracy after training (Acc) and forgetting measure (FM) [56]. All metrics were averaged over five runs. For all datasets, the upper bound sets limit performance for convolutional models. Results of our experiments are presented in Tab. 1,2,3.

We split our results into two parts to provide a clear comparison between results obtained for methods with and without pretraining. Progressive Neural Networks obtained the best performance on all benchmarks without pretraining. Because standard convolutional blocks used in the original PNN architecture were swapped for residual blocks, this indicates that methods based on expanding the networks could be considered strong baselines with high performance and low forgetting. Experience Replay, Hard Attention to Task, and the proposed method obtain similar accuracy. This suggests that our method of pretraining is on par with the most commonly used methods in the literature.

When the use of pre-trained weights is allowed, we note improvement in accuracy for all methods and at the same time, no significant difference in the Forgetting Measure for most algorithms. When comparing the accuracy obtained by different methods, we observe that Experience Replay and the proposed method may obtain close results that other baselines cannot match with or without pretraining. This suggests that the proposed method is a valid alternative to replay-based methods in situations where data from previous tasks cannot be stored due to, for example,
privacy concerns. For CORe50, many methods obtain results close to the Upperbound. In this case, the proposed method obtains performance on par with the best algorithms.

More detailed analysis may be carried out when we consider the dynamics of the learning process across multiple tasks. For this purpose, in Fig. 3 we plot average accuracy with standard deviation for all tasks from Split Cifar and Split Tiny ImageNet datasets. Our method obtains stable accuracy that does not degrade over time. Also, the standard deviation is low compared to other methods. The same observations could be made for PNN. However, due to the custom structure of the network, it cannot benefit from ImageNet pretraining. Experience Replay at begin of training obtains comparable accuracy to the Upperbound. However, over time, the performance becomes worse. One may expect that with more tasks, ER would degrade even further. Regularization-based approaches suffer from high forgetting during the training process. ImageNet pretraining allows for higher accuracy. However, the overall trend is the same - performance quickly degrades over time.

To compare algorithms in Tab. 4 we specify the number of trainable parameters after training with 20 tasks on the Split Cifar benchmark. Methods based on regularisation or rehearsal utilize a standard ResNet18 network with 11M parameters. All algorithms with custom architectures have larger number of parameters after training, with the proposed method having the highest count. The overall high count of parameters may be attributed to the number of weights in each block. In the ResNet18 network 75% of all weights are located in the last residual block. We are using the last two blocks for new nodes in our architecture. This may be alarming, however, there are a few important properties that we need to have in mind when comparing a number of parameters. Firstly our method has a high count of parameters for all tasks, but most of these parameters are not stored in GPU memory during training. To train our network, we need only

| Method     | Acc           | FM            |
|------------|---------------|---------------|
| Upperbound | 0.8467±0.0143 | 0.0183±0.005  |
| EWC [24]   | 0.5963±0.016  | 0.12±0.0166   |
| ER [28]    | 0.7522±0.0219 | 0.0884±0.0142 |
| A-GEM [30] | 0.503±0.0495  | 0.3297±0.054  |
| PNN [25]   | **0.7838±0.0137** | **0.0±0.0**  |
| LWF [10]   | 0.3666±0.0459 | 0.4619±0.0429 |
| HAT [46]   | 0.748±0.0137  | 0.0001±0.0001 |
| CAT [47]   | 0.6994±0.0072 | 0.0801±0.0151 |
| Ours       | 0.73±0.0137   | **0.0±0.0**   |

| Method     | Acc           | FM            |
|------------|---------------|---------------|
| Upperbound | 0.8702±0.0125 | 0.0137±0.0018 |
| EWC [24]   | 0.6543±0.0226 | 0.1921±0.0205 |
| ER [28]    | **0.8152±0.0146** | 0.0555±0.0079 |
| A-GEM [30] | 0.5227±0.0471 | 0.3411±0.0456 |
| LWF [10]   | 0.5379±0.0374 | 0.2992±0.025  |
| Ours       | 0.8091±0.0102 | **0.0±0.0**   |
Figure 3: Average accuracy for Split Cifar and Split Tiny Imagenet datasets. Results are averaged over 5 runs. Standard deviation is marked by shaded area for all methods.
Table 2: Results for Tiny ImageNet dataset.

| Method   | w/o pretraining | w/ pretraining |
|----------|-----------------|----------------|
|          | Upperbound      | Upperbound     |
|          | Acc             | Acc            |
|          | FM              | FM             |
| EWC [24] | 0.5289±0.0212   | 0.5399±0.017   |
| ER [28]  | 0.4324±0.0111   | 0.5735±0.0143  |
| A-GEM [30]| 0.5219±0.0075   | 0.4208±0.0174  |
| PNN [25] | 0.349±0.0617    | 0.4567±0.0051  |
| LWF [10] | 0.3036±0.0609   | 0.3141±0.0065  |
| Ours     | 0.0831±0.0165   | 0.352±0.0145   |
|          | 0.0318±0.0029   | 0.1197±0.0114  |
|          | 0.1265±0.0097   | 0.2699±0.0202  |
|          | 0.3036±0.0609   | 0.3141±0.0065  |
|          | 0.012±0.0021    | 0.012±0.0021   |

A path from the tree’s root to the leaf that contains the currently used parameters. Secondly, the weights for previous tasks are frozen. For this reason, they do not require complete gradient computation for the entire network. In the backward pass, we compute gradients only for the newest node. For this reason, both times of training and memory requirements are not severely affected by network expansion. In contrast, for the PNN network, each task creates its network. Networks for previously currently used tasks must be loaded into GPU memory. This prohibits the utilization of modern neural network architectures, as during training, multiple networks must be present in graphics card memory.

4.8.2. Ablation studies

We performed ablation studies on the Split Cifar benchmark to estimate what parts of our solution contribute most to obtained results. First, we have removed stochastic depth from residual blocks in our network. Next, we removed the pretraining. We also study the impact of the proposed network growing strategy based on entropy similarity. Instead of selecting the most similar tasks, we attach new layers to the latest node in a network, creating a sequential structure. The results are presented in Tab. 5.

We observe a 1.16% drop in accuracy when swapping stochastic depth for conventional residual blocks. This proves that stochastic depth is a useful form of regularisation in our method that allows for training with increasing layers. The 7.99% drop in accuracy after removing ImageNet pretraining is probably due to the low amount of training data available. Each task in the Split Cifar benchmark has only 2500 training samples, which is insufficient to train general representations in the convolutional neural network. When selecting where a new node should be attached,
Table 3: Results for CORe50 dataset.

| Method       | w/o pretraining | w/ pretraining |
|--------------|-----------------|----------------|
| Upperbound   | 0.996 ± 0.0033  | 0.996 ± 0.0033 |
| EWC [24]     | 0.8082 ± 0.0556 | 0.895 ± 0.022  |
| ER [28]      | 0.895 ± 0.022   | 0.895 ± 0.022  |
| A-GEM [30]   | 0.6383 ± 0.0406 | 0.6383 ± 0.0406|
| LWF [10]     | 0.5571 ± 0.0562 | 0.5571 ± 0.0562|
| Ours         | 0.9955 ± 0.002  | 0.9955 ± 0.002 |

entropy-based similarity task selection improves the performance by approximately 1.7% when compared to the naive stacking of new layers.

Analyzing the results of ablations studies, one may observe that the most impact on the results has an ImageNet pretraining. This observation is in line with results already published in literature [57]. Continual learning algorithms could benefit from introducing pre-trained weights. The same finding was present in the previous part of our experiments. An increase in accuracy was noted for all methods after utilizing pretraining. Our method freezes pre-trained weights, allowing for better use of pretraining without the risk of forgetting. This is probably why the performance difference between ER and our method gets smaller as we add ImageNet pretraining.

4.9. Multi-dataset benchmarks

We also tested our method in a more demanding environment where each task was a separate dataset encompassing a different domain. We want to evaluate whether bigger differences in task data distributions impact learning with the proposed method. We selected three methods from previous experiments: Elastic Weight Consolidation, Experience Replay, and A-GEM. We have chosen these methods based on their popularity in literature. Results are presented in Tab. 6. Experience replay and proposed method benefit from using pre-trained weights, with average accuracy, increased by approximately 2%. We do not observe an improvement in accuracy for EWC and A-GEM after applying pre-trained weights. The proposed method performs well in this setting, with over 10% gain in accuracy over experience replay, and still provides no forgetting.
Table 4: Number of parameters for each method after training with 20 tasks on Split CIFAR.

| Method     | #parameters |
|------------|-------------|
| Upperbound | 11M         |
| EWC [24]   | 11M         |
| ER [28]    | 11M         |
| A-GEM [30] | 11M         |
| PNN [25]   | 39M         |
| LWF [10]   | 11M         |
| HAT [46]   | 28M         |
| CAT [47]   | 90M         |
| Ours       | 193M        |

Table 5: Ablation study results.

| stochastic depth | pretraining | entropy similarity | accuracy |
|------------------|-------------|--------------------|----------|
| ✓                | ✓           | ✓                  | 0.815    |
| ✓                | ✓           | ✓                  | 0.799    |
| ✓                | ✓           | ✗                  | 0.72     |
| ✓                | ✗           | ✗                  | 0.703    |

4.10. Lessons learned

The first research question concerned the possibility of increasing depth for continual learning. The results obtained in our work prove that increasing neural network depth could be beneficial for continual learning when correctly utilized. As shown with ablation studies, the naive stacking of new layers does not provide much gain. This is in line with results from Iman et al. [58], where the impact of architecture on continual learning performance was studied. Authors suggested that using wider, not deeper, networks in a life-long learning setup is more beneficial.

The experiments show that the proposed method obtains competitive performance, especially when using pre-trained weights. When discussing results obtained in our work, it is essential to note that some baselines received worse results than those presented in the literature. This is probably due to two factors. First is the utilization of larger networks in our experiments. Some methods [30] were developed with a Reduced ResNet18 - network with the same structure as ResNet18 but three times fewer channels or with smaller convolutional networks. Changing

Table 6: Results for 5-dataset benchmark.

| Method | w/o pretraining | w/ pretraining |
|--------|-----------------|----------------|
|        | Acc       | FM       | Acc       | FM       |
| EWC    | 0.6774    | 0.3491   | 0.678     | 0.2284   |
| ER     | 0.7614    | 0.2048   | 0.7753    | 0.215    |
| A-GEM  | 0.6292    | 0.3977   | 0.6015    | 0.4455   |
| Ours   | 0.8776    | 0        | 0.8934    | 0        |
neural network architecture could degrade performance. The second reason is that we allow longer training, up to 50 epochs, during hyperparameters tuning. Even if we consider better results from the literature, the proposed method still performs well (RQ1 answered).

The second research question was regarding the impact of pretraining for continual learning. From our experiments, we may deduce that using pretrained weights improves performance. This is in line with the previous result from [57]; however, there is a significant difference between the performance gap in previous work and our experiments. In [57], pretraining can improve accuracy from 0.1 to 0.2 for computer vision benchmarks. In our experiments, the difference in accuracy obtained with training with and without pretraining for most methods is below 0.1. We may make the same observation about multi-dataset setup - a gain in accuracy was also observed, but it was not of the magnitude reported in the previous paper. A study on the impact of pretraining from [57] utilized only three algorithms. Furthermore, the same learning rate was used for all methods, along with the smaller size of the rehearsal buffer, a lower regularization rate used for Elastic Weight Consolidation, and a different image size of 224x224. This difference in hyperparameters and experimental setup could lead to a lower performance for methods without pretraining. Our results also suggest a significant benefit from employing pretraining weights; however, the full extent of this improvement should be more thoroughly evaluated. This calls for further research on the impact of pretraining on continual learning performance, emphasizing hyperparameter influence (RQ2 answered).

The next question stated in our research was regarding the proposed method for building the tree structure of our model and its comparison to alternatives. Ablation studies suggest that naive sequential stacking of new layers does not provide good results. Utilization of task similarity obtains better performance. It confirms the intuition behind our method. During sequential training on new data, activations learned for the previous tasks may be irrelevant to the current task. In this situation, there is a need for a mechanism that allows for selecting the more useful representations for a new node (RQ3 answered).

The last research question was about learning in live-long learning environments with more significant shifts between subsequent tasks. When there is a substantial difference between task distributions, one could expect our method to fail. Especially when no pre-trained weights are used, the second and subsequent tasks must use common backbone activations learned for the first task. This could hinder performance when there is a substantial difference in data distribution between tasks. Surprisingly, as shown by our experiments with the 5-datasets benchmark, that is not the case. Suppose representations obtained during training with the first task are general enough. They could be “useful” for new nodes, even if there is a substantial difference in the distributions of subsequent tasks (RQ4 answered).

5. Practicality considerations

Continual learning could be used in many domains where data distribution is evolving, and deployed models should be capable to adapt to changes in the environment. The area that could benefit greatly from the introduction of continual learning is automatic medical diagnosis. Due to the low robustness of current deep learning to changes in data distribution [59], experts advise gradual extending of model capabilities by careful evaluation of algorithm performance for new equipment, hospitals, and data formats [60]. Here continual learning could help prevent the retraining of models multiple times, which could be costly and time-consuming. The same argument could be used when it comes to the adaptation of large language models to new tasks. Continual learning could allow for domain adaptation with a lower loss of general capabilities.
of the original model. Another possible application area is the development of autonomous mobile robots [12]. An autonomous agent will inevitably discover some objects or situations not well-represented in training data. Mobile robots should be capable to adapt to newly encountered data while not losing previous abilities. In principle, the perfect application of continual learning would include a single deployment of a model on an edge device and continuous adaptation based on user-specific data [61]. Such an approach could limit the bandwidth for sending user data and model predictions, lower the number of compute needed to obtain predictions on servers, and reduce privacy concerns. Unfortunately, current continual learning algorithms are far from the efficiency required for such solution.

Due to its nature, continual learning is well suited for applications where no additional effort for labeling is needed. Such areas may include but are not limited to recommender systems, dynamic pricing, estimating the time of arrival, or stock price prediction. In applications without easy access to new labels, continual learning could be used in combination with test-time adaptation [62] or self-supervised learning [63].

The implementation of continual learning from overall system perspective is described in Machine Learning Engineering textbook [64]. First, the trained model is stored and used to predict incoming samples. We will refer to this version as a champion model. Next, a replica of the champion model will be continually updated with incoming data. This is the challenger model that ought to replace the champion model. After a predefined period, we evaluate the performance of both models to decide whether the challenger model should replace the champion. Evaluation could be done offline with a predetermined test set or with production testing methods such as A/B testing or canary deployment [65]. Periodically new model could be retrained from scratch to include more newly collected data. This whole approach is also known as Stateful Training [66] because the same model is continually updated with incoming data. The opposite method is Stateless Retraining, where a new model is retrained from scratch in a fixed period, with no consideration for accumulated knowledge from the previously trained model.

The proposed method could be deployed on a server-side. Deployment on edge devices could be difficult due to memory requirements. However, most modern continual learning methods are unsuitable for edge deployment for the same reason. We have tested that on a single-GPU computer with 24Gb of GPU memory, our method could handle more than 100 tasks. 24Gbs is not the high end of memory size for modern GPUs, therefore our model should be able to model more tasks with better hardware. Also, on the multi-GPU servers, we may use techniques, such as model parallelism, that allow splitting models computation across different graphic cards. Also, please note that our method reduces the need for storing two copies of the same model in the Stateful Training framework. We may create only the new node that is trained, while previously trained weights remain frozen, so there is no need to copy the same model. For this reason, the proposed method is well-suited for applications where the model must be adapted to new data, however, due to memory constraints, we would not recommend using it with the fastest data streams with model update intervals in the range of a couple of minutes.

6. Conclusion

We proposed a novel method for continual learning based on the increasing depth of neural networks. We indicate where new layers should be attached by computing the entropy of each head prediction for a new task. We created a tree-like structure that could grow based on task similarity based on this information. Our method is similar in principle to PNN; however, PNN allocates a lot of memory for the whole network structure during the learning process. The
proposed method alleviates this by adding only part of a network for a new task and utilizing a subset of previously trained weights. At the same time, we may retain the benefit of PNN, such as no forgetting guaranteed by design, without needing a memory buffer.

Conducted experiments suggest that the introduced algorithm obtained good results, especially for datasets with distribution close to real images. In a more challenging setup with a single computer vision dataset as a separate task, our method outperforms Experience Replay.

Future work may include adding the ability to select tasks in the class incremental scenario, where no label of incoming task is provided. Also, methods for tree structure pruning should be developed to limit memory usage.
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