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Abstract—Recently, convolutional neural network (CNN)-based methods are proposed for hyperspectral images (HSIs) denoising. Among them, unsupervised methods such as the deep image prior (DIP) have received much attention because these methods do not require any training data. However, DIP suffers from the semi-convergence behavior, i.e., the iteration of DIP needs to terminate by referring to the ground-truth image at the optimal iteration point. In this paper, we propose the spatial-spectral constrained deep image prior (S2DIP) for HSI mixed noise removal. Specifically, we incorporate DIP with a spatial-spectral total variation (SSTV) term to fully preserve the spatial-spectral local smoothness of the HSI and an $\ell_1$-norm term to capture the complex sparse noise. The proposed S2DIP jointly leverages the expressive power brought from the deep CNN without any training data and exploits the HSI and noise structures via hand-crafted priors. Thus, our method avoids the semi-convergence behavior, showing higher stabilities than DIP. Meanwhile, our method largely enhances the HSI denoising ability of DIP. To tackle the proposed denoising model, we develop an alternating direction multiplier method algorithm. Extensive experiments demonstrate that the proposed S2DIP outperforms optimization-based and supervised CNN-based state-of-the-art HSI denoising methods.
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I. INTRODUCTION

HYPERSPECTRAL images (HSIs) contain abundant spatial and spectral information and thus can be utilized into various applications, such as object detection [2], [3], classification [4]–[6], and so on. Due to the imaging environment, HSIs are inevitably corrupted by mixed noise. The complex noise seriously affects subsequent applications as well as visual qualities. Thus, HSI denoising is considered an essential technique in hyperspectral imaging.

Earlier HSI denoising methods are dominated by model-based techniques [7]–[10], such as total variation (TV)-based methods [11]–[14], sparsity-based methods [15], [16], non-local-based methods [17], dictionary learning-based methods [25], [26], and matrix/tensor low-rankness-based methods [18]–[24]. These methods exploit the intrinsic structure of HSIs via optimization-based models to deal with the HSI denoising. With meticulously selected hand-crafted priors, recent model-based methods [18], [20], [27] have achieved state-of-the-art performance. These state-of-the-art methods mainly consider the matrix/tensor low-rankness and form the HSI denoising [28], [29] as a low-rank matrix/tensor recovery problem. Other hand-crafted priors such as TV [30], [31] can be combined in such low-rank model and algorithms like alternating direction multiplier method (ADMM) can be utilized to address the denoising model.

Inspired by the success of deep learning in inverse problems in imaging [32]–[35], convolutional neural network (CNN)-based methods [36]–[41] have emerged for HSI denoising in last few years. Generally, most of the CNN-based methods learn the noisy-to-denoising mapping driven by abundant training data [37], [39], which leads to great performance for HSI denoising on specific datasets. Nevertheless, the effectiveness of supervised CNN-based methods critically depends on the diversity and quantity of training data. However, hyperspectral data is limited and the real noise of HSIs is complex. Thus, it is difficult to guarantee high-quality denoising results under the realist complex noise scenario of HSIs, where the underlying assumption is not held in the training data.

Fig. 1. The history of PSNR values of the denoising results by DIP 2D [1] and S2DIP with respect to the iterations. Compared to DIP 2D, S2DIP is more stable and achieves better results for HSI mixed noise removal.
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Recently, an unsupervised image restoration method deep image prior (DIP) [42] was proposed. The DIP employs the CNN and optimizes its learnable parameters by targeting the observed image as the network output with a randomly given input, demonstrating that the CNN itself can represent a well-reconstructed image by the iterative process without any training data. Afterward, Sidorov et al. extended the DIP into HSI restoration [1], which yields decent performance on HSI denoising, inpainting, and super-resolution.

However, DIP suffers from the semi-convergence behavior, which refers to the behavior of an iterative method that the PSNR value begins to increase at early iterations and, after a certain “optimal” iteration, the PSNR value begins to decrease, see Fig. 1. Hence, the iteration needs to terminate by referring to the ground-truth image at the point of the highest PSNR value, before fitting the noise. Meanwhile, DIP has relatively weak performance for HSI denoising compared with existing state-of-the-art methods [18], [20], [39]. We attribute these deficiencies of DIP to two aspects. First, DIP lacks specific characterization on HSI intrinsic structures. HSIs have unique spatial-spectral structures, which require specific prior terms to characterize. Second, DIP lacks robust noise modeling. In real applications, the noise of HSI is very complex and various. Only considering Gaussian noise and neglect other types of noise is not enough to completely remove the complex noise in HSI.

In this paper, we propose the spatial-spectral constrained deep image prior (S2DIP) for HSI mixed noise removal. We combine DIP with prior information on both HSI and hyperspectral noise. Specifically, we employ a spatial-spectral total variation (SSTV) term to explore the spatial-spectral local smoothness of HSIs and an $\ell_1$-norm term to capture the sparse noise for mixed noise removal. To tackle the proposed denoising model, we develop an ADMM algorithm. Meanwhile, we elaborate design an automatic stopping criterion to verify the stability of S2DIP. The DIP, HSI prior, and noise prior are complementary to each other and are organically combined to benefit each other. The proposed S2DIP could favorably address the semi-convergence behavior of DIP and largely improves the effectiveness and robustness for HSI mixed noise removal.

Compared with traditional optimization-based HSI denoising methods, the proposed S2DIP capitalizes the expressive power from the CNN and holds higher model representation ability. Compared with supervised CNN-based methods, the proposed S2DIP does not need training data and has a better generalization ability for diverse HSI data with various complex noise.

We summarize the contributions of this paper as:

- To tackle the proposed denoising model, we develop an efficient ADMM algorithm. In company, we elaborate design an automatic stopping criterion without referring to the ground-truth image.
- Extensive experiments on HSIs, MSIs, and videos validate the effectiveness and generalization ability of the proposed method. The proposed method outperforms optimization-based and CNN-based state-of-the-art methods. Moreover, HSI classification results after the denoising are reported to validate the effectiveness of the proposed method.

The rest of this paper is organized as follows. In Sec. II, we introduce some related work. In Sec. III, we introduce the proposed S2DIP. In Sec. IV, we carry out the experimental results. Sec. V provides some discussions. Finally, Sec. VI concludes this paper.

II. RELATED WORK

A. Model-Based Methods for HSI Denoising

Traditional HSI denoising methods are dominated by model-based methods. These methods, including but not limited to TV-based methods [11]–[14], [43]–[45], sparsity-based methods [15], [16], [29], and matrix/tensor low-rankness-based methods [18]–[24], [28], [46], consider the HSI prior information and establish optimization model and corresponding algorithms for denoising. For instance, Zhang et al. [18] vectorized each band of the HSI as a column and unfolds them as a matrix, and then considered the low-rank property on the unfolded matrix. Wang et al. [20] utilized the tensor decomposition, which delivered the global tensor low-rankness. The TV regularization was considered along with the tensor decomposition. Such methods achieve state-of-the-art performance due to the comprehensive consideration of the HSI prior information.

B. CNN-Based Methods for HSI Denoising

In recent years, the CNN-based approaches for HSI denoising [37]–[41], [47], [48] have emerged and present state-of-the-art performance. For instance, Yuan et al. [39] employed the deep residual CNN to conduct HSI denoising. Dong et al. [37] utilized the deep 3D encoder-decoder network for HSI denoising. Cao et al. [48] used the deep spatial-spectral global reasoning network for HSI denoising. The core concept of these methods is to train a CNN with abundant pairs of training data $\{\mathcal{Y}, \mathcal{X}\}$, where $\mathcal{Y}$ denotes the dataset of noisy HSIs and $\mathcal{X}$ denotes the dataset of corresponding clean HSIs. The training process could be described as

$$\min_{\Theta} \mathcal{L}(f_\Theta(\mathcal{Y}), \mathcal{X}),$$

where $f_\Theta(\cdot)$ denotes a CNN with learnable parameters $\Theta$, and $\mathcal{L}$ is the loss function. The well-trained CNN can be viewed as a noisy-to-denoising mapping. Due to the powerful nonlinear modeling ability of the deep CNN, supervised methods have achieved promising results on specific datasets and specific noisy types.
C. Deep Image Prior

Recently, Ulyanov et al. [42] proposed an unsupervised deep learning-based image restoration technique, named deep image prior. The DIP uses CNN to conduct image restoration without any training process. By targeting the degraded image as the network output with randomly generated network input, the CNN could remove the Gaussian noise from the degraded image with appropriate iteration steps. Afterward, Sidorov et al. [1] extended DIP into HSI restoration.

Similar to the supervised methods, the optimization process of DIP for HSI [1] restoration is formulated as

$$\min_\Theta \frac{1}{N} \| f_\Theta(Z) - Y \|_2^2,$$

where $Z \in \mathbb{R}^{H \times W \times B}$ denotes the randomly generated network input and $Y$ denotes the noisy HSI. The mean square error (MSE) is adopted as the loss function, where $N = H \times W \times B$ denotes the number of total pixels. The gradient descent algorithm is adopted to iteratively optimize the CNN. Obviously, the optimization process will finally converge to a noisy HSI $f_\Theta(Z)$, which is almost structurally identical with the observation $Y$. However, it has been discovered that the network will firstly fit the signal part of the observation, and then fit the noisy part [42]. Thus, the denoising of $Y$ can be achieved by stopping the iteration at appropriate steps before the network fitting noise, and the denoising result is obtained by $\tilde{X} = f_\Theta^*(Z)$ with $\Theta^*$ denotes the network parameters after appropriate iterations. This is also a key limitation of DIP, where the denoising iterative process must be stopped by referring to the ground-truth image at the optimal point, see Fig. 1 for an example of DIP for HSI denoising. We refer to this limitation as semi-convergence. In this paper, we avoid this issue by combining DIP with spatial-spectral priors of HSI and the sparse prior of hyperspectral noise.

III. THE PROPOSED S2DIP

This section introduces the proposed S2DIP. First, we introduce the degradation model of hyperspectral mixed noise. Then, we give the network structure of the proposed method and form the optimization model for HSI denoising. To address the proposed model, We develop an ADMM algorithm. Finally, we propose an automatic stopping criterion to be used for verifying the stability of S2DIP, which addresses the semi-convergence of DIP.

A. Degradation Model

The noise in HSI is complex and various. Only considering Gaussian noise [1] is hard to comprehensively remove the complex noise. This motivates us to improve the generalization ability of DIP by considering more robust noise modeling. In this work, we consider the noisy HSI as an addition of the clean HSI, the Gaussian noise, and the sparse structural noise [13], [20]. The degradation process can be formulated as

$$\mathcal{Y} = \mathcal{X} + \mathcal{N} + \mathcal{S},$$

where $\mathcal{Y} \in \mathbb{R}^{H \times W \times B}$ denotes the observed noisy HSI, $\mathcal{X}' \in \mathbb{R}^{H \times W \times B}$ denotes the underlying clean HSI, $\mathcal{N} \in \mathbb{R}^{H \times W \times B}$ denotes the Gaussian noise, and $\mathcal{S} \in \mathbb{R}^{H \times W \times B}$ denotes the sparse structural noise. Our method will use the deep prior of CNN to generate $\mathcal{X}'$ and fully consider the spatial-spectral prior information of $\mathcal{X}$ and the sparsity of $\mathcal{S}$ for mixed noise removal.

B. Network Architecture of S2DIP

We employ a U-Net with skip connections for HSI denoising [1], [42], see Fig. 2. The input data is the random noise, which goes through the encoder and progressively outcomes embedded three-dimensional features. The embedded features go through the decoder to reconstruct the clean HSI.

In [1], the author tried both 2D and 3D convolution in the U-Net for HSI denoising. However, it appears that the performance of 3D convolution is inferior to that of 2D convolution. In this paper, we use the separable 3D convolution [49], which is shown to be more capable to encode the HSI than 3D convolution [37]. The separable 3D convolution represents the spatial and spectral information using 2D and 1D kernels respectively so that better representation of the HSI can be obtained, see more details in [37]. Here, we employ four layers in both encoding and decoding stages. We denote the proposed separable 3D U-Net by $f_{\Theta}(\cdot)$ with $\Theta$ refers to the learnable parameters. We randomly initialize the parameters of the network. The network parameters are iteratively and unsupervisedly updated (see Sec. III-D and Algorithm 1). Except for the observed HSI, no extra training data is needed.

C. Optimization Model of S2DIP

Spatial-spectral constraint: The optimization model of DIP (2) aims at fitting the noisy HSI while the noise could
be removed using the “deep prior” of CNN. However, it is unavoidable for DIP that the CNN will eventually fit the noise, which causes semi-convergence. To address this issue, we propose to use the SSTV regularization to fully preserve the spatial-spectral local smoothness of the network output so that spatial-spectral consistency can be ensured. The SSTV term is expected to address the semi-convergence and simultaneously improve the denoising performance.

Formally, for a three-way tensor $\mathcal{X} \in \mathbb{R}^{H \times W \times B}$, its difference tensors $\nabla_x \mathcal{X} \in \mathbb{R}^{(H-1) \times W \times B}$, $\nabla_y \mathcal{X} \in \mathbb{R}^{H \times (W-1) \times B}$, and $\nabla_z \mathcal{X} \in \mathbb{R}^{H \times W \times (B-1)}$ are defined as

$$
\begin{align*}
\nabla_x \mathcal{X}(i, j, k) &= \mathcal{X}(i + 1, j, k) - \mathcal{X}(i, j, k) \\
\nabla_y \mathcal{X}(i, j, k) &= \mathcal{X}(i, j + 1, k) - \mathcal{X}(i, j, k) \\
\nabla_z \mathcal{X}(i, j, k) &= \mathcal{X}(i, j, k + 1) - \mathcal{X}(i, j, k),
\end{align*}
$$

(4)

where $\mathcal{X}(i, j, k)$ denotes the $(i, j, k)$-th element of $\mathcal{X}$, and $\nabla_x$, $\nabla_y$, and $\nabla_z$ denote the finite difference operators on the vertical direction, horizontal direction, and spectral direction, respectively. The TV of $\mathcal{X}$ is given by

$$
\|\mathcal{X}\|_{TV} = \|\nabla_x \mathcal{X}\|_{\ell_1} + \|\nabla_y \mathcal{X}\|_{\ell_1}.
$$

(5)

Further considering the spatial-spectral local smoothness, the SSTV [12] of $\mathcal{X}$ is given by

$$
\|\mathcal{X}\|_{SSTV} = \|\nabla_x (\nabla_x \mathcal{X})\|_{\ell_1} + \|\nabla_y (\nabla_z \mathcal{X})\|_{\ell_1}.
$$

(6)

The TV considers the spatial local smoothness and SSTV considers the spatial-spectral local smoothness. To faithfully utilize both of their properties, we introduce both TV and SSTV in the optimization model of DIP to explore the spatial and spatial-spectral local smooth prior of HSIs under unsupervised conditions.

**Sparse noise modeling:** The DIP model (2) only considers the Gaussian noise. In real applications, the noise of HSI is complex and various. In this paper, we further consider the sparse noise to improve the generalization ability of DIP for more robust denoising. The sparse noise contains impulse noise and stripes that are commonly existing in HSIs. We consider minimizing the $\ell_1$-norm of $S$ to enforce the sparsity on $S$ so that the sparse noise can be faithfully separated from the clean HSI.

Based on the analysis of spatial-spectral constraints and sparse noise modeling, the proposed optimization model for HSI mixed noise removal is formulated as

$$
\begin{align*}
\min_{\Theta, S, \mathcal{X}} & \|Y - X - S\|_F^2 + \alpha_1 \|\mathcal{X}\|_{TV} + \alpha_2 \|\mathcal{X}\|_{SSTV} \\
+ & \alpha_3 \|S\|_{\ell_1}
\end{align*}
$$

(7)

subject to $\mathcal{X} = f_\Theta(Z)$,

where $\alpha_1(i = 1, 2, 3)$ are trade-off parameters. Here, $\|\mathcal{X}\|_{TV}$ and $\|\mathcal{X}\|_{SSTV}$ are the TV and SSTV regularizations, respectively. $\|S\|_{\ell_1}$ is the $\ell_1$-norm of the sparse noise. $\|Y - X - S\|_F^2$ is the fidelity term. The CNN $f_\Theta(\cdot)$ with random input $Z$ is used to model the clean HSI $X$.

In our model, the deep prior, HSI prior, and sparse noise prior are complementary to each other and are organically combined to remove the mixed noise in HSI.

**D. Algorithm**

To tackle the proposed model (7), we develop an efficient ADMM algorithm. By introducing four auxiliary variables $\mathcal{V}_i(i = 1, 2, 3, 4)$, we can formulate (7) as

$$
\begin{align*}
\min_{\Theta, S, \mathcal{X}} & \|Y - f_\Theta(Z) - S\|_F^2 + \alpha_1 \|\mathcal{V}_1\|_{\ell_1} + \alpha_2 \|\mathcal{V}_2\|_{\ell_1} \\
& + \alpha_3 \|S\|_{\ell_1} \\
\text{s.t.} & \mathcal{V}_1 = \nabla_x(f_\Theta(Z)), \quad \mathcal{V}_2 = \nabla_y(f_\Theta(Z)), \\
& \mathcal{V}_3 = \nabla_x \nabla_z(f_\Theta(Z)), \quad \mathcal{V}_4 = \nabla_y \nabla_z(f_\Theta(Z)).
\end{align*}
$$

(8)

The augmented Lagrangian function of (8) is

$$
L_\mu(\Theta, S, \mathcal{V}_i, \Lambda_i) = \|Y - f_\Theta(Z) - S\|_F^2 + \alpha_1 \|\mathcal{V}_1\|_{\ell_1} + \alpha_2 \|\mathcal{V}_2\|_{\ell_1} \\
+ \alpha_3 \|S\|_{\ell_1} + \alpha_2 \|\mathcal{V}_4\|_{\ell_1} + \alpha_3 \|S\|_{\ell_1} \\
+ \frac{\mu}{2} \|\nabla_x(f_\Theta(Z)) - \mathcal{V}_1\|_F^2 + \frac{\mu}{2} \|\nabla_y(f_\Theta(Z)) - \mathcal{V}_2\|_F^2 \\
+ \frac{\mu}{2} \|\nabla_y \nabla_z(f_\Theta(Z)) - \mathcal{V}_3\|_F^2 + \frac{\mu}{2} \|\nabla_y \nabla_z(f_\Theta(Z)) - \mathcal{V}_4\|_F^2 \\
+ \langle \Lambda_1, \nabla_x(f_\Theta(Z)) - \mathcal{V}_1 \rangle + \langle \Lambda_2, \nabla_y(f_\Theta(Z)) - \mathcal{V}_2 \rangle \\
+ \langle \Lambda_3, \nabla_y \nabla_z(f_\Theta(Z)) - \mathcal{V}_3 \rangle + \langle \Lambda_4, \nabla_y \nabla_z(f_\Theta(Z)) - \mathcal{V}_4 \rangle,
$$

(9)

where $\Lambda_i$ is the penalty parameter and $\Lambda_i(i = 1, 2, 3, 4)$ are the multipliers. Using the ADMM, the problem can be divided into the following sub-problems.

**V Sub-problems:** The $\mathcal{V}_i(i = 1, 2, 3, 4)$ sub-problems are

$$
\begin{align*}
\min_{\mathcal{V}_1} & \frac{\mu}{2} \|\nabla_x(f_\Theta(Z)) + \frac{\Lambda_1^t}{\mu} - \mathcal{V}_1\|_F^2 + \alpha_1 \|\mathcal{V}_1\|_{\ell_1} \\
\min_{\mathcal{V}_2} & \frac{\mu}{2} \|\nabla_y(f_\Theta(Z)) + \frac{\Lambda_2^t}{\mu} - \mathcal{V}_2\|_F^2 + \alpha_2 \|\mathcal{V}_2\|_{\ell_1} \\
\min_{\mathcal{V}_3} & \frac{\mu}{2} \|\nabla_x \nabla_z(f_\Theta(Z)) + \frac{\Lambda_3^t}{\mu} - \mathcal{V}_3\|_F^2 + \alpha_3 \|\mathcal{V}_3\|_{\ell_1} \\
\min_{\mathcal{V}_4} & \frac{\mu}{2} \|\nabla_y \nabla_z(f_\Theta(Z)) + \frac{\Lambda_4^t}{\mu} - \mathcal{V}_4\|_F^2 + \alpha_4 \|\mathcal{V}_4\|_{\ell_1},
\end{align*}
$$

(10)

which can be exactly solved by

$$
\begin{align*}
\mathcal{V}_{1}^{t+1} &= \text{Soft}_{\frac{\mu}{\alpha_1}}(\nabla_x(f_\Theta(Z)) + \frac{\Lambda_1^t}{\mu}) \\
\mathcal{V}_{2}^{t+1} &= \text{Soft}_{\frac{\mu}{\alpha_2}}(\nabla_y(f_\Theta(Z)) + \frac{\Lambda_2^t}{\mu}) \\
\mathcal{V}_{3}^{t+1} &= \text{Soft}_{\frac{\mu}{\alpha_3}}(\nabla_x \nabla_z(f_\Theta(Z)) + \frac{\Lambda_3^t}{\mu}) \\
\mathcal{V}_{4}^{t+1} &= \text{Soft}_{\frac{\mu}{\alpha_4}}(\nabla_y \nabla_z(f_\Theta(Z)) + \frac{\Lambda_4^t}{\mu}),
\end{align*}
$$

(11)

where $\text{Soft}_{v}(\cdot)$ is the soft-thresholding operator defined as

$$
\text{Soft}_{v}(\mathcal{X})(i, j, k) = \text{sign}(\mathcal{X}(i, j, k))(\max(1, |\mathcal{X}(i, j, k)| - v))
$$

(12)

**S Sub-problem:** The $S$ sub-problem is

$$
\min_S \|Y - f_\Theta(Z) - S\|_F^2 + \alpha_3 \|S\|_{\ell_1},
$$

(13)
Algorithm 1 HSI Mixed Noise Removal Using S2DIP

**Input:** Noisy HSI $Y$, $t_{\text{max}} = 7000$, $r = 0.001$;

**Initialization:** Randomly initialize $\Theta$, $\Lambda_i = 0$, $t = 0$, $r' = r$;

1. while $t \leq t_{\text{max}}$ and $r' \geq r$ do
2. Update $V_i$ ($i = 1, 2, 3, 4$) via (11);
3. Update $S$ via (14);
4. Update $\Theta$ via (15);
5. Update $\Lambda_i$ ($i = 1, 2, 3, 4$) via (16);
6. $r' = \frac{\|f_{\Theta}^t+1(Z) - f_{\Theta}(Z)\|^2_F}{\|f_{\Theta}(Z)\|^2_F}$;
7. $t = t + 1$;
8. end while

**Output:** The denoising HSI $X = f_{\Theta}(Z)$;

which can be exactly solved by

$$S^{t+1} = \text{Soft}_{2\alpha_2}(Y - f_{\Theta}(Z)).$$  \hspace{1cm} (14)

**Sub-problem** The $\Theta$ sub-problem is

$$\min_{\Theta} \|Y - f_{\Theta}(Z) - S^t\|_F^2 + \frac{\mu}{2}\|\nabla f_{\Theta}(Z) - D_1^t\|_F^2$$

$$+ \|\nabla_y f_{\Theta}(Z) - D_2^t\|_F^2 + \|\nabla_x \nabla_x f_{\Theta}(Z) - D_3^t\|_F^2$$

$$+ \|\nabla_y \nabla_z f_{\Theta}(Z) - D_4^t\|_F^2,$$ \hspace{1cm} (15)

where $D_i^t = Y_i - \Lambda_i^t$.

We adopt the adaptive moment estimation (Adam) [50] to update $\Theta$. Specifically, we employ one gradient descent step by using the Adam in each update. The loss functions are all $F$-norm-based functions, so the gradient can be easily computed in current deep learning frameworks.

**Updating** The Lagrange multipliers are updated as

$$\begin{align*}
\Lambda_{1}^{t+1} &= \Lambda_{1}^{t} + \mu(\nabla_x f_{\Theta}(Z) - Y_1^t), \\
\Lambda_{2}^{t+1} &= \Lambda_{2}^{t} + \mu(\nabla_y f_{\Theta}(Z) - Y_2^t), \\
\Lambda_{3}^{t+1} &= \Lambda_{3}^{t} + \mu(\nabla_y \nabla_x f_{\Theta}(Z) - Y_3^t), \\
\Lambda_{4}^{t+1} &= \Lambda_{4}^{t} + \mu(\nabla_y \nabla_x f_{\Theta}(Z) - Y_4^t).
\end{align*}$$ \hspace{1cm} (16)

The ADMM algorithm is summarized in Algorithm 1.

### E. The Automatic Stopping Criterion

We introduce an automatic stopping criterion to demonstrate that the proposed S2DIP can be automatically terminated based on its convergence property. Specifically, we use the relative error

$$\text{RelErr} = \frac{\|f_{\Theta}^{t+1}(Z) - f_{\Theta}(Z)\|^2_F}{\|f_{\Theta}(Z)\|^2_F}. \hspace{1cm} (17)$$

and iteration step to evaluate the convergence degree. Here, $f_{\Theta}(Z) \in \mathbb{R}^{H \times W \times B}$ denotes the $t$-th network output. We set two parameters $r$ and $t_{\text{max}}$ as the tolerance of $\text{RelErr}$ and the maximum number of iteration steps, respectively. The iteration will be terminated if: 1) $\text{RelErr}$ of the $t$-th iteration is lower than $r$, or 2) the iteration number $t$ exceeds $t_{\text{max}}$. Cooperatively, $\text{RelErr}$ evaluates the convergent degree of the optimization process while $t_{\text{max}}$ guarantees the final stopping of the iteration.

We use S2DIP$^*$ to denote the highest peak signal-to-noise ratio (PSNR) value of the proposed method and use S2DIP to denote the proposed method using the automatic stopping criterion. If the performance of S2DIP is comparable to that of S2DIP$^*$, it means that S2DIP converges to the point with the highest PSNR value, which alleviates the semi-convergence of DIP. It is worth emphasizing that the original DIP could not use such stopping criterion since DIP suffers from semi-convergence. Using such stopping criterion for DIP would result in poor performance, as DIP always converges to a noisy HSI. For convenience, we report the highest PSNR value of DIP in the experiments.

### IV. Experiments

Both simulation experiments and real data experiments are involved to verify the validity of the proposed method. The competing methods include the matrix low-rankness-based method LRMR [18], the tensor low-rankness and total variation-based method LRTDTV [20], the supervised deep CNN-based method HSID-CNN [39], and the unsupervised DIP methods that based on 2D convolution and 3D convolution (termed as DIP 2D and DIP 3D) [1], [42]. The hyperparameters of model-based methods are tuned based on their best PSNR values. The results of HSID-CNN are obtained by using the pre-trained model provided by the author.

For simulation experiments, we adopt sub-images of HSIs WDC mall, Pavia, Indian pines, and Salinas\(^3\) with size $256 \times 256$, $192 \times 192$, $128 \times 128$, and $192 \times 192$, respectively, to generate simulated noisy HSIs. Additionally, multispectral images (MSIs) including Trash, Board\(^2\), Balloons, and Cups\(^3\) [51] are adopted to verify the generalization ability of our method. The size of Trash and Board is $256 \times 256$ and the size of the Ballons and Cups is $256 \times 256 \times 31$. For all selected images, five noisy cases are established, see Table I. Based on the noisy setting in Table I, all noise is randomly performed on the ground-truth (GT) images. For cases with deadlines, we change the fidelity term $\mathcal{M}$ to $\mathcal{M} \odot (Y - X) - S^t$\(^2\)\(_F\), where $\mathcal{M}$ denotes the mask whose entries on the positions of deadlines are set to 0 and other entries are set to 1, i.e., the removal of deadlines can be seen as an inpainting problem. The inpainting problem can be well addressed by the deep prior of the CNN [1], [42]. Here, $\odot$ denotes the element-wise product. We empirically set the tolerance of $\text{RelErr}$ (i.e., $r$) as 0.01, and $t_{\text{max}}$ as 7000.

**TABLE I**

| Case     | Gaussian noise | Impulse noise | Stripe | Deadline |
|-------|---------------|---------------|--------|----------|
| Added band | $\sigma$ | $p$ | $s_1$ | $s_2$ |
| Case 1 | all bands | 0.2 | - | - | - |
| Case 2 | all bands | 0.1 | 0.1 | - | - |
| Case 3 | all bands | 0.1 | 0.1 | 40% | [6, 15] |
| Case 4 | all bands | 0.1 | 0.1 | 50% | [6, 10] |
| Case 5 | all bands | 0.1 | 0.1 | 40% | [6, 15] |

\(^1\)http://www.ehu.eus/ccwintco/index.php?title=HyperspectralRemoteSensingScenes
\(^2\)https://sites.google.com/site/hyperspectralcolorimaging/dataset/general-scenes
\(^3\)https://www.cs.columbia.edu/CAVE/databases/multispectral/
Fig. 3. The denoising HSIs by different methods for Case 1. Each row from top to down lists WDC mall consisted of the 5-th, 15-th, and 30-th bands, Pavia consisted of the 5-th, 15-th, and 30-th bands, Indian pines consisted of the 15-th, 25-th, and 29-th bands, and Salinas consisted of the 18-th, 25-th, and 32-th bands.

| Case | Data | Method | Case 1 | Case 2 | Case 3 | Case 4 | Case 5 |
|------|------|--------|--------|--------|--------|--------|--------|
|      |      | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM |
|      |      | 26.018 | 0.767 | 0.563 | 29.896 | 0.887 | 0.335 | 27.090 | 0.835 | 0.461 | 29.321 | 0.830 | 0.358 | 26.658 | 0.828 | 0.587 |
|      |      | 30.658 | 0.946 | 0.294 | 31.625 | 0.917 | 0.236 | 31.413 | 0.905 | 0.271 | 30.965 | 0.904 | 0.272 | 30.615 | 0.899 | 0.311 |
|      |      | 31.181 | 0.918 | 0.210 | 31.222 | 0.792 | 0.234 | 25.237 | 0.740 | 0.306 | 25.424 | 0.791 | 0.244 | 23.391 | 0.737 | 0.313 |
| WDC mall |      | 27.763 | 0.826 | 0.265 | 24.621 | 0.727 | 0.172 | 22.753 | 0.642 | 0.240 | 24.591 | 0.737 | 0.202 | 22.607 | 0.617 | 0.221 |
|      |      | 27.784 | 0.828 | 0.264 | 24.714 | 0.744 | 0.210 | 23.306 | 0.689 | 0.244 | 24.553 | 0.731 | 0.199 | 23.116 | 0.675 | 0.225 |
|      |      | 31.560 | 0.920 | 0.112 | 32.503 | 0.931 | 0.102 | 32.333 | 0.930 | 0.112 | 32.585 | 0.932 | 0.102 | 32.004 | 0.924 | 0.111 |
|      |      | 31.740 | 0.932 | 0.113 | 32.886 | 0.937 | 0.105 | 32.620 | 0.933 | 0.110 | 32.662 | 0.933 | 0.104 | 32.443 | 0.931 | 0.116 |
|      |      | 35.224 | 0.946 | 0.035 | 35.977 | 0.954 | 0.036 | 35.123 | 0.950 | 0.042 | 36.056 | 0.956 | 0.034 | 35.064 | 0.948 | 0.043 |
|      |      | 35.224 | 0.946 | 0.044 | 36.223 | 0.956 | 0.037 | 35.474 | 0.952 | 0.041 | 36.212 | 0.957 | 0.036 | 35.259 | 0.951 | 0.043 |

TABLE II

The quantitative results by different methods on HSIs. The BEST value is highlighted by BOLDFACE. The second-best value is highlighted by UNDERLINED.
Table II. The numerical results on HSIs are illustrated in Table II. We can discover that S2DIP* outperforms competing methods in terms of PSNR. S2DIP is also competitive with PSNR a little lower than S2DIP*, which shows that S2DIP has convergence which provides good termination points. In addition, we set our hyperparameters $\alpha_1 = 0.1, \alpha_2 = 0.1,$ and $\alpha_3 = 0.01$ for Case 2-5. For Case 1, we change $\alpha_3 = 10$ and other parameters remain the same.

In simulation experiments, the denoising results are numerically evaluated by PSNR, structure similarity (SSIM), and spectral angle mapper (SAM) [52]. It is worth noting that higher PSNR and SSIM values represent better performance while lower SAM values represent better performance.

In real experiments, noisy HSIs Urban of size $288 \times 288 \times 210$ with its band 134 to band 165 and Indian4 of size $128 \times 128 \times 220$ with its band 1 to band 32 are included. The hyperparameters of our method for real experiments are $\alpha_1 = 0.1, \alpha_2 = 0.1,$ and $\alpha_3 = 0.01$.

All the experiments are conducted on the platform of Windows 10 with Intel Core i5-9400f CPU, Nvidia RTX 2080 GPU, and 16 GB RAM.

\textbf{A. Simulation Experiments}

The numerical results on HSIs are illustrated in Table II. We can discover that S2DIP* outperforms competing methods in terms of PSNR. S2DIP is also competitive with PSNR a little lower than S2DIP*, which shows that S2DIP has convergence
property to stably handle the mixed noise under unsupervised conditions, which avoids the semi-convergence of DIP.

It is notable that the SAM values of the proposed method only contain Gaussian noise, LRTDTV achieves noise removal in partial bands, but also fails to totally remove the mixed noise. LRTDTV considers the tensor low-rankness, thus it is hard to totally remove the mixed noise under unsupervised conditions, which avoids the semi-convergence of DIP.

The spectral curves of the recovered results by different methods on HSIs in Fig. 5 and Fig. 6. The good visual quality of the denoising results by different methods on HSIs for Case 1 are displayed. Since Case 1 only contains Gaussian noise, LRTDTV, HSID-CNN, and S2DIP can both remove the noise well and obtain good visual quality, while S2DIP achieves better PSNR values. We subsequently illustrate the denoising results on HSIs for Case 5 in Fig. 4, as Case 5 contains the most complex noise. We can see that LMR, which delivers the low-rankness by matrix, is hard to totally remove the mixed noise. LRTDTV considers the tensor low-rankness, thus it achieves noise removal in partial bands, but also fails to totally remove the stripes and impulses. The supervised HSID-CNN is trained on data with only Gaussian noise. Thus, it is hard to deal with strong complex simulated noise. DIP 2D and DIP 3D are hard to fit the signal part of the observation before fitting the complex noise. Thus, DIP could not well recover clean HSIs. The proposed S2DIP achieves the best performance compared with competing methods, where the mixed noise is considerably removed and the image details are well preserved. The good visual quality of the denoising results of S2DIP can attribute to the combination of the expressive power of the CNN and the hand-crafted priors, which ensures the recovery quality.

Next, we display the spectral curves of the recovered results by different methods on HSIs in Fig. 5 and Fig. 6. The less oscillating spectral curves of the denoising results by S2DIP verify that the spectral fidelity is well-preserved, which outperforms competing methods. The integration of deep prior brought by the CNN and the spatial-spectral constraint by the

![Image of spectral curves](image-url)

**Fig. 6.** The spectral curves of the recovered results by different methods on HSIs Indian pines and Salinas for Case 5.

### Table III

| Case | Method | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM | PSNR | SSIM | SAM |
|------|--------|------|------|-----|------|------|-----|------|------|-----|------|------|-----|------|------|-----|
| Data |        |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRMR |        |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRTDTV |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| HSID-CNN |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| DIP 2D |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| DIP 3D |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| S2DIP |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| S2DIP* |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRTDTV |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRMR |        |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRTDTV |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| HSID-CNN |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| DIP 2D |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| DIP 3D |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| S2DIP |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| S2DIP* |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRTDTV |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRMR |        |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| LRTDTV |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| HSID-CNN |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| DIP 2D |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| DIP 3D |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| S2DIP |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
| S2DIP* |      |      |      |     |      |      |     |      |      |     |      |      |     |      |      |     |
PSNR 13.469 dB  PSNR 25.714 dB  PSNR 30.377 dB  PSNR 23.325 dB  PSNR 25.211 dB  PSNR 34.694 dB  PSNR Inf

PSNR 13.501 dB  PSNR 25.622 dB  PSNR 29.630 dB  PSNR 23.031 dB  PSNR 25.167 dB  PSNR 33.188 dB  PSNR Inf

PSNR 13.204 dB  PSNR 28.938 dB  PSNR 34.154 dB  PSNR 22.659 dB  PSNR 25.450 dB  PSNR 37.367 dB  PSNR Inf

PSNR 13.934 dB  PSNR 28.783 dB  PSNR 33.867 dB  PSNR 24.483 dB  PSNR 27.801 dB  PSNR 37.834 dB  PSNR Inf

Noisy LRMR [18]  LRTDTV [20]  HSID-CNN [39]  DIP 2D [1]  S2DIP GT

Fig. 7. The denoising MSIs by different methods for Case 5. Each row from top to down lists Trash consisted of the 5-th, 15-th, and 25-th bands, Board consisted of the 5-th, 15-th, and 25-th bands, Balloons consisted of the 1-st, 10-th, and 30-th bands, and Cups consisted of the 1-st, 10-th, and 30-th bands.

Fig. 8. The spectral curves of the recovered results by different methods on MSIs Trash and Board for Case 5. SSTV regularization contributes to this phenomenon.

Then, we illustrate the denoising quantitative results by different methods on MSIs in Table III. We can see that S2DIP and S2DIP* considerably outperforms competing methods, which verify the generalization ability and effectiveness of the proposed method for various data.

The denoising results by different methods on MSIs for Case 5 are displayed in Fig. 7. We can observe that S2DIP recovers the MSI and removes the complex noise well. LRMR and LRTDTV could not totally remove the noise. The HSID-CNN is trained on Gaussian noisy HSIs and thus it is hard to deal with such mixed noise in MSIs. As compared, S2DIP has a better generalization ability for mixed noise in various types of data. DIP methods remove the noise but miss some image details and edges. Note that the results of DIP are selected by referring to the GT images on the highest PSNR values. In contrast, the results of S2DIP are automatically selected based on the stopping criterion. This verifies that the proposed S2DIP favorably addresses the semi-convergence of DIP and largely enhances the denoising ability of DIP.

Finally, we plot the spectral curves of the recovered MSIs by different methods in Fig. 8 and Fig. 9. We can see that S2DIP better preserves the nonlinear spectral curves. This could attribute to the integration of hand-crafted priors and the DIP, where the nonlinear modeling ability of CNN and the spatial-spectral constraint are well combined.
Fig. 9. The spectral curves of the recovered results by different methods on MSIs Balloons and Cups for Case 5.

Fig. 10. The recovered results by different methods for real-world noisy HSI Urban (The pseudo images consisted of the 139-th, 150-th, and 151-th bands).

Fig. 11. The recovered results by different methods for real-world noisy HSI Indian (The pseudo images consisted of the 1-st, 2-nd, and 3-rd bands).

B. Real Experiments

The denoising results for real-world noisy HSI Urban are displayed in Fig. 10. We can see that S2DIP shows better performance for removing the complex noise. Specifically, S2DIP removes the noise and preserves the image details well. LRMR and LRTDTV could not totally remove the mixed noise. DIP has over-smooth results. HSID-CNN achieves considerable results. But if one looks closely, the result of HSID-CNN remain some stripe noise.

The denoising results for Indian are illustrated in Fig. 11. We can see that LRTDTV and DIP 2D both remove the strong noise but miss some image details. HSID-CNN removes the complex noise and achieves good results. S2DIP also successfully and reasonably restores the image structure, where the complex noise is removed and the image details and colors are well preserved.

The good performance of S2DIP for real noise removal is mainly due to the combination of deep prior and hand-crafted priors. The natural image structure can be well preserved by the DIP and the mixed noise can be fully removed by the spatial-spectral constraint and the robust noise modeling.

We can find that in real experiments, the performance of HSID-CNN is much better than that of simulation experiments. This is because that the number of noisy bands in real noisy HSIs is relatively small. HSID-CNN can explore the spatial-spectral information from other clean bands for denoising. The proposed unsupervised S2DIP could achieve even better results than the supervised HSID-CNN for real noise removal. Also, the denoising results by S2DIP can be selected by setting different model parameters. Supervised methods like HSID-CNN use one well-trained CNN for denoising and thus could only have one chance for denoising. In other words, S2DIP may be relatively more flexible in real applications.

V. DISCUSSIONS

A. Effectiveness of Deep Prior

Our method simultaneously uses the unsupervised deep prior, the spatial-spectral image prior, and the sparse noise prior. In this section, we illustrate the effectiveness of the deep prior. Specifically, we remove the deep prior of CNN in the proposed model (7) to clarify its influence. Here, the underlying clean HSI could be updated via ADMM. Note that the proposed method degenerates to the hybrid spatial-spectral total variation (HSSTV) [13] method without the deep prior. The HSSTV considers the TV and SSTV on the clean HSI and remove the sparse noise via minimizing its $\ell_1$-norm. The difference between HSSTV and the proposed method is that we additionally use the DIP while HSSTV just employs TV and SSTV regularizers in a traditional optimization model.

We conduct the comparison between HSSTV and S2DIP on Balloons and Cups for Case 5. Fig. 12 shows the denoising results. We can see that S2DIP removes the complex noise
and preserves the image details and edges well. In contrast, HSSTV could not completely remove the impulse noise and stripes, while the image details are also missed. This verifies the effectiveness of the deep prior, which can capture the natural image structure. S2DIP faithfully combines the deep prior of CNN and the hand-crafted prior, taking both advantages of the high representation ability of CNN and the spatial-spectral constraint delivered by the SSTV in an unsupervised manner.

B. Effectiveness of Hand-Crafted Priors

To address the semi-convergence of DIP and improve its denoising performance on HSI, we suggest two hand-crafted priors in DIP, i.e., the SSTV term and the sparse term. This section verifies their effectiveness. Specifically, we compare the proposed method with and without the SSTV term and the sparse term to clarify their influence. The results are illustrated in Table IV. We can see that S2DIP considerably outperforms S2DIP wo. SSSTV and S2DIP wo. sparsity, which verifies the effectiveness of the hand-crafted priors in the DIP framework. The deep prior, the spatial-spectral local smooth prior, and the sparse noise prior are organically combined to handle the mixed noise removal in HSI. Notably, S2DIP wo. sparsity has relatively weak performance, which shows that the sparse modeling of the complex noise is very essential. In fact, the HSI noise in Case 5 contains many sparse outliers, which can not be fully removed if only considering Gaussian noise. Thus, introducing the sparse term can largely improve the robustness and effectiveness of the unsupervised DIP for HSI mixed noise removal.

C. Influence on Subsequent Applications

This section verifies that using S2DIP for HSI denoising can improve the performance of subsequent applications. We consider the HSI classification [6] using the support vector machine (SVM). We use the denoising results of the real-world noisy HSI Indian by different methods to conduct the HSI classification. 10% of the samples are set as training set while others are testing set. The results are shown in Fig. 13. We can see that the classification result on the denoising HSI by S2DIP has the best visual quality and accuracy, which verifies the effectiveness and superiority of S2DIP over competing denoising methods.

D. Convergence Analysis

To test the convergence of the ADMM Algorithm 1, we plot the relative error of variables with respect to the iteration number in Fig. 14. The downward trend of the curves verifies the convergence behavior of our method, which favorably addresses the semi-convergence of DIP. This can attribute to the SSTV and the sparse term which respectively considers the HSI spatial-spectral local smoothness and the sparsity of the structural noise. Thus, the proposed model can accurately separate the noise and the clean HSI, resulting in stable convergence.

E. The Generalization of S2DIP

In this subsection, we discuss the generalization of the proposed method. Here, we consider video data which also contains three-dimensional information. In low light conditions, the videos will be inevitably corrupted by dynamic noise [53], see Fig. 15.

Due to the complexity and irregularity of the real noise, video denoising is extremely challenging. For the heavily corrupted video frames, we use DIP and our method for its restoration. Fig. 15 displays the denoising results, where S2DIP reasonably recovers the clean video and preserves the temporal fidelity. The results of DIP methods, which are manually selected due to the semi-convergence, remain notable noise. The above results illustrate the generalization of S2DIP to handle different types of data and various noise.

VI. Conclusion

In this paper, we propose the S2DIP for hyperspectral mixed noise removal. The SSTV regularization is considered to fully explore the HSI spatial-spectral local smooth prior to improve the effectiveness of the unsupervised DIP. The $\ell_1$-norm sparse term is considered to remove the sparse noise. To address the proposed model, we develop an ADMM algorithm. Experimental results on synthetic data and real data demonstrate the effectiveness of the proposed method, which outperforms state-of-the-art methods. Meanwhile, the proposed method favorably alleviates the semi-convergence problem, which always exists in the DIP framework. Our future work would contain the usage of unsupervised CNN and its combination.

---

3 The real noisy video is captured by our personal device under extremely low light conditions.
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