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Abstract

In recent years operator networks have emerged as promising deep learning tools for approximating the solution to partial differential equations (PDEs). These networks map input functions that describe material properties, forcing functions and boundary data to the solution of a PDE. This work describes a new architecture for operator networks that mimics the form of the numerical solution obtained from an approximate variational or weak formulation of the problem. The application of these ideas to a generic elliptic PDE leads to a variationally mimetic operator network (VarMiON). Like the conventional Deep Operator Network (DeepONet) the VarMiON is also composed of a sub-network that constructs the basis functions for the output and another that constructs the coefficients for these basis functions. However, in contrast to the DeepONet, the architecture of these sub-networks in the VarMiON is precisely determined. An analysis of the error in the VarMiON solution reveals that it contains contributions from the error in the training data, the training error, the quadrature error in sampling input and output functions, and a “covering error” that measures the distance between the test input functions and the nearest functions in the training dataset. It also depends on the stability constants for the exact solution operator and its VarMiON approximation. The application of the VarMiON to a canonical elliptic PDE and a nonlinear PDE reveals that for approximately the same number of network parameters, on average the VarMiON incurs smaller errors than a standard DeepONet and a recently proposed multiple-input operator network (MIONet). Further, its performance is more robust to variations in input functions, the techniques used to sample the input and output functions, the techniques used to construct the basis functions, and the number of input functions. Moreover, it consistently outperforms baseline methods at various dataset sizes. Keywords: variational formulation, deep neural operator, deep operator network, error analysis.
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1 Introduction

Over the last decade there has been significant interest in the use of Deep Learning (DL) based methods for solving problems that emerge from physical principles. This includes the so-called Physics-Informed Neural Networks (PINNs) that were introduced in the 1990s [19] (though not under that name) and then further developed more recently [32]. There have been several interesting extensions of PINNs and theoretical investigations into their approximations properties, a selective list of which includes [38, 18, 26, 36, 9, 29, 30, 33, 10, 8]. However, one shortcoming of these techniques is that the fully trained network represents the solution of a single instance of the problem. If a slightly different problem is to be solved, for example, by altering the forcing function for a given partial differential equation (PDE), the network has to be retrained, which can be an arduous task.

Operator Networks address this challenge directly. Rather than focusing on a single instance of the solution to a given system, they approximate the operator that maps the input functions to the solution. For example, for a physical problem governed by a system of PDEs (which is the focus of this work), the input would consist of functions that specify the initial conditions, the boundary conditions, the forcing terms and the material properties, while the output function would be the solution of the system of PDEs. The benefit of the operator point of view is obvious. Once the network is trained it can be used to solve multiple instances of a problem corresponding to different input functions. This makes it an ideal surrogate model for many-query tasks like uncertainty quantification and optimization that require solutions corresponding to multiple instances of input functions.

Broadly speaking, two distinct types of Operator Networks have been proposed and implemented. One of the first operator network architecture was first introduced in [7] along with universal approximation guarantees. This result was then adapted to deep neural networks in [25] and the resulting model was called a DeepONet. In a DeepONet, the overall network is split into a branch and a trunk sub-network, and the solution is represented as a dot product between their outputs. The branch network accepts as input, samples of the input functions at discrete points and maps these to a latent vector of a fixed dimension. On the other hand, the trunk network maps the spatial coordinates of the problem to a latent vector of the same fixed dimension. The solution is obtained by performing a dot-product between these vectors. Given this, the trunk network can be viewed as a network that constructs a basis for representing the solution, and the branch network can be viewed as a network that constructs the coefficients for the basis functions.

There has been significant recent work on extending and improving DeepONets. This includes reducing the amount of labeled data (the number of spatial points where the solution is required) needed to train the network [35] by adding terms to the loss function that are driven by the residual of the original system of equations. For physical problems that are derived from variational principles, the same benefit can also be achieved by encoding the variational principle into the loss function [12]. For example, if the governing equations are obtained from the minimization of the total potential energy, then the potential energy of the system can be added to the overall loss function for the network. Other interesting work on DeepONets includes their extension to approximating stochastic operators [37], to operators associated with multiphysics problems [27, 5],
to operators with multiple inputs and outputs\textsuperscript{14,34}, and to instances where the sensor points, which are the points where the input functions are queried, are allowed to vary from one sample to another\textsuperscript{31}.

There has also been significant work on analyzing the approximation properties of DeepONets. This includes the original universal approximation result for a shallow network\textsuperscript{7}, a variant using radial basis functions (RBFs)\textsuperscript{6} and the recent extension to deep networks\textsuperscript{20}. In the same work\textsuperscript{20}, the authors have also established error bounds for DeepONets used to approximate a broad class of operators. These bounds quantify the rate of growth in the network parameters as a function of the desired error in its solution. For a broad class of operators it is shown that this rate is exponential, however for specific operators driven by solutions to PDEs it is much milder.

Distinct from DeepONets is the work on Neural Operators\textsuperscript{17}, which includes Graph Neural Operators, Fourier Neural Operators and their variants\textsuperscript{21}. Neural Operators can be thought of as direct extensions of typical deep neural networks to infinite dimensional functions. Like a typical neural network, they are composed of multiple layers, where each layer performs a linear and a nonlinear operation. However, in contrast to a typical deep neural network, the operations are performed on functions rather than vectors. The non-linear operation is performed using standard activation functions that are applied point-wise, while the linear operation is performed by local (affine) and non-local operators. Different choices of implementing the non-local operators lead to different types of Neural Operators. These include Fourier Neural Operators\textsuperscript{21}, Multipole Neural Operators\textsuperscript{23} and Graph Neural Operators\textsuperscript{22}. A physics-informed variant of Neural Operators which combined both data and PDE constraints was proposed in\textsuperscript{24}. Recently, analytical estimates that quantify the performance of Fourier Neural Operators\textsuperscript{16} have been developed. These include a universal approximation theorem and growth rates in complexity as a function of desired error when these networks are used to solve canonical problems like the steady-state heat conduction equation and the incompressible Navier Stokes equations.

In this manuscript we ask the question whether operator networks can be informed by the weak, or variational, formulations that are used to approximate solutions to PDEs. These formulations have traditionally been used to develop finite element methods, spectral methods, and projection-based reduced order models. Specifically, we consider the solution of an elliptic PDE and a nonlinear advection-diffusion-reaction PDE with spatially varying coefficients, forcing functions, and Neumann boundary data. The application of a standard method, like the Galerkin method, to this problem leads to a numerical solution with a very specific structure. Motivated by this structure, we propose a Variationally Mimetic Operator Network (VarMiON). Thereafter, we demonstrate that this network has several special features. These include:

1. A computationally efficient network structure. For canonical linear and nonlinear problems we demonstrate that for roughly the same number of network parameters, the variationally mimetic network produces solutions that are significantly more accurate than the solutions produced by a generic DeepONet or MIONet\textsuperscript{14}. This improved performance holds for a network (a) with multiple input functions, (b) input sensors that are distributed randomly, or distributed in a spatially uniform grid, and (c) for a trunk network comprised of basis functions that employ ReLU activations, or those constructed from a span of radial basis functions. We also demonstrate that the accuracy of the VarMiON is more robust. That is, when considering
solutions corresponding to a distribution of input functions, the distribution of error has lower variance than a conventional DeepONet. Moreover, the VarMiON consistently outperforms both the DeepONet and the MIONet at varying cardinality of training set demonstrating its usefulness in low-data regimes.

2. Motivated by the error analysis for methods like the finite element method, we derive an \textit{a-priori} error estimate for the solutions of the VarMiON. This analysis reveals that the overall network error can be reduced by (a) training it with more accurate solutions, (b) training it with a large data set, (c) by designing branch networks that are stable with respect to perturbations in their input, and (b) by using larger number points for sampling the input and output functions. Further, the variationally-mimetic structure of the network enables a precise definition of the constants that appear in the error estimate. These constants are obtained from the discrete operators (matrices) that appear in the network, which can be easily evaluated for a trained network.

3. The development of a workflow that couples an efficient numerical solver for a given class of problems and a VarMiON that is trained using solutions produced by the solver. The solver is used to train the VarMiON, and to guide the design of the higher level structure of the network, such as selecting the nature of branches (linear/non-linear), determining the format of the branch output (matrix or vector), specifying how branches interact with each other (via matrix-vector product, dot product, or Hadamard product), and interpreting each constituent of the network (such as the trunk network serving as a surrogate for the basis functions of the numerical solver). Further, the error analysis for the VarMiON includes the error in the solver.

The format of the remainder of this paper is as follows. In Section 2 we introduce the model linear PDE and present its variational discretization. This motivates the architecture of the variationally mimetic operator network for canonical linear problems which is introduced in Section 3. In the following section (Section 4) we present an analysis of the generalization error of the network. Thereafter, in Section 5 we present the extension of the VarMiON to nonlinear PDEs. In Section 6 we present numerical results that demonstrate the benefit of the variationally mimetic architecture for both linear and non-linear problems. In particular, we demonstrate that for approximately the same number of network parameters, the VarMiON produces more accurate solutions as compared to a conventional DeepONet and MIONet. It can also be used to introduce "optimal" basis functions, which further improve its performance. We end with conclusions in Section 7.

2 \hspace{1cm} \textbf{PDE model and discretization}

Let $\Omega \in \mathbb{R}^d$ be an open, bounded domain with piecewise smooth boundary $\Gamma$. The boundary is further split into the Dirichlet boundary $\Gamma_g$ and natural boundary $\Gamma_\eta$, with $\Gamma = \Gamma_g \cup \Gamma_\eta$. Define the space $H^1_g = \{ u \in H^1(\Omega) : u|_{\Gamma_g} = 0 \}$. We consider the following scalar elliptic boundary value
problem
\[
L(u(x); \theta(x)) = f(x), \quad \forall \ x \in \Omega, \\
B(u(x); \theta(x)) = \eta(x), \quad \forall \ x \in \Gamma_\eta, \\
u(x) = 0, \quad \forall \ x \in \Gamma_g, 
\]
where \(L\) is assumed to be a second-order elliptic operator, \(B\) is the natural boundary operator, \(f \in \mathcal{F} \subset L^2(\Omega)\) is the source term, \(\eta \in \mathcal{N} \subset L^2(\Gamma_\eta)\) is the flux data, and \(\theta \in \mathcal{T} \subset L^\infty(\Omega)\) is some spatially varying material parameter, such as thermal conductivity or permeability.

The variational formulation of (2.1) is given by: find \(u \in H^1_g\) such that \(\forall \ w \in H^1_g\)
\[
a(w, u; \theta) = (w, f) + (w, \eta)_{\Gamma_\eta},
\]
where \((.,.)\) and \((.,.)_{\Gamma_\eta}\) are respectively the \(L^2(\Omega)\) and \(L^2(\Gamma_\eta)\) inner-products, while \(a(.,.; \theta)\) is the associated bilinear form. We assume that we are working with operators \(L\) possessing requisite properties, such as uniform ellipticity and continuity, to ensure that (2.2) is well-posed. We refer interested users to [11, 4] for additional details.

Consider the solution operator
\[
S : \mathcal{X} = \mathcal{F} \times \mathcal{T} \times \mathcal{N} \rightarrow V \subset H^1_g, \quad S(f, \theta, \eta) = u(., f, \theta, \eta)
\]
which maps the data \((f, \theta, \eta)\) to the unique solution \(u(., f, \theta, \eta)\) of (2.2). Our goal is to approximate the operator \(S\) using a VarMiON.

For everything that follows, we assume that \(\Omega, \Gamma_\eta\) and \(\Gamma_g\) are fixed for a given PDE model, while the various quantities appearing in (2.1) are dimensionless.

2.1 Numerical solution

Training the VarMiON requires solutions of (2.2) for varying \((f, \theta, \eta) \in \mathcal{X}\). In the absence of analytical expressions, (2.2) can be approximately solved using a suitable numerical solver. We consider the class of solvers that approximate \(V\) by the space \(V_h\) spanned by a set of continuous basis functions \(\{\phi_i(x)\}_{i=1}^q\). For instance, we could use a FEM or POD basis approximating the solutions of (2.2) [13, 2]. Then any function \(v^h \in V_h\) can be be expressed as a linear combination of the finite basis
\[
v^h(x) = v_i \phi_i(x) = V^T \Phi(x), \quad V = (v_1, \cdots, v_q), \quad \Phi(x) = (\phi_1(x), \cdots, \phi_q(x))^T.
\]
We also define the restricted space \(V^h_{\Gamma_\eta} = \{v|_{\Gamma_\eta} : v \in V^h\}\) for the boundary data. Consider the projector
\[
P : \mathcal{X} \rightarrow \mathcal{X}^h := \mathcal{F}^h \times \mathcal{T}^h \times \mathcal{N}^h \subset V^h \times V^h \times V^h_{|\Gamma_\eta}, \quad P(f, \theta, \eta) = (f^h, \theta^h, \eta^h)
\]
where the given PDE data is approximated (projected) as
\[
f^h(x) = F^T \Phi(x), \quad \theta^h(x) = \Theta^T \Phi(x), \quad \eta^h(x) = N^T \Phi(x)|_{\Gamma_\eta}.
\]
The coefficients $F, \Theta, N$ will depend on the choice of the basis functions (also see Remark 2.1). If the approximate solution in $V^h$ is represented as $u^h(x) = U \Phi(x)$, then using (2.5) in (2.2) gives us the discrete weak formulation (see [13], for example)

$$K(\theta^h)U = MF + \tilde{M}N$$

(2.6)

where the matrices are given by

$$K_{ij}(\theta^h) = a(\phi_i, \phi_j; \theta^h), \quad M_{ij} = (\phi_i, \phi_j), \quad \tilde{M}_{ij} = (\phi_i, \phi_j)_{\Gamma_\eta} \quad 1 \leq i, j \leq q.$$  

(2.7)

Note that the matrix $M$ will be invertible by virtue of its positive-definiteness. In order to recover the solution coefficients $U$ from (2.6), we make the following assumption.

**Assumption 2.1.** The basis $\{\phi_i(x)\}_{i=1}^q$ is chosen such that the matrix $K(\theta^h)$ is invertible for all $\theta^h \in T^h$. Note that this is equivalent to requiring the spectrum of $K(\theta^h)$ to be bounded away from 0.

We can now define the discrete solution operator

$$S^h : V^h \times V^h \times V^h_{|\Gamma_\eta} \to V^h, \quad S^h(f^h, \theta^h, \eta^h) := u^h(\cdot; f^h, \theta^h, \eta^h) = (B(f^h, \theta^h) + \tilde{B}(\eta^h, \theta^h))^\top \Phi$$

(2.8)

where

$$B(f^h, \theta^h) = K^{-1}(\theta^h)MF, \quad \tilde{B}(\eta^h, \theta^h) = K^{-1}(\theta^h)\tilde{M}N.$$  

(2.9)

**Remark 2.1.** Given $(f, \theta, \eta) \in \mathcal{X}$, the coefficients in (2.5) can be evaluated as $F = M^{-1}F$ and $\Theta = M^{-1}\Theta$, where $F_i = (f_i, \phi_i)$ and $\Theta_i = (\theta_i, \phi_i)$ for $1 \leq i \leq q$. Let us assume that $q' \leq q$ basis functions do not vanish (almost everywhere) on $\Gamma_\eta$, which we enumerate as $\{\phi_{R(j)}\}_{j=1}^{q'}$ with $R(j)$ being the global index. Then the $q' \times q'$ matrix $\tilde{M}$ given by $\tilde{M}_{ij} = (\phi_{R(j)}, \phi_{R(j)})_{\Gamma_\eta}$ will be a maximal invertible sub-matrix of $\tilde{M}$. This is used to uniquely define the coefficients of $\eta^h(x)$ as

$$\tilde{N} = \tilde{M}^{-1}N, \quad \Pi_j = (\eta, \phi_{R(j)})_{\Gamma_\eta} \quad 1 \leq j \leq q', \quad H_i = \begin{cases} H_j & \text{if } i = R(j) \text{ for some } 1 \leq j \leq q' \\ 0 & \text{otherwise} \end{cases}.$$  

(3.2)

Note that Remark 2.1 implies that the projector $P : \mathcal{X} \to \mathcal{X}^h$ is a linear operator.

### 3 Variationally mimetic operator network

The VarMiON architecture is motivated by the discrete weak variational form (2.6). The PDE data $(f, \theta, \eta) \in \mathcal{X}$ is fed into the VarMiON, with $f$ and $\theta$ sampled at the sensor nodes $\{\tilde{x}_i\}_{i=1}^k$ while $\eta$ is sampled at the boundary sensor nodes $\{\tilde{x}_i^b\}_{i=1}^k$ on $\Gamma_h$. We define the input vectors

$$\tilde{F} = (f(\tilde{x}_1), \cdots, f(\tilde{x}_k))^\top, \quad \tilde{\Theta} = (\theta(\tilde{x}_1), \cdots, \theta(\tilde{x}_k))^\top, \quad \tilde{N} = (\eta(\tilde{x}_1^b), \cdots, \eta(\tilde{x}_k^b))^\top,$$

(3.1)

given by the data sensing operator $\tilde{P}$ as

$$\tilde{P} : \mathcal{X} \to \mathbb{R}^k \times \mathbb{R}^k \times \mathbb{R}^k, \quad \tilde{P}(f, \theta, \eta) = (\tilde{F}, \tilde{\Theta}, \tilde{N}).$$  

(3.2)

We consider the VarMiON shown in Figure 1, which comprises:
• a **non-linear branch** taking the input $\hat{\Theta} \in \mathbb{R}^k$, which is transformed into a matrix output $D(\hat{\Theta}) \in \mathbb{R}^{p \times p}$. Here $p$ is the latent dimension of the VarMiON.

• a **linear branch** taking the input $\hat{F} \in \mathbb{R}^k$ and transforming it as $A \hat{F}$, where $A \in \mathbb{R}^{p \times k}$ is a learnable matrix. The output of this branch is acted upon by the matrix $D$ to give $\beta(\hat{F}, \hat{\Theta}) = D(\hat{\Theta})A\hat{F} \in \mathbb{R}^p$.

• a **linear branch** taking the input $\hat{N} \in \mathbb{R}^{k'}$ and transforming it as $\hat{A} \hat{N}$, where $\hat{A} \in \mathbb{R}^{p \times k'}$ is a learnable matrix. The output of this branch is acted upon by the matrix $D$ to give $\bar{\beta}(\hat{N}, \hat{\Theta}) = D(\hat{\Theta})\hat{A}\hat{N} \in \mathbb{R}^p$.

• a **non-linear trunk** taking the input $x \in \mathbb{R}^d$, which gives the output $\tau(x) = (\tau_1(x), \cdots, \tau_p(x))^\top$, where each $\tau_i : \mathbb{R}^d \rightarrow \mathbb{R}$ is a trainable network.

Let $\mathcal{V}_\tau$ be the space spanned by the trained trunk functions $\tau$. Then the final VarMiON operator is given by

$$\mathcal{S} : \mathbb{R}^k \times \mathbb{R}^k \times \mathbb{R}^{k'} \rightarrow \mathcal{V}_\tau, \quad \tilde{\mathcal{S}}(\hat{F}, \hat{\Theta}, \hat{N}) = \hat{u}(; \hat{F}, \hat{\Theta}, \hat{N}) = \left(\beta(\hat{F}, \hat{\Theta}) + \bar{\beta}(\hat{N}, \hat{\Theta})\right)^\top \tau. \quad (3.3)$$

Notice the similarity between (2.8) and (3.3). In particular, $\mathcal{B}$ (respectively $\tilde{\mathcal{B}}$) have the same structure as $\beta$ (respectively $\bar{\beta}$). We further demonstrate in Section 4.7 that $D$ can be seen as a coarse scale approximation of $K^{-1}$.

The discrete operator $\mathcal{S}^h$ is used to generate samples to train the VarMiON. This is done in the following manner:

1. For $1 \leq j \leq J$, consider distinct samples $(f_j, \theta_j, \eta_j) \in \mathcal{X}$.
2. Use the projector \( \{2.4\} \) to obtain the discrete approximations \( (f^h_j, \theta^h_j, \eta^h_j) \in X^h \).

3. Find the discrete numerical solution \( u^h_j = S^h(f^h_j, \theta^h_j, \eta^h_j) \).

4. Use \( \{3.2\} \) to generate the VarMiON input vectors \( (\tilde{F}_j, \tilde{\Theta}_j, \tilde{N}_j) = \tilde{P}(f_j, \theta_j, \eta_j) \).

5. Select a set of output nodes \( \{x_l\}^L_{l=1} \). For each \( 1 \leq j \leq J \), sample the numerical solution at these nodes as \( u^h_{jl} = u^h_j(x_l) \).

6. Finally, collect all the inputs and output labels to form the training set containing \( JL \) samples

\[
\mathcal{S} = \{(\tilde{F}_j, \tilde{\Theta}_j, \tilde{N}_j, x_l, u^h_{jl}) : 1 \leq j \leq J, 1 \leq l \leq L\},
\]

where \( (\tilde{F}_j, \tilde{\Theta}_j, \tilde{N}_j) \) is the input to the branch subnets, \( x_l \) is the trunk input, and \( u^h_{jl} \) is the target output.

**Remark 3.1.** To allow a point-wise evaluation of the input and output to the VarMiON, we need to assume \( F \subset C(\Omega) \), \( N \subset C(\Gamma_\eta) \), \( T \subset C(\Omega) \) and \( V \subset C(\Omega) \).

We also need to define a suitable loss/objective function which needs to be optimized to train the VarMiON. First, let \( \{w_l\}^L_{l=1} \) be the weights corresponding to the output nodes \( \{x_l\}^L_{l=1} \in \Omega \) used to describe the following quadrature for the square of function \( g : \Omega \rightarrow \mathbb{R} \)

\[
\left| \sum_{l=1}^L w_l g^2(x_l) - \int_\Omega g^2(x) \, dx \right| \leq \frac{C_Q(g)}{L^\gamma},
\]

where the \( C_Q \) may depend on the derivatives of \( g \). The rate of convergence \( \gamma \) will depend on the quadrature rule used. Let \( \psi \) be the (vector of) trainable parameters of the VarMiON, which we make explicit by representing the VarMiON by \( \tilde{S}_\psi \). We define the loss function as

\[
\Pi(\psi) = \frac{1}{J} \sum_{j=1}^J \Pi_j(\psi), \quad \Pi_j(\psi) = \sum_{l=1}^L w_l \left( u^h_{jl} - \tilde{S}_\psi(\tilde{F}_j, \tilde{\Theta}_j, \tilde{N}_j)[x_l] \right)^2.
\]

Note that \( \Pi_j(\psi) \approx \|S^h \circ \tilde{P}(f_j, \theta_j, \eta_j) - \tilde{S}_\psi \circ \tilde{P}(f_j, \theta_j, \eta_j)\|_{L^2(\Omega)}^2 \) by virtue of \( \{3.5\} \). Then training the VarMiON corresponds to solving the following optimization problem

\[
\psi^* = \arg \min_{\psi} \Pi(\psi).
\]

In practice, \( \{3.7\} \) is typically solved using iterative algorithms such as stochastic gradient descent or Adam \([15]\). Further, in the numerical results presented in Section \([6]\) we choose the output sensor nodes as random Monte Carlo nodes in the domain, with the corresponding quadrature weights set as \( w_l = 1/L \).
4 Error analysis

Our objective is to train a VarMiON such that the true solution operator $S$ is well-approximated by $\widehat{S} \circ \widehat{P} : \mathcal{X} \to \mathcal{V}^r$. We denote the corresponding error for any $(f, \theta, \eta) \in \mathcal{X}$ as

$$\mathcal{E}(f, \theta, \eta) := \|S(f, \theta, \eta) - \widehat{S} \circ \widehat{P}(f, \theta, \eta)\|_{L^2(\Omega)}. \tag{4.1}$$

which we also call the generalization error. Additionally, we define the error between $S$ and $S^h$, i.e., the numerical approximation error, as

$$\mathcal{E}_h(f, \theta, \eta) := \|S(f, \theta, \eta) - S^h \circ \mathcal{P}(f, \theta, \eta)\|_{L^2(\Omega)}, \tag{4.2}$$

and that between $S^h$ and the $\widehat{S}$ as

$$\widehat{\mathcal{E}}(f, \theta, \eta) := \|S^h \circ \mathcal{P}(f, \theta, \eta) - \widehat{S} \circ \widehat{P}(f, \theta, \eta)\|_{L^2(\Omega)} = \|S^h(f^h, \theta^h, \eta^h) - \widehat{S}(\widehat{\Theta}, \widehat{N})\|_{L^2(\Omega)}. \tag{4.3}$$

Further, for any $(f, \theta, \eta), (f', \theta', \eta') \in \mathcal{X}$, we define the corresponding perturbation in the solution given by $S$ as

$$\mathcal{E}_{\text{stab}}[(f, \theta, \eta), (f', \theta', \eta')] := \|S(f, \theta, \eta) - S(f', \theta', \eta')\|_{L^2(\Omega)}, \tag{4.4}$$

and the VarMiON operator $\widehat{S}$ as

$$\widehat{\mathcal{E}}_{\text{stab}}[(f, \theta, \eta), (f', \theta', \eta')] := \|\widehat{S} \circ \mathcal{P}(f, \theta, \eta) - \widehat{S} \circ \mathcal{P}(f', \theta', \eta')\|_{L^2(\Omega)}. \tag{4.5}$$

Then, for any training sample index $1 \leq j \leq J$, we obtain the estimate

$$\begin{align*}
\mathcal{E}(f, \theta, \eta) &= \|S(f, \theta, \eta) - S(f_j, \theta_j, \eta_j) + S(f_j, \theta_j, \eta_j) - S^h \circ \mathcal{P}(f_j, \theta_j, \eta_j) \\
&\quad + S^h \circ \mathcal{P}(f_j, \theta_j, \eta_j) - \widehat{S} \circ \widehat{P}(f_j, \theta_j, \eta_j) + \widehat{S} \circ \widehat{P}(f_j, \theta_j, \eta_j) - \widehat{S} \circ \widehat{P}(f, \theta, \eta)\|_{L^2(\Omega)} \\
&\leq \|S(f, \theta, \eta) - S(f_j, \theta_j, \eta_j)\|_{L^2(\Omega)} + \|S(f_j, \theta_j, \eta_j) - S^h \circ \mathcal{P}(f_j, \theta_j, \eta_j)\|_{L^2(\Omega)} \\
&\quad + \|S^h \circ \mathcal{P}(f_j, \theta_j, \eta_j) - \widehat{S} \circ \widehat{P}(f_j, \theta_j, \eta_j)\|_{L^2(\Omega)} + \|\widehat{S} \circ \widehat{P}(f_j, \theta_j, \eta_j) - \widehat{S} \circ \widehat{P}(f, \theta, \eta)\|_{L^2(\Omega)} \\
&= \mathcal{E}_{\text{stab}}[(f, \theta, \eta), (f_j, \theta_j, \eta_j)] + \mathcal{E}_h(f_j, \theta_j, \eta_j) + \widehat{\mathcal{E}}(f_j, \theta_j, \eta_j) \\
&\quad + \widehat{\mathcal{E}}_{\text{stab}}[(f_j, \theta_j, \eta_j), (f, \theta, \eta)]. \tag{4.6}
\end{align*}$$

Thus, we need to find suitable bounds to each of the four terms on the right of the above expression, to bound the generalization error. These estimates are investigated in the following sections.

4.1 Stability of $S$

The term $\mathcal{E}_{\text{stab}}$ captures how much the output of $S$ varies as the PDE-data is perturbed. Thus, bounding this term requires the solution operator of the PDE to be stable. This leads us to the following assumption.
Assumption 4.1. The solution operator $S$ is stable with respect to the PDE data. In other words, for any $(f, \theta, \eta), (f', \theta', \eta') \in \mathcal{X}$

$$\mathcal{E}_{\text{stab}}[(f, \theta, \eta), (f', \theta', \eta')] \leq C_{\text{stab}} \left( \|f - f'\|_{L^2(\Omega)} + \|\theta - \theta'\|_{L^2(\Omega)} + \|\eta - \eta'\|_{L^2(\Gamma_\eta)} \right),$$

(4.7)

where $C_{\text{stab}}$ depends may depend on $\Omega$, $\Gamma_\eta$ and $\Gamma_g$.

A stability estimate of the type (4.7) is guaranteed if the underlying PDE model is well-defined, and have been explored for elliptic PDEs in [3, 28].

4.2 Numerical approximation error

The term (4.2) characterizes the error introduced while generating the training set using the numerical solver to the PDE. This motivates the use of high-order solvers in the data generation process. For the purposes of our discussions, we make the following assumption about the numerical error.

Assumption 4.2. Given the projection function (2.4), there exists an $\epsilon_h > 0$ such that the following error bound holds

$$\mathcal{E}_h(f, \theta, \eta) < C_h(f, \theta, \eta)\epsilon_h \quad \forall (f, \theta, \eta) \in \mathcal{X}$$

(4.8)

where $C_h$ may depend on the given PDE data.

Moving forward, we assume that the PDE data is bounded which is also typical for the data used to train neural networks.

Assumption 4.3. Assume that the PDE data space $\mathcal{X}$ is compact. We also assume that the data is point-wise bounded. In other words, there exist constants $C_F, C_T, C_N \leq \infty$ such that

$$\|f\|_{L^\infty(\Omega)} \leq C_F \quad \forall f \in F,$$

$$\|\theta\|_{L^\infty(\Omega)} \leq C_T \quad \forall \theta \in T,$$

$$\|\eta\|_{L^\infty(\Gamma_\eta)} \leq C_N \quad \forall \eta \in N.$$ (4.9)

We make a few remarks here:

1. Estimates of the form (4.8) are typically available depending on the underlying numerical solver used to obtain $u^h$. For instance, if a Galerkin finite element method with degree $r$ basis functions is used to solve (2.1), then under sufficient regularity of the solution we get $\epsilon_h \sim h^{r+1}$ where $h$ represents the size of the elements.

2. We have assumed $C_h$ to be as general as possible by allowing it to depend on the triplet $(f, \theta, \eta)$. However, if the underlying method is of Galerkin-type, then by Galerkin orthogonality, $C_h$ will not depend on $f$ and $\eta$, i.e., $C_h = C_h(\theta)$.

3. In addition to the bounds assumed in Assumption 4.3, we may require $\theta > 0$ to ensure the well-definedness of the underlying PDE, for instance the steady-state heat conduction problem considered in Section 6.

4. With the assumption of compactness of $\mathcal{X}$, we can define the following finite-valued constants

$$C_{h,\mathcal{S}} = \max_{1 \leq j \leq J} C_h(f_j, \theta_j, \eta_j), \quad C_{h,\mathcal{X}} = \sup_{\mathcal{X}} C_h(f, \theta, \eta),$$

(4.10)

with $C_{h,\mathcal{S}} \leq C_{h,\mathcal{X}}$. 
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4.3 Training error

We now wish to find a bound for (4.3) when evaluated on the training set. We demonstrate that this is closely associated with the final training error (which need not be zero) after solving the optimization problem (3.7).

We begin by introducing the notion of when the VarMiON is said to be well-trained.

Definition 4.1 ($\epsilon_t$-trained). Let a VarMiON with operator $\hat{S}$ be trained on a dataset $\mathcal{S}$ generated by the set $\{f_j, \theta_j, \eta_j\}_{j=1}^J$ and defined by (3.4). Let $\{x_l\}_{l=1}^L$ and $\{w_l\}_{l=1}^L$ be the quadrature nodes and weights associated with the (3.5). Then the VarMiON is said to be $\epsilon_t$-trained for some $\epsilon_t > 0$ if the following estimate holds for the trained network

$$\Pi_j(\psi^*) < \epsilon_t \quad \forall \ 1 \leq j \leq J$$

where $\Pi(\phi^*)_j$ is defined according to (3.6).

Note that the satisfaction of the estimate (4.11) can be monitored in practice while training the VarMiON. The following result is a consequence of Definition 4.1, the proof of which follows trivially from (3.6), (3.5) and the relation $\sqrt{a + b} \leq (\sqrt{a} + \sqrt{b})$ for $a, b \geq 0$.

Lemma 4.1. Let us define the (point-wise) error in approximating the numerical solution using the VarMiON $\hat{S}$ for the $j$-th training sample as

$$e_j = \mathcal{S}_h \circ \mathcal{P}(f_j, \theta_j, \eta_j) - \hat{S}_\psi \circ \hat{\mathcal{P}}(f_j, \theta_j, \eta_j).$$

If $\hat{S}$ is $\epsilon_t$-trained, then the training error $\Pi(\psi^*) < \epsilon_t$ and

$$\tilde{E}(f_j, \theta_j, \eta_j) \leq \sqrt{\Pi_j(\psi^*)} + \frac{\sqrt{C_{Qj}}}{L^{7/2}} \leq \sqrt{\epsilon_t} + \frac{\sqrt{C_{Q,s}}}{L^{7/2}}$$

where $C_{Qj} = C_Q(e_j)$ is defined as in (3.5) and $C_{Q,s} = \max_{1 \leq j \leq J} C_{Qj}$.

4.4 Stability of $\hat{S}$

Controlling the term (4.5) requires an estimate of the stability of VarMiON operator $\hat{S}$. First, the assumption 4.3 leads to the following bounds for all $(f, \theta, \eta) \in \mathcal{X}$

$$\|\hat{F}\|_2 \leq \sqrt{k} C_F, \quad \|\hat{\Theta}\|_2 \leq \sqrt{k} C_T, \quad \|\hat{N}\|_2 \leq \sqrt{FC_N}. \quad (4.13)$$

Next, to ensure the VarMiON output is bounded, we make the following assumption.

Assumption 4.4. The various sub-components of the VarMiON are bounded. In other words, there exist positive constants $C_A, C_A, C_T, < \infty$ such that

$$\|A\|_2 \leq C_A, \quad \|\hat{A}\|_2 \leq C_A, \quad \|\tau\|_{L^2(\Omega)} \leq C_T, \quad (4.14)$$
where it is understood that the $L^2$ norm of a vector-valued function is given by

$$\|\tau\|_{L^2(\Omega)} = \left(\sum_{i=1}^{p} \|\tau_i\|_{L^2(\Omega)}^2\right)^{1/2}.$$  

The bounds in the above assumption are typically ensured by the fact the the input data to the VarMiON is bounded, and the use of regularization techniques to control the magnitude of the trainable parameters of the VarMiON.

We also rely on the following simple result to obtain several estimates moving forward.

**Lemma 4.2.** Let $f \in L^2(\Omega; \mathbb{R}^n)$, $v \in \mathbb{R}^n$ and define $\ell = v^\top f$. Then, $\ell \in L^2(\Omega)$ and

$$\|\ell\|_{L^2(\Omega)} \leq \|v\|_2\|f\|_{L^2(\Omega)}.$$  

**Proof.** The result can obtained by a simple application of Cauchy-Schwarz

$$\|\ell\|_{L^2(\Omega)}^2 = \int_{\Omega} \left( v^\top f(x) \right)^2 \, dx = \int_{\Omega} \left( \sum_{i=1}^{n} v_i f_i(x) \right)^2 \, dx \leq \int_{\Omega} \left( \sum_{i=1}^{n} v_i^2 \right) \left( \sum_{i=1}^{n} f_i^2(x) \right) \, dx = \|v\|_2^2 \sum_{i=1}^{n} \|f_i\|_{L^2(\Omega)}^2 = \|v\|_2^2 \|f\|_{L^2(\Omega)}^2.$$  

$\square$

We can now prove the following stability estimate for the VarMiON.

**Theorem 4.1.** Assume the data is bounded in accordance to Assumption 4.3. Define the set $\hat{\mathcal{T}} = \{\hat{\Theta} : \hat{\Theta} = \{\theta(\hat{\omega}_i)\}_{i=1}^{k} \forall \theta \in \mathcal{T}\} \subset \mathbb{R}^k$, where $\{\hat{\omega}_i\}_{i=1}^{k}$ are the VarMiON sensor nodes for $\theta$.

Assume the non-linear branch $D : \hat{\mathcal{T}} \to \mathbb{R}^{p \times p}$ of the trained VarMiON $\hat{S}$ is Lipschitz

$$\|D(\hat{\Theta}) - D(\hat{\Theta}')\|_2 \leq L_D \|\hat{\Theta} - \hat{\Theta}'\|_2 \quad \forall \hat{\Theta}, \hat{\Theta}' \in \hat{\mathcal{T}},$$  

with Lipschitz constant $L_D$. Let $\|D(\hat{\Theta}_0)\|_2$ be bounded for some $\hat{\Theta}_0 \in \hat{\mathcal{T}}$. We also assume that the trained VarMiON is bounded in the sense of Assumption 4.4. Then for any $(f, \theta, \eta), (f', \theta', \eta') \in \mathcal{X}$, the following stability estimate holds

$$\tilde{E}_{\text{stab}}[(f, \theta, \eta), (f', \theta', \eta')] \leq \tilde{C}_{\text{stab}} \left( \|\hat{F} - \hat{F}'\|_2 + \|\hat{\Theta} - \hat{\Theta}'\|_2 + \|\hat{N} - \hat{N}'\|_2 \right),$$  

where $\tilde{C}_{\text{stab}}$ depends on the bounds in (4.9) and (4.14), the number of sensor nodes, and $L_D$.

**Proof.** For any $(f, \theta, \eta), (f', \theta', \eta') \in \mathcal{X}$, we have using (3.3) and (4.5)

$$\tilde{E}_{\text{stab}}[(f, \theta, \eta), (f', \theta', \eta')] = \|\hat{S}(\hat{F}, \hat{\Theta}, \hat{N}) - \hat{S}(\hat{F}', \hat{\Theta}', \hat{N}')\|_{L^2(\Omega)} \leq \frac{\|((\beta(\hat{F}, \hat{\Theta}) - \beta(\hat{F}', \hat{\Theta}'))^\top \tau\|_{L^2(\Omega)}}{\varepsilon_\beta}.$$  
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\[
+ \left\| \beta(N, \hat{\Theta}) - \beta(N', \hat{\Theta}') \right\|_{L^2(\Omega)}.
\]  

We can use the Lipschitz assumption on \( D \) and \([4.13] \) to prove that \( D \) is bounded on \( \hat{T} \). To see this, we consider \( \hat{\Theta}_0 \in \hat{T} \) defined in the theorem statement to get
\[
\|D(\hat{\Theta})\|_2 \leq \|D(\hat{\Theta}) - D(\hat{\Theta}_0)\|_2 \leq L_D \|\hat{\Theta} - \hat{\Theta}_0\|_2 \quad \forall \hat{\Theta} \in \hat{T},
\]
\[
\implies \|D(\hat{\Theta})\|_2 \leq \|D(\hat{\Theta}_0)\|_2 + 2L_D \sqrt{kC^2_D} \quad \forall \hat{\Theta} \in \hat{T}. \quad (4.18)
\]

Next, using \([4.13], [4.14], [4.15], [4.18], [4.14] \) and Lemma \(4.2\) we get the estimate
\[
\epsilon_\beta = \left\| (\beta(\hat{\Theta}) - \beta(\hat{\Theta}')) + \beta(\hat{\Theta} - \hat{\Theta}') + \beta(\hat{\Theta} - \hat{\Theta}') \right\|_{L^2(\Omega)}
\]
\[
= \left\| \left( D(\hat{\Theta}) - D(\hat{\Theta}') \right) A\hat{\Theta} + D(\hat{\Theta}') A(\hat{\Theta} - \hat{\Theta}') \right\|_{L^2(\Omega)}
\]
\[
\leq \left\| A \right\|_2 \|\|\|_{L^2(\Omega)} \left( L_D \|\hat{\Theta} - \hat{\Theta}'\|_2 \|\hat{\Theta}\|_2 + \|D(\hat{\Theta}')\|_2 \|\hat{\Theta} - \hat{\Theta}'\|_2 \right)
\]
\[
\leq \left\| A \right\|_2 \|\|\|_{L^2(\Omega)} \left( L_D \sqrt{kC_F} \|\hat{\Theta} - \hat{\Theta}'\|_2 + C_D \|\hat{\Theta} - \hat{\Theta}'\|_2 \right)
\]
\[
\leq \tilde{C}_1 \left( \|\hat{\Theta} - \hat{\Theta}'\|_2 + \|\hat{\Theta} - \hat{\Theta}'\|_2 \right), \quad (4.19)
\]

where
\[
\tilde{C}_1 = C_A C_T \max\{L_D \sqrt{kC_F}, C_D\}.
\]

Similarly
\[
\epsilon_\beta = \left\| \left( \beta(\hat{\Theta}) - \beta(\hat{\Theta}') \right) + \beta(\hat{\Theta} - \hat{\Theta}') \right\|_{L^2(\Omega)}
\]
\[
= \left\| \left( D(\hat{\Theta}) - D(\hat{\Theta}') \right) A\hat{\Theta} + D(\hat{\Theta}') A(\hat{\Theta} - \hat{\Theta}') \right\|_{L^2(\Omega)}
\]
\[
\leq \left\| A \right\|_2 \|\|\|_{L^2(\Omega)} \left( L_D \|\hat{\Theta} - \hat{\Theta}'\|_2 \|\hat{\Theta}\|_2 + \|D(\hat{\Theta}')\|_2 \|\hat{\Theta} - \hat{\Theta}'\|_2 \right)
\]
\[
\leq \left\| A \right\|_2 \|\|\|_{L^2(\Omega)} \left( L_D \sqrt{kC_N} \|\hat{\Theta} - \hat{\Theta}'\|_2 + C_D \|\hat{\Theta} - \hat{\Theta}'\|_2 \right)
\]
\[
\leq \tilde{C}_2 \left( \|\hat{\Theta} - \hat{\Theta}'\|_2 + \|\hat{\Theta} - \hat{\Theta}'\|_2 \right), \quad (4.20)
\]

where
\[
\tilde{C}_2 = C_A C_T \max\{L_D \sqrt{kC_N}, C_D\}.
\]

Combining \([4.17], [4.19] \) and \(4.20\), and setting \( \tilde{C}_{stab} = 2 \max\{\tilde{C}_1, \tilde{C}_2\} \) proves the result. \(\square\)

**Remark 4.1.** In \([3] \), it was shown for the homogeneous Dirichlet problem that if \( \nabla u \in L^s(\Omega) \) for some \( r \geq 2 \), then the solution operator (measured in \( H^1_0(\Omega) \)) is stable with respect to perturbations in \( \theta \) measured in \( L^s \) for \( s = 2r/(r - 2) \). An analogue of such a result for the general elliptic mixed-boundary value problem considered in the present manuscript might change the norms for measuring \( \theta \) in \([4.7] \), as well as the discrete norms in \([4.15] \). This norm consistency might be useful in ensuring that the Lipschitz constant \( L_D \) is stable to variations in the latent dimension \( p \). These concepts will be explored in future work.
4.5 Covering estimates and quadrature errors

In addition to the data being bounded, we also require the training set to sufficiently cover the entire data space. As a consequence of compactness of \( \mathcal{X} \) in Assumption 4.3 given any \( \epsilon_s > 0 \), we can find a positive integer \( J := J(\epsilon_s) \) such that \( \mathcal{X} \) possesses a \( \epsilon_s \)-net with \( J \) elements. In particular, there exists a set \( W := \{(f_j, \theta_j, \eta_j)\}_{j=1}^J \subset \mathcal{X} \) such that for any \( (f, \theta, \eta) \in \mathcal{X} \)
\[
\|f - f_j\|_{L^2(\Omega)} < \epsilon_s, \quad \|\theta - \theta_j\|_{L^2(\Omega)} < \epsilon_s, \quad \|\eta - \eta_j\|_{L^2(\Gamma_\eta)} < \epsilon_s \quad \text{for some} \quad 1 \leq j \leq J. \tag{4.21}
\]

We make the following assumption about the training dataset.

Assumption 4.5. Assuming \( \mathcal{X} \) to be compact and given \( \epsilon_s > 0 \), let \( W \subset \mathcal{X} \) be with \( J \) elements such that (4.21) holds. We assume that the training set \( \mathcal{S} \) is generated using such an \( \epsilon_s \)-net \( W \).

Next, we need suitable conditions on the sensor nodes to allow us to bound the norm of the input vectors of the VarMiON with the corresponding \( L^2 \) norms.

Assumption 4.6. The sensor nodes \( \{\hat{x}_i\}_{i=1}^k \) and \( \{\hat{x}_i^b\}_{i=1}^{k'} \) are chosen to be suitable quadrature nodes to approximate the square integrals of \( g : \Omega \to \mathbb{R} \) and \( g_b : \Gamma_\eta \to \mathbb{R} \) as
\[
\left| \sum_{i=1}^k \hat{w}_i g^2(\hat{x}_i) - \int_\Omega g^2(x)\,dx \right| \leq \frac{\hat{C}_Q(g)}{k^{\alpha/2}}, \quad \left| \sum_{i=1}^{k'} \hat{w}_i^b g_b^2(\hat{x}_i^b) - \int_{\Gamma_\eta} g_b^2(x)\,dx \right| \leq \frac{\hat{C}_{b,Q}(g_b)}{(k')^{\alpha'/2}}, \tag{4.22}
\]
where \( \{\hat{w}_i\}_{i=1}^k \) and \( \{\hat{w}_i^b\}_{i=1}^{k'} \) are the quadrature weights. Further, the weights are assumed to be positive.

As a consequence of Assumption 4.6, the following estimates hold:

Lemma 4.3. Let \( g : \Omega \to \mathbb{R} \), \( g_b : \Gamma_\eta \to \mathbb{R} \), and the sensors be chosen according to Assumption 4.6. Define the vector \( \hat{G} = (g(\hat{x}_1), \ldots, g(\hat{x}_k))^T \in \mathbb{R}^k \), \( \hat{G}_b = (g_b(\hat{x}_1^b), \ldots, g_b(\hat{x}_k^b))^T \in \mathbb{R}^{k'} \), and the diagonal matrices \( \hat{W}_1 = \text{diag}(\sqrt{\hat{w}_1}, \ldots, \sqrt{\hat{w}_k}) \in \mathbb{R}^{k \times k}, \hat{W}_1^b = \text{diag}(\sqrt{\hat{w}_1^b}, \ldots, \sqrt{\hat{w}_k^b}) \in \mathbb{R}^{k' \times k'} \). Then
\[
\|\hat{G}\|_2 \leq \|\hat{W}_1^{-1}\|_2 \left( \|g\|_{L^2(\Omega)} + \sqrt{\hat{C}_Q(g)} \right), \quad \|\hat{G}_b\|_2 \leq \|\hat{W}_1^b\|_2^{-1} \left( \|g_b\|_{L^2(\Gamma_\eta)} + \sqrt{\hat{C}_{b,Q}(g_b)} \right), \tag{4.23}
\]
where \( \hat{C}_Q, \hat{C}_{b,Q}, \alpha, \alpha' \) are as defined in Assumption 4.6.

Proof. Let us first focus on the square integral of \( g \). Note that
\[
\sum_{i=1}^k \hat{w}_i g^2(\hat{x}_i) = \sum_{i=1}^k \left( \sqrt{\hat{w}_i} g(\hat{x}_i) \right)^2 = \|\hat{W}_1 \hat{G}\|_2^2.
\]
Then, using (4.22) we have
\[
\|\hat{G}\|_2^2 \leq \|\hat{W}_1^{-1}\|_2^2 \|\hat{W}_1 \hat{G}\|_2^2 \leq \|\hat{W}_1^{-1}\|_2^2 \left( \|g\|_{L^2(\Omega)}^2 + \frac{\hat{C}_Q(g)}{k^{\alpha/2}} \right),
\]
which implies
\[
\|\hat{G}\|_2 \leq \|\hat{W}^{-1}\|_2 \left( \|g\|_{L^2(\Omega)}^2 + \frac{\hat{C}_Q(g)}{k^{\alpha/2}} \right)^{1/2} \leq \|\hat{W}^{-1}\|_2 \left( \|g\|_{L^2(\Omega)} + \frac{\sqrt{\hat{C}_Q(g)}}{k^{\alpha/2}} \right).
\]

The estimate for \(\|\hat{G}\|_2\) can be obtained in a similar manner.

4.6 Generalization error

We can finally combine all the assumptions and results from the previous sections to bound the generalization error \((4.1)\).

**Theorem 4.2.** Consider a VarMiON trained on a dataset \(S\) to approximate \(S\). Let us assume:

1. Assumption 4.1 holds, which ensures that \(S\) is stable and \((4.7)\) holds.
2. Assumption 4.2 holds, which expresses how well \(S\) is approximated by \(S^h\).
3. Assumption 4.5 holds, which ensures that given \(\epsilon_s > 0\), \((4.21)\) holds for the set \(W := \{(f_j, \eta_j, \theta_j)\}_{j=1}^J\) used to generate the training set \(S\), where \(J = J(\epsilon_s)\).
4. \(\hat{S}\) is \(\epsilon_t\)-trained in the sense of Definition 4.1.
5. The assumptions in the statement of Theorem 4.1 hold, which ensures that \(\hat{S}\) is stable.
6. The sensor nodes are chosen in accordance to Assumption 4.6. Furthermore, the constants \(\hat{C}_Q, \hat{C}_{b,Q}\) are finite, where \(\hat{C}_Q, \hat{C}_{b,Q}\) are as defined in \((4.22)\).

Then we have the following estimates for the generalization error
\[
\mathcal{E}(f, \theta, \eta) \leq \mathcal{C}_{h,S} \epsilon_h + \mathcal{C}_S \epsilon_s + \sqrt{\epsilon_t} + \mathcal{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{L^{\gamma/2}} \right), \quad (4.25)
\]
where \(L, \gamma\) are as defined in Lemma 4.1, \(k, k', \alpha, \alpha'\) are as defined in \((4.22)\) and \(\mathcal{C}_{h,S}\) is defined in \((4.10)\). Further, \(\mathcal{C}_S, \mathcal{C}_Q\) depend on the stability constants in \((4.7)\) and \((4.16)\), the quadrature weights of \((4.22)\), and the constants in \((4.24)\).

**Proof.** Given a \((f, \eta, \theta) \in \mathcal{X}\) and \(\epsilon_s > 0\), the compactness of \(\mathcal{X}\) and Assumption 4.5 ensures we can find an index \(j := j(f, \theta, \eta) \leq J\) of the \(S\) such that \((4.21)\) holds. Furthermore, by assuming that
the sensor nodes are chosen according to Lemma 4.3 and assuming the finiteness of the constants defined in (4.24), we can bound

$$
\| \hat{F} - \hat{F}_j \| \leq \| \hat{W}_j^{-1} \| \left( \| f - f_j \|_{L^2(\Omega)} + \frac{\sqrt{C_Q(f - f_j)}}{k^{\alpha/2}} \right) < \| \hat{W}_j^{-1} \| \left( \epsilon_s + \frac{\sqrt{C_{Q,F}}}{k^{\alpha/2}} \right), \tag{4.26a}
$$

$$
\| \hat{\Theta} - \hat{\Theta}_j \| \leq \| \hat{W}_j^{-1} \| \left( \| \theta - \theta_j \|_{L^2(\Omega)} + \frac{\sqrt{C_Q(\theta - \theta_j)}}{k^{\alpha/2}} \right) < \| \hat{W}_j^{-1} \| \left( \epsilon_s + \frac{\sqrt{C_{Q,T}}}{k^{\alpha/2}} \right), \tag{4.26b}
$$

$$
\| \hat{N} - \hat{N}_j \| \leq \| (\hat{W}_j^{-1})^{-1} \| \left( \| \eta - \eta_j \|_{L^2(\Gamma_n)} + \frac{\sqrt{C_{b,Q}(\eta - \eta_j)}}{k^{\alpha/2}} \right) < \| (\hat{W}_j^{-1})^{-1} \| \left( \epsilon_s + \frac{\sqrt{C_{b,Q,N}}}{(k')^{(\alpha')/2}} \right). \tag{4.26c}
$$

Using (4.6), (4.7), (4.8), (4.12), (4.16), (4.10), (4.21) and (4.26), we obtain the estimate

$$
\mathcal{E}(f, \theta, \eta) < C_{stab}(\| f - f_j \|_{L^2(\Omega)} + \| \theta - \theta_j \|_{L^2(\Omega)} + \| \eta - \eta_j \|_{L^2(\Gamma_n)}) + C_h(f_j, \theta_j, \eta_j) \epsilon_h + \sqrt{\epsilon_t} + \frac{\sqrt{C_{Q,S}}}{L^{\gamma/2}} \leq 3C_{stab} \epsilon_s + C_{h,S} \epsilon_h + \sqrt{\epsilon_t} + \frac{\sqrt{C_{Q,S}}}{L^{\gamma/2}} + \hat{C}_{stab}\left( 2\| \hat{W}_j^{-1} \| + \| (\hat{W}_j^{-1})^{-1} \| \epsilon_s \right) \leq C_{h,S} \epsilon_h + \mathcal{C}_S \epsilon_s + \sqrt{\epsilon_t} + \mathcal{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{(\alpha')/2}} + \frac{1}{L^{\gamma/2}} \right)
$$

where

$$
\mathcal{C}_S = 3C_{stab} + \hat{C}_{stab}\left( 2\| \hat{W}_j^{-1} \| + \| (\hat{W}_j^{-1})^{-1} \| \right),
$$

$$
\mathcal{C}_Q = \max\{ \hat{C}_{stab}\| \hat{W}_j^{-1} \| \left( \sqrt{\mathcal{C}_{Q,F}} + \sqrt{\mathcal{C}_{Q,T}} \right), \hat{C}_{stab}\| (\hat{W}_j^{-1})^{-1} \| \sqrt{\mathcal{C}_{b,Q,N}}, \sqrt{\mathcal{C}_{Q,S}} \}.
$$

As a consequence of Theorem 4.2 we also obtain an estimate for the error (4.3) for any \((f, \theta, \eta) \in \mathcal{X} \).

**Corollary 4.1.** Let the assumptions of Theorem 4.2 hold. Then

$$
\mathcal{E}(f, \theta, \eta) \leq 2C_{h,X} \epsilon_h + \mathcal{C}_S \epsilon_s + \sqrt{\epsilon_t} + \mathcal{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{(\alpha')/2}} + \frac{1}{L^{\gamma/2}} \right), \tag{4.27}
$$

where \( C_{h,X} \) is defined in (4.10).
Proof. Noting that \( C_{h,S} \leq C_{h,X} \), we use (4.8) and (4.25) to get

\[
\hat{E}(f, \theta, \eta) = \| S_h \circ P(f, \theta, \eta) - \hat{S} \circ \hat{P}(f, \eta, \theta) \|_{L^2(\Omega)} \\
\leq \| S_h \circ P(f, \theta, \eta) - S(f, \theta, \eta) \|_{L^2(\Omega)} + \| S(f, \theta, \eta) - \hat{S} \circ \hat{P}(f, \eta, \theta) \|_{L^2(\Omega)} \\
\leq C_h(f, \theta, \eta) \epsilon_h + \mathcal{E}(f, \theta, \eta) \\
\leq 2C_{h,X} \epsilon_h + C_{S} \epsilon_s + \sqrt{\epsilon_t} + C_Q \left( \frac{1}{k^{t/2}} + \frac{1}{(k')^{t'/2}} + \frac{1}{L^{\gamma/2}} \right).
\]

We make some remarks here:

- The expression (4.25) makes it clear that the VarMiON when applied to a test data in \( \mathcal{X} \) leads to four distinct error terms. The first corresponds to the error in approximating the true analytical (weak) solution of the PDE by the numerical solution to (2.6), which is used to generate the training data for the VarMiON. The second term is governed by how well the training data covers the PDE data space. The third is the training error of the VarMiON, which depends on the capacity/size of the network and the algorithms used to train it. Finally, the fourth term is the accumulated quadrature error corresponding to the input evaluated at the finite sensor nodes, and the loss term in (3.6) approximating the true \( L^2 \) error. The constants \( C_{S}, C_{Q} \) depend on the stability constants of the PDE and the VarMiON.

- If we judiciously increase the number of training samples in \( S \), i.e., \( J \uparrow \), we can reduce the radius of the cover, i.e., \( \epsilon_s \downarrow \). In order to continue satisfying (4.11), we may need to increase the capacity (size) of the VarMiON. Note that for a fixed VarMiON latent dimension \( p \), the architecture only allows changing the size of the non-linear branch and the trunk.

- The quadrature errors can be reduced by either increasing the number of sensor and output nodes, or by using the nodes (and weights) corresponding to a higher-order quadrature.

- We cannot in general hope for the VarMiON error to be smaller than the error corresponding to the training samples in approximating the exact solution. This puts a practical lower bound on the monitored validation error achievable.

- We have assumed that \( f \) and \( \theta \) are sampled at the same sensor nodes for simplicity of the discussion. However, it is possible to sample the functions at different sets of sensor nodes, which would lead to an error estimate similar to (4.25) but now including separate quadrature error terms for \( f \) and \( \theta \).

4.7 Structural estimates

We now demonstrate another advantage of the VarMiON architecture, in that we can approximate additional structures arising in the discrete weak formulation (2.6). To derive the estimates in this section, we will work with the particular setup where
• The number of output nodes of the VarMiON equals the dimension of the space \( V^h \) defined in Section 2.1, i.e., \( L = q \).

• We restrict the PDE-data to the projection space \( X^h \) defined in (2.4). Note that \( \mathcal{P} \) restricted to \( X^h \) is the identity map.

We define the following matrices associated with the sensor nodes \( \{x_i\}^k_{i=1} \) and the output nodes \( \{x_l\}^q_{l=1} \):

\[
B = B^V \in \mathbb{R}^{k \times q}, \quad B_{ij} = \phi_j(x_i), \quad V = \phi(x), \quad T = \tau(x),
\]

where \( \{\phi_i\}^q_{i=1} \) are the basis functions of \( V^h \) while \( \{\tau_i\}^p_{i=1} \) are the VarMiON trunk basis functions.

For \( f \in F^h \subset F \), the vector of nodal values can be evaluated as by \( b_F = b^V F \).

We now prove the following result that shows that we can approximate the operator \( K^{-1}(\theta) \) arising in (2.6) using the trained VarMiON components.

**Theorem 4.3.** Consider a VarMiON \( \hat{S} \) trained on a dataset \( S \) to approximate \( S \). Furthermore let:

1. The assumptions in the statement of Corollary 4.1 hold true, which ensures (4.27) is satisfied for all \((f, \theta, \eta) \in X\), and in particular on \( X^h \).

2. The output nodes be chosen such that the matrix \( V \) is invertible.

3. The quadrature weights \( \{w_l\}^q_{l=1} \) defined in (3.5) corresponding to the output nodes are positive.

4. For the set

\[
G = \{(u, u^h) \in V \times V^h : u = S(f, \theta, \eta), \ u^h = S \circ \mathcal{P}(f, \theta, \eta), \ \text{for} (f, \theta, \eta) \in X^h\},
\]

the constant

\[
C_{Q,h} = \sup_{(u^h, u) \in G} C_Q(u^h - u),
\]

is finite, where \( C_Q \) is the quadrature constant in (3.5).

5. \( \{f \in L^2(\Omega) \cap C(\Omega) : \|F\|_2 = 1\} \subset F^h \).

Then we have the estimate

\[
\|K^{-1}(\theta^h) - Q(\hat{\Theta})\|_2 \leq 2C_{h,\mathcal{X}}\varepsilon_h + C_{S}\varepsilon_s + \sqrt{\varepsilon_l} + \tilde{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{q^{\gamma/2}} \right) \|W^{1/2}\|_2 \|V^{-1}\|_2 \|M^{-1}\|_2, \quad (4.29)
\]

where \( Q(\hat{\Theta}) = V^{-1}TD(\hat{\Theta})AVM^{-1} \in \mathbb{R}^{q \times q} \), and \( W^{1/2} = \text{diag}(\sqrt{w_1}, \ldots, \sqrt{w_q}) \in \mathbb{R}^{q \times q} \) with \( \{w_l\}^q_{l=1} \) being the quadrature weights defined in (3.5).
Proof. The vector of nodal values $U^{\text{nodal}}$ and $\tilde{U}^{\text{nodal}}$ of the discrete weak solution satisfying (2.6) and the VarMiON solution, respectively, at the output nodes are given by

$$
U^{\text{nodal}} = V K^{-1}(\theta^h) M F, \quad \tilde{U}^{\text{nodal}} = T D(\tilde{\Theta}) A \tilde{F} = T D(\tilde{\Theta}) A \tilde{V} F,
$$

(4.30)

where we have assumed $\eta = 0$ (which implies $N = 0$). Thus, we have

$$
\left( \sum_{i=1}^{q} w_i \left( (S^h \circ P - \tilde{S} \circ \tilde{P})(f, \theta, 0)[x_i] \right)^2 \right)^{1/2} = \left( \sum_{i=1}^{q} w_i \left( U_i^{\text{nodal}} - \tilde{U}_i^{\text{nodal}} \right)^2 \right)^{1/2} = \| W_2 \left( U^{\text{nodal}} - \tilde{U}^{\text{nodal}} \right) \|_2
$$

$$
= \| W_2 \left( V K^{-1}(\theta^h) M F - T D(\tilde{\Theta}) A \tilde{V} F \right) \|_2
$$

$$
= \| W_2 V \left( K^{-1}(\theta^h) - V^{-1} T D(\tilde{\Theta}) A \tilde{V} M^{-1} \right) M F \|_2
$$

$$
= \| W_2 V \left( K^{-1}(\theta^h) - Q(\tilde{\Theta}) \right) M F \|_2. \quad (4.31)
$$

Next, we combining (3.5) and (4.27), we get

$$
\left( \sum_{i=1}^{q} w_i \left( (S^h \circ P - \tilde{S} \circ \tilde{P})(f, \theta, 0)[x_i] \right)^2 \right)^{1/2} \leq \tilde{E}(f, \theta, 0) + \frac{\sqrt{C_Q(u^h - \tilde{u})}}{q^{\gamma/2}}
$$

$$
\leq 2C_{h,\ast} \epsilon_h + \bar{C}_s \epsilon_s + \sqrt{\epsilon_t}
$$

$$
+ \tilde{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{q^{\gamma/2}} \right) + \frac{\sqrt{C_{Q,h}}}{q^{\gamma/2}}
$$

$$
\leq 2C_{h,\ast} \epsilon_h + \bar{C}_s \epsilon_s + \sqrt{\epsilon_t}
$$

$$
+ \tilde{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{q^{\gamma/2}} \right), \quad (4.32)
$$

where $\tilde{C}_Q = C_Q + \sqrt{C_{Q,h}}$. Finally, combining (4.31) and (4.32), we get required estimate

$$
\| W_2 V \left( K^{-1}(\theta^h) - Q(\tilde{\Theta}) \right) M F \|_2 \leq 2\bar{C}_h \epsilon_h + \bar{C}_s \epsilon_s + \sqrt{\epsilon_t}
$$

$$
+ \tilde{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{q^{\gamma/2}} \right)
$$

$$
\Rightarrow \| W_2 V \left( K^{-1}(\theta^h) - Q(\tilde{\Theta}) \right) M \|_2 \leq 2\bar{C}_h \epsilon_h + \bar{C}_s \epsilon_s + \sqrt{\epsilon_t}
$$

$$
+ \tilde{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{q^{\gamma/2}} \right)
$$

$$
\Rightarrow \| K^{-1}(\theta^h) - Q(\tilde{\Theta}) \|_2 \leq \left[ 2\bar{C}_h \epsilon_h + \bar{C}_s \epsilon_s + \sqrt{\epsilon_t}
$$

$$
+ \tilde{C}_Q \left( \frac{1}{k^{\alpha/2}} + \frac{1}{(k')^{\alpha'/2}} + \frac{1}{q^{\gamma/2}} \right) \right] \| W_2^{-1} \|_2 \| V^{-1} \|_2 \| M^{-1} \|_2.
$$

$\square$
5 Extension to nonlinear problems

In this section we describe the extension of the VarMiON to nonlinear partial differential equations. To fix ideas, we consider a time-independent nonlinear advection-diffusion-reaction equation with inhomogeneous source term and Dirichlet and Neumann boundary conditions. The problem is given by,

\[-\nabla \cdot (\theta \nabla u) + a \cdot \nabla u + \rho u - f = 0, \text{ in } \Omega,\]
\[u = g, \text{ on } \Gamma_g,\]
\[-\theta \nabla u \cdot n = \eta, \text{ on } \Gamma_\eta.\]  

(5.1)

Here \(\theta, a,\) and \(\rho\) are the diffusion, advection and reaction coefficients and are allowed to be functions of \(u\) and the spatial coordinates. Further \(f\) is the forcing function, \(\eta\) is the prescribed Neumann data and \(g\) is the prescribed Dirichlet data. Note that \(\Gamma_\eta \cup \Gamma_g = \partial \Omega.\)

The weak formulation of this PDE is given by: find \(u \in V \equiv H^1(\Omega),\) such that \(\forall w \in V,
\[a(w, u) = (w, f) + (w, \eta)_{\Gamma_\eta} + (-\theta \nabla w \cdot n + \beta w, g)_{\Gamma_g}.\]

(5.4)

Here \(a(\cdot, \cdot)\) is linear in its first argument and nonlinear in the second, and is defined as

\[a(w, u) \equiv (\nabla w, \theta \nabla u) + (w, a \cdot \nabla u + \rho u) - (w, \theta \nabla u \cdot n + \beta w, u)_{\Gamma_g}.\]  

(5.5)

Further, \(\beta\) is a numerical parameter. It is easily shown that the formulation above is consistent, and when the weighting function and trial solution spaces are approximated by their finite dimensional counterpart, it leads to a finite element solution that converges to the exact solution \([1]\). This formulation is often referred to as the weak imposition of Dirichlet boundary conditions.

Next, as in Section 2.1, we approximate the space \(V\) with its finite dimensional counterpart \(V^h\), which is spanned by a set of continuous basis functions \(\{\phi_i(x)\}_{i=1}^q\). Further expanding the weighting functions, the approximate solution and the approximate PDE data \((f, \eta, g)\) using this basis, and substituting this in (5.4), we arrive at,

\[r(U) = MF + \tilde{M}N + \tilde{M}G.\]

(5.6)

Here \(U, F, N\) and \(G \in \mathbb{R}^q\) are the coefficients in the expansion of \(u^h, f^h, \eta^h\) and \(g^h\), respectively. Further, \(r : \mathbb{R}^q \to \mathbb{R}^q\) is given by,

\[r_i(U) \equiv a(\phi_i U_j \phi_j), \quad 1 \leq i, j \leq q.\]

(5.7)

The matrices \(M\) and \(\tilde{M}\) are as defined in (2.7), and the matrix \(\tilde{M}\) is given by

\[\tilde{M}_{ij} \equiv (-\theta \nabla \phi_i \cdot n + \beta \phi_i, \phi_j)_{\Gamma_g}, \quad 1 \leq i, j \leq q.\]  

(5.8)

Note that due to dependence of \(\theta\) on \(u, \tilde{M}\) is a function of \(U\); however, for simplicity we ignore this dependence.
Assuming that \((5.6)\) is solvable for \(U\), we may write

\[
u^h(x) = (R^{-1}(MF + MN + MG))^T \Phi,
\]

where \(R^{-1} : \mathbb{R}^q \rightarrow \mathbb{R}^q\) solves for \(U\) in \((5.6)\). This suggests the form of the VarMiON shown in Figure 2(a). In this we observe that \((f, \eta, g)\) are evaluated at sensor nodes to construct the input vectors \(F \in \mathbb{R}^k\), \(\tilde{N} \in \mathbb{R}^{k'}\) and \(\tilde{G} \in \mathbb{R}^{k''}\). These input vectors are transformed by linear operators \((A, \tilde{A}, \hat{A})\) respectively to given vectors whose dimension is the same as the latent dimension \(p\). Mimicking \((5.9)\), these three vectors are added and then passed through a nonlinear network \(N\) and transformed into the vector \(\beta(F, \tilde{N}, \tilde{G}) \in \mathbb{R}^p\), where

\[
\beta(F, \tilde{N}, \tilde{G}) = N(AF + \tilde{A}N + \hat{A}G).
\]

The network \(N\) is the analog of the discrete operator \(R^{-1}\). A dot product with the trunk vector \(\tau(x) \in \mathbb{R}^p\) yields the final solution predicted at \(x\). The corresponding VarMiON operator is given by

\[
\beta_c(F, \tilde{N}, \tilde{G}) = \tilde{Z} \odot N(\tilde{Z}), \quad \tilde{Z} = AF + \tilde{A}N + \hat{A}G
\]

where \([a \odot b]_i = a_i b_i\) represents the Hadamard product of the vectors \(a, b\) with equal dimensions. We call the corresponding constrained operator network as VarMiON-c, which is depicted in Figure 2(b). In the numerical section 6.2 we consider both architectures, one where this constraint is imposed and another where it is not imposed. Not surprisingly, we find that the architecture where this constraint is imposed performs better.

6 Numerical results

In this section we compare the performance of the VarMiON with a vanilla DeepONet which consists of a branch and a trunk network. We note that the vanilla DeepONet only works with a single input function and so for the benchmark comparison we simply concatenate all the values of the input functions \((\theta, f, \eta, \text{etc})\) through a common fully-connected branch network. In contrast, as shown in Figure 1, the architecture of the VarMiON is more nuanced. The precise architectures of the networks are shown in the Appendix. When comparing the performance of these networks we ensure that the number of network parameters in each is approximately the same (see Table 1 and 3 for precise values). We also ensure that the architecture of the network used for constructing the basis functions (often referred to as the trunk network) is identical.

We first consider the steady-state heat conduction problem as the prototypical linear elliptic PDE model. We demonstrate that the conclusions drawn from the numerical examples are broadly
applicable by considering different sampling strategies for the input functions (spatially random and uniform sampling), different methods for generating basis functions (ReLU networks and radial basis functions (RBFs)), and operators with varying number of input functions (two in Section 6.1.1 and three in Section 6.1.2). In each case, we observe that the VarMiON yields more accurate results than the vanilla DeepONet.

For the experiments using an RBF trunk, in Section 6.1.3 we also compare the results with those obtained using a MIONet architecture which was proposed in [14] to suitably handle multiple input functions. In a MIONet architecture, a separate branch is constructed for each input function. Hadamard products are performed between the outputs of each branch sub-network, which results in a final branch output vector of size equal to the latent dimension. The MIONet output is obtained by taking a dot product of this vector with the trunk output. Specific architectures of the MIONet are detailed in the Appendix. In numerous science and engineering applications, the amount of available training data is constrained. Given this, we also evaluate the performance of the networks as a function of the size of the training data set in Section 6.1.3.

We end by designing a variationally mimetic architecture for the nonlinear regularized Eikonal equation with a varying source function in Section 6.2. Here, we compare the performance of the vanilla DeepONet with both the VarMiON and the constrained VarMiON-c architectures as discussed in Section 5.
6.1 Steady-state heat equation

We consider the operator defined by the solution to the steady-state heat conduction problem given by,

\[-\nabla \cdot (\theta(x) \nabla u(x)) = f(x), \quad \forall \ x \in \Omega,\]
\[\theta(x) \nabla u(x) \cdot n(x) = \eta(x), \quad \forall \ x \in \Gamma_{\eta},\]
\[u(x) = 0, \quad \forall \ x \in \Gamma_{g},\]  \hspace{1cm} (6.1)

where \(u\) is the temperature field, \(\theta\) is the thermal conductivity, \(f\) represents volumetric heat sources and \(\eta\) is the heat flux through a part of the boundary. The domain \(\Omega\) is a unit square, the boundary \(\Gamma_{\eta}\) represents the left and right edges, and the boundary \(\Gamma_{g}\) represents the top and bottom edges. Our goal is to construct approximations to the operator that maps \(\theta, f\) and \(\eta\) to the solution \(u\).

For both training and test data, the functions \(\theta\) and \(f\) are selected to be Gaussian random fields defined on \(\Omega\) with length scales of 0.4 and 0.2, respectively. Both \(f\) and \(\theta\) are scaled so that they assume values in the interval \((0.02, 0.99)\). The function \(\eta\) is a Gaussian random field defined on \(\Gamma_{\eta}\) with length scale of 0.3 and is scaled to be in the interval \((-1,.1)\).

6.1.1 Operators with two input functions

In this section we consider a VarMiON and a vanilla DeepONet that map \(\theta\) and \(f\) to the temperature field, \(u\). The training data is generated by creating 10,000 realizations of pairs of \(\theta\) and \(f\). This input is used in FEniCS to solve the steady-state heat conduction problem with a mesh of \(32 \times 32\) linear finite elements to yield 10,000 realizations of the triad \((\theta, f, u)\). Out of these, 9,000 are used for training and validation and 1,000 are used for testing. We select 224 output sensor nodes out of which 100 are distributed randomly inside the domain and 124 are distributed along all boundary nodes.

Table 1: Summary of the VarMiON and vanilla DeepONet performance.

| Case                        | Model                | Number of parameters | Relative \(L_2\) error |
|-----------------------------|----------------------|----------------------|------------------------|
| Two input functions with    | DeepONet (w/ ReLU trunk) 111,248  | 1.07 ± 0.39 %        |
| randomly sampled input      | VarMiON (w/ ReLU trunk) 109,013  | 0.93 ± 0.28 %        |
| Two input functions with    | DeepONet (w/ ReLU trunk) 49,928   | 1.98 ± 0.79 %        |
| uniformly sampled input     | VarMiON (w/ ReLU trunk) 46,281   | 1.05 ± 0.42 %        |
| Two input functions with    | DeepONet (w/ RBF trunk) 17,911    | 1.39 ± 0.60 %        |
| uniformly sampled input     | VarMiON (w/ RBF trunk) 17,345    | 0.64 ± 0.35 %        |
| Three input functions with  | DeepONet (w/ RBF trunk) 24,543    | 5.99 ± 4.24 %        |
| uniformly sampled input     | VarMiON (w/ RBF trunk) 23,065    | 2.06 ± 0.90 %        |

We test the performance of the operator networks under different scenarios. These include (a) sampling the input functions at randomly selected points (100 in total) or on a uniform \(10 \times 10\) grid, and (b) constructing the basis functions using a ReLU network or a linear combination of radial basis functions whose centers and widths are determined during the training process. This yields a total of three cases for which we train the VarMiON and the vanilla DeepONet. In each case,
we train the network using the Adam optimizer \cite{kingma2014adam} until the training error saturates, and we then select the model corresponding to the lowest validation loss as the final trained network. Thereafter, we test the performance of this network on 1,000 test samples and evaluate the normalized $L_2$ error between the network and the finite element solutions. The average and standard deviation of this error computed over all the test samples is presented in Table 1. From this table, we conclude that in each case the VarMiON incurs lower average error than the vanilla DeepONet. Further, in each case the standard deviation of the error is lower with the VarMiON as compared to the vanilla DeepONet indicating its robustness. Further, the drop in error when using uniform sampling is significant (a factor of $\approx 1/2$).

Figure 3: Probability density (top) and rug plot (bottom) of the test error for the case with two input functions sampled on a random grid with ReLU trunk for the VarMiON (blue) and the vanilla DeepONet (orange). In the rug plot each tick indicates one sample.

A more refined analysis of the error involves examining the discrete probability density of scaled $L_2$ error for the two network types (VarMiON and the vanilla DeepONet) as shown in Figures 3, 4, and 5. In these figures, the discrete probability density for the error is shown on the top and the distribution of individual errors is shown below in the rug plot, where each tick represents one sample. We observe that the error probability density for the VarMiON is much tighter, with very few cases where the error is significantly larger than the mean error. This is not the case for the vanilla DeepONet, where for some test cases the network results have very large errors (around 10%). Thus we conclude that the performance of the VarMiON is more robust.

In Figure 6, we present the true solution, the VarMiON solution, and the vanilla DeepONet solution for five different instances of input functions. We consider operator networks with a ReLU trunk and a spatially random grid for sampling the input functions. These instances were selected from the 1,000 test samples to highlight the heterogeneity in the spatial variation of the solution. This heterogeneity can be observed by considering the true solution (3rd column in the figure) which
Figure 4: Probability density (top) and rug plot (bottom) of the test error for the case with two input functions sampled on a uniform grid with ReLU trunk for the VarMiON (blue) and the vanilla DeepONet (orange). In the rug plot each tick indicates one sample.

displays significant differences among the five instances. From this figure we observe that for each instance, both the VarMiON solution (4th column) and the DeepONet solution (6th column) capture the overall behavior of the solution. However, by considering corresponding errors (5th and 7th columns) we observe that the error in the DeepONet solution is significantly higher. Figures 7 and 8 are the corresponding figures for operator networks with uniform spatial sampling of input functions, and a ReLU or an RBF trunk, respectively. From these figures also we observe that VarMiON solution incurs smaller error.

6.1.2 Operators with three input functions

Next we consider VarMiON and vanilla DeepONet operators that map \( \theta, f, \) and \( h \) to the temperature field, \( u \). The specification of the input fields remains unchanged from the previous section.

To the best of our knowledge this is the first instance of training and testing operator networks for PDEs with more than two input fields. The training data is generated by creating 10,000 realizations each of the triad \( (\theta, f, \eta) \). This input is used in FEniCS to solve the steady-state heat conduction problem to yield 10,000 realizations of \( (\theta, f, \eta, u) \). Of these, 9000 are used for training and validation, and 1000 are used for testing. For both the VarMiON and the vanilla DeepONet uniform sampling points are used for the input functions, and radial basis functions are used in the trunk.

In Table 1 we have reported the average scaled \( L_2 \) error for the VarMiON and the vanilla DeepONet
Figure 5: Probability density (top) and rug plot (bottom) of the test error for the case with two input functions sampled on a uniform grid with RBF trunk for the VarMiON (blue) and the vanilla DeepONet (orange). In the rug plot each tick indicates one sample.
Figure 6: Temperature prediction for five representative samples from the test set for the case of two input functions sampled on a random grid (with ReLU trunk): (First column) source field, (second column) conductivity field (third column) true temperature field (fourth and sixth column) temperature field prediction by VarMiON and DeepONet respectively, (fifth and seventh column) corresponding error (normalized $L_2$ error is shown at the top).
Figure 7: Temperature prediction for five representative samples from the test set for the case of two input functions sampled on a uniform grid (with ReLU trunk): (First column) source field, (second column) conductivity field (third column) true temperature field (fourth and sixth column) temperature field prediction by VarMiON and DeepONet respectively, (fifth and seventh column) corresponding error (normalized $L_2$ error is shown at the top).
Figure 8: Temperature prediction for five representative samples from the test set for the case of two input functions sampled on a uniform grid (with RBF trunk): (First column) source field, (second column) conductivity field (third column) true temperature field (fourth and sixth column) temperature field prediction by VarMiON and DeepONet respectively, (fifth and seventh column) corresponding error (normalized $L_2$ error is shown at the top).
formulation. Once again, we observe that VarMiON performs much better. Its error is approximately three times smaller than the DeepONet error. This is also observed in Figure 9, we have plotted error histograms for the two networks. Once again we observe that the error distribution for the VarMiON solution is much tighter and centered closer to the origin, thereby indicating that this operator is more robust and generalizes better to test data. The maximum error for the vanilla DeepONet is as high as 30%.

![Figure 9: Probability density (top) and rug plot (bottom) of the test error for the case with three input functions sampled on a uniform grid with RBF trunk for the VarMiON (blue) and the vanilla DeepONet (orange). In the rug plot each tick indicates one sample.](image)

In Figure 10, we have plotted five randomly selected instances from the test set. In each case, we plot the forcing function (column 1), the thermal conductivity (column 2), the Neumann boundary condition (column 3), the true solution (column 4), the VarMiON solution and its error (columns 5 & 6), and the vanilla DeepONet solution and its error (columns 7 & 8). In each instance, the VarMiON solution is more accurate.

6.1.3 Comparison with MIONet and the effect of the dataset coverage

One of the attractive features of VarMiON is its ability to work with multiple input functions. The MIONet [14] is also designed to work with multiple input functions. Given this, in this section, we compare the VarMiON with the MIONet. For this we consider uniformly sampled input data and RBF in the trunk network since these choices provided the most accurate results in the previous section. The precise details of MIONet architecture used can be found in the Appendix. For the
Figure 10: Temperature prediction for five representative samples from the test set for the case of three input functions sampled on a uniform grid (with RBF trunk): (First column) source field, (second column) conductivity field, (third column) top and bottom Neumann data, (fourth column) true temperature field, (fifth and seventh column) temperature field prediction by VarMiON and DeepONet respectively, (sixth and eighth column) corresponding error (normalized $L^2$ error is shown at the top).
two input case with uniformly sampled inputs and RBF trunk functions, the MIONet (with 17,216 parameters) has a relative $l_2$ error of $1.66 \pm 0.78\%$ which is more than double that of VarMiON error as reported in Table 1.

We investigate the three inputs case while varying the training dataset size. Specifically, we train VarMiON, MIONet, and DeepONet with four different dataset sizes \{1000, 2000, 4000, 6000\} and test their performance on a separate test set with 1000 samples. The architectures of the VarMiON and DeepONet are kept the same as those considered in the previous section, while the corresponding MIONet architecture has 22,752 trainable parameters. The purpose of this study is to investigate how these different operator learning models perform when we have limited training data. We consider two variations of the training dataset. The first dataset constitutes an array of solutions to (6.1) that are generated from a randomized realization of input functions $(\theta, f, \eta)$. The second set constitutes an array of solutions to (6.1) that are generated from an ordered realization of the input functions $(\theta, f, \eta)$. Such an ordering follows from a nested loop where we iterate over different realizations of $f$ (for some fixed $\theta$ and $\eta$) in the inner-most loop, the middle loop iterates over $\theta$, and finally the outer-most loop iterates over $\eta$. For both data sets, we observe how the generalization error varies when we only use the first $n \in \{1000, 2000, 4000, 6000\}$ components for training. By ordering the dataset with respect to the input parameters in such a nested-loop manner and restricting of the training set to the first $n$ solutions, we are effectively reducing the variety of the input parameters used for generating the training set. Therefore, such a test investigates the sensitivity of the generalization error to the reduction in coverage by the training data of the PDE data space.

Table 2 shows the relative $L_2$ errors in the output of VarMiON, MIONet and vanilla DeepONet when a randomized and ordered dataset of size $n \in \{1000, 2000, 4000, 6000\}$ are used for training. It can be seen that VarMiON output exhibits consistently less error than both MIONet and vanilla DeepONet. The gap between VarMiON’s and both of MIONet’s and DeepONet’s performance is substantially more in the case when an ordered dataset is used. Such results suggest that VarMiON’s conformity to the variational formulation is beneficial and leads to superior efficiency, with respect to the dataset coverage, over MIONet and vanilla DeepONet.

We note that the MIONet performed very poorly in the 3 input case. We believe this might be a result of the inconsistency introduced by the construction of the MIONet proposed in [14] when applied to this particular problem. Let us denote the the individual MIONet branches for the input function $f$, $\theta$ and $\eta$ by $\beta^1(\vec{F})$, $\beta^2(\vec{Θ})$ and $\beta^3(\vec{N})$, respectively. Now the MIONet formulation requires taking a Hadamard product of the output of the three branches, followed by a dot product with the trunk to obtain the final prediction at the node $\hat{u}(\mathbf{x}) = \left(\beta^1(\vec{F}) \odot \beta^2(\vec{Θ}) \odot \beta^3(\vec{N})\right)^\top \tau(\mathbf{x}).$ (6.2)

Further, as has been suggested by the authors in [14], the linearity in $f$ and $\eta$ dictate that the branches $\beta^1$ and $\beta^3$ are linear operators, which is similar to what is proposed by us for the VarMiON. Now, for the current PDE model (2.1), if $f \equiv 0$ but $\eta \neq 0$ and $\theta > 0$, the true solution need not be zero. The same holds if $\eta \equiv 0$ but $f \neq 0$ and $\theta > 0$. However, based on the MIONet formulation (6.2), the predicted solution will be identically zero if either $f$ or $\eta$ are zero, which leads to the inconsistency. Thus, we feel the original MIONet formulation will not lead to a good network for
this 3 input problem, and may need to be suitably modified. Note that the VarMiON does not suffer from such an inconsistency.

Table 2: Summary of the three-input VarMiON, MIONet, and vanilla DeepONet performance when the training dataset size is reduced. All operator networks use an RBF trunk network.

| Training dataset size \( n \) | Model      | Relative \( L_2 \) error \( (\text{randomized dataset}) \) | Relative \( L_2 \) error \( (\text{ordered dataset}) \) |
|-------------------------------|------------|------------------------------------------------|-------------------------------------------------|
| \( n = 1000 \)               | DeepONet   | 10.23 ± 5.20                                   | 38.65 ± 12.71                                   |
|                              | MIONet     | 88.07 ± 69.68                                   | 58.96 ± 39.07                                   |
|                              | VarMiON    | \textbf{4.27 ± 2.23}                             | \textbf{17.82 ± 8.84}                            |
| \( n = 2000 \)               | DeepONet   | 9.00 ± 5.63                                     | 40.96 ± 35.08                                   |
|                              | MIONet     | 85.03 ± 123.77                                  | 50.81 ± 4.69                                    |
|                              | VarMiON    | \textbf{4.04 ± 1.86}                             | \textbf{8.32 ± 3.61}                             |
| \( n = 4000 \)               | DeepONet   | 7.19 ± 3.75                                     | 61.34 ± 26.82                                   |
|                              | MIONet     | 88.39 ± 62.10                                   | 76.98 ± 10.01                                   |
|                              | VarMiON    | \textbf{2.90 ± 1.50}                             | \textbf{8.42 ± 2.76}                             |
| \( n = 6000 \)               | DeepONet   | 6.28 ± 3.55                                     | 35.62 ± 14.28                                   |
|                              | MIONet     | 82.89 ± 34.19                                   | 68.39 ± 8.71                                    |
|                              | VarMiON    | \textbf{2.74 ± 1.31}                             | \textbf{6.29 ± 2.32}                             |

6.2 Regularized eikonal equation

We consider the regularized eikonal equation which is useful in modeling wave propagation. It is given by

\[
-0.01 \Delta u(x) + |\nabla u(x)| = f(x), \quad \forall \ x \in \Omega, \\
u(x) = 0, \quad \forall \ x \in \partial \Omega, 
\]

(6.3)

where \( u(x) \) is interpreted as the minimal time required to travel from \( x \) to the domain boundary \( \partial \Omega \), while \( 1/f \) represents the speed of travel through the medium. Note that the eikonal equation (6.3) can be reformulated as the advection-diffusion-reaction equation (5.1)-(5.3) by choosing \( \theta = 0.01, \rho = 0.0, g = 0.0, a = \nabla u(x)/|\nabla u(x)| \) and \( \Gamma_g = \partial \Omega \). Thus, the corresponding discrete weak solution in terms of some basis \( \{\phi_i(x)\}_{i=1}^{q} \) is given by

\[
u^h(x) = (R^{-1}(MF))^\top \Phi.
\]

(6.4)

We are interested in approximation the solution operator that maps \( f \) to \( u \).

The domain \( \Omega \) is chosen as a unit square, while the source function \( f \) is given by a Gaussian random field with length scale 0.4, whose values are scaled to lie in \((0.1, 2.0)\). The training data is constructed by generating 10,000 realizations of \( f \) and obtaining the corresponding solutions using FEniCS on a \( 32 \times 32 \) mesh, which yield 10,000 pairs of \((f, u)\). We use 8,000 samples for training and validation and retain 2,000 for testing.
To train the operator networks, $f$ is sampled on the same $32 \times 32$ mesh and fed as input to the branch. In other words, there are 1024 sensor nodes. For a given $f$, the target solution is evaluated at 140 output nodes randomly chosen from the $32 \times 32$ mesh, where the predicted solution values are matched in the training loss function. Motivated by the performance of the operators with the linear PDE model in the previous section, and the solution features of the eikonal problem, we continue to use an RBF trunk. All networks use a latent dimension $p = 100$ but have different branch architectures. We recall the key properties of the weak form discussed in Section 5 which we are interested in mimicking:

- The sampled input function needs to be compressed by a linear transform to a vector of dimension that equals the latent dimension $p$. Since the present problem has a single input function, i.e., the sum block shown in Figure 2 is redundant, we can consider the branch sub-network to be a single feed-forward network whose first hidden layer does not have a bias term and has a width $p = 100$, irrespective of the input dimension (1024 in this case). One can argue that this leads to an architecture that is an instance of a DeepONet. However, in standard practice, one would construct the branch of a DeepONet to i) include a bias in every hidden layer, and ii) gradually decay the width of the hidden layers with increasing depth. This is what distinguishes a vanilla DeepONet from the proposed VarMiON architecture.

- We want to preserve the homogeneous nature of the solution operator. This is achieved by considering the constrained VarMiON-c architecture (see Figure 2(b)), but which also satisfies the above property of compressing the branch input vector to a $p$ dimensional vector.

We consider a number of architectures for the eikonal problem, a summary of whose performance is given in Table 3. Note that the numbers in the brackets denotes the widths of the hidden layers in the branch. The details of their architectures can be found in the Appendix. As is evident from Table 3 and the error histograms shown in Figure 13, both VarMiON architectures lead to the best performance in terms of the relative $L_2$ error on the test samples, with the constrained VarMiON-c architecture performing marginally better. We also consider DeepONet architectures with a branch that compresses the input vector of size 1024 more gradually. Keeping the number of trainable parameters similar to the VarMiONs affords us a DeepONet branch with a single hidden layer of width 130. The error with this operator network is more than twice of the VarMiON networks. Increasing the hidden layer width to be 200 pulls down the mean error but at the cost of having more trainable parameters. We also look at the extreme case where the DeepONet branch has as many layers as the VarMiONs but with a gradually tapering down architecture, i.e., we consider four hidden layers with widths 512, 256, 128 and 100. With this DeepONet architecture, the error is brought down to the range of the VarMiONs. However, the number of parameters is five times that of the VarMiONs, which leads to larger training and evaluation times. These results indicate that using a branch whose first hidden layer compresses the input to a vector of size of the latent dimension leads to the optimal results, while also controlling the size of the network. Further, enforcing the solution operator’s homogeneous constraint leads to the expected $u = 0$ predictions when $f = 0$, as shown in Figure 11. The predictions using the VarMiON and DeepONet architectures with similar sizes on a few test samples are shown in Figure 12.
Figure 11: Eikonal solution predictions for a zero source input. DeepONet(big) corresponds to DeepONet (512,256,128,100).

Figure 12: Eikonal solution predictions for five representative samples from the test set: (First column) source field, (second column) true solution field, (third, fifth and seventh column) solution field prediction by VarMiON (100,100,100,100), VarMiON-c (100,100,100,100) and DeepONet (130) respectively, (fourth, sixth and eighth column) corresponding error (normalized $L_2$ error is shown at the top).
Table 3: Summary of operator network performance for the eikonal problem. The numbers in the brackets denote the widths of the hidden layers in the branch.

| Model                     | Number of parameters | Relative $L_2$ error |
|---------------------------|----------------------|----------------------|
| DeepONet (130)           | 146,650              | 5.78 ± 1.50 %        |
| DeepONet (200)           | 225,400              | 4.79 ± 1.46 %        |
| DeepONet (512,256,128,100) | 712,324              | 2.35 ± 0.36 %        |
| VarMiON (100,100,100,100) | 143,200              | 2.44 ± 0.41 %        |
| VarMiON-c (100,100,100,100) | 143,200              | 2.21 ± 0.43 %        |

7 Conclusions

In this manuscript we have proposed a novel architecture for an operator network that maps input functions for a given PDE, including forcing functions, boundary data and material property functions, to its solution. This architecture mimics the form of the numerical solution obtained by approximating the corresponding variational formulation of the PDE. For this reason we refer to this operator as the variationally mimetic operator network, or VarMiON. Like the conventional Deep Operator Network (DeepONet), the VarMiON can also be decomposed into branch and trunk networks, where the latter constructs the basis functions for representing the output, and the former generates the coefficients for this expansion. However, in contrast to a conventional DeepONet, the VarMiON prescribes a precise architecture for the branch network. In the linear PDE case considered in this manuscript, this involves linear branches for the forcing function and Neumann data vectors and a nonlinear branch for the material property vector that leads to a matrix of small dimension (say, 100 × 100). The output of the branch network is obtained by summing the vectors of the linear branches and then computing the product of the material property matrix with the resulting vector. For the nonlinear PDE problem, variational formulation leads to distinct architecture, where the sum of the output of the linear branches (corresponding to forcing function and Neumann data) is fed to a nonlinear network. Furthermore, an extension of this architecture is also proposed (called VarMiON-c), in which the homogeneity constraint of the underlying solution operator is encoded in the architecture.

An analysis of the error in the solution generated by this network reveals several important contributions. These include, the training error, error in the solutions used to train the network, quadrature error in sampling the input and output functions during training, and the distance between the test input functions and the “closest” functions in the training dataset. This last component is multiplied by the sum of the stability constants for the true and the VarMiON operators. This clear delineation of errors provides the user with a systematic approach to thinking about the performance of VarMiON. Further, the special structure of the VarMiON allows the identification of the precise operators responsible for these properties.

The application of the VarMiON to a canonical linear elliptic PDE and generic nonlinear PDE reveals several interesting results. First, for approximately the same number of network parameters, on average the VarMiON incurs smaller error than a vanilla DeepONet and MIONet. Second, across large instances of test functions the distribution of this error for the VarMiON is much tighter,
thereby indicating that it is more robust to variations in input data. Third, we recognize that this performance is robust to techniques used to sampling the input functions (random or regular), to different basis functions (ReLU or radial basis functions) and to the number of inputs functions (two or three). Finally, VarMiON performs consistently better than baseline methods at various sizes of training datasets.

There are several directions for future work that emerge from this work. These include the application of the VarMiON as a surrogate model for problems in optimization and uncertainty quantification. In the solution to these problems many solutions of the forward problem are required, and the VarMiON can be used to compute these quickly and accurately. Extending the VarMiON architecture to solve other challenging nonlinear PDE models, and developing the associated theoretical framework to estimate the approximation error would be a fruitful endeavor. While we believe that the philosophy of mimicking the weak form will carry over, the precise architecture of the VarMiON may greatly differ depending on the weak formulation of the PDE model. In a similar vein, the ideas developed in this manuscript may be extended to time-dependent and hyperbolic PDEs, where the VarMiON architecture could be applied to solve a series of linear problems. These, and related ideas, will be explored in future work.
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A DeepONet, VarMiON and MIONet architectures

We describe the key network blocks used to construct the various DeepONets, MIONets and VarMiONs considered in this work:

- **Dense**(k) denotes a fully connected layer of width k.
- **Linear**(k) denotes a fully connected dense layer of width k but without a bias vector.
- **TrConv**(k,n,s) denotes a 2D transpose convolution with k output filters of size (n,n) and stride (s,s).
- **ReLU** denotes the ReLU activation while **TanS** denotes the TanhShrink activation.
- **BN** denotes batch normalization.
- **Reshape**(q) is used to reshape the incoming tensor into a shape specified by the tuple q.
- **RBF**(n,m) denotes a reduced basis function layer that evaluates m scalar-valued parametrized functions on an n dimensional input. In particular, for an input vector \( x \in \mathbb{R}^n \), the output \( y \in \mathbb{R}^m \) is given by
  \[
  y_i = \exp \left( -\frac{\|x - c_i\|^2}{\sigma_i^2} \right) \quad 1 \leq i \leq m,
  \]
  where vectors \( c_i \in \mathbb{R}^n \) and the scalars \( \sigma_i \) are trainable parameters.
- **Input()** and **Output()** denote the size of the input and output vectors, and are not computable layers.

A.1 Two input functions with randomly sampled input

**DeepONet branch:**
Input(200,1) →Dense(170) →ReLU →Dense(170) →ReLU →Dense(64) →Output(64,1)

**VarMiON \( \Theta \) branch:**
Input(100,1) →Dense(100) →ReLU →Dense(512) →ReLU →Reshape(4,4,32) →TrConv(16,2,2) →ReLU →BN →TrConv(16,2,2) →ReLU →BN →TrConv(8,2,2) →ReLU →BN →TrConv(1,2,2) →TanS →Output(64,64)

**VarMiON \( \bar{F} \) branch:**
Input(100,1) →Linear(64) →Output(64,1)

**DeepONet/VarMiON trunk:**
Input(2,1) →Dense(100) →ReLU →Dense(100) →ReLU →Dense(100) →ReLU →Dense(100) →ReLU →Dense(100) →ReLU →Dense(64) →Output(64,1)

Also see schematics in Figure 14.
Figure 14: Operator architectures for two input functions with randomly sampled input
A.2 Two input functions with uniformly sampled input and ReLU trunk

**DeepONet branch:**
Input(200,1) → Dense(64) → ReLU → Output(64,1)

**VarMiON $\hat{\Theta}$ branch:**
Input(10,10) → TrConv(8,4,1) → ReLU → BN → TrConv(16,4,1) → ReLU → BN → TrConv(8,2,2) → ReLU → BN → TrConv(1,2,2) → TanS → Output(64,64)

**VarMiON $\hat{F}$ branch:**
Input(100,1) → Linear(64) → Output(64,1)

**DeepONet/VarMiON trunk:**
Input(2,1) → Dense(100) → ReLU → Dense(100) → ReLU → Dense(100) → ReLU → Dense(100) → ReLU → Dense(64) → Output(64,1)

Also see schematics in Figure 15.

![Figure 15: Operator architectures for two input functions with uniformly samples input and ReLU trunk](image-url)
A.3 Two input functions with uniformly sampled input and RBF trunk

**DeepONet branch:**
Input(200,1) →Dense(55) →ReLU →Dense(55) →ReLU →Dense(64) →Output(64,1)

**VarMiON \( \Theta \) branch:**
Input(10,10) →TrConv(16, 4, 1) →ReLU →BN →TrConv(32, 4, 1) →ReLU →BN →TrConv(16, 2, 2) →ReLU →BN →TrConv(1, 2, 2) →TanS →Output(64, 64)

**VarMiON \( \bar{F} \) branch:**
Input(100,1) →Linear(64) →Output(64,1)

**MIONet \( \Theta \) branch:**
Input(100,1) →Dense(64) →ReLU →Dense(64) →Output(64,1)

**MIONet \( \bar{F} \) branch:**
Input(100,1) →Linear(64) →Output(64,1)

**DeepONet/VarMiON/MIONet trunk:**
Input(2,1) →RBF(2,64) →Output(64,1)

Also see schematics in Figure [16]

A.4 Three input functions with uniformly sampled input

The input \( \tilde{N} \) is built by evaluating the Neumann data at 12 uniformly placed nodes on each of the top and bottom boundaries that form \( \Gamma_\eta \). **DeepONet branch:**
Input(312,1) →Dense(55) →ReLU →Dense(55) →ReLU →Dense(72) →Output(72,1)

**VarMiON \( \Theta \) branch:**
Input(12,12) →TrConv(16, 4, 1) →ReLU →BN →TrConv(32, 4, 1) →ReLU →BN →TrConv(16, 2, 2) →ReLU →BN →TrConv(1, 2, 2) →TanS →Output(72,72)

**VarMiON \( \bar{F} \) branch:**
Input(144,1) →Linear(72) →Output(72,1)

**VarMiON \( \tilde{N} \) branch:**
Input(24,1) →Linear(72) →Output(72,1)

**MIONet \( \Theta \) branch:**
Input(144,1) →Dense(72) →ReLU →Output(72,1)

**MIONet \( \bar{F} \) branch:**
Input(144,1) →Linear(72) →Output(72,1)

**MIONet \( \tilde{N} \) branch:**
Figure 16: Operator architectures for two input functions with uniformly samples input and RBF trunk
Input(24,1) → Linear(72) → Output(72,1)

DeepONet/VarMiON/MiONet trunk:
Input(2,1) → RBF(2,72) → Output(72,1)

Also see schematics in Figure [7]

A.5 Nonlinear problem

DeepONet (130) branch:
Input(1024,1) → Dense(130) → ReLU → Dense(100) → Output(100,1)

DeepONet (200) branch:
Input(1024,1) → Dense(200) → ReLU → Dense(100) → Output(100,1)

DeepONet (512,256,128,100) branch:
Input(1024,1) → Dense(512) → ReLU → Dense(256) → ReLU → Dense(128) → ReLU → Dense(100) → ReLU → Dense(100) → Output(100,1)

VarMiON (100,100,100,100) branch:
Input(1024,1) → Linear(100) → ReLU → Dense(100) → ReLU → Dense(100) → ReLU → Dense(100) → ReLU → Dense(100) → Output(100,1)

VarMiON-c (100,100,100,100) branch:
Input(1024,1) → Z = Linear(100) → ReLU → Dense(100) → ReLU → Dense(100) → ReLU → Dense(100) → ReLU → Dense(100) ⋊ Z → Output(100,1)

DeepONet/VarMiON/VarMiON-c trunk:
Input(2,1) → RBF(2,100) → Output(100,1)

Also see schematics in Figure [8]
Figure 17: Operator architectures for three input functions with uniformly samples input and RBF trunk
Figure 18: Operator architectures with RBF trunk for eikonal problem
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