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Abstract

This paper analyzes the correlation matrix between the \textit{a priori} error and measurement noise vectors for affine projection algorithms (APA). This correlation stems from the dependence between the filter tap estimates and the noise samples, and has a strong influence on the mean square behavior of the algorithm. We show that the correlation matrix is upper triangular, and compute the diagonal elements in closed form, showing that they are independent of the input process statistics. Also, for white inputs we show that the matrix is fully diagonal. These results are valid in the transient and steady states of the algorithm considering a possibly variable step-size. Our only assumption is that the filter order is large compared to the projection order of APA and we make no assumptions on the input signal except for stationarity. Using these results, we perform a steady-state analysis of the algorithm for small step size and provide a new simple closed-form expression for mean-square error, which has comparable or better accuracy to many preexisting expressions, and is much simpler to compute. Finally, we also obtain expressions for the steady-state energy of the other components of the error vector.
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I. INTRODUCTION AND MAIN CONTRIBUTIONS

Adaptive filters \cite{1} have played a major role in many signal processing applications over the last few decades. The \textit{normalized least mean-squares} (NLMS) algorithm is a widely used alternative, mainly due...
to its good performance, ease of implementation and low computational cost. As a downside, its rate of convergence is sensibly reduced when colored inputs are used [2]. In this context, the affine projection algorithm (APA) [3], provides an increase in convergence speed with a modest increase in computational complexity, while maintaining a robust behavior.

The analysis of the convergence behavior of APA is very involved due to the nonlinear dynamics of the update equations, which introduces a strong correlation between the magnitudes involved. In particular, the filter tap estimates are correlated with previous inputs and noise samples via the filter update equations. This induces a statistical dependence between previous noise samples and the error vector obtained from the reference signal and the estimates provided by APA. This correlation is key to analyzing the performance of APA but, for tractability reasons, some simplifying assumptions are usually invoked. In many cases, these assumptions include simplifications on the input signal model [4]–[6] or one or more independence assumptions [4], [7]–[9] between filter tap estimates, filter inputs, noise, or functions of these magnitudes. For example, in [4], the authors perform a mean square (MS) analysis considering a simplified model for the input process. In this model [10], the time-delayed input vector obtained from a stationary stochastic process is replaced by a sequence of independent random vectors which can take a finite number of orthogonal directions. In addition, they consider a strong hypothesis that past noise samples and filter coefficients are independent. In [7], energy conservation arguments are used to study the MS behavior of APA. Although there isn’t a simplified model for the input process, the independence between past noise samples and filter coefficients is maintained and other independence hypotheses are added. Later works extended [4], [7] by attempting to consider the correlation between the filter coefficients and past noises. For example, [5] extends the analysis in [4] to consider the correlation between the noise and the error vector, but uses the same simplified model of the input signal. In [9] the authors extend [7] considering the dependence on the noise and the filter tap estimates, but consider an independence assumptions between the tap estimates and a matrix obtained from input samples. Finally in [6], they perform a MS analysis by developing recursive update equations for the correlation matrix of the filter tap error vector, considering its correlation with the noise. However, the analysis considers several simplifying assumptions, for example, simplifications for the input signal which are valid only asymptotically for white inputs.

In this paper, we provide further insight on the MS behavior of APA by analyzing the correlation matrix between the additive noise vector \( \mathbf{v}_i = [v_i, ..., v_{i-K+1}]^T \) and the a priori error vector \( \mathbf{e}_{a,i} \), which is the error between the signal estimate produced by APA and the reference signal without the noise [7] (\( K \) is the APA projection order). This correlation matrix has a strong impact on the transient and steady state MS behavior of the error vector. When the tap estimates are assumed to be independent of the
noise, this matrix is assumed to be zero, which simplifies the analysis. In principle, this correlation matrix is very complex and depends on the input signal statistics. However, our analysis shows that it is possible to compute its diagonal in closed form both in the transient and steady state of the algorithm. Furthermore, we show that this correlation depends only on the sequence of step-sizes and the noise variance, and is independent of the input process. In addition, we show that for a white input process the matrix is diagonal, and hence, we fully characterize it. For our analysis we consider the standard APA with a variable step-size without regularization. In contrast to previous works, we do not take any assumptions on the input process and our only assumption is that the filter length $M$ is large compared to the projection order $K$ of APA. Our simulations show that the obtained expressions are also valid in cases where this assumption does not hold. The previous works mentioned before have analyzed many aspects of the MS behavior APA but have not analyzed the structure of this matrix. A related preceding work is [8], in which the authors find the trace of the correlation matrix for the case of a white input sequence for variably regularized and fixed step-size algorithm. Our work is an extension because we consider any input process, we compute the diagonal of the matrix instead of the trace and give information on off-diagonal elements. Using this analysis, we perform a new MS steady-state analysis of the behavior of the error vector for a small step-size. We provide a new simple closed-form expression for the steady-state mean-square error (MSE) of the algorithm which only depends on the noise variance, APA projection order and step-size. We show that, although very simple, this expression captures the behavior of the MSE for a small step-size. We compared this expression with other existing closed-form simple expressions from [4], [5], [7] obtained with and without the independence assumption which depend on the input signal statistics. We show that our expression has a better or comparable accuracy and is very simple to compute. Finally, we provide a characterization of the steady-state energy of the other components of the error vector which, we believe, has not been done before.

The paper is organized as follows: in Section II we introduce the model and notation used. In Section III we present the analysis of the correlation between the noise and the a priori error vector and in Section IV we perform the steady state analysis. Finally, in Section V we present simulation results, and in Section VI we present some closing remarks.

A. Notation

We use boldface symbols for vectors (lower case) and matrices (upper case). $(\cdot)^T$ denotes transpose, $(\cdot)^H$ conjugate and transpose and $(\cdot)^*$ denotes conjugate. diag$(\cdot)$ is the diagonal of a matrix, $E$ is the expectation. For a matrix $R$ we denote its $(i,j)$ element as $[R]_{i,j}$; $\#$ denotes the cardinality of a set.
II. SYSTEM MODEL AND APA RECURSION

We consider a reference signal $d_i$ which is generated using a linear model:

$$d_i = x_i^H w + v_i,$$

where $w \in \mathbb{C}^{M \times 1}$ is the finite impulse response of a causal system. The input signal vector $x_i = [x_i, ..., x_{i-M+1}]^T$ contains samples of a complex second-order stationary process with zero mean and $v_i$ is complex zero-mean white measurement noise of variance $\sigma_v^2$, independent of input. The goal is to obtain an estimate $\hat{w}_i$ of the unknown system vector $w$ using the observations $\{d_n, x_n\}_{n \leq i}$. This is achieved by feeding an adaptive filter the same input signal as the unknown filter and adjusting its response using the error signal $e_i = d_i - x_i^H \hat{w}_i$. If we define the $M \times K$ data matrix $X_i = [x_i \ldots x_{i-K+1}]$, and the $K \times 1$ reference data vector $d_i = [d_i \ldots d_{i-K+1}]^T$, we can define an error vector $e_i = d_i - X_i^H \hat{w}_i$, which measures the error that $\hat{w}_i$ will produce estimating the reference signal for the time range $i, ..., i-K+1$.

The standard APA recursion can be stated as [1]:

$$\hat{w}_{i+1} = \hat{w}_i + \mu X_i (\beta I_K + X_i^H X_i)^{-1} e_i.$$  \hspace{1cm} (2)

The parameter $\beta > 0$ is a regularization which is included to improve the conditioning of the matrix $X_i^H X_i$, $\mu$ is a step size parameter which controls the convergence of the algorithm, and $I_K$ is the $K \times K$ identity matrix. Mean and mean square stability of (2) are guaranteed if $0 < \mu \leq 2$; however, $0 < \mu \leq 1$ is preferred because it provides a smaller steady-state error [4]. In addition, convergence speed and tracking are maximized when $\mu$ is close to 1, while the smallest steady-state error is achieved when it is close to 0. Using a large step-size when the estimation error is large and decreasing it as the filter reaches steady-state, leads to a fast initial convergence and small final error [11], [12]. For this reason, a time-varying step-size $\mu_i$ is generally used. For tractability, in this work we consider that $\beta = 0$.

We also define a misalignment vector $\tilde{w}_i = w - \hat{w}_i$, which measures the difference between the estimate and the true system impulse response. With this we can formally write the a priori error vector as $e_{a,i} = X_i^H \tilde{w}_i$. As mentioned before, this indicates how $\hat{w}_i$ can estimate the vector $d_i$ without taking into account the additive noise component. Using the noise vector $v_i = [v_i \ldots v_{i-K+1}]^T$, we can now write the error vector as $e_i = e_{a,i} + v_i$.

III. ANALYSIS OF THE CORRELATION BETWEEN THE A PRIORI ERROR AND NOISE

In this section, we analyze the correlation matrix between the vectors $e_{a,i}$ and $v_i$. These vectors are correlated for $K > 1$ because the noise samples $v_{i-1}, ..., v_{i-K+1}$ in $v_i$ appear in previous updates of $w_i$. We mention that $E[e_{a,i} v_i^H]_{1,1} = 0$ because the first component of the a priori error vector is uncorrelated
with the noise sample \( v_i \). In particular for \( K = 1 \), which corresponds to the NLMS algorithm, \( e_{a,i} \) and \( v_i \) are uncorrelated scalar random variables. For \( K > 1 \) the remaining elements of \( \mathbb{E}[e_{a,i}v_i^H] \) are unknown, except for the case of a white input signal for which the trace is known [8]. In what follows we analyze this matrix and provide some insights on its structure. We start from the recursion of the misalignment vector obtained from (2):

\[
\tilde{w}_i = \tilde{w}_{i-1} - X_{i-1}S_{i-1}e_{i-1},
\]

where \( S_{i-1} = \mu_i^{-1}(X_{i-1}^HX_{i-1})^{-1} \). By continuing the iteration into the past, the following recursion is obtained:

\[
\tilde{w}_i = \prod_{j=1}^{K}(I - G_j)\tilde{w}_{i-K,} - \sum_{j=1}^{K} \left( \prod_{k=1}^{j}(I - G_{k-1}) \right) J_j v_{i-j},
\]

where \( J_j = X_{i-j}S_{i-j} \) and \( G_j = J_jX_{i-j}^H \), for \( j > 0 \), and \( G_0 = 0 \). We can multiply (4) by \( X_i^H \) and \( v_i^H \) to obtain:

\[
\mathbb{E}[e_{a,i}v_i^H] = \mathbb{E}\left[X_i^H \prod_{j=1}^{K}(I - G_j)\tilde{w}_{i-K}v_i^H\right] - \mathbb{E}\left[X_i^H \sum_{j=1}^{K} \left( \prod_{k=1}^{j}(I - G_{k-1}) \right) J_j v_{i-j}v_i^H\right].
\]

The first term on the right side vanishes because the noise vector \( v_i \) has zero mean and is independent of the rest. For \( K = 1 \) the second expectation is also zero as mentioned before. For \( K > 1 \) we then have:

\[
\mathbb{E}[e_{a,i}v_i^H] = -\sum_{j=1}^{K} \mathbb{E}\left[X_i^H \left( \prod_{k=1}^{j}(I - G_{k-1}) \right) J_j\right] \mathbb{E}[v_{i-j}v_i^H].
\]

We then write \( \mathbb{E}[v_{i-j}v_i^H] = \sigma_v^2\tilde{I}_{K, m} \) where \( \tilde{I}_{K, m} \in \mathbb{C}^{K \times K} \), is a matrix such that \( (m \in \mathbb{Z}) \):

\[
[\tilde{I}_{K, m}]_{q,p} = \begin{cases} 
1 & \text{if } p - q = m \\
0 & \text{otherwise.}
\end{cases}
\]

We notice that \( \tilde{I}_{K, K} = 0 \), which means that the \( K \)-th term in the second expectation in (6) vanishes. Then we have:

\[
\mathbb{E}[e_{a,i}v_i^H] = -\sigma_v^2\mathbb{E}\left[X_i^HJ_1\right] \tilde{I}_{2, 1} \quad (K = 2),
\]

and for \( K > 2 \):

\[
\mathbb{E}[e_{a,i}v_i^H] = -\sigma_v^2 \left( \mathbb{E}\left[X_i^HJ_1\right] \tilde{I}_{K, 1} + \sum_{j=2}^{K-1} \mathbb{E}\left[X_i^H \left( \prod_{k=1}^{j-1}(I - G_k) \right) J_j\right] \tilde{I}_{K,j} \right).
\]

The expression for \( K > 2 \) is involved because of matrix product \( \prod_{k=1}^{j}(I - G_k) \) which is non-commutative. We now introduce an approximation for products of matrices of the form \( X_i^HX_{i-j} \) which appear in (6).

When the length \( M \) of the filter is large compared to the projection order \( K \), it is reasonable to take the
approximation $X_i^H X_i \approx MR_x$, where $R_x \in \mathbb{C}^{K \times K}$ is the correlation matrix of the input process \[8\]. In the same way it is possible to approximate

$$X_i^H X_{i-j} \approx MR_{x,-j} \quad (10)$$

where $R_{x,m} = \mathbb{E} \left[ [x_i, \ldots, x_{i-K+1}]^H [x_{i+m}, \ldots, x_{i+m-K+1}] \right] \in \mathbb{C}^{K \times K}$ is a time shifted correlation matrix.

Using (9) as starting point and considering approximation (10) we introduce our main result for this section:

**Theorem 1.** When $M \gg K$, assuming that (10) is a valid approximation, for any input process $x$, $\mathbb{E} \left[ e_{a,i}^H v_i^H \right]$ is an upper triangular matrix, and its diagonal elements are:

$$\mathbb{E} \left[ e_{a,i}^H v_i^H \right]_{q,q} = -\sigma_v^2 \left( \mu_{i-1} + \sum_{j=2}^{q-1} \mu_{i-j} \prod_{k=1}^{j-1} (1 - \mu_{i-k}) \right) \quad (2 \leq q \leq K). \quad (11)$$

Furthermore, if the input process is white then $\mathbb{E} \left[ e_{a,i}^H v_i^H \right]$ is a diagonal matrix, that is, its only non-zero elements are given by (11).

**Proof.** It is presented in Appendix A. \qed

From Theorem 1 we outline the following conclusions:

- The elements below the main diagonal of $\mathbb{E} \left[ e_{a,i}^H v_i^H \right]$ are zero.
- The diagonal of $\mathbb{E} \left[ e_{a,i}^H v_i^H \right]$ can be computed in closed form it depends only on the noise variance $\sigma_v^2$ and the sequence of step sizes $\{\mu_i\}$, that is, it does not depend on the statistics of the input process $x$. This is true in the transient and steady-state of the algorithm.
- In general the elements above the main diagonal will depend on the statistics of the input process $x$ except for the white input case, when they are zero.

Considering a fixed step-size we have the following corollary which will be used in the following section:

**Corollary 1.** Considering a constant step-size $\mu_i \equiv \mu$ in (11) we find that:

$$\mathbb{E} \left[ e_{a,i}^H v_i^H \right]_{q,q} = -\sigma_v^2 \left( 1 - (1 - \mu)^{q-1} \right) \quad (1 \leq q \leq K). \quad (12)$$

Notice that, in contrast to (11), this is also valid for $q = 1$. Summing the elements of the diagonal we find that:

$$\mathbb{E} \left[ e_{a,i}^H v_i \right] = -\sigma_v^2 \left[ K - \frac{1 - (1 - \mu)^K}{\mu} \right]. \quad (13)$$

In the following section we use these results to derive a new steady-state analysis of the algorithm.
IV. A STEADY-STATE ERROR ANALYSIS WITHOUT THE INDEPENDENCE ASSUMPTION

In this section we perform a small step-size analysis of the steady state behavior of the algorithm. We derive a new formula for the steady state value of the MSE and we also find the steady-state energy of the other components of the error vector $e_i$. This is done under the conditions of Theorem I ($M \gg K$) and under a weak approximation on the energy of the error vector $e_{a,i}$ in the steady state.

We start from the recursion of the error vector (3) and multiply by $X_i^H$ to obtain:

$$X_i^H \tilde{w}_{i+1} = X_i^H \tilde{w}_i - \mu_i e_i.$$  \hspace{1cm} (14)

By taking the squared norm and the expectation we find that:

$$\mathbb{E} [||X_i^H \tilde{w}_{i+1}||^2] = \mathbb{E} [||X_i^H \tilde{w}_i||^2] + \mu_i^2 \mathbb{E} [||e_i||^2] - \mu_i \mathbb{E} [e_i^H e_{a,i} + e_{a,i}^H e_i].$$ \hspace{1cm} (15)

As $i \to \infty$, in the steady state condition, the step-size is assumed to converge to a small steady-state value $\mu \ll 1$. Alternatively, we can assume that the step-size is fixed and small for all time-instants ($\mu_i \equiv \mu \ll 1$). When the filter and the step-size have converged, the filter updates will be very small such that the following approximation is reasonable:

$$\mathbb{E} [||X_i^H \tilde{w}_{i+1}||^2] \approx \mathbb{E} [||X_i^H \tilde{w}_i||^2] \hspace{1cm} (\text{as } i \to \infty).$$ \hspace{1cm} (16)

This means that, on average, there will be almost no reduction in the error after an update in the steady-state small-step size condition. Using this approximation in (15) we may obtain the following steady-state equation:

$$\mu \mathbb{E} [||e_i||^2] = \mathbb{E} [e_i^H e_{a,i}] + \mathbb{E} [e_{a,i}^H e_i],$$ \hspace{1cm} (17)

where the subscript $(\cdot)_\infty$ denotes the steady-state values of the expectations as $i \to \infty$. This equation is valid in principle for any input process, provided that $\mu \ll 1$. We would like to compare (17) to the general steady-state equations that were presented in [7]:

$$\mu \mathbb{E} [e_i^H (X_i^H X_i)^{-1} e_i] = \mathbb{E} [e_{a,i}^H (X_i^H X_i)^{-1} e_i + e_i^H (X_i^H X_i)^{-1} e_{a,i}] \hspace{1cm} (i \to \infty).$$ \hspace{1cm} (18)

This equation is valid without any approximation whatsoever. It is interesting to notice that if in (18) we consider a white input and for $M \gg K$ we approximate $X_i^H X_i \approx M \sigma_x^2 I$ we obtain (17). This means that (17) will be exact for a white input process for any value of $\mu$, but our analysis shows it will be a good approximation for any other input process when $\mu \ll 1$, that is, all input processes will behave as white processes in the steady-state, provided that $\mu$ is small enough.
We can now use the results of Theorem 1 to characterize the steady-state value of the error vector without using an independence assumption. Using that 

\( \mathbf{e}_i = \mathbf{e}_{a,i} + \mathbf{v}_i \) in (17) we can derive an expression for the energy of the error vector:

\[
\mathbb{E}[||\mathbf{e}||^2_\infty] = \frac{2}{2-\mu} \left( \mathbb{E}[||\mathbf{v}||^2_\infty] + \mathbb{E}[\mathbf{e}_{a}^H \mathbf{v}]_\infty + \mathbb{E}[\mathbf{v}^H \mathbf{e}_{a}]_\infty \right).
\]

(19)

Using (13) in (19), the steady-state value of the energy of the error vector evaluates to:

\[
\mathbb{E}[||\mathbf{e}||^2_\infty] = \frac{2\sigma_v^2}{\mu} \left( 1 - (1 - \mu)^K \right).
\]

(20)

Also, for the energy of the a priori error vector we can find a closed form equation:

\[
\mathbb{E}[||\mathbf{e}_a||^2_\infty] = \frac{\mu}{2-\mu} \mathbb{E}[||\mathbf{v}||^2_\infty] + \frac{\mu - 1}{2-\mu} \left( \mathbb{E}[\mathbf{e}_{a}^H \mathbf{v}]_\infty + \mathbb{E}[\mathbf{v}^H \mathbf{e}_{a}]_\infty \right),
\]

(21)

which can be evaluated using (13). In order to find the steady-state energy of the components of the error vector we introduce a simple assumption:

- A1) In the steady-state, with a small step-size, the components of the a priori error vector have the same energy:

\[
\mathbb{E}[\mathbf{e}_{a}^H \mathbf{e}_{a}]_{q,q,\infty} \approx \frac{\mathbb{E}[||\mathbf{e}_a||^2_\infty]}{K}, \quad (1 \leq q \leq K).
\]

(22)

Under this approximation we can write the excess mean square error (EMSE) as:

\[
\mathbb{E}[||\mathbf{e}_a||^2_\infty] \approx K \mathbb{E}[|\mathbf{e}_a|^2_\infty]
\]

(23)

where \( \mathbf{e}_{a,i} = d_i - \mathbf{x}_i^H \tilde{\mathbf{w}}_i \) is the first component of \( \mathbf{e}_{a,i} \). Now replacing (23) in (21) and noting that \( \mathbb{E}[\mathbf{v}_q^H \mathbf{e}_{a,i}] \) is a real magnitude we can write the excess mean square error (EMSE) in the steady-state as:

\[
\mathbb{E}[|\mathbf{e}_a|^2_\infty] = \frac{\mu \sigma_v^2}{2-\mu} + \frac{2(\mu - 1)}{K(2-\mu)} \mathbb{E}[\mathbf{e}_{a}^H \mathbf{v}]_\infty.
\]

(24)

The first term in (24) is the formula for the EMSE for small \( \mu \) presented in [7] using the independence assumption and others. This expression does not consider the important dependence of the EMSE with \( K \). The second term is a new additional term which depends on \( K \) and under (23) allows us to correct the EMSE using the correlation between the noise and the a priori error vector. Finally, using (13) we can obtain a new and simple expression for the steady state EMSE as:

\[
\mathbb{E}[|\mathbf{e}_a|^2_\infty] = \sigma_v^2 \left[ 1 - \frac{2(1 - \mu)(1 - (1 - \mu)^K)}{K \mu(2-\mu)} \right].
\]

(25)

Finally, the energy of the \( 1 \leq q \leq K \) components of the error vector is given by:

\[
\mathbb{E}[\mathbf{e}_q^H \mathbf{e}_q]_{q,q} = \mathbb{E}[\mathbf{e}_{a,q}^H \mathbf{e}_{a,q}]_{q,q} + \mathbb{E}[\mathbf{e}_{a,q} \mathbf{v}_q^H]_{q,q} + \mathbb{E}[\mathbf{v}_q \mathbf{e}_{a,q}^H]_{q,q} + \sigma_v^2.
\]

(26)
Under approximation A1 all the components of the \textit{a priori} error vector have energy given by (25). Then, using (25) and (12) we can obtain the energy of each component of the error vector as \((1 \leq q \leq K)\):

\[
E[ee^H]_{q,q,\infty} = \max \left\{ 0, 2\sigma_v^2 \left[ (1 - \mu)^{q-1} - \frac{(1 - \mu)(1 - (1 - \mu)^K)}{K(2 - \mu)\mu} \right] \right\}. \tag{27}
\]

The \(\max\) is included because it can be seen that the expression will become negative as \(\mu \to 1\) for \(q > 1\). By setting \(q = 1\) in this expression we obtain the mean square error, which may be also obtained by adding \(\sigma_v^2\) to (25).

\section{V. Numerical Results}

In this section we perform simulations to explore the validity of the proposed expressions. We consider that the impulse response of the true system \(w\) corresponds to a real measured acoustic impulse response which can be seen in Fig. 1. We consider responses of length \(M = 512\), where the hypothesis \(M \gg K\) is valid, and a shorter filter \(M = 32\) to show that the derived expressions are also valid in this case. For \(M = 512\) the first 512 samples are used, while for \(M = 32\) we use samples 106 to 137 of the impulse response. We consider that the input signal \(x_i\) is either a white Gaussian process, a first order Gaussian autoregressive process (AR1) with its pole close to 1, or a Gaussian autoregressive moving average process ARMA(2,2), obtained by filtering white Gaussian noise through a causal system with transfer function:

\[
H(z) = \frac{1 - z^{-2}}{1 - 1.70223z^{-1} + 0.71902z^{-2}}. \tag{28}
\]

This process is highly correlated, much more than the AR1 process, its correlation matrix can have a conditioning number larger than \(10^5\) \cite{8}. The additive noise \(v_i\) is white Gaussian noise, with variance \(\sigma_v^2\) adjusted to achieve a prescribed signal-to-noise ratio:

\[
\text{SNR} = 10 \log_{10} \frac{E[|x_i^Hw|^2]}{\sigma_v^2}. \tag{29}
\]

For all our simulations we consider an SNR of 30dB. We denote by \(J\) the number of averaged runs to obtain each plot. Finally, the APA algorithm is initialized with a zero initial condition.

\subsection{A. Correlation between the a priori error and the noise}

We first explore the validity of the results from Theorem 1 about the \(E[e_{a,i}v_i^H]\). These results are valid for the transient and steady-state conditions of the algorithm, and for any time varying step-size sequence. In general, variable step-size algorithms start from a large step-size which becomes smaller...
during convergence, so we choose a sequence with this behavior. Any deterministic sequence can be used; in particular we consider the following expression:

$$
\mu_i = \left[1 + (C \times i)^2\right]^{-1},
$$

where in our case we choose $C = 7 \times 10^{-4}$. The time evolution of this sequence can be seen in Fig. 2.

In Fig. 3 we compare the results of Theorem 1 for different input signals with $M = 512$ and $K \leq 8$, where the condition $M \gg K$ of Theorem 1 holds. In particular, in Fig. 3a we consider $K = 4$ and a white input sequence. In this case, the matrix was shown to be diagonal, with diagonal values given by (11). We observe that the proposed expressions are very accurate. In Figs. 3b and 3c we consider $K = 4$ with ARMA(2,2) input, and $K = 8$ with AR1(0.95) input, respectively. For this case, $\text{diag}E\left[e_{a,i}v_i^H\right]$ is known to be an upper triangular matrix with main diagonal values given by (11). In both cases we see that the simulations are in excellent agreement with the theoretical expression, even for the highly correlated ARMA(2,2) process. We do not plot the first element of the diagonal since we know that it is zero.
Fig. 3: Comparison of Monte Carlo simulations of $\mathbb{E}[e_{a,i}v_i^H]$ compared to [11] and other results of Theorem 1 for different input processes. $M = 512$. SNR = 30 dB. $J = 10^5$.

In Fig. 4 we consider cases in which $M \gg K$ does not hold. For conciseness, we focus on colored inputs. In particular we consider $M = 32$ with $K = 4$ and AR1(0.95) input, or $K = 8$ and ARMA(2,2) input. We can see that [11] is also very accurate in this case, and there seems to be no degradation in the accuracy from the previous case. As a general conclusion, we can see that the expressions put forth in Theorem 1 are accurate.
Fig. 4: Comparison of Monte Carlo simulations of $E_{i} \left[ e_{a,i} v_{i}^{H} \right]$ compared to (11) and other results of Theorem 1 for different input processes. $M = 32$. SNR = 30dB. $J = 10^5$.

B. Steady-state error analysis

In this section we explore the validity of the steady-state expressions of Section IV. First, we explore the validity of the steady-state condition (17). To do this, we simulate (20), which was obtained directly from (17) and is more interesting. We like to mention that (20) was previously developed for white input signals in [8] for any value of $\mu$ so we are only interested in showing that it is also a good approximation for any input process as long as $\mu \ll 1$. In Fig. 5 we compare (19) for the case of the AR1(0.95) and the ARMA(2,2) processes, for different values of $K$ and $M$. Each curve was obtained by averaging $J = 400$ runs of the error to convergence and averaging the last 2000 ($M = 512$) or 200 samples ($M = 32, 64$) of the steady-state value. We can see that when $M$ larger than $K$, the approximation is very good for small $\mu$, even for very correlated signals such as the ARMA(2,2) process. This can be seen when $M = 512$ and for all the proposed $K$, and when $M = 32$ and $K = 2, 4$. The case when the greater divergence occurs is when $M = 32$ and $K = 8$, when $M$ is closer to $K$. For this we have included also the case $M = 64$ to show that the formula becomes quickly more accurate when increasing $M$. Overall we can see that (16) is a good approximation when $\mu \ll 1$, even for very correlated signals, as long as $M$ is...
Fig. 5: Steady-state of the square norm of the error vector for different colored inputs. The theoretical expression is given by (20). SNR = 30dB. J = 400.

reasonably larger than $K$ ($M \geq 4K$ could be a good rule of thumb).

We now test the expression of the MSE obtained by taking $q = 1$ in (27) comparing it with simple expressions that have appeared in other works. We consider an expression valid for small $\mu$ [7]:

$$\text{MSE} = \frac{2\sigma_v^2}{2 - \mu}. \quad (31)$$

which is obtained using the independence assumption and others. We also consider an expression which accounts for the correlation between the noise and the error, is valid for any $\mu$, and depends on the second order properties of the input process [5]:

$$\text{MSE} = \sigma_v^2 + \frac{\mu\sigma_v^2}{2 - \mu} \frac{1}{||x_i||^2} \text{tr}(R_x)(1 + 2\Gamma). \quad (32)$$

In this equation:

$$\Gamma = \sum_{i=1}^{M} p_i \sum_{q=1}^{K-1} \left[ \left( 1 - \frac{(1 - p_i)^q}{1 - (1 - p_i)^K} \right) (1 - \mu)^q \right], \quad (33)$$

and $p_i = \lambda_i/\text{tr}(R_x)$, where $\lambda_i$ are the eigenvalues of $R_x$. 
In Fig 6 we plot the MSE for \( M = 512 \) and different inputs and values of \( K \). The plots where obtained by averaging \( J = 400 \) runs of the MSE to convergence and averaging the last 2000 samples of the steady-state value. The behavior of the MSE is weakly dependent on the correlation of the input signal for a small value of \( \mu \). As \( \mu \) increases the MSE increases, faster for more correlated signals, and with increasing \( K \). The proposed expression (27) is accurate in the regime \( \mu \ll 1 \) as expected, and it captures the dependence with \( K \) in this regime. However, since it is independent of the input process statistics, it cannot follow the MSE as \( \mu \) increases. On the other hand, (31) is a poor approximation since it does not even depend on \( K \). Finally, it is interesting to observe that (32) requires the computation of the eigenvalues of the correlation matrix and other statistics which depend on the input signal. However, the simulations show that the end result depends weakly on the correlation of the input signals, even when \( \mu \to 1 \), where the color of the signal affects the MSE strongly. The prediction of (27) is almost the same as (32), while (27) is very simple to compute.

Finally, we explore the validity of (27) to estimate the energy of the other components of the error vector. For this, we consider a white or AR1(0.95) input. The results for the ARMA(2,2) process are almost identical to those of the AR1(0.95). In Fig. 7 we plot the estimated and simulated components of the energy of the errors for \( K = 4 \), with \( M = 512 \) and \( M = 32 \). We see that the estimations are accurate for small \( \mu \), which is were the approximations are obtained, and even for larger values of \( \mu \) than expected.

VI. Conclusion

In this paper we performed an analysis of some elements of the correlation matrix between the noise and \textit{a priori} error vector under mild assumptions. This analysis was done in the transient and steady-state of the algorithm. We applied this analysis to derive a new analysis for the steady state behavior of the algorithm in the small step-size regime. We have provided closed-form formulas for the MSE of the algorithm which are simpler and with comparable accuracy than existing formulas which are more complex. Also we have provided approximate expressions for the energy of the other components of the error vector. Using this initial correlation analysis it might be possible to draw further conclusions on the remaining elements of the correlation matrix. This could lead to a new steady-state characterization for correlated signals, and possibly, to a new transient state analysis as well.
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Fig. 6: Steady-state MSE for different inputs and values of $K$. The theoretical expression is given by Eq. (27) for $q = 1$. $M = 512$. SNR = 30dB. $J = 400$.

**APPENDIX A**

**PROOF OF THEOREM 1**

We first present two subsections with preliminary results, and the proof itself is in Appendix A-D.
Fig. 7: Steady-state energy of the error components. The theoretical expression is given by (27). SNR = 30dB. $J = 240$.

A. Auxiliary linear algebra results

We present some auxiliary definitions and properties which will simplify the main proof of the theorem. The proofs in this section are straightforward and are omitted.

**Definition A.1.** Let $\mathcal{F}_m$ be the set of matrices in $\mathbb{C}^{K \times K}$ whose last $K - m$ rows are zero:

$$\mathcal{F}_m := \left\{ A \in \mathbb{C}^{K \times K} : [A]_{i,j} = 0 \text{ if } m < i \leq K \right\}.$$  

**Definition A.2.** Let $\mathcal{C}_m$ be the set of matrices in $\mathbb{C}^{K \times K}$ whose first $m$ columns are zero:

$$\mathcal{C}_m := \left\{ A \in \mathbb{C}^{K \times K} : [A]_{i,j} = 0 \text{ if } 1 \leq j \leq m \right\}.$$  

The following properties on the products of matrices hold:

**Property A.1.** If $A \in \mathcal{F}_m$ and $R \in \mathbb{C}^{K \times K}$, then $AR \in \mathcal{F}_m$.

**Property A.2.** If $A \in \mathcal{C}_m$ and $R \in \mathbb{C}^{K \times K}$ then $RA \in \mathcal{C}_m$. 
Property A.3. If $A \in F_n$, $B \in C_m$ and $R \in C^{K \times K}$, then from Properties A.1 and A.2 we have that $ARB \in F_n \cap C_m$.

Property A.4. If $A \in F_m$ and $j \in \mathbb{Z}$, $j < 0$ then $\tilde{I}_{K,j}A \in F_{m-j}$, with $\tilde{I}_{K,j}$ given by (7).

Property A.5. If $R \in F_m \cap C_m$ then $R$ is an upper-triangular matrix, and $\text{diag}(R) = 0$.

Definition A.3. Let $I_{K,m}$ be a diagonal matrix such that the first $m$ elements in the diagonal are 0, and the rest are 1:

$$[I_{K,m}]_{i,j} = \begin{cases} 1 & \text{if } i = j \text{ and } i > m \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (36)

Notice that $I_{K,0}$ is the $K \times K$ identity matrix.

Consider the matrices $\tilde{I}_{K,m}$ given by (7). When multiplying a matrix $\tilde{I}_{K,m}$ with another matrix it will move the rows of a matrix up or down and pad with zeros. In addition, $\tilde{I}_{K,0}$ is the $K \times K$ identity matrix. We will use the following properties:

Property A.6. For $1 \leq m \leq K-1$, $\tilde{I}_{K,-m}\tilde{I}_{K,m} = I_{K,m}$.

Property A.7. If $m,n \in \{1, \ldots, K-1\}$ then $\tilde{I}_{K,m}\tilde{I}_{K,n} = \tilde{I}_{K,n+m}$.

B. A matrix decomposition for the shifted correlation matrix

Consider a complex second order stationary process $x$. We may define a time-shifted autocorrelation matrix $R_{x,-m} = \mathbb{E} \left[ [x_i, \ldots, x_{i-K+1}]^* [x_{i-m}, \ldots, x_{i-m-K+1}]^T \right] \in C^{K \times K}$. Taking $m = 0$ gives the standard autocorrelation matrix.

Lemma A.1. For $0 < m < K$ the matrix $R_{x,-m}$ can be written in terms of $R_x$ as:

$$R_{x,-m} = \tilde{I}_{K,-m}R_x + M_m,$$

where $M_m$ is some matrix in $F_m$. When $x$ is a white process, $M_m$ is the zero matrix.

The proof is straightforward and is omitted. Essentially $\tilde{I}_{K,-m}$ moves the rows of $R_x$ downwards padding with rows of zeros from the top, while $M_m$ completes the first $m$ rows of $R_{x,-m}$.

C. Expansion of a product of matrices as a sum

We now rewrite the product

$$\prod_{k=1}^{j-1}(I - G_k) = (I - G_1)(I - G_2)\ldots(I - G_{j-1}),$$

(38)
which appears in (9) as a summation. Each of its terms can be obtained by selecting from each \((I - G_k)\) either the identity or the \(G_k\) matrix. Since the identity matrices do not affect the product, we can represent each term in the summation as a list of ordered indexes which correspond to the \(G_k\) matrices which appear in the summation term. Additionally, each term of the summation will be multiplied by \((-1)^{#I_p}\) if there is an odd number of \(G_k\) matrices involved. The \(p\)-th term will be represented by an ordered list of indexes:

\[
I_p = [\sigma_{1,p}, ..., \sigma_{#I_p,p}],
\]

and the matrix product will be written as:

\[
\prod_{k=1}^{j-1} (I - G_k) = I + \sum_p (-1)^{#I_p} \prod_{n=1}^{#I_p} G_{i_n - \sigma_n} \cdot \\
= I + \sum_p (-1)^{#I_p} \prod_{n=1}^{#I_p} X_{\sigma_n} S_{\sigma_n} X_{\sigma_n}^H.
\]

The summation will contain \(2^{j-1} - 1\) terms and any indexed list \(I_p\) will satisfy the following properties:

1) \(\sigma_{i,p} \in \mathbb{N} \forall i > K\).
2) \(#I_p < j\).
3) \(i > \sigma_{1,p} > \sigma_{2,p} > ... > \sigma_{#I_p,p} > i - j\).

D. Proof of Theorem 7

In order to prove the theorem we need to start from (9). We focus on \(K > 2\), and leave \(K = 2\) for the reader. Using (41) in (9) and rearranging the terms we obtain

\[
E [e_a^T v_i^H] = -\sigma_v^2 \sum_{j=1}^{K-1} E [X_i^H J_j] \hat{I}_{K,j} \approx -\sigma_v^2 \sum_{j=2}^{K-1} \sum_p (-1)^{#I_p} \mathbb{E} \left[ X_i^H I_{\sigma_n} S_{\sigma_n} X_{\sigma_n}^H J_j \right] \hat{I}_{K,j}.
\]

The coefficients \(\sigma_n\) are a function of \(p\) also, but to simplify the notation, we do not make this dependence explicit, that is, \(\sigma_{n,p} \equiv \sigma_n\). Likewise we do not include the limits of the summation in \(p\) because it is not used. Now we simplify both terms of these expressions using the preliminary results of this appendix.

The first term on the right side of (42) can be written as:

\[
-\sigma_v^2 \sum_{j=1}^{K-1} E [X_i^H J_j] \hat{I}_{K,j} \approx -\sigma_v^2 \sum_{j=1}^{K-1} \mu_{i-j} R_{x,-j} R_x^{-1} \hat{I}_{K,j}
\]

using (10). Now we have the following lemma:
Lemma A.2. The right side of (43) can be written as:

\[
\sum_{j=1}^{K-1} \mu_{i-j} R_{x,-j} R_x^{-1} \tilde{I}_{K,j} = \sum_{j=1}^{K-1} \mu_{i-j} \left( I_{K,j} + M_j R_x^{-1} \tilde{I}_{K,j} \right)
\]  

(44)

for certain matrices \( M_j \in \mathcal{F}_j \). In addition, \( M_j R_x^{-1} \tilde{I}_{K,j} \in \mathcal{C}_j \cap \mathcal{F}_j \).

Proof. To show this, we use Lemma A.1 to write \( R_{x,-j} = \tilde{I}_{K,-j} R_x + M_j \), where \( M_j \in \mathcal{F}_j \). After replacing this in (43) we use Property A.6 to show that \( I_{K,j} = \tilde{I}_{K,-j} \tilde{I}_{K,j} \). Finally, notice that using Property A.3 we know that \( M_j R_x^{-1} \tilde{I}_{K,j} \in \mathcal{C}_j \cap \mathcal{F}_j \). □

Then for the second term on the right side of (42) we replace \( S_{\sigma_n} \) and \( J_j \) in terms of \( \mu_{\sigma_n}, \mu_{i-j}, X_{\sigma_n} \) and \( X_{i-j} \). We then define: \( c(p) = \# \mathcal{I}_p \) and define \( \tilde{I}(p) = [\sigma_1, ..., \sigma_{c(p)-1}] \) as the list in which the last element has been removed. Then we use (10) to approximate:

- \( X^H \sigma_1 \approx M R_{x,\sigma_1-i} \).
- \( X^H \sigma_{n+1} \approx M R_{x,\sigma_{n+1}-\sigma_n} \).
- \( X^H \sigma_{\sigma_n} \approx M R_{x,i-j-\sigma_n} \).

With this we can approximate:

\[
\mathbb{E} \left[ X^H \left( \prod_{\sigma_n \in \mathcal{I}_p} X_{\sigma_n} (X^H_{\sigma_n} X_{\sigma_n})^{-1} X^H_{\sigma_n} \right) J_j \right] \tilde{I}_{K,j} \approx R_{x,\sigma_1-i} \times R_{x^{-1}} \left[ \prod_{\sigma_n \in \mathcal{I}(p)} R_{x,\sigma_{n+1}-\sigma_n} R_x^{-1} \right] R_{x,i-j-\sigma_n} R_x^{-1} \tilde{I}_{K,j}.
\]  

(45)

Although this expression is involved, it is possible to prove the following Lemma:

Lemma A.3. The left side of (45) can be written as:

\[
R_{x,\sigma_1-i} R_x^{-1} \left( \prod_{\sigma_n \in \mathcal{I}(p)} R_{x,\sigma_{n+1}-\sigma_n} R_x^{-1} \right) R_{x,i-j-\sigma_n} R_x^{-1} \tilde{I}_{K,j} = I_{K,j} + T_{0,p,j},
\]  

(46)

where \( T_{0,p,j} \in \mathcal{F}_j \cap \mathcal{C}_j \). For a white input, \( T_{0,p,j} \) is the null matrix.

Proof. The proof proceeds by evaluating the product in (46) from right to left. To do this we proceed by induction, by showing that the following formula is valid:

\[
\left( \prod_{\sigma_k \in \mathcal{I}(p): k \geq n} R_{x,\sigma_{k+1}-\sigma_k} R_x^{-1} \right) R_{x,i-j-\sigma_n} R_x^{-1} \tilde{I}_{K,j} = \tilde{I}_{i-j-\sigma_n} \tilde{I}_{K,j} + T_n,
\]  

(47)

\(^1\)We write \( T_{0,p,j} \) to indicate they depend on the \( j \)-th and \( p \)-th indexes of the summations in (42). During the proof we do not explicit the indexes \( p, j \).
with \(T_n \in \mathcal{F}_{t_n} \cap C_j\), \(t_n = \max \left\{ \sigma_n - (i - j), \sigma_n - \sigma_m \right\}\) and \(n = 1 \ldots (m - 1)\). The induction proceeds backwards, starting from \(k = c(p) - 1\) to \(k = 1\). With this expression, (46) can be simplified to complete the proof.

First we factor the matrix \(R_{x,i-j-\sigma_c(p)}\) using Lemma A.1. Then we can simplify the left side of (47) as:

\[
R_{x,i-j-\sigma_c(p)} \cdot R_x^{-1}T_{K,j} = \left(\tilde{I}_{i-j-\sigma_c(p)} \cdot T_{c(p)} + T_{c(p)}\right),
\]

where \(T_{c(p)} = M_{c(p)} \cdot R_x^{-1}I_{K,j}\). Since \(M_{c(p)} \in \mathcal{F}_{\sigma_c(p)-(i-j)}\) and \(I_{K,j} \in C_j\) then using Property A.3 we have \(T_{c(p)} \in \mathcal{F}_{\sigma_c(p)-(i-j)} \cap C_j\).

Now prove that the result is valid for \(n = c(p) - 1\). In this case, the product (47) indexed by \(k\) only has the term \(k = c(p) - 1\). Applying the decomposition from Lemma A.1 to this term and using (48) we have:

\[
(R_{x,\sigma_c(p)-\sigma_c(p)-1} \cdot R_x^{-1}) \cdot R_{x,i-j-\sigma_c(p)} \cdot R_x^{-1}I_{K,j} = \left(\tilde{I}_{\sigma_c(p)-\sigma_c(p)-1} + M_{c(p)-1} \cdot R_x^{-1}\right) \times \left(\tilde{I}_{i-j-\sigma_c(p)} \cdot I_{K,j} + T_{c(p)}\right).
\]

We now expand and analyze the four terms of (49):

- Since \(\sigma_c(p)-\sigma_c(p)-1 < 0\) and \(-i-j-\sigma_c(p) < 0\) we apply Property A.7 to show that \(\tilde{I}_{\sigma_c(p)-\sigma_c(p)-1} = \tilde{I}_{i-j-\sigma_c(p)} \cdot I_{K,j}\).
- Since \(T_{c(p)} \in \mathcal{F}_{\sigma_c(p)-(i-j)} \cap C_j\), we apply Property A.4 to show that \(\tilde{I}_{\sigma_c(p)-\sigma_c(p)-1} \cdot T_{c(p)} \in \mathcal{F}_{\sigma_c(p)-(i-j)} \cap C_j\).
- \(M_{c(p)-1} \cdot R_x^{-1} \cdot I_{K,j} \in \mathcal{F}_{\sigma_c(p)-\sigma_c(p)} \cap C_j\) since \(M_{c(p)-1} \in \mathcal{F}_{\sigma_m-\sigma_m}\) and \(I_{K,j} \in C_j\) (Property A.3).
- \(M_{c(p)-1} \cdot R_x^{-1} \cdot T_{c(p)} \in \mathcal{F}_{\sigma_c(p)-\sigma_c(p)-1} \cap C_j\) because \(M_{c(p)-1} \in \mathcal{F}_{\sigma_c(p)-\sigma_c(p)-1}\) and \(T_{c(p)} \in C_j\) (Property A.3).

Thus, all the terms, except the first belong either to \((\mathcal{F}_{\sigma_c(p)-\sigma_c(p)} \cap C_j)\) or \((\mathcal{F}_{\sigma_c(p)-(i-j)} \cap C_j)\). We now define \(t_{c(p)-1} := \max \left\{ \sigma_c(p)-1 - (i - j), \sigma_c(p)-1 - \sigma_c(p) \right\}\) and:

\[
T_{c(p)-1} := \tilde{I}_{\sigma_c(p)-\sigma_c(p)-1} \cdot T_{c(p)} + M_{c(p)-1} \cdot R_x^{-1} \cdot I_{K,j} \cdot T_{c(p)} + M_{c(p)-1} \cdot R_x^{-1} \cdot T_{c(p)},
\]

so that \(T_{c(p)-1} \in \mathcal{F}_{t_{c(p)-1}} \cap C_j\). Then (49) is written as:

\[
(R_{x,\sigma_c(p)-\sigma_c(p)-1} \cdot R_x^{-1}) \cdot R_{x,i-j-\sigma_c(p)} \cdot R_x^{-1} \cdot I_{K,j} = \tilde{I}_{i-j-\sigma_c(p)-1} \cdot I_{K,j} + T_{c(p)-1},
\]

where \(T_{c(p)-1} \in \mathcal{F}_{t_{c(p)-1}} \cap C_j\) and \(t_{c(p)-1} = \max \left\{ \sigma_c(p)-1 - (i - j), \sigma_c(p)-1 - \sigma_m \right\}\) > 0, which shows that the expression is valid for \(n = c(p) - 1\).
Now we assume that \((47)\) is valid for \(k = n + 1\) and show that it is valid for \(k = n\). This means that:

\[
\prod_{\sigma_k \in \mathcal{I}(p) : k \geq n} \left( \tilde{I}_{\sigma_{k+1} - \sigma_k} + M_k R_x^{-1} \right) R_{x,i-j-\sigma_{(p)}} R_x^{-1} \tilde{I}_{K,j} = \left( \tilde{I}_{\sigma_{n+1} - \sigma_n} + M_n R_x^{-1} \right) R_{x,i-j-\sigma_{n+1}} \tilde{I}_{K,j} + T_{n+1} ,
\]

where we have applied the inductive hypothesis. We have that \(T_{n+1} \in F_{t_{n+1}} \cap C_j\) with \(t_{n+1} = \max \{ \sigma_{n+1} - (i - j), \sigma_{n+1} - \sigma_{(p)} \}\). Expanding the product and analyzing the terms we have:

- \(\tilde{I}_{\sigma_{n+1} - \sigma_n} \tilde{I}_{i-j-\sigma_n} \tilde{I}_{K,j} = \tilde{I}_{i-j-\sigma_n} \tilde{I}_{K,j}\).
- \(\tilde{I}_{\sigma_{n+1} - \sigma_n} T_{t_{n+1}} \in F_{t_{n+1} + (\sigma_n - \sigma_{n+1})} \cap C_j\).
- \(M_n R_x^{-1} \tilde{I}_{i-j-\sigma_n} \tilde{I}_{K,j} \in F_{\sigma_{n+1} - \sigma_n} \cap C_j\).
- \(M_n R_x^{-1} T_{t_{n+1}} \in F_{\sigma_{n+1} - \sigma_n} \cap C_j\).

But since \(t_{n+1} > 0\) we have \(\sigma_n - \sigma_{n+1} + t_{n+1} > \sigma_n - \sigma_{n+1}\). In addition:

\[
t_n = \max \{ \sigma_{n+1} - (i - j), \sigma_{n+1} - \sigma_m \} + \sigma_n - \sigma_{n+1} = \max \{ \sigma_n - (i - j), \sigma_n - \sigma_m \} .
\]

So we find that:

\[
T_n = \tilde{I}_{\sigma_{n+1} - \sigma_n} T_{t_{n+1}} + M_n R_x^{-1} \tilde{I}_{i-j-\sigma_n} \tilde{I}_{K,j} + M_n R_x^{-1} T_{t_{n+1}} \in F_{t_n} \cap C_j ,
\]

with \(t_n = \max \{ \sigma_n - (i - j), \sigma_n - \sigma_m \}\). This proofs that \((47)\) is valid.

We can now simplify \((46)\) by replacing \((47)\) with \(k = 1\):

\[
R_{x,\sigma_1 - i} R_x^{-1} \left( \prod_{\sigma_n \in \mathcal{I}(p)} R_{x,\sigma_{n+1} - \sigma_n} R_x^{-1} \right) \times R_{x,i-j-\sigma_{(p)}} R_x^{-1} \tilde{I}_{K,j} = R_{x,\sigma_1 - i} R_x^{-1} \left( \tilde{I}_{i-j-\sigma_1} \tilde{I}_{K,j} + T_1 \right) .
\]

Applying once more the decomposition of Lemma \(A.1\) to \(R_{x,\sigma_1 - i}\) we get:

\[
R_{x,\sigma_1 - i} R_x^{-1} \left( \tilde{I}_{i-j-\sigma_1} \tilde{I}_{K,j} + T_1 \right) = \tilde{I}_{\sigma_1 - i} \tilde{I}_{i-j-\sigma_1} \tilde{I}_{K,j} + T_0 ,
\]

with \(T_0 = \tilde{I}_{\sigma_1 - i} T_1 + M_0 R_x^{-1} \tilde{I}_{i-j-\sigma_1} \tilde{I}_{K,j} + M_0 R_x^{-1} T_1\).

Following a similar reasoning as with the other terms we can prove that \(T_0 \in F_{t_0} \cap C_j\) with \(t_0 = \max \{ i - \sigma_1, i - \sigma_1 + \max \{ \sigma_1 - (i - j), \sigma_1 - \sigma_m \} \} = i - \sigma_1 + \max \{ \sigma_1 - (i - j), \sigma_1 - \sigma_m \} = \max \{ j, i - \sigma_m \}\). But since \(\sigma_m > i - j\) we have that \(t_0 = j\), which shows that \(T_0 \in F_j \cap C_j\). Finally, we conclude the proof by noting that: \(\tilde{I}_{\sigma_1 - i} \tilde{I}_{i-j-\sigma_1} \tilde{I}_{K,j} = \tilde{I}_{K,j} \tilde{I}_{K,j} = I_{K,j}\), which is obtained using Properties \(A.6\) and \(A.7\). The result for a white input follows by noting that all the \(M\) matrices from the decomposition \((37)\) are zero for a white input. 

\[\square\]
To conclude the proof of Theorem 1, we use the results of Lemmas A.2 and A.3. We replace (46) in (45) and this result together with (44) in (42) to obtain:

\[
\mathbb{E}\left[ e_{a,i}v_i^H \right] \approx -\sigma_v^2 \sum_{j=1}^{K-1} \mu_{i-j} (I_{K,j} + M_j R_{x}^{-1} I_{K,j})
\]

\[-\sigma_v^2 \sum_{j=2}^{K-2} \sum_{p} (-1)^{f(p)} \mu_{i-j} \left( \prod_{\sigma_n \in I_p} \mu_{\sigma_n} \right) \left( I_{K,j} + T_{0,p,j} \right). \quad (56)
\]

Using Property A.5, we have that \( T_{0,p,j} \) and \( M_j R_{x}^{-1} I_{K,j} \) are upper triangular matrices, so \( \mathbb{E}\left[ e_{a,i}v_i^H \right] \) also is. In particular for a white input, \( T_{0,p,j} \) and \( M_j R_{x}^{-1} I_{K,j} \) are the zero matrix, so \( \mathbb{E}\left[ e_{a,i}v_i^H \right] \) is a diagonal matrix. In both cases, from Property A.5, we have that \( \text{diag}(T_{0,p,j}) = \text{diag}(M_j R_{x}^{-1} I_{K,j}) = 0 \) for all \( j, p \).

So we can simplify this expression to obtain:

\[
\text{diag}\mathbb{E}\left[ e_{a,i}v_i^H \right] \approx -\sigma_v^2 \mu_{i-1} \text{diag} (I_{K,1})
\]

\[-\sigma_v^2 \sum_{j=2}^{K-2} \mu_{i-j} \left[ 1 + \sum_{p} (-1)^{f(p)} \left( \prod_{\sigma_n \in I_p} \mu_{\sigma_n} \right) \right] \text{diag} (I_{K,j}). \quad (57)
\]

Now we conclude the proof by observing that

\[
1 + \sum_{p} (-1)^{f(p)} \prod_{\sigma_n \in I_p} \mu_{\sigma_n} = \prod_{k=1}^{j-1} (1 - \mu_{i-k}). \quad (58)
\]

that is, we revert the matrix factorization from Appendix A-B which is also valid for scalars. \( \mathbb{E}\left[ e_{a,i}v_i^H \right]_{q,q} \) can be found by considering the individual elements of the diagonal.
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