Synthesizing waveform sequence-to-sequence to augment training data for sequence-to-sequence speech recognition
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Abstract: Sequence-to-sequence (seq2seq) automatic speech recognition (ASR) recently achieves state-of-the-art performance with fast decoding and a simple architecture. On the other hand, it requires a large amount of training data and cannot use text-only data for training. In our previous work, we proposed a method for applying text data to seq2seq ASR training by leveraging text-to-speech (TTS). However, we observe the log Mel-scale filterbank (lmfb) features produced by Tacotron 2-based model are blurry, particularly on the time dimension. This problem is mitigated by introducing the WaveNet vocoder to generate speech of better quality or spectrogram of better time-resolution. This makes it possible to train waveform-input end-to-end ASR. Here we use CNN filters and apply a masking method similar to SpecAugment. We compare the waveform-input model with two kinds of lmfb-input models: (1) lmfb features are directly generated by TTS, and (2) lmfb features are converted from the waveform generated by TTS. Experimental evaluations show the combination of waveform-output TTS and the waveform-input end-to-end ASR model outperforms the lmfb-input models in two domain adaptation settings.
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1. INTRODUCTION

End-to-end automatic speech recognition (ASR) that directly converts acoustic features into a symbol sequence is very attractive since they have a simple architecture, and we can design and develop ASR systems easily. It realizes faster decoding than the conventional DNN-HMM hybrid ASR systems. There are several major approaches to end-to-end ASR systems: connectionist temporal classification (CTC) approaches [1–4] and sequence-to-sequence (seq2seq) approaches such as RNN-transducers [5], attention-based encoder-decoder models [6–11], and transformer-based models [12,13]. These approaches generate a symbol sequence without requiring latent state transition models such as HMMs. Although the end-to-end speech recognition model achieves high performance, it requires a much larger amount of paired data of speech and transcription than the conventional hybrid model.

Several previous works attempted to use unpaired texts for improving end-to-end ASR. Tjandra et al. [14,15] investigated the combination of seq2seq ASR and TTS to realize a deep learning-based speech chain model. Hayashi et al. [16] proposed a back-translation-style data augmentation for ASR. With text-only data, they trained a text encoder to estimate the ASR hidden states. Karita et al. [17,18] used autoencoders to leverage speech-only data and text-only data. These autoencoders learn features from speech-only and text-only datasets by switching the encoders and decoders used in the ASR and TTS models. These methods can be effective for enhancing the ASR models in the same domain. However, it is difficult for the end-to-end model to be adapted to a new target domain, as the vocabulary and language model are often different from one domain to another. When we have a large amount of text data for the domain, it is straightforward to generate speech data from the text for adapting ASR models to a new domain. Inspired by the recent progress of seq2seq TTS, we have investigated this approach.

In our previous work [19,20], we proposed utilizing speech synthesis to generate acoustic features for training end-to-end ASR models from new-domain texts. Recently, seq2seq neural speech synthesis models have also been developed [21–24]. In contrast to conventional text-to-speech (TTS), a seq2seq model realizes TTS with very simple architecture, and its training is much easier.
Moreover, it has been shown to achieve naturalness comparable to human speech \cite{22,24}. TTS efficiently makes it possible to generate paired-data, covering the new target domain. However, speech synthesizers are usually trained with a single speaker and do not have speaker diversity. This may be a serious problem for ASR, which needs to cover a variety of speakers. Therefore, we extended the Tacotron 2-based speech synthesis framework to generate multi-speaker speech using speaker embedding in seq2seq speech synthesis \cite{20}. Training a speech synthesizer with a large number of speakers is expected to generate useful speech data for ASR model training and eventually solve the data sparseness problem.

However, the performance gain by the data augmentation with TTS is still limited compared with that by real speech data. It is because the quality of speech data generated by TTS is not realistic; we observe the spectrum is blurry, particularly on the time dimension. Actually, the time resolution of the artificial spectrum is not sufficient because the TTS model estimates the spectrum of several contiguous frames at one decoding step for stable training and fast inference. While it is not easy to fix this problem in the Tacotron 2 side, we can generate a high-quality speech waveform with the state-of-the-art vocoder. In this work, we adopt the waveform-based data augmentation with TTS. This scheme allows for another option of designing a complete end-to-end ASR model from waveform to a word sequence. Here, we introduce CNN-based feature extraction as a front-end. It is compared with the log Mel-scale filterbank (lmfb)-based ASR systems, where (1) lmfb is generated from the waveform, and (2) lmfb is generated by the Tacotron 2. This comparison of the waveform-based model and the two kinds of lmfb-based model is a major contribution of this paper. As data masking methods such as SpecAugment show a significant effect in the lmfb-based systems, we also design a masking method in the waveform-based end-to-end ASR.

In the rest of the paper, we first review the seq2seq model for ASR and TTS in Sects. 2 and 3. Section 4 explains the proposed seq2seq speech synthesis for data augmentation for seq2seq ASR. Section 5 describes the waveform-input ASR and the masking method designed in this study. Experimental evaluations using several settings are presented in Sect. 6.

2. ATTENTION-BASED ENCODER-DECODER SPEECH RECOGNITION MODEL

We first review a basic approach to end-to-end speech recognition adopted in this study. The attention-based encoder-decoder model is a seq2seq model \cite{6–11}. This architecture has two distinct networks. One is an encoder network, which maps an acoustic feature sequence to a distributed representation of the same length \( T \). Using this intermediate information, the decoder network predicts a symbol sequence whose length is \( L (L \leq T) \). The decoder network uses only a relevant portion of the encoded sequential representation for predicting a symbol at each time step using the attention mechanism. The encoder is implemented with a multi-layer bidirectional RNN such as LSTM, and the decoder usually consists of a 1-layer unidirectional RNN followed by a softmax output layer.

The attention-based model is formulated as follows. The encoder transforms an acoustic feature sequence \( X = (x_1, \ldots, x_T) \) to intermediate representation vectors \( H = (h_1, \ldots, h_T) \). Then, the decoder predicts \( y = (y_1, \ldots, y_L) \) that denote a length-\( L \) sequence of target symbols, where \( y_l \in \{1, \ldots, K\} \) and \( K \) is the number of target symbols. In the following decoding step, the hidden state (memory) activation of the RNN-based decoder at the \( l \)-th time step is computed as

\[
s_l = \text{Recurrence}(s_{l-1}, g_l, y_{l-1})
\]

where \( g_l \) and \( y_{l-1} \) denote a “glimpse” at the \( l \)-th target label and the predicted symbol at the previous step. The glimpse \( g_l \) is a weighted sum of the encoder output sequence as

\[
g_l = \sum_t \alpha_{l,t} h_t
\]

where \( \alpha_{l,t} \) is an attention weight of \( h_t \). In this work, we use a location-based attention mechanism formulated as follows.

\[
e_{l,t} = w^T \tanh(Ws_{l-1} + Vh_t + Uf_{l,t} + b)
\]

\[
f_l = F \star \alpha_l^{l-1}
\]

\[
\alpha_{l,t} = \frac{\exp(e_{l,t})}{\sum_{t'} \exp(e_{l,t'})}
\]

where \( \star \) denotes a 1-dimensional convolution. Using \( g_l \) and \( s_{l-1} \), the decoder predicts the next symbol \( y_l \) as:

\[
y_l \sim \text{Generate}(s_{l-1}, g_l)
\]

where a Generate function is implemented as follows.

\[
R \tanh(Ps_{l-1} + Qg_l)
\]

The objective function for training the attention models is a cross-entropy loss calculated between the predicted symbol sequences and the target oracle symbol sequences. We prepare special symbols for denoting the start-of-sentence (\( \langle \text{so} s \rangle \)) and end-of-sentence (\( \langle \text{eos} \rangle \)). We use a beam search based on the log posterior probability \( p(y_l|X) \). The decoder completes the process when an \( \langle \text{eos} \rangle \) symbol is output.

2.1. SpecAugment

SpecAugment \cite{25} is a data augmentation method by masking both frequency and time domains randomly. Before input to the ASR model, the mask is applied to lmfb features. We randomly choose the value of \( f \), and then \( f_0 \) consecutive Mel frequency channels \( [f_0, f_0 + f] \) are masked, where \( f \) is first chosen from a uniform distribution from 0 to the frequency mask parameter \( F \), and \( f_0 \) is
chosen from $[0, v - f)$, where $v$ is the number of Mel frequency channels. Time masking is applied so that $t$ consecutive time steps $[t_0, t_0 + t)$ are masked, where $t$ is first chosen from a uniform distribution from 0 to the time mask parameter $T$, and then $t_0$ is chosen from $[0, \tau - t)$. The Lmfb values in the range of masked areas are replaced with 0. We did not use time-warping and used two masks in the time domain and one mask in the frequency domain.

3. Tacotron 2 Based Sequence-to-Sequence Speech Synthesis

3.1. Tacotron 2

Seq2Seq speech synthesis generates speech from a character or phone sequence. It has a much simpler architecture than conventional speech synthesis approaches that require many modules and considerable manual tuning effort. These systems have recently achieved a very high mean opinion score (MOS), comparable to human speech [22]. In this work, we use a Tacotron 2 [22] based model since it is easier to design a multi-speaker model than Transformer-based speech synthesizer models. It is composed of an encoder-decoder network with an attention mechanism that generates acoustic features or vocoder parameters from a phone or character sequence. The encoder network maps a character sequence into a distributed representation via character embedding, three convolution layers, and one-layer BiLSTM. The decoder network predicts some consecutive frames of Lmfb features at each decoding step using a location-sensitive attention mechanism [7].

To implement the multi-speaker TTS, we add a speaker ID as another input of the TTS model. We compose an embedding layer and a softsign activation function for speaker embedding. The speaker embedding is added as a bias to the 2-layer output in the decoder and the convolution output in the encoder. For fast and stable training, a reduction rate is used as an additional hyper-parameter, which means the number of contiguous frames that the TTS model estimates at one decoding step. When we set a smaller reduction rate such as 2, we observed a large number of failures in speech generation during training the multi-speaker TTS with a spontaneous speech dataset. In this work, we set the reduction rate to 5.

3.2. Vocoder

With Tacotron 2, we can generate Lmfb features from a text sequence. After that, we need a vocoder that converts Lmfb features into a waveform. There are several options for vocoders. We can use Griffin-Lim vocoder [26] and WORLD vocoder [27] without any DNNs. On the other hand, DNN-based vocoders such as WaveNet [28], WaveRNN [29], and WaveGlow [30] can generate high-quality waveforms. In this work, we use the WaveNet model since it can achieve high performance and thus is adopted in many other works [22,31–33]. The WaveNet is composed of a dilated CNN-based autoregressive model that estimates a waveform value. To predict a waveform value, we use the Lmfb features as condition values. At training time, the condition values are the Lmfb features converted from real speech. At inference time, they are the Lmfb features generated by Tacotron 2.

4. TTS for ASR Training

One of the major problems of the end-to-end ASR systems is that it requires a large amount of training data and is difficult to be adapted to a new domain using text-only data. We investigate leveraging seq2seq speech synthesis to augment the training data for speech recognition (Fig. 1).

We collect text from a target domain where we want to perform speech recognition and generate speech using the text. This scheme not only enhances the language model capability but also learns acoustic patterns of the text, including domain-specific words.

However, speech data generated by a single speaker TTS has less diversity. In our seminal work [20], we introduced multi-speaker TTS to acquire speaker diversity by adding speaker embedding to the Tacotron 2 architecture. Similar efforts have been made by Rosenberg [32], Rossenbach [34], and Huang [33] based on speaker-ID embedding for data augmentation. Rosenberg et al. [32] introduced multi-speaker TTS for data augmentation using hierarchical VAE and the WaveNet-based vocoder. Rosenberg et al. [34] used GST-based speaker embedding and the Griffin-Lim vocoder to synthesize speech waveforms. Huang et al. [33] used a multi-speaker TTS for speaker adaptation of ASR and the WaveNet-based vocoder.

---

1Although Tacotron 2 includes not only spectrogram generation network but also vocoder network in the original paper, “Tacotron 2” is referred to the spectrogram generation network in this work.
Although the multi-speaker TTS enhances ASR model training, the quality of the lmfb features generated by the Tacotron 2 based model is not sufficient compared with the real lmfb features. Figure 2 shows the comparison of real and generated speeches (lmfb features) for the same texts. It is observed that the TTS model generates lmfb features reasonably in the low-frequency regions, but the generated lmfb features in the high-frequency regions are vague or almost blurry compared with the real speech. Moreover, we can see the generated speech sometimes includes unnatural silence in the right example (around 250-th frames). Generally, the magnitudes of low-frequency bins are larger than those of the high-frequency bins and the silence parts. When the Tacotron 2 based model focuses on minimizing the L1 loss between predicted and ground-truth lmfb features, the prediction performance in the high-energy parts is sufficient, but the information of low-energy parts and silence tends to be diminished. Moreover, by using the reduction rate to make the training of the TTS model stable and its inference faster, the predicted lmfb features may be over-smoothed.

Considering that we must generate a huge amount of speech data, it is not easy to fix this problem in the Tacotron 2 side. To generate high-quality speech data, we turn to the WaveNet vocoder. Figure 3 shows lmfb features generated by TTS models. In the top (a), the TTS model generates lmfb feature with a 50 ms window and 12.5 ms shift, which TTS models typically use. In the middle (b), we compute the lmfb feature from the waveform generated by applying WaveNet to (a). In the bottom (c), the TTS model generates the lmfb feature with parameters that ASR models typically use. We observe that the lmfb feature, in particular the harmonic structure in low-energy parts, becomes clear after applying the WaveNet vocoder, and thus expected to be effective for ASR model training. Thus, we investigate the waveform-based data augmentation with TTS. Specifically, we compare the following three configurations.

4.1. Lmfb-output TTS and Lmfb-input ASR

In this method, lmfb features are directly generated by TTS (Fig. 4A). This method is computationally efficient since we do not generate waveforms. However, we change the setting of TTS to match the typical ASR systems. While typical TTS systems predict lmfb features based on 80 channels using a 50 ms window with a shift of 12.5 ms, we adopt a 25 ms window with a shift of 10 ms to compute
40-channel Lmfb, which is typically used in the ASR model. We train the Tacotron 2 model with this ASR-matched setting. We also train the Tacotron 2 model with TTS-matched setting and the ASR model with TTS-matched setting in an experiment.

4.2. Waveform-output TTS and Lmfb-input ASR

As general ASR systems input Lmfb features, we convert waveforms generated by TTS to Lmfb (Fig. 4B). As shown in Fig. 3, this Lmfb has better quality than the Lmfb generated by TTS. We compute 40-channel Lmfb features using a 25 ms window with a shift of 10 ms for the ASR input. It is the widely-used setting in ASR.

4.3. Waveform-output TTS and Waveform-input ASR

In this study, we design a seq2seq ASR system whose input is a raw waveform (Fig. 4C). This ASR system is an end-to-end ASR from a waveform to a word sequence. We describe the detail of the feature extraction part and the masking method in Sect. 5. The Tacotron 2-based model predicts 80-channel Lmfb features using a 50 ms window with a shift of 12.5 ms, and then the WaveNet model generates waveforms from these Lmfb features.

5. WAVEFORM-INPUT ASR

There are many previous works on learning acoustic models from raw waveforms [35–40]. Jaitly et al. [35] modeled a waveform using a restricted Boltzmann machine. Palaz et al. [36,38] used CNN for extracting acoustic features from speech signals. Tüské et al. [37] analyzed which acoustic features, including waveforms, were effective for training acoustic models. Sainath et al. [39] proposed feature extraction that consisted of two convolution layers for reducing temporal variations and reducing frequency variations. Ravanelli et al. [40,41] used SincNet, which is a learnable filter based on the band-pass filter. Recently, many works proposed feature extraction in an end-to-end manner. Tjandra et al. [42] proposed a CNN-based feature extraction architecture for an attention-based model and pretrained the model by minimizing the mean squared distance between Lmfb features and the output of the model. Zeghidour et al. [43] presented an end-to-end speech recognition system based on convolution layers without RNNs.

5.1. Feature Extraction

We adopt a CNN-based model proposed by Zeghidour et al. [43]. First, we apply a $2 \times 1$ filter initialized by a pre-emphasis filter ($[-0.97, 1]$). We then apply a CNN with several channels (40 in this work) and a 1-time sample stride. After taking absolute values, the Hanning window is applied to unify time frames. After processing with $\log(1 + \text{abs}())$, instance normalization [44] is applied to normalize across each channel. Finally, we use frame stacking [3] in which we stack and skip some frames to make a new super-frame. Figure 5 shows this feature extraction part and the masking method in Sect. 5.2.

After frame stacking, we apply the attention-based encoder-decoder model described in Sect. 2 to predict the symbol sequence. Based on the cross-entropy between the predicted sequence and the ground-truth sequence, we can update not only the parameters of the attention-based model but also those of the feature extraction part. We expect that the model can extract more effective features for speech recognition than Lmfb features. In this model, we do not conduct any pretraining or particular initialization except for the pre-emphasis filter. The CNN filters are initialized with random values drawn by He initialization [45].

5.2. Data Augmentation by Masking

In the attention-based model using Lmfb features, we can apply data augmentation methods such as SpecAugment [25]. In the waveform-input model, we apply data augmentation after instance normalization in a similar manner. However, in a preliminary experiment, we observe that the masking was not effective when updating all parameters including feature extraction during the training. Therefore, we first train the entire waveform-input ASR model without masking. We then fix the parameters of the feature extraction part and fine-tune the attention-based model part by using masking. The masks are randomly chosen since the order of filters is meaningless, unlike Lmfb features.
6. EXPERIMENTAL EVALUATIONS

6.1. Datasets and Tasks

All experiments are conducted with Japanese TTS and ASR systems. We use the JSUT corpus [46] to train a single speaker Tacotron 2 model. JSUT has a recording of 7,607 utterances of prompt texts read aloud by a female speaker with a total duration of ten hours. We converted the sampling rate to 16 kHz for all datasets. We used 33 phone classes as input. They include special tokens for pause, word boundary, and end of the sentence. For extracting word segmentation and phone sequence of texts, we used MeCab\(^2\), a CRF-based Japanese morphological analyzer.

We primarily used the the Corpus of Spontaneous Japanese (CSJ) [47] to train the ASR model and multi-speaker Tacotron 2 model. CSJ has two distinct sub-corpora, Academic Presentation Speeches (APS) and Simulated Public Speeches (SPS). APS consists of academic presentation speeches in nine different academic societies (engineering, humanities, and social and behavioral sciences). It has 986 speakers (male: 809, female: 177) with 162,259 utterances and 247.9 hours. SPS consists of simulated presentation speeches about everyday topics. It has 1,704 speakers (male: 799, female: 905) with 238,108 utterances and 281 hours. We added all distinct words that occur more than twice in the training data and special tokens ((sos), (eos), and (UNK)) to the vocabulary. The vocabulary sizes were 24,286 for SPS and 34,305 for combination of APS and SPS. CSJ provides the official testsets of APS and SPS. The APS testset has 1.83 hours of speech and 26,028 words, and the SPS testset has 1.31 hours of speech and 17,134 words. CSJ contains many hours of speech and 26,028 words, and the SPS testset has 1.31

We also trained neural language models with 3 layers of unidirectional LSTMs with 256 filters, and one-layer BiLSTM with 256 cells. The location-sensitive attention mechanism [7] summarizes the encoder outputs. The attention weight at each decoding step is calculated by using the 128-dimensional projected vectors of the decoder LSTM state, the encoder output sequence, and the location features. The location features are calculated by convolving 32 one-dimensional convolution filters with a length of 31 to the cumulative vector of the attention weights in all past decoding steps. The pre-net consists of two fully-connected linear layers with 256 ReLU units. We sum the pre-net output, the speaker embedding, and the encoded representation with the attention vector. The decoder network consists of 2-layer unidirectional LSTMs with 1,024 memory cells. The decoder LSTM outputs, together with the attention context vector, were passed through a linear projection layer to predict five frames of the target Lmf features.

Figure 6 shows examples of generated speech of the multi-speaker model. We generated these pieces of speech from the same text and different speaker IDs. It is confirmed that the multi-speaker model could produce various speakers’ speech as these Lmf features and waveform were different in terms of the length of speech and the spectrum patterns because the Tacotron 2 based model not only generates the Lmf features but also estimates the lengths of them.

For synthesizing the waveform, we used WaveNet [28] vocoder\(^3\) with conditioning on 80-dimensional Lmf features of the TTS setting\(^5\). The upsampling layer assumes

---

\(^2\)http://taku910.github.io/mecab

\(^3\)We evaluated the quality of TTS model in [48].

\(^5\)https://github.com/NVIDIA/nv-wavenet
the lmfb features with a frame shift of 12.5 ms. The dilation was 1, 2, 4, ..., 128, 1, ..., 128 repeatedly, and the total number of layers is 16. Each dilated CNN has 128 channels with a kernel size of 2. We used the PyTorch [50] toolkit to train all networks with Nvidia TITAN RTX.

The TTS system often fails to generate some pieces of speech correctly. For example, some synthesized speech samples were silent, and their lengths were too short. On the other hand, the lengths of some speech samples were too long. We discarded speech samples if they are not within some thresholds.

5In a preliminary experiment, we observed that the WaveNet with the typical ASR setting (40-channel, and 10 ms shift and 25 ms window) does not generate a waveform properly.

### 6.3. Results of Waveform-input ASR vs. Lmfb-input ASR

We compared the performance of two ASR systems in Table 1: one is the standard ASR, whose input is lmfb features. The other is the waveform-input ASR, whose input is raw waveforms. In this table, we evaluated the models trained using the SPS (281 hours) and APS+SPS (528.9 hours) datasets on the APS and SPS test sets. We also applied SpecAugment to the lmfb-input ASR, and the masking method presented in Sect. 5.2 to the waveform-input ASR. The waveform-input ASR performed comparable to or better than the lmfb-input ASR in all cases. There are significant differences in the WERs for the APS testset using SPS and the SPS testset using APS+SPS. For the APS testset using SPS training set, the waveform-input ASR with masking achieved WER of 20.92%, which is much better than the lmfb-input ASR with SpecAugment. We use the waveform-input ASR with masking and the lmfb-input ASR with SpecAugment as the baseline. We also use the models using APS+SPS dataset as the oracle model.

### 6.4. Results of Simulated Domain Adaptation to APS

In order to simulate a domain adaptation scenario, we chose SPS as a source domain and APS as a target domain since domain adaptation to academic topics from general topics is often required. Using the source domain data, we trained the baseline ASR model and the multi-speaker speech synthesizer. For the target domain, we assumed only text transcription data for adaptation. We generated speech data from the texts of the target domain to retrain the ASR model.

The results are shown in Table 2. By using the text-only data of APS, we synthesized about 209 hours of speech data. The baseline WERs were over 20%, as shown in Table 2. When we applied an LM shallow fusion using the APS text, the improvement was limited since the APS topics is different from the SPS topics. If we can prepare real speeches for the APS dataset, both the lmfb-input and waveform-input ASR models achieved WER of 9.23%. When we used the single-speaker Tacotron 2 model for synthesizing the additional training data, a large improvement from the baseline is obtained. Among them, "wave-
form-output TTS and lmfb-input ASR” is better than “lmfb-output TTS and lmfb-input ASR.” The best WER in the single speaker setting was 12.90% with the “waveform-output TTS and waveform-input ASR.” After the domain adaptation, the LM fusion leads to a large improvement.

The multi-speaker models obtained over 0.6% WER reduction from the single speaker models in all settings. In this experiment, we compared two settings of “lmfb-output TTS and lmfb-input ASR”: ASR-matched setting (40-channels using a 25 ms window with a shift of 10 ms) and TTS-matched setting (80-channels using a 50 ms window with a shift of 12.5 ms). It is shown that the former is outperformed by the latter, but they are behind the performance of the waveform-output using the WaveNet vocoder, which improved the quality of lmfb features. In this case, too, the best WER of the augmented model was 12.27% with the “waveform-output TTS and waveform-input ASR” with the multi-speaker model. This model improved the WER by 41.01% relatively from the model without domain adaptation. These results show that the waveform-output TTS using WaveNet makes the ASR model better than the lmfb-output TTS. The waveform-input ASR realized further improvement.

Table 3 shows how the adapted model recognizes unknown words that do not appear in the target domain. When we use only SPS vocabulary, 1,143 words of the APS testset cannot be recognized. Among them, 905 words (80.05%) are included in the augmented (SPS + APS) vocabulary. The “data augmentation method (waveform-output TTS and waveform-input ASR)” in Table 2 correctly recognized 782 out of 1,143 words (68.42%). It enhanced the ASR model’s language model capability and recognized a majority of new words.

### 6.5. Results of Adaptation to Newspaper Domain

**Leveraging a Large Amount of Newspaper Texts**

Next, we conducted adaptation to a newspaper domain. For this experiment, we used the JNAS dataset [51]. JNAS is a read speech corpus of Japanese newspaper articles. It has 85.5 hours for training data and 20 minutes for testset. For synthesizing training data for the JNAS testset, we also used an external language resource. We collected 500k sentences randomly from newspaper articles of Mainichi Shinbun, one of the major newspapers in Japan.

Table 4 shows the evaluation of adaptation to the newspaper domain using the JNAS testset. In this evaluation, we used the real speech of both CSJ-APS and CSJ-SPS (528.8 hours) to train the ASR and multi-speaker TTS models. We generated 58 hours speeches from the JNAS transcript. The original JNAS data provides 85.5 hours of real speeches. The generated speech is much shorter than the real one because we do not use the silence as an input label of TTS, and the silence, including short pause, is not inserted in the synthesized speech. We also generated 768.9-hour data from 500k newspaper articles. The lmfb-input and waveform-input ASR using only the CSJ dataset obtained WERs of 15.79% and 13.79%. They are very high because the CSJ domain is different from the JNAS domain. When we mixed the CSJ and original JNAS dataset, the WERs were 5.24% and 5.52%. The models that used the CSJ and synthetic JNAS dataset improved approximately 4~5% in WERs from the baseline CSJ model. When a large amount of speech was generated
using newspaper articles, a large improvement is achieved. The best WER was 7.95% with the “waveform-output TTS and waveform-input ASR.” This result showed that the waveform-input ASR enhanced with the data augmentation is most effective when preparing a large amount of synthesized data.

7. CONCLUSION

In this paper, we have presented the waveform-based data augmentation method for end-to-end ASR systems. To realize the waveform-output TTS, we use the WaveNet vocoder. The WaveNet vocoder makes better lmfb features, improving the ASR performance. To fully utilize waveform-output TTS, we have also designed the waveform-input ASR and a fine-tuning method by masking. We have shown that the masking method for the waveform-input ASR achieved comparable or better performance than the standard lmfb-input ASR with SpecAugment. We have also demonstrated that the waveform-output TTS and waveform-input ASR achieved better performance than the waveform-output TTS and lmfb-input ASR in two domain adaptation scenarios. Future work includes improvement of multi-speaker TTS model for spontaneous speech for generating better and more data set.
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