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Abstract—Federated learning (FL) allows multiple clients to collaboratively learn a globally shared model through cycles of model aggregation and local model training, without the need to share data. Most existing FL methods train local models separately on different clients, and then simply average their parameters to obtain a centralized model on the server side. However, these approaches generally suffer from large aggregation errors and severe local forgetting, which are particularly bad in heterogeneous data settings. To tackle these issues, in this paper, we propose a novel FL framework that uses online Laplace approximation to approximate posteriors on both the client and server side. On the server side, a multivariate Gaussian product mechanism is employed to construct and maximize a global posterior, largely reducing the aggregation errors induced by large discrepancies between local models. On the client side, a prior loss that uses the global posterior probabilistic parameters delivered from the server is designed to guide the local training. Binding such learning constraints from other clients enables our method to mitigate local forgetting. Finally, we achieve state-of-the-art results on several benchmarks, clearly demonstrating the advantages of the proposed method.
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I. INTRODUCTION

TRADITIONAL machine learning requires data to be aggregated in a centralized manner. However, due to potential privacy leaks and communication overheads, it is unrealistic to centralize data when there are multiple parties participating in the learning process. Thus, FL (FL) has been introduced to train a globally shared model without the need to transfer data from multiple parties [1]. Due to the strict requirements to protect data privacy, each participant can only access its own data to train a local model and optimize a local objective function. Thus, instead of directly optimizing a global objective function over all data, FL aims to optimize an overall separable objective function constructed from the sum of all local objective functions of participants in a data-isolated environment.

In practice, the standard FL paradigm involves two iterative stages: (1) Aggregation: A global model $M_S$ is aggregated in the server using local models from clients and then distributed to these clients. (2) Local Training: After receiving $M_S$, each client trains its model on its own dataset $D_n$, and then uploads its local model to the server. After a few series of iterations, FL can obtain a global model that achieves similar performance to the traditional centralized approach. FedAvg [2] is the first to propose this paradigm, achieving competitive performance to several centralized approaches on homogeneous data (i.e. data that has an identical statistical distribution for different clients).

However, since real-world environments typically differ among clients, local data from different clients generally follow to different statistical distributions, i.e. are heterogeneous. As shown in [3], [4], compared to the results on homogeneous data, both the convergence rate and final accuracy of FedAvg [2] on heterogeneous data distribution are significantly reduced. The inherent reason for this performance degradation is the fact that the heterogeneity of data over clients makes locally optimized neural networks heterogeneous as well, resulting in a multimodal mixture of local posteriors. Further, the simple strategy applied in FedAvg is actually equivalent to optimizing models on a mixture of local posteriors (discussed in Section III). Such a multimodal mixture inevitably leads to two problems: large aggregation error and severe local forgetting, which are discussed in more detail as follows.

Aggregation error - from server side aggregation: A standard aggregation method for FL is proposed in FedAvg [2], which simply takes a weighted element-wise average on the parameters of local models using the sample ratios of the clients. This simple averaging method is effective in learning over homogeneous data, since the parameters of local models share exactly the same posterior probability distribution, which is also equal to the global posterior of the server. However, for heterogeneous data distribution, parameters of different local models have diverse posterior probability distributions, as shown in Fig. 2. Due to
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the discrepancy between the local modes, simply averaging the parameters will cause the aggregated posterior probability to have a larger uncertainty than that of the homogeneous data. For example, when the posterior follows a Gaussian distribution, the classical FedAvg is equivalent to collapsing a mixture of local Gaussian posteriors into a Gaussian. Thus, it always yields a model with low posterior probability because of the unreasonable multimodal mixture of local heterogeneous posteriors, as shown in Fig. 2. Therefore, the model aggregated on the server undoubtedly lacks confidence in predictions and, consequently, the degree of generalization is also low. For simplicity, in this paper, we refer to this problem as aggregation error (AE).

Local forgetting - from client side training: After the server side aggregation, the global model is distributed to multiple clients as an initialization for further local training. When training over homogeneous data, local likelihood distributions are identical for all clients. As such, the locally optimized models are able to generalize well among clients by maximizing the local likelihood distributions. However, the generalization ability of local models is significantly reduced when training over heterogeneous data distribution. After a globally optimized model is received from the server side and trained on the client side, local parameters are only equal to the global mode at the beginning of training. During local training, because of the heterogeneous likelihoods, the original local parameters are shifted and pushed to the local modes, as demonstrated in Fig. 2. This causes the local probabilities to be pushed far away from the global posterior, as well as other local heterogeneous posteriors. Once the local training is completed, the local models can perform well on the corresponding local dataset, but usually achieve low precision on heterogeneous clients. In other words, local training makes local models forget the knowledge learned from other clients. Such forgetting will lead to large AE in the next round of training due to the displacement of local modes. In this paper, we refer to this reduction in the ability to generalize the local models to heterogeneous data as local forgetting (LF).

To tackle the issues mentioned above, we propose a novel FL framework from a Bayesian perspective. The most direct benefit of this probabilistic framework is that we can use Gaussian distributions to approximate both the local posterior of each client and the global posterior of the server. Thus, the original problem of probabilistic optimization can be easily transformed to a Laplace approximation problem, for which several established properties and algorithms can be used. Through the variational inference of posteriors, we can theoretically analyze why the parameter averaging induces the problems of AE and LF, and successfully solve them by maximizing the global posterior in both the aggregation and local training steps.

On the server side, we apply the Gaussian product method to obtain the expectation and covariance of the global posterior probability by multiplying the local posteriors with the local posterior probabilistic parameters uploaded by the clients. The product of a Gaussian distribution is also strictly a Gaussian form, for which a convex function can be easily optimized. Conversely, the mixture of Gaussian used for parameter averaging may not necessarily be Gaussian. Additionally, the previous work [5] analyses the topography of multivariate Gaussian mixtures and proves that the model parameters obtained by the Gaussian product lie on the ridges. Accordingly, our aggregation method can obtain a better posterior probability in a product of posteriors than the simple averaging method, thus reducing the aggregation error.

On the client side, we develop a prior iteration (PI) strategy, treating the global posterior probabilistic parameters distributed from the server as priors. With PI, we derive a prior loss from the prior distribution for local training. Minimizing the prior loss is equivalent to maximizing the global posterior approximated by the product of multiple local posteriors in the last round of training. Therefore, by adjusting the weight of both the likelihood and the prior, our method is able to reach a compromise between localization and generalization, thereby maintaining a strong generalization ability by mitigating the local forgetting.

Besides, to effectively approximate a local posterior by a Gaussian in FL, we design a new federated online Laplace approximation (FOLA) module. By regarding the global posterior probabilistic parameters, including the expectations and covariances delivered from the server, as priors, FOLA can integrate all covariances of the previous FL process in an online manner. As a result, FOLA allows us to obtain local posterior probabilistic parameters evaluated online, which can be directly used in an FL framework.

Our contributions can be briefly summarized as follows:

- We first analyze the problems of federated learning from the perspective of posteriors rather than from the perspective of optimization as usual, and attribute them into the problems of aggregation error and local forgetting.
- Then, from the Bayesian perspective, we propose a novel Federated Online Laplace Approximation (FOLA) method to efficiently approximate Gaussian posteriors in a federated manner, instead of using centralized Laplace Approximations.
- Based on FOLA, we propose a Gaussian product method to construct a global posterior on the server side and a prior
iteration strategy to update the local posteriors on client sides, both of which are easy to optimize. By successfully maximizing these posteriors of the server and clients, we can simultaneously reduce the aggregation error and local forgetting.

- Finally, we conduct experiments on several commonly used FL benchmarks and demonstrate the superiority of our framework compared with strong baselines in terms of various metrics.

The rest of the paper is structured as follows. Section II describes related work, Section III details the problem setup and introduces our FL framework including the aggregation strategy and the prior loss. Finally, we report and analyze the experimental results in Section IV, and we draw our conclusions in Section V.

II. RELATED WORK

A. Bayesian Approximation

In this section, we first introduce some mathematical foundations to provide strong theoretical support for our model aggregation and local training strategies.

Based on Bayesian theory, [6], [7] introduce a practical Laplace approximation method to approximate the posterior probability using a Gaussian distribution \( \theta \sim N(\theta^*, H^{-1}) \). Generally, the expectation is set to the optimal parameter \( \theta^* \), and the positive semi-definite (PSD) diagonal precision is set to the inverse of the average Hessian matrix. Specifically, if \((x, y)\) is a sample pair with input \(x\) and target \(y\), the average Hessian matrix can be calculated by \( \hat{H} = -\frac{1}{|D|} \sum_{(x, y) \in D} H_{\ln p(y| x, \theta)} \), where \( H_{\ln p(y| x, \theta)} \) is the Hessian of the log posterior \( \ln p(y|x, \theta) \) for each sample pair \((x, y) \in D\). However, both the time and space complexities of directly computing \( \hat{H} \) are \( O(d^3) \), where \( d = |\theta| \) is the number of parameters, making the above approximation difficult to implement.

In order to reduce the computational overhead, some methods [8], [9] use a generalized Gauss-Newton (GGN) matrix \( G \) calculated by the Levenberg-Marquardt algorithm in \( O(d) \) to approximate \( \hat{H} \). The matrix \( G \) is defined as \( G = \sum_{(x, y) \in D} J_y^T H_L J_y \), where \( H_L \) is the Hessian of the loss \( L(y, z) \) evaluated on the output \( z = f(x, \theta) \), and \( J_y \) is the Jacobian of \( f(x, \theta) \) w.r.t. the parameters \( \theta \). In [10], [11], a quadratic form of the Fisher information matrix \( F = E_{p(y|x, \theta)} [\nabla \log p(y|x, \theta)]^T \nabla \log p(y|x, \theta) \) is provided. Thus, the negative expected Hessian of the log likelihood is equal to the Fisher information matrix \( -E_{p(y|x, \theta)} [H_{\ln p(y| x, \theta)}] = F \), so the matrix \( F \) can be used to approximate \( \hat{H} \). Some works [12], [13] show that the GGN and Fisher matrix are equivalent to each other for several common loss functions, such as the cross-entropy loss and squared loss.

Additionally, the method in [14] selects an empirical Fisher information matrix calculated by \( \hat{F} = \frac{1}{|D|} \sum_{(x, y) \in D} \nabla \ln p(y|x, \theta) \nabla \ln p(y|x, \theta)^T \), which is a crude and biased approximation of \( F \). As mentioned in [15], \( \hat{F} \) is low-rank so its diagonal can be computed by \( \text{diag}(\hat{F}) = \frac{1}{|D|} \sum_{(x, y) \in D} \text{sq}([\nabla \log p(y|x, \theta)]) \), where \( \text{sq}(...) \) denotes the coordinate-wise square function. If we assume \( \hat{F} \) is diagonal, both the time and space complexity of calculating \( \text{diag}(\hat{F}) \) are \( O(d) \), making the Laplace approximation
A method easy to implement. In [7], [16], [17], [18], the inverse of the diagonal of the empirical Fisher information matrix and the Laplace approximation are combined to approximate the expectation and covariance of the posterior probability, which works well for their target tasks. Moreover, in [18], a derivation of ordinary differential equations for optimization is used to prove that the accumulation of gradient squares multiplied by the learning rate of the optimization steps is equivalent to the diagonal of the Hessian matrix.

Besides, a multivariate normal mixture method [5] illustrates that, by using a ridge line manifold that contains all critical points, the topography or density of mixing multiple Gaussian distributions can be analyzed rigorously in lower dimensions. Further, all critical points (modes, antinodes and saddlepoints) of $N$-component multivariate normal density are shown to be the points in an $N-1$ dimensional hypersurface \[ \theta = (\sum_{n=1}^{N} \pi_n \Sigma_n^{-1})^{-1}(\sum_{n=1}^{N} \pi_n \Sigma_n^{-1} \mu_n), \alpha \in [0, 1], \sum_{n=1}^{N} \pi_n = 1 \], where $\mu_n$ and $\Sigma_n$ are the expectation and covariance of a multivariate Gaussian distribution.

B. Federated Learning

Recently, in order to solve collaborative training tasks, the machine learning community has been paying more attention to federated learning. FedSGD [2], a method directly adapted from the native SGD, is proposed to update the model on a server by averaging local one-step gradient descents. However, this approach has high communication costs during the whole training process until convergence and, more importantly, it leaks information about local data from the gradients [19]. To overcome these two disadvantages, the FedAvg method in [2], inspired by parallel SGD-related algorithms [20], [21], [22], [23], [24], replaces the one-step gradient descent scheme with multiple steps, empirically outperforming FedSGD in both efficiency and accuracy. However, it fails to work well under heterogeneous data settings.

The work in [4] shows that the accuracy reduction caused by heterogeneous data distribution can be explained by weight divergence. By creating a set of globally shared samples, the proposed method has an improved accuracy on heterogeneous data distribution but requires extra memory and additional training time on the client side. Based on FedAvg, FedProx [25] employs an isotropic penalty term $\frac{1}{2}||\theta - \theta_s||$, which restricts local models $\theta$ to be close to the server model $\theta_s$. However, the convergence rate of the isotropic FedProx is slowed down in some situations [26]. FedCurv [26] improves FedProx by treating the diagonal entries of the Fisher matrix $F$ as the anisotropic stiffness of parameters. It mitigates the weight divergence by optimizing a decomposed global posterior $p(\theta|D) = p(D_n|\theta) + p(\theta|D_n)$ during local training, where $D_n$ denotes a complement to the local data $D_n$ in the $n$-th client. However, FedCurv is unable to directly reduce the AE problem and, more importantly, it approximates $p(\theta|D_n)$ using an offline Fisher information matrix, resulting in a biased evaluation. Moreover, by taking advantage of the Beta-Bernoulli process, several methods [27], [28] employ a novel non-parametric algorithm based on FedAvg for federated optimization. These models solve the problem of the permutation-invariant nature of the neural network by finding the permutation of the parameters before averaging them.

Some recent FL research handles the heterogeneity of local data. FedNova [29] proposes a scalable aggregation method to consider the different dataset sizes of clients. SCAFFOLD [30] utilizes control variate to estimate the drift of directions of optimization. The above two methods improve FedAvg in AE and LF separately. The non-IID problem can be analyzed more clearly based on the Bayesian approach. VIRTUAL [31] uses a Bayesian network as the posterior distribution in client optimization. However, VIRTUAL decomposes the variational inference process for multi-task learning but ignores the AE problem, which aggregates received updates with simple probability multiplying, leading to slow convergence. FedPA [32] also regards each model as a Gaussian and uses Monte Carlo sampling to sample local models during local training and then statistics variance from the samples. It is inefficient because it requires sampling a lot of local historical models. FedBE [33] also implements Bayesian inference, leveraging the Monte Carlo method. FedBE approximates the model posterior using a Gaussian distribution and constructs a distillation-based method for training the global model. However, it requires additional unlabeled data on the server. FedSparse [34] uses a Gaussian prior over parameters and maintains a Bernoulli distribution to allow for sparsity in the local parameters. It mainly tackles the challenge of communication costs but has limited performance in model accuracy. In this paper, we intend to solve both AE and LF in a Bayesian variational inference way.

III. THE PROPOSED METHOD

In this chapter, we first formalize the federated learning framework and set out the objectives of the maximum posterior estimation. We then analyze the issues that arise from the federation aggregation model, pointing out from the Bayesian posterior perspective that simple aggregation strategies can lead to aggregation errors when client data is heterogeneous. This is because the means of the local posterior Gaussians of different clients can vary, as demonstrated in Fig. 2. To reduce aggregation errors, we propose a method that approximates the global posterior by using the product of posterior probabilities. Simultaneously, in order to minimize local forgetting, we propose a Prior Iteration method to constrain the training objectives of the clients. Finally, to satisfy the efficiency requirements of federated learning, we propose using the Federated Online Laplace Approximation to generate parameters for the local posterior distribution. We also analyze the algorithm complexity and security in the last section.

FL methods aim to obtain a globally optimal model on a central server from the models of multiple clients, which are responsible for collecting data in a privacy-protected manner. In fact, to find the optimal parameters $\theta$ in normal settings, maximizing the global posterior $p(\theta|D)$ is a common objective and easy to be solved. However, in FL, it is impossible to directly evaluate the global posterior $p(\theta|D)$. Note that $\theta$ denotes the model weights, $D = \{D_1, D_2, \ldots, D_N\}$ is a set of all data over the clients, and $N$ denotes the number of clients. The reason why it is difficult to directly estimate the posterior $p(\theta|D)$ lies...
in that participants are all banned from accessing the data $D$ in a centralized manner. Thus, in order to maximize $p(\theta|D)$, FL methods try to minimize an alternative separable objective function over clients,

$$\min_{\theta} \mathcal{J}(\theta) = \sum_{n=1}^{N} \pi_n \mathcal{J}_n(\theta), \quad (1)$$

where $\pi_n \in [0, 1]$ and $\sum_{n=1}^{N} \pi_n = 1$. Normally, $\pi_n$ is set to $\frac{m_n}{m}$, where $m_n$ is the number of samples provided by the corresponding client and $m$ is the total number of samples over all clients $m = \sum_{n=1}^{N} m_n$. In addition, if we assume that $(x, y)$ is a sample pair with input $x$ and target $y$, $\mathcal{J}(\theta)$ is an overall objective function for the whole learning system and $\mathcal{J}_n(\theta) = \mathbb{E}_{(x, y) \sim D_n}[L(\theta; (x, y))]$ is a local objective function on one client with its own local data $D_n$.

### A. Problem Analysis of Aggregation

Generally, minimizing the objectives on clients $\mathcal{J}_n(\theta)$ in (1) is equivalent to maximizing the corresponding posterior probabilities. The relationship between the overall objective function and multiple local posterior probabilities can be derived as:

$$\min_{\theta} \mathcal{J}(\theta) = \max_{\theta} \sum_{n=1}^{N} \pi_n p(\theta|D_n). \quad (2)$$

Actually, by maximizing the above mixture of local posteriors, classical FL methods aim to maximize $p(\theta|D)$ indirectly. To achieve this, most existing methods approximate the global posterior using a mixture of local posteriors $p(\theta|D) \approx \sum_{n=1}^{N} \pi_n p(\theta|D_n)$. Although the optimal parameter obtained in (2) is not necessarily the global optimal parameter of $p(\theta|D)$, it generally works sufficiently well in practice [2].

While the global posterior $p(\theta|D)$ can, to some extent, be well approximated by a mixture of local posteriors, it is difficult to optimize directly because local posteriors are intractable to compute for neural networks. Fortunately, in practice, a Gaussian distribution can be used to approximate the posteriors in a small neighborhood of the MAP estimate on single clients [31], [35], [36]. Although the Gaussian approximation introduces some error, on one hand, our client-side training is based on the same Gaussian prior, which will be described in Sec. III-C. On the other hand, the error will decrease in the process of model parameters approaching the optimal values through continuous iteration, as the first-order derivative is zero at the optimal value.

Considering the Laplace approximation under the theoretical framework of Bayesian neural networks in [6], [7], [35], without loss of generality, we assume that each posterior $p(\theta|D_n)$ follows a multivariate Gaussian distribution $q_n(\theta)$. This assumption is also used in variational continual learning [36], which acknowledges that while the true posterior distribution is certainly far more complex than the approximated distribution, leading to potential loss of information, this can be mitigated by storing historical data in memory. This effectively corresponds to the multi-round communication and training process in federated learning.

Furthermore, since the data of different clients are not entirely identical, different local posterior probabilities will have different local expectations and covariances. Thus, the local posterior probabilities can be defined as:

$$p(\theta|D_n) \approx q_n(\theta) \equiv \mathcal{N}(\theta|\mu_n, \Sigma_n), \quad (3)$$

where $(\mu_n, \Sigma_n)$ is a pair made up of the expectation and the covariance of the local posterior $p(\theta|D_n)$. The details on how to estimate the local expectations and covariances on clients will be introduced in Section III-D.

After applying (3) to (2), the mixture of local posteriors can be directly solved by a Gaussian mixture. However, finding modes on a Gaussian mixture [37] requires an extra heavy computing process. One efficient strategy is to collapse the mixture of $q_n(\theta)$ into a convex function, such as a Gaussian distribution function. Typically, it is easy to find the optima in a Gaussian function. In fact, previous works [2], [25] using the traditional FL framework are equivalent to optimizing $\theta$ on a multivariate Gaussian distribution by collapsing the mixture of $q_n(\theta)$. Thus, like the above assumption for the local posterior, we also assume that the global posterior is a Gaussian with an expectation $\mu_S$ and covariance $\Sigma_S$:

$$p(\theta|D) \approx q_S(\theta) \equiv \mathcal{N}(\theta|\mu_S, \Sigma_S). \quad (4)$$

In order to collapse the mixture of $q_n(\theta)$ into $q_S(\theta)$, we minimize the Kullback–Leibler (KL) divergence between them. The KL divergence is a well-known difference measure between two probability distributions. Obviously, minimizing the KL divergence will make the mixture of $q_n(\theta)$ closer to $q_S(\theta)$, which is defined as

$$\mu_S, \Sigma_S = \min_{\mu_S, \Sigma_S} KL\left(\sum_{n=1}^{N} \pi_n q_n(\theta) \parallel q_S(\theta)\right). \quad (5)$$

Once the KL divergence between the mixture of $q_n(\theta)$ and $q_S(\theta)$ is minimized, we are able to obtain the expectation and covariance of $q_S$:

$$\mu_S = \sum_{n=1}^{N} \pi_n \mu_n, \quad (6)$$

$$\Sigma_S = \sum_{n=1}^{N} \pi_n (\Sigma_n + \mu_n \mu_n^\top - \mu_S \mu_S^\top). \quad (7)$$

This can be further simplified by assuming $\Sigma_S$ is an identity matrix $I$, which is not involved in the minimization of (5). In traditional FL frameworks, FedAvg aggregates local models using (6). In addition, FedProx improves FedAvg by adding an isotropic penalty term during local training, which is equivalent to treating $\mathcal{N}(\theta|\mu_S, I)$ as the prior in the local training of the next round. More details are discussed in III-C.

When the data is homogeneous over clients, all $q_n(\theta)$ have a similar expectation and covariance, making their mixture convex-like in shape. In this case, the minimum value of the KL divergence obtained in (5) is very small, resulting in an accurate approximation of $q_S(\theta)$ to $\sum_{n=1}^{N} q_n(\theta)$. Thus, joint modes over all local posteriors can be easily found by (6) in the traditional FL framework. Further, the displacement of modes during local
training is small because the joint modes are close to the local modes. In other words, under the homogeneous data setting, the aggregation error of the traditional FL framework is inconspicuous and acceptable.

However, when the data is heterogeneous over clients, the mixture of \( q_n(\theta) \) is non-convex and multimodal, making the above approximation of (5) imprecise. As discussed in Section I, aggregating models using previous methods [2, 25] on the multimodal mixture inevitably results in a large aggregation error.

B. Bayesian Aggregation Strategy on Server - Multivariate Gaussian Product

In order to reduce the aggregation error, we propose a new constructed approximation of \( p(\theta|D) \) using a product of local posteriors instead of the mixture. Minimizing the objectives on clients \( J_n(\theta) \) in (1) is actually equivalent to maximizing the logarithm of the corresponding posterior:

\[
\min_{\theta} J(\theta) = \min_{\theta} \sum_{n=1}^{N} \pi_n J_n(\theta) \tag{8}
\]

\[
= \max_{\theta} \sum_{n=1}^{N} \pi_n \ln p(\theta|D_n) \tag{9}
\]

\[
= \max_{\theta} \ln \prod_{n=1}^{N} p(\theta|D_n)^{\pi_n}. \tag{10}
\]

Therefore, it is reasonable to approximate the global posterior by the product of all local posteriors \( p(\theta|D) \approx \prod_{n=1}^{N} p(\theta|D_n)^{\pi_n} \). After taking the above approximations of (4) and (3), we are able to approximate \( q_n(\theta) \) as the product of all \( q_n(\theta) \).

As we know, the product of Gaussians is not necessarily a Gaussian. However, when the data is heterogeneous over clients, the mixture of local posteriors has multiple optima. As a result, since a relatively high global posterior probability can be approximated by a product, our method is able to aggregate a global model in (12) that achieves better results on samples across all the clients than the simple averaging method. In other words, the aggregation error is successfully reduced.

C. Bayesian Training Strategy on Clients - Prior Iteration

On the client side, the local posterior \( p(\theta|D_n) \) can be decomposed into a likelihood \( p(D_n|\theta) \) and a prior \( p(\theta) \) by Bayes’ theorem as follows:

\[
\ln p(\theta|D_n) = -J_n(\theta) = \ln p(\theta) + \ln p(D_n|\theta) - \ln p(D_n), \tag{13}
\]

where \( p(D_n) \) is a constant when the dataset \( D_n \) is given.

In particular, we further propose a novel local training strategy, called prior iteration (PI), which regards the posterior \( p^*(\theta|D) \) corresponding to the aggregated model distributed from the cloud as a prior \( p(\theta) = p^*(\theta|D) \approx N(\mu_S, \Sigma_S) \). In fact, in the traditional FL methods, considering the aggregated model as an initial model for local training [2, 25] is equivalent to treating the aggregated model parameters as priori parameters. Furthermore, in continuous learning, the posteriors of old tasks can also be treated as priors when learning a new task. Thus, similarly, we can regard the global optimization of the entire data \( D \) as a global task and the local optimization a separate subtask. In this case, the posterior probability of global parameters on the cloud becomes the prior probability of local parameters on clients. Therefore, we rewrite the local posteriors as follows:

\[
\ln p(\theta|D_n) = \ln p^*(\theta|D) + \ln p(D_n|\theta) - \ln p(D_n). \tag{14}
\]

This strategy is an indispensable part of our Bayesian federated learning framework because it guarantees that the global covariance obtained by our method can be evaluated in an online manner. The existing similar work, such as FedCurv, evaluate the anisotropic stiffness of parameters in an offline manner. The existing similar work, such as FedCurv, evaluates the anisotropic stiffness of parameters in an offline manner. That is to say, after each client training is completed, an extra epoch is needed to obtain the stiffness of the current model parameters, during which \( p(\theta|D_n) \) is used to approximate \( p(\theta|D_n) \). Compared to offline methods, the online method generally works better and the reasons will be detailedly discussed in Section III-D. Similar to the model parameters, the covariance matrices in our model will be distributed to local clients and aggregated on the server
side as well. In fact, $\Sigma_S$ consists of all local covariance matrices uploaded in the last round of training, and the local covariance obtained in the current round is made up of a Fisher information matrix evaluated and online a priori covariance matrix $\Sigma^*_S$. Details on how to aggregate the global covariance and how to evaluate local covariances will be introduced in Section III-D.

Besides, a second-order regularization term can be derived directly from the prior to guide the learning through the training process and mitigate local forgetting. Thus, by applying a logarithm to $p(\theta)$, a prior loss considering such a second-order regularization term can be defined as:

$$
L_{\text{Prior}} = -\ln p^*(\theta|D) = \frac{1}{2}(\theta - \mu_S^*)^\top \Sigma_S^{-1}(\theta - \mu_S^*).\quad (15)
$$

As mentioned in [4], separately solving subproblems on different clients leads to a large divergence in weights. This divergence will further lead to the problems of local forgetting and aggregation error as discussed in Section I. As stated in [17], [18], the global covariances $\Sigma_S^{-1}$ captures the correlations between parameters from the different local models and signifies their importance. Although both the proposed prior loss and FedCurv [26] have a similar form, improving FedProx by treating the diagonal items of an empirical Fisher information matrix $F$ as the anisotropic stiffness of parameters, they are totally different in their theories and implementations. Our prior loss stems from the PI strategy and aims to estimate an online-evaluated $F$ while FedCurv merely tries to mitigate local forgetting by optimizing a decomposed global posterior $p(\theta|D) = p(D_n|\theta) + p(\theta|D_n)$ during local training. In practice, FedCurv is unable to reduce AE directly without using our proposed aggregation method. Furthermore, FedCurv will lead to a biased evaluation of $p(\theta|D)$ since it approximates $p(\theta|D_n)$ using an offline matrix $\tilde{F}$.

In addition, the loss $L_{\text{Task}}$ corresponding to the tasks of local clients needs to be considered as well. To sum up, the objective $J_n(\theta)$ of client $n$ can be defined as the sum of the task loss $L_{\text{Task}}$ and the proposed prior loss $L_{\text{Prior}}$:

$$
J_n(\theta) = L_{\text{Task}} + \lambda L_{\text{Prior}},\quad (16)
$$

where $\lambda$ is a balance factor that regulates the relative importance of the two losses. Under the combined regularization of $L_{\text{Task}}$ and $L_{\text{Prior}}, p(\theta|D_n)$ and $p^*(\theta|D)$ can be maximized at the same time, so that the corresponding local models perform well not only on that client but also on other clients. Thus, we can see that the local forgetting issue has been effectively mitigated by our proposed method.

D. Federated Online Laplace Approximation

By applying the Bayesian framework from [6], we can treat parameters learned on client $n$ as the expectation of the posterior $p(\theta|D_n)$, and use the inverse of the average Hessian matrix $\bar{H}_n$ of the negative log posterior over data samples to approximate the covariance. However, since the size of $\bar{H}_n$ is $d \times d$, where $d$ is the number of parameters, directly computing $\bar{H}_n$ has a time and storage complexity of $O(d \times d)$ in one client. Thus, we need to approximate $\bar{H}_n$ in a more efficient and practical way, as it is very expensive to calculate and store $\bar{H}_n$ directly. Inspired by [14], [16], we assume that the parameters in the covariance matrix are independent from each other. Therefore, we can approximate $\bar{H}_n$ using a diagonal matrix, thus decreasing the number of items in each covariance matrix from $O(d \times d)$ to $O(d)$.

In addition, the diagonal approximation makes it easy to calculate the inverse of $\Sigma_n$ or $\Sigma_n^{-1}$ in (12) because finding the inverse of a diagonal matrix is the same as taking the reciprocal of its diagonal elements.

Specifically, to calculate the covariance of $p(\theta|D_n)$, we utilize our own local training strategy PI to integrate both the likelihood function and the prior distribution $p(\theta)$. Using the approach from [17], [18], the likelihood function can be approximated by a second order regularization item $H_n$, which is the average Hessian matrix of $L_{\text{Task}} = -\ln p(D_n|\theta)$. Therefore, the posterior in (14) can be further decomposed into:

$$
\ln p(\theta|D_n) \approx -\frac{1}{2}(\theta - \mu_n)^\top H_n(\theta - \mu_n) \quad (17)
$$

$$
-\frac{1}{2}(\theta - \mu_S^*)^\top \Sigma_S^{-1}(\theta - \mu_S^*) + C.\quad (18)
$$

However, calculating the second derivative directly is also computationally expensive. Thus, we explore an empirical Fisher information matrix $\tilde{F}$, which is a quadratic form for approximating the Hessian matrix. Such an approximation has been successfully used for natural gradient optimization [13], which approximates the Hessian matrix for a mini-batch at each step to scale the gradient. Similarly, for client $n$ with input $x$ and target $y$, we use the empirical Fisher matrices $\tilde{F}_n$ of each training round to approximate $\bar{H}_n$ by:

$$
\tilde{F}_n = \frac{1}{|D_n|} \sum_{(x,y) \in D_n} \nabla \log p(y | x, \theta) \nabla \log p(y | x, \theta)^\top.\quad (19)
$$

(19) is computable. In order to reduce the storage overhead to $O(d)$, a diagonal matrix of $\tilde{F}$ can be estimated by the diagonal of empirical $\tilde{F}$. Although some information is lost by the absence of non-diagonal elements [6], it is a common practice to use diagonal approximations for computational purposes [7], [16], [18], [33], [38], [39]. We denote $\text{diag}(\cdot)$ as the diagonal of a matrix.

$$
\text{diag}(\tilde{H}) = \text{diag}(\tilde{F} + \lambda I)
$$

$$
\approx \frac{1}{|D|} \sum_{i=1}^{|D|} \text{diag}(\nabla \log p(y | x, \theta) \nabla \log p(y | x, \theta)^\top) + \lambda I\quad (20)
$$

Storing and computing (20) for a neural network is efficient. It is equivalent to calculating the expectation of the square of the gradient of the loss function with respect to the parameters $\theta$. Meanwhile, $\text{diag}(\tilde{H})$ is easy to inverse, $\text{diag}(\tilde{H})^{-1} = \frac{1}{\text{diag}(\tilde{H})}$. Therefore, we select the diagonal of the empirical Fisher information matrix $\text{diag}(\tilde{F})$ to approximate $\tilde{F}$:

$$
\text{diag}(\tilde{F}) = \frac{1}{|D|} \sum_{(x,y) \in D} \text{sq}(\nabla \log p(y | x, \theta)),\quad (21)
$$
where $sq(\cdot)$ denotes a coordinate-wise square.

Nevertheless, as mentioned in [15], both $\hat{F}$ and $\text{diag}(\hat{F})$ are crude and biased approximations of $\tilde{H}$, resulting in incorrect curvature of the posterior. For example, when certain parameters with small variances in the posterior are optimal, methods [7], [39] applying the $\text{diag}(\hat{F})$ approximation around the optimal parameter will overestimate their variances. This is because the inverse of the variance obtained by (21) with $\nabla \log p(y \mid x, \theta) \approx 0$ around the optimal parameter is very small, leading to a large variance. Previous works [18], [40] in the area of continuous learning have corrected this approximation error using an online approximation method. To this end, $sq(\nabla \log p(y \mid x, \theta))$ is accumulated over the entire optimization process to approximate $\tilde{H}$, instead of using an offline method to calculate $\text{diag}(\hat{F})$ around the optimal parameter $\theta^*$ after the optimization. Similarly, we use $\text{diag}(\hat{F})_n$ averaged over all optimization steps from the initial step $t = 1$ to the final step $t = T$ during local training on clients to approximate $\hat{H}_n$:

$$\text{diag}(\hat{F}) = \frac{1}{|D| \cdot T} \sum_{t=1}^{T} \sum_{(x,y) \in D} sq(\nabla \log p(y \mid x, \theta_t)). \quad (22)$$

After taking the second derivative of $\ln p(\theta|D_n)$, an online-evaluated local covariance $\Sigma^{-1}_S$ can be obtained by the sum of $\Sigma^{-1}_S$ and $\hat{F}_n$:

$$\Sigma^{-1}_n = -\mathbb{E} \left[ \frac{\partial^2}{\partial \theta^2} \ln p(\theta|D_n) \right] \approx \hat{F}_n + \Sigma^{-1}_S. \quad (23)$$

However, directly summing these will cause the covariance of the prior $p(\theta)$ of the next round to accumulate continuously, reducing the effect of the likelihood $p(D_n|\theta)$, which is also very important for local learning. In order to balance their effects, we scale the covariances using the round index $r$ as:

$$\Sigma^{-1}_n \approx \frac{1}{r} \hat{F}_n + \frac{r-1}{r} \Sigma^{-1}_S. \quad (24)$$

Furthermore, by applying (24) during the aggregation stage at round $r = R$, we can obtain an online evaluated global covariance $\Sigma_{S,R}$:

$$\Sigma^{-1}_{S,R} = \sum_n \pi_n \Sigma^{-1}_{n,R} = \frac{1}{R} \sum_{r=1}^{R} \sum_n \pi_n \hat{F}_{n,r} + \gamma I, \quad (25)$$

where the initial prior $p_{r=1}(\theta) \approx \mathcal{N}(0, \gamma I)$ is given with zero expectation and an identity covariance scaled by a constant $\gamma$. (25) can also be derived directly utilizing Laplace approximations and PI when approximating the global posteriors, as shown in the appendix, available online.

Our federated online Laplace approximation provides an effective iteration method for estimating the probabilistic parameters of both the global and local models in an online manner. The probabilistic parameters obtained by our method can be directly used in the FL framework. In contrast, because the probabilistic parameters are always overestimated by offline methods, as discussed in (21), these methods are generally ineffective for the FL task in practice.

E. Algorithm Complexity and Privacy Security Analysis

Algorithm complexity. Although our method requires more computational steps, it has the same algorithm complexity as the standard FedAvg. On the client side, the back-propagation algorithm is used to train the model in FedAvg, whose computational and space complexity are both $O(d)$ as we know. During local training, compared with FedAvg, our framework only needs to additionally accumulate the gradient of each parameter to calculate the local covariance. As discussed in Section III-D, the complexity of this extra operation is $O(d)$. Therefore, the overall algorithm complexity of our framework running on the client is $O(d)$.

On the server side, FedAvg averages the parameters of $n$ neural networks to aggregate local models, which has a complexity of $O(n \times d)$. In the aggregation step, our framework first averages the inverses of the local covariance of $n$ clients, and then takes the inverse of this to obtain a global covariance. Benefiting from our FOLA algorithm described in Section II-D, each inverse of the local covariance is a diagonal matrix, so the averaging and inverse operations require $O(n \times d + d)$ complexity. With the global covariance, our aggregation method sums the matrix multiplications between each inverse of the diagonal local covariance and the corresponding local expectation, and then applies matrix multiplication between the global covariance and this sum. These operations require a complexity of $O(2 \times n \times d + d)$. Therefore, our aggregation method has an algorithm complexity of $O(3 \times n \times d + 2 \times d)$ which is equivalent to $O(d)$ because $n$ is much smaller than $d$.

In summary, the algorithm complexity of our framework is $O(d)$, which is the same complexity as FedAvg.

Privacy security. Similar to the classical FedAvg algorithm, our method protects the privacy of each component in the system by sharing only gradient-related information between the central server and clients. To update the parameters, an additional Fisher information matrix, estimated by the square of the gradient, is merely transferred. It is worth noting that the gradient information cannot be recovered from the Fisher information matrix, as obviously we cannot obtain the gradient from its square. Thus, recently proposed attack techniques like [19] cannot leak sensitive data or jeopardize the privacy of our system. Therefore, in terms of privacy, our method is not significantly different from the classical FedAvg algorithm. Moreover, to further enhance the protection of data privacy, we can easily apply secure aggregation methods [41] to our method, as successfully done for FedAvg.

IV. EXPERIMENTS

We compare our proposed framework with several baselines [2], [26] on the MNIST [42] and CIFAR-10 [43] datasets. We train a multilayer perceptron (MLP) network on MNIST and a convolutional neural network (CNN) on CIFAR-10. In order to study the AE issue, we evaluate the global accuracy (GA) of the global model for all experiments. The better the performance of the global model, the smaller the AE of the aggregation process. Besides, we report the average local accuracy (LA) of local models on CIFAR-10 to analyze LF. LA is defined
Algorithm 1: Bayesian Federated Learning Framework With Multivariate Gaussian Product.

\( \theta \): model parameters  
\( \mu \): mean of prior distribution of \( \theta \)  
\( \Sigma \): covariance of prior distribution of \( \theta \)  
\( \lambda \): factor of regular penalty term

Server executes:  
Initialize \( \theta, \mu_S \) and \( \Sigma_S \)  
for each round \( r = 1, 2, \ldots \) do  
  for each client \( n \) from 1 to \( N \) in parallel do  
    \( \mu_n, \Sigma_n = \text{ClientUpdate}(\mu_S, \Sigma_S, r) \)  
    \( \Sigma^{-1} = \sum_{n=1}^{N} \pi_n \Sigma_n^{-1} \)  
    \( \theta = \mu_S + \Sigma_S \sum_{n=1}^{N} \pi_n \Sigma_n^{-1} \mu_n \)  
  \( \theta = \mu_S \)  
  Initialize \( \mu_n \) and \( \Sigma_n \)  
  for each local epoch \( i \) from 1 to \( E \) do  
    \( B = \text{split } D_n \text{ into batches of size } B \)  
    for b in B do  
      \( g = \frac{dL_{prior}}{d\theta} \)  
      \( \text{diag}(\Sigma_n) = \text{diag}(\Sigma_n) + \text{diag}(gg^T) \)  
      \( L_{prior} = \frac{1}{2} (\theta - \mu) \text{diag}(\Sigma_S)(\theta - \mu)^T \)  
      \( \theta \gets \theta - lr \cdot (g + \lambda \frac{dL_{prior}}{d\theta}) \)  
    \( \mu_n = \theta \)  
    \( \Sigma_n = \frac{1}{r} \Sigma_n + \frac{r-1}{r} \Sigma_S \)  
  return \( \Sigma_n, \mu_n \) to server

as \( LA = \sum_n \pi_n \text{Precision}(\theta_n) \), where \( \text{Precision}(\theta_n) \) is the precision evaluated on a global test set using corresponding local parameters \( \theta_n \), and \( \pi_n \) is the proportion of the size of the local training set to the whole training set. Generally, algorithms with larger LA suffer from less LF. We compare the empirical results of our framework with other popular FL methods in terms of the degree of heterogeneity and number of communication rounds.

A. Experimental Setup

In order to measure the effects of different heterogeneous degrees of data, we use a Dirichlet distribution controlled by a concentration parameter \( \alpha > 0 \) to generate populations of data with different heterogeneities. This setting is the same as in [28]. In a population of \( N \) clients, the class labels follow a categorical distribution over \( K \) classes parameterized by a vector \( q_n \) (\( q_{n,i} \geq 0, n \in \{1, N\}, i \in \{1, K\} \) and \( \|q\|_1 = 1 \)). For client \( n \), \( q_n \) is sampled from a Dirichlet distribution \( q_n \sim \text{Dir}(\alpha \cdot p) \), where \( p \) characterizes a uniform class distribution over \( K \) classes.

In addition, because the client activation rate affects the evaluation of AE, we set it to 1 for all experiments. That is, all clients will participate in each round of training period. SGD is chosen as the optimizer for all experiments.

1) MNIST-MLP Model: For the experiment on the MNIST, we employ a 784-500-300-10 MLP with different hyperparameters: local training epochs \( E \in \{1, 5, 10, 15, 20\} \), learning rates \( lr \in \{1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\} \), and client numbers \( N \in \{5, 10, 20, 50, 100\} \). This model achieves 97.57% accuracy when trained in a centralized manner.

In this experiment, we compare the results of different aggregation methods in the first round of training over various hyperparameters. Before the first round of training, all local parameters are identical in terms of coordinates, but will be optimized during the following training. Since the distributions of local data are generally different, the positions of modes of different local models have great divergence after local training, resulting in aggregation error. Therefore, in the first round, we are able to study the problem of aggregation error with respect to different settings and evaluate the abilities of different algorithms to reduce it.

We show the best results for the first round of training in Fig. 4. A grid search method is used to find the best learning hyperparameters \( lr, E, B \) under various environment settings \((N, \alpha)\). Each group of experiments is run 30 times, and the average results are taken to avoid the influence of randomness. Additionally, we draw the learning curves of the proposed method using the MNIST-MLP model in Fig. 5 to demonstrate the effect of AE on the learning process. We run all experiments on the MNIST-MLP model with two GPUs (2 x Nvidia Tesla v100 16 GB), requiring nearly six days.

2) CIFAR10-CNN Model: We use the same architecture as [2] in the CIFAR10-CNN model for the experiments on CIFAR10. When trained in a centralized manner, this CIFAR10-CNN model achieves 86.24% accuracy, which is not the state-of-the-art on CIFAR10, but it is sufficient to show the relative performances for the purposes of our investigation. The parameter \( \lambda \) for FedCurv [26] is searched from \{1, 10, 10^{2}, 10^{3}, 10^{4}\}. In addition, all methods are run on clients with the following settings: batch size \( B = 32 \), number of clients \( N = 20 \), local epoch counts \( E \in \{1, 10, 20, 40, 80, 160\} \), learning rates \( lr \in \{1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\} \) and heterogeneity degrees of data.
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We show the learning curves and best results in Figs. 7 and 6(c) with different FL frameworks, including the proposed method, FedAvg and FedCurv. The grid search method is applied to find the best learning hyperparameters \( lr \) and \( E \) under various environment settings \( \alpha \). We run all experiments of the CIFAR10-CNN model on an Nvidia DGX-2 platform and use eight GPUs (8 x Nvidia Tesla v100 32 GB), requiring 15 days in total.

### B. Study on Aggregation Error

According to their types of influences, we group factors affecting AE into two categories: environment hyperparameters and learning hyperparameters. The environment hyperparameters \( \alpha \) and \( N \) establish the physical environment of FL. For a given model architecture and dataset, the true local posterior distribution can be determined only when the two parameters are fixed. Thus, they directly affect the divergence of the local posteriors. However, the learning hyperparameters \( B \), \( E \), and \( lr \) also impact the local training process in a given FL environment. They indirectly affect AE by controlling the step size and the direction of the parameter optimization during local training. By analyzing the changes in AE under these two groups of factors, we can achieve a deeper understanding of how AE occurs and affects the final accuracy.

#### Effect of environment hyperparameters:

As observed from Fig. 3, AE has a strong relationship with the parameters \( \alpha \) and \( N \). First, when \( \alpha \) decreases, AE increases accordingly. In other words, AE is negatively correlated to \( \alpha \). In contrast, when \( N \) becomes larger, AE will always increase accordingly. These correlations becomes more obvious when \( \alpha \) is between 1 and 100. Besides, AE is different for various methods. When \( \alpha \) is small, FedAvg suffers from a large AE. This is because, as discussed in Section III, a smaller \( \alpha \) makes the local posteriors more heterogeneous so it is difficult for FedAvg to collapse their mixture. However, in contrast, AE can be significantly reduced by our method, even when \( \alpha \) is extremely small. This experimental phenomenon is consistent with our analysis in Sections I and III, illustrating the superiority of our method.

#### Effect of learning hyperparameters.

As shown in Fig. 4(a), (b) and (c), the parameters \( B \), \( E \) and \( lr \) are critical for the aggregation results but they are not absolutely related to AE. Only when they are moderate can all the FL methods achieve low AE. If \( lr \) is too large or \( B \) is extremely small, the local optima will become more divergent because both the step size and the direction of the optimization process vary. As a result, the local parameters become heterogeneous after the local training, resulting in a large AE and a small GA. Additionally, compared with FedAvg, our method can significantly improve the best GA curves as shown in Fig. 4(a) and (b) when the data is heterogeneous. The performance improvement comes from our

\[
\alpha \in \{0.01, 0.1, 1, 10, 100\}
\]

for a total of 100 communication rounds. As usual, some augmentation techniques are applied to the CIFAR10 dataset, the details of which are given in Table I.
aggregation strategy, which always achieves a higher global posterior probability than FedAvg, as discussed in Fig. 3.

C. Comparison and Analysis

Figs. 3 and 6(c) clearly show that our method achieves higher accuracy than other FL methods under various degrees of data heterogeneity. Overall, all methods perform very similarly for large $\alpha$. In contrast, with the decay of $\alpha$, the global accuracy of all methods falls, however our method only decreases slightly. As shown in Figs. 7 and 6(c), when $\alpha = 0.01$ in the CIFAR10-CNN model, our method achieves 48.57% global accuracy, which is 5% higher than others. In fact, the best GA scores of FedAvg and FedCurv are only 43.34% and 42.16%, respectively. In addition, from Fig. 5 and Table II, we can see that our method also achieves a faster convergence rate than FedAvg. We observed that despite hyperparameter tuning, such as local epoch counts $E$, both FedNova and SCAFFOLD performed poorly under such extremely imbalanced conditions, which aligns with observations from other research studies [46]. The performance of FedBE was also suboptimal, potentially due to additional LF induced by server-side training, leading to a decline in its LA compared to FedAvg.

Effect of mitigating local forgetting: As discussed in Sections I and III-C, mitigating LF indirectly can reduce AE as well. From Fig. 8, we can obtain similar observations. Specifically, Fig. 8 demonstrates that both LA and GA are generally positively-correlated. In this experiment, the environment parameters $(N, \alpha)$ are fixed, and only the learning parameter is changed over the data points. Therefore, LF can be improved with suitable learning parameters, making GA become larger in the next round of aggregation. The phenomenon in Fig. 8 suggests that GA can be also reduced by minor LF. In summary, it is practical to improve the performance of FL by mitigating LF with regularization methods.

Learning hyperparameter sensitivity. In this experiment, we employ our aggregation strategy, but without the use of the improved local training method. The effect of learning hyperparameters $E, \ell, B$ on our method is similar to their effect on FedAvg, as shown in Fig. 4. However, the local CIFAR10-CNN models require longer training times for optimization than the MNIST-MLP model. As shown in Fig. 7, in this case, we also observe that our method always achieves better results when $E$ increases. Additionally, we find that FedCurv only performs better than FedAvg when $\alpha$ is a moderate value. When setting $\alpha = 1$, FedCurv with $\mu = 10^3$ converges faster than FedAvg. If $\alpha$ is extremely small, FedCurv suffers from a lower convergence

---

**Fig. 6.** GA and LA illustration under different settings of $E$ and $\lambda$ after running 20 rounds with $\alpha = 0.01$. Different colors indicate different methods, and different lines represent different values of $\lambda$. (a) Global accuracy. (b) Local accuracy. (c) We use the best hyperparameters searched from the first twenty rounds for further training until 100 rounds, and then calculate the GA.

**Fig. 7.** Learning curves of the CIFAR10-CNN model with different degrees of data heterogeneity $\alpha$ for the case of $N = 20$. The best $lr$ for all cases is 0.01. Different colors indicate different methods, and different lines represent different values of $\alpha$.

**TABLE II**

| Method   | $E$  | Accuracy # | LA # | GA # | Round (GA%) |
|----------|------|------------|------|------|-------------|
| Ours     | 20   | 48.57%     | 14.57%| 4    | 21          |
| FedAvg   | 40   | 42.16%     | 14.15%| 23   | 73          |
| FedCurv  | 10   | 41.31%     | 14.51%| 21   | 74          |
| FedNova  | 10   | 10.00%     | 10.00%| -    | -           |
| SCAFFOLD | 1    | 20.30%     | 13.71%| -    | -           |
| FedBE    | 20   | 40.02%     | 14.04%| 42   | 90          |

The last two columns are the round numbers when the aggregated model achieves the corresponding global accuracies.
rate than FedAvg. As shown in Fig. 7, the dramatic fluctuations of FedCurv over $\alpha$ and $\mu$ indicate the unstable effect of indirectly reducing AE during local training. In contrast, our method can directly reduce AE and then improve GA under various settings.

D. Ablation Study

In this section, we conduct ablation experiments on our framework to study the effect of our aggregation strategy, local strategy and online Laplace approximations.

First, based on our aggregation strategy, we compare two different Laplace approximations: FOLA and the offline method. In Figs. 5 and 9(a), we can see that the learning curves of the offline method vary dramatically after a few rounds. The inherent reason lies in the fact that the variance obtained by the offline method is crude and biased. Hence, the error in the evaluation of variance causes the aggregation parameters to deviate from the true optimal value. In contrast, the variance obtained by our method is closer to the true variance and makes the learning process converge smoothly. This experiment illustrates that the posterior probabilistic parameters obtained by FOLA are effective in FL, while those obtained by the offline method employed in [26], [39] are difficult to use. Additionally, we provide a deeper study of different Laplace approximations in Section IV-E. Next, we keep our local training strategy unchanged and compare two aggregation strategies, including the method used in FedAvg and our algorithm. The covariance is evaluated by FOLA. As shown in Fig. 9(b) and (c), our aggregation strategy boosts the accuracy curve while FedAvg achieves lower accuracy than ours. As well known, parameters with a higher posterior achieve better test accuracy, implying that our aggregation method can obtain model parameters with higher posterior than FedAvg. Additionally, we observe that using our full framework can achieve better performance than only using a single module. Therefore, we conclude that simultaneously using our aggregation and local training strategies can further improve the performance.

E. Effect of Laplace Approximations on Aggregation

In this section, we investigate the performance of our aggregation strategy using three Laplace approximations (full, e-full and diagonal Fisher) under two evaluation styles (offline and online). The full Laplace approximation calculates the Hessian matrix directly to estimate the covariance. Both the e-full and the diagonal Fisher methods drop the correlations between parameters and approximate the covariance using a diagonal matrix. The e-full approximation method calculates the eigenvalues of the full Hessian to approximate the covariance, while the diagonal Fisher model uses the diagonal Fisher introduced in Section III-D. The investigation is conducted on the MNIST dataset using a small neural network with a 780-10 architecture. The computational cost of calculating the second derivative of
the small model is within the scope of modern computers, so it is possible to estimate the full Hessian of likelihoods. Besides, we only use two clients, each of which has five categories of data with similar numbers of samples. There are no shared categories between the two clients, which is equivalent to the extremely heterogeneous data setting of $\alpha = 0$. The global model used in the next round is aggregated at $\pi_1 = 0.51$. Additionally, we select a learning rate $lr = 0.01$, epoch $E = 1$ and batch size $B = 200$, which enables the local models to achieve local optima in the first round. For comparison, we train two local models until they reach the optimal solution and aggregate them using (11), in which the covariance is evaluated by different Laplace approximations. Specifically, we take $\pi_i$ as a variable, where $\pi_i \in [0, 1]$ and $\sum N \pi_i = 1$. Therefore, the aggregation equation of our method is a univariate function $\theta_S = \pi_1 \Sigma_1 \Sigma_1^{-1} \mu_1 + (1 - \pi_1) \Sigma_2 \Sigma_2^{-1} \mu_2$, where $\Sigma_1^{-1} = \pi_1 \Sigma_1^{-1} + (1 - \pi_1) \Sigma_2^{-1}$ and $\pi_1 \in [0, 1]$. As discussed in [5], the above function of $\theta_S$ is the ridge line of the mixture density of posteriors. Correspondingly, the aggregation equation of FedAvg is a weighted sum function $\theta_S = \pi_1 \mu_1 + (1 - \pi_1) \mu_2$. In Fig. 10(b) and (c), we draw the accuracy curves evaluated on the test dataset of MNIST using the above functions of $\theta_S$.

**Effect of evaluation styles:** We compare the results obtained by different evaluation styles across different Laplace approximations. For the full approximation method, the difference in global accuracy between the online and offline evaluation is very small. However, the online method obtains more stable local accuracy and better final local accuracy than the offline strategy as shown in Fig. 11(c). This means that the joint modes obtained online are better than those obtained offline. For the diagonal Fisher methods, the global accuracy of the online method is lower than that of the offline one at first, but the final result is the opposite. As shown in Figs. 11(b) and 10(c), the offline evaluation merely achieves a global accuracy of less than 83% after 10 rounds, which is worse than the results of FedAvg.

As for the e-full approximation, a similar phenomenon to the diagonal Fisher methods can be observed. The offline evaluation produces worse accuracy curves, and both the final global and local accuracy are lower, compared with the online method.
In general, from Fig. 11(b) and (c), we can see that the online evaluation performs better than the offline method. The results of the online model are stable and convergent, while both the final global and local accuracy of the offline method are poor.

Correlations between Measures and Problems: GA and LA are the two main metrics in this paper, which not only reflect the performance of the model but are also used to assess AE and LF, respectively. In this section, we will demonstrate the relevance of these metrics to these two issues. To quantify AE and LF, we assume the global posterior is known, represented as $p(\theta^*|D) = \mathcal{N}(\mu_\theta^*, \Sigma_\theta^*)$. Given any model, the distance to the optimal model can be defined as the negative logarithm on its posterior density:

$$D(\theta, \theta^*) = -\ln(p(\theta^*|D)) = \frac{1}{2}(\theta - \mu_\theta^*)^\top \Sigma_\theta^{-1}(\theta - \mu_\theta^*).$$

Thus, AE represents the probability density of the server-aggregated model, and LF represents the probability density of the model after local training. In actual experiments, we employ the full Laplace approximation to obtain the global posterior, leading us to the optimal model and its corresponding full Hessian matrix. We then demonstrate the relationship between GA and AE through different aggregation methods and the relationship between LA and LF through different local training epochs. The experiments are conducted on the MNIST dataset, with the number of clients set to 2. The experimental results are illustrated in the Fig. 12. The measure for AE is $D(\theta_{\text{avg}}, \theta^*)$, where $\theta_{\text{avg}}$ is the aggregated model in the server and $\theta^*$ is the optimal model. The aggregated model is taken from the third round of the training process, while the optimal model is taken from the 15th round after convergence. The LF is measured as $\sum_n \pi_n D(\theta_n, \theta^*)$, where $\theta_n$ is trained model in the client taken from the 16th round. We tested the correlation under different heterogeneity degrees. When $\alpha$ is relatively large, there’s a more pronounced correlation between the metric and the problem. However, when $\alpha$ is smaller, due to the reduced difficulty of federated learning, the correlation also weakens.

Effect of the correlations: In this part, we mainly aim to study the effect of the correlations between parameters. Although diagonal methods have been successfully and effectively used in many works, they ignore the correlation between parameters in the covariance, which is also an important factor for reducing AE. As shown in Fig. 10(a), there is unmissable covariance in a full Hessian but the diagonal methods only use the variance on the diagonal. If some parameters exhibit high covariance, ignoring the correlations will turn the high-probability areas of the true posterior density into low-probability areas, weakening the ability of our aggregation strategy to reduce AE. In contrast, the full Laplace approximation incurs massive computational costs but effectively estimates the correlations between parameters.

As shown in Figs. 10(b), (c), and 11(b), whether using offline or online evaluation, the full approximation method achieves the best results. Further, this only requires a few rounds of training to converge. In fact, it takes only 3 rounds time to achieve nearly 90% global accuracy, while other methods need more than 10 rounds. Besides, the curve areas of the full approximation methods in Fig. 10(b) and (c) are also larger than others. Local models obtained by the full approximation method achieve more than 80% local accuracy after 10 rounds while these of other methods only achieve less than 60% local accuracy. Those observations suggest that the full approximation methods are much better at finding joint modes than other methods.

As for the e-full approximation methods, they calculate the eigenvalues of the full Hessian, which means their covariance contains key information of the full Hessian. However, they still suffer from lacking of the correlations, leading to much lower global and local accuracy than the full approximation method. In fact, they perform similar to FedAvg. As shown in Fig. 11(a), the matrices $\Sigma^{-1}$ and $\Sigma^2$ obtained by the e-full approximation methods are very similar, so their effect is almost equivalent to that of the identity array for aggregation. However, because some elements have different values, the results of e-full approximation methods will be slightly different from those of FedAvg.

In contrast, the covariance obtained by the diagonal Fisher methods can retain the difference. Compared with the e-full approximation methods, this difference allows our method to improve the accuracy of the aggregated model in the first few rounds. Therefore, calculating the correlations is an effective way to boost the results of our framework. However, the full approximation methods require high computational and storage.
overhead. If we consider efficiency, the best method for our framework is the diagonal Fisher method with offline evaluated.

V. CONCLUSION

Motivated by the Bayesian and probability theories, we propose a novel FL framework, which includes a new aggregation strategy on the server side and a new training strategy on the client side. This new FL framework can improve the accuracy of aggregated models and the generalization ability of client models. Based on the assumption that the posterior probability follows a Gaussian distribution, our aggregation strategy treats the process of parameter aggregation as a product of Gaussians. Thus we can easily estimate the joint modes using the means and covariances of the distribution. In addition, when training the client models, we develop a prior loss from the distributed posterior probabilistic parameters. The regularization term can help maintain the generalization ability of the local models. Moreover, our method can improve the convergence rate with parameter compression. Experiments results clearly show that our method achieves state-of-the-art results on commonly used FL benchmarks. In the future, it would be interesting to explore other covariance approximation methods such as the block-diagonal of the Fisher [15], [47], to approximate the posteriors.
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