AN IMPROVED ENSEMBLE APPROACH FOR DOS ATTACKS DETECTION

Context. The task of using the ensemble of classifiers to detect DoS attacks in large arrays of network traffic data is solved to withstand attacks on the network.

Objective. The objective of this paper is to build an ensemble of classifiers that surpasses single classifiers in terms of accuracy.

Method. To achieve the formulated goal an algorithm, that indicates the probability of belonging to certain classes, which return a vector of classification scores for each point, is proposed. The peculiarity of the proposed approach is that for each point from the dataset, the predicted class label corresponds to the maximum value among all scores obtained by classification methods for a given point. As classifiers, decision trees, k-nearest neighbors algorithm, support vector machines with various kernel functions, and naive Bayes are considered. A comparative analysis of the proposed approach with single classifiers is considered using the following metrics: accuracy, precision, recall, and F-measure.

Results. The experiments have been performed in R 3.4.1 on the NSL-KDD dataset of network attacks, which was divided into three classes (DoS, normal network behavior and other types of attack).

Conclusions. The conducted experiments have confirmed the efficiency of the proposed approach. The most accurate result showed an ensemble of five classifiers. The development of techniques for attacks detection based on an ensemble of classifiers avoids the problems inherent in most approaches since it is capable of detecting both known and new attacks with high accuracy. It can be concluded that the proposed approach for network attacks detection is of practical significance. In order to further study the attacks detection in network traffic, studies will be performed on real Big data sets.
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2 REVIEW OF THE LITERATURE

A number of studies and review articles have been devoted to the intrusion detection technology [9, 10] or data mining for specific applications [11]. Since the introduction of intrusion detection principles by Denning in 1987, a large number of reactive protection systems have been developed [12–14].

Intrusion detection methods can be divided into three categories: single, hybrid, and assemblies [15]. Support vector machines (SVMs) and artificial neural networks (ANNs) are the most popular approaches among single classifiers. Several classifiers are combined to a higher goal of a significant increase in efficiency of the classifier known as an ensemble of classifiers [16]. The majority votes, bagging and boosting are some common strategies for combining classifiers [17]. Although it is known that the disadvantages of classifiers’ components accumulate in the ensemble of classifiers, but it works very effectively in varying combinations. Thus, the researchers become more and more interested in the application of the ensemble of classifiers every day.

The important cybersecurity problems for mathematical and statistical solutions have been shown in [18]. A method to improve the detection accuracy by an ensemble of two-layer SVM based on rotation forest was presented in [19]. The experiments were conducted on the KDD CUP 1999 dataset. The output of ensemble network was made by majority voting. The second layer result is used to focus on two classes “normal” and “attack”.

The research objective is to construct an ensemble of classifiers that surpasses single classifiers in terms of accuracy in order to detect DoS attacks.

1 PROBLEM STATEMENT

To solve the task of DoS attacks detection in network traffic, an ensemble of classifiers that surpasses single classifiers in terms of accuracy is suggested in this paper.

Let us denote the following notations (Table 1): $x_i \in \mathbb{R}^n (i = 1, n)$ is the point from the dataset, where $n$ is the total number of points in the input dataset, $M = \{M_1, M_2, \ldots, M_m\}$ is the set of classification methods, subsequently combined into an ensemble, $m$ is the number of classification methods, $q_i$ is the classification score for the point $x_i$, $k$ is the number of classes.

| Data point | Classifiers | Ensemble score |
|------------|-------------|----------------|
| $x_1$      | $a_{i_1}$   | $\max_j(a_{ij})$ |
| $\vdots$   | $\vdots$    | $\vdots$        |
| $x_n$      | $a_{i_m}$   | $\max_j(a_{nj})$ |

It is necessary to obtain a vector of ensemble scores on the basis of single classifiers to each data point in order to improve the classification accuracy.
Classification accuracy has been improved by combining opinions from multiple experts into one using an ensemble approach in [20]. The ensemble construction method uses PSO generated weights to create the ensemble of classifiers with better accuracy for intrusion detection. This work was based on binary classification methods, which can distinguish between two states. In case of conflict between binary classifiers, final decision has been reached by comparing their accuracy.

In [21] a multistep framework based on machine learning techniques to create an efficient classifier was introduced. A novel fuzzy weighting method for ensemble classifiers was proposed. Thus, adding the fuzzy weighted combiner can tag weights to classifiers related to their cost and performance.

Architecture of intelligent false alarm filter by employing a method of voted ensemble selection aiming to maintain the accuracy of false alarm reduction was proposed in [22]. The experiment was conducted using SVM, decision tree, and k-nearest neighbor (KNN) machine learning algorithms. The proposed method was validated on a real dataset.

The paper [23] aims to identify multiclass SVM models best suited to the intrusion detection task. A new approach (WOAR-SVM) based on a set of optimal, or near-optimal, weight coefficients, which define the relationship between the decision rules of the binary SVM classifiers was developed.

A generic architecture for automated DDoS attack detection and response system for the collaborative environment using machine learning were proposed in [24]. The main objective of this paper was to minimize the cost of classification errors of the intrusion detection. The proposed classification algorithm, RBPBoost, was achieved by combining ensemble of classifier outputs and Neyman Pearson cost minimization strategy, for final classification decision.

3 MATERIALS AND METHODS

More information about intrusion detection can be obtained by data classification methods. Theoretically, classification algorithms can achieve high performance, i.e. they can minimize the number of false alarms and maximize detection accuracy. One of the most attractive features of the algorithms is the ability to distinguish normal from abnormal behavior [8]. In the context of the intrusion detection, the classification algorithm is typically a map which adapts to the network invisible abnormalities [25].

Formally, each data instance is a feature vector \( X \) measured at time \( t \) and denoted as \( X(t) \).

The classification algorithm is aimed to train the function that maps all the samples to their own states. To achieve its purpose, they use a set of data instances within the network. This set is known as the training dataset. Some algorithms learn a mapping function by the use of labeled training sets, where each sample in the training set is marked as one of the states. These algorithms are called supervised learning algorithms. The purpose of the use of these algorithms is to achieve high classification accuracy.

The most popular supervised machine learning methods include SVM, decision trees, Bayesian networks, KNN algorithm, etc.

The aim of SVM is to classify data points \( X \) of an \( n \)-dimensional space using \((n - 1)\)-dimensional hyperplane. The hyperplane satisfies \( w^T x + b = 0 \), where \( X \) is a set of points, \( w \) is a normal vector perpendicular to the hyperplane and \( b \) is an offset of the hyperplane \( w^T x + b = 0 \) from the initial point along the direction of \( w \).

The distance from the data point to the separating hyperplane \( w^T x + b = 0 \) can be calculated as \( r = (w^T x + b)/\|w\| \). The closest to the hyperplane data points are called support vectors. The distance between support vectors is known as margin. Linear SVM can be achieved by quadratic optimization:

\[
\arg \min_{w,b} \left\{ \frac{1}{2} \|w\|^2 \right\},
\]

\[ y(w^T x + b) \geq 1. \tag{1} \]

SVM can find accurately linear, nonlinear and complex classification boundaries, even with a small amount of training sample.

SVMs are widely used for transmission of various type of data by switching the kernel function. The most used kernel functions include linear, polynomial, radial based function and sigmoid.

However, choosing the kernel function and fit the relevant parameters by SVM are still in the procedure of trial and error. SVM is fast, but its duration is increased four times when the data size of the sample is doubled. Unfortunately, the root of SVM algorithms is in binary classification. To solve the problems of multi-class classification several SVM for binary classes can be combined by the classification of each class or classification of each class pair.

A decision tree (DT) is a tree-structure model, which has leaves that represent classes or solutions, and branches that represent conjunctions of features that lead to those classifications.

Tree-structure classification of an input vector is performed by bypassing the tree from the root node to the end with a leaf. Each tree node computes inequality on the basis of one of the input variables. Each leaf is assigned to a particular class. Each inequality, which is used to divide the input space is based only on one of the input variables. Linear DTs are like binary DTs, except for the fact that inequality calculated at each node has a random linear form, which may depend on several variables. DT depends on the rules of “if-then”, but does not require any parameters and metrics. This simple and interpretable structure allows decision trees to solve the problem for different types of attributes. DTs also can manage the missing values or noisy data. However, they can not guarantee the optimal accuracy, unlike other machine learning techniques. Although decision trees are easy to learn and implement, they are not often used for intrusion detection. This is due to the fact that finding the smallest decision tree is NP-hard.

Bayesian network classifier is based on Bayes’ rule, which gives the hypothesis \( H \) of classes and data \( x \)

\[
P(H | x) = \frac{P(x | H)P(H)}{P(x)}, \tag{2} \]
where $P(H)$ represents the a priori probability of each class without information on the variable $x$, $P(H \mid x)$ is a posteriori probability of the variable over the possible classes, is the conditional probability of $x$ at this likelihood $H$. Bayesian network nodes are represented with random variables and arcs representing probabilistic relationships between variables and conditional probabilities. Node always calculates the posterior probabilities, giving proof of inheritance for the selected nodes.

Naïve Bayes (NB) is a simple Bayesian network model, which assumes that all variables are independent. It is necessary to find the maximum likelihood hypothesis, which defines the class label for the test data $x$, for classification by NB.

NB classifier can be resolved by the hypothesis of maximum a posteriori probability (MAP) for data as follows:

$$
\text{arg} \max_{j \in C} P(x \mid c_j)P(c_j),
$$

where $x$ is an observable data, and $C = \{c_j\}$ is a set of class labels.

Naïve Bayes is effective for tasks with a logical conclusion. However, Naïve Bayes is based on the strong assumption of variables independence.

Numbers of nearest neighbors $k$ and distances measures are key components of the KNN algorithm. Selection of the number $k$ should be based on cross-validation. By increasing the number $k$, the effect of noise in the data during classification is reduced, and this can erase the difference between the classes. In practice, $k$ have to be less than the square root of the total number of training samples.

In the case of multiclass classification, KNN method is based on measuring the distance from one data sample to each trained sample [26]. The k-smallest distances are calculated, and the most common class based on these KNNs is considered to be the label of the output class.

KNN does not require training parameters. It is easy to implement, but it requires a lot of memory and time.

The proposed algorithm, that indicates the probability of belonging to certain classes, returns a vector of classification scores for each data point.

The peculiarity of the proposed approach is that for each point from the dataset, the predicted class label corresponds to the maximum value among all scores obtained by clustering methods for a given point.

The algorithm of the proposed approach for network attacks detection based on an ensemble of classifiers is presented below:

**Input:** $x_i \in \mathbb{R}^n$: dataset of points

$n$: number of data points

$m$: number of classifiers

$M = \{M_1, M_2, ..., M_m\}$: classification methods

$k$: number of classes

**Output:**

$A = \{a_{ij}\}_{ij}^{nm}$: classification scores for each point of the dataset

$P$: vector of ensemble scores

for $i=1$ to $n$

for $j=1$ to $m$

Calculate the value of $a_{ij}$ for $M_j$

End

$P_i = \max_j a_{ij}$

End

It is required to increase the accuracy of DoS attacks detection by using an ensemble of classifiers.

**4 EXPERIMENTS**

For the experiments was considered NSL-KDD dataset of network attacks [27], built on the basis of KDD-99 database on the initiative of the American Association for the Defense Advanced Research Projects Agency (DARPA) [28]. A dataset of connections was collected to conduct the research in the field of intrusion detection, which covers a wide range of intrusions simulated in a medium that mimics the US Air Force network.

Statistical analysis showed that there are important issues in the databases that highly affect the performance of the systems, as well as lead to a very bad evaluation of anomaly detection approaches. The considered database NSL-KDD has the following advantages:

1. No redundant records in the training set, so that the classifier does not show any bias results.

2. Duplicate records are not present in the test set. It contains some of the attacks that are not present in the training set.

3. A number of records selected from each difficulty level group are inversely proportional to the number of records in the original dataset KDD.

The training set consists of 21 different attacks of 37 present in the test set. In addition, the number of records in the training (125973 samples) set and test set (22544 samples) of NSL-KDD is acceptable. This advantage makes it accessible for experiments on comprehensive data without the need to randomly select a small portion of data. Consequently, the evaluation of the results of various research projects is consistent and comparable.

All attacks in NSL-KDD are divided into four groups:

- DoS attacks include: “neptune”, “back”, “smurf”, “pod”, “land”, and “teardrop”;
- U2R (Users to Root Attack) attacks include: “buffer_overflow”, “loadmodule”, “rootkit”, and “perl”;
- R2L (Remote to Local Attack) attacks include: “warezclient”, “multihop”, “ftp_write”, “imap”, “guess_passwd”, “warezmaster”, “spy”, and “phf”;
- Probe (Probing Attack) attacks include the following types of attack: “portsweep”, “satan”, “nmap”, and “ipsweep”.

The main objectives put forward in network intrusion detection include recognition of rare types attack, increasing the accuracy of suspicious activity detection, as well as increasing the efficiency of real-time intrusion detection models. Each record has 41 attributes, which describe various features.
To evaluate the performance of classifiers, the following metrics are used: Accuracy, Recall, Precision, and F-measure. For any classification algorithm, four classification cases are possible, and this helps to understand the difference between the following metrics: True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN) results.

Classification accuracy can be defined as the proportion of the correct results, which is achieved by the classifier:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}.
\]  \hfill (4)

Precision shows how much of the objects identified by the classifier as positive are really positive:

\[
\text{precision} = \frac{TP}{TP + FP}.
\]  \hfill (5)

Recall shows which part of the positive objects was selected by the classifier:

\[
\text{recall} = \frac{TP}{TP + FN}.
\]  \hfill (6)

F-measure is a metric that combines the recall and precision:

\[
F - \text{measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}}.
\]  \hfill (7)

Error rate (or Misclassification error) measures the ratio of incorrectly classified samples over the total number of classified samples:

\[
\text{Error rate} = \frac{FP + FN}{TP + TN + FP + FN}.
\]  \hfill (8)

5 RESULTS

It is the experiments were conducted using Windows® 10–64 bits operating system platform with core i7 processor 2.5 GHz, 8.0 GB RAM. The proposed approach was evaluated on R 3.4.1. NSL-KDD dataset was divided into 3 classes (DoS, Normal and Other attacks (U2R, R2L, and Probe)).

A comparative analysis of the proposed approach with single classifiers has been carried out. The ensemble of classifiers consisted of combinations of DT, SVM with various kernel functions, NB and KNN.

Accuracy, Recall, Precision, and F-measure were considered as evaluation metrics. The classification results are shown in Tables 2–5. From these tables, ranks (shown in square brackets) were obtained for each metric of each class, the results of which are shown in Tables 6–8.

It can be concluded from Table 2 that the highest accuracy (92.33%) of DoS attacks detection was achieved for the ensemble of five classifiers (DT+KNN+SVM(Polynom)+NB+SVM(Linear)), which exceeded the result of the single classifier (KNN) by 4.12%.

Despite the fact that NB shows the lowest result (80.45%), when adding it to the ensemble of classifiers, the accuracy of the proposed approach increased and amounted to 92.19% for four classifiers (DT+KNN+SVM(Polynom)+NB), and for six classifiers (DT+KNN+SVM(Polynom)+NB+SVM(Linear)+SVM(RBF)) – 91.89%.

Comparison of the recall and precision values for DoS attacks detection is shown in Tables 3 and 4, respectively.

Table 5 presents the F-measure results, where the performance of classification methods in general, combining the Recall and Precision values, is evaluated.

For the DoS class, the ensemble DT+KNN+SVM(Polynom)+NB+SVM(Linear) showed the best rank [29] according to the three metrics Accuracy, Precision and F-measure, according to the metric Recall the ensemble DT+KNN+SVM(Polynom)+NB demonstrates the best result. From Table 6, the worst result showed the NB method under three metrics (out of four), and the DT method had the worst rank by one metric (Recall).

From Table 7, the ensemble DT+KNN+SVM(Polynom)+NB showed the best results for the Normal class under the three metrics, and the worst result showed the NB method according to Accuracy, Recall, and F-measure.
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**Table 2 – Comparison of the classification accuracy of the proposed algorithm with other classifiers**

| Method | Class       | DoS  | Normal | Other attacks |
|--------|-------------|------|--------|---------------|
| DT     | 86.32% [9]  | 77.19% [9] | 64.25% [10] |
| KNN    | 88.21% [5]  | 79.67% [5] | 65.80% [8] |
| SVM(Linear) | 87.21% [7] | 77.96% [8] | 66.22% [7] |
| SVM(Polynom) | 86.64% [8] | 79.50% [6] | 68.31% [5] |
| SVM(RBF) | 87.25% [6] | 78.84% [7] | 65.38% [9] |
| NB     | 80.45% [10] | 71.25% [10] | 66.50% [6] |
| DT+KNN+SVM(Polynom) | 90.74% [4] | 84.77% [4] | 74.53% [4] |
| DT+KNN+SVM(Polynom)+NB | 92.19% [2] | 88.63% [1] | 82.76% [3] |
| DT+KNN+SVM(Polynom)+NB+SVM(Linear) | 92.33% [1] | 88.58% [3] | 83.35% [1] |
| DT+KNN+SVM(Polynom)+NB+SVM(Linear)+SVM(RBF) | 91.89% [3] | 88.60% [2] | 82.93% [2] |
### Table 3 – Comparison of classification methods in terms of Precision

| Method                                      | DoS  | Normal | Other attacks |
|---------------------------------------------|------|--------|---------------|
| DT                                          | 95.94% [7] | 63.17% [10] | 88.15% [6] |
| KNN                                         | 95.88% [8] | 65.87% [6] | 86.05% [8] |
| SVM(Linear)                                 | 96.65% [5] | 64.37% [9] | 84.47% [9] |
| SVM(Polynom)                                | 96.14% [6] | 65.70% [7] | 88.12% [7] |
| SVM(RBF)                                    | 85.07% [9] | 64.92% [8] | 96.17% [2] |
| NB                                          | 73.03% [10] | 74.78% [4] | 41.80% [10] |
| DT+KNN=SVM(Polynom)                        | 96.74% [4] | 71.95% [5] | 94.41% [5] |
| DT+KNN=SVM(Polynom)+NB                     | 97.94% [2] | 77.74% [1] | 95.76% [4] |
| DT+KNN=SVM(Polynom)+NB+SVM (Linear)        | 99.98% [1] | 76.81% [3] | 100% [1] |
| DT+KNN=SVM(Polynom)+NB+SVM (Linear)+SVM(RBF)| 97.91% [3] | 77.60% [2] | 96.06% [3] |

### Table 4 – Comparison of classification methods in terms of Recall

| Method                                      | DoS  | Normal | Other attacks |
|---------------------------------------------|------|--------|---------------|
| DT                                          | 74.19% [10] | 97.33% [8] | 29.75% [10] |
| KNN                                         | 78.08% [5] | 97.62% [5] | 33.28% [8] |
| SVM(Linear)                                 | 75.72% [7] | 96.19% [9] | 34.42% [7] |
| SVM(Polynom)                                | 74.77% [8] | 97.50% [7] | 38.23% [6] |
| SVM(RBF)                                    | 76.00% [6] | 97.57% [6] | 32.54% [9] |
| NB                                          | 74.51% [9] | 57.07% [10] | 58.51% [4] |
| DT+KNN=SVM(Polynom)                        | 82.86% [4] | 98.62% [4] | 49.99% [5] |
| DT+KNN=SVM(Polynom)+NB                     | 85.28% [1] | 98.63% [3] | 66.44% [3] |
| DT+KNN=SVM(Polynom)+NB+SVM (Linear)        | 84.67% [2] | 100% [1] | 66.70% [2] |
| DT+KNN=SVM(Polynom)+NB+SVM (Linear)+SVM(RBF)| 84.66% [3] | 98.77% [2] | 66.72% [1] |

### Table 5 – Comparison of classification methods in terms of F-measure

| Method                                      | DoS  | Normal | Other attacks |
|---------------------------------------------|------|--------|---------------|
| DT                                          | 83.67% [9] | 76.62% [9] | 44.48% [10] |
| KNN                                         | 86.07% [5] | 78.66% [5] | 48.00% [8] |
| SVM(Linear)                                 | 84.91% [6] | 77.13% [8] | 48.91% [6] |
| SVM(Polynom)                                | 84.12% [8] | 78.50% [6] | 53.33% [5] |
| SVM(RBF)                                    | 84.90% [7] | 77.97% [7] | 47.07% [9] |
| NB                                          | 73.76% [10] | 64.74% [10] | 48.76% [7] |
| DT+KNN=SVM(Polynom)                        | 89.27% [4] | 83.20% [4] | 65.37% [4] |
| DT+KNN=SVM(Polynom)+NB                     | 91.17% [2] | 86.95% [1] | 78.45% [3] |
| DT+KNN=SVM(Polynom)+NB+SVM (Linear)        | 91.69% [1] | 86.88% [3] | 80.02% [1] |
| DT+KNN=SVM(Polynom)+NB+SVM (Linear)+SVM(RBF)| 90.81% [3] | 86.92% [2] | 78.74% [2] |
The best rank for Other attacks class is obtained for ensemble DT+KNN+SVM(Polynom)+NB+SVM(Linear) according to the Accuracy, Precision, and F-measure metrics. The ensemble DT+KNN+SVM(Polynom)+NB+SVM(Linear)+SVM(RBF) showed the best result under one metric (Recall) (Table 8).

6 DISCUSSION

From Tables 6–8, we can conclude:

1) The best results among the methods for network attacks detection showed the ensemble DT+KNN+SVM(Polynom)+NB.

2) The methods KNN and DT (Table 6), NB and SVM (Linear) (Table 7) and SVM (RBF) and SVM (Linear) have the equal ranks (Table 8).

3) The proposed approach with different combinations of classifiers is superior to single classifiers.

To show a comparison of methods more clearly, we demonstrate this in Fig. 1, where the error rates for each classifier are shown. For each classifier, the error rates were computed. In the figure, the red color indicates the classification error rates for DoS attacks, the green color indicates the error rates for other types of attack and the blue color shows the error rates for “normal” state. Single classifiers (DT, NB, SVM, and KNN) were compared with various ensembles of classifiers using the proposed approach.

Table 6 – The resultant rank of the methods for DoS class

| Method | Resultant rank |
|--------|----------------|
| DT+KNN+SVM(Polynom)+NB+SVM(Linear) | 1 |
| DT+KNN+SVM(Polynom)+NB+SVM(Linear)+SVM(RBF) | 2 |
| DT+KNN+SVM(Polynom)+NB | 3 |
| SVM(Linear) | 4 |
| SVM(RBF) | 5 |
| SVM(Polynom) | 6 |
| KNN | 7 |
| DT | 8 |
| NB | 9 |

Table 7 – The resultant rank of the methods for Normal class

| Method | Resultant rank |
|--------|----------------|
| DT+KNN+SVM(Polynom)+NB+SVM(Linear) | 1 |
| DT+KNN+SVM(Polynom)+NB+SVM(Linear)+SVM(RBF) | 2 |
| DT+KNN+SVM(Polynom)+NB | 3 |
| SVM(Linear) | 4 |
| SVM(RBF) | 5 |
| SVM(Polynom) | 6 |
| KNN | 7 |
| DT | 8 |
| NB | 9 |

Table 8 – The resultant rank of the methods for Other attacks class

| Method | Resultant rank |
|--------|----------------|
| DT+KNN+SVM(Polynom)+NB+SVM(Linear) | 1 |
| DT+KNN+SVM(Polynom)+NB+SVM(RBF) | 2 |
| DT+KNN+SVM(Polynom)+NB | 3 |
| SVM(Polynom) | 4 |
| SVM(RBF) | 5 |
| SVM(Linear) | 6 |
| KNN | 7 |
| DT | 8 |
| NB | 9 |
KNN, SVM(Linear), and SVM(RBF) gave the lowest error rates among the single classifiers for DoS class (11.79%, 12.79%, and 12.75%, respectively). The lowest result for the DoS class showed the NB method and amounted to 19.55%. Despite the fact that the NB classifier has the highest error rate, in combination with other classifiers in the proposed approach, it showed a good result.

CONCLUSIONS

At present, the processing and analysis of Big data are important for ensuring information security. Intrusion detection is one of the serious problems in the field of network security. In this study, in order to resist attacks on the network, the ensemble of classifiers was successfully applied. The ensemble improves recognition accuracy by combining various single classifiers. The ensemble of classifiers consisted of combinations of DT, SVM with various kernel functions, NB and KNN algorithms.

In general, the considered classification methods showed high accuracy of DoS attacks detection. The most accurate result was shown by an ensemble of five classifiers (DT+KNN+SVM(Polynomial)+NB+SVM(Linear)). It can be concluded that the proposed approach for network attacks detection is of practical significance.
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Цель работы заключается в построении ансамбля классификаторов, превосходящего единственную классификаторы с точки зрения точности.

Метод. Для достижения поставленной цели в работе предложен алгоритм, указывающий на вероятность принадлежности к определенным классам, возвращающий вектор весов, нормализованный вектор или вектор со значениями в диапазоне от 0 до 1.

Результаты. Эксперименты были проведены на языке R 3.4.1 на наборе данных сетевых атак NSL-KDD, который был разбит на три класса (DoS, «нормальное» поведение сети и другие типы атак).

Выводы. Проведенные эксперименты подтвердили работоспособность предложенного подхода. Наиболее точный результат показал ансамбль из пяти классификаторов. Разработка техники обнаружения атак, основанной на применении ансамбля классификаторов, позволяет избежать проблем, характерных для большинства подходов, поскольку он способен с высокой точностью обнаруживать как известные, так и новые атаки. Можно сделать вывод о практической значимости предложенного подхода к обнаружению атак в сети.

В целях дальнейшего изучения обнаружения атак в сетевом трафике будут проведены исследования на реальных наборах данных большой размерности.

Ключевые слова: информационная безопасность, сетевые атаки, DoS, классификация, ансамбли классификаторов, Big data.

REFERENCES

1. Aliguliyev R. M., Imamverdiyev Y. N., Hajirahimova M. S. Multidisciplinary problems of big data in information security, Proceedings of the II International scientific and practical conference Information Security and Computer Technologies, 2017, pp. 10–11.
2. Nallavarothayan H. Ryan D., Denman S., S. Sridharan, C. Fookes An evaluation of different features and learning models for anomalous event detection, Proceedings of the International Conference on Digital Image Computing: Techniques and Applications, 2013, pp. 1–8. DOI: 10.1109/dicta.2013.6691480
3. Xie M., Han S., Tian B., Parvin S. Anomaly detection in wireless sensor networks: a survey, Journal of Network and Computer Applications, 2011, Vol. 34, pp. 1302–1325. DOI: 10.1016/j.jnca.2011.03.004
4. Davis J. J., Clark A. J. Data preprocessing for anomaly based network intrusion detection: a review, Computers & Security, 2011, Vol. 30, pp. 353–375. DOI: 10.1016/j.cose.2011.05.008
5. Fiore U., Palmieri F., Castiglione A., Santis A. D. Network anomaly detection with the restricted boltzmann machine, Neurocomputing, 2013, Vol. 122, pp. 13–23. DOI: 10.1016/j.neucom.2012.11.050
6. Chandola V., Banerjee A., Kumar V. Anomaly detection: a survey, ACM Computing Surveys, 2009, Vol. 41, No. 3, pp. 1–58. DOI: 10.1145/1541880.1541882
7. Anceume E., Busnel Y., Merrer E. L., Ludinard R., Marchand J., Merrer E. L., Ludinard R., Marchand J. Anomaly detection based on rotation forest, Proceedings of the 3rd International Conference on Intelligent Control and Information Processing, 2012, pp. 150–153. DOI: 10.1109/icicip.2012.6391455
8. Aburmanaman A., Reaz M. B. I. A novel SVM-KNN-PSO ensemble method for intrusion detection system, Applied Soft Computing, 2016, Vol. 38, pp. 360–372. DOI: 10.1016/j.asoc.2015.10.011
9. Masarat S., Taheri H., Sharifian S. A novel framework, based on fuzzy ensemble of classifiers for intrusion detection systems, Proceedings of the 4th International Conference on Computer and Knowledge Engineering, 2014, pp. 165–170. DOI: 10.1016/j.iceke.2014.6993345
10. Meng Y., Kwok L. F., Li W. Enhancing false alarm reduction using voted ensemble selection in intrusion detection, International Journal of Computational Intelligence Systems, 2013, Vol. 6, No. 4, pp. 626–638. DOI: 10.1080/18756891.2013.802114
11. Aburmanaman A. A., Reaz M. B. I. A novel weighted support vector machines multiclass classifier based on differential evolution for intrusion detection systems, Information Sciences, 2017, Vol. 414, pp. 225–246. DOI: 10.1016/j.ins.2017.08.007
12. Kumar P. A. R., Selvakumar S. Distributed denial of service attack detection using an ensemble of neural classifier, Computer Communications, 2011, Vol. 34, No. 11, pp. 1328–1341. DOI: 10.1016/j.comcom.2011.01.012
13. Nguyen N. T., Zgrzywa A., Czyzewski A. Advances in multimedia and network information system technologies. Berlin, Springer-Verlag, 2010, 318 p. DOI: 10.1007/978-3-642-14997-4
14. McHugh J. Testing intrusion detection systems: a critique of the 1998 and 1999 darpa intrusion detection system evaluations as performed by lincoln laboratory, ACM Transactions on Information and System Security, 2000, Vol. 3, No. 4, pp. 262–294. DOI: 10.1145/382921.382923
15. Aliguliyev R. M. Performance evaluation of density-based clustering methods, Information Sciences, 2009, Vol. 179, pp. 3583–3602. DOI: 10.1016/j.ins.2009.06.012
16. Farid D. M., Rahman M. Z., Rahman C. M. Adaptive intrusion detection based on boosting and naive bayesian classifier, International Journal of Computer Applications, 2011, Vol. 24, No. 3, pp. 12–19. DOI: 10.5120/2932-3883
17. Laurentys C. A., Palhares R. M., Caminhas W. M. A novel artificial immune system for fault behavior detection, Expert Systems with Applications, 2011, Vol. 38, pp. 6957–6966. DOI: 10.1016/j.eswa.2010.12.019
18. Meza J., Campbell S., Bailey D. Mathematical and statistical opportunities in cybersecurity, Paper LBNL-16676E, Lawrence Berkeley National Laboratory, Berkeley, CA, 2009, pp. 1–11. DOI: 10.2172/950976
19. Lin L., Zuo R., Yang S., Zhang Z. SVM ensemble for anomaly detection based on rotation forest, Proceedings of the 3rd International Conference on Intelligent Control and Information Processing, 2012, pp. 150–153. DOI: 10.1109/icicip.2012.6391455
20. Aburmanaman A., Reaz M. B. I. A novel SVM-KNN-PSO ensemble method for intrusion detection system, Applied Soft Computing, 2016, Vol. 38, pp. 360–372. DOI: 10.1016/j.asoc.2015.10.011
21. Masarat S., Taheri H., Sharifian S. A novel framework, based on fuzzy ensemble of classifiers for intrusion detection systems, Proceedings of the 4th International Conference on Computer and Knowledge Engineering, 2014, pp. 165–170. DOI: 10.1016/j.iceke.2014.6993345
22. Meng Y., Kwok L. F., Li W. Enhancing false alarm reduction using voted ensemble selection in intrusion detection, International Journal of Computational Intelligence Systems, 2013, Vol. 6, No. 4, pp. 626–638. DOI: 10.1080/18756891.2013.802114
23. Aburmanaman A. A., Reaz M. B. I. A novel weighted support vector machines multiclass classifier based on differential evolution for intrusion detection systems, Information Sciences, 2017, Vol. 414, pp. 225–246. DOI: 10.1016/j.ins.2017.08.007
24. Kumar P. A. R., Selvakumar S. Distributed denial of service attack detection using an ensemble of neural classifier, Computer Communications, 2011, Vol. 34, No. 11, pp. 1328–1341. DOI: 10.1016/j.comcom.2011.01.012
25. Nguyen N. T., Zgrzywa A., Czyzewski A. Advances in multimedia and network information system technologies. Berlin, Springer-Verlag, 2010, 318 p. DOI: 10.1007/978-3-642-14997-4
26. McHugh J. Testing intrusion detection systems: a critique of the 1998 and 1999 darpa intrusion detection system evaluations as performed by lincoln laboratory, ACM Transactions on Information and System Security, 2000, Vol. 3, No. 4, pp. 262–294. DOI: 10.1145/382921.382923
27. Aliguliyev R. M. Performance evaluation of density-based clustering methods, Information Sciences, 2009, Vol. 179, pp. 3583–3602. DOI: 10.1016/j.ins.2009.06.012