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Abstract. The number of mobile shop is growing very fast in various regions in Indonesia including in Yogyakarta due to the increasing demand of mobile phone. This fact leads high competition among the mobile phone shops. In these conditions the mobile phone shop should have a good promotion strategy in order to survive in competition, especially for a small mobile phone shop. To create attractive promotion strategy, the companies/shops should know their customer segmentation and the buying pattern of their target market. These kind of analysis can be done using Data mining technique. This study aims to segment customer using Agglomerative Hierarchical Clustering and know customer buying pattern using Association Rule Mining. This result conducted in a mobile shop in Sleman Yogyakarta. The clustering result shows that the biggest customer segment of the shop was male university student who come on weekend and from association rule mining, it can be concluded that tempered glass and smart phone “x” as well as action camera and waterproof monopod and power bank have strong relationship. This results that used to create promotion strategies which are presented in the end of the study.
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1. Introduction
Mobile phone today is no longer just be a tertiary need, but it has become a primary need for almost everyone. Reported by Ericsson Mobility, in 2014 there were at least about 7 billion mobile users worldwide and this number is increasing by 7 percent annually. It is predicted that the number of smartphone users will reach 5.6 billion in the world [1]. In Indonesia, data extracted from the US Cencus Bureau by 2015 explains that mobile phone users have exceeded 281 million where as early as 2014 the number of Indonesians has reached 251 million [2]. This fact indicates that the need for communication devices especially mobile phones in Indonesia is very high and it makes Indonesia as the fourth largest mobile phone user in the world [3].

Along with the growing number of mobile phone users in Indonesia, the mobile industry is also increasingly stretched. The number of shops that sell mobile phones is growing very fast in various regions in Indonesia including in Yogyakarta. Now the store that sells mobile phones not only can be found in the city centre but almost in all corners of the city. This fact leads high competition among the mobile phone shops. The shops do not only sell mobile phone but they also sell mobile phone accessories such as power bank, action camera, monopod, case, tempered glass, earphone, and so on. Due to the high demand for mobile phones, the demand for those accessories is also high. In these conditions the mobile phone shop should have a good promotion strategy in order to survive in competition, especially for a small mobile phone shop.
Promotion is an activity that included in marketing strategy. This activity is very essential to inform the detail information about product or service and encourage the customer to buy or use it. Based on Chance [4] one important thing to be succeed in marketing including in promoting product or service is knowing the market target. This step can be conducted through customer segmentation. Segmentation is greatly embedded in a marketing strategy because different customer groups will require a different marketing mix [5]. Customer or market segmentation is the division of the market into different customer groups where specific customer groups can be selected as market targets to be achieved with a specific marketing mix [6]. After knowing the target market, a specific promoting strategy can be obtained for this specific target market.

For many shops, including mobile phone shops, customer segmentation is also essential step that must be done to create an attractive promotion strategy. Attractive promotion will encourage customer to buy their product. Usually, information that appeals to consumers is related to discounts, bonus, or product package with special prize. To create this kind of promotion, a company or shop should analysis the buying pattern of their target market, for example the company should know what kind of item that usually bough by their consumer in conjunction with another product.

The purpose of this study is to create an attractive promotion strategy for a mobile phone shop in Sleman Yogyakarta by conducting customer segmentation and analysing the product that commonly bought by the customer as the same time. This kind of analysis can be conducted using data mining techniques. Data mining is the process of automatically discovering useful information in large data repositories [7]. Data mining has several popular techniques such as clustering analysis and association rule mining. There are many methods that can be used in clustering analysis, one of them is agglomerative hierarchical clustering. In this study agglomerative hierarchical clustering, is used to conduct the customer segmentation, and association rule mining is used to discover an interesting pattern about the products that commonly bought by the customer at the same arrival time, then those results will be used as a recommendation to make an attractive promotion strategy. The rest of this paper is organized as follows, Section 2 present the literature review, Section 3 presents the research method related to this study, Section 4 shows the results and discussion. The concluding is finally made in Section 5.

2. Literature Study

2.1. Agglomerative Hierarchy Clustering
Hierarchical clustering analysis is the oldest clustering method when compared to other methods, however this method is still widely used. There are two basic approach to generate this method, agglomerative approach and divisive approach, but agglomerative approach is more commonly used. Agglomerative hierarchical clustering starts with the point as individual clusters and each step, merge the closest pair of clusters until only one cluster remains [7]. This method uses a bottom up strategy and the single cluster become the hierarchy’s root. In the merging step, two clusters which are close to each other are determined according to some similarity measure, then combine the two into one cluster [8]. A hierarchical clustering is usually displayed graphically using tree-like diagram called dendogram. The similarity measurement can be obtained by several methods such as min (single link), max (complete link), and group average.

There have been a lot of scholars in many different field of studies apply agglomerative hierarchical clustering. Iqbal et al [9] applied agglomerative hierarchical clustering to cluster 47 tomato genotypes into 5 clusters. Kang and Landry [10] use agglomerative hierarchical clustering to characterize, compare, and analyze eye movement sequence that occur during visual tracking of multiple moving targets. The eye movement data was collected from 25 expert air traffic controller and 40 novices through difficult scenarios on simulated radar display. The data was clustered into three different clusters, easy, moderate. While Kumar and Toshniwal [11] apply hierarchical clustering to identify the different reasons behind road accidents such as traffic characteristics, weather characteristics, road characteristics and etc. In this study trend analysis was also used to identify the increasing and decreasing accident rate in different reasons in Gujarat state India. Ip et al [12] implemented hierarchical clustering to cluster demand of electricity source for electric vehicle (BEV), the result than used to maximized the usability of battery.
recharging infrastructure. The plan should be designed where the charging station should serve the commuters demand and it can minimize the relevant operating cost.

2.2. Association Rule Mining

Association rule mining can be illustrated as follows, suppose that the set $I = \{i_1, i_2, \ldots, i_k\}$ is the total number of items. The item set $X$ and $Y$ are part of the total set $I$. If $Y$ happen in one transaction when $X$ happens, as association rule can be expressed as $X \Rightarrow Y$ [13]. In market basket analysis, association rule can be can be express as “A customer who buys product $X_1$ and $X_2$ will also buy product $Y$ with probability $c\%$” are found [14]. For example, in a restaurant egg and coffee may be ordered together primarily between 7 am and 11 am, and maybe turkey and pumpkins are sold at the same time in the week before Thanksgiving [15]. In service industry, association rule mining can be express as a customer who use a certain service will also use another service at the same service time.

The strength of an association rule can be measured in terms of its support and confidence. Tan et al. [7] explain that support determines how often a rule is applicable to a given data set. A low support rule is uninteresting from a business perspective and sometimes it will be eliminated. While, confidence determines how frequently items in $Y$ appear in transaction that contain $X$, the higher the confidence the more likely it is for $Y$ to present in transaction that contain $X$. The formal definitions of these metrics are,

$$
Support, s(X \Rightarrow Y) = \frac{\sigma(X \cup Y)}{N}
$$

$$
Confidence, c(X \Rightarrow Y) = \frac{\sigma(X \cup Y)}{\sigma(X)}
$$

Some scholars have applied association rule mining. Abdulsalam et al [16] implement association rule mining which is also known as market basket analysis to reveal sales pattern in a supermarket. This study showed rules of purchasing one product would lead to the purchase of another product. This study concluded that apple and chocolate had strong correlation. This information helps the company to create marketing and advertising strategies that outshine the competitors. Verma et al [17] apply association rule mining to find out the pattern incidents in a steel plant in India. Czibula et al [18] used association rule to predict defect of a software system in order to conduct continuous improvement. Kumar, & Toshniwal [19] apply data mining techniques to analyse data related with road accident in India. Cluster analysis was used to cluster the accident data, then association rule mining was used to identify the situation when an accident occurred in each cluster. The results can be used to make some preventions for each different categories, thus it can minimize the number of accidents happened.

3. Research Method

The research was conducted using Cross Industry Standard Process for Data Mining (CRISP-DM) framework. The CRISP-DM methodology is described in terms of a hierarchical process model, consisting of sets of tasks. CRISP-DM provides a non-proprietary and freely available standard process for fitting data mining into the general problem-solving strategy of a business or research unit. This framework was firstly developed in late 1996 [20]. CRISP-DM is divided into six phases Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation, and Deployment as shown in Figure 1.

The business process describes the background and objectives of this study as discussed in introduction in Section 1. Data understanding explain the initial data. The data was customer data from “ABC” mobile shop in Sleman Yogyakarta including the gender, occupation, age, arrival date, and the product that bought by the customer. The data were collected using questionnaire, then the data was cleaned and transformed in Data Preparation Step. After data cleaning, only 50 data left. The initial data was nominal and it need to be transformed into numeric. The data for clustering analysis must be numeric since it measures distance between data. The next step is modeling step. Agglomerative Hierarchical Clustering (AHC) and Association Rule Mining are used to create the model. Clustering is
used to segment the customer and association rule mining is used to know the several products that commonly bought by the customer at the same arrival time. This result that will be evaluated whether the model in fact achieves the objectives set or not. The modeling and evaluations step will further discuss in Section 4. The result from clustering and association rule will be used to create suitable promotion strategy for a certain customer segment and it will be discussed in deployment step in the last section (conclusion). Software SPSS was used to apply agglomerative clustering analysis and Rapid Miner was used to apply association rule mining.

4. Result and Discussion

4.1. Clustering Analysis

Modeling Step
In this step mobile shop customer was segmented based on several attributes including the gender, occupation, age, and arrival date. The 50 data were clustered using AHC, and some measurement distance including single linkage, complete linkage, and average linkage were used. Each measurement distance showed different output and based on the outlook of the dendogram, the output from average linkage was the most obvious to be interpreted.

Evaluation Step
The result of agglomerative hierarchical clustering is shown in dendogram (Figure 2.) The dendogram using average linkage was cut in 9.5 and it resulted 3 clusters and 1 outlier. The profile for each cluster is represented in Table 1. Cluster 1 consisted of 17 members, cluster 2 consisted of 25 members, and cluster 3 consisted of 7 members, thus cluster 2 had the biggest cluster members. There was no difference in average of age for all cluster. For cluster 1 the number of female and male were slightly difference, and it was dominated by university student who mostly come on weekdays. For cluster 2 all of the member were male, and it was dominated with university student, student, and businesswoman who come on weekend. While all members in cluster 3 were female, dominated with university student who mostly come on Sunday. From this result it was known mostly customer come on weekend and they rarely come on Monday. Then based on this result, the objective of clustering analysis in this study to know the specific customer segment was achieved.
Table 1. Cluster Profiling

| Cluster | Average Age | Gender | Occupation | Arrival date |
|---------|-------------|--------|------------|--------------|
| 1 (17)  | 21.76       | 59%    | 76%        | 18% mostly on Thursday, Wednesday, Tuesday |
|         |             | 41%    | 0%         | 6%           |
| 2 (25)  | 21.76       | 100%   | 32%        | 32% mostly on Friday, Saturday, Sunday |
|         |             | 0%     | 32%        | 4%           |
| 3 (7)   | 21.57       | 0%     | 43%        | 14% mostly on Sunday |
|         |             | 100%   | 29%        | 14%           |

Figure 2. Dendogram using average linkage

4.2. Association Rule Mining

Modeling Step

This step was conducted to reveal the customer buying pattern on the “ABC” mobile phone shop. To get the information, the customer was asked related with what kind of products that they bought. Then the data was transformed into binary form, 0 for not buying the product and 1 for buying the product. Then, the data was put into Rapid Miner software. Minimum support was adjusted at 5% and confidence was 5%. There were lots of rules generated but only 18 rules had lift ratio bigger than 1. Lift ratio measure the correlation between item set and it can use to measure the importance of the rule. Greater lift ratio indicates stronger associations, the highest lift which means highest correlation [21,22]. From the 8 rules, there are 3 interesting rules, as follows

- tempered glass ⇒ smart phone "x" (s:16%, c:53%)
- action camera ⇒ waterproof, monopod (s:16%, c:61.5%)
- action camera ⇒ power bank (s:24%, c:50%)
Evaluation Step
The first rule means 16% of all transaction contain tempered glass and smart phone “x” and 53% of transaction have the item tempered glass also contain smart phone “x”. The second rule means 16% of the transaction contain action camera, waterproof camera case, and monopod, and 61.5% of the transaction have item action camera also contain waterproof camera case and monopod. While the third rule means 24% transaction contain action camera and power bank, and 50% of the transaction have action camera also contain power bank. Based on this result, the objectives of association rule to analyse the product that strongly related and commonly bought by the customer as the same time was achieved.

5. Conclusion
From the clustering analysis the customer segmentation can be known and from association rule mining, the important customer buying pattern can be revealed. This information can be used to make suitable promotion strategy. Not all the information is used to make the promotion strategy. From the clustering result it can be concluded that the biggest customer segment come to the shop were male university student who come on weekend, and customer rarely come Monday. While from association rule mining, it can be concluded that tempered glass and smart phone “x” as well as action camera, waterproof camera case, monopod and also action camera with power bank have strong relationship. Thus, the shop can make promotion to give free tempered glass for university student who buy smart phone “x” on Monday, or discount for waterproof camera case for university student who buy action camera and monopod on Monday, or it can be also give special price for university student who buy action camera and power bank on Monday. The promotion strategies are illustrated in Figure 3.

![Figure 3. Promotion strategy](Source for mobile phone picture: [23]), (source for camera picture: [24]), (Source for power bank picture: [25]), (source for monopod picture: [26])
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