I. INTRODUCTION

Neurons are the building blocks of the brain: these nerve cells are nonlinear elements which communicate with one another between short and long distances [1–3]. A special connection called the synapse carries such a communication, and there are mainly two general classes of synapses: electrical and chemical. At electrical synapses, the neurons are linked through gap junctions, where channels known as connexons allow the direct flow of electrical currents. On the other hand, at chemical synapses, there is no direct flow of current. Instead, chemical agents called neurotransmitters are carried by synaptic vesicles from one neuron to another [4]. And thus, as billion of neurons connect through trillions of synapses to form neuronal networks, they give birth to the brain’s complex nature [3, 5, 6].

Among the complex dynamics that arise from neuronal networks, rhythmic or synchronized behavior is a key to many neurobiological processes like cortical computation and communication between cortical regions [7–9]. For instance, it has been suggested that the key event mediating access to consciousness is the early long-distance synchronization of neural assemblies [10]. However, synchronization is also related to pathological brain states such as epilepsy, Parkinson’s diseases, Alzheimer’s, autism, and schizophrenia [11]. Moreover, the emergence of synchronized activity microdomains appears to coexist with synchronized ones on the onset of seizures [12–13]. As these phenomena are not fully understood, network models to mimic brain rhythms and synchronization patterns are of great interest [14].

Since the seminal work of Kuramoto and Battogtokh, it is well known that networks of non-locally coupled identical oscillators can split between (synchronized) coherent and (asynchronized) incoherent subpopulations [15]. Such spatio-temporal states named chimera-states are known to be stable in the thermodynamic limit. However, for finite-size populations, chimera states have a transient nature and can collapse into the coherent state [16–18]. Beyond theory, chimera states have been found in neuronal networks, both numerically and experimentally. For example, Santos et al. studied chimera states in a network based on the cat cerebral cortex using the Hindmarsh-Rose neuron model [19, 20]. Andrezjak et al. studied the link between chimeras and spatiotemporal correlations on intracranial electroencephalography data (EEG) from epilepsy patients [21]. More recently, Sejnowski et al. observed chimera states in human electrocorticography data (ECOG) related to seizures onsets [13].

Networks of Hindmarsh-Rose (HR) neurons have been extensively studied on chimera states due to their realistic approximation to neuronal assemblies [22, 23]. Hizanidis et al. studied 2D and 3D HR neurons for different nonlocal coupling types, finding chimera and mixed oscillatory states [24]. Chemical coupling with local, nonlocal, and global interactions was used by Bera et al., confirming the presence of chimera and multichimera states [25, 26]. Also, nonstationary chimera states were found in a network of coupled HR neurons with an alternating-current induction through electrical synapses [26]. However, since the discovery of chimera states, the impact of external electric fields on their existence in neural networks has not yet been investigated. Here we propose to study its effect in a network of Hindmarsh-Rose neurons. And as an external electric field offers the possibility to interact and modify neuronal dynamical states [27–29], we choose the model proposed by Ma et al., which con-
siders the electric field as a new variable coupled to the neuron model \[30\].

We propose to study the influence of an external electric field on the chimera states in a ring of HR neurons coupled locally under an electrical coupling (gap junctional coupling) and non locally under a chemical coupling.

We start considering the phenomena that appear in the absence of the electrical coupling and an external electric field. Second, we apply an external electric field on a network with a finite number \(N\) of neurons and vary its frequency to study how it influences the chimera states. Next, we vary \(N\) and also different schemes of application of the external field. Last, we analyze the effect of the electrical coupling on the network since both (electrical and chemical coupling) are physiologically important \[31, 32\]. In the study, in the absence of an electric field, we found new phenomena such as traveling multicluster chimera breathers, multicluster chimera breathers, which are properly described in Sections III. Among the results obtained when considering an electric field, we can highlight an alternating chimera state, multichimera states, and a multicluster traveling chimera state discussed in Section IV. This paper is organized as follows: in Section II, we introduce the neuronal network under study. Section III explores the chimeras states in the absence of an external electric field while the influence of the number of nearest neighbors in the chemical synaptic coupling is done in Appendix I. In Section IV, we study the influence of an external electric field on the network dynamics with and without electrical coupling. Finally, we summarize our results in Section V. In Appendix II we apply the 0-1 test method for the determination of chaos in some results presented in Section IV \[50\].

II. NEURONAL NETWORK

In order to describe our neuronal network, we employ the Hindmarsh-Rose neuron model \[20\] and assume that the neurons are coupled through electrical and chemical synapses. Following the model proposed by Jun Ma et al. \[30\], we consider the intrinsic electric field of the neuron, resulting in the following system:

\[
\begin{align*}
\dot{x}_i &= y_i + ax_i^3 - bx_i^2 - z_i + I + J_i + C_i \\
\dot{y}_i &= 1 - dx_i^2 - y_i + k_1 E_i \\
\dot{z}_i &= r \left[ s \left(x_i - x_{i0}\right) - z_i \right] \\
\dot{E}_i &= k_2 y_i + E_{ext}.
\end{align*}
\]

(1)

The membrane potential of the \(i\)-th neuron is described by \(x_i\), \(y_i\) is related to fast currents across the membrane, \(z_i\) represents slow currents, and \(E_i\) the electric field. \(E_{ext}\) and \(I\) are the external inputs, while \(k_1\) controls the intensity of the electric field effects (\(k_1 = 0.7\)), and \(k_2\) describes the neuron’s polarization. It takes the value 0.001 (\(k_2 = 0.001\)). The other parameters are set as follows: \(a = 1; b = 3; d = 5; r = 0.01; s = 5; x_{i0} = -1.6\). Our coupling scheme follows the one described by Mishra et al. \[33\], where a set of \(M\) neurons coupled by electrical and chemical synapses is placed on a ring. The electrical coupling is given by:

\[
J_i = k_3 \sum_{j=i+1}^{j=i+M} (x_j - x_i).
\]

(2)

Here we take into account just the nearest neighbors, and \(k_3\) is the electrical coupling strength. The chemical synaptic coupling is written as

\[
C_i = \frac{k_4}{2p - 2} (x_s - x_i) \left( \sum_{j=i-p}^{i+p} \Gamma(x_j) - \sum_{j=i-1}^{i+1} \Gamma(x_j) \right)
\]

(3)

where \(k_4\) is the chemical coupling strength, \(x_s = 2\) is the reversal potential, which can take values so that the connection turns to inhibitory or excitatory depending on whether \(x_s\) is greater or less than \(x_i\) \[34\]. Indeed, for specific values of the systems’ parameters, the reversal potential is at any time greater than the membrane potential (see Fig 10 (b)). For others, there is a reversal of the behaviour of the chemical synapses whose membrane potentials always remain higher than the reversal potential, hence the inhibitory nature (for example see Fig 2). \(p\) is the number of neighbors connected on each side except for its two closest ones. The sigmoidal nonlinear function \(\Gamma(x_j)\) is used to model the chemical synaptic dynamics \[35, 36\]:

\[
\Gamma(x_j) = \frac{1}{1 + \exp[-\lambda(x_j - \theta_s)]}
\]

(4)

The parameter \(\lambda = 10\) determines the slope of the sigmoidal function and \(\theta_s = -0.25\) is the synaptic firing threshold. In order to respect the ring topology, we choose periodic boundary conditions, \(x_i = x_{i+M+1}\) and the initial condition are given by: \(x_i = 0.001(i - \frac{M}{2}) + \zeta_{xi}\), \(y_i = 0.002(i - \frac{M}{2}) + \zeta_{yi}\), \(z_i = 0.003(i - \frac{M}{2}) + \zeta_{zi}\), where \(\zeta_{xi}, \zeta_{yi}, \zeta_{zi}\) are small random fluctuations. \(i = 1, \ldots, M\).

III. PHENOMENA OCCURRING IN THE ABSENCE OF AN ELECTRIC FIELD

It should be noted that, for relatively small values of the external currents, the network manifests a class of chimera states known as traveling chimeras \[33\]. In such states, we see the displacement over time of coherent and incoherent blocks along the ring, where the position of index 1 is arbitrary. Previous studies \[33\] have shown that in the absence of electrical coupling (\(k_3 = 0\)), if a chemical coupling strength equal to nine (\(k_4 = 9\)) is considered, for a small value of the external current (\(I = 3.5\)
with \( p = 40 \), the elements of the network manifest the traveling chimera while performing each of the regular burstings. This is confirmed by Fig. 1. By successively assigning larger values to the excitation current, we notice that a multicluster is formed for \( I = 35 \), which changes with time, as shown in Fig. 2. The rest of the work is done with \( p = 40 \) (See Appendix 1 for more information on the role of \( p \)).

**FIG. 1.** Traveling chimera pattern for only chemical synaptic coupling, \( k_3 = 0, k_4 = 9, I = 3.5 \). (a) Spatiotemporal evolution of \( x_i \) shows the traveling chimera pattern, where the magnitude of \( x_i \) is indicated by the color bar; (b) Time series of \( x_i \) of: node 5 in blue and node 50 in red.

The spatio-temporal evolution of the variable \( x \) of each of the \( M \) neurons of the network is given in Fig. 2(a), where there appear two large subpopulations, the first one in blue which forms two large blocks of coherent neurons and the second subpopulation of incoherent neurons in multicolor (with a tendency to form a second coherence region in red color) interspersing the coherent regions. In order to clarify the behavior of the system, we plot the time series of all oscillators in such a way that their time behavior becomes apparent (see Fig. 2(b) and (c)). Putting together these two graphical representations of the same phenomena permits us to distinguish the coherence regions from the incoherence. We see in Fig. 2(b) that the coherent regions (blue in 2(a)) correspond to the low-frequency regions in the neuron’s behavior, and this allows us to follow the clusters in Fig. 2(b) because they correspond to the white regions. We may also notice that more than one coherent regions exist simultaneously (see Fig. 2(c), where we have eliminated oscillators to facilitate interpretation). This coexistence of several coherent subpopulations alternating with incoherent ones in the network is identified in the literature as a multicluster chimera state \[37, 38\]. These coherent blocks do not keep a fixed position in time and space. We note here a shift from the bottom right corner to the upper left corner of coherent neuronal blocks along the ring in time, which is a manifestation of a phenomenon reported here for the first time, to the best of our knowledge. A Fourier analysis of the time

**FIG. 2.** Traveling multicluster for \( k_3 = 0, k_4 = 9 \) and \( I = 35 \). (a) Spatiotemporal evolution of the \( x_i \). Coherent clusters in blue. (b) Plot of time series of neurons with even index \( i \) for better visualization of coherent clusters. (c) Close up on figure (b), where the coexistence of coherent regions, marked by low-frequency behavior, is distinctly seen. (d) Fourier transform for all oscillators in the ring, with low frequencies expanded in the inset. Notice that main low frequencies are common to all.
A series of all oscillators shows some low frequencies common to all. Therefore these traveling multiclusters are indeed periodic, which give rise to traveling multicluster chimera breathers, since the coherent blocks appear and disappear periodically (see Fig. 2(a) to (c)). Fig. 2(d) which shows the superposition of the Fourier transform for all oscillators in the ring, corroborates that there exist several periodic slow motions in the system which can be observed in Fig. 2(a).

Increasing the chemical coupling strength \( k_4 = 10 \) results in a different spatio-temporal evolution; this is marked in Fig. 3(a) by the presence of four coherence clusters, spatially separated by incoherent domains. Firstly, we can divide the coherent clusters into two domains, and at each instant of time, we see that the system presents two larger blue clusters (where \( x_i > 0 \)) and two smaller red ones (where \( x_i < 0 \)). Moreover, we note that the size of each cluster oscillates in time, which is manifest in Fig. 3(b). This oscillatory behavior has also been observed in a chimera state with two clusters [39]. If we assume that the blocks in Fig. 3(a) are numbered from 1 to 4, starting to the left, we see in Fig. 3(c) that neurons inside block 1 are not only coherent with neurons inside cluster 1, but are also coherent with neurons of cluster 3. The same behavior occurs with neurons from clusters 2 and 4. On the other hand, neurons from blocks 1 and 3 are in antiphase with neurons from clusters 2 and 4. A similar result was reported in [40] but with spatially stationary clusters. Well-defined lower frequency peaks mark the Fourier analysis for this case, as seen in Fig. 3(d). Here we see that all oscillators share those low frequency motions which again as in the case of Fig. 2 can be seen from Fig. 3(a).

Another feature of this chimera state is the motion along the ring. As seen in Fig. 3(a), the location of clusters varies in time as they oscillate in size while drifting to the left. Putting all these features together, we conclude that we have found for the first time a multicluster chimera state whose size varies periodically in time and space (breathers) Zhu et al. [39] observed a similar effect with only two coherent clusters, which they named two-cluster oscillating chimera state. Since our system has more clusters that synchronize at different values while oscillating in time and space, we would call them Multi-cluster chimera breathers.

To confirm the state of coherence of the blocks of neurons, we called upon the notion of the local order parameter [41, 42] defined by:

\[
L_i = \left| \frac{1}{2\eta} \sum_{|i-k| \leq \eta} e^{j\Phi_k} \right|,
\]

where \( \eta \) represents the number of neighbors to the left and right of neuron \( i \), \( j = \sqrt{-1} \) and \( \Phi_k \) the geometric series of all oscillators shows some low frequencies common to all. Therefore these traveling multiclusters are indeed periodic, which give rise to traveling multicluster chimera breathers, since the coherent blocks appear and disappear periodically (see Fig. 2(a) to (c)). Fig. 2(d) which shows the superposition of the Fourier transform for all oscillators in the ring, corroborates that there exist several periodic slow motions in the system which can be observed in Fig. 2(a).

Increasing the chemical coupling strength \( k_4 = 10 \) results in a different spatio-temporal evolution; this is marked in Fig. 3(a) by the presence of four coherence clusters, spatially separated by incoherent domains. Firstly, we can divide the coherent clusters into two domains, and at each instant of time, we see that the system presents two larger blue clusters (where \( x_i > 0 \)) and two smaller red ones (where \( x_i < 0 \)). Moreover, we note that the size of each cluster oscillates in time, which is manifest in Fig. 3(b). This oscillatory behavior has also been observed in a chimera state with two clusters [39]. If we assume that the blocks in Fig. 3(a) are numbered from 1 to 4, starting to the left, we see in Fig. 3(c) that neurons inside block 1 are not only coherent with neurons inside cluster 1, but are also coherent with neurons of cluster 3. The same behavior occurs with neurons from clusters 2 and 4. On the other hand, neurons from blocks 1 and 3 are in antiphase with neurons from clusters 2 and 4. A similar result was reported in [40] but with spatially stationary clusters. Well-defined lower frequency peaks mark the Fourier analysis for this case, as seen in Fig. 3(d). Here we see that all oscillators share those low frequency motions which again as in the case of Fig. 2 can be seen from Fig. 3(a).

Another feature of this chimera state is the motion along the ring. As seen in Fig. 3(a), the location of clusters varies in time as they oscillate in size while drifting to the left. Putting all these features together, we conclude that we have found for the first time a multicluster chimera state whose size varies periodically in time and space (breathers) Zhu et al. [39] observed a similar effect with only two coherent clusters, which they named two-cluster oscillating chimera state. Since our system has more clusters that synchronize at different values while oscillating in time and space, we would call them Multi-cluster chimera breathers.

To confirm the state of coherence of the blocks of neurons, we called upon the notion of the local order parameter [41, 42] defined by:

\[
L_i = \left| \frac{1}{2\eta} \sum_{|i-k| \leq \eta} e^{j\Phi_k} \right|, \tag{5}
\]

where \( \eta \) represents the number of neighbors to the left and right of neuron \( i \), \( j = \sqrt{-1} \) and \( \Phi_k \) the geometric
phase is given by the expression:

$$\Phi_k = \arctan \left( \frac{y_k}{x_k} \right).$$

As we calculated $L_i$ for all neurons in the ring, we can differentiate coherent states, where $L_i$ is close to unity, to regions of incoherence, where $L_i$ decreases. Figure 4 confirms the previous statements. First, in Fig.4(a), we present the spatio-temporal evolution of $L_i$ for $(k_4 = 9)$, where we see not only that the position of coherent clusters varies with time, but they also present the breathing behavior marked by intervals where the system is incoherent. Second, in Fig.4(b), where $(k_4 = 10)$, we note the four distinct clusters and how they vary in size within time.

IV. APPLICATION OF THE ELECTRIC FIELD

In this section, we consider when a weak electric field is applied to parts of the network under study. The aim is to study its impact on the states previously presented and use it for a possible control. For the sake of simplicity, we choose the following form of the external electric field:

$$E_{ext} = E_m \sin(2\pi ft),$$

where $E_m$ is the amplitude of the field and $f$ its frequency. To start with, we neglect the electrical coupling $(k_3 = 0)$ and work with a relatively small value of the excitation current. Keeping the value of the chemical coupling strength at $k_3 = 9$ as before, and $I = 3.5$, we apply the electric field $(k_1 \neq 0)$, with $E_m = 1.5$, to the last 50 oscillators in the ring $(N = 50)$, where we are following the same indexing as before, section III.

Varying the frequency of this field induces many different situations. For $f = 0.01$, the electric field induces a chimera state known as alternating chimera [43], characterized by an exchange of dynamics between regions of the network. As (Fig. 3(a)) shows, we have a coherent cluster formed by the first 50 neurons in the initial state. The rest of the network, where neurons are immersed in the electric field, is incoherent. However, after some time, the initially coherent region becomes incoherent while the incoherent becomes coherent. We also note that the period between bursts seems to be independent of the electric field, (Fig. 5(b)). We checked values of $f$ greater than 0.01 and smaller than 200 and noticed that there appears a chimera state characterized by the presence of incoherent zones for those oscillators where the electric field has not been applied and a coherent zone coinciding with the part subjected to the electric field. This effect we show in (Fig. 5(c)) for $f = 12$. The temporal evolution is totally different in the two regions: the neurons are bursting in the nonsubject part, and they are not bursting when the part is subjected to the field (Fig. 5(d)).

We are interested now in the network’s chimera state for the interval of frequencies mentioned previously $(f > 0.01)$, particularly in the case of $f = 12$. To quantify the chimera state in the network, we calculate the strength of incoherence $(SI)$, a statistical metric recently introduced by Gopal et al. [44], which can characterize the incoherent, chimera, and coherent states in arrays of oscillators. So if we consider an array of $M$ oscillators, from which a chimera state emerges in the permanent regime, we first find the asymptotic state variables $zz_i$, defined as the difference between the state variable of two nearest neighbors, i.e., $zz_i = x_i - x_{i+1}$. The estimate of $SI$ is based on the local standard deviation of $zz_i$ computed in $N_b$ bins of equal length $n = M/N_b$:

$$\sigma(m; t) = \sqrt{\frac{1}{n} \sum_{j=n(m-1)+1}^{mn} (zz_j - \langle zz_m \rangle)^2},$$

where $m = 1, ..., N_b$. Then, the local standard deviation of the asymptotic state is defined as the time average of Eq. (8):

$$\sigma(m) = \langle \sigma(m; t) \rangle_t.$$  

A threshold $\delta$ is introduced, and one defines $s_m = \Theta(\delta - \sigma(m))$, where $\Theta(\cdot)$ is the Heaviside function. Hence, if the fluctuations in the $m^{th}$ bin are less (greater) than $\delta$, a flat (sparse) segment is found, and $s_m = 1$ ($s_m = 0$). Hence, $s_m$ discretizes $\sigma(m)$ and provides a symbolic coding for the coherent and incoherent segments. Finally, the strength of incoherence (for the asymptotic state) is
estimated as:

\[
SI = 1 - \frac{1}{N_b} \sum_{m=1}^{N_b} s_m, \tag{10}
\]

being 0 for a coherent state, 1 for an incoherent one, and \(0 < SI < 1\) for chimera (and multichimera) states.

For the case of Fig. 5(c), we have \(SI = 0.666\), confirming that it is a chimera state. To better understand and distinguish further between chimera and multichimera states, we calculate \(DM\) based on the distribution of \(s_m\) along the ring defined as

\[
DM = \frac{\sum_{m=1}^{N_b} |s_m - s_{m+1}|}{2}. \tag{11}
\]

It is specified that the discontinuity measurement takes the value 0 when there is total coherence or total decoherence; it takes 1 for a chimera state with a coherence domain and integer values greater than 1 and less than \(M/2\) for multichimera states.

Now we apply the field on a large number of neurons decreasing in size, counted from the last elements of the ring. We observe that as we vary \(N\), the number of neurons subject to the electric field, different patterns emerge on the region nonsubject to the electric field. Figures 6(a) and (b) show the chimera states for \(N = 75\) and \(N = 30\). In the first case (6(a)), the part of the network which is not under the action of the electric field appears to be incoherent. However, for \(N = 30\) depicted in 6(b), we note a traveling chimera different from the state of 1(a), where the traveling structure is irregular. A similar effect was reported by [45] and called imperfect traveling chimera. In order to study the influence of the number of neurons \(N\) subjected to the external electric field, we calculated both \(SI\) and \(DM\) measures as a function of \(N\). From Fig. 6(c) and (d), one can see that as the portion of neurons under the effect of the electric field increases, the value of \(SI\) decreases until it reaches 0, at this point \(DM = 0\), confirming that the system is coherent when \(N = M\). From the \(DM\) and \(SM\) measures, we verify that if the number of neurons under the influence of the electric field is below 19 \((N < 19)\), the entire network is in a state of total incoherence, and the chimera state persists when \(N\) takes values greater than 19 and smaller than 99 \((19 < N < 99)\). For \(N\) equal to 100, the network enters a state of total coherence. It is worth mentioning that time-dependent chimera states, like the ones seen in Fig. 1(a) and Fig. 6(b), are read as incoherence by \(SI\) and \(DM\) measures. The simultaneous application of the electric field to unconnected parts of the same width of consecutive elements of the ring leads to a manifestation of two coherent zones (those subjected to the field) interleaved by two other incoherent zones (Fig. 7(a)). We thus observe the formation of the multichimera state, as confirmed by the \(SI = 0.6\) and \(DM = 2\) measures. The distribution of \(x\) along the ring at an arbitrary time, depicted in Fig. 7(b), stresses these features. Moreover, we note that there is also a division between coherent and incoherent domains inside the so-called incoherent parts, similar to the alternating chimera state of Fig. 5(a). It appears that the application of an electric field gives place to the nesting of chimeras of different types, a phenomenon that should be studied in detail, but we leave it here since this is not within the scope of this work.

To verify the generality of our results, we carried out a study for other values of \(M\). The analysis of these
different cases through the $SI$ and $DM$ measures (Fig. 8) reveals that the chimera state appears in the network from a certain fixed proportion of the elements embedded in the electric field. Indeed, for $M$ values, respectively equal to 20, 50, 150, and 200, the chimera state appears when the number of neurons $N$ immersed in the electric field reaches the values 4, 10, 30, and 40 respectively. That is to say, a proportion of at least 20% of the total number $M$ of neurons in the ring, immersed in the electric field, are capable of inducing the chimera state. However, when the field drowns out the whole set, the network elements enter a state of total coherence. To calculate SI and DM we used $\delta = 0.02 \times |(x_{\text{max}} - x_{\text{min}})|$ [44, 46].

![FIG. 6. Influence of the number of neurons $N$ subjected to the external electric field with the frequency $f = 12$. (a) For $N = 75$, spatiotemporal evolution for all the nodes, where we observe a chimera state for the first non-immersed 30 neurons; (b) Imperfect traveling chimera in the non-submerged zone; (c) Strength of incoherence $SI$ and (d) Discontinuity Measure $DM$ as a function of $N$. Chimera state appears from $N = 20$.](image1)

![FIG. 7. (a) Multichimera state induced by application of an electric field in two non-consecutive regions; (b) Correspondent snapshot of the variables $x_i$.](image2)

![FIG. 8. Influence of the number of neurons $M$ of the whole ring for $f = 12$. Strength of incoherence and discontinuity measure for (a) & (c) $M = 20$, (b) & (d) $M = 50$, (e) & (g) $M = 150$, (f) & (h) $M = 200$. Appearance of the chimera state from 20% of the total number of neurons in the ring.](image3)

We checked the results shown in Figs 6, 7 for several values of the intensity and frequency of the applied field and did not find any variations for SI and DM. The previous results are obtained only for small values of the external current; in this case, $I = 3.5$. We modify the latter by assigning it the value 35. It appears that, regardless of the area sprayed by the electric field, all the elements of the network remain in an incoherent, regu-
lar bursting state, shown in Fig. 9(a) and supported by Fig. 9(b) with the temporal evolution of the elements in the two domains, where we note that the red curve of the area influenced by the electric field evolves into a state of sparse burstings and a progressive decrease of their amplitude. Thus we witness the state’s destruction shown in Fig. 4 when we increased the chemical coupling strength to ten ($k_4 = 10$).

![FIG. 9. Incoherent state induced by $I = 35$. (a) Spatiotemporal evolution of the $x$-variables; (b) Time series showing irregular bursting. The red curve is for the neurons of the part immersed in the field, and blue for the part not immersed in the electric field.](image)

All of the above was done in the absence of electrical coupling. To take this into account, we decide to use the values for which a traveling chimera appeared. Therefore we apply the field in two different regions for the coupling strengths $k_3 = 2$ and $k_4 = 3$. We observe the appearance of two blocks where there is a manifestation of traveling chimera(Fig 10(a)). These blocks correspond to the zones not subjected to the electric field. The areas in which the traveling chimera takes place are separated by those subject to the electric field. Additionally, the simultaneous presence of these two blocks, the seat of traveling chimera state, has led us to qualify this phenomenon as multicluster traveling chimera. These areas subject to the electric field have not changed dynamics. Then we can say that for this specific case, the introduction of an external electric field has the ability to split a ring exhibiting a traveling chimera state into two subsets exhibiting this same phenomenon, where each element in the traveling domain remains in a chaotic bursting regime [17, 18]. (Fig 10(b)). This state of chaos is confirmed by the value of the correlation coefficient produced by the 0-1 test, which is 0.9906 [50]. For the 0-1 test to be complete, in addition to the correlation coefficient, which must be close to 1, the translation variables must describe a Brownian motion (or unbounded), and the mean square displacement must evolve asymptotically along a straight line, which is shown in Fig. 13 of Appendix 2.

![FIG. 10. Impact of electrical coupling ($k_3 = 2$ and $k_4 = 3$) for $f = 12$. (a) Spatiotemporal evolution of the $x$-variables shows a multicluster traveling chimera. (b) Time series shows chaotic bursting. The blue curve is for the neurons of the part immersed in the field and red for the part not immersed in the electric field.](image)

V. CONCLUSION

We study a neuronal network composed of HR neurons linked together by local electrical couplings and non-local chemical couplings. Considering the electric field of each neuron, we verify the influence of an external electric field on the chimera states that the network can exhibit. First, taking no electrical coupling, we verified the presence of traveling chimera states, as presented in the work of Mishra et al. [33]. In addition to that, by increasing the value of the external current to $I = 35$, we found a novel phenomenon that we called traveling multicluster chimera breather, which is marked by the presence of multiple nonstationary clusters of coherence. Moreover, by strengthening the chemical synaptic coupling, we obtained a multicluster chimera breather, a result similar to the one of Zhu et al. [39]. We used the local order parameter to measure the coherence of such states.

Next, to introduce an external electric field on the network, we followed the model proposed by Ma et al. [30] and adapted the HR model. Then we introduce an external electric field of the form $E_{ext} = E_m \sin(ft)$ on fixed portions of the ring and vary the electric field’s frequency. For small values of $f$ ($f = 0.01$), we found that the external electric field destroys the previous traveling chimera states, giving place to an alternating chimera state (see Fig. 5(b)). Moreover, the spikes’ amplitude and frequency inside the burst appear larger for the neurons interacting with the external electric field $E_{ext}$. Following this, increasing the frequency to $f = 12$ leads us to a state where the neurons’ activity under the influence of $E_{ext}$ seems to be totally suppressed. The portion of the network not submitted to $E_{ext}$ exhibits an imperfect traveling chimera state (Fig. 6(b)).
To distinguish between different types of chimera states, we choose to use the strength of incoherence (SI) and discontinuity measures (DM). Then we varied the network size, the number of neurons subjected to $E_{\text{ext}}$ and verified the effect of having two portions of the network subjected to $E_{\text{ext}}$. The network then presents chimeras, imperfect traveling chimeras, and multichimeras, depending on how $E_{\text{ext}}$ is applied. More precisely, we showed that we need a minimum of 20% of the $M$ neurons in the network to be under the electric field’s influence to exhibit a chimera state. Not less important, for a higher value of external current ($I = 35$), we showed that the network is split into two incoherent states, with irregular bursting. Finally, we included the electrical coupling and verified the presence of multitraveling chimera states when the network is submitted to $E_{\text{ext}}$ in two separated regions. And again, the neurons subjected to $E_{\text{ext}}$ seemed to be in a state of progressive supression.
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**APPENDIX: INFLUENCE OF $p$: CHARACTERIZATION USING THE TRAVELING SPEED MEASUREMENT METHOD AND APPLICATION OF THE 0-1 TEST METHOD FOR THE DETERMINATION OF CHAOS.**

1. Influence of $p$: characterization using the traveling speed measurement method.

Regarding the role of $p$, first, we consider the absence of electrical coupling ($k_3 = 0, k_4 = 9, I = 3.5$) and let $p$ vary between 2 and 49 since $p$ cannot be smaller than 2 to avoid local coupling nor larger than $(M/2) - 1$ not to repeat the chemical connections. For all these values of $p$, we always witness the manifestation of traveling chimera (see Fig. 11(a,b,c)). Then we set the electrical coupling coefficient to 1 ($k_3 = 1$) and keep the chemical coupling coefficient at 9 ($k_4 = 9$); then vary $p$ from 2 to 49. This approach has shown that the ring keeps the traveling chimera in only one direction (patterns oriented from right to left), except for $p = 15$, where the direction of propagation changes (patterns oriented from left to right), as shown in Fig. 11(d,e,f).

Hizanidis et al. [49] proposed a technique for identifying the traveling chimera and its traveling velocity. Given that the incoherence zone is not fixed and moves along the ring, one way to distinguish the traveling chimera is to locate the node of the ring which carries the maximum amplitude $x_{\text{max}}(t)$ or minimum $x_{\text{min}}(t)$ at each instant. Thus, the indices of the nodes of maximum or minimum amplitude are recorded at each moment in a vector $J_{\text{max}}(t)$ such that for our time series, we have:

$$J_{\text{max}}(t) = \max\{x_1(t), x_2(t), ..., x_N(t)\}. \quad (12)$$

Analogously, the instantaneous indices of the minimum amplitudes $J_{\text{min}}(t)$ can be recorded. Because of the displacement of the chimera state, each element is supposed to carry the maximum or minimum amplitude successively. Therefore, the temporal representation of $J_{\text{max}}(t)$ or $J_{\text{min}}(t)$ will let appear a certain periodicity of behavior. Thus, the period $T$ necessary for any element to carry the maximum or minimum amplitude can be obtained by Fourier transform of $J_{\text{max}}(t)$ or $J_{\text{min}}(t)$. The largest period $T_{tr}$ corresponding to the smallest frequency $f_{tr}$ of the large amplitude of the frequency spectrum of $J_{\text{max}}(t)$, makes it possible to calculate the traveling speed of the $N$ elements of the ring in the form:

$$v_{tr} = N/T_{tr} = N f_{tr}. \quad (13)$$

We continue by evaluating the propagation speeds of traveling in the ring for each of the values of $p$. It appears that in the absence of the electrical coupling ($k_3 = 0, k_4 = 9$), the speed of the traveling is 0.0102 ($v_{tr} = 0.0102$) while in the presence of the electrical cou-
FIG. 12. a) Position of the oscillator displaying maximum x-value with time for \( p = 15 \) for \( k_3 = 1, k_4 = 9 \). The periodicity of the waveform refers to that of the traveling chimera state. (b) Fourier transforms of \( J_{\text{max}}(t) \), with low frequencies, expanded in the inset, to discern the frequencies of the traveling motion around the ring \( (f_{\text{tr}} = 0.0000816) \).

pling \( (k_3 = 1, k_4 = 9) \) the speed of the traveling becomes \( 0.00816 \) \( (v_{\text{tr}} = 0.00816) \). It implies that the introduction of electrical coupling can slow down the chimera traveling. An example of \( J_{\text{max}} \) representation and its Fourier spectrum for \( p = 15 \) is represented in figure 12. We can observe that \( J_{\text{max}}(t) \) is periodic (Fig.12(a)). And the analysis of the frequency spectrum (Fig.12(b)) reveals that the frequency of traveling \( f_{\text{tr}} \) is \( 0.0000816 \).

2. Application of the 0-1 test method for the determination of chaos.

a. 0-1 test description

The 0-1 test for chaos was put together for the first time by Georg A. Gottwald and Ian Melbourne [50]. It was designed to distinguish chaotic behavior from the regular behavior of deterministic systems. When the test result gives 1, or a value very close to 1, the system is chaotic, but when it gives 0 or a value very close to 0, it is regular. It can be summarized as follows:

Consider an n-dimensional dynamical system \( \dot{X} = F(X) \) with \( X = (x_1, x_2, ..., x_n)^T \) a solution of the underlying system also noted as \( X(t) \). If we note by \( \phi(t) \) the observable of the underlying system; the 0-1 test uses the observables to drive the dynamics on well-chosen Euclidean extension and exploit a theorem from Nicol et al. [51, 52] which explains that the dynamics on the group extension is bounded if the underlying dynamics in nonchaotic, but it behaves like a Brownian motion if dynamics is chaotic.

Rather than requiring phase space reconstruction, which is necessary to apply standard Lyapunov exponent methods in the analysis of discrete data, the test works directly with the time series and does not involve any preprocessing of the data [53]. A thorough description and the use of the method can be found in [53–56].

b. Application

To confirm that the nodes of the traveling chimera zones of Fig.10(a) emit chaotic burstings, we apply to the waveform of the variables \( x \), as presented in red in Fig.10(b), the 0-1 test method. It emerges that the trajectories of the phase portrait of the displacement variables, defined as \( (p, c) \) by Gottwald and Melbourne, are unbounded (Fig.13(a)); then, the oscillations of the mean square displacement evolve asymptotically towards a linear curve (Fig.13(b)) and finally the value of the correlation coefficient is equal to \( 0.9906(K_c = 0.9906) \), i.e., a value very close to 1. All these characteristics constitute proof that the nodes belonging to the traveling zones emit chaotic bursting.

FIG. 13. Plot of (a) translation variable \( q_c \) versus \( p_c \), (b) mean square displacement \( M_c \) versus \( n \) for the HR model. The trajectories are unbounded. We used 60000 data points and computed \( M_c(n) \) for \( n = 1, ..., 6000 \) with \( c = 0.03 \).
