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Abstract. Text vectorization, features extraction and machine learning algorithms play a vital role to the field of sentiment classification. Accuracy of sentiment classification varies depending on various machine learning approaches, vectorization models and features extraction methods. This paper represents multiple ways of evaluations with the necessary steps needed to achieve highest accuracy for classifying the sentiment of reviews. We apply two n-gram vectorization models - Unigram and Bigram individually. Later on, we also apply features extraction method TF-IDF with Unigram and Bigram respectively. Five ensemble machine learning algorithms namely Random Forest (RF), Extra Tree (ET), Bagging Classifier (BC), Ada Boost (ADA) and Gradient Boost (GB) are used here. The key findings in this study is to determine which combination of vectorization models (Bigram, Unigram) along with feature extraction method (TF-IDF) and ensemble classifier gives the better performance of sentiment classification.

1. Introduction

Sentiment Analysis is the process to identify the user centric visualization based on user feedbacks. The main concept of sentiment analysis is to analyze the written text by the user and to extract their feedbacks [1]. Sentiment Analysis is used in different areas of healthcare, politics and movie industries [2]. In the industry of healthcare, it is used to find out the quality of patient care at any hospital or health care centre [2]. In the area of politics, the analysis of public’s sentiment towards candidate of political parties [3], to predict the results of election [4]. In the industry of movie, it is used to find out the reaction of people who have watched the movie from their opinions and posted reviews [5]. To perform the analysis, researchers are using various machine learning algorithms which carry out an optimal way to find out the result from people’s sentiment. Two types of machine learning algorithm are used in sentiment analysis, one is supervised and another is unsupervised. In supervised learning, the dataset is labeled during preprocessing or during analysis then trained the machine to obtain a meaningful output that helps to make the decision [6]-[7]. In unsupervised learning, it’s getting harder...
to obtain reasonable result because of unlabeled data. That means unsupervised learning not provide any labeled data to machine. Various clustering methods are used to solve this issue [6]. Again the robustness of supervised learning can be enhance by applying the averaging, boosting and stacking techniques. These are named as ensemble machine learning techniques [8]-[9]. Thus, ensemble machine learning techniques are also known as supervised learning techniques. In this study ensemble machine learning techniques are used to perform classification of sentiment based on labeled data. Mainly three levels are used to investigate the sentiment classification such as aspect level, document level and sentence level [10]. The whole presented expressions and the references aspect within a document is focused on aspect level classification. In document level classification, each and every single document contain either a positive or negative reviews. Whether a sentence is positive or negative can be found out in sentence level classification [10].

This study focused on the aspect of document level classification. The structure of this paper is as follows. Section 2 is provided with the Literature Review based on the sentiment analysis research activities held recently. Section 3 is described the research methodology. Section 4 evaluates the performance to show that results meet up with design and objectives. Section 5 concludes the paper.

2. Literature Review
Zhang et al. [11] have considered word2vec and SVMperf method. They have found 87.10% and 90.30% classification accuracy for word2vec and SVMperf respectively. They use Chinese comment on clothing products dataset and the feature selection methods lexicon-based and part-of-speech have used. Martin et al. [12]. have used voting and stacking concept with machine learning algorithms. Implementing the document classification and sentiment classification they use Naïve Bayes, Support Vector Machine, Bayesian Logistic Regression (BLR) and C4.5. Using the MuchoCine(MC) and Spanish Corpus dataset they found the accuracy 88.5%, 88.31%, 88.27% and 87.66% respectively for the above algorithms. Xia et al. [13] have found 82.7%, 86.1% and 84.85% classification accuracy for Naïve Bayes, Support Vector Machine and Maximum Entropy respectively. The mostly use Cornell movie review dataset, document and multi-domain sentiment dataset. For selecting features set, they have considered part-of-speech(POS) and the word-relation based feature sets. Matsumoto et al. [14] have worked with document level sentiment analysis and for sentiment classification they use support vector machine and apply on Internet Movie Database (IMDb) and Polarity Dataset. They have found the classification accuracy 83.7% for Unigram, 80.4% for Bigram and 84.6% for Unigram + Bigram using only support vector machine learning algorithm. Tripathy et al. [6] have considered document label classification with CountVectorizer for vectorization along with TF-IDF to transform text to numeric values. The have used Naive Bayes (NB), Support Vector Machine (SVM), Random Forest and Linear Discriminant Analysis (LDA) machine learning algorithm for sentiment classification. They found 89.5%, 94.0%, 95.0% and 92.0% accuracy form Naive Bayes (NB),Support Vector Machine (SVM), Random Forest, and Linear Discriminant Analysis (LDA) respectively. They use aclIMDb [15] and polarity movie [16] review dataset. However highest accuracy into 100% is not found for any classification algorithm yet. This study try to found the highest accuracy for classifying sentiment of reviews. Random Forest (RF), Extra Tree (ET), Bagging Classifier (BC), Ada Boost (ADA) and Gradient Boost (GB) machine learning algorithms are used to test the accuracy level.

3. Methodology
The process of sentiment classification are two types: binary sentiment classification and multiclass sentiment classification [4]. Each document doc, in DOC, where DOC = {doc1, doc2, doc3, ..., docn} is classified in binary classification. It is labeled as S, where, S is a predefined set of review category like S = {1,0} = {Positive, Negative}. Each document doc is classified in multi class sentiment analysis as a level in S* where, S* = {Strong positive, positive, neutral, negative, strong negative} [6]. Binary sentiment classification is considered in this study. The overall system is described in figure 1.
3.1 Dataset Used
The dataset used for our experiment is “Large Movie Review Dataset” collected by Andrew Maas [17] [18]. This dataset consists of a collection of 50,000 movie reviews from IMDb [15]. The movies are covered by the category comedy, funny, action, science fiction, romantic, horror, fantasy and adventure. At most 30 reviews are considered as per movie. The movie reviews are classified into equal number of positive and negative reviews. Neutral reviews are ignored. Based on the user rating out of 10, less than or equal 4 is classified as a Negative review and greater than or equal 7 is classified as positive reviews.

3.2 Vector Creation and Feature extraction
Generate a vectorized documents by n-Grams of tokens (unigram and bigram) methods from each textual reviews. A term n-Gram is defined as a series of consecutive tokens of length n. Feature extraction is an important method to determine the robust key features from large number reviews [19] [20]. Feature extraction methods TF-IDF is used in this research which has implemented on both of unigram and bigram methods [21].

3.3 Evaluation with Ensemble Machine Learning
After that, the performance of classifying the sentiment of reviews from vectorized documents which are generated using the Unigram, Bigram, Unigram + TF-IDF and Bigram + TF-IDF models on dataset is being evaluated. Five ensemble machine learning approaches (Bagging Classifier, Random Forest, Extra Tree, Ada Boosting, Gradient Tree Boosting) are applied to classify the sentiment of reviews and to calculate the accuracy of classification [22].

4. Performance Evaluation and Result Analysis
This section analyzes the accuracy level and the overall performance of the proposed model. Bigram and Unigram vectorization models and a well established feature extraction methods (TF-IDF) have been implemented and evaluated in this study. Here ensemble machine learning algorithms are considered [23]. Several feature extraction methods are applied for evaluating the performance [24].

4.1 Evaluation Parameter
To evaluate the performance of the classification of sentiment of reviews, there are some metrics are used which are as outlined in Table 1.
Table 1. Evaluation Parameter for Measuring the Accuracy [5] [6].

| Evaluation Parameter | Description | Formula/Visualization |
|----------------------|-------------|-----------------------|
| Precision            | It measures the exact value of the result provided by the classifier. | Positive Precision = TP/(TP + FP) Negative Precision = TN/(TN+FN) |
| Recall               | It measures the thoroughness of the result provided by classifier. | Positive Recall = TP/(TP + FN) Negative Recall = TN/(TN+FP) |
| F1-Score             | It defines the harmonic mean of exactness and completeness. | F1-Score = (2*Precision* Recall) / (Precision + Recall) |
| Accuracy             | It defines the ratio of correctly classified data to total number of data. | Accuracy = (TP + TN) / (TP + TN + FP + FN) |

TP : True Positive represents the reviews are positive and also classifier classified as positive; FP: False Positive represent the reviews are positive but classifier classified as negative; TN: True Negative represents the reviews are negative and also classifier classified as negative; FN: False Negative represent the reviews are negative but classifier classified as negative; [5]

Figure 2 depicts the results obtained from the Unigram and Bigram vectorization model with five ensemble machine learning techniques. The blue and maroon color represents the accuracy of Unigram and Bigram vectorization model respectively. We obtain 99.404%, 100%, 98.664%, 80.426% and 81.722% accuracy by using Random Forest (RF), Extra Tree (ET), Bagging Classifier (BC), ADA Boost (ADA) and Gradient Boost (GB) respectively for Unigram vectorization model. On the other hand, the accuracy for Bigram vectorization model obtained from Random Forest(RF), Extra Tree(ET), Bagging Classifier(BC), ADA Boost (ADA) and Gradient Boost(GB) classifiers are 99.404%, 100%, 98.754%, 80.474% and 81.76% respectively represented in figure 2.

Figure 2. Accuracy for Unigram and Bigram Vectorization Model using RF, ET, BC, ADA and GB Classifiers
Figure 3. Accuracy for Unigram+TF-IDF and Bigram+TF-IDF Vectorization Model using RF, ET, BC, ADA and GB Classifiers

The results obtained from the Unigram + TF-IDF and Bigram + TF-IDF vectorization model with five ensemble machine learning techniques represented in figure 3. The accuracy of Unigram + TF-IDF and Bigram + TF-IDF vectorization model represented respectively by blue and maroon color. The accuracy of classification obtained from Random Forest(RF), Extra Tree(ET), Bagging Classifier(BC), ADA Boost (ADA) and Gradient Boost(GB) classifiers are 99.38%, 100%, 98.892%, 80.814% and 82.024% respectively using Unigram + TF-IDF technique. On the other hand, we observe that Random Forest(RF), Extra Tree(ET), Bagging Classifier(BC), ADA Boost (ADA) and Gradient Boost(GB) algorithms provide the accuracy of classification 99.47%, 100%, 98.914%, 80.516% and 82.258% respectively using Bigram + TF-IDF technique. All of the experimental result with the results of evaluation parameters are comparatively shown at table 2.

Table 2. Comparison among the combination of Experimental Results.

| Classifier + N-Gram | Precision | Recall | F1-Score | Accuracy |
|---------------------|-----------|--------|----------|----------|
| RF + Uni            | 0.99      | 0.99   | 0.99     | 99.4%    |
| ET + Uni            | 1.00      | 1.00   | 1.00     | 100%     |
| BC + Uni            | 0.99      | 0.99   | 0.99     | 98.7%    |
| ADA + Uni           | 0.81      | 0.80   | 0.80     | 80.4%    |
| GB + Uni            | 0.82      | 0.82   | 0.82     | 81.7%    |

| Classifier + N-Gram | Precision | Recall | F1-Score | Accuracy |
|---------------------|-----------|--------|----------|----------|
| RF + Bi             | 0.99      | 0.99   | 0.99     | 99.4%    |
| ET + Bi             | 1.00      | 1.00   | 1.00     | 100%     |
| BC + Bi             | 0.99      | 0.99   | 0.99     | 98.8%    |
| ADA + Bi            | 0.81      | 0.80   | 0.80     | 80.4%    |
| GB + Bi             | 0.82      | 0.82   | 0.82     | 81.8%    |
## 5. Conclusion

The combination of text vectorization models without and with feature extraction method TF-IDF are broadly experimented with five ensemble machine learning algorithms. Table 2 represent evaluation parameters and accuracy obtained and Figure 2 and 3 represent the accuracy obtained from Unigram, Bigram, Unigram + TF-IDF and Bigram + TF-IDF respectively after classification using five Ensemble Machine Learning classifiers. We found the maximum classifier can provide highest accuracy from the combination of Bigram + TF-IDF. And Extra Tree provide 100% accuracy for all combinations, ADA Boost for Unigram + TF-IDF and rest three classifiers Random Forest, Bagging Classifier and Gradient Boost algorithm for Bigram + TF-IDF combination.
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