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Abstract

Knowledge graphs (KGs) consisting of triples are always incomplete, so it’s important to do Knowledge Graph Completion (KGC) by predicting missing triples. Multi-Source KG is a common situation in real KG applications which can be viewed as a set of related individual KGs where different KGs contains relations of different aspects of entities. It’s intuitive that, for each individual KG, its completion could be greatly contributed by the triples defined and labeled in other ones. However, because of the data privacy and sensitivity, a set of relevant knowledge graphs cannot complement each other’s KGC by just collecting data from different knowledge graphs together. Therefore, in this paper, we introduce federated setting to keep their privacy without triple transferring between KGs and apply it in embedding knowledge graph, a typical method which have proven effective for KGC in the past decade. We propose a Federated Knowledge Graph Embedding framework FedE, focusing on learning knowledge graph embeddings by aggregating locally-computed updates. Finally, we conduct extensive experiments on datasets derived from KGE benchmark datasets and results show the effectiveness of our proposed FedE.

1 Introduction

Knowledge Graph (KG) represents the fact that entity $h$ and $t$ are connected by relation $r$ with the form of triple $(head entity, relation, tail entity)$, $(h, r, t)$ in short. Currently, a plenty of large-scale knowledge graphs are proposed, such as YAGO (Suchanek et al., 2007), Freebase (Bollacker et al., 2008), NELL (Carlson et al., 2010) and Wiki-data (Vrandečić and Krötzsch, 2014), and a lot of downstream tasks can take advantage of knowledge graph. However, many knowledge graphs are incomplete, so it’s of great significance to predict missing triples based on current triples, namely Knowledge Graph Completion (KGC).

In real KG applications, it’s common that entities are involved in different related KGs, and we call such situation as Multi-Source KG. Knowledge graph completion for each individual KG in such situation is also important. For example, as shown in Figure 1, a person (entity) has different operations in different banks, and each bank will save related data (triples) for this person. It’s intuitive that, for KG in each bank, relations defined and labeled (i.e. triples) in other KGs have potential of improving the quality of representation for this person (entity) and enhancing the KGC performance. However, KGs often cannot complement each other’s KGC capabilities by just collecting triples from different KGs together, because of the data privacy and sensitivity, especially in some
specific application domains (e.g. financial and medical domain) and under some regulations (e.g. European Union General Data Protection Regulation). How to take advantage of the complementary capabilities of different related knowledge graphs while keeping data privacy is an urgent problem in real KG applications.

In order to solve this problem, we resort to Federated Learning (McMahan et al., 2017) which is a decentralized method proposed to protect privacy by training a shared model without collecting data from different clients/devices/platforms. The model training is conducted by aggregating locally-computed updates and the data in clients won’t be transferred to anywhere for data privacy. Nowadays, Knowledge Graph Embedding (KGE) methods which focus on learning reasonable embeddings (vector representations) for relations and entities have proven to be effective to do knowledge graph completion, and lots of embedding-based methods (Bordes et al., 2013; Wang et al., 2014; Lin et al., 2015; Yang et al., 2015; Trouillon et al., 2016; Zhang et al., 2019b,a; Sun et al., 2019) for KGC have been proposed in the past decade.

To take advantage of different relevant knowledge graphs and ensure the data privacy, inspired by the conception of federated learning and knowledge graph embedding, we embed knowledge graphs in federated setting in this work. Specifically, we propose a Federated Knowledge Graph Embedding framework, FedE, to leverage the capability of knowledge graph embeddings for predicting missing triples by learning shared entity embeddings without collecting triples from different clients to a central server. There are two kinds of roles in our FedE, the server and client. Each client has its own knowledge graph and different clients have overlapping entity sets but not aware of others’ relation sets and triples. The main idea of our FedE is that training embeddings only on each client and aggregating entity embeddings on server while not collecting triples of clients to the central server for privacy protection. For each client, triples and relation set won’t be exposed to others, and entity set will only be read by the central server, so triples cannot be inferred by other clients and the data privacy can be guaranteed. Furthermore, for fusion the capability of learned embeddings based only on one client and in federated setting, we also design a model fusion procedure on each client.

We conduct experiments on four knowledge graphs derived from two benchmark knowledge graph datasets, and show the effectiveness of our FedE in federated knowledge graph setting which not only achieves significant improvement compared to conducting KGC within single KG but also achieves results comparable with or even better than results from the setting of collecting entire data together. In summary, main contributions of our work are as follows:

- We consider the federated setting in the knowledge graph and formulate its completion task as a new task, i.e. federated knowledge graph completion;
- We propose a general framework FedE to embed knowledge graphs in federated setting, which could be applied to any methods containing entity embeddings;
- We experimentally prove that our proposed FedE is effective on four datasets derived from conventional KGE benchmarks.

## 2 Federated Knowledge Graph Embedding

### 2.1 Task Formulation

We formally define the Knowledge Graph at the beginning, and then, we extend such definition to Federated Knowledge Graph Completion, the task which we are interested in.

**Definition 2.1 (Knowledge Graph $G$)** A knowledge graph is defined as $G = \{E, R, T\}$. $E = \{e_i\}_{i=1}^n$ is a set which consists of $n$ entities and $R = \{r_i\}_{i=1}^m$ is the a set which consists of $m$ relations. A triples set $T = \{(h, r, t) \in E \times R \times E\}$ models the relation between different entities.

**Definition 2.2 (Federated Knowledge Graph Completion)** This task focuses on doing knowledge graph completion in federated setting. Specifically, in such setting, $C$ knowledge graphs $\{G_c\}_{c=1}^C = \{\{E_c, R_c, T_c\}\}_{c=1}^C$ locate in different clients with overlapping entity sets, and each knowledge graph defines its own relation set and triples.

This completion task focuses on predicting missing triples like $(h, r, ?)$ in each KG by taking advantage of information from other KGs in federated setting. For each KG in such setting, the triples and relation set are not exposed to others, and the entity sets of different clients can only be read by a central server which will maintain a overall entity...
table to record all the unique entities from different clients and can map entities from different clients to this table. The unawareness of relations, entities and triples in each other client guarantee the data privacy for each client.

2.2 FedE

In this section, we propose a Federated Knowledge Graph Embedding framework FedE to solve the Federated Knowledge Graph Completion task as mentioned above. Following previous Federated Averaging (FedAvg) method (McMahan et al., 2017), we model our FedE as two parts, a central server and a set of clients. Under the definition above, different knowledge graphs locate in different clients with overlapping entity sets, and define there own triples and relation sets. Knowledge graphs in different clients using there own triples to update the entity and relation embeddings. A central server controls the aggregation and sharing of global entity embeddings. This server is responsible of maintain a overall entity table to record all the unique entities from different clients and can map entities from different clients to this table.

We firstly introduce the procedure of sever operation and client updating, and the final model fusion procedure tries to fusion the embeddings learned with and without federated setting to lift the capability of embeddings from different aspects. The overview of FedE is shown in Figure 2. The overall procedure of our framework is described in Algorithm 1.

### 2.2.1 Server Operation

The server in our FedE framework is responsible of aggregating entity embeddings from different clients and do average operation, finally, send aggregated entity embeddings back to each clients. We call one time of aggregation as one round for FedE.

Because of the overlapping entity sets of different clients, at the very beginning, entity sets from different clients will be sent to the central server, and the server will record all the unique entities and maintain a entity table itself. By the way, a set of permutation matrices \( \{P^c\}_{c=1}^C \) and existence vectors \( \{v^c\}_{c=1}^C \) will be constructed for aggregating entity embeddings from clients, where \( C \) is the total number of clients, \( n \) is the number of all unique entities and \( n_c \) is the number of entities from client \( c \). Specifically, the permutation matrix \( P^c \) is used for mapping entity matrix from client \( c \) to the server’s entity table, where \( P^c_{i,j} = 1 \) if the \( i \)-th entity in entity table corresponds to the \( j \)-th entity from client \( c \). \( v^c_j = 1 \) indicates that the \( i \)-th entity in entity table exists in client \( c \).

Next, server will randomly initialize entity embedding matrix \( E_0 \in \mathbb{R}^{n \times d_e} \) based on above entity table, where \( d_e \) is the dimension of entity embeddings. A permutation will be conducted before sending entity embeddings to client each client.

\[
E_0^c \leftarrow P^{cT} E_0. \quad (1)
\]

At round \( t \), server firstly send entity embedding matrix \( P^{cT} E_t \in \mathbb{R}^{n_c \times d_e} \) to each client. And \( F \times C \) clients will be chosen randomly, where \( F \) is the fraction of clients selected in each round, i.e. client fraction. After training embeddings with specific number of epoch in each selected clients, server

| Algorithm 1 FedE Framework |
|-----------------------------|
| **Require:** The number of clients \( C \); The faction of clients selected in each round \( F \); The number of local epoch \( E \) and local batch size \( B \); The learning rate \( \eta \). |
| **Server:** Server constructs permutation matrices \( \{P^c\}_{c=1}^C \) and existence vectors \( \{v^c\}_{c=1}^C \) and initializes \( E_0 \). |
| for round \( t = 0, 1, \ldots \) do |
| Server distributes \( E_t \) to each client. |
| \( C_t \leftarrow \) (random set of \( F \times C \) clients) |
| for each client \( c \in C_t \) in parallel do |
| \( E_{t+1}^c \leftarrow \) ClientUpdate\((c, P^{cT} E_t)\) |
| end for |
| \( E_{t+1} \leftarrow (1 \otimes \sum v^c) \otimes \sum P^c E_{t+1}^c \) |
| end for |
| for each client \( c \) from 1 to \( C \) in parallel do |
| Do model fusion on client \( c \) |
| end for |
| **ClientUpdate\((c, E)\):** |
| for each local epoch \( e \) from 1 to \( E \) do |
| \( B \leftarrow \) (random split triples \( T_c \) into batches of size \( B \)) |
| for batch \( b \in B \) do |
| Compute loss \( \mathcal{L} \) for \( b \) by Eq. 3 |
| \( E \leftarrow E - \eta \nabla \mathcal{L} \) |
| end for |
| end for |
| return \( E \) |
where entity embedding matrices from different knowledge graph models.

Following knowledge graph embedding methods, after receiving entity embedding $E_t^c$ from server at round $t$ for each client $c$, a selected set of clients use their own triples and relation embeddings to update entity embeddings, at the same time, relation embeddings in each client will also be updated.

For a triple $(h, r, t)$ in knowledge graph $G_c$ in client $c$, we calculate the truth value by score function $f_r(h, t)$, and this score function can be changed by the choice of knowledge graph embedding method. Score functions of four typical KGE methods are described in Table 1. Following the loss function proposed by Sun et al. (2019), the loss for triple $(h, r, t)$ in client $c$ is,

$$L(h, r, t) = -\log \sigma(f_r(h, t) - \gamma)$$

$$- \sum_{i=1}^{n} p(h, r, t'_i) \log \sigma(\gamma - f_r(h, t'_i)), \quad (3)$$

where $\gamma$ is the margin which is a hyperparameter. $(h, r, t'_i)$ is a negative sample corresponding to $(h, r, t)$, where $(h, r, t'_i) \notin G_c$, and $n$ is the number of negative samples. $p(h, r, t'_i)$ is the weight for corresponding negative sample, and this non-uniform negative sampling is called self-adversarial negative sampling, the weight is defined as follows:

$$p(h, r, t'_i) = \frac{\exp(\alpha f_r(h, t'_i))}{\sum_j \exp(\alpha f_r(h, t'_j))}, \quad (4)$$

where $\alpha$ is the temperature.

After $P$ epoches of training on client $c$ at the round $t$, updated entity embeddings $E^c_{t+1}$ will be uploaded to the server.

![Figure 2: Overview of FedE. Illustrating the procedure of client updating and server operation at round $t$.](image)

**Table 1:** Score function $f_r(h, t)$ of typical knowledge graph models. $h, r, t$ are embeddings correspond to $h, r, t$. $\Re(\cdot)$ denotes the real vector component of a complex valued vector. $\odot$ denotes the Hadamard product.

| Model   | Score Function | Vector Space |
|---------|----------------|--------------|
| TransE  | $-||h + r - t||$ | $h, r, t \in \mathbb{R}^d$ |
| DistMult| $h^T \text{diag}(r)t$ | $h, r, t \in \mathbb{R}^d$ |
| ComplEx | $\Re(h^T \text{diag}(r)\overline{t})$ | $h, r, t \in \mathbb{C}^d$ |
| RotatE  | $-||h \odot r - t||$ | $h, r, t \in \mathbb{C}^d$ |
2.2.3 Model Fusion

It's intuitive that the embeddings learned by federated knowledge graph embedding framework are complementary to the trained embeddings based only on one knowledge graph without federated setting. For this reason, we design a model fusion procedure for knowledge graph embeddings on each client to fuse the embeddings learned with and without federated setting.

To fuse two models, for a triple \((h, r, t)\), we firstly concat score \(f^s_r(h, t)\) and \(f^f_r(h, t)\) as a feature vector, where score function superscripted by \(s\) using embeddings trained by single knowledge graph while score function superscripted by \(f\) using embeddings trained in federated setting. Then, using a linear classifier taking such feature vector as input and output the final score for this triple, \(s(h, r, t) = Wx + b\),

\[
\text{(5)}
\]

This linear classifier is trained by a margin ranking loss to make the positive triples be ranked higher than the negative triples, and the model fusion loss for \((h, r, t)\) in \(G_c\) is defined as follows:

\[
L_f(h, r, t) = \max(0, \beta - s(h, r, t) + s(h, r, t')) \quad \text{(6)}
\]

where \(\beta\) is the margin and \((h, r, t')\) is a the negative triple. The training object of model fusion procedure is to minimize the model fusion loss of all triples.

3 Experiments

In this section, we have following questions to be explored. 1) Can our FedE get better performance than KGE-based methods without federated setting? 2) What are the comparison results between FedE and KGE-based methods with collecting triples from different clients which violate the data privacy? 3) Is FedE effective with the increase of the number of clients? 4) Is the model fusion procedure effective? 5) The impact of different factors (i.e. multi-client parallelism and client computation) on training and testing for FedE.\(^1\)

3.1 Datasets and Evaluation Metrics

To test the effectiveness of our FedE model, we use two benchmark knowledge graph datasets, FB15k-237 (Toutanova et al., 2015) and NELL-995 (Xiong et al., 2017). These two benchmark datasets are originally proposed to evaluate knowledge graph embedding methods, in order to evaluate our FedE in federated setting, we create several new datasets in federated setting by distributing triples into clients. Specifically, according to Definition 2.2, we randomly select relations into clients, and distribute triples into clients according to selected relations. We randomly split FB15k-237 into 3, 5, 10 clients as FB15k-237-Fed3, -Fed5, -Fed10 and NELL-995 into 3 clients as NELL-995-Fed3, the statistics of these datasets are given in Table 2. The proportion for training/validation/testing triples is 0.8/0.1/0.1.

Following conventional evaluation metrics on knowledge graph embedding methods, we report Mean Reciprocal Rank (MRR) and Hits at N (Hits@N) to evaluate the performance of link prediction on each client. The link prediction ranking results are evaluated in the filtered setting (Bordes et al., 2013), where we filter the candidates triples that appear either in training, validation and testing set when we do evaluation.

3.2 Implementation

To demonstrate the capability of our FedE framework, we contrast FedE with knowledge graph embedding method under the sitting Single and Entire. For setting Single, the knowledge graph embeddings are trained only on its own knowledge graph for each client. For setting Entire, we collect triples of knowledge graphs from different clients together, and train knowledge graph embeddings on such entire triples, note that this setting violates the privacy protection because triples from different clients are exposed during the procedure of collection. For setting FedE, we train knowledge graph embeddings using our proposed FedE in the federated setting and triples on each clients won’t be transferred to anywhere. We choose four typical knowl-

---

\(^1\)The source code could be found at https://github.com/AnselCmy/FedE.

| Dataset       | #C | #Rel | #Ent | #Tri      |
|---------------|----|------|------|-----------|
| FB15k-237-Fed3| 3  | 79   | 12595.3 | 103373    |
| FB15k-237-Fed5| 5  | 47.4 | 11260.4 | 62023.2   |
| FB15k-237-Fed10| 10 | 23.7 | 8340.1  | 31011.6   |
| NELL-995-Fed3 | 3  | 67   | 33453.7 | 51404.3   |

Table 2: Statistics of datasets. #C denotes the number of clients. #Rel, #Ent and #Tri denote the average of the number of unique relations, entities and triples in clients.
edge graph embedding methods, TransE(Bordes et al., 2013), DistMult(Yang et al., 2015), ComplEx(Trouillon et al., 2016) and RotatE(Sun et al., 2019) for setting Single, Entire, FedE.

For setting FedE, unless otherwise noted, the number of local epoch $E$ is 3 and the local batch size $B$ is 512. The number of clients chosen in each round, i.e. $k$, for FB15k-237-Fed3 and NELL-995-Fed3 is 3, for FB15k-237-Fed5 and -Fed10 is 5. Adam (Kingma and Ba, 2015) with initial learning rate as 0.001 is used for stochastic optimization of client updating. The embedding dimension is 256 for relations and entities. We set margin $\gamma$ and $\beta$ as 10, temperature for self-adversarial negative sampling $\alpha$ as 1 and the number of negative sampling as 256. During training, model will be evaluated on validation set each 10 epochs for setting Single and Entire, and each 5 rounds for setting FedE. We use early stopping with 15 patient epochs/rounds, where the training procedure will be aborted after consecutive 15 epochs/rounds dropping on MRR of validation.

3.3 Main Results

The results on FB15k-237-Fed3 and NELL-995-Fed3 are summarized in Table 3 and Table 4.

Based on these results, we can find that our proposed FedE can achieve better link prediction performance than knowledge graph embeddings trained in Single setting, specifically, using RotatE as KGE method, FedE is relatively improved by an average of 5.7%, 3.6%, 7.9% and 7.1% on MRR, Hits@1, Hits@5, Hits@10 among clients in FB15k-237-Fed3 and 14.2%, 14.0%, 15.4% and 14.4% among clients in NELL-995-Fed3. Note that unless otherwise specified, in the following part, the average results on metrics among clients in one dataset means the average weighted by the number of evaluation triples in each client of this dataset.

We also find that our proposed FedE can achieve better performance than knowledge graph embedding trained in Entire setting in most cases, and get comparable results in other cases.

Overall, For question 1) and 2), FedE can achieve better performance than embeddings trained in Single setting stably, and better results than embeddings trained in Entire setting, which even violates the data privacy, in most cases, indicating that the effectiveness of our FedE in learning knowledge graph embeddings in federated setting.

The Number of Clients. In this part, we want to figure out that with the increase of the number of clients, is FedE still effective? The Hits@10 results on FB15k-237-Fed5 and FB15k-237-Fed10 using RotatE as KGE model are described in Figure 3 and Figure 4.

FedE is relatively improved by an average of 6.7%, 1.7%, 10.7% and 10.3% on MRR, Hits@1, Hits@5, Hits@10 among clients in FB15k-237-Fed5 and 7.8%, 1.7%, 13.1% and 12.2% among clients in FB15k-237-Fed10 compared with RotatE in Single setting. For question 3), our proposed FedE is still effective with the increase of the number of clients.

Ablation Study on Model Fusion. As described in Section 2.2.3, the procedure of model fusion in FedE can fusion the model learned with and without federated setting, i.e. take advantage of both embeddings trained under FedE setting and Single setting. Here we use a ablation study to show the effectiveness of model fusion procedure. We show the average MRR results among clients.
of these four datasets respectively in Table 5. For question 4), we find that the link prediction results have a steady improvement on different datasets with model fusion, which shows the effectiveness of model fusion.

3.4 Factors That Have Impact on FedE

3.4.1 Multi-Client Parallelism

In this part, we focus on exploring the impact of multi-client parallelism (i.e. the value of client fraction $F$ in each round) on learning of FedE. We train several FedE models on FB15k-237-Fed10 by varying client fraction $F$ as $\{0.1, 0.3, 0.5, 0.8, 1\}$ using RotatE as KGE model, and check the performance on validation set each 5 round.

We report the change of average Hits@10 on validation set over clients of FB15k-237-Fed10 versus communication rounds in Figure 5, and different curves means using different client fractions for FedE. We find that increasing the multi-client parallelism can boost the convergence rate.

Furthermore, we also evaluate trained FedE with different client fractions on test set of FB15k-237-Fed10, and show the average test results of different metrics in Figure 6. Each sub-figure in Figure 6 shows a specific metric of average test result vs. client fraction, and the lines are fitted by linear regression model. The translucent bands around the regression lines demonstrate the confidence interval for regression estimate. From these results, we
find that increasing the multi-client parallelism during training of FedE can improve the performance of FedE.

3.4.2 Client Computation

Client computation (i.e., the number of local updating) is also an important factor should be considered in learning knowledge graph embeddings in federated setting, because clients in such setting sometimes may have weak computing power like mobile device. Client computation is control by local epoch \( E \) and local batch size \( B \), and the value of which is proportional to \( E/B \), in other words, more local epoch and smaller batch size make more client computation. In this section, to investigate the impact of client computation on convergence rate and model performance, we train FedE with RotatE as KGE model on FB15k-237-Fed10, and fix the client fraction \( F \) as 0.5, varying local batch size \( B \) with \{64, 256, 512\} and local epoch \( E \) with \{1, 3, 5\}.

The curves of average validation Hits@10 results during training with fixing local epoch and varying local batch size are described in Figure 7. From such curves, we can find that smaller local epoch value can make better model performance while reduce the convergence rate of FedE learning.

The curves of average validation Hits@10 results during training with fixing local epoch and varying local batch size are described in Figure 8. From such curves, we can find that larger batch size can make better model performance while reduce the convergence rate.

Finally, based on what we observer above, we can find that when we try to reduce the number of local updating (client computation), i.e. reduce local epoch and/or increase local batch size, we can get better performance while may have a lower con-
vergence rate which makes more communication costs between server and clients.

4 Related Work

4.1 Knowledge Graph Embedding

To overcome the disadvantage (e.g. low efficiency and robustness) of using symbolic methods to represent knowledge graphs, researchers seek to represent relations and entities as continuous vectors, so as to mapping the operation of knowledge graphs into vector spaces. Such vector representation methods (i.e. Knowledge Graph Embedding, KGE) mainly focus on defining score functions to expressively measure the truth value of triples in knowledge graphs. A lot of KGE methods (Wang et al., 2017) are proposed in the last decade and applied to various applications (Zhang et al., 2016; Hao et al., 2017; Chen et al., 2019; Zhang et al., 2020), most of them can be classified as translation-based method, tensor factorization method and neural-network-based method.

TransE (Bordes et al., 2013) is the first translation-based method which defines score function based on interpreting relations as translation operations on embeddings of the entities. Following TransE, TransH (Wang et al., 2014) introduces relation-specific hyperplanes to overcome the flaws of TransE, e.g. dealing with 1-N, N-1 and N-N relations. TransR (Lin et al., 2015) and TransD (Ji et al., 2015) are extension methods sharing the general idea with above methods. RotatE (Sun et al., 2019) maps entities and relations into complex vector space and treat relations as rotations between entities, which improves the ability of pattern modeling.

RESCAL (Nickel et al., 2011) learns embeddings by performing collective tensor factorization of a three-way tensor. Following RESCAL, DistMult (Yang et al., 2015) restricts relation matrices as diagonal matrices. Further, ComplEx (Trouillon et al., 2016) is an extension of DistMult using complex valued embeddings for modeling antisymmetric relations.

Neural-network-based methods including methods based on architecture like neural network, convolutional neural network and graph neural network. NTN (Socher et al., 2013) proposes a neural tensor network to define the operation between head, tail entity and relation for scoring triples. ConvE (Dettmers et al., 2018) uses 2D convolutions over embeddings to define the truth value of triples. As the graph nature of knowledge graphs, it is intuitive to leverage Graph Neural Network which has proven to be effective for graph structure to embed entities and relations into vector spaces, for example, R-GCN (Schlichtkrull et al., 2018) and CompGCN (Vashishth et al., 2020) proposed KGE methods based on Graph Convolutional Networks, and KBGAT (Nathani et al., 2019) and A2N (Bansal et al., 2019) based on Graph Attention Networks.

4.2 Federated Learning

Recently, McMahan et al. (2017) proposed Federated Learning, trying to learn a shared model by data in several clients/platforms while not aggregating data together for privacy protection. Many researchers in different fields have proposed methods in federated setting. Chen et al. (2018) proposed a federated meta-learning framework by sharing parameterized algorithm instead global model. Ge et al. (2020) proposed FedNER to handle medical NER task under federated setting. Sui et al. (2020) explores distant supervised relation extraction in federated setting. Jiang et al. (2019) proposed federated topic modeling framework for collaboratively learning a shared topic model while maintaining privacy protection from data from multiple parties.

5 Conclusion

We propose a federated knowledge graph embedding framework FedE, in federated setting. FedE learns knowledge graph embeddings for each client by taking advantage of triples from other clients while not collecting triples together for data privacy. The proposed FedE has impressive improvement compared with trained embedding models based only on its own knowledge graph for each client, i.e. the Single setting. Furthermore, we also analyze the impact of multi-client parallelism and client computation on training and testing of FedE.
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