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Abstract: As known, the commonly-utilized ways to determine mean first-passage time $\mathcal{F}$ for random walk on networks are mainly based on Laplacian spectra. However, methods of this type can become prohibitively complicated and even fail to work when the Laplacian matrix of network under consideration is difficult to describe in the first place. In this paper, we propose an effective approach to determining quantity $\mathcal{F}$ on some widely-studied tree networks. To this end, we first build up a general formula between Wiener index $W$ and $\mathcal{F}$ on a tree. This enables us to convert issues to answer into calculation of $W$ on networks in question. As opposed to most of previous work focusing on deterministic growth trees, our goal is to consider stochastic case. Towards this end, we establish a principled framework where randomness is introduced into the process of growing trees. As an immediate consequence, the previously published results upon deterministic cases are thoroughly covered by formulas established in this paper. Additionally, it is also straightforward to obtain Kirchhoff index on our tree networks using the proposed approach. Most importantly, our approach is more manageable than many other methods including spectral technique in situations considered herein.
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1 Introduction

Random walk on networks is a hot-topic in the realm of complex network study \cite{1-4} because of a large number of applications, both theoretical and practical, such as, the study of transport-limited reactions \cite{5}, target search \cite{6} as well as disease spreading on relationship networks among individuals \cite{7},
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to name just a few. Thus, it has attracted considerable attention from various fields including applied mathematics, theoretical computer science, statistic physics in the past years [8]-[10]. In the language of mathematics, random walk on networks $G(V,E)$ (defined in detail later) describes a simple dynamic process where a walker starting out from its current position $u \in V$ will at random hop to any vertex $v \in V$ in the next step with probability $P_{u \rightarrow v}$ that is defined as follows

$$P_{u \rightarrow v} = \begin{cases} 1/k_u & \text{if } u \text{ is adjacent to } v, \\ 0 & \text{otherwise.} \end{cases}$$

in which $k_u$ is the number of edges incident with vertex $u$. In other words,

$$f(v) = \sum_{u, u \sim v} \frac{1}{k_u} f(u)$$

for any distribution $f : V \rightarrow \mathbb{R}$ with $\sum_v f(v) = 1$ where symbol $u \sim v$ indicates that vertex $u$ is adjacent to $v$ [11]. Along this line of research, we keep on studying random walks on some networks of significant interest by considering many relevant topological parameters in order to better understand how the underlying structure affects dynamic behaviors of such type. As a tip, the terms graph and network are used indistinctly throughout this paper.

In fact, there is a long history of investigating random walks on an arbitrary graph [12]-[14]. As known, the most fundamental in studying random walks is to estimate some structural parameters, for instance, mean first-passage time $\mathcal{F}$ (defined in detail later). In theory, the closed-form solution to mean first-passage time $\mathcal{F}$ on graph $G(V,E)$ may be obtained using

$$\mathcal{F} = \frac{2|E|}{|V| - 1} \sum_{i=2}^{\left|V\right|} \frac{1}{\lambda_i}$$

where $|E|$ and $|V|$ represents size and order of graph $G(V,E)$ in the jargon of graph theory [15], respectively, and $\lambda_i$ is eigenvalue of the corresponding Laplacian matrix $L_G$. On the other hand, this typical method will become intractable to derive what we want when it is not easy to determine Laplacian spectra of network in question. Perhaps, one reason for this is that it is difficult to first establish the corresponding Laplacian matrix. These such example networks can be ubiquitous in research community, for instance, the famous Vicsek fractal [16]. This triggers the relevant research and inspires scholars to develop effective approaches, which are suitable for different types of networks under considerable, in order to get around the dilemma above. An instructive example is the so-called self-similarity based method for heterogeneous networks [17]. Therefore, in this paper, we will build up feasible techniques for the purpose of determining
the analytic solution to mean first-passage time on some networks, in particular, tree networks. In
general, these tree models that will be discussed are significantly difficult to analyze according to the
typical methods when considering random walks in more general cases as will be shown later.

Tree, as the simplest connected network, has also been well discussed in the area of random walk
study [18]-[21], and some structural parameters have been reported. For instance, the mean first-passage
time $\mathcal{F}_T$ on an arbitrary tree $T$ complies with the next expression

$$2|\mathcal{V}_T| \leq \mathcal{F}_T \leq \frac{1}{3}|\mathcal{V}_T|^2.$$  

Note that we have neglected other negligible terms in the above inequality in the large graph size limit.

Nonetheless, the problem of how to analytically calculate the concrete formula for mean first-passage
time on trees with intriguing structural features is of considerable interest both theoretically and experimen-
tally. This is because there are a great number of real-world applications associated with some specific
trees [22]-[25]. As a topological measure, the mean first-passage time can be chosen to quantify the struc-
tural properties including network robustness on those tree models. Particularly, the well-known Vicsek
fractal is often used to describe the underlying structure of some dendrimers and regular hyperbranched
polymers [22]. The deterministic uniform growth tree is frequently adopted to model epidemic spreading
in population [23]. The famous T-graph [24] and other variants including Peano basin fractal [25] have
been popularly utilized in physics and geosciences. Motivated by this, we aim at studying random walks
on stochastic uniform growth trees, which are a class of more general tree models, and then derive the
corresponding solution to mean first-passage time. To this end, we first propose a principled framework
for generating anticipated tree models. As an immediate result, those tree models mentioned above will
be grouped into the proposed framework. In other warts, the goal of this study is to try to discuss those
trees from a more comprehensive and systematical viewpoint.

In view of applications of those tree models into wide ranges of science [22]-[25], the exact formulae
for mean first-passage time on them have been obtained using some methods which are mainly based on
spectral theory [26, 27]. It is worth noticing that those models previously discussed all share deterministic
structure. Even so, it is not easy to calculate mean first-passage time by using the typical methods as
mentioned above. Meanwhile, in most cases, almost all seeds used to create those tree models are some
specific and simple trees, for instance, an edge or a star. If an arbitrary tree is selected to serve as the
seed, it is clear to understand that the pre-existing methods might not be suitable for calculating analytic
solution to mean first-passage time. Additionally, when introducing randomness into development of tree
models of this kind, the typical techniques will be prohibitively difficult and even fail to work. To address this issue, we develop some more convenient combinatorial approaches, and finally obtain what we are seeking for.

Our contribution is shown in the following form.

(1) A principled framework for creating stochastic uniform growth tree is proposed. More concretely, it consists of three ingredients: Vertex-based uniform growth mechanism, Edge-based uniform growth mechanism, along with mixture uniform growth mechanism. As will be clear to the eye, some previous models are contained in this framework completely. Meanwhile, based on this framework, we uncover some close relationships between those pre-existing models, which are previously unknown.

(2) Using a combinatorial method, we derive a formula connecting Wiener index $W$ to mean first-passage time $\mathcal{F}$ in a tree. With this formula, the analytic solutions to mean first-passage time for random walks on all stochastic uniform growth trees built in this work are obtained precisely. As a consequence, many early published results in the literature are certainly covered by the formulae derived by us. More importantly, no complicated computations are involved in the process of determining solutions.

(3) With the concept of network criticality, we find that the underlying topological structure of stochastic uniform growth tree plays a key role in studying random walks on it. At the same time, the scaling relations between quantity $\mathcal{F}$ and vertex number on all stochastic uniform growth trees proposed herein are also analytically obtained. They can fairly be thought of as more general consequences in comparison with the previously reported results.

The rest of this paper is organized as follows. We in Section 2 introduce some conventional notations in the jargon of graph theory. In Section 3, we propose some widely-studied graphic operations to establish a principled framework for generating potential candidate models as the objectives of this paper. Some example networks are listed for the purpose of better understanding the proposed framework. Next, the main results are shown in Section 4. More specifically, a formal connection of Wiener index $W$ to mean first-passage time $\mathcal{F}$ in a tree is built in a combinatorial manner. This enables us to derive the analytic solutions to mean first-passage time for random walks on all the above-mentioned models in a more convenient way. Accordingly, some detailed discussions are provided in order to understand how the underlying structure affects dynamic behaviors of this kind. Finally, we draw conclusion in the last section.
2 Definitions and notations

It is a convention in graph theory to denote a graph by $G(V, E)$ that contains a set $V$ vertices and a set $E$ edges running between vertices. Accordingly, symbols $|V|$ and $|E|$ represent vertex number and edge number, respectively. $N_u$ is used to indicate the neighboring set of vertex $u$. At the same time, let notation $[a, b]$ be a collection of integers which are certainly both no greater than $b$ and no less than $a$.

2.1 Matrix representation of graph

Roughly speaking, it is convenient to interpret a graph $G(V, E)$ based on its adjacency matrix $A = (a_{uv})$, which is defined in the following form

$$a_{uv} = \begin{cases} 1, & \text{vertex } u \text{ is connected to } v \text{ via an edge} \\ 0, & \text{otherwise} \end{cases}$$

It is clear to see that such kind of representation encapsulates some basic information about underlying structure of a graph itself. For instance, the degree $k_u$ of vertex $u$ is equivalent to $k_u = \sum_{v=1}^{|V|} a_{uv}$. To make further progress, the diagonal matrix, denoted by $D$, may be viewed as follows: the $i$th diagonal entry is $k_i$, while all non-diagonal entries are zero, that is, $D = \text{diag}[k_1, k_2, \ldots, k_{|V|}]$. Based on this, the corresponding Laplacian matrix, denoted by $L$, is expressed as $L = D - A$. Accordingly, the normalized version is $L = I - D^{-1}A$ where $I$ is an identity matrix with proper cardinality and $D^{-1}$ indicates the inverse of matrix $D$. For our propose, let $\lambda_1, \lambda_2, \cdots, \lambda_{|V|}$ indicate the $|V|$ eigenvalues of Laplacian matrix $L$, which can be rearranged in an increasing order as follows, $0 = \lambda_1 < \lambda_2 < \cdots < \lambda_{|V|}$.

2.2 Shortest path length

Given a pair of vertices, say $u$ and $v$, in graph $G(V, E)$, the distance $d_{uv}$, also usually thought of as shortest path length, is the edge number of any shortest path joining vertices $u$ and $v$. The diameter is the maximum among all the distances in graph. The sum over distances of all possible vertex pairs in graph $G(V, E)$, denoted by $\mathcal{W}$ which is also called Wiener index, is by definition given by

$$\mathcal{W} = \frac{1}{2} \sum_{u \in V} \sum_{v \in V} d_{uv}. \quad (1)$$
At meantime, we can define the mean shortest path length $W$ in the following form

$$W = \frac{\mathcal{W}}{|V|(|V| - 1)/2}. \quad (2)$$

### 2.3 Random walks on graph

When considering random walks on network, an important and fundamental parameter is first-passage time ($FPT$) for an arbitrarily given pair of vertices $u$ and $v$. By definition, the first-passage time from vertex $u$ to $v$, denoted by $\mathcal{F}_{u \rightarrow v}$, is the expected time taken by a walker starting out from vertex $u$ to first reach its destination vertex $v$. As before, for network $\mathcal{G}(V, E)$ as a whole, we can define two analogs relevant to $FPT$ for random walks, i.e.,

$$\mathcal{F} = \sum_u \sum_v \mathcal{F}_{u \rightarrow v}, \quad (3)$$

and,

$$\mathcal{F} = \frac{\mathcal{F}}{|V|(|V| - 1)}, \quad (4)$$

It is worth mentioning that in general, the quantity $\mathcal{F}_{u \rightarrow v}$ is not necessarily equal to $\mathcal{F}_{v \rightarrow u}$ when a walker does random walks on network. Thus, the factor of 2 is eliminated in the preceding two equations compared with Eqs. (1) and (2). The parameter $\mathcal{F}$ is often called mean first-passage time ($MFPT$) for the sake of simplicity.

If network that we are discussing is a tree $T$, there is an expression for $MFPT$ based on the eigenvalues of Laplacian matrix $L_T$, which is given by

$$\mathcal{F}_T = 2 |V_T| \sum_{i=2}^{|V_T|} \frac{1}{\lambda_i}, \quad (5)$$

where symbol $|V_T|$ represents the total number of vertices in tree $T$. As seen in the literature [16, 17], most of previous work concerning with quantity $MFPT$ on trees with intriguing properties, such as, fractal feature, is based on Eq. (5). Generally speaking, it is a standard technique for all trees to study mean first-passage time using Laplacian spectra.

### 2.4 Electric network

For a given graph $\mathcal{G}(V, E)$, we can construct a corresponding electrical network, simply referred to as $\mathcal{G}^\dagger(\mathcal{V}^\dagger, \mathcal{E}^\dagger)$, by replacing each edge in $E$ with a unit resistor. For any two distinct vertices $u$ and $v$ in $\mathcal{V}^\dagger$, the electric potential at $v$ is given by

$$\Phi_v = \frac{\nu}{\chi_{uv}} \quad \text{for } u \neq v,$$
the effective resistance \( \Omega_{uv} \) between them is defined as the potential difference between \( u \) and \( v \) when a unit current from \( u \) to \( v \) is maintained. In the case \( u \) identical to \( v \), \( \Omega_{uv} \) is equal to zero.

As known, effective resistance is in fact a measure of distance. So, the sum over effective resistances \( \Omega_{uv} \) of all possible vertex pairs can be expressed as

\[
\mathcal{R}_{G^\dagger} = \sum_{u \in V^\dagger} \sum_{v \in V^\dagger} \Omega_{uv}.
\]

The quantity \( \mathcal{R}_{G^\dagger} \) is commonly called Kirchhoff index of electrical network \( G^\dagger(V^\dagger, E^\dagger) \). Analogously, Kirchhoff index \( \mathcal{R}_{G^\dagger} \) is also calculated in terms of the eigenvalues of Laplacian matrix \( L_G \) of its underlying graph \( G(V, E) \), which is as below

\[
\mathcal{R}_{G^\dagger} = 2|V| \sum_{i=2}^{|V|} \frac{1}{\lambda_i}.
\]

The mean effective resistance \( \overline{\mathcal{R}}_{G^\dagger} \) in \( G^\dagger(V^\dagger, E^\dagger) \), called network criticality, is read to

\[
\overline{\mathcal{R}}_{G^\dagger} = \frac{\mathcal{R}_{G^\dagger}}{|V|(|V|-1)} = \frac{2}{|V|-1} \sum_{i=2}^{|V|} \frac{1}{\lambda_i}.
\]

\( \overline{\mathcal{R}}_{G^\dagger} \) quantifies the network robustness of \( G(V, E) \) as a communication network: smaller value for \( \overline{\mathcal{R}}_{G^\dagger} \) implies that network \( G(V, E) \) is more robust. For brevity, we make use of the unique symbol \( G(V, E) \) to represent a graph and its corresponding electrical network in the remainder of this paper.

### 3 Graphic operation and Framework

Here, we propose some graphic operations used later. It is worth noting that the below operations can still be generalized in many manners. Some simple generalized versions are shown in the rest of this section. Nonetheless, we aim at clarifying the thought behind these operations from the perspective of methodology. That is to say, it suffices to only consider graphic operations defined below. For ease of exposition, let us first define four vectors, say \( \vec{m}_\mu \), \( \vec{n}_\nu \), \( \vec{p}_\mu \) and \( \vec{q}_\nu \), in the following form

\[
\vec{m}_\mu = (m_1, m_2, \ldots, m_\mu), \quad \vec{n}_\nu = (n_1, n_2, \ldots, n_\nu), \quad \vec{p}_\mu = (p_1, p_2, \ldots, p_\mu), \quad \vec{q}_\nu = (q_1, q_2, \ldots, q_\nu).
\]

Additionally, we require that the last two vectors, \( \vec{p} \) and \( \vec{q} \), meet the following criteria
Fig. 1. (Color online) The diagrams of three operations. We only show deterministic versions corresponding to three operations for convenience. Particularly, the seed is an edge $uv$. When executing Operation-I, we assume that $\mu = 3$ and $m_i = 1$ for all $i \in [1, 3]$ as shown in the leftmost panel. Similarly, assume that $\mu = \nu = 1$, $m_1 = 2$ and $n_1 = 1$ in Operation-II, the intermediate panel shows an example. In the third operation as shown in the rightmost panel, we make use of $\mu = 4$ and $m_i = 1$ for all $i \in [1, 4]$. Note that red edges represent those newly created edges during implementing operation.

$$\forall i \ p_i \geq 0, \text{ and } ||\vec{p}_{\mu}||_1 = 1; \quad \forall j \ q_j \geq 0, \text{ and } ||\vec{q}_{\nu}||_1 = 1$$

where $||\bullet||_1$ is the $\ell_1$-norm. It is clear to see that vectors $\vec{p}_{\mu}$ and $\vec{q}_{\nu}$ are in the $\mu$-dimensional probability simplex and the $\nu$-dimensional probability simplex, respectively. Next, each entry $m_i$ in vector $\vec{m}_{\mu}$ is an arbitrary natural number at least larger than 0. At the same time, we demand $m_i \neq m_j$ for an arbitrary pair of distinct indices $i$ and $j$. The similar requirement holds on vector $\vec{m}_{\nu}$.

**Definition 1** For a given graph $G(V, E)$, Operation-I is to attach $\mu$ paths to each vertex $v$, each having length $m_i - 1$ with probability $p_i$. This operation is called *Vertex-based uniform growth mechanism* (VUGM) mainly because such an operation is applied on each vertex without considering the structural properties of vertex itself, such as, vertex degree.

**Example 1** When the seed is an edge and each path degenerates into an isolated vertex, the resulting graph is in fact the deterministic uniform growth tree, denoted by $Y_I(t)$, after iteratively manipulating Operation-I $t$ times. This kind of trees have been well studied due to their own prevalent applications in real-life world [28], for instance, modeling epidemic spread.

**Definition 2** Given a graph $G(V, E)$, we can insert all centres of $m_i$ star-like graphs$^{1}$ into each edge $uv$ with probability $p_i$ where each star-like graph has $\nu$ “tentacles”. Here, each “tentacle” owns $n_j$

\footnote{A star-like graph $G(V, E)$ is one graph that shares a similar topological structure to star graph [15]. That is to say, there exists a vertex acting as the center in star-like graph $G(V, E)$, and the central vertex is attached to some paths. Vividly, each path is also viewed as a “tentacle” for brevity. An illustrative example is plotted in Appendix.}
vertices with probability $q_j$ independently. Such a manipulation is defined as *Operation-II*, which is also viewed as *Edge-based uniform growth mechanism (EUGM)*.

**Example 2** Similarly, if the seed is an edge, and $m_i$ and $n_j$ are equal to 1 for all $i$ and $j$, we can obtain the well-known $T$-graph, denoted by $Y_{II}(t)$, through iteratively executing Operation-II $t$ times. Some structural properties on $T$-graph have been discussed in [29, 30] particularly because it may serve as a simple model illustrating the inhomogeneity and scale-invariance of many disordered materials in physics.

**Definition 3** Considering a graph $G(V, E)$ with largest vertex degree $k_{max}$ which is no greater than parameter $\mu$, we first insert $m_i$ new vertices into each edge incident with vertex $v$ according to probability $p_i$. Next, two cases need to be considered: (1) If the degree $k_v$ of vertex $v$ is equal to $\mu$, then there is nothing more to do; (2) On the other hand, i.e., $k_v < \mu$, we need to connect $\mu - k_v$ paths to vertex $v$ in which each newly added path has $m_i$ vertices in terms of probability $p_i$. The procedure above is referred to as *Operation-III*, which is called *mixture uniform growth mechanism (MUGM)* as well.

**Example 3** We select a star $S_\mu$ on $\mu + 1$ vertices as a seed, assume that each entry $m_i$ in vector $\vec{m}_\mu$ is equivalent to 1, and obtain the famous Vicsek fractal $V_\mu^t(t)$ after running Operation-III $t$ times. The key parameters pertaining to Vicsek fractal $V_\mu^t(t)$, such as, mean first-passage time, have been widely studied in the published papers including Ref.[31]. One of most important reasons for this is that Vicsek fractal $V_\mu^t(t)$ can be utilized to describe the underlying structure of some polymers in chemistry.

Figure 1 shows some examples in order to better understand details about operations introduced above. As mentioned above, the goal of this paper is to study stochastic uniform growth trees. Hence, the initial graph (aka seed) is always an arbitrary tree $T$. In Examples 1-3, the selected seeds are in fact trees with specific structural property. In the following, we are going to establish a principled framework $\Upsilon$ based on three different types of operations stated inDefs.1-3.

**Framework $\Upsilon$**

At $t = 0$, an arbitrary tree $T$ is chosen as the seed and four vectors are defined as above.

At $t = 1$, one of three operations built is applied on tree $T$. The resulting tree is denoted by $T(1)$. More specifically, applying Operation-I yields tree $T_I(1)$ and similarly for other two operations.

At $t \geq 2$, the new generation $T(t)$ can be obtained from the preceding tree $T(t-1)$ by implementing the same operation as in the previous time step.

We illustrate the principled framework $\Upsilon$ in Fig.2 for the goal of expounding concrete procedures. Specifically speaking, this framework outputs three distinct families of stochastic uniform growth trees, that is, $T_I(t)$, $T_{II}(t)$ as well as $T_{III}(t)$. In principle, we are able to replace each added path by an
arbitrary tree when applying Operation-I. This leads to more general stochastic uniform growth trees. Analogously, some generalization technologies can also be adopted in other two operations for creating generalized versions. Due to space limitation, we omit it here. It is worth noticing that the goal of this work is to provide a guideline for creating stochastic uniform growth trees. In what follows, let us pay considerable attention on studying structural parameters on the resulting tree networks.

4 Main Results

The goal of this section is to display main results. For instance, we determine the analytic solutions to mean first-passage time for random walks on three different kinds of stochastic uniform growth trees output by framework Υ. As an immediate consequence, those previously published formulas for deterministic versions can be easily obtained by substituting available parameters into our results.

First of all, let us take a lemma.

Lemma 1 [21] For a designated vertex \( v \) in graph \( G(V, E) \), the sum \( F_v \) of first-passage times for all vertices \( u \) in its neighboring set \( N_v \) follows

\[
F_v = \sum_{u \in N_v} F_{u \rightarrow v} = 2|E| - k_v
\]  

where \( k_v \) represents the degree of vertex \( v \) (see Eq. (14) in [21] for more details).

From Eq. (9), we can obtain a more helpful result for tree \( T \) as shown in the next proposition, which enables us to establish a proof of theorem 4.
**Proposition 2** Given an edge \( uv \) in tree \( T \), the first-passage times \( F_{u \rightarrow v} \) and \( F_{v \rightarrow u} \) are given by

\[
F_{u \rightarrow v} = 2|E_u| + 1, \quad F_{v \rightarrow u} = 2|E_v| + 1
\]  

(10)

where \( |E_u| \) is the total number of edges in the \( v \)-root tree and \( |E_u| \) has the same meaning for the \( u \)-root tree. Deleting edge \( uv \) in tree \( T \) yields two subtrees. The subtree containing vertex \( v \) is called \( v \)-root tree, and the other is viewed as \( u \)-root tree.

**Proof** The correctness of Eq.(10) is validated by deduction on edge number. First of all, proposition 2 is trivial when tree \( T \) is an edge. With loss of generality, we assume that the edge number in tree \( T \) is no less than 1. It is clear to see that proposition 2 holds when either of two vertices \( u \) and \( v \) is a leaf vertex. For the sake of simplicity, we only prove the first equation. The other can be checked in a similar manner. Assume now that the first equation is true for root tree having edge number less than \( |E_u| \). By definition, the quantity \( F_{u \rightarrow v} \) is expressed as

\[
F_{u \rightarrow v} = \frac{1}{k_u} + \frac{1}{k_u} \sum_{u_i(\neq v) \in N_u} (F_{u_i \rightarrow v} + 1).
\]  

(11)

In view of nature of tree itself, Eq.(11) can be rewritten as

\[
F_{u \rightarrow v} = \frac{1}{k_u} + \frac{1}{k_u} \sum_{u_i(\neq v) \in N_u} (F_{u_i \rightarrow u} + F_{u \rightarrow v} + 1).
\]  

(12)

Obviously, the edge number \( |E_{u_i}| \) of \( u_i \)-root tree is strictly less than quantity \( |E_u| \). By hypothesis, we can have

\[
F_{u \rightarrow v} = \frac{1}{k_u} + \frac{1}{k_u} \sum_{u_i(\neq v) \in N_u} [(2|E_{u_i}| + 1) + F_{u \rightarrow v} + 1].
\]  

(13)

Multiplying \( k_u \) on the both-hand sides of Eq.(13) yields

\[
k_u F_{u \rightarrow v} = 1 + \sum_{u_i(\neq v) \in N_u} [(2|E_{u_i}| + 1) + F_{u \rightarrow v} + 1].
\]  

(14)

Next, we have

\[
F_{u \rightarrow v} = k_u + \sum_{u_i(\neq v) \in N_u} (2|E_{u_i}| + 1)
\]  

(15)

\[
= 2 \sum_{u_i(\neq v) \in N_u} (|E_{u_i}| + 1) + 1.
\]

According to nature of tree, we complete the proof of Eq.(10) upon Eq.(15).
**Corollary 3** For an arbitrarily given pair of vertices \( u \) and \( v \) in tree \( T \), the commute time \( F_{v\leftrightarrow u} \) is given by

\[
F_{v\leftrightarrow u} = 2|\mathcal{E}_T|d_{uv} \tag{16}
\]

in which \( d_{uv} \) is the distance between them. This is an immediate result of proposition 2 and we thus omit its proof here. Note that a more general version relevant to commute time \( F_{v\leftrightarrow u} \) on graph has been derived using spectral technique [32]. To make further progress, based on Eq.(16), we can establish a connection of Wiener index \( W_T \) to mean first-passage time \( F_T \) as shown in the following theorem.

**Theorem 4** Consider random walks on a tree \( T \), there is a formula between two structural parameters \( W_T \) and \( F_T \), as follows

\[
2W_T = |V_T|F_T. \tag{17}
\]

According to the simplicity of proof, we omit it here. Note also that a more general consequence corresponding to Eq.(17) is found in terms of spectral technique [33] (see theorem 2.1 in [33] for more details). Obviously, this implies that we have the ability to derive the analytic solutions to mean first-passage time for random walks on all the stochastic uniform growth trees if the derivation of Wiener index on corresponding trees is easy to deal with. We make a statement in advance that for convenience and brevity, we will select a tree \( T \) on \( h \) vertices as a seed to create the candidates through framework \( \Upsilon \) in the rest of this paper, and denote by \( W_T \) the corresponding Wiener index of tree \( T \).

In what follows, we study three distinct kinds of stochastic uniform growth trees, i.e., \( T_I(t) \), \( T_{II}(t) \) and \( T_{III}(t) \), and derive the analytic solutions to some structural parameters including Wiener index and mean first-passage time. It should be mentioned that in view of randomness of trees \( T_I(t) \), \( T_{II}(t) \) and \( T_{III}(t) \), the results obtained are expected expressions. On the other hand, we attempt to make use of a brief yet unambiguous presentation in the following discussions. For instance, we use “solution of Wiener index” instead of “expected solution of Wiener index”.
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4.1 Tree $T_i(t)$

**Theorem 5** The solution of Wiener index $W_{T_i(1)}$ of tree $T_i(1)$ is given by

$$W_{T_i(1)} = W_T \left( \mu \sum_{i=1}^{\mu} p_i m_i + 1 \right)^2 + \mu \left( \mu \sum_{i=1}^{\mu} p_i m_i + 1 \right) \left( \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right) h^2$$

$$+ \left\{ \mu \sum_{i=1}^{\mu} p_i \sum_{l=2}^{m_i} \left( \frac{l}{2} \right) + \left[ \sum_{i=1}^{\mu} 2p_i m_i \left( \frac{\mu}{2} \right) - \mu^2 \sum_{i=1}^{\mu} p_i m_i \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right] h \right\}.$$  \quad (18)

For convenience, the formula above is commonly referred to as the $W$-polynomial for Wiener index of tree $T_i(1)$ whose variables are parameters $W_T$ and $h$ of seed $T$. Roughly speaking, such a polynomial is able to be expressed as

$$f_t(W_T, h) \triangleq a_t W_T + b_t h^2 + c_t h. \quad (19)$$

**Proof** Before beginning with our discussions, some necessary notations are introduced as follows. We denote by $\Lambda_u^I$ the set of vertices which are added into tree $T_i(1)$ by applying $VUGM$ to vertex $u$ in seed $T^2$. This suggests that all the newly created vertices belong to set $\bigcup_{u \in T} \Lambda_u^I$, and then the set $V_{T_i(1)} \setminus \bigcup_{u \in T} \Lambda_u^I$ contains all the vertices previously belonging to tree $T$. For simplicity of presentation, we define $\Omega_1^I = V_{T_i(1)} \setminus \bigcup_{u \in T} \Lambda_u^I$. Based on this, the concrete demonstrations can be shown in stages.

**Case 1** For an arbitrary pair of vertices, say $u$ and $v$, in vertex set $\Omega_1^I$, the distance between them $d_{uv}$ keeps unchanged after applying $VUGM$ to seed $T$. Thus, it is straightforward to see

$$W_{T_i(1)}(1) \triangleq \frac{1}{2} \sum_{u \in \Omega_1^I} \sum_{v \in \Omega_1^I} d_{uv} = W_T. \quad (20)$$

**Case 2** Similarly, we can without difficulty obtain the following formula

$$W_{T_i(1)}(2) \triangleq \sum_{u \in \Omega_1^I} \sum_{u_\alpha \in \Lambda_u^I} d_{u u_\alpha} + \frac{1}{2} \sum_{u \in \Omega_1^I} \sum_{u_\alpha \in \Lambda_u^I \setminus \Lambda_u^I} \sum_{u_\beta \in \Lambda_u^I} d_{u_\alpha u_\beta}$$

$$= h \left[ \mu \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) + \mu \sum_{i=1}^{\mu} 2p_i m_i \left( \frac{\mu}{2} \right) \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right] \left( \frac{l}{2} \right). \quad (21)$$

As an example, $\Lambda_u^I$ is composed of three green vertices connected to vertex $u$ in the left-most panel of Fig.1.
in which the summation over distances between arbitrary pair of vertices \( u_\alpha \) and \( u_\beta \) in set \( \Lambda^I_u \) is viewed as
\[
\frac{1}{2} \sum_{u_\alpha \in \Lambda^I_u} \sum_{u_\beta \in \Lambda^I_u} d'_{u_\alpha u_\beta}.
\]
At the same time, it is worth noticing that for \( a < b \), we assume \( \binom{a}{b} = 0 \) and \( \sum_{x=b}^a x = 0 \).

**Case 3** Now, let us focus on the derivation of sum over distances of all possible vertex pairs \( u \) in \( \Omega^I_1 \) and \( v_\alpha \) in \( \Lambda^I_v \) where \( u \) is distinct from \( v \). Without loss of generality, suppose that the path joining vertex \( u \) to \( v_\alpha \) in tree \( T_I(1) \) is defined as \( P_{uv_\alpha} \). Consequently, it is clear to find path \( P_{uv_\alpha} \) to contain two sub-paths, say \( P_{uv} \) and \( P_{vv_\alpha} \). Thus, there is an identity \( d'_{uv_\alpha} = d'_{uv} + d'_{vv_\alpha} \). Accordingly, we can obtain
\[
W_{T_I(1)}(3) \triangleq \sum_{u \in \Omega^I_1} \sum_{v (\neq u) \in \Omega^I_1} \sum_{v_\alpha \in \Lambda^I_v} d'_{uv_\alpha}
= 2\mu \left[ \left( \frac{h}{2} \right) \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) + \sum_{i=1}^{\mu} p_i m_i W_T \right]. \tag{22}
\]

**Case 4** The remainder of this task is to calculate the distance between vertices \( u_\alpha \) and \( v_\beta \), denoted by \( d'_{u_\alpha v_\beta} \). Note that this pair of vertices are from two different sets \( \Lambda^I_u \) and \( \Lambda^I_v \), respectively. By analogy with calculation of quantity \( W_{T_I(1)}(3) \) in the previous case, the sum over distances of this type is calculated to yield
\[
W_{T_I(1)}(4) \triangleq \sum_{u \in \Omega^I_1} \sum_{v (\neq u) \in \Omega^I_1} \sum_{u_\alpha \in \Lambda^I_u} \sum_{v_\beta \in \Lambda^I_v} d'_{u_\alpha v_\beta}
= \left( \mu \sum_{i=1}^{\mu} p_i m_i \right)^2 W_T + 2\mu \sum_{i=1}^{\mu} p_i m_i \left( \frac{h}{2} \right) \left[ \mu \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right]. \tag{23}
\]
Armed with all the cases, we prove Eq.\([18]\) based on summation \( W_{T_I(1)} = \sum_{i=1}^{\mu} W_{T_I(1)}(i) \) after performing some fundamental arithmetics. \( \square \)

In fact, theorem 5 provides us with an approach to determining the analytic solution to Wiener index \( W_{T_I(t)} \) on stochastic uniform growth tree \( T_I(t) \). Now, the only requirement is to first know vertex number \( V_{T_I(t)} \) of tree \( T_I(t) \). This is easily derived via the following recursive relation
\[
|V_{T_I(t)}| = \left( 1 + \mu \sum_{i=1}^{\mu} p_i m_i \right) |V_{T_I(t-1)}|.
\]
Using the initial condition $|\mathcal{V}_{T_i(t)}| = |\mathcal{V}_T| = h$, we obtain

$$|\mathcal{V}_{T_i(t)}| = h \left( 1 + \mu \sum_{i=1}^{\mu} p_i m_i \right)^t.$$  \hspace{1cm} (24)

With the results mentioned above, we reach the next proposition.

**Proposition 6** The solution of Wiener index $W_{T_i(t)}$ of tree $T_i(t)$ is given by

$$W_{T_i(t)} = W_T \left( \mu \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{2t} + \mu th^2 \sum_{i=1}^{\mu} p_i \left( m_i + \frac{1}{2} \right) \left( 1 + \mu \sum_{i=1}^{\mu} p_i m_i \right)^{2t-1} + h \left\{ \sum_{i=1}^{\mu} p_i \left( m_i + \frac{1}{2} \right) - \mu \sum_{i=1}^{\mu} p_i m_i \right\} \phi_1^t,$$  \hspace{1cm} (25)

in which the solution of symbol $\phi_1^t$ is

$$\phi_1^t = \frac{(1 + \mu \sum_{i=1}^{\mu} p_i m_i)^{2t-1} - (1 + \mu \sum_{i=1}^{\mu} p_i m_i)^{t-1}}{\mu \sum_{i=1}^{\mu} p_i m_i}.$$  

Based on Eqs. (18) and (24), the aforementioned proposition can be proved in an iterative manner, and thus we omit it here. Using the relation shown in Eq. (17), the closed-form solution to quantity $\mathcal{F}_{T_i(t)}$ is obtained with respect to Eq. (25), immediately, which is shown in the next theorem.

**Theorem 7** The analytic solution to mean first-passage time $\mathcal{F}_{T_i(t)}$ for random walks on tree $T_i(t)$ is given by

$$\mathcal{F}_{T_i(t)} = \frac{2W_T}{h} \left( \mu \sum_{i=1}^{\mu} p_i m_i + 1 \right)^t + 2\mu h^2 \sum_{i=1}^{\mu} p_i \left( m_i + \frac{1}{2} \right) \left( 1 + \mu \sum_{i=1}^{\mu} p_i m_i \right)^{t-1} + 2h \left\{ \sum_{i=1}^{\mu} p_i \left( m_i + \frac{1}{2} \right) - \mu \sum_{i=1}^{\mu} p_i m_i \right\} \phi_2^t,$$  \hspace{1cm} (26)

where we have made use of

$$\phi_2^t = \frac{(1 + \mu \sum_{i=1}^{\mu} p_i m_i)^{t-1} - (1 + \mu \sum_{i=1}^{\mu} p_i m_i)^{-1}}{\mu \sum_{i=1}^{\mu} p_i m_i}.$$  

This is now an obvious consequence and hence we omit its proof. In the limit of large graph size, the scaling relation between two structural parameters, $V_{T_i(t)}$ and $\mathcal{F}_{T_i(t)}$, obeys

$$\mathcal{F}_{T_i(t)} = O \left( \Theta_t |\mathcal{V}_{T_i(t)}| \right), \hspace{1cm} \Theta_t = \frac{\mu t \sum_{i=1}^{\mu} p_i m_i (m_i - 1)}{1 + \mu \sum_{i=1}^{\mu} p_i m_i}.$$  \hspace{1cm} (27)
This implies that the mean first-passage time for random walks on stochastic uniform growth tree $T_I(t)$ is approximately linearly correlated with the total number of vertices as $t \to \infty$.

As mentioned above, a special member in tree family $T_I(t)$, namely, deterministic version $Y_I(t)$, has been studied analytically. Now, by using our formula in Eq. (26), the corresponding theoretical expression of mean first-passage time is timely derived as shown in corollary 8.

**Corollary 8** The exact solution to mean first-passage time $F_{Y_I(t)}$ on deterministic uniform growth tree $Y_I(t)$ is

$$F_{Y_I(t)} = (4\mu t + \mu - 1)(1 + \mu)^{t-1} + \frac{2}{1+\mu}.  \quad (28)$$

This is completely the same as the previous result in published paper [34] (see Eq.(31) in [34] for more details), suggesting that theorem 7 is sound.

### 4.2 Tree $T_{II}(t)$

**Theorem 9** The solution of Wiener index $W_{T_{II}(1)}$ of tree $T_{II}(1)$ is given by

$$W_{T_{II}(1)} = W_T \Phi_{II}^4 (\Phi_{II}^1 + 1)^2 + \left[ \Phi_{II}^1 \Phi_{II}^3 - \Phi_{II}^4 (\Phi_{II}^1)^2 - \Phi_{II}^4 \Phi_{II}^1 + \Phi_{II}^4 \right] h^2$$

$$+ \left[ 2\Phi_{II}^4 (\Phi_{II}^1)^2 - 3\Phi_{II}^4 \Phi_{II}^3 + \Phi_{II}^4 \Phi_{II}^1 + \Phi_{II}^4 - \Phi_{II}^4 \right] h + \left[ 2\Phi_{II}^4 \Phi_{II}^3 - \Phi_{II}^4 (\Phi_{II}^1)^2 - \Phi_{II}^4 \right].  \quad (29)$$

Note that the concrete meanings of symbols $\Phi_{II}^i$ ($i \in [1, 4]$) are deferred in the next proof for the sake of argument. As mentioned previously, the $W$-polynomial for tree $W_{T_{II}(1)}$ is written as

$$f_{II}(W_T, h) \triangleq a_{II} W_T + b_{II} h^2 + c_{II} h + d_{II}.  \quad (30)$$

**Proof** Let us first recall $EUGM$, and then find that at present, operation is applied to each edge in seed $T$. For our purpose, we use $\Omega_{II}$ to denote vertex set in which all the vertices in tree $T$ are. And then, it is natural to group all newly added vertices by implementing $EUGM$ on every edge $uv$ in $T$ into vertex set $\Lambda_{II}$, where symbol $E_{uv}$ represents a specific path in stochastic uniform growth tree $T_{II}(1)$ whose two end-vertices are adjacent in seed $T$. The way to do this is to distinguish path $P_{uv}$. These such paths $E_{uv}$ are collected into a set $E'_{uv}$. Additionally, each vertex in $\Lambda_{II}$ is assigned a unique label $\nu_{uv}^\alpha$. By using these notations above, vertex set $V_{T_{II}(1)}$ is expressed as $\bigcup_{uv \in T} \Lambda_{II} \cup \Omega_{II}$. We are now ready to provide a rigorous proof to Eq. (29). As will be explained below, our computations are carried out in stages.
Case 1 Using EUGM, there will be $m_i$ vertices inserted into each edge $uv$ in seed $\mathcal{T}$ with probability $p_i$. As a consequence, it is not hard to see

$$W_{\mathcal{T}_{II}(1)}(1) \triangleq \frac{1}{2} \sum_{u \in \Omega_{II}^I} \sum_{v \in \Omega_{II}^I} d'_{uv} = W_{\mathcal{T}} \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right),$$

where summation $\sum_{i=1}^{\mu} p_i m_i + 1$ will be replaced with symbol $\Phi_{II}^I$ in executing further arithmetics for the purpose of simplifying calculation.

Case 2 Following the aforementioned case, each of $m_i$ newly inserted vertices is attached $\nu$ paths having $n_j$ vertices with probability $q_j$ each. By utilizing a similar computational manner to that used to analyze case 2 of theorem 5, we can write

$$W_{\mathcal{T}_{II}(1)(2)} \triangleq \frac{1}{2} \sum_{E_{II}uv \in \Lambda_{II}^I} \sum_{w_{\alpha uv}} \sum_{w_{\beta uv}} d'_{w_{\alpha uv}, w_{\beta uv}}$$

$$= (h - 1) \sum_{i=1}^{\mu} p_i \sum_{l=2}^{m_i} \binom{l}{2} \left( 1 + \nu \sum_{j=1}^{\nu} q_j n_j \right)^2 + (h - 1) \sum_{i=1}^{\mu} p_i m_i^2 \left[ \nu \sum_{j=1}^{\nu} q_j \left( n_j + 1 \right) \right]$$

$$+ (h - 1) \left[ \sum_{i=1}^{\mu} p_i m_i \binom{\nu}{2} + \nu^2 \sum_{i=1}^{\mu} p_i \binom{m_i}{2} \right] \left[ 2 \sum_{j=1}^{\nu} q_j n_j \sum_{j=1}^{\nu} q_j \left( n_j + 1 \right) \right]$$

$$+ (h - 1) \sum_{i=1}^{\mu} p_i m_i \left[ \nu \sum_{j=1}^{\nu} q_j \sum_{s=2}^{s_j} \binom{s}{2} \right].$$

As before, the summation over all “coefficients” of term $(h - 1)$ in Eq.(32) is denoted by symbol $\Phi_{II}^I$ when we perform further computations.

Case 3 Now, we discuss the distance between vertex $u$ in set $\Omega_{II}^I$ and vertex $w_{\alpha xy}^\alpha$ in set $\bigcup_{xy \in \mathcal{T}} \Lambda_{II}^I$. Without loss of generality, we make use of $\mathcal{P}_{uw_{\alpha xy}^\alpha}$ to indicate that path linking vertex $u$ with $w_{\alpha xy}^\alpha$ in stochastic uniform growth tree $\mathcal{T}_{II}(1)$. In addition, path $\mathcal{P}_{uw_{\alpha xy}^\alpha}$ is assumed to possess two sub-paths $\mathcal{P}_{ux}$ and $\mathcal{P}_{xw_{\alpha xy}}$. Note that we have supposed that vertex $y$ is always far away from vertex $u$ than vertex $x$. In this way, there is no influence on the future derivations. In what follows, we can encounter two sub-cases: (1) $w_{\alpha xy}^\alpha$ is some vertex inserted into edge $xy$ in seed $\mathcal{T}$, and (2) vertex $w_{\alpha xy}^\alpha$ is in some one of $\nu$ paths attached to some vertex $\theta_3$ that is inserted into edge $xy$ in seed $\mathcal{T}$. In any subcase, we would like to replace sub-path $\mathcal{P}_{ux}$ with $\mathcal{P}_{uy}$ so as to build up a connection of quantity $W_{\mathcal{T}_{II}(1)}(1)$ to $W_{\mathcal{T}_{II}(1)}(3)$ as

---

3Here, we take symbol $\theta$ to indicate some vertex in set $\bigcup_{xy \in \mathcal{T}} \Lambda_{II}^I$, which is inserted into edge $xy$ in seed $\mathcal{T}$ through EUGM directly, for convenience.
follows. For the first subcase, the distance $d'_{uw_{xy}}$ satisfies $d'_{uw_{xy}} = d'_{uy} - d'_{yw_{xy}}$. And, in the other subcase, the distance $d'_{uw_{xy}}$ is given by $d'_{uw_{xy}} = d'_{uy} - d'_{yw_{xy}} + d'_{yw_{xy}}$. Based on the analysis above, we can obtain

\[ W_{T_{II}}(1) \equiv \sum_{u \in \Omega_{II}^1} \sum_{E_{IIxy}} \sum_{\alpha_{xy} \in \Lambda_{IIxy}^1} d'_{uw_{xy}} \]

\[ = 2W_{T_{II}}(1) \left( \sum_{i=1}^{\mu} p_i m_i \right) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) - 2 \left( \frac{h}{2} \right) \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right) \left( \sum_{i=1}^{\mu} p_i m_i \right) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) + 2 \left( \frac{h}{2} \right) \left( \sum_{i=1}^{\mu} p_i \left( m_i + 1 \right) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) + \sum_{i=1}^{\mu} p_i m_i \nu \sum_{j=1}^{\nu} q_i \left( n_j + 1 \right) \right) \]

(33)

For ease of exposition, we still need to introduce two symbols, $\Phi_{II}^1$ and $\Phi_{II}^3$, as stated early. More specifically,

\[ \Phi_{II}^1 = \left( \sum_{i=1}^{\mu} p_i m_i \right) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right), \]

along with

\[ \Phi_{II}^3 = \sum_{i=1}^{\mu} p_i \left( m_i + 1 \right) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) + \sum_{i=1}^{\mu} p_i m_i \nu \sum_{j=1}^{\nu} q_i \left( n_j + 1 \right). \]

Case 4 The last task is to derive analytic solution to summation $W_{T_{II}}(1)(4)$ over distances between vertices $w_{uv}$ and $w_{xy}$ in tree $T_{II}$ where $uv$ is not identical to $xy$. Along the similar thought in cases 2 and 3, we omit detailed demonstration and straightforwardly provide

\[ W_{T_{II}}(1)(4) \equiv \sum_{u \in \Omega_{II}^1} \sum_{E_{IIxy}} \sum_{\alpha_{xy} \in \Lambda_{IIxy}^1} d'_{uw_{xy}} \]

\[ = \sum_{u \in \Omega_{II}^1} \sum_{E_{IIxy}} \sum_{\alpha_{xy} \in \Lambda_{IIxy}^1} \left[ d'_{uy} - 2 \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right) + d'_{uw_{uv}} + d'_{uw_{xy}} \right], \]

(34)

\[ = \left[ W_{T_{II}}(1) - (h - 1)\Phi_{II}^4 \right] (\Phi_{II}^1)^2 - 2\Phi_{II}^1 (\Phi_{II}^1)^2 \left( \frac{h - 1}{2} \right) + 2\Phi_{II}^1 \Phi_{II}^3 \left( \frac{h - 1}{2} \right), \]

in which we have used some symbols that have the same meanings as above.
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So far, substituting the results from Eqs. (31)-(34) into expression $W_{T_{II}(1)} = \sum_{i=1}^{4} W_{T_{II}(i)}(t)$ yields the same consequence as in Eq. (29), implying that theorem 9 is complete. □

Upon an arbitrary tree $T$ as seed, the final graph $T_{II}(t)$ is recursively constructed via executing $EUGM t$ steps. After that, the vertex number $|V_{T_{II}(t)}|$ is easy to calculate in an iterative way, as below

$$|V_{T_{II}(t)}| = (h - 1) \left( 1 + \sum_{i=1}^{\mu} p_{i}m_{i} + \sum_{i=1}^{\mu} p_{i}m_{i}\nu \sum_{j=1}^{\nu} q_{j}n_{j} \right)^{t} + 1.$$  

(35)

From now on, let us focus on the calculation of Wiener index $W_{T_{II}(t)}$ of stochastic uniform growth tree $T_{II}(t)$. As stated previously, this issue can also be effortlessly addressed by calculating recurrence relation in terms of Eqs. (29) and (35). Thus, we omit the detailed derivation and attach the final formula in the following proposition.

**Proposition 10** The solution of Wiener index $W_{T_{II}(t)}$ of tree $T_{II}(t)$ is given by

$$W_{T_{II}(t)} = W_{T} \left[ \Phi_{4}^{II} \left( 1 + \Phi_{1}^{II} \right)^{2} \right]^{t} + \left( \Psi_{1}^{II} + \Psi_{2}^{II} + \Psi_{3}^{II} \right) \frac{\Phi_{4}^{II} \left( 1 + \Phi_{1}^{II} \right)^{2} - 1}{\Phi_{4}^{II} \left( 1 + \Phi_{1}^{II} \right)^{2} - 1},$$

+ $(h - 1) \left( 2\Psi_{1}^{II} + \Psi_{2}^{II} \right) \left( 1 + \Phi_{1}^{II} \right)^{t-1} \frac{\Phi_{4}^{II} \left( 1 + \Phi_{1}^{II} \right)^{t} - 1}{\Phi_{4}^{II} \left( 1 + \Phi_{1}^{II} \right) - 1},$

+ $\Psi_{1}^{II} (h - 1)^{2} \left( 1 + \Phi_{1}^{II} \right)^{2(t-1)} \frac{\left( \Phi_{1}^{II} \right)^{t} - 1}{\Phi_{4}^{II} - 1},$

in which we have taken advantage of three additional symbols $\Psi_{i}^{II}$ for convenience. Their own specific implications are as follows

$$\Psi_{1}^{II} = \Phi_{1}^{II} \Phi_{3}^{II} - \Phi_{4}^{II} \left( \Phi_{1}^{II} \right)^{2} - \Phi_{4}^{II} \Phi_{1}^{II} + \Phi_{3}^{II},$$

$$\Psi_{2}^{II} = 2\Phi_{4}^{II} \left( \Phi_{1}^{II} \right)^{2} - 3\Phi_{1}^{II} \Phi_{3}^{II} + \Phi_{4}^{II} \Phi_{1}^{II} + \Phi_{2}^{II} - \Phi_{3}^{II},$$

and, $\Psi_{3}^{II} = 2\Phi_{4}^{II} \Phi_{3}^{II} - \Phi_{4}^{II} \left( \Phi_{1}^{II} \right)^{2} - \Phi_{2}^{II}.$

Here, there is a little surprise, i.e.,

$$\Psi_{1}^{II} + \Psi_{2}^{II} + \Psi_{3}^{II} = 0.$$  

(37)

That is to say, we only need to derive arbitrary two of parameters $\Psi_{i}^{II}$ when calculating the $W$-polynomial for tree $W_{T_{II}(t)}$ with respect of parameters $W_{T}$ and $h$ on seed $T$.

As a special member in stochastic uniform growth tree family $T_{II}(1)$, the $m$-th order subdivision tree $T_{m}$ is deterministic, and may be conveniently produced by setting parameters $m_{i} = m$ for all $i \in [1, \mu]$
and \( \nu = 0 \) in EUGM. This kind of trees have been commonly-studied in graph theory [15]. Here, for our purpose, the closed-form solution to corresponding Wiener index on trees of such type can be immediately obtained from Eq. (29).

**Corollary 11** The closed-form solution to Wiener index \( W_T^m \) on \( m \)-th order subdivision tree \( T^m \) is given in the following form

\[
W_T^m = (m + 1)^3 W_T - \frac{m(m + 1)^2}{2} h^2 + \left[ \frac{m(m + 1)^2}{2} + \sum_{l=2}^{m} \binom{l}{2} \right] h - \sum_{l=2}^{m} \binom{l}{2}.
\]  

(38)

In particular, when setting \( m = 1 \), the \( m \)-th order subdivision tree \( T^m \) is reduced as the subdivision tree \( T' \). Then, the corresponding Wiener index \( W_{T'} \) is calculated to equal

\[
W_{T'} = 8W_T - 2h(h - 1),
\]

which is identical to result in our previous work [35] (see theorem 1 in [35] for more details).

We are now in a position where the formula of mean first-passage time \( \mathcal{F}_{T_{II}(t)} \) on stochastic uniform growth tree \( T_{II}(t) \) need be derived analytically. In practice, this can be derived using results in Eqs. (35) and (36) by virtue of statement from Eq. (17). For brevity and convenience, we omit the concrete derivation, and the final expression is written as below.

**Theorem 12** The analytic solution to mean first-passage time \( \mathcal{F}_{T_{II}(t)} \) for random walks on tree \( T_{II}(t) \) is given by

\[
\mathcal{F}_{T_{II}(t)} = W_T \frac{2 \left( \Phi_{II}^t \left( 1 + \Phi_{II}^t \right)^2 \right)^t}{(h - 1) \left( 1 + \Phi_{II}^t \right)^{t+1}} + \frac{2 \left( \Psi_{II}^t + \Psi_{II}^t \left( 1 + \Phi_{II}^t \right) \right)^{t-1}}{(h - 1) \left( 1 + \Phi_{II}^t \right)^{t+1}} \times \frac{\Phi_{II}^t \left( 1 + \Phi_{II}^t \right)^2}{\Phi_{II}^t \left( 1 + \Phi_{II}^t \right)^2 - 1} - 1
\]

\[
+ 2(h - 1) \frac{\left( 2 \Psi_{II}^t + \Psi_{II}^t \right) \left( 1 + \Phi_{II}^t \right)^{t-1}}{(h - 1) \left( 1 + \Phi_{II}^t \right)^{t+1}} \times \frac{\Phi_{II}^t \left( 1 + \Phi_{II}^t \right)^2}{\Phi_{II}^t \left( 1 + \Phi_{II}^t \right)^2 - 1} - 1
\]

\[
+ 2(h - 1)^2 \frac{\Psi_{II}^t \left( 1 + \Phi_{II}^t \right)^{2(t-1)}}{(h - 1) \left( 1 + \Phi_{II}^t \right)^{t+1}} \times \left( \Phi_{II}^t \right)^{t-1} \Phi_{II}^t - 1.
\]  

(39)

Besides that, in the limit of large graph size, the result above will behave a power scaling over variable \(|V_{T_{II}(t)}|\),

\[
\mathcal{F}_{T_{II}(t)} = O \left(|V_{T_{II}(t)}|^{\Theta_{II}}\right), \quad \Theta_{II} = 1 + \frac{\ln \left( \sum_{i=1}^{\mu} m_i + 1 \right)}{\ln \left[ 1 + \left( \sum_{i=1}^{\mu} m_i \right) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) \right]}.
\]
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Obviously, parameter $\Theta_{II}$ is no larger than 2. Yet, it asymptotically tends constant 2 when assuming $\nu = 0$.

It has been shown in Section 3 that the famous $T$-graph $Y(t)$ is the simplest member in stochastic uniform growth tree $T(t)$. Some intriguing structural parameters planted on $Y(t)$ including mean first-passage time $F_{Y(t)}$ have been studied using other methods in the past [30] (see Eq.(13) in [30] for more details). Here, we only need to substitute some initial conditions, namely, $W_T = 1, h = 2, m_i = 1$ for $i \in [1, \mu], \nu = 1$ as well as $n_1 = 1$, into Eq.(39) in order to obtain the corresponding formula for quantity $F_{Y(t)}$.

**Corollary 13** The exact solution to mean first-passage time $F_{Y(t)}$ on the well-known $T$-graph $Y(t)$ is

$$F_{Y(t)} = \frac{2}{3^t + 1} \left(18^t - 2 \times \frac{18^t - 3^t}{5} - \frac{18^t - 9^t}{3}\right). \quad (40)$$

To make further progress, if we suppose that in stochastic uniform growth tree $T(t)$, the seed is still an edge and parameters $m_i = 1, n_j = 1$ for all $j \in [1, \nu])$, then the resulting deterministic graph is $\nu$-fractal tree $T(t)$. In [36], the mean first-passage time $F_{T(t)}$ on tree $T(t)$ has been reported using spectral method (see Eq.(64) in [36] for more details). On the other hand, the corresponding formula $F_{T(t)}$ is able to be exactly obtained through substituting parameters which are related to tree $T(t)$ into Eq.(39), which is as follows

$$F_{T(t)} = \frac{2}{(\nu + 2)^t + 1} \left\{[2(\nu + 1)^t] - (\nu + 1)(\nu + 2)^t \left(\frac{2\nu + 4}{2\nu + 3} \right) - (\nu + 2)^{2t-1} (2^t - 1)\right\}. \quad (41)$$

**4.3 Tree $T_{III}(t)$**

**Theorem 14** The solution of Wiener index $W_{T_{III}(1)}$ of tree $T_{III}(1)$ is

\[
W_{T_{III}(1)} = W_T \left(2 \sum_{i=1}^{\mu} p_i m_i + 1 \right) \left(\mu \sum_{i=1}^{\mu} p_i m_i + 1 \right)^2 + (\mu - 2) \left(\mu \sum_{i=1}^{\mu} p_i m_i + 1 \right) \sum_{i=1}^{\mu} p_i \left(\frac{m_i + 1}{2} \right) h^2 \\
+ \left\{\left(\mu \sum_{i=1}^{\mu} p_i m_i + 2 \right) \sum_{i=1}^{\mu} p_i \left(\frac{m_i + 1}{2} \right) + \mu \sum_{i=1}^{\mu} p_i \sum_{l=2}^{m_i} \left(\frac{l}{2} \right) \right\} h \quad .
\]
Similarly, we can write the $W$-polynomial for tree $T_{III}(1)$ in the following form

$$f_{III}(W_T, h) \triangleq a_{III} W_T + b_{III} h^2 + c_{III} h.$$  \hfill (42)

**Proof** In fact, there exist some similarities between $VUGM$ and $MUGM$. For instance, a star-like subgraph with $\mu$ “tentacles” is to be created for each vertex $u$ in seed $T$ when performing operation on vertex $u$. More specifically, this type of star-like subgraph contains vertex $u$ as center and those newly added vertices in terms of vertex $u$. The latter vertices are grouped into set $\Lambda_{u}^{III}$ for convenience and our purpose. As above, each vertex in set $\Lambda_{u}^{III}$ is remarked by a unique symbol $u_\alpha$. Additionally, we still make use of $\bigcup_{u \in T} \Lambda_{u}^{III}$ to represent set composed of all the new vertices introduced into tree $T_{III}(1)$ when applying $MUGM$ to every vertex in seed $T$, and define notation $\Omega_{1}^{III} = V_{T_{III}(1)} / \bigcup_{u \in T} \Lambda_{u}^{III}$ to be vertex set to which all the vertices in seed $T$ belong. Now, let us divert more attention to calculation of Wiener index of tree $T_{III}(1)$. This is dealt with using a similar method as recommended previously. At the same time, it is noteworthy that some formulae will be shown straightforwardly without detailed description according to the same derivation in the development of validating Eq.(18). Reader refers subsection 4.1 for more details.

**Case 1** By definition, it is clear to see that there will be $2 \sum_{i=1}^{m} p_i m_i$ vertices inserted into each edge $uv$ in seed $T$. This implies that the sum $W_{T_{III}(1)}$ over all distances between two arbitrarily distinct vertices in set $\Omega_{1}^{III}$ is certainly subject to the following formula

$$W_{T_{III}(1)}(1) \triangleq \frac{1}{2} \sum_{u \in \Omega_{1}^{III}} \sum_{v \in \Omega_{1}^{III}} d'_{uv} = W_T \left( 2 \sum_{i=1}^{\mu} p_i m_i + 1 \right).$$  \hfill (43)

**Case 2** For both vertex in set $\Lambda_{u}^{III}$ and vertex $u$ in set $\Omega_{1}^{III}$, we surely have

$$W_{T_{III}(1)}(2) \triangleq \sum_{u \in \Omega_{1}^{III}} \left( \sum_{u_\alpha \in \Lambda_{u}^{III}} d'_{u u_\alpha} + \frac{1}{2} \sum_{u_\alpha \in \Lambda_{u}^{III}} \sum_{u_\beta \in \Lambda_{u}^{III}} d'_{u_\alpha u_\beta} \right)$$

$$= h \left[ \mu \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} + \frac{1}{2} \sum_{i=1}^{\mu} 2 p_i m_i \mu \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) + \mu \sum_{i=1}^{\mu} p_i \sum_{l=2}^{m_i} \left( \frac{l}{2} \right) \right) \right].$$  \hfill (44)

This is completely the same as Eq.[21].

**Case 3** Apart from some similarities between $VUGM$ and $MUGM$, there are a few differences as will be stated shortly. Given a pair of vertices, say $u$ and $v_\alpha$ where $u$ differs for $v$, we denote by $P_{uv_\alpha}$ path
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connecting vertex $u$ to $v_\alpha$ in stochastic uniform growth tree $\mathcal{T}_{III}(1)$. In view of $MUGM$, we confirm that each of $\mu - 1$ “tentacles” in star-like subgraph whose center is vertex $v$ can be referred to as an expansion of path $P_{uv}$. To put this another way, path $P_{uv}$ is based on paths $P_{uv}$ and $P_{vv}$ via conjunction on vertex $v$. This leads to a relation $d'_{uv\alpha} = d'_{uv} + d'_{vv}$. On the other hand, the left “tentacle” in star-like subgraph is in fact a contraction of path $P_{uv}$ itself. Specifically speaking, path $P_{uv}$ is obtained from path $P_{uv}$ by deleting $P_{vv\alpha}$, which results in the next expression $d'_{uv\alpha} = d'_{uw} - d'_{vw}$. Taken together, we derive the solution to summation $\mathcal{W}_{T_{III}(1)}(3)$ over distances of all possible vertex pairs $u$ and $v_\alpha$ of this kind in tree $\mathcal{T}_{III}(1)$, as follows

\[
\mathcal{W}_{T_{III}(1)}(3) \triangleq \frac{1}{2} \sum_{u \in \Omega^{III}_1} \sum_{v \neq u \in \Omega^{III}_1} \sum_{v_\alpha \in \Lambda^{III}_v} d'_{uv\alpha},
\]

\[
= 2\mathcal{W}_{T_{III}(1)}(1) \left( \mu \sum_{i=1}^{\mu} p_i m_i \right) + 2(\mu - 2) \left( \frac{h}{2} \right) \sum_{i=1}^{\mu} p_i \left( m_i + 1 \right).
\]

(Case 4) Finally, let us evaluate the contribution from distance between arbitrary pair of vertices $u_\alpha$ and $v_\beta$ to Wiener index $\mathcal{W}_{T_{III}(1)}$, which is thought of as $\mathcal{W}_{T_{III}(1)}(4)$, i.e.,

\[
\mathcal{W}_{T_{III}(1)}(4) \triangleq \sum_{u \in \Omega^{III}_1} \sum_{v \neq u \in \Omega^{III}_1} \sum_{u_\alpha \in \Lambda^{III}_u} \sum_{v_\beta \in \Lambda^{III}_v} d'_{u_\alpha v_\beta}.
\]

By analogy with demonstration in previous cases, we can determine the analytic solution to quantity $\mathcal{W}_{T_{III}(1)}(4)$ by first considering two corresponding central vertices $u$ and $v$ with respect to a given pair of vertices $u_\alpha$ and $v_\beta$. Specifically, for star-like subgraph whose center is $u$, there must be $\mu - 1$ “tentacles” as expansions of path $P_{uv}$, each being towards the outside along the direction from end-vertex $v$ to $u$, and 1 “tentacle” as contraction of path $P_{uv}$, towards the inside along the opposite direction, namely, orientation from end-vertex $u$ to $v$. Taking into account nature of $MUGM$, there are four different combinatorial manners in situation mentioned above by means of both expansion and contraction along two distinct directions. For the sake of argument, we omit concrete calculation for each combinatorial manner and
immediately write

\[ W_{T_{III}(1)}(4) = W_{T_{III}(1)}(1) \left( (\mu - 1) \sum_{i=1}^{\mu} p_i m_i \right)^2 + 2(\mu - 1) \sum_{i=1}^{\mu} p_i m_i \left( \frac{h}{2} \right) \left[ (\mu - 1) \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right] \]

\[ + 2W_{T_{III}(1)}(1)(\mu - 1) \left( \sum_{i=1}^{\mu} p_i m_i \right)^2 - 2 \left( \frac{h}{2} \right) (\mu - 1) \sum_{i=1}^{\mu} p_i m_i \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \]

\[ + 2 \sum_{i=1}^{\mu} p_i m_i \left( \frac{h}{2} \right) \left[ (\mu - 1) \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right] \]

\[ + W_{T_{III}(1)}(1) \left( \sum_{i=1}^{\mu} p_i m_i \right)^2 - 2 \left( \frac{h}{2} \right) \left[ \left( \sum_{i=1}^{\mu} p_i m_i \right) \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right] \]

(46)

Using some fundamental arithmetics, the above equation simplifies to

\[ W_{T_{III}(1)}(4) = W_{T_{III}(1)}(1) \left( \mu \sum_{i=1}^{\mu} p_i m_i \right)^2 + 2(\mu^2 - 2\mu) \sum_{i=1}^{\mu} p_i m_i \left( \frac{h}{2} \right) \left[ \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \right]. \]  

(47)

Putting all things together yields the same result as in Eq.(41), which suggests that we complete the proof to theorem 14.

From Eq.(41), we can find that there is in essence a recursive relation of both Wiener index \( W_{T_{III}(1)} \) and \( W_T \). This means that the analytic solution to Wiener index \( W_{T_{III}(t)} \) may be easily obtained in an iterative fashion after estimating the total number of vertices in stochastic uniform growth tree \( T_{III}(t) \).

To this end, in view of the specific growth way to construct tree \( T_{III}(t) \), the vertex number \(|V_{T_{III}(t)}|\) follows

\[ |V_{T_{III}(t)}| = h \left( 1 + \mu \sum_{i=1}^{\mu} p_i m_i \right)^t. \]  

(48)

Clearly, this is identical to the vertex number of tree \( T_I(t) \). This is another similarity between both types of trees, \( T_I(t) \) and \( T_{III}(t) \). As before, an iterative calculation firmly produces the analytic formula of \( W_{T_{III}(t)} \).
Proposition 15 The solution of Wiener index $W_{T_{III}}(t)$ of tree $T_{III}(t)$ is

$$W_{T_{III}}(t) = W_T \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^t \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{2t} + (\mu - 2) h \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{2t-1} \Phi_1^{III}$$

$$+ h \left( \left( \sum_{i=1}^{\mu} p_i m_i + 2 \right) \sum_{i} p_i \left( \frac{m_i + 1}{2} \right) + \mu \sum_{i=1}^{\mu} p_i \sum_{l=2}^{m_i} \left( \frac{l}{2} \right) \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{t-1} \Phi_2^{III} \right),$$

where we make use of symbols $\Phi_1^{III}$ and $\Phi_2^{III}$, which are given in the following form

$$\Phi_1^{III} = \frac{(2 \sum_{i=1}^{\mu} p_i m_i + 1)^t - 1}{2 \sum_{i=1}^{\mu} p_i m_i}, \quad \Phi_2^{III} = \frac{(\mu \sum_{i=1}^{\mu} p_i m_i + 1)(2 \sum_{i=1}^{\mu} p_i m_i + 1)^l - 1}{(\mu \sum_{i=1}^{\mu} p_i m_i + 1)(2 \sum_{i=1}^{\mu} p_i m_i + 1) - 1}.$$

For brevity and convenience, we omit more details about derivation. At meantime, based on Eq. (17), we convert the result in Eq. (49) into expression of mean first-passage time on stochastic uniform growth tree $T_{III}(t)$, which is as below.

Theorem 16 The analytic solution to mean first-passage time $\mathcal{F}_{T_{III}}(t)$ for random walks on tree $T_{III}(t)$ is given by

$$\mathcal{F}_{T_{III}}(t) = \frac{2 W_T}{h} \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^t \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{2t} + 2 (\mu - 2) h \sum_{i=1}^{\mu} p_i \left( \frac{m_i + 1}{2} \right) \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{2t-1} \Phi_1^{III}$$

$$+ 2 \left( \sum_{i=1}^{\mu} p_i m_i + 2 \right) \sum_{i} p_i \left( \frac{m_i + 1}{2} \right) + \mu \sum_{i=1}^{\mu} p_i \sum_{l=2}^{m_i} \left( \frac{l}{2} \right) \left( \sum_{i=1}^{\mu} p_i m_i + 1 \right)^{t-1} \Phi_2^{III}.$$

(50)

More generally, we are interested in the scaling behavior of quantity $\mathcal{F}_{T_{III}}(t)$ in the large graph size limit. On the basis of Eq. (49), when considering case $t \to \infty$, there is a relationship

$$\mathcal{F}_{T_{III}}(t) = O \left( |V_{T_{III}}(t)|^{\Theta_{III}} \right), \quad \Theta_{III} = 1 + \frac{\ln \left( 2 \sum_{i=1}^{\mu} p_i m_i + 1 \right)}{\ln \left( \mu \sum_{i=1}^{\mu} p_i m_i + 1 \right)},$$

suggesting that $\mathcal{F}_{T_{III}}(t)$ is not linearly correlated with vertex number $|V_{T_{III}}(t)|$ but a power function as parameter $|V_{T_{III}}(t)|$ in form. Meanwhile, the power exponent $\Theta_{III}$ is strictly less than constant 2 and approaches unit gradually as $\mu \to \infty$.

As a case study, let us revisit the famous Vicsek fractal $V^\mu(t)$ in which the seed $S$ is a star $S_{\mu}$, namely, $W_T = \mu^2$ and $h = |V_T| = \mu + 1$. Substituting these pre-designated parameters into Eq. (50) yields...
the previously published result in [31] (see Eq.(20) in [31] for more details). To make our statement more self-contained, the closed-form solution is written in the next corollary.

**Corollary 17** The exact solution to mean first-passage time $\mathcal{F}_{V^*_1(t)}$ on the famous Vicsek fractal $V^*_1(t)$ is

$$
\mathcal{F}_{V^*_1(t)} = \frac{2\mu^2}{\mu + 1} (3\mu + 3)^t + (\mu - 2)(\mu + 1)^t (3^t - 1) + \frac{(2\mu + 4) [3^t(\mu + 1)^t - 1]}{\mu + 1}(3\mu + 2).
$$

By far, we finish derivations of Wiener index and mean first-passage time on three types of stochastic uniform growth trees. Compared to prior work focusing on deterministic versions, this study focuses on more general versions, and thus the formulas derived herein are also general. More importantly, the proposed method is more convenient to calculate what we care about than the commonly-used methods in the literature [30, 31, 34, 36]. In addition, we observe some differences and similarities between these growth trees using a systematical study, which is not yet reported in the previous work mainly because a single type of tree is often selected as an objective. This is helpful to understand the underlying structures on these growth trees. It is worth mentioning that during the derivation, a few surprising results are found, for instance, Eq.(37). This enables us to well reveal effect of graphic operations on topological structure of growth trees, and further create more intriguing networked models. Note also that while some other more complicated uniform growth trees are built and studied in the future, this work provides a guide to discuss many topological parameters including Wiener index and mean first-passage time on those models. Besides that, several example trees output by framework $\Upsilon$ can be selected to serve as candidate models modelling real-world networks [37, 25, 38, 39]. Accordingly, the derived results are able to help one investigate topological structures on those networks.

### 4.4 Network robustness and other structural parameters

Network criticality $\mathcal{R}_{G^t}$, as a topological measure estimating robustness on the underlying structure of network $G(V,E)$ under consideration, has been widely studied in the past years [40, 41]. It is easy to see that in tree $T$, quantity $\mathcal{R}_{T^t}$ is in fact equal to average shortest path length $\mathcal{W}_T$. Therefore, we have the ability to analytically derive the corresponding solutions for such a parameter on all the stochastic uniform growth trees generated based on framework $\Upsilon$. Due to space limitation, we omit the correspondingly analytic expressions. On the other hand, we are interested in the scaling behavior of these parameters in the large graph size limit.

**Theorem 18** As $t \to \infty$, the asymptotic formulae for network criticality, $\mathcal{R}_{T^t_1(t)}$, $\mathcal{R}_{T^t_2(t)}$ and
The expressions are easily calculated and thus we omit proofs here. From the above equation, we can find that tree $T_I(t)$ is more robust than other both types of stochastic uniform growth trees. One of most important reasons for this is that tree $T_I(t)$ has a smaller diameter than trees $T_{II}(t)$ and $T_{III}(t)$.

In addition, trees $T_{II}(t)$ and $T_{III}(t)$ exhibit fractal structure, however such a phenomenon is not observed on tree $T_I(t)$. As pointed in the literature [42] (see Eq.(II.1) in [42] for more details), for a fractal $G(\mathcal{V}, \mathcal{E})$ in question, there is an identity

$$\Theta_G = \frac{2}{d_G},$$

where $d_G$ is the spectral dimension of graph $G(\mathcal{V}, \mathcal{E})$ and $\Theta_G$ complies to $|\mathcal{V}|^{\Theta_G}$. So, using two parameters established above, $\Theta_{II}$ and $\Theta_{III}$, we can have

$$d_{T_{II}(t)} = \frac{2 \ln \left[ 1 + (\sum_{i=1}^{\mu} p_i m_i) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) \right]}{\ln (\sum_{i=1}^{\mu} p_i m_i + 1) + \ln \left[ 1 + (\sum_{i=1}^{\mu} p_i m_i) \left( \nu \sum_{j=1}^{\nu} q_j n_j + 1 \right) \right]} < 2,$$

and

$$d_{T_{III}(t)} = \frac{2 \ln (\mu \sum_{i=1}^{\mu} p_i m_i + 1)}{\ln (\mu \sum_{i=1}^{\mu} p_i m_i + 1) + \ln (2 \sum_{i=1}^{\mu} p_i m_i + 1)} < 2.$$

In view of statement in [42], we point out that a walker originating from a designed vertex on tree $T_{II}(t)$ will return back to the vertex almost surely over time because the corresponding spectral dimension is no more than 2. The similar conclusion also holds for tree $T_{III}(t)$.

5 Conclusion

To conclude, we consider random walks on tree networks and study some structural parameters of interest. First of all, we introduce three kinds of graphic operations, i.e., $VUGM$, $EUGM$ along with $MUGM$, and propose a principled framework $\Upsilon$. Based on this, we generate three families of stochastic uniform growth trees. As a consequence, some previously reported deterministic cases including $T$-graph and Vicsek fractal are contained into our framework completely. Next, we determine the analytic solution to mean first-passage time on stochastic uniform growth trees built. In view of an identity between Wiener
index and mean first-passage time on tree given by Eq. (17), we first derive the corresponding formulae for Wiener index on stochastic uniform growth trees in a more manageable combinatorial manner instead of the commonly-used methods including spectral technique. One of most important reasons for this is that those typical manners mentioned above will become prohibitively difficult to execute even in some specific cases where the seed is just an edge or a star for instance. It should be emphasized that the formulae derived by us are more general, and thus cover the published results associated with deterministic cases. Last but not the least, we distinguish network robustness on all the stochastic uniform growth trees using network criticality. After that, we also analytically obtain spectral dimensions of two types of trees $T_{II}(t)$ and $T_{III}(t)$, and find a walker originating from a designed vertex on either $T_{II}(t)$ or $T_{III}(t)$ will return back to the vertex almost surely as time goes on.

We would like to stress that our work is only a tip of the iceberg and however the lights shed by our methods can be beneficial to study random walks on other models [43]-[45]. Meanwhile, there are still some open questions, for instance, how to effectively determine the $W$-polynomial on the resulting graphs obtained from an arbitrary graph by utilizing three kinds of graphic operations introduced herein, which are waiting for us to address.
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Appendix

In Fig.3, we provide an illustrative example to clarify terminologies introduced in footnote 1.
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