Ultrafast optical melting of trimer superstructure in layered 1T'-TaTe₂
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Quasi-two-dimensional transition-metal dichalcogenides are a key platform for exploring emergent nanoscale phenomena arising from complex interactions. Access to the underlying degrees-of-freedom on their natural time scales motivates the use of advanced ultrafast probes sensitive to self-organised atomic-scale patterns. Here, we report the first ultrafast investigation of TaTe₂, which exhibits unique charge and lattice trimer order characterised by a transition upon cooling from stripe-like chains into a (3 × 3) superstructure of trimer clusters. Utilising MeV-scale ultrafast electron diffraction, we capture the photo-induced TaTe₂ structural dynamics – exposing a rapid ≈1.4 ps melting of its low-temperature ordered state followed by recovery via thermalisation into a hot cluster superstructure. Density-functional calculations indicate that the initial quench is triggered by intra-trimer Ta charge transfer which destabilises the clusters, unlike melting of charge density waves in other TaX₂ compounds. Our work paves the way for further exploration and ultimately rapid optical and electronic manipulation of trimer superstructures.

Harnessing emergent orders in quantum materials has the potential to revolutionise energy and information technologies1. Complex interactions between lattice, electron, and spin degrees of freedom in these systems can give rise to emergent physics such as unconventional superconductivity2, topological protection3,4, or charge density wave (CDW) order and tailored interactions in two-dimensional (2D) materials5. Traditionally, control of materials has been achieved by adiabatic tuning of external parameters. Alternatively, ultrashort light pulses can be employed to perturb and transform states in quantum materials on femtosecond time scales6,7. The quest to probe and control electronic and lattice structural dynamics in solids has driven the utilisation of advanced ultrafast spectroscopies, including ultrafast X-ray and electron diffraction8–13, multi-terahertz fields14–16, and time-resolved photoemission17–19. Tantalum dichalcogenides (TaX₂, X = S, Se, Te) represent a class of materials that are well-matched for this pursuit and have gained increasing attention as quasi-2D systems with enhanced Coulomb and electron-lattice interactions20–22. These compounds exhibit rich phase diagrams including semi-metallic, charge-ordered, and superconducting behaviours. Multiple CDW phases are observed in 1T-TaS₂ which has spawned numerous ultrafast studies to clarify the formation mechanisms and phase competition23–25. Moreover, ultrafast driving exposed novel metastable phases in these systems, resulting in a new paradigm of hidden states26,27. Members of the 1T-TaSe₂–xTeₓ family exhibit varying polytypes, CDW ground states, as well as superconductivity depending on x28. Ultrafast optical melting and switching between CDW phases have so far been demonstrated in TaSe₂ and in TaSe₂–xTeₓ alloys, accessing a range of dynamical pathways and timescales29–31.

Curiously eluding ultrafast investigation thus far is TaTe₂. This compound exhibits markedly different properties with respect to the other Ta dichalcogenides, attributed to weaker electronegativity of Te with respect to Ta leading to a strong propensity for charge transfer and metal-metal bonding32–34. TaTe₂ exhibits stronger electron-phonon coupling, higher charge-order binding energy, and larger lattice distortions than TaS₂ and TaSe₂35,36. The room temperature distorted monoclinic 1T’ crystal structure is characterised by an intra-layer (3 × 1) linear stripe-like order composed of double zigzag Ta trimer chains. A structural transition into a phase with (3 × 3) order occurs at Tᵣᵣ = 174 K, with Ta atoms forming trimer clusters along the linear chains with commensurate CDW-like order31,36–38. Unlike other TaX₂ CDW systems39,40, the low temperature phase ordering of TaTe₂ exhibits metallic behaviour, with enhanced conductivity and magnetic susceptibility41.
Fig. 1. Crystal structure and electron diffraction patterns at thermal equilibria. a Layered crystal structure of the low temperature phase of 1T’-TaTe$_2$. The electron beam is incident perpendicular to Ta and Te planes in the UED experiments. The a, b, and c lattice vectors shown are those of the monoclinic unit cell. The projection perpendicular to the dashed region is indicated. Black box: Ta trimer clusters forming along the b-axis in the LT phase. Representations of LT and HT phases showing enhanced distortions in the LT phase are presented in the top right. Small black arrows denote the movement of atoms towards the central Ta atom. b Static electron diffraction patterns of 1T’-TaTe$_2$ obtained by 0.75 MeV electron pulses at 298 K (HT) and 10 K (LT) along the [101] zone axis. Note the different indices for LT pattern due to tripling along b-axis. The inset shows the (3x3) PLD satellite peaks that arise in the LT phase. A few additional peaks are present due to diffraction from the Si support frame (see Supplementary Note 2 for sample details). The symmetrised difference pattern between HT and LT phases is shown below the static patterns, with contributions from the Si frame and Si$_3$N$_4$ membrane removed.

However, the ultrafast response of this compound to optical driving remains unknown. This motivates the use of advanced structural probes to follow the evolution of distortions and periodic order, as a measure of underlying interactions.

We report the first ultrafast study of TaTe$_2$, demonstrating a rapid picosecond melting of its trimer-cluster lattice superstructure in the low-temperature phase. Ultrafast electron diffraction (UED) with relativistic electron bunches is applied using the High Repetition-rate Electron Scattering (HiRES) beamline$^{42-44}$ to probe the time evolution of lattice order after intense near-infrared (near-IR) excitation. We observe photo-induced melting of the low-temperature order on a $\approx$ 1.4 ps time scale, indicative of fast switching, followed by recovery into a hot (3 $\times$ 3) trimer phase. Insight into the nature of trimer cluster melting is obtained via density functional calculations, which indicate an initial quench driven by charge transfer transitions from bonding to non-bonding states of the Ta trimer – suggesting pathways for a photo-induced transition that is unique among the family of TaX$_2$ materials. This work establishes TaTe$_2$ as a promising material for optical control, motivating examination of
concomitant electronic dynamics for device applications.

Results

Crystal structure and signatures of structural phase transition. Figure 1a illustrates the crystal structure of TaTe\textsubscript{2} in its low-temperature (LT) phase. Triple-layer sheets of covalently bonded Ta and Te atoms are separated by weaker van der Waals forces along the stacking direction. Prominent structural elements in this material are Ta trimers—sets of three adjacent Ta atoms in a row that cluster together via enhanced Ta-Ta bonding. Already at room temperature, Ta atoms are ordered in-plane into trimers assembled into double zigzag chains along the b-axis, which breaks hexagonal symmetry and forms a three-layer stacking sequence. In the LT phase, additional ordering emerges in the chains along the b-axis in the form of trimer clusters. This (3 × 3) lattice superstructure represents a distorted 1\textsuperscript{T} polytype with C\textsubscript{2} \text/m space group symmetry and a monoclinic unit cell\textsuperscript{45}. In this configuration, each Ta atom in the unit cell is coordinated to six Te atoms in a periodically distorted octahedral arrangement.

Our DFT calculations of relaxed structures of TaTe\textsubscript{2} confirm the distortions due to an atomic ordering of Ta atoms attributed to metal-metal bonding, in agreement with the structures previously determined by X-ray diffraction\textsuperscript{33}. Moreover, our calculations also reveal enhanced Ta-Ta bonds along the b-axis in the LT phase as highlighted in Fig. 1a, resulting in the tripling along the b-axis corresponding to an overall (3 × 3) superstructure (cf. Supplementary Note 1 for additional details).

Figure 1b shows equilibrium diffraction patterns of a 1\textsuperscript{T}'-TaTe\textsubscript{2} flake which we measured with the 0.75 MeV electron bunches at HiRES, comparing the low-temperature (HT) phase at 298 K and LT phase at 10 K. As illustrated in Fig. 1a, the electron beam impinges along the [101] zone axis, i.e. perpendicular to the Ta and Te layers. The measured diffraction patterns exhibit a large number of Bragg spots reaching up to high momentum transfer, demonstrating both a high sample crystallinity and a large scattering range afforded by the relativistic beam energy. More details about the sample and its preparation, including transport measurements, are given in the Methods and in Supplementary Note 2.

At 298 K, we observe 2-fold symmetry exemplified, for instance, by differences of the (020) and (313) Bragg peaks in intensity and their relative distance from the centre. This is consistent with the (3 × 1) periodicity and the monoclinic crystal structure.

The pattern at 10 K in Fig. 1b reveals the appearance of new satellite peaks surrounding the main lattice peaks as a result of the emergent (3 × 3) periodic lattice distortion (PLD), in concordance with Ta trimer cluster formation and the associated unit cell tripling\textsuperscript{33,36–38}. Their observation also demonstrates that the transverse coherence length of the electron source is sufficient to track the dynamics of the LT superstructure in 1\textsuperscript{T}'-TaTe\textsubscript{2}. Analogous satellite peaks in the HT phase are ≈1000 times weaker than the main Bragg peaks and are not observed in these measurements (see Supplementary Note 2).

To determine the signature in the electron diffraction patterns attributed to the structural phase transition, we calculate the difference between HT and LT patterns following normalisation by the total electron intensity. The resulting changes are shown at the bottom of Fig. 1b. While all superlattice satellites associated with the (3 × 3) trimer superstructure are suppressed, the main Bragg peaks exhibit a mixture of positive and negative intensity changes. This complex response deviates from observations in TaS\textsubscript{2} and TaSe\textsubscript{2} where all primary Bragg peaks increased in intensity, opposite to the suppression of the PLD satellites\textsuperscript{23,46}. We attribute this positive-negative intensity change signature to the symmetry of the superstructure formation within the distorted monoclinic unit cell, leading to mixed structure factor changes for different diffraction orders as supported by our simulations (see Supplementary Note 3).

Ultrafast optical melting of trimer clusters. We utilise the HiRES beamline for ultrafast electron diffraction. The sample was first cooled into the low-temperature ordered phase at 10 K, and then photo-excited with near-IR femtosecond pulses (1030 nm wavelength). Time-delayed electron pulses at 0.75 MeV are used as structural probe, as illustrated in Fig. 2a. Recorded diffraction patterns with and without excitation provide signatures of photo-induced changes for each pump-probe time delay.

Difference maps of the diffraction intensity at selected time delays \(\Delta t\) are shown in Fig. 2b for a pump fluence of 2.3 mJ cm\(^{-2}\), indicating structural changes on a picosecond timescale. For clearer visualisation, these maps are symmetrised by averaging signals across the vertical and horizontal mirror plane symmetries (the process is described in Supplementary Note 4). At early times the signals exhibit a characteristic pattern of changes, including a decrease of the (3 × 3) PLD satellites and a mixture of increased and decreased intensities of the main lattice Bragg peaks (see diffraction pattern at \(\Delta t = 4\) ps in Fig. 2b). This pattern strongly resembles that of the HT-LT phase transition obtained from the equilibrium data in Fig. 1a. This indicates that the intense near-IR excitation induces a melting of the low-temperature trimer clusters and an ultrafast phase transition to the (3 × 1) ordered HT state in TaTe\textsubscript{2}.

In order to track the structural kinetics, we fit all peaks for each time-delayed UED pattern, summing the photo-induced changes of specific subsets for optimal signal-to-noise (peak fitting procedure is provided in Supplementary Note 5). Figure 2c plots the dynamics of the set of lattice Bragg peaks exhibiting an intensity increase (Bragg\(\uparrow\)) or decrease (Bragg\(\downarrow\)) in the pattern, as well as the changes of the superlattice satellites.
Normalised to their intensities before excitation, the PLD satellites undergo $\approx 55\%$ suppression with a time constant of $\tau_{\text{PLD}} \approx 1.4$ ps (details of the fitting are provided in Supplementary Note 6). This time constant provides a measure of the $(3 \times 3)$ trimer superstructure melting time in TaTe$_2$ in our experiments. We note this is likely preceded by a faster electronic melting time which we cannot access here, but could be a subject of future spectroscopic investigations\(^{17}\).

Alongside the PLD suppression, the primary lattice Bragg peaks also exhibit strong changes with slower dynamics corresponding to time constants of $\tau_{\text{Bragg$^\uparrow$}} \approx 2.4$ ps and $\tau_{\text{Bragg$^\downarrow$}} \approx 2.3$ ps. The underlying diffraction orders show comparable dynamics (see Supplementary Note 7). Moreover, an oscillation seems to appear in the Bragg$^\downarrow$ trace, with a period of $\approx 2$ ps. While this may be linked to excitation of coherent phonons, the $\approx 0.5$ THz frequency does not match vibrational modes identified by theory (cf. Supplementary Note 1). The lack of a similar feature on the Bragg$^\uparrow$ curve does not rule out a coherent phonon origin. However, the error bars in the Bragg$^\downarrow$ trace are larger due to its weaker constituent high-$q$ peaks (cf. Supplementary Note 7) and the fluctuation is comparable to measurement error. While beyond the scope of our present work, future investigations are warranted to clarify the presence of coherent lattice motion. We also note that at negative time delays, a few-percent intensity reduction is observed in both the superlattice and Bragg$^\downarrow$ peaks which we attribute to residual heating accumulated over several laser pulses.

**Re-formation of lattice superstructure.** Following the melting of the trimer clusters, further structural dynamics ensues that is marked by the recovery of the $(3 \times 3)$ superstructure due to lattice thermalisation. Figure 3a shows transient difference maps, where the data has been averaged for two representative time ranges corresponding to early ($\Delta t = 3$–5 ps) and late (50–80 ps) time delays. The pattern at early times exhibits the clear signature of the $(3 \times 3)$ trimer superstructure melting discussed above, while at later times such signature disappears and the pattern recovers the LT superlattice. The broad overall reduction of the peak intensities in this time range is that expected of a heated state with incoherent thermal atomic motions via the Debye-Waller effect\(^{46,49}\). Between these time ranges, we note that diffraction peaks on one side of the pattern increase while those on the other side decrease, indicating mechanical buckling of the sample as it accommodates the structural phase change and lattice heating\(^{50,51}\). Difference images from these time ranges are shown in Supplementary Note 4.

As seen in Fig. 3b – which plots the time-evolution of
Figure 3. Re-formation of superstructure and Debye-Waller dynamics. a) Representative symmetrised difference images for early (centered around ≈ 4 ps) and late (around ≈65 ps) time delays. For improved signal-to-noise these are calculated by averaging difference patterns over time ranges, i.e. 3–5 ps for early and 50–80 ps for late time delays. For the late time delays, all Bragg peaks exhibit a loss of intensity indicative of a Debye-Waller effect. b) Dynamics of the PLD satellite peaks over an extended time scale. Yellow shading indicates time ranges that were averaged to generate the difference images. A partial recovery is observed, fit with an exponential relaxation with offset (red line) with time constant \( \tau = 6.6 \pm 2.6 \) ps. The long-lived suppression indicates that the lattice system has thermalised at an elevated temperature.

Discussion

Figure 4 illustrates the proposed sequence of phases in the ultrafast dynamics of TaTe\(_2\). Photo-excitation with intense pulses leads to the excitation of energetic carriers and picosecond melting of the low-temperature (3 x 3) trimer superstructure phase. The transient phase that results corresponds to a (3 x 1) trimer chain order, as inferred from the close overlap of the photo-induced change in the diffraction pattern with the fingerprint of the LT-HT transition. In the subsequent picoseconds, the lattice degrees-of-freedom thermalise, enhancing Ta-Ta bonds and thereby switching into a hot (3 x 3) superstructure state. The latter persists for extended times (\( \gg 80 \) ps) until thermal diffusion transfers heat into the substrate.

Density functional theory (DFT) calculations clarified the electronic states involved in the photo-excitation. We computed the projected density of states (DOS) and crystal orbital Hamilton population (COHP) of the relaxed LT and HT structures of TaTe\(_2\), revealing the nature of occupied and unoccupied states, as shown in Fig. 4 (see Supplementary Note 1 for details). In the LT phase, the lower-energy region of the valence band (i.e. below -4 eV) consists of Te p-states with a small contribution from Ta d-states, whereas the upper region of the band (i.e. above -2 eV) has mostly Ta character. Negative COHP values in the upper valence band indicate the bonding nature of Ta trimer states in this energy region. Trimer formation is enabled by partial charge transfer from Te to Ta involving \( d_{xz} \) and \( d_{xy} \) states which leaves uneven charges on Ta sites and enhanced Ta-Ta bonding. Meanwhile, conduction band states near the Fermi level belong to non-bonding states of Ta trimers, with anti-bonding states lying higher in energy (\( \approx 4 \) eV above \( E_F \)).

Optical absorption in \( \text{1T}'-\text{TaTe}_2 \) involves mainly two kinds of dipole-allowed charge-transfer transitions (see Suppl. Note 1): promoting either Te p to Ta anti-bonding states (type-I), or depopulating bonding states while populating non-bonding states of the b-axis trimers above the Fermi level (type-II). Photo-excitation around 1.2 eV cheaply involves the latter, which weakens the original charge-disproportionation between Ta sites within these trimers, thus triggering the “melting” of the (3 x 3) order. The calculations also identified several strongly coupled phonons, including a mode around 2.7 THz involving Te motions and displacements of the Ta ions along the trimer axes that may be set into motion after optical charge transfer excitation. This predicts a cooperative mechanism for photo-induced trimer cluster dissolution in TaTe\(_2\), which can be addressed in future diffraction studies with higher temporal resolution and time-resolved diffuse scattering to directly track the phonon modes participating in the transformation.
Our study hence represents the first ultrafast measurement of TaTe$_2$, utilising short MeV electron bunches to resolve a picosecond atomic-scale melting of its intriguing trimer clusters and the subsequent thermalisation into a hot ($3 \times 3$) superstructure phase. In these and other MTe$_2$ systems (where M = transition metal), changes in the lattice structure are linked to anomalous changes in conductivity and magnetic susceptibility. The light-driven toggle and recovery seen here to occur between different lattice symmetries may thus enable applications, e.g. for ultrafast switching. Moreover, the associated trimer dynamics in this material opens the possibility for control of the related electronic modulations in TaTe$_2$ on even faster time scales.

**Methods**

**Ultrafast Electron Diffraction.** The UED experiments were performed at the High Repetition-rate Electron Scattering (HiRES) beamline at Lawrence Berkeley National Laboratory (LBNL). The instrument exploits a one-of-a-kind technology developed at LBNL to provide unique beam properties for ultrafast structural dynamics studies, coupling relativistic electrons and high repetition rates. The results reported in the paper validate the technological breakthrough, which has the potential of broadening the scientific reach of ultrafast tools. Near-IR laser pulses centred around 1030 nm wavelength and with $\approx 350$ fs duration (full-width at half-maximum, FWHM) were used to photo-excite the sample. Synchronised electron pulses with 0.75 MeV kinetic energy (de Broglie wavelength $\lambda = 0.01$ Å) were delivered to the sample for electron diffraction. Experiments were performed at 0.5 kHz repetition rate, recording 10 frames with the pump beam OFF and 10
frames with the pump ON for each time delay. Each frame was recorded for an exposure time of 8 seconds. A home-built sample stage interfaced to a closed-cycle cryostat was used to cryogenically cool the samples down to 10 K. Laser and electron beams impinged on the TaTe$_2$ sample surface, transmitting through a supporting silicon nitride window. The electron beam diameter at the sample was $\approx 450 \mu$m FWHM, while the pump beam was adjusted to $\approx 750 \mu$m FWHM to ensure homogeneous excitation across the probe volume. The beam charge was $\approx 2.5$ fC corresponding to $1.6 \times 10^4$ electrons/pulse.

**TaTe$_2$ samples.** Single crystals of 1T’-TaTe$_2$ were grown by the chemical vapour transport technique$^{55}$ at 700–800 °C for 14 days using iodine as a transport agent. The crystals were repeatedly mechanically exfoliated with Scotch tape until optically transparent and then dry transferred onto 20-nm thick Si$_3$N$_4$ windows using polydimethylsiloxane (PDMS) stamps$^{53}$. The thickness of the TaTe$_2$ flake was determined to be $\approx 60$ nm using atomic force microscopy (AFM) (see Supplementary Note 2).

**Simulations, image analysis, and standard error.** Details of DFT calculations, electron diffraction simulations, and diffraction image analysis methods are provided in Supplementary Notes 1, 3, and 4, respectively. The error bars in Figs. 2c and 3b represent the standard error for the given number of averaged frames. The corresponding standard deviation per frame is derived (for each peak set Bragg ↑, Bragg ↓, and superlattice) from the distribution of laser-off frames, multiplied by $\sqrt{2}$ to account for the total standard deviation when subtracting (laser on) - (laser off) frames.
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**Ultrafast optical melting of trimer superstructure in layered 1T’-TaTe$_2$**
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Supplementary Note 1: Density functional theory

Supplementary Figure 1. a, b DFT relaxed atomic structures of HT and LT phase viewed within a single layer. Two inequivalent Ta ions in HT are indexed as Ta1 and Ta2. The Te ions within \( xy \) plane around Ta1 ions are indexed as Te1, the respective Te ions around Ta2 are indexed as Te2. The four inequivalent Ta ions in LT are indexed as 1A, 1B, 2A, and 2B. The Te ions in the \( xy \) plane around 1A and 1B Ta ions are labelled as Te1. For 2A and 2B Ta ions, the same Te ions are labelled as Te2.

To understand the melting of lattice distortions in TaTe\(_2\), we investigated the nature of electronic states involved in the charge-transfer transitions during photo-excitation. We performed DFT calculations with the Vienna ab initio Simulation Package (VASP) using projected-augmented wave basis set\(^{54-56}\) and experimental lattice parameters\(^{33}\). We choose a plane wave cut-off energy of 350 eV. A \( k \)-grid of size \((8 \times 8 \times 8)\) and \((4 \times 4 \times 4)\) is used for the LT and HT ionic relaxation, respectively. For the ionic relaxation, we use the Perdew-Burke-Ernzerhof generalised gradient approximation (GGA) with a force convergence criterion of 1meV/Å.

The HT and LT relaxed structures, shown in Supplementary Figure 1, are consistent with the experimental atomic structure with \((3 \times 1)\) and \((3)\) superstructures, respectively. The HT structure has two inequivalent Ta ions which forms the centre (Ta1) and edges (Ta2) of the trimers in the double zig-zag chain. The LT phase has four inequivalent Ta ions (1A, 1B, 2A and 2B). Every Ta ion is surrounded by an octahedron of Te ions.

Supplementary Figure 2. a, c Density of states of TaTe\(_2\) structure projected on Ta d-states (red) and Te s-states (yellow) and p-states (blue) for HT and LT relaxed structures. The Fermi-level is shown by horizontal dashed line. b, d COHP for HT and LT relaxed structures. For LT, corresponding bond lengths of the selected bonds are listed in the legend (in Angstroms).

To investigate the energy-resolved bonding nature between ions, we performed a crystal orbital Hamilton population (COHP) analysis with the local orbital basis suite towards electronic structure reconstruction (LOBSTER) code. The Ta-Te COHP for the HT phase in Figure 2 is the averaged over all Ta-Te pairs. For the Ta-Te COHP in the LT phase, we categorise Ta-Te pairs into two groups with inter-atomic distance in the range 2.50-2.75 Å and 2.75-2.95 Å.
The projected density of states and COHP of the relaxed HT and LT structures are shown in Supplementary Figure 2. Both structures are metallic with overlapping bands at the Fermi level. However compared to HT, the LT structure has larger density of states at the Fermi level. The lower energy region of the valence band of both structure consists of Te $p$-states with a small weightage from Ta $d$-states. In addition, the negative COHP between Ta1(Ta2) and Te1(Te2) states confirms the bonding nature of these states. The corresponding anti-bonding states, with positive COHP, with largely Ta contribution form the conduction band.

Supplementary Table 1. Integrated COHP (ICOHP) between Ta atoms at the Fermi level calculated for LT and HT phase. ICOHP values in bracket are for opposite spin direction.

| Phase | Bond type          | Distance (Å) | ICOHP       |
|-------|--------------------|--------------|-------------|
|       | Ta(1A)-Ta(2A)      | 3.256        | -0.957(-0.952) |
|       | Ta(1B)-Ta(2A)      | 3.160        | -1.281(1.282) |
|       | Ta(1B)-Ta(2B)      | 3.445        | -0.622(-0.625) |
|       | Ta(1B)-Ta(1A)      | 3.331        | -0.989(-1.012) |
|       | Ta(2A)-Ta(2A)      | 3.517        | -0.693(-0.686) |
|       | Ta(2B)-Ta(2B)      | 3.684        | -0.363(-0.366) |
|       | Ta(1B)-Ta(1B)      | 4.220        | -0.020(-0.029) |
|       | Ta1-Ta2            | 3.282        | -0.491(-0.491) |
|       | Ta1-Ta1/Ta2-Ta2    | 3.637        | -0.209(-0.209) |

The upper region of the valence band has mostly Ta contribution. The negative COHP between Ta1 and Ta2 reveals the bonding nature of the states. We attribute the upper region of the valence band to the bonding states of Ta trimers, as suggested by previous studies. The respective non-bonding and anti-bonding states of the trimers lie high in energy forming the conduction band. The integrated COHP (ICOHP) between Ta atoms at Fermi level is summarised in Supplementary Table 1. The average Ta-Ta COHP along trimer axis in LT phase has greater magnitude compared to HT phase. This indicates the Ta-Ta bonding is stronger in LT phase. ICOHP suggests the Ta-Ta bonding along $b$ direction in HT phase is very small or negligible. However, the LT phase has a significantly stronger Ta-Ta bonding, confirmed by higher ICOHP, along $b$ direction.

Supplementary Figure 3. Three optical phonon modes found to strongly couple to non-bonding Ta electronic levels which dominate in the range from 1.2 eV above to 1.2 eV below the Fermi energy accessible by our pump photons, as obtained from excited-state DFT calculations. Such states are excited via the type-II transitions described in the text. a in-plane in-phase Ta mode with $B_u$ symmetry. b in-plane out-of-phase Ta mode with $B_u$ symmetry. c in-plane Ta and out-of-plane Te displacements mode with $A_g$ symmetry. Ta atoms are shown in blue, Te in purple. Green arrows: relative displacement vectors.

The optical absorption in 1T'-TaTe$_2$ involves mainly two kinds of dipole-allowed charge-transfer transitions: between Te $p$-states to Ta anti-bonding states (type-I); and from bonding states to the non-bonding states of the Ta trimers (type-II). Photo-excitation around 1.2 eV predominantly couples to non-bonding Ta-trimer states (type-II transition) – resulting in a charge transfer that weakens the original charge-disproportionation within the trimers and thus triggers a “melting” of the $(3 \times 3)$ order with associated lattice dynamics. Higher-energy photons in the UV instead will chiefly induce type-I transitions, which redistribute electrons from Te to Ta and do not affect the original PLD of TaTe$_2$ that is attributed to unequal charges among the Ta ions. Thus, more energetic pump photons may not induce the transient phase transition as efficiently.

Vibrational modes and electron-phonon couplings were calculated within Density Functional Perturbation Theory, as implemented within the Quantum Espresso software package. We solve for phonon modes at the Γ-point, and
calculate electron-phonon coupling matrix elements for bands within 1.2 eV of the Fermi level. Supplementary Fig. 3 shows three modes found to strongly couple to the electronic levels from 1.2 eV above to 1.2 below the Fermi level, as accessible by our pump photons. These vibrational modes at 1.8 THz (\(B_u\) symmetry) and 2.7 THz (\(A_g\) symmetry) can in principle be coherently triggered after the optical excitation. Due to symmetry, the \(A_g\) mode is Raman active and of low enough symmetry to participate in displacive excitation of coherent phonons (DECP), while the \(B_u\) modes should couple neither via impulsive Raman nor DECP. From this, we expect that coherent phonon generation may involve impulsive stimulated Raman scattering (and possibly DECP) of the \(A_g\) mode around 2.7 THz. Additional insight, however, necessitates future experiments with sufficiently high time resolution to resolve the oscillations.
Supplementary Note 2: TaTe$_2$ sample preparation and characterisation

A single crystal of TaTe$_2$ was synthesised through the chemical vapour transport (CVT) method [1,2]. The Ta, Te powder, and 20 mg I$_2$ were mixed with a stoichiometric ratio and loaded into a quartz tube (10 cm inside diameter, 18 cm length), then sealed under vacuum. The quartz tube was heated up by a double-zone furnace, where the hot end and the cold end were set at 850°C and 750°C, respectively. The temperature gradient was kept for 14 days. Then the furnace was shut down, and the quartz tube was naturally cooled down to room temperature. The black plate-like crystals were found at the cold end of the quartz tube.

Supplementary Figure 4. Composition characterisation of CVT-grown TaTe$_2$ crystal using EDS in a scanning electron microscope. a SEM micrograph of the crystal, highlighting two regions from which EDS spectra are obtained. b-c Average EDS spectra obtained while rastering the electron beam over the regions indicated in the micrograph.

The composition of the synthesised crystals was confirmed to be close to TaTe$_2$, using energy-dispersive x-ray spectroscopy (EDS), shown in Supplementary Figure 4. The composition in two regions separated by nearly a millimeter is found to be the same, suggesting uniform composition across the sample.

The resistivity of the material was measured as a function of temperature, using a crystal from same batch used for the UED experiments. The results are shown in Supplementary Figure 5. The plot covers both cooling and warming cycles. A drop in resistivity is observed around $T_c = 174$ K which marks the onset of the phase transition to the trimer superstructure phase. The step-like drop and hysteresis are indicators of a first-order phase transition.

The exfoliated flake for UED experiments was mounted on a Si$_3$N$_4$ membrane suspended across a 30 µm x 30 µm square window in a Si support chip produced by Norcada. A white light microscope image is shown in Supplementary Figure 6. The reflectance contrast differs between the Si-supported region of the flake and the region only supported by the Si$_3$N$_4$ membrane, suggesting the sample is thin enough to permit some optical transmission. Optical properties in the red to NIR region (700-1100 nm) are characterised in more detail in Supplementary Note 8.

We used tapping-mode atomic force microscopy to map the topography of the sample (Supplementary Figure 6). The thickness of the sample was determined to be 61.5 nm. Some rippling of the sample was observed on micrometer length scales, with a standard deviation of 5.8 nm. The influence of this rippling on the diffraction patterns is discussed in Supplementary Note 3.

The crystallinity of the TaTe$_2$ flake was characterised before UED measurements using selected area diffraction (SAED) in TEM using a 300 keV electron beam at room temperature, including the diffraction pattern shown in Figure 7. In addition to the intense peaks corresponding to the main lattice Bragg spots observed with the beam...
Supplementary Figure 5. Temperature-dependent in-plane resistivity $\rho_{xx}$ as measured for a TaTe$_2$ single crystal from our batch of samples grown by the chemical vapor transport method.

Supplementary Figure 6. a White light microscope image of TaTe$_2$ flake on 20 nm silicon nitride window using reflected light. b AFM topography map of TaTe$_2$ flake.

Supplementary Figure 7. Selected area diffraction pattern from the TaTe$_2$ flake measured in a 300 kV TEM at room temperature. Weak satellite peaks are observed between the primary diffraction peaks, including the two highlighted by the white arrows.

at HiRES (750 keV), we observe satellite peaks at room temperature with about 1000 times lower intensity than
adjacent primary diffraction peaks. These peaks appear perpendicular to the $b$ axis, along the $a^*$ direction indicated in Figure 1, with a $\mathbf{q}$ vector of $1/3\langle111\rangle$. Such peaks have been observed in prior TEM studies of TaTe$_2$ $^{60,61}$. They are not predicted to appear in kinematical simulations: instead, their presence has been attributed to limited coherence length of the PLD along the stacking direction $^{60}$ and may involve contribution from random thermal atomic motion and multiple scattering.
Supplementary Note 3: Electron diffraction simulations of contributions to diffraction peak dynamics

Supplementary Figure 8. Comparison of kinematical and dynamical diffraction methods to the measured UED pattern at 300 K. a Symmetrised measured UED pattern. b Kinematical diffraction pattern for HT phase. c, d Dynamical diffraction pattern computed using multislice method considering a flat sample and a sample with gaussian distribution of tilt angles with $\sigma_\theta = 30$ mrad. All simulated patterns show the square root of the intensity.

Kinematical diffraction simulations that consider the limit that each electron undergoes no more than one scattering event were carried out. In this case, the diffraction peak intensities for a single crystal are largely determined by the kinematical structure factors, with modifications due to factors such as sample thickness and incident electron energy. We use the SingleCrystal commercial software tool to compute kinematical electron diffraction patterns. A computed pattern for the HT phase is shown in Supplementary Figure 8b.

Because of the high atomic numbers of the constituent Ta (Z = 73) and Te (Z = 52) atoms as well as the 60 nm thickness, electrons are likely to undergo multiple scattering events as they pass through this sample. To investigate the influence of multiple scattering, we used the multislice approach to compute dynamical electron diffraction patterns. In this approach, the electron beam interaction with the sample is modeled as sequential interaction with and propagation through slices of projected electrostatic potential of the atoms. The envelope of the electron wave function passing through the material can be obtained from the Schrödinger equation for fast electrons:

$$\frac{\partial \psi(r)}{\partial z} = \left[ \frac{i\lambda}{4\pi} \nabla^2_{xy} + i\sigma V(r) \right] \psi(r) \tag{S3.1}$$

Here, $\psi$ is the electron wave function, $\lambda$ is the electron de Broglie wavelength, $\sigma$ is the interaction parameter, and $V$ is the electrostatic potential of the material. The two terms on the right-hand side correspond to propagation (left term) and interaction (right term). Within a finite slice, these two terms can be applied separately as operators:

$$\psi_{p+1}(r) = \psi_p(r)e^{i\sigma V_{2D}^p(r)} \tag{S3.2}$$

where $V_{2D}^p(r)$ is the projected electrostatic potential within the slice. We use the parameterised projected potentials for Ta and Te atoms as determined by Kirkland. Second, a propagation operator is applied in reciprocal space:

$$\psi_{p+1}(q) = \psi_p(q)e^{-i\pi\lambda|q|^2t} \tag{S3.3}$$

We start with a plane wave beam (spatially uniform envelope) and advance the beam through each slice by applying the interaction and propagation operator until it reaches the end of the material. The diffraction is then obtained from the Fourier transform of the exiting envelope:

$$I(q) = |\mathcal{F}(\psi(r))|^2 = |\psi(q)|^2 \tag{S3.4}$$

For the simulations shown here, we use a simulation box that is 1.92 nm long along the b axis and 1.09 nm along the a* axis (axes defined in Figure 1), with the thickness of the crystal divided into 0.223 nm slices.

A computed pattern using the multislice method for a 60 nm thick film of the HT phase is shown in Supplementary Figure 8c. Strong dynamical effects are observed, leading to asymmetry in the pattern and dramatically different diffraction peak intensities than obtained via kinematical simulation.

However, this calculation assumes a plane wave incident beam incident on a perfectly flat sample. As the AFM measurement in Supplementary Note 2 demonstrates, rippling is present across the film, leading to an angular...
distribution of the order of several to tens of mrad. Because the electron probe is 100s of micrometers in size, the entire range of tilt angles is sampled simultaneously. We find the peak intensity distribution is sensitive sub-mrad changes in the sample tilt in these simulations due to strong interference effects between the scattered beams. To achieve more realistic behaviour, we must average the diffraction over the distribution of tilt angles present in the sample.

To account for these effects, we perform dynamical simulations for many tilt angles and perform a Gaussian-weighted average of the intensities from these tilts. For a 60 nm thick film, we find that a distribution of tilt angles with $\sigma_\theta = 30$ mrad provides the best agreement with the measured diffraction patterns (shown in Supplementary Figure 8d). This is larger than the $\sigma_\theta = 6.5$ mrad we calculate from the AFM topography map: however, this value is an underestimate as nanoscale topographic features are smoothed out in this large area scan (pixel size = 118 nm). By averaging over many tilt angles, the distribution of peak intensities is smoothed out and symmetrised across the pattern. Patterns simulated in this way show better agreement with the measured patterns than either single-tilt plane-wave simulations or kinematical diffraction simulations. Quantitative agreement could be further improved, for instance, by knowledge of the atomic displacement parameters and the exact distribution of tilt angles.

Supplementary Figure 9. Simulated difference patterns for the LT to HT transition. a-c Kinematical simulations for both Ta and Te atom motions, Ta motions only, and Te motions only. d-f Multislice simulations with $\sigma_\theta = 30$ mrad for both Ta and Te atom motions, Ta motions only, and Te motions only. The dashed circles at the centre of each difference image indicate the central part of the beamstop for ease of comparison with measured difference patterns.

We employ both kinematical and dynamical diffraction simulations to investigate the contribution of atomic motions to changes in diffraction patterns of TaTe$_2$. The structural phase transition in TaTe$_2$ involves multiple 3D atomic motions, including weakening of Ta-Ta bonds and reorganization of the Te chalcogens. In principle, one could separate the contributions of these motions and determine their timescales to understand whether they occur cooperatively or sequentially. For example, in TaSe$_{2-x}$Te$_x$ it was found that Ta and chalcogen in-plane motions could be readily separated; Ta motions caused all primary diffraction peaks to rise, while Te motions caused some to rise and others to fall.$^{31}$

Difference images between simulated diffraction patterns for the LT and HT phase, as well as hypothetical structures where only the Ta or Te atoms move from LT to HT positions, are shown in Supplementary Figure 9. We observe that the diffraction peak changes upon transformation from LT to HT phase (Supplementary Figure 9a,d) are mostly accounted for by the Ta atom motions (Supplementary Figure 9b,e), and that this motion alone causes a mixture of positive and negative changes in the primary diffraction peaks much like that observed in our UED experiment. On the other hand, changes due to Te atoms (Supplementary Figure 9c,f) are smaller and somewhat different from those found for the Ta atoms. These simulations show that the overall symmetry change of the trimer superstructure within the highly distorted, monoclinic crystal structure causes the mixture of positive and negative diffraction peak changes observed in our experiment. Dynamical scattering modifies the magnitude and, for a few reflections, the sign of the changes, but is not the root cause of the mixed signs.

To qualitatively illustrate thermal reduction of diffraction peak intensities, to which we attribute behavior in our UED patterns at longer time delays, we performed kinematical diffraction simulations including a "thermal ellipsoid." This ellipsoid represents the magnitude of random atomic displacements in the material. The difference image between
Supplementary Figure 10. Illustration of the effect of lattice heating on the electron diffraction pattern. a,b Model of the low-temperature TaTe$_2$ unit cell before thermalization (LT) and after thermalization (LT*). Thermal ellipsoids correspond to magnitude of incoherent atomic motions. c Difference image between LT and LT* diffraction patterns calculated using kinematical diffraction simulations. The square root of the difference is shown to more clearly observe the changes in the superlattice peaks.

diffraction patterns simulated with small and large thermal ellipsoids is shown in Supplementary Figure 10. The small thermal ellipsoids are those obtained from x-ray diffraction measurements of the LT phase whereas the larger ellipsoids are chosen to be twice as large for simplicity. Indeed, all diffraction peaks decrease upon heating, providing a qualitative explanation for the largely negative peak changes observed from 50 to 80 ps in the UED experiment. We note that for accurate quantitative modeling of the influence of thermalisation on the diffraction pattern, a good model of the atomic displacement magnitudes and accounting for dynamical scattering is needed.
Supplementary Note 4: Difference images for selected time ranges

Supplementary Figure 11. Photo-induced changes in the raw, unsymmetrised diffraction pattern at selected time ranges. For improved signal-to-noise these are calculated by averaging difference patterns over the time ranges listed above the patterns.

The photo-induced changes in the diffraction pattern at early (t ≈ 1.75 ps and 4 ps), intermediate (t ≈ 10 ps and 38.5 ps), and late (t ≈ 65 ps) time delays are shown in Supplementary Figure 11. After several picoseconds, significant asymmetry in the changes is observed, with diffraction signals mainly increasing in the upper half of the pattern and mainly decreasing in the lower half. Intrinsic changes in the material would typically affect peaks on opposite sides equally, as their intensities are related by Friedel’s law. These asymmetric changes, on the other hand, we attribute to mechanical buckling of the sample, causing the sample to tilt relative to the electron beam. Such an induced tilt misalignment would reduce the deviation from the Bragg condition of reflections on one side of the pattern relative to the other, consistent with the observed behavior.

This buckling could be caused by a combination of structural phase transition of the \( \text{TaTe}_2 \) flake and lattice heating, both of which cause volumetric expansion that would strain the flake. The asymmetric changes subside at the 50–80 ps time range, suggesting local equilibrium is then re-established.

This asymmetric behaviour occurs simultaneously with the initial stages of PLD recovery, complicating isolation of the recovery timescale. Such an effect could be reduced in future studies if thinner flakes can be achieved, for which the diffraction peak intensities are less sensitive to sample tilt and photo-induced strain would likely be reduced. Nonetheless, these observations motivate further development of dynamical diffraction analysis techniques to account for contributions such as tilt misalignment, multiple scattering, and sample heating in UED experiments of strongly scattering samples.

Supplementary Figure 12. Difference map symmetrisation process for clearer visualization of changes. a Average of raw difference patterns acquired from 3–5 ps. The two mirror planes expected for this structure are superimposed. b Symmetrised difference map obtained by averaging signals across the mirror planes.

To more clearly visualise the diffraction changes, we symmetrise the difference maps displayed in the article (Figures 1-3) by averaging signals across the two mirror plane symmetries. An example of this process for the difference map averaged from 3–5 ps (Figure 3a) is shown in Supplementary Figure 12. This process not only enhances signal-to-noise, but also averages out some of the asymmetric changes introduced by the apparent sample buckling discussed above, making contributions from intrinsic structural change more clearly visible. We note that this process is not used to calculate quantitative signals; instead, whole pattern fitting is performed on the non-symmetrised diffraction patterns as discussed in Supplementary Note 5 and groups of peak intensities are tracked as a function of time.
Supplementary Note 5: Quantifying diffraction peak changes using whole pattern fitting

**Supplementary Figure** 13. Whole pattern fitting of the mean pump off image. a Measured mean pump off image. b Whole pattern fit function. c Spline background function with knot points indicated as white dots. All images show the square root of the intensity.

To quantify diffraction peak intensities in the patterns, we performed whole pattern fitting (WPF) in which entire non-symmetrised diffraction patterns are fit with a background function and peak functions simultaneously. Compared to fitting peaks individually, WPF further constrains the fit by enforcing common features between the diffraction peaks, such as shape and positioning on a reciprocal lattice. In this case, the components include the background, the Si diffraction, the TaTe$_2$ primary diffraction, and the TaTe$_2$ superlattice diffraction. Within each of the three diffraction peak groups, peak positions are defined using reciprocal lattice vectors for that group and all peaks within the group are constrained to have the same shape (though varying intensities). All diffraction groups share the same pattern centre.

To capture effectively the peak tails, the peaks are fit with generalised Gaussian functions of the form:

\[
I(r) = Ae^{-\left(\frac{r}{\sqrt{2\alpha}}\right)^{\beta/2}}
\]

(S5.1)

Here, \( r \) is the radial distance from the peak center, \( I \) is the intensity, \( A \) is the amplitude, \( \beta \) is the shape parameter (normal distribution for \( \beta=2 \), stronger tails for decreasing \( \beta \)), and \( \alpha \) is the width parameter (equivalent to the rms width when \( \beta=2 \)).

The background fit function is a 2D spline comprised of 4th order B-splines, or basis splines, generated on a polar grid with knot points as shown in Supplementary Figure 13c. Such a spline has continuous 1st and 2nd derivatives everywhere on the grid, including at the knot points. The spline is fit to the data by fitting the magnitudes of the B-spline components.

The UED patterns undergo significant preprocessing. First, the dark background reference is obtained by computing the median image of the acquired dark background frames. Then, for each time point, the dark background is subtracted, x-ray spikes are removed, frames are normalised by the total signal and aligned to 0.1 pixel precision using masked cross-correlation and Fourier shift, and then finally averaged to obtain background subtracted and processed pump ON and pump OFF images.

To extract the time-resolved peak intensities, WPF is performed on the entire series of diffraction patterns. First, WPF is performed on the mean pump OFF image allowing all background and diffraction peak group parameters to vary. This is shown as an example in Supplementary Figure 13. Then, WPF is performed on the individual frames with added constraints: the overall background intensity, individual B-spline components, and the peak \( \beta \) factor are fixed, whereas the individual peak intensities and peak group \( \alpha \) vary.
Supplementary Note 6: Transient data fitting

The transient data were fit using the following model function assuming exponential kinetics:

\[ F(t) = H(t - t_0) \cdot [c_1 \cdot (1 - \exp(-\frac{t - t_0}{\tau}))] + C \]  

(S6.1)

where \( H(t - t_0) \) is the Heaviside step function, \( \tau \) is the time constant, \( t_0 \) is time zero, \( c_1 \) and \( C \) are amplitude and constant offset, respectively. The fit function, \( F(t) \) was numerically convolved with a Gaussian function to account for the instrument time-resolution of \( \sigma_{IRF} = 0.75 \) ps. Individual fits of the data are provided in Supplementary Figure 14 and the recovered values of the fit constants are collated in Supplementary Table 2.

Supplementary Figure 14. Transient fits of the data using the exponential kinetics in Eq. S6.1 convoluted with the 0.75 ps instrument time resolution, applied to the dynamics of Bragg↑, Bragg↓ and superlattice peaks for different excitation fluences of 1.5 mJ cm\(^{-2}\), 1.75 mJ cm\(^{-2}\) and 2.3 mJ cm\(^{-2}\). Fit ( — ) Residual ( — — )

Supplementary Table 2. Values of amplitude (\( A \)) and time constant (\( \tau \)) recovered from fits of time-dependent curves of Bragg↑, Bragg↓ and Superlattice peaks at 1.5 mJ cm\(^{-2}\), 1.75 mJ cm\(^{-2}\), and 2.3 mJ cm\(^{-2}\). Errors associated with the extracted values are the standard errors of the fit.

| Fluence (mJ cm\(^{-2}\)) | \( A \) | \( \tau \) (ps) |
|--------------------------|--------|-------------|
| 1.5 mJ cm\(^{-2}\)       | 3.0 ± 0.6 | 1.4 ± 1.6 |
| 1.75 mJ cm\(^{-2}\)      | 4.9 ± 0.5  | 1.4 ± 0.7 |
| 2.3 mJ cm\(^{-2}\)       | 8.0 ± 0.9  | 2.4 ± 0.8 |
| Bragg↑                    | -10.3 ± 2.8 | 3 ± 1.6  |
| Bragg↓                    | -11.2 ± 2.1 | 1.6 ± 1.3 |
| Superlattice              | -13.5 ± 3.4 | 1.1 ± 1.5 |
|                          | -29.6 ± 2.8 | 0.9 ± 0.4 |
|                          | -46.6 ± 2.4 | 1.4 ± 0.3 |
Supplementary Note 7: Individual diffraction order dynamics

The Bragg↑ and Bragg↓ curves in Figure 2c of the main text are averages of the underlying diffraction orders. Supplementary Figure 15 shows the dynamics of the corresponding individual orders and evidences that the curves for each group, while exhibiting a lower signal-to-noise, display comparable dynamics as confirmed by the superimposed scaled dynamics of Figure 2c. We note that the fluctuations of the data for each curve scale with the independently-obtained error bars that correspond to ±1 standard error $\sigma_I$.

Supplementary Figure 15. Dynamics of diffraction orders underlying the Bragg↑ and Bragg↓ curves, symmetry-averaged each from the same family of $\{hkl\}$ peaks and indexed as per the high-temperature pattern. The curves are vertically offset for clarity. Lines: scaled dynamics from Figure 2c (same time constants) as a guide to comparing the trends. Error bars in the data indicate standard error calculated using the distribution of laser-off signals compared to the mean laser-off signal over the course of the measurement.

As noted in the Methods section, the standard errors $\sigma_I$ are derived from the distribution of peak intensities obtained from a sequence of "pump off" images. Supplementary Figure 16 shows the error $\sigma_I$ normalized to the peak intensity $I$ for each diffraction order. The scaling reflects a "shot noise"-like behaviour (as expected of the intensified CCD camera used in the experiments) where $\sigma_I \propto \sqrt{I}$ and thus $\sigma_I/I \propto 1/\sqrt{I}$. The lower intensities of the Bragg↓ orders explain the higher noise in the Bragg↓ curve as compared to the Bragg↑ curve.

Supplementary Figure 16. Scaling of the measurement error with diffraction order intensity. Relative error $\sigma_I/I$ versus the average $\sqrt{I}$ is shown for each diffraction order, color-coded for Bragg↑ (red) and Bragg↓ (blue) peaks.
Supplementary Note 8: Sample optical properties from reflectivity mapping

Supplementary Figure 17. Reflectivity of TaTe$_2$ sample. a Reflectance map across the TaTe$_2$ flake measured at 1030 nm wavelength at 77 K. b, c Zoomed-in maps at 77 K of region over Si-supported Si$_3$N$_4$ and region over suspended Si$_3$N$_4$. d, e Reflectance contrast spectra from region over Si-supported Si$_3$N$_4$ and region over suspended Si$_3$N$_4$.

In thin films, optical propagation involves coherent interference between waves transmitted through and reflected from each interface between layers. The reflectivity, absorbance, and transmittance of a thin film sample depends not only on the thickness and dielectric function of the film, but also on that of the substrate materials. Here, we take advantage of this behaviour to extract the dielectric function of TaTe$_2$ in the near-infrared range and estimate the absorption of the sample. We measure the reflectance in two regions of the flake over different substrates and, using the transfer-matrix method to model the reflectance in these cases, we retrieve the complex refractive index.

We use the tmm python package to model the optical propagation, employing previously measured dielectric functions for Si$_3$N$_4$, Si, and SiO$_2$. In using this method, we approximate the laser as a plane wave and the in-plane dielectric function as isotropic.

Reflectance mapping was performed in a confocal laser scanning microscope. A mode-locked Ti:Sapphire laser (Coherent Chameleon) generates the incident beam, which is focused by a Nikon 40x objective lens with a numerical aperture of 0.6NA onto the surface of the sample. The reflected light was collected through the same objective lens, coupled in free space into an Andor Kymera 328i spectrometer equipped with a 50 g mm$^{-1}$, 600-nm blaze grating and detected on an Andor iDus CCD camera. The output wavelength of the laser was scanned from 690 nm to 1080 nm in steps of 10 nm, with a FWHM of about 9 nm at each wavelength, and a hyper-spectral map of the light reflected on the surface of the sample was measured at every step. The microscope’s alignment and focus were adjusted before each measurement. A continuously variable ND filter wheel was used to compensate for the power fluctuations of the laser emission as a function of wavelength.

The sample was mounted in a Janis ST-500 flow cryostat using liquid nitrogen to reach a base temperature of 77 K. We mapped the reflectivity by scanning ASI MS-2009B XY motorised translation stages supporting the sample and collecting the reflected spectrum at each position. This hyperspectral measurement was controlled using the open-source ScopeFoundry software platform.

To calibrate the reflectance, we measured the reflected signal from a 100 nm thick gold film and the Si$_3$N$_4$-covered Si TEM chip under the same conditions. For instance at 1030 nm, after correcting for the reflectivity of gold (99%), we obtained a reflectance from the Si chip of about 28%. Using this and the measured reflectance contrast, $\Delta R/R$, as a function of laser wavelength between freestanding Si$_3$N$_4$ and the Si chip, we fit the thickness of the membrane and the Si native oxide, finding a best fit for 28 nm of Si$_3$N$_4$ and a 2 nm SiO$_2$ native oxide layer on the Si chip.

Reflectance maps at 77 K for 1030 nm light are shown in Supplementary Figure 17a-c. We observe that the reflectivity is largely homogeneous across the flake, with deviations mainly at topographic features such as flake edges and small pieces of additional TaTe$_2$ sitting on top from the sample transfer process (see AFM map in Supplementary Note 2). This is evidence that the sample did not experience damage due to optical laser beam during the UED experiments. We also observe similar reflectivity between regions over the Si chip and the suspended Si$_3$N$_4$ membrane.

From the zoomed-in maps taken at each wavelength, we compute the reflectance contrast spectra between TaTe$_2$ and the two substrate types: the Si chip and the suspended Si$_3$N$_4$ membrane (Supplementary Figure 17d,e). We observe similar reflectance values and trends with the wavelength at 77 K and 300 K, though slightly higher reflectance is
observed in the region over the Si chip at 77 K which may be due to formation of the LT phase.

Supplementary Figure 18. Dielectric function and absorption spectra extracted using the transfer-matrix method. a Best-fit real part of the refractive index of TaTe₂. b Best-fit imaginary part of the refractive index of TaTe₂. c Calculated absorption of the TaTe₂ flake supported by Si₃N₄. d Calculated local absorption as a function of depth.

Supplementary Figure 19. DFT-calculated refractive index for light polarised along the b axis. a Real part for LT and HT phases. b Imaginary part for LT and HT phases.

Using the transfer-matrix method, we optimise the real and imaginary parts of the refractive index to match the reflectance contrast in both regions, shown in Figure 18a,b. The extracted refractive index shows smooth and largely monotonic behaviour in this region, and it is similar at both temperatures. From the refractive index, n we calculated the total absorption spectrum via the transfer-matrix method of the Si₃N₄-supported TaTe₂ sample (Figure 18c). At 1030 nm wavelength, the fraction absorbed is about 44% at both 77 K and 300 K. We also compute the absorption profile over the depth of the film at 1030 nm, shown in Supplementary Figure 18d. As the absorption depth is 33 nm, we calculate significant variation in absorption through the 60 nm thickness of the TaTe₂ film: Material near the top surface absorbs more than 1.5 times more photons than average through the depth.

To check whether the obtained refractive index behaviour is reasonable for this system, we calculate frequency dependent dielectric response of TaTe₂ using VASP under independent particle approximation. The calculated refractive indices of the relaxed LT and HT structures of TaTe₂ for light polarised along the crystal b axis is shown in the range of our measurements in Supplementary Figure 19. Though direct quantitative comparison to the experiment is complicated by experimental factors such as sample tilt, laser polarisation character, laser bandwidth, and angular spread of the laser beam, we make a few qualitative observations. First, the dielectric function of the LT and HT phases have similar magnitude over this wavelength range, both in the calculation and in experiment. Second, the imaginary component corresponding to absorptivity shows good agreement between simulation and experiment: the magnitude is between 2.0 and 2.7 and generally increases for longer wavelengths. Thirdly, the LT phase appears to have higher k over most of the wavelength range both in measurement and experiment: This is consistent with the
increased density of states around the Fermi level in the LT phase observed in DFT calculations (see Supplementary Note 1).
Supplementary Note 9: Thermalisation and fluence dependent dynamics

Supplementary Figure 20. Photoinduced superstructure melting at varying laser fluence. a Representative difference images for early (centred around ≈ 4 ps) time delays for a laser fluence of 1.5 mJ cm\(^{-2}\), 1.75 mJ cm\(^{-2}\), and 2.3 mJ cm\(^{-2}\). For improved signal-to-noise these are calculated by averaging difference patterns over a 3–5 ps time range. b Initial superlattice peak dynamics for varying laser fluence. Exponential fits are superimposed as solid lines, with time constants of 1.07 ± 0.92 ps, 0.9 ± 0.32 ps, and 1.44 ± 0.27 ps for the three fluences in increasing order. Error bars indicate standard error calculated using the distribution of laser-off signals compared to the mean laser-off signal over the course of the measurement. c Magnitude of peak subset changes for varying laser fluence. These are the difference between averaged values over -5 to 0 ps and 4 to 6 ps range, and error bars indicate standard error, calculated from those for the individual points. A linear fit to the superlattice peak intensities is shown as a black dashed line.

In addition to the experiment at 2.3 mJ cm\(^{-2}\) highlighted in the main text, we also measured the initial ultrafast optical melting dynamics at 1.5 mJ cm\(^{-2}\) and 1.75 mJ cm\(^{-2}\). Difference patterns averaged over a 3–5 ps time range are shown in Supplementary Figure 20a. The magnitude of observed changes increases with the incident fluence over this range, and the mixture of positive and negative changes at all fluences resembles that observed for the thermal phase change shown in Figure 1. The quantitative temporal profiles of the superlattice peak intensities are shown in Supplementary Figure 20b. The measured time constants of PLD suppression fall within the range of 1 to 1.5 ps for all fluences. The increasing magnitude of superlattice peak reduction, as well as of change in Bragg \(\uparrow\) and Bragg \(\downarrow\), is shown in Supplementary Figure 20c. Moreover, as the amplitude of the PLD superlattice peaks tracks the order parameter, the intensity of these peaks are mainly sensitive to the structural change and impacted less by thermal effects. Thus, these peaks are most suited to extract the threshold fluence for the structural phase transition. A linear fit on the PLD peak intensities versus fluence (dashed line, Fig. 20c) suggests a zero-intercept around ≈1.1 mJ cm\(^{-2}\).
We can estimate the final temperature of the sample in our UED experiments after complete thermalisation following laser absorption at 1030 nm. In this, it is assumed that 44% of the incident light gets absorbed (based on optical measurements in Supplementary Note 8) in the film of 61.5 nm thickness (as determined in Supplementary Note 2). We calculated the corresponding temperature increase using the temperature-dependent heat capacity \( C_p(T) \) from ref. 33, by taking into account the material’s density \( \rho = 9.3 \text{ g cm}^{-3} \) and molar mass \( M = 436.15 \text{ g mol}^{-1} \). This resulted in thermally equilibrated temperatures of \( T_{\text{therm}} = 125 \text{ K}, 130 \text{ K} \) and \( 177 \text{ K} \) for the three fluences, respectively, of \( F = 1.5 \text{ mJ cm}^{-2}, 1.75 \text{ mJ cm}^{-2}, \) and \( 2.3 \text{ mJ cm}^{-2} \).

Experimentally, the lattice thermalisation into a quasi-equilibrium temperature is observed on extended time scales via a global decrease of the primary lattice peak intensities. Supplementary Fig. 21 shows the corresponding dynamics of the Bragg peaks at long time delays, for a fluence of \( 2.3 \text{ mJ cm}^{-2} \).

**Supplementary Figure 21.** Long term Bragg peak dynamics. Evolution of Bragg(↑) and Bragg(↓) peaks over the course of scan.

To gain insight into the conditions we can estimate the Debye-Waller factor in the photoexcited state relative to the 10 K ground state. Supplementary Fig. 22 plots the logarithm of the relative Bragg peak intensity (normalised to the intensity before excitation) versus momentum. The linear fit corresponds to an induced mean square displacement \( \langle u_{\text{ind}}^2 \rangle \approx 0.012 \pm 0.004 \text{ Å}^2 \). This was evaluated at the fluence of \( 2.3 \text{ mJ cm}^{-2} \) and longest delay of 78 ps, where a thermalised lattice is expected. From this, we obtain a Debye-Waller factor \( B = 8\pi^2/3\langle u_{\text{in}}^2 \rangle \approx 0.3 \text{ Å}^2 \). We can compare this value with an equilibrium measurement\(^{33} \) which obtained a displacement parameter \( \langle u^2 \rangle \approx 0.014 \text{ Å}^2 \) at 150 K from X-ray measurements of TaTe\(_2\). These values compare well, and are in line with the expected temperature being below \( T_c \) at long time delays. However, we caution that multiple scattering effects are not taken into account in this analysis.

**Supplementary Figure 22.** Log graph of relative Bragg peak intensity of the photo-excited TaTe\(_2\) vs the square momentum transfer \( q^2 \) of selected peaks. The data was taken at 2.3 mJ cm\(^{-2}\) fluence and evaluated at the longest time delay of 78 ps. The fit corresponds to \( \langle u^2 \rangle \approx 0.012 \text{ Å}^2 \).
Supplementary Note 10: Sample reversibility

In pump-probe experiments, sample damage could result from absorption of very intense laser pulses and from knock-on damage due to the high energy electrons. The latter depends on the dose defined as the number of particles per unit area, which if exceeded beyond a critical threshold can lead to formation of reactive species, e.g. radicals, create vacancies and other related defects. However, in UED this usually does not pose an issue due to the relatively large focus diameters of the electron beam (> 100 µm). In our study, we estimate a dose of about 0.05 electrons per nm² per pulse, which is too low to cause damage.

Under the 2.3 mJ cm⁻² near-IR pump, UED probe conditions we did not observe any sample damage over the extent of the UED measurements as judged by several diagnostics. First, no damage was visible macroscopically, confirmed by homogeneous near-IR reflectance (cf. Supplementary Fig 17a) and AFM measurements. Moreover, we confirmed that the sample maintained its crystallinity during the experiments by measuring the peak intensity \( I(n) \) after each laser and electron exposure sequence containing about \( 4 \times 10^4 \) shots and comparing that to the intensity \( I_{\text{init}} \) of the peak before the experiment as:

\[
\frac{\Delta I}{I_{\text{init}}} = \frac{(I(n) - I_{\text{init}})}{I_{\text{init}}}
\]

(S10.1)

where \( I(n) \) is intensity of the peak after each laser on sequence and \( I_{\text{init}} \) is the intensity of the peak before laser exposure. Supplementary Fig. 23 shows the intensities after several thousand laser shots, which remained within the expected ≈ 1–2% level of long-term experimental drifts. This, and the absence of any reduction in intensity, confirms that the sample remained intact even after the extended exposure. This is further supported by comparing the normalised diffraction patterns taken before and after the experiment (Supplementary Fig. 24). The two patterns are almost indistinguishable except for noise and a few-pixel shift of the overall patterns due to slight beam-pointing changes.

Supplementary Figure 23. Change of ground-state peak intensity during the experiment \( \frac{\Delta I}{I_{\text{init}}} = \frac{(I(n) - I_{\text{init}})}{I_{\text{init}}} \), plotted as a function of the total accumulated laser shots. The fluctuations remain within the range expected from electron beam drifts.

Supplementary Figure 24. Diffraction images of TaTe₂ from experiment at 2.3 mJ cm⁻². a Measured pattern before laser exposure. b Measured pattern after the experiment, i.e. exposure to > 10⁶ laser shots. c Difference image between before and after experiment showing only minor system drifts.
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