Continuous online task planning and plan acting in a deterministic robot environment
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Abstract. In a deterministic environment, continuity in planning robot tasks and acting upon the generated plans is essential. This aspect does not commit the planner to generate all the required actions in advance, however; instead, the robot planner can generate the necessary abstract actions, then make the actor responsible for refining these actions into commands. Such commands are executed directly by the robot platform. In this paper, the planning and acting framework, known as RosPlanAct, is modified by including a temporal model that deals with the time interval for each action in the plan. Thus, a chronicle is associated with the abstract actions during the planning phase to act as a base for refining these actions into more detailed activities. The extended framework also has the ability to postpone the execution of any action that requires more details and to activate the monitoring function to compare what was observed with predicted results. This framework was tested in simulation and in real environments. The simulation environment was ROS, with a smart robot car used as a real testing environment. The results showed high performance in accomplishing the specified tasks with an increasing rate of success in executing the actions in the determined period of time and a low rate of failed execution. Throughout this paper, the actor was supported by being given the ability to avoid failure by online interactions between planning and acting sections in order to trigger the executing platform to perform the given task in a deterministic environment. The robot can thus refine the actions in the plan, re-planning as required in order to handle events arising.

1. Introduction

Achieving robot tasks correctly requires the unification of planning and acting subsystems. In order to maintain robot objectives, the planning system must be consulted as to which action is best to accomplish the objectives at a given moment, while the acting system is also consulted (after planning) as to the manner in which to perform each action in a plan. It is thus important for the acting system to have the ability to decide what refined actions to pursue, given the current environmental characteristics, in order to achieve the stated
goal(s). Increasing interaction between planning and acting enables the robot to be more responsive and autonomous.

In reality, environments offer a diversity of open conditions; autonomous robots should thus be able to deal with several different types of tasks. For these reasons, a robotic system must deliberate as part of its main functions. According to [1], the main five deliberation functions of any robotic system are planning, acting, monitoring, observing, and learning (goal reasoning). Planning is driven by acting [2], in that the former deals with generating a sequence of actions, which called a plan, that is predicated on accomplishing the given task [3]. The latter works upon this plan to find ways to command the execution platform to start doing the task. The monitoring function recognises variances between predicted and observed states, identifying both possible causes and recoveries. The observing function offers the ability to diagnose the state of the robot’s activity and the related objects and environment.

This paper is concerned mainly with the planning and acting deliberation functions and how these interleaf in order to achieve robot tasks. The planner is conscious of the fact that the execution of the plan will begin only once planning finishes because the plan is generated, while the actor is aware that the acting process begins once the plan is generated and disposed of for execution. The actor functions are detailed in [4]; these consist of plan refinement, reaction to events, instantiation, time management, nondeterminism, and plan repair or re-planning.

However, in cases where external timing constraints are imposed, such as emergencies and deadlines, the system becomes more complex. To tackle this problem, this paper proposes a continuous online task planning and plan acting framework. This framework extends the main framework explained in [5] and builds upon it. Online planning and acting solves the problem of meeting deadlines and emergencies and takes into account all of the necessary time for planning, disposing of action, and acting; thus, planning and acting can be blended as described in [6].

The rest of this paper is organised as follows: Section 2 describes the system architecture and main components, and then section 3 specifies how the system is modelled and represented and the new algorithms adopted to deal with framework activities. Section 4 is dedicated to testing the system and collecting the necessary results for validation. Finally, conclusions and suggestions for the future work are presented in section 5.
2. The System Architecture

Figure 1 represents the proposed framework architecture for continuous online planning and acting. It is important to specify that this architecture is used only in deterministic environments. This framework includes an acting component (subsystem), which represents the core of the system and is responsible for

- Querying the planning section about the necessary sequence of actions, that is, the plan that achieves the given goal.
- Refining the actions into low-level actions used to command the robot.
- Dealing with the external events that might impede the robot.
- Re-planning, when necessary if the cost of failure is more than the cost of updating or repairing the plans.

![Diagram of System Architecture](image)

**Figure 1.** Overview of Planning and Acting System with a continuous Planning and Acting Loop

The other part of the system is the planning subsystem, which consists of a classical planner that can handle temporal events. This planner is applicable to online planning for robotics, where a robot must generate a plan to be executed but the rest of the world does not stop while the robot is planning and acting according to its plan.
2.1 Related Architectures

The field of planning has seen many contributions in terms of search and prediction, but the field of acting lacks such contributions. In this section, a number of architectures that combine planning and acting are thus reviewed and compared with the proposed architecture in this paper.

The work in [7] and [8] described the ROSPLAN framework, which is an architecture for inserting task planning into Robot Operating Systems (ROS) [9]. This is focused on embedding the planning system into ROS, but these works do not deal with the other important part of any robotic system, the acting part.

The planning and acting model seen in [10] and [11] specified a model for temporal planning combining hierarchical and generative procedures. This model was constrained particularly by the requirement to provide the system with the ability to deal with temporal events and resolve flaws in the plans in order to achieve the objective; however, it did not express clearly how the high-level action translated into low-level commands to the execution platform. The proposed model, in contrast, provides the actor with the ability to refine high-level actions into low-level commands by exploiting various skills.

In recent work in [12], the authors presented a planning framework known as PLATINUM that has the ability to deal with temporal uncertainty in events both at the planning and plan execution level, with no acting stage. Thus, PLATINUM can detect errors at the time of execution as it has no acting stage.

The ActorSim toolkit in [13] was used to study autonomous systems based on goal reasoning. Goal reasoning has strong ties to planning, acting, and robotics; however, it is an area of research that is currently understudied and which requires more investigation. Currently, no available language exists publicly that offers all of the necessary definitions and universal implementations required.

This review of existing systems suggests that it is necessary to develop a system that clearly defines its acting part as the core of the system and coordinates the robot activities to address any failure in plan execution due to unexpected (exogenous) events. The work in this paper thus seeks to fill this gap in previous systems in the field.
3. System Modelling and Representation

The proposed system is an extension of the work in [5]; however, this paper focuses on the concept of continuous online planning and acting.

3.1 Planning

The planning part of the framework is modelled as described in [4):

1. In classical planning, the domain is specified using tuple-4 variables \( \Sigma = (S, A, \gamma, \text{cost}) \), where the cost is optional, \( S \) is a finite set of states that the system may be in, \( A \) is a finite set of actions that may be used by the actor to change the state and environment, and \( \gamma : S \times A \rightarrow S \) is prediction function (or state-transition function) such that

   - partial function \( \gamma(s,a) \) is not defined unless \( a \) is applicable in \( s \)
   - \( \text{Dom}(a) = \{ s \in S \mid \gamma(s,a) \text{ is defined} \} = \{ s \in S \mid a \text{ is applicable} \} \)
   - \( \text{Range}(a) = \{ \gamma(s,a) \mid s \in \text{Domain}(a) \} \)
   - \( \text{cost}: S \times A \rightarrow \mathbb{R}^+ \) -or- \( \text{cost}: A \rightarrow \mathbb{R}^+ \)
   - where \( \text{cost}(a) \equiv 1 \), this can be omitted from the domain definition.

2. Classical planning problem: \( P = (\Sigma, s_0, S_g) \)

   - \( \Sigma \): planning domain, \( s_0 \): initial state, \( S_g \): set of goal states.

3. Solution for \( P \): a plan (sequence of actions) that will produce a state in \( S_g \)

   - \( \pi = \langle a_1, a_2, \ldots, a_n \rangle \)

4. Action: (head, preconditions, effects, cost)

   - head: name and parameter list. Get actions by instantiating the parameters.
   - preconditions: Computationally test to predict whether an action is applicable in a state \( s \)
   - effects: Procedures that modify the current state

5. \( \pi \) is applicable in \( s_0 \) if the actions can be applied in the order given, i.e., there are states \( s_1, s_2, \ldots, s_n \) such that

   - \( \gamma(s_0, a_1) = s_1 \), \( \gamma(s_1, a_2) = s_2 \), \ldots, \( \gamma(s_{n-1}, a_n) = s_n \)

   If so, define \( \gamma(s_0, \pi) = s_n \)

   - \( s_0 \in S \) is the initial state
   - \( g \) is a set of ground literals called the goal

6. \( S_g = \{ \text{all states in } S \text{ that satisfy } g \} \)
\[ s \in S \mid s \cup R \text{ contains every positive literal in } g, \text{ and none of the negative literals in } g \]

7. If \( \gamma(s_0, \pi) \in S_g \), then \( \pi \) is a solution for \( P \).

### 3.2 Acting

Throughout the acting process, the actor refines and monitors its actions, reacts to events, and extends, updates, and repairs its plan based on its perception of the relevant parts of the environment. All these functions are completed by issuing commands to the specified system components, parts of the RosPlanAct framework [5]. The main activities in the actor section are thus:

1. **Command**: a primitive function that orders the execution platform to perform a given action. For example, the action \( \text{take}(r,o,l) \) can be used as a primitive function and sent as a command to order the robot \( (r) \) to pick up an object \( (o) \) at a location \( (l) \).

2. **Task**: any activity the actor seeks to perform; for each task, there is a set of refinement methods.

3. **Refinement Methods**: operational models that inform the robot how to perform the given task where they have no ability to predict what will result. The general form of the refinement method is as follows [6]:

   ```
   \text{method-name}(\text{arg}_1, \ldots, \text{arg}_k)
   \text{task: } \text{task-identifier}
   \text{pre: } \text{test}
   \text{body: a program}
   ```

### 3.3 Planning and Acting Algorithms

This section examines the two relevant types of algorithms. The first deals with planning activities and how actor commands are handled. The second deals with acting activities and how the actor handles acting functions. In Figure 2, an algorithm for task planning and disposing of the actions is shown, and Figure 3 depicts an algorithm for acting upon the plan.
To perform, for example, an open-door action in different contexts, the robot must depend on a set of different skills to accomplish the given task. These skills are defined by methods and specified in order to refine an action into commands.

### 3.4 Time Management

Online planning and acting manages the time required for generating a plan and executing its actions. Each action is thus attached to various time points: $t_s$, the time when the action started, $t_e$, the time when the action ended, and $t_n$, the current time.
These time points can be used in both planning and acting. In planning, \( t_s, t_e, \) and \( t_n \) represent the start, end, and current planning time, respectively. The time elapsed executing an action or planning the task can thus be calculated as \( t_e = t_n - t_s \).

No action can start before planning starts, as the action refinement process does not begin until the planner has generated a plan. So, for each action \((a)\) in the plan \((\pi)\), a constraint exists that the time at which acting will start \((t_{as})\) must be less than the time set for the disposal of action \((t_s)\), i.e., \( t_{as} \leq t_s \).

4. **Experiment and case study**

In this section, the proposed framework, including its model and algorithms, is tested and verified. The planning benchmark \([14]\) is used to test the performance of the proposed system. Planning and acting are done under the ROS environment, with planning and acting processes represented as ROS nodes that communicate and exchange messages across ROS topics as shown in **Figure 4**. The planning domain and the problem to solve are as explained in \([5]\). These are related to moving a car down four types of paths: Rectangle, Triangle, Multiline path, and Polygon paths. The details of the proposed platform (car) are also explained in \([5]\).

![Figure 4. ROS nodes and topics for the RosPlanAct [5]](image-url)
4.1 System Nodes, Topics, and Messages

The main nodes in the system are the planning node and the acting node. Table 1 shows the main messages used to exchange information between the system nodes through ROS topics.

| Message Name     | Message Type | Topic Name     | Specification                                      |
|------------------|--------------|----------------|---------------------------------------------------|
| Plan             | Action       | dispatchPlan   | Used to post the plan to the actor                |
| ActionDispatch   | Action       | dispatchAction | Used to post the action of the plan action by action |
| FeedBack         | Action       | feedbackAction | Used to get feedback about the state of the action |

4.2 System Performance

The proposed framework uses two types of planner. These planners are classical; one of them, LPG-td [15], does not deal with the time, while the second one, popf [16], does deal with time. The system specifications are as follows: processor speed of 2.7 GHz, core i7, and a memory size of 4 GB.

Table 2 shows the system performance in term of response time, which represents the time between starting planning and the actor dispatching a command to the platform. The response time also depends on the problem size, i.e., the number of objects in the problem space. System performance using the popf planner is better than the performance when using the LPG-td planner as, in the case of popf, each action is allocated a required time to implement while as the other planner does not deal with time, the system is required to attach the time. Time is attached based on experience and can also be obtained from the skills manager. Figure 5 represents the response time for both LPG-td and popf planners for different problem sizes. It is clear that response time for the popf planner is better than for the LPG-td planner.

| Problem size | LPG-td Response time (seconds) | popf Response time (seconds) |
|--------------|-------------------------------|-----------------------------|
| 10           | 0.22                          | 0.13                        |
| 30           | 1.3                           | 1.07                        |
| 60           | 2.1                           | 1.8                         |
| 100          | 2.9                           | 2.4                         |
In a real environment, the experiment was repeated 100 times for a problem size of 50 objects for both planners; the results are summarised in Table 3. It is clear that the system using the popf planner has more success states than the LPG-td planner, due to the ability of popf planner to manage temporal events.

**Figure 5: The response time of LPG-td and popf planners**

| Planner type | Success states | Failed states | Unknown states |
|--------------|----------------|---------------|----------------|
| LPG-td       | 60             | 35            | 5              |
| Popf         | 80             | 17            | 3              |

5. **Conclusions and Future Work**

Empirical evaluation revealed that the proposed framework has the ability to handle continual online planning and acting problems. The system can integrate planning and acting independent of planner type. However, it is preferable to use a planner that deals with temporal issues to obtain better performance. While this framework can use a classical planner that does not deal with time, this requires the system to specify the amount of time to be attached to each action in the plan by exploiting experience and the skill manager.
Integrated planning and acting can help unify robot objectives and can specify what actions must be taken to achieve the task and how to perform these actions. This leads to the concept of goal reasoning.

In the future, however, it will be necessary to support the proposed framework with the capability to deal with uncertainty and probabilistic issues in both deterministic and non-deterministic robot environments.
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