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Abstract. We show that eigenvalues of the Robin Laplacian with a positive boundary parameter \( \alpha \) on rectangles and unions of rectangles satisfy Pólya-type inequalities, albeit with an exponent smaller than that of the corresponding Weyl asymptotics for a fixed domain. We determine the optimal exponents in either case, showing that they are different in the two situations. Our approach to proving these results includes a characterisation of the corresponding extremal domains for the \( k \)th eigenvalue in regions of the \((k, \alpha)\)-plane.

1. Introduction

Given a planar domain \( \Omega \) with a sufficiently smooth boundary \( \partial \Omega \), consider the equation

\[
\Delta u + \tau u = 0 \text{ in } \Omega
\]

with one of the following boundary conditions

\[
\begin{align*}
&u = 0, \quad x \in \partial \Omega \quad \text{(Dirichlet)} \\
&\frac{\partial u}{\partial \nu} = 0, \quad x \in \partial \Omega \quad \text{(Neumann)}
\end{align*}
\]

where \( \nu \) is the outer unit normal defined on \( \partial \Omega \). Denoting by \( \gamma_k \) and \( \mu_k \) the Dirichlet and Neumann eigenvalues, respectively, corresponding to the numbers \( \tau \) for which nontrivial solutions \( u \) of the above equation exist, we have

\[
0 < \gamma_1 \leq \gamma_2 \leq \ldots
\]

and

\[
0 = \mu_1 \leq \mu_2 \leq \ldots,
\]

with both sequences being unbounded.

In the second volume of his book *Mathematics and plausible reasoning*, Pólya conjectured that

\[
\mu_k < \frac{4k\pi}{A} < \gamma_k, \quad k = 1, 2, \ldots
\]

for planar domains with area \( A \) [PF pp. 51–53]. After stating this conjecture, Pólya went on to say that these inequalities are satisfied in the case of rectangles and that it had been this particular case that had suggested the conjecture.

A few years later, Pólya himself provided a remarkably simple and elegant argument to prove (1.2) in the Dirichlet case for plane-covering (tiling) domains, that is, domains which “cover the whole plane without gaps and without overlapping” [P2]. In the same article, Pólya also provided a shaper version of the Neumann part of the conjecture by...
replacing $\mu_k$ with $\mu_{k+1}$, which he then proved for a smaller class of domains, with the general result for tiling domains being obtained not long afterwards by Kellner [Kl].

In [PT] Pólya gave some further heuristic arguments as to why conjecture (1.2) should be true in general, such as the fact that it holds for the first two eigenvalues of general domains, which follows from the Faber–Krahn and Hong–Krahn–Szegö inequalities, and the Szegö–Weinberger inequality in the Dirichlet and Neumann cases, respectively. He also mentioned that, upon division by $k$, all three terms in (1.2) have the same limit, as a consequence of the Weyl asymptotics. However, he left out one of the most compelling pieces of evidence for (1.2) to hold, probably because this was itself a conjecture at the time, namely the two-term Weyl asymptotics

$$\tau_k = \frac{4k\pi}{A} \pm \frac{2\sqrt{k\pi}}{A^{3/2}} \frac{L}{A^{3/2}} + o\left(k^{1/2}\right)$$

where $L$ denotes the perimeter of $\Omega$ and the + and − signs correspond to Dirichlet and Neumann boundary conditions, respectively [SV]. In fact, not only does the second term in the above asymptotics support the conjecture, but it also shows that the latter is asymptotically correct for any particular domain.

Although the conjecture remains open to this day, progress has been made with the best results so far for general planar domains being

$$\mu_k \leq \frac{8\pi}{A} (k-1) \quad \text{and} \quad \frac{2\pi}{A} k \leq \gamma_k, \quad k = 1, 2, \ldots.$$ (1.3)

Here the Dirichlet bound was proved by Li and Yau in 1983 [LY], and as was later realised, could also be recovered from work by Berezin [Bz], while the Neumann bound is due to Kröger in 1992 [Kr].

In this paper we want to study the same problem in the Robin case, that is, we consider equation (1.1) together with the boundary condition

$$\frac{\partial u}{\partial \nu} + \alpha u = 0, \quad x \in \partial \Omega \quad \text{(Robin)}$$

where $\alpha$ is a positive real parameter. It is a natural question to ask what form, if any, should an inequality of the same type as (1.2) take for the eigenvalues of the above problem. We first note that the corresponding eigenvalues, which we shall denote by $\lambda_k(\Omega, \alpha)$, also satisfy an inequality of Faber–Krahn type, namely,

$$\lambda_1(B, \alpha) \leq \lambda_1(\Omega, \alpha)$$

for all positive $\alpha$, where $B$ denotes the ball with the same measure as $\Omega$ – for planar domains this was proved by Bossel [Bo] and generalised by Daners [D] to higher dimensions. The corresponding Hong–Krahn–Szegö inequality was proved by the second author in [Kn].

It might thus seem reasonable to expect the sequence of $\lambda_k(\Omega, \alpha)$ to have a behaviour analogous to that of the Dirichlet problem. However, it is known that the two-term Weyl asymptotic is in fact the same as that of the Neumann problem [FG], namely,

$$\lambda_k(\Omega, \alpha) = \frac{4k\pi}{A} - \frac{2\sqrt{k\pi}}{A^{3/2}} L + o\left(k^{1/2}\right).$$ (1.5)

A consequence of this is that clearly there cannot exist a lower bound for $\lambda_k(\Omega, \alpha)$ with the same power of $k$ as in the Dirichlet case which is also compatible with the first term of (1.5). To some extent, this was already pointed out in [AFK], where it was seen, by considering the sequence of domains $B_k$ consisting of the $k$ disjoint unions of equal balls, that the asymptotic behaviour of the infimum of the $k$th Robin eigenvalue among domains of equal volume will satisfy

$$\inf_{\Omega \subseteq A} \lambda_k(\Omega, \alpha) \leq \lambda_k(B_k, \alpha) \leq 2\alpha \left(\frac{k\pi}{A}\right)^{1/2}.$$
Thus, although it might still possible to consider inequalities of the type \( \lambda_k(\Omega, \alpha) \geq c_k \), the constant \( c \) would have to depend on \( \Omega \) in a nontrivial fashion and cannot, in any case, be optimal in an asymptotic sense as \( k \) approaches infinity.

In order to gain some insight into this issue, it is, of course, tempting to follow Pólya’s approach and see what happens in the simpler case of rectangles or possibly even tiling domains. However, for Robin boundary conditions there is no explicit closed form for the eigenvalues in the former case, while in the latter two of the key ingredients used in \([P2]\), namely the simple rescaling formula and monotonicity by inclusion which are fundamental in the Dirichlet proof do not apply for \([14]\).

A first purpose of this paper is thus to obtain further understanding of this problem by studying the existence of Pólya-type inequalities of the form

\[
ck^\beta \leq \lambda_k(\Omega, \alpha),
\]

where the constant \( c \) depends only on the boundary parameter \( \alpha \) and is independent of \( \Omega \) within families of domains with a given area. A key point is the determination of the optimal power \( \beta \). The two classes of domains which we shall consider here are rectangles and disjoint unions of rectangles. There are two reasons for studying these two families. On the one hand, it is natural to try to understand what happens in the case of rectangles, by analogy with the Dirichlet case. On the other hand, and as will become clear, the two problems yield different values of \( \beta \) and thus illustrate the essential differences that may be expected even within the Robin problem. Furthermore, the behaviour for unions of rectangles should, in principle, be closer to what is to be expected to happen in the general problem.

In this direction, our main result may be summarised as follows.

**Theorem A** (Pólya-type inequalities). Given positive numbers \( \alpha \) and \( A \), there exist positive constants \( c_r \) and \( c_u \), depending only on \( \alpha \) and \( A \), such that the Robin eigenvalues satisfy

\[
c_r k^{2/3} \leq \lambda_k(\Omega, \alpha),
\]

for all rectangles with given area \( A \), and

\[
c_u k^{1/2} \leq \lambda_k(\Omega, \alpha),
\]

for all unions of rectangles with total area \( A \). Furthermore, the exponents \( 2/3 \) and \( 1/2 \) are optimal.

This theorem follows directly from the more detailed Theorems \([11] \) and \([1] \) below; in particular, they, together with the fact that the eigenvalues are increasing with \( \alpha \), allow us to give explicit lower bounds on the constants \( c_r \) and \( c_u \).

The issue of determining the optimal constant in Pólya’s conjecture for the Dirichlet and Neumann problems is naturally related to that of considering the extremal values of the eigenvalues \( \gamma_k \) and \( \mu_k \). In fact, in the case of general domains with a measure restriction, this connection is much stronger than had been previously thought, in that it was shown recently that Pólya’s conjecture is equivalent to the first term in the asymptotic behaviour of the extremal values being the same as that in the Weyl asymptotics for a fixed domain \([CE]\). This effect is a direct consequence of the subadditivity and superadditivity of the sequences of (dimensionally normalised) extremal eigenvalues in the Dirichlet and Neumann cases, respectively.

Taking this into consideration, the approach we follow in this paper is mixed, in the sense that we will prove Theorem \([A]\) by studying the sequence of extremal sets in both cases. We recall that even for Dirichlet eigenvalues, which in the case of rectangles are known explicitly, it is a nontrivial problem to show that the sequence of extremal rectangles does converge to the square as \( k \) goes to infinity \([AF2]\). This result, which is closely
related to a lattice point counting problem, has also been extended to Neumann boundary conditions \([BBG]\), higher dimensions \([GL]\), and several variants with a more geometric \([AR]\) or number-theoretic flavour \([GW]\ [AL]\ [LL1]\ [LL2]\ [Ma]\ [MS]\). This is thus also a motivation to study the evolution of the sequence of extremal rectangles. However, since for the Robin problem the asymptotic extremal domain is no longer thought to be the square, we also consider the situation where we allow for arbitrary unions of rectangles. This is a natural setting to consider, due to the considerations made above and, in particular, the results obtained in \([AFK]\), where the following conjecture was made \((\text{[AFK] Section 5}; \text{see also [BFK] Open Problem 4.38})\).

**Conjecture** (Optimality of \(k\) equal balls). Fix a dimension \(d \geq 2\) and \(k \geq 3\). Then there exists some \(\alpha_k^* > 0\) depending only on \(k\) and \(d\) such that

\[
\lambda_k(\mathcal{B}_k, \alpha) \leq \lambda_k(\Omega, \alpha)
\]

for all \(\alpha \in (0, \alpha_k^*)\) and all (sufficiently smooth) domains \(\Omega \subset \mathbb{R}^d\) with \(|\Omega| = 1\), where \(\mathcal{B}_k\) is the disjoint union of \(k\) equal balls of total volume 1. Moreover, \(\mathcal{B}_k\) is not optimal for \(\alpha > \alpha_k^*\), and \(\alpha_k^* \to \infty\) as \(k \to \infty\).

Here we shall provide strong supporting evidence for this conjecture by essentially proving it in the restricted setting of rectangles and unions of rectangles (with \(k\) equal squares taking the role of \(k\) equal balls); we also expect some of the tools and insights we develop to be of use when investigating the conjecture on more general domains.

For any positive values of the area \(A\) and boundary parameter \(\alpha\), and any positive integer \(k\), we will write \(\lambda_k^+(A, \alpha)\) to stand for the extremal quantity

\[
\inf\{\lambda_k(\Omega, \alpha) : \Omega \subset \mathbb{R}^2\text{ is a disjoint union of rectangles, }|\Omega| = A\},
\]

and we let \(\mathcal{U}_k\) denote the disjoint union of \(k\) equal squares of the same total area \(A\). Our main result in this context is then

**Theorem B** (Optimality of \(k\) equal squares). There exists an absolute positive constant \(C_1\) such that, for any finite disjoint union of rectangles \(\Omega\) having total area \(A\), we have

\[
\lambda_k(\mathcal{U}_k, \alpha) < \lambda_k(\Omega, \alpha)
\]

whenever \(\alpha \leq C_1 k^{1/2} A^{-1/2}\), where \(\mathcal{U}_k\) has total area \(A\). Furthermore, for such pairs \(\alpha, k\), we have

\[
\frac{4\pi^2 k \alpha}{A^{1/2} \pi^2 k^{1/2} + 2A \alpha} < \lambda_k^+(A, \alpha) \leq \frac{4 k^{1/2} \alpha}{A^{1/2}}. \tag{1.6}
\]

**Remark 1.1.** It is possible to improve the upper bound for \(\lambda_k^+(A, \alpha)\) given above, by using the more precise (and complicated) bounds given in the Appendix – see Proposition \([A, 3]\).

Our proof gives an explicit estimate on the constant, namely \(C_1 > \frac{\pi^2}{18} (7 - 2\sqrt{10}) \approx 0.370\) – see Sections 7.2 and 7.3 for the derivation of the constant for rectangles and unions of rectangles, respectively. Thus, for any fixed positive \(\alpha\), for \(k\) sufficiently large (or equivalently, for any fixed \(k\) for \(\alpha\) sufficiently small, for an explicitly given value), the minimiser of \(\lambda_k(\cdot, \alpha)\) among all unions of rectangles of fixed total area is the domain consisting of the disjoint union of \(k\) equal squares.

This also allows us to obtain estimates on the constants \(c_u\) and \(c_r\) appearing in Theorem \([A]\). We thus have, for instance,

\[
c_u = \begin{cases} 
\frac{4\pi^2 \alpha}{A^{1/2} \left(\pi^2 + 2\alpha A^{1/2}\right)}, & \alpha \leq C_1 k^{1/2} A^{-1/2} \\
\frac{4\pi^2 C_1}{A \left(\pi^2 + 2A^{1/2} C_1\right)}, & \alpha \geq C_1 k^{1/2} A^{-1/2}
\end{cases}
\]
with $C_1$ as above.

Moreover, the form of the given relationship between $\alpha$ and $k$ is optimal:

**Theorem C** (Loss of optimality of $k$ equal squares). There exists a further absolute positive constant $C_2$ such that $\lambda_k(\cdot, \alpha)$ is not minimised among all finite unions of rectangles of fixed total area $A$ by $\mathcal{U}_k$ whenever $\alpha \geq C_2 k^{1/2} A^{-1/2}$.

In fact, we obtain the exact form of the curve where having three of the squares of $\mathcal{U}_k$ replaced by one larger square will provide the same eigenvalue; based on results from [AFK] for balls and numerics it is to be expected, although it is not yet known, that this is the exact point where $\mathcal{U}_k$ stops being the optimiser. Our result again includes an explicit estimate on $C_2$; see Theorem [7.3] for the details. In fact, for fixed $k$, as $\alpha \to \infty$ the optimiser converges to its Dirichlet counterpart, as we show in Theorem [5.1]. Moreover, for any fixed domain $\Omega$ there exists a constant $C_\Omega > 0$, which numerically generally appears to be close to the numerically optimal $C_2$, such that $\lambda_k(\Omega, \alpha) < \lambda_k(\mathcal{U}_k, \alpha)$ whenever $\alpha \geq C_\Omega k^{1/2} A^{-1/2}$, as we show in Section [8]. All this highlights a sharp difference in qualitative behaviour between regions of the form $\alpha \leq c k^{1/2} A^{-1/2}$ and $\alpha \geq c k^{1/2} A^{-1/2}$.

Nevertheless, the fact that, for any fixed $\alpha$, $\mathcal{U}_k$ becomes the extremal domain for all sufficiently large $k$, allows us to describe the asymptotic behaviour of the optimal values $\lambda_k^+(A, \alpha)$ as $k \to \infty$ for fixed $A$ and $\alpha$.

**Corollary D** (Asymptotic behaviour of optimal unions of rectangles). For any given positive values of the area $A$ and boundary parameter $\alpha$,

$$\lim_{k \to \infty} \frac{\lambda_k^+(A, \alpha)}{k^{1/2}} = \frac{4\alpha}{A^{1/2}},$$

and indeed, $\lambda_k^+(A, \alpha)$ has the same asymptotic behaviour as $k$ goes to infinity as $\mathcal{U}_k$, namely,

$$\lambda_k^+(A, \alpha) = \frac{4\alpha}{A^{1/2}} k^{1/2} - \frac{2\alpha^2}{3} + \frac{4A^{1/2}\alpha^3}{45} k^{-1/2} - \frac{8A\alpha^4}{945} k^{-1} + \frac{4A^{3/2}\alpha^5}{1413} k^{-3/2} + O(k^{-2})$$

as $k \to \infty$.

*Proof.* The limit follows from the bounds in Theorem [3] while the asymptotic expansion may be obtained from that of the first Robin eigenvalue given by (1.2) by taking $a = (A/k)^{1/2}$ and noting that $a \to 0$ as $k \to \infty$. \qed

As a further consequence, we can obtain two-sided estimates on the smallest possible value of the sum of the first $k \geq 1$ eigenvalues,

$$\sigma_k^+(A, \alpha) := \inf_{\Omega} \sum_{j=1}^{k} \lambda_j(\Omega, \alpha),$$

where the infimum is taken over all disjoint unions $\Omega$ of rectangles such that $|\Omega| = A$, for fixed $A > 0$ and $\alpha > 0$. Li and Yau [LY] famously obtained a sharp lower bound on the corresponding sum in the Dirichlet case, namely $2\pi k^2/A$ (in two dimensions); the lower bound on $\gamma_k$ from [1.3] is obtained as a direct consequence of it. Here, $\sigma_k^+(A, \alpha)$ must behave asymptotically like $k^{3/2}$, not $k^2$.

**Corollary E** (Asymptotic behaviour of optimal sums of eigenvalues). Fix $A > 0$ and $\alpha > 0$. Then

$$\frac{8}{3} A^{-1/2} \alpha \leq \liminf_{k \to \infty} \frac{\sigma_k^+(A, \alpha)}{k^{3/2}} \leq \limsup_{k \to \infty} \frac{\sigma_k^+(A, \alpha)}{k^{3/2}} \leq 4A^{-1/2} \alpha.$$
Remark 1.2. The method of proof of this result, which we give in Section 8, can be easily extended to provide explicit bounds for $\sigma_k^+(A, \alpha)$ for any given $k$.

As we saw in Theorem A even if we restrict our attention just to rectangles rather than disjoint unions, then we still have that the growth of the extremal eigenvalues in $k$ lies below the corresponding Weyl asymptotics. Moreover, now the corresponding sequence of optimisers is unbounded with the ratio of side lengths tending to infinity with $k$. The following theorem also gives the rate at which this happens. Here, we set $\lambda_k^*(A, \alpha) := \inf \{\lambda_k(\Omega, \alpha) : \Omega \subset \mathbb{R}^2 \text{ is a rectangle, } |\Omega| = A\}$, and denote by $A^{1/2}a_k^*$ the longer side of the rectangle yielding the optimum, for fixed $\alpha$.

**Theorem F** (Optimality and asymptotic behaviour of rectangles). For any fixed $A > 0$, $\alpha > 0$ and $k \geq 2$, there exists a positive constant $C_3$ such that

$$
\frac{3\pi^2 \alpha^{2/3}}{A^{2/3} (\pi^2 + 2A^{1/2} \alpha)^{2/3}} (k - 2)^{2/3} \leq \lambda_k^*(A, \alpha) \leq \frac{3\pi^2 \alpha^{2/3}}{A^{2/3}} k^{2/3},
$$

the lower bound holding whenever $\alpha \leq C_3 k^{1/2}$. In particular, there exists a positive constant $C_4 = C_4(\alpha, A)$ such that $\lambda_k^*(A, \alpha) \geq C_4 k^{2/3}$ for all $k \geq 3$. In addition,

$$
\lim_{k \to \infty} \frac{\lambda_k^*(A, \alpha)}{k^{2/3}} = 3 \left( \frac{\pi \alpha \sqrt{A}}{A} \right)^{2/3}.
$$

Moreover, there exist constants $c_1, c_2$ depending on $\alpha$ such that $c_1 k^{2/3} \leq a_k^* \leq c_2 k^{2/3}$ for all $k \geq 1$.

An explicit estimate for the constant $C_3$ is given in (6.12); asymptotically valid (for large $k$) bounds on $c_1$ and $c_2$ are given in (6.5) and (6.6), respectively.

All of the above is in sharp contrast with what happens in the Dirichlet and Neumann cases, where the extremal sets converge to a fixed domain as $k$ becomes large [AF2, AF1].

In the next section we introduce notation and recall some basic properties about Robin eigenvalues. We then establish the existence of minimisers and prove that the square minimises the first eigenvalue among unions of rectangles with fixed area in Sections 3 and 4, respectively. As far as we are aware, the latter result has not previously appeared in the literature and due to lack of explicit solutions is slightly more complicated to prove that its Dirichlet or Neumann counterparts. Before moving on to the proofs of Theorems A–F we show that, for each fixed $k \geq 1$, the Robin minimisers do in fact converge to Dirichlet minimisers as $\alpha$ goes to infinity, thus behaving in a way similar to the eigenvalues themselves in this respect (Section 5). The proofs of the main results are then given in Section 6 (rectangles, Theorem F) and Section 7 (unions of rectangles, Theorems B and C). In Section 8 we give the proof of Corollary E as well as some further remarks on the problem of minimising the sum of the first $k$ Robin eigenvalues. In Section 9 we briefly discuss higher-dimensional versions of these results: the principles should be the same, and we indicate how the exponents of interest should depend on the dimension. Finally, in the Appendix we collect several sharp estimates for the eigenvalues of the Robin problem on a bounded interval which are used throughout the text and which we believe to be useful in their own right. We draw particular attention to the asymptotic behaviour of the first and second Robin eigenvalues of an interval as its length $a$ tends to zero, which are of orders $a^{-1}$ and $a^{-2}$, respectively; it is this differentiating behaviour that will drive many of our results.
2. Notation and basic properties of the Robin Laplacian

Let $\Omega \subset \mathbb{R}^d$, $d \geq 1$, be a bounded, not necessarily connected, domain with Lipschitz boundary $\partial \Omega$. For given $\alpha > 0$, we will be interested in the eigenvalues

$$0 < \lambda_1(\Omega, \alpha) \leq \lambda_2(\Omega, \alpha) \leq \ldots \to \infty$$

doing the Robin Laplacian, namely the operator on $L^2(\Omega)$ formally associated with the sesquilinear form $q_\alpha : H^1(\Omega) \times H^1(\Omega) \to \mathbb{C}$ given by

$$q_\alpha(u, v) = \int_\Omega \nabla u \cdot \nabla v \, dx + \alpha \int_{\partial \Omega} u v \, d\sigma,$$

see, e.g., [BFK, Section 4.2] for more details. The Neumann Laplacian corresponds to $\alpha = 0$, while the Dirichlet Laplacian is formally obtained for $\alpha = \infty$; we will thus also write $\lambda_k(\Omega, 0) = \mu_k(\Omega)$ and $\lambda_k(\Omega, \infty) = \gamma_k(\Omega)$ for the Neumann and Dirichlet eigenvalues, respectively, where $\lambda_1(\Omega, 0) = 0$. We also recall the following standard continuity result with respect to $\alpha$ again, see, e.g., [BFK, Section 4.2]).

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^d$, $d \geq 1$, be Lipschitz. Then for each $k \geq 1$, the mapping

$$\alpha \mapsto \lambda_k(\Omega, \alpha)$$

is a continuous and monotonically increasing function of $\alpha \in [0, \infty]$. In particular, $\lambda_k(\Omega, \alpha) \to \lambda_k(\Omega, 0) = \mu_k(\Omega)$ from above as $\alpha \to 0$, and $\lambda_k(\Omega, \alpha) \to \lambda_k(\Omega, \infty) = \gamma_k(\Omega)$ from below as $\alpha \to \infty$. When $k = 1$ and $\Omega$ is connected, this function is analytic with strictly negative second derivative everywhere.

The concrete choices of $\Omega$ which will be most relevant for us in the sequel will be denoted as follows:

- $I_a$ any interval of length $a$;
- $R_A(a)$ any rectangle of area $A$ and side lengths $A^{1/2}a$ and $A^{1/2}/a$;
- $S_a = S \sqrt{A}$ a square of side length $a$ and area $a^2 = A$;
- $U_k$ the disjoint union of $k$ equal squares of pre-specified area $A$.

We refer to Appendix A for a number of estimates on the eigenvalues $\lambda_k(I_a, \alpha)$ and $\lambda_k(R_A(a), \alpha)$, in particular for small $k$, as well as a description of their asymptotic behaviour in certain parameter ranges.

If $\Omega \subset \mathbb{R}^d$ is any domain, we denote by

$$t\Omega = \{tx : x \in \Omega\}$$

its homothetic scaling by a factor of $t > 0$; then we have the relation $|t\Omega| = t^d|\Omega|$. The eigenvalues of both the Dirichlet and Neumann Laplacians scale well with respect to homothetic scalings of the domain, and this property plays a prominent role in Pólya’s proofs: for any $t > 0$ and any $k \geq 1$, we have

$$\lambda_k(\Omega, \infty) = t^{2/d} \lambda_k(t\Omega, \infty) \quad \text{and} \quad \lambda_k(\Omega, 0) = t^{2/d} \lambda_k(t\Omega, 0).$$

In the Robin case, we have instead, for any given $\alpha > 0$ and $k \geq 1$,

$$\lambda_k(\Omega, \alpha) = t^{2/d} \lambda_k(t\Omega, \alpha/t), \quad (2.1)$$

cf. [BFK] Section 4.2.1, also for a discussion of some of the consequences of (2.1). Before proceeding, for future reference we note how homothetic scalings affect domain minimisation properties.
Lemma 2.2. Fix $A, B > 0$. Suppose $\mathcal{A}$ is a family of domains in $\mathbb{R}^2$ such that $|\Omega| = A$ for all $\Omega \in \mathcal{A}$. Consider the family of scaled domains
\[
\mathcal{B} := \left\{ B^{-1/2} \Omega : \Omega \in \mathcal{A} \right\}
\]
(so that $|\Omega| = B$ for all $\Omega \in \mathcal{B}$).

1. If for some $k \geq 1$ and $\alpha_k > 0$ there exists $\Omega^A_k \in \mathcal{A}$ such that
   \[
   \lambda_k(\Omega^A_k, \alpha_k) = \inf \{ \lambda_k(\Omega, \alpha_k) : \Omega \in \mathcal{A} \},
   \]
   then the scaled domain $\Omega^B_k := B^{-1/2} \Omega^A_k \in \mathcal{B}$ satisfies
   \[
   \lambda_k(\Omega^B_k, A^{1/2}B^{-1/2}\alpha_k) = \inf \{ \lambda_k(\Omega, A^{1/2}B^{-1/2}\alpha_k) : \Omega \in \mathcal{B} \}
   \]
   for all $\alpha \in (0, \alpha_k]$.

2. If in (1) property (2.2) holds for all $\alpha \in (0, \alpha_k]$, then
   \[
   \lambda_k(\Omega^B_k, \alpha) = \inf \{ \lambda_k(\Omega, \alpha) : \Omega \in \mathcal{B} \}
   \]
   for all $\alpha \in (0, A^{1/2}B^{-1/2}\alpha_k]$.

Proof. (1) This follows directly from the scaling relation
   \[
   \lambda_k(t\Omega, \alpha) = t^{-2}\lambda_k(\Omega, ta) \geq t^{-2}\lambda_k(\Omega^A_k, \alpha_k)
   \]
   for all $\Omega \in \mathcal{A}$, provided $t > 0$ and $\alpha > 0$ are chosen such that $ta = \alpha_k$. Now choose $t = A^{1/2}B^{-1/2}$ to guarantee the area condition.

(2) follows immediately from (1). \hfill \Box

Likewise, there is still a principle of Wolf–Keller type (cf. [WK, Section 8]) which characterises disjoint minimisers among a given family, see [AFK, Theorem 2.4], but in the Robin case things are once again complicated by the scaling relation (2.1). We will now recall the result from [AFK] in the form in which we will need it – actually, while [AFK] only considered general unions of Lipschitz domains, the result is still true within smaller classes of domains:

Definition 2.3. Let $\mathcal{A}$ be a collection of planar domains and fix $A > 0$. We call $\mathcal{A}$ an admissible family (for the value $A$, for short simply admissible) if every domain in $\mathcal{A}$ has area $A$ and, if $\Omega_1, \ldots, \Omega_n \in \mathcal{A}$ is any finite collection of connected domains in $\mathcal{A}$, then the disjoint union
\[
\Omega := t_1\Omega_1 \cup t_2\Omega_2 \cup \ldots \cup t_n\Omega_n
\]
is in $\mathcal{A}$ whenever the scaling factors $t_1, \ldots, t_n \in [0, 1]$ are chosen such that $|\Omega| = A$, i.e., whenever $t_1^2 + \ldots + t_n^2 = 1$.

Thus an admissible family contains all possible finite disjoint unions of the connected domains in it. For example, the set of all bounded, Lipschitz domains in $\mathbb{R}^2$ of given area $A$ forms an admissible family, as does the set of all finite disjoint unions of rectangles of area $A$, and the set of all finite disjoint unions of disks of area $A$. We will now state a simplified version of [AFK, Theorem 2.4] adapted to our needs, noting that the proof of [AFK, Theorem 2.4], ostensibly for all Lipschitz domains, may be repeated verbatim for any admissible family.

Lemma 2.4 (Wolf–Keller principle for the Robin problem). Suppose $\mathcal{A}$ is an admissible family of planar domains for some $A > 0$ in the sense of Definition 2.3 and suppose the disjoint set $\Omega^* = \Omega_1 \cup \Omega_2 \in \mathcal{A}$ achieves $\inf \{ \lambda_k(\Omega, \alpha) : \Omega \in \mathcal{A} \}$ for some $k \geq 2$. Then there exists some $i = 1, \ldots, k - 1$, as well as scaling factors $t_1$ and $t_2$ with $t_1^2 + t_2^2 = 1$ and numbers $\alpha_1, \alpha_2$ such that
\[
\Omega_1 = t_1\Omega^*_i, \quad \Omega_2 = t_2\Omega^*_{k-i},
\]
with $\Omega_i$ and $\Omega_{k-i}$ realising $\inf\{\lambda_i(\Omega, \alpha_1) : t_1^{-1}\Omega \in \mathcal{A}\}$ and $\inf\{\lambda_{k-i}(\Omega, \alpha_2) : t_2^{-1}\Omega \in \mathcal{A}\}$, respectively. Moreover,

$$\lambda_k(\Omega^*, \alpha) = \lambda_i(t_1\Omega^*_i, \alpha) = \lambda_{k-i}(t_2\Omega^*_k, \alpha).$$

Obviously, in the above lemma we do not rule out the possibility that $\Omega_1$ and $\Omega_2$ are themselves disconnected, meaning this principle extends inductively to all the connected components of $\Omega^*$.

Despite the complicated way in which the Robin problem scales, blowing up a domain via a homothetic scaling always decreases the eigenvalues.

**Lemma 2.5.** Suppose $\Omega \subset \mathbb{R}^d$ is a bounded, Lipschitz domain, $d \geq 1$, and $\alpha > 0$. Then for each $k \geq 1$, the function $t \mapsto \lambda_k(t\Omega, \alpha)$ is continuous and strictly decreasing in $t \in (0, \infty)$.

**Proof.** See [AFK, Lemma 2.13].

One property that the Robin Laplacian does share with its Dirichlet and Neumann counterparts is the fact that on rectangles a complete system of eigenfunctions can be found by separation of variables, as can be shown by the usual means. A particularly important consequence is that the $k^{\text{th}}$ Robin eigenvalue of a rectangle is given by a suitable sum of Robin eigenvalues of intervals corresponding to the side lengths of the rectangle.

More precisely, in the notation introduced just above, given $A > 0, \alpha > 0$ and $a > 0$, for any $k \geq 1$ there exists a pair $(i, j) \in \mathbb{N} \times \mathbb{N}$ such that

$$\lambda_k(\mathcal{R}(A), \Omega) = \lambda_i(\mathcal{I}_{\sqrt{\alpha}a}, \alpha) + \lambda_j(\mathcal{I}_{\sqrt{\alpha}a}, \alpha);$$

(2.4)

moreover, every such pair corresponds to an eigenvalue of $\mathcal{R}(A)$. Of course, as in the Dirichlet and Neumann cases there is in general no clear relationship between $k$ on the one hand and the pair $(i, j)$ on the other. Partly for this reason, the following definition will be important.

**Definition 2.6.** Fix the area $A > 0$, the boundary parameter $\alpha > 0$ and the side length $a > 0$. For any positive integers $i, j$, the eigenvalue of $\mathcal{R}(A)$ given by

$$\lambda_i(\mathcal{I}_{\sqrt{\alpha}a}, \alpha) + \lambda_j(\mathcal{I}_{\sqrt{\alpha}a}, \alpha).$$

will be denoted by $\lambda_{(i,j)}(\mathcal{R}(A), \alpha)$ and called the eigenvalue (of $\mathcal{R}(A)$) associated with the $(i, j)$ mode.

**Remark 2.7.** By standard Sturm–Liouville theory, the eigenvalue $\lambda_k(\mathcal{I}_a, \alpha)$ is always simple, and its eigenfunction has exactly $k-1$ zeros in the interior of $\mathcal{I}_a$, that is, it has $k$ nodal domains. Thus there is always exactly one eigenfunction (up to scalar multiples) associated with the eigenmode $\lambda_{(i,j)}(\mathcal{R}(A), \alpha)$ (even if the corresponding eigenvalue itself has higher multiplicity), and the $i \times j$ nodal domains of the eigenfunction are rectangles arranged in a grid pattern, just as in the Dirichlet and Neumann cases, with $\lambda_{(i,j)}(\mathcal{R}(A), \alpha)$ being the first eigenvalue of the nodal domain with Dirichlet conditions on the edges interior to $\Omega$, and the Robin condition on those edges it has in common with $\partial\Omega$ ("exterior edges"). This means that not all nodal domains will be isometric copies of each other: the area of a nodal domain is a strictly decreasing function of its number of exterior edges; furthermore, any two nodal domains with the same number of exterior edges must be isometric to each other. This follows from the fact that having Robin boundary conditions on a side lowers the eigenvalue, together with the monotonicity with respect to homothetic scalings.

We finish this section by noting the following continuity result for the eigenvalues with respect to edge lengths.
Lemma 2.8. Fix $A > 0$ and $\alpha > 0$. Then for each $k \geq 1$, the maps
\[ a \mapsto \lambda_k(I_a, \alpha), \quad a \mapsto \lambda_k(R_A(a), \alpha) \]
are continuous in $a \geq 1$, the former even being analytic.

Proof. The continuity of $a \mapsto \lambda_k(I_a, \alpha)$ is just the continuity of the mapping $t \mapsto t\Omega$ in the special case $\Omega = I$ (Lemma 2.5); the analyticity follows from the fact that the eigenvalues are given as solutions of transcendental equations in $\tan$ (or $\cot$) which are analytic functions of their parameters, and each eigenvalue is simple. For the continuity of $a \mapsto \lambda_k(R_A(a), \alpha)$, use the continuity of $a \mapsto \lambda_k(I_a, \alpha)$ together with the representation (2.4), noting that for any fixed $k$, the set of values of $a$ for which the relationship $k \sim (i, j)$ changes obviously consists of isolated points, and each eigenvalue is continuous across each isolated point. \qed

3. Existence of minimising rectangles and unions of rectangles

Let us start by giving a basic result stating that the problems we are considering are well posed: for any fixed eigenvalue and boundary parameter, there is a rectangle minimising that eigenvalue among all rectangles of given area; the same is true if we replace “rectangle” by “union of rectangles”.

Theorem 3.1. Fix $k \geq 1$, $\alpha > 0$ and $A > 0$. Then there exists a rectangle $R^* = R^*(k,A,\alpha)$ of area $A$ such that
\[ \lambda_k(R^*, \alpha) = \lambda_k^+(A,\alpha) = \inf\{\lambda_k(R, \alpha) : R \text{ is a rectangle of area } A\}. \]

Moreover, there exists a disjoint union of rectangles $\Omega^* = \Omega^*(k,A,\alpha)$ of total area $A$ such that
\[ \lambda_k(\Omega^*, \alpha) = \lambda_k^+(A,\alpha) = \inf\{\lambda_k(\Omega, \alpha) : \Omega \text{ disjoint union of rectangles, } |\Omega| = A\}. \]

Remark 3.2. If we consider instead the Dirichlet Laplacian on rectangles and unions of rectangles, i.e., if we consider $\lambda_k^+(A,\infty)$ and $\lambda_k^+(A,\infty)$, then for each given $k \geq 1$ and $A > 0$ we can also obtain a minimising domain in each case. We omit the proof, which is an especially easy simplified version of the proof of Theorem 3.1.

Proof of Theorem 3.1. 1. First we consider the case of rectangles. Denote by $R_A(a_n)$ with $a_n \geq 1$ a minimising sequence for $\lambda_k^+(A,\alpha)$. Since
\[ \lambda_k(R_A(a_n), \alpha) \geq \lambda_1(R_A(a_n), \alpha) = \lambda_1(I_{A/2a_n}, \alpha) \rightarrow \infty \]
as $a \rightarrow \infty$ (cf. Proposition A.1), there exists some $a \geq 1$ such that $a_n \leq a$ for all $n \in \mathbb{N}$. Thus there exists an $a^* \geq 1$ such that $a_n \rightarrow a^*$ up to a subsequence. The corresponding rectangle $R_A(a^*)$ has area $A$ and, by Lemma 2.8,
\[ \lambda_k(R_A(a_n), \alpha) \rightarrow \lambda_k(R_A(a^*), \alpha). \]

2. Now we consider unions of rectangles. Suppose $\Omega_n$ is a minimising sequence for $\lambda_k^+(A,\alpha)$. Since the eigenvalues are monotonic with respect to homothetical scalings of the domain (see Lemma 2.5), we may assume without loss of generality that each domain $\Omega_n$ has no more than $k$ connected components, and that each connected component $U$ of $\Omega_n$ is “needed” (in the sense that $\lambda_1(U, \alpha) \leq \lambda_k(\Omega_n, \alpha)$ and $\lambda_k(\Omega_n \setminus U, \alpha) > \lambda_k(\Omega_n, \alpha)$ for each $U$).

By the pigeonhole principle, there exists some $\ell \leq k$ and subsequence, whose members we shall still denote by $\Omega_n$, such that each $\Omega_n$ has exactly $\ell$ connected components $U_{n,1}, \ldots, U_{n,\ell}$, such that for each $i = 1, \ldots, \ell$ there exists a fixed $j = j(i)$ such that $\lambda_{j}(U_{n,i}, \alpha) \leq \lambda_k(\Omega_n, \alpha) < \lambda_{j+1}(U_{n,i}, \alpha)$ (in words, each component $U_{n,i}$ always “contributes” the same number $j$ of eigenvalues to the first $k$ of $\Omega_n$, independently of $n$). Applying the
4. ISOPERIMETRIC INEQUALITIES FOR THE LOW EIGENVALUES

We will next prove that the square minimises the first eigenvalue among all rectangles (or indeed their unions) of given area; this may be considered an inequality of “isoperimetric” type, since the square has the least perimeter among all such domains.

**Theorem 4.1.** Let \( A > 0 \) be given. Then for any \( \alpha > 0 \) and any finite union of disjoint rectangles \( \Omega \subset \mathbb{R}^2 \) of total area \( A \), we have

\[
\lambda_1(\Omega, \alpha) \geq \lambda_1(\mathcal{S}_{\sqrt{A}}, \alpha),
\]

with equality if and only if \( \Omega \) is itself a square of side length \( \sqrt{A} \).

**Proof.** Since \( \alpha > 0 \) is arbitrary, we may assume without loss of generality that \( A = 1 \) (cf. Lemma 2.2).

1. We start by proving the statement for rectangles. So fix \( a \geq 1 \) and consider \( R_1(a) \).
   
   By separation of variables, cf. (2.4),
   
   \[
   \lambda_1(R_1(a), \alpha) = \lambda_1(I_a, \alpha) + \lambda_1(I_{a^{-1}}, \alpha),
   \]

   where we recall \( \lambda_1(I_n, \alpha) \) is the smallest positive solution \( \lambda_1 \) of the equation (A.1). To prove that \( \lambda_1(R_1(a), \alpha) \) achieves a unique global minimum at \( a = 1 \), it thus suffices to show that

\[
\frac{\partial}{\partial a} \lambda_1(I_a, \alpha) \leq 0 \quad \text{and} \quad \left| \frac{\partial}{\partial a} \lambda_1(I_a, \alpha) \right| < \left| \frac{\partial}{\partial a} \lambda_1(I_{a^{-1}}, \alpha) \right|.
\]

Differentiating \( \lambda_1 \) implicitly with respect to \( a \) in (A.1), a slightly tedious but elementary calculation leads us to

\[
\frac{\partial}{\partial a} \lambda_1(I_a, \alpha) = -\frac{2 \lambda_1(I_a, \alpha) \alpha}{2 \sin^2 \left( \frac{\alpha}{2} \sqrt{\lambda_1(I_a, \alpha)} \right) + a \alpha} < 0.
\]

A similar calculation yields

\[
\frac{\partial}{\partial a} \lambda_1(I_{a^{-1}}, \alpha) = \frac{2 \lambda_1(I_{a^{-1}}, \alpha) \alpha}{2 a^2 \sin^2 \left( \frac{\alpha}{2a} \sqrt{\lambda_1(I_{a^{-1}}, \alpha)} \right) + a \alpha} > 0.
\]

Now the scaling relations (2.1) and the inequality \( \lambda_1(I_1, a \alpha) \leq a \lambda_1(I_1, \alpha) \) for \( a \geq 1 \) (which follows from the last assertion in Lemma 2.1) give

\[
\lambda_1(I_a, \alpha) = a^{-2} \lambda_1(I_1, a \alpha) \leq a^{-1} \lambda_1(I_1, \alpha),
\]

while the reverse inequality for \( a^{-1} < 1 \), that is, \( \lambda_1(I_1, a^{-1} \alpha) \geq a^{-1} \lambda_1(I_1, \alpha) \), implies

\[
\lambda_1(I_{a^{-1}}, \alpha) = a^2 \lambda_1(I_1, a^{-1} \alpha) \geq a \lambda_1(I_1, \alpha).
\]

Applying (1.1) and (4.2) to the expressions for the derivatives found above, we have

\[
\left| \frac{\partial}{\partial a} \lambda_1(I_a, \alpha) \right| = \frac{\lambda_1(I_a, \alpha)}{\lambda_1(I_{a^{-1}}, \alpha)} \left( \frac{2 a^2 \sin^2 \left( \frac{\alpha}{2a} \sqrt{\lambda_1(I_{a^{-1}}, \alpha)} \right) + a \alpha}{2 a \sin^2 \left( \frac{\alpha}{2} \sqrt{\lambda_1(I_a, \alpha)} \right) + a^2 \alpha} \right) \leq \frac{2 a \sin^2 \left( \frac{\alpha}{2} \sqrt{\lambda_1(I_a, \alpha)} \right) + a \alpha}{2 a \sin^2 \left( \frac{\alpha}{2} \sqrt{\lambda_1(I_a, \alpha)} \right) + a^2 \alpha}.
\]
To complete the proof for rectangles it suffices to show that this expression is smaller than 1 whenever \( a > 1 \); in this case, it is in turn sufficient to show that
\[
\sin^2 \left( \frac{1}{2a} \sqrt{\lambda_1(I_{a-1}, \alpha)} \right) < \sin^2 \left( \frac{a}{2} \sqrt{\lambda_1(I_a, \alpha)} \right).
\] (4.3)

But since \( \lambda_1(I_b, \alpha) \) is always smaller than the corresponding Dirichlet eigenvalue \( \pi^2/b^2 \) for any \( b > 0 \), the arguments of the sines in (4.3) are always less than \( \pi/2 \). In particular, since in this range \( x \to \sin^2(x) \) is monotonically increasing in \( x \), to establish (4.3) it is sufficient to show that
\[
\frac{1}{2a} \sqrt{\lambda_1(I_{a-1}, \alpha)} \leq \frac{a}{2} \sqrt{\lambda_1(I_a, \alpha)},
\]
which, upon rearrangement, is equivalent to
\[
\lambda_1(I_{a-1}, \alpha) \leq a^4 \lambda_1(I_a, \alpha).
\]

But this now follows from the scaling relations \( \lambda_1(I_{a-1}, \alpha) \leq a^2 \lambda_1(I_1, \alpha) \) and \( \lambda_1(I_a, \alpha) \geq a^{-2} \lambda_1(I_1, \alpha) \) (cf. (2.1)). This establishes (4.3) and hence the statement of the theorem for rectangles.

2. Now suppose that \( \Omega \) is a union of two or more rectangles. Then there exists some rectangle \( R_{A_1}(a_1) \) with \( A_1 < 1 = A \), such that
\[
\lambda_1(\Omega, \alpha) = \lambda_1(R_{A_1}(a_1), \alpha).
\]
Using what we have just shown for rectangles, the inequality \( A_1 < 1 \), and the fact that \( \lambda_1(\Omega, \alpha) \) is a strictly monotonically decreasing function of \( t > 0 \) for any bounded, Lipschitz domain \( \Omega \) (see Lemma 2.3),
\[
\lambda_1(R_{A_1}(a_1), \alpha) \geq \lambda_1(S_{\sqrt{A_1}, \alpha}) > \lambda_1(S_1, \alpha),
\]
which proves the theorem for \( \Omega \).

Theorem 4.1 yields as a corollary a corresponding statement concerning the second eigenvalue: that it is always minimised by the union \( U_2 \) of two equal squares. This statement of Hong–Krahn–Szegő type can be proved by the usual means.

**Corollary 4.2.** Fix \( A > 0 \). Then for any \( \alpha > 0 \) and any finite union of disjoint rectangles \( \Omega \subset \mathbb{R}^2 \) of total area \( A \),
\[
\lambda_2(\Omega, \alpha) \geq \lambda_2(U_2, \alpha),
\]
where \( U_2 \) is the disjoint union of two equal squares, each of side length \( \sqrt{A/2} \). Equality holds if and only if \( \Omega = U_2 \) up to rigid transformations.

**Proof.** Again, it suffices to prove the statement for \( A = 1 \).

1. Suppose first \( \Omega \) is a rectangle, say \( R_1(a) \) for some \( a \geq 1 \), which we assume to be centred at the origin. Then the zero (nodal) set of an eigenfunction corresponding to \( \lambda_2(R_1(a), \alpha) \) is given by the set \( \{(0, y) : y \in (-1/(2a), 1/(2a))\} \), and \( \lambda_2(R_1(a), \alpha) \) is equal to the first eigenvalue of the Laplacian on the rectangle \((0, a/2) \times (-1/(2a), 1/(2a)) \approx R_{1/2}(a/\sqrt{2}) \) with Dirichlet conditions on the side \( \{(0, y) : y \in (-1/(2a), 1/(2a))\} \) and Robin conditions with boundary coefficient \( \alpha \) on the other three sides. Using the restriction of the eigenfunction for \( \lambda_2(R_1(a), \alpha) \) to either of its nodal domains \( R_{1/2}(a/\sqrt{2}) \) as a test function for the problem on \( R_{1/2}(a/\sqrt{2}) \) with Robin boundary conditions on all four sides yields
\[
\lambda_2(R_1(a), \alpha) > \lambda_1(R_{1/2}(a/\sqrt{2}), \alpha).
\]
By our isoperimetric inequality, Theorem 4.1
\[
\lambda_1(R_{1/2}(a/\sqrt{2}), \alpha) \geq \lambda_1(S_{\sqrt{1/2}, \alpha}) = \lambda_2(U_2, \alpha),
\]
und thus the corollary is true if \( \Omega \) is a rectangle.
2. Suppose now that \( \Omega \) is a union of at least two rectangles. There are two cases consider:
(1) there exists a rectangle \( \mathcal{R}_A(a_1) \) with \( A_1 < 1 \) such that \( \lambda_2(\Omega, \alpha) = \lambda_2(\mathcal{R}_A(a_1), \alpha) \); or
(2) there exist two rectangles \( \mathcal{R}_A(a_2) \) and \( \mathcal{R}_A(a_3) \) belonging to \( \Omega \), such that
\[
\lambda_2(\Omega, \alpha) = \max\{\lambda_1(\mathcal{R}_A(a_2), \alpha), \lambda_1(\mathcal{R}_A(a_3), \alpha)\}.
\]

For case (1), apply our result for rectangles proved just above directly to \( \mathcal{R}_A(a_1) \) and use that the eigenvalues are (strictly) monotonically decreasing with respect to homothetic scalings.

For case (2), applying Theorem 4.1 to each of \( \mathcal{R}_A(a_2) \) and \( \mathcal{R}_A(a_3) \) separately,
\[
\lambda_2(\Omega, \alpha) \geq \max\{\lambda_1(\mathcal{S}_\sqrt{\lambda_2}, \alpha), \lambda_1(\mathcal{S}_\sqrt{\lambda_3}, \alpha)\}.
\]

This maximum is at least as large as \( \lambda_1(\mathcal{S}_\sqrt{\lambda_2}, \alpha) = \lambda_2(\mathcal{U}_2, \alpha) \) since at least one of \( A_2 \) and \( A_3 \) is no larger than 1/2. For strictness of the inequality in this case, assuming \( \Omega \) not to be equal to \( \mathcal{U}_2 \), if it has at least three connected components we may discard the superfluous one(s) and inflate \( \mathcal{R}_A(a_2) \) and \( \mathcal{R}_A(a_3) \) to decrease \( \lambda_1(\Omega, \alpha) \) strictly. So assume \( \Omega = \mathcal{R}_A(a_2) \cup \mathcal{R}_A(a_3) \). Then either one of these rectangles is not a square, in which case Theorem 4.1 yields strict inequality, or one of them has area strictly less than 1/2, in which case it follows from the assertion on strictness in Lemma 2.7.

Note that for the above argument it was important that the nodal domains associated with the second eigenfunction of a rectangle are themselves other rectangles, so that Theorem 4.1 is applicable.

5. Convergence to the Dirichlet minimisers as \( \alpha \to \infty \)

It is well known and easy to show that if \( \Omega \subset \mathbb{R}^2 \) is any fixed domain, then, for any fixed \( k \geq 1 \), we have \( \lambda_k(\Omega, \alpha) \to \lambda_k(\Omega, \infty) \) as \( \alpha \to \infty \), where we recall that \( \lambda_k(\Omega, \infty) \) is the \( k \)th Dirichlet eigenvalue (cf., e.g., [BFK, Proposition 4.5]). Before we turn to the behaviour of the optimal values for small \( \alpha > 0 \), or fixed \( \alpha > 0 \) and large \( k \), we will show that for any fixed \( k \geq 1 \) and \( A > 0 \), we also have convergence of the optimal values to their Dirichlet counterparts as \( \alpha \to \infty \). We note that this does not follow immediately from the convergence for each fixed domain since, in general, the optimisers depend on \( \alpha > 0 \).

**Theorem 5.1.** Fix \( k \geq 1 \) and \( A > 0 \). Then, as \( \alpha \to \infty \),
\[
\lambda_k^-(A, \alpha) \to \lambda_k^-(A, \infty) \quad \text{and} \quad \lambda_k^+(A, \alpha) \to \lambda_k^+(A, \infty).
\]

Moreover, if \( \alpha_n \to \infty \), then
(1) if \( \mathcal{R}_A(a_n^*) \) is any sequence of rectangles realising \( \lambda_k^*(A, \alpha) \), then up to a subsequence \( a_n^* \to a^* \), where \( \mathcal{R}_A(a^*) \) realises \( \lambda_k^*(A, \infty) \);
(2) if \( \alpha_n \to \infty \) and \( \Omega_n^* \) realises \( \lambda_k^+(A, \alpha) \), then there exists some \( \Omega^* \) realising \( \lambda_k^+(A, \alpha) \) such that, up to a subsequence, \( \Omega_n^* \) and \( \Omega^* \) all have the same number of connected components, and, if these are numbered appropriately, then statement (1) holds for each of them separately.

The necessity for considering subsequences in the above theorem comes from the fact that the minimisers may not be unique for each fixed \( k \geq 1 \) and \( \alpha \in (0, \infty) \) (indeed, in general this seems to be unknown).

One of the key tools in the proof is the following lemma, which will also play an important role in subsequent sections. It gives us control over long, thin rectangles by giving us an explicit estimate on the long side length of the rectangle necessary to ensure that the \( k \)th eigenvalue corresponds to the \( (k, 1) \) mode (see Definition 2.4); this, in turn, can be estimated fairly explicitly using the bounds in Appendix A.
Lemma 5.2. Let $k \geq 1$, $A > 0$, $\alpha > 0$ and $a \geq 1$. Then $\lambda_k(\mathcal{R}_a(A), \alpha) = \lambda_{(k,1)}(\mathcal{R}_a(A), \alpha)$ whenever
\[ a \geq k^{1/2}. \] (5.2)

Proof. It suffices to show that (5.2) implies
\[ \lambda_{(k,1)}(\mathcal{R}_a(A), \alpha) \leq \lambda_{(1,2)}(\mathcal{R}_a(A), \alpha). \]

Now by definition of the $(1,2)$ mode,
\[ \lambda_{(1,2)}(\mathcal{R}_a(A), \alpha) = \lambda_1(\mathcal{I}_{A^{1/2}a}, \alpha) + \lambda_2(\mathcal{I}_{A^{1/2}a^{-1}}, \alpha) \geq \lambda_2(\mathcal{I}_{A^{1/2}a^{-1}}, \alpha), \]
while
\[ \lambda_{(k,1)}(\mathcal{R}_a(A), \alpha) = \lambda_k(\mathcal{I}_{A^{1/2}a}, \alpha) + \lambda_1(\mathcal{I}_{A^{1/2}a^{-1}}, \alpha) \leq \lambda_k(\mathcal{I}_{A^{1/2}a}, \infty) + \lambda_1(\mathcal{I}_{A^{1/2}a^{-1}}, \alpha). \]

We now invoke the estimate on the Fundamental Gap
\[ \lambda_2(\mathcal{I}_D, \alpha) - \lambda_1(\mathcal{I}_D, \alpha) \geq \frac{\pi^2}{D^2} \]
valid for the Robin Laplacian in one dimension (or more generally on any domain whose first Robin eigenfunction is log-concave, see \[A\text{-}\text{C-H} \] Theorem 2.1), with the choice $D = A^{1/2}a^{-1}$. We thus have
\[ \lambda_{(k,1)}(\mathcal{R}_a(A), \alpha) - \lambda_{(1,2)}(\mathcal{R}_a(A), \alpha) \leq \lambda_k(\mathcal{I}_{A^{1/2}a}, \infty) - \frac{\pi^2a^2}{A} = \frac{\pi^2k^2}{2a^2} - \frac{\pi^2a^2}{A}. \]

This is non-positive as long as $a \geq k^{1/2}$. \(\square\)

Proof of Theorem 5.7. Fix $k \geq 1$ and an arbitrary sequence $\alpha_n \to \infty$; obviously, it suffices to prove the theorem for this sequence.

1. We start with rectangles. We first claim the existence of an $\hat{a} \geq 1$ such that for all $n \geq 1$ the optimal rectangle $\mathcal{R}_A(a_n^*)$ satisfies $a_n^* \leq \hat{a}$, i.e., the sequence of optimal rectangles is uniformly bounded in $n$. In fact, by Lemma 5.2 and the lower bound in (A.5), if $a \geq k^{1/2}$, then we have
\[ \lambda_k(\mathcal{R}_A(a_n^*), \alpha) = \lambda_{(k,1)}(\mathcal{R}_A(a_n^*), \alpha) \geq \lambda_1(\mathcal{I}_{A^{1/2}a^{-1}}, \alpha) \geq \frac{2\pi^2\alpha}{A^{1/2}a^{-1}(\pi^2 + 2\pi A^{1/2}a^{-1})} \to \infty \]
uniformly in $\alpha \geq \alpha_1 > 0$ as $a \to \infty$. This proves the claim.

2. Since $(a_n^*)_{n \geq 1}$ is bounded, up to a subsequence we have $a_n^* \to \hat{a}$ for some $\hat{a} \in [1, \hat{a}]$. We claim that the corresponding rectangle $\mathcal{R}_A(\hat{a})$ realises $\lambda_k^*(A, \infty)$. Now by the pigeonhole principle, up to another sequence, for each $\ell = 1, \ldots, k$ there exist $1 \leq i_\ell, j_\ell \leq \ell$ such that
\[ \lambda_\ell(\mathcal{R}_A(a_n^*, \alpha) = \lambda_{i_\ell,j_\ell}(\mathcal{R}_A(a_n^*, \alpha) = \lambda_{i_\ell}(\mathcal{I}_{A^{1/2}a_n^*}, \alpha) + \lambda_{j_\ell}(\mathcal{I}_{A^{1/2}a_n^*}, \alpha) \]
for all $n$.

3. We claim that for any $k \geq 1$ and any sequences of numbers $a_n \geq 1$ such that $a_n \to a$ and $\alpha_n \to \infty$, we have
\[ \lambda_k(\mathcal{I}_{a_n^*}, \alpha_n) \to \lambda_k(\mathcal{I}_a, \infty). \] (5.3)

To prove (5.3), we rescale, cf. (2.11): writing $\mathcal{I}_a = \left(\frac{a}{a_n}\right)^2 \mathcal{I}_{a_n}$,
\[ \lambda_k(\mathcal{I}_{a_n^*}, \alpha_n) = \left(\frac{a}{a_n}\right)^2 \lambda_k(\mathcal{I}_a, \alpha_n a_n/a). \]

Since $a/a_n \to 1$ and $\alpha_n a_n/a \to \infty$ as $n \to \infty$, it follows from Lemma 2.8 that
\[ \lambda_k(\mathcal{I}_a, \alpha_n a_n/a) \to \lambda_k(\mathcal{I}_a, \infty), \]
which proves the claim.
4. Combining Steps 3 and 4, we conclude that
\[ \lambda_\ell (\mathcal{R}_A(a_n^\star, \alpha)) = \lambda_{(i,j)}(\mathcal{R}_A(a_n^\star, \alpha)) \to \lambda_{(i,j)}(\mathcal{R}_A(\tilde{a}), \infty) \]
for all \( \ell = 1, \ldots, k \), by induction on \( \ell \), we also obtain \( \lambda_{(i,j)}(\mathcal{R}_A(\tilde{a}), \infty) = \lambda_i(\mathcal{R}_A(\tilde{a}), \infty) \) and in particular \( \lambda_k(\mathcal{R}_A(a_n^\star, \alpha)) \to \lambda_k(\mathcal{R}_A(\tilde{a}), \infty) \). Since
\[ \lambda_k(\mathcal{R}_A(a_n^\star, \alpha)) = \lambda_k^+(A, \alpha) \leq \lambda_k^-(A, \infty) \leq \lambda_k(\mathcal{R}_A(\tilde{a}), \infty), \]
the first inequality following since the same is true of any fixed domain, we thus have \( \lambda_k^+(A, \infty) = \lambda_k(\mathcal{R}_A(\tilde{a}), \infty) \), and \( \mathcal{R}_A(\tilde{a}) \) is a minimiser. Moreover, since we have shown that every sequence \( \alpha_n \to \infty \) has a subsequence for which \( \lambda_k^+(A, \alpha_n) \to \lambda_k^+(A, \infty) \) for this subsequence, the hair-splitting lemma implies the convergence of the whole sequence.

5. Finally, we deal with unions of rectangles. We assume that \( \Omega_n^\star \), not necessarily connected, realises \( \lambda_k^+(A, \alpha_n) \). Up to a subsequence each \( \Omega_n^\star \) has some fixed number \( m \geq 1 \) of connected components (i.e., rectangles) \( U_{1,n}, \ldots, U_{m,n} \) and (up to a further subsequence and a possible relabelling of the \( U_{j,n} \)) there exist numbers \( i_1, \ldots, i_m \) such that \( i_1 + \ldots + i_m = k \) and
\[ \lambda_k(\Omega_n^\star, \alpha_n) = \lambda_{i_1}(U_{1,n}, \alpha_n) = \ldots = \lambda_{i_m}(U_{m,n}, \alpha_n) \]
for all \( n \) (see Lemma 2.4). Now the argument of Steps 2 and 3, applied to each of the connected components, implies the existence of a domain
\[ \Omega^\star = U_1 \cup \ldots \cup U_m \]
for rectangles \( U_1, \ldots, U_m \), such that \( |\Omega^\star| = A \) and, up to a further subsequence,
\[ \lambda_\ell (\Omega_n^\star, \alpha_n) \to \lambda_\ell (\Omega^\star, \infty) \]
as \( n \to \infty \) for each \( \ell = 1, \ldots, k \), since for each connected component we can find a further subsequence for which this is true for that connected component. In particular,
\[ \lambda_k(A, \infty) \geq \lambda_k^+(A, \alpha_n) = \lambda_k(\Omega_n^\star, \alpha_n) \to \lambda_k(\Omega^\star, \infty) \geq \lambda_k(A, \infty), \]
implies the optimality of \( \Omega^\star \). Moreover, the same argument as before using the hair-splitting lemma implies \( \lambda_k^+(A, \alpha_n) \to \lambda_k(A, \infty) \) for the whole sequence. \( \square \)

6. Optimal rectangles: Proof of Theorem F

In this section we prove that \( \lambda_k^+(A, \alpha) \) grows like \( k^{2/3} \) for fixed \( \alpha \), at the same time giving asymptotically sharp two-sided bounds. The argument consists of two parts: firstly, we obtain the desired estimate for \( (k,1) \) modes (cf. Definition 2.6); then we show that for \( k \) large enough (depending on \( \alpha \) and \( A \)) the \( k^{th} \) eigenvalue of the optimal rectangle is given by its \( (k,1) \) mode. For this, we will need to introduce and give a rough estimate on the eigenvalue counting function of the Robin Laplacian on a fixed domain. We present each part in a separate subsection.

6.1. Two-sided bounds on the \((k,1)\) mode. We start with the \((k,1)\) mode. Note that the bounds in the following estimate correspond exactly to those in Theorem F although we have them for a different range of \( A, \alpha, k \). Notationally, we set
\[ \lambda_{(k,1)}^{\text{rect}}(A, \alpha) : = \inf \{ \lambda_{(k,1)}(\mathcal{R}_A(a), \alpha) : a \geq 1 \} \]
(6.1) to be the smallest value attainable by a \((k,1)\) mode.

**Lemma 6.1.** For any \( A > 0 \), \( \alpha > 0 \) and \( k \geq 2 \), we have the bounds
\[ \frac{3\pi^2 \alpha^{2/3}}{(\pi^2 + 2A^{1/2}\alpha)^{2/3}} A^{2/3} (k - 2)^{2/3} \leq \lambda_{(k,1)}^{\text{rect}}(A, \alpha) \leq 3 \left( \frac{\pi\alpha A^{2/3}}{A} \right)^{2/3} k^{2/3}, \]
(6.2)
the upper bound holding provided \( \alpha \leq \pi^2 A^{-1/2} k^2 \). Moreover, the infimum in (6.1) is attained by a rectangle whose side length is proportional to \( k^{2/3} \) for large \( k \) and fixed \( A, \alpha > 0 \). Finally,

\[
\lim_{k \to \infty} \frac{\lambda_{(k,1)}^{\text{rect}}(A,\alpha)}{k^{2/3}} = 3 \left( \frac{\pi \alpha}{A} \right)^{2/3}.
\]  

(6.3)

Proof. By definition of the \((k,1)\) mode, we have

\[
\lambda_{(k,1)}(R_A(a),\alpha) = \lambda_k(\mathcal{I}_{A^2/2a},\alpha) + \lambda_1(\mathcal{I}_{A^2/2a-1},\alpha) = \lambda_1(\mathcal{I}_{A^2/2a},\infty) + \lambda_1(\mathcal{I}_{A^2/2a-1},\alpha)
\]

(6.4)

for some \( \tilde{a} \in \left[ \frac{\alpha}{k}, \frac{\pi \alpha}{A} \right] \), where the second equality comes about from restricting to any one of the identical \( k - 2 \) nodal domains of the corresponding eigenfunction which do not touch the shorter sides of the rectangle (cf. Remark [2.7]). For the upper bound, we use the monotonicity of the Dirichlet eigenvalue with respect to shrinking the interval and the bound (A.3), applied to \( \lambda_1(\mathcal{I}_{A^2/2a},\infty) \) and \( \lambda_1(\mathcal{I}_{A^2/2a-1},\alpha) \), respectively, to obtain

\[
\lambda_{(k,1)}(R_A(a),\alpha) \leq \pi^2 k^{2/3} A a^2 + 2 \alpha a \frac{A^{1/2}}{A^{1/2}}.
\]

We now make the Ansatz \( a = c_1 k^{2/3} \) (for some \( c_1 > 0 \) which may \( a \) priori depend on \( k \), i.e., formally, we take \( c_1 := ak^{-2/3} \)); then, switching to considering the infimum over all \( a \geq 1 \),

\[
\lambda_{(k,1)}^{\text{rect}}(A,\alpha) \leq \inf_{c_1 \geq k^{-2/3}} \pi^2 k^{2/3} \left[ \frac{1}{A c_1^2} + \frac{2 \alpha}{\pi^2 A^{1/2} c_1} \right].
\]

The infimum over \( c_1 > 0 \) is obtained independently of \( k \geq 1 \) at

\[
c_1 = \pi^2/3 A^{-1/6} \alpha^{-1/3},
\]

resulting in a right-hand side of value

\[
3 \pi^{2/3} A^{-2/3} \alpha^{2/3} k^{2/3};
\]

this is valid provided this minimum occurs when \( a = c_1 k^{2/3} \geq 1 \), that is,

\[
\pi^{2/3} A^{-1/6} \alpha^{-1/3} k^{2/3} \geq 1,
\]

which after simplification reduces to \( \alpha \leq \pi A^{-1/2} k^2 \). Observe also that the choice of \( c_1 \) corresponds to

\[
a = \pi^{2/3} A^{-1/6} \alpha^{-1/3} k^{2/3} \sim k^{2/3}
\]

(6.6)

as \( k \to \infty \), if the other parameters are fixed. For the lower bound, we again start from (6.4) but this time stretch the Dirichlet interval and use the lower bound in (A.3) to obtain

\[
\lambda_{(k,1)}(R_A(a),\alpha) \geq \frac{\pi^2 (k - 2)^2}{A a^2} + 2 \pi^2 \alpha A \frac{a}{A^{1/2} + 2 A \alpha}
\]

\[
\geq \frac{\pi^2 (k - 2)^2}{A a^2} + 2 \pi^2 \alpha A \frac{a}{\pi^2 A^{1/2} + 2 A \alpha};
\]

the last inequality following since \( a \geq 1 \). We now make the Ansatz \( a = c_2 (k - 2)^{2/3} \) to obtain

\[
\lambda_{(k,1)}^{\text{rect}}(A,\alpha) \geq \inf_{c_2 \geq (k - 2)^{-2/3}} \pi^2 (k - 2)^{2/3} \left[ \frac{1}{A c_2^2} + \frac{2 \alpha}{\pi^2 A^{1/2} + 2 A \alpha} \right].
\]
Obviously, the infimum can only become smaller if we look at all \( c_2 > 0 \); in this case, we again obtain a global minimiser at a value of \( c_2 \) independent of \( k \), namely

\[
c_2 = \left( \frac{A^{1/2} \alpha}{\pi^2 + 2A^{1/2} \alpha} \right)^{-1/3},
\]

(6.8)
corresponding to \( a = c_2(k - 2)^{2/3} \sim k^{2/3} \) and resulting in the lower bound

\[
\lambda_{\text{rect}}^{\text{rect}}(A, \alpha) \geq 3\pi^2 \left( \pi^2 + 2A^{1/2} \alpha \right)^{-2/3} A^{-2/3} \alpha^{2/3} (k - 2)^{2/3}.
\]

In particular, this together with a standard compactness argument establishes the existence of a minimiser for \( \lambda_{\text{rect}}^{\text{rect}}(A, \alpha) \) for every admissible combination of parameters. Moreover, combined with the upper bound it also shows that the long side length of the optimiser must be proportional to \( k^{2/3} \).

Finally, to establish (6.3), we refine the second inequality in (6.7). Namely, since we now know that the optimal side length behaves like \( k^{2/3} \) and in particular tends to \( \infty \) with \( k \), for every \( \varepsilon > 0 \) there exists some \( k_\varepsilon \geq 1 \) such that \( 2A\alpha/a_k^* \leq \varepsilon \) for all \( k \geq k_\varepsilon \), where \( a_k^* \) is the optimal side length value corresponding to \( \lambda_{\text{rect}}^{\text{rect}}(A, \alpha) \). This leads to the improved lower bound

\[
\lambda_{\text{rect}}^{\text{rect}}(A, \alpha) \geq \inf_{c_2 > 0} \pi^2 (k - 2)^{2/3} \left[ \frac{1}{Ac_2^2} + \frac{2\alpha}{\pi^2 A^{1/2} + \varepsilon c_2} \right],
\]

provided \( k \geq k_\varepsilon \) is large enough. This, in turn, leads to

\[
\frac{\lambda_{\text{rect}}^{\text{rect}}(A, \alpha)}{k^{2/3}} \geq 3\pi^2 \left( \pi^2 + \varepsilon \right)^{-2/3} A^{-2/3} \alpha^{2/3} \left( \frac{k - 2}{k} \right)^{2/3}
\]

for all \( k \geq k_\varepsilon \). Letting \( k \to \infty \) and then passing to the limit as \( \varepsilon \to 0 \) yields (6.3), when combined with the upper bound from (6.2).

\[\square\]

Remark 6.2. The power \( k^{2/3} \) comes from balancing the effect of the first Dirichlet eigenvalue of an interval of length \( \sim a/k \) with the first Robin eigenvalue of an interval of length \( \sim a^{-1} \).

6.2. An estimate on the eigenvalue counting function of the Robin Laplacian on rectangles. For given numbers \( A, \alpha > 0 \) and \( \alpha \geq 1 \), we introduce the counting function

\[
N_{\mathcal{R}_A(a), \alpha}(\lambda) := \# \{ k : \lambda_k(\mathcal{R}_A(a), \alpha) \leq \lambda \},
\]

(6.9)
for positive values of the parameter \( \lambda \). We will give a simple but effective upper estimate on this function.

Lemma 6.3. Fix \( \alpha > 0 \) and \( A > 0 \). Then, for any \( a \geq 1 \),

\[
N_{\mathcal{R}_A(a), \alpha}(\lambda) \leq \frac{\lambda A}{\pi^2} + \frac{(\lambda A)^{1/2}}{\pi} \left( a + \frac{1}{a} \right) + 1
\]

(6.10)
for all \( \lambda > 0 \).

Observe that the bound on the right-hand side of (6.10) is independent of \( \alpha > 0 \), and indeed, for the proof, we will actually show that (6.10) is an upper bound on the eigenvalue counting function of the Neumann Laplacian. Since one is interested in maximising, not minimising, the eigenvalues of the Neumann Laplacian, previous works have correspondingly only given lower bounds on the Neumann counting function (see, e.g., [BBG]). Although our bound is actually quite rough even in the Neumann case, not to mention loss in going from the Robin to the Neumann condition), it will still be sufficient to give the correct power relationship between \( \alpha \) and \( k \) in Theorem 13.
Proof of Lemma 6.3. Monotonicity of the eigenvalues with respect to $\alpha \geq 0$ means that $\alpha \mapsto N_{\mathcal{R}_A(a),\alpha}(\lambda)$ is a decreasing function (for fixed $A$, $a$ and $\lambda$); hence, as just noted, it suffices to prove \((6.10)\) when $\alpha = 0$.

Now the eigenvalues of the Neumann Laplacian are solutions $\lambda$ of

$$\lambda = \frac{\pi^2}{Aa^2} x^2 + \frac{\pi^2}{A} a^2 y^2,$$

(6.11)

where $x, y$ are nonnegative integers. In particular, $N_{\mathcal{R}_A(a),0}(\lambda)$ gives, for fixed $\lambda$, the number of integer-valued lattice points in the first quadrant of $\mathbb{R}^2$ (including the $x$- and $y$-axes) lying below the curve described by \((6.11)\). This number is no larger than the number of lattice points within the rectangle having the same intercepts as the curve in \((6.11)\), namely $(\lambda A)^{1/2} a/\pi$ and $(\lambda A)^{1/2}/(\pi a)$, respectively. But the number of lattice points within this rectangle is certainly not more than

$$\left(\frac{(\lambda A)^{1/2} a}{\pi} + 1\right) \left(\frac{(\lambda A)^{1/2}}{\pi a} + 1\right),$$

which is exactly the bound in \((6.10)\). \hfill \Box

6.3. Completion of the proof of Theorem \[.\] Here we combine the previous results to prove Theorem \[.\] Indeed, by Lemma 6.1 the two-sided bounds in Theorem \[.\] are true whenever the $k$th eigenvalue of an optimising rectangle for $\lambda_k^*(A, \alpha)$ is given by its $(k, 1)$ mode, provided that also $\alpha \leq \pi^2 A^{-1/2} k^2$ as required by Lemma 6.3. the statement about the asymptotic behaviour of $\lambda_k^*(A, \alpha)$ follows directly once we have our two-sided bounds.

Now we know by Lemma 6.2 that the $k$th eigenvalue is always given by the $(k, 1)$ mode whenever $a \geq k^{1/2}$; we thus have to consider $a \leq k^{1/2}$. To obtain the optimal power relationship between $\alpha$ and $k$, that is, that the theorem is true for a region of the form $\{\alpha \leq C k^{1/2}\}$, we need to divide this into two subcases: (1) $a \geq C(A, \alpha) k^{1/3}$, and (2) $a \leq C(A, \alpha) k^{1/3}$, where

$$C(A, \alpha) := 3^{1/2} \pi^{-2/3} A^{1/6} \alpha^{1/3}.$$

In case (1), we simply show that the $(1, 2)$ mode is always larger than the upper bound on $\lambda_{(k,1)}^{\text{rect}}(A, \alpha)$ from Lemma 6.1. Indeed, we have

$$\lambda_{(1,2)}(\mathcal{R}_A(a),\alpha) \geq \lambda_2(\mathcal{I}_{A^{1/2} a^{-1}},\alpha) > \lambda_2(\mathcal{I}_{A^{1/2} a^{-1}},0) = \frac{\pi^2 a^2}{A}.$$  

Then

$$\frac{\pi^2 a^2}{A} \geq 3^{2/3} A^{-2/3} \alpha^{2/3} k^{2/3},$$

provided $a \geq C(A, \alpha) k^{1/3}$. (Note that for this argument to work we do not require $a \leq k^{1/2}$; that is, it holds even if $C(A, \alpha) k^{1/3} \geq k^{1/2}$.)

In case (2), it suffices to show using the counting function \((6.9)\) that any rectangle for which $a \leq C(A, \alpha) k^{1/3}$ has a higher $k$th eigenvalue than the upper estimate on $\lambda_k^*(A, \alpha)$ from Lemma 6.1. More precisely, we wish to show that, for any $a \leq C(A, \alpha) k^{1/3}$,

$$N_{\mathcal{R}_A(a),\alpha}(3\pi^2 A^{-2/3} \alpha^{2/3} k^{2/3}) = N_{\mathcal{R}_A(a),\alpha}(\pi^2 A^{-1} C(A, \alpha)^2 k^{2/3}) \leq k.$$

By Lemma 6.3 (more precisely, \((6.10)\)) and the fact that the function $a + a^{-1} \leq 2a$ reaches its maximum for $a \in [1, C(A, \alpha) k^{1/3}]$ at $a = C(A, \alpha) k^{1/3}$ (assuming without loss of generality that $C(A, \alpha) k^{1/3} \geq 1$, since otherwise case (1) always holds, it suffices to have

$$3C(A, \alpha)^2 k^{2/3} + 1 \leq k.$$
Using the crude bound $k - 1 \geq k/2$ for $k \geq 2$, this is satisfied provided

$$\alpha^2 \leq \frac{\pi^4}{18^3 A^2}.$$  

(6.12)

Concluding, for Theorem B to hold, in addition to (6.12) it suffices that $\alpha \leq \pi^2 A^{-1/2} k^2$; but since $k \geq 1$, this latter condition is always implied by (6.12). Hence we see that (6.12) is by itself sufficient for Theorem B.

7. Minimality of $k$ equal squares: Proof of Theorems $\text{B}$ and $\text{C}$

Recall that $\mathcal{U}_k$ denotes the disjoint union of $k$ equal squares, of total area $A > 0$. To prove Theorem B it suffices to prove the optimality of $\mathcal{U}_k$ in the claimed region. The two-sided estimate (1.6) on $\lambda_k^\ast(A, \alpha)$ is then simply the two-sided estimate on $\lambda_k(\mathcal{U}_k, \alpha)$ which comes from combining the lower estimate from Proposition $\text{A.3}$ and the upper estimate from (A.1), cf. also (7.1). Our proof of the optimality of $\mathcal{U}_k$ uses the following strategy, firstly dealing with rectangles:

1. we show that the $(k, 1)$ mode of any rectangle always has a larger $k$th eigenvalue than $\mathcal{U}_k$, meaning that whenever $a \geq k^{1/2}$ we always have $\lambda_k(\mathcal{R}_A(a), \alpha) > \lambda_k(\mathcal{U}_k, \alpha)$ (cf. Lemma 5.2);
2. for $a \leq k^{1/2}$ we use the eigenvalue counting function $N_{\mathcal{R}_A(a), \alpha}(\cdot)$ from Section 6.2 together with a simple estimate on $\lambda_k(\mathcal{U}_k, \alpha) = \lambda_1(\mathcal{S}(A/k)^{1/2}, \alpha)$ to show that for sufficiently large $k$ (depending on $\alpha$ in the fashion claimed in the statement of the theorem), we have $\lambda_k(\mathcal{R}_A(a), \alpha) > \lambda_1(\mathcal{S}(A/k)^{1/2}, \alpha)$;
3. to consider unions of rectangles, we proceed by induction on $k$.

We will give each step of the proof in a separate subsection; the proof of Theorem C is then given in a further subsection at the end.

7.1. Proof of Theorem B for long, thin rectangles via the $(k, 1)$ mode. We start with the following important observation.

Lemma 7.1. For any $\alpha > 0$, $A > 0$, $k \geq 2$ and $a \geq 1$, we have

$$\lambda_{(k, 1)}(\mathcal{R}_A(a), \alpha) \geq \lambda_1(\mathcal{S}(A/k)^{1/2}, \alpha) = \lambda_k(\mathcal{U}, \alpha).$$

Proof. The argument is essentially the same as in Corollary 4.2. The $(k, 1)$ mode eigenvalue is equal to the first eigenvalue of either of the “end” nodal domains, i.e., which touch either of the shorter sides of $\mathcal{R}_A(a)$ (see Remark 2.7). This, in turn, is equal to the sum of the first Robin eigenvalue of an interval of length $A^{1/2}/a$ and the first eigenvalue of a mixed Dirichlet-Robin problem on an interval of some length $A^{1/2}a$, where $a \leq a/k$. Replacing the Dirichlet condition by a Robin one and using Lemma 2.5 applied to the same interval, this means $\lambda_{(k, 1)}(\mathcal{R}_A(a), \alpha)$ is larger than the first Robin eigenvalue of a rectangle of side length $A^{1/2}/a$ and $A^{1/2}a/k$. Theorem 4.1 applied to this rectangle completes the proof.

This immediately has the following consequence, which we summarise as a lemma for future reference.

Lemma 7.2. Suppose $a \geq k^{1/2}$. Then, for any $\alpha > 0$, $A > 0$ and $k \geq 2$, we have

$$\lambda_k(\mathcal{R}_A(a), \alpha) \geq \lambda_k(\mathcal{U}, \alpha).$$

Proof. Combine Lemma 7.1 and Lemma 5.2.
7.2. Proof of Theorem B for relatively fat rectangles via the eigenvalue counting function. Here, we wish to consider $R_A(a)$ for $a \leq k^{1/2}$. We start by recalling the following upper bound on $\lambda_k(U_k, \alpha) = \lambda_1(S(A/k)^{1/2}, \alpha)$ from (A.3):

$$\lambda_1(S(A/k)^{1/2}, \alpha) = 2\lambda_1(I(A/k)^{1/2}, \alpha) < \frac{4k^{1/2}\alpha}{A^{1/2}}. \tag{7.1}$$

Lemma 7.3. Suppose, given $A > 0$ and $\alpha > 0$, that $k \geq 3$ is such that

$$\frac{4A^{1/2}k^{1/2}\alpha}{\pi^2} + \frac{2A^{1/4}k^{1/4}\alpha^{1/2}}{\pi} \left( k^{1/2} + k^{-1/2} \right) + 1 \leq k. \tag{7.2}$$

Then, for any $a \leq k^{1/2}$, we have $\lambda_k(R_A(a), \alpha) \geq \lambda_k(U_k, \alpha)$.

Proof. The proof uses the eigenvalue counting function $N_{\Omega, \alpha}(\lambda)$ defined in Section 6.2. By (7.1), we know that $N_{U_k, \alpha}(4k^{1/2}\alpha/A^{1/2}) \geq k$; hence, to prove the lemma, it suffices to show that, assuming (7.2) and $a \leq k^{1/2}$,

$$N_{R_A(a), \alpha}(4k^{1/2}\alpha/A^{1/2}) \leq k.$$

To show this, we first observe that the bound (6.10) from Lemma 6.3 is a monotonically increasing function of $a \geq 1$, so suffices to consider the extremal case $a = k^{1/2}$ in (6.10), that is,

$$N_{R_A(a), \alpha}(4k^{1/2}\alpha/A^{1/2}) \leq \frac{4A^{1/2}k^{1/2}\alpha}{\pi^2} + \frac{2A^{1/4}k^{1/4}\alpha^{1/2}}{\pi} \left( k^{1/2} + k^{-1/2} \right) + 1.$$

Thus (7.2) guarantees that $N_{R_A(a), \alpha}(4k^{1/2}\alpha/A^{1/2}) \leq k.$

Before proceeding, let us give a somewhat weaker but considerably simpler alternative to (7.2), which still gives the correct power dependence between $\alpha$ and $k$. If we posit a relationship of the form $\alpha = Ck^{1/2}$ in (7.2), we obtain

$$\frac{4A^{1/2}k}{\pi^2} C + \frac{(2k + 2)A^{1/4}}{\pi} C^{1/2} + 1 \leq k. \tag{7.3}$$

The corresponding equality is a quadratic equation in $A^{1/4}C^{1/2}/\pi$ with a unique positive solution

$$\frac{A^{1/4}C^{1/2}}{\pi} = -k - 1 + \sqrt{5k^2 - 2k + 1} \frac{4k}{4k}$$

below which (7.3) and thus (7.2) hold. An elementary but tedious calculation shows that this solution is monotonically increasing in $k \geq 3$; thus, to obtain a universally valid bound, it suffices to take $k = 3$ (the case $k = 2$ being covered by Corollary 1.2). In this case (7.3) reduces to

$$\frac{12}{\pi^2} A^{1/2} C + \frac{8}{\pi} A^{1/4} C^{1/2} - 2 \leq 0.$$

The largest possible value of $C$ for which this holds is

$$C = \left( \frac{\sqrt{10} - 2}{6} \right)^2 \frac{\pi^2 A^{-1/2}}{2} = \frac{\pi^2}{18} (7 - 2\sqrt{10}) A^{-1/2}.$$

Thus, using the fact that if (7.2) holds for some $\alpha_0 > 0$, then it holds for all $\alpha \in (0, \alpha_0)$, we see that to satisfy (7.2) and thus obtain Theorem B for any rectangle $R_A(a)$ with $a \leq k^{1/2}$ it is certainly sufficient that

$$\alpha \leq Ck^{\frac{1}{2}} = \frac{\pi^2}{18} (7 - 2\sqrt{10}) A^{-1/2} k^{1/2} \approx 0.370 A^{-1/2} k^{1/2}. \tag{7.4}$$

We finish this subsection by summarising how the above steps complete the proof of Theorem B for rectangles.
Proof of Theorem 7.4 for rectangles. Fix $\alpha > 0$. Choose $k^*$ to be the smallest $k \geq 3$ such that (7.2) (or (7.3)) holds for this $k^* = k^*(A, \alpha)$ (and hence also for all $k \geq k^*$). Now fix $a \geq 1$ and $k \geq k^*$. If $a \leq k^{\frac{2}{7}}$, then by Lemma 7.3 we have $\lambda_k(R_1(a), \alpha) > \lambda_k(U_k, \alpha)$. If $a \geq k^{\frac{2}{7}}$, then we may apply Lemma 7.2.

Finally, note that (7.2) gives an explicit estimate on $k^*$. Indeed, reformulating (7.3) (which still exhibits the asymptotically correct power relationship between $k^*$, $A$ and $\alpha$),

$$k^* \geq \left( \frac{18}{7 - 2\sqrt{10}} \right)^2 \frac{A}{\pi^2 \alpha^2} \approx 7.291 A \alpha^2$$

is sufficient. \hfill \Box

7.3. Disjoint unions of rectangles. We start by formulating an abstract result on minimisers of disjoint unions of domains. We change perspective slightly: instead of fixing $\alpha$ and showing that a certain type of domain minimises the $k^{th}$ eigenvalue for $k$ large enough, it will be more useful to fix $k$ and consider the corresponding range of $\alpha$ small enough. Here we do not restrict ourselves to rectangles: we will work with a general admissible family in the sense of Definition 2.3.

Lemma 7.4. Fix $A > 0$ and suppose $A$ is an admissible family of planar domains for $A$, such that for all $k \geq 1$ and $\alpha > 0$ there is a domain in $A$ realising

$$\inf \{ \lambda_k(\Omega, \alpha) : \Omega \in A \}.$$ 

Suppose also that, when $k = 1$, the minimiser $\Omega^* \in A$ is independent of $\alpha > 0$. Assume in addition that there exists a sequence of numbers

$$0 < \alpha_2 \leq \alpha_3 \leq \alpha_4 \leq \ldots$$

such that, for any $k \geq 2$,

$$\inf \{ \lambda_k(\Omega, \alpha) : \Omega \in A \text{ is connected} \}$$

is realised by the (non-connected) domain $\Omega^{*}_k$ consisting of $k$ equal copies of $\frac{1}{\sqrt{k}} \Omega^*$ for all $\alpha \in (0, \alpha_k]$. Define

$$\alpha^*_k := \min \left\{ \alpha_k, \sqrt{k} \frac{1}{k - 1} \alpha_{k - 1}, \ldots, \sqrt{\frac{k}{2}} \alpha_2 \right\} \quad (7.5)$$

for $k \geq 2$. Then $\Omega^{*}_k$ also realises

$$\inf \{ \lambda_k(\Omega, \alpha) : \Omega \in A \}$$

for all $\alpha \in (0, \alpha^*_k]$. If $\alpha_k \to \infty$, then also $\alpha^*_k \to \infty$ as $k \to \infty$.

Thus (7.5) shows how we can go from minimisers among connected domains to minimisers among disjoint unions of domains.

Proof. 1. We first recall the scaling relation for the optimal values from Lemma 2.2(2): suppose that for some $k \geq 2$ the value of $\alpha_k$, resp. $\alpha^*_k$, is given and corresponds to some domain $\Omega$. If $B < A$, then the corresponding values among the scaled-down family $\{ \frac{1}{\sqrt{B}} \Omega : \Omega \in A \}$ are $\alpha_k \sqrt{A/B} > \alpha_k$ and $\alpha^*_k \sqrt{A/B} > \alpha^*_k$, respectively.

2. We now proceed by induction on $k$. For $k = 2$, the statement recalls closely part 2 of the proof of Corollary 4.2: if $\Omega \in A$ is connected, then $\lambda_2(\Omega, \alpha) \geq \lambda_2(\Omega^*_k, \alpha)$ for all $\alpha \leq \alpha_2$. If $\Omega \in A$ is not connected, then either it has one connected component whose second eigenvalue is $\lambda_2(\Omega, \alpha)$. Discarding the rest of $\Omega$ and inflating this component decreases the second eigenvalue, which is in particular larger than $\lambda_2(\Omega^*_k, \alpha)$ for all $\alpha \leq \alpha_2$. If $\lambda_2(\Omega, \alpha) = \lambda_j(\Omega^*_k, \alpha)$ for some connected component $\Omega^*_j$ of $\Omega$, where another connected component $\Omega^*_k$ gives $\lambda_1(\Omega, \alpha)$, then we may replace $\Omega^*_j$ by scaled copies of $\Omega^*_k$. The
second eigenvalue of their union is either (depending on the ratios of their areas) always larger than \( \lambda_2(\Omega^*_i, \alpha) \) (if the two areas are roughly equal) or, if one is much larger than the other and hence the second eigenvalue of the union equals the second eigenvalue of one copy, then, using Step 1, it is at least always larger than \( \lambda_2(\Omega^*_i, \alpha) \) for \( \alpha \leq \alpha_2 \). Hence we obtain the conclusion for \( \alpha^*_2 = \alpha_2 \).

3. We now give the induction step. Suppose the lemma is true for \( \alpha^*_2, \ldots, \alpha^*_{k-1} \) and consider \( \alpha^*_k \). Obviously, for \( \alpha \leq \alpha_k \) the minimiser, assumed to exist, cannot be connected. Fix such an \( \alpha \leq \alpha_k \). By the Wolf–Keller principle (see Lemma 2.4), if \( \Omega_\alpha \) is the minimiser, then

\[
\Omega_\alpha = t_i\Omega_i \cup t_{k-i}\Omega_{k-i},
\]

where \( \Omega_i \) and \( \Omega_{k-i} \) are the minimisers of \( \lambda_i(\cdot, \alpha_i) \) and \( \lambda_{k-i}(\cdot, \alpha_{k-i}) \) for some \( \alpha_i, \alpha_{k-i} \) related to \( \alpha \), respectively, and where \( t_i^2 + t_{k-i}^2 = 1 \). Moreover, the scaling factors \( t_i \) and \( t_{k-i} \) are chosen such that

\[
\lambda_k(\Omega_\alpha, \alpha) = \lambda_i(t_i\Omega_i, \alpha) = \lambda_{k-i}(t_{k-i}\Omega_{k-i}, \alpha).
\]

In particular, either \( t_i^2 \leq i/k \) or \( t_{k-i}^2 \leq (k-i)/k \). In the first case, by the induction hypothesis and Step 1,

\[
\lambda_i(t_i\Omega_i, \alpha) \geq \lambda_i(t_i\Omega^*_i, \alpha) \quad \text{if } \alpha \leq \frac{\alpha^*_i}{t_i} \leq \sqrt{\frac{k}{i}} \alpha^*_i,
\]

using that \( t_i^2 \leq i/k \). Moreover, in this case, \( t_i\Omega^*_i \) consists of \( i \) equal copies of \( \Omega^*_i \) each of area

\[
t_i^2 \leq \frac{i}{k} \cdot \frac{1}{i} = \frac{1}{k}.
\]

Thus, for \( \alpha \leq \alpha^*_i \sqrt{k/i} \alpha^*_i \), we have

\[
\lambda_k(\Omega_\alpha, \alpha) \geq \lambda_i(t_i\Omega^*_i, \alpha) \geq \lambda_k(\Omega^*_i, \alpha),
\]

and thus \( \Omega^*_k \) is a minimiser in this case. Similarly, if \( t_{k-i}^2 \leq (k-i)/k \), then we obtain the optimality of \( \Omega^*_k \) whenever \( \alpha \leq \frac{\alpha^*_i}{k-i} \sqrt{k/(k-i)} \). Concluding,

\[
\lambda_k(\Omega_\alpha, \alpha) \geq \lambda_k(\Omega^*_k, \alpha) \quad \text{if } \alpha \leq \min\left\{ \sqrt{\frac{k}{i}} \alpha^*_i, \sqrt{\frac{k}{k-i}} \alpha^*_{k-i} \right\}.
\]

Repeating this argument over all possible pairs \((i, k-i), i = 1, \ldots, k\), we obtain that \( \Omega^*_k \) is minimal for all

\[
\alpha \leq \hat{\alpha}_k := \min\left\{ \alpha_k, \sqrt{\frac{k}{k-1}} \alpha^*_{k-1}, \ldots, \sqrt{\frac{k}{2}} \alpha^*_2 \right\}.
\]

4. Finally, another simple induction argument shows that \( \hat{\alpha}_k \) is equal to \( \alpha^*_k \) given by (7.5). Indeed, for \( \alpha^*_3 \), since \( \alpha_2 = \alpha^*_2 \), we have

\[
\hat{\alpha}_3 = \min\left\{ \alpha_3, \sqrt{\frac{3}{2}} \alpha^*_2 \right\} = \min\left\{ \alpha_3, \sqrt{\frac{3}{2}} \alpha^*_2 \right\} = \alpha^*_3.
\]

Similarly, if \( \alpha^*_i = \hat{\alpha}_i \) for all \( i = 1, \ldots, k-1 \), then

\[
\hat{\alpha}_k = \min\left\{ \alpha_k, \sqrt{\frac{k}{k-1}} \min\left\{ \alpha_{k-1}, \sqrt{\frac{k-1}{k-2}} \alpha_{k-2}, \ldots, \sqrt{\frac{k-1}{2}} \alpha_2 \right\} \right\} \ldots, \sqrt{\frac{k}{2}} \alpha_2 \right\} = \alpha^*_k.
\]

We conclude that \( \lambda_k(\cdot, \alpha) \) is minimised by \( \Omega^*_k \) whenever \( \alpha \leq \hat{\alpha}_k = \alpha^*_k \).
5. The statement that \( \alpha_k \to \infty \) implies \( \alpha_k^* \to \infty \) is elementary and follows, for example, from a simple contradiction argument. \( \square \)

The formula given by (7.5) becomes particularly simple if the optimal value \( \alpha_k \) for connected domains from Lemma 7.4 behaves like \( \sqrt{k} \) (as is the case for our rectangles and as generally appears to be the case for the Robin problem in two dimensions).

**Lemma 7.5.** Keep the notation and assumptions from Lemma 7.4. If, in addition, there exists a constant \( C = C(A) > 0 \) such that
\[
\alpha_k = C \sqrt{k} \quad (7.6)
\]
for all \( k \geq 2 \), then \( \alpha_k^* = \alpha_k = C \sqrt{k} \) for all \( k \geq 2 \).

**Proof.** Inserting (7.6) into (7.5), since
\[
\sqrt{k-j} \alpha_k = C \sqrt{k-j} \sqrt{k} = C \sqrt{k} = \alpha_k
\]
for all \( j = 1, \ldots, k-1 \), we immediately obtain \( \alpha_k^* = \alpha_k \). \( \square \)

With this preparation, we can now treat the case of disjoint unions of rectangles, that is, complete the proof of Theorem B.

**Proof of Theorem B for disjoint unions of rectangles.** We already proved at the end of Section 7.2 that if \( k \geq 2 \) and
\[
\alpha_k := \frac{\pi}{18} \left( 7 - 2 \sqrt{10} \right) A^{-1/2} k^{1/2}
\]
then for any rectangle \( \Omega \) of area \( A \), \( \lambda_k(\Omega, \alpha) \) is no smaller than \( \lambda_k(U_k, \alpha) \) whenever \( \alpha \in (0, \alpha_k] \). Thus, by Lemma 7.4, the same is true for all disjoint unions of rectangles whenever \( \alpha \leq \alpha_k^* = \alpha_k = C \sqrt{k} \). \( \square \)

7.4. **Non-optimality of \( U_k \) for large \( \alpha \): Transition between unions of squares and the proof of Theorem C.** The domain \( U_k \) stops being optimal at the latest at the point where \( k \) equal squares of area \( A/k \) have the same \( k \)th eigenvalue as the domain consisting of \( k-3 \) equal squares and one larger square with area three times that of the other smaller squares. The curve where this happens is defined by the following identity
\[
\lambda_1(S_{\sqrt{A/k}}, \alpha) = \lambda_2(S_{\sqrt{3A/k}}, \alpha) = \lambda_3(S_{\sqrt{3A/k}}, \alpha).
\]
Writing \( x_1 = \sqrt{\lambda_1(I_{\sqrt{A/k}}, \alpha)} \), \( x_2 = \sqrt{\lambda_1(I_{\sqrt{3A/k}}, \alpha)} \) and \( x_3 = \sqrt{\lambda_2(I_{\sqrt{3A/k}}, \alpha)} \) this is equivalent to the following system of equations
\[
\begin{align*}
\alpha &= x_1 \tan \left( \frac{\sqrt{A x_1}}{2 \sqrt{k}} \right) \\
\alpha &= x_2 \tan \left( \frac{\sqrt{3A x_2}}{2 \sqrt{k}} \right) \\
\alpha &= -x_3 \cot \left( \frac{\sqrt{3A x_3}}{2 \sqrt{k}} \right) \\
2x_1^2 &= x_2^2 + x_3^2
\end{align*}
\]
Based on this, we shall now prove a result regarding the existence of such a transition curve.
Theorem 7.6. There exists a solution of system (7.7) of the form

$$\alpha = \frac{C}{\sqrt{A}} \sqrt{k},$$

where the constant $C$ satisfies $4/5 < C < 5\pi^2/2$.

Remark 7.7. Numerically, we obtain that the solution of system (7.7) which yields the lowest positive value of the constant $C$ is

$$(x_1, x_2, x_3) \approx (2.50386, 1.57707, 3.1704) \sqrt{\frac{k}{A}},$$
corresponding to

$$\alpha \approx 7.58442 \sqrt{\frac{k}{A}}.$$

Proof. We look for solutions of system (7.7) of the form

$$\alpha = \frac{C}{\sqrt{A}} \sqrt{k}$$

and

$$x_i = 2c_i \sqrt{\frac{k}{A}}, \quad (i = 1, 2, 3).$$

Replacing this in (7.7) yields the system

$$\begin{cases}
C = \frac{2c_1}{\sqrt{A}} \tan (c_1) \\
C = \frac{2c_2}{\sqrt{A}} \tan (\sqrt{3c_2}) \\
C = -\frac{2c_3}{\sqrt{A}} \cot (\sqrt{3c_3}) \\
2c_1^2 = c_2^2 + c_3^2.
\end{cases}$$

(7.8)

We now eliminate $C$ from the equations by equating the left-hand sides of the first equation to those of the second and third equations. This yields the new system in $c_1, c_2$ and $c_3$

$$\begin{cases}
c_1 \tan (c_1) = c_2 \tan (\sqrt{3c_2}) \\
c_1 \tan (c_1) = -c_3 \cot (\sqrt{3c_3}) \\
2c_1^2 = c_2^2 + c_3^2.
\end{cases}$$

(7.8)

We shall now prove the existence of a solution of the above system with smallest possible $c_1$, that is, for $c_1$ on the interval $(0, \pi/2)$. Note that since $C = c_1 \tan \left(\sqrt{A}c_1/2\right)$ is increasing in $c_1$, this yields the smallest possible value for $C$ for a given value of the area. The solutions to other constants $c_2$ and $c_3$ belong to the intervals $(0, \pi/(2\sqrt{3}))$ and $(\pi/(2\sqrt{3}), \pi/\sqrt{3})$, respectively.

We first note that since the function $x \mapsto x \tan (ax)$ is increasing in $x$ for $x \in (0, \pi/2)$, the first equation in (7.8) defines $c_2$ as a continuous increasing function of $c_1$ defined on $[0, \pi/2)$ and with values in $[0, \pi/(2\sqrt{3})]$. This function (which abusing notation we denote by $c_2(c_1)$), satisfies

$$c_2(0) = 0 \quad \text{and} \quad \lim_{c_1 \to (\pi/2)^-} c_2(c_1) = \frac{\pi}{2\sqrt{3}}.$$  

Similarly, the second equation in (7.8) defines $c_3$ as a continuous increasing function of $c_1$ on the interval $[0, \pi/2)$ and with values on $[\pi/(2\sqrt{3}), \pi/\sqrt{3}]$. This second function satisfies

$$c_3(0) = \pi \quad \text{and} \quad \lim_{c_1 \to (\pi/2)^-} c_3(c_1) = \frac{\pi}{\sqrt{3}}.$$

Defining now the function $F$ on the interval $[0, \pi]$ by

$$F(c_1) = 2c_1^2 - c_2^2(c_1) - c_3^2(c_1),$$
we see that this is continuous and satisfies
\[ F(0) = -\frac{\pi^2}{12} \quad \text{and} \quad \lim_{c_1 \to (\pi/2)^-} F(c_1) = 2 \times \frac{\pi^2}{4} - \frac{\pi^2}{12} - \frac{\pi^2}{3} = \frac{\pi^2}{12}. \]

Hence \( F \) must vanish somewhere on the interval \((0, \pi/2)\), implying the existence of at least one solution of system (7.8) (and hence (7.7)).

From the third equation in (7.8) and the fact that \( c_2 \) and \( c_3 \) lie on the intervals \([0, \pi/(2\sqrt{3})]\) and \([\pi/(2\sqrt{3}), \pi/\sqrt{3}]\), respectively, we have
\[ \frac{\pi}{2\sqrt{5}} < c_1 < \frac{\sqrt{5}\pi}{2\sqrt{6}}. \]

Since \( C = 2c_1 \tan(c_1) \), and using the (monotone) bounds for the tangent given by (A.4) and the above bounds for \( c_1 \) we obtain
\[ \frac{4}{5} < 2c_1 \tan(c_1) < \frac{5\pi^2}{2} \]
yielding the desired estimates for the constant \( C \).

8. Sums of eigenvalues: Proof of Corollary E

Given fixed positive numbers \( A \) and \( \alpha \), we shall now consider the smallest value attainable by the sum of the first \( k \) eigenvalues \( \sigma_k^+(A, \alpha) \) defined in (1.8). Before we proceed with the proof of Corollary E we give a couple of remarks.

Remark 8.1. (a) An easy argument similar to that of Theorem 3.1 shows that the infimum in (1.8) is always attained. We leave it as an open problem actually to determine the domains which realise \( \sigma_k^+(A, \alpha) \), although Corollary E together with Theorem F strongly suggest that the number of connected components of the optimiser should grow with \( k \), and indeed it seems natural to expect that \( \mathcal{U}_k \) should be the minimising domain for \( \sigma_k^+(A, \alpha) \) for \( k \) sufficiently large.

(b) Corollary E also suggests that the optimal sum of eigenvalues taken over all planar domains of area \( A \), not just unions of rectangles, should also grow like \( C A^{-1/2} k^{3/2} \) for some \( 0 < C \leq 2\pi^{1/2} \) (the corresponding value for \( k \) balls).

Let us formulate these claims explicitly as a conjecture.

Conjecture 8.2. Fix positive numbers \( A \) and \( \alpha \). Then, for \( k \) sufficiently large,
\[ \inf \left\{ \sum_{j=1}^{k} \lambda_k(\Omega, \alpha) : \Omega \subset \mathbb{R}^2 \text{ Lipschitz, } |\Omega| = A \right\} \] (8.1)
is achieved by the disjoint union of \( k \) equal disks, of total area \( A \). In particular, (8.1) behaves asymptotically like
\[ \frac{2\pi^{1/2} \alpha}{A^{1/2}} k^{3/2} \]
as \( k \to \infty \).

Proof of Corollary E. For the upper bound, for each \( k \geq 1 \) we use the disjoint union \( \mathcal{U}_k \) of \( k \) equal squares as a test domain:
\[ \sigma_k^+(A, \alpha) \leq \sum_{j=1}^{k} \lambda_j(\mathcal{U}_k, \alpha) = k \lambda_k(\mathcal{U}_k, \alpha) \leq k \cdot \frac{4k^{1/2} \alpha}{A^{1/2}}, \]
the latter inequality following as usual from (A.3).
The lower bound follows from Theorem 3.1 in the form of Corollary D. We start by observing that

\[ \sigma_k^+ (A, \alpha) \geq \sum_{j=1}^{k} \lambda_j^+ (A, \alpha). \]

We will use the asymptotics in Corollary D to control the latter sum. Indeed, by this corollary, for fixed \( A > 0 \) and \( \alpha > 0 \), there exists a constant \( m_1 > 0 \) such that

\[ \lambda_k^+(A, \alpha) \geq \frac{4\alpha}{A^{1/2}} k^{1/2} - m_1 \]

for all \( k \geq 1 \) (use the fact that \( \lambda_k^+(A, \alpha) = \frac{4\alpha}{A^{1/2}} k^{1/2} + O(1) \) as \( k \to \infty \), by (1.7)). Hence

\[ \sigma_k^+ (A, \alpha) \geq \frac{4\alpha}{A^{1/2}} \sum_{j=1}^{k} j^{1/2} - m_1 k. \]

Now

\[ \sum_{j=1}^{k} j^{1/2} = \frac{2}{3} k^{3/2} + \frac{1}{2} k^{1/2} + O(1) \geq \frac{2}{3} k^{3/2} + \frac{1}{2} k^{1/2} - m_2 \]

for some constant \( m_2 > 0 \) independent of \( k \geq 1 \). Hence

\[ \sigma_k^+ (A, \alpha) \geq \frac{4\alpha}{A^{1/2}} \left( \frac{2}{3} k^{3/2} + \frac{1}{2} k^{1/2} - m_2 \right) - m_1 k \]

for all \( k \geq 1 \). Dividing by \( k^{3/2} \) and passing to the limit yields the lower bound. \( \square \)

9. The higher-dimensional case

To keep both the notation and the arguments as simple as possible, we have restricted ourselves to the planar case; nevertheless, we expect analogous statements to hold in \( d \geq 3 \) dimensions, where in place of rectangles one considers hyperrectangles (sometimes also called cuboids or rectangular parallelepipeds) and their disjoint unions. Moreover, in most cases the proofs should be directly adaptable. We give a brief summary.

(1) The existence of a domain minimising \( \lambda_k(\Omega, \alpha) \) among all \( d \)-dimensional hyperrectangles (and among all disjoint unions of hyperrectangles, respectively) of given total volume follows from the same blow-up and continuity argument as in Theorem 3.1.

(2) The minimiser of \( \lambda_1(\Omega, \alpha) \) should be the regular hypercube. However, the computation given in Theorem 4.1 will not work as easily. Once one has the hypercube for the first eigenvalue, the same proof as the one of Corollary 4.2 (noting that the nodal domains of any second eigenvalue on a hyperrectangle are again hyperrectangles) implies that the second eigenvalue is, as usual, minimised by the disjoint union of two equal regular hypercubes.

(3) The statements of Theorems B and C should still hold (when dimensionally adjusted). Moreover, the proof schemes should still work, although Steps 1 and 2 of Section 7 are more complicated due to the greater number of possible ways and directions in which a \( d \)-dimensional hyperrectangle can become unbounded. If \( \lambda_k(V, \alpha) \) now denotes the minimal \( k \)-th eigenvalue among all unions of hyperrectangles of volume \( V \) in \( d \) dimensions, then the correct power growth will be \( k^{1/d} \) and we should have

\[ \lim_{k \to \infty} \frac{\lambda_k^+(V, \alpha)}{k^{1/d}} = \frac{2d \alpha}{V^{1/d}} \]

(9.1)

corresponding to the \( k \)-th eigenvalue of the disjoint union \( Q_k \) of \( k \) equal hypercubes, each of volume \( V/k \). This in turn equals first eigenvalue of a \( d \)-dimensional regular hypercube of volume \( V/k \) and thus side length \( (V/k)^{1/d} \).
(4) Moreover, $Q_k$ should be optimal in a region of the form $\alpha \leq C k^{1/d}$, at the point where the first eigenvalue of a cube of side length $k^{-1/d}$ is equal to the $(d+1)$-st eigenvalue of a cube of side length $((d+1)k)^{-1/d}$; the analogous argument for balls was already given in [AFK] Lemma 4.1. Additionally, if $\Omega$ is any fixed hyperrectangle (or union thereof), then we claim that $Q_k$ is also better than $\Omega$ in a region of the form $\alpha \leq C_\Omega k^{1/d}$, which suggests that the region of transition from $k$ equal cubes to a connected optimiser is generally quite “thin”. To lend weight to this assertion, we make use of the counting function of $\Omega$ (cf. (6.9)). At energy $\lambda > 0$ we have

$$N_{\Omega, \alpha}(\lambda) \sim \lambda^{d/2}. \quad (9.2)$$

Since $\lambda_k(Q_k, \alpha) \leq 2d\alpha/k^{1/d}$ (as follows, e.g., from (A.2) or the bounds on $\lambda_1(\mathcal{I}_a, \alpha)$ in Appendix A) choosing $a = k^{-1/d})$, arguing as in the proof of Lemma 6.10 for $\lambda_k(Q_k, \alpha)$ to be smaller we want

$$N_{\Omega, \alpha}(2d\alpha/k^{1/d}) \leq k.$$

Using (9.2), this is equivalent to $\alpha \leq C k^{1/d}$. In fact, this argument can easily be made into a rigorous proof; equally, with a lower bound on the counting function a similar argument could be used to show that $\alpha \geq C(\Omega) k^{1/d}$ implies the fixed domain $\Omega$ is better than $Q_k$. We will consider this question in more detail below.

(5) We expect the optimal hyperrectangle for $\lambda_k^*(V, \alpha)$ to be long in one direction and short in the remaining $d-1$ (in fact, it should be the cross product of a small $d-1$-dimensional regular hypercube with a long interval). An argument similar to the one of Lemma 6.1 (cf. also Remark 6.2), with the Ansatz $a = c k^\gamma$ (and short sides thus each proportional to $k^{-\gamma/(d-1)}$) leads to the power condition $2 - 2\gamma = \gamma/(d-1)$, i.e., $\gamma = (2d - 2)/(2d - 1)$ and thus to the conjecture

$$\lambda_k^*(V, \alpha) \sim k^{2d/(d-1)}$$

as $k \to \infty$, corresponding to a long side of length proportional to $k^{(2d-2)/(2d-1)}$ and $d-1$ short sides of length like $k^{-2/(2d-1)}$. In particular, in any dimension we expect deviation (even among convex domains) from the power coming from the Weyl asymptotics for any given domain, namely $\lambda_k(\Omega, \alpha) \sim k^{2/d}$.

(6) Based on (9.1), the smallest possible value $\sigma_1^+(V, \alpha)$ of the sum of the first $k$ eigenvalues of a union of hyperrectangles with total volume $V$ should grow like $k^{1+1/d}$ as $k \to \infty$.

We will now give some more detailed considerations about the regions where we may expect the disjoint union of $k$ equal hypercubes to be the extremal domain, and where this will no longer be the case. Let $\Omega$ be a given finite disjoint union of hyperrectangles with volume $V$ and let $Q_k$ denote the disjoint union of $k$ equal hypercubes, also of total volume $V$. We then have

$$\lambda_k(\Omega, \alpha) < \lambda_k(\Omega, \infty) = \frac{4\pi^2}{(V \omega_d)^{2/d}} k^{2/d} + r_1(k), \quad (9.3)$$

where the remainder term satisfies $r_1(k) = o(k^{2/d})$, as $k \to +\infty$, and is independent of $\alpha$. On the other hand, we also have

$$\lambda_k(Q_k, \alpha) = \lambda_1((V k^{-1})^{1/d} C, \alpha) = d\lambda_1(\mathcal{I}_{(V/k)^{1/d}}, \alpha) \geq \frac{2d\alpha \pi^2 k^{2/d}}{V^{1/d} \left(\pi^2 k^{1/d} + 2\alpha V^{1/d}\right)},$$

where we have used (9.2).
where \( C \) is the unit \( d \)-dimensional hypercube and we used the lower bound given in Proposition A.1 in the last step. This will be larger than the right-hand side of (9.3) provided that

\[
\frac{4\pi^2}{(V\omega_d)^{2/d}} + \frac{r_1(k)}{k^{2/d}} < \frac{2\alpha d\pi^2}{V^{1/d} \left( \pi^2 k^{1/d} + 2\alpha V^{1/d} \right)}.
\]

We may now solve this with respect to \( \alpha \) and obtain that if

\[
\alpha > \frac{2\pi^2}{d\omega_d^{2/d} - 4} \left( \frac{k}{V} \right)^{1/d} + r_2(k),
\]

where \( r_2(k) = o \left( k^{1/d} \right) \) as \( k \) goes to infinity, then the \( k \) equal hypercubes are no longer optimal. In the planar case and for area \( A \) the above reads as

\[
\alpha > \frac{\pi^2}{\pi - 2} \left( \frac{k}{A} \right)^{1/2} + r_2(k) \approx 8.64547 \left( \frac{k}{A} \right)^{1/2} + o(k^{1/2}),
\]

which is comparable to the result in Section 7.4 for the transition between \( k \) equal squares and \( k - 3 \) equal squares and one larger square.

In a similar fashion, it is possible to derive the asymptotic behaviour for the boundary of the region where \( k \) equal hypercubes yield a lower value than a fixed disjoint union of hyperrectangles \( \Omega \). Starting from

\[
\lambda_k(\Omega, \alpha) > \lambda_k(\Omega, 0) = \frac{4\pi^2}{(V\omega_d)^{2/d}} k^{2/d} + r_3(k),
\]

where again the remainder term satisfies \( r_3(k) = o \left( k^{2/d} \right) \), as \( k \to +\infty \), and is independent of \( \alpha \). Proceeding as above, but now using the upper bound given in Proposition A.1 we obtain

\[
\lambda_k(V^{1/d} Q_k, \alpha) \leq \frac{d\pi^2 k^{2/d}}{2(\pi^2 - 8)V^{2/d}} \left[ \pi^2 + 2\alpha(k^{-1} V)^{1/d} \right. \\
\left. - \sqrt{64\alpha(k^{-1} V)^{1/d} - \left( \pi^2 - 2\alpha(k^{-1} V)^{1/d} \right)^2} \right],
\]

Comparing this with the right-hand side in (9.4) and proceeding in the same way as before yields, after some lengthy calculations, that \( k \) equal squares are better than \( \Omega \) for

\[
\alpha < \frac{2}{d\omega_d^{2/d}} \left( \pi^2 + \frac{32}{d\omega_d^{2/d} - 4} \right) \left( \frac{k}{V} \right)^{1/d} + r_4(k),
\]

where \( r_4 = o \left( k^{1/d} \right) \) as \( k \) goes to infinity. In the planar case we obtain

\[
\alpha < \left( \pi + \frac{16}{\pi(\pi - 2)} \right) \left( \frac{k}{A} \right)^{1/2} + r_4(k) \approx 7.60287 \left( \frac{k}{A} \right)^{1/2} + o(k^{1/2}).
\]

**Appendix A. The eigenvalues of the Robin Laplacian on intervals and rectangles**

Here we give sharp bounds for the first and second eigenvalues of the Robin Laplacian on an interval of length \( a \), as these are used to build the eigenvalues of rectangles and disjoint unions of rectangles. As these are of independent interest, and to the best of our knowledge many are new, we give sharper estimates than we actually need in many cases. Depending on the particular instance, we may however need our bounds to behave in an appropriate fashion in the different limits of interest, namely, as \( a \) and \( \alpha \) approach either
0 or infinity; in such cases, we will present complementary bounds and the corresponding asymptotic expansions.

A.1. The first eigenvalue on an interval. The first of these eigenvalues, \( \lambda_1(I_a, \alpha) \), belongs to the interval \((0, \pi^2/a^2)\) and is thus given by the smallest positive root of

\[
\alpha = \sqrt{\lambda} \tan \left( \frac{a \sqrt{\lambda}}{2} \right). \tag{A.1}
\]

Expanding the tangent around zero allows us to obtain a formal expression for the expansion of this eigenvalue as \( a \) approaches zero as follows

\[
\lambda_1(I_a, \alpha) = 2 \frac{\alpha}{a} - \frac{\alpha^2}{3} + O(a^4). \tag{A.2}
\]

Inserting the above expression in equation (A.1), we see that the argument of the tangent does go to zero as \( a \) approaches zero, validating the expansion. On the other hand, expanding the tangent around \( \pi/2 \) yields the corresponding expansion

\[
\lambda_1(I_a, \alpha) = \frac{\pi^2}{a^2} - \frac{4\pi^2}{a^3 \alpha} + \frac{12\pi^2}{a^4 \alpha^2} - \frac{4\pi^2(24 - \pi^2)}{3a^5 \alpha^3} + O(\alpha^{-4})
\]

for large \( \alpha \).

A first simple remark comes from the fact that, on \((0, \pi/2)\), the tangent is bounded from below by its argument. We thus immediately derive from (A.1) that

\[
\lambda_1(I_a, \alpha) \leq 2 \frac{\alpha}{a}, \tag{A.3}
\]

that is, the first Robin eigenvalue on an interval of length \( a \) is smaller that the first term in its expansion as \( a \) approaches zero. Since the corresponding expansion (A.2) seems to alternate with decreasing terms in absolute value, it is in fact expected that the successive terms will provide upper and lower bounds for this quantity. Using further inequalities from the tangent expansion at zero it is also possible to obtain slightly better albeit more complicated bounds, of which the next using \( \tan(x) \geq x + x^3/3 \) yields

\[
\lambda_1(I_a, \alpha) \leq \frac{2 \sqrt{6a \alpha} + 9 - 6}{a^2} = \frac{2 \alpha}{a} - \frac{\alpha^2}{3} + O(a), \text{ as } a \to 0,
\]

with the correct asymptotic behaviour up to the second term.

However, for most of our purposes it will be convenient to obtain bounds with a different form which behave at least in a qualitatively correct way in more than one asymptotic limit. To do this, we shall use a different family of inequalities for the tangent, namely [BeSt],

\[
\frac{8x}{\pi^2 - 4x^2} \leq \tan x \leq \frac{\pi^2 x}{\pi^2 - 4x^2}, \quad x \in (0, \frac{\pi}{2}). \tag{A.4}
\]

Replacing these in equation (A.1) we obtain, after some simplifications,

\[
\frac{4a \lambda}{\pi^2 - a^2 \lambda} \leq \alpha \leq \frac{\pi^2 a \lambda}{2(\pi^2 - a^2 \lambda)}.
\]

Using the fact that we are looking for solutions on the interval \((0, \pi/2)\), we arrive at the following two-sided bounds

\[
\frac{2 \alpha \pi^2}{a(\pi^2 + 2a \alpha)} \leq \lambda_1(I_a, \alpha) \leq \frac{\alpha \pi^2}{a(4 + a \alpha)}. \tag{A.5}
\]

Both bounds have the first correct term in the corresponding asymptotics when \( \alpha \) goes to infinity, and the lower bound also displays the correct behaviour as \( a \) approaches zero.
However, this is not the case for the upper bound. In order to obtain a bound that does so, we will use a test function of the form
\[ u(x) = 1 - c \cos \left( \frac{\pi x}{a} \right), \]
where \( c \) is a constant (possibly depending on \( a \) and \( \alpha \)) to be determined later. Replacing this in the Rayleigh quotient for \( \lambda_1(I_a, \alpha) \) yields
\[
\lambda_1(I_a, \alpha) \leq \frac{\int_{-a/2}^{a/2} \left( \frac{\pi c}{a} \right)^2 \sin^2 \left( \frac{\pi x}{a} \right) \, dx + 2\alpha \left[ 1 - \cos \left( \frac{\pi}{2} \right) \right]^2}{\int_{-a/2}^{a/2} \left[ 1 - c \cos \left( \frac{\pi x}{2} \right) \right]^2 \, dx} = \frac{\pi (\pi^2 c^2 + 4a\alpha)}{a^2 (2\pi - 8c + c^2 \pi)}. \]
We now pick the constant \( c \) minimising the quotient on the right. This is achieved for
\[
c = \frac{\pi^2 - 2a\alpha - \sqrt{64a\alpha + (\pi^2 - 2a\alpha)^2}}{4\pi},
\]
which, when replaced back into the above bound, yields
\[
\lambda_1(I_a, \alpha) \leq \frac{\pi^2}{a^2} \times \frac{\pi^2 + 2a\alpha - \sqrt{64a\alpha + (\pi^2 - 2a\alpha)^2}}{2(\pi^2 - 8)}. \]
It is simple to check that the above bound does satisfy the asymptotic behaviour for both large \( \alpha \) and small \( a \).
We have thus proved the following

**Proposition A.1.** The first eigenvalue of the Robin Laplacian on an interval satisfies
\[
\frac{2\alpha\pi^2}{a(\pi^2 + 2a\alpha)} \leq \lambda_1(I_a, \alpha) \leq \frac{\pi^2}{a^2} \times \frac{\pi^2 + 2a\alpha - \sqrt{64a\alpha + (\pi^2 - 2a\alpha)^2}}{2(\pi^2 - 8)}.
\]

The lower bound is accurate up to the first term in the asymptotics for both the small \( a \) and large \( \alpha \) cases, while the upper bound is also accurate up to first order in the small \( a \) case and to second order in the large \( \alpha \) case.

**A.2. The second eigenvalue on an interval.** In a similar way as above, the second eigenvalue \( \lambda_2(I_a, \alpha) \) is obtained as the smallest solution of the equation
\[
-\sqrt{\lambda} = \alpha \tan \left( \frac{a\sqrt{\lambda}}{2} \right), \quad (A.6)
\]
which is now on the interval \((\pi^2/a^2, 4\pi^2/a^2)\). For convenience, we rewrite this equation as
\[
\alpha = -\sqrt{\lambda} \cot \left( \frac{a\sqrt{\lambda}}{2} \right), \quad (A.7)
\]
and now expand the cotangent around \( \pi/2 \) to obtain
\[
\lambda_2(I_a, \alpha) = \frac{\pi^2}{a^2} + \frac{4\alpha}{a} \frac{4\alpha^2}{\pi^4} + \frac{4(12 - \pi^2)\alpha^3}{3\pi^4} - \frac{8(10 - \pi^2)\alpha^4}{\pi^6} a^2 + O(a^3),
\]
for small \( a \). Again note that if the resulting expression is plugged back into \((A.7)\), the argument of the cotangent approaches \( \pi/2 \) as \( a \) goes to zero.
A first obvious remark is that \( \lambda_1(I_a, \alpha) \) and \( \lambda_2(I_a, \alpha) \) display a different asymptotic behaviour as \( a \) goes to zero; indeed, \( \lambda_2(I_a, \alpha) \) has the same first term as the second
Neumann eigenvalue (or first Dirichlet); while the fact that $\lambda_1(I_a, \alpha) \sim 2\alpha/a$ is what will drive our estimate on $\lambda_k(U, \alpha)$ in Proposition A.3 below.

For large $\alpha$ we have

$$\lambda_2(I_a, \alpha) = \frac{4\pi^2}{a^2} - \frac{16\pi^2}{\alpha a^3} + \frac{48\pi^2}{\alpha^2 a^4} - \frac{128\pi^2}{\alpha^3 a^5} + \frac{320\pi^2}{\alpha^4 a^6} + O(\alpha^{-5}).$$

We will now proceed as in the case of the first eigenvalue to obtain upper and lower bounds which are sharp. We first go back to equation (A.1) and use the inequality $\tan x \geq 2\pi - 2x$ valid for $x$ on $(\pi/2, \pi)$ to obtain

$$-\sqrt{\lambda_2(a\sqrt{\lambda})} = -\frac{2\alpha}{a\sqrt{\lambda} - \pi} \geq -\frac{2\alpha}{a\sqrt{\lambda} - 2\pi}.$$

Since $\sqrt{\lambda} > \pi/a$, we get $a\lambda - \pi \sqrt{\lambda} - 2\alpha \leq 0$, yielding the following bounds

$$\frac{\pi}{2a} - \sqrt{\frac{\pi^2}{4a^2} + \frac{2\alpha}{a}} \leq \sqrt{\lambda} \leq \frac{\pi}{2a} + \sqrt{\frac{\pi^2}{4a^2} + \frac{2\alpha}{a}}.$$

Of these, clearly only the upper bound is of interest, and, in fact, it satisfies

$$\lambda_2(I_a, \alpha) \leq \left(\frac{\pi}{2a} + \sqrt{\frac{\pi^2}{4a^2} + \frac{2\alpha}{a}}\right)^2 = \frac{\pi^2}{4a^2} + \frac{4\alpha}{a} - \frac{4a^2}{\pi} + O(a),$$

as $a$ approaches zero, thus having the same first three terms in the asymptotics as $\lambda_2(I_a, \alpha)$.

To obtain a sharp lower bound, and also an upper bound which is better that the above for large values of $a\alpha$, we now use the identity

$$\tan x = \frac{1 - \cos(2x)}{\sin(2x)}$$
in (A.1). This yields that the second eigenvalue is given by the smallest positive root of the equation

$$-\sqrt{\lambda_2(a\sqrt{\lambda})} = \alpha \left[1 - \cos(a\sqrt{\lambda})\right].$$

Using the inequalities

$$\frac{4}{\pi}(x - \pi)(x - 2\pi) \leq \sin x \leq \frac{1}{\pi^2}(x - \pi)(x - 2\pi)$$

and

$$\frac{2}{\pi^2}(x - 2\pi)^2 \leq 1 - \cos x \leq \frac{2}{\pi^2}(x - 2\pi)^2 x^2,$$

valid on $(\pi, 2\pi)$, we are led to

$$-\sqrt{\lambda_2(a\sqrt{\lambda} - \pi)}(a\sqrt{\lambda} - 2\pi) \leq -\sqrt{\lambda_2(a\sqrt{\lambda})} = \alpha \left[1 - \cos(a\sqrt{\lambda})\right] \leq \frac{2\alpha}{\pi^2}(a\sqrt{\lambda} - 2\pi)^2 a^2 \lambda$$

and

$$\frac{2\alpha}{\pi^2}(a\sqrt{\lambda} - a\sqrt{\lambda} - 2\pi)^2 \leq \alpha \left[1 - \cos(a\sqrt{\lambda})\right] = -\sqrt{\lambda_2(a\sqrt{\lambda})} \leq -\frac{4\sqrt{\lambda_2(a\sqrt{\lambda} - \pi)}(a\sqrt{\lambda} - 2\pi)^2}{\pi^2}.$$

In the range under consideration, these are, in turn, equivalent to

$$2\alpha a^3 \lambda + \pi a^2 (\pi^2 - 4a\alpha) \sqrt{\lambda - 4\alpha} \leq 0$$

and

$$2\alpha \lambda + (a\alpha - 2\pi) \sqrt{\lambda - 2a\pi} \geq 0,$$
respectively. The first of these inequalities yields the upper bound
\[
\sqrt{\lambda_2(I_a, \alpha)} \leq \frac{\pi}{4a^2} \left( 4a\alpha - \pi^2 + \sqrt{\pi^4 + 16a^2\alpha^2} \right),
\]
while from the second we obtain
\[
\frac{2\pi - a\alpha + \sqrt{4\pi^2 + 12a\alpha \pi + \alpha^2 a^2}}{4a} \leq \sqrt{\lambda_2(I_a, \alpha)}.
\]
Comparing the two upper bounds (A.8) and (A.9) we see that
\[
\frac{\pi}{4a^2\alpha} \left( 4a\alpha - \pi^2 + \sqrt{\pi^4 + 16a^2\alpha^2} \right) - \left( \frac{\pi}{2a} + \sqrt{\frac{\pi^2}{4a^2} + \frac{2\alpha}{a}} \right)
\]
\[
= \frac{\pi}{2a} - \frac{\pi^3}{4a^2\alpha} + \frac{\pi}{4a^2\alpha} \sqrt{\pi^4 + 16a^2\alpha^2} - \frac{1}{2a} \sqrt{\pi^2 + 8a\alpha}
\]
\[
= \frac{\pi}{4a^2\alpha} \left[ 2b - \pi^2 + \sqrt{\pi^4 + 16a^2\alpha^2} - 2a\alpha \sqrt{1 + \frac{8a\alpha}{\pi^2}} \right]
\]
where we have written \( b = a\alpha \). Simplifying the expression inside the square brackets we see that it vanishes when either \( b = 0 \) or \( b = \pi^2/2 \), and that it is negative for \( b \) on \((0, \pi^2/2)\) and positive for \( b \) larger than \( \pi^2/2 \).

We thus have, for the second eigenvalue,

**Proposition A.2.** The second eigenvalue of the Robin Laplacian on an interval satisfies
\[
\frac{(2\pi - a\alpha + \sqrt{4\pi^2 + 12a\alpha \pi + \alpha^2 a^2})^2}{16a^2} \leq \lambda_2(I_a, \alpha)
\]
and
\[
\lambda_2(I_a, \alpha) \leq \left\{ \begin{array}{ll}
\left( \frac{\pi}{2a} + \sqrt{\frac{\pi^2}{4a^2} + \frac{2\alpha}{a}} \right)^2, & a\alpha \leq \frac{\pi^2}{2} \\
\frac{\pi^2}{16a^2\alpha^2} \left( 4a\alpha - \pi^2 + \sqrt{\pi^4 + 16a^2\alpha^2} \right)^2, & a\alpha \geq \frac{\pi^2}{2}.
\end{array} \right.
\]

All these bounds are accurate up to the first term in the asymptotics as either \( a \) becomes small or \( \alpha \) large, except for the upper bound which is accurate up to the third term in the asymptotics as \( a \) approaches zero.

**A.3. Bounds for the eigenvalues of rectangles.** The estimates obtained above may now be used to derive bounds for eigenvalues of rectangles. The first eigenvalue of a rectangle with side lengths \( A^{1/2}a \) and area \( A^{1/2}/a \) a particular case of (2.4) and is given by
\[
\lambda_1(R_A(a), \alpha) = \lambda_1(I_{A^{1/2}a}, \alpha) + \lambda_1(I_{A^{1/2}/a}, \alpha).
\]
It is thus possible to bound this from above and below by means of the bounds from the previous sections, with the same being possible for the second eigenvalue of rectangles. The expressions do get quinte involved though, and we will concentrate on one of the cases which is relevant throughout the paper, namely, the \( k \)th eigenvalue of the disjoint union of \( k \) equal squares \( U_k \) (assumed here to have total area \( A \)), which coincides with the first eigenvalue of each of the squares. For a total area \( A \), we are thus interested in
\[
\lambda_k(U_k, \alpha) = \lambda_1(S_{(A/k)^{1/2}}, \alpha) = 2\lambda_1(I_{(A/k)^{1/2}}, \alpha).
\]
The corresponding bounds obtained directly from Proposition [A.1] are as follows.
Proposition A.3. The $k$th eigenvalue of the union of $k$ equal squares with total area $A$ satisfies
\[
\frac{4\alpha \pi^2 k}{A^{1/2} \left( \pi^2 k^{1/2} + 2\alpha A^{1/2} \right)} \leq \lambda_k(U_k, \alpha) \\
\leq \frac{\pi^2 k^{1/2}}{(\pi^2 - 8)A} \times \left[ \pi^2 k^{1/2} + 2\alpha A^{1/2} - \sqrt{64\alpha k^{1/2}A^{1/2} + (\pi^2 k^{1/2} - 2\alpha A^{1/2})^2} \right].
\]
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