Robustness of compositional heredity to the growth and division dynamics of prebiotic compartments
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An important transition after the origin of life was the first emergence of a Darwinian population, self-reproducing entities exhibiting differential reproduction, phenotypic variation, and inheritance of phenotypic traits. The simplest system we can imagine to have these properties would consist of a compartmentalized autocatalytic reaction system that exhibits two growth states with different chemical compositions. Identifying the chemical composition as the phenotype, this accounts for two of the properties. However, it is not clear what are the necessary conditions for such a chemical system to exhibit inheritance of the compositional states upon growth and division of the compartment. We show that for a general class of autocatalytic chemical systems subject to serial dilution, the inheritance of compositional information only occurs when the time interval between dilutions is below a critical threshold that depends on the efficiency of the catalytic reactions. Further, we show that these thresholds provide rigorous bounds on the properties required for the inheritance of the chemical compositional state for general growth and division cycles. Our result suggests that a serial dilution experiment, which is much easier to set up in a laboratory, can be used to test whether a given autocatalytic chemical system can exhibit heredity. Lastly, we apply our results to a realistic autocatalytic system based on the *Azoarcus* ribozyme and suggest a protocol to experimentally test whether this system can exhibit heredity.
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I. INTRODUCTION

The origin of life on Earth involved the transition from a primordial “soup” of chemicals to a population of self-reproducing individuals evolving under natural selection. There have been a number of proposals for the nature of the earliest self-reproducing entities, ranging from RNA |2| to clay |3| to X. Even within broadly supported frameworks like the RNA world |4|, there are many possibilities – some have advocated for collective autocatalytic sets |5,8| while others search for the simplest RNA ribozyme that can copy itself |9|. There are also multiple proposals for a compartment that separates a self-reproducing individual from its environment and other individuals |10|, ranging from lipid membranes |11| to coacervates |12| to spatial separation on surfaces |13,14|, or within hydrodynamic flows |15|. Regardless of the details, one could describe the emergent population as consisting of autocatalytic chemical entities confined within compartments that grow and divide to produce new offspring individuals. We use “autocatalytic chemical entities” and “compartments” very broadly to encompass all the possibilities described above. For such a system to be considered a population evolving under natural selection |16|, it must have certain properties. Following Godfrey-Smith |17|, who analyzes and builds on formulations by Lewontin |18|, Endler |19|, Ridley |20|, and others, we expect the individuals to exhibit:

1. Phenotypic variation
2. Differential reproduction
3. Inheritance of phenotypic traits (“heredity”)

We ask: if one is provided an autocatalytic chemical system that could be confined to compartments that grow and divide as the system consumes food molecules to self-reproduce from the environment, how can one test whether it has all the above properties? One of the simplest dynamical (chemical) systems that have the properties enumerated by Godfrey-Smith consists of a bistable chemical system, which exhibits two growth states with different chemical compositions and, in general, different growth rates. We define a growth state as one where the concentrations of the chemicals comprising the system grow without bound (often exponentially) as the system consumes food molecules, but where the chemical composition – the relative concentrations of the chemical components – reaches a steady state. Identifying the chemical composition to be the individual’s phenotype accounts for phenotypic variation, and assuming the chemical composition affects the growth and division process accounts for differential reproduction |21|. In the
language of dynamical systems, the third property of inheritance translates to the stability of the two growth states (hence our term ‘bistable chemical system’) (see Fig. 1). Here, by stability, we mean that the system does not spontaneously transition from one growth state to the other when it divides into two offspring entities [22].

The inheritance of the compositional information has been previously debated in a number of models of autocatalytic networks [23–27]. One suggestion has been that the network must contain multiple ‘viable autocatalytic cores’ [25, 28] in order to exhibit heredity. Another suggestion is that the chemical system could show multiple compositional states as the response to environmental changes (e.g., change of the food set molecules) [29–31]. However, it is unclear whether such mechanisms could be stable enough to stochastic noise or environmental fluctuations, let alone to the growth and division dynamics of compartments, which would be needed for the inheritance of information across generations.

Multistability in chemical systems has been extensively studied in the context of epigenetic memory in gene regulatory networks [32], signaling pathways [33], metabolic networks [34], chiral symmetry breaking [35, 36], or enzymatic cascades [37,41], etc. Generally speaking, positive feedback in the network structure is necessary though not sufficient for multistability [42], and more detailed conditions have also been suggested in specific contexts [43][44]. However, these conditions for bi/multistability have been investigated mainly in chemostat or continuously-stirred-tank-reactor (CSTR) scenarios where there is a constant influx and outflux [45]. It has not systematically been investigated under the conditions where these reaction systems are enclosed within a compartment that dynamically grows and divides.

Thus, our question narrows to: if one is provided an autocatalytic chemical system capable of exhibiting two distinct growth states, what are the necessary conditions to ensure that these states will be stable upon growth and division of the compartments that enclose these entities? We study this question theoretically using deterministic dynamical models of a class of autocatalytic chemical systems that exhibit two exponential growth states. We analyze the stability of these states when subjected to the additional growth and division process. We first show that the dynamics of a general growth and division process can range from a chemostat-like (CSTR) condition, where the rate equations are subject to influx and outflux of molecules at a constant rate, to sudden periodic reductions of the chemical concentrations. A formulation that models growth and division as a serial dilution protocol [46] captures these extremes and everything in between. We find the inheritance of the compositional state under serial dilution only when the time interval between dilutions is below a critical threshold that depends on the efficiency of the catalytic reactions. A similar critical threshold is found for the average dilution rate. These thresholds provide bounds on the properties of general growth and division cycles which, if violated, will destroy the heredity of the chemical compositional state. Moreover, because serial dilution is a protocol much more easily implemented in the laboratory than the growth and division of compartments, this provides a relatively easy experimental test for whether a given autocatalytic chemical system is capable of exhibiting heredity. We illustrate our results with models of a realistic instance of such an autocatalytic chemical system, based on a ribozyme from the Azotobacter bacterium engineered to self-reproduce from smaller their fragments [30,47,48].

II. RESULTS

A. Mapping general growth and division scenarios to the serial dilution protocol

First, we discuss how compartments’ growth and division (GD) affect the chemical reaction systems encapsu-
lated within them. As compartments grow and divide, the chemical concentrations within them change due to the chemical reactions occurring, but also get diluted due to increases in the compartment volume. If the compartment volume grows between division as \( V(t) \), then the dilution rate is \( \phi(t) \equiv \frac{4V}{\sigma t}(t)/V(t) \). An influx of substrates from outside the compartment may also occur, increasing the amount of those components. Thus, the chemical rate equations must include terms for such influx and dilution. Initially, we consider three assumptions on such a GD process, some of which will be relaxed in later sections:

1. Compartments divide into \( m \) equal-sized smaller ones periodically, at time intervals of \( \Delta t \) (see Fig. 2A).

2. We assume a well-mixed condition inside a compartment. This implies that the concentrations do not change at divisions because the chemical components are partitioned proportionally to the volumes of the daughter compartments.

3. For simplicity, we assume the influx rate of substrates \( \sigma(t) \) is proportional to the dilution rate \( \phi(t) \) (this is not an important assumption; if \( \sigma(t) \) is an arbitrary function with periodicity \( \Delta t \) our results do not qualitatively change).

Typical dilution protocols that are used in laboratories, such as serial dilution (SD) or the continuous stirred tank reactor (CSTR), are special cases of the compartment GD scenario: If \( \phi(t) \) (and \( \sigma(t) \)) have sharp spikes at times \( t = n\Delta t \) (\( n = 1, 2, 3, \ldots \)), it corresponds to SD, in which after each time interval \( \Delta t \) the chemical compositions are diluted by \( m = e^{\Delta t \phi} \) fold, and \( s^{\text{tot}}/(1 - \frac{1}{m}) \) substrate is added at the beginning of the next cycle (where \( \phi \) and \( \sigma \) are the average dilution and influx rates over one division cycle; see Methods and Models for details). Similarly, a CSTR corresponds to an extreme case of a GD process where influx and dilution rates are constants: \( \phi(t) = \bar{\phi} \) and \( \sigma(t) = \bar{\sigma} \). This also corresponds to an SD protocol with an infinitesimal short interval of cycles, \( \Delta t \to 0 \) (see Methods and Models for details).

As the general case of GD protocols lies between the SD and CSTR protocols (see Fig. 2B), and CSTR is a special case of the SD, in the following sections, we will investigate the reaction dynamics of competing autocatalytic reaction sets (ACSs) under the SD protocol. Later we will return to the GD protocols and show that the condition for the bistability of the ACSs is bounded by the conditions obtained for the SD and the CSTR protocols.

B. Nonlineaeirities are essential for two competing autocatalytic entities to exhibit heredity under serial dilution

First, we test whether an autocatalytic chemical reaction system can exhibit bistability under the SD protocol. We consider a simple class of autocatalytic reaction systems consisting of two identical (but distinguishable) autocatalytic entities, \( X_1 \) and \( X_2 \), which consume the same substrate \( S \) (see Fig. 3A). This system can exhibit two distinct growth states. The rate equations for this class of systems are:

\[
\frac{dx_i}{dt} = sr(x_i)x_i, \quad (i = 1, 2)
\]

where \( i = 1, 2 \), and \( s \) is the concentration of the substrate \( S \). \( r(x_i) \) is the reproduction rate of \( X_i \) as a function of \( x_i \). We assume \( r(x) \) is a differentiable and non-negative function for \( x \geq 0 \), but otherwise place no restrictions on its form. Later we will discuss realistic possibilities for \( r(x) \).

We consider this reaction system under the SD protocol with cycle interval \( \Delta t \) and the dilution factor \( m = e^{\overline{r} \Delta t} \) (see Methods and Models). The assumptions on the protocol from the previous section imply that the total concentration of the components \( s^{\text{tot}} = s + x_1 + x_2 \) remains constant at \( s^{\text{tot}} = \frac{4}{2} \).

In the long timescale, after sufficiently many SD cycles, the trajectory of the chemical composition reaches a stationary periodic orbit (Fig. 3B). If the system does not exhibit inheritance, then it must settle into the same stable trajectory for every initial condition. As we assumed two ACSs which are completely symmetric, this trajectory must be one where the concentrations are equal (i.e., \( x_1 = x_2 \)). In contrast, if there is the inheritance of the compositional state, then across different initial conditions, the system must exhibit bistability, i.e., two stable trajectories. Again, due to symmetry, in each of these two trajectories, one of the components, \( X_1 \) or \( X_2 \), must be dominant. Therefore, a sufficient condition for bistability under the SD protocol can be obtained by showing the instability of the symmetrical \((x_1 = x_2)\) trajectory.

Introducing the notation \( \chi = x_1 + x_2 \) and \( \delta = x_1 - x_2 \), for trajectories close to the symmetrical one we can assume that \( \delta \ll \chi \). We can then derive the following relation (see details of the derivation in Appendix Sec. A.1):

\[
\frac{\delta(t)}{\chi(t)} = r\left(\frac{\chi(t)}{2}\right) \frac{\delta(0)}{\chi(0)}.
\]

If \( \delta(t)/\chi(t) \) at the end of a cycle, \( \delta(\Delta t)/\chi(\Delta t) \), is larger than that at the beginning, \( \delta(0)/\chi(0) \), the trajectory is unstable, otherwise it is stable. Therefore, the sufficient condition for bistability under the SD protocol is

\[
r\left(\frac{\chi(\Delta t)}{2}\right) > r\left(\frac{\chi(0)}{2}\right).
\]
That is, the stability of the compositional trajectory is determined by whether the reproduction rate at the end of a cycle \( r\left(\frac{x(\Delta t)}{2}\right) \) is larger than that at the beginning \( r\left(\frac{x(0)}{2}\right) \) or not \([50]\).

For example, if \( r(x)x \) is linear, (e.g., \( r(x)x = \epsilon + \kappa x \)), as is the case for the competitive \textit{Azoarcus} ribozymes discussed later in Sec. II F 1 only the growth state with \( \delta = 0 \) (i.e., the symmetrical trajectory) is always stable. Thus, for the system to show bistability and heredity, \( r(x)x \) must be a nonlinear function of \( x \).

### C. Heredity of compositional state requires serial dilution interval to be below a critical threshold

Next, we analyze how bistability varies across the parameter space for the serial dilution (SD) protocol, consisting of the cycle interval \( \Delta t \) and the dilution factor \( m = e^{\phi \Delta t} \). Here, we assume nonlinear reproduction rate functions that can show the bistability (i.e., satisfying the condition Eq. 3 under the appropriate SD protocol). In this subsection, we use \( r(x)x = \epsilon + \kappa x^2 \) as an example of such a function. This function would be realized in a catalytic system consisting of two chemical reactions that generate each autocatalytic entity: a “spontaneous” or “background” chemical reaction where substrate \( S \) is converted to species \( X \) at a rate \( \epsilon \), and a catalyzed reaction where \( S \) is converted to \( X \) in the presence of another molecule of \( X \) with the efficiency \( \kappa \) (The square dependence of \( x \) is realized by dimeric catalyst \([88]\), or multi-step reactions such as those in the modified \textit{Azoarcus} system described later in Sec. II F 2.). However, the results in this subsection are true for all nonlinear functions of \( r(x) \) which are convex, i.e., \( \frac{d^2r}{dx^2} > 0 \).

Fig. 4A shows the bifurcation diagram of the concentrations just before a dilution in the stationary trajectory, as we vary the cycle interval \( \Delta t \) in the SD protocol while keeping the dilution rate \( \phi \) fixed (note that the dilution factor \( m = e^\phi \Delta t \) is not fixed). The bifurcation occurs at \( \Delta t = \Delta t_c^{sd} \). If \( \Delta t \) is more than this critical value, the system is no longer bistable, i.e., it does not exhibit heredity of the compositional state. Similarly, if we fix the interval \( \Delta t \) and vary the dilution rate \( \phi \), the same bifurcation at which the bistability disappears is observed at \( \phi = \phi^{sd}_c \) (Fig. 4C). The phase diagram of the parameters in the protocols, \( \Delta t \), and \( \phi \) is drawn in Fig. 4D.

The critical value \( \Delta t_c^{sd} \) depends on the reproduction rate function \( r(x) \) and its kinetic parameters (Fig. 4B). Using Eq. 3, the critical \( \Delta t \) at which the system loses bistability, \( \Delta t_c^{sd} \), in a case with \( r(x)x = \epsilon + \kappa x^2 \) is derived as \( \Delta t_c^{sd} \sim \frac{1}{\phi} \log \left( \frac{\phi}{\epsilon} (s^{tot})^2 \right) \) (Fig. 4B). Intuitively, we can realize this form as the condition that the background reaction dominates the catalyzed reaction at the start of each cycle (just after each dilution), i.e., \( \epsilon \geq \kappa (x^*)^2 \), and

\[ \epsilon > \kappa \]
x* is roughly $x^* \sim \frac{1}{2} \frac{s_{tot}}{c_{tot}}$ if all of the substrate S added at the beginning of a cycle is converted to the X₁ or X₂ by the end of the cycle.

The critical value for $\bar{\phi}^{sd}$ is determined in a similar way. Especially, in the CSTR limit (i.e., $\Delta t \to 0$), the condition Eq. 3 becomes $\frac{d\chi'}{dx'}(\frac{x^*}{2}) < 0$, where $\chi'$ is such that $\chi^r(\frac{x^*}{2}) - \bar{\phi} = 0$ (see Appendix Sec A.2). Then, the critical dilution rate under CSTR, $\phi^{cstr}$ is determined as $\bar{\phi}$ such that breaks the above condition. In a case with $r(x) = \epsilon + \kappa x^2$, $\phi^{cstr}$ is derived as $\phi^{cstr} = 2s_{tot}/\sqrt{\kappa} - 4\epsilon$.

D. Critical interval in a general growth and division process is bounded by that in the serial dilution protocol

Now, we return to the general GD protocols with the dilution rate $\phi(t) = \frac{dV}{dt}/V$ discussed in Sec.A. Under such GD protocols, parametrized by cycle interval $\Delta t$ and long-term dilution rate $\bar{\phi}$, similar to the SD protocol, we discuss the condition for the same ACSs to exhibit bistability.

Our main result is that the parameter region exhibiting bistability for the general GD protocol is bounded by that of SD and CSTR: if $r(x)$ is a convex function of $x$, i.e., $\frac{d^2r}{dx^2} > 0$, all of the parameter regions ($\Delta t$ and $\bar{\phi}$) where there is bistability under SD are included within the bistable region under the general dilution protocols, which in turn is included within the region exhibiting bistability under the CSTR protocol (see Appendix Sec A.3 for the proof).

For example, we can consider the compartment growth dynamics obeying, $\frac{dV}{dt} = \phi_0 V^\alpha$, where $\alpha$ is the order of the growth, and $\phi_0$ is a constant depending on $\alpha$. Here, to compare sensibly across the different protocols, we assume the growth rate of the compartment volume on long timescales in each case is the same, i.e., SD with the dilution factor $m = e^{\phi\Delta t}$ or the CSTR with the dilution rate $\bar{\phi}$ (see Methods and Models for the details). As Fig. 3 shows, the critical interval $\Delta t_c$ that is the upper limit for a system with bistability in the general case is bounded from below by the critical $\Delta t^{sd}$ for the SD protocol: $\Delta t^{sd} \leq \Delta t_c < \Delta t^{cstr}$, under the fixed $\phi$, where $\Delta t^{cstr}$ is infinite or otherwise zero ($\Delta t^{cstr} = 0$ means that there is no bistability under any $\Delta t$ values). On the other hand, if $\Delta t$ is fixed, $\phi^{sd} \leq \phi_c \leq \phi^{cstr}$, where $\phi^{sd}$, $\phi^{cstr}$ and $\phi_c$ are the threshold for $\phi$ under SD, CSTR and general protocols, respectively.

E. Robustness of results

Two key results we have are: (i) for a serial dilution protocol, there is a critical dilution interval and dilution rate for the inheritance to be possible, (ii) these critical values provide bounds for the properties of a general growth and division process in order to enable inheritance. We have checked the robustness of these results to a number of variations and extensions of our models, namely:

1. Autocatalytic sets with reversible chemical reactions (Appendix Sec. B.1)

Making all reactions reversible is more chemically realistic and allows convergence to thermal equilibrium in the absence of dilution protocols. Interestingly, we find that, unlike the irreversible reaction case, the region of bistability is bounded in the reversible case for the parameter $\bar{\phi}$. That is, for the SD protocol with fixed $\Delta t$, there is both an upper and a lower critical $\phi$ (see Fig. 5S in Appendix). Importantly, even with reversible reactions, the parameter space for the general GD...
FIG. 4. (A) The bifurcation diagram with a varying interval of each dilution cycle $\Delta t$ in a case with $r(x)x = \epsilon + \kappa x^2$. The pitchfork bifurcation occurs at $\Delta t = \Delta t_{sd}^c$ when the upper and lower fixed points merge into one fixed point. (B) The dotted line represents the critical point $\Delta t_{sd}^c$, which divides the regions where the system has bistability or not. The solid line represents the theoretical line for $\Delta t_{sd}^c$ determined by the relation: $\Delta t_{sd}^c \sim \frac{1}{\bar{\phi}} \log \left( \frac{\kappa}{2\epsilon (s_{tot}^{\text{tot}})} \right)$. (C) The bifurcation diagram with a varying long-term dilution rate $\bar{\phi}$. (D) The dotted line represents the critical point $\Delta t_{sd}^c$, which divides the regions where the system has bistability or not. Each colored dotted line represents the difference in the background reaction rate $\epsilon$. The theoretical lines (solid) are the same as in (B). We set the default parameters as $\epsilon = 0.5$, $\kappa = 8$ and $\bar{\phi} = 1$.

2. ACSs with asymmetric kinetic rates (Appendix Sec. B2)
Our results are similar even when the two competing ACSs have different kinetic rate constants (catalytic efficiency), although the bifurcation where the bistability disappears is discontinuous (see Fig. S4). The boundary in the parameter space for ACSs that have bistability under general GD protocols is also bounded by the boundaries for the SD and CSTR protocols (see Appendix).

3. Reproduction rates that depend on both entities (Appendix Sec. B3)
The rate equation Eq. 1 and the condition Eq. 3 can be extended to a more general reproduction rate function $r(x_1, x_2)$, which also depends on the concentration of the other entity; for example, this includes mutual inhibition between the entities. Our results are unchanged by this generalization.

4. Stochasticity in reaction systems or protocols (Appendix Sec. B4)
If the number of molecules is small (e.g., the reaction dynamics occur inside sufficiently small compartments), stochastic fluctuations are not negligible. Close to the deterministic bifurcation transitions, these fluctuations cause random transitions between states, which destroys the information to be inherited. Thus, the parameter space where the system has heredity is narrower than the deterministic case. However, the existence of a critical threshold in the dilution interval or the dilution rate protocol contains that for SD protocols, as we found for irreversible reactions.
and the bistable parameter region for general GD cycles being bounded by that of SD and CSTR, are robust to the addition of stochastic noise in the chemical reaction system. The results are also robust to stochasticity in the dilution protocols; for example, if the division time $\Delta t$ is randomly distributed (see Appendix Sec. B 4 b).

5. Differential reproduction of different chemical compositional states (Appendix Sec. B 5)

Finally, we investigated situations where the dilution rates depend on the chemical composition, and the system has different growth rates for the two growth states. As noted in the introduction, this is, in fact, a crucial property necessary for a population of compartmentalized chemical reaction systems to undergo Darwinian evolution. We consider cases where $\phi$ depends both symmetrically or asymmetrically on $x_1$ and $x_2$. We have also checked the case where the division interval, not the rate, depends on the chemical composition. In all cases, our results continue to hold.

F. Autocatalytic sets based on the Azoarcus ribozyme

In this section, we apply the framework we have developed to an experimentally realized ACS based on the Azoarcus ribozyme [30, 47, 48]. We examine a few simplifications and variants of this ribozyme system, along with systems consisting of two Azoarcus ribozymes competing for the same nutrients. We show that some of these variants can exhibit two (exponential) growth states, and some are not. In particular, we find a modified version of the Azoarcus ribozyme, which incorporates additional catabolic steps [51], can exhibit bistability under competition for shared resources. Applying our results on critical thresholds to this system, we can suggest a serial dilution protocol that can test whether this modified Azoarcus system can exhibit the inheritance of its phenotypic state.

The Azoarcus ribozyme $WXYZ$ can be assembled from two fragments by the reaction,

$$M^WXY + Z \rightarrow M^WXYN^Z.$$  \hfill (4)

$M^WXYN$ and $Z$ are the fragments, and $M$ and $N$ are bases at the ends of $WXY$ [52]. $M$ and $N$ can be arbitrary bases \{A, U, C, G\}, thus there are 16 different types of this engineered Azoarcus ribozyme. This reaction is catalyzed specifically by a ribozyme if $M$ in the fragment is a complementary base to $N$ in the ribozyme. Certain types of the ribozyme can catalyze the formation reaction of themselves: e.g., $M^WXYN^Z$ such that $M = C$ and $N = G$ or $M = U$ and $N = A$. Besides being catalyzed by the corresponding ribozymes, the reaction is also (weakly) catalyzed by a non-covalent complex between the corresponding fragments, or non-specifically by non-corresponding ribozymes; we call these ‘background reactions’ [48].

1. Absence of bistability in competing ACSs based on the original engineered Azoarcus ribozyme

We imagine a particular case of the system in Fig. 6A, where $X_1$ and $X_2$ are two distinct types of self-catalyzing...
Azoarcus ribozyme, made from two distinct WXY fragments and a common Z fragment. For simplicity, we assume the two sets of reactions occur with symmetric kinetic rates. We assume the WXY fragments are abundant, whereas Z is not and limits the reaction rates. Thus, Z acts as the common substrate S.

Then, the rate equations for the concentrations of X₁ and X₂, x₁ and x₂ are described as Eq. (1) with the linear reproduction function r(x):r(x) = ϵ + κx, where ϵ is the rate constant of the background reaction, and κ is the catalytic strength of X₁ and X₂. As mentioned earlier, for simplicity, we assume the catalytic efficiency of X₁ and X₂ are equal.

As already discussed in Sec. B, competing ACSs with such linear reproduction rate functions cannot be bistable – for all initial conditions, the system eventually reaches the state with an equal amount of the two ribozymes. More precisely, in Sec. B, only the local stability of the symmetric state is shown. In this case, however, we can further show the global stability of this symmetric state. Therefore, the system has no heredity, which is consistent with previous experiments.

2. Azoarcus system coupled with metabolism exhibits bistability

As discussed in Sec. B, a reproduction rate function r(x) with a higher order of catalysis is necessary for bistability. In the Azoarcus system, this has previously been realized by engineering a variant where the system is coupled to catabolism and anabolism reactions:

\[
\begin{align*}
M \text{WXY}_N \xrightarrow{\text{mod}} M \text{WXY}_N + \text{-mod}, \\
M \text{WXY}_N + Z \rightarrow M \text{WXY}_N Z,
\end{align*}
\]  

(5)

where -mod represents an extra sequence joined to fragments WXY. Here, the first reaction represents a catabolism reaction that processes the modified fragment to a substrate that can participate in ribozyme synthesis. The second one represents an anabolic reaction that joins the fragments to form the ribozyme. We denote Z as S, WXYZ as X₁ and X₂ and WXY as X₁’ and X₂’. Two ribozymes X₁ and X₂ synthesize themselves from the shared substrate S, and there is the intermediate state X₁’ and X₂’ during the synthesis (see Fig. 6B).

The concentrations of chemical species obey the rate equations

\[
\begin{align*}
\frac{dx_i'}{dt} &= (\epsilon + \kappa x_i)(1 - (1 + b)sx_i + bx_i), \\
\frac{dx_i}{dt} &= (\epsilon + \kappa x_i)(sx_i' - bx_i),
\end{align*}
\]  

(6)

where i = 1 or 2, ϵ is the spontaneous reaction rate, κ is the catalytic efficiency of the ribozymes, and b (≪ 1) is the relative rate of backward reaction compared with the forward one. We again consider the ACSs system under the SD protocol with the interval Δt and an m-fold dilution factor. Also, the total concentration of S, X₁ and X₂ is kept as a constant s_{tot} = s + x₁ + x₂.

In contrast with the original system (Fig. 6A), this system indeed exhibits bistability for appropriate values of the parameters Δt and ϵ (Fig. S12), i.e., it reaches either the X₁-dominated state or the X₂-dominated state, depending on the initial composition of the species (Fig. S6).

3. Bounds on the critical Δt and ϵ for observing inheritance of compositional state

As in the previous models, there is the region for the kinetic parameters, Δt and ϵ, where the system exhibits bistability (see Fig. 6D). For this modified Azoarcus system, the concrete value that would exhibit heredity under SD is predicted that the dilution interval lies within 50-125 min, and the dilution factor per cycle lies between 2.5-11-fold (We assumed κ = 0.1μM⁻²min⁻¹, ϵ = 0.01μM⁻¹min⁻¹, ϵ = 0.04min⁻¹ and b = 0.1; see Fig. 13).

Further, we checked numerically (see Fig. 6D and Appendix Sec. C) that under the alternative dilution protocols (various functions of ϵ(t)) upper bound of Δt for the bistability is bounded by Δt_{sd}. These results for the Azoarcus based system are robust even if the reaction network is modified: we have tested alternative structures, asymmetric kinetic rates, and stochastic reactions or compartment dynamics (see Appendix Sec. D).

III. DISCUSSION

We have studied mathematical models of a very general class of chemical reaction systems consisting of two ACSs competing for a shared resource. When enclosed within growing and dividing compartments, such a system is one of the simplest capable of exhibiting the heredity of its compositional state. In other words, it can exhibit two distinct compositional states that are stable to the growth and division of the compartment. This, along with differential reproduction rates and some sources of variation of the compositional state, is a key property for a chemical system to form a Darwinian population.

Our main result is that such bistable chemical systems exhibit the heredity of their two compositional states when the growth and division cycle parameters lie within certain critical bounds. These are bounded by the critical values for these parameters in a serial dilution protocol. Thus, a serial dilution experiment, which is much easier to set up in a laboratory than a general growth and division scenario, can be used to test whether a given autocatalytic chemical system can exhibit heredity of its compositional states.

We used these results to analyze a chemical system based on the Azoarcus ribozyme, which has been real-
FIG. 6. Schematic diagram of the model chemical reaction systems: (A) non-modified two competing autocatalytic ribozymes and (B) the ones coupled with anabolism and catabolism reactions. Solid arrows represent reactions and dashed represent catalysis. Species enclosed by dashed circles are supplied from outside. (C) Time course of the difference of the concentration of the ribozyme species, $\delta = x_1 - x_2$, starting from the initial condition where $\delta = 1$ or $\delta = -1$. The gray circle represents the time course for the model (A) under the SD protocol with the interval $\Delta t = 1.5$ (Eq. 4 with $r(x)x = \epsilon + \kappa x$; we considered the reversible reaction). The black circle and square represent time courses for the model (B) under the SD with $\Delta t = 1.5$ and $\Delta t = 3.0$, respectively. We set $\epsilon = 0.25$, $\kappa = 2.5$, and $b = 0.1$. (D) The parameter region for the system with the bistability. In the dark-grey area, the system has bistability under SD protocol. The thin vertical lines (the boundaries for the light-grey area) represent the lower and upper boundary for $\bar{\phi}$ for the bistability under the CSTR. We set $\epsilon = 0.25$, $\kappa = 2.5$, and $b = 0.1$. 
ized experimentally, and predicted that it would indeed exhibit heredity under serial dilution for a specific range of values for the dilution interval and dilution factor (see Results section IIF 3). The Azoarcus system is a particularly intriguing experimental system for studying heredity because it can go beyond our present theoretical analysis in two ways: (i) It can be engineered to exhibit any number of compositional states. For example, by choosing bases M and N to be AU, UA, CG, and GC, one can have four ACSs competing for the same resource. Such a system can encode more than 1-bit of information. (ii) Each compositional state can be composed of a large number of chemical species. The Azoarcus ribozyme can catalyze not only the formation of itself but also the production of diverse RNA sequences. Here, self-reproducing ribozymes (ACSs) correspond to the ‘autocatalytic cores,’ and the sequences produced by the ribozyme correspond to their ‘peripheries.’ Species in the periphery can nevertheless play important roles, for instance, in the differential reproduction of the compositional states.

Of course, extending our present theoretical analysis to multistable systems which can encode more than 1-bit of information and to more complex autocatalytic systems consisting of cores and peripheries is relatively straightforward, and easy to be implemented experimentally. The Azoarcus system can guide such theoretical extensions, but we expect our core results to remain the same for such more complex reaction systems.

The condition for bi/multistability of autocatalytic systems has been previously discussed in the context of self-reproduction and the origins of life. For example, Giri-Jain found a class of ACSs that exhibit bistability under CSTR conditions, with one state growing and the other a non-growing state. Remarkably, their system has been previously discussed in the context of self-reproduction and the origins of life. For example, Giri-Jain [40] found a class of ACSs that exhibit bistability under CSTR conditions, with one state growing and the other a non-growing state [41].

IV. METHODS AND MODELS

A. Simulation details

All simulations of chemical reaction dynamics involved solving ordinary differential equations (and a discrete mapping). This was done using the adaptive Runge-Kutta method (Dormand–Prince method) coded by the C++ language [66].

The serial dilution protocol: The composition of entities \(x_1(t), x_2(t), ..., x_M(t)\) under the serial dilution (SD) protocol evolve according to a rate equation,

\[
\frac{dx}{dt} = f(x),
\]

where \(x(t)\) is a time-dependent compositional vector (e.g., in a case with a model in Sec.II.F, \(x(t) = \{s(t), x'_1(t), x'_2(t), x_1(t), x_2(t)\}\)). At each interval \(t = n\Delta t\) \((n = 1, 2, ...),\ the all entities are diluted (and the substrate S is added), that is, the composition change by a discrete mapping:

\[
x(n\Delta t + 0) = \frac{1}{m}x(n\Delta t - 0) + s^\text{tot}(1 - \frac{1}{m})\hat{1}_s,
\]

where \(\hat{1}_s\) is a unit vector for the substrate S (e.g., in a case with a model in Sec.II.F, \(\hat{1}_s = \{1, 0, 0, 0, 0\}\)), \(n = 0, 1, ...,\) and \(n\Delta t - 0\) and \(n\Delta t + 0\) represent the time right before and after the dilution at \(t = n\Delta t\) \((n = 0, 1, ...).\)

If the reaction dynamics in Eq. 14 does not change the total sum of composition, \(x^\text{tot} = \sum x_i\), the repeats of the dilution cycle, i.e., the mapping in Eq. 15 results in the steady state with \(x^\text{tot} = s^\text{tot}\). In the main text, we fix \(x^\text{tot}\) as \(s^\text{tot}\), and the concentration of free substrate is \(s = s^\text{tot} - \sum x_i\) in the rate equations.

If we set \(\Delta t\) enough small, i.e., the system is diluted repeatedly at quite a short interval, and set \(m\) and \(s^\text{tot}\) as \(m = e^{\phi\Delta t}\) and \(s^\text{tot} = \frac{2}{\phi}\), the dynamics and the steady-state of the species are the same as that in the continuous stirred-tank reactor (CSTR) with a dilution rate \(\phi\) and a substrate supply rate \(\bar{\phi}\) [45].

The dilution by the growth of the compartment: Formally, the rate equation for the chemical composition \(x\) under the general dilution protocols is expressed as,

\[
\frac{dx}{dt} = \sigma(t)\hat{1}_s + f(x) - \phi(t)x,
\]

where \(f(x)\) is an arbitrary reaction dynamics, and \(\sigma(t)\) and \(\phi(t)\) is the time-dependent supply rate of S and the
dilution rate. If $\sigma(t) = \phi(t)$ and the dynamics $f(x)$ conserves the total concentration $x^{tot}$, then $x^{tot}$ is constant at the steady state.

In the case of the compartment growth scenario, $\phi(t)$ is determined as $\phi(t) = \frac{dV}{dt}/V$, where $V$ is the volume of the compartment. For example, we can consider the arbitrary order of compartment growth.

$$\frac{dV}{dt} = \bar{\phi}_\alpha V^\alpha,$$

(10)

where $\alpha$ is the order of the growth, and $\bar{\phi}_\alpha$ is a constant depending on $\alpha$. If $\alpha = 1$, the growth is exponential. For example, if we consider the volume growth is proportional to the surface area, i.e., $\frac{dV}{dt} = r_\alpha S$, and if the vesicle is spherical, the surface area $S = 4\pi r^2$, then $\alpha = 2/3$ [67, 68]. The volume $V$ is solved as $V(t) = (\bar{\phi}_\alpha (1 - \alpha) t + V^{1-\alpha}_0)^{\frac{1}{1-\alpha}}$. Here, we assume the growth speed of compartment’s volume in the long time scale is the same as the exponential growth with rate $\phi$ (i.e., CSTR with dilution rate $\bar{\phi}$); that is, $V(\Delta t) = V_0 e^{\phi \Delta t}$. Then, $\bar{\phi}_\alpha$ should be $\bar{\phi}_\alpha = \frac{V_0^{1-\alpha}}{(1-\alpha) \Delta t}(e^{\phi(1-\alpha) \Delta t} - 1)$. Therefore, the dilution rate is

$$\phi(t) = \frac{e^{\bar{\phi}(1-\alpha) \Delta t} - 1}{(1 - \alpha) \Delta t (1 + \frac{1}{\Delta t}(e^{\phi(1-\alpha) \Delta t} - 1))}.$$

(11)

Note that $\phi(t)$ approaches $\phi(t) = \bar{\phi}$ as $\alpha \to 1$ (i.e., the same as the condition under the CSTR). On the other hand, $\phi(t)$ approaches $\phi(t) = \infty$ if $t = n \Delta t$ ($n = 1, 2, \ldots$) or $\phi(t) = 0$ if otherwise as $\alpha \to \infty$ (i.e., the serial dilution condition).

**Nullclines under SD protocol:** The map between the chemical composition at the beginning (end) of one cycle to that at the beginning (end) of the next cycle, $P : x(n \Delta t + 0) \mapsto x((n+1) \Delta t + 0)$, $n = 0, 1, \ldots$, is interpreted as the Poincaré map obtained using the Poincaré section: $t = n \Delta t$. The trajectory $x(t)$ is stable if and only if the corresponding fixed point in the Poincaré map is stable. Then, the stability of the trajectories can be determined from the intersections of the nullclines of the discrete map (see Fig. 13B for a depiction of these nullclines). The nullcline for $X_1$, $x_1 = f(x_2)$, is obtained by fixing the concentration of $X_2$ at the beginning of every cycle, $x_2(n \Delta t + 0) = x_2$, and calculating the stationary concentration of $X_1$ at the beginning of cycles $x_1 = x_1^* (+0)$ by repeating the map enough times.
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Appendix A: Inheritable variety in general autocatalytic systems

1. The necessary condition under the serial dilution protocol

We consider the competing autocatalytic entities, $X_1$ and $X_2$, under the SD protocol. The rate equation for the concentration for the entities, $x_1$ and $x_2$, during one cycle until the dilution, are Eq. 1 in the main text,

$$\frac{dx_i}{dt} = s(\{x_j\}, t)r(x_i)x_i,$$

(S1)

where $s(\{x_j\}, t)$ is the concentration of the substrate S that is consumed in the replication reactions and $r(x_i)$ is the reproduction rate of $x_i$, respectively. Here we assume $s$ is symmetrical under exchange of $x_1$ and $x_2$, i.e., $s(x_1, x_2) = s(x_2, x_1)$ and $x_1$, $x_2$ satisfy some conservation law (e.g., $s + x_1 + x_2 = s_{tot}$). Also, we assume $s$ and $r$ are differentiable and the concentrations of two catalysts are nearly equal, $x_1 \sim x_2$. Then, the time derivative of them are

$$\frac{dx}{dt} = sr(\frac{x}{2})\chi + O(\delta^2), \quad \frac{d\delta}{dt} = s\left(r(\frac{x}{2}) + \frac{1}{2} \frac{dr}{dx}(\frac{x}{2}) \right) \delta + O(\delta^2),$$

(S2)

where we used the expansion $r(\frac{1}{2}(\chi + \delta)) = r(\frac{1}{2}) + \frac{\delta}{2x} \frac{dr}{dx}(\frac{x}{2}) + O((\frac{\delta}{x})^2)$, and assumed $\delta$ is small compared with $\chi$, i.e., the stationary trajectory with $x_1 \sim x_2$. Then,

$$\frac{d}{dt} \left( \frac{\delta(t)}{\chi(t)} \right) = \frac{1}{\chi^2} \frac{d\delta}{dt} - \frac{d\chi}{dt} \delta = s\left( \frac{1}{2} \frac{dr}{dx}(\frac{x}{2}) \chi \right) \frac{\delta}{\chi},$$

(S3)

The integration of $\frac{d}{dt} \left( \frac{\chi(t)}{\chi(t)} \right)$ lead to

$$\log \left( \frac{\delta(t)}{\chi(t)} \right) = \int_0^t \frac{1}{2} \frac{dr}{dx}(\frac{\chi}{2})\chi dt + \log \left( \frac{\delta(0)}{\chi(0)} \right),$$

(S4)

where we used $\frac{dt}{\chi} = 1/(sr(\frac{x}{2})\chi)$. Therefore,

$$\frac{\delta(t)}{\chi(t)} = \frac{r(\frac{x}{2})}{r(\frac{x}{2})} \frac{\delta(0)}{\chi(0)},$$

(S5)

which is Eq. 2 in the main text.

Now, we consider the serial dilution protocol, i.e., the amounts of $x_1$ and $x_2$ are multiplied by $m^{-1}$ at the end of a cycle $t = \Delta t$. In the stationary trajectory, $\chi(t)$ should satisfy the condition $\chi(\Delta t) = m\chi(0)$. If the condition

$$\frac{\delta(\Delta t)}{\chi(\Delta t)} > \frac{\delta(0)}{\chi(0)},$$

(S6)

is met, the difference between $x_1$ and $x_2$, $\delta/\chi$ is magnified during a cycle. Therefore, the stationary trajectory with the equal concentration of $X_1$ and $X_2$ (i.e., $\delta = 0$) is unstable; if otherwise, the stationary trajectory is stable.

Thus, surprisingly, whether the trajectory is stable or not is determined by only whether the replication rate at the end of a cycle $r(\frac{x(\Delta t)}{2})$ is larger than that at the beginning $r(\frac{x(0)}{2})$ or not. Roughly, the replication rates at the beginning and the end are interpreted as the background and catalyzed reaction rates. For example, if $r(x) = \frac{r + \kappa x}{x}$ (the system based on the Azoarcus ribozyme) the stationary trajectory with $\delta = 0$ is always stable. If $r(x) = \frac{(r + \kappa x)^2}{x}$, $\Delta t_c$ is calculated as $\Delta t_c = \log \left| \frac{r + \kappa s^{tot}}{r + \kappa m} \right|^2 \sim 2 \log \left( 1 + \frac{\kappa s^{tot}}{r} \right)$.

2. The necessary condition for the heredity under the CSTR

Next, we consider the competing autocatalytic systems under the CSTR condition, where the constant dilution rate is $\dot{\phi}$. Similar as in the previous section, the rate equations for $x_1$ and $x_2$ are

$$\frac{dx_i}{dt} = s(\{x_j\}, t)r(x_i)x_i - \dot{\phi}x_i,$$

(S7)
where the notations are the same as in the previous section.

Here, the time derivative of $\chi$ and $\delta$ ($\chi = x_1 + x_2$ and $\delta = x_1 - x_2$) are

$$\frac{d\chi}{dt} = sr\left(\frac{\chi}{2}\right) - \bar{\phi}\chi + \mathcal{O}(\delta^2), \quad \frac{d\delta}{dt} = s \left( r\left(\frac{\chi}{2}\right) + \frac{1}{2} \chi \frac{dr}{dt} \left(\frac{\chi}{2}\right)\right) \delta - \bar{\phi}\delta + \mathcal{O}(\delta^2),$$

(S8)

where we used $r\left(\frac{1}{2}(\chi \pm \delta)\right) = r\left(\frac{\chi}{2}\right) \pm \frac{dr}{dt}\left(\frac{\chi}{2}\right) \delta + \mathcal{O}\left((\delta/\chi)^2\right)$, and assumed $\delta$ is small. The same calculation in the previous section leads to

$$\frac{d}{dt}\left(\frac{\delta}{\chi}\right) = \frac{1}{\chi^2} \left( \frac{d\delta}{dt} - \frac{d\chi}{dt} \right) = s \left( \frac{1}{2} \frac{dr}{dx} \left(\frac{\chi}{2}\right) \right) \frac{\delta}{\chi} + \mathcal{O}\left((\delta/\chi)^2\right).$$

(S9)

Thus, given the steady state concentration $\chi^*$ such that $s \cdot r\left(\frac{\chi^*}{2}\right) = \bar{\phi}$, the state with $\delta = 0$ is stable if $\frac{dr}{dx}\left(\frac{\chi^*}{2}\right)$ is negative. For example, if $r(x) = \frac{\epsilon + \kappa x}{x}$ (the Azacoccus based system with only one step), $\frac{dr}{dx}(x) = -\epsilon/x^2$ is negative for all $x$, therefore the state with $\delta = 0$ is always stable. While in a case with $r(x) = \frac{\epsilon + \kappa x^2}{x}$, $\frac{dr}{dx}(x) = -\epsilon/x^2 + \kappa$. Therefore, if $\bar{\phi} > \phi_c^{estr}$, where $\phi_c^{estr} = s^{tot} \sqrt{\kappa} - 4\epsilon$, the state with $\delta = 0$ is stable.

Note that, for the stability of the steady state $\chi^*$, the condition $-r\left(\frac{\chi^*}{2}\right) + \frac{1}{2} \left(s^{tot} - \chi^*\right) \frac{dr}{dx}\left(\frac{\chi^*}{2}\right) < 0$ should be satisfied. The $\chi$-direction is always stable if $\delta$-direction is stable, i.e., $\frac{dr}{dx}\left(\frac{\chi^*}{2}\right) < 0$.

3. Under the general dilution protocol (compartment growth and division)

Lastly, we discuss the heredity of the system under the general dilution scenarios:

$$\frac{dx_i}{dt} = s(\{x_j\}, t)r(x_i)x_i - \phi(t)x_i,$$

(S10)

where $\phi(t)$ is the time-dependent dilution rate due to the growth of the compartment volume $V$, $\phi(t) = \frac{dV}{dt}/V$. Here we restrict $\phi(t)$ to periodic functions $\phi(t + \Delta t) = \phi(t)$ such that $\int_0^{\Delta t} \phi(t)dt = \bar{\phi}\Delta t$. Also $\sigma(t) = s^{tot}\phi(t)$, thus the total mass of the substrate is kept as a constant, $s + \sum_i x_i = s^{tot}$. We further assume that $r(x)$ is a convex function, i.e., $\frac{d^2r}{dx^2}(x) > 0$.

Under the above setup, the critical interval $\Delta t_c$, which divides the region with and without heredity, is bounded by both that under the serial dilution and the CSTR:

1. The period $\Delta t_c$ for the protocol under any $\phi(t)$ is bounded from the above by that under the CSTR $\Delta t_c^{estr}$, $\Delta t_c \leq \Delta t_c^{estr}$. Here, $\Delta t_c^{estr}$ is either $\infty$ or 0.

2. $\Delta t_c$ is bounded from the bottom by that under the serial dilution $\Delta t_c^{sd}$, $\Delta t_c^{sd} \leq \Delta t_c$.

To prove this (non-rigorously), we use the dilution rate function $\phi(t)$

$$\phi(t) \equiv \begin{cases} \bar{\phi}_1 & (0 \leq t \leq \tau), \\ \bar{\phi}_2 & (\tau \leq t \leq \Delta t) \end{cases},$$

(S11)
a. The perturbation from the CSTR condition: Firstly, we consider the perturbation from the CSTR protocol fixing $\int_0^t \phi(t) = \phi \Delta t$, i.e., $\phi_1 = \phi + \xi_1$ and $\phi_2 = \phi - \frac{\xi}{\Delta t}$ (see Fig. S1). Here, we define the steady-state concentration under the CSTR with the constant dilution rate $\bar{\phi}$, $\chi^\ast$, is such that $(s^{\text{tot}} - \chi^\ast) r(\chi^\ast) \phi^\ast - \bar{\phi} = 0$. Here we consider a small perturbation for $\tilde{\phi}$, $\tilde{\phi} \to \phi + \xi_1$, where $\xi_1 = \frac{\xi}{\tau}$ and $\xi_2 = -\frac{\xi}{\Delta t}$, and the deviation for $\chi^\ast$ due to it, $\chi^\ast \to \chi^\ast + \eta_i$, which should satisfies

$$(s^{\text{tot}} - \chi^\ast - \eta_i) r\left(\frac{\chi^\ast + \eta_i}{2}\right) - \left(\tilde{\phi} + \xi_1\right) = 0,$$

$$(s^{\text{tot}} - \chi^\ast - \eta_i) \left(r\left(\frac{\chi^\ast}{2}\right) + \eta_i \frac{dr}{dx}\left(\frac{\chi^\ast}{2}\right) + \eta_i^2 \frac{d^2r}{dx^2}\left(\frac{\chi^\ast}{2}\right) + O(\eta_i^3)\right) - \left(\tilde{\phi} + \xi_i\right) = 0,$$

where we used the expansion $r\left(\frac{\chi^\ast + \eta_i}{2}\right) = r\left(\frac{\chi^\ast}{2}\right) + \frac{\eta_i}{2} \frac{dr}{dx}\left(\frac{\chi^\ast}{2}\right) + \frac{\eta_i^2}{8} \frac{d^2r}{dx^2}\left(\frac{\chi^\ast}{2}\right) + O(\eta_i^3)$, and $(s^{\text{tot}} - \chi^\ast) r(\chi^\ast) - \tilde{\phi} = 0$. Then, $\eta_i$ is determined as

$$\eta_i = -\xi_i - \frac{1}{2} R \xi_i^2 + O(\xi^3),$$

where we define

$$\xi_i = \frac{\bar{\phi}}{r\left(\frac{\chi^\ast}{2}\right)} - \frac{\xi_i}{2} (s^{\text{tot}} - \chi^\ast \frac{dr}{dx}\left(\frac{\chi^\ast}{2}\right)),$$

$$R = \frac{\frac{dr}{dx}\left(\frac{\chi^\ast}{2}\right) - \frac{1}{2} (s^{\text{tot}} - \chi^\ast) \frac{d^2r}{dx^2}\left(\frac{\chi^\ast}{2}\right)}{r\left(\frac{\chi^\ast}{2}\right) - \frac{1}{2} (s^{\text{tot}} - \chi^\ast) \frac{dr}{dx}\left(\frac{\chi^\ast}{2}\right)}.$$
The same as the previous sections, the integration of \( \frac{d}{dx} \left( \frac{\phi(t)}{\chi(t)} \right) \) from \( t = 0 \) to \( \Delta t \) lead to

\[
\log \left| \frac{\delta(\Delta t)}{\chi(\Delta t)} \right| - \log \left| \frac{\delta(0)}{\chi(0)} \right| = \frac{1}{2} \int_0^{\Delta t} (s^{tot} - \chi) \frac{dr}{dx} \left( \frac{\chi}{2} \right) dt,
\]

where we assumed that when \( \phi(t) \) is changed (at \( t = 0 \) and \( t = \tau \)), the relaxation time to the steady concentration is much smaller than \( \tau \) and \( \Delta t - \tau \) (see Fig. S1), whose contribution is of the order of \( \xi^3 \). Then, substituting Eq. S13 into the above,

\[
\begin{align*}
\Delta t (s^{tot} - \chi^*) \frac{\chi^*}{2} \frac{dr}{dx} \left( \frac{\chi^*}{2} \right) \\
+ (\tau \eta_1 + (\Delta t - \tau) \eta_2) \left( \frac{1}{2} s^{tot} - \chi^* \right) \frac{dr}{dx} \left( \frac{\chi^*}{2} \right) + (s^{tot} - \chi^*) \frac{\chi^*}{2} d^2 r \left( \frac{\chi^*}{2} \right) \\
+ (\tau \eta_2 + (\Delta t - \tau) \eta_2) \left( s^{tot} - 2\chi^* \right) \frac{1}{2} \frac{dr}{dx} \left( \frac{\chi^*}{2} \right) - \frac{1}{2} \frac{dr}{dx} \left( \frac{\chi^*}{2} \right) + (s^{tot} - \chi^*) \frac{\chi^*}{2} d^2 r \left( \frac{\chi^*}{2} \right) + O(\xi^3),
\end{align*}
\]

(S16)

where the first term is the deviation under the CSTR with the dilution rate \( \tilde{\phi} \), log \( \left[ \frac{\delta^{extr}(\Delta t)/\phi^{extr}(0)}{\chi^{extr}(\Delta t)/\chi^{extr}(0)} \right] \). When \( \frac{dr}{dx} \left( \frac{\chi^*}{2} \right) = 0,

\[
-\frac{1}{2} \xi^2 \left( \frac{1}{\tau} + \frac{1}{\Delta t - \tau} \right) \left( \chi^* - \frac{1}{2} s^{tot} \right) d^2 r \left( \frac{\chi^*}{2} \right) - \frac{1}{2} \left( s^{tot} - \chi^* \right) \frac{\chi^*}{2} d^2 r \left( \frac{\chi^*}{2} \right) + O(\xi^3).
\]

(S17)

Here, if we approximate that \( \chi^* \) is nearly saturated, i.e., \( \chi^* \sim s^{tot} \),

\[
\sim -\frac{1}{4} \xi^2 \left( \frac{1}{\tau} + \frac{1}{\Delta t - \tau} \right) s^{tot} d^2 r \left( \frac{\chi^*}{2} \right) + O(\xi^3).
\]

(S18)

Therefore, under the \( \phi(t) \) with any choice of \( \xi \) and \( \tau \), \( \frac{\delta(\Delta t)/\phi(0)}{\chi(\Delta t)/\chi(0)} < \frac{\delta^{extr}(\Delta t)/\phi^{extr}(0)}{\chi^{extr}(\Delta t)/\chi^{extr}(0)} \). Thus, if the stationary trajectory with \( \delta = 0 \) is stable under the CSTR, i.e., \( \frac{\delta^{extr}(\Delta t)/\phi^{extr}(0)}{\chi^{extr}(\Delta t)/\chi^{extr}(0)} < 1 \), it is also true for that under the protocol with the dilution rate \( \phi(t) \), therefore, \( \Delta t_c \leq \Delta t^{extr}_c \).

Further, we can divide the region for \( \phi_1 \) or \( \phi_2 \), and add more steps for the function \( \phi(t) \). The same analysis as the above reveals that in each addition \( \frac{\delta(\Delta t)/\phi(0)}{\chi(\Delta t)/\chi(0)} \) declines monotonically, thus the upper limit for heredity \( \Delta t_c \) also declines monotonically.

b. The perturbation from the serial dilution protocol: Secondly, we also consider the perturbation from the case with the serial dilution; here we consider \( \phi_1 \) and \( \phi_2 \) as \( \phi_1 = 0 \) and \( \phi_2 = \phi_2 \frac{\Delta t}{\Delta t - \tau} \) (see Fig. S1). Note that when \( \Delta t - \tau \to 0 \), the dilution protocol becomes the same as the serial dilution.

The deviation of \( \frac{\chi}{\chi_c} \) in one cycle under the dilution protocol with \( \phi(t) \),

\[
\log \left| \frac{\delta(\Delta t)}{\chi(\Delta t)} \right| - \log \left| \frac{\delta(0)}{\chi(0)} \right| = \frac{1}{2} \int_0^{\Delta t} (s^{tot} - \chi) \frac{dr}{dx} \left( \frac{\chi}{2} \right) dt,
\]

(S19)

We assume \( \chi^{ext}(\Delta t) \sim \chi(\tau) \), because in both cases \( \chi(t) \) is saturated (i.e., \( S \) is exhausted) if \( \Delta t \) is enough large.
Here, the first term is, (see Fig. S1). Then, $\chi^sd(0) = \chi(\tau)\exp(-\bar{\phi}\Delta t)$. From the rate equation $\frac{dx}{dt} = (s^{tot} - \chi)\frac{\chi}{2} - \bar{\phi} \chi$

$$
\chi(\Delta t) = \chi(0) = \chi(\tau)\exp\left(-\Delta t\bar{\phi} + \int_{\tau}^{\Delta t} (s^{tot} - \chi)\frac{\chi}{2}dt\right)
= \chi^sd(0)\exp\left(\int_{\tau}^{\Delta t} (s^{tot} - \chi)\frac{\chi}{2}dt\right).
$$

(S20)

On the other hand, the deviation of $\frac{\delta}{\chi^sd}$ in one cycle under SD is derived as

$$
\log\left|\frac{\delta^{sd}(\Delta t)}{\chi^{sd}(\Delta t)}\right| - \log\left|\frac{\delta^{sd}(0)}{\chi^{sd}(0)}\right| = \int_{\chi^{sd}(0)}^{\chi^{sd}(\Delta t)} \frac{dx}{r} - \int_{\chi^{sd}(0)}^{\chi^{sd}(0)} \frac{dx}{r} + \int_{\chi^{sd}(0)}^{\chi^{sd}(0)} \frac{dx}{r},
$$

(S21)

Here, the first term is,

$$
\int_{\chi^{sd}(0)}^{\chi^{sd}(\Delta t)} \frac{dx}{r} = \log \left|\frac{r\left(\chi^{sd}(0)\right)}{r\left(\chi^{sd}(\Delta t)\right)}\right| = \frac{\chi^{sd}(0)}{2} - \frac{\chi^{sd}(0)}{r} \int_{\tau}^{\Delta t} (s^{tot} - \chi)\frac{\chi}{2}dt + O((\Delta t - \tau)^2),
$$

(S22)

where in the approximation, we used the assumption that $\Delta t - \tau$ is small.

From the comparison between Eq. [S21] Eq. S19.

$$
\log\left|\frac{\delta(\Delta t)}{\chi(\Delta t)}\right| - \log\left|\frac{\delta(0)}{\chi(0)}\right| - \left(\log\left|\frac{\delta^{sd}(\Delta t)}{\chi^{sd}(\Delta t)}\right| - \log\left|\frac{\delta^{sd}(0)}{\chi^{sd}(0)}\right|\right)
= \frac{1}{2} \int_{\tau}^{\Delta t} (s^{tot} - \chi(t')) \left(\frac{\chi(t')}{2} - \frac{\chi^{sd}(0)}{r} \frac{dx}{\chi^{sd}(0)}\right) dt'.
$$

(S23)

Thus, if $\frac{\chi(t)dx}{r\left(\chi^{sd}(\tau)\right)} > \frac{\chi^{sd}(0)}{r\left(\chi^{sd}(\tau)\right)} \frac{dx}{\chi^{sd}(\tau)}$ is satisfied, the above is always positive. As $\chi(t) > \chi^{sd}(0)$, it reveals that $\frac{\delta(\Delta t)}{\chi(\Delta t)} > \frac{\delta^{sd}(\Delta t)}{\chi^{sd}(\Delta t)}$ for the serial dilution is always less than that for the protocol with the dilution rate function $\phi(t)$, if $\frac{\chi^{sd}(\tau)}{r(\chi^{sd}(\tau))}$ is an increasing function of $x$. Therefore, the critical period of time for $\phi(t)$, $\Delta t_c$ is always larger than that for the serial dilution, $\Delta t^sd_c$, i.e., $\Delta t^sd_c \leq \Delta t_c$.

Appendix B: robustness of results

1. Autocatalytic sets with reversible chemical reactions

In the main text, we mainly considered chemical reaction systems with irreversible reactions. However, all reactions should be reversible to be chemically consistent and converge to thermal equilibrium in the absence of dilution protocols. Here, we expand our previous analysis to examine how reversible reactions change the phase diagram of bistability.

If the reactions in the system in Fig. 3A is reversible, the rate equations are

$$
\frac{dx_i}{dt} = (s - bx_i)r(x_i)x_i
$$

(S1)

where $b$ is the relative rate of the backward reaction (see Fig. S2).

Then, $\frac{dx}{dt}$ and $\frac{dx}{dt}$ are modified as

$$
\frac{d\chi}{dt} = (s - b\chi)\frac{\chi}{2} + O(\delta^2),
$$

$$
\frac{d\delta}{dt} = \left(s\left(\chi^{sd}(\tau)\right) + \frac{1}{4}\frac{dx}{dt}\right)\delta - \left(b\frac{\chi}{2} + \frac{1}{4}\frac{dx}{dt}\right)\chi\delta + O(\delta^2).
$$

(S2)
FIG. S2. Schematics of the alternative models for the competing autocatalytic entities, $X_1$ and $X_2$; they are converted from a substrate $S$ (solid arrows) catalyzed by itself (dashed arrows). (A) non-modified model (the same as Fig. 3A in the main text) (B) with reversible chemical reactions (Sec. B 1) (C) with asymmetric kinetics rates (Sec. B 2) (D) with more general reproduction rate function (dashed arrow with bar head represents the inhibition; Sec. B 3)

Then,

$$\frac{d}{dt} \left( \frac{\delta}{\chi} \right) = \left[ (s - \frac{b}{2}) \chi \left( \frac{1}{2} \frac{dr}{dt} \left( \frac{\chi}{2} \right) \chi - \frac{1}{2} b(r(\frac{\chi}{2}) \chi) \right) - \frac{1}{2} b(r(\frac{\chi}{2}) \chi) \right] \frac{\delta}{\chi}. \quad (S3)$$

As a result,

$$\log \left| \frac{\delta(t)}{\chi(t)} \right| = \left[ \log(r(x)) + \frac{b}{2 + b} \log(s^{\text{tot}} - (2 + b)x) \right]_{x = \frac{x(t)}{2}}^{x = \frac{x(0)}{2}} + \log \left| \frac{\delta(0)}{\chi(0)} \right|, \quad (S4)$$

where we used $s = s^{\text{tot}} - \chi$. Thus, the reversible reactions alter Eq. 2 in the main text as

$$\frac{\delta(t)}{\chi(t)} = \frac{r(\frac{x(t)}{2})}{r(\frac{x(0)}{2})} \left( \frac{s^{\text{tot}} - (1 + \frac{b}{2})\chi(t)}{s^{\text{tot}} - (1 + \frac{b}{2})\chi(0)} \right) \frac{\delta(0)}{\chi(0)}. \quad (S5)$$

Note that, from Eq. S2, $s^{\text{tot}} - (1 + \frac{b}{2})\chi(\infty) = 0$ at the equilibrium, thus $\frac{\delta(t)}{\chi(t)}$ eventually converges to 0.

Similar to the case with irreversible reaction ($b = 0$) in the main text, the system shows bifurcation that the bistability disappears when varying the cycle interval $\Delta t$ or the dilution rate $\bar{\phi}$. Interestingly, unlike the irreversible reaction case ($b = 0$), the region of bistability is bounded in the reversible case ($b > 0$) for the parameter $\bar{\phi}$. Thus, for the SD protocol with fixed $\Delta t$, there is both an upper and a lower critical $\bar{\phi}$ (see Fig. S3). Note that the boundary of the region is close to the irreversible case when $\bar{\phi}$ is large and the critical value depends on $\epsilon$ similarly to the $b = 0$ case. Importantly, even with reversible reactions, the parameter space for the general GD protocol contains that for SD protocols, as we found for irreversible reactions.
2. ACSs with asymmetric kinetic rates

In the previous sections, we considered symmetric competing ACSs. However, our results are similar even if the two competing ACSs have different kinetic rate constants (catalytic efficiency), although the bifurcation where the bistability disappears is discontinuous.

In Eq. 1 in the main text, we assumed the reproduction rate function, \( r(x_i) \) is the same between the two self-reproducing entities. Here, we also discuss the rate functions of two entities, \( r_1(x_1) \) and \( r_2(x_2) \) are different, i.e., \( r_1(x) \neq r_2(x) \). The simplest example is \( r_i(x) = \epsilon + \kappa_i x^2 \), where \( \kappa_1 \neq \kappa_2 \). In this case, if the difference between the catalytic strength of two entities \( |\kappa_1 - \kappa_2| \) is not so large, the system has the bistability, as the nullclines shows (Fig. S4A). Further, as the bifurcation diagram shows (Fig. S4B), even in this case, the critical point for the interval \( \Delta t \) and the dilution rate \( \bar{\phi} \) exist, although the transition is discontinuous.

In such cases, the boundary in the parameter space for ACSs that have bistability in the general GD protocols is also bounded by the boundaries for the SD and CSTR protocols.

3. More general reproduction rate function

Here, we consider the autocatalytic system is under the SD protocol, in which the reproduction rate function depends on both \( x_1 \) and \( x_2 \), including cases where \( X_1 \) and \( X_1 \) mutually inhibit their synthesis (see Fig. S2D). For example, in the case of the genetic toggle switch model \[32\], \( r(x_i, x_i) = \frac{1}{x_i(1+x_i)} \), where \( n \) is the Hill coefficient.

The rate equations are

\[
\frac{dx_i}{dt} = sr(x_i, x_{-i})x_i, \tag{S6}
\]

where \(-i\) represents 2 or 1, if \( i = 1 \) or 2, respectively.

Here, the same as before, we define \( \chi = x_1 + x_2 \), \( \delta = x_1 - x_2 \), then

\[
\frac{d\chi}{dt} = sr\left(\frac{\chi}{2}, \frac{\chi}{2}\right)\chi + \mathcal{O}(\delta^2), \quad \frac{d\delta}{dt} = s\left(r\left(\frac{\chi}{2}, \frac{\chi}{2}\right) + \frac{1}{2} \frac{\partial r}{\partial x_i}\left(\frac{\chi}{2}, \frac{\chi}{2}\right) - \frac{1}{2} \frac{\partial r}{\partial x_{-i}}\left(\frac{\chi}{2}, \frac{\chi}{2}\right)\right) \delta + \mathcal{O}(\delta^2), \tag{S7}
\]

where we used the expansion

\[
r\left(\frac{1}{2}(\chi \pm \delta), \frac{1}{2}(\chi \mp \delta)\right) = r\left(\frac{\chi}{2}, \frac{\chi}{2}\right) \pm \frac{\partial r}{\partial x_i}\left(\frac{\chi}{2}, \frac{\chi}{2}\right) \delta \mp \frac{\partial r}{\partial x_{-i}}\left(\frac{\chi}{2}, \frac{\chi}{2}\right) \delta + \mathcal{O}(\delta^2),
\]

and assumed \( \delta \) is small.
FIG. S4. (A) The red and blue curves represents the nullclines for the composition of the entities $X_1$ and $X_2$ at just before the dilution, $x_1(0)$ and $x_2(0)$, respectively, in a case with the reproduction rate function are asymmetrical, $r_i(x) = \epsilon + \kappa_i x^2$ ($i = 1, 2$) and $\kappa_1 < \kappa_2$. The cross points represents the stable/unstable fixed points of concentrations of $X_1$ and $X_2$ at just before the dilution, $x_1(0)$ and $x_2(0)$. See Methods and Models for the detail of the drawing of the nullclines. We define $\kappa_1 = \kappa - \frac{1}{2}$ and $\kappa_2 = \kappa + \frac{1}{2}$, and set $\Delta t = 1$, $\kappa = 8$, $\epsilon = 0.5$, $\phi = 1$, and $\kappa_2 - \kappa_1 = \epsilon = 0.5$ (left) and 2 (right). (B) The bifurcation diagram of the concentrations of the entities $X_1$ and $X_2$ with a varying period of the dilution cycles $\Delta t$. In contrast with the symmetric case (i.e., $\epsilon = 0$), the $X_1$-dominant state (and thus the bistability) disappears discontinuously at around $\Delta t_{\text{sd}} = 1.0$. (C) The dependence of the critical period $\Delta t_c$ of the cycle on $\phi$.

\[
\frac{d}{dt} \left( \frac{\delta}{\chi} \right) = \frac{1}{\chi} \left( \frac{d\delta}{dt} \chi - \frac{d\chi}{dt} \delta \right) = \frac{1}{2} s \left( \frac{\partial r}{\partial x_1} \left( \frac{\chi}{2} \right) - \frac{\partial r}{\partial x_{-i}} \left( \frac{\chi}{2} \right) \right) \delta.
\]

The integration of $\frac{d}{dt} \left( \frac{\delta}{\chi} \right)$ lead to

\[
\log \left( \frac{\delta(t)}{\chi(t)} \right) = \int_0^t \left( \frac{s}{2} \left( \frac{\partial r}{\partial x_1} \left( \frac{\chi}{2} \right) - \frac{\partial r}{\partial x_{-i}} \left( \frac{\chi}{2} \right) \right) dt + \log \left( \frac{\delta(0)}{\chi(0)} \right)
\]

\[
= \int_0^{\chi(t)} \frac{\partial r}{\partial x_1} \left( \frac{x}{2} \right) - \frac{\partial r}{\partial x_{-i}} \left( \frac{x}{2} \right) dx + \log \left( \frac{\delta(0)}{\chi(0)} \right),
\]

where we used $\frac{dt}{dx} = 1/(s r(x/2))$. Therefore,

\[
\frac{\delta(t)}{\chi(t)} = \frac{R_i(\chi(t)) R_{-i}(\chi(0))}{R_i(\chi(0)) R_{-i}(\chi(t))} \frac{\delta(0)}{\chi(0)}.
\]

where $R_i(x)$ and $R_{-i}(x)$ are defined as $R_i(x) = \exp \left( \int_x^{x'} \frac{\partial r}{r(x',x')} dx' \right)$ and $R_{-i}(x) = \exp \left( \int_x^{x'} \frac{\partial r}{r(x',x')} dx' \right)$. Therefore, the sufficient condition for the bistability of the system is

\[
\frac{R_i(\chi(t)/2)}{R_{-i}(\chi(t)/2)} > \frac{R_i(\chi(0))}{R_{-i}(\chi(0))}.
\]
Here, if we assume that the separation of variables is possible for the reproduction rate function \( r(x_i, x_{i-1}) \), \( r(x_i, x_{i-1}) = f(x_i)g(x_{i-1}) \); then, \( R_i(x) = f(x) \) and \( R_{i-1}(x) = g(x) \). Note that, if \( g(x) = 1 \), then the condition Eq. S11 reduced to Eq. 3 in the main text. For example, in a case with the genetic toggle switch model, the above equations are robust to the addition of stochastic noise in the chemical reaction system. When the system has heredity is narrower than the deterministic case. However, our main results – the existence of a critical random transitions between states, which destroys the information to be inherited. Thus, the parameter space where stochastic fluctuations are not negligible. Close to the deterministic bifurcation transitions, these fluctuations cause the ratio of each dilution \( \frac{\langle x(t) \rangle}{V} \) exists the threshold for the time scale for a population of compartmentalized chemical reaction systems to undergo Darwinian evolution (see Fig. S8).

4. Robustness to the stochasticity in reaction systems or protocols

a. stochasticity in the reaction dynamics and transition between states

If the number of molecules is small (e.g., the reaction dynamics occur inside sufficiently small compartments), stochastic fluctuations are not negligible. Close to the deterministic bifurcation transitions, these fluctuations cause random transitions between states, which destroys the information to be inherited. Thus, the parameter space where the system has heredity is narrower than the deterministic case. However, our main results – the existence of a critical threshold in the dilution interval or the dilution rate and the bistable parameter region for general GD cycles being bounded by that of SD and CSTR – are robust to the addition of stochastic noise in the chemical reaction system. Previously we discussed the deterministic model, Eq. 4. If the volume of the compartment is small (i.e., the system size) the system, the stochastic fluctuation in the reaction dynamics is non-negligible large [71]. The chemical Langevin equations [71] [72], which is corresponding to Eq. 4 is,

\[
\frac{dx_i}{dt} = sr_i(x_i)x_i + \sqrt{sr_i(x_i)V^{-1}}\eta_i(t),
\]

where \( \eta_i \) are i.i.d. Gaussian random variables with the correlation function \( \langle \eta_i(t)\eta_i(t') \rangle = \delta(t - t') \). \( V \) is the volume of the compartment, and \( V^{-1} \) corresponds to the intensity of noise.

Here, we assume the serial dilution protocol (the volume \( V \) is fixed during one cycle). In contrast with the deterministic case, the transition could occur from \( X_1(X_2) \)-dominant state to the other one in the presence of the stochastic noise (Fig. S5A). We numerically calculate the transition time as in Fig. S6A. We also calculate the transition time in the case that catalytic strength of the entities are asymmetric (see Appendix Sec. S4 in Fig. S6B).

b. stochasticity in the dilution protocols

Not only the chemical reaction dynamics but also the dilution protocol, in general, could be stochastic. For example, in the compartment growth and division scenario, the division events could be the stochastic process. The results are also robust to stochasticity in the dilution protocols; for example, if the division time \( \Delta t \) is randomly distributed.

Here, we consider the stochastic serial dilution protocol at which the interval of each dilution event is randomly determined (Fig. S5B). For example, we consider a case that the interval \( \Delta t \) is randomly distributed (e.g., a exponential distribution, whose probability density function \( f(\tau) = f(\tau) = \lambda \exp(-\frac{\tau}{\xi}) \) where the mean \( \lambda = \langle \Delta t \rangle \). We consider the ratio of each dilution \( m = e^{\phi(\Delta t)} \) (see Fig. S7A for the time course) [73]. In this case, also, there exists the threshold for the time scale \( \langle \Delta t \rangle \) for the system with heredity, although the critical interval \( \langle \Delta t \rangle_{c} \) is less than that for the deterministic case \( \Delta t_{c} \) (see Fig. S7B).

5. Differential reproduction of different chemical compositional states

Finally, we investigate situations where the dilution rates depend on the chemical composition, and the system has different growth rates between the two states. As noted in the introduction, this is, in fact, a crucial property necessary for a population of compartmentalized chemical reaction systems to undergo Darwinian evolution (see Fig. S8).

In such a case, the dilution rate \( \dot{\phi}(t, x(t)) \) is given by \( \dot{\phi}(t, x(t)) \equiv \frac{dx}{dt}/V \), such that

\[
\int_0^{\Delta t} \dot{\phi}(t, x^*_i(t)) \Delta t = \phi_i \Delta t,
\]

where \( i = 1, 2 \) and \( x^*_i(t) \) represents the steady-state trajectories of \( x \), where \( x_i \) is dominant. Here, differential reproduction implies \( \phi_1 \neq \phi_2 \). Recall that \( m = e^{\phi(\Delta t)} \) is the number of offspring at one generation with interval \( \Delta t \) (main text Sec. A).
As a simple example, we consider the dilution due to the growth of compartments which depends on their components,

$$\hat{\phi}(t, x(t)) = \phi(t) - \gamma \delta,$$

where $\gamma$ is a constant (control parameter), $\delta = x_1 - x_2$, and $\phi(t)$ is the dilution rate independent with the component; here, we choose Eq. 11 in Material and Methods as $\phi(t)$, such that $\int_0^{\Delta t} \phi(t) dt = \bar{\phi} \Delta t$. Naturally, in this case, the growth rate of the two states are different, $\hat{\phi}_1 < \hat{\phi}_2$, if $\gamma > 0$. Notably, this dependency of $\hat{\phi}$ on the composition does not change the critical long-term dilution rate at which the system loses bistability, $\phi_c$ (Fig. S10A), i.e., $\phi_c$ does not depend on $\gamma$. Generally, the bistability of the system does not seem to be affected by the asymmetric factor of $\hat{\phi}$. We can see this by considering the autocatalytic system is under arbitrary protocols with the dilution rate depending on the chemical composition,

$$\frac{dx_i}{dt} = sr(x_i)x_i - \phi(t, \chi, \delta).$$

(S15)

where $\chi = x_1 + x_2$, $\delta = x_1 - x_2$. The dependency of $\hat{\phi}$ on $\delta$ is interpreted as differential reproduction between the states. The same calculation as in Appendix Sec.[A] leads to

$$\frac{d\chi}{dt} = sr\left(\frac{\chi}{2}\right)\chi - \phi(t, \chi, 0)\chi + \mathcal{O}(\delta), \quad \frac{d\delta}{dt} = s \left(r\left(\frac{\chi}{2}\right) + \frac{1}{2} \chi \frac{dr}{dx}\left(\frac{\chi}{2}\right) \right) \delta - \phi(t, \chi, 0)\delta + \mathcal{O}(\delta^2),$$

(S16)

where $\chi \gg \delta$ is assumed. Then, the deviation of $\delta$ in one cycle is calculated as the same as in Appendix Sec.[X]

$$\log \left| \frac{\delta(t)}{\chi(t)} \right| = \int_0^t \frac{1}{2} \frac{dr}{dx}\left(\frac{\chi}{2}\right) \chi dt + \log \left| \frac{\delta(0)}{\chi(0)} \right|,$$

(S17)

which, notably, does not depend on the asymmetric part of $\phi(t, \chi, \delta)$.

Next, we consider a case where $\phi$ depends on symmetrically $x_1$ and $x_2$, i.e., $\hat{\phi}(t, x_1, x_2) = \hat{\phi}(t, x_2, x_1)$:

$$\hat{\phi}(t, x(t)) = \phi(t) - \gamma \chi,$$

(S18)
FIG. S6. (A) The transition time from $X_1$ to $X_2$, or the reverse direction, $T_{1\to2}$ or $T_{2\to1}$, varying the dilution rate $\bar{\phi}$, under SD protocol. The transition time $T_{1\to2}$ is calculated as the average of 10000 trials (the time until $x_2 > x_1$ starting from $(x_1, x_2) = (s^{\text{sd}}, 0)$). The lines with different colors represent the difference in the volume $V$. Solid lines represent the interval $\Delta t = 1$, and dashed ones $\Delta t = 2$. We set $\epsilon = 0.5, \kappa = 8$, in $r(x)x = \epsilon + \kappa x^2$. (B) The transition time between states in the case with asymmetric catalytic strength (from $X_1$-dominant to $X_2$, $T_{1\to2}$ (blue), and the reverse direction (green)). We set $\iota = 0.25$, or $\iota = 0.5 \ (\kappa_1 = \kappa - \frac{\iota}{2}$ and $\kappa_2 = \kappa + \frac{\iota}{2}$) in the solid or dashed lines, respectively, and $\Delta t = 1$.

FIG. S7. (A) Time series of $X_1$ and $X_2$ in a case with $r(x)x = \epsilon + \kappa x^2$. The interval $\Delta t$ is randomly distributed, while $m$ is fixed as $e^{(\Delta t)\bar{\phi}}$. We set $\langle \Delta t \rangle = 0.5, \epsilon = 0.5$ and $\kappa = 8$. (B) The bifurcation diagram of the averaged value of $x_1$ and $x_2$ just before the dilutions in the stationary trajectory.

where $\chi = x_1 + x_2$, while the catalytic strength of two entities, $\kappa_1$ and $\kappa_2$, are asymmetrical, i.e., $\kappa_1 \neq \kappa_2$, as discussed in Appendix Sec. B2. In this case, also the growth rate is different for different states (Fig. S10).

We also consider a situation where the division interval $\Delta t$ depends on the composition $x$. For example, we decide whether $\Delta t$ is equal to $\Delta t_1$ if $x_1 > x_2$ at the beginning of cycle, or $\Delta t_2$ otherwise. Trivially, in this case also, the system has the bistability if $\Delta t_1$ and $\Delta t_2$ are below the critical value discussed in the main text Sec. C, $\Delta t_1, \Delta t_2 < \Delta t_c$.

Overall, even the case that growth rate $\phi$ or/and the division interval $\Delta t$ depend on the chemical composition of the system, we can guarantee the bistability if $\phi$ at each stationary trajectory, $x^*_1(t)$ and $x^*_2(t)$ satisfies $\phi_1, \phi_2 < \phi^{sd}_{c}$ and $\Delta t_1, \Delta t_2 < \Delta t^{sd}_{c}$.
FIG. S8. Schematic diagram for the differential reproduction of compartments. The compartments with the $X_1$- and $X_2$-dominant states are represented as red and blue circles, respectively. Each compartment grows and produces $m_1 = e^{\phi_1 \Delta t}$ (or $m_2 = e^{\phi_2 \Delta t}$) daughters with the equal volumes in the interval $\Delta t$. In this figure, the $X_2$-dominant compartment grows faster and produces more offspring, i.e., $m_2 > m_1$.

FIG. S9. Schematic diagrams of competing autocatalytic entities encapsulated by a growing compartment. The grey arrow represents the growth of the compartment, which is promoted (dotted arrow) or inhibited (bar-headed dotted arrow) by entities. (A) The entities have symmetric catalytic strength (the same model as Fig. S2A), but affect the compartment growth asymmetrically (see Eq. S14). (B) The entities have asymmetric catalytic strength (the same model as Fig. S2C), but affect the growth symmetrically (see Eq. S18).

Appendix C: ACS based on Azoarcus ribozyme coupled with metabolism

In the case of the system based on Azoarcus ribozyme coupled with catabolism/anabolism reaction (Eq. 6 in Sec. II.F in the main text), we drew the same figures as the model (Eq. 1) in Sec. II.B, C and D. These results are qualitatively similar as shown in Fig. S11 and Fig. S12.
FIG. S10. (A) The bifurcation diagram with a varying cycle interval $\Delta t$ in a case with $r(x)x = \epsilon + \kappa x^2$, the asymmetric dilution rate $\hat{\phi}(t, x(t)) = \phi(t) - \gamma \delta$, where $\phi(t)$ is given by Eq. 11. The grey curve represents the concentration, $x_1$ (or $x_2$), at just before dilution in the stationary trajectory when $\gamma = 0$, and solid and dashed colored curves represent the concentration when $\gamma = 1$ in $X_1$-dominant and $X_2$-dominant states, respectively; the red and blue curves represents $x_1$ and $x_2$, respectively. We set the parameters as $\kappa = 8$, $\epsilon = 0.5$, and $\alpha = 2$. (B) The reproduction rates of the compartment (i.e., the long-term cycle averaged dilution rate), $\frac{1}{\Delta t} \int_{T}^{T+\Delta t} \hat{\phi}(t, x(t)) dt$ as $T \to \infty$, at each compositional state (stationary trajectory $\{x(t)\}$), varying the interval $\Delta t$. The dotted line represents the critical point $\Delta t_{c}^{sd}$ which divides the regions where the system has bistability or not. (C) The same bifurcation diagram as (A) in a case with $r_i(x)x = \epsilon + \kappa_i x^2$ and the symmetric dilution rate $\hat{\phi}(t, x(t)) = \phi(t) + \gamma \chi$. (D) The reproduction rates of the compartment, under the same setup as (B). We set the parameters as $\iota = -1$, $\kappa = 8$, $\epsilon = 0.5$, and $\alpha = 2$.

Appendix D: Robustness of the results for the system based on *Azoarcus* ribozyme

1. In the case with asymmetric catalytic efficiency

A similar relation also appears even when the catalytic activity of two species are different, i.e., $\kappa_1 \neq \kappa_2$ (Fig. S14A). Although the bifurcation at which the bistability disappears is discontinuous, it is at the similar $\Delta t_{c}$ unless the difference between $\kappa_1$ and $\kappa_2$ is not so large Fig. S14B.

2. The variation of two-step ACSs with or without heredity

Here, assuming the mass action kinetics, we investigate alternative models with two-step reactions, similar to the model discussed in the main text (Fig. S15A).

Firstly, if we assume the substrate $S$ is consumed in another reaction (see Fig. S15B), the result does not change...
FIG. S11. The red and blue curves represent the nullclines for $X_1$ and $X_2$, respectively, just before dilution. We set $\Delta t = 1.5$, 3, $\kappa = 2.5$, $\epsilon = 0.25$, $\phi = 1$, and $b = 0.1$.

FIG. S12. (A) The bifurcation diagram for the concentration at just before dilution varying the cycle interval $\Delta t$. The lines with different colors represent the difference in the background reaction rate $\epsilon$. (B) The lines represent the critical point $\Delta t_c$, which divides the regions where the system has bistability or not. We set the parameters as $\kappa = 2.5$ and $\phi = 1$.

Qualitatively; Here, assuming the CSTR condition, we consider the modified rate equations,

$$\frac{dx'_1}{dt} = (\epsilon + \kappa x_1)(s - x'_1) - \phi x'_1,$$

$$\frac{dx'_i}{dt} = (\epsilon + \kappa x_i)x'_i - \phi x_i,$$

where $s^{tot} = s + x'_1 + x'_2 + x_1 + x_2$. $X'_1$ and $X'_2$ are converted from the shared substrate $S$, and which are further converted into $X_1$ and $X_2$, respectively.

Then, we consider the dynamics near the steady state, and if we assume $x'_1$ and $x'_2$ can be adiabatically eliminated from $\frac{dx'_i}{dt} = 0$,

$$\frac{dx_i}{dt} = \frac{s(\epsilon + \kappa x_i)^2}{\epsilon + \kappa x_i + \phi} - \phi x_i.$$ 

(S2)

Thus, this rate equation corresponds to Eq. 1 with the reproduction rate function $xr(x) = \frac{(\epsilon + \kappa x)^2}{\epsilon + \kappa x + \phi}$. Further, in this model also $X_1$ and $X_2$ compete for the same substrate $S$; therefore, this model also shows the bistability, if the
FIG. S13. The parameter region for the system based on Azoarcus ribozyme (Eq. 6) with the bistability under SD protocol. The same plot as Fig. 6D in the main text, but its horizontal axis is the dilution factor $m$, $m = \exp(\bar{\phi}\Delta t)$, instead of $\bar{\phi}$. The lines with different colors represent the boundary between with/without bistability under different backward reaction rates $b$. We set $\epsilon = 0.25, \kappa = 2.5, \text{ and } b = 0.1$.

FIG. S14. (A) The concentrations of the species $X_1$ and $X_2$ with a varying the period of the dilution cycles $\Delta t$, when the catalytic strengths are asymmetric, $\kappa_1 \neq \kappa_2$. We set $\kappa_1 = \kappa - \frac{\imath}{2}$ and $\kappa_2 = \kappa + \frac{\imath}{2}$, and $\kappa_1 - \kappa_2 = \imath = 0.1$. In contrast with the symmetric case (i.e., $\imath = 0$), the $X_2$-dominant state (and thus the bistability) disappears discontinuously at around $\Delta t \sim 1.71$. We set the other parameters as $\kappa = 2.5, \epsilon = 0.25, b = 0.1$ and $\bar{\phi} = 1$. (B) The dependence of the critical interval $\Delta t_{c_{sd}}$ of the cycle on the dilution rate $\bar{\phi}$ when the catalytic strengths are asymmetric: $\kappa_1 - \kappa_2 = \imath = 0, 0.05, 0.1, \text{ and } 0.2$. We set the other parameters as $\kappa = 2.5, \epsilon = 0.25$, and $\bar{\phi} = 1$.

The condition $\frac{d}{dt}r(\chi^*/2) > 0$ is satisfied, where $s^*r(\chi^*/2) = \bar{\phi}$. (Later, the condition for this reaction system to be bistable under the serial dilution protocol is derived.)

Secondly, for the system show bistability, both of the reactions, from $S$ to $X'_1$ and from $X'_1$ to $X_1$, have to be catalyzed by $X_1$; for example, we modify the model as the reaction $S$ to $X'_1$ is catalyzed by $X'_2$ instead of $X_1$ (Fig. S15C). Under the CSTR condition, the rate equations of the model are

$$\frac{dx'_i}{dt} = (\epsilon + \kappa x'_i)(s - x'_i) - \bar{\phi}x'_i, \quad \frac{dx_i}{dt} = (\epsilon + \kappa x_i)x'_i - \bar{\phi}x_i,$$

where $s_{\text{tot}} = s + x'_1 + x'_2 + x_1 + x_2$. This system has only one stable fixed point and does not show bistability. This is because, $X_1$ and $X_2$ does not compete for the same resource for their replications but $X'_1$ and $X'_2$ does. Then, the effective reproduction rate functions for $X'_1$ and $X'_2$ do not satisfy the condition for the symmetric state to be unstable.
FIG. S15. Schematics of the alternative models for the symmetric competing autocatalytic entities with two reaction steps. Solid arrows represent the reactions, and dotted arrows represent the catalysis. (A) The autocatalytic ribozymes coupled with anabolism and catabolism reactions in the main text Fig. 6B. (B) A similar reaction system with two catalyzed reaction steps, but the substrate S is consumed to produce $X_1'$ and $X_2'$ instead of $X_1$ and $X_2$. (C) Two competing Lotka-Volterra model.

In conclusion, if the mass action kinetics is assumed, for the competing autocatalytic chemical reaction networks sharing the same substrate to have bistability (i.e., the nonlinear reproduction rate function), it is required at least two reaction steps to produce the autocatalytic entities (catalysts), which is catalyzed by the entities themselves.

3. derivation of $\Delta t^{sd}$ in a case with two-step catalyzed reactions

We further consider the two competing chemical reaction networks with two catalyzed reaction steps in Fig. S15B, under the SD protocol:

$$\frac{dx_i}{dt} = (s(x_j^2, x_j, t) - x_i')r(x_i), \quad \frac{dx_i}{dt} = x_i'r(x_i),$$  \hfill (S4)

where $r(x) = \epsilon + \kappa x$. Here, we define

$$\chi = x_1 + x_2, \quad \chi' = x_1' + x_2', \quad \delta = x_1 - x_2, \quad \delta' = x_1' - x_2'.$$  \hfill (S5)

The time derivative of the above is derived as

$$\frac{d\delta}{dt} = \frac{1}{2} \delta \chi' \frac{dr}{dx} \left( \frac{\chi}{2} \right) + \delta' r \left( \frac{\chi}{2} \right) + O(\delta^2, \delta\delta', \delta'^2),$$

$$\frac{d\chi}{dt} = \chi' r \left( \frac{\chi}{2} \right) + O(\delta^2, \delta\delta', \delta'^2),$$

$$\frac{d\delta'}{dt} = s\delta \frac{dr}{dx} \left( \frac{\chi}{2} \right) - \delta' r \left( \frac{\chi}{2} \right) - \frac{1}{2} \chi' \delta \frac{dr}{dx} \left( \frac{\chi}{2} \right) + O(\delta^2, \delta\delta', \delta'^2),$$

$$\frac{d\chi'}{dt} = 2sr \left( \frac{\chi}{2} \right) - \chi' r \left( \frac{\chi}{2} \right) + O(\delta^2, \delta\delta', \delta'^2),$$  \hfill (S6)

where we used $r(x_i) = r(\chi^2) \pm \frac{\delta d r}{d\chi} (\frac{\chi}{2}) + O(\delta^2)$.

To determine the deviation of $\delta$ in one cycle, we integrate $\frac{d\delta}{dt}/\delta$,

$$\int_0^t \frac{d\delta}{\delta} dt = \frac{1}{2} \int_0^t \chi' \frac{dr}{dx} \left( \frac{\chi}{2} \right) dt + \int_0^t r \left( \frac{\chi}{2} \right) \frac{\delta'}{\delta} dt,$$

$$= \int_{x(0)}^{x(t)} \frac{dr}{r} dx + \int_{x(0)}^{x(t)} \frac{2\delta'}{\chi' \delta} dx,$$

where we used the change of the variable $\frac{dt}{dx} = 1/(\chi' r(\frac{\chi}{2}))$. 

$$\Delta t^{sd} = \int_{x(0)}^{x(t)} \frac{dr}{r} dx + \int_{x(0)}^{x(t)} \frac{2\delta'}{\chi' \delta} dx,$$

where we used the change of the variable $\frac{dt}{dx} = 1/(\chi' r(\frac{\chi}{2}))$. 
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Here, to calculate Eq. S7, we have to estimate $\delta'/\chi'$ in the second integral in Eq. S7. If we assume in the second term, in the dominant part of the integrate, $\delta'/\chi'$ has the scaling relation $\delta'/\chi' \sim \mathcal{O}(1)$,

$$\frac{\delta'}{\chi} \approx \frac{d\delta'}{d\chi} \approx \frac{1}{2} \frac{d\chi}{r} \delta - \frac{\delta'}{2s - \chi'} \approx \frac{1}{2} \frac{d\chi}{r} \delta,$$

(S8)

where we used $\frac{d\chi}{d\delta'}(\frac{\delta'}{\chi'}) = 0$ in the first approximation, and in the second approximation, we assumed $s \gg \chi'$. We substitute this to the above equation,

$$\log \left| \frac{\delta(t)}{\delta(0)} \right| \approx 2 \log \left| \frac{r(\frac{\chi(t)}{2})}{r(\frac{\chi(0)}{2})} \right|.$$

(S9)

The threshold of $\Delta t$ for the symmetric (i.e., $\delta = 0$) trajectory to be unstable is,

$$\Delta t_c^{sd} = \frac{2}{\phi} \log \left( 1 + \frac{\kappa \chi^{tot}}{2\varepsilon} \right) - C_0,$$

(S10)

where $C_0$ is a constant value, which is determined by numerically as $C_0 \sim 3.6$ (see Fig. S16A).

While we use the asymptotic relation $\frac{\delta'}{\chi^{tot}} \sim \mathcal{O}(1)$ as $t$ becomes large. Then,

$$\frac{\delta'}{\chi^{tot}} \approx \frac{1}{2} \frac{d\delta'}{d\chi} = \frac{1}{4} \frac{dr}{dx} \delta,$$

(S11)

where $\frac{dr}{d\delta'}(\frac{\delta'}{\chi^{tot}}) = 0$ in the first approximation, and $s \gg \chi'$ in the second as like before. Thus,

$$\log \left| \frac{\delta(t)}{\delta(0)} \right| \approx \frac{3}{2} \log \left| \frac{r(\frac{\chi(t)}{2})}{r(\frac{\chi(0)}{2})} \right|,$$

(S12)

and then

$$\Delta t_c^{sd} = \frac{3}{2\phi} \log \left( 1 + \frac{\kappa \chi^{tot}}{2\varepsilon} \right) - C_1,$$

(S13)

where $C_1$ is numerically determined as $C_1 \sim 0.477$ (see Fig. S16B).