Quantum symmetry from enhanced sampling methods
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We address the problem of the minus sign sampling for two electron systems using the path integral approach. We show that this problem can be reexpressed as one of computing free energy differences and sampling the tails of statistical distributions. Using Metadynamics, a realistic problem like that of two electrons confined in a quantum dot can be solved. We believe that this is a strategy that can possibly be extended to more complex systems.

INTRODUCTION

The numerical simulation of many-body fermion systems is one of the frontiers of contemporary chemistry and physics. Over the years the quantum chemistry community has developed sophisticated methods to evaluate the ground state properties of atoms and molecules [1]. Unfortunately these methods scale poorly with the system size. For this reason a variety of methods have been proposed that transform the calculation of the ground state properties into one of statistical sampling [2–6]. These approaches have in principle a more benign scaling and lead to exact results within statistical uncertainty.

A severe difficulty is posed by the fact that for fermions the statistical distribution that needs to be sampled is not positive definite. This is at the heart of the fermionic negative sign problem [7]. In order to circumvent this problem several approaches have been suggested, but so far only relatively small size systems have been studied. Similarly challenging is the study of Fermi systems at finite temperature [8], a problem to which less attention has been devoted.

Here we limit ourselves to study two-electron systems in order to illustrate the sampling problem and indicate a possible line of attack for more complex systems. Our approach is based on Feynman’s path integral representation of quantum statistical mechanics [9]. Neglecting exchange this leads to the well known isomorphism in which each quantum particle is mapped into a closed necklace of beads (see Fig. 1a) linked by harmonic forces and interacting via suitably scaled-down potentials. This isomorphism has been successfully used to solve problems where exchange can be neglected [10–13].

However, exchange effects complicates this picture. In fact, due to the indistinguishability of particles, processes in which two necklaces merge into a single one need to be considered (see Fig. 1b) [14]. For bosons these processes are added with a plus sign, while for fermions they are to be added with a negative sign. In this latter case the distribution that needs to be sampled is no longer positive definite.

In this paper we show that the problem of sampling a system of two fermions is related to a calculation of the free energy difference between two classical systems, one in which the particles are distinguishable and one in which, due to exchange, the two polymers have merged into a single one (Fig. 1b).

This calculation is rather delicate since there are large statistical errors and a careful sampling of the tails of the distributions is needed for an accurate result. To this effect we use Metadynamics [15–17], an enhanced sampling method developed in our group. After having established the strategy we apply it to the case of two non-interacting fermions in a harmonic well, a problem that can be analytically solved and that clearly illustrates the nature of the sampling problem. We then switch our attention to the realistic case of two electrons in a quantum dot, a system that can be realized in the laboratory [18]. Our results are in good agreement with exact calculations.

METHOD

We start by considering two distinguishable particles. The path integral representation of their partition function is

$$Z_{oo} = \int dR_1 dR_2 e^{-\beta V_{oo}(R_1, R_2)}$$

(1)

where $\beta$ is the inverse temperature, $R_1 = (r_1^1, ..., r_1^P)$ is the set of coordinates representing the $P$ beads of particle...
1 and $R_2$ is defined analogously. The effective potential $V_{oo}$ describes two necklaces (as displayed in Fig. 1b) with a rescaled interaction potential $V(r_1, r_2)/P$,

$$V_{oo} = \sum_{i=1}^{P} \left( \sum_{i=1}^{2} \frac{m}{2h^2\beta_2} (r_{n_{i+1}}^{j_i} - r_{n_i}^{j_i})^2 + \frac{1}{P} V(r_{1_i}^{j_i}, r_{2_i}^{j_i}) \right),$$

where the bead index $i$ is cyclic, $r_{n_{i+1}}^{j_i} \equiv r_{n_i}^{j_i}$. In order to describe indistinguishable particles, also configurations of the connected polymer-type (Fig. 1c), with effective potential

$$V_O = \sum_{j=1}^{2P} \frac{m}{2h^2\beta_2} (r_{j}^{j} - r_{j}^{j})^2 + \frac{1}{P} \sum_{i=1}^{P} V(r_{1_i}^{j_i}, r_{2_i}^{j_i}), \quad (2)$$

need to be taken into account. Here and in the following the subscripts $oo$ and $O$ are meant to remind one of the different topologies of the necklaces. In the first term of Eq. (2) we have arranged the necklace bead coordinates $r_{1_i}^{j_i}$ and $r_{2_i}^{j_i}$ to form a single vector $r^j$ of dimension $2P$.

The partition function for indistinguishable particles can be written

$$Z_I = \frac{1}{2} \int dR_1 dR_2 \left( e^{-\beta V_{oo}} \pm e^{-\beta V_O} \right) \quad (3)$$

where $I = B, F$ labels the boson (plus sign) or the fermion state (minus sign). In the latter case, the integrand is not positive definite, making sampling difficult. Instead we write Eq. (3) as

$$Z_I = \frac{1}{2} \int dR_1 dR_2 e^{-\beta V_{oo}} W_I$$

$$W_I = 1 \pm e^{-\beta (V_O - V_{oo})}. \quad (4)$$

The thermal average of an operator $\hat{O}$ local in coordinate representation can be written

$$\langle \hat{O} \rangle = \frac{\langle OW_I \rangle_{oo}}{\langle W_I \rangle_{oo}} \quad (6)$$

where $\langle \ldots \rangle_{oo}$ denotes an average over a system of distinguishable particles. This means that also bosons and fermions can be described through a simulation of distinguishable particles, if one takes the quantum symmetry into account with the weight $W_I(s) = 1 \pm e^{-\beta s}$, where $s = V_O - V_{oo}$ is the difference in spring energy between the two ring polymer topologies. This procedure is analogous to other approaches where one drives the simulation with a positive definite distribution and corrects it with the sign function $\text{sgn}$. Here the sign function is replaced by $W_I(s)$. The average of $W_I(s)$ can be rewritten as

$$\langle W_I \rangle_{oo} = \int ds \ p_{oo}(s) W_I(s),$$

where $p_{oo}(s)$ is the probability distribution of the variable $s$ in the distinguishable particle ensemble.

When quantum exchange effects become important, the overlap between the ensemble distributions of distinguishable and indistinguishable particles can be very small. In particular for fermions the statistical distribution that needs to be sampled has large contributions coming from configurations that are rarely sampled. This becomes evident if one attempts at simulating a system as simple as that of two non-interacting quantum particles in a harmonic well.

In the following we shall use path integral molecular dynamics (PIMD) to sample these distributions, however what we describe below is also fully compatible with Monte Carlo sampling. Using Eq. (6) we calculate the pair distribution function (Fig. 2). One can contrast the boson case, where only small deviations at short distances can be seen, with that of the fermions, where one fails to reproduce the exchange hole. The reason for this behaviour can be understood if one contrast $p_{oo}(s) W_B(s)$ with $p_{oo}(s) W_F(s)$. In the first case most of the contributions come from the $s = 0$ region, while for fermions $\langle W_F \rangle$ results from a delicate cancellation between positive and negative contributions, most of which come from the poorly sampled $s < 0$ region. Thus the fermionic sign problem can be expressed as a problem of sampling the tail of a probability distribution.
Hamiltonian a time-dependent term of type

\[ V(s, t) = \sum_{t'} w(t') \exp \left( -\frac{[s - s(t')]^2}{2\sigma_G^2} \right) \]

where the height of the Gaussian of width \( \sigma_G \) is given by the well-tempered prescription

\[ w(t) = w(0) \exp \left( -\frac{1}{\gamma - 1} \beta V(s, t) \right) \]

and the Gaussians are added at a specified time interval \( \tau_G \). This procedure has been proven to be rigorous \[20\] and leads asymptotically to sampling the distribution

\[ p_V(s) = p(s)^{1/\gamma} \]

where \( p(s) \) is the distribution in the unbiased run, while \( p_V(s) \) is the one sampled in the Metadynamics run. A simple reweighting procedure allows to calculate equilibrium expectation values of any operator from the Metadynamics run \[21\].

The results obtained using Metadynamics are shown in Fig. 3. Compared to the results in Fig. 2, the probability distribution \( p_{oo}(s) \) is now sampled efficiently down to large negative values of \( s \). As a consequence the negative domain of the integrand of Eq. 3 for the fermionic system is well resolved and the cancellation between positive and negative regions can be brought under control. The pair distributions are now in fact close to the theoretical curves; the improvement is especially clear for the Fermi particles, where the strong repulsion at short distances that comes from the Pauli exclusion principle is accurately represented.

The results shown in Fig. 2, 3 were obtained for a system in the quantum regime \((\beta \hbar \omega = 3)\) and the number of beads in the isomorphism was \( P = 10 \). The equations of motion were integrated using a time step of 0.023/\( \omega \) and a colored-noise thermostat \[22\] purposely designed for path integral simulations was employed. The simulations were run for \( 2 \times 10^7 \) time steps. In the Metadynamics runs, Gaussians of initial height \( w(0) = 0.5k_B T \), width \( \sigma_G = 4k_B T \) and \( \gamma = 4 \) were deposited every \( \tau_G = 2000 \) steps.

The calculation of energies, in particular quantum kinetic energies, poses some well known problems that we solve by applying the virial theorem \[23\], obtaining the energy estimator

\[ \langle E \rangle = \frac{1}{\langle W \rangle_{oo}} \left( \frac{1}{P} \sum_i V(r_i^1, r_i^2) + \frac{n_d}{2\beta} \left( 2 + e^{-\beta \Delta V} \right) \right) \]

and

\[ + \frac{1}{2P} \sum_{i,n} \left[ (1 \pm e^{-\beta \Delta V}) r_n^i - r_n - e^{-\beta \Delta V} \bar{r} \cdot \frac{\partial V}{\partial r_n^i} \right] \]

where \( n_d \) is the number of dimensions, \( r_n \) the centroid of particle \( n \) and \( \bar{r} \) the center of mass of the two particles. Alternatively, at low temperatures, once the energy for the boson system is known, the energy of the fermion variant can also be calculated as

\[ E_F \approx E_B + F_F - F_B \]

with

\[ F_F - F_B = -\frac{1}{\beta} \ln \frac{Z_F}{Z_B} = -\frac{1}{\beta} \ln \frac{1 - \frac{Z_{oo}}{Z_{oo} \langle f(\beta s - C) \rangle_{oo}}}{1 - \frac{Z_{oo}}{Z_{oo} \langle f(\beta s) \rangle_{oo}}} \]

since in the zero-temperature limit free energies are very close to energies. The ratio \( Z_{oo} / Z_{oo} \) can be best estimated by using the Bennett method \[24\]

\[ \frac{Z_o}{Z_{oo}} = \frac{\langle (f(\beta s + C))_{oo} \rangle}{\langle f(\beta s - C) \rangle_{oo}} e^C \]

where \( f(x) = (1 + e^x)^{-1} \) and \( C \) is a shift constant that is varied to increase the overlap between the sampling distributions \( p_O(s) \) and \( p_{oo}(s) \). This observation will be made use of in the following.

RESULTS

So far we have considered a free particle toy model. We now study the more realistic system of two interacting electrons in a quantum dot, that has recently received attention because of its possible applications in semiconductors and electronic devices \[18, 25, 26\]. The electrons are under the influence of a two-dimensional harmonic potential \( U(x, y) \) and a rescaled Coulomb interaction \( V_C(r) \)

\[ U(x, y) = \frac{1}{2} m^* (\omega_x^2 x^2 + \omega_y^2 y^2) \]

\[ V_C(r) = \frac{\gamma_C e^2}{4\pi\epsilon_0 r} \]
where $m^*$ is the effective mass of the electrons, $\omega_x$ and $\omega_y$ regulate the confinement along $x$ and $y$, $\epsilon_r$ is the relative dielectric constant and $\gamma_C$ is a parameter that takes into account finite size effects on the vanishing $z$ direction of the dot. Following Ref. 13, we set $m^*/m_e = 0.07$, $\epsilon_r = 12.5$ and $\gamma_C = 0.9$, that are appropriate parameters for a real life quantum dot. The physics of these dots is determined by the anisotropy of the confinement, $\eta = \omega_y/\omega_x$ and the Wigner parameter $R_W = V/(h \omega_0)$, that is the ratio between the typical interaction energy and the single particle levels splitting in a averaged confinement $\omega_0 = (\omega_x^2 + \omega_y^2)/2$. The parameter $l_0 = \sqrt{\hbar/m^*\omega_0}$ is the characteristic length of the dot.

Neglecting spin-orbit coupling, the spin and orbital part of the wavefunction can be decoupled. In this case two electrons in a quantum dot can be either in a singlet or a triplet state. In the singlet state the spin part is antisymmetric and therefore the orbital part needs to be symmetric to ensure the antisymmetry of the global wavefunction. In the triplet state the converse is true, namely the spin part is symmetric while the orbital part is antisymmetric.

Using the scheme described above, we calculated the energies of these two states as a function of temperature (see Fig. 1) for realistic values of $R_W$ and $\eta$ 18. The triplet state energy at low temperature is also calculated using Eq. 8. This second estimation leads to smaller statistical errors.

The parameter settings used in these calculations were a timestep of 1 fs, $\beta/P = 0.067$ meV$^{-1}$, $\sigma_G = 10 k_B T$, $w(0) = 0.5 k_B T$, $\gamma = 6$, $\tau_G = 10^4$ steps and the same thermostat as in the free particle system was implemented. In total $5 \times 10^8$ MD steps were made and samples where acquired in intervals of 5 steps. In the biased simulation this was preceded by another $5 \times 10^8$ steps building up bias.

It is also interesting to study the charge density and its variation as a function of the ellipticity parameter $\eta$ contrasting the singlet and the triplet case. In the spherical case ($\eta = 1$) the charge density has a spherical symmetry in both the singlet and the triplet case, however the spread is higher in the triplet. We also plot the quantity $\rho_T - \frac{1}{2} \rho_S$ that in a single particle mean field approximation gives information on the first excited state for low temperatures. As $\eta$ is increased the 2D-rotational symmetry is broken and in the triplet the two electrons tend to be localized at different positions. This is also reflected in $\rho_T - \frac{1}{2} \rho_S$, that has a nodal plane in the middle.

**CONCLUSIONS**

The purpose of this work was to show how the fermionic sign problem can be thought of as a sampling issue that can be solved by enhancing the distribution tails. We have solved a two-body problem but extension to larger systems appear possible and would require separating even and odd permutations.

We are very well aware of the limitation of what has been achieved here. It would thus be presumptuous on our side to state that the minus sign problem has been solved. However we have indicated a new way of attacking this long-standing problem. How far this can be carried remains to be seen.
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