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Abstract. A code comment is an explanation of the code. As an important part of software development process, code comment plays an important role in software maintenance, software reuse and other fields. Automatic generation of code comment aims to study the automatic method of comment generation so as to improve the efficiency of software development. This paper summarizes the related concepts and researches of code comment, discusses the automatic generation technology of code comment and the evaluation of comment quality, introduces the application of code comment generation in the software domain, and finally analyzes the challenges of automatic generation of code comment, and looks forward to the future research in this field.

1. Introduction

With the continuous expansion of software code size, how to help developers understand, write or maintain code in the process of software development has become an important task in the field of software engineering. Code comment is a brief readable natural language description of source code, which plays an important role in software reuse and software maintenance. Software reuse can improve the efficiency and quality of software development [1]. In the process of software reuse, multiplexers need to understand the functions of software codes, but many software lack documents that can describe the functions of software [2]. During software maintenance, developers often cannot understand all the code for the system, and when tasks change, they must explore the code in order to locate the parts associated with the change task. In the process of reading and exploring the code, developers often prefer to skim the code only by reading method signatures or comment to reduce the workload. By reading code comment, developers can review historical code implementation ideas or learn implementation details of other open source projects, or speed up the learning process when learning a new development language.

While code comments are popular in the software development process, they are time consuming and laborious to write, and often face problems of loss, inaccuracy, or outdated, and developers must spend more time reading code in detail to gain an understanding of the code as a whole. These difficulties in creating comments led researchers to try to design an automated comment generation method instead of writing comments manually. Automatic generation of code comment is of great help to software developers and maintainers. Therefore, it is of great significance to study the method of automatic generation of code comment to reduce the difficulty and cost of software maintenance and software reuse.
2. Related concept

2.1. Definitions
Code comment is the explanation or hint of a statement, program segment, function, etc. [3], which is the explanation of the code, and can improve the readability of the program code. Code comment describes the logic and function behind the code in the form of natural language, which is a communication bridge between the programmer and the reader.

2.2. Types
Code comment can be classified in several ways [4]. One category is divided into prologue and functional comment according to their content. The main contents of prologue comment include module interface, data description and module function. The main contents of functional comment include function of program segment, function of statement and state of data. The other category is classified into document comment, block comment, and line comment.

2.3. General framework for code comment generation
In recent years, researchers have carried out research on the automatic generation of code comment from various aspects, namely, automatic generation of natural language description of a given code fragment [5]. The general framework of automation method includes comment reuse and comment extraction. The comment reuse technology matches the code to be commented from the existing code fragments and obtains the comments therein, and uses optimization technology to output the original comments as target comments, as shown in figure 1. Comment extraction technology extracts the structure and semantic information of the code, and then constructs the model, combining the natural language processing technology with the grammatical structure to combine these words into statement and output them, as shown in figure 2.

![Figure 1. General framework for code comment reuse.](image1)

![Figure 2. General framework for code comment extraction.](image2)

2.4. Evaluation index
Different comment generation methods need to be customized and improved according to the size, structure and programming language of the code. In order to verify the effect of comment generation model, the following evaluation indexes can be used as a reference and guidance for continuous improvement of methods:

- **Accuracy**: Whether the code comments accurately represents the operation of the code, the important information of the code should be reflected in the comments.
- **Adequacy**: Evaluate whether the comments contain the core functions implemented by the code and fully cover the information elements.
- **Conciseness**: Concise comments are more readable and understandable than wordy comments, and conciseness evaluates whether the comments are clearly expressed, logically coherent and thematic.
3. Techniques for automatic generation of code comment

These techniques can be broadly divided into several strategies: rule-based, data-based, deep learning based, topic model based, machine translation based, and other approaches.

3.1. Rule-based method

The rule-based Method generates accurate comments by selecting details that are closely related to the source code structure and then formulating rules to closely match the given source code.

Sridhara et al. propose a technique for automatically generating comments for Java methods [6], which selects statements from the signature and body of a given method, places keywords into predefined templates, and converts them into readable natural language comments. In order to generate smoother and more concise method comments, Sridhara et al. propose another method [7], which aims to identify which statement blocks constitute a high-level operation, automatically identify code fragments in the method to realize high-level abstract operation. Haiduc et al. believe that skimming code and reading code are too extreme. Although skimming is fast, it will lead to misunderstanding, while detailed reading code is time-consuming [8]. They describe a method that combines word location information with text retrieval technology based on automatic text summary to automatically generate code summary. Moreno L et al., based on the work of Sridhara et al. [6], propose a technology that can automatically generate natural language comments for Java classes [9]. Using the information of class and method prototypes, combined with the lexicon tool, heuristic selection of information to be included in the comments was used to generate the comments. The focus of this method is on what the class covers and what it does. Wang et al. propose a code summary method based on Syntactic Analysis -- SA technology [10]. This method uses part of speech tagging to identify the noun set in the code, and then corrects the errors that may be introduced in the stage of part of speech tagging through block analysis, and then selects some words with the highest weight from them to generate the code summary after noise reduction.

These rules-based methods of synthesizing natural language sentences directly from code elements were the first successful methods of automatic comment generation. However, these methods lack portability and flexibility and can only generate comments for specific code structures. If new rules appear in the source code that you have never seen before, you have to manually update the rules and sentence templates, which is a manual effort.

3.2. Data-based method

Wong et al. propose a method to automatically generate comment by mining data from StackOverflow, a large Q&A website [11]. This method takes the code and the corresponding natural language description from StackOverflow, matches it with similar code snippets, and uses natural language processing to refine the description and output it as a comment. But it is weak in generalization and can only generate a limited number of comments, because if it is code that is not discussed in the Q&A site, the method cannot generate comments for code snippets, resulting in limited production. Therefore, the research team propose an improved method to automatically generate code comment by analyzing existing software repositories [12]. Firstly, the similar code segments between two open software repositories are identified by cloning detection technology, and the existing code comments are used to describe the target code and the related description statements are processed by natural language processing technology to generate comment.

Data-driven technologies are more flexible than rule-based technologies, reducing the labor involved in creating templates. If you want to improve the accuracy of your system, you just need to increase the amount of "training data" used to build it. However, this method largely retrieves existing comment. If the comment describing the existing code does not exist in the training data, it cannot generate an accurate comment and thus faces the problem of "data sparsity".
3.3. Deep learning-based method
Deep learning is an end-to-end method that automatically learns the features contained in the program code based on the existing programs and their related data.

Ying et al. propose a feasibility study of a method for generating code fragment summaries [13]. Using a supervised machine learning method, extract significant lines of code and summarize code snippets to generate summaries based on whether or not lines of code should be categorized in summaries. Iyer et al. propose an attention-based recursive neural network model called CODENN, which generates descriptive summaries for C# fragments and SQL query statements [14]. This method extracts the source code fragment from StackOverflow and predicts code comment by processing the code as plain text. Allamanis et al. use attention-based convolutional neural network to generate short summaries of similar names by combining words in the source code [15]. It predicts the name of the subroutine from the body of the subroutine, and these summaries average three words, and shorter comment may not express the functionality of a given snippet. Based on the program comment model based on seq2seq [16], Hu et al. further integrate the API sequence called by the code and input the knowledge contained in the API invocation sequence into the network model to assist the generation of comment.

The method based on deep learning achieves good results, but how to choose the appropriate neural network and tune is a challenge for researchers, and the structural information which is important to the programming language is easy to be ignored in the model training.

3.4. Topic model-based method
Some work at other levels of abstraction, such as a topic model, which is a statistical model in which words are related to other words based on their co-occurrence in the document.

McBurney et al. used the topic model to select keywords and themes as abstracts of source code [17]. They organize the topics in the source code into a hierarchy, based on the programmer's mental process of reading the code first to perform the highest level of functionality, and then to read how the lower level of functionality supports the higher level of functionality. Li W P et al. propose an automatic generation method of code topic summary [2]. LDA topic model is used to mine the theme describing the function of code. LexRank algorithm is used to extract the text content of theme-related document to generate a short topic summary.

These topic model-based methods provide a new perspective on the automatic generation of code comments, but the topic model treats documents as a set of words and ignores structural information in the code, such as program language syntax, functions, or method calls [18], resulting in comments that are only words, not phrases or sentences.

3.5. Machine translation-based method
Some researchers believe that the automatic code generation comment is essentially a translation task from source code to natural language description.

Hu et al. [19] were the first to use the machine translation model to solve the source code summary task, proving that the source code summary task is almost like machine translation. Zheng et al. use seq2seq neural machine translation model based on attention mechanism to generate code comments [20]. An attention module named code attention is proposed, which can convert code into comments by taking advantage of the domain features of code fragments, such as symbols and identifiers. Xu et al. propose a structure-aware dual-encoder model [21], which combines sequence encoder and tree encoder, fuses code abstract syntax tree information, and converts source code into accurate and readable natural language comments.

Machine translation is the process of converting one natural language (source language) into another (target language) by using a computer [22]. Machine translation-based method take code as source language and comment as target language, and use machine translation model to realize comment generation. These methods have achieved good results based on large data input.
4. Code comment quality evaluation

Although there are many methods that provide a variety of comment automatically generate tools, but the quality of these tools to generate comments tend to be restricted by technology and researchers of subjective factors and uneven, assess the quality of code comments, including understanding what type of information is important, what information is irrelevant or even misleading, in order to avoid this kind of information contained in the tool.

Khamis et al. propose an effective and automated method to evaluate the quality of inline documents [23]. Using a set of heuristics aimed at language quality and consistency between source code and its comments, similar comments in text are considered of higher quality. Steidl et al. propose an automated quality evaluation method based on four factors: consistency, usefulness, completeness and relevance [24]. The method estimates these factors by calculating the textual similarity between the comments and the code and the length of each comment. Gao et al. propose a quality evaluation framework that comprehensively consider objective quality attributes and subjective quality attributes, and conduct a comprehensive quality evaluation of source code analysis comments [25]. Source code analysis comment is an important output of software analysis task.

5. Code comment related research

In order to realize automatic code comment generation, researchers have studied code comment from various angles, providing support and guidance for automatic comment generation.

5.1. Code comment classification

Code comments enhance the readability of the code, but not all comments have the same target and target audience, so categorizing code comments can help you understand the purpose and habits of developers writing comments during development, and thus provide guidance for the automatic generation of code comments.

Pascarella et al. study how six different Java OSS projects classify source code comments using code comments [26]. Haouari et al. investigate comments habits of developers, study comments from both quantitative and qualitative perspectives, and propose a comment classification method based on comments analysis [27]. Steidl et al. propose a semi-automated method for quantitative and qualitative evaluation of comment quality by classifying comment in seven high-level categories [28]. It shows how to evaluate the quality aspects of the model by providing metrics that fit a particular category.

5.2. Consistency between code and comment

With the continuous evolution of software systems, code comments will gradually lose their consistency with the code. Many researchers focus on the issue of whether source code and related comments will change along with the evolution history of software systems to provide guidance for the design of comment generation tools.

Paul W. M et al. propose an empirical study to test source code summaries prepared by authors, readers and automatic source code summarization tools [29]. The text similarity between source code and source code summaries was tested using the Short Text Semantic Similarity (STSS) metrics. Fluri et al. describe a way to map code and comments to observe their co-evolution over multiple versions [30]. They study three open source systems, describing how comments and code have co-evolved over time. Tan et al. propose a method called @tcomment to test Javadoc comments [31], especially method attributes regarding null values and associated exceptions.

5.3. Other research

There are other attempts at code comment generation. Rodeghero et al. believe that the quality of code comment depends on the keywords selected from the code, so they improve the algorithm of keyword extraction through the eye tracking research on programmers [32]. In addition, there are also researches on the decision support method of code comment. Huang et al propose the decision support method of code comment [33]. This method extracts code semantic and structural features (abstract
6. Conclusion
The application fields of code comment generation include software maintenance, software reuse, code search, etc. Software maintenance refers to changes according to the requirements or hardware environment for the application of some or all of the modified [5], by reading the code comments, the maintenance personnel can reduce the time spent reading code. Software reuse is refers to the reuse of existing software products, including all kinds of documents and code, reduce the cost of software development and maintenance [5]. Before code reuse, if developers can use comment to read the code, will be of great help for the developers work. High-quality code comments can also be used for code search. Code search is queries entered by users in natural language, matches code fragments satisfying query conditions in the code base through various retrieval algorithms [38]. Due to the particularity of language code, the program expression may be related to natural language is different, common keyword search doesn't work, developers are hard to search code directly, but will comment as the search input statement, can realize fuzzy semantic search, keyword matching.

The research on the automatic generation, consistency changes, classification and quality evaluation and so on are the rich research achievements, but now the literature view, code comment generation technique is also facing a series of challenges, such as the accuracy is not high, application field of the single and so on. Both automatically generated and manually written code comments, there are problems such as irregular comment format, unreasonable comment location, and mismatch between comment content and code. These problems can be caused by a variety of factors, ranging from carelessness on the part of the developer to bugs in the automatic generation of code comments. In addition, the existing research has problems such as fuzzy way and single angle, and the results are not accurate or efficient enough. There is also a lack of effective tools to recommend and manage comments. Most of the previous studies were based on the collection of some attribute metrics of code comments for evaluation, and few related to the actual changes of software code, and relatively few researches on the evolution of code comments.

With the development of software, code comment plays an increasingly important role in the software development process, which is conducive to reducing the cost of software development and improving the quality of software products. This paper discusses the research status of code comment based on the related concepts of code comment and comment generation. Through the classification and summary of the existing code comment generation technology, this paper introduces and analyzes the comment generation technology, and on this basis reveals the challenges to be solved in the automatic code comment generation technology, so as to provide some references for relevant researchers and engineers.
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