ATTRICI v1.1 – counterfactual climate for impact attribution
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Abstract. Attribution in its general definition aims to quantify drivers of change in a system. According to IPCC Working Group II (WGII) a change in a natural, human or managed system is attributed to climate change by quantifying the difference between the observed state of the system and a counterfactual baseline that characterizes the system’s behavior in the absence of climate change, where “climate change refers to any long-term trend in climate, irrespective of its cause” (IPCC, 2014). Impact attribution following this definition remains a challenge because the counterfactual baseline, which characterizes the system behavior in the hypothetical absence of climate change, cannot be observed. Process-based and empirical impact models can fill this gap as they allow us to simulate the counterfactual climate impact baseline. In those simulations, the models are forced by observed direct (human) drivers such as land use changes, changes in water or agricultural management but a counterfactual climate without long-term changes. We here present ATTRICI (ATTRIBUTing Climate Impacts), an approach to construct the required counterfactual stationary climate data from observational (factual) climate data. Our method identifies the long-term shifts in the considered daily climate variables that are correlated to global mean temperature change assuming a smooth annual cycle of the associated scaling coefficients for each day of the year. The produced counterfactual climate datasets are used as forcing data within the impact attribution setup of the Inter-Sectoral Impact Model Intercomparison Project (ISIMIP3a). Our method preserves the internal variability of the observed data in the sense that factual and counterfactual data for a given day have the same rank in their respective statistical distributions. The associated impact model simulations allow for quantifying the contribution of climate change to observed long-term changes in impact indicators and for quantifying the contribution of the observed trend in climate to the magnitude of individual impact events. Attribution of climate impacts to anthropogenic forcing would need an additional step separating anthropogenic climate forcing from other sources of climate trends, which is not covered by our method.

1 Introduction

Global mean temperature (GMT) has recently surpassed 1 °C warming above pre-industrial levels (IPCC, 2018). The impact of the realized change in climate has also started to become detectable in natural, human or managed systems such as freshwater resources, terrestrial water systems, coastal systems, oceans, food production systems, the economy, human health, security and livelihoods (IPCC, 2014). The causal chain from climate change to climate impacts is often complex and intertwined with additional drivers, such as changes in management that alter climate-induced changes in crop yields (Butler et al., 2018; Iizumi et al., 2018; Zhu et al., 2019) and land use changes adding to climate-driven changes in biodiversity (Hof et al., 2018).

Attribution in its most general definition aims to quantify the drivers of change in a system. The systems and drivers considered in attribution studies vary between disciplines. In climate science, the “classical” attribution framework refers to the attribution of changes in the climate system to anthropogenic forcing (Hegerl et al., 2010; WGI contribution to IPCC, 2013) (“climate attribution”; see first arrow in Fig. 1). It addresses the following question: what is the contribution of anthropogenic emissions of greenhouse gases and aerosols or land use changes to observed changes in climatic variables, most prominently temperature and precipitation? As the response of the climate system to these forcings is often...
In both cases “climate contribution of climate change to the observed change in the system” (IPCC, 2014, chap. 18.2.1), and “attribution” is the quantification of the contribution of climate change to the observed change in the system’s behavior in the absence of climate change (second arrow in Fig. 1). The dataset is derived from the observed realization of climate, excluding the analysis how climate variability could produce alternative realizations of factual or counterfactual climate. The attribution approach is thus deterministic and not probabilistic, focusing on the separation of climate change from direct human influences as potential drivers of changes in the impacted systems. Concerning the internal variability within impacted systems, impact models to date largely do not resolve such variability and model a deterministic response to external drivers. Our approach would however allow for probabilistic attribution to climate change once impact models resolve internal variability.

The method proposed here is designed to generate a stationary climate without long-term changes. The statistical model used to produce this counterfactual climate removes the long-term change correlated with (but not necessarily caused by) large-scale climate change, represented by GMT change instead of a simple temporal trend (see Methods). The method preserves the internal variability of the observed time series by additively (e.g., for temperature) or multiplicatively (e.g., for precipitation) removing a long-term trend, such that a particularly warm or dry day compared to the long-term trend remains a particularly warm or dry day in the counterfactual climate. In this regard, the approach is similar to the subtraction of a climate trend done by Diffenbaugh and Burke (2019) to attribute historical changes in economic growth or to attribute changes in land area burned by wildfires (Abatzoglou and Williams, 2016). However, while both studies subtract the anthropogenic warming derived from climate model simulations, we subtract the realized long-term trend of the data irrespective of its cause (see WGII definition).
Attribution of impact event magnitude and trends in impact indicators to trend in climate. First, in an evaluation step it has to be demonstrated that historical impact observations (black line) can be explained by the process understanding as represented in the applied impact model and available knowledge about historical climate and socio-economic forcings. To this end, the factual simulations forced by historical climate and socio-economic forcings (solid blue line) are compared to the impact observations (solid black line). Secondly, in the attribution step the impact model is driven by counterfactual climate while all other drivers are kept equal to the factual simulation (counterfactual simulation; solid orange line). A comparison between factual and counterfactual simulations allows for the attribution of long-term changes (e.g., trends) in the impact indicator to trends in climate (contribution to trend, CT). In addition, the contribution of climate change to the magnitude of individual events (impact event attribution) can be determined as the difference between the simulated factual event magnitude and the counterfactual impact event magnitude (CE).

but otherwise the same input as in the factual simulation. Such a comparison allows for a quantification of the contribution of climate change to both the observed trend in the impact indicator (CT in Fig. 2) and the observed magnitude of an individual impact event (CE in Fig. 2). This assumes that the climate impact model calibrated to perform well in the factual simulation performs robustly also with counterfactual climate input data.

Process-based impact models such as those taking part in the ISIMIP project (http://www.isimip.org, last access: 4 August 2021) are ideal tools to address impact attribution as they generally describe the response of natural, human or managed systems not only to climate but also direct (human) drivers. For example, crop models can simulate the response of crop yields to changes in land use, irrigation patterns, fertilizer input and crop varieties (Lobell et al., 2011; Challinor et al., 2014; Minoli et al., 2019). Similarly, hydrological models can be used to simulate how dam construction and water withdrawal affect river discharge (Veldkamp et al., 2017, 2018). In addition, those models allow for a process-based representation of the extent of, e.g., river floods and droughts that can be combined with maps of asset distribution and empirical damage functions to estimate the direct economic damages induced by weather extremes. The impact attribution framework could then be used to approximate the contribution of climate change to observed trends in reported damages. Using process-based climate impact models, this contribution can be explicitly separated from changes in damages driven by changes in exposure or vulnerability. In this regard it goes beyond available approaches of damage attribution that simply estimate the contribution of anthropogenic climate forcing to observed damages by multiplying the fraction of attributable risk associated with weather extremes by the observed damage (Frame et al., 2020). In the same way, it could improve the attribution of health impacts (Mitchell et al., 2016).

In this paper we introduce a detrending method tailored to support impact attribution and illustrate its application to one of the observational climate datasets provided within ISIMIP3a (https://protocol.isimip.org/protocol/ISIMIP3a, last access: 4 August 2021; see Sect. 2 below). The quality of the associated impact attribution studies will critically depend on the quality of that observational dataset. Deficits in the observational data may lead to artifacts in the derived historical trends. For the dataset used here, we identify some of those artifacts. Since it is expected that other artifacts will be found for other observational datasets, impact attribution studies should ideally be based on a range of different observational datasets to facilitate a quantification of the contribution of observational climate data uncertainty to the uncertainty of the attribution results. This is also planned within ISIMIP3a. For the dataset considered here and potential additional ones we propose a collection of control plots that should be used to scan the observational climate data for artifacts in preparation of each individual impact attribution study. While we provide the control plots for a set of large-scale world regions and all climate variables covered by our observational climate dataset, they should be adjusted to the regions and variables of interest in an impact attribution study as part of the analysis of the factual impact simulation (Fig. 2). Low-quality factual climate forcing data are expected to result in a low-quality reproduction of observed variations in the impact indicators of interest. If that is the case, the simulation setup outlined here does not allow for an attribution of the observed changes in impacts to climate change.

2 Data

For ISIMIP3a, we construct counterfactual climate data for the global observational dataset GSWP3-W5E5. This dataset has daily temporal and 0.5° spatial resolution and consists of two parts: W5E5 v2.0 for the period 1979–2019 and GSWP3 v1.09 homogenized with W5E5 for the period 1901–1978. In the following, we describe these two parts as well as why and how they were combined for ISIMIP3a.

The GSWP3 v1.09 dataset is from the third phase of the Global Soil Wetness Project (GSWP3), an ongoing land
model intercompari on project, which shares its experiment protocol with “land-hist” of the Land Surface, Snow and Soil moisture Model Intercomparison Project (LS3MIP; van den Hurk et al., 2016) and covers the years 1901–2014 (Kim, 2017). It is a dynamically downscaled and bias-adjusted version of the 20th Century Reanalysis (20CR; Compo et al., 2011) and has been used as a meteorological forcing dataset in several climate impact assessments such as those carried out in ISIMIP2a (e.g., Müller Schmied et al., 2016; Chang et al., 2017; Schewe et al., 2019; Padrón et al., 2020) as well as in broader modeling studies (e.g., Krimmer et al., 2018; Tangdamrongsub et al., 2018; Tokuda et al., 2019). GSWP3 is also provided for the impact model evaluation task within ISIMIP3a.

20CR assimilates subdaily surface pressure and sea-level pressure observations and uses monthly sea-surface temperature (SST) and sea-ice distributions from the Hadley Centre Sea Ice and Sea Surface Temperature dataset (HadISST; Rayner et al., 2003) as lower boundary conditions. To produce GSWP3, the first of the 56 members of the 20CR ensemble was dynamically downscaled to T238 (about 0.5°) spatial resolution using the incremental correction of a single member (ICS) method of Yoshimura and Kanamitsu (2013) and the Scripps Institution of Oceanography (SIO)/Experimental Climate Prediction Center (ECPC) Global Spectral Model (GSM) with spectral nudging (Yoshimura and Kanamitsu, 2008) and vertically weighted damping coefficients (Hong and Chang, 2012). The ICS method additively adjusts the prognostic fields of a single ensemble member such that at the monthly timescale each adjusted field is identical to the corresponding ensemble mean field while all higher-frequency parts of the fields are retained. Hence, the adjusted fields represent the 20CR best estimates at the monthly timescale while they do not suffer from the increase in synoptic variability over time found in the 20CR ensemble mean (Compo et al., 2011) that is due to a decrease in the ensemble spread over time, which in turn reflects the increase in available observational constraints (Yoshimura and Kanamitsu, 2013).

The downscaled 3-hourly data were then bilinearly interpolated from T238 to a regular 0.5° latitude–longitude grid. In addition, selected variables (precipitation, surface downwelling shortwave and longwave radiation, near-surface wind speed, near-surface air temperature, surface air pressure, and near-surface specific humidity) were bias-adjusted with different methods and observational reference datasets. Precipitation was bias-adjusted at the monthly timescale using an undercatch-corrected version of the Global Precipitation Climatology Centre (GPCC) Full Data Monthly Product Version 7 (Schneider et al., 2014). The bias adjustment was done by rescaling all monthly mean values to the GPCC estimates. Radiation was bias-adjusted at the daily timescale using Surface Radiation Budget (SRB; Stackhouse et al., 2011) primary-algorithm estimates of daily mean values from SRB release 3.1 for longwave radiation and SRB release 3.0 for shortwave radiation. Since those estimates are only available for 1983–2007, bias-adjusted daily values were computed as the sum of a rescaled monthly mean value and a rescaled daily anomaly from the monthly mean, with the rescaling done such that, for the 1983–2007 time period, both the monthly mean climatology and the anomaly standard-deviation climatology matched the respective SRB estimates. Wind speed was bias-adjusted at the monthly timescale over land using mean monthly climatologies from the Climatic Research Unit (CRU) CL2.0 dataset (New et al., 2002). The bias adjustment was done by monthly rescaling such that the 1961–1990 mean monthly climatology matched that of CRU CL2.0. Temperature, pressure and humidity were bias-adjusted at the 3-hourly timescale using the WATCH forcing data methodology (Weedon et al., 2014) and monthly mean temperatures plus monthly mean diurnal temperature ranges from the CRU TS3.23 dataset (Harris et al., 2014), which covers the full 1901–2014 time period.

As a consequence of its derivation, the quality of the GSWP3 data varies over time. It varies in line with variations in the availability of the pressure, SST and sea-ice observations used to produce 20CR (Compo et al., 2011; Rayner et al., 2003) as well as with variations in the availability of the precipitation and temperature observations used to bias-adjust GSWP3 (Schneider et al., 2014; Weedon et al., 2014). Examples of temporal inhomogeneities in GSWP3 that are relevant for this study include artificial drying trends over northwest China and the Tibetan Plateau over the first half of the 20th century (Fig. 10) that are inherited from GPCC (Chen and Frauenfeld, 2014) and spurious trends in shortwave radiation and wind speed over Alaska, Northern Canada and Greenland over the first half of the 20th century (Figs. 9 and S12 in the Supplement), which are related to artificial extratropical cyclone trends in 20CR over that time period (Wang et al., 2013). Generally, the quality of 20CR, and hence GSWP3, becomes relatively stable around mid-century over the Northern Hemisphere, earlier over Europe and later over the Southern Hemisphere, in line with variations in the availability of pressure observations for data assimilation in the reanalysis (Compo et al., 2011).

The WSE5 v2.0 dataset (Lange et al., 2021) was compiled to support the bias adjustment of climate input data carried out within ISIMIP3b and covers the years 1979–2019. It combines the WFDE5 v2.0 dataset (WATCH Forcing Data methodology applied to ERA5 reanalysis data; Cucchi et al., 2020) over land with data from the latest version of the European Reanalysis (ERA5; Hersbach et al., 2020) over the ocean. WFDE5 is a meteorological forcing dataset based on ERA5. For the variables included, it is a spatially aggregated (to 0.5°) and bias-adjusted version of ERA5. Compared to 20CR used for GSWP3, many more observations were used for data assimilation in ERA5, including precipitation observations (Hersbach et al., 2020). That is why we consider ERA5 to better represent reality than 20CR for 1979 onwards. Similarly, WFDE5 is considered to better represent
realities than GSWP3, in particular with respect to day-to-day variability for variables that were bias-adjusted using only monthly mean values in both datasets, such as temperature and precipitation.

Since W5E5 is considered the more realistic dataset but only covers 1979–2019, it was extended backward in time to generate GSWP3-W5E5 for ISIMIP3a. In this extended dataset, GSWP3 data for 1901–1978 were homogenized with W5E5 data using the ISIMIP2BASD v2.5 quantile mapping method (Lange, 2019, 2021). The resulting GSWP3-W5E5 data are identical to the original W5E5 data from 1979 onwards but different from the original GSWP3 data before 1979. The goal of the homogenization was to smooth the transition from one dataset to the other in 1978/1979. To that end, for every climate variable and grid cell individually, the original GSWP3 time series for 1901–2004 were quantile-mapped to time series which have the same trends but whose distributions match those of the corresponding W5E5 data over the 1979–2004 reference period. The resulting, homogenized GSWP3 data for 1901–1978 were then used to extend W5E5 backward in time. The preservation of trends implies that differences between trends in GSWP3 and W5E5 data were not homogenized. Consequently, some inhomogeneities at the 1978/1979 transition remain. This problem particularly affects surface downwelling shortwave radiation over northern Europe and the Mediterranean Basin (Fig. 8) as discussed further in the results section.

3 Methodology

Assuming that “climate change refers to any long-term trend in climate, irrespective of its cause” (IPCC, 2014, chap. 18), we here present a method to generate time series of stationary climate data from observational daily data by removing the long-term trend while preserving the internal day-to-day variability. In the following, we first describe the general characteristics of our approach followed by a more detailed formal description of the method. Then we introduce the set of global and regional evaluation plots we recommend to regionally adjust and consider within each attribution study using the counterfactual data generated here or when applying the detrending approach to other observational climate data.

3.1 Detrending method

A very basic detrending approach would fit a linear temporal trend for all data of each day of the year assuming normally distributed residuals and remove the estimated trends from the data for each day of the year separately. In this approach the trend estimates would not only vary according to systematic variations in trends from one day of the year to the other but also randomly fluctuate from one day of the year to the next one in terms of the uncertainties associated with the individual estimates.

![Figure 3. Time series of GMT change since 1901 derived from GSWP3-W5E5 near-surface air temperature data. Shown are annual mean GMT change (gray) and GMT change smoothed by SSA with a smoothing window of 10 years (pink). The smoothed GMT change is used as the predictor of regional climate change in our detrending model (denoted by T in the text).](https://doi.org/10.5194/gmd-14-5269-2021)
positive (in that case, \( g(x) = \ln(x) \)) or can only take values between 0 and 1 (in that case, \( g(x) = \ln(1/(1-x)) \)).

In all other cases \( g(x) = x \). See Table 1 for an overview of which distributions and link functions are used for the different climate variables, and see Sect. 3.2 for further details.

For variables modeled by a Gaussian distribution, the variance \( \sigma^2 \) of \( A \) is assumed to stay constant for each day of the year; i.e., \( \sigma^2 \) does not vary with \( T \) but only depends on \( t \). For non-Gaussian distributions, the variance is assumed to change with the expected value. In that case we assume the shape of the distribution to stay constant for each day of the year.

We use harmonics for the representation of the annual cycle, i.e., the dependence of the coefficients \( c_0(t) \) and \( c_1(t) \) on the day of the year \( t \). Specifically, we use

\[
g(\mu(T, t)) = a_0(T) + \sum_{k=1}^{n} a_k(T) \cos(k\omega t) + b_k(T) \sin(k\omega t)
\]

(1)

to model the dependence of \( \mu \) on \( T \) and \( t \). Here, \( \omega = \frac{2\pi}{365.25} \) and \( n = 4 \) Fourier modes are used to model the annual cycle. The GMT-change dependence of the Fourier coefficients \( a_k, b_k \) is modeled linearly,

\[
a_k(T) = a_k^{(\text{slope})} T + a_k^{(\text{intercept})}, \quad k = 0, 1, \ldots, n,
\]

(2)

and similarly for \( b_1, b_2, \ldots, b_n \).

The distribution parameters that only depend on \( t \) are modeled using

\[
\ln(\nu(t)) = a_0^{(\text{constant})} + \sum_{k=1}^{n} a_k^{(\text{constant})} \cos(k\omega t) + b_k^{(\text{constant})} \sin(k\omega t),
\]

(3)

where \( \omega \) and \( n \) have the same values as in Eq. (1), and \( \nu \) represents \( \sigma \) for the Gaussian distribution, \( k \) for the gamma distribution, \( \alpha \) for the Weibull distribution and \( \phi \) for the beta distribution (see Table 1 and Sect. 3.2).

By limiting the number of Fourier modes to four we reduce the number of coefficients to be estimated and ensure a smooth variation of the long-term trend in \( \mu \) over the course of the year but still capture seasonal to sub-seasonal patterns such as monsoon season onsets. Setting \( n = 4 \) in Eq. (1) leads to a total of 18 slope and intercept parameters to describe the expected value \( \mu \) in terms of \( T \) and \( t \). Setting \( n = 4 \) in Eq. (3) means that nine parameters are used to describe the dependence of \( \sigma, k, \alpha \) and \( \phi \) on \( t \).

We use a Bayesian approach to estimate all of these parameters. This requires the specification of prior distributions of the model parameters. Similar to regularization techniques in frequentist approaches, the prior allows us to focus the model fitting on plausible parameter values. This is particularly important for numeric stability when the logit and logarithm link functions are applied. We use a zero-centered Gaussian prior for all parameters and all climate variables because we normalize the data before parameter estimation. We use a standard deviation of 1.0 for \( a_0^{(\text{intercept})} \); a standard deviation of \( 1/(2k-1) \) for \( a_k^{(\text{intercept})}, k = 1, \ldots, 4 \); and a standard deviation of 0.1 for \( a_k^{(\text{slope})}, k = 0, \ldots, 4 \). Our choice of priors for \( a_k^{(\text{intercept})} \) is based on the assumption that the first mode with a period of 1 year explains the largest part of the annual cycle and higher-order modes have decreasing influence. However this is only a prior assumption; i.e., if the data show different patterns, they can still be captured by our model. For \( a_k^{(\text{constant})} \) we use the same priors as for \( a_k^{(\text{intercept})} \). We use the same priors for the parameters \( b_k \). We technically implemented the model fitting by use of the pymc3 python package (Salvatier et al., 2016). Before the regression, all time series are normalized to simplify the Bayesian model parameter estimation. To restore the original units, the normalization is reversed after detrending.

The overall intention of our approach is to find appropriate parameter values such that \( A(T, t) \) captures long-term trends in the variables that can be removed by setting \( T \) to zero. This is important because the counterfactual distributions are then defined by \( A(T = 0, t) \). As an example, the factual \( A(T, t) \) and the counterfactual \( A(T = 0, t) \) as well as the associated daily values of one particular tas time series are shown in Fig. 4. The difference between the expected values of distribution \( A(T, \cdot) \) (black line) and \( A(T = 0, \cdot) \) (orange line) is due to a vertical shift that is composed of a linear increase with \( T \) captured by \( a_0 \) and a change in the amplitude and phase of the annual cycle captured by the Fourier coefficients \( a_k, b_k, k > 0 \). The counterfactual daily data are generated by quantile mapping; i.e., an observed value \( x \) that corresponds to a certain quantile of the factual distribution \( A(T, t) \) is mapped to the counterfactual value \( x' \) that corresponds to the same quantile of the counterfactual distribution \( A(T = 0, t) \). We illustrate this for an observed value \( x \) that corresponds to the 95th percentile of the factual distribution in Fig. 4: we first obtain the cumulative probability of the factual (i.e., observed) temperature (large black dot in panel a) from the factual cumulative distribution function (CDF; black line in panel b). We then obtain the counterfactual temperature (large orange dot in panel a) from the counterfactual CDF (orange line in panel b).

3.2 Model choices for each climate variable

3.2.1 Near-surface air temperature, surface air pressure and surface downwelling longwave radiation

We use the Gaussian distribution to model these variables as their values are far from their physical lower bound of zero.
Table 1. Climate variables covered by ISIMIP3a counterfactual climate datasets. Listed are each variable’s short name and unit as well as the statistical distribution and link function used for detrending it. Also specified is the dependence of the distribution parameters on GMT change, $T$, and day of the year, $t$, as used in our GLM. The variables $\text{tasrange}$ and $\text{tasskew}$ are auxiliary variables used to detrend $\text{tasmin}$ and $\text{tasmax}$.

| Variable                                      | Short name | Unit       | Statistical distribution                                                                 | Link function |
|-----------------------------------------------|------------|------------|-----------------------------------------------------------------------------------------|---------------|
| Daily mean near-surface air temperature       | $\text{tas}$ | K          | Gaussian with mean value $\mu(T,t)$ and standard deviation $\sigma(t)$                   | $g(\mu) = \mu$ |
| Daily near-surface temperature range          | $\text{tasrange}$ | K          | Gamma with mean value $\mu(T,t)$ and shape $k(t)$                                       | $g(\mu) = \ln(\mu)$ |
| Daily near-surface temperature skewness       | $\text{tasskew}$ | 1          | Gaussian with mean value $\mu(T,t)$ and standard deviation $\sigma(t)$                   | $g(\mu) = \mu$ |
| Precipitation                                | $\text{pr}$ | kg m$^{-2}$ s$^{-1}$ | For wet or dry day: Bernoulli with dry-day probability $p(T,t)$  
For intensity of precipitation on wet days: gamma with mean value $\mu(T,t)$ and shape $k(t)$ | $g(p) = \ln(p / (1 - p))$ |
| Surface downwelling shortwave radiation       | $\text{rsds}$ | W m$^{-2}$ | Gaussian with mean value $\mu(T,t)$ and standard deviation $\sigma(t)$                   | $g(\mu) = \mu$ |
| Surface downwelling longwave radiation        | $\text{rlds}$ | W m$^{-2}$ | Gaussian with mean value $\mu(T,t)$ and standard deviation $\sigma(t)$                   | $g(\mu) = \mu$ |
| Surface air pressure                          | $\text{ps}$ | Pa         | Gaussian with mean value $\mu(T,t)$ and standard deviation $\sigma(t)$                   | $g(\mu) = \mu$ |
| Near-surface wind speed                       | $\text{sfcwind}$ | m s$^{-1}$ | Weibull with shape $\alpha(t)$ and scale $\beta(T,t)$                                  | $g(\beta) = \ln(\beta)$ |
| Near-surface relative humidity                | $\text{hurs}$ | %          | Beta with mean value $\mu(T,t)$ and dispersion $\phi(t)$                                | $g(\mu) = \ln(\mu / (1 - \mu))$ |
| Near-surface specific humidity                | $\text{huss}$ | kg kg$^{-1}$ | Derived from $\text{hurs}$, $\text{ps}$ and $\text{tas}$                             |               |
| Daily minimum near-surface air temperature    | $\text{tasmin}$ | K          | Derived from $\text{tas}$, $\text{tasrange}$ and $\text{tasskew}$                    |               |
| Daily maximum near-surface air temperature    | $\text{tasmax}$ | K          | Derived from $\text{tas}$, $\text{tasrange}$ and $\text{tasskew}$                    |               |

3.2.2 Daily minimum and maximum near-surface air temperature

They provide a measure of the diurnal temperature cycle in the daily resolved dataset. We do not estimate counterfactual time series for $\text{tasmin}$ and $\text{tasmax}$ directly to avoid large relative errors in the daily temperature range as pointed out by Piani et al. (2010). Instead we construct counterfactuals for the auxiliary variables $\text{tasrange} = \text{tasmax} - \text{tasmin}$ and $\text{tasskew} = (\text{tas} - \text{tasmin})/\text{tasrange}$ that then determine the $\text{tasmin}$ and $\text{tasmax}$ counterfactuals (Piani et al., 2010). We use the gamma distribution to model $\text{tasrange}$ since it has a lower bound at zero. The expected value is modeled according to Eq. (1). The skewness of the diurnal near-surface temperature cycle, $\text{tasskew}$, is modeled by a Gaussian distribution. While theoretically bounded, $\text{tasskew}$ is never close to its bounds of zero and one. This justifies the Gaussian model choice.
3.2.3 Precipitation

We use a mixed Bernoulli–gamma distribution (Gudmundsson et al., 2012) for precipitation; i.e., the distribution of wet versus dry days is described by a Bernoulli distribution with \( p \) describing the probability of dry days, while the intensity of precipitation on wet days is assumed to follow a gamma distribution. A day is considered dry if the amount of precipitation on a dry day is below 0.1 mm d\(^{-1}\). Wet days are all days where the threshold is exceeded. We describe the gamma distribution by its expected value and a shape parameter \( k \). We assume that the expected value, \( p \), of the Bernoulli distribution and the expected value of the gamma distribution vary with \( T \) and \( t \), while the shape parameter \( k \) of the gamma distribution is assumed to only vary with \( t \). If the probability of dry days, \( p_{\text{actual}} \), of the factual distribution \( A(T, t) \) is larger than the probability of dry days, \( p_{\text{counterfactual}} \), of the counterfactual distribution \( A(T = 0, t) \), dry days are turned into wet days at random with probability \( p_{\text{actual}} − p_{\text{counterfactual}} \) by assigning them a small precipitation amount above the wet-day threshold. This random conversion of dry days into wet days may result in physical inconsistencies with other climate variables. These inconsistencies are small by design since the new wet days are the least wet of all counterfactual wet days.

3.2.4 Surface downwelling shortwave radiation

Physically bound to positive numbers, the limit is only reached in the special case of the polar night. We thus use a Gaussian distribution to model rsds. If quantile mapping leads to negative values, we use the original value instead.

3.2.5 Near-surface wind speed

We use a Weibull distribution to model surface wind speed. The distribution has a shape parameter \( \alpha \) and a scale parameter \( \beta \), which both need to be positive. The expected value of the Weibull distribution is given by \( \beta \Gamma (1 + 1/\alpha) \) with the gamma function \( \Gamma \). We model the scale parameter \( \beta \) by Eq. (1) using the natural logarithm as the link function. We handle the shape parameter similar to the standard deviation of the Gaussian distribution, being independent of GMT change but varying with \( t \).

3.2.6 Near-surface relative humidity

Near-surface relative humidity hurs is positive and less than or equal to one. We assume hurs to follow a beta distribution. Its expected value is allowed to vary with \( T \) and \( t \). The associated coefficients are estimated using a beta regression model (Ferrari and Cribari-Neto, 2004) and Eq. (1) for the expected value, while the dispersion parameter, \( \phi \), is assumed to only vary with \( t \).

3.2.7 Near-surface specific humidity

The counterfactual for huss is derived from counterfactual tas, ps and hurs using the equations of Buck (1981) as described in Weedon et al. (2010).

3.3 Evaluation method

To evaluate the detrending method and the counterfactual GSWP3-W5E5 data, we use the difference between multiyear averages of each climate variable over the beginning of the time period (1901–1930) and multi-year averages over the end of the time period (1990–2019) as a measure of the trend. We compare this trend measure between the observed data and the counterfactual data, for which it should be close to zero (Figs. 5 and 6). In addition, we propose plotting the entire time series for regionally averaged annual (or seasonal) mean values for both the original and the counterfactual climate data. Here, we do so for annual regional averages over 21 world regions (Giorgi and Francisco, 2000), see left panels of Figs. 7–10 and Supplement figures, but propose adjusting the regions and season for each attribution study individually according to its focus. For our specific observational dataset we add annual regional averages of the original
GSWP3 data to check if the homogenization of GSWP3 with W5E5 has introduced artificial trends in the factual GSWP3-W5E5 data. To evaluate the performance of the detrending method for each day of the year we propose to compare the 1990–2019 regional mean climatology of the counterfactual data to the 1901–1930 regional mean climatology of the factual data for each region of interest (right panels of Figs. 7–10 and Supplement figures).

4 Results

The counterfactual dataset evaluated in the following is free to download through the ISIMIP data portal (https://data.isimip.org/search/climate_scenario/counterclim/, last access: 4 August 2021) along with the underlying original data. Our method strongly reduces the observed difference between multi-year averages over the beginning of the century (1901–1930) and the end of the observational period (1990–2019) for most locations and variables (Figs. 5 and 6). The remaining differences are largest for precipitation over the Tibet region and for wind speed over Greenland. In the following we exemplarily zoom into these regions to resolve the temporal evolution of the regionally averaged factual and counterfactual data (Figs. 7–10, left panels) and evaluate the detrending for each day of the year (Figs. 7–10, right panels). We start with temperature and precipitation in northern Europe where the detrending works well and then focus on regions where the factual data show artifacts that may make them inadequate for impact attribution within the proposed setup.

4.1 Temperature, northern Europe (NEU)

There is essentially no difference between the GSWP3 data and the GSWP3-W5E5 data in the period 1979–2014 where the original GSWP3 and W5E5 data overlap. Our approach successfully removes the long-term trend from the factual time series of regionally averaged annual temperature data (Fig. 7a) and for each day of the year (Fig. 7b). By construction, the detrending retains the year-to-year variability; i.e., hot days stay hot and cold days stay cold. The counterfactual 1990–2019 averages for individual days of the year match the seasonal evolution of the factual data at the beginning of the century (1901–1930) as intended. In northern Europe, temperatures for each day of the year have changed relatively uniformly throughout the year (Fig. 7b).

4.2 Precipitation, northern Europe (NEU)

The GSWP3 data are offset to slightly higher values of precipitation compared to the GSWP3-W5E5 data in the period 1979–2014 where the original GSWP3 and W5E5 data overlap. The homogenization method of the GSWP3-W5E5 data transfers this offset to the period 1901–1979, leading to a more consistent dataset. Our approach successfully removes the long-term trend from the observed annual regional average time series (Fig. 7c). There is a seasonality in the long-term trend with almost no change in April and August in contrast to positive trends in the other months (compare thick to thin black line in Fig. 7d). Our approach successfully captures this seasonal variation of the trend. The annual cycle of the counterfactual data in the period 1990–2019 (orange line) matches the annual cycle of the factual data in the beginning of the century 1901–1930 (thick black line).

4.3 Shortwave radiation, Mediterranean Basin (MED)

There is a considerable offset between the GSWP3 and W5E5 data in the overlapping 1979–2014 period (see difference between dashed and solid black line in Fig. 8). In addition, the GSWP3 data do not show a trend over the entire time period 1901–2014, whereas there is a positive trend in the 1979–2019 W5E5 data. The harmonization has shifted the original GSWP3 data but did not introduce a trend by design of the quantile mapping method used for it (see Sect. 2). This results in inhomogeneous decadal trends in the GSWP3-W5E5 data and a jump at the 1978/1979 transition. This change in the characteristics of the shortwave radiation in GSWP3-W5E5 is an artifact introduced by the different characteristics of the GSPW3 and W5E5 data and not related to GMT change. Thus, in this region the trend in the factual rsds time series is not reliable enough to derive a meaningful no-climate-change counterfactual rsds time series. Annual shortwave radiation over northern Europe is affected in a similar way (Fig. S21).

4.4 Wind speed, Greenland (GRL)

The factual datasets show spurious trends in wind speed over Alaska, northern Canada and Greenland over the first half of the 20th century (regions GRE and ALA, Figs. 9 and S16), which are related to artificial extratropical cyclone trends in the 20CR reanalysis over that time period (Wang et al., 2013). Shortwave radiation in those regions is affected in a similar way (Figs. S15 and S17). Our detrending method is unable to distinguish spurious trends from real trends. It finds a correlation between GMT change and the spurious trends and produces counterfactual data that have a spurious positive trend over the second half of the 20th century (Fig. 9a). Such counterfactual time series are clearly not reliable.

4.5 Precipitation, Tibetan Plateau (TIB)

Over the first half of the 20th century the GSWP3-W5E5 precipitation data show a strong drying trend over the TIB region that is assumed to be artificial and inherited from the underlying GPCC dataset (Sect. 2). Since the trend is not related to global warming, it is not well captured by our detrending model. Consequently, the average counterfactual precipitation at the end of the observational period does not match the average factual data at the beginning of the period (Figs. 5h and 10b). The detrending leads to a positive trend over the
second half of the century, while the factual data do not show such a trend. Since the observational data for the first half of the century are considered unreliable, they are also not fit to derive a meaningful no-climate-change counterfactual.

We present further plots covering all variables and Giorgi regions in the Supplement. Given potential artifacts in the factual data, the associated plots have to be analyzed when planning a regional attribution study.

5 Discussion

The attribution of changes in the climate system to anthropogenic interference with the climate system is a mature research field (IPCC, 2013; Gillett et al., 2016; NAS, 2016; Stott et al., 2016). Less work has been done on the attribution of changes in natural, human and managed systems affected by climate change in combination with other time-evolving drivers. Impact attribution as defined in the introduction aims to quantify the role of climate change versus the other drivers of change. Impact attribution needs a comparison of the observed state of the considered system to its hypothetical, counterfactual state without climate change. The reason for the change in climate trends and a separation of anthropogenically forced changes from climate variability are not necessarily required. Thus, a simplified methodology that detrends observational data is sufficient without the need for probabilistic climate model simulations. The proposed design of the counterfactual climate forcing data and the associated impact simulation framework mean a restriction to “impact attribution to climate change” instead of “impact attribution to anthropogenic climate forcing”. The latter is necessary to, for example, attribute a fraction of an impact to a greenhouse gas emitter and support climate litigation (Marjanac et al., 2017; Burger et al., 2020). Thus the counterfac-
Figure 6. Same as Fig. 5 but for rlds, ps, sfcwind, hurs and huss. Note that the color scale is capped for wind at $-0.5$ and $0.5 \text{ m s}^{-1}$ and for hurs at $-12\%$ and $12\%$. Values below and above those bounds are displayed in dark blue and dark red, respectively.

...tual climate data generated here are not intended to replace climate simulations with counterfactual greenhouse gas forcings such as the histNAT CMIP6 experiments’ (Gillett et al., 2016) large climate model ensembles that are required to attribute changes in climate or impacts to anthropogenic emissions.

Climate impact models can be considered as ideal tools to address impact attribution as they are usually designed to represent the response of impact indicators to climate disturbances but also account for direct human interventions such as agricultural management changes, water abstraction or flood protection measures. Within the model, individual drivers can be controlled, and a factual run (observed climate change + observed direct human interventions, Fig. 2 blue line) can be compared to a counterfactual run (counterfactual climate + observed direct human interventions, Fig. 2 orange line).

By providing climate forcing data for counterfactual climate impact runs, we facilitate impact attribution following the basic IPCC AR5 WGII definition utilizing the strength of impact models to address the important question of to what degree climate change is already affecting natural, human and managed systems. So far the contribution of climate change to long-term historical changes in human, natural or managed systems is often addressed by model simulation where direct human interventions are fixed while only climate is allowed to change according to historical observations (e.g., Sauer et al., 2021). However, this alternative definition may also lead to different results and does not allow for the attribution of the magnitude of individual impact events to climate change as described in Fig. 2.

Attribution draws a causal connection and quantifies the change due to the cause. An important part of the attribution work is thus to ensure that the cause–effect relationship is correctly captured in the model. This requires careful analysis and model evaluation to show that the change estimated by an impact model is a reliable estimate of the real-world change. Simulated changes need to agree with observed...
changes, and it needs to be ruled out whether this agreement is due to confounding factors that drive observed changes but are not part of the model simulations. The ISIMIP3a historical simulations serve to address these points and demonstrate the explanatory power of impact models as an integral part of the attribution work.

Our method ultimately builds on the correlation between a regional climate variable and decadal GMT change to remove long-term trends in the regional climate variables without implying causality. It is well possible that changes in regional climate variables have other reasons than global warming such as local effects of land use changes and aerosol emissions as well as regional characteristics of large-scale decadal climate oscillations. However, our study shows that GMT change is generally a powerful predictor allowing for generating stationary counterfactual climate data. Major detrending failures seem to be related to artifacts in the factual observational climate data that particularly affect the first half of the century and prevent impact attribution in the proposed framework.

Our detrending approach does not guarantee the maintenance of physical consistency of different climate variables in the counterfactual datasets in terms of, e.g., energy closure or water budgets. However, the applied quantile mapping preserves ranks, which means that relatively high values before the mapping are also relatively high after the mapping and similarly for relatively low values. Statistically speaking, univariate quantile mapping independently applied to all climate variables preserves the multivariate rank distribution (the copula) over all variables. In that sense the statistical dependence between variables is preserved by our detrending method, and the risk of producing physically inconsistent counterfactual climate data is at least limited. This is critical for the attribution of the extreme event magnitude to observed climate trends (see introduction) because several climate variables can contribute to impact extremes.

Here, we deliberately excluded the question of what drives climate change, i.e., the attribution of changes in the climate system to greenhouse gas emissions, as it often implies a focus on this aspect and less attention is paid to the separation of climate change from direct human interventions as drivers of observed changes in natural, human and managed systems. The restriction of the research question to “impact attribution to climate change in general” makes the assessments independent of climate simulations and their potential limitation in reproducing processes relevant for historical climate change. Instead, the restricted framework is directly linked to impact model evaluation and the question of how well we understand the observed changes in human, natural and managed systems. This question can most directly be addressed by the factual impact simulations proposed here rather than with impact simulations based on simulated histor-
Code and data availability. The source code underlying the analysis presented in the paper (v1.1.0) is archived at https://doi.org/10.5281/zenodo.5032065 (Mengel et al., 2021a). The source code to produce the figures as appearing in the paper (v1.1.0) is archived at https://doi.org/10.5281/zenodo.5036701 (Mengel and Treu, 2021). All code is open to use under the GPL license. The presented counterfactual climate dataset is archived at https://doi.org/10.5281/zenodo.5036364 (Mengel et al., 2021b) and based on v1.1.0 of the source code.

Supplement. The supplement related to this article is available online at: https://doi.org/10.5194/gmd-14-5269-2021-supplement.

Author contributions. MM, ST, SL and KF developed the concept. ST and MM implemented the methods, wrote the code and produced the data. All authors wrote the paper.

Competing interests. The authors declare that they have no conflict of interest.

Disclaimer. Publisher’s note: Copernicus Publications remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Acknowledgements. We thank Hyungjun Kim for helping us to explain the making of the GSWP3 dataset. We thank Anne Gadeke and Christoph Menz for beta testing our counterfactual data. We are grateful to Benjamin Schmidt’s early contributions to the code. We thank the two anonymous reviewers for their helpful comments on the initial version of this paper.

Financial support. This research has been supported by the German Federal Ministry of Education and Research (BMBF, grant no. 01LS1711A). Stefan Lange received funding from the European Union H2020 SC5-01-2014 (CRESCEMD, grant no. 641816). Simon Treu received funding from the European Union H2020 LC-CLA-03-2018 (RECEIPT, grant no. 820712).

The publication of this article was funded by the Open Access Fund of the Leibniz Association.

Review statement. This paper was edited by Juan Antonio Añel and reviewed by two anonymous referees.

References

Abatzoglou, J. T. and Williams, A. P.: Impact of anthropogenic climate change on wildfire across western US forests, P. Natl. Acad. Sci. USA, 113, 11770–11775, 2016.

Buck, A. L.: New Equations for Computing Vapor Pressure and Enhancement Factor, J. Appl. Meteorol., 20, 1527–1532, 1981.

Burger, M., Wentz, J., and Horton, R.: The Law and Science of Climate Change Attribution, Columbia Journal of Environmental Law, 45, 57–240, https://doi.org/10.7916/cjel.v45s1.4730, 2020.

Butler, E. E., Mueller, N. D., and Huybers, P.: Peculiarly pleasant weather for US maize, P. Natl. Acad. Sci. USA, 115, 11935–11940, 2018.

Cannon, A. J., Sobie, S. R., and Murdock, T. Q.: Bias Correction of GCM Precipitation by Quantile Mapping: How Well Do Methods Preserve Changes in Quantiles and Extremes?, J. Climate, 28, 6938–6959, 2015.

Challinor, A. J., Watson, J., Lobell, D. B., Howden, S. M., Smith, D. R., and Chhetri, N.: A meta-analysis of crop yield under climate change and adaptation, Nat. Clim. Chang., 4, 287–291, 2014.

Chang, J., Ciais, P., Wang, X., Piao, S., Asrar, G., Betts, R., Chevallier, F., Dury, M., François, L., Frieler, K., Ros, A. G. C., Hennrot, A.-J., Hickler, T., Ito, A., Morftopoulos, C., Munhoven, G., Nishina, K., Ostberg, S., Pan, S., Peng, S., Rafique, R., Rey, C. Rödenbeck, C., Schaphoff, S., Steinkamp, J., Tian, H., Viovy, N., Yang, J., Zeng, N., and Zhao, F.: Benchmarking carbon fluxes of the ISIMIP2a biome models, Environ. Res. Lett., 12, 045002, https://doi.org/10.1088/1748-9326/aa63fa, 2017.

Chen, L. and Frauenfeld, O. W.: A comprehensive evaluation of precipitation simulations over China based on CMIP5 multimodel ensemble projections: CMIP5 PRECIPITATION IN CHINA, J. Geophys. Res., 119, 5767–5786, 2014.

Compo, G. P., Whitaker, J. S., Sardeshmukh, P. D., Matsui, N., Allan, R. J., Yin, X., Gleason, B. E., Vose, R. S., Rutledge, G., Bessemoulin, P., Brönnimann, S., Brunet, M., Crouthamel, R. I., Grant, A. N., Groisman, P. Y., Jones, P. D., Kruk, M. C., Kruger, A. C., Marshall, G. J., Mauri, M., Mok, H. Y., Nordli, Ø., Ross, T. F., Trigo, R. M., Wang, X. L., Woodruff, S. D., and Worley, S. J.: The Twentieth Century Reanalysis Project, Q. J. Roy. Meteor. Soc., 137, 1–28, 2011.

Cucchi, M., Weedon, G. P., Amici, A., Bellouin, N., Lange, S., Müller Schmied, H., Hersbach, H., and Buontempo, C.: WFDE5: bias-adjusted ERA5 reanalysis data for impact studies, Earth Syst. Sci. Data, 12, 2097–2120, https://doi.org/10.5194/essd-12-2097-2020, 2020.
Diffenbaugh, N. S. and Burke, M.: Global warming has increased
global economic inequality, P. Natl. Acad. Sci. USA, 116, 9808–
9813, 2019.

Diffenbaugh, N. S., Singh, D., Mankin, J. S., Horton, D. E., Swain,
D. L., Touma, D., Charland, A., Liu, Y., Haugen, M., Tsang, M.,
and Rajaratnam, B.: Quantifying the influence of global warming
on unprecedented extreme climate events, P. Natl. Acad. Sci.
USA, 114, 4881–4886, 2017.

Ferrari, S. and Cribari-Neto, F.: Beta Regression for Modelling
Rates and Proportions, J. Appl. Stat., 31, 799–815, 2004.

Frame, D. J., Wehner, M. F., Noy, I., and Rosier, S. M.: The eco-
nomic costs of Hurricane Harvey attributable to climate change,
Climatic Change, 160, 271–281, https://doi.org/10.1007/s10584-
020-02692-8, 2020.

Ghil, M., Allen, M. R., Dettinger, M. D., Ide, K., Kondrashov,
D., Mann, M. E., Robertson, A. W., Saunders, A., Tian, Y., Varadi,
F., and Yiou, P.: Advanced spectral methods for climatic time series, Rev. Geophys., 40, 3–1–3–41,
https://doi.org/10.1029/2000RG000092, 2002.

Gillett, N. P., Shiohama, H., Funke, B., Hegerl, G., Knutti, R.,
Matthes, K., Santer, B. D., Stone, D., and Tebaldi, C.: The De-
tection and Attribution Model Intercomparison Project (DAMIP
v1.0) contribution to CMIP6, Geosci. Model Dev., 9, 3685–3697,
https://doi.org/10.5194/gmd-9-3685-2016, 2016.

Giorgi, F. and Francisco, R.: Evaluating uncertainties in the pre-
cision of regional climate change, Geophys. Res. Lett., 27, 1295–
1298, 2000.

Gudmundsson, L., Bremnes, J. B., Haugen, J. E., and Engen-
Skaugen, T.: Technical Note: Downscaling RCM precipitation to
the station scale using statistical transformations – a com-
parison of methods, Hydrol. Earth Syst. Sci., 16, 3383–3390,
https://doi.org/10.5194/hess-16-3383-2012, 2012.

Harris, I., Jones, P. D., Osborn, T. J., and Lister, D. H.: Up-
dated high-resolution grids of monthly climatic observations
– the CRU TS3.10 Dataset, Int. J. Climatol., 34, 623–642,
https://doi.org/10.1002/joc.3711, 2014.

Hegerl, G. C., Hoegh-Guldberg, O., Casassa, G., Hoerling, M. P.,
Kovats, R. S., Parmesan, C., Pierce, D. W., and Stott, P. A.: Good
practice guidance paper on detection and attribution related to
anthropogenic climate change, in: Meeting Report of the Inter-
governmental Panel on Climate Change Expert Meeting on De-
tection and Attribution of Anthropogenic Climate Change, 2010.

Herger, N., Sanderson, B. M., and Knutti, R.: Improved pattern scaling approaches for the use in climate impact
studies, Geophys. Res. Lett., 42, 3486–3494,
https://doi.org/10.1002/2015GL063569, 2015.

Herschbach, H., Bell, B., Berrisford, P., Hirahara, S., Horányi, A.,
Muñoz-Sabater, J., Nicolás, J., Peubey, C., Radu, R., Schepers,
D., Simmons, A., Sugi, A., Abdalati, W., Marchesiello, P.,
Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., Chiara, G.,
Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Flemming,
J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L., Healy, S.,
Hogan, R. J., Hólm, E., Janisková, M., Keeley, S., Laloyaux, P.,
Lopez, P., Lupu, C., Radnoti, G., Rosnay, P., Rozum, I., Vamborg,
F., Villaume, S., and Thépaut, J.: The ERA5 global reanalysis, Q.
J. Roy. Meteor. Soc., 146, 1999–2049, 2020.

Hof, C., Voskamp, A., Biber, M. F., Böning-Gaese, K., Engellhardt,
E. K., Niamir, A., Willis, S. G., and Hickler, T.: Bioenergy crop-
land expansion may offset positive effects of climate change mit-
igation for global vertebrate diversity, P. Natl. Acad. Sci. USA,
115, 13294–13299, 2018.

Hong, S.-Y. and Chang, E.-C.: Spectral nudging sensitivity exper-
iments in a regional climate model, Asia-Pacifc J. Atmos. Sci.,
48, 345–355, https://doi.org/10.1007/s13143-012-0033-3, 2012.

Iizumi, T., Shiohama, H., Imada, Y., Hanasaki, N., Takikawa, H.,
and Nishimori, M.: Crop production losses associated with an-
thropogenic climate change for 1981–2010 compared with prein-
dustrial levels, Int. J. Climatol., 38, 5405–5417, 2018.

IPCC: Climate Change 2013: The Physical Science Basis: Work-
ng Group I Contribution to the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change, Cambridge University
Press, 1552 pp., 2013.

IPCC: Climate Change 2014 – Impacts, Adaptation and Vulnerability:
Global and Sectoral Aspects, Cambridge University Press,
1140 pp., 2014.

IPCC: Global Warming of 1.5 °C. An IPCC Special Report on the
impacts of global warming of 1.5 °C above pre-industrial levels
and related global greenhouse gas emission pathways, in the
context of strengthening the global response to the threat of cli-
mate change, sustainable development, and efforts to eradicate
poverty, 630 pp., 2018.

Kim, H.: Global Soil Wetness Project Phase 3 Atmospheric Boundary
Conditions (Experiment 1), Data Integration and Analysis System
[data set], https://doi.org/10.20783/DIAS.501, 2017.

Krinner, G., Derksen, C., Essery, R., Flannin, M., Hagemann, S.,
Clark, M., Hall, A., Rott, H., Bruel-Vuilmet, C., Kim, H., Mé-
nard, C. B., Mudryk, L., Thackery, C., Wang, L., Arduini, G.,
Balsamo, G., Bartlett, P., Boike, J., Boone, A., Chéruy, F., Colin,
J., Cuntz, M., Dai, Y., Decharme, B., Derry, J., Ducharme, A.,
Dutra, E., Fang, X., Fierz, C., Ghattas, J., Gusev, Y., Haverd,
V., Kontu, A., Lafaysse, M., Law, R., Lawrence, D., Li, W., Marke,
T., Marks, D., Ménégoz, M., Nasonova, O., Nitta, T., Niwano,
P., Pomery, J., Raleigh, M. S., Schaedler, G., Semenov, V.,
Smirnova, T. G., Stacke, T., Strasser, U., Svensson, S., Turkov,
D., Wang, T., Weaver, N., Yuan, H., Zhou, W., and Zhu, D.: ESM-
SnowMIP: assessing snow models and quantifying snow-
related climate feedbacks, Geosci. Model Dev., 11, 5027–5049,
https://doi.org/10.5194/gmd-11-5027-2018, 2018.

Lange, S.: Trend-preserving bias adjustment and statistical down-
scaling with ISIMIP3BASD (v1.0), Geosci. Model Dev., 12,
3055–3070, https://doi.org/10.5194/gmd-12-3055-2019, 2019.

Lange, S.: ISIMIP3BASD v2.5.0, Zenodo [code],
https://doi.org/10.5281/zenodo.4686991, 2021.

Lange, S., Menz, C., Gleixner, S., Cucchi, M., Weedon, G. P., Amici,
I., Bellouin, N., Müller Schmied, H., Herschbach, H., Bueno-
tempo, C., and Cagnazzo, C.: WFD5 over land merged with ERA5
over the ocean (W5E5 v2.0), ISIMIP Repository [data set],
https://doi.org/10.48364/ISIMIP342217, 2021.

Lobell, D. B., Schlenker, W., and Costa-Roberts, J.: Climate trends
and global crop production since 1980, Science, 333, 616–620,
2011.

Matjanac, S., Patton, L., and Thornton, J.: Acts of God, human in-
fluence and litigation, Nat. Geosci., 10, 616–619, 2017.

Mengel, M. and Treu, S.: Visualization code for ATTRICI 1.1
(Version v1.1.0), Zenodo [code],
https://doi.org/10.5281/zenodo.5036701, 2021.
M. Mengel et al.: ATTRICI v1.1

5283

Mengel, M., Treu, S., and Schmidt, B.: ISI-MIP/attrici: Major methodological updates for final manuscript (Version v1.1.0), Zenodo [code], https://doi.org/10.5281/zenodo.5032065, 2021a.
Mengel, M., Treu, S., Lange, S., and Frieler, K.: Data from ATTRICI 1.1 – counterfactual climate for impact attribution (Version 1.1.0), Zenodo [data set], https://doi.org/10.5281/zenodo.5036364, 2021b.
Minoli, S., Müller, C., Elliott, J., Ruane, A. C., Jägermeyr, J., Zabel, F., Dury, M., Folberth, C., François, L., Hank, T., Jacquemin, I., Liu, W., Olin, S., and Pugh, T. A. M.: Global response patterns of major rainfed crops to adaptation by maintaining current growing periods and irrigation, Earths Future, 7, 1464–1480, 2019.
Mitchell, D., Heaviside, C., Vardoulakis, S., Huntingford, C., Masato, G., Guillod, B. P., Frumhoff, P., Bowery, A., Wallom, D., and Allen, M.: Attributing human mortality during extreme heat waves to anthropogenic climate change, Environ. Res. Lett., 11, 074006, https://doi.org/10.1088/1748-9326/11/7/074006, 2016.
Mitchell, T. D.: Pattern Scaling: An Examination of the Accuracy of the Technique for Describing Future Climates, Climatic Change, 60, 217–242, 2003.
Müller Schmied, H., Adam, L., Eisner, S., Fink, G., Flörke, M., Kim, H., Oki, T., Portmann, F. T., Reinecke, R., Riedel, C., Song, Q., Zhang, J., and Döll, P.: Variations of global and continental water balance components as impacted by climate forcing uncertainty and human water use, Hydrol. Earth Syst. Sci., 20, 2877–2898, https://doi.org/10.5194/hess-20-2877-2016, 2016.
NAS: Attribution of Extreme Weather Events in the Context of Climate Change, The National Academies Press, Washington, DC, 2016.
New, M., Lister, D., Hulme, M., and Makin, I.: A high-resolution data set of surface climate over global land areas, Clim. Res., 21, 1–25, 2002.
Padrón, R. S., Gudmundsson, L., Decharme, B., Ducharme, A., Lawrence, D. M., Mao, J., Peano, D., Knirmer, G., Kim, H., and Seneviratne, S. I.: Observed changes in dry-season water availability attributed to human-induced climate change, Nat. Geosci., 13, 477–481, 2020.
Pall, P., Aina, T., Stone, D. A., Stott, P. A., Nozawa, T., Hilberts, A. G. J., Lohmann, D., and Allen, M. R.: Anthropogenic greenhouse gas contribution to flood risk in England and Wales in autumn 2000, Nature, 470, 382–385, 2011.
Piani, C., Weedon, G. P., Best, M., Gomes, S. M., Viterbo, P., Hagemann, S., and Haerter, J. O.: Statistical bias correction of global simulated daily precipitation and temperature for the application of hydrological models, J. Hydrol., 395, 199–215, 2010.
Rayner, N. A. A., Parker, D. E., Horton, E. B., Folland, C. K., Alexander, L. V., Rowell, D. P., Kent, E. C., and Kaplan, A.: Global analyses of sea surface temperature, sea ice, and night marine air temperature since the late nineteenth century, J. Geophys. Res.-Atmos., 108, 4407, https://doi.org/10.1029/2002JD002670, 2003.
Salvatier, J., Wiecki, T. V., and Fonnesbeck, C.: Probabilistic programming in Python using PyMC3, PeerJ Comput. Sci., 2, e55, https://doi.org/10.7717/peerj-cs.55, 2016.
Santer, B. D., Wigley, T. M. L., Schlesinger, M. E., and Mitchell, J. F. B.: Developing climate scenarios from equilibrium GCM results, Max-Planck-Institut für Meteorologie, report no. 47, 29 pp., 1990.
Sauer, I. J., Reese, R., Otto, C., Geiger, T., Willner, S. N., Guillod, B. P., Bresch, D. N., and Frieler, K.: Climate signals in river flood damages emerge under sound regional disaggregation, Nat. Commun., 12, 2128, https://doi.org/10.1038/s41467-021-22153-9, 2021.
Schaller, N., Kay, A. L., Lamb, R., Massey, N. R., van Oldenborgh, G. J., Otto, F. E. L., Sparrow, S. N., Vautard, R., Yiou, P., Ashley, I., Bowery, A., Crooks, S. M., Haustein, K., Huntingford, C., Ingram, W. J., Jones, R. G., Legg, T., Miller, J., Skeggs, J., Wallom, D., Weisheimer, A., Wilson, S., Stott, P. A., and Allen, M. R.: Human influence on climate in the 2014 southern England winter floods and their impacts, Nat. Clim. Chang., 6, 627–634, 2016.
Schewe, J., Gosling, S. N., Reyers, C., Zhao, F., Ciais, P., Elliott, J., Francois, L., Huber, V., Lotze, H. K., Seneviratne, S. I., van Vliet, M. T. H., Vautard, R., Wada, Y., Breuer, L., Büchner, M., Carozza, D. A., Chang, J., Coll, M., Deryng, D., de Wit, A., Eddy, T. D., Folberth, C., Frieler, K., Friend, A. D., Gerten, D., Gudmundsson, L., Hanasaki, N., Ito, A., Khabarov, N., Kim, H., Lawrence, D. M., Morfonopoulos, C., Müller, C., Müller Schmied, H., Ort, R., Ostberg, S., Pielke, R. A., Pugh, T. A. M., Sakurai, G., Sato, Y., Schmid, E., Stcke, T., Steenbeek, J., Tang, Q., Tian, H., Tettensor, D. P., Volkholz, J., Wang, X., and Warszawski, Ł.: State-of-the-art global models underestimate impacts from climate extremes, Nat. Commun., 10, 1005, https://doi.org/10.1038/s41467-019-08745-6, 2019.
Schneider, U., Becker, A., Finger, P., Meyer-Christoffer, A., Ziese, M., and Rudolf, B.: GPCP’s new land surface precipitation climatology based on quality-controlled in situ data and its role in quantifying the global water cycle, Theor. Appl. Climatol., 115, 15–40, 2014.
Stackhouse Jr., P. W., Gupta, S. K., Cox, S. J., Zhang, T., Mikovitz, J. C., and Hinkelman, L. M.: The NASA/GEWEX surface radiation budget release 3.0: 24.5-year dataset, GEWEX News, 21, 10–12, 2011.
Stott, P. A., Christidis, N., Otto, F. E. L., Sun, Y., VanderLinden, J.-P., van Oldenborgh, G. J., Vautard, R., von Storch, H., Walton, P., Yiou, P., and Zwiers, F. W.: Attribution of extreme weather and climate-related events, Wires Rev. Clim. Change, 7, 23–41, 2016.
Tangdiongorgus, N., Han, S.-C., Decker, M., Yeo, I.-Y., and Kim, H.: On the use of the GRACE normal equation of inter-satellite tracking data for estimation of soil moisture and groundwater in Australia, Hydrol. Earth Syst. Sci., 22, 1811–1829, https://doi.org/10.5194/hess-22-1811-2018, 2018.
Tokuda, D., Kim, H., Yamazaki, D., and Oki, T.: Development of a global river water temperature model considering fluvial dynamics and seasonal freeze-thaw cycle, Water Resour. Res., 55, 1366–1383, 2019.
Trenberth, K. E., Fasullo, J. T., and Shepherd, T. G.: Attribution of climate extreme events, The Guardian, 725–730, 22 June, 2015.
van den Hurk, B., Kim, H., Knirrer, G., Seneviratne, S. I., Derksen, C., Oki, T., Douville, H., Colin, J., Ducharme, A., Cheruy, F., Viowy, N., Puma, M. J., Wada, Y., Li, W., Jia, B., Alessandria, A., Lawrence, D. M., Weedon, G. P., Ellis, R., Hagemann, S., Mao, J., Flanner, M. G., Zampieri, M., Materia, S., Law, R. M., and Sheffield, J.: LS3MIP (v1.0) contribution to CMIP6: the Land Surface, Snow and Soil moisture Model Intercomparison

https://doi.org/10.5194/gmd-14-5269-2021

Geosci. Model Dev., 14, 5269–5284, 2021
Project – aims, setup and expected outcome, Geosci. Model Dev., 9, 2809–2832, https://doi.org/10.5194/gmd-9-2809-2016, 2016.

Veldkamp, T. I. E., Wada, Y., Aerts, J. C. J. H., Döll, P., Gosling, S. N., Liu, J., Masaki, Y., Oki, T., Ostberg, S., Pokhrel, Y., Satoh, Y., Kim, H., and Ward, P. J.: Water scarcity hotspots travel downstream due to human interventions in the 20th and 21st century, Nat. Commun., 8, 15697, https://doi.org/10.1038/ncomms15697, 2017.

Veldkamp, T. I. E., Zhao, F., Ward, P. J., de Moel, H., Müller Schmied, H., Portmann, F. T., Masaki, Y., Pokhrel, Y., Liu, X., Satoh, Y., Gerten, D., Gosling, S. N., Zaherpour, J., and Wada, Y.: Human impact parameterizations in global hydrological models improve estimates of monthly discharges and hydrological extremes: a multi-model validation study, Environ. Res. Lett., 13, 055008, https://doi.org/10.1088/1748-9326/aab96f, 2018.

Wang, X. L., Feng, Y., Compo, G. P., Swail, V. R., Zwiers, F. W., Allan, R. J., and Sardeshmukh, P. D.: Trends and low frequency variability of extra-tropical cyclone activity in the ensemble of twentieth century reanalysis, Clim. Dynam., 40, 2775–2800, 2013.

Weedon, G. P., Gomes, S., Viterbo, P., Österle, H., Adam, J. C., Bellouin, N., Boucher, O., and Best, M.: The WATCH forcing data 1958–2001: A meteorological forcing dataset for land surface and hydrological models, WATCH Technical Report, 22, available at: https://publications.pik-potsdam.de/pubman/item/item_16400 (last access: 4 August 2021), 2010.

Weedon, G. P., Balsamo, G., Bellouin, N., Gomes, S., Best, M. J., and Viterbo, P.: The WFDEI meteorological forcing data set: WATCH Forcing Data methodology applied to ERA-Interim reanalysis data, Water Resour. Res., 50, 7505–7514, 2014.

Wood, A. W., Leung, L. R., Sridhar, V., and Lettenmaier, D. P.: Hydrologic Implications of Dynamical and Statistical Approaches toDownscaling Climate Model Outputs, Climatic Change, 62, 189–216, 2004.

Yoshimura, K. and Kanamitsu, M.: Dynamical Global Downscaling of Global Reanalysis, Mon. Weather Rev., 136, 2983–2998, 2008.

Yoshimura, K. and Kanamitsu, M.: Incremental Correction for the Dynamical Downscaling of Ensemble Mean Atmospheric Fields, Mon. Weather Rev., 141, 3087–3101, 2013.

Zhu, P., Zhuang, Q., Archontoulis, S. V., Bernacchi, C., and Müller, C.: Dissecting the nonlinear response of maize yield to high temperature stress with model-data integration, Glob. Change Biol., 25, 2470–2484, 2019.