EXTREMIZERS AND SHARP WEAK-TYPE ESTIMATES FOR POSITIVE DYADIC SHIFTS
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Abstract. We find the exact Bellman function for the weak $L^1$ norm of local positive dyadic shifts. We also describe a sequence of functions, self-similar in nature, which in the limit extremize the local weak-type $(1,1)$ inequality.

1. Introduction

The purpose of this article is to study the weak-type $(1,1)$ boundedness of the operator

$$A f = \sum_{Q \in D(I)} \alpha_Q \langle f \rangle_Q \mathbb{1}_Q,$$

Here $I$ denotes any finite interval in $\mathbb{R}$, $\langle f \rangle_I = \frac{1}{|I|} \int_I f$, $D(I)$ denotes the dyadic grid consisting of dyadic subintervals of $I$ and $\{\alpha_J\}_{J \in D(I)}$ is a Carleson sequence adapted to $I$, i.e.: $\alpha_J \geq 0$ for all $J \in D(I)$ and

$$\sup_{J \in D(I)} \frac{1}{|J|} \sum_{K \in D(J)} \alpha_K |K| = C < \infty.$$

These operators have recently appeared in the works of A. K. Lerner [3] and [4], where $\alpha_K$ was a binary sequence, although the ideas go back to [2]. Hence, we will call them Lerner operators in the sequel. Here we find the exact Bellman function describing the local boundedness of $A$ from $L^1$ to $L^{1,\infty}$.

It is easy to see that the operator $A$ is bounded in $L^2$. This, together with a decomposition of Calderón-Zygmund type, can be used to prove an estimate of the form

$$\left| \left\{ x \in I : \left| \sum_{J \in D(I)} \alpha_J \langle f \rangle_J \mathbb{1}_J(x) \right| > \lambda \right\} \right| \leq \frac{C}{\lambda} \int_I |f|.$$

However, here we precisely describe how the best constant in the above inequality changes with respect to the parameters of the problem.

The main result of the article is the following theorem:
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Theorem 1.1. Let $A$, $\lambda$ and $t$ be positive numbers and $I$ an interval in $\mathbb{R}$, then

$$\sup \frac{1}{|I|} \left| \left\{ x \in I : \sum_{J \in \mathcal{D}(I)} \alpha_J \langle f \rangle _{I,J}(x) > \lambda \right\} \right| = \begin{cases} \frac{2A}{A\lambda + t} & \text{if } 0 \leq t \leq A\lambda \leq \lambda, \\ \sqrt{\frac{At}{\lambda}} & \text{if } 0 \leq A \leq \min \left( \frac{t}{\lambda}, \frac{\lambda}{t} \right), \\ 1 & \text{otherwise}. \end{cases}$$

Where the supremum is taken over all nonnegative functions $f$ with $\langle f \rangle _{I} = t$ and all nonnegative sequences $\{\alpha_J\}_{J \in \mathcal{D}(I)}$ with Carleson constant at most 1 which satisfy

$$\frac{1}{|I|} \sum_{J \in \mathcal{D}(I)} \alpha_J |J| = A.$$

We also provide a sequence of examples which, in the limit, attain the supremum of the previous result. See the last section for details on the structure of such examples.

As an immediate corollary we have the following local weak-type $(1,1)$ estimate:

Corollary 1.2. For any nonnegative $f \in L^1([0,1))$ and for any Carleson sequence $\{\alpha_J\}_{J \in \mathcal{D}([0,1))}$ with constant at most 1 we have the sharp bound

$$\left| \left\{ x \in [0,1) : Af(x) > \lambda \right\} \right| \leq \begin{cases} \frac{2\|f\|_{L^1}}{s + \|f\|_{L^1}} & \text{if } \|f\|_{L^1} \leq \lambda, \\ \frac{1}{1} & \text{if } \|f\|_{L^1} \geq \lambda, \end{cases}$$

which in particular implies that

$$\|Af\|_{L^1,\infty([0,1))} \leq 2\|f\|_{L^1([0,1))},$$

and that the constant 2 is sharp.

Operators similar to these were recently studied in [5], [8], [6] and [7], however their results are slightly different from ours. They consider the supremum taken over all functions $f$ satisfying

$$\int_I f = s \quad \text{and} \quad \int_I G(f) = t,$$

where $G$ is a strictly convex function satisfying $G(x)/x \to \infty$ as $x \to \infty$. This does not include the question of boundedness from $L^1$ to $L^{1,\infty}$. Our method of proof is different than the one used in the articles cited above, where they use the deep combinatorial properties of these operators. See also the monograph [14] by A. Osękowski for related results. We instead follow the ideas in [16] and [17] to solve the Bellman PDE and prove its sharpness.

This problem is also closely related to studying Haar shifts, the main difference being that Haar shifts are not positive operators. It has been shown however, see [1], that Lerner-type operators can be used to bound Haar shifts. The reader can find results similar to ours in [15], [9] and [12].
The article is organized as follows. In Section 2 we explain how the Bellman function technique is used to compute the supremum in Theorem 1.1. In Section 3 we give a supersolution to the Bellman variational problem which serves as an upper bound for the exact Bellman function. Finally, in Section 4 we show that the function we found in the previous section is the exact Bellman function, we also give a sequence of examples which, in the limit, extremize the inequality of Theorem 1.1.

Acknowledgements

The authors would like to thank Alexander Volberg for originally proposing the problem and for many valuable discussions.

2. The Bellman function technique

Consider the function defined in \( \Omega = \{(t, A, \lambda) : 0 \leq t, 0 \leq A \leq 1, \lambda \in \mathbb{R}\} \)

\[ B(t, A, \lambda) = \sup \left\{ \frac{1}{|I|} \left| \left\{ x \in I : \sum_{J \in D(I)} \alpha_J \langle f \rangle_{J \subseteq I} > \lambda \right\} \right| \right\}, \]

where the supremum is taken over all all nonnegative functions \( f \) on \( I \) with \( \langle f \rangle_I = t \) and all Carleson sequences \( \{\alpha_J\}_{J \in D(I)} \) with constant at most 1 and

\[ A = \frac{1}{|I|} \sum_{J \subseteq I} \alpha_J |J|. \]

Note that \( I \) is not a parameter in \( B \), this is because the supremum is invariant under dilations and translations in \( I \), and hence independent of \( I \).

The Bellman function technique, which first appeared in the 1995 preprint version of [10], is based on showing that \( B \) solves a certain minimization problem. One first shows that \( B \) satisfies a kind of concavity property and explicitly computes \( B \) in a subdomain natural to the problem (this is usually easy). Then one shows that any continuous positive function satisfying these conditions majorizes \( B \), which reduces the problem to finding the smallest function which satisfies these properties. Finally one has to actually find such a function, this is usually the hardest part. The reader can find insightful introductions in [11] and [13], see also [10], [16], and [17] for more examples of this technique.

Let us begin by describing more precisely the concavity property which \( B \) satisfies:

**Lemma 2.1** (Main inequality).

\[ B(t, A, \lambda) \geq \frac{1}{2} \left( B(t_1, A_1, \lambda') + B(t_2, A_2, \lambda') \right) \]

whenever

\[ t = \frac{t_1 + t_2}{2}, \quad A = \frac{A_1 + A_2}{2} + \alpha \quad \text{and} \quad \lambda = \lambda' + \alpha t \]
and \( \alpha \geq 0 \).

**Proof.** Consider any dyadic interval \( I \), any function \( f \geq 0 \) satisfying
\[
\langle f \rangle_{I_+} = t_1 \quad \text{and} \quad \langle f \rangle_{I_+} = t_2
\]
and any Carleson sequence \( \{\alpha_J\}_{J \in \mathcal{D}(I)} \) with constant at most 1 on \( I \) satisfying
\[
\frac{1}{|I_-|} \sum_{J \in \mathcal{D}(I_-)} \alpha_J |J| = A_1, \quad \frac{1}{|I_-|} \sum_{J \in \mathcal{D}(I_+)} \alpha_J |J| = A_2 \quad \text{and} \quad \alpha_I = \alpha.
\]
Suppose also that \( \lambda = \lambda' + \alpha t \).

Since \( \langle f \rangle_I = t \) then we must have
\[
\mathbb{B}(t, A, \lambda) \geq \frac{1}{|I|} \left| \left\{ x \in I : \sum_{J \in \mathcal{D}(I)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda \right\} \right|
\]
since the supremum defining \( \mathbb{B} \) is taken over a larger space.

Observe now that
\[
\frac{1}{|I|} \left| \left\{ x \in I : \sum_{J \in \mathcal{D}(I)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda \right\} \right| =
\frac{1}{2|I_-|} \left| \left\{ x \in I_- : \sum_{J \in \mathcal{D}(I)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda \right\} \right| +
\frac{1}{2|I_+|} \left| \left\{ x \in I_+ : \sum_{J \in \mathcal{D}(I)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda \right\} \right|
\]
\[
= \frac{1}{2|I_-|} \left| \left\{ x \in I_- : \sum_{J \in \mathcal{D}(I_-)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda - \alpha_I t \right\} \right| +
\frac{1}{2|I_+|} \left| \left\{ x \in I_+ : \sum_{J \in \mathcal{D}(I_+)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda - \alpha_I t \right\} \right|
\]
\[
= \frac{1}{2|I_-|} \left| \left\{ x \in I_- : \sum_{J \in \mathcal{D}(I_-)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda' \right\} \right| +
\frac{1}{2|I_+|} \left| \left\{ x \in I_+ : \sum_{J \in \mathcal{D}(I_+)} \alpha_J \langle f \rangle_J 1_J(x) > \lambda' \right\} \right|
\]
and thus the claim follows. \( \square \)

Also, we trivially see that \( \mathbb{B} \) must satisfy the following “obstacle” condition:
\[
(2.2) \quad \mathbb{B}(t, A, \lambda) = 1 \quad \text{whenever} \quad \lambda < 0.
\]
As we described in the beginning of the section, the function $B$ is a minimizer in the space of positive functions which satisfy these properties. The following proposition makes this precise:

**Proposition 2.2.** Suppose a continuous function $F$ satisfies inequality (2.1) together with the obstacle condition (2.2), then we must have

$$B(t, A, \lambda) \leq F(t, A, \lambda).$$

**Proof.** Let $f \geq 0$ be an integrable function on an interval $I$ and let $\{\alpha_J\}_{J \in D(I)}$ be a Carleson sequence with constant at most 1, then for all fixed $\lambda$ we have (by (2.1))

$$F(\langle f \rangle_I, A, \lambda) = F\left(\frac{\langle f \rangle_{I-} + \langle f \rangle_{I+}}{2}, \frac{A_- + A_+}{2} + \alpha_I, \lambda\right) \geq \frac{1}{2} \left( F(\langle f \rangle_{I-}, A_- - \alpha_I \langle f \rangle_I) + F(\langle f \rangle_{I+}, A_+ - \alpha_I \langle f \rangle_I) \right),$$

where $A = \frac{1}{|I|} \sum_{J \subseteq I} \alpha_J |J|$ and $A_{\pm}$ is defined analogously for $I_{\pm}$.

If we iterate this inequality we obtain

$$F(\langle f \rangle_I, A, \lambda) \geq \frac{1}{2} \sum_{J \subseteq I, |J| = 2^{-N} |I|} F(\langle f \rangle_J, A_J, \lambda - N \sum_{k=1}^{N} \alpha_{J^{(k)}} \langle f \rangle_{J^{(k)}} \mathbb{1}_{J^{(k)}}(c_J)), $$

where $A_J = \frac{1}{|I|} \sum_{P \subseteq J} \alpha_P |P|$.

If we assume a priori that the Carleson sequence $\alpha$ is finite then we can let $N \to \infty$ and obtain

$$F(\langle f \rangle_I, A, \lambda) \geq \frac{1}{|I|} \int_I F(f(x), A(x), \lambda - Af(x)) \, dx$$

$$\geq \frac{1}{|I|} \int_{\{x \in I : \lambda - Af(x) < 0\}} 1 \, dx \quad \text{by (2.2)}$$

$$= \frac{1}{|I|} |\{x \in I : Af(x) > \lambda\}|.$$

Here $A(x)$ is almost everywhere-defined as the limit of $A(J)$ as $J \to x$, this is easily seen to exist almost everywhere by the Lebesgue differentiation theorem.

Letting the number of non-zero elements of $\{\alpha_J\}_{J \in D(I)}$ tend to infinity and then taking the supremum in the definition of $B$ we obtain

$$F(\langle f \rangle_I, A, \lambda) \geq B(\langle f \rangle_I, A, \lambda).$$

□
Remark 2.3. Note that we don’t know yet if the function \( \mathcal{B} \) is continuous, thus finding a minimizer in the space of continuous functions might not give us the true Bellman function. It turns out, however, that assuming continuity (actually \( C^1 \) smoothness) we are able to find a positive function satisfying (2.1) and (2.2) which moreover is best possible without the a priori assumption of smoothness. We show this in the last section.

We have therefore seen that finding any positive continuous function \( F \) satisfying (2.1) and (2.2) will give us an upper bound for \( \mathcal{B} \). In the next section we find such a function.

3. Finding the Bellman function candidate

Our goal now is to find the smallest continuous function \( F \) satisfying (2.1) and (2.2). As we remarked after Proposition 2.2, we will assume a priori that \( F \) is \( C^1 \). Moreover, we will restrict the minimization space even more by requiring \( F \) to have the same kind of homogeneity that the true \( \mathcal{B} \) must have, i.e.:

\[
\mathcal{B}(\eta t, A, \eta \lambda) = \mathcal{B}(t, A, \lambda) \quad \forall \eta > 0, \lambda > 0.
\]

This in principle might make our candidate for Bellman function larger than the one we could find without requiring such homogeneity. However, the optimal Bellman function satisfies this identity, so requiring \( F \) to also satisfy it will not prevent us from finding it.

Assuming smoothness we can write the Main Inequality (2.1) as a concavity condition, together with a monotonicity property along certain characteristics. More precisely, if \( F \) is a smooth positive function, then (2.1) together with (2.2) and the above homogeneity is equivalent to the following conditions:

1. \( F \) is nonnegative, and concave in the first two variables.
2. \( F(t, A, \lambda) \) is increasing in the direction \((0, 1, t)\).
3. \( F(st, A, s\lambda) = F(t, A, \lambda) \) for all \( s > 0 \).
4. \( F(t, A, \lambda) = 1 \) whenever \( \lambda < 0 \).

Indeed, if we let \( \alpha = 0 \) in (2.1) we see that \( \mathcal{B} \) is concave in the variables \((t, A)\). If we set \( A_1 = A_2 = A \) and \( t_1 = t_2 = t \) then we see, by varying \( \alpha \), that \( \mathcal{B}(t, A, \lambda) \) is increasing in the direction \((0, 1, t)\). This shows that any smooth \( F \) satisfying (2.1) and (2.2), and which is also homogeneous in the above sense, must also satisfy properties (1) through (4). Moreover, if \( F \) is any smooth function satisfying properties (1) through (4), then it also must satisfy the main inequality (2.1) and the obstacle condition (2.2). To see this observe that using property (1) we obtain (2.1) but with \( \alpha = 0 \), now property (2) allows us to insert an \( \alpha \) as in the hypotheses for the main inequality since it describes the path along which \( F \) is increasing. The homogeneity and obstacle conditions are exactly (3) and (4) respectively, so this proves the equivalence.
Using the homogeneity property, we can reduce to finding $M : (0, \infty) \times [0, 1] \to [0, \infty)$ such that if

$$F(x, y, z) = \begin{cases} M(x/z, y) & \text{if } z > 0 \\ 1 & \text{if } z \leq 0, \end{cases}$$

then $F$ satisfies (1) through (4). These properties, when translated to the function $M$, become:

1. $M$ is concave.
2. $M_y - x^2 M_x \geq 0$.
3. $M(x, y) \to 1$ when $x \to \infty$.

The second of these properties tells us that $M$ is increasing along the characteristics

$$\begin{cases} \dot{x}(t) = -x^2 \\ \dot{y}(t) = 1. \end{cases}$$

Observe that these characteristics foliate $[0, \infty) \times [0, 1]$. Also, if we move backwards in time along a characteristic which starts at $(x_0, 1)$ with $x_0 \geq 1$, then this characteristic is above the curve $y = \frac{1}{x}$ and furthermore the characteristic tends to $(\infty, y_f)$ for some $0 < y_f < 1$. Using the fact that $M(x, y) \to 1$ as $x \to \infty$ and that we should decrease if we move backwards along these characteristics, we must have

$$M(x, y) \geq 1 \quad \text{whenever } y \geq \frac{1}{x}.\$$

However, we may assume (if our goal is to find the true Bellman function) that $M \leq 1$ since the true Bellman function $\mathbb{B}$ obviously cannot be larger than 1, so we will actually impose

$$M(x, y) = 1 \quad \text{whenever } y \geq \frac{1}{x}.\$$

Observe that $\mathbb{B}(0, 0, 1)$ is 0 and consider the straight line joining the point $(0, 0)$ with $(x_1, y_1)$, where $x_1 y_1 = 1$. Observe also that the pointwise minimum of any two positive continuous functions satisfying (2.1) and (2.2) will give us a smaller function which also satisfies these properties.

We know that the function $M$ should be 1 at $(x_1, y_1)$ and that, along this line, $M$ should be concave. The smallest concave curve joining these two points is obviously a straight line, so if defining $M$ in this way produces a smooth concave function satisfying the monotonicity property (2) then the optimal $M$ should be such a function. Joining the point $(0, 0)$ with the points $(x_1, y_1) \in [0, \infty) \times [0, 1]$ satisfying $x_1 y_1 = 1$ covers everything in the subdomain $0 \leq y \leq \min(x, x^{-1})$, so let us define $M$ here by

$$M(x, y) = \sqrt{xy}.$$
This function is linear along straight lines joining (0, 0) with the boundary curve $xy = 1$ and is 1 at this boundary. It is furthermore concave and satisfies the monotonicity property (2), so if we knew that $B$ is continuous then $B(x, y, 1)$ must be defined as above in this subdomain.

We are therefore left with defining $M$ in the upper triangle $\Omega_T = \{0 \leq x \leq y \leq 1\}$. Inspired by the linear behavior of $M$ in the first domain, we make the ansatz that $M$ is actually 1-homogeneous in the whole domain.

Let $f(x) = M(x, 1)$ for $0 \leq x \leq 1$, then if $M$ is 1-homogeneous we should have

$$M(x, y) = yf(x/y).$$

If we want condition (2) to hold then we should have

$$f(x/y) - (x/y)f'(x/y) - x^2f'(x/y) \geq 0.$$  

We expect this to be an equality on the boundary, which is when $y = 1$, so we will assume that

$$f(x) - f'(x)(x + x^2) = 0.$$  

This ordinary differential equation has the solutions

$$f(x) = C \frac{x}{1 + x},$$

and we should furthermore have $f(1) = M(1, 1) = 1$. So $C = 2$ and therefore

$$f(x) = \frac{2x}{x + 1} \implies M(x, y) = \frac{2xy}{x + y},$$

whenever $1 \geq y \geq x \geq 0$. One easily verifies that $M$ satisfies all the requirements in this subdomain, so we just have to show that the whole function $M$ is concave, but this immediately follows from the fact that $M$ is concave in each subdomain and that $M$ is $C^1$ (as can be easily seen).

This gives us that

$$M(x, y) = \begin{cases} 
\frac{2xy}{x + y} & \text{if } 0 \leq x \leq y \leq 1 \\
\sqrt{xy} & \text{if } 0 \leq y \leq \min(x, x^{-1}),
\end{cases}$$

which using the homogeneity gives us the full function of Theorem 1.1.

4. Optimality

In this section we show that the function found in the previous section is actually the exact Bellman function. We first we need a simple technical lemma which will allow us to deduce that $B(\cdot, \cdot, 1)$ must be superlinear along lines joining $(0, 0, 1)$ to $(x, 1, 1)$. 


Lemma 4.1. Let $f : [0, 1] \to [0, \infty)$ be a function which satisfies

$$f\left(\frac{x + y}{2}\right) \geq \frac{1}{2} f(x) + \frac{1}{2} f(y)$$

for all $0 \leq x \leq y \leq 1$. Then we must have

$$f(x) \geq f(1)x$$

for all $x \in [0, 1]$.

Proof. We can assume without loss of generality that $x \in (0, 1)$ and that $f(1) = 1$. Using (4.1) we have

$$f(x_0 + \lambda(1 - x_0)) \geq \lambda$$

for all dyadic rationals $\lambda \in [0, 1]$, i.e.: numbers of the form $\lambda = k2^{-N}$ for $0 \leq k \leq 2^N$.

For every $N \in \mathbb{N}$ let $k_N$ be the unique integer in $0 \leq k \leq 2^N$ which satisfies

$$\left| x - \frac{k}{2^N} \right| < \frac{1}{2^N}$$

(this exists because the sequence $k \mapsto k2^{-N}$ is an arithmetic sequence of step $2^{-N}$).

Observe that then, if we define

$$x_N := \frac{2^Nx - k_N}{2^N - k_N} = \frac{x - \frac{k_N}{2^N}}{1 - \frac{k_N}{2^N}},$$

we must have $0 \leq x_N \leq \frac{1}{2^N(1-x)}$, so in particular $x_N \to 0$ as $N \to \infty$.

But then

$$\lambda := \frac{k_N}{2^N} = \frac{x - x_N}{1 - x_N}$$

is a dyadic rational and plugging it into (4.2), with $x_N$ playing the role of $x_0$, yields

$$f(x) \geq \frac{x - x_N}{1 - x_N},$$

so letting $N \to \infty$ completes the proof. \qed

Using this lemma, together with the Main Inequality (2.1) we immediately have the following corollary:

Corollary 4.2. We have the following identity:

$$B(x, y, 1) = M(x, y)$$

for all $x, y$ in the subdomain $0 \leq y \leq \min(x, x^{-1})$. 
Proof. We showed in the previous section that \( B(x, y, 1) \leq M(x, y) \) for all \((x, y) \in \Omega'\). To show the reverse inequality notice that the Main Inequality (2.1) together with Lemma 4.1 imply
\[
B(x, y, 1) \geq \lambda B\left(\frac{x}{\lambda}, \frac{y}{\lambda}, 1\right).
\]
We would be done if we can show that \( B(x, y, 1) = 1 \) whenever \( xy = 1 \). Indeed, then we can just use equation (4.3) with \( \lambda = \sqrt{xy} \).

Fix \((x, y) \in \Omega'\) with \( xy = 1 \) and consider the function
\[
f_n = \frac{2^n x}{2^n - 1} \mathbb{1}_{[0, 1-2^{-n})}.
\]

If \( I \) is the interval \([0, 1)\) then obviously \( \langle f_n \rangle_I = x \). Consider also the Carleson sequence \( \{\alpha_J\}_{J \in D(I)} \) defined by
\[
\alpha_J = \begin{cases} \frac{y}{1-2^{-n}} & \text{if } J = [2^{-n}(k-1), 2^{-n}k) \text{ and } k \in \{1, \ldots, 2^n - 1\} \\ 0 & \text{otherwise.} \end{cases}
\]

Then we have
\[
\frac{1}{|I|} \sum_{J \in D(I)} \alpha_J|J| = y \sum_{k=1}^{2^n-1} \frac{2^{-n}}{1-2^{-n}} = y.
\]

Also,
\[
A f_n(t) = \begin{cases} \left(\frac{2^n}{2^n - 1}\right)^2 & \text{if } 0 \leq t < 1 - 2^{-n} \\ 0 & \text{otherwise,} \end{cases}
\]

hence
\[
B(x, y, 1) \geq 1 - 2^{-n}
\]
for all \( n \geq 1 \). Letting \( n \to \infty \) yields the claim. \( \Box \)

Remark 4.3. Observe that using the constant function \( f(t) = x \mathbb{1}_I(t) \) and the one-term Carleson sequence which is \( x \) on \( I \) and \( 0 \) everywhere else, one obtains that \( A f = xy \mathbb{1}_I \), hence \( B(x, y, 1) = 1 \) for all \( xy > 1 \).

Using Lemma 4.1 in the same way, we just have to show that \( B(x, 1, 1) = \frac{2x}{x+1} \) to prove that \( B(x, y, 1) = M(x, y) \) in the rest of the domain, however this turns out to be harder.

Theorem 4.4. Fix \( x \in (0, 1) \) and let \( \epsilon > 0 \). For any interval \( I \) there exists a nonnegative function \( f \) on \( I \) with \( \langle f \rangle_I = x \) and a Carleson sequence \( \{\alpha_J\}_{J \in D(I)} \) with Carleson constant at most one and verifying
\[
\frac{1}{|I|} \sum_{J \in D(I)} \alpha_J|J| = 1
\]
such that

\[
\frac{1}{|I|} \left| I \cap \left\{ \sum_{J \in \mathcal{D}(I)} \alpha_J J^J f J^J > 1 \right\} \right| = \frac{2x}{x + 1} + O(\epsilon).
\]

To prove this we will use the Main Inequality (2.1) iteratively to give a decomposition of \( f \) consisting of constant functions on certain dyadic intervals, this also gives us the construction of the sequence \( \{\alpha_J\}_{J \in \mathcal{D}(I)} \). The basic idea is to, starting with a point \((x, 1)\) in \( \Omega^* \), use (2.1) to split this point into another point \((x_+, 1)\) on the boundary and some point \((x_-, A_-)\). The point \((x_-, A_-)\) is then absorbed back into the initial point and we apply the same procedure to the point \((x_+, 1)\) until we get to a point past the obstacle \( xy \geq 1 \) (where extremizers consist of constant functions together with one-term Carleson sequences as in the Remark after Corollary 4.2).

In order to illustrate the idea we will first prove the lower bound for \( \mathbb{B} \) without explicitly constructing the example. The way in which we prove the lower bound will make the construction more intuitive.

**Theorem 4.5.** The Bellman function \( \mathbb{B} \) satisfies

\[
\mathbb{B}(x, 1, 1) = \frac{2x}{x + 1}
\]

for all \( x \in [0, 1] \).

**Proof.** Let \( E(x, y) = \mathbb{B}(x, y, 1) \), then using the Main Inequality (2.1) we see that we have the following behavior:

\[
E(t, 1) \geq \frac{1}{2} E\left(\frac{t_1}{1 - \alpha t}, A_1\right) + \frac{1}{2} E\left(\frac{t_2}{1 - \alpha t}, A_2\right)
\]

whenever \( t = \frac{t_1 + t_2}{2} \) and \( 1 = \frac{A_1 + A_2}{2} + \alpha \). Letting \( \epsilon > 0 \), \( x = t \) and \( A_2 = 1 \) we get

\[
E(x, 1) \geq \frac{1}{2} \left( E\left(x - 2\epsilon, 1 - \frac{2\epsilon}{x}\right) + E\left(x_+, 1\right)\right),
\]

where

\[
x_+ = x \frac{1 + \epsilon}{1 - \epsilon} + 2\epsilon.
\]

Since \( \mathbb{B} \) is superlinear in the first two variables and \( \mathbb{B}(0, 0, 1) = 0 \), we must have

\[
E\left(x - 2\epsilon, 1 - \frac{2\epsilon}{x}\right) \geq \left(1 - \frac{2\epsilon}{x}\right) E(x, 1)
\]

so putting everything together we obtain

(4.4) \[
E(x, 1) \geq \frac{x}{x + 2\epsilon} E(x_+, 1).
\]
If we define inductively $x_{n+1} = x_n \frac{1+x}{1-x} + 2\epsilon$ and $x_0 = x$, then we easily see that

$$x_n = \delta^n \left( \frac{1}{1-\epsilon} + x \right) - \frac{1}{1-\epsilon},$$

where $\delta = \frac{1+\epsilon}{1-\epsilon}$.

We want to stop the iteration once $x_n \geq 1$, and this happens when

$$\delta^n \geq \frac{2 - \epsilon}{1 + x(1 - \epsilon)};$$

let $N = N(\epsilon, x)$ be the smallest integer for which the above inequality does not hold. Then iterating (4.4) $N$ times we get (since $E(1,1) = 1$)

$$E(x, 1) \geq \prod_{j=0}^{N} \frac{x_j}{x_j + 2\epsilon},$$

it just suffices to give a lower bound for the right hand side.

To this end observe that

$$\prod_{j=0}^{N} \frac{x_j}{x_j + 2\epsilon} \geq \exp\left( -\sum_{j=0}^{N} \log \left( 1 + \frac{2\epsilon}{x_j} \right) \right) \geq \exp\left( -\sum_{j=0}^{N} \frac{2\epsilon}{x_j} \right) = \exp\left( -2\epsilon \sum_{j=0}^{N} \frac{1}{x_j} \right).$$

Let us estimate $-2\epsilon \sum_{j=0}^{N} \frac{1}{x_j}$. Using the explicit formula for $x_n$ we have

$$-2\epsilon \sum_{j=0}^{N} \frac{1}{x_j} = -2\epsilon \sum_{j=0}^{N} \frac{1}{\delta^j \left( \frac{1}{1-\epsilon} + x \right) - \frac{1}{1-\epsilon}} $$

$$= -2\epsilon \sum_{j=0}^{N} \left( \frac{1}{\delta^j \left( \frac{1}{1-\epsilon} + x \right) - \frac{1}{1-\epsilon}} - \frac{1}{\delta^j (1 + x) - 1} \right) + \sum_{j=0}^{N} \frac{2\epsilon}{1 - \delta^j (1 + x)}.$$
The first term tends to 0 as $\epsilon \to 0$ and the second is a Riemann sum, indeed (recalling the definition of $N = N(x, \epsilon)$):

$$\sum_{j=0}^{N} \frac{2\epsilon}{1 - \delta^j(1 + x)} = (1 - \epsilon) \sum_{j=0}^{N} \frac{\delta^j \frac{2\epsilon}{1 - \epsilon}}{\delta^j(1 - \delta^j(1 + x))}$$

$$= (1 - \epsilon) \sum_{j=0}^{N} f(\delta^j)(\delta^{j+1} - \delta^j)$$

$$= \int_{1}^{\frac{2}{1 + x}} f(y) \, dy + O(\epsilon),$$

as $\epsilon \to 0$ and where

$$f(y) = \frac{1}{y(1 - y(x + 1))}.$$ 

It is easy to see that

$$\int_{1}^{\frac{2}{1 + x}} \frac{1}{y(1 - y(x + 1))} \, dy = \log \left( \frac{2x}{x + 1} \right),$$

which completes the proof of the lower bound.

□

Let us now use these ideas to construct the example. There are two basic steps in the iteration: first we split the point $(x, 1)$ into $(x -, A -)$ and $(x +, 1)$, then we absorb $(x -, A -)$ into $(x, 1)$ and obtain a lower bound for $E(x, 1)$ in terms of $E(x +, 1)$, we then iterate this until $x_+ > 1$, where we stop because we know that $E(x_+, 1)$ must be 1 there. These two steps are imposing a certain self-similarity on $f$ and the Carleson sequence $\alpha$ in terms of $(f_+, \alpha_+)$. The following Lemma, which is based on the ideas from [17], makes this precise.

**Lemma 4.6.** Fix an interval $I$ and let $g_+$ be a nonnegative function on $I_+$. Suppose also that $\alpha^+$ is a Carleson sequence adapted to $I_+$ with constant at most 1 and such that

$$\frac{1}{|I_+|} \sum_{J \in \mathcal{D}(I_+)} \alpha^+_J|J| = 1.$$ 

If $\langle g_+ \rangle_{I_+} = x \frac{|I|}{|I_+|} + 2\epsilon$ for some $x \in (0, 1)$ and a sufficiently small $\epsilon > 0$, then we can construct a function $f$ on $I$ and a Carleson sequence $\alpha$ adapted to $I$ with constant at most 1 such that $\langle f \rangle_I = x$,

$$\frac{1}{|I|} \sum_{J \in \mathcal{D}(I)} \alpha_J|J| = 1$$

(4.5)
and
\[(4.6) \quad \frac{1}{|I|} \left| I \cap \left\{ \sum_{J \in D(I)} \alpha_J \langle f_J \mathbb{1}_J \rangle > 1 \right\} \right| \geq \left( \frac{x}{x + 2 \epsilon} \right) \frac{1}{|I_+|} \left| I_+ \cap \left\{ \sum_{J \in D(I_+)} \alpha_J^+ \langle g_+ \mathbb{1}_J \rangle > 1 \right\} \right|.
\]

**Proof.** We will assume without loss of generality that \( I = [0, 1) \), also denote \( \alpha = \frac{x}{x} \).

Define \( \alpha_J \) to be \( \alpha \) if \( J = I \) and \( \alpha_J^+ \) for \( J \in D(I_+) \).

Define \( f \) to be \((1 - \epsilon)g_+ \) on \( I_+ \) and denote \( g_- = (1 - \epsilon)^{-1}f \mathbb{1}_{I_-} \), then

\[
\frac{1}{|I|} \left| y \in I : \sum_{J \in D(I)} \alpha_J \langle f_J \mathbb{1}_J \rangle(y) > 1 \right| =
\]

\[
\frac{1}{2|I_-|} \left| y \in I_- : \sum_{J \in D(I_-)} \alpha_J \langle f_J \mathbb{1}_J \rangle(y) > 1 - \epsilon \right| + \frac{1}{2|I_+|} \left| y \in I_+ : \sum_{J \in D(I_+)} \alpha_J \langle f_J \mathbb{1}_J \rangle(y) > 1 - \epsilon \right|
\]

\[
= \frac{1}{2|I_-|} \left| y \in I_- : \sum_{J \in D(I_-)} \alpha_J \langle g_- \mathbb{1}_J \rangle(y) > 1 \right| + \frac{1}{2|I_+|} \left| y \in I_+ : \sum_{J \in D(I_+)} \alpha_J \langle g_+ \mathbb{1}_J \rangle(y) > 1 \right|.
\]

Let \( I_j = [e_j, e_{j+1}) \), where \( e_j = \frac{1}{2} - 2^{-j} \), and suppose that \( \alpha_{I_j}^- = 0 \) for \( j \geq 1 \) and \( \alpha_{I_-} = 0 \), then

\[(4.7) \quad \frac{1}{2|I_-|} \left| y \in I_- : \sum_{J \in D(I_-)} \alpha_J \langle g_- \mathbb{1}_J \rangle(y) > 1 \right| = \frac{1}{2} \sum_{j=1}^{\infty} 2^{-j} \frac{1}{|I_j|} \left| y \in I_j : A(g_- \mathbb{1}_J)(y) > 1 \right|.
\]

Let \( \theta = 1 - 2\alpha \) and write

\[
\theta = \sum_{j=1}^{\infty} 2^{-j} b_j
\]

for some binary sequence \( \{b_j\}_{j \in \mathbb{N}} \) (i.e.: write \( \theta \) in binary).

For a given interval \( J \) let \( S_J f \) be the scaled version of \( f \) adapted to \( J \), i.e.: if \( J = [a, b) \) then

\[
S_J f(x) = f \left( \frac{x - a}{b - a} \right).
\]
Abusing notation, let us also denote by $S_J\alpha$ the scaled version of the Carleson sequence $\alpha$ to the dyadic subinterval $J$ of $I$, then we have

$$\frac{1}{|J|}\left|\left\{ y \in J : \sum_{K \in \mathcal{D}(J)} (S_J\alpha)_K \langle S_J f \rangle_K 1_K(y) > 1 \right\}\right| =$$

$$\frac{1}{|I|}\left|\left\{ y \in I : \sum_{K \in \mathcal{D}(I)} \alpha_K \langle f \rangle_K 1_K(y) > 1 \right\}\right|.$$ 

Suppose that $(1 - \epsilon)f$, when restricted to $I_j$, agrees with $S_I f$ for all $j \geq 1$ such that $b_j = 1$ and is 0 otherwise. Suppose furthermore that the Carleson sequence $\alpha$ also satisfies the same similarity, i.e.: if we scale to $I$ the restriction of $\alpha$ to $I_j$ we obtain $\alpha$ again. If we denote by $\Xi$ the left-hand side in (4.6) then we could use (4.7) to obtain

$$\Xi = \frac{1}{2} \sum_{j=1}^{\infty} 2^{-j} b_j \Xi + \frac{1}{2|I_+|} \left| \left\{ y \in I_+ : \sum_{J \in \mathcal{D}(I_+)} \alpha_J \langle g_+ \rangle_J 1_J(y) > 1 \right\} \right|,$$

hence

$$\Xi = \left( \frac{1}{1 + 2\alpha} \right) \frac{1}{|I_+|} \left| \left\{ y \in I_+ : \sum_{J \in \mathcal{D}(I_+)} \alpha_J \langle g_+ \rangle_J 1_J(y) > 1 \right\} \right|$$

$$= \left( \frac{x}{x + 2\epsilon} \right) \frac{1}{|I_+|} \left| \left\{ y \in I_+ : \sum_{J \in \mathcal{D}(I_+)} \alpha_J \langle g_+ \rangle_J 1_J(y) > 1 \right\} \right|,$$

which is what we wanted. Note also that we could use the same method to compute the average of $f$ and it yields precisely the right amount: $x$.

Therefore we just have to show that we can find a function $f$ and a Carleson sequence $\alpha$ satisfying these self-similarity conditions. Let us start with $f$: define the operator $T$ by

$$Tf = (1 - \epsilon) \sum_{j=1}^{\infty} b_j 1_{I_j} S_{I_j} f + (1 - \epsilon) 1_{I_+} g_+.$$

We need to show that $T$ has a fixed point in $L^1(I)$; we will do this following the steps of the proof of the Banach fixed point theorem. Let $f_0 = (1 - \epsilon) g_+ 1_{I_+}$ and define inductively

$$f_{n+1} = T f_n.$$
We should show that \( f_n \) is a Cauchy sequence in \( L^1(I) \), but observe that
\[
\|f_{n+1} - f_n\|_{L^1(I)} = (1 - \varepsilon) \int_I \left| \sum_{j=1}^{\infty} b_j \mathbb{1}_{I_j}(f_n) - \sum_{j=1}^{\infty} b_j \mathbb{1}_{I_j}(f_{n-1}) \right|
\]
\[
= (1 - \varepsilon) \sum_{j=1}^{\infty} b_j \int_{I_j} |S_{I_j}(f_n) - S_{I_j}(f_{n-1})|
\]
\[
= (1 - \varepsilon) \sum_{j=1}^{\infty} b_j \int_I |f_n - f_{n-1}|
\]
\[
= (1 - \varepsilon) \int_I |f_n - f_{n-1}| \sum_{j=1}^{\infty} b_j 2^{-j-1}
\]
\[
= (1 - \varepsilon)(1 - 2\alpha) \int_I |f_n - f_{n-1}|.
\]

The constant \( \xi := \frac{(1-\varepsilon)(1-2\alpha)}{2} \) is strictly less than 1 and by induction we have
\[
\|f_{n+1} - f_n\|_{L^1(I)} \lesssim \xi^n,
\]
hence the sequence is Cauchy. This finishes the proof of existence for \( f \) since we can just define \( f \) to be the limit in \( L^1 \) of the sequence \( f_n \) defined above.

To show the existence of the Carleson sequence we can follow the same steps as above, but now we don’t have to deal with convergence issues. Indeed, start with a sequence as in the beginning of the proof and define inductively the \((n + 1)\)-th sequence \( \alpha^{n+1} \) by inserting the entire dyadic tree of \( \alpha^n \) at each \( I_j \). At each step we are only changing the value of the sequence at deeper and deeper levels, so we can just define \( \alpha_K \) as the the value of \( \alpha^n_K \), where \( n \) is the first integer at which the sequence \( \alpha^n_K \) stabilizes.

We are now ready to prove Theorem 4.4, we will use the same ideas and notation as in the proof of Theorem 4.5. Given \( \varepsilon, I \) and \( x \in (0, 1) \) let \( N \) be the smallest integer such that
\[
\delta^n \geq \frac{2 - \varepsilon}{1 + x(1 - \varepsilon)}.
\]

Let \( f_1 \) be the constant function \( x \) on \( I_+ \) and let \( \alpha^1 \) be the one-term Carleson sequence which is 1 at \( I_+ \). Now define the function \( f_{n+1} \) and Carleson sequence \( \alpha^{n+1} \) inductively by applying Lemma 4.6 to the function \( g_+ := S_{I_+}(f_n) \) and the Carleson sequence \( S_{I_+}(\alpha^n) \); let \( f = f_N \) and \( \alpha = \alpha^N \). Then, as in the proof of Theorem 4.5,
we have
\[
\frac{1}{|I|} \left| \left\{ y \in I : \sum_{J \in \mathcal{D}(I)} \alpha_J(f) \mathbb{1}_J > 1 \right\} \right| \geq \exp \left( \sum_{j=0}^{N} \frac{2\epsilon}{1 - \delta^j (1 + x)} \right),
\]
which we showed to be
\[
\frac{2x}{x + 1} + O(\epsilon),
\]
and this is what we wanted to prove.

References

[1] D. Cruz-Uribe, J. M. Martell, and C. Pérez. Sharp weighted estimates for classical operators. *Adv. Math.*, 229(1):408–441, 2012.
[2] J. B. Garnett and P. W. Jones. BMO from dyadic BMO. *Pacific J. Math.*, 99(2):351–371, 1982.
[3] A. K. Lerner. A pointwise estimate for the local sharp maximal function with applications to singular integrals. *Bull. Lond. Math. Soc.*, 42(5):843–856, 2010.
[4] A. K. Lerner. A simple proof of the $A_2$ conjecture. *International Mathematics Research Notices*, 2012.
[5] A. D. Melas. The Bellman functions of dyadic-like maximal operators and related inequalities. *Adv. Math.*, 192(2):310–340, 2005.
[6] A. D. Melas. Dyadic-like maximal operators on $L \log L$ functions. *J. Funct. Anal.*, 257(6):1631–1654, 2009.
[7] A. D. Melas. Sharp general local estimates for dyadic-like maximal operators and related Bellman functions. *Adv. Math.*, 220(2):367–426, 2009.
[8] A. D. Melas and E. Nikolidakis. On weak type inequalities for dyadic maximal functions. *J. Math. Anal. Appl.*, 348(1):404–410, 2008.
[9] F. Nazarov, A. Reznikov, V. Vasyuinin, and A. Volberg. $A_1$ conjecture: Weak norm estimates of weighted singular integral operators and Bellman functions. (Preprint), 2013.
[10] F. Nazarov, S. Treil, and A. Volberg. The Bellman functions and two-weight inequalities for Haar multipliers. *J. Amer. Math. Soc.*, 12(4):909–928, 1999.
[11] F. Nazarov, S. Treil, and A. Volberg. Bellman function in stochastic control and harmonic analysis. In *Systems, approximation, singular integral operators, and related topics (Bordeaux, 2000)*, volume 129 of *Oper. Theory Adv. Appl.*, pages 393–423. Birkhäuser, Basel, 2001.
[12] F. Nazarov and A. Volberg. Random walks and Bellman functions for weak estimate blow-ups with $A_1$ and $A_2$ weights. (Preprint), 2013.
[13] F. L. Nazarov and S. R. Treil. The hunt for a Bellman function: applications to estimates for singular integral operators and to other classical problems of harmonic analysis. *Algebra i Analiz*, 8(5):32–162, 1996.
[14] A. Osękowski. *Sharp martingale and semimartingale inequalities*, volume 72 of *Instytut Matematyczny Polskiej Akademii Nauk. Monografie Matematyczne (New Series) [Mathematics Institute of the Polish Academy of Sciences. Mathematical Monographs (New Series)]*. Birkhäuser/Springer Basel AG, Basel, 2012.
[15] A. Reznikov, V. Vasyuinin, and A. Volberg. Extremizer sequences and Bellman function for the weak type estimate of the martingale transform. (Preprint), 2013.
[16] L. Slavin, A. Stokolos, and V. Vasyunin. Monge-Ampère equations and Bellman functions: the dyadic maximal operator. *C. R. Math. Acad. Sci. Paris*, 346(9-10):585–588, 2008.

[17] V. Vasyunin and A. Volberg. Monge-Ampère equation and Bellman optimization of Carleson embedding theorems. In *Linear and complex analysis*, volume 226 of *Amer. Math. Soc. Transl. Ser. 2*, pages 195–238. Amer. Math. Soc., Providence, RI, 2009.

DEPARTMENT OF MATHEMATICS, MICHIGAN STATE UNIVERSITY, EAST LANSING MI 48824-1027

E-mail address: reyguill@math.msu.edu

DEPARTMENT OF MATHEMATICS, MICHIGAN STATE UNIVERSITY, EAST LANSING MI 48824-1027

E-mail address: rezniko2@msu.edu