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Abstract

We propose the use of a stochastic variational frame prediction deep neural network with a learned prior distribution trained on two-dimensional rain radar reflectivity maps for precipitation nowcasting with lead times of up to 2 1/2 hours. We present a comparison to a standard convolutional LSTM network and assess the evolution of the structural similarity index for both methods. Case studies are presented that illustrate that the novel methodology can yield meaningful forecasts without excessive blur for the time horizons of interest.

Keywords Precipitation nowcasting · deep learning · variational autoencoder · generative modeling

1 Introduction

Accurate short-range (0 to 6 hours) precipitation forecasts are of great practical importance for various stakeholders, including airport authorities, event planners and insurance companies. While long-range precipitation forecasts are traditionally obtained from numerical weather prediction models, short-term forecasts are more challenging to obtain. The shorter lead times and higher resolutions required do not mesh well with traditional numerical weather predictions, which are costly to obtain and might not capture the initial precipitation distribution correctly, despite much recent improvements owing to increased computational power and improved forecasting strategies.

On the very short time scale typically other strategies are being used, with the most prominent one being extrapolation-based methods. These methods generally compute an optical flow based on the last few precipitation fields by calculating an approximate flow velocity and then using semi-Lagrangian advection to move areas of precipitation along the calculated flow field, see e.g. [2]. A main complication of these methods is that they require appropriate pre-processing of the raw radar image data, such as smoothing of the input data or image segmentation to label contiguous areas of precipitation. As an alternative to these methods, recent years have seen an increased interest in machine learning based strategies. These methods have the advantage of being end-to-end trainable, with minimal, if any, pre-processing required.

Here we propose a novel deep learning approach to precipitation nowcasting. We implement a variation of the model proposed by [4], which was used in the field of video frame prediction. The method employs an encoder–prediction–decoder framework which resembles a conditional variational autoencoder [9], whose latent space prior distribution is learned based upon previous video frames. We then train the proposed model on a short series of radar frames with the aim to forecast the precipitation over the next several hours.

2 Related work

The precipitation nowcasting problem has seen considerable interest in the meteorological community, with several decades of research spent on formulating increasingly refined extrapolation based methods. A main reason for the prevalence of extrapolation based methods compared to direct numerical weather predictions is that numerical models generally do not capture the initial precipitation well [11]. Various different methods using extrapolation-based approaches can be found in [2][11][20], as well as in the references therein.
Here we are exclusively concerned with machine learning methodologies, in particular those based on deep learning. This is a relatively recent application field of machine learning and a fundamentally different approach to the precipitation nowcasting problem compared to the so far dominant numerical or extrapolation based approaches. Recent examples for the deep learning methodology using convolutional recurrent neural networks can be found in the seminal paper [14], as well as in [15].

It is important to stress that precipitation forecasting based on radar images is an ill-posed problem: The radar reflectivity maps do not contain the entire physically relevant information to uniquely forecast the rainfall rates in future radar maps. In this sense, the precipitation forecasting problem can be regarded as a particular case of video frame prediction, which is also an ill-posed problem. There are multiple possible solutions to this problem and a machine learning system aims to find the most probable ones.

Several approaches to video frame prediction using deep learning have been proposed in recent years, in particular methods based on LSTM autoencoders-like networks [1][4][5][16], generative adversarial network [10][13][17] and probabilistic approaches [19].

Here we adopt a slight modification of the methodology proposed in [4], see also [1][10] for similar approaches. In particular, we train a stochastic variational autoencoder-like architecture with a learned prior distribution.

3 Methodology

The description of the model used here follows [4]. We use a prediction model $p_{\text{pred}}$ within an encoder–decoder framework that maps the single given input radar image $x_{1:1}$ from physical space to latent space, where it is passed through a stack of convolutional LSTM layers, and back to physical space, yielding $\hat{x}_i$ aiming to closely approximate the next true radar image $x_i$.

The prediction in latent space is conditioned upon a random vector $z_i$ that is sampled from a multivariate Gaussian prior distribution $p_{\text{prior}}(z_i|\{x_{1:i-1}\})$, that is learned from the previous series of $i - 1$ input frames, $x_{1:i-1}$. The main idea is that the learned prior distribution encodes important stochastic information about the next frame that is not included in the deterministic prediction model. For the precipitation nowcasting problem, we expect the prior model to learn the basic physical rules by which precipitation cells evolve and move in time and space.

The prior model distribution $p_{\text{prior}}$ is trained with a separate inference model, both in practice being recurrent neural networks, that takes as input the target frame $x_i$ and aims to compute the distribution $q_{\text{inf}}(z_i|\{x_{1:i}\})$, where the dependence on the previous frames $x_{1:i-1}$ is due to the recurrent nature of the neural network structure for the inference model chosen.

The similarity between the distribution $q_{\text{inf}}(z_i|\{x_{1:i}\})$ and the prior distribution $p_{\text{prior}}(z_i|\{x_{1:i-1}\})$ is enforced by including a Kullback–Leibler divergence term in the cost function to be optimized. Note that the prior distribution depends on the previously seen radar images, but does not include the frame which will be predicted next.

The model optimizes the variational lower bound

$$L(x_{1:T}) = \sum_{i=1}^{T} \left( \mathbb{E}_{q_{\text{inf}}(z_{1:i}|x_{1:i})} \log p_{\text{pred}}(x_i|\{x_{1:i-1}, z_{1:i}\}) - \beta D_{KL}(q_{\text{inf}}(z_i|\{x_{1:i}\})||p_{\text{prior}}(z_i|\{x_{1:i-1}\})) \right),$$

which will jointly train the encoder–prediction–decoder network as well as the prior model network. The first term in the cost function corresponds to the reconstruction loss (in our case simply the $l_2$-loss between predicted and observed radar images), the second term is the Kullback–Leibler divergence. Note that this cost function is different from the standard variational autoencoder for which $\beta = 1$. As was found in [6], the parameter $\beta$ allows for tuning the balance between the latent space capacity and the reconstruction accuracy.

The general model architecture is represented in Figure[1].

The difference between our model and the one developed in [4] is that we use convolutional LSTM layers for the prediction model only and regular LSTM layers for the inference and the prior model rather than convolutional LSTM layers for all model components. We also do not implement skip connections between the last encoder and first decoder layer since our backgrounds typically correspond to areas of zero precipitation which is readily learned by the model without using skip connections.
4 Model

4.1 Architecture

The encoder network consists of four stacked, stride-2 convolutional layers with 16, 32, 64, and 128 filters, respectively. The filter size is $5 \times 5$ for the first two layers and $3 \times 3$ for the last two layers. No pooling or dense layers are used in the encoder and decoder networks. The latent space prediction model consists of two stacked convolutional LSTM layers with 128 filters and a filter size of $3 \times 3$ each. The inference and prior model add an extra stride-2 convolutional layer with 128 filters and filter size of $3 \times 3$ before a single conventional LSTM with 64 neurons and a densely connected layer with linear activation and 70 neurons, which corresponds to the dimension of our latent space.

The model is trained on $n_i = 5 = T - 1$ radar images each, sampled every 15 minutes, with the aim to forecast the next $n_p = 10$ images, i.e. up to 2 1/2 hours in the future. Each radar frame is forecast separately and the multi-step forecast is accomplished by including the generated frames back into the input stack of the prediction model.

The model is implemented in Python3 using Keras [3] with TensorFlow backend. Initial training was done using one NVIDIA T4 GPU on the interactive Google Colab platform, production runs were carried out using one NVIDIA P100 GPU on the Compute Canada cluster Graham.

Training was done using the Adam optimizer [8] with a default learning rate of $\eta = 0.001$. The parameter $\beta$ was set to $\beta = 10^{-7}$, which corresponded to the optimal value tested in our hyper-parameter studies within the range of $\beta \in [10^{-8}, 1]$. This value is consistent with the one used in [4]. The training data size consisted of approximately 10,000 samples of six frames each (5 input frames, 1 prediction frame). A total of 10% of the training data was held out for validation. The test data consisted of 1,000 samples (5 input frames, 1 prediction frames; multi-frame predictions were obtained by feeding the predicted image back into the stack of 5 input frames). Early stopping was employed in all experiments.

4.2 Data

The proprietary radar data was provided by Austro Control, the Austrian air navigation service provider, and consists of two-dimensional reflectivity maps recorded by four weather radar stations (Feldkirchen, Patscherkofel, Rauchenwarth, Zirbitzkogel) over the Austrian region. The original resolution of the data is $1 \text{ km} \times 1 \text{ km}$ recorded every 5 minutes, but has been down-sampled to $5 \text{ km} \times 5 \text{ km}$ (giving image sizes of $160 \times 110$ pixels) every 15 minutes to allow for reasonably fast training times, and for mini-batches of images to still fit into the memory of a single GPU. The data consists of converted rain rates, which employs the standard $Z-R$ (radar reflectivity to rain rate) relation of the form $Z = A R^b$ with the empirical constants $A = 200$ and $b = 1.6$ according to Marshall and Palmer [12], see also [7, 18].
The converted rain rates (in mm/h) fall into 14 classes, which our method aims to predict in an end-to-end fashion. For more information on the radar data, see [7].

A total of 5 years of data, from January 2014 to December 2018 has been used in this studies, with 4 years being used for training and 1 year for testing. To remove cases with little to no precipitation we require that the cumulative rain rate over the entire image domain is at least 10,000 mm/h for each valid training and test case.

5 Results

As a baseline comparison we use a two-layer convolutional LSTM model with 64 filters of size $3 \times 3$, similar to the one that was found in [14] to give the best results for the precipitation nowcasting problem. We have tested other two-layer (using 72 filters each) and three-layer (using 64 filters each) convolutional LSTM architectures as well, which generally yielded worse results than those presented, possibly due to over-fitting.

Note that the convolutional LSTM models could be trained to predict the next $n_p$ frames in one sweep based on the given $n_i$ frames. We abstain from doing this and rather predict one frame at a time and feed the predicted frame back in the stack of input frames. The reason for doing this is that the prediction in one sweep would not allow for a coupled dynamics among subsequent image frames to develop over the course of the prediction horizon, in contrast to the case when each individually predicted frame is fed back into the stack of input frames. The latter possibility is also more flexible in that we can choose the prediction horizon to be as long as we wish, which is an appealing practical feature for precipitation nowcasting with various lead times.

We compute the structural similarity index (SSIM) over the test data for each of the 10 frames for every prediction. The time series of the mean over the test data set is presented in Figure 2. For the sake of completeness, we also show the reconstruction quality of the conditional variational autoencoder method (frames 1 to 5). The prediction starts at frame 6. Figure 2 illustrates that the vanilla convolutional LSTM network gives better predictions for the first two frames but its forecast quality drops significantly afterwards. The stochastic variational method in turn gives better longer term forecasts, with the drop in SSIM being significantly less compared to the convolutional LSTM network. This is consistent with the observation that convolutional LSTM networks tend to blur later frames when used in frame-by-frame video prediction, which was one main motivation for the stochastic variational frame prediction method being introduced in [4]. In the present case, this translates to sharper predictions of precipitation cells with longer lead times, an attractive feature for the real-world nowcasting problem.

![Figure 2: Mean SSIM for the stochastic variational frame predictor network with 2 layer, 128 filters each prediction network (95% confidence interval is shaded) and standard convolutional LSTM network with 2 layer, 64 filters each. Prediction starts at frame 6. Frames 1 to 5 for the SVFP model show the ability of input reconstruction.](image)
In Figure 3 we present several individual test cases for the two models, which include both advective and convective precipitation. Results for the stochastic variational frame predictor model are averaged over 10 individual realizations from the model. The stochastic variational frame predictor network typically captures the essential evolution of the precipitation fields, while the standard convolutional LSTM network usually either under- or overestimates the development of the precipitation cells. Additionally, the convolutional LSTM network adds considerably more blur to frames further in the future, which is a well-known phenomenon observed in the video frame prediction literature, see e.g. [4, 13].

Figure 3: Examples of 5 particular precipitation predictions. Top row: Ground truth; middle row: stochastic variational frame prediction method; bottom row: convolutional LSTM network. All frames are 15 minutes apart, i.e. the total lead time is 2 1/2 hours. The results for the stochastic variational frame prediction network represent an average over 10 individual realizations from the model.
6 Discussion

We have applied a stochastic variational frame predictor network with a learned prior distribution to the precipitation nowcasting problem. We found the network easy to train in practice, in particular compared to the standard convolutional LSTM networks, which requires relatively long training cycles. The model attempts to encode stochastically meaningful information about the next frames by training a frame-dependent prior distribution. For the precipitation nowcasting problem we interpret this as attempting to learn the physics of the current precipitation cells with the aim to better forecast the following frames. The model is able of producing meaningful longer time precipitation predictions, in particular when compared to the standard convolutional LSTM model, which excessively blurs the predicted precipitation fields.

Another advantage of the stochastic variational model is that it allows one to predict more than just a single possible future for the evolution of precipitation fields. This is important since the precipitation nowcasting problem is not well-posed, meaning there are many possible evolutions for a given set of input radar frames. Being able to incorporate a level of uncertainty of the future development of active weather regions is of great practical importance in numerical weather prediction, which in recent years has increasingly moved towards ensemble prediction strategies. The fully deterministic convolutional LSTM model is not capable of incorporating stochastic variations and thus can only predict one single deterministic future. Exploring the use of the stochastic frame predictor model with learned prior distribution within the setting of ensemble weather prediction is a potentially promising avenue for future research.
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