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Many statistical and machine learning approaches rely on pairwise distances between data points. The choice of distance metric has a fundamental impact on performance of these procedures, raising questions about how to appropriately calculate distances. When data points are real-valued vectors, by far the most common choice is the Euclidean distance. This article is focused on the problem of how to better calculate distances taking into account the intrinsic geometry of the data, assuming data are concentrated near an unknown subspace or manifold. The appropriate geometric distance corresponds to the length of the shortest path along the manifold, which is the geodesic distance. When the manifold is unknown, it is challenging to accurately approximate the geodesic distance. Current algorithms are either highly complex, and hence often impractical to implement, or based on simple local linear approximations and shortest path algorithms that may have inadequate accuracy. We propose a simple and general alternative, which uses pieces of spheres, or spherelets, to locally approximate the unknown subspace and thereby estimate the geodesic distance through paths over spheres. Theory is developed showing lower error for many manifolds, with applications in clustering, conditional density estimation and mean regression. The conclusion is supported through multiple simulation examples and real data sets.
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1 Introduction

Distance metrics provide a key building block of a vast array of statistical procedures, ranging from clustering to dimensionality reduction and data visualization. Indeed, one of the most common representations of a data set \(\{x_i\}_{i=1}^n\), for \(x_i \in \mathcal{X} \subset \mathbb{R}^D\), is via a matrix of pairwise distances between each of the data points. The key question that this article focuses on is how to represent distances between data points \(x\) and \(y\) in a manner that takes into account the intrinsic geometric structure of the data. Although the standard choice in practice is the Euclidean distance, this choice implicitly assumes that the data do not have any interesting nonlinear geometric structure in their support. In the presence of such structure, Euclidean distances can provide a highly misleading representation of how far away different data points are.

This issue is represented in Figure [1], which shows toy data sampled from a density concentrated close to an Euler spiral. It is clear that many pairs of points that are close in Euclidean distance are actually far away from each other if one needs to travel between
the points along a path that does not cross empty regions across which there is no data but instead follows the ‘flow’ of the data. As a convenient, if sometimes overly-simplistic, mathematical representation to provide a framework to address this problem, it is common to suppose that the support $\mathcal{X} = \mathcal{M}$, with $\mathcal{M}$ corresponding to a $d$-dimensional Riemannian manifold. For the data in Figure 1, the manifold $\mathcal{M}$ corresponds to the $d = 1$ dimensional curve shown with a solid line; although the data do not fall exactly on $\mathcal{M}$, we will treat such deviations as measurement errors that can be adjusted for statistically in calculating distances.

![Figure 1: Noisy Euler Spiral.](image)

The shortest path between two points $x$ and $y$ that both lie on a manifold $\mathcal{M}$ is known as the geodesic, with the length of this path corresponding to the geodesic distance. If $x$ and $y$ are very close to each other, then the Euclidean distance provides an accurate approximation to the geodesic distance but otherwise, unless the manifold has very low curvature and is close to flat globally, Euclidean and geodesic distances can be dramatically different. The accuracy of Euclidean distance in small regions has been exploited to develop algorithms for approximating geodesic distances via graph distances. Such approaches define a weighted graph in which edges connect neighbors and weights correspond to the Euclidean distance. The estimated geodesic distance is the length of the shortest path on this graph; for details, see Tenenbaum et al. (2000) and Silva and Tenenbaum (2003). There is a rich literature considering different constructions and algorithms for calculating the graph distance including Meng et al. (2008), Meng et al. (2007) and Yang (2004). In using the Euclidean distance within local neighborhoods, one needs to keep neighborhoods small to control the global approximation error. This creates problems when the sample size $n$ is not sufficiently large and when the density $\rho$ of the data points is not uniform over $\mathcal{M}$ but instead is larger in certain regions than others.

A good strategy for more accurate geodesic distance estimation is to improve the local
Euclidean approximation while continuing to rely on graph distance algorithms. A better local approximation leads to better global approximation error. This was the focus of a recent local geodesic distance estimator proposed in Wu et al. (2018) and Malik et al. (2019). Their covariance-corrected estimator adds an adjustment term to the Euclidean distance, which depends on the projection to the normal space. This provides a type of local adjustment for curvature, and they provide theory on approximation accuracy. However, their approach often has poor empirical performance in our experience, potentially due to statistical inaccuracy in calculating the adjustment and to lack of robustness to measurement errors.

We propose an alternative local distance estimator, which has the advantage of providing a simple and transparent modification of Euclidean distance to incorporate curvature. This is accomplished by approximating the manifold in a local neighborhood using a sphere, an idea proposed in Li et al. (2018) but for manifold learning and not geodesic distance estimation. Geodesic distance estimation involves a substantially different goal, and distinct algorithms and theory need to be developed. The sphere has the almost unique features of both accounting for non-zero curvature and having the geodesic distance between any two points in a simple closed form; even for simple manifolds the geodesic is typically intractable. We provide a transparent and computationally efficient algorithm, provide theory justifying accuracy and show excellent performance in a variety of applications including clustering, conditional density estimation and mean regression on multiple real data sets.

2 Methodology

Throughout this paper, we assume $M$ is a smooth compact Riemannian manifold with Riemannian metric $g$. Letting $\gamma(s)$ be a geodesic in arc length parameter $s$, the geodesic distance $d_M$ is defined by

$$d_M(x, y) := \inf \{ L(\gamma) \mid \gamma(0) = x, \gamma(S) = y \},$$

where $L(\gamma) := \int_0^S g(\gamma'(s), \gamma'(s))^{1/2} \, dt$ is the length of curve $\gamma$. Given points $X = \{x_1, \ldots, x_n\}$ on the manifold, the goal is to estimate the pairwise distance matrix $GD \in \mathbb{R}^{n \times n}$ where $GD_{ij} = d_M(x_i, x_j)$. First we propose a local estimator, that is, to estimate $GD_{ij}$ where $x_i$ and $x_j$ are close to each other, and then follow the local-to-global philosophy to obtain a global estimator, for arbitrary $x_i$ and $x_j$.

2.1 Local Estimation

In this subsection, we focus on geodesic distance estimation between neighbors. The simplest estimator of $d_M(x_i, y_i)$ is $\|x_i - x_j\|$, denoted by $d_E(x_i, x_j)$. However, the estimation error of the Euclidean distance depends on the curvature linearly. As a result, a nonlinear estimator incorporating curvature needs to be developed to achieve a smaller estimation error for
curved manifolds. We propose a nonlinear estimator using spherical distance, which is motivated by the fact that osculating circles/spheres approximate the manifold better than tangent lines/spaces. On the osculating sphere, the geodesic distance admits an analytic form, which we use to calculate local geodesic distances.

Let \( S_{x_i}(V, c, r) \) be a \( d \)-dimensional sphere centered at \( c \) with radius \( r \) in \( d + 1 \)-dimensional affine space \( x_i + V \), approximating \( M \) in a local neighborhood of \( x_i \). Letting \( \pi \) be the orthogonal projection from the manifold to the sphere, the spherical distance is defined as

\[
d_S(x_i, x_j) := r \arccos \left\{ \frac{\pi(x_i) - c}{r} \cdot \frac{\pi(x_j) - c}{r} \right\},
\]

the geodesic distance between \( \pi(x_i) \) and \( \pi(x_j) \) on the sphere \( S_{x_i}(V, c, r) \). The spherical distance depends on the choice of sphere \( S_{x_i}(V, c, r) \), which will be discussed in section 2.3.

### 2.2 Global Estimation

We now consider global estimation of the geodesic distance \( d_M(x_i, x_j) \) for any \( x_i, x_j \). The popular Isomap algorithm was proposed in [Tenenbaum et al. (2000)] for dimension reduction for manifolds isometrically embedded in higher dimensional Euclidean space. Isomap relies on estimating the geodesic distance using the graph distance based on a local Euclidean estimator. Let \( G \) be the graph with vertices \( x_i \). For any two points \( x_i \) and \( x_j \) that are close to each other, Isomap estimates \( d_M(x_i, x_j) \) using \( \|x_i - x_j\| \). This leads to the following global estimator of \( d_M(x_i, x_j) \), for any two points \( x_i, x_j \in X \),

\[
d_{EG}(x_i, x_j) := \min_P \sum_{l=0}^{p-1} \|x_{i_l} - x_{i_{l+1}}\|,
\]

where \( P \) varies over all paths along \( G \) having \( x_{i_0} = x_i \) and \( x_{i_p} = x_j \). In particular, the global distance is defined by the length of the shortest path on the graph, where the length of each edge is given by the Euclidean distance. In practice, local neighbors are determined by a \( k \)-nearest neighbors algorithm, with the implementation algorithm given in Section 2.4.

The estimator in expression (2) has been successfully implemented in many different contexts. However, the use of a local Euclidean estimator \( \|x_{i_l} - x_{i_{l+1}}\| \) is a limitation, and one can potentially improve the accuracy of the estimator by using a local approximation that can capture curvature, such as \( d_S(x_i, x_j) \) in (1). This leads to the following alternative estimator:

\[
d_{SG}(x, y) := \min_P \sum_{l=0}^{p-1} d_S(x_{i_l} - x_{i_{l+1}}),
\]

where \( P \) is as defined for (2) and an identical graph paths algorithm can be implemented as for Isomap, but with spherical distance used in place of Euclidean distance in the local component.
2.3 Osculating Sphere

In order to calculate the local spherical distances necessary for computing (3), we first need to estimate ‘optimal’ approximating spheres within each local neighborhood, characterized by the $k$ nearest neighbors of $x_i$, denoted by $X^{[k]}_i$. The local sample covariance matrix is defined as $\Sigma_k(x_i) = k^{-1}\sum_{x_j \in X^{[k]}_i} (x_j - x_i)(x_j - x_i)^T$. The eigen-space spanned by the first $d + 1$ eigenvectors of $\Sigma_k(x_i)$, denoted by $V^*_c = \text{span} \{evec_1 \{\Sigma (x_i)\}, \cdots, evec_{d+1} \{\Sigma (x_i)\}\}$ is the best estimator of the $d+1$ dimensional subspace $V$. Here we are ordering the eigenvectors by the corresponding eigenvalues in decreasing order.

Observe that the target sphere $S_{x_i}(V^*, c^*, r^*)$ passes through $x_i$ so we have $r^* = ||c^* - x_i||$. Hence, the only parameter to be determined is $c^*$ and then $r^* = ||c^* - x_i||$. To estimate $c^*$, we propose a centered $k$-osculating sphere algorithm. Suppose $x_j \in S_{x_i}(V^*, c^*, r^*)$, then the projection of $x_j$ to $x_i + V^*$, denoted by $y_j = x_i + V^*V^*_T(x_j - x_i)$, is among the zeros of the function $||y - c^*||^2 - r^2$ where $r = ||c^* - x_i|| = ||c^* - y_i||$. We use this to define a loss function for estimating $c$ in Definition 1; related ‘algebraic’ loss functions were considered in Coope (1993) and Li et al. (2018).

**Definition 1.** Under the above assumptions and notations, let $c^*$ be the minimizer of the following optimization problem:

$$\text{arg min}_c \sum_{x_j \in X^{[k]}_i} (||y_j - c||^2 - ||y_i - c||^2)^2.$$

Letting $r^* = ||x_i - c^*||$, the sphere $S_{x_i}(V^*, c^*, r^*)$ is called the centered $k$-osculating sphere of $X$ at $x_i$.

We can tell from the definition that the centered sphere is a nonlinear analogue of centered principal component analysis to estimate the tangent space. There is one additional constraint for the centered $k$-osculating sphere: the sphere passes through $x_i$. This constraint is motivated by the proof of Theorem 4, see the supplementary materials.

Observe that the optimization problem is convex with respect to $c$ and we can derive a simple analytic solution, presented in the following theorem.

**Theorem 1.** The minimizer of the optimization problem (4) is given by:

$$c^* = \frac{1}{2}H^{-1}f,$$

where $H = \sum_{x_j \in X^{[k]}_i}(y_j - y_i)(y_j - y_i)^T$ and $f = \sum_{x_j \in X^{[k]}_i}(||y_j||^2 - ||y_i||^2)(y_j - y_i)$.

2.4 Algorithms

In this subsection, we present algorithms to calculate the spherical distance. Before considering algorithms for distance estimation, we present the algorithm for the centered $k$-osculating sphere, shown in Algorithm 1.
In real applications where the data are noisy, we recommend replacing the centered \( k \)osculating sphere by an uncentered version because in this case the base point \( x \) may not be on the manifold so shifting toward \( x \) can negatively impact the performance. In addition, the constraint \( r = \|x_i - c\| \) restricts the degrees of freedom when choosing the optimal \( r \). The only difference is that instead of centering at the base point \( x \) and forcing \( r = \|x_i - c\| \), we instead shift \( x_i \) to the mean \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) and average \( \|x_j - c\| \), as shown in Algorithm 2.

| Algorithm 1: Centered \( k \)-osculating sphere | Algorithm 2: \( k \)-osculating sphere |
|-------------------------------------------------|-------------------------------------|
| **input**: Data set \( \{x_i\}_{i=1}^{n} \), base point \( x \), manifold dimension \( d \). | **input**: Data set \( \{x_i\}_{i=1}^{n} \), manifold dimension \( d \). |
| **output**: Sphere \( S_x(V, c, r) \). | **output**: Sphere \( S_x(V, c, r) \). |
| \( \Sigma = \frac{1}{n} \sum_{i=1}^{n} (x_i - x)(x_i - x)^\top; \) | \( \Sigma = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^\top; \) |
| \( V = \text{span}\{\text{evec}_1(\Sigma), \cdots, \text{evec}_{d+1}(\Sigma)\}; \) | \( V = \text{span}\{\text{evec}_1(\Sigma), \cdots, \text{evec}_{d+1}(\Sigma)\}; \) |
| \( y_i = x + VV^\top(x_i - x), y = x; \) | \( y_i = \bar{x} + VV^\top(x_i - \bar{x}); \) |
| \( H = \sum_{i=1}^{n} (y_i - y)(y_i - y)^\top; \) | \( H = \sum_{i=1}^{n} (y_i - \bar{y})(y_i - \bar{y})^\top; \) |
| \( f = \sum_{i=1}^{n} (\|y_i\|^2 - \|y\|^2)(y_i - y); \) | \( f = \sum_{i=1}^{n} (\|y_i\|^2 - \frac{1}{n} \sum_j \|y_j\|^2)(y_i - \bar{y}); \) |
| \( c = \frac{1}{2} H^{-1} f; \) | \( c = \frac{1}{2} H^{-1} f; \) |
| \( r = \|x - c\|. \) | \( r = \frac{1}{n} \sum_{i=1}^{n} \|y_i - c\|. \) |

Algorithm 3: Local Spherical Distance

| input | Data set \( \{x_i\}_{i=1}^{n} \); tuning parameters \( k, d \). |
| output | Pairwise distance matrix \( SD \) |
|---|---|
| \( 1 \) Initialize \( SD \in \mathbb{R}^{n \times n} \) where \( SD_{i,j} = \infty \) for \( i \neq j \) and \( SD_{i,i} = 0 \); |
| \( 2 \) for \( i = 1 : n \) do |
| \( 3 \) Find \( K \) nearest neighbors of \( x_i \), \( X_i^{[k]} = \{x_{i_1}, \cdots, x_{i_K}\}; \) |
| \( 4 \) Calculate the \( p \)-dimensional spherical approximation of \( X_i^{[k]} \), denoted by \( S_x^{i}(V_i, c_i, r_i) \) given by Algorithm 2; |
| \( 5 \) for \( j = 1 : k \) do |
| \( 6 \) Calculate the projection of \( x_{i_j} \) to the sphere \( S_x^{i}(V_i, c_i, r_i) \), |
| \( \hat{x}_{i_j} = c_i + \frac{r_i}{\|V_i V_i^\top(x_{i_j} - c_i)\|} V_i V_i^\top(x_{i_j} - c_i); \) |
| \( 7 \) \( SD_{i,j} = r_i \arccos \left( \frac{x_i - c_i}{r_i} \cdot \frac{x_j - c_i}{r_i} \right) \) |
| \( 8 \) end |
| \( 9 \) end |
| \( 10 \) Symmetrization: \( SD = \frac{SD + SD^\top}{2} \). |

From Algorithm 3 we obtain the local pairwise distance matrix \( SD \), where \( SD_{i,j} \) denotes
the distance between \( x_i \) and \( x_j \). However, if \( x_i \) and \( x_j \) are not neighbors of each other, the distance will be infinity, or equivalently speaking there is no edge connecting \( x_i \) and \( x_j \) in graph \( G \). Then we need to convert the local distance to global distances by the graph distance proposed in Section 2.2. There are multiple algorithms for shortest path search on graphs including the Floyd-Warshall algorithm (Floyd (1962) and Warshall (1962)) and Dijkstra’s algorithm (Dijkstra (1959)); here we adopt the Dijkstra’s algorithm, which is easier to implement. Algorithm 4 shows how to obtain the graph spherical distance from local spherical distance.

Algorithm 4: Graph Spherical Distance

\[
\text{input : Local pairwise distance matrix } SD \in \mathbb{R}^{n \times n}.
\]
\[
\text{output: Graph pairwise distance matrix } SD.
\]
\[
1 \text{ for } i = 1 : n \text{ do}
2 \quad SD = \min[SD, \text{rep}(SD(:, i), n) + \text{rep}(SD(:, :, n)), \text{where rep}(v,n) is n copies of row/column vector v.]
3 \text{ end}
\]

We note that in the local estimation, the computational complexity for \( d_M(x_i, x_j) \) is \( O(\min\{k, D\}^3) \), where \( k \) is assumed to be much smaller than \( n \). To compare with, the computational complexity of \( d_E(x_i, x_j) \) is \( O(D) \). Hence, in general, we are not introducing more computation cost by replacing the local Euclidean distance by the local spherical distance unless \( d \) is not very small relative to \( D \). Once the graph is determined, the computational complexity of Dijkstra’s algorithm is \( O(n^2) \), where \( n \) is the sample size, and this complexity does not depend on which local distance is applied to obtain the weights on the graph \( G \). Hence, the total computational complexity for the graph Euclidean distance estimator is \( O(nkD + n^2) \) while the complexity for the graph spherical distance estimator is \( O(n \min\{k, D\}^3 + n^2) \).

## 3 Error Analysis

In this section, we analyze why the spherical distance is a better estimator than the Euclidean distance from a theoretical perspective following a local-to-global philosophy.

### 3.1 Local Error

First we study the local error, that is, \( |d_S(x, y) - d_M(x, y)| \) for \( y \in B_r(x) \), where \( B_r(x) \) is the geodesic ball on \( M \) centered at \( x \) with radius \( \bar{r} \). It is well known that the error of the Euclidean estimator is third order, as formalized in the following proposition.
Proposition 1. Assume \( d_M(x, y) = s \), then
\[
s - \frac{s^3}{24r_0^2} \leq d_E(x, y) \leq s,
\]
with \( \frac{1}{r_0} = \sup \{ \|\gamma''(s)\| \} \), where \( \gamma \) varies among all geodesics on \( M \) in arc length parameter.

In terms of the error rate, \( d_E(x, y) = s + O(s^3) \).

These bounds are tight and the proof can be found in [Smolyanov et al., 2007]. The Euclidean distance is a simple estimator of the geodesic distance, and the error is \( \frac{s^3}{24r_0^2} \).

While this may seem to be a good result, if the manifold has high curvature, so that \( r_0 \) is very small, performance is not satisfactory. This is implied by the \( r_0^{-2} \) multiple on the error rate, and is also clearly apparent in experiments shown later in the paper.

Now we consider the error of the spherical distance proposed in section 2.1. For simplicity, we first consider the case in which \( M = \gamma \) is a curve in \( \mathbb{R}^2 \) with domain \([0, S]\). Without loss of generality, fix \( x = \gamma(0) \) but vary \( y = \gamma(s) \). Let \( n \) be the unit normal vector of \( \gamma \) at \( x \), that is \( \gamma''(0) = \kappa n \). Let \( r = \frac{1}{|\kappa|} \) and \( c = x - \frac{1}{|\kappa|} n \), which determine a circle \( C_x(c, r) \) centered at \( c \) with radius \( r \). This circle \( C_x(c, r) \) is called the osculating circle of the curve \( \gamma \), which is the “best” circle approximation to the curve. Letting \( \pi : \gamma \rightarrow C_x(c, r) \) be the projection to the osculating circle, the error in \( d_S(x, y) \) as an estimator of \( d_M(x, y) \) is shown in the following theorem.

Theorem 2. Let \( x = \gamma(0) \) and \( y = \gamma(s) \), so \( d_M(x, y) = s \), then
\[
d_S(x, y) = s + O(s^4).
\]

Comparing to the error of Euclidean estimation in Proposition 1, the spherical estimate improves the error rate from \( O(s^3) \) to \( O(s^4) \).

The above result is for curves, and as a second special case we suppose that \( M^d \subset \mathbb{R}^{d+1} \) is a \( d \) dimensional hyper-surface. Similar to the curve case, the spherical distance can be defined on any sphere \( S_x(c, r) \) passing through \( x \) with center \( c \) and radius \( r \) where \( c = x - \frac{1}{\kappa} n \) and \( n \) is the normal vector of the tangent space \( T_x M \), \( r = \frac{1}{|\kappa|} \). However, for geodesics along different directions, denoted by \( \gamma_v := \exp_x(sv) \) where \( v \in UT_x M \), the curvature \( \kappa_v(x) \) defined by \( \gamma_v''(0) = \kappa_v(x)n \) might be different. Let \( \kappa_2(x) = \sup_{v \in UT_x M} \kappa_v(x) \) and \( \kappa_1(x) = \inf_{v \in UT_x M} \kappa_v(x) \), where the maximum and minimum can be achieved due to the compactness of \( UT_x M \). Fix any \( \kappa_0(x) \in [\kappa_1(x), \kappa_2(x)] \), let \( S_x(c, r) \) be the corresponding sphere, and \( \pi : M \rightarrow S_x(c, r) \) be the projection. The estimation error is given by the following theorem.

Theorem 3. Fix \( x \in M \), for \( y = \exp_x(sv) \) such that \( d_M(x, y) = s \), let \( \kappa_y = \kappa_v(x) \), then the estimation error of spherical distance is given by
\[
d_S(x, y) = s + (\kappa_y - \kappa_0)(\kappa_y - 2\kappa_0)s^3 + O(s^4).
\]
In the worst case, the error has the same order as that for the Euclidean distance. However, there are multiple cases where the error is much smaller than the Euclidean one, shown in the following corollary.

**Corollary 1.** Under the same conditions in Theorem 3:

1. If $\kappa_y = \kappa_0$ or $\kappa_y = 2\kappa_0$, then $d_S(x, y) = s + O(s^4)$.
2. If $|\kappa_2(x) - \kappa_1(x)| < \bar{r}$, then $d_S(x, y) = s + O(\bar{r}s^3)$.

Assume $\kappa_0 = \kappa_{v_0}$, then for all $y \in \{\exp_x(sv) \mid |\kappa_v - \kappa_0| \leq \bar{r}\}$, which is a neighborhood of the geodesic $\exp_x(tv_0)$, spherical estimation outperforms the Euclidean estimation. The closer to the central geodesic, the better the estimation performance. For a point $x$ where $\kappa_v(x)$ is not changing rapidly along different directions, the spherical estimation works well in the geodesic ball $B_{\bar{r}}(x)$.

Finally we consider the most general case: $M$ is a $d$ dimensional manifold embedded in $\mathbb{R}^D$ for any $D > d$. Let $S_x(c, r)$ be a $d$ dimensional sphere whose tangent space is also $T_xM$. Letting $\pi$ be the projection to the sphere, the estimation error is given by the following theorem.

**Theorem 4.** Fix $x \in M$, for $y = \exp_x(sv)$ such that $d_M(x, y) = s$, then the estimation error of spherical distance is given by

$$d_S(x, y) = s + O(s^3).$$

Combining Theorem 2 and 4, we conclude that spherical estimation is at least the same as Euclidean estimation in terms of the error rate, and in many cases, the spherical estimation outperforms the Euclidean one.

### 3.2 Global Error

In this section we analyze the estimation error: $|d_{SG}(x, y) - d_M(x, y)|$ for any $x, y \in M$. The idea is to pass the local error bound to the global error bound. We use the same notation introduced in Section 2.2.

**Theorem 5.** Assume $M$ is a compact, geodesically convex submanifold embedded in $\mathbb{R}^D$ and $\{x_i\}_{i=1}^n \subset M$ is a set of points, which are vertices of graph $G$. Introduce constants $\epsilon_{\min} > 0$, $\epsilon_{\max} > 0$, $0 < \delta < \epsilon_{\min}/4$ and let $C$ be the constant such that $|d_S(x, y) - d_M(x, y)| \leq d_M(x, y)\{1 + Cd_M^2(x, y)\}$ according to Theorem 4. Suppose

1. $G$ contains all edges $xy$ with $\|x - y\| \leq \epsilon_{\min}$.
2. All edges $xy$ in $G$ have length $\|x - y\| \leq \epsilon_{\max}$.
3. $\{x_i\}_{i=1}^n$ is a $\delta$-net of $M$, that is, for any $x \in M$, there exists $x_i$ such that $d_M(x, x_i) \leq \delta$. 


Then for any \( x, y \in M \)

\[
(1 - \lambda_1)d_M(x, y) \leq d_{SG}(x, y) \leq (1 + \lambda_2)d_M(x, y),
\]

where \( \lambda_1 = C\epsilon_{\text{max}}^2 \) and \( \lambda_2 = \frac{4\delta}{\epsilon_{\text{min}}} + C\epsilon_{\text{max}}^2 + \frac{4C\delta\epsilon_{\text{max}}^2}{\epsilon_{\text{min}}} \).

As the sample size grows to infinity, \( \delta, \epsilon_{\text{min}}, \epsilon_{\text{max}} \to 0 \) and we can carefully choose the size of the neighborhood so that \( \delta/\epsilon_{\text{min}} \to 0 \). As a result, \( \lambda_1, \lambda_2 \to 0 \) so \( d_{S}(x, y) \to d_M(x, y) \) uniformly.

4 Simulation Studies

4.1 Euler Spiral

We test the theoretical results on generated data from manifolds in which the geodesic distance is known so that we can calculate the error. The first example we consider is the Euler spiral, a curve in \( \mathbb{R}^2 \). The Cartesian coordinates are given by Fresnel integrals:

\[
\gamma(s) = \{ x(s), y(s) \}
\]

where

\[
x(s) = \int_0^s \cos(t^2)dt, \quad y(s) = \int_0^s \sin(t^2)dt.
\]

The main feature of the Euler spiral is that the curvature grows linearly, that is, \( \kappa(s) = s \).

We generate 500 points uniformly on \([0, 2]\). Then we fix \( x = \gamma(1.6) \) and choose \( \bar{r} = 0.04 \), so there are 20 points falling inside the geodesic ball \( B_{\bar{r}}(x) \), denoted by \( y_1, \ldots, y_{20} \). Then we can calculate the Euclidean \( \|y_i - x\| \) and the spherical distance \( d_{S}(x, y_i) \).

![Figure 2: Local error for Euler spiral](image)

The covariance-corrected geodesic distance estimator (Malik et al. (2019)) can be viewed as the state-of-the-art. We compare the spherical distance with both Euclidean distance and the covariance-corrected distance. Figure 2a is the spiral and Figure 2b contains the error.
plot for the three algorithms. To visualize the rate, we also present the log−log plot in Figure 2c. The results match our theory and the spherical estimator has the smallest error among these three algorithms.

Then we consider the global error. By the definition of arc length parameter, the pairwise geodesic distance matrix is given by $GD_{ij} = |s_i - s_j|$. Denote the Euclidean pairwise distance matrix by $D$, the graph distance based on Euclidean distance, covariance-corrected distance and spherical distance by $EG$, $CG$ and $SG$, respectively. As the most natural measurement of the global error, we calculate and compare the following norms:

$$\|GD - D\|, \|GD - EG\|, \|GD - CG\|, \|GD - SG\|.$$  

Table 1 shows the global error when the total sample size is 500 and $k$ is chosen to be 3. Furthermore, we vary the curvature from $[0, 1]$ to $[3, 4]$ to assess the influence of curvature on these estimators.

Table 1: Global error for Euler spiral

| Curvature | D   | EG   | CG   | SG   |
|-----------|-----|------|------|------|
| [0, 1]    | 3.0829 | 1.4708e-04 | 3.2701e-05 | 3.2291e-07 |
| [1, 2]    | 23.9957 | 1.0699e-03 | 2.3807e-04 | 5.5456e-07 |
| [2, 3]    | 58.8129 | 2.917e-03 | 6.4931e-04 | 9.2362e-07 |
| [3, 4]    | 95.2806 | 5.6887e-03 | 1.2665e-03 | 1.2929e-06 |

The global Euclidean distance is by far the worst and the graph spherical distance is the best in all cases. Furthermore, as the curvature increases, the spherical error increases the most slowly. This matches the theoretical analysis, since the spherical estimator takes the curvature into consideration.

In real applications, almost all data contain measurement error, so the data may not exactly lie on some manifold, but instead may just concentrate around the manifold with certain noise. The robustness of the algorithm with respect to the noise is a crucial feature. To assess this, we generate samples from the Euler spiral and add Gaussian noise $\epsilon_i \sim N(0, \sigma^2 I_d)$ where $\sigma$ is the noise level. In this setting the local error is not very meaningful since $x_i$ is no longer on the manifold. However, the global error is still informative since the pairwise distance matrix contains much information about the intrinsic geometry of the manifold. Since the ground truth $d_M(x_i, x_j)$ is not well defined, we firstly apply the Graph Euclidean distance to a large data set, and treat these results as ground truth $GD$. The reason is that when the sample size is large enough, all the above global estimators converge to the true distance except for $D$. Then we subsample a smaller dataset and apply these global estimators to obtain $EG$, $CG$ and $SG$ and compute the error. We test on different subsample sizes to assess the stability of the algorithms and the performance on small data sets. Figure 3 shows that spherical estimation works well on very small data sets, because it efficiently captures the geometry hidden in the data.
4.2 Torus

We also consider the torus, a two dimensional surface with curvature ranging from negative to positive depending on the location. We set the major radius to be $R = 5$ and the minor radius to be $r = 1$ so the equation for the torus is

$$\{x(\theta, \phi), y(\theta, \phi), z(\theta, \phi)\} = \{(R + r \cos \theta) \cos \phi, (R + r \cos \theta) \sin \phi, r \sin \theta\}.$$

Since the geodesic distance on the torus does not admit an analytic form, we apply the same strategy as in the noisy Euler Spiral case. First we generate a large dataset and apply the Graph Euclidean method to obtain the “truth”, then estimate the distance through a subset and finally compute the error. Similarly, we also consider the noisy case by adding Gaussian noise to the torus data. The results are shown in Figure 4, which demonstrates that the performance of the spherical estimation is the best for both clean and noisy data.
5 Applications

In this section we consider three applications of geodesic distance estimation: clustering, conditional density estimation and regression.

5.1 \( k \)-Smedoids clustering

Among the most popular algorithms for clustering, \( k \)-medoids (introduced in \cite{Kaufman1987}) takes the pairwise distance matrix as the input; refer to Algorithm 5 \cite{Park2009}. Similar to \( k \)-means, \( k \)-medoids also aims to minimize the distance between the points in each group and the group centers. Differently from \( k \)-means, the centers are chosen from the data points instead of arbitrary points in the ambient space.

Algorithm 5: \( k \)-medoids

| input  | Data \( \{x_i\}_{i=1}^n \subset \mathbb{R}^D \), pairwise distance matrix \( D \in \mathbb{R}^{n \times n} \), the number of clusters \( K \) |
|-------|--------------------------------------------------|
| output| Clustered data with labels \( \{l_i\} \) |

1. **Initialize:** randomly select \( K \) points \( \{x_i\}_{j=1}^K \subset \{x_i\}_{i=1}^n \) as medoids;
2. Assign \( x_i \) label \( l_i = \arg \min_j D(i, j) \);
3. Calculate the cost = \( \sum_i D(i, l_i) \);
4. while the cost decreases do
5. | Swap current medoids and non-medoids;
6. | Update the label;
7. | Update the cost;
8. | if the cost does not decrease then
9. | Undo the swap;
10. end
11. end

In most packages, the default pairwise distance matrix is the global Euclidean distance \( D \), which is inaccurate if the support of the data has essential curvature. As a result, we replace \( D \) by \( SG \) and call the new algorithm \( k \)-Smedoids. By estimating \( GD \) better, it is reasonable to expect that \( k \)-Smedoids has better performance.

We present two types of examples: unlabeled (example 1) and labeled data (example 2 and 3). For the unlabeled data, we visualize the clusters to show the performance of different algorithms, for the labeled datasets, we can make use of the labels and do quantitative comparisons. Among clustering performance evaluation metrics, we choose the following: Adjusted Rand Index (ARI, \cite{Hubert1985}), Mutual Information Based Scores (MIBS, \cite{Strehl2002}, \cite{Vinh2009}), HOMogeneity (HOM), COMpleteness (COM), V-Measure (VM, \cite{Rosenberg2007}) and Fowlkes-Mallows Scores.
(FMS, Fowlkes and Mallows (1983)). We compare these scores for standard $k$-medoids, $k$-Emedoids and our $k$-Smedoids. These algorithms are based on different pairwise distance matrices while other steps are exactly the same, so the performance will illustrate the gain from the estimation of the geodesic distance. We note that for all above metrics, larger values reflect better clustering performance.

Regarding the tuning parameters, depending on the specific problem, $d$ and $k$ can be tuned accordingly. In example 1, the data are visualizable so $d = 1$ is known and $k$ can be tuned by the clustering performance: whether the two circles are separated. For example 2-3, cross validation can be applied to tune the parameters based on the six scores. In any case with quantitative scores, cross validation can be used to tune the parameters mentioned above. Our recommended default choices of $k$ are uniformly distributed integers between $d + 2$ and $n^2$, proportion to $\sqrt{n}$. Estimating the manifold dimension $d$ has been proven to be a very hard problem, both practically and theoretically. There are some existing methods to estimate $d$, see Granata and Carnevale (2016), Levina and Bickel (2005), Kégl (2003), Camastra and Vinciarelli (2002), Carter et al. (2009), Hein and Audibert (2005), Camastra and Vinciarelli (2001) and Fan et al. (2009), and we can apply these algorithms directly.

**Example 1: Two ellipses.**

We randomly generate 100 samples from two concentric ellipses with eccentricity $\sqrt{3}/2$ added by zero mean Gaussian noise. We compare with $k$-means, standard $k$-medoids and $k$-Emedoids. Figure 5 shows the clustering results for the two ellipses data. In this example, we set $K = 2$, $k = 3$ and $d = 1$ since the support is a curve with dimension 1.

Since the two groups are disconnected and curved, the Euclidean-based algorithms fail
while the spherical algorithm works better than using other geodesic distance estimators. We also consider two real datasets with labels.

**Example 2: Banknote.**

The Banknote data set is introduced in [Lohweg and Doerksen (2012)](http://zoo1.galaxyzoo.org). There are $D = 4$ features, characterizing the images from genuine and forged banknote-like specimens and the sample size is 1372. The binary label indicates whether the banknote specimen is genuine or forged.

Table 2 shows the clustering performance of three algorithms for the Banknote data. We can see that $k$-Smedoids has the highest score for all 6 metrics. In this example, $K = 2$ is known, and we set $k = 4$ and $d = 1$. The choice of $d$ and $k$ are determined by cross validation.

|            | $k$-medoids | $k$-Emedoids | $k$-Smedoids | $k$-medoids | $k$-Emedoids | $k$-Smedoids |
|------------|-------------|--------------|--------------|-------------|--------------|--------------|
| ARI        | 0.059       | 0.004        | **0.452**    | 0.744       | 0.805        | **0.954**    |
| MIBS       | 0.041       | 0.008        | **0.439**    | 0.6402      | 0.702        | **0.900**    |
| HOM        | 0.0416      | 0.009        | **0.439**    | 0.712       | 0.763        | **0.919**    |
| COM        | 0.041       | 0.138        | **0.508**    | 0.641       | 0.702        | **0.900**    |
| VM         | 0.0415      | 0.0163       | **0.471**    | 0.674       | 0.731        | **0.909**    |
| FMS        | 0.533       | 0.707        | **0.754**    | 0.899       | 0.923        | **0.983**    |

**Example 3: Galaxy zoo data.**

The last example is from the Galaxy Zoo project available at [http://zoo1.galaxyzoo.org](http://zoo1.galaxyzoo.org). The features are the fraction of the vote from experts in each of the six categories, and the labels represent whether the galaxy is spiral or elliptical. We randomly choose 1000 samples from the huge data set.

Table 3 shows the clustering performance of three algorithms for the Galaxy zoo data. We can see that $k$-Smedoids has the highest score for all 6 metrics. In this example $K = 2$, and the parameters $k = 6$, $d = 1$ are determined by cross validation.

|            | $k$-medoids | $k$-Emedoids | $k$-Smedoids | $k$-medoids | $k$-Emedoids | $k$-Smedoids |
|------------|-------------|--------------|--------------|-------------|--------------|--------------|
| ARI        | 0.744       | **0.805**    | **0.954**    | 0.6402      | 0.702        | **0.900**    |
| MIBS       | 0.6402      | **0.702**    | **0.900**    | 0.641       | 0.702        | **0.900**    |
| HOM        | 0.712       | 0.763        | **0.919**    | 0.674       | 0.731        | **0.909**    |
| COM        | 0.641       | 0.702        | **0.900**    | 0.674       | 0.731        | **0.909**    |
| VM         | 0.674       | 0.731        | **0.909**    | 0.674       | 0.731        | **0.909**    |
| FMS        | 0.899       | 0.923        | **0.983**    | 0.899       | 0.923        | **0.983**    |

### 5.2 Geodesic conditional density estimation

Conditional density estimation aims to estimate $f(y|x)$ based on observations $\{(x_i, y_i)\}_{i=1}^n$ where $x_i \in \mathbb{R}^D$ are predictors and $y_i \in \mathbb{R}$ are responses. The most popular conditional density estimator involving pairwise distance is the kernel density estimator (KDE) with Gaussian kernel ([Davis et al., 2011](http://zoo1.galaxyzoo.org)):

$$
\hat{f}(y|x) = \frac{1}{\sqrt{\pi h_2}} \frac{\sum_{i=1}^n e^{-\|x_i-x\|^2/h_1} e^{-(y_i-y)^2/h_2}}{\sum_{i=1}^n e^{-\|x_i-x\|^2/h_1}},
$$

where $h_1$ and $h_2$ are bandwidths. This method is motivated by the formula $f(y|x) = \frac{f(x,y)}{f(x)}$, using kernel density estimation in both the numerator and the denominator.
As discussed before, if the data have essential curvature, Euclidean distance can’t capture the intrinsic structure in the data. Instead, we can improve the performance by replacing the Euclidean distance by geodesic distance. That is, the natural estimator is

\[
\hat{f}(y|x) = \frac{1}{\sqrt{\pi h_2}} \frac{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h_1} e^{-(y_i-y)^2/h_2}}{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h_1}},
\]

where \(d\) is the (estimated) geodesic distance. The kernel \(e^{-d(x_i,x)^2/h}\) corresponds to the Riemannian Gaussian distribution (Said et al., 2017).

In terms of the distance, we have four pairwise distances between training data: global Euclidean distance \(D\), graph Euclidean distance \(ID\), graph covariance corrected distance \(CD\) and our proposed graph spherical distance \(SD\). For any given \(x\), \(d(x, x_i)\) is obtained by interpolation. First we add \(x\) to the graph consists of all training data and connect \(x\) with its neighbors. Then we calculate the graph distance between \(x\) and \(x_i\). This is more efficient than calculating pairwise distances between all samples \(X_{train} \cup X_{test}\). The algorithm is formulated in Algorithm 6:

**Algorithm 6: Geodesic conditional kernel density estimation algorithm**

**input:** Training data \(\{x_i, y_i\}_{i=1}^{n} \subset \mathbb{R}^D \times \mathbb{R}\), tuning parameters \(k, d, h_1, h_2\), given predictor \(x\).

**output:** Estimated conditional density \(\hat{f}(y|x)\).

1. Estimate pairwise geodesic distance between \(x_i\)’s \(SD\) by Algorithm 4.
2. Calculate \(d(x, x_i)\) for neighbors of \(x\);
3. \(d(x, x_i) = d(x, x_{i_0}) + SD(i_0, i)\) where \(x_{i_0}\) is the closest neighbor of \(x\);
4. \(\hat{f}(y|x) = \frac{1}{\sqrt{\pi h_2}} \frac{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h_1} e^{-(y_i-y)^2/h_2}}{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h_1}}\).

We can replace the distance estimator in the first step by any other algorithm to obtain the corresponding version of conditional density estimation. To compare the performance, we estimate the conditional density through training data \(X_{train}, Y_{train}\) and calculate the sum of log likelihood \(\sum_{i=1}^{n_{test}} \log(\hat{f}(y_i|x_i))\). We randomly permute the data to obtain different training and test sets and provide boxplots for the sum of log likelihoods.

Regarding the tuning parameters, \(k\) and \(d\) have been discussed in Section 5.1. Regarding bandwidths \(h_1\) and \(h_2\), there is a very rich literature on choosing optimal bandwidths in other contexts. For simplicity we use cross validation to estimate \(h_1\) and \(h_2\). We consider the following two real data sets.

**Example 4: Combined Cycle Power Plant.** This data set is introduced in Tülekci (2014); Kaya et al. (2012), containing 9568 samples collected from a Combined Cycle Power Plant from 2006 to 2011. There are 4 predictors: hourly average ambient variables Temperature (T), Ambient Pressure (AP), Relative Humidity (RH) and Exhaust Vacuum (V), to
predict the net hourly electrical energy output (EP) of the plant (response). We randomly sample 1000 data points and repeat 100 times to obtain the following boxplots for the sum of log likelihood scores for different distance estimation methods, as shown in Figure 6. There is a clear improvement for our graph spherical approach.

**Figure 6: Sum of log likelihood for Combined Cycle Power Plant data set**

**Example 5: Concrete Compressive Strength.** This data set is introduced in Yeh (1998), containing 1030 samples with 8 predictors: cement, blast furnace slag, fly ash, water, superplasticizer, coarse aggregate, fine aggregate and age, to predict the concrete compressive strength. We randomly split the data 50 – 50 as training and test data and repeat for 100 times to obtain the boxplots for the sum of log likelihood scores for different distance estimation methods, as shown in Figure 7.

**Figure 7: Sum of log likelihood for Concrete Compressive Strength data set**
From the above two examples we can tell that Euclidean distance is the worst choice because the predictors have non-linear support. Graph Euclidean and covariance corrected distances improve the performance a lot, while graph spherical distance outperforms all competitors.

5.3 Geodesic kernel mean regression

As a related case, we also consider kernel mean regression using a simple modification of the Nadaraya-Watson estimator (Nadaraya, 1964; Watson, 1964):

\[
\tilde{m}(x) = \frac{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h} y_i}{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h}}.
\]

Algorithm 7 provides details:

**Algorithm 7: Geodesic kernel regression algorithm**

**input**: Training data \( \{x_i, y_i\}_{i=1}^{n} \subset \mathbb{R}^D \times \mathbb{R} \), tuning parameters \( k, d, h \), predictor \( x \).

**output**: Estimated conditional mean \( \tilde{m}(x) \).

1. Estimate pairwise geodesic distance between \( x_i \)'s SD by Algorithm 4.
2. Calculate \( d(x, x_i) \) for neighbors of \( x \);
3. \( d(x, x_i) = d(x, x_{i_0}) + SD(i_0, i) \) where \( x_{i_0} \) is the closest neighbor of \( x \);
4. \( \tilde{m}(x) = \frac{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h} y_i}{\sum_{i=1}^{n} e^{-d(x_i,x)^2/h}}. \)

Again we have four options for the distance in the first step, \( D, ID, CD \) and our proposed \( SD \). We measure the performance by calculating the Root Mean Square Error (RMSE) \( \sqrt{\sum_{i=1}^{n_{\text{test}}} (\tilde{m}(x_i) - y_i)^2/n_{\text{test}}} \), and again use cross validation for bandwidth choice. We consider the same two datasets as in Section 5.2 and show the results in Figure 8 and 9.

Again it is clear that spherical distance outperforms the competitors.

6 Discussion

The choice of distance between data points plays a critical role in many statistical and machine learning procedures. For continuous data, the Euclidean distance provides by far the most common choice, but we have shown that it can produce badly sub-optimal results in a number of real data examples, as well as for simulated data known to follow a manifold structure up to measurement error. Our proposed approach seems to provide a clear improvement upon the state-of-the-art for geodesic distance estimation between data points lying close to an unknown manifold, and hence may be useful in many different contexts.

There are multiple future directions of immediate interest. The first is the question of how the proposed approach performs if the data do not actually have an approximate
manifold structure, and whether extensions can be defined that are adaptive to a variety of true intrinsic structures in the data. We have found that our approach is much more robust to measurement errors than competing approaches; in practice, it is almost never reasonable to suppose that data points fall exactly on an unknown Riemannian manifold. With this in mind, we allow measurement errors in our approach, so that the data points can deviate from the manifold. This leads to a great deal of flexibility in practice, and is likely a reason for the good performance we have seen in a variety of real data examples. However, there is a need for careful work on how to deal with measurement errors and define a single class of distance metrics that can default to Euclidean distance as appropriate or include other structure as appropriate, in an entirely data-dependent manner.
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7 Appendix

7.1 Centered \( k \)-osculating sphere solution

We solve the optimization problem described in Definition 1.

*Proof of Theorem 1.* Our goal is to minimize the function

\[
  f(c) = \sum_{x_j \in X_i^{[k]}} (\|y_j - c\|^2 - \|y_i - c\|^2)^2.
\]

First we simply \( f(c) \) and omit the terms that do not depend on \( c \) in the third equation:

\[
  f(c) = \sum_{x_j \in X_i^{[k]}} \left\{ (y_j - c)^\top (y_j - c) - (y_i - c)^\top (x_i - c) \right\}^2
  = \sum_{x_j \in X_i^{[k]}} \left\{ \|y_j\|^2 - \|y_i\|^2 - 2c^\top (y_j - y_i) \right\}^2
  = 4c^\top \sum_{x_j \in X_i^{[k]}} \left\{ (y_j - y_i)(y_j - y_i)^\top \right\} c - 4c^\top \sum_{x_j \in X_i^{[k]}} (\|y_j\|^2 - \|y_i\|^2)(y_j - y_i)
  = 4c^\top Hc - 4c^\top f,
\]

where \( H = \sum_{x_j \in X_i^{[k]}} \left\{ (y_j - y_i)(y_j - y_i)^\top \right\} \) and \( f = \sum_{x_j \in X_i^{[k]}} (\|y_j\|^2 - \|y_i\|^2)(y_j - y_i) \).

This is a quadratic function with respect to \( c \) and the minimizer is given by

\[
  c^* = \frac{1}{2} H^{-1} f.
\]

Then \( r^* = \|x_i - c^*\| \) is the radius of the centered \( k \)-osculating sphere.

7.2 Local estimation error

In this section we prove Theorem 2.
7.2.1 Proof for curves

First we prove Theorem 2, the error bound for curves.

**Proof of Theorem 2** At the fixed points \( x = \gamma(0) \), let \( t = \gamma'(0) \) and \( n = \frac{\gamma''(0)}{\|\gamma''(0)\|} \), then \((-n, t)\) is an orthonormal basis at \( x \). Then the Taylor expansion \( \gamma(s) = \gamma(0) + \gamma'(0)s + \frac{s^2}{2}\gamma''(0) + \frac{s^3}{6}\gamma'''(s) + O(s^4) \) can be written in the new coordinates as

\[
\gamma(s) = 0_2 + \begin{bmatrix} 0 \\ s \end{bmatrix} + \begin{bmatrix} -\frac{n_s^2}{2} \\ 0 \end{bmatrix} + \begin{bmatrix} v_1s^3 \\ v_2s^3 \end{bmatrix} + O(s^4) = \begin{bmatrix} -\frac{n_s^2}{2} + v_1s^3 \\ s + v_2s^3 \end{bmatrix} + O(s^4),
\]

where \( v_1 \) and \( v_2 \) are unknown constants subject to the constraint \( \|\gamma'(s)\| = 1 \). Observe that

\[
\gamma'(s) = \begin{bmatrix} -\kappa s + 3v_1s^2 \\ 1 + 3v_2s^2 \end{bmatrix} + O(s^3)
\]

so \( \|\gamma'(s)\|^2 = 1 + \kappa^2s^2 + 6v_2s^2 + O(s^3) = 1 \) then we conclude that \( v_2 = -\frac{n_s^2}{6} \). As a result, \( \gamma(s) = \begin{bmatrix} -\frac{n_s^2}{2} + v_1s^3 \\ s - \frac{n_s^2}{6}s^3 \end{bmatrix} + O(s^4) \). For convenience, we assume \( \kappa > 0 \); the proof is the same when \( \kappa \leq 0 \).

Let \( \theta \) be the angle between \( x - c \) and \( y - c \). Then the spherical distance between \( \pi(y) \) and \( x \) is \( r\theta \). In section 2.1, we characterize \( \theta \) by \( \cos(\theta) = r \arccos \left\{ \frac{x - c \cdot \pi(y) - c}{r} \right\} \), here we characterize \( \theta \) by \( \tan(\theta) \) for computational simplicity. Let \( y_t \) be the intersection of the tangent space spanned by \( \gamma'(0) \) and the straight line connecting \( y \) and \( c \), and let \( y_l \) be the projection of \( y \) onto the tangent space. Then we can focus on the triangle \( \triangle cxyl \) with \( x - c//yl - y \). Observe that

\[
\tan(\theta) = \frac{\|y_t - x\|}{\|x - c\|} = \frac{\|y_t - y\|}{\|y - y_l\|} = \frac{\|y_t - x\| - \|y_l - x\|}{\|y - y_l\|},
\]

so \( \|y_t - x\|\|y - y_l\| = r\|y_t - x\| - r\|y_l - x\| \), hence \( (r - \|y - y_l\|)\|y_l - x\| = r\|y_l - x\| \). As a result,

\[
\tan(\theta) = \frac{\|y_t - x\|}{r} = \frac{\|y_l - x\|}{r - \|y - y_l\|}.
\]

(7)

By the definition of \( y_l \), we can write \( y_l = \begin{bmatrix} 0 \\ s - \frac{n_s^2}{6}s^3 + O(s^4) \end{bmatrix} \) and similarly \( y - y_l = \begin{bmatrix} 0 \\ 24 \end{bmatrix} \).
\[
\begin{bmatrix}
\frac{s^2}{2} - v_1 s^3 + O(s^4) \\
0
\end{bmatrix}.
\]
Plugging these coordinates in equation \(7\), we have
\[
\tan(\theta) = \frac{\|y_l - x\|}{r - \|y - y_l\|} = \frac{s - \frac{\kappa^2}{6} s^3 + O(s^4)}{r - \left(\frac{s^2}{2} - v_1 s^3 + O(s^4)\right)}
\]
\[
= \frac{1}{r} \left\{ s - \frac{\kappa^2}{6} s^3 + O(s^4) \right\} \left[ 1 - \left\{ \frac{\kappa}{2r} s^2 - \frac{v_1}{r} s^3 + O(s^4) \right\} \right]^{-1}
\]
\[
= \frac{1}{r} \left\{ s - \frac{\kappa^2}{6} s^3 + O(s^4) \right\} \left\{ 1 + \frac{\kappa}{2r} s^2 - \frac{v_1}{r} s^3 + O(s^4) \right\}
\]
\[
= \frac{1}{r} \left\{ s + \frac{\kappa}{2r} s^3 - \frac{\kappa^2}{6} s^3 + O(s^4) \right\}.
\] (8)

Finally, by the Taylor expansion of \(\arctan\), the spherical distance is
\[
d_S(x, y) = r \theta = r \arctan \{\tan(\theta)\} = r \arctan \left[ \frac{1}{r} \left\{ s + \frac{\kappa}{2r} s^3 - \frac{\kappa^2}{6} s^3 + O(s^4) \right\} \right]
\]
\[
= r \left[ \frac{1}{r} \left\{ s + \frac{\kappa}{2r} s^3 - \frac{\kappa^2}{6} s^3 + O(s^4) \right\} \right] - \frac{1}{3r^3} s^3 + O(s^4)
\]
\[
= s + \left( \frac{\kappa}{2r} - \frac{\kappa^2}{6} - \frac{1}{3r^2} \right) + O(s^4)
\]
\[
= s - \frac{1}{6} \left( \kappa - \frac{1}{r} \right) \left( \kappa - \frac{2}{r} \right) s^3 + O(s^4) = s + O(s^4).
\] (9)

The last step results from the fact that \(\kappa = \frac{1}{r}\). \(\square\)

### 7.2.2 Proof for hyper-surfaces

Based on the proof of Theorem 2, we next prove Theorem 3, the error bound for hyper-surfaces.

**Proof of Theorem 3** Define \(\gamma(s) := \exp_x(sv)\) and denote the normal vector of \(T_xM\) by \(n\). Let \(v = \gamma'(0)\) and expand \(v\) to an orthonormal basis of \(T_xM\), denoted by \(\{v, v_2, \ldots, v_d\}\). Since \(n \perp T_xM, \{-n, v, v_2, \ldots, v_d\}\) forms a basis for \(\mathbb{R}^{d+1}\). Before doing Taylor expansion, we first prove that \(\gamma''(0) \parallel n\), where \(\parallel\) representing parallel relation. Denote the projection to \(n\) by \(\perp\) and the covariant derivative by \(\nabla\). Since \(\gamma\) is a geodesic, we have
\[
0 = \nabla^l \gamma' = \gamma'' - (\gamma'')_\perp,
\]
which implies $\gamma''(0)\parallel n$. By Taylor expansion, we rewrite $\gamma$ in terms of the new coordinates:

$$\gamma(s) = 0_{d+1} + \begin{bmatrix} 0 \\ s \\ 0 \\ \vdots \\ 0 \end{bmatrix} + \begin{bmatrix} -\frac{\kappa y}{2} s^2 \\ 0 \\ \vdots \\ 0 \end{bmatrix} + \begin{bmatrix} \alpha_1 s^3 \\ \alpha_2 s^3 \\ \vdots \\ \alpha_{d+1} s^3 \end{bmatrix} + O(s^4) = \begin{bmatrix} -\frac{\kappa y^2}{2} + \alpha_1 s^3 \\ \alpha_2 s^3 \\ \vdots \\ \alpha_{d+1} s^3 \end{bmatrix} + O(s^4).$$

Again, by the constraint $\|\gamma'\| = 1$, we have $\alpha_2 = -\frac{\kappa y^2}{6}$. As before, denote the intersection of $y - c$ and $T_x M$ by $y_t$ and the angle between $x - c$ and $y - c$ by $\theta$, so

$$\tan(\theta) = \frac{\|y_t - x\|}{\|x - c\|} = \frac{\|y_t - x\|}{r}.$$ 

By direct calculation, we derive that the coordinates for $y_t$ as

$$y_t = \begin{bmatrix} 0 \\ ss_t - \frac{\kappa y}{6} s^3 s_t \\ O(s^3) s_t \\ O(s^3) s_t \end{bmatrix} + O(s^4),$$

where $s_t = \frac{1}{1 + \frac{\kappa y^2}{2r} s^2 + O(s^3)} = 1 + \frac{\kappa y}{2r} s^2 + O(s^3)$. As a result,

$$\tan(\theta) = \frac{\|y_t - x\|}{r} = \frac{1}{r} \left( s^2 s_t^2 - \frac{\kappa y^2}{3} s^4 s_t^2 + O(s^6) \right)^{\frac{1}{2}}$$

$$= \frac{s}{r} \left[ 1 + \frac{\kappa y}{r} s^2 + O(s^3) - \frac{\kappa y^2}{3} s^2 \left( 1 + \frac{\kappa y}{r} s^2 + O(s^3) \right) \right]^{\frac{1}{2}}$$

$$= \frac{s}{r} \left[ 1 + \frac{\kappa y s^2 - \frac{\kappa y^2}{3} s^2 + O(s^3)}{\frac{2r}{s}} \right]^{\frac{1}{2}} = \frac{s}{r} \left[ 1 + \frac{\kappa y}{2r} s^2 - \frac{\kappa y^2}{6} s^2 + O(s^3) \right]^{\frac{1}{2}}$$

This is exactly the same as Equation 8. Then similar to the proof of Equation 9, we conclude that

$$d_S(x, y) = r\theta = s - \frac{1}{6} \left( \kappa y - \frac{1}{r} \right) \left( \kappa y - \frac{2}{r} \right) s^3 + O(s^4)$$

$$= s + (\kappa y - \kappa_0)(\kappa y - 2\kappa_0)s^3 + O(s^4). \quad (10)$$
Now we can prove Corollary 1.

Proof of Corollary 1. (1) From Equation 10 the third order term vanishes if and only if $\kappa_y = \kappa_0$ or $\kappa_y = 2\kappa_0$.

(2) Again by Equation 10 we have

$$|d_S(x, y) - s| \leq |\kappa_y - \kappa_0||\kappa_y - \kappa_0|s^3 = O(s^4)$$

$$\leq \bar{r}(\bar{r} + |\kappa_0|)s^3 + O(s^4) \leq O(\bar{r}s^3).$$

$\square$

7.2.3 Proof for general cases

Finally we prove Theorem 4.

Proof of Theorem 4. For $y = \exp_x(sv) = \gamma(s)$, let $v_1 = v$, and expand $v_1$ to an orthonormal basis of $T_xM$ denoted by $\{v_1, \cdots, v_d\}$. Similarly, fix any orthonormal basis of the normal space $T_xM^\perp$, denote by $\{n_1, \cdots, n_{D-d}\}$. The same as the proof of Theorem 3, $\gamma''(0) \in T_xM^\perp$, so the Taylor expansion of $\gamma$ can be expressed in the new coordinates as follows:

$$\gamma(s) = 0_D + \begin{bmatrix} 0_D - d \\ s \\ 0_{d-1} \end{bmatrix} + \begin{bmatrix} \frac{a_1}{2}s^2 \\ \vdots \\ \frac{a_{D-d}}{2}s^2 \end{bmatrix} + O(s^3) = \begin{bmatrix} \frac{a_1}{2}s^2 \\ \vdots \\ \frac{a_{D-d}}{2}s^2 \end{bmatrix} + O(s^3),$$

where $\gamma''(0) = [a_1, \cdots, a_{D-d}, 0_d]^T$.

Assume $c = x + \bar{r}n$ where $n = \sum_{i=1}^{D-d} \beta_i n_i$ is a unit vector in the normal space $T_xM^\perp$ so $\sum_{i=1}^{D-d} \beta_i^2 = 1$. The idea of the proof is to connect $s$ and $d_S(x, y)$ by the tangent space. To be more specific, denote the projection onto $T_xM$ by $P_x$, and define $y_t = P_x(y)$ and $y_s = P_x\{\pi(y)\}$. Then it suffices to show the following three statements:

i $d_M(x, y) = \|y_t - x\| + O(s^3)$.

ii $d_S(x, y) = \|y_s - x\| + O(s^3)$.

iii $\|y_s - x\| = s + O(s^3)$.

Observe that the first statement implies that the Euclidean distance between base point and the projection to the tangent space is an estimator of the geodesic distance with error $O(s^3)$. Since $T_xM$ is the common tangent space of $M$ and $S_x(c, r)$, Statement 3 implies Statement
So it suffices to show Statement [ii] and Statement [iii]. Before we prove the statements, we need to calculate the coordinates of $y_l$ and $y_s$. By the definition of $P_x$, we have

$$y_l = P_x(y) = \begin{bmatrix} 0D-d \\ s + O(s^3) \\ O(s^3) \end{bmatrix}.$$  \hspace{1cm} (11)

Similarly, by the definition of $\pi$ and linearity of $P_x$,

$$y_s = P_x\left\{ c + \frac{r(y - c)}{\|y - c\|} \right\} = P_x(c) + \frac{r}{\|y - c\|} P_x(y) - \frac{r}{\|y - c\|} P_x(c)$$

$$= 0_D + \frac{r}{\|y - c\|} \begin{bmatrix} 0D-d \\ s + O(s^3) \\ O(s^3) \end{bmatrix} - 0_D = \frac{r}{\|y - c\|} \begin{bmatrix} 0D-d \\ s + O(s^3) \\ O(s^3) \end{bmatrix}.$$  \hspace{1cm} (12)

Now we can calculate the distances involved in the statements. Firstly, $\|y_l - x\| = s + O(s^3) = d_M(x, y) + O(s^3)$ is a direct consequence of Equation (11).

Accordingly to Equation (12) the only missing part to calculate $\|y_s - x\|, \|y - c\|$. Recall that $c = x + r \sum_{i=1}^{D-d} \beta_i n_i$, so

$$\|y - c\| = \left[ \sum_{i=1}^{D-d} \left\{ \frac{\alpha_1}{2} s^2 + O(s^3) - r \beta_i \right\}^2 + s^2 + O(s^4) \right]^\frac{1}{2}$$

$$= \left\{ r^2 + O(s^2) \right\}^\frac{1}{2} = r + O(s^2)$$

As a result,

$$\|y_s - x\| = \frac{r}{\|y - c\|} \left\{ s + O(s^3) \right\} = \frac{r}{r + O(s^2)} \left\{ s + O(s^3) \right\} = s + O(s^3).$$

\[ \square \]

### 7.3 Global estimation error

In this section we prove the global error bound stated in Theorem [5].

**Proof of Theorem [5]** Before proving the inequalities, we define the graph geodesic distance

$$d_G(x, y) := \min_P \sum_{i=0}^{p-1} d_M(x_i, x_{i+1}),$$

where $P$ varies over all paths along $G$ with $x_0 = x$ and $x_p = y$. Clearly we have $d_M(x, y) \leq d_G(x, y)$ for any $x, y \in M$ and any graph $G$. The idea is to show $d_S(x, y) \approx d_G(x, y) \approx d_M(x, y)$.
First we prove the first inequality: \((1 - \lambda_1) d_M(x, y) \leq d_{SG}(x, y)\). Assume \(P = \{x_i\}_{i=1}^P\) minimizes \(d_{SG}\). Then we have

\[
d_{SG}(x, y) = \sum_{i=0}^{p-1} d_S(x_i, x_{i+1}) \geq \sum_{i=0}^{p-1} (1 - C\varepsilon_{\text{max}}^2) d_M(x_i, x_{i+1})
\]

\[
\geq (1 - C\varepsilon_{\text{max}}^2) \sum_{i=0}^{p-1} d_M(x_i, x_{i+1}) \geq (1 - C\varepsilon_{\text{max}}^2) d_G(x, y) \geq (1 - \lambda_1) d_M(x, y),
\]

where \(\lambda_1 = C\varepsilon_{\text{max}}^2\). To prove the other inequality, assume \(P = \{x_i\}_{i=0}^{p-1}\) minimizes \(d_G\), then

\[
d_{SG}(x, y) \leq \sum_{i=0}^{p-1} d_S(x_i, x_{i+1}) \leq \sum_{i=0}^{p-1} (1 + C\varepsilon_{\text{max}}^2) d_M(x_i, x_{i+1})
\]

\[
= (1 + C\varepsilon_{\text{max}}^2) \sum_{i=0}^{p-1} d_M(x_i, x_{i+1}) = (1 + C\varepsilon_{\text{max}}^2) d_G(x, y).
\]

By theorem 2 in Bernstein et al. (2000), \(d_G(x, y) \leq (1 + \frac{4\delta}{\varepsilon_{\text{min}}}) d_M(x, y)\). Combining the above two equalities we conclude that

\[
d_{SG}(x, y) \leq (1 + \lambda_2) d_M(x, y),
\]

where \(\lambda_2 = \frac{4\delta}{\varepsilon_{\text{min}}} + C\varepsilon_{\text{max}}^2 + \frac{4C\varepsilon_{\text{max}}^2}{\varepsilon_{\text{min}}}\).