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Abstract

The methods of applied genetic toxicology are changing from qualitative hazard identification to quantitative risk assessment. Recently, quantitative analysis with point of departure (PoD) metrics and benchmark dose (BMD) modeling have been applied to in vitro genotoxicity data. Two software packages are commonly used for BMD analysis. In previous studies, we performed quantitative dose-response analysis by using the PROAST software to quantitatively evaluate the mutagenicity of four piperidine nitroxides with various substituent groups on the 4-position of the piperidine ring and six cigarette whole smoke solutions (WSSs) prepared by bubbling machine-generated whole smoke. In the present study, we reanalyzed the obtained genotoxicity data by using the EPA’s BMD software (BMDS) to evaluate the inter-platform quantitative agreement of the estimates of genotoxic potency. We calculated the BMDs for 10%, 50%, and 100% (i.e., a two-fold increase), and 200% increases over the concurrent vehicle controls to achieve better discrimination of the dose-responses, along with their BMDLs (the lower 95% confidence interval of the BMD) and BMDUs (the upper 95% confidence interval of the BMD). The BMD values and rankings estimated in this study by using the EPA’s BMDS were reasonably similar to those calculated in our previous studies by using PROAST. These results indicated that both software packages were suitable for dose-response analysis using the mouse lymphoma assay and that the BMD modeling results from these software packages produced comparable rank orders of the mutagenic potency.
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INTRODUCTION

The benchmark dose (BMD) is calculated by using a mathematical dose-response curve estimated from all data and reflects the shape of the dose-response. The BMD concept was first used in 1984 as an alternative to the “no observed adverse effect level” (NOAEL) to derive a point of departure (PoD) for toxicity data (1). For the risk assessment of a particular chemical, different methods may predict different NOAEL values at different endpoints (2). The NOAEL and its related exposure level, the “lowest observed adverse effect level” (LOAEL), are usually selected from an actual experimental dose levels and are therefore affected considerably by the experimental design, such as dose range, and each dose selected (3). The benchmark procedure can be applied to various types of data, such as “dichotomous” and “continuous” data, to determine the dose that causes a prescribed adverse response. The BMDL is defined as the lower confidence limit of the BMD that corresponds to a given increase in response over the background response. The BMD approach has been endorsed by the U.S. Environmental Protection Agency (EPA) as an acceptable replacement for the NOAEL (4). In 1995, the EPA’s National Center for Environmental Assessment initiated a project to develop benchmark dose software (BMDS) and in 1999, the BMDS was released and has since been improved and enhanced (5). In 1993, a workshop on benchmark dose methodology was held to assess the feasibility and implications of the use of BMD and the workshop participants supported the
use of a BMD for all noncancer risk assessment (6). For example, the BMD approach was applied to developmental toxicity (7) and neurotoxicity (8). In 2001, Crump and colleagues compared the T25 (a 25% increase in the incidence of a specified tumor type) estimation method used in the European Union (i.e., the E.U. approach) and BMD modeling data from 276 carcinogenesis bioassays conducted as part of the National Toxicology Program (NTP), and concluded that the BMD estimate had less bias and less variation for estimation of the potency of carcinogens (9). In the past decade, dose-response modeling and BMD methods have also been applied to analyze microarray data to identify novel biomarkers of exposure and to examine potential toxicity (10). When applied for the evaluation of gene transcription data in quantitative cancer and noncancer risk assessment, the transcriptional BMD values can provide a better understanding of how chemical exposures disturb the cellular and molecular networks (11).

Genotoxicity tests measure the type of damage to genetic material that might lead to cancer. Therefore, genotoxicity assays are often used for the determination of cancer potency parameters and establishing the carcinogenic mode of action (MoA) for risk assessment (12). Both in vivo and in vitro genotoxicity studies are considered important for the evaluation of the mechanisms of carcinogenicity; and genotoxicity assessments offer the advantage of measuring a property related to human disease. Historically, data obtained from these studies are subject to a qualitative determination, i.e., either a “positive” or “negative” outcome, although a positive dose-response is also required for a positive determination (13). The BMD approach has been applied to in vivo genotoxicity data, including data from the in vivo micronucleus assay, the in vivo comet assay, in vivo DNA adduct formation, and transgenic rodent gene mutation assays (14-16).

Recently, quantitative assessment with BMD modeling and PoD metrics has been employed for in vitro genotoxicity data (17,18). During the 6th International Workshop on Genotoxicity Testing (IWGT) in 2013, the Working Group on Quantitative Approaches to Genetic Toxicology Risk Assessment (QWG) indicated the need for quantitative dose-response analysis of genotoxicity data, the development and evaluation of the methods used to derive PoDs, and the definition of the methodologies used to assess exposure-induced risks (19,20). Therefore, the methods used in applied genetic toxicology are in a transition period from qualitative hazard identification to quantitative dose-response analyses (21), as evidenced in a special issue on these topics published in 2016 in the journal Mutagenesis. In our laboratory, we have applied PoD and other quantitative metrics to data obtained from the mouse lymphoma assay (MLA) and performed quantitative analyses of the relative mutagenicity of five chemical compounds representative of different classes of chemicals found in tobacco smoke (13). More recently, we used BMD modeling to provide a quantitative evaluation of the mutagenicity of four piperidine nitroxides [i.e., 2,2,6,6-Tetramethylpiperidine-1-oxyl (TEMPO), 4-hydroxy-TEMPO, 4-oxo-TEMPO, and 4-methoxy-TEMPO] with different substituent groups on the 4-position of the piperidine ring (22), and six cigarette whole smoke solutions (WSSs) prepared by bubbling machine-generated whole smoke through dimethyl sulfoxide (DMSO) (23). The findings demonstrated the suitability of BMD modeling for potency ranking of in vitro studies on structurally different chemical agents (13), structurally similar compounds (i.e., different derivatives of one chemical) (22), and different complex chemical mixtures (23).

BMD modeling is primarily conducted using two software packages, PROAST software, developed by the Netherlands National Institute for Public Health and the Environment (RIVM) (24), and BMDS, developed by the U.S. EPA (25). In previous studies, we used the PROAST software to perform quantitative dose-response analyses of the MLA data produced by testing four piperidine nitroxides (22) and six WSSs (23). In the present study, we reanalyzed these genotoxicity data from the MLA using the EPA’s BMD software to evaluate the quantitative agreement of the estimates of genotoxic potency.

**BENCHMARK DOSE MODELING**

A reanalysis of the in vitro genotoxicity data for BMD modeling was performed using the EPA’s Benchmark Dose Software (version 2.7, released on August 18, 2017) in accordance with the BMD technical guidance (25). Briefly, a continuous model was used in the reanalysis as all response variables can take a continuous range of values (22,23). The BMDS analysis included exponential, Hill, linear, polynomial, and power models. The models with absolute values of scaled residuals > 2 (indicating a disagreement between the predicted and observed means) were excluded, and the BMD10 (a 10% increase over the background mutant frequency [MF]) was calculated for each data set using all five models. Among the models (out of five models) with a reasonable fit to the dataset, the model that produced the lowest Akaike’s Information Criterion was chosen as the best data fitting model (26), and was used for the generation of the BMDs, BMDLs, and BMDUs for 10%, 50%, 100% (i.e., two-fold increase), and 200% increases in MF above the control. The BMDU and BMDL refer to the two-sided (upper and lower bounds) 95% confidence intervals (CIs) of the BMD. The BMDL is the most widely preferred PoD. It should be noted that when performing a BMD modeling analysis, there may be a need for collaboration between toxicologists and statisticians to determine the most appropriate model.
BENCHMARK DOSE MODELING OF MOUSE LYMPHOMA ASSAY DATA FROM FOUR NITROXIDES

The MLA determines genetic changes affecting the expression of the thymidine kinase \((Tk)\) gene located on murine chromosome 11, and is widely recommended as a genotoxicity assay by many regulatory authorities. The qualitative positive responses for the MLA are defined as those where in there was a dose-related increase in MF and the induced MF in one or more chemical-treated samples in excess of the global evaluation factor \((27)\). A quantitative analysis of the dose-response MLA data and BMD modeling using the EPA’s BMDS for the determination of genetic toxicity PoD metrics was conducted previously \((13)\) and is also discussed in this study.

The widespread use of piperidine nitroxides has raised safety concerns, and TEMPO is one of the frequently used piperidine nitroxide catalysts \((28)\). In our previous studies, we reported that TEMPO exerted a mutagenic effect in mouse lymphoma cells, induced micronuclei in human lymphoblastoid TK6 cells \((29)\), and resulted in intracellular reactive oxygen species (ROS) generation and DNA damage in mammalian cells \((28)\). The addition of a different group to the 4-position of the piperidine ring is a simple method to form derivatives of TEMPO. Recently, we investigated the mutagenicity of four structurally similar piperidine nitroxides (TEMPO, 4-hydroxy-TEMPO, 4-methoxy-TEMPO, and 4-oxo-TEMPO) using the MLA and quantified their mutagenic potencies by using PROAST \((22)\). The BMDL\(_{10}\) was used to rank the potency of the nitroxides and when L5178Y mouse lymphoma cells were metabolically activated, 4-oxo-TEMPO was the nitroxide displaying the most potent mutagenicity in the MLA, followed by TEMPO > 4-methoxy-TEMPO > 4-hydroxy-TEMPO. The MLA dose-response data were also analyzed by using different BMD\(_{50,200}\) values, and the four nitroxides showed clear differences in the mutagenic potency in the presence of S9, with 4-oxo-TEMPO exhibiting the lowest BMD values for BMD\(_{10,200}\) \((22)\).

These MLA mutagenicity data for the four TEMPO derivatives were reanalyzed by BMD modeling using the EPA’s BMD software. First, the BMD\(_{10}\) with its BMDL\(_{10}\) and BMDU\(_{10}\) were calculated by using the EPA’s BMD software with five data fitting models \((26)\). The data fitting model that produced the lowest Akaike’s Information Criterion value was considered to be the most suitable model for fitting the data. The results indicated that the exponential model appeared the best fit for the calculation of BMD\(_{10}\) for two nitroxides, 4-methoxy-TEMPO and 4-
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Fig. 1. Quantitative analysis of the mutagenic dose-responses induced by four piperidine nitroxides (A) and six WSSs (B). The original dose-response data were published previously \((22,23)\), and the BMD\(_{10}\), BMDL\(_{10}\), and BMDU\(_{10}\) were calculated by using the EPA’s BMD software. The indication of exponential or power shows the model used for the calculation. The bars represent the calculated 95% confidence interval of each MF.
oxo-TEMPO, whereas the power model provided the best fit for the TEMPO and 4-hydroxy-TEMPO data (Fig. 1A). The rank order of BMDL$_{10}$ for piperidine nitroxides generated by the EPA’s BMDS was the same as that calculated by using PROAST (Table 1), although the numerical concentrations generated by the two software programmes differed slightly.

When the MLA data were analyzed using BMD$_{10}$, BMD$_{50}$, and BMD$_{100}$, similar BMDL potency rankings were also observed (Table 2). 4-Oxo-TEMPO produced the lowest BMDL values for BMD$_{10}$, whereas 4-hydroxy-TEMPO had the highest BMDL values for all BMDLs. Generally, the lower the BMDL value, the higher the potential mutagenicity for a given agent. When comparing the BMDL/BMDU range for each chemical, the BMD$_{10}$ value for 4-oxo-TEMPO was classified separately from the other three chemicals (i.e., two groups), and the BMD$_{10}$, BMD$_{50}$, and BMD$_{100}$ values were separated into three groups. Although 4-methoxy-TEMPO had a relatively lower value for BMD$_{10}$ than 4-hydroxy-TEMPO, their BMDL/BMDU ranges overlapped. Previously, using the covariate approach in PROAST, the 4-methoxy-TEMPO BMDL/BMDU range was completely separated from the 4-hydroxy-TEMPO BMDL/BMDU range (22). This difference is not surprising because these two approaches were calculated using different models; the values for 4-hydroxy-TEMPO were calculated by using the power model as the accepted model to provide the PoD in the EPA’s BMDS and the PROAST software used the exponential model (Fig. 1A). Frequently, different models compatible with the same dataset may result in different BMDLs with somewhat higher or lower risk estimates. With the exponential models, users can produce outcomes for each model of the exponential family using the EPA’s BMDS and select the best model according to the BMD technical guidance (25), whereas PROAST automatically selects the best model. It should also be noted that PROAST and BMDS make different assumptions for statistical distributions (30).

**Table 1.** BMDL$_{10}$ (with ranking) of four piperidine nitroxides and six whole smoke solutions (WSSs) in the mouse lymphoma assay

| Group | Sample ID | BMDL$_{10}$ (mM) BMDS | PROAST* |
|-------|-----------|------------------------|---------|
| Nitroxides (mM) | TEMPO | 0.29 [2] | 0.26 [2] |
| | 4-Hydroxy-TEMPO | 0.41 [4] | 1.02 [4] |
| | 4-Oxo-TEMPO | 0.04 [1] | 0.06 [1] |
| | 4-Methoxy-TEMPO | 0.33 [3] | 0.77 [3] |
| WSSs (% v/v) | C1-ISO-60 | 0.09 [5] | 0.24 [5] |
| | C2-ISO-60 | 0.07 [4] | 0.17 [4] |
| | C1-HCI-20 | 0.09 [6] | 0.25 [6] |
| | C1-HCI-60 | 0.02 [1] | 0.04 [2] |
| | C2-HCI-20 | 0.05 [3] | 0.12 [3] |
| | C2-HCI-60 | 0.04 [2] | 0.04 [1] |

*Calculated using the EPA’s Benchmark Dose Software (BMDS). §Previously published data (22,23) calculated using the PROAST Software. *The number in square brackets is the rank of the potency.

BMDL/BMDU range was completely separated from the 4-hydroxy-TEMPO BMDL/BMDU range (22). This difference is not surprising because these two approaches were calculated using different models; the values for 4-hydroxy-TEMPO were calculated by using the power model as the accepted model to provide the PoD in the EPA’s BMDS and the PROAST software used the exponential model (Fig. 1A). Frequently, different models compatible with the same dataset may result in different BMDLs with somewhat higher or lower risk estimates. With the exponential models, users can produce outcomes for each model of the exponential family using the EPA’s BMDS and select the best model according to the BMD technical guidance (25), whereas PROAST automatically selects the best model. It should also be noted that PROAST and BMDS make different assumptions for statistical distributions (30).

**Table 2.** The lower and upper 95% confidence intervals derived from the benchmark dose (BMD) estimates for four piperidine nitroxides by using the BMDS

| Piperidine nitroxide | BMDL (mM) | BMDU (mM) | BMDU/BMDL | BMDL (mM) | BMDU (mM) | BMDU/BMDL | BMDL (mM) | BMDU (mM) | BMDU/BMDL | BMDL (mM) | BMDU (mM) | BMDU/BMDL |
|---------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 4-Oxo-TEMPO         | 0.04      | 0.09      | 2.38      | 0.09      | 0.15      | 1.62      | 0.14      | 0.20      | 1.42      | 0.20      | 0.27      | 1.33      |
| TEMPO               | 0.29      | 0.56      | 1.94      | 0.64      | 0.95      | 1.50      | 0.89      | 1.21      | 1.36      | 1.23      | 1.54      | 1.25      |
| 4-Methoxy-TEMPO     | 0.33      | 0.74      | 2.25      | 1.25      | 1.96      | 1.56      | 2.05      | 2.81      | 1.37      | 3.12      | 3.85      | 1.24      |
| 4-Hydroxy-TEMPO     | 0.41      | 1.17      | 2.89      | 1.28      | 2.60      | 2.03      | 2.09      | 3.68      | 1.76      | 3.39      | 5.24      | 1.55      |

BMDL/BMDU range was completely separated from the 4-hydroxy-TEMPO BMDL/BMDU range (22). This difference is not surprising because these two approaches were calculated using different models; the values for 4-hydroxy-TEMPO were calculated by using the power model as the accepted model to provide the PoD in the EPA’s BMDS and the PROAST software used the exponential model (Fig. 1A). Frequently, different models compatible with the same dataset may result in different BMDLs with somewhat higher or lower risk estimates. With the exponential models, users can produce outcomes for each model of the exponential family using the EPA’s BMDS and select the best model according to the BMD technical guidance (25), whereas PROAST automatically selects the best model. It should also be noted that PROAST and BMDS make different assumptions for statistical distributions (30).

**BENCHMARK DOSE MODELING OF MOUSE LYMPHOMA ASSAY DATA FROM SIX WHOLE SMOKE SOLUTIONS**

The methods to calculate the NOAEL, breakpoint-dose (BPD; formerly named Td), and BMD$_{10}$ for genotoxicity endpoints have been previously described (18,31). The NOAEL, LOAEL, BMDL$_{10}$, and BMDL$_{1SD}$ (i.e., one standard deviation increase over the background) PoD metrics can be easily determined for most gene mutation and chromosomal damage studies; whereas BPDs cannot always be calculated owing to data limitations and constraints of the statistical methods (18). In the MLA data, the values of BMDL$_{10}$ were lower than the other PoDs, and therefore, the distribution of BMDL$_{10}$ values produced the lowest PoD (13). Among the methods utilized in the studies, including the lowest positive response by the global evaluation factor and mutagenic potency, the BMD approach appeared to be the most reasonable for the quantitative description of genotoxicity data generated from the MLA (13,23).

In a previous study, six WSSs were generated from two commercial cigarette products [Cigarette type #1 (C1) and Cigarette type #2 (C2)] with two smoke conditions [the International Organization for Standardization (ISO) and...
The evaluation of BMDL$_{10}$s and BMD$_{10}$s by using BMDS generated relatively lower numerical values than NOAEL, LOAEL, and other metrics (13). The rank order of BMDL$_{10}$ for six WSSs generated by using the EPA’s BMDS was similar to the rank order calculated by using PROAST, except the order of top two samples (i.e., C1-HCI-60 and C2-HCI-60) was reversed (Table 1). In addition, the numerical values of BMDL$_{10}$ calculated by the BMDS were smaller than those generated by PROAST, although the exponential model was used for the calculations.

Table 3. Comparison and rankings of the benchmark doses (BMDs) producing a 10%, 50%, 100%, and 200% increase over the background frequency (BMD$_{10,200}$) for six WSSs, calculated by using the BMDS

| WSS ID    | BMD$_{10}$ (% v/v) | BMD$_{50}$ (% v/v) | BMD$_{100}$ (% v/v) | BMD$_{200}$ (% v/v) |
|-----------|-------------------|-------------------|-------------------|-------------------|
|           | BMDS$^\dagger$    | PROAST$^\dagger$  | BMDS$^\ddagger$   | PROAST$^\ddagger$|
| C1-ISO-60 | 0.12 [5]*          | 0.31 [5]          | 0.51 [5]          | 0.69 [5]          |
| C2-ISO-60 | 0.08 [4]           | 0.21 [4]          | 0.33 [4]          | 0.47 [4]          |
| C1-HCI-20 | 0.13 [6]           | 0.33 [6]          | 0.56 [6]          | 0.73 [6]          |
| C1-HCI-60 | 0.04 [1]           | 0.06 [2]          | 0.13 [2]          | 0.13 [2]          |
| C2-HCI-20 | 0.05 [2]           | 0.15 [3]          | 0.23 [3]          | 0.33 [3]          |
| C2-HCI-60 | 0.05 [2]           | 0.05 [1]          | 0.12 [1]          | 0.12 [1]          |

$^\dagger$Calculated using the EPA’s Benchmark Dose Software (BMDS).
$^\ddagger$Previously published data (23) calculated using the PROAST Software.
*The number in square brackets is the potency rank of the WSSs.

Fig. 2. A comparison of BMD values for WSSs in the mouse lymphoma assay. The BMDs (BMD$_{10}$, BMD$_{50}$, BMD$_{100}$, and BMD$_{200}$) estimates producing a 10%, 50%, 100%, or 200% increase over the background frequency were calculated using the selected models in the BMDS (A, B, C, and D). The bars represent the calculated 95% confidence interval (CI) for each value. The lower and upper limits derived from the BMD estimates were used to differentiate between the responses based on non-overlapping confidence intervals.
tion in both software programmes. Given that the two approaches were implemented with different model assumptions, this is not unexpected, and should be considered when developing a PoD during chemical risk assessments.

We also calculated the BMDs, BMDLs, and BMDUs for 50%, 100%, and 200% increases above the background response in order to achieve better discrimination between the dose responses (Table 3, Fig. 2). For example, the BMDS analysis of the six dose-responses divided the $BMD_{50}$ into two groups for which the upper and lower 95% CIs did not overlap (Fig. 2A). Similarly, it was possible to divide the $BMD_{50}$, $BMD_{100}$, and $BMD_{200}$ into four groups without overlapping 95% CIs (Figs. 2B, 2C, 2D). The BMD potency ranking analysis indicated that when 60 cigarettes of type #1 or #2 were analyzed by using the HCl smoking condition, the CIs of all $BMD_{50}$, $BMD_{100}$, and $BMD_{200}$ overlapped (Fig. 2), which suggested that C1-HCl-60 and C2-HCl-60 were not distinguishable from each other based on their mutagenic response (i.e., BMDs). In contrast, when 60 cigarettes of type #1 or #2 were analyzed by using the ISO smoking conditions, the CIs of all BMDs were separated from each other, which indicated that the mutagenic responses induced by these two samples were significantly different. In addition, BMD potency ranking of $BMD_{10-200}$ also distinguished the mutagenicity of samples induced by smoking 20 cigarettes of type #1 or #2 under the HCl regimen (C1-HCl-20 vs. C2-HCl-20) and the mutagenicity of samples induced by smoking different numbers of the same cigarette, i.e., C1-HCl-20 vs. C1-HCl-60 and C2-HCl-20 vs. C2-HCl-60. Furthermore, when comparing the same cigarette with same cigarette number, different smoking conditions resulted in different mutagenicity responses, as indicated by BMD potency rankings of $BMD_{50}$, $BMD_{100}$, and $BMD_{200}$ for C2-HCl-60 vs. C2-ISO-60 and C1-HCl-60 vs. C1-ISO-60 (Figs. 2B, 2C, 2D).

The BMD values and rankings estimated in this study using the EPA's BMDS were comparable with those calculated in our previous study using PROAST. There were only small differences in the ranking of the top two samples between the two estimates by the PROAST and BMDS for $BMD_{10}$, in addition, the numerical values of the $BMD_{30}$, $BMD_{50}$, and $BMD_{100}$ generated by both software programmes were very similar and followed the same order for all WSSs (Table 3). Given that different software is used, practical differences between the two approaches are expected. However, in the context of the data modeled in this study, it was observed that the modeling results were comparable in terms of the order of potency. It should be noted that the results from PROAST (Table 3) were calculated by conducting covariate analyses [i.e., considering a variable (e.g., different WSS samples) as a covariate], to provide additional BMD precision (31). Our previous study indicated that the weak mutagenic potential and the imprecision in determining dose-responses in different studies may contribute to the variability of CI values (23).

**CONCLUSIONS**

Covariate analysis is not an option in the EPA's BMDS, yet the use of both BMDS and PROAST with a covariate approach produced identical grouping patterns for WSSs when the analyses were conducted at $BMD_{50}$, $BMD_{100}$, or $BMD_{200}$. Our data indicate that, despite small differences in the data output for the two software packages, both were functionally equivalent for conducting dose-response analysis and generating mutagenicity potency rankings. Currently, the U.S. EPA and the Netherlands’ RIVM are collaborating to achieve consistency between the BMDS and PROAST software packages (32). BMD modeling has been used for more than 20 years in the U.S. for risk assessment (4), but received little attention in Europe before 2009 (33). Recently, BMD modeling has been more widely accepted, especially in applied genetic toxicology (21). To the best of our knowledge, this study is the first comparison of mutagenicity potency ranking on the same in vitro genotoxicity data from the MLA conducted with BMD values generated from two software packages, BMDS and PROAST. Both software programmes are regularly used for the estimation of BMDs. Although there are some limitations in our previous studies (22,23) and this study, our approach to making this comparison was to identify the analysis routine that produced the greatest differentiation between the mutagenic effects produced by different derivatives of one chemical, such as nitroxides, or different complex chemical mixtures, such as WSSs.
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