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A One-Shot Shift from Explore to Exploit in Monkey Prefrontal Cortex
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Much animal learning is slow, with cumulative changes in behavior driven by reward prediction errors. When the abstract structure of a problem is known, however, both animals and formal learning models can rapidly attach new items to their roles within this structure, sometimes in a single trial. Frontal cortex is likely to play a key role in this process. To examine information seeking and use in a known problem structure, we trained monkeys in an explore/exploit task, requiring the animal first to test objects for their association with reward, then, once rewarded objects were found, to reselect them on further trials for further rewards. Many cells in the frontal cortex showed an explore/exploit preference aligned with one-shot learning in the monkeys’ behavior: the population switched from an explore state to an exploit state after a single trial of learning but partially maintained the explore state if an error indicated that learning had failed. Binary switch from explore to exploit was not explained by continuous changes linked to expectancy or prediction error. Explore/exploit preferences were independent for two stages of the trial: object selection and receipt of feedback. Within an established task structure, frontal activity may control the separate processes of explore and exploit, switching in one trial between the two.

Key words: attention; exploit; explore; frontal cortex; one-shot learning; primate

Significance Statement

Much animal learning is slow, with cumulative changes in behavior driven by reward prediction errors. When the abstract structure a problem is known, however, both animals and formal learning models can rapidly attach new items to their roles within this structure. To address transitions in neural activity during one-shot learning, we trained monkeys in an explore/exploit task using familiar objects and a highly familiar task structure. When learning was rapid, many frontal neurons showed a binary, one-shot switch between explore and exploit. Within an established task structure, frontal activity may control the separate processes of exploring alternative objects to establish their current role, then exploiting this knowledge for further reward.

Introduction

Much animal learning occurs slowly, with prediction errors leading to incremental changes in the link between actions and their outcomes (Rescorla and Wagner, 1972; Schultz et al., 1997). A similar process of incremental change underlies powerful formal learning models (LeCun et al., 2015; Schmidhuber, 2015). Animals and formal models are also capable, however, of rapid, sometimes one-shot learning. When the abstract structure or schema of a problem is known, new items can rapidly be attached to their roles within this structure (“variable binding”) (Smolensky, 1990). Familiar examples include learning to learn (Harlow, 1949), object-location binding (Behrens et al., 2018), and meta-learning (Wang et al., 2018). One-shot variable binding is conspicuous throughout human cognition, endowing thought and behavior with their characteristic speed, flexibility, and compositionality (Lake et al., 2017).

Frontal cortex contributes to rapid learning. In a block of trials, frontal population activity shows abrupt changes when new task rules are adopted (Durstewitz et al., 2010; Emberly and Seamans, 2020) or object-reward bindings must be reversed (Bartolo and Averbeck, 2020). Frontal neurons are well known to encode trial-unique rules, or items to be maintained in
Figure 1. Task overview and recording locations. A, Object selection task, 2-target version. In each session, the animal worked through a series of problems, each consisting of four cycles of trials (top row). On each trial (bottom row), the monkey touched a single object in a visual display. For each problem, two objects were defined as targets; the monkey was rewarded for selecting each target once per cycle, with the cycle ending as soon as both targets had been selected. For the first set of trials (Cycle 1), the monkey selected one object after another, learning which two objects (targets) were associated with reward. An example cycle consisting of five trials is illustrated in the middle row. In this row, icons for each trial indicate stimulus display, animal’s choice, and delivery of reward or no reward. Green circles represent targets (not present on actual display). Within a cycle, revisiting a target already selected did not bring further reward (see fourth trial in example). In each subsequent cycle (Cycles 2-4), the animal could reselect the same targets for further rewards, again avoiding revisits within a cycle. Thus, Cycle 1 consisted of a series of 2...n trials, continued until the two targets had been found. Cycles 2-4 optimally consisted of just two trials each, one for each target. After four cycles, targets were redefined for the next problem. Alternate problems used two different 4-object sets, fixed for each animal (object sets for one animal in inset). Equivalent 1-target problems (not illustrated) had only a single target; the first cycle ended as soon as this single target was found; and optimally, each subsequent cycle consisted of just a single trial on which this same target was reselected. B, Recording areas in each animal. PS, Principal sulcus; AS, arcuate sulcus.

working memory (Fuster et al., 1982; Miller et al., 1996; Wallis et al., 2001; Mansouri et al., 2006). Reflecting rapid learning on each trial, this information indicates how individual decisions should be taken within a well-learned task structure.

In pioneering studies, Procyk and colleagues (Procyk and Goldman-Rakic, 2006; Quilodran et al., 2008; Rothe et al., 2011; Khamassi et al., 2015; Enel et al., 2016) examined one-trial transition from unknown to known task rules in a spatial selection task. In this task, monkeys selected different screen locations in turn, searching for the one location associated with reward ("exploit" trials). Once reward was found, the same location could be selected on a series of further trials ("exploit" trials) for further rewards. Monkeys performed this task close to perfectly, with immediate transition from explore to exploit once the rewarded location was found. At this transition, spatial selectivity declined in neurons of dorsolateral frontal cortex (Procyk and Goldman-Rakic, 2006; but see Khamassi et al., 2015), and response to feedback decreased in anterior cingulate neurons (Quilodran et al., 2008).

To extend these findings, and to separate learning from motor planning, we designed a similar comparison of explore and exploit trials in an object selection task. We examined explore/exploit preferences during two stages of each trial, choice and feedback. We focused on activity in lateral PFC, with comparison data from inferior parietal cortex. A previous report of data from this task focuses on the dynamics of object and location selectivity within each trial (Kadohisa et al., 2020). Here, separate from object and location coding, we examine the transition from a frontal exploit to exploit state, including one-shot switches with successful learning, and maintenance of the exploit state when learning fails.

Human brain imaging suggests that first encounters with a new problem lead to strong activity in lateral frontal cortex and other cognitive control regions, which rapidly decreases once the solution is found (Konishi et al., 1998; Hampshire and Owen, 2006), sometimes accompanied by increasing activity in other brain regions, including the basal ganglia (Ruge and Wolffsteller, 2013). These results suggest rapid transfer of control from frontal cortex to other regions with task repetition. In contrast to this, we show bidirectional activity changes in the frontal cell population, with some cells selectively activating for explore, shifting in one trial to others selectively activating during exploit. These different activity patterns, we propose, may contribute to the different computations underlying learning and use of task rules.

Materials and Methods

Subjects and procedure. Data were recorded from 2 male rhesus monkeys, across a total of 60 daily sessions. Before recordings began, animals were trained in increasingly complex task versions, with several months of training in the final version until proficiency was sufficient to provide stable neurophysiological data. Recordings used a semi-chronic microdrive system (SC-32, Gray Matter Research, 1.5 mm interelectrode spacing), with one 32-channel array over lateral frontal cortex (Fig. 1B), the primary focus of the current report (Monkey A: AP = 33.9, ML = 20.3; Monkey B: AP = 36.2, ML = 58.1), and another over parietal cortex (Monkey A: AP = −4.6, ML = 50.6; Monkey B: AP = −3.2,
In each session, the animal worked through a series of problems, each consisting of a series of trials organized into four cycles (Fig. 1A, top). Each problem was based on a set of four objects, with the choice display for each trial containing all four of these, randomly positioned (Fig. 1A). For each new problem, one or two objects were randomly defined as targets, bringing reward when touched. In a first cycle of trials ("explore"), the monkey learned by trial and error which objects were targets. In later cycles ("exploit"), targets could be reselected for further rewards. Each problem, accordingly, required new object-role bindings to be learned. For each animal, there were two sets of four objects, fixed throughout the experiment, and used in alternate problems in each session.

In the first cycle (Fig. 1A, middle row), the monkey sampled objects in turn across a series of trials, searching for the rewarded target or targets. 1-target and 2-target problems were blocked, so the animal knew in advance how many to discover (mean of 69 1-target and 67 2-target problems per session). Once targets were found, there followed three exploit cycles, in which animals were rewarded for reselecting the targets and to acquire and hold central fixation (window centered at 7.6 × 7.6°). At this point, the FP turned red, and there was a wait period of 0.8-1.2 s, after which the black squares were replaced by a display (choice array [CH]) of four choice objects. Following a further delay of 1.2-2.0 s, the FP changed to cyan (GO) to indicate that a response could be made. To initiate a trial, the animal released the start key and touched one of the objects (touch required within 1.8 s of GO). After the touch had been held for 0.35-0.45 s, the selected object was replaced by either a green (correct target touch) or red (incorrect square) feedback, which remained for 0.3 s followed by an intertrial display. If the touch was correct, a drop of soft food was delivered 0.05-0.15 s after FB offset. Once a trial had been initiated, it was aborted without reward if the monkey released the start key or broke fixation before GO. The trial was also aborted if, after an object had been touched, the touch was not maintained until FB.

Different intertrial displays indicated transitions within a cycle, between cycles, and between problems. For trials within a cycle, the intertrial display was simply the white FP and surrounding black squares (Fig. 1A), with a minimum period of 0.7-0.9 s required before the next trial would begin. To indicate the end of a cycle, this display was preceeded by a period of only the white FP, lasting 3.2-3.5 s. To indicate the end of a problem, the screen blanked for 3.3-3.6 s. Data analysis. To produce peristimulus time histograms (PSTHs) (see Figs. 3, 5, 7, 8), we counted spikes in 100 ms windows, starting at a window centered at −200 ms from CH or FB and then shifting in 25 ms steps to a final window centered at 475 ms. Spike counts in each window were divided by an estimate of the cell's mean activity, defined as mean activity across all conditions in the CH and FB ANOVAs used for cell selection (see Results). To create the PSTH for each cell, within each time window, we calculated unweighted mean activity across number of targets (1, 2) × object set (1, 2) × touched location (1-4).

For all analyses, we excluded problems in which animals failed to respond on 6 or more trials in a single cycle, suggesting poor task focus.

Results

Behavior

Behavioral data for each animal are summarized in Figure 2, separately for 1-target (left column) and 2-target (right column) problems. As noted above, for the explore cycle, optimal performance consisted of a random sequence of object selections, avoiding revisits, until the single target (mean expected number of trials = 2.50) or two targets (mean expected number of trials = 3.33) were discovered. Explore cycles consisted optimally of just one (1-target problems) or two (2-target problems) trials. In 1-target problems, the mean number of trials per cycle was close to optimal (Fig. 2A, left; data in red, optimal possible performance in blue), indicating rapid, generally one-trial learning. In 2-target problems (Fig. 2A, right), performance improved more gradually over cycles, showing slower learning. A more detailed breakdown of response types is shown in Figure 2B. In each cycle, the number of correct target selections (red) was by definition one (1-target problems) or two (2-target problems). As expected, novel nontarget selections (selection of a nontarget not previously sampled in this cycle) were frequent in Cycle 1, occurring in the proportions required by a random search. Rapid discrimination between targets and nontargets is shown by the substantial decline in nontarget selections across cycles, clearly evident in both 1-target and 2-target problems. For each animal, and for each problem type, ANOVA entering separate mean data for each session showed a significant decline in nontarget selections across cycles (all F > 22, p < 0.0001). For 1-target problems, Tukey HSD tests showed significant differences between Cycles 1 and 2 (p < 0.01 for each animal), between Cycles 2 and 3 for just one animal (p = 0.64 and p = 0.05, respectively, for Animals A and B), and no difference between Cycles 3 and 4 (both p > 0.60). For 2-target problems, there were significant differences between Cycles 1 and 2 and between Cycles 2 and 3 (all p < 0.001), but not between Cycles 3 and 4 (both p > 0.3). Revisits to an object already sampled in a cycle were infrequent throughout (Fig. 2B: aqua represents nontarget revisits; purple represents target revisits; impossible for 1-target problems).
A further analysis of Cycle 1 data (Table 1) confirms this strong avoidance of objects already sampled. For this analysis, Cycle 1 trials were broken down according to the number of objects already sampled, from 0 (first trial of cycle) to 3. The table shows mean percentage of trials with revisit to a previously sampled object, compared with expected values for a random selection. In all cases, revisit percentage was far below the chance expectation, verified by $\chi^2$ tests (all $\chi^2 > 2000$, $p < 0.0001$).

Together, these data illustrate a well-established task model, incorporating the monkey’s knowledge of abstract task structure. Within this model, there was rapid learning, with strong avoidance of objects already sampled within a cycle, including rewarded targets, and from Cycle 2 onwards, excellent discrimination between targets and nontargets, especially in 1-target problems.

Prefrontal cells show preference for explore or exploit

Across 60 task sessions, we recorded activity from 254 cells (176 from Monkey A and 78 from Monkey B) in a region spanning the principal sulcus and adjacent dorsolateral and ventrolateral frontal convexities. Except where otherwise specified, data were analyzed just from correct trials (i.e., those on which a current target object was selected).

For our first analysis, we asked whether frontal neurons differentiate the processes of explore, seeking new information to bind into the problem structure versus exploit, using known information to guide behavior. To give the strongest measure of explore/exploit preferences, we focused initially on a comparison of Cycles 1 and 4, combining data from the rapidly learned 1-target problems and the more slowly learned 2-target problems. We analyzed data from two trial phases (Fig. 1A, bottom row): choice, the period following onset of the choice array (CH), and feedback, the period following onset of feedback (FB). To ensure unbiased results, we adopted a cross-validated approach. For each cell, trials were randomly assigned to one of two datasets. The first dataset was used for selection of cells (selection dataset), and the second dataset was used to validate the results (validation dataset) as described in the following sections. The selection dataset only contained data for Cycles 1 and 4, as Cycles 2 and 3 were not used for selection. On the selection dataset, we performed ANOVA with factors cycle (1, 4) / number of targets (1, 2) / object set (1,2) / touched location (1-4). These ANOVAs used data from two 400 ms windows, beginning at onset of CH and FB, with a separate ANOVA for each window. For each analysis window, cells with a significant ($p < 0.05$) main effect of cycle were classified as "explore" (spike rate Cycle 1 > 4) or "exploit" (spike rate Cycle 1 < 4). These labels were used simply to distinguish the two groups of cells, with no implications concerning potential functional significance. For each explore or exploit cell, we extracted PSTHs from the validation dataset. For a more complete view of the data, these unbiased PSTHs extended across a longer period (−200 to 500 ms from event onset). PSTHs for each cell were normalized and then averaged across cells within each group (see Materials and Methods). t tests across cells, again using 0-400 ms windows, were used to confirm significant cycle preference in the validation dataset.

In the selection dataset, for the CH period, the main effect of cycle was significant in 44 cells (17.3% of total): 18 with a

Table 1. Successful avoidance of reselection in Cycle 1

| Already sampled | Animal A | Animal B | Expected |
|-----------------|----------|----------|----------|
|                 | 1-target problems | 2-target problems | 1-target problems | 2-target problems |
| 0%              | 0%       | 0%       | 0%       | 0%       |
| 1               | 6.4%     | 5.7%     | 2.9%     | 6.2%     | 25% |
| 2               | 26.1%    | 24.4%    | 12.1%    | 17%      | 50% |
| 3               | 55.5%    | 54.2%    | 40.6%    | 44%      | 75% |

Separate data for each animal: Percentage of trials with reselection of a previously sampled object, as a function of number of objects already sampled.
preference for Cycle 1, 26 for Cycle 4. Mean PSTHs for these cells, calculated in the validation dataset, are shown in the upper row of Figure 3, with explore (Cycle 1 preferring) cells in the left panel, exploit (Cycle 4 preferring) cells on the right. t tests on the window 0-400 ms from CH onset confirmed significant cycle preferences in the validation data (for explore cells, $t_{(17)} = 4.58$, $p < 0.001$; for exploit cells, $t_{(25)} = 4.39$, $p < 0.001$). PSTHs suggest sustained cycle preferences that began even before CH onset. Notably, however, cells selected for a cycle preference during CH showed no evidence of a similar preference around FB.

A similar picture is evident for cells with cycle preference at FB (Fig. 3, bottom row). In the selection dataset, ANOVA on the FB period showed a significant main effect of cycle in 52 cells (20.5% of total): 15 with a preference for Cycle 1, 37 for Cycle 4. PSTHs for the validation dataset suggest sustained cycle preferences around FB, with t tests confirming significant cycle preferences in the 0-400 ms window (for explore cells, $t_{(14)} = 2.94$, $p < 0.05$; for exploit cells, $t_{(36)} = 6.61$, $p < 0.001$). Again, however, cells selected for a cycle preference during FB showed no evidence of a similar preference around CH.

Explore/exploit (Cycle 1/Cycle 4) preferences were largely stable across target objects. When ANOVAs on the selection dataset were repeated separately for each object set, now with an additional factor of object, only 9% of explore/exploit cells at CH, and 8% of explore/exploit cells at FB, showed a significant interaction ($p < 0.05$) between cycle and object (average results for the two stimulus sets).

These initial analyses show that substantial fractions of prefrontal cells differentiate the processes of explore and exploit. Although explore/exploit preferences are seen at both CH and FB, preferences at these two stages of a trial are unrelated, implying selectivity for the conjunction of cycle (explore/exploit) and trial stage (CH/FB).

**Temporal cross-generalization of cycle preferences**

To confirm that cycle preference is stable within a task phase (CH, FB) but not across task phases, we used a temporal cross-

![Figure 3](image3.png)

**Figure 3.** Validation of explore/exploit effect. Mean normalized spike rate for explore (spike rate Cycle 1 > Cycle 4) and exploit (spike rate Cycle 4 > Cycle 1) cells, identified at CH and FB periods. Data are cross-validated, with separate trials used to identify selective cells (selection dataset) and to construct PSTHs (validation dataset). Gray shading represents analysis windows (CH for CH-selected cells, FB for FB-selected cells).

generalization analysis. We again randomly assigned trials for each cell to one of two groups (half A and B; labels used in Fig. 4), and for each group of trials, subtracted mean activity in Cycle 1 from mean activity in Cycle 4. To remove effects of touched location (1-4) and number of targets (1, 2), we used unweighted means across these variables. For this analysis, we used 100 ms windows, four windows from onset of CH and four from onset of FB. For each window, this produced two independent vectors of 254 cycle preferences (one per cell). Data are correlations between half A and half B vectors.
between periods, however, correlations close to zero show unrelated cycle preferences.

One-shot learning: single-cell responses

Having established that patterns of frontal activity differentiate explore and exploit, we moved on to examine the transition between these patterns with rapid learning. For this purpose, we focused on the one-shot learning seen in most 1-target problems. To mirror this rapid change in behavior, we searched for a similar one-shot change in the activity of explore/exploit cells. We focused on the explore and exploit cells identified above, and examined their detailed behavior during the rapid learning of 1-target problems. Again, these analyses used just the validation dataset from Cycles 1 and 4, along with all trials from Cycles 2 and 3.

For the main analysis, we compared activity across Cycles 1-4. To focus on successful rapid learning, for Cycles 2-4 we excluded the exceptional cases in which the first response of the cycle was incorrect. Mean PSTHs for the same four groups of lines in cells were calculated as before. Results are shown in the solid cycle was incorrect. Mean PSTHs for the same four groups of

In a supplementary analysis, we examined correct trials in Cycle 2 that followed at least one Cycle 2 error, a pattern suggesting failed learning on Cycle 1 and continued exploration in Cycle 2. For the two groups of explore cells, activity on these failed-learning trials resembled activity for Cycle 1 (Fig. 5, dotted green lines). Comparing failed-learning trials to regular Cycle 2 trials, where the first response was correct (Fig. 5, solid green lines), showed significant differences for both groups of cells (CH group, $t_{(17)} = 3.66, p < 0.01$; FB group, $t_{(14)} = 3.19, p < 0.01$). For exploit cells, results were less clear, with no significant difference between failed-learning and regular Cycle 2 trials (CH group, $t_{(25)} = 1.57$; FB group, $t_{(26)} = 0.79$), and for FB cells, a significant difference between failed-learning and Cycle 1 ($t_{(36)} = 2.78, p < 0.01$). These data show that, if learning was not complete after Cycle 1, the frontal explore state was partially preserved into Cycle 2.

One-shot learning: population response

Complementing the analysis of single neurons, we went on to examine the explore/exploit transition in the population activity of the entire cell sample of 254 PFC cells. Specifically, we aimed to quantify the similarity of population activity across the different cycles of learning. We constructed a linear discriminant separating population activity in Cycles 1 and 4 ($F_{(2,28)} = 2.26$; exploit cells, $F_{(2,72)} = 0.25$).

Figure 5. One-shot learning response of selected cells in PFC. One-target problems: mean normalized spike rates in each cycle. Cycle 1, all correct trials. Cycles 2-4, solid lines indicate correct trials, excluding cases with preceding error in this cycle. Cycle 2, dotted line indicates correct trials preceded by Cycle 2 error. Cell selection and cross-validation (Cycles 1 and 4 only) as for Figure 3. Gray shading represents analysis windows (CH for CH-selected cells, FB for FB-selected cells).
mean of across-trial SDs, Cycles 1 and 4). Thus, activity in each cycle was described as a 254-dimensional vector of mean-centered, scaled firing rates, one per cell. We calculated the discriminant by simply subtracting the vector for Cycle 1 from the vector for Cycle 4. Test data from Cycles 1 and 4 were then mean-centered and scaled in the same way, using means and SDs from the train data, and projections onto the discriminant were obtained simply as the dot product between vectors for these scaled data and the discriminant. The same procedure was used for projections of data from Cycles 3 and 4, along with failed-learning trials from Cycle 2.

Results are shown in Figure 6C (CH) and Figure 6D (FB). As predicted, we found that Cycles 2-4 form one cluster independent of Cycle 1. Also matching results from the single-neuron analysis, failing-learning trials from Cycle 2 were closer to Cycle 1 than to regular Cycle 2 trials. For statistical testing, we used a permutation approach comparing projections for pairs of conditions. To compare Cycle 1 (test data) and Cycle 2, for example, for each neuron, we selected all Cycle 1 (test) and Cycle 2 trials, then randomized the cycle labels before calculating mean firing rates for these randomized data. This procedure was repeated for each neuron, projections on the original discriminant were recalculated, and the difference between projections for Cycle 1 and Cycle 2 was obtained. This whole procedure was repeated 1000 times, giving a null distribution against which the true data could be compared. The p value for the contrast was measured as the proportion of (absolute) distances in the permuted data greater than the value in the true data. In line with Figure 6C, D, projections for Cycles 2 and 3 were significantly different from the projection for Cycle 1 (p < 0.001 for each comparison in both CH and FB periods). Cycles 2 and 3 did not differ from Cycle 4 (p > 0.10 for all comparisons). For failing-learning trials in Cycle 2, projections differed significantly from both Cycle 1 (p < 0.001 for both CH and FB) and Cycle 2 (p < 0.001 for both CH and FB) regular trials.

Expectancy and error

Slow, incremental learning is critically driven by reward prediction and prediction error. In the explore cycle of our task, expectancy of reward would increase over successive trials, while at feedback there would be variable positive and negative prediction errors. As these factors would be absent in exploit cycles, we wondered whether differences between explore and exploit cells might in part reflect differing sensitivity to prediction and error. To test for this, we used activity in Cycle 1, when the outcome of each selection was uncertain. Again, we focused on the explore and exploit cell groups defined above; and except where noted, trials from the selection dataset were removed from the analyses.

First, we asked how the activity of explore and exploit cells changed over the course of Cycle 1, as more objects were sampled and eliminated, and the expectancy of reward progressively increased. For 1-target problems, we sorted correct (rewarded) Cycle 1 trials according to whether the object selected was the first, second, third, or fourth different object sampled in this cycle. For this analysis, it was impossible to cross the factors of sample order and selected object location. On the first trial of Cycle 1, animals had very strong preferences for choosing the object in a particular location, which we call the animal’s favored location. Strong preference for this location meant that, for this first trial, data were not always available for other locations. To ensure that results were not biased by location differences, we analyzed data just from trials in which the target was found in the animal’s favored location, after sampling 0, 1, 2, or 3 other objects on previous trials of the cycle (in any locations; note random repositioning of objects on each trial).

Inconsistent with a progressive increase in reward expectancy, the results (Fig. 7A) showed no significant effects of sampling order. For cells with an explore (Cycle 1) or exploit (Cycle 4) preference at CH (top row), ANOVAs on the 400 ms window following CH onset showed no significant effects of sampling order (explore cells, F(3,45) = 2.21; exploit cells, F(3,45) = 0.88). For cells with an exploit (Cycle 1) or exploit (Cycle 4) preference at FB (bottom row), similar results were obtained in the 400 ms window following FB onset (explore cells, F(3,45) = 0.97; exploit cells, F(3,45) = 1.70). Thus, exploit cells, as a group, did not show progressively decreasing activity with increasing reward expectancy, but rather a binary decrease from explore to exploit. Complementarily, exploit cells as a group did not show progressively increasing activity with increasing reward expectancy, but rather a binary increase from explore to exploit.

Second, to examine effects of prediction error, we compared activity on correct (target selection) and incorrect (nontarget selection) trials, again using Cycle 1 data from 1-target problems. To eliminate effects of serial position in the cycle, we ignored
Figure 7. Expectancy and error. A–C, Cell selection and windows as Figure 3. A, One-target problems, Cycle 1: Target first, second, third, or fourth object sampled. Data just for targets in animal’s favored location. B, One-target problems, Cycle 1: Responses on correct (target selected) and incorrect (nontarget selected) trials. Data just for targets in animal’s favored location, averaged across first, second, or third object sampled in cycle. C, Cycle 1: Comparison of 1-target problems with first and second targets discovered in 2-target problems.
data for revisits, and compared correct and incorrect trials unweighted for serial position (average of responses separately calculated for the first, second, and third objects sampled in the cycle; incorrect impossible for object sampled fourth). To eliminate potential confounding effects of selected location, again we used only trials with selection of the animal’s favored location. At both CH and FB, results suggested little mean difference between correct and incorrect trials (Fig. 7B). For cells with an explore (Cycle 1) or exploit (Cycle 4) preference at CH (top row), t tests on the 400 ms window following CH onset showed no significant differences between target and nontarget trials (explore cells, \( t_{(17)} = 0.71 \); exploit cells, \( t_{(25)} = 0.84 \)). For cells with an explore (Cycle 1) or exploit (Cycle 4) preference at FB (bottom row), similar results were obtained in the 400 ms window following FB onset (explore cells, \( t_{(14)} = 1.33 \); exploit cells, \( t_{(36)} = 0.96 \)). Thus, FB explore cells, as a group, did not show strong response to positive prediction error, but rather a binary decrease in activity from explore to exploit, while FB exploit cells, as a group, did not show reduced activity for positive prediction error.

In the cell sample as a whole, there was frequent discrimination of corrects and errors in the FB period. ANOVA with factors correct/error × object set × selected location, this time, including all trials (selection and validation datasets combined), showed that, in the whole sample of 254 cells, there were 58 (22.8%) with a main effect of correct/error: 24 preferring correct and 34 preferring error. Of the 52 explore/exploit cells defined in our main analysis at FB, 16 (30.8%) also showed a significant difference between corrects and errors. Thus, outcome information was encoded in prefrontal cells, but neither explore nor exploit cells consistently favored positive or negative outcome.

Finally, we compared target-discovery trials in 1-target problems with first and second targets discovered in 2-target problems. Again, these cases have very different reward expectancies; for example, in a 1-target problem, the first object selected has only a 0.25 probability of being a target, whereas for a 2-target problem, this probability is 0.5. Again, however, results showed very similar responses for these three types of Cycle 1 target trials (Fig. 7C). For cells with an explore (Cycle 1) or exploit (Cycle 4) preference at CH (top row), ANOVAs on the 400 ms window following CH onset showed no significant differences between the three trial types (explore cells, \( F_{(2,34)} = 0.21 \); exploit cells, \( F_{(2,30)} = 2.78 \)). For cells with an explore (Cycle 1) or exploit (Cycle 4) preference at FB (bottom row), similar results were obtained in the 400 ms window following FB onset (explore cells, \( F_{(2,28)} = 0.37 \); exploit cells, \( F_{(2,27)} = 0.25 \)).

Contrary to incremental changes in reward prediction, these data show that explore/exploit selectivity was approximately binary, distinguishing simply an explore state, in which new information was sought, and an exploit state, in which known information was used.

Parietal activity
Finally, parallel analyses were conducted on a population of 170 cells recorded in inferior parietal cortex (for details, see Kadohisa et al., 2020). For the CH period, the difference in activity between Cycles 1 and 4, tested as before on a selection dataset, was significant in 20 cells (11.8% of total): 5 with a preference for Cycle 1, 15 for Cycle 4. For the FB period, the difference was significant in 32 cells (18.8%): 10 with a preference for Cycle 1, 22 for Cycle 4. In this case, testing with a validation dataset produced mixed results, although trends in the data (Fig. 8) weakly resembled those found in frontal cells. For explore (Cycle 1 preference) or exploit (Cycle 4 preference) cells identified at CH (top row), \( t \) tests on the 400 ms window following CH onset showed no significant difference between cycles for explore cells (\( t_{(4)} = 0.80 \)) but a significant difference for exploit cells (\( t_{(14)} = 3.54 \), \( p < 0.001 \)). For cells with an explore (Cycle 1) or exploit (Cycle 4) preference at FB (bottom row), similarly mixed results were obtained in the 400 ms window following FB onset (exploit cells, \( t_{(9)} = 1.15 \); exploit cells, \( t_{(21)} = 3.65 \), \( p < 0.01 \)). Although these cross-validated results were weak, direct comparisons with frontal results (one ANOVA corresponding to each of the above \( t \) tests, factors region × cycle) showed no reliable differences between regions (region × cycle interaction, all \( F < 2.2 \)).

Discussion
While learning can be slow when being done from scratch, well-developed internal task models may be generalized to a newly encountered situation. In this case, new stimuli can be quickly
bound to their roles within the task model. We examined the transition from novel information seeking to known information use within a well-learned task structure.

In each new problem, monkeys learned which target objects were rewarded when touched. At the explore (information seeking) stage, objects were sampled over a series of trials until rewards were obtained. In subsequent explore cycles, the structure of each trial was similar, but now the monkey could base choices on previously acquired information. The monkey’s behavior, though not perfect, showed a clear model of task rules, with few selections of previously sampled nontargets, and in 2-target problems, few selections of a target already chosen in the current cycle. For the easier, 1-target problems, learning was typically one-shot, with just a single reward in Cycle 1 sufficient to produce consistent target selection.

Our results showed different patterns of prefrontal activity for explore and exploit stages of each problem. For many cells, activity differentiated Cycle 1, when new information was acquired, from later cycles when this information was used to control subsequent behavior. In 1-target problems, corresponding to one-shot learning in behavior, the switch in frontal activity was close to binary, with little subsequent change after the first exploit trial. When learning was not complete after the first success trial, furthermore, the data showed partial preservation of the frontal explore state. These results held both at the level of single cells with explore/exploit preferences, and at the level of activity pattern across the whole-cell population.

Learning within a known task structure calls for different computations during initial binding of stimuli to their roles (novel information seeking), and subsequent retrieval and use of these bindings (known information use). For example, in deep reinforcement learning, meta-learning of a task model endows agents with the ability to quickly adapt their behavior to match a new reward structure in an otherwise known environment (Botvinick et al., 2020). Modeling studies have examined how progressive learning in neural networks can shape connectivity to implement required cognitive operations (Barak et al., 2013; Chaisangmongkon et al., 2017). In an important set of simulations Wang et al. (2018) show how agents can quickly switch from learning to retrieval of novel variable bindings during prelearned task phases. Our data show that PFC produces a discrete code for these different task phases.

Many signals associated with learning have previously been studied. Neurons in various regions, including lateral frontal cortex, selectively code for errors (Gehring and Knight, 2000; Mansouri et al., 2006), the effects of expectations (Matsumoto et al., 2003; Rouault et al., 2019), decision confidence (De Martino et al., 2013; Boldt and Yeung, 2015), and reward prediction errors (Tanaka et al., 2004; Kennerley et al., 2011). Consistent with the hypothesis that those are an integral part of many learning processes, we found many prefrontal cells coding for errors. Preference for correct versus error trials, however, was rather independent of explore/exploit preferences. Similarly, neither explore nor exploit cells showed progressive changes in activity with changing reward expectancy. This relative independence of cycle preference from outcome and expectancy coding suggests that PFC constructs an additional binary code to support the rapid explore/exploit switch.

Rapid learning will always require an agent to have well-tuned priors built up through experience with the environment at hand. Before starting recording sessions, monkeys received extensive training. During this learning, monkeys familiarized themselves not only with the task structure but also the different object sets, and hence built up very narrow priors to support rapid learning. We thus studied a highly contextualized form of learning, where monkeys only need to learn which known stimulus to pair with a known process in the task (i.e., touch target object d). In other tasks, for example when subjects need to pair an unknown stimulus to a known task process (Harlow, 1949; Cook and Fagot, 2009) or pair an unknown stimulus to an unknown task process (Youssef-Shalala et al., 2014; Franklin and Frank, 2020), broader priors/more general “meta task models” will be needed to support learning. PFC might use the most rapid shift from explore to exploit when simply generalizing over stimuli, but fall back onto more classical continuous learning signals with more substantial change in task conditions (Wilson et al., 2014; Wu et al., 2018).

Although exploit trials involved repeated selection of the same target object, the binary switch from explore to exploit is not well described as a simple repetition effect. Beyond Cycle 2, neither explore nor exploit cells showed further changes with additional choice repetitions. The partially preserved explore state following failed-learning trials in Cycle 1 also tells against a simple repetition account.

In PFC, activity patterns for different stages of a trial can be approximately orthogonal (Sigala et al., 2008; Kadohisa et al., 2020). Orthogonal patterns may minimize interference between the cognitive operations of successive task steps (Sigala et al., 2008). In the present data, preferences for explore versus exploit were independent during CH and FB. Internal models for these two stages of the task would involve different cognitive operations: for explore, novel choice generation at CH and new learning at FB, but for exploit, retrieval of the previously rewarded target at CH, and confirming a predicted success at FB. Conjunctive coding for combinations of trial phase (CH, FB) and knowledge state (explore, exploit) may be required to construct and direct the multiple stages of the abstract task model (Enel et al., 2016). These results match many reports of mixed selectivity in prefrontal cells (Mushiake et al., 2006; Rigotti et al., 2010, 2013; Warden and Miller, 2010).

In contrast with independent explore/exploit preferences at CH and FB, cross-temporal generalization showed rather stable preferences within each of these trial phases (Fig. 4). Although average PSTHs suggested some variation within each phase (Fig. 3), additional data would be needed to examine more fine-grained temporal structure.

Prior studies examined the explore to exploit transition in a spatial selection task (Procyk and Goldman-Rakic, 2006; Quilodran et al., 2008; Khamassi et al., 2015). Our results extend these findings in object selection task. In this task, we provide a detailed characterization of the explore to exploit transition, including one-shot switching, partial preservation of the explore state after a failed learning trial, independent explore/exploit coding at choice and feedback stages of the trial, and temporal stability within each of these stages.

If frontal activity binds objects to their roles in the task, there must be a representation of object identity. In tasks like ours, sustained firing frontal patterns can carry important information in working memory (Fuster and Alexander, 1971; Funahashi et al., 1989; Constantinidis et al., 2018). When targets were discovered in Cycle 1, sustained object-selective activity could have carried this target information through to later cycles. Our previous analyses of object selectivity, however, show that this does not happen in our task (Kadohisa et al., 2020). Although frontal neurons code object information at FB and CH, these two codes are orthogonal, and between trials, all object information disappears.
As successive task operations take place, object information is newly implemented in the pattern of frontal activity. Many studies show closely similar neural properties in lateral prefrontal and inferior parietal cortex (Chafee and Goldman-Rakic, 1998; Goodwin et al., 2012; Brincat et al., 2018; Meyers et al., 2018). In the current task, prefrontal and inferior parietal neurons show similar coding of target identity and location (Kadohisa et al., 2020). The data suggest that, like prefrontal cells, inferior parietal cells can also show explore/exploit preferences, although only for some cell groups was the difference significant in the cross-validated test.

Previous findings from both human imaging (Konishi et al., 1998; Hampshire and Owen, 2006) and single-cell physiology (Procyk and Goldman-Rakic, 2006; Quilodran et al., 2008) suggest a reduction in frontal activity with the transition from unknown to known task rules, or more broadly over the early trials of a new task (Ruge et al., 2019). In contrast to this simple change, we observe cells with both increased and decreased activity with the switch from explore to exploit. Both explore and exploit preferences may be important to direct the different cognitive operations of constructing and using the task model.

In one-shot learning, newly acquired information is bound to its role within a previously learned, abstract task model. Building on previous findings (Procyk and Goldman-Rakic, 2006; Quilodran et al., 2008), our data show a one-shot switch of firing rate in many prefrontal cells, matching one-shot behavioral learning. This switch of neural activity occurs independently at different stages of a trial, with their different cognitive requirements. The binary switch in frontal activity may enable one-shot switch between cognitive operations of information seeking and information use. More generally, such switches may allow the high-speed adaptability that characterizes much animal and human behavior.

References
Barak O, Sussillo D, Romo R, Tsodyks M, Abbott LF (2013) From fixed points to chaos: three models of delayed discrimination. Prog Neurobiol 103:214–222.
Bartolo R, Averbeck BB (2020) Prefrontal cortex predicts state switches during reversal learning. Neurosci 106:1044–1054.
Behrens TE, Muller TH, Whittington JC, Mark S, Baram AB, Stachenfeld KL, Kurth-Nelson Z (2018) What is a cognitive map? Organizing knowledge for flexible behavior. Neurosci 100:490–509.
Boldt A, Yeung N (2015) Shared neural markers of decision confidence and error detection. J Neurosci 35:3478–3484.
Botvinick M, Wang JX, Dabney W, Miller KJ, Kurth-Nelson Z (2020) Deep reinforcement learning and its neuroscientific implications. Neurosci 107:603–604.
Brincat SL, Siegel M, von Nicolai C, Miller EK (2018) Persistent spiking activity underlies working memory. J Neurosci 38:7020–7028.
Cook R, Fagot J (2009) First trial rewards promote 1-trial learning and prolonged memory in pigeon and baboon. Proc Natl Acad Sci USA 106:9530–9533.
De Martino B, Fleming SM, Garrett N, Dolan RJ (2013) Confidence in value-based choice. Nat Neurosci 16:105–110.
Durstewitz D, Vittoz NM, Florosko SB, Seams JK (2010) Abrupt transitions between prefrontal neural ensemble states accompany behavioral transitions during rule learning. Neuron 66:438–448.
Emberly E, Seams JK (2020) Abrupt, asynchronous changes in action representations by anterior cingulate cortex neurons during trial and error learning. Cereb Cortex 30:4336–4345.
Enel P, Procyk E, Quilodran R, Dominey PF (2016) Reservoir computing properties of neural dynamics in prefrontal cortex. PLoS Comput Biol 12:e1004967.
Franklin NT, Frank MJ (2020) Generalizing to generalize: humans flexibly switch between compositional and conjunctive structures during reinforcement learning. PLoS Comput Biol 16:e1007720.
Funahashi S, Bruce CJ, Goldman-Rakic PS (1989) Memonic coding of visual space in the monkey’s dorsolateral prefrontal cortex. J Neurophysiol 61:321–349.
Fuster JM, Alexander GE (1971) Neuron activity related to short-term memory. Science 173:652–654.
Fuster JM, Bauer RH, Jervey JP (1982) Cellular discharge in the dorsolateral prefrontal cortex of the monkey in cognitive tasks. Exp Neurol 77:679–694.
Gehring WJ, Knight RT (2000) Prefrontal–cingulate interactions in action monitoring. Nat Neurosci 3:516–520.
Goodwin SJ, Blackman RK, Sakellariid S, Chafee MV (2012) Executive control over cognition: stronger and earlier rule-based modulation of spatial category signals in prefrontal cortex relative to parietal cortex. J Neurosci 32:3499–3515.
Hampshire A, Owen AM (2006) Fractionating attentional control using event-related fMRI. Cereb Cortex 16:1679–1689.
Harlow HF (1949) The formation of learning sets. Psychol Rev 56:51–65.
Harris CR, Millman KJ, van der Walt SJ, Gommers R, Virtanen P, Cournapeau D, Wieser E, Taylor J, Berg S, Smith MJ, Kern R, Picus M, Hoyer S, van Kerkwijk MH, Brett M, Haldane A, Del Rio JF, Wiebe M, Peterson P, Gérard-Marchant P, et al. (2020) Array programming with NumPy. Nature 585:357–362.
Hunter JD (2007) Matplotlib: a 2D graphics environment. Comput Sci Eng 9:90–95.
Kadohisa M, Watanabe K, Kusunoki M, Buckley MJ, Duncun J (2020) Focused representation of successive task episodes in frontal and parietal cortex. Cereb Cortex 30:1779–1796.
Kennerley SW, Behrens TE, Wallis JD (2011) Double dissociation of value computations in orbitofrontal and anterior cingulate cortices. Nat Neurosci 14:1581–1589.
Khamassi M, Quilodran R, Enel P, Dominey PF, Procyk E (2015) Behavioral regulation and the modulation of information coding in the lateral prefrontal and cingulate cortex. Cereb Cortex 25:3197–3218.
Kluyver T, Ragan-Kelley B, Pérez F, Granger B, Bussonnier M, Frederic J, Hamrick J, Grout J, Corlay S, Ivanov P, Avila D, Abdalla S, Willing C (2016) Jupyter Notebooks—a publishing format for reproducible computational workflows. In: Positioning and power in academic publishing: players, agents and agendas. Proceedings of the 20th International Conference on Electronic Publishing, pp 87–90. Amsterdam: IOS, Göttingen, Germany.
Konishi S, Nakajima I, Uchida I, Kameyama M, Nakahara K, Sekihara K, Miyashita Y (1998) Transient activation of inferior prefrontal cortex during cognitive set shifting. Nat Neurosci 1:80–84.
Lake BM, Ullman TD, Tenenbaum JB, Gershman SJ (2017) Building machines that learn and think like people. Behav Brain Sci 40:e253.
LeCun Y, Bengio Y, Hinton G (2015) Deep learning. Nature 521:436–444.
Mansouri FA, Matsumoto K, Tanaka K (2006) Prefrontal cell activities related to monkeys’ success and failure in adapting to rule changes in a Wisconsin Card Sorting Test analog. J Neurosci 26:2745–2756.
Matsumoto K, Suzuki W, Tanaka K (2003) Neuronal correlates of goal-based motor selection in the prefrontal cortex. Science 301:229–232.
McKinney W (2010) Data structures for statistical computing in Python. In: Proceedings of the 9th Python in Science Conference, pp 56–61. Austin, Texas.
Meyers EM, Liang A, Katsuki F, Constantinidis C (2018) Differential processing of isolated object and multi-item pop-out displays in LIP and PFC. Cereb Cortex 28:3816–3828.
Miller EK, Erickson CA, Desimone R (1996) Neural mechanisms of visual working memory in prefrontal cortex of the macaque. J Neurosci 16:5154–5167.
Mushiake H, Saito N, Sakamoto K, Itoyama Y, Tanji J (2006) Activity in the lateral prefrontal cortex reflects multiple steps of future events in action plans. Neuron 50:631–641.

Perez F, Granger BE (2007) IPython: a system for interactive scientific computing. Comput Sci Eng 9:21–29.

Procyk E, Goldman-Rakic PS (2006) Modulation of dorsolateral prefrontal delay activity during self-organized behavior. J Neurosci 26:11313–11323.

Quilodran R, Rothé M, Procyk E (2008) Behavioral shifts and action valuation in the anterior cingulate cortex. Neuron 57:314–325.

Rescorla RA, Wagner AR (1972) A theory of pavlovian conditioning: variations in the effectiveness of reinforcement and nonreinforcement. In: Classical conditioning: II. Current research and theory (Black AH, Prokasy WF, eds), pp 64–99. New York: Appleton Century Crofts.

Rigotti M, Barak O, Warden MR, Wang XJ, Daw ND, Miller EK, Fusi S (2013) The importance of mixed selectivity in complex cognitive tasks. Nature 497:585–590.

Rigotti M, Ben Dayan Rubin D, Wang XJ, Fusi S (2010) Inner representation of task rules by recurrent dynamics: the importance of the diversity of neural responses. Front Comput Neurosci 4:24.

Rothe M, Quilodran R, Sallet J, Procyk E (2011) Coordination of high gamma activity in anterior cingulate and lateral prefrontal cortical areas during adaptation. J Neurosci 31:11110–11117.

Rouault M, Drugowitsch J, Koechlin E (2019) Prefrontal mechanisms combining rewards and beliefs in human decision-making. Nat Commun 10:301.

Ruge H, Schäfer TA, Zwosta K, Mohr H, Wolfensteller U (2019) Neural representation of newly instructed rule identities during early implementation trials. Elife 8:e48293.

Ruge H, Wolfensteller U (2013) Functional integration processes underlying the instruction-based learning of novel goal-directed behaviors. Neuroimage 68:162–172.

Schmidhuber J (2015) Deep learning in neural networks: an overview. Neural Netw 61:85–117.

Schultz W, Dayan P, Montague PR (1997) A neural substrate of prediction and reward. Science 275:1593–1599.

Seabold S, Perktold J (2010) Statsmodels: econometric and statistical modeling with Python. In: Proceedings of the 9th Python in Science Conference, pp 92–96. Austin, Texas.

Sigala N, Kusunoki M, Nimmo-Smith I, Gaffan D, Duncan J (2008) Hierarchical coding for sequential task events in the monkey prefrontal cortex. Pro Nad Acad Sci USA 105:11969–11974.

Smolensky P (1990) Tensor product variable binding and the representation of symbolic structures in connectionist systems. Artif Intell 46:159–216.

Tanaka CS, Doya K, Okada G, Ueda K, Okamoto Y, Yamawaki S (2004) Prediction of immediate and future rewards differentially recruits cortico-basal ganglia loops. Nat Neurosci 7:887–893.

Vallat R (2018) Pingouin: statistics in Python. J Stat Softw 3:1026.

Virtanen P, Gommers R, Oliphant TE, Haberland M, Reddy T, Cournapeau D, Burovski E, Peterson P, Weckesser W, Bright J, van der Walt SJ, Brett M, Wilson J, Millman KJ, Mayorov N, Nelson AR, Jones E, Kern R, Larson E, Carey CJ, et al. (2020) SciPy 1.0: fundamental algorithms for scientific computing in Python. Nat Methods 17:261–272.

Walallis JD, Anderson KC, Miller EK (2001) Single neurons in prefrontal cortex encode abstract rules. Nature 411:953–956.

Wang JX, Kurth-Nelson Z, Kumaran D, Tirumala D, Soyer H, Leibo JZ, Hassabis D, Botvinick M (2018) Prefrontal cortex as a meta-reinforcement learning system. Nat Neurosci 21:860–868.

Warden MR, Miller EK (2010) Task-dependent changes in short-term memory in the prefrontal cortex. J Neurosci 30:15801–15810.

Waskom M (2021) seaborn: statistical data visualization. J Stat Softw 6:3021.

Wilson RC, Geana A, White JM, Ludvig EA, Cohen JD (2014) Humans use directed and random exploration to solve the explore–exploit dilemma. J Exp Psychol Gen 143:2074–2081.

Wu CM, Schulz E, Speekenbrink M, Nelson JD, Meder B (2018) Generalization guides human exploration in vast decision spaces. Nat Hum Behav 2:915–924.

Youssef-Shalala A, Ayres P, Schubert C, Sweller J (2014) Using a general problem-solving strategy to promote transfer. J Exp Psychol Appl 20:215–231.