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ABSTRACT
Decomposition-based many-objective evolutionary optimization algorithms (MOEAs) with clustering-based reference vector adaptation show good optimization performance for many-objective optimization problems (MaOPs). Especially, algorithms that employ a clustering algorithm with a topological structure (i.e., a network composed of nodes and edges) show superior optimization performance to other MOEAs for MaOPs with irregular Pareto optimal fronts (PFs). These algorithms, however, do not effectively utilize information of the topological structure in the search process. Moreover, the clustering algorithms typically used in conventional studies have limited clustering performance, inhibiting the ability to extract useful information for the search process. This paper proposes an adaptive reference vector-guided evolutionary algorithm using an adaptive resonance theory-based clustering with a topological structure. The proposed algorithm utilizes the information of the topological structure not only for reference vector adaptation but also for mating selection. The proposed algorithm is compared with 8 state-of-the-art MOEAs on 78 test problems. Experimental results reveal the outstanding optimization performance of the proposed algorithm over the others on MaOPs with various properties.

INDEX TERMS Decomposition-based many-objective evolutionary optimization, reference vector adaptation, adaptive resonance theory

I. INTRODUCTION

MOST optimization problems in the real world are categorized as Multiobjective Optimization Problems (MOPs). They involve multiple objective functions to be optimized simultaneously. In general, an MOP can be formulated as follows:

\[
\min f(x) = (f_1(x), \ldots, f_m(x), \ldots, f_M(x)),
\]
\[
s.t. \quad x \in S \subset \mathbb{R}^D,
\]

where \(x\) is a \(D\)-dimensional decision vector in the search space \(S\), \(f_m\) is the \(m\th\) objective function to be minimized.
Due to tradeoffs between the objective functions, no single solution usually optimizes all objective functions in an MOP simultaneously. Alternatively, we obtain the Pareto optimal solution set (PS) and the Pareto optimal front (PF), which is the image of the PS in the objective space.

To solve MOPs, a large number of Multiobjective Evolutionary Algorithms (MOEAs) have been proposed over the last two decades. The main advantage of MOEAs over other approaches to MOPs is that they can approximate the entire PF by their single run thanks to their population-based global search mechanisms. Thus, MOEAs are expected to have a strong convergence ability to push the population towards the PF as fast as possible as well as a strong diversification ability to cover the entire PF as wide as possible.

There are three categories of MOEAs, i.e., dominance-, indicator-, and decomposition-based MOEAs [1]. The basic idea of the decomposition-based MOEAs is to decompose an MOP into a number of simple sub-problems and solve them simultaneously instead of the original one. In conventional decomposition-based MOEAs, each single-objective problem is formed by a scalarizing function and a reference vector [2], [3]. A reference vector specifies a sub-region in the objective space, and a localized single-objective optimization problem is generated by a scalarizing function and the reference vector. Usually, reference vectors in the decomposition-based MOEAs are uniformly distributed over a simplex hyperplane in the entire objective space. Each reference vector \( w = (w_1, w_2, \ldots, w_M) \) is generated so as to satisfy the following conditions:

\[
\sum_{m=1}^{M} w_m = 1, \quad w_m \in \left\{ 0, \frac{1}{H}, \frac{2}{H}, \ldots, \frac{H}{H} \right\},
\]

where \( H \) is an arrangement control parameter. Finally, the decomposition-based MOEAs optimize each single-objective sub-problem while exchanging information with each other and output the union of all sub-problems’ solutions as the solution set of the original MOP.

When an MOP has more than three objectives (i.e., \( M > 3 \)), it is often called a many-objective optimization problem (MaOP). In recent years, MaOPs have been received increasing attention because of their challenging features [4], [5]. For MaOPs, the performance of dominance-based MOEAs deteriorates due to the geometrical characteristics of high-dimensional space, i.e., almost all solutions in a population become non-dominated. On the other hand, the decomposition-based MOEAs can keep strong convergence pressure towards PF even when solving MaOPs [6]. However, the decomposition-based MOEAs still have challenges in solving MaOPs in the real world because most of them have irregular PF shapes, e.g., disconnected, inverted, degenerated. Some of the uniformly distributed vectors have no intersection with the PF if its shape is irregular. Therefore, conventional decomposition-based MOEAs may acquire non-Pareto optimal and/or poorly distributed solutions corresponding to such vectors and diminish their searching efficiency [5], [7].

To tackle this issue, researchers have proposed various approaches. One promising approach is adaptively adjusting the position of each reference vector based on the distribution of nodes generated by clustering algorithms which summarize information of obtained solutions in the search process. In MOEA/D with Self Organized Map-based weight vectors (MOEA/D-SOM) [8], SOM [9] is applied to MOEA/D, known as one of the representative decomposition-based MOEAs, and learns a network approximating the PF from the positions of solutions in the objective space. In the Decomposition-based multiobjective Evolutionary Algorithm guided by Growing Neural Gas (DEA-GNG) [1], GNG [10] is employed as a clustering algorithm instead of SOM. GNG is suitable to handle irregular PFs because it converges more rapidly than SOM and requires no predefined topology in contrast with the requirement of SOM. Liu, et al. [5] modify GNG in their Improved GNG (iGNG) to consider the population size in the learning process, and they adopt Reference Vector guided Evolutionary Algorithm (RVEA) as a base MOEA. They name this algorithm RVEA-iGNG and demonstrate its high performance on various problems including irregular MaOPs and real-world problems.

Although it is common in such methodologies that we can discover more information from the approximated network than the node distribution, the approximated network is not yet utilized actively and effectively in the search process. Moreover, clustering algorithms used in existing MOEAs are not always adequate for this purpose.

To address these issues, we introduce two improvements to the decomposition-based MOEAs using clustering algorithms; 1) a new searching mechanism utilizing additional information from the network, and 2) a highly stable clustering algorithm. In this paper, we propose RVEA-CA as an improved algorithm of RVEA-iGNG by using the two improvements. Specifically, as the first improvement, we propose a new mating selection strategy using the information of the topological structure (i.e., a network) obtained from a clustering algorithm. As the second improvement, we apply Correntropy-induced metric-based Adaptive resonance theory (CA) [11] to RVEA-CA instead of iGNG. CA is an Adaptive Resonance Theory (ART) [12] based clustering algorithm, which measures a similarity between a training signal and existing nodes by using Correntropy-Induced Metric (CIM) [13]. CIM is defined as a kernel function-based generalized similarity. In addition, to cope with the change from iGNG to CA, we introduce an automatic parameter adjustment mechanism for CA to realize a similar functionality introduced in iGNG, which automatically adjusts the number of nodes to the population size.

The main contributions of this paper are as follows.

1) We propose RVEA-CA as an improved algorithm of RVEA-iGNG. Both of them are based on RVEA and adjust the positions of reference vectors with a network
generated by a clustering algorithm that summarizes information of obtained solutions in the search process. Their main difference can be summarized as follows: REVA-CA employs CA as a clustering algorithm instead of GNG and utilizes additional information of the network actively and effectively in the searching process. As a result, RVEA-CA achieves higher performance.

2) To actively utilize additional information available from the network, we propose a new mating selection strategy that considers the network connectivity information. This strategy promotes the exploration of both known promising regions and potentially unexplored regions, maintaining a balance between the convergence and diversity in the search process.

3) We introduce a mechanism to automatically adjust the parameters of CA based on the population size and solution distribution. While RVEA-iGNG achieves node number control by modifying the learning process of GNG, RVEA-CA achieves a similar functionality by just adaptively adjusting the parameters of CA without modifying the learning process of CA.

The remainder of this paper is organized as below. In Section II, we briefly discuss existing MOEAs as the motivation of the proposed algorithm. In Section III, we introduce the basic algorithm of RVEA and CA. In Section IV, we explain the proposed algorithm. In Section V, we compare the search performance between the proposed algorithm and existing MOEAs. Finally, some future research topics are suggested in Section VI.

II. LITERATURE REVIEW

A. MOEAS WITH REFERENCE VECTOR ADAPTATION

When we solve an MOP, an intuitive choice is to use a dominance-based MOEA. This is because the dominance relation, a kind of partial order, is valid in any MOPs, and it is always Pareto compliant. In this point of view, Non-dominated Sorting Genetic Algorithm III (NSGA-III) [14] is one of the easy-to-use MOEAs for many-objective optimization. NSGA-III is a dominance-based MOEA that employs a reference vector-based mechanism to maintain the diversity of solutions. It controls the distribution of solutions by the distribution of the reference vectors. There is also an adaptive variant for irregular PF shapes, A-NSGA-III [14]. A-NSGA-III generates reference vectors in the crowded region of solutions and deletes ones in the sparsely populated ones.

Vector angle-based Evolutionary Algorithm (VaEA) [15] employs another approach. Although VaEA is a dominance-based MOEA very similar to NSGA-III, it needs no reference vector. Alternatively, it computes the angles of the dominated solutions from the non-dominated solution set and selects dominated solutions that have large angles to maintain the diversity.

Instead of using the dominance relation and a distribution criterion, we can choose other selection criteria derived from performance indicators. Performance indicators are useful for solving MaOPs because we can use them to evaluate the contribution (i.e., fitness) of each solution as a scalar value in the search process. At least, they map the solutions in the objective space into the lower dimension feature space. Some indicators require adapting a set of reference points to calculate the fitness appropriately. Therefore, the indicator-based MOEAs which use such performance indicators also demand a mechanism to adjust reference points. In this kind of algorithms, AR-MOEA [16] is promising. AR-MOEA evaluates contributions of the solutions based on extended inverted generational distance (IGD) [17]. In addition, it maintains an archive set to preserve non-dominated solutions that are promising in terms of extended IGD or have a high novelty. Then, it adaptively updates the reference points by adding new points in the crowded region and deleting existing points in the sparse region based on the distribution of solutions in the archive set.

Of course, reference vector adaptation is also desired in decomposition-based MOEAs. MOEA/D with Adaptive Weight Adjustment (MOEA/D-AWA) [18] is a decomposition-based MOEA extended the MOEA/D framework. It employs an opposite approach of A-NSGA-III, which generates a new reference vector in a sparse region and deletes one in an overcrowded region. This approach is proposed based on geometrical analysis and its Pareto optimality is theoretically proven [18].

AdaW [19] is another example of decomposition-based MOEAs. It considers not only the density but also the contribution. It maintains an archive set to preserve well-distributed non-dominated solutions first, then generates reference vectors in unexplored and promising regions based on the distributions of solutions in the archive set, and deletes ones in crowded and unpromising regions.

B. REFERENCE VECTOR ADAPTATION BY A CLUSTERING-BASED APPROACH

The basic idea of reference vector adaptation based on clustering algorithms is to control the distribution of reference vectors by using the distribution of nodes from clustering algorithms instead of using the density of solutions. MOEA/D-SOM [8] is one of the earliest efforts to introduce a clustering algorithm into a decomposition-based MOEA. It employs SOM that adapts the positions of nodes in the predefined network to the distribution of solutions. An archive set preserving solutions generated in the last several generations is input into SOM. SOM never changes the topology of the predefined network, i.e., it does not add or delete nodes or edges. When we know that the PF shape is regular in advance, this may be a suitable property for MOEAs, because the population size of MOEAs is often fixed just like the number of nodes in the network learned by SOM.

However, for solving MOPs whose PF shapes are irregular, it is desirable that the clustering algorithm can adaptively change the topology of the network. GNG is a clustering algorithm that satisfies this requirement. GNG generates and adapts nodes and edges according to the series of inputs,
and learns a network that depends on the distribution of the inputs in the dataset as a result. DEA-GNG [1] employs GNG to handle irregular PFs and to adjust parameters of the scalarizing function. It is a hybrid MOEA of dominance-based and decomposition-based MOEAs, and exploits GNG for the later mechanism. In addition, it also maintains an archive set as a dataset to preserve promising solutions with respect to both dominance-based and decomposition-based mechanisms.

RVEA-iGNG [5] is a decomposition-base MOEA that improves the efficiency of GNG by modifying the learning process. The canonical GNG removes only isolated nodes, i.e., nodes with no edges, as a noise reduction process. However, it is possible that such a learning process is insufficient for the reference vector adaptation for MOEAs. More active node deletion in unpromising regions and addition in promising regions can improve the search performance. iGNG, the improved GNG by RVEA-iGNG, deems nodes with fewer updates unnecessary, and then deletes them until the number of nodes is the same as the population size when the number of nodes exceeds 1.5 times the population size. The archive set of RVEA-iGNG is maintained by $\epsilon$-indicator [20], and its size is set to 2 times the population size. This archive maintenance mechanism is superior in that the distribution of the existing reference vector set does not directly affect the selection criteria for solutions to be preserved. In this point of view, RVEA-iGNG can be regarded as a hybrid MOEA of decomposition-based and indicator-based ones. The most attractive point of RVEA-iGNG is its search performance. In computational experiments [5], it has demonstrated very competitive results in various MaOPs compared to other MOEAs, including categories other than decomposition-based.

Although decomposition-based MOEAs that employ reference vector adaptation by a clustering-based approach are promising, they do not actively and effectively utilize information other than node distribution. For example, DEA-GNG utilizes network information to adjust the parameters of the scalarizing function, but it only plays an auxiliary role in the search process and does not utilize network information for operations other than the environmental selection [1].

In the case of MOPs with disconnected PFs, the local region in each component of the PF can be regarded as a partial MOP of the original MOP. Here, if the decomposition-based MOEAs can obtain a network with appropriate components from a clustering algorithm such as GNG, they can be expected to improve the search performance by utilizing the network information in the reference vector adaptation. This idea is somewhat similar to that of MOEA/D-M2M [21], i.e., decomposing a population not into individual solutions, but into some sub-populations. However, SOM and GNG used in existing MOEAs are not suitable from this perspective. SOM requires a predefined network topology, and the number of components cannot be changed adaptively during the search process. iGNG is assumed to have learning instability. Fig. 1 shows the networks learned by iGNG during the search process of RVEA-iGNG on DTLZ7. The search was performed 15 times independently, and the solution sets obtained in each run were compared to each other by hypervolume [22]. The network obtained in the best case is shown in Fig. 1a, the one in the median case in Fig. 1b, and the one in the worst case in Fig. 1c. In contrast to the best case, the worst case generates nodes and edges in locations that are significantly different from the true PF, indicating the learning instability of iGNG.

In addition, as seen in the median case, iGNG creates nodes in the middle of sub-networks, so it is not easy to get the appropriate topology of the PF from the network information. iGNG also has a large number of hyperparameters, making it difficult to adaptively adjust them to the solution distribution or the PF shape.

III. PRELIMINARIES OF RVEA AND CA

Our proposed RVEA-CA is based on RVEA and CA. This section explains RVEA and CA in detail.

A. RVEA

RVEA uses a reference vector set uniformly distributed on the hyperplane defined by (2). Then, each solution $x$ is associated with the reference vector that has the smallest angle
\( \theta \) with its objective function value \( f(x) \), and environmental selection is performed in the corresponding sub-problem. For any non-zero vectors \( x \) and \( y \), their angle \( \theta \) is determined as follows:

\[
\theta = \arccos \frac{\langle x, y \rangle}{\|x\|\|y\|},
\]

where \( \langle x, y \rangle \) is the inner product of \( x \) and \( y \), and \( \|x\| \) is the norm of \( x \). Environmental selection in RVEA is based on the angle penalized distance (APD) \cite{3}, which is designed to maintain a balance between the convergence and diversity. The APD of a solution \( x_i \) for a reference vector \( w_j \) is given

\[
d_{ij} = (1 + P(\theta_{ij})) \cdot \| f'(x_i) \|,
\]

where \( f'(x_i) \) is the normalized objective function vector of solution \( x_i \), and \( \theta_{ij} \) is the angle between \( f'(x_i) \) and \( w_j \). \( P(\cdot) \) denotes the penalty function for the angle given as follows:

\[
P(\theta_{ij}) = M \cdot \left( \frac{t}{t_{\max}} \right)^\alpha \cdot \frac{\theta_{ij}}{\gamma_j},
\]

where \( M \) is the number of objectives, \( t \) is the number of generations, and \( \gamma_j \) is the minimum angle between the reference vector \( w_j \) and the other reference vectors, which is used to normalize \( \theta_{ij} \). The smaller the APD value, the more likely the solution is to be selected. APD-based environmental selection can promote both the convergence and diversity simultaneously. However, the APD function controls the balance between the convergence and diversity with the hyperparameter \( \alpha \) so that convergence is prioritized in early generations and the diversity in later generations. APD can be regarded as an angle-based scalarizing function that can be normalized easier than Euclidean distance-based scalarizing functions \cite{3}.

### B. CA

ART-based clustering algorithms have been shown to be more stable and to have faster self-organizing performance than GNG-based algorithms \cite{23, 24} while suppressing excessive node creation. Among ART-based clustering algorithms, CA is an easy-to-use algorithm because it has a smaller number of hyperparameters than the others \cite{11, 25, 26}.

In this section, we first briefly present the theoretical background of CIM and then describe the overall learning process of CA.

1) Correntropy and Correntropy-Induced Metric

Correntropy \cite{13} \( C(x, y) \) provides a generalized similarity measure between two arbitrary instances \( x = (x_1, x_2, \ldots, x_d) \) and \( y = (y_1, y_2, \ldots, y_d) \) as follows:

\[
C(x, y) = \mathbb{E} [\kappa_\sigma (x - y)],
\]

where \( \mathbb{E} [\cdot] \) is the expectation operation, and \( \kappa_\sigma (\cdot) \) denotes a positive definite kernel with a kernel bandwidth \( \sigma \). In general, the dimension of an instance is finite. Thus, the estimator for the correntropy \( C(x, y) \) can be defined as follows:

\[
\hat{C}(x, y) = \frac{1}{d} \sum_{i=1}^{d} \kappa_\sigma (x_i - y_i).
\]

In this paper, we use the following Gaussian kernel in the correntropy:

\[
\kappa_\sigma (x_i - y_i) = \exp \left[ -\frac{(x_i - y_i)^2}{2\sigma^2} \right],
\]

where \( \sigma \) is a kernel bandwidth. A nonlinear metric called CIM is derived from the correntropy. The CIM quantifies the similarity between two instances as follows:

\[
\text{CIM}(x, y, \sigma) = [\kappa_\sigma (0) - \hat{C}(x, y)]^2,
\]

where \( \kappa_\sigma (0) = 1 \) from (8). Here, thanks to the Gaussian kernel without a coefficient \( \frac{1}{\sqrt{2\pi\sigma^2}} \) as defined in (8), a range of the CIM is limited to \([0, 1]\).

2) Learning Procedure

We use the following notations: Training instances are \( X = (x_1, x_2, \ldots, x_{N_X}) \) \( (N_X \in \mathbb{Z}^+) \) where \( x_n = (x_{n1}, x_{n2}, \ldots, x_{nd}) \) is a \( d \)-dimensional feature vector. A collection of prototype nodes in CA at the point of the presentation of instance \( x_n \) is \( Y = (y_1, y_2, \ldots, y_K) \) \( (K \in \mathbb{Z}^+) \) where a node \( y_k = (y_{k1}, y_{k2}, \ldots, y_{kd}) \) has the same dimension as \( x_n \). The edge set in CA is \( E \), a non-directed edge \( e_{\{k,l\}} = e_{\{l,k\}} \) joins node \( y_k \) and node \( y_l \), and each edge has an age, i.e., given the age function \( a_e \) from \( F \) to \( \mathbb{R}^+ \). Furthermore, each node \( y_k \) has an individual bandwidth \( \sigma \) for the CIM, i.e., \( S = (\sigma_1, \sigma_2, \ldots, \sigma_K) \) and has the neighborhood, i.e., \( \mathcal{N}(y_k) = \{ l \mid e_{\{k,l\}} \in E \} \).

The learning procedure of CA is summarized in Algorithm 1. It is divided into four parts: 1) initialization process for a bandwidth of a kernel function in the CIM, 2) winner node selection, 3) vigilance test, and 4) node and edge learning. Each of them is explained in the follows.

1. Initialization Process for a Bandwidth of a Kernel Function: Similarity measurement between an instance and a node has a large impact on the performance of clustering algorithms. CA uses the CIM as a similarity measure. As defined in (9), the state of the CIM is controlled by a bandwidth \( \sigma \) of a kernel function which is a data-dependent parameter.

In general, the bandwidth of a kernel function can be estimated from \( \lambda \) instances belonging to a certain distribution, which is defined as follows:

\[
\Sigma = U(F_\nu) \Gamma \lambda^{\frac{1}{d+2}},
\]

\[
U(F_\nu) = \left( \frac{\pi^{d/2} 2^{d+\nu-1} (\nu!)^2 R(F)^d}{\nu \kappa_\sigma^2(F) [(2\nu)! + (d-1)! (\nu!)^2]} \right)^{\frac{1}{2d+2}},
\]

where \( \Gamma \) denotes a rescale operator \((d\text{-dimensional vector})\) which is defined by a standard deviation of the \( d \) attributes among \( \lambda \) instances. \( \nu \) is the order of a kernel. \( R(F) \) is a
Algorithm 1: Learning procedure of CA

Input:
- training instances: $X = (x_1, x_2, \ldots, x_{N_X})$
  ($N_X \in \mathbb{Z}^+$),
- prototype graph: $G = (Y, E)$;
  $Y = (y_1, y_2, \ldots, y_K)$ ($K \in \mathbb{Z}^+$),
- kernel bandwidths of $Y$: $S = (\sigma_1, \sigma_2, \ldots, \sigma_K)$,
- winner counts of $Y$: $A = (\alpha_1, \alpha_2, \ldots, \alpha_K)$,
- an interval for adapting $\alpha$: $\lambda$,
- and a similarity threshold: $\nu$.

Output:
- updated graph: $G = (Y, E)$.

1 function TrainCA($X, G = (Y, E), S, A, \lambda, V$)
  2 Input an instance $x_n$.
  3 if The instance is multiple of $\lambda$ then
  4     Compute a kernel bandwidth for the CIM by (13).
  5     if $K < 1$ then
  6         Generate a new node as $y_{K+1} \leftarrow x_n$.
  7         Assign a kernel bandwidth $\sigma_{K+1}$.
  8         Initialize winner counter $\alpha_{K+1} \leftarrow 1$.
  9 else
 10     Compute the CIM by (9).
 11     Search indexes of winner nodes $k_1$ and $k_2$ by (14) and (15), respectively.
 12     if $V < \text{CIM} (x_n, y_{k_1}, \text{mean}(S))$ then
 13         Generate a new node as $y_{K+1} \leftarrow x_n$.
 14         Compute a kernel bandwidth $\sigma_{K+1}$ which is defined by (13).
 15         Initialize winner counter $\alpha_{K+1} \leftarrow 1$.
 16 else
 17     Update all edges connecting to $y_{k_1}$ by (23).
 18     Update a state of $y_{k_1}$ by (24).
 19     Update $\alpha_{k_1}$ by (20).
 20     if $V \geq \text{CIM} (x_n, y_{k_2}, \text{mean}(S))$ then
 21         Update a state of $y_{k_2}$ by (25).
 22         Search the most similar node $y_i$ to $y_{k_1}$ in $N(y_{k_1})$.
 23         if $\text{age} (e(i, k_1)) > |N(y_{k_1})|\) then
 24             Update $E$ by (27).
 25     Update $E$ by (21).
 26     if $n \leq N_X$ then
 27         Continue from step 2 with $n \leftarrow n + 1$.
 28 return $G = (Y, E)$.

The CIM as follows:

$$k_1 = \arg\min_{1 \leq k \leq K} \text{CIM} (x_n, y_k, \text{mean}(S)),$$

$$k_2 = \arg\min_{k \neq k_1} \text{CIM} (x_n, y_k, \text{mean}(S)).$$

where $k_1$ and $k_2$ denote indexes of the 1st and 2nd winner nodes i.e., $y_{k_1}$ and $y_{k_2}$, respectively. $S$ is a bandwidth for a kernel function of the CIM in each node.

Note that when there is no node in CA, the $(\lambda + 1)$th instance becomes the initial node (i.e., $y_1 \leftarrow x_{\lambda+1}$). In this case, the bandwidth of $y_1$ is estimated from the 1st to $\lambda$th instances in a collection of training instances $X$ by (10)-(13), and the next instance is given without vigilance test until the 1st and 2nd winner nodes can be defined.

3. Vigilance Test: Similarities between an instance $x_n$ and the 1st and 2nd winner nodes are defined as follows:

$$V_{k_1} = \text{CIM} (x_n, y_{k_1}, \text{mean}(S)),$$

$$V_{k_2} = \text{CIM} (x_n, y_{k_2}, \text{mean}(S)).$$

The vigilance test classifies the relationship between an instance and a node into three cases by using a predefined similarity threshold $V$.

- Case I
  The similarity between an instance $x_n$ and the 1st winner node $y_{k_1}$ is larger (i.e., less similar) than the similarity threshold $V$, namely:

$$V < V_{k_1} \leq V_{k_2}.$$  

If (18) is satisfied, $V_{k_2} > V$ is also satisfied since $V_{k_2} \leq V_{k_1} > V$. Thus, a new node is defined as $y_{K+1} \leftarrow x_n$, and the bandwidth $\sigma_{K+1}$ is defined by (13).

Moreover, the winning counter $\alpha_{K+1}$ is initialized. $\alpha_{K+1}$ is the number of instances that have been accumulated by a node, which is initialized as $\alpha_{K+1} \leftarrow 1$.

- Case II
  The similarity between an instance $x_n$ and the 1st winner node $y_{k_1}$ is smaller (i.e., more similar) than the similarity threshold $V$. 
threshold \(V\), and the similarity between the instance \(x_n\) and the 2nd winner node \(y_{k_2}\) is larger (i.e., less similar) than the similarity threshold \(V\), namely:

\[
V_{k_1} \leq V < V_{k_2}.
\] (19)

If (19) is satisfied, the winning counter \(\alpha_{k_1}\) is updated first as follows:

\[
\alpha_{k_1} \leftarrow \alpha_{k_1} + 1.
\] (20)

Then, node and edge learning is performed. In addition, a new edge between the 1st winner node and the 2nd winner node is defined as \(\text{age}(e_{\{k_1,k_2\}}) \leftarrow 0\), and the edge set is updated as follows:

\[
E \leftarrow E \cup \{e_{\{k_1,k_2\}}\}.
\] (21)

- Case III

Similarities between an instance \(x_n\) and the 1st and 2nd winner nodes are both in range of the similarity threshold \(V\), namely:

\[
V_{k_1} \leq V \leq V_{k_2}.
\] (22)

If (22) is satisfied, the winning counter \(\alpha_{k_1}\) is updated by (20), and the node and edge learning is performed.

4. Node and Edge Learning: First, the age of each edge connected to the 1st winner node, i.e., \(e_{\{k_1,k\}} \in E\), is updated as follows:

\[
\text{age}(e_{\{k_1,k\}}) \leftarrow \text{age}(e_{\{k_1,k\}}) + \frac{1}{|N(y_{k})|}.
\] (23)

Then, different node and edge learning is performed based on the results of the vigilance test.

If Case II, the state of the 1st winner node \(y_{k_1}\) is updated as follows:

\[
y_{k_1} \leftarrow y_{k_1} + \frac{1}{\alpha_{k_1}} (x_n - y_{k_1}).
\] (24)

When updating the node, the amount of change is divided by \(\alpha_{k_1}\). Thus, the larger \(\alpha_{k_1}\) becomes, the smaller the node position changes.

If Case III, the state of the 1st winner node \(y_{k_1}\) is updated by (24) and the state of the 2nd winner node \(y_{k_2}\) is updated as follows:

\[
y_{k_2} \leftarrow y_{k_2} + \frac{1}{10\alpha_{k_2}} (x_n - y_{k_2}).
\] (25)

In addition, the edge deleting procedure is performed. First, the node \(y_i\) that has the largest similarity (i.e., worst similar) between the 1st winner node \(y_{k_1}\) in the neighborhood of \(y_{k_1}\) is searched as follows:

\[
l = \arg \max_{k \in N(y_{k_1})} \left[\text{CIM}(y_k, y_{k_1}, \text{mean}(S))\right].
\] (26)

Then, if \(\text{age}(e_{\{k_1,l\}}) > |N(y_{k_1})|\) is satisfied, the edge between \(y_{k_1}\) and \(y_l\) is deleted, and the edge set \(E\) is updated as follows:

\[
E \leftarrow E \setminus \{e_{\{k_1,l\}}\}.
\] (27)

IV. PROPOSED ALGORITHM: RVEA-CA

The main idea of RVEA-CA is to replace the clustering algorithm in RVEA-iGNG with CA from GNG. Like RVEA-iGNG, RVEA-CA uses a reference vector set whose distribution is adaptively determined from the distribution of nodes in the network generated by a clustering algorithm, instead of using the fixed and uniformly distributed reference vector set of RVEA. In addition, the proposed algorithm employs a new mating selection strategy based on the network information. It utilizes information obtained in the search process for both reproduction and selection of solutions and achieves both an intensive search to known local regions and a search to promising unexplored regions.

A. GENERAL FRAMEWORK OF RVEA-CA

The overall framework of RVEA-CA is shown in Algorithm 2. It is divided into the following four parts:

1) Initialize (Lines 2-4): RVEA-CA initializes the archive set, estimates the ideal point \(z^{\text{min}}\) based on the initial population, and initializes the similarity threshold \(V\) with a small value. In this paper, the initial value of \(V\) is set to 0.1. It also initializes the node collection \(Y\) and the edge set \(E\). In the proposed algorithm we do not specify the method of generating the initial population, but in this paper we use a randomly generated population. \(z^{\text{min}}\) is defined by the minimum value of each objective function in all solutions.

2) Reproduction and Update Archive (Lines 5-11): RVEA-CA generates an offspring population from the current population, and then the archive set is updated with the union of the two sets. By employing the mating selection strategy based on clustering, the proposed algorithm generates offspring solutions in both promising and unexplored regions in an MOP. In the proposed algorithm, crossover and mutation operators are not specified. As in RVEA-iGNG, the archive set is managed by the \(\varepsilon\)-indicator every generation so that more promising solutions are retained in the archive set. Moreover, \(z^{\text{min}}\) is updated by the offspring solutions.

3) Training CA (Lines 13-16): Like RVEA-iGNG, RVEA-CA uses the union of the population and the archive set as training data and generates a reference vector set by clustering the training data in each generation. However, while RVEA-iGNG updates the GNG network inherited from the previous generation, RVEA-CA inherits only the similarity threshold \(V\) and learns from a state without nodes in each generation. As in RVEA-iGNG, in the last 10% of all generations, the reference vector set is fixed, and the archive set is also added to it. Note that since the population and the archive set added to the reference vector set are mapped onto the hyperplane, the nodes and the reference vector set are also located on the same hyperplane.

4) Environmental Selection (Lines 17-21): RVEA-CA selects solutions with the reference vector set and the
Algorithm 2: General Framework of RVEA-CA

Input:
- objective function: $f$
- initial population: $P$
- population size: $N$
- maximum generations: $t_{\text{max}}$
- and an interval for adapting $\sigma$: $\lambda$

Output:
- final population: $P$
- and objective values of $P$: $f[P]$.

function RVEA-CA($f$, $P$, $N$, $t_{\text{max}}$, $\lambda$)

1. $t \leftarrow 1$
2. $V \leftarrow 0.1$; $Y \leftarrow \emptyset$; $E \leftarrow \emptyset$; $G \leftarrow (Y, E)$; $P_A \leftarrow \emptyset$
3. $z^\text{min} \leftarrow \min (f[P])$
4. $P_A \leftarrow \text{UpdateArchive}(P, P_A, N)$
5. while $t < t_{\text{max}}$ do
6.     $O \leftarrow \text{ClusterBasedReproduction}(P, G, z^\text{min})$
7.     $z^\text{min} \leftarrow \min (\{z^\text{min}\} \cup f[O])$
8.     $P \leftarrow P \cup O$
9.     $P_A \leftarrow \text{UpdateArchive}(P, P_A, N)$
10.    $P \leftarrow P \cup P_A$
11.    if $t \leq 0.9t_{\text{max}}$ then
12.        $X \leftarrow \text{MapToHyperplane}(f[P], z^\text{min})$
13.        $X \leftarrow \text{RandIndex}(X)$
14.        $Y, E, V \leftarrow \text{AdaptiveTrainCA}(X, \lambda, V, N)$
15.        $G \leftarrow (Y, E)$
16.        $R \leftarrow Y$
17.        if $t = 0.9t_{\text{max}}$ then
18.            $Y' \leftarrow \text{MapToHyperplane}(f[P_A], z^\text{min})$
19.            $R \leftarrow R \cup Y'$
20.        $P \leftarrow ESelection_f(P, R, t, t_{\text{max}}, N, z^\text{min})$
21.    $t \leftarrow t + 1$
22. return $P$, and $f[P]$.

Algorithm 2: General Framework of RVEA-CA

APD function. Since the number of reference vectors is not necessarily the same as the population size, the additional operation based on novelty in the objective space is performed to compensate for the excess or shortage of solutions. This operation is the same as RVEA-iGNG. See [5] for the detailed explanation.

B. MATING SELECTION STRATEGY BASED ON CLUSTERING

CA generates networks by using the solutions obtained during the search process. If PFs are disconnected or unexplored regions on the PF remain, CA generates several disconnected networks. RVEA-CA uses the information of networks in CA (i.e., the position of nodes and their adjacency relationships by edges) for environmental selection and mating selection.

In RVEA-CA, reference vectors are defined by the position of nodes in the networks. Therefore, the reference vectors are efficiently generated near the solutions. Moreover, relationships between reference vectors can be defined by using the adjacency relationships of networks. Based on the relationships between reference vectors, RVEA-CA selects a pair of solutions that will benefit the search process. As a result, the mating selection of RVEA-CA achieves a more efficient local search than that of a random selection-based approach.

Here, two mating selection strategies (i.e., intra-cluster mating and inter-cluster mating) can be considered depending on the organization of networks (i.e., clusters) as follows: i) the first solution is randomly selected from the entire population, and then the second solution is randomly selected from a cluster to which the first solution belongs, and ii) the first solution is randomly selected from the entire population, and then from the other clusters, the nearest neighbor solution of the first solution is selected as the second solution. RVEA-CA randomly uses these two operations on 50% for each. Fig. 2 illustrates the above operations. Fig. 2a shows the intra-cluster mating strategy that aims for convergence by searching local regions intensively. Fig. 2b shows the inter-cluster mating strategy that aims for diversity by searching unexplored regions. Note that each solution is associated with the node (i.e., a reference vector) with the smallest angle.

Algorithm 3 summarizes the reproduction process in RVEA-CA.

C. LEARNING PROCESS OF CA AND AUTOMATIC PARAMETER ADJUSTING

The collection of nodes in the network from CA is utilized as the reference vector set of RVEA-CA, and is used in environment selection to select the most promising solution.
Algorithm 3: Cluster Based Reproduction

Input:
- objective function: \( f \).
- population: \( P = \{p_1, p_2, \ldots, p_N\} \).
- topological network: \( G = (Y, E) \).
- and estimation of ideal point: \( z^\min \).

Output:
- offsprings: \( O \).

function \( \text{ClusterBasedReproduction}(P, G, z^\min) \)
1. if \( Y = \emptyset \) then
2. \( O \leftarrow \text{Reproduction}(P, z^\min) \)
3. else
4. \( L = (l_1, l_2, \ldots, l_N) \leftarrow \text{Predict}(P, G, z^\min) \)
5. \( O \leftarrow \emptyset \)
6. for \( r \leftarrow \text{RandStream}([1, N], N) \) do
7. if \( \{|n \in \{1, \ldots, N\} | l_n = l_r\} > 1 \) then
8. \( s \leftarrow \text{Rand}(l) \)
9. if \( s < \frac{1}{2} \land |\text{Unique}(L)| > 0 \) then
10. \( Q \leftarrow \{p_n \in P | l_n \neq l_r\} \)
11. \( q \leftarrow \arg\min_{q \in Q} ||f(q) - f(p_r)|| \)
12. else
13. \( Q \leftarrow \{p_n \in P | l_n = l_r\} \)
14. \( Q \leftarrow Q \setminus \{p_r\} \)
15. \( q \leftarrow \text{RandomSample}(Q) \)
16. \( o \leftarrow \text{Crossover}(p_r, q) \)
17. \( o' \leftarrow \text{Mutate}(o) \)
18. \( O \leftarrow O \cup \{o'\} \)
19. else
20. \( o \leftarrow \text{Mutate}(p_r) \)
21. \( O \leftarrow O \cup \{o\} \)
22. end
23. end
24. return \( O \).
Algorithm 4: Learning and Adjusting Procedure of CA

Input:
- training instances: \( X \).
- an interval for adapting \( \sigma \): \( \lambda \).
- a similarity threshold: \( V \).
- and population size: \( N \).

Output:
- node collection: \( Y \),
- edge set: \( E \),
- and adapted similarity threshold: \( V \).

1 function AdaptiveTrainCA(\( X, \lambda, V, N \))
2 if size(\( X \)) \( \leq 1.25N \) then
3 \( V \leftarrow 0.1 \)
4 \( Y, E \leftarrow \text{TrainCA} (X, (\emptyset, \emptyset), \emptyset, \emptyset, \lambda, V) \)
5 else
6 \( V_a \leftarrow 1 \)
7 \( V_l \leftarrow 0 \)
8 for \( i \leftarrow 1 \) to \( 5 \) do
9 \( Y, E \leftarrow \text{TrainCA} (X, (\emptyset, \emptyset), \emptyset, \emptyset, \lambda, V) \)
10 if 0.75\( N \) \( \leq \) size(\( Y \)) \( \leq 1.25N \) then
11 break
12 else if size(\( Y \)) \( < 0.75N \) then
13 \( V_a \leftarrow V \)
14 else
15 \( V_l \leftarrow V \)
16 \( V \leftarrow \frac{V_a + V_l}{2} \)
17 return \( Y, E, \) and \( V \).

problems in MaF test suite are listed in Table 1.

B. PERFORMANCE INDICATORS

In this paper, we adopt hypervolume (HV) [22] and inverted generational distance plus (IGD\(^+\)) [30] to evaluate the search performances of MOEAs by applying them to the final population. HV and IGD\(^+\) are widely used performance indicators that evaluate the convergence and diversity of a given population simultaneously. Note that we normalize objective function values of populations before calculating performance indicators.

HV is the size of the area that is dominated by a given population and bounded by a reference point. The HV calculation for the given population \( P \) is defined as follows:

\[
HV(P) = \mathcal{L} \left( \bigcup_{p \in P} \left( \prod_{m=1}^{M} (f_m(p), q_m) \right) \right), \quad (29)
\]

where \( \mathcal{L}(\cdot) \) is Lebesgue measure, and \( M \)-dimensional vector \( q = (q_1, q_2, \ldots, q_M) \) is the reference point of HV. As you can see from (29), only one reference point is needed to calculate HV, and considering characteristics of HV for MaOPs, we set \( q = (1.5, 1.5, \ldots, 1.5) \). To reduce computational time, we use the Monte Carlo method and parallel computing on a GPU to estimate the HV values. This code works the same as the version implemented in PlatEMO. The larger the HV value for a population, the better the population is regarded.

IGD\(^+\) is the average of the distance from each reference point to the area dominated by the given population, and the IGD\(^+\) value for the given population \( P \) is defined as follows:

\[
\text{IGD}^+(P) = \frac{1}{|R|} \sum_{r \in R} \min_{p \in P} \left\{ d^+(r, f(p)) \right\}, \quad (30)
\]

where \( R \) is the reference point set of IGD\(^+\), and \( d^+ \) is the modified Euclidean distance defined as follows:

\[
d^+(r, f(p)) = \sqrt{\sum_{m=1}^{M} \left( \max \{ f_m(p) - r_m, 0 \} \right)^2}. \quad (31)
\]
The reference point set of IGD$^+$ is typically uniformly distributed on the true PF. In this paper, we use a normalized version of the reference point sets provided by PlatEMO. The smaller the IGD$^+$ value for a population, the better the population is regarded.

C. PARAMETER SETTINGS

In this paper, we use 5-, 8-, 10-, 15-, and 20-objective test problems to compare the search performances of algorithms. We specify the population size and the number of evaluations in Table 2. In addition, we set the number of runs to 31.

For RVEA-CA, $\lambda$ is set to 100. For RVEA, $\alpha$ is set to 2, and $f_r$ is set to 0.1. For RVEA-iGNG, we set parameters as $\varepsilon_b = 0.2$, $\varepsilon_n = 0.006$, $\alpha = 0.5$, $\alpha_{\max} = 50$, $d = 0.995$, $\lambda = 50$, $f_r = 0.1$. For DEA-GNG, $\epsilon$ is set to 0.15$\pi$, the size of the archive set is set to $MN$, where $M$ is the number of objectives and $N$ is the population size. For MOEA/D-AWA, $rate\,update\,weight$ is set to 0.05, $rate\,evol$ is set to 0.8, and $wag$ is set to 100.

In this paper, we use Simulated Binary Crossover (SBX) [31] as the crossover operator and Polynomial Mutation (PM) [32] as the mutation operator. For SBX, the SBX distribution index $\eta_c$ is set to 20, and the crossover probability $p_c$ is set to 1. For PM, the PM distribution index $\eta_m$ is set to 20, and the mutation probability $p_m$ is set to $\frac{1}{D}$, where $D$ is number of dimensions of the decision space.

D. EXPERIMENTAL RESULTS

The experimental results are showed in Tables 3-4 for HV and Tables 5-6 for IGD$^+$. Each column in Tables 3-6 represents each algorithm, and each row represents each test instance. Each cell in Tables 3-6 shows the median and standard deviation of the values of HV and IGD$^+$ in 31 runs. In each row, the algorithm with the best median value is highlighted. In addition, the result of comparison with RVEA-CA at a 0.05 level by Wilcoxon’s rank-sum test [33] is shown on the right end of each cell in each row except for RVEA-CA. “+” and “−” mean that RVEA-CA performs significantly better than and significantly worse than each algorithm, respectively, and “≈” implies a non-significant difference in performance between RVEA-CA and its competitor.

Moreover, Table 7 aggregates the number of the significant difference in median value shown in Tables 3-6. “+”, “≈”, and “−” have the same meaning in Tables 3-6. In addition, Table 7 also aggregates the result of comparisons for each property described in Table 1, i.e., Linear, Concave, Convex, Mixed, Degenerate, Disconnected, Biased, Multimodal, and Nonseparable. If RVEA-CA outperforms its competitor in terms of both HV and IGD$^+$, the corresponding cell in Table 7 is highlighted, and if RVEA-CA outperforms its competitor in terms of either HV or IGD$^+$, the result in the cell in Table 7 is emphasized in bold. Note that because every test problem has multiple properties, there is some overlap between aggregations.

The results for all properties (the row denoted “Overall”) in Table 7 show that RVEA-CA has better performance than the other algorithms under comparison in terms of both HV and IGD$^+$. Therefore, RVEA-CA can be regarded as having comprehensively higher search performance than other algorithms. In addition, these results also show that RVEA-CA outperforms A-NSGA-III on almost all test instances and outperforms RVEA, DEA-GNG, and MOEA/D-AWA on many test instances, while RVEA-iGNG, VaEA, AR-MOEA, and AdaW have competitive performance with RVEA-CA.

The results in Table 7 show that RVEA-CA outperforms RVEA-iGNG on Concave, Convex, Mixed, Disconnected, Biased, Multimodal, and Nonseparable properties in terms of HV and IGD$^+$, whereas DEA-GNG, VaEA, AR-MOEA, and AdaW have competitive performance with RVEA-CA.

CA has only two hyperparameters to be adjusted, which is six. Therefore, we can easily handle CA, and RVEA-CA achieves obtaining an appropriate network by automatic parameter adjusting. On the other hand, some issues remain, especially RVEA-CA is outperformed by RVEA-iGNG on Degenerate property in terms of both HV and IGD$^+$. This may be caused by the characteristics of CA. CA creates nodes directly at highly novel input locations, whereas GNG creates nodes at mid-position between nodes that are frequently updated. Therefore, the nodes in CA are evenly distributed for the input distribution, while the nodes in GNG are distributed in the middle among the inputs. As a result of degenerated problems, a wider CA network causes weak convergence of RVEA-CA.

The results in Table 7 show that the number of test instances where RVEA-CA outperforms VaEA is more than twice the number of test instances where RVEA-CA is inferior to VaEA in terms of IGD$^+$. Table 7 also shows that RVEA-CA outperforms VaEA on Concave, Convex, Disconnected, Multimodal, and Nonseparable properties in terms of both HV and IGD$^+$, whereas VaEA is a dominance-based MOEA, which is generally considered to have poor search performance in MaOP, it is surprising that VaEA
| Problem | M | RVEA-CA | RVEA | RVEA-GNG | DEA-GNG | A-NSGA-III | VaEA | AR-MOEA | MOEA/D-AW A | AdaW |
|---------|---|---------|------|---------|---------|------------|-----|---------|------------|-----|
| MaF1    | 5  | 1.532e+0 (1.25e-2) | 8.990e-1 (3.6e-3) | 1.540e+0 (7.22e-3) | 1.425e+0 (4.0e-2) | 9.887e-1 (8.9e-3) | 1.514e+0 (7.69e-3) | 1.497e+0 (1.97e-2) | 1.292e+0 (1.81e-3) | 1.565e+0 (6.83e-3) |
|         | 10 | 5.548e-1 (3.21e-2) | 1.491e+0 (1.95e-2) | 5.328e+1 (1.76e-2) | 5.418e+1 (2.64e-2) | 1.267e+2 (1.21e-2) | 6.629e+1 (7.38e-3) | 6.053e+1 (7.86e-3) | 2.994e+1 (1.82e-2) | 6.965e+1 (6.16e-3) |
|         | 20 | 2.256e-1 (2.95e-2) | 4.469e-2 (9.79e-3) | 2.170e-5 (3.82e-2) | 2.497e-1 (1.40e-2) | -1.107e+0 (1.06e-2) | 3.375e+0 (4.03e-2) | -3.068e+1 (6.22e-3) | 9.696e+1 (1.32e-2) | 3.427e+1 (6.81e-3) |
|         | 30 | 3.830e-2 (4.32e-3) | 6.614e-2 (1.3e-2) | 3.156e-2 (7.95e-3) | 5.056e-2 (6.73e-2) | 1.956e+0 (1.79e-3) | 8.026e+1 (2.97e-3) | 7.494e+2 (3.34e-2) | 1.903e+2 (4.35e-3) | 8.100e+2 (2.29e-3) |
|         | 50 | 2.529e-2 (3.58e-3) | 2.282e-2 (9.09e-3) | 1.066e-2 (3.19e-2) | 8.559e-2 (4.93e-2) | 8.936e+0 (2.19e-2) | 8.755e+0 (4.44e-2) | 3.848e+1 (2.42e-3) | 8.03e+1 (3.24e-2) | 2.24e+1 (6.57e-3) |
|         | 100| 9.450e-4 (2.66e-4) | 1.441e-4 (2.26e-4) | 7.164e-4 (2.03e-4) | 6.329e-4 (1.33e-4) | -1.044e-3 (4.05e-5) | 2.825e-3 (1.41e-3) | 4.276e-3 (4.87e-3) | 2.708e-3 (7.08e-4) | -1.60e-3 (4.18e-4) |
| MaF2    | 5  | 3.737e+0 (8.59e-3) | 3.484e+0 (3.72e-3) | 3.745e+0 (8.44e-3) | 3.699e+0 (9.43e-2) | 2.795e+0 (2.56e-2) | 3.618e+0 (3.65e-2) | 3.57e+0 (2.35e-2) | 3.573e+0 (1.32e-2) | 3.638e+0 (4.18e-2) |
|         | 10 | 1.291e+0 (7.77e-2) | 9.894e-1 (5.73e-2) | 1.301e+1 (6.02e-2) | 1.165e+1 (2.65e-1) | 1.142e+1 (9.41e-1) | 1.268e+1 (1.02e-1) | 1.154e+1 (2.05e-1) | 1.197e+1 (1.01e-1) | 1.208e+1 (2.15e-1) |
|         | 20 | 2.877e+1 (1.71e-1) | 2.422e+0 (1.42e-2) | 2.838e+0 (1.39e-2) | 2.581e+0 (5.61e-2) | 2.498e+0 (1.88e-1) | 2.851e+0 (1.90e-1) | 2.713e+1 (3.39e-1) | 2.615e+1 (2.42e-1) | 2.640e+1 (4.57e-1) |
|         | 30 | 5.555e+1 (6.63e-2) | 5.169e+1 (1.25e-2) | 9.524e+1 (6.71e-2) | 8.654e+1 (4.67e-2) | 6.729e+1 (1.14e+1) | 9.310e+1 (7.65e-1) | 7.439e+1 (3.07e+0) | 7.956e+1 (3.40e+0) | 7.902e+1 (3.48e+0) |
|         | 50 | 2.157e+2 (1.91e-1) | 1.149e+2 (9.70e-2) | 2.153e+2 (1.60e+2) | 1.895e+2 (2.53e+1) | 1.699e+2 (1.67e+1) | 2.097e+2 (1.60e+1) | 1.734e+2 (6.79e+0) | 1.770e+2 (7.88e+0) | 1.726e+2 (9.41e+0) |
|         | 100| 1.621e+3 (5.14e+1) | 1.009e+3 (3.12e+2) | 1.623e+3 (3.11e+1) | 1.445e+3 (3.95e+1) | 1.267e+3 (1.34e+2) | 1.577e+3 (3.81e+2) | 1.519e+3 (3.03e+2) | 1.344e+3 (5.60e+2) | 1.194e+3 (7.54e+2) |

The result of comparison with RVEA-CA at a 0.05 level by Wilcoxon's rank-sum test is shown on the right end of each cell in each row except for RVEA-CA. +, −, ≈ mean that RVEA-CA performs significantly better than, not significantly better/worse than, and significantly worse than each algorithm, respectively.
| Problem | MaF8 | MaF9 | MaF10 | MaF12 |
|---------|------|------|-------|-------|
| M       |      |      |       |       |
| 5       | 2.599e+0 (1.12e-1) | 2.217e+0 (7.29e-2) | 2.972e+0 (4.24e-2) | 4.618e+0 (3.93e-2) |
| 6       | 5.718e+0 (1.64e-1) | 2.681e+0 (3.90e-2) | 6.039e+0 (7.32e-2) | 5.788e+0 (9.12e-2) |
| 7       | 1.519e+0 (1.59e-2) | 2.301e+0 (5.71e-2) | 7.509e+0 (1.31e-2) | 3.112e+0 (4.10e-1) |
| 8       | 1.639e+0 (1.88e-2) | 1.620e+0 (4.95e-2) | 9.262e+0 (2.24e-2) | 4.422e+0 (1.11e+0) |
| 9       | 5.283e+0 (4.29e-1) | 4.048e+0 (6.92e-2) | 8.344e+0 (5.71e-2) | 3.157e+0 (8.71e-1) |
| 10      | 3.374e+0 (9.52e-1) | 3.585e+0 (5.02e-2) | 7.199e+0 (2.12e-1) | 6.610e+0 (1.07e-1) |
| 11      | 1.978e+0 (9.06e-1) | 3.955e+0 (7.53e-2) | 9.672e+0 (3.11e-2) | 9.005e+0 (2.95e-2) |
| 12      | 1.875e+1 (6.59e-1) | 3.917e+0 (1.13e+0) | 1.537e+0 (5.95e-2) | 9.700e+0 (2.42e-2) |
| 13      | 2.019e+1 (8.93e-1) | 4.531e+0 (6.41e-2) | 2.910e+0 (3.41e-1) | 8.871e+0 (2.84e-2) |
| 14      | 5.754e+0 (9.24e-3) | 5.107e+1 (1.22e-1) | 7.549e+0 (8.06e-3) | 7.469e+0 (1.09e-2) |
| 15      | 2.551e+1 (6.23e-2) | 2.560e+1 (4.86e-2) | 2.556e+1 (6.37e-3) | 2.566e+1 (1.56e-2) |
| 16      | 5.763e+1 (7.83e-2) | 5.763e+1 (7.83e-3) | 5.756e+1 (1.88e-2) | 5.766e+1 (3.68e-3) |
| 17      | 3.845e+2 (6.41e-2) | 1.949e+2 (4.02e-2) | 1.938e+2 (2.68e-1) | 1.949e+2 (6.23e-1) |
| 18      | 4.578e+2 (1.01e-1) | 4.370e+2 (6.96e-2) | 4.365e+2 (5.06e-2) | 4.378e+2 (2.87e-2) |
| 19      | 3.234e+3 (3.47e-1) | 3.322e+3 (3.56e-1) | 3.314e+3 (4.31e-1) | 3.325e+3 (6.57e-3) |
| 20      | 5.754e+0 (9.24e-3) | 5.107e+1 (1.22e-1) | 7.549e+0 (8.06e-3) | 7.469e+0 (1.09e-2) |
| 21      | 2.551e+1 (6.23e-2) | 2.560e+1 (4.86e-2) | 2.556e+1 (6.37e-3) | 2.566e+1 (1.56e-2) |
| 22      | 5.763e+1 (7.83e-2) | 5.763e+1 (7.83e-3) | 5.756e+1 (1.88e-2) | 5.766e+1 (3.68e-3) |
| 23      | 3.845e+2 (6.41e-2) | 1.949e+2 (4.02e-2) | 1.938e+2 (2.68e-1) | 1.949e+2 (6.23e-1) |
| 24      | 4.578e+2 (1.01e-1) | 4.370e+2 (6.96e-2) | 4.365e+2 (5.06e-2) | 4.378e+2 (2.87e-2) |
| 25      | 3.234e+3 (3.47e-1) | 3.322e+3 (3.56e-1) | 3.314e+3 (4.31e-1) | 3.325e+3 (6.57e-3) |

Each column represents a different algorithm, and each row represents a different test instance. The table shows the median and standard deviation of the evaluations of HV and IGD+ in 31 runs. The algorithm with the best median value for each row is highlighted. The result of comparison with RVEA-CA at a 0.05 level by Wilcoxon’s rank-sum test is shown on the right end of each cell in each row except for RVEA-CA. "**", "~", and "" mean that RVEA-CA performs significantly better than, non-significantly better/ worse than, and significantly worse than the algorithm respectively.
| Problem | M | RVEA-CA | RVEA | RVEA-GNG | DEA-GNG | A-NSGIII-1 | VaEA | AR-MOEAs | MOEA-D/AWA | Ads/W |
|---------|---|---------|------|---------|---------|------------|------|-----------|-------------|--------|
| 5       | 7.6217e-2 (7.56e-4) | 1.898e-1 (1.02e-2) | + | 7.582e-2 (5.41e-4) | + | 7.360e-2 (2.08e-3) | + | 1.335e-1 (1.6e-2) | + | 8.180e-2 (1.05e-3) | + | 8.440e-2 (1.3e-3) | + | 1.205e-2 (1.45e-3) | + | 7.048e-2 (1.37e-3) |
| 8       | 1.4607e-1 (1.33e-3) | 3.557e-1 (1.26e-2) | + | 1.486e-1 (2.08e-3) | + | 1.468e-1 (4.9e-4) | + | 2.181e-1 (9.89e-3) | + | 1.416e-1 (9.24e-4) | + | 1.446e-1 (2.12e-3) | + | 1.034e-1 (2.42e-4) | + | 1.359e-1 (5.37e-4) |
| 10      | 1.748e-1 (2.58e-3) | 3.753e-1 (2.22e-2) | + | 1.936e-1 (3.36e-2) | + | 1.657e-1 (3.85e-3) | + | 2.270e-1 (7.35e-3) | + | 1.597e-1 (1.12e-2) | + | 1.630e-1 (2.62e-3) | + | 3.128e-2 (1.28e-3) | + | 1.950e-1 (9.94e-4) |
| 13      | 2.442e-1 (1.00e-2) | 4.338e-1 (1.50e-2) | + | 3.053e-1 (1.52e-2) | + | 2.906e-1 (1.02e-2) | + | 2.972e-1 (8.28e-3) | + | 2.089e-1 (1.55e-2) | + | 2.144e-1 (3.10e-3) | + | 3.506e-1 (4.47e-3) | + | 2.083e-1 (1.50e-3) |
| 15      | 2.351e-1 (5.73e-2) | 4.073e-1 (2.25e-2) | + | 6.007e-1 (7.21e-2) | + | 2.166e-1 (8.39e-3) | + | 2.751e-1 (1.02e-2) | + | 2.083e-1 (2.10e-2) | + | 2.012e-1 (3.68e-3) | + | 3.107e-1 (5.37e-3) | + | 1.908e-1 (5.14e-3) |
| 20      | 3.570e-1 (5.73e-2) | 5.008e-1 (1.80e-1) | + | 6.007e-1 (7.21e-2) | + | 2.166e-1 (8.39e-3) | + | 2.751e-1 (1.02e-2) | + | 2.083e-1 (2.10e-2) | + | 2.012e-1 (3.68e-3) | + | 3.107e-1 (5.37e-3) | + | 1.908e-1 (5.14e-3) |

The algorithm with the best median value for each row is highlighted.

The result of comparison with RVEA-CA at a 0.05 level by Wilcoxon's rank-sum test is shown on the right hand of each cell in each row except for RVEA-CA.

"+", "−", and "≈" mean that RVEA-CA performs significantly better than, non-significantly better-than, and worse than, respectively, the other algorithm, respectively.
| Problem | \( J \) | RVEA-CA | RVEA | RVEA-ONG | DEA-ONG | A-NSGA-III | VaE | A-MOEA | MOEA/D-AWA | AdaW |
|---------|------|---------|------|--------|--------|-----------|-----|-------|-----------|-------|
| MaF8    | 5    | 6.987e-2 | 5.462e-2 | 5.416e-2 | 6.140e-2 | 6.384e-2 | 6.952e-2 | 7.488e-2 | 7.370e-2 | 7.364e-2 |
|         | 8    | 4.438e-2 | 4.360e-2 | 4.386e-2 | 4.960e-2 | 5.050e-2 | 5.150e-2 | 5.430e-2 | 5.485e-2 | 5.490e-2 |
|         | 13   | 4.413e-2 | 4.394e-2 | 4.456e-2 | 5.290e-2 | 5.300e-2 | 5.310e-2 | 5.481e-2 | 5.637e-2 | 5.488e-2 |
|         | 15   | 4.105e-2 | 4.201e-2 | 4.105e-2 | 4.570e-2 | 4.570e-2 | 4.570e-2 | 5.120e-2 | 5.395e-2 | 5.490e-2 |
| MaF9    | 10   | 4.951e-2 | 4.075e-2 | 4.080e-2 | 4.685e-2 | 4.150e-2 | 4.210e-2 | 4.150e-2 | 5.625e-2 | 5.243e-2 |
|         | 15   | 7.971e-2 | 6.940e-2 | 6.140e-2 | 6.820e-2 | 7.070e-2 | 7.070e-2 | 7.070e-2 | 7.070e-2 | 7.070e-2 |
|         | 20   | 6.919e-2 | 6.919e-2 | 6.919e-2 | 6.919e-2 | 6.919e-2 | 6.919e-2 | 6.919e-2 | 6.919e-2 | 6.919e-2 |
| MaF10   | 10   | 2.716e-2 | 2.707e-2 | 2.707e-2 | 2.707e-2 | 2.707e-2 | 2.707e-2 | 2.707e-2 | 2.707e-2 | 2.707e-2 |
|         | 13   | 2.923e-2 | 2.923e-2 | 2.923e-2 | 2.923e-2 | 2.923e-2 | 2.923e-2 | 2.923e-2 | 2.923e-2 | 2.923e-2 |
|         | 15   | 2.559e-2 | 2.559e-2 | 2.559e-2 | 2.559e-2 | 2.559e-2 | 2.559e-2 | 2.559e-2 | 2.559e-2 | 2.559e-2 |
| MaF11   | 10   | 8.606e-2 | 8.606e-2 | 8.606e-2 | 8.606e-2 | 8.606e-2 | 8.606e-2 | 8.606e-2 | 8.606e-2 | 8.606e-2 |
|         | 13   | 8.507e-2 | 8.507e-2 | 8.507e-2 | 8.507e-2 | 8.507e-2 | 8.507e-2 | 8.507e-2 | 8.507e-2 | 8.507e-2 |
|         | 15   | 8.486e-2 | 8.486e-2 | 8.486e-2 | 8.486e-2 | 8.486e-2 | 8.486e-2 | 8.486e-2 | 8.486e-2 | 8.486e-2 |
| MaF12   | 10   | 5.346e-2 | 5.346e-2 | 5.346e-2 | 5.346e-2 | 5.346e-2 | 5.346e-2 | 5.346e-2 | 5.346e-2 | 6.046e-2 |
|         | 13   | 5.264e-2 | 5.264e-2 | 5.264e-2 | 5.264e-2 | 5.264e-2 | 5.264e-2 | 5.264e-2 | 5.264e-2 | 5.264e-2 |
|         | 15   | 5.099e-2 | 5.099e-2 | 5.099e-2 | 5.099e-2 | 5.099e-2 | 5.099e-2 | 5.099e-2 | 5.099e-2 | 5.099e-2 |
| MaF13   | 10   | 4.727e-2 | 4.727e-2 | 4.727e-2 | 4.727e-2 | 4.727e-2 | 4.727e-2 | 4.727e-2 | 4.727e-2 | 4.727e-2 |
|         | 13   | 4.740e-2 | 4.740e-2 | 4.740e-2 | 4.740e-2 | 4.740e-2 | 4.740e-2 | 4.740e-2 | 4.740e-2 | 4.740e-2 |
|         | 15   | 4.800e-2 | 4.800e-2 | 4.800e-2 | 4.800e-2 | 4.800e-2 | 4.800e-2 | 4.800e-2 | 4.800e-2 | 4.800e-2 |

Each column represents each algorithm, and each row represents each test instance. The table compares the medium value and standard deviation of the evaluations of HV and IGD⁺ in 31 runs. The algorithm with the best medium value for each row is highlighted. The result of comparison with RVEA-CA at a 0.05 level by Wilcoxon's rank-sum test is shown on the right end of each row except for RVEA-CA. "⁺", "−", and "≈" mean that RVEA-CA performs significantly better, non-significantly better/worse than, and worse than each algorithm, respectively.
shows results competitive with RVEA-CA and implies the potential of domain-based MOEAs. Especially, the results on Mixed property may show the validity of dominance relation in irregular MaOPs.

The results in Table 7 show that AR-MOEA is the most competitive with RVEA-CA among the eight algorithms. Table 7 also shows that RVEA-CA outperforms AR-MOEA on Concave, Disconnected, Multimodal, and Nonseparable properties in terms of HV and outperforms AdaW on Concave property. These results show that RVEA-CA has some issues against indicator-based MOEAs and indicator-based MOEAs are promising.

The results in Table 7 show that the number of test instances where RVEA-CA outperforms AdaW is more than twice the number of test instances where RVEA-CA is inferior to AdaW in terms of IGD+. These results show that RVEA-CA has some issues against indicator-based MOEAs and indicator-based MOEAs are promising.

The results in Table 7 show the number of test instances where RVEA-CA outperforms AdaW is more than twice the number of test instances where RVEA-CA is inferior to AdaW in terms of IGD+. Table 7 also shows that RVEA-CA outperforms AdaW on Concave, Convex, Degenerate, Disconnected, Multimodal, and Nonseparable properties in terms of HV and outperforms AdaW on Concave, Mixed, Disconnected, Multimodal, and Nonseparable properties in terms of IGD+. These results show that RVEA-CA has some issues against indicator-based MOEAs and indicator-based MOEAs are promising.

The results in Table 7 also show that RVEA-CA outperforms AR-MOEA on Concave, Mixed, Disconnected, Multimodal, and Nonseparable properties in terms of IGD+. These results show that RVEA-CA has some issues against indicator-based MOEAs and indicator-based MOEAs are promising.

E. DISCUSSION

In this paper, we compare the search performance of algorithms in various types of test problems, and Table 7 summarizes the results of comparisons for each property of test problems. Considering the experimental results for each property of the problems, we can see the advantages and disadvantages and the issues of RVEA-CA against other algorithms.

On the Disconnected property, Table 7 shows that RVEA-CA outperforms all other problems in terms of both HV and IGD+. This is an obvious advantage of RVEA-CA against other algorithms and shows the effectiveness of the mating strategy based on clustering. In addition, RVEA-CA also outperforms all other algorithms on Concave property and outperforms almost all algorithms on Convex property. These results show the advantage of RVEA-CA not only in irregular problems but also in regular problems.

On the other hand, Table 7 shows the disadvantage of RVEA-CA: RVEA-CA is outperformed by RVEA-iGNG, VaEA, and AR-MOEA on Linear property, by VaEA on Mixed property, and by RVEA-iGNG and AR-MOEA on Degenerate property, and by AR-MOEA on Biased property. In particular, since Linear is one of the regular properties of MaOPs and we cannot figure out the cause behind these results, this disadvantage is a major issue.

### Table 7: Summary of comparisons with the significance of the difference to RVEA-CA

| Property | Indicator | HV | IGD$^+$ | RVEA | RVEA-iGNG | DEA-GNG | A-NSGA-III | VaEA | AR-MOEA | MOEA/D-AWA | AdaW |
|----------|-----------|----|--------|------|-----------|---------|------------|------|---------|------------|------|
| Overall  |           | 65/5/8 | 40/14/24 | 55/12/11 | 73/3/2 | 42/8/28 | 40/5/33 | 53/7/18 | 43/9/26 |
| Linear   |           | 18/0/0 | 5/3/10 | 9/3/6 | 18/0/0 | 4/0/14 | 4/1/13 | 16/2/0 | 8/2/8 |
| Concave  |           | 25/0/5 | 15/6/9 | 20/7/13 | 27/2/1 | 19/6/5 | 23/2/5 | 23/2/5 | 20/3/7 |
| Convex   |           | 16/2/0 | 15/1/2 | 14/2/2 | 17/1/0 | 16/2/0 | 8/2/8 | 9/3/6 | 10/4/4 |
| Mixed    |           | 6/3/3 | 5/4/3 | 11/0/1 | 11/0/1 | 4/0/8 | 7/1/4 | 9/0/3 | 11/0/1 |
| Degenerate |        | 19/0/5 | 6/5/13 | 16/0/2 | 21/2/1 | 10/2/12 | 9/2/13 | 17/2/5 | 19/0/5 |
| Disconnected |   | 11/0/1 | 10/1/1 | 11/0/1 | 9/0/3 | 9/1/2 | 6/2/4 | 9/1/2 | 10/6/8 |
| Biased   |           | 7/3/2 | 7/3/2 | 9/1/2 | 12/0/0 | 5/1/6 | 1/0/1 | 6/0/6 | 3/2/7 |
| Multimodal |       | 15/2/1 | 12/2/4 | 13/3/2 | 16/1/1 | 11/3/4 | 13/2/3 | 13/1/4 | 9/4/5 |
| Nonseparable |     | 14/3/1 | 5/9/4 | 18/0/0 | 18/0/0 | 17/1/0 | 15/2/1 | 17/1/0 | 13/4/1 |

$^+$ "+" and "−" mean the number of test instances that RVEA-CA performs significantly better than, non-significantly better/worse than, and significantly worse than each algorithm, respectively.

If RVEA-CA outperforms its competitor in terms of both HV and IGD$^+$, the result is emphasized in bold.
Moreover, the results on Biased property imply the issue of adaptive decomposition-based MOEAs employing the clustering-based approach. While RVEA-CA nearly outperforms RVEA-iNG and DEA-GNG on Biased property, AR-MOEA outperforms RVEA-CA, and VaEA and AdaW are competitive with RVEA-CA on Biased property. This may be due to the failure of ideal point estimation and normalization of the objective function caused by intensive search in local regions using a clustering-based approach.

In this paper, we compare the search performance of algorithms in 5-, 8-, 10-, 15-, and 20-objective test problems. Considering the experimental results for each number of objectives, we can see a trend in the relative change in search performance for changes in the number of objectives. Fig. 3 agregates the results of comparison from Tables 3-4 between RVEA-CA and RVEA-iNG for each number of objectives. Fig. 3 shows that as the number of objectives increases, the number of problems in which RVEA-CA outperforms RVEA-iNG increases. Tables 3-4 show that the comparison results for the MaF7 problem show a similar trend, and Table 1 shows that the MaF7 problem has Disconnected property. From these results, the basic idea of RVEA-CA, intensive local search by more actively utilizing information on the distribution of solutions obtained during the search process, is considered to be more effective for irregular MaOPs, where convergence to a local region is more important, as the number of objectives increases.

We compared RVEA-CA with RVEA, RVEA-iNG, DEA-GNG, A-NSGA-III, VaEA, AR-MOEA, MOEA/D-AWA, and AdaW by applying them to 78 test problems. The experimental results showed that RVEA-CA has higher search performance on various types of MaOPs than existing algorithms in terms of both HV and IGD+. In addition, we investigated the effects of properties and the number of objectives of test problems on the search performance of RVEA-CA.

We will focus on developing a method for analyzing search results in MaOPs as one of our future works. One possible approach is mapping the population into feature space using some modified indicators from high-dimensional objective space. Another future direction is to solve some issues found in this paper. In particular, a promising direction is the development of a mechanism to improve the accuracy of the ideal point estimation.

VI. CONCLUSION

In this paper, we proposed RVEA-CA for various types of MaOPs. RVEA-CA adjusts the distribution of the reference vector set in RVEA by learning the distribution of solutions obtained during the search process with CA. RVEA-CA also adjusts the parameters of CA in the search process to obtain an appropriate network from CA. Moreover, we proposed a new mating selection strategy based on clustering as a method to utilize network information more actively and efficiently than existing MOEAs.
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