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Abstract
Current approaches to design flood-sensitive infrastructure typically assume a stationary rainfall distribution and neglect many uncertainties. These assumptions are inconsistent with observations that suggest intensifying extreme precipitation events and the uncertainties surrounding projections of the coupled natural-human systems. Here we demonstrate a safety factor approach to designing urban infrastructure in a changing climate. Our results show that assuming climate stationarity and neglecting deep uncertainties can drastically underestimate flood risks and lead to poor infrastructure design choices. We find that climate uncertainty dominates the socioeconomic and engineering uncertainties that impact the hydraulic reliability in stormwater drainage systems. We quantify the upfront costs needed to achieve higher hydraulic reliability and robustness against the deep uncertainties surrounding projections of rainfall, surface runoff characteristics, and infrastructure lifetime. Depending on the location, we find that adding safety factors of 1.4–1.7 to the standard stormwater pipe design guidance produces robust performance to the considered deep uncertainties. The insights gained from this study highlights the need for updating traditional engineering design strategies to improve infrastructure reliability under socioeconomic and environmental changes.

1. Introduction
Floods drive devastating climate-related impacts and human disasters (Ranasinghe et al., 2021). Average global flood losses exceed US$100 billion per year (Desai et al., 2015). Model simulations project rising flood risks with intensifying climate change and increasing exposure (Hirabayashi et al., 2013; Winsemius et al., 2015). Recent catastrophic flood in Europe is a typical example how human and natural systems are exposed and vulnerable to extreme rainfall and flooding (Cornwall, 2021). A sound understanding of the transient flood risk and proper tools to account for the risk-dynamics are crucial to inform flood-risk management (Ranasinghe et al., 2021; Jongman, 2018; Wong & Keller, 2017).

Engineers and design makers around the world face nontrivial choices on how to design flood-sensitive infrastructure. Current guidelines for this decision problem (Brown et al., 2009; Schueler & Claytor, 2000) typically consider the observed historical record and assume a stationary climate (i.e., statistical properties of extremes do not change significantly over the design lifetime) (Bonnin et al., 2006; Cheng & AghaKouchak, 2015; Lopez-Cantu & Samaras, 2018; Wright et al., 2019). This stationary rainfall assumption is inconsistent with the observed record in many parts of the world (Cheng & AghaKouchak, 2015). Moreover, rainfall extremes are projected to intensify further in a warming climate (Allan & Soden, 2000). In addition, neglecting climate change violates a recent executive order in the United States (Presidential Document, 2021). This raises the question (Cheng & AghaKouchak, 2015; Wright et al., 2019; Underwood et al., 2020): How to design flood-sensitive infrastructure in a nonstationary world?

Current infrastructure design specifications typically neglect key uncertainties surrounding projections of extreme rainfall and surface runoff during infrastructure lifetime (Salas et al., 2018). Deep uncertainty surrounding rainfall projections stems, for example, from internal variability, model limitations such as unresolved processes and coarse spatio-temporal resolutions, as well as uncertainties surrounding land use change and greenhouse gas emissions scenarios (Woldemeskel et al., 2016). Deep uncertainty refers to a situation “where the system model and the input parameters to the system model are not known or widely agreed on by the stakeholders to the decision” (Lempert, 2002). In infrastructure design, for example, deep
uncertainty might arise when experts and/or decision-makers cannot agree on an appropriate probability density function for describing extreme rainfall projections or a return level corresponding to a particular design return period (Lempert & Collins, 2007). Uncertainties surrounding surface runoff characteristics and the project lifetime further complicate the situation (Stehfest et al., 2019).

Previous studies (Cook et al., 2020; Lopez-Cantu & Samaras, 2018; Mallakpour et al., 2019; Wright et al., 2019) provide valuable new insights on the impacts of climate change on the design and performance of flood-sensitive infrastructures. For example, Wright et al. (2019) demonstrates that the current hydrologic design standards in the United States are insufficient due to substantial increases in extreme rainfall frequency. Mallakpour et al. (2019) shows that the hydrologic failure risk is likely to increase for most dams in California under various warming scenarios. Cook et al. (2020) analyzes how the choices in climate model spatial resolution and spatial adjustment technique alter the size of urban stormwater drainage. These studies break important new ground, but they are silent on the effects of potentially important uncertainties and their interactions (Chester et al., 2020; Manocha & Babovic, 2018; Sanders & Grant, 2020).

Here we expand on previous studies and demonstrate an approach to design stormwater infrastructure by (a) characterizing the uncertainty surrounding the project lifetime, runoff characteristics, and nonstationary extreme rainfall projections, (b) identifying their interacting effects and relative importance on system performance, (c) quantifying the implications of these uncertainties for the design of stormwater infrastructure, and (d) determining the safety factor required in the standard stormwater pipe design guidance to produce robust performance to the considered deep uncertainties (Figure 1). Engineers often rely on the safety-factor approach to compensate for any uncertainty in the infrastructure design process (Leitgeb, 2010; Trak, 2017). Identifying a reasonable safety factor can help to better manage the potential impacts of uncertain climatic conditions, land use characteristics and socioeconomic changes.

Specifically, we select three locations from diverse hydroclimatic regions in the United States: (a) Ellicott City (Maryland), (b) Boulder (Colorado) and (c) Los Angeles (California). These locations have experienced several severe flooding events over the recent decades (Smith, 2018) and represent diverse meteorological settings. Examples include floods associated with localized cloudbursts from clusters of intense thunderstorms in Ellicott City (2016, 2018) (Viterbo et al., 2020), heavy rainfall driven floods in Boulder (2013) (Eden et al., 2016), and prolonged rainfall induced floods over California in 2017 immediately after 5 years of record-setting drought (Vahedifard et al., 2017). We use the daily rainfall records (DeGaetano et al., 2015) from gauge stations at the Baltimore/Washington International Thurgood Marshall Airport (Maryland), Boulder Municipal Airport (Colorado), and Los Angeles International Airport (California) (Table S1 in Supporting Information S1).

We demonstrate the safety-factor design approach for a simple didactic decision problem: how to choose a stormwater pipe size in the face of deeply uncertain projections of extreme rainfall, surface runoff characteristics, and infrastructure lifetime (Figure 2).

2. Results

We first quantify the deep uncertainty surrounding extreme rainfall projections. Specifically, we estimate extreme rainfall from the historical rainfall record under the stationary assumption using a Generalized Extreme Value (GEV) distribution within the Bayesian framework (see Methods Section). We find that neglecting parametric uncertainty (i.e., uncertainty associated with fitting a parametric distribution to historical data) underestimates the expected value of projected extreme rainfall events (Supplementary Figures S1b-S1c in Supporting Information S1). Using just the best estimate of the model parameters (technically the maximum a posteriori probability estimate) underestimates the extreme rainfall projections by as much as 8% (Figures S1b-c in Supporting Information S1) compared to an analysis that resolves the parametric uncertainty. This effect is driven by the right-skewed return level distribution (Figure S1b in Supporting Information S1) and similar to related analyses on riverine flooding (Zarekarizi et al., 2020). The downward bias increases for longer return periods. This bias can drive higher flood infrastructure failure risks.

Accounting for nonstationarity increases the mean estimates of extreme rainfall intensity (Figures 3a, 3c, and 3e). For example, the current mean estimate of the 24-hr average rainfall intensity with a 100-year
The increase in current mean extreme rainfall estimates increases with longer return periods. As perhaps expected, the uncertainty also increases with longer return periods. Assuming a stationary rainfall distribution for infrastructure design can lead to poor outcomes (Figures 3a, 3c, and 3d). For a historical rainfall event with a stationary expected return period of 100-year, the corresponding return periods under nonstationary conditions reduces to 78 years in Ellicott City (Figure 3a), 60 years in Boulder (Figure 3c), and 90 years in Los Angeles (Figure 3e).

The extreme rainfall projections are deeply uncertain (Figures 3b, 3d, and 3f). We represent this deep uncertainty by sampling from a set of (a) statistical model structures and (b) dynamically and statistically downscaled climate models. We sample the climate models by analyzing projections from the North American Coordinated Regional Downscaling Experiment (NA-CORDEX) data set (Mearns et al., 2017) and the Multivariate Adaptive Constructed Analogs (MACAv2-METDATA) data set (Abatzoglou & Brown, 2012). Our projections sample different climate model structures, model resolutions, and downsampling methods. These differences lead to sizable variation in the extreme rainfall projections (Figures 3b, 3d, and 3f). Choosing just a subset of the considered climate projections can drastically undersample the apparent deep uncertainties.

The reliability of stormwater infrastructure designs can be highly sensitive to the considered deep uncertainties (Figure 4). We quantify reliability for this stormwater drainage pipe design as the probability that it does not flood over the specified lifetime (Tran Huu, D., 2016). The projected reliabilities are deeply uncertain, as they are impacted by deep uncertainty projections of rainfall, surface runoff characteristics and infrastructure lifetime. The key driver of this uncertainty surrounding hydraulic reliability is the deep uncertainty surrounding extreme rainfall projections (Table S4 in Supporting Information S1). Designing infrastructure in the face of deep and dynamic uncertainties poses, of course, highly complex decision problems (Bryant & Lempert, 2010; Chester et al., 2020; Herman et al., 2015; Lopez-Cantu & Samaras, 2018). Using the simple and salient example of designing a stormwater drainage pipe, we demonstrate that climate uncertainty is the dominant driver of the decision-relevant metric of hydraulic reliability.

We show how increasing investments can increase reliability and robustness against deep uncertainty. In our simple examples, adding safety factors of 1.4–1.7 to the pipe diameter from the standard design guidance roughly achieves the 1/100-year hydraulic reliability in a way that is robust against the considered deep uncertainties in all three considered locations (Figure 4). Safety factors of 2.0–2.3 can achieve the 1/500-year hydraulic reliability.
hydraulic reliability (Figure 4). This is, of course, just a hypothetical case for selected locations in the USA. Expanding this simple analysis to inform the design of workable and acceptable design guidance poses nontrivial research questions at the interface between disciplines such as Earth sciences, engineering, economics, ethics, political science, and law. The proposed safety factor approach can potentially inform practitioners and decision makers to update design standards for keeping infrastructure reliable under dynamic climate, land use and socioeconomic uncertainties.
3. Methods

3.1. Data Set Description

We use the historical rainfall and temperature station observation from the United States National Oceanic and Atmospheric Administration (NOAA) National Center for Environmental Information data portal (https://www.ncdc.noaa.gov/).

We consider potential physical drivers of extreme rainfall as covariates for describing changes in statistics of extremes. Specifically, we use the historical winter mean (JFM) North Atlantic oscillation (NAO) index (Jones et al., 1997) as a covariate for the nonstationary GEV model described below. For the Atlantic hurricane covariate time series, we use the number of Atlantic tropical cyclones from the United States NOAA Atlantic Oceanographic and Meteorological Laboratory data portal (https://www.aoml.noaa.gov/hrd/tcfaq/).

For the historical temperature time series, we use the daily air temperature record (DeGaetano et al., 2015) from a station at the Baltimore/Washington International Thurgood Marshall Airport (BWI), Maryland, USA. We adopt the annual global mean surface air temperature data set from the NOAA National Centers for Environmental Information data portal (https://www.ncdc.noaa.gov/). We use the Atlantic main development region (MDR) sea surface temperature from the National Centers for Environmental Information data portal (https://www.ncdc.noaa.gov/), and as projection we use the coupled model intercomparison project phase 5 (CMIP5) Global climate model (GCM) (Taylor et al., 2012), namely, GFDL-ESM2M under Representative Concentration Pathway 8.5 (RCP8.5). We caution that our analysis does not account for internal variability, as well as model structural or parametric uncertainty regarding future projections of selected covariates. Assessing the impacts of these uncertainties on projected extreme rainfall is another important avenue to improve this current approach.

We use sea surface temperature anomalies in the NINO3.4 region (averaged over 5°N-5°S, 120°W–170°W) (Reynolds et al., 2002) available on the NOAA National Centers for Environmental Information data portal (https://www.ncdc.noaa.gov/teleconnections/enso/indicators/sst/), and as projection we use the CMIP5 GCM, namely, GFDL-ESM2M under RCP8.5. This region provides a good measure of important changes in sea surface temperature and its gradients that result in changes in the pattern of deep tropical convection and atmospheric circulation.

We use the Pacific decadal oscillation (PDO) index (Mantua et al., 1997) and Southern oscillation index (SOI) (Ropelewski & Jones, 1987) available on the NOAA National Weather Service Climate Prediction Center data portal (https://www.cpc.ncep.noaa.gov/data/teledoc/telecontents.shtml). The SOI represents the large-scale fluctuations in air pressure between the western and eastern tropical Pacific.

Figure 3. Expected current and future rainfall return periods. (a) Expected rainfall intensity in Ellicott City, Maryland in 2018 for different return periods under the stationary and nonstationary assumptions. The dotted lines are the expected return levels and the corresponding color bound shows the 5%–95% credible interval. The brown dots represent the United States National Oceanic and Atmospheric Administration (NOAA) Atlas 14 estimates (Perica et al., 2012); and the corresponding error bars represent the 90% confidence bound. We compute nonstationary rainfall intensity using Generalized Extreme Value (GEV) distribution fitted with different covariates. Selected covariates are global mean temperature, Atlantic Main Development Region (MDR) temperature, local temperature, North Atlantic Oscillation (NAO) index and number of Atlantic tropical cyclones. We calculate the Akaike Information Criterion (AIC) and Deviance Information Criterion (DIC) to assess the goodness-of-fit for GEV distribution. For the observed rainfall intensity, the selected metrics choose the GEV distribution with MDR temperature as the best nonstationary model. (b) Projected daily rainfall intensity in 2090 using GEV distribution fitted with historical observation (1951–2018) and climate model outputs (2020–2090) using MDR temperature as a covariate. We use the North American Coordinated Regional Downscaling Experiment (NA-CORDEX) (Mearns et al., 2017) project data set, which are dynamically downscaled products. The Multivariate Adaptive Constructed Analogs (MACA) (Abatzoglou & Brown, 2012) data sets are statistically downscaled subset of the coupled model intercomparison project phase 5 (CMIP5) Global climate models (GCMs). (c) Expected rainfall intensity in Boulder, Colorado in 2013 for different return periods under the stationary and nonstationary assumptions. Selected covariates are local temperature than the global mean surface temperature, the Pacific decadal oscillation index and the Nino 3.4 index. For the observed rainfall intensity, the selected metrics choose the GEV distribution with local temperature as the best nonstationary model. (d) Projected daily rainfall intensity in 2090 using GEV distribution fitted with historical observation (1951–2018) and climate model outputs (2020–2090) using local temperature as a covariate. (e) Expected rainfall intensity in Los Angeles, California in 2018 for different return periods under the stationary and nonstationary assumptions. Selected covariates are global mean surface temperature, local temperature, the Nino 3.4 index and the Southern oscillation index. We choose the Nino 3.4 index as a covariate to project extreme rainfall intensity in Los Angeles. (f) Projected daily rainfall intensity in 2090 using GEV distribution fitted with historical observation (1951–2018) and climate model outputs (2020–2090) using the Nino 3.4 index as a covariate.
Figure 4.
We incorporate rainfall time series from the Multivariate Adaptive Constructed Analogs (MACA) data set (Abatzoglou & Brown, 2012). The MACAv2-METDATA data set is the statistically downscaled subset of the CMIP5 GCMs. The MACA outputs include CCSM4, CanESM2, GFDL-ESM2M, inmcm4, MIROC5, and MIROC-ESM.

We adopt rainfall time series from the North American Coordinated Regional Downscaling Experiment (NA-CORDEX) project available at 25-km resolution (Mearns et al., 2017). The NA-CORDEX data set is the dynamically downscaled data set. The NA-CORDEX data set corresponds to a collection of high-resolution projections from different GCM-Regional climate model combinations. The NA-CORDEX outputs include RegCM4 driven by MPI-ESM-LR, WRF driven by MPI-ESM-LR, and WRF driven by GFDL-ESM2M under RCP8.5. We employ the non-parametric quantile mapping approach, called Kernel Density Distribution Mapping (McGinnis et al., 2015), to bias-correct the time series to match observations (Cook et al., 2020). We select these datasets for this proof-of-concept because they all are publicly available, frequently used for climate change impact assessments, and often used to inform flood-sensitive infrastructure design (Cook et al., 2020; Lopez-Cantu et al., 2020; Mallakpour et al., 2019). We caution that our analysis relies on selected GCMs and thus likely undersamples the full range of relevant uncertainties. Considering a richer sample of this specific structural uncertainty is a way to refine this study.

3.2. Extreme Value Model

We model the extreme rainfall using a nonstationary GEV distribution. The GEV permits accounting for the potential nonstationarity in annual flood peaks by specifying time-dependent model parameters. The GEV distribution includes the location ($\mu$), scale ($\sigma$), and shape parameter ($\xi$) to specify the center, spread, and tail behavior, respectively. The probability density function of the GEV distribution is:

$$f(x) = \begin{cases} 
\frac{1}{\sigma} \left(1 + \frac{x - \mu}{\sigma}\right)^{-1 - \frac{1}{\xi}} e^{-\left(1 + \frac{x - \mu}{\sigma}\right)^{-1/\xi}}, & \text{for } 1 + \frac{x - \mu}{\sigma} > 0 \\
\frac{1}{\sigma} e^{-\frac{x - \mu}{\sigma}}, & \text{for } \xi = 0 \\
0, & \text{otherwise}
\end{cases}$$

We can incorporate both heavy and light tails in the GEV distribution. Based on the shape parameter, the GEV can take one of three forms: (a) Frechet, or lower bounded with a heavy upper-tailed, if $\xi$ is positive; (b) Gumbel, or unbounded with heavy upper tails, if $\xi$ is zero; (c) "Reverse" Weibull, or upper bounded with heavy lower tails, if $\xi$ is negative (Coles, 2001).

We incorporate potential nonstationarity into the GEV model by allowing the location parameter ($\mu$) to co-vary with different physical processes ($T$) (Ragno et al., 2019):

$$\mu = \mu_0 \left(1 + a_\mu T\right).$$

where $T$ is the covariate, $\mu_0$ is the location parameter when $T = 0$, and $a_\mu$ is the sensitivity of location parameter with respect to changes in the covariate.

Figure 4. Lifetime hydraulic reliability of stormwater drainage pipe. Lifetime hydraulic reliability of stormwater pipe conditioned on the deeply uncertain extreme rainfall projections, surface imperviousness and pipe lifetime. We assume a concrete pipe with Manning’s roughness, $n = 0.013$, and a contributing drainage area of 0.25 km$^2$. Cost factors (Heaney et al., 2002) (top x-axis) are relative to the design diameter. Design diameter is the resulting diameter with daily rainfall intensity from the United States National Oceanic and Atmospheric Administration (NOAA) Atlas 14 estimates (Pereca et al., 2012) for the selected stations: (a) Baltimore/Washington International Thurgood Marshall Airport, Maryland, (b) Boulder Municipal Airport, Colorado, and (c) Los Angeles International Airport, California. Safety factor (SF) (Randall, 1976) is a multiplier in a stormwater pipe diameter obtained from the standard design guidance. SF allows to achieve the intended hydraulic reliability that is robust to the considered deep uncertainty.
We use a Bayesian approach to fit the nonstationary GEV distributions to the annual maximum rainfall intensity. Bayes’ theorem combines the prior information on model parameters and likelihood function into the posterior distribution of the parameters, given the data (p(θ|X)):

\[ p(θ|X) \propto L(θ) p(θ), \]

where \( L(θ) \) is the likelihood function and \( p(θ) \) is the prior distribution of random variable \( θ \). Our objective is to approximate the posterior distribution (p(θ|X)) by drawing samples via Markov chain Monte Carlo (MCMC). For a random \( X = \{x_1, x_2, ..., x_n\} \), the likelihood function \( L(θ) \) for the parameter vector \( θ \) associated with its PDF \( f_x(x) \) is defined as:

\[ L(θ) = \prod_{i=1}^{n} f_{x_i}(x_i|θ). \]

We use a Gaussian prior distribution centered at 0, with a wide variance \( N(0,100) \) for each model parameter. We sample from the posterior distribution (p(θ|X)) of the model parameters using the Metropolis-Hastings algorithm (Chib & Greenberg, 1995). We sample each GEV parameter successively for 50,000 iterations. The first 10,000 iterations are discarded for burn-in. We use the remaining 40,000 samples to serve as the ensemble for analysis. The best guess estimate refers to the parameter set with the highest posterior density value among all MCMC samples. To account for the uncertainty of rainfall intensity, we consider the full ensemble of parameter samples.

We construct a nonstationary GEV model that allows integrating relevant physical drivers of extreme rainfall as covariates. Incorporating physical-related covariates into the GEV distribution assists the statistical model to avoid unrealistic extrapolations.

### 3.3. Goodness-of-Fit Measures

We select several metrics for model comparison. We compute two penalized-likelihood criteria—the Akaike information criterion (Akaike, 1974) (AIC) and the Deviance information criterion (Spiegelhalter et al., 2002) (DIC). The AIC and DIC penalize models based on their goodness-of-fit as well as the effective number of model parameters. For all three criteria, models with smaller values are typically preferred over those with larger values. The AIC is defined as

\[ AIC = -2 \log(L_{\text{max}}) + 2N_p, \]

where, \( L_{\text{max}} \) denotes the maximum value of the likelihood function within the posterior model ensemble and \( N_p \) is the number of model parameters.

The deviance for a given set of model parameters is given by

\[ D(θ) = -2 \log(L(θ)). \]

We denote the expected value of \( D(θ) \) over \( θ \) as \( D \), and \( \bar{D} \) as the expected value of \( D \). We calculate the effective number of parameters as \( P_D = \bar{D} - D(\bar{θ}) \). The DIC is then defined as

\[ DIC = P_D + \bar{D}. \]

### 3.4. Covariate Selection

Previous studies (Jones et al., 1997; Lapp et al., 2012; Ropelewski & Jones, 1987) show that the sea surface temperature variability has a strong influence on the variability of atmospheric climate through atmospheric teleconnections. Following previous research (Ragno et al., 2019; Wong & Keller, 2017; Wong et al., 2018), we construct a nonstationary statistical model that integrates relevant physical drivers of extreme rainfall as covariates (Figure 3): global mean surface temperature, local surface temperature, Atlantic MDR
temperature (Grinsted et al., 2013), NAO index (Jones et al., 1997), PDO index (Mantua et al., 1997), Nino 3.4 index (Reynolds et al., 2002), and SOI (Ropelewski & Jones, 1987). We use the Akaike information (Akaike, 1974) and Deviance information (Spiegelhalter et al., 2002) criteria (AIC and DIC) to identify the best model structure and covariate that fits the observed rainfall data set. Our analysis suggests that the extreme rainfall distribution in Ellicott City reflects a greater contribution from the average sea surface temperature in the Atlantic MDR (Grinsted et al., 2013) (Supplementary Table S2). The Atlantic MDR (10°N–20°N, 80°W–20°W) is monitored for potential tropical system development regions during the course of a given Atlantic hurricane season. For the observed rainfall distribution in Boulder, local temperature emerges as the best covariate choice. We estimate extreme rainfall intensity in Los Angeles by taking advantage of the dependence relationship in the time series of the Nino 3.4 index and historical rainfall observations. Previous studies (Hoell et al., 2016; Wise et al., 2015) suggest that the Nino 3.4 average sea surface temperature anomalies in the area of tropical Pacific Ocean (5°S–5°N, 120°–170°W) has a substantial influence on precipitation in many parts of California.

3.5. Reliability Assessment

We assess the reliability of hydraulic performance of stormwater drainage pipe. From reliability theory (Melchers & Beck, 2018), a limit state function ($G$) is defined as

$$G(q) = Q_p - Q_y,$$

where, $q$ is the random variable that represents, for example, the pipe's flow in our study, $Q_p$ is the pipe's flow capacity and $Q_y$ is the flow load. The failure probability ($P_f$) can be expressed as

$$P_f = \text{probability}[G(q) < 0].$$

Hydraulic reliability ($R$) of a stormwater pipe design is defined as

$$R = 1 - P_f.$$  (10)

For a hydraulic design of stormwater pipes, we assume that the peak flow should not exceed the flow capacity of pipes. We use the peak flow from the rational method (Mays, 2010) to estimate flow load:

$$Q_y = 0.278CIA,$$  (11)

where, $Q_y$ is the flow load (m$^3$/s), $C$ is the runoff coefficient (dimensionless), $I$ is rainfall intensity (mm/hr), and $A$ is the contributing drainage area (km$^2$). The runoff coefficient represents the integrated effects of infiltration, land use land cover, ground slopes, and soil types. It indicates the amount of runoff generated given an average intensity of rainfall for a storm.

We design the stormwater pipes for open-channel flow. We use the Manning's equation to estimate the flow capacity of a circular pipe running full, but not under pressure:

$$Q_p = \frac{0.31}{n}D^{5/2}S^{1/2},$$  (12)

where, $n$ is the Manning's roughness coefficient representing the resistance to flows in pipe, $D$ is the pipe diameter (m), and $S$ is the pipe bottom slope. We consider a concrete pipe with Manning's roughness, $n = 0.013$, and a contributing drainage area of 0.25 km$^2$.

3.6. Uncertainty Decomposition

We employ the cumulative uncertainty approach (Kim et al., 2019) to assess the influential uncertainty sources in the hydraulic reliability of stormwater pipe design. The approach decomposes the total uncertainty to individual uncertainty sources, such that the sum of the uncertainties from individual sources is always equal to the total uncertainty in the reliability of the pipe. We consider uncertainty from three key sources: climate, surface runoff characteristics, and service life of the pipe. We quantify both the individual
and combined sources of uncertainty. We consider nine sets of climate model outputs, four sets of surface runoff characteristics and three sets of pipe service life (Table S3 in Supporting Information S1). This produces a total of 108 scenarios.

We assess the uncertainty contribution from each source (climate, surface runoff characteristics, and service life of the pipe), called here as stage uncertainty. Stage uncertainty is the sum of the variation of the main effect of stage \( k \) and the variations of the interactions between stage \( k \) and stages after \( k \). To quantify the uncertainty contribution from each stage, we first compute the conditional cumulative uncertainty up to a particular stage. Conditional cumulative uncertainty up to a particular stage represents the variation in the reliability due to the design choices up to that stage, while the choices beyond that stage are fixed. Then the marginal cumulative uncertainty up to a particular stage is an average of conditional cumulative uncertainties. We compute the uncertainty of each stage as the difference between successive marginal cumulative uncertainties.

We denote the total number of stages in the reliability estimates by \( K \), where in this case \( K = 3 \), that is, climate, surface runoff characteristics, and service life of the pipe. For a particular stage \( k \), there are \( n_k \) models/scenarios denoted by \( \chi_k \). The cumulative uncertainty up to stage \( k \) is defined as the variation in the reliability due to the choice of models/scenarios up to stage \( k \), while the models/scenarios after stage \( k \) are fixed. The cumulative uncertainty up to stage \( k \) is denoted by \( U^{\text{cum}}(\chi_1, \ldots, \chi_k) \). For a specific model/scenario, of stage \( k \) for \( k = 1, \ldots, K \), we let \( \mathcal{P}(x_1, x_2, \ldots, x_k) \) be the reliability of stormwater drainage design using the models/scenarios \( x_k, k = 1, \ldots, K \). For a given model/scenario, after stage \( k \), the set of reliabilities are:

\[
q_{ik+1, \ldots, x_k} = \{ \mathcal{P}(x_1, \ldots, x_k, x_{k+1}, \ldots, x_K) : x_j \in \chi_j, j = 1, \ldots, k \}.
\] (13)

Then \( U^{\text{cum}}(q_{ik+1, \ldots, x_k}) \) is the conditional cumulative uncertainty up to stage \( k \) while the models/scenarios after stage \( k \) are fixed as \( x_{k+1}, \ldots, x_K \). We define the marginal cumulative uncertainty up to stage \( k \) as the average of conditional cumulative uncertainties:

\[
U^{\text{cum}}(\chi_1, \ldots, \chi_k) = \frac{1}{K} \sum_{j=1}^{K} \sum_{x_{k+1} \in \chi_{k+1}} \ldots \sum_{x_K \in \chi_K} U(q_{ik+1, \ldots, x_k}).
\] (14)

Since the cumulative uncertainty is monotonously increasing (Kim et al., 2019), we can define the uncertainty of each stage as the difference between successive cumulative uncertainties. That is, the uncertainty of stage \( k \), denoted by \( U^{\text{cum}}(\chi_k) \), can be defined as:

\[
U^{\text{cum}}(\chi_k) = U^{\text{cum}}(\chi_1, \ldots, \chi_k) - U^{\text{cum}}(\chi_1, \ldots, \chi_{k-1}).
\] (15)

We express both the stage and cumulative uncertainties in terms of the variance (Bosshard et al., 2013) in the reliability of stormwater pipe design. For \( y = q_{ik+1, \ldots, x_k} \) and a set of \( y \equiv \{ y_1, \ldots, y_n \} \), the variance is defined as:

\[
\text{Variance} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^2,
\] (16)

where, \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \).

The cumulative uncertainty approach has several advantages over the commonly used analysis of variance (ANOVA) framework. The ANOVA approach partitions the total variance into to the individual sources and their interaction (Bosshard et al., 2013). The ANOVA approach has several key limitations (Kim et al., 2019): (a) sensitive to outliers; (b) assumes the projections are normally distributed; (c) model selection is challenging; and (d) difficult to characterize how interaction effects drive uncertainty in projections. The cumulative uncertainty approach allows us to quantify the relative contribution of each stage to the total uncertainty in the reliability estimates and to identify how uncertainties are propagated as the stages proceed in the stormwater pipe design.
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