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SUMMARY It is a tedious and subjective task to measure severity of a dysarthria by manually evaluating his/her speech using available standard assessment methods based on human perception. This paper presents an automated approach to assess speech quality of a dysarthric speaker with cerebral palsy. With the consideration of two complementary factors, speech consistency and speech distinction, a speech quality indicator called speech clarity index ($\Psi$) is proposed as a measure of the speaker’s ability to produce consistent speech signal for a certain word and distinguished speech signal for different words. As an application, it can be used to assess speech quality and forecast speech recognition rate of speech made by an individual dysarthric speaker before actual exhaustive implementation of an automatic speech recognition system for the speaker. The effectiveness of $\Psi$ as a speech recognition rate predictor is evaluated by rank-order inconsistency, correlation coefficient, and root-mean-square of difference. The evaluations had been done by comparing its predicted recognition rates with ones predicted by the standard methods called the articulatory and intelligibility tests based on the two recognition systems (HMM and ANN). The results show that $\Psi$ is a promising indicator for predicting recognition rate of dysarthric speech. All experiments had been done on speech corpus composed of speech data from eight normal speakers and eight dysarthric speakers.

key words: speech disorder, dysarthric speech recognition, speech assessment, speech quality index, recognition rate prediction

1. Introduction

Dysarthria is a term representing a group of speech disorder in which the transmission of messages controlled by the motor movements for speech is interrupted. To provide suitable means of rehabilitation or assistance for people in this group, we need a reliable method to identify their problems and evaluate their severity. To this end, temporarily there are two common tests based on perceptual analysis, namely an articulatory test and an intelligibility test. The articulatory test has been widely used as a clinical tool to evaluate the severity of a speaker and to identify the errors of dysarthric speech. The test is quite rigid in the sense that the speech is evaluated in the terms of linguistic aspect. Naturally, the result relies on perceptions of clinicians (speech therapists or pathologists) and their knowledge and experience about the assessment method. Therefore it is very subjective and occasionally inconsistent among different judges, especially when it is performed by clinicians who may have different common knowledge and training [1].

As the other standard test, the intelligibility evaluation is normally performed by a group of non-hearing impaired listeners (usually consists of 6 - 12 persons) instead of speech specialists or trained listeners. The main objective of the test is to measure a level of understanding between a speaker and a listener. Therefore the absolute correctness (or clearness) of speech in terms of linguistics is not important as long as the message (or information) from the speaker can be understood by the listener. The results of the test come from the average value of all assessments done by each listener. There are some attempts to measure intelligibility in some other means rather than a simple human speech-perception. For example, Power and Braida [2] at MIT focused on consistency measurement to predict intelligibility degraded by noise. Another work had been done by Bodt et al. [3] in order to express intelligibility as linear combination of the four main speech factors; voice quality, articulatory, nasality, and prosody. However, each factor still was judged by human.

While both articulatory and intelligibility tests are widely used, they are time-consuming and subjective to human perception [3], [4]. Several cases pointed out some disagreements in the results obtained from different evaluators [5]. Moreover, the results may not explicitly represent the level of severity in terms of speech signal processing such as consistency in speech. In several cases, severe dysarthric speech may be completely unintelligible to unfamiliar listeners; however, to a familiar communication partner, the same speech seems to be intelligible. A possible interpretation of this phenomenon is that, people learn to understand speech even it does not follow general linguistic rules of that language. It can be observed that when people continue making conversation with a dysarthric speaker, they try to grasp common acoustic (signal) characteristics of a same word/phrase and at the same time attempt to find acoustic (signal) characteristic difference among different word/phrases in order to adaptively learn to recognize dysarthric speech. Based on this observation, an assumption has been made: given one dysarthric speaker, if his/her familiar communication partner can recognize (or learn to recognize) his/her speech, some modern speech processing techniques (i.e., speech recognition) should be able to learn
to recognize those patterns as well. In the past, several studies [6]–[8] showed that with carefully designed; a dysarthric speaker can be benefited from incorporating a speech recognition system into assistive devices.

Motivated by these works, a potential assumption is that even most dysarthric speakers tend to produce speeches that are not linguistically correct but if they can produce consistent speech for a same word and generate distinctive speeches for different words, high quality of speech can be expected, resulting in a high recognition rate when a recognition system is made for them.

To this end, this paper proposes a speech quality indicator called speech clarity index (Ψ), which can be used to indicate quality of speech done by a speaker and applied to predict outcome performance of speech recognition systems before system implementation. As the investigation domain, we focuses on dysarthric speakers with cerebral palsy, ones with damage in their cerebral palsy. In the rest, a conceptual idea and mathematical terms are presented in Sect. 2. The experimental details including characteristics of the subjects, the speech corpus, and the evaluation methods are shown in Sect. 3. Section 4 describes the experimental results and some discussions on them. Section 5 gives a conclusion and future works.

2. Speech Clarity Index (Ψ)

So far there have been several existing standard methods of speech assessment developed for different purposes, such as clinical test, speech rehabilitation, and assessment of speech comprehensive quality, but they are usually subjective and time-consuming tasks. There have been still few works on automatic speech assessment [9],[10]. Carmichael et al. [9] presumed a correlation between probabilistic likelihood scores from HMM-based speech recognition system and the results of intelligibility test from eight listeners in order to formulate the conversion algorithm for intelligibility prediction. Lingyun et al. [10] applied dynamic time warping (DTW) and the Itakura-Saito (IS) distortion measure to evaluate the distortion of speech quality by comparing it to healthy speech done by normal speakers. However, both works aimed to measure the difference between disordered speech and normal speech.

This paper presents an automated speech assessment method that measures the quality of the individual’s speech without comparing to the others’. For this purpose, a distance-based speech quality indicator called a speech clarity index (Ψ) is proposed.

Basically, Ψ is designed to indicate speech clarity (quality) of an individual using two complementary concepts of speech consistency (SC) and speech distinction (SD). The former depicts the similarity of speech signals of the same word/phrase produced several times by the speaker. The latter indicates the dissimilarity of speech signals of different words/phrases produced by the speaker. A graphical representation of SC and SD is shown in Fig. 1. Conceptually, SC means the closeness of speech signals depicted by the average distance within a group (D11, D22, and D33); whereas SD represents the distinction of the signals from different groups expressed by the average distance that separates each group from the others (D12, D23, and D13). Then Ψ is designed as the combination of those two speech factors. A high value of Ψ is achieved when there is high speech consistency within a group and high speech distinction among different groups.

To define SC and SD mathematically, the following two problems need to be clarified. The first problem involves how to encode a speech signal into a form of feature vector sequences. This process is also known as feature extraction. The second problem concerns how to compare two sequences of feature vectors, so as to derive a distance between any two signals.

As for feature extraction, each of two signals will be first separated into a sequence of smaller frames (typically 25 ms width with 10 ms interval, i.e., 15 ms overlapping). Then, each frame will be encoded into a speech feature vector by a standard feature extraction method. In general, the definition of features is arbitrary. It can be defined basing on the characteristics of interest such as intensity of energy and its variations, the frequency spectrums, or the formants analyses during that time frame. In this work, we choose 12-th order Mel Frequency Cepstral Coefficients (MFCC) [11] with their first and second derivatives, since they are commonly used in general.

As for feature vector comparison, to solve a problem of time variation of speech samples, a so-called dynamic time warping (DTW) can be applied [12],[13]. Proposed in this work, a high variation of dysarthric speech signals is controlled under three constraints, that is (i) adaptive endpoint selection, (ii) adaptive slope constraint, and (iii) accumulated penalty coefficient for repeated frames. The first constraint stands for determining the synchronized endpoints of the two signals. Two possible endpoint zones have been set; one at the beginning and the other at the end (shading areas in Fig. 2). Then within each endpoint zone, the best match pair of frames (minimum distance) is selected to be the new starting point or ending frames. For example in Fig. 2, the
In our experiments, the penalty coefficient for distance-based value is used for all experiments in this paper. As for experiments, the most suitable coefficient is 2.5, and this value is used for all experiments in this paper. For distance-based feature vector comparison, the difference between two feature vectors (frames) \( x' = [x_1, x_2, \ldots, x_p] \) and \( y' = [y_1, y_2, \ldots, y_p] \) is defined as Euclidean distance, \( d(x', y') \).

As a formal description, two speech signals that we are going to compare can be transformed to two sequences of feature vectors, \( X = \{x_i|i \in \{1, 2, \ldots, I\}\} \) and \( Y = \{y_j|j \in \{1, 2, \ldots, J\}\} \). Note that \( X \) and \( Y \) consist of \( I \) and \( J \) frames, respectively. Here, let \( L \) be a set of all possible alignments. Each alignment \( l = ((i_k, j_k)|k \in \{1, \ldots, K\}, i_k \leq i_{k+1}, j_k \leq j_{k+1}) \) expresses a mapping between two sequences \( X \) and \( Y \). Based on a certain alignment, the DTW distance between these two sequences (DTW[\( X, Y \)]) is defined in Eq. (1).

\[
DTW[X, Y] = \min_{l \in L} \left( \sum_{(i, j) \in l} d(x_i', y_j') + p(l) \right)
\]  

where \( L \) is the set of all alignments, \( d(x_i', y_j') \) is the distance between \( x_i' \) and \( y_j' \), and \( p(l) \) is a penalty score defined by the penalty coefficient multiplied by the number of repeated frames in the alignment \( l \). A set of repeated frames is a subset of the alignment such that the pair is not diagonal matching, denoted by \( \{(i_r, j_r)|r \in \{1, 2, \ldots, K\}, (i_r, j_r) \in l, (i_r = i_{r-1} \text{ or } j_r = j_{r-1})\} \). Using the above basic calculation, three measures, \( SC, SD \), and \( \Psi \), are formulated as follow.

As the first measure, speech consistency (\( SC \)) of a speaker is derived from how different the pronouncing utterances of the same word are. Assume that there are \( N \) representative words (later indexed by \( w \in \{1, 2, \ldots, N\} \) covering the major basic phonetic pronunciations in one’s language. For each word, \( M \) utterances pronounced by the same speaker are collected. To figure out \( SC \), the consistency of speech is calculated by measuring distances of those pronouncing words. To do this, we first measure consistency of all pronunciations of each word and then combine the results of all words to gain overall evaluation.

In the first step, for each word indexed by \( w \) with \( M \) utterance samples, the average within-word distance \( d^w \) can be calculated by Eq. (2).

\[
d^w = \frac{1}{MC_2} \sum_{i=1}^{M} \sum_{j=i+1}^{M} DTW[X^w_i, X^w_j]
\]  

where \( X^w_i \) and \( X^w_j \) are the sequences of feature vectors, which encode the i-th and the j-th utterances of the word \( w \), consecutively. Here, there are \( MC_2(= \frac{M(M-1)}{2}) \) pairs of feature vectors comparison. For a word \( w \), the distance \( d^w \) indicates deviation among \( M \) pronunciations of the word. A small distance means high consistency of several pronunciations of the same word produced by a speaker.

In the second step, the average distance \( d_{\text{avg}} \) of the \( N \) representative words is derived from Eq. (3).

\[
d_{\text{avg}} = \frac{1}{N} \sum_{w=1}^{N} d^w
\]  

Finally, speech consistency can be defined as the inverse of \( d_{\text{avg}} \) as follow.

\[
SC = \frac{1}{d_{\text{avg}}}
\]  

As the second measure, speech distinction (\( SD \)) of a speaker is used to represent the average distance between pronunciations of different words uttered by a speaker. To measure this, first a suitable representative utterance of each word is chosen. For the \( N \) representative words, we will obtain \( N \) representative utterances. Second, the between-word distance of two words is defined by the distance between the representative utterances of these two words. With \( NC_2(= \frac{NK(N-1)}{2}) \) pairs of words, \( SD \) is derived by calculating the average distance among the between-word distances of these pairs. The following describes the detail of calculation. In the step of selecting the representative utterance for the word \( w \) denoted by \( T_w \). As a simple approach, our method considers the utterance that has the minimum sum of distances away from the other utterances of the same word, mathematically defined in Eq. (5).
Here, two vowels of the 70 Thai phonemes, only 67 phonemes are chosen to conduct Thai phoneme error analysis. Under this constraint, among the CP-dysarthric children, only five speech samples can be recorded for each target word. The speech samples are recorded with a 16-bit A/D converter at a sampling rate of 16 kHz.

\[ T^w = \arg \min_{T \in X^w} \left( \sum_{j=1}^{M} DTW(T, X^w_j) \right) \]

where \( X^w = \{X^w_1, X^w_2, \ldots, X^w_M\} \) is a set of collected utterances of the \( w \)-th word. Then \( SD \) is calculated according to Eq. (6).

\[ SD = \frac{1}{N \times C_2} \sum_{i=1}^{N} \sum_{j=i+1}^{N} DTW(T^i, T^j) \]

While \( SC \) indicates how the speaker pronounces a same word consistently, \( SD \) displays how he/she pronounces different words distinctly. A speaker with high speech consistency and high speech distinction is implied to have high speech clarity. To fulfill a meaningful speech evaluation, both parameters have to be taken into account. Integrating \( SC \) and \( SD \), the speech clarity index (\( \Psi \)) is formulated to express the ability of a speaker in producing speech clearly, and then defined by \( SC \times SD \). The index can be used to indicate the quality of speech made by a speaker and then to predict recognition performance gained from an automatic speech recognition system.

3. The Experiments

3.1 The Word Set and Its Speech Corpus

To avoid transition effect that may occur in a multi-syllable word, we select a monosyllabic target word for each most commonly used Thai phoneme, to construct a speech corpus for our experiment. As our selection criterion, every target word must be inferred easily from a simple picture in order to collect natural speech and eliminate the problem of literacy in children or CP subject. Under this constraint, among the 70 Thai phonemes, only 67 phonemes are chosen to construct the so-called phoneme-test set of 67 target words for conducting Thai phoneme error analysis. Here, two vowels \([a : a, ua]\) and one consonant cluster \([rr]\) are excluded since they are rarely used and hard found in any simple word.

In corpus construction, due to the physical limitation of each CP-dysarthric child, only five speech samples can be recorded for each target word. The speech samples are recorded under semi-controlled environment, i.e. in a quiet room with the door closed but no additional sound proof materials. A dynamic headset microphone (Shure Model SM2) is used at a position of approximately 1.5 cm. from the right side of the speaker’s mouth. During a recording process, speech stimuli (the target pictures) are presented to a speaker on a computer screen. The speaker is instructed to utter each word separately using habitual pronunciation. If the speaker cannot utter the target word, the system will give an example pronunciation of the word. Moreover, the picture will be repeated after a pre-setup order. The speech samples are recorded with a 16-bit A/D converter at a sampling rate of 16 kHz.

3.2 The Subjects

The subjects are of two groups. The normal group is composed of eight normal speakers; four adults (23–36 years old) and four children (7–12 years old). The dysarthric group consists of eight cerebral palsey dysarthric (CP-dysarthric) children (7–14 years old). Both groups are formed with the balance number of males and females. All CP-dysarthric children are students from the Srisungwan compulsive school, a school for children with disabilities. All subjects have been tested for hearing acuity within normal range and no mental retardation problem (IQ more than 70 or above). As for a subject code, each subject is referred by a 4-digit code. The first digit represents the subject group; where ‘D’, ‘A’, and ‘N’ stand for ‘dysarthric speaker’, ‘normal adult speaker’ and ‘normal children speaker’, respectively. The second digit expresses the sex of the subject; where ‘M’ means ‘male’ and ‘F’ is for ‘female’. The last two digits are a running number of the subject. For example, DM02 means the second CP-dysarthric male speaker.

Table 1 displays the demographic and characteristic of the CP children evaluated by experts. As references, all subjects have been assessed by two standard tests, an articulatory test and an intelligibility test. In the articulatory test, an articulatory score (later denoted by \( A \)-score), assigned to each speaker judged by two experts, is the ratio of the number of correctly pronounced phonemes to the total number of pronounced phonemes. The criterion is a modification of “Percentage of Correct Consonants (PCC)”[14], [15]. In the intelligibility test, a speaker’s speech had been assessed by 12 non-hearing impaired listeners under three sessions; word transcription, multiple choices, and rating scale. The scores gained from all listeners’ evaluations for these three sessions are summed up and averaged to display the intelligibility score (later denoted by \( I \)-score) for the speaker. Given the criterion for determining the level of speech severity as shown in Table 2, the result of mapping of \( A \)-score and
I-score onto a severity level for each subject is shown in Table 3.

### 3.3 The Two Speech Recognition Systems as References

Two speaker-dependent speech recognition systems, Hidden Markov Model (HMM) and Artificial Neural Network (ANN), are used as the references. As for the HMM toolkit, the HTK version 3.2.1 is employed. This toolkit is developed at the Machine Intelligence Laboratory (formerly known as the Speech Vision and Robotics Group) of the Cambridge University Engineering Department [16]. In our experiments, each phone is characterized by 5-state HMM with a Gaussian state distribution. A pronunciation dictionary is employed to map word pronunciations to a sequence of phones for each word. Since the task in this work focuses on isolated words, a high-level language model, e.g., bigram/trigram, is not used.

The NICO (Neural Inference COmputation) toolkit developed by the department for Speech, Music and Hearing at KTH, Stockholm [17] is used for our ANN system. A three-layer (i.e. input, hidden, and output) feed-forward network is chosen for the experiments. While the number of input units depends on the number of input features, that of output units and the hidden nodes are set to 67 (the number of words in the corpus) and 100, respectively. For the input, we apply linear selection of 15 frames per word. Therefore, the number of input nodes is 540 (15 frames×36 features). All features are normalized to the range of $-1.0$ to $1.0$. The network was trained by the standard back-propagation method with a random initial weight between $-1.0$ and $1.0$.

As stated in Sect. 3.1, five speech samples have been collected for each word per subject. Each sample is encoded with the 12th order Mel Frequency Cepstral Coefficient ($MFCC$) with their first and second derivatives. To evaluate recognition rates obtained from HMM and ANN, we select the 5-fold cross validation (in this case, equivalent to leave-one-out). Four samples for each word are used for training and the rest one is used for testing. The process repeats five times and the averaged recognition rate is calculated.

### 3.4 Evaluation Methods

Compared to $A$-score and $I$-score, the usability of $\Psi$ as the index to predict speech recognition rate for a dysarthric speaker is evaluated with the results from the recognition systems, HMM and ANN. In this work, we evaluate $\Psi$ using three different measures. As the first measure, rank-order inconsistency (ROI) is calculated in follow. Given the set of subjects, we directly compare the results of $\Psi$ (also $A$-score and $I$-score) to the recognition rate from the recognition system (either HMM or ANN), in terms of performance order. As the second measure, the Pearson’s correlation coefficient ($R^2$) between $\Psi$ (also $A$-score and $I$-score) and the recognition rate (of HMM or ANN) is calculated to indicate how much $\Psi$ correlates with the recognition result. For the last measure, root-mean-square of difference ($\Delta_{rms}$) is computed as follow. First, a regression is performed to find the relation between $\Psi$ (also $A$-score and $I$-score) and the recognition performance (of HMM or ANN). As the result, a function for predicting the recognition performance is generated. These functions are used to predict recognition performance from $\Psi$ (also $A$-score and $I$-score). Using the predicted recognition rates and the actual recognition rates of HMM or ANN, $\Delta_{rms}$ is calculated. Since different recognition methods may give different results, for each measure we calculate a margin (an acceptable bound) by considering the difference between the performances of HMM and ANN. The margin is used to determine whether the difference between the predicted recognition rates from $\Psi$ (also $A$-score and $I$-score) and the recognition rate is acceptable or not. The details of these three measures are given in the next subsections.

#### 3.4.1 Rank-Order Inconsistency (ROI)

Given two different methods that rank a set of $N$ objects and may result with different orders, the mismatch between their rankings can be counted using the techniques called pairwise comparison [18]. This technique states that the two methods have no rank mismatch on an object pair, say $o_i$ and $o_j$, if both methods agree that $o_i$ is better than $o_j$ or vice versa. Otherwise, there is a rank mismatch. To this end, the number of rank mismatches between the two methods, say $X$ and $Y$, called a mismatch score, is defined as $M(X,Y)$ by Eq. (7).

$$M(X,Y) = \sum_{i=1}^{N} \sum_{j=i+1}^{N} |\delta(x_i,x_j) - \delta(y_i,y_j)|$$

where $x_i$ and $x_j$ are the respective rank of the $i$-th and the $j$-th objects based on the method $X$ while $y_i$ and $y_j$ are the respective rank of the $i$-th and the $j$-th objects based on the method $Y$. $\delta(a,b)$ is the mismatch function. It returns 1 when $a$ less than $b$ otherwise 0.

---

**Table 3** $A$-score, $I$-score and the severity level of each subject.

| Code | Articulatory Test | Intelligibility Test |
|------|------------------|---------------------|
|      | $A$-score | Severity | $I$-score | Severity |
| AF01 | 1.00 | Normal | 0.99 | Normal |
| AF02 | 1.00 | Normal | 0.99 | Normal |
| AM01 | 1.00 | Normal | 1.00 | Normal |
| AM02 | 1.00 | Normal | 0.99 | Normal |
| NF01 | 0.97 | Normal | 0.97 | Normal |
| NF02 | 0.91 | Mild | 0.94 | Mild |
| NM01 | 0.97 | Normal | 0.91 | Mild |
| NM02 | 0.91 | Mild | 0.94 | Mild |
| DF01 | 0.63 | Moderate | 0.53 | Severe |
| DF02 | 0.49 | Severe | 0.39 | Very Severe |
| DF03 | 0.66 | Moderate | 0.77 | Moderate |
| DF04 | 0.51 | Severe | 0.48 | Severe |
| DM01 | 0.56 | Severe | 0.41 | Severe |
| DM02 | 0.69 | Moderate | 0.63 | Moderate |
| DM03 | 0.69 | Moderate | 0.77 | Moderate |
| DM04 | 0.63 | Moderate | 0.68 | Moderate |
The Rank-Order Inconsistency (ROI) shown in Eq. (8) is calculated by dividing the mismatch score in Eq. (7) with the mismatch score of the worst case, i.e. all data in one method is arranged in the reverse order compared to the other method, i.e. \(N(N - 1)/2\). Note that ROI ranges between 0 (the identical order) to 1 (the reverse order).

\[
ROI(X, Y) = \frac{2 \times M(X, Y)}{N(N - 1)}
\]

(8)

In our experiment, among \(N\) speakers to be evaluated, \(x_i\) and \(x_j\) are speech-quality ranks of the \(i\)-th and the \(j\)-th speakers suggested by a speech quality index (Ψ, A-score or I-score), respectively. While \(y_i\) and \(y_j\) represent recognition ranks of the \(i\)-th and the \(j\)-th speakers when their speeches are recognized by a recognition system, HMM or ANN. Based on this, ROI is calculated to indicate rank mismatch between the speech quality index (Ψ, A-score or I-score) and speech recognition rate (HMM or ANN).

### 3.4.2 Pearson’s Correlation Coefficient (\(R^2\))

As another measure, one can investigate correlation of the results from two different methods (X and Y) using the Pearson’s correlation coefficient (R). Under the assumption of Gaussian distribution in both methods, the correlation coefficient can be written as

\[
R = \frac{\sum_{i=1}^{N} (x_i - x_{avg})(y_i - y_{avg})}{(N-1)\sigma_x\sigma_y}
\]

(9)

where \(N\) is a number of objects in comparison, \(x_i\) and \(y_i\) represent the respective results of the \(i\)-th objects given by the methods X and Y, \(x_{avg}\) and \(y_{avg}\) are the respective average given by the methods X and Y, and \(\sigma_x\) and \(\sigma_y\) are the respective standard deviations given by the methods X and Y. In our experiment, \(N\) is a number of speakers whose speech we are going to evaluate, \(x_i\), \(x_{avg}\) and \(\sigma_x\) are the speech quality of each speaker, the average speech quality of all speakers, and the standard deviation of speech quality of all speakers, and \(y_i\), \(y_{avg}\) and \(\sigma_y\) are the recognition rate of each speaker, the average recognition rate of all speakers, and the standard deviation of recognition rates of all speakers. The speech quality can be measured by means of either of Ψ, A-score or I-score while the recognition rate can be determined by either HMM or ANN.

### 3.4.3 Root-Mean-Square of Difference (Δ\(_{rms}\))

Besides the rank mismatch and the correlation analysis, it is possible to compare the results from two different methods (X and Y) using the root-mean-square of difference (Δ\(_{rms}\)). The formula is quite straightforward as shown in the following equation.

\[
\Delta_{rms} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2}
\]

(10)

where \(N\) is a number of objects in comparison, \(x_i\) and \(y_i\) represent the respective results of the \(i\)-th objects given by the methods X and Y.

Unlike the rank mismatch and the correlation analysis, the root-mean-square of difference is quite sensitive to the size difference between the results from the two methods. This implies that the results from the two methods need a form of normalization to the same scale before comparison. For this purpose, we use a linear regression process to map the value of a speech quality index (Ψ, A-score or I-score) to a value of recognition rate (HMM or ANN) before calculating Δ\(_{rms}\). For this work, \(N\) is a number of speakers whose speech we are going to evaluate, \(x_i\) is a recognition rate predicted from a speech quality index (Ψ, A-score or I-score) for each speaker, and \(y_i\) is the recognition rate of each speaker given by either HMM or ANN.

### 4. Results and Discussions

Table 4 shows the results of HMM recognition rate (SR\(_{RHMM}\)), ANN recognition rate (SR\(_{RANN}\)), intelligibility test (I-score), articulatory test (A-score), and ψ in the cases of normal speakers and dysarthric speakers. The mean value of Ψ for the normal group is 1.5 (σ = 0.11) while it is 1 (σ = 0.10) for the CP-dysarthric group. For a specific speaker, a large value of \(SC\) means he/she has high consistency in his/her pronunciations of the same word while a large value of \(SD\) shows he/she can make a clear distinction (conspicuously separate) in pronouncing different words. Unsurprisingly, a normal speaker gains a high speech recognition rate (SRR) while a dystrhic speaker tends to obtain a lower speech recognition rate. The tendency is also the same for the proposed speech clarity index and the two standard assessment methods.

Figure 3 shows a graphical relation between \(SC^{-1}\) and \(SD\), and a distance between these two measures reflects a value of Ψ. For a normal group, \(SD\) of each speaker is always at the outer loop (higher value) and keeps a considerable distance away from \(SC^{-1}\) (with an approximate ratio of 1.5). As for CP-dysarthric group, in most cases, \(SC^{-1}\) and \(SD\) values are close to each other (with an approximate ratio of 1.0). In some particular cases such as DF01, DF04, and DM02, this ratio (Ψ) are less than 1. These figures imply the characteristic of highly-overlapped speech signals produced by those dysarthric subjects. As the consequence, performance of a speech recognition system tends to be low for these cases. On the contrary, a speaker with a Ψ value higher than 1, has a potential to gain a high recognition rate.

As mentioned in the last paragraph of Sect. 2, Ψ represents the ability that a speaker can produce consistent speech when he/she pronounces a word several times, and produce distinct speech when he/she utters different words. When a speaker has a high value of Ψ, it implies that the speaker can control his speaking ability to produce a clear speech. In this case, a high recognition rate can be expected. Naturally, we can expect a high correlation between Ψ and recognition rates.
Table 4  Experimental results of normal group (AF01-NM02) and CP-dysarthric group (DF01-DM04).

| Code | SRR_{HMM} | SRR_{ANN} | A-score | I-score | SC | SD | \Psi |
|------|------------|------------|---------|---------|----|----|-----|
| AF01 | 0.99       | 0.93       | 1.00    | 0.99    | 0.0172 | 88.82 | 1.52 |
| AF02 | 0.99       | 0.97       | 1.00    | 0.98    | 0.0185 | 84.48 | 1.57 |
| AM01 | 0.98       | 0.95       | 1.00    | 1.00    | 0.0178 | 93.66 | 1.67 |
| AM02 | 0.98       | 0.97       | 1.00    | 0.99    | 0.0162 | 88.76 | 1.44 |
| NM01 | 0.98       | 0.95       | 0.97    | 0.97    | 0.0195 | 79.94 | 1.56 |
| NM02 | 0.94       | 0.84       | 0.91    | 0.94    | 0.0179 | 82.58 | 1.48 |
| DF01 | 0.38       | 0.38       | 0.63    | 0.53    | 0.0078 | 110.51 | 0.86 |
| DF02 | 0.49       | 0.54       | 0.49    | 0.39    | 0.0115 | 87.31 | 1.00 |
| DF03 | 0.77       | 0.65       | 0.66    | 0.77    | 0.0079 | 132.21 | 1.04 |
| DF04 | 0.51       | 0.47       | 0.51    | 0.48    | 0.0096 | 98.47 | 0.94 |
| DM01 | 0.55       | 0.53       | 0.56    | 0.41    | 0.0090 | 112.10 | 1.01 |
| DM02 | 0.49       | 0.37       | 0.69    | 0.63    | 0.0058 | 154.38 | 0.89 |
| DM03 | 0.72       | 0.60       | 0.69    | 0.77    | 0.0112 | 93.84 | 1.05 |
| DM04 | 0.75       | 0.77       | 0.63    | 0.68    | 0.0127 | 91.34 | 1.16 |

Fig. 3 SC\(^{-1}\) and SD diagram of a normal group (left) and a CP-dysarthric group (right).

4.1 Evaluations Using ROI, \(R^2\), and \(\Delta_{rms}\)

Using speech recognition rates of HMM and ANN as references, a series of experiments and evaluations have been explored. Based on speeches of all speakers (dysarthric and normal speakers), the evaluation on the proposed index (\(\Psi\)) and the other two standard indicators (A-score and I-score) have been done using three different measures. Their results are shown in Table 5. The numbers in the parentheses stand for the cases that only dysarthric speeches are considered. The performance of \(\Psi\) on full samples (five speech samples per word) is indicated. To investigate the robustness of \(\Psi\), an additional exploration is made to find the performance of \(\Psi\) when three samples per word are considered. Their results are shown in the first two rows for HMM and ANN.

We can observe that \(\Psi\) shows the lowest rank-order inconsistency (ROI) with the ANN recognition system, while the intelligibility test gains the lowest ROI with HMM. When the calculation of \(\Psi\) is based on a smaller training dataset (three samples per word), ROI increases slightly from 0.10 and 0.09 to 0.15 and 0.10 for HMM and ANN, respectively. This indicates that \(\Psi\) is still a good indicator when a small dataset is applied. In cases of only dysarthria’s speech, \(\Psi\) seems to be the best indicator that matches with recognition rates of both HMM and ANN while the A-score and I-score obtained high ROIs, implying that they are not good measures for evaluating dysarthria’s speech.

For the evaluation using correlation, \(\Psi\) achieves the highest correlation (\(R^2\)) of 0.91 with ANN and obtains a correlation of 0.86 with HMM. For the articulator test, the \(R^2\) between A-score and the recognition rates of HMM and ANN, are 0.82 and 0.76, respectively. For the intelligibility test, I-score seems to gain the highest correlation of 0.89 with the HMM, while it gains a correlation of 0.78 with the ANN. For \(\Psi\) calculated from three samples per word, it also gained a same figure of results, showing it is still a good indicator for ANN but is relatively good for HMM.

The result implies that \(\Psi\) matches better to the performance obtained from the ANN model than to that gained from the HMM model. One possible reason is that HMM is a time-dynamic pattern recognition model that also includes an additional language model into the system which may not be reflected in the property of \(\Psi\). On the other hand, ANN and \(\Psi\) are similar at the points of time alignment.
and pattern comparison, i.e., no additional language model. As one more interesting observation, the \( I \)-score seems to gain the highest correlation with the HMM result. One potential explanation is that the intelligibility test is based on human perception, where a listener may implicitly exploit some kinds of language models during their judgment. This characteristic is similar to what HMM uses for recognition.

An additional experiment on only the CP-dysarthric speaker group, we found out that there is a very high correlation \( (R^2 = 0.96) \) between \( \Psi \) and the ANN results. The correlation between \( \Psi \) and the HMM results is also high \( (R^2 = 0.74) \). This correlation coefficient is higher than the case of considering all speakers (normal and CP-dysarthria). One possible explanation for this case is that a relation of \( \Psi \) and the recognition rate for the normal speaker group is more complex. It may not be linear as we observe in the CP-dysarthric group. The results of normal speakers are quite sensitive to the change of \( \Psi \). The results suggest a non-linear relation at the high \( \Psi \) region. If all speakers (normal and dysarthria) are involved, the best equation should be a kind of logarithmic relation, instead of a linear relation. However, at the low \( \Psi \) region (speakers with dysarthria), the linear relation can be assumed. Therefore, a recognition rate prediction function of each index can be derived from the linear regression method.

As for the evaluation on prediction error using Root-Mean-Square of Difference, \( \Psi \) gains the lowest prediction error of 6.29% for ANN and 8.00% for HMM, respectively. For \( A \)-score, they are 8.91% (HMM) and 10.30% (ANN). They are 6.96% (HMM) and 9.99% (ANN) for \( I \)-score. For the CP-dysarthric speaker group, we found out \( \Psi \) achieves the lowest prediction error for both HMM and ANN, compared to \( A \)-score and \( I \)-score. It is also a good indicator when a smaller data set (three samples per word) is used for calculation. Among the two standard assessment methods, \( I \)-score seems to be better than \( A \)-score in terms of predicting the recognition rate of both HMM and ANN.

### 4.2 Application of \( \Psi \) for Speech Severity Index for Dysarthria

According to the previous section, our proposed index seems to be a good indicator for predicting recognition rates, compared to the standard assessment indicators. As another interesting application, it is possible to apply \( \Psi \) as an alternative speech severity index, in complimentary with the articulatory score and the intelligibility score. While the articulatory test is subjective to correctness of pronunciation and the intelligibility test focuses on message understanding between speakers and listeners, \( \Psi \) shows the performance of how well a speaker can produce consistent speech for a word and distinct speech for different words. Here, it is possible to evaluate speech disorder severity using this index.

To evaluate the severity of dysarthric speech disorder with respect to speech recognition criteria, the linear regression function between \( \Psi \) and the averaged recognition rate (between two platforms, HMM and ANN) is calculated. From the regression, the result shows the value of correlation coefficient \( (R^2) \) at nearly 0.90. To set the guideline for severity index, we use the same severity criteria as shown in Table 2. The severity score calculated from the regression function for each speaker are shown in Table 6.

The severity evaluations using an articulatory test and an intelligibility test are also given in the same table as references. The results from both articulatory test and intelligibility are consensus in most cases excepted for DF01 and DF02. As for the \( \Psi \) evaluation, there is only one case (DM02) that the suggested severity does not match with any suggested severity from these two standard tests. This result indicates that these three methods share some common decisions on dysarthric speech evaluation.

### 5. Conclusion and Future Works

Speech assessment for people with speech disorder is very important. The current methods of the articulatory test and the intelligibility test are subjective to individual expert and listener. In this work, it was shown that these standard methods that rely on human-perception do not effectively reflect the recognition rate result of modern speech recognition. Therefore, it may not suitable to use these standard tests to estimate the effectiveness of a speech recognition system on speech produced by a dysarthric speaker. In addition, both articulatory test and intelligibility test are a time-consuming and laborious task. This paper proposed the speech clarity index \( (\Psi) \) to predict the recognition rate gained from a speech recognition system. The predicted recognition rate can be served to decide whether the dysarthric speaker could be benefit from the speech recognition technology or not. It was shown that \( \Psi \) is a powerful indicator to predict speech recognition rate under three measures, rank-order inconsistency, correlation coefficient, and root-mean-square of difference. Compared to the HMM results, \( \Psi \) matches better with the ANN results since they share some common features of pattern comparison. On the other hand, the intelligibility test that seems related to the language model, may suit with the prediction of HMM recognition rates. By reducing the number of samples for calculating \( \Psi \), this indicator is still good for predicting the recognition rate. As our future works, the research will focus on exploring more parameters such as a kind of overlapping factors between speech signals, the consistency of energy, time, and language mod-

| Code | \( A \)-score | \( I \)-score | \( \Psi \) |
|------|--------------|--------------|----------|
| DF01 | Moderate     | Severe       | Moderate |
| DF02 | Severe       | Very Severe  | Severe   |
| DF03 | Moderate     | Moderate     | Moderate |
| DF04 | Severe       | Severe       | Severe   |
| DM01 | Severe       | Severe       | Moderate |
| DM02 | Moderate     | Severe*      | Moderate |
| DM03 | Moderate     | Moderate     | Moderate |
| DM04 | Moderate     | Moderate     | Moderate |

*Different evaluation from \( A \)-score and \( I \)-score
els to improve the prediction of speech quality.
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