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Abstract. It is a natural question to ask which plurisubharmonic functions admit a ‘nice’ approximation in the sense of a decreasing equisingular approximation with analytic singularities. For arbitrary toric plurisubharmonic functions, we give a criterion for admitting a nice approximation with toric approximants. Our results are motivated by a recent result of Guan for toric plurisubharmonic functions of the diagonal type.

1. Introduction

Plurisubharmonic (psh for short) functions are fundamental objects in several complex variables. They play important roles in an increasing number of applications in complex analysis and geometry, cf. [D10].

In the fundamental work [D92], Demailly gave a crucial method of approximating a general psh function \( \varphi \) by ones easier to understand, namely \( \varphi_m \) with analytic singularities given by multiplier ideals \( J(m \varphi) \) (up to power \( \frac{1}{m} \)) for \( m \geq 1 \). This Demailly approximation of a psh function has had far-reaching developments and applications, see e.g. [DK01], [DPS01], [D10], [D13], [R12], [K14], [G16], [G20] and others.

In [DPS01, Theorem 2.3], an important variant of Demailly approximation was established where one can approximate \( \varphi \) by a decreasing equisingular sequence \( \varphi_m \to \varphi \) in the sense that the multiplier ideals are constant, i.e. \( J(\varphi_m) = J(\varphi) \) for every \( m \geq 1 \). Such a decreasing equisingular approximation was applied in the proof of the hard Lefschetz theorem [DPS01, Theorem 2.1].

It was then natural to ask whether such a decreasing equisingular approximation can be taken so that the approximants \( \varphi_m \) also have analytic singularities as in the original Demailly approximation. Qi’an Guan showed by an example [G16] that in general, one cannot expect all three of ‘decreasing’, ‘equisingular’ and ‘analytic singularities’ to hold simultaneously for approximations of psh functions. On the other hand, it is known (from [D92], [DPS01] and [D13]) that any two of the three can be made to hold in an approximation.
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One can then ask when a psh function $\varphi$ admits such a nice approximation, i.e. a decreasing equisingular approximation by psh functions with analytic singularities. For this question, it suffices to assume that $\varphi$ does not have analytic singularities, since otherwise one can use the constant sequence given by $\varphi$ itself.

In this direction, for toric psh functions of the diagonal type, Qi’an Guan gave the following criterion for the existence of a nice approximation.

**Theorem 1.1** (Qi’an Guan, [G20, Theorem 1.1].) Let $1 \leq m \leq n$ be integers. Let $a_1, \ldots, a_m$ be positive real numbers. Let $\varphi = \log \sum_{i=1}^{m} |z_i|^{a_i}$ as a psh function on $\mathbb{C}^n$. Suppose that $\varphi$ does not have analytic singularities. Then the following (1) and (2) are equivalent:

1. $\varphi$ admits a nice approximation, i.e. a decreasing equisingular approximation by psh functions with analytic singularities near $0$.
2. The equation $\sum_{i=1}^{m} \frac{x_i}{a_i} = 1$ has no positive integer solutions.

The function $\varphi$ in Theorem 1.1 can indeed have non-analytic singularities when $a_i$’s are irrational, see Example 2.2. We also note that the condition (2) in Theorem 1.1 is equivalent to the following one in terms of jumping numbers of multiplier ideals:

(2’) The number 1 is not a jumping number of $\varphi$ at 0.

This follows from [KS20, Proposition 3.3] and the facts that the set of jumping numbers of $\varphi$ of the form $\log \sum_{i=1}^{m} |z_i|^{a_i}$ is discrete and that the Newton convex body of $\varphi = \log \sum_{i=1}^{m} |z_i|^{a_i}$ is given by

$$P(\varphi) = \left\{ \sum_{i=1}^{m} t_i a_i e_i : t_1, \ldots, t_m \geq 0, t_1 + \cdots + t_m = 1 \right\} + \mathbb{R}_{\geq 0}^n.$$

In this paper, we have the following main result which is a weaker version of Theorem 1.1 for arbitrary toric psh functions: weaker in that the approximants are also toric.

**Theorem 1.2.** Let $\varphi$ be a toric psh function defined on $D(0, r) \subset \mathbb{C}^n$. Then the following are equivalent.

1. $\varphi$ admits a nice toric approximation, i.e. a decreasing equisingular approximation by toric psh functions with analytic singularities.
2. There exists a polyhedron $P \subseteq \mathbb{R}_{\geq 0}^n$ satisfying the following three conditions:
   (i) (2/c) $P$ is a rational polyhedron for some $c > 0$,
   (ii) $P(\varphi) \subseteq P$ and $P + \mathbb{R}_{\geq 0}^n \subseteq P$,
   (iii) $(\text{int } P) \cap \mathbb{Z}_{\geq 0}^n = (\text{int } P(\varphi)) \cap \mathbb{Z}_{\geq 0}^n$. 

Here $\mathbb{R}^n_{\geq 0}$ (resp. $\mathbb{Z}^n_{\geq 0}$) is the set of $n$-tuples of nonnegative real numbers (resp. integers) and $P(\varphi)$ is the Newton convex body of $\varphi$ (see Definition 2.8 for the definition). Also $r = (r_1, \ldots, r_n)$ is a polyradius of a polydisk in $\mathbb{C}^n$. A polyhedron is a finite intersection of upper hyperplanes in $\mathbb{R}^n$ (see Definition 4.1, Definition 4.3 and Theorem 4.7). If all the equations of hyperplanes can be represented by rational coefficients and rational constants, we say that the polyhedron is rational.

We note that (as would be naturally expected) when $\varphi$ is of the form $\log \sum_{i=1}^m |z_i|^{a_i}$, the condition Theorem 1.2.(2) implies the condition Theorem 1.1.(2). Indeed, suppose that $\alpha = (\alpha_1, \ldots, \alpha_n)$ is a positive integer solution of $\sum_{i=1}^m \frac{a_i}{\alpha_i} = 1$. In this case, the Newton convex body of $\varphi$ is given by

$$P(\varphi) = \left\{ \sum_{i=1}^m t_i a_i e_i : t_1, \ldots, t_m \geq 0, t_1 + \cdots + t_m = 1 \right\} + \mathbb{R}^n_{\geq 0}$$

where $e_1, \ldots, e_n$ are the standard basis for $\mathbb{R}^n$. Since the slope of the hyperplane $\sum_{i=1}^m \frac{a_i}{\alpha_i} = \frac{1}{c}$ cannot be rational for every $c > 0$, the interior of $P \cap \mathbb{R}^n_{\geq 0}$ contains $P(\varphi) \cap \mathbb{R}^n_{\geq 0}$. This implies that $\alpha$ belongs to $\text{int } P$, which contradicts the condition (iii) of Theorem 1.2.(2).

For what we observed as in the condition (2'), the existence of a nice approximation seems to be guaranteed only when $(1-\epsilon)\varphi$ is equisingular to $\varphi$ for sufficiently small $\epsilon > 0$. As an application of our main result, we are now able to consider the following natural question which arises from Theorem 1.1.

**Question 1.3.** Let $\varphi$ be a psh function. Does the following implication hold? :

If $\varphi$ admits a nice approximation (i.e. a decreasing equisingular approximation by psh functions with analytic singularities), then 1 is not a jumping number of $\varphi$.

We note that this implication certainly holds for the psh functions of the diagonal type in Theorem 1.1 in view of the above condition (2'). As a consequence of Theorem 1.2 we answer this question negatively by establishing the following result.

**Corollary 1.4.** There exists a toric psh function $\varphi$ on $(\mathbb{C}^n, 0)$ such that

1. for some $a > 0$, we have nontrivial multiplier ideal $\mathcal{J}(a\varphi)_0 \neq \mathcal{O}_{\mathbb{C}^n,0}$,
2. for every $c > 0$, the psh function $c\varphi$ admits a decreasing equisingular approximation by toric psh functions with analytic singularities.

Indeed, let $\varphi$ be as in Corollary 1.4. Let $\lambda$ be the log canonical threshold of $\varphi$ at 0 (which exists by the condition (1)), i.e. the smallest jumping number of $\varphi$ at 0. Then $\mathcal{J}(\lambda\varphi)_0$ is not trivial and $\lambda\varphi$ admits a nice toric approximation, which answers Question 1.3 negatively.
Finally, we have some remarks on the methods of proof. In the course of the proof of our main result Theorem 1.2, we also establish some results in convex analysis. Perhaps the most interesting result among these is that if the epigraph of a convex function defined on $\mathbb{R}^n_{\geq 0}$ is a rational polyhedron, then so is the epigraph of its convex conjugate. This result plays an important role in the construction of equisingular approximants.

Our main strategy for the proof of Theorem 1.2 is to consider convex conjugates of toric psh functions. We present an explicit characterization for convex functions associated to toric psh functions with analytic singularities. Then we show the relation between convex functions and their conjugates when convex functions are from toric psh functions with analytic singularities. Using this we prove the main theorem using convergence of convex conjugates.

The paper is organized as follows. In Section 2, we give preliminary results on toric psh functions and convex analysis. In Section 3, we characterize how toric psh functions with analytic singularities and their Newton convex bodies look like. We also interpret the result of Guan [G20] using convex analysis related to toric psh functions. In Section 4, we observe how convex conjugates of toric psh functions with analytic singularities should behave and demonstrate relationships between the convergence of convex functions and the convergence of their conjugates. In Section 5, we prove the main theorem and present some relevant examples.
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2. Preliminaries

In this section, we prepare some preliminary results on toric psh functions and convex analysis which are mainly covered by the references [H], [Sc] and [Gu12]. We first recall the definition of a plurisubharmonic function.

Definition 2.1. Let $U$ be an open subset of $\mathbb{C}^n$. Let $\varphi : U \to \mathbb{R} \cup \{-\infty\}$ be a function which is not identically equal to $-\infty$ on any connected component of $U$. The function $\varphi$ is called plurisubharmonic (psh for short) if

(1) $\varphi$ is upper semicontinuous, and
(2) for any complex line \( L \) in \( \mathbb{C}^n \), the restriction of \( \varphi \) to \( L \cap U \) is either subharmonic or identically equal to \(-\infty\) (on each connected component of \( L \cap U \)).

We refer to [DX], [D10], [Ki94] for introduction to some general properties of psh functions. For given holomorphic functions \( g_1, \ldots, g_m \) on \( U \), and \( c \geq 0 \), one can define a psh function \( \varphi \) by

\[
\varphi(z) := c \log (|g_1(z)|^2 + \cdots + |g_m(z)|^2).
\]

which gives an example of psh functions. Moreover, if a psh function \( \varphi \) is locally of the form (1) up to \( O(1) \), we will say that \( \varphi \) has analytic singularities following the terminology of [D10].

Example 2.2. Note that the function \( \varphi \) in Theorem 1.1 need not have analytic singularities when \( a_i \)'s are irrational, cf. [K16, Example 4.1]. For example, \( \varphi(z_1, z_2) := \log (|z_1|^2 + |z_2|^3) \) in \( \mathbb{C}^2 \) does not have analytic singularities but satisfies the condition (2) in Theorem 1.1. Indeed, if \( g \) is the associated convex function to \( \varphi \) (see Proposition 2.4), then it can be easily shown that the epigraph of \( g \) cannot be a rational polyhedron even if one restrict the domain of \( g \) to be a rational polyhedron. In view of Lemma 4.4, \( \varphi \) does not have analytic singularities. Furthermore, since every \( \mathbb{Q} \)-linear combination of \( \sqrt{2} \) and \( \sqrt{3} \) cannot be a nonzero integer, \( \varphi \) satisfies the condition of Theorem 1.1(2). Therefore \( \varphi \) has a nice approximation near 0.

Now we turn to toric psh functions.

Definition 2.3. Let \( \varphi \) be a psh function defined on a polydisk \( D(0, r) \subset \mathbb{C}^n \) with polyradius \( (r, \ldots, r) \) where \( r > 0 \). We will say \( \varphi \) is toric if \( \varphi \) is invariant under the torus action, i.e. \( \varphi(z_1, \ldots, z_n) = \varphi(e^{i\theta_1}z_1, \ldots, e^{i\theta_n}z_n) \) where each \( \theta_j \) is an arbitrary real number for \( 1 \leq j \leq n \).

See also e.g. [R13], [Gu12], [KR18] for some more information on toric psh functions. We recall the following result from [DX], cf. [Gu12] Proposition 1.11].

Proposition 2.4. Let \( \varphi \) be a toric psh function defined on \( D(0, r) \). Then there exists a convex function \( g \) defined on \((-\infty, \log r)^n\), increasing in each variable, such that for all \( z \in D(0, r) \), we have \( \varphi(z) = g(\log|z_1|, \ldots, \log|z_n|) \).

The papers [R13], [Gu12] proved independently a characterization of multiplier ideal for toric psh functions in the language of convex analysis. For this, we first define the Newton convex body related to a convex function.
Definition 2.5. Let \( g : \mathbb{R}^n \to (-\infty, +\infty] \) be a convex function not identically \(+\infty\). We define the convex conjugate \( g^* : \mathbb{R}^n \to (-\infty, +\infty] \) by
\[
g^*(x) := \sup_{y \in \mathbb{R}^n} (\langle x, y \rangle - g(y)).
\]

Remark 2.6. We mention some properties of \( g^* \). Let \( g \) be a convex function defined on \( \mathbb{R}^n \).

(1) The convex conjugate \( g^* \) of \( g \) is also a convex function.

(2) If \( g \) is increasing in each variable, then \( g^* \) is decreasing in each variable, and vice versa.

(3) The biconjugate \( g^{**} \) of \( g \) is always lower semicontinuous and \( g^{**} \preceq g \). Moreover, \( g^{**} = g \) if and only if \( g \) is lower semicontinuous.

The first two statements are straightforward and see [H, Chapter 2] for the last property.

Remark 2.7. Let \( g \) be a convex function on \( \mathbb{R}^n_{<0} := \{(x_1, \ldots, x_n) : x_1, \ldots, x_n < 0\} \) which is increasing in each variable. For a positive real number \( r \) and \( x \in \mathbb{R}^n \), we have the following inequality:
\[
\sup_{y \in I^*_r} (\langle x, y \rangle - g(y)) \leq \sup_{y \in \mathbb{R}^n_{>0}} (\langle x, y \rangle - g(y))
= \sup_{y \in \mathbb{R}^n_{>0}} (\langle x, y - r \rangle - g(y - r) + \langle x, r \rangle - g(y) + g(y - r))
\leq \sup_{y \in I^*_r} (\langle x, y \rangle - g(y)) + \langle x, r \rangle
\]
where \( I_r = (-\infty, -r) \) is an open interval in \( \mathbb{R} \) and \( r = (r, \ldots, r) \in \mathbb{R}^n \). This shows that shrinking the domain of a convex function to \( I^*_r \) for an arbitrary small \( r > 0 \) does not affect its Newton convex body.

Now we are ready to define the Newton convex bodies of toric psh functions.

Definition 2.8. Let \( g \) be a convex function on \( U = (-\infty, \log r)^n \). We denote by \( P(g) \) the domain of the convex conjugate of \( g \). In other words,
\[
x \in P(g) \iff \sup_{y \in U} (\langle x, y \rangle - g(y)) < +\infty.
\]
We call \( P(g) \) the Newton convex body of \( g \). If \( \varphi \) is a toric psh function on \( D(0, r) \) and \( g \) is the convex function associated to \( \varphi \), we write \( P(\varphi) = P(g) \) and call \( P(\varphi) \) the Newton convex body of \( \varphi \).
By Remark 2.7, we know that $P(\varphi)$ depends only on the germ of $\varphi$ at 0. As we mentioned in the introduction, equisingularity of two psh functions is defined in terms of multiplier ideal sheaves.

**Definition 2.9.** Let $\varphi$ be a psh function defined on a complex manifold $X$. The **multiplier ideal sheaf** $\mathcal{J}(\varphi)$ of $\varphi$ is the ideal sheaf of the sheaf of holomorphic functions on $X$ whose germ at each $x \in X$ is equal to

$$\{ f \in \mathcal{O}_x : |f|^2 e^{-2\varphi} \text{ is integrable with respect to the Lebesgue measure near } x \}.$$ 

Also we will say that $\varphi$ and $\psi$ are **equisingular** if $\mathcal{J}(\varphi) = \mathcal{J}(\psi)$.

For a monomial ideal $a \subset \mathbb{C}[x_1, \ldots, x_n]$, a relation between $\mathcal{J}(a)$ and the Newton polyhedron of $a$ was established by Howald [H01]. This relation was extended to the case of toric psh functions and their multiplier ideals, which help us to determine whether two psh functions are equisingular or not using convex analysis only.

**Theorem 2.10.** [Gu12, Theorem 1.13] [R13, Proposition 3.1] Let $\varphi$ be a toric psh function defined on $D(0, r) \subset \mathbb{C}^n$. Then the multiplier ideal $\mathcal{J}(\varphi)$ is a monomial ideal and we have:

$$z^\alpha \in \mathcal{J}(\varphi) \iff \alpha + 1 \in \text{int}(P(\varphi)).$$

Since we are considering psh singularities of psh germs, we may assume every toric psh function $\varphi$ is defined on a open set near the origin. Furthermore, we may restrict the domain of $\varphi$ to a closed polydisk centered at the origin with positive polyradius when we take its associated convex function. Then its associated convex function is lower semicontinuous and thus, by Remark 2.6, $\varphi$ has the equality with its biconjugate after shrinking the domain of $\varphi$ to a smaller open polydisk. For its conjugate, we also consider only $g^*$ restricted to the interior of $P(\varphi)$ so that $g^*$ is a continuous convex function decreasing in each variable.

3. **Newton convex bodies for analytic singularities**

In this section, we will prove the following characterization of psh function with analytic singularities and what convex conjugates of toric psh functions with analytic singularities look like.

**Proposition 3.1.** Let $\varphi$ be a toric psh function with analytic singularities on a unit polydisk $D(0, 1) \subset \mathbb{C}^n$. Then $\varphi$ is associated to a monomial ideal with weight $c \in \mathbb{R}_{>0}$, i.e. $\varphi \simeq \frac{c}{2} \log(|z|^{2\alpha_1} + \cdots + |z|^{2\alpha_m})$ near 0 where $\alpha_1, \ldots, \alpha_m$ are multi-indices and $\simeq$ means that their difference is in $O(1)$. 
Remark 3.2. For a toric plurisubharmonic function \( \varphi \) with analytic singularities, if we write
\[
\varphi = \frac{c}{2} \log(|g_1|^2 + \cdots + |g_r|^2) + O(1)
\]
then it is certainly not the case that the value of \( |g_1|^2 + \cdots + |g_r|^2 \) is independent of torus action. However, the vanishing of \( |g_1|^2 + \cdots + |g_r|^2 \) is invariant under torus actions.

**Proof.** Write
\[
\varphi = \frac{c}{2} \log(|g_1|^2 + \cdots + |g_r|^2) + O(1)
\]
near \( z = 0 \). We use induction on \( n \). Consider the case \( n = 1 \). Suppose that \( g_1, \ldots, g_r \) have a common zero at 0 with multiplicity \( k \). Then we may assume \( |g_1|^2 + \cdots + |g_r|^2 \) is nonvanishing at 0 by extracting \( |z|^{2k} \). If \( |g_1|^2 + \cdots + |g_r|^2 \) vanish at some point \( z_0 \neq 0 \), by Remark 3.2 it vanishes on the circle \( |z| = |z_0| \). By the maximum principle \( |g_1|^2 + \cdots + |g_r|^2 \) vanishes on the disk \( D(0, |z_0|) \), which is a contradiction. Thus \( |g_1|^2 + \cdots + |g_r|^2 \) is nowhere vanishing. In particular, it is bounded below by some positive number \( C \) on some locally compact neighborhood of 0. So, we can always write \( \varphi = \frac{1}{2} \log|z|^{2k} + O(1) \) near 0.

Now, suppose \( n \geq 2 \). We introduce some auxiliary notations for convenience:

1. \( H_j \) is the hyperplane in \( \mathbb{C}^n \) defined by \( z_j \).
2. \( z(i)^{\alpha(i)} \) is a monomial of \( z_1, \ldots, z_i, \ldots, z_n \) with the multi-index exponent \( \alpha(i) \).

If the common zero set of \( g_1, \ldots, g_r \) contains all \( H_j (1 \leq j \leq n) \), then similarly, one can extract \( z^\alpha \) where \( \alpha \) is a multi-index from all \( g_1, \ldots, g_r \) so that \( |g_1|^2 + \cdots + |g_r|^2 \) does not vanish identically on \( H_j \) for each \( 1 \leq j \leq n \). So, we may assume that \( \{g_1, \ldots, g_r\} \) has no common factor which is a nontrivial monomial. Now if we restrict \( \varphi \) on \( H_j \), by the induction hypothesis,
\[
\varphi|_{H_j} = \frac{c}{2} \log \left( |g_1|_{H_j}^2 + \cdots + |g_r|_{H_j}^2 \right) + O(1) = \frac{c}{2} \log \left( |z(j)^{\alpha(j,1)}|^2 + \cdots + |z(j)^{\alpha(j,m_j)}|^2 \right).
\]
If we put
\[
h_j(z(j)) = \frac{|g_1|_{H_j}^2 + \cdots + |g_r|_{H_j}^2}{|z(j)^{\alpha(j,1)}|^2 + \cdots + |z(j)^{\alpha(j,m_j)}|^2},
\]
then it is nowhere vanishing, well-defined positive-valued function on \( H_j \). In particular, it is bounded below by some positive number \( C_j > 0 \). Let \( C' \) be the minimal number among \( C_1, \ldots, C_n \).

We can argue as above procedure for all \( j \) and obtain the set \( S \) of monomials by joining all such \( z(j)^{\alpha(j,i_j)} \). Here, \( 1 \leq j \leq n \) and \( 1 \leq i_j \leq m_j \). We may regard such \( \alpha(i, i_j) \) as a multi-index in \( n \) variables inserting 0 for \( i \)-th component which is the excluded index while
we were restricting to the hyperplane \( H_i \). So, we may re-index such messy notations by \( z^{\beta_1}, \ldots, z^{\beta_i} \). Now it suffices to show the following equality:

\[
\varphi = \frac{c}{2} \log \left( |z^{\beta_1}|^2 + \cdots + |z^{\beta_i}|^2 \right)
\]

up to \( O(1) \). Indeed, since every torus-invariant subvariety of \( D(0,1) \) is given by an intersection of hyperplanes and \( Z(g_1, \ldots, g_r) \) does not have any codimension 1 irreducible components, we know that \( \varphi \) itself has a pole set of codimension \( \geq 2 \). We now observe the function

\[
h(z) = \frac{|g_1|^2 + \cdots + |g_r|^2}{|z^{\beta_1}|^2 + \cdots + |z^{\beta_i}|^2}.
\]

If it has a pole at some point \( \eta \), then \( \eta \) should be in some \( H_j \). But on \( H_j \), \( h(z) \leq h_j(z) \) and \( h_j(z) \) cannot blow up at \( \eta \). Thus it is well-defined. Again, using similar argument with the case \( n = 1 \), depending upon the maximum principle and Remark 3.2, we know that \( h \) cannot vanish at \( w \) where all \( w_i \) are nonzero. Now it is enough to check that if \( w_i = 0 \) for some \( i \), then \( h(w) \geq \frac{C}{n} \min_{w_j=0} (h_j(w)) \geq \frac{CC'}{n} \) for some \( C > 0 \). This follows immediately from Lemma 3.3. Therefore, \( h \) is bounded below by some positive lower bound near 0. □

**Lemma 3.3.** Let \( a \) and \( b_i \) \((1 \leq i \leq n)\) be positive real numbers such that \( b_1 \leq \cdots \leq b_n \). Then

\[
\frac{a}{b_1 + \cdots + b_n} \geq \frac{C}{n} \min_{1 \leq i \leq n} \frac{a}{b_i}, \quad \text{where} \quad C = \left( \frac{b_1}{b_n} + \cdots + \frac{b_n}{b_1} \right)^{-1}.
\]

**Proof.** It is straightforward from the rearrangement inequality :

\[
\left( \frac{b_n}{b_1} + \cdots + \frac{b_1}{b_n} \right) na \geq (b_1 + \cdots + b_n) \left( \frac{a}{b_1} + \cdots + \frac{a}{b_n} \right).
\]

In fact, we can take two increasing sequences by \( x_i = b_i \) and \( y_i = a/b_{n+1-i} \) for \( 1 \leq i \leq n \). Then \( n(x_n y_n + \cdots + x_1 y_1) \geq (x_1 + \cdots + x_n)(y_1 + \cdots + y_n) \). □

Using Proposition 3.1 we obtain a useful characterization for toric psh with analytic singularities.

**Corollary 3.4.** If \( \varphi \) is a toric psh with analytic singularities on \( D(0,1) \), written as

\[
\varphi = \frac{c}{2} \log (|z|^{2b_1} + \cdots + |z|^{2b_r}) + O(1),
\]

and if \( g \) is the convex function associated to \( \varphi \) defined on \( \mathbb{R}_{<0}^n \), then \( g \) is of the form \( c \max_{1 \leq i \leq r} \langle b_i, x \rangle \) up to \( O(1) \).
Proof. Since we know that \( \log \max_{1 \leq i \leq r} |z|^{b_i} \leq \log(|z|^{b_1} + \cdots + |z|^{b_r}) \leq \log \max_{1 \leq i \leq r} r \cdot |z|^{b_i} \), \( \varphi \) can be written as \( \frac{c}{2} \log \max_{1 \leq i \leq r} |z|^{2b_i} + O(1) \). This concludes the proof. \( \square \)

Using this, we can compute the Newton convex body of a toric psh function with analytic singularities. For a set of finite points \( b = \{b_1, \ldots, b_r\} \) in \( \mathbb{R}^n_{\geq 0} \), let \( P(b) \) be the Minkowski addition of the convex hull of \( b \) and \( \mathbb{R}^n_{\geq 0} \). We call \( P(b) \) the closed polytope determined by \( b \).

**Proposition 3.5.** Let \( \varphi \) be of a form as in Corollary 3.4. Then \( P(\varphi) \) is the closed subset in \( \mathbb{R}^n_{\geq 0} \) represented as \( cP(b) + \mathbb{R}^n_{\geq 0} \), where \( b \) is the set of exponents in a representation of \( \varphi \) and \( P(b) \) is the convex hull of \( \{b_1, \ldots, b_r\} \).

**Remark 3.6.** In Proposition 3.5, we need not assume that \( \varphi \) itself is of analytic singularities. Indeed, no conditions of \( b_i \) are imposed.

Proof. Since \( P(c\varphi) = cP(\varphi) \), we may assume that \( c = 1 \). It is just from writing condition of being in \( P(\varphi) \). Denote \( Q \) by \( P(b) + \mathbb{R}^n_{\geq 0} \). Then since each \( b_i \) belongs to \( P(\varphi) \), the minimality of convex hull \( P(b) \) implies that \( Q \) is contained in \( P(\varphi) \).

If \( t \in \mathbb{R}^n_{\geq 0} \) in not in \( Q \), then there is a unique vector \( v \) determines the distance \( d(t, P(b) + \mathbb{R}^n_{\geq 0}) = d(t, t + v) = |v| > 0 \). Here, the uniqueness of \( v \) follows from the convexity of set \( Q \). Also \( v \) should be in \( \mathbb{R}^n_{\geq 0} \). This \( v \) determines a unique region \( A_v \) defined as:

\[
A_v = \{ y \in \mathbb{R}^n \mid \langle -v, y \rangle \leq \langle -v, t + v \rangle \}.
\]

In fact, \( A_v \) is the lower half-space of a supporting hyperplane of \( Q \) at \( t + v \) which is perpendicular to \(-v\). Since \( b_j \) is in \( A_v \) for every \( 1 \leq j \leq r \), we know that

\[
\langle t - b_j + v, -v \rangle \geq 0.
\]

Now, let \( y_k = -kv - \epsilon \in \mathbb{R}^n_{<0} \) be a sequence of points in \( \mathbb{R}^n_{<0} \) where \( k \) is a positive integer and \( \epsilon \) is a small vector in \( \mathbb{R}^n_{<0} \). By the definition of \( P(\varphi) \), the following sequence \( t_k = \langle t, y_k \rangle - \max_{1 \leq i \leq r} \langle b_i, y_k \rangle \) should be bounded above. It is equivalent to the fact that

\[
\min_{1 \leq i \leq r} \langle t - b_i, y_k \rangle \text{ is bounded above.}
\]

We can estimate a lower bound of

\[
\min_{1 \leq i \leq r} \langle t - b_i, y_k \rangle
\]
follows:
\[
\min_{1 \leq i \leq r} \langle t - b_i, y_k \rangle = \min_{1 \leq i \leq r} \langle t - b_i, -kv - \epsilon \rangle \\
= \min_{1 \leq i \leq r} \langle t - b_i, -kv \rangle + \langle t - b_i, -\epsilon \rangle \\
\geq \min_{1 \leq i \leq r} (\langle t - b_i + v, -kv \rangle + \langle -v, -kv \rangle + C) \\
\geq \min_{1 \leq i \leq r} k|v|^2 + C.
\]

Here, \( C \) is a bounded constant coming from \( \langle t - b_i, -\epsilon \rangle \) and the last inequality comes from our observation \( \langle t - b_j + v, -v \rangle \geq 0 \) discussed above. But this goes to \( \infty \) as \( k \to \infty \) and contradicts the definition of \( P(\varphi) \).

\[\square\]

**Remark 3.7.** The above proposition also demonstrates that the definition of the Newton convex body of a toric psh function is a generalization of the definition of Newton convex body of a monomial ideal. In fact, the Newton convex body of a monomial ideal \( \mathfrak{a} = (z^{b_1}, \ldots, z^{b_m}) \) where \( b_1, \ldots, b_m \) are exponents of generators of \( \mathfrak{a} \) is defined by \( \text{Conv}(b_1, \ldots, b_m) + \mathbb{R}^n_{\geq 0} \). This is consistent with the Newton convex body of a toric psh function with analytic singularities determined by a monomial ideal \( \mathfrak{a} \). See [Gu12, H01] for more related details.

**Example 3.8 (G20).** If \( \varphi = \max_{1 \leq i \leq m} \log |z_i|^{a_i} \) defined as a germ of a toric psh function at \((C^n, 0)\), then by Proposition 3.6 its Newton convex body can be computed concretely, \( P(\varphi) = (H \cap \mathbb{R}^n_{\geq 0}) + \mathbb{R}^n_{\geq 0} \), where \( H \) is the hyperplane defined by a linear equation \( \sum_{i=1}^{m} \frac{x_i}{a_i} = 1 \).

4. **Convex conjugate of analytic singularities**

In this section, we will characterize the convex conjugates of toric psh functions with analytic singularities and exhibit a relation between convergence of convex functions and convergence of their conjugate functions.

**Definition 4.1.** A closed subset \( P \subseteq \mathbb{R}^n \) is an \( \mathcal{H} \)-polyhedron if \( P \) is given by the intersection of finite numbers of half-spaces. More explicitly, there exist \( p \) vectors \( a_1, \ldots, a_p \) and \( p \) real numbers \( b_1, \ldots, b_p \) such that \( P \) is given by \( P = \{ x \in \mathbb{R}^n : \langle a_i, x \rangle \leq b_i \text{ for all } i = 1, \ldots, p \} \).

By normal vectors in this paper, we mean outward normal vectors. If all \( a_i \) and \( b_i \) can be taken to be in \( \mathbb{Q}^n \) and \( \mathbb{Q} \) respectively, \( P \) is said to be **rational**.
Theorem 4.2 ([Sc Theorem 2.4.9]). Let $P$ be an $\mathcal{H}$-polyhedron in $\mathbb{R}^n$ and $p$ a point in the boundary of $P$. If $F_1,\ldots,F_m$ are the facet of $P$ containing $p$ and $a_1,\ldots,a_m$ are normal vectors for $F_1,\ldots,F_m$ respectively, then every normal vector $a$ of a supporting hyperplane of $P$ at $p$ is in the conical hull of $a_1,\ldots,a_m$, that is, there are nonnegative real numbers $\lambda_1,\ldots,\lambda_m$ such that

$$a = \lambda_1 a_1 + \cdots + \lambda_m a_m.$$  

Definition 4.3. A closed subset $P \subseteq \mathbb{R}^n$ is a $\mathcal{V}$-polyhedron if there exist a finite set of points $Y$ and a finite set of vectors $V$ such that $P$ is the sum of the convex hull of $Y$ and the conical hull of $V$, that is,

$$P = \text{conv}(Y) + \text{cone}(V).$$

As in the case of $\mathcal{H}$-polyhedrons, a $\mathcal{V}$-polyhedron is said to be rational if one can take all points in $Y$ and all vectors in $V$ from $\mathbb{Q}^n$.

Lemma 4.4. Let $Q$ be a rational $\mathcal{H}$-polyhedron in $\mathbb{R}^n_{\leq 0}$ such that $Q + \mathbb{R}^n_{\leq 0} \subseteq Q$ and let $g$ be a convex function with $\text{dom}(g) = Q$, increasing in each variable. Then the followings are equivalent.

1. The epigraph of $g$, $\text{epi}(g) := \{(x',x_{n+1}) \in \mathbb{R}^n \times \mathbb{R} : x_{n+1} \geq g(x')\}$, is a rational $\mathcal{H}$-polyhedron.

2. There are a finite set of vectors $\{s_1,\ldots,s_N\}$ in $\mathbb{Q}^n_{\geq 0}$ and a finite set of rational numbers $\{a_1,\ldots,a_N\}$ such that

$$g(x) = \max_{1 \leq i \leq N} (\langle s_i,x \rangle + a_i)$$

on $Q$.

Symmetrically, if we set $P$ as a rational $\mathcal{H}$-polyhedron in $\mathbb{R}^n_{\geq 0}$ such that $P + \mathbb{R}^n_{\geq 0} \subseteq P$ and let $h$ be a convex function with $\text{dom}(h) = P$, decreasing in each variable. Then the followings are equivalent.

1. The epigraph of $h$ is a rational $\mathcal{H}$-polyhedron.

2. There are a finite set of vectors $\{t_1,\ldots,t_N\}$ in $\mathbb{Q}^n_{\leq 0}$ and a finite set of rational numbers $\{b_1,\ldots,b_N\}$ such that

$$h(x) = \max_{1 \leq i \leq N} (\langle t_i,x \rangle + b_i)$$

on $P$.

Proof. Suppose that $\text{epi}(g)$ is a rational $\mathcal{H}$-polyhedron. Let $S^t x \leq a$ be a minimal system of inequalities for $\text{epi}(g)$, where $S$ is an $(n+1) \times (p+q)$ matrix $[s_1 \cdots s_{p+q}]$ with $s_i, a \in \mathbb{Q}^{n+1}$. 


We may assume that the last \( q \) vectors \( s_{p+1}, \ldots, s_p \) correspond with a minimal system of inequalities for \( Q \), that is, the \((n+1)\)-th coordinate of \( s_k \) is nonzero if and only if \( k = 1, \ldots, p \). Thus we can normalize \( s_1, \ldots, s_p \) so that their \((n+1)\)-th coordinates are all \(-1\). Set \( s_k = (s'_k, -1) \in \mathbb{R}^n \times \mathbb{R}^1 (k = 1, \ldots, p) \). Now we shall prove that \( g \) can be written as the form

\[
g(x') = \max_{1 \leq i \leq p} (\langle s'_i, x' \rangle - a_i),
\]

where \( a_i \) is an \( i \)-th coordinate of \( a \). Then \( x = (x', x_{n+1}) \in \text{epi}(g) \) if and only if \( x' \in Q \) and \( x \) satisfies the nonvertical inequalities in \( S^t x \leq a \):

\[
\langle s'_i, x' \rangle - a_1 \leq x_{n+1},
\]

\[
\vdots
\]

\[
\langle s'_p, x' \rangle - a_p \leq x_{n+1}.
\]

Equivalently, \( x = (x', x_{n+1}) \in \text{epi}(g) \) if and only if \( x' \in Q \) and

\[
(*) \quad \max_{1 \leq i \leq p} (\langle s'_i, x' \rangle - a_i) \leq x_{n+1}.
\]

Observing that \( g(x') = \inf \{ x_{n+1} : (x', x_{n+1}) \in \text{epi}(g) \} \), we have \( g(x') = \max(\langle s'_i, x' \rangle - a_i) \).

Note that every \( s'_i \) should be in \( Q^a_{\geq 0} \), because all \( s'_i \) form a minimal system and \( g \) is increasing.

The converse is immediate from the observation (*) \( \square \).

Following the same argument in the proof of Lemma 4.4 without the assumption on \( Q \) to be rational, we know that a similar statement for arbitrary \( H \)-polyhedron holds.

Remark 4.5. In Lemma 4.4, if \( Q \) is a (not necessarily rational) \( H \)-polyhedron, the followings are equivalent.

(1) The epigraph of \( g \) is an \( H \)-polyhedron.

(2) There are a finite set of vectors \( \{s_1, \ldots, s_N\} \) in \( \mathbb{R}^n_{\geq 0} \) and a finite set of real numbers \( \{a_1, \ldots, a_N\} \) such that

\[
g(x) = \max_{1 \leq i \leq N} (\langle s_i, x \rangle + a_i)
\]

on \( Q \).

Theorem 4.6. Let \( g \) and \( Q \) be as in Lemma 4.4 and assume that \( g \) satisfies one of the equivalent conditions in Lemma 4.4. If \( h \) is the convex conjugate of \( g \), then \( \text{epi}(h) \) is a rational \( V \)-polyhedron.
Proof. Assume that $g$ can be written as

$$g(x') = \max_{1 \leq i \leq p} (\langle s'_i, x' \rangle - a_i)$$

on $Q$ with $s'_i \in Q_{\geq 0}$ and $a_i \in Q$. Observe that $h(s'_i) = \sup_{y'} (\langle s'_i, y' \rangle - g(y'))$ attains its supremum at any $y'$ such that $(y', g(y'))$ is on a facet $F_i$ of $\text{epi}(g)$ which is given by the equation $\langle (s'_i, -1), x \rangle = a_i$. Thus we have $g(y') = \langle s'_i, y' \rangle - a_i$ for such $y'$ and thus $h(s'_i) = a_i$. Observe that in general $s'$ is contained in $P = \text{dom}(h)$ and $h(s') = k$ if and only if $\langle (s', -1), x \rangle = k$ is a supporting hyperplane of $\text{epi}(g)$. For notational convenience, write $s_i = (s'_i, -1)$. Let $V$ be the set of points in $\mathbb{R}^{n+1}$ given by

$$V = \{ (u', b) \in \mathbb{R}_{\geq 0}^n \times \mathbb{R} : \langle u', x' \rangle = b \text{ is a supporting hyperplane } H' \text{ of } Q \text{ such that } H' \cap Q \text{ is a facet of } Q. \}$$

We will prove

$$\text{epi}(h) = \text{conv}((s'_1, a_1), \ldots, (s'_p, a_p)) + \text{cone}(V \cup \{ e_{n+1} \}), \quad (3)$$

where $e_{n+1} = (0, \ldots, 0, 1) \in \mathbb{R}^{n+1}$.

Let $s'$ be a point in $P$. Since $\langle s', y' \rangle - g(y')$ is a piecewise-affine concave function in $y'$ on $Q$, it attains the supremum, say at $y'_0 \in Q$. By the above observation, $\langle (s', -1), x \rangle = h(s')$ is a supporting hyperplane of $\text{epi}(g)$ at $y'_0$. If $y'_0$ is in the interior of $Q$, then $(s', -1)$ is a positive combination of the normal vectors of the nonvertical facets of $\text{epi}(g)$ containing $y'_0$. Here, by a nonvertical facet, we mean that its normal vector has nonzero $(n + 1)$-th component. Without loss of generality, suppose that $F_1, \ldots, F_m$ are the facets of $\text{epi}(g)$ containing $y'_0$. Then by Theorem 4.2 there exist $\lambda_1, \ldots, \lambda_m \geq 0$ such that

$$\langle s', -1 \rangle = \lambda_1 s_1 + \cdots + \lambda_m s_m.$$

Comparing the $(n + 1)$-th component of both sides of this, we know that $s'$ is given by the convex combination of $s_1, \ldots, s_m$ with coefficients $\lambda_1, \ldots, \lambda_m$. Furthermore, $y'_0$ satisfies the equation $\langle s_i, x \rangle = a_i$ for all $i = 1, \ldots, m$, the convex combination of these $m$ equations with coefficients $\lambda_1, \ldots, \lambda_m$ also holds at $y'_0$. Therefore,

$$h(s') = \langle (s', -1), y'_0 \rangle = \sum_{i=1}^{m} \lambda_i \langle s_i, y'_0 \rangle = \sum_{i=1}^{m} \lambda_i a_i$$

holds and thus $(s', h(s'))$ is contained in $\text{conv}(s_1, \ldots, s_m)$.

Now assume that $y'_0$ is on the boundary of $Q$ and cannot be taken to be in the interior of $Q$. Let $u'_1, \ldots, u'_i$ be normal vectors of the facets of $Q$ at $y'_0$ with $\langle u'_i, y'_0 \rangle = b_i$. Write
$u_i = (u'_i, 0)$ for $i = 1, \ldots, l$. By Theorem 4.2 again, we obtain

$$\begin{align*}
(s', -1) &= \sum_{i=1}^{m} \lambda_i s_i + \sum_{j=1}^{l} \mu_j u_j,
\end{align*}$$

where $\sum_i \lambda_i = 1$ and $\mu_j \geq 0$ for all $j$. Applying $\langle \bullet, (y'_0, g(y'_0)) \rangle$ on both sides of (4), we have

$$h(s') = \sum_{i=1}^{m} \lambda_i h(s'_i) + \sum_{j=1}^{l} \mu_j b_i,$$

which implies

$$\begin{align*}
(s', h(s')) &= \sum_{i=1}^{m} \lambda_i (s'_i, a_i) + \sum_{j=1}^{l} \mu_j (u'_j, b_j) \in \text{conv}((s'_1, a_1), \ldots, (s'_p, a_p)) + \text{cone}(V).
\end{align*}$$

This shows that $\text{epi}(h)$ is contained in the sum of the convex hull of $(s'_1, a_1), \ldots, (s'_p, a_p)$ and the conical hull of $V \cup \{e_{n+1}\}$. The converse inclusion follows immediately from the definition of supporting hyperplanes. Because the image of a $\mathcal{V}$-polyhedron under a projection is again a $\mathcal{V}$-polyhedron, we conclude that $P$ and $\text{epi}(h)$ are $\mathcal{V}$-polyhedron. Since we can take $(s'_i, a_i)$ and $(u'_i, b_i)$ to be rational, $P$ and $\text{epi}(h)$ are also rational. □

**Theorem 4.7 ([M], [Z Theorem 1.2]).** Every $\mathcal{H}$-polyhedron is a $\mathcal{V}$-polyhedron. Also every $\mathcal{V}$-polyhedron is an $\mathcal{H}$-polyhedron.

Thanks to Theorem 4.7 we can drop $\mathcal{H}$ or $\mathcal{V}$ from $\mathcal{H}$-polyhedrons or $\mathcal{V}$-polyhedrons and just call them polyhedrons. Now we have the following characterization for toric psh functions with analytic singularities.

**Theorem 4.8.** Let $\varphi$ be a toric psh function on $D(0, r) \subseteq \mathbb{C}^n$ with analytic singularities and let $g$ be the convex function associated to $\varphi$. Then the domain $P$ of $g^*$ is a polyhedron such that $P + \mathbb{R}_{\geq 0}^n \subseteq P$ and $(2/c)P$ is rational. Furthermore, $g^*$ can be written as

$$g^*(y) = \frac{c}{2} \max_{1 \leq i \leq N} (\langle t_i, y \rangle + b_i) + O(1)$$

where $t_i \in \mathbb{Q}_{\leq 0}$ and $b_i \in \mathbb{Q}$.

Conversely, let $P \subseteq \mathbb{R}_{\geq 0}^n$ be a polyhedron such that $(2/c)P$ is rational and $P + \mathbb{R}_{\geq 0}^n \subseteq P$ and let $h$ be a function on $P$ defined by

$$h(y) = \frac{c}{2} \max_{1 \leq i \leq N} (\langle t_i, y \rangle + b_i) + v(y)$$

where $v$ is a function on $P$ that is analytic in a neighborhood of $\text{int}(P)$. Then $h$ is a toric psh function with analytic singularities.
where \( t_i \in \mathbb{Q}_{\geq 0}, b_i \in \mathbb{Q} \) and \( v \) is a bounded function such that \( h \) is convex and decreasing in each variable. Then \( \varphi(z_1, \ldots, z_n) := h^*(\log |z_1|, \ldots, \log |z_n|) \) is a toric psh function with analytic singularities on \( D(0, r) \subseteq \mathbb{C}^n \) for some \( r > 0 \).

Proof. This is an immediate consequence of Lemma 4.4, Remark 4.5 and Theorem 4.6. \( \square \)

Remark 4.9. In the converse part of Theorem 4.8, \( r \) could be any positive real number such that 
\[ (-\infty, -r)^n \subseteq \text{dom}(h^*). \]

For the proof of main theorem, we need to describe a relation between the convergence of a decreasing sequence of convex functions and the convergence of an increasing sequence of their conjugates provided that these functions are lower semicontinuous. Let us start with the following simple lemma.

Lemma 4.10. Let \( (f_n) \) be a decreasing sequence of convex functions defined on an open subset in \( \mathbb{R}^n \). Then \( \lim_{k \to \infty} f_k \) is also convex.

Proof. We can prove the convexity directly.
\[
\lim_{k \to \infty} f_k(\lambda x + (1 - \lambda)y) \leq \lambda f_n(x) + (1 - \lambda)f_n(y)
\]
\[
\leq \lambda f_m(x) + (1 - \lambda)f_n(y)
\]
Here \( m \leq n \) are arbitrary positive integers. Letting \( n \to \infty \) and then letting \( m \to \infty \), we obtain the result. \( \square \)

For the sake of our argument, we introduce a notion of lower semicontinuous regularization. For a family of lower semicontinuous functions \( (f_\alpha) \) which is locally uniformly bounded below, its infimum \( f = \inf_\alpha f_\alpha \) may not be lower semicontinuous in general. Define the lower semicontinuous regularization of a family \( (f_\alpha) \) by
\[
f^\triangle(x) = \lim_{\epsilon \to 0} \inf_{y \in B(x, \epsilon)} f(y) \leq f(x).
\]
Then it is easy to check that \( f^\triangle \) is the largest lower semicontinuous minorant of \( f \). Also note that \( f^\triangle(x) \) is equal to \( f(x) \) whenever \( f \) is lower semicontinuous at \( x \). Using this notion, we are now ready to prove the following lemma.

Lemma 4.11. Let \( (g_m) \) be an increasing sequence of lower semicontinuous convex functions defined on \( \mathbb{R}^n \) converging to a convex function \( g \) pointwise. Then \( (g_m^*) \) is a decreasing sequence converging to \( g^* \) pointwise on the relative interior of \( \text{dom} g^* \).
Proof. First, we know that convex conjugate operation is order-reversing, so \((g^*_m)\) is a decreasing sequence of convex functions. Also, we know that for each \(m\), \(g^*_m = g_m\) by lower semicontinuity of \(g_m\). Then using the well-known fact on conjugate functions \((\inf f_\alpha)^*(x^*) = (\sup f_\alpha^*)(x^*)\), we obtain

\[
(\inf_m g^*_m)^*(x) = (\sup_m g^*_m)(x) = (\sup_m g_m)(x) = g(x).
\]

Taking convex conjugate to both side again, we have \((\inf_m g^*_m)^**(x) = g^*(x)\). We observe that \(\inf_m g^*_m\) is convex by the previous lemma. Applying Remark 2.6.(3) to \(\inf_m g^*_m\), we have the following inequality:

\[
g^*(x) \leq (\inf_m g^*_m)(x).
\]

In general, we can not say about the lower semicontinuity of \(\inf_m g^*_m\). Since \(g_m \leq g\), we know that the sequence \((g^*_m)\) is locally uniformly bounded below by \(g^*\) and we can think about the lower semicontinuous regularization of \(\inf_m g^*_m\). By the definition of the lower semicontinuous regularization,

\[
(\inf_m g^*_m)\Delta \leq \inf_m g^*_m.
\]

Take the double conjugate to both sides, which preserves the order of inequalities. Note that \((\inf_m g^*_m)\Delta\) is lower semicontinuous and convex, so the double conjugate of the left side is equal to itself \((\inf_m g^*_m)\Delta\). For convexity of \((\inf_m g^*_m)\Delta\), we refer to [H, Proposition 2.2.2]. Since \((\inf_m g^*_m)^**\) is equal to \(g^*\), we have shown that

\[
(\inf_m g^*_m)\Delta \leq g^*.
\]

Combining this with \(g^* \leq \inf_m g^*_m\), we obtain

\[
(\inf_m g^*_m)^\Delta \leq g^* \leq \inf_m g^*_m.
\]

Since \(\inf_m g^*_m\) is convex, it is continuous in the relative interior of \(\text{dom} g^*\). This implies that \(\inf_m g^*_m\) in fact coincides with \((\inf_m g^*_m)\Delta\) in the relative interior of \(\text{dom} g^*\). This concludes the proof. 

5. Proof of the main theorem and Examples

Now we are ready to prove the main theorem.
Proof of Theorem 1.2. If $(\varphi_m)$ is a decreasing sequence of toric psh functions with analytic singularities converging to $\varphi$ and $\mathcal{J}(\varphi_m) = \mathcal{J}(\varphi)$ for all $n \geq 1$, then $P := P(\varphi_1)$ satisfies (i), (ii), and (iii) in Theorem 1.2.

Now assume that there exists a polyhedron $P$ satisfying the three conditions in the statement (2). Let $g$ be the convex function associated to $\varphi$. Then we can find a sequence of points $\{(u_i, \alpha_i)\}_{i=1}^{\infty}$ in $Q_{\geq 0}^n \times Q$ such that

$$\text{epi}(g^*) = \frac{c}{2} \cap \bigcap_{i=1}^{\infty} H_{u_i, \alpha_i}^+,$$

where $H_{u, \alpha}^+$ is the closed half-space defined by $\{x \in \mathbb{R}^{n+1} : \langle u, x \rangle \geq \alpha\}$. Indeed, let $q$ be a point in $\mathbb{R}^{n+1} \setminus \text{epi}(g^*)$. Since $\text{epi}(g^*)$ is a closed convex set and $d(q, \text{epi}(g^*)) > 0$, there exists $(u', \alpha') \in \mathbb{R}^{n+1} \times \mathbb{R}$ such that $H_{u', \alpha'}$ separates $q$ and $\text{epi}(g^*)$ strongly, that is, there exists $\epsilon > 0$ such that $q + \epsilon B(0, 1) \subset \text{int}(H_{u', \alpha'})$ and $\text{epi}(g^*) + \epsilon B(0, 1) \subset \text{int}(H_{u', \alpha'})^\circ$. Here, $B(0, 1)$ is the unit ball in $\mathbb{R}^{n+1}$ and $H_{u, \alpha}^+ := \{x \in \mathbb{R}^{n+1} : \langle u, x \rangle \leq \alpha\}$. We can choose $(u, \alpha) \in Q_{\geq 0}^n \times Q$ which is sufficiently close to $(u', \alpha')$ so that the hyperplane $H_{u, \alpha}$ also separates $q$ and $\text{epi}(g^*)$ strongly. Enumerating all such $(u, \alpha)$ by positive integers gives (7). Let $g^*_i$ be the convex function on $\mathbb{R}^n$ whose epigraph is given by

$$(P \times \mathbb{R}) \cap \left(\frac{c}{2} \cap \bigcap_{j=1}^{i} H_{u_j, \alpha_j}^+ \right).$$

It is obvious that $g^*_i$ is increasing in each variable and lower semicontinuous. Let $\varphi_i$ be the psh function associated to the convex conjugate of $g^*_i$. Then all $\varphi_i$ have analytic singularities by Theorem 4.8. Furthermore, $\varphi_i$ is equisingular to $\varphi$ since the Newton convex body $P(\varphi_i)$ of $\varphi_i$ satisfies the following inclusion:

$$P \subseteq P(\varphi_i) \subseteq P(\varphi).$$

Note that each $g^*_i$ is of the form (6) without additional terms, we may assume that each $\varphi_i$ is defined on $D(0, r)$. Since $(g^*_i)$ is an increasing sequence of convex functions, $(\varphi_i)$ is a decreasing sequence converging to $\varphi$ on $D(0, r)$ by Lemma 4.11. \qed

With this theorem, we can create various examples of toric psh functions which have nice approximations. For this, given a closed convex set $P \subset \mathbb{R}^n_{\geq 0}$ satisfying $P + \mathbb{R}_{\geq 0} \subset P$, we can construct a psh function $\varphi$ defined in $D(0, r) \subset \mathbb{C}^n$ for some polyradius $r$ whose Newton convex body is equal to $P$ up to the boundary, that is, their interiors are the same. This implies that $\mathcal{J}(\varphi)$ and the multiplier ideal of a psh function whose Newton convex
body is $P$ are equal to each other. To elaborate the statement, we introduce the following related notion.

**Definition 5.1.** (cf. [S98], [K15]) Let $\mathbf{a}_* = (a_k)$ be a graded sequence of ideals in $\mathbb{C}[z_1, \ldots, z_n]$, i.e. $a_p \cdot a_q \subseteq a_{p+q}$ for any $p, q \in \mathbb{Z}_{\geq 0}$. Then a Siu psh function associated to $\mathbf{a}_*$ is defined as

$$\varphi = \varphi_{\mathbf{a}_*} = \log \left( \sum_{k \geq 1} \epsilon_k |a_k|^{1/k} \right)$$

where $(\epsilon_k)$ is a sequence of positive real numbers chosen so that the series converges.

In [KS20], it was proved that for any given convex set $P \in \mathbb{R}^n_{\geq 0}$ satisfying $P + \mathbb{R}^n_{\geq 0} \subseteq P$, there exists a graded sequence of ideals $\mathbf{a}_*$ and a Siu psh function associated to $\mathbf{a}_*$ whose Newton convex body is exactly equal to $P$ up to the boundary (see [KS20] Proposition 2.9). As a result, for an arbitrary convex subset $P \in \mathbb{R}^n_{\geq 0}$ satisfying $P + \mathbb{R}^n_{\geq 0} \subseteq P$, we can construct a toric psh function $\varphi$ whose Newton convex body is equal to $P$ up to the boundary.

Finally, for the proof of Corollary 1.4, we introduce the notion of extreme points.

**Definition 5.2.** [H, Definition 2.1.8] Let $K$ be a convex set. A point $x$ in $K$ is called extreme if

$$x = \lambda_1 x_1 + \lambda_2 x_2, \quad x_1, x_2 \in K \Rightarrow x_1 = x_2 = x$$

where $\lambda_1, \lambda_2 > 0, \lambda_1 + \lambda_2 = 1$.

**Proof of Corollary 1.4** Let $P = \{ (x, y) \in \mathbb{R}^2_{\geq 0} \mid xy \geq 1 \} \cap \mathbb{R}^2_{\geq 0}$. Then there exists a Siu psh function $\varphi$ associated to a graded sequence of monomial ideals whose Newton convex body is equal to $P$ up to the boundary. We will show that for every $c > 0$, $c \varphi$ satisfies the condition (2) in Theorem 1.2. There are two cases of sets of lattices we need to consider. First, let $A_1, \ldots, A_N$ be lattice points in $\mathbb{R}^n_{>0} \setminus P(c \varphi)$. Then for each $A_j$ for $1 \leq j \leq N$, there exists a unique point $B_j$ on $\partial P(c \varphi)$ such that the distance between $A_j$ and $B_j$ is the distance between $A_j$ and $P(c \varphi)$. Let $H_j = \{ a_j x + b_j y + c_j = 0 \}$ be the equation of tangent line of $xy = c$ at $B_j$. Then, by changing $a_j, b_j, c_j$ slightly, we can take $H_j$ having following properties.

1. For each $1 \leq j \leq N$, $H_j$ separates $A_j$ and $P(c \varphi)$.
2. For each $1 \leq j \leq N$, $H_j$ is rational.
Secondly, there are lattice points $B'_1, \ldots, B'_M$ on the $\partial P(c\varphi)$. Then for each $1 \leq j \leq M$, let $H'_j$ be the tangent line of $xy = c$ at $B'_j$. Now, if we take the polyhedron defined as

$$P = \bigcap_{j=1}^{N} H'_{j}^+ \cap \bigcap_{j=1}^{M} H''_{j}^+ ,$$

then this $P$ exactly satisfies the condition (2) in Theorem 1.2. Here, $H'_{j}^+$ and $H''_{j}^+$ are upper hyperplanes such that contains $P(c\varphi)$. □
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