Using a multimedia semantic graph for web document visualization and summarization
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Abstract
The synthesis process of document content and its visualization play a basic role in the context of knowledge representation and retrieval. Existing methods for tag-clouds generations are mostly based on text content of documents, others also consider statistical or semantic information to enrich the document summary, while precious information deriving from multimedia content is often neglected. In this paper we present a document summarization and visualization technique based on both statistical and semantic analysis of textual and visual contents. The result of our framework is a Visual Semantic Tag Cloud based on the highlighting of relevant terms in a document using some features (font size, color, etc.) showing the importance of a term compared to other ones. The semantic information is derived from a knowledge base where concepts are represented through several multimedia items. The Visual Semantic Tag Cloud can be used not only to synthesize a document but also to represent a set of documents grouped by categories using a topic detection technique based on textual and visual analysis of multimedia features. Our work aims at demonstrating that with the help of semantic analysis and the combination of textual and visual features it is possible to improve the user knowledge acquisition by means of a synthesized visualization. The whole strategy has been evaluated by means of a ground truth and compared with similar approaches. Experimental results show the effectiveness of our approach, which outperforms state-of-art algorithms in topic detection combining both visual and semantic information.
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1 Introduction

The fast growth of user-centered information retrieval applications required new methodologies and techniques to assist users during their searching and browsing processes. In this scenario, people use different tagging services to manage, organize and retrieve useful information. A tagging system does not require much effort by the user and it is a good way to find relevant information. Nowadays a user inserts tags into videos, images and other resources with just a few words to easily retrieve and share them. User-centered approaches need effective methodologies to implement efficient strategies for the cooperation and analysis of data and applications, supporting the use of formal knowledge representations such as ontologies and semantics [62]. In this context, new techniques have been proposed in recent years to help users in the representation of synthesized information. One of these approaches is based on the creation of tag clouds. They are visual representations of a set of terms in which the text properties (e.g. size, color and weight) are used to indicate the relevant properties between words and documents. They can be organized according to different characteristics: (i) a tag for the frequency of each object; (ii) a global tag cloud where the frequencies are aggregated over all users and objects; (iii) a cloud containing categories where the size shows the number of subcategories.

Tag clouds derive from the collaborative tagging paradigm [26, 45] used in many social networks, forums and communities where users play a central role [49]. In these systems, users annotate the contents with free keywords (tags) without having to use predefined ones. This classification system is called Folksonomy [69], which appears to be in contrast with other types of classifications (e.g. ontologies and thesaurus). This kind of visualization involves less physical and cognitive workload than thinking about a search tag that defines the thematic field to be explored. For example, after an initial tag is set, users can browse using related tags. Social networks have greatly increased the popularity of this type of visualization, but various problems arose, related to their basic structure and to the completely free and out of control choice for tags. As a matter of fact, it is difficult to get a consistent view of the tags used in the whole system, since it is common to observe terminological and conceptual heterogeneities between users. In addition, the folksonomies systems user interface does not support users searching for appropriate tags and creating efficient queries for discovering interesting content. As discussed in [29] and [4] if visible tags are selected only according to their frequency there could be problems of high semantic density because few topics will tend to dominate the entire visualization and less important terms will vanish.

Tag clouds can be used to synthesize document collections by providing a summary of their information content and this structure can be a useful tool in the browsing process [60]. Generally speaking, a text document contains only text, while multimedia documents contains both text and other information, such as images, audio, video, etc. The purpose of summarization is to reduce the length of a document by creating a summary that preserves the most important contents of the original document. Generally speaking, summarization methods extract the most important information content, i.e. most representative sentences or keywords in the documents, and present it to the user in a small space. Existing methods use the information contained in the analyzed document based on natural language processing (NLP) or statistical techniques. A more detailed survey of techniques used for text documents summarization is provided in [42]. In general, there are two approaches: (1) Extraction - it recognizes a subset of terms or phrases in the original document to create a summary; (2) Abstraction - it constructs an internal semantic representation using natural language generation techniques to create a synthesis closer to what a human could generate.
Statistical information, like term frequency and word histograms are used to extract the terms to be added in the summary. Instead, in the processes of natural languages (NLP) [74], relevant information is related to a specific knowledge base using different techniques (ontologies, linguistics, semantic relatedness metrics, rule-based approaches, etc.). Existing document summarization techniques are based on text content of document collections, hence the resulting summary for documents is often misleading, or incomplete. Besides, methods relying on the mere text analysis are negatively affected by the issue called polysemy, that is the property of terms to have multiple meanings. In our vision, the semantic enrichment of most important document terms, together with the exploitation of multimedia representations provided with documents, are basic “tools” needed to solve or at least mitigate these problems. We define as generic summary a general summary of a document without further suggestions. This means that the summary is generated from the original document considering it as a whole unit. A query relevant summary instead, is the summary that is related to a given query or topic, that is the summary generated giving more importance to the informative content specified in the user query.

In addition to summarization, in this work we are also interested into the automatic use of topic detection and categorization tasks to allow a quick access to document collections. One disadvantage of many classification methods is that they use a flat categorization structure, regardless of the relationships between categories. On the other hand, hierarchies or taxonomic structures are the preferred ways in which concepts, subjects, or categories are arranged in practice [54]. They offer clear advantages in supporting activities such as information browsing, searching or visualization [58].

In this paper we present a novel methodology based on the combination of statistical information and NLP techniques, focusing on the generation of a generic summary based on the extraction of keywords. Our approach presents several innovations related to the multimedia document analysis research field. We propose a new framework that adds semantically related terms to the keywords extracted from the analyzed documents using semantic analysis and metrics based on visual features. The idea of exploiting visual information extracted from digital images for the task at hand comes from the proven effectiveness of such kind of information for improving performances in several application domains (e.g., images denoising [35, 50] and dehazing [40], early diagnosis of leukemia [52] and detection of cerebral aneurysm [39], face recognition [27], perception in autonomous-driving systems [38, 44], augmented reality in sports [43]).

The additional information is extracted from a general multimedia knowledge base. The concepts in this knowledge base are represented according to various multimedia forms, like text, images, etc.. A semantic topic detection strategy based on the combination of a textual and visual analysis is used to categorize documents and to help users during the browsing processes. The result of our approach is a new tool for document visualization that allows a better understanding of information contents and a quick access to documents in a collection. Our framework has been extensively tested and evaluated comparing its performances with some state-of-the-art algorithms commonly used in document summarization and topic detection. We also show the advantage of using a combination of semantic and multimedia information. Moreover, we highlight the use of a formal multimedia semantic knowledge base implemented in a NoSQL DB for several tasks of our framework.

This work pursues the following objectives: it focuses on novel techniques for the generation of a generic summary of a document; it exploits a semantic multimedia knowledge base for improving the task of topic detection by combining both semantic and visual features.
The article is structured as follows: Section 2 is devoted to analyze the literature about existing methods and technologies for document visualization and summarization; Section 3 describes the proposed architecture, showing each individual component and explaining the used techniques and metrics; in Section 4 we discuss the strategy used to evaluate our framework and the obtained experimental results; Eventually, conclusions and new directions of our research are presented in Section 5.

2 Related works

In our approach we use a keywords extraction technique to build a summary through tag clouds. The techniques for keywords extraction can be divided into 4 categories:

- Statistical approach: the relevance of a term is identified through statistical properties (for example TF-IDF, N-Grams, etc.);
- Linguistic approach: syntactic, semantic and lexical properties together with similarity functions are used to identify relevance keywords;
- Machine learning approach: the keywords extraction is based on a trained model used to predict the most relevant keywords (Naive Bayes, Support Vector Machine, etc.);
- Other approaches: different combinations of other approaches together with additional information such as word position, feature layout, HTML tags, etc..

The approaches based on machine learning in addition to semantic information [34] and co-occurrence [46] were extensively used for extracting keywords from a single document. In [67] the authors make use of feature selection and classification for a semantic information retrieval based on ontologies. The CSO classifier [65] is focused on topic detection in scholarly articles using an ontology-driven approach. Instead, in [2] different information is used based on the vector space model and genetic algorithms to measure the score between the sentences and the weights associated to the features. A very similar approach in [3] is based on an unsupervised technique called MCMR (Maximum coverage and minimum redundant) which allows to extract the most relevant and non-redundant sentences from the original document. In [33] the authors use linguistic features to represent the importance of a term, also based on the position in the document. Zhang [75] proposes an improvement of the TF-IDF algorithm for text categorization based on class discrimination strength. In [53] term frequency, proportional document frequency and semantic information are used for topic detection and technology trend tracking for patents. A tag-oriented approach is discussed in [76] where the authors present a new algorithm that uses a linear transformation to estimate the importance of tags. The latter are extended by adding related words through data mining techniques. In [72] new features are proposed for the extraction of keywords and the generation of a title based on Wikipedia as a knowledge base. An approach to synthesize selected text in a document is presented in [7]. The authors proposed a solution based on an algorithm for extracting keywords belonging to a context or language. An iterative approach to extracting keywords based on relationships between different granularities (words, sentences or topics) is presented in [70]. This method builds a graph that represents the relationships between different nodes and then through an iterative algorithm calculates the score of keywords. In [36] the author describes an application in which word clouds are used to browse and synthesize Twitter results with the aim of showing a first opinion of the contents of the tweets. In [31] the authors propose a new multi-document summarization system called FoDoSu (Folksonomy-based Multi-Document Summarization) based on
social folksonomies. The word frequency table is created for semantic analysis and the relevance of words is measured using HITS algorithms. Afterwards, using the clusters tags, the system analyzes the semantic relations between words and the word frequency table. Moreover, several studies have presented proposals for adding information to folksonomies based on different techniques [4]. In [24] a metric to measure tags similarities using statistics is proposed. Cluster-based algorithms have also been proposed, for example in [29] where the k-means was used to group semantically similar tags. Several approaches tackle the topic detection issue from a semantic point of view. Chen [20] uses Markov decision processes for a semantic-based topic detection. Hernandez [30] employs semantic techniques for semantic topic detection focusing on the Spanish language. Other examples of semantic topic detection and information retrieval are proposed in [16, 28, 64]. Another method used for the construction of a semantic network based on the co-occurrences of tags with the aim of comparing the structure of the folksonomies network is proposed by [15]. The authors have analyzed the similarities between tags and documents to enrich semantic and hierarchical aspects. In [47] the authors present a model for the combination of ontologies and social networks with the use of tag based techniques. Gemmell [25] proposed an algorithm for the construction of hierarchical structures starting from folksonomies designed to provide customized navigation processes. In [68] a tag clouds based interface was created to support user searching process. It has been observed that the scanning process and the click on tags is easier than the formulation of a query. In [21] the authors present a methodology for collaborative semantic understanding of generated tags. They proposed a visualization called TagClusters in which the tags are grouped into different semantic groups and the visual distance represents the semantic similarity between tags.

The main differences between the proposed method and the other ones presented in literature are in the use of a general knowledge base to represent the domain of interest of the users and in a completely automated process without a learning step. Moreover, we propose a different strategy based on the dynamic extraction of semantic networks from the knowledge base and we use a metric for the generation of tags based on a combination of statistical and semantic properties. Current state-of-art approach are mostly based on textual information retrieval and topic detection, but they often neglect visual information present in multimedia rich documents which could be extremely helpful in document summarization and categorization task. One of the goal of our work is to effectively exploit such visual information. In fact, other information obtained from the semantic network analysis is added to the classic tag clouds and different (multimedia) representations of the same concept are shown in addition to lexicon-semantic information. The design and implementation of a semantic multimedia knowledge base is a basic steps in several tasks of our framework related to knowledge representations and analysis giving us a formal interpretation of document topic. By means of the proposed knowledge base, it is able to classify multimedia documents (containing text and images) and group them into semantic categories, through a textural and visual analysis.

3 The implemented system

In this section we present the system architecture describing in detail all modules and their implementation. The proposed system follows a standard architecture usually designed for classical information retrieval systems, properly reorganized and customized in order to meet our goals. A specific emphasis is placed on the core of our framework, that is the process of building semantic tag clouds, describing in details techniques and technologies used
in the macro-block Semantic Tag Cloud (STC) Builder. The whole architecture is shown in Fig. 1 and described below in detail.

From a general point of view, a user can perform his search through a graphical interface created by the Query Interface module. The Fetcher aims to find documents contained in the Document Collection that are relevant for the submitted query. This collection is built from a repository (i.e., Document Repository) which, after a pre-processing phase during which the original documents are cleaned by the Document Pre-Processor, they are sent to the Indexer. It is in charge of storing and indexing the contents in order to optimize the search process. Cleaning operations are: (i) HTML tags removal; (ii) stopwords elimination; (iii) special characters cleaning, (iv) term stemming. The cleaned documents are sent to the macro module Semantic Tag Cloud Builder whose task is to provide a textual and visual representation of the main topics of the retrieved documents by means of the Semantic Tag Cloud Category (STCC) and the Topic Detection (TD) modules. The topic detection task is performed using textual (TD Textual) and visual (TD Visual) features with an ad-hoc combining function (Combiner). The use of semantic information is a basic step to improve the quality in recognizing main terms in the document and related concepts [55].

The text topic detection process is based on two modules, the Word Sense Disambiguation (WSD) which associates the right sense (meaning) with polysemic terms based on a semantic analysis using the General Knowledge base, and the Semantic Network Extractor able to dynamically extract a semantic subnet from the knowledge base. When the user selects a category from the Semantic Tag Cloud Category (STCC) it will correspond to a list of documents that will be shown with the Semantic Tag Cloud Summaries (STCS).

The architectural components are further explained in the following paragraphs, providing for each of them more details about their structure and properties.

![Fig. 1 System architecture](image-url)
3.1 User query interface

It is the component that enables the interaction and communication of the system with the user. This component is devoted to user assistance through search and navigation tasks. The proposed interface allows the formulation of the query and the communication with the system back-end. The results visualization is a fundamental point of our approach and for this reason our interface shows the proposed Visual Semantic tag Cloud used to synthesize the retrieved documents that can also satisfy the user query [56].

3.2 Document pre-processing

This component consists in a set of tasks that are used to clean the original documents. The modules of this component are shown in Fig. 2.

Documents stored in the Document repository pass through several modules which are in charge of removing unnecessary parts from documents before indexing them into the Document collection. The first task is performed by the Remove Tags module. It consists in the removal of all tags and structures with respect to the document format (HTML, JSON, XML, etc.). In this process only the content (text and related images) is retrieved. The second module is named Delete Stop-Words. During this step the textual part of the content is processed for the deletion of stopwords - common words of a text that do not have a particular meaning in relation to the specific topic of the document (articles, prepositions, negatives, etc.); after this step, the module Delete Special Chars is in charge of deleting special chars from documents - characters or words that are not a part of the vocabulary (carry, tab, semicolon, comma, etc.). The last step of document pre-processing performs classical operations on text documents, i.e. Stemming and Lemmatization, to further reduce words diversity and to reduce the index size. Moreover, the text is converted in lowercase to avoid duplication of keywords in the dictionary generated by the indexer.

3.3 Fetcher

This component is in charge of collecting documents that satisfy the user information needs. Given a user query, the functionalities provided by the document pre-processing are used: (i) elimination of the stopwords, (ii) elimination of the special characters (iii) stemming with the lemmas. At the end of these steps the tokenization task is performed to extract the keywords from the query.
3.4 Knowledge base

The general knowledge base developed in this paper is based on a multimedia model proposed in [57]. This formal representation uses signs which represent concepts, defined in [22] as “something that stands for something, to someone in some capacity”. Generally speaking, a concept can be represented in various multimedia forms such as text, images, gestures, sounds or any other form through which information can be communicated as a message. Each type of representation has some properties that distinguish them. The model structure consists of a triple \(< S, P, C >\) defined as:

- \(S\): the set of signs;
- \(P\): the set of properties used to relate signs with concepts;
- \(C\): the set of constraints on the \(P\) collection.

In this work there are two types of representations, the word (i.e. text) and the visual (i.e. images). The properties between representation and concepts are linguistic relations and the constraints contain validity rules applied to properties with respect to the considered multimedia representation. Knowledge is represented by an ontology implemented using a semantic network (SN). It can be seen as a graph where the nodes are concepts and the arcs are relationships between them. A concept is a set of multimedia data representing an abstract idea. The language chosen to describe this model is the description logic (DL) version of the Web Ontology Language (OWL), a markup language that offers maximum expressiveness while retaining computational completeness and decidability. It allows the declaration of disjointed classes as the property of a word to belong to a syntactic category. It is also possible to declare the union classes used to specify domains, ranges and properties to relate concepts and multimedia nodes.

(a) Ontology model hierarchy for class Concept. (b) Ontology model hierarchy for class Multimedia. (c) View of lexical properties. (d) View of semantic properties.

Fig. 3 Concept, Multimedia and linguistic properties
Figure 3 shows the class hierarchies related to concepts, multimedia, lexical and semantic properties. The MM class with the respective sub-classes represents all the possible signs of our ontology. The classes have no elements in common and therefore are defined as disjointed. Table 1 shows some of the considered properties.

The attributes of Concept and Multimedia classes are also described. Concept has the following attributes: Name represents the name of the concept and the field Glossary contains a short description of it. The attributes of the MM subclass are: Name and ID. Each sub-class has its own set of features depending on the nature of the media. In this paper we use textual and visual representations and, in the Visual case, we consider the following global features:

- **Pyramid Histogram of Oriented Gradients (PHOG)** [8]: it counts the occurrences of the orientation of the gradient in localized portions of an image. This method is similar to the Edge orientation Histogram and to the Scale-Invariant Feature Transform but differs from the fact that it is calculated on a dense grid of evenly spaced cells and uses the overlapping local contrast normalization to improve accuracy;
- **Fuzzy Color and Texture Histogram (FCTH)** [19]: it is a low-level feature that combines color and texture in a single histogram. The histogram is generated by three fuzzy units: (i) the first unit is used to create a histogram with 10-bins where each bin (container) represents a predefined color, (ii) the second unit expands the histogram from 10-bins to 24-bins adding information from the hue of each color (hue), (iii) the last unit expands 24-bins into 192-bins. The size of this technique is limited to 72 bytes, appropriate for large databases;
- **Color and Edge Directivity Descriptor (CEDD)** [18]: it uses the same approach as the FCTH but its size is limited to 54 bytes compared to 72 of the FCTH. The difference lies in the third unit in which the 24-bins histogram is expanded into 144-bins using the 5 digital filters of the Edge orientation Histogram feature of the MPEG-7 standard;
- **Joint Composite Descriptor (JCD)** [17]: this technique combines two CCDs descriptors, the CEDD and the FCTH, global descriptors that capture more than one feature at the same time with a very compact representation. It embeds color and texture information in a small histogram;
- **Color Layout (CL)** [37]: it represents the color distribution of visual signals in a compact form. This form makes the matching process efficient with low computational costs;
- **Edge Histogram (EH)** [71]: it represents the distribution of 5 types of arcs, 4 directional and 1 non directional. This descriptor is *scale-invariant* and supports matching *rotation-invariant* and *rotation-sensitive* operations.

| Property     | Domain          | Range           |
|--------------|-----------------|-----------------|
| hasMM        | Concept         | MM              |
| hasConcept   | MM              | Concept         |
| hypernym     | Nouns and Verbs | Nouns and Verbs |
| holonym      | Noun            | Noun            |
| Entailment   | Verb            | Verb            |
| Similar      | Adjective       | Adjective       |
The linguistic properties are defined between terms (i.e. lexical properties) or concepts (i.e. semantic properties).

The considered lexical properties are:

- **Synonym**: it represents a relation between terms with the same meaning;
- **Antonym**: this property relate terms with opposite meaning;
- **Derivationally related forms**: it specifies that there exists a symmetric lexical morphosemantic relation between the first and second terms representing derivational morphology;
- **Nominalization**: it refers to the use of a word which is not a noun (e.g., a verb, an adjective or an adverb) as a noun, or as the head of a noun phrase, with or without morphological transformation;
- **Also see**: it specifies that additional information about the first term can be obtained by seeing the second term;
- **Pertainym**: it specifies an adjective word sense that pertains to either the noun or adjective second word sense or it specifies an adverb word sense that pertains to the adjective second word sense (Table 2).

On the other hand, the semantic properties defined in our model are:

- **Hypernym**: the generic term used to designate a whole class of specific instances;
- **Hyponym**: the specific term used to designate a member of a class;
- **Meronym**: the name of a constituent part of, the substance of, or a member of something;
- **Holonym**: it specifies that the second concept is a meronym of the first concept. This relation only holds for nouns;
- **Entailment**: it specifies that the second verb is an entailment of first verb. This relation only holds for verbs;
- **Cause**: it specifies that the second verb is a cause of the first verb. This relation only holds for verbs;
- **Domain**: it is a semantic organization of concepts with respect to specific properties (i.e. usage/region/category);
- **Similar**: a relation between adjectives with a similar meaning;
- **Member of**: it represents the relations of membership by means of specific properties (i.e. usage/region/category).

A systematic study on linguistics and the definitions of lexical and semantic properties are in [1].

The relations in the semantic network are represented as *ObjectProperties*. They depend on the syntactic category of the considered concept. Some of these properties (semantic or lexical) are shown in the Table 1 below:

| Constraint       | Class  | Property    | Constraint range |
|------------------|--------|-------------|------------------|
| AllValuesFrom    | Noun   | Hypernym    | Noun             |
| AllValuesFrom    | Adjective | attribute | Noun             |
| AllValuesFrom    | Verb   | also see    | Verb             |
| AllValuesFrom    | Noun   | Hyponym     | Noun             |
For example, the hypernymy property can only be used between nouns and nouns or between verbs and verbs. Each multimedia is linked to the represented concept by the ObjectProperty hasConcept, vice versa with hasMM. They are the only properties that can be used to link concepts with multimedia, the remaining properties are used to link multimedia to multimedia or concept to concepts.

The use of union classes gives a precise meaning of properties range of application by means of domain and co-domain but at the same time do not exhibit perfect behavior in some cases. For example, the model does not know that a hyponymy property defined on sets of nouns and verbs would have a range of nouns when applied to a set of nouns and a range of verbs when applied to a set of verbs. To solve this problem we added some constraints and some of them are shown in the following table:

In some cases, the existence of a property between two or more individuals entails the existence of other properties. For example, if a concept A is a hyponym of a concept B, the concept B is hypernym of A. These characteristics are represented in OWL by means of property features. Some examples are provided in the following Table 3.

The ontological model has been translated into a Neo4J Graph database instance. The choice of this kind of NoSQL database is justified by its property to handle graphs and ontologies in a native way [10].

In fact, a knowledge conceptualization by ontologies has a logical representation using semantic networks and a physical implementation by means of a graph-oriented NoSQL DBMS.

### 3.5 Knowledge base implementation

The knowledge base used in our work has been implemented through the ontology model explained in the previous Section 3.4. It is a property-based graph model and it is populated with data from WordNet [48]. It defines and describes the concepts expressed by words and makes use of groupings of terms with a similar meaning, called synset (synonym set). Data information in WordNet is highly connected through various types of semantic and lexical relationships. In addition, we use ImageNet [23] for the visual representations. It is a database of images organized according to the hierarchy of WordNet (currently only for nouns) in which each node is represented by thousands of images with an average of about 500 images per node. From a volume dimension, the large size of WordNet and ImageNet in terms of number of nodes and relationships, the most obvious software solution is in the use of a NoSQL databases. Therefore, the considered ontology can be seen as a graph in which entities (concepts and multimedia) equal to nodes and ObjectProperties equal to relations between them. In our system we use Neo4J as database system to implement our graph. We will put in evidence the complexity of our knowledge base

| Property    | Features                                      |
|-------------|-----------------------------------------------|
| hasMM       | Inverse of hasConcept                         |
| hasConcept  | Inverse of hasMM                              |
| hyponym     | Inverse of hypernym: transitivity             |
| hypernym    | Inverse of hyponym: transitivity              |
| verbGroup   | Symmetry and transitivity                     |
from both dimensional and heterogeneity points of view displaying its network implementation. In general we speak of macro visualization when we want to graphically represent the total or partial network, showing all nodes and interconnections between them, highlighting generic aspects regarding topology and complexity. On the other hand, when using the term micro-visualization we refer to a small graph with a limited number of nodes for recognizing specific or local aspects of a particular topological area. There are several tools for displaying graphs in Neo4j and some of most used are Cytoscape and Gephi [11].

For the macro view we decided to use Gephi, because it is a very flexible software for the customization of the retrieved data. In addition, it can be directly connected to Neo4j by using APOC procedures. Once the connection between the graph database and Gephi is created, the data is passed through Cypher queries [9].

In Fig. 4 a part of the implemented network is drawn, limited to 24271 nodes and 40000 relationships generated by a Cypher query that returns random paths. We have used Force Atlas 2 as layout for this figure. In the following figure the resulting graph is shown together with the statistics offered by the tool.

The Figure is useful to highlight the complexity of the system, i.e. there is a high number of nodes and interconnections (arcs). Inspecting the statistics provided by the tool and the different colors used for different items, it is possible to detect how the hypernymy relationship outclass the others. Moreover, by setting a node size according to the incoming and outgoing arcs, it is possible to recognize nodes which are larger than others. Such nodes represent more generic concepts and therefore have more lexicon-semantic links.

In Fig. 5 the number of nodes has been limited in order to display only the concepts directly connected by a single type of relationship. In this case we use the standard graphic Neo4j interface.

From this graph we can highlight, for example, how the ontology rules and constraints defined in the Section 3.4 are respected (inverse relation to another or constraints of type...
Fig. 5 Micro visualization of the semantic network

*allValuesFrom*). We can observe from the network topology that starting from any concept it is possible to easily retrieve not only the concepts directly connected to it but also other semantic link such as the hierarchical path composed of hypernymy relationships and hyponymy to the root.

In Fig. 6 a JavaScript extension of the web application provided by Neo4j is used to represent the visual nodes with the respective original images. This figure shows the concept “spitz”, a particular breed of dog, with its associated visual representations:
3.6 SNextractor

The aim of this module is to extract a subnet from the semantic network (i.e. our knowledge base), called Dynamic Semantic Network (DSN). The generated DSN is used by the topic detection module for the evaluation of the sense coverage that will be explained in the following subsection. The subnet is built starting from a concept recognized in the WSD step named seed concept. Moreover, all the concepts having a path consisting only of hyponym relations are added to the networks. In other words, the sub-graph generated is a hierarchy of concepts where more specific concepts are added as children of the root concepts in lower levels of the subnet. Figure 7 shows a subnet extracted from the knowledge base that has as its root the concept working dog, a hyponym of the dog concept. While Fig. 6 aimed to help the user in visualizing the multimedia items contained in the knowledge base, Fig. 7 is arranged as a dendrogram, that is a chart depicted as a tree. It shows how sub-concepts in the hierarchy are linked to the root concept as provided by the ontological model. On the left, we have the most generic concept, or root-concept (working dog). Moving from left to
right we have more specific concepts, where the leaves of the tree represent several breeds of dogs in this particular case.

3.7 Word sense disambiguation

A term can have different meanings due to a linguistic property called polysemy. The Word Sense Disambiguation (WSD) process assigns the right meaning to the analyzed terms based on the context in which they are found. The proposed technique consists in comparing each sense of a term representing one of the possible meanings with all the senses of the other ones. The similarity between terms is calculated using a linguistic-based approach and a new metric based on the measure of semantic relatedness. In our metric we assign a weight $\sigma_i$ to the linguistic properties defined by the ontological model and implemented in our knowledge base, to express the strength of the considered relationship. The weights are shown in Table 4:

The weights were assigned to the relations considering the values proposed in [14, 54]. Weights are real numbers in the range $[0,1]$ and these values have been assigned by experiments and validated by experts. The proposed metric is based on a combination of the path length between terms pairs, best path, and the depth of their nearest common subsumer (i.e. the first common ancestor) expressed as the number of hops to the root of the topological hierarchy considering only hypernymy relations. This measure is computed through a non-linear function.

The choice of a non-linear function derives from several considerations. The values of path length and depth, based on their definition, may range from 0 to infinity, while relatedness between two terms should be expressed as a number in the $[0, 1]$ interval. In particular,
when the path length decreases towards 0, the relatedness should monotonically increase towards 1, while it should monotonically decrease towards 0 when path length goes to infinity. We need a scaling effect with respect to the depth, because words in the upper levels of a semantic hierarchy express more general concepts than the words in a lower level. We use a non-linear function for scaling down the contribution of subsumers in a upper level and scaling up those in a lower one.

The path length is calculated as follows (see (1)):

\[
I(w_1, w_2) = \min_j \sum_{i=1}^{h_j(w_1, w_2)} \frac{1}{\sigma_i}
\]  

(1)

where \(I\) is the best path, \(w_j\) and \(w_i\) are the terms, \(h_j(w_i, w_j)\) are to the number of hops of the \(j\)-th path and \(\sigma_i\) corresponds to the weight of the \(i\)-th arch of the \(j\)-th path. The depth of the subsumer of \(w_i\) and \(w_j\) is calculated by considering only the hypernymy relations and is defined as the number of hops from the subsumer to the root of the hierarchy. The Fig. 8 shows an example that illustrates the measure of the best path and depth.

Even if there is a path with only one hop, the path that crosses through the node \(Z\) is chosen because the weighted sum returns a value of 2. Furthermore, evaluating the relations of hyponymy and hypernymy only the node \(S\) represents the subsumer whose depth is equal to 1 being the node \(R\) the root of the hierarchy.
Using the best path and depth between each pair of terms, the Semantic Relatedness Grade is calculated using (2) proposed in a previous authors’ work [54]:

\[
SRG(\upsilon) = \sum_{(w_i, w_j)} e^{-\alpha \cdot l(w_i, w_j)} e^{\beta \cdot d(w_i, w_j)} - e^{-\beta \cdot d(w_i, w_j)} + e^{-\beta \cdot d(w_i, w_j)}
\]

where \((w_i, w_j)\) are pairs of terms in the \(\upsilon\) document, \(l(w_i, w_j)\) is the best path as shown in (1), \(d(w_i, w_j)\) is the depth of the common ancestor of the two terms, while \(\alpha\) and \(\beta\) are parameters whose values have been defined by experiments.

The WSD process computes the score for each sense of the considered term using the proposed metric. The best sense associated with a term is the one that maximizes the \(SRG\) obtained from the semantic relatedness among all the terms of the document. The variant of this process is based on the choice of a window of context reducing the set of analyzed terms and not to the whole document. For this purpose, the document is divided into grammatical periods, defined by punctuation such as the dot, question mark and exclamation mark. The semantic relatedness of a sense is calculated with respect to each sense of each word belonging to its own window and not to the whole document.

The pseudo-code of the algorithm used to determine the best sense of a term is shown in Algorithm 1.

Algorithm 1 Best Sense Algorithm.

1: procedure Best Sense \((W_t)\)
2: for each sense \(S_{t,i}\) of target word \(W_t\) do
3: set \(Score_{S_{t,i}} = 0\)
4: for each word \(W_j \neq W_t\) in windows of context do
5: init array \(temp\_score\)
6: for each sense \(S_{j,k}\) of \(W_j\) do
7: \(temp\_score[j] = SRG(S_{t,i}, S_{j,k})\)
8: end for
9: \(Score_{S_{t,i}} = Score_{S_{t,i}} + MAX(temp\_score)\)
10: end for
11: if \(best\_sense\_score < Score_{S_{t,i}}\) then
12: \(best\_sense\_score = Score_{S_{t,i}}\)
13: \(best\_sense = S_{t,i}\)
14: end if
15: end for
16: return \(best\_sense\)
17: end procedure

The best sense of the given term is the one with the highest score obtained by the estimation of the semantic relationship with all the other terms of a given window of context. Both these approaches have been evaluated in the experimental section. The main advantage of the WSD algorithm is its ability to infer a correct semantic of a document, by deducing the correct meaning, or sense of words contained in the documents. This is extremely helpful in documents where keywords suffer the problem of polysemy. A possible limitation of the algorithm instead is the computational load needed to perform it, since the computation of such score for each pair in the collection of documents could be a potentially heavy-demanding task. However, it should be noted that such operation is typically
executed off-line and doesn’t have strict real-time requirements. Moreover, the variant proposed for the window of context looks straight into this direction, that is to speed up the algorithm making it more efficient while keeping intact its effectiveness.

3.8 Textual topic detection

The purpose of the Textual Topic Detection module is to recognize the main topic (i.e. Topic Concept) of the analyzed document represented by a concept in our knowledge base.

Figure 9 shows the module tasks.

The first step is the tokenization used to obtain the list of terms in the document. The terms are sent to the Word Sense Disambiguation module (see Section 3.7), to find the right meanings of the terms. For each of them the system generates a DSN using
the SN Extractor (see Section 3.6) based on our knowledge base (see Section 3.4). The system builds a DSN from each recognized concept (seed concept) and it calculates the intersections between the generated semantic networks counting the number of common nodes. The common nodes represent the degree of representation of the considered concept (i.e. the corresponded DSN) with respect to the whole document. This measure is called Sense Coverage. The number of common concepts would facilitate more generic concepts because a large DSN will be generated from them. For this reason a scaling factor is used depending on the depth of the seed concept (depth), calculated as the number of hops to the root of WordNet considering only hypernymy relationships. Thus, the Topic Concept will be the concept having the best trade-off between SenseCoverage and Depth.

The used formula is shown in (3):

$$\text{TopicConcept} = \max(\text{Depth}(C_i) \times \text{SenseCoverage}(C_i))$$  \hspace{1cm} (3)

where $C_i$ is the i-th concept returned from WSD. We consider only the Noun lexical category because we argue that it is more representative of the documents subject [13].

The pseudo-code of the implemented algorithm is shown in Algorithm 2.

---

**Algorithm 2 Textual Topic Detection Algorithm.**

1: procedure TOPICCONCEPT(ConceptList)
2: \hspace{1cm} BestConceptScore = 0
3: \hspace{1cm} for each concept $C_i$ in ConceptList (after WSD) do
4: \hspace{2cm} Score$C_i$ = 0
5: \hspace{2cm} DSN.$C_i$ = BuildDSN($C_i$)
6: \hspace{2cm} Cover$C_i$ = 0
7: \hspace{2cm} for each concept $C_j \neq C_i$ in ConceptList do
8: \hspace{3cm} DSN.$C_j$ = BuildDSN($C_j$)
9: \hspace{3cm} NumberOfCommonConcept = Match(DSN.$C_i$, DSN.$C_j$)
10: \hspace{3cm} Cover$C_i$ = Cover$C_i$ + NumberOfCommonConcept
11: \hspace{2cm} end for
12: \hspace{2cm} Score$C_i$ = depth($C_i$) * Cover$C_i$
13: \hspace{2cm} if BestConceptScore < Score$C_i$ then
14: \hspace{3cm} BestConceptScore = Score$C_i$
15: \hspace{3cm} TopicConcept = $C_i$
16: \hspace{2cm} end if
17: \hspace{2cm} end for
18: return TopicConcept
19: end procedure

---

As previously explained, this algorithm benefits from the semantic network generated from the WSD algorithm to compute the coverage between a limited number of concepts, already well-defined from a semantic point of view. Moreover, the algorithm includes a trade-off factor which mitigate the problem of favoring more generic concepts in topic identification. As a consequence, the performance of this algorithm are bound to the goodness of the WSD algorithm. For this reason, we also tested its performance without the WSD step, as it will be shown when discussing the results in Section 4.
3.9 Visual topic detection

This module employs visual representations of a concept and it uses multimedia features extracted from them to recognize the document topic. Figure 10 depicts the main aspects of the process.

The images are taken from the document and sent to the Visual Matcher module, which estimates the similarity with respect to the knowledge base visual collections. The result of the matching is a list of concepts retrieved by the Visual Topic Detection module which, with an appropriate semantic analysis, computes for each of them a score based on sense coverage, depth, matching measure and frequency.

The Visual Matcher analyzes an image using a set of multimedia features extracted using a Feature Extractor. These features are compared with the ones in the system knowledge base through a distance metric which measures the proximity between two points belonging to the same metric space (i.e. the feature space).

Since every visual node in the database is linked to a concept, the result is a list of concepts, sorted by the evaluated metric. Three types of metrics have been used: manhattan, euclidean and cosine.

An image appears to be more specific than a textual content but it shares some characteristics with different concepts from a visual features point of view. The Visual Matcher is in charge of assigning the right meaning to a visual representation, as well as the Word Sense Disambiguation with text. On the other hand, the Visual Topic Detection is used to increase the accuracy of the results. It performs a semantic analysis starting from the list of the most relevant concepts returned by the matching phase as for the Textual Topic Detection.

For each concept returned from the matching step, we compute a score and, as in the case of text, the TopicConcept is determined by the largest sense coverage. The score is computed with a formula that represents an extension of the one presented in the textual case. The used parameters are listed below:

- **Sense Coverage**: semantic analysis between concepts. The number of common nodes between concepts is counted starting from the extraction of their subnets with the help of the SN Extractor module, as in the textual case;
- **Depth**: the specialization of the concept calculated as the number of hops to reach the root node of the WordNet hierarchy;
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Frequency: given the multiple visual representations for each concept, the matcher can return the same concepts in the ordered classification. These concepts are merged, increasing their frequency, calculated as the number of times that the same meaning is present in the ranking;

- Distance: the value included in [0,1] (0 indicates that they are the same, vice versa 1), represents the similarity between two images represented in the same metric space, returned by the matching phase. If a concept is present several times the average will be assigned as score.

These parameters are calculated for each concept and the score is expressed according to (4):

\[
\text{TopicConcept} = \max((1 - \text{Distance}) \cdot \text{SenseCoverage} \cdot \text{Depth} \cdot \text{Frequency}) \tag{4}
\]

The role of this component is to smooth possible mistakes in the matching phase. The main topic assigned to images in a document will correspond to the concept that will have a higher degree of relatedness from both semantic and visual properties point of views.

The textual and visual classifiers have been combined using an ad-hoc module. Figure 11 shows a functional scheme for the combining procedure.

The score of each concept calculated during the textual and visual topic detection processes is normalized with respect to returned the best score, and it is normalized in the [0,1] interval. The combination of textual and visual classifications can be performed according to various schemes. In our experiments we use \textit{SUM} and \textit{OWA} operators [73].

### 3.10 Semantic tag cloud summary

The proposed approach based on Semantic Tag Clouds differs from the normal tag cloud in the evaluation of the relevance between terms taking into account meanings (concepts). For its implementation we need to define a metric that combines statistical and semantic properties of terms in a document, whose value is used to resize the font of the terms. The proposed equation is based on two parameters: the Syntactic-Semantic Grade (SSG) and the Semantic Relatedness Grade (SRG). The SRG, described in Section 3.7, indicates the degree of semantic relatedness between a term and the rest of a document. The SSG defines the relevance of a term in a document combining statistical and semantic information. The metric proposed in [66] has been improved adding the contribution of semantics properties as the degree of polysemy that can be considered as a measure of the ambiguity in the use of a term if it can assume several senses.

Thus we define the reciprocal of the polysemic degree \(\omega_i\) of the term \(i\) as:

\[
\omega_i = \frac{1}{\text{poly}(i)} \tag{5}
\]

\(\text{poly}(i)\) being the polysemy (number of senses) of \(i\).

As an example, the word \textit{dog} has seven senses in our knowledge base. Assuming that all meanings have equal importance and occurrence, the probability that this word is used to express a specific meaning is equal to 1/7.

The used formula is expressed in the following (6):

\[
\text{SSG}_{i,k} = \frac{(0.5 + 0.5(TF_{i,k}/TF_{max,k})) \cdot \omega_i}{\sqrt{\sum_{i \in k}(0.5 + 0.5(TF_{i,k}/TF_{max,k}))^2(\omega_i)^2}} \tag{6}
\]
where $k$ is a generic document, $i$ is the $i$-th term of the $k$ document, $TF_{i,k}$ is the Term-Frequency, the number of times the term $i$ is present in the document $k$; $TF_{max,k}$: the maximum frequency present in the document $k$; $\omega_i$: degree of polysemy of the term. More concepts are associated with a term the higher the degree of polysemy;

As we can see, the value of this factor is in the interval $[0,1]$ but its denominator is similar to the sum of the SSGs of all the terms, hence its score will return values closer to 0 than to 1. The $SRG$, on the other hand, assumes theoretical values in the range $[0, \infty]$. Therefore, we have to normalize these parameters, as shown in (7):

$$\text{norm} = \frac{P_{i,k} - \min_k}{\max_k - \min_k}$$ (7)

where $P$ represents either the SSG or $SRG$ parameter, while $i$ and $k$ have the usual meaning as previously expressed. This normalization was chosen because we are interested in the measure of the difference of relevance between document terms in the same interval in order to compare the two parameters on the same scale.
At this point we are able to define in (8), the Global Score \(GS_{i,k}\) of a term \(i\) in the document \(k\) as:

\[
GS_{i,k} = \frac{SSG_{i,k} + SRG_{i,k}}{2}
\]  

(8)

Since the result of the sum can belong to the interval \([0,2]\), it is divided by its maximum value to have a normalization in the same interval of other parameters. The term with the best overall score represents the one that contains the best combination of statistical and semantic information in the context in which it is presented. Once all the GSs are calculated for each term of the document it will be possible to generate a Semantic Tag Cloud Summary. The knowledge base is further used to add to the analyzed terms their synonyms to enrich the informative content of the Semantic Tag Cloud. Moreover, the tag clouds have been extended representing a concept with a visual representation.

### 3.11 Semantic tag cloud category

Semantic tag clouds are also used to synthesize and display a list of documents clustered around the common main topics retrieved from the fetching phase. In this case, the font size indicates the number of documents in the collection belonging to a topic. Figure 12 shows the involved modules.

Given a user query, the fetcher retrieves a list of relevant documents. For each of them, the topic detection task is performed to determine the main topic. The number of documents with the same topic (i.e. frequency) is calculated and it is used to set the font size of the word representing the concept. The purpose of using this kind of topic categorization and visualization through semantic tag clouds is to help the user in the browsing process.

### 3.12 Use case example

The proposed example simulates the behavior of a user while browsing the information content provided by the system. We want to show a real use case example based on the proposed algorithms, interface and knowledge base. The data set is limited to documents belonging to the animal domain.

In this scenario, the user is interested in the retrieval of general information about dogs. With this regard, he/she submits a query by typing the term “dog”. This query type is known as single word query. The query is passed to the fetcher which retrieves all documents where the term dog is present. A Semantic Tag Cloud Category is generated from the list of documents retrieved using the topic detection task to classify each document with the related topic concept. The result is shown in Fig. 13.

As explained in Section 3 about the STCC module, the font size indicates the number of documents belonging to a certain category. The tag clouds based on a relation to the terms with semantic meanings is extended with a visualization by images. In this scenario, the user, interested in knowing the domain of “dogs”, may not be able to understand the meaning from the textual view only given the names of the breeds often not immediately related to a specific dog. In fact, he/she learn the true concept viewing the glossary, reports and other multimedia representations. Starting from the Semantic Tag Cloud Category it will acquire a partial knowledge of the various categories associated to the typed query. In Fig. 14 some simulated actions of the user during his research process are shown.

In [68] it was observed that creating a tag-based search system means that the processes of scanning and clicking on tags are easier than new query formulations. The user, once
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acquired general information from the categories, can simply select the domain of interest rather than writing a new query, following the conceptual process of his/her navigation. Assuming that the user is interested in a particular breed of dogs, for example to “Spitz”, he/she can click on the related tag to view the Semantic Tag Cloud Summary of all the documents belonging to that category. The STCS operations are the same of those of the STCC except for the left-click event in which the original document will be displayed. Figure 15 shows the result of an STCS of one of these documents, the Keeshond, a sub-branch belonging to the spitz breed, and the operations that can be performed on the tag clouds. In addition, the original Wikipedia document is displayed.

In our tag clouds representation, the size of a term related to a concept represents its semantic and statistical relevance in the document compared to the other terms. In this example, the main features provided by the system are shown. In fact, we can see the basic role of the lexicon-semantic knowledge base. It is a fundamental element for textual and visual document classification, subnets generation and additional semantic information retrieval. Starting from a concept, all its topological paths are obtained with a simple query, thanks to which it is possible to categorize the documents at different levels of granularity. Moreover, using our semantic network, a concept can be expressed through multiple multimedia representations.

4 Experimental results

In this section we discuss the results of several experiments carried out to evaluate the performances of our framework. We have tested our system using well defined data to represent a real use of the proposed algorithm and metrics. Furthermore, to allow a comparison between different approaches, the performance of the developed classifiers have been
evaluated by appropriate standard measures. We perform our experiments on the following system components:

- Textual Topic Detection;
- Visual Matcher;
- Visual Topic Detection;
- Combined Topic Detection.

To evaluate the accuracy of the system outputs, the outputs must be compared with a ground truth. We choose to carry out the evaluation task using a test set of previously cataloged documents to perform a comparison with the results by our system using the proposed
approach. To accomplish this goal, documents in the ground truth should have multimedia contents, in particular text and images. In this way, it will be possible to perform tests for all the components listed above. Hence, to build such a collection, we fetched documents from Wikipedia. In order to associate the document topic with the concept of the ontology, we query the knowledge sources and extract the necessary contents. We extract the
DSN identified by a concept of the knowledge base. For each concept we query BabelNet [51], a knowledge base that integrates more than 20 semantic networks, including WordNet, WikiPedia and DBPedia. BabelNet has been used to preserve the consistency of the concepts in the proposed knowledge base through the WordNet ID. In this way we ensure that the topic of downloaded documents is related to the corresponding WordNet synset. Given the WordNet ID, the BabelSynset is retrieved together with a field for each integrated external source. In particular, the ID of Wikipedia document. Using this ID we can download the multimedia document related to the concept. We use a SPARQL [5] query to access to DBPedia information directly connected to Wikipedia and retrieve the textual component. In other words, BabelNet is used as a semantic bridge between WordNet and contents retrieved from external sources to automatically build our test set in an automatic way, without human experts or manual construction of labeling documents. Moreover, images are fetched from the Wikipedia html document through the Jsoup library [32].

The result of this algorithm is a list of multimedia documents whose structure is composed of the following fields:

- **Title**: title of the document;
- **Body**: text of the document;
- **Images**: list of images associated to the document (three images have been downloaded for each document);
- **ActualConcept**: the main topic linked to the implemented knowledge base.

The animal domain has been chosen because it is the most populated conceptual domain both from a textual and visual point of view. It is represented by the concept “animal” in the knowledge base. Each single document with its structure is stored in the file system in JSON format.

Table 5 shows general statistics about the test set.

The aim of our results analysis is twofold and it is obtained by two strategies.

In the first strategy our goal is to visualize the ability of the topic detection to properly classify a document. Since the topic detection is an algorithm mainly used for the categorization of documents through the Semantic Tag Cloud Category component, the prediction of a more generic concept belonging to the hierarchy of the expected one has also been considered correct. It has been calculated through a topological analysis of the related path, in particular if it presents only hypernymy relationships. In this way it is possible to calculate the **accuracy** as the number of correct predictions.

In the second strategy we want to perform a qualitative analysis of the classifier. In other words, we want to measure the accuracy in terms of hierarchical proximity between the predicted and the expected concept. For example, if a document about “beagle” is classified

| Field         | Value |
|---------------|-------|
| Num. Documents| 1102  |
| Avg length Doc.| 754.15 |
| Max length Doc. | 1072  |
| Min length Doc. | 353   |
| Num. Images    | 3306  |
| Avg Images     | 3     |
as *dog*, it would be a correct prediction but certainly less specific than *beagle*. Therefore, the semantic similarity is calculated among the correct evaluated classifications considering only the hypernymy relation to **assess how far is the predicted topic from the actual one**.

The testing process has been completely automatized and developed with Java procedures with the support of Neo4J library for querying the knowledge base using Cypher language. All documents in the dataset have been analyzed by the classifier to have the related topic concept; it is compared with the expected topic and the two measurements listed above are evaluated.

The metrics have been implemented through the Cypher query, shown below, which extracts from the ontology the hierarchical path consisting only of hypernymies between the classification returned by the classifier and the expected concept in the ground truth.

```
MATCH
  path=shortestPath((actual :CONCEPT)- [ :HYPERNYM*] - >(predicted :CONCEPT))
WHERE
  actual .IdConcept = {idActual} ANO
  predicted .IdConcept = {idPredicted}
Return path
```

Figure 16 shows some examples to better understand our strategies.

We assume to classify a document that has as main topic the concept *beagle*. Three examples are presented. For each of them, the classified concept is drawn in orange while the expected concept in green. In the case (A) the query will return an existing path between the *dog* and *beagle* concepts. Since the path is a part of the semantic network about the *animal* domain, the prediction is correct and the semantic distance is calculated in terms of the number of hops between the two concepts.

In the case (B), a hypernymy path is found between *organism* and *beagle* so it should be evaluated as correct, but since it is a more abstract subject than *animal*, it is considered wrong. This is shown by the *animal* node in the path returned by the query. In the case (C), even if the *tiger* concept is belonging to the *animal* domain, the classification is wrong because the path will consist of both hypernymies and hyponymies, in fact the query will not return any result.

The test process consists in evaluating the two strategies according to the methodology before explained for each document in the test set. The *animal* node has been used as conceptual boundary. The second strategy is performed to assess the topic recognition if a classifier tends to predict generic or specific concepts in terms of average number of hops.

### 4.1 Visual matcher testing

The test of this component is able to measure the performance of metrics and features used to represent an image. The measures are performed on each image in the test set using 3306 examples. Figure 17 shows the accuracy computed on the test set.

The experimental results show that the *JCD* feature with the *cosine similarity* metric is the more accurate than the other combinations, immediately after we have *CEDD* with the *euclidean* distance. In general the visual matching do not show high accuracy. We argue that the reasons are:

1. hardware restrictions: it was not possible to analyze all images from *ImageNet* at this stage of our research; the number of images have been limited at 15 for each concept;
2. quality of visual representations: several images in ImageNet do not represent in a clear way the associated concept;
3. global features: the use of global features, combined with the quality of some images fails to obtain good results.

From a technical point of view, such a behavior is natural and predictable. In particular, considering the third reason above discussed. In fact, global features are compact descriptors, i.e. vectors of numbers, extracted from images considering them as a whole and hence considering also noising elements, such as background of the image, etc. On large data collections with a high number of classes, global features don’t have a high discriminating power. However they have the advantage of being fast for computing distances because of their compactness, which is an important factor to consider in large databases.

The results are shown in Table 6.
The best combinations of feature and metric, i.e. JCD-C, CEDD-E and JCD-E, have been chosen to test the visual topic detection algorithm.

### 4.2 Test topic detection

This section describes the results of textual, visual and combined topic detection tasks. The aim is to evaluate the differences between the respective modules and to show that the combination of textual and visual analysis gives better performance than the single classifiers. The total number of documents used in our experiments, as reported in Table 5, is 1102.

#### 4.2.1 Visual topic detection

In our approach, given the list of concepts obtained during the matching phase, a semantic analysis is performed between them. If a document has more than one image, a merging
operation of individual results is performed before executing the semantic analysis. If the same concept is present in two different lists, the two instances are joined together, increasing frequency and averaging their scores. In this way, a single concept is predicted for the visual contents of a document.

Three different visual topic detection tests have been carried out with different features and metrics. The combinations that achieved better accuracy from the visual matcher test in Section 4.1 have been selected and the results are shown in Fig. 18.

It is interesting to notice that the results are close among different combinations of descriptors and distance metrics and they follow the ones obtained in the matching phase. In particular the feature \textit{JCD} with the \textit{cosine similarity} metric gives the best accuracy as also shown in Table 7.

It is also worthy to notice another trend from results in Table 7. There is an increase in the average path for all the combinations. This is due to the topic detection algorithm which tends to generalize the concept classification.

### 4.2.2 Textual topic detection

We test textual topic detection using two scaling strategies of the document dimension. The first is to calculate the \textit{SRG} of a sense related to a term by semantically comparing it with all the terms of the whole document. The second one uses a window of context (WOC). In this case the used window corresponds to a grammatical period. The end of a period is identified by punctuation marks.

In Fig. 19 the accuracy of the two strategies are shown.

The textual WOC topic detection has a better accuracy and the results are in Table 8. As discussed in Section 3.7, the main purpose of using of a window of context is to increase the speed of execution of the algorithm lightening its computational load. The results shown in

| Combination | Accuracy | Num.Correct | Average Path |
|-------------|----------|-------------|--------------|
| JCD-C       | 0.2686   | 296         | 1.02         |
| CEDD-E      | 0.2186   | 241         | 0.86         |
| JCD-E       | 0.2023   | 223         | 1.11         |
Fig. 19 and Table 8 also prove that we got a secondary beneficial effect, that is the improvement of accuracy in textual topic detection. Such a behavior was also unsurprising, since we expect words in sentences to follow a sort of principle of locality, i.e. words semantically closer also appear closer in text.

Our textual topic detection algorithm has been compared with standard baselines presented in literature to put in evidence its performances. A robust analysis of these results allow us to have a more accurate and reliable measure of the effectiveness of our framework. We use for our purposes two standard algorithms widely used in document analysis: LSA-Latent Semantic Analysis [41] and LDA-Latent Dirichlet Allocation [6] used for textual topic detection of documents. LSA is a document vector representation technique based on the bag-of-words model. The method use the SVD (singular value decomposition) approach in order to identify relational models between words and concepts contained in a document. LSA is based, like other statistical topic-modeling models and algorithms, on the principle that terms used in the same context tend to have similar meanings. LDA is a model for text mining based on statistical approach. The basic idea is that each document can be modeled as a mix of topics and each topic represents a discrete probability distribution of the terms that compose it. As for LSA, also in LDA the document follows a bag-of-words approach.

The results obtained from experiments are in Table 9.

The same results are shown in Fig. 20.

The results show that our approach outperforms both LSA and LDA. In fact, our approach exhibits an accuracy of 0.55 where LSA and LDA only achieve an accuracy of 0.29 and 0.37 respectively. LSA shows good performances in the average path. This last consideration is very important to understand the nature of our approach since it shows the conceptual difference with other algorithms. In fact, our approach exploits semantics information to better understand the semantic context of document topics, allowing more general concept classification but still correct; in this context other algorithms fail. On the other hand, it should be also considered that the value of accuracy for LSA and LDA is affected by

### Table 8 Summary table of textual topic detection test

| Combination | Accuracy | Num.Correct | Average Path |
|-------------|----------|-------------|--------------|
| Textual TD WOC | 0.5544   | 611         | 1.84         |
| Textual TD   | 0.4927   | 543         | 1.95         |
the impossibility of associating some topics generated by the model with the corresponding WordNet concepts. In our vision this is a hard drawback because they neither give a good level of formalization nor a sufficient degree of generalization.

Moreover, we argue that LSA can only partially capture polysemy (i.e., multiple meanings of a word) because each occurrence of a word has the same meaning due to the word being represented as a single point in space. The behavior results in the vector representation being an average of all the different meanings of a term in the corpus, which can make it difficult for comparison [41]. Other limitations is in the bag-of-words technique, where a text is represented as an unordered collection of words.

The experimental results show a clear difference between text and visual classifiers and their evaluation is used to choose the weights assigned in the combination function. On the other hand, textual analysis has a higher, and therefore worse, average path than the visual one, putting in evidence that images represent a more specific way to represent a concept than textual content.

### 4.2.3 Combined topic detection

In the previous subsections we provide comparisons and explanations for each single component of our topic detection approach providing results to show the improvements of our algorithms. Now we are in the position to test the use of combined multimedia information and have a reliable evaluation of possible strategies.

The combination features used in our work have been described in section 3. Moreover, it is possible to define some schemes in which the visual and textual classifiers can be classified to improve the whole system performance. In particular, it is possible to exploit

| Algorithm          | Accuracy | Num.Correct | Average Path |
|--------------------|----------|-------------|--------------|
| LSA                | 0.294    | 324         | 1.48         |
| LDA                | 0.37     | 407         | 1.66         |
| Our Textual TD WOC | 0.5544   | 611         | 1.84         |
the text content to restrict the domain of the visual matching and evaluate the multimedia features only among the visual representations of the concepts in the textual document. The following schemes have been defined and tested:

- **After WSD**: after the WSD process execution, all the concepts associated with each term in the document are used as domain for visual matching. In this scheme, visual topic detection depends not only by the textual content but also by the performance of the Word Sense Disambiguation module;

- **Before WSD**: after the tokenization phase and before the execution of the WSD process, the set of all senses of each term contained in the document is used as a visual domain for matching. In this scheme the visual topic detection is dependent by the text content but independent by the the WSD module;

- **Normal**: matching is applied to the whole domain without any restrictions. Textual and visual topic detection are completely independent.

The techniques used to combine our classifiers are **SUM** and **OWA** operators. Each proposed scheme has been evaluated with various combinations of weights associated with textual and visual classifiers, except for OWA operator using a fuzzy logic approach. Table 10 shows the used weights.

Combination A is used in the tests previously shown in which the textual topic detection showed better performance; with the combination B we want to increase the difference in the trust between classifiers. The combination C is a balance between the scores of the two classifiers. Furthermore, a combination with the OWA operators (scheme indicated with the letter D in Fig. 21) has been tested using the weight vector \( \vec{w} = [0.35, 0.65] \). We perform a total of 12 types of combinations for our tests.

![Fig. 21](image-url)  
*Fig. 21* Accuracy of combined topic detection
Table 11 Summary table of combined topic detection test

| Combination  | Accuracy       | Num.Correct | Average Path |
|--------------|----------------|-------------|--------------|
| C-Before WSD | 0.83030853     | 915         | 1.33         |
| D-Before WSD | 0.81488203     | 898         | 1.28         |
| C-After WSD  | 0.78493648     | 865         | 1.36         |
| D-After WSD  | 0.74682396     | 823         | 1.34         |
| A-Before WSD | 0.60526316     | 667         | 1.61         |
| A-After WSD  | 0.60344828     | 665         | 1.56         |
| B-Before WSD | 0.58352087     | 643         | 1.57         |
| B-Normal     | 0.57441016     | 633         | 1.66         |
| B-After WSD  | 0.56352087     | 621         | 1.54         |
| A-Normal     | 0.49364791     | 544         | 1.66         |
| C-Normal     | 0.23139746     | 255         | 1.15         |
| D-Normal     | 0.18239564     | 201         | 1.17         |

The schemas without restrictions have a low accuracy. In particular, the normal schemas present a very low accuracy for the C and D combinations that correspond to the balanced weights of the fuzzy logic values. This is confirmed by the performance found in the previous tests on visual topic detection. The normal schema B has an accuracy comparable with the textual one in which there is a significant difference between the weight values.

The best results are given by the Before WSD and After WSD schemas. Table 11 shows the results values.

The Before WSD schemas with balanced weights among the classifiers are the ones with greatest accuracy because the restriction of the domain of visual matching only on the senses contained in a document improve the performance of visual topic detection.

A comparison of the best combined, textual and visual topic detections strategies is shown in Table 12.

The combination of textual and visual classifier shows excellent results compared with the single ones. Moreover, the combined classifier provides an improved quality of results accuracy also in terms of Average Path. This is due to the contribution of visual analysis in a restricted domain of the textual document content. In general, the experiments have shown that visual topic detection should not be used alone, but it can give a very useful contribution in combination with the textual topic detection due its intrinsic precision in the concept representation (i.e. low polysemy). Some results on the use of our approach from

Table 12 Summary table of textual topic detection test

| Combination       | Accuracy       | Num.Correct | Average Path |
|-------------------|----------------|-------------|--------------|
| C-Before WSD      | 0.83030853     | 915         | 1.33         |
| D-Before WSD      | 0.81488203     | 898         | 1.28         |
| Textual TD WOC    | 0.55444646     | 611         | 1.84         |
| Visual TD JCD-C   | 0.26660254     | 296         | 1.02         |
a user point of view is discussed in [59] where empirical experiments to measure the user satisfaction have been presented.

5 Conclusion and future work

The use of synthetic representations for retrieved documents to satisfy user information needs is a basic tool in information retrieval processes to provide a solution to the information overload. In this context, the combination of formal knowledge representations, semantic analysis tasks and document visualization tools offer a concise view of contents and help people to find and understand information from original documents in an easy way.

In this paper a new strategy based on Visual Semantic Tag Cloud is proposed to visualize and browse categories and summaries generated by multimedia documents.

A fully-modular system architecture is proposed, covering all aspects typical of information retrieval systems. Novel metrics and algorithms to categorize information have been proposed based on textual and visual analysis.

A real use case to show the use of the system has also been proposed and discussed. Furthermore, the summary generation task uses a combination of semantic and statistical analysis. In general, Visual Semantic Tag Cloud offers a quick and accurate way to render document contents giving an overview of large amount of data with less cognitive effort.

Extensive experiments have been carried out to test several modules of the proposed system both on quantitative and qualitative dimensions, considering effective metrics for this kind of evaluation. Results for visual matching through global features show that there is the possibility for large improvements for this task considering different kind of features. The topic detection task has been also evaluated in all its aspects. First single testing of visual topic detection and textual topic detection has been carried out to assess them separately. The latter has been also compared with different classification schemes and state-of-the-art techniques, such as LSA and LDA algorithms. The obtained results have been very encouraging, showing better performances of our algorithms and techniques with respect to other state of art algorithms. Further experiments have shown that our proposed combined approach presents more important improvements both for a general accuracy and for the specificity of the classification. The tests have been performed on a real domain fully populated from a conceptual point of view a represented in different formats (i.g text and images).

In addition, a semantic network representation has been proposed based on a formal multimedia model in which the concepts are represented in textual and visual form. In this way, it is possible to implement the proposed semantic analysis algorithms and retrieve additional information with multimedia representations.

Given the observation made about visual results obtained using global descriptors, future works will be focused on the use of other multimedia features based on local descriptors, e.g. SIFT, SURF, SIMPLE and features extracted from activation layers of deep neural network architectures for image classification. In this context other application domains as semantic object recognition will be investigated using also other kinds of devices [63] together with the improvement of our knowledge base with specific conceptual domains [12, 61]. Moreover, we are interested in extending our knowledge base with other data formats such as audio data and implement smart human-computer interfaces. Audio features would play the role of further “sign” for representing the knowledge of abstract concepts. The inclusion of such novel kind of data would allow the analysis of other kind of multimedia-rich documents for multimodal retrieval.
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