Limits of Predictability of a Global Self-Similar Routing Model in a Local Self-Similar Environment
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Abstract: Regional Distributed Hydrological models are being adopted around the world for prediction of streamflow fluctuations and floods. However, the details of the hydraulic geometry of the channels in the river network (cross sectional geometry, slope, drag coefficients, etc.) are not always known, which imposes the need for simplifications based on scaling laws and their prescription. We use a distributed hydrological model forced with radar-derived rainfall fields to test the effect of spatial variations in the scaling parameters of Hydraulic Geometric (HG) relationships used to simplify routing equations. For our experimental setup, we create a virtual watershed that obeys local self-similarity laws for HG and attempt to predict the resulting hydrographs using a global self-similar HG parameterization. We find that the errors in the peak flow value and timing are consistent with the errors that are observed when trying to replicate actual observation of streamflow. Our results provide evidence that local self-similarity can be a more appropriate simplification of HG scaling laws than global self-similarity.
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1. Introduction

Advances in radar rainfall meteorology in the last two decades have given rise to an unprecedented accuracy of space-time in precipitation fields estimation [1–3]. Those advances have been reflected in the ever-increasing accuracy of hydrological models to simulate watershed response to rainfall events [4–7]. However, the spatially distributed hydrological models that use radar-based information as input still have difficulties predicting critical aspects of the hydrograph, including peak magnitude and time to peak [8–10]. The prediction of the timing of the hydrograph, including the time that peak flow will arrive at a locality, is critical information that first responders to flood catastrophes need to determine the type of mitigation strategies that can be deployed. These include road closures, evacuations, temporary levees, use of temporary water storage, or re-routing.

The Hillslope-Link Model (HLM) is a prototype operational model implemented and maintained by the Iowa Flood Center. The HLM is a distributed hillslope-scale rainfall-runoff model that partitions the state of Iowa (located in the United States Midwest) into half a million individual control volumes following the landscape decomposition outlined in [11]. The model is parsimonious, using ordinary differential equations to describe transport between adjacent control volumes. This characteristic reduces the computational resources needed by capturing the essential features of the rainfall-runoff transformation; it uses only a few parameters to obtain acceptable results. The model partitions the river network into river links (the portion of a river channel between two junctions of a river network) and the landscape into hillslopes (adjacent areas that drain into the links). Mass conservation equations give rise to the system of coupled non-linear ordinary differential equations that represent changes in the water storage in the hillslope surface ($S_{surf}$) top soil ($S_{top}$), deep soil ($S_{deep}$). Additionally,
water streamflow \((q)\) along the channel links \((i)\) of the river network is non-linear and governs how channel links propagate water through the river network. Formulated in the context of a mass conservation equation developed by [12], it uses the water velocity parameterization given by [13].

Forecasts produced by the HLM are shared with the National Weather Service. Although, we have succeeded at predicting the magnitude of the peak flow for multiple events (including predicting the 2016 flood in Eastern Iowa with KGE (Kling Gupta efficiency) values between 0.40 and 0.75), predicting the timing of the crest has proven challenging. Figure 1 shows the average time difference between the observed and forecasted time of arrival of the flood crest (peak flow) at 120 gauged locations in Iowa between 2008 and 2018. Our hydrological model relies on a major simplification of the routing equation [13] originally developed to test scaling theories in floods. The formula simplifies routing in the river network as a single equation with three parameters assumed as constant for the Iowa Water Domain. Coupled with radar and meteorological forecasts, the simplification allows updating predictions for the state every 15 minutes for 20 days ahead of time horizon [14,15].

![Figure 1](image.png)

**Figure 1.** Averaged time difference between the observed and HLM forecasted time of arrival for 120 USGS (United States Geological Survey) stations for the 2016. Screenshot taken from an HLM evaluation displayed on the Hydrovise web platform [16] (IFC HLM development link: http://visualriver.net/). The averaged time difference is the lag (in hours) on the simulated streamflow that maximizes the correlation with the observations.

In principle, modeling distributed flows in a river network would require solving a system of partial differential equations (e.g., Saint-Venant Equations, 2D-diffusive wave) which requires prescribing high-resolution hydraulic geometry, including riverbed bathymetries, and local drag coefficients, which would require millions of parameters to be prescribed in the model. Thus, it is surprising that the simplifications of the routing equation (non-linear reservoir) with only three parameters captures all major streamflow fluctuations (including major floods) across multiple spatial scales [14]. For all its value, the simplification leads to limits in predictability of the correct time of arrival of the flood crest, and its magnitude.

The simplification of routing equations relies on the existence of scaling laws in hydraulic geometry [17] which has been observed in data sets around the world. Typically, hydraulic geometric datasets that are used to determine scaling parameters are sparse and cover small geographical
114 parameters). We then attempt to predict model generated streamflow fluctuations from the virtual
watershed using a global-similarity model (1 region, 3 parameters). We aim to determine if the type
of hydraulic geometric measures such as channel width, slope, and friction, with different scaling
parameters for different sub-catchments within a larger watershed. In contrast, the global self-similar
assumption implies that all regions within the watershed obey the same scaling laws.

We use high-quality precipitation fields (Stage IV [25]) to test the predictability of flood peaks and
time to peak in the South Skunk basin using the operational configuration of the HLM model. A virtual
catchment is created using the local self-similarity concept to define its hydraulic geometry (38 regions,
114 parameters). We then attempt to predict model generated streamflow fluctuations from the virtual
watershed using a global-similarity model (1 region, 3 parameters). We aim to determine if the type
of errors that result from trying to predict a local self-similar world using a global self-similar model
are in the same order of magnitude and follow similar patterns to those observed in the operational
setting. Our work is a first step needed to determine the gains in precision that can be expected from a
more accurate prescription of regional scaling parameters for Hydraulic Geometric variables.

The paper is organized as follows. In Section 2, we describe the preliminaries and background,
in Section 3 we describe our methodology, which includes the setup of the local self-similarity setup,
the comparison scenarios, and the HLM setup. In Section 4 we present our results and we discuss
about them. Finally, in Section 5 we present our conclusions.

2. Preliminaries

HLM solves the rainfall–runoff partitioning (see Figure 2a) at the hillslope scale and solves the
streamflow routing in the channels (see Figure 2b) using an ODE (Ordinary differential equation).
The rainfall–runoff partition depends on the interaction between the ponded, topsoil, and soil storages
\( S_p, S_T, \) and \( S_w \), respectively). The streamflow routing depends on the mas transport and the routing
equations. The mass transport (Equation (1)) relies on the flow velocity \( \dot{v} \), the channel link length
\( l \), the hillslope area \( A_h \), the upstream streamflow \( q_u \), and the hillslope ponded and subsurface
fluxes \( q_{pl} \) and \( q_{dl} \), respectively). Channel routing (Equation (2)) relies on calculating flow velocity \( \dot{v} \),
which depends on the streamflow \( q \) \( (m^3 s^{-1}) \), the link upstream area \( A \) \( (km^2) \) and three local parameters.

\[
\frac{dq}{dt} = \frac{\dot{v}}{l(1 - \lambda_1)} \left[ -q + (q_{pl} + q_{dl}) A_h + q_u(t) \right] 
\]

(1)

\[
\dot{v} = v_0 q^{\lambda_1} A^{\lambda_2} 
\]

(2)

The parameters represent the systematic change in hydraulic geometry properties. They are the
reference speed \( v_0 \) \( (m s^{-1}) \), the streamflow exponent \( \lambda_1 \) \( (dimensionless) \), and the upstream area exponent
\( \lambda_2 \) \( (dimensionless) \). According to field data, the value of \( v_0, \lambda_1, \) and \( \lambda_2 \) could vary across watersheds and
sub-watersheds [26]. However, it would be very difficult (if not impossible in some cases) to determine
their value for all the channels in the river network, thus average parameters are used for the entire
river network. This implies an assumption of global self-similarity in the hydraulic geometry [14].

Under the assumption of global self-similarity, the HLM performance can change from one event
to the next. For example, using the constant parameters of \( v_0 = 0.3, \lambda_1 = 0.2, \) and \( \lambda_2 = -0.1 \) the HLM
gives variations in its performance at the South Skunk watershed (Figure 3). According to Figure 4,
there is variability at the peak flow difference, and at the time to peak. The model predicted a late
arrival of the flood crest in the 2008 event and under-estimated the peak flow. On the other hand,
it overestimated the peak flow and the time to peak in the event of 2010. Finally, for the 2018 event, the model predicted an early arrival of the peak flow.

![Figure 2](image_url)  
**Figure 2.** Schematic of the Hillslope Link Model. Hydrological processes occur at the hillslope (a), and routing of the runoff follows the topology of the drainage network (b). Each hillslope drains to a unique channel or link.

![Figure 3](image_url)  
**Figure 3.** South Skunk watershed (red line) and localization (top panel). The colored squares correspond to a random rainfall event observed by Stage IV, included here to contrast the rainfall resolution with the watershed and its network. The blue dots correspond to three USGS gauge stations of Squaw creek at Ames (05470500), and South skunk River Below Squaw creek (05471000).

In Figure 4, we illustrate three cases; however, we found more variability in the errors when we look at multiple events. In Figure 5a, we compare the scaled peak flows recorded at both stations between 2002 and 2018. We scale both observed \(Q_{op} \left( \text{m}^3 \cdot \text{s}^{-1} \right) \) and HLM peak flows \(Q_{hp} \left( \text{m}^3 \cdot \text{s}^{-1} \right) \) with the observed mean annual peak flow \(Q_{op} \left( \text{m}^3 \cdot \text{s}^{-1} \right) \). With some dispersion, the results show that under the current parameters the model tends to overestimate high peak flows. Moreover, it seems that the dispersion increases with the magnitude of the peak. On the other hand, there is a significant variability at the time to peak difference \(\Delta t \) with trends around late peak flows forecasts (Figure 5b). In this case, it is uncertain if the errors were only due to the assumption of constant streamflow routing...
parameters $v_0$ and $\lambda_1$. However, previous results reinforce our idea that the distribution of both parameters have a significant influence regarding the peak flows ([26,27]).

Historically, the magnitude of the peak. On the other hand, there is a significant variability at the time to peak. In this case, it is uncertain if the errors were only due to the assumption of constant streamflow routing parameters. However, previous results reinforce our idea that the distribution of both parameters have a significant influence regarding the peak flows ([26,27]).

\[
\Delta t = t_{o,p} - t_{h,p}
\]

In this case, we suspect that the distribution of the routing parameters is responsible for a significant portion of the observed errors. However, there are multiple sources of error when we compare simulations with observations [28–31]. On the model side, these sources of error could be due to the initial conditions [9], parameters [28,32,33], and formulations. On the data side, the sources are related to the rainfall [34,35], and the streamflow observations [36,37]. All these different sources of error make it difficult to identify the relevance of the streamflow routing parameters when comparing
modeling results with observations. However, under some assumptions, it is possible to analyze the routing parameter’s importance.

3. Methodology

Our experiment consists of comparing the HLM hydrograph simulations under five different scenarios. One scenario with distributed routing parameters, three scenarios with constant parameters, and one with distributed parameters and noisy rainfall field. The scenario with distributed \( v_0 \) and \( \lambda_1 \) and without noise on the rainfall is considered as “observations” or reference. The rainfall-noise scenario and the global self-similarity scenarios represent two different sources of uncertainty.

3.1. Study Catchment and Reference Scenario

For the experiment we use the South Skunk watershed (Figure 3) which has a total area of 1457 km\(^2\). For the delineation of the watershed and its streamflow network, we use a DTM (Digital terrain model) of 90 m [38]. The watershed contains a total of 3201 hillslopes and links, with a mean area of 0.5 km\(^2\) and Horton-Strahler [39,40] orders ranging between 1 and 7 (network on Figure 3). To obtain a realistic representation of the streamflow parameters distribution over the space, we divide the watershed into sub-hillslopes. The sub-hillslopes are defined as the area draining to a channel of specific Horton order or higher. For example, if we only consider channels order 6 or higher, we will obtain three main channels, two of order 6 and one order 7 (Figure 6a). If we select order 5 or greater, we obtain nine smaller sub-hillslopes (Figure 6b). Finally, if we consider channels order 4 or higher, we get 38 sub-hillslopes (Figure 6c) with areas of about 50 km\(^2\). For our setup we choose the distribution presented on Figure 6c since it increases the local homogeneity. Moreover, this distribution has a mean sub-hillslope area of 40 km\(^2\), which is usually smaller than the typical area of a deep convective cell in the region [41,42].

![Figure 6](image-url)

**Figure 6.** South Skunk watershed segmentation into sub-hillslopes according to different Horton orders. (a) Selection of sub-hillslopes order 6 that drain to order 7. (b) sub-hillslopes of order 5 that flow to order 6. (c) sub-hillslopes of order 4 that drain to order 5.

Once we define the units to distribute the parameters, we proceed to assign \( v_0 \) and \( \lambda_1 \). To choose the magnitude of the parameters, we use the values reported by [26]. We transform the results obtained by [26], since they reported values for \( v_0 \) as a function of the upstream area assuming that \( \lambda_2 \) equal to 0. To produce the transformation, we multiply the reported values of \( v_0 \) by \( A^{0.1} \) (Figure 7a). Which implies assuming \( \lambda_2 = -0.1 \). Then for each sub-hillslope, we randomly choose the values of \( v_0 \) in function of their maximum upstream areas. For this, we divide the records of Figure 7a by taking upstream area intervals following powers of 10. From the same data, we also found that \( \lambda_1 \) has a decrease tendency for \( v_0 \) values between 0.1 and 0.3, and tends to increase when \( v_0 \) is above 0.3 (Figure 7b). Following the described trend, we randomly select \( \lambda_1 \) in function of the value selected for \( v_0 \). With this
procedure we aim to obtain a realistic spatial representation of the streamflow routing at the scale of the sub-hillslopes.

![Figure 7](image-url) Observed streamflow routing parameters for multiple USGS stations at Iowa. (a) \(v_0\) vs. the upstream area (km\(^2\)) (adapted from [26]). (b) \(\lambda_1\) vs. \(v_0\) at the same stations. The green dots correspond to the observations and the orange dots to the randomly selected values for the sub-hillslopes.

Following the described procedure, we obtain a spatial representation for \(v_0\) and \(\lambda_1\), (Figure 8 a and b respectively). This representation is our self-similarity setup in which we assume that \(v_0\) and \(\lambda_1\) are constant inside each sub-watershed. Additionally, we place control points at the outlet of each sub-hillslope (red dots in Figure 8).

![Figure 8](image-url) Local self-similarity spatial distribution of the routing parameters \(v_0\) and \(\lambda_1\) (a) and (b) respectively.

### 3.2. Comparison Scenarios

As mentioned before, we setup four scenarios to represent two different sources of uncertainty. One scenario considers the local self-similarity setup and includes noise on the rainfall input. The other three scenarios assume global self-similarity without noise at the rainfall. For the noise scenario, we modify the rainfall with a multiplicative factor that has an occurrence probability of 90% when the rainfall is above 1mm. The multiplicative factor comes from a normal distribution with the mean equal to 1 and the standard deviation equal to 0.2. Under this setup, the 90% of the noise produce an error below 30%. On the other hand, the global self-similarity scenarios correspond to the weighted mean, the 25th, and the 75th percentile of the routing parameters. In Table 1 we present the global values corresponding to each global self-similarity setup.
the rainfall is above 1mm. The multiplicative factor comes from a normal distribution with the mean and standard deviation equal to 1 and the standard deviation equal to 0.2. Under this setup, the 90% of the noise produce an estimation error below 30%. On the other hand, the global self-similarity scenarios correspond to the weighted distribution of the ratio between the assumed constant value and the values distributed for all the elements through the sub-hillslopes (local self-similarity scenario). Each parameter and each setup have a different error distribution. With a trend towards values between 0.5 and 1.0, the P25 setup tends to underestimate both parameters (Figure 9a,b). The mean setup, tends to diminish the errors (Figure 9c,b), and the P75 setup, produces overestimation (Figure 9e,f). Despite the differences at the distribution, the four scenarios produce errors of the same order of magnitude.

Considering the constant setups, and the noise setup, there is an error relative to the parameters and to the input. In Figure 9, we contrast the noise error with the global setup error. The routing parameters estimation error corresponds to the distribution of the ratio between the assumed constant value and the values distributed for all the elements through the sub-hillslopes (local self-similarity scenario). Each parameter and each setup have a different error distribution. With a trend towards values between 0.5 and 1.0, the P25 setup tends to underestimate both parameters (Figure 9a,b). The mean setup, tends to diminish the errors (Figure 9c,b), and the P75 setup, produces overestimation errors (Figure 9e,f). Despite the differences at the distribution, the four scenarios produce errors of the same order of magnitude.

### Table 1. HLM setups. HLM setups. In the distributed setups \( v_0 \) and \( \lambda_1 \) take the values of the Figure 8a and b, respectively. The Mean, P25, and P75, are derived from the random values assigned to each link of 232 each sub-watershed.

| \( v_0 \) and \( \lambda_1 \) Distribution | Setup Name | Setup Use | \( v_0 \) Value | \( \lambda_1 \) Value | Rainfall |
|-------------------------------------------|------------|----------|----------------|----------------|----------|
| Local self-similarity                     | Local      | Reference| Distributed    | Distributed    | Stage IV |
|                                           | Noise      | Comparison| Distributed    | Distributed    | Stage IV + noise |
| Global self-similarity                    | Mean       | Comparison| 0.29           | 0.23           | Stage IV |
|                                           | P25        | Comparison| 0.23           | 0.18           | Stage IV |
|                                           | P75        | Comparison| 0.34           | 0.27           | Stage IV |

Considering the constant setups, and the noise setup, there is an error relative to the parameters and to the input. In Figure 9, we contrast the noise error with the global setup error. The routing parameters estimation error corresponds to the distribution of the ratio between the assumed constant value and the values distributed for all the elements through the sub-hillslopes (local self-similarity scenario). Each parameter and each setup have a different error distribution. With a trend towards values between 0.5 and 1.0, the P25 setup tends to underestimate both parameters (Figure 9a,b). The mean setup, tends to diminish the errors (Figure 9c,b), and the P75 setup, produces overestimation errors (Figure 9e,f). Despite the differences at the distribution, the four scenarios produce errors of the same order of magnitude.

### 3.3. Hydrological Modeling Setup

After defining the reference and comparison scenarios, we setup HLM. We run all the cases with Stage IV rainfall between 2002 and 2018 with a time step of 1 h. For all the cases the evaporation corresponds to the monthly mean evapotranspiration recorded by MODIS (Moderate Resolution Imaging Spectroradiometer [43]) between 2008 and 2018. Since the model does not consider snow melt, we run each year from March to December. We use the same and constant hydrological parameters for the five setups, except for the routing parameters at the global self-similarity cases. The hydrological parameters correspond to the ones reported on [14].
4. Results and Discussion

We run the setups described at Table 1 and obtain around 8800 simulated events. For each event we compare the simulated hydrographs with those calculated for the reference setup at the established control points. As an example, in Figure 10 we present the obtained hydrographs at the outlet of the South Skunk watershed for three events. In these cases, the P25 and P75 scenarios exhibit the major differences with the reference setup. On the other hand, the Mean and Noise scenario show a good approximation to the reference. However, these results correspond only to three events at the outlet of the watershed and we require more analysis over the obtained results.

![Simulated hydrographs at the outlet of the watershed](image)

**Figure 10.** Simulated hydrographs at the outlet of the watershed. The black dots correspond to the local self-similarity setup (or reference). The results of the comparison setups are divided into columns, column (a) corresponds to the Mean scenario, column (b) to the P25 and P75 scenarios, and column (c) to the Noise scenario.

In Figure 11 we compare the mean annual peak obtained with the Global self-similarity setups and the Noise setup. In the figure each point corresponds to a control point located at the outlet of each sub-hillslope. According to it, the Global self-similarity setups overestimate or underestimate the mean annual peak flow. Among the Global setups, the P25 setup is the most accurate, but tends to produce under estimations. On the other hand, the weighted mean setup, tends to be accurate at the upper region of the watershed, however, it overestimates near the outlet. The P75 setup tends to produce overestimations for all the control points. Alternatively, the Noise setup tend to have the most accurate representation of the mean annual peak flows. Since here we compare the mean annual peak flow at each control point, this result describes an overall behavior of each setup. However, it summarizes the effect of assuming constant routing parameters and the potential effect of the noise at the rainfall.

The differences at the mean annual peak flows (Figure 11) coincide at some extent with the error distribution of the parameters (Figure 9). At the global self-similarity scenarios, the error at the mean annual peak flows coincide with the magnitude of the errors produced at the parameter’s estimation. For example, in the P25 setup the error at $v_0$ and $A_1$ is around 0.84, and the mean annual peak flow ratio (error) is around 0.81. In the mean case, the parameters errors are around 1.07, and the mean annual peak flow error is around 1.03. In the P75 case the parameters errors are around 1.25 and the mean error at the annual peak is 1.2. On the other hand, the Noise scenario produce a mean annual peak error of 1.05. The errors produced by the Global and Noise setups are due to different process on the model. The first, is the result of differences at the channels transit speed, while the second, is produced by temporal differences in the total rainfall volume. Despite this difference, it seems that on the long run potential errors at the rainfall measurements are less relevant than the errors derived from the routing parameters.
The described averaged behavior becomes dispersed when we look at the differences produced at each event (Figure 12). In this case, each setup exhibits a dispersion at the peak flows, but keeps the trend presented in Figure 11. For the P25 scenario the higher underestimations occur for peak flow between 4 and 6 times the annual mean peak flow (Figure 12a). Alternatively, the Mean and P75 scenarios have under and over estimations (Figure 12b and Figure 12c respectively). However, the higher peak differences are at the P25 and P75 scenarios. According to the results, the peak flow errors increase with the parameters estimation errors and the magnitude of the storm event.

The Global self-similarity cases (Figure 12a–c) have more variability than the Noise case (Figure 12d). Unlike the Global cases, at the Noise case, the dispersion does not increase with the magnitude of the event. The increase of the error at the Global cases could be linked to the spatial localization of the rainfall at each event. From event to event, the rainfall activates different channels of the watershed, which depending on their characteristics will give a determined shape to the hydrograph and eventually to the peak flow. Due to this, there are chances for an event to produce a similar peak flow for the Local and Global self-similarity setups. However, there are also changes to obtain different peak flows when the rainfall falls in regions that have significant differences at the routing parameters. Additionally, our results suggest that at intense events this error could increase significantly. This is an hypothesis that we derive from the results of Figure 12, however, it must be analyzed in detail contrasting the rainfall and the spatial distribution of the routing parameters.

The peak flow differences magnitudes of the observations (Figure 5) and of the virtual setups (Figure 12) are similar. Despite the limited number of events, both cases oscillate around the same order of magnitude respect to the mean annual peak flow. Also, there are similarities on the overestimation trend obtained with the P75 scenario (Figure 12c). Additionally, the Noise case (Figure 12d) exhibit some of the dispersion observed when comparing HLM with the USGS stations. As mentioned before, the errors observed on Figure 5 are the result of more processes. However, our results suggest that a relevant portion of the errors on the peak flow estimation are the result of differences at the real routing parameters.

Moreover, routing parameters errors also change the performance across scales. In Figure 13 we show the distribution of the KGE [44], the peak flow ratio, and the time to peak difference by intervals of upstream area. The Noise scenario has the best performance for the three performance indexes, and for all the scales. Also, the error induced by the noise on the rainfall is scale independent. Conversely,
for some Global scenarios, the performance seems to be dependent on the scale. This is the case of the Mean and P75 scenarios, in which the KGE and the peak flow ratio decreases their performance with the upstream area. On the contrary, the P25 scenario exhibits a similar KGE and a peak flow ratio across scales. This result suggests that having underestimations at the routing parameters could benefit some performance indexes. However, as shown on Figure 12a, this scenario tends to underestimate the peak flows and the time to peak (Figure 13c).

The time to peak difference change with the scale, and the scenario (Figure 13c). Conversely to the KGE and peak flow differences, the P25 scenario are among the worst cases in terms of this metric. It is the only scenario that produces late peaks at all the scales, with low chances to obtain time to peak errors near zero. On the other hand, the Mean scenario shifts between early and late peak flows, and the P75 scenario tends to produce early peak flows for almost all the cases. Additionally, regardless of the scenario, the time to peak difference, and the peak flow ratio difference tends to improve at the control points with low upstream area (0–375 km²).

Considering the performance metrics of Figure 13, the Global setups produce the lower dispersion and the best performance at the control points with lower area. This may be the result of increasing routing parameter errors due to increases at the affected area. Moreover, the affected area could oscillate in function of the size of the storm event and the upstream area of the analyzed channel.

![Figure 12. Global self-similarity (Qg_p) and noise scenario peak flows (Qn_p) vs. local self-similarity scenario peak flows (Qls_p). (a) Case of the P25 scenario, (b) case of the Mean scenario, (c) P75 scenario, and (d) Noise scenario.](image-url)
The time to peak difference change with the scale, and the scenario \(c\). Conversely to the KGE and peak flow differences, the P25 scenario are among the worst cases in terms of this metric. It is the only scenario that produces late peaks at all the scales, with low chances to obtain time to peak errors near zero. On the other hand, the Mean scenario shifts between early and late peak flows, and the P75 scenario tends to produce early peak flows for almost all the cases. Additionally, regardless of the scenario, the time to peak difference, and the peak flow ratio difference tends to improve at the control points with low upstream area (0–375 \(\text{km}^2\)).

Figure 13. Comparison scenarios performance distribution in function of the upstream area. (a) KGE index, (b) peak flow ratio, and (c) time to peak difference.

5. Conclusions

This study illustrates the influence of the streamflow routing parameters on the peak flow magnitude and timing. To quantify this influence, we compare the HLM results at multiple storm events considering five different modeling scenarios. Our reference scenario consists on a virtual distribution of the routing parameters of the HLM model following the idea of local self-similarity. To define the local self-similarity, we split a watershed in its sub-hillslopes using the channels of Horton order or greater. Then, we randomly assign the streamflow routing parameters to each sub-hillslope following the values previously reported by [26]. Three scenarios represent potential global self-similarity approximations. In these scenarios, we apply constant routing parameters taking as values the Mean, the 25th, and the 75th percentile of the values assigned in the reference scenario. The last scenario corresponds to the reference case plus noise on the rainfall input. By defining 37 control points inside of the watershed, we compare the global and the noise scenarios with the reference scenario.

The results derived from the Mean scenario show that the global self-similarity approach could lead to an overall good performance. However, its performance from event to event will be variable in function of the real heterogeneity of the parameters. Moreover, the performance of constant values used at real life cases will be constrained by the characteristics of the channels of the watershed.

We also found that slight differences in the parameters of the global self-similarity approach can lead to representative differences at the overall performance of the model. Depending on the parameters we can obtain a model that tends towards underestimation or overestimation of the peak flows. The same result applies for the peak flow timing.

Our results suggest that the error on the streamflow parameters estimation is more relevant than the noise on the rainfall. We highlight this result considering that both errors have a similar order of magnitude, and that the Global scenarios tend to produce higher errors forecasting the peak magnitude
and the time to peak. Considering this result, and the actual quality of radar rainfall products such as Stage IV, we think that it is possible to use rainfall and streamflow data to solve the inverse problem to determine the streamflow parameters for HLM or similar hydrological models.
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