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Abstract In this paper, we propose a new class of continuous distributions with two extra shape parameters called the a new type I half logistic-G family of distributions. Some of important properties including ordinary moments, quantiles, moment generating function and mean deviations are obtained. To estimate the model parameters, the maximum likelihood method is also applied by means of Monte Carlo simulation study. A new location-scale regression model based on the new type I half logistic-Weibull distribution is then introduced. Applications of the proposed family is demonstrated in many fields such as survival analysis and univariate data fitting. Empirical results show that the proposed models provide better fits than other well-known classes of distributions in many application fields.
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1. Introduction

The essential limitations and problems of the classic statistical distributions in data modelling lead statistical researcher to introduce new flexible distributions. These new distributions are often made through the classic distributions and provide the necessary flexibilities with respect to the classic distributions. The readers are referred to Marshall-Olkin generated (MO-G) by Marshall and Olkin [16], Odd log-logistic-G by Gleaton and Lynch [12], Kumaraswamy-G (Kw-G) by Cordeiro and de Castro [7], McDonald-G (Mc-G) by Alexander et al. [1], Weibull-G by Bourguignon et al. [6], exponentiated half-logistic by Cordeiro et al. [10], transformer (T-X) by Alzaatreh et al. [2], Lomax generator by Cordeiro et al. [14], Kumaraswamy Marshall-Olkin family by Alizadeh et al. [3], Beta Marshall-OLkin family by Alizadeh et al. [4], and type I half-logistic family by Cordeiro et al. [11] to see some of the most important distributions with required flexibilities to apply a wide range of data sets.

In this paper, using T-X idea proposed by Alzaatreh et al. [2] and Odd log-logistic-G by Gleaton and Lynch [12], we introduce a new family of distributions. The cumulative distribution function (cdf) of this new extension family is given by
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The corresponding probability density function (pdf) and the hazard rate function (hrf) to (1) are

\[
\begin{align*}
f(x; \alpha, \lambda, \xi) &= \frac{2\alpha \lambda g(x; \xi) G(x; \xi)^{\alpha-1} \hat{G}(x; \xi)^{\alpha\lambda-1} \left[ G(x; \xi)^{\alpha} + \hat{G}(x; \xi)^{\alpha\lambda} \right]^{\lambda-1}}{\left[ G(x; \xi)^{\alpha} + \hat{G}(x; \xi)^{\alpha\lambda} \right]^\lambda + G(x; \xi)^{\alpha\lambda}} \\
\tau(x; \alpha, \lambda, \xi) &= \frac{\alpha \lambda g(x; \xi) G(x; \xi)^{\alpha-1} \left[ G(x; \xi)^{\alpha} + \hat{G}(x; \xi)^{\alpha\lambda} \right]^{\lambda-1}}{\left[ G(x; \xi)^{\alpha} + \hat{G}(x; \xi)^{\alpha\lambda} \right]^\lambda + G(x; \xi)^{\alpha\lambda}}
\end{align*}
\]  

respectively. It is named the a new type I half logistic-G family of distributions (NT1HL-G for short) family of distributions using the half-logistic distribution as the generator. For \( \alpha = 1 \), NT1HL-G implies Type I Half-Logistic family by Cordeiro et al. [11]. Let \( X \sim NT1HL - G \), then it is easy to show that \( Y = \frac{G(X; \xi)^{\alpha}}{G(X; \xi)^{\alpha} + \hat{G}(X; \xi)^{\alpha\lambda}} \) has half-logistic distribution with parameter \( \lambda \). Proposing a new distribution requires to have a good motivation and physical representation. We propose a new family of distributions to decrease the modeling error of the highly interesting data sets such as bimodal and left skewed or bimodal and right skewed data sets. The NT1HL-G family provides a new possibility to model these kind of data sets. Moreover, by adding two extra shape parameters, we extend the well-known distributions by giving them more flexibility such as left skewness, heavy-tail property and so on.

**Theorem 1**

The cdf (1) is identifiable.

Proof: First note that

\[
F(x) = \frac{\left[ G(x; \xi)^{\alpha} + \hat{G}(x; \xi)^{\alpha\lambda} \right]^{\lambda} - G(x; \xi)^{\alpha\lambda}}{\left[ G(x; \xi)^{\alpha} + \hat{G}(x; \xi)^{\alpha\lambda} \right]^\lambda + G(x; \xi)^{\alpha\lambda}} = \frac{(1 + A^\alpha)^\lambda - 1}{(1 + A^\alpha)^\lambda + 1}
\]

where \( A = A(x) = \frac{G(x)}{G(x)} \).

\[
F(x; \alpha_1, \lambda_1) = F(x; \alpha_2, \lambda_2)
\]

implies that

\[
(1 + A^{\alpha_1})^{\lambda_1} = (1 + A^{\alpha_2})^{\lambda_2}
\]

Using generalized binomial expansion,

\[
\sum_{i=0}^{\infty} \binom{\lambda_1}{i} A^{\alpha_1 i} = \sum_{i=0}^{\infty} \binom{\lambda_2}{i} A^{\alpha_2 i}
\]

for any \( x \in \mathbb{R} \). Taking \( A = 1 \), implies \( \lambda_1 = \lambda_2 \). Since both series are equal, \( A^{\alpha_1 i} = A^{\alpha_2 i} \), it conclude that \( \alpha_1 = \alpha_2 \).

The plan of this paper is as follows. In the introduction, the NT1HL-G is introduced. In Section 2, some special case of the NT1HL-G distributions are studied. Main properties of the proposed family are given in Section 3. In Section 4, the maximum likelihood method is discussed to estimate the model parameters. A log-new type 1 half-logistic-Weibull (LNT1HL-W) regression model is proposed in Section 5. In the Section 6, a simulation study is presented to show the performance of the proposed family and its estimators. Two real data sets are also employed to illustrate the methodology. The results are given in Section 7. Section 8 concludes.
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2. Some special cases of NT1HL-G

In this section, we provide two special models of the NT1HL-G family which illustrate the flexibility of the new family; they correspond to the baseline Weibull (W) and Normal (N) distributions, respectively.

2.1. The NT1HL-W distribution

Consider the pdf \( g(x) = \frac{a}{b} \left( \frac{x}{b} \right)^{a-1} \exp \left( -\left( \frac{x}{b} \right)^a \right) \) and cdf \( G(x) = 1 - \exp \left( -\left( \frac{x}{b} \right)^a \right) \) of the W distribution with scale \( b > 0 \) and shape \( a > 0 \) parameters. Inserting these functions in general form of family, the pdf of the NT1HL-W model (for \( x > 0 \)) is given by

\[
f(x) = \frac{2\alpha \lambda \left( \frac{x}{b} \right)^{a-1} \exp(-\left( \frac{x}{b} \right)^a) \left( 1 - \exp(-\left( \frac{x}{b} \right)^a) \right)^{\lambda-1} \exp(-\alpha \lambda - 1) \left( \frac{x}{b} \right)^a}{\left( 1 - \exp(-\left( \frac{x}{b} \right)^a) \right)^\lambda + \exp(-\lambda \left( \frac{x}{b} \right)^a)} \]

(4)

Figure 1 displays the pdf and hrf shapes of the NT1HL-W distribution for some parameter values. From these figures, it is concluded that the pdf shapes of the NT1HL-W can be left and right skewed as well as nearly symmetric. Additionally, NT1HL-W has the following hrf shapes: increasing, decreasing, bathtub and unimodal. These hrf shapes of the NT1HL-W distribution reveal the flexibility of the NT1HL-W distribution in modeling the different lifetime data sets.

2.2. The NT1HL-N distribution

In the last two decades, some of researcher generalized normal distribution for obtaining uni-bimodal skew symmetric normal distribution by different procedures such as Arellano-Valle et al.\[5\] and Rasekhi et al \[23\]. The NT1HL-N distribution suggest another new way for creating flexible (uni-bimodal) skew-symmetric normal distribution. The pdf of NT1HL-N distribution is given by

\[
f(x) = \frac{2\alpha \lambda \phi(z)(\Phi(z))^{\lambda-1}(\Phi(-z))^{\alpha-1}}{\left( \Phi(z) \right)^\lambda + \left( \Phi(-z) \right)^\lambda}^{\alpha+1} \left( 1 + \frac{\exp(-\lambda \phi(z)^2)}{\left( 1 - \exp(-\left( \frac{x}{b} \right)^a) \right)^\lambda + \exp(-\lambda \left( \frac{x}{b} \right)^a)} \right)^2 ;
\]

(5)

where \( \phi(.) \) and \( \Phi(.) \) are pdf and cdf of standard normal distribution and \( z = \frac{x - \mu}{\sigma} \). Based on Figure 2, the pdf (5) includes right and left skew-symmetric unimodal and bimodal shapes.

Figure 1. NT1HL-W(\(\alpha, \lambda, a, b\)) distribution: pdf (left), hrf (right).
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3. Main properties

3.1. Asymptotics

Let $\delta = \inf\{x|F(x) > 0\}$, it is easy to show that the asymptotics of equations (1), (2) and (3) as $x \to \delta$ are given by

$$F(x) \sim \frac{\lambda}{2} G(x)^{\alpha} \quad \text{as} \quad x \to \delta,$$

$$f(x) \sim \frac{\alpha \lambda}{2} g(x) G(x)^{\alpha-1} \quad \text{as} \quad x \to \delta,$$

$$\tau(x) \sim \frac{\alpha \lambda}{2} g(x) G(x)^{\alpha-1} \quad \text{as} \quad x \to \delta,$$

and

$$1 - F(x) \sim 2 G(x)^{\alpha \lambda} \quad \text{as} \quad x \to \infty,$$

$$f(x) \sim 2 \alpha \lambda g(x) G(x)^{\alpha \lambda-1} \quad \text{as} \quad x \to \infty,$$

$$\tau(x) \sim \frac{\alpha \lambda g(x)}{G(x)} \quad \text{as} \quad x \to \infty.$$

3.2. Quantile function

The quantile function (qf) is a key function to generate a random variables from the any continuous probability distribution. Therefore, it takes an important place in probability theory. The quantile function is solution of $F(x) = u$ for $x$ where $u$ is distributed as $U(0, 1)$. The qf function of the NT1HL-g is given by

$$X_U = Q_G \left( \frac{U^{\frac{1}{\alpha}}}{U^{\frac{1}{\alpha}} + \left\{ [1 + (1 - U)]^{\frac{1}{\lambda}} - U^{\frac{1}{\lambda}} \right\}^{\frac{1}{\lambda}}} \right),$$

where $Q_G(\cdot)$ is the qf of the baseline distribution. We asses the effects of the parameters $\alpha$ and $\lambda$ on the skewness and kurtosis measures of the NT1HL-G family for a baseline distribution, $W$ with scale parameter 2 and shape parameter 9. To do this, we use the Bowley’s skewness and Moors’s kurtosis measures, given, respectively, by

![Figure 2. Pdf of NT1HL-Normal($\alpha, \lambda, \mu, \sigma$) distribution.](image)
Skewness = \frac{Q(1/4) + Q(3/4) - 2Q(1/2)}{Q(3/4) - Q(1/4)},

Kurtosis = \frac{Q(7/8) - Q(5/8) + Q(3/8) - Q(1/8)}{Q(6/8) - Q(2/8)}.

The results are displayed in Figure 3. As seen from these figures, when the parameters \( \alpha \) and \( \lambda \) increases, skewness and kurtosis decrease.

![Skewness and kurtosis plot based on Moors and Galton measures for NTIHL-W model.](image)

Figure 3. Skewness and kurtosis plot based on Moors and Galton measures for NTIHL-W model.

### 3.3. Expansions for NTIHL-G

The most of the statistical properties of the NT1HL-G distribution can be obtained by using the exponentiated-G ("Exp-G") distribution. The cdf and pdf of Exp-G distribution are given, respectively, by

\[ H_c(x) = G(x)^c, \]
\[ h_c(x) = c g(x) G(x)^{c-1}, \]

where \( g(x) \) and \( G(x) \) are the pdf and cdf of the baseline distribution, respectively. Here, we obtain an expansion for \( F(x) \) to derive the statistical of the NT1HL-G distribution. The power series for \( u^\lambda \) is given by

\[ (1 - u)^\lambda = \sum_{k=0}^{\infty} (-1)^k \binom{\lambda}{k} u^k, \quad (6) \]

where \( \lambda > 0 \) and \( 0 < u < 1 \). We consider the generalized binomial expansion (for \( \alpha > 0 \))

\[ \left[ G(x)^\alpha + \bar{G}(x)^\alpha \right]^\lambda - \bar{G}(x)^{\alpha \lambda} = \sum_{k=0}^{\infty} a_k G(x)^k. \quad (7) \]

where \( a_k = h_k(\alpha, \lambda) + (-1)^{k+1} \frac{\alpha \lambda}{k} \), \( h_k(\alpha, \lambda) \) defined in Appendix, and

\[ \left[ G(x)^\alpha + \bar{G}(x)^\alpha \right]^\lambda + \bar{G}(x)^{\alpha \lambda} = \sum_{k=0}^{\infty} b_k G(x)^k. \quad (8) \]
where \( b_k = h_k(\alpha, \lambda) + (-1)^k \frac{\alpha \lambda}{k} \). Using the ratio of two power series we can write

\[
F(x) = \frac{\sum_{k=0}^{\infty} a_k G(x)^k}{\sum_{k=0}^{\infty} b_k G(x)^k} = \sum_{k=0}^{\infty} c_k G(x)^k, \tag{9}
\]

where \( c_0 = \frac{a_0}{b_0} \) and the coefficients \( c_k \)’s (for \( k \geq 1 \)) are determined from the recurrence equation

\[
c_k = \frac{1}{b_0} \left[ a_k - \frac{1}{b_0} \sum_{r=1}^{k} b_r c_{k-r} \right].
\]

The pdf of \( X \) follows by differentiating \( (9) \) as

\[
f(x) = \sum_{k=0}^{\infty} c_{k+1} h_{k+1}(x), \tag{10}
\]

where \( h_{k+1}(x) = (k + 1) G(x)^k g(x) \) is the Exp-G density function with power parameter \((k + 1)\). From \( (10) \), we conclude that the pdf of the NT1HL-G can be expressed as a linear combination of the pdf of Exp-G densities. Therefore, the statistical properties of the NT1HL-G can be obtained using this relation. The important properties of the Exp-G density have been analyzed by many researchers such as Mudholkar and Srivastava [17], Mudholkar et al. [18], Nadarajah [19, 20] and Gupta and Kundu [13].

### 3.4. Moments

Assume that \( Y_k \) be a random variable having a density function of the Exp-G distribution with power parameter \((k + 1)\), \( h_{k+1}(x) \). Using \( (10) \), the \( n \)th raw moment of the \( X \sim \text{NT1HL-G} \) is given by

\[
E(X^n) = \sum_{k=0}^{\infty} c_{k+1} E(Y_k^n). \tag{11}
\]

The expressions, given in Nadarajah and Kotz [21], can be used to obtain \( E(X^n) \). Additionally, using \( (11) \), the raw moments of the NT1HL-G can be redefined based on the G quantile function as

\[
E(X^n) = \sum_{k=0}^{\infty} (k + 1) c_{k+1} \tau(n, k), \tag{12}
\]

where \( \tau(n, k) = \int_{-\infty}^{\infty} x^n G(x)^k g(x)dx = \int_0^1 Q_G(u)^n u^k du \). The quantity, \( \tau(n, k) \), was obtained for several baseline distribution such as beta, gamma and Weibull by Cordeiro and Nadarajah [9]. The results given in Cordeiro and Nadarajah [9] can be used to obtain raw moments of NT1HL-G.

The incomplete moments are useful tool and widely used in measuring the inequality based on the Lorenz and Bonferroni curves which are defined based on the incomplete moments. The \( n \)th incomplete moment of \( X \) is

\[
m_n(y) = E(X^n | X < y) = \sum_{k=0}^{\infty} (k + 1) c_{k+1} \int_0^{G(y)} Q_G(u)^n u^k du. \tag{13}
\]

### 3.5. Generating function

Now, we derive the moment generating function (mgf) of the NT1HL-G distribution based on the expansion, given in \( (10) \). Let \( M_X(t) = E(e^{t X}) \) represents the mgf of the NT1HL-G density, given by

\[
M_X(t) = \sum_{k=0}^{\infty} c_{k+1} M_k(t), \tag{14}
\]
where $M_k(t)$ is the mgf of $Y_k$. The other choice is to derive the mgf based on the quantile function which is given by

$$M(t) = \sum_{i=0}^{\infty} (k + 1) c_{k+1} \rho(t, k),$$

(15)

where $\rho(t, k) = \int_{-\infty}^{\infty} e^{tx} G(x)^k g(x) dx = \int_0^1 \exp[tQ_G(u)] u^k du$.

3.6. Mean deviations

The mean deviations about the mean and median are given, respectively, by

$$\delta_1(X) = 2\mu'_1 F(\mu'_1) - 2m_1(\mu'_1),$$

$$\delta_2(X) = \mu'_1 - 2m_1(M),$$

(16)

where $\mu'_1 = E(X)$ and $M = Q(0.5), F(\mu'_1)$. Now, we provide two ways to obtain the $\delta_1$ and $\delta_2$. The required equation for $m_1(z)$ is derived based on (10) as given by

$$m_1(z) = \sum_{k=0}^{\infty} c_{k+1} J_k(z),$$

(17)

where $J_k(z) = \int_{-\infty}^{z} x h_{k+1}(x) dx$. Using (17), the mean deviations, $\delta_1(X)$ and $\delta_2(X)$, are given, respectively, by

$$\delta_1(X) = 2\mu'_1 F(\mu'_1) - 2\sum_{k=0}^{\infty} c_{k+1} J_k(\mu'_1)$$

and

$$\delta_2(X) = \mu'_1 - 2\sum_{k=0}^{\infty} c_{k+1} J_k(M).$$

The other way is to set $u = G(x)$ in (10) to obtain the general formula for for $m_1(z)$. Then, we have

$$m_1(z) = \sum_{k=0}^{\infty} (k + 1) c_{k+1} T_k(z),$$

(18)

where $T_k(z) = \int_0^{G(z)} Q_G(u) u^k du$ which can be easily calculated for most of the quantile function of the baseline distribution.

4. Estimation

In this section, we discuss maximum likelihood estimation (MLE) and inference for the NT1HL-G distribution. Let $x_1, \ldots, x_n$ be a random sample from $X \sim NT1HL - G$ where $\lambda, \alpha$ are the model parameters. The log-likelihood for the parameters of the NT1HL-G distribution given the data set $x_1, \ldots, x_n$ reduces to

$$l_n = n \log(2\alpha\lambda) + \sum_{i=1}^{n} \log[g(x_i; \xi)] + (\alpha - 1) \sum_{i=1}^{n} \log[G(x_i; \xi)] - (\alpha + 1) \sum_{i=1}^{n} \log[G(x_i; \xi)]$$

$$+ (\lambda - 1) \sum_{i=1}^{n} \log \left\{ 1 + \left( \frac{G(x_i; \xi)}{G(x_i; \xi)} \right)^\alpha \right\} - 2 \sum_{i=1}^{n} \log \left\{ 1 + \left( \frac{G(x_i; \xi)}{G(x_i; \xi)} \right)^\alpha \right\},$$

(19)
Then, the score vector components, \( U(\theta) = \frac{\partial l}{\partial \theta} = (U_\lambda, U_\alpha, U_\xi)^T \), are

\[
U_\lambda = \frac{n}{\lambda} + \sum_{i=1}^{n} \log \left \{ 1 + \left \{ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right \}^\alpha \right \} - 2 \sum_{i=1}^{n} \left \{ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right \}^\lambda \log \left \{ 1 + \left \{ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right \}^\alpha \right \}
\]

\[
U_\alpha = \frac{n}{\alpha} + \sum_{i=1}^{n} \log \left \{ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right \} + \sum_{i=1}^{n} \left \{ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right \}^\alpha \log \left \{ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right \}
\]

\[
U_\xi = \sum_{i=1}^{n} \frac{g(x_i; \xi)}{G(x_i; \xi)} + (\alpha - 1) \sum_{i=1}^{n} \frac{G(x_i; \xi)}{G(x_i; \xi)} + (\alpha + 1) \sum_{i=1}^{n} \frac{G(x_i; \xi)}{G(x_i; \xi)}
\]

\[
+ \alpha(\lambda - 1) \sum_{i=1}^{n} \frac{G(x_i; \xi)}{G(x_i; \xi)} \frac{G(x_i; \xi)}{G(x_i; \xi)}^{\alpha - 1} \left \{ 1 + \left[ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right] ^\alpha \right \} \left[ 1 + \left( \frac{G(x_i; \xi)}{G(x_i; \xi)} \right) ^\alpha \right] ^{\lambda - 1}
\]

\[
- 2\alpha \sum_{i=1}^{n} \frac{G(x_i; \xi)}{G(x_i; \xi)} \frac{G(x_i; \xi)}{G(x_i; \xi)}^{\alpha - 1} \left \{ 1 + \left[ \frac{G(x_i; \xi)}{G(x_i; \xi)} \right] ^\alpha \right \} \left[ 1 + \left( \frac{G(x_i; \xi)}{G(x_i; \xi)} \right) ^\alpha \right] ^{\lambda - 1}
\]

where \( g(\xi) = \frac{\partial g}{\partial \xi} \), \( G(\xi) = \frac{\partial G}{\partial \xi} \). The simultaneous solution of these score vectors gives the MLEs of the unknown parameters of the NT1HL-G. The other choice is to direct maximization of (19) by using iterative optimization algorithms for initial vector of parameters. Here, we obtain the MLEs of the parameters of the NT1HL-G by using the optim function of the R software.

5. The log-new type 1 half-logistic-Weibull (LNT1HL-W) regression model

The survival regression models are widely used to analyze the lifetimes of any device for some explanatory variables. In the literature, researchers have proposed several location-scale regression models for W or Burr-XII cases of G-class distributions (see, Cordeiro et al. [8]). Following the results of Cordeiro et al. [8], we introduce a new log-location-scale regression model based on the NT1HL-W distribution. Let \( X \) be a random variable having a density in (4) and consider the transformation \( Y = \log(X) \) with re-parametrizations \( a = 1/\sigma \) and \( b = \exp(\mu) \). Then, we have

\[
f(y) = 2\alpha \lambda \exp \left \{ \left( \frac{y - \mu}{\sigma} \right) - \exp \left( \frac{y - \mu}{\sigma} \right) \right \} \left \{ 1 - \exp \left[ - \exp \left( \frac{y - \mu}{\sigma} \right) \right] \right \} ^{\alpha - 1} \times \left \{ 1 + \left( \frac{\{1 - \exp[-\exp(\frac{y - \mu}{\sigma})]\}}{\exp[-\exp(\frac{y - \mu}{\sigma})]} \right) \right \} ^\alpha \times \left \{ 1 + \left( \frac{\{1 - \exp[-\exp(\frac{y - \mu}{\sigma})]\}}{\exp[-\exp(\frac{y - \mu}{\sigma})]} \right) \right \} ^\lambda \right \}
\]
where \( y \in \mathbb{R}, \mu \in \mathbb{R}, \sigma > 0, \alpha > 0 \) and \( \lambda > 0 \). Hereafter, the density in (21) is denoted as \( Y \sim LNT1HL-W(\alpha, \lambda, \sigma, \mu) \). The corresponding survival function to (21) is

\[
s(y) = 2(\exp[-\exp(y/\sigma)])^{\alpha \lambda} \times \left\{ \left\{ 1 - \exp[-\exp(y/\sigma)] \right\}^{\alpha} - (\exp[-\exp(y/\sigma)])^{\lambda} \right\}^{-1}
\]

(22)

The corresponding hrf to (21) can be easily obtained by \( h(y) = f(y)/S(y) \). Let \( Z = (Y - \mu)/\sigma \) be a standardized random variable. Using this transformation, we have

\[
f(z) = 2\alpha \lambda \exp[(z - \exp(z)] [1 - \exp[-\exp(z)])^{\alpha - 1} \left\{ 1 + \left\{ \frac{1 - \exp[-\exp(z)])}{\exp[-\exp(z)])} \right\}^{\alpha \lambda - 1}
\]

\[
\times \left\{ 1 + \left\{ \frac{1 - \exp[-\exp(z)])}{\exp[-\exp(z)])} \right\}^{\alpha \lambda} \right\}^{-1}
\]

(23)

Now, using the density in (21), we propose a new location-scale regression model where the response variable follows the LNT1HL-W density, and \( y_i^T = (v_{i1}, ..., v_{ip}) \) represents the vector of the explanatory variable. Consider the below regression model

\[
y_i = y_i^T \beta + \sigma z_i, i = 1, ..., n
\]

(24)

where \( y_i \) has the density in (21). The unknown regression parameter vector is \( \beta = (\beta_1, ..., \beta_p)^T \), and the scale parameter is \( \sigma > 0 \). The parameters \( \alpha > 0 \) and \( \lambda > 0 \) are unknown shape parameters. The parameter \( \mu_i = y_i^T \beta \) represents the location of \( y_i \). The LNT1HL-W regression model contains the LHL-W regression model as its sub-model.

**Log-half-logistic-Weibull (LHL-W) regression model**

For \( \alpha = 1 \), the survival function is

\[
s(y) = 2(\exp[-\exp(y/\sigma)])^{\lambda} \times \left\{ \left\{ 1 - 2 \exp[-\exp(y/\sigma)] \right\}^{\lambda} - (\exp[-\exp(y/\sigma)])^{\lambda} \right\}^{-1}
\]

(25)

Now, we obtain the unknown parameters of the LNT1HL-W regression model by using MLE method. First, we define some required mathematical notations. Assume that we have a random sample \( y_1, y_2, ..., y_n \) comes from the LNT1HL-W distribution. The response variable is defined as \( y_i = \min\{\log(x_i), \log(c_i)\} \) where \( \log(x_i) \) is the log-lifetime and \( \log(c_i) \) is the log-censoring times. Also, we assume that \( \log(x_i) \) and \( \log(c_i) \) are independent. We define two sets: F and C. The F represents the log-lifetimes and C represents the log-censoring times. Under this specification, the general equation of the log-likelihood for location-scale regression models is

\[
l(\tau) = \sum_{i \in F} l_i(\tau) + \sum_{i \in C} l_i^{(c)}(\tau),
\]

(26)

where the unknown parameter vector is \( \tau = (\alpha, \lambda, \sigma, \beta^T)^T \) for LNT1HL-W regression model. Replacing \( l_i(\tau) = \log[f(y_i)] \) and \( l_i^{(c)}(\tau) = \log[S(y_i)] \) in (26), the log-likelihood function of LNT1HL-W regression model is

\[
\ell(\tau) = r \log\left( \frac{\alpha \lambda}{\lambda} \right) + \sum_{i \in F} (z_i - u_i) + (\alpha - 1) \sum_{i \in F} \log\left[ 1 - \exp[-u_i] \right] + (\lambda - 1) \sum_{i \in F} \log\left\{ 1 + \left( \frac{1 - \exp[-u_i]}{\exp[-u_i]} \right)^{\alpha \lambda} \right\} + \alpha \lambda \sum_{i \in C} \log\left[ 2(\exp[-u_i]) \right] - \sum_{i \in F} \log\left[ \exp[-u_i]^{\alpha - 1} \left\{ 1 + \left( \frac{1 - \exp[-u_i]}{\exp[-u_i]} \right)^{\alpha \lambda} \right\}^2 \right] + \alpha \lambda \sum_{i \in C} \log\left[ \left( \left[ 1 - \exp[-u_i] \right]^{\alpha - 1} - (\exp[-u_i])^{\alpha \lambda} \right) + (\exp[-u_i])^{\alpha \lambda} \right]
\]

(27)
where $u_i = \exp(z_i)$, $z_i = (y_i - v_i^T \beta)/\sigma$ and $r$ is the number of failures and $c$ is the number of the censored observations. The MLE of the unknown parameter vector, $\hat{\theta}$, is obtained by direct maximization of (27) with optim function of R software.

Additionally, the likelihood ratio (LR) test is used to compare the LNT1HL-W and LHL-W regression models. We test hypothesis $H_0 : \alpha = 1$ against the $H_1 : \alpha \neq 1$. The test statistic is

$$w = 2\{l(\hat{\alpha}, \hat{\lambda}, \hat{\sigma}, \hat{\beta}) - l(1, \hat{\lambda}, \hat{\sigma}, \hat{\beta})\}. \quad (28)$$

The LR test statistic in (28) is asymptotically distributed as $\chi^2$ with one degree of freedom.

6. Simulation Study

Here, we study the asymptotic properties of the MLEs of the NT1HL-W parameters by means of simulation study. The simulation replication is determined as $N = 1,000$ and sample of sizes $n = 50, 100, 200$ and $500$ are generated from NT1HL-W distribution by using the inverse transform method. The simulation results are evaluated based on the estimated biases, means square errors (MSEs), average lengths (ALs) and coverage probabilities (CPs). The required formula for these measures can be found in Cordeiro et al. [8]. For each generated sample, we obtain the MLEs of the parameters, $(\hat{\alpha}, \hat{\lambda}, \hat{a}, \hat{b})$, and corresponding standard errors, $(s_\hat{\alpha}, s_\hat{\lambda}, s_\hat{a}, s_\hat{b})$ where $i = 1, 2, ..., N$. Using estimated parameter values and corresponding standard errors, biases, MSEs, ALs and CPs are calculated.

Two parameter vectors are used. These are $\theta = (\alpha = 2, \lambda = 0.5, a = 2, b = 0.5)$ and $\theta = (\alpha = 2, \lambda = 0.5, a = 0.5, b = 2)$. The simulation results are summarized in Table 1. The simulation results show that the estimated biases and MSEs are near the zero, as expected. Also, the CPs are near the 0.95 and the AL decreases once the sample size increases. These results show that MLEs of the parameters of the NT1HL-W distribution are asymptotically unbiased and consistent.

| Sample sizes | Parameters | $\alpha = 2$ | $\lambda = 0.5$ | $a = 2$ | $b = 0.5$ | $\alpha = 2$ | $\lambda = 0.5$ | $a = 0.5$ | $b = 2$ |
|--------------|------------|--------------|----------------|--------|----------|--------------|----------------|--------|--------|
|              | Bias       | MSE          | AL             | CP     | Bias     | MSE          | AL             | CP     | Bias   |
| n=50         | $\alpha$  | 0.81858      | 3.52473        | 5.20632| 0.95082  | 0.76780      | 1.46295        | 4.49701| 0.96748|
|              | $\lambda$ | 0.05733      | 0.54058        | 2.31133| 0.75440  | 0.00596      | 0.32842        | 2.13958| 0.75984|
|              | $a$       | 0.33122      | 2.41743        | 3.60729| 0.84898  | 0.03772      | 0.05461        | 0.81839| 0.87475|
|              | $b$       | 0.00498      | 0.03917        | 0.90725| 0.74385  | 0.64192      | 1.19908        | 2.54407| 0.78378|
| n=100        | $\alpha$  | 0.73448      | 0.96109        | 3.17993| 0.97571  | 0.71589      | 0.94834        | 3.66250| 0.97160|
|              | $\lambda$ | 0.08327      | 0.37112        | 1.99181| 0.87778  | 0.03133      | 0.17092        | 1.79238| 0.79439|
|              | $a$       | -0.02490     | 0.46175        | 2.61891| 0.87018  | 0.00072      | 0.01937        | 0.64421| 0.88286|
|              | $b$       | 0.02682      | 0.03053        | 0.78999| 0.89976  | 0.50252      | 0.78107        | 1.94303| 0.86025|
| n=200        | $\alpha$  | 0.29695      | 0.55709        | 2.15886| 0.97984  | 0.31658      | 0.57553        | 2.03395| 0.97800|
|              | $\lambda$ | 0.01955      | 0.10019        | 1.26403| 0.89040  | 0.03886      | 0.11317        | 1.42129| 0.88768|
|              | $a$       | -0.01026     | 0.17908        | 1.87437| 0.89919  | -0.00837     | 0.01102        | 0.48130| 0.91751|
|              | $b$       | 0.00901      | 0.01328        | 0.49600| 0.90869  | 0.33837      | 0.61649        | 0.76331| 0.92093|
| n=500        | $\alpha$  | 0.11086      | 0.14783        | 1.41489| 0.95582  | 0.09753      | 0.10984        | 1.37112| 0.95800|
|              | $\lambda$ | 0.02691      | 0.04972        | 0.77888| 0.93978  | 0.01383      | 0.03869        | 0.75672| 0.93381|
|              | $a$       | -0.02155     | 0.09070        | 1.13775| 0.93775  | -0.00167     | 0.00509        | 0.28082| 0.92184|
|              | $b$       | 0.00804      | 0.00618        | 0.27028| 0.94767  | 0.30195      | 0.44909        | 0.34775| 0.94377|
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Table 2. Descriptive statistics of three examples (γ1 and γ2 are pearson skewness and kurtosis coefficients, respectively)

| Example | Mean  | Median | SD   | γ1  | γ2  |
|---------|-------|--------|------|-----|-----|
| 1       | 106.7 | 105.0  | 8.3  | 0.37| 2.43|

7. Applications

In this section, we use one real data set to compare the fits of the NT1HL-G family of distributions with other well-known distributions. For this data set, the parameters are estimated by maximum likelihood (Section 4) via the \texttt{optim} function in \texttt{R} program. Summary statistics of this data set is presented in Table 2. The MLEs, $-\ell$, standard errors, Cramer von-mises and Anderson Darling statistics are given in in Tables 3. The lower the values of these criteria show the better fitted model on data set. Finally, we provide the histograms of this real data set to have a visual comparison of the fitted distribution functions in Figure 4.

7.1. Oits IQ Scores

The first data set is given by Roberts [24] on the Oits IQ Scores for 52 non-White maleshired by a large insurance company in 1971. The data are: 91, 102, 100, 117, 122, 115, 97, 109, 108, 104, 108, 118, 103, 123, 123, 103, 106, 102, 118, 100, 103, 107, 108, 107, 97, 95, 119, 102, 108, 103, 102, 112, 99, 116, 114, 102, 111, 104, 122, 103, 111, 101, 99, 121, 97, 109, 106, 102, 104, 107, 95. For this data set, we use NT1HL-N distribution and rival models are with Kw-Normal (Cordeiro and de Castro [7]), Skew symmetric component Normal (Rasekhi et al. [23]), Flexible generalized skew normal (Ma and Genton [15]), Skew generalized normal (Arellano valle et al. [5]) and submodel of NT1HL-N (α = 1) with name Type I Half Logistic-Normal (Cordiero et al. [11]) models. Table 3 illustrates that the NT1HL-N model gives a better fit to this data than the other rival models.

Table 3. Parameters estimates, Cramer Von mises ($W^*$) and Anderson Darling Statistics ($A^*$)

| Model                   | Estimates (Standard Error) | $-\ell$ | $W^*$  | $A^*$   |
|-------------------------|---------------------------|---------|--------|---------|
| NT1HL-N ($\alpha, \lambda, \mu, \sigma$) | (2.951, 0.050, 113.058, 1.580) | (0.475), (0.064), (1.176), (1.061) | 178.800 | 0.040 | 0.265 |
| T1HL-N(Submodel) ($\lambda, \mu, \sigma$) | (1.955, 102.950, 15.386) | (2.508), (1.262), (18.430) | 184.300 | 0.147 | 0.877 |
| Kw-N ($a, b, \mu, \sigma$) | (2.187, 0.210, 94.542, 5.375) | (3.943), (0.377), (5.487), (5.423) | 182.195 | 0.071 | 0.457 |
| SSCN ($\mu, \sigma, \alpha, \lambda$) | (112.368, 6.405, 2.613, -0.583) | (1.404), (0.673), (1.840), (0.220) | 179.456 | 0.042 | 0.284 |
| FGSN ($\mu, \sigma, \lambda_1, \lambda_2$) | (105.678, 8.286, -0.694, 0.351) | (1.131), (0.823), (0.441), (0.193) | 180.591 | 0.050 | 0.366 |
| SGN ($\mu, \sigma, \lambda_1, \lambda_2$) | (109.040, 8.565, -322.866, 317181.327) | (0.009), (0.840), (104.245), (118.858) | 180.721 | 0.083 | 0.500 |

Figure 4 displays the estimated pdfs of the fitted models on the histogram of the used data set. Figure 5 displays the profile likelihood functions of the NT1HL-N distribution. These figures reveal that the estimated parameters are the maximizers of the log-likelihood function of the NT1HL-N distribution.

7.2. Censored lifetime data application for LN1HL-W regression model

Here, the importance of LN1HL-W regression model is illustrated by means of real data modeling. The data set consists of a production relay and on a proposed design change. The number of observations is 35. The used data set can be found in Nelson [22]. The LNT1HL-W regression model is adopted to these data set. The variables
are $y_i$ - observed thousands of cycles; $cens_i$ - censoring indicator (0=censoring, 1=lifetime observed) and $x_{i1}$ - production (16 amps, 26 amps, 28 amps). Here, the research question is to explore the effects of production levels on the thousands of cycles. The following regression model is fitted

$$y_i = \beta_1 + \beta_2 v_i + \sigma z_i,$$

where $y_i$ has the density in (21). The estimated MLEs of the fitted regression models and AIC, BIC values are given in Table 4. As seen from these results, LNT1HL-W regression model has lower values of AIC and BIC values than those of LHL-W regression model. Moreover, the regression parameter $\beta_1$ is found statistically significant at 5% level. It means that there is a significant difference between the levels of the production for the thousands of cycles.

The LR statistic is used to compare LNT1HL-W and LH-W regression models and the results are reported in Table 5. Based on this table, specially the p-values, indicate that the LNT1HL-W model provides better fit to these data than the LHL-W regression model.

Figure 6(a) display the empirical survival functions and estimated survival functions of LNT1HL-W regression model. This figure reveal that LNT1HL-W regression model does its job well in modeling the current data. We conclude from this figure that there is no significant differences between the 26 and 28 amps levels survival functions. Figure 6(b) displays estimated hrfs of LNT1HL-W regression model.
### Table 4. The estimated parameters and standard errors (given in (·)) as well as p-values (given in [·]) of the fitted regression model.

| Model     | $\alpha$ | $\sigma$ | $\lambda$ | $\beta_0$ | $\beta_1$ | $-\ell$ | AIC     | BIC     |
|-----------|----------|----------|-----------|-----------|-----------|---------|---------|---------|
| LNT1HL-W  | 5.037    | 0.618    | 0.085     | 6.261     | -0.061    | 20.236  | 50.473  | 58.249  |
|           | (4.251)  | (0.136)  | (0.093)   | (0.498)   | (0.017)   |         |         |         |
| LHL-W     | 1        | 0.504    | 0.188     | 6.146     | -0.065    | 23.464  | 54.929  | 61.151  |
|           | (0.076)  | (0.136)  | (0.178)   | (0.013)   |           |         |         |         |

Table 5. The result of the LR test

| Model                  | Hypotheses | $w$ | $p$-value |
|------------------------|------------|-----|-----------|
| LNT1HL-W vs LHL-W      | $H_0 : \alpha = 1$ vs $H_1 : \alpha \neq 1$ | 6.456 | 0.011     |

Figure 6. The estimated survival (a) and hrf (b) of the LNT1HL-W regression model.

**Residual analysis of LNT1HL-W regression model**  After fitting the model to corresponding data set, residual analysis should be performed to analyze departures from error assumption. To do this, we use two residuals. These are martingale and modified deviance residuals, introduced by Therneau et al. [25]. The martingale residuals for LNT1HL-W regression model are

$$r_{Mi} = \begin{cases} 
1 + \log \left\{ \frac{2(\exp[-u_i])^{\alpha}}{[(1-\exp[-u_i])^\alpha - (\exp[-u_i])^\alpha] + (\exp[-u_i])^\alpha} \right\} & \text{if } i \in F, \\
\log \left\{ \frac{2(\exp[-u_i])^{\alpha}}{[(1-\exp[-u_i])^\alpha - (\exp[-u_i])^\alpha] + (\exp[-u_i])^\alpha} \right\} & \text{if } i \in C,
\end{cases}$$

(29)

where $u_i$ is defined in Section 5. Since the martingale residuals are not symmetrically distributed about zero, Therneau et al. [25], introduced the modified deviance residual which is defined as

$$r_{Di} = \begin{cases} 
\text{sign}(r_{Mi}) \left\{ -2 [r_{Mi} + \log (1 - r_{Mi})] \right\}^{1/2} & \text{if } i \in F, \\
\text{sign}(r_{Mi}) \left\{ -2r_{Mi} \right\}^{1/2} & \text{if } i \in C,
\end{cases}$$

(30)
where $\hat{r}_M$ is the martingale residual. The quantile-quantile (QQ) plot of the modified deviance residuals is displayed in Figure 7. As seen from this figure, none of the observation can be considered as a possible outlier. So, we conclude that LN1THL-W regression model provides reasonable fits to the current data.

![Figure 7. The QQ plot of the modified deviance residual for LNT1HL-W regression model.](image)

8. Conclusions

This paper proposes a new family of distributions, called a new type I half-logistic-G (NTIHL-G) family. The statistical properties of the NTIHL-G are studied comprehensively. The maximum likelihood estimation method is considered to obtain the unknown model parameters. The simulation study is conducted to evaluate the finite sample performance of the estimation method. Two real data sets are analyzed to demonstrate the importance and flexibility of the NTIHL-G family against the well-known competitive models. The log-linear regression model of the proposed family is introduced and discussed using real data application. Empirical results show that the proposed family provides new opportunities to model data in many application fields.

Appendix: Three useful power series

We present three power series required for the algebraic developments in Section 2 and 3.

First, for $a > 0$ real non-integer, we have the binomial expansion

$$
(1 - u)^a = \sum_{j=0}^{\infty} (-1)^j \binom{a}{j} u^j,
$$

where the binomial coefficient is defined for any real.

Second, expanding $z^\lambda$ in Taylor series, we can write

$$
z^\lambda = \sum_{k=0}^{\infty} (\lambda)_k (z - 1)^k / k! = \sum_{i=0}^{\infty} f_i z^i
$$

where

$$
f_i = f_i(\lambda) = \sum_{k=i}^{\infty} \frac{(-1)^{k-i}}{k!} \binom{k}{i} (\lambda)_k
$$
and \((\lambda)_k = \lambda(\lambda - 1) \ldots (\lambda - k + 1)\) denotes the descending factorial.

Third, we obtain an expansion for \([G(x)^{c} + \tilde{G}(x)^{c}]\). We can write from equation (32) and (31)

\[
[G(x)^{c} + \tilde{G}(x)^{c}] = \sum_{j=0}^{\infty} t_j G(x)^{j},
\]

where for \(j \geq 0\), \(t_j(\alpha) = f_j(\alpha) + (-1)^j \binom{\alpha}{j}\) and \(f_j(\alpha)\) is as defined in (32). Then, using (32), we have

\[
[G(x)^{c} + \tilde{G}(x)^{c}]^c = \sum_{i=0}^{\infty} f_i \left( \sum_{j=0}^{\infty} t_j G(x)^{j} \right)^i,
\]

where \(f_i = f_i(c)\).

Finally, using again equations (33) and (34), we have

\[
[G(x)^{c} + \tilde{G}(x)^{c}]^c = \sum_{j=0}^{\infty} h_j(\alpha, c) G(x)^{j},
\]

where \(h_j(\alpha, c) = \sum_{i=0}^{\infty} f_i m_{i,j}\) and (for \(i \geq 0\)) \(m_{i,j} = (j t_0)^{-1} \sum_{m=1}^{j} [m(j + 1) - j] t_m m_{i,j-m}\) (for \(j \geq 1\)) and \(m_{i,0} = t_{0}^{i}\).
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