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Abstract

The field of General Reinforcement Learning (GRL) formulates the problem of sequential decision-making from ground up. The history of interaction constitutes a “ground” state of the system, which never repeats. On the one hand, this generality allows GRL to model almost every domain possible, e.g., Bandits, MDPs, POMDPs, PSRs, and history-based environments. On the other hand, in general, the near-optimal policies in GRL are functions of complete history, which hinders not only learning but also planning in GRL. The usual way around for the planning part is that the agent is given a Markovian abstraction of the underlying process. So, it can use any MDP planning algorithm to find a near-optimal policy. The Extreme State Aggregation (ESA) framework has extended this idea to non-Markovian abstractions without compromising on the possibility of planning through a (surrogate) MDP. A distinguishing feature of ESA is that it proves an upper bound of $O(\varepsilon^{-A} \cdot (1 - \gamma)^{-2A})$ on the number of states required for the surrogate MDP (where $A$ is the number of actions, $\gamma$ is the discount-factor, and $\varepsilon$ is the optimality-gap) which holds uniformly for all domains. While the possibility of a universal bound is quite remarkable, we show that this bound is very loose. We propose a novel non-MDP abstraction which allows for a much better upper bound of $O(\varepsilon^{-1} \cdot (1 - \gamma)^{-2} \cdot A \cdot 2^A)$. Furthermore, we show that this bound can be improved further to $O(\varepsilon^{-1} \cdot (1 - \gamma)^{-2} \cdot \log^3 A)$ by using an action-sequentialization method.
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1 Introduction

Standard Reinforcement Learning (RL), traditionally, models the controlled domain as a finite-state Markov Decision Process (MDP) [SB18]. In an MDP, the most recent observation is a sufficient statistic of the past. However, real-world tasks are more complex and inherently non-Markovian.

“Markov decision tasks are an ideal. Non-Markov tasks are the norm. They are as ubiquitous as uncertainty itself.” [LM92]
So, if we try to naively model reality (i.e. any real-world problem of interest) as an MDP, we will end up with a huge, possibly infinite, number of states, e.g. a “belief” state MDP [KLM96]. Note that we will need some type of “state estimation” function to extract an MDP state from raw observations [Pow11]. In this work, we call (a generalized variant of) such state estimation functions abstraction maps.

The Partially-Observable MDP (POMDP) [KLM96] and Predictive State Representation (PSR) [LSS02] model classes are some of the natural and well-known extensions of MDPs. They allow “easy” modeling of non-Markovian nature of an environment. These model classes do provide compact models, but they can have a huge planning complexity, i.e. the space and time required to find the optimal policy (the “best” future course of actions) [PT87; JSL04]. Learning in POMDPs and PSRs is even harder and less understood.

The problem of General Reinforcement Learning (GRL) starts from the other extreme of making no assumptions about the nature of the domain [Lat13]. Hence, it can comprehend any model class considered in sequential decision-making literature, e.g. Bandits (the problems which can be modeled with a single state MDP) [LS20], MDPs, POMDPs and PSRs. The GRL framework models the environment as a history-based domain, where the future observations can depend on the complete past history of the process [Hut05]. In its pure form, the problem of GRL suffers from both (a) the “state explosion” like Markovian models as history grows with time and (b) the hard to impossible planning problem like non-Markovian models as no history ever repeats [Hut05].

However, by having no assumptions to start with in GRL opens up the possibility of “specializing” the framework by using “exotic” abstraction maps (which map any history to a state) including but not limited to POMDPs and PSRs [Hut16; MH19]. Importantly, it is possible to show that there exist abstraction maps which can have the best of both Markovian and non-Markovian model classes. These maps can have “reasonably” sized (non-Markovian) state-space to model any problem and still allow the agent to use MDP style planning (and learning) methods [Hut16; MH18; MH19; MH20]. This work is about such powerful mapping functions.

Related Work. We are interested in the abstractions of GRL which can guarantee an upper bound on the number of states required to plan (i.e. to find a near-optimal policy) in every environment. This problem has first been considered by Hutter [Hut16] in this very setting. He provided a constructive proof (Theorem 2) for an abstraction which has the upper bound on the number of states as

\[ O(\varepsilon^{-A} \cdot (1 - \gamma)^{-2A}) \]

where \( A \) is the number of actions, \( \gamma \) is the discount-factor, and \( \varepsilon \) is the optimality-gap. We provide more details about these elements later when we formally set up the problem. Recently, Majeed and Hutter [MH20] improved the bound using a general action-sequentialization technique to

\[ O(\varepsilon^{-2} \cdot (1 - \gamma)^{-6} \cdot \log^6 A) \]

The action-sequentialization method used by Majeed and Hutter [MH20] sequentialize the actions into a binary stream of symbols. This stream of binary input is used to “mimic” a “binarized version” of the domain. In this work, we improve both of these results to first

\[ O(\varepsilon^{-1} \cdot (1 - \gamma)^{-2} \cdot A \cdot 2^A) \]

without using action-sequentialization (Theorem 10) and to

\[ O(\varepsilon^{-1} \cdot (1 - \gamma)^{-2} \cdot \log^3 A) \]
by using action-sequentialization (Theorem 11). Typically, state aggregation has been studied as a special case of function approximation [AHL16; Van06; HYZM19; Hau00; MMR08; XZH14]. However, our work shows that it might be sufficient for all domains of interest.

**Notation.** \( O(f) \) denotes the set of functions of “order” \( f \). We use \( \mathbb{N} := \{1, 2, 3, \ldots \} \) to denote the set of natural numbers starting from 1, where \( = \) expresses equality by definition. The set of reals is denoted by \( \mathbb{R} \). For any arbitrary set \( X \), we denote the set of all probability distribution on \( X \) as \( \triangle(X) \). For any time indexed sequence, we express \( x := x_n \) and \( x' := x_{n+1} \) for the current time-step \( n \). We use juxtaposition to denote a sequence, string or vector, e.g. \( x_1 x_2 x_3 \ldots := (x_1, x_2, x_3, \ldots) \). The cardinality of a set (or a sequence) \( X \) is expressed by \( |X| \). The expectation operator \( \mathbb{E}^\pi[Y] \) expresses the expected value of any random variable \( Y \) using the underlying (but not explicitly expressed) probability space induced by an action selection policy \( \pi \) and environment \( \mu \) (which is notationally suppressed). Let \( s \) be a label for the set \( \{ x \in X : \psi(x) = s \} \) then \( \psi^{-1}(s) \in X \) represents an arbitrary member from the set, and throughout this work, using this non-standard notation does not lead to ill-defined expressions. We express by \( f(x\|yz) \) any real-valued, parameterized function defined over \( x \in X \) with parameters \( y \in Y \) and \( z \in Z \).

**Paper Structure.** In the rest of the paper. We first formally define the problem setup, including the GRL framework, ESA and the planning problem. At the end of that section, we list the key upper bound on the number of states of the surrogate MDP provided by ESA (Theorem 2). Later, we provide the main results of this work, which significantly improve the aforementioned upper bound (Theorem 10). In the same section, we also prove that the bound can be further improved with a (rather ugly) action-sequentialization method (Theorem 11). Finally, we conclude the paper by summarizing the contributions and pointing out some key future research directions.

## 2 Problem Setup

In this section, we formally define our problem setup. As described earlier, we use GRL as the foundational framework of this work [Lat13]. This is a relatively detailed section. We believe that to really appreciate the main contributions of this work, one needs a clear understanding about the generality of GRL and the related concepts.

**General Reinforcement Learning.** Let there be an agent which is choosing its actions from a finite\(^2\) action-space \( \mathcal{A} := \{a_1^1, a_2^2, \ldots, a^A\} \), where the superscript does not denote the exponent but the index of an element. The set of actions can be anything from motor actuations of a robot to any broader notion of “abstract responses” of a chat bot. We assume that the environment (i.e. our domain of interest) dispenses a precept from a countable percept-space \( \mathcal{E} := \{e_1, e_2, e_3, \ldots\} \). The percept can be any information received by the agent, e.g. a camera image, vital signs of a patient or an input prompt from the user. We do not make the usual MDP (or POMDP) assumption [SB18; KLM96] on the percept-space, i.e. \( \mathcal{E} \) needs not be or have a direct connection with the “states” of the environment. Figure 1 shows a simple GRL loop. The agent-environment interaction generates a history sequence from the following set of finite histories:

\[
\mathcal{H}_n := (\mathcal{E} \times \mathcal{A})^{n-1} \times \mathcal{E}
\]

\(^1\)We use the term “ugly” in the sense of it having a comparatively less “intuitive” explanation for the binarization method as compared to the “plain” abstraction map from histories to states. See [MH20] for more details on action-sequentialization.

\(^2\)The finite set of actions is not much of a restriction. We can almost always convert a real-valued action-space by a sufficiently fine discretization without any adverse effects.
for any time-step $n \in \mathbb{N}$. We denote the set of all finite interaction histories as

$$
\mathcal{H} := \bigcup_{m=1}^{\infty} \mathcal{H}_m
$$

(6)

In general, the actions of an agent in GRL are decided by a policy $\pi$ which is a complete description for the agent about how to respond at every finite history.

$$
\pi : \mathcal{H} \rightarrow \Delta(\mathcal{A})
$$

(7)

where $\Delta(\mathcal{A})$ denotes a probability distribution over the set of actions. It is important to note that $\pi$ could be a dynamic/non-stationary policy. The finite history dependence allows us to compactly express any non-stationary policy. Similarly, we say that the environment is “choosing” its percepts by the following “transition” function:

$$
\mu : \mathcal{H} \times \mathcal{A} \rightarrow \Delta(\mathcal{E})
$$

(8)

And, we also assume the existence of an initial percept distribution $\mu \in \Delta(\mathcal{E})$, which is dispensed at the start of an agent-environment interaction. As with the policy $\pi$, it is easy to see that $\mu$ encompasses almost every model class considered in the literature [SB18; KLM96; LSS02]. The history-based environments is arguably the most general class of domains [Hut05]. Importantly throughout this work, we do not assume any more structure on (the environment) $\mu$.

We assume that there exists a reward function which without much loss of generality is bounded.

$$
r : \mathcal{H} \rightarrow \Delta([r_{\min}, r_{\max}])
$$

(9)

where $r_{\min} \leq r_{\max} \in \mathbb{R}$, which “evaluates” every history. For example, a winning position of a Chess board may be evaluated higher than a lost position. Or, the reward function can be the score achieved by the agent in a computer game [Mni+15; Sil+16; Sil+18]. As with $\mu$, the reward function $r$ in GRL can also arbitrarily depend on the complete history. For instance, two winning positions can be rewarded differently based on the strategy followed by a Chess playing agent. Without further loss of generality, we assume $r_{\min} = 0$ and $r_{\max} = 1$, as any rescaling of the reward function does not affect the decision-making process [Hut05].

The goal of the agent is to maximize the expected $\gamma$-discounted sum of rewards, also known as the history-value function [Hut05]. For any fixed policy $\pi$, we define the history-value function as

$$
V^\pi(h) := \mathbb{E}^\pi \left[ \sum_{m=1}^{\infty} \gamma^{m-1} r_{|h|+m} \right] h
$$

(10)
where \(r_n\) is the (possibly random) reward received by the agent at the time-step \(n\) and \(\gamma \in [0, 1)\) is the discount-factor. The optimal history-value function \(V^*\) is defined as the supremum over all policies.

\[
V^*(h) := \sup_{\pi} V^\pi(h)
\]

for all finite histories \(h \in \mathcal{H}\). A policy is \(\varepsilon\)-optimal (a.k.a. near-optimal) if its history-value function is \(\varepsilon\)-close to \(V^*\) for all histories. That is,

\[
\sup_{h \in \mathcal{H}} |V^*(h) - V^\pi(h)| \leq \varepsilon
\]

and, a policy \(\pi^*\) is optimal if it is 0-optimal. For any finite set of actions the optimal history-value function and an optimal policy always exist \([LH14]\). It is easy to see that we can also define a (pseudo\(^3\)) recursive form of the history-value function as

\[
Q^\pi(ha) := r_\mu(ha) + \gamma \sum_{a'} \mu(a'|ha)V^\pi(hae')
\]

with a history-action-value function \(Q^\pi\) which satisfies the relation

\[
V^\pi(h) = \sum_a \pi(a|h)Q^\pi(ha)
\]

and \(r_\mu\) is the expected reward received in the environment \(\mu\) after taking action \(a\) at history \(h\). Equation (13) is known as Bellman Equation (BE) \([TWP95]\). The same iteration also holds for the optimal value functions \([Lat13]\) as

\[
Q^*(ha) := r_\mu(ha) + \gamma \sum_{a'} \mu(a'|ha)V^*(hae')
\]

which is called Optimal Bellman Equation (OBE) \([TWP95]\), where \(V^*(h) = \max_a Q^*(ha)\). As mentioned earlier, the goal of an agent in GRL is to behave in a way that the history-value of its policy is close to \(V^*\).

**Abstractions of GRL.** To reduce the countable history-space to a finite state-space, we use deterministic\(^4\) abstraction maps. An abstraction \(\psi\) is nothing but a map from the set of finite histories \(\mathcal{H}\) to a finite\(^5\) set of states \(\mathcal{S} := \{s^1, s^2, \ldots, s^S\}\).

\[
\psi : \mathcal{H} \rightarrow \mathcal{S}
\]

It is appropriate to say that an abstraction is extracting some “features” from every history \([Hut09]\). The state (or the feature(s)) is a statistic about the past. For example, the shopping list is a feature/state of the history for a helper robot who has gone through each kitchen cabinet since morning.

A restricted version\(^6\) of the abstraction maps considered in this work is known as a state aggregation function in standard RL \([AHL16]\). Standard RL setting \([SB18]\) is a special case of a GRL setup with the abstraction \(\psi_{\text{MDP}}(h) = e|_h(h)\), i.e. the recent observation is the current

---

\(^3\)We call it a pseudo recursion as no history ever repeats.

\(^4\)Using stochastic abstraction maps might be an interesting extension of this setup. However, the deterministic case is sufficient for our purpose (Theorems 10 and 11).

\(^5\)The finite state-space is not a restriction. Later, we show that we only need a finite set of states to achieve near-optimal performance/value in every possible environment.

\(^6\)The state abstraction function in the standard RL literature \([AHL16]\) can be considered as an abstraction map \(\psi : \mathcal{E} \rightarrow \mathcal{F}\).
state of the agent. So, standard RL “works” on domains where the most recent observation is a sufficient statistic of the history [SB18]. Obviously, we cannot “successfully” use this abstraction on every domain, cf. a tracking system which needs at least the last two most recent observations to estimate the velocity of any object being tracked [KLM96]. We require the abstract policy and value to depend on the state only, but do not require the abstract process to be an MDP (more details later). Figure 2 shows the information flow of a GRL setup with an abstraction.

The agent can either learn $\psi$ from data\footnote{The abstraction [MMR11] / representation [BCV13] / feature [Hut09] learning problem is orthogonal to this work.} or it has been provided a fixed abstraction, e.g. the agent has been “hard coded” with some structural knowledge about the world, say the maximum tree depth in MCTS [Sil+18] or a neural network architecture “decided” by a human designer [BCV13]. It does not matter if $\psi$ is learned or fixed. Once the agent has an abstraction/feature map, the only thing which matters is how “easily” the agent can use it to plan a near-optimal policy.

Figure 2: The agent-environment interaction through an abstraction.

**Planning with Surrogate MDP.** It has already been known that planning over a POMDP or a PSR model is quite hard [PT87; JSL04]. The advantage of extra generality of these (standard) models over MDPs is undermined by the complexity of the planning (and even more so learning) part. Even in our setup, the abstraction may lead to a non-MDP state-action sequence $s_1a_1s_2a_2\ldots$, i.e. the probability of observing the next state may (still) depend on the complete history. However, we show (Theorems 10 and 11) that for some particularly “useful” non-Markovian abstractions (Definition 4) we retain the ability of planning using the standard optimized MDP planning/RL algorithms [BT96; SB18].

The agent in our setup “pretends” that the state-space of the abstraction is Markovian, even if it is non-Markovian in reality. This pretending induces a (set of) surrogate MDP(s) for any abstraction map. The idea of “pretending” an abstraction being Markovian may seem naive, but, as we will discuss, it is quite an involved topic [Hut16; MH19]. As with the MDP abstraction $\psi_{\text{MDP}}$, not every professed surrogate MDP of every abstraction leads to a “good”
policy for the underlying environment, e.g. see Hutter [Hut16, Theorem 10]. However, among the surrogate MDPs that lead to a near-optimal policy, we want one whose state-space is as small as possible to aid planning [PT87]. This is what we show in this work that there exists a class of non-Markovian abstractions (Definition 4) with a much smaller number of states (Theorems 10 and 11), as previously known (Theorem 2), on which the agent can reliably plan using a surrogate MDP.

But first, let us provide a formal expression of this “pretend” surrogate MDP.

**Definition 1 (Surrogate MDP).** For any abstraction ψ, the surrogate MDP is defined as

\[ \bar{\mu}(s' \parallel sa) := \sum_{m=1}^{\infty} w_m(sa) \sum_{h_m \in \mathcal{H}_m} \mu_\psi(s' \parallel h_m a) B_m(h_m \parallel sa) \]  

(17)

where

\[ \mu_\psi(s' \parallel ha) := \sum_{e' : \psi(hae') = s'} \mu(e' \parallel ha) \]  

(18)

is the induced abstract process (which is the standard marginal probability distribution of \( h' := hae' \) mapped to \( s' \) given \( ha \)), \( \{w_n(sa) : n \geq 1\} \) is a unit summable weighting sequence and \( B_n \) is an action-dependent dispersion distribution for each time-step \( n \) with the “signature type”

\[ B_n : \mathcal{S} \times \mathcal{A} \to \Delta(\mathcal{H}_n) \]  

(19)

such that \( B_n(h \parallel sa) := 0 \) if \( \psi(h) \neq s \) and \( |h| \neq n \) for any sa state-action pair.

The reward signal is also abstracted in the same way as

\[ \bar{r}_\mu(sa) := \sum_{m=1}^{\infty} w_m(sa) \sum_{h_m \in \mathcal{H}_m} r_\mu(h_m a) B_m(h_m \parallel sa) \]  

(20)

Moreover the optimal value functions of the surrogate MDP are

\[ q^*(sa) := \bar{r}_\mu(sa) + \gamma \sum_{s'} \bar{\mu}(s' \parallel sa) v^*(s') \]  

(21)

where \( v^*(s) := \sum_a q^*(sa) \pi^*_a(a \parallel s) \) and \( \pi^*_a \) is an optimal policy of the surrogate MDP.

It is crucial to note that \( B \) is action-dependent which sets it apart from the “weighting functions” considered in standard RL literature [AHL16; Van06]. Typically, the action-independent weights are assumed to be normalized stationary distribution over the aggregated underlying states of an MDP. In GRL, the history (i.e. “underlying” state of the environment) never repeats. So, there is is not reason for us to assume an action-independent weighting function in our setup. See Hutter [Hut16] for a detailed discussion on why Equation (17) is indeed the “correct” form for the pretended surrogate MDP. Intuitively, Equation (17) is a time-averaged, stationary Markovian process “experienced” by an agent who is weighing the time by \( w \) for each state-action pair. If the analysis (and the guarantees) does not depend on choice of weights then the agent may use any “model estimation” method, see Hutter [Hut16] for an example frequency estimation of the surrogate MDP.

For notational convenience, we sometimes call and use the \( w \)-weighted distribution \( B := \sum_m w_m B_m \) simply a dispersion distribution. A point of caution is that \( B \) is not an “ordinary”
probability measure over infinite histories. It is a probability mass function over histories of mixed lengths. It is clear from Equation (17) that any “particular” choice of \( \{B_n, w_n : n \geq 1\} \) implies a “particular” surrogate MDP for an abstraction \( \psi \). Our target in this work is to be agnostic of this choice which provides a lot of freedom to the agent on the choice of behavior policies [Hut16; MH18].

Now that we have a formal definition of a surrogate MDP \( \langle \bar{\mu}, \bar{r}_\mu \rangle \), it begs the question for which type of abstractions it makes sense to use this surrogate MDP to plan? When can we “uplift” the optimal policy of the surrogate MDP to a near-optimal policy in the original environment? By uplifting we mean to use the policy

\[
\hat{\pi}(h) = \pi^{\star}_{\bar{\mu}}(\psi(h))
\]

for all \( h \in \mathcal{H} \) in the original environment \( \mu \), where \( \pi^{\star}_{\bar{\mu}} \) is any optimal policy of the surrogate MDP. Moreover, is there any upper bound on the number of states of a surrogate MDP, which is an indicator of planning complexity? Hutter [Hut16] tackled these questions for the first time in this setting.

**Extreme State Aggregation.** Hutter [Hut16] started the seminal framework of Extreme State Aggregation (ESA). An “extreme” abstraction uses an \( \varepsilon \)-discretized hypercube \([0, (1-\gamma)^{-1}]^n A \ni Q^{\star}(h, \cdot)\) for some \( \varepsilon > 0 \) as its state-space. Each point in the space represents an abstract (quantized) state-action-value “feature”. He proved the following key result.

**Theorem 2** ([Hut16, Theorem 11]). For every environment and \( \varepsilon > 0 \), there exists an (extreme) abstraction such that any optimal policy of any surrogate MDP is \( \frac{1}{1-\gamma} \)-optimal* in the original environment. The size of the state-space of the surrogate MDP is uniformly bounded for every environment as

\[
S \leq \left( \frac{2}{\varepsilon(1-\gamma)^2} \right)^A
\]

*We use the “normalized” \( \varepsilon \) to properly represent the optimality-gap scale with respect to the maximum possible value of \( 1/(1-\gamma) \). This choice provides a \( \gamma \)-independent meaning to \( \varepsilon \). For example, \( \varepsilon = 10^{-2} \) always implies a 1% error-tolerance (or optimality-gap) for the history-values irrespective from the choice of discount-factor \( \gamma \). The 3 in Hutter [Hut16, Theorem 11] can easily be improved to 2 by omitting the first grid-point.

The above theorem is quite powerful. It establishes the existence of an abstraction for every possible environment with a bounded number of features. One can be sure that a search through a space of models, e.g. by doing AutoML/meta learning [FAL17] or representation learning for a neural networks architecture [BCV13], of this complexity is sufficient for all problems of interest. However, we show that the upper bound in Equation (23) (is very loose and) can be significantly further improved.

### 3 Improved Upper Bound

In this section, we provide a novel non-Markovian abstraction map, which is later used to improve the bound in Equation (23). Hutter [Hut16] did originally consider the following “coarser” abstraction map as compared to the novel abstraction map considered in this work (Definition 4).
Definition 3 ($\varepsilon$-VDP Abstraction). An abstraction $\psi$ is $\varepsilon$-VDP if

$$\left| V^*(h) - V^*(\dot{h}) \right| \leq \varepsilon \land \pi^*(h) = \pi^*(\dot{h})$$

(24)

for any pair of histories $h$ and $\dot{h}$ mapped to the same state, i.e. $\psi(h) = \psi(\dot{h})$.

However, Jan Leike soon refuted this abstraction by providing a comprehensive counter-example for such maps [Hut16, Theorem 10]. The counter-example suggests that $\varepsilon$-VDP abstraction abstracts “too much”. It is no longer able to represent the near-optimal policies of the original environment as optimal policies of the surrogate MDP(s).

The original motivation of considering $\varepsilon$-VDP abstraction by Hutter [Hut16] was to improve the state bound of Theorem 2. Hutter [Hut16, Theorem 11] is based on the abstractions which lump $\varepsilon$-close optimal history-action-value functions $Q^*$. One of the main reasons of choosing $Q^*$ was to easily represent the optimal policy $\pi^*$ which is simply the $\arg \max$ of $Q^*$. However, the state-space bound turns out to be exponential in $A$. However, if he had a similar result for $\varepsilon$-VDP abstractions then the bound would have turned out to be linear in $A$. Surprisingly, Hutter [Hut16] was able to show that (extreme) abstractions based on $Q^\pi, Q^*, V^\pi$ can be used to get corresponding upper bounds on the state-space size but it is not possible with $V^*$. In this work, we show that we need to “refine” $\varepsilon$-VDP abstractions a bit more to regain the ability of using a surrogate MDP for planning. We define this novel non-Markovian abstraction as follows.

Definition 4 ($\varepsilon$-VADP Abstraction). An abstraction $\psi$ is $\varepsilon$-VADP if

$$\left| V^*(h) - V^*(\dot{h}) \right| \leq \varepsilon \land \pi^*(h) = \pi^*(\dot{h})$$

(25)

and,

$$\mathcal{A}_{\varepsilon'}(h) = \mathcal{A}_{\varepsilon'}(\dot{h})$$

(26)

for any pair of histories $h$ and $\dot{h}$ mapped to the same state, i.e. $\psi(h) = \psi(\dot{h})$, and

$$\mathcal{A}_{\varepsilon'}(h) := \{ a \in \mathcal{A} \mid V^*(h) - Q^*(ha) \leq \varepsilon' \}$$

(27)

is the set of all $\varepsilon'$-optimal actions and $\varepsilon' := \left( \frac{1+3\gamma}{1-\gamma} \right) \varepsilon$

Intuitively, an $\varepsilon$-VADP abstraction produces features/states from histories which not only have the (approximate) equal history-values and same optimal action but it also “identifies” an $\varepsilon'$-wide “buffer zone”. So, later, when the surrogate MDP may pick a “wrong” action (due to the approximate aggregation), there should be enough “error margin” between the near-optimal actions, $\mathcal{A}_{\varepsilon'}$, and the rest of the non-optimal actions, $\mathcal{A} \setminus \mathcal{A}_{\varepsilon'}$. So, any uplifted optimal policy of the surrogate MDP will still be $\varepsilon'$-optimal in the original environment. The counter-example to $\varepsilon$-VDP in Hutter [Hut16] relied on the lack of this “buffer zone” between the optimal and sub-optimal actions. In the rest of the section, we formally prove this fact. Before that, we need the “$B$-averaged” optimal history-action-value function.

$$\bar{Q}^*(sa) := \sum_{m=1}^{\infty} w_m(sa) \sum_{h_m \in \mathcal{H}_m} Q^*(h_m a) B_m(h_m \| sa)$$

(28)
Luckily, we can show that there exists a relationship between the optimal state-action-value function with this “baseline” $B$-averaged state-action-value function (Lemma 7). This allows us to directly “see” and use the error margins between the aggregated history-action values and state-action values. We need the following stepping stone lemmas (Lemmas 5 and 6) to prove this key relationship.

**Lemma 5 (max – min compute).** If $\pi^*(h) = \pi^*(\hat{h})$ for any pair of histories $h$ and $\hat{h}$ mapped to the same state, i.e. $\psi(h) = \psi(\hat{h})$, then the following holds:

$$\max_a \min_{h : \psi(h) = s} Q^*(ha) = \min_{h : \psi(h) = s} \max_a Q^*(ha) \quad (29)$$

**Proof.** The upper bound trivially holds because of the minimax theorem.

$$\max_a \min_{h : \psi(h) = s} Q^*(ha) \leq \min_{h : \psi(h) = s} \max_a Q^*(ha) \quad (30)$$

The lower bound can also be proven as follows:

$$\max_a \min_{h : \psi(h) = s} Q^*(ha) \geq \min_{h : \psi(h) = s} \max_a Q^*(ha) \quad (31)$$

where $(a)$ is true for any fixed action, and we have chosen the “preserved” optimal action $\pi^*$ and $(b)$ is true by the assumption of the lemma.

**Lemma 6 (max relationship).** For any $B$ and $\varepsilon$-VDP abstraction, the following holds:

$$\left| \max_a \tilde{Q}^*(sa) - V^*(\psi^{-1}(s)) \right| \leq \varepsilon \quad (32)$$

for every state $s$, where $V^*(\psi^{-1}(s))$ is the history-value of any representative history mapped to the state.

**Proof.** We start by showing the upper bound.

$$\max_a \tilde{Q}^*(sa) \leq \max_a \max_h Q^*(ha) = \max_h \max_a Q^*(ha) \quad (33)$$

$$= \max_h V^*(h) \leq V^*(\psi^{-1}(s)) + \varepsilon$$

where $(a)$ is true due to the fact that expectation is upper bounded by the maximum value and $(b)$ is because of $\varepsilon$-value uniformity of the abstraction. Now we prove the lower bound.

$$\max_a \tilde{Q}^*(sa) \geq \max_a \min_{h : \psi(h) = s} Q^*(ha) \quad (34)$$

$$\geq \min_{h : \psi(h) = s} \max_a Q^*(ha) = \min_{h : \psi(h) = s} V^*(h)$$

$$\geq V^*(\psi^{-1}(s)) - \varepsilon$$

where $(d)$ holds by the fact that minimum value lower bounds the expectation, $(e)$ is due to Lemma 5, and $(f)$ us using $\varepsilon$-uniformity of the optimal value.
Lemma 7. For any surrogate MDP of an \( \varepsilon \)-VDP abstraction, the following holds:

\[
|q^*(sa) - \bar{Q}^*(sa)| \leq \frac{2\gamma \varepsilon}{1 - \gamma} \tag{35}
\]

for any \( sa \)-pair.

Proof. Let \( \delta := \sup_{sa} |q^*(sa) - \bar{Q}^*(sa)| \). First, we need the following bound to prove the main result.

\[
|v^*(s) - V^*(\psi^{-1}(s))| = \left| \max_a q^*(sa) - \max_a \bar{Q}^*(sa) + \max_a \bar{Q}^*(sa) - V^*(\psi^{-1}(s)) \right| \\
\leq \max_a \left| q^*(sa) - \bar{Q}^*(sa) \right| + \max_a \left| \bar{Q}^*(sa) - V^*(\psi^{-1}(s)) \right| \\
\leq \delta + \varepsilon \tag{36}
\]

where \( a \) is a simply the triangular inequality and the mathematical fact that \( \max_x g(x) - \max_x f(x) \) \leq \( \max_x |g(x) - f(x)| \), and \( b \) uses the definition of \( \delta \) and Lemma 6.

\[
|q^*(sa) - \bar{Q}^*(sa)| = \gamma \left| \sum_{s'} \tilde{\mu}(s'|sa)v^*(s') - \sum_h B(h||sa) \sum_{e'} \mu(e'||ha)V^*(hae') \right| \\
\leq \gamma \left\{ \sum_{s'} \tilde{\mu}(s'|sa)v^*(s') - V^*(\psi^{-1}(s')) \right\} \sum_h B(h||sa) \\
\times \sum_{e':\psi(hae')=s'} \mu(e'||ha)\left| V^*(\psi^{-1}(s')) - V^*(hae') \right| \\
\leq \gamma \left\{ \sum_{s'} \tilde{\mu}(s'|sa)v^*(s') - V^*(\psi^{-1}(s')) \right\} \sum_h B(h||sa) \sum_{e':\psi(hae')=s'} \mu(e'||ha) \leq \gamma \delta + 2\gamma \varepsilon \tag{37}
\]

where \( c \) is using the definitions of \( q^* \) and \( \bar{Q}^* \), \( d \) is simple algebra, \( e \) uses \( \varepsilon \)-uniformity of the optimal value, and \( f \) is due to Equation (36). Taking \( \sup_{sa} \) on the l.h.s. and solving w.r.t. \( \delta \), we have the claim as \( \delta \leq \frac{2\gamma \varepsilon}{1 - \gamma} \).

The above lemma is already hinting about the affects of the approximation error (or optimality-gap) \( \varepsilon \) on the choice of the optimal actions of the surrogate MDP. Because \( q^* \) and \( \bar{Q}^* \) are not exactly the same, therefore with any small discrepancy, the agent can be “fooled” into choosing a non-optimal action. The surrogate MDP can wrongly favor a “non-optimal” action as \( \pi_{\bar{G}} \) instead of \( \pi^* \) because of this error margin, which could be an arbitrarily worse choice in some histories. We show in the following lemma that \( \varepsilon \)-VADP abstractions do not allow for such errors. The surrogate MDP can only “wrongly favor” actions from \( \mathcal{A}_{\varepsilon'} \).

Lemma 8. Any optimal policy of any surrogate MDP of an \( \varepsilon \)-VADP abstraction has support only in \( \mathcal{A}_{\varepsilon'}(s) \) for every state \( s \), where \( \varepsilon' := \left( \frac{1 + \delta \gamma}{1 - \gamma} \right) \varepsilon \).
Lemma 7 establishes that any optimal policy of any surrogate MDP, i.e. $v^*(s) > q^*(sb)$.

$$v^*(s) = \max_a q^*(sa) \geq \max_a Q^*(sa) - \frac{2\gamma \epsilon}{1 - \gamma} \quad (a)$$

$$\geq \max_a \min_{h \in \psi^{-1}(s)} Q^*(ha) - \frac{2\gamma \epsilon}{1 - \gamma} \quad (b)$$

$$\geq \min_{h \in \psi^{-1}(s)} V^*(h) - \frac{2\gamma \epsilon}{1 - \gamma} \quad (c)$$

$$\geq \max_{h \in \psi^{-1}(s)} V^*(h) - \epsilon - \frac{2\gamma \epsilon}{1 - \gamma} \quad (d)$$

$$\geq \max_{h \in \psi^{-1}(s)} Q^*(hb) + (1 + 3\gamma)\epsilon - \frac{(1 + \gamma)\epsilon}{1 - \gamma} \quad (e)$$

$$\geq Q^*(sb) + \frac{2\gamma \epsilon}{1 - \gamma} \geq q^*(sb) \quad (f)$$

where (a) and (g) both use Lemma 7, (b) and (f) are due to the fact that $\max X \geq \mathbb{E}[X] \geq \min X$, (c) is true by Lemma 5, (d) holds due to $\epsilon$-uniformity of the optimal value, and (the most important step) (e) is true by the sub-$\epsilon'$-optimality of action $b$, which is guaranteed by the abstraction.

The above lemma has already done the heavy lifting for us. Now, we can easily prove that the uplifted policy of any surrogate MDP is near-optimal in the original environment.

**Theorem 9.** Any optimal policy of any surrogate MDP of an $\epsilon$-VADP abstraction is $(\frac{1 + 3\gamma}{1 - \gamma})^2 \epsilon$-optimal in the original environment.

Proof. Lemma 8 establishes that any optimal policy $\pi^*_\mu$ of any surrogate MDP $\tilde{\mu}$ has support only in $\mathcal{A}_{\bar{\mathcal{S}}}$, i.e. $\pi^*_\mu(s) \in \mathcal{A}_{\bar{\mathcal{S}}}(s)$ for all $s$, where $\epsilon' := \frac{(1 + 3\gamma)}{1 - \gamma} \epsilon$. Hence, if we uplift this policy to the original environment as $\bar{\pi}(h) := \pi^*_\mu(\psi(h))$ for every history $h$, then we have the guarantee that $V^*(h) - Q^*(h, \bar{\pi}(h)) \leq \epsilon'$. Therefore by Hutter [Hut16, Theorem 7], we get the claim that $0 \leq V^*(h) - V^{\bar{\pi}}(h) \leq \frac{\epsilon'}{1 - \gamma}$ for every history $h$. 

Building on the above result, we provide the main claim of this work.

**Theorem 10.** For every environment and $\epsilon > 0$, there exists an (extreme) abstraction such that any optimal policy of any surrogate MDP is $\frac{1}{1 + \gamma} \epsilon$-optimal in the original environment. The size of the state-space of the surrogate MDP is uniformly bounded for every environment as

$$S \leq \frac{(1 + 3\gamma)A \cdot 2^{A-1}}{\epsilon(1 - \gamma)^2} \leq \frac{4A \cdot 2^{A-1}}{\epsilon(1 - \gamma)^2} \quad (39)$$

Proof. We provide a constructive proof of the claim. Let $\psi_\mu$ be an (extreme) $\left(\frac{1}{1 + \gamma}\right)$ $\epsilon$-VADP abstraction of the environment as

$$\psi_\mu(h) := \left(\left[\frac{V^*(h)(1 + 3\gamma)}{\epsilon(1 - \gamma)}\right], \pi^*(h), \mathcal{A}_h(h)\right) \quad (40)$$
for every history $h$. The above equation is basically a “feature” extractor. It is putting the history-value its own discretized bin, identifying the optimal action, and finally labeling all $\varepsilon$-optimal actions of the history, which is exactly the definition of an $\frac{\varepsilon}{1-\gamma}$-VADP abstraction (Definition 4). Now, by Theorem 9 we are guaranteed that the uplifted policy of any surrogate MDP of $\psi_\mu$ is $\frac{\varepsilon}{1-\gamma}$-optimal in the original environment. Moreover, it is easy to see that the size of the state-space is

$$S = \left\lfloor \frac{1 + 3\gamma}{\varepsilon(1 - \gamma)^2} \right\rfloor A \times 2^{A - 1}$$

(41)

where the first term is the number of bins a value can be put in, the second term is the number of different optimal actions, and the third value is the number of different remaining $A - 1$ actions which can be $\varepsilon$-optimal. This proves the main claim.

Interestingly, there is a way to further improve this bound. However for that to happen, we need another element in our setup. Majeed and Hutter [MH20] introduced a general method of sequentializing the decision-making process for any environment. We can do binarization of the environment, as described by Majeed and Hutter [MH20], by (logically) putting a “binary-mock” around the environment which only takes binary input as actions, i.e. $A = \{a^1, a^2\}$, and respond to the agent with a previously buffered percept and reward. The agent is “effectively” interacting with a “binarized version” of the environment where it only takes binary decisions, see Majeed and Hutter [MH20] for more details about the action-sequentialization setup. Besides a significantly reduced state-space, also the action-space reduces in the surrogate MDP to 2 actions.

**Theorem 11.** For every environment and $\varepsilon > 0$, there exists an (extreme) abstraction of the binarized version of the environment such that any optimal policy of any surrogate MDP is $\frac{\varepsilon}{1-\gamma}$-optimal in the original environment. The size of the state-space of the surrogate MDP is uniformly bounded for every environment as

$$S \leq \frac{16([\log_2 A] + 1 - \gamma)^3}{\gamma\varepsilon(1 - \gamma)^2}$$

(42)

which simplifies to

$$S \leq 17[\log_2 A]^3\varepsilon^{-1}(1 - \gamma)^{-2}$$

(43)

when $\gamma \geq 0.99$ for any $A$ sized action-space. For large action-spaces, $\gamma \geq 0.95$ is sufficient for the simplified bound.

**Proof.** Let $\lambda := \gamma^{1/d}$ be the discount-factor in the binarized environment, where each action is represented by $d = [\log_2 A]$ bits. We start by noting that any $\frac{\lambda^{d-1}\varepsilon}{1-\lambda^d}$-optimal policy in the binarized version of the environment is $\frac{\varepsilon}{1-\gamma}$-optimal in the original environment [MH20, Theorem 4.6]. So, we need to find $\frac{\lambda^{d-1}\varepsilon}{1-\lambda^d}$-optimal policy of the binarized environment through a surrogate MDP by using an abstraction. By Theorem 9, we know that an $\varepsilon'$-VADP abstraction leads to an $\frac{(1+3\lambda)\varepsilon'}{(1-\lambda)^2}$-optimal policy in the binarized environment. Hence by equating $\frac{\lambda^{d-1}\varepsilon}{1-\lambda^d}$ with $\frac{(1+3\lambda)\varepsilon'}{(1-\lambda)^2}$, we get

$$\varepsilon' = \frac{\lambda^{d-1}(1 - \lambda)^2\varepsilon}{(1 - \lambda^d)(1 + 3\lambda)}$$

(44)
which implies an $\frac{\varepsilon}{1-\gamma}$-optimal policy in the original environment. Therefore,

$$S \overset{(a)}{=} \left\lfloor \frac{(1 - \gamma)(1 + 3\lambda)}{\lambda^{d-1}(1 - \lambda)^3\varepsilon} \right\rfloor \times 2 \times 2^{2-1}$$

$$\overset{(b)}{\leq} \frac{4(1 - \gamma)(d + 1 - \gamma)^3(1 + 3\lambda)}{\lambda^{d-1}(1 - \gamma)^3\varepsilon}$$

$$\overset{(c)}{\leq} \frac{4(d + 1 - \gamma)^3(1 + 3\lambda)}{(1 - \gamma)^2\varepsilon} \leq \frac{16(d + 1 - \gamma)^3}{(1 - \gamma)^2\varepsilon} \overset{(d)}{\leq}$$



where $(a)$ is Equation (41) with $\varepsilon$ replaced by $\varepsilon'$, $(b)$ follows the same steps as in Majeed and Hutter [MH20, Equation (23)], $(c)$ is due to $\lambda^{d-1}\varepsilon \geq \gamma\varepsilon$, and $(d)$ holds because $\gamma, \lambda \leq 1$, which is the bound in Equation (42). Now, we further simplify the bound for large $\gamma$. Let $\delta := 1 - \gamma \leq 0.3$ then

$$\frac{16(d + 1 - \gamma)^3}{\gamma} \overset{(e)}{\leq} \frac{16(d + \delta)^3}{1 - \delta} = 16d^3 \left( \frac{1 + \delta/d}{1 - \delta} \right)$$

$$\overset{(f)}{\leq} 17d^3 \left( \frac{1 + 4\delta}{1 - \delta} \right) \leq 17d^3$$

where $(e)$ holds because $d \geq 1$ and $\delta \leq 0.3$, and $(f)$ follows from simple algebra when $\delta \leq \frac{1}{81}$ which implies $\gamma \geq 0.99$. 

This concludes the main contributions of this work.

### 4 Conclusions

In this work, we considered the problem of modeling any history-based problem by a fixed-sized non-Markovian abstraction while still retaining the ability to plan using a surrogate MDP. We proved that there exist non-Markovian abstractions (Definition 4) which can model any problem in $O(\varepsilon^{-1} \cdot (1 - \gamma)^{-2} \cdot A \cdot 2^A)$ number of states (Theorem 10), which is a significant improvement over the previously known upper bound (Theorem 2). Furthermore, we get an even tighter upper bound of $O(\varepsilon^{-1} \cdot (1 - \gamma)^{-2} \cdot \log^3 A)$ (Theorem 11) if we do action-sequentialization.

Our results can help guide the abstraction/representation learning methods [BCV13; Hut09; MMR11]. This work provides the sufficient conditions on the size and nature of the state-space. Therefore, any architectural search algorithm, e.g. representation/meta learning [FAL17; BCV13], can focus the search in a VADP-like model class with a maximum number of states proved in this work. Moreover, our work helps weaken the typical assumption of the true model being in the class [MMR11; Hut09] to a much smaller class of models, cf. the assumption that the true model is in an MDP class requires a huge model class before it even starts to approximate any history-based process [Pow11].

The bound in Theorem 11 might be the tightest bound possible without loosing the ability to use a surrogate MDP for planning. Providing an ideally matching lower bound is a key future direction of this work. Moreover, it is interesting to see if the bound of Theorem 11 is achievable without action-sequentialization.
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