Perfect cycles in the synchronous Heider dynamics in complete network
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We discuss a cellular automaton simulating the process of reaching Heider balance in a fully connected network. The dynamics of the automaton is defined by a deterministic, synchronous and global update rule. The dynamics has a very rich spectrum of attractors including fixed points and limit cycles, the length and number of which change with the size of the system. In this paper we concentrate on a class of limit cycles that preserve energy spectrum of the consecutive states. We call such limit cycles perfect. Consecutive states in a perfect cycle are separated from each other by the same Hamming distance. Also the Hamming distance between any two states separated by k steps in a perfect cycle is the same for all such pairs of states. The states of a perfect cycle form a very symmetric trajectory in the configuration space. We argue that the symmetry of the trajectories is rooted in the permutation symmetry of vertices of the network and a local symmetry of a certain energy function measuring the level of balance/frustration of triads.
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I. INTRODUCTION

We study dynamics of spin variables ±1 defined on edges of a complete graph on N nodes. The spins change in discrete time according to the following synchronous update rule [1]

\[ s_{ij}(t+1) = \text{sign} \sum_{k \neq i,j} s_{ik}(t)s_{kj}(t) \quad \forall i \neq j, \quad (1) \]

Single indices \(i, j, k \in \{1, \ldots, N\}\) refer to nodes. Pairs of indices, like \(ij\), refer to edges. Edges are undirected so \(ij\) is equivalent to \(ji\). There are no self-connections so by default \(s_{ii} = 0\). For convenience we assume that \(N\) is odd. This implies that the sum on the right hand side of (1) is strictly positive or negative. It is never zero.

The dynamics (1) is motivated by the idea of the Heider balance [2] in social networks, where the variables \(s_{ij} = \pm 1\) represent relationships between agents represented by nodes \(i\) and \(j\) of the graph. The relationships can be either friendly (+1) or hostile (−1). They are assumed to be symmetric: \(s_{ij} = s_{ji}\).

This kind of dynamics is known to generically lead to a final state where the system divides into two groups [3–7] internally friendly but mutually hostile. Such states are termed “balanced” [2]. Here we abstract from the sociological interpretation [2] and focus on mathematical properties of the dynamics itself. We are mainly interested in final states reached during the evolution. In addition to “balanced” states, which are fixed points of the dynamics, the dynamics can lead to jammed states, which are also fixed points but they are not balanced [3].

More interestingly, the dynamics also has limit cycles of different lengths. The fixed points and limit cycles can be used to classify states by basins of attraction they belong to. The statistics of basins of attraction for small systems was reported in [1]. The aim of the present paper is to explore properties of limit cycles, in particular of perfect limit cycles to be defined below.

II. OBSERVABLES

Let’s introduce quantities that are useful in probing the behaviour of the system. It is convenient to define an energy function

\[ U = - \sum_{i<j<k} s_{ij}s_{jk}s_{ki} = \sum_{i<j<k} u_{ijk} \]  

where \(u_{ijk} = -s_{ij}s_{jk}s_{ki}\) is energy of triangle \(ijk\). The triangle energy is −1 when the trial \(ijk\) is balanced and +1 when it is frustrated. Because edges are undirected, any permutation of indices \(ijk\) corresponds to the same triangle. A balanced state consists only of balanced triangles. Energy of a balanced state is \(U_{\text{min}} = -\binom{N}{3}\). This is a global minimum of the energy function. A fully frustrated state has the energy equal \(U_{\text{max}} = \binom{N}{3}\). A fully frustrated state can be obtained from a balanced state by flipping all spins \(s_{ij} \rightarrow -s_{ij}\). One can also define edge energy as a sum of energies of all triangles sharing the edge

\[ u_{ij} = \sum_{k} u_{ijk} \]  

and similarly node energy as a sum of energies of all triangles sharing the node

\[ u_{i} = \sum_{j<k} u_{ijk}. \]
Clearly \( \sum_i u_i = \sum_{i<j} u_{ij} = 3U \). Each triangle energy configuration \( \{ u_{ijk} \}_{i<j<k} \) has a \( 2^{N-1} \)-fold degeneration meaning that there are \( 2^{N-1} \) distinct spin configurations having the same triangle energies. One can obtain them from each other by flipping all spins sharing a node. This operation does not change triangle energies because it flips an even number of spins in each triangle. This is a local gauge symmetry of the system. This operation can be repeated for \( N - 1 \) nodes, leading to \( 2^{N-1} \) different spin configurations for every triangle energy configuration. Note that the initial configuration would be restored, if the gauge transformation was repeated for all \( N \) nodes. Therefore ‘gauge orbits’ consist of \( 2^{N-1} \) and not \( 2^N \) different spin configurations. We can define energy spectra: triangle energy spectrum \( n_i(u) \) is the number of triangles having energy \( u \), edge energy spectrum \( n_e(u) \) is the number of edges having energy \( u \), and node energy spectrum \( n_u(u) \) is the number of nodes having energy \( u \). Formally we can write \( n_i(u) = \sum_{i<j<k} \delta_{u,u_{ijk}} \), \( n_e(u) = \sum_{i<j} \delta_{u,u_{ij}} \), \( n_u(u) = \sum_i \delta_{u,u_i} \) where \( \delta_{a,b} \) is the Kronecker delta. The energy spectra take nonzero values from each other by flipping all spins sharing a node. This implies that

\[
H(A,B) = \frac{1}{4} \sum_{i<j<k} (u_{ijk}(A) - u_{ijk}(B))^2.
\]

Similarly one can define the Hamming distance between triad configurations \( \{ u_{ijk}(A) \} \) and \( \{ u_{ijk}(B) \} \)

\[
D_H(A,B) = \frac{1}{4} \sum_{i<j<k} (u_{ijk}(A) - u_{ijk}(B))^2.
\]

The update rule (1) can be written in the following way

\[
s_{ij}(t+1) = -\text{sign}(s_{ij}(t)u_{ij}(t)) = \begin{cases} -s_{ij}(t) & \text{if } u_{ij}(t) > 0 \\ s_{ij}(t) & \text{if } u_{ij}(t) < 0 \end{cases}
\]

(7)

If this update rule was applied asynchronously that is to one edge at one time, it would never increase energy, and it would drive the system to a local energy minimum. We are however interested in synchronous dynamics. In this case more than one edge of a triangle can be updated simultaneously and in effect triangle energy and thus also energy of the system can increase. The number of spins flipped in one step of synchronous dynamics (1) is equal to the number of positive \( u_{ij} \)'s, so

\[
d_H(A_t, A_{t+1}) = \sum_{i<j} \Theta (u_{ij}(t)) = \sum_{u>0} n_e(u,t)
\]

(8)

where \( \Theta \) is the Heaviside step function, and \( n_e(u,t) \) is the edge energy spectrum of the configuration \( A_t \). It follows that \( A_t \) is a fixed point of the dynamics, if all edge energies are negative, that is \( n_e(u,t) = 0 \) for \( u > 0 \). The edge spectrum is said to be steady for \( t > t_0 \) if \( n_e(u,t) = n_e(u,t+1) \) for all \( u \) and \( t > t_0 \). This just means that the spectrum does not change for \( t > t_0 \). For steady spectra the time dependence can be skipped \( n_e(u,t) = n_e(u) \). Fixed points have steady spectra, but as we will see also some cycles have. We will call such cycles perfect. The Hamming distance between any two consecutive configurations of a perfect cycle is constant: \( d_H(A_t, A_{t+1}) = \text{const.} \) as follows from (8). In the next section we will discuss examples of perfect cycles.

III. PERFECT CYCLES

Let us first consider the system for \( N = 9 \). This is a good test site because the update rule (1) can be applied to all \( 2^{90} \) spin configuration using a computer program, so one can test all configurations. Already for \( N = 11 \) the number of configurations is too large for an exhaustive computation for all configurations. We found that there are 967680 cycles of length \( c = 12 \) for \( N = 9 \). An example of a configuration belonging to a perfect cycle is

\[
s = \begin{pmatrix}
 0 & -1 & -1 & -1 & +1 & +1 & +1 & -1 \\
-1 & 0 & -1 & -1 & +1 & +1 & -1 & -1 \\
-1 & -1 & 0 & -1 & -1 & -1 & +1 & +1 \\
-1 & -1 & -1 & 0 & +1 & -1 & -1 & -1 \\
-1 +1 & -1 & +1 & 0 & +1 & -1 & -1 & -1 \\
-1 & +1 & +1 & +1 & 0 & +1 & -1 & -1 \\
-1 & -1 & +1 & +1 & -1 & +1 & +1 & 0 \\
-1 & +1 & -1 & +1 & -1 & +1 & +1 & 0 \\
-1 & -1 & -1 & -1 & +1 & +1 & +1 & 0
\end{pmatrix}
\]

(9)

A graphical representation of this state and remaining states belonging to the perfect cycle is shown in Fig. 1. With a naked eye it is rather difficult to see what makes these states form a perfect cycle. The situation changes when the energy spectra of these states
Table I. Edge spectrum of states belonging to the perfect cycle of length \(c = 12\) for \(N = 9\).

| \(n_k(u)\) | -7 | -5 | -3 | -1 | 1 | 3 | 5 | 7 |
|---|---|---|---|---|---|---|---|---|
| 3 | 2 | 4 | 9 | 12 | 4 | 2 | 0 | 1 |

Fig. 1. An example of a perfect limit cycle on a complete graph on \(N = 9\) nodes. The cycle consists of \(c = 12\) configurations. They are drawn in the order they appear in the cycle. Edges for \(s_{ij} = 1\) are in red and for \(s_{ij} = -1\) in blue. Labels of vertices are not displayed. Vertices are numbered \(i = 1, \ldots, 9\) clockwise, starting from the vertex 1 on the top. The configuration in the left upper corner is equivalent to that given by the matrix (9).

Positions of states in the cycle are in equivalent in the sense that measuring relative changes to other states in the cycle you are not able to distinguish the states. This equivalence must be rooted in a symmetry of the system. There are two basic symmetries that should be taken into account: the automorphism of the complete graph, that is equivalent to the permutation of indices of the complete graph, and the gauge symmetry of spin configurations which preserves triangle energies. The hypothesis is that every configuration of a perfect cycle can be obtained from the previous one by a permutation of indices and a gauge transformation of spins. This in turn means that there exists a permutation of indices \(\pi\) of indices such that \(A_{t+1} = \pi(A_t)\). We have tested this hypothesis for \(N = 9\). Applying the update rule to the state (9), that we denote by \(A_1\), we obtained a state \(A_{t+1}\). Then we have determined all permutations \(\pi\)'s such that \(A_{t+1} \simeq \pi(A_t)\) by checking if the condition

\[
D_H(A_{t+1}, \pi(A_t)) = 0
\]

is fulfilled. We have found that there are eight such permutations:

\[
\begin{align*}
\pi_1 &= (7, 3, 2, 4, 9, 1, 6, 8, 5) \\
\pi_2 &= (7, 3, 2, 8, 9, 1, 6, 4, 5) \\
\pi_3 &= (7, 3, 9, 4, 2, 1, 6, 8, 5) \\
\pi_4 &= (7, 3, 9, 8, 2, 1, 6, 4, 5) \\
\pi_5 &= (7, 5, 2, 4, 9, 1, 6, 8, 3) \\
\pi_6 &= (7, 5, 2, 8, 9, 1, 6, 4, 3) \\
\pi_7 &= (7, 5, 9, 4, 2, 1, 6, 8, 3) \\
\pi_8 &= (7, 5, 9, 8, 2, 1, 6, 4, 3)
\end{align*}
\]

Renaming \(A_{t+1}\) to \(A_t\) and applying equation (10) we have again found the same eight permutations. It turns out, that the same eight permutations map any configuration onto the next configurations in the cycle. The permutations can be determined by exhaustive search but such a procedure is inefficient because there are \(9!\) permutations. One can improve the search using the information encoded in the node energy lists of the configurations of the cycle, see Table II. By analysing migration of node energies in consecutive configurations of the cycle one can learn about the corresponding permutations of indices which fulfill the condition (10). For example, energy 10 moves from the position 1 to 7, from 7 to 6 and from 6 to 1. This means that the permutation has a cycle (7, 6, 1). This in turn reduces the number of remaining permutations to 6!. Further, by analysing migration of remaining items row by row in Table II, one can find other cycles and reconstruct all the permutations (11). For completeness we give the cycle decomposition of the permutations: \(\pi_1 = (7, 6, 1)(3, 2)(9, 5)\), \(\pi_2 = (7, 6, 1)(3, 2)(8, 4)(9, 5)\), \(\pi_3 = (7, 6, 1)(3, 9, 5, 2)\), \(\pi_4 = (7, 6, 1)(3, 9, 5, 2)(8, 4)\), \(\pi_5 = (7, 6, 1)(5, 9, 3, 2)\), \(\pi_6 = (7, 6, 1)(5, 9, 3, 2)(8, 4)\), \(\pi_7 = (7, 6, 1)(5, 2)(9, 3)\) and \(\pi_8 = (7, 6, 1)(5, 2)(9, 3)(8, 4)\). We can use the result to calculate the number of the corresponding cycles. Each
cycle is represented by twelve tables like Table II. Twelve
tables which differ by a cyclic permutation of rows are
equivalent, since for a cycle it does not matter which
configuration is listed first. Any permutation of columns
(nodes) produces a table with the same node energy spec-
trum but possible with different positions on the lists.
The tables obtained by 9! permutations generically cor-
respond to different cycles, but not always. One has to
take into account that eight permutations (11) produce
a cyclic shift of rows in the table, as follows from the fact
that the effect of the these permutations is equivalent to
applying one step the dynamics (1). Thus permutations
of indices generate 9!/8/12 non-equivalent tables. Due
to the gauge symmetry, each energy configuration is re-
alised by $2^8$ distinct spin configurations. Putting these
factors together, we find that there are
\begin{equation}
\frac{9!}{8 \cdot 12} \cdot 2^8 = 967680
\end{equation}
distinct perfect cycles having the node energy spectrum
$n_u(10) = 1$, $n_u(-2) = 5$, $n_u(-6) = 3$. We have con-
firmed this prediction numerically by checking the effect
of the action of the transformation (1) for all configura-
tions for $N = 9$. We also found that there are no other
cycles of length $c = 12$ for $N = 9$. The perfect cycles
of length $c = 12$ for $N = 9$ have relatively small basins of
attraction which consist of 312 states including the 12
states belonging to the cycle and 300 other states. 12
out of 300 states are mirror states of those belonging to
the cycle. Mirror state $s^\ast_{ij}$ of a state $s$ is a state with
all opposite signs $s_{ij}^\ast = -s_{ij}$ for all $ij$. The remaining
288 states can be divided into 12 groups, each having 12
pairs of mutually mirror states. Each of the 12 groups
is associated with one state of the cycle to which all 24
states from the group are transformed in a single step of

| $u$ | -9 | -7 | -3 | -1 | +1 | +3 | +5 | +7 | +9 |
|-----|----|----|----|----|----|----|----|----|----|
| $n_u(u)$ | 1 | 0 | 4 | 10 | 15 | 13 | 9 | 3 | 1 | 0 |

TABLE III. Edge energy spectrum of states belonging to the
perfect cycle of length $c = 14$ for $N = 11$.

| $u$ | -11 | -9 | -7 | -5 | -3 | -1 | +1 | +3 | +5 | +7 | +9 | +11 |
|-----|-----|----|----|----|----|----|----|----|----|----|----|-----|
| $n_u(u)$ | 1 | 3 | 7 | 8 | 21 | 18 | 12 | 6 | 2 | 0 | 0 | 0 |

TABLE IV. Edge energy spectrum of states belonging to the
perfect cycle of length $c = 12$ for $N = 13$.

the dynamics (1). None of 300 states has a predecessor.
Such states are sometimes called ‘Garden of Eden’ [8].

We have also studied systems for $N > 9$ to search for
perfect cycles. In this case, however, we performed a
random search since as mentioned the number of config-
urations is too large for these systems to be exhaustively
browsed. We have found perfect cycles of length $c = 14$
for $N = 11$. The edge energy spectra of these cycles is
shown in Table III. As follows from the table, energy of
the configurations is $U = \frac{1}{7} \sum_u n_u(u) = -1$, and the
Hamming distance between any two neighbouring states
in the cycle (8) is $d_H(A_t, A_{t+1}) = \sum_{u>0} n_u(u) = 26$.
The corresponding node energy spectrum is $n_u(-9) = 1$,
$n_u(-5) = 4$, $n_u(3) = 4$, $n_u(7) = 2$ and $n_u(0) = 0$
for other values of $u$. As before we found that $d_H(A_t, A_{t+s})$
and $D_H(A_t, A_{t+s})$ for fixed $s$ are independent of $t$, so
all configurations of the cycle are equivalent, and sym-
metrically distributed in the configuration space. We
found that there are two distinct permutations fulfilling
the condition (10). They can be decomposed into a
cycle of length seven and two cycles of length two.
Using the same enumeration argument as before (12)
this gives $11! / 2 \times 14^9$ such cycles. One would need
to check all configurations, to exclude that there are
no other cycles (with a different energy spectrum) for
$N = 11$. We have also found a perfect cycle of length
$c = 12$ for $N = 13$. The edge energy spectrum is
given in Table IV. The energy of the configurations is
$U = \frac{1}{7} \sum_u n_u(u) = -56$, and the Hamming distance
between any two neighbouring states in the cycle (8) is
$d_H(A_t, A_{t+1}) = \sum_{u>0} n_u(u) = 20$. The node energy
spectrum is $n_u(-20) = 4$, $n_u(-16) = 2$, $n_u(-12) = 4$,
$n_u(-4) = -2$, $n_u(0) = 1$. Again we found that
$d_H(t, t+s)$ and $D_H(t, t+s)$ are independent on $t$ when
$s$ is constant.

IV. SEMI-PERFECT CYCLES

Not all limit cycles have steady energy spectra. There
are cycles whose spectra change periodically. We will
call them semi-perfect. As an example let us discuss
a semi-perfect cycle that we have found for $N = 13$.
The cycle is representative for all semi-perfect cycles in

| $u$ | -9 | -7 | -3 | -1 | +1 | +3 | +5 | +7 | +9 |
|-----|----|----|----|----|----|----|----|----|----|
| $n_u(u)$ | 0 | 0 | 4 | 10 | 15 | 13 | 9 | 3 | 1 | 0 |

TABLE II. Each row contains a list of node energies of a
configuration of the cycle. The row in the table header
numbers the nodes, and the column on the left side numbers
the successive cycle configurations. The node energy spectrum
is steady: $n_u(10) = 1$, $n_u(-2) = 5$ and $n_u(-6) = 3$. 

| $u$ | -9 | -7 | -3 | -1 | +1 | +3 | +5 | +7 | +9 |
|-----|----|----|----|----|----|----|----|----|----|
| $n_u(u)$ | 0 | 0 | 4 | 10 | 15 | 13 | 9 | 3 | 1 | 0 |

TABLE III. Edge energy spectrum of states belonging to the
perfect cycle of length $c = 14$ for $N = 11$. 

| $u$ | -11 | -9 | -7 | -5 | -3 | -1 | +1 | +3 | +5 | +7 | +9 | +11 |
|-----|-----|----|----|----|----|----|----|----|----|----|----|-----|
| $n_u(u)$ | 1 | 3 | 7 | 8 | 21 | 18 | 12 | 6 | 2 | 0 | 0 | 0 |

TABLE IV. Edge energy spectrum of states belonging to the
perfect cycle of length $c = 12$ for $N = 13$. 

| $u$ | -9 | -7 | -3 | -1 | +1 | +3 | +5 | +7 | +9 |
|-----|----|----|----|----|----|----|----|----|----|
| $n_u(u)$ | 0 | 0 | 4 | 10 | 15 | 13 | 9 | 3 | 1 | 0 |
that it has typical features, but additionally it is the longest limit cycle we have found so far. It has the length of $c = 48$. The energy spectra of the states in the cycle change with the period three. The edge spectra of three consecutive states of the cycle are given in Table V. Energies of the states are $U_t = -32, -32, -28$. The Hamming distance between neighbouring states is $d_H(t, t + 1) = 34, 32, 30$ and $D_H(t, t + 1) = 128, 136, 134$. The values repeat every three steps. If we denote the map corresponding to a single state (1) by $s(t + 1) = Φ(s(t))$, then taking every third configuration is equivalent to $s(t + 3) = Ψ(Ψ(Ψ(s(t))))$. The map is a triple composition of $Ψ$: $Ψ = Φ ▷ Φ ◦ Φ$. Viewed from this perspective, the semi-perfect cycle of the dynamics defined by the map $Φ$ (1) is a perfect cycle for $Ψ$. More generally, the class of semi-perfect cycles is a class of limit cycles which are perfect for a multiple composition $Φ ◦ . . . ◦ Φ$ of the original update rule.

### V. DISCUSSION

The motivation behind the evolution rule (1) is that it locally maximises the number of balanced triads. Indeed, when performed asynchronously, that is one edge at time, the rule never reduces the number of balanced triads and thus it leads to a state at local maximum, as far as the number of balanced triads is concerned (equivalent to local energy minimum (2)). The synchronous version of the evolution (1) where all edges are updated simultaneously has a far more interesting spectrum of attractors: in addition to fixed points it has limit cycles of different length and of different symmetry. Some limit cycles are surprisingly long. For example we found a limit cycle of length $c = 48$ for $N = 13$. In this paper we mostly focused on a class of limit cycles which preserve the energy spectrum and are represented by symmetric trajectories in the configuration space, such that any two states separated by the same number of steps in the perfect cycle are separated by the same Hamming distance in the configuration space. We have argued that the symmetry of these trajectories is rooted in the automorphism group of the complete graph on which the system is defined and in the local gauge symmetry of the energy function (2).

There are many open questions. Is it possible to formulate general conditions that would make it possible to judge whether a state belongs to a limit cycle, before checking it explicitly by iterating the equation (1)? What is the longest limit cycle and the longest perfect cycle for the complete network for given $N$? What is the abundance of such cycles? We know [1] that the fraction of initial states which lead to perfect limit cycles of length $c = 14$ for $N = 11$ is about $10^{-6}$, which is much less than the fraction of perfect cycles $c = 12$ for $N = 9$ which is 0.004. We expect that the percentage of states of perfect cycles decreases with the system size, but it would be good to find an argument about asymptotic behaviour.

Generally, the dynamics discussed in this paper is of the type $s(t + 1) = Φ(s(t))$. The map $Φ$ given by Eq. (1) is just a particular case. One can change the evolution rule. For example adding a minus sign to the expression on the right hand side of Eq. (1) we would obtain a system having a tendency to maximize the number of frustrated triads. Of course this evolution would be in one-to-one correspondence to the one discussed here as can be seen by replacing states $s$ in one original dynamics by mirror states $s^*$ in the new one. But the question about how the attractors of the evolution depend on the given map $Φ$ is quite interesting. For example what is the class of maps $Φ$ which would lead to perfect limit cycles? It would be interesting to study symmetry classes for general maps [9].

There is some correspondence of the dynamics of the model discussed in this paper and the quenched Kauffman NK model [10, 11] of time evolution of networks. As we argued in [1], here the number $K$ of incoming links which determine the current state of a node (here: of a link) evolves with the number of degrees of freedom (here: $N^2$) as a square root of this number (here $N$). An important difference is that in our case, there is only one function (given by Eq. (1)) which determines the state of each link in a subsequent time, and not a random (fixed in the quenched model) set of these functions, different for each node. What is similar is the large number of steady states with minimal energy, which in our case is just the number of balanced states, varying with $N$ as $2^{N-1}$. We add that the process of reaching the Heider balance, modeled by Eq. (1), has been termed as 'social mitosis' [12]. Limit cycles in the Kauffman model [13, 14] are no less important than fixed points and have biological interpretation. Our results indicate that limit cycles can also occur when evolution is deterministic and identical for all components of the system.

---

Table V. Edge energy spectra of three consecutive states belonging to the semi-perfect cycle of length $c = 48$ for $N = 13$.

| $n_c(n)$ | -11 | -9 | -7 | -5 | -3 | -1 | +1 | +3 | +5 | +7 | +9 | +11 |
|----------|-----|----|----|----|----|----|----|----|----|----|----|-----|
| $n_c(0)$ | 2   | 0  | 3  | 11 | 17 | 15 | 8  | 4  | 1  | 0  | 0   | 0   |
| $n_c(1)$ | 2   | 2  | 6  | 8  | 10 | 16 | 16 | 1  | 0  | 0  | 0   | 0   |
| $n_c(2)$ | 2   | 0  | 9  | 18 | 15 | 20 | 9  | 2  | 0  | 1  | 0   | 0   |
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