FINE SHAPE. II: A WHITEHEAD-TYPE THEOREM

SERGEY A. MELIKHOV

Abstract. We prove an “abelian, locally compact” Whitehead theorem in fine shape: A fine shape morphism between locally connected finite-dimensional locally compact separable metrizable spaces with trivial $\pi_0$ and $\pi_1$ is a fine shape equivalence if and only if it induces isomorphisms on the $\pi_i$ (=the Steenrod–Sitnikov homotopy groups).

We show by an example that the hypothesis of local connectedness cannot be dropped (even though it can be dropped in the compact case).

As a byproduct, we also show that for a locally compact separable metrizable space $X$, the Steenrod–Sitnikov homology $H_n(X) = 0$ if and only if each compactum $K \subseteq X$ lies in a compactum $L \subseteq X$ such that the map $H_n(K) \to H_n(L)$ is trivial.

1. Introduction

1.A. Algebra. The following assertion is obvious:

Proposition 1.1. If $\Gamma_0 \to \Gamma_1 \to \ldots$ is a direct sequence of finite pointed sets with trivial $\text{colim } \Gamma_i$, then for each $j$ there exists a $k > j$ such that the map $\Gamma_j \to \Gamma_k$ is trivial.

Not only finite pointed sets satisfy this property.

Theorem A. Let us consider a direct sequence of towers of countable groups:

\[
\begin{array}{ccccccc}
\vdots & \vdots & \vdots & & & & \\
G_{20} & \to & G_{21} & \to & G_{22} & \to & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \\
G_{10} & \to & G_{11} & \to & G_{12} & \to & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \\
G_{00} & \to & G_{01} & \to & G_{02} & \to & \ldots \\
\end{array}
\]

Let us consider the following cases:

(a) Let $\Gamma_j = \text{lim}^1 G_{ij}$. Suppose that each $G_{ij}$ is abelian and finitely generated.

(b) Let $\Gamma_j = \text{lim}^1 G_{ij}$. Suppose that $\text{lim}^1 G_{ij}$ vanish and each $G_{ij}$ is finitely generated.

(c) Let $\Gamma_j = \text{lim}^1 G_{ij}$. Suppose that each $G_{ij}$ is abelian.
(d) Let $\Gamma_j = \lim_i \lim_{k \downarrow i} G_{ij}$, where $G_{ij} = \text{im}(G_{k,j} \to G_{ij})$.

In each of (a)–(d), if $\text{colim}_j \Gamma_j$ is trivial, then for each $j$ there exists a $k > j$ such that the map $\Gamma_j \to \Gamma_k$ is trivial.

The hypothesis that each $G_{ij}$ is finitely generated cannot be dropped in (a) and (b).\footnote{If $G_{ij} = \bigoplus_{k \geq j} \mathbb{Z}$, each vertical bonding map $G_{i+1,j} \to G_{ij}$ is an isomorphism, and each horizontal bonding map $G_{i,j+1} \to G_{ij}$ is the projection, then $\text{colim}_j \lim_i G_{ij} = 0$ but no map $\lim_i G_{ij} \to \lim_i G_{ik}$ is trivial.}

The hypothesis that each $G_{ij}$ is abelian also cannot be dropped in (a), as shown in Example 2.4. The same example shows that the hypothesis that $\lim_{k \uparrow i} G_{ij}$ vanishes for each $j$ cannot be dropped in (b).

The hypothesis that the $G_{ij}$ are groups (rather than pointed sets) also cannot be dropped in (b), as one can see from Example 2.1(b).\footnote{More precisely, let $G_{ij}$ be finite pointed sets forming the diagram of Theorem A. (Let us note that in this case each vertical tower $\cdots \to G_{ij} \to G_{0j}$ satisfies the Mittag-Leffler condition.) Then it may happen that $\text{colim}_j \Gamma_j$ is trivial, where $\Gamma_j = \text{lim}_i G_{ij}$, but no map $\Gamma_j \to \Gamma_k$ is trivial. Namely, this happens for $G_{ij}$ equal to the $\pi_0$ of appropriate nerves $P_{ij}$ of appropriate compact subsets $K_j$ of the locally compact space of Example 2.1(b).}

The proof of Theorem A is based on “summation of an infinite series”. Part (c) is deduced from (d), and the proof of (d) is the most difficult step. We also provide a much shorter proof of the special case of (c) where all vertical maps in the diagram are injective (Proposition 6.1).\footnote{Let us note that if all vertical maps in the diagram are surjective, then (c) holds trivially.}

The proof of Theorem A(c) additionally depends on a “half” of the following lemma.

**Theorem B.** Let $f = (f_i: A_i \to C_i)_{i \in \mathbb{N}}$ be a level morphism between towers of abelian groups. Suppose that $f$ factors through a tower of abelian groups $B_i$ such that the maps $\lim^1 A_i \to \lim^1 B_i$ and $\lim B_i \to \lim C_i$ are trivial. Then $f$ also factors through a tower of abelian groups $G_i$ such that $\lim G_i = 0$ and $\lim^1 G_i = 0$.

The proof of Theorem B, and particularly of its “half” which is used in the proof of Theorem A(c), does not seem to generalize to the non-abelian case (see Remark 5.3). However, the following questions remain open.

**Problem 1.2.** Is Theorem B true in the non-abelian case?

**Problem 1.3.** Is Theorem A(c) true in the non-abelian case?

**Problem 1.4.** Let $G_{ij}$ be finitely generated groups forming the diagram of Theorem A. Suppose that $\text{colim}_j \lim_i G_{ij}$ and $\text{colim}_j \lim^1 G_{ij}$ are trivial. Then is it true that for each $j$ there exists a $k > j$ such that the maps $\lim_i G_{ij} \to \lim_i G_{ik}$ and $\lim^1 G_{ij} \to \lim^1 G_{ik}$ are trivial?
1.B. Steenrod homology and homotopy. A local compactum is a locally compact separable metrizable space. A compactum is a compact metrizable space.

For a compactum $K$ we denote by $H_n(K)$ its $n$th Steenrod homology group and by $\pi_n(K, x)$ its $n$th Steenrod homotopy set (group for $n > 0$), which is the group/set of strong shape morphisms from $(S^n, x)$ to $(K, x)$.

For a metrizable space $X$ its $n$th Steenrod–Sitnikov homology group $H_n(X)$ is the direct limit $\text{colim}_K H_n(K)$ over all compact $K \subset X$, and its $n$th Steenrod–Sitnikov homotopy group/set $\pi_n(X, x)$ is the direct limit $\text{colim}_K \pi_n(K, x)$ over all compact $K \subset X$ containing $x$.

**Theorem C.** Let $X$ be a local compactum and let $X_0 \subset X_1 \subset \ldots$ be compact subsets of $X$ such that $\bigcup_i X_i = X$ and each $X_i \subset \text{Int} X_{i+1}$.

(a) $H_n(X) = 0$ if and only if for each $j$ there exists a $k \geq j$ such that the inclusion induced map $H_n(X_j) \to H_n(X_k)$ is trivial.

(b) Let $x \in X_0$. Suppose that $X$ is locally connected and either $n \leq 1$ or $\pi_1(X, x) = 1$. Then $\pi_n(X, x)$ is trivial if and only if for each $j$ there exists a $k \geq j$ such that the inclusion induced map $\pi_n(X_j, x) \to \pi_n(X_k, x)$ is trivial.

When $X$ is not locally connected, (b) fails for $n = 0$ by Example 2.1(b) and for each $n \geq 1$ by Example 2.6. When $\pi_1(X, x) \neq 1$, (b) fails for each $n \geq 2$, already when $X$ is a polyhedron, by using the Stallings–Bieri groups (see Example 2.2).

**Theorem D.** Let $f : X \to Y$ be a map between local compacta, let $X_0 \subset X_1 \subset \ldots$ and $Y_0 \subset Y_1 \subset \ldots$ be compact subsets of $X$ and $Y$ respectively such that $\bigcup_i X_i = X$ and $\bigcup_i Y_i = Y$ and each $X_i \subset \text{Int} X_{i+1}$ and each $Y_i \subset \text{Int} Y_{i+1}$ and also each $f(X_i) \subset Y_i$. Let $f_i : X_i \to Y_i$ be the restriction of $f$.

(a) $f_* : H_n(X) \to H_n(Y)$ is an isomorphism for all $n$ if and only if the induced maps $f_{i*} : H_n(X_i) \to H_n(Y_i)$ represent an ind-isomorphism for all $n$.

(b) Suppose that $X$ and $Y$ are locally connected and $\pi_1(X, x) = \pi_1(Y, f(x)) = 1$ for each $x \in X$. Then $f_* : \pi_n(X, x) \to \pi_n(Y, f(x))$ is an isomorphism for all $n$ and all $x \in X$ if and only if for each $x \in X$ the induced maps $f_{i*} : \pi_n(X_i, x) \to \pi_n(Y_i, f(x))$, where $i \geq \min \{j \mid x \in X_j\}$, represent an ind-isomorphism for all $n$.

Let us note that $n$ and $x$ are fixed in Theorem C, but vary in Theorem D.

**Problem 1.5.** Is Theorem D true with $n$ fixed? With $x$ fixed? With both $n$ and $x$ fixed?

**Remark 1.6.** The proofs of Theorem C(a) and Theorem D(a) work for any homology theory (in the sense of the Eilenberg–MacLane axioms without the dimension axiom) that satisfies Milnor’s map excision axiom on compacta [9] (see also [6]) and has compact supports (i.e. the natural homomorphism $\text{colim}_K H_n(K) \to H_n(X)$, where $K$ runs over all compact subspaces of $X$, is an isomorphism.)

1.C. Fine shape. For the case of compacta, there is a fully satisfactory Whitehead theorem in fine shape (which coincides with strong shape in this case):
Theorem 1.7. [5] Let $X$, $Y$ be connected finite-dimensional compacta. If $f: (X, x) \to (Y, y)$ is a strong shape morphism inducing bijections on the $\pi_i$, then $f$ is a strong shape equivalence.

It should be noted that an erroneous proof of Theorem 1.7 appeared much earlier in [3] (whose author thought that $\pi_1(P, Q, x)$ is a group, considered “lim$^1$” of such “groups”, and took its triviality to imply the Mittag-Leffler condition). The correct part of the arguments in [3] (see also [2]) proves an “abelian” version of Theorem 1.7.

While there are quite many “Whitehead theorems in shape theory” in the literature, most of them are in terms of pro-groups, rather than genuine groups, so of such results Theorem 1.7 appears to be by far the most advanced one.

All “Whitehead theorems in shape theory” that are known to the author are restricted to compacta, and it seems highly unlikely that the literature contains any substantial result of this type beyond the compact case — because fine shape appeared only recently, and all alternative shape theories of non-compact spaces seem to be far less tractable.

In this paper we prove a “non-compact Whitehead theorem in shape theory”, but with significant restrictions of two types: topological (local compactness) and algebraic (coming from the restrictions of Theorems A and B, which force us to deal only with finitely generated abelian groups).

Theorem E. Let $X$ and $Y$ are locally connected finite-dimensional local compacta with trivial $\pi_0$ and $\pi_1$. If $f: (X, x) \to (Y, y)$ is a fine shape morphism inducing bijections on the $\pi_i$, then $f$ is a fine shape equivalence.

By Example 2.1 the hypothesis that $X$ and $Y$ are locally connected cannot be dropped.

The hypothesis that $\pi_0$ and $\pi_1$ are trivial can be slightly relaxed (see Theorem 8.1 and Lemma 3.2), but the following remains a mystery to the author:

Problem 1.8. Can the hypothesis “$X$ and $Y$ have trivial $\pi_0$ and $\pi_1$” be relaxed to “$X$ and $Y$ are connected” in Theorem E?

For local compacta fine shape reduces to strong antishape [7; Theorem 4.10], which can be said to belong to the domain of combinatorial homotopy. So it appears that it should be possible to solve the following problem.

Problem 1.9. Find an algebraic characterization of fine shape equivalences among all fine shape morphisms between two given finite-dimensional connected local compacta.

2. Examples

2.A. The comb space.

Example 2.1. (a) Let $X \subset \mathbb{R}^2$ be the comb-and-flea set $\{\frac{1}{n} | n \in \mathbb{N}\} \times [0, 1] \cup (0, 1] \times \{1\} \cup \{(0, 0)\}$, and let $Y = X \cup E$, where $E = \{-1\} \times [0, 1] \cup \{0, 1\} \times [-1, 0]$. It is not hard to see that $\tilde{H}_0(Y) \simeq \prod_{i \in \mathbb{N}} \mathbb{Z}/\bigoplus_{i \in \mathbb{N}} \mathbb{Z}$ (compare [8; Example 1.10]). Hence $Y$ is not fine shape equivalent to a point. On the other hand, writing $x = (0, 0)$, it is easy to see that $\pi_n(Y, x)$ is trivial for all $n$ (compare [6; Remark 22.13]).
(b) Let $Z = Y \cup \{0\} \times [0, \frac{1}{2})$. Then $Z$ is locally compact and $(Z, x)$ is homotopy equivalent to $(Y, x)$. Thus $\pi_n(Z, x)$ is trivial for all $n$, but $(Z, x)$ is not fine shape equivalent to a point.

2.B. The polyhedral case.

**Example 2.2.** For each $n \geq 2$ there exists a locally compact polyhedron $X$, which is the union of its compact subpolyhedra $X_0 \subset X_1 \subset \ldots$ such that each $X_i \subset \text{Int} X_{i+1}$, and a basepoint $x \in X_0$ such that $\pi_n(X, x) = 0$ but the map $\pi_n(X_0, x) \rightarrow \pi_n(X_1, x)$ is not trivial for any $i$.

Indeed, let $G_n$ be the Stallings–Bieri group, that is, the kernel of the homomorphism $(F_2)^{n+1} \rightarrow \mathbb{Z}$ that sends all the generators to 1, where $F_2$ be the free group of rank 2. It is well-known that there exists a countable CW complex $L$ of the type $K(G_n, 1)$ with a finite $n$-skeleton, but there does not exists one with a finite $(n+1)$-skeleton (see [1]). Since $L$ has countably many cells, $L = \bigcup_{i=1}^{\infty} K_i$, where $K_0 \subset K_1 \subset \ldots$ are its finite subcomplexes. Let $x \in K_0$. We may assume that $K_0$ contains the $n$-skeleton. Then the map $\pi_n(K_0, x) \rightarrow \pi_n(K_i, x)$ is surjective for each $i$. Suppose that it is trivial for some $i$. Then $\pi_n(K_i, x) = 0$. Then we can obtain a $K(G_n, 1)$ from $K_i$ by attaching cells of dimension $\geq n+2$. Thus it has a finite $(n+1)$-skeleton, which is a contradiction. Thus the map $\pi_n(K_0, x) \rightarrow \pi_n(K_i, x)$ is not trivial for any $i$. Now let $X$ be the mapping telescope $K_{[0,\infty)}$, and let $X_i = K_{[0,i]}$. Then $X$ is a local compactum and each $X_i \subset \text{Int} X_{i+1}$. However by the above the map $\pi_n(X_0, x) \rightarrow \pi_n(X_1, x)$ is not trivial for any $i$.

For completeness let us mention a version of Theorem C for separable (but not necessarily locally compact) polyhedra.

**Proposition 2.3.** Let $L$ be a countable simplicial complex and let $K_i$ be the union of the first $i$ simplexes of $L$.

(a) $H_n(|L|) = 0$ if and only if each $H_n(K_i)$ maps trivially to $H_n(K_j)$ for some $j \geq i$.

(b) Let $x \in K_i$ and suppose that either $n \leq 1$ or $\pi_1(|L|, x) = 1$. Then $\pi_n(|L|, x) = 1$ if and only if each $\pi_n(K_i, x)$ maps trivially to $H_n(K_j, x)$ for some $j \geq i$.

*Proof.* (a). By using simplicial homology it is easy to see that $H_n(|L|) \simeq \text{colim}_i H_n(K_i)$. This immediately implies the “if” assertion. Conversely, suppose that $H_n(|L|) = 0$ and let us fix an $i$. Then every element of $H_n(K_i)$ lies in the kernel $G_j$ of the map $H_n(K_i) \rightarrow H_n(K_j)$ for some $j \geq i$. Since $K_i$ is compact, $H_n(K_i)$ is finitely generated. Then some $G_j$ contains all its generators, and hence coincides with it. \( \square \)

(b). By using simplicial approximation it is easy to see that $\pi_n(|L|, x) \simeq \text{colim}_i \pi_n(K_i, x)$. Now the proof of the case $n \leq 1$ is similar to that of (a). To prove the case $n \geq 2$ we additionally note that if the inclusion map $(K_i, x) \rightarrow (K_j, x)$ is trivial on $\pi_1$, then its restriction to the component of $x$ factors through a simply-connected pointed compact polyhedron, whose $\pi_n$ is finitely generated by Serre’s theorem (see [11; 9.6.16]). \( \square \)

2.C. Non-abelian examples.
Example 2.4. Theorem A(a) does not hold for non-abelian $G_{ij}$. Indeed, let $C_0 = \mathbb{Z}$ and for $n \geq 1$ let $C_n$ be the coset $(1 + 3 + \cdots + 3^{n-1}) + 3^n \mathbb{Z}$ of the subgroup $3^n \mathbb{Z}$ of $\mathbb{Z}$. Clearly $C_0 \supset C_1 \supset \ldots$ and $\bigcap_n C_n = \emptyset$. Let $E_n = \mathbb{Z} \setminus C_n$. Thus $\emptyset = E_0 \subset E_1 \subset \ldots$ and $\bigcup_n E_n = \mathbb{Z}$. Let $X = \mathbb{R} \times \{0\} \cup \mathbb{Z} \times D^2$ and $X_n = \mathbb{R} \times \{0\} \cup \mathbb{Z} \times S^1 \cup E_n \times D^2$, where $0 \in S^1 = \partial D^2$. The left regular action of $\mathbb{Z}$ on $X$ yields an action of $\mathbb{Z}$ on $X$, and $3^n \mathbb{Z}$ acts on $X_n$. Let $P_{mn} = X_n/3^m \mathbb{Z}$ for $m \geq n$ and $P_{mn} = X/3^m \mathbb{Z}$ for $m < n$. Let $G_{mn} = \pi_1(P_{mn}, x_m)$, where $x_m$ is the orbit of $(0,0) \in X_0 \subset X_n \subset X$ under $3^m \mathbb{Z}$. Let us note that $G_{mn}$ is a finitely generated free group. Let $\hat{X}_n = \lim (\cdots \to P_{1n} \to P_{0n})$ with the obvious bonding maps, and let $\Gamma_n = \lim (\cdots \to G_{1n} \to G_{0n})$. Clearly $\pi_2(P_{mn}) = 0$ for all $m$ and $n$, so by the Quigley short exact sequence (see [5; Theorem 3.1(b)]) the Steenrod fundamental group $\pi_1(\hat{X}_n, x) \simeq \Gamma_n$, where $x = (0,0) \in X_0 \subset X_n \subset X$. Since the inclusions $X_0 \subset X_1 \subset \ldots$ induce maps $\Gamma_0 \to \Gamma_1 \to \ldots$, and by our construction of the $X_i$ each generator, and hence each element of each $\Gamma_i$, maps trivially to some $\Gamma_j$, but $\Gamma_i$ does not map trivially to any $\Gamma_j$.

Remark 2.5. Example 2.4 still makes sense with $\pi_1, \pi_k$ replaced by $\pi_k, \pi_k$ for $k \geq 2$, as long as $(D^2, S^1)$ is replaced with $(D^{k+1}, \partial D^{k+1})$. (Let us note that although $\pi_{k+1}(S^k)$ may be nonzero, the 3-fold covering $P_{mn+1} \to P_{mn}$, $m \geq n$, induces an isomorphism on $\pi_i$ for all $i \geq 2$, so in particular $\lim_m \pi_1(P_{mn+1}) = 0$.) However, for the so modified polyhedron $P_{mn}$ the group $G_{mn} = \pi_k(P_{mn})$ will no longer be finitely generated for $k \geq 2$ (even though it will be a finitely generated module over the ring $\mathbb{Z}[\pi_1(S^1)] = \mathbb{Z}[x^{\pm 1}]$). Thus for $k \geq 2$ this is no longer an example showing that “abelian” cannot be dropped in Theorem A(a), but rather that “finitely generated” cannot be dropped in it.

Example 2.6. For each $k \geq 1$ there exists a local compactum $T^{k+2}$ with a basepoint $x$ such that the Steenrod–Sitnikov homotopy group $\pi_k(T^{k+2}, x) = 1$, but the ind-group formed by the Steenrod homotopy groups $\pi_k(K, x)$, where $K$ runs over all compact subsets of $T^{k+2}$ containing $x$, is nontrivial.

Indeed, let $P_{mn}, \Gamma_n, \hat{X}_n$ and $X$ be as in Example 2.4, but with $(D^2, S^1)$ replaced by $(D^{k+1}, \partial D^{k+1})$ when $k \geq 2$. Let $P_{m,[0,\infty)}$ be the mapping telescope of the obvious inclusions $P_{m0} \subset P_{m1} \subset \ldots$ (which stabilize at $P_{mn} = P_{m,m+1} = \cdots = X/3^m \mathbb{Z}$). Clearly $T^{k+2} := \lim (\cdots \to P_{1,[0,\infty)} \to P_{0,[0,\infty)})$ is the mapping telescope of the inclusions $\hat{X}_0 \subset \hat{X}_1 \subset \ldots$. Let $T_n$ be the finite mapping telescope of the inclusions $\hat{X}_0 \subset \cdots \subset X_n$. Since $T_n$ deformation retracts onto $\hat{X}_n$, the Steenrod–Sitnikov homotopy group $\pi_i(T^{k+2}, x_0) \simeq \mathrm{colim} \pi_i(T_n, x_0) \simeq \mathrm{colim} \pi_i(\hat{X}_n, x_0)$. Hence $\pi_k(T^{k+2}, x_0) \simeq \mathrm{colim} \Gamma_n = 1$, but the homomorphism $\pi_k(T_0, x_0) \to \pi_k(T_n, x_0)$ is nontrivial for each $n$.

Example 2.7. Let $T^{k+2}$ be the local compactum of Example 2.6 and let $\Sigma$ be the 3-adic solenoid. Then the inclusion of $\Sigma = \lim (\cdots \to \mathbb{R}/9\mathbb{Z} \to \mathbb{R}/3\mathbb{Z} \to \mathbb{R}/\mathbb{Z})$ in $X_0 \subset T^{k+2}$ clearly induces isomorphisms $\pi_i(\Sigma) \xrightarrow{\sim} \pi_i(T^{k+2})$ on all Steenrod–Sitnikov
homotopy groups, but is not a fine shape equivalence (since the ind-equivalence class of the ind-group \( \pi_k(T_0) \to \pi_k(T_1) \to \ldots \) is nontrivial and is an invariant of fine shape).

**Example 2.8.** Let us note a variant of Example 2.4. Let \( F \) be the free group \( \langle x, y \mid \rangle \) and \( F' \) be its commutator subgroup. Let us note that \( F' \), being the fundamental group of the free abelian cover \( L := \mathbb{R} \times \mathbb{Z} \cup \mathbb{R} \times \mathbb{R} \subset \mathbb{R}^2 \) of \( S^1 \) (with basepoint at \( (0, 0) \)), is freely generated by the set \( \{ [x, y]^{x^iy^j} \mid i, j \in \mathbb{Z} \} \), where \( g^h = h^{-1}gh \). Let \( H_m \) be the subgroup \( 3^n\mathbb{Z} \oplus 3^n\mathbb{Z} \) of \( F/F' \), \( \simeq \mathbb{Z} \oplus \mathbb{Z} \), and let \( G_m \) be its preimage in \( F \). Writing \( X \) for the universal cover of \( S^1 \) (with basepoint at \( (0, 0) \)), we have \( X/G_m = (X/F')/(G_m/F') = L/H_m \). Thus \( G_m \) is the fundamental group of \( L/H_m \), and in particular it is finitely generated. More specifically, \( G_0 = F \) and \( G_m \) for \( m > 0 \) is freely generated by the set \( \{ x^{3^m}, y^{3^m} \} \cup S_m \), where \( S_m = \{ [x, y]^{x^iy^j} \mid i, j \in \mathbb{Z} \cap [\frac{1-3m-1}{2}, \frac{3m-1-1}{2}] \} \). Since \( \bigcap_m G_m \) is the preimage of \( \bigcap_m H_m = 1 \), it equals \( F' \).

On the other hand, let \( T_n = \{ [x, y]^{x^iy^j} \mid i, j \in \mathbb{Z} \} \), where \( E_n \) is as in Example 2.4. Let \( K_0 = 1 \) and let \( K_n \) for \( n > 0 \) be the normal closure of \( T_n \) in \( F' \). Then \( \Gamma_n := F'/K_n \) is the fundamental group of \( P_n := L \cup C_n \times C_n \), where \( C_n = [\frac{1-3^{n-1}}{2}, \frac{3^{n-1}-1}{2}] + 3^n\mathbb{Z} \), the union of cosets of the subgroup \( 3^n\mathbb{Z} \) of \( \mathbb{R} \). Clearly \( K_0 \subseteq K_1 \subseteq \ldots \) and \( \bigcup_n K_n = F' \). Hence \( \colim_n \Gamma_n = 1 \), but no map \( \Gamma_0 \rightarrow \Gamma_n \) is trivial.

Finally, let us note that \( T_n \subset F' \subset G_m \). Let \( K_{m0} = 1 \) and let \( K_{mn} \) for \( n > 1 \) be the normal closure of \( T_n \) in \( G_m \). Let us note that \( H_n \) acts freely on \( P_n \). Then \( G_{mn} := G_m/K_{mn} \) is the fundamental group of \( P_{mn} \), where \( P_{mn} = P_n/H_m \) for \( m \geq n \) and \( P_{mn} = \mathbb{R}^2/H_m \) for \( m < n \). Now \( \lim (\cdots \to G_1 \to G_0) \simeq \Gamma_n \) similarly to Example 2.4.

3. Preliminaries

3.A. **Relative fine shape.** Given a metrizable space \( X_0 \) and its closed subsets \( X_1 \supset \cdots \supset X_r \), there exist an absolute retract \( M_0 \) and its closed subsets \( M_1 \supset \cdots \supset M_r \) such that each \( M_i \) is an absolute retract containing \( X_i \) as a closed Z-set. For instance, as long as \( X_r \neq pt \), one can take each \( M_i \) to be the space of probability measures \( P(X_i) \) (see [6; Theorem 19.18]). Alternatively, one may construct the \( M_i \) using the Fréchet–Wojdyslawski construction (see [7; proof of Lemma 2.15]). When \( X_0 \) is separable, there is also a more combinatorial construction, based on the extended mapping telescope (see [7; proof of Lemma 3.18]). In the case where \( X_1 \) is compact, a number of further constructions is discussed in [7; Remark 3.19].

Given a metrizable space \( Y_0 \) and its closed subsets \( Y_1 \supset \cdots \supset Y_r \), there similarly exist an absolute retract \( N_0 \) and its closed subsets \( N_1 \supset \cdots \supset N_r \) such that each \( N_i \) is an absolute containing \( Y_i \) as a closed Z-set.

We recall from “Fine shape I” [7] that a map \( f : M_0 \setminus X_0 \to N_0 \setminus Y_0 \) is called \( X_0 - Y_0 \)-approaching if it sends every sequence of points which has a cluster point in \( X_0 \) into a sequence which has a cluster point in \( Y_0 \). More revealing equivalent forms of this definition are discussed in [7]. Clearly, if \( f \) is \( X-Y \)-approaching and sends \( M_i \setminus X_i \) into \( N_i \setminus Y_i \), then its restriction \( f_i : M_i \setminus X_i \to N_i \setminus Y_i \) is \( X_i - Y_i \)-approaching.
Now fine shape classes \((X_0, \ldots, X_r) \rightarrow (Y_0, \ldots, Y_r)\) are the classes of \(X_0\)-approaching maps \((M_0 \setminus X_0, \ldots, M_r \setminus X_r) \rightarrow (N_0 \setminus Y_0, \ldots, N_r \setminus Y_r)\) up to \(X_0\)-approaching homotopies through maps \((M_0 \setminus X_0, \ldots, M_r \setminus X_r) \rightarrow (N_0 \setminus Y_0, \ldots, N_r \setminus Y_r)\). Everything in \[\text{Lemma 2.17 and §2.G}\] generalizes straightforwardly to the relative case, and in particular we obtain that fine shape classes \((X_0, \ldots, X_r) \rightarrow (Y_0, \ldots, Y_r)\), as defined above, do not depend on the choice of \((M_0, \ldots, M_r)\) and \((N_0, \ldots, N_r)\).

3.B. Relative Steenrod–Sitnikov homotopy groups. Let \(X\) be a pointed metrizable space, \(A\) its closed subspace containing the basepoint \(x\), and suppose that either \(n > 0\) or \(n = 0\) and \(A = \{x\}\). The pointed set \(\pi_n(X, A, x)\) of fine shape classes \((I^n, \partial I^n, I^{n-1}) \rightarrow (X, A, \{x\})\) is easily seen to be the direct limit \(\colim_n \pi_n(K, K \cap A, x)\) over all compact \(K \subset X\) containing \(x\). (The case where \(X\) is compact is discussed in \[5\].) When \(A \neq \{x\}\), we define \(\pi_0(X, A)\) to be the quotient of \(\pi_0(X)\) by the image of \(\pi_0(A)\).

Since colim is an exact functor, \(\pi_0(X, A, x)\) is again the direct limit \(\colim_n \pi_0(K, K \cap A, x)\) over all compact \(K \subset X\) containing \(x\). Clearly \(\pi_i(X, x) := \pi_i(X, \{x\}, x)\) is a group for \(i \geq 1\), which is abelian for \(i \geq 2\), and \(\pi_i(X, A, x)\) is a group for \(i \geq 2\), which is abelian for \(i \geq 3\). We call these the Steenrod–Sitnikov homotopy groups. We will sometimes omit the basepoint from the notation. There is an action of \(\pi_1(A)\) on \(\pi_n(X)\) for \(n \geq 1\) and on \(\pi_n(X, A)\) for \(n \geq 2\), and an action of \(\pi_1(X)\) on \(\pi_1(X, A)\).

There is an exact sequence of pointed sets
\[\cdots \rightarrow \pi_2(X, A) \rightarrow \pi_1(A) \rightarrow \pi_1(X) \rightarrow \pi_1(X, A) \rightarrow \pi_0(A) \rightarrow \pi_0(X) \rightarrow \pi_0(X, A) \rightarrow *,\]
whose maps to the left of \(\pi_1(X)\) (resp. \(\pi_2(X)\)) are homomorphisms of groups (resp. right \(\mathbb{Z}\pi_1(A)\)-modules). In addition, \(\pi_2(X) \rightarrow \pi_2(X, A)\) is also \(\pi_1(A)\)-equivariant, \(\partial: \pi_2(X, A) \rightarrow \pi_1(A)\) is a crossed module\(^5\), \(\pi_1(X) \rightarrow \pi_1(X, A)\) is \(\pi_1(X)\)-equivariant with respect to the right regular action on \(\pi_1(X)\), and the non-trivial point-inverses of \(\pi_1(X, A) \rightarrow \pi_0(A)\) coincide with the orbits of \(\pi_1(X)\).

3.C. Base-ray preserving approaching homotopy classes. In general, not every element of \(\pi_0(X)\) is represented by a map \(pt \rightarrow X\) (see \[5; Theorem 8.4 or Example 8.6\]). Because of this, it is sometimes convenient to replace basepoints by base rays.

Let \(X\) be a metrizable space and let \(M\) be an absolute retract containing \(X\) as a closed \(Z\)-set. Let \(r: [0, \infty) \rightarrow M \setminus X\) be an \(\{\infty\}\)-\(X\)-approaching map; in other words, any map such that the closure \(\overline{r([0, \infty])} = r([0, \infty]) \cup K\) for some non-empty compact \(K \subset X\). For a polyhedron \(P\) with a basepoint \(x\), a \(P\)-\(X\)-approaching map \(P \times [0, \infty) \rightarrow M \setminus X\) will be called \(r\)-pointed if its restriction \(\{x\} \times [0, \infty) \rightarrow M \setminus X\) coincides with \(r\).

We write \(\Pi_n(M \setminus X, r)\) for the set of classes of \(r\)-pointed \(S^n\)-\(X\)-approaching maps \(S^n \times [0, \infty) \rightarrow M \setminus X\) up to \(r\)-pointed \(S^n\)-\(X\)-approaching homotopy. If \(A\) is a closed subset of \(X\), contained as a \(Z\)-set in a closed absolute retract \(N \subset M\), and \(r: [0, \infty) \rightarrow N \setminus A\) is an \(\{\infty\}\)-\(A\)-approaching map, then we write \(\Pi_n(M \setminus X, N \setminus A, r)\) for the set of classes of

\(^4\)That is, homotopies that are \((X_0 \times I)\)-\(Y_0\)-approaching as maps \((M_0 \setminus X_0) \times I \rightarrow N_0 \setminus Y_0\).

\(^5\)That is, \(\partial(s \cdot g) = g^{-1}(\partial s)g\) for \(g \in \pi_1(A)\), \(s \in \pi_2(X, A)\) and \(s^{-1}ts = t \cdot (\partial s)\) for \(s, t \in \pi_2(X, A)\).
r-pointed \( I^n \)-\( X \)-approaching maps \((I^n, \partial I^n) \times [0, \infty) \to (M \setminus X, N \setminus A)\) up to \( r \)-pointed \( I^n \)-\( X \)-approaching homotopy (the basepoint of \( I^n \) is assumed to lie in \( \partial I^n \)).

All that has been said about \( \pi_n(X, x) \) and \( \pi_n(X, A, x) \) generalizes straightforwardly to \( \Pi_n(M \setminus X, r) \) and \( \Pi_n(M \setminus X, N \setminus A, r) \). In particular, \( \Pi_n(M \setminus X, r) \) is a group for \( i \geq 1 \), which is abelian for \( i \geq 2 \), and \( \Pi_n(M \setminus X, N \setminus A, r) \) is a group for \( i \geq 2 \), which is abelian for \( i \geq 3 \).

3.D. Čech homotopy groups. For a compactum \( K \) with a basepoint \( x \), the Čech homotopy set \( \check{\pi}_n(K, x) \) is the inverse limit \( \lim \pi_n(P_i, x_i) \), where \( \cdots \to (P_1, x_1) \to (P_0, x_0) \) is an inverse sequence of pointed compact polyhedra with \( \lim (P_i, x_i) = (K, x) \). It is a group for \( n \geq 1 \). It is a well-defined shape invariant of \( (K, x) \) (see [6; Theorem 20.22]), and hence also a strong shape invariant of \( (K, x) \).

**Lemma 3.1.** Let \( X \) be a locally connected compactum and \( x \in X \). Then \( \check{\pi}_0(X, x) \) is finite and the map \( \pi_0(X, x) \to \check{\pi}_0(X, x) \) is a bijection.

**Proof.** Since \( X \) is locally connected, the map \( \pi_0(X, x) \to \check{\pi}_0(X, x) \) is a bijection and \( \check{\pi}_0(X, x) \) is discrete when endowed with the topology of the inverse limit of discrete sets [5; Theorem 6.1(c,g)].\(^6\) If \( \cdots \to (P_1, x_1) \to (P_0, x_0) \) is an inverse sequence of pointed compact polyhedra with \( \lim (P_i, x_i) = (X, x) \), then \( \check{\pi}_0(X, x) \) is isomorphic to \( \lim \pi_0(P_i, x_i) \). Since it is discrete, it injects in \( \pi_0(P_k, x_k) \) for some \( k \) [5; Lemma 3.4(b)]. Hence it is finite.

For a metrizable space \( X \) with a basepoint \( x \) let \( \check{\pi}_n(X, x) \) be the direct limit of the Čech homotopy set \( \check{\pi}_n(K, x) \) over all compact subsets \( K \) of \( X \) containing the basepoint.

On the other hand, by \( \check{\pi}_n(X, x) \) we will denote the usual homotopy set \((S^n, pt), (X, x)\). Both \( \check{\pi}_n(X, x) \) and \( \check{\pi}_n(X, x) \) are antishape invariants of \( (X, x) \) (see [6; Theorem 22.14]), and hence also fine shape invariants of \( (X, x) \).

**Lemma 3.2.** Let \( X \) be a metrizable space with a basepoint \( x \).

(a) If \( \pi_n(X, x) = 1 \), then \( \check{\pi}_n(X, x) = 1 \).

(b) If \( X \) is a locally \((n-1)\)-connected local compactum and each compactum \( L \subset X \) containing the basepoint lies in a compactum \( M \subset X \) such that the map \( \check{\pi}_n(L, x) \to \check{\pi}_n(M, x) \) is trivial, then \( \check{\pi}_n(X, x) = 1 \).

**Proof.** (a) Since direct limit is an exact functor, the surjections \( \pi_n(K, x) \to \check{\pi}_n(K, x) \) (see [5; Theorem 3.1(b)]) yield a surjection \( \pi_n(X, x) \to \check{\pi}_n(X, x) \).

(b) Given a compactum \( K \subset X \) containing the basepoint, since \( X \) is locally compact, there exists a compactum \( L \subset X \) such that \( K \subset \text{Int} L \). Then the inclusion \( K \to L \) factors through a locally connected compactum \( Q \) [5; Theorem 3.1(b)]. Since \( Q \) is

---

\(^6\)There is a minor gap in [5; proofs of Lemma 6.2(1,3) and Theorem 6.1(d,h,g) in the case \( n = 0 \)] as it was overlooked there that for a map between pointed sets trivial kernel does not imply injectivity. This gap can be filled in by trivial modifications of the arguments. In particular, when [5; Theorem 3.1(b)] is applied in the proof of [5; Lemma 6.2(1)], the base ray in the former can be arbitrary, and has nothing to do with the base point in the latter.
locally connected, the image $D$ of the map $\tilde{\pi}_n(Q, x) \to \tilde{\pi}_n(Q, x)$ is dense in the topology of the inverse limit of discrete sets (see \cite[Theorem 6.1(e)]{5}). On the other hand, by the hypothesis $L$ lies in a compactum $M$ such that the map $\tilde{\pi}_n(L, x) \to \tilde{\pi}_n(M, x)$ is trivial. Then in particular the image of $D$ in $\tilde{\pi}_n(M, x)$ is trivial. But $D$ is dense in the image $E$ of $\tilde{\pi}_n(Q, x)$ in $\tilde{\pi}_n(M)$. Hence $E = 1$. Therefore the map $\tilde{\pi}_n(K, x) \to \tilde{\pi}_n(M, x)$ is trivial. Thus $\tilde{\pi}_n(X, x) = 1$.

4. Auxiliary constructions

4.A. Straightening construction. There is an almost obvious trick that converts a direct sequence of inv-morphisms between inverse sequences into a direct sequence of level maps by repeating some terms of the second inverse sequence, then some terms of the third inverse sequence, and so on. In more detail:

**Lemma 4.1.** Let $T_0 \xrightarrow{f_0} T_1 \xrightarrow{f_1} \cdots$ be a direct sequence of inv-morphisms between inverse sequences $T_j = (\ldots \xrightarrow{p_{ij}} G_{ij} \xrightarrow{p_{0j}} G_{0j})$ in some category, with $f_j = (f_{ij} : G_{ij,j} \to G_{ij,j+1})$. Then there exists a direct sequence of level maps $T_0' \xrightarrow{p_0'} T_1' \xrightarrow{p_1'} \cdots$ between inverse sequences of the form $T_j' = (\ldots \xrightarrow{p_{ij}} G_{ij} \xrightarrow{\text{id}} \ldots \xrightarrow{\text{id}} G_{ij} \xrightarrow{p_{0j}} G_{0j} \xrightarrow{\text{id}} \ldots \xrightarrow{\text{id}} G_{0j})$ such that each $g_j$ consists of compositions of the form $G_{kj} \xrightarrow{p_{kj} \cdots p_{k-1,j}} G_{j} \xrightarrow{f_{ij}} G_{i,j+1}$.

**Proof.** We may assume without loss of generality that each $l_{i+1,j} > l_{ij}$ (see \cite[proof of Proposition 3.1]{6}). Let $i_{kj}$ be defined by $i_{k0} = k$ and by setting $i_{k,j+1}$ to be the maximal number $i$ such that $l_{ij} \leq i_{kj}$. It is easy to see that $i_{k+1,j} \geq i_{kj}$ and that $i_{kj} \to \infty$ as $k \to \infty$. Let $H_{kj} = G_{i_{kj},j}$. Let $g_{ij} : H_{kj} \to H_{k,j+1}$ be the composition

$$H_{kj} = G_{i_{kj},j} \xrightarrow{p'_{ij}} G_{i_{ij},j} \xrightarrow{f_{ij}} G_{i,j+1} = H_{k,j+1},$$

where $i = i_{k,j+1}$ and $p'_{ij}$ is the bonding map of $T_j$. Let $T_j' = (\ldots \xrightarrow{q_{ij}} H_{ij} \xrightarrow{q_{0j}} H_{0j})$, where each $q_{ij}$ is the bonding map of $T_j$. Then the level map $g_{ij} : T_j' \to T_{j+1}'$ consisting of the $g_{ij}$ is as desired. \qed

4.B. Two-parameter mapping cylinder. Speaking informally, the following lemma is saying that given a homotopy commutative square diagram, the two versions of its two-parameter mapping cylinder (that is, the two obvious ways of “filling in the square” whose boundary is formed by the mapping cylinders of the 4 given maps) are homeomorphic.

**Lemma 4.2.** Given a homotopy commutative diagram of compacta

$$
\begin{align*}
&X \xrightarrow{f_+} Y_+ \\
&X \xrightarrow{f_-} Y_-
\end{align*}
$$

let $\Phi_\pm$ be the composition $MC(f_\pm) \cong X \times I \cup MC(f_\pm) \xrightarrow{\pi_+ \cup \rho_\pm} MC(g_\pm) \cup Z = MC(g_\pm)$, where $\pi_\pm$ is the composition $X \times I \xrightarrow{f_\pm \times \text{id}_I} Y_\pm \times I \xrightarrow{g_\pm} MC(g_\pm)$ and $\rho_\pm$ is defined by the
strictly commutative diagram

\[ \begin{array}{ccc}
X \times I & \xrightarrow{q} & MC(f_{\pm}) \\
\downarrow{h_{\pm}} & & \downarrow{p_{\pm}} \\
Z & & \\
\end{array} \]

where \( h_{+} \) is the given homotopy and \( h_{-}(x,t) = h_{+}(x,1-t) \). Then \( MC(\Phi_{+}) \cong MC(\Phi_{-}) \).

**Proof.** Let \( W = MC(g_{+}) \cup_{Z} MC(g_{-}) \). Let \( \varphi: X \times [0,3] \to W \) be the union of the compositions

\[
\begin{align*}
X \times [0,1] & \xrightarrow{f_{\pm}(t\mapsto 1-t)} Y_{\pm} \times I \xrightarrow{q} MC(g_{\pm}) \\
X \times [1,2] & \xrightarrow{id \times (t\mapsto t-1)} X \times I \xrightarrow{h} Z \\
X \times [2,3] & \xrightarrow{f_{\pm}(t\mapsto t-2)} Y_{\mp} \times I \xrightarrow{q} MC(g_{\mp}).
\end{align*}
\]

Let \( e_{+}: [0,3] \to I \times I \) be defined by \( e_{+}(t) = (1-t,0) \) for \( t \in [0,1] \) and by \( e_{+}(t) = (0,\frac{t-1}{2}) \) for \( t \in [1,3] \). Let \( e_{-} \) be the composition \( [0,3] \xrightarrow{e_{-}} I \times I \xrightarrow{(t,s)\mapsto (s,t)} I \times I \). Finally, let \( \psi_{\pm} \) be the composition \( X \times (I \times \{0\} \cup \{0\} \times I) \xrightarrow{id \times e_{\pm}^{-1}} X \times [0,3] \xrightarrow{\varphi} W \).

Then it is easy to see that \( MC(\Phi_{\pm}) \) is the adjunction space \( X \times I \times I \cup_{\psi_{\pm}} W \). Now the assertion follows since \( e_{+} \) and \( e_{-} \) differ by a homeomorphism.

4.C. **Mapping cylinder lemma.** The following lemma will be used in the proof of Theorem D. It is not needed for Theorem E.

**Lemma 4.3.** Let \( X_{0} \subset X_{1} \subset \ldots \) and \( Y_{0} \subset Y_{1} \subset \ldots \) be metrizable spaces, \( f_{i}: X_{i} \to Y_{i} \) be maps such that each \( f_{i+1} \) is an extension of \( f_{i} \), and let \( M_{i} = MC(f_{i}) \).

(a) The induced maps \( f_{i*}: H_{n}(X_{i}) \to H_{n}(Y_{i}) \) represent an ind-isomorphism for each \( n \) if and only if for each \( n \) and \( j \) there exists a \( k \geq j \) such that the inclusion induced map \( H_{n}(M_{j},X_{j}) \to H_{n}(M_{k},X_{k}) \) is trivial.

(b) Suppose that for each \( j \) and each \( x \in X_{j} \), all elements of \( \pi_{0}(X_{j+1},x) \) that come from \( \pi_{0}(X_{j},x) \) are represented by points of \( X_{j+1} \). Then the following are equivalent:

1. for each \( n \) and \( i \) there exists a \( k \geq i \) such that for each \( x \in X_{i} \) there exists a map \( \varphi: \pi_{n}(Y_{i},f(x)) \to \pi_{n}(X_{k},x) \) such that the compositions \( \pi_{n}(X_{i},x) \xrightarrow{f_{i*}} \pi_{n}(Y_{i},f(x)) \xrightarrow{\varphi} \pi_{n}(X_{k},x) \xrightarrow{f_{k*}} \pi_{n}(Y_{k},f(x)) \) coincide with the bonding maps;

2. for each \( n \) and \( i \) there exists a \( k \geq i \) such that for each \( x \in X_{i} \) the inclusion induced map \( \pi_{n}(M_{i},X_{i},x) \to \pi_{n}(M_{k},X_{k},x) \) is trivial.

**Proof.** (a) Suppose that the induced maps \( f_{i*}: H_{n}(X_{i}) \to H_{n}(Y_{i}) \) represent an ind-isomorphism for some \( n \). Then its inverse can be represented by maps of the form \( \varphi_{i}: H_{n}(Y_{i}) \to H_{n}(X_{\alpha_{n}(i)}) \) for some strictly monotone map \( \alpha_{n}: \mathbb{N} \to \mathbb{N} \) (see [6; Proposition 3.12]). Then the compositions \( H_{n}(X_{i}) \xrightarrow{f_{i*}} H_{n}(Y_{i}) \xrightarrow{\varphi_{i}} H_{n}(X_{\alpha_{n}(i)}) \) and \( H_{n}(Y_{i}) \xrightarrow{\varphi_{i}^{-1}} \ldots \)
$H_n(X_{\alpha_n(i)}) \xrightarrow{f_{\alpha_n(i)*}} H_n(Y_{\alpha_n(i)})$ represent the identity ind-morphisms. We may assume that these compositions equal the bonding maps, by replacing each $\varphi_i$ with the composition $H_n(Y_i) \xrightarrow{\varphi_i} H_n(X_{\alpha_n(i)}) \xrightarrow{H_n((\alpha_n(i)*))} H_n(X_{\alpha_n(i)}')$ for an appropriate $\alpha_n'(i) \geq \alpha_n(i)$.

Now the proof is similar to the following proof of (b), but easier.

(b), $(1) \Rightarrow (2)$. We are given an $n$ and an $i$. Then there exist a $j \geq i$ and a $k \geq j$ such that for each $x \in X_i$ there exist maps $\varphi: \pi_{n-1}(Y_i, f(x)) \to \pi_{n-1}(X_j, x)$ and $\psi: \pi_n(Y_j, f(x)) \to \pi_n(X_k, x)$ such that the compositions $\pi_{n-1}(X_i, x) \xrightarrow{f_{i*}} \pi_{n-1}(Y_i, f(x)) \xrightarrow{\varphi} \pi_{n-1}(X_j, x)$ and $\pi_n(Y_j, f(x)) \xrightarrow{\psi} \pi_n(X_k, x)$ coincide with the bonding maps. Now with this choice of $k$ we are also given an $x \in X_i$. Then a straightforward diagram chasing in the following commutative diagram with exact rows, where the basepoints $x$ and $f(x)$ are suppressed:

$$
\begin{array}{ccc}
\pi_n(M_i, X_i) & \xrightarrow{} & \pi_{n-1}(X_i) \\
\downarrow & & \downarrow \\
\pi_n(Y_j) & \xrightarrow{} & \pi_{n-1}(X_j) \\
\downarrow & & \downarrow \\
\pi_n(X_k) & \xrightarrow{} & \pi_{n-1}(X_k)
\end{array}
\xrightarrow{\varphi}
\begin{array}{ccc}
\pi_n(M_j, X_j) & \xrightarrow{} & \pi_{n-1}(X_j) \\
\downarrow & & \downarrow \\
\pi_n(Y_k) & \xrightarrow{} & \pi_{n-1}(X_k)
\end{array}
$$

shows that the bonding map $\pi_n(M_i, X_i) \xrightarrow{} \pi_{n-1}(X_j)$ is trivial. (In the case $n = 0$, the same diagram makes sense if we set $\pi_{-1}$ to always be the trivial pointed set.)

$(2) \Rightarrow (1)$. We are given an $n$ and an $i$.

Let us first consider the case $n \geq 1$. There exist a $j \geq i$ and a $k \geq j$ such that the inclusion induced maps $\pi_n(M_i, X_i) \to \pi_n(M_j, X_j)$ and $\pi_{n+1}(M_j, X_j) \to \pi_{n+1}(M_k, X_k)$ are trivial for each $x \in X_i$. Now with this choice of $k$ we are also given an $x \in X_i$. We will use the following commutative diagram with exact rows, where the basepoints $x$ and $f(x)$ are suppressed:

$$
\begin{array}{ccc}
\pi_n(Y_i) & \xrightarrow{} & \pi_n(M_i, X_i) \\
\downarrow & & \downarrow \\
\pi_{n+1}(M_j, X_j) & \xrightarrow{} & \pi_{n}(X_j) \\
\downarrow & & \downarrow \\
\pi_{n+1}(M_k, X_k) & \xrightarrow{} & \pi_{n}(X_k)
\end{array}
\xrightarrow{1}
\begin{array}{ccc}
\pi_n(Y_j) & \xrightarrow{} & \pi_n(M_j, X_j) \\
\downarrow & & \downarrow \\
\pi_n(Y_j) & \xrightarrow{} & \pi_n(M_j, X_j) \\
\downarrow & & \downarrow \\
\pi_n(Y_k) & \xrightarrow{} & \pi_n(X_k)
\end{array}
$$

Given a $g \in \pi_n(Y_i)$, its image in $\pi_n(Y_j)$ equals the image of some $h \in \pi_n(X_j)$. Given another element $h' \in \pi_n(X_j)$ whose image in $\pi_n(Y_j)$ equals the image of $g$, it is easy to see that $h^{-1}h'$ has trivial image in $\pi_n(X_k)$. Hence the image of $h$ in $\pi_n(X_k)$, denoted $\varphi(g)$, depends only on $g$. Given a $g' \in \pi_n(Y_i)$, it is easy to see that $\varphi(gg')^{-1}\varphi(g)\varphi(g') = 1$. 
Hence $\varphi: \pi_n(Y_i, f(x)) \to \pi_n(X_k, x)$ is a homomorphism. By construction the compositions $\pi_n(X_i) \xrightarrow{I_{i,j}} \pi_n(Y_i) \xrightarrow{\varphi} \pi_n(X_k)$ and $\pi_n(Y_i) \xrightarrow{\varphi} \pi_n(X_k) \xrightarrow{f_*} \pi_n(Y_k)$ equal the bonding maps.

It remains to consider the case $n = 0$. There exist a $j \geq i$ and a $k \geq j$ such that the inclusion induced maps $\pi_0(M_i, X_i, x) \to \pi_0(M_j, X_j, x)$ and $\pi_1(M_{j+1}, X_{j+1}, z) \to \pi_1(M_k, X_k, z)$ are trivial for each $x \in X_i$ and for each $z \in X_j$. Now with this choice of $k$ we are also given an $x \in X_i$. Let $y = f(x)$. Given a $g \in \pi_0(Y_i, y)$, its image in $\pi_0(Y_j, y)$ equals the image of some $h \in \pi_0(X_j, x)$. Suppose that it has the same image in $\pi_0(Y_j, z)$ as some other element $h' \in \pi_0(X_j, x)$. By the hypothesis the images of $h$ and $h'$ in $\pi_0(X_{j+1}, x)$ are represented by some points $z, z' \in X_{j+1}$. Then the class of $z'$ in $\pi_0(X_{j+1}, z)$ maps to the trivial element of $\pi_0(Y_{j+1}, f(z))$. Hence it is the image of some $a \in \pi_1(M_{j+1}, X_{j+1}, z)$. By our choice of $k$ this $a$ maps trivially to $\pi_1(M_k, X_k, z)$. Hence $z'$ represents the trivial element of $\pi_0(X_k, z)$. Therefore $z$ and $z'$ represent the same element $b$ of $\pi_0(X_k, x)$. Thus this $b$ depends only on $g$. Then the argument proceeds as before.

**Remark 4.4.** Let us formulate a version of Lemma 4.3(b) where we are not given genuine maps $f_i: X_i \to Y_i$, but merely a coherent map (in the sense of sequential strong anti-shape, see [7; §4.C]); on the other hand, we shall not need to assume that every element of $\pi_0(X_i, x)$ is represented by a map $pt \to X_i$.

Thus let $X$ and $Y$ be local compacta. We are given metrizable spaces $U$ and $V$ containing respectively $X$ and $Y$, and chains of subsets $U_0 \subset U_1 \subset \ldots$ of $U$ and of subsets $V_0 \subset V_1 \subset \ldots$ of $V$ such that

1. each $U_i$ and $V_i$ are compact absolute retracts;
2. each $X_i := U_i \cap X$ is a Z-set in $U_i$ and each $Y_i := V_i \cap Y$ is a Z-set in $V_i$;
3. $\{X_0, X_1, \ldots\}$ and $\{Y_0, Y_1, \ldots\}$ are cofinal subsets of $\mathcal{K}_X$ and $\mathcal{K}_Y$,

where $\mathcal{K}_X$ is the poset of all compact subsets of $X$, ordered by inclusion. Writing $U_i^\circ = U_i \setminus X_i$ and $V_i^\circ = V_i \setminus Y_i$, we are also given proper maps $f_i: U_i^\circ \to V_i^\circ$ along with proper homotopies $F_i: U_i^\circ \times I \to V_i^\circ$ between the two compositions of the diagram

$$
\begin{array}{c}
U_{i+1}^\circ \xrightarrow{I_{i+1}} V_{i+1}^\circ \\
\uparrow F_{i+1} \uparrow \\
U_i^\circ \xrightarrow{f_i} V_i^\circ.
\end{array}
$$

Next we consider the metric mapping cylinders $N_i^\circ := MC(f_i)$ (see [6; §7.H]).

Then the following are equivalent:

1. for each $n$ and $i$ there exists a $k \geq i$ such that for every proper map $r: [0, \infty) \to U_i^\circ$ there exists a map $\varphi: \Pi_n(V_i^\circ, f_r) \to \Pi_n(U_k^\circ, r)$ such that the compositions $\Pi_n(U_i^\circ, r) \xrightarrow{f_r} \Pi_n(V_i^\circ, f_r) \xrightarrow{\varphi} \Pi_n(U_k^\circ, r)$ and $\Pi_n(V_i^\circ, f_r) \xrightarrow{\varphi} \Pi_n(U_k^\circ, r) \xrightarrow{f_r} \Pi_n(V_k^\circ, f_k r)$ coincide with the bonding maps;
Lemma 5.1. Let $f = (f_i: A_i \to C_i)_{i \in \mathbb{N}}$ be a level map between towers of abelian groups.

(a) $f$ factors through a tower $(B_i)_{i \in \mathbb{N}}$ of quotient groups $B_i$ of $A_i$ such that the map $\lim A_i \to \lim B_i$ is surjective and the map $\lim B_i \to \lim C_i$ is injective. Also, the map $\lim^1 A_i \to \lim^1 B_i$ is an isomorphism.

(b) $f$ factors through a tower of subgroups $B_i \subset C_i$ such that the map $\lim^1 A_i \to \lim^1 B_i$ is surjective and the map $\lim^1 B_i \to \lim^1 C_i$ is injective. Also, the map $\lim B_i \to \lim C_i$ is an isomorphism.

Proof. (a). Let $K_i = \ker f_i$. Let $L_i$ be the image of $\lim K_j$ in $K_i$. Then the inclusions $L_i \to K_i$ induce an isomorphism $\lim L_i \to \lim K_i$. Also the bonding maps $L_{i+1} \to L_i$ are surjective, so $\lim^1 L_i = 0$. Writing $Q_i = K_i/L_i$, from the short exact sequence of towers $0 \to L_i \to K_i \to Q_i \to 0$ we get that $\lim Q_i = 0$. Let $B_i = A_i/L_i$. From the short exact sequence of towers $0 \to L_i \to A_i \to B_i \to 0$ we get that the map $\lim A_i \to \lim B_i$ is surjective and the map $\lim^1 A_i \to \lim^1 B_i$ is an isomorphism. Let $G_i = f_i(A_i)$. Then $G_i \simeq A_i/K_i \simeq (A_i/L_i)/(K_i/L_i) = B_i/Q_i$. From the short exact sequence of towers $0 \to Q_i \to B_i \to G_i \to 0$ we get that the map $\lim B_i \to \lim G_i$ is injective. Also the map $\lim G_i \to \lim C_i$ is injective since $G_i \subset C_i$. □

(b). Let $G_i = f_i(A_i)$ and let $K_i = C_i/G_i$. Let $L_i$ be the image of $\lim K_j$ in $K_i$. Then the inclusions $L_i \to K_i$ induce an isomorphism $\lim L_i \to \lim K_i$. Also the bonding maps $L_{i+1} \to L_i$ are surjective, so $\lim^1 L_i = 0$. Writing $Q_i = K_i/L_i$, from the short exact sequence of towers $0 \to L_i \to K_i \to Q_i \to 0$ we get that $\lim Q_i = 0$. Let $B_i$ be the preimage of $L_i$ under the quotient map $C_i \to K_i$. Then $L_i \simeq B_i/G_i$ and consequently $C_i/B_i \simeq (C_i/G_i)/(B_i/G_i) \simeq K_i/L_i = Q_i$. The short exact sequence of towers $0 \to B_i \to C_i \to Q_i \to 0$ yields that the map $\lim B_i \to \lim C_i$ is an isomorphism and the map $\lim^1 B_i \to \lim^1 C_i$ is injective. Finally, the map $\lim^1 A_i \to \lim^1 G_i$ is surjective since $G_i = f_i(A_i)$, and from the short exact sequence of towers $0 \to G_i \to B_i \to L_i \to 0$ the map $\lim^1 G_i \to \lim^1 B_i$ is also surjective. □

Proof of Theorem B. By Lemma 5.1(a) the level map $B_i \to C_i$ factors through a tower of abelian groups $H_i$ such that $\lim H_i = 0$. By Lemma 5.1(b) the composition $A_i \to B_i \to H_i$ factors through a tower of abelian groups $G_i$ such that $\lim^1 G_i = 0$ and the map $\lim G_i \to \lim H_i$ is an isomorphism. □
Remark 5.2. It might seem that one can prove Lemma 5.1(b) by letting each $B_i$ be the purification $\{g \in C_i \mid \exists n \in \mathbb{Z} : ng \in f_i(A_i)\}$ of $f_i(A_i)$, but this is not so. Indeed, there exists an inverse sequence of embeddings $\cdots \to C_1 \to C_0$ between free abelian groups of rank 2, and an inverse sequence $\cdots \to B_1 \to B_0$ of their pure subgroups of rank 1 such that the map $\lim^1 B_i \to \lim^1 C_i$ is not injective [6; Example 4.6]. (A subgroup $H$ of a group $G$ is called pure if for any $g \in G$ and $n \in \mathbb{Z}$ such that $ng \in H$ one has $g \in H$.)

5.B. Non-abelian and non-group cases.

Remark 5.3. In trying to prove the non-abelian version of Lemma 5.1(b) we may define the group $G_i$ and the pointed sets of left cosets $K_i$, $L_i$, and $B_i$ as in the proof of the abelian case; then the map $\lim^1 A_i \to \lim^1 G_i$ is still surjective. If each $B_i$ happens to be a subgroup of $C_i$, then the map $\lim^1 G_i \to \lim^1 B_i$ is surjective (see [6; Addendum 4.25(a)]), and hence there is the following commutative diagram with exact rows (see [6; Theorem 4.13]):

\[
\begin{array}{cccccccccc}
1 & \longrightarrow & \lim G_i & \longrightarrow & \lim B_i & \longrightarrow & \lim L_i & \longrightarrow & \lim^1 G_i & \longrightarrow & \lim^1 B_i & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
1 & \longrightarrow & \lim G_i & \longrightarrow & \lim C_i & \longrightarrow & \lim K_i & \longrightarrow & \lim^1 G_i & \longrightarrow & \lim^1 C_i & \longrightarrow & 1
\end{array}
\]

Then by an easy diagram chasing (or by a version of the 5-lemma) $\lim^1 B_i \to \lim^1 C_i$ is injective and $\lim B_i \to \lim C_i$ is surjective.

Lemma 5.4. Let $f = (f_i : A_i \to C_i)_{i \in \mathbb{N}}$ be a level map between towers of groups where the tower $(A_i)_{i \in \mathbb{N}}$ satisfies the Mittag-Leffler condition. Then $f$ factors through a tower of quotient groups $B_i$ of $A_i$ such that the map $\lim A_i \to \lim B_i$ is surjective and the map $\lim B_i \to \lim C_i$ is injective. Also, $\lim^1 B_i$ is trivial.

Proof. Let $K_i = \ker f_i$. Let $L_i$ be the image of $\lim K_j$ in $K_i$. Then the inclusions $L_i \to K_i$ induce an isomorphism $\lim L_i \to \lim K_i$. Let $N_i$ be the normal closure of $L_i$ in $A_i$. It is easy to see that the bonding map $A_{i+1} \to A_i$ sends $N_{i+1}$ into $N_i$. Since $K_i$ is normal in $A_i$, we have $N_i \subset K_i$. Since $L_i$ and $A_i$ satisfy the Mittag-Leffler condition, it is easy to see that so does $N_i$. Hence $\lim L_i = 1$. The inclusions $L_i \subset N_i \subset K_i$ induce monomorphisms $\lim L_i \to \lim N_i \to \lim K_i$, which must be isomorphisms since so is their composition.

Let $B_i = A_i/N_i$. From the short exact sequence of towers $1 \to N_i \to A_i \to B_i \to 1$ we get that the map $\lim A_i \to \lim B_i$ is surjective and that $\lim^1 B_i$ is trivial. Let $Q_i = K_i/N_i$. From the short exact sequence of towers $1 \to N_i \to K_i \to Q_i \to 1$ we get that $\lim Q_i = 1$. Since $N_i$ is normal in $A_i$, it is normal in $K_i$, and so $Q_i$ is a group. Since $N_i$ and $K_i$ are normal in $A_i$, it is easy to see that $Q_i$ is normal in $B_i$. Let $G_i = f_i(A_i)$, and let us note that $G_i \cong A_i/K_i \cong (A_i/N_i)/(K_i/N_i) = B_i/Q_i$. From the short exact sequence of towers $1 \to Q_i \to B_i \to G_i \to 1$ we get that the map $\lim B_i \to \lim G_i$ is injective. Also the map $\lim G_i \to \lim C_i$ is injective since $G_i \subset C_i$. □
Lemma 5.5. Let \((f_i: A_i \to C_i)_{i \in \mathbb{N}}\) be a level map between towers of finite sets, and let \(B_i = f_i(A_i)\). Then the map \(\lim A_i \to \lim B_i\) is surjective and the map \(\lim B_i \to \lim C_i\) is injective.

Proof. The map \(\lim B_i \to \lim C_i\) is injective since each map \(B_i \to C_i\) is injective. It remains to show that the map \(\lim A_i \to \lim B_i\) is surjective. Given a thread \((b_i) \in \lim B_i\), each \(K_i := f_i^{-1}(b_i)\) is nonempty. Since the sets \(K_i\) are finite, the tower \((K_i)\) satisfies the Mittag-Leffler condition. Thus for each \(i\) there exists a \(j_i\) such that the image \(K'_i\) of \(K_j\) in \(K_i\) does not depend on \(j\) for all \(j \geq j_i\). If \(j = \max(j_i, j_i+1)\), then \(K'_i = \ker(K_j \to K_i) = \ker(\ker(K_j \to K_{i+1}) \to K_i) = \ker(K'_{i+1} \to K_i)\). Thus the map \(K'_{i+1} \to K'_i\) is surjective. Pick any \(a_0 \in K'_0\). Then pick any \(a_1\) in the preimage of \(a_0\) in \(K'_1\). Continuing in this fashion, we obtain a thread \((a_i) \in \lim K'_i\). Then \((a_i) \in \lim A_i\) and \(f_i(a_i) = b_i\) for each \(i\). \(\square\)

6. IND-GROUPS Versus COLIMIT

This section contains the proof of Theorem A.

6.A. The case of lim.

Proof of Theorem A(a). We have \(\Gamma_j = \lim_i G_{ij}\). Suppose that \(\varinjlim \Gamma_j = 0\), but there exists a \(k\) such that \(\Gamma_k\) has a nontrivial image in each \(\Gamma_j\). Upon deleting some columns we may assume that \(k = 0\). Let \(K_j = \ker(G_0 \to \Gamma_j)\). Then \(\Gamma_0 = \bigcup_{j=1}^\infty K_j\), but \(\Gamma_0 \neq K_j\) for any \(j\). Let \(H_i = \ker(G_0 \to G_{i0})\). For any fixed \(i\) we have \(H_i = \bigcup_{j=1}^\infty L_{ij}\), where \(L_{ij}\) is the image of \(K_j\) in \(G_{i0}\). Since \(G_{i0}\) is finitely generated and abelian, so is \(H_i\). Hence all generators of \(H_i\) lie in some \(L_{ij}\).\(^7\) Thus for each \(i\) there exists a \(j\) such that \(K_j\) maps onto \(H_i\).

Let \(g^1 \in \Gamma_0 \setminus K_1\). Since the image \(h^1\) of \(g^1\) in \(\Gamma_1\) is nontrivial, the image of \(h^1\) in some \(G_{1j}\) is nontrivial. Upon deleting some rows we may assume that \(i = 1\). Thus \(g^1\) has nontrivial image in \(G_{11}\) and hence also in \(G_{10}\). By the above some \(K_j\) contains \(g^1\) and maps onto \(H_1\). Since \(g^1 \notin K_1\), we have \(j \geq 2\), and then upon deleting some columns we may assume that \(j = 2\). Let us pick any \(a \in \Gamma_0 \setminus K_2\). Since \(K_2\) maps onto \(H_1\), some \(b \in K_2\) has the same image in \(H_1\) as \(a\). Then \(g^2 := a - b\) lies in \(\Gamma_0 \setminus K_2\) and has trivial image in \(G_{10}\). Since the image \(h^2\) of \(g^2\) in \(G_2\) is nontrivial, the image of \(h^2\) in \(G_{12}\) is nontrivial for some \(i\). We may assume that \(i > 1\), and then upon deleting some rows we may assume that \(i = 2\). Thus \(g^2\) has nontrivial image in \(G_{22}\) and hence also in \(G_{20}\). By the above some \(K_j\) contains \(g^2\) and maps onto \(H_2\). Since \(g^2 \notin K_2\), we have \(j \geq 3\), and then upon deleting some columns we may assume that \(j = 3\). By continuing in the same fashion, we will construct, upon passing to cofinal inverse and direct sequences in both columns and rows, a sequence of elements \(g^k \in K_{k+1} \setminus K_k\) such that the image of each \(g^k\) in \(G_{kk}\) is nontrivial, but the image of each \(g^{k+1}\) in \(G_{k0}\) is trivial.

\(^7\)Let us note that this cannot be achieved in the non-abelian case. Indeed, the Baumslag–Solitar group \(\langle x, t \mid t^{-1}x^2t = x^3 \rangle\) is non-Hopfian (see [4; §4.4, p. 260]) and consequently (see [4; Exercise 2.4.18, p. 114]) contains a strictly ascending chain of normal subgroups \(K_0 \subsetneq K_1 \subsetneq \ldots\).
Let $g^k_i$ denote the image of $g^k$ in $G_{i0}$. Thus $g^k_i = 0$ for all $k > i$. Hence the elements $\gamma_i := g^1_i + g^2_i + \cdots + g^k_i \in G_{i0}$ form a thread $\gamma := (\gamma_i) \in \Gamma_0$. Since $g^k_i \in K_i$ for each $k < i$, the image of $g^k$ in $\Gamma_i$, and hence also in $G_{ij}$, is trivial for $k < i$. In other words, the image of $g^k_i$ in $G_{ii}$ is trivial for all $k < i$. Hence the image of $\gamma_i$ in $G_{ii}$ equals that of $g^i_i$. The latter is the same as the image of $g^i$ in $\Gamma_i$, which is known to be nontrivial. Thus $\gamma_i$ has a nontrivial image in $G_{ii}$. This is the same as the image of $\gamma$ in $G_{ii}$. Then $\gamma$ has a nontrivial image in $\Gamma_i$. But then $\gamma \notin K_i$ for all $i$, contradicting $\Gamma_0 = \bigcup_{i=1}^\infty K_i$. \hfill \Box

Proof of Theorem A(b). We have $\Gamma_j = \lim_i G_{ij}$. By the hypothesis $\lim^1 G_{ij} = 1$ for each $j$. Since the $G_{ij}$ are countable, the tower $\cdots \to G_{ij} \to G_{0ij}$ satisfies the Mittag-Leffler condition for each $j$ (see [6; Theorem 4.21(b)]). In other words, for each $i$ and $j$ there exists a $k_{ij}$ such that $H_{ij} := \text{im}(G_{k_{ij},j} \to G_{ij})$ equals $\text{im}(G_{ij} \to G_{ij})$ for all $l \geq k_{ij}$. It is easy to see that $\text{im}(G_{k_{ij},j} \to G_{ij})$, and it follows that $H_{ij} = \text{im}(\Gamma_j \to G_{ij})$. Let $x_1, \ldots, x_r$ be a set of generators of $G_{k_{ij},j}$, and let $q_{l1}, \ldots, q_{lr}$ be their images in $G_{ij}$. Then each $g_l \in H_{ij}$, so there exists a $\gamma_l \in \Gamma_j$ that maps onto $q_l$. Since $\text{colim} \Gamma_j = 1$, there exists an $m_l$ such that $\gamma_l$ maps trivially to $\Gamma_{m_l}$. Let $m_{ij} = \max(m_1, \ldots, m_r)$. Then each $\gamma_l$ maps trivially to $\Gamma_{m_{ij}}$. Since $H_{ij}$ is generated by $q_{l1}, \ldots, q_{lr}$, every $g \in H_{ij}$ is the image of some $\gamma \in \Gamma_j$ that maps trivially to $\Gamma_{m_{ij}}$. Using this, the proof of (a) now applies. \hfill \Box

6.B. The case of $\lim^1$: A warm-up.

Proposition 6.1. Theorem A(c) holds if all vertical maps in the diagram are injective.

The proof works without significant changes in the non-abelian case.

Proof. We have $\Gamma_j = \lim^1 G_{ij}$. Suppose that $\text{colim} \Gamma_j = 0$, but there exists a $j$ such that $\Gamma_j$ has a nontrivial image in each $\Gamma_k$. Upon deleting some columns we may assume that $j = 0$. Upon deleting some more columns we may assume that there exist $g^k_i \in \Gamma_0$, $k = 0, 1, \ldots$, such that the image $g^k_j$ of $g^k$ in $\Gamma_j$ is nontrivial for $j \leq k$ and trivial for $j > k$.

Since the vertical maps are injective, for each $j$ we have a short exact sequence of inverse sequences $0 \to G_{ij} \to G_{0ij} \to Q_{ij} \to 0$, where $Q_{ij} = G_{0ij}/G_{ij}$. This yields an exact sequence $0 \to \lim_i G_{ij} \to G_{0ij} \to \Lambda_j \to \Gamma_j \to 0$, where $\Lambda_j = \text{lim}_i Q_{ij}$. Thus each $g^k \in \Gamma_0$ is the image of some $\lambda^k \in \Lambda_0$. Let $q^k_i$ be the image of $\lambda^k$ in $Q_{ij}$. Each $q^k_i$ is the image of some $r^k_i \in G_{i0}$. By subtracting from $\lambda^k$ the image of $r^k_i$ in $\Lambda_0$ we may assume that $q^k_i = 0$ and hence also $q^k_i = 0$ for all $i \leq k$. Let $\lambda^k_j$ be the image of $\lambda^k$ in $\Lambda_j$, and let $q^k_{ij}$ be the image of $\lambda^k_j$ (and of $q^k_i$) in $Q_{ij}$. Then $q^k_{ij} = 0$ for all $i \leq k$ and all $j$. On the other hand, $\lambda^k_j$ is nonzero, since it maps onto $q^k_i$, which is known to be nonzero. Hence there exists an $i$ such that $q^k_{ik} \neq 0$. By the above $i > k$, and then upon deleting some rows (and hence also the corresponding columns, to keep the correspondence between columns and rows) we may assume that $i = k + 1$, that is, $q^k_{k+1,k} \neq 1$. Then also $q^k_{k+1,j} \neq 1$ for all $j \leq k$.

---

8Let us note that $\gamma$ is the infinite sum $g^2 + g^2 + \cdots$, in the sense that it is the limit of the finite sums $g^2 + \cdots + g^2$ in the topology of the inverse limit of discrete groups.
Given a subset $S \subset \mathbb{N}$, let $\mu^S \in \Lambda_0$ be the infinite sum $\sum_{k \in S} \lambda^k$, that is, the limit of the finite sums $\sum_{k \in S \cap \{n\}} \lambda^k$ in the topology of the inverse limit of discrete groups, where $[n] = \{0, \ldots, n-1\}$. In other words, $\mu^S$ is the thread consisting of the sums $\sigma_i^S := \sum_{k \in S} q^k_i$, which are in fact finite sums $\sigma_i^S = \sum_{k \in S \cap \{n\}} q^k_i$. Next let $\mu^T_j$ be the image of $\mu^S$ in $\Lambda_j$. Then $\mu^T_j$ is the thread consisting of the sums $\sigma_{ij}^T := \sum_{k \in S \cap \{n\}} q^k_{ij}$, which are in fact finite sums $\sigma_{ij}^T = \sum_{k \in S \cap \{n\}} q^k_{ij}$. Let us note that $\mu^S_j \neq \mu^T_j$ as long as $S \setminus \{j\} \neq T \setminus \{j\}$. Indeed, if $n$ is the smallest element of the symmetric difference $S \triangle T$ such that $n \geq j$, then the sums $\sigma_{n+1,j}^S = \sum_{k \in S \cap \{n+1\}} q^k_{n+1,j}$ and $\sigma_{n+1,j}^T = \sum_{k \in T \cap \{n+1\}} q^k_{n+1,j}$ differ by precisely one summand, $q^k_{n+1,j}$, which is nonzero by the above.

Thus if $S \triangle T$ is infinite, then $\mu^S_j \neq \mu^T_j$ for all $j$. The relation “$S \triangle T$ is finite” is an equivalence relation on subsets of $\mathbb{N}$, and every its equivalence class is countable. By the axiom of choice there exists a set $U$ of subsets of $\mathbb{N}$ which contains precisely one representative of each equivalence class. Then $U$ is uncountable, and for any distinct $S, T \in U$ we have $\mu^S \neq \mu^T$ for all $j$. Hence $\{\mu^S \mid S \in U\}$ is an uncountable subset of $\Lambda_j$ for each $j$. Since $G_{0j}$ is countable, so is $V_j := \{S \in U \mid \mu^S \in \text{im} \ G_{0j}\}$. Then $V := \bigcup_{j=0}^\infty V_j$ is countable as well. Hence $U \setminus V$ is uncountable, and in particular nonempty. Let us pick some $S \in U \setminus V$. Then $\mu^S \notin \text{im} \ G_{0j}$ for all $j$. Hence the image $\gamma_j$ of $\mu^S_j$ in $\Gamma_j$ is nontrivial for all $j$. Thus we have found an element $\gamma_0 \in \Gamma_0$ which has nontrivial image (namely, $\gamma_j$) in each $\Gamma_j$. Hence $\text{colim} \ \Gamma_j \neq 0$, which is a contradiction. 

6.C. The case of $\lim^1$: The main part.

Proof of Theorem A(d). To simplify notation we will assume that each $G_{ij}$ is abelian, but the proof works without significant changes in the non-abelian case. We have $\Gamma_j = \lim_j \Gamma_{ij}$, where $\Gamma_{ij} = \lim^1_j G_{ij}$. Suppose that $\text{colim} \ \Gamma_j = 0$, but there exists a $j$ such that $\Gamma_j$ has a nontrivial image in each $\Gamma_k$. Upon deleting some columns we may assume that $j = 0$. Upon deleting some more columns we may assume that there exist $g^k \in \Gamma_0$, $k = 0, 1, \ldots$, such that the image $g^k_j$ of $g^k$ in $\Gamma_j$ is nonzero for $j \leq k$ and zero for $j > k$. Let $g^k_{ij}$ be the image of $g^k_{ij}$ in $\Gamma_{ij}$ and let $J_{ij} = \{k \in \mathbb{N} \mid g^k_{ij} \neq 0\}$. Since $g^k_{ij} = 0$ for $k < j$, we have $J_{ij} \subset \mathbb{N} \setminus \{j\}$, where $[j] = \{0, \ldots, j-1\}$. Also, since $g^k_{ij}$ is the image of $g^k_{ij}$ for $i \leq l$, we have $J_{ij} \subset J_{ij}$ if $i \leq l$.

Suppose that there exist an $i_0$ and a $j$ such that $J_{i_0,j}$ is infinite. Upon deleting some columns we may assume that $j = 0$. Since $g^k_{i_0} \neq 0$, there exists an $i$ such that $g^k_{i_0} \neq 0$. Since $J_{ij} \subset J_{ij}$ if $i \leq l$, we may assume that $i_0 \geq i$. Thus $J_{i_0,0}$ is infinite and contains 0. Upon deleting the $k$th column (and hence forgetting $g^k$) for all $k \notin J_{i_0,0}$ we may assume that $J_{i_0,0} = \mathbb{N}$ (that is, $g^k_{i_0,0} \neq 0$ for all $k$). Next, suppose that (after the said columns have been deleted) there exist an $i_1$ and $j > 0$ such that $J_{i_1,j}$ is infinite. Upon deleting some columns we may assume that $j = 1$. Since $g^k_{i_1} \neq 0$, there exists an $i$ such that $g^k_{i_1} \neq 0$. Since $J_{ij} \subset J_{ij}$ if $i \leq l$, we may assume that $i_1 \geq \max(i_0 + 1, i)$. Thus $J_{i_1,1}$ is infinite and contains 1. (As noted above, $J_{i_1,1}$ lies in $\mathbb{N} \setminus \{1\}$, i.e. does not contain 0.) Upon deleting the $k$th column (and hence forgetting $g^k$) for all $k \in (\mathbb{N} \setminus \{1\}) \setminus J_{i_1,1}$ we may assume that $J_{i_1,1} = \mathbb{N} \setminus \{1\}$ (that is, $g^k_{i_1,1} \neq 0$ for all $k \geq 1$). By proceeding in the same fashion we will eventually construct (upon deleting some columns) either an infinite sequence $i_0, i_1, \ldots$
such that each $J_{i_k,k} = \mathbb{N} \setminus [k]$ or a finite sequence $i_0, \ldots, i_n$ such that $J_{ij}$ is finite for all $j > n$ and all $i$. In the former case we may assume, upon deleting some rows, that each $i_k = k$; and in the latter case we may assume, upon deleting some columns, that $J_{ij}$ is finite for all $i$ and $j$.

To summarize, we have achieved (upon deleting some columns and possibly rows) that either of the following holds:

- Case I. $J_{ij}$ is finite for all $i$ and $j$;
- Case II. $J_{jj} = \mathbb{N} \setminus [j]$ for all $j$.

The proof in these two cases will modeled on the proofs of (a) and (b), respectively.

**Case I.** Since $g^0_{i,j} \neq 0$, there exists an $i$ such that $g^0_{i,0} \neq 0$. Upon deleting some rows we may assume that $g^0_{i,j} \neq 0$. On the other hand, by deleting the $k$th column (and hence forgetting $g^k$) for all $k \in J_{00} \setminus \{0\}$ we will get that $g^k_{00} = 0$ for all $k \geq 1$. Thus $J_{00} = \{0\}$. Next, since $g^0_{1,0} = 0$, we have $g^0_{i,j} = 0$ for all $i$; but since $g^1_{1,1} \neq 0$, there exists an $i$ such that $g^1_{i,1} \neq 0$. We may assume that $i \geq 1$, and then upon deleting some rows we may assume that $g^1_{i,i} \neq 0$. On the other hand, by deleting the $k$th column (and hence forgetting $g^k$) for all $k \in J_{11} \setminus \{1\}$ we will get that $g^k_{1,1} = 0$ for all $k \geq 2$. Thus $J_{11} = \{1\}$. By proceeding in this fashion we will eventually obtain (upon deleting some columns and rows) that $J_{jj} = \{j\}$ for all $j$.

Now we have $g^0_{i,j} \neq 0$ for all $j$ and $g^k_{i,j} = 0$ for all $k > j$. Let $\gamma \in \Gamma_0$ be the infinite sum $\sum_{k \in \mathbb{N}} g^k$, that is, the limit of the finite sums $\sum_{k \in [n]} g^k$ in the topology of the inverse limit of discrete groups. Thus $\gamma$ is the thread consisting of the sums $\sigma_i := \sum_{k \in \mathbb{N}} g^k_{i,0}$, which are in fact finite sums $\sigma_i = \sum_{k \in J_{i,0}} g^k_{i,j}$. The image $\gamma_j$ of $\gamma$ in $\Gamma_j$ is the thread consisting of the sums $\sigma_{ij} := \sum_{k \in \mathbb{N}} g^k_{ij}$, which are in fact finite sums $\sigma_{ij} = \sum_{k \in J_{ij}} g^k_{ij}$. Since $J_{jj} = \{j\}$ for each $j$, we have $\sigma_{jj} = g^1_{jj} \neq 0$ for each $j$. Hence $\gamma_j \neq 0$ for each $j$. Thus we have found an element $\gamma \in \Gamma_0$ which has nonzero image (namely, $\gamma_j$) in each $\Gamma_j$. Hence $\text{colim} \Gamma_j \neq 0$, which is a contradiction.

**Case II.** Let $\Delta_j = \lim^1 G_{ij}$. Since the map $\Delta_0 \to \Gamma_0$ is surjective by the Mittag-Leffler short exact sequence (see [6; Theorem 5.5]), some $h^k \in \Delta_j$ maps onto $g^k$.

Let us embed each vertical inverse sequence in an inverse sequence of surjections. For each $i$ and $j$ let $P_{ij} = G_{ij} \oplus G_{i-1,j} \oplus \cdots \oplus G_{0j}$ and let $f : G_{ij} \to P_{ij}$ be defined by $f(g) = (g, p_{i-1,j}(g), \ldots, p_{0j}(g))$. Clearly $f$ is injective. Let $Q_{ij} = P_{ij}/f(G_{ij})$. It is easy
to see that the following diagram commutes for each $i$ and $j$:

\[
\begin{array}{ccc}
Q_{i+1,j} & \rightarrow & Q_{i+1,j+1} \\
\downarrow & & \downarrow \\
P_{i+1,j} & \rightarrow & P_{i+1,j+1} \\
\downarrow & & \downarrow \\
G_{i+1,j} & \rightarrow & G_{i+1,j+1} \\
\downarrow & & \downarrow \\
P_{ij} & \rightarrow & P_{i,j+1} \\
\downarrow & & \downarrow \\
G_{ij} & \rightarrow & G_{i,j+1}
\end{array}
\]

where each vertical map $P_{i+1,j} \rightarrow P_{ij}$ is the projection along the first summand; each horizontal map $P_{ij} \rightarrow P_{i,j+1}$ is given by the horizontal maps $G_{ij} \rightarrow G_{i,j+1}$ for $l = i, \ldots, 0$; and each vertical map $Q_{i+1,j} \rightarrow Q_{ij}$ and each horizontal map $Q_{ij} \rightarrow Q_{i,j+1}$ are yielded respectively by the commutative squares

\[
\begin{array}{ccc}
G_{i+1,j} & \rightarrow & P_{i+1,j} \\
\downarrow & & \downarrow \\
G_{ij} & \rightarrow & P_{ij}
\end{array} \quad \text{and} \quad
\begin{array}{ccc}
G_{ij} & \rightarrow & P_{ij} \\
\downarrow & & \downarrow \\
G_{i,j+1} & \rightarrow & P_{i,j+1}
\end{array}
\]

This yields for each $j$ an exact sequence $0 \rightarrow \lim_i G_{ij} \rightarrow \lim_i P_{ij} \rightarrow \Lambda_j \rightarrow \Delta_j \rightarrow 0$, where $\Lambda_j = \lim_i Q_{ij}$. Thus each $h^k \in \Delta_0$ is the image of some $\lambda^k \in \Lambda_0$. Let $q^{kl}$ be the image of $\lambda^k$ in $Q_{0j}$. Each $q^{kk} \in Q_{k0}$ is the image of some $r_k \in P_{k0}$. Since the maps $P_{i+1,0} \rightarrow P_{i0}$ are surjective, $r_k$ is the image of some $\rho_k \in \lim_i P_{i0}$. By subtracting from $\lambda^k$ the image of $\rho_k$ in $\Lambda_0$ we may assume that $q^{kk} = 0$ and hence also $q^{kl} = 0$ for all $l \leq k$.

Next, for each $i$ and each $j$ we have a short exact sequence of inverse sequences $0 \rightarrow G^{(l)}_{ij} \rightarrow P_{ij} \rightarrow Q^l_{ij} \rightarrow 0$, where $Q^l_{ij} = P_{ij}/G^{(l)}_{ij}$. This yields an exact sequence $0 \rightarrow \lim_l G^{(l)}_{ij} \rightarrow P_{ij} \rightarrow \Lambda_{ij} \rightarrow \Gamma_{ij} \rightarrow 0$, where $\Lambda_{ij} = \lim_l Q^l_{ij}$. The commutative diagram

\[
\begin{array}{ccc}
0 & \rightarrow & G_{ij} & \rightarrow & P_{ij} & \rightarrow & Q_{ij} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & G^{(l)}_{ij} & \rightarrow & P_{ij} & \rightarrow & Q^l_{ij} & \rightarrow & 0,
\end{array}
\]

where the vertical arrow on the right is yielded by the commutative square on the left, yields a commutative diagram

\[
\begin{array}{ccc}
0 & \rightarrow & \lim_l G_{ij} & \rightarrow & \lim_l P_{ij} & \rightarrow & \Lambda_j & \rightarrow & \Delta_j & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \rightarrow & \lim_l G^{(l)}_{ij} & \rightarrow & P_{ij} & \rightarrow & \Lambda_{ij} & \rightarrow & \Gamma_{ij} & \rightarrow & 0.
\end{array}
\]
Let $\lambda_j^k$ be the image of $\lambda^k$ in $\Lambda_j$, and let $\lambda_{ij}^k$ be the image of $\lambda_j^k$ in $\Lambda_{ij}$. Let $q_{ij}^kl$ be the image of $\lambda_{ij}^k$ (and of $q_{ij}^kl$) in $Q_{ij}$. Then $q_{ij}^kl = 0$ for all $l \leq k$ and all $j$. Let $q_{ij}^kl$ be the image of $\lambda_{ij}^k$ (and of $q_{ij}^kl$) in $Q_{ij}^l$. Then $q_{ij}^kl = 0$ for all $l \leq k$ and all $i$ and $j$ (where $i \geq l$ holds automatically by the definition of $Q_{ij}^l$). In particular, $q_{ij}^kl = 0$ for $l \leq k$. On the other hand, we know that $g_{ij}^k \in \Gamma_{jj}$ is nonzero for each $j \leq k$, since $J_{jj} = \mathbb{N} \setminus [j]$. Then $\lambda_{ij}^k \in \Lambda_{jj}$ is nonzero for all $j \leq k$, since it maps onto $g_{ij}^k$. Hence for each $j = 0, \ldots, k$ there exists an $l_k$ such that $q_{ij}^kl \neq 0$. Let $l_k = \max(l_{k0}, \ldots, l_{kk})$. Then $q_{ij}^kl \neq 0$, and since $q_{ij}^kl = 0$ for $l \leq k$, we have $l_k > k$. Upon deleting the rows from $k + 1$ to $l_k$, where $k$ runs over $0, l_0, l_1, \ldots$ (and hence also the corresponding columns, to keep the correspondence between columns and rows) we may assume that $l_k = k + 1$ for each $k$. Thus $q_{ij}^kl \neq 0$ for all $j \leq k$. Hence also $q_{ij}^kl \neq 0$ for all $j \leq k$ and all $l > k$.

Given a subset $S \subset \mathbb{N}$, let $\mu^S \in \Lambda_0$ be the infinite sum $\sum_{k \in S} \lambda^k$, that is, the limit of the finite sums $\sum_{k \in S \cap [n]} \lambda^k$ in the topology of the inverse limit of discrete groups. In other words, $\mu^S$ is the thread consisting of the sums $\sigma^S l := \sum_{k \in S} q_{ij}^l$, which are in fact finite sums $\sigma^Sl = \sum_{k \in S \cap [l]} q_{ij}^l$. Next let $\mu^T_j$ be the image of $\mu^S$ in $\Lambda_j$ and let $\mu^T_{ij}$ be the image of $\mu^S_j$ in $\Lambda_{ij}$. Then $\mu^S_j$ is the thread consisting of the sums $\sigma^S_{ij} := \sum_{k \in S} q_{ij}^k$ (where $l \geq i$ for $Q_{ij}^l$ to be defined), which are in fact finite sums $\sigma^S_{ij} = \sum_{k \in S \cap [l]} q_{ij}^k$. Let us note that $\mu^S_j \neq \mu^T_j$ as long as $S \setminus [j] \neq T \setminus [j]$. Indeed, if $n$ is the smallest element of the symmetric difference $S \triangle T$ such that $n \geq j$, then the sums $\sigma^{S, n+1}_{ij} = \sum_{k \in S \cap [n+1]} q_{ij}^k$, and $\sigma^{T, n+1}_{ij} = \sum_{k \in T \cap [n+1]} q_{ij}^k$, differ by precisely one term, $q_{ij}^{k,n+1}$, which is nonzero by the above.

Thus if $S \triangle T$ is infinite, then $\mu^S_j \neq \mu^T_j$ for all $j$. The relation “$S \triangle T$ is finite” is an equivalence relation on subsets of $\mathbb{N}$, and every its equivalence class is countable. By the axiom of choice there exists a set $U$ of subsets of $\mathbb{N}$ which contains precisely one representative of each equivalence class. Then $U$ is uncountable, and for any distinct $S, T \subset U$ we have $\mu^S_j \neq \mu^T_j$ for all $j$. Hence $\{ \mu^S_j \mid S \in U \}$ is an uncountable subset of $\Lambda_{jj}$ for each $j$. Since $P_{jj}$ is countable, $V_j := \{ S \in U \mid \mu^S_j \in \text{im } P_{jj} \}$ is also countable. Then $V := \bigcup_{j=0}^\infty V_j$ is countable as well. Hence $U \setminus V$ is uncountable, and in particular nonempty. Let us pick some $S \subset U \setminus V$. Then $\mu^S_j \notin \text{im } P_{jj}$ for all $j$. Hence the image $\gamma_{ij}^j$ of $\mu^S_j$ in $\Gamma_{jj}$ is nonzero for all $j$. Then also the image $\gamma_j$ of $\mu^S_j$ under the composition $\Gamma_j \to \text{lim}_i \Lambda_{ij} \to \text{lim}_i \Gamma_{ij} = \Gamma_{ij}$ is nonzero for all $j$. Thus we have found an element $\gamma_0 \in \Gamma_0$ which has nonzero image (namely, $\gamma_j$) in each $\Gamma_j$. Hence $\text{colim } \Gamma_j \neq 0$, which is a contradiction.

6.D. The case of $\lim^1$: The final step.

**Proposition 6.2.** Theorem $A(c)$ holds if each map $\Gamma_i \to \Gamma_{i+1}$ is surjective.

This is proved using Theorem $A(d)$ and will be used in the proof of Theorem $A(c)$. The proof works without significant changes in the non-abelian case.

**Proof.** We have $\Gamma_j = \lim^1 G_{ij}$. By the hypothesis the map $\Gamma_0 \to \Gamma_j$ is surjective for each $j$. Suppose that $\text{colim } \Gamma_j = 0$, but there exists a $k$ such that $\Gamma_k$ has a nontrivial
image in each $\Gamma_j$. Upon deleting some columns we may assume that $k = 0$. Then in particular each $\Gamma_j \neq 0$. Then for each $j$ the inverse sequence $\cdots \to G_{1j} \to G_{0j}$ does not satisfy the Mittag-Leffler condition, i.e. if $G_{kj}^{(i)}$ denotes the image of $G_{ij}$ in $G_{kj}$, then for each $j$ there exists a $k_j$ such that the groups $G_{kj}^{(i)}$ do not stabilize as $i \to \infty$. Since each $G_{kj}$ is countable, $\lim^1 G_{kj}^{(i)} \neq 0$. Each vertical map $G_{k+1,j}^{(i)} \to G_{kj}^{(i)}$ is surjective, and hence so is the map $\lim^1 G_{k+1,j}^{(i)} \to \lim^1 G_{kj}^{(i)}$. Therefore $\Delta_j := \lim_k \lim^1 G_{kj}^{(i)}$ is nonzero for each $j$. Let $\delta_j$ be a nonzero element of $\Delta_j$. Since the map $\Gamma_j \to \Delta_j$ is surjective by the Mittag-Leffler short exact sequence (see [6; Theorem 5.5]), some $\gamma_j \in \Gamma_j$ maps onto $\delta_j$. Since the map $\Gamma_0 \to \Gamma_j$ is surjective, some $\gamma \in \Gamma_0$ maps onto $\gamma_j$. Let $\delta$ be the image of $\gamma$ in $\Delta_0$. Since $\delta$ maps onto $\delta_j$, and $j$ was arbitrary, we obtain that $\Delta_0$ has nontrivial image in each $\Delta_j$. On the other hand, since $\colim \Gamma_j = 0$, $\gamma_j$ maps trivially to some $\Gamma_k$. Then $\delta_j$ maps trivially to $\Delta_k$. Since $\delta_j$ was an arbitrary nonzero element of $\Delta_j$, where $j$ was arbitrary, we conclude that $\colim \Delta_j = 0$. Hence by Theorem A(d) $\Delta_0$ maps trivially to some $\Delta_k$, which is a contradiction.

Proof of Theorem A(c). We have $\Gamma_j = \lim^1 G_{ij}$. Suppose that $\colim \Gamma_j = 0$, but there exists a $k$ such that $\Gamma_k$ has a nonzero image in each $\Gamma_j$. Upon omitting some columns in the diagram we may assume that $k = 0$.

By Lemma 5.1(b) the level map $G_{k0} \to G_{k1}$ factors through a tower $H_{k1}$ such that the map $\lim^1 G_{k0} \to \lim^1 H_{k1}$ is surjective and the map $\lim^1 H_{k1} \to \lim^1 G_{k1}$ is injective. Again by Lemma 5.1(b) the composite level map $H_{k1} \to G_{k1} \to G_{k2}$ factors through a tower $H_{k2}$ such that the map $\lim^1 H_{k1} \to \lim^1 H_{k2}$ is surjective and the map $\lim^1 H_{k2} \to \lim^1 G_{k2}$ is injective. By continuing in the same fashion we obtain a commutative diagram of level maps of towers

$$
\begin{array}{ccccccc}
G_{k0} & \longrightarrow & H_{k1} & \longrightarrow & H_{k2} & \longrightarrow & H_{k3} & \longrightarrow & \cdots \\
& \downarrow & & \downarrow & & \downarrow & & \\
G_{k1} & \longrightarrow & G_{k2} & \longrightarrow & G_{k3} & \longrightarrow & \cdots \\
\end{array}
$$

where the horizontal maps in the upper row induce surjections on $\lim^1$ and the vertical maps induce injections on $\lim^1$.

Let $\Delta_i = \lim^1 H_{ij}$ for $i \geq 1$. Since $\colim \Gamma_j = 0$, it is easy to see that $\colim \Delta_j = 0$. (Indeed, since each element of $\Gamma_i$ maps to zero in some $\Gamma_j$, and the map $\Delta_j \to \Gamma_j$ is injective, each element of $\Delta_j$ maps to zero in $\Delta_j$.) Then by Proposition 6.1 we get that each $\Delta_i$ maps trivially to some $\Delta_j$. Then $\Gamma_0$ maps trivially to some $\Gamma_j$, contradicting our hypothesis.

7. Applications to topology

In this section we prove Theorems C and D.

We will use the following terminology. Given inverse sequences of metrizable spaces $\mathcal{P} = (\cdots \to P_1 \to P_0)$ and $\mathcal{Q} = (\cdots \to Q_1 \to Q_0)$, by an $h$-inv-map $f : \mathcal{P} \to \mathcal{Q}$ we mean a sequence $n_0, n_1, \ldots$ along with a collection of maps $f_n : P_n \to Q_n$ such that for
each $i$ there exists a $j \geq n_{i+1}$ such that the diagram

\[
\begin{array}{ccc}
P_{i+1} & \xrightarrow{f_{i+1}} & Q_{i+1} \\
\downarrow & & \downarrow \scriptstyle{q_i} \\
P_j & \xrightarrow{f_i} & Q_i
\end{array}
\]

commutes up to homotopy. (Thus an $h$-inv-map is a representative of an inv-Ho-morphism.) We call $f$ an $h$-level map if each $n_i = i$ and the above diagram exists already for $j = i + 1$.

7.A. Vanishing: the absolute case. Theorem C is a consequence of the following result along with Lemma 3.2.

**Theorem 7.1.** Let $X$ be a local compactum and let $X_0 \subset X_1 \subset \ldots$ be compact subsets of $X$ such that $\bigcup_i X_i = X$ and each $X_i \subset \text{Int} X_{i+1}$.

(a) $H_n(X) = 0$ if and only if for each $j$ there exists a $k \geq j$ such that the inclusion induced map $H_n(X_j) \to H_n(X_k)$ is trivial.

(b) Let $x \in X_0$. Suppose that $X$ is locally connected and either $n \leq 1$ or $\tilde{\pi}_1(X, x) = 1$. Then $\pi_n(X, x)$ is trivial if and only if for each $j$ there exists a $k \geq j$ such that the inclusion induced map $\pi_n(X_j, x) \to \pi_n(X_k, x)$ is trivial.

**Proof.** (a). The “if” assertion is trivial.

Let us prove the “only if” assertion. Let us represent $X$ as the limit of a scalable inverse sequence of locally compact polyhedra $\ldots \xrightarrow{p_1} |K_1| \xrightarrow{p_0} |K_0|$ (see [6; Theorem 17.6]). Let $P_{ij}$ be the union of all simplexes of $K_i$ that meet the image of $X_j$. Then $P_{ij}$ is a compact polyhedron, $p_i(P_{i+1,j}) \subset P_{ij}$, and each $X_j$ is homeomorphic to $\lim \cdots \to P_{ij} \\ P_{0j}$. The Milnor short exact sequences yield for every $j \leq k \leq l$ a commutative diagram with exact rows

\[
\begin{array}{ccccccc}
0 & \xrightarrow{} & \lim_i H_{n+1}(P_{ij}) & \xrightarrow{} & H_n(X_j) & \xrightarrow{} & \lim_i H_n(P_{ij}) & \xrightarrow{} & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \xrightarrow{} & \lim_i H_{n+1}(P_{ik}) & \xrightarrow{} & H_n(X_k) & \xrightarrow{} & \lim_i H_n(P_{ik}) & \xrightarrow{} & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \xrightarrow{} & \lim_i H_{n+1}(P_{il}) & \xrightarrow{} & H_n(X_l) & \xrightarrow{} & \lim_i H_n(P_{il}) & \xrightarrow{} & 0.
\end{array}
\]

Since $\text{colim} H_n(X_j) = H_n(X) = 0$, using the upper half of this diagram we easily get that $\text{colim}_j \lim_i H_n(P_{ij}) = 0$ and $\text{colim}_j \lim_i H_{n+1}(P_{ij}) = 0$. Then by Theorem A(a) for each $j$ there exists a $k \geq j$ such that the map $\lim_i H_n(P_{ij}) \to \lim_i H_n(P_{ik})$ is trivial. Moreover, by Theorem A(c) there further exists an $l \geq k$ such that the map $\lim_i H_{n+1}(P_{ik}) \to \lim_i H_{n+1}(P_{il})$ is also trivial. Then it is easy to see from the above diagram that the map $H_n(X_j) \to H_n(X_l)$ is trivial. \[\Box\]
\( (b) \). Since \( X \) is locally connected, each inclusion map \( X_j \to X_{j+1} \) factors through a locally connected compactum \( Y_j \) \cite{5; proof of Theorem 6.11(a)}. Let us note that \( Y_j \) contains \( X_j \) and in particular the basepoint \( x \). To prove that each \( \pi_n(X_j, x) \) maps trivially to \( \pi_n(X_k, x) \) for some \( k \) it suffices to show that \( \pi_n(Y_{j+1}, x) \) maps trivially to \( \pi_n(Y_k, x) \), for then the composition \( \pi_n(X_j, x) \to \pi_n(Y_{j+1}, x) \to \pi_n(Y_k, x) \to \pi_n(X_k, x) \) is also trivial.

The case \( n = 0 \) is easy. Since \( Y_j \) is locally connected, by Lemma 3.1 \( \pi_0(Y_j, x) \) is finite for each \( j \). Then by Proposition 1.1 each \( \pi_0(Y_j, x) \) maps trivially to some \( \pi_0(Y_k, x) \).

Let us represent \( Y_j \) as the limit of an inverse sequence of compact polyhedra \( Q_j = (\cdots \to Q_{1j} \to Q_{0j} = pt) \). Let \( q_{ij} \) be the image of \( x \) in \( Q_{ij} \). Each composition \( Y_j \to X_{j+1} \to Y_{j+1} \) extends to a map \( Q_{[0,\infty], j} \to Q_{[0,\infty], j+1} \) of the extended mapping telescopes which comes from an \( h \)-inv-map \( \varphi_j : Q_j \to Q_{j+1} \) and sends the extended mapping telescope \( q_{[0,\infty], j} \) of the singletons \( \cdots \to \{q_{1j}\} \to \{q_{0j}\} \) into \( q_{[0,\infty], j+1} \) (see \cite[Theorem 21.3(a) and Remark 21.2]{5} or \cite[proof of Lemma 2.1(a)]{5}). By using Lemma 4.1 we may assume that each \( \varphi_j \) is an \( h \)-level map.

The Quigley short exact sequences (see [5; Theorem 3.1(b)]) yield for every \( j \leq k \leq l \) a commutative diagram with exact rows

\[
\begin{array}{cccccc}
1 & \longrightarrow & \lim^1_i \pi_{n+1}(Q_{ij}, q_{ij}) & \longrightarrow & \pi_n(Y_j, x) & \longrightarrow & \lim^1_i \pi_n(Q_{ij}, q_{ij}) & \longrightarrow & 1 \\
1 & \longrightarrow & \lim^1_i \pi_{n+1}(Q_{ik}, q_{ik}) & \longrightarrow & \pi_n(Y_k, x) & \longrightarrow & \lim^1_i \pi_n(Q_{ik}, q_{ik}) & \longrightarrow & 1 \\
1 & \longrightarrow & \lim^1_i \pi_{n+1}(Q_{il}, q_{il}) & \longrightarrow & \pi_n(Y_l, x) & \longrightarrow & \lim^1_i \pi_n(Q_{il}, q_{il}) & \longrightarrow & 1,
\end{array}
\]

which consists of abelian groups for \( n \geq 2 \), groups for \( n = 1 \) and pointed sets for \( n = 0 \). Since \( \text{colim} \pi_n(Y_j, x) \simeq \text{colim} \pi_n(X_j, x) = \pi_n(X, x) = * \), using the upper half of this diagram we easily get that \( \text{colim} j \lim_i \pi_n(Q_{ij}, q_{ij}) = * \) and \( \text{colim} j \lim^1_i \pi_{n+1}(Q_{ij}, q_{ij}) = * \).

Let \( G_{ij} = \pi_1(Q_{ij}, q_{ij}) \). Since \( Y_j \) is locally connected, by Lemma 3.1 the map \( \pi_0(Y_j, x) \to \text{lim}_i \pi_0(Q_{ij}, q_{ij}) \) is bijective and hence \( \lim^1_i G_{ij} \) is trivial. On the other hand, having already considered the case \( n = 0 \), we may assume that \( n \geq 1 \). Then by the hypothesis either \( n = 1 \) or \( \check{H}_1(X, x) = 1 \), and in both cases we get that \( \text{colim} i \lim_n G_{ij} = 1 \).

Then by Theorem A(b) for each \( j \) there exists a \( k \geq j \) such that the map \( \text{lim}_i G_{ij} \to \text{lim}_i G_{ik} \) is trivial. Moreover, by Theorem A(c) there further exists an \( l \geq k \) such that the map \( \lim^1_i \pi_2(Q_{ik}, q_{ik}) \to \lim^1_i \pi_2(Q_{il}, q_{il}) \) is also trivial. Then it is easy to see from the above diagram that the map \( \pi_1(Y_j, x) \to \pi_1(Y_l, x) \) is trivial. This completes the proof of the case \( n = 1 \).

In the case \( n \geq 2 \) we have already shown that for each \( j \) there exists a \( k > j \) such that the map \( \text{lim}_i G_{ij} \to \text{lim}_i G_{ik} \) is trivial. By omitting some of the \( X_j \) we may assume that \( k = j + 1 \). Since \( \lim^1_i G_{ij} \) is trivial, the tower \( \cdots \to G_{1j} \to G_{0j} \) satisfies the Mittag-Leffler condition (see [6; Theorem 4.21(b)]). Then by Lemma 5.4 for each \( j \) the map of towers
of groups $G_{ij} \to G_{i,j+1}$ factors through a tower of groups $B_{ij}$ such that both $\lim_i B_{ij}$ and $\lim^1 B_{ij}$ are trivial. Moreover each $B_{ij}$ is a quotient of $G_{ij}$ and hence is countable. Then the tower $\cdots \to B_{ij} \to B_{0j}$ satisfies the Mittag-Leffler condition, and since it also has trivial inverse limit, it is trivial as a pro-group, that is, for each $i$ there exists an $l \geq i$ such that the map $B_{ij} \to B_{lj}$ is trivial (see [5; Lemma 3.4(a)]). Therefore the composition $G_{ij} \to B_{ij} \to B_{lj} \to G_{i,j+1}$ is trivial. Using Lemma 4.1 we may assume that already the maps $G_{ij} \to G_{i,j+1}$ are trivial.

Let $\overline{Q}_{ij}$ be the connected component of $Q_{ij}$ containing $q_{ij}$, and let $\overline{Q}_{ij}^{(1)}$ be the 1-skeleton of some triangulation of $Q_{ij}$ which has $q_{ij}$ as a vertex. Let $\tilde{Q}_{ij} = Q_{ij} \cup \overline{C(Q}_{ij}^{(1)})$, where $CP$ denotes the cone over the polyhedron $P$. Then the map $(\tilde{Q}_{ij}, q_{ij}) \to (\tilde{Q}_{l,j+1}, q_{i,j+1})$ factors through $(\tilde{Q}_{ij}, q_{ij})$. Also each bonding map $Q_{i+1,j} \to Q_{ij}$ extends to a map $Q_{i+1,j} \to \tilde{Q}_{ij}$.

Since $\pi_1(\tilde{Q}_{ij}, q_{ij}) = 1$, by Serre’s theorem on classes of abelian groups (see [11; 9.6.16]) the abelian group $\pi_n(\tilde{Q}_{ij}, q_{ij})$ is finitely generated. Then by Theorem A(a) for each $j$ there exists a $k > j$ such that the middle map in the composition $\lim_i \pi_n(\tilde{Q}_{ij}, q_{ij}) \to \lim_i \pi_n(\tilde{Q}_{ik}, q_{ik}) \to \lim_i \pi_n(\tilde{Q}_{k,j-1}, q_{k,j-1}) \to \lim_i \pi_n(\tilde{Q}_{l,j}, q_{l,j})$ is trivial. Moreover, by Theorem A(c) there further exists an $i > k$ such that the middle map in the composition $\lim_i \pi_{i+1}(\tilde{Q}_{ik}, q_{ik}) \to \lim_i \pi_{i+1}(\tilde{Q}_{l,j-1}, q_{l,j-1}) \to \lim_i \pi_{i+1}(\tilde{Q}_{l,l-1}, q_{l,l-1}) \to \lim_i \pi_{i+1}(\tilde{Q}_{l,0}, q_{l,0})$ is trivial. Then it is easy to see from the above diagram that the map $\pi_n(Y_j, x) \to \pi_n(Y_l, x)$ is trivial. $
$
7.B. Vanishing: the relative case. Next we prove a relative version of Theorem 7.1.

**Theorem 7.2.** Let $X$ be a local compactum and let $X_0 \subset X_1 \subset \cdots$ be compact subsets of $X$ such that $\bigcup_i X_i = X$ and each $X_i \subset \text{Int} X_{i+1}$. Let $A$ be a closed subset of $X$ and let $A_i = X_i \cap X$.

(a) $H_n(X, A) = 0$ if and only if for each $j$ there exists a $k \geq j$ such that the inclusion induced map $H_n(X_j, A_j) \to H_n(X_k, A_k)$ is trivial.

(b) Let $x \in A_0$ and suppose that $X$ and $A$ are locally connected and $\tilde{\pi}_1(X, x) = \tilde{\pi}_1(A, x) = 1$. Then $\pi_n(X_j, A_j, x) = \pi_n(X_k, A_k, x)$ is trivial if and only if for each $j$ there exists a $k \geq j$ such that the inclusion induced map $\pi_n(X_j, A_j, x) \to \pi_n(X_k, A_k, x)$ is trivial.

**Proof.** (a). Similarly to the proof of Theorem C(a). \hfill $\square$

(b). Since $X$ and $A$ are locally connected, each inclusion map $(X_j, A_j) \to (X_{j+1}, A_{j+1})$ factors through a pair of locally connected compacta $(Y_j, B_j)$ similarly to [5; proof of Theorem 6.11(a)]. Let us note that $B_j$ contains $A_j$ and in particular the basepoint $x_j$. Since $Y_j$ is locally connected, by Lemma 3.1 $\pi_0(Y_j, x)$ is finite. Then so is its quotient $\pi_0(Y_j, B_j, x)$. Now the proof of the case $n = 0$ is similar to that in Theorem C(b).

Let us represent $(Y_j, B_j)$ as the limit of an inverse sequence compact polyhedral pairs $\cdots \to (Q_{ij}, R_{ij}) \to (Q_{0j}, R_{0j}) = (pt, pt)$. Let $q_{ij}$ be the image of $x$ in $R_{ij}$. Similarly to the proof of Theorem C(b) each composition $(Y_j, B_j) \to (X_{j+1}, A_{j+1}) \to (Y_{j+1}, B_{j+1})$ extends to a map $(Q_{[0,\infty],j}, R_{[0,\infty],j}) \to (Q_{[0,\infty],j+1}, R_{[0,\infty],j})$ of the pairs of extended
mapping telescopes which comes from an h-level map \((Q_{ij}, R_{ij}) \to (Q_{i,j+1}, R_{i,j+1})\) and sends the base ray \(q_{[0,\infty],j}\) into the base ray \(q_{[0,\infty],j+1}\).

Since the \(Y_j\) and \(B_j\) are locally connected, and \(\tilde{\pi}_1(X,x)\) and \(\tilde{\pi}_1(A,x)\) are trivial, similarly to the proof of Theorem C(b) we may assume that the maps \(\pi_1(Q_{ij}, q_{ij}) \to \pi_1(Q_{i,j+1}, q_{i,j+1})\) and \(\pi_1(R_{ij}, q_{ij}) \to \pi_1(R_{i,j+1}, q_{i,j+1})\) are trivial. Let \(\hat{Q}_{ij}\) and \(\hat{R}_{ij}\) be the connected components of \(Q_{ij}\) and \(R_{ij}\) containing \(q_{ij}\), and let \((K_{ij}, L_{ij})\) be a triangulation of \((\hat{Q}_{ij}, \hat{R}_{ij})\) which has \(q_{ij}\) as a vertex. Let \(\bar{Q}_{ij}\) and \(\bar{R}_{ij}\) be the 1-skeleta of \(K_{ij}\) and \(L_{ij}\). Let \(\hat{Q}_{ij} = Q_{ij} \cup C(\tilde{Q}_{ij})\) and \(\hat{R}_{ij} = R_{ij} \cup C(\tilde{R}_{ij})\), where \(CP\) denotes the cone over the polyhedron \(P\). Then the map \((Q_{ij}, R_{ij}, q_{ij}) \to (Q_{i,j+1}, R_{i,j+1}, q_{ij})\) factors through \((\hat{Q}_{ij}, \hat{R}_{ij}, q_{ij})\). Also each bonding map \((Q_{i+1,j}, R_{i+1,j}) \to (Q_{ij}, R_{ij})\) extends to a map \((Q_{i+1,j}, R_{i+1,j}) \to (\hat{Q}_{ij}, \hat{R}_{ij})\).

Since \(\pi_1(Q_{ij}, q_{ij}) = \pi_1(\hat{R}_{ij}, q_{ij}) = 1\), we get that the map \(\pi_2(\hat{Q}_{ij}, q_{ij}) \to \pi_2(\hat{R}_{ij}, q_{ij})\) is surjective; the map \(\pi_1(\tilde{Q}_{ij}, \tilde{R}_{ij}, q_{ij}) \to \pi_0(\tilde{R}_{ij}, q_{ij})\) is injective; and the abelian groups \(\pi_n(\tilde{Q}_{ij}, q_{ij})\) and \(\pi_n(\tilde{R}_{ij}, q_{ij})\), where \(n \geq 2\), are finitely generated by Serre’s theorem (see [11; 9.6.16]). It follows that for \(n \geq 2\) the groups \(\pi_n(\tilde{Q}_{ij}, \tilde{R}_{ij}, q_{ij})\) are all abelian and finitely generated; whereas the map \(\lim_i \pi_1(\tilde{Q}_{ij}, \tilde{R}_{ij}, q_{ij}) \to \lim_i \pi_0(\tilde{R}_{ij}, q_{ij})\) is injective. But clearly \(\pi_0(\tilde{R}_{ij}, q_{ij}) \simeq \pi_0(\tilde{R}_{ij}, q_{ij})\), and since \(Y_j\) is locally connected, by Lemma 3.1 \(\lim_i \pi_0(\tilde{R}_{ij}, q_{ij})\) is finite. Thus we get that \(\lim_i \pi_1(\tilde{Q}_{ij}, \tilde{R}_{ij}, q_{ij})\) is also finite. The remainder of the proof for \(n \geq 1\) is now similar to the proof of Theorem C(b). \(\square\)

### 7.3. Pro-isomorphism

**Theorem 7.3.** Let \(f: X \to Y\) be a map between local compacta, let \(X_0 \subset X_1 \subset \ldots\) and \(Y_0 \subset Y_1 \subset \ldots\) be compact subsets of \(X\) and \(Y\) respectively such that \(\bigcup_i X_i = X\) and \(\bigcup_i Y_i = Y\) and each \(X_i \subset \text{Int } X_{i+1}\) and each \(Y_i \subset \text{Int } Y_{i+1}\) and also each \(f(X_i) \subset Y_i\). Let \(f_i: X_i \to Y_i\) be the restriction of \(f\).

(a) \(f_*: H_n(X) \to H_n(Y)\) is an isomorphism for all \(n\) if and only if the induced maps \(f_{is}: H_n(X_i) \to H_n(Y_i)\) represent an ind-isomorphism for all \(n\).

(b) Suppose that \(X\) and \(Y\) are locally connected and \(\tilde{\pi}_1(X,x) = \tilde{\pi}_1(Y,f(x)) = 1\) for each \(x \in X\). Then \(f_*: \pi_n(X,x) \to \pi_n(Y,f(x))\) is an isomorphism for all \(n\) and all \(x \in X\) if and only if for each \(x \in X\) the induced maps \(f_{is}: \pi_n(X_i,x) \to \pi_n(Y_i,f(x))\), where \(i \geq \min\{j \mid x \in X_j\}\), represent an ind-isomorphism for all \(n\).

**Proof.** (a). If \(f_{is}: H_n(X_i) \to H_n(Y_i)\) represent an ind-isomorphism, then they induce an isomorphism on direct limits, that is, \(f_*: H_n(X) \to H_n(Y)\) is an isomorphism.

Conversely, suppose that \(f_*: H_n(X) \to H_n(Y)\) is an isomorphism for each \(n\). Let \(M\) be the metric mapping cylinder \(MC(f)\) (see [6; §7.H]). The composition of the inclusion \(X \subset M\) and the deformation retraction \(M \to Y\) equals \(f\), so the inclusion induced map \(H_n(X) \to H_n(M)\) is an isomorphism for each \(n\). Then \(H_n(M,X) = 0\) for all \(n\). Let \(M_i = MC(f_i)\). Then by Theorem 7.2 for each \(n\) and \(j\) there exists a \(k \geq j\) such that the inclusion induced map \(H_n(M_j, X_j) \to H_n(M_k, X_k)\) is trivial. Hence by Lemma 4.3 the induced maps \(f_{is}: H_n(X_i) \to H_n(Y_i)\) represent an ind-isomorphism for all \(n\). \(\square\)
(b). This is similar to the proof of (a), using additionally the following remarks. Firstly, since $X$ and $Y$ are locally connected, so is $M$ (see [6; §7.H]). Secondly, since $X$ is locally connected, each inclusion map $X_j \to X_{j+1}$ factors through a locally connected compactum $Z_j$ [5; proof of Theorem 6.11(a)]. Then for each $x \in X_j$, every $\alpha \in \pi_0(Z_j, x)$ is represented by a point $z \in Z_j$. Hence the image of $\alpha$ in $\pi_0(X_{j+1}, x)$ is represented by the image of $z$. \hfill \square

Remark 7.4. Using Remark 4.4 it is straightforward to extend Theorem 7.3 to the setting where $f$ is replaced by a coherent map in the sense of sequential strong antishape.

Remark 7.5. Using Proposition 2.3 it is straightforward to prove a version of Theorem 7.3 where $f$ is replaced by a simplicial map between countable simplicial complexes. Using this result, Sakai’s approximation theorem (see [6; Corollary 14.22]) as well as [6; Theorem 22.1] and [6; Theorem 16.8], one can also deduce a version of Theorem 7.3 where $f$ is replaced by a continuous map between separable polyhedra, and the direct sequences $X_0 \subset X_1 \subset \ldots$ and $Y_0 \subset Y_1 \subset \ldots$ are replaced by the direct systems of all compact subsets.

8. Whitehead-type theorem

Theorem E is a consequence of the following result along with Lemma 3.2.

**Theorem 8.1.** Let $X$ and $Y$ are locally connected finite-dimensional local compacta with trivial $\bar{\pi}_0$ and $\bar{\pi}_1$ and let $d = \max(\dim X + 2, \dim Y + 1)$. If $f : (X, x) \to (Y, y)$ is a fine shape morphism inducing a bijection on $\pi_n$ for $n < d$ and a surjection on $\pi_d$, then $f$ is a fine shape equivalence.

When $f$ is represented by a map $(X, x) \to (Y, y)$, the proof can be slightly simplified: in this case there is an obvious shortcut to the second half of Step 1, and in Step 2 one can refer directly to Theorem 7.2 instead of repeating the arguments from its proof — although much of these arguments will anyway have to be redone in order to achieve the desired stronger conclusions.

**Proof.** The proof naturally splits into three steps.

8.A. **Step 1: Representing $f$ by a two-parameter $h$-level map.** Since $X$ is a local compactum, it can be represented as the union of a chain of its compact subsets $X_0 \subset X_1 \subset \ldots$ such that each $X_j \subset \operatorname{Int} X_{j+1}$ (see [6; Proposition 1.22]). Then $X$ is homotopy equivalent to the mapping telescope $X_{[0, \infty)}$ (see [6; Proposition 8.21]). On the other hand, since $X$ is locally connected, each inclusion map $X_j \to X_{j+1}$ factors through a locally connected compactum $K_j$ [5; proof of Theorem 6.11(a)]. It is not hard to see that $X_{[0, \infty)}$ is homotopy equivalent to $K_{[0, \infty)}$. (In fact, they are also homotopy equivalent to the mapping telescope of the direct sequence $X_0 \subset K_0 \to X_1 \subset K_1 \to \ldots$.) We may assume that $x \in X_0$, and then we also have $x \in K_0 \subset K_1 \subset \ldots$. Writing $x_i$ for the copy of $x$ in $K_i$, we get a ray $x_{[0, \infty)} \subset K_{[0, \infty)}$. The previous arguments work to show that $(X, x)$ is homotopy equivalent to $(K_{[0, \infty)}, x_{[0, \infty)})$, as well as to $(K_{[0, \infty)}, x_0)$. 


Similarly, $Y$ is the union of a chain of its compact subsets $Y_0 \subset Y_1 \subset \ldots$ such that $y \in Y_0$ and each $Y_j \subset \text{Int} Y_{j+1}$. Each inclusion map $Y_j \to Y_{j+1}$ factors through a locally connected compactum $L_j$, and $Y$ is homotopy equivalent to the mapping telescope $L_{(0, \infty)}$. Moreover, writing $y_i$ for the copy of $y$ in $L_i$, we have $(Y, Y) \simeq (L_{(0, \infty)}, y_{(0, \infty)})$ and $(Y, y) \simeq (L_{(0, \infty)}, y_0)$.

Let us represent $K_j$ as the limit of an inverse sequence of compact polyhedra $P_j = (\cdots \to P_{ij} \to P_{ij+1} = pt)$. Let $p_{ij}$ be the image of $x_j$ in $P_{ij}$. Each composition $K_j \to X_{j+1} \to K_{j+1}$ extends to a map $P_{(0, \infty), j} \to P_{(0, \infty), j+1}$ of the extended mapping telescopes which comes from an $h$-inv-map $\varphi_j: P_j \to P_{j+1}$ and sends the extended mapping telescope $p_{(0, \infty), j}$ of the singletons $\cdots \to \{p_{1j}\} \to \{p_{0j}\}$ into $p_{(0, \infty), j+1}$ (see [6; Theorem 21.3(a) and Remark 21.2] or [5; proof of Lemma 2.1(a)]). By using Lemma 4.1 we may assume that each $\varphi_j$ is an $h$-level map. The mapping telescope $P_{(0, \infty), (0, \infty)}$ of the direct sequence $P = (P_{(0, \infty), 0} \to P_{(0, \infty), 1} \to \cdots)$ is an absolute retract which contains $K_{(0, \infty)}$ as a closed Z-set. The polyhedron $P_{(0, \infty), (0, \infty)}$ will be also called $P$, and every its subpolyhedron of the form $P_{(0, \infty), J}$, where $J \subset (0, \infty)$, will be also called $P_J$.

Similarly, we represent $L_j$ as the limit of an inverse sequence of compact polyhedra $Q_j = (\cdots \to Q_{ij} \to Q_{ij+1} = pt)$ and let $q_{ij}$ be the image of $y_j$ in $Q_{ij}$. Each composition $L_j \to Y_{j+1} \to L_{j+1}$ extends to a map $Q_{(0, \infty), j} \to Q_{(0, \infty), j+1}$ which comes from an $h$-level map $\psi_j: Q_j \to Q_{j+1}$ and sends the base ray $q_{(0, \infty), j}$ into the base ray $q_{(0, \infty), j+1}$. The mapping telescope $Q_{(0, \infty), (0, \infty)}$ of the direct sequence $(Q_{(0, \infty), 0} \to Q_{(0, \infty), 1} \to \cdots)$ is an absolute retract which contains $L_{(0, \infty)}$ as a closed Z-set. We will use the abbreviations $Q := Q_{(0, \infty), (0, \infty)}$ and $Q_J := Q_{(0, \infty), J}$.

The fine shape morphism $(K_{(0, \infty)}, x_{(0, \infty)}) \xrightarrow{\simeq} (X, x) \xrightarrow{\simeq} (Y, y) \xrightarrow{\simeq} (L_{(0, \infty)}, y_{(0, \infty)})$ is represented by a $K_{(0, \infty)}$-$L_{(0, \infty)}$-approaching map $F: P \to Q$ which sends the base quadrant $p_{(0, \infty), (0, \infty)}$ into the base quadrant $q_{(0, \infty), (0, \infty)}$ (see [7; Proposition 2.20]). Since $F$ is a $K_{(0, \infty)}$-$L_{(0, \infty)}$-approaching, it sends each $P_{(0, \infty), j}$ into some $Q_{(0, \infty), j}$, and by omitting some of the $Y_j$ we may assume that $k = j$. Then upon amending $F$ by a $K_{(0, \infty)}$-$L_{(0, \infty)}$-approaching homotopy we may assume that it additionally sends each $P_j$ into $Q_j$. A further amendment of the same type ensures that $F$ sends each $P_{(j-1, j)}$ into $Q_{(j-1, j)}$. Next, since $F$ is a $K_{(0, \infty)}$-$L_{(0, \infty)}$-approaching, it sends each $P_{(j-1, j)}$ into $Q_{(j-1, j)}$ by a proper map, and hence for each $i$ there exists an $n_{ij}$ such that $F$ sends $P_{(n_{ij}, \infty), (j-1, j)}$ into $Q_{(n_{ij}, \infty), (j-1, j)}$. Since we are free to increase this $n_{ij}$, we may assume that each $n_{i+1, j} > n_{ij}$ and each $n_{ij} \geq n_{i, j-1}$.

Let $(Q'_{kj}, q'_{kj}) = (Q_{ij}, q_{ij})$ for all $k \in (n_{ij}, n_{i+1, j})$. The new bonding map $Q'_{kj} \to Q'_{k-1, j}$ is the original bonding map $Q_j \to Q_{j-1, j}$ when $k$ is of the form $n_{ij} + 1$, and the identity map otherwise. Thus we get a new inverse sequence $Q'_j = (\cdots \to Q'_{1j} \to Q'_{0j} = pt)$. If $k \in (n_{i, j-1}, n_{i+1, j-1})$ and $k \in (n_{ij}, n_{i+1, j})$, then $i \leq l$ (indeed, $i \geq l + 1$ would imply $k > n_{ij} \geq n_{i+1, j} \geq n_{i, j-1} \geq k$, which is contradictory). In this case we can define $\psi'_{k, j-1}: Q'_{k, j-1} \to Q'_{kj}$ to be the composition $Q_{l, j-1} \to Q_{l+1, j-1} \xrightarrow{\psi_{l+1, j-1}} Q_{j-1}$. These clearly combine into an $h$-level map $\psi'_j: Q'_{j-1} \to Q'_{j}$. This results in a map $Q'_{(0, \infty), j-1} \to Q'_{(0, \infty), j}$, which combines with the composition $K_{j-1} \to X_j \to K_j$ into a continuous map $Q'_{(0, \infty), j-1} \to Q'_{(0, \infty), j}$. The mapping telescope $Q'_{(0, \infty), [0, \infty)}$ of the direct
sequence \((Q'[0,\infty])_0 \to Q'[0,\infty)_1 \to \cdots\) is an absolute retract which contains \(L_{[0,\infty)}\) as a closed Z-set. We will use the abbreviations \(Q' := Q'[0,\infty)\) and \(Q'_j := Q'[0,\infty)_j\).

There is an obvious \(L_{[0,\infty)}\)-\(L_{[0,\infty)}\) approaching homotopy equivalence \(H: Q \to Q'\) which sends every \(Q_{(j-1),j}\) into \(Q'_{(j-1),j}\) and the base quadrant \(q_{(0,\infty)\cdot [0,\infty)}\) into the base quadrant \(q'_{(0,\infty)\cdot [0,\infty)}\) (see Figure 1). Moreover, since \(F\) sends each \(P_{[n,\infty),[j-1],j}\) into \(Q_{(i-1),j},[j-1],j\), it is not hard to construct a \(K_{[0,\infty)}\)-\(L_{[0,\infty)}\) approaching homotopy from \(F\) to an \(\tilde{F}\) such that the composition \(F': P \overset{\tilde{F}}{\to} Q \overset{H}{\to} Q'\) sends each \(P_{[k-1,\infty),[j-1],j}\) into \(Q'_{[k-1,\infty),[j-1],j}\) (see Figure 1). Then upon amending \(F'\) by a \(K_{[0,\infty)}\)-\(L_{[0,\infty)}\) approaching homotopy we may assume that it additionally sends each \(P_{k-[1,k],j-1,j}\) into \(Q'_{k-[1,k],j-1,j}\). A further amendment of the same type ensures that \(F'\) sends each \(P_{[k-1,k],j-1,j}\) into \(Q'_{[k-1,k],j-1,j}\). This implies that it also sends each \(P_{k-1,j-1,j}\) into \(Q'_{k-1,j-1,j}\), each \(P_{[k-1,k],j}\) into \(Q'_{[k-1,k],j}\), and each \(P_{kj}\) into \(Q'_{kj}\).

In what follows we will no longer need \(Q_{ij}, q_{ij}, \psi_{ij}\) and \(F\). So we will recycle this notation to denote \(Q_{ij}', q_{ij}', \psi_{ij}'\) and \(F'\), respectively, and similarly for their derivatives.

As noted above, \(F\) restricts to maps \(F_{ij}: P_{ij} \to Q_{ij}\) and yields homotopies \(h_{ij}: P_{ij} \times I \to Q_{i+1,j}\) and \(h'_{ij}: P_{ij} \to Q_{i+j+1}\) which make the corresponding square diagrams homotopy commutative, and also to 2-homotopies \(H_{ij}: P_{ij} \times I^2 \to Q_{i+1,j+1}\) which extend the six homotopies on the faces of the cube (namely, \(h_{ij}, h_{i,j+1}, h'_{ij}, h'_{i+1,j}\) and the homotopies associated with the h-level maps \(\varphi_{ij}\) and \(\psi_{ij}\)). Upon amending \(F\) by a yet another \(K_{[0,\infty)}\)-\(L_{[0,\infty)}\) approaching homotopy we may assume that it is the map which comes from the \(F_{ij}, h_{ij}, h'_{ij}\) and \(H_{ij}\). Since \(F\) sends the base quadrant \(q_{(0,\infty),[0,\infty)}\) into the base quadrant \(q'_{\infty\cdot [0,\infty)}\), each \(F_{ij}\) sends the basepoint \(p_{ij}\) into the basepoint \(q_{ij}\), and the homotopies \(h_{ij}\) and \(h'_{ij}\) and the 2-homotopy \(H_{ij}\) similarly respect the basepoints.

8.B. Step 2: Algebra. For a subset \(J \subset [0,\infty)\) let \(F_j: F_j \to Q_j\) be the restriction of \(F\) and let \(M_j\) be the metric mapping cylinder \(MC(F_j)\) (see [6; §7.H]). Also, for a \(j\in [0,\infty)\) let \(p_j = p_{(0,\infty),j}\) and \(q_j = q_{(0,\infty),j}\), and let \(m_{ij}\) be the metric mapping cylinder of \(F_{|p_j}: p_j \to q_j\).

The composition \((P, p_0) \subset (M, m_0) \overset{r}{\to} (Q, q_0)\), where \(r\) is a deformation retraction and the second inclusion is also a homotopy equivalence, coincides with \(F: (P, p_0) \to (Q, q_0)\), which in turn represents the fine shape morphism \((K_{[0,\infty)}, x_0) \overset{\approx}{\to} (X, x) \overset{\sim}{\to} (Y, y) \overset{\sim}{\to} (L_{[0,\infty)}, y_0)\). Hence the inclusion induced map \(\Pi_n(P, p_0) \to \Pi_n(M, m_0)\) is a bijection for each \(n < d\) and a surjection for \(n = d\), where \(d = \max(\dim X + 2, \dim Y + 1) = \dim M - 1\). Then \(\Pi_n(M, P, p_0)\) is trivial for \(n \leq d\). On the other hand, clearly \(\Pi_n(M, P, p_0) \simeq \colim \Pi_n(M_{[0,j]}, P_{[0,j],p_0})\). Each \(P_{[0,j]}\) deformation retracts onto \(P_j\), each \(Q_{[0,j]}\) deformation retracts onto \(Q_j\), and each \(M_{[0,j]}\) deformation retracts onto \((Q_{[0,j]}, Q_j)\). Using these deformation retractions, it is not hard to see that each \(M_{[0,j]}, P_{[0,j],p_0}\) is homotopy equivalent to \((M_j, P_j, p_j)\), and moreover these homotopy equivalences commute up to homotopy with the bonding maps. Hence \(\colim \Pi_n(M_j, P_j, p_j)\) is trivial for each \(n \leq d\).

Let \(M_{ij} = MC(F_{ij})\). Lemma 4.2 yields an inverse sequence \(\cdots \to M_{1j} \to M_{0j}\) and identifies \(M_j\) with its mapping telescope. Then we have the following commutative
Figure 1. The maps $F$ and $G$ and the homotopy from $F$ to $\tilde{F}$.

Diagram with exact rows:

\[
1 \longrightarrow \lim_i \pi_{n+1}(M_{ij}, P_{ij}, p_{ij}) \longrightarrow \Pi_n(M_{ij}, P_{ij}, p_{ij}) \longrightarrow \lim_i \pi_n(M_{ij}, P_{ij}, p_{ij}) \longrightarrow 1
\]

\[
1 \longrightarrow \lim_i \pi_{n+1}(M_{ik}, P_{ik}, p_{ik}) \longrightarrow \Pi_n(M_{ik}, P_{ik}, p_{ik}) \longrightarrow \lim_i \pi_n(M_{ik}, P_{ik}, p_{ik}) \longrightarrow 1
\]
where $k \geq j$ and $n \geq 1$ (see [5; proof of Theorem 3.1(b)]). Writing $G^0_{ij} = \pi_n(M_{ij}, P_{ij}, p_{ij})$, from this diagram we conclude that colim$_j$ lim$_i G^0_{ij} = 1$ for $1 \leq n \leq d$ and that colim$_i$ lim$_j G^0_{ij} = 0$ for $2 \leq n \leq d + 1$.

We have colim $\tilde{\pi}_0(K_j, x_j) \simeq \text{colim} \tilde{\pi}_0(X_j, x_j) \simeq \tilde{\pi}_0(X, x) = \ast$. Since $K_j$ is locally connected, by Lemma 3.1 $\tilde{\pi}_0(K_j, x_j)$ is finite. Then for each $j$ there exists a $k$ such that the map $\tilde{\pi}_0(K_j, x_j) \to \tilde{\pi}_0(K_k, x_j)$ is trivial (see Proposition 1.1). By omitting some of the $X_i$ we may assume that $k = j + 1$. Writing $D_{ij} = \pi_0(P_{ij}, p_{ij})$, we get that the map $\text{lim}_i D_{ij} \to \text{lim}_i D_{i,j+1}$ is trivial. If $E_{ij}$ denotes the image of the map $D_{ij} \to D_{i,k}$, then by Lemma 5.5 $\text{lim}_i E_{ij}$ is trivial. The tower of finite sets $\cdots \to E_{i} \to E_{0}$ also satisfies the Mittag-Leffler condition, and hence it is trivial as a pro-pointed-set, that is, for each $i$ there exists an $l > i$ such that the map $E_{ij} \to E_{ij}$ is trivial (see [5; Lemma 3.4(a)]) Then the composition $D_{ij} \to E_{ij} \to E_{ij} \to D_{i,j+1}$ is trivial. Using Lemma 4.1 (applied simultaneously to the $P_{ij}$ and $Q_{ij}$, so as to keep $F$), we may assume that already the maps $D_{ij} \to D_{i,j+1}$ are trivial. Similarly, since each $L_j$ is locally connected, we may assume that the maps $\pi_0(Q_{ij}, q_{ij}) \to \pi_0(Q_{i,j+1}, q_{i,j+1})$ are trivial. Then the maps $\pi_0(M_{ij}, p_{ij}) \to \pi_0(M_{i,j+1}, p_{i,j+1})$ are also trivial.

Since the $K_j$ and $L_j$ are locally connected, and $\tilde{\pi}_1(X, x)$ and $\tilde{\pi}_1(Y, y)$ are trivial, similarly to the proof of Theorem C(b) we may assume that the maps $\pi_1(P_{ij}, p_{ij}) \to \pi_1(P_{i,j+1}, p_{i,j+1})$ and $\pi_1(Q_{ij}, q_{ij}) \to \pi_1(Q_{i,j+1}, q_{i,j+1})$ are trivial. Then so are the maps $\pi_1(M_{ij}, p_{ij}) \to \pi_1(M_{i,j+1}, p_{i,j+1})$.

Let $(T, S)$ be a triangulation of $(M_{ij}, P_{ij})$ which has $p_{ij}$ as a vertex, and let $M_{ij}^{(k)}$ and $P_{ij}^{(k)}$ denote the $k$-skeleta of $T$ and $S$. Then the map $(M_{ij}, P_{ij}, p_{ij}) \to (M_{i,j+1}, P_{i,j+1}, p_{i,j+1})$ factors through $(M_{ij} \cup C(M_{ij}^{(0)}), P_{ij} \cup C(P_{ij}^{(0)}), p_{ij})$, where $CQ$ denotes the cone over the polyhedron $Q$. Consequently the map $(M_{ij}, P_{ij}, p_{ij}) \to (M_{i,j+2}, P_{i,j+2}, p_{i,j+2})$ factors through $(M_{ij}, \hat{P}_{ij}, p_{ij})$, where $\hat{P}_{ij} = P_{ij} \cup C(P_{ij}^{(1)})$ and $M_{ij} = M_{ij} \cup C(M_{ij}^{(1)})$. Also each bonding map $(M_{i,j+1}, P_{i,j+1}) \to (M_{ij}, P_{ij})$ extends to a map $(M_{i,j+1}, \hat{P}_{i,j+1}) \to (M_{ij}, \hat{P}_{ij})$.

Let $\tilde{G}_i = \pi_n(\hat{M}_{ij}, \hat{P}_{ij}, p_{ij})$. Since $\pi_1(\hat{M}_{ij}, p_{ij}) = 1$, the boundary map $\pi_2(\hat{P}_{ij}, p_{ij}) \to \pi_2(\hat{M}_{ij}, P_{ij}, p_{ij})$ is surjective, and hence the group $\tilde{G}_i^{2}$ is abelian. Since $\pi_1(\hat{M}_{ij}, p_{ij}) = 1$ and $\pi_0(\hat{M}_{ij}, p_{ij}) = \ast$, we have $\tilde{G}_i^{1} = 1$. Finally, since $\pi_0(\hat{P}_{ij}, p_{ij}) = \ast$, we have $\tilde{G}_i^{0} = \ast$.

Since $\pi_1(\hat{M}_{ij}, p_{ij}) = 1$ and $\pi_1(\hat{P}_{ij}, p_{ij}) = 1$, the abelian groups $\pi_n(\hat{M}_{ij}, p_{ij})$ and $\pi_n(\hat{P}_{ij}, p_{ij})$, where $n \geq 2$, are finitely generated by Serre’s theorem (see [11; 9.6.16]). Therefore for $n \geq 2$ the groups $\tilde{G}_i^{n}$ are all abelian and finitely generated. Since colim$_j$ lim$_i \tilde{G}_i \simeq \text{colim}_j \text{lim}_i G^0_i = 1$, by Theorem A(a) for each $j$ there exists a $k > j$ such that the map lim$_i \tilde{G}_i \to \text{lim}_i \tilde{G}_i^{nk}$ is trivial for $2 \leq n \leq d$. By omitting some of the $X_k$ and $Y_k$ we may assume that $k = j + 1$. Since colim$_j$ lim$_i \tilde{G}_i^{nk} \simeq \text{colim}_j \text{lim}_i \tilde{G}_i^{nk} = 1$, by Theorem A(c) for each $j$ there exists a $k > j$ such that the map lim$_i \tilde{G}_i^{nk} \to \text{lim}_i \tilde{G}_i^{nk}$ is trivial for $2 \leq n \leq d$. By omitting some of the $X_k$ and $Y_k$ we may assume that $k = j + 1$.

Thus the level map $\tilde{G}_i^{nk} \to \tilde{G}_i^{n,j+1}$ induces trivial maps on lim and on lim$_1$ for $2 \leq n \leq d$. Then by Lemma 5.1(c) it factors through a tower of abelian groups $H_i^n$ such that both
\[ \lim H^0_{ij} \] and \[ \lim^1 H^1_{ij} \] are trivial. Then the tower \( \cdots \to H^1_{ij} \to H^0_{ij} \) satisfies the Mittag-Leffler condition (see [6; Theorem 4.21(b)]), and hence is trivial as a pro-group, that is, for each \( i \) there exists an \( l > i \) such that the map \( H^0_{ij} \to H^0_{ij} \) is trivial (see [5; Lemma 3.4(a)]) for \( 2 \leq n \leq d \). Therefore the composition \( G^0_{ij} \to H^0_{ij} \to H^0_{ij} \to G^0_{ij} \) is trivial for \( 2 \leq n \leq d \). Using Lemma 4.1 (applied simultaneously to the \( P_{ij} \) and \( Q_{ij} \)) we may assume that already the maps \( G^0_{ij} \to G^0_{ij} \) are trivial for \( 2 \leq n \leq d \). The latter also holds for \( n = 0, 1 \) since \( G^0_{ij} = * \) and \( G^1_{ij} = 1 \). Then also the compositions \( G^0_{ij} \to G^0_{ij} \to G^0_{ij} \) are trivial for \( n \leq d \). By omitting some of the \( X_i \) and \( Y_i \) we may assume that already the maps \( G^0_{ij} \to G^0_{ij} \) are trivial for \( n \leq d \).

8.C. Step 3: Construction of an inverse of \( f \) in fine shape. This step is similar to [5; proof of Theorem 3.6]. By an induction on \( k = 0, 1, \ldots, d - 1 \), the bonding map \( \mu_{k+1}: M_{ij} \to M_{i,j+k+1} \) is homotopic keeping \( P_{ij} \) fixed to a map sending the \( k \)-skeleton \( M_{ij}^{(k)} \) into \( P_{ij} \). Since \( \dim M_{ij} \leq d - 1 \), we eventually obtain a homotopy \( \rho_{ij} \) keeping \( P_{ij} \) fixed from the bonding map \( \mu_{d+1}: M_{ij} \to M_{i,j+d} \) to a map \( M_{ij} \to P_{i,j+d} \). In a similar way we also extend the homotopies \( \mu_{d+1} \rho_{ij} \) and \( \mu_{d+1} \rho_{ij+1} \) to a homotopy \( \rho_{i,j+1} \) keeping \( P_{i,j+1} \) fixed from the bonding map \( \mu_{2d+1}: M_{i,j} \to M_{i,j+2d+1} \) to a map \( M_{i,j} \to P_{i,j+2d+1} \). Finally, let \( M_{[\square]}_{ij} = M_{i,j+1} \cup M_{i+1,j+1} \) denote the mapping cylinder of the restriction \( P_{1,j} \to Q_{i,j} \) of \( F \). Since \( \dim M_{[i,j+1]} \leq d \), by an inductive construction just like the previous one we extend the homotopies \( \mu_{d+1} \rho_{i,j} \) and \( \mu_{d+1} \rho_{i+1,j} \) to a homotopy \( \rho_{[i,j+1]} \) keeping \( P_{[i,j+1]} \) fixed from the bonding map \( \mu_{2d+1}: M_{[i,j+1]} \to M_{[i+1,j+2d+1]} \) to a map \( M_{[i,j+1]} \to P_{[i,j+2d+1]} \). Then by a similar construction we extend the composition \( M_{[\square]}_{ij} \xrightarrow{\rho_{[\square]}} M_{[\square],j+2d+1} \xrightarrow{\rho_{[\square]}} M_{[\square],j+3d+1} \) to a homotopy \( \rho_{[i+1,j+1]} \) keeping \( P_{[i+1,j+1]} \) fixed from the bonding map \( \mu_{3d+2}: M_{[i,j+1]} \to M_{[i,j+2d+1]} \) to a map sending \( M_{[i,j+1]} \) to \( P_{[i,j+2d+1]} \). The bonding maps of the form \( \mu_{3d+2}: M_{[i,j+1]} \to M_{[i,j+2d+1]} \) glue together into a self-map \( \mu_{3d+2} \) of \( M \), also called \( \sigma \), which is homotopic to \( \text{id}_M \) by a homotopy \( \Sigma \). Moreover, \( \Sigma \) moves \( P \) within itself and moves \( Q \) within itself. The homotopies \( \rho_{[i+1,j+1]} \) glue together into a homotopy \( \rho' \) keeping \( P \) fixed from \( \sigma: M \to M \to \text{a map} \) \( r' \) sending \( M^{(d)} \) into \( P \). Since \( \dim M = d + 1 \), using the condition \( \text{colim}_j \lim^1 G_{ij}^{d+1} = 0 \) (which we have not used so far) it is not hard to amend \( r' \) by a homotopy keeping \( P \) fixed and sending every \( M_{[j,k]} \) into \( M_{[i,j]} \) for some \( k = k(j) \) so that the resulting map \( r \) sends the entire \( M \) into \( P \). (The parallel step in [5; proof of Theorem 3.6] is described in more detail.) Thus we obtain a homotopy \( \rho \) keeping \( P \) fixed from \( \sigma \) to a map \( r: M \to P \).

The restriction \( G: Q \to P \) of \( r \) is an \( L_{[0,\infty]} - K_{[0,\infty]} \)-approaching map. If \( \Phi: P \times I \to M \) is the natural homotopy from the inclusion map to \( F \), then the composition \( P \times I \xrightarrow{\Phi} M \xrightarrow{r} P \) is a \( K_{[0,\infty]} - K_{[0,\infty]} \)-approaching homotopy from \( r \) to \( GF \). Since \( \rho \) keeps \( P \) fixed, \( r|_P = \sigma|_P \). So \( \Sigma \) restricts to a \( K_{[0,\infty]} - K_{[0,\infty]} \)-approaching homotopy from \( r|_P \) to
id_P. On the other hand, ρ restricts to a homotopy from G to σ|Q. If R: M → Q is the natural retraction, then Rρ restricts to an L_{(0,∞)}^0-L_{(0,∞)}^∞-approaching homotopy from FG to σ|Q. Also Σ restricts to an L_{(0,∞)}^0-L_{(0,∞)}^∞-approaching homotopy from σ|Q to id_Q. The constructed maps and homotopies respect the base quadrants p_{[0,∞),[0,∞)} and q_{[0,∞),[0,∞)}, and it follows that f is a pointed fine shape equivalence.

□

Disclaimer. I oppose all wars, including those wars that are initiated by governments at the time when they directly or indirectly support my research. The latter type of wars include all wars waged by the Russian state in the last 25 years (in Chechnya, Georgia, Syria and Ukraine) as well as the USA-led invasions of Afghanistan and Iraq.
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