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Abstract
Bojanczyk and Pilipczuk showed in their celebrated article Definability equals recognizability for graphs of bounded treewidth (LICS 2016) that monadic second-order logic can define tree-decompositions in graphs of bounded treewidth. This raises the question whether such decompositions can already be defined in first-order logic (FO).

We start by introducing the notion of tree-decompositions of bounded span, which restricts the diameter of the subtree consisting of the bags containing a same node of the structure. Having a bounded span is a natural property of tree-decompositions when dealing with FO, since equality of nodes cannot in general be recovered in FO when it doesn’t hold. In particular, it encompasses the notion of domino tree-decompositions.

We show that path-decompositions of bounded span are not FO-continuous, in the sense that there exist arbitrarily FO-similar graphs of bounded pathwidth which do not possess FO-similar path-decompositions of bounded span. Then, we show that tree-decompositions of bounded span are not FO-continuous either.

1 Introduction

The notion of treewidth was introduced in 1986 by Robertson and Seymour [10] to measure how far a given graph is from being a tree. Roughly speaking, a graph $G$ has treewidth $k$ if there exists a tree, called a tree-decomposition for $G$, whose nodes are bags of at most $k + 1$ vertices of $G$, and whose structure mimics that of $G$.

This gives a measure of sparsity for classes of graphs: a class $\mathcal{C}$ has bounded treewidth if there exists a constant that bounds the treewidth of every graph belonging to $\mathcal{C}$.

Classes of bounded treewidth have been widely studied, since they enjoy many nice properties; not least of all, the model checking of a CMSO (monadic second-order logic with counting) sentence on graphs of bounded treewidth is decidable in linear time [6].

In 2016, Bojanczyk and Pilipczuk [4] solved the long-lasting Courcelle conjecture: over classes of graphs of bounded treewidth, is definability in CMSO
equivalent to recognizability? This is reminiscent of the famous Büchi equivalence over words and trees between definability in MSO and recognizability by a finite automaton. In the context of graphs, this equivalence is significantly harder to get, due to the lack of structure. The technique used by Bojanczyk and Pilipczuk, on top of allowing to prove the conjecture, is very profound on its own: they show that it is possible, in MSO, to define (through an MSO-transduction) tree-decompositions inside graphs of bounded treewidth.

This immediately yields the question whether such a transformation is already definable in FO (first-order logic). We show in this article that this is not the case, at least when we restrict our study to those decompositions in which all the bags containing a single node of the graph are close together in the decomposition. We call this property having bounded span. Having bounded span is a very natural and weak requirement:

- very natural, in particular in the context of FO, since without it recovering the equality relation between nodes in the original structure is not possible.
- weak in that it generalizes the notion of domino treewidth, in which a single node can appear in at most two bags. Note that contrary to domino treewidth, having a tree-decomposition of bounded span does not bound the degree of a graph.

More precisely, we give a negative answer to two following questions, which implies in a strong sense that path and tree-decompositions of bounded span are not FO-definable. Not only does this entail that there is no hope to find FO-interpretations which define decompositions in graphs, but it also excludes the possibility of finding decompositions in a non-uniform way.

**Question 1.1** (Are path-decompositions of bounded span FO-continuous?).

*Are there functions \( width, span : \mathbb{N}^2 \to \mathbb{N} \) and \( f : \mathbb{N}^3 \to \mathbb{N} \), such that, given

- a width \( w \in \mathbb{N} \), and a span \( s \in \mathbb{N} \),
- some similarity index \( \alpha \in \mathbb{N} \), and
- two graphs (or more generally, two structures) \( G \) and \( H \) that admit path-decompositions of width at most \( w \) and of span at most \( s \), such that \( G \) and \( H \) agree on all FO-sentences of quantifier rank at most \( f(w, s, \alpha) \),

there exist two respective path-decompositions \( D(G) \) and \( D(H) \) of \( G \) and \( H \), which have width at most \( width(w, s) \) and span at most \( span(w, s) \), such that \( D(G) \) and \( D(H) \) agree on all FO-sentences of quantifier rank at most \( \alpha \).

To rephrase in simpler terms, a positive answer to Question 1.1 would mean that provided that two graphs of bounded pathwidth are similar enough in the eyes of FO, then they admit path-decompositions of bounded span that are similar wrt. FO. This is why we assign the term of FO-continuity to this notion. Note that in this process, we allow the width and span of the decompositions to be as large as one wishes.

Let’s now state a similar question in the case of tree-decompositions:
**Question 1.2** (Are tree-decompositions of bounded span FO-continuous?). Are there functions $\text{width}, \text{span} : \mathbb{N}^2 \to \mathbb{N}$ and $f : \mathbb{N}^3 \to \mathbb{N}$, such that, given

- a width $w \in \mathbb{N}$, and a span $s \in \mathbb{N}$,
- some similarity index $\alpha \in \mathbb{N}$, and
- two graphs (or more generally, two structures) $G$ and $H$ that admit tree-decompositions of width at most $w$ and of span at most $s$, such that $G$ and $H$ agree on all FO-sentences of quantifier rank at most $f(w, s, \alpha)$,

there exist two respective tree-decompositions $D(G)$ and $D(H)$ of $G$ and $H$, which have width at most $\text{width}(w, s)$ and span at most $\text{span}(w, s)$, such that $D(G)$ and $D(H)$ agree on all FO-sentences of quantifier rank at most $\alpha$.

Note that a positive answer to Question 1.2 does not immediately yield a positive answer to Question 1.1, since it would only guarantee the existence of fitting tree-decompositions, but would say nothing about path-decompositions.

In this paper, we exhibit families of structures (more precisely, families of colored graphs) which answer both questions in the negative.

Since it can easily be seen that “having pathwidth (resp. treewidth) at most $k$” are not FO-definable properties, the fact that we answer these questions by the negative is not necessarily surprising. However, these negative results do not a priori follow from the first remark, and showing that some arbitrarily similar graphs admit no similar decompositions proves to be much harder than proving the former statement.

As a consequence, the negative answer to Question 1.2 excludes the possibility to lift results involving FO from trees to structures of bounded treewidth through their decompositions. For instance, when trying to extend the result from [1] that

$$<\text{-inv} \text{ FO} = \text{FO} \text{ on trees}$$

to classes of bounded treewidth, the most natural way would be to prove that, for various degrees of FO-similarity,

(i) given two graphs of fixed treewidth that are FO-similar, it is possible to find FO-similar tree-decompositions (possibly not of optimal width), and

(ii) there exists an FO-interpretation which defines a graph of fixed treewidth in one of its tree-decompositions.

For the way up [1], from decompositions back to the graphs, one needs to be able to identify nodes belonging to different bags of the decomposition, and which correspond to the same node in the graph. As we have seen, this corresponds to controlling the span of the decomposition.

However, as soon as we ask for the decompositions to have a bounded span, a negative answer to Question 1.2 asserts that there is no way down [1], from structures to their decompositions.
Hence, in order to lift results involving FO from trees to classes of bounded treewidth, one has to adopt a strategy that doesn’t involve tree-decompositions, e.g. as in [8]. One could argue that in view of this, the treewidth is not a good measure of sparsity when working on FO, as its definition cannot be leveraged in this context.

Overview of the article We introduce in Section 2 a logical framework to speak of path and tree-decompositions, and we define there the span of a decomposition.

In Section 3 we exhibit a counter-example that yields a negative answer to Question 1.1. The general method is to assume, towards a contradiction, the existence of FO-similar path-decompositions of bounded span to specific FO-similar colored graphs. These graphs are constructed in such a way that, did they admit FO-similar path-decompositions, these decompositions would have a small diameter; and in fact, too small for every node of the initial structures to appear in them.

To bring as well a negative answer to Question 1.2 we use again some of the ideas from Section 3 in Section 4 although the manipulation requires a bit of extra care. The additional difficulties encountered when going from pathwidth to treewidth are essentially due to the fact that the degree of tree-decompositions is not bounded, which makes it harder to come to a contradiction when supposing the existence of FO-similar tree-decompositions. Similarly as in Section 3 we get that any FO-similar tree-decompositions of our colored graphs of choice must have a small diameter. However, since the degree of the decomposition is not restricted, we must first carefully trim these decompositions in order to derive a contradiction.

Related works The notion of decomposition of bounded span is a relaxation of the notion of domino decomposition, as introduced in [7] and [3]. More precisely, we do not restrict the number of bags containing a single node, but only the distance between them.

As for our result on treewidth, it can be seen as a negative counterpoint in FO to the positive result, for MSO, of Bojanczyk and Pilipczuk [4]. Indeed, the negative answer to Question 1.2 given in Section 4 entails, in particular, that tree-decompositions (at least when their span is bounded) are not FO-interpretable.

2 Preliminaries

2.1 Logic

We use the standard definitions and notations for logics and structures (see, e.g., [9]).

Given two Σ-structures A and A’, we say that A is FO-similar to A’ at depth k, and we note A ≡_{k}^{FO} A’, if A and A’ agree on every FO-sentence ϕ of
quantifier rank at most $k$; that is, if $A \models \varphi$ iff $A' \models \varphi$ for every such $\varphi$.

We write $A \simeq A'$ if $A$ and $A'$ are isomorphic. We denote the distance between the elements $x$ and $y$ in $A$ by $\text{dist}_A(x, y)$: this is the distance in the Gaifman graph of $A$, where two elements are at distance 1 iff they appear in the same tuple of some relation.

The classical way to define new structures from existing ones in FO is through FO-interpretations. An FO-interpretation $\mathcal{I}$ from a vocabulary $\Sigma$ to a vocabulary $\Sigma'$ is a tuple of FO-formulæ on $\Sigma$:

- first, a formula $\varphi$ with $r$ free variables, which defines the domain of the new structure $\mathcal{I}(A)$ as a subset of some cartesian power $A^r$ of the domain of the initial structure $A$,

- then, for every relation symbol $R \in \Sigma'$ of arity $a$, a formula $\varphi_R$ with $a \cdot r$ free variables, which gives the interpretation in $\mathcal{I}(A)$ of the relation $R$.

The integer $r$ is the called the arity of $\mathcal{I}$, while the depth of $\mathcal{I}$ is the maximum among the quantifier ranks of $\varphi$ and all the $\varphi_R$.

FO-interpretations are the prime way to define uniform FO-continuous transformation of structures, as FO-similarity of the source structures yields FO-similarity of the interpreted structures:

**Theorem 2.1.** Let $\mathcal{I}$ be an FO-interpretation from $\Sigma$ to $\Sigma'$, of arity $r$ and depth $d$.

For every $\Sigma$-structures $A, A'$ and for every $k \in \mathbb{N}$,

$$A \equiv_{r^k + d} A' \to \mathcal{I}(A) \equiv_{k} \mathcal{I}(A').$$

### 2.2 Treewidth and pathwidth

Let us briefly recall the classical definitions of treewidth and pathwidth, before we translate them in logical terms in Section 2.3.

We consider graphs (and trees) as logical structures over the vocabulary $\Sigma_G = \{E^{(2)}\}$.

Let $\mathcal{G} = (G, E^G)$ be a graph. A tree-decomposition of $\mathcal{G}$ is a tree $T = (T, E^T)$ together with a function $\text{bag}$ from $T$ to the power set of $G$, such that

- every element $x \in G$ appears in some bag: $\forall x \in G, \exists t \in T, x \in \text{bag}(t)$,

- for every edge $(x, y)$ of $\mathcal{G}$, $\exists t \in T, x \in \text{bag}(t) \land y \in \text{bag}(t)$,

- for every element $x \in G$, $\{t \in T : x \in \text{bag}(t)\}$ is connected in $T$.

It will be convenient to assume that a bag is always non-empty.

A tree-decomposition $(T, \text{bag})$ is a path-decomposition if $T$ is a directed path.

The width of the tree or path-decomposition $(T, \text{bag})$ is

$$\max\{|\text{bag}(t)| : t \in T\} - 1.$$
2.3 Logical perspective on decompositions

To give a meaning to the notion of FO-similarity between two decompositions, we need to fix a logical framework for these decompositions. In the process, we extend these definitions to the context of purely relational structures, not only graphs. We omit the constant symbols for simplicity’s sake, but one could consider vocabulary with constant with an extra bit of care.

Intuitively, a tree-decomposition is a colored tree, where the color of a node describes the content of the corresponding bag (i.e. the isomorphism class of the substructure induced by the bag) as well as how to glue that bag to the bags of the parent and the children of the node.

Let $\Sigma$ be a relation vocabulary without constant symbols. For $k \in \mathbb{N}$, let’s consider the vocabulary $\Lambda_k := \Sigma \cup \{I_0, \ldots, I_k, O_0, \ldots, O_k\}$ where all the $I_i, O_i$ are fresh unary relation symbols. Bags of a decomposition of width $k$ are seen as $\Lambda_k$-structures, where all the relations in $\Sigma$ are inherited from the underlying structure, and the $I_i$ (resp. $O_i$) contain the elements that also appear in the parent’s bag (resp. some child’s bag).

More precisely, we say that a $\Lambda_k$-structure $B$ is a $k$-bag if it satisfies the following conditions:

- $|B| \leq k + 1$
- for every $0 \leq i \leq k$, $|I_i^B| \leq 1$ and $|O_i^B| \leq 1$
- for every $0 \leq i < j \leq k$, $I_i^B \cap I_j^B = O_i^B \cap O_j^B = \emptyset$.

Let $\sigma_k$ be the (finite) set of isomorphism classes of $k$-bags, and let

$\Sigma_k := \{P_c : c \in \sigma_k\} \cup \{S\}$

be composed of new relation symbols, where the $(P_c)_{c \in \sigma_k}$ are unary and $S$ is binary. For $c \in \sigma_k$, we will write $c \models \varphi$ if any (or equivalently, every) $B \in c$ satisfies $\varphi$.

We say that a $\Sigma_k$-structure $T$ is a valid tree-decomposition of width $k$ if

- its restriction to $\{S\}$ is an unranked tree, meaning that an element may have an arbitrary number of children, and makes no difference among them,
- the sets $P^T_c$ for $c \in \sigma_k$, partition its domain $T$; in other words, every node is colored by exactly one color,
- for every $c \in \sigma_k$, for every $t \in T$ such that $T \models P_c(t)$ and for every $i \in \{0, \ldots, k\}$,
  
  $c \models \exists x, O_i(x)$ iff there is a child $u$ of $t$ in $T$ such that $T \models P_d(u)$ with some $d \in \sigma_k$ such that $d \models \exists y, I_i(y)$,
\[T \models P_r(r) \text{ where } r \text{ is the root of } T, \text{ then } c \models \bigwedge_{0 \leq i \leq k} \neg \exists x, I_i(x).\]

Basically, these conditions amount to saying that an output element with the label \(O_i\) is always interfaced with a corresponding input element with the label \(I_i\) in some child’s bag, and conversely. The intent is to merge those elements in the construction to come.

Let \(TD_k\) be the class of all valid tree-decompositions of width \(k\), and \(PD_k\) the subclass of \(TD_k\) containing all the tree-decompositions whose restriction to \(\{S\}\) is a directed path (i.e. a tree with a single branch).

Every \(T \in TD_k\) generates a \(\Sigma\)-structure \(\text{Ext}(T)\) in the natural way: we take the disjoint union of the \(\Sigma\)-structures which correspond to the colors of all the elements of \(T\), and we identify in this union an element colored with \(I_i\) with the element colored with the corresponding \(O_i\) in the parent’s bag.

More precisely, \(\text{Ext}(T)\) is constructed as follows. For every \(c \in \sigma_k\) and every element \(t \in T\) belonging to \(P^T_c\), we consider a \(k\)-bag \(B_t\) belonging to \(c\), such that the \((B_t)_{t \in T}\) have pairwise disjoint domains. Let \(A := \bigcup_{t \in T} B_t\). We define the interface relation \(I\) on \(A\), such that \(I(x, y)\) holds iff \(x \in B_t\) and \(y \in B_u\) for some \(t, u \in T\), such that

- \(T \models S(t, u)\), i.e. \(t\) is the parent of \(u\) in \(T\)
- \(B_t \models O_i(x)\) for some \(0 \leq i \leq k\)
- \(B_u \models I_i(x)\) for the same \(i\).

Now, let \(\sim\) be the most coarse-grained equivalence relation extending \(I\). \(\text{Ext}(T)\) is defined as follows:

- its domain is \(A/\sim\)
- for every \(r\)-ary relation symbol \(R \in \Sigma\),
  for every equivalence classes \(\bar{x}_1, \ldots, \bar{x}_r\) for \(\sim\),
  \(\text{Ext}(T) \models R(\bar{x}_1, \ldots, \bar{x}_r)\) iff there exist \(t \in T\), and \(x_1, \ldots, x_n \in B_t\) such that \(x_i \in \bar{x}_i\) (\(1 \leq i \leq r\)) and \(B_t \models R(x_1, \ldots, x_r)\).

Roughly speaking, a tuple belongs to the interpretation of \(R\) in \(\text{Ext}(T)\) iff it appears in some bag of \(T\).

An illustration of this process is given in Figure [1]. In this example, \(k = 2\) and \(\Sigma = \{E, P_{\text{red}}, P_{\text{yellow}}, P_{\text{green}}, P_{\text{blue}}\}\), i.e. \(\Sigma\) is the vocabulary of graphs colored with four colors, represented in the figure as colored circles. The colored squares represent the equivalence classes of 2-bags, i.e. the unary predicates of \(\Sigma_2\).

A tree-decomposition (resp. path-decomposition) of width \(k\) of a \(\Sigma\)-structure \(A\) is a \(\Sigma_k\)-structure \(T \in TD_k\) (resp. \(T \in PD_k\)) such that \(\text{Ext}(T) \simeq A\). Let \(\mathcal{N}_k\) (resp. \(\mathcal{P}_k\)) denote the class of all \(\Sigma\)-structures of treewidth (resp. pathwidth) at most \(k\), that is structures that admit a tree-decomposition (resp. path-decomposition) of width at most \(k\).
We say that a class $\mathcal{C}$ has treewidth (resp. pathwidth) at most $k$ if $\mathcal{C} \subseteq \mathcal{TW}_k$ (resp. $\mathcal{C} \subseteq \mathcal{PW}_k$), and that $\mathcal{C}$ is a class of bounded treewidth (resp. bounded pathwidth) if it has treewidth (resp. pathwidth) at most $k$ for some $k \in \mathbb{N}$.

Note that in the case of graphs, these notions are equivalent to the classical ones: in particular, a graph (seen as a $\{E\}$-structure) admits a tree-decomposition in $\mathcal{TD}_k$ in the following sense iff it has treewidth $k$ in the classical sense.

### 2.4 Decompositions of bounded span

In the classical definition of a tree-decomposition of a graph, there is no restriction to the number of bags, and their relative distance in the tree, containing a given element of the graph. This carries over to the definition we gave of a tree-decomposition of a $\Sigma$-structure, in that the equivalence classes for the relation $\sim$ may be composed of elements coming from $k$-bags that are arbitrarily far apart in the tree-decomposition.

For these decompositions to have an interest with respect to FO, it is imper-
ative that we restrict them. Indeed, FO is not able to determine whether two
nodes in two different bags correspond to the same element of the structure,
as those nodes can be located arbitrarily far apart in the tree. Hence, in all
generality, it is impossible to reconstruct (via an FO-interpretation) a structure
in one of its decompositions.

To avoid this issue, we consider a more restrictive notion of decomposition,
based on the definition introduced independently by Ding and Oporowski [7]
and by Bodlaender and Engelfriet [3]. Let’s first give the definition from [3].

A tree or path-decomposition (in the classical sense) of a graph is said to be
domino if every element of the graph belongs to at most two bags.

If a (simple and loopless) graph admits a domino tree-decomposition of width
k, then its degree is necessarily bounded by 2k. The converse question of finding
a domino tree-decomposition of small width for any graph of bounded degree
and bounded treewidth was answered in [7] and [3]. Bodlaender later improved
the bound in [2]:

Theorem 2.2. Let \( k \in \mathbb{N} \) and \( d \in \mathbb{N} \).

Any graph of treewidth at most \( k \) and degree at most \( d \) admits a domino
tree-decomposition of width at most \((9k + 7)d(d + 1) - 1\).

Let’s now extend the definition of domino decompositions to the general
setting of \( \Sigma \)-structures. Our motivation is to be able to interpret in FO a
structure in its decompositions. For that, we may weaken the condition that an
element can appear only in two (or a bounded number of) bags. Indeed, as long
as all the bags containing a given element are in a bounded radius, FO will be
able to recreate its neighborhood in the structure; it is not necessary for their
number to be bounded.

The span of a tree-decomposition \( T \in TW_k \) is defined as the maximum over
the equivalence classes \( c \) of \( \sim \) of the maximal \( \text{dist}_T(t, u) \), where \( t, u \in T \) each
contain an element of \( c \). In other word, the span of \( T \) is the maximal distance
between two bags containing elements that are merged in \( \text{Ext}(T) \).

Let \( TD_k^\delta \) (resp. \( PD_k^\delta \)) denote the class of tree-decompositions (resp.
path-decompositions) of width at most \( k \) and of span at most \( \delta \), and \( TW_k^\delta \) (resp.
\( PW_k^\delta \)) denote the class of \( \Sigma \)-structures admitting a decomposition in \( TD_k^\delta \) (resp.
\( PD_k^\delta \)).

Note 2.1. In the case of graphs, \( TD_k^1 \) corresponds to all the domino tree-decompositions of width \( k \).

However, as soon as \( \delta \geq 2 \), \( TW_k^\delta \) contains graphs of arbitrarily large degree.
For instance, \( TW_1^2 \) contains all the star graphs.

It is straightforward to construct, for any \( k, \delta \in \mathbb{N} \), an FO-interpretation \( J_k^\delta \)
such that for every \( T \in TD_k^\delta \), \( J_k^\delta(T) \simeq \text{Ext}(T) \).

Now that we have restricted the class of decompositions, the natural question
is whether it is possible to interpret in FO a tree-decomposition of bounded span
in structures of \( TW_k^\delta \). In other words, does there exists FO-interpretations \( J_k^\delta \)
such that, for every \( A \in TW_k^\delta \), \( \text{Ext}(J_k^\delta(A)) \simeq A \)?
More generally, is it possible, given two FO-similar structures, to find respective tree-decompositions of bounded span that are FO-similar with one another? This is Question 1.2. We prove in Section 4 that such decompositions do not always exist, even when we allow the width and span to be non-optimal.

As an intermediate step, which proves to be an interesting result in its own right, we show in Section 3 that Question 1.1, where we look at the possibility to find FO-continuous path-decompositions of bounded span, have a negative answer as well.

## 3 Path-decompositions of bounded span are not FO-continuous

First, we investigate the case of bounded pathwidth. We give in this section a negative answer to Question 1.1.

Let’s consider the vocabulary of colored graphs $\Sigma := \{E, P_0, P_1\}$ where $E$ is a binary relation symbol, and $P_0, P_1$ are unary.

Let $k, \delta \in \mathbb{N}$. We exhibit two families $\mathcal{G}_\beta \in \Sigma$-structures $\mathcal{H}_\beta \in \Sigma$-structures of $\mathcal{P}_k^2$ such that

- $\forall \beta \in \mathbb{N}, \mathcal{G}_\beta \equiv_{\beta}^{FO} \mathcal{H}_\beta$

- $\exists \alpha \in \mathbb{N}, \forall \beta \in \mathbb{N}$, for all decompositions $D(\mathcal{G}_\beta), D(\mathcal{H}_\beta) \in PD_k^\delta$

  $D(\mathcal{G}_\beta) \not\equiv_{\alpha}^{FO} D(\mathcal{H}_\beta)$.

In other words, we show that no matter how large, both in term of width and span, we allow our decompositions to be, there are arbitrarily FO-similar structures of $\mathcal{P}_k^2$ that do not have FO-similar path-decompositions of this width and span.

Let $k, \delta \in \mathbb{N}$. We set $\alpha := \delta(n + 1)$, where the value of $n$ will be apparent later on, and depends only on $k$.

Let’s fix $\beta \in \mathbb{N}$.

The structures $\mathcal{G}_\beta$ and $\mathcal{H}_\beta$ will be based on a series of gadgets. The first gadget, $\mathcal{A}_n^p$, is defined in Figure 2. The value of $p$ will be specified later on.

For any integers $n_1, n_2 \leq n$, we define $\mathcal{A}_n^p[n_1, n_2]$ as $\mathcal{A}_n^p$, where the path (of length $pn - 1$, hence having $pn$ nodes) from $a_0$ to $a_1$ is colored with $P_0, P_1$ as

$$(0^{n-n_1+1^{n_1}})^p$$

and the path from $a_2$ to $a_3$ is colored with $P_0, P_1$ as

$$(0^{n-n_2+1^{n_2}})^p.$$
The following lemma states that, both in path and tree-decompositions of bounded span, two bags containing nodes that are close to one another in the structure cannot be too far apart in the decomposition.

**Lemma 3.1.** If \( x \) and \( y \) are two elements of a structure \( \mathcal{G} \), then in any (path or tree) decomposition of \( \mathcal{G} \) of span at most \( \delta \), a bag containing \( x \) and a bag containing \( y \) must be at distance at most \( \delta \cdot (\text{dist}_G(x, y) + 1) \) from each other.

The proof of this fact is a straightforward induction on \( \text{dist}_G(x, y) \).

Consider a path-decomposition \( \mathcal{T} \in \text{PD}_k^\delta \) of \( A_p^n[n_1, n_2] \).

Suppose that any two bags containing respectively \( s \) and \( t \) are at distance at least \( 2\delta(2^\beta + 1) + 1 \) from one another in \( \mathcal{T} \).

Then there must exist a bag containing some node of the path \([a_0, a_1]\) as well as some node of the path \([a_2, a_3]\). Indeed, according to Lemma 3.1, any bag containing \( a_0 \) must be at distance at most \( \delta(2^\beta + 1) \) from any bag containing \( s \) and similarly for \( a_2 \) and \( s \), \( a_1 \) and \( t \) and \( a_3 \) and \( t \). By assumption, there must exist at least one bag in \( \mathcal{T} \) that separates all the bags containing \( a_0 \) or \( a_2 \) from all the bags containing \( a_1 \) or \( a_3 \). Such a bag must contain both a node of \([a_0, a_1]\) and a node of \([a_2, a_3]\).

In that case, \( \mathcal{T} \) satisfies the property \( P_n(n_1, n_2) \): there exists a bag containing both a node that is part of a path \( 0^{n_1}1^n \), and a node that is part of a path \( 0^{n_2}1^{n_2} \).

Note that any path-decomposition \( \mathcal{T}' \in \text{PD}_k^\delta \) such that \( \mathcal{T}' \equiv \alpha \mathcal{T} \) must also satisfy \( P_n(n_1, n_2) \); recall that \( \alpha = \delta \cdot (n + 1) \).

We now define \( A_p^n[n_1, n_2]^m \) as the concatenation of \( m \) copies of \( A_p^n[n_1, n_2] \), as illustrated in Figure 3.

Now, consider a path-decomposition \( \mathcal{T} \in \text{PD}_k^\delta \) of \( A_p^n[n_1, n_2]^m \).
Suppose that for every $0 \leq i < m$, there exist bags containing respectively $s_i$ and $s_{i+1}$ that are at distance at most

$$2\delta(2^\beta + 1)$$

from one another. Then the length of $\mathcal{T}$ cannot be too large. Indeed, any element of $A_n^p[n_1, n_2]^m$ is at distance at most

$$2^\beta + \frac{pm - 1}{2}$$

from the nearest $s_i$. This means, according to Lemma 3.1, that the length of $\mathcal{T}$ can be bounded by

$$\delta(2^\beta + \frac{pm - 1}{2}) + m \cdot (2\delta(2^\beta + 1) + \delta) + \delta(2^\beta + \frac{pm - 1}{2})$$

(joining a bag containing the nearest $s_i$, then jumping at most $m$ times to bags containing other $s_j$ until we reach the closest to the destination point, then reaching the destination).

This expression can be coarsely bounded by

$$\delta(2^{\beta+4}m + pn).$$

This means that the size of $A_n^p[n_1, n_2]^m$ is at most

$$(k + 1)[\delta(2^{\beta+4}m + pn) + 1].$$

However, $A_n^p$ has size

$$2^{\beta+2} + 2pn - 2,$$

hence $A_n^p[n_1, n_2]^m$ has size

$$m(2^{\beta+2} + 2pn - 2) - (m - 1),$$

which is greater than

$$m(2^{\beta+2} + 2pm - 3).$$

The integers $p$ and $m$ can now be chosen such that the expression (2) is bigger than (1), which is absurd.

Indeed, showing that (2) is bigger than (1) amounts to finding $p$ and $m$ such that

$$m[2^{\beta+2} + 2pn - 3 - (k + 1)\delta2^{\beta+4}] > (k + 1)(\delta pn + 1).$$
This can be done by first choosing \( p \) so that
\[
2^{\beta+2} + 2pn - 3 - (k + 1)\delta2^{\beta+4} > 0,
\]
and choosing \( m \) in consequence.

Hence, there must exist \( 0 \leq i < m \) such that no pair of bags containing respectively \( s_i \) and \( s_{i+1} \) at distance at most \( \delta \cdot 2^{\beta+1} \) from each other. As we’ve seen, this means that \( T \) satisfies \( P_n(n_1, n_2) \).

We now have constructed a gadget \( \mathcal{A}_p[n_1, n_2]^m \) which is such that any path-decomposition \( T \in PD_k^\delta \) of \( \mathcal{A}_p[n_1, n_2]^m \) satisfies \( P_n(n_1, n_2) \).

Since \( P_n(n_1, n_2) \) is a property that is preserved by \( \equiv^{FO}_\alpha \), we will use it as a lever to prove that there is no path-decompositions in \( PD_k^\delta \) of \( G_\beta \) and \( H_\beta \) that are \( FO \)-similar at depth \( \alpha \).

For that, we define \( G_\beta \) as in Figure 4. The value of \( n \) and \( l \) will be fixed in the remainder of the proof. Recall that while \( l \) will depend on \( \beta \), \( n \) must not, since \( \alpha \) itself depends on \( n \).

Figure 4: The structure \( G_\beta \), where \( p, m \) are chosen as above, and \( n \) is an odd integer to be fixed. The dotted edges are unoriented paths of length \( l \), which will also be fixed later on.

Using the same values for \( n \) and \( l \), \( H_\beta \) is defined as in Figure 5.

Figure 5: The structure \( H_\beta \).

One can easily see that \( G_\beta \equiv^{FO}_\beta H_\beta \). This result from the observation that, for every \( 0 \leq i \leq \frac{n-1}{2} \), two copies of \( \mathcal{A}_p[2i, 2i+1]^m \) are \( FO \)-similar at depth \( \beta \) to the union of \( \mathcal{A}_p[2i, 2i]^m \) and \( \mathcal{A}_p[2i+1, 2i+1]^m \). Indeed, the paths of length \( 2^\beta \) in all the \( \mathcal{A}_p[n_1, n_2] \) prevent the Spoiler in the \( \beta \)-round Ehrenfeucht-Fraïssé game from spotting which integers \( n_1, n_2 \) appear in the same \( \mathcal{A}_p[n_1, n_2] \).

Furthermore, \( G_\beta \) and \( H_\beta \) belong to \( PW_{2^2} \). Indeed, they each admit a path-decomposition of width 2 that goes from their left to their right, which moves in each \( \mathcal{A}_p[n_1, n_2] \) one step in the top path, then one step in the bottom path.

It remains to prove that \( G_\beta \) and \( H_\beta \) do not admit decompositions in \( PD_k^\delta \) that are \( FO \)-similar at depth \( \alpha \).
Suppose that $D(G_\beta), D(H_\beta) \in PD_k^\delta$ are respective decompositions of $G_\beta$ and $H_\beta$ such that
\[ D(G_\beta) \equiv^\alpha \alpha D(H_\beta). \quad (3) \]
As we’ve seen above, $D(G_\beta)$ must satisfy all the properties
\[ P_n(0,1), P_n(2,3), \ldots, P_n(n-1,n). \]
By (3), $D(H_\beta)$ must satisfy them too. By construction of $D(H_\beta)$, this means that for every $0 \leq i \leq \frac{n-1}{2}$, there exists a bag of $D(H_\beta)$ containing both a node of $A_p^\beta[2i,2i]^m$ and a node of $A_p^\beta[2i+1,2i+1]^m$. This prevents $D(H_\beta)$ from being too long.

More precisely, since any $A_p^\beta[n_1,n_2]^m$ has diameter bounded by
\[ m(2\beta+2+2pn-3), \]
Lemma 3.1 entails that any of its decompositions in $PD_k^\delta$ has length at most
\[ \delta[m(2\beta+2+2pn-3)+2] + \frac{l}{2}, \]
which can be bounded by
\[ n\delta m(2\beta+2+2pn-3)+l-1. \]
This implies that the size of $H_\beta$ cannot exceed
\[ (k+1)[n\delta m(2\beta+2+2pn-3)+l]. \quad (4) \]
However, recall from (2) that any $A_p^\beta[n_1,n_2]^m$ has size at least
\[ m(2^{\beta+2}+2pn-3), \]
hence the size of $H_\beta$ is at least
\[ (n+1)m(2^{\beta+2}+2pn-3) + n(l-1). \quad (5) \]
The right choice of $n$ and $l$ make (5) bigger than (4), which is absurd. Indeed, (5) is bigger that (4) iff
\[ l[n-(k+1)] > (k+1)[n\delta m(2\beta+2+2pn-3)+l] - (n+1)m(2^{\beta+2}+2pn-3) + n. \]
Choosing $n := k+2$ allows us to set $l$ so that this inequality holds.
It follows that $G_\beta$ and $H_\beta$ do not have decompositions in $PD_k^\delta$ that are FO-similar at depth $\alpha$, thus concluding the proof that the answer to Question 1.1 is negative.
4 Tree-decompositions of bounded span are not FO-continuous

We have seen in Section 3 that path-decompositions of bounded span are not FO-continuous, even when we allow one to increase the width and the span of the decompositions.

Let’s now show an equivalent result for tree-decompositions by giving a negative answer to Question 1.2. For that, we proceed in a somewhat similar way (we also try to constrain the size of the decompositions), although the construction is significantly more involved.

Once again, let’s consider the vocabulary of colored graphs $Σ := \{E, P_0, P_1\}$ where $E$ is binary and $P_0, P_1$ are unary.

Let $k, δ ∈ \mathbb{N}$. We exhibit two families $(G_β)_{β ∈ \mathbb{N}}$ and $(H_β)_{β ∈ \mathbb{N}}$ of $Σ$-structures of $TW_2$ and of degree 5 (hence, by Theorem 2.2 belonging to $TW^1_{19}$) such that

- $∀ β ∈ \mathbb{N}$, $G_β ≡^FO H_β$
- $∃ α ∈ \mathbb{N}, ∀ β ∈ \mathbb{N}$, for all decompositions $D(G_β), D(H_β) ∈ TD^δ_k$

$D(G_β) \not≡^FO D(H_β)$.

We introduce in Figure 6 the gadget $L_{lp}$, which is composed of two complete binary trees of height $p$, whose leaves are pairwise linked by a path of length $l$.

The interest of $L_{lp}$ resides in the fact that, provided that $p$ is large enough with respect to the width of a tree-decomposition of $L_{lp}$, the sources (that is, the elements $a$ and $b$) cannot be far apart in this decomposition, while they can be made arbitrarily distant, by choice of $l$, in the original graph.

More precisely, let $T$ be a tree-decomposition of $L_{lp}$ in $TD^δ_k$, where

$$p = \lceil \log(k + 2) \rceil .$$

We claim that in $T$, any bag containing $a$ and any bag containing $b$ are at distance at most $d := 2δ(p + 2) + 2δ$ from one another.

Suppose otherwise, and consider the bags $t_a$ and $t_b ∈ T$ which minimize $\text{dist}_T(t_a, t_b)$ among bags containing respectively $a$ and $b$. Since $T$ has span $δ$, we must have that

$$\text{dist}_T(t_a, t_b) ≥ 2δ(p + 1) + 1 .$$

Let $t ∈ T$ be a bag on the path between $t_a$ and $t_b$ at distance at least $δ(p + 1) + 1$ from each other. By virtue of $T$ being a tree and in view of Lemma 3.1, $t$ disconnects all the bags containing the $a_i$ from all the bags containing the $b_i$.

This means that all the $2^p$ disjoint paths from $a_i$ to $b_i$ must intersect $t$, which is absurd since $2^p ≥ k + 2$.

This proves that any bag containing $a$ and any bag containing $b$ are at distance at most $2δ(p + 2)$ from one another in $T$. 
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Once $k$ and $\delta$ are given, we set $p := \lceil \log(k + 2) \rceil$.

Our construction will depend on an integer $n$ whose value depends only on $k$ and $\delta$, and will be set later on. The integer $\alpha$ will also be chosen later on.

Let $\beta \in \mathbb{N}$, and set $l := 2^\beta$.

Let’s now construct the structures $G_\beta$ and $H_\beta$. Both of them will amount to a concatenation of many instances of $L^l_p$ (by concatenation of two $L^l_p$, we mean the disjoint union of those structures, where we merge one of their sources). On top of that, all the sources will have a label. As in Section 3, labels are encoded with the unary relations $P_0, P_1$ on a path of length at most $n$.

Let’s deal with $G_\beta$ first. We start by considering some nodes $(s_w)_{w \in \{0, 1\}^\leq n}$, i.e. one element for each one of the $2^{n+1} - 1$ sequences of bits of length at most $n$. All those $s_w$ belong to $G_\beta$.

We now add the aforementioned labels: for every $w \in \{0, 1\}^\leq n$ we attach to $s_w$ a path of length $|w|$, and color it with $P_0$ and $P_1$ in order to code $w$.

On top of that, for every $w \in \{0, 1\}^\leq n-1$, we link $s_w$ to $s_{w0}$ with an copy of $L^l_p$; in other words, $s_w$ and $s_{w0}$ are the sources of this gadget. All those copies are disjoint. Note that up until now, each $s_{w1}$ with $|w| = n - 1$ is alone with
its label in its connected component of $G_{\beta}$. This stage of the construction is depicted in Figure 7.

As of now, $G_{\beta}$ is a union of concatenations of copies of $L_{p}^{l}$, together with some isolated nodes. However, we will specify later how to agglomerate all those connected components so that $G_{\beta}$ becomes a single concatenation of copies of $L_{p}^{l}$. Basically, we will add copies of $L_{p}^{l}$ between the connected components to group them into a single sequence of $L_{p}^{l}$, as illustrated in Figure 8.
Figure 8: \( G_\beta \), at the end of the construction, for some ordering \( w_0, \ldots, w_{2^{n+1}-2} \) of the words of \( \{0,1\}^{\leq n} \) to be fixed later on. It extends the construction from Figure 7.

Similarly, \( H_\beta \) is obtained by linking each \( s_w \) to the corresponding \( s_{w^0} \) with a copy of \( L_p \). In the end \( H_\beta \) will also be a single concatenation of copies of \( L_p \).

The idea behind those constructions is that, in the complete binary tree where the nodes are the words of \( \{0,1\}^{\leq n} \), each edge \((w, w')\) is taken into account as a copy of \( L_p \) either in \( G_\beta \) (if \( w' = w_0 \)) or in \( H_\beta \) (if \( w' = w_1 \)).

The labels will help us identify \( s_w \) in \( G_\beta \) and \( H_\beta \), with the help of the FO-similarity at depth \( \alpha \) of their tree-decompositions.

We can now start establishing some results. Suppose that \( D(G_\beta) \) and \( D(H_\beta) \) are respective tree-decompositions of \( G_\beta \) and \( H_\beta \) in \( TD^d_k \) such that

\[
D(G_\beta) \equiv^{FO}_\alpha D(H_\beta).
\] (6)

We’ve seen that in \( D(G_\beta) \), for any \( w \in \{0,1\}^{\leq n-1} \), any bags containing respectively \( s_w \) and \( s_{w^0} \) are at distance at most \( d := 2\delta(p+2) \) from one another. Let’s choose a large enough \( \alpha \) with respect to \( n, d \) and \( \delta \) so that the property

“any bags containing nodes with labels \( w \) and \( w^0 \) are at distance at most \( d' \)”

is expressible as an FO-sentence of quantifier rank \( \alpha \). By (6), any bags of \( D(H_\beta) \) containing respectively \( s_w \) and \( s_{w^0} \) must be at distance at most \( d \).

Similarly, both in \( D(G_\beta) \) and \( D(H_\beta) \), any bags containing respectively \( s_w \) and \( s_{w^1} \) must be at distance at most \( d = 2\delta(p+2) \) from one another.

In the end, for \( w, w' \in \{0,1\}^{\leq n} \) in \( D(G_\beta) \) as well as in \( D(H_\beta) \), any bags containing respectively \( s_w \) and \( s_{w'} \) must be at distance at most \( 2nd \) from one another. This is because the complete binary tree of height \( n \) as diameter \( 2n \).

The next step is to show that we can identify the parts of \( D(G_\beta) \) and \( D(H_\beta) \) which contain the elements \( s_w \).

More precisely, we show that there exist subtrees \( S_G \) and \( S_H \) of \( D(G_\beta) \) and \( D(H_\beta) \) such that

- \( S_G \simeq S_H \)
- the diameter of \( S_G, S_H \) is at most \( 2nd \)
- \( S_G \) and \( S_H \) have degree at most \( 2k+3 \)
• every $s_w$ belongs to at least one bag of $S_G$, and one bag of $S_H$.

For that, we start by considering the minimal subtree $S_G$ of $D(G_{\beta})$ which contains all the bags containing any $s_w$. As we’ve seen, this subtree has diameter at most $2nd$.

There is however no restriction on the degree of $S_G$. To get the desired properties, we trim $S_G$ in the following way.

While there exists at least one, pick a bag $t$ of $S_G$ of degree greater than $2k + 3$. Let $S_1, \ldots, S_r$ be the connected components of $S_G \setminus \{t\}$.

We claim that at most $2k + 3$ of the $S_i$ contain some $s_w$ which does not appear in $t$. Recall, although at this point we have only partially constructed $G_{\beta}$, that in the end it will be a concatenation of $L_{lp}$ (i.e. will consist of all the $s_w$, arranged in some sequence, and pairwise linked with a copy of $L_{lp}$).

Let $w_0, \ldots, w_{2n+1-2}$ be the sequence of words of $\{0,1\}^n$ appearing in the same order as the $s_w$ in $G_{\beta}$, c.f. Figure 8.

Suppose that there are at least $2k + 4$ connected components $S_i$ containing some $s_w$ which does not appear in $t$.

For each such $S_i$, let $m(i)$ be the maximal index such that $s_{w_{m(i)}}$ belongs to $S_i$ and not to $t$. For at most one $S_i$ we can have $m(i) = 2n+1 - 2$. For all the others (i.e. for at least $2k + 3$ of them), $s_{w_{m(i)+1}}$ does not belong to $S_i$.

Given that $t$ is a bag of size at most $k + 1$, there must exist at least $k + 2$ indexes $i$ such that

• $s_{w_{m(i)}}$ belongs to $S_i$ and not to $t$,

• $s_{w_{m(i)+1}}$ belongs neither to $S_i$ neither to $t$.

By construction, $s_{w_{m(i)}}$ and $s_{w_{m(i)+1}}$ are linked with a copy of $L_{lp}^i$ in $G_{\beta}$. Thus for each of these $k + 2$ couples, there exists a path from $s_{w_j}$ to $s_{w_{j+1}}$, which must intersect $t$. All such path being disjoint, $t$ must intersect $k + 2$ distinct paths, which is absurd.

We trim out of $S_G$ all the $S_i$ which contain no $s_w$ which does not appear in $t$. In the new subtree, $t$ has degree at most $2k + 3$, and each $s_w$ still belongs to at least one of its bags.

In the end, $S_G$ has degree at most $2k + 3$, and its diameter is a most $2nd$.

We find $S_H$ using (6): by setting $\alpha$ big enough wrt. $n$, $k$ and $\delta$, the Spoiler in the $\alpha$-round Ehrenfeucht-Fraïssé game between $D(G_{\beta})$ and $D(H_{\beta})$ can cover $S_G$ (which has bounded diameter and degree) as well as enough bags of $D(G_{\beta})$ to cover the labels of each of the $s_w$. The corresponding moves of the Duplicator in $D(H_{\beta})$ yield $S_H$.

In the remainder of the proof, we let $S := S_G \simeq S_H$.

To conclude the proof, we are now going to show that these decompositions are too compact to exist.

In $S$, we pick a node $t$. Let $S_1, \ldots, S_r$ be the connected components of $S \setminus \{t\}$, with $r \leq 2k + 3$. 
Let’s establish some vocabulary. We say that \( s_w \) only occurs in \( S_i \), which we denote \( s_w \in^1 S_i \), if \( s_w \) is contained in some bag of \( S_i \), but not in \( t \). Note that this implies, by nature of tree-decompositions, that \( s_w \) doesn’t belong to any bag of any \( S_j, j \neq i \).

If \( s_w \in^1 S_i \), we say that \( s_w \) is an \( S_i \)-inode. If \( s_{w'} \in^1 S_j \) for some \( j \neq i \), we say that \( s_{w'} \) is an \( S_i \)-onode.

We say that \( s_w \) and \( s_{w'} \) are adjacent in \( G_\beta \) (resp. in \( H_\beta \)) if they are linked by a copy of \( L_p \) in \( G_\beta \) (resp. \( H_\beta \)).

We say that they are adjacent if they are adjacent in \( G_\beta \) or in \( H_\beta \). For now, \( s_w \) and \( s_{w'} \) are adjacent iff \( w' = w0, w' = w1, w = w'0 \) or \( w = w'1 \), but as said previously, we are going to add some copies of \( L_p \) in both structures.

We say that \( \{s_w, s_{w'}\} \) is an \( S_i \)-bridge if

- \( s_w \in^1 S_i \)
- \( s_{w'} \in^1 S_j \) for some \( j \neq i \)
- \( s_w \) and \( s_{w'} \) are adjacent.

Let \( S_i \) be a connected component of \( S \setminus \{t\} \). Then there are at most \( 2k + 2 \) \( S_i \)-bridges. Otherwise there would exist at least \( k + 2 \) \( S_i \)-inode adjacent in \( G_\beta \) (without loss of generality) to some \( S_i \)-onode. Thus \( t \) would intersect with at least \( k + 2 \) disjoint paths, which is absurd.

Let \( h < n \) whose value will be apparent later on. With this remark in mind, let’s now show that there cannot exist \( i \) such that

\[
N \leq \left| \{s_w \in^1 S_i\} \right| \leq (2^{n+1} - 1) - (k + 1) - N, \quad (7)
\]

where

\[
N := (2^h - 1) + (4k + 4)(2^{n-h+1} - 1) + 1.
\]

This amount to saying that the \( s_w \) cannot be spread evenly across the \( S_1, \ldots, S_r \): as soon as at least \( N \) \( s_w \) only occur in some \( S_i \), then most of the \( s_w \) must only occur in that \( S_i \). We will then see that this is absurd.

Let’s now show that there doesn’t exist any \( S_i \) satisfying (7). Suppose that there does exist such an \( S_i \).

For any \( w \) of length \( h \), let \( T_w \) be the set of \( s_{w'} \) such that \( w \) is a prefix of \( w' \), together with a copy of \( L_p \) joining every \( s_{w'} \) and \( s_{w''} \) where \( w'' = w'0 \) or \( w'' = w'1 \). Basically, \( T_w \) corresponds to the subtree rooted in \( w \) in the complete binary trees of universe \( \{0, 1\}^\leq n \), where the edges are replaced with copies of \( L_p \). There are \( 2^h \) such \( T_w \). Let’s call them \( h \)-trees.

Note that if some \( h \)-tree \( T_w \) contains

- an \( S_i \)-inode,
- an \( S_i \)-onode,
- no \( s_w \) appearing in \( t \),

\[
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then there must exist an \( S_t \)-bridge included in \( T_w \). Since, as seen earlier, there cannot exist more than \( 2k + 2 \) \( S_t \)-bridges and \( t \) contains at most \( k + 1 \) \( s_w \), this entails that of the \( 2^h \) disjoint \( h \)-trees, at most \( 3k + 3 \) can contain at the same time some \( S_t \)-inode and some \( S_t \)-onode.

Recall that we supposed in (7) that there were at least \( N \) \( S_t \)-inodes. Since there are only \( 2^h - 1 \) \( s_w \) not belonging to any \( h \)-tree (those for which \( |w| < h \)), and since each \( h \)-tree contains \( 2^{n-h+1} - 1 \) \( s_w \), by choice of \( N \) there must exist at least \( 4k + 5 \) \( h \)-trees containing some \( S_t \)-inode.

Similarly, since the second inequality of (7) entails that there exist at least \( N \) \( S_t \)-onodes, there must exist at least \( 4k + 5 \) \( h \)-trees containing some \( S_t \)-onode.

We’ve seen that at most \( 3k + 3 \) of the \( h \)-trees can contain at the same time an \( S_t \)-inode and an \( S_t \)-onode. Thus, there must exist at least \( k + 2 \) \( h \)-trees \( T \) containing only \( S_t \)-inodes and \( s_w \) appearing in \( t \); hence there exists some \( h \)-tree \( T \) containing only \( S_t \)-inodes. Similarly, there must exist some \( h \)-tree \( T' \) containing only \( S_t \)-onodes.

Let’s now finish the construction of \( \mathcal{G}_\beta \) and \( \mathcal{H}_\beta \) so that the existence of \( T \) and \( T' \) yields at least \( 2k + 3 \) \( S_t \)-bridges. For that, we add copies of \( L^l_p \) between the \( s_w \), \( |w| = n \) in order to make sure that for every \( h \)-tree \( T_w \neq T'_{w'} \), there are \( 2k + 3 \) leaves of \( T_w \) which are adjacent to leaves of \( T'_{w'} \). Once we’ve shown how to do this, we get \( 2k + 3 \) \( S_t \)-bridges involving leaves of \( T \) (which are \( S_t \)-inodes) and leaves of \( T' \) (which are \( S_t \)-onodes).

Consider an \( h \)-tree \( T_w \). In \( T_w \), there are \( 2^{n-h-1} \) leaves \( s_w \) with \( w' \) ending with a 1. Those are isolated (not taking into account their label) in \( \mathcal{G}_\beta \). Since there are \( 2^h - 1 \) other \( h \)-trees, as long as \( 2^{n-h-1} \geq (2k + 3)(2^h - 1) \) i.e. in particular for

\[
h := \left\lceil \frac{n - 1 - \log(2k + 3)}{2} \right\rceil,
\]

we can arbitrarily put \( 2k + 3 \) copies of \( L^l_p \) between the leaves ending with 1 of every pair of \( h \)-tree. This leads to an impossibility, which comes from the assumption of the existence of an \( S_t \) satisfying (7).

At this point, \( \mathcal{G}_\beta \) and \( \mathcal{H}_\beta \) are still unions of concatenations of copies of \( L^l_p \) (indeed, in the previous step, copies of \( L^l_p \) were only added between isolated \( s_w \) of \( \mathcal{G}_\beta \)). As promised, we now arbitrarily add copies of \( L^l_p \) in \( \mathcal{G}_\beta \) and \( \mathcal{H}_\beta \) so that both of them are a concatenation of copies of \( L^l_p \).

As desired, both structures have degree 5, and treewidth at most 2 (indeed, they are series-parallel graphs). Setting \( l := 2^\beta \) ensures that

\[
\mathcal{G}_\beta \equiv_{\beta}^{FO} \mathcal{H}_\beta ,
\]

since the Spoiler in the \( \beta \)-round Ehrenfeucht-Fraïssé game has no way of determining in which order the \( s_w \) are linked in \( \mathcal{G}_\beta \) and \( \mathcal{H}_\beta \).

We’ve seen that for every bag \( t \in S \), there are at most \( 2k + 3 \) connected components \( S_1, \ldots, S_r \) in \( S \setminus \{t\} \). Furthermore, no \( S_i \) can satisfy (7).
It is not possible for all the connected components of $S \setminus \{t\}$ to have less than $N$ inodes, as long as $n$ is large enough, since

$$(2k + 3)(N - 1) + (k + 1) < 2^{n+1} - 1.$$ 

Hence there must exist some $S_i$ with at least $N S_i$-inodes. Since $S_i$ cannot satisfy (7), there must exist more than $(2^{n+1} - 1) - (k + 1) - N S_i$-inodes.

Each other connected component $S_j, j \neq i$ must then have less than $N S_j$-inode.

This unique $S_i$ is called the large connected component of $S \setminus \{t\}$.

We are now ready to conclude the proof. For that, consider Algorithm 1.

Algorithm 1

1: Arbitrarily pick a bag $t \in S$
2: while true do
3: Print $t$
4: $t \leftarrow$ the neighbor of $t$ in the large connected component of $S \setminus \{t\}$.
5: end while

Let’s look at the infinite sequence output by Algorithm 1. $S$ being acyclic and finite, some sequence $t_1,t_2,t_1$, with $t_1,t_2 \in S$, must occur at some point in the output string.

Let $S_1$ (resp. $S_2$) be the connected component of $S \setminus \{(t_1,t_2)\}$ containing $t_1$ (resp. $t_2$). The apparition of the sequence $t_1,t_2,t_1$ in the output means that

- $S_2$ is the large connected component of $S \setminus \{t_1\}$
- $S_1$ is the large connected component of $S \setminus \{t_2\}$.

In particular, this means that there exist more that $(2^{n+1} - 1) - (k + 1) - N S_1$-inodes, and more than $(2^{n+1} - 1) - (k + 1) - N S_2$-inodes. However, those sets of inodes are disjoint, and the sum of their number exceeds $2^{n+1} - 1$ as long as $n$ is chosen large enough wrt. $k$ and $\delta$ (recall that $N = O(2^{\frac{\sqrt{\log n}}{n}})$).

We have thus reached an impossibility, proving that there cannot exist tree-decompositions $D(G_\beta)$ and $D(H_\beta)$ in $TD_1^k$ such that

$$D(G_\beta) \equiv FO D(H_\beta).$$

This answers Question 1.2 by the negative.

5 Conclusion

We have seen that provided that we restrict ourselves to the very natural notion of decompositions of bounded span, there is no hope to define in FO, as one is able to do in MSO, path-decompositions (resp. tree-decompositions) of a structure of bounded pathwidth (resp. bounded treewidth).

We have been able to prove the non-existence of FO-continuous decompositions through arguments of compactness of the decomposition. If one lifts the
condition on the span of the decompositions, our methods cease to work, since in the general setting there is no way to bound the diameter of a decomposition. However, we insist on the fact that decompositions in which there is no bound on the span are of no use in the context of first-order logic, since the equality between nodes becomes inexpressible.

Note that we have proven a similar result for structures of bounded path-width and path-decompositions, but that we have not eliminated the possibility for tree-decompositions of bounded span to be definable in structures of bounded pathwidth. We leave this question for further research.
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