Real-time Traffic Sign Recognition using Rotation-invariant Fast Binary Patterns
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Abstract

In this paper, we focus on recognition of speed-limit signs among a few types of traffic signs because speed-limit sign is closely related to safe driving of drivers. Although histogram of oriented gradient (HOG) and local binary patterns (LBP) are representative features for object recognition, these features have a weakness with respect to rotation, in that it does not consider the rotation of the target object when generating patterns. Therefore, this paper propose the fast rotation-invariant binary patterns (FRIBP) algorithm to generate a binary pattern that is robust against rotation. The proposed FRIBP algorithm deletes an unused layer of the histogram, and eliminates the shift and comparison operations in order to quickly extract the desired feature. The proposed FRIBP algorithm is successfully applied to German Traffic Sign Recognition Benchmark (GTSRB) datasets, and the results show that the recognition capabilities of the proposed method are similar to those of other methods. Moreover, its recognition speed is considerably enhanced than related works as approximately 0.47second for 12,630 test data.
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I. Introduction

With ongoing research in intelligent automobile systems, advanced driver assistance systems (ADASs) which constitute the technology underlying intelligent automobiles, has also attracted considerable attention. Although a driver can receive information regarding traffic signs from a navigation system using a geographic database and global positioning system information, pre-recorded data do not recognize any changes in situation along routes in real time. Hence, in order to control the speed of a smart car, the recognition of a traffic speed sign using camera is essential.

Many camera based traffic sign recognition algorithms using convolutional neural networks (CNNs) have recently been developed [1-5]. A CNN learns the multiple stages of invariant features using a combination of supervised and unsupervised learning. Although CNN-based method showed a higher classification rate based on the German Traffic Sign Recognition Benchmark (GTSRB) [10], a detailed algorithm for detecting traffic signs on a real road and incorporating the detection into the classifier in real time was not proposed [6]. Unlike CNN-based methods, Gim et al. [6] used a two-class boosted random forest with low-dimensional oriented center symmetric-local binary patterns by changing original local binary patterns (LBP).

Histogram of oriented gradient (HOG) and LBP are representative features for shape-based traffic sign recognition because they provide an effective way to capture shape information. For HOG, the image is divided into blocks and the directional histogram of the gradient value is obtained from each block. Although HOG is the most popular feature used for pattern recognition, its intensive computational demand is one of its drawbacks. LBP generates binary patterns by comparing the values of the surrounding pixels to those of the center pixel, and accumulates the data as histogram to extract the desired feature. However, this method compares only adjacent pixels, and has the disadvantage of considering information from a very small domain. Further, since it simply compares differences between pixel values, the extracted feature reflects pixel information with noises.

II. Feature Extraction and Traffic Sign Recognition

1. Fast Rotation-invariant Binary Patterns

Multi-scale block local binary patterns (MB-LBP) [7] compares the sum of the values of the center blocks with those of neighboring blocks. Compared to LBP, which compares pixel units, this method has the advantage of being resistant to noise. It can freely decide the block size according to image resolution or application. However, MB-LBP has a weakness with respect to rotation, in that it does not consider the rotation of the target area when generating patterns. To generate a binary pattern that is robust against rotation and, thus, compensates for the drawback of the MB-LBP, the rotation-invariant binary pattern (RIBP) [8] algorithm that is improvement over the MB-LBP, is proposed. As shown in Fig. 1, this algorithm finds the pattern with the minimal value from the numbers resulting from the application of rotation shift to the extracted binary pattern. It then uses this pattern instead of the original data. For example, if the binary pattern is “1000 0000”, this pattern has eight patterns based on rotation shift from left to right by one bit. From these eight patterns, this algorithm selects the minimum value—“0000 0001”—as the pattern. Therefore, unlike MB-LBP, this method is robust against image rotation.

Although the RIBP is invariant to image rotation, it needs more computational time for bit shifting, and some patterns have the same minimum values as when the total number of patterns is 256 shown in Fig. 1. Therefore, it
is inefficient to use a shift operation and a comparison operation each time, merely to obtain the minimum value that can be obtained by rotational shift. Therefore, in this study, a fast rotation-invariant binary pattern (FRIBP) algorithm is proposed by deleting unused bins of the histogram, and eliminating the shift and comparison operations in order to quickly extract the desired feature.

All possible cases of the minimum value are first investigated by the rotation shift of 256 patterns that can be expressed by eight-bit data. Among the 256 patterns, many patterns have the same minimum value after rotation shift as shown in Fig. 1. Therefore, we can express duplicate...
numbers as one number and finally, 256 patterns are reduced by 36 patterns. From the 36 minimum values obtained through this process, we can define a look-up table that maps the binary pattern to a minimum value pattern, as shown in Fig. 2. After the binary pattern is obtained using MB-LBP, the look-up table (see Fig. 2 (b)) is referenced to obtain the corresponding minimum value pattern, instead of trying to find the minimum value by rotation shift and comparison. By using the look-up table, 36-dimensional feature histogram is generated from a local patch region.

2. Traffic Sign Recognition using Random Forest

The CNN and support vector machine (SVM) are the most commonly used classifiers for traffic sign recognition. CNNs and SVM perform well but require many calculations. Thus, they incur the disadvantage of a long time to learn and classify. In particular, because the CNN classifier has the shortcoming of slow speed of classification, it needs to work through many convolutions and down-samplings to extract features. However, for the recognition of traffic signs, real-time recognition is very important, and the CNN classifier is thus not appropriate for the real-time recognition of traffic signs, such as in the case of advanced driver assistant system.

Therefore, we use the random forest [9] classifier that exhibits excellent classification performance and, at the same time, has the advantage of quick learning and classification speeds. Random forest is an ensemble classifier with a binary decision tree that makes it grow on the basis of a subset extracted randomly from the dataset. First, noise is removed from the test image using the preconditioning process to form a uniform image. Then, the feature vector of the processed image is extracted using the proposed FRIBP algorithm. The extracted feature vector is entered into the learned random forest classifier, and follows each decision binary tree to the end node.

The final classification result \( F_c \) can be obtained by using the following equations:

\[
P(c_i|L) = \frac{1}{T} \sum_{t=1}^{T} p(c_i|l_t) \tag{1}
\]

\[
F_c = \text{argmax}_c P(c_i|L) \tag{2}
\]

where, \( L = l_1, l_2, \ldots, l_T \) denotes the probability distribution obtained from each tree, and \( T \) represents the number of trees. From each tree \( l_t \), the probability distribution \( p(c_i|l_t) \) of \( c_i \) is obtained, and the highest probability \( c_i \) is generated as classification result \( F_c \).

III. Results and Discussion

To assess the performance of the proposed algorithm, the German Traffic Sign Detection Benchmark (GTSRB) [10] dataset was used. The GTSRB contains 40 types of road signs, including eight types of speed signs. These eight types are 1) 20 km, 2) 30 km, 3) 50 km, 4) 60 km, 5) 70 km, 6) 80 km, 7) 100 km, and 8) 120 km. Each class contains 200 – 2,300 images for a total of 2,452 images, including non-speed sign classes in order to distinguish between speed signs and non-speed signs. The signs varied approximately from 20 × 20 pixels to 100 × 100 pixels in size. A PC with a GeForce GTX 760 Graphics Card, a 3.6-GHz i7 processor, and 16 GB of memory was used in the experiment. For recognition performance evaluation, we used the average precision rate. Among the benchmark algorithms, following five methods are used:

- Ground-Truth (GT) : classification results by two people through the naked eye
- Com. of CNN [2] : combining a CNN with eight lay-
ers

- Multi-scale CNN [11]: a CNN by feeding first stage and second stage features
- RIBP [5]: RIBP feature with random forest
- Random forest [12]: HOG feature with random forest

Since only precision results have been released for the GTSRB, we first compared performance based on precision, as shown in Fig. 3.

Figure 3. shows the performance evaluation of five methods. The proposed algorithm exhibited performance very close to the classification rate of GT (97.63%) as 97.31%. Although performance of the proposed algorithm was somewhat inferior to that of the top two CNN based algorithms [2,11] by 0.98% - 1.84%, two algorithms took two to three seconds per image in terms of processing time because they involved a large number of calculations. On the contrary, the proposed algorithm took only 0.0008s per image, and is thus considerably more appropriate for real-time processing. In case of RIBP [5], the average precision is same with the proposed method because RIBP and FRIBP are using same feature histogram. Compared to the random forest [12] method with HOG features, the proposed FRIBP algorithm was less sensitive to the rotation of images and noise. Moreover, it showed impressive performance and exhibited performance improvement of approximately 0.001s because it used the look-up table to reduce the number of shift operations.

To assess the computation speed of the FRIBP feature extraction method, we compared it with the RIBP [8] feature extraction method. In this experiment, the same learning and test data were used for random forest. As shown
in Fig. 4, the proposed FRIBP showed speed enhancement of approximately 0.47s for 12,630 test images. The speed was enhanced because, as explained above, a shift calculation was not executed during the feature extraction process, but a look-up table was referenced to enter the minimal values right away.

IV. Conclusion

In this paper, we proposed a traffic sign recognition algorithm based on random forests that uses the proposed FRIBP feature. In experiments, the proposed feature exhibited strong classification performance and fast processing speed, superior to those of other algorithms in cases involving complex backgrounds, brightness changes, rotations, and many other variations.

For future works, we plan to apply FRIBP to Boosted random forest and recurrent convolutional neural network to improve the recognition accuracy. Furthermore, if FRIBP is applied to pedestrian detection that has the deformable pose changes, it probably shows better performance than HOG and LBP in term of accuracy and detection speed.
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