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Abstract—Direct current (DC) network has been recognized as a promising technique, especially for shipboard power systems (SPSs). Fast resilience control is required for an SPS to survive after faults. Towards this end, this paper proposes the indices of survivability and functionality, based on which a two-phase resilience control method is derived. The on/off status of loads are determined in the first phase to maximize survivability, while the functionality of supplying loads are maximized in the second phase. Based on a comprehensive model of a DC shipboard power systems (DC-SPS), the two-phase method renders two mixed-integer non-convex problems. To make the problems tractable, we develop second-order-cone-based convex relaxations, thus converting the problems into mixed-integer convex problems. Though this approach does not necessarily guarantee feasible, hence global, solutions to the original non-convex formulations, we provide additional mild assumptions, which ensures that the convex relaxations are exact when line constraints are not binding. In the case of inexactness, we provide a simple heuristic approach to ensure feasible solutions. Numerical tests empirically confirm the efficacy of the proposed method.

Index Terms—Resilience control, DC network, shipboard power system, optimal power flow, convex relaxation, MISOCP.

I. INTRODUCTION

Driven by the increasingly strict government regulation of emissions and customers’ ever-increasing efficiency requirements, all-electric ship (AES) turns out to be an emerging trend, which exploits an electrical propulsion system instead of the conventional mechanical system. In such a circumstance, a direct current (DC) power system has several inherent advantages over an AC system, such as [1]:

- Replacing bulky ferromagnetic transformers with compact power electronic converters;
- Easier implementation of parallel connection or disconnection for DC power sources;
- Avoiding synchronization problems;
- Exempting from reactive power flows;
- Eliminating harmonic and imbalance problems.

Additionally, considering the specific needs of shipboard power systems (SPSs), DC networks could bring a broad range of advantages [1], [2]. A DC network eliminates bulky low-frequency transformers and reduces the rating of switchgear, thus reducing the occupied space and overall weight of the whole system. Moreover, a DC network could provide stronger survivability, better limitation of fault current, and higher reconfiguration capability. In addition, the integration of advanced high-speed, high-efficiency diesel generation (i.e., gas turbine generation) could also be easily achieved within a DC network, which could effectively improve the fuel efficiency of system operation. Hence, DC shipboard power systems (DC-SPSs) keep gaining an increase in research interests.

Being entirely self-contained, SPSs may suffer severe consequences from faults. After faults, fast resilience control for service restoration can greatly facilitate the survivability of SPSs. In the literature, different network reconfiguration approaches have been proposed for resilience control in SPSs. A modified fixed-charge network flow method is proposed in [3], and further improved to consider more constraints [4] and incorporate geographical fault information [5]. Distributed approaches, such as multi-agent system technique is applied to solve SPS reconfiguration problems, which relies only on local information [6]–[9]. Moreover, intelligent algorithms, such as genetic algorithms [10], [11], particle swarm optimization [11]–[13], ant colony optimization [14] are also employed. However, these works focus on AC SPSs.

With respect to DC SPSs, an optimal method for restoring power to loads, including islanding, is proposed in [15]. The service restoration problem is formulated for both balanced and unbalanced SPS. A dynamic formulation and a genetic-algorithm-based static implementation of a damage control method at the DC zonal SPS are presented in [16]. In [17], [18], a convex form of the optimal reconfiguration problem is obtained by an affine transformation of the nonlinear equality constraints using Newton’s power flow method. Cumulative distribution function of the power delivered to loads is presented to showcase the system robustness against random fault scenarios. Dynamic technique is employed for automatic reconfiguration in [19], which produces not only the final reconfiguration, but also the correct order in which the switches are to be changed.

Quadratic relaxations of power flow equations for radial and meshed networks are extended to include topology changes and formulate reconfiguration problems [20]. In [21], a second-order cone program (SOCP) was first suggested to exactly relax the OPF problem in grid-connected DC distribution networks, with strict proofs and comprehensive discussions. It laid the foundation for solving optimal power flow (OPF) problems in DC distribution networks, and was further extended in [22] to a broader class of DC networks, including stand-alone DC microgrids. However, discrete operations, such as line switching and re-sectionalization, have not yet been considered in both works. In this context, this
paper proposes a two-phase resilience control method for DC SPSs. To this end, indices of survivability and functionality are first proposed. The first phase is to maximize the survivability, where the network is reconfigured, probably with a certain amount of load shedding. The second phase is to maximize the functionality by adjusting the supplied loads. To formulate DC SPSs with line switching actions, spanning tree constraints are derived. The action of bus-tie breakers is modeled so as to exploit the flexibility of re-sectionalization. Additionally, both AC-DC and DC-DC converters are modeled from the view of DC network side. Since the established optimization problems are inherently mixed-integer and non-convex, it is difficult to guarantee the global optimality. Therein, convex relaxation is applied to convert them into mixed-integer second-order cone programming (MISOCP) problems. Under mild assumptions, a convex relaxation method is proposed. When the current limit constraint is inactive, the relaxation is proven to be exact. In this context, the global optimal solution is guaranteed theoretically. However, when the current limit constraint is active, the relaxation may not be exact. Thus, a heuristic method is devised to give an approximate solution if the original solution is not exact.

It should be noted that, whereas our work is focused on shipboard power systems, other bulk DC power systems or DC microgrids can also benefit from our methodology, including:

1) **Formulation**: The line switching options are modeled, enabling us to exploit the flexibility of network topology via line switching and re-sectionalization. This formulation can also be applied to other bulk DC power systems. The spanning tree constraints can be used to model other DC power networks with similar topologies, or they may be simply removed to model meshed topologies.

2) **Solution approach**: The proposed MISOCP-based convex relaxation is independent of topology and operating mode (grid-connected or stand-alone) of the power network. Thus, it can also be applied to various kinds of bulk DC power systems considering topology changes.

The rest of this paper is organized as follows. The indices of survivability and functionality are proposed in Section III. The two-phase resilience control method is presented in Section III. The MISOCP solution approach is given in Section IV. Numerical studies are provided in Section V. Section VI concludes the paper with remarks.

II. INDICES AND FRAMEWORK

In the resilience control of SPSs, the first priority is to retain the critical loads in order to survive. Then these critical loads are supplied partly or fully, according to the needs of different functions. Note that the two objectives may not be consistent usually. In line with the decision-making process, we propose two key indices, namely survivability and functionality. Then we derive a two-phase framework of resilience control for DC-SPSs. In Phase I, we maximize the survivability index by adjusting the switches of lines and loads, so that the critical loads are guaranteed being connected to the SPS in order of priority. In Phase II, with the status of load switches obtained in Phase I, we further maximize the functionality index by adjusting the amount of loads and line switches.

Mathematically, a power network can be abstractly depicted by a graph, denoted by \( \mathcal{G} := (\mathcal{N}, \mathcal{E}) \). Here \( \mathcal{N} := \{1, \cdots, n\} \) stands for the set of all buses and \( \mathcal{E} \) denotes the set of all lines in the network. For each bus \( i \in \mathcal{N} \), denote \( p_i \) as its power injection (either generation or load). Let \( \overline{p}_i \) and \( \underline{p}_i \) indicate the lower and upper bound on \( p_i \), respectively. Let \( \mathcal{N}^D \) denote the set of load buses, and \( \mathcal{N}^G \) the set of generator buses.

A. Survivability Index

In this subsection, a survivability index is proposed to guarantee that most important loads are restored priorly.

In traditional methods, weighting factors are introduced into the objective function to indicate the priority of loads in reconfiguration. A simple and effective method is proposed in [23], [24], which uses some constraints to guarantee that a minimum predefined fraction of loads is satisfied. In this paper, we assume the minimum fraction of loads that must be served is unknown before a fault occurs, since the fault may be so severe that the predefined requirement can not be satisfied. Thus, an alternative method is proposed to circumvent such a problem.

Additional binary variables are introduced here, as explained. For each load, \( \eta_i \) denotes a binary variable indicating whether load \( i (i \in \mathcal{N}^D) \) is switched on \((\eta_i = 1)\) or off \((\eta_i = 0)\). Then the survivability index can be built on the rule that the loads are satisfied in order of priority, regardless of load capacity. Let \( \mathcal{M} := \{1, \cdots, M\} \) denote the set of priority levels. For each priority level \( m \in \mathcal{M} \), \( \phi_m \) denotes the number of loads pertaining to it. Each load is assigned with a weighting factor \( \kappa_i^m \). Assume that the smaller number of \( m \) indicates the higher priority. Then the normalized survivability index is defined as follows.

\[
\Omega_{\text{sur}} := \frac{\sum_{i \in \mathcal{N}^D} \kappa_i^m \eta_i}{\sum_{i \in \mathcal{N}^D} \kappa_i^m}
\]  

(1)

where the weighting factor of each priority level satisfies

\[
\kappa_i^m > \sum_{r=m+1}^{M} \phi_r \kappa_i^r.
\]  

(2)

The denominator in (1) is a constant for normalization so that \( \Omega_{\text{sur}} \in [0, 1] \). Inequality (2) implies that the weighting factor of a higher priority \( m \) must be greater than the summation of all the weighting factors associated with lower priorities, i.e., \( k + 1, \cdots, M \). Therefore, when any load with a higher priority is switched on, \( \Omega_{\text{sur}} \) will be greater than that when all the loads with lower priorities are switched on.

B. Functionality Index

When all the loads in a system can be satisfied at their maximum power, it is known as the function of the system is fully fulfilled. To quantify the (weighted) proportion of load that can be supplied, an additional index, which is referred to as functionality index, is defined as follows.

\[
\Omega_{\text{fun}} := \frac{\sum_{i \in \mathcal{N}^D} \eta_i \lambda_i \overline{p}_i}{\sum_{i \in \mathcal{N}^D} \eta_i \lambda_i \underline{p}_i}
\]  

(3)
where $\lambda_i$ are weighting factors in terms of different function requirements. Binary variables $\eta_i$ ensure that only the loads switched on are taken into account in the index. The denominator in (3) is a constant for normalization so that $\Omega_{fun} \in [0, 1]$. 

C. A Two-phase Framework of Resilience Control

Leveraging the two indices above, a two-phase framework of resilience control for DC-SPSs can be formed as below.

1) **Phase I**: In this stage, the survivability index, $\Omega_{sur}$, is maximized by adjusting load and line switches, so that the loads can be switched on strictly subject to their priorities.

2) **Phase II**: With the status of load switches obtained in Phase I, the functionality index, $\Omega_{fun}$, is further maximized by adjusting the amount of loads and line switches, so that the system functions can be fulfilled as much as possible.

**Remark 1**: In this paper, we devise a two-phase framework, instead of combining the two phases into a whole problem, due to the following reason. In the resilience control design of SPSs, the two objectives, i.e., survivability and functionality, are not equally important in practice. The survivability has the highest priority which must be satisfied first, while the functionality has the second which should not influence the survivability. However, if the two phases are forcibly merged into one problem, the functionality index has to be enforced upon the objective function of the Phase-I problem. This treatment will undermine the optimal solution of the Phase-I problem, making it deviate from the global optimum. On the other hand, mixing the survivability and functionality indices blurs the meaning of the objective function. Note that the two indices have clearly different physical interpretations, which are not consistent. Therefore the mixture of the two indices may not give an explicit meaning.

III. FORMULATION OF RESILIENCE CONTROL

In this section, converters are modeled from the view of DC network side while the topology of DC-SPSs is formulated by extending the spanning tree constraint. Then the two-phase resilience control is presented in detail.

A. Notations

Index the buses by $1, \cdots, n$ and abbreviate line $\{i, j\} \in \mathcal{E}$ as $i \sim j$. Denote $i \sim j$ & $i < j$ as $i \rightarrow j$. For each bus $i \in \mathcal{N}$, denote $V_i$ as its voltage. For each $V_i$, let $V_i^\prime$ and $V_i^\prime\prime$ denote its lower and upper bound, respectively. $s_i$ indicates a binary parameter, which stands for the available state of load with respect to the functionality of the SPS. Specifically, $s_i = 1$ if the load is unfaulted; otherwise, $s_i = 0$. For each line $i \sim j$, $y_{ij}$ denotes its admittance and $\bar{T}_{ij}$ denotes the upper bound on current. $s_{ij}$ is a binary parameter, which stands for the available state of line $i \sim j$ with respect to the functionality of the SPS. Specifically, $s_{ij} = 1$ if the line is unfaulted; otherwise, $s_{ij} = 0$. A letter without subscripts denotes a vector of the corresponding quantities, e.g., $V = [V_i]_{i \in \mathcal{N}}$.

B. Converter Model

In a DC-SPS, AC generators are connected to DC buses via AC-DC converters. Viewed from the DC network side, the AC-DC converters can be approximately formulated as controllable voltage sources. Since there are a number of converters in a DC-SPS, the power losses of converters may not be ignored. Denoting $e_i$ as the loss rate of converter $i$, then $(1 + e_i)p_i$ represents the power injecting into the DC bus (see Fig. 1). Here, $e_i$ satisfies $0 < 1 + e_i < 1$ for AC-DC converters connected to generators, and $1 + e_i > 1$ for DC-AC and DC-DC converters connected to loads.

![Fig. 1. Structure of power converters connected to DC-SPS.](image)

C. Topology Switching Constraints

A typical ring topology of DC-SPSs is shown in Fig 2. In this architecture, generators are connected to a ring network through generator switchboards and the subnetworks below the ring are radial. The network flow method [4] is used to ensure the topologies of the subnetworks connected to the ring network are radial. However, all the nodes in the ring network are merged into one node. It implies that the actions of bus-tie breakers, i.e., ring lines, are not modeled specifically. Thus, the flexibility of network may not be fully exploited.

Reference [25] proposes the spanning tree constraint to formulate radial network regardless of the direction of power flow. However, to tackle our problem, it has to be extended to: 1) allow load shedding; 2) introduce a special type of bus, namely ring bus, so that the switching of supply path among multiple generators is allowed. In this regard, we propose an improved version of the constraint.

![Fig. 2. Typical topology of a DC-SPS.](image)

In order to model the ring topology, the set of bus $\mathcal{N}$ is divided into three disjoint subsets: the subset of generator bus
The generator buses are connected to the ring buses and have no parents. The ring buses are connected to the generator buses or other ring buses. The tree buses are connected in spanning trees. Similarly, the set of lines $L$ is divided into two disjoint subsets: the subset of ring lines $L^R$ and the subset of tree lines $L^T$. The topology constraints are formulated as below. These constraints model both ring and radial topology, since a radial topology can be viewed as a special type of ring topology with the ring lines disconnected.

$$\begin{align*}
\eta_i \leq s_i, & \quad i \in N^T \quad (4a) \\
\beta_{ij} \in \{0, 1\}, & \quad i \sim j \quad (4b) \\
\beta_{ij} + \beta_{ji} = \alpha_{ij}, & \quad i \sim j \quad (4c) \\
0 \leq \alpha_{ij} \leq s_{ij}, & \quad i \sim j \in L^T \quad (4d) \\
\sum_{j:j \sim i \in L^T} \beta_{ij} \leq 1, & \quad i \in N^T \quad (4e) \\
\sum_{j:j \sim i \in L^T} \beta_{ij} \geq \eta_i, & \quad i \in N^T \quad (4f) \\
\beta_{ij} = 0, & \quad i \sim j, i \in N^G \quad (4g) \\
\beta_{ij} = 0, & \quad i \sim j, i \in N^R, j \in N^T \quad (4h)
\end{align*}$$

The state of load is constrained by the availability of load $\eta_i$. Two binary variables, i.e., $\beta_{ij}$ and $\beta_{ji}$, are introduced for each line $i \sim j$, whose connection state is given by the variable $\alpha_{ij}$. Constraint (4c) indicates that line $i \sim j$ is connected ($\alpha_{ij} = 1$) when either bus $j$ is the parent of bus $i$ ($\beta_{ij} = 1$), or bus $i$ is the parent of bus $j$ ($\beta_{ji} = 1$). It implies that $\alpha_{ij}$ can be treated as a continuous variable constrained by its availability $s_{ij}$ as given in (4d). This formulation empirically accelerates the computation in our case. The radial condition for the subnetworks below the ring is based on the characteristic of a spanning tree that every node except the root node (generator bus) has only one parent $[25]$. In this context, every tree bus has either one parent connected by a tree line or no parent when it is isolated $[4e]$. Additionally, the tree bus always has one parent when the load is switched on $[4h]$. The generator buses have no parents $[4g]$, while the ring buses only have generator buses or other ring buses as their parents $[4b]$.

### D. Optimization Formulation of Two-phase Resilience Control

1) **Phase I:** The first-phase problem is to maximize the survivability index. The optimization problem is formulated as below.

$$\begin{align*}
\text{S1: } \max_{\alpha, \beta, \eta, \gamma, \eta, p, V} & \quad \Omega_{sur} - \xi \sum_{i \in N} (1 + e_i)p_i \quad (5a) \\
\text{s.t. } & \quad (4a) \sim (4h) \\
& \quad (1 + e_i)p_i = \sum_{j:j \sim i} \gamma_{i,j} (\gamma_{i,i} - \gamma_{j,i,j}) y_{ij}, \quad i \in N^N \quad (5b) \\
& \quad p_i s_i \leq p_i \leq p_i s_i, \quad i \in N^G \quad (5c) \\
& \quad p_i s_i \eta_i \leq p_i \leq p_i s_i \eta_i, \quad i \in N^{DF} \quad (5d) \\
& \quad p_i \leq p_i \eta_i, \quad i \in N^G \quad (5e) \\
& \quad V_i \leq V_i \leq V_i, \quad i \in N \\
& \quad \gamma_{i,i} = \begin{cases} 0, & \alpha_{ij} = 0, \ i \in N, \ i \sim j \\ V_i, & \alpha_{ij} = 1, \ i \in N, \ i \sim j \\
\end{cases} \quad (5g) \\
& \quad y_{ij}^2 (\gamma_{i,i} - \gamma_{j,i,j}) \leq (T_{ij})_{ij}, \quad i \in N, \ i \sim j \quad (5h)
\end{align*}$$

The total network loss is added in the objective function $\Omega_{sur}$ to make it strictly increasing in $p_i$ for $i \in N$, and $\xi$ is a small scaling coefficient used to control the impact of power loss on the survivability index $\Omega_{sur}$. This modification is used for proving additional results on exactness later in this paper. Equality (5b) denotes the power flow in a DC-SPS with auxiliary variables $\gamma_{i,i}$ and $\gamma_{j,i,j}$. Note that this constraint is non-convex. These auxiliary variables are set as 0 when line $i \sim j$ is disconnected ($\alpha_{ij} = 0$), otherwise being equal to $V_i$ and $V_j$ respectively, according to (5g). The power injection of generator $i$ is constrained by (5c) with the lower bound $p_i = 0$, since the generators can be turned off. There are two types of loads in the model: variable loads (5d) and fixed loads (5e). $N^{DF}$ denotes the set of variable load buses and $N^{DF}$ indicates the set of fixed ones. Obviously, one has $N^{DF} = N^{DV} \cup N^{DF}$ and $N^{DV} \cap N^{DF} = \emptyset$. The lower bound of load $i$ satisfy $p_i < 0$. Note that in (5c)-(5e), all $p_i$ satisfies $p_i \leq 0$, and the power injections are constrained by their availability. The nodal voltage $V_i$ is constrained by (5f) with the lower bound $V_i > 0$. The current is constrained within the upper bound (5h).

2) **Phase II:** In the second-phase problem, the variable $\eta$, which stands for the status of load switches, is fixed with the solution obtained in Phase I. To maximize the functionality index, $\Omega_{fun}$, an optimization problem is formulated as below.

$$\begin{align*}
\text{S2: } \max & \quad \Omega_{fun} \\
\text{s.t. } & \quad (4a) \sim (4h), (5b) \sim (5h)
\end{align*}$$

The problems S1 and S2 are non-convex due to constraint (5b). They can be convexified using SOC relaxation. We will prove the convexification is exact when the line constraint (5b) is inactive, under some mild assumptions (Assumptions 1 and 2 in Section IV-B).

*Remark 2:* As indicated in [22], the exactness of the convex relaxation of OPF in DC networks is independent of network topologies. Later in Section IV, we will further show that this result holds true for the SPs considered in this paper. It implies that, to consider all possible topology realizations, one only needs to remove the spanning tree constraints in this section that formulate the ring topology. However, in implementation, a real challenging issue is how to formulate a specific topology into the OPF problem. In this paper, we specifically consider the ring topology due to two reasons: 1) it is a typical topology of DC-SPSs in practice, which is worthy of attention; 2) it is a good example to show how our work can be applied to a network topology with specific requirements.
IV. Solution Approach

The proposed framework consists of two mixed-integer non-convex problems, i.e., S1 and S2, where the global optimality may not be guaranteed. In this section, a convex relaxation approach is proposed to convert the problems into MISOCOP problems. For brevity, we only consider S1, since the constraints in S2 are similar to S1.

First, by introducing lifted variables, the problem is transformed into an equivalent mixed-integer non-convex counterpart. Second, the non-convex constraints are relaxed, yielding an MISOCOP problem.

A. Equivalent Transformation

First, we introduce the lifted variables which satisfy
\[
\delta_{i,ij} = \gamma_{i,ij} \leq 0, i \in \mathcal{N}_i, i \sim j; \tag{7a}
\]
\[
W_{ij} = \gamma_{i,ij}\gamma_{j,ij}, i \sim j; \tag{7b}
\]
\[
v_i = V_i^2, i \in \mathcal{N}. \tag{7c}
\]
and define a matrix
\[
R_{ij} := \begin{bmatrix} \delta_{i,ij} & W_{ij} \\ W_{ji} & \delta_{j,ij} \end{bmatrix}
\]
for every \(i \rightarrow j\). Then the following lemma is given.

**Lemma 1:** Given the following conditions:
- \(v_i > 0, i \in \mathcal{N}\);
- \(W_{ij} \geq 0, i \rightarrow j\);
- \(W_{ij} = W_{ji}, i \rightarrow j\);
- \(\delta_{i,ij} = \begin{cases} 0 & \alpha_{ij} = 0, i \in \mathcal{N}_i, i \sim j \\ v_i & \alpha_{ij} = 1, i \in \mathcal{N}_i, i \sim j \end{cases}\)
if \(\text{rank}(R_{ij}) = 1\) for all \(i \rightarrow j\), then there exists a unique pair \((V, \gamma)\) which satisfies (7) and
\[
V_i > 0, i \in \mathcal{N}; \tag{8a}
\]
\[
\gamma_{i,ij} = \begin{cases} 0 & \alpha_{ij} = 0, i \in \mathcal{N}_i, i \sim j \\ V_i & \alpha_{ij} = 1, i \in \mathcal{N}_i, i \sim j \end{cases}. \tag{8b}
\]

Further, such a \((V, \gamma)\) is given by
\[
V_i = \sqrt{v_i}, i \in \mathcal{N}; \tag{9a}
\]
\[
\gamma_{i,ij} = \sqrt{\delta_{i,ij}}, i \in \mathcal{N}_i, i \sim j. \tag{9b}
\]

**Proof:** Existence: Let \(V_i = \sqrt{v_i}\) for \(i \in \mathcal{N}_i\) and \(\gamma_{i,ij} = \sqrt{\delta_{i,ij}}\) for \(i \in \mathcal{N}_i, i \sim j\). It suffices to show that \((V, \gamma)\) satisfies (7b) and (8b).

Since \(R_{ij}\) is not full rank, one has
\[
\delta_{i,ij}\delta_{j,ij} - W_{ij}W_{ji} = 0, i \rightarrow j.
\]
Invoking \(W_{ij} \geq 0, i \rightarrow j\), we have
\[
W_{ij} = \sqrt{W_{ij}^2} = \sqrt{W_{ij}W_{ji}} = \sqrt{\delta_{i,ij}\delta_{j,ij}} = \gamma_{i,ij}\gamma_{j,ij}
\]
for all \(i \sim j\), i.e., \((V, \gamma)\) satisfies (7b). Additionally,
\[
\gamma_{i,ij} = \sqrt{\delta_{i,ij}} = \begin{cases} 0 & \alpha_{ij} = 0 \\ \sqrt{v_i} & \alpha_{ij} = 1 \end{cases}.
\]
Thus, (8b) is satisfied. This completes the proof of existence.

Uniqueness: Let \((\tilde{V}, \tilde{\gamma})\) denote an arbitrary solution to (7) and (8). It suffices to show that \(\tilde{V}_i = \sqrt{\tilde{v}_i}\) for \(i \in \mathcal{N}\) and \(\tilde{\gamma}_{i,ij} = \sqrt{\tilde{\delta}_{i,ij}}\) for \(i \in \mathcal{N}_i, i \sim j\).

Assume \(\tilde{V}_i \neq \sqrt{\tilde{v}_i}\) for some \(i \in \mathcal{N}\) for the sake of contradiction. Then it follows from (7c) that \(\tilde{V}_i = -\sqrt{\tilde{v}_i} < 0\), which contradicts with (8a). Thus, \(\tilde{V}_i = \sqrt{\tilde{v}_i}\) for all \(i \in \mathcal{N}\).

Similarly, assume \(\tilde{\gamma}_{i,ij} \neq \sqrt{\tilde{\delta}_{i,ij}}\) for some \(i \in \mathcal{N}_i, i \sim j\). Since it has been proved that \(\tilde{V}_i = \sqrt{\tilde{v}_i}\) for \(i \in \mathcal{N}\), it follows from (7a) that
\[
\tilde{\gamma}_{i,ij} = -\sqrt{\tilde{\delta}_{i,ij}} = \begin{cases} 0 & \alpha_{ij} = 0 \\ -\sqrt{\tilde{v}_i} = -\tilde{V}_i & \alpha_{ij} = 1 \end{cases}.
\]
which contradicts with (8b). Hence, \(\tilde{\gamma}_{i,ij} = \sqrt{\tilde{\delta}_{i,ij}}\) for all \(i \in \mathcal{N}_i, i \sim j\). This completes the proof of uniqueness.

According to Lemma 1, S1 can be transformed equivalently into the following problem.

**SE1:**
\[
\max_{\alpha, \beta, \eta, \delta, p, v, W} h_1(\eta, p)
\]
over \(\alpha, \beta, \eta, \delta, p, v, W\)

s.t. (4a)–(4h), (5e)–(5e), (10a)–(10h)
\[
(1 + e_i)p_i = \sum_{j \neq i} (\delta_{i,ij} - W_{ij})y_{ij}, i \in \mathcal{N}\tag{10a}
\]
\[
V_i^2 \leq v_i \leq V_i^2, i \in \mathcal{N}\tag{10b}
\]
\[
W_{ij} \geq 0, i \rightarrow j\tag{10c}
\]
\[
W_{ij} = W_{ji}, i \rightarrow j\tag{10d}
\]
\[
0 \leq \delta_{i,ij} - V_i^2 \alpha_{ij}, i \in \mathcal{N}_i, i \sim j\tag{10e}
\]
\[
0 \leq \delta_{j,ij} \leq V_i^2 \alpha_{ij}, j \in \mathcal{N}_i, i \sim j\tag{10f}
\]
\[
0 \leq v_i - \delta_{i,ij} \leq V_i^2(1 - \alpha_{ij}), i \in \mathcal{N}_i, i \sim j\tag{10g}
\]
\[
0 \leq v_j - \delta_{j,ij} \leq V_j^2(1 - \alpha_{ij}), j \in \mathcal{N}_i, i \sim j\tag{10h}
\]
\[
R_{ij} \geq 0, i \rightarrow j\tag{10i}
\]
\[
\text{rank}(R_{ij}) = 1, i \rightarrow j\tag{10j}
\]
\[
y_{ij}^2(\delta_{i,ij} - W_{ij} - W_{ji} + \delta_{j,ij}) \leq \tilde{V}_i^2 \alpha_{ij}, i \rightarrow j\tag{10k}
\]
where the non-convex constraint (5c) in S1 is transformed to the non-convex constraint (10f) in SE1. \(R_{ij}\) is positive semidefinite as shown in (10j). By enforcing constraints (10e)–(10h), \(\delta_{i,ij}\) and \(\delta_{j,ij}\) are set as 0 when line \(i \sim j\) is disconnected (\(\alpha_{ij} = 0\)), while they take the value of \(v_i\) and \(v_j\), respectively, when the line is connected (\(\alpha_{ij} = 1\)).

B. Convex Relaxation

By removing the rank constraint (10j), the non-convex SE1 is transformed to a convex MISOCOP problem (named as SR1):

**SR1:**
\[
\max_{\alpha, \beta, \eta, \delta, p, v, W} h_1(\eta, p)
\]
over \(\alpha, \beta, \eta, \delta, p, v, W\)

s.t. (4a)–(4h), (5e)–(5e), (10a)–(10h), (10k).

SR1 is exact, provided that its every optimal solution satisfies the rank constraint (10j). In order to ensure the
According to Theorem 2 in [22], SR1’ is exact. It means that when the line constraint (10k) is inactive, throughout the rest of this paper, we make the following assumptions [22].

**Assumption 1:** \( \overline{V}_1 = \overline{V}_2 = \ldots = \overline{V}_n > 0. \)

**Assumption 2:** \( \sum_{i \in \mathcal{N}} P_i > 0. \)

Assumption [1] requires all the voltages have the same upper bounds, which is reasonable in DC-SPSs. Assumption [2] is trivial as it means the total network loss is positive.

When the line constraint (10k) is inactive, SR1 has the following property.

**Property 1:** When the line constraint (10k) is inactive, SR1 is exact if Assumptions [1] and [2] hold.

**Proof:** Given predefined parameter \( s_{ij} \) and the values of variables \( \alpha, \beta, \eta, \) which satisfy (4), the value of \( \delta \) is determined according to (10e)–(10h). Since \( \delta_{i,j} = \delta_{j,i} = 0 \) when \( a_{ij} = 0 \), the remaining constraints of SR1 are associated with all connected lines (\( a_{ij} = 1 \)) where \( \delta_{i,j} = v_i \) and \( \delta_{j,i} = v_j \). Thus, \( R_{ij} \) is transformed into

\[
R_{ij}^* := \begin{bmatrix} v_i & W_{ji} \\ W_{ji} & v_j \end{bmatrix}.
\]

Accordingly, constraint (10) is transformed into

\[
\text{rank}(R_{ij}^*) = 1, \ i \rightarrow j.
\] (11)

Additionally, for any given predefined parameter \( s_i \) and binary variable \( \eta \) that satisfies (5c), \( p_i \) is constant for \( i \in \mathcal{N}_{DF} \). Therefore, SR1 is converted into the following problem.

**SR1**: \( \max \ h_1(p) \)
\[
\text{over } p, v, W
\]
\[
p_i = \frac{1}{1+\epsilon_i} \sum_{j \neq i} (v_i - W_{ij}) y_{ij}, i \in \mathcal{N}
\] (12a)
\[
p_i \leq p_i \leq p_{\text{r}}, i \in \mathcal{N}_{G}^2
\] (12b)
\[
V_i^2 \leq v_i \leq V_i^2, i \in \mathcal{N}
\] (12c)
\[
W_{ij} \geq 0, i \rightarrow j
\] (12d)
\[
W_{ij} = W_{ji}, i \rightarrow j
\] (12e)
\[
R_{ij}^* \geq 0, i \rightarrow j
\] (12f)

According to Theorem 2 in [22], SR1’ is exact. It means that for each predefined parameters \( s_{ij}, s_i \) and feasible solution \( (\alpha, \beta, \eta, \delta) \) to SR1, SR1’ is exact. This completes the proof.

When the line constraint (10k) is active, the situation turns to be much more complicated, since the rank constraint may not be satisfied. In this context, a slack variable method [22] can be applied to find a suboptimal solution when the rank constraint is not satisfied. After solving SR1, if the solution violates the rank constraint (10k) for any line \( (s \sim t) \in \mathcal{E} \), and any lower bound of \( p_s \) and \( p_t \) is binding, say, \( p_s = p_{\text{s}} \), then a corresponding slack variable \( \varepsilon_s (\varepsilon_s > 0) \) is added into (5c) or (5e) to reformulate the constraint as

\[
p_{\text{s}} \leq p_s - \varepsilon_s \leq p_{\text{r}}
\] (13)

so that \( p_s \) will not reach its lower bound in the next iteration to solve SR1. Additionally, in order to minimize \( \varepsilon_s \), it is also added into the objective function as

\[
\max h_1(\eta, p) - \sum_{i \in \mathcal{N}} \varepsilon_i
\]

where \( \mathcal{N}^* \) is the set of buses where the rank constraint (10k) is violated while the power injection lower bound is binding.

### C. Improving Numerical Stability

In an optimal solution to SR1, \( \delta_{i,j} \) and \( W_{ij} \) may be numerically close to each other, since the range of nodal voltage is small (usually 0.95–1.05 p.u.) and \( \text{Rank}(R_{ij}) = 1 \) is satisfied (implying \( v_i v_j = W_{ij} W_{ji} \)). Thus, SR1 is ill-conditioned as (10a) needs the subtractions of \( \delta_{i,j} \) and \( W_{ij} \), which may cause numerical instability. Such subtractions, however, can be avoided by using a branch flow formulation [22], so that the numerical stability is improved. To this end, we define \( z_{ij} := 1/y_{ij} \) and adopt alternative variables \( P \) and \( l \). Then SR1 can be converted into a branch flow model via the mapping \( g : (v, \delta, W) \rightarrow (v', \delta', P, l) \) defined by:

\[
g := \begin{cases} v'_i = v_i, & i \in \mathcal{N} \\ \delta'_{i,j} = \delta_{i,j}, & i \in \mathcal{N}, i \rightarrow j \\ P_{ij} = (\delta_{i,j} - W_{ij}) y_{ij}, & i \rightarrow j \\ l_{ij} = y_{ij}^2 (\delta_{i,j} - W_{ij} - W_{ji} + \delta_{j,i}), & i \rightarrow j \end{cases}
\] (14)

where \( P_{ij} \) denotes the power flow through line \( i \rightarrow j \), and \( l_{ij} \) denotes the magnitude square of the current through line \( i \rightarrow j \). With the mapping \( g \), SR1 is converted into the following optimization problem with a branch flow formulation.

**SB1**: \( \max \ h_1(\eta, p) \)
\[
\text{over } \alpha, \beta, \eta, \delta, p, P, v, l
\]
\[
s.t. \ 4a) - 4h), 5c) - 5e), 10c) - 10h)
\]
\[
(1 + \epsilon_i) p_i = \sum_{j \neq i} P_{ij}, i \in \mathcal{N}
\] (15a)
\[
V_i^2 \leq v_i \leq V_i^2, i \in \mathcal{N}
\] (15b)
\[
P_{ij} + P_{ji} = z_{ij} l_{ij}, i \rightarrow j
\] (15c)
\[
\delta_{i,j} - \delta_{j,i} = z_{ij} (P_{ij} - P_{ji}), i \rightarrow j
\] (15d)
\[
l_{ij} \geq P_{ij}^2 / \delta_{i,j}, i \sim j
\] (15e)
\[
l_{ij} \leq T_{ij}^2 / \alpha_{ij}, i \rightarrow j
\] (15f)

SB1 can be solved efficiently by using commercial solvers, such as MOSEK. Following the same lines, the Phase-II problem S2 can also be transformed into an MISOCP problem, which is omitted here due to the limit of space.

### V. Case Studies

As shown in Fig[3] a DC-SPS is used for testing the proposed methodology. The system contains four generators connected to a ring network. The capacities of G2 and G4 are 4.5 p.u., while the capacities of G1 and G3 are 2 p.u.. The generators are connected to the network via AC-DC
converters, while the loads are connected via DC-DC or DC-AC converters. The loss rate $e_i$ is set as -2% for all the AC-DC converters, and it is set as 2% for all the DC-DC and DC-AC converters. The voltage range is $[0.95, 1.05]$ p.u. The topology of this system is presented in Fig. 4, where each dotted line indicates a path. The system consists of 38 buses and 55 paths. Regarding the survivability index, the loads are classified into four priority levels, as listed in Table I. In the literature, there are various ways to select weighting factors \([5, 13, 15–19]\). However, there is not a practical standard. In our model, the weighting factors are related to the number of buses in an SPS. Without loss of generality, we assume the weighting factor of the lowest priority level (level 4) is 1. Other weighting factors satisfy \(2\). Other parameters can be found in Appendix.

The MISOCP problem is solved on a laptop with two 2.60 GHz Intel Core i5 processors and 8 GB of RAM. The convergence tolerance is set as $10^{-7}$. The branch flow formulation \([15]\) is adopted for all the tests.

![Fig. 3. The DC-SPS for test.](image)

Fig. 3. The DC-SPS for test.

### TABLE I

| Priority Levels of Loads | Load Bus Number |
|--------------------------|-----------------|
| Priority Level           | $\kappa^p$     |
| 1                        | 729             |
| 2                        | 81              |
| 3                        | 9               |
| 4                        | 1               |

A. Survivability and Functionality

As the generators directly affect the survivability of DC-SPS, we first test different faults on the lines connected to generators. The results are listed in Table II. When G1 or G2 is disconnected, the survivability index $\Omega_{\text{sur}}$ still achieves its maximum value, i.e., 1. It means that no load has to be switched off. However, due to the loss of generator capacity, the functionality index $\Omega_{\text{fun}}$ is less than 1, implying that some of the loads may not be fully supplied. How much these loads are supplied is determined by solving the optimization problem of maximizing the total functionality. Since G2 has a larger capacity than G1, $\Omega_{\text{fun}}$ is smaller when G2 is disconnected. When G3 and G4 are disconnected simultaneously, more loads have to be switched off. The proposed method ensures the loads with the lowest priority (see Table I) are switched off first. Additionally, the topology after G3 and G4 are disconnected is depicted in Fig 5 where the red crosses indicate the positions of faults. After faults, the loads supplied by G3 and G4 are supplied by G1 and G2 via the ring lines.

![Fig. 4. Topology of the DC-SPS for test.](image)

Fig. 4. Topology of the DC-SPS for test.

### TABLE II

| Fault Lines | Disconnected Generator | $\Omega_{\text{sur}}$ | $\Omega_{\text{fun}}$ | Bus No. of Switch-off Loads |
|-------------|------------------------|-----------------------|-----------------------|-----------------------------|
| 27-35       | G1                     | -                     | 0.991                 | -                           |
| 29-36       | G2                     | -                     | 0.883                 | -                           |
| 31-37, 33-38| G3, G4                | 0.999                 | 0.680                 | 6, 11, 19                   |

B. Re-sectionalization

In order to exploit the flexibility of re-sectionalization, different faults on the ring lines are simulated. The resulting topologies are shown in Figs. [6]. It is observed that the whole system is re-sectionalized and the lines remain radial topologies below the ring. In all these cases, all the loads can be fully satisfied.

### C. Reconfiguration

Figure 9 shows the topology after the faults occur upon two lines. Before the fault, load 9 is satisfied via line 9-29. After the fault, the supply path is switched to line 9-27. Load 24 is supplied via line 19-24 before the fault, and the supply path
is switched to lines 23-24 and 20-23 after restoration. In this case, the converter loss accounts for about 95% of the total power loss. It indicates that the converter loss should not be ignored in DC-SPSs when a large amount of load is supplied via converters.

D. Optimality and Computational Efficiency

Seven cases are simulated to test the computational efficiency, where the faults occur upon different positions, including lines connected generator (GL), lines connected to load (LL), and ring lines (RL). Three approaches are compared:

A1: The proposed MISOCP approach solved using MOSEK 7.0.0.75;
A2: The original non-convex problem (S1) solved using DICOPT and IPOPT 3.11;
A3: The original non-convex problem (S1) solved using DICOPT and CONOPT 3.15L.

As shown in Table III, whereas the computation time of A3 is comparable with A1 in most of cases, A3 fails to obtain the optimal solution in Phase I except case 3. Much worse, A3 stops on maximum iteration cycle in case 2, and fails to converge in case 7 due to the inherent non-convexity of the problem. When A2 is adopted, it achieves the same optimal solutions as A1 in all cases. However, A1 is much faster than A2. The acceleration can be as much as an order of magnitude. These cases empirically demonstrate that the proposed method can find the optimal solutions efficiently.

VI. Concluding Remarks

In this paper, we have proposed the survivability index and functionality index, rendering a two-phase resilience control methodology for DC-SPSs. Benefiting from the proposed topology formulation, the flexibility of network can be fully exploited. Various topologies, including radial, ring, zonal, can
be optimally utilized when different faults occur. Converter loss is also taken into account as it contributes a significant proportion to the total power loss, particularly when most of the loads are supplied.

The proposed model is inherently a mixed-integer non-convex programming problem. To meet the practical requirement of fast resilience control in an emergency, an MISOPC-based algorithm is presented to solve the problem efficiently. Numerical tests empirically verify the effectiveness and efficiency of the proposed algorithm.

Although this paper is focused on resilience control of DC-SPSs, we would like to highlight that DC-SPS is merely a typical example of stand-alone DC networks. Since either a grid-connected DC microgrid or a DC distribution network, which contains a substation bus with an unconstrained power injection and a fixed nodal voltage, can be regarded as a special case of a stand-alone DC network. In this sense, the proposed resilience control methodology can be readily extended to various kinds of DC microgrids and DC distribution networks.

It is worth mentioning that, in this study, we have not considered stability constraints, nor the sequence of control actions. These issues are also crucial for practical applications, which are our future works.
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### APPENDIX

#### TABLE IV

| Load/Generator | \( P_i \) (p.u.) | \( Y_i \) (p.u.) | \( P_{\text{load}} \) (p.u.) | \( P_{\text{gen}} \) (p.u.) |
|----------------|-----------------|-----------------|-----------------|-----------------|
| L1             | -1.000          | -0.500          | L16             | -0.225          | -0.113         |
| L2             | -1.000          | -0.500          | L17             | -0.770          | -0.425         |
| L3             | -0.168          | -0.220          | L18             | -0.225          | -0.113         |
| L4             | -0.208          | -0.104          | L19             | -0.750          | -0.375         |
| L5             | -0.670          | -0.860          | L20             | -0.430          | -0.215         |
| L6             | -0.610          | -0.305          | L21             | -0.135          | -0.065         |
| L7             | -0.520          | -0.260          | L22             | -0.217          | -0.109         |
| L8             | -0.630          | -0.315          | L23             | -0.027          | -0.014         |
| L9             | -0.163          | -0.060          | L24             | -0.900          | -0.450         |
| L10            | -0.163          | -0.082          | L25             | -0.230          | -0.115         |
| L11            | -0.620          | -0.310          | L26             | -0.031          | -0.016         |
| L12            | -0.300          | -0.015          | G1              | 0               | 2              |
| L13            | -0.810          | -0.405          | G2              | 0               | 4.5            |
| L14            | -0.210          | -0.105          | G3              | 0               | 2              |
| L15            | -0.815          | -0.403          | G4              | 0               | 4.5            |

* The type of fixed load only has a lower bound.

#### TABLE V

| From Bus | To Bus | Resistance (p.u.) |
|----------|--------|-------------------|
| 1        | 2      | 2.1*1e-4          |
| 2        | 3      | 3.1*1e-4          |
| 2        | 4      | 2.1*1e-4          |
| 3        | 4      | 2.1*1e-4          |
| 4        | 5      | 2.1*1e-4          |
| 5        | 6      | 2.1*1e-4          |
| 6        | 7      | 2.1*1e-4          |
| 7        | 8      | 2.1*1e-4          |
| 8        | 9      | 2.1*1e-4          |
| 9        | 10     | 2.1*1e-4          |
| 10       | 11     | 2.1*1e-4          |
| 11       | 12     | 2.1*1e-4          |
| 12       | 13     | 2.1*1e-4          |
| 13       | 14     | 2.1*1e-4          |
| 14       | 15     | 2.1*1e-4          |
| 15       | 16     | 2.1*1e-4          |

Jia Li received the B.S. degree in electrical engineering from Tsinghua University, Beijing, China, in 2012. He is currently pursuing the Ph.D.