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Abstract—Deep neural networks often struggle to learn robust representations in the presence of dataset biases, leading to suboptimal generalization on unbiased datasets. This limitation arises because the models heavily depend on peripheral and confounding factors, inadvertently acquired during training. Existing approaches to address this problem typically involve explicit supervision of bias attributes or reliance on prior knowledge about the biases. In this study, we address the challenging scenario where no explicit annotations of bias are available, and there's no prior knowledge about its nature. We present a fully unsupervised debiasing framework with three key steps: firstly, leveraging the inherent tendency to learn malignant biases to acquire a bias-capturing model; next, employing a pseudo-labeling process to obtain bias labels; and finally, applying cutting-edge supervised debiasing techniques to achieve an unbiased model. Additionally, we introduce a theoretical framework for evaluating model biasedness and conduct a detailed analysis of how biases impact neural network training. Experimental results on both synthetic and real-world datasets demonstrate the effectiveness of our method, showcasing state-of-the-art performance in various settings, occasionally surpassing fully supervised debiasing approaches.

Impact Statement—This study addresses a critical challenge in deep neural networks by tackling the issue of biased representations without the need for explicit annotations or prior knowledge about the biases. The proposed unsupervised debiasing framework introduces a novel approach involving three steps: leveraging the network’s tendency to learn biases, employing a pseudo-labeling process to acquire bias labels, and applying advanced supervised debiasing techniques. The research not only presents a practical solution for mitigating biases but also introduces a theoretical framework for evaluating model biasedness, providing a comprehensive understanding of the impact of biases on neural network training. The experimental results, conducted on both synthetic and real-world datasets, demonstrate the method’s effectiveness, showcasing state-of-the-art performance in various settings and occasionally surpassing fully supervised debiasing approaches. This work is poised to significantly contribute to the enhancement of model generalization and reliability in the face of dataset biases, advancing the field of deep learning towards more robust and unbiased artificial intelligence systems.

Index Terms—Bias, Deep learning, Regularization, Unsupervised learning.

I. INTRODUCTION

Deep learning has reached state-of-the-art performance in a large variety of tasks, for example in computer vision and natural language processing [1], [2]. Furthermore, the broad availability of computational resources allowed researchers to train increasingly larger models [3], [2], resulting in better generalization capabilities. Deep learning-based tools are impacting more and more everyday life and decision-making [4]. This is one of the reasons why AI trustworthiness has been recognized as a major prerequisite for its use in society [5], [6]. Following the guidelines of the European Commission of 2019, these tools should be lawful, ethical and robust. Providing a warranty on this topic is currently a matter of study and discussion [7], [8], [9], [10], [11].

In recent years, it has also become apparent how deep neural networks often rely on erroneous correlations and biased features present in the training data. Many works have proposed solutions for this matter, for example addressing gender biases when dealing with facial images [12], [13], [14], [15] or with medical data [16], [17]. When dealing with biases, many of the proposed techniques often work in a supervised manner, assuming that each sample can be labeled with a corresponding bias class [18], [16], [13]. Other works, like [19] and [20] on the other hand, only make assumptions about the nature of bias, for example, for designing the model architecture. Compared to the fully supervised setting, this is a more realistic scenario, however, it still requires some form of prior knowledge about the bias.

In this work, we propose an unsupervised debiasing strategy which allows us to obtain an unbiased model when the data contain biases that are either unknown or not labeled. We also show how this formulation can be effective in presence of multiple biases, such as on facial images. We present a framework for retrieving information about bias classes in the data, in a completely unsupervised manner. First, we show how to exploit the naturally biased representations to retrieve the presence of unknown biases. Then, by performing a pseudo-labeling step, we are able to employ traditional supervised debiasing techniques for learning an unbiased model. For this purpose, we focus on the recently proposed EnD technique, proposed by [16], which obtains state-of-the-art results in different debiasing tasks, and we name the unsupervised extension U-EnD (Unsupervised EnD), although our framework is general and can be adapted to different supervised techniques with minimal effort. We also study the effect of the strength of biases on the learning process, by developing a mathematical framework that allows us to determine how biased a model is, backed by empirical experimentation, on controlled cases. Our results also further back up the findings about how neural networks tend to prefer simpler and easier patterns during the learning process, as also confirmed in [21] and [12].
a summary, with U-EnD:

1) we propose an unsupervised framework for learning unbiased representations, with no need for explicit supervision on the bias features;
2) we propose a simple but effective mathematical model that can be used to quantitatively measure how much a model is biased;
3) we validate our proposed framework and model on state-of-the-art synthetic and real-world datasets.

The rest of the work is structured as follows: In Section II we review the literature related to debiasing in deep neural networks; in Section V we propose a preliminary experiment where we analyze how bias is captured by an un-regularized model, leading to the proposal of a formulation for model biasness; in Section IV we present the extension for our proposed unsupervised framework for debiasing; finally, in Section VI we provide empirical results on real-world data and in Section VII, the conclusions are drawn.

II. RELATED WORKS

Addressing the issue of biased data and how it affects neural network generalization has been the subject of numerous works. Back in 2011, Torralba et al. [22] showed that many of the most commonly used datasets are affected by biases. In their work, they evaluate the cross-dataset generalization capabilities based on different criteria, showing how data collection could be improved. [23] employs max-margin learning (SVM) to explicitly model dataset bias for different vision datasets. With a similar goal, [24] propose different benchmarks for cross-dataset analysis, aimed at verifying how different debiasing methods affect the final performances. Data collection should be carried out with great care, in order not to include unwanted biases. Leveraging data already publicly available could be another way of tackling the issue. [25] explore the possibility of reducing biases by exploiting different data sources, in the practical context of sensors-collected data. They propose a strategy to minimize the effects of imperfect execution and calibration errors, showing improvements in the generalization capability of the final model. Another issue related to the unwanted learning of spurious correlations in the data has been highlighted by recent works. For example, [26] and [11] show how traditional training approaches allow information not relevant to the learning task to be stored inside the network. The experiments carried out in these works show how accurately some side information can be recovered, resulting in a potential lack of privacy. [27] provide insights on algorithmic fairness in a production setting, and propose a metric named conditional equality. They also propose a method, absolute correlation regularization, for optimizing this metric during training. Another possibility of addressing these issues on a data level is to employ generative models, such as GANs, to clean up the dataset with the aim of providing fairness: some examples lie in the approach by [28] and [29]. [30] also employs a GAN to obtain fair representations. Following up on data synthesizing approaches, [15] introduces DFA, a novel feature-level data augmentation technique that leverages a disentangled representation of intrinsic and bias attributes. DFA enables the synthesis of diverse bias-conflicting samples, crucial for effective debiasing and improved generalization in image classification models, outperforming existing methods on synthetic and real-world datasets.

All of the above-mentioned approaches generally deal directly with the data level and provide useful insights for designing more effective debiasing techniques. In the related literature, we can most often find debiasing approaches based on ensembling methods, adversarial setups, or regularization terms which aim at obtaining an unbiased model using biased data. We distinguish three different classes of approaches, in order of complexity: those that need full explicit supervision on the bias features (e.g. using bias labels), those that do not need explicit bias labels but leverage some prior knowledge of the bias features, those which no dot need neither supervision nor prior-knowledge.

A. Supervised approaches

Among the relevant related works, the most common debiasing techniques are supervised, meaning that they require explicit bias knowledge in the form of labels. The most common approach is to use an additional bias-capturing model, with the task of specifically capturing bias features. This bias-capturing model is then leveraged, either in an adversarial or collaborative fashion, to enforce the selection of unbiased features on the main model. We can find the typical supervised adversarial approach in [18], [31]. Specifically, [31] proposes an adversarial framework for learning invariant representations with respect to some attributes in the data. In [18], they employ an explicit bias classifier, which is trained on the same representation space as the target classifier, using a min-max optimization approach. In this way, the shared encoder is forced to extract unbiased representations. Similarly, [13] proposes Learning Not to Learn (LNL), which leverages adversarial learning and gradient inversion to reach the same goal. Adversarial approaches can be found in many other works, for example in the work by [32], where they show that biases can be learned even when using balanced datasets, and they adopt an adversarial approach to remove unwanted features from intermediate representations of a neural network.

Moving away from adversarial approaches, the authors in [33] propose LearnedMixin: they train a biased model with explicit supervision on the bias labels, and then they build a robust model forcing its prediction to be made on different features. Wang et al. [34] perform a thorough review of the related literature and propose a technique based on an ensemble of classifiers trained on a shared feature space.

Another possibility is represented by the application of adjusted loss functions or regularization terms. For example, [35] propose Group-DRO, which aims at improving the model performance on the worst-group in the training set, defined based on prior knowledge of the bias distribution. [16] proposes EnD (see Sec. III), which consists in a regularization term to learn bias-invariant representations. Another approach is represented by FairKL [36], where a regularization term is employed to minimize the KL-diverge between bias-conflicting and bias-aligned samples.
B. Prior-guided approaches

In many real-world cases, explicit bias labels are not available. However, it might still be possible to make some assumptions or have some prior knowledge about the nature of the bias.

Borrowing from domain generalization techniques, another kind of approach aimed at learning robust representation is proposed by [37] with HEX. They propose a differentiable neural-network-based gray-level co-occurrence matrix, inspired by [38] and [39], to extract biased textual information, which is then employed for learning invariant representations. A different context is presented by [40]. They propose an equalizer model and a loss formulation that explicitly takes into account gender bias in image captioning models. In this work, the prior is given by annotation masks indicating which features in an image are appropriate for determining gender.

Related to this approach, another possibility is to constrain the model prediction to match some prior annotation of the input, as done in [41], where gradients re-weighting is used to encourage the model to focus on the right input regions. Similarly, [42] propose HINT, which optimizes the alignment between account manual visual annotation and gradient-based importance masks, such as Grad-CAM, proposed by [43].

Similarly to the work presented in Sec. II-A, Banhg. et al. [19] propose ReBias, an ensembling-based technique. They build a bias-capturing model (an ensemble in this case). The prior knowledge about the bias is used in designing the bias-capturing architecture (e.g. by using a smaller receptive field for texture and color biases). The optimization process consists of solving a min-max problem to promote independence between the biased representations and the unbiased ones. A similar assumption for building the bias-capturing model is made by [20] with RUBi. In this work, logit re-weighting is used to promote independence of the predictions on the biases. Regarding samples re-weighting, [44] introduce JTT, a two-stage training approach for mitigating low accuracy on specific groups caused by spurious correlations in standard empirical risk minimization (ERM) models. By up-weighting misclassified examples from underperforming groups, JTT significantly narrows the worst-group accuracy gap between standard ERM and group distributionally robust optimization (group DRO) across diverse image classification and natural language processing tasks, with minimal reliance on group annotations. Following on similar ideas, [45] address dataset bias in machine learning training by introducing the Bias-Contrastive (BiasCon) loss, utilizing contrastive learning within a bias-aware framework to improve model generalization across shifted correlations. The proposed Bias-Balanced (BiasBal) regression and Soft Bias-Contrastive (SoftCon) loss further enhance debiasing performance, demonstrating significant improvements over prior methods across diverse realistic datasets.

C. Unsupervised approaches

Increasing in complexity, we consider as unsupervised approaches those methods which do not i) require explicit bias information ii) use prior knowledge to design specific architectures. In this setting, building a bias-capturing model is a more difficult task, as it should rely on more general assumptions. Ji et al. [46] propose an unsupervised clustering method that can learn representations invariant to some unknown or “distractor” classes in the data, by employing over-clustering. Although not strictly for debiasing purposes, another clustering-based technique is proposed by [47]; they employ a two-step approach for unsupervised learning of representations, where they mine the dataset to obtain pseudo-labels based on neighbor clusters. This approach is also closely related to our work. A very similar and recently proposed approach can be found in [48] with SSA: similarly to this work, the authors propose to assign pseudo-labels based on biased clusters. However, different from our proposed method, they still require a smaller set with bias annotations. Nam et al. [12] proposes a technique named Learning from Failure (LfF).

They exploit the training dynamics: a bias-capturing model is trained with a focus on easier samples, using the Generalized Cross-Entropy (GCE) loss proposed by [49], which is assumed to be aligned with the bias, while a debiased network is trained emphasizing samples which the bias-capturing model struggles to learn. These assumptions they make are especially relevant to our work, as U-EnD also leverages the training dynamics for building the bias-capturing model. Similar assumptions are also made by [50] where GCE is also used for dealing with biases in a medical setting using Chest X-ray images. More recently, Zhang et al [51] propose an unsupervised approach that leverages samples near the decision boundary (i.e. bias-aligned or bias-conflicting samples) to correct the model’s prediction. In [52], authors propose a data poisoning approach to ultimately emphasize the weights of bias-conflicting samples, to prevent the model from learning spurious correlations. Another approach is represented by [53], where a method based on Neural Collapse [54] is used to prevent models from learning simple shortcuts, focusing more on true correlations in the data.

III. THE END REGULARIZATION

In this section, we introduce the notation we adopt in this work and provide a detailed explanation of how the EnD [16] debiasing technique works in a supervised setting. Then, in Sec. IV we will move on to the unsupervised extension. The notation introduced in this work is summarized in Table I.

| Symbol | Meaning |
|--------|---------|
| $x_i$  | input (i-th sample in the dataset) |
| $y_{i}$ | predicted class for the i-th sample |
| $t_{i}$ | target class for the i-th sample |
| $b_{i}$ | bias class for the i-th sample |
| $Y$    | random variable associated to the predicted labels |
| $T$    | random variable associated to the target labels |
| $B$    | random variable associated to the bias labels |
| $N_T$  | cardinality of targets |

1For the rest of this work, we conform to the standard notation proposed by Goodfellow et al. [55], available at https://github.com/goodfeli/dlbook_notation
Given a neural network encoder $f(\cdot) \in R^N$ which extracts feature vectors of size $N$ and a classifier $g(\cdot) \in R^{N_T}$ which provides the final prediction, we consider the neural network $(g \circ \gamma \circ f)(\cdot)$ where $\gamma : R^N \rightarrow R^N$ is a normalization function to obtain $z = \gamma(x) = x/\|x\|_2$. The EnD regularization term $\mathcal{R}$ is applied jointly with the loss function $\mathcal{L}$ (e.g. cross-entropy), forcing $(\gamma \circ f)(\cdot)$ to filter out biased features from the extracted representation $z$. Hence, the overall objective function we aim to minimize is:

$$\mathcal{J} = \mathcal{L} + \mathcal{R},$$

where $\mathcal{R}$ is the sum of the disentangling and entangling terms, weighted by two hyper-parameters $\alpha$ and $\beta$:

$$\mathcal{R} = \alpha \mathcal{R}^\perp + \beta \mathcal{R}^\parallel$$

Within a minibatch, let $i \in I \equiv \{1 \ldots M\}$ be the index of an arbitrary sample. We define $y_i$, $t_i$, and $b_i$ as the predicted, ground truth target and bias classes, respectively. The disentangling term $\mathcal{R}^\perp$ is defined, for the $i$-th sample, as:

$$\mathcal{R}^\perp_i = \frac{1}{|B(i)|} \sum_{a \in B(i)} |z_i \cdot z_a|$$

where $B(i) := \{j \in I \mid b_j = b_i\} \setminus \{i\}$ is the set of all samples sharing the same bias class of $x_i$. The goal of this term is to suppress the common features among samples that have the same bias. The entangling term $\mathcal{R}^\parallel$ is defined, for the $i$-th sample, as:

$$\mathcal{R}^\parallel_i = -\frac{1}{|J(i)|} \sum_{j \in J(i)} z_i \cdot z_j$$

where $J(i) := \{j \in I \mid t_j = t_i\} \setminus B(i)$ is the set of all samples sharing the same target class of $x_t$ but with different biases. Complementarily to the disentangling term, the goal of this term is to encourage correlation among samples of the same class but with different biases, in order to introduce invariance with respect to the biased features. So, for the $i$-th sample, the entire EnD regularization term $\mathcal{R}_i$ can be written as:

$$\mathcal{R}_i = \alpha \frac{1}{|B(i)|} \sum_{a \in B(i)} |z_i \cdot z_a| - \beta \frac{1}{|J(i)|} \sum_{j \in J(i)} z_i \cdot z_j.$$

The final $\mathcal{R}$ of Eq. 2, is then just computed as the average over the minibatch:

$$\mathcal{R} = \frac{1}{M} \sum_i \mathcal{R}_i$$

To visualize the effect of $\mathcal{R}$ as expressed in Eq. 5, consider a simple classification problem with three target classes and three different biases as illustrated in Fig. 1. Training a model without explicitly addressing the presence of biases in the data, will most likely result in representations aligned by the bias attributes rather than the actual target class (Fig. 1). The goal of $\mathcal{R}$ is to encourage the alignment of representations based on the correct features by $i.$ disentangling representations of the same bias ($\mathcal{R}^\perp$) and $ii.$ entangling representations of the same target in order to introduce invariance to the bias features ($\mathcal{R}^\parallel$).

###Algorithm 1: General scheme of U-EnD

- **Training and validation data** $X^t = \{(x_i, y_i)\}$.
- **Input:** $X^v = \{(x_i, y_i)\}$; Randomly initialized parameters $\theta_B = \{\theta_f, \theta_g\}$ and $\theta_D = \{\theta_f^D, \theta_g^D\}$ of the biased and unbiased classifiers.
- **Output:** Trained parameters $\theta_D$ of the unbiased classifier.

####Train bias-capturing model

Train the biased classifier using vanilla SGD:

$\theta_B \leftarrow \text{SGD}(\theta_B, X^t)$

Compute the biased representations:

$Z^t = \{f(x; \theta_f)\} \quad \forall x \in X^t$ and

$Z^v = \{f(x; \theta_f)\} \quad \forall x \in X^v$

end

####Train bias predictor

Compute the PCA projections $P^t, P^v$ of $Z^t, Z^v$.

Fit $k$ clusters on $P^v$ choosing the optimal $k$ based on silhouette and compute the cluster centroids:

$\{\mu_1, \ldots, \mu_k\} \leftarrow \text{KMeans}(P^v, k)$

Assign the pseudo-labels $\hat{b}_i \leftarrow \arg\min_{b \in k}(P^t_i, \mu_b)$

Update the training set $X^t \leftarrow \{(x_i, \hat{b}_i)\}$

end

####Train unbiased classifier

Learn the parameters $\theta_D$ on $X^t$ searching the optimal $\alpha$ and $\beta$ on $X^v$:

$\theta_D \leftarrow \text{SGD}(\theta_D, X^t, R(\theta_f^D, X^t, \alpha, \beta))$

end

###IV. UNSUPERVISED DEBIASING BY SUBGROUP DISCOVERY

In this section we present our proposed unsupervised end-to-end debiasing approach, showing how an explicitly supervised technique such as EnD can be extended to the unsupervised case, where the bias labels are unavailable. We do this by showing how the information of the bias can be partially, and sometimes fully, recovered in a completely unsupervised manner. To achieve that, our proposed algorithm consists of
Bias-capturing encoder
(Vanilla SGD)

Bias predictor
(PCA + KMeans)

Debiased classifier
(SGD + EnD)

Fig. 2: Overview of our unsupervised debiasing approach: first we train a bias-capturing encoder, then we determine bias pseudo-labels with a bias predictor. Finally, we employ the predicted labels for training a final debiased classifier. In this figure, we use Biased MNIST ([19]) as an example, where the bias is given by a strong correlation between digit and color. 

three sequential steps, as illustrated in Fig. 2. The steps can be summarized as follows.

1) First, we train a bias-capturing classifier, employing standard optimization techniques, e.g. SGD or Adam (Fig. 2 left).
2) Then, we recover bias-related information from the latent space of the biased classifier via clustering, to obtain a bias predictor, which we employ to categorize all of the training samples into different bias classes (Fig. 2 center).
3) Lastly, we apply the EnD debiasing technique using the predicted bias labels, to obtain a debiased classifier (Fig. 2 right).

A general scheme of the entire pipeline can be found in Algorithm 1. Throughout this work, we assume that an unbiased validation set is available: this is needed for searching the optimal EnD hyper-parameters.

A. Training a bias-capturing model

The first step of our proposed algorithm is to train a bias-capturing model, which in our case is represented by a biased encoder. To achieve this, we perform a vanilla training of a CNN classifier on the available training data. Here, we do not employ any technique aimed at dealing with the presence of biases in the data. The intuition of this approach is that if bias features are easier to learn than the desired target attributed, then the resulting model will also be biased (see Sec. V). This has also been observed in other works. Following the definition proposed by Nam et al. [12] we can identify two cases:

- **benign biases**: even if biases are present in the data, the model does not rely on bias-related features as the target task is easier to learn;
- **malignant biases**: biases are present in the data, and they are easier for the model to learn instead of the target task.

The latter case is the most relevant for our work, as malignant biases are those that result in a loss of performance when evaluating the model on an unbiased set. Fig. 2 shows a visualization of the embeddings obtained with a biased encoder on the BiasedMNIST [19] dataset, where the background color correlates very well with the target digit class, as shown in Fig. 3. It is clear how the different clusters emerging in the latent space correspond to the different background color, rather than to the actual digit. This first step is summarized in Algorithm 1, and we now provide a more formal description.

Let \( \theta_B = \{\theta_f, \theta_g\} \) be the set of parameters of the bias-capturing model \( p(x; \theta) = g(f(x; \theta_f); \theta_g) \) where \( f \) and \( g \) are the encoder and the classifier, respectively. The objective function we aim to minimize is the cross-entropy loss (CE):

\[
L_{CE}(p(x; \theta_B), q(x)) = -\sum_{t \in T} q(t|x) \log p(t|x; \theta_B),
\]

where \( q(x) \) represents the ground truth class distribution.

We say that there is a benign bias in the dataset, if we can identify some distribution \( r(x) \), related to some other confounding factor in the data, such that there exists a set of parameters \( \theta' \) which is a local minimizer of (7) and \( \theta' = \arg\min_{\theta_B} L_{CE}(p(x; \theta_B), r(x)) \). If, additionally, \( r(x) \) is also easier to approximate than \( q(x) \), then the bias is malignant and by applying the optimization process we obtain a bias-capturing model. Once the biased model is trained, we only consider the encoder \( f(x; \theta_f) \), as we are interested in analyzing its latent space to retrieve bias-related information.

B. Fitting a bias predictor

The second step consists in obtaining a predictor which can identify the bias in the data. Based on the observations made in Section IV-A, we employ a clustering algorithm to categorize the extracted representations into different classes. As shown in Fig. 2, the identified clusters correspond to the biases in the dataset. In this work, we choose KMeans [56] as it is one of the most well-known clustering algorithms. Given a set of representation \( z = \{z_1, z_2, \ldots, z_n\} \) extracted by \( f(x; \theta_B) \) we aim to partition \( z \) into \( k \) sets \( C = \{C_1, C_2, \ldots, C_k\} \) to minimize the within-clusters sum of squares (WCSS), which
can be interpreted as the distance of each sample from its corresponding cluster centroid, by finding:

$$\arg\min_{C} \sum_{i=1}^{k} \sum_{z \in C_i} \| z - \mu_i \|^2, \quad (8)$$

where $\mu_i$ is the centroid (average) of $C_i$. Furthermore, once the clusters have been determined, it is very easy to use the determined centroids for classifying a new sample $\hat{z}$ based on its distance, simply by finding

$$\hat{b} = \arg\min_{i \leq k} \| \hat{z} - \mu_i \|^2, \quad (9)$$

where $\hat{b}$ denotes the resulting pseudo-label. The KMeans algorithm requires a pre-specified number of clusters $k$: in this work, we automatically tune this parameter based on the best silhouette score [57], obtained by performing a grid search in the range [2, 15]. Considering that the representations obtained on the training set might be over-fitted, we choose to minimize (9) on the validation set. Then, once the centroids of the clusters have been found, we use them for pseudo-labeling the training set. Additionally, as KMeans is based on Euclidean distance, which can yield poor results in highly dimensional spaces, we perform a PCA projection of the latent space before solving (8) and (9). For the same reasons as above, the PCA transformation matrix is also computed on the validation set. We refer to the ensemble of the PCA+KMeans as bias predictor model. The cluster information is then used as a bias pseudo-label, as explained in Section IV-C.

C. Training an unbiased classifier

The third and final step of our proposed framework consists of training an unbiased classifier. For this purpose, we use the clusters discovered in the previous phase as pseudo-labels for the bias classes, as shown in Figure 2. This allows us to employ the fully supervised EnD regularization term for debiasing, presented in Sec. III. Here we follow the approach as in [16]. Denoting with $\theta_D = \{ \theta_D^I, \theta_D^O \}$ the parameters of the encoder and the classifier of the debiased model $p'(x; \theta_D) = g(\gamma(f(x; \theta_D^I)); \theta_D^O)$. The objective function that we aim to minimize in this phase is:

$$L_{CE}(p'(x; \theta_D), q(x)) + R(\gamma(f(x; \theta_D^I)), q(x), b(x)), \quad (10)$$

where $b(x)$ is the distribution corresponding to the pseudo-labels computed in the clustering step of Section IV-B. The closer $b(x)$ is to the real distribution $r(x)$, the more minimizing (10) will lead to minimizing $R$ with respect to the unknown ground-truth bias labels.

TABLE II: Biased-MNIST accuracy on the unbiased test set. $T$ indicates the training iteration where the bias information is extracted.

| Method          | 0.999 | 0.997 | 0.995 | 0.990 |
|-----------------|-------|-------|-------|-------|
| Vanilla         | 10.40 ± 0.50 | 33.40 ± 12.21 | 72.10 ± 1.90 | 89.10 ± 1.10 |
| LearnedMixin [33] | 12.10 ± 0.80 | 50.20 ± 5.80 | 80.20 ± 0.70 | 88.30 ± 0.70 |
| EnD [16]        | 52.30 ± 2.39 | 83.70 ± 1.03 | 93.92 ± 0.35 | 96.02 ± 0.08 |
| HEX [37]        | 10.80 ± 0.40 | 16.60 ± 0.80 | 19.70 ± 1.90 | 24.70 ± 1.60 |
| RUBi [20]       | 13.70 ± 0.70 | 43.00 ± 1.10 | 90.40 ± 0.40 | 93.60 ± 0.40 |
| ReBias [19]     | 22.70 ± 0.40 | 64.20 ± 0.80 | 76.00 ± 0.60 | 88.10 ± 0.60 |
| U-EnD ($T = 80$) | 53.90 ± 4.03 | 82.16 ± 0.63 | 74.39 ± 0.43 | 88.05 ± 0.16 |
| U-EnD ($T = 10$) | 55.29 ± 1.27 | 85.94 ± 0.33 | 92.92 ± 0.35 | 93.48 ± 0.06 |

V. ANALYSIS ON CONTROLLED EXPERIMENTS

In this section, we provide more insights supporting the proposed solution. To aid in the explanation of the different steps of the algorithm, we employ the Biased-MNIST dataset [19] as a case study throughout this section. Biased-MNIST is built upon the original MNIST [58] by injecting a color bias into the image’s background, as shown in Fig. 3. A set of ten default colors associated with each image is determined beforehand. To assign a color to an image, the default color is chosen with a probability $\rho$, while any other color is chosen with a probability of $(1 - \rho)$. More explicitly, given a label $i, 0 \leq i < N_T$ with $N_T = 10$, the probability distribution for each color is given by:

$$P(B = i|T = i) = \rho$$
$$P(B \neq i|T = i) = \frac{1}{N_T - 1} (1 - \rho)$$

where $B$ and $T$ are random variables associated with the bias and target class respectively. The $\rho$ parameter allows us to determine the degree of correlation between background color (bias) and digit class (target). Hence, higher values of $\rho$ correspond to more difficult settings. Following [19], we generate different biased training sets, by selecting $\rho \in \{0.990, 0.995, 0.997, 0.999\}$. To assess the generalization performance when training on a biased dataset, we construct an unbiased test set generated with $\rho = \frac{1}{N_T} = 0.1$. Given the low correlation between color and digit class in the unbiased test set, models must learn to classify shapes instead of colors to reach a high accuracy.

Experimental details are provided in the supplementary material. The results for Biased-MNIST are presented in Table II. We report the accuracy of the unbiased test set. For U-EnD, we evaluate the results employing pseudo-labels computed at different training iterations ($T$) of the biased encoder: at an early stage after 10 epochs, and a late stage at the end of training (80 epochs). In this section, we focus on late-stage pseudo-labeling, while a detailed comparison between the two cases will be the subject of Section V-C. Using the unsupervised method we can match the original performance of EnD with the ground-truth bias labels in most settings: this is true especially when the bias is stronger (higher $\rho$ values). This is because in these cases, the bias-capturing models will produce representations strongly biased towards the color, and the pseudo-labels obtained with the bias predictor model will be accurate. On the other hand, a
Fig. 4: Biased-MNIST accuracy on the training set (a), and on the unbiased test set (b) and (c). Results are reported in terms of mean and std across three different runs for every value of $\rho$. Given that the number of bias classes (colors) and target classes (digits) is the same, we can compute the bias accuracy by finding the permutation of predicted labels which maximizes the overlap with the ground truth bias labels.

A. Easier patterns are preferred

In this section, we analyze how the bias affects the learning process, to provide a better understanding of the bias-capturing model. By analyzing the training process at different values of $\rho$, we can identify when the color bias shifts from benign to malignant. Fig. 4 shows the training accuracy of vanilla models trained with different values of $\rho$. Given that, in this case, the number of target classes and the number of different colors (bias classes) are the same, we can compute a bias pseudo-accuracy by finding the permutation of the predicted labels which maximizes the accuracy for the ground truth bias labels: this value gives us an indication of how the final predictions of the model are aligned with the bias. From Fig. 4a we observe that the target accuracy on the training set is, as expected, close to 100%, while the bias accuracy is exactly the value of $\rho$, meaning that the models learned to recognize the digit. This holds also for the unbiased test set (Fig 4b), where the value $\rho = 0.1$. However, if we focus on the higher end of $\rho$ values (most difficult settings) as shown in Fig. 4c, we observe a rapid inversion in the trend: the target accuracy decreases, dropping to 10% for $\rho = 0.999$, while the bias accuracy becomes higher, close to 100% towards the end of the $\rho$ range. In these settings, given the strong correlation between target and bias classes, it is clear that the bias has become easier for the model to learn, and thus malignant. These results can be viewed as further confirmation that neural networks tend to prefer and prioritize the learning of simpler patterns first, as noted by Nam et al. [12], Zhang et al. [51], and especially Arpit et al. [21]: it is clear that, to be malignant, a bias must:

- be an easier pattern to learn that the target features;
- have a strong enough correlation with the target task.

B. The effect of bias on learning

To provide a more in-depth understanding of the behavior just described and to aid in the explanation of our debiasing technique, we propose a simple yet effective mathematical framework describing the impact of the bias on the learning process. To this end, we want to model the relation among three random variables $T$, $B$, and $Y$, representing the target class, the bias class, and the feature vector extracted by the model, respectively.

Under the assumption that the target and bias classes are uniformly distributed across the dataset, we have:

$$H(T) = -\sum_{i=1}^{N_T} P(t_i) \log_2 P(t_i) = \log N_T$$

$$H(B) = -\sum_{j=1}^{N_B} P(b_j) \log_2 P(b_j) = \log N_B,$$

where $T$ and $B$ are the random variables associated with the target and the bias class, respectively. Under the assumption of the perfect learner, we must impose $H(Y|T) = 0$ (or in other words, the output $y_i$ of the model matches the ground truth value $t_i \forall i$), and following the steps described in the
supplementary material, we can write the normalized mutual information

\[
\tilde{I}_{\text{perf}}(B; Y) = \log_{N_T} \left\{ N_T \rho \left[ \frac{1 - \rho}{\rho(N_T - 1)} \right]^{1-\rho} \right\}. \tag{13}
\]

As it is possible to observe in Fig. 5, a clear dependency between \( \rho \) and (13) exists. In this case, the biased features and the target ones are in perfect overlap. Nonetheless, in the more general case, the trained model is not a perfect learner, having \( H(Y|T) \neq 0 \). The model, in this case, does not correctly classify the target for two reasons.

1) It gets confused by the bias features, and it tends to learn to classify samples based on them. We model this tendency of learning biased features with \( \phi \), which we call biasedness or unfairness. The higher the biasedness is, the more the model relies on features that we desire to suppress, inducing bias in the model and for instance error in the model.

2) Some extra error \( \varepsilon \), non-directly related to the bias features, which can be caused, for example, by stochastic unbiased effects, to underfit, or to other high-order dependencies between data.

We can write the discrete joint probability for \( T, B, Y \), composed of the following terms.

- When target, bias, and prediction are aligned, the bias is aligned with the target class and correctly classified. Considering that we are not perfect learners, we introduce the error term \( \varepsilon \).
- When target and bias are aligned but not bias and output, and the prediction is incorrect, it means that the model has not learned the correct feature and the bias is being contrasted.
- When target and bias are not aligned, the prediction is incorrect, and bias and output are aligned, it means that the model has learned the bias, introducing the error we target to minimize in this work.

\[
\begin{align*}
P(T, B, Y) &= \frac{1}{N_T} \cdot \left\{ \delta_{by} \rho(1-\varepsilon) + \tilde{\delta}_{by} \rho(1-\rho) \right\} + \\
&+ \tilde{\delta}_{by} \rho(1-\rho) \frac{\varepsilon\rho^2}{N_T - 2 + \rho} + \\
&+ \delta_{by} \rho(1-\rho) \frac{\varepsilon\rho}{(N_T - 1)(N_T - 2 + \rho)} \right\}, \tag{14}
\end{align*}
\]

where \( \delta \) is the Kronecker delta function, \( \hat{\delta} = 1 - \delta \) and \( \phi, \varepsilon \in [0;1] \). We marginalize (14) over \( T \), obtaining

\[
P(B, Y) = \frac{1}{N_T} \cdot \left\{ \delta_{by} \rho(1-\varepsilon) + \phi(1-\rho) \right\} + \\
+ \tilde{\delta}_{by} \left\{ \frac{1 - \phi(1-\rho)}{N_T - 1} + \frac{\rho\varepsilon}{N_T - 2 + \rho} \right\} \right\} \tag{15}
\]

from which we compute the normalized mutual information

\[
\tilde{I}(B; Y) = \log_{N_T} \left[ \rho(1-\varepsilon) + \phi(1-\rho) \right]^{(1-\varepsilon) + \phi(1-\rho)} + \\
+ \log_{N_T} \left[ \frac{(1 - \phi)(1-\rho)}{N_T - 1} + \frac{\rho\varepsilon}{N_T - 2 + \rho} \right]^{(1-\phi)(1-\rho) + (N_T - 2 + \rho)} + \\
+ 1 + \rho\varepsilon \left( N_T - 1 \right) - 1 \right\}. \tag{16}
\]

The complete derivation can be found in the supplementary material and the plot for (16) in the case \( \varepsilon = 0 \) is displayed in Figure 6. Interestingly, we observe that for high values of \( \rho \), the mutual information between the features learned by the model and the bias is high, independently from the biasedness \( \phi \). Typical learning scenarios, indeed, work in this region, where it is extremely challenging to optimize over \( \phi \). On the contrary, with a lower \( \rho \), the effect of \( \phi \) appears evident. Towards this end, relying on a (relatively small) balanced validation set (hence, with low \( \rho \)) is extremely important to enhance the lowering of \( \phi \). Directly optimizing over \( \phi \) is in general not a doable strategy as the mutual information between \( B \) and \( Y \) in the typical training scenarios is very high; hence while bias removal can succeed, it will be extremely difficult to disentangle the biased features from the unbiased ones, without harming the performance.

C. Easier patterns are learned first

Besides being easier to learn than the target task, we also find that biases tend to be learned in the first epochs. This is also evident when looking at the results in Table II, with \( T = 10 \): using an early bias predictor results in more precise pseudo-labels, especially when \( \rho \) is lower. In order to measure how biased the encoder is, we employ the theoretical model...
Fig. 6: Normalized mutual information between B and Y, in the case $\varepsilon = 0$ and $N_T = 10$. In light black, on top of the graph, level curves are drawn. In high $\rho$ regions, the mutual information is high regardless of the bias tendency $\phi$ value, motivating the difficulty in learning the disentangling from biased features. A projection to a lower $\rho$ makes the problem of minimizing $\phi$ can drive the disentangling.

we presented in Eq. (15) to compute $\phi$ (the derivation can be found in the supplementary material). In Fig. 7 we show the mean value of $\phi$ measured at different training iterations (we assume $\varepsilon = 0$). As expected, the models tend to show a stronger tendency towards bias when $\rho$ is higher. Interestingly, looking at the dynamics it is also clear that this behavior is exhibited predominantly in earlier epochs. Under certain conditions, i.e. when the correlation between target and bias is not as strong, the optimization process can escape the local minimum corresponding to a biased model. These findings are also confirmed by the related literature [12], [21].

VI. REAL WORLD EXPERIMENTS

In this section, we present the experiments we performed on real-world datasets, where biases can be much harder to identify and overcome. In these experiments, we deal with different common kinds of biases in real datasets, specifically gender bias and age bias in facial images. We use two very common datasets for facial recognition tasks, CelebA [59] and the IMDB face dataset [60].

A. Setup

We use the common convolutional architecture ResNet-18 proposed by [61]. For CelebA and IMDB, the network is pre-trained on ImageNet, except for the last fully connected layer. The same architecture is used both for training the biased encoder and the unbiased model. As in the previous experiments, the EnD regularization is applied on the encoder embeddings (average pooling layer). More experimental details are provided in the supplementary material.4

B. CelebA

CelebA [59] is a widely known facial image dataset, comprising 202,599 images. It is built for face recognition tasks and provides 40 binary attributes for every image. Similarly to [12], we use attributes indicating the hair color and the presence of makeup as target attributes while using gender as bias. The reason is that there is a high correlation between these choices of attributes, with most of the women in the dataset being blond or having heavy facial makeup. However, it is worth noting that these are not the only correlated attributes in the dataset, as Fig. 8 shows. We utilize the official train-validation split for training (162,770 images) and testing (19,867 images). As in [12] we build two different testing datasets starting from the original one: an unbiased set, in which we select the same number of samples for every possible pair of target and bias attributes, and a bias-conflicting, where we only select samples where the values of target and bias attributes are different (e.g. men with blonde hair, women without makeup, and so on). This allows us to evaluate the model performance in the most difficult setting where the target is not aligned with the bias. Experimental details are provided in the supplementary material.

Results. Denoting with $t$ and $b$ the target and bias attribute respectively, we computed the final accuracy as average accuracy across all the $(t, b)$ pairs, as in [12]. We report the results in Table III. Results are reported for both the target attributes hair color and makeup. Techniques that can be used in an

| Method            | Trained on EB1 | Trained on EB2 |
|-------------------|---------------|---------------|
|                   | EB2 | Test | EB1 | Test |
| Vanilla [13]      | 59.86 | 84.42 | 57.84 | 69.75 |
| BlindEye [18]     | 63.74 | 85.56 | 57.33 | 69.90 |
| LNL [13]          | 68.00 | 86.66 | 64.18 | 74.50 |
| EnD [16]          | 65.49±0.81 | 87.15±0.31 | 69.40±2.01 | 78.19±1.18 |
| U-EnD† ($T=50$)  | 81.32±2.17 | 90.98±0.46 | 78.10±0.70 | 83.03±4.45 |
| Vanilla [13]      | 54.30 | 77.17 | 48.91 | 61.97 |
| BlindEye [18]     | 66.80 | 75.13 | 64.16 | 62.40 |
| LNL [13]          | 65.27 | 77.43 | 62.18 | 63.04 |
| EnD [16]          | 76.04±0.25 | 80.15±0.96 | 74.25±2.26 | 78.80±1.48 |
| U-EnD† ($T=50$)  | 80.41±0.96 | 83.43±2.49 | 70.82±1.04 | 76.09±0.91 |

Table IV: Performance on IMDB Face. When gender is learned, age is the bias, and when age is learned the gender is the bias. Techniques that can be used in an unsupervised way are denoted with †.

4Source code will be made publicly available upon publication.
unsupervised manner are denoted with $\dagger$. We report baseline results (vanilla) and we observe how vanilla models suffer significantly from the presence of the bias, scoring a quite low accuracy (especially since this is a binary task). This is evident in the bias-conflicting set, where the performance is close random-guess on hair color prediction, and even lower on the makeup detection. We report reference results [12] of other debiasing algorithms, specifically Group DRO [35], LFf [12] and EnD [16].

Focusing on supervised techniques (Group DRO and EnD) we observe a significant increase in performance, in both the tasks and test set combinations. For the unsupervised methods, we report the results of our U-EnD at different $T$ of the biased encoder, as done in Table II, and compare them to LFf. We achieve better performance than the vanilla baseline in all settings, even though we still observe a gap with respect to the fully supervised techniques. The same observation can be made for LFf, which in general performs better on the harder cases in the bias-conflicting set, while U-EnD provides better performance in the more general case of the unbiased test set. The observed results are similar to the lower $\rho$ settings of BiasedMNIST: the amount of biased information is sufficient for it to be considered as a malignant bias, although it becomes slightly harder to perform pseudo-labeling in the biased encoder latent space. However, the assumptions we make in Sec. IV-C about the pseudo-labeling information is sufficient for it to be considered as a malignant bias.

### C. IMDB Face

The IMDB Face dataset [60] contains 460,723 face images annotated with age and gender information. This dataset is known to present noisy labels for age, thus [13] perform a cleaning step to filter out noisy labels from the data, by using a model trained on the Audience benchmark dataset [62]. Only the samples for which the original age value matches the predicted one are considered. As done in [13], the filtered dataset is then split with an 80%-20% ratio between training and testing data. To construct a biased training set, the full training set subsequently split into two extreme bias (EB) sets: EB1, which contains women only in the age range 0-29 and men with age 40+, and EB2 which contains only in the age range 0-29 and women with age 40+. This way, a strong correlation between age and gender is obtained: when training age prediction, the bias is given by the gender, and when recognizing the gender, the bias is given by the age. Experimental details are provided in the supplementary material.

#### Results

We report the results on the IMDB Face dataset in Table IV, with regards to both gender and age prediction.
Besides the test set, every model is also tested on the opposite EB set, to better evaluate the debiasing performance. As in the previous experiments, we use \( \dagger \) to denote the techniques that can be used in an unsupervised way. Focusing on the supervised techniques, we observe a significant improvement with respect to the baselines, especially with EnD and LNL, across the different combinations of test sets and tasks. Interestingly, in this case, we can achieve even better results when employing the U-EnD approach, contrary to the CelebA results. Especially for learning gender, we notice the performance is noticeably higher than the best-supervised results. This might be due to the noisy age labels in the dataset, and even if the described cleaning procedure is applied some labels could still be incorrect. With pseudo-labeling, on the other hand, we do not make use of the provided labels. This might be confirmed by the performances obtained when training for age prediction. As the gender label is of course far less noisy than the age, the performance gap between EnD and U-EnD is far less noticeable. Another potential explanation is that, as shown in Fig. 8 for CelebA, multiple biases could be present in the images also for IMDB (even if they are not annotated in the dataset). Thus, an unsupervised method may be better suited for handling this case. We believe these results are very important, as they show that it is sometimes possible to achieve better results with unsupervised approaches.

D. Corrupted CIFAR-10

Corrupted CIFAR-10 [63] is built from the CIFAR-10 dataset, by applying a textural bias (e.g. brightness, frost corruption, etc.) to the different classes. Similarly to Biased-MNIST, we test different levels of corruption. For this dataset, an unbiased validation set is not available, and so for training the bias-capturing model, we employ the generalized cross-entropy loss (GCE) [12], which favors the selection of biased features. Similarly to Biased-MNIST, we pick four different levels of difficulty, given by the ratio of bias-aligned and bias-conflicting samples, comprised in \{0.5%, 1%, 2%, 5%\}, as in [12].

Results. The results are reported in Tab. V. We compare with different baselines [37], [19], [12], [15] and report the results of fully-supervised and unsupervised EnD. Also in this case, with U-EnD, we can match (and slightly surpass with a ratio of one) the performance of the supervised baseline EnD. For the ratio of five, we can observe that the results achieved by U-EnD are slightly lower than EnD. This can be due to the lack of a proper validation set, as the bias is more subtle. However, we still observe a significant increase with respect to the vanilla baseline.

| Method       | Ratio (%) |
|--------------|-----------|
|              | 0.5       | 1.0       | 2.0       | 5.0       |
| Vanilla [15] | 23.08±1.25 | 25.82±0.31 | 30.06±0.71 | 39.42±0.64 |
| EnD [16]     | 28.57±0.80 | 29.92±0.47 | 34.73±1.17 | 44.73±0.20 |
| HEX [37]     | 13.87±0.06 | 14.81±0.42 | 15.20±0.54 | 16.04±0.63 |
| RefBias [19] | 22.27±0.41 | 25.72±0.20 | 31.66±0.43 | 43.43±0.41 |
| LiF [12]     | 28.57±1.30 | 33.07±0.77 | 39.91±0.30 | 50.27±1.56 |
| U-EnD (T=500) | 27.49±0.96 | 30.33±0.16 | 32.39±1.80 | 41.26±0.81 |

TABLE V: Corrupted CIFAR-10 accuracy with different corruption ratio (%). Techniques that can be used in an unsupervised way are denoted with \( \dagger \).

that when such patterns exist, and they represent spurious correlations with the target features, then the model will rely on these confounding factors. In Section IV-A we show that such cases correspond to converging towards a local minimum for the target tasks, which however provides an optimal solver if we consider instead the task of predicting bias features. Furthermore, we theoretical framework presented in Section V-B we are able to empirically measure the biasness of the model, which can be a useful insight in dealing with potentially biased data. We leverage these findings for adapting fully supervised debiasing techniques in an unsupervised context, via a pseudo-labeling step on the biased latent space. Thanks to this approach, we are able to use state-of-the-art debiasing algorithms such as EnD, which is a strong regularizer for driving the model towards the selection of unbiased features. With experiments on real-world data, we also show how sometimes it is even possible to achieve better results with an unsupervised approach, addressing the issue of noisy labels (both regarding target classes and bias classes) in datasets, and taking into account instances in which multiple biases exist. We believe that our approach could be of potentially great interest for other researchers in the area, and also for practical applications, as it can be easily adapted to different techniques for building bias-capturing models and for obtaining unbiased predictors.
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VII. CONCLUSION

In this work, we proposed an unsupervised framework for learning unbiased representations from biased data. Our framework consists of three separate steps: \( i. \) training a bias-capturing model \( ii. \) training a bias predictor \( iii. \) training an unbiased model. We obtain the bias-capturing model by exploiting the tendency of optimization and neural networks to prefer simpler patterns over more complex ones. We show
A. Experimental details

In this section we provide the detailed description of the setup for all the experiments presented.

1) Biased-MNIST: We use the network architecture proposed by Bahng et al. [19], consisting of four convolutional layers with $7 \times 7$ kernels. The EnD regularization term is applied on the average pooling layer, before the fully connected classifier of the network. Following Bahng et al., we use the Adam optimizer with a learning rate of 0.001, a weight decay of $10^{-4}$ and a batch size of 256. We train for 80 epochs. We do not use any data augmentation scheme. We use 30% of the training set as validation set, and we colorize it using a $\rho$ value of 0.1.
TABLE VI: Debiasing on incorrect bias labels. Target means that target labels are also used as bias labels (i.e. \( t_i = b_i \), worst case), and random means that bias labels are assigned randomly.

| \( \rho \) | Vanilla | EnD (target) | EnD (random) |
|--------|---------|-------------|-------------|
| 0.995  | 72.10±1.90 | 72.25±0.56 | 66.68±0.35 |

2) CelebA: Following Nam et al. [12], we use the Adam optimizer with a learning rate of 0.001, a batch size of 256, and a weight decay of \( 10^{-4} \). We train for 50 epochs. Images are resized to \( 224 \times 224 \) and augmented with random horizontal flip. To construct the validation set, we sample \( N \) images from each pair \( (t, b) \) of the training set, where \( N \) is 20% the size of the least populated group \( (t, b) \). The EnD hyperparameters \( \alpha \) and \( \beta \) are searched using the Bayesian optimization [64] implementation provided by Weights and Biases [65] on the validation set, in the interval \([0; 50]\). To provide a mean performance along with the standard deviation, we select the top 3 models based on the best validation accuracy obtained, and we report the average accuracy on the final test sets.

3) IMDB: We use the Adam optimizer with a learning rate of 0.001, a batch size of 256 and a weight decay of \( 10^{-4} \). We train for 50 epochs. As with CelebA, images are resized to \( 224 \times 224 \) and randomly flipped at training time for augmentation. In this case, it is not possible to construct a validation set including samples from both EB1 and EB2, without altering the test set composition. Hence, we perform a 4-fold cross validation for every experiment. For example, when training on EB1, we use one fold of EB2 as validation set and the remaining three folds as EB2 test set. We repeat this process until each EB2 fold is used both as validation and as test set. The same process is repeated when training on EB2, by splitting EB1 in validation and test folds. When training for age prediction, we follow Kim et al. [13], by binning the age values in the intervals 0-19, 20-24, 25-29, 30-34, 34-39, 40-44, 45-49, 50-54, 55-59, 60-64, 65-69, 70-100, proposed by Alvi et al. [18]. For every fold, the EnD hyperparameters \( \alpha \) and \( \beta \) are searched using the Bayesian optimization [64] implementation provided by Weights and Biases [65] on the validation set, in the interval \([0; 50]\). To provide a mean performance along with the standard deviation, we select the top model for each fold, based on the best validation accuracy obtained. We report the accuracy obtained on the final test sets, as average accuracy among the different folds.

B. Additional empirical results

In this section we provide some additional results about our debiasing technique, mainly focusing on the worst-case scenarios described in Section V.

1) Debiasing on an unbiased dataset: Here we show that the supervised EnD regularization does not deteriorate the final results if applied to a training set that is not biased.

![Fig. 9: Evolution of (a) \( \alpha \) and (b) \( \beta \) versus the number of searched configs during the hyperparameters optimization with incorrect pseudo-labels.](image)

With \( \rho = 0.1 \), applying the regularization term is not harmful to obtaining good generalization (Vanilla obtains 99.21% and EnD achieves 99.24±0.05): this is because in a supervised setting we still have access to the correct color labels, thus we do not perform disentanglement over any useful features for the network. This is a trivial result, however, with this demonstrated we can now focus on an unbiased training set in the unsupervised case.

2) Debiasing with wrong pseudo-labels: We now assume that the pseudo-labels we compute are not representative of the true bias attributes. Using Biased-MNIST as a case study, we identify that the worst-case scenario for the pseudo-labeling step corresponds to using a completely unbiased dataset (i.e. \( \rho = 0.1 \)) for training the biased encoder. Taking into account the results shown in Section B1, performing the pseudo-labeling step in this setting will most likely result in pseudo-labels corresponding to the actual target class rather than the background color. We emulate this event by setting the bias label \( b_i \) equal to the target label \( t_i \) for every sample in the dataset, and then we apply the EnD algorithm. To test this worst-case with EnD, we choose \( \rho = 0.995 \) as it provides a way for the final accuracy to both decrease or increase with respect to a vanilla model. The results are reported in Table VI and noted as target. Even in this case, we are able to retain the baseline performances, although we do not obtain any significant improvement. This is thanks to the hyperparameter optimization policy that we employ (recall that we assume an unbiased validation set - even if small - is available). Figure 9 visualizes the evolution of the hyperparameters \( \alpha \) and \( \beta \) while searching for possible configurations. In this setting, \( \alpha \) represents the most dangerous term, as it enforces decorrelation among samples with the same class, conflicting with the cross-entropy term. However, the optimization process drivers \( \alpha \) towards 0, making it effectively non-influential on the loss term. On the other hand, the entangling term \( \beta \) does not bring any contribution to the learning process: it is, in fact, useless as there is full alignment between target and bias labels, hence \( B(i) = \emptyset \). A possible scenario in which \( \beta \) would not have
null influence is if we do not impose \( t_i = b_i \). We explore the extreme setting by assigning a random value to \( b_i \) for every sample \( i \). The results are reported as random in Table VI. In this case, it is possible to observe a drop in performance with respect to the baseline. However, we argue that random pseudo-labels would be the result of poor representations due to possibly underfitting models or lack of sufficient training data - which, in a practical setting, would be a more pressing issue.

C. Complete derivations for Section V-B

In this section we present the full derivations of the theoretical results.

1) Derivation of Eq.(13): Let (12), we can write the conditional entropy

\[
H_{\text{perf}}(B|Y) = - \sum_{i=1}^{N_T} P(y_i) \sum_{j=1}^{N_T} P(b_j|y_i) \log_2 [P(b_j|y_i)]
\]

\[
= - \frac{1}{N_T} \sum_{i=1}^{N_T} \sum_{j=1}^{N_T} P(b_j|y_i) \log_2 [P(b_j|y_i)]
\]

\[
= - \frac{1}{N_T} \left\{ \left[ \log_2 (1 - \rho) \right] \delta_{ij} + \left[ \frac{1 - \rho}{N_T - 1} \log_2 \left( \frac{1 - \rho}{N_T - 1} \right) \right] \delta_{ij} \right\}
\]

\[
= - \frac{1}{N_T} \left\{ N_T \cdot [\log_2(\rho)] + (N_T^2 - N_T) \cdot \left[ \frac{1 - \rho}{N_T - 1} \right] \right\}
\]

\[
= - \rho \cdot \log_2(\rho) - \{(1 - \rho) \cdot [\log_2(1 - \rho) - \log_2(N_T - 1)]\}
\]

\[
= - \rho \cdot \log_2(\rho) - \log_2(N_T - 1) - \rho \cdot \log_2(N_T - 1) + \rho \cdot \log_2(N_T - 1)
\]

\[
= \rho \cdot \log_2 \left[ \frac{1 - \rho}{N_T - 1} \right] + \log_2 \left( \frac{N_T - 1}{1 - \rho} \right)
\]

\[
\log_2 \left[ \frac{1 - \rho}{N_T - 1} \right] + \log_2 \rho
\]

\[
= - \log_2 \rho \left[ \frac{1 - \rho}{\rho(N_T - 1)} \right]^{1 - \rho}
\]

Once we have the conditional entropy, we can compute the mutual information

\[
I_{\text{perf}}(B, Y) = H(B) - H_{\text{perf}}(B|Y)
\]

\[
= \log_2 N_T + \log_2 \rho \left[ \frac{1 - \rho}{\rho(N_T - 1)} \right]^{1 - \rho}
\]

from which, exploiting (12), we can obtained the normalized mutual information

\[
\hat{I}_{\text{perf}}(B, Y) = \frac{2 \cdot I_{\text{perf}}(B, Y)}{H(B) + H(Y)}
\]

\[
= \frac{2 \cdot \left\{ \log_2 N_T + \log_2 \rho \left[ \frac{1 - \rho}{\rho(N_T - 1)} \right]^{1 - \rho} \right\}}{2 \cdot \log_2 N_T}
\]

\[
= 1 + \log_{N_T} \left\{ \rho \left[ \frac{1 - \rho}{\rho(N_T - 1)} \right]^{1 - \rho} \right\}
\]

\[
= \log_{N_T} \left\{ N_T \rho \left[ \frac{1 - \rho}{\rho(N_T - 1)} \right]^{1 - \rho} \right\}
\]

2) Derivation of (16): Let the marginal as in (15). Following the definition of mutual information, we can write

\[
I(B, Y) = \sum_{i,j} P(b_j, y_i) \log_2 \left( \frac{P(b_j, y_i)}{P(b_j)P(y_i)} \right)
\]

\[
= \frac{1}{N_T} \left\{ N_T \cdot [\rho(1 - \varepsilon) + \phi(1 - \rho)] \cdot \log_2(N_T \cdot [\rho(1 - \varepsilon) + \phi(1 - \rho)]) + \log_2 \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \cdot \log_2 \left[ \frac{N_T \cdot [(1 - \phi)(1 - \rho)]}{N_T - 1} \cdot \rho \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \right] \right\}
\]

\[
= \log_2 \left[ \rho(1 - \varepsilon) + \phi(1 - \rho) \right] \cdot \log_2 \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \cdot \log_2 \left[ \frac{N_T \cdot [(1 - \phi)(1 - \rho)]}{N_T - 1} \cdot \rho \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \right]
\]

\[
= \log_2 \left[ \rho(1 - \varepsilon) + \phi(1 - \rho) \right] \cdot \log_2 \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \cdot \log_2 \left[ \frac{N_T \cdot [(1 - \phi)(1 - \rho)]}{N_T - 1} \cdot \rho \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \right]
\]

\[
= \log_2 \left[ \rho(1 - \varepsilon) + \phi(1 - \rho) \right] \cdot \log_2 \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \cdot \log_2 \left[ \frac{N_T \cdot [(1 - \phi)(1 - \rho)]}{N_T - 1} \cdot \rho \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \right]
\]

\[
= \log_2 \left[ \rho(1 - \varepsilon) + \phi(1 - \rho) \right] \cdot \log_2 \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \cdot \log_2 \left[ \frac{N_T \cdot [(1 - \phi)(1 - \rho)]}{N_T - 1} \cdot \rho \left[ \frac{N_T - 1}{N_T - 2 + \rho} \right] \right]
\]
Similarly to how been done in Sec.C1, we can obtain the normalized mutual information
\[
\hat{I}(B, Y) = \frac{2 \cdot I(B, Y)}{H(B) + H(Y)} = \frac{I(B, Y)}{\log_2 N_T}
\]
which in this case results in a simple change of base for the logarithms in (19).

3) Derivation of biasedness/unfairness: Using the theoretical model presented in Section V-A, we can compute \( \phi \) by rewriting of Eq. 15 in order to derive it. First, for easier readability, we explicitly enumerate the cases given by the kronecker deltas of Eq. 15:

\[
P(b, y) = \begin{cases} 
\frac{1}{N_T} \left[ \rho (1 - \varepsilon) + \phi (1 - \rho) \right] & \text{if } b = y \\
\frac{1}{N_T} \left[ (1 - \phi)(1 - \rho) + \frac{\rho \varepsilon}{N_T - 2 + \rho} \right] & \text{if } b \neq y 
\end{cases}
\]

From this, we can rewrite each case in order to obtain the bias tendency \( \phi_{b, y} \) for each \( b \) and \( y \):

\[
\phi_{b, y} = \begin{cases} 
\frac{N_T}{1 - \rho} \left[ P(b, y) - \frac{\rho (1 - \varepsilon)}{1 - \rho} \right] & \text{if } b = y \\
\frac{1}{1 - \rho} \left[ N_T - N_T + \varepsilon \frac{\rho (N_T - 1)}{(1 - \rho)(N_T - 2 - \rho)} \right] & \text{if } b \neq y 
\end{cases}
\]

Note that, by doing so, we are actually computing multiple \( \phi \) values, as a function of \( b \) and \( y \), while in Eq. 15 we assume the values to be constant (i.e. the bias tendency is the same independently from the value of \( b \) and \( y \) considered). In our experiments, to account for the assumptions we make \( (\varepsilon = 0) \) and for measurements errors due to the stochastic nature of the training, we clip the measured joint probability between \( \left[ \frac{\rho}{N_T}; \frac{1}{N_T} \right] \) for the diagonal values \( (b = y) \), and between \( \left[ 0; \frac{1}{N_T (N_T - 1)} \right] \) for the off-diagonal values \( (b \neq y) \). This ensures that the computed \( \phi_{b, y} \) lies between the valid range \( [0; 1] \).

Finally, we can compute the global \( \phi \) by averaging all the \( \phi_{b, y} \):

\[
\phi = \frac{1}{N_B N_T} \sum_{b, y} \phi_{b, y}
\]

where \( N_B \) is the number of bias classes.