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ABSTRACT

In this thesis, we introduce Greenformers, a collection of model efficiency methods to improve the model efficiency of the recently renowned transformer models with a low-rank approximation approach. The development trend of deep learning models tends to results in a more complex and larger model. Although it leads to a better and more accurate prediction, the resulting model becomes even more costly, as it requires weeks of training with a huge amount of GPU resources. Particularly, the size and computational cost of transformer-based models have increased tremendously since its first debut in 2017 from ~100 million parameters up to ~1.6 trillion parameters in early 2021. This computationally hungry model also incurs a substantial cost to the environment and even reaches an alarming level of carbon footprint. Some of these models are so massive that it is even impossible to run the model without a GPU cluster.

Greenformers improve the model efficiency of transformer models by applying low-rank approximation approaches. Specifically, we propose a low-rank factorization approach to improve the efficiency of the transformer model called Low-Rank Transformer.
We further compare our model with an existing low-rank factorization approach called Linformer. Based on our analysis, the Low-Rank Transformer model is suitable for improving both the time and memory efficiency in processing short-sequence (≤ 512) input data, while the Linformer model is suitable for improving the efficiency in processing long-sequence input data (≥ 512). We also show that Low-Rank Transformer is more suitable for on-device deployment, as it significantly reduces the model size. Additionally, we estimate that applying LRT to the existing BERT\textsubscript{BASE} model can significantly reduce the computational, economical, and environmental costs for developing such models by more than 30% of its original costs.

Our Low-Rank Transformer can significantly reduce the computational time and memory usage on the speech recognition task. Specifically, our Low-Rank Transformer can halve the size of the model and increase the speed by up to 1.35x in the GPU and 1.25x in the CPU while maintaining the performance of the model compared to the original transformer model. Our finding suggests that transformer models tend to be over-parameterized and our Low-Rank Transformer can help to mitigate the over-parameterization problem, yielding a more efficient model with a better generalization.

Additionally, we extend the possibility of applying a low-rank approximation approach to a genomics study for Alzheimer’s disease risk prediction. We apply sequence modeling techniques with the Linformer model to predict Alzheimer’s disease in the Chinese cohort. We define our problem as a long sequence classification problem with various lengths up to ∼33,000 nucleotides long. Our result shows that Linformer models with Subword Tokenization can process very long sequence data and boost the evaluation performance by up to ∼5% AUC compared to the existing FDA-approved risk scoring model and other deep learning variants. Based on our analysis, we further conclude that the choice of tokenization approach can also provide a huge computation and memory efficiency as much as the efficient model approach, which makes consideration of choosing tokenization approach more prominent for developing a more efficient transformer model.
CHAPTER 1

Introduction

1.1 Motivation and Research Problems

Starting from AlexNet [57] in 2012, deep learning models such as convolution neural network, recurrent neural network, and transformer have made significant progression in various fields. Along with its remarkable adoption and growth, the computational cost required for developing a deep learning model also rises significantly at an unprecedented rate. From 2012 to 2018, the computational cost required is estimated to increase by 300,000x [95]. From 2018 onward, the development of the transformer-based NLP model has shown an even sharper trend. Starting with ELMo [84] with 100M parameters in 2018, followed by BERT [25] with 340M parameters and [88] with 1.5B parameters in 2019. Recently, two other gigantic models have been released: 1) GPT-3 [12] with 175B parameters and 2) Switch Transformer [28] with 1.6T parameters. This enormous model size requires a huge amount of computational cost. This computationally hungry model also incurs a substantial cost to the environment and even reaches an alarming level of carbon footprint [100]. Some of these models are so massive that it is even impossible to run the model in real-time without a GPU cluster.

As shown in Table 1.1, the growing trend of transformer-based models is so massive. Within just 3 years, the computational cost for training the most massive transformer-based model has increase by around 20,000 times from 0.181 petaflop/s-day for training the TransformerBIG [110] model to 3,640 petaflop/s-day for training the GPT-3 [12] model. This enormous computational cost leads to a massive increase in terms of computation cost, economic cost, and CO₂ emission. For instance, in 2017, the price of developing the original transformer models is less than $1,000 USD with less than 100 kg of CO₂ emission. While in 2020, GPT-3 model costs around $4,600,000 USD with about 552 tons of CO₂ emission. This massive growth of computational requirement of developing a
Table 1.1. Cost of training a transformer-based model.  

1Hernandez et al (2020) \[42\].  
2Aßenmacher et al. (2019) \[3\].  
3Brown et al (2020) \[12\].  
4Strubell et al (2019) \[100\].  
⋆ is estimated based on the computational cost comparison to the BERT$_{\text{BASE}}$ model.  
† is retrieved from \[1\].

A transformer-based model is concerning and has attracted considerable attention in recent years.

Several responses have been made to address this problem and raise people’s awareness to improve the efficiency of a deep learning model and reduce the overall carbon footprint. SustainNLP is a shared task \[111\] released with the goal of building energy-efficient solutions for the NLP model. Schwartz et al. \[95\] explored a methodology to measure efficiency and introduce the term Green AI which refers to AI research that focuses on increasing computational efficiency. Dodge et al. (2019) \[26\] introduces a method for estimating the model performance as a function of computation cost. Strubell et al. (2019) analyzes the expected carbon footprint of NLP research and provide actionable suggestions to reduce computational costs and improve equity. Hernandez et al. (2020) \[42\] shows the importance of both hardware and algorithmic efficiency in reducing the computational cost of developing a deep learning model and provide recommendations for reporting modeling efficiency in AI research. Recent benchmarks\[105, 114, 14\] are also considering the model efficiency as one of the metrics to compare the models listed on the benchmarks.

Different efforts have been done to improve the hardware and algorithm efficiency of developing a deep learning model. As shown in Table 2 in Hernandez et al. (2020) \[42\], 44x less computation cost is required to achieve the same level of performance as AlexNet. While the architectural shift from recurrent neural network models such as

\[1\]https://lambdalabs.com/blog/demystifying-gpt-3/
| Method               | Require Prior Model | Training Efficient | Fine-Tuning Efficient | Inference Efficient |
|---------------------|---------------------|--------------------|-----------------------|---------------------|
| Distillation        | ✓                   | x                  | x/✓                   | ✓                   |
| Pruning             | ✓                   | x                  | x/✓                   | ✓                   |
| Quantization        | ✓                   | x                  | x                     | ✓                   |
| Fast Adaptation     | x/✓                 | x                  | ✓                     | x                   |
| Data Cleansing      | x                   | ✓                  | ✓                     | x                   |
| Distributed Training| x                   | ✓                  | ✓                     | ✓                   |
| Mixed-Precision     | x                   | ✓                  | ✓                     | ✓                   |
| Efficient Model     | x                   | ✓                  | ✓                     | ✓                   |

Table 1.2. Comparison of different efficiency methods

Seq2seq [102] and GNMT [49] to transformer model [110] leads to an increase of computational efficiency by 61x and 9x respectively. All these improvements are made possible through numbers of efficiency methods such as distillation [43, 124, 101], pruning [61, 40, 66, 39, 51, 121], quantization [46, 124, 5], fast adaptation [29, 120, 117], data cleansing [64, 56, 7], distributed training [6, 91, 90], mixed-precision [75], and efficient model [96, 20, 116, 118, 103, 112, 52, 18].

As shown in Table 1.2, depending on when it is applied, an efficiency method can provide different effects to the computational cost on different modeling phases. Distillation, pruning, and quantization can reduce the computational cost drastically during the inference phase, but these methods require having a prior model which makes the overall training cost higher. For distillation and pruning, the fine-tuning process could also become more efficient as the distillation and pruning can be applied beforehand. Mixed-precision and efficient models decrease the computational cost during both training, fine-tuning, and inference. Nevertheless applying mixed-precision during inference might produce a slight inconsistent prediction as a result of rounding error. Unlike the other approaches, fast adaptation, data cleansing, and distributed training do not reduce the computational cost of the model, but these approaches can reduce the actual training time during the training and/or fine-tuning in different ways. Fast adaptation methods allow the model to learn a representation that can quickly adapt to a new task, hence requiring only a fraction of data in the fine-tuning phase. Data cleansing makes training and fine-tuning phases more efficient by reducing the number of samples to be trained by the model. Recent development in distributed training [6, 91, 90] allows better resource al-
location and distribution strategy which ends up with significant memory reduction and faster training time.

In this thesis, with the spirit to alleviate the enormous cost of developing transformer-based models, we introduce Greenformers. Greenformers is a collection of efficient methods for improving the efficiency of the transformer model in terms of computation cost, memory cost, and/or the number of parameters. We focus our Greenformers on improving the transformer model efficiency with low-rank approximation methods as low-approximation can not only greatly improve both computational and memory efficiency, but also reducing the number of the model parameters significantly. Specifically, we explore two different two low-rank model variants to increase the efficiency of a transformer-based model: 1) low-rank factorized linear projection transformer called low-rank transformer (LRT) [116] and 2) low-rank factorized self-attention transformer called Linformer [112]. For LRT, we conduct our experiment on speech recognition tasks where we utilize low-rank approximation to factorize the model parameters. With this approach, the model size and computational cost can be decreased significantly, yielding a more efficient speech recognition model. For Linformer, we conduct our experiment on long-sequence genomics data. Specifically, we experiment on Alzheimer’s disease risk prediction in the Chinese cohort. In this task, given a long genomics sequence, our goal is to predict the risk of the subject of getting Alzheimer’s disease. We formulate this task as a sequence classification task with an input sequence length of ~30,000 long. We evaluate our approach by comparing the result with the existing FDA-approved risk-scoring biomarkers. Additionally, we conduct deeper analysis to analyze the efficiency of our low-rank transformer variants compared to the original transformer model and provide insights on which low-rank variant works best given a certain input characteristic.

1.2 Thesis Outline

The contents of this thesis are focused on the application of efficient modeling techniques for transformer models via low-rank approximation. The rest of the thesis is divided into four chapters and organized as follows:

- Chapter 2 (Preliminaries and Related Work) introduces the background and impor-
tant preliminaries and related works on transformer model, efficiency methods, and low-rank matrix approximation.

- Chapter 3 (Efficient Transformer Model via Low-Rank Approximation) presents two low-rank transformer variants that reduce the memory usage and computational cost of the original transformer model.

- Chapter 4 (Low-Rank Transformer for Speech Recognition) shows the effectiveness of low-rank transformer models in speech recognition tasks.

- Chapter 5 (Linformer for Alzheimer’s Disease Risk Prediction) shows the applicability of the efficient Linformer model on long-genome understanding tasks for predicting Alzheimer’s disease in the Chinese cohort.

- Chapter 6 (Conclusion) summarizes this thesis and the significance of the low-rank approximation in transformer models and discusses the possible future research directions.
CHAPTER 2

Preliminaries and Related Work

2.1 Transformer Model

![Transformer model encoder-decoder architecture.](image)

Transformer is a neural network architecture based on the attention mechanism. Compared to the recurrent neural network (RNN) [37], the transformer model can process a sequence in parallel which enables the model to take full advantage of modern fast computing devices such as TPUs and GPUs. A transformer model consists of a stack of transformer layers where each layer consists of a self-attention and a position-wise feed-forward network. To avoid gradient vanishing two residual connections are added, one after the self-attention and another one after the feed-forward network. Normalization layer is also added after the residual connection to stabilize the hidden state which allows the model to converge faster [4]. The aforementioned transformer layer is known as a
There is another kind of transformer layer, i.e., transformer decoder layer, which is very similar to transformer encoder layer with an additional cross-attention in between the self-attention and the feed-forward network. The depiction of transformer encoder layer, transformer decoder layer, and the two types of layer interact is shown in Figure 2.3.

2.1.1 Transformer Components

Scaled Dot-Product Attention  The attention-mechanism in the Transformer is computed with scaled dot-product attention [110, 115]. The scaled dot-product attention accepts a query sequence $Q \in \mathbb{R}^{N \times d_k}$, a key sequence $K \in \mathbb{R}^{N \times d_k}$, and a value sequence $V \in \mathbb{R}^{N \times d_v}$ as its input, and produce an output $O \in \mathbb{R}^{N \times d_v}$. Scaled dot-product attention is done by first finding the similarity of $Q$ and $K$ with a dot-product operation scaled with a factor of $\frac{1}{\sqrt{d_k}}$ to reduce the magnitude, and then apply a softmax operation to get the probability distribution over different locations. The probability distribution is then used as the attention weight of $V$ to get the output sequence $O$. Scaled-dot product attention can be formulated as:

$$\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V$$  \hspace{1cm} (2.1)

Multi-Head Attention  The attention in Transformer is also multi-headed. Multi-head attention split the $d_k$ and $d_v$ in $Q$, $K$, and $V$ into multiple heads $h$ with equal size. For each head, the scaled dot-product attention is applied. The results are then concatenated and projected to get the output $O$. Unlike single-head attention, Multi-head attention allows the model to jointly attend to information from different representation subspaces at different positions [110]. The depiction of scaled dot-product attention and multi-head attention is shown in Figure 2.2.

Position-wise Feed Forward Network  Position-wise feed-forward network is computed after the self-attention in the transformer encoder layer and the cross-attention in the
Figure 2.2. Illustration of scaled dot-product **Left** attention and multi-head attention **Right** transformer decoder layer. Position-wise feed-forward network consists of two linear layers that are applied to each position and with an activation function in between. The original transformer model uses ReLU [79] as the activation function, while more recent pre-trained transformer model such as BERT [25], GPT-2 [88], and GPT-3 [12] use GELU [41] as their activation function which proven to yield a better evaluation performance. Position-wise feed-forward network can be formulated as:

$$\text{FFN}(x) = \text{Act}(xW_1 + b_1)W_2 + b_2$$  \hspace{1cm} (2.2)

where $x$ denotes the input vector, Act denotes the activation function, $W_1$ and $b_1$ denote the weight and bias of the first linear layer, and $W_2$ and $b_2$ denote the weight and bias of the second linear layer.

### 2.1.2 Transformer Layers

**Transformer Encoder and Transformer Decoder** There are two types of transformer layers: 1) Transformer encoder and 2) Transformer decoder. The transformer encoder layer
process the input sequence $X^{\text{enc}}$ in a non-autoregressive way and produce an output sequence $Y^{\text{enc}}$. This allows the transformer encoder layer to be computed in parallel over different sequence positions during both the training and inference. While the Transformer decoder layer process the input sequence $X^{\text{dec}}$ in an autoregressive way which makes the inference step should run sequentially as it produces output for one position for each time step. While the training process can be done in parallel by performing autoregressive masking when the attention is computed.

**Self-Attention and Cross-Attention** As shown in Figure 2.3, the transformer encoder layer only has a self-attention while the transformer decoder layer consists of two different kinds of attention, i.e, self-attention and cross-attention. On the self-attention mechanism, the $Q$, $K$, and $V$ sequences are generated by a learned projections weight $W^Q$, $W^K$, and $W^V$ from the input sequence, respectively. While in the cross-attention, the query sequence $Q$ is generated from the decoder input $X^{\text{dec}}$ and the key and value sequences, $K$ and $V$, are generated from the encoder output $Y^{\text{enc}}$.

### 2.2 Efficient Transformer

Transformer model has shown a great performance in many different fields [20, 73, 119, 115, 82]. Aside from its great progression, the improvement usually comes with an increase in the size of the model which yields a much larger model and more expensive computation and memory requirements [25, 88, 97, 28, 12]. Multiple efficiency methods have been developed to improve the efficiency of a deep learning model. Some efficiency methods are architecture-independent, while some others are more specific. Several efficiency methods can also be used in conjunction with other types of efficiency methods. In the following section, we will briefly describe each of the general efficiency methods and then provide a deeper explanation of architecture-specific transformer efficiency methods.

#### 2.2.1 General Efficiency Methods

As shown in Figure 4.3 in general, an efficiency method can be divided into four categories based on where the efficiency takes place: 1) inference efficiency, 2) fine-tuning
Figure 2.3. Efficiency Methods for Transformer. In this thesis we focus on architecture-specific low-rank approximation method for transformer model.

efficiency, 3) training efficiency, and 4) All-phases efficiency.

Figure 2.4. Methods for inference efficiency. (a) Distillation [17]. (b) Pruning [17], (c) Quantization [50]

Inference efficiency. Inference efficiency methods such as distillation [43, 94, 101, 17], pruning [66, 121, 40, 92, 39, 39, 17], and quantization [46, 124, 5, 50] can be used for improving the efficiency during the inference phase by reducing the model size during the fine-tuning process. Recent approaches [101, 121] introduce a task-agnostic distillation and pruning which can further improve the efficiency during the fine-tuning phase. Distillation reduces the model size by generating a smaller student model which is taught by the pre-trained teacher model. Pruning reduces the model size by removing unimportant
connections according to a criterion such as based on its magnitude \[92\]. Quantization decreases the model size by quantizing the 32-bit floating-point parameters into a lower bit-depth such as 8-bit integer quantization \[46\], 3-bit quantization in Ternary BERT \[124\], and 2-bit quantization in Binary BERT \[5\]. The illustration for distillation, pruning, and quantization is shown in Figure 2.4.

**Fine-tuning efficiency** Although the goal of fast adaptation or few-shot learning methods \[29, 120, 117\] is to improve model generalization of the model, these approaches also help to improve the efficiency on the fine-tuning phase as it only allows the model to be trained with only a tiny amount of data during the fine-tuning. Fast adaptation is done by learning a representation that can generalize well over different tasks by optimizing the model on multiple tasks with a meta-learning approach \[29\]. Nevertheless, this method requires building a prior model which incurs some additional cost to build the model beforehand.

**Training efficiency** Training efficiency methods improve the model efficiency in both pre-training and fine-tuning phases. There are two different approaches to achieve training efficiency: 1) data cleansing and 2) distributed training. Data cleansing approaches \[64, 56, 7\] improve the efficiency during the training and fine-tuning phase by removing data point that is considered as unimportant based-on a certain criterion. While, recent distributed training approaches \[6, 91, 90\] allow better resource allocation and distribution strategy which significantly reduces the memory usage and enables faster training and fine-tuning. Figure 2.5 shows the distributed training allocation with different DeepSpeed ZeRO \[90\] configurations compared to the normally distributed training allocation approach.

**All-Phases efficiency** There are two methods that can provide efficiency across all phases, i.e, mixed-precision and efficient model. mixed-precision \[75\] is mostly used to decrease the computational cost mainly during both training, fine-tuning by reducing the bit-depth of the model parameter similar to the quantization approach. But unlike quantization which reduces the bit-depth from 32-bit floating point to lower bit integer, mixed-precision
only reduces the precision of floating-point from 32-bit to 16-bit and only changes the bit-depth on certain layer types. Although mixed-precision is mainly used only on training and fine-tuning, it can also be applied on the inference phase, although it might yield an erroneous prediction due to the effect of rounding error. While, model efficiency can describe any architectural model efficiency methods such as sparse computation, low-rank approximation, kernel methods, and many others. A more specific description of the transformer model efficiency approach is elucidated in Section 2.2.2.

### 2.2.2 Efficient Transformer

In the recent years, many research works have tried to build an efficient variant of the transformer model. Extending from Tay et al. (2020) [107], we categorized different model-based efficiency approaches for transformer model into six categories as shown in Figure 4.3, i.e., kernel method, fixed/random pattern, learnable pattern, recurrence, memory, and low-rank approximation.

**Kernel Method**  Kernel methods [67] [52] reformulate the scaled dot-product attention mechanism by applying kernel tricks which allows the model to avoid a costly $N \times N$ softmax operation. Kernel methods rewrite the scaled dot-product attention in the fol-
lowing way:

\[
\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\] (2.3)

\[
\text{Attention}(Q, K, V)_k = \frac{\sum_{i=1}^{N} \text{sim}(Q_k, K^T_i)V_i}{\sum_{j=1}^{N} \text{sim}(Q_k, K_j)^T\sqrt{d_k}}
\] (2.4)

\[
\text{Attention}(Q, K, V)_k = \frac{\sum_{i=1}^{N} \phi(Q_k)\phi(K^T_i)V_i}{\sum_{k=1}^{N} \phi(Q_k)\phi(K^T_j)^T\sqrt{d_k}}
\] (2.5)

\[
\text{Attention}(Q, K, V)_k = \frac{\phi(Q)\sum_{i=1}^{N} \phi(K^T_i)V_i}{\phi(Q)\sqrt{d_k} \sum_{j=1}^{N} \phi(K^T_j)^T}
\] (2.6)

\[
\text{Attention}(Q, K, V) = \frac{\phi(Q)(\phi(K^T)V)}{\phi(Q)\sqrt{d_k} \sum_{j=1}^{N} \phi(K^T_j)}
\] (2.7)

Where \(Q \in \mathbb{R}^{n \times d_k}, K \in \mathbb{R}^{n \times d_k}, V \in \mathbb{R}^{n \times d_v}\) denote the query, key, and value sequences, respectively. \(K_i \in \mathbb{R}^{d_k}\) and \(V_i \in \mathbb{R}^{d_v}\) denotes the key and value at position \(i\), \(\text{sim}(.)\) denotes the similarity function which in this case represented as an exponent of the dot-product of the two vectors, and \(\phi(.)\) is the feature map of the function \(\text{sim}\). The kernel trick in Equation 2.5 can be applied with the kernel \(\text{sim}(.)\) and the feature map \(\phi(.)\) as \(\text{sim}(.)\) satisfy the properties of a valid kernel function which has to be symmetric and positive semi-definite.

**Fixed/Random Pattern**  
Fixed/random pattern reduces the time complexity of the attention mechanism by manipulating the attention matrix into a sparse matrix to limit the field of view of the attention to fixed, predefined patterns such as local windows and block patterns with fixed strides which are easily parallelized with GPU and TPU devices. Longformer [10] applies a strided local window pattern. Blockwise transformer [86] and image transformer [82] apply a fix block pattern. ETC [1] combines local window pattern with additional global attention on several tokens. Sinkhorn Transformer [104] uses the block pattern approach to generate a local group. BigBird [123] applies a combination of local window patterns, random patterns, and global patterns on several tokens. The illustration of the random, window, and global attention patterns are shown in Figure 2.7.
Learnable Pattern Similar to fixed/random patterns, the learnable pattern tries to find the sparse attention matrix to reduce the time complexity. Sinkhorn Transformer \cite{104} generates a learnable pattern from a generated local group to sort and filter out some of the groups to reduce the computation cost. Reformer \cite{55} performs a hash-based similarity function called locality sensitivity hashing (LSH) to cluster tokens into several groups and compute the attention locally within each group. Similarly, Routing Transformer \cite{93} cluster tokens into several groups by performing k-means clustering. The depiction of the learnable pattern approach is shown in Figure 2.6.

Recurrence The recurrence method is in some sense similar to the combination of block pattern with local window pattern, as this method computes a segment-level recurrence to connect multiple blocks of sequence. Transformer-XL \cite{21} provides a segment-level recurrence mechanism that allows the current segment to attend to the previous segment. Com-
Compressive Transformer [89] extends Transformer-XL capability to attend to long-distance past segments by encoding the past segment into a fine-grained memory segment. The illustration of Transformer-XL and Compressive Transformer are shown in Figure 2.8.

**Memory** A memory approach leverages a side memory module that can access multiple tokens at once. A global token is common for the memory approach which can be seen as a form of memory that can access the entire sequence. The global token is incorporated in Set Transformer [63], ETC [1], Longformer [10], and Bigbird [123]. Compressive Transformer [89] uses a form of memory module to encode the past segments. While the k-means centroids in the Routing Transformer can also be seen as a parameterized memory module that can access the entire sequence.

**Low-Rank Approximation** Low-rank approaches reduce the computational cost and memory usage by leveraging low-rank approximation on the parameters or activations of the model. Low-rank transformer (LRT) [116] reduces the computational cost of a transformer model by performing low-rank approximation on the weight of the linear layer inside the transformer model. Although LRT does not reduce the space and time complexity of the model, it improves the efficiency by significantly shrink down the model parameters. Linformer [112] reduces the space and time complexity of the attention mechanism from $O(n^2)$ to $O(n)$ with low-rank approximation to the $N \times N$ attention matrix. Linformer projects the sequence length of the key and value sequence to a lower-dimensional space. More detail on LRT and Linformer model is described in Chapter 3.
2.3 Low-Rank Approximation and Matrix Factorization

We denote a real-valued matrix \( M \in \mathbb{R}^{m \times n} \) with rank \( r, r \leq \min(m, n) \). A low-rank approximation of \( M \) is denoted as \( \hat{M} = UV^T \) where \( U \in \mathbb{R}^{m \times k} \), \( V \in \mathbb{R}^{k \times n} \), and \( k \ll \min(m, n) \). Given the matrix \( M \), such factorization can be estimated by solving a minimization problem where the cost function is the measure of fitness of between the matrix \( M \) and the product of the low-rank matrices \( \hat{M} \) \[\text{(2.8)}\]. Distance function such as Frobenius norm \( \|X\|_F = \sqrt{\sum_i \sum_j X_{ij}} \) is often use to solve the minimization problem. We can define the minimization problem as:

\[
\hat{M} = \arg\min_{\hat{M}} \|M - \hat{M}\|_F \quad \text{(2.8)}
\]

\[
(U, V) = \arg\min_{U, V} \|M - UV^T\|_F \quad \text{(2.9)}
\]

The quadratic minimization problem can be solved through different methods such as singular value decomposition (SVD) \[\text{(35)}\] or non-negative matrix factorization (NMF) \[\text{(62)}\]. Additionally, recent works in matrix factorization \[\text{(58, 60, 33, 78)}\] apply weight factorization to the model parameter before the model is trained and yield a comparable or even better result with fewer parameters and computational cost.

2.3.1 Singular Value Decomposition

SVD is an iterative approach to SVD decomposes a given a matrix \( M \in \mathbb{R}^{m \times n} \) with rank \( r \) into \( M = U\Sigma V^T \) where \( U \in \mathbb{R}^{m \times m} \) is called as left-singular vectors, \( V \in \mathbb{R}^{n \times n} \) is called as right-singular vectors, and \( \Sigma \in \mathbb{R}^{m \times n} \) is a diagonal matrix consisting the singular values of the matrix \( M \) on its first \( r \) diagonal and 0 otherwise. In this form, SVD is useful for many applications in linear algebra including calculating pseudo inverse, solving least-square system, and determining the rank, range, and null space of the matrix.

With the low-rank approximation, we can instead perform SVD with a pre-defined rank \( k \) which denotes the number of \( k \)-highest singular values to consider and produce a much smaller \( U, V, \) and \( \Sigma \) matrices. Based on Eckart-Young theorem, the best rank-\( k \)
SVD approximation to a matrix $M$ in Frobenius norm is attained by $B = u_i \sigma_i v_i$ and its error is $\|M - B\|_F = \sqrt{\sum_{i=k+1}^{r} \sigma_i^2}$ where $u_i$ is the column vector of matrix $U$, $v_i$ is column vector of matrix $V$, and $\sigma_i$ is diagonal entry of $\Sigma$. To get two matrices as defined before, we can simply apply the dot-product of $U \Sigma$ as the first matrix and use the $V$ as the second matrix. The rank-$k$ SVD approximation can also be used for denoising data as it removes the eigenvectors with smaller eigenvalues which can be considered as noise [38]. The depiction of SVD and rank-$k$ SVD approximation is shown in Figure 2.9.

2.3.2 Non-negative Matrix Factorization

NMF is another factorization method which factorize a matrix $V \in \mathbb{R}^{m \times n}$ into $V = WH$ where $W \in \mathbb{R}^{m \times p}$, $H \in \mathbb{R}^{p \times n}$, and $p << \min(m, n)$. Unlike SVD, NMF imposes non-negative constraint to all three matrices [113]. There are several solvers to find $W$ and $H$ for NMF and the most common method is called multiplicative update rule [62]. In multiplicative update rule, $W$ and $H$ are initialized with non-negative values and then iteratively performs element-wise update to $H$ and $W$ with the following equations:
The iterative update runs until it is stable or a certain pre-defined stopping criterion such as maximum iteration count is reached. A depiction of NMF factorization is shown in Figure 2.10.

NMF algorithms can be divided into 4 categories: Basic NMF (BNMF), Constrained NMF (CNMF), Structured NMF (SNMF), and Generalized NMF (GNMF). CNMF imposes some additional constraints as regularization to the BNMF. SNMF enforces other characteristics or structures in the solution to the NMF learning problem of BNMF. While, GNMF generalizes BNMF by breaching the intrinsic non-negativity constraint to some extent, or changes the data types, or alters the factorization pattern. Each NMF category is further divided into several subclasses as shown in Figure 2.11.

### 2.3.3 Pre-Training Low-Rank Matrix Factorization

Both SVD and NMF require the information of the matrix $M$ to be known for the methods to take place. This means that both SVD and NMF can only be applied to factorize the weight matrix of the model once the training process is completed. This limits the applicability of the low-rank method to only increase the efficiency of the inference phase. Other works in low-rank matrix factorization explore the possibility to perform low-rank
factorization to the weight matrix of the model before training the model. Specifically, given a transformation layer of the form \( y = f(xW) \), where \( x \) is an \( d_{in} \)-dimensional input, \( y \) is an \( d_{out} \)-dimensional output, and \( W \in \mathbb{R}^{d_{in} \times d_{out}} \) is the weight matrix of the function \( f \), we can decrease the number of the parameters of function \( f \) by expressing \( W \) as the product of two smaller matrices \( W = UV \), where \( U \in \mathbb{R}^{d_{in} \times k} \), \( V \in \mathbb{R}^{k \times d_{out}} \), and \( k << \min(d_{in}, d_{out}) \). By choosing a small \( k \), we can achieve a substantial reduction in the number of parameters, memory usage, and computation cost. We call this method as in-training low-rank factorization method.

With the in-training low-rank factorization, we can simply replace \( W \) with two smaller matrices \( U \) and \( V \) and compute derivatives for \( U \) and \( V \) instead of \( W \) during the training. This approach has been explored in the previous work [23] with a multi-layer perceptron network and their experimental results suggest that this approach is very unstable and lead to a higher error rate. Nevertheless, more recent works [58, 116, 60, 33, 78] apply similar methods to different model architecture to reduce the model parameters and reduce its computational cost. These works suggest that training more advance neural network model architectures, such as CNN and RNN, with randomly initialized low-rank factorized weight matrix can result in a factorized model that works as good as the non-factorized counterpart while gaining a significant reduction in terms of the number of parameters, computational cost, and memory usage.
CHAPTER 3

Greenformers: Efficient Transformer Model via Low-Rank Approximation

In this chapter, we explore two Greenformers models that apply low-rank approximation to the transformer model: 1) low-rank approximation on the linear layer of the transformer model, and 2) low-rank approximation on the self-attention mechanism of the transformer model. We called the first variant as Low-Rank Transformer (LRT) [116], while the second variant as Linformer [112]. Both variants can help to improve the efficiency of the transformer model significantly and we conduct a study on these two variants to get a better understanding of the drawbacks of each model and find the best condition to utilize each model.

We conduct a thorough analysis to compare the efficiency of the original transformer model, LRT, and Linformer. We compare the three variants in terms of memory usage and computational cost on different characteristics of the input sequence. We further analyze the effect of low-rank factor $r$ on the efficiency improvement of LRT and Linformer compared to the baseline transformer model. Lastly, we conclude our analysis by presenting the benefits and limitations of each low-rank transformer model and provide a recommendation of the best setting to use each model variant.

3.1 Methodology

3.1.1 Low-Rank Transformer: Efficient Transformer with Factorized Linear Projection

To reduce the computational cost of the transformer model [110], we extend the idea of the in-training low-rank factorization method [58, 33, 23] and introduce the low-rank variant of the transformer model called LRT. Specifically, we apply low-rank matrix factorization to the linear layers in a transformer model. We call the factorized linear layer as linear
encoder-decoder (LED) unit. The matrix factorization is applied by approximating the matrix $W \in \mathbb{R}^{m \times n}$ in the linear layer using two smaller matrices, $E \in \mathbb{R}^{m \times r}$ and $D \in \mathbb{R}^{r \times n}$ such that $W \approx E \times D$. The matrix $W$ requires $mn$ parameters and $mn$ FLOPS, while $E$ and $D$ require $rm + rn = r(m + n)$ parameters and $rm + rn = r(m + n)$ flops. If we choose the rank to be very low $r << m, n$, the number of parameters and FLOPS in $E$ and $D$ are much smaller compared to $W$. The design of our LED unit is shown in Figure 3.2 (Left).

As shown in Figure 3.1, our proposed LRT model consists of $N$ layers of the LRT encoder to refine the low-level input features into higher-level features, and $M$ layers of the LRT decoder to generate the output sequence. Each LRT encoder layer consists of low-rank multi-head attention (LRMHA) layer followed by a low-rank feed-forward (LRFF) layer. While each LRT decoder layer consists of a masked LRMHA layer that uses causal masking to prevent attention to the future time-step, followed by an LRMHA layer to perform a cross-attention mechanism with the output from the LRT encoder, and followed by an LRFF layer.

**Low-Rank Multi-Head Attention**

To reduce the computational in the multi-head attention layer, we introduce LRMHA layer. We apply low-rank approximation to LRMHA by factorizing the query projection...
Figure 3.2. Low-Rank Transformer Unit. Left: Linear Encoder-Decoder (LED), Center: Low-Rank Multi-head Attention (LRMHA), and Right: Low-Rank Feed-forward (LRFF). [116]

layers $W_i^Q \in \mathbb{R}^{d_{\text{model}} \times d_k}$, key projection layers $W_i^K \in \mathbb{R}^{d_{\text{model}} \times d_k}$, value projection layers $W_i^V \in \mathbb{R}^{d_{\text{model}} \times d_v}$, and the output projection layer $W^O \in \mathbb{R}^{d_v \times d_{\text{model}}}$. As shown in Figure 3.2 (Center), our LRMHA layer accepts a query sequence $Q$, a key sequence $K$, and a value sequence $V$. Similar to the original transformer model, we add a residual connection from the input query sequence $Q$ with the result from the output projection. Specifically, we formulate our LRMHA layer as follow:

$$\text{Attention}(Q, K, V) = \text{Softmax} \left( \frac{QK^T}{\sqrt{d_k}} V \right), \quad (3.1)$$

$$h_{d_i} = \text{Attention}(QE_i^QD_i^Q, KE_i^KD_i^K, VE_i^VD_i^{V}), \quad (3.2)$$

$$f(Q, K, V) = \text{LayerNorm}(\text{Concat}(h_1, \ldots, h_{H})E^O D^O + Q), \quad (3.3)$$

where $f$ denotes the LRMHA function, $h_i$ denotes the head of $i$, $H$ denotes the number of heads, LayerNorm denotes layer normalization function, Concat denotes concatenation operation between multiple heads, and $E_i^Q \in \mathbb{R}^{d_{\text{model}} \times d_r}$, $D_i^Q \in \mathbb{R}^{d_r \times d_k}$, $E_i^K \in \mathbb{R}^{d_{\text{model}} \times d_r}$, $D_i^K \in \mathbb{R}^{d_r \times d_k}$, $E_i^V \in \mathbb{R}^{d_{\text{model}} \times d_r}$, $D_i^{V} \in \mathbb{R}^{d_r \times d_v}$, $E^O \in \mathbb{R}^{d_v \times d_r}$, $D^O \in \mathbb{R}^{d_r \times d_{\text{model}}}$ are the
low-rank encoder-decoder matrices for query projection $W_i^Q$, key projection $W_i^K$, value projection $W_i^V$ and output projection $W^O$. $d_{\text{model}}$, $d_r$, $d_k$, and $d_v$ denote dimensions of hidden size, rank, key, and value, respectively.

**Low-Rank Feed-Forward**

As shown in Figure 3.2 (Right), LRFF consists of two LED units and a ReLU activation function is applied in between the two LED units. Similar to the original transformer model, a residual connection is added in LRFF by connecting the input sequence $x$ with the output from the second LED unit to alleviate the gradient vanishing issue. Specifically, we define our LRFF unit as follow:

$$g(x) = \text{LayerNorm}(\max(0, xE_1D_1)E_2D_2 + x),$$

where $g$ denotes the low-rank feed-forward (LRFF) function and $E_1 \in \mathbb{R}^{d_{\text{model}} \times d_r}$; $D_1 \in \mathbb{R}^{d_r \times d_{\text{inner}}}$; $E_2 \in \mathbb{R}^{d_{\text{inner}} \times d_r}$; $D_2 \in \mathbb{R}^{d_r \times d_{\text{model}}}$ are the low-rank encoder-decoder matrices for the first and the second LED units respectively.

**3.1.2 Linformer: Efficient Transformer with Factorized Attention Mechanism**

Linformer [112] performs a low-rank approximation on the self-attention mechanism of the transformer model. With this approach, the space and time complexity is reduced from $O(n^2)$ to $O(n)$, thus enabling the model to process an even longer sequences compared to the quadratic-attention mechanism.

As shown in Figure 3.3, Linformer reduces the complexity of attention mechanism by performing low-rank approximation to the self-attention layer of a transformer model. Mathematically, A self-attention layer accepts an input sequence $X \in \mathbb{R}^{n \times d}$ an output another sequence $X \in \mathbb{R}^{n \times d_v}$. In the original transformer model, the input sequence $X$ is first projected into three different sequences: query $Q \in \mathbb{R}^{n \times d_k}$, key $K \in \mathbb{R}^{n \times d_k}$, and value $V \in \mathbb{R}^{n \times d_v}$ by using query projection $W_Q \in \mathbb{R}^{d \times d_k}$, key projection $W_K \in \mathbb{R}^{d \times d_k}$, and value projection $W_V \in \mathbb{R}^{d \times d_v}$, respectively. A scaled-dot product attention is then
applied from the three sequences to produce the sequence Y. The formula for calculating the self-attention mechanism in Transformer is as follow:

$$Q = XW^Q, K = XW^K, V = XW^V$$ (3.5)

$$Y = \text{Softmax}(\frac{QK^T}{\sqrt{d_k}}V)$$ (3.6)

While in Linformer model, after X is projected to Q, K, and V, another projection from $K \in \mathbb{R}^{n \times d_k}$ and $V \in \mathbb{R}^{n \times d_v}$ with $W\hat{K} \in \mathbb{R}^{k \times n}$ and $W\hat{V} \in \mathbb{R}^{k \times n}$, respectively. The projection produces a low-rank key sequence $\hat{K} \in \mathbb{R}^{k \times d_k}$ and a low-rank value sequence $\hat{V} \in \mathbb{R}^{k \times d_v}$. The complete formula for calculating the self-attention mechanism in Linformer is as follow:

$$Q = XW^Q, K = XW^K, V = XW^V$$ (3.7)

$$\hat{K} = W\hat{K}K, \hat{V} = W\hat{V}V$$ (3.8)

$$Y = \text{Softmax}(\frac{Q\hat{K}^T}{\sqrt{d_k}}\hat{V})$$ (3.9)
The additional projection steps reduce the space and time complexity of computing $Y$ from $O(n^2)$ to $O(nk)$ which can also be written as $O(n)$ as $k$ is a constant. If we choose the rank $k$ to be very low $k << n$, the Linformer model could get a huge reduction in terms of both computation time and memory usage.

### 3.2 Experimental Setup

We capture all metrics that impact the efficiency for both training and inference. Specifically, we report 5 efficiency metrics, i.e., 1) the time required to perform forward and backward passes to measure the time efficiency in the training step, 2) the memory usage required to perform forward pass with all of the cached activations for performing backward pass to measure the memory efficiency on the training step, 3) the time required to perform a forward pass without dropout and caching any activations to measure the time efficiency during the inference step, 4) the memory usage required to perform forward pass without caching any activations to measure the memory efficiency on the inference step, and 5) the number of parameters over different low-rank factor $r$ to measure the storage efficiency of the model.

We compare the efficiency of our methods with the standard Transformer model. We benchmark the speed and memory usage on a single 12GB NVIDIA TITAN X (Pascal) GPU card. For the input sequence, we randomly generate data up to a certain sequence length $n$ and calculate each metric averaged across 30 runs each. Similar to [112], when measuring the time efficiency, we select batch size based on the maximum batch size that can fit the GPU memory for the standard transformer model. We fix the hyperparameter for all models to ensure a fair comparison between each model. Specifically, for each model variant, we use 2-layer encoder layers, with hidden dimension of 768, feed-forward size of 3072, and number of heads of 12.

Additionally, we compare the effectiveness between LRT, Linformer, and Transformer models on the MNIST dataset to provide empirical evidence of the effectiveness of the two efficient transformer variations. Following [106], we flatten image data in MNIST from $28 \times 28$ pixels into sequences with a length of 784. We append additional an \[\text{[CLS]}\] token as the sequence prefix. We employ a Transformer model with 4 transformer encoder
layers, model dimension of 256, 8 heads, and feed-forward size of 1024. For LRT and Linformer, we utilize low-rank factorization with rank $r = 64$.

### 3.3 Result and Discussion

#### 3.3.1 Efficiency comparison to Transformer Model
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Figure 3.4. Inference speed up and memory efficiency of LRT (Top) and Linformer (Bottom) compared to the Transformer baseline. (Left) Computation speed up against the Transformer model, $\geq 1$ indicates faster or equal speed and slower otherwise. (Right) Memory usage compared to the Transformer model in percentage. Lower value indicates better memory compression.

We compare the computation and memory efficiency of our models to the Transformer baseline. As shown in Figure 3.4, LRT shows significant improvement in terms of computation cost when the sequence length is $\leq 512$ and rank $\leq 128$. In terms of memory
usage, LRT reduces ~50% of the memory usage when the sequence length is \( \leq 512 \) and rank \( \leq 128 \). While for the Linformer model, we observe a significant speedup and memory reduction when the sequence length is \( \geq 256 \) and achieve even higher speed up when the sequence length is larger due to its linear complexity. We also observe a similar trend for both LRT and Linformer models when simulating the training step with both forward and backward passes. This indicates that LRT is potential as an alternative of Transformer model when the sequence length is short (\( \leq 512 \)) while Linformer is potential as an alternative of Transformer model when the sequence length is \( \geq 512 \).

### 3.3.2 Short and Long Sequence Efficiency

![LRT vs Linformer (log scaled) Comparison](image)

**3.3.2 Short and Long Sequence Efficiency**

#### Speed Up Ratio
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#### Memory Compression Ratio
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Figure 3.5. Speed up (Top) and memory compression (Bottom) ratios of LRT and Linformer. (Left) Ratio in the training step. (Right) Ratio in the Inference step. Negative values indicate LRT yields better speed up or memory compression, while positive values indicate Linformer yields better speed up or memory compression.
As shown in Figure 3.5, the LRT model yields better computation and memory efficiency when the sequence length is \( \leq 256 \), while the Linformer model yields better computation and memory efficiency when the sequence length is \( \geq 1024 \). For sequence length 512, LRT offers faster during the training step and provides better memory compression on the inference step, while Linformer offers a faster inference step and better memory reduction on the training step. Although this depends on the choice of other hyperparameters such as hidden size and number of heads, the trend indicates that the LRT model can improve the efficiency better when the input sequence is short, while the Linformer model can be an efficient alternative when the sequence length is long. With a larger hidden size configuration, we can expect that the efficiency of the LRT model will increase even further. Additionally, as the sequence length of the Linformer model is pre-defined as one of its parameters, it is also worth mentioning that variation of sequence length in the dataset might also affect the training and inference efficiency of the Linformer model.

### 3.3.3 Size Efficiency
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Figure 3.6. Size comparison of LRT, Linformer, and Transformer model across different Rank. We visualize both axis in \( \log_2 \) scale.

Other than computation and memory efficiency, the size of a model is also an important factor to consider for the deployment of a model especially in the on-device setting as it affects the amount of storage and networking cost required to deliver the model. As shown in Figure 3.6, with the additional projection layer, the Linformer model always in-
creases the model size regardless of its rank. On the other hand, the LRT model provides significant size reduction when the rank is small. For instance, with Rank \( r = 64 \), the model size can be reduced up to \(~ \times 8\) smaller and the size increases linearly along with the rank. This means the LRT model is a more viable option for on-device computing compared to Linformer and Transformer models.

### 3.3.4 Effectiveness of LRT and Linformer model

| Model     | #Parameters | Training Acc. | Test Acc. |
|-----------|-------------|---------------|-----------|
| Transformer | 11.2M       | 98.72%        | 96.95%    |
| LRT       | 9.3M        | 99.04%        | 97.31%    |
| Linformer | 11.6M       | 98.89%        | 96.82%    |

Table 3.1. Evaluation comparison between Transformer, LRT, and Linformer models on MNIST dataset

As shown in Table 3.1, both LRT and Linformer models perform as well as the Transformer models with much smaller computing time and memory cost on the MNIST dataset. This suggests that efficiency methods via low-rank approximation, both LRT and Linformer, can significantly improve the efficiency of the model without any loss of evaluation performance. Additionally, the number of parameters for the LRT model can achieve a slightly better score in terms of training and evaluation with much smaller parameters compared to the original Transformer model. This suggests that the bottleneck layer from the low-rank approximation can further improve the generalization of the model which increases the overall score of the low-rank factorized model.

### 3.3.5 Impact of Greenformers

To further see the direct impact of Greenformers’ efficiency methods, we will apply the training efficiency of the LRT model to the existing transformer-based model. As the hyperparameter setting of the transformer model used in the analysis follows \( \text{BERT}_{\text{BASE}} \) model, we can directly apply the training efficiency factor shown in Figure 3.7 to improve the efficiency of the pre-training cost of the \( \text{BERT}_{\text{BASE}} \) model. BERT model is pre-trained for 1,000,000 steps with a sequence length of 128 for 90% of the time and a sequence length
The Training Efficiency of Low-Rank Transformer (LRT) model is depicted in Figure 3.7. The (Left) figure shows the speed up against the Transformer model, where greater than 1 indicates a faster or equal speed and slower otherwise. The (Right) figure illustrates the memory usage compared to the Transformer model in percentage. Lower values indicate better memory compression.

of 512 for the rest 10% of the time. We calculate the overall efficiency factor of the LRT model compared to BERT_BASE model with the following formula:

$$Eff_r = \sum_k P_k E_{k,r}$$

Where $Eff_r$ denotes the overall efficiency running LRT with rank $r$, $P_k$ denotes the percentage of time running pre-training with $k$ sequence long, and $E_{k,r}$ denotes the efficiency factor of running LRT on a sequence with length $k$ and rank $r$. By applying LRT with rank $r = \{32, 64, 128, 256\}$, the model can achieve overall efficiency of 2.63, 2.50, 1.98, 1.48, respectively, which can provide significant computational, economical, and environmental costs reduction as shown in Table 3.2.

| Model       | Low-Rank Factor | Efficiency Factor | Computational Cost (petaflop/s-day) | Economical Cost (USD) | CO₂ emission (kg) |
|-------------|-----------------|-------------------|-------------------------------------|-----------------------|-------------------|
| BERT_BASE   | -               | 1.00              | 2.24                                | $2,074 - $6,912       | 652.3             |
| LRT-BERT_BASE | 256           | 1.48              | 1.52                                | $1,406 - $4686        | 442.2             |
| LRT-BERT_BASE | 128           | 1.98              | 1.13                                | $1,045 - $3484        | 328.8             |
| LRT-BERT_BASE | 64            | 2.50              | 0.90                                | $831 - $2768          | 261.2             |
| LRT-BERT_BASE | 32            | 2.63              | 0.85                                | $789 - $2629          | 248.1             |

Table 3.2. Cost efficiency of applying Low-Rank Transformer to the pre-training phase of BERT_BASE model
3.4 Conclusion

In this chapter, we explore two Greenformers models which apply low-rank approximation to the Transformer model, i.e., Low-Rank Transformer (LRT) and Linformer. We conduct a thorough analysis to assess the efficiency of LRT and Linformer variants compared to the Transformer model. Based on our analysis, we figure out that LRT can be a better alternative to the Transformer model when the sequence length is short ($\leq 512$), while Linformer can be a better alternative when the sequence length is long ($\geq 512$). Linformer efficiency depends on the variation of input size and it is much more efficient when the input size is static. In terms of the number of parameters, we show that LRT is more suitable for on-device applications as it can reduce the storage requirements and the network cost significantly. Additionally, we show that both LRT and Linformer models can perform as well as the Transformer model. Lastly, we show that by applying LRT efficiency methods, we can significantly decrease the cost of training a transformer-based model, BERT. These results demonstrate the importance of applying Greenformers which can reduce the computational, economical, and environmental costs of developing the model without sacrificing the performance of the model in the downstream task.
CHAPTER 4

Low-Rank Transformer for Automatic Speech Recognition

Traditional HMM-based models have been outperformed by end-to-end automatic speech recognition (ASR) models. End-to-end ASR models allow a simpler end-to-end learning mechanism as it provides only a single model structure for replacing learning acoustic, pronunciation, and language models. Furthermore, end-to-end ASR models require only paired acoustic and text data, without additional prior knowledge, such as phoneme set and word dictionary. End-to-end attention-based recurrent neural network (RNN) models such as LAS [16], joint CTC-attention model [53], and attention-based seq2seq model [108] have significantly outperformed the traditional approaches by large margins in multiple speech recognition datasets. In recent years, fully-attentional transformer speech recognition models [27, 67] have further improved the attention-based RNN models in terms of performance and training speed. Transformer models reduce the training time of attention-based RNN models as it enables parallel computation along the time dimension. However, the total computational cost of both model structures remains high, especially in the streaming scenario in which the data is fed periodically, which makes the existing approach impractical for on-device deployment.

In this chapter, we extend the low-rank transformer (LRT) [116] to develop a compact and more generalized model for speech recognition tasks. We show that our LRT model can significantly reduce the number of parameters and the total computational cost of the model. Additionally, our experiment result suggests that our factorization can help the model to generalize better which enables the model to achieve a slightly higher evaluation score compared to the non-factorized model.
4.1 Methodology

We extend the Low-Rank Transformer (LRT) model \[116\] to enable processing audio data for speech recognition tasks. Our LRT variant accepts audio data in form of spectrograms of the power spectral density as its input and produces a sequence of characters as its output. The spectrogram $S \in \mathbb{R}^{f \times t}$ is computed from the magnitude squared of the short-time Fourier-transform (STFT) output, where $f$ denotes the length of the Fourier vector and $t$ denotes the length of time segments. We extend LRT by adding a specific module for processing audio information before feeding the audio information into the LRT encoder layer. Specifically, a small VGGish network \[99\] is incorporated to extract low-level audio features from the spectrogram input. Our VGGish network consists of 4 convolution layers with 2 max-pooling layers and produces an output tensor $I \in \mathbb{R}^{f_4 \times t_4 \times c}$, where $c$ represents the number of output channels and in our configuration $c = 128$. We then merge the frequency dimension $f_4$ and the channel dimension $c$ producing from the the tensor $I$ producing a matrix $X \in \mathbb{R}^{t \times cf_4}$ and feed the matrix $X$ into the LRT encoder layers. The illustration of the VGGish network is shown in Figure 4.1.

![Figure 4.1. Configuration of our VGGish network](image)

To generate the character output, we create a vocabulary of characters consisting of all the characters in the dataset and add a projection layer after the output layer of the LRT decoder layers. Specifically, we add an output projection $W \in \mathbb{R}^{d_{\text{model}} \times d_{\text{vocab}}}$ followed by a softmax layer to calculate the probability of the output grapheme at a specified time-step. The depiction of our speech recognition LRT model is shown in Figure 4.2.

![Figure 4.2. Depiction of our speech recognition LRT model](image)
Figure 4.2. Low-Rank Transformer Architecture. Low-Rank Transformer consists of $N$ layers of low-rank transformer encoder and $M$ layers of low-rank transformer decoder. [116]

4.2 Experimental Setup

4.2.1 Dataset

We conduct our experiments on two speech recognition datasets: 1) a multi-accent Mandarin speech dataset, AiShell-1 [13], and 2) a conversational telephone speech recognition dataset, HKUST [70]. We initialize our vocabulary with all characters in each corpus such that there is no out-of-vocabulary (OOV) and we add three additional special tokens: <PAD>, <SOS>, and <EOS> for training and inference purposes. We preprocess the raw audio data into spectrograms with a hop length of 20ms, a window size of 10ms, and a length of FFT vector of 320. Table 4.1 shows the duration statistics of the datasets.
| Dataset       | Split | Durations (h) |
|---------------|-------|---------------|
| AiShell-1     | Train | 150           |
|               | Valid | 10            |
|               | Test  | 5             |
| HKUST         | Train | 152           |
|               | Valid | 4.2           |
|               | Test  | 5             |

Table 4.1. Duration statistics for AiShell-1 and HKUST datasets

### 4.2.2 Hyperparameters

To analyze the performance and efficiency trade-off over different rank \( r \), we conduct experiment on our LRT model with three different settings for rank \( r \), i.e, \( r = 100, r = 75 \) and \( r = 50 \). For all experimental settings, we use VGG network with 6 convolutional layers, two LRT encoder layers, and four LRT decoder layers, yielding three different models: LRT\((r = 100)\) with 12M parameters, LRT\((r = 75)\) with 10M parameters, and LRT\((r = 50)\) with 8M parameters.

### 4.2.3 Baselines

For comparison with our LRT models, we develop three transformer models with two transformer encoder layers and four transformer decoder layers. We use different \( \text{dim}_{\text{model}} \) and \( \text{dim}_{\text{inner}} \) settings for the three models, producing Transformer (large) with 23M parameters, Transformer (medium) with 12M parameters, and Transformers (small) with 8M parameters. In terms of model size, our LRT\((r = 100)\) model is comparable to the Transformer (medium) model and LRT\((r = 50)\) model is comparable to the Transformer (small) model. For additional comparison, we provide results gathered from the previous works for each dataset.

### 4.2.4 Training and Evaluation

In the training phase, we use the cross-entropy loss as the objective function. We optimize all models by using Adam optimizer \([54]\). In the evaluation phase, we generate the sequence with beam-search by selecting the best sub-sequence scored using the probability
| Model                                         | Params | CER  |
|-----------------------------------------------|--------|------|
| **Hybrid approach**                          |        |      |
| TDNN-HMM \[13\] *                           |        | 8.5% |
| **End-to-end approach**                      |        |      |
| Attention Model \[69\] *                     |        | 23.2% |
| + RNNLM \[69\] *                            |        | 22.0% |
| CTC \[68\] *                                | ≈11.7M | 19.43% |
| Framewise-RNN \[68\] *                      | ≈17.1M | 19.38% |
| ACS + RNNLM* \[69\]                         | ≈14.6M | 18.7% |
| Transformer (large)                          | 25.1M  | 13.49% |
| Transformer (medium)                         | 12.7M  | 14.47% |
| Transformer (small)                          | 8.7M   | 15.66% |
| LRT (r = 100)                                | 12.7M  | 13.09% |
| LRT (r = 75)                                 | 10.7M  | 13.23% |
| LRT (r = 50)                                 | 8.7M   | 13.60% |
| **Transformer (large)**                      | 22M    | 29.21% |
| Transformer (medium)                         | 11.5M  | 29.73% |
| Transformer (small)                          | 7.8M   | 31.30% |
| LRT (r = 100)                                | 11.5M  | **28.95%** |
| LRT (r = 75)                                 | 9.7M   | 29.08% |
| LRT (r = 50)                                 | 7.8M   | 30.74% |

Table 4.2. Results on AiShell-1 (left) and HKUST (right) test sets. *The evaluation score is retrieved from the previous studies. We approximate the number of parameters based on the description in the previous studies.

of the sentence $P(Y)$. The probability of the sentence $P(Y)$ is calculated with the following equation:

$$P(Y) = \alpha P_{\text{trans}}(Y|X) + \gamma \sqrt{wc(Y)},$$  \hspace{1cm} (4.1)

where $\alpha$ is the parameter to control the decoding probability from the decoder $P_{\text{trans}}(Y|X)$, and $\gamma$ is the parameter to control the effect of the word count $wc(Y)$. We use $\alpha = 1$, $\gamma = 0.1$, and a beam size of 8. We evaluate our model by calculating the character error rate (CER). We run our experiment on a single GeForce GTX 1080Ti GPU and Intel Xeon E5-2620 v4 CPU cores.

### 4.3 Result and Discussion

#### 4.3.1 Evaluation Performance

As shown from the experiment results in Table 4.2, LRT models gain some improvement compared to the original transformer model. For instance, LRT (r = 100) model achieves...
better score compared to Transformer (large) model with only around \(~50\%\) of its parameters. LRT \((r = 100)\) model outperforms all original transformer models both in AiShell-1 and HKUST test sets, with a 13.09\% CER and a 28.95\% CER, respectively. Compared to TDNN-HMM, our LRT reduces the gap between the HMM-based hybrid and fully end-to-end approaches without leveraging any data perturbation strategy or external language model. Interestingly, as shown in Figure 4.3, LRT models achieve lower validation loss compared to the Transformer (large) model, which suggests that LRT models regularize better compared to the original transformer model.

### 4.3.2 Space and Time Efficiency

In terms of space efficiency, as shown in Table 4.2 in the AiShell-1 test set, our LRT \((r = 50)\) model achieves similar performance to the Transformer (large) model with only around \(~35\%\) of the Transformer (large) model parameters. While in the HKUST test set, our LRT \((r = 75)\) model achieves similar performance to the Transformer (large) with only \(~45\%\) of its parameters. These facts suggest that low-rank approximation can halve the space requirement of transformer models without hurting their performance. In terms of time efficiency, as shown in Table 4.3, LRT \((r = 75)\) models gain generation time speed-up by
Table 4.3. Compression rate and inference speed-up of LRT models compared to the Transformer (large) baseline. ∆CER and $|\bar{X}|$ denote the improvement, and the mean length of generated sequences.

| dataset      | r   | ∆CER | compress. | speed-up | $|\bar{X}|$ |
|--------------|-----|------|-----------|----------|----------|
|              |     |      |           | GPU      | CPU only |
| AiShell-1    | 100 | 0.40%| 49.40%    | 1.17x    | 1.15x    | 23.08    |
|              | 75  | 0.26%| 57.37%    | 1.23x    | 1.16x    | 23.17    |
|              | 50  | -0.11%| 65.34%  | 1.30x    | 1.23x    | 23.19    |
| HKUST        | 100 | 0.26%| 47.72%    | 1.21x    | 1.14x    | 22.32    |
|              | 75  | 0.13%| 55.90%    | 1.26x    | 1.15x    | 22.15    |
|              | 50  | -1.53%| 64.54%  | 1.35x    | 1.22x    | 22.49    |

1.23x-1.26x in the GPU and 1.15x-1.16x in the CPU compared to the Transformer (large) baseline model. While LRT ($r = 50$) model gain generation time speed-up by 1.30x-1.35x in the GPU and 1.22x-1.23x in the CPU. These suggest that low-rank approximation can boost the generation speed of the transformer model by around $\sim 1.25x$ in the GPU and $\sim 1.15x$ in the CPU without hurting its performance and even lower rank can be applied to further increase the speed-up ratio although it might degrade the overall performance of the model.

### 4.4 Conclusion

In this chapter, we show the application of the low-rank transformer (LRT) model on automatic speech recognition tasks. LRT is a memory-efficient and fast neural architecture that compress the network parameters and boosts the speed of the inference time by up to 1.35x in the GPU and 1.23x in the CPU, as well as the speed of the training time for end-to-end speech recognition. Our LRT improves the performance even though the number of parameters is reduced by 50% compared to the baseline transformer model. Similar to the previous result in the MNIST dataset, LRT could generalize better than uncompressed vanilla transformers and outperforms those from existing baselines on the AiShell-1 and HKUST datasets in an end-to-end setting without using additional external data.
CHAPTER 5

Linformer for Alzheimer’s Disease Risk Prediction

Recent development in genome modeling shows that deep learning models, including attention-based variant, could achieve pretty impressive performance on multiple haploid regulatory elements prediction tasks in genomics outperforming the other models by a large margin [125, 123, 47, 109, 77, 122]. Extending this approach for phenotype prediction, such as disease risk prediction, might provide huge advantages from improving the prediction accuracy and creating a new set of analytical tools for better understanding the genomics interaction of a certain phenotype characteristic. In this chapter, we explore the possibility of applying the Linformer model on Alzheimer’s disease risk prediction tasks using genomics sequences. Alzheimer’s disease is one of the most devastating brain disorders in the elderly. It is estimated that nearly 36 million are affected by Alzheimer’s disease globally and the number is expected to reach 115 million by 2050 [45]. Disease risk prediction for Alzheimer’s disease can help to prolong the health span of an individual with potential Alzheimer’s disease trait and enable research to get a better understanding of the disease progression from a very early stage.

Compared to haploid regulatory elements prediction, genomic modeling for disease risk prediction requires the model to capture a much larger scale of the input sequence. In regulatory elements prediction, regions are usually short and indicated by a certain pattern that is located inside regions. For instance, promoter is about 100-1000 nts [51] long and is associated with core promoter motifs such as TATA-box and CAAT-box, and GC-box [11, 72]. While enhancer is about 50 - 1,500nts long and is associated with GATA-box and E-box [11, 2, 81]. On the other hand, disease risk prediction requires the model to capture the aberration within at less than a single gene and the average gene length inside the human genome is around 24,000 base pairs long [32]. This sequence will be even longer when we would like to consider neighboring regulatory elements such as promoter, and the remote regulatory elements such as enhancer and silencer, which could be located up to one million base pairs away from the corresponding gene [83]. Moreover,
most animals genomes, including humans, are diploid. This will not only increase the size of the data but also requires additional methods to encode and process the diploid information as the haploid sequences (haplotypes) of a diploid chromosome is not directly observable.

In this chapter, we tackle the two problems mentioned above and develop the first-ever disease risk prediction model for Alzheimer’s disease from genome sequence data. To tackle the long input sequence, we propose two solutions: 1) we apply Linformer \[112\], a variant of transformer model with linear attention, to enable processing long sequences, and 2) we extend SentencePiece tokenization to aggregate multiple nucleotides into a single token for different diploid sequence representations. We show that SentencePiece tokenization can reduce the computational cost-effectively by producing a set of tokens constructed from several base pairs. We thus employ the Linformer model with a low-rank self-attention mechanism which allows the model to reduce the memory bottleneck from \(O(n^2)\) to \(O(n)\) space complexity which significantly increases the capacity of the model to process longer input sequence. These two solutions allow the model to capture \(\sim 35 \times\) longer sequence compared to the prior works from \(\sim 1,000\)nts to \(\sim 35,000\)nts long.

For processing the diploid chromosome, we introduce a diplotype representation, where we encode a diploid chromosome sequence into 66 diplotype tokens comprising combination of 11 tokens which represents 4 nucleotide tokens (A, G, T, and C), unspecified token (N), and insertion-deletion tokens (AI, GI, TI, CI, NI, and DEL). Our experiment result suggests that linear attention-mechanism with diplotype token representation can effectively model long diplotype for disease prediction and can produce a higher score compared to the Food and Drug Administration (FDA) approved feature set for predicting Alzheimer’s disease. We further analyze that our model can capture important single nucleotide polymorphisms (SNPs) which are located inside the gene and the regulatory region. Our analysis approach can be further utilized to provide an explainable analysis of the linear attention-based model.
Figure 5.1. DNA sequence representation for haploid and diploid chromosome. (a) Haplotype representation of a haploid chromosome (b) Two haplotypes representation of a diploid chromosome. (c) Diplotype representation of a diploid chromosome.

5.1 Preliminaries

A human genome consists of 23 pairs of chromosomes, each chromosome comprises tens to hundreds of millions of nucleotides long sequence. There are four different kind of nucleotides: adenine (A), guanine (G), thymine (T), and cytosine (C) each connected to its reverse complement, i.e., A with T and C with G, which construct a deoxyribonucleic acid (DNA). Some regions inside a chromosome encode the template for creating a protein sequence. These regions are called genes. As human chromosomes are diploid (paired), there are also two copies of the same gene inside a human body. Each copy of a gene is called an allele.

In 1911, the terms “phenotype” and “genotype” are introduced[48]. Phenotype refers to the physical or observable characteristics of an individual, while genotype refers to a genetic characteristic of an individual. As the definition of genotype is rather broad and fluid depending on the context, in this work, we use the term diploid genotype (diplotype) as the sequence of nucleotides from a paired chromosome and haploid genotype (haplotype) as the sequence of nucleotides from a single chromosome. Specifically, we define a haplotype as a sequence $H = (h_1, h_2, ..., h_n)$, where $h_i$ denotes the nucleotide corresponding to the position $i$ and a diplotype as a sequence $D = (d_1, d_2, ..., d_n)$, where $d_i$ denotes the pair-nucleotide corresponding to the position $i$.

To define a paired (diploid) chromosomes, we can represent the diploid chromosome as either: 1) as a set of two haplotypes $S = H_1, H_2$ where $H1$ and $H2$ are the two haplotypes, one for each chromosome; or 2) as a diplotype which can be visualized as an assembly graph $G = (B, E)$, where $B$ is a set of nucleotide, and $E$ denotes the edge connecting each nucleotide. Intuitively, for a diploid chromosome, two haplotypes representation would be the most biologically plausible way to representing a diploid chromosome sequence.
as it matches the physical representation of the diploid chromosome. Unfortunately, due to the nature of primer design in sequencing [85, 22], these haplotypes cannot be directly observed with a standard sequencing technique. Figure 5.1 shows the example of each sequence representation.

5.2 Methodology

Aside from using the Linformer model to improve the transformer’s efficiency, the choice of the sequence representation and tokenization also play an important role. In the following section, we describe how we represent a diploid sequence as a diplotype and elucidate the subword tokenization method which can further improve the efficiency of the model.

5.2.1 Sequence Representation

In this work, we represent our diploid sequence with diplotype representation as shown in Figure 5.1 (c). In diplotype representation, we represent each position as a diplotype token. A diplotype token represents the combination of haplotype tokens including mutation patterns. As shown in Figure 5.2, there are three mutation patterns that can occur on a genomic sequence, i.e., substitution, insertion, and deletion. A substitution mutation is commonly called as Single Nucleotide Polymorphism (SNP), while insertion and deletion are commonly called as indel. To accommodate all possible mutations, the diplotype token vocabulary is extended from the haplotype vocabulary in three steps. First, insertion and deletion patterns are introduced by extending the five tokens in the haplotype vocabulary \( (A, T, C, G, N) \) to 11 tokens \( (A, T, C, G, N, \text{DEL}, \text{AI}, \text{TI}, \text{CI}, \text{GI}, \text{NI}) \). \text{DEL} denotes deletion and \text{AI}, \text{TI}, \text{CI}, \text{GI}, and \text{NI} denote insertion that comes with the corresponding \( A, T, C, G, N \) tokens. Second, a combination of the 11 tokens are added, e.g., \( A-T, C-A, \)
Table 5.1. List of all diplotype tokens.

| A  | A  | DEL-A | 脱 | A-C | 嘎 | AI-C | 爸 | C-G | 噪 | CI-G | 懂 |
|----|----|-------|----|----|----|------|----|----|----|------|----|
| C  | C  | DEL-AI | 拔 | A-G | 阿 | AI-CI | 比 | C-N | 拆 | CI-GI | 答 |
| G  | G  | DEL-C | 吃 | A-N | 呵 | AI-G | 八 | C-T | 硕 | CI-N | 达 |
| N  | N  | DEL-CI | 搭 | A-T | 钢 | AI-GI | 霸 | C-CI | 车 | CI-NI | 第 |
| T  | T  | DEL-G | 想 | A-AI | 咻 | AI-N | 巴 | C-GI | 床 | CI-T | 妨 |
| AI | B  | DEL-GI | 香 | A-CI | 俺 | AI-NI | 遏 | C-NI | 穿 | CI-TI | 寻 |
| CI | D  | DEL-N | 学 | A-GI | 安 | AI-T | 把 | C-TI | 出 | G-GI | 高 |
| GI | H  | DEL-NI | 虚 | A-NI | 案 | AI-TI | 笔 | GI-N | 蝦 | G-N | 给 |
| NI | O  | DEL-T | 徐 | A-TI | 按 | N-NI | 讷 | GI-NI | 合 | G-NI | 股 |
| TI | U  | DEL-TI | 需 | NI-T | 喔 | N-T | 哪 | GI-T | 虾 | G-T | 个 |
| DEL | X | T-TI | 拓 | NI-TI | 侬 | N-TI | 娘 | GI-TI | 盒 | G-TI | 该 |

5.2.2 Subword Tokenization

Before feeding the sequence into the model, tokenization methods such as k-mer tokenization \[76, 47\] and gapped k-mer tokenization \[34, 98\] is commonly incorporated to enrich the token representation. In this work, we incorporate a subword tokenization method called SentencePiece\[59\]. SentencePiece is a subword tokenization method that doesn’t require any language-specific prior. SentencePiece enables the application of subword tokenization beyond the NLP field. Internally, SentencePiece uses a slightly modified version of either Byte-pair-encoding (BPE), WordPiece, or Unigram subword tokenizations to generate the vocabulary and tokenize the sequence. Aside from the capability provided by the internal subword tokenization module, SentencePiece provides two additional preprocessing phases: 1) character normalization and 2) white-space preservation. In the character normalization phase, SentencePiece transforms a Unicode character into its semantically equivalent decomposed-Unicode character following a certain normalization standard. In white-space preservation phase, SentencePiece escapes the \langle space\rangle character into a meta symbol _ (U+2581). The escaped sequence is then used as the input to the internal subword tokenization method for further processing. For our experiment,
we utilize SentencePiece with NFCK\[1\] normalization standard and BPE tokenization for performing the subword tokenization.

SentencePiece tokenization consists of two phases: training and inference. During the training phase, given training data \( \mathcal{D} \), SentencePiece tokenization builds a vocabulary with a dynamic length token representation. As SentencePiece supports several subword tokenization algorithms, the vocabulary generation process is slightly different from one to another. For BPE tokenization, the vocabulary is built bottom-up starting from single-length character and iteratively add longer character pairs based on the most-frequent pairs in \( \mathcal{D} \). For WordPiece tokenization, the vocabulary is also built-in bottom-up manner. But different from BPE tokenization, WordPiece scores character pairs by their likelihood in \( \mathcal{D} \) instead of its frequency. Unlike BPE and WordPiece, the Unigram method starts with a large combination of tokens and iteratively reduce the vocabulary size by reducing symbols with the least contribution to the loss of the Unigram language model build from \( \mathcal{D} \). The training process of SentencePiece tokenization is stopped when it reaches a specified vocabulary size. From the training phase, SentencePiece tokenization produces a model file consisting of the vocabulary and the rules to tokenize a sequence. During the inference phase, given a sequence data \( \mathcal{S} \), SentencePiece tokenizes \( \mathcal{S} \) into a set of tokens \( (t_1, t_2, ..., t_n) \) according to the tokenization rules. Figure 5.3 shows the sample of the

\[1\]https://unicode.org/reports/tr15/
training and inference phase for the SentencePiece with BPE subword tokenization.

5.3 Experimental Setup

We conduct our experiment for Alzheimer’s disease risk prediction on the Chinese Cohort by comparing the effectiveness of the Linformer model with other baseline models. In the following sections, we describe the SentencePiece training of the diplotype tokens, the pre-training phase of the Linformer model, and the fine-tuning and evaluation of Linformer models.

5.3.1 Dataset Construction

We construct a dataset of genome sequences for predicting a specific disease called late-onset Alzheimer’s disease (LOAD) [87] on Chinese Cohort. We collect the sequencing data from 678 Hong Kong elderly with a minimum age of 65. The subjects are diagnosed with any dementia-related issue through Montreal Cognitive Assessment (MoCA) test [80]. The score is adjusted according to the demography information, i.e., age, gender, and education year of the subject, and the final diagnosis is made by medical professionals to decide whether the subject has cognitive impairment. From the 678 subjects, we filter out subjects with mild cognitive impairment (MCI) and other types of dementia that are not related to Alzheimer’s Disease. After the filtering, we end up with 626 subjects with 386 subjects labeled as Alzheimer’s disease carrier (AD) and 240 subjects labeled as non-carrier (NC). It is also worth noting that AD diagnosis through memory test is not always accurate [15] and currently, a definite AD diagnosis can only be possible through post-mortem diagnosis [24]. For each subject, we collect genome sequence information from around the APOE region [126] located in chromosome 19 for each subject. The sequencing is done by using the Ilumina platform with a read depth of 5 and a read length of 150. We align the sequence data with bamtools [8] using hg19 reference genome [19] to align the sequence data. For generating diplotype, we use pysam v0.15.4 and samtools v1.7 [65] to generate the profile for each position from the aligned read data and taking top-2 values from the profile to form the diplotype.
SentencePiece Training

For diplotype SentencePiece tokenizer, we build a training corpus generated from the GrCh37 (hg19) human reference genome[^2] and the dbSNP154[^3]. We use SNPs which are labeled COMMON[^4] in the dbSNP154 to introduce mutation patterns into the training corpus. We fill the remaining position with the sequence from GrCh37 (hg19) human reference genome to generate a complete diplotype of the chromosome sequence. As our fine-tuning only focuses on the APOE region, we construct the training data for SentencePiece from only the chromosome 19 sequence. We convert the chromosome 19 sequence into a set of sentences \( S \). To build the sentences \( S \), we first random sample \( k = 50 \) starting points from range 0 to 5,000 from the 5’ end. From each starting point, we iteratively take consecutive sequences with a random length from minimum length \( a = 500 \) to maximum length \( b = 1000 \) until the sequence reaches the end of the corresponding chromosome. All random samplings are taken uniformly. The sentence \( S \) is then used as the training corpus for SentencePiece training. Specifically, we build a SentencePiece model for diplotype sequences with BPE tokenization to construct the vocabulary. We random sample 3,000,000 sentences to build a vocabulary of size 32000 with 5 and 66 base tokens for haplotype and diplotype vocabulary respectively. We add three additional special tokens “[UNK]”, “[CLS]”, and “[SEP]” to be used by the model in the pre-training and fine-tuning phases.

Pre-Training Phase

Following the success of the pre-training approach in many different fields such as NLP, computer vision, and speech processing, we perform pre-training to allow the model to learn the structure of a genome sequence. We use the same data as the one used for generating the SentencePiece models, but we concatenate several sentences into a single input sequence with a maximum sequence length of 4,096 tokens. Similar to language model pre-training in NLP, we use a masked language modeling (MLM) objective to train our model. For our model, we utilize a 12 layers Linformer model with 12 heads, hidden

[^2]: https://hgdownload.soe.ucsc.edu/goldenPath/hg19/bigZips/hg19.fa.gz
[^3]: https://ftp.ncbi.nih.gov/snp/redesign/archive/b154
[^4]: A COMMON SNP is defined as an SNP that has at least one 1000Genomes population with a minor allele of frequency (MAF) >= 1% and for which 2 or more founders contribute to that minor allele frequency.
size of 768, feed-forward size of 3,072, drop out of 0.1, and low-rank factor of 256. We use AdamW optimizer [71] to optimize our model with initial learning rate of $1 \times 10^{-4}$ and apply a step-wise learning rate decay with $\gamma = 0.999991$. We run the pre-training of our model for 200,000 steps with a batch size of 256.

Fine-Tuning and Evaluation Details

To evaluate the pre-trained models, we run a fine-tuning process to adapt the model for Alzheimer’s disease risk prediction task. We feed the diplotype sequence and project the output from [CLS] token to get the prediction logits. We fine-tune the model for a maximum of 30 epochs with the early stopping of 5, the learning rate of $1 \times 5^{-5}$, and step-wise learning rate decay with $\gamma = 0.9995$. We use cross-entropy loss and AdamW optimizer to optimize our model. We run the fine-tuning process 5 times with different stratify splitting for train, validation, and valid. We evaluate our models by calculating the AUC and F1-score from the model predictions and the phenotype label.

Baseline Model

For comparison with our Linformer model, we incorporate a baseline logistic regression model trained with APOE-ε3 and APOE-ε4 variants which correspond to rs7412 and rs429358 SNPs within the APOE region[9]. These features have been approved by the Food and Drug Administration (FDA) to be used as the measurand for risk of developing late-onset Alzheimer’s disease (LOAD).

5.4 Result and Discussion

5.4.1 Evaluation Performance

As shown from the experiment results in Table[5.2], the pre-trained Linformer model gains some improvement compared to the baseline model. The model without pretraining achieves a lower AUC score and a higher F1-score compared to the baseline model, this is

[3] https://www.accessdata.fda.gov/cdrh_docs/reviews/K192073.pdf
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| Model                              | AUC (%) | F1-Score (%) |
|-----------------------------------|---------|--------------|
| **Baseline Model**                |         |              |
| FDA-approved feats.               | 58.88   | 49.24        |
| **Linformer Model**               |         |              |
| Linformer (w/o pretraining)       | 56.49   | 56.83        |
| Linformer (50k steps)             | 62.24   | 61.33        |
| Linformer (100k steps)            | 62.94   | 61.17        |
| Linformer (150k steps)            | 64.10   | 61.67        |
| Linformer (200k steps)            | 64.35   | 61.57        |

Table 5.2. Finetuning result on Alzheimer’s disease prediction. 100k and 200k denote the number of pre-training steps.

Figure 5.4. Performance of Linformer model across different pretraining steps

probably due to the choice of probability threshold in the regression model which might overfit the validation data. Furthermore, we see a clear uptrend for longer training which suggests that understanding the pattern in the genomic sequence can provide benefit on the disease risk prediction task. Figure 5.4 shows the score improvement of the Linformer model corresponds to the pretraining steps.

5.4.2 Effects of Sequence Length

We conduct further analysis to compare the effect of adding different non-coding region size to the model performance. We first fine-tune the model with only the APOE gene sequence (3611nts), and gradually adding the upstream and downstream non-coding regions. We experiment with additional 1000, 3000, 5000, 10000, and 15000 sequence lengths from both upstream and downstream resulting in a sequence of length 5611nts, 9611nts,
13611nts, 23611nts, and 33611nts, respectively. As shown in Figure 5.5, the performance peaks when we provide an additional 5000 sequence length to the model, and it performs much worse when we only use the APOE gene or when we add even more non-coding regions. This result aligns with the top three promoters and enhancers with the highest GeneHancer score [30], of which the three regions are located within the range of 5000nts upstream. This indicates our model can extract valid features from the sequence, although it is not robust against noises.

### 5.4.3 Efficiency Contribution

| Baseline | w/ Linformer | w/ Subword Tokenization | w/ Linformer + Subword Tokenization |
|----------|--------------|-------------------------|-----------------------------------|
| 1024     | 4096         | ~9,000                  | ~35,000                           |

Table 5.3. Maximum sequence length with Linformer and Subword Tokenization.

As shown in Table 5.3, with our approach we can encode a sequence by up to ~35000nts with a 12-layer transformer model. This capability is achieved through two different...
methods: 1) subword tokenization and 2) Linformer model. Subword tokenization reduces the memory usage and computational cost by aggregating unitary tokens into a combination of tokens, based on our experiment, the average token length in our subword tokenizer is $\sim 8.7$, which yields, on average, reduction the sequence length by a factor of $\sim 8.7$ on a linear-attention mechanism. On the other hand, the Linformer model reduces the space and time complexity from $O(n^2)$ to $O(n)$ and based on our experiment it can process long sequence by $\sim 4 \times$ longer compared to the original with the same memory budget. This benefit will definitely increase if we compare it with a much larger sequence length. In this case, we can conclude that our approach can process $35 \times$ longer sequence by leveraging subword tokenization which reduces the sequence length by a factor of $\sim 8.7$, and the Linformer model which increases the sequence length limit to $\sim 4 \times$ the original transformer model.

5.5 Conclusion

In this chapter, we show the application of the Linformer model on the Alzheimer’s disease prediction task. Linformer is a memory-efficient and fast transformer variant architecture that reduce the space and time complexity of the transformer model from $O(n^2)$ to $O(n)$. Along with subword tokenization, we can increase the input sequence limit to $\sim 35000$nts compared to $\sim 1000$nts in most of the prior works. With additional pre-training, the Linformer model outperforms the existing baseline model with the pre-extracted feature using APOE-ε3 and APOE-ε4 variants. Our analysis on extending non-coding regions suggests that our Linformer model can capture the required features in the regulatory regions correctly although the model is prone to noises. Lastly, we show that efficiency can also come from the choice of the tokenization approach which in this case, we show that subword tokenization can reduce the length of the input sequence significantly by a factor of $\sim 8.7$. 
CHAPTER 6

Conclusion

In this thesis, in light of improving the efficiency of the Transformer model, we introduce Greenformers. Greenformers is a collection of efficient methods for improving the efficiency of the transformer model in terms of computation, memory, and/or the number of parameters. We focus our Greenformers on improving the transformer model efficiency with the low-rank approximation method as low-approximation can not only greatly improve both computational and memory efficiency, but also reducing the number of the model parameters significantly. We incorporate two efficient low-rank transformer model alternatives in Greenformers, i.e., Low-Rank Transformer (LRT) and Linformer. We conduct multiple experiments to show the effectiveness of applying LRT and Linformer in comparison to the original Transformer model.

Firstly, we conduct a comprehensive study on these two Transformer model variants by performing a thorough efficiency analysis to get a deeper understanding of the best data characteristic that is suitable to apply each model variant. Based on our analysis, the LRT model is suitable for improving both the time and memory efficiency in processing short-sequence (≤ 512) input data, while the Linformer model is suitable for improving the efficiency in processing long-sequence input data (≥ 512). We also show that LRT is more suitable for on-device deployment, as it significantly reduces the model size as the rank decreases. Additionally, we compare the evaluation performance of the Transformer, LRT, and Linformer model in the MNIST digit recognition task where we show that LRT and Linformer can retain the evaluation performance of the Transformer model while significantly increase its computational and memory efficiency. Lastly, we estimate the efficiency factor for applying LRT to the BERT\textsubscript{BASE} model which shows a significant reduction for developing a pre-trained BERT\textsubscript{BASE} model in terms of computational, economical, and environmental cost by more than 30% of the original cost.

Secondly, we present the effectiveness of our LRT model in the speech recognition task. Our LRT model can reduce the model size and speed up the model compared to the orig-
inal transformer model while maintaining similar performance. We conduct experiments on two speech recognition datasets, AiShell-1 and HKUST, to analyze the effect of rank $r$ on the performance and efficiency trade-off of our LRT model. Our result suggests that with a model compression rate up to 60%, there is no degradation in terms of the evaluation performance and the low-rank approximation can even work as a regularizer and increase the generalization of the model. With LRT, we can gain speed improvement up to 1.35x in the GPU and 1.23x in the CPU compared to the original transformer model. This finding suggests that ASR models tend to be overparameterized and by reducing the noisy parameters through low-rank approximation, we can produce a model with better generalization.

Lastly, we extend the applicability of efficient transformer models to genomics studies. We apply the sequence modeling technique with transformer models to predict Alzheimer's disease in the Chinese cohort. We represent the problem as a long sequence prediction problem, where we feed the model with a genotype of individual sequencing data from a well-studied APOE region in chromosome 19. We utilize the Linformer model to handle long sequences up to ~35,000 nucleotides long and we show that self-supervised pretraining of a Linformer model can help to boost the performance of the model by around 5% AUC compared to the baseline model. We further show that our Linformer model can capture the common features in the region which is known to be related to Alzheimer's disease. Additionally, we show that the tokenization technique can also provide a huge computation and memory efficiency by chunking the sequence which reduces the overall sequence length to be processed by the model.

The main contribution of this thesis is to introduce Greenformers and emphasizes its effectiveness in improving the efficiency of the Transformer model by providing a huge reduction in terms of storage, memory, and computational cost without sacrificing the overall quality of the model. Additionally, this approach can open up further research direction on long sequence processing tasks, such as long document summarization, video processing, and genomics tasks. We hope in the future other Greenformers can be extended to cover more methods for improving the efficiency of a Transformer model and is further applied to the existing Transformer model such as BERT and GPT2 models.
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