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Abstract

Federated learning (FL) serves as a data privacy-preserved machine learning paradigm, and realizes the collaborative model trained by distributed clients. To accomplish an FL task, the task publisher needs to pay financial incentives to the FL server and FL server offloads the task to the contributing FL clients. It is challenging to design proper incentives for the FL clients due to the fact that the task is privately trained by the clients. This paper aims to propose a contract theory based FL task training model towards minimizing incentive budget subject to clients being individually rational (IR) and incentive compatible (IC) in each FL training round. We design a two-dimensional contract model by formally defining two private types of clients, namely data quality and computation effort. To effectively aggregate the trained models, a contract-based aggregator is proposed. We analyze the feasible and optimal contract solutions to the proposed contract model. Experimental results show that the generalization accuracy of the FL tasks can be improved by the proposed incentive mechanism where contract-based aggregation is applied.

1 Introduction

With the ubiquitous adoption of Internet connected smart devices and applications, the volumes of private data is growing in an unprecedented speed. In a traditional data driven machine learning paradigm, such large volumes of data are stored and analyzed on a third-party cloud server benefiting from its advantages of computing and storage capacities. However, with the data privacy issue ever-rising in both academics and industry, this centralized paradigm becomes unpractical. In this context, federated learning (FL) was proposed in [McMahan et al., 2017; Bonawitz et al., 2017] and it has emerged as a potential solution in order to address this privacy issue, where the private data is stored and used to train a model at end-devices locally.

In a classical FL framework, an FL server posts a target model referred to as an FL task to be collaboratively trained by distributed FL clients. To attract FL clients actively participating in training the FL task and compensate their efforts in executing the task, the FL server is necessary to offer sufficient economic incentives for FL clients [Sarikaya and Erçetin, 2019]. There are many studies that investigate the design of incentive mechanism for federal learning [Hu and Gong, 2020; Feng et al., 2019; Khan et al., 2020], such as contract theory based mechanisms [Kang et al., 2019a; Kang et al., 2019b]. In these existing contract based solutions for federated learning, the data quality towards improving model generalization accuracy [Jin et al., 2020] is rarely discussed, which is an essential performance metric of a deep learning model. What’s more, all these contract models only studies adverse selection issue where the FL server offers tasks and contracts to be chosen by clients according to their types. The clients may not always put their efforts in executing FL tasks resulting in moral hazard issue. In this study, we aim to design a multi-dimensional contract considering clients’ data quality in model generation performance and effort willingness. The main contributions of this study are summarized as follows.

• A contract theory based federated learning procedure is proposed, including 8 main processes, to support contract base incentive mechanisms for FL platforms.

• A multi-dimensional contract model is designed by formally constructing the two private types of FL clients, i.e., generation type and effort willingness. The utilities of clients and FL server are formalized...
Figure 1: Overview of the proposed contract theory based federated learning procedure

A contract based aggregation scheme is designed to improve the model generalization accuracy. Experimental results based on MNIST and CIFAR-10 dataset show that the proposed contract based incentives and aggregation scheme outperforms other schemes in a single FL training round.

2 System Model

We consider a classical federated learning platform where an FL task is proposed by a task requester and delegated to a trusted FL server, and the FL server coordinates the FL task distributedly trained by a set of FL clients. The FL clients participate in the FL task training under incomplete information where FL clients privately train the task model according to their private type and FL server cannot observe the clients’ behaviors or private types but be aware of the private type distribution. To effectively incentivize FL clients to execute tasks, we propose a contract theory based federated learning procedure, as shown in Figure 1. It includes eight main processes. Specifically, a task requester posts a model task to FL server, and the server calculates a set of contracts for the task. The server then publishes the task among the client network and clients can choose to sign a contract through registering to the task according to the chosen contract. The clients then take efforts in training the task model based on their private datasets. Upon a qualified local model is trained, a client can submit the model to the FL server and the server pays clients according to the corresponding contracts. The server then aggregates the submitted model according to a contract based aggregation scheme. In the following, we first formulate the proposed contract, and then specify the utility functions of clients and server, and finally introduce the design of contract based aggregation.

2.1 Contract based Federated Learning

In the proposed system, FL clients have private local data and the FL server cannot predict clients’ behavior. We aim to design a contract mechanism to elicit such private information.

Suppose there are $I$ types of clients whose data coverage quality types are sorted in an ascending order: $\theta_1 \leq \ldots \leq \theta_i \leq \ldots \leq \theta_I$. For each FL iteration round, the FL server needs to propose a contract set $\Phi = \{\phi_i = (f_i, R_i(f_i)) | i \in \{1, \ldots, I\}\}$ to specify the relationship between clients’ rewards and registration fee for each client type, where $f_i$ is the registration fee for clients in $i-$th type to accept a task and $R_i(f_i)$ is...
the corresponding rewards. The design of $f_i$ aims to ensure the participation of rational clients before accepting a contact and the clients will not participate if they are unable to execute the task. Then the server broadcasts the contract among the clients, and each client signs a contract according to its type. The clients then start training the model based on their local data and finally submit the trained model within the time requirement. The server makes a test about the generalization accuracy of the model. The clients are rewarded with $R_i(f_i)$ if the model passes the test by reaching the corresponding generalization accuracy $M_i$, and nothing otherwise. For the clients not rewarded, their registration fee will not be returned and used as the clients’ penalty for breach of contract.

It is worth noting that the model aggregation of the server process can be iterated for $n$ rounds, and the contract set should be set for each round. For a consecutively following round of a task, the generalization accuracy threshold $M_i$ should be set with a marginal increase. In this paper, without loss of generality, we design the contracts for a single aggregation round.

Next, we formalize the types of clients and their utility.

2.2 Data Coverage Quality with Adverse Selection

In the context of federated learning, to protect the data privacy of FL clients, the clients are required to provide the trained models to the server instead of directly sharing their local data. Because of the asymmetric information, the quality of model uploaded by clients cannot be verified, which raises the adverse selection issue [Akerlof, 1970]. We then model the client private type based on the local data quality in the aspect of model generalization capacity [Jin et al., 2020].

Suppose the feature space with $d$ dimension is denoted by $D = [0, 1]^d$, which is a unit space and a subspace $A \in D$. Let $\mu(A)$ be the probability that a random sample in $D$ covered by $A$ and $\mu(A) = 1$ when $A = D$.

**Definition 1 (ε-Data Coverage)** With a certain radius $\epsilon$, the coverage of a data set $A$ consisting of samples $x_1, ..., x_m$ is measured by

$$
\mu(A, \epsilon) = D \cap \bigcup_{x_i \in A} B(x_i, \epsilon)
$$

where $B(x_i, \epsilon)$ is a open ball space centered at $x_i$ with radius $\epsilon$.

Suppose the data space is a Euclidean space, then the range of $\epsilon$ is $[0, \sqrt{d}]$.

**Definition 2 (Data Coverage Quality)** The data coverage quality of a local dataset $A$ is denoted by $\theta(A)$ to be measured as the expected coverage expected coverage

$$
\theta(A) = \frac{1}{\sqrt{d}} \int_0^{\sqrt{d}} \mu(A, \epsilon) d\epsilon
$$

We consider a concrete set of data coverage quality denoted by $\Theta = \{\theta_1, ..., \theta_I\}$ with $I$ types, where the clients with $\theta(A) \in [\frac{i-1}{I}, \frac{i}{I}]$ belong to type $i$.

2.3 Training Willingness with Moral Hazard

The client node consumes its local resource to complete an FL task and the efforts in training is a piece of private information, bearing moral hazard issue [Holmstrom, 1979]. We model the second type of a client as training willingness characterized by its efforts in training an FL task.

**Definition 3 (Training Willingness)** The training willingness of a client, denoted by $e \in [0, 1]$, is the extent of the client taking their efforts in a task training.

The training cost of a client is especially determined by its training willingness, which is measured by convex function [Ye et al., 2020; Yu et al., 2016] as

$$
\Phi(e) = \frac{c}{2} e^2
$$

where $c$ represents the unit cost in a given task training environment, such as IoT devices, smart mobile, PC, or server. Without loss of generality, we denote the training willingness of clients in $i$-th quality type as $e_i$.

2.4 Utility of Client

With a two-dimensional private information $\theta_i$ and $e_i$, the cost of a client in the $i$-th type is

$$
C(\theta_i, e_i) = f_i + \frac{c}{2} e_i^2
$$

The client is rewarded with $R_i(f_i)$ if the trained model pass the generalization test benchmark $M_i$. The probability of passing the test is determined by the data coverage quality and training willingness [Zhang et al., 2017]. Therefore, the utility of the client is

$$
U_i = \theta_i e_i R_i - f_i - \frac{c}{2} e_i^2.
$$

2.5 Utility of Server

The local model uploaded by the client of type $i$ will generate a revenue for the FL server, denoted by $G(M_i)$ satisfying $G'(M) > 0$ and $G''(M) > 0$. Therefore, the utility of the server from enrolling client in type $i$ is

$$
U_s = \sum_{i=1}^I \beta_i U_s^i = \sum_{i=1}^I \beta_i (f_i + \theta_i e_i (G(M_i) - R_i))
$$

Given the type distribution of clients $\{\beta_i\}$ with $i \in \{1, ..., I\}$ and $\sum_{i=1}^I \beta_i = 1$, the expected utility of the server is

$$
U_s = \sum_{i=1}^I \beta_i U_s^i = \sum_{i=1}^I \beta_i (f_i + \theta_i e_i (G(M_i) - R_i))
$$

2.6 Contract Optimization Problem

The contract optimization problem is formalized as

max $\sum_{i=1}^I \beta_i (f_i + \theta_i e_i (G(M_i) - R_i))$

s.t. 

$$
(\text{IR}) \theta_i e_i R_i - f_i - \frac{c}{2} e_i^2 \geq 0
$$

$$
(\text{IC}) \theta_i e_i R_i - f_i - \frac{c}{2} e_j^2 \geq \theta_i e_j R_j - f_j - \frac{c}{2} (e_i')^2
$$

$\forall j \neq i, i, j \in \{1, ..., n\}$
where \( e_i^j \) denotes the effort of type \( \theta_i \) when selecting contract \((f_j, R_j)\).

The first constraint ensures that each client can achieve non-negative utility, which is also regarded as individual rationality property (IR). The second constraint aims to ensure that each client can achieve their maximal utility by choosing the contract corresponding to their truthful type, which is regarded as incentive compatibility property (IC).

### 2.7 Contract-Based Model Aggregation

With a set of submitted models, the server should aggregate the models based on their chosen contracts for the sake of better model generalization performance. Suppose the total rewards paid by a server in a round is \( R_{\text{total}} \), then the weight assigned for a model trained by a client in type \( i \) is calculated according to Eq.(9).

\[
w_i = \frac{R_i}{R_{\text{total}}} \quad (9)
\]

### 3 Optimal Contract Solution

In this section, we solve the optimal contract solution to the problem defined in Eq.(8). We first solve the optimal effort willingness made by clients and then calculate the contract solution by maximizing the server utility.

Given the utility of a client in \( i \)-th type in Eq.(5), we compute the first order derivative with respect to its effort willingness and we obtain

\[
\frac{\partial U_i}{\partial e_i} = \theta_i R_i - c e_i
\]

A rational client node should always maximize its utility by making the optimal willingness which is denoted by \( \hat{e}_i \) and \( \hat{e}_i^2 \) in choosing contract \( \phi_i = (f_i, R_i(f_i)) \) and contract \( \phi_j = (f_j, R_j(f_j)) \). Thus,

\[
\hat{e}_i = \frac{1}{c} \theta_i R_i, \quad \hat{e}_i^2 = \frac{1}{c} \theta_i R_j
\]

According to Eq.(11), we can know that a client’s willingness is positively determined by the data quality and the chosen contract reward.

Bring Eq.(11) into Eq.(8), the objective function is updated as follows.

\[
\max \sum_{i=1}^{I} \beta_i (f_i + \frac{1}{c} \theta_i^2 R_i (G(M_i) - R_i))
\]

s.t.

\[
\begin{align*}
\text{(IR)} \quad & \frac{1}{2c} (\theta_i R_i)^2 - f_i \geq 0, \\
\text{(IC)} \quad & \frac{1}{2c} (\theta_i F_i)^2 - f_i \geq \frac{1}{2c} (\theta_j R_j)^2 - f_j, \quad \forall j \neq i, i, j \in \{1, \ldots, n\}
\end{align*}
\]

Next, we will solve the optimal contract solution for each type \( \theta_i \). Some important conditions will be derived.

**Lemma 1 (Monotonicity between \( \theta \) and \( R \))** For any feasible contract \((f_i, R_i)\), \( R_i \geq R_j \) \( \Leftrightarrow \theta_i \geq \theta_j \).

**Proof of Lemma 1** For clients of type \( \theta_i \) and \( \theta_j \), the following two IC constrains should be satisfied

\[
\frac{1}{2c} (\theta_i R_i)^2 - f_i \geq \frac{1}{2c} (\theta_j R_j)^2 - f_j \quad (13)
\]

\[
\frac{1}{2c} (\theta_j R_j)^2 - f_j \geq \frac{1}{2c} (\theta_i R_i)^2 - f_i \quad (14)
\]

By adding the above two inequalities, we have

\[
(\theta_i^2 - \theta_j^2) (R_i^2 - R_j^2) \geq 0 \quad (15)
\]

\[
(\theta_i - \theta_j) (R_i - R_j) \geq 0 \quad (16)
\]

for any \( \theta_i, \theta_j > 0 \) and \( R_i, R_j > 0 \). □

Lemma 1 implies that a client with a higher type \( \theta \) fit for a higher rewards \( R \). Thus, the contract rewards should follow the order \( R_i < \cdots < R_I \) with \( \theta_i < \cdots < \theta_I \).

**Lemma 2 (Monotonicity between \( R \) and \( f \))** For any feasible contract \((f_i, R_i)\), \( R_i \geq R_j \) \( \Leftrightarrow f_i \geq f_j \).

**Proof of Lemma 2** The IC constrain holds when a client in type \( \theta_i \) chooses contract \((f_i, R_i)\) compared with \((f_j, R_j)\).

\[
\frac{1}{2c} (\theta_i R_i)^2 - f_i \geq \frac{1}{2c} (\theta_j R_j)^2 - f_j
\]

\[
\Rightarrow \begin{cases} f_i - f_j \leq \frac{\theta^2_i}{2c} (R_i^2 - R_j^2) \\ f_j - f_i \geq \frac{\theta^2_j}{2c} (R_j^2 - R_i^2) \end{cases}
\]

(17)

According to Eq.(17), if \( f_i \geq f_j \), then we have \( R_i \geq R_j \), and vice versa. □

Lemma 2 shows that \( R \) and \( f \) have the same trend, namely \( R_1 < \cdots < R_I \) with \( f_1 < \cdots < f_I \).

**Corollary 1 (Monotonicity between \( f \) and \( \theta \))** For any feasible contract \((f_i, R_i)\), \( f_i \geq f_j \) \( \Leftrightarrow \theta_i \geq \theta_j \).

**Proof of Corollary 1** According to Lemma 1 and Lemma 2, both \( \theta \) and \( f \) monotonically increase with \( R \). Thus, we can derive that the positive correlation between \( \theta \) and \( f \) is non-negative. □

The above lemmas and corollary shows the monotonicity properties. Next, we will find the optimal contract by reducing the IR constrains and IC constrains.

**Theorem 1 (IR transitivity)** All the IR constrains can be satisfied if the constrain of \( \theta_1 \) is satisfied.

**Proof of Theorem 1** For any client in type \( i \in \{1, \ldots, I\} \) and \( i \geq 1 \), we have

\[
U_i = \frac{1}{2c} (\theta_i R_i)^2 - f_i \geq \frac{1}{2c} (\theta_1 R_1)^2 - f_1
\]

\[
\geq \frac{1}{2c} (\theta_1 R_1)^2 - f_1 = U_1
\]

and its utility is monotonous. □

**Theorem 2 (Tight IC Constrain)** The following IC constrain is sufficient for client in type \( \theta_i \) to achieve its maximal utility.

\[
\frac{1}{2c} (\theta_i R_i)^2 - f_i = \frac{1}{2c} (\theta_i R_{i-1})^2 - f_{i-1}
\]

where \( i \in \{2, \ldots, I\} \).
Proof of Theorem 2  The following proof is organized as three parts. First of all, we reduce the redundant IC constrains in two direction: client in type $\phi$ select the contract $\phi_{i+1}$ and $\phi_{i-1}$ respectively. And then, All redundant constraints will be eliminated, leaving only tight constraints (19).

1) Downward Selection:

$$\frac{1}{2c}(\theta_{i+1}R_{i+1})^2 - f_{i+1} \geq \frac{1}{2c}(\theta_{i+1}R_i)^2 - f_i$$ (20)

$$\frac{1}{2c}(\theta_iR_i)^2 - f_i \geq \frac{1}{2c}(\theta_iR_{i-1})^2 - f_{i-1}$$ (21)

Transfer (20) and (21),we have

$$f_{i+1} - f_i \leq \frac{1}{2c}\theta_{i+1}^2(R_{i+1}^2 - R_i^2)$$ (22)

$$f_i - f_{i-1} \leq \frac{1}{2c}\theta_{i-1}^2(R_i^2 - R_{i-1}^2)$$ (23)

Since $\theta_i < \theta_{i+1}$, according to (23) we have

$$\frac{1}{2c}\theta_{i+1}^2(R_{i+1}^2 - R_i^2) \leq \frac{1}{2c}\theta_{i+1}^2(R_i^2 - R_{i-1}^2)$$

$$\Rightarrow f_{i+1} - f_i \leq \frac{1}{2c}\theta_{i+1}^2(R_i^2 - R_{i-1}^2)$$ (24)

Add (22) and (24), then we have

$$f_{i+1} - f_i \leq \frac{1}{2c}\theta_{i+1}^2(R_{i+1}^2 - R_i^2) - f_{i-1}$$ (25)

$$\Rightarrow \frac{1}{2c}(\theta_{i+1}R_{i+1})^2 - f_{i+1} \geq \frac{1}{2c}(\theta_{i+1}R_i)^2 - f_{i-1}$$

Then, we can obtain all the downward IC constrains:

$$\frac{1}{2c}(\theta_{i+1}R_{i+1})^2 - f_{i+1} \geq \frac{1}{2c}(\theta_{i+1}R_{i-1})^2 - f_{i-1} \geq \ldots$$

$$\geq \frac{1}{2c}(\theta_1R_1)^2 - f_1$$

Therefore, all the adjacent type of downward IC selection is enough to drive all the other downward selection.

2) Upward Selection: Similarly, we can drive all the upward selections by adjacent selection like

$$\frac{1}{2c}(\theta_iR_i)^2 - f_i \geq \frac{1}{2c}(\theta_iR_{i-1})^2 - f_{i-1} \geq \ldots$$

$$\geq \frac{1}{2c}(\theta_1R_1)^2 - f_1$$

Therefore, we can drive other IC constrains from adjacent upward type selection.

3) Tight IC constrain: From the above two steps, the IC constrain of adjacent is left. Then, we will further remove the redundant restrictions. The tight IC constrain can be replaced by adjacent downward IC constrain and monotonicity show as follows.

Proposition 1 The downward IC constrains can grante the upward IC constrains.

Proof of Proposition 1 According to the above steps 1) and 2), we have

$$\frac{1}{2c}(\theta_iR_i)^2 - f_i \geq \frac{1}{2c}(\theta_iR_{i-1})^2 - f_{i-1}$$ (26)

$$\frac{1}{2c}(\theta_iR_i)^2 - f_i \geq \frac{1}{2c}(\theta_iR_{i-1})^2 - f_{i+1}$$ (27)

According to Eq.(27), we have

$$f_{i+1} \geq \frac{1}{2c}\theta_{i+1}^2(R_{i+1}^2 - R_i^2) + f_i$$ (28)

$$f_i \geq \frac{1}{2c}\theta_{i-1}^2(R_i^2 - R_{i-1}^2) + f_{i-1}$$ (29)

and according to Eq.(26), we have

$$f_i \leq \frac{1}{2c}\theta_i^2(R_i^2 - R_{i-1}^2) + f_{i-1}$$ (30)

Comparing Eq.(29) and Eq.(30), given $\theta_i > \theta_{i-1}$, we can derive that the server will achieve its maximal utility when $f_i$ is assigned with its maximal value. So the tight IC constrain is Eq. (19).

Taking the tight constrains into the objective function in Eq. (12), we can formulate the Lagrange function to solve the final optimal contract:

$$\mathcal{L} = \sum_{i=1}^{I}\left\{ \left[ \beta_i(f_i + \frac{1}{c}\theta_i^2M_i - R_i) \right] + \lambda_i \left[ \frac{1}{2c}(\theta_iR_i)^2 - \frac{1}{2c}(\theta_iR_{i-1})^2 - f_i + f_{i-1} \right] \right\}$$ (31)

where $\lambda_i$ is Lagrange multiplier of IC constrain for $\theta_i$, and $\mu$ is Lagrange multiplier of IR constrain for $\theta_i$.

Thus the optimal value of $R$ is

$$R_i = G(M_i), \forall i \in \{1, \ldots, I\}$$

and the optimal value of $f$ can be driven according the IR transitivity and IC transitivity.

$$f_1 = \frac{1}{2c}(\theta_1R_1)^2$$

$$f_i = \frac{1}{2c}(\theta_iR_i)^2 - \frac{1}{2c}(\theta_iR_{i-1})^2 + f_{i-1}, \forall i \in \{2, \ldots, I\}$$

The above solution is the optimal contract solution after relaxing the constrains. We need to further verify whether the solution satisfies monotonicity condition of $R$. If $R$ is not monotonic, the adjustment algorithm [Gao et al., 2011] can be applied.

4 Experiment Results and Analysis

In this section, we evaluate the proposed contract based incentive mechanism for FL in two classical datasets, i.e., MNIST and CIFAR-10. The proposed model is compared with other two schemes to demonstrate the effectiveness of our model in the aspect of generalization accuracy.
Experimental Settings
There are 10 types of contract and 10 types of clients are set up to correspond to the corresponding contracts. The types of clients follow a uniform distribution, i.e., $\lambda_i = 0.1$. The contract and client settings are shown in Table 1.

Based on the above settings, we complete the steps from 1 to 6 in Figure 1. After the client uploading their local model, the server will test whether the model meets the corresponding test generalization benchmark $M_i$ for each client according to the chosen contract. Due to the fact that the data are heterogeneous and follow non-IID, the data of the server used for testing is a part of the whole dataset and chosen randomly in the whole data space, serving as a sampling test for prevention of fraud. At the same time, through experiments, we found that although our model training accuracy in the local environment is 93%, it is only 46% in the server test. This fully shows the test error caused by different data coverage between server and client. Therefore, if the test baseline $M_i$ is set too high, the test results of the model will deviate greatly. In this experiment, the $M_i$ we set is relatively low, as shown in Table 1. We require that with the increase of client types, our benchmark requirements increase by 2%.

The following three schemes are compared by setting different rewarding methods and aggregation protocols.

• Scheme-1: The clients are rewarded according to the proposed contract based solution and the server aggregates the submitted model according to the contract based aggregation protocol.

• Scheme-2: The clients are rewarded according to the proposed contract based solution and the server aggregates the submitted model according to FedAvg protocol [Kairouz et al., 2019] in which the model aggregation weight is same for all clients.

• Scheme-3: The clients are rewarded equally and the server aggregates the submitted model according to FedAvg protocol.

Notice that we set the same rewarding scheme with average effort and reward of contract-based rewarding scheme for each client for fairness. In addition, we also adjust parameter $c$ to show the impact of service environment on model aggregation performance.

Experimental Results
This generalization accuracy of the three schemes under two different parameter $c$ settings in two datasets is presented in Figure 2. In Figure 2, under the same parameter $c$, the proposed method, i.e. Scheme-1 shows the highest model generalization accuracy which is better that of Scheme-2 or Scheme-3. By using the contract-based incentive mechanism in Scheme-1 and Scheme-2, the clients work more hard and consistently perform more better than the fixed incentive in Scheme-1. The reason of better performance of Scheme-1 over Scheme-2 is that Scheme-1 uses contract based aggregation which can set a higher weight for the model trained on a high quality data source. In addition, comparing the model accuracy under different parameter $c$, we can observe that the smaller parameter $c$ setting brings the better generalization accuracy, indicating that the clients with lower training cost is more likely to be incentivized to improve the model generalization performance.

5 Related Work
At present, there are many researches on the design of incentive mechanisms for federated learning based on game theoretical approaches [Wahab et al., 2021]. The existing incentive mechanisms can be mainly divided into two main categories: Stackelberg game-based and contract theory-based methods. In the first categories, FL server offer a task associated with a price and clients choose a task and take efforts in training the task to achieve the pricing rewards [Hu and Gong, 2020; Feng et al., 2019; Khan et al., 2020]. In [Hu and Gong, 2020], a two-stage Stackelberg game is formalized for FL with private data, a Nash equilibrium (NE) is solved.
with the optimal privacy budget of clients and the optimal pricing scheme of server. In [Feng et al., 2019], the interactions between model requester and mobile user are formalized as a Stackelberg game to analyze the NE composed by the optimal training data price and data size. In [Khan et al., 2020], a Stackelberg game based incentive mechanism is designed for FL clients in strategically set the local iterations and FL server maximizing task global accuracy. The shortcoming of the Stackelberg game based methods is that it can only consider a single dimension private strategic types.

In the second category, FL servers offer a set of contract items according to clients types where the contract models can be single-dimensional or multi-dimensional depending on the dimensions of the considered type. In [Kang et al., 2019b], the client training quality type is formalized based and computation resources, and an optimal contract solution offers more rewards to clients with higher type values. Considering clients’ communication delay and local training cost, [Ding et al., 2021] introduces a contract-based incentive mechanism to maximize server aggregation accuracy and total payments, where the local training cost is related to the clients’ network environment. [Ye et al., 2020] considers both data quality and model computation resources. A most recent study [Ding et al., 2021] investigates a two-dimensional contract model considering data quality in terms of data sizes and communication time types and analyzes the optimal contract solutions in three scenarios: complete information, weakly incomplete information, and strongly incomplete information. There are two limitations in the existing contract based methods: 1) they neglect to consider the data quality in the aspects of improving model generalization accuracy, which will be studied as an important private type of clients; 2) they assume that the clients take their efforts in executing FL tasks, which bears the designed contracts with the moral hazard issue where their willingness may hinder the achievement of their optimal solution.

6 Conclusion

In this paper, we propose a contract based incentive mechanism for federated learning. A two-dimensional contract model is formally designed where we consider the client’s data coverage quality and effort willingness. We also propose a contract based FL aggregation protocol. The optimal contract solution is theoretically analyzed. Finally the proposed incentive mechanism is experimentally evaluated and the results show that our contract based scheme achieves higher aggregation accuracy compared with the other two schemes.
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