Bipartite dimer representation of squared 2d-Ising correlations
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Abstract
The Bozonisation identities of [Dub11] show that squared 2d-Ising order and disorder correlations are equal to ± the ratio of bipartite dimer partition functions. In this self-contained paper, we give another proof of these identities using the approach of [BdT14]. Our proof is more direct and allows to keep track of order and disorder in XOR-Ising configurations.

1 Introduction
Let $G = (V, E)$ be a finite, planar embedded graph. Consider the Ising model on the graph $G$ with coupling constants $J = (J_e)_{e \in E}$, and denote by $Z_{\text{Ising}}(G, J)$ the Ising partition function.

Following Kadanoff and Ceva [KC71], we introduce order and disorder in the model: order amounts to adding $i \frac{\pi}{2}$ to coupling constants along $n$ paths of the graph $G$ joining $2n$ vertices $u_1, \ldots, u_{2n}$, see Figure 1 (left, blue paths); disorder amounts to negating coupling constants of dual edges of $m$ paths of the dual graph $G^*$ joining $2m$ faces $f_1, \ldots, f_{2m}$ of $G$, see Figure 1 (left, green paths). Denote by $\bar{J} = (\bar{J}_e)_{e \in E}$ the modified coupling constants, and by $\langle \sigma_{u_1} \ldots \sigma_{u_{2n}} \mu_{f_1} \ldots \mu_{f_{2m}} \rangle_{(G, \bar{J})}$ the Ising correlation defined as the ratio $Z_{\text{Ising}}(G, \bar{J})/Z_{\text{Ising}}(G, J)$.

Consider the dimer model on the finite, planar, bipartite graph $G^Q = (V^Q, G^Q)$ constructed from $G$, see Figure 1 (center). Suppose that edges of $G^Q$ are assigned the weight function $\nu(\bar{J})$ associated to the modified coupling constants $\bar{J}$, expressed as a function of the original coupling constants $J$.

$J_e = J_e + i \frac{\pi}{2}$

$\bar{J}_e = -J_e$

$\bar{J}_e = J_e$

$e \quad \cosh^{-1}(2J_e) \quad \tanh(2J_e)$

$e \quad \cosh^{-1}(2J_e) \quad -\tanh(2J_e)$

Weights $\nu(J)$

Figure 1: Left: order and disorder in the Ising model on $G$. Center: Image of order and disorder in the bipartite graph $G^Q$. Right: dimer weight function $\nu(J)$ associated to the modified coupling constants $J$, expressed as a function of the original coupling constants $J$.
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\((\nu(J))_{e \in E_G}\), defined in Figure 1 (top right), and denote by \(Z_{\text{dimer}}(G^Q, \nu(J))\) the corresponding dimer partition function. Consider also the modified weight function \(\nu(\bar{J})\) obtained from the modified coupling constants \(\bar{J}\): \(\nu(\bar{J})\) is defined as in Figure 1 (top right, with \(J\) replaced by \(\bar{J}\)); expressing \(\nu(\bar{J})\) as a function of the coupling constants \(J\) yields Figure 1 (right: top, middle and bottom). Written with the notations of this paper, the Bozonicisation identities of [Dub11] are stated as follows:

**Theorem 1** ([Dub11]). *The squared Ising correlation* \(<\sigma_{u_1} \cdots \sigma_{u_{2n}} \; \mu_{f_1} \cdots \mu_{f_{2m}}>(G, J)\) *is equal to* \(\pm\) *the following ratio of bipartite dimer partition functions:*

\[
<\sigma_{u_1} \cdots \sigma_{u_{2n}} \; \mu_{f_1} \cdots \mu_{f_{2m}}>(G, J) = (-1)^{|\Gamma|} \frac{Z_{\text{dimer}}(G^Q, \nu(\bar{J}))}{Z_{\text{dimer}}(G^Q, \nu(J))},
\]

*where* \(|\Gamma|\) *is the number of edges in paths defining order (the blue paths of Figure 1).*

**Remark 1.**

- In proving Theorem 1 we use the approach of [BdT14], which has the advantage of starting from two independent Ising models living on the *same* graph, instead of one on the *primal* and one on the *dual* graph as in [Dub11]. An outline of the two methods is given in Remark 1.4. of [BdT14]. We believe that our approach is more transparent since it does not require the use of Kramers and Wannier’s duality [KW41a, KW41b] to transform Ising correlations of the dual graph into those of the primal graph. Moreover, it provides a coupling with the XOR-Ising model, also known as the *polarization* of the model, obtained by taking the product of the spins of two independent Ising models, see [IR11, PS11, Wil11]. In proving Theorem 1, we keep track of the effect of order and disorder in the XOR-Ising model.

- Theorem 1 is stated for the Ising model with free boundary conditions. In Section 2.2 we explain how, by transforming the graph and keeping it planar, and possibly adding disorder, all boundary conditions enter the framework of free boundary ones.

- Consequences of Theorem 1 are expressions as ratio of dimer partition functions for: squared, Ising spinor variables correlations, spin correlations, and magnetization. This is explained in Section 4.

- By [KC71] order and disorder correlations satisfy Kramers and Wannier’s duality:

\[
(-1)^{|\Gamma|}<\sigma_{u_1} \cdots \sigma_{u_{2n}} \; \mu_{f_1} \cdots \mu_{f_{2m}}>(G, J) = (-1)^{|\Gamma^*|}<\sigma_{f_1} \cdots \sigma_{f_{2m}} \; \mu_{u_1} \cdots \mu_{u_{2n}}>(G^*, J^*),
\]

where edges of the dual graph \(G^*\) are assigned dual coupling constants \(J^* = J^*(J)\), defined by: \(J^*_e = (J^*_e = -\frac{1}{\beta} \ln(\tanh J_e))_{e \in E_G}\). In particular, when the graph \(G\) has no disorder, order correlations of \(G\) are mapped to disorder correlations of the dual graph \(G^*\), with dual coupling constants. Kramers and Wannier’s duality can also be seen in the numerator and denominator of the right-hand-side of (1). This is a consequence of the following two facts: modified coupling constants also satisfy the duality relation, i.e., \(\nabla_{J^*} = -\frac{1}{\beta} \ln(\tanh J)\); and \(\cosh^{-1}(2J_e) = \tanh(2J_e)\), for all choices of coupling constants \(J\).

- The advantage of having an expression involving the dimer partition function of the bipartite graph \(G^Q\), is that it is equal to the determinant of the *Kasteleyn matrix* of \(G^Q\), which is a weighted, oriented adjacency matrix of the graph [Kas61, Kas67, TF61].
Outline

- **Section 2.** Definition of the Ising model, of order and disorder. Treatment of other boundary conditions. Definition of the dimer model on the bipartite graph $G^Q$.

- **Section 3.** Proof of Theorem 1. Observing that modified Ising weights $\bar{J}$ can be seen as another choice of coupling constants, Theorem 1 is a consequence of the results of [BdT14], the proof is thus rather short. We nevertheless outline the different steps since it allows us to keep track of order and disorder in XOR-Ising configurations, and makes this paper self contained. Note that disorder (not order) was already considered in [BdT14]; but we did not interpret it as a possible choice of coupling constants, rather we wrote it as a function of the original coupling constants and were interested in its effect on the homology of polygon configurations arising from high and low temperature expansions [KW41a, KW41b]. Also, disorder is absent from the final statements of [BdT14], it is only present in the intermediate steps involved in handling surfaces of genus $g$.

- **Section 4.** Consequences of Theorem 1 for squared, Ising spinor variables correlations, spin correlations and magnetization.

Acknowledgements. We would like to thank Cédric Boutillier, Dmitry Chelkak, David Cimasoni and Adrien Kassel for their interest in expressing squared Ising spin correlations using the approach of [BdT14].

2 Definitions and boundary conditions

2.1 Two-dimensional Ising model, order and disorder

Consider a finite, planar graph $G = (V, E)$, together with a collection of positive coupling constants $J = (J_e)_{e \in E}$ indexed by edges of $G$. The Ising model on $G$, with coupling constants $J$, is defined as follows. A spin configuration $\sigma$ is a function of the vertices of $G$ taking values in $\{-1, 1\}$. The probability on the set of spin configurations $\{-1, 1\}^V$, is given by the Ising Boltzmann measure $P_{\text{Ising}}$, defined by:

$$
\forall \sigma \in \{-1, 1\}^V, \quad P_{\text{Ising}}(\sigma) = \frac{1}{Z_{\text{Ising}}(G, J)} \exp\left( \sum_{e = uv \in E} J_e \sigma_u \sigma_v \right),
$$

where $Z_{\text{Ising}}(G, J) = \sum_{\sigma \in \{-1, 1\}^V} \exp\left( \sum_{e = uv \in E} J_e \sigma_u \sigma_v \right)$ is the normalizing constant, known as the Ising partition function.

It is convenient to consider the graph $G$ as embedded in the sphere. Suppose that the embedding of the dual graph $G^*$ is such that dual vertices are in the interior of the faces of $G$, and such that primal and dual edges cross exactly once. Following Kadanoff and Ceva [KC71], we introduce order and disorder in the system. Given positive integers $n$ and $m$, let $u_1, \ldots, u_{2n}$ be $2n$ vertices of $G$ and $f_1, \ldots, f_{2m}$ be $2m$ vertices of the dual graph $G^*$. Consider $n$ loop-free paths $\gamma_1, \ldots, \gamma_n$ of $G$, such that $\gamma_j$ has endpoints $u_{2j-1}, u_{2j}$, and $m$ loop-free paths $\gamma^*_1, \ldots, \gamma^*_m$ of $G^*$, such that $\gamma^*_j$ has endpoints $f_{2j-1}, f_{2j}$, see Figure 1 (left). Denote by $\Gamma$ the set of edges of the paths $\gamma_1, \ldots, \gamma_n$, and by $\Gamma^*$ the set of edges dual to edges of the paths $\gamma^*_1, \ldots, \gamma^*_m$. Note that
\[ \Gamma^* \] is a subset of edges of the primal graph \( G \). Define the following modified coupling constants \( \overline{J} = (\overline{J}_e)_{e \in E} \):

\[ \forall e \in E, \quad \overline{J}_e = \begin{cases} J_e + \frac{i \pi}{2} & \text{if } e \in \Gamma \\ -J_e & \text{if } e \in \Gamma^* \\ J_e & \text{otherwise.} \end{cases} \]

Then, \( Z_{\text{Ising}}(G, \overline{J}) = \sum_{\sigma \in \{-1, 1\}^V} \exp\left( \sum_{e=uv \in E} \overline{J}_e \sigma_u \sigma_v \right) \) is the corresponding modified Ising partition function.

**Remark 2.** If only order or only disorder is introduced in the system, the modified Ising partition function is independent of the paths \( \Gamma \) or \( \Gamma^* \). If both order and disorder are considered, then changing the paths might induce a sign change [KC71]. It will be convenient to suppose that the embedded planar graph \( G \) and its dual \( G^* \) are such that the paths in \( \Gamma \) and \( \Gamma^* \) can be chosen to be pairwise disjoint. This is the only assumption we make on the graphs \( G \) and \( G^* \); examples use a piece of \( \mathbb{Z}^2 \) simply because it is easier to draw.

### 2.2 Boundary conditions

The Ising model introduced in Section 2.1 is also known as the Ising model with free-boundary conditions. We now discuss how to handle other boundary conditions. Since the graph \( G \) is embedded in the sphere, fixing boundary conditions amounts to fixing spins on boundary vertices of a face \( F \) of \( G \). We suppose that boundary edges of the face \( F \) are not covered by edges of \( \Gamma \) or \( \Gamma^* \).

Consider first **plus-boundary conditions**, meaning that all spins on boundary vertices of \( F \) are +1. Denote by \( E_{\text{off}} \) the set of boundary edges of the face \( F \). Then, up to the constant \( 1 \prod_{e \in E_{\text{off}}} e^{J_e} \), the modified Ising partition function is equal to the one of the graph \( G' \) obtained from \( G \) by merging the face \( F \) into a single vertex, and where this vertex is fixed to having spin +1, see Figure 2 (left). Since the modified partition function is invariant under the transformation \( \sigma \leftrightarrow -\sigma \), it is up to a factor \( \frac{1}{2} \), the modified partition function of the graph \( G' \) with free boundary conditions. The graph \( G' \) is also planar and embedded in the sphere, so that it enters the framework of this paper. A mixture of plus and free-boundary conditions can be handled in a similar way, by contracting all edges with fixed +1 spins, see Figure 2 (right).

Consider now **Dobrushin boundary conditions**, meaning that the boundary of the face \( F \) is split into two connected components, one having +1 spins and the other -1 spins. Up to a constant, the modified Ising partition function is equal to the one of the graph \( G' \) obtained by merging all vertices and edges of the face \( F \) having respectively +1 spins and -1 spins, see Figure 3 (center).

---

\(^1\) the constant does not depend on the modified coupling constants \( \overline{J} \) because, by assumption, boundary edges of \( F \) are not covered by \( \Gamma \) and \( \Gamma^* \)
Let $u$ be the vertex with fixed -1 spin, then the modified partition function of $G'$ is equal to
the one where the spin at $u$ is +1 and coupling constants on edges incident to $u$ are negated.
We now have an Ising model with two vertices on the boundary of a face of degree 2 with fixed
+1 spins. Up to a constant, the modified Ising partition function is equal to the one of the
graph $G''$ obtained by merging the two vertices into a single vertex with +1 spin, and adding
a disorder line, see Figure 3 (right). Up to a constant $\frac{1}{2}$ it is equal to the modified partition
function of the graph $G''$ with free boundary conditions, and enters again te framewor
t of this paper.

![Figure 3: Merging of vertices and edges and introduction of a disorder line to handle Dobrushin boundary conditions.](image)

### 2.3 Dimer model on the bipartite graph $G^Q$

The bipartite graph $G^Q = (V^Q, E^Q)$ is constructed from the graph $G$ and its dual $G^*$ as follows.
Let us first define the *quad-graph*, denoted $G^\circ$, whose vertices are those of $G$ and of the dual
graph $G^*$. A dual vertex is then joined to all primal vertices on the boundary of the corre-
sponding face. The embedding of $G^\circ$ is chosen such that its edges do not intersect those of
$G$ and $G^*$, see Figure 4 (left, grey lines). Consider the graph obtained by superimposing the
primal graph $G$, the dual graph $G^*$, the quad-graph $G^\circ$, and by adding a vertex at the crossing
of each primal and dual edge. Then, the dual of this graph, denoted by $G^Q$, is the graph on
which the dimer model lives, see Figure 4 (right). It is bipartite and consists of *quadrangles*
and *legs* connecting the quadrangles, legs are crossing edges of the quad-graph $G^\circ$. In each
quadrangle, two edges are “parallel” to an edge $e$ of $G$ and two edges are “parallel” to its dual
edge $e^*$ of $G^*$.

Suppose that edges of $G^Q$ are assigned a positive weight function $\nu = (\nu_e)_{e \in G^Q}$. The *dimer model on $G^Q$ with weight function $\nu$*, is defined as follows. A *dimer configuration* of
$G^Q$, also known as a *perfect matching*, is a subset of edges $M$ of $G^Q$ such that every vertex is incident to
exactly one edge of $M$, see Figure 6. Let us denote by $M(G^Q)$ the set of dimer configurations of
the graph $G^Q$. The probability on the set of dimer configurations $M(G)$ is the *dimer Boltzmann measure* $P_{\text{dimer}}$, defined by:

$$
\forall M \in M(G), \quad P_{\text{dimer}}(M) = \frac{\prod_{e \in M} \nu_e}{Z_{\text{dimer}}(G^Q, \nu)},
$$

where $Z_{\text{dimer}}(G^Q, \nu) = \sum_{M \in M(G^Q)} \prod_{e \in M} \nu_e$ is the normalizing constant known as the *dimer partition function.*
3 Proof of Theorem 1

As noted in the introduction, Theorem 1 follows from the results of [BdT14] by observing the following: results of [BdT14] are true for any choice of coupling constants, and the modified weights \( \bar{J} \) can be seen as a choice of coupling constants. It is instructive to keep track of the evolution of the weights through the different steps of the mapping (from the squared Ising model to the bipartite dimer model), and to express them as a function of the original coupling constants \( J \); in particular it is interesting to see the effect of order and disorder on XOR-Ising configurations.

3.1 Polygon representation of the squared, modified Ising partition function

A polygon configuration of the graph \( G \) is a subset of edges \( P \) such that every vertex of \( G \) is incident to an even number of edges of \( P \). The set of polygon configurations of \( G \) is denoted by \( \mathcal{P}(G) \). The set of polygon configurations \( \mathcal{P}(G^*) \) of the dual graph \( G^* \) of \( G \) is defined similarly.

In [BdT14], we prove that the squared Ising partition function is equal, up to a constant, to the sum over pairs of non-intersecting polygon configurations of the graph \( G \) and of its dual graph \( G^* \); see Figure 5 (left). This result is proved for graphs embedded in surfaces of genus \( g \), using an idea of Nienhuis [Nie84]; it holds for any choice of coupling constants. In particular, for graphs embedded in the sphere and for the modified weights \( \bar{J} \), it reads:

\[
[Z_{\text{Ising}}(G, \bar{J})]^2 = \mathcal{C} \sum_{\{(P,P^*)\in\mathcal{P}(G)\times\mathcal{P}(G^*): P\cap P^* = \emptyset\}} \left( \prod_{e^*\in P^*} \cosh^{-1}(2\bar{J}_e) \right) \left( \prod_{e\in P} \tanh(2\bar{J}_e) \right),
\]

where \( \mathcal{C} = 2|V|+1 \left( \prod_{e\in E} \cosh(2\bar{J}_e) \right) \).

Remark 3.

1. From [Nie84], see also [BdT14], we know that polygon configurations of the dual graph \( G^* \) arise from the low-temperature expansion [KW41a, KW41b] of XOR-Ising configurations: they are polygon configurations separating clusters of \( \pm 1 \) spins of the XOR-Ising model.
The modified weights as a function of the original coupling constants $J$.

2. Let us express the modified weights as a function of the original coupling constants $J$. If an edge $e$ of $G$ does not belong to $\Gamma$ or $\Gamma^*$, then $\tanh(2\bar{J}_e) = \tanh(2J_e)$; if it belongs to $\Gamma$, then $\tanh(2\bar{J}_e) = \tanh(2J_e + i\pi) = -\tanh(2J_e)$. If $e$ belongs to $\Gamma^*$, then $\tanh(2\bar{J}_e) = -\tanh(2J_e)$. If the dual edge $e^*$ of $G^*$ of an edge $e$ of $G$ is such that $e$ does not belong to $\Gamma$ or $\Gamma^*$, then $\cosh(2\bar{J}_e) = \cosh(2J_e)$; if $e$ belongs to $\Gamma$, then $\cosh(2\bar{J}_e) = \cosh(2J_e + i\pi) = -\cosh(2J_e)$; if $e$ belongs to $\Gamma^*$, then $\cosh(2\bar{J}_e) = \cosh(-2J_e) = \cosh(2J_e)$. This is summarized in Figure 5 (right).

3. The modified coupling constants on $\Gamma^*$ only affect the weight of edges of $G$, and the modified coupling constants on $\Gamma$ only affect the weight of edges of the dual graph $G^*$.

4. The term $\prod_{e \in E} \cosh(2\bar{J}_e)$ in the constant $C$ of (2) is equal to $(-1)^{|\Gamma|} \prod_{e \in E} \cosh(2J_e)$.

Since the proof [BdT14] of Equation (2) greatly simplifies in the genus 0 case, we give it here to make this paper self contained.

Proof. The squared modified partition function is equal to:

$$[Z_{\text{Ising}}(G, \bar{J})]^2 = \sum_{\sigma, \sigma' \in \{-1,1\}^V} \prod_{e = u \tau \in E} e^{\frac{1}{2} \bar{J}_e \sigma_u \sigma_v e^{\frac{1}{2} \bar{J}_e \sigma'_u \sigma'_v}}.$$

For every pair of spin configurations $\sigma, \sigma'$, denote by $\tau$ the XOR-Ising configuration, obtained by taking the product $\sigma \sigma'$: $\forall u \in V$, $\tau_u = \sigma_u \sigma'_u$, then $\tau \in \{-1,1\}^V$.

Since $\sigma$ and $\sigma'$ take values in $\{-1,1\}$, we have $\sigma' = \tau \sigma$, and the squared modified partition function can be written as:

$$[Z_{\text{Ising}}(G, \bar{J})]^2 = \sum_{\tau, \sigma \in \{-1,1\}^V} \left( \prod_{e = u \tau \in E} e^{\frac{1}{2} \bar{J}_e \sigma_u \sigma_v (1 + \tau_u \tau_v)} \right).$$

Let us now fix a XOR-spin configuration $\tau$. Denote by $V_1^\tau, \cdots, V_k^\tau$ the partition of vertices of $V$ corresponding to clusters of $\pm 1$ spins of $\tau$. For every $\ell \in \{1, \cdots, k^\tau\}$, let $E^\tau_\ell$ be the subset of
edges joining vertices of \( V_\ell \). Denote by \( E_\tau = \bigcup_{\ell=1}^{k_\tau} E_\tau^\ell \), and by \((E_\tau)^c = E \setminus E_\tau \). Then, for every \( e = uv \in E_\tau \), \( \tau_u \tau_v = 1 \), and for every \( e \in (E_\tau)^c \), \( \tau_u \tau_v = -1 \), implying that:

\[
[Z_{\text{Ising}}(G, J)]^2 = \sum_{\tau \in \{-1,1\}^V} \sum_{\sigma \in \{-1,1\}^V} \prod_{e \in E_\tau} e^{2J_e \sigma_u \sigma_v}.
\]

Exchanging the sum over spins \( \sigma \)'s and the product over edges of \( E_\tau \) yields:

\[
[Z_{\text{Ising}}(G, J)]^2 = \sum_{\tau \in \{-1,1\}^V} \prod_{\ell=1}^{k_\tau} \bigg[ \sum_{\sigma_\ell \in \{-1,1\}^{V_\ell}} \bigg( \prod_{e \in E_\ell^\tau} e^{2J_e \sigma_u \sigma_v} \bigg) \bigg] = \sum_{\tau \in \{-1,1\}^V} \prod_{\ell=1}^{k_\tau} \bigg[ 2^{\big| V_\ell \big|} \bigg( \prod_{e \in E_\ell^\tau} \cosh(2J_e) \bigg) \bigg] = 2^{\big| V_\ell \big|} \bigg( \prod_{e \in E_\ell^\tau} \cosh(2J_e) \bigg) \sum_{\ell=1}^{k_\tau} \bigg( \prod_{e \in \mathcal{P}(G_\ell^\tau)} \tanh(2J_e) \bigg),
\]

That is, for every \( \ell \in \{1, \ldots, k_\tau \} \), we have the partition function of an Ising model on \( G_\ell^\tau = \left( V_\ell, E_\ell^\tau \right) \), with modified, doubled coupling constants \( 2J \). Using Kramers and Wannier high temperature expansion [KW41a, KW41b] for each of these modified Ising models, we obtain:

\[
\prod_{\ell=1}^{k_\tau} \bigg[ \sum_{\sigma_\ell \in \{-1,1\}^{V_\ell}} \bigg( \prod_{e \in E_\ell^\tau} e^{2J_e \sigma_u \sigma_v} \bigg) \bigg] = \prod_{\ell=1}^{k_\tau} \bigg[ 2^{\big| V_\ell \big|} \bigg( \prod_{e \in E_\ell^\tau} \cosh(2J_e) \bigg) \bigg] = 2^{\big| V_\ell \big|} \bigg( \prod_{e \in E_\ell^\tau} \cosh(2J_e) \bigg) \prod_{\ell=1}^{k_\tau} \bigg( \sum_{\mathcal{P}(G_\ell^\tau)} \bigg( \prod_{e \in \mathcal{P}(G_\ell^\tau)} \tanh(2J_e) \bigg) \bigg).
\]

Plugging (4) into the squared modified partition function (3) yields,

\[
[Z_{\text{Ising}}(G, J)]^2 = \mathcal{C} \sum_{\tau \in \{-1,1\}^V} \bigg( \prod_{e \in \mathcal{P}(G)^c} \cosh^{-1}(2J_e) \bigg) \prod_{\ell=1}^{k_\tau} \bigg( \sum_{\mathcal{P}(G_\ell^\tau)} \bigg( \prod_{e \in \mathcal{P}(G_\ell^\tau)} \tanh(2J_e) \bigg) \bigg),
\]

where \( \mathcal{C} = 2^{\big| V_\ell \big|} \bigg( \prod_{e \in E} \cosh(2J_e) \bigg) \).

The proof is concluded by assigning, as in the low temperature expansion, dual polygon configurations separating clusters of spins of XOR-Ising configurations. Note that the constant \( \mathcal{C} \) and the constant \( \mathcal{C} \) of the statement differ by a factor 2 because two spin configurations are assigned to a given dual polygon configuration. \( \square \)

### 3.2 Bipartite dimer representation of the polygon representation

We proceed as in [BdT14]. The sum over pairs of non-intersecting primal and dual polygon configurations naturally maps to a 6-vertex model [Nie84]. This 6-vertex model is free-fermionic when polygon edge-weights arise from two independent Ising models (because \( [\cosh^{-1}(2J)]^2 + [\tanh(2J)]^2 = 1 \)). The free-fermionic 6-vertex model then maps to the dimer model on the graph \( G^Q \) defined in Section 2.3 [WL75, Dub11]. The mapping from pairs of non-intersecting primal and dual polygon configurations of \( G \) and \( G^* \), to dimer configurations of \( G^Q \) can be explained without going through the 6-vertex model. It is summarized in Figure 6.

As a consequence, we obtain:

\[
\sum_{\{ (P, P^*) \in \mathcal{P}(G) \times \mathcal{P}(G^*): P \cap P^* = \emptyset \}} \bigg( \prod_{e^* \in P^*} \cosh^{-1}(2J_e) \bigg) \bigg( \prod_{e \in \mathcal{P}(G)} \tanh(2J_e) \bigg) = \frac{1}{2} Z_{\text{dimer}}(G^Q, \nu(J)),
\]


Figure 6: Mapping between pairs of non-intersecting primal and dual polygon configurations of $G$ and $G^*$ and dimer configurations of $G^Q$ [Nie84, WL75, Dub11]. Top: mapping on the local level. Bottom: mapping on the global level. Given a pair of non-intersecting primal and dual polygon configurations, there are two possible leg configurations for the corresponding dimer configuration; then the configuration of quadrangles with 2 or 4 matched legs is fixed, and quadrangles having 0 matched leg each has two possible dimer configurations. Right: mapping of the weights.

where the dimer weight function $\nu(\bar{J}) = (\nu(\bar{J})_e)_{e \in E}$ is given by:

$$
\nu(\bar{J})_e = \begin{cases} 
1 & \text{if } e \text{ is a leg} \\
\tanh(2\bar{J}_e) & \text{if } e \text{ is “parallel” to a primal edge } e \text{ of } G \\
\cosh^{-1}(2\bar{J}_e) & \text{if } e \text{ is “parallel” to the dual edge } e^* \text{ of an edge } e \text{ of } G.
\end{cases}
$$

Using the computations of the weights of Section 3.1, we can express the dimer weight function $\nu(\bar{J})$ as a function of the original coupling constants, see also Figure 1 (right):

$$
\nu(\bar{J})_e = \begin{cases} 
1 & \text{if } e \text{ is an external edge} \\
\tanh(2J_e) & \text{if } e \text{ is “parallel” to an edge } e \text{ of } G, e \notin \Gamma^* \\
-\tanh(2J_e) & \text{if } e \text{ is “parallel” to an edge } e \text{ of } G, e \in \Gamma^* \\
\cosh^{-1}(2J_e) & \text{if } e \text{ is “parallel” to the dual edge } e^* \text{ of an edge } e \text{ of } G, e \notin \Gamma \\
-\cosh^{-1}(2J_e) & \text{if } e \text{ is “parallel” to the dual edge } e^* \text{ of an edge } e \text{ of } G, e \in \Gamma.
\end{cases}
$$

(6)

Combining Equations (2), (5), Point 3 of Remark 3, and using the fact that the sequence of mappings works for all choices of coupling constants, we obtain:

$$
[Z_{\text{Ising}}(G, J)]^2 = 2^{|V|} (\prod_{e \in E} \cosh(2J_e)) \cdot Z_{\text{dimer}}(G^Q, \nu(J))
$$

$$
[Z_{\text{Ising}}(G, \bar{J})]^2 = 2^{|V|} (-1)^{|\Gamma|} (\prod_{e \in E} \cosh(2\bar{J}_e)) \cdot Z_{\text{dimer}}(G^Q, \nu(\bar{J})).
$$

Taking the ratio yields Theorem 1.
4 Consequences

As a consequence of Theorem 1, we obtain expressions as ratio of bipartite dimer partition functions for squared quantities of interest in the study of the Ising model. Throughout this section, we use the notations of Sections 1, 2 and 3.

First, following [KC71] we consider $2^n$-spinor variables. This amounts to taking $m = n$ and choosing $u_j, f_j$ in such a way that $u_j$ is on the boundary of the face of $G$ defined by the dual vertex $f_j$. Then, specifying Theorem 1 to this choice of vertices yields an expression for squared spinor variables correlations as the ratio of bipartite dimer partition functions.

Next, let us consider $2^n$-spin correlations $\mathbb{E}[\sigma_{u_1} \ldots \sigma_{u_{2n}}]$. This enters the framework of this paper by taking $\Gamma^*$ to be the empty set. More precisely, by Kadanoff and Ceva [KC71], $2^n$-spin correlations are equal to:

$$\mathbb{E}[\sigma_{u_1} \ldots \sigma_{u_{2n}}] = (-i)^{|\Gamma|} \frac{Z_{\text{Ising}}(G, \bar{J})}{Z_{\text{Ising}}(G, J)} = (-i)^{|\Gamma|} \langle \sigma_{u_1} \ldots \sigma_{u_{2n}} \rangle_{(G, J)},$$

where

$$\bar{J}_e = \begin{cases} J_e + \frac{\pi}{2} & \text{if } e \in \Gamma \\ J_e & \text{otherwise.} \end{cases}$$

(7)

As a consequence of Theorem 1, we obtain the following.

**Corollary 1.** The squared $2^n$-spin correlations $\mathbb{E}[\sigma_{u_1} \ldots \sigma_{u_{2n}}]^2$ is the following ratio of bipartite dimer partition functions:

$$\mathbb{E}[\sigma_{u_1} \ldots \sigma_{u_{2n}}]^2 = \frac{Z_{\text{dimer}}(G^Q, \nu(\bar{J}))}{Z_{\text{dimer}}(G^Q, \nu(J))},$$

where the dimer weight function $\nu(\bar{J})$ is given by Equation (7).

Finally, let us express the magnetization $\mathbb{E}^+[\sigma_u]$ which is the expectation of a single spin $u$ under plus-boundary conditions (if free boundary conditions were considered, the magnetization would be equal to zero by symmetry). Recall that fixing plus-boundary amounts to taking all spins on boundary vertices of a face $F$ of $G$ to be $+1$. Magnetization enters the framework of this paper by taking $\Gamma^*$ to be the empty set, $\Gamma$ to be a single path $\gamma$, and by using the procedure of Section 2.2 for treating plus-boundary conditions. More precisely, by [KC71], the magnetization is equal to:

$$\mathbb{E}^+[\sigma_u] = (-i)^{|\gamma|} \frac{Z_{\text{Ising}}^+(G, J)}{Z_{\text{Ising}}^+(G, \bar{J})},$$

where $Z_{\text{Ising}}^+(G, \bar{J})$ is the modified, plus-boundary condition Ising partition function, modified along a single path $\gamma$ of the graph $G$, where $\gamma$ joins a vertex on the boundary of $F$ to the vertex $u$; this quantity is independent of the choice of boundary vertex. Let us suppose that $\gamma$ does
not use edges on the boundary of $F$, and let $G'$ be the graph obtained from $G$ by merging the face $F$ into a single vertex $v$, see Figure 2 (left). Note that in $G'$, the path $\gamma$ joins the vertices $v$ and $u$. Using the argument of Section 2.2 for handling plus-boundary conditions, we obtain:

$$\frac{Z^+_{\text{Ising}}(G, \bar{J})}{Z^+_{\text{Ising}}(G, J)} = \frac{1}{2} \left( \prod_{e \in \partial F} e^J \right) Z_{\text{Ising}}(G', \bar{J}) = \frac{1}{2} \left( \prod_{e \in \partial F} e^J \right) Z_{\text{Ising}}(G', J).$$

Since $\gamma$ does not use boundary edges of the face $F$, it has the same number of edges in the graphs $G$ and $G'$. We have thus proved the following.

**Lemma 4.1.** The magnetization $\mathbb{E}^+[\sigma_u]$ in the graph $G$, is equal to the pair-spin correlations $\mathbb{E}[\sigma_u \sigma_v]$ in the graph $G'$.

As a consequence, the expression as ratio of bipartite dimer partition functions for the squared magnetization is a specific case of Corollary 1.
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