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Abstract—In multiobjective optimisation, a set of scalable test problems with a variety of features allow researchers to investigate and evaluate the abilities of different optimisation algorithms, and thus can help them to design and develop more effective and efficient approaches. Existing test problem suites mainly focus on situations where all the objectives are fully conflicting with each other. In such cases, an \(m\)-objective optimisation problem has an \((m - 1)\)-dimensional Pareto front in the objective space. However, in some optimisation problems, there may be unexpected characteristics among objectives, e.g., redundancy. The redundancy of some objectives can lead to the multiobjective problem having a degenerate Pareto front, i.e., the dimension of the Pareto front of the \(m\)-objective problem be less than \((m - 1)\). In this paper, we systematically study degenerate multiobjective problems. We abstract three general characteristics of degenerate problems, which are not formulated and systematically investigated in the literature. Based on these characteristics, we present a set of test problems to support the investigation of multiobjective optimisation algorithms under situations with redundant objectives. To the best of our knowledge, this work is the first one that explicitly formulates these three characteristics of degenerate problems, thus allowing the resulting test problems to be featured by their generality, in contrast to existing test problems designed for specific purposes (e.g., visualisation). The usefulness of the proposed test problems has been demonstrated by the extensive studies of ten representative multiobjective evolutionary algorithms on these problems. The results indicate that none of the tested algorithms is able to effectively solve these proposed problems, calling for the need for developing new approaches to address degenerate multiobjective problems. The discussion regarding why certain MOEAs struggle to solve the degenerate problems and potentially useful strategies for overcoming the challenges of these degenerate problems are also presented.
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I. INTRODUCTION

In multiobjective optimisation, researchers generally assume that the objectives are conflicting with each other. In such case, an \(m\)-objective optimisation problem has an \((m - 1)\)-dimensional Pareto front in the objective space. However, this may not always be true. For example, when dealing with a dynamic optimisation scenario, an engineer may not look carefully into the connection of the existing objectives, but rather add new objectives to accommodate new requirements. The added new objectives may be harmonious with the existing objectives (or their combinations). The redundancy of the objectives can lead to the multiobjective problem having a degenerate Pareto front, i.e., the dimension of the Pareto front of the \(m\)-objective problem be less than \((m - 1)\). Such problems are called degenerate problems. A toy example is shown in Fig. 1. The degenerate problems widely exist in real-world applications, such as multi-speed gearbox design, storm-drainage system planning, car structure design, and optimal product selection in software engineering.

Degenerate problems appear relatively rare in evolutionary multiobjective optimisation research. And more importantly, they are designed to serve some particular purposes or in accordance with specific landscape patterns, thus failing to represent the variety of real-world scenarios. For example, Deb-Thiele-Laumanns-Zitzler (DTLZ) 5 [7], DTLZ6 [7], and Walking fish group (WFG) 3 [8, 9] are three degenerate test problems whose PFs lie on 1D curves no matter how many objectives the problem has, and all of the objectives except the last one are multiples of the first objective on their PFs. The DTLZ5 problem is further extended into DTLZ5(\(I,M\)) [10], an

![Fig. 1. A toy example of a degenerate problem. The left side shows the optimal solution set (the points on Line \(ac\)) in the objective space of the 3-objective problem, and the right side shows the optimal solution set (the points on Line \(a'c'\)) in the space spanned by the essential objectives \(f_2\) and \(f_3\), where \(f_1 = f_2 = x, f_3 = 2 - x\) and \(x\) is the decision variable. The objective of \(f_1\) is redundant since the existence of \(f_1\) does not affect the optimal solution set.](image-url)
$M$-objective problem with $I$ specifiable essential objective.

There are also some other degenerate multiobjective test problems. For instance, to help researchers to easily view and understand the search behaviour of multiobjective optimizers, the multi-point distance minimization problem (MP-DMP) [12-14] and the multi-line distance minimization problem (ML-DMP) [15, 16] are developed. MP-DMP is to simultaneously minimize the distances of a point to a pre-specified set of target points, and ML-DMP aims to simultaneously minimize the distances of a point to a set of target lines. Since the Pareto-optimal regions of these two problems in the decision space typically lie on a 2D manifold (regardless of the number of the objectives and the decision variables) [16], their PFs are also on a 2D manifold, and this makes them be degenerate problems. In [17], a set of problems whose PFs lie on a 1D or a 2D manifold are presented to stress the complexity of the Pareto optimal solutions in the decision space. In contrast, in [18] to emphasize the effectiveness of the Pareto optimal solutions in the objective space, another set of problems is proposed, where the redundant objectives are all equal to zero and the degenerate PF is determined only by the first part of the objectives.

On the other hand, objective reduction techniques have been receiving increasing attention in the evolutionary multiobjective optimisation area [11, 14, 19-23]. However, the lack of a comprehensive set of degenerate problems may limit systematic investigations of their performance. Algorithms which perform well on existing degenerate test problems with particular properties may not be able to work in real-life degenerate cases, where the correlation between objectives can be of high complexity.

As we mentioned above, most of the existing degenerate test problems only considered the explicit redundancy of objectives, e.g., DTLZ5, DTLZ6, WFG3, and DTLZ5($I, M$). There do exist some test problems, such as MP-DMP and ML-DMP, which have implicit redundancy of objectives, but they have fixed essential objectives, and more importantly, they were designed for solutions visualisation. Furthermore, the objective redundancy of degenerate problems is not systematically investigated and their characteristics are not explicitly formulated as well.

Given this, we propose a set of degenerate test problems aiming to reflect the generality of degenerate problems. The main contributions of this paper are summarised as follows:

- From the relation among the objectives of problems, we capture three characteristics of degenerate problems: explicit redundancy, implicit redundancy and partial redundancy.
- Based on a unified formulation and the captured characteristics, five test problems are proposed. These problems contain a variety of representative characteristics and features, which enable researchers to investigate the working mechanisms of different multiobjective evolutionary algorithms (MOEAs) on degenerate problems, particularly objective reduction-based algorithms.
- Ten evolutionary algorithms are evaluated on the proposed degenerate test problems. The results show that the proposed three characteristics have a significant impact on the performance of the existing algorithms. They bring different types of difficulties for objective reduction techniques. In addition, none of the tested algorithms can obtain good performance on the high-dimensional degenerate instances. The discussion regarding why certain MOEAs struggle to solve the degenerate problems and potentially useful strategies for overcoming the challenges of these degenerate problems are also presented.

The remainder of this paper is organised as follows. Section II and Section III are devoted to the design principles and the description of three characteristics of test problems with degenerate PFs, respectively. Based on the principles and the analysis in the previous two sections, five test problems are proposed in Section IV. Section V presents experimental results of ten state-of-the-art MOEAs on the proposed test problems and also the impact of the presented three characteristics for existing objective-reduction techniques. Section VI provides a discussion of potential solutions to degenerate problems based on our own practice. Finally, Section VII concludes the paper.

II. Design Principles

In order to extend and generalise the test problems easily, we follow four basic principles to design the test problems as suggested in [7, 9] and [24]:

1) They can be constructed with a uniform formulation.
2) They should be scalable to the number of decision variables.
3) They should be scalable to the number of objectives.
4) The resulting PF of the problem should be exactly known, and the corresponding decision variable values should also be easy to find.

In this paper, we use the following uniform formulation for all the proposed test problems:

\[ f_1(x) = h_1(\gamma_1(x), \ldots, \gamma_d(x)); \]

\[ \vdots \]

\[ f_m(x) = h_m(\gamma_1(x), \ldots, \gamma_d(x)) \]

with

\[ \gamma_1(x) = p_1(x^l)(1 + g_1(x^r)); \]

\[ \vdots \]

\[ \gamma_d(x) = p_d(x^l)(1 + g_d(x^r)), \]

where \( x^l = (x_1, \ldots, x_{d-1}) \) is the first part of the decision vector and \( x^r = (x_d, \ldots, x_n) \) is the other part, the functions \( p_1, \ldots, p_d \) are used to define the shape of the Pareto front, known as the shape functions, \( g_1, \ldots, g_d \) define the fitness landscape, known as the landscape functions [24], \( \gamma_1, \gamma_2, \ldots, \gamma_d \) are essential objective functions, \( f_1, \ldots, f_m \)
are problem objectives, and \( h_1(\cdot), \ldots, h_m(\cdot) \) are transforming functions which define the relation between the problem objectives and the essential objectives.

Denoting \( g(x^r) = (g_1(x^r), \ldots, g_d(x^r)) \), \( p(x^l) = (p_1(x^l), \ldots, p_d(x^l)) \), \( h(x^l) = (h_1(\gamma(x)), \ldots, h_m(\gamma(x))) \), and \( f(x) = (f_1(x), \ldots, f_m(x)) \), we can rewrite the formulation as

\[
f(x) = h(\gamma(x))
\]

with

\[
\gamma(x) = p(x^l) \circ (1 + g(x^r)),
\]

where the symbol \( \circ \) denotes an entry-wise product operation, and \( 1 \in \mathbb{R}^d \) is a vector of ones. Please note that \([4]\) defines essential objective functions, and \([3]\) transforms these essential objectives into another high-dimensional space and obtains the objective functions for the test problems.

For a given test problem formulated by \([4]\) and \([3]\), the goal of a multiobjective optimiser is to find the Pareto decision vectors \( x = (x^l, x^r) \) such that \( g(x^r) = 0 \) and \( f(x) = h(p(x^l)) \).

Following this manner, we can use the designed \( g(x^r) \) to evaluate the ability of an algorithm to converge to the PF, and use the designed \( p(x^l) \) to test an algorithm’s ability to obtain diverse solutions.

Since this paper aims to present some important characteristics of the problems with degenerate PFs, we focus on the design of the 4 transformations \( h \) in \([3]\), which controls the relationships between the problem objectives \( f(x) \) and the essential objectives \( \gamma(x) \). For the definition of the essential objectives in \([3]\), we simply select/design based on the existing definitions in \([7]\) and \([9]\). In the next section, we will present the detailed characteristics of the proposed test problems with respect to the design of \( h \) in \([3]\).

### III. PROBLEM CHARACTERISTICS

As we mentioned before, the correlation between the objectives has not been systematically considered in the existing test problems. In this section, we present the following three characteristics of degenerate problems.

#### A. Explicitly Redundant Objectives

In many-objective optimisation, there exist some problems that explicitly have redundant objectives, i.e., the existence of these objectives does not have any impact on the solutions for the optimisation problem. The redundant objectives are part of the problem’s objectives. With regard to this case, we have the following theorem:

**Theorem 1.** Supposing that there is an optimisation problem with \( d \) conflicting objectives \( f_1(x), f_2(x), \ldots, f_d(x) \), we further add more objective \( f_{d+1}(x) = h_{d+1}(f_1(x), f_2(x), \ldots, f_d(x)) \), \( f_{m}(x) = h_m(f_1(x), f_2(x), \ldots, f_d(x)) \), where \( h_{d+1}(\cdot), \ldots, h_m(\cdot) \) are non-decreasing functions with respect to \( f_1(x), f_2(x), \ldots, f_d(x) \), then the new problem with \( m \) objectives has the same Pareto solution set as the original \( d \)-objective problem.

**Proof:** See Appendix [A].

Based on Theorem [1], we can define test problems with an arbitrary number of redundant objectives. If an algorithm can find the essential objectives of a problem, it can ignore all redundant objectives and potentially obtain a good set of solutions for the original problem. Here, we give a general formulation of this type of problems. Let \( f_1(x), \ldots, f_d(x) \) be \( d \) conflicting objectives, then we add \((m-d)\) redundant objectives to the problem as:

\[
f_{d+1}(x) = h_{d+1}(f_1(x), f_2(x), \ldots, f_d(x));
\]

\[
\vdots
\]

\[
f_m(x) = h_m(f_1(x), f_2(x), \ldots, f_d(x)),
\]

where \( h_{d+1}(\cdot), \ldots, h_m(\cdot) \) are non-decreasing functions with respect to their corresponding inputs.

#### B. Implicitly Redundant Objectives

In the real-world applications, the number of essential objectives may be smaller than the number of the objectives of the underlying problem, while the essential objective set is not a subset of the objective set of the problem. For this case, let us first consider a three-objective minimisation problem:

\[
f_1(x) = \gamma_1(x);
\]

\[
f_2(x) = \begin{cases} 
\gamma_2(x), & x_1 < 0.5; \\
\cos(\frac{\pi}{4})(1 + g(x^r)), & \text{otherwise,} 
\end{cases}
\]

\[
f_3(x) = \begin{cases} 
\cos(\frac{\pi}{4})(1 + g(x^r)), & x_1 < 0.5; \\
\gamma_2(x), & \text{otherwise,} 
\end{cases}
\]

s.t. \( 0 \leq x_i \leq 1 \), for \( i = 1, 2, \ldots, n \)

with

\[
\gamma_1(x) = \sin\left(\frac{\pi}{2}x_1\right)(1 + g(x^r));
\]

\[
\gamma_2(x) = \cos\left(\frac{\pi}{2}x_1\right)(1 + g(x^r));
\]

\[
g(x^r) = \sum_{i=2}^{n} (x_i - 0.5)^2,
\]

where \( n \) is the number of decision variables, and \( x^r = (x_2, \ldots, x_n) \). Fig. [2](a) shows the PF of this problem, from which we can see that the PF lies in a 1D manifold since the problem has only two essential objectives \( \gamma_1 \) and \( \gamma_2 \). Generally, this problem cannot be well solved with the objective selection-based reduction methods. The projections of the original objectives on subspaces \{\( f_1, f_2 \), \{\( f_1, f_3 \), and \{\( f_2, f_3 \) are plotted in Fig. [2](b)-(d), respectively. From the plots, we can see that only part of the Pareto-optimal solution set (PS) of the original three-objective problem and the PSs of the reduced two-objective problems are overlapping. Nevertheless, the PS of this problem can be obtained by optimising the problem with two essential objectives \( \gamma_1 \) and \( \gamma_2 \).

Following the manner in the above example, we assume the essential (conflicting) objectives are \( \gamma_1(x), \gamma_2(x), \ldots, \gamma_d(x), \ldots \)
and then we construct a minimisation problem with \(m(m > d)\) objectives:
\[
\begin{align*}
  f_1(x) &= \phi_1(\gamma_1(x)); \\
  \vdots \\
  f_{d-1}(x) &= \phi_{d-1}(\gamma_{d-1}(x)); \\
  f_d(x) &= \phi_d(\min(\gamma_d(x), \eta_1)); \\
  f_{d+1}(x) &= \phi_d(\min(\max(\gamma_d(x), \eta_1), \eta_2)); \\
  \vdots \\
  f_{m-1}(x) &= \phi_{m-1}(\min(\max(\gamma_d(x), \eta_{m-d-1}), \eta_{m-d})); \\
  f_m(x) &= \phi_m(\max(\gamma_d(x), \eta_{m-d})),
\end{align*}
\]

where \(\phi_1(\cdot), \ldots, \phi_m(\cdot)\) are increasing functions, and \(\min(\gamma_d(x)) \leq \eta_1 < \eta_2 < \cdots < \eta_{m-1} < \max(\gamma_d(x))\). With regard to this case, we have the following theorem.

**Theorem 2.** Supposing there exists an optimisation problem with \(d\) conflicting objectives \(\gamma_1(x), \ldots, \gamma_d(x)\), we construct another problem via (8), then the new problem with the objectives \(f_1(x), \ldots, f_m(x)\) has the same PS as the problem with the objectives \(\gamma_1(x), \ldots, \gamma_d(x)\).

**Proof:** See Appendix B.

Since the essential objectives are not all included in the objective set of the problem, this type of problems cannot be well solved with objective selection-based MOEAs. This type of problems is proposed to test the ability of algorithms to extract essential objectives.

### C. Partially Redundant Objectives

The correlation between objectives may differ in different regions of the objective space. Two objectives may be harmonious on some parts of the PF, while they are unrelated/conflicting on some other parts of the PF. Let us consider a three-objective minimisation problem:

\[
\begin{align*}
  f_1(x) &= \begin{cases} 
  x_1(1 - x_2)(1 + g(x^r)), & x_1 > 0.5; \\
  \frac{x_1}{2}(1 + g(x^r)), & \text{otherwise},
  \end{cases} \\
  f_2(x) &= \begin{cases} 
  x_1x_2(1 + g(x^r)), & x_1 > 0.5; \\
  \frac{x_2}{2}(1 + g(x^r)), & \text{otherwise},
  \end{cases} \\
  f_3(x) &= (1 - x_1)(1 + g(x^r))
\end{align*}
\]

s.t. \(0 \leq x_i \leq 1, \quad \text{for } i = 1, 2, \ldots, n\)

with
\[
g(x^r) = \sum_{i=2}^{n} (x_i - 0.5)^2,
\]

where \(n\) is the number of decision variables, and \(x^r = (x_2, \ldots, x_n)^T\). Fig. 3 shows the PF of this problem, from which we can see that \(f_1\) and \(f_2\) are conflicting at \(x_1 < 0.5\), while they are equal at \(x_1 \geq 0.5\), and it makes the problem has a degenerate PF at this region, i.e., it leads to a partially degenerate test problem.

This type of test problem is proposed to test the ability of algorithms to discover degenerate segments of PF in the objective space.

Note that there may exist other more complicated types of redundancy and this paper only focuses on these three characteristics.

### IV. Test Problems

Based on the basic principles and the above three characteristics, we present here a representative set of test problems with degenerate PFs, called as DPFs. The essential objectives are carefully selected/designed with diverse properties which cover a good representation of various real-world scenarios, such as being multimodal, disconnected, partially separable, biased, and having different shapes of PFs. The characteristics and features of these five test problems are summarised in

---

3The MATLAB code of the proposed test problems is available at https://liangli-zhen.github.io/code/dpf.zip.
Table I. Characteristics and features of the proposed test problems. The correlation denotes the relation between the problem objectives and the essential objectives.

| Problem | Redundant | Correlation | PF shape | Other features |
|---------|-----------|-------------|----------|----------------|
| DPF1    | Explicitly Linear | Linear | Multimodal |                |
| DPF2    | Explicitly Nonlinear | Mixed | Disconnected |            |
| DPF3    | Implicitly Linear | Concave | Bias |                |
| DPF4    | Implicitly Nonlinear | Concave | Multimodal |            |
| DPF5    | Partially Linear | Convex | Partially separable | |

More test problems can also be constructed by designing different essential objective functions and transforming functions.

A. Test Problem DPF1

In the first case, we construct an $m$-objective minimisation problem with $d$ essential objectives. The $m - d$ explicitly redundant objectives are linearly correlated with the $d$ essential objectives. The objective functions of DPF1 are defined as

$$
\begin{align*}
\phi_1(x) &= \gamma_1(x) = \frac{1}{2}x_1x_2\ldots x_{d-1}(1 + g(x')); \\
\phi_2(x) &= \gamma_2(x) = \frac{1}{2}x_1x_2\ldots (1 - x_{d-1})(1 + g(x')); \\
&\vdots \\
\phi_d(x) &= \gamma_d(x) = \frac{1}{2}(1 - x_1)(1 + g(x')); \\
\phi_{d+1}(x) &= (\phi_1(x), \phi_2(x), \ldots, \phi_d(x))u_1; \\
&\vdots \\
\phi_m(x) &= (\phi_1(x), \phi_2(x), \ldots, \phi_d(x))u_{m-d},
\end{align*}
$$

with

$$
\begin{equation}
\phi_1(x) = \gamma_1(x) = x_1; \\
\phi_{d-1}(x) = \gamma_{d-1}(x) = x_{d-1}; \\
\phi_d(x) = \gamma_d(x) \\
= \left(d - \sum_{i=1}^{d-1} \frac{f_i(x)}{1 + g(x')} \right)(1 + g(x'))(1 + g(x')); \\
\phi_{d+1}(x) = \phi_1((\phi_1(x), \phi_2(x), \ldots, \phi_d(x))u_1); \\
&\vdots \\
\phi_m(x) = \phi_{m-d}((\phi_1(x), \phi_2(x), \ldots, \phi_d(x))u_{m-d}),
\end{equation}
$$

subject to $0 \leq x_i \leq 1$, for $i = 1, 2, \ldots, n$

with

$$
\begin{equation}
g(x') = 1 + \frac{9}{k} \sum_{i=1}^{n} x_i,
\end{equation}
$$

where $n = d + k - 1$ is the number of decision variables, $k$ (typically set as 20) denotes the number of elements in $x' = \{x_d, \ldots, x_n\}$, and $u_1, u_2, \ldots, u_{m-d}$ are column vectors with $d$ non-negative elements.

The essential objectives $\phi_1(x), \phi_2(x), \ldots, \phi_d(x)$ simply refer to that in DTLZ1 [27]. The Pareto optimal solution corresponds to $x' = (0.5, \ldots, 0.5)$ and the objective vectors lie on the linear hyper-plane: $f_1(x) + f_2(x) + \cdots + f_d(x) = \frac{1}{2}$. The difficulty of this problem is to select the essential objectives and converge to the hyper-plane.

B. Test Problem DPF2

The second constructed $m$-objective minimisation problem has $d$ essential conflicting objectives as well, but the $m - d$ explicitly redundant objectives are non-linearly correlated with the $d$ essential objectives. The problem is to minimise the following objective functions:

$$
\begin{align*}
f_1(x) &= \gamma_1(x) = x_1; \\
&\vdots \\
f_{d-1}(x) &= \gamma_{d-1}(x); \\
f_d(x) &= \text{min}(\gamma_d(x), \eta_1); \\
f_{d+1}(x) &= \text{min}(\max(\gamma_d(x), \eta_1), \eta_2); \\
&\vdots \\
f_{m-1}(x) &= \text{min}(\max(\gamma_d(x), \eta_{m-d-1}), \eta_{m-d}); \\
f_m(x) &= \max(\gamma_d(x), \eta_{m-d}),
\end{align*}
$$

subject to $0 \leq x_i \leq 1$, for $i = 1, 2, \ldots, n$
with

\[ \gamma_1(x) = (1 - \cos(\theta_1) \ldots \cos(\theta_{d-1}))(1 + g(x')); \]
\[ \gamma_2(x) = (1 - \cos(\theta_1) \ldots \cos(\theta_{d-2}) \sin(\theta_{d-1}))(1 + g(x')); \]
\[ \vdots \]
\[ \gamma_{d-1}(x) = (1 - \cos(\theta_1) \sin(\theta_2))(1 + g(x')); \]
\[ \gamma_d(x) = (1 - \sin(\theta_1))(1 + g(x')); \]
\[ g(x') = \sum_{i=d}^{n} (x_i - 0.5)^2; \]
\[ \theta_j = \frac{\pi}{2} x_{100}^j \quad \text{for} \quad j \in \{1, \ldots, d-1\}, \]

(16)

where \( n = d + k - 1 \) is the number of decision variables, \( k \) (typically set as 10) denotes the number of elements in \( x' = (x_d, \ldots, x_n) \), and \( \min(\gamma_d(x)) < \eta_1 < \eta_2 < \cdots < \eta_{m-d} < \max(\gamma_d(x)) \). Please note that the obtained objective functions \( f_d, \ldots, f_m \) are partially linear with the essential objective functions \( \gamma_1, \ldots, \gamma_d \) in DPF3. From the definition of the essential objective functions, we can see that the search space has a variable density of solutions due to the bias transforming on the decision variables. The essential objective \( \gamma_d(x) \) is locally linearly correlated with the last \( m - d + 1 \) objectives of the defined problem.

D. Test Problem DPF4

In the fourth case, we construct an \( m \)-objective minimisation problem with \( d \) essential objectives. Different from DPF3, the objectives of this problem are nonlinearly correlated with the essential objectives as

\[ f_1(x) = \phi_1(\gamma_1(x)); \]
\[ \vdots \]
\[ f_{d-1}(x) = \phi_{d-1}(\gamma_{d-1}(x)); \]
\[ f_d(x) = \phi_d(\min(\gamma_d(x), \eta_1)); \]
\[ f_{d+1}(x) = \phi_{d+1}(\min(\max(\gamma_d(x), \eta_1), \eta_2)); \]
\[ \vdots \]
\[ f_{m-1}(x) = \phi_{m-1}(\min(\max(\gamma_d(x), \eta_{m-d-1}), \eta_{m-d})); \]
\[ f_m(x) = \phi_m(\max(\gamma_d(x), \eta_{m-d})); \]
\[ \text{s.t.} \quad 0 \leq x_i \leq 1, \quad \text{for} \quad i = 1, 2, \ldots, n \]

(17)

with

\[ \gamma_1(x) = (1 - \cos(\theta_1) \ldots \cos(\theta_{d-1}))(1 + g(x')); \]
\[ \gamma_2(x) = (1 - \cos(\theta_1) \ldots \cos(\theta_{d-2}) \sin(\theta_{d-1}))(1 + g(x')); \]
\[ \vdots \]
\[ \gamma_{d-1}(x) = (1 - \cos(\theta_1) \sin(\theta_2))(1 + g(x')); \]
\[ \gamma_d(x) = (1 - \sin(\theta_1))(1 + g(x')); \]
\[ g(x') = 100 \left[ k + \sum_{i=d}^{n} (x_i - 0.5)^2 - \cos(20\pi(x_i - 0.5)) \right]; \]
\[ \theta_j = \frac{\pi}{2} x_{100}^j \quad \text{for} \quad j \in \{1, \ldots, d-1\}, \]

(18)

where \( n = d + k - 1 \) is the number of decision variables, \( k \) (typically set as 10) denotes the number of elements in \( x' = (x_d, \ldots, x_n) \), \( \min(\gamma_d(x)) < \eta_1 < \eta_2 < \cdots < \eta_{m-d} < \max(\gamma_d(x)) \), and \( \phi_1, \ldots, \phi_m \) are nonlinear and nondecreasing mapping functions. This problem is multimodal as \( g(x') \) has \( 11^k - 1 \) local minima. Extracting essential objectives in this problem is more difficult than that in DPF3 because of the nonlinear correlation between the problem objectives and the essential objectives.

E. Test Problem DPF5

In the fifth case, we construct a minimisation problem whose correlations between the objectives differ in different PF segments as

\[ f_1(x) = \begin{cases} \beta_1(x), & x_1 < \frac{1}{3}; \\ \gamma_1(x), & \text{otherwise}; \end{cases} \]
\[ \vdots \]
\[ f_{m-d+1}(x) = \begin{cases} \beta_{m-d+1}(x), & x_1 < \frac{1}{3}; \\ \gamma_1(x), & \text{otherwise}; \end{cases} \]
\[ f_{m-d+2}(x) = \gamma_2(x); \]
\[ \vdots \]
\[ f_m(x) = \gamma_d(x); \]
\[ \text{s.t.} \quad 0 \leq x_i \leq 1, \quad \text{for} \quad i = 1, 2, \ldots, n \]

(19)
with
\[\beta_1(x) = \cos(\theta_1) \ldots \cos(\theta_{m-2}) \cos(\theta_{m-1})(1 + g(x^r));\]
\[\beta_2(x) = \cos(\theta_1) \ldots \cos(\theta_{m-2}) \sin(\theta_{m-1})(1 + g(x^r));\]
\[\vdots\]
\[\beta_{m-d+1}(x) = \cos(\theta_1) \ldots \cos(\theta_{d-1}) \sin(\theta_d)(1 + g(x^r));\]
\[\gamma_1(x) = \frac{1}{m-d+1} \cos(\theta_1) \ldots \cos(\theta_d)(1 + g(x^r));\]
\[\gamma_2(x) = \cos(\theta_1) \ldots \cos(\theta_{d-2}) \sin(\theta_{d-1})(1 + g(x^r));\]
\[\vdots\]
\[\gamma_{d-1}(x) = \cos(\theta_1) \sin(\theta_2)(1 + g(x^r));\]
\[\gamma_d(x) = \sin(\theta_1)(1 + g(x^r));\]
\[g(x^r) = (x_m - x_1)^2 + \sum_{i=m+1}^{n} (x_i - 0.5)^2;\]
\[\theta_j = \frac{\pi}{2} x_j \quad \text{for} \quad j \in \{1, \ldots, m-1\},\]
\[\text{where} \quad n = d + k - 1 \quad \text{is the number of decision variables,} \quad k \quad \text{(typically set as 10) denotes the number of elements in} \quad x^r = (x_m, \ldots, x_n).\]

From the definition of DPF5, we can see that the objective vectors of the PF satisfy that \(f_1^2 + f_2^2 + \cdots + f_m^2 = 1\), and the decision variables are partially separable. The PF of this problem contains a degenerate Pareto-optimal segment of \((d-1)\) dimensions and a non-degenerate Pareto-optimal segment of \((m-1)\) dimensions.

### F. Setting of Parameters and Mapping Functions in DPF

We assign randomly generated numbers to the elements of \(u_1, \ldots, u_{m-d}\) in DPF1-DPF2 and the parameters \(\eta_1, \ldots, \eta_{m-d}\) in DPF3-DPF4. Despite that the test instances are easy to implement, they may differ in different runs due to the randomly generated parameters, which makes the comparisons of the statistical results hard. To guarantee that these parameters are unchanged in different independent runs, we use a chaos-based pseudo random number generator by following [24]. The generated numbers are
\[c_i = \alpha \times c_{i-1} \times (1 - c_{i-1}) \quad \text{for} \quad i \in \mathbb{Z}^+,\]
\[\text{where} \quad \alpha \quad \text{and} \quad c_0 \quad \text{are parameters for the logistic map in} \quad [21], \quad \text{and typically set as} \quad 3.8 \quad \text{and} \quad 0.1, \text{respectively.}\]
The generated numbers are sequentially assigned to the elements of \(u_1, \ldots, u_{m-d}\) in DPF1-DPF2, and the parameters \(\eta_1, \ldots, \eta_{m-d}\) in DPF3-DPF4 are set as the increasingly sorted results of the generated numbers.

To preserve the dominance relation between the decision vectors, the nonlinearly mapping functions in DPF2 and DPF4 have to be non-decreasing functions and increasing functions, respectively. The choice of the mapping functions is critical for the test problems. Many widely-used increasing functions can be selected to construct the instances of our proposed test problems. However, it is notable that different mapping functions induce different levels of difficulties in the test problems.

Fig. 4 shows two solution sets obtained by NSGA-II on DPF2 with the mappings of the quadratic function
\[\phi(\tau) = \tau^2,\]
and the sigmoid function
\[\phi(\tau) = \frac{e^\tau}{1 + e^\tau}.\]

From Fig. 4a, we can see that NSGA-II can obtain a solution set that has a good convergence and diversity to the PF of the problem. In Fig. 4b, however, it is clear that most of the solutions are far from the PF. It illustrates that DPF2 with the sigmoid function is more difficult to be optimised than DPF2 with the quadratic function. The potential reason may be that the input values of the sigmoid function are mapped to values that are approximately equal to one, which decreases the distinction between two different inputs. In this paper, we adopt the quadratic function as the nonlinearly mapping function for DPF2 and DPF4.

Fig. 5 shows the scatter plots of the PFs of DPF1 to DPF5 with \(m = 3\) and \(d = 2\). From the results, we can see that the PFs of DPF1-DPF4 lie in a 1D manifold, and the PF of DPF5 contains a curve and a part of a 2D spherical surface. Furthermore, this test suite has a variety of features, i.e., the Pareto optimal geometry, modality, PF shape, etc, and a set of recommendations, i.e., scalable number of objectives and variables, Pareto optima known, dissimilar trade-off ranges, etc. At last, the parameters of \(m\) (the number of objectives) and \(d\) (the number of essential objectives) should be positive integers, and satisfy the condition: \(m > d > 1\).

### V. Computational Studies

This section is devoted to the experimental investigation of the proposed test problems, with a focus on their difference from existing degenerate problems. To do so, we first examine the performance of ten state-of-the-art MOEAs, most of which have been found to be promising on the existing degenerate problems. Then, we look into the impact of the proposed three characteristics and compare the proposed problems with a widely-used degenerate problem by demonstrating the performance difference of five algorithms on them.

#### A. Tested MOEAs

In the experiments, ten MOEAs are tested on the proposed test problems, including classical MOEAs, the algorithms specially designed for many-objective optimisation problems (MaOPs), and MOEAs that are based on objective reduction. These ten MOEAs are the nondominated sorting genetic algorithm II (NSGA-II) [25], the strength Pareto evolutionary algorithm 2 [26] with the shift-based density estimation (SDE) strategy [27] (SPEA2+SDE), the nondominated sorting genetic algorithm III (NSGA-III) [28], the multiobjective evolutionary algorithm based on decomposition (MOEA/D) [29], the improved decomposition-based evolutionary algorithm (IDBEA) [30], the reference vector guided evolutionary algorithm (RVEA) [31], the indicator-based evolutionary algorithm (IBEA) [32], and the decomposition-based evolutionary algorithm (DEA) [33].
(B. Parameter Settings for Tested MOEAs

A simulated binary crossover (SBX) with the probability $p_c = 1.0$ and a polynomial mutation with the probability $p_m = \frac{1}{n}$ (where $n$ denotes the number of decision variables) are used for all MOEAs, and their distribution indexes are both set as 20 as recommended in [28]. The parameters in the MOEAs are set by following the suggestion in their original papers. MOEA/D has two commonly-used achievement scalarising functions, Tchebycheff and penalty-based boundary intersection (PBI). In this study, we use the later one and set the parameter $\delta$ as $0.5$ for IBEA, we set the parameter $\kappa$ as 0.05. For RVEA, the adaptive frequency $f_r$ and the parameter $\alpha$ are set as 0.1 and 2.0, respectively. The parameter $\delta$ is set to 0.2 for $\delta$-MOSS. Since the algorithms $\delta$-MOSS, OSP and NCIE are incorporated into NSGA-II, we execute the objective reduction for every 10 generations in NSGA-II.

C. Performance Metrics

To compare the performance of the MOEAs on the proposed test problems, the hypervolume (HV) [34] is adopted in the experiments. HV (also known as the Lebesgue measure or S metric) computes the volume of the objective space between the obtained solution set and a given reference point. It can provide combined information about convergence and diversity of a solution set [34]. The selection of the reference point is crucial for the calculation of HV. Choosing a reference point whose elements are slightly larger than the upper bound of the corresponding objectives on the PF is an acceptable strategy since the effects of convergence and diversity of the set can be well-balanced [35]. In our experiments, we set the values of the elements of the reference point as the results of 1.1 times the upper bound of the corresponding objectives on the PF. Since the computational complexity is so high that only a solution set with a maximum of four or five objectives is tractable within reasonable time limits, we approximately estimate the HV result of a solution set by the Monte Carlo method used in [33] with $10^7$ sampling points. To better understand the performance of the MOEAs, we also calculate a representative set, which is constructed by 1000 reference vectors sampled from the PF. Then, we report the ratio of the HV values between the solution set obtained by the MOEA and the representative set, denoted as HVR. From the investigation on quality evaluation of solution sets in multiobjective optimisation [36], it recommends evaluating the quality by viewing the results visually if it is available.

D. Results of MOEAs

In the proposed test problems, three parameters should be provided, i.e., the number of objectives $m$, the number of essential objectives $d$, and the number of decision variables $n$. In the first experiment, we test the instances with $m = 3, 6, 10$ and $d = 2, 3, 5$, respectively. The number of decision variables is set as the recommended value as stated in the corresponding problems. The maximum number of generations is taken as the termination condition, which is set to 1000 for all tested algorithms. For MOEA/D and RVEA, the population size is determined by the simplex-lattice design factor and the number of objectives. We follow the setting in [31] where the population size is specified to 105, 132 and 275 for the problems with 3, 6, and 10 objectives, respectively. In this experiment, 31 repetitions of Monte Carlo simulation are conducted on each instance for each algorithm, and the statistical results of the HVR values of the ten MOEAs are reported in Table II. The statistical results of the ten MOEAs in terms of the inverted generational distance (IGD) [37,38] and generational distance (GD) [39] metrics can be found in Supplementary Material (Section II). From the results in Table II we have the following observations.

For three-objective test instances, all of the tested algorithms perform well in most cases. The Pareto-dominance-based algorithms NSGA-II and SPEA2+SDE achieve slightly higher HVR values than other algorithms on DPF1-DPF4. The objective reduction-based algorithms OSP and $\delta$-MOSS perform as well as NSGA-II on DPF1 and DPF2, while they are inferior to NSGA-II on DPF4. This is due to the fact that these two objective reduction-based algorithms, which select a subset of the original objective set as the criteria to optimise the problem, may not be able to work well for implicitly redundant objectives which DPF3 and DPF4 are designed with. The

The Supplementary Material document of this paper is available at https://liangli-zhen.github.io/papers/DPF-S.pdf.
decomposition-based methods, MOEA/D, RVEA and IDBEA perform worse than Pareto dominance-based algorithms on these degenerate problems as only a small proportion of the weight vectors \(^5\) correspond to the PF.

For six-objective test instances, SPEA2+SDE obtains the highest HVR values on DPF1 and DPF2. IBEA achieves the best results on DPF3 and DPF5, and NSGA-II outperforms the others on DPF4. In addition, the objective reduction-based methods, OSP and NCIE, can obtain competitive performance compared with the best-performing algorithms on DPF1 and DPF2, where the essential objectives are explicitly included in the objective set of the problem. However, they are much inferior to the best-performing algorithms on DPF3 and DPF4, where the essential objectives are not explicitly included. A good objective reduction for such problems needs to be able to extract the essential objectives instead of selecting them from the objective set of the problem in DPF3 and DPF4. The decomposition-based methods MOEA/D, RVEA and IDBEA obtain lower HVR values than the Pareto dominance-based algorithms on DPF2 and DPF4, where the problem objectives are nonlinearly dependent on the essential objectives. The decomposition-based algorithms have a smaller proportion of the weight vectors corresponding to the PF in this six-dimensional objective space than in the three-dimensional objective space.

In terms of the ten-objective test instances, SPEA2+SDE achieves the highest HVR values on DPF1 and DPF2, IBEA on DPF3 and DPF5, and NSGA-III on DPF4. The methods of \(\delta\)-MOSS, NSGA-II and NCIE perform poorly on DPF5. In the objective reduction-based algorithms, OSP performs better than NSGA-II on DPF1, DPF2 and DPF5, but it is inferior to its integrated method on DPF3 and DPF4. \(\delta\)-MOSS outperforms NSGA-II, but it fails to converge onto the PF on DPF5. NCIE obtains lower HVR values than NSGA-II on DPF1-DPF5. IDBEA obtains much higher HVR values than MOEA/D on DPF1, DPF3 and DPF4, but lower values on DPF2 and DPF5. NSGA-III, which combines the ideas of the decomposition-based approach and the Pareto dominance-based approach, achieves the highest HVR value on DPF4.

To visually understand the performance of the tested algorithms on the proposed method, we also show the parallel coordinates plot \(^6\) of the results obtained by the algorithms that achieved the best HV values in the 31 runs in Fig. 9. From the results, we can see that even though SPEA2+SDE obtains the best HV value on DPF1 and DPF2, it fails to find the solutions on the boundary of the PFs (see Fig. 9(a)-(b)). From Fig. 9(c), we can see that a large portion of the PF of DPF3 is not overlapping with the results obtained by IBEA. Even though NSGA-III achieves the best HV value on DPF4, its solution set has a poor diversity over the PF, which can be seen from the objective values of its results on the 8-th objective in Fig. 9(d). It can also be seen that only a small number of solutions obtained by IBEA cover the degenerate part of the PF on DPF5 since the solutions on the degenerate PF should have the same value on the first five objectives in Fig. 6(e).

### E. Impact of the Proposed Three Characteristics

In the previous subsection, we have presented the performance of the current state-of-the-art algorithms on the proposed test problems and have found that they provide big challenges to the algorithms. However, we may not be able to conclude that this under-performance of the considered algorithms is caused by the proposed three characteristics since the tested problems have different features with respect to their essential objectives (e.g., multi-modal, bias and disconnected). To investigate the impact of the proposed three characteristics, in this section we modify the original DPFs by making them have the same essential objectives as DTLZ5\((I,M)\), called DPF1\(-\)DPF5\(A\) (see Appendix). Therefore, the performance difference of algorithms between these problems can fully boil down to the proposed characteristics.

In this experiment, we compare the performance of five algorithms, which include three objective reduction-based MOEAs (\(\delta\)-MOSS, OSP and NCIE), an improved decomposition-based algorithm (IDBEA) and an indicator-based algorithm (IBEA) on DPF1\(-\)DPF5\(A\) and DTLZ5\((I,M)\). \(^7\) We test the instances with \(I = 3, M = 10\) for DTLZ5\((I,M)\), and \(d = 3, m = 10\) for the proposed problems. The number of decision variables of DTLZ5\((I,M)\) is set as 19 by following the recommendation in \(^7\) and the same setting is adopted for DPF1\(-\)DPF5\(A\). We run the tested MOEAs for 31 times with the population size of 100 and the maximum number of executing generations 1000.

The results of the run with the best HV value \(^7\) (measured in the essential objective space) on DTLZ5\((I,M)\) and on the proposed problems are shown in Fig. 7 and Fig. 9 respectively. From the results, we have the following observations:

1) The first four algorithms, \(\delta\)-MOSS, OSP, NCIE and IBEA, can obtain a solution set that has a good convergence and diversity to the PF of DTLZ5\((I,M)\). Since the first \((M-I+1)\) objectives of DTLZ5\((I,M)\) are linearly dependent on each other, it is easier for the objective reduction algorithms to discover the essential objectives of the problem. However, the decomposition-based algorithm still has difficulties to obtain a diverse solution set.

2) The solution sets of OSP and IDBEA have a poor diversity on DPF1 compared with the results on DTLZ5\((I,M)\), and the other three algorithms can obtain fairly good results. On DPF2A, the performance of \(\delta\)-MOSS and NCIE decreases slightly compared with the results on DPF1A, and OSP and IDBEA still cannot obtain diverse solution sets. In addition, the results obtained by these algorithms on DPF1A and DPF2A are not as diverse as the results on DTLZ5\((I,M)\) since the relation between the redundant objectives and the essential objectives is mutually linearly correlated in DTLZ5\((I,M)\), linearly correlated (but not mutually linearly correlated) in DPF1A, and nonlinearly correlated in DPF2A.

\(^5\)They are used to emphasize the importance of different objective functions in the scalar optimization problem for the decomposition-based methods.

\(^6\)The approach of sampling reference points \(^\text{[10]}\) on the true PFs can be seen in Supplementary Material (Section I).

\(^7\)The results of the run with the median HV value of the tested algorithms can be found in Supplementary Material (Section III).
TABLE II. THE STATISTICAL RESULTS (MEAN AND STANDARD DEVIATION) OF THE HVR VALUES ON THE PROPOSED TEST PROBLEMS. THE BEST RESULT REGARDING THE MEAN FOR EACH PROBLEM INSTANCE IS HIGHLIGHTED IN BOLDFACE.

| # of Obs | Method       | DPF1        | DPF2        | DPF3        | DPF4        | DPF5        |
|----------|--------------|-------------|-------------|-------------|-------------|-------------|
| m = 3, d = 2 | NSGA-II     | 9.05E-01    | 8.30E-01    | 8.18E-01    | 8.82E-01    | 6.37E-01    |
|           | SPEA2+SDE    | 9.27E-01    | 9.25E-01    | 8.88E-01    | 8.63E-01    | 9.53E-01    |
|           | MOEA/D       | 8.47E-01    | 8.30E-01    | 7.80E-01    | 8.24E-01    | 9.51E-01    |
|           | IDBEA        | 8.52E-01    | 2.03E-01    | 3.68E-01    | 6.79E-01    | 9.54E-01    |
|           | RVEA         | 8.50E-01    | 6.90E-01    | 8.04E-01    | 1.38E-06    | 9.53E-01    |
|           | NSGA-III     | 6.05E-01    | 6.20E-02    | 5.04E-01    | 4.93E-01    | 9.50E-01    |
|           | NCIE         | 3.06E-01    | 9.12E-01    | 9.04E-01    | 3.09E-02    | 9.68E-01    |
|           | OSP          | 8.74E-01    | 7.05E-01    | 4.37E-01    | 5.26E-01    | 4.60E-01    |
|           | MOEA/D       | 9.45E-01    | 5.70E-01    | 3.81E-01    | 1.86E-01    | 4.07E-01    |
| m = 6, d = 3 | NSGA-II     | 7.13E-01    | 3.32E-01    | 5.37E-01    | 8.38E-01    | 9.34E-01    |
|           | SPEA2+SDE    | 8.62E-01    | 1.54E-02    | 7.39E-01    | 8.00E-01    | 9.86E-01    |
|           | MOEA/D       | 6.07E-01    | 4.10E-03    | 2.03E-01    | 8.04E-01    | 9.54E-01    |
|           | IDBEA        | 6.22E-01    | 2.08E-02    | 3.72E-02    | 2.03E-02    | 9.87E-01    |
|           | RVEA         | 8.20E-01    | 1.48E-01    | 5.81E-02    | 4.11E-06    | 9.53E-01    |
|           | NSGA-III     | 3.58E-01    | 1.06E-02    | 1.97E-02    | 3.52E-02    | 9.87E-01    |
|           | NCIE         | 3.00E-01    | 1.29E-01    | 8.47E-01    | 7.29E-01    | 6.53E-01    |
| m = 10, d = 5 | NSGA-II     | 7.13E-01    | 3.32E-01    | 5.37E-01    | 8.38E-01    | 9.34E-01    |
|           | SPEA2+SDE    | 8.62E-01    | 1.54E-02    | 7.39E-01    | 8.00E-01    | 9.86E-01    |
|           | MOEA/D       | 6.07E-01    | 4.10E-03    | 2.03E-01    | 8.04E-01    | 9.54E-01    |
|           | IDBEA        | 6.22E-01    | 2.08E-02    | 3.72E-02    | 2.03E-02    | 9.87E-01    |
|           | RVEA         | 8.20E-01    | 1.48E-01    | 5.81E-02    | 4.11E-06    | 9.53E-01    |
|           | NSGA-III     | 3.58E-01    | 1.06E-02    | 1.97E-02    | 3.52E-02    | 9.87E-01    |
|           | NCIE         | 3.00E-01    | 1.29E-01    | 8.47E-01    | 7.29E-01    | 6.53E-01    |

Fig. 6. Nondominated solutions obtained by the algorithms that achieved the best mean HV values on ten-objective DPF1 to PDF5 with $d = 5$ in the run associated with its best HV value. The red dot lines represent the reference points sampled from the PFs and the black lines denote the solutions obtained by the MOEAs after 2,000 generations optimisation.

Fig. 7. The solution set of the five objective reduction-based algorithms on DTLZ5(3, 10) in the run associated with its best HV value, where the grid mesh denotes the PF of the problem.
Fig. 8. The solution set of the five tested algorithms on DPF1A–PDF5A with $m = 10, d = 3$ in the run associated with its best HV value (measured in essential objective space), where the grid mesh denotes the PF of the problem in the essential objective space. From top to the bottom are the results on DPF1A to PDF4A, and the degenerate part of PDF5A. For the test instance of PDF5A, the scatter plot only shows the degenerate part of the PF and the solutions whose last objective values are not less than 0.5 (since the last objective value of the degenerate part of the PF is not less than 0.5.)

Fig. 9. The solution set of the five algorithms on 10-objective PDF5A with $d = 3$ in the run associated with its best HV value, where the red dot lines represent the reference points sampled from the PF of the problem and the black lines denote the solutions.
3) IDBEA fails to converge to the PF on DPF3A and DPF4A. The other four methods can converge to the PF, but they fail to maintain the diversity of the solution set. These two test problems are harder than DPF1A and DPF2A since their redundant objectives exist implicitly whereas the redundant objectives of DPF1A and DPF2A exist explicitly.

4) None of these algorithms can obtain good results on the degenerate part of the PF on DPF5A. We also show the parallel coordinate plot of the whole solution sets of these five algorithms in Fig. 9 from which we can see that a large number of the solutions obtained by δ-MOSS do not converge to the PF. The objective value range of δ-MOSS’s solutions is approximately from 0 to 3.5, which is far from that of the PF (from 0 to 1). The value of the last objective for the degenerate part of DPF5A’s PF is larger than 0.5. OSP has only one individual lying on the degenerate part of the PF as shown in Fig. 9(w). Even though NCIE and IDBEA can obtain some solutions that lie on the degenerate part of the PF on DPF5A, they fail to obtain diverse solutions in the non-degenerate part of the PF. It can be seen from Fig. 9(b) and Fig. 9(e) that a large part of the PF is not covered by the solutions of NCIE and IDBEA.

VI. DISCUSSION

Based on the analysis of the experimental results, we can see that the proposed three characteristics have a significant impact on the performance of the existing algorithms. They bring different types of difficulties for objective reduction techniques. Specifically, the explicit redundancy of objectives may make the algorithms hard to obtain diverse solution set; the implicit redundancy among objectives posts a big challenge to the objective reduction methods based on objective selection; the partial redundancy makes all the methods struggle to find/maintain well-distributed solutions on both degenerate and non-degenerate segments of the PF. Overall, none of the tested algorithms can obtain good performance on the high-dimensional degenerate instances, which has shown the difficulty of the proposed problem suite.

We have the following observations regarding why certain algorithms would struggle in optimising these problems and provide some potentially useful suggestions to degenerate multiobjective optimisation problems.

A. Regarding the Pareto-dominance-based algorithms

Pareto-dominance-based algorithms (and their variants), such as NSGA-II and SPEA2+SDE, are good options for low-dimensional degenerate problems; With more objectives being involved, the performance of this category of approaches degrades significantly. Existing objective reduction techniques have shown their effectiveness in improving the performance of Pareto-dominance-based algorithms on the problems with explicit redundancy. However, it is still struggling for them to solve the problems with implicit redundancy, which demonstrates the need for more effective objective reduction techniques. A potentially useful way to extract/estimate the essential objectives is to analyse the population information during the evolution process. More specifically, the objectives can be reflected by the objective values of the individuals in the population. Each essential objective could be expressed as (a function of) a combination of the problem objectives. The expression aims to maximise the conflict between the exacted essential objectives and satisfy the constraint: the dominance relation between the individuals and the distribution of the individuals should be preserved as much as possible in the essential objective space by comparing with the dominance relation and the distribution in the original problem objective space. We have already devoted our effort on objective reduction for visualising many-objective solution sets by following this guideline.

B. Regarding the decomposition-based algorithms

Decomposition-based algorithms fail to obtain good results on degenerate problems since a large proportion of the weight vectors may be far from the PF. The effectiveness of using the adaptation mechanism in IDBEA has been verified in our experiments. However, the adaption mechanism in IDBEA is not strong enough to handle the proposed degenerate test problems. We recommend generating weight vectors by using the information of the whole evolution process. Specifically, we can employ machine learning approaches to discover the subspaces where the Pareto-front lies on and to generate weight vectors in this subspace to explore and to exploit. Furthermore, the reference information may be helpful to improve the performance of the decomposition-based algorithms in solving a degenerate problem.

C. Regarding the indicator-based algorithms

The indicator-based algorithms adopt an indicator to select better candidates during the evolution process. The indicator-based algorithm IBEA performs better than the peer algorithms on DPF3, where the problem objectives are linearly dependent on the essential objectives. This is due to that, in this case, the solution set with a better value in terms of the adopted indicator on the problem objectives would have a better value on the essential objectives as well. However, it performs poorly on DPF4, where the problem objectives are nonlinearly dependent on the essential objectives. In addition, indicators which treat each problem equally, such as HV metric, may not good alternatives for solving degenerate problems. A potentially useful strategy for this kind of algorithms to solve the degenerated multiobjective problems is to consider an indicator which can obtain better value on the problem objectives when the solution set consists of the candidates measured on the essential objectives.

D. Regarding the partial redundancy

The partial redundancy brings a big challenge to all the tested algorithms. The existing MOEAs are hard to find/maintain well-distributed solutions on both degenerate and non-degenerate segments of the PF. A potential way to deal with this is to maintain two subpopulations to search the degenerate segment and the non-degenerate segment of the PF, respectively. The subpopulation used to search for the
degenerate segment should consider the redundancy of the objectives and is expected to obtain solutions that lie on a low-dimensional subspace. The subpopulation used to search for the non-degenerate segment should emphasise the diversity of the non-dominated solution set among the whole problem objective space.

VII. CONCLUSION

This paper discusses three characteristics that lead to degenerate multiobjective optimisation problems (MOPs), i.e., explicitly redundant objectives, implicitly redundant objectives, and partially redundant objectives. The first two characteristics make the problem with a complete degenerate PF, while the third one results in a partially degenerate PF for the problem. This, therefore, suggests a need of developing new methods to solve degenerate MaOPs.

Five test problems are designed based on these three characteristics with a uniform formulation. Among them, DPF1 and DPF2 have explicitly redundant objectives, DPF3 and DPF4 have implicitly redundant objectives, and DPF5 has partially redundant objectives. DPF1 and DPF2 are designed to test an algorithm’s ability of the objective selection, DPF3 and DPF4 to test an algorithm’s ability of objective extraction, and DPF5 to test an algorithm’s ability to maintain different sub-populations on the degenerate and the non-degenerate segments of the PF. The proposed test problems, with flexible attributes, are much more generic than existing degenerate problems, making it accessible to conducting a comprehensive study of various optimisation methods on degenerate problems.

Ten representative MOEAs have been tested on the proposed problems. In contrast to existing degenerate problems, our problems have introduced new features (with varying difficulty) that can challenge various objective reduction methods. This has been evidenced in our experimental studies where none of the tested MOEAs is able to well solve all the proposed problems. This, therefore, suggests a need of developing new methods to solve MOPs with degenerate PFs.

In future work, we will attempt to develop effective (linear and nonlinear) objective reduction approaches based on the information obtained from the whole evolution process. Then, we can integrate these objective reduction approaches into existing evolutionary algorithms to solve degenerate MaOPs.

APPENDIX A
PROOF OF THEOREM 1

Proof of Sufficiency: For any \( x_i, x_j \in \Omega \), if \( x_i \prec x_j \) in the original objective space, we have that

\[
f_1(x_i) \leq f_1(x_j),
\]

\[
\vdots
\]

\[
f_d(x_i) \leq f_d(x_j),
\]

and \( \exists \mu \in \{1, 2, \ldots, d\} \) that satisfies

\[
f_\mu(x_i) < f_\mu(x_j).\]

Combining (26) and (24), and based on the fact that \( h_\nu \) is a non-decreasing function corresponding to \( f_1, f_2, \ldots, f_d \), it follows that

\[
f_\nu(x_i) \leq f_\nu(x_j),
\]

such that we can draw the conclusion that the \( x_i \prec x_j \) in the new objective space.

Proof of Necessity: For any \( x_i, x_j \in \Omega \), if \( x_i \prec x_j \) in the new objective space. Since the set of the original objectives is a subset of the set of the new objectives, there are two cases:

a) \( x_i \prec x_j \) in the space spanned by the first \( d \) objectives, which directly completes the proof.

b) the objective values of \( x_i \) and \( x_j \) are equal on the original objectives, i.e.,

\[
f_1(x_i) = f_1(x_j),
\]

\[
\vdots
\]

\[
f_d(x_i) = f_d(x_j),
\]

and \( \exists \psi \in \{d + 1, d + 2, \ldots, m\} \) that satisfies

\[
f_\psi(x_i) < f_\psi(x_j).\]

From the definition of the objective \( f_\psi \), we have

\[
f_\psi(x_i) = h_\psi(f_1(x_i), \ldots, f_m(x_i)),
\]

\[
f_\psi(x_j) = h_\psi(f_1(x_j), \ldots, f_m(x_j)).
\]

Combining the results in (28) and (30), we have \( f_\psi(x_i) = f_\psi(x_j) \), which contradicts with the result in (29). This means the case b) does not exist, i.e., \( x_i \prec x_j \) holds in the original objective space. This completes the proof.

APPENDIX B
PROOF OF THEOREM 2

Let us first consider the situation of the problem with three objectives, and there are only two essential objectives.

Proof of Sufficiency: For any \( x_i, x_j \in \Omega \), if \( x_i \prec x_j \) in the original objective space, we have that

\[
\gamma_1(x_i) \leq \gamma_1(x_j),
\]

\[
\gamma_2(x_i) \leq \gamma_2(x_j),
\]

and \( \exists \mu \in \{1, 2\} \) that satisfies

\[
\gamma_\mu(x_i) < \gamma_\mu(x_j).\]

Supposing that

\[
\gamma_1(x_i) \leq \gamma_1(x_j);\]

\[
\gamma_2(x_i) < \gamma_2(x_j),
\]

we obtain that

\[
f_1(x_i) \leq f_1(x_j)
\]

and the following three possibilities:

Case 1): \( \gamma_2(x_i) > \eta_1 \)

\[
f_2(x_i) = f_1(x_j);\]

\[
f_3(x_i) < f_3(x_j).\]
Case 2): $\gamma_2(x_i) < \eta_1 < \gamma_2(x_j)$

\begin{align}
&f_2(x_i) < f_1(x_j); \\
&f_3(x_i) < f_3(x_j).
\end{align}

(36)

Case 3): $\eta_1 > \gamma_2(x_j)$

\begin{align}
&f_2(x_i) < f_1(x_j); \\
&f_3(x_i) = f_3(x_j).
\end{align}

(37)

Based on (34) and (35)-(37), we can draw the conclusion that $x_i \prec x_j$ in the new objective space.

Proof of Necessity: For any $x_i, x_j \in \Omega$, if $x_i \prec x_j$ in the new objective space, we have that

\begin{align}
&f_1(x_i) \leq f_1(x_j), \\
&f_2(x_i) \leq f_2(x_j), \\
&f_3(x_i) \leq f_3(x_j),
\end{align}

(38)

and $\exists \nu \in \{1, 2, 3\}$ that satisfies

\begin{equation}
\gamma_\nu(x_i) < \gamma_\nu(x_j).
\end{equation}

(39)

If $f_1(x_i) < f_1(x_j)$, it is clear that

\begin{align}
&\gamma_1(x_i) < \gamma_1(x_j); \\
&\gamma_2(x_i) \leq \gamma_2(x_j);
\end{align}

(40)

If $f_1(x_i) = f_1(x_j)$, we have that

\begin{align}
&\gamma_1(x_i) = \gamma_1(x_j), \\
&\gamma_2(x_i) = \gamma_2(x_j),
\end{align}

(41)

and the following two possibilities:

Case 1): $f_2(x_i) < f_2(x_j)$

\begin{align}
&\gamma_2(x_i) < \gamma_2(x_j).
\end{align}

(42)

Case 2): $f_3(x_i) < f_3(x_j)$

\begin{align}
&\gamma_2(x_i) < \gamma_2(x_j).
\end{align}

(43)

Combining the results in (40) and (41)-(43), we find that $x_i \prec x_j$ holds in the original objective space as well.

It is clear that the above analysis is also true to the situation with any number of objectives. This completes the proof.

APPENDIX C

ESSENTIAL OBJECTIVES OF DPF1A-DPF5A

The definition of the essential objectives of DPF1A-4A and the degenerate part of DPF5A is the same as that of DTLZ5($I$, $M$) [10]:

\begin{align}
\gamma_1(x) &= \cos(\theta_1) \ldots \cos(\theta_{d-2}) \cos(\theta_{d-1}) \sin(\frac{\pi}{4})(1 + g(x^r)); \\
\gamma_2(x) &= \cos(\theta_1) \ldots \cos(\theta_{d-2}) \sin(\theta_{d-1})(1 + g(x^r)); \\
&\vdots \\
\gamma_{d-1}(x) &= \cos(\theta_1) \sin(\theta_2)(1 + g(x^r)); \\
\gamma_d(x) &= \sin(\theta_1)(1 + g(x^r)); \\
g(x^r) &= \sum_{i=d}^{n} (x_i - 0.5)^2; \\
\theta_j &= \frac{\pi}{2} x_j \quad \text{for} \quad j \in \{1, \ldots, d-1\},
\end{align}

(44)

where $n$ is the number of decision variables, and $x^r = (x_d, \ldots, x_n)$.
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