Stability of columnar order in assemblies of hard rectangles or squares
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Abstract – A system of $2 \times d$ hard rectangles on a square lattice is known to show four different phases for $d \geq 14$. As the covered area fraction $\rho$ is increased from 0 to 1, the system goes from a low-density disordered phase to an orientationally ordered nematic phase, to a columnar phase with orientational order and also broken translational invariance, to a high-density phase in which orientational order is lost. For large $d$, the threshold density for the first transition $\rho^*_1$ tends to 0, and the critical density for the third transition $\rho^*_3$ tends to 1. Interestingly, simulations have shown that the critical density for the second transition $\rho^*_2$ tends to a non-trivial finite value $\approx 0.73$, as $d \to \infty$, and $\rho^*_2 \approx 0.93$ for $d = 2$. We provide a theoretical explanation of this interesting result.

We develop an approximation scheme to calculate the surface tension between two differently ordered columnar phases. The density at which the surface tension vanishes gives an estimate $\rho^*_2 = 0.746$, for $d \to \infty$, and $\rho^*_2 = 0.923$ for $d = 2$. For all values of $d$, these estimates are in good agreement with Monte Carlo data.
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Introduction. – Models of particles with only excluded-volume interaction provide very simple theoretical models of phase transitions. In these models, density is the only control parameter, and the phase transitions are entropy-driven, and geometrical in nature. These models serve as good first-order models for understanding entropy-driven transitions in more complex systems. For instance, the liquid-solid melting transition in real monoatomic or colloidal solids [1] may be modeled by the hard-sphere system that exhibits a discontinuous transition from a fluid phase to a crystalline phase with increasing density [2,3]. Likewise, the qualitative features of isotropic liquid, nematic, smectic and solid phases observed in liquid crystals can be seen in the much simpler models of hard rods or spherocylinders [4–8]. Similarly, transitions in adsorbed monolayers (Cl on Ag) may be modeled using hard squares on lattices [9].

The different shapes of particles that have been studied include dimers [10–12], trimers [13], hexagons [14], triangles [15], squares [16–21], discs [22,23], tetrominoes [24], rods [25–27] and rectangles [28–30]. Despite sustained interest in hard-core models, exact solutions exist only for hard hexagons on the triangular lattice [14] and a special limiting case of thin long cylinders in three-dimensional continuum [5].

In this context, the problem of hard $2 \times d$ rectangles on a square lattice is specially interesting. Recently, we showed that a system of $2 \times d$ hard rectangles for $d \geq 14$ shows four distinct phases [28]. The low-density phase is a disordered gas-like phase. On increasing density beyond a critical value $\rho^*_1(d)$, the system enters a nematic phase, with a larger fraction of rectangles having the same orientation (horizontal or vertical), but with no breaking of translational invariance. On increasing the density further, beyond a density $\rho^*_2(d)$, the system enters a columnar phase, where translational symmetry is broken in a direction perpendicular to the orientational order: the system develops a layered structure of period 2, with preferential occupation of particles in odd or even rows.
There has been a lot of interest in the study of columnar or stripe order in recent years [33]. It is encountered in many different settings, such as liquid crystals [4], frustrated spin systems, both classical [34,35], and quantum ones [36,37], and hard-core lattice gas models [16,18,23,28,38]. However, our understanding of columnar ordering is still not very satisfactory. For instance, while there exists rigorous proof for the existence of the solid-like sublattice [39–41] and nematic phases [42], there is no corresponding result for columnar order.

The prototypical model of columnar order is the classical $2 \times 2$ hard-square lattice gas, which has been studied for a long time [16,18,22,38,43–47]. Approximation schemes like different versions of mean-field theory, cluster variational methods, and density functional theory, do not capture the correlations in the columnar phase well, and the estimates of the critical activity $z_c(2)$ are off by a factor of 5 from the Monte Carlo results (also see the “Discussion” section). In this paper, based on two different approximate calculations of interfacial tension, we obtain $z_c(2) = 52.49$ and $44.87$, and $\rho_c(2) = 0.923$ and $0.932$ for the critical density, to be compared with $z_c(2) \approx 97.5$, and $\rho_c(2) \approx 0.932$ from Monte Carlo simulations [22,44,45].

We study the transition between the nematic and columnar phases of $2 \times d$ rectangles on a square lattice, under the simplifying restriction that all rectangles are fully aligned (all horizontal). For large $d$, for most densities in the nematic/columnar range, this approximation is very good (for $d = 18$ and $\rho = 0.75$, the deviation from perfect orientational order is $\approx 0.15\%$). Whenever a nematic phase exists (only when $d \geq 14$), the critical threshold for the nematic-columnar transition with all rectangles oriented in one direction was shown numerically to not change much if they are allowed to have arbitrary orientations [48]. Also, it is not an approximation when $d = 2$, as there is no distinction between horizontal and vertical squares. However, restricting to only horizontal rectangles has the important consequence that we obtain a phase transition for all $d \geq 2$, while if we allow rectangles of both orientations, then systems with odd $d$ and $d \leq 9$ have no phase transitions [32].

For large $d$, the estimates from Monte Carlo simulations for the critical parameters of the nematic-columnar transition are $z_c(d) \approx 71.0d^{-1} + O(d^{-2})$ and $\rho_c(d) \approx 0.73 + 0.46d^{-1} + O(d^{-2})$ [31]. As in the case of hard squares, standard approximation techniques give poor theoretical estimates. Estimates from the singular high-density expansion in powers of $z^{-1/d}$ give $z_c(d) = 5.56d^{-1} + O(d^{-2})$ and $\rho_c(d) = 0.357 + 0.73d^{-1} + O(d^{-2})$ [48], whereas a Bethe approximation gives $\rho_c(d) = 0.59 + 0.29d^{-1} + O(d^{-2})$ [28].

We estimate the interfacial tension between two phases with different columnar order, and setting this to zero, we obtain a condition for the limit of stability of the columnar ordered phase. We have done our calculation in two different approximations. In the first, we work out the high-density expansion for the interfacial tension as a perturbation series in the defect density, and estimate the critical point by truncating this expansion at first order. The formal power series in powers of defect density is a singular perturbation series in the activity $z$. At the zeroth order in defect density, it is straightforward to determine the partition function per site in the bulk, and the interfacial tension is a partially directed self-avoiding walk (PD-SAW). Summing over the different configurations of the walk gives us the zeroth-order estimates of $z_c(d)$ and $\rho_c(d)$. We then calculate the first-order correction to this result due to the presence of defects in the bulk phases. In the second method, we ignore defects in the bulk, but take into account a subset of configurations of the interface with overhangs to improve the estimate of the interfacial tension. Both these approximations give values (see eqs. (18), (19), (22) and (23)) that are quite close to the Monte Carlo estimates, and are a significant improvement over earlier methods.

**Model and methodology.**—Consider hard rectangles of size $2 \times d$ ($d \geq 2$), whose long edges are aligned along the horizontal $x$-direction, on a square lattice of size $N \times M$, interacting through only excluded-volume interactions (two rectangles may not overlap). An activity $z$ is associated with each rectangle. The system is disordered at low densities and shows columnar order at high densities [48]. We call the phase odd (even) in which the majority of heads (bottom left corner) of the rectangles are in odd (even) rows.

The critical density for the nematic-columnar transition is finite because, for large $d$, we can rescale the $x$-axis by a factor $d$, and the problem becomes equivalent to a model of $1 \times 1$ oriented hard squares in a space where $x$ is continuous, but $y$ is discrete. Two squares cannot overlap or have a common boundary. In this continuum problem, the space between two lines $y = n$ and $y = n + 1$ is like a continuum hard-core gas [49,50], and the transition would be expected to occur at a finite density. The fractional area covered is unaffected by rescaling of the $x$-axis. The activity $z_{\text{cont}}$ in this continuum model is related to the lattice activity $z$ by $z_{\text{cont}} = dz$.

We estimate the critical activity $z_c(d)$ and the critical density $\rho_c(d)$ at the nematic-columnar transition by calculating within an approximation scheme the interfacial tension $\sigma(z)$ between the even and odd phases. Estimating interfacial tension has been useful in determining the phase diagrams of different lattice models. Examples include Ising [51,52], and Potts models [53].

To compute $\sigma(z)$, we impose an interface by fixing the rectangles at the left (right) boundary to be even (odd). A typical configuration seen in a simulation of $2 \times 4$ rectangles is shown in fig. 1(a). We note that there may be some empty space between the odd and even rectangles. To define a unique position of the interface for any allowed configuration of rectangles, we adopt the convention that the boundary between the left (even) and right (odd) phase is placed as far left as possible. With this convention, there is a well-defined interface with the bulk phases having very
few defects (rectangles of the wrong type when, removed, result in a fully ordered columnar phase).

Let \( \Omega_{ee}(z, z_D, I) \) be the partition function with a given interface \( I \), where \( z_D \) is the activity of a defect, and \( e \) and \( o \) refer to even and odd, respectively. Then, \( \Omega_{co}(z, z_D) \), the partition function with an interface present, is the sum of \( \Omega_{co}(z, z_D, I) \) over different interfaces \( I \):

\[
\Omega_{co}(z, z_D) = \sum_I \Omega_{co}(z, z_D, I).
\] (1)

Let \( \Omega_{ee}(z, z_D) \) be the partition function when all rectangles at the boundaries are fixed to be even (no interface). Then,

\[
\sigma(z) = \lim_{M \to \infty} \frac{-1}{M} \ln \left[ \frac{\Omega_{co}(z, z_D)}{\Omega_{ee}(z, z_D)} \right],
\] (2)

and we define the effective free energy \( H_{\text{eff}}(I) \) of any interface \( I \) to be

\[
H_{\text{eff}}(I) = -\ln \left[ \frac{\Omega_{co}(z, z_D, I)}{\Omega_{ee}(z, z_D)} \right].
\] (3)

In the simplest approximation, we ignore overhangs such that the interface is a path from top to bottom with no upward steps allowed. Then, the interface \( I \) is uniquely defined by \( \{\eta_i\} \), where \( \eta_i \) is the head of the rightmost rectangle of the even phase (see fig. 1(b)). Since the interactions are hard core, given an interface \( I \), the left and right phases may be occupied with rectangles independent of each other, such that \( \Omega_{co}(z, z_D, I) = \Omega_L(z, z_D, I)\Omega_R(z, z_D, I) \), where \( L \) (\( R \)) refers to left (right) phase.

Each of the partition functions \( \Omega_{ee}(z, z_D) \), \( \Omega_L(z, z_D, I) \) and \( \Omega_R(z, z_D, I) \), as well as the effective free energy \( H_{\text{eff}}(I) \) may be expanded as a perturbation series in \( z_D \). For example, \( \Omega_{ee}(z, z_D) = \Omega_{ee}^{(0)}(z) + z_D\Omega_{ee}^{(1)}(z) + O(z_D^2) \), where the superscript \( (n) \) refers to the presence of \( n \) defects. Expanding eqs. (2) and (3) in powers of \( z_D \), we obtain the zero-defect contribution to \( H_{\text{eff}}(I) \) and \( \sigma(z) \) to be

\[
H_{\text{eff}}^{(0)}(I) = -\ln \frac{\Omega_{L}^{(0)}(z)\Omega_{R}^{(0)}(z)}{\Omega_{ee}^{(0)}(z)},
\] (4)

\[
\sigma^{(0)}(z) = \lim_{M \to \infty} \frac{-1}{M} \ln \sum_I e^{-H_{\text{eff}}^{(0)}(I)}.
\] (5)

Details of this expansion may be found in ref. [54].

**Zero-defect calculation.** The calculation of \( \sigma^{(0)}(z) \) is quite straightforward. In the absence of defects, each phase consists of only rectangles of one kind, either even or odd. This implies that the configuration of rectangles in a row is independent of those in the other rows. Thus, the partition functions \( \Omega_{ee}^{(0)}(z) \), \( \Omega_{L}^{(0)}(z) \) and \( \Omega_{R}^{(0)}(z) \) become products of one-dimensional partition functions, and we obtain

\[
\Omega_{ee}^{(0)}(z) = \left[ \omega_0(N) \right]^{M/2},
\] (6)

\[
\Omega_{L}^{(0)}(z) = \prod_{i=1}^{M/2} [\zeta_0(\eta_i)],
\] (7)

\[
\Omega_{R}^{(0)}(z) = \prod_{i=1}^{M/2} \omega_0(N - \xi_i),
\] (8)

where the interface is specified by \( \{\eta_i\} \), \( \xi_i = \max(\eta_i, \eta_{i-1}) + d \) (see fig. 1(b)), and \( \omega_0(N) \) is the partition function of a system of hard rods of length \( d \) on a one-dimensional open chain of length \( N \). The factor \( z \) in eq. (7) accounts for the constraint that the rightmost site of each even row in the even phase should be occupied. It is easy to see that \( \omega_0 \) obeys the recursion relation

\[
\omega_0(\ell) = z\omega_0(\ell - d) + \omega_0(\ell - 1),
\] (9)

for \( \ell = 1, 2, \ldots \) with \( \omega_0(0) = 1 \), and \( \omega_0(\ell) = 0 \) for \( \ell < 0 \). For large \( N \), \( \omega_0(N) = aN + O(\exp(-N)) \), where \( a \) is the largest root of the equation

\[
\lambda^d - \lambda^{d-1} = z.
\] (10)
where right and down directions to be eq. (13), we can identify the weights of steps in the left, which steps in the upward direction are disallowed. From the data for d = 16 is from ref. [48], the data for d ≤ 16 have been generated using the algorithm introduced in refs. [27,55], and the data for d = 2 are from refs. [22,44,45].

It is easily shown that (see ref. [54])

\[
a = \frac{\lambda}{d(\lambda - 1) + 1},
\]

where \(\lambda\) is related to \(z\) by eq. (10).

The effective (free) energy of the interface \(\{\eta\}\) is then (see eq. (4))

\[
H_{\text{eff}}^{(0)} = -\frac{M}{2} \ln[\alpha(1 - \lambda^{-1})] + \frac{1}{2} \ln \lambda \sum \eta_{i+1} - \eta_i, \tag{11}
\]

and we obtain the interfacial tension when there are no defects (see eq. (5)) to be

\[
\sigma^{(0)}(z) = -\frac{1}{2} \ln \left[ \frac{(\sqrt{\lambda} + 1)^2}{d(\lambda - 1) + 1} \right], \tag{12}
\]

where \(\lambda\) is the generating function of a PDSAW. The interfacial tension is zero when \(\lambda = 1\) or equivalently when the generating function \(G\) in eq. (15) diverges. Setting \(\sigma^{(0)}(z) = 0\), we obtain the estimates of the critical parameters \(\lambda_c^*(d)\) and \(\rho_c^*(d)\) to be

\[
\sqrt{\lambda_c^*(d)} = \frac{1 + \sqrt{1 - d + d^2}}{d - 1}, \tag{13}
\]

and \(z_c^*(d) = \lambda_c^*(d)^d - \lambda_c^*(d)^{d-1}\). For hard squares (\(d = 2\), \(\lambda_c^*(2) = (\sqrt{3} + 1)^2\), \(z_c^*(2) = (4 + 2\sqrt{3})(3 + 2\sqrt{3}) \approx 48.25\), \(\rho_c^*(2) = (6 + 4\sqrt{3})(7 - 4\sqrt{3}) \approx 0.928\). These should be compared with numerically obtained \(z_c = 97.5\) and \(\rho_c = 0.932\; [22,44,45]\). For large \(d\) limit, the solution is \(\lambda_c^*(1) = 1 + 3d^{-1} + O(d^{-2})\), \(\sigma_c = 0.26d^{-1} + O(d^{-2})\), and \(\rho_c^* = 0.75 + 0.375d^{-1} + O(d^{-2})\). These should be compared with the numerically obtained values \(z_c \approx 71.0/d\) and \(\rho_c \approx 0.73 + 0.46/d\; [31,48]\). For intermediate values of \(d\), the analytical expression is compared with the Monte Carlo results in fig. 2. We note that the results of the calculation with no defects are already significantly better than earlier estimates.

**One-defect calculation.** – Consider now the corrections to the interfacial tension to the first order in \(z_D\). For this, we need to compute \(\Omega^{(1)}(z)\), and \(\Omega^{(1)}(z|\lambda), \Omega^{(1)}(z|I)\), the partition functions when a single defect is present. There are configurations which may be considered as single odd defect in the even phase, or equally as a single even defect in the odd phase by repositioning the interface (see fig. 3(a)). To prevent double counting, we adopt the convention that a defect in the even phase should have at least two even rectangles to its right. Else, we redefine the interface locally.

A defect rectangle affects the occupation of at most the two rows adjacent to it, by splitting the row(s) into two intervals that may be occupied independent of each other.
However, unlike the zero-defect case, the intervals may be small instead of being extensive in $N$, and therefore it is necessary to know $\omega_0(\ell)$ for all $\ell$ and not just for large $\ell$. The detailed calculation of the contribution from one defect may be found in ref. [54]. The one-defect calculation reduces to finding the expectation values of two properties of the PDSAW: the mean step length and two-point correlations between adjacent steps.

By equating $\sigma(z) = \sigma(0)(z) + \omega_D \sigma(1)(z)$ to zero we obtain

$$z_c^*(d) = 65.23d^{-1} + O(d^{-2}),$$

(18)

$$\rho_c^*(d) = 0.746 + 0.374d^{-1} + O(d^{-2}).$$

(19)

For hard squares, we obtain $z_c^*(2) = 52.49$ and $\rho_c^*(2) = 0.923$. These results and those for general $d$ are compared with the Monte Carlo results as well as the contribution from zero defects in fig. 2. The one-defect calculation improves the estimates for $z_c(d)$ and $\rho_c(d)$ for all $d > 2$. For $d = 2$, while $z_c(2)$ increases towards the Monte Carlo results, $\rho_c(2)$ decreases slightly away from the Monte Carlo results.

**Calculation including overhangs.** – Another improvement over the zero-defect calculation would be to include in the sum over interfaces, interfaces with overhangs. In this calculation, we assume perfect columnar order in each of the phases to the left or right of the interface. We consider all interfaces in which the overhangs have height equal to at most 1. These interfaces may be defined as self-avoiding walks such that if the walk once reaches the layer $y$, it never goes to the layer $y - 4$ any time later, but it may go back to $y - 2$, a single vertical step of the walk being of length equal to two lattice spacings. An interface with one overhang of height 1 is shown in fig. 3(b).

If we denote the up, right, down, and left steps of the walk by letters $U$, $R$, $D$, and $L$, respectively, it is easily seen that an overhang configuration consists of a sequence of steps of the type $R^aU^bR^dD$, where $a, b > d$. Define

$$W_R = \sum_{a, b \geq d} R^aU^bR^dD,$$

(20)

$$W^*_R = W_R + W_RW_R + W_RW_RW_R + \ldots,$$

(21)

and a similar definition for sum over overhang configurations to the left $W^*_L$. $W^*_R$ and $W^*_L$ generate overhangs of height 1.

It is straightforward to write down the sum over configurations of rectangles corresponding to an interface with such overhangs as a product of one-dimensional partition functions $\omega_0$. Note that in the definition of $W_R$, there is a sum over lengths of steps $a$ and $b$. These come with a weight $\lambda^{-3(a+b)/2}$. This implies that the corresponding weight is expressed in terms of the function $\sum_\ell \omega_0(\ell) \lambda^{-3\ell/2}$, which is a simple rational function of $\lambda^{-3/2}$ and $z$ (see eq. (12)), and this simplifies the expressions of weights of $W_R$ and $W^*_R$ enormously. Details of the calculation are given in ref. [54]. Equating the surface tension to zero, we obtain the estimate

$$z_c^{**}(d) = 67.78d^{-1} + O(d^{-2}),$$

(22)

$$\rho_c^{**}(d) = 0.755 + 0.382d^{-1} + O(d^{-2}),$$

(23)

and $z_c^{**}(2) = 54.87$ and $\rho_c^{**}(2) = 0.9326$. These are an improvement over the estimates of $z_c(d)$ from the one defect calculations (see fig. 2 for comparison). However, the calculation of overhangs does not affect the bulk quantities, and, therefore, the estimates for the critical density $\rho_c(d)$ increase. While the estimate for $\rho_c(d)$ matches with the Monte Carlo result for $d = 2$, it increases away from the Monte Carlo results for $d > 2$.

**Discussion.** – In this paper, we determined the critical activity and critical density of the transition between the nematic and columnar phases in the problem of $2 \times d$ oriented rectangles on a square lattice approximately, by estimating the interfacial tension between two differently ordered columnar phases. This was done in two ways: first in terms of a perturbation series in number of defects, and second by including a subset of overhangs in the interface. Keeping only the first-order terms in the expansion in the first case and overhangs of height 1 in the second case, we obtain estimates that are in fair agreement with Monte Carlo results and an improvement over earlier estimates. For example, when $d = 2$, Monte Carlo estimates are $z_c(2) \approx 97.5$, and $\rho_c(2) \approx 0.932$, while we obtain $z_c(2) = 52.49$ and $54.87$, and $\rho_c(2) = 0.923$ and 0.932. These should be compared with estimates from high-density expansion ($z_c(2) = 14.86$) [16,18], a lattice version of the density functional theory ($z_c(2) = 11.09$) [47,56], an approximate counting method using transfer matrices ($z_c(2) = 11.09$) [57], a Flory-type mean-field theory (with similar prediction) [58], and cluster variational method ($z_c(2) = 17.22$) [16]. A calculation of the interfacial tension in the next-nearest-neighbour Ising antiferromagnet, gives a better estimate $z_c(2) = 135.9$ [46], still off by about 40%. For the critical density, the high-density expansion gives $\rho_c(2) = 0.75$, the cluster variation method gives $\rho_c(2) = 0.80$, and the transfer matrix calculations $\rho_c(2) = 0.76$. Likewise, we obtain significantly better estimates for the critical parameters for the hard-rectangle gas also. These may be systematically improved by including more defects or overhangs. Also, the calculations may be extended to a system of rectangles of the same width and different lengths\(^1\). Similar results may be derived for mixtures of squares and dimers [38].

The interfacial tension was calculated for a system with only horizontal rectangles. However, it is straightforward to show that for large $d$, adding vertical rectangles introduces only exponentially small (in $d$) corrections to the critical density. For $d = 2$, this approximation is irrelevant. However, for small $d > 2$, the effects are not negligible [28,32].

\(^1\)In this case, the zero-defect calculation gives $\rho_c^{(i)}/d_i + 2\sqrt{1 - \sum_i \rho_c^{(i)}} = 1$, where $d_i$ are the different lengths.
On general grounds, the nematic-columnar transition is expected to be in the Ising universality class [28,32]. In our calculation, the interfacial tension varies as \( |z - z_c| \) near the transition point, consistent with the behavior in the Ising universality class [59].
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