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1. Introduction

Moist processes play a major role in maintaining the Earth’s climate system. They couple with large-scale circulation by redistributing energy, angular momentum, and water in the atmosphere. For example, radiation budgets at the top-of-atmosphere (TOA) strongly depend on cloud properties associated with moist processes. Moist convection triggers various types of atmospheric waves, which modify the basic state of the troposphere and middle atmosphere through wave-mean flow interaction. Most extreme disaster events, such as tropical cyclones (TCs) and intense rainfall, are closely associated with moist convection.

Despite the scientific and social importance of moist processes, they are parameterized in most climate models, which causes ambiguity and restricts our ability to adequately simulate the climate system (Stevens and Bony 2013). Most current climate models are performed with a horizontal resolution of O (100 km), with cumulus convection parameterized as a sub-grid scale phenomenon. Cumulus convection scheme may delay the improvement and reliability of present and future climate simulations. This is of specific importance in TC simulations because their statistics strongly depend on the cumulus convection scheme (Murakami et al. 2012) as well as horizontal resolution (Camargo 2013). Zhao et al. (2012) demonstrated the sensitivity of global TC frequency to parameters in convection scheme and dynamics formulation. Most climate models do not capture the eastward propagation and amplitude of the Madden–Julian oscillation (MJO) (Hung et al. 2013) — a dominant intraseasonal variability in the tropics, and many authors suggested the relationship between the cumulus convection scheme and the simulated MJO (see references in Hung et al. 2013). In addition, uncertainty in climate sensitivity among climate models is chiefly attributable to the different response of the clouds to global warming (Cess et al. 1989; Soden and Held, 2006; Vial et al. 2013; Zhao, 2014).

Increasing spatial resolution is a natural approach to improving climate simulations (Shukla et al. 2009). Following the atmospheric model intercomparison project (AMIP) (Gates 1992) protocol, Mizuta et al. (2006, 2012) and Kinter et al. (2013) conducted climate simulations with a horizontal resolution of 16–20 km using a cumulus convection scheme. Another strategy used to treat moist processes in global climate model is the multiscale modeling framework (MMF) (Grabowski 2001; Khairoutdinov and Randall 2001), in which two-dimensional (2D) cloud resolving model is locally operated in place of...
the cumulus convection scheme. Khairoutdinov et al. (2008) conducted an AMIP-style simulation using MMF and demonstrated its benefits for simulating the MJO and tropical waves. Such a new type model is expected to simulate atmospheric phenomena such as tropical disturbances even more realistically if its simulated mean state is improved with the consideration of interaction mechanisms between mean state and phenomena (Inness et al. 2003; Sperber and Annamalai 2008; Kim et al. 2009).

We conduct the first-ever climate simulation using a 14 km mesh nonhydrostatic icosahedral atmospheric model (NICAM) (Tomita and Satoh 2004; Satoh et al. 2008, 2014) with an explicit cloud microphysics scheme. Such explicit treatment of moist processes without a cumulus convection scheme might significantly improve present climate simulation performance and the reliability of future climate projections. In particular, we investigate the climatological mean state and diurnal, seasonal, and interannual variability in a 20-year NICAM simulation to evaluate the simulation performance in reproducing the present climate.

A much finer resolution of NICAM better resolves individual convection (Miyamoto et al. 2013). However, according to previous studies using output from seasonal-scale experiments (Noda et al. 2010, 2012; Kodama et al. 2012, and the references therein), the gross features of the convection and clouds are practically simulated by the 14 km mesh model. Holloway et al. (2013) showed that a 12 km mesh model with an explicit convection scheme reproduced the MJO well. Pauluis and Garner (2006) investigated the relationship between horizontal resolution and convection statistics under the radiative–convective equilibrium. They suggested that the statistical behaviors of the deep convection and cirrus cloud remain almost unaffected as the horizontal mesh increases from 16 to 2 km, though they showed a strong relation between horizontal resolution and shallow convection. As a milestone toward a true “convection resolving” climate simulation, it is of great interest to evaluate “convection permitting” climate simulation in an attempt to develop and improve a global nonhydrostatic model with an explicit cloud microphysics scheme.

Previous seasonal-scale experiments have shown that NICAM has a significant advantage for simulating TCs and the MJO. NICAM simulates the TC intensity (Yamada and Satoh 2013) and enables us to comprehensively discuss the TC structure (Miyamoto et al. 2014). Miura et al. (2007) and Miyakawa et al. (2014) showed that NICAM sufficiently simulates the MJO, which is disreputable for its elusiveness in conventional GCMs. Miyakawa et al. (2014) conducted a series of NICAM experiments with 54 ensemble members and confirmed the NICAM’s ability to simulate the evolution of the MJO over approximately 30 days, whereas most conventional GCMs cannot provide a useful forecast skill beyond two weeks (Matsueda and Endo 2011). An adequate representation of the MJO leads to a better representation of TC genesis that occurs with the MJO, which is also reproduced in NICAM (Fudeyasu et al. 2008; Oouchi et al. 2009; Taniguchi et al. 2010). High horizontal resolution simulations also produce better representation of diurnal precipitation cycles (Sato et al. 2009; Dirmeyer et al. 2011; Noda et al. 2012). We also expect that NICAM sufficiently simulates many other phenomena in the climate system. In this study, we subjectively choose several important atmospheric phenomena in addition to TC and the MJO to evaluate NICAM’s capability to simulate overall climate over a 20-year period.

The remainder of this paper is as follows. In Section 2, we describe the experimental design and observational datasets to be compared with the model output. In Section 3, the reproducibility of global basic fields such as precipitation (3.1), radiation and clouds (3.2), zonal mean state (3.3), and surface air temperature (3.4) are presented. In Section 4, the individual phenomena results are described, especially TCs (4.1), the MJO and tropical waves (4.2), the Asian monsoon (4.3), the Baiu front (4.4), diurnal precipitation cycles (4.5), and lower stratospheric variability (4.6). Discussion—including future model improvements—is presented in Section 5. Finally, conclusions are provided in Section 6. Further analysis of individual topics will be discussed elsewhere.

2. Method

2.1 Observational datasets

Table 1 shows a list of observational datasets used for simulation and evaluation. The spatiotemporal resolutions are consistent between the observed and simulated data for each figure.

2.2 Experimental design

NICAM (Tomita and Satoh 2004; Satoh et al. 2008, 2014) is a nonhydrostatic atmospheric model developed for ultra-high resolution simulations. In this study, the 2012 version (hereafter, NICAM.12) was used. Table 2 shows the descriptions of the physics schemes implemented in NICAM.12. Water vapor, liquid cloud, ice cloud, rain, snow, and graupel
were calculated using a single-moment bulk cloud microphysics scheme (NSW6) (Tomita 2008), and the cumulus convection scheme was not used. The detailed descriptions of NICAM are reviewed by Satoh et al. (2014).

The horizontal resolution of the model used was approximately 14 km (grid division level 9). Thirty-eight vertical levels were used, extending to a height of 40 km above the sea level. The interval between each vertical level was increased from 160 m to 1 km below 11 km (25 layers) and to 2 km below 25 km (additional 9 layers). The sensitivity of a simulated climate such as cirrus and radiation to the vertical resolution will be discussed in a separate paper (Seiki et al. 2015b). The integration time interval was set to 30 s over the first five years, and then 60 s over the remaining term.

The simulation began in June 1, 1978 and was performed for more than 20 years. In this study, the dataset beginning on January 1, 1979 (after 7-month spin-up) and ending December 31, 1998 was used for the analysis, unless otherwise stated. Atmospheric initial conditions were taken from the ERA-40 (Table 1). Monthly mean sea surface temperature (SST) and the sea ice of the HadISST1 (Table 1) were interpolated to initial time for the slab ocean model. To reduce land model initial shock, which could last for several years, land initial conditions were taken from the monthly mean five-year climatology of the 220-km mesh NICAM simulation, which was conducted for 10 years including the five-year spin-up.

| Short name | Full name | Resolution | Reference |
|------------|-----------|------------|-----------|
| CERES      | Clouds and Earth’s Radiant Energy System (CERES) Energy Balanced and Filled (EBAF) TOA Edition 2.8 (Ed2.8) | 1.0° × 1.0°, monthly-mean | Loeb et al. (2009) |
| CLAUS      | Brightness temperature data from the cloud archive user service (CLAUS) | 0.5° × 0.5°, 3-hourly | Hodges et al. (2000) |
| CMAP       | Climate Prediction Center (CPC) Merged Analysis of Precipitation | 2.5° × 2.5°, monthly-mean | Xie and Arkin (1997) |
| ERA-40     | European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis-40 | 2.5° × 2.5°, 6-hourly | Uppala et al. (2005) |
| ERA-I      | European Centre for Medium-Range Weather Forecasts (ECMWF) Interim Reanalysis | 2.5° × 2.5°, 6-hourly | Dee et al. (2011) |
| GPCP       | Global Precipitation Climatology Project (version 2.2) | 2.5° × 2.5°, monthly-mean/pentad | Adler et al. (2003) |
| HadISST    | Hadley Centre Sea Ice and Sea Surface Temperature dataset | 1.0° × 1.0°, monthly-mean | Rayner et al. (2003) |
| IBrACS     | International Best Track Archive for Climate Stewardship | | Knapp et al. (2010) |
| ISCCP      | International Satellite Cloud Climatology Project | 2.5° × 2.5°, monthly-mean | Rossow and Schiffer (1999) |
| JRA-25     | Japanese 25-year reanalysis | 1.25° × 1.25°, 6-hourly | Onogi et al. (2007) |
| JRA-55     | Japanese 55-year reanalysis | 1.25° × 1.25°, 6-hourly | Ebita et al. (2011) |
| NOAA       | National Oceanic and Atmospheric Administration (NOAA) Interpolated outgoing longwave radiation (OLR) | 2.5° × 2.5°, daily | Liebmann and Smith (1996) |
| TRMM-PR    | Tropical Rainfall Measuring Mission (TRMM) 2A25 product, version 7 | Converted to 0.1° × 0.1°, monthly with diurnal variation | Iguchi et al. (2000) |
The simulation was performed under the AMIP-type conditions, except that SSTs were nudged toward Taylor-corrected (Taylor et al. 2000) HadISST1 values using the slab ocean model. The nudging relaxation time was 7 days, and the depth of the slab ocean model was set to 15 m. These “AMIP-like” configurations were used instead of those following the strict AMIP protocol because of the better performance of the simulation in terms of the geographical distributions of the precipitation (Appendix A) and the MJO (Grabowski 2006). Sea ice concentration was constrained to the HadISST1 values. The interannual variation of the three-dimensional ozone distribution was obtained from the Meteorological Research Institute chemical transport model (Shibata et al. 2004) monthly mean output of the simulation performed under CCMVal REF2 conditions (Eyring et al. 2008). For each month, five-year running means were applied to obtain ozone data prescribed for the model. The annual mean concentrations of CO2, N2O, CH4, CFC11, and CFC12, including interannual variability (Hansen and Sato 2004), were prescribed uniformly globally. Aerosols and 11-year solar cycles were not considered in the simulation.

The model was executed using 640 computing nodes (i.e., 640 CPUs or 5,120 cores) of the K computer (Yokokawa et al. 2011; Miyazaki et al. 2012), which comprised 7.7 % of the total system. In this case, the total elapsed time (excluding queuing time) is approximately 100 days to achieve the 20-year simulation. The actual time for the 20-year simulation is approximately 14 months. We did not face any numerical instability throughout the simulation.

3. Global basic fields

3.1 Precipitation

Figure 1 shows the seasonal climatological means of the observed and simulated precipitation rates during June–July–August (JJA), September–October–November (SON), December–January–February (DJF), and March–April–May (MAM). The global mean precipitation rates are quantitatively well simulated compared with GPCP (Table 1) observation, but are slightly overestimated compared with CMAP (Table 1) observation. The distributions of zonal mean precipitation rates and seasonal peak precipitation migration are also captured. The model reproduces greater than observed peak precipitation rates near the intertropical convergence zone (ITCZ). The South Pacific convergence zone is also captured, though its south-eastward extension is underrepresented in the model. A notable double-ITCZ bias exists during SON. The model overestimates precipitation along the coast in the Bay of Bengal and over the tropical Indian Ocean during JJA and underestimates precipitation near the Philippines in both JJA and SON and in the northeastern parts of South America during all seasons.

In seasonal-scale experiments using the previous versions of NICAM, simulated global and low-latitude mean precipitation exceeded those produced by
GPCP by 26% and 27%, respectively (Noda et al. 2012; Tables 1, 3). The reduced global mean precipitation bias in this study compared with Noda et al. (2012) is consistent with a decrease in global mean TOA OLR (Fig. 2 in Noda et al. 2010; Fig. 3 in this study). According to the seasonal-scale experiments using NICAM.12 — the version used in this study — the simulated global mean precipitation is greater than what is analyzed in GPCP by approximately 10% (not shown), indicating that some of the precipitation bias in the previous study arises from model spin-up and/or integration term. Another possible factor that changes simulated global mean radiation and precipitation is the model update including the cloud microphysics scheme (Grabowski 1998/NSW6), the land model (bucket model/MATSIRO), and ocean model (fixed SST/slab ocean model). The update of the ocean model configurations, which improves geographical precipitation distribution bias, is discussed in Appendix A.

In the tropics, the El Niño Southern Oscillation (ENSO) mostly governs the interannual variability of the precipitation distribution. Figure 2 shows precipitation response to ENSO. In general, precipitation variation is reasonably captured in response to ENSO-induced SST variation; both the observation and the model show more precipitation over the central to eastern Pacific and less precipitation over the Maritime Continent during the El Niño phase. In NICAM, positive precipitation anomalies are biased eastward with greater amount, and negative anomalies in the northern hemisphere (NH) subtropics are more
Fig. 2. Precipitation response to El Niño Southern Oscillation (ENSO) during 1979–1998 for GPCP (a) and NICAM (b) results. The monthly mean precipitation rate in mm day$^{-1}$ was regressed on ENSO index, which is defined as the departure of the NINO3 (150°W–90°W, 5°S–5°N; black box) mean SST in K from its monthly mean climatological value, and the regression coefficient is shown.

Fig. 3. Annual mean TOA OLR and OSR and longwave and shortwave cloud radiative forcing (LWCRF and SWCRF, respectively) in W m$^{-2}$. Positive cloud radiative forcing denotes warming effect for the climate system. CERES (Table 1) data averaged from 2001 to 2012 are shown in (a), and NICAM data averaged from 1979 to 1998 are shown in (b). ZM and GM values for each dataset are shown in (c).
prominent. The mean state biases (Fig. 1) seem to be related to some of the variability biases such as low variability around the Philippines and high variability along the coast in the Bay of Bengal and over tropical Indian Ocean.

### 3.2 Radiation and clouds

Figures 3a and 3b show the annual mean TOA outgoing longwave radiation (OLR) and outgoing shortwave radiation (OSR). Overall, the distributions of the 2D and zonal mean OLR are well simulated by the model, capturing the position of OLR maxima in the subtropics and OLR minima in the tropics. The simulated OLR is in good agreement with the observed values in the extratropics but lower than observation in the tropics. This leads to the lower global mean OLR bias of 3.47 W m$^{-2}$. OSR is simulated in the tropics but underestimated in the extratropics. Consequently, the simulated global mean OSR is lower than observed values by 7.92 W m$^{-2}$.

Such OLR and OSR biases at the TOA are mostly contributed by longwave cloud radiative forcing (LWCRF) and shortwave cloud radiative forcing (SWCRF), as shown in Figs. 3c and 3d. The global mean LWCRF and SWCRF simulated by the model exceed observations by 1.97 and 7.41 W m$^{-2}$, respectively, and these biases are mainly contributed by lower latitude LWCRF and higher latitude SWCRF.

Figure 4 shows the annual mean climatology of ISCCP (Table 1) cloud amount for high, middle, and low clouds. The model qualitatively reproduces the geographical distributions of global clouds. High clouds are frequently observed in the tropics and midlatitudes, and the model captures this to some extent. The model quantitatively overestimates high cloud amount at most latitudes, which leads to the LWCRF bias in the tropics (Fig. 3). In the extratropics, the magnitude of the positive LWCRF...
bias is small despite the significant overestimation of high cloud amount. This may be attributable to an underestimation of middle cloud (as described next) as well as lower sensitivity of the LWCRF on high cloud amount in the extratropics compared with that in the tropics. Note that observed ISCCP polar cloud is highly uncertain (Rossow and Schiffer 1999), so the model bias is unclear there. Low and middle cloud amounts simulated by the model are significantly underestimated compared with observations, though their geographical distributions are qualitatively simulated. The underestimation is most prominent over the continent, near the west coast, and in storm track regions where the simulated negative SWCRF tends to be lower than observations (Fig. 3).

Compared with typical CMIP5 models (Wang and Su 2013), global mean OSR bias simulated by NICAM is more significant in association with the deficit in low and middle cloud amounts. In contrast to this study, Noda et al. (2010) showed that the low cloud amount was overly simulated in the extratropics using the previous version of NICAM. The sensitivity of cloud amount and radiation to the model configurations such as cloud microphysics scheme, horizontal and vertical resolutions, and several tuning parameters are being investigated intensively to improve the model’s climate.

Figure 5 shows low and high cloud amount responses to ENSO. The interannual variability of high cloud amount due to ENSO resembles that of precipitation (Fig. 2). Both the observation and the model show more high cloud amount over the tropical central to eastern Pacific and less over the tropical western Pacific during the El Niño phase. The model simulates weaker negative anomaly of high cloud amount around the equatorial western Pacific compared with the observation. The basic characteristics of the ENSO-induced low cloud variability are also captured by the model; low cloud amount is decreased (increased) over the tropical central to eastern (western) Pacific due to ENSO. The simulated ENSO-induced low cloud variability is weaker in amplitude than the observation over the tropical western Pacific.

3.3 Zonal mean basic states

Figures 6 and 7 show the zonal mean temperature and zonal wind during JJA and DJF. Temperature and zonal wind structures, including seasonal and hemispheric differences, are simulated. Warm bias is found in the tropical upper troposphere compared to JRA-55 reanalysis (Table 1), i.e., simulated tropical static stability is greater. It is related to the excess of high cloud (Fig. 4, bottom) due to the treatment of cloud ice removal processes in cloud microphysics scheme (Seiki et al. 2015a). During JJA, warm bias is also found in the NH extratropical troposphere. The simulated tropospheric westerly jets (Fig. 7) are stronger and/or located more poleward relative to reanalysis results, part of which is associated with the lack of orographic gravity wave drag scheme in the simulation (McFarlane 1987). In the stratosphere, the simulated polar night jets are located more equatorward, and the easterly jets in the summer hemisphere are
weaker than those in JRA-55.

Figure 8 shows Lagrangian-mean meridional circulations derived using mass-weighted isentropic zonal means (Iwasaki 1989). There are two major direct circulations: the Hadley circulation in the tropics and the extratropical circulation associated with baroclinic instability in the winter hemisphere. The simulated strength and width of the Hadley and extratropical circulations are comparable to JRA-55 results. During DJF (Fig. 8, bottom panels), the upwelling branch of the simulated Hadley circulation is located slightly southward, consistent with the zonal mean precipitation (Fig. 1). The Hadley circulation mass stream function has double extrema in JRA-55 results but a single extremum in NICAM results. Such differences seem to be within the range of uncertainties among reanalysis datasets. The strength and shape of the Hadley circulation strongly depend on reanalysis datasets (Nguyen et al. 2013; Iwasaki et al. 2009).

3.4 Surface air temperature

Figure 9 shows the surface air temperatures during JJA and DJF. The simulated global mean surface air temperature is higher than that in JRA-55 by 0.72 K in JJA and 0.49 K in DJF. Such a warm bias mainly occurs over the continents, and is usually greater in summer than in winter. Significant warm bias is found over the Eurasian and North American continents in summer. The warm bias persists over the South American and South African continents, and is consistent with the under-simulated continental low and middle cloud amounts (Fig. 4) and the associated deficit in negative SWCRF (Fig. 3). With the exception of Greenland, the model simulates warmer arctic winter surface air temperatures (Fig. 9, bottom panels). SST drift from prescribed boundary conditions (Appendix A) causes ocean surface air temperature bias but by a smaller amount relative to the continental temperature bias.

![Seasonal climatology of the zonal mean temperature in K for JRA-55 (a) and NICAM (b) results calculated during JJA (1979–1998) and DJF (1979/80–1998/99), respectively. The vertical axis shows pressure in hPa. Colored regions in (b) show anomalies from JRA-55. Anomaly exceeding 8 K is denoted as purple contour with an interval of 2 K.](image)
4. Individual phenomena

4.1 Climatological tropical cyclone activity

It is not easy for most climate models to adequately simulate the TC intensity and structure (Emanuel 2013). Though a climate model with a horizontal resolution of $O(100 \text{ km})$ frequently reproduces geographical distributions and seasonal march of TCs, it tends to simulate much weaker than observed intensity and larger than observed size (Camargo 2013). Even 25–50 km mesh AGCMs cannot simulate intense (category 3–5) TCs despite the successful simulations of TC frequency (Zhao et al. 2009; Robert et al. 2015). In such cases, statistical downscaling approach (Zhao et al. 2010) may be useful to investigate the historical and future TC intensity. Recent studies have shown that AGCMs with a finer horizontal resolution, such as 10–20 km, reproduce more realistic TC intensity histograms (Murakami and Sugi 2010; Manganello et al. 2012; Manganello et al. 2014). However, the simulated TC intensity also strongly depends on the cumulus convection scheme (Murakami et al. 2012). As mentioned previously, no cumulus convection scheme was used in this study.

Here, TCs simulated by NICAM were analyzed as follows. First, TCs were directly detected using six-hourly mean-sea-level pressure data. They were then tracked following the method detailed by Sugi et al. (2002) and Oouchi et al. (2006) with a duration criterion of 36 h. The maximum wind speed threshold of 17.5 m s$^{-1}$ was objectively determined by the horizontal grid interval (Walsh et al. 2007). The TC detection and tracking algorithms and criteria do not depend on the ocean basin. We employed best track datasets produced by the National Hurricane Center (North Atlantic and eastern North Pacific; Jarvinen et al. 1984) and the Joint Typhoon Warning Center (western North Pacific, North Indian Ocean, and southern Hemisphere; Chu et al. 2002), and these datasets were unified in the IBTrACS (Table 1).

Figures 10a and 10b show the geographical distributions of TC genesis. The TCs detected in the IBTrACS and NICAM per one year are approximately 82.4 and 81.8, respectively. Observed and simulated
Fig. 8. Seasonal climatology of the zonal mean mass stream function in $10^{10}$ kg s$^{-1}$ for JRA-55 (a) and NICAM (b) results calculated during JJA (1979–1998) and DJF (1979/80–1998/99), respectively. The vertical axis shows pressure in hPa. Positive values indicate clockwise circulation.

Fig. 9. Seasonal mean climatology of 2 m temperature in °C for JRA-55 (a) and NICAM – JRA-55 (b) calculated during JJA (1979–1998) and DJF (1979/80–1998/99), respectively.
Fig. 10. Annual climatology of TC genesis density, TC track density, and mean TC intensity during 1979–1998. Observed values are shown in (a), (c), and (e), and NICAM simulations are shown in (b), (d), and (f). Dashed lines denote ocean basins. TC genesis and track density represent the number of TCs generated in and passing through each 2.5° × 2.5° grid box per month. Mean TC intensity is defined as the maximum wind speed in m s$^{-1}$ averaged over all the TCs passing through each 2.5° × 2.5° grid box.
TC genesis distributions are usually similar. The number of TCs in both the IBTrACS and NICAM is in good agreement over the western North Pacific, Indian, and South Pacific oceans. However, NICAM produces less TCs over the North Atlantic Ocean and more from the eastern to central North Pacific Ocean. In addition, Figures 10a and 10b show that the equatorward edge of the TC genesis region in the simulation is closer to the tropics than observation by a few degrees in latitude.

Figures 10c and 10d show the TC track density distribution. Over the Indian and South Pacific oceans, the TC track density is fairly well simulated. Over the western North Pacific Ocean, though the distributions of the TC track density are reasonably captured in the simulation, more TCs over the western North Pacific Ocean tend to move toward East Asia (from Taiwan to Japan) compared with the observations. The greater numbers of simulated TCs move westward across the date line in the North Pacific, consistent with high TC genesis in the central/eastern North Pacific region. Focusing on the North Indian Ocean, TC occurrences are less than observation over the Bay of Bengal and more over the Arabian Sea, which is similar to that in Zhao et al. (2009) and Murakami et al. (2012) but dissimilar to Manganello et al. (2012) and Roberts et al. (2015).

Figures 10e and 10f show the mean TC intensity. The simulated TC intensity, on average, is comparable to observations. As with genesis and track densities, the mean TC intensity over the South Pacific and South Indian oceans are relatively well simulated. Overall, the simulated mean TC intensity tends to be higher than the observations, especially in the higher latitudes. However, an exception is found in the central/eastern North Pacific Ocean, where, on average, a greater number of the simulated TCs tends to move westward.

Figure 11 shows the seasonal march of TC genesis in the six typical ocean basins. The number of simulated monthly TC genesis closely resembles observations in most ocean basins. Both the mean and magnitude of the interannual variations in monthly TC genesis are well reproduced in the simulation. Over the North Indian Ocean, the two observed local TC genesis maxima are captured by the model, but the timing of the simulated maximum in early summer is slightly earlier. Over the North Atlantic and eastern North Pacific, the model attempts to reproduce active and inactive TC seasons, though the seasonal cycle is shifted toward a later season.

NICAM captures the behaviors of TCs with objectively determined thresholds of maximum wind speed due to the intensity of simulated TCs. In particular, the reproducibility of the seasonal march of TC genesis is encouraging. TC biases are also found; few genesis in the North Atlantic, more moving from the eastern to the Central Pacific, and the delay of the seasonal cycle of TC genesis over the North Atlantic and eastern North Pacific. These may be related to the biases in basic fields, the use of the slab ocean model, cloud microphysics scheme configuration, horizontal resolution, etc. Serra et al. (2010) found that the strength of the Caribbean low-level jet is positively (negatively) correlated with the TC frequency over the eastern North Pacific (North Atlantic). Therefore, we speculate that the TC genesis biases over the North Atlantic and eastern North Pacific in the NICAM simulation are related to the stronger Caribbean low-level jet (not shown) associated with more active ITCZ convection (Fig. 1) over the tropical eastern North Pacific. Robert et al. (2015) recently found that the simulated TC track becomes more frequent over the Central Pacific as horizontal resolution is increased from 130 to 25 km (resolution at midlatitude). The lack of SST reduction by upwelling associated with strong surface winds, which seems to be favorable for maintaining TC intensity, may primarily contribute to the higher intensity bias in higher latitudes.

4.2 MJO and convectively coupled equatorial waves

This section addresses tropical intraseasonal (i.e., up to 90 days) variability with particular focus on two components: 30–90 day variability, often referred to as the MJO (Madden and Julian 1971, 1972) or as the tropical intraseasonal oscillation (ISO) and the other so-called convectively coupled equatorial waves (CCEWs) (Kiladis et al. 2009). Together they are responsible for a substantial portion of the tropical intraseasonal variability in various fields such as precipitation and winds.

Since the detailed analysis of the statistical behavior of ISOS will be addressed in another study (Kikuchi et al. in revision), we summarize the results. Kikuchi et al. (in revision) made a detailed assessment of the performance of NICAM in reproducing the ISOS in the context of the bimodal ISO representation concept proposed by Kikuchi et al. (2012). Many fundamental features of the ISOS such as the evolution of cloudiness patterns and seasonal cycles are relatively well reproduced, although the simulated ISOS are weaker in amplitude than observations by a factor of approximately 2. We show the essen-
tial features of the simulated ISO in a simpler manner with the results that are consistent with Kikuchi et al. (in revision).

Figure 12 shows the time against longitude sections of a lagged correlation of 25–90 day OLR anomalies during boreal winter when eastward propagation is pronounced (Kikuchi et al. 2012; Kiladis et al. 2014). Although the simulated ISO amplitude is weaker by a factor of approximately 2, which is in agreement with the results of Kikuchi et al. (in revision), NICAM reproduces the lifecycle of the ISO convection relatively well: maximum intensity over the central Indian Ocean, slowdown in phase speed to the east and west of the Maritime Continent, and weakening in amplitude over the Maritime Continent.

NICAM also captures the statistical properties of the CCEWs well. Figure 13 shows the normalized space–time power spectra. Here we followed the method developed by Wheeler and Kiladis (1999) to calculate the normalized spectra. The observation and simulation show significant spectral peaks along the dispersion curves corresponding to Matsuno’s (1966) solutions of the shallow water equations on an equatorial beta plane with equivalent depths of 12–50 m (Kiladis et al. 2009), including Kelvin, equatorial Rossby, $n = 1$ westward inertia–gravity, and mixed-Rossby gravity (MRG) waves and $n = 0$ eastward inertia–gravity (EIG) waves. However, simulated MRG and $n = 0$ EIG wave peaks are less significant, and their equivalent depths seem slightly deeper. The detailed analysis of the CCEWs will be conducted in future to explain the similarities and differences in spectral characteristics between the observations and NICAM simulation, especially from a nonstationarity viewpoint (Kikuchi 2014).

4.3 Seasonal cycle of Asian summer monsoon

Asian monsoon characterizes the seasonal cycle of the Indo-Pacific domain. The Asian monsoon is divided into several sub-systems, including Indian, western North Pacific, and East Asian monsoons such as Baiu (Section 4.4), and their stepwise seasonal

Fig. 11. Monthly mean climatological number of TC genesis and its standard deviation in each ocean basin defined in Fig. 10. IBTrACS results are shown in black, and NICAM results are shown in blue.
evolution and mutual connections have been intensively investigated (Murakami and Matsumoto 1994; Wang et al. 2001, 2004; Wang 2006). This section discusses the reproducibility of the climatology and interannual variation of the Asian summer monsoon. In particular, the monsoonal circulation over the western North Pacific, which is closely related to tropical cyclogenesis in summer (Holland, 1995; Ritchie and Holland 1999; Yoshida and Ishikawa 2013), is highlighted.

The Asian summer monsoon typically appears in the low-level wind fields as a response to the warming over the Eurasian continent. Figure 14 shows the June–September (JJAS) mean climatology of the 850 hPa wind field in the JRA-25 reanalysis (Table 1) and the NICAM simulation. Westerly winds over the tropical Indo-Pacific domain, connected to the Somali jet along the eastern coast of Africa extending to the Philippine Sea, is reproduced in the model (Figs. 14a, b). The westerlies form part of a cyclonic circulation over the continent, and their simulated magnitudes along the peak axis are comparable to JRA-25 results. This is a significant improvement over the eight-year boreal summer hindcasts (Satoh et al. 2012), which used previous versions of NICAM with 7 km mesh; the monsoonal westerlies were poorly maintained in those cases. Model biases are also found in this study. For example, the northward displacement of the westerly axis occurs, which leads to easterly biases over the equatorial Indian Ocean, and the northwestern Pacific anti-cyclone is displaced northward with higher mean intensity (Fig. 14c). The biases of weaker westerlies over the equatorial Indian Ocean and a stronger North Pacific subtropical high (NPSH) were also detected in Coupled Model Intercomparison Project phase 5 (CMIP5) multimodel ensemble mean (Sperber et al. 2013). In the present simulation, the biases can be attributed to the warmer surface air temperature over the land during boreal summer (Fig. 9b). The northward error in the latitudes of the westerly axis leads to excessive Himalayan precipitation (Fig. 14c). The annual cycle of the western North Pacific Monsoon Index (WNPMI), defined by the meridional shear of zonal wind at 850 hPa averaged in the tropical (100–130°E, 5–15°N) and subtropical (110–140°E, 20–30°E) subdomains (Wang et al. 2001), is presented in Fig. 14d. The tropical subdomain includes the South China Sea (SCS), and the WNPMI corresponds to the convective activity over the SCS and Philippines with associated wind fields. The 20-year climatology of the annual cycle is reproduced in the simulation with a 0.83 correlation coefficient with JRA-25 results (Fig. 14d). Note that the climatological monsoon onset (i.e., WNPMI > 0, followed by continuous positive values) in mid-June is well captured, as well as a sharp
increase in the WNPMI in mid-May, followed by a tentative reduction for several weeks. The negative bias in the WNPMI during July–October is due to the northern displacement of the westerly axis (Fig. 14c).

The 20-year time series of the normalized WNPMI during boreal summer also shows general agreement between JRA-25 and NICAM results (Fig. 15a). Close examination finds that the interannual variation during the latter half of the analysis period is better reproduced than those in the former period. Such reproducibility difference does not correspond to the ENSO. Because the low-level circulation is closely associated
with convective activity, the interannual variations of observed and simulated OLR anomalies over the western North Pacific domain (110°–160°E, 0°–25°N) were also examined (Fig. 15b). The time series of the WNPMI and OLR anomalies are negatively correlated (at a correlation coefficient of −0.67 in the observation and −0.65 in the model), and the WNPMI is better simulated when the OLR anomalies (Fig. 15b) are better reproduced. Lau et al. (1997) argued that the anomalous convection in the tropics is related to large-scale circulation rather than local SST on interannual timescales. Further model evaluation of the basin-scale SST anomalies and convective responses, including the remote effects, is warranted to improve the model performance.

4.4 Baiu front as a boundary between the tropics and mid-latitudes

The Baiu front (BF) is a part of the large-scale Asian summer monsoon (Murakami and Matsumoto 1994; Wang and LinHo 2002). It stays near Japan during June and July, and sometimes causes serious natural disasters such as drought or torrential rain in East Asia. The BF is defined as a boundary between the air masses of the tropics and mid-latitudes and is suitable to evaluate the dynamical and thermodynamical performance of NICAM at the edge of the tropics. This section identifies the differences in the spatial patterns (Fig. 16) and the time progress (Fig. 17) of the BF between objective analysis data (JRA-25, GPCP) and NICAM.

The air masses are classified by temperature and humidity. Therefore, this study used the lower tropospheric (925–700 hPa) equivalent potential temperature \( <\theta_e> \), which was estimated using temperature as well as humidity. The meridional gradient of \( -\partial <\theta_e>/\partial y \) was then employed to detect the boundary of the air masses, i.e., the BF. A 330 K \( <\theta_e> \)
contour was also used to determine the boundary between the tropical and mid-latitude air masses in the East Asia (EA)–western North Pacific (WNP) sector (Saito 1966), although this position is different from the BF estimated using $-\partial<\theta e>/\partial y$ (Fig. 16a). See Tomita et al. (2011) for the methodology details used in this section.

Figure 16 exhibits the climatological mean fields of $<\theta e>$ and $-\partial<\theta e>/\partial y$ (upper panels) and precipitation and vertically integrated water vapor flux (lower panels) during the Baiu season near Japan (May 31–July 29). The period of which was estimated based on the GPCP data. It is known that the precipitation corresponds with the convergence of the vertically integrated water vapor flux (Chen et al. 2012). In the fields of $<\theta e>$ and $-\partial<\theta e>/\partial y$, the climatological BF in JRA-25 extends along the latitudes of Japan in the EA–WNP sector (Fig. 16a), while it is weak and has already reached near 40°N in NICAM (Fig. 16b, thick solid line). In this period, the monsoon air mass (MoAM) and heating in East Asia are stronger in NICAM than in JRA-25. In particular, $<\theta e>$ is high in the zonal band between 40°N and 50°N in the EA–WNP sector (Fig. 16c), which seems to be related to the northward displacement and stronger intensity of the westerly winds over the EA–WNP sector, as mentioned in Section 4.3. The higher $<\theta e>$ in this zonal band makes the BF weaker and the latitude

Fig. 15. Interannual variations of WNPMI (a) and OLR (b) averaged during JJAS normalized by the variances of each time series. JRA-25 (black) and NICAM (red) values are shown in (a). NOAA (Table 1) (black) and NICAM (red) values, calculated between 110–160°E and 0–25°N, are shown in (b).
higher. We also found higher $<\theta_e>$ along 20°N in the WNP in NICAM (Fig. 16c).

The corresponding precipitation fields (Figs. 16d–f) support the above results in $<\theta_e>$ and $-\partial<\theta_e>/\partial y$ (Figs. 16a–c). Even larger precipitation is observed along 20°N in the WNP in NICAM (Fig. 16e), which indicates that the WNP summer monsoon (WNPSM) leading the end of Baiu season (Tomita et al. 2011) has already started during this period. The vectors of water vapor flux also demonstrate the northward expansion of NPSH in NICAM (Fig. 16e). The differences (Fig. 16c) show that the Baiu season near Japan has already ended in May 31–July 29 in NICAM with the onset of WNPSM, the northward expansion of NPSH, and the northward shift of the BF. The divergence in water vapor flux is strong in NICAM in the EA–WNP sector (Fig. 16f). In the following, we will examine the temporal development of the BF in the objective analysis data and NICAM.

Figure 17 shows the differences in the northward movement of the BF near Japan ($-\partial<\theta_e>/\partial y$ averaged over 125°–145°E), which determines the beginning and ending of the Japanese Baiu season. The beginning occurs when the BF reaches 30°N, and the ending occurs when it reaches 40°N, which corresponds to June 2 and July 31, respectively, in the JRA-25 reanalysis (Fig. 17a; Tomita et al. 2011). During this period, the relatively fast northward advance occurs in June in the JRA-25 reanalysis, while the speed slows in July. At the end of July, the
BF advances to 45°N, which marks the end of the Japanese Baiu season.

The NICAM climatological BF progresses northward much faster during the earlier and shorter period from early May to the end of June (Fig. 17b) compared with the JRA-25 BF. This seems to be caused by the faster and stronger northward expansion of the MoAM (Figs. 16a, b) and stronger surface heating in the eastern part of the Asian continent (Fig. 16c). Note that time progression pattern in NICAM (Fig. 17b) and JRA-25 (Fig. 17a) is slightly similar. In particular, the rapid northward advance occurs in the early period, then the BF remains near 35°N later in the period, and then finally jumps and passes 50°N at the end of the period. Thus, the correction of the MoAM northern expansion in East Asia and of the faster and stronger higher latitude heating over the Asian continent could improve the NICAM BF reproduction.

4.5 Diurnal precipitation cycle

This section summarizes the climatological diurnal precipitation cycle over the Southeast Asian monsoon region, the Maritime Continent, and the Central America during boreal summer. The diurnal precipitation cycle simulation over the Maritime Continent and Asian monsoon regions was difficult when a GCM with a cumulus convection scheme (Dai and Trenberth 2004; Dai 2006; Hara et al. 2009; Love et al. 2011) was used. Previous studies suggested that NICAM has an advantage in reproducing diurnal precipitation cycles (Sato et al. 2009; Dirmeyer et al. 2011; Noda et al. 2012). Sato et al. (2009) performed NICAM for one month with 14, 7, and 3.5 km resolution meshes and showed that the diurnal peak in precipitation becomes more realistic over land as the horizontal resolution increases. Dirmeyer et al. (2011) showed that high resolution models including updated NICAM have simulated nocturnal precipitation over a continent, for example, precipitations along the southern slope of the Tibetan Plateau. However, even in their project, the reproducibility of the nocturnal precipitations over the Southeast Asian monsoon region and the Maritime Continent is still a challenging issue. As we have seen, simulated precipitation climatology is improved, which can also improve the nocturnal precipitations. In addition, the analysis of the characteristic nocturnal precipitation over Central America, which propagates offshore, offers a good example to examine how “20-year” experiment improves diurnal precipitation signals. Though diurnal precipitation cycle over the Central America was simulated in the NICAM monthly and season-scale experiments (Sato et al. 2009; Noda et al. 2012), its signal-to-noise ratio seems to be weak, possibly due to its shorter analysis period.

The diurnal precipitation cycle is well simulated in the NICAM climate simulation (Fig. 18). The diurnal precipitation signals around the Tibetan Plateau, Southern China, and North America (not shown) were simulated, which was similar to the previous studies (Dirmeyer et al. 2011). Note that the simulated diurnal peaks in precipitation correspond to those observed by the TRMM-PR (Table 1) over the Asian monsoon and Maritime Continent regions (Fig. 18, left). Early morning precipitation is well simulated west of the
Fig. 18. Local time of climatological diurnal peaks in precipitation during JJAS in h. Longitude–latitude plots of the TRMM-PR observations between 1998 and 2012 (top) and NICAM simulations between 1979 and 1998 (middle) are shown for Asian monsoon and Maritime Continent (left) and Central America (right) regions. A diurnal peak in precipitation is defined as the first harmonic of the diurnal precipitation cycle in each grid box. Diurnal peaks in precipitation along the line a–a’ in (a) and along the line b–b’ in (b) are shown in (e) and (f), respectively, with black circles indicating simulated results and gray symbols indicating TRMM-PR observations. Horizontal and vertical axes in (e) are longitude and local time (repeated for 2 days), respectively, and those in (f) are local time and latitude.
Indochina Peninsula and over the interior of Indochina Peninsula (Satomura 2000; Takahashi et al. 2010) and Borneo Island. In addition, diurnal precipitation systems, which propagate from coastal regions toward the ocean, are in good agreement with the TRMM-PR observations over the Bay of Bengal (Fig. 18, left). The simulated nocturnal precipitation propagating offshore over the western coast of Central America (Fig. 18, right) is more systematic compared with the previous monthly and seasonal-scale simulations (Sato et al. 2009; Noda et al. 2012). The increase in the simulation period improves the diurnal precipitation signals over this region. The improvement in diurnal precipitation cycles, especially over the Southeast Asian monsoon region, can be associated with the improvements in the reproduction of mean climatological features such as monsoon westerlies and precipitation (Sections 4.3 and 3.1, respectively). Similar to the previous studies (Sato et al. 2009; Noda et al. 2012), the simulated diurnal peaks in precipitation are delayed by 2–4 h compared with the observations, especially over land. These systematic biases may be attributable to a poor representation of the vertical moisture transport at the lower atmosphere associated with the coarse horizontal resolution (Petch et al. 2002; Mass et al. 2002).

Fujita et al. (2011) analyzed the observational datasets and NICAM output and found a prominent diurnal convection cycle over the Indian Ocean during the MJO phases 2 and 3. As we have shown in Section 4.2 and here, NICAM simulates realistic climatology for the MJO as well as diurnal precipitation cycles, and thus is favorable for investigating their interaction.

### 4.6 Lower stratospheric variability

The importance of the troposphere–stratosphere coupling has been recognized because stratospheric variability is closely linked with tropospheric weather and climate (Baldwin and Dunkerton 2001). In this section, we demonstrate the stratospheric variability in monthly mean zonal-mean zonal wind in the NICAM simulation. Figures 19a and 19b show the 30 hPa zonal wind frequency power spectra as a function of latitude for ERA-I reanalysis (Table 1) and NICAM simulation. NICAM simulates the annual and semiannual variability with its maximum values and latitudinal positions. In addition, variability over 7–11 months, as well as interannual variability, resembles ERA-I results.

Figures 19c and 19d illustrate the time-latitude cross-sections of interannual anomaly of the 30 hPa zonal wind. To extract interannual variability, the mean seasonal cycle (i.e., annual cycle) was calculated using data from 1979 to 1998, and then subtracted from the raw data. The resulting time series were then smoothed using five-month running means (Kawatani and Hamilton 2013). The irregular occurrence of strong easterly/westerly anomalies near 60°N and 70°S are found in both the ERA-I reanalysis and NICAM simulation, although the phases of these anomalies are slightly different. The latitude–height distributions of interannual variability in NICAM are normally comparable with those in the ERA-I (not shown) in the mid- to high-latitudes, despite slightly weaker variability.

The most prominent interannual variability in the equatorial stratosphere is the quasi-biennial oscillation (QBO). Most comprehensive global models do not simulate this feature well (Kawatani and Hamilton 2013). Since the QBO is driven by interactions among the mean zonal wind and vertically propagating internal waves generated in the tropical troposphere (Baldwin et al. 2001), high horizontal and vertical resolution and appropriate representation of tropical convective variations are required to adequately simulate the QBO (Kawatani et al. 2009, 2010).

In the ERA-I data, large spectrum peaks are found 20–40 months in the tropical regions (Fig. 19a), and zonal winds change from strong easterlies to westerlies with a mean period of approximately 28 months (Fig. 19c). This QBO signal does not appear in the present NICAM simulation (Figs. 19b, d), possibly due to the coarse vertical resolution (i.e., approximately 2 km around 30 hPa). However, NICAM attempts to simulate the westerly/easterly changes in the tropical stratosphere despite much smaller amplitude. As shown in Fig. 13, NICAM succeeds in simulating CCEWs. Kawatani et al. (2009, 2010) demonstrated that CCEWs are the main source of equatorial waves with less than 90 m equivalent depths, which propagate from the troposphere into stratosphere. These equatorial waves comprise up to 50 % of the force driving the westerly phase of the QBO. These results reveal that NICAM has the potential to adequately simulate the QBO with additional stratospheric vertical layers, and that it would be beneficial to further investigate troposphere–stratosphere coupling processes.

### 5. Discussion

Some of the biases found in this study seem to be common among most climate models. The double-ITCZ is still a problem in the NICAM simulation,
as discussed in Section 3.1. Over the continent, the warmer surface air temperature bias is evident, especially during summer (Section 3.4). This may be related to the stronger monsoonal flow over South Asia (Section 4.3) and rapid northward advancement of the BF, i.e., shorter Baiu season, in East Asia (Section 4.4). Such a temperature bias is related to the underestimated cloud amount and associated weaker SW cooling (Section 3.2). Insufficient simulated MJO amplitude (Section 4.2) is also a common bias among climate models. The delay in the diurnal precipitation peak (Section 4.5) may be partly caused by insufficient spatial resolution. These biases may be quantitatively emphasized due to the lack of model parameter tuning by a series of climate scale experiments. For example, TOA net radiation imbalance (Section 3.2) is relatively large compared with AMIP simulations by other models (Wang and Su 2013).

In the next phase of NICAM climate simulations, orographic gravity wave drag, aerosol, and sophisticated cloud microphysics schemes are planned to be introduced to better reproduce zonal mean basic states. Seiki and Nakajima (2014) developed a double moment cloud microphysics (NDW6) scheme that reduced the warmer temperature bias in the tropical upper troposphere in the NICAM simulation (Seiki et al. 2015a). Another cloud microphysics scheme choice is the modified NSW6 scheme proposed by Roh and Satoh (2014), which can reproduce better cloud statistics compared with the original one.

Fig. 19. Frequency power spectra of 30 hPa zonal mean zonal wind in m² s⁻² month as a function of latitude for ERA-I (a) and NICAM (b) results. Time-latitude cross-section of the interannual anomaly of 30 hPa zonal mean zonal wind in m s⁻¹ is also shown for ERA-I (c) and NICAM (d).
such as McFarlane et al. (1992), may be necessary to avoid this problem.

6. Conclusion

This study evaluates 20-year climatological mean state and variability simulated by a 14-km mesh NICAM. NICAM reasonably simulates many aspects of atmospheric climatology and variability. The geographical distributions of precipitation, including ENSO related, seasonal, and diurnal variations are reasonably reproduced (Sections 3.1 and 4.5). Simulated zonal mean temperature, zonal wind, mean meridional circulation, clouds, and TOA radiation balance are qualitatively simulated, though some severe biases such as underestimated low clouds and shortwave reflection and warmer surface and tropical upper troposphere exist (Sections 3.2–3.4). Note that we tuned model parameters in advance by performing a series of seasonal- or shorter-scale experiments without any prior climate scale experiments with 14 km mesh NICAM.

The analysis of the individual phenomena in Section 4 also revealed a potential for NICAM to simulate multiscale atmospheric phenomena, especially TCs and the MJO. TCs are captured with objective thresholds of maximum wind speed due to the realistic intensity of simulated TCs. The seasonal march of TC genesis in each ocean basin, as well as TC intensity, is well simulated (Section 4.1). These results are obtained without any cumulus convection scheme, and future TC projection is expected to be more reliable if NICAM is performed under the warmer climate conditions. Wavenumber–frequency power spectrum analysis for the tropical disturbances shows that the MJO and tropical waves are well reproduced (Section 4.2). This implies, based on how tropical waves influence the stratosphere, the stratospheric variability is also well reproduced, as partly revealed in Section 4.6. Asian monsoon analysis shows that climatological western North Pacific monsoon onset agrees closely with the observations (Section 4.3), and that the BF is reproduced to some extent (Section 4.4). Some significant model biases still exist, which indicates a need for further model improvements. The topics chosen here are subjective and not comprehensive but may provide insights into model capabilities. Given the NICAM's ability to explicitly resolve multiple multiscale atmospheric phenomena at a time, the results shown here warrant further the studies of several weather and climate phenomena and their interactions (e.g., TC genesis–MJO, CCEWs–stratospheric dynamics, MJO–diurnal cycle, MJO–ENSO) in a seamless manner.
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Appendix A: Impact of SST nudging on the precipitation bias

In this study, we employed the slab ocean model nudged toward reference SSTs rather than fixed SST condition. This means that the simulated SSTs are slightly different from the reference SSTs. Figure A1 shows the simulated SST anomaly from the reference SST for each season. In the summer (winter) hemisphere, the simulated SST is higher (lower) than the reference SST by approximately 1.5 K. In addition, the warm bias remains throughout nearly the
entire year in the stratocumulus regions, off the coast of Peru, Namibia, and California, and in the deep tropics, for example, all of which are consistent with the underestimated cloud amount (Fig. 4).

Using the slab ocean model helps to simulate precipitation patterns with less bias than fixed SSTs would produce. Figure A2 shows the precipitation rate over the tropical western Pacific produced by GPCP, NICAM with the slab ocean model (SLAB), and NICAM with the fixed SST (FIXED). These sensitivity experiments began in June 1, 2004, and the integrations were performed for six months. In the FIXED run, dry bias is significant around the Philippines, especially during JJA with a hole-like outline.
Such a bias is also seen in the SLAB run but with lower magnitude and unclear outline. Though both the FIXED and SLAB runs produce double-ITCZ during SON, the separation of north and south high precipitation regions is clearer in the FIXED run. In addition, precipitation along the coastal areas in the Bay of Bengal is overestimated in the FIXED run. It is beyond the study’s scope to determine why the SLAB run reproduces better geographical distributions of precipitation. The relationship between the ocean model and precipitation pattern may be of interest in a cloud system resolving simulation.
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